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1CHAPTER 1. General introduction
1.1 Overview
This thesis investigates several approaches to develop new sets of estimating equa-
tions for improving the efficiency of estimators of regression parameters of Cox pro-
portional hazards models applied to clustered survival data. It is organized into five
chapters. Chapter 1 presents a general introduction. First the motivation and objec-
tives of the project are reviewed. Then the basic concepts and notation used in this
manuscript are introduced. Finally, a literature review is provided.
In Chapter 2, the weighted estimating equations proposed by Cai and Prentice (1995)
are reviewed. Their method of estimating weights is very computationally intensive, and
it is not clear how to generalize their method to cases involving continuous covariates.
A modified algorithm to calculate the weights is introduced by using the inverse of
the estimated martingale residual correlation matrix. In addition, the score equation
ignoring the within cluster dependence can be written in another form, which allows a
new set of weighted estimating equations to be obtained by inserting weight matrices
in the score equation in a different manner. The estimators from both sets of weighted
estimating equations are examined. It is found that the two types of weighted estimating
equations produce an equivalent estimator when there is a single binary covariate and
the exchangeable correlation structure is used, although they are not always equivalent
in other cases. The efficiency gain is evaluated by the ratio of the variances of the
independent working model estimator and the weighted estimating equation estimator.
2Simulation results showed that compared to the independent working model estimator
there is a substantial efficiency gain when within cluster correlation is strong and the
censoring rate is low. The calculation of the weight matrix is much easier than for the
Cai and Prentice approach. Simulation results show that a bootstrap method yields
reasonable variance estimates for the estimated parameters.
In Chapter 3, another set of estimating equations is derived from a generalized esti-
mating equation (GEE) approach. The GEE methodology proposed by Liang and Zeger
(1986) is modified to apply to a counting process methodology. The weight matrix is
estimated as in Chapter 2. In this chapter, simulation studies are used to investigate
the effects of strength of within cluster correlation and censoring rates on properties of
the parameter estimators. All simulation studies use 100 clusters of size 2. Simulation
results with one dichotomous covariate demonstrate a gain in efficiency when within cor-
relation is strong and the censoring rate is moderate. Compared to the results using the
estimating equations developed in Chapter 2, there is a slightly larger gain in efficiency.
Results from additional simulation studies are presented in Chapter 4 for more gen-
eral situations including larger cluster sizes and continuous covariates. The effect of the
number of clusters and cluster size are discussed. The number of clusters and cluster
size have effect on gains in efficiency, but there is no obvious pattern. The weight matrix
proposed in Chapter 2 is general enough to estimate weights when the covariates are
continuous. Simulation results for cases involving a single continuous covariate and cases
involving one continuous and one dichotomous covariate show that the efficiency gains
follow a similar pattern as in the case involving a single dichotomous covariate with
respect to strength of correlation and censoring rate. There are potentially greater effi-
ciency gains for these two cases compared to the case involving only a single dichotomous
covariate. For cluster sizes larger than two, both exchangeable and first-order autore-
gressive correlation structures are considered. It is found that gains in efficiency can be
achieved with an over simplified correlation structure, but greater gain in efficiency are
3achieved when the weight matrices are based on the correct correlation structure.
All the computations in Chapter 2, 3 and 4 were implemented using the R package
“survgee” developed by the author which provides a familiar interface for the end user
that is consistent with other model fitting functions in the S language. The main fitting
routine in the package written in C. A detailed help file from the package is provided in
the appendix.
Chapter 5 gives a general summary of main findings of this research. It summarizes
the conclusions in Chapters 2, 3 and 4. Future work is also discussed.
1.2 Motivation and objectives
Clustered survival data are widely encountered in clinical trial studies. An important
assumption of clustered data is that the observations from different clusters are inde-
pendent, while observations within a cluster may be correlated. For Cox proportional
hazards models applied to clustered survival data, a set of estimating equations is pro-
vided by the standard partial likelihood equations that incorrectly ignore within cluster
correlations. Huster et al. (1989) prove that the estimators from estimating equations
derived from an incorrect independence assumption are consistent under regularity con-
ditions similar to the usual regularity conditions for maximum likelihood estimation that
also assume correct specification of marginal survival models. Royall (1986) shows how
to obtain a robust “sandwich” estimator of the limiting covariance matrix. These are ap-
plications of a more general theory developed by Huber (1967). In the context of the Cox
proportional hazards model, this estimation procedure is available in the coxph function
in the survival package in R and a library of the same name in S-Plus. This function
provides a practical tool for human health researchers to handle correlated survival data.
Although it generally provides consistent estimators of regression parameters in the Cox
model and reliable standard errors for those estimators, more efficient estimators can be
4obtained by incorporating better weighting into the estimating equations.
Cai and Prentice (1995) developed weighted estimating equations by introducing a
weight matrix into partial likelihood score equations for the Cox (1972) proportional
hazards model derived from an incorrect working assumption of within cluster inde-
pendence. The weight matrix is the inverse of a martingale correlation matrix. Cai
and Prentice show that under some regularity conditions the regression estimators are
consistent with an asymptotic normal distribution and the efficiency of the estimator is
improved by introducing the weight matrix. Simulation studies show that efficiency can
be improved substantially if the dependency is strong and the censoring rate is moderate.
However, Therneau and Grambsch (2000) point out the method is very computer inten-
sive. It requires the estimation of a large number of parameters relative to the number
of clusters. This limits the practical use of this method. Consequently, applications of
the method have been rare.
The objective of this project is to develop weighted estimating equations that give
comparable improvement in efficiency while reducing complexity and computational bur-
den. The first approach we consider is based on an alternative placement of the weight
matrix in the estimating equations. An empirical estimator of martingale correlation
structure is developed to provide efficient weighting without overwhelming computa-
tional burden. A second approach derives a different set of weighted estimating equations
from the partial likelihood score equations. The relative performance of the estimators
provided by the two sets of weighted estimating equations, using the same weight matrix,
are investigated through simulation studies.
Liang and Zeger (1986) proposed generalized estimating equations (GEEs) to han-
dle within cluster correlations in longitudinal data. Another idea considered in this
manuscript is using approximate GEEs to establish the estimating equations. The re-
sponses are changes in counting processes within small time intervals. They are treated
as Poisson random variables that may be correlated within clusters. The performance
5of the estimators using the approximate GEE approach is also examined through simu-
lation.
1.3 Notation and basic concepts
Survival data is a term used to describe data that measure the time to some event.
Let T ∗ denote a random variable representing failure time. Denote the distribution
function by F (t) = Pr(T ∗ ≤ t). Then the corresponding survival function is S(t) =
1− F (t) = Pr(T ∗ > t). The hazard function or failure rate, denoted by λ(t), is defined
as
λ(t) = lim
∆t→0+
Pr(t ≤ T ∗ < t+∆t|t ≤ T ∗)
∆t
=
f(t)
S(t)
= −S
′(t)
S(t)
= − d
dt
logS(t),
and λ(t)∆t is the conditional probability of failure in a small time interval [t, t + ∆t)
given survival until time t. The cumulative hazard function is defined as
Λ(t) =
∫ t
0
λ(w)dw = −logS(t),
which leads to the expression
S(t) = exp{−
∫ t
0
λ(w)dw}
It is not always the case that a failure time can be observed. In a medical study,
for example, some patients may be lost to follow up before the event of interest occurs,
and other patients may live beyond the end of a study. This is called censoring, and it
produces observations for which it is only known that the time to the event of interest
exceeded the observed censoring time.
There are three main types of censoring, Type I, Type II, and random censoring. Let
T ∗1 , ..., T
∗
n be the actual failure times. Then, the three types of censoring are defined as
follows:
61. Type I Censoring
Let tc be some fixed censoring time. Instead of observing T
∗
1 , ..., T
∗
n , we observe
T1, · · · , Tn, where
Ti =
 T
∗
i if T
∗
i ≤ tc
tc if T
∗
i > tc
2. Type II Censoring
Let r be fixed, where r < n, and let T ∗(1),...,T
∗
(n) be the ordered actual failure times.
The study stops after r failures are observed, and the full ordered observed sample
is
Y(1) = T
∗
(1),
...
Y(r) = T
∗
(r),
Y(r+1) = T
∗
(r),
...
Y(n) = T
∗
(r).
3. Random Censoring
Let C∗i be the censoring time associated with the ith case and true failure time
T ∗i . The pair (Ti, δi) is what we actually observe, where
Ti = min(T
∗
i , C
∗
i ),
and
δi = I(T
∗
i ≤ C∗i ) =
 1 if T
∗
i ≤ C∗i , and T ∗i is not censored,
0 if T ∗i > C
∗
i , and T
∗
i is censored.
7There are other commonly used ways of classifying censoring. One is right censoring
and left censoring. The three types of censoring reviewed above are all examples of right
censoring. In random left censoring, we can only observe the pair (Ti, i), where
Ti = max(T
∗
i , C
∗
i ),
i = I(C
∗
i ≤ T ∗i ) = 1− δi.
Both right and left censoring are special cases of interval censoring, in which we only
know that a failure occurred in a time interval instead of observing an exact failure time.
In this thesis, we only consider Type I and random censoring.
Kaplan-Meier and Nelson-Aalen estimators are two common nonparametric methods
used to estimate survival functions. The Kaplan-Meier estimator is of the form
SˆKM(t) =
K∏
i=1
(
1− di
ri
)
,
where di is the number of deaths at time ti, and ri is the number of subjects at risk
at time ti. The large sample variance of the Kaplan-Meier estimator of S(t) can be
estimated with the Greenwoods formula
V ar(SˆKM(t)) = (SˆKM(t))
2
K∑
i=1
di
ri(ri − di).
The Nelson-Aalen estimator of the cumulative hazard function is
ΛˆNA(t) =
K∑
i=1
di
ri
,
and the corresponding estimator of the survival function is SˆNA(t) = exp(−Λˆ(t)). The
large sample variance of SˆNA(t) can be estimated by
V ar(SˆNA(t)) = (SˆNA(t))
2
K∑
i=1
di
r2i
.
When risk sets are large relative to the number of events, the two estimators are essen-
tially the same.
81.4 Partial likelihood estimation for the Cox model
1.4.1 Univariate survival data
1.4.1.1 Cox model
Cox (1972) proposed a proportional hazards model for incorporating effects of co-
variates on hazard functions, i.e.,
λ(t;Z) = λ0(t)e
β′Z, (1.1)
where β is a vector of unknown parameters, Z is a vector of covariate values, and λ0(t)
is a common baseline hazard function. This model yields the following results:
S(t) = exp{−Λ0(t)eβ′Z},
F (t) = 1− exp{−Λ0(t)eβ′Z},
f(t) = λ0(t) exp{β′Z− Λ0(t)eβ′Z}, (1.2)
where Λ0(t) =
∫ t
0
λ0(u)du is the cumulative baseline hazard function.
Cox (1972) proposed a conditional likelihood function that provides an estimate of
β without specification of λ0. Let t(1) < t(2) < ... < t(k) be distinct ordered failure times.
Define the risk set at the ith failure time,
Ri = {j : tj ≥ t(i)},
as the set of all individuals at risk immediately before time t(i). Conditionally on the
risk set R(t(i)), the likelihood that an individual with covariate values Zi fails at time
t(i) is
exp{β′Zi}∑
l∈R(t(i)) exp{β′Zl}
. (1.3)
Thus, the conditional likelihood for k independent failure times is
L(β) =
k∏
i=1
exp{β′Zi}∑
l∈R(t(i)) exp{β′Zl}
. (1.4)
9Cox (1975) showed that the conditional likelihood in (1.4) coincides with a partial
likelihood. Let Y be a random variable with density fY (y, β), and suppose that Y can be
transformed into the sequence (X1, S1, ..., Xm, Sm). The full likelihood of the sequence
is
m∏
j=1
fXj |X(j−1),S(j−1)(xj|x(j−1), s(j−1); β)
m∏
j=1
fSj |X(j),S(j−1)(sj|x(j), s(j−1); β), (1.5)
where x(j) = (x1, ..., xj) and s
(j) = (s1, ..., sj). The second product is called the partial
likelihood based on S in the sequence {Xj, Sj}. Cox suggested that the partial likelihood
contains most of the information about β and the first product can be ignored without
much loss of efficiency. Cox also pointed out that in regression with censored data the
partial likelihood coincides with conditional likelihood, and (1.4) is in fact a partial
likelihood. Thus it is reasonable to estimate β by finding the value of β that maximizes
the natural logarithm of (1.4).
1.4.1.2 Tied data
The partial likelihood defined by (1.4) is for continuous data. Observed survival
times are generally discrete due to limits on how accurately time can be measured or
because subjects are not continuously monitored. When tied failure times are observed,
Cox (1972) suggests using
Lc =
r∏
i=1
P{D(i)|R(i), di}
=
r∏
i=1
exp(
∑
j∈D(i) β
′Zj)∑
D∗
(i)
exp(
∑
j∈D∗
(i)
β′Zj)
, (1.6)
where R(i) and D(i) are the risk set and death set at ith distinct ordered failure time,
respectively, and di is the number of failures observed at time t(i). The denominator of
equation (1.6) is the risk score summing over all possible subsets D∗(i) of R(i), such that
D∗(i) contains exactly di subjects. For failure time i, there are
(
ni
di
)
subsets to consider.
This approach is computationally intensive even for small numbers of ties.
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Other methods of dealing with ties have been proposed by Breslow (1974), Efron
(1977), Kalbfleisch and Prentice (1973), and Peto (1972). The Breslow approximation
to (1.6) is
Lc,B =
r∏
i=1
exp (
∑
j∈D(i) β
′Zj)
(
∑
j∈R(i) e
β′Zj)di
. (1.7)
It is easy to compute and works well when the number of ties is not too large and the
β’s are sufficiently small. A better approximation to (1.6) is the Efron approximation
given by
Lc,E =
r∏
i=1

exp
(∑
j∈D(i) β
′Zj
)
∏di
k=1
∑j∈R(i) β′Zj − k − 1di ∑l∈D(i) eβ′Zl


(1.8)
The estimator of β that maximizes (1.8) generally has less bias than the estimator of β
obtained from (1.7).
Prentice and Gloeckler (1978) propose a full likelihood of the form
L =
n∏
i=1
P (Yi = j, δi)
=
n∏
i=1
((
j−1∏
k=1
α
exp(β′Zi)
k
)(
1− αexp(β′Zi)j
)δi)
,
where
αi = exp
(
−
∫ αj
αj−i
λ0(t)dt
)
,
is the conditional probability of surviving during the interval of [αj−1, αj], given surviving
during the period [αj−2, αj−1], under the condition of x = 0. This likelihood strictly ad-
heres to the proportional hazards model. By using the transformation γj = log(−logαj)
for the evaluation of maximum likelihood estimates of parameters, computation becomes
simpler and convergence is faster.
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1.4.1.3 Large-sample theory
Cox (1975) asserts that large-sample properties of maximum likelihood estimators
can be applied to estimators derived from a partial likelihood. For simplicity, assume β
to be one dimensional. Let
U =
∂logL(β)
∂β
=
n∑
i=1
Ui(β)
Under the usual regularity conditions that the second derivative of the likelihood is a
smooth function, and the third derivative exists, and bounded in absolute value by an
integrable function,
E(U) = 0
var(U) = I−1(β) = −
[
E
(
∂log2L(β)
∂β2
)]−1
Tsiatis (1981) developed a limited asymptotic theory of the partial likelihood esti-
mator of β in the Cox model. He assumes that covariates are random with a given
distribution that satisfies given smoothness conditions, and random censorship. The
regularity conditions require E[Zexp(βZ)]2 to be bounded uniformly in a neighborhood
of β, and a positive probability that any subject survives beyond the time of termina-
tion of the study. Under these conditions, Tsiatis shows that the solution to the partial
likelihood is almost surely inside a neighborhood of β, and this neighborhood becomes
smaller as the sample size increases. A Taylor series expansion of the score function
is used to show that
√
n(βˆ − β) converges to a normal distribution, and to derive the
formula for the limiting covariance matrix.
Bailey (1983) proves the same results under a more general set of conditions. He as-
sumes that covariates and censoring times are fixed sequences. The regularity conditions
in his proof are that the covariates are bounded by some constant, and the expected
information matrix increases proportionally with n. Bailey considered two events E1n
and E2n. Define a distance rn = n
−1/2+, where 0 <  < 1/2, E1n = {|βˆ − β| > rn}, and
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E2n = {log[L(β + rnun)] > log[L(β)]}, where un =
βˆ − β
|βˆ − β|, L(β) is the partial likelihood
function, and βˆ is the solution to the partial likelihood score equation. Since logL is
strictly concave, E1n ⊂ E2n, and therefore P (E1n) < P (E2n). By proving the probability of
E2n goes to zero as n increases, the consistency of βˆ is established. The derivation of the
variance of the limiting normal distribution is obtained from a Taylor series expansion
of the score function about βˆ.
1.4.2 Counting processes
Under suitable regularity conditions, the asymptotic Gaussian distribution of the par-
tial likelihood estimator for the regression coefficients can be established using counting
processes and martingale theory. Counting process analysis is based on a history of the
process, often called the filtration, denoted {Ft; t > 0}. A natural choice is the history
of the process up to t.
1.4.2.1 Basic concepts
Let (Ω,F , P ) be a probability space, {Xn}n≥1 be a sequence of random variables
with E|Xn| <∞, for all n ≥ 1. Let F1 ⊂ F2 ⊂ ... be sub-σ-fields of F .
1. {Fn}n≥1 is called a filtration.
2. {Xn}n≥1 is adapted to {Fn}n≥1 if Xn is < Fn,R > -measurable, for all n ≥ 1.
3. {Xn,Fn}n≥1 is called a martingale/submartingale/supermartingale, if {Xn}n≥1 is
adapted to {Fn}n≥1, and for each n ∈ N ,
E(Xn+1|Fn) = Xn for a martingale
≥ Xn for a submartingale
≤ Xn for a supermartingale.
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A (real-value) stochastic process is a family of random variables X = {X(t) : t ∈ Γ}
indexed by Γ, such that all are defined on the same probability space (Ω,F ,P). A
counting process is a stochastic process {N(t) : t ≥ 0} adapted to a filtration {Ft :
t ≥ 0} with N(0) = 0 and N(t) < ∞ a.s., and for which the possible paths are with
probability one right-continuous, piecewise constant, and have only jump discontinuities,
with positive jumps of size 1.
Doob-Meyer Decomposition: Let X be a right-continuous nonnegative sub-
martingale with respect to a stochastic basis (Ω,F , {Ft : t ≥ 0}, P ). Then there exists
a right-continuous martingale M and an increasing right-continuous predictable process
A such that E(A(t)) <∞ and
X(t) =M(t) + A(t) a.s.
for any t ≥ 0. If A(0) = 0 a.s., and if X =M ′ + A′ is another such decomposition with
A′(0) = 0, then for any t ≥ 0,
P{M ′(t) 6=M(t)} = P{A′(t) 6= A(t)} = 0.
A process X is predictable with respect to {Ft : t ≥ 0} if can only if it is measurable with
respect to the smallest σ-algebra on R+ × Ω generated by the adapted left-continuous
processes.
In the counting process approach to survival analysis, the time and censoring indi-
cator pair (Ti, δi) is replaced by the pair (Ni(t), Yi(t)), where
Ni(t) = the number of observed events in [0, t] for unit i
and
Yi(t) =
 1 if unit i is under observation and at risk at time t0 otherwise
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According to the Doob-Meyer decomposition theorem, any counting process may be
uniquely decomposed as the sum of a martingale and a predictable, right continuous
process that is 0 at time 0, called the compensator. The counting process Ni(t) has
compensator Ai(t) =
∫ t
0
Yi(s)λi(s)ds, where λi(t) is the hazard function. Then
Ni(t) = Ai(t) +Mi(t).
where
Mi(t) = Ni(t)− Ai(t) = Ni(t)−
∫ t
0
Yi(s)λi(s)ds
is a counting process martingale with respect to the history given above.
Let dNi(t), a counting process differential, denote the increment in Ni over the in-
finitesimal time interval [t, t+ dt]. Then
dNi(t) =
 1 if a failure occurs in [t, t+ dt]0 otherwise
Ft− contains all the information on [0,t), and
E(dNi(t)|Ft−) = dAi(t) = Yi(t)λi(t)dt.
Martingale increments have mean 0, i.e.,
E(dMi(t)|Ft−) = 0 for any t > 0.
1.4.2.2 Asymptotic theory
Andersen and Gill (1982) use counting processes and martingale theory to prove the
consistency and asymptotic normality of partial likelihood regression estimators. One
basic assumption is that the counting process N(t) has intensity of the form λ(t) =
λ0(t) exp βZ. Taylor series expansion is used to expand the first derivative of the partial
likelihood U(β, t) around the true parameter, β0. The asymptotic normality of n
−1/2(βˆ−
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β0) is obtained by proving weak convergence to a Gaussian process of the local martingale
n−1/2U(β0). The central limit theorems for local martingales given by Rebolledo (1980)
are used.
1.4.3 Extensions to correlated survival data
A key assumption in the asymptotic theory derived by Andersen and Gill (1982),
Tsiatis (1981) and Bailey (1983) is that all survival times are mutually independent.
Multivariate survival data analysis is used when the assumption of independent survival
times is violated. Some situations in which this can happen are:
1. Times to different events are monitored on the same subject;
2. Repeated measures are taken on the same subject over time;
3. Subjects within a group give correlated responses arising from genetic relationships
or common environmental or social effects.
Various methods have been proposed for analyzing multivariate survival data. A key
assumption for situations 1 and 2 is that subjects respond independently, and a corre-
sponding assumption for situation 3 is that groups are independent. One approach is to
initially ignore the correlations among the survival times and fit models assuming the
responses are independent. Then robust covariance estimation is used to obtain appro-
priate standard errors for estimated parameters. This is often called the independence
working model approach. More efficient estimates of model parameters can be obtained
by incorporating information on correlations into the estimating equations. This is called
the generalized estimating equations approach. Neither of these approaches requires a
complete specification of the joint distribution of the correlated survival times. Fully
parametric methods have also been proposed. These include frailty models which incor-
porate random group effects to induce correlations among response times as proposed
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by Vaupel et al. (1979), Clayton and Cuzick (1985), Hougaard (1995), and estimation of
joint survival functions by Koehler and Symanowski (1995) and Prentice and Cai (1992)
.
1.4.3.1 Independence working model (IWM) approach
When the main interest of a study is to estimate the marginal effects of explanatory
variables or survival rates, within group correlations among subjects become nuisance
parameters. Huster et al. (1989) propose an independence working model (IWM) for
paired survival data. They specify parametric models for the marginal distributions
and use the incorrect assumption that the members in each pair respond independently
to obtain a set of estimating equations. The resulting IWM likelihood is the product
of the marginal likelihoods over all pairs. The parameters of the marginal models can
be estimated by maximizing this likelihood. If the marginal distributions of the IWM
likelihood are the same as those of the true bivariate model, then the IWM estimator
is shown to be consistent by showing that the expectation of the IWM score function is
zero.
However, the inverse of the information matrix for the IWM likelihood does not pro-
vide a consistent estimator for the covariance matrix for the limiting normal distribution
of the IWM parameter estimates. Huber (1967) studied consistency and asymptotic nor-
mality of estimators obtained from maximizing incorrect likelihoods under more general
conditions. No second or higher order derivatives of the likelihood function are required
for the regularity conditions. Royall (1986) shows how to obtain a consistent estimator
of the covariance matrix, known as a robust or “sandwich estimator”, using the results
developed by Huber.
Let β denote parameters of the marginal model, and let n denote the number of
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observations in the study. Then the IWM likelihood for estimating β is
L(β) =
n∏
i=1
fβ(Zi).
The IWM score vector is
U =
∂logL(β)
∂β
=
n∑
i=1
Ui(β),
where Ui(β) =
∂logfβ(zi)
∂β
and the information matrix is
I(β) = EIWM
[
−∂
2logL(β)
∂β∂β′
]
,
where the expectation is with respect to the incorrect IWM distribution.
Huber and Royall show that under some regularity conditions,
√
n(βˆ−β) converges
to a Gaussian distribution with mean 0 and variance V (β), as n→∞, where
V (β) = limn→∞I−1(β)E[U(β)U ′(β)]I−1(β).
and E[U(βˆ)U ′(βˆ)] denotes expectation with respect to the true joint survival distribu-
tion. It can be estimated by
Vˆ (βˆIWM) = I
−1(βˆIWM)
n∑
i=1
[Ui(βˆIWM)U
′
i(βˆIWM)]I
−1(βˆIWM),
where βˆIWM is the IWM estimator. If the members of the pairs are truly independent,
then E
(∑
[Ui(βˆ)U
′
i(βˆ)]
)
= I−1(βˆ), and Vˆ (βˆ) approaches I−1(βˆ), which agrees with
asymptotic theory for the case with completely independent observations.
Wei et al. (1989) apply the same approach to multivariate survival data. They model
the marginal distribution of failure time variables using a Cox proportional hazards
model without specification of the dependence structure of failure times measured on the
same individual. Lee et al. (1992) show that IWM estimators of regression parameters
are consistent under the regularity conditions that the second derivative of likelihood
function is a smooth function, and the third derivative exists.
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The IWM estimation procedure is conceptually straightforward. It avoids explicitly
modeling the structure of dependency, but some efficiency may be lost. Huster et al.
(1989) use the asymptotic relative efficiency (ARE) of the IWM estimators to measure
the amount of precision lost by the use of the IWM instead of the true bivariate para-
metric model. They study paired survival data with the model in Clayton (1978) and
Oakes (1982). The ARE for a given parameter is defined as the ratio of the appropriate
diagonal element of the inverse of the expected information matrix for the true bivariate
model to the corresponding term in V (β) give by (1.9) for the IWM approach. Both
discordant pairs and concordant pairs are examined. Members of a discordant pair have
different covariate vectors, while members of concordant pair have identical covariate
vectors. Results show that when correlation between the survival times of the members
of each pair is 0.64, and discordance is 100%, the ARE of the IWM estimator is 90%,
while for 100% concordance, the IWM loses 30% efficiency. The IWM estimator can
lose 50% efficiency for intermediate discordance. Under certain circumstances, the IWM
estimator may loose a substantial amount of efficiency.
The robust estimate of variance for the IWM estimator of coefficients in a Cox model
can also be obtained by a jackknife procedure. Lipsitz et al. (1990) found that an ap-
proximate jackknife estimate of variance, D′D, is preferred, where D = UI−1, U is the
logarithm of the partial likelihood, and I−1 is the inverse of the observed information
matrix. The ith row of D is the approximate change in coefficient estimates if observa-
tion i is removed. Therneau and Grambsch (2000) examined a jackknifed estimate of
the covariance matrix for coefficient estimates for correlated data. For data with within
group correlations and independent groups, they use a grouped jackknife estimate that
leaves out an entire group of correlated observations rather than leaving out a single ob-
servation at a time. The robust variance can be estimated using an approximate grouped
jackknife estimator, D˜D˜. Each row of D˜ is the summation of rows of D contributed
by correlated observations. This approximate grouped jackknife approach provides a
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computationally efficient procedures for evaluating a robust sandwich estimator of the
large sample covariance matrix for coefficient estimates because of the availability of D
in standard softwares.
Loughin and Koehler (1997) use an IWM approach to obtain consistent estimates of
the parameters when the marginal models have the form of the Cox proportional hazards
model. They apply bootstrap resampling procedures to estimate covariance matrices.
Loughin and Koehler compare the bootstrap and robust estimation of the true variance
matrix V (βˆ). The simulation results show that when there is only one parameter,
both methods provide good approximations. However, when several parameters are
estimated, the bootstrap may provide more reliable estimates of standard errors than
robust covariance estimation in smaller samples. All of these approaches use potentially
inefficient IWM estimators.
1.4.3.2 Linear regression weighted estimating equation
Consider a linear model for some function of the failure time,
g(T ∗kj) = Z
′
kjβ + kj,
where g(.) is a specified transformation, often the natural logarithm. Tsiatis (1990)
proposed the following estimating equations based on the results of Louis (1981)
K∑
k=1
nk∑
j=1
δkjW (ε
∗
kj){Zkj − Z¯(e∗kj,β)}, (1.9)
where e∗kj = g(Tkj) − Z′kjβ, Z¯(u, β) =
∑
lq ZlqI(e
∗
lq ≥ u)/
∑
lq I(e
∗
lq ≥ u) and W (ε∗kj) is
a matrix of weights. Tsiatis (1990) gives asymptotically optimal weights for equation
(1.9), but the results cannot be adapted to censored data due to the fact that the score
function is not continuous, and it is generally not monotone when censoring exists.
Gray (2000) proposed a one-step Newton-like update approach to get a more efficient
estimator. Gray (2003) extends the method to clustered data with censoring.
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In the context of counting processes, define
Nkj(u,β) = I(e
∗
kj ≤ u, δkj = 1),
Ykj(u,β) = I(e
∗
kj ≥ u),
Mˆkj(u,β) = Nkj(u,β)−
∫ u
−∞
Ykj(w)dλˆ0(w),
akj(u,β) =
∑
i
Zkjwkji(u,β),
a¯(u,β) =
∑
lq
Ylq(u, β)alq(u,β)/
∑
lq
Ylq(u,β),
and
A(u,β) =
K∑
k=1
nk∑
j=1
{akj(u,β)− a¯(u,β)}Z ′kjYkj(u,β).
Then an one-step estimator is
β1 = β˜g − Gˆ−1SN(β˜g),
where
SN(β) =
∑
k
ni∑
j=1
nk∑
i=1
∫
wkjiZkjdMˆkj(u,β),
and
Gˆ =
∑
i
λˆ(e∗(i)){A(e∗(i), β˜g)A(e∗(i+1), β˜g)}.
Gray (2003) shows that under certain regularity conditions, βˆ1 is consistent and
asymptotically normal distributed with variance KG(β0)
−1V ar(SN(β0)){G(β0)−1} as
K goes to infinity, where G(β) =
∫
A(u, β)λ0(u)du. The variance of βˆ
1 can be estimated
by Gˆ−1
(∑K
k=1 Sˆnk Sˆ
′
nk
)
(Gˆ−1)′, where Sˆnk =
∑nk
j=1
∫ {akj(u, βˆ1) − a¯(u, βˆ1)dMˆkj(u, βˆ1)}.
It is shown that by incorporating weight matrices, the efficiency of the estimators can be
improved. The simulation results showed that the variance estimator performed poorly
in some settings.
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1.4.3.3 Frailty model
Frailty models have been extensively developed in recent years. Frailty models con-
tain continuous random variables to explain variation in risk, like group variation, that
is not explained by the observed covariates. The model is the usual proportional hazards
model conditional on frailty. The conditional hazard of the jth individual in the kth
group is
λ0j(t) exp(β
′Zkj + ω′kjXkj), (1.10)
where Zkj is the vector of observed covariates, ωkj is a vector of random effects or
frailties.
If the main interest is to estimate regression coefficients, we do not need to specify
the frailty distribution. But if the dependence is also of interest, a frailty distribution
needs to be given. The most commonly used distribution is the Gamma distribution.
In proportional hazards regression models with Gamma frailty, the marginal hazards
do not satisfy the proportionality criterion. In this case, Hougaard (2000) shows that
the estimates might have larger bias than IWM estimates because of non-proportional
hazard, even though frailty takes consideration of dependence. Positive stable distribu-
tions maintain the proportional hazard assumption in the marginal models, which is an
appealing theoretical property, but computations are more difficult due to the compli-
cated form of the derivatives of Laplace transformation. The positive stable distribution
cannot be extended to yield negative dependence, since the density would have to be
negative in that case. Hougaard (2000) gives examples of fits that are not satisfactory for
some applications. The power variance function (PVF) family is a natural exponential
family, for which the variance is a power function of the mean. The PVF model is a more
general family of models that includes the Gamma and positive stable distributions. It
can provide better fit, but because of two parameters, it is more difficult to implement.
Computationally, a frailty model can use a penalized likelihood approach as an esti-
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mation tool. The likelihood is the product of a partial likelihood with frailty parameters
and a penalty function. The estimation procedure assumes the parameters of frailty
known, and maximizes the penalized likelihood to obtain estimates of coefficients. Then
the parameters of frailty are estimated. The approach is computationally faster.
Some frailty models are available to handle more complicated dependence structure.
The multiplicative stable model seems to have interesting theoretically properties, but
the fit to real data is often not very satisfactory. The additive frailty model can han-
dle more general dependence structure by creating a multivariate frailty variable, but
needs more parameters. Multivariate lognormal frailty has more flexibility to model
complicated dependence structures. Further development and applications are needed.
Hougaard (2000) points out that research on multivariate frailty models is still at early
stage.
1.4.3.4 Multivariate survival function
One direct way to analyze multivariate survival data is to estimate a joint survival
function. Clayton (1978) considers a bivariate joint distribution of failure times for stud-
ies of familial tendency in chronic disease incidence. Estimating equations are simply
obtained from partial derivatives of the log likelihood. Koehler and Symanowski (1995)
present a multivariate generalization of a copula method for constructing multivariate
distributions with a specific set of univariate marginal distributions. The joint cumula-
tive density function and joint density function can be expressed explicitly as functions
of univariate cumulative density function and marginal density function. An application
of the method to obtain multivariate survivor functions is provided.
Prentice and Cai (1992) use counting processes to characterize the dependence of
bivariate failure data. The covariance function for failure time T1 and T2 is defined as
C(t1, t2) = cov{M1(t1),M2(t2)} = E{M1(t1)M2(t2)},
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for all t1, t2 ≥ 0, where Mi(t) = Ni(t) − Λi(t ∧ Ti). And the joint survival function is
expressed as
F (t1, t2) = F1(t1)F2(t2)
[
1 +
∫ t1
0
∫ t2
0
{F1(s1)F2(s2)}−1C(ds1, ds2)
]
.
The correlation function is given as
ρ(t1, t2) =
C(t1, t2)
{varM1(t1)varM2(t2)}1/2
.
They also derive consistent estimates of C(t1, t2) and F (t1, t2). This model can be
extended to the regression case by defining Mi(t) = Ni(t)−Λi(t∧ Tj;Z). Extensions to
higher dimensions are also given in the paper.
It is generally computationally intensive to optimize a log-likelihood obtained from
a copula construction of a joint distribution. And there is no software available to fit
the wide variety of models. Users need to develop their own software depending on how
the joint distributions are defined. Therefore the application of high dimensional joint
distributions has been limited.
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CHAPTER 2. Weighted estimating equations
2.1 Introduction
In this chapter, we modify the approach to estimating weight matrices for estimating
equations proposed by Cai and Prentice (1997) to reduce the complexity and computa-
tional burden. Also, a new set of estimating equations is investigated.
Cai and Prentice introduced weights into partial likelihood score equations to im-
prove the efficiency of the estimators of coefficients in Cox proportional hazards models
applied to clustered data with within cluster correlations among survival times. The
inverses of correlation matrices of martingales are used as weights. Correlation matrices
are estimated by a nonparametric method that requires estimation of a large number
of parameters relative to the number of clusters. Emura and Tsukuma (2003) simplify
the method by estimating correlations with simple correlation functions of martingales
conditional on all possible combinations of covariate values. For example, for a binary
covariate taking a value of 0 or 1 with clusters of size 2, three correlations of covari-
ate pairs (0,0), (1,1) and (1,0) or (0,1) need to be calculated. The method requires
replication of all the possible covariate value combinations. If there are several binary
covariates, the number of observations available for estimating some correlations might
be small. Also, if there is a continuous covariate, the covariate values need to be grouped.
It might not be straightforward to find a proper way of grouping. Therefore we consider
using common weights for all the clusters. We investigate the performance of the esti-
mators using weights conditional on covariate pairs, and the estimators using common
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weights. Simulation results show that estimators do not lose much efficiency by using
common weights even when the data are correlated with different dependence levels.
The simulation results presented in Section 2.6.4 use the common weight approach to
form weighted estimating equations.
If the within cluster dependence is ignored, the partial likelihood score equations
can be written as a different form from what Cai and Prentice use. Weight matrices
can be inserted in a different way to form a new set of estimating equations. The
behavior of the estimators of this new set of estimating equations is also investigated.
Bootstrap resampling methods are used to estimate the variances of coefficients in the
Cox model, and construct confidence intervals. Simulation studies are used to assess
the performance of the estimators of the partial likelihood score equations ignoring the
within cluster dependence, the estimators of Cai and Prentice estimating equations with
modified weight matrices and the estimators of the new set of estimating equations with
the same weight matrices.
2.2 Introduction to counting process notation
Counting process analysis is based on a history of the process, often called the fil-
tration, denoted {Ft; t > 0}. A natural choice is the history of the process up to time
t.
A counting process is a stochastic process {N(t) : t ≥ 0} adapted to a filtration
{Ft : t ≥ 0} with N(0) = 0 and N(t) <∞ a.s., and for which the possible paths are with
probability one right-continuous, piecewise constant, and have only jump discontinuities,
with positive jumps of size 1.
In the counting process approach to survival analysis, the time and censoring indi-
cator pair (Ti, δi) is replaced by the pair (Ni(t), Yi(t)), where
Ni(t) = the number of observed events in [0, t] for unit i
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and
Yi(t) =
 1 if unit i is under observation and at risk at time t0 otherwise
According to the Doob-Meyer decomposition theorem, any counting process may be
uniquely decomposed as the sum of a martingale and a predictable, right continuous
process that is 0 at time 0, called the compensator. The counting process Ni(t) has
compensator Ai(t) =
∫ t
0
Yi(s)λi(s)ds, where λi(t) is the hazard function. Then
Ni(t) = Ai(t) +Mi(t).
where
Mi(t) = Ni(t)− Ai(t) = Ni(t)−
∫ t
0
Yi(s)λi(s)ds
is a counting process martingale with respect to the history given above.
Let dNi(t), a counting process differential, denote the increment in Ni over the in-
finitesimal time interval [t, t+ dt]. Then
dNi(t) =
 1 if a failure occurs in [t, t+ dt]0 otherwise
Ft− contains all the information on [0,t), and
E(dNi(t)|Ft−) = dAi(t) = Yi(t)λi(t)dt.
Martingale increments have mean 0, i.e.,
E(dMi(t)|Ft−) = 0 for any t > 0.
2.3 Review of Cai and Prentice estimating equations
2.3.1 Cai and Prentice estimating equations
Consider a Cox proportional hazards model for clustered data with a common base-
line hazard function λ0(t). The hazard function of the jth subject in the kth cluster
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is
λkj(t) = λ0(t) exp(β
′Zkj),
where Zkj is a covariate vector, k = 1, ..., K, and j = 1, ..., nk. For notational simplicity,
we will assume nk = n, equal cluster sizes. The estimation procedure can easily be
modified to apply to clusters of unequal size, by defining n = max(n1, ..., nK), and
introducing an indicator variable ξkj = 1 if j ≤ nk and 0 otherwise.
Assuming both within and between cluster independence, the partial likelihood using
counting process notation is
L(β, t) =
K∏
k=1
n∏
j=1
∏
0≤u≤t
 exp(β′Zkj)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)

dNkj(u)
.
and the logarithm of the partial likelihood is
l(β, t) = logL(β, t) =
K∑
k=1
n∑
j=1
∫ t
0
β′ZkjdNkj(u)
−
K∑
k=1
n∑
j=1
∫ t
0
log
(
K∑
l=1
n∑
q=1
Ylq(u) exp(β
′Zlq))
)
dNkj(u),
where dNkj(u) is a counting process differential, and
E(dNkj(u)) = dAkj(u) = Ykj(u) exp(β
′Zkj)dΛ0(u).
Note that dΛ0(u) can be estimated by the Nelson-Aalen estimator as
dΛˆ0(u) =
∑K
l=1
∑n
q=1 dNlq(u)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)
.
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First order partial derivatives of the log partial likelihood are
∂ logL(β)
∂β
=
K∑
k=1
n∑
j=1
∫ t
0
Zkj −
∑K
l=1
∑n
q=1 Ylq(u)Zlq exp(β
′Zlq)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)
 dNkj(u)
=
K∑
k=1
n∑
j=1
∫ t
0
ZkjdNkj(u)
−
K∑
k=1
n∑
j=1
∫ t
0
∑K
l=1
∑n
q=1 Ylq(u)Zlq exp(β
′Zlq)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)
dNkj(u)
=
K∑
k=1
n∑
j=1
∫ t
0
ZkjdNkj(u)
−
∫ t
0
∑K
l=1
∑n
q=1 Ylq(u)Zlq exp(β
′Zlq)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)
K∑
k=1
n∑
j=1
dNkj(u)
=
K∑
k=1
n∑
j=1
∫ t
0
Zkj {dNkj(u)
− Ykj(u) exp(β′Zkj)
∑K
l=1
∑n
q=1 dNlq(u)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)

=
K∑
k=1
n∑
j=1
∫ t
0
Zkj
{
dNkj(u)− Ykj(u) exp(β′Zkj)dΛˆ0(u)
}
=
K∑
k=1
n∑
j=1
∫ t
0
Zkj
{
dNkj(u)− dAˆkj(u)
}
=
K∑
k=1
n∑
j=1
∫ t
0
ZkjdMˆkj(u).
(2.1)
The partial likelihood score equations can be expressed in vector notation as
K∑
k=1
∫ t
0
Z′kdMˆk(u) =
K∑
k=1
∫ t
0
Z′kd(Nk(u)− Aˆk(u)) = 0 (2.2)
where Z′k = (Zk1,Zk2, ...,Zkn) is a p × n matrix, of covariate values for subjects in the
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kth cluster, and
Mˆk(u) =

Nk1(u)−
∫ u
0
Yk1(s) exp(β
′Zk1)
∑K
l=1
∑n
q=1 dNlq(s)∑K
l=1
∑n
q=1 Ylq(s) exp(β
′Zlq)
Nk2(u)−
∫ u
0
Yk2(s) exp(β
′Zk2)
∑K
l=1
∑n
q=1 dNlq(s)∑K
l=1
∑n
q=1 Ylq(s) exp(β
′Zlq)
...
Nkn(u)−
∫ u
0
Ykn(s) exp(β
′Zkn)
∑K
l=1
∑n
q=1 dNlq(s)∑K
l=1
∑n
q=1 Ylq(s) exp(β
′Zlq)

is a n× 1 vector.
Cox (1972) suggested that a consistent estimator of the asymptotic covariance matrix
is provided by the inverse of the Fisher information matrix
I(βˆ) = ((Ixy(βˆ))),
where
Ixy(βˆ) = −E(
∂2logL(β)
∂βx∂βy
).
It can be estimated by
Iˆxy(βˆ) = −
∂2logL(β)
∂βx∂βy
∣∣∣
β=βˆ
.
This will generally not provide a consistent estimator for the sample covariance matrix
for βˆ when the data contain clusters of correlated survival times, although βˆ may still
be a consistent estimator for β with a limiting normal distribution. Huster et al. (1989)
propose an independent working model approach for paired survival data. They specify
parametric models for the marginal distributions and obtain a “working” likelihood from
the incorrect assumption that the members of each pair respond independently. Then
the working likelihood is the product of the marginal likelihoods over all pairs. This is
called an independent working model (IWM) likelihood. The parameters of the marginal
models can be estimated by maximizing the IWM likelihood. The resulting IWM esti-
mator is equivalent to the solution to equation (2.2). It is denoted by βˆu. When the
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within cluster independence assumption is violated, but between cluster independence
holds, βˆu can be a consistent estimator for β with a limiting normal distribution, but
the covariance matrix for the IWM model does not provide a consistent estimator for
the covariance matrix of the limiting normal distribution. It must be modified to reflect
the within cluster correlation. Royall (1986) shows how to obtain a consistent estimator
of the covariance matrix, known as a robust or “sandwich” estimator. Wei et al. (1989)
apply this approach to multivariate survival data. They model the marginal distribution
of failure time variables using a Cox proportional hazards model without specifying the
dependence structure of repeated failure times monitored on the same individual. Lee
et al. (1992) also show that IWM estimators of regression parameters are consistent.
The IWM approach is conceptually straightforward. It avoids explicitly modeling the
dependence structure of multivariate survival times, but some efficiency may be lost.
Cai and Prentice (1997) introduce weight matrices into the IWM score equations (2.2)
to create a potentially more efficient set of weighted estimating equations for survival
analysis. The modified equations are
K∑
k=1
∫ t
0
Z′kWkdMˆk(u) = 0, (2.3)
where Wk is a weight matrix of the form
Wk =

1 ρk12 · · · ρk1n
ρk12 1 · · · ρk2n
...
...
...
...
ρkn1 ρkn2 · · · 1

−1
,
with
ρkij = corr{Mki(Cki),Mkj(Ckj)|Cki, Ckj, Zki, Zkj} (2.4)
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and Cki is a censoring time for the ith subject in the kth cluster, i = 1, ..., n. The
solution to equation (2.3) denoted by βˆcw is shown to be consistent with an asymptotic
normal distribution under regularity conditions given by Cai and Prentice (1997).
Elements of the weighted matrix given by equation (2.4) are calculated conditional
on known censoring times. In some cases when failures occur, censoring times may
not be observed and the weights cannot be obtained. To make the weighted equations
usable in those cases, estimated weight matrices must be used in equation (2.3) to form
estimating equations,
K∑
k=1
∫ t
0
Z′kWˆkdMˆk(u) = 0, (2.5)
where Wˆk is the estimate of the true weight.
Cai and Prentice (1997) provide a nonparametric method to estimate weights. El-
ements of the weight matrix are estimated conditional on all the possible pairs of the
covariates. The solution to equation (2.5) with estimated weights by the Cai and Pren-
tice approach is denoted by βˆce. This method of estimating weights is quite complex
and results in an overwhelming computational burden. A large number of parameters
must be estimated from relatively small samples in order to estimate weights by this
approach. This is noted by Therneau and Grambsch (2000) page 170.
2.3.2 Asymptotic results
Cai and Prentice (1997) prove that under sufficient regularity conditions, βˆcw is a
consistent estimator of the true parameter vector, β0, andK
1
2 (βˆcw−β0) is asymptotically
normally distributed with mean zero and covariance matrix Σ = A−1w (β0)ΣwA
−1
w (β0). To
consider the regularity conditions, define
S
(d)
j (β, t) = K
−1
K∑
k=1
Ykj(t)Z
d
kj(t) exp{β′Zkj(t)}, d = 0, 1
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S
(d)
j (β, t) = K
−1
K∑
k=1
n∑
i=1
Zki(t)wkij(β, t)Ykj(t){Z ′kj(t)}d−2 exp{β′Zkj(t)}, d = 2, 3
Q(β, t) =
∑n
j=1 S
(2)
j (β, t)∑n
j=1 S
(0)
j (β, t)
and
V (β, t) =
∑n
j=1 S
(3)
j (β, t)∑n
j=1 S
(0)
j (β, t)
−
(∑n
j=1 S
(2)
j (β, t)
)(∑n
j=1 S
(1)
j (β, t)
)′
(∑n
j=1 S
(0)
j (β, t)
)2
In a neighborhood of the true value β0, S
(d)
j , d=0,..,3, satisfies the conditions that
supβ,t‖S(d)j (β, t)− s(d)j (β, t)‖ → 0,
and there exists a positive definite matrix Σw = Σw(β) such that
K−1
K∑
k=1
varDk → Σw,
where
Dk =
n∑
j=1
∫ 1
0
{
n∑
i=1
Zki(u)wkij(β0, u)− q(β0, u)}Mkj(du),
and
q(β, u) = (
n∑
j=1
s
(2)
j (β, u))/(
n∑
j=1
s
(0)
j (β, u)).
Define
Aw(β) =
∫ 1
0
v(β, u)
n∑
j=1
s
(0)
j (β, u)λ0(u)du,
where
v =
∑n
j=1 s
(3)
j∑n
j=1 s
(0)
j
−
(∑n
j=1 s
(2)
j
)(∑n
j=1 s
(1)
j
)′
(∑n
j=1 s
(0)
j
)2
With additional regularity conditions on estimated weight matrices, βˆce is a consistent
estimator of the true value β0, and K
1/2(βˆce− βˆ0) has the same asymptotic distribution
as K1/2(βˆcw − βˆ0).
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The asymptotic variance matrix of βˆcw or βˆce can be estimated by
Σˆ = Aˆ−1w (βˆ)ΣˆwAˆ
−1
w (βˆ), (2.6)
where βˆ = βˆcw or βˆce,
Aˆw(β) = −K−1
K∑
k=1
n∑
j=1
δkj
 ∑nl=1 Sˆ(3)l (β;Tkj)∑n
l=1 Sˆ
(0)
l (β;Tkj)
−
(∑n
l=1 Sˆ
(2)
l (β;Tkj)
)(∑n
l=1 Sˆ
(1)
l (β;Tkj)
)′
(∑n
l=1 Sˆ
(0)
l (β;Tkj)
)2

and
Σˆw(β) = K
−1
K∑
k=1
n∑
i=1
n∑
j=1
Dˆki(β)Dˆ
′
kj(β),
where
Dˆkj(β) = δkj
[
n∑
i=1
Zki(Tkj)wˆkij(β;Tkj)− Qˆ(β;Tkj)
]
−K−1
K∑
l=1
n∑
m=1
δlmYkj(Tlm)e
β′Zkj(Tlm)
{
n∑
l=1
Sˆ
(0)
t (β;Tlm)
}−1
[
n∑
i=1
Zki(Tlm)wˆkij(β;Tlm)− Qˆ(β;Tlm)
]
and δkj is a censoring indicator of time Tkj, being one if a failure happens and zero
otherwise.
2.3.3 Finite sample properties
Cai and Prentice (1997) studied the case for which there is only one binary covariate
corresponding to a treatment effect. Treatments are randomly assigned to subjects
within each cluster, so that both subjects within a pair have probability 0.5 of receiving
different treatments. The joint survival distribution is the Copula model examined
by Clayton and Cuzick (1985) with an association parameter θ corresponding to the
level of dependence of failure times where θ → 0 corresponds to independence, and
θ →∞ corresponds maximal positive dependence. More details are provided in Section
2.5.2. Their simulation studies show that compared to βˆu, the gain of efficiency of βˆce
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is substantial when within cluster correlation is strong, and the censoring rate is low.
Relative to the IWM estimator for β, not much is gained by using weighted estimating
equations if within cluster correlation is moderate, or the censoring is heavy. The gains
in efficiency tend to be larger for values of β closer to zero.
2.4 Modifications of Cai and Prentice approach
2.4.1 Modification of the weight matrix
Even though simulation results show that Cai and Prentice (1997) estimating equa-
tions can provide significant gains in efficiency in the case of low censoring rate and high
correlation, the complexity, computational intensity, and lack of software for public use
limit the practical use of the method.
Emura and Tsukuma (2003) modify the method of estimating weights for the Cai
and Prentice estimating equations. Their estimated weight matrices are defined by
Wk =

1 ρk12 · · · ρk1n
ρk12 1 · · · ρk2n
...
...
...
...
ρk1n ρk2n · · · ρknn

−1
,
where
ρkij = corr{Mˆki(tki), Mˆkj(tkj)|Zki, Zkj}, (2.7)
Zkj is the value of the covariate, and Mˆkj(tkj) is the martingale for the jth subject in
the kth cluster at observed time tkj. The correlations used in weight matrices are simple
correlation functions of martingales conditional on the combinations of covariates within
a cluster. For example, if a covariate is binary taking a value of 0 or 1 and there are
two respondents in each cluster, there are three combinations of covariate values, (0,0),
(1,1) and (0,1). The (1,0) combination is equivalent to the (0,1) combination because
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the respondents have no ordering within clusters. A data set can be partitioned into 3
subsets according to the combinations of covariate values. One correlation of martin-
gales is calculated for each subset. This is much easier conceptually, and much faster
computationally than Cai and Prentice nonparametric approach. However, estimation
of such correlations requires replication of covariate pairs. Even though values of contin-
uous covariates and categorical covariates with multiple levels can be grouped to provide
pseudo replication, the determination of groups may be quite arbitrary. Also general-
izing the weighted estimating equations to cases where there are several covariates will
result in many grouping categories with small sample sizes or coarse grouping categories.
Therefore, we propose using
ρ = corr{Mˆki(tki), Mˆkj(tkj)}, (2.8)
to further simplify and generalize the procedure for estimating weight matrices, where
Mˆki(tki) = Nki(tki)−
∫ tki
0
Yki(u)e
β′ZkidΛˆ0(u).
In (2.8), the correlation does not depend on covariate values. It is easier and faster
to compute than the correlations defined by (2.7). More importantly, this approach is
easily applied to cases with continuous covariates or any number of covariates with any
number of levels. The solution to equation (2.5) using the correlation defined in (2.7) or
(2.8) is denoted by βˆc.
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2.4.2 Alternative weighted estimating equations
The partial likelihood equations for the Cox model with independent observations
can be written in another form by rearranging the terms in equation (2.1). Note that
∂ logL(β)
∂β
=
K∑
k=1
n∑
j=1
∫ t
0
ZkjdNkj(u)
−
K∑
k=1
n∑
j=1
∫ t
0
∑K
l=1
∑n
q=1 Ylq(u)Zlq exp(β
′Zlq)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)
dNkj(u)
=
K∑
k=1
n∑
j=1
∫ t
0
Zkj −
∑K
l=1
∑n
q=1 Ylq(u)Zlq exp(β
′Zlq)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)
 dNkj(u)
=
K∑
k=1
n∑
j=1
∫ t
0
(Zkj − E(u))dNkj(u)
= 0 (2.9)
where
E(u) =
∑K
l=1
∑n
q=1 Ylq(u)Zlqe
β′Zlq∑K
l=1
∑
q=1 Ylq(u)e
β′Zlq
.
Fleming and Harrington (1991) page 150 show that
K∑
k=1
n∑
j=1
∫ t
0
(Zkj − E(u))Ykj(u) exp(β′Zkj)dΛ0(u) = 0,
and
dAkj(u) = Ykj(u) exp(β
′Zkj)dΛ0(u).
It follows that
K∑
k=1
n∑
j=1
∫ t
0
(Zkj − E(u))dAkj(u) = 0.
Furthermore,
dMkj(u) = dNkj(u)− dAkj(u),
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and equation (2.9) can be written as
∂ logL(β)
∂β
=
K∑
k=1
n∑
j=1
∫ t
0
(Zkj − E(u))dNkj(u)
=
K∑
k=1
∫ t
0
(Zk − E(u))′(dNk(u)− dAk(u))
=
K∑
k=1
∫ t
0
(Zk − E(u))′dMk(u)
= 0 (2.10)
If dΛ0(u) is estimated by the Nelson-Aalen estimator, then
Aˆkj(u) =
∫ u
0
Ykj(s) exp(β
′Zkj)
∑K
l=1
∑n
q=1 dNlq(s)∑K
l=1
∑n
q=1 Ylq(s) exp(β
′Zlq)
and equation (2.10) becomes
K∑
k=1
∫ t
0
(Zk − E(u))′dMˆk(u) = 0. (2.11)
where dMˆk(u) = dNk(u)− dAˆk(u).
As the weighted equations in (2.5) are obtained by inserting weights into (2.2), an-
other set of weighted estimating equations is obtained by inserting weights into equation
(2.11) to form
U(β, t) =
K∑
k=1
∫ t
0
(Zk − E(u))′WˆkdMˆk(u) = 0 (2.12)
The solution of equation (2.12) is denoted by βˆw. Using the same weight matrix defined
in (2.7) or (2.8), βˆc and βˆw were compared in simulation studies with respect to estimated
bias and empirical variance.
Note that it is also seen in the literature that Cox proportional model is written in
the form as
λkj(t) = Ykj(t)λ0(t)e
β′Zkj .
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Using this model, the partial likelihood score equation is of the form
K∑
k=1
∫ t
0
{Yk(u)(Zk − E(u))}′dMˆk(u) = 0.
It is equivalent to equation (2.11). When weights are inserted, however,
K∑
k=1
∫ t
0
{Yk(u)(Zk − E(u))}′WˆkdMˆk(u) = 0 (2.13)
is not equivalent to equation (2.12). Simulation results show that equation (2.13) pro-
duces highly biased estimators of β.
2.4.3 Illustration of the weighted estimating equations
To illustrate the construction of the estimating equations, consider the data from
the following simple experiment. There are three clusters, and each provides a pair of
responses. A cross indicates a failure event and a circle indicates a censoring event.
Figure 2.1 Illustration of weighted estimating equations
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Only failure times (1, 2, 7, 8) are included in the equations. If we use a common base-
line hazard function and a single bivariate covariate Z corresponding to the treatment
effect involved, the following illustrates the contributions of the three pairs of observa-
tions to the estimating equation at times 1, 2, 7 and 8, respectively, where Zkj is the
treatment indicator for the jth subject in the kth cluster.
At time=1  Z11 − E(1)
Z12 − E(1)

′
Wˆ1
 1− eβZ11dΛ0(1)
0− eβZ12dΛ0(1)

 Z21 − E(1)
Z22 − E(1)

′
Wˆ2
 0− eβZ21dΛ0(1)
0− eβZ22dΛ0(1)

 Z31 − E(1)
Z32 − E(1)

′
Wˆ3
 0− eβZ31dΛ0(1)
0− eβZ32dΛ0(1)

At time=2  Z11 − E(2)
Z12 − E(2)

′
Wˆ1
 0
1− eβZ12dΛ0(2)

 Z21 − E(2)
Z22 − E(2)

′
Wˆ2
 0− eβZ21dΛ0(2)
0− eβZ22dΛ0(2)

 Z31 − E(2)
Z32 − E(2)

′
Wˆ3
 0− eβZ31dΛ0(2)
0− eβZ32dΛ0(2)

At time=7  Z21 − E(7)
Z22 − E(7)

′
Wˆ2
 0− eβZ21dΛ0(7)
0

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 Z31 − E(7)
Z32 − E(7)

′
Wˆ3
 1− eβZ31dΛ0(7)
0− eβ′Z32dΛ0(7)

At time=8  Z21 − E(8)
Z22 − E(8)

′
Wˆ2
 0− eβZ21dΛ0(8)
0

 Z31 − E(8)
Z32 − E(8)

′
Wˆ3
 0
1− eβZ32dΛ0(8)

where
E(u) =
∑K
l=1
∑n
q=1 Ylq(u)Zlq exp(βZlq)∑K
l=1
∑n
q=1 Ylq(u) exp(βZlq)
,
dΛˆ0(u) =
dNkj(u)∑
l
∑
q Ylq(u) exp(βZlq)
and Wˆk is defined either in (2.7) or (2.8).
This can be easily generalized to the case with multiple covariates. Denote the ith
covariate of the jth subject in the kth cluster by Zkji, where i = 1, ..., p. Contributions
to equation (2.12) at event time t = 1 become
Z111 − E1(1) Z121 − E1(1)
...
...
Z11p − Ep(1) Z12p − Ep(1)
Wˆ1
 1− eβ′Z11dΛ0(1)
0− eβ′Z12dΛ0(1)


Z211 − E1(1) Z221 − E1(1)
...
...
Z21p − Ep(1) Z22p − Ep(1)
Wˆ1
 1− eβ′Z21dΛ0(1)
0− eβ′Z22dΛ0(1)

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
Z311 − E1(1) Z321 − E1(1)
...
...
Z31p − Ep(1) Z32p − Ep(1)
Wˆ1
 1− eβ′Z31dΛ0(1)
0− eβ′Z32dΛ0(1)

where Zkj is a column vector of (Zkj1, Zkj2) and
E1(u) =
∑K
l=1
∑n
q=1 Ylq(u)Zlq1 exp(β
′Zlq)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)
Ep(u) =
∑K
l=1
∑n
q=1 Ylq(u)Zlqp exp(β
′Zlq)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)
2.5 Description of simulation studies
2.5.1 Simulation studies
In the following simulation studies we assess the behavior of the unweighted esti-
mator, βˆu, the weighted estimators, βˆw provided by equation (2.12), and βˆc provided
by equation (2.5). We compare the performance of these estimators using weight ma-
trices defined in (2.7) and (2.8), with different treatment assignments, censoring types,
censoring rates and levels of dependence.
Cai and Prentice (1997) only consider a random treatment assignment in which
the treatment assignment is independently determined for each individual in a cluster.
For clusters of size 2, the individuals can both receive the treatment with probability
0.25, both receive the control with probability 0.25, or one receives the treatment and
the other one receives the control with probability 0.5. In addition to this, we also
investigate a balanced random treatment assignment, in which one individual in the
cluster is randomly selected to receive the treatment, and the other member of the
cluster is assigned to the control.
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All the simulation studies in this section are restricted to the case where there is
a single binary covariate, corresponding to assignment to treatment or control, with
clusters of size 2. 500 data sets are simulated for each simulation study.
2.5.2 Simulation of correlated survival data
The procedures of generating failure times and censoring times follow the method
used by Cai and Prentice (1997). Using the Copula model examined by Clayton and
Cuzick (1985), a bivariate survival distribution is defined as
Pr(Tk1 > tk1, Tk2 > tk2|Zk1, Zk2) = {1− F1(tk1;Zk1)−1/θ + F2(tk2;Zk2)−1/θ}−θ,
where F1 and F2 are specified univariate distribution functions. Bivariate exponential
failure times (Tk1, Tk2) were generated from independent uniform variables uk1, uk2 via
Tk2 = − log(1− µk2)e−β′Zk2
and
Tk1 = θ log{(1− a) + a(1− µk1)−(1+θ)−1}e−β′Zk2 ,
with a = (1− µk2)−θ−1 . Then, the marginal probability density function of Tkj is
f(tkj) = e
β′Zkj exp(−tkjeβ′Zkj), where j = 1, 2.
Joint exponential survival times can be generated from a multivariate version of this
construction as
Tk1 = −log(1− u1)e−β′Zk1
Tkm = θlog{(m− 1)−
m−1∑
i=1
aki + (
m−1∑
i=1
aki − (m− 2))(1− ukm)− 1θ+m−1}e−β′Zkm
where akl = e
1
θ
tkle
β′Zkl , l = 1, ...,m− 1, and m = 2, ..., n. Then, the marginal probability
density function of Tkj is
f(tkj) = e
β′Zkj exp(−tkjeβ′Zkj), where j = 1, ..., n.
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Zkj is a scalar when there is only one covariate. In the case of a balanced randomized
design for clusters of size 2, Zk1 is 1 and Zk2 is 0 for every cluster. For a completely
randomized design, Zkj is a binary variate that has value 1 with probability pik, where
k = 1, ..., K. In this study we use pi = 0.5 for all k. Then, (Zk1, Zk2) are obtained from
independent uniform variates (u3, u4) using the transformation
Zk1 =
 1 if u3 ≤ pi0 otherwise
and
Zk2 =
 1 if u4 ≤ pi0 otherwise
Correlations among failure times for different θ values are shown in Table 2.1.
θ correlation
→ 0 → 1
.25 .937
.80 .712
1.50 .512
→∞ → 0
Table 2.1 Correlation among failure times for different θ values
2.5.3 Simulation of censoring times
In order to maintain similarities of simulation procedures used by Cai and Prentice,
we adopted their method of generating independent random censoring time. Indepen-
dent random censoring times C∗kj were simulated from an exponential distribution with
density
fc∗kj(x) = αe
−αx.
Values of (C∗k1, C
∗
k2) can be obtained by
C∗k1 = − log(u5)/α,
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C∗k2 = − log(u6)/α,
where u5 and u6 were independently generated from uniform (0,1) distributions.
The censoring we use here is a combination of random censoring and Type I censoring
(censoring at a fixed time), whichever happens first. Assume that the inspection is
terminated for any individual who survives through time b, so the interval of interest
for each individual is [0, b]. Then the censoring times Ck1 and Ck2 are
Ck1 = b ∧ C∗k1,
Ck2 = b ∧ C∗k2.
It is assumed that any (C∗k1, C
∗
k2) are independent of any (Tk1, Tk2). Let Pb denote the
censoring percentage. Then
Pb = P (C ≤ T |T ≤ b) + P (T > b)
=
∫ b
0
∫ t
0
fT (t)fC(c)dcdt+
∫ ∞
b
fT (t)dt
=
∫ b
0
∫ t
0
eβZe−te
βZ
αe−αcdcdt+
∫ ∞
b
eβZe−te
βZ
dt
=
e−b(e
βz+α) + αe−βZ
1 + αeβZ
This result can be used to derive a value of α for any desired termination time b.
Assume the time interval we are interested in is [0, 5]. Table 2.2 gives values of α for
specific values of Pb, Z, and β used in the simulation study.
For the cases considered in this simulation study, less than 0.1 percent of the survival
times exceed b = 5, and most of the censoring is random censoring. Table 2.7 shows the
effects of type of censoring on the behavior of the estimators.
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P5
β Z 10% 20% 50%
0.693 0 .107 .247 1
1 .222 .500 2
0 0 .107 .247 1
1 .107 .247 1
-0.5 0 .107 .247 1
1 .409 .133 .604
Table 2.2 The values of α used to simulate censoring times for values of β,
Z, and P5 used in this study
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2.6 Simulation study
All the simulation results shown here are for cases for which the cluster size is two
and there is only one binary covariate, taking a value of 1 or 0. Estimators of the
regression parameters are denoted by βˆu, βˆc and βˆw for estimating equations (2.2), (2.5)
and (2.12), respectively. The estimated bias and empirical variances of these estimators
are compared. Each simulation result displayed in this section is based on 500 simulated
data sets. In the following tables, estimated bias is the average of 500 simulated estimates
minus the true coefficient value, and an empirical variance is also calculated from each
sample of 500 estimates.
2.6.1 Comparison of weight matrices
First consider the situation with no censoring. The correlation given by (2.7) may
depend on the covariate values, e.g.
ρk11 = corr(Mˆki(tki), Mˆkj(tkj)|Zki = 1, Zkj = 1)
ρk10 = corr(Mˆki(tki), Mˆkj(tkj)|Zki = 1, Zkj = 0)
ρk00 = corr(Mˆki(tki), Mˆkj(tkj)|Zki = 0, Zkj = 0)
The correlation is estimated by Pearson correlation among martingales. The correla-
tions defined in (2.8) are easier to estimate and generalize to any type or any number of
covariates. But (2.8) could provide less efficient regression parameter estimators because
weights are evaluated by averaging across covariate values. Simulation results for these
two sets of correlations are shown in Tables 2.3, 2.4 and 2.5.
In all the tables, the true coefficient is β = 0.693. In Table 2.3, the bivariate expo-
nential failure times are generated with association parameter θ = 0.25 for all covariate
pairs. The corresponding correlation is 0.937. The estimated bias and efficiency of both
βˆc and βˆw using the two types of correlations are similar when failure times within clus-
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ters have about same level of association for all covariate combinations. The estimated
correlations conditional on covariate pairs are 0.913 for covariate pair (1,1), 0.916 for
covariate pair (1,0), and 0.907 for covariate pair (0,0). The estimated correlation evalu-
ated by averaging across the covariate values is 0.912. Both βˆc and βˆw are similar with
correlation estimated by either way.
correlations calculated correlation evaluated by
conditional on covariate pairs averaging across covariate values
estimated bias empirical variance estimated bias empirical variance
βˆu 0.0164 0.0226 0.0164 0.0226
βˆc 0.0191 0.0107 0.0120 0.0101
βˆw 0.0182 0.0108 0.0120 0.0101
Table 2.3 Simulation result for βˆu, βˆc, and βˆw for 500 simulated samples of
100 clusters of size 2 with β = 0.693, θ = 0.25 corresponding to
correlation 0.937, and no censoring.
In Table 2.4, the bivariate exponential failure times are generated with association
parameters θ = 0.25 for covariate pairs (0,0) or (1,1), and 1.5 for covariate pairs (0,1) or
(1,0). The corresponding correlations are 0.937 and 0.512 respectively. The estimated
correlations conditional on covariate pairs are 0.913 for covariate pair (1,1), 0.907 for
covariate pair (0,0), and 0.468 for covariate pairs (1,0) or (0,1). The estimated correlation
evaluated by averaging across the covariate values is 0.688. Neither βˆc nor βˆw loses much
efficiency when weights are obtained from correlations averaging across the covariate
values.
In Table 2.5, the bivariate exponential failure times are generated with association
parameters θ = 0.25 for covariate pairs (0,0) or (1,1), and 10 for covariate pairs (0,1) or
(1,0). The corresponding correlations are 0.937 and 0.098 respectively. The estimated
correlations conditional on covariate pairs are 0.913 for covariate pair (1,1), 0.906 for
covariate pair (0,0), and 0.088 for covariate pairs (1,0) or (0,1). The estimated correlation
evaluated by averaging across the covariate values is 0.490. In this case, for two types of
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correlations calculated correlation evaluated by
conditional on covariate pairs averaging across covariate values
estimated bias empirical variance estimated bias empirical variance
βˆu 0.0220 0.0279 0.0220 0.0279
βˆc 0.0201 0.0198 0.0184 0.0204
βˆw 0.0197 0.0196 0.0184 0.0204
Table 2.4 Simulation result for βˆu, βˆc, and βˆw for 500 simulated samples
of 100 clusters of size 2 with β = 0.693, θ = 0.25 corresponding
to correlation 0.937 for covariate pairs (0,0) and (1,1), θ = 1.5
corresponding to correlation 0.512 for covariate pairs (1,0) and
(0,1) and no censoring.
correlation estimation, neither βˆc nor βˆw has much gain in efficiency relative to βˆu.
correlations calculated correlation evaluated by
conditional on covariate pairs averaging across covariate values
estimated bias empirical variance estimated bias empirical variance
βˆu 0.0127 0.0333 0.0127 0.0333
βˆc 0.0220 0.0328 0.0183 0.0331
βˆw 0.0228 0.0327 0.0183 0.0331
Table 2.5 Simulation result for βˆu, βˆc, and βˆw for 500 simulated samples
of 100 clusters of size 2 with β = 0.693, θ = 0.25 corresponding
to correlation 0.937 for covariate pairs (0,0) and (1,1), θ = 10
corresponding to correlation 0.098 for covariate pairs (1,0) and
(0,1) and no censoring.
Table 2.4 shows that if correlation for some covariate pairs are very strong (the cor-
relation is around 0.9), and at moderate level for the others (the correlation is around
0.5), there is no efficiency loss by using correlation averaging across the covariate val-
ues. Table 2.5 shows that if correlation for some covariate pairs are very strong (the
correlation is around 0.9), and for others are very low (correlation around 0.1), neither
estimators from two types of weights have much gains in efficiency.
In medical research, models with correlations that depend on covariate values are
rarely considered. Based on this and the results in Tables 2.4 and 2.5, we see no prac-
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tical need to further consider the models. Consequently, we only consider models with
correlation that do not depend on covariates.
It can be seen from the tables that βˆw and βˆc are identical when a common correlation
is used in the weight matrices. In that case, the solutions to equations (2.5) and (2.12)
are mathematically equivalent. At any event time u,
K∑
k=1
n∑
j=1
dMˆkj(u)
=
K∑
k=1
n∑
j=1
dNkj(u)−
K∑
k=1
n∑
j=1
dAˆkj(u)
=
K∑
k=1
n∑
j=1
Nkj(u)−
K∑
k=1
n∑
j=1
Ykj(u) exp(β
′Zkj)
∑K
l=1
∑n
q=1 dNlq(u)∑K
l=1
∑n
q=1 Ylq(u) exp(β
′Zlq)
= 0,
Then considering the simplest case of clusters of size 2, the difference between equa-
tions (2.5) and (2.12) for clusters of size 2 is
1
1− ρ2
K∑
k=1
∫ t
0
(
E(u) E(u)
) 1 −ρ
−ρ 1

 dMˆk1(u)
dMˆk2(u)

=
1
1− ρ2
∫ t
0
K∑
k=1
{
(1− ρ)E(u)(dMˆk1(u) + dMˆk2(u))
}
= 0.
Therefore, in that case equations (2.12) and (2.5) are identical at any value of β. Simi-
larly, for clusters of size 3 with exchangeable correlation structure, denote the determi-
nant of the correlation matrix as |A|, then the difference between equations (2.5) and
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(2.12) is
1
|A|
K∑
k=1
∫ t
0
(
E(u) E(u) E(u)
)
1− ρ2 ρ2 − ρ ρ2 − ρ
ρ2 − ρ 1− ρ2 ρ2 − ρ
ρ2 − ρ ρ2 − ρ 1− ρ2


dMˆk1(u)
dMˆk2(u)
dMˆk3(u)

=
1
|A|
K∑
k=1
∫ t
0
{
(1− ρ)2E(u)(dMˆk1(u) + dMˆk2(u) + dMˆk3(u))
}
=
1
|A|
∫ t
0
K∑
k=1
{
(1− ρ)2E(u)(dMˆk1(u) + dMˆk2(u) + dMˆk3(u))
}
= 0.
This can be generalized to clusters of size n for exchangeable correlation structure. The
difference between equations (2.5) and (2.12) becomes
1/|A|
∫ t
0
(1− ρ)n−1(E(u))
K∑
k=1
n∑
j=1
dMˆkn(u),
which is equal to 0. Equations (2.12) and (2.5) are not necessarily equivalent when the
weights are allowed to depend on the covariate values for clusters of size two. However, as
shown in Tables 2.3, 2.4 and 2.5, the efficiency of estimators with two type of correlations
are close.
2.6.2 Balanced and unbalanced designs
In Tables 2.3, 2.4 and 2.5, a completely randomized design is used. This means that
the two individuals in a pair can both receive the treatment with probability pi2, or both
get the control with probability (1− pi)2, or one receives the treatment and one receives
the control with probability 2pi(1 − pi). In our simulations we only use pi = 0.5. If the
design is a balanced randomized design, then the values of βˆu, βˆw, and βˆc are identical.
In that case, one of subjects in the pair receives the treatment, and the other one receives
the control. The result is illustrated in the Figures 2.2 and 2.3.
Figures 2.2 and 2.3 are results for a single simulated data set with 100 clusters of
size 2. There is no censoring considered. β is the true value of coefficient, and θ is the
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association parameter indicating the degree of correlation of the within cluster failure
times. The horizontal axis is the value of estimated coefficient in the equation (2.12).
Each curve is the squared value of the estimating equation for one simulation data set.
Different curves correspond to different values of the constant correlation ρ, and the
weight matrix is the inverse of the martingale residual correlation matrix. Therefore
ρ = 0 corresponds to the unweighted equation (2.11). The value of the estimated
coefficient at the minimum of the curve is the solution of the estimating equations βˆu or
βˆw, depending on the correlation used in the weight matrices.
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Figure 2.2 Squared values of weighted estimating equations from a single
data set with 100 clusters of size 2 using a balanced randomized
design. The correlations corresponding to the lines from inside
to outside are 0.9, 0.7, 0.5 and 0.
From the plots, it can be seen that the solutions to equations (2.11) and (2.12)
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Figure 2.3 Squared values of weighted estimating equations from a single
data set with 100 clusters of size 2 using a completely randomized
design. The correlations corresponding to the lines from inside
to outside are 0.9, 0.7, 0.5 and 0.
are not necessarily the same for completely randomized designs. When a balanced
randomization is used, equations (2.11) and (2.12) always yield the same solution, and
equation (2.12) always provides the same solution no matter what value of correlation
is used in the weight matrix. This equivalence can be shown with simple algebra.
Equation (2.11) can be written as
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U(β) =
K∑
k=1
∫ t
0
(Zk1 − E(u) Zk2 − E(u))
 dMˆk1(u)
dMˆk2(u)

=
K∑
k=1
∫ t
0
(Zk1 − E(u)) dMˆk1(u) + (Zk2 − E(u)) dMˆk2(u)
=
K∑
k=1
∫ t
0
dMˆk1(u)− E(u)dMˆk1(u)− E(u)dMˆk2(u),
when (Zk1, Zk2) = (1, 0). Similarly, weighted estimating equation (2.12) can be written
as
U ′(β) =
1
1− ρ2
K∑
k=1
∫ t
0
(Zk1 − E(u) Zk2 − E(u))
 1 −ρ
−ρ 1

 dMˆk1(u)
dMˆk2(u)

=
1
1− ρ2
K∑
k=1
∫ t
0
(Zk1 − E(u)) dMˆk1(u) + (Zk2 − E(u)) dMˆk2(u)
−ρ (Zk1 − E(u)) dMˆk2(u)− ρ (Zk2 − E(u)) dMˆk1(u)
=
1
1− ρ2
K∑
k=1
∫ t
0
dMˆk1(u)− E(u)dMˆk1(u)− E(u)dMˆk2(u)
−ρdMˆk2(u) + ρE(u)dMˆk1(u) + ρE(u)dMˆk2(u)
At the solution to equation (2.11), βˆu,
U(βˆu) =
K∑
k=1
∫ t
0
dMˆk1(u)− Eˆ(u)dMˆk1(u)− Eˆ(u)dMˆk2(u) = 0.
Thus
U ′(βˆu) = −
ρ
1− ρ2
{
K∑
k=1
dMˆk2(u) + ρEˆ(u)dMˆk1(u) + ρEˆ(u)dMˆk2(u)
}
.
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Since
∑K
k=1
∫ t
0
dMˆk1(u) + dMˆk2(u) =
∫ t
0
∑K
k=1 dMˆk1(u) + dMˆk2(u) = 0,
U ′(βˆu) = −
ρ
1− ρ2
{
K∑
k=1
∫ t
0
dMˆk2(u) + Eˆ(u)dMˆk1(u) + Eˆ(u)dMˆk2(u)
}
= −
ρ
1− ρ2
{
K∑
k=1
∫ t
0
dMˆk2(u) + Eˆ(u)dMˆk1(u) + Eˆ(u)dMˆk2(u)
}
−
ρ
1− ρ2
{
K∑
k=1
∫ t
0
dMˆk1(u)− Eˆ(u)dMˆk1(u)− Eˆ(u)dMˆk2(u)
}
= −
ρ
1− ρ2
{
K∑
k=1
∫ t
0
dMˆk1(u)+)dMˆk2(u)
}
= 0
Therefore, equations (2.11) and (2.12) yield the same solutions in the balanced random-
ization case, regardless the value of ρ used in the common weight matrix.
Table 2.6 shows simulation results for βˆu when a balanced randomized design is used.
There are 100 clusters of size 2 for each simulated data set, with β = 0.693 and θ = 0.25.
When the study is ended at time 5 time units, the censoring rate with combination of
random and Type I censoring, P5 changes from 0 to 10%. Relative to the simulation
results for a completely randomized design shown in Table 2.3, these simulation results
show that the empirical variance of βˆu for a balanced randomized design is about 20%
of the empirical variance of βˆu for a completely randomized design. It is preferable to
use balanced randomized designs when possible, and for those cases βˆu is equivalent to
βˆc and βˆw if exchangeable correlation is used.
P5 estimated bias empirical variance
0 0.0157 0.0058
10% 0.0123 0.0067
Table 2.6 Simulation results for βˆu for 500 simulated samples of 100 clusters
of size 2 with β = 0.693, θ = 0.25, and a balanced randomized
design.
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2.6.3 Comparison of estimators from unweighted and weighted estimating
equations with different censoring types
In this section, we compare the effect of the censoring type on the behavior of es-
timators. For a certain value of censoring rate, 500 estimates from 500 simulated data
sets with the combination of random and Type I censoring described in Section 2.5.2
are produced. Another 500 estimates from 500 simulated data sets with only Type II
censoring are also produced. The two sets of 500 estimates are compared with respect
to estimated bias and empirical variance. SRE(βˆu|βˆw) is the empirical variance of βˆw
divided by the empirical variance of βˆu (not shown) from the same 500 simulated data
sets. SRE(βˆu|βˆw) larger than one indicates that βˆw has gains in efficiency relative to βˆu.
In the table, the true coefficient β assumes value 0.693, and the association parameter θ
assumes values 0.25, 0.80 and 1.50, corresponding to correlations 0.937, 0.712, and 0.512.
P5 is the censoring rate with combination of random and Type I censoring given that
the study is ended at 5 time units. P is the censoring rate with Type II censoring. P5
or P is set at different rates changing from 10% to 50%. Both estimators have smaller
variance as within cluster correlation is stronger or the censoring rate is lower. The
biases of the two estimators are similar. The results show that βˆw for data with Type II
censoring only tends to have smaller variance and higher gains in efficiency relative to βˆu
than βˆw for data with combination of random and Type I censoring. The distribution of
censoring rate also has effects on the relative efficiency. Figure 2.4 shows the histogram
of censoring rates of 500 data sets of size 2 when the combination of random and Type
I censoring is used for β = 0.693, θ = 0.25 and the designed censoring rate is 10%. The
average of censoring rates from 500 simulated data sets is 9.96% with standard error of
0.022. The relative efficiency for data with combination of random and Type I censoring
is affected by the variation of the censoring rates.
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βˆw with combination of βˆw with Type II
random and Type I censoring censoring only
estimated empirical estimated empirical
P5 or P θ bias variance SRE(βˆu|βˆw) bias variance SRE(βˆu|βˆw)
10% 0.25 0.0083 0.0148 1.761 0.0119 0.0118 2.615
0.80 0.0060 0.0215 1.214 0.0069 0.0192 1.469
1.50 0.0070 0.0243 1.069 0.0068 0.0200 1.197
20% 0.25 0.0090 0.0177 1.659 0.0118 0.0144 2.302
0.80 0.0027 0.0247 1.189 0.0035 0.0204 1.404
1.50 0.0024 0.0285 1.041 0.0043 0.0240 1.143
50% 0.25 0.0016 0.0359 1.254 0.0000 0.0292 1.546
0.80 -0.0044 0.0423 1.048 -0.0062 0.0410 1.110
1.50 0.0044 0.0439 1.027 0.0056 0.0430 1.026
Table 2.7 Simulation results for βˆw with combination of random and Type
I censoring and βˆw with Type II censoring only for 500 simulated
samples of 100 clusters of size 2 with β = 0.693.
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Figure 2.4 Histogram of censoring rates when combination of random and
Type I censoring is used for 500 simulated samples of 100 clusters
of size 2 with β = 0.693, designed censoring rate P5 = 10%, and
θ = 0.25 corresponding to correlation 0.937.
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2.6.4 Comparison of estimators from unweighted and weighted estimating
equations under a completely randomized design
In this section, stimulation studies are used to assess the behavior of the estimators
from unweighted and weighted estimating equations. From the results in Section 2.6.1,
we know that using correlations of martingales conditional on the covariate values defined
in (2.7) does not improve the efficiency of the estimators much. In addition, in practical
use there is rarely a case that correlations are considered depending on the covariate
values. Therefore, all the simulation results shown here use the common correlation
defined in (2.8) in the weight matrix. Only a completely randomized design is considered.
Since βˆc and βˆw are the same in this case, only βˆw is shown. The estimators are evaluated
with respect to estimated bias and empirical variances.
The combinations of parameters used in the simulation studies in this section are as
follows:
parameters function possible values
β true coefficient 0.693, 0, -0.5
P5 censoring rate (%) 0, 10, 20, 50
θ association parameter 0.25, 0.8, 1.5
K number of clusters 100
n cluster size 2
N number of simulated data sets 500
Tables 2.8, 2.9, 2.10 and 2.11 display simulation results. There are 500 datasets
generated in each simulation study, thus 500 estimates were produced. In Table 2.8,
the estimated bias is the difference of the average of the 500 estimates and the true
parameter value β. Empirical variances are calculated using a sample of 500 estimates.
SRE(βˆu|βˆw) is the empirical variance of βˆu divided by empirical variance of βˆw. A value
of SRE(βˆu|βˆw) larger than one indicates that the estimator produced by equations
(2.12) has smaller variance than the IWM estimator. Then we say that there is a gain
in efficiency of βˆw relative to βˆu. In the table, the true coefficient β assumes values
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0.693, 0 and -0.5, and the association parameter θ assumes values 0.25, 0.80 and 1.50,
corresponding to correlations 0.937, 0.712, and 0.512. P5 is the censoring rate with
combination of random and Type I censoring given that the study is ended at 5 time
units. P5 is set at different rates changing from 0 to 50%.
For all the parameter settings, the estimated biases of βˆu and βˆw are both close to
0. There is no obvious advantage of using one method over the other to reduce the bias.
The gains in efficiency provided by βˆw are greater for stronger within cluster correlation,
lower level of censoring and parameter values closer to 0. When the censoring rate is
high, 50%, gains in efficiency are less than 4 percent for within cluster correlation of
0.512, and less than 42 percent for within cluster correlation of 0.937. When there is no
censoring, gains in efficiency are as high at 6.961. At each level of censoring and for each
parameter value, the efficiency gains decrease as the correlation level decreases, with the
most prounced patterns when there is no censoring and when the true parameter is zero.
The values of regression coefficients 0.693 or -0.5 are larger values than are often
seen in medical research. We would expect gains in efficiency closer to the relative
gains shown in Table 2.8 for β = 0 when within cluster correlation is strong and the
censoring rate is moderate. Proper weighting could double the efficiency of estimators
for regression coefficients when the Cox model is applied to clustered survival data.
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βˆu βˆw
estimated empirical estimated empirical
β P5 θ bias variance bias variance SRE(βˆu|βˆw)
0.693 0 0.25 0.0187 0.0290 0.0210 0.0107 2.707
0.80 0.0154 0.0267 0.0178 0.0165 1.613
1.50 0.0166 0.0259 0.0151 0.0209 1.239
10% 0.25 0.0165 0.0262 0.0083 0.0148 1.761
0.80 0.0209 0.0264 0.0060 0.0215 1.214
1.50 0.0082 0.0260 0.0070 0.0243 1.069
20% 0.25 0.0115 0.0294 0.0090 0.0177 1.659
0.80 0.0070 0.0294 0.0027 0.0247 1.189
1.50 -0.0110 0.0297 0.0024 0.0285 1.041
50% 0.25 0.0314 0.0451 0.0106 0.0359 1.254
0.80 -0.0046 0.0444 0.0044 0.0423 1.048
1.50 0.0041 0.0451 0.0044 0.0439 1.027
0 0 0.25 -0.0102 0.0233 0.0008 0.0033 6.961
0.80 -0.0140 0.0223 0.0021 0.0112 1.983
1.50 0.0035 0.0223 0.0027 0.0168 1.327
10% 0.25 -0.0002 0.0262 -0.0110 0.0082 2.705
0.80 0.0019 0.0264 -0.0076 0.0162 1.417
1.50 0.0023 0.0260 -0.0013 0.0206 1.138
20% 0.25 -0.0020 0.0254 -0.0077 0.0116 2.187
0.80 0.0092 0.0260 -0.0105 0.0199 1.307
1.50 0.0128 0.0272 -0.0074 0.0247 1.101
50% 0.25 -0.0104 0.0407 -0.0058 0.0287 1.419
0.80 -0.0037 0.0413 -0.0063 0.0372 1.108
1.50 0.0029 0.0420 -0.0061 0.0404 1.037
-0.5 0 0.25 -0.0132 0.0235 -0.0144 0.0059 3.925
0.80 -0.0188 0.0227 -0.0071 0.0126 1.808
1.50 0.0002 0.0227 -0.0050 0.0177 1.280
10% 0.25 -0.0015 0.0290 -0.0024 0.0173 1.671
0.80 -0.0090 0.0282 -0.0154 0.0241 1.171
1.50 0.0092 0.0285 -0.0064 0.0273 1.045
20% 0.25 -0.0016 0.0283 0.0046 0.0184 1.536
0.80 -0.0157 0.0284 0.0408 0.0250 1.134
1.50 -0.0052 0.0291 0.0062 0.0303 0.960
50% 0.25 -0.0242 0.0429 -0.0158 0.0319 1.342
0.80 -0.0126 0.0448 -0.0115 0.0407 1.100
1.50 -0.0159 0.0449 0.0062 0.0467 0.959
Table 2.8 Simulation results for βˆu and βˆw for 500 simulated samples with
100 clusters of size 2. θ = 0.25 corresponding to correlation
0.913, θ = 0.25 corresponding to correlation 0.712, and θ = 1.5
corresponding to correlation 0.512.
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Empirical variances are the same as those in Tables 2.8 and 2.9. The column labeled
average robust variance contains the average of 500 robust variance estimates for the
IWM estimator. The variance ratio for βˆu is the average robust estimate of variance of
βˆu divided by the empirical variance of βˆu. A value of the variance ratio of βˆu greater
than one indicates that the robust variance overestimates the true variance, and a value
of the variance ratio of βˆu less than one indicates that the robust variance underestimates
the true variance. The variance of βˆw is obtained by a bootstrap resampling method.
For clustered data, a bootstrap method resamples clusters instead of individual subjects.
For each of the 500 simulated data sets, a set of 100 bootstrap samples was taken to
produce a bootstrap variance estimate for βˆw. The average bootstrap variance is the
average of the 500 bootstrap variances of βˆw obtained from the 500 simulated datasets.
The variance ratio for βˆw is the average bootstrap variance of βˆw divided by the empirical
variance βˆw. A value of the variance ratio for βˆw greater than one indicates that the
bootstrap variance overestimates the variance, and a value of the variance ratio for βˆw
less than 1 indicates that the bootstrap variance underestimates the variance. From the
results provided in Table 2.9, all values of the variance ratios for βˆw are close to one.
The robust variance estimator for βˆu tends to underestimate the variance of βˆu, with
larger biases for lower censoring rates. Overall the bootstrap method provides a good
estimate for the small sample variance of βˆw.
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βˆu βˆw
average average
empirical robust variance empirical bootstrap variance
β P5 θ variance variance ratio variance variance ratio
0.693 0 0.25 0.0290 0.0231 0.796 0.0107 0.0112 1.053
0.80 0.0267 0.0228 0.853 0.0165 0.0166 1.008
1.50 0.0259 0.0224 0.864 0.0209 0.0204 0.977
10% 0.25 0.0262 0.0256 0.977 0.0148 0.0143 0.968
0.80 0.0264 0.0250 0.946 0.0215 0.0204 0.950
1.50 0.0260 0.0248 0.953 0.0243 0.0233 0.961
20% 0.25 0.0294 0.0287 0.976 0.0177 0.0187 1.062
0.80 0.0294 0.0280 0.952 0.0247 0.0249 1.011
1.50 0.0297 0.0278 0.936 0.0285 0.0282 0.991
50% 0.25 0.0451 0.0454 1.006 0.0359 0.0390 1.087
0.80 0.0444 0.0444 1.000 0.0423 0.0443 1.048
1.50 0.0451 0.0443 0.982 0.0439 0.0459 1.046
0 0 0.25 0.0233 0.0197 0.845 0.0033 0.0045 1.366
0.80 0.0223 0.0206 0.923 0.0112 0.0125 1.124
1.50 0.0223 0.0201 0.901 0.0168 0.0171 1.019
10% 0.25 0.0262 0.0256 0.977 0.0082 0.0082 1.001
0.80 0.0264 0.0250 0.946 0.0162 0.0158 0.980
1.50 0.0260 0.0248 0.953 0.0206 0.0199 0.967
20% 0.25 0.0254 0.0251 0.988 0.0116 0.0124 1.072
0.80 0.0260 0.0252 0.969 0.0199 0.0199 1.005
1.50 0.0272 0.0252 0.926 0.0247 0.0224 0.955
50% 0.25 0.0407 0.0399 0.980 0.0287 0.0301 1.052
0.80 0.0413 0.0401 0.970 0.0372 0.0382 1.027
1.50 0.0420 0.0412 0.980 0.0404 0.0412 1.022
-0.5 0 0.25 0.0235 0.0214 0.910 0.0059 0.0070 1.197
0.80 0.0227 0.0212 0.933 0.0126 0.0140 1.112
1.50 0.0227 0.0212 0.933 0.0177 0.0183 1.034
10% 0.25 0.0290 0.0289 0.996 0.0173 0.0176 1.022
0.80 0.0282 0.0286 1.014 0.0241 0.0244 1.013
1.50 0.0285 0.0285 1.000 0.0273 0.0274 1.004
20% 0.25 0.0283 0.0271 0.957 0.0184 0.0181 0.986
0.80 0.0284 0.0268 0.943 0.0250 0.0219 0.938
1.50 0.0291 0.0268 0.920 0.0303 0.0241 0.924
50% 0.25 0.0429 0.0430 1.002 0.0319 0.0335 1.053
0.80 0.0448 0.0427 0.953 0.0407 0.0413 1.016
1.50 0.0449 0.0437 0.973 0.0467 0.0429 0.920
Table 2.9 Simulation results for variances estimates for 500 simulated sam-
ples with 100 clusters of size 2. The number of bootstrap samples
is 100 for each of 500 simulated sets. The variance ratio for βˆu
is the average robust variance estimate divided by the empirical
variance, and the variance ratio for βˆw is the average bootstrap
variance divided by the empirical variance.
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Tables 2.10 and 2.11 show coverage rates and average lengths of nominal 95% con-
fidence intervals of the regression coefficients. The confidence intervals based on βˆu
are contructed as βˆu ± (1.96)Srobust, where Srobust is the standard error of βˆu obtained
from the robust covariance procedure. Four bootstrap methods were used to construct
bootstrap confidence intervals using βˆw, normal, quantile, basic and accelerated bias-
corrected (BCα). These methods are described by Davison and Hinkley (1997). The
normal method is evaluated as βˆw±(1.96)Sboot, where Sboot is the bootstrapped standard
error for βˆw. For b bootstrap samples, denote the bootstrap distribution of bootstrap es-
timates by Fˆb(x). The quantile confident interval method uses the α/2 and 1−α/2 quan-
tiles of Fˆb(x) as the endpoints of the 1−α level confidence interval. The basic confident
interval method uses the upper quantile of the bootstrap distribution to calculate the
lower confidence bound, and the lower quantile to calculate the upper confidence bound.
The endpoints using this method are 2βˆg−Fˆ−1b (1−α/2), and 2βˆg−Fˆ−1b (α/2). The accel-
erated bias-corrected method obtains end points by inverting percentiles of the bootstrap
distribution after adjusting for bias and acceleration shift. Denote the acceleration con-
stant by a, and the normal cdf by Φ(x). Define Z0 = Φ
−1(Fˆb(βˆw)), and define Zα/2 as
the α/2-percentile of a standard normal distribution. Then, the α endpoints of the BCa
confidence interval are Fˆ−1b
{
Φ
(
Z0 +
Z0−Zα/2
1−a(Z0−Zα/2)
})
and Fˆ−1b
{
Φ
(
Z0 +
Z0+Zα/2
1−a(Z0+Zα/2)
})
.
Among all the methods, the normal method is the simplest. From the result in Table
2.10, all the methods provide coverage rates 95 percent. The simple normal method
performs as well as the other bootstrap methods. From the results in Table 2.11, when
the censoring rate is moderate, and the correlation is strong, the lengths of bootstrap
confidence intervals based on βˆw tend to be narrower than the lengths of the confidence
intervals based on βˆu. Comparing all the bootstrap methods based on βˆw, the normal
method tends to provide the most narrow confidence intervals.
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average coverage rate of average coverage rate of
confidence interval bootstrap confidence interval
based on robust variance based on βˆw
β P5 θ estimator for βˆu normal quantile basic BCa
0.693 0 0.25 0.920 0.946 0.928 0.938 0.916
0.80 0.934 0.940 0.940 0.946 0.928
1.50 0.934 0.940 0.940 0.959 0.932
10% 0.25 0.948 0.934 0.930 0.946 0.920
0.80 0.948 0.932 0.940 0.938 0.924
1.50 0.956 0.936 0.938 0.948 0.932
20% 0.25 0.940 0.946 0.944 0.954 0.928
0.80 0.952 0.940 0.954 0.946 0.938
1.50 0.954 0.936 0.956 0.950 0.946
50% 0.25 0.948 0.962 0.948 0.966 0.954
0.80 0.950 0.960 0.950 0.970 0.946
1.50 0.954 0.954 0.954 0.960 0.946
0 0 0.25 0.932 0.982 0.960 0.986 0.974
0.80 0.940 0.962 0.946 0.968 0.948
1.50 0.928 0.946 0.936 0.954 0.934
10% 0.25 0.948 0.954 0.952 0.962 0.952
0.80 0.948 0.954 0.950 0.960 0.936
1.50 0.956 0.942 0.946 0.962 0.938
20% 0.25 0.954 0.966 0.962 0.964 0.958
0.80 0.956 0.966 0.950 0.968 0.950
1.50 0.948 0.960 0.950 0.966 0.952
50% 0.25 0.942 0.958 0.958 0.968 0.948
0.80 0.944 0.960 0.944 0.964 0.952
1.50 0.948 0.950 0.942 0.968 0.944
-0.5 0 0.25 0.938 0.952 0.952 0.954 0.940
0.80 0.942 0.952 0.950 0.962 0.944
1.50 0.948 0.934 0.950 0.940 0.948
10% 0.25 0.962 0.950 0.944 0.966 0.934
0.80 0.944 0.962 0.946 0.962 0.948
1.50 0.946 0.954 0.948 0.964 0.962
20% 0.25 0.944 0.950 0.942 0.970 0.948
0.80 0.946 0.946 0.936 0.968 0.942
1.50 0.950 0.952 0.942 0.960 0.942
50% 0.25 0.948 0.964 0.964 0.972 0.946
0.80 0.928 0.948 0.940 0.958 0.948
1.50 0.934 0.952 0.942 0.960 0.942
Table 2.10 Simulated coverage rates of nominal 95% confidence intervals
for 500 simulated samples with 100 clusters of size 2. Each
bootstrap confidence interval was obtained from 100 bootstrap
samples.
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average length of average length of
confidence interval bootstrap confidence interval
based on robust variance based on βˆw
β P5 θ estimator for βˆu normal quantile basic BCa
0.693 0 0.25 0.595 0.414 0.419 0.419 0.408
0.80 0.591 0.505 0.529 0.529 0.519
1.50 0.586 0.559 0.587 0.587 0.583
10% 0.25 0.627 0.468 0.492 0.492 0.480
0.80 0.619 0.559 0.601 0.601 0.594
1.50 0.617 0.598 0.632 0.632 0.620
20% 0.25 0.664 0.536 0.553 0.553 0.538
0.80 0.656 0.618 0.645 0.645 0.627
1.50 0.653 0.658 0.687 0.687 0.681
50% 0.25 0.835 0.774 0.785 0.785 0.770
0.80 0.826 0.825 0.856 0.856 0.854
1.50 0.825 0.839 0.862 0.862 0.858
0 0 0.25 0.550 0.262 0.275 0.275 0.274
0.80 0.562 0.438 0.457 0.457 0.457
1.50 0.555 0.509 0.532 0.532 0.533
10% 0.25 0.627 0.350 0.367 0.367 0.367
0.80 0.620 0.491 0.512 0.512 0.515
1.50 0.617 0.550 0.572 0.572 0.575
20% 0.25 0.621 0.432 0.453 0.453 0.455
0.80 0.622 0.551 0.577 0.577 0.579
1.50 0.622 0.599 0.624 0.624 0.626
50% 0.25 0.783 0.675 0.708 0.708 0.706
0.80 0.785 0.763 0.798 0.796 0.800
1.50 0.795 0.793 0.829 0.829 0.832
-0.5 0 0.25 0.573 0.327 0.338 0.338 0.336
0.80 0.570 0.463 0.484 0.484 0.480
1.50 0.570 0.526 0.550 0.550 0.548
10% 0.25 0.666 0.516 0.543 0.543 0.541
0.80 0.662 0.608 0.634 0.634 0.631
1.50 0.661 0.646 0.674 0.674 0.674
20% 0.25 0.645 0.527 0.561 0.561 0.559
0.80 0.642 0.570 0.596 0.596 0.593
1.50 0.642 0.617 0.642 0.642 0.644
50% 0.25 0.812 0.717 0.751 0.751 0.742
0.80 0.810 0.796 0.813 0.813 0.809
1.50 0.819 0.812 0.833 0.833 0.821
Table 2.11 Simulated lengths of confidence intervals for 500 simulated sam-
ples with 100 clusters of size 2. Each bootstrap confidence in-
terval was obtained from 100 bootstrap samples.
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2.7 Summary and discussion
We studied cases where the cluster size is two, and there is only one binary covari-
ate. It was shown that weighted estimating equations provide no gain in efficiency if
a balanced randomized design is used. When the treatment assignment is unbalanced
within clusters, the estimators from partial likelihood score equations initially assuming
independence within clusters lose efficiency. Using weighted estimating equations can
greatly improve efficiency.
In the case we studied, if all pairs are assigned the same weight matrix, the weighted
estimating equations (2.12) we proposed and the modified Cai and Prentice estimat-
ing equations (2.5) result in the identical regression estimators. If weights depending
on the covariates in the pair are used, estimators from these two weighted estimating
equations are only slightly different. Using weights depending on the combination of
covariate pairs requires replication of covariate pairs. When there are multiple dichoto-
mous covariates or multiple level for categorical covariates, the sample sizes available
to estimate same correlations might be quite small. Also it is not straightforward to
extend the model with correlations that dependent on covariate values to continuous
covariates. We simulate a case where survival times are correlated with different depen-
dence levels depending on the covariate pairs. The estimators do not lose efficiency by
using correlation estimates evaluated by averaging across covariate values. In addition,
examples of considering weights depending on the covariate values are rare in practical
use. Thus the common weight approach was used in the rest of the simulation studies.
For situations we considered, βˆc and βˆw are equivalent.
Table 2.7 shows the effect of censoring type on the behavior of the estimator. It
appeared that the estimators from weighted estimating equations for data with only
Type II censoring tend to have higher gains in efficiency than for data with combination
of random and Type I censoring. But it is also caused by the difference in distributions
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of censoring rates using these two types of censoring in the simulation study.
The simulation results in Table 2.8 show if the design is completely randomized,
using weighted estimating equation can greatly improve the efficiency of the regression
coefficient estimates in the proportional hazards model. Gains in efficiency for βˆw relative
to βˆu are largest when within cluster correlation between failure times is strong and the
censoring rate is low. With moderate correlation or heavy censoring, the gain becomes
smaller. Gains in efficiency are greater for parameter values closer to zero. Even for
the regression parameter values 0.693 or -0.5 that larger than often seen in medical
studies, gains in efficiency are observed with a high within cluster correlation and a
low censoring rate. The results in Table 2.9 show that bootstrap variances tend to
be close to empirical variance. All four bootstrap methods for constructing confidence
intervals provided coverage rates close to the nominal 95% levels. When within cluster
correlation is strong and the censoring rate is moderate, the lengths of 95% confidence
intervals based on βˆw are smaller than those based on βˆu. The normal method gives the
shortest confidence intervals among the four bootstrap confidence interval procedures
we studied.
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CHAPTER 3. Generalized estimating equations
3.1 Introduction
In this chapter, a new set of estimating equations for clustered survival data is devel-
oped using a generalized estimating equation approach. Wedderburn (1974) proposed
quasi-likelihood estimation. McCullagh and Nelder (1983) extended quasi-likelihood es-
timation using generalized linear models to handle a variety of discrete and continuous
variables. Liang and Zeger (1986) applied a quasi-likelihood approach to derive gener-
alized estimating equations for analyzing longitudinal data. To apply this approach, it
is assumed that responses are sampled from an exponential family distribution, and the
variance of each response is a known function of its expectation. Consistent estimators
of regression parameters are obtained without specifying the joint distribution of de-
pendent responses and correct correlation structure. To apply a generalized estimating
equation approach to clustered survival data, we consider partial likelihood equations for
the Cox model in the counting process context. In that form, counting process differen-
tials can be approximated by Poisson random variables, which have mean and variance
of corresponding compensator differentials. Therefore, an alternative set of estimating
equations can be derived using a generalized estimating equation approach to estimate
regression parameters in the Cox model for clustered survival data. Bootstrap resam-
pling methods are used to estimate the variances of coefficients in the Cox model and
construct confidence intervals. Simulation studies are provided to compare estimators
obtained from partial likelihood score equations that ignore within cluster dependence
68
to estimators obtained from this new set of estimating equations.
3.2 Generalized estimating equations
3.2.1 Derivation of estimating equations
Assume the marginal density of the event time distribution for the jth observation
from the kth cluster, Tkj, is of the exponential form
f(tkj) = exp[{tkjh(β′Zkj)− a(h(β′Zkj)) + b(tkj)}φ]
= exp[{tkjθkj − a(θkj) + b(tkj)}φ],
(3.1)
where θkj = h(β
′Zkj), k = 1, ..., K, j = 1, ..., nk, β is a p× 1 coefficient vector, and φ is
a scaler parameter. Then the first two moments for Tkj are
E(Tkj) = a
′(θkj) = a′(h(β′Zkj))
V ar(Tkj) = a
′′(θkj)/φ = a′′(h(β′Zkj))/φ
Define ηkj = β
′Zkj. If the subjects within a cluster response independently, the
regression parameters β can be estimated by the estimating equations as
UI(β) =
K∑
k=1
ZTk∆k(Tk − E(Tk)) = 0, (3.2)
where
∆k = diag
(
dθkj
dηkj
)
= diag (h′(β′Zkj))
is a nk × nk matrix. Define Zk is a nk × p covariate matrix, and define Tk is a nk × 1
response vector.
When the subjects within a cluster do not response independently, the generalized
estimating equations (GEEs) can be used to estimate regression parameters. They are
of the form
UG(β) =
K∑
k=1
DTkV
−1
k (Tk − E(Tk)) = 0, (3.3)
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where Dk = d{a′k(θ)}/dβ, and the jth row of Dk corresponds to Dkj = dE(Tkj)/dβ =
a′′(θkj)h′(β′Zkj)Zkj. Then
Dk =

DTk1
DTk2
...
DTknk

=

a′′(θk1)h′(β′Zk1)ZTk1
a′′(θk2)h′(β′Zk2)ZTk2
...
a′′(θknk)h
′(β′Zknk)Z
T
knk

=

a′′(θk1)h′(β′Zk1)Zk1,1 a′′(θk1)h′(β′Zk1)Zk1,2 · · · a′′(θk1)h′(β′Zk1)Zk1,p
a′′(θk2)h′(β′Zk2)Zk2,1 a′′(θk2)h′(β′Zk2)Zk2,2 · · · a′′(θk2)h′(β′Zk2)Zk2,p
...
...
...
...
a′′(θknk)h
′(β′Zknk)Zknk,1 a
′′(θknk)h
′(β′Zknk)Zknk,2 · · · a′′(θknk)h′(β′Zknk)Zknk,p

=

a′′(θk1) 0 · · · 0
0 a′′(θk2) · · · 0
...
...
...
...
0 0 · · · a′′(θknk)


h′(θk1) 0 · · · 0
0 h′(θk2) · · · 0
...
...
...
...
0 0 · · · h′(θknk)


ZTk1
ZTk2
...
ZTknk

Therefore, Dk = Bk∆kZk is a nk × p matrix, where Bk = diag(a′′(θkj)).
Define Vk = B
1
2
kRk(ρ)B
1
2
k /φ, where Rk(ρ) is the nk × nk correlation matrix of Tk,
and ρ is a vector of unknown parameters that defines the correlation matrix. Rk(ρ)
is called a “working” correlation matrix because consistent estimators can be obtained
even when Rk(ρ) is not correctly specified. Vk is a function of β, φ and ρ, where β is
the parameter of interest, and ρ and φ are nuisance parameters. Then equation (3.3)
becomes
UG(β) =
K∑
k=1
DTkV
−1
k (Tk − E(Tk))
=
K∑
k=1
(Bk∆kZk)
T
[
B
1
2
kR(ρ)B
1
2
k
φ
]−1
(Tk − E(Tk)). (3.4)
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Thus
UG(β)
=
K∑
i=k
DTkV
−1
k (Tk − E(Tk))
=
K∑
i=k


a′′(θk1) 0 · · · 0
0 a′′(θk2) · · · 0
...
...
...
...
0 0 · · · a′′(θknk)


h′(θk1) 0 · · · 0
0 h′(θk2) · · · 0
...
...
...
...
0 0 · · · h′(θknk)


ZTk1
ZTk2
...
ZTknk


T

√
a′′(θk1) 0 · · · 0
0
√
a′′(θk2) · · · 0
...
...
...
...
0 0 · · · √a′′(θknk)

−1
r11/φ r12/φ · · · r1nk/φ
r21/φ r21/φ · · · r2nk/φ
...
...
...
...
rnk1/φ rnk2/φ · · · rnknk/φ

−1

√
a′′(θk1) 0 · · · 0
0
√
a′′(θk2) · · · 0
...
...
...
...
0 0 · · · √a′′(θknk)

−1
Tk1 − E(Tk1)
Tk2 − E(Tk2)
...
Tknk − E(Tknk)

When responses within clusters are all independent,
Rk(ρ) = =

1 0 · · · 0
0 1 · · · 0
...
...
...
...
0 0 · · · 1

Then equation (3.3) is equivalent to equation (3.2).
3.2.2 Solving the equations
The following steps can be used to solve the estimating equations.
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Step 1 Set up the generalized estimating equation
K∑
k=1
UGk
[
β, ρˆ(β, φˆ(β))
]
= 0, where UGk = D
T
kV
−1
k (Tk − E(Tk)).
Step 2 Update the estimate of β using current values of βˆ, ρˆ and φˆ with
βˆm+1 = βˆm −
[
K∑
k=1
D′k(βˆm)V˜
−1
k (βˆm)Dk(βˆm)
]−1 [ K∑
k=1
D′k(βˆm)V˜
−1
k (βˆm)Sk(βˆm)
]
,
where Sk = Tk − E(Tk).
Step 3 Given the current value of βˆ, Pearson residuals are evaluated as
rˆkj =
tkj − a′(θˆkj)
a′′(θˆkj)

1/2
,
where θˆkj depends on the current value of βˆ. The estimate of φ can be updated by
φˆ−1 =
K∑
k=1
nk∑
j=1
rˆ2kj
N − p, where N =
∑
nk. Estimation of ρ depends upon the choice
of the correlation structure Rk(ρ). The simplest case is that correlations are the
same for any pair of observations. Then ρ becomes a scalar.
Step 4 Repeat the above steps, until the iterations converge.
3.2.3 Properties generalized estimating equation estimators
Under mild regularity conditions that the second order derivative of left hand side
of equation (3.3) is a smooth function and the third order derivative exists, and that
1. ρˆ is K
1
2 -consistent given β and φ;
2. φˆ is K
1
2 -consistent given β;
3. |∂ρˆ(β, φ)/∂φ| ≤ H(Y,β) which is Op(1),
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Liang and Zeger (1986) showed that K1/2(βˆG − β) coverge to a multivariate Gaussian
random vector with zero mean and covariance matrix VG
VG = lim
K→∞
K
(
K∑
k=1
DTkV
−1
k Dk
)−1{ K∑
k=1
DTkV
−1
k cov(Tk)V
−1
k Dk
}(
K∑
k=1
DTkV
−1
k Dk
)−1
This covariate matrix is estimated by evaluating Dk and Vk at ρˆ, φˆ and βˆ and directly
estimating cov(Tk).
3.3 Introduction to counting process notation
Counting process analysis is based on a history of the process, often called the fil-
tration, denoted {Ft; t > 0}. A natural choice is the history of the process up to time
t.
A counting process is a stochastic process {N(t) : t ≥ 0} adapted to a filtration
{Ft : t ≥ 0} with N(0) = 0 and N(t) <∞ a.s., and for which the possible paths are with
probability one right-continuous, piecewise constant, and have only jump discontinuities,
with positive jumps of size 1.
In the counting process approach to survival analysis, the time and censoring indi-
cator pair (Ti, δi) is replaced by the pair (Ni(t), Yi(t)), where
Ni(t) = the number of observed events in [0, t] for unit i
and
Yi(t) =
 1 if unit i is under observation and at risk at time t0 otherwise
According to the Doob-Meyer decomposition theorem, any counting process may be
uniquely decomposed as the sum of a martingale and a predictable, right continuous
process that is 0 at time 0, called the compensator. The counting process Ni(t) has
compensator Ai(t) =
∫ t
0
Yi(s)λi(s)ds, where λi(t) is the hazard function. Then
Ni(t) = Ai(t) +Mi(t).
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where
Mi(t) = Ni(t)− Ai(t) = Ni(t)−
∫ t
0
Yi(s)λi(s)ds
is a counting process martingale with respect to the history given above.
Let dNi(t), a counting process differential, denote the increment in Ni over the in-
finitesimal time interval [t, t+ dt]. Then
dNi(t) =
 1 if a failure occurs in [t, t+ dt]0 otherwise
Ft− contains all the information on [0,t), and
E(dNi(t)|Ft−) = dAi(t) = Yi(t)λi(t)dt.
Martingale increments have mean 0, i.e.,
E(dMi(t)|Ft−) = 0 for any t > 0.
3.4 Generalized estimating equations for clustered survival
data
3.4.1 Derivation of the estimating equations
The main advantage of using the generalized estimating equation approach by Liang
and Zeger is that consistent estimators can be obtained without specifying either the
joint distribution or the correct correlation structure of responses within a cluster. In
Chapter 2, it was shown that the partial likelihood for the Cox proportional hazards
model that ignores the within cluster correlation can be expressed in counting process
notation. In the expression of the partial likelihood, a counting process differential,
dNkj(t) can be approximately considered as a Poisson random variable, which belongs
to the exponential family. The expectation and variance of dNkj(t) is the compensator
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differential, dAkj(t). Therefore the generalized estimating equation approach can be
used to take within cluster correlation into consideration.
In this chapter, we consider a special case with only one binary covariate. The more
general situation of multiple covariates will be discussed in Chapter 4. The Poisson
probability function for dNkj(t) is proportional to
exp {−dAkj(t)} dAkj(t)dNkj(t) (3.5)
Using the exponential family density from (3.1), it follows that (3.5) can be written as
exp{−dAkj(t)} exp {dNkj(t) log[dAkj(t)]}
= exp
{
dNkj(t) log[Ykj(t)e
βZkjdΛ0(t)]− Ykj(t)eβZkjdΛ0(t))
}
Let φ = 1, and take
θkj = h(ηkj) = log[Ykj(t)e
βZkjdΛ0(t)], where ηkj = βZkj,
then
∂h(ηkj)
∂ηkj
= 1
a(θkj) = Ykj(t)e
βZkjdΛ0(t) = e
θkj
E(dNkj(t)) = a
′(θkj) = eθkj = dAkj(t) = Ykj(t) exp(βZkj)dΛ0(t)
V ar(dNkj) = a
′′(θkj) = eθkj = dAkj(t) = Ykj(t) exp(βZkj)dΛ0(t)
and
∂dAkj(t)
∂β
= Ykj(t)Zkj exp(βZkj)dΛ0(t) = ZkjdAkj(t)
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A set of equations corresponding to the generalized estimating equations in (3.3) is
U(β) =
K∑
k=1
∫ t
0
(
∂dAk(u)
∂β
)′
V−1k (dNk(u)− dAk(u))
=
K∑
k=1
∫ t
0
(
∂dAk(u)
∂β
)′ [
diag(dAk(u))
1/2R(ρ)diag(dAk(u))
1/2
]−1
(dNk(u)− dAk(u))
=
K∑
k=1
∫ t
0
Z′kdiag (dAk(u))
[
diag(dAk(u))
1/2R(ρ)diag(dAk(u))
1/2
]−1
(dNk(u)− dAk(u))
Since dΛ0(t) is unknown, the Nelson-Aalen estimator is used to estimate it as
dΛˆ0(t) =
∑
l
∑
q dNlq(t)∑
l
∑
q Ylq(t)e
βZkj
.
Then dAkj(u) can be estimated by
dAˆkj(u) = Ykj(u)e
βZkjdΛˆ0(u)
= Ykj(u)e
βZkj
∑
l
∑
q dNlq(u)∑
l
∑
q Ylq(u)e
βZlq
Therefore the proposed generalized estimating equation for clustered survival data
is of the form
K∑
k=1
∫ t
0
Z′kdiag
(
dAˆk(u)
) [
diag(dAˆk(u))
1/2
R(ρ)diag(dAˆk(u))
1/2
]−1
(
dNk(u)− dAˆk(u)
)
= 0 (3.6)
The solution to equation (3.6) is defined as βˆg.
If all the subjects within a cluster respond independently, then
Rk(ρ) = I
and equation (3.6) becomes
K∑
k=1
∫ t
0
Z′k
(
dNk(u)− dAˆk(u)
)
= 0, (3.7)
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which is the same as the partial likelihood score equations that ignore the within cluster
correlation.
The simplest case of non-zero correlation is thatRk(ρ) is the same for all the clusters,
and ρ is a scaler. Define Rk(ρ) as R(ρ), with
R(ρ) =

1 ρ ρ
ρ 1 ρ
...
...
...
ρ · · · 1

where ρ = corr(Mki(tki),Mkj(tkj)). The details for estimating ρ were discussed in Chap-
ter 2.
3.4.2 Illustration of generalized estimating equations
To illustrate the construction of generalized estimating equations, consider the data
from the following simple experiment. There are three clusters, and each has a pair of
data. A cross indicates a failure event and a circle indicates a censoring event.
Only failure times (1, 2, 7, 8) are included in the equations. If we use a common base-
line hazard function and a single bivariate covariate Z corresponding to the treatment
effect involved, the following illustrates the contributions of the three pairs of observa-
tions to the estimating equation at times 1, 2, 7 and 8 respectively, where Zkj is the
treatment indicator for the jth subject in the kth cluster.
At time=1  D11(1)
D12(1)

′
Wˆ1(1)
 1− eβZ11dΛ0(1)
0− eβZ12dΛ0(1)

 D21(1)
D22(1)

′
Wˆ2(1)
 0− eβZ21dΛ0(1)
0− eβZ22dΛ0(1)

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Figure 3.1 Illustration of generalized estimating equations
 D31(1)
D32(1)

′
Wˆ3(1)
 0− eβZ31dΛ0(1)
0− eβZ32dΛ0(1)

At time=2  D11(2)
D12(2)

′
Wˆ1(2)
 0
1− eβZ12dΛ0(2)

 D21(2)
D22(2)

′
Wˆ2(2)
 0− eβZ21dΛ0(2)
0− eβZ22dΛ0(2)

 D31(2)
D32(2)

′
Wˆ3(2)
 0− eβZ31dΛ0(2)
0− eβZ32dΛ0(2)

At time=7  D21(7)
D22(7)

′
Wˆ2(7)
 0− eβZ21dΛ0(7)
0

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 D31(7)
D32(7)

′
Wˆ3(7)
 1− eβZ31dΛ0(7)
0− eβ′Z32dΛ0(7)

At time=8  D21(8)
D22(8)

′
Wˆ2(8)
 0− eβZ21dΛ0(8)
0

 D31(8)
D32(8)

′
Wˆ3(8)
 0
1− eβZ32dΛ0(8)

where  Dk1(u)
Dk2(u)
 = ( Zk1 Zk2 )
 dAk1(u)
dAk2(u)

3.5 Simulation study
Simulation studies are used to compare the estimators using partial likelihood score
equations ignoring the within cluster correlation and estimators using the proposed set of
generalized estimating equations. The solution to the partial likelihood score equation,
equation (3.7), is denoted by the IWM estimator, βˆu. The solution to the generalized
estimating equations, equation (3.6), is denoted by the GEE estimator, βˆg.
The simulation studies were described in Chapter 2. The parameter values considered
in the simulation studies in this section are listed in Table 3.1. For each simulation
study, 500 simulated data sets containing 100 clusters of size 2 were used. Each of the
500 simulated data sets produces one value of βˆu and one value of βˆg.
There are two designs considered in the simulation study. One design is a balanced
randomized design for which one subject in each cluster is randomly assigned to the
treatment and the other subject receives the control. The other design is a completely
79
parameters function possible values
β true coefficient 0.693, 0, -0.5
P5 censoring rate (%) 0, 10, 20, 50
θ association parameter 0.25, 0.8, 1.5
K number of clusters 100
n cluster size 2
N number of simulated data sets 500
Table 3.1 Parameters of simulation studies
randomized design for which the random treatment assignment is independently deter-
mined for each subject in a cluster. The two subjects can both receive the treatment,
or both receive the control, or one receives the treatment and one receives the control.
The bias and relative efficiency of βˆu and βˆg are examined for these two designs.
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3.5.1 Balanced randomized design
Table 3.2 displays simulation results when a balanced randomized design is used.
There are 500 datasets generated in each simulation study, thus 500 pairs of estimates
are produced. In the table, the estimated bias is the difference between the average of
500 estimates and the true parameter value β. Empirical variances are calculated using a
sample of 500 estimates. Simulation results show that βˆu and βˆg are identical in the case
of a balanced randomized design. Therefore, only the results for βˆu are shown. If the
design is balanced, βˆu which ignores within cluster dependence, does not lose efficiency.
The empirical variance of βˆu is much smaller than that for a completely randomized
design. So it is preferable to used balanced randomized design when possible.
β P5 estimated bias empirical variance
0.693 0 0.0097 0.0057
10% 0.0139 0.0066
20% 0.0150 0.0010
50% 0.0098 0.0240
Table 3.2 Small sample simulation results for βˆu for 500 simulated samples
of 100 clusters of size 2 with θ = 0.25 corresponding to correlation
0.937 using a balanced randomized design.
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3.5.2 Completely randomized design
Table 3.3, Table 3.4, Table 3.5 and Table 3.6 display simulation results when treat-
ments are assigned randomly within clusters. There are 500 datasets generated in each
simulation study, thus 500 estimates were produced. In Table 3.3, the estimated bias
is the difference between the average of 500 estimates and the true parameter value β.
Empirical variances are calculated from the sample of 500 estimates. SRE(βˆu|βˆg) is the
empirical variance of βˆu divided by the empirical variance of βˆg. A value of SRE(βˆu|βˆg)
larger than one indicates that the estimator produced by equations (3.6) has the smaller
variance than the IWM estimator. Then we say that there is a gain in efficiency of βˆg
relative to βˆu. In the tables, the true coefficient β assumes values 0.693, 0 and -0.5, and
the association parameter θ assumes values 0.25, 0.80 and 1.50, corresponding to cor-
relations 0.937, 0.712, and 0.512. P5 is the censoring rate with combination of random
and Type I censoring given that the study is ended at 5 time units. P5 is set at different
rates changing from 0 to 50%. For all the parameter settings, the estimated biases of
βˆu and βˆg are close to 0. There is no obvious advantage of using one method over the
other to reduce bias. When the value of β is 0.693 and there is no censoring, βˆg provides
gains in efficiency for all three levels of association. The gains in efficiency provided by
βˆg is greater for stronger correlation. When the censoring rate is moderate, 10% and
20%, βˆg provides gains in efficiency when the within cluster correlation is strong. When
the censoring rate is high, 50%, a gain in efficiency only occurs when correlation is very
strong. When the value of β is 0, gains in efficiency follow the trend for β equal to
0.693, but the gains in efficiency are even more pronouned, especially when there is no
censoring, and the within cluster correlation is strong. When the value of β is -0.5, the
SRE(βˆu|βˆg) values are between those for β values of 0 and 0.693 for all censoring rates
and correlation levels considered in this study.
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βˆu βˆg
estimated empirical estimated empirical
β P5 θ bias variance bias variance SRE(βˆu|βˆg)
0.693 0 0.25 0.0187 0.0290 0.0224 0.0104 2.788
0.80 0.0154 0.0267 0.0125 0.0165 1.618
1.50 0.0166 0.0259 0.0176 0.0206 1.257
10% 0.25 0.0165 0.0262 0.0112 0.0146 1.794
0.80 0.0209 0.0264 0.0150 0.0213 1.239
1.50 0.0082 0.0260 0.0107 0.0239 1.088
20% 0.25 0.0115 0.0294 0.0145 0.0175 1.680
0.80 0.0070 0.0294 -0.0034 0.0242 1.215
1.50 -0.0110 0.0297 -0.0095 0.0273 1.088
50% 0.25 0.0314 0.0451 0.0149 0.0349 1.292
0.80 -0.0046 0.0444 -0.0084 0.0421 1.055
1.50 0.0041 0.0451 0.0038 0.0440 1.025
0 0 0.25 -0.0102 0.0233 0.0010 0.0033 7.061
0.80 -0.0140 0.0223 -0.0089 0.0112 1.991
1.50 0.0035 0.0223 0.0042 0.0168 1.327
10% 0.25 -0.0002 0.0262 -0.0033 0.0938 2.794
0.80 0.0019 0.0264 0.0022 0.0213 1.239
1.50 0.0023 0.0260 0.0003 0.0239 1.087
20% 0.25 -0.0020 0.0254 0.0019 0.0115 2.208
0.80 0.0092 0.0260 0.0064 0.0198 1.313
1.50 0.0128 0.0272 0.0129 0.0246 1.105
50% 0.25 -0.0104 0.0407 -0.0091 0.0286 1.423
0.80 -0.0037 0.0413 -0.0066 0.0372 1.110
1.50 0.0029 0.0420 -0.0007 0.0403 1.042
-0.5 0 0.25 -0.0132 0.0235 -0.0143 0.0060 3.916
0.80 -0.0188 0.0227 -0.0167 0.0127 1.787
1.50 0.0002 0.0227 -0.0040 0.0177 1.282
10% 0.25 -0.0015 0.0290 0.0000 0.0172 1.686
0.80 -0.0090 0.0282 -0.0113 0.0239 1.180
1.50 0.0092 0.0285 0.0058 0.0271 1.052
20% 0.25 -0.0016 0.0283 -0.0048 0.0184 1.538
0.80 -0.0157 0.0284 -0.0179 0.0250 1.136
1.50 -0.0052 0.0291 -0.0076 0.0282 1.032
50% 0.25 -0.0242 0.0429 -0.0193 0.0319 1.344
0.80 -0.0126 0.0448 -0.0126 0.0407 1.100
1.50 -0.0159 0.0449 -0.0149 0.0432 1.039
Table 3.3 Simulation results for βˆu and βˆg for 500 simulated samples with
100 clusters of size 2. θ = 0.25 corresponding to correlation
0.937, θ = 0.80 corresponding to correlation 0.712, and θ = 1.50
corresponding to correlation 0.512.
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Empirical variances in Table 3.4 are the same as those in Table 3.3. The column
labelled average robust variance contains the average of 500 robust variance estimates
of IWM estimator. The variance ratio for βˆu is the average robust estimate variance of
βˆu divided by the empirical variance of βˆu. A value of the variance ratio of βˆu greater
than one indicates that robust variance overestimates the variance. And a value of the
variance ratio of βˆu less than one indicates that the robust variance underestimates the
variance. The variance of βˆg is obtained by a bootstrap resampling method. For clustered
data, a bootstrap method resamples clusters instead of individual subjects. A set of 100
bootstrap samples was taken from each of the 500 simulated data sets to produce a
bootstrap variance estimate. The average bootstrap variance is the average of the 500
bootstrap variance estimates of βˆg obtained from the 500 datasets. The variance ratio
for βˆg is the average bootstrap variance of βˆg divided by the empirical variance of βˆg. A
value of the variance ratio for βˆg greater than one indicates that the bootstrap variance
overestimates the variance. A value of the variance ratio of βˆg less than 1 indicates that
the bootstrap variance underestimates the variance. From the results provided in Table
3.4, all values of the variance ratios are close to one. The robust variances estimator for
βˆu tends to underestimate the variances in some cases. Overall the bootstrap method
provides an accurate estimate of the variance of βˆg.
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βˆu βˆg
average average
empirical robust variance empirical bootstrap variance
β P5 θ variance variance ratio variance variance ratio
0.693 0 0.25 0.0290 0.0231 0.796 0.0104 0.0102 0.980
0.80 0.0267 0.0228 0.853 0.0165 0.0163 0.987
1.50 0.0259 0.0224 0.864 0.0206 0.0201 0.975
10% 0.25 0.0262 0.0256 0.977 0.0146 0.0139 0.952
0.80 0.0264 0.0250 0.946 0.0213 0.0198 0.929
1.50 0.0260 0.0248 0.953 0.0239 0.0231 0.966
20% 0.25 0.0294 0.0287 0.976 0.0175 0.0182 1.040
0.80 0.0294 0.0280 0.952 0.0242 0.0241 0.995
1.50 0.0297 0.0278 0.936 0.0273 0.0271 0.993
50% 0.25 0.0451 0.0454 1.006 0.0349 0.0380 1.088
0.80 0.0444 0.0444 1.000 0.0421 0.0430 1.021
1.50 0.0451 0.0443 0.982 0.0440 0.0442 1.004
0 0 0.25 0.0233 0.0197 0.845 0.0033 0.0039 1.181
0.80 0.0223 0.0206 0.923 0.0112 0.0125 1.116
1.50 0.0223 0.0201 0.901 0.0168 0.0171 1.017
10% 0.25 0.0262 0.0256 0.977 0.0938 0.0090 0.960
0.80 0.0264 0.0250 0.946 0.0213 0.0198 0.929
1.50 0.0260 0.0248 0.953 0.0239 0.0231 0.966
20% 0.25 0.0254 0.0251 0.988 0.0115 0.0124 1.078
0.80 0.0260 0.0252 0.969 0.0198 0.0199 1.005
1.50 0.0272 0.0252 0.926 0.0246 0.0235 0.955
50% 0.25 0.0407 0.0399 0.980 0.0286 0.0301 1.052
0.80 0.0413 0.0401 0.970 0.0372 0.0382 1.026
1.50 0.0420 0.0412 0.980 0.0403 0.0405 1.004
-0.5 0 0.25 0.0235 0.0214 0.910 0.0060 0.0073 1.216
0.80 0.0227 0.0212 0.933 0.0127 0.0142 1.118
1.50 0.0227 0.0212 0.933 0.0177 0.0183 1.033
10% 0.25 0.0290 0.0289 0.996 0.0172 0.0175 1.017
0.80 0.0282 0.0286 1.014 0.0239 0.0242 1.012
1.50 0.0285 0.0285 1.000 0.0271 0.0273 1.007
20% 0.25 0.0283 0.0271 0.957 0.0184 0.0186 1.010
0.80 0.0284 0.0268 0.943 0.0250 0.0234 0.936
1.50 0.0291 0.0268 0.920 0.0282 0.0261 0.925
50% 0.25 0.0429 0.0430 1.002 0.0319 0.0336 1.053
0.80 0.0448 0.0427 0.953 0.0407 0.0412 1.012
1.50 0.0449 0.0437 0.973 0.0432 0.0430 0.995
Table 3.4 Simulation results for 500 simulated samples with 100 clusters
of size 2. The number of bootstrap samples is 100 for each of
the 500 simulated sets. The variance ratio for βˆu is the average
robust variance estimate divided by the empirical variance, and
the variance ratio for βˆg is the average bootstrap variance divided
by the empirical variance.
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Tables 3.5 and 3.6 show coverage rates and coverage lengths for nominal 95% con-
fidence intervals for βu and βg. The confidence intervals based on βˆu are contructed as
βˆu ± (1.96)Srobust, where Srobust is the standard error of βˆu obtained from the robust
covariance procedure. There are four bootstrap methods used to construct bootstrap
confidence intervals of βg, normal, quantile, basic and accelerated bias-corrected (BCα).
They follow the notation in Davison and Hinkley (1997). The normal method is eval-
uated as βˆg ± (1.96)Sboot, where Sboot is the bootstrapped standard error of βˆg. For b
bootstrap samples, denote the bootstrap distribution of bootstrap estimates by Fˆb(x).
The quantile confident interval method uses the α/2 and 1 − α/2 quantiles of Fˆb(x) as
the endpoints of the 1−α level confidence interval. The basic confident interval uses the
upper quantile of a bootstrap distribution to calculate the lower confidence bound, and
the lower quantile to calculate the upper confidence bound. The endpoints using this
method are 2βˆg − Fˆ−1b (1 − α/2), and 2βˆg − Fˆ−1b (α/2). The accelerated bias-corrected
method obtains end points by inverting percentiles of the bootstrap distribution after
adjusting for bias and acceleration shift. Denote the acceleration constant by a, and the
normal cdf by Φ(x). Define Z0 = Φ
−1(Fˆb(βˆg)), and define Zα/2 as the α/2-percentile of a
standard normal distribution. Then the α endpoints of the BCa confidence interval are
Fˆ−1b
{
Φ
(
Z0 +
Z0−Zα/2
1−a(Z0−Zα/2)
})
and Fˆ−1b
{
Φ
(
Z0 +
Z0+Zα/2
1−a(Z0+Zα/2)
})
. Among all the meth-
ods, the normal method is the simplest. From the results in Table 3.5, all the methods
provide coverage rates around 95 percent. The simple normal method performs as well
as any of the other bootstrap methods. From the results in Table 3.6, when the censor-
ing rate is moderate, and the correlation is strong, the lengths of bootstrap confidence
intervals based on βˆg tend to be narrower than the lengths of the confidence intervals
based on βˆu. Comparing all the bootstrapping methods based on βˆg, the normal method
tends to provide the most narrow confidence intervals.
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average coverage rate of average coverage rate of
confidence interval bootstrap confidence interval
based on robust variance based on βˆg
β P5 θ estimator for βˆu normal quantile basic BCa
0.693 0 0.25 0.920 0.940 0.930 0.924 0.916
0.80 0.934 0.950 0.932 0.946 0.928
1.50 0.934 0.946 0.944 0.946 0.940
10% 0.25 0.948 0.926 0.938 0.940 0.920
0.80 0.948 0.924 0.942 0.932 0.920
1.50 0.956 0.936 0.940 0.950 0.936
20% 0.25 0.940 0.942 0.952 0.952 0.932
0.80 0.956 0.950 0.944 0.958 0.948
1.50 0.954 0.940 0.956 0.954 0.946
50% 0.25 0.948 0.960 0.948 0.966 0.952
0.80 0.950 0.960 0.952 0.964 0.954
1.50 0.954 0.956 0.950 0.962 0.950
0 0 0.25 0.932 0.982 0.960 0.986 0.980
0.80 0.940 0.962 0.946 0.962 0.948
1.50 0.928 0.946 0.936 0.956 0.940
10% 0.25 0.948 0.926 0.938 0.940 0.920
0.80 0.948 0.924 0.942 0.932 0.920
1.50 0.956 0.936 0.940 0.950 0.936
20% 0.25 0.954 0.966 0.962 0.976 0.958
0.80 0.956 0.968 0.948 0.970 0.944
1.50 0.948 0.962 0.950 0.970 0.958
50% 0.25 0.942 0.960 0.956 0.974 0.946
0.80 0.944 0.960 0.944 0.966 0.956
1.50 0.948 0.950 0.942 0.966 0.942
-0.5 0 0.25 0.938 0.958 0.956 0.958 0.936
0.80 0.942 0.946 0.946 0.960 0.946
1.50 0.948 0.938 0.950 0.938 0.946
10% 0.25 0.962 0.958 0.950 0.968 0.944
0.80 0.944 0.958 0.946 0.956 0.952
1.50 0.946 0.958 0.948 0.960 0.956
20% 0.25 0.944 0.954 0.934 0.968 0.936
0.80 0.946 0.954 0.928 0.966 0.948
1.50 0.950 0.952 0.946 0.960 0.948
50% 0.25 0.948 0.960 0.962 0.970 0.960
0.80 0.928 0.950 0.942 0.960 0.946
1.50 0.934 0.952 0.940 0.960 0.932
Table 3.5 Simulated coverage rates for nominal 95% confidence intervals for
500 simulated samples with 100 clusters of size 2. The number of
bootstrap samples is 100 for each of the 500 simulated sets.
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average length of average length of
confidence interval bootstrap confidence interval
based on robust variance based on βˆg
β P5 θ estimator for βˆu normal quantile basic BCa
0.693 0 0.25 0.595 0.390 0.409 0.409 0.395
0.80 0.591 0.495 0.518 0.518 0.513
1.50 0.586 0.552 0.578 0.578 0.572
10% 0.25 0.627 0.456 0.477 0.477 0.464
0.80 0.619 0.547 0.571 0.571 0.566
1.50 0.617 0.591 0.617 0.617 0.615
20% 0.25 0.664 0.522 0.550 0.550 0.538
0.80 0.656 0.604 0.631 0.631 0.629
1.50 0.653 0.640 0.669 0.669 0.668
50% 0.25 0.835 0.757 0.794 0.794 0.787
0.80 0.826 0.816 0.853 0.853 0.855
1.50 0.825 0.822 0.831 0.831 0.828
0 0 0.25 0.550 0.260 0.273 0.273 0.272
0.80 0.562 0.435 0.455 0.455 0.456
1.50 0.555 0.509 0.532 0.532 0.533
10% 0.25 0.627 0.348 0.365 0.365 0.366
0.80 0.620 0.489 0.511 0.511 0.513
1.50 0.617 0.549 0.572 0.572 0.574
20% 0.25 0.621 0.431 0.451 0.451 0.453
0.80 0.622 0.549 0.575 0.575 0.578
1.50 0.622 0.598 0.623 0.623 0.625
50% 0.25 0.783 0.675 0.708 0.708 0.706
0.80 0.785 0.762 0.796 0.796 0.800
1.50 0.795 0.788 0.792 0.792 0.803
-0.5 0 0.25 0.573 0.329 0.346 0.346 0.332
0.80 0.570 0.462 0.484 0.484 0.480
1.50 0.570 0.527 0.550 0.550 0.548
10% 0.25 0.666 0.514 0.540 0.540 0.538
0.80 0.662 0.606 0.632 0.632 0.630
1.50 0.661 0.644 0.658 0.658 0.653
20% 0.25 0.645 0.469 0.490 0.490 0.483
0.80 0.642 0.572 0.598 0.598 0.594
1.50 0.642 0.618 0.634 0.634 0.632
50% 0.25 0.812 0.713 0.752 0.752 0.751
0.80 0.810 0.791 0.805 0.805 0.803
1.50 0.819 0.812 0.815 0.815 0.807
Table 3.6 Simulated lengths of confidence intervals for 500 simulated sam-
ples with 100 clusters of size 2. The number of bootstrap samples
is 100 for each of the 500 simulated sets.
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3.6 Summary
In this chapter, a new set of estimating equations was developed using a generalized
estimating equation approach. Simulation studies were used to compare the estimators
provided by those new estimating equations to the estimators from the partial likelihood
score equations that ignore the within cluster dependence.
Table 3.2 displays simulation results for balanced randomized designs. Those sim-
ulation results show that the partial likelihood score equations that ignore the within
cluster dependence produced the same estimators as generalized estimating equations.
There is no efficiency loss by ignoring the within cluster dependence.
Table 3.3, 3.4 and 3.5 display simulation results when the treatment effects are ran-
domized within a cluster. From Table 3.3, it can be seen that when the correlation is
high and the censoring rate is moderate, there are efficiency gains. The magnitudes of
the gains differ from the values of the regression parameters. Efficiency gains tend to be
greater for parameter values closer to zero. Results in Table 3.4 show that the bootstrap
variances are close to the empirical variances. They provide reliable estimates of vari-
ances of βˆg. From Tables 3.5 and 3.6, all four bootstrap methods give similar results.
The coverage rates are around 95%. When within cluster correlation is strong, and the
censoing rate is moderate, the lengths of 95% confidence intervals of βg are smaller than
those of βu. The normal method gives confidence intervals with shortest length among
the four bootstrap confidence intervals we studied.
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CHAPTER 4. Extended simulation results of generalized
estimating equations
4.1 Introduction
In Chapter 3, we developed a generalized estimating equation approach to estimate
the coefficients in the Cox proportional hazards model for clustered survival data. Sim-
ulation studies were used to assess the performance of the estimator for models with a
single dichotomous covariate and 100 clusters of size 2. Simulation results show that
when the censoring rate is moderate, and the within cluster correlation is high, the
estimators from the generalized estimating equations can provide substantial gains in
efficiency relative to the estimators obtained by ignoring within cluster dependence.
In this chapter, additional simulation studies are examined to assess performance with
clusters of varying numbers and sizes, a single continuous covariate, and multiple co-
variates. Different within cluster correlation structures are considered for cluster sizes
greater than two. When a data set is generated assuming a first-order autoregressive
correlation structure, the estimators using the partial likelihood score equations that
ignore the within cluster dependence, using the generalized estimating equations with
an exchangeable correlation structure, and using the generalized estimating equations
with the correct correlation structure are studied.
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4.2 General description of the simulation study
In the following sections except Section 4.7, the data generation follows the proce-
dures described in Chapter 2. The solution to the partial likelihood score equations that
ignore the within cluster dependence is denoted by the IMW estimator, βˆu. The solution
to the generalized estimating equations is denoted by the GEE estimator, βˆg. There are
500 data sets generated in each simulation study, and each of the 500 simulated data sets
produces one IMW estimator and one GEE estimator. The estimated bias and small
sample relative efficiency are two criteria used to evaluate the estimators. The estimated
bias is the difference of the average of 500 estimates and the true parameter value β. The
empirical variances are calculated from the sample of 500 estimates. SRE(βˆu|βˆg) is the
empirical variance of βˆu divided by the empirical variance of βˆg. A value of SRE(βˆu|βˆg)
larger than one indicates that the GEE estimator has the smaller variance than the IWM
estimator. Then we say that there is a gain in efficiency of βˆg relative to βˆu.
4.3 Effect of the number of clusters
In this section, the effect of the number of clusters is examined. Table 4.1 displays
the simulation results of how the bias and small sample relative efficiency changes as
the number of clusters changes. In the table, the number of clusters, K, changes from
20 to 100 with a single dichotomous covariate for a cluster size of 2 and an association
parameter of 0.25. P5 is the censoring rate with combination of random and Type I
censoring given that the study is ended at 5 time units. P5 is set at different rates
changing from 0 to 50%. For all the parameter settings we studied, there are more
cases for which βˆg has smaller bias than βˆu, but there is no obvious advantage of using
generalized estimating equations with respect to reducing bias. Bias tends to be larger
for smaller numbers of cluster and values of β further away from zero. When K is
fixed, the efficiency of the GEE estimator relative to the IWM estimator decreases as
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the censoring rate increases. There are larger gains in efficiency for the GEE estimator
relative to the IWM estimator when β = 0 than when β = 0.693 for each value of K and
each censoring rate considered. This is consistent with the simulation results presented
in Chapter 3.
Figure 4.1 shows the variance changes of βˆu and βˆg as the number of clusters changes
using clusters of size 2, and 500 simulated data sets for the true coefficient β = 0.693
and no censoring. The solid line indicates the simulated variance of βˆu and the dashed
line indicates the simulated variance of βˆg. The variances of both βˆu and βˆg decrease as
K increases. When the number of clusters is smaller, increasing the number of clusters
results in larger decrease in variance. For example, the decrease in variance from K = 20
to K = 40 is much larger than from K = 80 to K = 100. There is no obvious pattern
of changes in relative efficiency as the number of clusters changes.
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Figure 4.1 The variances of βˆu and βˆg for 500 simulated samples of the
clusters of size 2 with β = 0.693, θ = 0.25 corresponding to
correlation 0.937 and no censoring.
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βˆu βˆg
estimated empirical estimated empirical
β P5 K bias variance bias variance SRE(βˆu|βˆg)
0.693 0 20 0.1048 0.1378 0.0842 0.0579 2.380
40 0.0324 0.0654 0.0370 0.0228 2.862
60 0.0212 0.0421 0.0211 0.0143 2.941
80 0.0230 0.0307 0.0185 0.0105 2.913
100 0.0187 0.0290 0.0225 0.0104 2.784
10% 20 0.0513 0.1475 0.0629 0.0747 1.973
40 0.0313 0.0688 0.0326 0.0301 2.285
60 0.0104 0.0486 0.0153 0.0212 2.291
80 0.0207 0.0357 0.0122 0.0159 2.237
100 0.0081 0.0262 0.0067 0.0146 1.782
20% 20 0.0451 0.1726 0.0518 0.0949 1.817
40 0.0268 0.0793 0.0310 0.0415 1.910
60 0.0010 0.0528 0.0054 0.0271 1.944
80 0.0170 0.0376 0.0063 0.0195 1.924
100 0.0063 0.0294 0.0082 0.0175 1.681
50% 20 0.0358 0.2665 0.0417 0.2225 1.197
40 0.0306 0.1352 0.0263 0.0941 1.436
60 -0.0273 0.0785 -0.0167 0.0582 1.348
80 0.0135 0.0589 0.0019 0.0446 1.320
100 0.0101 0.0451 0.0113 0.0349 1.291
0 0 20 0.0285 0.1225 0.0085 0.0348 3.513
40 -0.0080 0.0541 -0.0061 0.0107 5.016
60 -0.0002 0.0357 -0.0026 0.0066 5.374
80 0.0066 0.0257 -0.0004 0.0045 5.702
100 -0.0012 0.0233 0.0009 0.0033 7.032
10% 20 -0.0134 0.1347 -0.0070 0.0612 2.198
40 0.0038 0.0600 -0.0032 0.0218 2.747
60 -0.0048 0.0426 -0.0059 0.0138 3.091
80 0.0064 0.0283 -0.0022 0.0101 2.805
100 -0.0077 0.0222 -0.0109 0.0081 2.732
20% 20 -0.0186 0.1527 -0.0123 0.0816 1.870
40 0.0058 0.0675 0.0066 0.0298 2.260
60 -0.0121 0.0456 -0.0093 0.0199 2.292
80 0.0048 0.0298 -0.0047 0.0134 2.225
100 -0.0091 0.0254 -0.0077 0.0115 2.200
50% 20 0.0032 0.2235 0.0011 0.1572 1.421
40 0.0024 0.1163 -0.0003 0.0808 1.440
60 -0.0309 0.0689 -0.0022 0.0471 1.462
80 -0.0000 0.0486 -0.0099 0.0331 1.469
100 -0.0049 0.0407 -0.0058 0.0286 1.421
Table 4.1 Simulation results for βˆu and βˆg for 500 samples of K clusters of
size 2 with θ = 0.25 corresponding to correlation 0.937.
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Table 4.2 shows the behavior of estimated correlation among martingales ρˆM as the
number of cluster, K changes. 500 simulated data sets with K clusters of size 2 were
generated. In the table, K changes from 20 to 100 with a single dichotomous covariate
for an association parameter θ = 0.25, corresponding to correlation among failures time
0.937. P5 is the censoring rate with combination of random and Type I censoring given
that the study is ended at 5 time units. P5 is set at different rates changing from 0 to
50%. Estimated correlation is the average of 500 estimates of the correlation. Empirical
variances are calculated from a sample of 500 estimates. Simulation results show that the
estimated correlations among martingales are lower than the correlations among failure
times. The difference is smaller as the number of clusters is larger and the censoring
rate is lower. The empirical variance of ρˆM is smaller as the number of clusters is larger.
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β P5 K estimated correlation empirical variance
0.693 0 20 0.8409 0.0100
40 0.8808 0.0026
60 0.8959 0.0015
80 0.9027 0.0010
100 0.9172 0.0008
10% 20 0.7830 0.0119
40 0.8024 0.0064
60 0.8134 0.0045
80 0.8174 0.0033
100 0.8352 0.0025
20% 20 0.7211 0.0137
40 0.7354 0.0074
60 0.7454 0.0053
80 0.7483 0.0037
100 0.7516 0.0030
50% 20 0.5457 0.0221
40 0.5569 0.0116
60 0.5649 0.0069
80 0.5652 0.0059
100 0.5704 0.0041
0 0 20 0.8391 0.0099
40 0.8798 0.0027
60 0.8964 0.0015
80 0.9029 0.0010
100 0.9175 0.0008
10% 20 0.7740 0.0128
40 0.7946 0.0068
60 0.8019 0.0052
80 0.8031 0.0039
100 0.8124 0.0028
20% 20 0.7122 0.0147
40 0.7304 0.0076
60 0.7405 0.0057
80 0.7449 0.0038
100 0.7508 0.0032
50% 20 0.5412 0.0117
40 0.5548 0.0111
60 0.5557 0.0070
80 0.5589 0.0059
100 0.5612 0.0043
Table 4.2 Simulation results for estimated correlation among martingales
for 500 simulated samples of K clusters of size 2 with θ = 0.25,
corresponding to correlation among failure times 0.937.
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4.4 Effect of cluster size
In this section, we discuss how the cluster size, n, impacts efficiency. The case of
100 clusters of varying size, n, is considered with a single binary covariate with true
coefficient β = 0.693. P5 is the censoring rate with combination of random and Type I
censoring given that the study is ended at 5 time units. P5 is set at 0 and 20%. The
cluster size n changes from 2 to 25. A multivariate version of the Copula model examined
by Cai and Prentice (1997) is used. It was described in Section 2.5.2.
Table 4.3 shows that there is no obvious advantage of using generalized estimating
equations with respect to reducing bias. When n is fixed, the efficiency of the GEE
estimator relative to the IWM estimator decreases as the censoring rate increases. This
is consistent with the effect of censoring rate obtained in simulation results in Chapter
3. The results also show as the cluster size increases, the efficiency of βˆg relative to βˆu
first goes up and then goes down, but the maximum gain in efficiency is not as large for
20% censoring. The variances of both βˆu and βˆg decrease as the cluster size increases.
When there is no censoring, for example, the decrease in variance from n = 2 to n = 3
is much larger for βˆg than for βˆu. That results in a larger gain in efficiency for βˆg at
n = 3 than n = 2.
A balanced randomized design for cluster size of two means that one of the subjects
in the cluster receives the treatment, and the other one receives the control. In Chapter
3, simulation results show that βˆu and βˆg are equivalent if a balanced randomized design
is used. For cluster size of more than two, simulation results (not presented) showed that
when there is a single binary covariate and all the clusters have the same assignment
of covariate levels, βˆu and βˆg are the same if exchangeable correlation structure is used.
Gains in efficiency of βˆg relative to βˆu occurs when random treatment assignment, ob-
tained from “tossing a coin” for each individual subject is used. It produces unbalanced
treatment assignments within a cluster. But within cluster imbalance tends to diminish
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for larger cluster sizes. Therefore the gains in efficiency tend to be smaller as the cluster
size increases.
βˆu βˆg
estimated empirical estimated empirical
β P5 n bias variance bias variance SRE(βˆu|βˆg)
0.693 0 2 0.0187 0.0290 0.0224 0.0104 2.788
3 0.0141 0.0203 0.0162 0.0064 3.181
4 0.0171 0.0143 0.0209 0.0060 2.401
5 0.0135 0.0110 0.0132 0.0050 2.192
6 0.0153 0.0099 0.0150 0.0048 2.072
7 0.0225 0.0098 0.0181 0.0049 2.004
8 0.0163 0.0089 0.0194 0.0049 1.818
9 0.0183 0.0088 0.0209 0.0048 1.833
10 0.0239 0.0079 0.0240 0.0047 1.680
25 0.0192 0.0055 0.0213 0.0042 1.298
20% 2 0.0115 0.0294 0.0145 0.0175 1.680
3 0.0137 0.0220 0.0113 0.0104 2.121
4 0.0139 0.0167 0.0102 0.0085 1.962
5 0.0034 0.0113 -0.0006 0.0070 1.918
6 0.0103 0.0109 0.0083 0.0068 1.902
7 0.0196 0.0117 0.0120 0.0064 1.816
8 0.0094 0.0102 0.0081 0.0056 1.801
9 0.0111 0.0097 0.0092 0.0055 1.755
10 0.0138 0.0079 0.0081 0.0051 1.556
25 0.0123 0.0055 0.0055 0.0050 1.117
Table 4.3 Simulation results for βˆu and βˆg for 500 simulated samples of 100
clusters of size n with θ = 0.25.
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Table 4.4 shows the behavior of estimated correlation among martingales ρˆM as
cluster size, n changes. 500 simulated data sets with 100 clusters of size n were generated.
In the table, n changes from 2 to 25 with a single dichotomous covariate for an association
parameter θ = 0.25, corresponding to correlation among failure times 0.937. P5 is the
censoring rate with combination of random and Type I censoring given that the study
is ended at 5 time units. P5 is set at different rates changing from 0 to 50%. Estimated
correlation is the average of 500 estimates of the correlation. Empirical variances are
calculated from a sample of 500 estimates. Simulation results show that the estimated
correlations among martingales are lower than the correlations among failure times.
The difference is smaller as the cluster size is larger and the censoring rate is lower. The
empirical variances of ρˆM is smaller as the cluster size is larger.
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β P5 n estimated correlation empirical variance
0.693 0 2 0.9120 0.0007
3 0.9145 0.0004
4 0.9164 0.0003
5 0.9197 0.0003
6 0.9199 0.0003
7 0.9205 0.0003
8 0.9205 0.0003
9 0.9206 0.0003
10 0.9207 0.0003
25 0.9226 0.0002
20% 2 0.7498 0.0035
3 0.7540 0.0018
4 0.7543 0.0013
5 0.7540 0.0010
6 0.7541 0.0009
7 0.7545 0.0008
8 0.7546 0.0007
9 0.7562 0.0006
10 0.7567 0.0005
25 0.7568 0.0003
Table 4.4 Simulation results for estimated correlation among martingales
for 500 simulated samples of 100 clusters of size n with θ = 0.25,
corresponding to correlation among failure times 0.937.
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4.5 Continuous covariates
In the previous two sections, the covariate in the simulation results is a binary vari-
able. In this section, a single continuous covariate is considered. The covariate values
are randomly generated from either a beta(1,3) distribution and or a uniform(0.1) dis-
tribution. The data generation procedure follows the description of simulation study in
Chapter 2. For the censoring time, only Type II censoring is used for simplicity.
4.5.1 Beta distribution
In this section, simulation results with a single continuous covariate randomly gen-
erated from a beta(1,3) distribution are displayed. Figure 4.2 shows the probability
density function of this distribution.
The parameters used in the simulation studies in this section are listed in Table
4.5.1. For each simulation study, 500 simulated data sets with each set containing 100
clusters of size 2 are used. Four Type II censoring rates, three levels of within cluster
association, and three different values of the regression coefficient are considered. Each
dataset produces one value of βˆu and one value of βˆg.
parameters function possible values
β true coefficient 0.693, 0, -0.5
P censoring rate (%) 0, 10, 20, 50
θ association parameter 0.25, 0.8, 1.5
K number of clusters 100
n cluster size 2
N number of simulated data sets 500
Table 4.5 Parameters of simulation studies
100
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
x
y
Figure 4.2 The probability density function of a beta(1,3) distribution
In Table 4.6, the true coefficient β assumes values 0.693, 0 and -0.5, and the as-
sociation parameter θ assumes values 0.25, 0.80 and 1.50, corresponding to the within
correlations 0.937, 0.712 and 0.512. P is the censoring rate with Type II censoring. P
is set at different rates changing from 0 to 50%. There is no obvious advantage of using
generalized estimating equations with respect to reducing the bias for any combination
of parameter values, but βˆg provides gains in efficiency relative to βˆu for all the para-
mater settings we studied. The gains are more prounced for values of β closer to zero,
especially when there is no censoring and the within cluster correlation is strong.
Compared to the simulation results with a single binary covariate in Chapter 3,
there tend to be greater gains in efficiency when a continuous covariate is involved. As
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discussed earlier, if a balanced randomized design is used, βˆu and βˆg are equivalent.
Gains in efficiency occur when there are unbalanced treatment assignments within a
cluster. Within cluster imbalance tends to be greater for randomly generated value of a
continuous covariate, since each subject is assigned to different covariate values.
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βˆu βˆg
estimated empirical estimated empirical
β P θ bias variance bias variance SRE(βˆu|βˆg)
0.693 0 0.25 0.0170 0.1450 0.0289 0.0275 5.280
0.80 0.0029 0.1415 0.0009 0.0738 1.917
1.50 −0.0004 0.1406 −0.0052 0.1037 1.356
10% 0.25 0.0159 0.1479 0.0166 0.0334 4.422
0.80 0.0095 0.1482 0.0033 0.0866 1.711
1.50 0.0054 0.1518 −0.0001 0.1202 1.263
20% 0.25 0.0114 0.1649 0.0047 0.0450 3.667
0.80 0.0131 0.1624 0.0066 0.1044 1.555
1.50 0.0091 0.1616 0.0036 0.1323 1.221
50% 0.25 −0.0033 0.2520 0.0017 0.1142 2.208
0.80 −0.0035 0.2555 −0.0056 0.1996 1.280
1.50 −0.0007 0.2413 −0.0075 0.2169 1.112
0 0 0.25 −0.0076 0.1463 −0.0089 0.0220 6.654
0.80 −0.0081 0.1406 −0.0099 0.0723 1.945
1.50 −0.0089 0.1391 −0.0115 0.1024 1.358
10% 0.25 −0.0019 0.1474 −0.0008 0.0239 6.166
0.80 0.0034 0.1489 −0.0027 0.0835 1.783
1.50 0.0025 0.1498 −0.0058 0.1177 1.273
20% 0.25 0.0059 0.1726 0.0004 0.0404 4.272
0.80 0.0041 0.1719 −0.0013 0.1046 1.644
1.50 0.0080 0.1696 0.0015 0.1378 1.231
50% 0.25 −0.0078 0.2672 0.0010 0.1143 2.339
0.80 −0.0255 0.2696 −0.0231 0.1937 1.392
1.50 −0.0236 0.2614 −0.0268 0.2125 1.230
-0.5 0 0.25 −0.0375 0.1536 −0.0474 0.0270 5.697
0.80 −0.0254 0.1443 −0.0297 0.0770 1.874
1.50 −0.0160 0.1423 −0.0178 0.1076 1.322
10% 0.25 −0.0118 0.1530 −0.0181 0.0329 4.656
0.80 −0.0010 0.1551 −0.0102 0.0896 1.731
1.50 −0.0025 0.1541 −0.0106 0.1232 1.251
20% 0.25 −0.0025 0.1756 −0.0075 0.0432 4.066
0.80 0.0030 0.1750 −0.0029 0.1101 1.589
1.50 0.0022 0.1759 −0.0037 0.1441 1.221
50% 0.25 −0.0146 0.2867 0.0031 0.1287 2.228
0.80 −0.0315 0.2836 −0.0256 0.2179 1.233
1.50 −0.0297 0.2917 −0.0307 0.2472 1.074
Table 4.6 Simulation results for βˆu and βˆg from 500 simulated samples of
100 clusters of size 2 with a continuous covariate randomly gen-
erated from a beta(1,3) distribution.
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Robust and bootstrap variance estimates are examined in Table 4.7. The average
robust variance is the average of 500 robust variance estimates for the IWM estimator.
The variance ratio for βˆu is the average robust variance estimate divided by the empirical
variance of βˆu. A value of the variance ratio of βˆu greater than one indicates that the
robust variance tends to overestimate the true variance of βˆu. A value of the variance
ratio of βˆu less than one indicates the robust variance estimate tends to underestimate
the variance of βˆu. Variance estimates for βˆg are obtained from a bootstrap resampling
method. For clustered data, the bootstrap method resamples clusters instead of individ-
ual subjects. In this study, 100 bootstrap samples were taken from each of 500 simulated
data sets to produce the bootstrap variance estimates. The average bootstrap variance
is the average of 500 bootstrap variance estimates of βˆg. The variance ratio for βˆg is
the average bootstrap variance divided by the empirical variance of βˆg. A value of the
variance ratio greater than one indicates that the bootstrap variance tends to overesti-
mate the variance of βˆg. A value of the variance ratio βˆg less than one indicates that
the bootstrap variance tends to underestimate the variance of βˆg. The results provided
in Table 4.7 suggest that robust variance estimator tends to slightly underestimate the
variance of βˆu and the bootstrap variance estimator tends to slightly overestimate the
variance of βˆg.
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βˆu βˆg
average average
empirical robust variance empirical bootstrap variance
β P θ variance variance ratio variance variance ratio
0.693 0 0.25 0.1450 0.1314 0.906 0.0275 0.0300 1.092
0.80 0.1415 0.1327 0.938 0.0738 0.0849 1.151
1.50 0.1406 0.1335 0.950 0.1037 0.1160 1.119
10% 0.25 0.1479 0.1459 0.986 0.0334 0.0367 1.099
0.80 0.1482 0.1456 0.982 0.0866 0.0988 1.140
1.50 0.1518 0.1457 0.960 0.1202 0.1302 1.083
20% 0.25 0.1649 0.1627 0.987 0.0450 0.0457 1.016
0.80 0.1624 0.1618 0.996 0.1044 0.1180 1.130
1.50 0.1616 0.1614 0.999 0.1323 0.1482 1.120
50% 0.25 0.2520 0.2528 1.003 0.1142 0.1307 1.145
0.80 0.2555 0.2495 0.977 0.1996 0.2203 1.104
1.50 0.2413 0.2482 1.028 0.2169 0.2482 1.144
0 0 0.25 0.1463 0.1295 0.885 0.0220 0.0229 1.042
0.80 0.1406 0.1315 0.935 0.0723 0.0835 1.154
1.50 0.1391 0.1329 0.956 0.1024 0.1145 1.118
10% 0.25 0.1474 0.1479 1.004 0.0239 0.0250 1.050
0.80 0.1489 0.1482 0.996 0.0835 0.0968 1.160
1.50 0.1498 0.1481 0.989 0.1177 0.1302 1.107
20% 0.25 0.1726 0.1663 0.964 0.0404 0.0462 1.114
0.80 0.1719 0.1668 0.970 0.1046 0.1201 1.149
1.50 0.1696 0.1661 0.980 0.1378 0.1516 1.100
50% 0.25 0.2672 0.2694 1.008 0.1143 0.1366 1.195
0.80 0.2696 0.2698 1.001 0.1973 0.2192 1.132
1.50 0.2614 0.2694 1.031 0.2125 0.2416 1.137
-0.5 0 0.25 0.1536 0.1351 0.880 0.0270 0.0296 1.097
0.80 0.1443 0.1353 0.938 0.0770 0.0875 1.136
1.50 0.1423 0.1358 0.955 0.1076 0.1176 1.093
10% 0.25 0.1530 0.1539 1.006 0.0329 0.0356 1.084
0.80 0.1551 0.1528 0.985 0.0896 0.1028 1.148
1.50 0.1541 0.1526 0.990 0.1232 0.1355 1.100
20% 0.25 0.1756 0.1749 0.996 0.0432 0.0435 1.007
0.80 0.1750 0.1735 0.991 0.1101 0.1269 1.152
1.50 0.1759 0.1731 0.984 0.1441 0.1592 1.105
50% 0.25 0.2867 0.2871 1.001 0.1287 0.1524 1.184
0.80 0.2836 0.2883 1.017 0.2179 0.2449 1.124
1.50 0.2917 0.2886 0.989 0.2472 0.2635 1.066
Table 4.7 Simulation results of variance estimates for 500 simulated samples
of 100 clusters of size 2 with a single covariate randomly generated
from a beta(1,3) distribution. The number of bootstrap samples
is 100 for each simulated sets. The variance ratio for βˆu is the
average robust variance divided by the empirical variance, and the
variance ratio for βˆg is the average bootstrap variance divided by
the empirical variance.
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Table 4.8 and 4.9 show coverage rates for nominal 95% confidence intervals and the
lengths of nominal 95% confidence intervals of βu and βg. The confidence intervals for
βu are contructed as βˆu ± (1.96)Srobust, where Srobust is the standard error of βˆu ob-
tained from the robust variance procedure. There are four bootstrap methods used to
construct bootstrap confidence intervals of βg, normal, quantile, basic and accelerated
bias-corrected (BCα). These methods are described by Davison and Hinkley (1997).
The normal method is evaluated as βˆg ± (1.96)Sboot, where Sboot is the bootstrapped
standard error for βˆg. For b bootstrap samples, denote the bootstrap distribution of
bootstrap estimates by Fˆb(x). The quantile confidence interval method uses the α/2
and 1 − α/2 quantiles of Fˆb(x) as the limits of the 1 − α level confidence interval.
The basic confident interval method uses the upper quantile of the bootstrap distri-
bution to calculate the lower confidence bound, and the lower quantile to calculate
the upper confidence bound. The lower and upper endpoints using this method are
2βˆg − Fˆ−1b (1 − α/2), and 2βˆg − Fˆ−1b (α/2), respectively. The accelated bias-corrected
method obtains end points by inverting percentiles of the bootstrap distribution after
adjusting for bias and acceleration shift. Denote the acceleration constant by a, and the
normal cdf by Φ(x). Define Z0 = Φ
−1(Fˆb(βˆg)), and let Zα/2 denote the α/2-percentile
of a standard normal distribution. Then, the α endpoints of the BCa confidence in-
terval are Fˆ−1b
{
Φ
(
Z0 +
Z0−Zα/2
1−a(Z0−Zα/2)
})
and Fˆ−1b
{
Φ
(
Z0 +
Z0+Zα/2
1−a(Z0+Zα/2)
})
, respectively.
Among all the bootstrap methods, the normal method is the simplest. From the results
in Table 4.8, all the methods provide confidence interval with coverage rates around 95
percent. The normal method performs as well as the other bootstrapping method. The
results in Table 4.9 show that the lengths of the bootstrap confidence intervals using βˆg
tend to be smaller than the lengths of robust confidence intervals using βˆu. The dif-
ferences in the lengths of the confidences intervals are greatest when the within cluster
correlation is stronger and the censoring rate is lower. Comparing all the bootstrapping
methods, the normal method gives the most narrow confidence intervals.
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average coverage rate of average coverage rate of
confidence interval bootstrap confidence interval
based on robust variance based on βˆg
β P θ estimator for βˆu normal quantile basic BCa
0.693 0 0.25 0.938 0.946 0.944 0.956 0.956
0.80 0.936 0.960 0.952 0.964 0.946
1.50 0.950 0.966 0.966 0.970 0.952
10% 0.25 0.948 0.952 0.960 0.950 0.954
0.80 0.946 0.938 0.944 0.948 0.946
1.50 0.938 0.942 0.942 0.948 0.940
20% 0.25 0.948 0.940 0.958 0.948 0.946
0.80 0.952 0.948 0.944 0.948 0.948
1.50 0.944 0.946 0.944 0.954 0.950
50% 0.25 0.950 0.954 0.958 0.968 0.952
0.80 0.940 0.964 0.950 0.974 0.952
1.50 0.948 0.944 0.950 0.958 0.946
0 0 0.25 0.924 0.982 0.958 0.982 0.974
0.80 0.936 0.966 0.954 0.976 0.950
1.50 0.942 0.964 0.950 0.974 0.964
10% 0.25 0.942 0.970 0.958 0.980 0.968
0.80 0.948 0.950 0.940 0.952 0.942
1.50 0.948 0.944 0.944 0.956 0.942
20% 0.25 0.940 0.958 0.946 0.964 0.948
0.80 0.934 0.954 0.948 0.964 0.956
1.50 0.938 0.948 0.942 0.962 0.948
50% 0.25 0.948 0.962 0.954 0.970 0.944
0.80 0.944 0.952 0.952 0.960 0.944
1.50 0.942 0.948 0.944 0.962 0.946
-0.5 0 0.25 0.922 0.972 0.932 0.980 0.950
0.80 0.930 0.964 0.948 0.974 0.946
1.50 0.942 0.950 0.944 0.972 0.944
10% 0.25 0.948 0.958 0.944 0.964 0.950
0.80 0.952 0.952 0.946 0.964 0.950
1.50 0.946 0.956 0.942 0.960 0.940
20% 0.25 0.954 0.966 0.962 0.976 0.960
0.80 0.950 0.956 0.944 0.972 0.948
1.50 0.944 0.958 0.952 0.966 0.956
50% 0.25 0.946 0.960 0.948 0.962 0.954
0.80 0.950 0.942 0.944 0.948 0.940
1.50 0.938 0.954 0.944 0.956 0.948
Table 4.8 Simulated coverage rates for nominal 95% confidence intervals
based on 500 simulated samples with 100 clusters of size 2. The
number of bootstrap samples is 100 for each simulated set. Co-
variate values are randomly generated from a beta(1,3) distribu-
tion.
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average length of average length of
confidence interval bootstrap confidence interval
based on robust variance based on βˆg
β P θ estimator for βˆu normal quantile basic BCa
0.693 0 0.25 1.407 0.678 0.712 0.712 0.689
0.80 1.414 1.127 1.180 1.180 1.172
1.50 1.420 1.320 1.382 1.382 1.382
10% 0.25 1.484 0.750 0.841 0.841 0.826
0.80 1.484 1.213 1.276 1.276 1.274
1.50 1.485 1.397 1.466 1.466 1.467
20% 0.25 1.570 0.837 0.882 0.882 0.873
0.80 1.567 1.329 1.396 1.396 1.401
1.50 1.565 1.493 1.543 1.543 1.546
50% 0.25 1.961 1.396 1.468 1.468 1.468
0.80 1.948 1.839 1.911 1.911 1.923
1.50 1.943 1.952 2.040 2.040 2.043
0 0 0.25 1.397 0.593 0.629 0.629 0.601
0.80 1.408 1.117 1.174 1.174 1.170
1.50 1.417 1.311 1.382 1.382 1.380
10% 0.25 1.496 0.700 0.737 0.737 0.730
0.80 1.498 1.202 1.263 1.263 1.267
1.50 1.499 1.398 1.471 1.471 1.471
20% 0.25 1.589 0.822 0.866 0.866 0.866
0.80 1.592 1.341 1.406 1.406 1.415
1.50 1.590 1.511 1.589 1.589 1.587
50% 0.25 2.024 1.422 1.498 1.498 1.493
0.80 2.026 1.835 1.904 1.904 1.909
1.50 2.025 1.927 2.019 2.019 2.029
-0.5 0 0.25 1.428 0.674 0.719 0.719 0.694
0.80 1.430 1.143 1.208 1.208 1.200
1.50 1.433 1.329 1.406 1.406 1.409
10% 0.25 1.528 0.739 0.778 0.778 0.759
0.80 1.523 1.241 1.302 1.302 1.304
1.50 1.522 1.428 1.503 1.503 1.505
20% 0.25 1.631 0.817 0.859 0.859 0.852
0.80 1.625 1.379 1.443 1.443 1.445
1.50 1.623 1.548 1.626 1.626 1.633
50% 0.25 2.090 1.505 1.583 1.583 1.577
0.80 2.095 1.829 1.972 1.972 1.975
1.50 2.096 1.949 2.094 2.094 2.098
Table 4.9 Simulated lengths of confidence intervals for 500 simulated sam-
ples with 100 clusters of size 2. The number of bootstrap samples
is 100 for each simulated set. Covariate values are randomly gen-
erated from a beta(1,3) distribution.
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4.5.2 Uniform distribution
In this section, the effects of the distribution of a continuous covariate are discussed.
A single covariate is randomly generated from a uniform(0,1) distribution. Only Type II
censoring is considered. In each case, 500 data sets are generated, each containing 100
clusters of size 2. The true regression coefficient is β = 0.693. The association parameter
θ assumes values 0.25, 0.80 and 1.50, corresponding to correlations 0.937, 0.712, and
0.512 respectively. P is the censoring rate with Type II censoring. P is set at different
rates changing from 0 to 50%. From the results presented in Tables 4.10 through 4.13, we
see similar trends in the relative efficiency of βˆu and βˆg as the association parameter and
the censoring rate change. When the within cluster correlation is high, and the censoring
rate is moderate, there are gains in efficiency of βˆg relative to βˆu, but the magnitudes
of the gains are different from what occurs when the covariate values are generated
from a bernoulli or a beta distributions. Gains in relative efficiency are not as large
as in the corresponding case where the covariate values are generated from a beta(1,3)
distribution, because covariates values generated from the beta(1,3) distribution tend
to create more imbalance within clusters due to the skewed distribution. The bootstrap
variance estimator performs well. Coverage rates for nominal 95% confidence intervals
are about 95 percent. When the within cluster correlation is strong, and the censoring
rate is moderate, the bootstrap confidence intervals based on βˆg are narrower than robust
confidence interval based on βˆu.
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βˆu βˆg
estimated empirical estimated empirical
β P θ bias variance bias variance SRE(βˆu|βˆg)
0.693 0 0.25 0.0220 0.0684 0.0264 0.0155 4.402
0.80 0.0155 0.0668 0.0112 0.0396 1.686
1.50 0.0119 0.0663 0.0062 0.0551 1.204
10% 0.25 0.0158 0.0694 0.0111 0.0219 3.167
0.80 0.0172 0.0721 0.0112 0.0512 1.407
1.50 0.0113 0.0752 0.0092 0.0670 1.121
20% 0.25 0.0187 0.0759 0.0174 0.0288 2.637
0.80 0.0192 0.0761 0.0175 0.0591 1.287
1.50 0.0153 0.0810 0.0157 0.0775 1.044
50% 0.25 0.0105 0.1221 0.0074 0.0750 1.628
0.80 0.0219 0.1275 0.0249 0.1178 1.081
1.50 0.0204 0.1286 0.0226 0.1285 1.001
Table 4.10 Simulation results for βˆu and βˆg for 500 simulated samples with
100 clusters of size 2 with a continuous covariate randomly gen-
erated from a uniform(0,1) distribution.
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βˆu βˆg
average average
empirical robust variance empirical bootstrap variance
β P θ variance variance ratio variance variance ratio
0.693 0 0.25 0.0684 0.0626 0.915 0.0155 0.0156 1.006
0.80 0.0668 0.0622 0.931 0.0396 0.0413 1.042
1.50 0.0663 0.0622 0.938 0.0551 0.0547 0.992
10% 0.25 0.0694 0.0706 1.017 0.0219 0.0220 1.052
0.80 0.0721 0.0698 0.968 0.0512 0.0475 0.927
1.50 0.0752 0.0695 0.924 0.0670 0.0608 0.907
20% 0.25 0.0759 0.0781 1.028 0.0288 0.0291 1.010
0.80 0.0761 0.0775 1.018 0.0591 0.0581 0.983
1.50 0.0810 0.0771 0.951 0.0775 0.0705 0.909
50% 0.25 0.1221 0.1239 1.014 0.0750 0.0688 0.917
0.80 0.1275 0.1226 0.961 0.1178 0.1099 0.932
1.50 0.1286 0.1225 0.952 0.1291 0.1219 0.944
Table 4.11 Simulation results for variance estimates for 500 simulated sam-
ples with 100 clusters of size 2 with covariate values randomly
generated from a uniform(0,1) distribution. The number of
bootstrap samples is 100 for each simulated sample. The vari-
ance ratio for βˆu is the average robust variance estimates divided
by the empirical variance, and the variance ratio for βˆg is the
average bootstrap variance divided by the empirical variance.
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average coverage rate of average coverage rate of
confidence interval bootstrap confidence interval
based on robust variance based on βˆg
β P θ estimator for βˆu normal quantile basic BCa
0.693 0 0.25 0.938 0.954 0.948 0.964 0.928
0.80 0.954 0.938 0.950 0.944 0.934
1.50 0.944 0.928 0.942 0.948 0.938
10% 0.25 0.958 0.950 0.936 0.948 0.932
0.80 0.940 0.940 0.926 0.952 0.936
1.50 0.932 0.940 0.922 0.944 0.930
20% 0.25 0.944 0.946 0.938 0.948 0.940
0.80 0.932 0.956 0.940 0.964 0.948
1.50 0.930 0.948 0.936 0.946 0.940
50% 0.25 0.952 0.932 0.936 0.936 0.932
0.80 0.948 0.928 0.916 0.952 0.922
1.50 0.936 0.946 0.926 0.954 0.932
Table 4.12 Simulated coverage rates for nominal 95% confidence intervals
for 500 simulated samples with 100 clusters of size 2. The num-
ber of bootstrap samples is 100 for each simulated sample. Co-
variate values are randomly generated from a uniform(0,1) dis-
tribution.
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average length of average length of
confidence interval bootstrap confidence interval
based on robust variance based on βˆg
β P θ estimator for βˆu normal quantile basic BCa
0.693 0 0.25 0.973 0.489 0.513 0.513 0.509
0.80 0.971 0.786 0.826 0.826 0.820
1.50 0.972 0.908 0.950 0.950 0.946
10% 0.25 1.035 0.574 0.600 0.600 0.595
0.80 1.030 0.844 0.880 0.880 0.881
1.50 1.028 0.958 1.000 1.000 1.001
20% 0.25 1.091 0.660 0.689 0.689 0.690
0.80 1.087 0.934 0.980 0.980 0.980
1.50 1.085 1.033 1.081 1.081 1.084
50% 0.25 1.376 1.014 1.063 1.063 1.067
0.80 1.368 1.289 1.343 1.343 1.350
1.50 1.368 1.360 1.366 1.366 1.368
Table 4.13 Simulated lengths of confidence intervals for 500 simulated sam-
ples with 100 clusters of size 2. The number of bootstrap samples
is 100 for each simulated sample. Covariate values are randomly
generated from a uniform(0,1) distribution.
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4.6 Multiple covariates
4.6.1 Derivation of the estimating equations with multiple covariates
Frequently there are other covariates of interest in addition to the treatment effect.
The estimating equations developed in Chapter 3 can be generalized to the case with
multiple covariates easily. Now denote Zkji as the ith covariate of jth subject in kth
cluster, where i = 1, ..., p. Zkj is a covariate vector of (Zkj1, ..., Zkjp). The same example
used in Chapter 2 and 3 is used again to illustrate the construction of the estimating
equations.
Figure 4.3 Illustration of generalized estimating equations
Only failure times are included in the equations. In this illustration, failures occur
at times 1, 2, 7 and 8. The following illustrates the contribution of each subject to the
estimating equations at time 1. Note that Dkji(u) = ZkjiAkji(u).
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At time=1 
D111(1) D121(1)
...
...
D11p(1) D12p(1)
 Wˆ1(1)
 1− eβ′Z11dΛ0(1)
0− eβ′Z12dΛ0(1)


D211(1) D221(1)
...
...
D21p(1) D22p(1)
 Wˆ2(1)
 0− eβ′Z21dΛ0(1)
0− eβ′Z22dΛ0(1)


D311(1) D321(1)
...
...
D31p(1) D32p(1)
 Wˆ3(1)
 0− eβ′Z31dΛ0(1)
0− eβ′Z32dΛ0(1)

Similarly, we can obtain the contribution to the estimating estimating equation of
all the clusters at all the failure times. Summing the contributions over all the clusters
and all failure times, the values of the estimating equations for a given value of βˆ can
be calculated.
4.6.2 Simulation results
Tables 4.14 and 4.15 display the results with two covariates for 500 simulated data
sets with 100 clusters of size 2, where β1 is the coefficient of a binary variable Z1 taking
a value 0 or 1, and β2 is the coefficient of a continuous variable Z2 randomly generated
from a uniform(0,1) distribution. Z1 and Z2 are generated independently. The true
values of the coefficients are β1 = 0.693, and β2 = 0.05. The association parameter θ
assumes a value of 0.25, corresponding to a within cluster correlation 0.937. P is the
censoring rate with Type II censoring. P is set changing from 0 to 20%. Let βˆu denote
the vector consisting of βˆu1 and βˆu2, the estimators of the coefficients of binary and
continous covariates using the partial likelihood score equations that ignore the within
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cluster correlation. Let βˆg denote the vector consisting of βˆg1 and βˆg2, the estimators of
the coefficients of the binary and continous covariates from the generalized estimating
equations..
In Table 4.14, a balanced randomized design is used to assign the binary effect. In
this case, the estimator from generalized estimating equations βˆg1 does not provide any
gain in efficient relative to the estimator from the partial likelihood score equations that
ignore the within cluster correlation βˆu1. There is a gain in efficiency of βˆg2 relative to
βˆu2. The gain is greater for no censoring than for 20% censoring rate. These results are
consistent with the results for a single continous covariate. The bias of βˆg2 is about the
half of the bias of βˆu2.
In Table 4.15, a completely randomized design is used to assign the levels of the
binary variable. Then, both βˆg1 and βˆg2 provide gains in efficiency relative to βˆu1 and
βˆu2. The gains are greater for no censoring than for 20% censoring. The bias of βˆg1 is
smaller than the bias of βˆu1, and the bias of βˆg2 is about the half of the bias of βˆu2.
Comparing the result in Tables 4.14 and 4.15, the efficiency of the continuous variable
coefficient estimator βˆg2 relative to βˆu2 is greater when a completely randomized design
is used to assign the binary effect. The unbalanced assignment of the binary factor
within a cluster increases the imbalance within a cluster, resulting in a large gain in
efficiency for βˆg2 relative to βˆu2.
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βˆu βˆg
estimated empirical estimated empirical
β P bias variance bias variance SRE(βˆu|βˆg)
β1 0.693 0 0.0200 0.0061 0.0152 0.0060 1.020
β2 0.050 0 -0.0013 0.0644 -0.0006 0.0184 3.485
β1 0.693 20% 0.0190 0.0065 0.0172 0.0064 1.001
β2 0.050 20% 0.0021 0.0721 0.0010 0.0356 2.025
Table 4.14 Simulation results for βˆu and βˆg of 500 simulated samples with
100 clusters of size 2, two covariates, and θ = 0.25. The coeffi-
cient of the binary covariate is β1, and a balanced randomized
design is used to assign this effect. The coefficient of the contin-
uous covariate is β2, and the continuous covariate is randomly
generated from a uniform(0,1) distribution.
βˆu βˆg
estimated empirical estimated empirical
β P bias variance bias variance SRE(βˆu|βˆg)
β1 0.693 0 0.0290 0.0208 0.0205 0.0103 2.023
β2 0.050 0 0.0026 0.0590 -0.0010 0.0125 4.690
β1 0.693 20% 0.0300 0.0223 0.0232 0.0183 1.214
β2 0.050 20% 0.0031 0.0612 0.0015 0.0228 2.683
Table 4.15 Simulation results for βˆu and βˆg for 500 simulated samples with
100 clusters of size 2, two covariates, and θ = 0.25. The coeffi-
cient of the binary covariate is β1, and a completely randomized
design is used to assign this effect. The coefficient of the contin-
uous covariate is β2, and the continuous covariate is randomly
generated from a uniform(0,1) distribution.
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4.7 Discussion of correlation structure
4.7.1 Introduction
When cluster sizes are larger than 2, different correlation structures can be consid-
ered. In this section we discuss the effects of correlation structure on the estimators of
regression coefficient for cases with varying cluster sizes. The exchangeable and first-
order autoregressive correlation structures are considered. The exchangeable correlation
structure assumes equal correlation between any two subjects in the same cluster. An
autoregressive correlation structure may occur when responses within a cluster are taken
over time. Responses sampled within a smaller time intervals may be more correlated
than those within a larger time interval. The exchangeable correlation structure for
cluster size of n is of the form
1 ρ ρ . . . ρ
ρ 1 ρ . . . ρ
. . . . . . . . . . . . . . .
ρ ρ ρ . . . 1

The first-order autoregressive correlation structure for clusters of size n is of the form
1 ρ ρ2 . . . ρn−1
ρ 1 ρ . . . ρn−2
. . . . . . . . . . . . . . .
ρn−1 ρn−2 ρn−3 . . . 1

The performance of the estimators using the partial likelihood score equations that
ignore within cluster dependence, the estimators using the generalized estimating equa-
tions with the exchangeable correlation structure, and estimators using the generalized
estimating equations with the first-order autoregressive correlation structure is assessed
by the simulation study. It is of interest to determine how much efficiency of the coef-
ficient estimators is lost by using a simpler correlation structure. Therefore, data with
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within cluster correlation are generated with the first-order autoregressive correlation
structure. Then the coefficient is estimated with exchangeable and first-order autore-
gressive correlation structures. Comparison of bias and efficiency are made. For the
first-order autoregressive correlation structure, the first-order correlation ρ is estimated
by averaging the first-order distance of martingales. For example, if data from clusters
are arranged in the order of the level of assumed correlation from the strongest to the
weakest. Then ρ is estimated by the average correlation of martingales between the first
and second observations, second and third observations, third and four observations, etc.
In simulation studies by Cai and Prentice (1997), failure times were generated using
the Copula model examined by Clayton and Cuzick (1985). To maintain the similarities
with their simulation procedure, we used the same model in previous sections. Cai and
Prentice only studied the case that failure times are correlated at the same dependence
level. For clustered failure times that are correlated at different dependence level, e.g.
a data set with first-order autoregressive correlation structure, a multivariate version of
Copula model is complicated. For simplicity of data generation procedure, correlated
survival times with first-order autoregressive correlation structure in this section are
generated using a different procedure from the procedure described in Chapter 2.
The probability density function of marginal distribution of tkj is
f(tkj) = e
βZkj exp(−tkjeβZkj).
Zkj is a binary variable taking a value of 0 or 1. For completely randomized design,
it is randomly assigned within clusters with probability 0.5. We first generate failure
times with multivariate normal distribution with specified correlation structure. Then
failure times from correlated uniform distribution are obtained by using CDF transfor-
mation. Finally, failure times from multivariate exponential distribution with a specified
correlation structure can be obtained by inverse CDF method.
119
4.7.2 Simulation results
Tables 4.16 and 4.17 display simulation results for a single binary covariate for 500
simulated data sets with 100 clusters of size n. The true coefficient is β = 0.693, and
the first-order correlation assumes a value of 0.9. It is the correlation among failure
times of observation 1 and 2, observation 2 and 3, and etc. P is the censoring rate
with Type II censoring. P is set changing from 0 to 20%. βˆu is the estimator using the
partial likelihood score equations that ignores within cluster dependence. βˆgexch is the
estimator using the generalized estimating equations with the exchangeable correlation
structure. βˆgauto is the estimator using the generalized estimating equations with the
first-order autoregressive correlation structure. SRE of βˆgexch is the empirical variance
of βˆu divided by the empirical variance of βˆgexch. SRE of βˆgauto is the empirical variance
of βˆu divided by the empirical variance of βˆgauto. SRE of βˆgauto vs βˆgexch is the empirical
variance of βˆgexch divided by the empirical variance of βˆgauto.
In table 4.16, a balanced randomized design is used. For clusters of size n, the first
two subjects within clusters are assigned to the treatment effect, and the rest of n − 2
subjects are assigned to the control. In this case, if exchangeable correlation structure
is used, generalized estimating equations produce the same results as partial likelihood
score equations that ignore within cluster correlation (not shown). When first-order
autoregressive correlation structure is used, there are gains in efficiency of βˆgauto relative
to βˆu. Gains in efficiency are greater for no censoring than for 20% censoring. Cluster
size also affects gains in efficiency, but there is no obvious pattern.
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βˆu βˆgauto
esti- esti-
mated empirical mated empirical
P n bias variance bias variance SRE
0 3 0.0107 0.0074 0.0113 0.0070 1.046
4 0.0139 0.0063 0.0117 0.0056 1.132
5 0.0104 0.0062 0.0098 0.0050 1.249
6 0.0073 0.0061 0.0068 0.0049 1.237
7 0.0097 0.0060 0.0067 0.0042 1.458
8 0.0071 0.0053 0.0091 0.0042 1.258
20% 3 0.0105 0.0082 0.0112 0.0081 1.014
4 0.0095 0.0075 0.0121 0.0074 1.015
5 0.0067 0.0074 0.0081 0.0069 1.085
6 0.0136 0.0072 0.0091 0.0060 1.187
7 0.0086 0.0067 0.0094 0.0059 1.125
8 0.0102 0.0068 0.0111 0.0059 1.116
Table 4.16 Simulation results for βˆu, βˆgexch, and βˆgauto for 500 simulated
samples of 100 clusters of size 2 with β = 0.693 and ρ = 0.9. All
clusters get the same treatment assignment.
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In table 4.17, a completely randomized design is used. Treatment effects are randomly
assigned within clusters. Both βˆgexch and βˆgauto can be more efficient than βˆu. Gains
in efficiency are greater for no censoring than for 20% censoring. Comparing βˆgexch and
βˆgauto, βˆgauto has greater efficiency gains relative to βˆu than the gains of βˆgexch for all the
parameter settings we studied. When the cluster size increases, the difference between
the efficiency gain of βˆgauto and βˆgexch becomes larger. The gains in efficiency of βˆgauto
are greater when a completely randomized design is used.
βˆu βˆgexch βˆgauto SRE of
esti- esti- esti- βˆgauto
mated empirical mated empirical mated empirical vs
P n bias variance bias variance SRE bias variance SRE βˆgexch
0 3 0.0197 0.0179 0.0167 0.0068 2.594 0.0152 0.0065 2.750 1.060
4 0.0062 0.0121 0.0121 0.0064 1.904 0.0133 0.0054 2.242 1.177
5 0.0182 0.0116 0.0202 0.0062 1.878 0.0186 0.0052 2.235 1.190
6 0.0123 0.0099 0.0153 0.0052 1.925 0.0133 0.0043 2.302 1.195
7 0.0107 0.0092 0.0100 0.0042 2.190 0.0109 0.0035 2.612 1.197
8 0.0163 0.0077 0.0117 0.0041 1.877 0.0123 0.0031 2.467 1.314
20% 3 0.0162 0.0184 0.0192 0.0090 2.050 0.0179 0.0083 2.219 1.082
4 0.0103 0.0143 0.0091 0.0081 1.787 0.0090 0.0072 1.984 1.110
5 0.0218 0.0119 0.0200 0.0075 1.593 0.0192 0.0066 1.801 1.130
6 0.0104 0.0110 0.0098 0.0068 1.610 0.0108 0.0057 1.923 1.194
7 0.0109 0.0098 0.0100 0.0067 1.461 0.0103 0.0056 1.750 1.198
8 0.0152 0.0083 0.0158 0.0064 1.293 0.0142 0.0052 1.604 1.241
Table 4.17 Simulation results for βˆu, βˆgexch, and βˆgauto for 500 simulated samples
of 100 clusters of size 2 with β = 0.693 and ρ = 0.9. Treatments are
assigned randomly within clusters.
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4.8 Summary
In this chapter, we investigated several factors that affect the efficiency of regression
parameters estimators obtained from generalized estimating equations, βˆg, relative to the
efficiency of estimators obtained from the partial likelihood score equations that ignore
within cluster correlation, βˆu. The factors considered include the number of clusters,
cluster sizes, strength of within cluster correlation, censoring levels and the distribution
of values of a single continuous covariate. We also generalized to cases with more than
one covariate to assess the behaviors of the estimators. When the cluster size is more
than two, the effect of correlation structure on the estimators was also examined.
The number of clusters influences relative efficiency, but there is no obvious pattern.
Gains in efficiency tend to be smaller as the cluster size increases. When a single covari-
ate is a continuous variable, βˆg is more efficient than βˆu for strong within correlations
and moderate censoring rates. The relative efficiency of βˆg increases as within cluster
correlation increases and the censoring rate decreases. The magnitude of the gains in
efficiency depends the true value of the regression parameter and the distribution of the
covariate. Trends in relative efficiency are more pronounced for parameter values closer
to zero. For the beta(1,3) and uniform(0,1) distributions we investigated, the gains in
efficiency are larger with a continuous covariate than with a binary covariate for all three
levels of association, and four different values of the censoring rate. The existence of a
continuous variable increases the imbalance within clusters.
The bootstrapping resampling method was used to estimate variances of the gener-
alized estimating equation estimators. The simulation results show that the bootstrap
method provide reliable variance estimates. The coverage rates of nominal 95% confi-
dence intervals are around 95%. Confidence intervals based on βˆg are narrower than
robust confidence intervals based on βˆu when within cluster correlation is strong and
the censoring rate is moderate. The simulation results for Cox model with one binary
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and one continuous covariate show similar trends in relative efficiency as levels of within
cluster correlation and censoring rates change.
When cluster sizes are larger than two, only a single binary covariate case is consid-
ered. If all the clusters have the same covariate value assignment, generalized estimating
equations and partial likelihood score equations that ignore within cluster correlation
produce the same estimates if exchangeable correlation structure is used. However, when
the covariate values are randomly assigned within clusters, the assumed correlation struc-
ture affects the gain in efficiency of βˆg relative to βˆu. If the true correlation structure
is first-order autoregressive, there are gains in efficiency even when the exchangeable
correlation structure is used in the generalized estimating equations, but there are not
as large as when the correct correlation structure is used. The difference in efficiency
gains between the estimators using these two correlation structures is greater when the
cluster size is larger.
124
CHAPTER 5. General summary
The analysis of clustered survival data is an important statistical question in med-
ical research. A commonly used method obtains parameter estimates from the partial
likelihood score equations based on a model that incorrectly assumes independent ob-
servations, i.e., the independent working model (IWM). A robust covariance estimator
provides a consistent estimator of the covariance matrix of the parameter estimates. In
the context of the Cox proportional hazards model, this estimation procedure is available
in the coxph function in S-Plus, a function of the same name in the survival package for
R, and in the PHREG procedure in SAS. The availability of the software has led to the
wide use of this methodology for correlated survival data. The main deficiency of this
methodology is the loss of efficiency when the within cluster correlation is strong. We
investigated several methods to establish estimating equations by incorporating weight
matrices to improve the efficiency of estimators of regression parameters.
Cai and Prentice (1997) proposed the weighted estimating equations by inserting
weight matrices into partial likelihood score equations that ignore within cluster correla-
tion. The method has not been widely adopted because of the complexity in estimating
weight matrices, computationally intensity and unavailability in software. Therefore we
suggested using simple correlation functions to estimate the correlations among mar-
tingales of observations within clusters. The weight matrices are the inverses of these
correlation matrices. We studied the behavior of estimators using weights conditional
on covariate pairs, and estimators using common weights evaluated by averaging across
the covariate values. Simulation results show that the loss of efficiency by using common
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weights is small even when the survival times are correlated with different dependence
levels. More importantly, common weighting can be extended to the cases with any type
or any number of covariates. In practical examples, it is rare that the correlations are
considered dependent on covariates. Therefore models with correlations conditional on
covariate values were not further considered.
Another set of weighted estimating equations can be formed by inserting weight
matrices into an equivalent form of partial likelihood score equations. βˆu, βˆc and βˆw are
denoted as the solution to the partial likelihood score equations that ignore within cluster
correlation, the Cai and Prentice estimating equations with modified weight matrices,
and a new set of equation equations respectively. The behavior of the estimators was
studied with respect to estimated bias and empirical variance.
In case with clusters of size two and a single binary covariate, when a balanced ran-
domized design is used, βˆu, βˆc and βˆw are equivalent. There is no gain in efficiency
by using weighted estimating equations. When a completely randomized design is im-
plemented with a single binary covariate, βˆc and βˆw are equivalent. Simulation results
show that there might be gains in efficiency of βˆc or βˆw relative to βˆu by using weighted
estimating equations. The gain is substantial for a low censoring rate, and high within
cluster correlation. The gain is greater with smaller coefficient value. Bootstrapping
method was used to estimate variances of estimated regression parameters. Simulation
results showed that bootstrapping variances provide reliable estimates of variances for
estimated regression parameters.
A new set of estimating equations using a generalized estimating equation approach
by Liang and Zeger (1986) was also developed to improve the efficiency of the estima-
tors of coefficients in Cox proportional hazard model. We consider partial likelihood
equations for the Cox model in the counting process context. The counting process
differentials can be approximated by Poisson random variables which have mean and
variance of corresponding compensator differentials. Therefore generalized estimating
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equation approach could be applied to establish a new set of estimating equations for
clustered survival data. The solution to this set of estimating equations is denoted by
βˆg. We first considered the case of clusters of size two with a single binary covariate.
The gains in efficiency of βˆg relative to βˆu are greater when within cluster correlation
is stronger and the censoring rate is lower. The bootstrap variance estimates provide
reasonable variance estimates of regression parameter estimates.
Additional simulation studies were examined to further investigate the behavior of
βˆg. We discussed the effects of the number of clusters, cluster size, one single continuous
covariate, multiple covariates, and correlation structures for cluster of size greater than
two. The influence of the number of clusters on relative efficiency does not have obvious
pattern. Cluster size also has influence on the gains in efficiency. Overall, the imbalance
caused by randomized treatment assignment within clusters tends to diminish with larger
cluster size. Thus lower gains in efficiency were observed with larger cluster size. For
the continuous covariate, covariate values are randomly generated from a beta(1,3) or
uniform(0,1) distribution. Conclusions with respect to gains in efficiency are similar to
the binary covariate case. Compared to binary covariate, there tends to be a higher
gain in efficiency when there is a continuous covariate. In addition, gains in efficiency
of βˆg for covariate values from a beta(1,3) distribution tends to have greater gains in
efficiency than for covariate values from uniform(0,1) distribution. This is caused by the
skewed distribution of beta(1,3). When there are two independent covariates, one binary
and one continuous, both binary and continuous estimators have efficiency gain with a
completely randomized design for the binary covariate when within cluster correlation
is strong and the censoring rate is moderate. We also generated data assuming first-
order autoregressive correlation structure. We found that high correlation leads to an
increased gain in efficiency, even when the simple correlation matrix was used. When
the correct correlation structure is used, there is more gain in efficiency.
The proposed estimating equations provide gains in efficiency of estimators relative
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to estimators from unweighted estimating equations when within cluster correlation is
high and the censoring rate is low. Overall βˆg tends to have slightly higher gains in
efficiency relative to βˆu than βˆw. Estimating equations discussed in Chapter 2 were set
up from the partial likelihood perspective, whereas the estimating equations discussed
in Chapter 3 were developed with generalized estimating equations framework. This
allows people to investigate clustered survival data from different point of view. The
asymptotic results of estimators from generalized estimating equations by Liang and
Zeger (1986) might be further investigated to apply to clustered survival data.
We used bootstrap method to estimate the variances of the estimate of regression
coefficients. Simulation results show that bootstrapping variances provide reliable esti-
mates of the variances for parameter estimates. Binder (1992) proposed a method to
estimate variance of weighted estimator using the idea of approximate jackknife variance
estimates. More research could be done to compare the variance estimation of the two
methods.
In this project, we discussed the Cox proportional hazards model using a common
baseline hazard function. In some applications, it might be assumed that subjects within
clusters have different baseline hazards. This type of proportional hazards model can
be investigated. We used the exponential distribution as the marginal distribution of
failure time. Some other marginal models can be simulated to examine relative efficiency
of estimators produced by unweighted and weighted estimating equations. Also more
complicated model with time dependent covariates can be studied. In addition a method
to assess the selection of correlation structure needs to be developed.
All of the future work would require more software development. The package
“survgee” developed by the author to implement the proposed methodology still needs
a great deal more work. Right now the package can only handle the cases of clusters
of equal sizes, and only allow exchangeable and first-order autoregressive correlation
structure with time independent covariates. The more general correlation structure and
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covariate types need to be implemented, which will allow further investigation of the
behaviors of the estimators.
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APPENDIX Help file of the author defined package survgee
All the computations were implemented in an R package “survgee” developed by the
author. The main fitting routine in the package is written in C. The development of the
R package provides a simple way for users to apply the proposed methodology.
Description
The survgee package was developed to fit the weighted estimating equations pre-
sented in Chapter 2 or the generalized estimating equations in Chapter 3 and 4 to
estimate coefficients in Cox proportional hazards models applied to clustered sur-
vival data. The Cox proportional hazards model considered is the common baseline
hazard model that allows every subject in the study has the same common baseline
hazard. This package allows single or multiple time independent covariates that are
categorical or continuous, any number of clusters and cluster sizes as long as they
are equal cluster sizes. The correlation structures can be exchangeable or first-order
autoregressive. Also bootstrap method can be used to construct confidence intervals
for the regression parameters using normal, basic, percentile and bias correction ac-
celerated methods. The package cannot handle unequal cluster sizes, more general
correlation structure or time dependent covariates.
Usage
survgee(formula, data, subset, eetype = "g", boot.ci = FALSE,
boot.reps = 100, boot.type = c("norm", "basic", "perc", "bca"),
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boot.conf = 0.95, prn.debug = c(FALSE, FALSE) )
Arguments
formula a formula object. If a formula object is supplied, it is must have
a Surv object as the response with time and status in the form of
Surv(time, status) on the left of the tilde operator and terms on the
right. Besides the covariates, the terms must include cluster and
subject specifications defined with cluster() and subject().
data a data frame that contains the data for the variables named in the
formula.
eetype specify the type of the estimating equations. eetype=“c”, for the
weighted estimating equations described in Chapter 2, eetype=“g”,
for the generalized estimating equations described in Chapter 3 and
4. The default equation type is “g”.
corr.type specify the type of correlation structure. corr.type=“ex”, for ex-
changeable correlation structure, corr.type=“ar1” for first-order au-
toregressive correlation. The default correlation structure is exchange-
able.
boot.ci a logical parameter. If TRUE a bootstrap variance estimate is com-
puted. Default is FALSE.
boot.reps number of bootstrap samples. The default value is 100.
boot.types method used to construct a bootstrap confidence interval for regres-
sion parameters using normal, basic, quantile, and bias correction
accelerated method. The default methods calculate bootstrap confi-
dence interval using all four methods.
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boot.conf a confidence level for constructing confidence intervals. The default
value is 0.95.
prn.debug a logical vector of length 2. The default is a vector of c(FALSE,
FALSE). If the first component is TRUE, print out the contribution
of each cluster to the estimating equations at each failure time. If
the second component is TRUE, print out the martingale residuals
for each subject at the corresponding failure time.
Value
times the vector of times including failure and censoring times
covar a vector of covariates
means the mean object created by coxph.details in the survival package. It
is a vector of length of number of failure times. It is the weighted
mean at certain time t, E(t) defined in Chapter 2
lp a vector of linear predictors
status a vector of status of all times. status=1 for a failure time, status=0
for a censoring time
nXvars the number of covariates
npergrp a vector of cluster sizes
maxGrpN the maximum cluster size
hz the hazard increment created by coxph.details
ngrps the number of clusters
grps a vector of cluster numbers ordered by times
subNo a vector of subject numbers within clusters ordered by time
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maxtime a vector of maximum time rank within clusters
cox the estimated regression parameters from coxph
likelihood
the squared values of the estimating equations. It should be close to
zero at the solution of the estimating equations.
martingale
the matrix of martingale residuals
corM the estimated correlation matrix
red the estimated weight matrix. It is the inverse of the estimated corre-
lation matrix
coef the estimating equations estimates of regression parameters. The
first row is the estimated coefficient using weighted or generalized
estimating equations depending on the choice of eetype. The second
row is the coefficient estimate using the independent working model
provided by coxph.
Examples
A data frame named dataall is of the form
group subNo z obsT status
1 1 0 0.999027682 1
2 1 0 0.302858919 1
3 1 0 0.367302563 1
4 1 0 1.306125223 1
5 1 0 0.702722135 1
....
1 2 0 0.927935066 1
2 2 0 0.348090959 1
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3 2 1 0.146980806 1
4 2 0 1.675034510 1
5 2 1 0.209513154 1
...
It contains 100 clusters of size 2. The true coefficient value is 0.693,
the association parameter of 0.25 corresponding to correlation 0.937. No
censoring is considered. There is a single binary covariate randomized
within clusters.
surv.fit<- survgee( Surv( obsT, status ) ~ z + cluster(group) +
subject(subNo) , data = dataall, corr.type=``ex'',
eetype= ``g'', boot.ci=TRUE, boot.reps=100 )
Part of the output is presented
$corrM
[,1] [,2]
[1,] 1.0000000 0.9254744
[2,] 0.9254744 1.0000000
$red
[,1] [,2]
[1,] 6.968776 -6.449424
[2,] -6.449424 6.968776
$coef
z
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beta 0.9297654
0.9074665
$formula
Surv(obsT, status) ~ z + cluster(group) + subject(subNo)
$boot.ci
BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
Based on 100 bootstrap replicates
CALL :
boot.ci(boot.out = bootout, conf = boot.conf, type = boot.type)
Intervals :
Level Normal Basic
95% ( 0.6666, 1.2171 ) ( 0.6426, 1.2031 )
Level Percentile BCa
95% ( 0.6564, 1.2169 ) ( 0.7003, 1.3132 )
Bootstrap Statistics :
original bias std. error
t1* 0.9297654 -0.01209328 0.1404333
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