In this manuscript we develop error estimates for the semi-discrete approximation properties of the conservative spectral method for the elastic and inelastic Boltzmann problem introduced by the authors in [47] . The method is based on the Fourier transform of the collisional operator and a Lagrangian optimization correction used for conservation of mass, momentum and energy. We present an analysis on the accuracy and consistency of the method, for both elastic and inelastic collisions, and a discussion of the L 1 − L 2 theory for the scheme in the elastic case which includes the estimation of the negative mass created by the scheme. This analysis allows us to present Sobolev convergence, error estimates and convergence to equilibrium for the numerical approximation. The estimates are based on recent progress of convolution and gain of integrability estimates by some of the authors and a corresponding moment inequality for the discretized collision operator. The Lagrangian optimization correction algorithm is not only crucial for the error estimates and the convergence to the equilibrium Maxwellian, but also it is necessary for the moment conservation for systems of kinetic equations in mixtures and chemical reactions. The results of this work answer a long standing open problem posed by Cercignani et al. in [31, Chapter 12] about finding error estimates for a Boltzmann scheme as well as to show that the semi-discrete numerical solution converges to the equilibrium Maxwellian distribution.
Introduction
The Boltzmann Transport Equation is an integro-differential transport equation that describes the evolution of a single point probability density function f (x, v, t) defined as the probability of finding a particle at position x with kinetic velocity v at time t. The mathematical and computational difficulties associated to the Boltzmann equation are due to the non local and non linear nature of the binary collision operator, which is usually modeled as a bilinear integral form in 3-dimensional velocity space and unit sphere S 2 . Our work extends to higher dimensions d ≥ 3.
The focus of this manuscript is to provide a complete consistency and error analysis and long time convergence to statistical equilibrium states for the Lagrangian minimization Spectral conservative scheme proposed in [47] to solve the dynamics of elastic binary collisions and more. In particular, the results of this work answer a long standing open problem posed by Cercignani, Illner and Pulvirenti in [31, Chapter 12] about finding error estimates for a consistent non linear Boltzmann deterministic scheme for elastic binary interactions in the case of hard potentials
In a microscopic description of a rarefied gas without external forces, all particles are traveling in straight line with constant speed until they collide. In such dilute flows, binary collisions are often assumed to be the main mechanism of particle interactions. The statistical effect of such collisions can be modeled using a Boltzmann or Enskog transport equation type, where the kinetic dynamics of the gas are subject to the molecular chaos assumption. The nature of these interactions could be elastic, inelastic or coalescing. They could either be isotropic or anisotropic, depending on their collision rates as a function of the scattering angle. In addition, collisions are described in terms of inter-particle potentials and the rate of collisions is usually modeled as product of power laws for the relative speed and the differential cross section, at the time of the interaction. When the rate of collisions is independent of the relative speed, the interaction is referred to as of Maxwell type. When it corresponds to relative speed to a positive power less than unity, they are referred to as Variable Hard Potentials (VHP) and when the rate of collisions is proportional to the relative speed, it is referred to as hard spheres.
The problem of computing efficiently the Boltzmann Transport Equation has interested many authors that have introduced different approaches. These approaches can be classified as stochastic methods known as Direct Simulation Montecarlo Methods (DSMC [8; 68; 71; 72; 76; 46] ) and deterministic methods (Discrete Velocity Models [52; 53; 26; 25; 12; 30; 59; 81; 50] , Boltzmann approximations -Lattice Boltzmann, BGK and Spectral methods [42; 20; 70; 9; 11; 21; 22; 69; 51; 37; 38; 65] ). Spectral based methods, our choice for this work, have been developed by I.M. Gamba and H.S Tharkabhushanam [47] inpired in the work develoed a decade earlier by Pareschi, Gabetta and Toscani [42] and later by Bobylev and Rjasanow [20] and Pareschi and Russo [70] . The practical implementation of these methods are supported by the ground breaking work of Bobylev [9] using the Fourier Transformed Boltzmann Equation to analyze its solutions in the case of Maxwell type of interactions. After the introduction of the inelastic Boltzmann equation for Maxwell type interactions and the use of the Fourier transform for its analysis in Bobylev, Carrillo and Gamba [11] , the spectral based approach is becoming the most suitable tool to deal with deterministic computations of kinetic models associated with the full Boltzmann collisional integral, both for elastic or inelastic interactions. Recent implementations of spectral methods for the non-linear Boltzmann are due to Bobylev and Rjasanow [20] who developed a method using the Fast Fourier Transform (FFT) for Maxwell type of interactions and then for Hard-Sphere interactions [21] using generalized Radon and X-ray transforms via FFT. Simultaneously, L. Pareschi and B. Perthame [69] developed similar scheme using FFT for Maxwell type of interactions. Using [70; 69] Filbet and Russo in [37] and [38] have implemented an scheme to solve the space inhomogeneous Boltzmann equation. We also mention the work of I. Ibragimov and S. Rjasanow [51] who developed a numerical method to solve the space homogeneous Boltzmann Equation on an uniform grid for a Variable Hard Potential interactions with elastic collisions. This particular work has been a great inspiration for the current paper and was one of the first steps in the direction of a new numerical method.
The aforementioned works on deterministic solvers for non-linear BTE have been restricted to elastic, conservative interactions. Mouhot and Pareschi [65] have studied some approximation properties of the schemes. Part of the difficulties in their strategy arises from the constraint that the numerical solution has to satisfy conservation of the initial mass. To this end, the authors propose the use of a periodic representation of the distribution function to avoid aliasing. Closely related to this problem is the fact that spectral methods do not guarantee the positivity of the solution due to the combined effects of the truncation in velocity domain (of the equation) and the application of the Fourier transform (computed for the truncated problem). In addition to this, there is no a priori conservation of mass, momentum and energy in [38] , [37] and [65] . In fact, the authors in [36] presented a stability and convergence analysis of the spectral method for the homogeneous Boltzmann equation for binary elastic collisions using the periodization approach proposed in those previous references. In their results, the spectral scheme enforced only mass conservation; as a consequence, the numerical solutions converge to the constant state, hence, destroying the time asymptotic behavior predicted by the Boltzmann H-Theorem.
It is shown in this manuscript that the conservative approach scheme proposed in [47] is able to handle the conservation problem in a natural way, by means of Lagrange multipliers, and enjoys convergence and correct long time asymptotic to the Maxwelliam equilibrium. Our approximation by conservative spectral Lagrangian schemes and corresponding computational method is based on a modified version of the work in [20] and [51] . This spectral approach combined with a constrain minimization problem works for elastic or inelastic collisions and energy dissipative non-linear Boltzmann type models for variable hard potentials. We do not use periodic representations for the distribution function and the only restriction of the current method is that it requires that the distribution function to be Fourier transformable at any time step. This is requirement is met by imposing L 2 -integrability to the initial datum. The required conservation properties of the distribution function are enforced through an optimization problem with the desired conservation quantities set as the constraints. The correction to the distribution function that makes the approximation conservative is very small but crucial for the evolution of the probability distribution function according to the Boltzmann equation.
More recently, this conservative spectral Lagrangian method for the Boltzmann equation was applied to the calculation of the Boltzmann flow for anisotropic collisions, even in the Coulomb interaction regime [43] , where the solution of the Boltzmann equation approximates solution for Landau equation [57; 58] . It has also been extended to systems of elastic and inelastic hard potential problems modeling of a multi-energy level gas [67] . In this case, the formulation of the numerical method accounts for both elastic and inelastic collisions. It was also be used for the particular case of a chemical mixture of monatomic gases without internal energy. The conservation of mass, momentum and energy during collisions is enforced through the solution of constrained optimization problem to keep the collision invariances associated to the mixtures. The implementation was done in the space inhomogeneous setting (see [67] , section 4.3), where the advection along the free Hamiltonian dynamics is modeled by time splitting methods following the initial approach in [48] . The effectiveness of the scheme applied to these mixtures has been compared with the results obtained by means of the DSMC method and excellent agreement has been observed.
In addition, this conservative spectral Lagrangian method has been implemented in a system of electronion in plasma modeled by a 2 × 2 system of Poisson-Vlasov-Landau equations [80] using time splitting methods, that is, staggering the time steps for advection of the Vlasov-Poisson system and the collisional system including recombinations. The constrained optimization problem is applied to the collisional step in a revised version from [47] where such minimization problem was posed and solved in Fourier space, using the exact formulas for the Fourier Transform of the collision invariant polynomials. The benchmarking for the constrained optimization implementation for the mixing problem was done for an example of a space homogeneous system where the explicit decay difference for electron and ion temperatures is known [80] , section 7.1.2. Yet, the used scheme captures the total conserved temperature being a convex sum of the ions and electron temperatures respectively.
This manuscript focus on analysis of errors and convergence to the equilibrium Maxwellian solution that solely depends on the initial state associated to the Cauchy problem for the scalar space homogeneous non-linear Boltzmann for elastic binary interactions. The main results on convergence, error estimates and asymptotic behavior are stated in the the following theorem, whose rigorous proof is developed in the rest of the manuscript. 
Then, for any time T > 0 there exist a lateral size L := L(T, f 0 ) and a number of modes N 0 := N (T, L, f 0 ) such that 1. Semi-discrete existence and uniqueness: The semi-discrete problem (3.1) has a unique solution
where
and f is the solution of the Boltzmann equation (2.1) to (2.5).
3. H α -error estimates: For the smooth case 2) where
4. Convergence to the equilibrium Maxwellian: For every δ > 0 there exist a simulation time T := T (δ) > 0, corresponding lateral size L := L(T, f 0 ) and baseline number of modes
where M 0 is the equilibrium Maxwellian (2.10) having the same mass, momentum and kinetic energy of the initial configuration f 0 (v).
The proof of this Theorem relies on the control problem that enforces conservation at the numerical level. This is a key idea that shows that the conservative Spectral Lagrangian scheme converges to the Gaussian distribution in v-space, referred as the equilibrium Maxwellian (2.10) as stated in item 4. of Theorem 1.1 above.
We stress that the conservation sub-scheme enforces the collision invariants, which is sufficient to show the convergence result to the Maxwellian equilibrium (1.3) in the case of an scalar space homogeneous Boltzmann equation for binary elastic interactions. This is exactly how the Boltzmann H-Theorem works [31] ; the equilibrium Maxwellian (2.10) is proven to be the stationary state due to the conservation properties combined with the elastic collision law.
For the case of inelastic collisions (when the collision invariants are just d + 2 polynomials) or for space inhomogeneous multi-component Boltzmann systems flow models, it is not correct to assume that the stationary state of a Maxwellian (i.e. a Gaussian in v-space), and so schemes that enforce local or global Maxwellian behavior will eventually generate errors.
In fact, in the case of the scalar homogeneous Boltzmann for binary inelastic collisions of Maxwell type, our scheme is able to accurately compute the evolution to self similar states with power tails, by exhibiting the predicted corresponding moment growth as performed in [47] . In the case of mixtures in chemical reacting gases, [67] and [80] , recombination terms are not elastic interactions, even if the particle-particle interaction is elastic. While each component of the gas mixture does not conserve energy, the total system does. Our conservation scheme, then, enforces the proper collision invariants for the total system by enforcing a convex combination of the thermodynamic macroscopic quantities, but not for the collision invariants of individual components.
The enforcing of the system conserved total quantities by the suitable constrain minimization problem associated to initial data for the mixture will select the correct equilibrium states associated to each system component. A proof of this statement would require to adjust the Conservation Correction Estimate of Lemma 3.3 now extended to the adequate convex combination of collision invariants corresponding to the initial data of the system, as it was computed in [67] for a 2 × 2 Neon Argon gas mixture, or a 5 × 5 multienergy level gas mixture using the classical hard sphere model, as well as in [80] for an electron ion plasma mixture using the Landau equation for Coulomb potentials.
The paper is organized as follows. In section 2, the preliminaries and description of the spectral method for space homogenous Boltzmann equation are presented. In section 3, we introduce the optimization problem proving the basic estimates including spectral accuracy and consistency results in both elastic and inelastic collisions in Theorem 3.3. In Sections 4 and 5 we develop the existence, convergence and error estimates for the scheme. The methodology we follow is summarized in the following steps:
1. In Section 4 we start proving in Proposition 4.1 a local in time existence of the scheme, its convergence and local estimation of the negative mass production. This result hold for any initial configuration in L 2 regardless of its sign.
2. We introduce an small negative mass assumption (4.10) and prove uniform in time propagation of moments in Lemma 4.3 and L 2 -norm in Lemma 4.5 under this assumption.
3. The details of Theorem 1.1 are given in Section 5. Here we remove assumption (4.10), using the local result given in Lemma 4.1 and the uniform estimates previously found, by invoking a simple induction argument and give a global in time existence, convergence, and estimation of the negative mass generated by the scheme. This is presented in Theorem 5.1.
4. We use such theorem to give quantitative uniform in time L 2 -error estimates in Theorem 5.2. The uniform propagation and error estimates in Sobolev norms are also presented in Lemma 4.6 and Theorem 5.3 assuming regularity on the initial configuration. Finally, these results are used to prove convergence of the scheme to correct Maxwellian steady state in Theorem 5.4.
Finally, some conclusion are drawn in Section 6 and a complete toolbox is given in the Appendix-Section 8.
Preliminaries

The Boltzmann equation and its Fourier representation
The initial value problem associated to the space homogeneous Boltzmann transport equation modeling the statistical evolution of a single point probability distribution function f (v, t) is given by
with initial condition f (v, 0) = f 0 . The weak form of the collision integral is given by
where the corresponding velocity interaction law exchanging velocity pairs {v, w} into post-collisional pairs {v ′ , w ′ } is given by the law
where β ∈ (1/2, 1] is the energy dissipation parameter, u = v − w is the relative velocity and σ ∈ S d−1 is the unit direction of the post collisional relative velocity u ′ = v ′ − w ′ . The collision kernel, quantifying the rate of collisions during interactions, carries important properties that are of fundamental importance for the regularity therory of the Boltzmann collisional integral. It is assumed to be
The scattering angle θ is defined by cos θ =û · σ, where the hat stands for unitary vector. Further, we assume that the differential cross section kernel b(û · σ) is integrable in S d−1 , referred as the Grad cut-off assumption [49] , and it is renormalized in the sense that 5) where the constant S d−2 denotes the Lebesgue measure of S d−2 . The parameter λ in (2.4) regulates the collision frequency and accounts for inter particle potentials occurring in the gas. These interactions are referred to as Variable Hard Potentials (VHP) whenever 0 < λ < 1, Maxwell Molecules type interactions (MM) for λ = 0 and Hard Spheres (HS) for λ = 1. In addition, if kernel b is independent of the scattering angle we call the interactions isotropic, otherwise, we refer to them as anisotropic Variable Hard Potential interactions.
It is worth mentioning that the weak form of the collisional form (2.2) also takes the following weighted double mixing convolutional form
The weight function defined by
depends on the test function φ(v), the collisional kernel B(|u|,û · σ) from (2.4) and the exchange of collisions law (2.3) . This is actually a generic form of a Kac master equation formulation for a binary multiplicatively interactive stochastic Chapman-Kolmogorov birth-death rate processes, were the weight function G(v, u) encodes the detailed balance properties, collision invariants as well as existence, regularity and decay rate dynamics to equilibrium. We also denote by Collision invariants and conservation properties. The collision law (2.3) is equivalent to the following relation between the interacting velocity pairs
The parameter β ∈ [ 1 2 , 1] is related to the degree of inelasticity of the interactions, with β = 1 being elastic and β < 1 inelastic interactions. In particular, when testing with the polynomials ϕ(v) = 1, v j , |v| 2 in R d , yields the following conservation relations
The polynomials that make the collisional integral vanish are called collision invariants. Clearly, the elastic case when β = 1, the homogeneous Boltzmann equation has d + 2 collision invariants and corresponding conservation laws, namely mass, momentum and kinetic energy. For the inelastic case of β < 1, the number of invariants and conserved quantities is d + 1. Finally, when testing with ϕ(v) = log f (v) yields the inequality (H-Theorem holding for the elastic case)
Recall the following fundamental result in elastic particle theory. The Boltzmann Theorem (for β = 1).
, where the parameters a, b and c are determined by the initial state moments given by the d + 2 collision invariants. That means, given an initial state f 0 (v) ≥ 0 for a.e. v ∈ R d and R d f 0 (v)(1 + |v| 2 ) dv < ∞ . In the limit as t → +∞, we expect that f (v, t) converges to the equilibrium Maxwellian distribution, i.e. 10) where, if m 0 > 0 is the density mass, and the moments or observables are defined by
The quantities m 0 , u 0 and T 0 are the density mass, mean and variance, respectively, associated to probability density f (v, t).
The Fourier formulation of the collisional form. One of the pivotal points in the derivation of the spectral numerical method for the computation of the non-linear Boltzmann equation lies in the representation of the collision integral in Fourier space by means of its weak form. Indeed taking the Fourier multiplier as the test function, i.e.
in the weak formulation (2.2), where ζ is the Fourier variable, one obtains the Fourier transform of the collision integral
Thus, using (2.4, 2.6, 2.7) yields 11) where the weight function G λ,β (u, ζ) is defined by the spherical integration
Note that (2.12) is valid for both isotropic and anisotropic interactions. In addition, the function G λ,β (u, ζ) is oscillatory and trivially bounded by |u| λ due to the integrability of b(·) from the Grad's cut-off assumption. Further simplification ensues for the three dimensional isotropic case where a simple computation gives
In addition, recalling elementary properties of the Fourier transform yields
Hence, using this last identity into (2.11), we finally obtain the following structure in Fourier space
That is, the Fourier transform of the collision operator Q(f, f )(ζ) is a weighted convolution of the inputs in Fourier space with weight G λ,β (ξ, ζ).
As an example, we compute the weight for the isotropic case in three dimensions. Assume that f has support in the ball or radius √ 3L, hence, the domain of integration for the relative velocity is the ball of radius 2 √ 3L. Using polar coordinates u = rω, 
where v := 1 + |v| 2 . The standard definition is used for the case p = ∞,
It will be commonly used the following shorthand to ease notation when the domain Ω is clear from the context
and the subindex k will be omitted in the norms for the classical spaces L p and H α .
Choosing a computational cut-off domain
Because the computation of the Boltzmann equation entices to numerically solve the evolution of a probability distribution function defined in the whole R d -velocity space, it is relevant to carefully discuss the choice of a computational cut-off domain in such a way that the numerical error for the flow evolution is negligible regarding the choice of computational window. We recall recent analytical results that will secure that such choice is not only possible but also crucial for the development of error estimates. The discussion of this section is independent of the choice computational scheme and applies to new approaches such as the recently developed in [79] for a Galerkin approach to the computation of the Boltzmann equation. Let f (v, t) be a solution of the elastic homogeneous Boltzmann equation lying in C 0, [66; 5] for a mathematical discussion. A natural question to ask is: can one secure the propagation of regularity and tail decay for the solution of the Botlzmann problem, uniformly in time? What are good functional spaces for probability distribution functions that are solutions of the Boltzmann flow problem? These questions were addressed by several people, including Carleman [27] , Arkeryd [7] , Desvilletes [56] , Wennberg [77] , Bobylev [10] , Bobylev, Gamba and Panferov [18] ), Gamba, Panferov and Villani [45] , Alonso and Gamba [4] and more recently Alonso, Cañizo, Gamba and Mohout [1] . These last few works answer these two posed questions in a form that is suitable for any computational approach of the space homogeneous elastic Boltzmann equation. For the discussion, we introduce the following notation for exponentially weighted integrable functions. Define 17) and the analogous definition for the spaces
are Gaussian (or Maxwellian) weighted regular probability densities, meaning that the probability density g not only has all its moments bounded but they also grow as the moments of a Gaussian distribution.
That also means the density g(v) decays like e −r|v| 2 , with rate r, for large |y| in the sense of L 1 . In particular, one may view r −1 as the corresponding Gaussian or Maxwellian tail temperature of the density. When 0 < s < 2 the density g is a super-Gaussian distribution with moments comparable to those of e −r|v| s . These probability states are stationary solutions associated to the dynamics of the dissipative homogeneous Boltzmann equation with randomly heated sources or shear forces or homogeneous cooling states calculated by self similar renormalization, as in the case of granular gases. In the case of the elastic homogenous Boltzmann flow, it was shown in [45] and more recently in [1] (using methods developed in [18] ), that if the initial state
, with 0 < r ≤ r 0 , for all time t, where r only depends on a number k ′ -moments of the initial state f 0 , with k ′ > 2, as well as on the scattering kernel B (i.e. on the potential rate λ and the angular function b(û · σ)). We refer to [1] for a recent proof of this fact for the case where the angular cross section b(û·σ) ∈ L 1 (S d−1 ). We recall that such property was first proven in [45] under
, where the authors have also shown the uniform pointwise propagation
. This propagation property secures a stable numerical simulation of the Boltzmann equation, provided the numerical preservation of the conservation laws or corresponding collision invariants. It also secures, as we will see, the convergence of the numerical scheme to the analytic solution of the initial value problem and the correct long time evolution of such numerical approximation. In this way, the numerical scheme will converge to the equilibrium Maxwellian as defined in (2.10). The proposed numerical approximation to the Boltzmann equation preserves, by construction, the collision invariant properties that yield conservation of mass, mean and variance. As a consequence, we are able to choose the computational domain
d sufficiently large such that, at least, most of the mass and energy of the solution f will be contained in it during the simulation time. One possible strategy for choosing the size of Ω L is as follows: assume, without loss of generality, a bounded initial datum f 0 with compact support and having zero momentum f 0 v = 0. Then,
where m 0 := f 0 is the initial mass, T 0 := f 0 |v| 2 is the initial temperature, and r 0 ∈ (0, 1] and C 0 ≥ 1 are the stretching and dilating constants. From the analytical results mentioned earlier, there are some
A simple criteria to pick the segment length L of the simulation domain Ω L is to ensure that most of the mass and energy of f will remain in it along the numerical simulation. This can be accomplished, for example, by choosing a small proportion µ ≪ 1, being the mass proportion of the tails associated to the Maxwellian M (f 0 , C, r) from (2.19) that uniformly controls the solution f (v, t). That is,
where µ is chosen as a domain cut-off error tolerance that remains uniform in time and solely depends on the initial state and Ω L . Clearly, the mass proportion µ must be small enough for supp
Equivalently, one needs to choose the size of L, (or the measure of the computational domain Ω L ), such that
In order to minimize the computational effort, one should pick the smallest of such domains, that is Ω L * with
Now, for the estimate (2.21) to be of practical use one needs to compute the precise value of the constants C and r. As a general matter, they are quite difficult to compute, furthermore, analytical estimates available, although quantitative, are likely far from optimal. The result is that the choice (2.21) most of the times overestimate the size of the simulation domain. It is reasonable then, for practical purposes, to simply set r o = r = 1 and choose C = C o ≥ 1 as the smallest constant satisfying (2.18) (which always exists for any compactly supported and bounded f 0 ). That this choice of parameters is natural, it is noted from the fact that
with equality if and only if f 0 is the equilibrium Maxwellian as in (2.10) (in such a case C = 1). Then, a simple use of the classical Normal Table for log-normal distributions yields the error µ incurred in the simulation as a function of the chosen Ω L , uniformly in time, for any simulation of the Boltzmann collisional model homogeneous in x-space.
Remark 2.1. It was also shown in [1] 
Recall that the parameter λ is the collisional potential rate 0 < λ ≤ 1 and r := r(k
Remark 2.2. In this deterministic approach, as much as with Montecarlo methods like the Bird scheme [8] , the x-space inhomogeneous Hamiltonian transport for non-linear collisional forms are performed by time operator splitting algorithms. That means, depending on the problem, the computational v-domain Ω L can be updated with respect to the characteristic flow associated to underlying Hamiltonian dynamics.
Fourier series, projections and extensions
In the implementation of any spectral method the single most important analytical tool is the Fourier
The Fourier transform allow us to express the Fourier series in a rather simple and convenient way. Indeed, fixing a domain of work 24) that is, the orthogonal projection on the "first N " basis elements. Also observe that for any integer α the derivative operator commutes with the projection operator.
In
Recall that Parseval's theorem readily shows
The Extension Operator. For fixed α 0 ≥ 0 we introduce the extension operator E :
The construction of such operator [73] is well known and it is endowed with the following properties:
E1. Linear and bounded with
± the positive and negative parts of f one has
E3. Outside Ω L the extension is constructed using a reflexion of f near the boundary ∂Ω L . Thus, for any δ ≥ 1 we can choose an extension with support in δΩ L , the dilation of Ω L by δ, and
where the constant C 0 is independent of the support of the extension.
E4. In particular, properties E2. and E3. imply that for any δ ≥ 1 there is an extension such that
Furthermore, for the second integral in the right-hand-side,
Thus,
The case for δ = 1 is only possible using the zero extension. That is, when (Ef
Spectral conservation method
Allow us to motivate formally the spectral method used in this manuscript. After the cut-off domain Ω L has been fixed, we apply the projection operator in both sides of equation (2.1) to arrive to
Then, it is reasonable to expect that for such a domain Ω L and for sufficiently large number of modes N the approximation
will be valid. That lead us to solve the problem
with initial condition g 0 = Π N f 0 , and expect that it should be a good approximation to Π N f . In other words we define the numerical solution to be g N := g and expect to show that this discrete solution will be a good approximation to the solution of the Boltzmann problem in the cut-off domain, that is g ≈ f in Ω L , provided the number of modes N used is sufficiently large. In the following section we intent to prove this formalism under reasonable assumptions. In fact, we study a modification of this problem, namely, the convergence towards f of the solution g of the problem
with initial condition
having null mass, momentum and energy. Since the gain collision operator is global in velocity, it turns out that a good approximation to f will be obtained as long as Ω L and N are sufficiently large. The extension operator E has a subtle job to do in the approximation scheme which is related precisely to the global behavior of the gain collision operator. Since solutions of the approximation problem (3.1) lie in Ω L , they are truncated versions of f . The gain operator does not possess higher derivatives in Ω L when acting on truncated functions due to the singularity created in the boundary ∂Ω L . The extension smooths out the gain collision operator at the price of extending the domain. In the case of discontinuous solutions where only L 2 -error estimate is expected, the correct extension to use in the scheme is the extension by zero. We discuss this more carefully in the following sections.
We are now in position to start the to construct building blocks for the proof of Theorem 1.1.
Conservation Method -An Extended Isoperimetric problem
Throughout this section we fix f ∈ L 2 (Ω L ). Due to the truncation of the velocity domain the projection of Q(f, f ), namely Π N Q(f, f ), does not preserve mass, momentum and energy. Such conservation property is at the heart of the kinetic theory of the Boltzmann equation, thus it is desirable for a numerical solution to possess it. In order to achieve this, we enforce these moment conservation artificially by imposing them as constraints in a optimization problem. We denote, for the sake of brevity,
The presence of the indicator function 1 ΩL (v) is due to the fact that the domain of Q(Ef, Ef ) will be, in general, larger than Ω L . We also use the extension operator to avoid introducing spurious non-smoothness within the domain Ω L due to the domain cut-off.
Elastic Problem (E): Minimize in the Banach space
In other words, minimize the L 2 -distance to the projected collision operator subject to mass, momentum and energy conservation. Lemma 3.1 (Elastic Lagrange Estimate). The problem (3.6) has a unique minimizer given by
where γ j , for 1 ≤ j ≤ d + 2, are Lagrange multipliers associated with the elastic optimization problem. Furthermore, they are given by
The parameters ρ u , e u , µ j u are the numerical moments of the unconserved numerical collision operator, defined below in (3.10), and O r := O(L −r ) only depends inversely on |Ω L |. In particular, the minimization problem
has a unique solution denoted X ⋆ =: Q c (f )(v) that defines the approximate conserved collision operator, and the the minimized objective function is given by
where a, b, c and d are constants that depend of the space dimension d. In the particular case of dimension d = 3 the estimate becomes
Proof. From calculus of variations when the objective function is an integral equation and the constraints are integrals, the optimization problem can be solved by forming the Lagrangian functional and finding its critical points. Set
and define
We introduced
In order to find the critical points one needs to compute D X H and D γj H. The derivatives D γj H just retrieves the constraint integrals. For multiple independent variables v j and a single dependent function X(v) the Euler-Lagrange equations are
We used the fact that h is independent of X ′ . This gives the following equation for the conservation correction in terms of the Lagrange multipliers
and therefore,
Substituting (3.9) into the constraints ψ j (X ⋆ ) = 0 gives
10)
Identities (3.10) form a system of d + 2 linear equations with d + 2 unknown variables that can be uniquely solved. Solving for the critical γ j ,
where O r = O(L −r ). In particular, O r depends inversely on |Ω L |. Hence, relation (3.5) holds. Substituting these values of critical Lagrange multipliers (3.11) into (3.9) gives explicitly the critical Q c (f )(v) := X ⋆ (v). Moreover, the objective function A e (X) can be computed at its minimum as
where C(d) is an universal constant depending on the dimension of the space. Hence, using the relation (3.11) to replace into the right hand side of (3.12) with O r = O(L −r ), yields a bound from above to the difference of the conserved and unconserved approximating collision operators 13) and therefore, the lagrage estimate (3.7) holds. Upon simplification one can obtain a ore detailed estimate for the 3-dimensional case, given by 14) which is precisely (3.8). That this critical point is in fact the unique minimizer follows from the strict convexity of A e .
Similarly, we can form the optimization problem for the inelastic case.
Inelastic Problem (IE): Minimize in the Banach space
As in the Elastic case, we can also obtain a similar Lagrange estimate for the inelastic collision law.
Lemma 3.2 (Inelastic Lagrange Estimate). The problem (3.15) has a unique minimizer given by
The γ j are Lagrange multipliers associated with the inelastic optimization problem given by
17)
, that is, depending inversely on |Ω L |. In particular, for the three dimensional case the minimized objective function is
Conservation Correction Estimates. In order to analyze the convergence and error by the proposed Spectral-Lagrange constrained minimization problem, we need to develop estimates for the unconserved moments ρ u , µ j u and e u as well as estimates for the moments of differences between the unconserved and conserved discrete collisional forms. We recall the classical definition of moments associated to probability densities.
Definition. For any fixed f ∈ L 2 (Ω L ) the conserved projection operator Q c (f ) is defined as the minimizer of problem (E) defined by (3.4) (or problem (IE) in the inelastic case defined by (3.16)).
Note that the minimized objective function (3.7) in the elastic optimization problem depends only on the nonconserved moments ρ u , µ j u , and e u of Q u (f ). Since these quantities are expected to be approximations to zero, then the conserved projection operator is a perturbation of Q u (f ) by a second order polynomial in the elastic case. Similarly, it is a perturbation by a first order polynomial in the inelastic case. In the sequel, following the notation and language of the classical analysis of the non-linear Boltzmann equation, the moments of a probability density function f are denoted by
, then the accuracy of the conservation minimization problem is proportional to the spectral accuracy. That is, for any k, k ′ ≥ 0 and δ > 1 there exists an extension E such that
where C is a universal constant and Z k ′ (f ) is defined by
depending on the moments up to order k ′ ( See also Appendix (8.3)) .
Proof. Using lemma 3.1 for elastic interactions, given a 0
, the Lagrange multipliers γ j , 1 ≤ j ≤ d + 2, can be computed as follows: the collision operator Q(Ef, Ef ) acting on the extension of f , has, in general, support larger than Ω L . Then, for ψ(v) being a collision invariant, R d Q(Ef, Ef )ψ = 0. Therefore,
for I ψ defined by 
Therefore, using (3.26) in (3.11) Lagrange multipliers are estimated by
Finally, the Lagrangian critical parameters from (3.22) are estimated by (3.27) to yield
In order to estimate the second term in the above inequality, the terms I ψ define in (3.24) are estimated combining classical moment estimates for binary collisional integrals for elastic interactions, with hard potentials of order λ ∈ [0, 2] in their scattering cross sections shown in Theorem 8.2 in the appendix, with property 4 of section 2.3 for the extensions of function in Sobolev spaces. In particular, for any 0 ≥ k ′ ∈ R, λ ∈ [0, 2] and δ > 1, there exists a E such that
Therefore, a simple calculation shows
and so inequality (3.22) holds. This estimate also follows for the Inelastic collisions case. Their computations follow in a similar fashion using lemma 3.2, the Lagrange multipliers (3.17) and the first two inequalities in (3.26).
Discrete in Time Conservation Method: Lagrange Multiplier Method
In this subsection we consider the discrete version of the conservation scheme. For such a discrete formulation, the conservation routine is implemented as a Lagrange multiplier method where the conservation properties of the discrete distribution are set as constraints. 
be the integration matrix, and
T be the vector of conserved quantities. With this notation in mind, the discrete conservation method can be written as a constrained optimization problem: Find Q c such that is the unique solutions of
To solve A Q c , one can employ the Lagrange multiplier method. Let γ ∈ R d+2 be the Lagrange multiplier vector. Then the scalar objective function to be optimized is given by 
Moreover,
retrieves the constraints. Solving for γ,
Now C e (C e ) T is symmetric and, because C e is an integration matrix, it is also positive definite. As a consequence, the inverse of C e (C e ) T exists and one can compute the value of γ simply by
Substituting γ into (3.29) and recalling that a e = 0,
where I = N × N identity matrix. In the sequel, we regard this conservation routine as Conserve. Thus,
Define D t to be any time discretization operator of arbitrary order. Then, the discrete problem that we solve reads
Thus, multiplying (3.33) by C e it follows the conservation of observables
where we used the commutation C e D t = D t C e valid since C e is independent of time, see [47] for additional comments.
Local existence, convergence and regularity of the scheme
In this section we prove L 1 k and L 2 k estimates for the approximation solutions {g N } of the problem (3.1) in the elastic case. For this purpose, we use several well known results that require different integrability properties for the angular kernel b. Thus, we will work with a bounded b to avoid as much technicalities as possible and remarking that a generalization for b ∈ L 1 (S d−1 ) can be made at the cost of technical work [1; 5; 66] . For technical reasons this assumption helps since estimates for the gain part of the collision operator become bilinear, that is, the role of the inputs can be interchanged without essentially altering the constants in the estimates. We also restrict ourselves to the case of variable hard potentials and hard spheres λ ∈ (0, 1] and remark than the theory for Maxwell molecules λ = 0 needs a slightly different approach.
Recall that we have imposed conservation of mass, momentum and energy by building the operator Q c (g) with a constrained minimization procedure. Thus,
for any collision invariant ψ(v) = {1, v, |v| 2 }. However, due to velocity truncation, the approximating solution g in general may be negative in some small portions of the domain. This is precisely the technical difficulty that we have to overcome. In the first subsection we prove convergence in the number of modes N in a time interval (0, T (L)] where T (L) is a time depending on the lateral size L of the velocity domain Ω L . We find a control, in terms of L, on the negative mass that can be formed in such interval. In the second and third subsections, we improve the estimates assuming that the approximating solutions behaves well, that is, its negative mass does not increases too fast in the time interval in question.
Local existence and convergence
The natural space to study the spectral scheme is L 2 Ω L , thus, we start proving that the problem is well posed in this space. Due to velocity truncation, we do not have the standard a priori estimates in L 1 that help in the theory, however, the constrain method permits to extend the time where the scheme gives an accurate solution of the original Boltzmann problem.
The following holds:
(1) The approximating problem (3.1) has a unique solution
(2) Define the approximating sequence {g N } with the solutions of (3.1) with initial condition
and the strong limitḡ is the unique solution of the equation
The coefficients of the quadratic polynomial are given in Lemma 3.1 with parameters (3.10) evaluated at Q(Eḡ, Eḡ).
(3) Furthermore, the negative mass of g is quantified as
Proof. Point (1) of the proposition follows in a standard fashion by a fix point argument for the operator
Regarding point (2), fix a domain (0, T ] × Ω L and take {g N } solutions of problem (3.1) for
That is, the L 2 -norm of the approximating sequence {g N } remains uniformly bounded in N for small T := T (L). In particular, the sequence {g N } is converging weakly in C 0, T ; L 2 (Ω L ) . In fact, it converges strongly. To see this, note that for any N, M > 0 and t ∈ [0, T ]
The first integral is controlled using Young's inequality for the full collision operator Q and the properties of the extension operator
Hence, Gronwall's lemma implies
Recall from lemma 3.1 that Q c (g)−Q u (g) is a quadratic polynomial with coefficients depending on ρ u := ρ 
This observation together with (4.6) proves that the sequence {g N } is Cauchy in C(0, T ; L 2 (Ω L )) and, therefore, strongly convergent. The collision operator Q and the projection Q u are sequentially continuous, then (4.1) and (4.2) follow. The uniqueness statement of the limitḡ is proved by taking 2 solutionsḡ 1 andḡ 2 . Calling p(ḡ 1 ) and p(ḡ 2 ) the corrective quadratic polynomials ofḡ 1 andḡ 2 respectively, one has by (3.11)
Standard estimates for the collision and extension operators give similar estimate for the collision operator
Using equation (4.2) and finite mass and energy forḡ 1 andḡ 2 leads to
Using Gronwall's lemma the uniqueness follows. In order to quantify the negative mass for a solution g for item (3) write g = g + + g − , where the ± signs denote the positive and negative parts of g respectively. Let us start with the equality
Then, multiplying this equation by g
Note that
Therefore, integrating in velocity the inequality in (4.22)
Using Theorem 3.3 one has
In addition, standard estimates for the positive part of the collision operator imply
Meanwhile, for the negative part one has
Putting all together in inequality (4.8)
Integrating in [0, T ] and using (4.9) gives
This shows the estimate for the negative mass of g.
Using this limit in item (3) proves the control on the negative mass ofḡ
Uniform propagation of moments
In the analysis of the following two sections, we assume that a solution g ∈ C 0, T ; L 2 (Ω L ) for problem (3.1) with initial condition g 0 ∈ L 2 (Ω L ) exists. We denote T ǫ ∈ [0, T ] any time such that the smallness relation for the negative mass and energy of g and the boundedness of sequence {g
for some fixed ǫ > 0. Observe that the conservation scheme and this assumption implies that moments up to order 2 are controlled by the initial datum. Indeed, for k = {0, 2}
Choosing ǫ ≤ 1/4 one obtains,
For any lateral size L > 0 and moment k > 0 there exist an extension E and a number of
Proof. We fix k > 0 and L > 0 and keep in mind that g 0 has support in Ω L , and thus, possesses moments of any order. Multiply equation (3.1) by sgn(g)|v| λk and integrate in Ω L
For the integral with the loss collision operator use Eg = Eg − 2 Eg − , properties 2 and 4 given in section 2.3 for the extension operator, and (4.11) to conclude that
From the discussion in [18] or [6] and using the conservative property of the scheme we find that the first term is bounded by
where S k depends on the moments of g of order less or equal than k and µ k ր 1 as k → ∞ being a universal parameter given by
We refer to [18, Lemma 3] for details and proof. We additionally used the properties of the extension operator in controlling the moments of the extension Eg by the moments of the actual solution g. Choose
To ease that notation define the constant K(g 0 ) := 1 2 µ λ 2 m 0 (g 0 ) that may be regarded as a constant depending only on the mass of g 0 . Using Theorem 3.3, one has for any k ′ ≥ 0 that the last term is controlled by
Recall that we can choose the extension such that δ is as close as 1 as desired, in particular, we can choose it such that δ 2λ(k+1) ≤ 2. Note that for k ≥ k 0 := (4C/K(g 0 )) 2 the term with m k+1 (g) in the right side of (4.15) becomes an absorption term. Furthermore, recall that the sequence {g} = {g N } is uniformly bounded in C(0, T ǫ ; L 2 (Ω L )), therefore, the method for proving item (2) in Proposition 4.1 holds. Thus, the last term in the right side of (4.15) can be made uniformly small in [0, T ǫ ] by increasing N . More specifically, there exists . Note that we used the control on Z k given by Theorem 8.2 in the appendix and estimate (4.11). Similar control is valid for S k . Thus, Gronwall's lemma readily implies that sup
This proves the result for k ≥ k 0 . The case 0 < k < k 0 follows by simple interpolation
Observe that the conservative scheme implies that We now prove that (4.17) and condition (4.10) imply a uniform lower bound for the negative part of the collision operator.
Lemma 4.4. Assume the uniform propagation of some moment
with C(g 0 ) > 0 depending only on the mass, energy and the 2+µ λ -moment of g 0 .
Proof. Notice that in the ball B(0, r) one has for any R > 0 and µ > 0,
For the last inequality we expanded the square in the integral of the right side and assumed with no loss of generality that the momentum of g 0 is zero. We use in the right side integral of (4.19) the inequality |v − w| ≤ v w and the uniform propagation of the 2+µ λ -moment to obtain |v−w|≤R r) is sufficiently large and with C 1 a constant depending on sup t≥0 m (2+µ)/λ (g). Therefore, using the control (4.10)
valid for any v ∈ B(0, r) and provided ǫ < 
as a consequence, 
Uniform L 2 k integrability propagation
The lower bound on the collision operator given in Lemma 4.4 will allow us to control the L 2 k -norms of g uniformly with respect to the asymptotic parameters L and N . Indeed, fix k > 0, a lateral size L > 0, and observe that ∂g ∂t
Thus, multiplying this equation by g v 2λk and integrating on Ω L on has
Using smoothing properties of the gain collision operator, see Theorem 8.7 in the appendix or refer to [66] , [5] , and the lower bound control (4.18) it follows that
with constant C 1 depending at most on the k-moment of g. Also, note that we used the properties of the extension operator in order find a control in terms of the norms of g. Meanwhile, employing Theorem 3.3
provided we use a sufficiently large number of modes
Note that the dependence of the constants it at most on the k-moment of g which by lemma 4.3 is controlled by the k-moment of g 0 . This readily implies by Gronwall's lemma that
with C 2 given by the root of the function O(1)
x. Let us write down this result in the following lemma. 
Moreover, the negative mass of g can be estimated as
The constants C k andC k are independent of the asymptotic parameters T ǫ ,L and N .
Proof. It remains to estimate the negative mass of g. This can be done accurately due to propagation of moments given by lemma 4.3. Let us start with the equality (assume that E is the extension by zero for simplicity with the understanding that the generalization to other extensions can readily be achieved)
,
Recall from the proof of item (3) of lemma 4.1
Thus, using Young's inequality [3] , [2] , [66] it follows that
where we have assumed that the angular kernel b is bounded to use a bilinear estimate. Recall, additionally, that Lemma 4.4 implies
As a consequence of Theorem 3.3, Lemma 4.3 and inequality (4.22) we conclude
Recall that the (k + 1)-moments of g are controlled by (k + 1)-moments of g 0 thanks to lemma 4.3 provided the number of modes satisfies N ≥ N 0 (T ǫ , L, k). Furthermore, taking N 0 large enough to additionally satisfy
the result follows applying Gronwall's lemma in (4.25).
Uniform H k Sobolev regularity propagation
Let us generalize Lemma 4.5 for the derivatives of g. We change assumption (4.10) to the more restrictive
We also fix and extension operator E :
and assume that α ∈ [0, α 0 ]. Thanks to (4.26) and using similar arguments to those given in the proof of item (2) in Lemma 4.1, it is possible to prove that the sequence {g N } is Cauchy in C 0,
Fix k ≥ 0 and use an induction argument on the derivative order |α|. The initial step of the induction follows thanks to Lemma 4.5. For the case |α| > 0, we differentiate in velocity equation (3.1) and write
Multiply by ∂ α g v 2λk and integrate in the velocity domain Ω L to obtain
(4.28) Recall from Lemma 3.1 that the term Q c (g) − Q u (g) is a second order polynomial, therefore its derivatives are at most a second order polynomial, thus Theorem 3.3 implies
for any k ′ ≥ 0. Additionally, the term I 3 is controlled by
Let us state the result of this section before estimating the term I 1 .
For any lateral size L > 0 there exist an extension E α0 and a number of modes N 0 (T ǫ , L, k, α) such that
where C k (·) depends on k and the k-moment of g 0 .
Proof. Let us finish the induction argument, thus, assume that Lemma 4.6 is valid for |α| − 1. The term I 1 defined above in (4.28) can be controlled implementing a technique introduced in [24] and used for the control of H k -norms in [66, Theorem 3.5]
(Ω L ) norm of the lower order derivatives, which are bounded independent of T ǫ , L and N by the induction hypothesis, and C(g 0 ) is the constant given in (4.18). The properties of the extension operator E have been used to find a control in term of the norms of g. Thus, choosing k ′ = k in (4.29), we obtain form inequalities (4.28), (4.29), (4.30) and (4.31)
Conclude using Gronwall's lemma together with (4.27).
Remark 4.7. Note that the initial restriction α ∈ [0, α 0 ] is due to the fact that in general Q(Eg, Eg) possesses at most α 0 derivatives.
Error estimates and asymptotic behavior
The proof of Theorem 1.1 consists in a detailed and rigorous study of global existence of approximating solution to the space homogeneous solutions to the Boltzmann equation for binary interactions by the proposed spectral-Lagrangian constrained minimization scheme presented in the previous sections, as well as detailed error estimates and long time convergence of the numerical solution to the Maxwellian equilibrium state, uniquely determined by the initial state. In order to discuss the existence of consistent discrete solutions, the first result addresses the removal of the small negative mass and energy propagation assumption (4.10) used throughout the previous section. We assume in the sequel that f 0 ∈ L 2 (R d ) is nonnegative and that there exists N 0 (L, f 0 ) such that
whereC 1+2/λ is given in Lemma 4.5. Condition (5.1) is alway met as long as our work domain Ω L is sufficiently large to accurately approximate the initial configuration f 0 . In all cases for simulations the initial state f 0 is assumed compactly supported, thus, a natural choice to satisfy (5.1) is supp(f 0 ) ⊂ Ω L , where the choice of the cut-off domain Ω L was discussed in Section 2.2.
The following result addresses Theorem 1.1, part 1. 
Global existence of the scheme
Furthermore, the sequence {g N } formed with initial condition g oN converges strongly in C(0, T ; L 2 (Ω L )) tō g, the solution of Problem (4.2).
Proof. In order to use the lemmas of previous section we need to control the negative mass and energy of g such that (4.10) is satisfied in [0, T ]. Note that such lemmas are valid for the choice
Thus, fix T > 0 and choose L > 0 satisfying
. ( 
Using Proposition 4.1 in the interval I i+1 with initial condition g 0 (v) = g(T i , v) and estimates (5.2) and (5.6), one concludes that g is well defined in such interval with negative mass estimated by
Estimate (5.7) and the choice of L implies that assumption (4.10) holds in the interval I i+1 , and thus, in the interval i+1 j=1 I j . Then, we can bootstrap using the estimate for the negative mass given in Lemma 4.5
where N i+1 has been chosen to satisfy also
This concludes the proof of the induction argument. Finally, the convergence of {g N } toḡ is direct given the estimate (5.2) for the L 2 -norm and the arguments given in Proposition 4.1.
Thus, the proof of statement Theorem 1.1, part 1, is completed. 
Error estimates of the scheme
∂(f − g) ∂t = Q(f, f ) − Q c (g) = Q(f, f ) − Q(Eg, Eg) + Q(Eg, Eg) − Q c (g) .
Multiplying this equation by (f
The term I 1 can be written as
Solutions f and g uniformly propagate high order moments thanks to Lemma 4.3, therefore the last term has the lower bound
In the estimate (5.9) we recalled that Eg = g a.e. in Ω L . The second integral can be bounded by 
valid for any µ > 0 and C 2 (µ) depending only on the mass and energy of f and g. Set µ = C 0 /2 and combine (5.9), (5.10) and (5.11) to obtain
with C 3 and C 4 independent of the simulation time T , lateral size L and number of modes N . Furthermore, using Theorem 3.3 we have for any
. Therefore, using Hölder's inequality
Then, using the estimates on I 1 and
Thus, Gronwall's lemma implies This estimate is enough to prove estimate (1.2) of Theorem 1.1, part 2, as it is shown in the next statement. 
The constants depend as
. In particular, the strong limit of the sequence
e.ḡ) satisfies the same estimate.
Proof. Rename k In order to prove Theorem 1.1 part 3, we need to show the improvement in the rate of convergence with respect to the number of modes N of the approximating solutions towards the Boltzmann solution provided that the initial configuration is smooth and has at least initial mass and energy bounded. The result is a consequence of the method of proof of Theorem 5.2. Recall that the extension operator E has range in the set of functions of at most |α 0 | weak derivatives. 
where the constants C k and C k ′ depend on the H α0 q -norms and moments of f 0 .
Proof. The proof is by induction on the order of the multi-index α. The case |α| = 0 follows from estimate (5.12) and Lemma 8.1 in the appendix. Indeed, in this case
Assume the result valid for any multi-index ν < α ≤ α 0 . Then after the usual steps,
Using Leibniz formula and the smoothing effect of the positive collision operator with the terms having the highest order derivatives one concludes that I 1 is controlled as
k (ΩL) + lower order terms . A typical lower order term is given by (0 < ν < α)
As a consequence one concludes that
Regarding the term I 2 ,
Recall that Q c (g) − Q u (g) is a quadratic polynomial, therefore, its H α -norm is controlled by its L 2 -norm for large L. Thus, using Theorem 3.3 one has for any k ′′ ≥ 0
Finally the term I 3 satisfies
Choosing k ′′ = k ′ + k − 1 one concludes after adding (5.14),(5.15) and (5.16)
where N 0 is the number of modes taken from Lemma 4.6. Using Lemma 8.1 in the appendix,
and the conclusion follows from Gronwall's lemma.
Note that, in particular, estimate (1.2) in Theorem 1.1 part 3, holds. Furthermore, as a corollary, the decay to the Maxwellian equilibrium estimate (1.3) in Theorem 1.1 part 4 follows. 
where M 0 is the Maxwellian having the same mass, momentum and energy of the initial configuration f 0 .
Proof. Using the classical asymptotic Boltzmann theory [32] for variable hard potentials
where G t was shown to be a decreasing function in time t, decaying faster than any polynomial, depending on some moments of f 0 [32] and even exponentially [64] . The first inequality above can be proved with the standard energy methods used for the Boltzmann equation. Thus, for every δ > 0 there exists T (δ) > 0 such that sup 
The result follows using triangle inequality with (5.17) and (5.18).
The proof of the Theorem 1.1 is now completed.
Remark 5.5. Note that the relaxation of the Boltzmann solution is exponentially fast for variable hard potentials, therefore, simulation times are relatively small. This makes conservative schemes very stable even when using relatively small working domains and number of modes.
Conclusion
We have studied the global existence and error estimates for the homogeneous Boltzmann spectral method imposing conservation of mass, momentum and energy by Lagrange constrained optimization. The methods and estimates presented in the document show that imposing conservation of these quantities stabilizes the long time behavior of the discrete problem because enforces the collisional invariants. In some sense, this in turn enforces the numerical approximation of the linear collisional operator to have the same null space as the true linear collision operator which is the one in charge of the time asymptotic dynamics. In particular, the simulation time, the work domain and the number of modes can be chosen such that the discrete solution approximates with any desired accuracy the stationary state of the original Boltzmann problem in the long run. Although, spurious tail behavior is experienced when the optimization is imposed due to the addition of a quadratic polynomial corrector, the natural property of creation of moments remains in the discrete problem. This allows to minimize such spurious behavior by appropriate choice of simulation parameters. Furthermore, conservation of mass and energy limits the negative mass produced by the numerical scheme which is essential for long time accurate simulations. 8 Appendix
Shannon Sampling Theorem
The following result is an extension of the standard approximation estimate for regular functions by Fourier series expansions, Shannon Sampling Theorem, to H α (Ω L ) space. We include here the result for completeness of the reading.
Lemma 8.1 (Fourier Approximation Estimate
Proof. Parseval's relation gives
Furthermore, properties of the Fourier transform implies
Observe that the sum in last inequality equals the L 2 -norm square of
Conclude recalling the definition of ζ N = 2πN L .
Estimate on the decay of the collision operator
Theorem 8.2. The following estimate holds for any k ≥ 0 and λ ∈ [0, 2],
The term Z k (f ) is defined below in (8.3) and only depends on moments up to order k. In particular one has
Proof. For the negative part,
For the positive part,
Note,
Use the inequality |u| λ ≤ |v| λ + |v ⋆ | λ with the previous expressions to obtain,
Furthermore, note that interpolation implies for 0 ≤ j ≤ k − 1
Therefore,
This implies that
Z k (f ) ≤ m 1 (f ) m k (f ) k−1 j=0 k j ≤ 2 k m 1 (f ) m k (f ) .
L 2 -theory of the collision operator
The next theorem readily follows from the arguments in [44, Lemma 4 .1] where elastic and inelastic hard sphere interactions are discussed. For additional discussion on precise constants we refer to [2] , [3] . 6) where the dependence of the constant is C := C(d, α, b 1 ).
Proof. Using Theorem 8.3, for any j ≤ α multi-indexes,
, with constant C 1 := C 1 (d, b 1 ). Hölder's inequality implies that for any µ > 
Using Leibniz formula (8.5)
Inserting estimate (8.7) in (8.8) one has that the double sum is bounded by 
The dependence of the constant is given by C := C(d, µ, b 1 ).
In this last section of the appendix we discuss briefly the gain of integrability in the gain collision operator. We refer to [5] for a more detailed discussion. This property is closely related with the operator Q + (f, δ 0 ) and its Carleman's representation, Writing the Carleman's representation of the whole collision operator one can see a close relationship between these two operators expressed in the formula
The gain of integrability on Q + (g, f ) is a consequence of the following proposition which follows in the same lines given in [ We can compute the L 2 norm of the whole operator using Minkowski's integral inequality Using this observation in (8.14) yields the result.
