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Family Floer program and non-archimedean SYZ mirror construction
HANG YUAN
ABSTRACT: Given a Lagrangian fibration, we construct a mirror Landau-Ginzburg model consisting
of a rigid analytic space and a potential function, based on Fukaya’s family Floer theory and non-
archimedean tropical geometry. Locally, the potential is given by counting of Maslov-two disks
and a local chart is the zero locus of weak Maurer-Cartan equations of an A∞ algebra in the non-
archimedean torus. The transition maps come from Fukaya’s tricks and an A∞ homomorphism; the
related wall-crossing formula is also proved. The cocycle condition holds due to an improved A∞
homotopy theory (adding divisor axioms and cyclical unitalities). A striking point of our approach
is that the mirror analytic space on B-side is constructed purely in terms of Lagrangian Floer theory
on A-side. We expect our construction gives a symplectic version of the Gross-Siebert’s program.
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1 Introduction
Mirror symmetry is a phenomenon first observed by string theorists. It predicts that Calabi-Yau
manifolds exist in pairs so that symplectic invariants of one (A-side) are equivalent to complex invariants
of the other (B-side), and vice versa. In 1991, Candelas, de la Ossa, Green and Parkes [CdlOGP91] used
it tomake predictions on counting curves on quintic three-folds, and soon after it attracted a large amount
of attention from the mathematics community. At the 1994 ICM, Kontsevich [Kon94] proposed the
celebrated homological mirror symmetry conjecture, which interprets mirror symmetry as a categorical
duality between the derived category of coherent sheaves of the B-side (or Landau-Ginzburg model)
and the (derived) Fukaya category of the A-side. It has been proven for certain examples: elliptic curves
[PZ98], abelian varieties [Fuk02,AS10], quartic K3 surface [Sei03], hypersurfaces [She15,She16] and
so on. However, almost all current strategies rely on ad hoc methods which compare and match the
computations on both sides without a rational explanation of this matching; the mirror spaces are often
found by physical arguments or by informal speculations. But one should be able to produce the mirror
without a priori knowledge of what the mirror is. Hence, it seems that a more conceptual approach
should be considered and adopted.
Strominger-Yau-Zaslow [SYZ96] proposed that mirror symmetry is basically T-duality, a concept from
physics yielding a more geometric description of the mirror. Roughly speaking, the mirror pair of
Calabi-Yau manifolds should possess torus fibrations and they are fiberwise dual to each other. Later,
Kontsevich and Soibelman [KS00] first suggests using non-archimedean geometry to study Lagrangian
torus fibrations.
1.1 Family Floer program
The family Floer program was initiated by Fukaya [Fuk01]1. Classically, the SYZ dual torus to
a Lagrangian fiber L is given by the space H1(L;U(1)) of flat U(1)-connections on L (up to gauge
equivalence) [ABC+09, §6.3.2]. However, the SYZ dual should be modified by ‘quantum corrections’.
The family Floer theory roughly asserts that the solution space M̂C w(L) of weak Maurer-Cartan
equations of an A∞ algebra on H∗(L) resulting from disk-counting give the desired quantum corrections.
Hence, we need to work over the Novikov field Λ , which is non-archimedean, in place of C and the
multiplicative group UΛ of Λ in place of U(1). Note that the solutions are called weak bounding
cochains, and under the exponential map they lift to H1(L;UΛ). Since (weak) Maurer-Cartan equations
are generally infinite sums, complex algebraic geometry is rendered insufficient for studying their
solution spaces. This is one reason for escaping from the complex world to the non-archimedean one.
Let Lu be the Lagrangian fiber over a point u. Family Floer program [Fuk09] morally predicts the
mirror space is set-theoretically equal to (c.f. Remark 9.7)
(1)
⊔
u
M̂C w(Lu)
After Fukaya’s initiative, Tu [Tu14] and Abouzaid [Abo17a,Abo17b,Abo14] made great progress. Tu
gives a candidate for the mirror construction away from singular fibers; Abouzaid further constructs a
1Although we only focus on torus fibrations, the scope of family Floer can be much more general
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family Floer functor and shows it is fully faithful. But they more or less have to rely on the so-called
tautological unobstructedness assumption that there is no holomorphic disk bounding the Lagrangian
fibers for generic almost complex structures (see [Abo17a, Remark 1.1] and [Tu14, Assumption 4.3]).
A major motivation of this paper is an attempt to drop the tautological unobstructedness, since the
important quantum correction information should be encoded by these disks. For example, the Maslov-
two disks are expected to give the mirror Landau-Ginzburg potential.
A second motivation is to develop a Λ-rigid analytic space structure on the set (1) from the ground up,
in the style of Bourbaki. Previous work more or less uses (1) as the mirror space, but we would like
more evidence on why choices (like almost complex structure and diffeomorphism chosen for Fukaya’s
trick) will not affect the rigid analytic structure, at least up to isomorphism. In particular, although
the quotient set of gauge equivalence classes2 of (weak) bounding cochains has certain homotopy
invariance, taking this quotient directly may destroy the rigid analytic structure; instead, the spirit of
this homotopy invariance will be realized in other way from a more non-archimedean viewpoint. This
requires more studies on A∞ homological algebra and non-archimedean analysis. We believe this is a
new aspect in research on the family Floer program.
1.2 Main result
Let (M, ω) be a closed symplectic manifold of dimension 2n. Let π : U → B0 be a fibration over a
base manifold B0 so that the total space is an open subset U of M and the fibers are smooth embedded
Lagrangian submanifolds. By Arnold-Liouville theorem, any fiber Lu := π−1(u) is a torus, and there
exist action-angle coordinates determining an integral affine structure on B0 . Let J(M, ω) be the space
of ω -tame almost complex structures.
Definition 1.1 Given a Lagrangian submanifold L , an almost complex structure J ∈ J(M, ω) is called
L-semipositive if µ(β) ≥ 0 for any β ∈ π2(M,L) represented by a J -holomorphic disk. Denote the
subspace in J(M, ω) of all L-semipositive ω -tame almost complex structures by J(M,L, ω).
Assumption 1.2 For every compact subset K ⊂ B0 , the intersection
JK :=
⋂
u∈K
J(M,Lu, ω)
has non-empty interior in J(M, ω). In this case, we may say the Lagrangian fibration π is semipositive.
Remark 1.3 Our assumption is justified for the following two aspects:
(1) (Non-emptyness) By [Aur07, Lemma 3.1] (see also [CLL12, §4.5]), the existence of a special
Lagrangian fibration usually implies the non-emptyness of each JK . Moreover, when dimM ≤ 8,
a regular J (making moduli spaces smooth manifolds) is semipositive for dimension reasons.
(2) (Openness) We expect the openness condition is inessential. Given E > 0, we define J≤EK by
only requiring disks of energy ≤ E has non-negative Maslov indices. One can show J≤EK is
open by Gromov compactness. Moreover, J≤EK decreases when K or E increases and JK =
limE→∞ J≤EK . Hence, we could possibly drop the openness condition by limiting procedure
as E → ∞ analogous to the Gross-Siebert’s program. We prefer to keep the above simpler
assumption; otherwise we have to perform a more advanced study on non-archimedean geometry.
2Be careful to distinguish gauge equivalences on (weak) bounding cochains from that on flat U(1)-connections
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Without loss of generality, we may further assume each intersection JK is connected; otherwise we
may pick one of its connected components. Further research may shed light on possible ways to drop
the assumption. For example, we may be able to further add higher-degree (weak) bounding cochains
or bulk deformations (e.g. [FOOO11]). Now we state the main theorem of this paper:
Theorem A Suppose Assumption 1.2 holds. We can associate to (M, ω, π) a triple (M∨,W∨, π∨)
consisting of a rigid analytic space M∨ , a global function3 W∨ , and a projection map π∨ : M∨ → B0
over the same base. Moreover, the triple is unique up to isomorphism of rigid analytic spaces.
Remark 1.4 (a) The reader may be concerned about the absence of singular fibers. But we emphasize
that pseudo-holomorphic disks allowed are not restricted to U ; they can enter into M and touch singular
fibers, whose information can be thereof detected somehow. (b) Mirror symmetry appears not only
for Calabi-Yau but also Fano varieties; for the latter the mirror is expected to be a Landau-Ginzburg
model: a pair consisting of a variety and a global potential function. We simultaneously deal with
the Calabi-Yau and Fano cases in this paper. In the Calabi-Yau case, W∨ is expected to be zero.
In Fano case, M∨ is relatively simple but W∨ is non-trivial. A remarkable point is that our mirror
Landau-Ginzburg model is built merely from the symplectic geometry of the Lagrangian fibration.
1.3 Overview
The starting point is the A∞ algebra m = (mk,β) (k ∈ N , β ∈ π2(M,L)) associated to a Lagrangian
torus L (which is also called the Fukaya algebra in the literature). We are especially interested in its
Maurer-Cartan equation which is defined by
(2) m∗(b) :=
∑
k,β T
E(β)mk,β(b, . . . , b) = 0
for b ∈ H1(L;Λ0) where Λ0 is the Novikov ring. Given a basis {ei} of H1(L), we can find xi ∈ Λ0
so that b = x1e1 + · · · + xnen . Considering degrees, the Maurer-Cartan equation decomposes into the
potential function PO (see [FOO+10, §4] or [FOOO10a, Definition 3.6.33]):
(3) PO(x1, . . . , xn) :=
∑
k,β:µ(β)=2 T
E(β)mk,β(b, . . . , b) = 0
together with the weak Maurer-Cartan equation
(4)
∑
k,β:µ(β)=0 T
E(β)mk,β(b, . . . , b) = 0
Note that µ(β) > 2 do not contribute for degree reasons. The spaces of solutions to (2) or (4) are often
called (weak) Maurer-Cartan schemes, which are denoted by M̂C (L) or M̂C w(L). As in (1), they
should determine the dual fibers. When there are no holomorphic disks, our naive mirror (1) recovers
the usual SYZ picture. Now, we are going to make the picture more precise.
Homological algebra and divisor axioms Just like [FOO+10], a key point is that applying the
divisor axioms transforms the above series PO in xi into a new one in yi = exi , still denoted by
(5) PO(y1, . . . , yn) :=
∑
β:µ(β)=2 T
E(β)e∂β∩bm0,β =
∑
β:µ(β)=2 T
E(β)y
∂1β
1 · · · y∂nβn m0,β
The computation from (3) to (5) using divisor axioms can be found in Remark 2.37. The idea is that
we work with the new series in yi and forget the original series in xi . This paper generalizes the toric
case in [FOO+10] to a more global picture, analogous to Gross-Siebert’s program [GS11]. To realize
3Let O be the structure sheaf with respect to the G-topology. Then we think of W∨ as a global section of O .
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this viewpoint, we have to keep divisor axioms in the homotopy theory of A∞ algebras, homological
perturbations, the Whitehead theorem and so on. This enforces us to build a new ud-homotopy theory of
A∞ algebras, which is simply the usual homotopy theory together with extra properties: strict unitalities,
cyclical unitalities, and divisor axioms; the prefix ’ud’ just means ‘unital with divisor axioms’. Roughly,
we give a mild generalization of the homological algebra appearing in [Fuk10] and [FOOO10a].
Here the cyclical unitality (Definition 2.30) naturally comes out when attempting to incorporate divisor
axioms into the homotopy theory of A∞ algebras. For instance, this together with divisor axioms gives
the correct induction hypothesis for proving the Whitehead theorem. Moreover, just like how we prove
divisor axioms as in [Fuk10], this new unitality can be proved using the same tool, the forgetful map
(see §6.3). This should not be a coincidence.
Mirror local charts and A∞ algebras. The Novikov field Λ admits a non-archimedean valuation
denoted by val. Set Λ× = Λ \ {0} and the non-archimedean torus trop : (Λ×)n → Rn replaces
the complex torus (C×)n → Rn . Then the preimage trop−1(∆) of a rational polyhedral ∆ ⊂ Rn is
an affinoid space (like an affine scheme), called a polytopal domain, and its algebra of functions is
given by the so-called polyhedral affinoid algebra Λ〈∆〉 consisting of all formal Laurent power series∑
ν∈Zn aνz
ν so that val(aν ) + u · ν → ∞ for all u ∈ ∆ . We consider the rigid analytic subvariety
V(a) in trop−1(∆) cut out by the ideal a of weak Maurer-Cartan equations. Then, V(a) and trop will
respectively become local models of the mirror M∨ and the map π∨ : M∨ → B0 .
In our situations, the base B0 admits an integral affine structure and looks like Rn locally. Choose a
sufficiently fine polyhedral covering {∆i | i ∈ I} of the base and pick points qi ∈ ∆i , and we may
embed (∆i, qi) into the space pair (Rn, 0) for which we can define Λ〈∆i, qi〉 and tropqi as above. Given
J ∈ J(M, ω), we can associate to the Lagrangian fiber Li ≡ Lqi ≡ π−1(q) an A∞ algebra mˇ := mˇJ,Li
on the de Rham complex Ω∗(Li). By homological perturbation with respect to g-harmonic contractions
(Lemma 7.1), we can further obtain an A∞ algebra m := mg,J,Li on the de Rham cohomology H∗(Li)
called canonical model [FOOO10a] of mˇ. This homological perturbation, which depends on a metric
g, is used to transfer Fukaya’s trick from the chain-level to the cohomology-level. Consider the series:
Pi =
∑
TE(β)y∂βm0,β
Restricting to UnΛ ≡ trop−1(0), this series recovers the Maurer-Cartan equation of m using Lemma
2.2 and divisor axioms. Actually Pi contains more information, since we can define Pi on trop−1qi (∆i)
for small ∆i ∋ qi thanks to the reverse isoperimetric inequalities [GS14]. Then, using Fukaya’s tricks
the Maurer-Cartan equations of nearby Lagrangian fibers over ∆i can be also captured by Pi . Just
like how we decompose (2) into (3) and (4), we write Pi = W i · 1 + Qi where W i and Qi consist of
all Maslov-two and Maslov-zero terms respectively by Assumption 1.2. If we denote by ai the ideal
generated by (components of) Qi , then its ‘zero locus’ gives a local chart Xi for the mirror M∨ :
Xi := V(ai) = SpΛ〈∆i, qi〉/ai
Meanwhile, W i offers a local model of the potential function W∨ . After local charts are decided, we
need transition maps to ‘glue’ them. Basically, the transition map is a combination of two aspects: the
Fukaya’s trick and the A∞ homomorphism caused by a change of almost complex structure.
Fukaya’s tricks. Let L and L˜ be two Lagrangian fibers over q, q˜ ∈ B0 , which admit a small
isotopy F so that F(L) = L˜ . Denote by M(J,L) and M(J, L˜) the moduli space systems of pseudo-
holomorphic disks determining the chain-level A∞ algebras mˇJ,L and mˇJ,L˜ . Then, the Fukaya’s trick
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roughly says the diffeomorphism F gives rise to a natural identification M(J,L) ∼= M(F∗J, L˜) for
F∗J := dF ◦ J ◦ dF−1 . Indeed, the fact that u : (D, ∂D) → (M,L) is a J -holomorphic is exactly
equivalent to that F ◦ u : (D, ∂D) → (M, L˜) is F∗J -holomorphic. This turns out to give us an ‘F -
pushforward’ A∞ algebra mˇF∗J,L˜ ≡ (F−1)∗ ◦mˇJ,L ◦F∗ . Since the defining moduli spaces are identified,
it is almost the same as the original mˇJ,L except the energy is varied by E(F∗β) = E(β)+ 〈∂β, q˜− q〉.
Using the g-harmonic contraction ensures that the resulting canonical model can inherit Fukaya’s tricks
as well. Roughly, performing F∗g-homological perturbation to the F -pushforward mˇF∗J,L˜ , we get the
canonical model mF∗(g,J),L˜ which satisfies an analogous formula that mF∗(g,J),L˜ ≡ (F−1)∗ ◦mg,J,L ◦ F∗
where (F−1)∗ and F∗ are no longer in the chain-level but in the cohomology-level. Thus, they enjoy
the homotopy invariance and a different choice of F but in the same homotopy class leads to the same
pushforward A∞ algebra defined on H∗(L). This point is crucial for the choice independence of the
mirror transition maps.
Mirror transition maps and A∞ homomorphisms. Next, wewant to find an A∞ homomorphism
from mg,J,L˜ to mF∗(g,J),L˜ ; we need both a path J = (Jt) from F∗J to J and a path g = (gt) of metrics
from F∗g to g. In the chain-level, considering the bifurcation union ⊔tM(Jt, L˜) of moduli spaces
provides an algebraic structure called a pseudo-isotopy Mˇ , which is roughly a family of A∞ algebras,
moving from mˇJ,L˜ to mˇF∗(J,L) . The extra path g is used to produce a pseudo-isotopy M from mF∗(g,J),L˜
to mg,J,L in the cohomology level. By a purely algebraic construction (§5), Mˇ and M individually
determine two A∞ homotopy equivalences, denoted by Cˇ = CˇF and C = CF . Including Fukaya’s trick
discussed before, we make the diagram below for a summary of the pictures.
M(J,L) ∼=M(F∗J, L˜) J−→M(J, L˜) ///o/o/o mˇJ,L ≈ mˇF∗J,L˜ Cˇ
F←− mˇJ,L˜ g ///o/o/o mg,J,L ≈ mF∗(g,J),L˜ CF←− mg,J,L˜
Now, assume L = Lj and L˜ = Lk happen to be the chosen Lagrangian torus fibers over qj ∈ ∆j and
qk ∈ ∆k . As the category of affinoid spaces is equivalent to the opposite category of affinoid algebras
(like that of affine schemes), we can start with an affinoid algebra homomorphism:
(6) φF : Λ〈∆k, qk〉 → Λ〈∆j, qj〉 Yα 7→ T〈α,q˜−q〉Yα exp〈α,
∑
β C
F
0,βT
E(β)Y∂β〉
We remark that this formula is due to [Tu14]. Here Y is a formal symbol and α ∈ π1(L) ∼= π1(L˜) ∼= Zn .
Heuristically, the multiplicator T〈α,q˜−q〉 corresponds to the Fukaya’s trick, meanwhile the exponential
part corresponds to the A∞ homomorphism which describes moving almost complex structures. By
degree reasons, the formula also tells us that the wall-crossing phenomenon is only contributed by the
Maslov-zero disks, which agrees with the previous observations [Aur07, §3.2-3.3]. Nevertheless, one
significant potential trouble is that φF generally depends on the various choices, but fortunately this
does not matter for the following two reasons:
(A) We just need a quotient homomorphism ϕ : Λ〈∆k, qk〉/ak → Λ〈∆j, qj〉/aj so that ϕ(Wk) = W j .
(B) ϕ only depends on the ud-homotopy class of CF and thus does not depend on the various choices.
Therefore, our transition map ψjk from Xj to Xk given by the quotient homomorphism ϕ is really
well-defined and unambiguous. To obtain the quotient in (A), we show the following wall-crossing
formula (Theorem 9.12): there exist some series Rηpq so that for any η ∈ H∗(Lk) we have
φF(〈η,Pk〉) = 〈F∗η,1j〉 ·W j +
∑
R
η
pq · Qj
where 〈η, ·〉 is the natural pairing, and 1j ∈ H0(Lj) denotes the constant-one function. For the key
ideas of proof, just have a look at Remark 2.4. Now, let us just suppose the formula is true. Then by
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choosing various η , one can conclude that φFWk equals to W j modulo the ideal aj and that φF(ak) is
contained in the ideal aj . To see the point (B), we need more efforts. Shortly, its proof exactly reflects
the spirit in [FOOO10a, §4.3.2] that the set of gauge equivalence classes of (weak) bounding cochains
is ‘homotopic invariant’. Roughly, if f0 and f1 are ud-homotopic A∞ homomorphisms, say, from m′
to m , then the ud-homotopy condition means the existence of operators (fs) and (hs) for s ∈ [0, 1]
satisfying certain conditions (Corollary 2.47). As a result, for degree-one inputs b we have∑
TE(β)
(
f1k,β(b, . . . , b)− f0k,β(b, . . . , b)
)
=
∑
TE(β)
∫ 1
0 ds · hs(b, . . . , b,m′(b, . . . , b), b, . . . , b)
+
∑∫ 1
0 ds ·m
(
fs(b, . . . , b), . . . , fs(b, . . . , b), (hs)ℓ,β0(b, . . . , b), f
s(b, . . . , b), . . . , fs(b, . . . , b)
)
By unitality, the first sum vanishes modulo weak Maurer-Cartan equations (which corresponds to aj ).
Moreover, the non-negativity of Maslov indices implies that a non-zero (hs)ℓ,β0(· · · ) term can only be
degree-zero, and then the cyclical unitality can be used to eliminate the second sum. In our situation,
a different choice F′ turns out to give some CF
′
which is ud-homotopic to CF . The above discussion
together with divisor axioms infers that φF
′
and φF in (6) only differ by something in aj . Eventually, the
cocycle conditions among these transition maps can be proved in almost the same line of (B). Roughly,
we just need to show the ud-homotopy between some Cik and some composition Cjk ◦ Cij .
Structure of paper. In §2 we fix notations and introduce the category U D with related definitions,
for which we carry out necessary homological algebra in §3 §4 §5. The main ideas already exists in
the literature [FOOO10a,Mar06,Fuk10], but it is new to further incorporate divisor axioms and cyclical
unitalities. In §7, we introduce the harmonic contractions and explain how they fit into U D . They
can be also used to keep Fukaya’s tricks, which are studied in §8, inside the framework of U D . In
§6 we review A∞ algebras associated to Lagrangians and explain how divisor axioms and unitalities
naturally arise by using forgetful maps on moduli spaces. We will make as precise as possible citations
on virtual-technique literatures like [FOOO15,FOOO17b].
All previous sections are preparations. Only in the last §9 we eventually perform themirror construction
in rigid analytic world. For a glimpse of the story, it might be enough to just read §1, §2 and §9.
1.4 Further remarks
Virtual techniques. The use of Fukaya’s tricks somehow demonstrates the necessity of a J -
dependent theory of Lagrangian Floer homologies, as F∗J may be no longer regular in general.
Moreover, using virtual techniques makes our mirror construction cleaner. However, we also empha-
size that there is no over-reliance on virtual techniques for the following reasons.
Our mirror construction is almost algebraic, since building blocks like A∞ algebras, A∞ homomor-
phisms, Fukaya’s tricks are all formulated in algebraic equations. How geometric/analytic tools are
used to obtain these algebraic structures is not really relevant, but those formal power series, ideals,
affinoid spaces (and so on) are more important. Indeed, the mirror analytic space is obtained mostly by
homological algebra and rigid analytic geometry. On the other hand, axiomatization can be a potential
way to understand it without being an expert of virtual techniques. By pretending moduli spaces are
manifolds we should at least predict the correct algebraic equations to formulate axioms. As the virtual
techniques were expected to ‘cover’ cases of smooth manifolds, we believe that any version of virtual
techniques, now or in the future4, will probably lead to the same algebraic structures and thus the same
mirror construction.
4At the time of writing this paper, we know the following virtual techniques by: Fukaya-Oh-Ohta-Ono
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Comparison with Gross-Siebert’s program. Our work is very much inspired by Gross-Siebert’s
program [GS11]. They construct Calabi-Yau toric degeneration from certain combinatorics data (B,P)
consisting of an integral affine manifold B with singularities and a polyhedral decomposition P of
B . Their algorithm begins with the existence of certain a sequence (Sk)k∈N of extra data, called
structures, and inductively the extra new data are added, called walls and slabs which are polyhedras of
codimension-one further subdividing B . They are required to be consistent order-by-order in a sense
so that the order-k gluing procedure can pass to the limit k → ∞ . Thus, wall-crossing phenomenon
seems to be infinitely involved, and our mirror transition maps created by A∞ relations are reasonable.
Moreover, it is natural to anticipate that this limiting procedure may be related to some energy filtration
in A∞ world (see for example Remark 1.3 (2)).
On the other hand, from symplectic viewpoint an integral affine structure is automatic by the existence
of a Lagrangian fibration. Furthermore, the idea of (non-archimedean) tropical geometry [Gub07] is
used in this paper, meanwhile Gross-Seibert’s construction also uses the combinatorics data in a tropical
natural. These analogies may indicate that our mirror construction may be a symplectic counterpart of
Gross-Siebert’s program. It would be excited to study the potential hidden relations in the future.
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foremost thanks are to my advisor, Kenji Fukaya, for his encouragement, guidance and support along
the way. I would like to thank my college teacher Jun Sun for useful lessons of differential geometry.
I also benefit from conversations with Mohamed Abouzaid, Mohamed El Alami, Catherine Cannizzo,
Xujia Chen, Andrew Hanlon, Enrica Mazzon, Mark McLean, Kevin Sackel, Yuhan Sun, Yi Wang, and
Aleksey Zinger. Finally, I want to express my gratitude to Tim Campion, JÃ©rÃ·me Poineau, Xavier
Xarles, and some anonymous people for valuable discussions via the website mathoverflow.net, from
which I learn ideas and knowledge about non-archimedean geometry, and especially I want to thank
Will Sawin for his answer there which inspires an elegant proof of Lemma 2.3.
2 Preparation on algebras
2.1 Novikov field
Throughout this paper, we mainly work with the well-known Novikov field Λ consisting of all formal
series
∑∞
i=0 aiT
λi where ai ∈ C , T is a formal symbol and {λi}∞i=0 forms a strictly divergent increasing
sequence of real numbers. It enjoys a non-archimedean valuation map
val : Λ→ R ∪ {∞}
defined by sending such a non-zero series to the smallest λi with ai 6= 0 and the zero to ∞ . This is
equivalent to a (non-archimedean) absolute value | · | = exp(− val(·)) : Λ → R≥0 ∪ {∞} and thus it
makes sense to talk about convergence. Let us call the resulting topology adic topology. By setting
FaΛ = val−1 [a,∞] for various a we get the so-called energy filtration. Note that we have a valuation
ring Λ0 := val
−1[0,∞], called Novikov ring, and its unique maximal ideal Λ+ := val−1(0,∞]. The
residual field Λ0/Λ+ coincides with C and actually we have Λ0 ≡ C ⊕ Λ+ . For the multiplicative
[FOOO10a,FOOO10b,FOOO15,FOOO17b,FOOO17a,FOOO18], Hofer-Wysocki-Zehnder [HWZ10,HWZ09b,
HWZ09a], Joyce [Joy14, Joy15, Joy07], Pardon [Par16,Par15], and Yang [Yan14].
10 Hang Yuan
group UΛ ≡ val−1(0) we have UΛ ≡ C∗ ⊕ Λ+ . A significant property of the Novikov field Λ is that
we can analogically define exponential and logarithm functions.
Definition 2.1 Given x ∈ Λ0 , there is a unique decomposition x = x0+x+ with x0 ∈ C and x+ ∈ Λ+ .
Given y ∈ UΛ , there is a unique decomposition y = y0(1+ y+) with y0 ∈ C∗ and y+ ∈ Λ+ . Define
exp(x) := ex0
∑
k≥0
xk+
k! log(y) := (log(y0)+ 2πiZ)+
∑
k≥1(−1)k+1
yk+
k
As x+, y+ ∈ Λ+ , the two series in the above are all convergent. By definition, exp(x) ∈ C∗ · (1+Λ+) ≡
UΛ and log(y) ∈ C/2πiZ ⊕ Λ+ ≡ Λ0/2πiZ . It is routine to show the following lemma:
Lemma 2.2 The standard isomorphism C∗ ∼= C/2πiZ can extend to the following:
UΛ
log
⇄
exp
Λ0/2πiZ
In particular, for any y ∈ UΛ (i.e. val(y) = 0) there exists some x ∈ Λ0 so that y = exp(x).
We are interested in the following non-archimedean torus
trop : (Λ×)n → Rn, (z1, . . . , zn) 7→
(
val(z1), . . . , val(zn)
)
because as said in the introduction we will show a local chart of mirror space lives in trop−1(∆) for
some rational polyhedron ∆ (see Appendix A).Specifically, we point out that UnΛ ≡ trop−1(0).
Lemma 2.3 If f =
∑
ν∈Zn cνz
ν ∈ Λ[[z±1 , . . . , z±n ]] vanishes on UnΛ , then f is identically zero.
Proof. The condition actually tells that f converges on UnΛ ≡ trop−1(0). Thus, by Proposition A.3
we know that f ∈ Λ〈{0}〉 ≡ Λ〈z±1 , . . . , z±n 〉, in particular, as |ν| → ∞ , we have val(cν)→∞ namely
|cν | → 0. Arguing by contraction, we suppose f was not identically zero. Without loss of generality
we may assume the sequence |cν | attains a maximal value |cν0 | = 1 for some ν0 ∈ Zn , and we may
further assume cν0 = 1. Recall that the residual field is Λ0/Λ+
∼= C , and that Λ0 = {c : val(c) ≥
0} = {c : |c| ≤ 1} and Λ+ = {c : val(c) > 0} = {c : |c| < 1}. Then since |cν | ≤ 1 for all ν , we
know f ∈ Λ0[[z±]]. Moreover, taking the quotient by ideal of elements with norm < 1, we get a power
series f¯ =
∑
ν c¯νz
ν over the residue field C . Since cν → 0, we have |cν | < 1 and thus c¯ν = 0 for all
large enough ν , f¯ is in reality a nonzero Laurent polynomial with c¯ν0 = 1. But by assumption f¯ (y¯)
vanishes for all y¯ ∈ (C×)n and so f¯ must be identically zero. This is a contradiction.
Remark 2.4 These simple lemmas will turn out to be extremely important, although they are just
basic non-archimedean analysis. The idea is roughly as follows. Using Lemma 2.3 and Lemma 2.2
together, if we want to show some series f (z1, . . . , zn) ≡ 0, it suffices to show f (ex1 , . . . , exn ) ≡ 0. In
our application, we work with (weak) Maurer-Cartan equations, and this trick allows us to apply divisor
axioms. Hence, various A∞ structures in Lagrangian Floer theory will join in the game.
2.2 Gapped A∞ algebras and A∞ homomorphisms
We first review the homological algebra ofA∞ structures but adopt a framework slightly different from
the literature. We also fix notations and conventions.
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Definition 2.5 We define a label group to be a triple (G,E, µ) consists of an abelian group G and
group homomorphisms E : G→ R , µ : G→ 2Z . Denote by 0 the unit of G. We often omit E, µ .
Remark 2.6 Given the gappedness as below, people maywork with monoids as in [FOOO10a], instead
of groups. But the monoids may depend on choices. Since in practice they are all contained in the same
group, we prefer to use a label group and make all these monoids implicit.
Definition 2.7 Let C , C′ be graded vector spaces and G be a label group. Given k ∈ N and β ∈ G,
we define5 CCk,β(C′,C) := Hom(C′
⊗k,C) where taking a different label β ∈ G just gives another
copy of the same space. Given β ∈ G, we define CCβ(C′,C) :=
∏
k≥0CCk,β(C
′,C) and
CC(C′,C) := CCG(C′,C)
to be the subspace of
∏
β∈GCCβ(C
′,C) =
∏
k,βCCk,β(C
′,C) consisting of t = (tk,β) satisfying the
following gappedness condition:
(a) t0,0 = 0.
(b) If E(β) < 0 and if E(β) = 0 but β 6= 0, then tβ = (tk,β)k∈N vanish identically.
(c) For any E0 > 0 there are only finitely many β ∈ G such that tβ 6= 0 and E(β) ≤ E0 .
Convention 2.8 If C = C′ we often write CC(C) instead. Moreover, we also often omit C , C′ or
G and hence write CCk,β , CCβ , CCG , or just CC. An element of CC is often called an operator
system. An operator system t satisfying (a) and (b) above is called gapped or G-gapped.
Remark 2.9 We can do induction on the pairs (k, β). To be precise, we can introduce an order on the
set of all such pairs: (k′, β′) < (k, β) if either E(β′) < E(β) or E(β′) = E(β), k′ < k . The gappedness
also tells that there are at most countably many β involved.
The geometric idea that a non-constant pseudo-holomorphic curve has positive energy together with
Gromov compactness inspire the conception of gappedness above. To compute signs easily, it is useful
to introduce the ‘twisted’ identity id# = id# defined by x 7→ (−1)deg x−1x. We put
(7) x# = id#(x) = (−1)deg x−1x
A direct observation is that, for some multi k-linear map φ , we have (−1)deg φ+k−1id# ◦φ = φ◦ (id#)⊗k .
If we use the so-called shifted degree defined by
(8) deg′ x = deg x− 1
then the shifted degree of a multi-k-linear map φ becomes deg′ φ = degφ− 1+ k . Given p ∈ N , we
put φ#p := φ ◦ (id#p)⊗k where id#p denotes a p-iteration id# ◦ · · · ◦ id# of id# . So, we obtain that
(9) φ# = (−1)deg′ φid# ◦ φ, φ#p = (−1)deg′ φ · id# ◦ φ#(p−1) = · · · = (−1)p·deg′ φid#p ◦ φ
Definition 2.10 Fix operator systems f = (fk,β) ∈ CC(C′′,C′), g = (gk,β) ∈ CC(C′,C) and
h = (hk,β) ∈ CC(C). The composition g ◦ f ∈ CC(C′′,C) of f and g is defined by
(g ◦ f)k,β =
∑
ℓ≥1
∑
k1+···+kℓ=k
∑
β0+β1+···+βℓ=β
gℓ,β0 ◦ (fk1,β1 ⊗ · · · ⊗ fkℓ,βℓ)
The Gerstenhaber product g ⋆ h ∈ CC(C′,C) is defined by the following operators
(g ⋆ h)k,β =
∑
λ+µ+ν=k
∑
β′+β′′=β
gλ+µ+1,β′ ◦ (idλ# ⊗ hν,β′′ ⊗ idµ)
5when k = 0 we may think of this as Hom(R,C) ∼= C
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The gappedness conditions ensure that the summations in the above definition are all finite; and one can
also show that the resulting g ◦ f and g ⋆ h are still gapped. Note that g3 ◦ (g2 ◦ g1) = (g3 ◦ g2) ◦ g1 .
Definition 2.11 A G-gapped A∞ algebra is a graded R-vector space C and an operator system
m = (mk,β) ∈ CCG(C,C) such that degmk,β = 2− k − µ(β) and the following A∞ relation holds∑
β′+β′′=β
∑
λ+µ+ν=k
mλ+µ+1,β′ ◦ (idλ# ⊗mν,β′′ ⊗ idµ) = 0
In short, the relation can be written as m ⋆m = 0.
Definition 2.12 Let (C,m), (C′,m′) be two G-gapped A∞ algebra. AG-gapped A∞ homomorphism
from m′ to m is an operator system f = (fk,β) ∈ CCG(C′,C) such that deg fk,β = 1 − k − µ(β) and
the A∞ relation m ◦ f = f ⋆m′ holds, or more concretely,∑
ℓ≥1
∑
0=j0≤···≤jℓ=k
β0+β1+···+βℓ=β
mℓ,β0 ◦ (fj1−j0,β1 ⊗ · · · ⊗ fjℓ−jℓ−1,βℓ) =
∑
λ+µ+ν=k
β′+β′′=β
fλ+µ+1,β′ ◦ (idλ# ⊗m′ν,β′′ ⊗ idµ)
Convention 2.13 We will use (C,m), C or m to represent a G-gapped A∞ algebra. We often omit
saying ‘G-gapped’. Unless we further specify, all A∞ algebras and A∞ homomorphisms we consider
from now on are G-gapped for some label group G.
Once again, the summations are all finite thanks to the gappedness conditions. If f and g are two
gapped A∞ homomorphisms then it is standard that g ◦ f is also a gapped A∞ homomorphism. If m
is a gapped A∞ algebra and f is a gapped A∞ homomorphism, then the shifted degrees are given by
deg′m = 1 and deg′ f = 0, and thereby m# = −id# ◦m and f# = id# ◦ f .
Remark 2.14 A G-gapped A∞ algebra (C,m) gives another G-gapped A∞ algebra by ‘forgetting’
all mk,β with β 6= 0. This is called the reduction of (C,m) denoted by (C, m¯). Moreover, observe that
(C,m1,0) is a cochain complex, since the above A∞ relations also tells m1,0 ◦m1,0 = (m ⋆m)1,0 = 0.
Definition 2.15 We define the following incomplete or partial A∞ conditions.
(a1) An operator system m¯ = (mj,0)1≤j≤k ∈ CC0(C,C) is called a G-gapped Ak algebra (modulo
TE=0 )6 if m¯ ⋆ m¯|CCj,0 = 0 and degmj,0 = 2− j for 1 ≤ j ≤ k .
(a2) An operator system m = (mk,β)k≥0,E(β)≤E ∈ CC(C,C) is called a G-gapped A∞ algebra
modulo TE if m ⋆m|CCk,β = 0 and degmk,β = 2− k− µ(β) for k ∈ N and β with E(β) < E .
(b1) Let (C,m) and (C′,m′) be two G-gapped A∞ algebras and let m¯ and m¯′ be their reductions.
An operator system f¯ = (fj,0)1≤j≤k ∈ CC0(C′,C) is called a G-gapped Ak homomorphism
(modulo TE=0) if (m¯ ◦ f¯− f¯ ⋆ m¯′)|CCj,0 = 0 and deg fj,0 = 1− j for 1 ≤ j ≤ k .
(b2) An operator system f ∈ CC(C′,C) is called a G-gapped A∞ homomorphism modulo TE if
(m ◦ f− f ⋆m′)|CCk,β = 0 and deg fk,β = 2− k − µ(β) for all k ∈ N and β with E(β) < E .
(b3) Given B ∈ G, an operator system f ∈ CC(C′,C) is called a G-gapped A∞,B homomorphism
if it is an A∞ homomorphism modulo TE(B) and moreover (m ◦ f− f ⋆m′)|CCB = 0.
6 Probably it is more precise to phrase ‘modulo Tǫ for every small ǫ’ here
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Working label groups. Take a symplectic manifold (M, ω) and an oriented Lagrangian submanifold
L ⊂ M . We consider the image of Hurewicz homomorphism:
(10) G(M,L) = im (π2(M,L)→ H2(M,L))
By considering only images from π2 -group, we can for example exclude higher genus surfaces. It comes
with the energy map E : G(M,L)→ R given by β 7→ ω ∩ β and the Maslov index µ : G(M,L)→ 2Z .
Since L is oriented the image of µ maps into 2Z as we requested. Abusing notations, we define
π1(L) = im (π1(L, x)→ H1(L))
to be the image of the abelianization map of the fundamental group at some x ∈ L . The natural map
π2(M,L, x)→ π1(L, x) for some x ∈ L induces an operator which is independent of the point x ∈ L:
∂ : G(M,L)→ π1(L)(11)
In our application, L is just a torus, all π1(L, x), π1(L) and H1(L) are the same.
2.3 P-pseudo-isotopies
Since now, we always assume C is a locally convex topological vector space, or even assume it is a
direct sum of differential form spaces on several smooth manifolds, which is good enough.
Let P be a contractible compact smooth manifold with corners, for example P = [0, 1] or a d-simplex.
The definition of smooth functions on a manifold with corner P should be subtle. For our purpose,
we require such a function to be constant or be collared7 near the boundaries and corners. But for
simplicity we prefer to make this point implicit and still use notations like C∞(P), Ω∗(P), and so on.
Now, take the set C∞(P,C) of all smooth maps from P to C , and we consider the following modules:
CP := Ω
∗(P)⊗C∞(P) C∞(P,C)
Alternatively, one can also think of CP as the set of smooth sections on the bundle Λ∗(P)⊗ C → P of
C -valued differential forms on P . Any element in CP is a linear combination of η⊗x(·) with η ∈ Ω∗(P)
and x ∈ C∞(P,C). A grading on C naturally offers a one on C∞(P,C) =⊕d≥0 C∞(P,Cd) and there is
a natural bi-grading on CP : an element η⊗ x(·) is of degree (p, q) if η ∈ Ωp(P) and x(·) ∈ C∞(P,Cq).
The following two kinds of maps interest us. First, we have a natural inclusion map
Incl := InclP : C→ CP
sending x to 1 ⊗ x, where we still use x to denote the constant map in C∞(P,C) with value x ∈ C .
Second, there is also a family of evaluation maps parameterized by s ∈ P
Evals : CP → C
sending 1⊗x(·) to x(s) and η⊗x to zero for η ∈ Ω>0(P). Geometrically, when C = Ω∗(L), identifying
(12) η ⊗ x↔ η ∧ x
gives an isomorphism of vector spaces Ω∗(L)P ∼= Ω∗(P × L). Moreover, Incl and Evals can be
recognized in this case as the pullbacks of projection pr : P × L → L and the inclusions ιs : L →
{s} × L ⊂ P× L respectively. Just like ι∗s ◦ pr∗ = id, one can easily see that
Evals ◦ Incl = id
7This means the function looks linear on some neighborhoods of corners and it remains constant near the
boundaries away from corners. We cannot find a good reference for the collared-ness and the reader may have a
look at [FOOO17b, p71, Figure 8] for some ideas.
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holds in general. As in [FOOO17b, Remark 21.28] we make the following definitions. For I =
(i1, . . . , ir) we denote dsI = dsi1 ∧ · · · ∧ dsir .
Definition 2.16 A multi-linear operator M : C⊗kP → C′P is said to be P-pointwise (or simply
pointwise) if we have the following sign compatibility condition: for any σ ∈ Ω∗(P) we have
M(η1⊗x1, . . . , σ∧ηi⊗xi, . . . , ηk⊗xk) = (−1)deg σ·
(
(degM−1+k)+∑i−1
a=1(deg ηa+deg xa−1)
)
σ∧M(η1⊗x1, . . . , ηk⊗xk)
In a nutshell, and using the shifted degree deg′ in (8), this says,
M(y1, . . . , yi−1, σ ∧ yi, yi+1, . . . , yk) = (−1)deg σ·deg′Mσ ∧M(y# deg σ1 , . . . , y# deg σi−1 , yi, yi+1, . . . , yk)
Remark 2.17 The pointwiseness roughly says that taking inputs only in the form 1 ⊗ x is enough
to determine the operator M . Concretely, we have a smooth family of operators MsI : C
⊗k → C′
parameterized by s ∈ P and ordered subsets I = {i1 < · · · < id} ⊂ {1, 2, . . . , dimP} so that
M(1 ⊗ x1, . . . , 1⊗ xk)(s) =
∑
I dsI ⊗MIs
(
x1(s), . . . , xk(s)
)
. In short, we may write
(13) M =
∑
I dsI ⊗MIs = 1⊗M∅s +
∑
d≥1;i1<···<id dsi1 ∧ · · · ∧ dsid ⊗M
i1···id
s
For instance, any operator m : C⊗k → C′ can be trivially extended to a P-pointwise operator M :
C⊗kP → C′P defined by M = 1⊗m .
Suppose we further impose a cochain complex structure, say (C,m1,0). It induces a natural cochain
complex on CP , whose differential MP1,0 is given by (note that m1,0 is independent of s ∈ P)
(14) MP1,0(dsI ⊗ x) = (−1)|I|
(
dsI ⊗m1,0(x)+
∑dim P
i=1 dsI ∧ dsi ⊗ ∂six
)
For these differential maps, Incl and Evals also become cochain maps. In view of (13) we may write
MP1,0 = 1⊗m1,0 +
∑
i dsi ⊗ ∂si
The sign here is exactly compatible with Definition 2.16. When C = Ω∗(L) with the standard exterior
differential m1,0(x) := d(x) on L , we can show the following by routine computation:
Lemma 2.18 The identification (12) gives rise to an isomorphism Ω∗(L)P ≡ Ω∗(P × L) of cochain
complexes so that the differential in (14) agrees with the exterior derivative dP×L .
Remark 2.19 Following [Sol18, §4.3], the sign convention we choose will makes m1,0 = d which
is slightly different from [FOOO17b, Definition 21.29]) where they adopt another convention so that
m1,0(x) = (−1)n+deg xd(x) instead. See also §6 later. We can relate them to each other by the
transformation m˜k,β(x1, . . . , xk) = (−1)ǫmk,β(x1, . . . , xk) for ǫ =
∑
1≤i≤k(n+ deg xi).
In cohomology level, we always regard H∗(L) as a cochain complex with the zero differential. Then,
Corollary 2.20 We have the following natural identifications of cochain complexes (Ω∗(L)P1)P2 ≡
Ω∗(L)P2×P1 and (H
∗(L)P1)P2 ≡ H∗(L)P2×P1 .
Proof. The first one is direct: (Ω∗(L)P1)P2 ∼= (Ω∗(P1 × L1))P2 ∼= Ω∗(P2 × P1 × L). For the second
one, just observe that H∗(L) ∼= Rm by selecting a basis, and then H∗(L)P1 ≡ Ω∗(P)⊕m . Hence by the
lemma again, (H∗(L)P1)P2 ≡ (Ω∗(P1)P2)⊕m ≡ Ω∗(P2 × P1)⊕m ≡ H∗(L)P2×P1
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Lemma 2.21 Given a manifold L and s ∈ P , the evaluation maps Evals : Ω∗(L)P → Ω∗(L) and Evals :
H∗(L)P → H∗(L) are quasi-isomorphisms of cochain complexes. Therefore, Evals : (Ω∗(L)P1)P2 →
Ω∗(L)P1 and Eval
s : (H∗(L)P1)P2 → H∗(L)P1 are also quasi-isomorphisms.
Proof. For the first map, just observe that the evaluation map Evals is identified with the pull-back of
inclusion ιs : L → {s} × L ⊂ P × L . And, since P is assumed to be contractible, Evals is a quasi-
isomorphism. For the second, picking up a basis wemay identify H∗(L) ∼= Rm and H∗(L)P ∼= Ω∗(P)⊕m .
Since we use the zero differential for H∗(L), the differential on H∗(L)P obtained by (14) coincides with
(up to sign) (dP)⊕m where dP denotes the exterior derivative on P . Now Evals simply agrees with
(ι∗)⊕m for the inclusion ι : {s} → P . Since P is contractible, the cohomology of H∗(L)P coincides
with H0(P)⊕m ∼= Rm ∼= H∗(L), and thus Evals is a quasi-isomorphism.
Definition 2.22 A(G-gapped) P-pseudo-isotopy (of A∞ algebras) on C is defined to be a P-pointwise
G-gapped A∞ algebra structure MP = (MPk,β) ∈ CCG(CP,CP) so that MP1,0 is given by (14).
When P = [0, 1] we often omit saying [0, 1] and just call it a pseudo-isotopy. Namely, a pseudo-
isotopy of C is a gapped [0, 1]-pointwise A∞ algebra structure M = (Mk,β) on C[0,1] so that there is
an operator m1,0 : C → C (independent of s) satisfying
(15)
M1,0(1⊗ x) = 1⊗m1,0(x)+ ds⊗ ddsx
M1,0(ds⊗ y) = −ds⊗m1,0(y)
The pseudo-isotopy, given in [Fuk10, Definition 8.5] or [FOOO17b, Definition 21.25], is defined in the
following way at first, which turns out to be equivalent to the above one.
Definition 2.23 A (classical) pseudo-isotopy of C is defined to be a family of operators msk,β and
csk,β , s ∈ [0, 1] on C , satisfying the following conditions:
(a) The maps s 7→ msk,β and s 7→ csk,β are all smooth on [0, 1]. They are of degree 2− k−µ(β) and
1− k − µ(β) respectively.
(b) For each s, (C,msk,β) is a gapped A∞ algebra with m1,0 := m
s
1,0 independent of s.
(c) If E(β) < 0 then csk,β = 0 for each s. For any s ∈ [0, 1], k ∈ N and E0 > 0 there are only
finitely many β ∈ G so that csk,β 6= 0 with E(β) ≤ E0 .
(d) cs1,0 =
d
ds
.
(e) For x1, . . . , xk ∈ C we have
d
ds
msk,β+
∑
i+j+ℓ=k
∑
β1+β2=β
(i+j+1,β1)6=(1,0)
csi+j+1,β1◦(idi#⊗msℓ,β2⊗idj) −
∑
i+j+ℓ=k
∑
β1+β2=β
(ℓ,β2)6=(1,0)
msi+j+1,β1◦(idi⊗csℓ,β2⊗idj) = 0
Beware that this is slightly different from that in [Fuk10] where cs1,0 was defined to be zero instead of
d
ds
as in (d) above. By putting cs1,0 =
d
ds
, we get d
ds
ms = d
ds
◦ ms −∑ms ◦ (idi ⊗ cs1,0 ⊗ idj) and thus
the equation (e) can be re-written as
∑
cs ◦ (id•# ⊗ ms ⊗ id•) =
∑
ms ◦ (id• ⊗ cs ⊗ id•). When P is
general, we can translate the conditions of being a P-pseudo-isotopy into conditions analogous to those
in Definition 2.23, but this is very cumbersome to write down.
Proposition 2.24 The two definitions of pseudo-isotopy are equivalent.
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Proof. This has been basically proved in [Fuk10, Lemma 8.1] and [FOOO17b, Lemma 21.31]. First
assume M = (Mk,β) is given. In view of Remark 2.17, there is a family cs so that
(16) M = 1⊗ms + ds⊗ cs
Note that the CC1,0 -component of it is just the equation (15) with c1,0 =
d
ds
. If we use (16) to unfold
the A∞ condition M ⋆M = 0, we exactly arrive at all the conditions in Definition 2.23.
Example 2.25 Given a gapped A∞ algebra structure m = (mk,β) on C , we can always construct the
so-called trivial pseudo-isotopy, often denoted by Mtri . Namely, we simply put all csk,β = 0 except
cs1,0 = d/ds, and all m
s
k,β = mk,β . Compare [FOOO10a, Lemma 4.2.13]. By Remark 2.17, we put
Mtri = 1⊗m+ ds⊗ d
ds
In higher dimensions the trivial pseudo-isotopy is just given by Mtri = 1⊗m+∑i dsi ⊗ ddsi .
There is an alternative name for our P-pseudo-isotopy used in [FOOO17b, Definition 21.29]: P-
parametrized family of G-gapped A∞ algebra strucres on C . In fact, a P-pseudo-isotopy at first can
give us a collection of A∞ algebras for all s ∈ P . Heuristically one can think of cs as ‘derivatives’ of
ms although this is not precise. Specifically, let (CP,MP) be a P-pseudo-isotopy and we can also write
MP(s) = 1⊗ms +∑I 6=∅ dsI ⊗ cI,s
The following is basically a corollary of the proof of Proposition 2.24 above.
Definition-Proposition 2.26 (C,ms) is a gapped A∞ algebra for each s ∈ P . We call (C,ms) the
restriction of (CP,MP) at s or alternatively we say MP restricts to ms .
Remark 2.27 Note that Evals can be naturally viewed as an A∞ homomorphism from (CP,MP) to
(C,ms) by putting Evals1,0 = Eval
s and all other Evalsk,β = 0. In other words, we have
(17) Evals ◦MPk,β = msk,β ◦ Evals
where the round circles mean the compositions on CC as in Definition 2.10. In contrast, Incl cannot
be viewed as an A∞ homomorphism in general, unless MP happens to be a trivial pseudo-isotopy.
2.4 Unitalities
Definition 2.28 A gapped A∞ algebra (C,m) is called (strict) unital if there exists some degree-zero
element 1 ∈ C , which is called a (strict) unit, so that
(a0) m1,0(1) = 0
(a1) m2,0(1, x) = (−1)deg xm2,0(x,1) = x;
(a2) mk,β(. . . ,1, . . . ) = 0 when (k, β) 6= (1, 0), (2, 0)
Let 11 and 12 be units of (C1,m1) and (C2,m2). A gapped A∞ homomorphism f : m1 → m2 is called
unital (with respect to 11 and 12 ) if
(b1) f1,0(11) = 12
(b2) fk,β(. . . ,11, . . . ) = 0 when (k, β) 6= (1, 0).
Definition 2.29 A gapped A∞ algebra (C,m) is called fully unital if, for any degree-zero e ∈ C ,
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(a2’) mk,β(. . . , e, . . . ) = 0 when (k, β) 6= (1, 0), (2, 0).
A gapped A∞ homomorphism f : m1 → m2 is called fully unital if, for any degree-zero e ∈ C1 ,
(b2’) fk,β(. . . , e, . . . ) = 0 when (k, β) 6= (1, 0).
Definition 2.30 An operator system t ∈ CCG is called cyclically unital if, for any degree-zero
element e and (k, β) 6= (0, 0), we have (‘CU’ below stands for ‘cyclical unitality’):
CU[t]k,β(e; x1, . . . , xk) :=
k+1∑
i=1
tk+1,β(x
#
1, . . . , x
#
i−1, e, xi, . . . , xk) = 0
Note that CU[t]0,0(e) = t1,0(e) can be non-zero in general. Recall (7) for x# . Be cautious that the
cyclical unitality applies for an arbitrary operator system t while the full unitality is defined just for
some A∞ algebra m or A∞ homomorphism f . The following concept may justify our new unitalities.
Definition 2.31 We say a gapped A∞ algebra (C,m) is a quantum correction to de Rham complex,
or in abbreviation, is a q.c.dR, if C is isomorphic to some de Rham complex Ω∗(N) for some manifold
N (recall Lemma 2.18 tells Ω∗(L)P ∼= Ω∗(P× L)), and the following properties are satisfied:
(a) mk,0 = 0 for k ≥ 3.
(b) m1,0(x) = dx for the exterior derivative d on N
(c) m2,0(x1, x2) = (−1)deg x1x1 ∧ x2 .
Remark 2.32 (1) To explain why the full unitality is reasonable, the key observation is that an A∞
algebra (Ω∗(L),m) associated to a Lagrangian (see §6) is also proved to be a q.c.dR in the literature8 .
As we know, the constant-one 1 ∈ Ω0(L) is going to be its unit, but the conditions (a0) (a1) in Definition
2.28 are satisfied just because of the q.c.dR’s properties. In reality, the method how we show (a2) holds
for 1 can be applied equally to any other degree-zero form (see §6.3).
(2) The cyclical unitality also comes out from mere homological algebra consideration. For example, it
gives a successful induction hypothesis when we attempt to inductively prove Whitehead theorem with
divisor axiom (Theorem 3.1). For another, the cyclical unitality is also essential for showing congruence
relations for a divisor-axiom-preserving homotopy theory of A∞ homomorphisms (Lemma 2.48). The
other way around, we will see divisor axioms and cyclical unitalities are not entirely geometrically
irrelevant, after all, both are obtained by using the same tools, forgetful maps (see Remark 6.2).
Lemma 2.33 If two gapped A∞ homomorphisms f, g are unital (resp. fully unital or cyclically unital),
then g ◦ f is also unital (resp. fully unital or cyclically unital).
Proof. We only show the cyclical unitality as other proofs are similar. For (k, β) 6= (0, 0), compute
CU[g ◦ f]k,β(e; . . . ) =
∑
(ℓ,β′)6=(0,0) g(f
# . . . f#,CU[f]ℓ,β′(e; ), f . . . f)+
∑
CU[g]m,β′′(f1,0(e); f, . . . , f)
The exceptional terms with (ℓ, β′) = (0, 0) in the first sum are all collected by the second sum. By
condition, deg f1,0 = 0 and thus the second sum vanishes since g is cyclically unital. Meanwhile, the
first sum vanishes because f is cyclically unital.
8See [FOOO17b, Definition 21.21 & Theorem 21.35(1)] for the latest de Rham model, and [FOOO10a,
Definition 3.5.6 & Remark 3.5.8] for the earlier singular chain model.
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Beware that the notion of [0, 1]-pseudo-isotopies of C is slightly stronger than that of arbitrary A∞
algebras on C[0,1] . To distinguish this, the following notion improves clarity.
Definition 2.34 A P-pseudo-isotopy (CP,MP) is said to be P-unital if there exists some 1 ∈ C0 so
that Incl(1) is a unit of MP . In this case we call either 1 ∈ C or Incl(1) ∈ CP a P-unit of (CP,MP).
2.5 Divisor axioms
From now on, we always assume the label group G = (G(M,L),E, µ) is given by our geometric one
(10), because we need the homomorphism ∂ : G(M,L) → π1(L) in (11) to define divisor axioms in
Lagrangian Floer theory. Note that they are studied in [Fuk10, Lemma 13.1] [Aur07, Remark 3.5]. To
start, for an operator system t ∈ CCG(C,C′), we write
DA[t]k,β,m(b; x1, . . . , xk) :=
∑
m0+···+mk=m
tk+m,β(
m0︷ ︸︸ ︷
b, . . . , b, x1,
m1︷ ︸︸ ︷
b, . . . , b, . . . ,
mk−1︷ ︸︸ ︷
b, . . . , b, xk,
mk︷ ︸︸ ︷
b, . . . , b)
But we more often use the abbreviation DA[t]k,β := DA[t]k,β,1 when m = 1.
Definition 2.35 Given any graded cochain complex (C, δ), we define the following set
(18) DI(C) := DI(C, δ) = {b ∈ C | b ∈ ker δ, deg b = 1}
We also put DI(C,Λ) = DI(C)⊗ˆΛ and both of them are called the space of divisor inputs.
Since now, we only consider the cases C = H∗(L)P or C = Ω∗(L)P (with their natural differentials),
for which we claim there are well-defined cap products:
(19) ∂β∩ : DI(C)→ R, DI(C,Λ)→ Λ
for any β ∈ G(M,L). To see this, let b be a divisor input, and then write
b = 1⊗ b¯s +∑dim Pi=1 dsi ⊗ bsi
(1) When C = H∗(L)P , the condition b is a divisor input can imply ∂sj b¯s = 0. Thus, b¯s ∈ H1(L) is
independent of s, and we just define ∂β ∩b to be ∂β ∩ b¯s for any s. (2)When C = Ω∗(L)P , the divisor
input condition tells db¯s = 0 and ∂sj b¯
s− dbsj = 0. Applying the natural quotient q : Z1(L)→ H1(L) to
the second equation yields that ∂sjq(b¯
s) = q(dbsj ) = 0. Hence the de Rham cohomology class q(b¯
s) is
also independent of s. So we can define ∂β ∩ b := ∂β ∩ b¯s for any s. Now, we will use (19) to define
divisor axioms. Note that a degree-zero cochain map f1,0 : C→ C′ preserves spaces of divisor input:
f1,0 : DI(C)→ DI(C′)
Definition 2.36 An operator system t ∈ CCG(C,C′) is said to satisfy divisor axioms if for any divisor
input b ∈ DI(C) the following divisor axiom equation: when (k, β,m) 6= (0, 0, 1) we have
(20) DA[t]k,β,m(b; x1, . . . , xk) =
(∂β ∩ b)m
m!
tk,β(x1, . . . , xk)
Remark 2.37 We indicate that the divisor axiom equations for k = 0 will be applied to (weak)
Maurer-Cartan equations, like
∑
mmm,β(b, . . . , b) =
∑
m
(∂β∩b)m
m! m0,β = e
∂β∩bm0,β holds for any β .
Furthermore, by combinatorics, only allowing m = 1 in the above (20), that is,
DA[t]k,β(b; x1, . . . , xk) = tk+1,β(b, x1, . . . , xk)+ · · ·+ tk+1,β(x1, . . . , xk, b) = ∂β ∩ b · tk,β(x1, . . . , xk)
for all (k, β) 6= (0, 0) actually yields an equivalent definition.
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2.6 Category U D
Our original purpose is to incorporate divisor axioms into the standard homotopy theory [FOOO10a]
of A∞ algebras, but the cyclical unitality usually accompanying as said in Remark 2.32 (2). Abusing
the notations, we denote by 1 the (class represented by) constant-one function in any one of Ω∗(L),
H∗(L), Ω∗(L)P and H∗(L)P . Recall G = G(M,L). Our claim, soon proved in Lemma 2.41, is that
(21) ˜U D := ˜U D(L) := ˜U D(L,M)
defined as follows will be a category:
(I) Every object in ˜U D is a G-gapped A∞ algebra with the following properties:
(I-0) it extends the natural cochain complex H∗(L)P or Ω∗(L)P for some P .
(I-1) it is P-unital and 1 is a P-unit;
(I-2) it is cyclically unital;
(I-3) it satisfies divisor axioms;
(I-4) it is a P-pseudo-isotopy (and particularly it is P-pointwise).
(II) A morphism f in ˜U D is a G-gapped A∞ homomorphism with the following properties
(II-1) it is unital with respect to the various 1 (in particular f1,0(1) = 1 by Definition 2.28(b))
(II-2) it is cyclically unital.
(II-3) it satisfies divisor axioms;
(II-4) it enjoys the following identity for any divisor input b:
(22) ∂β ∩ f1,0(b) = ∂β ∩ b
Remark 2.38 Roughly, we aim to describe (strict/cyclical) unitalities and divisor axioms categorically.
(1) The item (I-0) just means the CC1,0 -component of an object A∞ algebra must coincide with the
natural differentials introduced before (see e.g. Lemma 2.18). This item also ensures the cap product
(19) is also well-defined so that divisor axioms make sense.
(2) The condition (II-4) is necessary to preserve divisor axioms for compositions. We mention some
examples for which the above (22) holds: (i) f1,0 = i(g) : H∗(L)→ Ω∗(L) is some ‘harmonic inclusion’
which will be discussed in (88); (ii) f1,0 = π(g) : Ω∗(L) → H∗(L) is some ‘harmonic projection’ in
(89); (iii) f1,0 = id; (iv) f1,0 is so that Eval
s ◦f1,0 agrees with one of the above (i), (ii) or (iii).
Definition 2.39 Define U D := U D(L) := U D(L,M) to be the subcategory of ˜U D in (21)
consisting of objects m and morphisms f which are required to satisfy the extra conditions as follows:
(I-5) every β in the set Gm := {β ∈ G | mβ 6= 0} satisfies µ(β) ≥ 0
(II-5) every β in the set Gf := {β ∈ G | fβ 6= 0} satisfies µ(β) ≥ 0.
Taking Assumption 1.2 into considerations, we work with the above subcategory U D instead of ˜U D
in (21). Here mβ = (mk,β)k∈N and fβ = (fk,β)k∈N are simply the corresponding components as
described below (see Definition 2.7):
CCG −֒→
∏
βCCβ ։ CCβ ≡
∏
k≥0CCk,β
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Convention 2.40 From now on an object in U D = U D(L,M) (similar for ˜U D as well) will be
usually written as (C,m), C or m according to the context. A morphism from (C′,m′) to (C,m) will
be represented as either HomU D (C′,C) or HomU D (m′,m). Denote by ObjU D and MorU D the
collections of all objects and all morphisms in U D .
However, the above definition is illegal unless we prove ˜U D and U D are indeed categories:
Lemma 2.41 If f, g ∈ Mor ˜U D , then g ◦ f ∈ Mor ˜U D . Therefore ˜U D is a category.
Proof. Since f and g satisfy (II-4) and (g ◦ f)1,0 = g1,0 ◦ f1,0 , g ◦ f also satisfies (II-4). The
unitality/cyclical unitality are already proved in Lemma 2.33. It remains to show divisor axioms:
DA[g ◦ f]k,β(b; . . . ) =
∑
i
∑
(ki,βi)6=(0,0) gℓ,β0
(
fk1,β1 · · ·DA[f]ki,βi(b; . . . ) . . . fkℓ,βℓ
)
+
∑
DA[g]ℓ,β0(f1,0(b); fk1,β1 · · · fkℓ,βℓ)
holds for (k, β) 6= (0, 0) by routine computation. Since both f and g have divisor axioms, we deduce
DA[g ◦ f]k,β(b; · · · ) =
∑
i
∑
(ki,βi)6=(0,0) ∂βi ∩ b · gℓ,β0(fk1,β1 · · · fki,βi · · · fkℓ,βℓ)
+
∑
∂β0 ∩ f1,0(b) · gℓ,β0 ◦ (fβ1 · · · fβℓ)
By Definition 2.7 (a) f0,0 = 0 and thereby we may drop (ki, βi) 6= (0, 0) above, then using (22) together
with β = β0 +
∑ℓ
i=1 βi concludes the divisor axioms for g ◦ f .
Lemma 2.42 If f, g ∈ MorU D , then g ◦ f ∈ MorU D . Hence, U D is a category.
Proof. Following Lemma 2.41 above, it suffices to check the condition (II-5) in Definition 2.39 is
preserved. In reality, by Definition 2.10, if (g ◦ f)β 6= 0 then for at least one tuple (β0, β1, . . . , βℓ) with
β0 + β1 + · · · + βℓ = β we have gβ0 ◦ (fβ1 ⊗ · · · ⊗ fβℓ) 6= 0 and thus particularly gβ0 6= 0, fβ1 6=
0, . . . , fβℓ 6= 0. Hence, using the fact f and g satisfy (II-5) yields that µ(β) = µ(β0)+· · ·µ(βℓ) ≥ 0.
Lemma 2.43 If (C,m) ∈ ObjU D then its trivial pseudo-isotopy (C[0,1],Mtri) ∈ ObjU D .
Proof. By Corollary 2.20 we show (I-0) for (C[0,1],Mtri), and it is routine to check (I-4). To show
(I-1), (I-2) or (I-5), just observe that Mtrik,β = 1 ⊗ mk,β for (k, β) 6= (1, 0). The main issue is to check
divisor axiom (I-3). Take a divisor input b = 1⊗ b0 + ds⊗ b1 and other inputs xi can be assumed to
be in the form xi(s) = 1⊗ yi(s) without loss of generality. Then
DA[Mtri]k,β(b; x1, . . . , xk) = 1⊗ DA[m]k,β(b0; y1, . . . , yk)(s)+ ds⊗ CU[m]k,β(b1; y1, . . . , yk)(s)
Because m is cyclically unital, the second term must be zero. Since the way we define (19) just says
∂β ∩ b = ∂β ∩ b0(s), the desired divisor axiom equations of Mtri follows from that of m .
2.7 Homotopy theory with divisor axioms
Our new homotopy theory is supposed to build on U D (one can do the same for ˜U D ).
Definition 2.44 We call f0, f1 ∈ HomU D ((C′,m′), (C,m)) are ud-homotopic to each other (via F) if
there is F ∈ HomU D ((C′,m′), (C[0,1],Mtri)) so that Eval0 ◦F = f0 and Eval1 ◦F = f1 . Denote this by
f0
ud∼ f1
Family Floer program and non-archimedean SYZ mirror construction 21
Beware that Definition 2.44 above implicitly relies on Lemma 2.43, and it can be unfolded as follows.
An image Fk,β(x1, . . . , xk) is just an element in C[0,1] . So, by considering the bi-grading on C[0,1] , we
may write F = 1⊗ fs + ds⊗ hs for some linear operators fs and hs . Concretely, this says
(23) Fk,β(x1, . . . , xk)(s) = 1⊗ (fs)k,β(x1, . . . , xk)+ ds⊗ (hs)k,β(x1, . . . , xk)
It is clear that F is G-gapped if and only if all fs and hs are G-gapped. We warn that despite similar
notations used, there is nothing to do with the notion of pointwiseness (Remark 2.17). Moreover, we
need to technically require in Definition 2.44 above that these fs and hs are constant in s near the end
points (e.g. in order for a sort of gluing). But we would rather make this point implicit.
Note that by considering f1− f0 =
∫ 1
0
d
ds
◦ fs one can see (24) below is similar to [AJ10, Definition 3.4].
Lemma 2.45 F = 1 ⊗ fs + ds ⊗ hs ∈ CCG(C′,C[0,1]) gives a G-gapped A∞ homomorphism from
(C′,m′) to (C[0,1],Mtri) if and only if every fs is an A∞ homomorphism from (C′,m′) to (C,m);
deg(hs)k,β = −k − µ(β); and the following identity holds
(24)
d
ds
◦ fs =
∑
hs ◦ (id•# ⊗m′ ⊗ id•)+
∑
m ◦ (f#s ⊗ · · · ⊗ f#s ⊗ hs ⊗ fs ⊗ · · · ⊗ fs)
Proof. For the degree, just observe that deg fs = deg hs + 1 = degF . We expand the A∞ formula∑
Mtri ◦ (F⊗· · ·⊗F) =∑F◦ (id•#⊗m′⊗ id•) using Example 2.25 and (23): 1⊗m◦ (fs⊗· · ·⊗ fs) +
ds⊗( d
ds
◦fs−m(f#s⊗· · ·⊗f#s⊗hs⊗fs⊗· · ·⊗fs)
)
= 1⊗fs◦(id•#⊗m′⊗id•)+ds⊗hs ◦(id•#⊗m′⊗id•)
Lemma 2.46 In the above situation of Lemma 2.45, we have:
(i) F satisfies divisor axioms if and only if fs and hs for all s satisfy divisor axioms.
(ii) F is cyclically unital if and only if fs and hs for all s is cyclically unital.
(iii) F is unital with respect to the constant-ones 1 if and only if fs is unital with respect to 1’s for
all s and (hs)k,β(· · ·1 · · · ) = 0 for all s and (k, β).
(iv) F satisfies (II-4) (22) if and only if all fs satisfy (II-4) (22).
(v) F satisfies (II-5) (Definition 2.39) if and only if all fs and hs satisfies (II-5).
Proof. To start with, we expand the divisor axiom equation DA[F]k,β(b; x1, . . . , xk) = ∂β ∩ b ·
Fk,β(x1, . . . , xk) using (23) and we obtain
1⊗ DA[fs]k,β(b; x1, . . . , xk)
+ds⊗ DA[hs]k,β(b; x1, . . . , xk) = ∂β ∩ b ·
(
1⊗ (fs)k,β(x1, . . . , xk)
+ds⊗ (hs)k,β(x1, . . . , xk)
)
which is equivalent exactly to the divisor axiom equations of fs and hs by comparing 1⊗− and ds⊗−
parts separately. The cyclical unitality (ii) and the unitality (iii) can be proved by analogous comparison.
Concerning (iv), it follows from how we define the cap product (19) that ∂β∩F1,0(b) = ∂β∩ (fs)1,0(b).
To show (v), just notice that Fβ = 0 if and only if (fs)β = 0 and (hs)β = 0 for all s.
Corollary 2.47 f0 and f1 are ud-homotopic to each other if and only if there exist (fs) and (hs) so that
(a) All fs ∈ MorU D and all hs satisfy (II-5).
(b) The formula (24) holds for (fs) and (hs).
(c) All hs satisfy divisor axioms, cyclical unitality, and (hs)k,β(· · · 1 · · · ) = 0 for all (k, β).
Accordingly, we see that
ud∼ is an equivalence relation.
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Proof. This is just a consequence of Lemma 2.45 and Lemma 2.46.
Lemma 2.48 If f0
ud∼ f1 and g0 ud∼ g1 , then g0 ◦ f0 ud∼ g1 ◦ f1 . Thus ud∼ is a congruence relation on U D .
Proof. Let f0, f1 ∈ HomU D ((C′′,m′′), (C′,m′)) and g0, g1 ∈ HomU D ((C′,m′), (C,m)). Denote by
M′ and M the trivial pseudo-isotopies about m′ and m , defined on C′[0,1] and C[0,1] respectively. Just
by definition, there exists morphisms F : C′′ → C′[0,1] and G : C′ → C[0,1] in U D connecting f0 and
f1 , g0 and g1 respectively. Consider G ◦ f1 : C′′ → C[0,1] . Then it is in U D as well by Lemma 2.42,
and composing with Eval0 (resp. Eval1 ) exactly provides g0 ◦ f1 (resp. g1 ◦ f1 ). Hence g0 ◦ f1 ud∼ g1 ◦ f1 .
Now, it remains to show g0 ◦ f0 ud∼ g0 ◦ f1 . In fact, we first find families (fs) and (hs) with conditions in
Corollary 2.47 and consider the families fˆs := g0 ◦ fs and hˆs given by
(25) hˆs =
∑
g0 ◦ (f#s · · · f#s , hs, fs · · · fs)
We claim these families provide a ud-homotopy from g0 ◦ f0 to g0 ◦ f1 in the sense of Corollary 2.47:
(a) By choice, fs ∈ MorU D , and then since g0 ∈ MorU D , Lemma 2.42 implies fˆs ∈ MorU D .
To show hˆs satisfies (II-5), suppose (hˆs)β 6= 0, then using (25) there exists a decomposition
β0+β
′
1+ · · ·+β′ℓ1 +β3+β′′1 + · · ·+β′′ℓ2 = β so that all of the followings are non-zero: (g0)β0 ,
(f#s )β′λ (λ = 1, . . . , ℓ1 ), (hs)β3 , (fs)β′′λ (λ = 1, . . . , ℓ2 ). Since all of them satisfy (II-5) (Definition
2.39), the additivity of µ implies µ(β) ≥ 0.
(b) We compute
d
ds
◦ fˆs =
∑
g0(fs · · · fs, dds ◦ fs, fs · · · fs)
=
∑
g0(fs · · · fs, hs(id•# ⊗m′′ ⊗ id•), fs · · · fs)+ g0(fs · · · fs,m′(f#s · · · f#s , hs, fs · · · fs), fs · · · fs)
=
∑
g0(f#s · · · f#s , hs, fs · · · fs)(id•# ⊗m′′ ⊗ id•)+ g0(id•# ⊗m′ ⊗ id•)(f#s · · · f#s , hs, fs · · · fs)
=
∑
hˆs(id
•
# ⊗m′′ ⊗ id•)+m(g0 · · · g0)(f#s · · · f#s , hs, fs · · · fs)
=
∑
hˆs(id
•
# ⊗m′′ ⊗ id•)+m
(
(g0 ◦ fs)# · · · (g0 ◦ fs)#, hˆs, (g0 ◦ fs) · · · (g0 ◦ fs)
)
where the second identity uses the formula (24) for fs and hs , and the third and fourth identities
use that fs and g0 are an A∞ homomorphism. We end up with (24) for fˆs and hˆs .
(c) Concerning divisor axioms, we compute as follows:
DA[hˆs]k,β(b; · · · ) =
∑
DA[g0]
(
(fs)1,0(b); f#s · · · hs · · · fs
)
+
∑
g0
( · · ·DA[f#s ](b; · · · ) · · · hs · · · )+∑ g0( · · · hs · · ·DA[fs](b; · · · ))
+
∑
g0
(
f#s · · ·DA[hs](b; · · · ) · · · fs
)
+
∑
CU[g0]
(
(hs)1,0(b); fs · · · · · · fs
)
Since deg(hs)1,0(b) = 0, the fifth sum vanishes due to the cyclical unitality of g0 . Moreover,
similarly as before, applying divisor axioms of fs, hs and g0 to the first four sums exactly yields
∂β ∩ b · hˆs . Regarding cyclical unitality, given a degree-zero e there is a similar computation:
CU[hˆs]k,β(e; · · · ) =
∑
CU[g0]
(
(fs)1,0(e); f#s · · · hs · · · fs
)
+
∑
g0
( · · ·CU[f#s ](e; · · · ) · · · hs · · · )+∑ g0( · · · hs · · ·CU[fs](e; · · · ) · · · )
+
∑
g0
(
f#s · · ·CU[hs](e; · · · ) · · · fs
)
but the main difference to the above DA-case is that (hs)1,0(e) = 0 since its degree is −1.
Therefore only four summations remain, all of which must vanish thanks to cyclical unitalities
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of fs , hs and g0 . Finally respecting unitalities, we compute
hˆs(· · · 1 · · · ) =
∑
g0
(
f#s (· · · ) · · · f#s (· · · ) hs(· · · 1 · · · ) fs(· · · ) · · · fs(· · · )
)
+
∑
g0
( · · · (f#s )k1,β1(· · ·1 · · · ) · · · hs(· · · ) · · · fs(· · · ) · · · )
+
∑
g0
( · · · f#s (· · · ) · · · hs(· · · ) · · · fs(· · ·1 · · · )k2,β2 · · · )
Then the first sum vanishes by the choice of (hs). Since fs is unital with respect to 1 , a term
in the second or third summation is also zero unless (ki, βi) = (1, 0) there. But in this case as
(fs)1,0(1) = 1, the resulting term is like (g0)ℓ,β(· · ·1 · · · ) where we must have ℓ ≥ 2, and thus
the unitality of g0 also enforces it to be zero. In summary, hˆs(· · ·1 · · · ) vanishes as desired.
The proof is now established.
2.8 Maurer-Cartan equations
Let (C,m) ∈ ObjU D and f ∈ HomU D ((C′′,m′′), (C′,m′)) be a morphism in U D . Denote the units
by 1. TheMaurer-Cartan equation for m is defined to be the following map
(26) m∗ : DI(C)⊗ˆΛ0 → C⊗ˆΛ0, m∗(b) :=
∑
k,β T
E(β)mk,β(b, . . . , b) =
∑
β T
E(β)e∂β∩bm0,β
Recall DI(C) is the space of divisor inputs defined in (18). Similarly we can introduce the map
(27) f∗ : DI(C′′)⊗ˆΛ0 → C′⊗ˆΛ0, f∗(b) :=
∑
k,β T
E(β) fk,β(b, . . . , b) =
∑
β T
E(β)e∂β∩bf0,β
In the literature one often replaces Λ0 by Λ+ above to ensure the convergence, but we claim it is
not necessary as long as divisor axioms hold. In fact, we should think of Maurer-Cartan equations
as taking sum on k first, that is, m∗(b) =
∑
β T
E(β)
(∑
k mk,β(b, . . . , b)
)
=:
∑
β T
E(β)Mβ . Now, if
we write b = b0 + b+ based on the decomposition Λ0 ∼= C ⊕ Λ+ , then by divisor axiom, we see
Mβ =
∑
k mk,β(b, . . . , b) =
∑
k
1
k! (∂β ∩ b)km0,β =
(
e∂β∩b0
∑ (∂β∩b+)k
k!
)
m0,β = e
∂β∩bm0,β which by
Definition 2.1 has no convergence issues. The same argument applies for f∗(b) as well.
Definition 2.49 We call b a weak bounding cochain if m∗(b) is a multiple of the unit 1, that is,
m∗(b) = a · 1 for some a ∈ Λ0 . We denote the set of all weak bounding cochains by M̂C w(C,m)
or M̂C w(m). Remark that if further w = 0 holds, then b is called a bounding cochain. We call m is
weakly unobstructed if M̂C w(m) 6= ∅ .
Remark 2.50 We add a ‘hat’ to emphasize that we do not study ‘gauge equivalence’ like [FOOO10a].
The issue is that the homotopy invariance enjoyed by the quotient set MC w(m) of gauge equivalence
classes in M̂C w(m) is only set-theoretical. Taking the quotients will destroy rigid analytic structures
in general. Instead, the spirit of gauge equivalence will be used implicitly in more rigid-analytic ways.
3 Whitehead theorem with divisor axioms
Once and for all, we fix (C′,m′), (C,m) ∈ ObjU D and fix
(28) f ∈ HomU D ((C′,m′), (C,m))
so that f1,0 is a quasi-isomorphism of cochain complexes. Such a f is usually called a weak homotopy
equivalence. The following is a mild generalization of [FOOO10a, Theorem 4.2.45] adding three more
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main properties into the stories: (1) unitality, (2) cyclical unitality and (3) divisor axioms. Because the
whole section is only devoted to prove the theorem below, the reader may skip this in the first reading.
Theorem 3.1 (Whitehead Theorem) There exists g ∈ HomU D ((C,m), (C′,m′)) so that g◦ f and f◦g
are both ud-homotopic to id. Here g is unique up to ud-homotopy, called a ud-homotopy inverse of f .
We will prove it by induction. Initially, by the condition on (28), we can find a cochain map
(29) g1,0 : C → C′
of degree zero and a cochain homotopy map h : C′ → C′ of degree −1 such that
(30) g1,0f1,0 − id = m′1,0h+ hm′1,0
We further define a cochain map h1,0 : C′ → C′[0,1] by
(31) h1,0(x) = 1⊗
(
(1− s)x + sg1,0f1,0(x)
)
+ ds⊗ h(x)
which satisfies Eval0 ◦h1,0 = id and Eval1 ◦h1,0 = g1,0 ◦ f1,0 . Recall that f1,0(1) = 1 and m′1,0(1) = 0.
By degree reason, we can also see h(1) = 0. So using (30) and (31), we deduce
(32) g1,0(1) = 1, and h1,0(1) = 1⊗ 1 = Incl(1) = 1
The pair (g1,0, h1,0) is going to give the initial step of an induction later. Note that as a quasi-isomorphism
f1,0 automatically meets the condition (II-4) (22).
Lemma 3.2 The property (II-4) (22) holds for g1,0 and h1,0 .
Proof. Concerning g1,0 , pick up some b ∈ DI(C,m1,0) (18). As f1,0 is a quasi-isomorphism of degree
zero, there exists some b′ ∈ DI(C′,m′1,0) so that g1,0(b) = b′ + m′1,0(c′) and f1,0(b′) = b + m1,0(c).
Note that m1,0 and m′1,0 are just exterior derivatives. Since f1,0 satisfies (II-4), applying g1,0f1,0− id =
m′1,0h+hm
′
1,0 above yields that ∂β∩g1,0(b) = ∂β∩b′ = ∂β∩f1,0(b′) = ∂β∩b. As for h1,0 , by the way
we define the cap product (19), we see from (31) that ∂β ∩ h1,0(b) = ∂β ∩Eval0 h1,0(b) = ∂β ∩ b.
Remark 3.3 There is certain flexibility in choosing g1,0 in (29) as long as it is a quasi-inverse in the
sense that the equation (30) holds. There are two examples we are interested in:
(1) When f = Evals : H∗(L)P → H∗(L) or Ω∗(L)P → Ω∗(L) for some s ∈ P . Then a ud-homotopy
inverse (Evals)−1 of Evals can be always chosen so that (Evals)−11,0 = Incl.
(2) We will later use homological perturbation to construct ig ∈ MorU D in Corollary 7.3 with
i
g
1,0 = i(g), the harmonic embedding H
∗(L) → Ω∗(L) for a metric g; see (88). Then a natural
quasi-inverse of cochain map i(g) is simply the harmonic projection π(g) : Ω∗(L) → H∗(L) in
(89). So, a ud-homotopy inverse (ig)−1 can be always chosen so that (ig)−11,0 = π(g).
3.1 Obstruction for the length filtration
For someCCG(C,C′), we often omit C,C′ and G unlesswe specify them. By the length filtrationon the
energy-zero component CC0 :=
∏
kCCk,0 wemean the following sequences F
kCC0 :=
∏k
j=1CCj,0 .
Recall that we work with U D which means C and C′ are some H∗(L)P or Ω∗(L)P , and we denote
respectively by m1,0 and m′1,0 the natural differentials discussed before (they do not necessarily come
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from some A∞ algebras but we intend to hint that). If we denote by 1 the constant-ones, then
m1,0(1) = m′1,0(1) = 0. To begin with, we define a natural differential on CC0 defined by
(33) δ¯ := δ¯k : CCk,0 → CCk,0 φ 7→ m1,0 ◦ φ− (−1)deg φ−1+k)
∑
i φ ◦ (idi# ⊗m′1,0 ⊗ idk−i−1)
Obviously δ¯ has degree one in the sense that deg δ¯φ = degφ+ 1. By routine computation, we obtain
(34) δ¯ ◦ δ¯ = 0
To include (strict/cyclical) unitalities and divisor axioms, we put CCud1,0 = {φ | φ(1) = 1} and define
CCudk,0 ⊂ CCk,0 for k ≥ 2 to be the space of φ ∈ CCk,0 obeying the following properties:
(L1) DA[φ]k−1,0(b; x1, . . . , xk−1) = 0 for all divisor input b.
(L2) CU[φ]k−1,0(e; x1, . . . , xk−1) = 0 for all deg e = 0.
(L3) φ(. . . ,1, . . . ) = 0 for the constant-one 1.
Here (L1) just tells the divisor axiom for β = 0 (Remark 2.37), and (L2) describes the cyclical
unitality for β = 0 (Definition 2.30). Define CCud0 =
∏
k≥1CC
ud
k,0 or more concretely (CC
ud
0 , δ¯) =∏
k≥1(CC
ud
k,0, δ¯k). Then the length filtration can be inherited by setting F
kCCud0 =
∏k
j=1CC
ud
j,0 .
Proposition 3.4 (Properties of δ¯ and CCud0 )
(i) δ¯ restricts to a differential on CCudk,0 and hence there is a cohomology H(CC
ud
k,0, δ¯) for each k .
(ii) If f is a cochain map of degree zero so that f (1) = 1 , then it induces a cochain map
f∗ : (CCudk,0, δ¯)→ (CCudk,0, δ¯)
for all k which maps φ to f ◦ φ . Moreover, if f is a quasi-isomorphism, then so is f∗ .
(iii) If f is a cochain map of degree zero with f (1) = 1, then it induces another cochain map
fˆ : (CCudk,0, δ¯)→ (CCudk,0, δ¯)
for all k which maps φ to φ ◦ f⊗k . Moreover, if f is a qusi-isomorphism, then so is fˆ .
Proof. (i). By virtue of (34), it suffices to show δ¯ maps CCudk,0 into CC
ud
k,0 . Firstly, since m
′
1,0(b) = 0
for a divisor input b, δ¯ preserves the condition (L1). Secondly, given φ ∈ CCudk,0 we compute∑
i δ¯φ(x
#
1, . . . , x
#
i−1, e, xi, . . . , xk−1) =±
∑
i φ(x1, . . . , xi−1,m
′
1,0e, xi, . . . , xk−1)
±∑i>j φ(x1, . . . , xj−1,m′1,0(x#j ), x#j+1, . . . , x#i−1, e, xi, . . . , xk−1)
±∑i<j φ(x1, . . . , xi−1, e#, x#i , . . . , x#j−1,m′1,0(xj), xj+1, . . . , xk−1)
The first sum vanishes as φ satisfies (L1). Also, if we put yℓ = x#ℓ for 1 ≤ ℓ ≤ j − 1, yℓ =
xℓ for j + 1 ≤ ℓ ≤ k − 1 and yj = m′1,0(xj), then the second and third sums together give
±∑ℓ φ(y1, . . . , yℓ−1, e, yℓ, . . . , yk−1) which equals zero by the (L2) condition of φ . Thirdly, δ¯ also
preserves the unitality condition (L3) because of m′1,0(1) = 0.
(ii). It is straightforward to show that δ¯f∗ = f∗δ¯ and that f∗ really restricts to a map from CCudk,0
into CCudk,0 . We remark that the condition f (1) = 1 is used when k = 1. In addition, if f is a
quasi-isomorphism, then it admits an inverse f ′ in the sense that f ′ ◦ f = id + m1,0h + hm1,0 and
f ◦ f ′ = id + m′1,0k + km′1,0 for some operators h and k . Now, given φ ∈ ker δ¯ ∩ CCud0 , we have
h ◦ φ ∈ CCud0 and f ′∗f∗φ = φ+ m1,0hφ + hm1,0φ = φ+ δ¯(hφ), the similar holds for f∗f ′∗ . Hence, we
get an isomorphism H(f∗) : H(CCud, δ¯)→ H(CCud, δ¯) with an inverse H(f ′∗) on δ¯ -cohomologies.
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(iii). As before, it is routine to check fˆ is a cochain map and it maps CCudk,0 into CC
ud
k,0 . If δ¯φ = 0
then for the above h we have φ ◦ (f ′f )⊗k = φ + φ(δ¯h, . . . , δ¯h) = φ + δ¯(φ(h, δ¯h, . . . , δ¯h)) and so by
similar argument, f̂ ′f = fˆ ′ ◦ fˆ gives the identity on cohomologies.
Recall Evals and Incl are quasi-isomorphisms and Evals ◦ Incl = id. By Proposition 3.4 we see
Corollary 3.5 Evals and Incl induce quasi-isomorphisms Evals∗, Êval
s and Incl∗, Încl on CCudk,0 .
To perform an induction, we want to study the obstruction of extending an Ak−1 homomorphism to an
Ak homomorphism. This is fully discussed in [FOOO10a] if not requiring divisor axioms.
Theorem 3.6 Given an Ak−1 homomorphism g¯ = (gj,0)1≤j≤k−1 ∈ Fk−1CCud0 (C′,C) between two
arbitrary (C′,m′), (C,m) ∈ ObjU D , there exists a δ¯ -closed
ok(g¯) ∈ CCudk,0(C′,C)
such that its cohomology [ok(g¯)] ∈ H(CCudk,0, δ¯) vanishes if and only if g¯ can be extended to an Ak
homomorphism g¯+ = (g¯, gk,0) with gk,0 ∈ CCudk,0 . Moreover, in this case, we have ok(g¯)+ δ¯(gk,0) = 0
Proof. We first make the definition: (which depends on the chosen A∞ algebras m¯′ and m¯)
(35) ok(g¯) :=
∑
ℓ 6=1
mℓ,0 ◦ (gj1−j0,0 ⊗ · · · ⊗ gjℓ−jℓ−1,0)−
∑
ν 6=1
gλ+µ+1,0(id
λ
# ⊗m′ν,0 ⊗ idµ)
where the conditions ℓ 6= 1 and ν 6= 1 guarantee that ok(g¯) involve only gi,0 for i < k . As
m¯, m¯′, g¯ ∈ CCud0 , it is routine to check ok(g¯) ∈ CCud0 as well. Due to (33), the condition for g¯+ being
an Ak homomorphism is exactly equivalent to ok(g¯) + δ¯(gk,0) = 0. Moreover, we note that each term
of ok(g¯) has degree 2− k . Since deg δ¯ = 1, gk,0 is supposed to be of degree 1− k as we need. Hence,
it suffices to prove ok(g¯) is δ¯ -closed. In fact, using (33) we compute
δ¯ok(g¯) =
∑
ℓ 6=1 m1,0 ◦mℓ,0 ◦ (g⊗ · · · ⊗ g)+
∑
ℓ 6=1mℓ,0 ◦ (g⊗ · · · ⊗ g) ◦ (id•# ⊗m′1,0 ⊗ id•)
− (∑ν 6=1 m1,0 ◦ g ◦ (id•# ⊗m′ν,0 ⊗ id•)+∑ν 6=1 g ◦ (id•# ⊗m′ν,0 ⊗ id•) ◦ (id•# ⊗m′1,0 ⊗ id•))
Using the A∞ equations for m and m′ together with the condition g¯ is Ak−1 homomorphism, a tedious
but routine calculation deduces δ¯ok(g¯) = 0.
The reductions m¯ and m¯′ (Remark 2.14) determine ok and by definition we have m¯′, m¯ ∈ ObjU D .
Lemma 3.7 In the above situation, let f¯0 = (f0k,0)k and f¯
1 = (f1k,0)k be two A∞ homomoprhisms
9 in
CCud0 . Then, f¯
1 ◦ g¯ ◦ f¯0 is also an Ak−1 homomorphism and [ok(f¯1 ◦ g¯ ◦ f¯0)] =
[
f11,0 ◦ ok(g¯) ◦ (f01,0)⊗k
]
Proof. Recall that g¯ ∈ Fk−1CCud0 ⊂ CCud0 . All involved A∞ algebras here are denoted by m abusing
the notations. To begin with, it is routine to check f¯1 ◦ g¯ ◦ f¯0 is an Ak−1 homomorphism. Moreover
f¯1 ◦ g¯ ◦ f¯0 really restricts to the subset Fk−1CCud0 (see e.g. Lemma 2.42). So the left side is well-
defined by Theorem 3.6. In other words, if we regard g¯ as an element in CCud0 by trivial extensions
and put h¯ := f¯1 ◦ g¯ ◦ f¯0 = (hj,0)j≥1 , then the restriction h¯|Fk−1 CC is an Ak−1 homomorphism , and
h¯ ∈ CCud0 . Particularly hk,0 ∈ CCudk,0 (In fact, if we put h¯+ := (h+j,0)j := f¯1 ◦ g¯+ ◦ f¯0 for some extension
9Remark that actually assuming Ak homomorphisms is enough
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g¯+ = (g¯, gk,0), then we can see that h
+
j,0 = hj,0 for j ≤ k− 1 and that h+k,0 = hk,0+ f11,0 ◦ gk,0 ◦ (f01,0)⊗k ;
but we used the trivial extension meaning that gk,0 = 0). Now we consider
CCk,0 ∋ O :=
∑
r mr,0 ◦ (h¯⊗ · · · ⊗ h¯)−
∑
s h¯ ◦ (id•# ⊗ms,0 ⊗ id•)
It is easy to observe that O = ok(h¯)+ δ¯hk,0 . We can also compute it in other way as follows:
O =
∑
f1p,0 ◦ (id# ⊗mr,0 ⊗ id) ◦ (g¯⊗ · · · ⊗ g¯) ◦ (f¯0 ⊗ · · · ⊗ f¯0)−
∑
f¯1q,0 ◦ (g¯⊗ · · · ⊗ g¯) ◦ (id•# ⊗ms,0 ⊗ id•) ◦ (f¯0 ⊗ · · · ⊗ f¯0)
=
∑
f11,0 ◦ m¯ ◦ (g¯⊗ · · · ⊗ g¯) ◦ (f01,0)⊗k −
∑
f11,0 ◦ g¯ ◦ (id•# ⊗ m¯⊗ id•) ◦ (f01,0)⊗k
=
∑
ℓ 6=1 f
1
1,0 ◦ m¯ℓ,0 ◦ (g¯⊗ · · · ⊗ g¯) ◦ (f01,0)⊗k −
∑
ν 6=1 f
1
1,0 ◦ g¯ ◦ (id•# ⊗ m¯ν,0 ⊗ id•) ◦ (f01,0)⊗k
where the first identity holds owe to the A∞ homomorphism equations for f¯0 and f¯1 , the second identity
holds since g¯ is an Ak−1 homomorphism, and the third is because we have trivially extended g by
gk,0 = 0. This means O = f11,0 ◦ ok(g) ◦ (f01,0)⊗k . By comparison, the proof is complete.
3.2 Extension for the length filtration
Let M and M′ be the trivial pseudo-isotopies about m and m′ respectively. Clearly their reductions
M¯ and M¯′ coincide with the the trivial pseudo-isotopies about m¯ and m¯′ respectively. Denote by f¯ =
(fj,0)j≥1 ∈ CCud0 (C′,C) the restriction of our f ∈ HomU D (m′,m) in (28), and then f¯ ∈ HomU D (m¯′, m¯).
We are going to show a weaker version of Theorem 3.1 respecting only length filtration:
Theorem 3.8 There exists A∞ homomorphisms g¯ ∈ CCud0 (C,C′) such that g¯ ◦ f¯ is ud-homotopic to
id via some h¯ ∈ CCud0 (C,C′[0,1]) and f¯ ◦ g¯ is ud-homotopic to id via some h¯′ ∈ CCud0 (C′,C[0,1])
We emphasize that h¯, h¯′ are assumed to be contained in the energy zero part CCud0 =
∏
kCC
ud
k,0 . This
is not a mere consequence of Definition 2.44. We plan to prove it by induction on the length k :
Proposition 3.9 Let k ≥ 2. Given f¯ ∈ HomU D (m¯′, m¯) as above, we assume
g¯ = (gj,0)1≤j≤k−1 ∈ Fk−1CCud0 (C,C′), and h¯ = (hj,0)1≤j≤k−1 ∈ Fk−1CCud0 (C,C′[0,1])
are two Ak−1 homomorphisms such that
Eval0 ◦h¯|Fk−1 CC0 = id, and Eval1 ◦h¯|Fk−1 CC0 = g¯ ◦ f¯
Then there exists two Ak homomorphisms g¯+ = (g¯, gk,0) ∈ FkCCud0 and h¯+ = (h¯, hk,0) ∈ FkCCud0 ,
extending g¯ and h¯ and additionally satisfying
Eval0 ◦h¯+|CCk,0 = id, and Eval1 ◦h¯+|CCk,0 = g¯+ ◦ f¯
Proof. According to Lemma 3.7 and assumption, we gain that [Eval0 ◦ok(h¯)] = [ok(Eval0 ◦h¯)] =
[ok(id)] = 0. Then, by Corollary 3.5, [ok(h¯)] = 0. Hence, there exists some α ∈ CCudk,0 so that
ok(h¯) + δ¯α = 0. But, we need to further modify this α . Applying Eval
0 deduces that δ¯ Eval0 α =
Eval0 δ¯α = −ok(Eval0 h¯) = −ok(id) = 0; here we just use (35) and Eval0 ◦M¯′ = m¯′ ◦ Eval0 . We put
hk,0 = α− Incl Eval0(α) ∈ CCudk,0
Due to (33) andMtri1,0◦Incl = Incl ◦m1,0 , δ¯ commutes with Incl. Hence, δ¯hk,0 = δ¯α−Incl δ¯ Eval0(α) =
δ¯α and ok(h¯)+ δ¯hk,0 = 0 as well, that is, h¯+ = (h¯, hk,0) indeed gives an Ak homomorphism extension.
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Moreover, we have Eval0 ◦h¯+|CCk,0 = Eval0 hk,0 = 0 as we desire. So Eval1 ◦h¯+ is also an Ak
homomorphism which extends g¯ ◦ f¯ , thereby,
(36) ok(g¯ ◦ f¯) = −δ¯(Eval1 ◦h¯+)k,0 = −δ¯(Eval1 ◦hk,0)
Meanwhile, applying Lemma 3.7 again yields that 0 = [ok(g¯ ◦ f¯)] = [ok(g¯) ◦ f⊗k1,0] and thus [ok(g¯)] = 0
because of Proposition 3.4 (iii). Actually, by the proof of Lemma 3.7, we can achieve more:
(37) ok(g¯ ◦ f¯)+ δ¯
(∑
ℓ<k gℓ,0 ◦ (f⊗ · · · ⊗ f)
)
= ok(g¯) ◦ f⊗k1,0
where we remark if extending g¯ by zeros then
∑
ℓ<k gℓ,0 ◦ (f ⊗ · · · ⊗ f) = (g¯ ◦ f¯)k,0 . From the fact
[ok(g¯)] = 0 we gain an extension Ak homomorphism g¯+ = (g¯, gk,0) ∈ FkCCud0 with ok(g¯) = −δ¯gk,0
by Theorem 3.6. It suffices to see but we cannot guarantee the following vanishes
(38) Ξ :=
(
Eval1 ◦h¯+ − g¯+ ◦ f¯)
k,0
= Eval1 ◦hk,0 − gk,0 ◦ f⊗k1,0 −
∑
ℓ<k gℓ,0 ◦ (f⊗ · · · ⊗ f)
To remedy this, note that (36) and (37) actually infer that δ¯Ξ = −(ok(g¯) + δ¯gk,0) ◦ f⊗k1,0 = 0. Further,
Ξ ∈ CCud0 since so do f¯, g¯+ and h¯+ , and thus it gives rise to a class in H(CCudk,0, δ¯). Since f¯1,0 is a
quasi-isomorphism, we may find a δ¯ -closed ∆g ∈ CCudk,0(C,C′) so that Ξ = δ¯η −∆g ◦ f⊗k1,0 for some
η ∈ CCudk,0(C,C′). Then, we define ∆h ∈ CCudk,0(C′,C′[0,1]) by putting ∆h(s) = 1 ⊗ sη ; in special,
we have Eval0 ◦∆h = 0 and Eval1 ◦∆h = η . Now, we claim the modified h′k,0 := hk,0 + δ¯∆h and
g′k,0 := gk,0 +∆g meet our needs. Firstly, both of them lie in CC
ud
k,0 by construction. Secondly, since
∆g and δ¯∆h are δ¯ -closed, (h¯, h′k,0) and (g¯, g
′
k,0) are still the desired Ak homomorphism extensions
by Theorem 3.6. Thirdly, the condition Eval0 ◦h¯+ = id is not destroyed, and the correction to (38) is
given by Eval1 ◦(δ¯∆h)−∆g ◦ f⊗k1,0 = δ¯η −∆g ◦ f⊗k1,0 = Ξ which exactly kills Ξ .
Proof of Theorem 3.8. Inductively, the base cases g1,0 and h1,0 have already been established in (29),
(31), and Lemma 3.2. Note that Eval0 h1,0 = id and Eval
1 h1,0 = g1,0f1,0 and both of them indeed
live in CCud1,0 by (32). Hence, starting from this we can repeatedly use Proposition 3.9 to obtain
g¯ = (gk,0)k≥1 and h¯ = (hk,0)k≥1 in CCud0 , so that
g¯ ◦ f¯ ud∼ id
via h¯. It remains to show f¯ ◦ g¯ ud∼ id via some h¯′ ∈ CCud0 as well. In reality, applying the above to g¯
in place of f¯ , we get f¯′ ∈ CCud0 so that f¯′ ◦ g¯ ud∼ id via some k¯ ∈ CCud0 . Applying Lemma 2.48 within
CCud0 yet, we obtain f¯
′ ud∼ f¯′ ◦ g¯ ◦ f¯ ud∼ f¯ and f¯ ◦ g¯ ud∼ f¯′ ◦ g¯ ud∼ id via some operator system in CCud0 .
3.3 Obstruction for the energy filtration
In Theorem 3.8, we have constructed an ud-homotopy inverse g¯ for the reduction f¯ within energy-zero
components. Our next goal is to treat g¯ as the base case with respect to the energy filtration, and
inductively extend it. In contrast to length filtration, a key different point is that given a fixed β 6= 0 the
divisor axiom equations (20) will involve fk,β for all distinct k ∈ N . Concerning this point we define
CCudβ ⊂ CCβ
consisting of ϕ = (ϕk,β)k≥0 so that the following properties hold:
(E1) DA[ϕ]k,β (b; x1, . . . , xk) = ∂β ∩ b · ϕk,β(x1, . . . , xk) for every k ≥ 0 and divisor input b.
(E2) CU[ϕ]k,β(e; x1, . . . , xk) = 0 for every k ≥ 0 and degree-zero input e .
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(E3) ϕk,β(. . . ,1, . . . ) = 0 for every k and the unit 1.
The three items correspond to divisor axioms, cyclical unitalities and unitalities in sequence. We remark
that (E1) and (E2) only relate ϕk+1,β to ϕk,β . As previously in (33) we will also have a differential:
(39) δ := δg¯ : CCβ → CCβ
by sending an element ϕ = (ϕk,β)k≥0 , with a fixed shifted degree deg′ ϕk,β = p for all k , to an element
δg¯(ϕ) so that its CCk,β -component
(
δg¯(ϕ)
)
k,β
is given by (see (9) for the notations)∑
ℓ≥1
∑
k1+···+kℓ=k
1≤i≤ℓ
mℓ,0◦(g#pk1,0⊗· · ·⊗g
#p
ki−1,0⊗ϕki,β⊗gki+1,0⊗· · ·⊗gkℓ,0)−(−1)p
∑
λ+µ+ν=k
ϕλ+µ+1,β◦(idλ#⊗m′ν,0⊗idµ)
(compare [FOOO10a, Sec. 4.4.5 (4.4.39)]). For simplicity, we may write∑
m¯ ◦ (g¯#p ⊗ · · · g¯#p ⊗ ϕ⊗ g¯⊗ · · · ⊗ g¯)− (−1)p∑ϕ ◦ (id•# ⊗ m¯′ ⊗ id•)
There are some useful observations as follows: Firstly, the map δg¯ has degree one in the sense that
deg′ δg¯(ϕ) = p + 1 whenever deg′ ϕ = p. Secondly, the map δ = δg¯ depends on not only g¯ but also
on A∞ algebras m and m′ . Thirdly, as g¯, m¯, m¯′ ∈ CCud0 , one can directly check that
(40) DA[δϕ]•,β (b; x1, . . . , xk) = δ
(
DA[ϕ]•,β(b; x1, . . . , xk)
)
as elements in CCβ . Fourthly, if we can find some k so that ϕi,β = 0 for 1 ≤ i ≤ k − 1, then
(41) (δϕ)k,β = δ¯
(
ϕk,β
)
Lemma 3.10 δ ≡ δg is a differential, that is,
(42) δ ◦ δ = 0
Proof. It suffices to pick up an element ϕ = (ϕk,β)k≥0 with fixed degree components, say deg′ ϕk,β =
p. Note that deg′ δ(ϕ) = deg′ ϕ+ 1 by definition of δ := δg¯ . We compute
δδ(ϕ) =
∑
m
(
g#(p+1) · · · g#(p+1)(δφ)g · · · g)+ (−1)p+2∑(δϕ)(id# ⊗m⊗ id)
=
∑
m(g#(p+1) · · · g#(p+1)m(g#p · · · g#pϕg · · · g)g · · · g)
+ (−1)p+1
∑
m(g#(p+1) · · · g#(p+1)ϕ(id# ⊗m⊗ id)g · · · g)
+ (−1)p+2
∑
m(g#p · · · g#pϕg · · · g)(id# ⊗m⊗ id)
+ (−1)p+2(−1)p+1
∑
ϕ(id# ⊗m⊗ id)(id# ⊗m⊗ id) =: I + II + III + IV
and we further compute
I =
∑
m(id# ⊗m⊗ id)(g#p · · · g#pϕg · · · g)
−
∑
m(g#(p+1) · · · g#(p+1)m(g#p · · · g#p)g#p · · · g#pϕg · · · g)
−
∑
m(g#(p+1) · · · g#(p+1), (id#ϕ), g# · · · g#m(g · · · g)g · · · g) =: I1 − I2 − I3
Since g is an A∞ homomorphism, we have m(g#p · · · g#p) = (m(g · · · g))#p = (g(id# ⊗ m ⊗ id))#p =
(−1)p(id#p)g ◦ (id# ⊗m⊗ id) = (−1)pg#p(id# ⊗m⊗ id) and
I2 = (−1)p
∑
m(g#(p+1) · · · g#(p+1)g#p(id# ⊗m⊗ id)g#p · · · g#pϕg · · · g)
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Additionally observing that ϕ# = ϕ(id#, . . . , id#) = (−1)pid# ◦ ϕ by (9) we conclude
I3 = (−1)p
∑
m(g#(p+1) · · · g#(p+1), ϕ#, g# · · · g#g(id# ⊗m⊗ id)g · · · g)
Because the A∞ equation tells I1 = 0, we conclude that
I + II = −(I2 + I3)+ II = (−1)p+1m(g#p · · · g#pϕg · · · g)(id# ⊗m⊗ id) = −III
Finally the A∞ equation says IV = 0, and hence we have δδ = 0.
Now that Lemma 3.10 is proved, we can show an analogy to Proposition 3.4. For simplicity, we will
use the same symbol m for various A∞ algebras involved.
Proposition 3.11 Let β 6= 0 and and let g¯ be an A∞ homomorphism modulo TE=0 in CCud0 .
(i) δ = δg¯ restricts to a differential on CC
ud
β and hence there is a cohomology
H(CCudβ , δg¯)
(ii) If f is a cochain map of degree zero with f (1) = 1 and we further require f satisfies (22) and
the relation10 mk,0 ◦ f⊗k = f ◦mk,0 , then it induces a cochain map11
f∗ := (id, f )∗ : (CCudβ , δg¯)→ (CCudβ , δf g¯)
which maps ϕ to f ◦ϕ. Moreover, if f is a quasi-isomorphism which admits a right inverse h in
the sense that f ◦ h = id , then f∗ is also a quasi-isomorphism.
(iii) In the same situation of (ii), there is an induced cochain map
fˆ := (f , id)∗ : (CCudβ , δg¯)→ (CCudβ , δg¯◦f )
which maps ϕ to (ϕk ◦ f⊗k)k≥0 . Moreover, if f is a quasi-isomorphism with a left inverse k in
the sense that k ◦ f = id then fˆ is also a quasi-isomorphism.
Example 3.12 The very example we care for the item (ii) is f = Evals whose right inverse is given by
Incl. It is a quasi-isomorphism thanks to Lemma 2.21; it is an A∞ homomorphism due to Remark 2.27.
In the meantime, Incl often serves as an example for (iii), but we have to assume trivial pseudo-isotopies
otherwise Incl is not an A∞ homomorphism (see Remark 2.27).
Proof. (i). In view of (42), it suffices to show δ := δg¯ maps CC
ud
β into CC
ud
β . Since m¯
′ and g¯ also
have the unitalities, cyclical unitalities, and divisor axioms, it is routine to show δ(ϕ) ∈ CCudβ .
(ii). Note that f ∈ CCud1,0 ⊂ CCud0 and one can then easily see that f g¯ ∈ CCud0 is also an A∞
homomorphism module TE=0 by assumption of f . This implies that δf g¯ is well-defined. Also, the
degree condition on f ensures that δf g¯(fϕ) = f δg¯(ϕ) and thus f∗ is a cochain map. Next, suppose f is
a quasi-isomorphism with a right inverse h; be cautious that it is not necessary that h commutes with
δ like f . Take ϕ = (ϕk,β)k≥0 ∈ CCudβ so that δϕ = 0 and f∗ϕ = δξ for some ξ ∈ CCudβ , and then we
aim to show ϕ is actually δ -exact in CCudβ . Since f ◦h = id, replacing ϕ by ϕ− δhξ , we may assume
ξ = 0 and thus f∗ϕ = fϕ = 0. For simplicity, we will often omit β , for instance, ϕk will represent
ϕk,β while mk (resp.gk ) will stand for mk,0 (resp.gk,0 ); that is, we will use (·)k to denote the component
in either CCk,β or CCk,0 . Initially, m1ϕ0 = (δϕ)0 = 0 and fϕ0 = (fϕ)0 = 0. So ϕ0 = m1η0 for
10Equivalently, this means f can be viewed as an A∞ homomorphism in the obvious way
11The notation here will be clear soon in Proposition 3.14
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some η0 as f is a quasi-isomorphism of cochain complexes. Additionally, notice that there is certain
freedom: we may replace η0 by any element in η0 + kerm1 . Using that f is a quasi-isomorphism
and that f ◦ h = id again, we may chose η0 so that fη0 = 0. (Indeed, we can first find ζ ∈ kerm1
so that fη0 = f ζ + m1ζ ′ for some ζ ′ , then we simply replace η0 by η0 − ζ − m1hζ ′ .) In particular,
(ϕ − δη0)0 = ϕ0 − m1η0 = 0. Suppose we have η = (η0, η1, . . . , ηk, 0, 0, . . . ) for ηi ∈ CCi,β so that
the following induction hypothesis’s hold
• ψ := ϕ− δη with ψi = 0 (0 ≤ i ≤ k);
• (fη)i = 0 (0 ≤ i ≤ k);
• (E1) holds for every pair (ηi, ηi+1) (0 ≤ i ≤ k − 1) and every divisor input b; in other words,
DA[η]i,β(b; · · · ) = ∂β ∩ b · ηi
• (E2) and (E3) hold for all ηi ; that is, CU[η]i,β(e; · · · ) = 0 with deg e = 0 and ηi(· · ·1 · · · ) = 0.
By construction, δ¯ψk+1 = (δψ)k+1 = (δ(ϕ − δη))k+1 = 0 since δϕ = 0 and f∗ψk+1 = −f (δη)k+1 =
−(δ(fη))k+1 = 0 since fϕ = 0. Because of ϕ ∈ CCudβ the property (40) implies that DA[ψ]β(b) =
∂β ∩ b · ϕ − DA[δη]β (b) = δ
(
∂β ∩ b · η − DA[η]β (b)
)
. By the third item ∂β ∩ b · η − DA[η]β(b)
restricts to zero in Fk−1CCβ , and notice also that DA[η]β(b) restricts to zero in CCk,β as ηk+1 = 0.
In conclusion, it follows by (41) that DA[ψ]k,β(b) = δ¯(∂β ∩ b · η − DA[η]β(b))k = ∂β ∩ b · δ¯ηk , i.e.
(43) ψk+1(b, x1, . . . , xk)+ · · ·+ ψk+1(x1, . . . , xk, b) = ∂β ∩ b · (δ¯ηk)(x1, . . . , xk)
Before we continue, we prove a sublemma which will be used.
Sublemma 3.13 Fix u = (u0, . . . , uk, 0, 0 . . . ) so that (E1) holds for (ui, ui+1) with 0 ≤ i ≤ k− 1 and
that (E2) and (E3) hold for each ui with 0 ≤ i ≤ k . Then there exists a (k + 1)-multi-linear map uk+1
so that (E1) also holds for (uk, uk+1) and that (E2) and (E3) also hold for uk+1 . Moreover, if fui = 0
for all 0 ≤ i ≤ k then fuk+1 = 0. Similarly, if uif⊗i = 0 for all 0 ≤ i ≤ k then uk+1f⊗(k+1) = 0
Proof of the sublemma. We define (∂β, x) = ∂β ∩ x if deg x = 1 and define it to be zero if otherwise.
We also introduce the following N -multi-linear map
u
(m)
N (x1, . . . , xN) =
∑N−1
i=0 uN−m(xi+1, . . . , xi+N−m) · (∂β, xi+N−m+1) · · · (∂β, xi+N )
where N,m ∈ N are so that uN−m is already given, i.e. 0 ≤ N − m ≤ k , and where xj ’s are N
arbitrary inputs with the subscript is modulo N , i.e. xj+N ≡ xj . Observe that u(0)N = uN , that these maps
are cyclical in the sense u(m)N (x1, . . . , xN) = u
(m)
N (xi+1, . . . , xi+N ) for any i and that u
(N)
N (x1, . . . , xN) =
N(∂β, x1) · · · (∂β, xN ) · u0 . Now, we put
uk+1 =
k∑
m=1
amu
(m)
k+1 + ak+1 u
(k+1)
k+1
for undetermined coefficients am . Note that uk+1 depends only on u0, u1, . . . , uk . We compute
u
(k+1)
k+1 (b, x1, . . . , xk)+ · · ·+ u(k+1)k+1 (x1, . . . , xk, b) = ∂β ∩ b · (k + 1)u(k)k (x1, . . . , xk)
u
(m)
k+1(b, x1, . . . , xk)+ · · ·+ u(m)k+1(x1, . . . , xk, b) = ∂β ∩ b ·
(
m u
(m−1)
k (x1, . . . , xk)+ u
(m)
k (x1, . . . , xk)
)
for every 1 ≤ m ≤ k , and then
k+1∑
i=1
uk+1(x1, . . . , xi−1, b, xi, . . . , xk) = ∂β ∩ b
(
a1u
(0)
k (x1, . . . , xk)+
k∑
m=1
(
am + (m+ 1)am+1
)
u
(m)
k (x1, . . . , xk)
)
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Just choose am =
(−1)m−1
m! namely a1 = 1 and am + (m + 1)am+1 = 0, then (uk, uk+1) satisfies (E1).
Moreover, since this construction is cyclic, the cyclical unitality inherits naturally. In fact, we compute
k∑
j=1
u
(m)
k+1(x
#
1, . . . , x
#
j−1, e, xj+1, . . . , xk+1)
=
k−1∑
i=0
(−1)ǫi
∑
i≤j≤i+k+1−m
uk+1−m(x#i+1, . . . , x
#
j−1, e, xj+1, xi+k+1−m) · (∂β, xi+k+2−m) · · · (∂β, xi+k+1)
where ǫi =
∑i
a=1(deg xa + 1) and we think of i, j ∈ Z/(k+ 1)Z . The condition i ≤ j ≤ i+ k+ 1−m
required above comes from (∂β, e) = 0. For each fixed i the summation over j gives zero since uk+1−m
satisfies (E2). Hence u(m)k+1 and also uk+1 satisfy (E2) as we require. As for (E3), recall that we have
assumed β 6= 0, so uj(. . . ,1, . . . ) = 0 even if j = 1; furthermore, (∂β,1) = 0 by definition, hence
one can easily check that uk+1 obeys (E3) as well. Finally, the last statement is straightforward to
check. Indeed, if fui = 0 for 0 ≤ i ≤ k , then fu(m)k+1 = 0 for 1 ≤ m ≤ k+ 1, thus fuk+1 = 0. Similarly,
if uif⊗i = 0 for 0 ≤ i ≤ k , then using that f satisfies (22) yields that u(m)k+1f⊗(k+1) = (u ◦ f )(m)k+1 which
also vanishes for 1 ≤ m ≤ k + 1.
Back to the proof of Proposition 3.11 (ii). Applying Sublemma 3.13 to η = (η0, . . . , ηk, 0, 0, . . . )
provides some χk+1 so that fχk+1 = 0, (E2) and (E3) holds for χk+1 and
(44) χk+1(b, x1, . . . , xk)+ · · ·+ χk+1(x1, . . . , xk, b) = ∂β ∩ b · ηk(x1, . . . , xk)
for any divisor input b. By (43) and (44), we see that ψk+1 − δ¯χk+1 ∈ CCudk+1,0 . Moreover, observe
that δ¯(ψk+1− δ¯χk+1) = 0 and f∗(ψk+1− δ¯χk+1) = 0. By assumption, we see from Proposition 3.4 (ii)
that f∗ is a quasi-isomorphism on (CCudk+1,0, δ¯). It follows that there exists η′k+1 ∈ CCudk+1,0 so that
ψk+1 − δ¯χk+1 = δ¯η′k+1
Notice that fη′k+1 ∈ CCudk+1,0 is actually δ¯ -closed (η′k+1 itself is not δ¯ -closed generally). Hence, by
the quasi-isomorphism there exists some δ¯ -closed η′′k+1 ∈ CCud0 so that fη′′k+1 = fη′k+1 + δ¯α for some
α ∈ CCud0 . Furthermore, since f ◦ h = id and so f δ¯hα = δ¯α , replacing η′′k+1 by η′′k+1 − δ¯hα , one can
require α = 0 and fη′′k+1 = fη
′
k+1 . Moreover, there is some freedom so that one can replace η
′
k+1 by
η′k+1 − η′′k+1 (which lives in η′k+1 + ker δ¯ ). In other words, we may assume
fη′k+1 = 0
Now the inductive step is completed by putting ηk+1 = η′k+1+χk+1 , η
+ = (η0, . . . , ηk, ηk+1, 0, 0, . . . ) =
η + ηk+1 and ψ+ = ϕ− δη+ . We check the four induction hypothesis’s for them as follows:
• ψ+k+1 = ψk+1 − (δ(η+ − η))k+1 = ψk+1 − δ¯ηk+1 = 0 and ψ+j = ψj = 0 for j ≤ k .
• fηk+1 = fη′k+1 + fχk+1 = 0.
• It suffices to show (E1) holds for the new pair (ηk, ηk+1); it holds by η′k+1 ∈ CCud0 and (44).
• ηk+1 satisfies (E2) and (E3) since so does χk+1 by design and η′k+1 ∈ CCud0 .
By induction, the proof of (ii) is now established. Ultimately, (iii) can be proved almost identically and
we just sketch the proof below. We prefer to write ϕfˆ for the image of ϕ under fˆ ; then that fˆ is a cochain
map means that (δϕ)fˆ = δ(ϕfˆ ). Also, we define ϕkˆ = ϕ ◦ k⊗• like fˆ . As above, ϕkˆfˆ = ϕ. The initial
step is similar, and the induction hypothesis is almost identical except that the second bullet is replaced
by (ηfˆ )i = 0 for i ≤ k instead. Then, using the sublemma supplies some χk+1 with χk+1 fˆ = 0 and
similar certain properties. Using this one can similarly complete the induction.
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More generally, we can show the following.
Proposition 3.14 Let f¯0 = (f0k,0)k and f¯
1 = (f1k,0)k be two A∞ homomorphisms (modulo T
E=0 ) which
are also in U D . There exists an induced cochain map
(45) (f¯0, f¯1)∗ := (f¯0, f¯1)g¯∗ : (CC
ud
β , δg¯)→ (CCudβ , δf¯1◦g¯◦f¯0)
Moreover we have the associativity in the sense that (f¯2, f¯3)∗ ◦ (f¯0, f¯1)∗ = (f¯0 ◦ f¯2, f¯3 ◦ f¯1)∗ .
Proof. We start with the definition: give ϕ = (ϕk,β)k with deg
′ ϕk,β = p, we define (f¯0, f¯1)
g¯
∗ϕ to be∑
f¯1 ◦ (g¯#p ⊗ · · · ⊗ g¯#p ⊗ ϕ⊗ g¯⊗ · · · ⊗ g¯) ◦ (f¯0 ⊗ · · · ⊗ f¯0)
Linearly we can also define it for general ϕ. When either f¯0 = id or f¯1 = id, we see respectively that
(f¯0, id)g¯∗ϕ = ϕ ◦ (f¯0 ⊗ · · · ⊗ f¯0)
(id, f¯1)g¯∗ϕ = f¯
1 ◦ (g¯#p ⊗ · · · ⊗ g¯#p ⊗ ϕ⊗ g¯⊗ · · · ⊗ g¯)
Remark that although generally (45) depends on g¯ , the special case (f¯0, id)g¯∗ does not. Also, since
deg′ f¯0 = 0, we know deg′(f¯0, id)∗ϕ = deg′ ϕ = p. On the other hand, the direct computations show
that
(id, f¯1)g¯◦f¯
0
∗ ◦ (f¯0, id)∗ = (f¯0, f¯1)g¯∗, and (f¯0, id)f¯
1◦g¯0
∗ ◦ (id, f¯1)g¯∗ = (f¯0, f¯1)∗(46)
where we make the sources andx targets implicit. By virtue of (46), it suffices to prove Proposition 3.14
for (id, f¯1)∗ and (f¯0, id)∗ separately. Now, we will abuse the notation by using the same symbols m¯ or
m to represent various A∞ algebras involved. Firstly, we need to show both of them really map CCudβ
into CCudβ . Indeed, as f¯
0 , f¯1 and g¯ have divisor axioms, we have
DA[(f¯0, id)∗ϕ]k,β(b; x1, . . . , xk) =
∑
DA[ϕ]k1,β
(
f01,0(b); f¯
0(x1, . . . ), . . . , f¯0(. . . , xk)
)
DA[(id, f¯1)∗ϕ]k,β(b; x1, . . . , xk) =
∑
f¯1 ◦ (g¯#p(x1, . . . ), . . . ,DA[ϕ]k1 ,β(b; . . . ), . . . , g¯(. . . , xk))
Beware that by definition the class β will not divide. So the above can implies divisor axioms for the
images. Similarly, we can show the strict/cyclical unitalities. In the next, we need to check
(47) δ(f¯0, f¯1)∗(ϕ) = (f¯0, f¯1)∗(δϕ) or more precisely δf¯1◦g¯◦f¯0(f¯
0, f¯1)∗(ϕ) = (f¯0, f¯1)∗(δg¯ϕ)
Without loss of generality, assume deg′ ϕ = p. Consider
F1 :=f¯
1 ◦ (id•# ⊗ m¯⊗ id•) ◦ (g¯#p ⊗ · · · ⊗ g¯#p ⊗ ϕ⊗ g¯⊗ · · · g¯) ◦ (f¯0 ⊗ · · · f¯0)
F2 :=f¯
1 ◦ (g¯#p ⊗ · · · ⊗ g¯#p ⊗ ϕ⊗ g¯⊗ · · · g¯) ◦ (id•# ⊗ m¯⊗ id•) ◦ (f¯0 ⊗ · · · f¯0)
and put F = F1 − F2 . On the one hand, the facts that f¯1 and f¯0 are A∞ homomorphisms applied to F1
and F2 can deduce that F exactly agrees with the left side of (47). On the other hand, using that g¯ is
an A∞ homomorphism instead, we see that F agrees with the right side of (47). Finally, to show the
associativity, it is easy to firstly check (f¯2, id)∗(f¯0, id)∗ = (f¯2◦ f¯0, id)∗ and (id, f¯3)∗(id, f¯1)∗ = (id, f¯3◦ f¯1)∗ ,
then the general situation can be proved by taking advantage of decomposition in (46).
By declaring FECC :=
∏
β∈G;E(β)<ECCβ =
∏
k∈N
∏
E(β)<ECCk,β we obtain the so-called energy
filtration on CC. We remark that since it may happen that ∂β ∩ b 6= ∂β′ ∩ b even if E(β) = E(β′), we
cannot directly follow [FOOO10a]. This is one of the reasons why we have to consider a copy CCβ
separately, one for each β ∈ G; see Definition 2.7. For every B ∈ G we define
(48) FBCC = FE(B)CC×CCB =
∏
E(β)<E(B) or β=BCCβ
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Similarly, we can define FECCud and FBCCud . Now, in analogy to Theorem 3.6, we will show:
Theorem 3.15 Fix B ∈ G with E(B) > 0 and (C1,m′), (C2,m) ∈ ObjU D . Suppose g = (gk,β)k,β ∈
FE(B)CCud(C1,C2) is an A∞ homomorphism modulo TE(B) with (22). Then there exists a δg¯ -closed
oB(g) ∈ CCudB (C1,C2)
such that its cohomology [oB(g)] vanishes if and only if g can be extended to an A∞,B homomorphism
g+ = (g, gB). Moreover, in this case we have oB(g)+ δg¯(gB) = 0.
Proof. We define the k-th component (or precisely CCk,B -component) of oB(g) to be
∑
0=j0≤···≤jℓ=k
β0+β1+···+βℓ=B∀i6=0:βi 6=B
mℓ,β0 ◦ (gj1−j0,β1 ⊗ · · · ⊗ gjℓ−jℓ−1,βℓ)−
∑
λ+µ+ν=k
β′+β′′=B
β′ 6=B
gλ+µ+1,β′ ◦ (idλ# ⊗m′ν,β′′ ⊗ idµ)
(49)
Firstly, parallel to, although more complicated than, the proof of Theorem 3.6, we can show oB(g) ∈
CCud
B
using the conditions that m′ , m and g are contained in CCud ; note that (22) is also needed here.
Next, observe that the A∞ condition for being an A∞,B homomorphism is simply
(50) oB(g)+ δg¯(gB) = 0
Suppose we could find gB to solve this, and we would like to study the degrees beforehand. Due to
(49) above, the degree of each term of oB(g) can be computed as follows:
degmℓ,β0 +
∑
deg gji−ji−1,βi = 2− ℓ− µ(β0)+
∑ℓ
i=1 1− (ji − ji−1)− µ(βi) = 2− k − µ(B)
deg gλ+µ+1,β′ + degm′ν,β′′ = 1− λ− µ− µ(β′)+ 2− ν − µ(β′′) = 2− k − µ(B)
Furthermore, we also know δg¯ in (39) has degree one. Therefore comparing with (50), the degree
of k-th componenet of gB must equal to 1 − k − µ(B) as we desire. Notice that, this is ‘un-shifted’
degree. In terms of shifted degrees (8) instead, we actually have deg′ oB(g) = 1 − µ(B) = 1(mod2)
and deg′ gB = −µ(B) = 0(mod2). Now, it suffices to check oB(g) is δ -closed. Using (39) we compute
δ(oB(g)) =
∑
mr,0 ◦ (g¯# ⊗ · · · ⊗ g¯# ⊗mℓ,β0(gβ1 ⊗ · · · ⊗ gβℓ)⊗ g¯⊗ · · · ⊗ g¯)
+
∑
mℓ,β0 ◦ (gβ1 ⊗ · · · ⊗ gβℓ) ◦ (id•# ⊗m′s,0 ⊗ id•)
−∑mr,0 ◦ (g¯# ⊗ · · · ⊗ g¯# ⊗ gβ′ ◦ (id•# ⊗m′ν,β′′ ⊗ id•)⊗ g¯⊗ · · · ⊗ g¯)
−∑ gβ′ ◦ (id•# ⊗m′ν,β′′ ⊗ id•) ◦ (id•# ⊗m′s,0 ⊗ id•) =: ∆1 +∆2 −∆3 −∆4
where we have to require conditions like βi 6= B (i 6= 0) and β′ 6= B (or equivalently β′′ 6= 0); but we
can forget about these conditions by adding a ghost term gB = 0 temporarily. Now, consider
∆ :=
∑
γ+γ′+β1+···+βr=B
mr,γ ◦ (gβ1 ⊗ · · · ⊗ gβr ) ◦ (id•# ⊗m′s,γ′ ⊗ id•)
in order for the δ -closedness. First, separating the terms with γ 6= 0 and γ = 0 and using that g is an
A∞ homomorphism modulo TE(B) , we obtain ∆ = Γ1 + Γ2 where
Γ1 :=
∑
γ 6=0 mr,γ ◦ (id•# ⊗m⊗ id•) ◦ (g⊗ · · · ⊗ g)
Γ2 :=
∑
mr,0 ◦ (id•# ⊗m⊗ id•) ◦ (g⊗ · · · ⊗ g)−∆1 +∆3
Next, separating the terms with γ′ 6= 0 and those with γ′ = 0, we also see that ∆ = Γ′1 + Γ′2 with
Γ
′
1 :=
∑
g ◦ (id•# ⊗m′ ⊗ id•) ◦ (id•# ⊗m′ ⊗ id•)−∆4; Γ′2 := ∆2
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In the end, the A∞ equations for m and m′ tells respectively that Γ1 + Γ2 = −∆1 + ∆3 and
Γ′1+Γ
′
2 = ∆2−∆4 . So δ(g) = (∆1−∆3)+ (∆2−∆4) = −∆+∆ = 0. The proof is complete.
Lemma 3.16 Let f0 and f1 be two A∞,B homomorphisms in U D . If g ∈ FE(B)CCud is any A∞
homomorphism modulo TE(B) then so is f1 ◦ g ◦ f0 , and we have
[oB(f
1 ◦ g ◦ f0)] = [(f¯0, f¯1)∗oB(g)] = (f¯0, f¯1)∗[oB(g)]
where f¯0 and f¯1 are reductions. In the chain level, oB(f1 ◦ g ◦ f0)− (f¯0, f¯1)∗oB(g) = δ((f1 ◦ g ◦ f0)B).
Proof. The statement is analogous to Lemma 3.7 and relies on Proposition 3.14. It is clear that f1◦g◦f0
is also an A∞ homomorphism modulo TE(B) . As in the proof of Lemma 2.42, one can see f1 ◦ g ◦ f0
restricts to an element in FE(B)CCud as well. Hence, due to Theorem 3.15 above, the left side can be
defined. Let’s extend g by zeros and put h := f1 ◦ g ◦ f0 and h¯ := f¯1 ◦ g¯ ◦ f¯0 . Then we consider
P :=
∑
m¯ ◦ (h⊗ · · · ⊗ h)−∑ h ◦ (id•# ⊗ m¯⊗ id•) ∈ CCB
First, it is easy to see that P = oB(h)+ δh¯(hB) and note that hB ∈ CCudB . Moreover, we expand P:
P =
∑
f1 ◦ (id•# ⊗m⊗ id•) ◦ (g⊗ · · · ⊗ g) ◦ (f0 ⊗ · · · ⊗ f0)−
∑
f1 ◦ (g⊗ · · · ⊗ g) ◦ (id•# ⊗m⊗ id•) ◦ (f0 ⊗ · · · ⊗ f0)
=
∑
f¯1 ◦
(
g¯# ⊗ · · · ⊗ g¯# ⊗ [m(g⊗ · · · ⊗ g)−∑ g(id•# ⊗m⊗ id•)]⊗ g¯⊗ · · · ⊗ g¯) ◦ (f¯0 ⊗ · · · ⊗ f¯0)
Here the terms in the square bracket are elements in CCB . By definition they agree with oB(g) since
we already extend g by zero and so gB = 0. Therefore, we further obtain P = (f¯0, f¯1)∗oB(g).
3.4 Extension for the energy filtration
We are now at the stage to finally prove the most general Whitehead Theorem 3.1. Recall we already
have g¯ and h¯ using the reduction f¯ of fixed f ∈ HomU D ((C′,m′), (C,m)) in (28) due to Theorem 3.8.
They serve as the base case for an energy induction which we are going to carry out. The following
analogy of Proposition 3.9 can deal with inductive steps:
Proposition 3.17 Let B ∈ G is so that E(B) > 0. Suppose
g = (gk,β) ∈ FE(B)CCud(C,C′), and h = (hk,β) ∈ FE(B)CCud(C,C′[0,1])
are two A∞ homomorphism modulo TE(B) such that
Eval0 ◦h|FE(B) CC = id, and Eval1 ◦h|FE(B) CC = g ◦ f
Then there exists two A∞,B homomorphisms g+ = (g, gB) ∈ FBCCud and h+ = (h, hB) ∈ FBCCud
extending g and h and satisfying
(51) Eval0 ◦h+|FB CC = id, and Eval1 ◦h+|FB CC = g+ ◦ f
Proof. In view of (48), the extension (51) just means Eval0 ◦hB = 0 and Eval1 ◦hB = (g+ ◦ f)B =
gB ◦ f¯ + (g ◦ f)B . But temporarily, we just first extend g and h trivial by putting gB = 0 and
hB = 0; namely, we put g = (g, 0) and h = (h, 0). By Lemma 3.16 we have (id,Eval
0)∗[oB(h)] =
[oB(Eval
0 ◦h)] = [oB(id)] = 0. According to Proposition 3.11 (ii), [oB(h)] = 0. By Theorem 3.15, we
can find α ∈ CCud
B
so that oB(h)+δα = 0. We need a slight modification of α as we did in Proposition
3.9: firstly, using Lemma 3.16 we have oB(Eval
0 ◦h) − (id,Eval0)∗oB(h) = δ(Eval0 hB) = 0. The
fact that Eval0 ◦h|FB CC = id implies that oB(Eval0 ◦h) = oB(id) = 0 by (49). It follows that
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(id,Eval0)∗oB(h) = 0. By Proposition 3.11 (ii), we also see (id,Eval0)∗δα = δ(id,Eval0)∗α =
δ(Eval0 ◦α). It follows that 0 = (id,Eval0)∗(oB(h)+ δα) = δ(Eval0 ◦α) and we put
hB = α− Incl Eval0 ◦α
Since the A∞ algebra on C′[0,1] need to be the trivial pseudo-isotopy concerning Definition 2.44, the fact
Mtriℓ,0◦Incl⊗ℓ = Inclmℓ,0 implies that δIncl ◦g¯◦Incl = Incl ◦δg¯ or δ Incl = Incl δ abbreviated, due to (39).
Hence, δhB = δα − Incl δ Eval0 ◦α = δα , and particularly oB(h) + δhB = 0 as well. In other words,
h+ = (h, hB) supplies an A∞,B extension of h. Note that Eval1 ◦h+ is also an A∞,B homomorphism,
which extends g ◦ f . So, this means oB(g ◦ f) = oB(Eval1 ◦h) = Eval1 ◦oB(h) = −Eval1 δ(hB) =
−δ Eval1 hB . By Lemma 3.16 and Proposition 3.11 (iii), we have 0 = [oB(g ◦ f)] = (f, id)∗[oB(g)]
and so [oB(g)] = 0. It follows that g can be extended to some g+ = (g, gB) with oB(g) = −δgB .
Unfortunately, as before we cannot ensure the following vanishes:
Π := (Eval1 ◦h+ − g+ ◦ f)B = Eval1 ◦hB − (f¯, id)∗gB −
∑
β 6=B gβ ◦ (f⊗ · · · ⊗ f)
Need to further modify gB and hB . Indeed, we have Π ∈ CCudB since f, g+, h+ ∈ CCud . We compute
δΠ = −Eval1 ◦oB(h)+ (f¯, id)∗oB(g)− δ((g ◦ f)B) = −oB(g ◦ f)+ (f¯, id)∗oB(g)− δ((g ◦ f)B)
and it vanishes precisely owe to Lemma 3.16 where recall that we denote g = (g, 0). We claim that
(f¯, id)∗ is a quasi-isomorphism. In fact, by Proposition 3.11(iii), (Incl, id)∗ is a quasi-isomorphism,
and so is (Evali, id)∗ using Evali ◦ Incl = id and Proposition 3.14. It also follows that (id, id)∗ =
(h¯, id)∗(Eval0, id)∗ and (f¯, id)∗(g¯, id)∗ = (h¯, id)∗(Eval1, id)∗ . There is another ud-homotopy h¯′ be-
tween f¯ ◦ g¯ and id as in Theorem 3.8 for which we similar have (id, id)∗ = (h¯′, id)∗(Eval0, id)∗ and
(g¯, id)∗(f¯, id)∗ = (h¯′, id)∗(Eval1, id)∗ . Putting things together we know (f¯, id)∗ is a quasi-isomorphism.
Now, by this claim, one can choose some ∆g ∈ CCud
B
(C,C′) so that δ∆g = 0 and Π+ (f¯, id)∗∆g = δη
for some η ∈ CCud
B
. Define ∆h ∈ CCud
B
(C′,C′[0,1]) by ∆h(s) = 1 ⊗ sη , so Eval0 ◦∆h = 0 and
Eval1 ◦∆h = η . Then we put h′
B
:= hB + δ∆h and g′B = gB + ∆g . First, both are contained
in CCud
B
by construction; second, these modifications also gives A∞,B extensions since δh′B = δhB
and δg′
B
= δgB ; third, Eval
0 ◦h¯+ = id is clearly preserved. Fourth, the change of Π is equal to
Eval1 ◦(h′
B
− hB)− (f¯, id)∗(g′B − gB) = Eval1 δ∆h− (f¯, id)∗∆g = δη − (f¯, id)∗∆g = Π.
Proof of Theorem 3.1. If we denote by fβ the component of f in CCβ then we define Gf := {β ∈ G |
fβ 6= 0}. Similarly we can define Gm and Gm′ . Then we put
(52) G = N · Gf ∪ Gm ∪ Gm′
to be the additive monoid generated Gf , Gm and Gm′ . By the gappedness, the image E(G) is a discrete
subset of [0,∞), say, E(G) =: {0 = λ0 < λ1 < λ2 < · · · < λi < λi+1 < · · · } such that E−1(λi) ∩ G
is finite for each i ≥ 1 and E−1(0) ∩ G = {0}. In the next, our inductive construction for g and h
with regard to the energy filtration will be carried out on the discrete set E(G), while we To begin with,
apply Theorem 3.8 to the reduction f¯, and we obtain g¯ so that g¯ ◦ f¯ is ud-homotopic to id via some
h¯ which only has energy-zero part, i.e. h¯ ∈ CCud0 . This gives the initial step for i = 0. Inductively,
suppose we have constructed two operator systems gi and hi in CC so that:
• they lie in ∏ij=0∏β∈G:E(β)=λj CCudβ
• they are A∞,β homomorphisms for every β with E(β) = λi
• the following identities hold over Fλi CC×∏β∈G:E(β)=λi CCβ :
Eval0 ◦hi = id, and Eval1 ◦hi = gi ◦ f
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On the one hand, we claim the two identities in the third bullet actually hold over the larger Fλi+1 CC:
In fact, pick an arbitrary β with λi < E(β) < λi+1 which in particular tells that β 6∈ G . Then
(Eval0 ◦hi)β = Eval0 ◦hiβ = 0 = (id)β by the first bullet of hi . Furthermore, (gi ◦ f)β =
∑
giℓ,β0 ◦
(fβ1 ⊗ · · · ⊗ fβℓ) = 0 must hold; otherwise given any nonzero term in the sum, we had β1, . . . , βℓ ∈ Gf
and the first bullet of gi implies β0 ∈ G; accordingly β =
∑
βi ∈ G , which is a contradiction.
On the other hand, we assert that gi and hi can be viewed as A∞ homomorphisms modulo Tλi+1 . In
reality, given β with λi < E(β) < λi+1 the stronger statements mℓ,β0 ◦ (giβ1 ⊗ · · · ⊗ giβℓ) = 0 and
gi
β(0)
(id•#⊗m′β(1)⊗id•) = 0 are true. Otherwise, therewas a choice of βi ’s so that mℓ,β0◦(giβ1⊗· · ·⊗giβℓ) 6=
0 or a choice of β(0) and β(1) so that gi
β(0)
(id•# ⊗ m′β(1) ⊗ id•) 6= 0. In the first case, we know β0 ∈ Gm
and β1, . . . , βℓ ∈ G by the first bullet, hence, β =
∑
βi ∈ G which contradicts to how we choose β .
In the second case, β(1) ∈ Gm′ and β(0) ∈ G by the first bullet; so we still have β = β(0) + β(1) ∈ G , a
contradiction. Similar arguments apply for hi .
According to the above two aspects, it is legitimate to apply Proposition 3.17 for every class in the finite
set G ∩ {B | E(B) = λi+1}, therefore, we obtain gi+1 and hi+1 which extend gi and hi respectively
and satisfy the above three bullets replacing i by i+ 1 everywhere. Hence the induction continues and
ultimately we obtain g and h so that g ◦ f is ud-homotopic to id via h. Moreover, this construction
tells {β | gβ 6= 0 or hβ 6= 0} must be contained in G . In particular, g and h satisfies the condition
(II-5) (Definition 2.39) because so do f,m and m′ . For g and h, the conditions (II-1) (II-2) (II-3) just
correspond to how we define CCud , and (II-4) hold due to Lemma 3.2. In summary, we finally find
g, h ∈ MorU D so that g ◦ f is ud-homotopic to id via h.
To end the proof, we need further prove f ◦ g is ud-homotopic to id as well. Applying what we have
shown to g (instead of f) we obtain some f′, h′ ∈ MorU D so that f′ ◦ g ud∼ id via h′ . Then using
Lemma 2.48 we conclude f′ ud∼ f′ ◦ (g ◦ f) = (f′ ◦ g) ◦ f ud∼ f , and thus f ◦ g ud∼ f′ ◦ g ud∼ id.
4 Homological perturbation
A ribbon tree is a tree T with an embedding T
i−֒→ D2 ⊂ C such that v is a vertex with only one edge
if and only if i(v) ∈ ∂D2 . Such a vertex is called an exterior vertex, and any other vertex is called a
interior vertex. The set of all exterior (resp. interior) vertices is denoted by Cext0 (T) (resp. C
int
0 (T))
and the set of all vertices is denoted by C0(T). Besides, an edge of T is called exterior if it contains
an exterior vertex and called interior otherwise. The set of all exterior edges is denoted by Cext1 (T) and
its complement is denoted by Cint1 (T). A rooted ribbon tree is a pair (T, v0) of a ribbon tree T and an
exterior vertex v0 , called the root of (T, v0). This v0 gives a natural partial order on C0(T) by setting
v < v′
if v 6= v′ and there is a path in T from v to v0 which goes through v′ . Intuitively, v0 is like the largest
vertex. For a label group G = (G,E, µ), a G-decoration on (T, v0) is a map B : Cint0 (T) → G. It is
called stable if any v ∈ Cint0 (T) satisfies E(B(v)) ≥ 0 and has at least three edges whenever B(v) = 0.
Definition 4.1 Given k ∈ N and β ∈ G, we denote by T (k, β) := T (k, β;G) the set of G-decorated
stable rooted ribbon trees (T, v0,B) so that #Cext0 (T) = k + 1 and
∑
v∈Cint0 (T) B(v) = β . Note that
T (0, 0) = ∅ and T (1, 0) consists of exactly one element, the tree T1,0 of two vertices and one edge.
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Definition 4.2 A time allocation of T := (T, v0,B) ∈ T (k.β) is a map τ : Cint0 (T) → R such that
τ (v) ≤ τ (v′) whenever v < v′ . The set of all time allocations τ for T with all τ (v) ∈ [a, b] is denoted
by Aba(T, v0,B) or simply A
b
a(T). We often write A(T) for A
1
0(T).
Remark 4.3 Regarding τ as a point (xv = τ (v))v in [a, b]#C
int
0 (T) , one see that Aba(T) can be identified
with a bounded polyhedron cut out by inequalities xv ≤ xv′ for v < v′ and a ≤ xv ≤ b; hence it has a
measure induced from the Lebesgue measure.
4.1 Canonical models
Definition 4.4 Let (C,m1,0) and (H, δ) two graded cochain complexes. A triple (i, π,G), consisting
of a map i : H → C , a map π : C → H of degree zero and a map G : C → C of degree −1, is called a
contraction for H and C if the following equations hold
(53) m1,0 ◦ i = i ◦ δ π ◦m1,0 = δ ◦ π
(54) i ◦ π − idC = m1,0 ◦ G+ G ◦m1,0
Further, (i, π,G) is called a strong contraction, or say the triple is strong, if we have extra conditions:
(55) π ◦ i− idH = 0
(56) G ◦ G = 0
(57) π ◦ G = 0
(58) G ◦ i = 0
Although a contraction is enough for the construction of a canonical model and divisor axioms, a strong
contraction is needed to deal with the unitality. Here (53) simply say i and π are cochain maps; (54)
tells that G is a cochain homotopy between i ◦π and id. Meanwhile (56), (57), and (58) are called side
conditions [Mar06], which can be achieved by our harmonic contractions in §7.
Now, we begin with the most general construction of canonical models. Theorem 4.5 just slightly
generalizes [FOOO10a, Theorem 5.4.2] further allowing a non-zero δ as below (see also [Mar06] for
non-gapped cases). But the extent of generalization we need cannot be found in the literature, so we
give full details. Later, we will further take cyclical unitalities and divisor axioms into considerations.
Theorem 4.5 Given a G-gapped A∞ algebra (C,m), there is a canonical way to associate a contraction
(i, π,G), regarding a graded cochain complex (H, δ), with a G-gapped A∞ algebra m⋄ on H and a
G-gapped A∞ homomorphism
i⋄ : (H,m⋄)→ (C,m)
so that i⋄1,0 = i and m
⋄
1,0 = δ .
Definition 4.6 We call the triple (H,m⋄, i⋄) in Theorem 4.5 or just (H,m⋄) the canonical model of C
with respect to the contraction (i, π,G).
Proof. Tree construction: By induction on #Cint0 (T), we will construct two sequences of operators
iT : C
⊗k → C, mT : C⊗k → C(59)
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for all T := (T, v0,B) ∈ T (k, β) (Definition 4.1) and all k ∈ N , β ∈ G as follows. When #Cint0 (T) = 0,
the only possibility is that T = T1,0 , the unique tree in T (1, 0). We put iT1,0 = i and mT1,0 = δ . Next,
for (k, β) 6= (0, 0), (1, 0) we denote the only tree in T (k, β) with #Cint0 (T) = 1 by Tk,β ∈ T (k, β). If
T = Tk,β then we define iT = G ◦mk,β ◦ i⊗k and mT = π ◦mk,β ◦ i⊗k . Suppose now that iT′ and mT′
have been constructed for #Cint0 (T
′) ≤ n and assume (T, v0,B) is such that #Cint0 (T) = n+ 1. Consider
the edge e of the root v0 and let v be the other vertex of e. Then v is necessarily interior. We cut all
edges of v except e and add a vertex for each pair of resulting half lines. Then we get a tree Tℓ,B(v)
with only one interior vertex v, and other ℓ trees
(60) Ti := (Ti, v
i
0,B
i) ∈ T (ki, βi), i = 1, . . . ℓ
where B(v)+
∑
βi = β and
∑
ki = k and the roots are new vertices ordered counterclockwise. Define
iT = G ◦mℓ,B(v) ◦ (iT1 ⊗ · · · ⊗ iTℓ ) mT = π ◦mℓ,B(v) ◦ (iT1 ⊗ · · · ⊗ iTℓ )(61)
i⋄k,β =
∑
T∈T (k,β)
iT m
⋄
k,β =
∑
T∈T (k,β)
mT(62)
We claim there are at most finitely many terms in (62). Of course, the set T (k, β) is generally infinite.
But ignoring all trees with zero contributions to (62), we can just take the subset of those T = (T, v0,B)
so that the image of B : Cint0 (T) → G is contained in the set Gm := {β ∈ G | mβ 6= 0}. Then the
desired finiteness just comes from the tree stable conditions.
Combining (61) and (62) yields the inductive formulas for both i⋄ and m⋄ : for all (k, β) 6= (0, 0), (1, 0),
(63)
i⋄k,β =
∑
ℓ≥1
∑
k1+···+kℓ=k
∑
β1+···+βℓ=β
(ℓ,β0)6=(1,0)
G ◦mℓ,β0 ◦ (i⋄k1 ,β1 ⊗ · · · ⊗ i⋄kℓ,βℓ)
m⋄k,β =
∑
ℓ≥1
∑
k1+···+kℓ=k
∑
β1+···+βℓ=β
(ℓ,β0)6=(1,0)
π ◦mℓ,β0 ◦ (i⋄k1,β1 ⊗ · · · ⊗ i⋄kℓ,βℓ)
The exceptional cases are defined by hand: i⋄0,0 = 0 and m
⋄
0,0 = 0 and i
⋄
1,0 = i,m
⋄
1,0 = δ . Remark
that the condition (ℓ, β0) 6= (1, 0) is exactly due to the tree stable condition. Note that the degrees are
also as we expect, as deg i⋄k,β = −1+ (2− ℓ− µ(β0))+
∑
i(1− ki − µ(βi)) = 1− k − µ(β) and also
degm⋄k,β = 2− k − µ(β). For later quote, we explain the gappedness of i⋄ , m⋄ in Remark 4.7 below:
Remark 4.7 Concerning the conditions (I-5) (II-5) in Definition 2.39 for the category U D , a useful
observation is as follows. Denote by Gm the set of β with mβ 6= 0. Then by (63) we see both the set
{β | m⋄β 6= 0} and {β | i⋄β 6= 0} are contained in N ·Gm . In particular, if m only involves non-negative
µ , then so do m⋄ and i⋄ . Compare also with the later Remark 5.2.
A∞ relations: Now we continue our proof. In the first place, we inductively prove:
(64) (m ◦ i⋄ − i⋄ ⋆m⋄)|CCk,β = 0
on the pair (k, β) with the ordering mentioned in Remark 2.9. When (k, β) = (0, 0), it is trivial. When
(k, β) = (1, 0), it becomes m1,0(i⋄1,0(x)) = i
⋄
1,0(m
⋄
1,0(x)) which is just (53). Now, suppose (64) hold for
all (k1, β1) < (k, β). By the inductive formula (63), we gain
(m ◦ i⋄)|CCk,β = (m1,0G+ id) ◦
∑
(ℓ,β0)6=(1,0) mℓ,β0 ◦ (i⋄ ⊗ · · · ⊗ i⋄)
(i⋄ ⋆m⋄)|CCk,β =i ◦m⋄k,β +
∑
(r,β′)6=(1,0) i
⋄
r,β′ ◦ (id•# ⊗m⋄s,β′′ ⊗ id•)
=i ◦m⋄k,β +
∑
(σ,β1)6=(1,0) G ◦mσ,β1 ◦ (i⋄ ⊗ · · · ⊗ i⋄) ◦ (id•# ⊗m⋄s,β′′ ⊗ id•)
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In the above, imposing (r, β′) 6= (1, 0) is in order to apply (63). Moreover, (σ, β1) 6= (1, 0) together
with the tree stability infers that the induction hypothesis can be applied to those i⋄ in the last equation.
Consequently, by the A∞ relations of m , we further obtain
(i⋄ ⋆m⋄)|CCk,β =i ◦m⋄k,β +
∑
(σ,β1)6=(1,0)G ◦mσ,β1 ◦ (id•# ⊗m⊗ id•) ◦ (i⋄ ⊗ · · · ⊗ i⋄)
=i ◦m⋄k,β −
∑
G ◦m1,0 ◦m ◦ (i⋄ ⊗ · · · ⊗ i⋄)
Note that the degree of i⋄ matters here but it is already computed. Putting things together, we see that
(m ◦ i⋄ − i⋄ ⋆m⋄)|CCk,β = (m1,0 ◦ G+ id− iπ + G ◦m1,0) ◦
∑
(ℓ,β0)6=(1,0) mℓ,β0 ◦ (i⋄ ⊗ · · · ⊗ i⋄)
which vanishes due to (54). Next, we aim to show
m⋄ ⋆m⋄|CCk,β = 0
When (k, β) = (0, 0) it is trivial; when (k, β) = (1, 0) it becomes δ2 = 0 as we just define m⋄1,0 = δ .
For other (k, β), (63) can be used. Further using (53) and the proven (64) we conclude
m⋄ ⋆m⋄|CCk,β = δ ◦m⋄k,β +
∑
(σ,β1)6=(1,0) π ◦mσ,β1 ◦ (i⋄ ⊗ · · · ⊗ i⋄) ◦ (id•# ⊗m⋄ ⊗ id•)
= δ ◦m⋄k,β +
∑
(σ,β1)6=(1,0) π ◦mσ,β1 ◦ (id•# ⊗m⊗ id•) ◦ (i⋄ ⊗ · · · ⊗ i⋄)
=
∑
(δ ◦ π − π ◦m1,0) ◦m ◦ (i⋄ ⊗ · · · ⊗ i⋄) = 0
In summary, given (i, π,G) (not-necessarily strong) we have successfully constructed m⋄ or i⋄ .
4.2 Properties
Since the construction in Theorem 4.5 looks pretty canonical, we expect it preserves the various
conditions like strict/cyclical unitalities and divisor axioms.
Proposition 4.8 The tree construction in Theorem 4.5 enjoys the following properties:
(i) Assume ∂β ∩ i(b) = ∂β ∩ b. If m satisfies divisor axioms then so do both m⋄ and i⋄ .
(ii) If m is cyclically unital then so are m⋄ and i⋄ .
(iii) Assume (i, π,G) is a strong contraction. If (C,m) has a unit 1 so that i(π(1)) = 1, then (H,m⋄)
has a unit π(1) and i⋄ is unital with respect to π(1) and 1.
Proof. (i) Divisor axiom. The proof of Proposition 4.8 (ii) is essentially the same as [Fuk10, Lemma
13.1]. We only show divisor axioms for i⋄ and the similar applies for m⋄ . Then it remains to show:
(65) DA[i⋄]k,β(b; x1, . . . , xk) = ∂β ∩ b · i⋄k,β(x1, . . . , xk)
for all (k, β) 6= (0, 0) in view of Remark 2.37. We can easily check the initial case (k, β) = (1, 0).
Suppose (65) holds for (k′, β′) < (k, β). By the inductive formula (63), we get
DA[i⋄]k,β(b; x1, . . . , xk) =
∑
(ki,βi)6=(0,0)
(ℓ,β0)6=(1,0)
G ◦mℓ,β0 ◦
(
i⋄k1,β1 · · ·DA[i⋄]ki,βi(b; · · · ) · · · i⋄kℓ,βℓ
)
+
∑
β0 6=0G ◦DA[m]ℓ,β0
(
i(b); i⋄k1 ,β1 · · · i⋄kℓ,βℓ
)
Using divisor axioms of m with 0 ∈ G, we may require β0 6= 0 in the second sum which will be useful.
Note that DA[i⋄]0,0(b) = i⋄1,0(b) = i(b), and thus the second sum just consists of the missed terms with
(ki, βi) = (0, 0) for some i in the first sum. For the first sum we can just apply the induction hypothesis.
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For the second, note that m has divisor axioms and ∂β ∩ i(b) = ∂β ∩ b by assumption. Accordingly,
DA[i⋄]k,β(b; x1, . . . , xk) =
∑
(ki,βi)6=(0,0)
(ℓ,β0)6=(1,0)
∂βi ∩ b · G ◦mℓ,β0 ◦
(
i⋄k1,β1 · · · i⋄ki,βi · · · i⋄kℓ,βℓ
)
+
∑
β0 6=0 ∂β0 ∩ b · G ◦mℓ,β0
(
i⋄k1,β1 · · · i⋄kℓ,βℓ
)
By adding zero ghost terms, the above conditions (ki, βi) 6= (0, 0), (ℓ, β0) 6= (1, 0) and β0 6= 0 can be
removed. Finally, as β0 +
∑
i βi = β , we have DA[i
⋄]k,β(b; x1, . . . , xk) = ∂β ∩ b · i⋄k,β(x1, . . . , xk).
(ii) Cyclical unitality. Let e ∈ H be an degree-zero element. Note that i⋄1,0(e) = i(e) is exceptional in
Definition 2.30. The initial case (k, β) = (1, 0) is easy to check. For (k, β) 6= (0, 0), by (63) we get
CU[i⋄]k,β(e; x1, . . . , xk) =
∑
(ki,βi)6=(0,0)
(ℓ,β0)6=(1,0)
G ◦mℓ,β0 ◦
(
i⋄#k1,β1 · · ·CU[i⋄]ki,βi(e; · · · ) · · · i⋄kℓ,βℓ
)
+
∑
(ℓ,β0)6=(0,0) G ◦ CU[m]ℓ,β0
(
i(e); i⋄k1 ,β1 · · · i⋄kℓ,βℓ(· · · xk)
)
Since m is cyclical unital the second sum is zero. As before, performing induction obtains cyclical
unitalities of i⋄ . The same argument works for m⋄ .
(iii) Unitality. Finally we show Proposition 4.8 (iii). Suppose (i, π,G) is strong. We first prove
the unitality of i⋄ . Since we assume i(π(1)) = 1 we have i⋄1,0(π(1)) = 1. It remains to show
i⋄k,β(. . . , π(1), . . . ) = 0 for (k, β) 6= (1, 0). Suppose (k, β) 6= (1, 0) is the smallest pair so that
i⋄k,β(. . . , π(1), . . . ) 6= 0 happens. Then, we can find some non-zero term in the expansion of (63)
G ◦mℓ,β0(i⋄k1,β1(. . . ), . . . , i⋄ki,βi(. . . , π(1) . . . ), . . . , i⋄kℓ,βℓ(. . . )) 6= 0
Since (ℓ, β0) 6= (1, 0), we must have (ki, βi) 6= (k, β). Hence, by the smallest choice of (k, β), we
must have (ki, βi) = (1, 0). When (ℓ, β0) 6= (2, 0), we get i⋄ki,βi(. . . π(1) . . . ) = i(π(1)) = 1 which
is the unit of m , hence the term vanishes. When (ℓ, β0) = (2, 0), the above term becomes either
G ◦ m2,0(i⋄k−1,β (· · · ),1) or G ◦m2,0(1, i⋄k−1,β(· · · )). By Definition 2.28 (a1) each of them turns out to
be ±G ◦ i⋄k−1,β(· · · ). Now, if (k− 1, β) 6= (1, 0) then by the side condition G ◦G = 0 (56) it vanishes
as well; if (k−1, β) = (1, 0) it is still zero, by the side condition G◦ i = 0 (58). This is a contradiction.
As for m⋄ , observe that m⋄1,0(π(1)) = δπ(1) = πm1,0(1) = 0. Notice also that m
⋄
2,0(π(1), x) = π ◦
m2,0◦(iπ(1), i(x)) = πi(x) = x and similarly (−1)deg xm⋄2,0(x, π(1)) = x. Suppose (k, β) 6= (1, 0), (2, 0)
is the smallest pair so that m⋄k,β(. . . , π(1), . . . ) 6= 0 happens. Then as before we may find a non-zero
term in the expansion: π ◦ mℓ,β0(i⋄k1,β1(. . . ), . . . , i⋄ki,βi(. . . , π(1) . . . ), . . . , i⋄kℓ ,βℓ(. . . )) By the smallest
choice, we can require (ki, βi) = (1, 0). Since 1 ≡ i(π(1)) is a unit of m we can further require
(ℓ, β0) = (2, 0). Then we also arrive at ±π ◦ i⋄k−1,β(. . . ) which is zero again due to the unused
side-condition π ◦ G = 0 (57). Proposition 4.8(iii) is finally established.
5 From pseudo-isotopies to A∞ homomorphisms
5.1 Construction
Following [Fuk10] we can naturally construct an A∞ homomorphism from a pseudo-isotopy. This also
uses a tree construction similar to Theorem 4.5 but we further need time allocations.
Theorem 5.1 There is a canonical way to associate a G-gapped pseudo-isotopy (C[0,1],M) with a
G-gapped A∞ homomorphism
C : (C,m0)→ (C,m1)
where m0 and m1 are restrictions of M at s = 0, 1, such that C1,0 = id.
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Proof. As in (16) we write M = 1 ⊗ ms + ds ⊗ cs . Like (59) we construct a sequence of operators
CT,τ : C⊗k → C for T := (T, v0,B) ∈ T (k, β) together with a time allocation τ ∈ A(T) (Definition
4.2). Recall Remark 4.3 tells that A(T) embeds into [0, 1]#C
int
0 (T) and inherits a measure. As before,
we construct these CT,τ inductively on #Cint0 (T). When #C
int
0 (T) = 0, A(T) = ∅ and the only
possibility is T = T1,0 . We define cT1,0,∅ = id. When #C
int
0 (T) = 1, we must have T = Tk,β and
(k, β) 6= (0, 0), (1, 0). Denote its unique interior vertex by v, and we define CT,τ = −cτ (v)k,β . Inductively,
suppose the constructions have been made for #Cint0 (T
′) ≤ n and let T is so that #Cint0 (T) = n + 1.
Let v be the closest vertex to the root v0 . We do a similar surgery as in (60) getting Tℓ,B(v) and Ti
(1 ≤ i ≤ ℓ) like there. Restricting τ on interior vertices of Ti induces a time allocation τi ∈ Aτ (v)0 (Ti)
for each i, which is possibly empty. Define
(66) CT,τ = −cτ (v)ℓ,B(v) ◦ (CT1,τ1 ⊗ · · · ⊗ CTℓ,τℓ)
for all (k, β) 6= (1, 0). Note that by the stability, we have (ℓ,B(v)) 6= (1, 0). Now, if T = T1,0 we
define CT = id. If not, averaging all possible τ ∈ A(T), we define
(67) CT =
∫
A(T)
CT,τdτ
Eventually, for all (k, β) we define
(68) Ck,β := C
[0,1]
k,β =
∑
T∈T (k,β) CT
In general, replacing A(T) by Aba(T) (Definition 4.2) we also define C
[a,b]
T
and C[a,b]k,β in the same way.
In particular, by definition we have
(69) C[a,b]1,0 = id
Remark that when #Cint0 (T) > 0, the set A
a
a(T) consists of only one element and has zero measure.
Thus the above integral must be zero. In other words, for (k, β) 6= (1, 0) we have C[a,a]k,β = 0; that is,
(70) C[a,a] = id
as A∞ homomorphisms. Furthermore, using Fubini’s theorem with (66), (67) and (68) implies that
Ck,β =
∑
T∈T (k,β)
∫
A(T)
−cτ (v)ℓ,B(v) ◦ (CT1,τ1 ⊗ · · · ⊗ CTℓ,τℓ)dτ
=
∑
ℓ≥1
β0+β1+···+βℓ=β
k1+···+kℓ=k
(ℓ,β0)6=(1,0)
∑
T1∈T (k1,β1)······
Tℓ∈T (kℓ,βℓ)
∫ 1
0
du
∫
Au0(T1)×···×Au0(Tℓ)
−cuℓ,β0 ◦
(
CT1,τ1 ⊗ · · · ⊗ CTℓ,τℓ
) · dτ1 · · · dτℓ
Using general intervals instead, and applying (68) to all Ti (1 ≤ i ≤ ℓ), we obtain an inductive formula:
(71) C[a,b]k,β =
∑
ℓ≥1
∑
β0+β1+···+βℓ=β
k1+···+kℓ=k
(ℓ,β0)6=(1,0)
−
∫ b
a
du · cuℓ,β0 ◦
(
C
[a,u]
k1,β1
⊗ · · · ⊗ C[a,u]kℓ,βℓ
)
for (k, β) 6= (0, 0), (1, 0). Taking the derivative d
du
in (71) with [0, u] in place of [a, b] there, we get
(72)
d
du
C
[0,u]
k,β =
∑
ℓ≥1
∑
β0+β1+···+βℓ=β
k1+···+kℓ=k
(ℓ,β0)6=(1,0)
−cuℓ,β0 ◦
(
C
[0,u]
k1,β1
⊗ · · · ⊗ C[0,u]kℓ,βℓ
)
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where we no longer need to assume (k, β) 6= (0, 0), (1, 0), since the two excluded cases can be checked
by hand. For instance, the derivative of a constant family of operators is zero, so d
du
C
[0,u]
1,0 =
d
du
id = 0;
while the right side is void as we require (ℓ, β0) 6= (1, 0). This tells (72) for (k, β) = (1, 0).
Now, we claim that (Ck,β) is an A∞ homomorphism. Its proof is essentially given in [Fuk10]. But let us
repeat it in our setting. Let us check degrees first: recall Definition 2.23 (a) that deg csk,β = 1−k−µ(β).
Inductively, the equation (71) infers that
degC[a,b]k,β = deg c
u
ℓ,β0
+
ℓ∑
i=1
degC[a,u]ki,βi = 1− ℓ− µ(β0)+
ℓ∑
i=1
(1− ki − µ(βi)) = 1− k − µ(β)
as expected in Definition 2.12. To prove the A∞ formulas, we do induction on the pairs (k, β) again
(Remark 2.9), but we strengthen the induction statement by allowing C[a,b]k,β for arbitrary intervals
[a, b] ⊂ [0, 1]. Consider
P
[a,b]
k,β :=
∑
ℓ≥1
∑
β0+β1+···+βℓ=β
∑
0=j0≤···≤jℓ=k
mbℓ,β0 ◦ (C
[a,b]
j1−j0,β1 ⊗ · · · ⊗ C
[a,b]
jℓ−jℓ−1,βℓ)
Q
[a,b]
k,β :=
∑
β′+β′′=β
∑
i+j+r=k
C
[a,b]
i+j+1,β′ ◦ (idi# ⊗mar,β′′ ⊗ idj)
and the desired A∞ relation becomes P
[a,b]
k,β = Q
[a,b]
k,β . When (k, β) = (0, 0) it is trivial. When (k, β) =
(1, 0) it reduces to mb1,0 ◦ C[a,b]1,0 = C[a,b]1,0 ◦ma1,0 . This is true since C[a,b]1,0 = id and ma1,0 = mb1,0 = m1,0
is fixed by how we define pseudo-isotopies (15). Suppose now P[a,b]
k′,β′ = Q
[a,b]
k′,β′ holds for all [a, b] and
(k′, β′) < (k, β). Without loss of generality, we only show P[0,1]k,β = Q
[0,1]
k,β . Exploiting (72) we get
d
du
P
[0,u]
k,β =
∑(
d
du
muℓ,β0
)
◦ (C[0,u]
j1−j0,β1 ⊗ · · · ⊗ C
[0,u]
jℓ−jℓ−1,βℓ)+m
u
ℓ,β0
◦ d
du
(C[0,u]
j1−j0,β1 ⊗ · · · ⊗ C
[0,u]
jℓ−jℓ−1,βℓ)
d
du
Q
[0,u]
k,β =
∑
(ℓ′,β′0)6=(1,0)−c
u
ℓ′,β′0
◦ (C[0,u]
k′1,β
′
1
⊗ · · · ⊗ C[0,u]
k′
ℓ′ ,β
′
ℓ′
) ◦ (idi# ⊗m0r,β′′ ⊗ idj)
where we need to add (ℓ′, β′0) 6= (1, 0) for the second sum due to the stability. According to Definition
2.23 (e) the first term of d
dt
P
[0,u]
k,β becomes
P1 := P
′
1 + P
′′
1 := −
∑
(r,β(1)0 )6=(1,0)
cu
r,β
(1)
0
◦ (idλ# ⊗muν,β(2)0 ⊗ id
µ) ◦ (C[0,u]
j1−j0,β1 ⊗ · · · ⊗ C
[0,u]
jℓ−jℓ−1,βℓ)
+
∑
(ν,β(2)0 )6=(1,0)
mu
r,β
(1)
0
◦ (idλ ⊗ cu
ν,β
(2)
0
⊗ idµ) ◦ (C[0,u]
j1−j0,β1 ⊗ · · · ⊗ C
[0,u]
jℓ−jℓ−1,βℓ)
The induction hypothesis implies that P′1 =
d
du
Q
[0,u]
k,β . If we denote the second term of
d
du
P
[0,u]
k,β by P2 ,
then it follows from (72) that P2 = −P′′1 . Henceweget dduP[0,u]k,β = P′1+P′′1+P2 = P′1 = dduQ[0,u]k,β . Since
the initial values of two sides also agree thanks to (70), we ultimately conclude that P[0,1]k,β = Q
[0,1]
k,β . The
induction step is complete. For later quote, the gappedness will be explained in Remark 5.2 below.
Remark 5.2 Similar to Remark 4.7 we have the following observation. Due to (71) or (72), if we
denote G = {β | csβ 6= 0} ⊂ {β | Mβ 6= 0}, then the set {β | C[a,b]β 6= 0} is contained in N · G .
Particularly, if M only involved non-negative µ , then so does C[a,b] .
Remark 5.3 Heuristically, the systems cs represent the ‘derivative’ of ms for a pseudo-isotopy M =
1⊗ms+ds⊗ cs , and C[a,b] morally resembles the ‘integration’. Just like the additiveness of integration
in calculus, one can prove C[b,c] ◦ C[a,b] = C[a,c] by an easy induction.
Corollary 5.4 If M is a trivial pseudo-isotopy, then the constructed C is precisely equal to the identity.
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5.2 Properties
As before, our construction in Theorem 5.1 is also very canonical, hence, it will preserves many good
properties as well. So we have the analogies of Proposition 4.8 and more:
Proposition 5.5 The canonical construction in Theorem 5.1 enjoys the following properties:
(a) If M satisfies divisor axioms, then so does C .
(b) If M is cyclically unital, then so is C .
(c) If M has a [0, 1]-unit 1 ∈ C , then C is unital with respect to 1’s.
Proof. (a) Divisor axiom. Write M = 1 ⊗ ms + ds ⊗ cs as before. Using Incl(b) in divisor axiom
equations of M yields both ms and cs satisfy divisor axioms. By inductive formula (71), we obtain
DA[C]k,β(b; x1, . . . , xk) =
∑
(ki,βi)6=(0,0)
(ℓ,β0)6=(1,0)
− ∫ 10 du · cuℓ,β0(C[0,u]k1,β1 · · ·DA[C[0,u]]ki,βi(b; · · · ) · · · C[0,u]kℓ,βℓ)
+
∑
β0 6=0−
∫ 1
0 du · DA[cu]ℓ,β0
(
b;C[0,u]k1,β1 · · · C
[0,u]
kℓ,βℓ
)
Here we use the fact (69) that C[0,u]1,0 (b) = b, and we can also assume β0 6= 0 in the second sum due to
divisor axioms of cu . Just like (65) we can inductively prove C[a,b] satisfies divisor axioms.
(b) Cyclical unitality. Let e ∈ C be a degree-zero element. Note also that the cyclical unitality
(Definition 2.30) of M infers ms and cs are also cyclically unital. Using the formula (71), we get
CU[C]k,β(e; x1, . . . , xk) =
∑
(ki,βi)6=(0,0)
(ℓ,β0)6=(1,0)
− ∫ 10 du · cuℓ,β0(C[0,u]#k1,β1 · · ·CU[C[0,u]]ki,βi(e; · · · ) · · ·C[0,u]kℓ,βℓ)
+
∑
β0 6=0−
∫ 1
0 du · CU[cu]ℓ,β0
(
e;C[0,u]
k1,β1
· · ·C[0,u]
kℓ,βℓ
)
which can be proved to vanish by similar induction arguments as before.
(c)Unitality. Suppose 1 is a [0, 1]-unit (Definition 2.34) ofM, and it follows that csk,β(. . . 1 . . . ) = 0 for
(k, β) 6= (1, 0). As C1,0 = id, it suffices to show Ck,β(. . .1 . . . ) = 0 when (k, β) 6= (1, 0). Once again,
exploiting the formula (71) deduces that Ck,β(. . .1 . . . ) = −
∑
(ℓ,β0)6=(1,0)
∫ 1
0 c
u
ℓ,β0
(. . . C[0,u]
ki,βi
(. . .1 . . . ) . . . ).
At here, since a term with (ki, βi) 6= (1, 0) need to vanish due to the property of cs we just mentioned,
we can assume (ki, βi) 6= (1, 0). Hence, by induction, we can show C is unital.
5.3 Relation to U D and Evals
In application we want to work with category U D . Notice that, due to Whitehead Theorem 3.1 and
Remark 2.27, we can cook up another A∞ homotopy equivalence Eval1 ◦(Eval0)−1 , which shares
the same source and target with C . In addition, by Remark 3.3 (1) we can further arrange so that
Eval1 ◦(Eval0)−1|CC1,0 = id = C1,0 . In reality, they are supposed to be homotopic to each other:
Theorem 5.6 If (C[0,1],M) ∈ ObjU D then the induced C ∈ MorU D . Moreover, C ◦ Eval0 is
ud-homotopic to Eval1 .
The first half is basically proved already. Recall Definition 2.39 for U D . The conditions (II-3) (II-2)
(II-1) over there are just consequences of Proposition 5.5 (a) (b) (c) respectively. Moreover (II-4) holds
automatically as C1,0 = id. Finally (II-5) can be checked using Remark 5.2. In order to show the
second half, we need a technical formula as follows:
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Lemma 5.7
d
ds
C
[s,1]
k,β =
∑
λ+µ+ν=k
∑
β′+β′′=β
(ν,β′′)6=(1,0)
C
[s,1]
λ+µ+1,β′ ◦ (idλ ⊗ csν,β′′ ⊗ idµ)
Proof. When (k, β) = (0, 0), (1, 0) it is trivial. For induction, one can further including C[s,b] for
arbitrary upper bound b. Suppose this enhanced version holds for (k′, β′) < (k, β). Without loss of
generality, it suffices to consider C[s,1]k,β . By virtue of (71), the induction hypothesis deduces that
d
ds
C
[s,1]
k,β =
∑
ℓ≥1
∑
(ℓ,β0)6=(1,0)
∑
1≤a≤ℓ
−
∫ 1
s
du · cuℓ,β0 ◦
(
C
[s,u]
k1,β1
⊗ · · · ⊗ d
ds
C
[s,u]
ka,βa
⊗ · · · ⊗ C[s,u]kℓ,βℓ
)
=
∑
ℓ≥1
∑
λ+µ+ν=k
β′+β′′=β
(ν,β′′)6=(1,0)
∑
β′0+β
′
1+···+β′ℓ=β′
k′1+···+k′ℓ=λ+µ+1
(ℓ,β′0)6=(1,0)
∫ 1
s
du · cuℓ,β′0 ◦
(
C
[s,u]
k′1,β
′
1
⊗ · · · ⊗ C[s,u]
k′
ℓ
,β′
ℓ
) ◦ (idλ ⊗ csν,β′′ ⊗ idµ)
Finally using (71) again yields the desired formula and the induction is completed.
Proof of Theorem 5.6. It remains to show C ◦ Eval0 is ud-homotopic to Eval1 . Write M = 1⊗ms +
ds ⊗ cs and denote by Mtri = 1 ⊗ m1 + ds ⊗ d
ds
the trivial pseudo-isotopy about m1 (Example 2.25).
By Definition 2.44, our goal is to find a morphism F in U D from (C[0,1],M) to (C[0,1],Mtri) so that
Evaltri,0 ◦F = C ◦ Eval0 and Evaltri,1 ◦F = Eval1 . (For the clarity the symbols Evaltri,i are used for the
evaluations of trivial pseudo-isotopy Mtri ). Now, we define
(73) F = 1⊗ C[s,1] ∈ CC(C[0,1],C[0,1])
Recall that the symbol 1⊗C[s,1] denotes the pointwise extension of the A∞ homomorphism C[s,1] from
(C,ms) to (C,m1). Explicitly, we just define Fk,β(1⊗ x1, . . . , 1 ⊗ xk)(s) = 1⊗ C[s,1]k,β (x1(s), . . . , xk(s))
and define Fk,β(1⊗ x1, . . . , ds⊗ xi, . . . , 1⊗ xk)(s) = (−1)
∑i−1
a=1(deg xa+1)ds⊗ C[s,1]k,β (x1(s), . . . , xk(s)). In
addition we define F(· · · ds⊗ y′ · · · ds ⊗ y′′ · · · ) = 0. Beware that µ maps into 2Z , and thus the signs
actually respects the compatibility in Definition 2.16. We aim to first show the A∞ relation:∑
Mtri ◦ (F⊗ · · · ⊗ F) =∑F ◦ (id•# ⊗M⊗ id•)
Comparing 1⊗− and ds⊗− parts separately, we get the following equivalent identities:
m1 ◦ (C[s,1] ⊗ · · · ⊗ C[s,1]) = C[s,1] ◦ (id•# ⊗ms ⊗ id•)
d
ds
◦ C[s,1] = C[s,1](id• ⊗ cs ⊗ id•)
The second one holds exactly because of Lemma 5.7, while the first one holds since C[s,1] is an A∞
homomorphism from ms to m1 . Hence F constructed above is indeed a gapped A∞ homomorphism.
Moreover, Evaltri,0 ◦F = C ◦ Eval0 and Evaltri,1 ◦F = Eval1 are obviously true by construction.
Now, we only need to check F is a morphism in U D (Definition 2.39). By (73), it is clear (II-5)
holds for F . We show (II-1) and (II-4) as follows: Denote by 1 the [0, 1]-unit of the given M.
Then 1 is a unit of all ms and particularly it is a [0, 1]-unit of Mtri . When (k, β) 6= (1, 0) we have
Fk,β(. . . , Incl(1), . . . )(s) = 1⊗C[s,1]k,β (. . . ,1, . . . )±ds⊗C[s,1]k,β (. . . ,1, . . . ) = 0 since we already showed
C[s,1] is unital. Finally note that F1,0 = idC[0,1] , thus we have (22) and F1,0(1) = 1.
It remains to prove the cyclical unitality (II-2) and divisor axioms (II-3) for F . In fact, a degree-zero
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element of C[0,1] is like e := 1⊗ e(s) and we may assume the other inputs are like 1⊗ xi(s). Then,
CU[F]k,β(e; 1⊗ x1, . . . , 1⊗ xk)(s) = 1⊗ CU[C[s,1]]k,β(e(s); x1(s), . . . , xk(s))
which vanishes due to the cyclical unitality of C[s,1] . On the other hand, we can argue as in Lemma
2.43 to show divisor axioms: Take a divisor input b = 1⊗ b0 + ds ⊗ b1 and choose other inputs to be
xi = 1⊗ yi . By (73) we then have
DA[F]k,β(b; x1, . . . , xk) = 1⊗ DA[C[s,1]]k,β(b0; y1, . . . , yk)+ ds⊗ CU[C[s,1]]k,β(b1; y1, . . . , yk)
Notice that M ∈ ObjU D implies not only C ∈ MorU D but also C[s,1] ∈ MorU D . Hence, the
divisor axioms and cyclical unitalities of C[s,1] finish the argument.
6 A∞ algebras associated to Lagrangians
Suppose (M, ω) is a compact symplectic manifold and L is a connected compact oriented Lagrangian
submanifold equipped with a relatively spin structure. Let P be a smooth compact contractible oriented
manifold with corners and let ⊔i∂iP be the decomposition of its normalized boundary into connected
components. Put G = G(M,L) ⊂ H2(M,L) as before in (10). Recall we denote by J(M, ω) the space
of ω -tame almost complex structures and we introduced its subset J(M,L, ω) (Definition 1.1) consisting
of those almost complex structures which only allow non-negative pseudo-holomorphic disks. But even
though we always assume J ∈ J(M,L, ω) below, it can be dropped if only working with ˜U D instead
of U D . We also emphasize that in the following A∞ structures are all on the chain level.
Theorem 6.1 Given a smooth family J = {Jt | t ∈ P} in J(M, ω), there exists a P-pseudo-isotopy
(Ω∗(L)P,MP) ∈ Obj ˜U D so that
- it is a q.c.dR;
- it is fully unital and strictly unital with the constant-one 1 as a unit;
- it satsifies divisor axioms;
- if a ∂iP-pseudo-isotopy M∂iP is already obtained like this for all i, then we may further assume
MP restricts to M∂iP for each i.
In particular, when J ∈ J(M,L, ω), we have (Ω∗(L)P,MP) ∈ ObjU D . Moreover, if P is a constant
family, we can make it a trivial P-pseudo-isotopy in the sense of Example 2.2512.
Remark 6.2 A version of Theorem 6.1 is proved in [FOOO17b, Theorem 21.35] and [FOOO18,
Theorem 2.16], but we miss full unitalities (Definition 2.29) and divisor axioms (Definition 2.36).
Fortunately they do not cause serious issues for the following reasons. As we explained in Remark 2.32,
the full unitality and the strict unitality are almost the same, as long as the q.c.dR conditions (Definition
2.31) hold. Looking carefully around [Fuk10, (7.3)-(7.4)], the reader may see that choosing any zero
form in place of the constant-one function does not really destroy the argument there. Moreover,
divisor axioms are already established in [Fuk10, (13.3)-(13.5)]. They are all proved by applying
certain forgetful-map-compatibility [Fuk10, §3, §5] in the use of virtue techniques. Accordingly, it is
convinced that we can further incorporate these extra properties into the latest [FOOO17b, Theorem
12We cannot say it must be a trivial pseudo-isotopy, simply because it also depends on a choice of ‘virtual
fundamental chain’ on the moduli spaces (see Convention 6.5 below)
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21.35] or [FOOO18, Theorem 2.16] by some mild adaptions. On the other hand, as we explained
in the introduction §1.4, our mirror construction is not sensitive to the analytical subtlety of virtual
techniques, and we just want correct algebraic equations can be formulated. Anyway, we will explain
how to use virtual techniques, making as precise as possible quotations from the latest foundation works
of Fukaya-Oh-Ohta-Ono in [FOOO15,FOOO17b,FOOO17a,FOOO18].
In practice, we focus on three cases when P is a d-simplex with d = 0, 1, 2. Heuristically, d = 0, 1, 2
will correspond to local charts, transition maps, and cocycle conditions for the mirror construction.
Theorem 6.3 Given J ∈ J(M,L, ω) (resp. J(M, ω)), there is an A∞ algebra (Ω∗(L), mˇJ,L) so that
- it is a q.c.dR;
- it is fully unital and strictly unital with the constant-one 1 as a unit;
- it satsifies divisor axioms;
In particular (Ω∗(L), mˇJ,L) ∈ ObjU D (resp. Obj ˜U D ).
Theorem 6.4 Given J0, J1 ∈ J(M,L, ω), assume mˇJ0,L and mˇJ1,L are given as in Theorem 6.3. Given
any path J in J(M,L, ω) from J0 to J1 , there exists a pseudo-isotopy (Ω∗(L)[0,1], MˇJ,L) so that
- it is a q.c.dR;
- it is fully unital and strictly unital with the constant-one 1 as a unit;
- it satsifies divisor axioms;
- it restricts to mˇJ0,L and mˇJ1,L at s = 0 and s = 1.
In particular, (Ω∗(L)[0,1], MˇJ,L) ∈ ObjU D . Moreover, if J0 = J1 and J is a constant family, then we
can make it a trivial pseudo-isotopy.
Convention 6.5 To be precise, we need to write mˇJ,L,ΞJ instead of mˇJ,L for a datum ΞJ of Kuranishi-
theory-related choices (Kuranishi structures, CF-perturbations, and so on). But, from now on, we prefer
to omit ΞJ in the notations, since it is really a ‘contractible’ choice. Heuristically, we may think of a
mere symbol J to represent a pair (J,ΞJ). Conventionally, adding a check on the top like mˇ or Mˇ is
to emphasize A∞ algebras are in chain-levels (i.e. defined on Ω∗(L) or Ω∗(L)P ).
Denote the standard 2-simplex by
(74) ∆2 = [v0, v1, v2]
whose vertices are v0, v1, v2 and three (oriented) edges are labeled by ei,i+1 = [vi, vi+1] for i ∈ Z3 .
Theorem 6.6 Let J0, J1, J2 ∈ J(M,L, ω) and Ji,i+1 be paths in J(M,L, ω) from Ji to Ji+1 for i modulo
3. Assume MˇJi,i+1 are given as in Theorem 6.4. Then, for a ∆2 -family JJ in J(M,L, ω) restricting to
Ji,i+1 on ei,i+1 , there exists a pseudo-isotopy (Ω∗(L)∆2 , MˇJJ) so that
- it is a q.c.dR;
- it is fully unital and strictly unital with the constant-one 1 as a unit;
- it satsifies divisor axioms;
- it restricts to MˇJi,i+1 on the edge ei,i+1 .
In particular, (Ω∗(L)∆2 , MˇJJ) ∈ ObjU D .
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6.1 Moduli spaces
Let β ∈ G(M,L) and fix J ∈ J(M,L, ω). Denote by
Mk+1,β(J,L)
the set of all equivalence classes [u, z] of (k + 1)-boundary-marked J-holomorphic stable maps
(u, z) of genus zero with one boundary component in L in the class β . Here z = (z0, z1, . . . , zk)
represents the boundary marked points which are ordered counter-clockwise. By stability, we assume
(k, β) 6= (0, 0), (1, 0) above and M1,0(J,L) and M2,0(J,L) are just not defined.
Note that we also use the natural equivalence relation on the set of these stable maps, which is
given by biholomorphism on the domains identifying the nodal points, the marked points and the
boundaries. The conception of stable maps is standard and there are a lot of good references for this;
see e.g. [FOOO10a], [FOOO17a], [HTK+03], [Sei08], [MS12] and [Fra08]. But, for some motivation,
let us just describe briefly what the interior M◦k+1,β(J,L) looks like. Its ‘point’ is (the equivalence class
of) a J -holomorphic map u : (D, ∂D) → (M,L) with marked points z0, z1, . . . , zk ∈ ∂D , where D is
the closed unit disk in C . Provided a smooth family J = {Jt | t ∈ P} in J(M,L, ω) parametrized by a
smooth compact connected contractible manifold with corners P we consider the bifurcation union
(75) Mk+1,β(J,L) :=
⊔
t∈P{t} ×Mk+1,β(Jt,L)
Once again, we assume (k, β) 6= (0, 0), (1, 0). There are the following natural evaluation maps
evP :Mk+1,β(J,L)→ P and evi :Mk+1,β(J,L)→ L for i = 0, 1, . . . , k and then we put
(76) evi = (evP, evi) :Mk+1,β(J,L)→ P× L
which sends (t, [u, z]) to (t, u(zi)). Each of them will be called an evaluation map.
Axioms of P-parametrized tree-like K-systems. The system of moduli spaces for all (k, β)
admits a system of Kuranishi space structures satisfying a list of axioms (see [FOOO17b, Condition
21.11] or [FOOO18, Theorem 2.16] when P is a point), called the P-parametrized A∞ correspondence
over L or called, whichweprefer, a P-parametrized tree-likeK-system, where ‘K’ stands for ‘Kuranishi’;
see [FOOO17b, Definition 21.9 & Definition 21.13]. They are basically intended to summarize the
geometric behaviors and properties of the moduli spaces, hence, it is expected that using different
versions of virtual techniques will lead to the analogous axioms. Instead of writing down the whole list
of axioms, we just indicate they include the following aspects:
(A0) Kuranishi structures on the system of moduli spaces.
(A1) Evaluation maps
(A2) Orientation.
(A3) Compatibilities of boundary decompositions .
(A4) Dimension.
(A5) Energy and Gromov compactness.
Since Kuranishi theory is like a generalization of manifold theory, many properties for manifolds still
hold. We point out two of the most important ones, namely, Stokes’ formula [FOOO15, Proposition
9.26] and composition formula [FOOO15, Theorem 10.20].
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Virtual fundamental chains. The item (A0) tells the existence of a system Û ofKuranishi structures
on the above moduli system {Mk+1,β(J,L)}. There is a general strategy of constructing ‘virtual
fundamental chains’ from a given Kuranishi structure [FOOO15, §6.4]. Roughly speaking, given the
above Û , we first take good coordinate system and find a system Û+ of collared Kuranishi structures,
like a ‘thickening’ of Û . This morally indicates the information of ‘gluing’. Next, we take a system Ŝ
of CF-perturbations with regard to Û+ which basically plays the role of ‘virtual fundamental chain’.
Remark 6.7 To be extremely careful, Û+ and Ŝ depend on a parameter ǫ > 0 and are only applied
to the system of moduli spaces with an energy cut [FOOO17b, Definition 22.8]; and in the first place
A∞ algebras with energy cuts are produced. But these A∞ algebras are pseudo-isotopic to each other
with an energy cut E > 0. We may somehow pass to a limit as the energy cut E → ∞ and obtain a
true A∞ algebra. See the proof of [FOOO17b, Theorem 21.35] or [Fuk17, 3.36-3.39]. The similarity
between here and Remark 1.3 (2) is possibly not a coincidence.
Composition formulas. The item (A1) requires the strongly smoothness of evℓ for ℓ ≥ 0 andweakly
submersiveness of ev0 in the sense of [FOOO15, Definition 3.38]. The latter one somehow ensures
a definition of the pushforward ev0! = ev0!(−; Ŝ) regarding the ‘virtual fundamental chain’ the CF-
perturbation Ŝ chosen. The map ev0! is basically like the integration along fibers [BT13] or the Gysin
map [LM16] in manifold theory. By [FOOO15, Situation 7.1], we call a tuple X = (X,M,M0, f , f0) a
smooth correspondence, where X is a compact metrizable space equipped with a Kuranishi structure
Û , M and M0 are smooth manifolds, f : (X, Û )→ M and f0 : (X, Û )→ M0 are strongly smooth maps,
and f0 is further assumed to be weakly submersive. And by [FOOO15, (7.1)], we may define a map on
the de Rham complexes
(77) CorrX ≡ Corr(X; f , f0) : Ω∗(M0)→ Ωℓ+∗(M)
for ℓ = dim(M1)− vdim(X) and we call it a correspondence map. Now, suppose we have two smooth
correspondences X12 = (X12, f1, f2) and X23 = (X23, g2, g3), we take the fiber product Kuranishi space
X13 := X12 ×(f2,g2) X23 illustrated as follows:
(78) X13
h12}}③③
③③
③③
③③
h23 !!❉
❉❉
❉❉
❉❉
❉
X12
f1}}④④
④④
④④
④④
f2 !!❉
❉❉
❉❉
❉❉
❉
X23
g2}}③③
③③
③③
③③
g3 !!❈
❈❈
❈❈
❈❈
❈
M1 M2 M3
This turns out to be a new smooth correspondence X13 := (X13, f1 ◦h12, g3 ◦h23), called the composition
of smooth correspondences [FOOO17b, Definition 10.16]. Now with some similar consideration as in
Remark 6.7, the composition formula by [FOOO15, Theorem 10.20] means that
CorrX13 = CorrX23 ◦CorrX12
or more generally by [Fuk10, Proposition 4.3] this means that
(79) CorrX23
(
CorrX12(h1)× h2
)
= CorrX13(h1 × h2)
Stokes’ formulas. Another important formula inherited from manifold theory is the Stokes’ formula.
We choose to use the version in [FOOO15, Corollary 8.13] which says that: if X = (X,M,M0, f , f0) is a
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smooth correspondence, thenwe can obtain a boundary smooth correspondence ∂X = (∂X,M,M0, f |∂X , f0|∂X)
and a correspondence map Corr∂X as before. Now, the Kuranishi-version of Stokes’ formula says that
(80) dM0 ◦ CorrX−CorrX ◦dM = Corr∂X
6.2 A∞ formulas
Defining A∞ algebras. To define the A∞ operators, we take M0 = P×L ,M = (P×L)×k , f0 = ev0 ,
f = ev1 × · · · × evk , and X =Mk+1,β(J,L) in (77). As in [Fuk10, (7.1)] we define
(81) Mˇk,β(x1, . . . , xk) = Corr(Mk+1,β(J,L); (ev1, . . . , evk), ev0)(x1 × · · · × xk)
Here x1 × · · · × xk denotes π∗1x1 ∧ · · · ∧ π∗k xk where πi are projections. Exceptionally, we define
Mˇ0,0 = 0 and Mˇ1,0 = d
Notice that when X happens to be a smooth manifold, the correspondence map (77) just gives Corr(h) =
±f0!f ∗(h) for a form h on M in the usual sense. Accordingly, we often write (81) as
(82) (−1)ǫev0!(ev∗1x1 ∧ · · · ∧ ev∗kxk)
where
(83) ǫ =
k∑
j=1
j(deg xj + 1)+ 1
The sign convention we adopt follows [Sol18, §4.3] instead of [Fuk17, (3.40)]; see also Remark 2.19.
Alternatively, one can say the coefficient of y in Mˇk,β(x1, . . . , xk) is basically the ‘virtual count’
(84) ±
∫ vir
Mk+1,β(J,L)
ev∗0y ∧ ev∗1x1 ∧ · · · ∧ ev∗kxk
The expected degree deg Mˇk,β = 2 − k − µ(β) is due to the (virtual) dimension axiom (A4) saying
that dimMk+1,β(J,L) = µ(β) + (k + 1) − 3 + dim(P × L). Moreover, the item (A5) for energy and
Gromov compactness can infer that Mˇ is G(M,L)-gapped.
Proving A∞ formulas. Axioms for orientations (A2) and boundary decompositions (A3) imply that
∂Mk+1,β(J,L) ∼=
⊔
β1+β2=β; k1+k2=k; 1≤i≤k2
(−1)∗Mk1+1,β1(J,L)×(evi,ev0)Mk2+1,β2(J,L)
where the left side uses the boundary smooth correspondence and the right side uses the composition
of smooth correspondences (both are briefly described previously). Recall that (k1, β1) and (k2, β2) are
not equal to (0, 0), (1, 0) by definition. We temporarily abbreviate Mk+1,β :=Mk+1,β(J,L), and the
above boundary decomposition gives us a diagram like (78):
Mk1+1,β1 ×(evi,ev0) Mk2+1,β2
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
Mk2+1,β2
(ev1,...,evk2 )xxqqq
qq
qq
qq
q
ιi◦ev0 ))❙❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
Mk1+1,β1
(ev1,...,evk1 )uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦
ev0
%%❏❏
❏❏
❏❏
❏❏
❏❏
(P× L)×k2 (P× L)×k1 P× L
Meanwhile, using (80) and (81) we have
(85) d ◦ Mˇk,β(x1, . . . , xk)+
∑
j(−1)∗Mˇk,β(x1, . . . , dxj, . . . , xk) = Corr(∂Mk+1,β ; (ev1, . . . , evk), ev0)(x1 × · · · × xk)
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Hence, applying the composition formula (79), we see that the right side of (85) is equal to∑±Corr(∂Mk1+1,β1)(x1 × · · · × Corr(∂Mk2+1,β2)(xi+1 × · · · )× · · · × xk) =∑±Mˇk1,β1(x1, . . . , Mˇk2,β2(. . . ) . . . , xk)
where we assume (k1, β1) 6= (1, 0) 6= (k2, β2). But these excluded terms can be made up precisely by
the left side of (85) as Mˇ1,0 = d . Therefore, they together give the correct A∞ formulas. The signs
can be found in [FOOO17b, Condition 21.11] or [FOOO18, Theorem 2.16]; see also [Sol18].
Pointwiseness. We also need to check the P-pointwiseness (Definition 2.16) for a P-pseudo-isotopy
(Definition 2.22). This is roughly because of the bifurcation nature of the time-wise construction
of the moduli space in (75) since the map evi decomposes as (evP, evi). The details can be found
in [FOOO17b, §22.3], but let us heuristically explain as follows: fix some σ ∈ Ω∗(P), our goal is to show
Mˇk,β(x1, . . . , xi, σ ∧ xi+1, xi+1 . . . , xk) = (−1)†dσ ∧ Mˇk,β(x1, . . . , xk) for † =
∑i
j=1(deg xj − 1) deg σ .
In view of (84), this amounts to count (−1)ǫev∗y∧ ev∗x1 ∧ · · · ∧ ev∗xi ∧ ev∗(σ ∧ xi+1) · · · ∧ ev∗xk . The
naive switching ev∗xi ∧ ev∗σ = (−1)ǫ′i ev∗σ ∧ ev∗xi gives the sign ǫ′i = deg xi degσ but additionally,
since the attaching marked point of σ is changed from the (i+ 1)-th to the i-th marked point, there is
an extra sign change of (−1)deg σ for (83). So we get ǫi := ǫ′i + degσ = (deg xi − 1) deg σ . Finally the
sign change is exactly given by
∑
ǫi = †.
Trivial pseudo-isotopies. There is a useful by-productwhen the family of almost complex structures
are chosen to be constant, say J0 = {Jt = J | t ∈ P} for a fixed J . Then, the system (75) will become
Mk+1,β(J0,L) ≡ P×Mk+1,β(J,L)
and the evaluation maps (76) will reduce to
evi = (evP, evi) ≡ idP × evi : P×Mk+1,β(J,L)→ P× L
Accordingly, if the ‘virtual fundamental chains’ for the moduli system Mk+1,β(J0,L) is the trivial one
extended from the one for Mk+1,β(J,L), then the A∞ algebra Mˇ, defined as in (81) and (84) using the
moduli system Mk+1,β(J0,L), will lead to a trivial P-pseudo-isotopy (Example 2.25) about the A∞
algebra mˇ (here mˇ is defined in the same way but using Mk+1,β(J,L) instead).
Contractible choices. Here we explain the last item in Theorem 6.1, namely, how to obtain MP
with specified restrictions M∂iP . Suppose for a given i the system of moduli spaces Mk+1,β(J|∂iP,L)
for the restricted families possesses a ∂iP-parametrized tree-like K-system satisfying analogous axioms
mentioned above. Notice that CF-perturbations are actually contractible choices, that is, there is
basically no obstruction to find an extension Ŝ of all Ŝ∂iP on the total moduli system Mk+1,β(J,L).
It seems that Pardon also uses similar philosophy; see around [Par16, (7.0.1)]. In conclusion, we only
miss three properties for Theorem 6.1: (1) q.c.dR, (2) divisor axioms, and (3) unitalties. Each of them
will require mild restrictions on these contractible choices but there will be still plenty of them.
Quantum corrections to de Rham theory. We are going to check Definition 2.31 for these
A∞ structures. If β = 0 the moduli space has a simple form: Mk+1,0(J,L) = P × L × Dk−2
for k ≥ 2; see [FOOO17b, Condition 21.11 (V)]. Geometrically, the moduli space only contains
(the equivalence class of) constant maps into L , and the second command Dk−2 corresponds to
the whole possibilities of the tree diagrams [FO97] regarding those marked points. In this case,
the evaluation maps (76) simply become the projection pr = (id, pr) : P × L × Dk−2 → P × L .
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Therefore, Mˇk,0(x1, . . . , xk) = ±pr!pr∗x1 ∧ · · · ∧ pr∗xk . When k ≥ 3, there is a non-trivial command
Dk−2 for fibers pr; hence pr!pr
∗ = 0 and Mˇk,0 = 0. When k = 2 we have pr = id and so
Mˇ2,0(x1, x2) = (−1)deg x1x1 ∧ x2 . Here the sign is exactly obtained by using (83). See [Sol18, Lemma
4.2] or [ST16, Proposition 3.7] for an exposition of signs.
Incidentally, we also obtain the divisor axioms for β = 0. Indeed, fix b ∈ Ω1(P × L) with db = 0.
When k ≥ 2, we have Mˇk+1,0(b, x1, . . . , xk)+ · · ·+ Mˇk+1,0(x1, . . . , xk, b) = 0. When k = 1, we have
Mˇ2,0(b, x) + Mˇ2,0(x, b) = (−1)(deg b−1) deg xb ∧ x+ (−1)(deg x−1) deg bx ∧ b = 0.
6.3 Forgetful maps
Divisor axioms. In this subsection, we explain divisor axioms based on forgetful maps as in [Fuk10,
Lemma 13.1]. Roughly speaking, the system of Kuranishi structures on the moduli spaces as well
as the CF-perturbation can be chosen to be forgetful-map-compatible in the sense of [Fuk10, §3, §5]
or [FOOO16, Lemma 2.6.16]. This basically means the ‘local triviality’ of these forgetful maps like a
‘fibration’. This condition roughly ensures the pushforward forget! is well-defined. Note that as the
case β = 0 has been established just above, it suffices to assume β 6= 0. Then we want to show
DA[Mˇ]k,β(b; x1, . . . , xk) = ∂β ∩ b · Mˇk,β(x1, . . . , xk)
where b is a divisor input (18), i.e. deg b = 1 and db = 0. Now, we consider the forgetful map
(86) forgetℓ :Mk+2,β(J,L)→Mk+1,β(J,L)
sending [u, z˜] to the stablization of [u, z] where z is obtained by forgetting the ℓ-th marked point
in z˜ for 1 ≤ ℓ ≤ k + 1 (ℓ 6= 0). Note that the sign of forgetℓ is equal to (−1)ℓ−1 . Denote by evi
(0 ≤ i ≤ k + 1) and ev′i (0 ≤ i ≤ k) the evaluation maps (76) for the left and right sides of (86). Then
(87) ev′i ◦ forgetℓ =
{
evi if 0 ≤ i ≤ ℓ− 1
evi+1 if ℓ ≤ i ≤ k
L
Mk+2,β(J,L)
forgetℓ //
evi or evi+1
99sssssssssss
Mk+1,β(J,L)
ev′i
ee❑❑❑❑❑❑❑❑❑❑❑
Note that evℓ is missed in the above and is supposed to touch the divisor input b. By (82) we consider
Mˇk+1,β(x1, . . . , xℓ−1, b, xℓ, . . . , xk) =(−1)ǫev0!
(
ev∗1x1 ∧ · · · ∧ ev∗ℓ−1xℓ−1 ∧ ev∗ℓb ∧ ev∗ℓ+1xℓ ∧ · · · ∧ ev∗k+1xk
)
=(−1)ǫ+δev′0!forgetℓ!
(
forget∗ℓ
(
ev′∗1 x1 ∧ · · · ∧ ev′∗k xk
) ∧ ev∗ℓb)
where ǫ is as given in (83), namely,
ǫ = 1+
ℓ−1∑
j=1
j(deg xj + 1)+ ℓ(deg b+ 1)+
k∑
j=ℓ
(j+ 1)(deg xj + 1)
and δ =
∑k
j=ℓ deg xj deg b is an extra sign due to the graded antisymmetricity of wedge products. In
manifold theory, the integration along fiber π! for some goodmap π satisfies that π!(α∧π∗β) = π!α∧β .
One can generalize it to the Kuranishi theory setting and conclude that
Mˇk+1,β(x1, . . . , xℓ−1, b, xℓ, . . . , xk) = (−1)ǫ+δ+ℓ−1ev′0!
(
ev′∗(x1 × · · · × xk) · forgetℓ!ev∗ℓb
)
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Now we put
Fℓ := forgetℓ!ev
∗
ℓb
Since forgetℓ has dimension-one fibers, we see Fℓ is of degree zero and can be thought of as a zero
form on the moduli space, like a ‘charge’. For a ‘point’ p = (t, [u, z]) ∈ Mk+1,β(J,L) we have
Fℓ(p) =
∫
forget−1
ℓ
(p)
ev∗ℓb =
∫
evℓ
(
forget−1
ℓ
(p)
) b
Wemay view evℓ
(
forget−1ℓ (p)
)
as some singular chain (or current) in P×L , which is roughly described
by the set of (t,u(z)) for z lies between the (ℓ− 1)-th and (ℓ + 1)-th marked points. Considering all
possible ℓ , the order constrains on marked points will be eliminated, and hence we actually obtain that∑
ℓ evℓ
(
forget−1ℓ (p)
)
= {(t,u(z)) | z ∈ ∂D} = (ιt × ∂u)∗∂D
where ιt is the inclusion {t} → P . Hence∑
ℓ
Fℓ(p) =
∫
∂D
(ιt × ∂u)∗b = ∂β ∩ b
which surprisingly does not depend on the specific ‘point’ p . In summary, we see∑
ℓ
Mˇk+1,β(x1, . . . , xℓ−1, b, xℓ, . . . , xk) = (−1)ǫ+δ+ℓ−1ev′0!
(
ev′∗(x1 × · · · × xk) ·
∑
ℓ
Fℓ
)
= ∂β ∩ b · (−1)ǫ+δ+ℓ−1 · ev′0!ev′∗(x1 × · · · × xk) = ∂β ∩ b · Mˇk,β(x1, . . . , xk)
Unitalities. Finally, we would like to establish the strict unitality (Definition 2.28) and the full
unitality (Definition 2.29), and the later one further implies the cyclical unitality (Definition 2.30). As
explained in Remark 2.32, due to the q.c.dR property of Mˇ proved just above, it remains to show
Mˇk+1,β(. . . , e, . . . ) = 0 for β 6= 0 and e ∈ Ω0(P × L). To see this, we once again consider the
forgetful map in (86) and we also have (87). Performing similar arguments as above yields
Mˇk+1,β(x1, . . . , xℓ−1, e, xℓ, . . . , xk) = ev′0!
(
forgetℓ!ev
∗
ℓe · ev′∗(x1 × · · · × xk)
)
But this time forgetℓ!ev
∗
ℓe has degree −1 and need to vanish (see [Fuk10, (7.3)]).
7 Harmonic contractions
In §6 above, A∞ structures obtained by moduli spaces are defined only on de Rham complexes. To
avoid infinite dimensions, we use homological perturbation as in §4 to construct A∞ structures on de
Rham cohomologies. Namely we want to use Theorem 4.5 to obtain canonical models, which requires
a choice of contraction (Definition 4.4). In practice, we use the so-called harmonic contractions which
will be useful to keep track of Fukaya’s tricks (studied later in §8) from chain-level to cohomology-level.
7.1 g-harmonic contractions
Fix a closed manifold L and a Riemannian metric g. Put C = Ω∗(L) and H = H∗(L). Let H∗g(L) be
the space of g-harmonic forms. Firstly, there is a cochain map from H to C :
(88) i(g) : H∗(L)
∼=−→ H∗g(L) ⊂ Ω∗(L)
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defined by the inverse of the Hodge isomorphism composed with the inclusion. Secondly, there is also
a cochain map from C to H defined by the g-orthogonal projection Hg composited with i(g)−1 :
(89) π(g) : Ω∗(L)
Hg−−→ H∗g(L)
i(g)−1−−−→ H∗(L)
Namely we define π(g) = i(g)−1 ◦ Hg . Recall the Hodge decomposition theorem (see e.g. [War13]):
Ω
∗(L) = H∗g(L)⊕ d(Ω∗(L))⊕ δg(Ω∗(L))
where the direct sum is g-orthogonal and δg is the dual of d with respect to the metric g. Moreover
there is the so-called Green operator Grg : Ω∗(L) → H∗g(L)⊥g ⊂ Ω∗(L) mapping to the g-orthogonal
complement of H∗g(L) in Ω∗(L). It is obtained by requiring Grg(α) equal to the unique solution
η ∈ H∗g(L)⊥g of differential equation ∆gη = α−Hg(α). Particularly, we have
(90) ∆g ◦ Grg = id−Hg
It is known that the Green operator Grg commutes with d , δg [War13]. Since ∆g = dδg+ δgd , putting
(91) G(g) = −Grg ◦ δg = −δg ◦ Grg
and observing that i(g) ◦ π(g) = Hg , we can see from (90) that
(92) d ◦ G(g)+ G(g) ◦ d = Hg − id = i(g) ◦ π(g)− id
On the other hand, since harmonic forms are d-closed, we know
(93) d ◦ i(g) = 0
and since d-exact forms are g-orthogonal to harmonic forms, we also know
(94) π(g) ◦ d = 0
By definition, we note that the degrees of i(g) and π(g) are 0 and the degree of G(g) is −1. We are
going to show that (i(g), π(g),G(g)) is a strong contraction in the sense of Definition 4.4. It remains to
prove the four side conditions. Firstly, by definition π(g) = i(g)−1 ◦ Hg and Hg ◦ i(g) = i(g) so
(95) π(g) ◦ i(g) = id
Secondly, as Grg commutes with δg and δg ◦ δg = 0 we immediately see
(96) G(g) ◦ G(g) = 0
Thirdly, by definition Hg ◦G(g) = 0 and so
(97) π(g) ◦ G(g) = 0
Fourthly, the image of i(g) is a harmonic form which must be δg -closed, thus
(98) G(g) ◦ i(g) = 0
Then (95, 96, 97, 98) correspond to (55, 56, 57, 58) separately. In conclusion we have proved:
Lemma 7.1 The above triple
(99) con(g) := (i(g), π(g),G(g))
is a strong contraction, which we call the g-harmonic contraction
Remark 7.2 Note that the condition i(π(1)) = 1 in Theorem 4.5 always hold for con(g) by the
following reasons: Obviously the constant-one 1 ∈ Ω∗(L) is harmonic with regard to any metric g, and
thus for its cohomology class [1] =: 1, we have i(g)(1) = 1, π(g)(1) = 1, and so i(g) ◦ π(g)(1) = 1 .
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Given an A∞ algebra (Ω∗(L), mˇ), we take its canonical model (H∗(L),mg, ig) with respect to con(g)
by using Theorem 4.5. Note that it is also implied that
(100) mg1,0 = 0, i
g
1,0 = i(g)
Theorem 7.3 If (Ω∗(L), mˇ) ∈ ObjU D , then (H∗(L),mg) ∈ ObjU D and ig ∈ MorU D .
Proof. Due to Remark 4.7, the conditions (I-5) (II-5) in Definition 2.39 hold. Because of ∂β∩i(g)(b) =
∂β ∩ b and i(g)π(g)(1) = 1, the theorem then just follows from Lemma 7.1 and Proposition 4.8.
We need to further exploit the Hodge theorem. Denote by Z∗(L) := ker d ⊂ Ω∗(L) the space of closed
forms. Note that Z∗(L) = H∗g(L) ⊕ dΩ∗(L) is the complement of δgΩ∗(L), therefore, the restriction
d : δgΩ∗(L) → dΩ∗(L) is injective. It is also surjective, because by Hodge theorem again we have
dΩ∗(L) = dδgΩ∗(L). So we obtain an isomorphism:
(101) dg := d : δgtΩ
∗(L)
∼=−→ dΩ∗(L)
We may also show ker δg = H∗g(L)⊕ δgΩ∗(L)13 and by restricting δg we similarly get
(102) δ′g := δg : dΩ
∗(L)
∼=−→ δgtΩ∗(L)
7.2 Families of harmonic contractions
Next we want to generalize Theorem 7.3 to pseudo-isotopies. Take a smooth family of metrics
g := (gt)t∈[0,1] on L . The above-mentioned operators are abbreviated as follows: (it, πt,Gt) :=
(i(gt), π(gt),G(gt)) and dt := dgt and δt := δ
′
gt
in (102). We first have two isomorphisms:
dt ◦ δt : dΩ∗(L)→ δgtΩ∗(L)→ dΩ∗(L); δt ◦ dt : δgtΩ∗(L)→ dΩ∗(L)→ δgtΩ∗(L)
Denote by ∆t the restriction of the Laplacian ∆gt = dδgt + δgtd on the space H∗gt (L)⊥ ≡ dΩ∗(L) ⊕
δgtΩ
∗(L). Then, ∆t = dtδt ⊕ δtdt and in particular
(103) ∆−1t = δ
−1
t d
−1
t ⊕ d−1t δ−1t : dΩ∗(L)⊕ δgtΩ∗(L)→ dΩ∗(L)⊕ δgtΩ∗(L)
Accordingly, the Green operator Grgt can be explicitly expressed by
(104) Grgt = ∆
−1
t ◦ (id−Hgt )
Recall Hgt is the projection onto harmonic forms and thus id−Hgt is the orthogonal projection to the
subspace dΩ∗(L)⊕ δgtΩ∗(L). By virtue of (91), (103) and (104) we know
(105) Gt ◦ δgt = 0
(106) Gt|Z∗(L) = −δgt ◦∆−1t ◦ prdΩ∗(L) = −d−1t ◦ prdΩ∗(L)
where ‘pr’ stands for the orthogonal projection. In special, this tells Gt|dΩ∗(L) = −d−1t .
Lemma 7.4 There exists smooth families of operators ht : H∗(L) → Ω∗(L) and kt : Ω∗(L) → H∗(L)
of degree −1 with the following properties:
(107)
dit
dt
= d ◦ ht;
13Let α = α0 + dα1 + δgα2 be the Hodge decomposition of some α ∈ ker δg . Since δgα = 0 we have
δgdα1 = 0; so dα1 is both d -closed and δg -closed and thus is harmonic. By Hodge decomposition dα1 = 0.
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(108)
dπt
dt
= kt ◦ d
(109) πt ◦ ht = 0
(110) kt ◦ it = 0
(111) Gt ◦ ht = 0
(112) kt ◦Gt = 0
Proof. On the one hand, recall that d ◦ it = 0 hence we may also regard it : H∗(L) → Z∗(L). By
definition we have q◦ it = id for the natural projection q : Z∗(L)→ H∗(L). Thus q◦ ditdt = 0 and so the
image of dit
dt
: H∗(L)→ Ω∗(L) is contained in the space dΩ∗(L) of d-exact forms. Then we may put
(113) ht := d
−1
t ◦
dit
dt
: H∗(L)→ dΩ∗(L)→ δgtΩ∗(L) ⊂ Ω∗(L)
In particular, dit
dt
= d ◦ ht . On the other hand, recall that πt ◦ d = 0 and so πt|Z∗(L) = q. Thereby,
dπt
dt
|Z∗(L) = 0 and one can view dπtdt as an operator on δgtΩ∗(L). Then we can define
(114) kt :=
{
dπt
dt
◦ d−1t on dΩ∗(L)
0 on Hgt (L)⊕ δgtΩ∗(L)
In particular kt ◦ Hgt = 0 and kt ◦ δgt = 0. At first we only have dπtdt = kt ◦ dt as an operator from
δgtΩ
∗(L) → H∗(L); but since dπt
dt
vanishes on Z∗(L) which complements the domain of kt ◦ dt , it is
legal to extend kt by zero to an operator defined on the total Ω∗(L) as we did above. Now, we show the
last four properties: First, since the image of ht is contained in δgtΩ
∗(L), we have πt ◦ ht = 0. Second,
since the image of it is in H∗gt (L), we also have kt ◦ it = 0. Third, since the image of ht is contained
in δgtΩ
∗(L), it follows from (105) that Gt ◦ ht = 0. Fourth, using (91) the image of Gt is contained in
δgtΩ
∗(L) on which kt is defined to be zero; hence, kt ◦ Gt = 0.
Furthermore, we want to incorporate Gt . Consider the degree-(−1) operator
(115) Γt :=
dGt
dt
− it ◦ kt − ht ◦ πt : Ω∗(L)→ Ω∗(L)
Using d ◦ it = πt ◦ d = 0 and Lemma 7.4 we have
d ◦ Γt + Γt ◦ d = d ◦ dGtdt + dGtdt ◦ d − d ◦ ht ◦ πt − it ◦ kt ◦ d = ddt
(
d ◦Gt + Gt ◦ d − it ◦ πt
)
Applying (92) implies that
(116) d ◦ Γt + Γt ◦ d = 0
Analogously, notice that the definitions of ht and kt in (113) and (114) ensure that δt ◦ ht = kt ◦ δt = 0;
using them and the fact δt ◦ it = πt ◦ δt = 0 implies that
δgt ◦ Γt + Γt ◦ δgt = δt◦
Therefore, we see Γt is a cochain map from Ω∗(L) to Ω∗(L) with differentials given by d . We claim
the induced map on cohomologies is zero, and actually we can prove the stronger result:
(117) Γt ◦ it = 0
In fact, using πt◦it = id, (110), (98), and (106), we obtain Γt◦it = dGtdt ◦it−ht = −Gt◦ ditdt −d−1t ◦ ditdt = 0.
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Lemma 7.5 In the situation of Lemma 7.4, there exists a smooth family of operators σt : Ω∗(L) →
Ω∗(L) of degree −2, satisfying the following properties:
(118)
dGt
dt
− it ◦ kt − ht ◦ πt = d ◦ σt − σt ◦ d
(119) σt ◦ Gt = Gt ◦ σt = 0
(120) πt ◦ σt = 0
(121) σt ◦ it = 0
Proof. Recall that we put Γt =
dGt
dt
− it ◦ kt − ht ◦ πt . Due to (116), the operator Γt maps Z∗(L) into
dΩ∗(L). By (101) we can define
(122) σt|Z∗(L) = d−1t ◦ Γt
The definition of σt is completed by putting
(123) σt|δgtΩ∗(L) = 0
The first can be checked as follows: (d ◦ σt − σt ◦ d)|Z∗(L) = d ◦ σt|Z∗(L) = Γt|Z∗(L) and (d ◦ σt − σt ◦
d)|δgtΩ∗(L) = −σt ◦d|δgtΩ∗(L) = −d−1t ◦Γt ◦d|δ∗gtΩ∗(L) = d
−1
t ◦d ◦Γt|δ∗gtΩ∗(L) = Γt|δ∗gtΩ∗(L) . Note that the
images of both σt and Gt are contained in δgtΩ
∗(L), and by definitions we have πt ◦ δgt = σt ◦ δgt =
Gt ◦ δgt = 0. Thus, σt ◦Gt = Gt ◦ δgt = 0 and πt ◦ σt = 0. Finally σt ◦ it = 0 holds just by (117).
The motivation to find the above families of operators is to supply a strong contraction for the pair
(H∗(L)[0,1], d[0,1]) and (Ω∗(L)[0,1],M1,0). Denote by m1,0 = d the exterior differential on Ω∗(L). Then
the differentials d[0,1] and M1,0 are obtained by the method in (15):
d[0,1] : H∗(L)[0,1] → H∗(L)[0,1],
{
1⊗ x¯ 7→ ds⊗ ∂s(x¯)
ds⊗ x 7→ 0
M1,0 : Ω
∗(L)[0,1] → Ω∗(L)[0,1],
{
1⊗ x 7→ 1⊗m1,0(x)+ ds⊗ ∂s(x)
ds⊗ x 7→ −ds⊗m1,0(x)
The notations m1,0 or M1,0 hint but are temporarily irrelevant to A∞ algebras. Now, we consider
(124)
i(g) : H∗(L)[0,1] → Ω∗(L)[0,1],
{
1⊗ x¯ 7→ 1⊗ is(x¯)+ ds⊗ hs(x¯)
ds⊗ x¯ 7→ ds⊗ is(x¯)
π(g) : Ω∗(L)[0,1] → H∗(L)[0,1],
{
1⊗ x 7→ 1⊗ πs(x)+ ds⊗ ks(x)
ds⊗ x 7→ ds⊗ πs(x)
G(g) : Ω∗(L)[0,1] → Ω∗(L)[0,1],
{
1⊗ x 7→ 1⊗ Gs(x) + ds⊗ σs(x)
ds⊗ x 7→ −ds⊗ Gs(x)
Note that deg is = degπs = 0, degGs = deg hs = deg ks = −1 and degσs = −2. Thereby,
deg i(g) = degπ(g) = 0 and degG(g) = −1 as expected. Note also that deg ∂s = 0 and degm1,0 = 1.
In addition, the sign above respects the pointwiseness in Definition 2.16. So in view of Remark
2.17 we may write d[0,1] = ds ⊗ ∂s and M1,0 = 1 ⊗ d + ds ⊗ ∂s for the differentials and write
i(g) = 1⊗ is + ds⊗ hs , π(g) = 1⊗ πs + ds⊗ ks and G(g) = 1⊗ Gs + ds⊗ σs for (124).
Lemma 7.6 con(g) := (i(g), π(g),G(g)) is a strong contraction for H∗(L)[0,1] and Ω∗(L)[0,1] .
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Proof. Our goal now is to show all properties listed in Definition 4.4, which are basically consequences
of Lemma 7.4 and 7.5: Firstly, we aim to prove i(g), π(g) are cochain maps. Using (93) (107) implies
M1,0 ◦ i(g) = 1⊗ d ◦ is + ds⊗ (∂s ◦ is − d ◦ hs) = ds⊗ is ◦ ∂s = i(g) ◦ d[0,1]
We note that ∂sis = ∂s ◦ is − is ◦ ∂s and ∂s ◦ πs = ∂sπs + πs ◦ ∂s . Then we also obtain
π(g) ◦M1,0 = 1⊗ πs ◦ d + ds⊗ (ks ◦ d + πs ◦ ∂s) = ds⊗ ∂s ◦ πs = d[0,1] ◦ π(g)
by using (94) and (108). Secondly, we compute
i(g) ◦ π(g) − id = 1⊗ (is ◦ πs − id)+ ds⊗ (is ◦ ks + hs ◦ πs)
M1,0 ◦ G(g) = 1⊗ d ◦ Gs + ds⊗ (∂s ◦ Gs − d ◦ σs)
G(g) ◦M1,0 = 1⊗ Gs ◦ d + ds⊗ (σs ◦ d − Gs ◦ ∂s)
Applying Lemma 7.1 to gs infers that is ◦πs− id = d ◦Gs+Gs ◦ d ; and further using (118) concludes
that i(g) ◦ π(g) − id = M1,0 ◦ G(g) + G(g) ◦M1,0 where we note that ∂sGs = ∂s ◦ Gs − Gs ◦ ∂s .
Thirdly, since πs ◦ is = id, by using (110) and (109) we deduce
π(g) ◦ i(g) = 1⊗ πs ◦ is + ds⊗ (πs ◦ hs + ks ◦ is) = 1⊗ id = id
Fourthly, note that Gs ◦Gs = 0; and using (119) we conclude
G(g) ◦ G(g) = 1⊗Gs ◦ Gs + ds⊗ (σs ◦ Gs − Gs ◦ σs) = 0
Fifthly, note that Gs ◦ is = 0; according to (121) and (111) we get
G(g) ◦ i(g) = 1⊗ Gs ◦ is + ds⊗ (σs ◦ is − Gs ◦ hs) = 0
Sixthly, note that πs ◦Gs = 0; it follows from (112) and (120) that
π(g) ◦ G(g) = 1⊗ πs ◦Gs + ds⊗ (ks ◦ Gs + πs ◦ σs) = 0
In conclusion, we have checked all the conditions in Definition 4.4, and the lemma now is proved.
Lemma 7.7 The operators i(g), π(g) and G(g) are compatible with Evals in the sense that
Evals ◦i(g) = is ◦ Evals
Evals ◦π(g) = πs ◦ Evals
Evals ◦G(g) = Gs ◦ Evals
Proof. The proof is an easy computation. Evals ◦i(g)(1 ⊗ x¯) = Evals (1⊗ is(x¯(s)) + ds⊗ hs(x¯(s))) =
is(x¯(s)) = is ◦ Evals(1 ⊗ x¯) and Evals ◦i(g)(ds ⊗ x¯) = Evals
(
ds ⊗ isx¯(s)
)
= 0 = is ◦ Evals(ds ⊗ x¯).
Similarly, one can show the lemma for π(g) and G(g).
7.3 Pseudo-isotopies of canonical models
Fix a gapped A∞ algebra (Ω∗(L)[0,1], Mˇ) and write
(125) Mˇ = 1⊗ mˇs + ds⊗ cˇs
Take a smooth path g = (gs)0≤s≤1 of metrics on L for which we have a strong contraction con(g) =
(i(g), π(g),G(g)) togetherwith a smooth family of harmonic contractions con(gs) = (i(gs), π(gs),G(gs))
in (99). Abusing the notations, denote by the same symbol 1 for the various constant-ones. Then as
discussed in Remark 7.2, we have i(gs)(1) = 1, π(gs)(1) = 1, and i(gs) ◦ π(gs)(1) = 1. Recall by
Theorem 7.3 (a special case of Theorem 4.5) we get the canonical models with respect to con(gs):
(H∗(L),mgs , igs ) with mgs ∈ ObjU D , igs ∈ MorU D
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of the restricted A∞ algebra (Ω∗(L), mˇs) given in (125). Likewise, applying Theorem 4.5 to the above
Mˇ together with the strong contraction con(g), we can obtain a canonical model
(126) (H∗(L)[0,1],Mg,Ig)
of (Ω∗(L)[0,1], Mˇ). It is also inferred that
(127) Ig1,0 = i(g) and M
g
1,0 = ds⊗ dds
where the second one agrees with the induced differential on H∗(L)[0,1] . We start with an observation:
H∗(L)[0,1]
Evals //
Ig

H∗(L)
igs

Ω∗(L)[0,1]
Evals // Ω∗(L)
Lemma 7.8 Both Mg and Ig are [0, 1]-pointwise. Moreover, we have:
(128) Evals ◦Mg = mgs ◦ Evals, and Evals ◦Ig = igs ◦ Evals
Proof. Note that Lemma 7.7 tells i(g), π(g), and G(g) in (124) are already [0, 1]-pointwise. The
basic idea is that an iterated composition of pointwise operators is still pointwise. So Mg and Ig here
are also [0, 1]-pointwise. In particular, we may write Ig = 1⊗ is+ ds⊗ js and Mg = 1⊗ms+ ds⊗ cs
by Remark 2.17. Then proving (128) is equivalent to showing is = igs and ms = mgs . To see this, we
look at the inductive formula (63). Applying Lemma 7.7, and using the property (17), we have
Evals ◦Igk,β =
∑
Evals ◦G(g) ◦ Mˇℓ,β0 ◦ (Igk1,β1 ⊗ · · · ⊗ I
g
kℓ,βℓ
)
=
∑
G(gs) ◦ Evals ◦Mˇℓ,β0 ◦ (Igk1,β1 ⊗ · · · ⊗ I
g
kℓ,βℓ
)
=
∑
G(gs) ◦ mˇsℓ,β0 ◦ (Evals I
g
k1,β1
⊗ · · · ⊗ Evals Igkℓ,βℓ)
If we further pre-compose with Incl’s in the above, then this amounts to say
isk,β = Eval
s ◦Ig
k,β ◦ Incl =
∑
G(gs) ◦ mˇsℓ,β0 ◦ (isk1,β1 ⊗ · · · ⊗ iskℓ,βℓ)
That is to say, is and igs share the same inductive formulas as in (63) using the same mˇs ; moreover
according to (124), (127) and (100), the initial cases also agree: is1,0 = Eval
s ◦Ig1,0◦Incl = i(gs) = igs1,0 . It
follows that is = igs by induction. Arguing in the same way but replacing G(gs) by π(gs) everywhere,
we can prove ms = mgs as well. Furthermore, if we do not compose with Incl’s and observe that
Evals ◦Ig1,0 = igs1,0 ◦ Evals , then the above argument can be used to show that Evals ◦Ig = igs ◦ Evals
and Evals ◦Mg = mgs ◦ Evals .
Theorem 7.9 If (Ω∗(L)[0,1], Mˇ) ∈ ObjU D then (H∗(L)[0,1],Mg) ∈ ObjU D and Ig ∈ MorU D .
Proof. Recall Definition 2.39 for U D . Because of Lemma 7.8 we know Mg is a pseudo-isotopy. By
degree reason we see π(g)(1) = 1⊗ π(gs)(1) = 1⊗ 1 = 1 and i(g)(1) = 1⊗ i(gs)(1) = 1⊗ 1 = 1 .
Hence i(g)(π(g)(1)) = 1 holds. Given a divisor input b ∈ H∗(L)[0,1] , our cap product (19) by definition
satisfies that ∂β ∩ i(g)(b) = ∂β ∩ i(gs)(Evals b) = ∂β ∩ Evals b = ∂β ∩ b. Now, we can just apply
Proposition 4.8 (i)(ii)(iii) together with Remark 4.7 to complete the proof.
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7.4 An upshot for pseudo-isotopy-related A∞ homomorphisms
mg0
ig0

Cg // mg1
ig1

mˇ0
Cˇ // mˇ1
Suppose now we are in the situation of Theorem 7.9 for which we have (Ω∗(L)[0,1], Mˇ) ∈ ObjU D
and (H∗(L)[0,1],Mg) ∈ ObjU D . The canonical construction in Theorem 5.1 produces two A∞
homomorphisms Cˇ and Cg individually. By Theorem 5.6, we know Cˇ ∈ MorU D and Cg ∈ MorU D .
Lemma 7.10 In the above situation, we have ig1 ◦ Cg ud∼ Cˇ ◦ ig0
Proof. According to Theorem 5.6, we obtain Cˇ ◦ Eval0 ud∼ Eval1 and Cg ◦ Eval0 ud∼ Eval1 . Also, by
Lemma 7.8 we have Evals ◦Ig = igs ◦ Evals for s = 0, 1. Consequently,
Cˇ ◦ ig0 ◦ Eval0 = Cˇ ◦ Eval0 ◦Ig
ud∼ Eval1 ◦Ig = ig1 ◦ Eval1
ud∼ ig1 ◦ Cg ◦ Eval0
Using a ud-homotopy inverse of Eval0 , obtained byTheorem 3.1, we conclude that Cˇ◦ig0 ud∼ ig1◦Cg .
Remark 7.11 Lemma 7.10 above may fail without using our specific harmonic contractions con(g).
The pointwise feature of con(g) leads to Lemma 7.8 which is essential to prove Lemma 7.10.
8 Fukaya’s trick
8.1 Set-up
Through an isotopy between two neighboring Lagrangian fibers, the A∞ algebras on the two fibers are
closely related to each other. This is the idea of Fukaya’s tricks [Fuk10]. Specifically, let L and L˜ be
two Lagrangian submanifolds in M . Suppose there is a diffeomorphism F ∈ Diff0(M), mapping L
onto L˜. Fix J ∈ J(M, ω), we require F∗J := dF ◦ J ◦ dF−1 is still ω -tame. Respecting (10) and (11),
one can easily get a natural map F∗ : G(M,L)→ G(M, L˜) and prove the following properties:
Proposition 8.1 There is a natural isomorphism F∗ : G(M,L)→ G(M, L˜) preserving Maslov indices.
Moreover, it only depends on the homotopy class of F in the space of maps from (M,L) to (M, L˜).
Remark 8.2 (1) Although most things are preserved, the energy is varied. Concretely, we take a
Weinstein neighborhood of L˜ on which ω = dλ for a tautological 1-form λ vanishing exactly on L˜ .
Then by isotopying F to id and by using Stokes’ formula, one can show E(F∗β)−E(β) = −∂β ∩λ|L .
(2) Specifically, when we work with the Lagrangian torus fibrations over B0 , we may use the action-
angle coordinates αi ∈ R/2πZ , xi ∈ R for which L = {xi = 0} and L˜i = {xi = ci}. Then
we have λ =
∑
i(xi − ci)dαi so that λ|L˜ = 0 and λ|L = −
∑
cidαi . Thus, when L = Lu and
L˜ = Lu′ are fibers over two close enough points u and u′ , the energy change can be written as
E(F∗β) − E(β) = ∂β ∩ (u′ − u). Here u′ − u can be viewed as a vector in TuB0 due to the integral
affine structure, and there is a natural isomorphism TuB0 ∼= H1(Lu) (see Proposition 9.3).
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From now on we often write β˜ = F∗β for the above isomorphism in Proposition 8.1. As explained
in [Fuk10], the diffeomorphism F gives an isomorphism of moduli spaces:
(129) FM :Mk,β(J,L)
∼=−→Mk,β˜(F∗J, L˜)
As a by-product, if J ∈ J(M,L, ω) (Definition 1.1) then F∗J ∈ J(M, L˜, ω). To show (129), just
note that a J -holomorphic disk u contributing to the left side of (129) exactly corresponds to the
F∗J -holomorphic disk F ◦ u contributing to the right side. Moreover, a Kuranishi-theory choice Ξ
(including system of Kuranishi structures, thickening of moduli spaces and system of CF-perturbations
as explained in §6) for the left side can induce via F another choice F∗Ξ for the right side. From these
data, using Theorem 6.3 we have chain-level A∞ algebras mˇJ,Ξ,L on Ω∗(L) and mˇF∗(J,Ξ),L˜ on Ω∗(L).
Now, it is convenient to introduce the following notation to emphasize that a Fukaya’s trick has been
used:
(130) mˇF∗(J,Ξ),L˜ := mˇF∗J,F∗Ξ,L˜
Heuristically, we may think of it as a ‘pushforward’ of mˇJ,L where J , L , and Ξ are ‘pushed’ to F∗J ,
L˜ = F(L) and F∗Ξ respectively. By Convention 6.5, we still omit Ξ and F∗Ξ and just keep in mind
they are implicitly accompanied. Recall that F∗ : Ω∗(L˜)→ Ω∗(L) and F∗ : H∗(L˜)→ H∗(L) are natural
cochain maps. The following chain-level Fukaya trick is our starting point (see [Fuk10,Fuk11]).
Lemma 8.3 (Chain-level Fukaya’s trick)
(131) mˇF∗J,L˜
k,β˜
(x1, . . . , xk) = (F
−1)∗mˇJ,L
k,β(F
∗x1, . . . ,F∗xk)
Sketch of proof. Since the virtual foundation for a proof goes far beyond our scope, we only provide
an intuitive description as follows to convince the reader. The argument can be made rigorous using
virtual techniques; see [Fuk10, Lemma 13.4]. Geometrically, the isomorphism (129) of moduli spaces
also preserves the evaluation maps as illustrated in the following diagram
Mk,β(J,L) FM //
ev′i

Mk,F∗β(F∗J, L˜)
evi

L
F // L˜
In fact, the top horizontal map sends [u, z] to [F ◦ u, z] and it follows evi([F ◦ u, z]) = F(u(zi)) =
F ◦ evi([u, z]), hence the diagram commutes. Next, if we denote by mˇ = mˇF∗J,L˜ and mˇ′ = mˇJ,L the
left and right side of equation (131) in Lemma 8.3, then for x0, x1, . . . , xk ∈ Ω∗(L) we can obtain
〈mˇ′k,β(F∗x1, . . . ,F∗xk),F∗x0〉 =
∫
Mk,β (J,L) ev
′
0
∗
x0 ∧ ev′1∗x1 ∧ · · · ∧ ev′k∗xk
=
∫
Mk,β (J,L) F
∗
M
(
ev∗0x0 ∧ ev∗1x1 ∧ · · · ∧ ev∗kxk
)
=
∫
Mk,β˜ (F∗J,L˜) ev
∗
0x0 ∧ ev∗1x1 ∧ · · · ∧ ev∗kxk = 〈mˇk,β˜(x1, . . . , xk), x0〉
= 〈mˇk,β˜(x1, . . . , xk), x0〉 = 〈F∗mˇk,β˜(x1, . . . , xk),F∗x0〉
The bracket denotes the pairing on Ω∗(L) or Ω∗(L˜), whose non-degeneracy now shows the lemma.
Corollary 8.4 (Properties of chain-level Fukaya’s trick)
(i) If 1 is a unit of mˇJ,L , then (F−1)∗1 ≡ 1 is a unit of mˇF∗J,L˜ .
(ii) If mˇJ,L is cyclically unital (resp. fully unital) then so is mˇF∗J,L˜ .
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(iii) If mˇJ,L satisfies divisor axioms then mˇF∗J,L˜ satisfies divisor axioms.
(iv) If mˇJ,L is a q.c.dR then mˇF∗J,L˜ is a q.c.dR.
(v) If mˇJ,L satisfies (I-5) then mˇF∗J,L˜ satisfies (I-5) as well (Definition 2.39).
In particular, if mˇJ,L ∈ ObjU D(L,M) then mˇF∗J,L˜ ∈ ObjU D(L˜,M).
Proof. (i) Just observe that If 1 is the constant-one function in Ω0(L) then (F−1)∗1 is also the
constant-one function in Ω0(L˜). (ii) Given e ∈ Ω0(L˜), the lemma tells
CU[mˇF∗J,L˜]k,β(e; x1, . . . , xk) = F
−1∗ ◦ CU[mˇJ,L]k,β(F∗e;F∗x1, . . . ,F∗xk)
This shows the cyclical unitality and similarly one can show the full unitality. (iii) For divisor axioms,
we first note that F also induces an isomorphism between the divisor input spaces (18), namely,
F∗ : Z1(L˜) ∼= Z1(L). Then the lemma together with divisor axioms for mˇJ,L infers that
DA[mˇF∗J,L˜]k,β˜(b; x1, . . . , xk) = F
−1∗ ◦ DA[mˇJ,L]k,β(F∗b;F∗x1, . . . ,F∗xk)
= ∂β ∩ F∗β · F−1∗ ◦ mˇJ,Lk,β(F∗x1, . . . ,F∗xk)
Since ∂β ∩ F∗b = ∂β˜ ∩ b for b ∈ Z1(L˜), the divisor axioms for mˇF∗J,L˜ is proved. (iv) Just use
Definition 2.31 and the fact that F−1∗(F∗x1 ∧F∗x2) = x1 ∧ x2 . (v) Apply Proposition 8.1 to (131).
8.2 From chain-level to cohomology-level
A new point of this paper is to cook up induced Fukaya’s tricks in cohomology-level, using the g-
harmonic contraction con(g) = (i(g), π(g),G(g)) introduced in (99). The basic idea is that we can
compare con(g) with con(F∗g) where we denote F∗g = (F−1)∗g.
Lemma 8.5 The harmonic contraction con(F∗g) =
(
i(F∗g), π(F∗g),G(F∗g)
)
satisfies:
(132)
i(F∗g) =(F−1)∗ ◦ i(g) ◦ F∗ : H∗(L)→ Ω∗(L)
π(F∗g) :=(F−1)∗ ◦ π(g) ◦ F∗ : Ω∗(L)→ H∗(L)
G(F∗g) :=(F−1)∗ ◦G(g) ◦ F∗ : Ω∗(L)→ Ω∗(L)
Proof. Denote by h := F∗g the induced metric. By a routine computation we see the Hodge star
operators for the two metrics satisfy that ∗g ◦ F∗ = F∗ ◦ ∗h . As a result,
(133) δg ◦ F∗ = F∗ ◦ δh
Thereby a differential form α is h-harmonic if and only if F∗α is g-harmonic. Suppose α is a
h-harmonic representative, then F∗ ◦ i(h)[α] = F∗α = i(g)[F∗α] = i(g) ◦ F∗[α]. Namely, i(h) =
(F−1)∗ ◦ i(g) ◦ F∗ . As for π , we can show Hg ◦ F∗ = F∗ ◦ Hh using (133). Thus by (89) we see
F∗ ◦ π(h) = F∗ ◦ i(h)−1 ◦ Hh = i(g) ◦ F∗ ◦ Hh = i(g)−1 ◦ Hg ◦ F∗ = π(g) ◦ F∗ . It remains to check
for G . By Hodge theory, Grg ◦F∗ = F∗ ◦Grh . Then using (91) we get F∗ ◦ G(h) = −F∗ ◦ δh ◦Grh =
−δg ◦ F∗ ◦ Grh = −δg ◦ Grg ◦F∗ = G(g) ◦ F∗ . The proof is now complete.
Now, recall that dg (resp. dh ) denote the isomorphism (101) given by restricting the exterior differential
d to the space of δg -exact (resp. δh -exact) forms. So the identity d ◦ F∗ = F∗ ◦ d produces:
(134) dg ◦ F∗ = F∗ ◦ dh
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which is an analogy of (133). Now we proceed. Taking the notations in Theorem 7.3, we denote by
(135) (H∗(L˜),mF∗(g,J),L˜, iF∗(g,J),L˜)
the canonical model of mˇF∗J,L˜ with respect to the F∗g-harmonic contraction, and meanwhile denote by
(136)
(
H∗(L),mg,J,L, ig,J,L
)
the canonical model of mˇJ,L for the g-harmonic contraction con(g). We have already shown that
mˇJ,L and mˇF∗J,L˜ are related by Fukaya’s trick as in Lemma 8.3. The advantage of using harmonic
contractions can be reflected by the following induced Fukaya’s tricks in cohomology-level. Recall that
we write β˜ for F∗β for the isomorphism F∗ in Proposition 8.1.
Lemma 8.6 (Cohomology-level Fukaya’s trick)
(137) mF∗(g,J),L˜
k,β˜
(x1, . . . , xk) = (F
−1)∗mg,J,L
k,β (F
∗x1, . . . ,F∗xk)
(138) iF∗(g,J),L˜
k,β˜
(x1, . . . , xk) = (F
−1)∗ig,J,Lk,β (F
∗x1, . . . ,F∗xk)
Proof. Write h = F∗g as before. Denote m := mg,J,L , mF := mF∗(g,J),L˜ and mˇ := mˇJ,L , mˇF := mˇF∗J,L˜
and also denote i := ig,J,L , iF := iF∗(g,J),L˜ . We use inductions on (k, β˜) as before. We prove the lemma
for iF first. The initial case for (k, β˜) = (1, 0) is true by (132). Suppose the above formula for iF is
correct whenever (k′, β˜′) < (k, β˜). By inductive formulas (63), we see that
iF
k,β˜
=
∑
(ℓ,β˜0)6=(1,0)G(h) ◦ mˇFℓ,β0 ◦ (iFk1,β˜1 ⊗ · · · ⊗ i
F
kℓ,β˜ℓ
)
Furthermore, applying Lemma 8.3, Lemma 8.5 together with the induction hypothesis we conclude that
iF
k,β˜
= (F−1)∗
∑
(ℓ,β0)6=(1,0) G(g) ◦ mˇℓ,β0 ◦ (ik1,β1 ⊗ · · · ⊗ ikℓ,βℓ) ◦ (F∗)⊗k = (F−1)∗ik,β ◦ (F∗)⊗k
where the last equation holds because of the inductive formula (63) again. This completes the induction.
Replacing G(g), G(h) by π(g), π(h), the formula of mF can be proved using a similar induction.
Corollary 8.7 (Properties of cohomology-level Fukaya’s trick)
(i) If 1 is a unit of mg,J,L , then (F−1)∗1 is a unit of mF∗(g,J),L˜ .
(ii) If mg,J,L is fully unital (resp. cyclical unital) then mF∗(g,J),L˜ is fully unital (cyclical unital).
(iii) If mg,J,L satisfies divisor axioms then mF∗(g,J),L˜ satisfies divisor axioms.
(iv) If mg,J,L satisfies (I-5) then mF∗(g,J),L˜ satisfies (I-5) as well (Definition 2.39).
In particular, if mg,J,L ∈ ObjU D then mF∗(g,J),L˜ ∈ ObjU D .
Proof. Use the above Lemma 8.6 together with (the proof of) Theorem 7.3 and Corollary 8.4.
Corollary 8.8 If F,F1 ∈ Diff(M) with F(L) = F1(L) = L˜ are isotopic, then mF∗(g,J),L˜ = mF1∗(g,J),L˜ .
Proof. This follows from Lemma 8.6 and the homotopy invariance of de Rham cohomologies.
At first glance, this Corollary 8.8 looks very strong which says two A∞ algebras are equal, not
just isomorphic, homotopic or the like. A short explanation is that two wrongs adding up to one
right. Concretely, applying chain-level Fukaya’s tricks (Lemma 8.3) to mˇJ,L can produce different
mˇF∗J,L˜ 6= mˇF1∗J,L˜ , but then we also use harmonic contractions for different metrics F∗g and F1∗g to
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cook up canonical models mF∗(g,J),L˜ = mF1∗(g,J),L˜ which are surprisingly but as expected equal to each
other. After all, the starting point is the same chain-level A∞ algebra mˇJ,L .
In mirror construction later, it is crucial to establish certain choice independence. Therefore, Corollary
8.8 may somehow convince the reader that the harmonic contractions introduced in §7 are necessary and
essential to this paper. On the other hand, we remark that since generally F∗ 6= F∗1 : Ω∗(L˜) → Ω∗(L),
it is not necessary that iF∗(g,J),L˜ agrees with iF1∗(g,J),L˜ .
8.3 A family version
In application, we need some upgrades of Fukaya’s tricks for pseudo-isotopies or A∞ homomorphisms.
Take a smooth path J = (Js)s∈[0,1] in J(M, ω) and take a smooth family
(139) F = (Fs)s∈[0,1] : M × [0, 1]→ M × [0, 1], (x, s) → (Fs(x), s)
in Diff0(M) requiring every Fs maps L onto L˜ . Assume L and L˜ are so close to each other that the
family F∗J := (Fs∗Js)s∈[0,1] also lives in J(M, ω). Since Maslov indices are just topological, and by
Remark 8.2 the energies also do not rely on s, we can as before obtain the following:
Proposition 8.9 The isomorphisms Fs∗ : G(M,L)→ G(M, L˜) in do not depend on s ∈ [0, 1] .
Now, it is legitimate to denote any such Fs by F∗ : G(M,L)→ G(M, L˜). As previously, we from now
on write F∗β = β˜ . On the other hand, we have two natural maps
(140) F∗ : Ω∗(L˜)[0,1] −→ Ω∗(L)[0,1], and F∗ : H∗(L˜)[0,1] → H∗(L)[0,1]
which are induced by either the full exterior derivative on [0, 1]×L or the partial one. Explicitly a form
α1(s)+ ds∧α2(s) is sent to F∗sα1(s)+ ds∧ (F∗sα2(s)+ something about ∂sFs). Furthermore we claim
(141) Evals ◦F∗ = F∗s ◦ Evals : Ω∗(L˜)[0,1] → Ω∗(L)
hold for (140). In fact, notice that Evals is simply the pullback ι∗s (resp. ι˜∗s ) of the inclusion
L → [0, 1] × L (resp. L˜ → [0, 1] × L˜) at s. Thereby the above (141) just says the following obvious
statements: ι∗s ◦F∗ = F∗s ◦ ι˜∗s or equivalently F ◦ ιs = ι˜s ◦ Fs .
(I) Cochain level. There is also an F-induced isomorphism of bifurcated moduli spaces (see (75)):
(142) FM :=
⊔
s∈[0,1]
(Fs)M : Mk,β(J,L)
∼=−→Mk,β˜(F∗J, L˜)
where every (Fs)M is the one in (129) for Fs in place of F there. As before, a Kuranishi-theory choice
Ξ (obtained by Theorem 6.4) for the left side can gives an F-induced choice F∗Ξ for the right side;
and thus we obtain (Ω∗(L)[0,1], MˇJ,Ξ,L) and (Ω∗(L˜)[0,1], MˇF∗J,F∗Ξ,L˜). In addition, there are induced
choices Ξs given by restrictions, and as previously we have mˇFs∗(Js,Ξs),L˜ defined for each s ∈ [0, 1].
But by Convention 6.5 again, we omit these Ξ’s and put MˇJ,L , MˇF∗J,L˜ , mˇJ,L , and mˇFs∗J,L˜ .
Proposition 8.10 mˇJs,L (resp. mˇFs∗Js,L˜ ) agrees with the restriction of MˇJ,L (resp.MˇF∗J,L˜ ) at s = 0, 1:
Evals ◦MˇJ,L = mˇJs,L ◦ Evals, Evals ◦MˇF∗J,L˜ = mˇFs∗Js,L˜ ◦ Evals
Basically, the proposition comes from the last item in Theorem 6.4. Now, we claim:
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Lemma 8.11 (Chain-level Fukaya’s trick for pseudo-isotopies)
(143) MˇF∗J,L˜
k,β˜
(x1, . . . , xk) = (F
−1)∗MˇJ,Lk,β (F
∗x1, . . . ,F∗xk)
for every k ∈ N and x1, . . . , xk ∈ Ω∗(L)[0,1] .
Corollary 8.12
(i) If 1 is a unit of MˇJ,L , then 1 ≡ (F−1)∗1 is a unit of MˇF∗(J,L) .
(ii) If MˇJ,L is fully unital (resp. cyclical unital) then MˇF∗J,L˜ is fully unital (resp. cyclical unital).
(iii) If MˇJ,L satisfies divisor axioms then MˇF∗J,L˜ satisfies divisor axioms.
(iv) If MˇJ,L is a q.c.dR then MˇF∗J,L˜ is a q.c.dR.
(v) If MˇJ,L satisfies (I-5) then MˇF∗J,L˜ satisfies (I-5) as well (Definition 2.39).
In particular, if MˇJ,L ∈ ObjU D(L,M) then MˇF∗J,L˜ ∈ ObjU D(L˜,M).
Proof of Lemma 8.11 and Corollar 8.12. The above statements are all in the chain levels. So they can
be proved along the same lines of the proofs in Lemma 8.3 and Corollary 8.4.
(II) Cohomology level. We should be more careful when trying to go cohomology-level for pseudo-
isotopies, roughly because families of choices are involved. Besides the above F = (Fs) and J = (Js),
we also need to take a family of metrics g = (gs)s∈[0,1] as in §7.2, which induces another family of
metrics F∗g = (Fs∗gs)s∈[0,1] . For these two families, Lemma 7.6 produces two strong contractions:
con(g) = (i(g), π(g),G(g)) , and con(F∗g) = (i(F∗g), π(F∗g),G(F∗g))
for cochain complex pairs (H∗(L)[0,1],Ω∗(L)[0,1]) and (H∗(L˜)[0,1],Ω∗(L˜)[0,1]) respectively. Now, given
two pseudo-isotopies MˇJ,L and MˇF∗J,L˜ which are related by Fukaya’s tricks as in Lemma 8.11, we
can apply Theorem 4.5 and Theorem 7.9 to obtain the canonical models of them with respect to con(g)
and con(F∗g) respectively, denoted by
(144)
(
H∗(L)[0,1],Mg,J,L,Ig,J,L
)
and
(
H∗(L˜)[0,1],MF∗(g,J),L˜,IF∗(g,J),L˜
)
A subtle point is that although the contractions are pointwisely compatible in the sense that con(Fs∗gs) =
F−1∗s ◦ con(gs) ◦ F∗s thanks to (132) for all s ∈ [0, 1], the operators i(F∗g), π(F∗g), G(F∗g) will not
agree with F−1∗ ◦ i(g)◦F∗ , F−1∗ ◦π(g)◦F∗ , F−1∗ ◦G(g)◦F∗ in general. The main issue is basically
that when using family F = (Fs), we cannot avoid extra terms involving ∂sFs . But fortunately, these
terms only live in ds ⊗− parts, which are always killed by applying Evals . Meanwhile, Theorem 5.6
says that the ud-homotopy class of A∞ homomorphism is somehow controlled by only Evals , hence,
these extra ∂sFs will not produce serious troubles, as long as we do not seek for equalities but just for
ud-homotopies. In spite of this concern, it is still useful to study for a constant family as follows:
Lemma 8.13 Suppose ∂sFs = 0. Then we do have con(F∗g) = F−1∗ ◦ con(g) ◦ F∗ . Consequently,
(145)
M
F∗(g,J),L˜
k,β˜
(x1, . . . , xk) = F
−1∗Mg,J,Lk,β (F
∗x1, . . . ,F∗xk)
I
F∗(g,J),L˜
k,β˜
(x1, . . . , xk) = F
−1∗Ig,J,Lk,β (F
∗x1, . . . ,F∗xk)
Proof. Remark first that we are repeatedly using the condition ∂sFs = 0 below. In view of (124), we
write i(g) = 1 ⊗ is + ds ⊗ hs , π(g) = 1 ⊗ πs + ds ⊗ ks , and G(g) = 1 ⊗ Gs + ds ⊗ σs , meanwhile
we write i(F∗g) = 1 ⊗ i˜s + ds ⊗ h˜s , π(F∗g) = 1 ⊗ π˜s + ds ⊗ k˜s , and G(F∗g) = 1 ⊗ G˜s + ds ⊗ σ˜s .
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Since ∂sFs there is no harm to put F = Fs or F = F . In fact, F∗ simply sends α1(s) + ds ∧ α2(s) to
F∗α1(s)+ ds∧F∗α2(s). Now, according to (132) we already have F∗ ◦ i˜s = is ◦F∗ , F∗ ◦ π˜s = πs ◦F∗ ,
and F∗ ◦ G˜s = Gs ◦ F∗ . It remains to check the same equations for h, k, σ . By (113) and (114) we see
h˜s = d˜
−1
s ◦
di˜s
ds
= (F−1∗ ◦ ds ◦ F∗)−1 ◦ F−1∗ ◦ dis
ds
◦ F∗ = F−1∗ ◦ hs ◦ F∗
and similarly k˜s = F−1∗ ◦ ks ◦ F∗ . Here ds and d˜s (101) are isomorphisms induced by restricting
exterior differentials with regard to different metrics gs and F∗gs respectively. By (134) they also
satisfy d˜s = F−1∗ ◦ ds ◦ F∗ . Finally, recall the defining formulas of σ (122) and (123) rely on the
operators Γs and Γ˜s (115) with regard to gs and F∗gs . We compute at first that
Γ˜s =
dG˜s
ds
− i˜sk˜s−h˜sπ˜s = F−1∗ dGsds F∗−(F−1∗isF∗)◦(F−1∗ksF∗)−(F−1∗hsF∗)◦(F−1∗πsF∗) = F−1∗ΓsF∗
and accordingly σ˜s = d˜−1s ◦ Γ˜s = (F−1∗d−1s F∗) ◦ (F−1∗ΓsF∗) = F−1∗σsF∗ . This shows the first half,
and the second half can be proved along the same line of Lemma 8.6 using the result of first half.
Remark that further applying Lemma 7.8 to Proposition 8.10 results in the following analogy:
Proposition 8.14 mgs,Js,L (resp. mFs∗(gs,Js),L˜ ) agrees with the restriction of Mg,J,L (resp. MF∗(g,J),L˜ )
at s = 0, 1, namely,
Evals ◦Mg,J,L = mgs,Js,L ◦ Evals, Evals ◦MF∗(g,J),L˜ = mFs∗(gs,Js),L˜ ◦ Evals
8.4 Fukaya’s tricks and category U D
There is an elegant way to reinterpret the Fukaya’s trick equations: we can regard various F∗ as A∞
homomorphisms (in U D ) which concentrate merely on CC1,0 . Namely, we define ΩF to be the
operator system in CC(Ω∗(L˜),Ω∗(L˜)) so that ΩF1,0 = F
∗ and all other ΩFk,β = 0. One can define
HF ∈ CC(H∗(L˜),H∗(L˜)), ΩF ∈ CC(Ω∗(L˜)[0,1],Ω∗(L˜)[0,1]) and HF ∈ CC(H∗(L˜)[0,1],H∗(L˜)[0,1])
similarly which only have non-zero CC1,0 -components. Except HF for the most general case, the
following are morphisms in U D because of (131, 137, 143):
Ω
F : mˇF∗J,L˜ → mˇJ,L, HF : mF∗(g,J),L˜ → mg,J,L, ΩF : MˇF∗J,L˜ → MˇJ,L
The rest Fukaya-trick equation (138) deals with canonical models and can be translated into that
Ω
F ◦ iF∗(g,J),L˜ = ig,J,L ◦ HF(146)
where the circle ◦ means the composition defined on CC (Definition 2.10). Note also that (141) says
(147) ΩFs ◦ Evals = Evals ◦ΩF
Remark 8.15 There are two different label groups involved in the story: G = G(M,L) and G˜ =
G(M, L˜). But this cause no serious troubles thanks to Proposition 8.1 and Proposition 8.9 which ensures
a natural isomorphism G ∼= G˜. So, from now on, we prefer to keep this point implicit.
Fix F = (Fs)s∈[0,1] as before. We further assume the original pseudo-isotopy MˇJ,L ∈ ObjU D . Then,
by Corollary 8.12, we know its Fukaya-trick ‘pushforward’ satisfies that MˇF∗J,L˜ ∈ ObjU D as well.
Due to Theorem 7.9 the canonical models Mg,J,L and MF∗(g,J),L˜ introduced in (144) are all contained
in ObjU D . Four pseudo-isotopies are involved above, from which the construction in Theorem 5.1
successively produces four A∞ homomorphisms, denoted by CˇJ , CˇF∗J , Cg,J and CF∗(g,J) respectively.
All four of them belong to MorU D according to Theorem 5.6. Moreover, thanks to Proposition 8.10
and Proposition 8.14, we know the sources and targets of them as illustrated in the diagram below.
Family Floer program and non-archimedean SYZ mirror construction 67
Lemma 8.16 In the above situation, HF1 ◦ CF∗(g,J) is ud-homotopic to Cg,J ◦HF0 .
mˇF0∗J0
ΩF0
!!
CˇF∗J // mˇF1∗J1
ΩF1
}}
MˇF∗J
Eval0+
hh❘❘❘❘❘❘❘❘❘❘❘❘❘❘
ΩF

Eval1+
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
mF0∗(g0,J0)
iF0∗(g0,J0)
OO
HF0

CF∗(g,J) // mF1∗(g1,J1)
HF1

iF1∗(g1,J1)
OO
mg0,J0
ig0,J0

Cg,J // mg1,J1
ig1,J1

MˇJ
Eval0
vv❧❧❧
❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
Eval1
((❘❘
❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
mˇJ0
CˇJ // mˇJ1
Proof. By Lemma 7.10, the top and bottom rectangle diagrams commute up to ud-homotopy, namely,
iF1∗(g1,J1) ◦ CF∗(g,J) ud∼ CˇF∗J ◦ iF0∗(g0,J0)(148)
ig1,J1 ◦ Cg,J ud∼ CˇJ ◦ ig0,J0(149)
and Theorem 5.6 concludes that (just to distinguish, we use different notations: Evali+ and Evali )
CˇF∗J ◦ Eval0+ ud∼ Eval1+(150)
CˇJ ◦ Eval0 ud∼ Eval1(151)
Now, we are going to chase the diagram
ig1,J1 ◦ HF1 ◦ CF∗(g,J) = ΩF1 ◦ iF1∗(g1,J1) ◦ CF∗(g,J)(use (146))
ud∼ ΩF1 ◦ CˇF∗J ◦ iF0∗(g0,J0)(use (148))
ud∼ ΩF1 ◦ Eval1+ ◦(Eval0+)−1 ◦ iF0∗(g0,J0)(use (150))
ud∼ Eval1 ◦ΩF ◦ (Eval0+)−1 ◦ iF0∗(g0,J0)(use (147))
ud∼ CˇJ ◦ Eval0 ◦ΩF ◦ (Eval0+)−1 ◦ iF0∗(g0,J0)(use (151))
= CˇJ ◦ ΩF0 ◦ Eval0+ ◦(Eval0+)−1 ◦ iF0∗(g0,J0)(use (147) again)
ud∼ CˇJ ◦ ΩF0 ◦ iF0∗(g0,J0)
ud∼ CˇJ ◦ ig0,J0 ◦HF0(use (146) again)
ud∼ ig1,J1 ◦ Cg,J ◦ HF0(use (149))
Finally, applying Whitehead Theorem 3.1 to ig1,J1 completes the proof.
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The main reason why we go around in such a cumbersome way is that, as mentioned previously, HF
generally cannot be viewed as not an A∞ homomorphism (unless ∂sFs = 0 like Lemma 8.13 (145))
hence it cannot be included in the diagram chasing of ud-homotopy. To overcome this, notice that
we only need ud-homotopies instead of equalities. So by Lemma 7.10 the desired cohomology-level
relations can be transferred to the chain-levels, on which we can apply the true A∞ homomorphism ΩF
(Lemma 8.11). As a corollary, the following special case will be useful later.
Corollary 8.17 Suppose g = gˆ and J = Jˆ are constant paths at g and J but F = (Fs) is arbitrary,
and suppose MˇJˆ is the trivial pseudo-isotopy about mˇJ . Then CF∗(gˆ,Jˆ)
ud∼ id .
Proof. Denote by Mˇgˆ,Jˆ the canonical model of MˇJˆ with respect to con(gˆ) (using Theorem 7.9), and
denote by Cgˆ,Jˆ the A∞ homomorphism constructed from Mgˆ,Jˆ (using Theorem 5.1). Since Mgˆ,Jˆ is a
trivial pseudo-isotopy, it follows from Corollary 5.4 that Cgˆ,Jˆ = id. Moreover, because of HF0 = HF1 ,
Lemma 8.16 infers that HF1 ◦ CF∗(gˆ,Jˆ) ud∼ Cgˆ,Jˆ ◦HF0 = HF0 = HF1 and so CF∗(gˆ,Jˆ) ud∼ id.
Remark 8.18 We emphasize that by Corollary 8.8 the source and target of CF∗(gˆ,Jˆ) are actually the
same mF0∗(g,J) = mF1∗(g,J) . Then, as long as we only care about ud-homotopy classes, Corollary 8.17
just says that: choosing different F in the application of Fukaya’s tricks does not cause ambiguities.
In contrast to Corollary 8.17, if we keep Fs constant but allow gs and Js to vary, then the ud-homotopic
relation in Lemma 8.16 will be strengthened to an identity relation:
Proposition 8.19 Suppose ∂sFs = 0. Then HF ◦ CF∗(g,J) = Cg,J ◦ HF , or concretely,
C
F∗(g,J)
k,β˜
= F−1∗Cg,Jk,β (F
∗x1, . . . ,F∗xk)
holds for all k and x1, . . . , xk ∈ H∗(L˜).
Proof. Write MF∗(g,J) = 1⊗m˜s+ds⊗ c˜s and Mg,J = 1⊗ms+ds⊗cs and then Cg,J : m0 → m1 and
CF∗(g,J) : m˜0 → m˜1 . In this case, m˜s = F−1∗ ◦ms ◦ F∗⊗• and c˜s = F−1∗ ◦ cs ◦ F∗⊗• by Lemma 8.13.
The desired equation can be proved by the inductive formulas (71) (like proof of Lemma 8.6).
9 Mirror construction
9.1 Lagrangian fibration and reverse isoperimetric inequalities
We are going to show our Main Theorem A. Recall (M, ω) is a closed symplectic manifold of dimension
2n which admits a Lagrangian fibration (not necessarily on the whole M )
π : M ⊃ π−1(B)→ B
over a base manifold B . In other words, each fiber Lu := π−1(u) is an embedded or immersed
Lagrangian in M . We denote by B0 the subset of B on which the fibers are smooth embedded
Lagrangians, and it is often called the smooth locus of B . From now on, we always work with B0 .
By Arnold-Liouville theorem (see [Arn13]), for any u ∈ B0 , the fiber Lu must be diffeomorphic to the
n-torus Tn . Moreover, the existence of a Lagrangian torus fibration on the smooth locus B0 will deduce
that there is a canonical integral affine manifold structure on B0 (Proposition 9.3). Fix once and for all
a compact domain K ⊂ B0 together with a slightly larger one
(152) K ⊂⊂ K′ ⊂ B0
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Uniform reverse isoperimetric inequalities. The reverse isoperimetric inequalities for pseudo-
holomorphic curves are discovered by Groman and Solomon [GS14], and DuVal [Duv16] later found
a simpler proof. It states that the length of boundary of a pseudo-holomorphic disk u bounding a
Lagrangian L is controlled by its area E(u), namely there is a constant c so that E(u) ≥ cℓ(u). Abouzaid
[Abo17b] uses these inequalities to study family Floer theory. Our main technical improvement is that
not just a single fixed Lagrangian being considered, we allow a uniform constant for all Lagrangian
fiber over compact sets. Recall J(M, ω) denotes the space of ω -tame almost complex structures.
Lemma 9.1 (Corollary B.3) Given J ∈ J(M, ω), there is a C1 -neighborhood V0 of J , a Weinstein
tubular neighborhood νML of L and c0 > 0 so that for every J˜ ∈ W , if L′ ⊂ νML is a Lagrangian
isotopic to L then any J˜ -holomorphic disk u : (D, ∂D)→ (M,L′) satisfies E(u; gJ) ≥ c0 · ℓ(∂u; gJ).
To avoid a digression of cumbersome analysis, the proof of Lemma 9.1 is postponed in the appendix.
What we really need is the following corollary of it, whose proof is clear and omitted.
Corollary 9.2 For any ω -tame J1 and any compact domain K1 ⊂ B0 , there is a C1 -neighborhood
V := VJ1,K1 ⊂ J(M, ω)
of J1 together with a constant c = cJ1,K1 > 0 satisfying the following condition. For every J˜ ∈ V ,
q ∈ K1 , and J˜ -holomorphic disk u : (D, ∂D)→ (M,Lq), we have
E(u; gJ) ≥ c · ℓ(∂u; gJ )
Integral affine structure. In a Weinstein neighborhood of Lu , the Liouville integrablity theorem
tells us that there exists a local coordinate systems (α1, . . . , αn, x1, . . . , xn), called action-angle coor-
dinates, so that αi ∈ R/2πZ ∼= S1 , xi ∈ R and ω =
∑n
i=1 dxi ∧ dαi (see [KS06, §3.1]), which is
determined up to integral affine transformations x′ = Ax+ b and α′ = (AT)−1α+ c for A ∈ GL(n,Z),
b ∈ Rn and c ∈ (R/2πZ)n . Here x = (x1, . . . , xn) also gives a local coordinate system on the base B0
and the fibration π is locally (α, x) 7→ x. So the atlas of charts including all such x = (xi) gives rise to
an integral affine structure on B0 (see Appendix C). On the other hand, inserting the vector field
∂
∂xk
to the symplectic form supplies a closed one-form ω( ∂
∂xk
, ·) = dαk (it is not exact!). The assignment
∂
∂xk
7→ dαk is invariant for another choice (α′, x′), and so we obtain a canonical operator
̺u : TuB0 → Z1(Lu), ξ 7→ ω(ξ, ·)
Composing with the natural quotient q : Z1(Lu)→ H1(Lu) we further get a linear map between vector
spaces of the same dimension n. It is also surjective since the cohomology classes [dαk] exactly form
a basis of H1(Lu), hence, q ◦ ̺u : TuB0 → H1(Lu) is a vector space isomorphism. In summary:
Proposition 9.3 The fibration π determines an integral affine structure ∇ on the smooth locus B0 .
Moreover, there is a canonical isomorphism TuB0 ∼= H1(Lu) for every u ∈ B0 .
Notice that these isomorphisms for various u can be glued to an isomorphism of vector bundles
TB0 ∼=
⋃
u∈B0 H
1(Lu). To see this, we may compare local trivialization on both sides for example.
Or alternatively, from a different point of view, TB0 may be viewed as the sheaf of its sections, and
meanwhile the right side may be viewed as the sheaf R1π∗R . So we do get a bundle isomorphism,
since its stalk at each point agree. In addition, we get an isomorphism of the Z lattices (local systems):
TZB0 ∼=
⋃
u∈B0 H
1(Lu,Z)
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The right side possesses the so-called Gauss-Manin connection, and thereby it naturally gives rise to a
flat connection on TB0 so that TZB0 is parallel.
Definition 9.4 The integral affine connection ∇ induces an exponential map expu : TuB0 ∼= H1(Lu)→
B0 which we call the affine exponential map at each u ∈ B0 .
The exponential map at a point naturally identifies an integral affine chart in B0 with a one in the
Euclidean vector space H1(Lu) ∼= Rn ; thus it makes sense to define a rational polyhedron in B0 .
9.2 Local charts
Recall K is given in (152). We fix a metric g on M and by Assumption 1.2 we can find J ∈ JK .
Decomposition on the base. By Corollary 9.2, we can find a constant c = cJ,K′ and a neighborhood
(153) V := VJ,K′ ⊂ JK
of J onwhich reverse isoperimetric inequalities hold for any Lagrangian fiber over the extended compact
domain K′ (152). We may choose a contractible neighborhood U of the identity in Diff0(M) so that
U−1 ⊂ U , U · U ⊂ U and the map Diff0(M) × J(M, ω) → J(M, ω) defined by (F, J) 7→ F∗J ≡
dF ◦ J ◦ dF−1 sends U × V into V . For every u ∈ B0 we fix a sufficiently small geodesic ball Wu
centered at u. Shrinking them if necessary, we further require there is a C1 -continuous map
(154) χu : Wu → U ⊂ Diff0(M)
where for all v ∈ Wu the diffeomorphism χu(v) equals to the identity outside π−1(Wu) and satisfies
Lv = χu(v)(Lu). This can be achieved for example by Theorem B in [Pal60]. The ad hoc map (154) is
just for the concreteness: given v1, v2 ∈ Wu ⊂ B0 we are interested in the set
(155) Diff(M; v1, v2) ⊂ Diff0(M)
consisting of F ∈ U so that F(Lv1 ) = Lv2 and F agrees with the identity outside some π−1(U) for
a sufficiently small neighborhood U of {v1, v2}. Then, when v1, v2 ∈ Wu , the map (154) supplies a
natural collection of diffeomorphisms in Diff(M; v1, v2) (particularly it is non-empty) given by
(156) Fv1,v2u := χu(v2) ◦ χu(v1)−1 ∈ Diff0(M)
Now, we want to find a covering {∆i} of K by rational polyhedrons (see Appendix C). Note that
Abouzaid [Abo17b, Definition 2.1] uses a different name integral affine polygon for this. The inter-
section ∆i0 ∩ · · · ∩ ∆ip for all i0, . . . , ip is also a rational polyhedron and there are plenty of such
coverings. We yet prefer to work with polyhedral complexes (Definition C.2) trying to be consistent of
Gross-Siebert’s program. Let δ > 0 be the Lebesgue number of covering Wu, u ∈ K of K . Choose
(157) 0 < ǫ ≤ min{ c
2
,
δ
3
}
where c = cJ,K′ is the constant (for reverse isoperimetric inequalities) by Corollary 9.2. Applying
Lemma C.3 to ǫ and K ⊂ K′ in (152), we get a rational polyhedral complex
(158) P := PK = {∆i | i ∈ I}
so that each cell ∆i has diameter less that ǫ and K ⊂ |P| ⊂ K′ . Such ǫ ensures the following:
Lemma 9.5 Given i ∈ I, we denote by Pi the subcomplex consisting of all ∆j with ∆j ∩∆i 6= ∅ .
Then there exists some Wu which contains the union |Pi| of all these ∆j .
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Proof. It suffices to show the diameter of |Pi| is less than δ . In fact, given any two points x, y on it, say,
x ∈ ∆j1 and y ∈ ∆j2 for some j1, j2 . By definition, one can find some x′ ∈ ∆j1 ∩∆i and y′ ∈ ∆j2 ∩∆i .
Then d(x, y) ≤ d(x, x′)+ d(x′, y′)+ d(y′, y) ≤ diam(∆j1)+ diam(∆i)+ diam(∆j2 ) ≤ 3ǫ < δ .
Formal power series associated to Maurer-Cartan equations. For every ∆i ∈ P we specify and fix
a point qi ∈ ∆i . For simplicity, we put Li := Lqi , Gi := G(M,Li) and denote by 1i the constant-one
function on Li (or its class). Moreover, we slightly simplify the notations as follows:
(159) mˇJ,i := mˇJ,Li
(160) mg,J,i := mg,J,Li
which are obtained by Theorem 6.3 and Theorem 7.3 (see also (136)). Moreover, since J ∈ JK and
qi ∈ K imply J ∈ J(M,Li, ω) (Assumption 1.2), we know both of them live in U D(Li,M).
In general, suppose ∆ ⊂ B0 is a rational polyhedron and q ∈ B0 (think ∆i, qi but not necessarily,
actually we do not even need to assume q ∈ ∆). If we require the affine exponential map expq at
q (Definition 9.4) can be inverted on a neighborhood of ∆ , then ∆ can be identified with a rational
polyhedron in TqB ∼= H1(Lq) ∼= Rn . Consider the Λ-vector space Λ[[π1(Lq)]] of all formal sums∑∞
i=0 siY
αi , where si ∈ Λ and Y is a formal symbol with a power αi ∈ π1(Lq). Since Lq ∼= Tn and
π1(Lq) ∼= Zn , there is an identification Λ[[π1(Lq)]] ∼= Λ[[z±1 , . . . , z±n ]] for a basis chosen. It is just an
intrinsic interpretation of that in §A. Hence just as Definition A.2 we define a Λ-algebra:
(161) Λ〈∆; q〉
to be the subset of Λ[[π1(Lq)]] consisting of formal Laurent series
∑
sαY
α so that val(sα)+〈α, γ〉 → ∞
for all γ ∈ H1(Lq) with expq(γ) ∈ ∆ , where the bracket denotes the natural pairing π1(Lq)×H1(Lq)→
R . We also require the sum is taken over at most countably many terms. Remark that given a basis,
exp−1q (∆) can be identified with a rational polyhedral in H
1(Lq) ∼= Rn , and thereby the assignment
(162) Yα 7→ Yα11 · · · Yαnn
actually gives an isomorphism from Λ〈∆; q〉 to Λ〈exp−1q (∆)〉. By Proposition A.4 we see that Λ〈∆; q〉
is an affinoid algebra so that the affinoid space SpΛ〈∆; q〉 is identified with the polytopal domain
SpΛ〈exp−1q (∆)〉 ∼= trop−1(exp−1q (∆)) in the non-archimedean torus trop : (Λ×)n → Rn . Define
(163) tropq := trop
∆
q := expq ◦ trop : Sp〈∆; q〉 → ∆ ⊂ B
for clarity, then the above discussion can be summarized in the diagram below. For simplicity, we will
not always specify the various identifications discussed here since now.
(Λ×)n
trop

⊃ SpΛ〈exp−1q (∆)〉
trop

oo
∼= // SpΛ〈∆; q〉
tropq

H1(Lq) ∼= Rn ⊃ exp−1q (∆) expq // ∆ ⊂ B
Going back to our situation, the Maurer-Cartan equation of mg,J,i in (160) inspires us to consider:
Pg,J,i =
∑
β∈Gi
TE(β)Y∂βm
g,J,i
0,β
The gappedness tells that the formal power series only involves at most countable many β ∈ Gi and
hence they can be ordered. We use the bracket 〈·, ·〉 : H∗(Li) ⊗ H∗(Li) → R to denote the natural
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pairing. Its coefficient ring can be naturally extended to Λ or even Λ[[π1(Li)]]. Given η ∈ H∗(Li),
we call the honest series 〈η,Pg,J,i〉 ≡∑β TE(β)Y∂β〈η,mg,J,i0,β 〉 the (η -)component of Pg,J,i . In practice,
we want to decompose Pg,J,i into parts of different degrees. Note that mg,J,i0,β ∈ H2−µ(β)(Lqi ) by degree
reason. When µ(β) = 2, it lives in H0(Li) ∼= R · 1i and we can define
(164) Wg,J,i =
∑
µ(β)=2
TE(β)Y∂βm
g,J,i
0,β
/
1i
The other terms of Pg,J,i consists of those with µ(β) = 0. Define Qg,J,i =
∑
µ(β)≤0 T
E(β)Y∂βm
g,J,i
0,β and
(165) Pg,J,i = Wg,J,i · 1i + Qg,J,i
Lemma 9.6 Every component of Pg,J,i is contained in Λ〈∆i; qi〉. In particular, Wg,J,i ∈ Λ〈∆i; qi〉
and each component of Qg,J,i lies in Λ〈∆i; qi〉.
Proof. It suffices to show E(β) + 〈∂β, γ〉 → ∞ for any γ ∈ ∆i ⊂ H1(Lqi ). We remark that in
the case γ = 0 this is direct from the gappedness or Gromov compactness. Suppose mg,J,i0,β 6= 0 for
some β . Since mg,J,i is the canonical model of mˇJ,i , there exist non-trivial classes β1, . . . , βk so that
β1 + · · · βk = β and mˇJ,i0,βm 6= 0 for all 1 ≤ m ≤ k (see (63) or Remark 4.7). This implies the related
moduli spaces cannot be empty and in turn this implies there exist non-constant J -holomorphic disks
u1, . . . , uk : (D, ∂D) → (M,Li) representing these classes. Since J ∈ VJ,K′ and qi ∈ K′ , it follows
from Corollary 9.2 and the choice (157) of ǫ that 12E(um) ≥ c2 · ℓ(∂um) ≥ ǫ · ℓ(∂um) for any 1 ≤ m ≤ k
Denote σ(t) = um(e2πit), and we have
〈∂βm, γ〉 =
∫
∂um
γ =
∫ 1
0 γ(σ
′(t))dt ≤ ∫ 10 |γ| · |σ′(t)|dt ≤ ǫ ∫ 10 |σ′(t)|dt = ǫ · ℓ(∂um)
where the inequality holds because γ ∈ ∆i and diam(∆i) ≤ ǫ . Hence 〈∂βm, γ〉 ≤ 12E(βm), and
〈∂β, γ〉 = ∑〈∂βm, γ〉 ≤ 12 ∑E(βm) = 12E(β). Finally, we conclude | val(TE(β)) + 〈∂β, γ〉| ≥
E(β)− |〈∂β, γ〉| ≥ 12E(β)→∞ . The proof is finished.
Affinoid space and potential function. Our global potential function in the main Theorem A will
locally look like Wg,J,i and the local piece of mirror M∨ will be cut out by the ideal
(166) ai := a(g, J, i)
of Λ〈∆; qi〉 generated by the η -components 〈η,Qg,J,i〉 for all η ∈ H∗(Li). By specifying a basis of
H∗(Lqi ) we see that ai is a finitely generated ideal. Then we consider the affinoid algebra for any i ∈ I
(167) Ai := Λ〈∆i; qi〉/
√
ai
Denote the quotient map by pi : Λ〈∆i; qi〉 → Ai . Then, we will later prove the corresponding affinoid
space
(168) Xi := SpAi
becomes a local chart of the mirror analytic space. Meanwhile, the image of Wg,J,i under pi in Ai , still
denoted by Wg,J,i := pi(Wg,J,i), is expected to be a local piece of a potential function.
Remark 9.7 Wemay interpret Xi as follows. Restricting Pg,J,i = Wg,J,i ·1+Qg,J,i to UnΛ ∼= trop−1(0)
and using the exponential map exp in Lemma 2.2 we recover the Maurer-Cartan equation mg,J,i∗ (b)
(see (26)). Particularly, a solution of Qg,J,i|Un
Λ
(or Pg,J,i|Un
Λ
) precisely corresponds via exp to a (weak)
bounding cochain (Definition 2.49). Moreover, reverse isoperimetric inequalities enlarges the domain of
Family Floer program and non-archimedean SYZ mirror construction 73
Pg,J,i from Un
Λ
∼= trop−1(0) to some trop−1(∆). The restriction Pg,J,i|trop−1(c) for some c 6= 0 one can
recovers the Maurer-Cartan equation of the ‘pushforward’ A∞ algebra mFc∗(g,J,i) for a diffeomorphism
Fc maps Li onto the fiber over c. Intuitively, one may identify Xi in (168) set-theoretically with the
union of weak Maurer-Cartan schemes (Definition 2.49) for fibers over ∆i as below.
Xi ∼=
⊔
c∈∆i
M̂C w(Lc,m
Fc∗(g,J,i))
9.3 Transition maps
Geometric data. Fix j, k ∈ I with ∆j ∩ ∆k 6= ∅ in (158). By Lemma 9.5, there is some
Wu ⊃ ∆j ∪∆k (may not be unique). So, like (155), we can find some
(169) F ∈ Diff(M; qk, qj)
Then, F(Lk) = Lj , F ∈ U and F∗J ∈ V . Particularly, F∗J is ω -tame and Fukaya’s tricks hold. Put
(170) mˇF∗(J,k) := mˇF∗J,F(Lk), mF∗(g,J,k) := mF∗(g,J),F(Lk)
the push-forward A∞ algebras obtained by Fukaya’s tricks (see (130) and (135)). Recall that V ⊂ JK
is given in (153) which depends on K . Now, we need two paths
(171) J := JF = (Js)s∈[0,1], and g := gF = (gs)s∈[0,1]
so that J0 = J, g0 = g and J1 = F∗J, g1 = F∗g. Since J,F∗J ∈ V , we may further require J ⊂ V . In
other words, the reverse isoperimetric inequalities hold for all Js . On the one hand, applying Theorem
6.4 to J gives us a pseudo-isotopy on Ω∗(Lj)[0,1]
(172) MˇF,j := MˇJ,Lj ∈ ObjU D(Lj,M)
restricting to mˇJ,j and mˇF∗(J,k) at s = 0 and s = 1. Moreover, concerning con(g), we obtain from
Theorem 7.9 a canonical model (see also (126)):
(173) (H∗(Lj),MF,j,IF,j) := (H∗(Lj),Mg,J,Ig,J)
so that MF,j ∈ ObU D(Lj,M) and IF,j ∈ MorU D(Lj,M). On the other hand, using Theorem 5.1 to
both pseudo-isotopies MˇF,j and MF,j produces two A∞ homomorphisms
CˇF := CˇF,j := CˇJ,Lj : mˇJ,j → mˇF∗(J,k)(174)
CF := CF,j := Cg,J,Lj : mg,J,j → mF∗(g,J,k)(175)
Due to Theorem 5.6, both of them are morphisms in U D(Lj,M). Beware that CˇF or CF indeed depends
not only on F but also other choices like J or g , but we omit them in the notations for simplicity.
Strategy of construction. Put ∆jk = ∆kj := ∆j ∩∆k ⊂ B and we can similarly define Λ〈∆jk; qj〉
and Λ〈∆jk; qk〉 as in (161). Note that ∆jk can be identified with a rational polyhedron in either H1(Lqj)
or H1(Lqk). There are natural inclusions Λ〈∆j; qj〉 ⊂ Λ〈∆jk; qj〉 and Λ〈∆k; qk〉 ⊂ Λ〈∆jk; qk〉. The
extension of ideal aj (166) will be still denoted by the same symbol aj . Thus, the quotient algebras
Ajk := Λ〈∆jk; qj〉/√aj and Akj := Λ〈∆jk; qk〉/√ak enjoy natural inclusions Aj −֒→ Ajk and Ak −֒→ Akj .
Furthermore, if we denote Xjk := SpAjk then we have natural embeddings
(176) Xjk −֒→ Xj Xkj −֒→ Xk
Notice that SpΛ〈∆jk; qj〉 −֒→ SpΛ〈∆j; qj〉 is an open immersion since both are affinoid subdomain in
the non-archimedean torus, hence, the map (176) is also an open immersion. It would be legitimate
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to use Proposition A.1 to glue local charts. From the viewpoint of (197), we may think of Xj as an
affinoid subset V(aj) of trop−1(∆j), the zero locus of formal power series in the ideal aj , and similar
for Xj,Xk,Xkj . To obtain transition maps Xjk → Xkj , the strategy will be to firstly find a homomorphism
Λ〈∆kj, qk〉 → Λ〈∆jk, qj〉 and next to confirm a quotient map Λ〈∆kj, qk〉/ak → Λ〈∆jk, qj〉/aj exists.
Homomorphism φFjk (part I). Now, using the A∞ homomorphism CF : mg,J,j → mF∗(g,J,k) (175)
we consider the following ring homomorphism:
(177)
φjk := φ
F
jk : Λ[[π1(Lk)]]→ Λ[[π1(Lj)]]
sYα 7→ sT〈α,qj−qk〉 · YF∗α · exp
〈
F∗α,
∑
β∈Gj
CF0,βT
E(β)Y∂β
〉
where s ∈ Λ , α ∈ π1(Lk) and qj − qk := exp−1qk (qj) represents the preimage of qj in H1(Lk) under the
affine exponential map (Definition 9.4) at qk .
Remark 9.8 The formulas in [Aur07, Proposition 3.9] or [AAK16, (2.4)] are compatible with (177).
The quotients of (177) will be the transition maps. Meanwhile, notice that only Maslov-zero disks
have contributions in (177). In other words, the resulting expectation is that wall-crossings are only
contributed by Maslov-zero disks, which agrees with many previous works, e.g. [CLL12] and [Aur07].
We will soon show in Lemma 9.10 that this actually induces an affinoid algebra homomorphism from
Λ〈∆kj, qk〉 to Λ〈∆jk, qj〉. To achieve this, we exploit reverse isoperimetric inequalities as follows:
Lemma 9.9 Given β ∈ Gj with CF0,β 6= 0, we have E(β)+ 〈∂β, q − qj〉 ≥ 12E(β) for q ∈ ∆jk .
Proof. If we denote by G the set of β with MˇF,jβ 6= 0, then it is inferred by both Remark 4.7 and
Remark 5.2 that the set of β with CF0,β is contained in N · G . In other words, there is a decomposition
β =
∑N
m=1 βm for which every βm satisfies Mˇ
F,j
βm
6= 0. Recall that MˇF,j ∈ U D given in (172) is
constructed from the moduli spaces Mk′,β′(J,Lj). Hence, βm can be represented by a J˜ -holomorphic
disk um for some J˜ ∈ J . Since J is contained in V , we have reverse isoperimetric inequalities:
1
2E(um) ≥ c2 · ℓ(∂um) ≥ ǫ · ℓ(∂um). Here c = cJ,K′ comes with V (153) and see (157) for what is
ǫ . By condition, |q − qj| ≤ diam∆j ≤ ǫ , and just like the proof of Lemma 9.6 one can also show
|〈∂βm, q−qj〉| ≤ ǫ ·ℓ(∂um). It follows that 〈∂βm, q−qj〉 ≤ 12E(βm) and thus 〈∂β, q−qj〉 ≤ 12E(β).
Specifying a basis. Choosing a basis is good for computations. Since F(Lk) = Lj , we make
bases F -related. We fix bases of π1(Lk) and π1(Lj) to be γi and γ˜i := F∗γi for 1 ≤ i ≤ n. Due
to H1(L) ∼= Hom(π1(L),R), there are dual bases of H1(Lk) and H1(Lj) denoted by θi and θ˜i for
1 ≤ i ≤ n, then θi = F∗θ˜i . Heuristically we mention that the tildes refer to those bases for the
image Lj . Now a class α ∈ π1(Lk) can be written as α = α1γ1 + · · · + αnγn with αi ∈ Z and
similarly F∗α = α1γ˜1 + · · · + αnγ˜n . As before in (162), Yα 7→ Yα11 · · · Yαnn and YF∗α → Yα11 · · · Yαnn
give isomorphisms of affinoid algebras Λ〈∆kj, qk〉∼=Λ〈exp−1qk (∆kj)〉 and Λ〈∆jk, qj〉∼=Λ〈exp−1qj (∆jk)〉.
Moreover the formula (177) under these bases can be expressed as follows:
(178) Yr 7→ Tar · Yr · e
∑
Cr0,βT
E(β)Y∂β
Here ar = 〈γr, qj−qk〉 and Cr0,β = 〈γ˜r,CF0,β〉 are real numbers, defined by taking the r-th components.
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Homomorphism φFjk (part II). Recall in (163) we have maps tropq ≡ trop∆q for q = qj, qk and
∆ = ∆j,∆k,∆jk . Related identifications will not be specified every time and will be often implicit.
SpΛ〈∆j; qj〉
trop
∆j
qj

SpΛ〈∆jk; qj〉? _oo
(φFjk)
∗
//
trop
∆jk
qj

SpΛ〈∆jk; qk〉 
 //
trop
∆jk
qk

SpΛ〈∆k; qk〉
trop
∆k
qk

∆j ∆jk
? _oo ∆jk
  // ∆j
Lemma 9.10 The formula (177) of φFjk restricts to an affinoid algebra homomorphism, denoted by
(179) φFjk : Λ〈∆kj; qk〉 → Λ〈∆jk; qj〉
Moreover, tropqk ◦(φFjk)∗ = tropqj .
Proof. To check φFjk maps Λ〈∆kj, qk〉 into Λ〈∆jk, qj〉, we want to apply Proposition A.3 in the sense
that for f =
∑∞
i=0 siY
αi ∈ Λ〈∆kj, qk〉, it suffices to show φFjk(f ) converges on trop−1qj (∆j). Namely,
under the natural identification, if y = (y1, . . . , yn) ∈ (Λ×)n is any point in trop−1 exp−1qj (∆j), that is,
trop(y) = (val(y1), . . . , val(yn)) is identified with exp−1qj (q) ∈ H1(Lj) ∼= Rn for some q ∈ ∆jk , then we
aim to show
∑∞
i=0 φ
F
jk(siY
αi)|Y=y is a convergent series in Λ . Here by the substitution Y = y we mean
that we first use the basis to identify YF∗α ∼= Yα11 · · · Yαnn for α = α1γ˜1+ · · ·+αnγ˜n ∈ π1(Lj) and then
replace any such monomial by yα11 · · · yαnn . Furthermore, using [Bos14, 2.1/3] it suffices to show that
(180) lim
i→∞ val
(
φFjk(siY
αi) |Y=y
)
=∞
Put α = αi and s = si temporarily, and we first look at the power
∑
µ(β)=0〈F∗α,CF0,β〉TE(β)y∂β in the
formula (177) of φFjk . Since it is implied byLemma9.9 that val(T
E(β)Y∂β|Y=y) = E(β)+〈∂β, qy−qj〉 ≥
1
2E(β) > 0 whenever C
F
0,β 6= 0, this power after the substitution Y = y lives in Λ≥0 . Due to Lemma
2.2, the exponential of this power gives some element in exp(Λ≥0) ⊂ UΛ , that is, it takes zero under
the valuation map val. Discarding the exponential in (177) does not change the valuation, and so
val
(
φjk(sYα)|Y=y
)
= val
(
sT〈α,qj−qk〉 · YF∗α|Y=y
)
= val(s)+ 〈α, qj − qk〉+ 〈F∗α, q − qj〉 = val(s)+ 〈α, q − qk〉
By f ∈ Λ〈∆jk, qk〉 we exactly mean that for q ∈ ∆k we have val(si) + 〈αi, q − qk〉 → ∞ . Thus,
(180) is proved. On the other hand, it is clear to check φFjk(Y
α1+α2) = φFjk(Y
α1) · φFjk(Yα2), and the map
preserves multiplications. This completes the first half of lemma.
It remains to show tropqk(φ
F
jk)
∗ = tropqj . Recall SpΛ〈∆; q〉 ∼= trop−1q (∆). Let y ∈ trop−1qj (∆jk)
be a point corresponding to the maximal ideal my = {f ∈ Λ〈∆〉 | f (y) = 0} of Λ〈∆jk; qj〉. Then
z := (φFjk)
∗(y) should really mean the point corresponding to the maximal ideal (φFjk)
∗(my). In
particular, y, z can be viewed as variables. Given the basis, using (178) yields that zr = Taryrǫr for
some ǫr ∈ exp(Λ≥0) ⊂ UΛ , where (a1, . . . , ar) = qj − qk . Thus, val(zr) = ar + val(yr) for 1 ≤ r ≤ n
which exactly means tropqj (z) = tropqk(y). The proof of Lemma 9.10 is now complete.
Wall-crossing formula. The striking point of our mirror construction is that even though φFjk def-
initely depends on various choices, its induced homomorphism on the quotient affinoid algebras is
existent and invariant! We first prove the existence and postpone the invariance to §9.4.
76 Hang Yuan
Theorem 9.11 The affinoid algebra homomorphism φFjk in (179) induce a quotient homomorphism:
(181) ϕjk : Akj → Ajk
Furthermore, ϕjkWg,J,k = Wg,J,j .
Λ〈∆jk; qk〉
φFjk //

Λ〈∆jk; qj〉

Akj
ϕjk // Akj
Some preparations are needed. Recall the bases θi , θ˜i , γi , and γ˜i introduced previously (see around
(178)). Since the Lagrangians are torus, we have induced bases on both H2(Lk) and H2(Lj) given by
(182) θpq := θp ∧ θq θ˜pq := θ˜p ∧ θ˜q
respectively. Then our series Pg,J,j and Pg,J,k (165) can be decomposed more carefully as follows:
Pg,J,j = Wg,J,j · 1j +
∑
p<q Q
g,J,j
pq · θ˜pq Pg,J,k = Wg,J,k · 1k +
∑
p<qQ
g,J,k
pq · θpq
Here Qg,J,jpq (resp. Q
g,J,k
pq ) are just the components for θpq (resp. θ˜pq ). By Lemma 9.6 we know Wg,J,j
and all Qg,J,jpq lie in Λ〈∆j; qj〉 ⊂ Λ〈∆jk; qj〉. Note that all these Qg,J,jpq give generators of the ideal
aj in (166). Similar things hold for Wg,J,k and Q
g,J,k
pq as well. On the other hand, these bases also
tell that given ∂β = ∂1β · γ1 + · · · + ∂nβ · γn with ∂iβ ∈ Z for 1 ≤ i ≤ n, we exactly have that
∂β˜ = ∂1β · γ˜1 + · · ·+ · · · ∂nβ · γ˜n . Namely, ∂iβ = 〈∂β, θi〉 = 〈∂β˜, θ˜i〉 = ∂iβ˜ . Recall that we denote
by β˜ = F∗β for the isomorphism F∗ : Gk → Gj in Proposition 8.1. One advantage of using these
F -related bases is that Y∂β and Y∂β˜ can be both identified with Y∂1β1 · · · Y∂nβn . The proof of Theorem
9.11 will be basically performed by using the following key result:
Theorem 9.12 (Wall crossing formulas) For η ∈ H∗(Lk), we have
(183) φFjk(〈η,Pg,J,k〉) = 〈F∗η,1j〉 ·Wg,J,j +
∑
I
RF,ηpq · Qg,J,jpq
where
RF,ηpq =
∑
β˜∈Gj
TE(β˜)Y∂β˜〈F∗η,CF1,β˜(θpq)〉 ∈ Λ〈∆j; qj〉
Recall Wg,J,j is defined in (164). Note that 〈F∗η,CF1,β(θpq)〉 is just in R and RF,ηpq is indeed in Λ〈∆j, qj〉
by the same arguments as in Lemma 9.6. Be aware that the symbol F indicates not only the choice F
but also others like J and g . The strategy of proving Theorem 9.12 is hinted by Lemma 2.3 which is
purely in the setting of non-archimedean analysis.
Proof of Theorem 9.12. According to the principle of Lemma 2.3, it suffices to show the desired
wall-crossing formula (183) holds on Un
Λ
. Namely, we just need to consider some substitution of
y = (y1, . . . , yn) with val(yi) = 0 and afterward check the two sides take the same value in Λ (such
substitutions are legitimate due to Proposition A.3). Now, by Lemma 2.2 there exists some xi ∈ Λ0 so
that yi = exi =
∑
k≥0
1
k!x
k
i . Put b := x1θ1 + · · ·+ xnθn ∈ H1(Lk)⊗ˆΛ0 and b˜ := F−1∗b = x1θ˜1 + · · ·+
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xnθ˜n ∈ H1(Lj)⊗ˆΛ0 . By Proposition 8.1, µ(β) = µ(β˜) and ∂β ∩b = ∂β˜ ∩ b˜ = ∂1β · x1+ · · ·+∂nβ · xn .
Substituting yi = exi into Y∂β ≡ Y∂β˜ ≡ Y∂1β1 · · · Y∂nβn gives the same value in Λ:
Y∂β|Y=y = Y∂β˜|Y=y = e〈∂β,b〉 = e〈∂β˜,b˜〉 = e∂1β·x1+···+∂nβ·xn
We put qj − qk := exp−1qk (qj) as before. Recalling Remark 8.2, we have (see also [Fuk10] [Abo17a]):
(184) E(β˜) = E(β)+ 〈∂β, qj − qk〉
Recall CF1,0 = id and m
g,J,k
0,β = F
∗mF∗(g,J,k)
0,β˜
by Lemma 8.6. Using the formulas (184) and (177) we get
φFjk(〈η,Pg,J,k〉)|Y=y =
∑
β∈Gk〈η,m
g,J,k
0,β 〉TE(β) T〈∂β,qj−qk〉Y∂β˜ exp
(∑
γ∈Gj〈∂β˜,CF0,γ〉TE(γ)Y∂γ
) |Y=y
=
∑
β˜∈Gj〈η,F∗m
F∗(g,J,k)
0,β˜
〉 TE(β˜)e〈∂β˜,b˜〉 exp (∑γ∈Gj〈∂β˜,CF0,γ〉TE(γ)e〈∂γ,b˜〉)
=
∑
β˜∈Gj〈F∗η,m
F∗(g,J,k)
0,β˜
〉TE(β˜) exp 〈∂β˜, b˜+∑γ∈Gj CF0,γTE(γ)e〈∂γ,b˜〉〉
Since CF ∈ MorU D (175), we know CF satisfies divisor axioms and CF0,γ 6= 0 implies µ(γ) ≥ 0
(Definition 2.39 (II-5)). A nonzero CF0,γ ∈ H1−µ(γ)(Lj) can appear only if µ(γ) = 0 and thus can be
regarded as a divisor input in H1(Lqj). Accordingly, by divisor axioms, the above exponential power is
given by bracketing ∂β˜ with (recall (27) for the notation below):
b˜+
∑
γ C
F
0,γT
E(γ)e〈∂γ,b˜〉 =
∑
n≥0,γ T
E(γ)CFn,γ(b˜, . . . , b˜) ≡ CF∗ (b˜) ∈ H1(Lj)⊗ˆΛ0
which can be also viewed as a divisor input (18). Once again, applying the divisor axioms of mF∗(g,J,k)
(ensured by Corollary 8.7) to this CF∗ (b˜) yields that
φFjk(〈η,Pg,J,k〉)|Y=y = 〈F∗η,
∑
TE(β˜)m
F∗(g,J,k)
0,β˜
exp〈∂β˜,CF∗ (b˜)〉〉 = 〈F∗η,
∑
TE(β˜)m
F∗(g,J,k)
n,β˜
(CF∗ (b˜), . . . ,CF∗ (b˜))〉
Expanding CF∗ (b˜) as in (27), and utilizing the A∞ equations for CF : mg,J,j → mF∗(g,J,k) , we obtain
φjk(〈η,Pg,J,k〉)|Y=y = 〈F∗η,
∑
TE(β1)CFβ1(b˜, . . . , b˜,
∑
TE(β2)m
g,J,i
β2
(b˜, . . . , b˜), b˜, . . . , b˜)〉
= 〈F∗η,
∑
TE(β1)e〈∂β1,b˜〉CF1,β1
(∑
TE(β2)e〈∂β2,b˜〉mg,J,j0,β2
)〉 =∑TE(β˜)Y∂β˜〈F∗η,CF1,β˜(Pg,J,j)〉|Y=y
where we also use divisor axioms of CF and mg,J,j . Since CF is unital with respect to 1j , we know
CF
1,β˜
(1j) is zero unless β˜ = 0. Recalling Pg,J,j = Wg,J,j · 1j +
∑
p<q Q
g,J,j
pq · θpq we see that
φFjk(〈η,Pg,J,k〉)|Y=y =
∑
TE(β˜)Y∂β˜〈F∗η,CF1,β˜
(
Pg,J,j(Y)
)〉
=
∑
TE(β˜)Y∂β˜
(
〈F∗η,CF1,β˜(1j)〉Wg,J,j + 〈F∗η,CF1,β˜(θpq)〉Qg,J,jpq
)
= 〈F∗η,1j〉 ·Wg,J,j(y) +
∑
1≤p<q≤n
RF,ηpq (y) · Qg,J,jpq (y)
In summary, the wall crossing formula (183) holds particularly when evaluating at y = (y1, . . . , yn)
with val(yi) = 0. Applying Lemma 2.3 says this actually holds for all y and the proof is complete.
Proof of Theorem 9.12 implying Theorem 9.11. To begin with, there is freedom to choose η ∈ H∗(Lk)
in (183). When η = PD(θr ∧ θs), we have 〈F∗η,1j〉 = 0 and 〈η,Pg,J,k〉 = Qg,J,krs . Hence,
φFjk(Q
g,J,k
rs ) = φ
F
jk(〈η,Pg,J,k〉) =
∑
RF,ηpq Q
g,J,j
pq ∈ aj
Since these Qg,J,krs form generators of ak , we see that φFjk(ak) ⊂ aj . So, the quotient map ϕjk : Akj → Ajk
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is well-defined. Moreover, when η = PD(1k), we have 〈F∗η,1j〉 = 1 and 〈η,Pg,J,k〉 = Wg,J,k . Hence,
φFjkW
g,J,k
= φFjk(〈η,Pg,J,k〉) = Wg,J,j +
∑
RF,ηpq Q
F,η
pq ∈ Wg,J,j + aj
and accordingly we have ϕjkWg,J,k = Wg,J,j for the quotient homomorphism ϕjk .
In the end, recall that we have defined Xjk = SpAjk and Xkj = SpAkj in (176). Then the transition map
(185) ψjk := ϕ
∗
jk : Xjk → Xkj
is defined by the quotient homomorphism ϕjk : Akj → Ajk in Theorem 9.11. By taking restrictions, the
diagram preceding Lemma 9.10 reduces to the following diagram:
Xj
trop
∆j
qj

Xjk?
_oo
ψjk=ϕ
∗
jk //
trop
∆jk
qj

Xkj
  //
trop
∆jk
qk

Xk
trop
∆k
qk

∆j ∆jk
? _oo ∆jk
  // ∆j
Corollary 9.13 The transition map ψjk satisfies that tropqk ◦ψjk = tropqj .
9.4 Choice-independence of transition maps
We aim to prove the induced quotient homomorphism ϕjk of affinoid algebras in (181) does not depends
on various choices. Hence, the transition map ψjk = ϕ∗jk in (185) is also independent of the choices.
Theorem 9.14 The map ϕjk (or equivalently ψjk ) is independent of the choices of F , J , g .
Remark 9.15 The philosophy behind this theorem comes from the gauge equivalence of (weak)
bounding cochains as introduced in [FOOO10a, §4.3], but it is used by a more non-archimedean way.
Say, F′ , J′ = (J′s), and g′ = (g′s) are other choices as in (169) and (171). Note that J′0 = J0 = J
and g′0 = g0 = g. Then, similar to (170, 172, 173, 174, 175), we can use F
′ , g′ and J′ to obtain
respectively a chain-level A∞ algebra mˇF
′∗(J,k) , a chain-level pseudo-isotopy MˇF
′,j , the canonical
model (H∗(Lj),mF
′∗(g,J,k), iF
′∗(g,J,k)), the canonical model (H∗(Lj)[0,1],MF
′,j,IF
′,j), the induced chain-
level A∞ homomorphisms CˇF
′
: mˇJ,j → mˇF∗(J,k) and the cohomology-level A∞ homomorphism
CF
′
: mg,J,j → mF′∗(g,J,k) . Notations are used in the same pattern. Note that they all live in U D .
A technical lemma. An unavoidable issue seems to be that the targets of CF and CF
′
are mF∗(g,J,k)
and mF
′∗(g,J,k) respectively, which look different at first glance. It makes no sense to say any homotopy
between A∞ homomorphisms with distinct targets! But fortunately, by Corollary 8.8, it turns out that
they are really the equal A∞ algebras, not just homotopic or the like. We denote it by
(186) m := mF∗(g,J,k) = mF
′∗(g,J,k)
Therefore, it makes sense to state the following key lemma:
Lemma 9.16 CF is ud-homotopic to CF
′
.
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It is too early to give a proof and we need some preparation. We are able to find a path F = (Fs)s∈[0,1]
between F0 = F and F1 = F′ so that Fs(Lk) = Lj for all s ∈ [0, 1] and F ⊂ U . Hence, both F∗Js and
F∗J′s live in V (see around (153)). Initially, consider the families
F∗Jˆ = (Fs∗J)s∈[0,1] F∗gˆ = (Fs∗g)s∈[0,1]
Here Jˆ and gˆ denote the constant [0, 1]-families at J and g. Roughly speaking, we have two air-cored
triangles in our minds whose vertices are given by J , F∗J , F′∗J and g, F∗g, F′∗g and whose edges are
given by J , J′ , F∗Jˆ and g , g′ , F∗gˆ. Additionally, we can actually get solid triangles, that is, there
exists a ∆2 = [v0, v1, v2]-family JJ contained in V (153) extending J,J′ and F∗Jˆ on the boundaries.
Concretely JJ = (Jx)x∈∆2 satisfies that JJ|e01 = J , JJ|e12 = F∗Jˆ , and JJ|e02 = J′ for the convention
in (74). Using notations in (172) we put MˇF,j ≡ MˇJ,j and MˇF′,j ≡ MˇJ′,j for pseudo-isotopies on
Ω∗(Lj)[0,1] about J and J′ respectively.
F′∗J mˇF
′∗(J,k)
J
&&▼▼
▼▼
▼▼
▼
J
&&▼▼
▼▼
▼▼
▼
JJ
88rrrrrrr
J′
88rrrrrrr
mˇJ,k MˇJJ
MˇF,j PP
PP
PP
PP
PP
PP
MˇF
′,j
♥♥♥♥♥♥♥♥♥♥♥♥♥♥
F∗J
F∗Jˆ
mˇF∗(J,k)
MˇF∗Jˆ
Now, consider the trivial pseudo-isotopy (Ω∗(Lk)[0,1], MˇJˆ,k) about (Ω∗(Lk), mˇJ,k) which uses the con-
stant family Jˆ at J . By Fukaya’s trick (Lemma 8.11), we get the ‘pushforward’ pseudo-isotopy:
(187)
(
Ω
∗(Lj), MˇF∗ Jˆ
)
Applying Theorem 5.1/5.6 to it, we get an A∞ homomorphism in MorU D , denoted by CˇF∗Jˆ :
mˇF∗(J,k) → mˇF′∗(J,k) where the source and target are determined by Proposition 8.10. In other words,
the pseudo-isotopy MˇF∗ Jˆ restricts to mˇF∗(J,k) and mˇF
′∗(J,k) at two ends s = 0, 1.
Finally, let (H∗(Lj),MF∗(gˆ,Jˆ),IF∗(gˆ,Jˆ)) be the canonical model of MˇF∗Jˆ with respect to con(F∗gˆ). Due
to Theorem 7.9, MF∗(gˆ,Jˆ) ∈ ObjU D and IF∗(gˆ,Jˆ) ∈ MorU D . Applying Theorem 5.1/5.6 again to
MF∗(gˆ,Jˆ) yields another morphism in MorU D :
CF∗(gˆ,Jˆ) : mF∗(g,J,k) → mF′∗(g,J,k)
whose source and target are determined by Proposition 8.14. Then, Corollary 8.17 exactly asserts that
(188) CF∗(gˆ,Jˆ)
ud∼ id
On the other hand, applying Lemma 7.10 repeatedly yields that
iF∗(g,J,k) ◦ CF ud∼ CˇF ◦ ig,J,j(189)
iF
′∗(g,J,k) ◦ CF′ ud∼ CˇF′ ◦ ig,J,j(190)
iF
′∗(g,J,k) ◦ CF∗(gˆ,Jˆ) ud∼ CˇF∗(gˆ,Jˆ) ◦ iF∗(g,J,k)(191)
∆2 -pseudo isotopy. Now that the pseudo-isotopies MˇF,j , MˇF
′,j and MˇF∗Jˆ coincide at their ends.
Then applying Theorem 6.6 to them with the ∆2 family JJ we obtain a ∆2 -pseudo-isotopy
(192) MˇJJ ∈ ObjU D(Lj,M)
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which restricts to MˇF,j , MˇF
′,j and MˇF∗Jˆ on e01 , e02 and e12 respectively. Some clarification of the
Kuranishi-theory choices may be helpful. These choices are taken in the following order. Firstly, we
fix the choices Ξi, i ∈ I for the A∞ algebras mˇJ,i (159). Secondly, the choice defining MˇF∗(gˆ,Jˆ) in
(187) is just induced by Fukaya’s tricks, thus, there is no extra choice at this stage. Thirdly, we make
choices to define the pseudo-isotopies MˇF,j and MˇF
′,j as in (172). Finally, we make the choices for
defining MˇJJ by Theorem 6.6. Additionally, using Theorem 5.6 deduces that
(193) CˇF
ud∼ Evale01v1 ◦(Evale01v0 )−1, CˇF
′ ud∼ Evale02v2 ◦(Evale02v0 )−1, CˇF∗(gˆ,Jˆ)
ud∼ Evale12v2 ◦(Evale12v1 )−1
Themeanings of various Eval’s should be clear from the notations. Recall each of them can be identified
with the pullback of some inclusion: Ω∗(Lj)[0,1] → Ω∗(Lj) by Lemma 2.21. Further, we consider
(194) Restr∆
2
ei,i+1
: Ω∗(Lj)∆2 → Ω∗(Lj)[0,1]
given by the pullbacks of the obvious inclusion [0, 1] × Lj → ei,i+1 × Lj ⊂ ∆2 × Lj , which are also a
quasi-isomorphism. Moreover, such restriction maps in (194) can be viewed as trivial A∞ homotopy
equivalences in U D from MˇJJ to one of MˇF,j , MˇF
′,j , or MˇF∗ Jˆ , By this observation, we can always
apply Whitehead Theorem 3.1 to allow an ud-homotopy inverse (Restr∆
2
ei,i+1
)−1 makes sense. Thus, the
obvious equality relation Eval
ei,i+1
vi′ ◦Restr∆
2
ei,i+1
= Eval∆
2
vi′
can deduce an ud-homotopic relation:
Eval
ei,i+1
vi′
ud∼ Eval∆2vi′ ◦
(
Restr∆
2
ei,i+1
)−1
where i′ can be either i or i+ 1. Hence, using (193) in addition yields that CˇF ud∼ Eval∆2v1 ◦(Eval∆
2
v0
)−1 ,
CˇF
′ ud∼ Eval∆2v2 ◦(Eval∆
2
v0
)−1 , and CˇF∗(gˆ,Jˆ) ud∼ Eval∆2v2 ◦(Eval∆
2
v1
)−1 . It follows finally that
(195) CˇF∗(gˆ,Jˆ) ◦ CˇF ud∼ CˇF′
mF
′∗(g,J,k)
iF
′∗(g,J,k)
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
m
mˇF
′∗(g,J,k)
mg,J,j
ig,J,j //
CF
′
77♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
CF
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
mˇJ,j MˇJJ
CˇF
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
CˇF
′
88rrrrrrrrrrrrrrrrrrrrrrr
mˇF∗(J,k)
CˇF∗(hˆ,Jˆ)
OO
mF∗(g,J,k)
iF∗(g,J,k)
__❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄
CF∗(gˆ,Jˆ)
OO
m
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Proof of Lemma 9.16. The proof is given by chasing the above diagram as follows:
iF
′∗(g,J,k) ◦ CF′ ud∼ CˇF′ ◦ ig,J,j(use (190))
ud∼ CˇF∗(gˆ,Jˆ)I ◦ CˇF ◦ ig,J,j(use (195))
ud∼ CˇF∗(gˆ,Jˆ) ◦ iF∗(g,J,k) ◦ CF(use (189))
ud∼ iF′∗(g,J,k) ◦ CF∗(gˆ,Jˆ) ◦ CF(use (191))
ByWhitehead Theorem 3.1, we have CF
′ ud∼ CF∗(gˆ,Jˆ)◦CF . Using (188) we finally see that CF ud∼ CF′ .
Proving the independence. Now that Lemma 9.16 is proved, we are ready to prove Theorem 9.14
about choice-independence of transition maps. Recall we denote m = mF∗(g,J,k) = mF
′∗(g,J,k) in (186).
Proof of Theorem 9.14. Let φFjk and φ
F′
jk be the homomorphisms defined as in (179) with respect to
different choices. Note that F∗α = F′∗α for all α ∈ π1(Lk) since F is isotopic to F′ . By the defining
formulas (177) we consider the difference of series in the power∑
β 6=0(C
F′
0,β − CF0,β) TE(β)Y∂β
which also lives in Λ〈∆j; qj〉 just like the proof of Lemma 9.6. So we can apply Lemma 2.3. According
to Lemma 2.45 and Corollary 2.47 the ud-homotopy CF
ud∼ CF′ in Lemma 9.16 can be unpacked to the
existence of operators (fs)s∈[0,1] and (hs)s∈[0,1] with the following conditions:
- fs ∈ HomU D (mg,J,j,m), where f0 = CF and f1 = CF′
- hs satisfies divisor axioms, cyclical unitalities and hs(· · ·1 · · · ) = 0,
- d
ds
◦ fs =
∑
hs ◦ (id•# ⊗mg,J,j ⊗ id•)+
∑
m ◦ (f#s · · · f#s , hs, fs · · · fs);
- deg(fs)k,β = 1− k − µ(β), deg(hs)k,β = −k− µ(β), and (hs)β 6= 0 only if µ(β) ≥ 0
Because degCF0,β = degC
F′
0,β = 1 − µ(β) and CF,CF
′ ∈ MorU D satisfy (II-5) (Definition 2.39),
nonzero terms CF0,β,C
F′
0,β must live in H
1(Lj). So we just need to study the following for any γ ∈ π1(L):
S(Y) := Sγ(Y) :=
∑
β 6=0〈γ,CF
′
0,β − CF0,β〉 TE(β)Y∂β
Introduce a basis γ1, . . . , γn ∈ π1(Lj) and its dual basis θ1, . . . , θn ∈ H1(Lj) as before (our previ-
ous notations added tildes which are omitted here). Then we may write S(Y) = S(Y1, . . . ,Yn) =∑
β 6=0〈γ,CF
′
0,β − CF0,β〉 TE(β)Y∂1β1 · · · Y∂nβn where ∂iβ ∈ Z and ∂β = ∂1β · γ1 + · · · + ∂nβ · γn . We
first substitute Y = y = (y1, . . . , yn) with val(yi) = 0 for all i into S(Y). Using Lemma 2.2 again
we may find xi ∈ Λ0 so that yi = exi for each i. Put b = x1θ1 + · · · + xnθn ∈ H1(Lj)⊗ˆΛ , and then
e∂β∩b = e∂1β·x1+···+∂nβ·xn . Thus, the divisor axioms of CF , CF′ infer that (see (27) for notations below)
S(Y)|Y=y = 〈γ,
∑
β 6=0 T
E(β)CF
′
k,β(b, . . . , b)− CFk,β(b, . . . , b)〉 = 〈γ,CF
′
∗ (b)− CF∗ (b)〉 ≡ 〈γ, f1∗(b)− f0∗(b)〉
However, from a different point of view, we can also obtain
f1∗(b)− f0∗(b) =
∑
k,β T
E(β)
∫ 1
0 ds · dds ◦ (fs)k,β(b, . . . , b)
=
∑
TE(β1)
∫ 1
0 ds · (hs)λ+µ+1,β1(b, . . . , b,TE(β2)mg,J,jν,β2(b, . . . , b), b, . . . , b)
+
∑∫ 1
0 ds ·m
(
(fs)(b, . . . , b), . . . , (hs)ℓ,β0(b, . . . , b), . . . , (fs)(b, . . . , b)
)
By Corollary 8.7 we see m = mF∗(g,J,k) is cyclically unital. The condition says deg(hs)ℓ,β0(b, . . . , b) =
−µ(β0) ≤ 0 for deg b = 1, so we may assume this degree equals to zero. Notice further that m1,0 = 0,
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and the cyclical unitality of m thus implies that the second summation above has to vanish. In addition,
the operator H :=
∫ 1
0 ds · hs also has divisor axioms since so does every hs . As a result, we have
f1∗(b) − f0∗(b) =
∑
TE(β1)Hβ1
(
b, . . . , b,TE(β2)mg,J,jβ2 (b, . . . , b), b, . . . , b
)
=
∑
β1,β2
TE(β1)e〈∂β1,b〉 H1,β1
(
TE(β2)e〈∂β2,b〉mg,J,j0,β2
)
=
∑
β T
E(β)y∂βH1,β(Pg,J,j(y))
Recalling Pg,J,j = Wg,J,i1j +
∑
Q
g,J,j
rs θpq and the basis θpq := θp ∧ θq of H2(Lj) in (182), we know
〈γ, f1∗(b)− f0∗(b)〉 = S0(y) ·Wg,J,j(y) +
∑
p<q Q
g,J,j
pq (y) · Spq(y)
where y = (ex1 , . . . , exn ) and we denote
S0 := S
γ
0 :=
∑
β T
E(β)Y∂β〈γ,H1,β(1j)〉
Spq := S
γ
pq :=
∑
β T
E(β)Y∂β〈γ,H1,β(θpq)〉
But as degH1,β = −1− µ(β) < 0 we know H1,β(1j) = 0 and thus S0 = 0. Consequently,
(196) S(Y)|Y=y =
∑
p<q Spq(y) · Qg,J,jpq (y)
which a priori holds only for val(yi) = 0 but actually holds everywhere by using Lemma 2.3 again.
Thus, all γ -components S = Sγ =
∑
β 6=0〈γ,CF
′
0,β − CF0,β〉 TE(β)Y∂β lie in aj . Using (177) we get
φF
′
jk (sY
α) = sT〈α,qj−qk〉YF∗α exp〈F∗α,
∑
CF
′
0,βT
E(β)Y∂β〉
= sT〈α,qj−qk〉YF∗α exp〈F∗α,
∑
CF0,βT
E(β)Y∂β〉 exp(SF∗α(Y))
= φFjk(sY
α) · (1+ SF∗α(Y)+ SF∗α(Y)22! + · · · ) = φFjk(sYα)+ (something in aj)
Hence, φFjk and φ
F′
jk actually induce the same quotient homomorphism ϕjk : Akj → Ajk in (181).
9.5 Cocycle conditions
Let ∆i , ∆j and ∆k are three adjacent polyhedrons. Recall affinoid spaces Xi , Xj , Xk (168), and their
subdomains Xij,Xik ⊂ Xi (176) are produced by the affinoid algebras Ai or Aij (167). Now, according to
Theorem 9.14 just proved, we have well-defined transition maps ψij (185), constructed from the algebra
homomorphisms ϕij (181). To glue them, it remains to establish the following cocycle condition:
Theorem 9.17 ψik = ψjk ◦ ψij or equivalently ϕik = ϕij ◦ ϕjk .
Thanks to Theorem 9.14, the ambiguity caused by different choices have been eliminated. Hence we
may make ad hoc choices for computational convenience. Initially, we pick up some fixed u with
Wu ⊃ ∆i ∪∆j ∪∆k which exists due to Lemma 9.5. Then using the construction (156) produces some
special diffeomorphisms Fij := F
qj,qi
u , Fjk := F
qk,qj
u , and Fik := F
qk,qi
u which all live in U . Note that
Fij maps Lj onto Li , Fjk maps Lk onto Lj , and Fik maps Lk onto Li . An important advantage for such
choices is that by (156) we have literally an identity Fij ◦Fjk = Fik rather than an isotopy or homotopy.
On the other hand, just as (171) we make choices (Jij,gij), (Jjk,gjk), and (Jik,gik). As before we can
arrange them so that Jij , Jjk , Jik are all contained in V (153). Further, in the same way as (175) we
obtain three A∞ homomorphisms in U D : CFij : mg,J,i → mFij∗(g,J,j) , CFjk : mg,J,j → mFjk∗(g,J,k) , and
CFik : mg,J,i → mFik∗(g,J,k) . Using them, we have constructed the affinoid algebra homomorphisms as
in (177) and our task is to compare φFikik with φ
Fij
ij ◦ φ
Fjk
jk .
Heuristically, let us think of the indexes i and k as the ‘source’ and ‘target’, while the index j is thought
of as the ‘bridge’. A subtle point is that the target of CFij does not match the source of CFjk , unless we
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apply Fukaya’s tricks to the constant family F = (Fs = Fij). Namely, we apply Proposition 8.19 to
obtain a push-forward A∞ homomorphism
C˜Fjk := CF∗(gjk,Jjk) : mFij∗(g,J,j) → mFij∗Fjk∗(g,J,k) ≡ mFik∗(g,J,k)
which satisfies that HFij ◦ C˜Fjk = CFjk ◦ HFij . Recall HFij is introduced in §8.4.
on H∗(Lj) : mg,J,j
H
Fij

C
Fjk // mFjk∗(g,J,k)
H
Fij

on H∗(Li) : mg,J,i
C
Fij //
CFik
66mFij∗(g,J,j)
C˜
Fjk // mFij∗Fjk∗(g,J,k) = mFik∗(g,J,k)
Lemma 9.18 CFik is ud-homotopic to C˜Fjk ◦ CFij .
Proof. The proof is almost the same as Lemma9.16 and sowe sketch the proof. Denote Jij = (Jsij)s∈[0,1]
and gij = (gsij)s∈[0,1] and similar for jk and ik . Let Mˇ
Jij , MˇJik and MˇF∗Jjk be the chain-level pseudo-
isotopies. As in (192) we may find a ∆2 -pseudo-isotopy extending the above three pseudo-isotopies,
and just like (195), we can similarly prove ˇ˜CFjk ◦ CˇFij ud∼ CˇFik for the A∞ homomorphisms associated
to chain-level pseudo-isotopies. To go cohomology-level, utilizing Lemma 7.10 again and chasing
diagrams like the proof of Lemma 9.16, we can finally show C˜Fjk ◦ CFij ud∼ CFik .
Provided Lemma 9.18, the method of showing Theorem 9.17 is basically the same as how we use
Lemma 9.16 to prove Theorem 9.14. Now, let us enjoy the proof.
Proof of Theorem 9.17. There are natural isomorphisms induced by Fij , Fjk and Fik among label
groups G(M,Li), G(M,Lj), and G(M,Lk) (Proposition 8.1). Their elements are denoted by β , β′ and
β′′ in sequence. We will always follow this convention below. For instance, given α′′ ∈ π1(Lk) we put
α = Fik∗α′′ and α′ = Fjk∗α′′ . Using the defining formulas (177) we can compute
φ
Fij
ij ◦ φ
Fjk
jk (Y
α′′)
= φ
Fij
ij
(
T〈α′′,qj−qk〉Yα′ exp〈α′′,∑CFjk0,β′TE(β′)Y∂β′〉)
= T〈α′′,qj−qk〉φFijij (Y
α′) exp
[∑〈α′,CFjk0,β′〉TE(β′)φFijij (Y∂β′)]
= T〈α
′′,qj−qk〉T〈α
′,qi−qj〉Yα exp〈α,∑ CFij0,γTE(γ)Y∂γ〉 exp [∑〈α′,CFjk0,β′〉TE(β′)T〈∂β′,qi−qj〉Y∂β exp〈∂β,∑CFij0,ηTE(η)Y∂η〉]
= T〈α′′,qi−qk〉Yα exp〈α,∑ CFij0,γTE(γ)Y∂γ〉 exp [∑〈α, C˜Fjk0,β〉TE(β)Y∂β exp〈∂β,∑CFij0,ηTE(η)Y∂η〉]
Here we have used Proposition 8.19 to deduce that C
Fjk
0,β′ = F
∗C˜Fjk0,β and thus 〈α′,C
Fjk
0,β′〉 = 〈α, C˜
Fjk
0,β〉
Also the formula (184) of energy change is also used here. However, this computation looks too
complicated, and hence once again we will take advantage of Lemma 2.3 and restrict it to UnΛ .
To start with, we specify the bases as before. Let f ′′1 , . . . , f
′′
n be a basis of π1(Lk) which can induce basis
on π1(Li) (resp. π(Lj)) denoted by fℓ := Fik∗f ′′ℓ (resp. f
′
ℓ := Fjk∗f
′′
ℓ ). Also, let θ1, . . . , θn be the dual
basis of H1(Li) about fℓ ’s, then θ′ℓ = F
∗
ijθℓ and θ
′′
ℓ := F
∗
ikθℓ are the dual basis of H
1(Lj) and H1(Lk) about
f ′ℓ ’s and f
′′
ℓ ’s respectively. Moreover, by the canonical isomorphism TuB0
∼= H1(Lu) in Proposition 9.3
we also obtain induced basis on TqiB , TqjB , and TqkB . In summary, we can identify all these vector
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spaces with Rn whose lattice Zn corresponds to our chosen basis. For instance, one can simply think
of qi − qj , qj − qk as vectors in this Rn . For another, if we write α′′ as α′′ = α1f ′′1 + · · · + αnf ′′n ,
then α =
∑
αifi and α′ =
∑
αif
′
i and any one of α , α
′ or α′′ can be identified with the same
tuple (α1, · · · , αn) ∈ Zn . Particularly, applying this convention to ∂β , ∂β′ or ∂β′′ yields the same
(∂1β, . . . , ∂nβ) ∈ Zn . In conclusion, each one of Yα , Yα′ or Yα′′ can be identified with Yα11 · · · Yαnn .
Now we attempt to substitute Y = y = (y1, . . . , yn) with val(yi) = 0 for all i into the above equation.
As before, we can find xi ∈ Λ0 so that yi = exi for each i due to Lemma2.2, and then we put b =
∑
xiθi ,
b′ =
∑
xiθ
′
i and b
′′ =
∑
xiθ
′′
i . It is clear they are related by those diffeomorphisms, and evaluating at
y one of Y∂β , Y∂β
′
or Y∂β
′′
yields the same value in Λ: e∂β∩b = e∂β′∩b′ = e∂β′′∩b′′ = e∂1β·x1+···∂nβ·xn .
Then, applying divisor axioms to the first power we get
exp〈α,∑ CFij0,γTE(γ)Y∂γ〉|Y=y =∑〈α,CFij0,γ〉TE(γ)e∂β∩b = 〈α,CFij∗ (b) − b〉
Here we recall (27) for the notation C
Fij∗ . The similar holds for the last power replacing α by ∂β . This
substitution at y renders the simplification below:
φ
Fij
ij ◦ φ
Fjk
jk (Y
α′′)|Y=y =T〈α′′,qi−qk〉 · yα · exp〈α,CFij∗ (b)− b〉 · exp
[∑〈α, C˜Fjk0,β〉TE(β)y∂β exp〈∂β,CFij∗ (b)− b〉]
=T〈α′′,qi−qk〉 · exp〈α,CFij∗ (b)〉 · exp
[∑〈α, C˜Fjk0,β〉TE(β) exp〈∂β,CFij∗ (b)〉]
=T〈α
′′,qi−qk〉 · exp〈α, b̂〉 · exp [∑〈α, C˜Fjk0,β〉TE(β) exp〈∂β, b̂〉]
where we put
b̂ := C
Fij∗ (b) ∈ H1(Li)⊗ˆΛ0
which can also be viewed as a divisor input (18) as discussed before. Using (27) and Definition 2.10,
we have C˜
Fjk∗
(
C
Fij∗ (b)
)
= (C˜Fjk ◦ CFij)∗(b). Then, applying divisor axioms to b̂ again we obtain
φ
Fij
ij ◦ φ
Fjk
jk (Y
α′′)|Y=y = T〈α′′,qi−qk〉 exp〈α, b̂〉 · exp〈α, C˜Fjk∗ (b̂)− b̂〉 = T〈α′′,qi−qk〉 exp〈α, (C˜Fjk ◦ CFij)∗(b)〉
Just like how we use Lemma 9.16 to prove (196) before, we can similarly use Lemma 9.18 to show that
〈α, (C˜Fjk ◦ CFij)∗(b)〉 − 〈α,CFik∗ (b)〉 =
∑
p<q S
α
pq(y) · Qg,J,ipq (y)
for some formal series Sαpq depending on α . It follows that
φ
Fij
ij ◦ φ
Fjk
jk (Y
α′′)|Y=y =T〈α′′,qi−qk〉 exp〈α,CFik∗ (b)〉 · exp
[∑
p<q S
α
pq(y) · Qg,J,ipq (y)
]
=T〈α′′,qi−qk〉eα∩b exp〈α,∑β CFik0,βTE(β)e∂β∩b〉 · exp [∑p<q Sαpq(y) · Qg,J,ipq (y)]
=T〈α
′′,qi−qk〉yα exp〈α,∑β CFik0,βTE(β)y∂β〉 · exp [∑p<q Sαpq(y) · Qg,J,ipq (y)]
=φFikik (Y
α′′) · exp
[∑
p<q S
α
pq(Y) · Qg,J,ipq (Y)
]∣∣∣
Y=y
According to Lemma 2.3 again, we actually know the above equation holds everywhere, and so
φ
Fij
ij ◦ φ
Fjk
jk (Y
α′′) = φFikik (Y
α′′)+ (something in ai ). Therefore, ϕij ◦ ϕjk = ϕik .
Corollary 9.19 ψji ◦ ψij = id and ψii = id.
Proof. We just need to copy the above argument, setting k = i, Fii = id and setting Jii,gii to be the
constant families. Then it follows immediately that CFii = Cid = id. By the defining formula (179) we
know φFiiii = id and ψii = id. This completes the proof in both cases.
Proof of Main Theorem A. Be aware that the above construction starts from a chosen compact domain
K ⊂ B0 (152) together with related choices such like J ∈ JK and its neighborhood V ⊂ JK in (153)
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and so on. By Theorem 9.17, Corollary 9.19, and Proposition A.1, we can glue Xi (168) along Xij (176)
through ψij (185) and thus obtain a rigid analytic space M∨J,K with (Xi) as an admissible covering. By
Theorem 9.11, various Wg,J,i are compatible with transition maps and give rise to a global function
WJ,K . Finally, by Corollary 9.13 one can glue various tropqi in (163) to obtain π
∨
J,K : M
∨
J,K → K .
When K is fixed, we claim choosing a different J˜ ∈ JK does not change the isomorphism class of triple
XJ,K := (M∨J,K ,W
∨
J,K , π
∨
J,K). Indeed, the isomorphism between them is locally just like the transition
maps which use A∞ homomorphisms resulted from a path connecting J and J˜ inside JK . Then one
can glue them to get an isomorphism by the same way showing cocycle conditions. When we allow
another compact domain, say K˜ ⊃ K , but assume J is fixed, almost the same arguments just offer us
an open embedding XJ,K −֒→ XJ,K˜ instead.
In general, we choose a sequence of compact domains K1 ⊂ · · · ⊂ Kn ⊂ Kn+1 ⊂ · · · with ∪n≥1Kn =
B0 . Then, we also have a sequence JK1 ⊃ · · · ⊃ JKn ⊃ JKn+1 ⊃ · · · . By Assumption 1.2, we may
assume each JKn is open. Fix some Jn ∈ JKn and a small neighborhood Vn of it in JKn , and fix some
J˜n ∈ Vn ∩ Vn+1 to serve as a bridge. By the above arguments, we can obtain an open embedding
XJn,Kn −֒→ XJn+1,Kn+1 . Ultimately, applying Proposition A.1 again to the sequence (XJn,Kn), we get
X = (M∨,W∨, π∨) consisting of an analytic space π∨ : M∨ → B0 and a global function W .
Appendices
A Non-archimedean geometry and tropical varieties
In this appendix section, we survey basics of tropical varieties for non-archimedean analytic spaces.
For further details, we refer to [Bos14] and [BGR84] for rigid analytic spaces as well as [EKL06]
and [Gub07] for non-archimedean tropical geometry.
Let K be an algebraically closed field. A norm | · | on K is called non-archimedean if |a + b| ≤
max{|a|, |b|} holds. It is equivalent to a valuation val : K→ R∪ {∞} satisfying (1) val(a) = 0 if and
only if a = 0; (2) val(ab) = val(a) + val(b); (3) val(a+ b) ≥ min{val(a), val(b)}. Their equivalence
is described by val(a) = − log |a| and |a| = e− val(a) . Let Td = K〈z1, . . . , zd〉 ⊂ K[[z1, . . . , zd]] be the
set of all formal power series
∑
ν∈Zd≥0 aνz
ν so that |aν | → 0 as |ν| =
∑ |νi| → ∞ . It form a Banach
K-algebra, called the d-th Tate algebra. An affinoid algebra is defined to be a K-Banach algebra A
admitting a continuous epimorphism Td → A for some d .
Let A be an affinoid algebra. Contrast to considering prime spectrum SpecA as in algebraic geometry,
we look at maximal spectrum SpA := MaxA , called the affinoid K-space associated to A . In view of
Tate’s Acyclicity theorem, it is useful to introduce a (strong) Grothendieck topology which consists of
the following data: (i) a family of subsets called admissible open subsets U ; (ii) for any admissible
open U a family of coverings obeying certain axioms, called admissible coverings. It turns out that
SpA can be equipped with a strong Grothendieck topology (G-topology) with some completeness
conditions [Bos14, 5.1/5]. Then, Tate’s Acyclicity Theorem says that the presheaf OSpA of affinoid
functions is a sheaf with regard to this G-topology. Note that points x, y, . . . in SpA are maximal ideals
mx,my, . . . in the algebra A where mx = {f ∈ A | f (x) = 0}. An element f of A can be regarded as a
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function on SpA setting f (x) to be the residue class of f in A/mx ≡ K14. Geometrically, we define:
(197) V(F) = {x ∈ SpA | f (x) = 0, ∀f ∈ F}; id(E) = {f ∈ A | f (x) = 0, ∀x ∈ E}
The Hilbert’s Nullstellensatz [Bos14, 3.2/4] also holds: namely, for an ideal a ⊂ A we have id(V(a)) =√
a. Thus, several functions fi on SpA has no common zeros if and only if the unit ideal is generated
by fi . An enlightening example is that the Tate algebra is the space of functions on the unit ball:
(198) Bn(K)
∼=−→ SpTn, x 7→ mx = {f ∈ Tn | f (x) = 0}
where Bn(K) := {(x1, . . . , xn) ∈ Kn | |xi| ≤ 1}. In fact, f ∈ Tn if and only if f converges on Bn(K).
More generally, by [EKL06, Proposition 3.1.8], if A = Td/(f1, . . . , fr) for some f1, . . . , fr ∈ Td , then
SpA agrees with the subset V(f1, . . . , fr) of Bn(K).
Globally, a rigid analytic K-space is a locally ringed space (X,OX) which admits a Grothendieck
topology with completeness conditions mentioned just above and which admits an admissible covering
by affinoid K-spaces. One can also define the morphisms between them. A rigid analytic space can be
constructed by gluing local ones as the following proposition tells:
Proposition A.1 ( [Bos14, 5.3/5]) Consider the following data (i) rigid analytic spaces Xi , i ∈ I ;
(ii) open subspaces Xij ⊂ Xi ; (iii) morphisms ψij : Xij → Xji . Suppose (a) Xii = Xi , ψij ◦ ψji = id
and ψii = id; (b) ψij induces isomorphisms ψij : Xij ∩ Xik → Xji ∩ Xjk satisfying cocycle conditions
ψik = ψjk ◦ ψij . Then these Xi can be glued by identifying Xij with Xji to get a rigid analytic space X
admitting (Xi)i∈I as an admissible covering.
Every K-scheme X of locally finite type admits a rigid analytification, which is a rigid K-space
together with a morphism Xan → X , satisfying some universal properties. A motivating fact is that the
map on underlying sets identifies the points of Xan with the closed points of the scheme X . Moreover,
this gives rise to the so-called GAGA-functor from the category of K schemes of locally finite type to
the category of rigid K-space (see [Bos14, Sec. 5.4] or [Tem15, Sec.5.1]). For example, fix d > 0 and
s > 1. Consider the (scaled) Tate algebra T (i)n := K〈s−iz1, . . . , s−izn〉 for some i ∈ N , which consists
of formal power series
∑
aνzν so that |aν |si|ν| → 0. Just like (198), SpT (i)n agrees with the ball with
radius si . Then the rigid analytification of affine n-space AnK is given by A
n,an
K
=
⋃∞
i=0 SpT
(i)
n .
More importantly we care about a tropical example as follows. Denote by Gnm = SpecK[z
±
1 , . . . , z
±
n ]
the punctured n-affine space. By the fact above, points of the rigid analytification Gn,anm are in bijection
with the closed points in Gnm , i.e. the set (K
×)n where K× = K \ {0}. Explicitly, embedding Gnm into
A2nK as the closed set defined by xixn+i = 1 for 1 ≤ i ≤ n, we can derive from the above case that the
rigid analytification Gn,anm admits an admissible covering
G
n,an
m =
⋃
r≥1 Sp
(
K〈r−1zi, r−1z−1i | 1 ≤ i ≤ n〉
)
where Sp(K〈r−1zi, r−1z−1i 〉) is the subset of (K×)n defined by 1r ≤ |xi| ≤ r . As an analogy of
(C×)n → Rn , the following map is well-known in tropical geometry, called non-archimedean torus:
trop : (K×)n ∼= Gn,anm → Rn, trop(a1, . . . , an) = (val(a1), . . . , val(an))
Let Γ = val(K×) be the valuation group. When K is the Novikov field we have Γ = R . A convex
subset ∆ ⊂ Rn is called a Γ-rational polyhedron (often omitting ‘Γ’) if it is defined by finitely many
inequalities
∑
j bijxj ≥ ci for ci ∈ Γ and bij ∈ Z .
14A/mx is first a finite field over K due to [Bos14, 2.2/12] and must equate K since K is algebraically closed
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Definition A.2 For a bounded Γ-rational polyhedron ∆ ⊂ Rn , we define the so-called polyhedral
affinoid algebras (we will show this is indeed an affinoid algebra soon) K〈∆〉 ⊂ K[[z±1 , . . . , z±n ]] to
be the set of formal Laurent series f =
∑
ν∈Zd aνz
ν so that val(aν )+ ν · u→∞ for all u ∈ ∆ .
Be cautious that K[[z±]] does not have a multiplication, but on K〈∆〉 instead, we can define the
multiplication in the usual way
(∑
ν aνz
ν
) · (∑ν bνzν) =∑ν (∑ν=ν1+ν2 aν1bν2) · zν which makes
sense because val(
∑
ν=ν1+ν2
aν1bν2)+ ν · u ≥ minν=ν1+ν2{val(aν1)+ val(bν2)+ ν1 · u+ ν2 · u} → ∞ .
Just like the case of Tate algebra mentioned above (198), a useful observation is as follows:
Proposition A.3 Let f =
∑
ν∈Zd aνz
ν ∈ K[[z±]]. Then f ∈ K〈∆〉 if and only if f (y) converges for
any y ∈ trop−1(∆). In this case, f can be recognized as a global function defined on trop−1(∆).
Proof. Recall [Bos14, 2.1/3] that the convergence means exactly that aνyν forms a zero sequence, or
equivalently val(aν )+ ν · trop(y)→∞ . This exactly corresponds to the definition of K〈∆〉.
Now, it makes sense to define the ideal mx = {f ∈ K〈∆〉 | f (x) = 0} whenever x ∈ trop−1(∆). The
following is a well-known fact; see [EKL06, 3.1.5/3.18(c)] or [Gub07, Prop. 4.1].
Proposition A.4 K〈∆〉 is an affinoid algebra and U∆ := trop−1(∆) is identified with SpK〈∆〉 via
x←→ mx . Moreover, trop−1(∆) is a Weiestrass domain in (K×)n , called a polytopal domain.
B Reverse isoperimetric inequalities
Theorem B.1 (Theorem 1.1 [GS14]) Let (M, ω) be a closed symplectic manifold and L be a closed
Lagrangian submanifold. For any ω -tame almost complex structure J , there exists a constant c =
c(L, J) > 0 so that area(u; gJ) ≥ c · ℓ(∂u; gJ) for any J -holomorphic curve u : (D, ∂D)→ (M,L).
The original statement of the reverse isoperimetric inequality as above need to be strengthened to The-
orem B.2 below. The energy of an arbitrary curve is generally defined by E(u; gJ) =
1
2
∫
Σ
|du|2gJdvolΣ
which depends on the metric gJ or J , but by [MS12, Lemma 2.2.1] if u is a J -holomorphic curve for
some ω -tame J , it is given by topological data:
(199) E(u; gJ) = area(u; gJ) =
∫
Σ
u∗ω
Theorem B.2 Fix (M, ω), L and J as above in Theorem B.1. There exists a C1 -neighborhood V of J
and a constant c > 0 so that for all J˜ ∈ W and all J˜ -holomorphic disk u : (D, ∂D)→ (M,L) we have
E(u; gJ˜) ≥ c · ℓ(∂u; gJ˜ )
Corollary B.3 [Lemma 9.1] There is a C1 -neighborhood V of J , a small tubular neighborhood νML
of L and a constant c > 0 with the following property. If L′ ⊂ νML is a Lagrangian submanifold which
is isotopic to L , and J˜ -holomorphic disk u : (D, ∂D)→ (M,L′) for some J˜ ∈ V , then we have
E(u; gJ) ≥ c · ℓ(∂u; gJ )
Proof of Theorem B.2 implying Corollary B.3. First of all, since M is compact, all metrics are equiva-
lent and we can fix a metric other than gJ . When νML sufficiently small, we may find F ∈ Diff0(M)
mapping L′ onto L which further satisfies F∗J is still ω -tame. So we can compare the energy and the
boundary length of F ◦ u and u. Then E(u) & E(F ◦ u) & ℓ(∂F ◦ u) & ℓ(∂u).
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The remaining pages are all devoted to the proof of Theorem B.2. As Abouzaid does in [Abo17b,
Appendix A] we will closely follow DuVal’s more flexible argument.
Definition B.4 For an almost complex structure J˜ a function ρ is said to be J˜ -plurisubharmonic (resp.
strict J˜ -plurisubharmonic) if ddJ˜ρ(v, J˜v) ≥ 0 (resp. > 0) for any v 6= 0, where dJ˜ f := −df ◦ J˜ .
We begin with a slight generalization of DuVal’s lemma by allowing a small neighborhood of the almost
complex structure. It should be convincing as the plurisubharmonicity is sort of an ‘open condition’.
Lemma B.5 Fix (M, ω), L and J as before. There exists a function ρ of class C2 , vanishing exactly
on L on a tubular neighborhood νML of L , and there exists C1 -neighborhood W of J such that the
following holds. For any J˜ ∈ W we have
(i)
√
ρ is J˜ -plurisubharmonic outside L
(ii) ρ is strictly J˜ -plurisubharmonic
Proof. To begin with, we simply take and fix a C2 function ρ ≥ 0 defined around L which is vanishing
exactly on L . And we are going to modify ρ . The question is local. So we fix a system of local
coordinates zα = xα + iyα around L in M so that the subset Rn ∼= {yα = 0} gives coordinates of L .
Moreover we may require J restricts to J0 on L , where J0 is the standard complex structure on Cn . By
considering Taylor’s expansions, we have J = J0 + O(|y|) and
ρ =
∑
aβγ(x)y
βyγ + O(|y|3) =: q+ O(|y|3)
near L , where (aβγ (x)) is a symmetric strictly positive matrix in only xα ’s which is also independent
of J chosen. Put xα+n = yα for 1 ≤ α ≤ n and the Einstein summation convention will be used;
moreover, we will use the letters i, j, . . . to indicate integers from 1 to 2n, while we use α, β, . . . only
for integers from 1 to n. Now, we express any almost complex structure J˜ in local coordinates:
J˜ = J˜ij
∂
∂xi
⊗ dxj
One may write the similar for J and J0 . Note that (J0)
β+n
α = δ
β
α , (J0)
β
α+n = −δβα and all other
(J0)
j
i = 0. Given any function, we can use these coordinates to compute
dJ˜ f = −J˜ji∂xj fdxi
The (strict) J˜ -positiveness (just like Definition B.4) of θ = θijdxi ∧ dxj with θij = −θji means that
θ(v, J˜v) = viθikJ˜
k
j v
j ≥ 0 (> 0)
for any v = vi∂xi 6= 0 or equivalently the (strict) positivity of the symmetry matrix (θik J˜kj + θjkJ˜ki )ij .
Step one. We first study ρ . Compute ddJ˜ρ = ddJ˜q+ O(|y|). Beware that this O(|y|) actually depends
on J˜ but we can make a uniform bound constant by restricting J˜ to a C1 neighborhood W of J .
Similarly, shrinking W if necessary one may obtain:
ddJ˜q = aβγdd
J˜yβyγ + O(|y|) = 2aβγ J˜n+βi dxi ∧ dyγ + O(|y|)
= 2aβγ(J0)
n+β
i dx
i ∧ dyγ + O(J˜ − J0)+ O(|y|)
= 2aβγdx
β ∧ dyγ + O(J˜ − J0)+ O(|y|) =: 2θ + O(J˜ − J0)+ O(|y|)
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where O(J˜ − J0) means it is bounded by a multiple of the C1 -norm of J˜ − J0 . For θ = θijdxi ∧ dxj =
aβγdx
β ∧ dyγ we have θβ,γ+n = −θγ+n,β = 12aβγ and θij = 0 in other cases. Then,
ddJ˜ρ(·, J˜·) = 2θ(·, J0·)+ O(J˜ − J0)+ O(|y|)
Here θ(·, J0·) corresponds to the symmetric strictly positive-definite matrix A = (Aij) with entries
Aβγ = Aβ+n,γ+n = aβγ and all other Aij = 0. Note that θ and A only depend on ρ . By shrinking the
neighborhood νML as well as the neighborhood W of J we can make the above O(|y|) and O(J˜ − J0)
small. Putting all things together, one can find some constant, say ǫ0 =
1
2 so that for any J˜ ∈ W the
following holds
(200) ddJ˜ρ(·, J˜·) ≥ (1− ǫ0)A
Step two. We next deal with
√
ρ and aim to prove the following:
(201) ddJ˜
√
ρ(·, J˜·) ≥ O(1)
for J˜ sufficiently close to J . A subtle point is that ddJ˜
√
ρ may be unbounded near L as
√
ρ may
not be C1 along L i.e. {yα = 0}. The idea is that if one can extract that the unbounded part and
show it is positive semi-definite, then the unbounded-ness will not result in any trouble. Indeed, the
worst terms are at most equal to 1|y| asymptotically up to a constant. Recall that q = aβγ(x)y
βyγ .
When computing ddJ˜
√
q modulo O(1) there is no need to differentiate aβγ(x) for otherwise we cannot
get any 1|y| -asymptotic terms. Thus modulo O(1) one may assume aβγ are all constant. Hence, by
a linear transformation one may further assume q = |y|2 . Now since ρ = q + O(|y|3), we have√
ρ =
√
q+O(|y|2) = |y|+O(|y|2) and ddJ˜√ρ = ddJ˜ |y|+O(1). Now, ddJ˜ |y|(·, J˜·) is unbounded but
we claim it is positive semi-definite. To see this, we compute for some v = vi∂xi 6= 0 as follows
ddJ˜ |y|(v, J˜v) = (∑α,β J˜n+αℓ δαβ |y|2−yαyβ|y|3 dxℓ ∧ dyβ)(vi∂xi , J˜jkvk∂xj)
=
∑
α,β
δαβ |y|2−yαyβ
|y|3 · J˜n+αℓ ·
(
vℓvkJ˜
n+β
k − vkvn+β J˜ℓk
)
=
∑
α,β
δα
β
|y|2−yαyβ
|y|3 ·
(
(vℓJ˜n+αℓ ) · (vk J˜n+βk )+ vn+αvn+β
)
where δαβ is theKronecker delta symbol and the last equality holds follows from the identity J˜
m
ℓ J˜
ℓ
k = −δmk
for the almost complex structure. By putting uα =
∑
ℓ v
ℓJ˜n+αℓ or u
α = vn+α it reduces to the
obvious positive semi-definiteness of the quadratic form
∑
α,β(δ
α
β |y|2−yαyβ) ·uαuβ = n
∑
α(u
αyα)2−
(
∑
α u
αyα)2 . Now our claim (201) is now established.
Step three. Suppose we find some ρ satisfying (201) and (200) by the above two steps. Consider
ρ1 = (
√
ρ + Bρ)2 = ρ + 2Bρ
3
2 + B2ρ2 for sufficiently large constant B > 0. Clearly ρ1 is C2
away L , and since ρ = O(|y|2) we see ρ 32 = O(|y3|) as well as ρ1 are also C2 near L . We claim
the conditions (i) (ii) hold for this ρ1 . (i) Observe that
√
ρ1 =
√
ρ + Bρ and so ddJ˜
√
ρ1(·, J˜·) =
ddJ˜
√
ρ(·, J˜·) + BddJ˜ρ(·, J˜·) is positive-definite by (200) and (201) when B is large enough. (ii) We
compute ddJ˜ρ1 = (
3B
2
√
ρ
+ 2B2)dρ ∧ dJ˜ρ + (1 + 3B√ρ + 2B2ρ)ddJ˜ρ . And, for any v 6= 0 we have
dρ ∧ dJ˜ρ(v, J˜v) = (dρ(v))2 + (dρ(J˜v))2 ≥ 0, so this tells that dρ ∧ dJ˜ρ(·, J˜·) is positive semi-definite.
Then by (200) and the above computation, we conclude that ddJ˜ρ(·, J˜·) > 0.
Proof of Theorem B.2. Let ρ and W be as in Lemma B.5. For any function f we denote by hf
J˜
the
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symmetric tensor defined (on the domain of f ) as follows:
h
f
J˜
(v,w) = 12
(
ddJ˜ρ(v, J˜w)+ ddJ˜ρ(w, J˜v)
)
Then the Lemma B.5 actually tells that h
√
ρ
J˜
is a semi-metric and hρ
J˜
is a metric on their domains, for
any J˜ ∈ W . Now, shrinking W and the tubular neighborhood νML of L if necessary, we require all
metrics are equivalent, namely, we may assume there is a constant c0 > 0 so that for any J˜, J˜′ ∈ W
(202) 1
c0
h
ρ
J˜
≤ gJ˜′ ≤ c0hρJ˜ , 1c0 h
ρ
J˜
≤ hρ
J˜′ ≤ c0h
ρ
J˜
Fix a small d0 > 0, we further require the domain of ρ and all these metrics must contain νML = {p ∈
M | dist(p,L; hρJ ) ≤ d0}. Since ρ = O(|y|2) and |y| is compared to dist(p,L; hρJ ), there is a constant
c1 > 0 so that
(203) 1
c1
dist(p,L; hρJ ) ≤
√
ρ(p) ≤ c1 dist(p,L; hρJ )
This particularly implies that
(204) {p | ρ(p) ≤ (d0
c1
)2} ⊂ νML
Next, we need some gradient estimates. Take coordinates (xα, yα) as before. Given p ∈ νML , dist(p,L)
is comparable to |y|. Take a cube Q centered at p so that ∂Q touches L = {yα = 0}. Recall ρ
is C2 and ρ = O(|y|2). Applying the gradient estimate [GT15, Eq.(3.15)] to ρ on Q deduces that
|∇ρ| ≤ n|y|sup∂Q |ρ|+ |y|2 supQ |∆ρ| . ( 1|y| |2y|2 + |y|2 ) . |y|. Hence, there is a constant c2 > 0 so that
(205) |∇hρJ ρ|hρJ ≤ c2 dist(p,L; h
ρ
J )
Now we take a J˜ -holomorphic disk u : (D, ∂D) → (M,L). Denote by j the complex structure on the
disk D . It follows from J˜ ◦ du = du ◦ j that for any function f on M we have u∗dJ˜ f = dju∗f . Thus
u∗ddJ˜ f = du∗dJ˜ f = ddju∗f
In special, f is J˜ -plurisubharmonic if and only if u∗f is j-plurisubharmonic. In this case, u∗hf
J˜
is a
semi-metric and we have u∗ddJ˜ f = d vol
u∗hf
J˜
. Consider the following function (depends on J˜ and u)
a(r) =
1
r
∫
{u∗ρ≤r2}
u∗ddJ˜ρ =
1
r
∫
{u∗ρ≤r2}
d volu∗hρ
J˜
Be cautious that hJ˜ is only defined on νML but a(r) is at least well-defined on [0,
d0
c1
] thanks to (204).
Put r0 =
d0
c1
. Since dJ˜ρ = 2
√
ρ · dJ˜√ρ , the Stokes formulas implies a(r) = 2 ∫{u∗ρ=r2} u∗dJ˜√ρ and
a(r′)− a(r) = 2
∫
{r2≤u∗ρ≤r′2}
du∗dJ˜
√
ρ = 2
∫
{r2≤u∗ρ≤r′2}
d vol
u∗h
√
ρ
J˜
for r′ ≥ r . By condition, h
√
ρ
J˜
is a semi-metric away L . As ρ vanishes exactly on L , a(r) is increasing.
By (199) and (202) we obtain the energy estimate
E(u) = area(u; gJ˜ ) ≥ 1c0 area(u; h
ρ
J˜
) ≥ r0
c0
a(r0) ≥ r0c0 limr→0 a(r)
By (202), (203), and (205) we get |∇u∗hJ˜u∗ρ|u∗hJ˜ . dist(·,L; hρJ ) . dist(·,L; hρJ˜ ) .
√
ρ . r . Hence the
coarea formula tells
∫ r2
0 ℓ({u∗ρ = t}; u∗hJ˜)dt =
∫
{u∗ρ≤r2} |∇u
∗hJ˜u∗ρ|u∗hJ˜ · d volu∗hρJ˜ . r
2a(r) and so
E(u) & lim
r→0
a(r) & lim
r→0
1
r2
∫ r2
0 ℓ(ρ = t)dt = ℓ(∂u)
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C Integral affine structures
Throughout this section, suppose Y is a manifold of dimension n. We state two equivalent definitions
of integral affine structures on the manifold Y , following [KS06]:
• there is amaximal atlas of charts such that the transition functions belong locally to GL(n,Z)⋉Rn
• there is a torsion-free flat connection x∇ on TY and a ∇-covariant lattice of maximal rank TYZ .
Given x ∈ Y there exists a local chart (U, φ) with coordinates (x1, . . . , xn) so that ∇ = d and
TYZx for each x ∈ U is the free abelian group generated by ∂/∂xi . For simplicity one may regard
U ≡ φ(U) ⊂ Rn . Such a U is called an integral affine chart at x ∈ Y . The transition maps among
them belong to GL(n,Z)⋉Rn . If we denote by (xi) and (x′i) the coordinates, then the transition map is
(206) x′j =
∑
k ajkxk + fj
for some (ajk) ∈ GL(n,Z) and fj ∈ R . We will only be interested in convex R-rational polyhedrons
(polyhedrons enclosed by the half-spaces of integer-coefficient normal vectors; see §A).
Proposition C.1 Let U,U′ be two integral affine charts, and ∆ ⊂ U∩U′ . ∆ is a rational polyhedron
in U ⊂ Rn if and only if it is one in U′ ⊂ Rn . Such ∆ is called a rational polyhedron in Y .
Proof. Assume∆ is defined by
∑
j bijx
′
j ≥ ci in U′ , for some bij ∈ Z and cj ∈ R , and the transitionmap
is given by (206). Then using the coordinated in U , ∆ is given by
∑
k(
∑
j bijajk)xk ≥ ci−
∑
j bijfj .
Definition C.2 A rational polyhedral complex Q in an integral affine manifold Y is a CW complex
so that (i) the underlying space of each cell ∆ ∈ Q is a rational polyhedron in Y ; (ii) each face of
∆ ∈ Q is in Q ; (iii) The intersection ∆ ∩∆′ ∈ Q is a face of both ∆,∆′ ∈ Q .
Lemma C.3 Let ǫ > 0 and K ⊂⊂ K′ ⊂ Y be compact domains. Then there exists a rational
polyhedral complex P in B0 whose simplex all has diameter less than ǫ for some fixed metric on Y ,
and the underlying space |P| covers K and is contained in K′ .
Proof. Locally in an integral affine chart at p ∈ K , there always exists a rational hypersurface H
(codimension-one rational polyhedron) passing through p. If extending H we may require H is
maximal with respect to inclusions, then as K is compact H must ‘escape’ K in the sense that H ∩ K
is closed in K . We cover K′ by finitely many open sets V1, . . . ,Vm so that the closure V¯i is contained
in some integral affine chart Ui for each 1 ≤ i ≤ m . Identifying each Ui with an open subset of Rn ,
we may find a sufficiently dense collection of rational hyperplanes so that every chamber enclosed has
diameter less that ǫ and finitely many of them cover V¯i . Extending all these hyperplanes to be maximal
as above, we get a collection Hi of closed rational hyperplanes in K′ . Then by Proposition C.1 the
union of all Hi divides K into rational polyhedrons each of which has diameter less than ǫ .
D ∞-category
Proposition D.1 U D(L,M) is a bicategory.
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Sketch of proof. The objects and 1-morphisms are just as before (Definition 2.39). Given f0, f1 ∈
HomU D (m′,m), we define a 2-morphism to be a morphism F as in Definition 2.44 which offers a
ud-homotopy between fi . Denote it by F : f0 =⇒ f1 . Then, the argument proving above Lemma
2.48 can actually be used to define the so-called horizontal composition functor. Namely, for each
triple (m′′,m′,m) of objects, we have a bifunctor c(m′′,m′,m) : HomU D (m′′,m′)×HomU D (m′,m)→
HomU D (m′′,m) given by sending F : f0 =⇒ f1 and G : g0 =⇒ g1 to some 2-morphism G ◦h F :
g0 ◦ f0 =⇒ g1 ◦ f1 . It is tedious but routine to check axioms for the definition of bicategory.
Actually, we do not need the bicategory structure in this paper, but we keep it for independent interest.
By definition, every 2-morphism is invertible. The collection of 2-morphisms exactly correspond to the
congruence relation of ud-homotopies on the 1-morphism spaces.
Conjecture D.2 U D(L,M) can be realized as an (∞, 1)-category.
Since higher categories usually havemany different definitions, this is however not a complete statement.
There seems currently no general form of definitions which could work for all higher categories. An
(∞, r)-category was something we want to define so that all k-morphisms for k > r are ‘reversible’.
For example, when r = 1 there are many different ways to make the idea of an (∞, 1)-category precise,
like quasi-categories, Segal categories, and so on. The reason why (∞, 1)-category attracts lots of
attentions is that it is like a homotopy theory: a kind of category with objects, morphisms, homotopies
between morphisms, higher homotopies between homotopies and so on [AC16].
Definition D.3 (Definition 1.1.2.4. [Lur09]) An (∞, 1)-category is a simplicial set K which has the
following property: for any 0 < i < n, any map f0 : Λni → K admits an extension f : ∆n → K . Here
Λni ⊂ ∆n denotes the i-th horn of the standard n-simplex ∆n , obtained by deleting the interior and the
face opposite the i-th vertex.
Proposition D.4 Fix L and M as before, there is an (∞, 1)-category so that its objects are those A∞
algebras (Ω∗(L), mˇJ,L) in Theorem 6.3.
Sketch of proof. We use K to represent the simplicial set we are going to construct, and denote by Kn
for n ∈ N the set of n-simplices. Then K0 is already presented in the statement, and K1 is defined
to be the set of pseudo-isotopies in Theorem 6.4 coming from a path of almost complex structures.
Inductively, we define Kn to be the set of ∆n -pseudo-isotopies obtained from a ∆n -family of ω -tame
almost complex structures using Theorem 6.1. The extendability in Definition D.3 is just a result of the
fact that ω -tame almost complex structure J (with perturbation data) are contractible choices.
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