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TOPOLOGICAL ASPECTS OF GROUP C∗-ALGEBRAS
INGRID BELTIT¸A˘ AND DANIEL BELTIT¸A˘
Abstract. We discuss basic topological properties of unitary dual spaces of
nilpotent Lie groups, using some ideas from operator algebras and their non-
commutative dimension theory. The general results are illustrated by many
examples.
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1. Introduction
Representation theory of a locally compact group can be developed to a large
extent using the C∗-algebra of that group. Typically, the C∗-algebras that arise in
this way have a rich supply of primitive ideals. This explains why an important
role in this approach to group representation theory is played by the topological
aspects of C∗-algebras, by which we mean properties of the Jacobson topology on
the space of primitive ideals of a C∗-algebra. If G is a locally compact group of
type I, the space of primitive ideals of its group C∗-algebra C∗(G) is canonically
homeomorphic to the unitary dual Ĝ, so the topological aspects of C∗(G) amount
to the study of topological properties of Ĝ.
A central place in this area of C∗-algebra theory is held by the inverse problems
for primitive ideal spaces— for a given class of C∗-algebras, one tries to single
out the topological spaces that are homeomorphic to primitive ideal spaces of C∗-
algebras from that class. An important topic is the study of Lie group C∗-algebras,
that is, the problem of determining which C∗-algebras can arise as C∗-algebras of
various classes of Lie groups, in which special topological properties of unitary dual
spaces of the groups under consideration hold a key role.
For noncommutative noncompact groups, their unitary dual spaces in general
fail to have the Hausdorff property, and even the singleton subsets of the dual may
not be closed subsets. Nevertheless, for instance in the case of nilpotent Lie groups,
the unitary dual space is always a connected topological space having the property
T1, that is, its singleton subsets are closed. This T1 property comes from the fact
that for any nilpotent Lie group its C∗-algebra is liminal, that is, the image of any
non-trivial irreducible ∗-representation is equal to the set of all compact operators
on the representation space, and then every primitive ideal of the group C∗-algebra
is a maximal ideal. Using results on the structure of the space of coadjoint orbits,
further specific topological features of the unitary duals of nilpotent Lie groups can
be established, as we will show below.
This work was supported by a grant of the Romanian National Authority for Scientific Research
and Innovation, CNCS–UEFISCDI, project number PN-II-RU-TE-2014-4-0370.
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Before proceeding to a more detailed description of the present paper, it is worth
mentioning that, while we present only properties of nilpotent Lie groups, the
methods surveyed here are applicable to wider classes of Lie groups and have lead to
interesting results in their representation theory. See for instance [BB16a], [BB17a],
and [BB17b].
The contents of this paper are as follows. In Section 2 we first recall some
basic topological properties of spaces of primitive ideals of C∗-algebras. This mo-
tivates the aforementioned inverse problem for primitive ideal spaces, and in this
connection we discuss the solution to that problem in the special case of nuclear
C∗-algebras and we draw some direct consequences of the corresponding result. The
role of this section is to provide the general framework for the study of topological
aspects of group C∗-algebras in the next sections.
In Section 3 we discuss the notion of special R-space, which was introduced in
[BBL17] as a convenient tool in order to describe the unitary duals of nilpotent Lie
groups. Loosely speaking, a special R-space is a topological space endowed with a
continuous action of the multiplicative semigroup R. The space of coadjoint orbits
of any Lie group G has the canonical structure of a special R-space, coming from
the vector space structure of g∗. Therefore, if G is nilpotent, connected and sim-
ply connected, then Kirillov’s correspondence leads to the canonical structure of a
special R-space on the unitary dual Ĝ. In this section we also discuss the notion
of solvable topological space, again motivated by representation theory. More pre-
cisely, one of the main results of [BBL17] is that the C∗-algebra of every connected
simply connected nilpotent Lie group is a solvable C∗-algebra, and the spectrum of
such a C∗-algebra is a solvable topological space. The background of that result is
actually developed in Section 4 in some detail.
In Section 5 we provide an exact description of the quasi-compact subsets of the
unitary dual of a Heisenberg group. This description is a version of the well-known
fact that the compact subsets of a finite-dimensional vector space are the closed
bounded subsets. Loosely speaking, we establish a result of this type in which
the vector spaces are replaced by some topological spaces for which the Hausdorff
property fails to hold, and this naturally leads to new phenomena. For instance,
we find that the intersection of two quasi-compact sets may not be quasi-compact.
Section 6 includes some aspects of noncommutative dimension theory for the
C∗-algebras of nilpotent Lie groups. Here we recall our earlier result from [BB16b]
to the effect that the dimension of the space of characters of an exponential Lie
group is equal to the real rank of the C∗-algebra of that group. We then establish
lower and upper estimates of the nuclear dimension of the C∗-algebra of a nilpotent
Lie group.
Finally, in Section 7 we present further specific examples of nilpotent Lie groups
and in Appendix A we collect some basic topological terminology that we use in
the main body of this paper.
Notation. Throughout this paper we denote the Lie groups by upper case Roman
letters and their corresponding Lie algebras by the corresponding lower case Gothic
letters. We denote by R and C the fields of real and complex numbers, respectively.
We also denote R× := R \ {0} and T := {z ∈ C | |z| = 1}, and both these sets are
usually regarded as 1-dimensional Lie groups with respect to the group operation
given by multiplication. For notions and results on C∗-algebras we refer to [Dix77]
and [BO08].
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2. On the inverse problem for primitive ideal spaces of C∗-algebras
Let A be a C∗-algebra. We denote by Â the set of unitary equivalence classes
[π] of non-zero irreducible ∗-representations π of A, and by Prim(A) its space of
primitive ideals. We endow Prim(A) with the Jacobson topology, for which a set
T ⊆ Prim(A) is closed if and only if T = {J ∈ Prim(A) | I(T ) ⊆ J }, where
I(T ) :=
⋂
I∈T
I. By definition, there is the canonical surjective map
Â → Prim(A), [π] 7→ Kerπ (2.1)
and we endow Â with the weakest topology for which the above map is continuous,
and then that map is open. Here is a list of classical properties of these objects:
Proposition 2.1. If A is a C∗-algebra, then the following assertions hold:
(i) Prim(A) has the property T0.
(ii) Â has the property T0 if and only if the map (2.1) is injective, and this is the
case if and only if A is a C∗-algebra of type I.
(iii) If A is a C∗-algebra of type I, then Â is almost Hausdorff.
(iv) Â is locally quasi-compact and is a Baire space.
(v) If A is separable, then Â is second countable and spectral.
(vi) If A is liminal, then Prim(A) has the property T1, and the converse of this
assertion holds if A is separable and of type I.
Proof. Assertion (i) was noted in [Dix77, 3.1.3], while Assertion (ii) was proved
in [Dix77, 3.1.6]. See [BrPe09, §2.2(iv)] for Assertion (iii). For Assertion (v) see
[Dix77, 3.3.4] and [Ki06, Lemma 2.2]. Assertion (iv) is contained in [Dix77, 3.3.8
and 3.4.13]. For Assertion (vi) see [Dix77, 4.7.15 and §9.1]. 
We point out an important consequence of the above proposition, namely, that
if A is a C∗-algebra of type I, then the map (2.1) is a homeomorphism.
A more recent result in topology of the space of primitive ideals concerns nuclear
C∗-algebras. Before stating it, we recall that a C∗-algebra A is nuclear if there is a
net of finite dimensional C∗-algebras Fι and contractive completely positive maps
ϕι : A → Fι and φι : Fι → A such that
‖(ψι ◦ ϕι)(a)− a‖ → 0
for every a ∈ A. All type I C∗-algebras are nuclear. (See [BO08, Prop. 2.7.4].)
Theorem 2.2 ([Ki06, §5]). Let X be a topological space that is second countable,
spectral, and has the property T0. Then the following assertions are equivalent:
(i) X is homeomorphic to Prim(A) for some separable nuclear C∗-algebra A.
(ii) There exist a locally compact Polish space Y and a continuous map ϕ : Y → X
with the following properties:
(a) For every locally closed subset A ⊆ X one has ϕ(Y ) ∩ A 6= ∅.
(b) One has
⋃
n≥1
ϕ−1(Fn) = ϕ
−1
( ⋃
n≥1
Fn
)
for every increasing sequence {Fn}n≥1
in F(X).
Lemma 2.3 ([Ki06, Lemma 2.3]). If X and Y are topological spaces, then an onto
map ϕ : Y → X is continuous and open if and only if for every subset Z ⊆ X one
has ϕ−1(Z) = ϕ−1(Z).
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Now we can draw the following simple consequences of Theorem 2.2.
Corollary 2.4. Let X be a topological space that is spectral and has the property T0.
If there exist a locally compact Polish space Y and a surjective map ϕ : Y → X which
is continuous and open, then X is homeomorphic to Prim(A) for some separable
nuclear C∗-algebra A.
Proof. Since Y is second countable and the map ϕ : Y → X is continuous, open,
and surjective, it is straightforward to prove that X is second countable as well.
Use then Theorem 2.2 along with Lemma 2.3. 
Corollary 2.5. If X is a topological space that has the property T1 and there
exist a locally compact Polish space Y and a surjective map ϕ : Y → X which
is continuous and open, then X is homeomorphic to Prim(A) for some separable
nuclear C∗-algebra A, and every type I C∗-algebra with this property is liminal.
Proof. As X has the property T1, it also has the property T0 and is a spectral
space. It now follows by Corollary 2.4 that X is homeomorphic to Prim(A) for
some separable nuclear C∗-algebra A. Finally, by Proposition 2.1 (vi), since A is
of type I, separable and Prim(A) is T1, it follows that A is liminal. 
Corollary 2.6. Let Y be any locally compact Polish space and G be any group with
a group action G × Y → Y whose orbits are locally closed subsets of Y . Then the
corresponding orbit space Y/G endowed with its quotient topology is homeomorphic
to Prim(A) for some separable nuclear C∗-algebra A. All the orbits of the group
action of G in Y are closed if and only if any/every type I C∗-algebra with the
above property is liminal.
Proof. It is well known that for every group action on a topological space its cor-
responding quotient map on the orbit space is continuous, open, and surjective.
Moreover, the orbit space has the property T0, respectively T1, if and only if all
orbits are locally closed, respectively all orbits are closed (see for instance the proof
of [BB17a, Prop. 2.5]). Thus the assertion follows by Corollaries 2.4–2.5. 
Remark 2.7. Using the same method of proof, the assertion of Corollary 2.6 carries
over from transformation groups to more general groupoids. More specifically, let
G ⇒ Y be a locally compact groupoid having a Haar system, whose orbits are
locally closed, and whose base Y is a Polish space. Then the corresponding orbit
space G \ Y endowed with its quotient topology is homeomorphic to Prim(A) for
some separable nuclear C∗-algebra A. All the orbits of the groupoid G are closed
subsets of Y if and only if any/every type I C∗-algebra with the above property is
liminal.
We now recall from [Ki06] the notion of generalized Gelfand transform.
Definition 2.8. Let A be a C∗-algebra. For any a ∈ A, its generalized Gelfand
transform is the function
N(a) : Prim(A)→ [0,∞), N(a)(J ) := ‖a+ J ‖
where we used the C∗-norm of the primitive quotient A/J for any J ∈ Prim(A).
Theorem 2.9 ([Ki06, Th. 1.5]). For every C∗-algebra A the set of all Dini func-
tions on Prim(A) is exactly {N(a) | a ∈ A}. If A is separable, then Prim(A) is a
Dini space.
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3. Solvable topological spaces and special R-spaces
In this section we provide the topological background that is needed for describ-
ing some special properties of unitary dual spaces of connected simply connected
nilpotent Lie groups in Section 4. The notions of solvable topological spaces and
special R-spaces that were introduced in [BBL17], and we discuss them here in
some detail along with many examples.
Definition 3.1. A topological space X is called solvable if it is second countable,
is locally quasi-compact, has the property T0, and there exists an increasing finite
family of open subsets, called a solving series,
∅ = V0 ⊆ V1 ⊆ · · · ⊆ Vn = X,
for which the set Vj \ Vj−1 is Hausdorff in its relative topology for j = 1, . . . , n.
Remark 3.2. In Definition 3.1 the set Vj \ Vj−1 is actually locally compact in its
relative topology for j = 1, . . . , n.
Definition 3.3. A topological space X is called strongly solvable if it is solvable,
has the property T1, and has a solving series, ∅ = V0 ⊆ V1 ⊆ · · · ⊆ Vn = X for
which the set Vj \ Vj−1 is dense in X \ Vj−1 for j = 1, . . . , n.
Definition 3.4. A special R-space is a topological space X endowed with a con-
tinuous map R × X → X , (t, x) 7→ t · x, and with a distinguished point x0 ∈ X
satisfying the following conditions:
(1) For every x ∈ X and t ∈ R one has 0 · x = t · x0 = x0 and 1 · x = x.
(2) For all t, s ∈ R and x ∈ X one has t · (s · x) = ts · x.
(3) For every x ∈ X \ {x0} the map ψx : R→ X , t 7→ t · x is a homeomorphism
onto its image.
An R-subspace of the special R-space X is any subset Γ ⊆ X such that R× ·Γ ⊆ Γ.
If this is the case, then Γ ∪ {x0} is a special R-space on its own.
If Y is another special R-space with its structural map R×X → X , (t, x) 7→ t ·x
and its distinguished point y0 ∈ Y , then a map ψ : X → Y is called an isomorphism
of special R-spaces if ψ is a homeomorphism and ψ(t · x) = t · ψ(x) for all t ∈ R
and x ∈ X .
In the above framework, a function ϕ : X → R is called homogeneous if there
exists r ∈ [0,∞) such that ϕ(t · x) = trϕ(x) for all t ∈ R and x ∈ X .
Remark 3.5. If X is a special R-space, then one has:
(1) If t ∈ R× and x ∈ X \ {x0}, then t · x = x0 if and only if t = 0.
In fact, since 0 · x = x0, the equality t · x = x0 is equivalent to ψx(t) =
ψx(0). Using the fact that the map ψx is injective, the latter equality is
equivalent to t = 0.
(2) If ψ : X → Y is an isomorphism of special R-spaces then ψ(x0) = y0.
In fact, ψ(x0) = ψ(0 · x0) = 0 · ψ(x0) = y0.
(3) The space X is pathwise connected.
Example 3.6 (semi-algebraic cones). Every finite-dimensional real vector space is
a special R-space. Moreover, if ϕ1, . . . , ϕn1 , ψ1, . . . , ψn2 : R
m → R are any homoge-
neous polynomials, then the semi-algebraic cone
Γ := {x ∈ Rn | ϕj1 (x) = 0 6= ψj2(x) for 1 ≤ j1 ≤ n1 and 1 ≤ j2 ≤ n2}
is an R-subspace of Rm in the sense of Definition 3.4.
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Example 3.7 (orbit spaces of linear group actions). The orbit space of any linear
group action has the natural structure of a special R-space. We explain this in the
case of the coadjoint action, for later use.
If G is a connected and simply connected nilpotent Lie group, then the special
R-space structure of g∗ gives rise to a special R-space structure of the orbit space
g∗/G (hence also of the unitary dual space Ĝ via Kirillov’s correspondence), and
the vector space of characters [g, g]⊥, viewed as the set of singleton orbits, is an
R-subspace of g∗/G. More specifically, the special R-space structure of g∗/G is
given by the map
R× (g∗/G)→ g∗/G, (t,Oξ) 7→ Otξ
where we denote by Oξ the coadjoint orbit of every ξ ∈ g∗.
Remark 3.8. Assume the setting of Example 3.7. Using the canonical homeomor-
phism Ĝ ≃ g∗/G, it follows that Ĝ carries a continuous action of the group R×.
Pulling back this group action by the group homomorphism R → R×, t 7→ et, we
then obtain a natural action of (R,+) on Ĝ, α : R× Ĝ→ Ĝ.
On the other hand, if β : R × G → G is any continuous action of (R,+) by
automorphisms of G, this defines a continuous action β̂ : R × Ĝ → Ĝ, (t, [π]) 7→
[π ◦ βt] =: β̂t. Therefore one may wonder whether α = β̂ for a suitable β. In other
words, whether the above canonical flow α on Ĝ comes from some 1-parameter
automorphism group of G. This is clearly the case if G = (V ,+) for some finite-
dimensional real vector space, however it does not hold true for any nilpotent Lie
group G.
For instance, let G be a connected simply connected nilpotent Lie group whose
Lie algebra g is characteristically nilpotent, that is, every derivation of g is a nilpo-
tent linear map. (See for instance [BBG15, Ex. 7.5] for a self-contained discussion
of a specific example of characteristically nilpotent Lie algebra.) Let us assume
αt = β̂t for every t ∈ R, for a suitable β as above. Since β is a 1-parameter
automorphism group of G, there exists a derivation D : g → g with βt = etD for
every t ∈ R. As D is a derivation of g, one has D([g, g]) ⊆ [g, g], hence there is a
well-defined map D˜ : g/[g, g]→ g/[g, g], x+ [g, g] 7→ Dx+ [g, g]. As D is nilpotent,
so are both D˜ and its dual map D˜∗ : (g/[g, g])∗ → (g/[g, g])∗. We now note that
there is a canonical linear isomorphism from (g/[g, g])∗ onto the space of characters
[g, g]⊥ and via this isomorphism the map etD˜
∗
is the restriction of β̂t to [g, g]
⊥
(→֒ Ĝ) since etD = βt. If we assume β̂ = α, then etD˜∗ξ = β̂t(ξ) = αt(ξ) = etξ for
every ξ ∈ (g/[g, g])∗ ≃ [g, g]⊥ →֒ Ĝ and for every t ∈ R, hence D˜∗ξ = ξ, which is
impossible since we have seen above that the linear map D˜∗ is nilpotent.
Example 3.9 (complement of an R-subspace). If X is a special R-space and Γ ⊆ X
is an R-subspace of X , then X \ Γ is also an R-subspace of X .
In fact, we must check that if x ∈ X \Γ and t ∈ R×, then t ·x ∈ X \Γ. Assuming
t · x ∈ Γ, we obtain t−1 · (t · x) ∈ Γ, that is, x ∈ Γ, which is a contradiction.
Example 3.10 (the special R-space R). If X is a special R-space and X is home-
omorphic to R, then for every x ∈ X \ {x0} the map ψx : R → X , t 7→ t · x, is a
homeomorphism, and moreover ψx is an isomorphism of special R-spaces between
X and R (regarded as a 1-dimensional real vector space).
In fact, if x ∈ X \ {x0}, then the map ψx is a homeomorphism onto its image
by Definition 3.4, hence it remains to prove that ψx is surjective. Since ψx is
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continuous and R is connected, it follows that ψx(R) is a connected subset of X . By
hypothesis there exists a homeomorphism θ : X → R. Since the connected subsets
of R are the intervals, there exists an interval Jx ⊆ R for which θ ◦ψx : R→ Jx is a
homeomorphism. If the interval J is not open, then there exists a0 ∈ J (namely one
endpoint of J that belongs to J) such that Jx \ {a0} is connected. Since θ ◦ψx is a
homeomorphism, it then follows that there exists the point t0 := (θ◦ψx)−1(a0) ∈ R
for which R \ {t0} is connected, which is impossible. Therefore Jx is an open
interval. Moreover, the point b0 := θ(x0) ∈ R is independent of x ∈ X and one has
b0 = θ(ψx(0) ∈ Jx0 for every x ∈ X \ {x0}.
Now let x1, x2 ∈ X \ {x0} arbitrary. Since Jx1 and Jx2 are open intervals in R
whose intersection contains the point b0, it follows that (Jx1 ∩Jx2)\{b0} 6= ∅. Then
there exist t1, t2 ∈ R \ {0} with θ(ψx1(t1)) = θ(ψx2(t2)), hence ψx1(t1) = ψx2(t2),
that is, t1 · x1 = t2 · x2. On the other hand, it follows at once by Definition 3.4
that x = 1 · x ∈ ψx(1) for every x ∈ X . Hence, since t1 ∈ R \ {0}, we obtain
x1 = (t
−1
1 t2) · x2 ∈ ψx2(R) for all x1, x2 ∈ X \ {x0}. This shows that ψx : R → X
is indeed surjective for every x ∈ X .
Definition 3.11. A topological space X is a special solvable space if it is strongly
solvable and it has a solving series as in Definition 3.3 with the following additional
properties:
(1) X has the structure of a special R-space and Γj := Vj \ Vj−1 ⊆ X is an
R-subspace for j = 1, . . . , n.
(2) Γn is isomorphic as a special R-space to a finite-dimensional vector space,
whose origin is the distinguished point of X .
(3) For j = 1, . . . , n− 1 the points of Γj+1 are closed and separated in X \ Vj .
(4) For j = 1, . . . , n, Γj is isomorphic as a special R-space to a semi-algebraic
cone Cj in a finite-dimensional vector space. In addition, C1 is assumed
to be a Zariski open set, and the dimension of the corresponding ambient
vector space is called the index of X and is denoted by indX .
(5) For j = 1, . . . , n, there exists a homogeneous function ϕj : X → R such that
ϕj |Γ1 is a polynomial function (via the isomorphism Γ1 ≃ C1) and
Γj = {γ ∈ X | ϕj(γ) 6= 0 and ϕi(γ) = 0 if i < j}.
We then say that a solving series with the above properties is a special solving series
of X . The least integer n ≥ 1 for which there exists a special solving series as above
is called the length of X and is denoted lengthX .
Lemma 3.12. Let X be any topological space and for j = 1, 2 let Vj be any open
subset of X that is homeomorphic to an open subset of Rrj , where rj ≥ 1 is some
integer. If V1 ∩ V2 6= ∅, then r1 = r2.
Proof. See [BBL17, Lemma 2.10]. 
Remark 3.13. Assume the setting of Definition 3.11. Since Γ1 is open and dense
in X , it follows by Lemma 3.12 that indX does not depend on the choice of the
solving series of X .
Example 3.14 (length 1). The special solvable spaces of length 1 are exactly the
finite-dimensional real vector spaces, up to an isomorphism of special R-spaces.
Indeed, it is clear that for every finite-dimensional real vector space V the solving
series ∅ = V0 ⊆ V1 = V has the properties from Definition 3.11, with Γ1 = C1 = V ,
and the role of ϕ1 : V → R can be played by any nonzero constant function.
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Conversely, let X be a special solvable space with lengthX = 1. Then X is a
special R-space for which there exists a solving series ∅ = V0 ⊆ V1 = X satisfying
the conditions from Definition 3.11 for n = 1. Then X = Γ1, and Γ1 is isomorphic
as a special R-space to a finite-dimensional vector space by Definition 3.11(2).
Example 3.15 (length 2, index 1). Let X be a special solvable space such that
lengthX = 2 and indX = 1. Then X is a special R-space for which there exists a
solving series ∅ = V0 ⊆ V1 ⊆ V2 = X satisfying the conditions from Definition 3.11
for n = 2.
The set Γ2 := X \ V1 is isomorphic as a special R-space to a finite-dimensional
vector space by Definition 3.11(2). On the other hand, the set V1 := Γ1 is isomorphic
as a special R-space to a an open semi-algebraic cone C1 in R, since indX = 1. It
is easily checked the only open cones in R that are R-subspaces of R are R and R×.
But one cannot have C1 = R because for x = 0 ∈ C1 one obtains a contradiction
with Definition 3.4(3).
Consequently any special solvable space X with lengthX = 2 and indX = 1
is of the form X = Γ1 ⊔ Γ2, where Γ2 is a finite-dimensional real vector space V
and Γ1 = R
×. Taking into account that Γ1 is dense in X (see Definition 3.3), the
topology of X is such that Γ2 is a closed subset of X and is equal to the boundary
of Γ1 in X .
4. Nilpotent Lie groups and the topology of their unitary duals
In this section, unless otherwise mentioned, we denote by G an arbitrary con-
nected simply connected nilpotent Lie group with its corresponding Lie algebra g
having a fixed Jordan-Ho¨lder sequence
{0} = g0 ⊆ g1 ⊆ · · · ⊆ gm−1 ⊆ gm = g,
and we select Xj ∈ gj \ gj−1 for j = 1, . . . ,m. We denote by
〈·, ·〉 : g∗ × g→ R
the duality pairing between g and its linear dual space g∗, and for every subalgebra
h ⊆ g we define
(∀ξ ∈ g∗) h(ξ) := {X ∈ h | (∀Y ∈ h) 〈ξ, [X,Y ]〉 = 0},
and h⊥ = {ξ ∈ g∗ | h ⊂ ker ξ}. We also denote by Ad∗G the coadjoint action of G in
g∗. There is a canonical map q : g∗ → g∗/G, ξ 7→ Oξ, where Oξ = Ad∗G(G)ξ. The
space g∗/G of coadjoint orbits is endowed with its quotient topology.
Let E be the set of all subsets of {1, . . . ,m} endowed with the total ordering
defined for all e1 6= e2 in E by
e1 ≺ e2 ⇐⇒ min(e1 \ e2) < min(e2 \ e1)
where we use the convention min ∅ =∞, so in particular max E = ∅.
We define the jump indices
(∀ξ ∈ g∗) Jξ := {j ∈ {1, . . . ,m} | gj 6⊂ g(ξ) + gj−1}
and
(∀e ∈ E) Ωe := {ξ ∈ g∗ | Jξ = e}.
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The coarse stratification of g∗ is the family {Ωe}e∈E , which is a finite partition
of g∗ consisting of G-invariant sets. For every coadjoint G-orbit O ∈ g∗/G we
define JO := Jξ for any ξ ∈ O and then
(∀e ∈ E) Ξe := {O ∈ g∗/G | JO = e}. (4.1)
Lemma 4.1. Assume the above setting and for every O ∈ g∗/G pick any unitary
irreducible representation πO : G→ B(HO) which is associated with O via Kirillov’s
correspondence. If we endow the space g∗/G ≃ Ĝ with its canonical topology, then
for every index set e ∈ E the following assertions hold:
(1) The relative topology of Ξe ⊆ g∗/G is Hausdorff.
(2) For every φ ∈ C∞c (G) the function
Ξe → C, O 7→ Tr (πO(φ))
is well defined and continuous.
Proof. See [BBL17, Lemma 4.1]. 
Definition 4.2. The cardinal of the set {e ∈ E | Ωe 6= ∅} (depending on the fixed
Jordan-Ho¨lder sequence of g) is called the coarse length of the nilpotent Lie group
G and we denote it by c-length (G).
Theorem 4.3. For any connected simply connected nilpotent Lie group G, its uni-
tary dual Ĝ is a special solvable space and length Ĝ ≤ c-length (G).
Proof. This follows by [BBL17, Th. 4.11]. 
Example 4.4. Let us assume that m := dim g ≥ 3 and that the nilpotent Lie
algebra g has a basis X1, . . . , Xm with the commutation relations
[Xm, Xj ] = Xj−1 for j = 1, . . . ,m− 1,
where X0 := 0, and [Xk, Xj ] = 0 if 1 ≤ j ≤ k ≤ m − 1. Defining gj :=
span {X1, . . . , Xj} for j = 1, . . . ,m, we obtain a Jordan-Ho¨lder sequence in g, and
we will show that c-length (G) = m− 1 for this Jordan-Ho¨lder sequence.
To this end we first note that [g, g] = span {Xj | 1 ≤ j ≤ m− 2} hence
[g, g]⊥ = {ξ ∈ g∗ | 〈ξ,Xj〉 = 0 for j = 1, . . . ,m− 2}. (4.2)
Now let ξ ∈ g∗ \ [g, g]⊥ and define j1 ∈ {2, . . . ,m} by the conditions
〈ξ,Xj1−1〉 6= 0 = 〈ξ,Xj〉 for every j < j1 − 1.
We check that Jξ = {j1,m}.
One has Xj ∈ g(ξ) for j ∈ {1, . . . , j1 − 1} since [Xm, Xj] = Xj−1 ∈ Ker ξ and
[Xk, Xj ] = 0 ∈ Ker ξ for all k ∈ {1, . . . ,m− 1}. Therefore gj1−1 ⊆ g(ξ).
Since ξ 6∈ [g, g]⊥, one has j1 ≤ m − 1 by (4.2). Then [Xm, Xj1 ] = Xj1−1,
hence 〈ξ, [Xm, Xj1 ]〉 6= 0. This implies g(ξ) ∩ span {Xm, Xj1} = {0}, and then it is
straightforward to check that j1,m ∈ Jξ.
On the other hand, it is well known that |Jξ| = dimOξ = 2. (See for instance
[AM10, Prop. 11] for a direct proof of this fact.) Therefore Jξ = {j1,m}. This
shows that
E = {{2,m}, . . . , {m− 2,m}, ∅},
hence c-length (G) = m− 1.
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The following lemma, interesting on its own, plays also a key role in the proof
of Proposition 4.6.
Lemma 4.5. Let G be a connected simply connected nilpotent Lie group with its
corresponding Lie algebra g. If q : g∗ → g∗/G, ξ 7→ Oξ, is the quotient map onto
the set of coadjoint orbits, then the following assertions hold:
(1) The set of characters [g, g]⊥ ⊆ g∗, regarded as the set of all singleton coad-
joint orbits, is a closed subset of Ĝ whose complement is either empty (if
G is commutative) or dense in Ĝ (if G is noncommutative).
(2) For any dense open set D ⊆ g∗/G, the set q−1(D) ⊆ g∗ is also open and
dense.
Proof. The quotient map q : g∗ → g∗/G is a continuous open surjective map, hence
it takes every open dense subset of g∗ onto an open dense subset of g∗/G. Now the
first assertion follows since a straightforward reasoning of linear algebra shows that
the set {ξ ∈ g∗ | [g, g] 6⊂ Ker ξ} either is empty or is a dense open subset of g∗, and
the image of this set in g∗/G is exactly the set of all coadjoint orbits that are not
singleton sets.
The second assertion is a direct consequence of the fact that the map q is open,
continuous, and surjective. 
Proposition 4.6. Let G be a connected simply connected nilpotent Lie group with
its corresponding Lie algebra g. Regard the set of characters [g, g]⊥ ⊆ g∗ as a subset
of Ĝ. If S is a closed subset of Ĝ with [g, g]⊥ ⊆ S ⊆ Ĝ and the relative topology of
S is Hausdorff, then [g, g]⊥ is a closed-open subset of S.
In particular, if S is moreover a connected subset of Ĝ (e.g., an R-subspace),
then S = [g, g]⊥. Thus [g, g]⊥ is a maximal connected closed subset of Ĝ whose
relative topology is Hausdorff.
Proof. See [BB17c]. 
Remark 4.7. To put Proposition 4.6 into perspective, let us make the following
elementary remarks. LetX be a topological space. For any connected subset S ⊆ X
its closure S ⊆ X is also connected. This implies that any maximal connected
subset of X is closed, and the maximal connected subsets of X are actually its
connected components.
However, if the relative topology of S ⊆ X is Hausdorff, then the relative topol-
ogy of its closure S ⊆ X need not be Hausorff. This shows that in general a
topological space may not have any subset which is a maximal element of the set
SX of all closed connected Hausdorff subsets. We also note that this set SX may not
be inductively ordered with respect to the inclusion, hence Zorn’s lemma cannot
be used to obtain maximal elements of SX .
One has the following strengthening of [BBL17, Prop. 5.1], which shows that the
Heisenberg groups can be singled out from among the nilpotent Lie groups using
only the R-space structures of their unitary dual spaces.
Proposition 4.8. If G is a connected simply connected nilpotent Lie group, then
the following assertions are equivalent:
(1) One has ind Ĝ = 1 and length Ĝ = 2.
(2) The Lie group G is a Heisenberg group.
Proof. See [BB17c]. 
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5. Special topological properties of the unitary duals of Heisenberg
groups
In this section we establish some special properties of the quasi-compact subsets
of the unitary duals of Heisenberg groups. We recall that if a C∗-algebra A is
separable type I, then the quasi-compact subsets of its spectrum Â might not be
Borel. (See [Dix77, 4.7.10].)
We need the following generalization of the well-known fact that the compact
subsets of Hausdorff spaces are closed subsets.
Lemma 5.1. Let X be a topological space having the property T1. If X0 ⊆ X is a
subset whose points are separated in X (in particular, the relative topology of X0 is
Hausdorff), then for every quasi-compact subset C ⊆ X the set C ∩X0 is relatively
closed in X0.
Proof. We argue by contradiction. If C ∩ X0 is not relatively closed in X0, then
there exists a point x0 ∈ X0 \(C∩X0) = X0 \C such that x0 belongs to the relative
closure of C ∩X0 in X0.
For every c ∈ C one has x0 6= c hence, by the hypothesis that X has the
property T1 and the point x0 ∈ X0 is separated in X , one obtains some open
subsets Vc,Wc ⊆ X with Vc ∩Wc = ∅, x0 ∈ Vc and c ∈ Wc.
In particular C ⊆ ⋃
c∈C
Wc hence, since C is quasi-compact, there exists a finite
subset C0 ⊆ C with C ⊆
⋃
c∈C0
Wc. We then define V :=
⋂
c∈C0
Vc, which is the
intersection of finitely many open subsets of X containing x0, hence V is in turn
an open subset of X with x0 ∈ V . Moreover, V ∩
⋃
c∈C0
Wc = ∅ and x0 6∈
⋃
c∈C0
Wc,
hence V ∩ C = ∅. This implies (V ∩ X0) ∩ (C ∩ X0) = ∅, which contradicts the
assumption that x0 belongs to the relative closure of C ∩X0 in X0. 
Lemma 5.2. Let X be a topological space. If X1 ⊆ X is a closed subset, then for
every quasi-compact subset C ⊆ X the set C ∩X1 is quasi-compact with respect to
the relative topology of X1.
Proof. Let {Wj}j∈J be an arbitrary open cover of C ∩X1 in the relative topology
of X1. Hence C ∩ X1 ⊆
⋃
j∈J
Wj and for every j ∈ J there exists an open subset
Vj of X with Wj = Vj ∩ X1. Since X1 is a closed subset of X , it follows that
X \X1 is open in X , which contains C \X1. Therefore C ⊆ (X \X1) ∪
⋃
j∈J
Vj is
an open cover of C. Since C is quasi-compact, there exists a finite subset J0 ⊆ J
with C ⊆ (X \X1) ∪
⋃
j∈J0
Vj . This implies
C ∩X1 ⊆
⋃
j∈J0
Vj ∩X1 =
⋃
j∈J0
Wj
and we are done. 
Proposition 5.3. Let G be a Heisenberg group with its unitary dual X = Ĝ.
Denote by Γ2 ⊆ X the set of characters of G, and Γ1 := X \ Γ1 ≃ R×. Then a
subset C ⊆ X is quasi-compact if and only if it satisfies the following conditions:
(1) C ∩ Γ2 is a compact subset of Γ2;
(2) C ∩ Γ1 is a bounded closed subset of Γ1;
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(3) if 0 ∈ R is an accumulation point of C ∩ Γ1, then C ∩ Γ2 6= ∅.
Proof. We begin by some preliminary remarks on the topology of X : A subset
F ⊆ X is closed if and only if F ∩ Γj is closed in Γj for j = 1, 2 and additionally,
if 0 ∈ R is an accumulation point of F ∩ Γ1, then Γ2 ⊆ F . Equivalently, a subset
D ⊆ X is open if and only if D ∩ Γj is open in Γj for j = 1, 2 and additionally, if
0 ∈ R is an accumulation point of Γ1 \D, then D ⊆ Γ1. This is further equivalent
to the fact that D ⊆ X is open if and only if D ∩ Γj is open in Γj for j = 1, 2 and
additionally, if D ∩ Γ2 6= ∅, then {t ∈ Γ1 | |t| < ε0} ⊆ D for suitable ε0 > 0.
Now assume that C ⊆ X is quasi-compact. Then C ∩ Γ2 is a compact subset
of Γ2 by Lemma 5.2, since the relative topology of Γ2 is Hausdorff. Moreover, C∩Γ1
is a closed subset of Γ1 by Lemma 5.1, since the points of Γ1 are separated in X .
We will now also check that C ∩ Γ1 is a bounded subset of Γ1 ≃ R×. To this end,
for every n ≥ 1 define the open subset Dn := Γ2 ∪ {t ∈ Γ1 | |t| < n} ⊆ X . One has
D1 ⊆ D2 ⊆ · · · and
⋃
n≥1
Dn = X ⊇ C. Since C is quasi-compact, it then follows
that C ⊆ Dn0 for some n0 ≥ 1, that is, D ∩ Γ1 is bounded in Γ1. To check the
third condition in the statement, let us assume that C ∩ Γ2 = ∅, that is, C ⊆ Γ1.
Now define the open subset Un := {t ∈ Γ1 | |t| > 1/n} ⊆ X for every n ≥ 1. One
has U1 ⊆ U2 ⊆ · · · and
⋃
n≥1
Un = Γ1 ⊇ C. Since C is quasi-compact, it then follows
that C ⊆ Un0 for some n0 ≥ 1, that is, 0 ∈ R is not an accumulation point of
C = C ∩ Γ1.
Conversely, let C ⊆ X satisfy the three conditions from the statement. To prove
that C is quasi-compact let {Wj}j∈J be an arbitrary open cover of C. Then
(C ∩ Γ1) ⊔ (C ∩ Γ2) = C ⊆
⋃
j∈J
Wj .
As Γ2 is a closed subset of X whose relative topology is Hausdorff, it is straight-
forward to check that C ∩ Γ2 is a compact subset of X , hence there exists a finite
subset J2 ⊆ J with C ∩ Γ2 ⊆
⋃
j∈J2
Wj . We will now discuss separately two cases
that can occur:
Case 1: 0 ∈ R is an accumulation point of C∩Γ1. Then C∩Γ2 6= ∅ by hypothesis,
hence there exists j0 ∈ J with Wj0 ∩ Γ2 6= ∅. By the preliminary remarks on the
topology of X , there exists t0 > 0 with {t ∈ Γ1 | |t| < t0} ⊆ Wj0 . Since C ∩ Γ1 is
a closed bounded subset of Γ1, it follows that (C ∩ Γ1) \Wj0 is a compact subset
of C ∩ Γ1, hence there exists a finite subset J1 ⊆ J with (C ∩ Γ1) \Wj0 ⊆
⋃
j∈J1
Wj .
Then
C ⊆ ((C ∩ Γ1) \Wj0) ∪Wj0 ∪ (C ∩ Γ2) ⊆
⋃
j∈J1∪{j0}∪J2
Wj
hence we have obtained a finite subfamily of {Wj}j∈J that still covers C.
Case 2: 0 ∈ R is not an accumulation point of C ∩ Γ1. Then there exists t1 > 0
with C ∩ Γ1 ⊆ {t ∈ Γ1 | |t| ≥ t1}. As C ∩ Γ1 is a closed bounded subset of Γ1, it
then follows that C ∩ Γ1 is compact, hence there exists a finite subset J1 ⊆ J with
C ∩ Γ1 ⊆
⋃
j∈J1
Wj . Therefore
C ⊆
⋃
j∈J1∪J2
Wj
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and we have again obtained a finite subfamily of {Wj}j∈J that covers C. This
completes the proof. 
Corollary 5.4. If G is a Heisenberg group then there exist two quasi-compact
subsets of Ĝ whose intersection fails to be quasi-compact.
Proof. Using the notation of Proposition 5.3, let K2,K
′
2 ⊆ Γ2 be any nonempty
compact subsets with K2 ∩ K ′2 = ∅. For any closed bounded subset K1 ⊆ Γ1 for
which 0 ∈ R is an accumulation point, define C := K1 ∪K2 and C′ := K1 ∪K ′2. It
then follows by Proposition 5.3 that C and C′ are quasi-compact subsets of X for
which C ∩ C′ fails to be quasi-compact. 
Corollary 5.5. If G is a Heisenberg group then the set of Dini functions on Ĝ
fails to be closed to pointwise sum, product, and minimum.
Proof. We recall that since C∗(G) is separable and liminal, the quasi-compact sub-
sets of its spectrum Ĝ are Gδ-subsets. (See [Dix77, 4.7.10].) Then use Theorem 2.9
above along with [Ki04, Th. 4.12]. 
To put Corollary 5.5 into perspective, we recall that if X is locally compact space
(that is, also Hausdorff), then the set of all Dini functions on X is exactly the cone
C+0 (X) of all nonnegative functions on X that vanish to infinity, and C+0 (X) is
closed pointwise sum, product, and minimum.
6. Noncommutative dimension theory
In this section we discuss two noncommutative generalizations of the covering
dimension of topological spaces. Both notions have been proved to be very effective
in the study of special classes of C∗-algebras, but they were very little studied in
the case of C∗-algebras of nilpotent Lie groups.
6.1. Real rank. We start our discussion with the notion of real rank, which in
the case of C∗-algebras of Lie groups is easier to compute exactly in terms of the
corresponding Lie algebra.
Definition 6.1. Let A be any unital C∗-algebra, and for any integer n ≥ 1 denote
by Ln(A) the set of all n-tuples (a1, . . . , an) ∈ An with Aa1 + · · ·+Aan = A. We
also denote Asa := {a ∈ A | a = a∗}.
The stable rank of A is defined by
tsr(A) := min{n ≥ 1 | Ln(A) is dense in An}
with the usual convention min ∅ =∞. The real rank of A is similarly defined by
RR(A) := min{n ≥ 0 | Ln+1(A) ∩ (Asa)n+1 is dense in (Asa)n+1}.
For any non-unital C∗-algebra, its real rank and its stable rank are defined as the
real rank, respectively the stable rank, of its unitization.
Theorem 6.2. For every connected simply connected nilpotent Lie group G with
its Lie algebra g, we have
RR(C∗(G)) = dim(g/[g, g]).
Proof. See [BB16b, Th. 3.5]. 
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Corollary 6.3. If G1 and G2 are connected simply connected nilpotent Lie groups
whose C∗-algebras are ∗-isomorphic, then dim(g1/[g1, g1]) = dim(g2/[g2, g2]), where
gj is the Lie algebra of Gj for j = 1, 2.
Proof. Two ∗-isomorphic C∗-algebras have the same real rank, hence the assertion
follows by Theorem 6.2. 
Theorem 6.4. For every connected simply connected nilpotent Lie group G with
its Lie algebra g, if we denote r := dim(g/[g, g]), then
tsr(C∗(G)) =
{
1 if and only if G = R,
1 + max{[r/2], 1} otherwise.
Proof. See [BB16b, Th. 5.4]. 
We note that the above formulas for the real rank and for the stable rank actually
hold true unchanged in the more general case of exponential solvable Lie groups,
as shown in [BB16b].
6.2. Nuclear dimension. The notion of nuclear dimension was introduced in
[WZ10] as a noncommutative generalization of the the topological covering dimen-
sion, replacing coverings of topological spaces by appropriate finite-rank approxi-
mations of the identity map of a C∗-algebra.
Definition 6.5. A C∗-algebra A has nuclear dimension less than n if there is
a net (Fι, φι, ϕι)ι∈I of triplets where Fι are finite dimensional C
∗-algebras, and
ϕι : Fι → A and ψι : A → Fι are completely positive maps satisfying
i) ϕι ◦ ψι(a)→ a for every a ∈ A;
ii) ‖φι‖ ≤ 1;
iii) There is a decomposition Fι =
n+1⊕
k=1
F
(k)
ι , where F
(k)
ι are ideals such that
ϕι|F (k)ι is completely positive and contractive of order zero, that is, whenever
h1, h2 ∈ F (k)ι are positive elements such that h1h2 = 0, one has
ϕι(h1)ϕι(h2) = 0.
The nuclear dimension, denoted dimnA, is the smallest n ∈ N∪{∞} with the above
properties.
Here are some of the properties of the nuclear dimension that we need later on.
(1) If A is a separable continuous trace C∗-algebra, then
dimnA = dim(Â). (6.1)
(See [WZ10, Cor. 2.10].)
(2) For an exact sequence of C∗-algebras
0→ J → A→ Q→ 0
one has
max(dimn J , dimnQ) ≤ dimnA ≤ dimn J + dimnQ+ 1. (6.2)
(See [WZ10, Prop. 2.9].)
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Lemma 6.6. Let A be any separable C∗-algebra with a family of closed two-sided
ideals
{0} = J0 ⊆ J1 ⊆ · · · ⊆ Jn = A
where for each j = 1, . . . , n, Jj/Jj−1 has continuous trace, its spectrum Γj =
̂Jj/Jj−1 has finite covering dimension, and all its irreducible representations are
infinite dimensional. Then
max{dim(Γj) | j = 1, . . . , n} ≤ dimn(A) ≤
n∑
j=1
dim(Γj) + n− 1.
Proof. We proceed by induction on n. The case n = 1 is obvious.
If we assume n ≥ 2 and the assertion already proved for n − 1, then, using the
family of closed two-sided ideals
{0} = J1/J1 ⊆ J2/J1 ⊆ · · · ⊆ Jn/J1 = A/J1
of A/J1 for which (Jj/J1)/(Jj−1/J1) ≃ Jj/Jj−1 is a continuous trace C∗-algebra,
j = 2, . . . , n, then the induction hypothesis implies
max{dim(Γj) | j = 2, . . . , n} ≤ dimn(A/J1) ≤
n∑
j=2
dim(Γj) + n− 2.
Using (6.2) for the exact sequence 0 → J1 → A → A/J1 → 0 we directly obtain
the assertion for n, and this completes the proof. 
In the next proposition we use notation introduced in Section 4.
Proposition 6.7. Let G be a connected simply connected nilpotent Lie group.
Then for any Jordan-Ho¨lder basis for g with corresponding set of jump indices
{ej}j=1,...,m, and coarse partition g∗/G =
m⋃
j=1
Ξej , we have
max{dim(Ξej ) | j = 1, . . . ,m} ≤ dimn C∗(G) ≤
m∑
j=1
dim(Ξej ) +m− 1. (6.3)
Proof. The proposition is a direct consequence of above Lemmas 6.6 and 4.1. 
We derive now a rough estimate for the nuclear dimension of the C∗-algebra of
a nilpotent Lie group.
Corollary 6.8. Let G be a connected simply connected non-abelian nilpotent Lie
group, with its Lie algebra of dimension n ≥ 1. Then
2 ≤ dim(g/[g, g]) ≤ dimn C∗(G) ≤ n+m− 1
where m is the coarse length of G.
Proof. The set of characters Ξm is homeomorphic to the vector space of functionals
in g∗ vanishing on [g, g], which has dimension at least 2 when G is not abelian. Using
this in the first inequality in (6.3) proves the first inequality in the statement. The
second inequality follows since each Ξej is homeomorphic to a locally closed semi-
algebraic subset of g∗, hence is it easy to see that
m∑
j=1
dim(Ξej ) ≤ dim(g∗) = n. 
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In particular, the above corollary shows that the C∗-algebra of a nilpotent Lie
group G is never an AF -algebra, although, being separable and liminal, it is em-
beddable in an AF -algebra.
7. Further remarks and examples
In this final section we illustrate some of the above ideas by some more examples
of connected simply connected nilpotent Lie groups.
So far in this paper we have encountered the following isomorphism invariants
of g that can be in principle computed in terms of C∗(G) or its space of primitive
ideals Prim(C∗(G)) ≃ Ĝ:
• a(G) := dim(g/[g, g]), which is equal to the real rank of C∗(G) (Theo-
rem 6.2);
• indG := ind Ĝ (see Remark 3.13 and Theorem 4.3);
• lengthG := length Ĝ (see Definition 3.11 and Theorem 4.3).
To facilitate the applications of these invariants, we recall in Proposition 7.1
below how the index indG can be directly computed in terms of the structure of
the Lie algebra g.
Proposition 7.1. Let G be any connected simply connected nilpotent Lie group with
its Lie algebra g and for every ξ ∈ g∗ define Bξ : g×g→ R, Bξ(X,Y ) = 〈ξ, [X,Y ]〉.
Then the following assertions hold:
(1) If e1 ≺ · · · ≺ en ≺ ∅ are all the index sets of the coadjoint orbits of G with
respect to some Jordan-Ho¨lder basis of g, then
indG = dim g− card e1
= dim g−max
ξ∈g∗
dimAd∗G(G)ξ
= min
ξ∈g∗
dimG(ξ)
= dim g−max
ξ∈g∗
rankBξ.
(2) One has indG = r if and only if there exists some open dense subset V ⊆ Ĝ
that is homeomorphic to some open subset of Rr.
Proof. See [BBL17, Rem. 4.8 and Prop. 4.9]. 
Example 7.2 (stepwise square-integrable representations). Let n be a nilpotent
Lie algebra with a fixed Jordan-Ho¨lder basis, and a distinguished subset of the
corresponding Jordan-Ho¨lder series, denoted {0} = n0 ⊆ n1 ⊆ · · · ⊆ nq = n.
Assume that for every j = 1, . . . , q one has a subalgebra mj ⊆ nj and a linear
subspace Vj ⊆ mj compatible with the above fixed basis, satisfying the following
conditions:
• The center zj of mj is 1-dimensional, mj = zj ∔ Vj , mj has flat generic
coadjoint orbits, and one has the semidirect product decomposition nj =
mj ⋉ nj−1.
• One has [mj, nj−1] ⊆ V1 ∔ · · ·∔ Vj−1 and [mj, z1 + · · ·+ zj−1] = {0}.
Let X := {ξ ∈ n∗ | J(ξ|nj ) = e(nj) for j = 1, . . . , q} and s := z1 + · · · + zq. Then
one has:
(1) The set X is Ad∗N -invariant.
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(2) For any N -coadjoint orbit O ⊆ n∗ one has O ⊆ X if and only if there exists
ξ ∈ O with n(ξ) = s and V1 ∔ · · · ∔ Vq ⊆ Ker ξ, and then ξ is uniquely
determined by these properties.
(3) If [X ] ⊆ N̂ is the subset of the unitary dual of N corresponding to the
N -coadjoint orbits contained in X , then the interior of [X ] is dense in N̂ ,
and the relative topology of [X ] is Hausdorff.
See [BB16a, Th. 2.8 and Cor. 2.11] for proofs of these assertions.
In the above setting one has n = s∔ (V1∔ · · ·∔Vq) and dim s = q hence dimO =
dim n− q for every coadjoint orbit O ⊆ X . It thus follows by Proposition 7.1 that
indN = q.
Example 7.3. The above Example 7.2 applies to any nilpotent Lie algebra n that
is the nilradical of a minimal parabolic subalgebra of a split real form of a complex
semisimple Lie algebra (cf. also [Wo13]), and in this case each mr is a Heisenberg
algebra. In particular, if Nk is the group of strictly upper triangular real matrices
of size k ≥ 3, and qk is the greatest integer that is less than k/2, then qk is equal
to the number of entries of such a matrix that belong to the secondary diagonal,
hence we obtain indNk = qk.
Example 7.4. If n is a 3-step nilpotent Lie algebra with 1-dimensional center
denoted by z, then by [BB15, Th. 5.1–5.2] there exists a semidirect product decom-
position n˜ = a ⋉ m, where a is an abelian Lie algebra, m is a 3-step nilpotent Lie
algebra with its center equal to z and with generic flat coadjoint orbits, and there
exists a linear subspace V ⊆ m with m = z∔ V , [a,V ] ⊆ V , and [a, z] = {0}. Hence
by writing a as a direct sum of 1-dimensional abelian algebras, one sees that n is a
Lie algebra to which Example 7.2 applies and we obtain indN = 1 + dim a.
To illustrate the area of applicability of Example 7.4 we now provide an un-
countable family of pairwise nonisomorphic 3-step nilpotent Lie algebras with 1-
dimensional centers. Recall that there exist only countably many isomorphism
classes of 2-step nilpotent Lie algebras with 1-dimensional centers, since these are
precisely the Heisenberg algebras, hence there exists precisely one isomorphism class
for every odd dimension, and no isomorphism classes for the even dimensions. The
following example was also discussed in [BBP15] in connection with L2-boundedness
properties of the Weyl-Pedersen calculus on nilpotent Lie groups.
Example 7.5. For all s, t ∈ R \ {0} let g0(s, t) be the 6-dimensional 2-step nilpo-
tent Lie algebra defined by a basis X1, X2, X3, X4, X5, X6 with the commutation
relations
[X6, X5] = sX3, [X6, X4] = (s+ t)X2, [X5, X4] = tX1.
It follows by [La05, Ex. 3.5] and [La06, Ex. 5.2] that
{g0(s, t) | s2 + st+ t2 = 1, 0 < t ≤ 1/
√
3}
is a family of isomorphic Lie algebras that are however pairwise non-isomorphic
as symplectic Lie algebras with the common symplectic structure ω given by the
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matrix
Jω =

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 −1 0 0 0
0 −1 0 0 0 0
−1 0 0 0 0 0

If we define g(s, t) := R ∔ω g0(s, t) then we obtain a family of 3-step nilpotent
Lie algebras with 1-dimensional centers. These Lie algebras are moreover pairwise
nonisomorphic. (See for instance [BB15, Ex. 6.8].) If G(s, t) is the connected simply
connected nilpotent Lie group associated with g(s, t), then we obtain indG(s, t) = 1
by Example 7.4.
Appendix A. General topology
Here we collect some terminology on (generally non-Hausdorff) topological spaces
as used in the main body of this paper. Let X be topological space with its set of
closed subsets denoted by F(X). For any subset A ⊆ X we denote its closure by
A.
• X has property T0 if the map X → F(X), x 7→ {x} is injective.
• X has property T1 if for all x ∈ X one has {x} = {x}.
• X is almost Hausdorff if for every closed subset F ⊆ X there exists a
subset A ⊆ F which is open in the relative topology of F and whose relative
topology is Hausdorff.
• A point x ∈ X is said to be separated in X if for every x′ ∈ X \ {x} there
exist open subsets V, V ′ ⊂ X with x ∈ V , x′ ∈ V ′ and V ∩ V ′ = ∅.
• X is quasi-compact if for every family {Vi}j∈J of open subsets of X with⋃
j∈J
Vj = X there exists a finite set J0 ⊆ J with
⋃
j∈J0
Vj = X .
• X is locally quasi-compact if every point of X has a base of quasi-compact
neighborhoods.
• X is a Baire space if the intersection of every countable family of dense
open subsets of X is dense in X .
• X is a spectral space if the image of the map X → F(X), x 7→ {x} is equal
to the set of all F ∈ F(X) with the property that if F ⊆ F1 ∪ F2 with
F1, F2 ∈ F(X), then F ⊆ F1 or F ⊆ F2.
• X is a Polish space if it is separable and its topology is complete metrizable.
• A subset A ⊆ X is locally closed if A = F1 \F2 for suitable F1, F2 ∈ F(X).
• A bounded, lower semicontinuous function f : X → [0,∞) is a Dini function
if it satisfies the following condition: For every upwards directed net of lower
semicontinuous functions {fj : X → [0,∞)}j∈J with f = sup
j∈J
fj pointwise
on X , one has f = lim
j∈J
fj uniformly on X .
• X is a Dini space if it has the property T0, is spectral, is second countable,
and its topology has a base consisting of the sets f−1(0,∞) for all Dini
functions f on X .
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