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Abstract We review some features of topology opti-
mization with a lower bound on the critical load fac-
tor, as computed by linearized buckling analysis. The
change of the optimized design, the competition be-
tween stiffness and stability requirements and the ac-
tivation of several buckling modes, depending on the
value of such lower bound, are studied. We also dis-
cuss some specific issues which are of particular inter-
est for this problem, as the use of non-conforming finite
elements for the analysis, the use of inconsistent sensi-
tivities in the optimization and the replacement of the
single eigenvalue constraints with an aggregated mea-
sure. We discuss the influence of these practices on the
optimization result, giving some recommendations.
Keywords Topology optimization · Eigenvalue
optimization · Linearized buckling · Aggregation
functions · Finite elements · Sensitivity analysis
1 Introduction
Stability and buckling have attracted considerable at-
tention since early times of structural optimization, due
to their importance in the design of structural elements.
Moreover, the optimal design according to weight or
compliance minimization may naturally lead to struc-
tural configurations showing poor stability (Rozvany,
1996; Ohsaki and Ikeda, 2007).
Optimal design with respect to buckling has been
thoroughly studied for beammodels, where even a closed
form expression for the sufficient optimality condition
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can be found (Olhoff and Rasmussen, 1977; Cox and
Overton, 1992; Kirmser and Hu, 1995; Cox and Mc-
Carthy, 1998). Such a goal has turned out to be much
more challenging already for plate models (Armand and
Lodier, 1978). In this case better results have been ob-
tained by formulating a reinforcement problem (Simit-
ses, 1973; Haftka and Prasad, 1981), rather than allow-
ing for only a continuously varying thickness (Frauen-
thal, 1972).
Much research effort has been devoted to the de-
sign of trusses, where stability was at first imposed
on the local level, constraining the maximum stress
or displacement of individual members (Berke, 1970;
Achtziger, 1999). Then, several methods have been pro-
posed to account for overall stability of structures (Khot
et al, 1976; Szyszkowski and Watson, 1988; Rozvany,
1996). The interaction between local and global buck-
ling modes, of particular concern for building frames
stiffened with bracing systems, was studied by Hall et al
(1988).
Relatively few works have appeared concerning buck-
ling in the optimal design of continuum models. In this
setting the problem becomes much more complicated,
both for the less intuitive definition of the buckling
mechanism and because of several issues hampering the
optimization process.
On one hand, it is difficult to identify the optimized
design with a grid of tension and compression members
and therefore the buckling mechanism becomes less in-
tuitive. On the other hand, typical issues encountered
in eigenvalue optimization, such as eigenvalue multiplic-
ity (Seyranian et al, 1994), artificial modes (Neves et al,
1995, 2002) and existence of many local minima are en-
countered, posing serious convergence issues. A large
number of buckling modes are likely to become active
and therefore must be considered (Bruyneel et al, 2008;
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Dunning et al, 2016), making the problem also very
challenging from a computational point of view.
Homogenization–based topology optimization aimed
at the maximization of the linearized buckling load was
first addressed by Neves et al (1995), while Rodrigues
et al (1995) provided a comprehensive study of the op-
timality conditions for both single and multiple eigen-
values. This latter situation was then accounted for by
Folgado and Rodrigues (1998), while solving the rein-
forcement problem for a plate.
Topology Optimization (TO) is constantly spread-
ing to more fields of structural engineering as a prelim-
inary design tool, also for large–scale, complex struc-
tures (Aage et al, 2017). Due to the specific and often
counter–acting character of buckling design, as opposed
to compliance or stress designs, it is apparent that the
former must be carefully taken into account in the op-
timization of such complex structures.
Therefore a renewed interest in topology design with
regards to buckling is raising. Some works have focused
on alleviating the issues due to the clashing charac-
ter of stiffness and stability (Gao and Ma, 2015; Gao
et al, 2017), or on the use of effective iterative meth-
ods for solving the large eigenvalue problem (Dunning
et al, 2016; Bian and Feng, 2017). Recently, Thomsen
et al (2018) introduced a method for the design of peri-
odic microstructures with respect to multi–scale buck-
ling conditions, laying the foundations for plenty of fu-
ture applications within multi–scale structural and ma-
terial design. Other recent works and applications can
be found where we wish to mention Zhou (2004); Lund
(2009); Bochenek and Tajs-Zielińska (2015); Cheng and
Xu (2016); Chin and Kennedy (2016).
The goal of this note is to provide a discussion about
the influence of stability requirements, here posed in
the shape of a constraint on the linearized fundamen-
tal buckling load factor, in a minimum compliance TO
problem. A simple but illustrative example is studied,
focusing on the modification of the design and its per-
formance as this constraint becomes more demanding,
and on the progressive activation of more buckling modes
with either global and local character.
We also discuss the use of aggregation functions for
replacing the constraint on the, possibly non–smooth,
lowest eigenvalue with a smooth approximation (Chen
et al, 2004). Aggregation functions have been exten-
sively used in the context of TO, mainly for stress con-
strained problems (Yang and Chen, 1996; Duysinx and
Sigmund, 1998; Le et al, 2010; Lee et al, 2012, 2016;
Verbart et al, 2017). Relatively few works discuss ag-
gregation of eigenvalues, for example in the context of
dynamic problems (Manh et al, 2011; Torii and Faria,
2017), and we have been able to locate only the work
from Chin and Kennedy (2016) concerning buckling
constraints.
The influence of some other issues, such as the use of
non–conforming finite elements for the buckling analy-
sis, as opposed to the popular conforming four node el-
ements, or the adoption of a simplified but inconsistent
sensitivity expression, is also investigated. An ultimate
and exhaustive discussion of these topics is clearly out-
side the aims of this paper. Nonetheless, we believe that
the insight provided here might serve as useful guide-
lines to researchers working in the field.
Finally, it is fair to point out that the linearized
analysis addressed here has always raised considerable
criticism in the engineering community as, for many
structures, it gives an overly simplified description of a
complex phenomenon as buckling (Kerr and T. Soifer,
1968; Brantman, 1977). Therefore, in all but very few
cases, the estimation of buckling should be carried out
by the more appropriate, yet much more computation-
ally expensive, procedure based on non–linear equilib-
rium (Bathe and Dvorkin, 1983). Non–linear buckling
has been included in Wu and Arora (1988) and TO
based on it has been carried out by several other au-
thors, (c.f. Rahmatalla and Swan, 2003; Kemmler et al,
2005; Lindgaard and Dahl, 2013). A critical review and
comparison of the different approaches to buckling es-
timation for use in optimal design is given in the recent
work of Pedersen and Pedersen (2018).
However, the linearized pre–buckling analysis is still
very popular in TO, mainly due to simpler implemen-
tation and its computational cheapness. Therefore, we
consider a discussion on it to be worthwhile.
The outline of the paper is as follows: in section 2
we introduce the basic settings and recall the theoreti-
cal elements used in the further discussion. In section 3
we present a numerical application, discussing issues
touched upon earlier. Finally, conclusions are drawn
and some recommendations are given in section 4.
2 Setting and optimization problem
Let us consider a discretized mechanical system, repre-
sented by m finite elements and n Degrees Of Free-
dom (DOFs). We address linearized (eigenvalue) buck-
ling analysis (Cook et al, 2001). This requires the selec-
tion of a reference load f0 ∈ Rn and the solution of the
linear system
Ku0 = f0 (1)
where K ∈ Rn×n is the linear, symmetric and positive
definite stiffness matrix and u0 ∈ Rn is the equilibrium
displacement vector. Given this, the symmetric but in-
definite stress stiffness matrix Kσ (u0) ∈ Rn×n can be
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set up and the generalized eigenvalue problem to be
solved is
[K+ λKσ (u0)]ϕ = 0 , ϕ 6= 0 (2)
The eigenpairs (λi,ϕi), i ∈ B0 consist of the critical
load factors λi and the associated buckling modes ϕi,
normalized such that ϕTj Kσϕi = −δji.
In this work we are particularly concerned with the
fundamental buckling load factor λ1, associated with
the critical load fcr = λ1f0. Therefore, from a compu-
tational point of view it is more convenient to refer to
the eigenvalue equation
[Kσ (u0)− µK]ϕ = 0 , ϕ 6= 0
which is equivalent to (2) given the relationship λ =
−1/µ, such that λ1 is associated with the minimum
algebraic value of µ, say µ1.
For density–based topology optimization (Bendsøe
and Sigmund, 2004) performed on a regular grid, we
consider the design variables x = {xe}me=1, belonging
to the set
F :=
{
x ∈ [0, 1]m , 1
mf
m∑
e=1
xe − 1 ≤ 0
}
(3)
where f is the allowed volume fraction, and the design–
dependent matricesK (x) andKσ (x,u0) are assembled
from the element ones.
The latter are parametrized by interpolation func-
tions as ke = h1 (xe)k0 and ge (x,u) = h2 (xe)g0 (u0e),
where u0e denotes the restriction of the global displace-
ment vector to the element level. In the following we
consider
h1 (xe) = E0 + xpe (E1 − E0)
h2 (xe) = xpeE1
(4)
where E1 is the Young modulus of the solid, E0 that of
the void and p is the penalization factor.
Equation 4 has proven to be an effective choice against
artificial buckling modes (Gao and Ma, 2015; Thomsen
et al, 2018), at least for the material contrast of interest
(E1/E0 = 106).
The problem of minimizing the linear compliance
with an imposed lower bound Pc on the fundamental
buckling load factor reads minx∈F J := u
T
0 f = uT0Ku0
s.t. min
i∈B
λi ≥ Pc
(5)
where B ⊂ B0 is the subset of eigenvalues considered,
which should be large enough to consider all the rele-
vant buckling modes and to produce a smooth behavior
of the optimizer (Bruyneel et al, 2008; Dunning et al,
2016). The side constraint in (5) can be replaced by the
set
Pcα
(1−i)µi + 1 ≥ 0 , i ∈ B (6)
where the number α ≥ 1 serves to introduce small gaps
between the eigenvalues, preventing them from com-
pletely coalescing (Bendsøe and Sigmund, 2004).
The solution of (5) with an iterative, two–level, gra-
dient based approach (Haftka and Gurdal, 2012), re-
quires the solution of (1) and (2) and the computation
of sensitivities used for updating the design variables.
For a simple eigenvalue λi, the sensitivity with respect
to the design variable xe reads (Rodrigues et al, 1995)
∂λi
∂xe
= ϕTi
(
∂K
∂xe
+ λi
∂Kσ
∂xe
)
ϕi − λivT
∂K
∂xe
u0 (7)
where v is obtained by solving the adjoint system
Kv = ϕTi [∇uKσ]ϕi (8)
The first term in (7) is formally the same as the
sensitivity for a dynamic eigenvalue, and in the follow-
ing we will refer to it as the “frequency–like” term. The
second term is the adjoint term, accounting for the de-
pendence of the stress stiffness matrix on the stress level
in the prebuckling solution, and the variation of this as
the design is changed (Rodrigues et al, 1995).
It is sometimes claimed that the latter is of minor
importance and can be neglected (Mateus et al, 1997;
Munk et al, 2017). However, ignoring this term results
in the use of inconsistent gradients and may potentially
lead to incorrect designs, as will be discussed later.
Equation 7 does not give an univocal value for a
repeated eigenvalue, as more than one eigenvector be-
comes associated with it. In this case the definition of
the sensitivity becomes more involved, calling for the
use of subgradients, and we refer to Rodrigues et al
(1995) for details. In this work we do not consider such
more difficult treatment, either because setting α > 1
in (6) will ensure a certain separation of the eigenvalues
or, as an alternative, we will make use of the aggrega-
tion functions discussed below.
For completeness, we also report the sensitivity for
the eigenvalues µi
∂µi
∂xe
= ϕTi
(
∂Kσ
∂xe
− µi ∂K
∂xe
)
ϕi − vT
∂K
∂xe
u0 (9)
which is the one actually adopted when referring to (6).
The adjoint vector v is again obtained by (8).
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mx ×my er
Q4 Q6 / PS
10× 2 0.494 −6.9 · 10−3
10× 4 0.493 −6.9 · 10−3
20× 2 0.119 −6.6 · 10−3
20× 4 0.118 −5.7 · 10−3
40× 8 0.024 −5.1 · 10−3
80× 16 5.0 · 10−3 −2.6 · 10−3
160× 32 8.6 · 10−4 −2.1 · 10−3
Fig. 1: Accuracy of λ1 approximations obtained by using Q4 or Q6 discretizations for the compressed column
example. Results obtained with the Q6 element are identical (up to numerical precision) to those obtained with
the Pian–Sumihara (PS) element.
2.1 The Finite Element Approximation
Low order elements, often preferred for density–based
TO, may result in inaccurate representation of stresses,
which are of primary importance in buckling analysis.
In this regard, conforming elements are known to suf-
fer from shear locking and therefore to poorly repre-
sent a bending dominated behavior. Although this is
usually neglected in compliance design, since the opti-
mized topology mainly consists of tension and compres-
sion members, it might play a role for buckling.
A number of accurate low order elements have been
developed in the past, mainly relying on the enrichment
of the compatible displacement field with Incompatible
Modes (Turner et al, 1956; Wilson et al, 1973), or de-
rived from mixed formulations, as Hybrid Stress models
(Pian, 1964; Pian and Sumihara, 1984) or Enhanced
Assumed Strains models (Simo and Rifai, 1990). The
main advantage of all these models is to substantially
increase the accuracy of the stress approximation on
coarse meshes without introducing new nodes or ex-
plicit DOFs.
The classic hybrid stress element of Pian and Sum-
ihara (1984) has been applied to buckling TO by Gao
and Ma (2015); Gao et al (2017), however without dis-
cussing its advantages over the conforming Q4 element.
Here we shortly analyze the behavior of a popular in-
compatible element, the so–calledQ6 element, proposed
by Wilson et al (1973). We remark that the conclusions
we draw also apply to the Pian element, since the two
have proven to be equivalent by Fröier et al (1974).
Let us consider the following example, recently con-
sidered by Pedersen and Pedersen (2018): a cantilever
beam with dimensions Lx = 10, Ly = 1 and thickness
t = 0.005 (all measures non-dimensioanalized), sub-
jected to uniform compression at the tip. The elastic
modulus is E = 2·1011 and we set ν = 0. Due to this pa-
rameter choice, the 2D plane stress model is equivalent
to the 1D beam model, and the fundamental buckling
load can be computed by the closed form expression
Pc =
EIy
4L2x
≈ 2.05617 · 106 (10)
where Iy = tL3y/12 is the modulus of inertia for in–
plane bending (see the sketch in Figure 1). We choose
a reference load vector with magnitude ‖f0‖ = 2.5 ·105.
The convergence behavior and relative errors associated
with the Q4 and the Q6 element discretizations are re-
ported in Figure 1.
The use of Q4 conforming elements results in con-
siderable errors on coarse discretizations, with an over-
estimation of Pc by almost 50% for a column described
by 10×4 elements. The error is reduced to the order of
10−2 and 10−3 when increasing the number of elements
by 8 and 32 times, respectively.
On the other hand, using the Q6 element sensibly
improves the accuracy on coarse discretizations. More-
over, it is important to observe that now the conver-
gence is attained from below, since with the incompat-
ible finite element model, the discretized structure is
softer than the real one. For theQ6 element we acknowl-
edge a very mild convergence as the mesh is refined and
therefore the performance of the two elements becomes
very similar on fine meshes.
From the above discussion it should be clear that
buckling modes might be inaccurately predicted for op-
timized designs consisting of thin slender bars, described
by few Q4 elements. The performance of the two ele-
ments for the analysis of optimized designs and their
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(a)
F
(b) Pc = 0 (c) log (φe/φmax)
Fig. 2: Geometrical setting for the considered example (a) compliance design (b) and distribution of the strain
energy density for the lowest four buckling modes (c)
influence on the optimization itself will be further dis-
cussed in subsection 3.3.
2.2 Formulation by aggregation functions
We can replace (6) with a single constraint
PcM [µi] + 1 ≥ 0 (11)
where M [·] is a suitable aggregation function (Chen
et al, 2004). Various functions can be adopted in this
regard, and the most popular ones in the context of TO
are the ρ–norm
Mρ [µi] =
(∑
i∈B
(−µi)ρ
)1/ρ
(12)
where we used that the µi of interest are strictly neg-
ative, and the KS function (Kreisselmeier and Stein-
hauser, 1979)
MKS [µi] = µ1 +
1
ρ
ln
(∑
i∈B
eρ(µi−µ1)
)
(13)
Both (12) and (13) produce an upper bound, smooth
approximation to µ1 = max
i∈B
|µi|, where the degree of
smoothness is governed by the aggregation parameter
ρ. Therefore, we indirectly obtain a smooth lower bound
to λ1. Ideally, µ1 is recovered as ρ→∞.
The KS function is usually preferred if a high ρ value
has to be used, due to its superior numerical stability.
For a more complete discussion about the properties
of these function and for an overview on some more
general aggregation strategies we refer, for example, to
Raspanti et al (2000); Kennedy and Hicken (2015).
The sensitivity of the aggregated constraint (11) can
be easily obtained as
∂Mρ
∂xe
= −M (1−ρ)ρ
∑
i∈B
µ
(ρ−1)
i
∂µi
∂xe
(14)
when the ρ–norm is used and
∂MKS
∂xe
= 1∑
i∈B eρµi
∑
i∈B
eρµi
∂µi
∂xe
(15)
when using the KS function. In the above the sensitiv-
ities ∂µi/∂xe are given by (9).
One of the advantages of using the aggregation func-
tions is the uniqueness of the gradient defined through
(14) (viz. (15)), even when eigenvalues are repeated. A
proof of this, based on the argument of Gravesen et al
(2011), can be found in Torii and Faria (2017), for the
ρ–norm function. The same argument trivially extends
also to the KS function, due to the continuity of the
exponential and logarithm functions involved.
3 Numerical example
We refer to the configuration of Figure 2 (a), where
the gray regions are fixed to be solid in the optimiza-
tion. The load, having total magnitude F = 0.02, is dis-
tributed over the edge of the gray region on the right
side, centered in the mid point c, and the pinned points
a and b on the left side are on the 45◦ line from c. We
here assume the load to be unidirectional and point-
ing downward, and therefore a single load case needs to
be considered and only positive eigenvalues of (2) are
accounted for.
The discretization is set up with Ω1 = 90 × 210
elements and the solid regions consist of 9×9 elements.
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(a) Pc = 0.5 (b) Pc = 0.75 (c) Pc = 1.0 (d) Pc = 1.25 (e) Pc = 1.5
(f) Pc = 1.75 (g) Pc = 1.8 (h) Pc = 2.0
F
(i) Pc = 2.0∗
F
(j) Pc = 2.0∗∗
Fig. 3: Optimized designs obtained for the example described in Figure 2 (a) and for increasing values of the lower
bound on the fundamental buckling load factor. Designs marked with (∗) and (∗∗) have been obtained starting
from non–uniform initial guesses: (i) is obtained from the compliance design of Figure 3 (b) and (j) from the design
corresponding to Pc = 1 (see Figure 3 (c))
We consider E1 = 1 and E0 = 10−6 in (4), and the
Poisson ratio is ν = 0.3. The penalization parameter
is initialized with p = 1 and then raised in steps of
∆p = 0.25 each 25 optimization steps, up to the value
p = 6. With this continuation approach we do not start
with a too weak design, and we increase the chances
of ending in a good local minimum. More advanced,
adaptive continuation strategies can be used and for
this we refer, for example, to Rojas-Labanda and Stolpe
(2015); Gao et al (2017). A projection with threshold
η = 0.5 and sharpness parameter β = 6, based on a
filter radius of rmin = 2 elements (Sigmund, 2007; Wang
et al, 2011), is applied to control the structural features
size.
At each step we solve (1), and compute the first 24
eigenpairs from (2). A criterion based on the strain en-
ergy density, as described by Gao and Ma (2015), is
used for assessing the physical meaningfulness of the
modes, i.e. for filtering out the ones corresponding to
artificial deformations of low density regions. However,
we point out that in the following testing we never ex-
perienced this issue. The lowest 12 buckling load factors
are then included as constraints, in the fashion of (6).
For all the following examples we set α = 1.01, for im-
posing the eigenvalue gaps.
The design variables are updated by the Method of
Moving Asymptotes (MMA) (Svanberg, 1987) and the
optimization is run for a fixed number of 700 iterations.
The compliance and the fundamental buckling load
for the design with uniform material distribution are
J0 = 4.714 · 10−3 and λ1,0 = 0.662, respectively.
The compliance design corresponding to a volume
fraction of f = 0.2 and without any account for buck-
ling consists of two identical bars, the upper one mainly
in tension and the lower one in compression (see Fig-
ure 2 (b)). The strain energy density (defined on the
element level as φe = ϕTiekeϕie) corresponding to the
lowest four buckling displacements is shown in Figure 2
(c) and we recognize global bending modes in the lower
bar with progressively shorter wave lengths.
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Table 1: Compliance reduction factors and eigenvalue separation factors (as defined by (16)) for the optimized
designs corresponding to increasing values of Pc
Pc Jn δi
0.0 0.5564 1.69 3.48 5.16 6.57 7.63
0.5 0.5727 0.53 1.89 2.55 3.18 3.29
0.75 0.5903 6.1·10−4 0.65 1.07 1.42 1.74
1.0 0.6241 6.6·10−5 0.25 0.75 0.84 0.93
1.25 0.6899 5.4·10−5 1.7·10−4 2.6·10−2 2.8·10−2 8.3·10−2
1.5 0.7556 6.9·10−6 8.5·10−5 1.4·10−4 1.3·10−1 1.4·10−1
1.75 0.8311 3.7·10−6 2.0·10−5 3.7·10−4 9.0·10−4 2.3·10−3
1.8 0.8664 3.1·10−6 2.9·10−5 3.0·10−4 3.6·10−4 4.4·10−4
2.0 0.9729 1.1·10−6 1.2·10−6 1.6·10−6 3.8·10−5 5.6·10−4
2.0∗ 0.9648 1.5·10−6 3.6·10−6 5.8·10−6 1·10−5 1.5·10−5
2.0∗∗ 0.9219 1.3·10−6 5.9·10−6 3.2·10−5 6·10−5 8.5·10−5
Fig. 4: Logarithmic plot of the relative strain energy
density (first row) and qualitative plot of the regions
subjected to stiffening and softening (second row) for
the design of Figure 3 (g). (a) refers to the elastic dis-
placement and (b–e) to the lowest four buckling modes
3.1 Influence of the buckling constraint
The designs obtained for increasing values of Pc are
shown in Figure 3. As the buckling constraint value is
increased the upper tension bar becomes thinner and
the material is relocated in the lower part of the do-
main, where a progressively wider truss–like configura-
tion develops. This improves the bending stiffness, and
therefore the buckling resistance, of the lower bar.
We also notice the appearance of a bar connecting
the original upper and lower bars near point c. This
element, becoming progressively thicker, has an impor-
tant stiffening effect, ensuring a global behavior of the
structure against the rotation around point c, which is
highly strained in the fundamental buckling mode (see
Figure 2 (c)).
The qualitative behavior of an optimized structure,
e.g. the one corresponding to Pc = 1.8, can be studied
by looking at Figure 4. Here the plots on the first row
show the distribution of the strain energy densities for
the elastic displacement and for the lowest four buckling
modes. The plots in the second row display a subdivi-
sion of the regions where the stress energy density asso-
ciated with a given displacement vector v and defined
on the element level as ψe = vTe g0ve, is either positive
or negative. Positive (red) indicates stiffened domains
and negative (blue) indicates softened domains.
For the pre–buckling displacement the deformation
energy is highest in the upper bar, which is in trac-
tion, while the lowest part, mainly in compression, is
softened. However, some of the inner bars are actually
in tension, as they counteract the spreading of the two
outer elements. As the load multiplier increases, the
stiffness of the lower part is reduced, up to the oc-
currence of buckling. We can see from the strain en-
ergy distribution, and from the distribution of traction
and compression regions, that the fundamental buck-
ling mode consist of a global bending of the lower part.
Moreover, the short connection bar near point c is highly
strained, which confirms its usefulness in restraining
this instability mode, whereas the thin bars of the in-
fill are only marginally affected by this deformation.
For the higher buckling modes the deformation progres-
sively affects also these and the modes become more
localized.
Interestingly, some bending waves similar to those
appearing for the compliance design can still be qual-
itatively recognized, especially if we look at the distri-
bution of the stress energy ψe.
For the high value of the buckling constraint Pc =
2.0 another linking bar appears (see Figure 3 (h)). This
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Fig. 5: Performance of the designs optimized for in-
creasing values of the lower bound on the fundamental
buckling load factor. The blue curves show the trend
of the stiffness ratio κ when using Q4 (solid curve) and
Q6 (dashed curve) elements for the discretization
element, however, turns out to configure an inconve-
nient deployment of material and this design clearly
constitute a sub–optimal solution.
The introduction of the buckling constraint consid-
erably increases the complexity of the feasible set and
the chances of ending in a local minimum are increased
as this constraint becomes more influential. A natural
precaution can be to start with a non–uniform mate-
rial distribution (Bendsøe and Sigmund, 2004), closer
to the design looked for.
The designs in Figure 3 (i, j), for example, are ob-
tained for the buckling constraint Pc = 2.0 starting
from the designs corresponding to Pc = 0 and Pc = 1.0,
respectively. We see that the longer linking element is
first made shorter and then removed, for the benefit
of a slightly thicker upper bar. It is also interesting to
notice that although the short bars in the infill have
different configurations for the three last designs, this
seems not to affect significantly the buckling response,
since the critical load and the corresponding mode re-
main practically unchanged.
The performance of the obtained designs is quan-
titatively assessed by looking at the ratio between the
final and initial compliance Jn = Jf/J0 and at the pa-
rameters
δi = λi/λ1 − α(i−1) , i > 2 (16)
which approach zero as the i–th buckling mode tends
to coalesce on the fundamental one (with a separation
of α(i−1)).
Numerical values of these parameters are collected
in Table 1 and their “at–a–glance” representation is
Fig. 6: Designs obtained on the mesh Ω2 = 180×420 for
decreasing values of the volume constraint and for the
filter sizes of rmin = 4 elements (first row) and rmin = 2
elements (second row). The initial guess is, for all the
cases, the corresponding compliance design
given by Figure 5. Here, the blue continuous curve, plot-
ted against the left axis, shows the ratio between the
stiffness of a design obtained for a given buckling con-
straint and that for Pc = 0, namely κ = Jn,Pc/Jn,Pc=0.
From the trend of κ we clearly see that the designs opti-
mized for a fixed volume fraction cannot retain the same
stiffness as Pc is increased. Moreover, κ becomes steeper
after Pc ≈ 1.5 and this indicates that for higher values
of the buckling constraint a very compliant structure
emerges during the optimization, and even convergence
to a well–connected design can be hampered.
The behavior of the eigenvalue separation parame-
ters defined in (16) is shown by the dashed curves plot-
ted against the right axis and we acknowledge the pro-
gressive activation of an increasing number of buckling
constraints. Already for Pc = 0.75 we have a bi–modal
λ1 and for Pc = 1.25 the lowest eight eigenvalues are all
very close. Then, they become all simultaneously active
for the highest value Pc = 2.0.
The general trend we recognize is that the finer
the bar distribution in the infill the more the buck-
ling modes group together. From this simple example
we can see that a large number of buckling modes may
contribute to the optimization, increasing the complex-
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ity of the problem, and this is bound to get even more
pronounced for higher mesh resolutions and lower vol-
ume fractions.
3.2 Designs obtained on a finer discretization
Figure 6 displays some designs obtained on a finer dis-
cretization Ω2 = 180× 420, for decreasing values of the
volume constraint.
The designs in the first row refer to a filter size
scaled according to the mesh size (i.e. rmin = 4 ele-
ments), while those in the second row are obtained for
the same filter size (compared to element size) used for
the coarser mesh Ω1 (i. e. rmin = 2 elements). In all
the cases, the corresponding compliance design is used
as initial guess, to facilitate the obtainment of a good
solution.
Now 32 eigenpairs are computed and the lowest 24
buckling loads are included as constraints, since we ex-
pect a higher number of modes to coalesce.
All these designs ideally relate to the one corre-
sponding to Pc = 1.8, shown in Figure 3 (g). How-
ever, since the approximate buckling load reduces, both
due to the mesh refinement and as the volume is re-
duced, it becomes extremely hard for the optimizer to
find a design coping with such a high buckling con-
straint. Therefore Pc is scaled according to the trend
shown in Figure 7 (a), and its numerical values are
1.55, 1.3, 1.148 and 1.002, for the four decreasing vol-
ume fractions (found by numerical experiments). From
this figure we see that the buckling load factor (λ1,0)
and compliance (J0) of the uniform material distribu-
tion are linearly reduced and increased, respectively, as
f decreases. On the other hand, the compliance of the
optimized design (Jf) seems to increase more than pro-
portionally. The same trend is recognized for both the
cases of filter radii.
As the volume fraction f is reduced, a more com-
plicated infill develops in the lower part, with the bars
becoming thinner. The connection bar near the right
end also becomes thinner and moves progressively away
from point c. These modifications are further empha-
sized for designs obtained with the smaller filter size,
where finer structural features are allowed.
Figure 7 (b), shows the trend of the δi parameters,
as defined by (16), corresponding to the constrained
eigenvalues. We see that more modes are becoming ac-
tive, as expected. For the volume fraction f = 0.16 the
first ten δi are below 10−2, which means that λ10 is only
12% larger than λ1. For the case f = 0.14 the same ten
go even below 10−3, and all the δi are below 5 · 10−2,
which means that λ24 < 1.3λ1.
3.3 Analysis and design with Q6 elements
All the previous designs have been obtained by usingQ4
elements for the discretization. We now analyze their
response also by using Q6 elements.
From this analysis we find that the computed com-
pliance and fundamental buckling load factor are very
similar, with differences of the order of few % and
below 1%, respectively. Nevertheless, important differ-
ences in the nature of the buckling modes can be seen
by looking at Figure 8, where the strain energy den-
sity associated with the two lowest buckling modes, as
predicted by Q4 and Q6 discretizations, is displayed for
three representative designs.
For the design corresponding to Pc = 1.8 and the
mesh Ω1, the buckling load predicted by the Q6 dis-
cretization is λ1 = 1.791, i.e. only 0.5% lower than the
one given by Q4 elements. However, the leftmost set of
plots in Figure 8 shows that the strain energy is much
more localized in the infill, where one of the thin bars
undergoes local buckling. For the second mode the max-
imum strain energy is still occurring in the same bar.
The central set of plots concerns the response of the
design from Figure 6 (g), and similar considerations can
be made. Again, some of the bars in the infill appear
to be highly strained for the buckling mode predicted
by the Q6 elements, though the numerical value of the
buckling load factor is only 0.6% smaller.
As an extreme case, we include the rightmost set of
plots in Figure 8, concerning the design from Figure 6
(h). This one shows some very thin bars and we ac-
knowledge the completely different nature of the buck-
ling modes, which become extremely local as predicted
by the Q6 elements. The fundamental mode involves
only a thin bar, which clearly indicates a non–optimal
feature, described by very few elements. Also the sec-
ond buckling mode involves the failure of a small bar
of the infill, which is subjected to a high compressive
stress. These mechanisms are completely missed when
using Q4 elements, where such regions seem to be not
much strained.
At this point it should become apparent that even
though the differences in the predicted buckling load
factors appear to be negligible, the substantial discrep-
ancy of the buckling modes is expected to definitely
play a role in the sensitivity, and therefore in the opti-
mization outcomes.
In order to investigate this, the previous examples
have been solved again by using Q6 elements. Design
variables are referred to the element center and there-
fore filtering is still needed for the stability of the ap-
proximation (Jog and Haber, 1996).
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(a) (b)
Fig. 7: (a) shows the modification of the compliance (referred to left axis) and of the fundamental buckling load
factor (referred to the right axis) for the uniform and optimized design on the finer mesh Ω2. Solid lines refer to
the case rmin = 4 and dashed ones to the case rmin = 2. (b) shows the trend of the eigenvalue gap parameters δi
defined in (16) for the designs with low filter size and decreasing allowed volume
Some of the resulting designs are shown in Figure 9,
and we notice that the main differences with those col-
lected in Figure 3 concern, as expected, the bars of the
infill, which now appear to be generally thicker.
Looking back at Figure 5, we see the difference in
the performance of these designs, compared to those ob-
tained by usingQ4 elements. As we already pointed out,
the discretized structure is now softer and the buckling
load of the uniform design is about 2% lower than the
one predicted by conforming Q4 elements. However, re-
ferring to the compliance ratio Jn and to the stiffness
parameter κ, the comparison is still consistent.
For low values of Pc the differences between the two
sets of results are negligible. Then the curves start to
drift as Pc is increased and the stiffness ratio κ corre-
sponding to the structures optimized with Q6 elements
is systematically lower. This is again expected, as the
softening of the discretization implies that the buckling
constraint is becoming more demanding. The difference
in the κ value attains, for Pc = 2, a maximum of 3%.
For the designs on the finer mesh Ω2 we even rec-
ognize more evident changes of the topology, with the
removal of weak thin bars. For example, Figure 9 (d)
shows the result corresponding to f = 0.14 and we no-
tice the removal of the thin bar responsible for the buck-
ling. From (e) we then see that the fundamental buck-
ling mode now involves more globally the lower part.
Again, the cross check of all these designs, i.e. their
analysis by means of Q4 elements results in very little
numerical differences for both the compliance and the
buckling load.
In summary, from our experience, the use of Q6 in
stead of Q4 elements seems to affect only little the value
of the response parameters: compliance and buckling
load factors. Also, only minor differences appear in op-
timized designs. However, the predicted buckling modes
can be different from those given by Q4 discretizations,
where the stiffness of small features may be overesti-
mated. This is particularly pronounced for higher order
buckling modes. Therefore, considering that the use of
Q6 elements neither increases computational cost nor
over–complicates implementation, Q6 elements are in
general recommended but do not seem imperative for
linear buckling topology optimization.
3.4 Influence of the adjoint sensitivity term
We now elaborate on the use of inconsistent sensitivities
for the buckling constraint.
The set of examples discussed in subsection 3.1 have
been solved again considering only the frequency–like
term of the sensitivity (7), i.e.(
∂λi
∂xe
)
inc.
= ϕTi
(
∂K
∂xe
+ λi
∂Kσ
∂xe
)
ϕi , (17)
and neglecting the adjoint term −λivT [∂K/∂xe]u0.
For low values of the buckling constraint (Pc = 0.5
and Pc = 0.75), this causes only marginal differences in
the optimized design, mainly localized along the bound-
aries (see Figure 10 (a, b)). However, we point out that
already for these cases we have a (small) worsening of
the performance, as Jn increases by 0.4% and 1% re-
spectively, compared to what reported in Table 1.
For the buckling constraint Pc = 1.0 the differences
become much more evident (see Figure 10 (c)) and the
Revisiting topology optimization with buckling constraints 11
Fig. 8: Comparison of the strain energy distribution (log(φe/φmax)) of the two lowest buckling modes for three
optimized designs, analyzed with Q4 and Q6 elements. We observe that in all the cases the buckling mode predicted
by Q6 elements is more localized, involving some fine bar. As an extreme case, for the design obtained on the finer
mesh Ω2 and for f = 0.14 and rmin = 2, the fundamental buckling mode involves an isolated member
(a) Pc = 1.5 (b) Pc = 1.8 (c) Pc = 2.0 (d) Ω2,f = 0.14 (e)
Fig. 9: Designs obtained by using Q6 elements for the state discretization. (a–c) refers to the mesh Ω1, and
compares with designs of Figure 3. (d) compares with the design of Figure 6 (h) and (e) shows the distribution of
the strain energy density corresponding to its fundamental buckling mode
increase in Jn is about 6%. For higher values of the
buckling constraint even the obtainment of a good de-
sign becomes difficult and, as an extreme situation, we
can look at Figure 10 (d), showing the material distri-
bution at iteration 150 for the case Pc = 2.0. Here the
optimization clearly breaks down.
To further clarify the importance of the adjoint term
in correctly driving the optimization, we refer to Fig-
ure 11, showing the distribution of the total sensitivity
(a) and of the frequency–like (b) and adjoint (c) con-
tributions for the optimized designs corresponding to
Pc = 1.0 and Pc = 1.8 reported in Figure 3.
The distribution of the frequency–like term qualita-
tively resembles that of the total sensitivity, especially
for the lower value of the buckling constraint. How-
ever, we notice some strongly negative values in the
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(a) Pc = 0.5 (b) Pc = 0.75 (c) Pc = 1.0 (d) Pc = 2.0
Fig. 10: Designs obtained by using an inconsistent sen-
sitivity. (a) and (b) show the difference with respect to
the corresponding designs of Figure 3. For these we have
the compliance ratios Jn = 0.5753 and Jn = 0.5963.
For the design of (c) we have Jn = 0.6597 and for the
material distribution in (d) the optimization breaks at
iteration 150
(a) (b) (c)
Fig. 11: Plot of the sensitivity ∂λ1/∂xe (a) and of the
frequency–like (b) and adjoint contributions (c) for the
designs corresponding to Pc = 1.0 (first row) and Pc =
1.8 (second row). The color scale is referred to the same
range, which is that of the total sensitivity
compressed regions, near zones where the load and dis-
placements are prescribed. Therefore, this contribution
alone would remove material from these regions (and
this can be clearly recognized comparing the design of
Figure 10 (c) with the one in Figure 3 (c)). This would
lead to a very unstable design for high values of Pc, as
this tendency becomes more prominent.
Table 2: Results obtained with the KS function for sev-
eral values of the aggregation parameter. The last two
rows refer to the application of a continuation scheme
on the aggregation parameter, e.g. starting from ρ = 16
and doubling it each 100 iterations up to ρ = 128
ρ Jn δi
16 0.9684 0.149 0.310 0.353 0.388
20 0.8941 0.057 0.146 0.243 0.308
50 0.8432 0.047 0.076 0.090 0.122
100 0.8376 0.018 0.030 0.037 0.041
16:128 0.8703 0.006 0.006 0.014 0.014
24:192 0.8611 0.005 0.006 0.006 0.007
On the other hand, the adjoint term attains its max-
imum values precisely in those regions, which are sub-
jected to high stress gradients in the pre–buckling state.
We also see that the magnitude of the adjoint contribu-
tion is definitely comparable to the frequency–like one
and therefore their sum restore a consistent sensitiv-
ity distribution, preventing the material to be removed
from highly stressed regions (see Figure 11 (a)).
The discussion above should clearly show that the
use of an inconsistent sensitivity for topology optimiza-
tion problems involving linearized buckling, sometimes
appearing in the literature (Munk et al, 2017), should
be avoided. In fact, this is at least the source of sub–
optimal results and, for high values of the buckling con-
straints, may seriously hamper the whole optimization
process.
3.5 Results obtained with the KS function
We focus on the case Pc = 1.8 and we solve again this
by using the KS function to aggregate the eigenvalue
constraints as in (11).
We first observe that, due to the conservative char-
acter of (13), replacing (6) with (11) amounts to solving
a problem with a slightly higher buckling constraint.
This can cause serious convergence issues, because of
the delicate balance between stiffness and stability re-
quirements. A first remedy to this is to scale the con-
straint (11) according to the relative weight of µ1 in
the aggregated measure. Therefore we define the scale
factor
s = µ1
M [µi]
(18)
which is updated as the material penalization parame-
ter p is raised and jumps in the eigenvalues occur. This
parameter is not considered in the sensitivity relation
(15), as it is updated only occasionally. This approach is
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Fig. 12: Designs obtained by using the KS function for aggregating the single constraints (6), for the case Pc = 1.8
and for several values of the aggregation parameter ρ. The graph on the right plots the ratio between the stiffness
of these designs and that of the design in Figure 3 (g)
conceptually similar to that adopted by Le et al (2010)
al. for stress constrained problems.
The results obtained for some choices of the aggre-
gation parameter ρ are reported in Table 2 and the
corresponding designs are shown in Figure 12. From
this figure we can also see the stiffness of the designs,
compared to that of the design in Figure 3 (g).
The aggregation parameter clearly plays an impor-
tant role but, as a rule of thumb, designs reasonably
close to those of Figure 3 (g) are obtained when ρ is
set larger than 20. With ρ = 50 or above we obtain de-
signs which also outperform the ones obtained with the
original approach, even starting with a uniform mate-
rial distribution. We recognize a two–fold effect of the
aggregation parameter
1. With a high value of ρ we have an envelope which is
closer to µ1, and therefore the overshooting of the
constraint is reduced;
2. The gaps between the eigenvalues will be reduced
by increasing ρ (see δi values in Table 2)
The importance of choosing a relatively high value
for the aggregation parameter, even for application to
stress constraints, has been recently pointed out also by
Zhou and Sigmund (2017).
Regarding the second point, performing a continu-
ation on the aggregation parameter gives very good re-
sults (see also Figure 12). Here, the continuation strat-
egy adopted was quite heuristic, as the parameter ρ
was simply doubled each 50 steps. For a more system-
atic continuation scheme, tuned on the progresses of the
optimization, one can refer to Poon and Martins (2007).
However, we remark that also when employing contin-
uation, the starting value of the aggregation parameter
still has great importance. The choice of a low starting
value (e.g. ρ = 16) results in a bad design, whereas a
very good one can be achieved by starting from ρ = 24
(see Figure 12).
Similar considerations hold for the use of the ρ–
norm function. From our experience a design equivalent
to that of Figure 3 (g) is obtained upon setting ρ ≥ 8.
4 Concluding discussion
We have covered several issues related to topology op-
timization with linearized buckling constraints.
With the help of an illustrative 2D example we have
demonstrated the influence of the buckling constraint
on the optimized design. Furthermore, we have dis-
cussed the effect of some practices, as the use of non–
conforming finite element approximations, the use of a
simplified but inconsistent sensitivity expression, and
the replacement of the separate eigenvalue constraints
with an aggregated one.
The following main points are highlighted
– We recognized the balance between stiffness and sta-
bility inherent to this problem, as well as the coa-
lescence of several buckling modes contributing to
the optimization. The implications of these features
in complicating the optimization for high values of
the buckling constraints have been discussed;
– Incompatible (or equivalently mixed) finite elements
improve the accuracy of the buckling analysis on
coarse meshes, compared to conforming ones. To the
ends of the optimization, the use of these elements
is advisable when the design is likely to consist of
many thin features, which are prone to undergo local
buckling;
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– The use of inconsistent but simpler sensitivities has
been shown to potentially lead to completely wrong
results, and therefore should be avoided;
– Aggregation functions have proven to be very effec-
tive, leading to results which are essentially equiv-
alent to those obtained by directly constraining the
minimum eigenvalue. However, the aggregation pa-
rameter should be selected sufficiently high to ob-
tain a close approximation to the extremal value,
and not to overshoot too much the constraint;
As a final remark we conclude that several issues
concerning TO with stability are far from being re-
solved, and a proper treatment of buckling, even in its
linearized form, is relatively complicated. An issue not
discussed here is the large computational cost due to
the eigenvalue analyses, and this will be a topic for fu-
ture investigations, aimed at the application and exten-
sion of efficient solution methods Dunning et al (2016);
Ferrari et al (2018).
The present paper should be a helpful discussion for
such further researches, aimed at including buckling in
large scale TO.
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