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RESUMO
A manutenção de crenças é um grande desaﬁo na concepção de agen-
tes inteligentes. Em particular, a área de fusão de crenças tem por
objetivo deﬁnir crenças e objetivos comuns para um grupo de agentes
com objetivos individuais distintos e possivelmente conﬂitantes, man-
tendo suas bases de crenças individuais consistentes e sem perda ex-
cessiva de informação. Neste contexto, alguns operadores para fusão
de crenças foram propostos nas últimas décadas, incluindo os pionei-
ros: operadores de maioria e arbitração - que utilizam, como principal
medida de mudança, o cálculo de distância entre as bases considerando
como unidade de distância um símbolo proposicional. Grande parte
dos operadores atuam sobre conjuntos de modelos, que podem cres-
cer exponencialmente ao número de fórmulas descritas na base. Como
alternativa, operadores sintáticos podem ser utilizados. Em particu-
lar, o operador BPM (acrônimo de Bittencourt, Perrussel e Marchi) foi
proposto utilizando a mesma ideia de medida mínima, mas atuando
sobre uma representação dual enxuta da base de crenças, denominada
formas normais primárias, obtendo resultados equivalentes. Contudo,
permaneceu em aberto a demonstração de que tal operador respeita
os postulados estabelecidos para guiar processos de fusão de crenças.
Desta forma, o objetivo deste trabalho foi demonstrar que tal operador
satisfaz os postulados de fusão, o que foi realizado com sucesso utili-
zando as próprias deﬁnições de implicantes primários como estratégia
para as provas. Assim sendo, o operador sintático BPM torna-se uma
interessante ferramenta para determinadas situações em que lidamos
com sistemas baseados em conhecimento.
Palavras-chave: Inteligência Artiﬁcial. Agentes Inteligentes. Fusão
de Crença.

ABSTRACT
Maintenance of belief bases is a big challenge in the design of intelligent
agents. In particular, the belief merging area aims to deﬁne common
beliefs and goals for a group of agents with distinct and possibly con-
ﬂicting individual goals, keeping their individual belief bases consistent
and without excessive loss of information. In this context, some belief
merging operators have been proposed in the recent decades, including
the pioneers: majority and arbitration operators - which use, as a me-
asure of change, the calculation of distance between bases considering
one propositional symbol as the unit of distance. Most operators act on
model sets, which can grow exponentially on the number of formulas
described in the belief base. As alternative, synthetic operators can
be used. In particular, the BPM operator (acronym of Bittencourt,
Perrussel and Marchi) was proposed using the same idea of minimum
measure, but acting on a minimal dual representation of the belief ba-
ses, called prime normal forms, obtaining equivalent results. However,
the demonstration such this operator respect the postulates established
to guide belief merging processes remains open. Thus, the objective of
this work was to demonstrate that this operator satisﬁes the merging
postulates, which was done successfully using the deﬁnitions of prime
implicants as an strategy for the demonstrations. Thus, the synthetic
operator BPM becomes an interesting tool to obtain situations that
deal with basic knowledge systems.
Keywords: Artiﬁcial Intelligence. Intelligent Agents. Belief Merging.
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1 INTRODUÇÃO
Fusão de dados é uma importante área em diversos campos das
Engenharias e da Computação. Na área de processamento de sinais, a
fusão pode acontecer com dados oriundos de múltiplos sensores como
em (DAM; KRöSE; GROEN, 1996), por exemplo. Já na área da compu-
tação, um processo de fusão de informações pode ser o resultado da
integração de dados em diferentes bases de dados (FAGIN; ULLMAN;
VARDI, 1983; REVESZ, 1993; LIBERATORE; SCHAERF, 1998).
Na área de Agentes Inteligentes, denomina-se fusão de crenças
o processo de integração e consolidação de bases de conhecimentos dos
agentes (LIN; MENDELZON, 1999). Desta forma, agentes inteligentes
passam a compartilhar seus conhecimentos, permitindo que, em um
sistema aberto, por exemplo, o objetivo do sistema seja alcançado.
Deﬁne-se, portanto, o problema da fusão de crenças como a sín-
tese, realizada de forma automática, de diferentes bases de crenças de
diferentes agentes em uma única base de crenças, que possa ser adotada
pelo conjunto de agentes. É importante salientar que cada agente pos-
sui a sua base, que pode conter crenças conﬂitantes com as crenças de
algum outro agente do sistema. Desta forma um processo de fusão de
crenças tem como princípio que o conjunto resultante seja consistente,
ou seja, que não haja contradição lógica entre as crenças. Além disso,
as crenças individuais podem, quando unidas, permitir a inferência de
novos fatos, enriquecendo o conhecimento dos agentes. Neste sentido,
o processo de fusão deve se basear na perda mínima de informação, ou
seja, após o término do processo, o maior conjunto possível de crenças
não conﬂitantes deve ser obtido (MARCHI; PERRUSSEL; BITTENCOURT,
2008).
Tendo em vista os princípios da consistência e da perda mínima
de informação, bem como outros que podem ser interessantes do ponto
de vista da manipulação lógica de informações, um conjunto de postu-
lados foi proposto com o objetivo de guiar a construção de operadores
de fusão de crenças (KONIECZNY; PÉREZ, 1999). Deste modo, a impor-
tância dos postulados para os operadores é para que estes possam ser
aplicados de forma conﬁável no processo de fusão de crenças, garantindo
que as características mencionadas sejam mantidas após o processo de
fusão.
Ao longo dos anos, diversos operadores, tanto sintáticos quanto
semânticos, vem sendo propostos e demonstrados coerentes com os pos-
tulados. Os operadores semânticos trabalham em cima de todas as
26
possíveis interpretações de uma fórmula lógica, e esse tamanho pode
chegar a ser exponencial ao número de símbolos proposicionais, muitas
vezes causando um trabalho dispendioso. Já os operadores sintáticos,
são equivalentes aos operadores semânticos, pois atuam exatamente da
mesma forma que estes, a diferença é que eles utilizam apenas as inter-
pretações realmente relevantes para a representação da fórmula lógica,
excluindo todas as interpretações redundantes, o que leva a uma redu-
ção no processamento das informações durante o processo, resultando
em menos trabalho.
Particularmente Marchi et al. (MARCHI; BITTENCOURT; PER-
RUSSEL, 2009) propuseram um operador sintático baseado em formas
normais primárias, que tem como principal característica aos demais
operadores o uso de conceitos lógicos que simpliﬁcam a representação
das informações, o que resulta em um processo mais conciso. Contudo,
a demonstração de que tal operador respeita o conjunto de postulados
foi deixada em aberto.
1.1 OBJETIVO
Este trabalho tem como objetivo demonstrar que o operador
sintático proposto por Marchi et al. em (MARCHI; BITTENCOURT; PER-
RUSSEL, 2009) respeita os postulados de fusão de crenças.
1.1.1 Objetivos Específicos
Este trabalho tem como objetivos especíﬁcos:
• Estudar a literatura relacionada a processos e operadores de fusão
de crenças;
• Compreender o conjunto de postulados de fusão propostos por
Konieczny e Pérez em (KONIECZNY; PÉREZ, 1999);
• Compreender o operador de fusão BPM baseado em formas nor-
mais primárias proposto por Bittencourt, Perrussel e Marchi em
(MARCHI; BITTENCOURT; PERRUSSEL, 2009);
• Construir as demonstrações dos postulados para este operador.
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1.2 APRESENTAÇÃO DO TRABALHO
Este trabalho está dividido em 5 capítulos. Além deste capítulo
de introdução, o capítulo 2 apresenta a área de fusão de crenças, sua
fundamentação teórica, seus postulados e alguns operadores de fusão,
com exemplos de seus funcionamentos. No capítulo 3 apresenta-se o
operador sintático de fusão baseado em formas normais primárias. As
demonstrações de que este operador satisfaz os postulados de fusão de
crenças são apresentadas no capítulo 4. No capítulo 5 apresentam-se
as considerações ﬁnais do trabalho.
28
29
2 PROCESSOS DE MUDANÇAS DE CRENÇAS
Inicialmente neste capítulo será abordada, na seção 2.1, uma
visão geral do histórico de desenvolvimento da área de mudança de
crenças, desde os seus primórdios, como os Sistemas de Manutenção da
Verdade (TMS - Truth Maintenance System), até a incorporação desta
ideia em Sistemas Multiagente (MAS - Multiagent System).
Em seguida, na seção 2.2 apresenta-se a área de fusão de crenças
e os dois primeiros operadores propostos na literatura. Com o objetivo
de aprofundar o conhecimento sobre operadores de fusão, apresentam-
se ainda outros operadores sintáticos e semânticos, com exemplos de
seus funcionamentos.
2.1 ORIGEM E HISTÓRICO
Há duas principais abordagens para a manipulação simbólica
em Inteligência Artiﬁcial. A primeira foi proposta por Doyle em 1979
(DOYLE, 1979) denominada de Sistemas de Manutenção da Verdade
(TMS - Truth Maintenance System) e a segunda, procedente da Filo-
soﬁa em 1989, chama-se Teoria da Coerência.
Os TMS são estruturas em árvore onde uma crença mais alta na
estrutura justiﬁca outras crenças posteriores como em um sistema de
inferência, ou seja, as crenças são justiﬁcadas através de outras, e isso
permite que, a medida que novas informações surgem ou mudanças são
necessárias, a base de crenças se mantenha consistente entre as antigas
crenças e as novas crenças. Já a Teoria da Coerência aborda a coerência
de um modelo através de uma estrutura lógica de crenças. Um exemplo
desta abordagem é o modelo AGM (GäRDENFORS, 1988) baseado em
um conjunto de crenças.
Apesar das diferenças, a teoria de Doyle e a Teoria da Coerência
podem ser vistas como formas complementares, pois o uso de modelos
lógicos em AGM para manusear as crenças pode ser visto como justi-
ﬁcativas para tais crenças. Com isso, surge na área da Computação,
o estudo de processos de mudança de crenças, que é uma fusão e um
aprimoramento destas teorias. A mudança de crenças de um agente
discute o problema de como adicionar uma nova informação à base de
crenças, remover informação da base de crenças ou revisar as crenças
contidas na base de único agente. Essa discussão dividiu a mudança de
crenças em duas outras áreas: a revisão de crenças e a atualização de
30
crenças (KATSUNO; MENDELZON, 1991).
Na revisão de crenças o objetivo é resolver um conﬂito em que um
estado epistêmico (isto é, o que um agente acredita em um determinado
instante) recebe uma nova informação sobre um mundo estático. Na
atualização, a base de crenças representa um mundo mais dinâmico,
em que o estado epistêmico é mais efêmero e uma nova informação, ao
ser adicionada, pode ser desconsiderada em instantes, retornando ao
estado epistêmico anterior (GäRDENFORS, 1990). Estes conceitos são
aplicados a um único agente.
Ao lidar com diversos agentes em um Sistema Multiagente, onde
as revisões e atualizações acontecem no contexto de agentes individu-
almente, por vezes, faz-se necessária a retomada de uma visão comum
do mundo, ou seja, é necessário unir de forma não contraditória, as
informações contidas nas bases de conhecimento dos diversos agentes.
Esta subárea denomina-se fusão de crenças.
A área de fusão de crenças consiste então na elaboração de uma
base de crenças comum para os agentes. Para que esta base seja não
contraditória e contenha o máximo de informação possível, são aplica-
dos operadores de fusão de crenças.
Os dois operadores pioneiros foram propostos por Liberatore e
Schaerf (LIBERATORE; SCHAERF, 1998) e Lin e Mendelzon (LIN; MEN-
DELZON, 1999), e serão descritos nas próximas seções. Contudo, antes,
faz-se necessária a introdução de alguns conceitos básicos.
2.2 FUSÃO DE CRENÇAS
Antes de apresentarmos formalmente o que é um processo de
fusão de crenças, faz-se necessário introduzir alguns conceitos teóricos
acerca da linguagem lógica utilizada para a representação de crenças
em agentes.
2.2.1 Conceitos Teóricos
Seja L(P ) uma linguagem lógica proposicional, onde P corres-
ponde a um conjunto {p1, p2, ..., pn} de símbolos proposicionais, e con-
sidere os conectores usuais de lógica (¬,∨,∧,→,↔).
Seja ψ uma base de crença, ou fórmula lógica (para simpliﬁcar
chamaremos apenas de base de crença), construída sob L(P ). A cons-
trução das bases de crenças em L é realizada utilizando um conjunto
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de literais {L1, ..., L2n} associados a P tal que Li = pj ou Li = ¬pj . A
negação de um literal L é notado L , ou seja, se L = p então L = ¬p.
Uma interpretação é uma função de P para❇ = {⊤(verdadeiro),
⊥(falso)}, e seja W o conjunto de todas as possíveis interpretações.
Uma interpretação w é um modelo de uma base ψ(w  ψ) sse ψ é
verdadeiro na interpretação w. Para qualquer base ψ, JψK denota o
conjunto de modelos ψ.
Seja Ψ = {ψ1, ..., ψn} um conjunto (ﬁnito) de bases de crenças,
em que cada ψi representa as crenças presentes no agente i. Nota-se∧
Ψ, a conjunção de todas as bases de crenças ψ1 ∧ · · · ∧ψn; e Ψ1 ⊔Ψ2
a união dos conjuntos Ψ1 e Ψ2.
Seja µ uma base de crença construída sob L(P ) que é uma crença
especial que representa as restrições de integridade que asseguram a
fusão, ou seja, tais restrições devem ser satisfeitas pela base resultante
do processo.
Um processo de fusão de crenças, consiste então em dado um
conjunto Ψ de bases de crenças dos agentes do sistema e uma restrição
de integridade µ, obter, segundo a aplicação de algum critério de orde-
nação extra-lógico, a base de crenças resultante do processo de fusão,
denotada por
∆µ(Ψ)
De modo semântico, o conjunto de modelos resultante na base
de crenças deve ser escolhido a partir dos modelos das restrições de
integridade mais próximos àqueles das bases iniciais, segundo o critério
extra-lógico estabelecido, ou seja:
J∆µ(Ψ)K = Min6Ψ(JµK)
2.2.1.1 Forma Normal Canônica
Dado um conjunto de literais deﬁnidos sobre L(P ), deﬁne-se uma
cláusula como uma disjunção de literais C = L1 ∨ · · · ∨ LkC , e uma
cláusula dual ou termo, como uma conjunção de literais, dada por
D = L1 ∧ · · · ∧ LkD .
Assim como deﬁne-se negação de um literal na seção 2.2.1, deﬁne-
se a negação de um termo D = ¬p1 ∧ p3, denotada por D, resulta
em D = p1 ∧ ¬p3. Considere ainda, a deﬁnição de subtração de dois
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termos D e D′, notada por D −D′, que resulta nos literais de D que
não possuem correspondência com os literais de D′, por exemplo, se
D = ¬p1 ∧ p3 e D′ = p1 ∧ p3, então D −D′ = {¬p1}.
Considere a linguagem L(P ) e uma base de crença ψ ∈ L(P ) ,
ψ pode ser convertida em uma forma normal conjuntiva (FNC), onde
FNCψ = C1 ∧ · · · ∧ Cm, ou em uma forma normal disjuntiva (FND),
onde FNDψ = D1 ∨ · · · ∨Dw, tal que ψ ≡ FNCψ ≡ FNDψ.
Uma cláusula C é um implicado de uma base ψ sse ψ |= C,
e é um implicado primário sse para todo implicado C ′ de ψ tal que
C ′ |= C, tem-se C |= C ′. Uma conjunção de implicados primários de
ψ, deﬁne-se PIψ tal que ψ ≡ PIψ.
Um termo D chama-se implicante de uma base ψ sse D |= ψ, e é
um implicante primário sse para todos os implicantes D′ de ψ tal que
D |= D′, tem-se D′ |= D. Deﬁne-se IPψ como uma disjunção de impli-
cantes primários de ψ tal que ψ ≡ IPψ. Implicantes e implicados pri-
mários são noções duais, e um mesmo algoritmo pode ser utilizado para
calcular ambas as formas (BITTENCOURT; MARCHI; PADILHA, 2003).
Em contrapartida, implicados e implicantes primários podem ser
deﬁnidos como casos especiais das FNC e FND, e compõe-se no menor
número de cláusulas ou termos fechados para inferência, sem cláusulas
ou termos inseridos e não contendo um literal e sua negação. Assim,
cláusulas e termos são entendidos como sinônimos.
2.2.1.2 Distância entre Modelos
Proposto por Dalal M. (DALAL, 1988), o princípio da mudança
mínima, visa assegurar que não haja perda excessiva de informação.
Em seu trabalho, Dalal considerou a distância de Hamming entre mo-
delos como critério extra-lógico para mensurar a perda de informação,
ou seja, a menor unidade em uma base de crença é um símbolo proposi-
cional, e este será a menor unidade de conhecimento. Assim, a distância
entre modelos é dada pelo conjunto de símbolos proposicionais que tem
valores verdade diferentes.
Considere a distância entre dois modelos wi e wj , dist(wi, wj),
como o número de símbolos proposicionais que diferem entre estes mo-
delos.
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Exemplo 1. Seja P = {p1, p2, p3} e considere 2 modelos w1 e w2 tais
que:
w1 = {p1 ∨ ¬p2 ∨ p3}
w2 = {p1 ∨ p2 ∨ ¬p3}
então dist(w1, w2) = {p2, p3}, que são os símbolos proposicionais que
diferem entre os modelos.
Ao introduzir uma base de crenças, a distância entre um modelo
w e essa base ψ é deﬁnida como
dist(w,ψ) = Minw′∈JψKdist(w,w
′)
ou seja, tomam-se os modelos de ψ e, para cada um deles, veriﬁca-se
a distância daquele modelo para o modelo w. Essa noção de distância
resulta em um w′ ∈ JψK que tem a menor distância de w em relação
a todos os wi ∈ JψK, e implica a seguinte ordem de preferência: um
modelo wj é preferido ao modelo wk em relação a wi se a distância
entre wi e wj for menor que a distância entre wi e wk. Isto é, wi e wj
compartilham mais literais que wi e wk. Para o caso em que ψ seja
inconsistente, considere dist(w,ψ) = 0.
Exemplo 2. Considere o Exemplo 1 e seja ψ = (p1 ∨ p2) uma base
de crenças. O conjunto de modelos de ψ é dado por (usaremos "," ao
invés de ∨ para simplificar a notação):
JψK = { {p1, p2, p3},
{p1, p2,¬p3},
{p1,¬p2, p3},
{p1,¬p2,¬p3},
{¬p1, p2, p3},
{¬p1, p2,¬p3}
}
Agora considere w = {p1 ∨ p2 ∨ ¬p3}. As distâncias entre w para cada
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modelo wi ∈ JψK são as seguintes:
dist(w,w1) = {p3}
dist(w,w2) = ∅
dist(w,w3) = {p2, p3}
dist(w,w4) = {p2}
dist(w,w5) = {p1, p3}
dist(w,w6) = {p1}
Considerando a cardinalidade das distâncias, observamos que o
modelo w2 = {p1, p2,¬p3} tem distância igual a 0 e portanto é o modelo
de ψ mais próximo a w. Portanto
Minw′∈JψKdist(w,w
′) = ∅
Exemplo 3. Considere o exemplo anterior e seja µ = (p1 ∧ p2). O
conjunto de modelos de µ é dado por:
JµK = {{p1, p2, p3}, {p1, p2,¬p3}}
E as distâncias de cada modelo de ψ aos modelos de µ são as
seguintes:
µ ∈ JµK ψ ∈ JψK dist(µ, ψ) |dist(µ, ψ)|
{p1, p2, p3} {p1, p2, p3} ∅ 0
{p1, p2, p3} {p1, p2,¬p3} {p3} 1
{p1, p2, p3} {p1,¬p2, p3} {p2} 1
{p1, p2, p3} {p1,¬p2,¬p3} {p2, p3} 2
{p1, p2, p3} {¬p1, p2, p3} {p1} 1
{p1, p2, p3} {¬p1, p2,¬p3} {p1, p3} 2
{p1, p2,¬p3} {p1, p2, p3} {p3} 1
{p1, p2,¬p3} {p1, p2,¬p3} ∅ 0
{p1, p2,¬p3} {p1,¬p2, p3} {p2, p3} 2
{p1, p2,¬p3} {p1,¬p2,¬p3} {p2} 1
{p1, p2,¬p3} {¬p1, p2, p3} {p1, p3} 2
{p1, p2,¬p3} {¬p1, p2,¬p3} {p1} 1
Tabela 1 – Tabela das distâncias de Dalal do Exemplo 3
Com base na tabela acima, escolhemos os modelos de µ mais
próximos aos modelos de ψ, que estão em destaque na Tabela 1. E a
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união destes modelos será a nova base de crenças. Logo
J∆µ(Ψ)K = {{p1, p2, p3}, {p1, p2,¬p3}}
Uma vez que a deﬁnição do critério de ordenação é extra-lógico,
poderia-se assumir, por exemplo, que a própria restrição de integridade,
que satisfaz a deﬁnição acima, fosse escolhida como base de crenças,
negligenciando todo o conhecimento dos demais agentes. Desta forma,
para assegurar que a escolha seja por manter o máximo de informação,
que todas as bases tenham o mesmo valor perante o processo e que haja
consistência, um conjunto de postulados foi estabelecido.
2.2.2 Postulados
Para guiar a construção de operadores de fusão, Konieczny e
Pérez em 2002 (KONIECZNY; PÉREZ, 2002) introduzem um conjunto de
9 postulados que descrevem regras ou características que os operadores
de fusão precisam seguir ou devem possuir, considerando aspectos como
consistência, mudança mínima e irrelevância da sintaxe. São eles:
1. (IC0) ∆µ(Ψ) ⊢ µ
Este postulado garante que o resultado da fusão satisfaz as res-
trições de integridade, representadas por µ.
2. (IC1) Se µ é consistente, então ∆µ(Ψ) é consistente
Em (IC1), se as restrições de integridade são consistentes, então
o resultado da fusão também será consistente.
3. (IC2) Se Ψ é consistente com µ, então ∆µ(Ψ) =
∧
Ψ ∧ µ
O postulado (IC2) diz que, se o conjunto de bases de crenças é
consistente com as restrições de integridade, então o resultado
da fusão é a conjunção do conjunto das bases de crenças com as
restrições de integridade.
4. (IC3) Se Ψ1 ↔ Ψ2 e µ1 ↔ µ2 então ∆µ1(Ψ1)↔ ∆µ2(Ψ2)
O postulado (IC3) trata do princípio da irrelevância da sintaxe,
isto é, se dois conjuntos de bases de crenças são equivalentes e
duas bases de restrições de integridade são logicamente equiva-
lentes, então as bases de crenças resultantes das duas fusões serão
logicamente equivalentes.
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5. (IC4) Se ψ ⊢ µ e ψ′ ⊢ µ, então ∆µ(ψ ⊔ ψ′) ∧ ψ 0 ⊥ ⇒ ∆µ(ψ ⊔
ψ′) ∧ ψ′ 0 ⊥
O postulado (IC4) é o postulado da justiça, ou seja, em um pro-
cesso de fusão, uma determinada base não deve ter preferência
em relação às outras.
6. (IC5) ∆µ(Ψ1) ∧∆µ(Ψ2) ⊢ ∆µ(Ψ1 ⊔Ψ2)
(IC5) nos diz que se dois conjuntos de bases de crenças concor-
dam em uma alternativa (ou mais alternativas), então essas al-
ternativas serão escolhidas na base de crenças resultante dos dois
conjuntos.
7. (IC6) Se ∆µ(Ψ1) ∧∆µ(Ψ2) é consistente, então ∆µ(Ψ1 ⊔ Ψ2) ⊢
∆µ(Ψ1) ∧∆µ(Ψ2)
(IC6) diz que, se dois conjuntos de bases de crenças resultantes
do processo de fusão, considerando uma restrição de integridade
µ, são consistentes, então fazer a união dos conjuntos das bases
de crenças e sobre esta união realizar o processo de fusão, deve
implicar a mesma consistência.
(IC5) e (IC6) juntos signiﬁcam que, se podemos encontrar dois
conjuntos de bases de crenças que concordam em pelo menos uma
alternativa, então o resultado global será exatamente essas alter-
nativas que os dois conjuntos concordam.
8. (IC7) ∆µ1(Ψ) ∧ µ2 ⊢ ∆µ1∧µ2(Ψ)
(IC7) diz que, se uma restrição de integridade não é contradi-
tória com o resultado de um processo de fusão, então ela não é
contraditória com a restrição de integridade usada para realizar
o processo.
9. (IC8) Se ∆µ1(Ψ) ∧ µ2 é consistente, então ∆µ1∧µ2(Ψ) ⊢ ∆µ1(Ψ)
O postulado (IC8) aﬁrma que se µ2 é consistente com uma base
resultante de um processo de fusão com restrição de integridade
µ1, então fazer a fusão considerando ambas as restrições deve im-
plicar a base resultante do processo quando somente µ1 é conside-
rado, pois µ2 acrescentará somente informações não conﬂitantes
à base.
Juntos, (IC7) e (IC8) apenas esclarecem que a noção de proximi-
dade é bem deﬁnida.
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Este conjunto de postulados tem uma relevância cientíﬁca pois
tem servido de guia para a construção de operadores de fusão de cren-
ças. Na sequência, apresenta-se os primeiros dois operadores propostos
na literatura, que são o operador de maioria (LIN; MENDELZON, 1999)
e o operador de arbitração (LIBERATORE; SCHAERF, 1995).
2.2.3 Primeiros Trabalhos
Como já mencionado anteriormente, os dois principais operado-
res nesta área são os operadores semânticos de maioria e arbitração,
que baseiam-se semanticamente nas medidas de distância entre mode-
los. Em contrapartida, Pozos-Parra et al. (POZOS-PARRA; PERRUSSEL;
THEVENIN, 2011), com um novo ponto de vista, propuseram um novo
operador de fusão de crenças, que produz resultados similares aos de-
mais, porém sem utilizar a métrica de distância entre modelos. Este
novo operador foi nomeado "Partial Satisfactibility".
Veremos com mais detalhes, nas próximas seções, estes operado-
res.
2.2.3.1 Operador de Maioria
O operador demaioria, proposto por Lin e Mendelzon (LIN; MEN-
DELZON, 1999) deﬁne semanticamente a distância entre um modelo e
o conjunto de bases de crenças representadas por ele, como a soma
das distâncias entre o modelo e cada base de crença pertencente a este
modelo.
Para calcular a distância para cada base, usaremos o princípio da
mudança mínima proposto por Dalal (DALAL, 1988), e já mencionado
na seção 2.2.1.2.
Sabendo disso, o operador de maioria, notado por ∆
∑
, mantém
as crenças que são compartilhadas pela maioria dos modelos, com o ob-
jetivo de maximizar a satisfação global. Portanto o cálculo da distância
entre um modelo e suas bases de crenças é deﬁnido como
Dist∑(w,Ψ) =
∑
ψi∈Ψ
|dist(w,ψi)|
Assim, conclui-se que
w 6
∑
Ψ
w′ sse Dist∑(w,Ψ) ≤ Dist∑(w′,Ψ)
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Ou seja, um modelo w será preferido a um modelo w′ se e so-
mente se o somatório das distâncias entre w e as bases de Ψ for menor
que o somatório das distâncias entre w′ e as bases de Ψ.
2.2.3.2 Operador de Arbitração
Proposto por Liberatore e Schaerf (LIBERATORE; SCHAERF, 1998),
o operador de arbitração utiliza a mesma ideia das distâncias entre mo-
delos, porém com o intuito de manter tanto quanto possível a informa-
ção contida nas bases iniciais, maximizando a satisfação individual dos
modelos.
Utilizando o princípio exposto por Dalal (DALAL, 1988) na seção
2.2.1.2, deﬁne-se formalmente o operador de arbitração, notado por
∆Max, a distância máxima calculada entre um modelo w e suas bases
de crenças ψi como
DistMax(w,Ψ) = Maxψi∈Ψ|dist(w,ψi)|
Deste modo, um modelo w será preferido a um modelo w′ se e
somente se a distância máxima entre w e as bases de Ψ for menor que
a distância máxima entre w′ e as bases de Ψ, isto é:
w 6MaxΨ w
′ sse DistMax(w,Ψ) ≤ DistMax(w
′,Ψ)
Para ilustrarmos melhor como estes operadores se comportam e
suas peculiaridades, veremos na próxima seção alguns exemplos e suas
aplicações.
2.2.3.3 Exemplos
Exemplo 4. Considere 3 amigas, Ana (ψ1), Sanjeli (ψ2) e Andréa
(ψ3), que precisam decidir onde irão sair à noite. Ana e Sanjeli desejam
ir a um restaurante (notado por r) e ao teatro (notado por t), enquanto
que Andréa não deseja sair para nenhum lugar (¬r∧¬t). Se seguirmos
a lógica do operador de maioria, a escolha seria ir ao restaurante e ao
teatro pois assim seria completamente satisfeita a vontade da maioria
dos agentes (Ana e Sanjeli), apesar de Andréa não gostar da ideia.
Em contrapartida, de acordo com o operador de arbitração, a
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escolha teria que ser ir ao restaurante ou ao cinema, mas não em ambos
os lugares, o que representa uma "negociação" entre as amigas, onde
ambos os lados cedem para ter suas vontades parcialmente atendidas.
A tabela abaixo mostra o cálculo da aplicação de ambos os operadores
para este exemplo.
µ ∈ JµK ψ1 ψ2 ψ3 Dist∑(µ,Ψ) DistMax(µ,Ψ)
{r, t} 0 0 2 2 2
{¬r, t} 1 1 1 3 1
{r,¬t} 1 1 1 3 1
{¬r,¬t} 2 2 0 4 2
Tabela 2 – Tabela das distâncias e dos operadores de Maioria e Arbi-
tração do Exemplo 4
Aplicando-se o operador de maioria, as amigas irão ao teatro e
ao restaurante, enquanto que pelo operador de arbitração, elas escolhe-
rão entre o teatro ou o restaurante. Apesar da simplicidade do exemplo,
é possível perceber a dinâmica de ambos os operadores para decidir o
processo de fusão.
Exemplo 5. Seja o Exemplo 3 e tomando como base a Tabela 1. Apli-
cando os operadores de maioria e arbitração formamos a tabela abaixo:
µ ∈ JµK ψ1 ψ2 ψ3 ψ4 ψ5 ψ6 Dist∑(µ,Ψ) DistMax(µ,Ψ)
{p1, p2, p3} 0 1 1 2 1 2 7 2
{p1, p2,¬p3} 1 0 2 1 2 1 7 2
Tabela 3 – Tabela das distâncias e dos operadores de Maioria e Arbi-
tração do Exemplo 5
Na Tabela 3 temos o mesmo resultado tanto para o operador de
maioria quanto para o de arbitração, ou seja:
J∆Maxµ (Ψ)K = J∆
∑
µ (Ψ)K = {{p1, p2, p3}, {p1, p2,¬p3}}
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Exemplo 6. Considere o conjunto de bases de crenças Ψ = {ψ1, ψ2, ψ3}
e as bases ψ1, ψ2, ψ3 e as restrições de integridade µ.
ψ1 = ψ2 = (p1 ∧ p2) ∨ (p2 ∧ p3 ∧ p4)
ψ3 = (¬p3 ∧ p4 ∧ ¬p5)
µ = (¬p1 ∧ ¬p3 ∧ ¬p4 ∧ p5) ∨ (¬p2 ∧ ¬p3 ∧ p5)
Com o exposto acima, realizamos o cálculo dos modelos e das
distâncias entre os modelos, e formamos a Tabela 4 com as distâncias
mínimas calculadas entre os modelos das bases ψ1, ψ2, ψ3 e os modelos
de µ, e com os valores calculados após a aplicação dos operadores de
maioria e arbitração.
w ∈ JµK ψ1 ψ2 ψ3 Dist∑(w,Ψ) DistMax(w,Ψ)
{¬p1, p2,¬p3,¬p4, p5} 1 1 2 4 2
{¬p1,¬p2,¬p3,¬p4, p5} 2 2 2 6 2
{¬p1,¬p2,¬p3, p4, p5} 2 2 1 5 2
{p1,¬p2,¬p3,¬p4, p5} 1 1 2 4 2
{p1,¬p2,¬p3, p4, p5} 1 1 1 3 1
Tabela 4 – Tabela das distâncias e dos operadores de Maioria e Arbi-
tração do Exemplo 6
Note na Tabela 4 que a mínima distância encontrada aplicando o
operador de maioria é o valor 3, na linha em destaque. E o operador de
arbitração, com a mínima distância resultando no valor 1, na mesma
linha em destaque. Neste caso, as ordens de preferências estabelecidas
pelos operadores ∆
∑
e ∆Max chegaram em um mesmo modelo, e a fusão
das bases resultante é:
J∆Maxµ (Ψ)K = J∆
∑
µ (Ψ)K = {{p1,¬p2,¬p3, p4, p5}}
Exemplo 7. Considere agora uma reunião de condomínio com 4 pro-
prietários, onde o síndico propõe construir uma piscina, uma quadra de
tênis e um estacionamento para os moradores. Mas, se apenas 2 destes
3 itens forem construídos, o condomínio aumentará consideravelmente.
Sejam S, T e P respectivamente os literais referentes a piscina, a qua-
dra de tênis e o estacionamento; e I o aumento do condomínio.
Seja µ = ((S ∧ T ) ∨ (S ∧ P ) ∨ (T ∧ P )) → I as restrições de
integridade referente ao exposto sobre o aumento do condomínio, e Ψ =
{ψ1 ⊔ ψ2 ⊔ ψ3 ⊔ ψ4} os 4 proprietários.
Dois proprietários não se importam com o aumento do condo-
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mínio e querem construir os 3 itens de qualquer maneira, ou seja,
ψ1 = ψ2 = S ∧ T ∧ P . O terceiro proprietário não quer pagar ne-
nhum aumento no condomínio, portanto não concorda com nenhuma
das construções, ψ3 = ¬S ∧ ¬T ∧ ¬P ∧ ¬I. E o quarto acredita que
o condomínio precisa de um estacionamento e de uma quadra de tênis
mas não quer um aumento no condomínio, portanto ψ4 = T ∧ P ∧ ¬I.
Considere os literais S, T , P e I nesta ordem, o valor 1 para
verdadeiro e 0 para falso, e o resultado das fusões de crenças a seguir.
ψ1 = ψ2 = {(1, 1, 1, 1), (1, 1, 1, 0)}
ψ3 = {(0, 0, 0, 0)}
ψ4 = {(1, 1, 1, 0), (0, 1, 1, 0)}
µ =W\{(0, 1, 1, 0), (1, 0, 1, 0), (1, 1, 0, 0), (1, 1, 1, 0)}
Após fazer os cálculos das distâncias entre os modelos, e as distâncias
mínimas entre os modelos das bases ψ1, ψ2, ψ3 e ψ4 e os modelos de
µ, temos a Tabela 5 com estes resultados juntamente com os valores
calculados na aplicação dos operadores de maioria e arbitração.
w ∈ JµK ψ1 ψ2 ψ3 ψ4 Dist∑(w,Ψ) DistMax(w,Ψ)
(0, 0, 0, 0) 3 3 0 2 8 3
(0, 0, 0, 1) 3 3 1 3 10 3
(0, 0, 1, 0) 2 2 1 1 6 2
(0, 0, 1, 1) 2 2 2 2 8 2
(0, 1, 0, 0) 2 2 1 1 6 2
(0, 1, 0, 1) 2 2 2 2 8 2
(0, 1, 1, 0) 1 1 2 0 4 2
(0, 1, 1, 1) 1 1 3 1 6 3
(1, 0, 0, 0) 2 2 1 2 7 2
(1, 0, 0, 1) 2 2 2 3 9 3
(1, 0, 1, 0) 1 1 2 1 5 2
(1, 0, 1, 1) 1 1 3 2 7 3
(1, 1, 0, 0) 1 1 2 1 5 2
(1, 1, 0, 1) 1 1 3 2 7 3
(1, 1, 1, 0) 0 0 3 0 3 3
(1, 1, 1, 1) 0 0 4 1 5 4
Tabela 5 – Tabela das distâncias e dos operadores de Maioria e Arbi-
tração do Exemplo 7
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As linhas sombreadas em cinza são excluídas pois não satisfazem
as restrições de integridade.
Logo, para o critério do operador de arbitração ∆Max, temos o
valor 2 como a distância mínima entre os possíveis modelos (linhas em
amarelo) e os modelos para este resultado são
J∆Maxµ (Ψ)K = {(0, 0, 1, 0), (0, 0, 1, 1), (0, 1, 0, 0), (0, 1, 0, 1), (1, 0, 0, 0)}
Isso significa que, de acordo com este operador, a solução que
melhor se encaixa aos proprietários é construir apenas um dos itens e
não aumentar o valor do condomínio, ou, aumentar o condomínio e
construir a quadra de tênis ou o estacionamento.
Agora, analisaremos o resultado conforme o operador de maioria
∆
∑
, temos o valor 5 como a menor distância entre os possíveis modelos
(linha em azul) e o modelo para este resultado
J∆
∑
µ (Ψ)K = {(1, 1, 1, 1)}
Ou seja, a solução que melhor se encaixa, atendendo a satisfação
do grupo, é a de construir os 3 itens e aumentar o valor do condomínio.
2.2.4 Operador "Partial Satisfactibility"
Com um ponto de vista diferente, Pozos-Parra et al. (POZOS-
PARRA; PERRUSSEL; THEVENIN, 2011), propuseram um novo operador
semântico de fusão de crenças como uma alternativa aos operadores já
vistos. Até o momento, vimos operadores que são baseados na noção
de distâncias entre modelos para se chegar a um resultado de fusão
consistente às bases de crenças individuais dos agentes.
Veremos nesta seção que é possível deﬁnir um operador de fusão
baseado na noção de satisfação parcial ("Partial Satisfactibility"), e
mesmo assim obter resultados análogos aos abordados anteriormente.
Ademais, contrário à maioria dos estudos nesta área, este operador
considera quando as bases são inconsistentes.
Em sua deﬁnição formal, este operador utiliza as deﬁnições de
Formas Normais Canônicas, conforme já visto na seção 2.2.1.1.
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2.2.4.1 Satisfação Parcial
Considere ψ uma base de crenças que está na FND, e w uma
possível interpretação de W, e seja |P | = n o número de símbolos pro-
posicionais de P . Deﬁnimos a Satisfação Parcial de ψ para w, notada
por wPS(ψ), recursivamente como segue.
1. Se ψ é apenas um literal L, então wPS(ψ) = Max
{
w(L), n−1
2n
}
2. Se ψ é uma conjunção de literais L1 ∧ · · · ∧ Ls, então
wPS(ψ) = Max
{
s∑
i=1
w(Li)
s
,
n− |P (ψ)|
2n
}
3. Se ψ é uma disjunção D1 ∨ · · · ∨Dr onde cada Di é um termo ou
uma conjunção de literais, então
wPS(ψ) = Max
{
wPS(D1), ..., wPS(Dr)
}
Exemplo 8. Seja o conjunto P = {a, b, c} nesta ordem, as bases de
crenças ψ1 = a ∧ c, ψ2 = (¬a ∧ ¬c) ∨ (b ∧ ¬c) e ψ3 = c. Considere
w = (1, 1, 1). Aplicando a definição acima, a satisfação parcial das
bases será:
Para ψ1 = a ∧ c, temos
wPS(ψ1) = Max
{
w(a) + w(c)
2
,
3− 2
2 ∗ 3
}
= Max
{
1 + 1
2
,
1
6
}
= Max
{
1,
1
6
}
= 1
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Para ψ3 = c, temos
wPS(ψ3) = Max
{
w(c),
3− 1
2 ∗ 3
}
= Max
{
1,
1
3
}
= 1
Para ψ2 = (¬a ∧ ¬c) ∨ (b ∧ ¬c), temos
wPS(ψ2) = Max
{
wPS(D1), wPS(D2)
}
onde D1 = (¬a ∧ ¬c) e D2 = (b ∧ ¬c). Portanto
wPS(ψ2) = Max
{
Max
{
w(¬a) + w(¬c)
2
,
3− 2
2 ∗ 3
}
,Max
{
w(b) + w(¬c)
2
,
3− 2
2 ∗ 3
}}
= Max
{
Max
{
0 + 0
2
,
1
6
}
,Max
{
1 + 0
2
,
1
6
}}
= Max
{
1
6
,
1
2
}
=
1
2
Como mencionado anteriormente, a ideia deste operador é usar
outra métrica para o resultado de fusão de crenças. Como já temos a
deﬁnição da satisfação parcial das bases dos agentes, veremos a seguir
o estado eleito da fusão, que será aquele que maximiza o valor da soma
da satisfação parcial das bases dos agentes.
2.2.4.2 Fusão por Satisfação Parcial
Seja Ψ = {ψ1, ψ2, ..., ψm} o conjunto de bases de crenças obtido
dos agentes ψ1, ..., ψm, então o resultado da fusão de crenças de Ψ,
de acordo com o operador Partial Satisfactibility, notado por Fusão-
PS(Ψ), será como segue.{
w ∈ W

m∑
i=1
wPS(ψi) ≥
m∑
i=1
w′PS(ψi) para todo w
′ ∈ W
}
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Exemplo 9. Imagine o cenário em que um professor pergunta aos
alunos quais linguagens eles gostariam de aprender, SQL (notado por
s), Datalog (notado por d) ou O2 (notado por o). O primeiro estudante
diz que quer aprender apenas SQL ou O2, ou seja, ψ1 = (s ∨ o) ∧ ¬d.
O segundo estudante diz que quer aprender ou Datalog ou O2 mas não
os dois, ou seja, ψ2 = (¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o). E o terceiro
quer aprender as três linguagens, ou seja, ψ3 = (s ∧ d ∧ o). Com estas
informações, primeiro precisamos transformar as bases na FND, caso
não estejam. Logo, temos:
ψ1 = (s ∧ ¬d) ∨ (o ∧ ¬d)
ψ2 = (¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o)
ψ3 = (s ∧ d ∧ o)
w ψ1 ψ2 ψ3 Fusão-PS(Ψ)
(1, 1, 1) 1/2 1/3 1 11/6
(1, 1, 0) 1/2 2/3 2/3 11/6
(1, 0, 1) 1 2/3 2/3 14/6
(1, 0, 0) 1 1/3 1/3 10/6
(0, 1, 1) 1/2 2/3 2/3 11/6
(0, 1, 0) 1/6 1 1/3 9/6
(0, 0, 1) 1 1 1/3 14/6
(0, 0, 0) 1/2 2/3 0 7/6
Tabela 6 – Tabela com o operador Partial Satisfactibility e Fusão-
PS(Ψ) do Exemplo 9
Observe na Tabela 6, que ao aplicarmos o operador de Satis-
fação Parcial e a fusão de acordo com este operador (Fusão-PS(Ψ)),
temos como resultado (linhas sombreadas) dois estados: w = (1, 0, 1) e
w = (0, 0, 1). Semanticamente isto quer dizer que, de acordo com este
operador, a melhor escolha seria aprender SQL e O2 ou apenas O2.
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3 OPERADOR BPM
Neste capítulo apresenta-se o operador BPM (MARCHI; BITTEN-
COURT; PERRUSSEL, 2009), que é o operador que deseja-se demonstrar
coerente com os postulados apresentados na seção 2.2.2. A importân-
cia de realizar tal fato, está em garantir que o operador BPM pode
ser utilizado como um operador de fusão de crenças, mantendo as ca-
racterísticas importantes de operadores de fusão, como por exemplo
irrelevância da sintaxe, princípio de mudança mínima, etc., e ainda
possuir uma propriedade interessante em sistemas baseados em conhe-
cimento: a unicidade, em que cada base de crenças possui uma única
representação em Implicantes Primários.
Este operador, quando utilizando o critério de distância mínima
de Dalal, provê versões sintáticas dos operadores de Arbitração e Mai-
oria.
Inicia-se apresentando os conceitos teóricos fundamentais para
a compreensão do operador nas seções 2.2.1 e 2.2.1.1, e na sequência
introduziremos um novo conceito de distância entre modelos.
A caracterização sintática da distância entre modelos é feita con-
siderando os termos D ∈ IP , em que cada termo D é um conjunto de
literais.
3.1 DEFINIÇÃO SINTÁTICA BPM
Sejam a base de crenças ψ e uma nova informação µ representa-
das em suas formas normais primárias disjuntivas IPψ e IPµ e sejam
Dψ ∈ IPψ e Dµ ∈ IPµ. A distância k entre os termos Dψ e Dµ é dada
por:
k(Dψ, Dµ) = Dψ ∩Dµ
Isto signiﬁca que, ao mudar uma base de crenças, eliminamos dos
termos Dψ os símbolos contraditórios e colocamos a nova informação
µ. Fazendo esta operação em todos os termos Dψ ∈ IPψ, obtêm-se
um conjunto de termos candidatos à nova base, denominado Γ. Este
conjunto Γ é calculado sobre IPψ × IPµ tal que:
Γ = {D | D = Dµ ∪ (Dψ −Dµ)}
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em que Dµ ∈ IPµ e Dψ ∈ IPψ e a operação Dµ ∪ (Dψ −Dµ) signiﬁca
a eliminação dos literais contraditórios de Dµ em Dψ e a inclusão dos
literais pertencentes a Dµ.
Exemplo 10. Considere IPψ = (¬p3∧¬p2)∨(¬p3∧¬p1∧p4)∨(¬p2∧p4)
e a nova informação µ dada por IPµ = (¬p4 ∧ p3) ∨ (p1 ∧ p2). Com
as definições apresentadas anteriormente, podemos montar uma tabela
que apresenta a operação sintática de mudança de crenças bem como
as distâncias entre os termos Dψ e Dµ.
A última coluna da tabela apresenta os literais que se alteram
com a mudança de base, e significa as distâncias entre os termos.
Dψ Dµ (Dψ −Dµ) D ∈ Γ k(Dψ, Dµ)
{¬p3,¬p2} {¬p4, p3} {¬p2} {¬p2,¬p4, p3} {p3}
{¬p3,¬p2} {p1, p2} {¬p3} {¬p3, p1, p2} {p2}
{¬p2, p4} {¬p4, p3} {¬p2} {¬p2,¬p4, p3} {p4}
{¬p2, p4} {p1, p2} {p4} {p4, p1, p2} {p2}
{¬p3,¬p1, p4} {¬p4, p3} {¬p1} {¬p1,¬p4, p3} {p3, p4}
{¬p3,¬p1, p4} {p1, p2} {¬p3, p4} {¬p3, p4, p1, p2} {p1}
Tabela 7 – Tabela da distância k e do conjunto Γ do Exemplo 10
Exemplo 11. Considere a fusão das bases de crenças apresentada no
Exemplo 6, com as bases representadas por seus conjuntos de impli-
cantes primários, tal que IPΨ = (IPψ1 , IPψ2 , IPψ3) em que IPψ1 =
IPψ2 = (p1 ∧ p2) ∨ (p2 ∧ p3 ∧ p4) e IPψ3 = (¬p3 ∧ p4 ∧ ¬p5). A base
µ que representa o conjunto de restrições de integridade é dada por
IPµ = (¬p1 ∧ ¬p3 ∧ ¬p4 ∧ p5) ∨ (¬p2 ∧ ¬p3 ∧ p5). A tabela abaixo
apresenta os termos candidatos, bem como os conjuntos de literais con-
traditórios de cada termo e suas respectivas cardinalidades.
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Dψ ∈ IPΨ Dµ (Dψ −Dµ) D ∈ Γ k(Dψ, Dµ) |k(Dψ, Dµ)|
{p1, p2} {¬p1,¬p3,¬p4, p5} {p2} {¬p1, p2,¬p3,¬p4, p5} {p1} 1
{p2, p3, p4} {¬p1,¬p3,¬p4, p5} {p2} {¬p1, p2,¬p3,¬p4, p5} {p3, p4} 2
{p1, p2} {¬p2,¬p3, p5} {p1} {p1,¬p2,¬p3, p5} {p2} 1
{p2, p3, p4} {¬p2,¬p3, p5} {p4} {¬p2,¬p3, p4, p5} {p2, p3} 2
{p1, p2} {¬p1,¬p3,¬p4, p5} {p2} {¬p1, p2,¬p3,¬p4, p5} {p1} 1
{p2, p3, p4} {¬p1,¬p3,¬p4, p5} {p2} {¬p1, p2,¬p3,¬p4, p5} {p3, p4} 2
{p1, p2} {¬p2,¬p3, p5} {p1} {p1,¬p2,¬p3, p5} {p2} 1
{p2, p3, p4} {¬p2,¬p3, p5} {p4} {¬p2,¬p3, p4, p5} {p2, p3} 2
{¬p3, p4,¬p5} {¬p1,¬p3,¬p4, p5} {¬p3} {¬p1,¬p3,¬p4, p5} {p4,¬p5} 2
{¬p3, p4,¬p5} {¬p2,¬p3, p5} {¬p3, p4} {¬p2,¬p3, p4, p5} {p5} 1
Tabela 8 – Tabela das distâncias de acordo com o operador BPM e do
conjunto Γ do Exemplo 11
Neste exemplo observe que na quinta coluna temos os conjuntos
de literais contraditórios e na última coluna a cardinalidade destes con-
juntos. Note também que ψ1 = ψ2 e por isso as duas primeiras partes
da tabela são equivalentes.
Aplicando o critério de ordenação total neste contexto temos:
D 6TΓ D
′ sse |k(Dψ, Dµ)| ≤ |k(D
′
ψ, D
′
µ)|
Um termo D será preferido a um termo D′ se e somente se o
número de literais contraditórios de D for inferior ao número de literais
contraditórios de D′.
Para a realização de um processo de fusão de crenças, precisamos
encontrar os modelos da base de restrições de integridade mais próximos
aos modelos das bases de crenças. Então a seleção dos termos que irão
constituir a nova base é feita observando cada termo em IPµ. Para cada
termo Dµ e para cada base IPψ de IPΨ são escolhidas as distâncias
mínimas, segundo o critério de ordenação total. Assim, a distância
entre um termo Dµ e a base de crenças IPψ é dada pelo valor mínimo
de k(Dψ, Dµ), isto é:
d(Dµ, IPψ) =Min({|k(Dψ, Dµ)| | Dψ ∈ IPψ})
Da mesma forma, para caracterizar os operadores sintáticos de
maioria e arbitração, utilizamos a caracterização sintática dos critérios
de distância e ordenação.
Deﬁnimos então um operador sintático de maioria, notado por
FND∆Σ , como:
Dist∑(Dµ, IPΨ) =
∑
IPψi∈IPΨ
d(Dµ, IPψi)
50
e a seguinte ordem de preferência é estabelecida:
D 6ΣIPΨ D
′ sse Dist∑(D, IPΨ) ≤ Dist∑(D
′, IPΨ)
O operador sintático de arbitração, notado por FND∆Max , uti-
liza o seguinte cálculo de distâncias:
DistMax(Dµ, IPΨ) =MaxIPψi∈IPΨ d(Dµ, IPψi)
e a seguinte ordem de preferência é estabelecida:
D 6MaxIPΨ D
′ sse DistMax(D, IPΨ) ≤ DistMax(D
′, IPΨ)
Lembrando que os termos selecionados para constituir a nova
base serão os termos de Γ, com |k(Dµ, Dψ)| mínimo.
Exemplo 12. Considere o Exemplo 11. Para cada termo Dµ e para
cada base IPψ são observadas as distâncias |k(Dµ, Dψ)| calculadas an-
teriormente. Na tabela abaixo, são apresentadas as distâncias mínimas
de cada IPψ ao termo Dµ. Aplicando os critérios de distâncias e or-
denação dos operadores de arbitração e maioria, temos:
Dµ d(Dµ, IPψ1) d(Dµ, IPψ2) d(Dµ, IPψ3) Dist∑ DistMax
{¬p1,¬p3,¬p4, p5} 1 1 2 4 2
{¬p2,¬p3, p5} 1 1 1 3 1
Tabela 9 – Tabela das distâncias e dos operadores sintáticos do Exemplo
12
Pela Tabela 9, os valores destacados apontam o termo selecio-
nado pelos operadores segundo suas ordens de preferência. Para obter
a base resultante do processo de fusão pela aplicação dos operadores de
maioria e arbitração, olhamos para os termos de Γ com |k(Dµ, Dψ)|
mínimo relacionados ao termo de IPµ escolhido. Portanto,
FND∆Σµ = FND∆Maxµ = (p1 ∧ ¬p2 ∧ ¬p3 ∧ p5) ∨ (¬p2 ∧ ¬p3 ∧ p4 ∧ p5)
Visto isso, é possível perceber que Implicantes Primários e For-
mas Normais Disjuntivas podem ser utilizados tanto para fazer o ope-
rador de maioria quanto o operador de arbitração. Contudo, ﬁcou em
aberto as demonstrações dos postulados que satisfazem a fusão de cren-
ças (seção 2.2.2), e serão apresentadas no próximo Capítulo.
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4 DEMONSTRAÇÕES
Neste capítulo será apresentada, para cada postulado da seção
2.2.2, a demonstração de sua satisfação pelo operador BPM. Para as
demonstrações, a estratégia utilizada será por construção, em que usarei
as deﬁnições apresentadas na seção 2.2.1 e no decorrer do trabalho
como base para as provas. Antes, para melhor clareza, irei reescrever os
postulados no contexto do operador sintático BPM, já visto no capítulo
anterior.
(IC0) FND∆∗µ(IPΨ) ⊢ IPµ
(IC1) Se IPµ é consistente, então FND∆∗µ(IPΨ) é consistente
(IC2) Se IPΨ é consistente com IPµ, então FND∆∗µ(IPΨ) =∧
IPΨ ∧ IPµ
(IC3) Se IPΨ1 ↔ IPΨ2 e IPµ1 ↔ IPµ2 então FND∆∗µ1 (IPΨ1)↔
FND∆∗µ2 (IPΨ2)
(IC4) Se IPψ ⊢ IPµ e IPψ′ ⊢ IPµ, então FND∆∗µ(IPψ⊔IPψ′)∧
IPψ 0 ⊥ ⇒ FND∆∗µ(IPψ ⊔ IPψ′) ∧ IPψ′ 0 ⊥
(IC5) FND∆∗µ(IPΨ1)∧FND∆∗µ(IPΨ2) ⊢ FND∆∗µ(IPΨ1⊔IPΨ2)
(IC6) Se FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2) é consistente, então
FND∆∗µ(IPΨ1 ⊔ IPΨ2) ⊢ FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2)
(IC7) FND∆∗µ1 (IPΨ) ∧ IPµ2 ⊢ FND∆
∗
µ1∧µ2
(IPΨ)
(IC8) Se FND∆∗µ1 (IPΨ) ∧ IPµ2 é consistente, então
FND∆∗µ1∧µ2 (IPΨ) ⊢ FND∆
∗
µ1
(IPΨ)
Para as demonstrações a seguir, considere FND∆∗ a notação
de fusão generalizada para quaisquer operadores, como por exemplo,
maioria e arbitração.
Postulado (IC0). FND∆∗µ(IPΨ) ⊢ IPµ
Demonstração. Pelas deﬁnições do operador BPM e de Implicantes Pri-
mários, ao calcular os termos em Γ, tem-se que: ∀ D ∈ Γ, D |= µ. Como
a base resultante contém os termos de IPΨ cuja distância é mínima para
cada termo IPµ, tem-se que FND∆∗µ(IPΨ) ⊢ IPµ.
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Postulado (IC1). Se IPµ é consistente, então FND∆∗µ(IPΨ) é con-
sistente
Demonstração. Se IPµ é consistente, cada termo Dµ ∈ IPµ (dado que
IPµ =
∨
Dµ, por deﬁnição), então Dµ 2 ⊥. Pela deﬁnição do cálculo
dos termos em Γ temos que (Dψ−Dµ) 2 ⊥ e portanto Dµ∪(Dψ−Dµ) 2
⊥. Logo FND∆∗µ(IPΨ) 2 ⊥, ou seja, FND∆∗µ(IPΨ) é consistente.
Postulado (IC2). Se IPΨ é consistente com IPµ, então FND∆∗µ(IPΨ)
=
∧
IPΨ ∧ IPµ
Demonstração. Seja IPΨ = {IPψ1 , IPψ2 , · · · , IPψn}. Se IPΨ é consis-
tente com IPµ, entã, por deﬁnição, cada IPψ  IPµ. Logo ∀ termo em
Γ temos que (Dψ −Dµ) = ∅ e IPψ ∧ IPµ é consistente.
Se cada IPψi não contradiz a restrição de integridade IPµ então
os termos calculados em Γ serão todos escolhidos como resultado da
fusão. Logo FND∆∗µ(IPΨ) =
∧
IPΨ ∧ IPµ.
Postulado (IC3). Se IPΨ1 ↔ IPΨ2 e IPµ1 ↔ IPµ2 então
FND∆∗µ1
(IPΨ1)↔ FND∆∗µ2 (IPΨ2)
Demonstração. Conforme a deﬁnição de Implicantes Primários, já vista
na seção 2.2.1.1, IPΨ contém o menor conjunto de símbolos propo-
sicionais tal que IPΨ  Ψ. Assim, se IPΨ1  Ψ1 e IPΨ2  Ψ2 e
IPΨ1 ↔ IPΨ2 , então IPΨ1 ≡ IPΨ2 , isto é, eles são equivalentes. Da
mesma forma IPµ é o menor conjunto tal que IPµ  µ, e se temos
que IPµ1 ↔ IPµ2 , então IPµ1 ≡ IPµ2 . Portanto, se existe essa equi-
valência, podemos aplicar a fusão de forma que FND∆∗µ1 (IPΨ1) ↔
FND∆∗µ2
(IPΨ2).
Postulado (IC4). Se IPψ ⊢ IPµ e IPψ′ ⊢ IPµ, então FND∆∗µ(IPψ ⊔
IPψ′) ∧ IPψ 0 ⊥ ⇒ FND∆∗µ(IPψ ⊔ IPψ′) ∧ IPψ′ 0 ⊥
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Demonstração. Se IPψ ⊢ IPµ, então IPψ e IPµ não possuem elementos
contraditórios e, portanto, são consistentes. Da mesma maneira, se
IPψ′ ⊢ IPµ, então eles são consistentes entre si. Quando fazemos a
união IPψ ⊔ IPψ′ temos uma disjunção (IPψ ∨ IPψ′) que se mantém
consistente com IPµ, e, ao aplicar a fusão sobre a união, que pela
deﬁnição está na FND, mantemos a disjunção sem contradições, e
portanto consistente com IPµ. Ao adicionarmos IPψ na fusão, ela se
manterá consistente de forma que FND∆∗µ(IPψ ⊔ IPψ′) ∧ IPψ ⊢ IPµ,
pois já vimos no início da demonstração que IPψ ⊢ IPµ. Da mesma
forma ocorre com IPψ′ . Logo FND∆∗µ(IPψ ⊔ IPψ′) ∧ IPψ 0 ⊥ ⇒
FND∆∗µ(IPψ ⊔ IPψ′) ∧ IPψ′ 0 ⊥ .
Postulado (IC5). FND∆∗µ(IPΨ1)∧FND∆∗µ(IPΨ2) ⊢ FND∆∗µ(IPΨ1⊔
IPΨ2)
Demonstração. Ao aplicar a fusão de IPΨ1 sobre IPµ, todos os elemen-
tos contraditórios a IPµ serão eliminados no cálculo de Γ, como já vi-
mos na Demonstração de (IC1). Então, IPΨ1  IPµ, da mesma forma
IPΨ2  IPµ. Se FND∆∗µ(IPΨ1) for inconsistente com FND∆∗µ(IPΨ2),
então FND∆∗µ(IPΨ1)∧FND∆∗µ(IPΨ2) ⊢ ⊤. Se FND∆∗µ(IPΨ1) for con-
sistente com FND∆∗µ(IPΨ2), então podemos fazer a conjunção
FND∆∗µ(IPΨ1)∧FND∆∗µ(IPΨ2) e o resultado se manterá consistente.
Logo, ao fazer uma união das bases IPΨ1 ⊔ IPΨ2 , ou seja, uma disjun-
ção, pode ocorrer alguma contradição entre os símbolos proposicionais
das bases, mas essa contradição será eliminada ao aplicar a fusão por
IPµ. Portanto, FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2) ⊢ FND∆∗µ(IPΨ1 ⊔
IPΨ2).
Postulado (IC6). Se FND∆∗µ(IPΨ1)∧FND∆∗µ(IPΨ2) é consistente,
então FND∆∗µ(IPΨ1 ⊔ IPΨ2) ⊢ FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2)
Demonstração. Se FND∆∗µ(IPΨ1)∧FND∆∗µ(IPΨ2) é consistente, não
existe contradição das bases resultantes com IPµ. Logo, ao fazer a
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união IPΨ1 ⊔ IPΨ2 e aplicar a fusão, o resultado poderá conter símbo-
los proposicionais em IPΨ1que não pertencem a IPΨ2 (e vice versa),
mas que não são contraditórios a IPµ e nem entre si e, portanto,
FND∆∗µ(IPΨ1 ⊔ IPΨ2) ⊇ FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2).
Postulado (IC7). FND∆∗µ1 (IPΨ) ∧ IPµ2 ⊢ FND∆
∗
µ1∧µ2
(IPΨ)
Demonstração. Ao aplicar a fusão de IPΨ sobre IPµ1 , eliminamos os
elementos contraditórios entre eles e portanto FND∆∗µ1 (IPΨ) ⊢ IPµ1 .
Se IPµ2 for inconsistente com FND∆∗µ1 (IPΨ), então FND∆∗µ1 (IPΨ)∧
IPµ2 ⊢ ⊤. Se IPµ2 for consistente com FND∆∗µ1 (IPΨ), será consistente
com IPµ1 , portanto, o resultado da fusão de IPΨ com a conjunção de
IPµ1 e IPµ2 será consistente e decorrente de FND∆∗µ1 (IPΨ)∧IPµ2 .
Postulado (IC8). Se FND∆∗µ1 (IPΨ) ∧ IPµ2 é consistente, então
FND∆∗µ1∧µ2 (IPΨ) ⊢ FND∆
∗
µ1
(IPΨ)
Demonstração. Se FND∆∗µ1 (IPΨ) ∧ IPµ2 é consistente, então IPµ2 é
consistente com IPµ1 . Logo, o resultado da fusão FND∆∗µ1∧µ2 (IPΨ) po-
derá conter símbolos proposicionais que não pertencem originalmente a
IPµ1 ou IPΨ, mas que não são contraditórios a eles, portanto,
FND∆∗µ1∧µ2 (IPΨ) ⊇ FND∆
∗
µ1
(IPΨ).
Dessa forma, conseguimos provar que o operador BPM respeita
os postulados de fusão de crenças, como era o objetivo deste trabalho.
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5 CONSIDERAÇÕES FINAIS
Este trabalho teve como objetivo principal demonstrar que o
operador sintático BPM satisfaz os postulados de fusão de crenças,
e assim, possui as características necessárias dos operadores de fusão
respeitando, por exemplo, consistência e mudança mínima. A peculia-
ridade encontrada neste operador é a de utilizar os conceitos de formas
normais canônicas e Implicantes Primários em sua deﬁnição, permi-
tindo assim a realização de um processo de fusão sintático, que resulta
em menos processamento, com resultados equivalentes aos operadores
semânticos de arbitração e maioria descritos neste trabalho.
Para se chegar nas demonstrações, foi necessário explicar alguns
conceitos já utilizados na área de fusão de crenças, como por exemplo a
noção de distâncias entre modelos proposta por Dalal, bem como apre-
sentar os principais operadores (maioria e arbitração). Para enriquecer
um pouco mais o trabalho, abordou-se um operador com uma visão
diferente dos habituais, o operador de Satisfação Parcial, que calcula
um resultado semelhante ao dos demais.
Com isso, pudemos observar o comportamento de operadores
tanto sintáticos quanto semânticos. Pôde-se observar que o critério
extra-lógico adotado para mensurar distâncias, seja em modelos ou
fórmulas, nos casos dos operadores semânticos e sintáticos respecti-
vamente, pode promover resultados bastantes diferentes que podem ser
mais ou menos adequados a algumas situações. Quando a distância mí-
nima proposta por Dalal é aplicada, é possível obter operadores sintáti-
cos e semânticos equivalentes, como apresentado no trabalho (MARCHI;
BITTENCOURT; PERRUSSEL, 2009), que foi apresentado e, principal-
mente, provado satisfazer os postulados da seção 2.2.2, podendo assim
ser seguramente utilizado como um operador de fusão de crenças.
Para trabalhos futuros é possível explorar mais as deﬁnições de
Implicantes Primários e até mesmo propor novos operadores de fusão
de crenças, seja propondo outros critérios extra-lógicos de distância ou
outros critérios de ordenação total para a escolha da informação que
será utilizada para compor a nova base de crenças.
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Abstract. In intelligent agents, the belief merging area aims to define common
beliefs and goals for a group of agents with distinct and possibly conflicting in-
dividual goals. To keep their individual belief bases consistent, some semantic
belief merging operators have been proposed, such as majority and arbitration
operators. As alternative, synthetic operators can be used. In particular, the
BPM operator, acting on a minimal dual representation of the belief bases, ob-
taining equivalent results. However, the demonstration such this operator res-
pect the postulates established to guide belief merging processes remains open.
Thus, the objective of this work is to demonstrate that this operator satisfies the
merging postulates.
Resumo. Em agentes inteligentes, a a´rea de fusa˜o de crenc¸as tem por objetivo
definir crenc¸as e objetivos comuns para um grupo de agentes com objetivos
individuais distintos. Para manter a consisteˆncia das bases, alguns operado-
res semaˆnticos para fusa˜o de crenc¸as foram propostos, como os operadores de
maioria e arbitrac¸a˜o. Como alternativa, operadores sinta´ticos podem ser utili-
zados. Em particular, o operador BPM, que atua sobre uma representac¸a˜o dual
enxuta da base de crenc¸as, obtendo resultados equivalentes. Contudo, perma-
neceu em aberto a demonstrac¸a˜o de que tal operador respeita os postulados de
fusa˜o de crenc¸as. Desta forma, o objetivo deste trabalho e´ demonstrar que o
operador satisfaz os postulados de fusa˜o.
1. Introduc¸a˜o
Fusa˜o de dados e´ uma importante a´rea em diversos campos das Engenharias e da
Computac¸a˜o. Na a´rea de processamento de sinais, a fusa˜o pode acontecer com da-
dos oriundos de mu´ltiplos sensores como em [van Dam et al. 1996], por exemplo. Ja´
na a´rea da computac¸a˜o, um processo de fusa˜o de informac¸o˜es pode ser o resultado
da integrac¸a˜o de dados em diferentes bases de dados [Fagin et al. 1983, Revesz 1993,
Liberatore and Schaerf 1998].
Na a´rea de Agentes Inteligentes, denomina-se fusa˜o de crenc¸as o pro-
cesso de integrac¸a˜o e consolidac¸a˜o de bases de conhecimentos dos agentes
[Lin and Mendelzon 1999]. Desta forma, agentes inteligentes passam a compartilhar seus
conhecimentos, permitindo que, em um sistema aberto, por exemplo, o objetivo do sis-
tema seja alcanc¸ado.
Define-se, portanto, o problema da fusa˜o de crenc¸as como a sı´ntese, realizada de
forma automa´tica, de diferentes bases de crenc¸as de diferentes agentes em uma u´nica base
de crenc¸as, que possa ser adotada pelo conjunto de agentes. E´ importante salientar que
cada agente possui a sua base, que pode conter crenc¸as conflitantes com as crenc¸as de
algum outro agente do sistema. Desta forma um processo de fusa˜o de crenc¸as tem como
princı´pio que o conjunto resultante seja consistente, ou seja, que na˜o haja contradic¸a˜o
lo´gica entre as crenc¸as. Ale´m disso, as crenc¸as individuais podem, quando unidas, per-
mitir a infereˆncia de novos fatos, enriquecendo o conhecimento dos agentes. Neste sen-
tido, o processo de fusa˜o deve se basear na perda mı´nima de informac¸a˜o, ou seja, apo´s
o te´rmino do processo, o maior conjunto possı´vel de crenc¸as na˜o conflitantes deve ser
obtido [Marchi et al. 2008].
Tendo em vista os princı´pios da consisteˆncia e da perda mı´nima de informac¸a˜o,
bem como outros que podem ser interessantes do ponto de vista da manipulac¸a˜o lo´gica de
informac¸o˜es, um conjunto de postulados foi proposto com o objetivo de guiar a construc¸a˜o
de operadores de fusa˜o de crenc¸as [Konieczny and Pe´rez 1999]. Deste modo, a im-
portaˆncia dos postulados para os operadores e´ para que estes possam ser aplicados de
forma confia´vel no processo de fusa˜o de crenc¸as, garantindo que as caracterı´sticas men-
cionadas sejam mantidas apo´s o processo de fusa˜o.
Ao longo dos anos, diversos operadores, tanto sinta´ticos quanto semaˆnticos, vem
sendo propostos e demonstrados coerentes com os postulados. Os operadores semaˆnticos
trabalham em cima de todas as possı´veis interpretac¸o˜es de uma fo´rmula lo´gica, e esse
tamanho pode chegar a ser exponencial ao nu´mero de sı´mbolos proposicionais, muitas
vezes causando um trabalho dispendioso. Ja´ os operadores sinta´ticos, sa˜o equivalentes
aos operadores semaˆnticos, pois atuam exatamente da mesma forma que estes, a diferenc¸a
e´ que eles utilizam apenas as interpretac¸o˜es realmente relevantes para a representac¸a˜o da
fo´rmula lo´gica, excluindo todas as interpretac¸o˜es redundantes, o que leva a uma reduc¸a˜o
no processamento das informac¸o˜es durante o processo, resultando em menos trabalho.
Particularmente Marchi [Marchi et al. 2009] propuseram um operador sinta´tico
baseado em formas normais prima´rias, que tem como principal caracterı´stica aos demais
operadores o uso de conceitos lo´gicos que simplificam a representac¸a˜o das informac¸o˜es,
o que resulta em um processo mais conciso. Contudo, a demonstrac¸a˜o de que tal operador
respeita o conjunto de postulados foi deixada em aberto.
2. Fundamentac¸a˜o Teo´rica
Antes de apresentarmos formalmente o que e´ um processo de fusa˜o de crenc¸as, faz-se
necessa´rio introduzir alguns conceitos teo´ricos acerca da linguagem lo´gica utilizada para
a representac¸a˜o de crenc¸as em agentes.
Seja L(P ) uma linguagem lo´gica proposicional, onde P corresponde a um con-
junto {p1, p2, ..., pn} de sı´mbolos proposicionais, e considere os conectores usuais de
lo´gica (¬,∨,∧,→,↔). Seja ψ uma base de crenc¸a, ou fo´rmula lo´gica (para simplifi-
car chamaremos apenas de base de crenc¸a), construı´da sob L(P ). A construc¸a˜o das bases
de crenc¸as em L e´ realizada utilizando um conjunto de literais {L1, ..., L2n} associados a
P tal que Li = pj ou Li = ¬pj . A negac¸a˜o de um literal L e´ notado L, ou seja, se L = p
enta˜o L = ¬p.
Uma interpretac¸a˜o e´ uma func¸a˜o de P para ❇ = {⊤(verdadeiro),⊥(falso)}, e
sejaW o conjunto de todas as possı´veis interpretac¸o˜es. Uma interpretac¸a˜ow e´ ummodelo
de uma base ψ(w  ψ) sse ψ e´ verdadeiro na interpretac¸a˜o w. Para qualquer base ψ, JψK
denota o conjunto de modelos ψ.
Seja Ψ = {ψ1, ..., ψn} um conjunto (finito) de bases de crenc¸as, em que cada ψi
representa as crenc¸as presentes no agente i. Nota-se
∧
Ψ, a conjunc¸a˜o de todas as bases
de crenc¸as ψ1 ∧ · · · ∧ ψn; e Ψ1 ⊔Ψ2 a unia˜o dos conjuntos Ψ1 e Ψ2.
Seja µ uma base de crenc¸a construı´da sob L(P ) que e´ uma crenc¸a especial que
representa as restric¸o˜es de integridade que asseguram a fusa˜o, ou seja, tais restric¸o˜es
devem ser satisfeitas pela base resultante do processo.
Um processo de fusa˜o de crenc¸a, consiste enta˜o em dado um conjunto Ψ de bases
de crenc¸as dos agentes do sistema e uma restric¸a˜o de integridade µ, obter, segundo a
aplicac¸a˜o de algum crite´rio de ordenac¸a˜o extra-lo´gico, a base de crenc¸as resultante do
processo de fusa˜o, denotada por
∆µ(Ψ)
De modo semaˆntico, o conjunto de modelos resultante na base de crenc¸as deve ser
escolhido a partir dos modelos das restric¸o˜es de integridade mais pro´ximos a`queles das
bases iniciais, segundo o crite´rio extra-lo´gico estabelecido, ou seja:
J∆µ(Ψ)K = Min6Ψ(JµK)
Dado um conjunto de literais definidos sobre L(P ), define-se uma cla´usula como
uma disjunc¸a˜o de literais C = L1 ∨ · · · ∨ LkC , e uma cla´usula dual ou termo, como uma
conjunc¸a˜o de literais, dada por D = L1 ∧ · · · ∧ LkD . Assim como define-se negac¸a˜o de
um literal, define-se a negac¸a˜o de um termo D = ¬p1 ∧ p3, denotada por D, resulta em
D = p1 ∧ ¬p3.
Considere ainda, a definic¸a˜o de subtrac¸a˜o de dois termos D e D′, notada por
D − D′, que resulta nos literais de D que na˜o possuem correspondeˆncia com os literais
de D′, por exemplo, se D = ¬p1 ∧ p3 e D
′ = p1 ∧ p3, enta˜o D −D
′ = {¬p1}.
Considere a linguagem L(P ) e uma base de crenc¸a ψ ∈ L(P ), ψ pode ser
convertida em uma forma normal conjuntiva (FNC), onde FNCψ = C1 ∧ · · · ∧ Cm,
ou em uma forma normal disjuntiva (FND), onde FNDψ = D1 ∨ · · · ∨ Dw, tal que
ψ ≡ FNCψ ≡ FNDψ.
Uma cla´usula C e´ um implicado de uma base ψ sse ψ |= C, e e´ um implicado
prima´rio sse para todo implicado C ′ de ψ tal que C ′ |= C, tem-se C |= C ′. Uma
conjunc¸a˜o de implicados prima´rios de ψ, define-se PIψ tal que ψ ≡ PIψ. Um termo D
chama-se implicante de uma base ψ sse D |= ψ, e e´ um implicante prima´rio sse para
todos os implicantes D′ de ψ tal que D |= D′, tem-se D′ |= D. Define-se IPψ como
uma disjunc¸a˜o de implicantes prima´rios de ψ tal que ψ ≡ IPψ. Implicantes e implicados
prima´rios sa˜o noc¸o˜es duais, e ummesmo algoritmo pode ser utilizado para calcular ambas
as formas [Bittencourt et al. 2003].
Em contrapartida, implicados e implicantes prima´rios podem ser definidos como
casos especiais das FNC e FND, e compo˜e-se no menor nu´mero de cla´usulas ou termos
fechados para infereˆncia, sem cla´usulas ou termos inseridos e na˜o contendo um literal e
sua negac¸a˜o. Assim, cla´usulas e termos sa˜o entendidos como sinoˆnimos.
3. Postulados de Fusa˜o de Crenc¸as
Para guiar a construc¸a˜o de operadores de fusa˜o, Konieczny e Pe´rez em 2002
[Konieczny and Pe´rez 2002] introduzem um conjunto de 9 postulados que descrevem re-
gras ou caracterı´sticas que os operadores de fusa˜o precisam seguir ou devem possuir,
considerando aspectos como consisteˆncia, mudanc¸a mı´nima e irrelevaˆncia da sintaxe. Sa˜o
eles:
1. (IC0) ∆µ(Ψ) ⊢ µ
2. (IC1) Se µ e´ consistente, enta˜o ∆µ(Ψ) e´ consistente
3. (IC2) Se Ψ e´ consistente com µ, enta˜o ∆µ(Ψ) =
∧
Ψ ∧ µ
4. (IC3) Se Ψ1 ↔ Ψ2 e µ1 ↔ µ2 enta˜o ∆µ1(Ψ1)↔ ∆µ2(Ψ2)
5. (IC4) Se ψ ⊢ µ e ψ′ ⊢ µ, enta˜o ∆µ(ψ ⊔ ψ
′) ∧ ψ 0 ⊥ ⇒ ∆µ(ψ ⊔ ψ
′) ∧ ψ′ 0 ⊥
6. (IC5) ∆µ(Ψ1) ∧∆µ(Ψ2) ⊢ ∆µ(Ψ1 ⊔Ψ2)
7. (IC6) Se∆µ(Ψ1)∧∆µ(Ψ2) e´ consistente, enta˜o∆µ(Ψ1⊔Ψ2) ⊢ ∆µ(Ψ1)∧∆µ(Ψ2)
8. (IC7) ∆µ1(Ψ) ∧ µ2 ⊢ ∆µ1∧µ2(Ψ)
9. (IC8) Se ∆µ1(Ψ) ∧ µ2 e´ consistente, enta˜o ∆µ1∧µ2(Ψ) ⊢ ∆µ1(Ψ)
4. Operador BPM
Neste capı´tulo apresenta-se o operador BPM [Marchi et al. 2009], que e´ o operador que
deseja-se demonstrar coerente com os postulados apresentados na sec¸a˜o anterior. A im-
portaˆncia de realizar tal fato, esta´ em garantir que o operador BPM pode ser utilizado
como um operador de fusa˜o de crenc¸as, mantendo as caracterı´sticas importantes de opera-
dores de fusa˜o, como por exemplo irrelevaˆncia da sintaxe, princı´pio de mudanc¸a mı´nima,
etc., e ainda possuir uma propriedade interessante em sistemas baseados em conheci-
mento: a unicidade, em que cada base de crenc¸as possui uma u´nica representac¸a˜o em
Implicantes Prima´rios.
Considere inicialmente os conceitos teo´ricos fundamentais, apresentados na sec¸a˜o
2, para a compreensa˜o do operador. Na sequeˆncia introduziremos um novo conceito de
distaˆncia entre modelos.
A caracterizac¸a˜o sinta´tica da distaˆncia entre modelos e´ feita considerando os ter-
mos D ∈ IP , em que cada termo D e´ um conjunto de literais.
Sejam a base de crenc¸as ψ e uma nova informac¸a˜o µ representadas em suas formas
normais prima´rias disjuntivas IPψ e IPµ e sejam Dψ ∈ IPψ e Dµ ∈ IPµ. A distaˆncia k
entre os termos Dψ e Dµ e´ dada por:
k(Dψ, Dµ) = Dψ ∩Dµ
Isto significa que, ao mudar uma base de crenc¸as, eliminamos dos termos Dψ os
sı´mbolos contradito´rios e colocamos a nova informac¸a˜o µ. Fazendo esta operac¸a˜o em
todos os termos Dψ ∈ IPψ, obteˆm-se um conjunto de termos candidatos a` nova base,
denominado Γ. Este conjunto Γ e´ calculado sobre IPψ × IPµ tal que:
Γ = {D | D = Dµ ∪ (Dψ −Dµ)}
em que Dµ ∈ IPµ e Dψ ∈ IPψ e a operac¸a˜o Dµ ∪ (Dψ −Dµ) significa a eliminac¸a˜o dos
literais contradito´rios de Dµ em Dψ e a inclusa˜o dos literais pertencentes a Dµ.
Para a realizac¸a˜o de um processo de fusa˜o de crenc¸as, precisamos encontrar os
modelos da base de restric¸o˜es de integridade mais pro´ximos aos modelos das bases de
crenc¸as. Enta˜o a selec¸a˜o dos termos que ira˜o constituir a nova base e´ feita observando
cada termo em IPµ. Para cada termo Dµ e para cada base IPψ de IPΨ sa˜o escolhidas as
distaˆncias mı´nimas, segundo o crite´rio de ordenac¸a˜o total. Assim, a distaˆncia entre um
termo Dµ e a base de crenc¸as IPψ e´ dada pelo valor mı´nimo de k(Dψ, Dµ), isto e´:
d(Dµ, IPψ) =Min({|k(Dψ, Dµ)| | Dψ ∈ IPψ})
Da mesma forma, para caracterizar os operadores sinta´ticos de maioria e
arbitrac¸a˜o, utilizamos a caracterizac¸a˜o sinta´tica dos crite´rios de distaˆncia e ordenac¸a˜o.
Definimos enta˜o um operador sinta´tico de maioria, notado por FND∆Σ , como:
Dist∑(Dµ, IPΨ) =
∑
IPψi∈IPΨ
d(Dµ, IPψi)
e a seguinte ordem de prefereˆncia e´ estabelecida:
D 6ΣIPΨ D
′ sse Dist∑(D, IPΨ) ≤ Dist∑(D
′, IPΨ)
O operador sinta´tico de arbitrac¸a˜o, notado por FND∆Max , utiliza o seguinte
ca´lculo de distaˆncias:
DistMax(Dµ, IPΨ) =MaxIPψi∈IPΨ d(Dµ, IPψi)
e a seguinte ordem de prefereˆncia e´ estabelecida:
D 6MaxIPΨ D
′ sse DistMax(D, IPΨ) ≤ DistMax(D
′, IPΨ)
Lembrando que os termos selecionados para constituir a nova base sera˜o os termos
de Γ, com |k(Dµ, Dψ)| mı´nimo.
Exemplo 1. Considere as bases representadas por seus conjuntos de implicantes
prima´rios, tal que IPΨ = (IPψ1 , IPψ2 , IPψ3) em que IPψ1 = IPψ2 = (p1 ∧ p2) ∨ (p2 ∧
p3 ∧ p4) e IPψ3 = (¬p3 ∧ p4 ∧ ¬p5). A base µ que representa o conjunto de restric¸o˜es
de integridade e´ dada por IPµ = (¬p1 ∧ ¬p3 ∧ ¬p4 ∧ p5) ∨ (¬p2 ∧ ¬p3 ∧ p5). A tabela
abaixo apresenta os termos candidatos, bem como os conjuntos de literais contradito´rios
de cada termo e suas respectivas cardinalidades.
Dψ ∈ IPΨ Dµ (Dψ −Dµ) D ∈ Γ k(Dψ, Dµ) |k(Dψ, Dµ)|
{p1, p2} {¬p1,¬p3,¬p4, p5} {p2} {¬p1, p2,¬p3,¬p4, p5} {p1} 1
{p2, p3, p4} {¬p1,¬p3,¬p4, p5} {p2} {¬p1, p2,¬p3,¬p4, p5} {p3, p4} 2
{p1, p2} {¬p2,¬p3, p5} {p1} {p1,¬p2,¬p3, p5} {p2} 1
{p2, p3, p4} {¬p2,¬p3, p5} {p4} {¬p2,¬p3, p4, p5} {p2, p3} 2
{p1, p2} {¬p1,¬p3,¬p4, p5} {p2} {¬p1, p2,¬p3,¬p4, p5} {p1} 1
{p2, p3, p4} {¬p1,¬p3,¬p4, p5} {p2} {¬p1, p2,¬p3,¬p4, p5} {p3, p4} 2
{p1, p2} {¬p2,¬p3, p5} {p1} {p1,¬p2,¬p3, p5} {p2} 1
{p2, p3, p4} {¬p2,¬p3, p5} {p4} {¬p2,¬p3, p4, p5} {p2, p3} 2
{¬p3, p4,¬p5} {¬p1,¬p3,¬p4, p5} {¬p3} {¬p1,¬p3,¬p4, p5} {p4,¬p5} 2
{¬p3, p4,¬p5} {¬p2,¬p3, p5} {¬p3, p4} {¬p2,¬p3, p4, p5} {p5} 1
Tabela 1. Tabela das distaˆncias de acordo com o operador BPM e do conjunto Γ
do Exemplo 1
Agora, para cada termo Dµ e para cada base IPψ sa˜o observadas as distaˆncias
|k(Dµ, Dψ)| calculadas anteriormente. Na tabela abaixo, sa˜o apresentadas as distaˆncias
mı´nimas de cada IPψ ao termoDµ. Aplicando os crite´rios de distaˆncias e ordenac¸a˜o dos
operadores de arbitrac¸a˜o e maioria, temos:
Dµ d(Dµ, IPψ1) d(Dµ, IPψ2) d(Dµ, IPψ3) Dist∑ DistMax
{¬p1,¬p3,¬p4, p5} 1 1 2 4 2
{¬p2,¬p3, p5} 1 1 1 3 1
Tabela 2. Tabela das distaˆncias e dos operadores sinta´ticos do Exemplo 1
Pela Tabela 2, os valores destacados apontam o termo selecionado pelos opera-
dores segundo suas ordens de prefereˆncia. Para obter a base resultante do processo de
fusa˜o pela aplicac¸a˜o dos operadores de maioria e arbitrac¸a˜o, olhamos para os termos de
Γ com |k(Dµ, Dψ)| mı´nimo relacionados ao termo de IPµ escolhido. Portanto,
FND∆Σµ = FND∆Maxµ = (p1 ∧ ¬p2 ∧ ¬p3 ∧ p5) ∨ (¬p2 ∧ ¬p3 ∧ p4 ∧ p5)
Visto isso, e´ possı´vel perceber que Implicantes Prima´rios e Formas Normais Dis-
juntivas podem ser utilizados tanto para fazer o operador de maioria quanto o operador de
arbitrac¸a˜o. Contudo, ficou em aberto as demonstrac¸o˜es dos postulados que satisfazem a
fusa˜o de crenc¸as (sec¸a˜o 3), e sera˜o apresentadas na pro´xima sec¸a˜o.
5. Demonstrac¸o˜es
Nesta sec¸a˜o sera´ apresentada, para cada postulado da sec¸a˜o 3, a demonstrac¸a˜o de sua
satisfac¸a˜o pelo operador BPM. Para as demonstrac¸o˜es, a estrate´gia utilizada sera´ por
construc¸a˜o, em que usarei as definic¸o˜es apresentadas na fundamentac¸a˜o teo´rica da sec¸a˜o
2 e no decorrer do trabalho, como base para as provas. Note que, os postulados a seguir,
esta˜o reescritos no contexto do operador sinta´tico BPM.
Postulado (IC0). FND∆∗µ(IPΨ) ⊢ IPµ
Demonstrac¸a˜o. Pelas definic¸o˜es do operador BPM e de Implicantes Prima´rios, ao cal-
cular os termos em Γ, tem-se que: ∀ D ∈ Γ, D |= µ. Como a base resultante
conte´m os termos de IPΨ cuja distaˆncia e´ mı´nima para cada termo IPµ, tem-se que
FND∆∗µ(IPΨ) ⊢ IPµ.
Postulado (IC1). Se IPµ e´ consistente, enta˜o FND∆∗µ(IPΨ) e´ consistente
Demonstrac¸a˜o. Se IPµ e´ consistente, cada termo Dµ ∈ IPµ (dado que IPµ =
∨
Dµ,
por definic¸a˜o), enta˜o Dµ 2 ⊥. Pela definic¸a˜o do ca´lculo dos termos em Γ temos que
(Dψ − Dµ) 2 ⊥ e portanto Dµ ∪ (Dψ − Dµ) 2 ⊥. Logo FND∆∗µ(IPΨ) 2 ⊥, ou seja,
FND∆∗µ(IPΨ) e´ consistente.
Postulado (IC2). Se IPΨ e´ consistente com IPµ, enta˜o FND∆∗µ(IPΨ) =
∧
IPΨ ∧ IPµ
Demonstrac¸a˜o. Seja IPΨ = {IPψ1 , IPψ2 , · · · , IPψn}. Se IPΨ e´ consistente com IPµ,
enta˜, por definic¸a˜o, cada IPψ  IPµ. Logo ∀ termo em Γ temos que (Dψ − Dµ) = ∅ e
IPψ ∧ IPµ e´ consistente.
Se cada IPψi na˜o contradiz a restric¸a˜o de integridade IPµ enta˜o os termos cal-
culados em Γ sera˜o todos escolhidos como resultado da fusa˜o. Logo FND∆∗µ(IPΨ) =∧
IPΨ ∧ IPµ.
Postulado (IC3). Se IPΨ1 ↔ IPΨ2 e IPµ1 ↔ IPµ2 enta˜o FND∆∗µ1 (IPΨ1) ↔
FND∆∗µ2
(IPΨ2)
Demonstrac¸a˜o. Conforme a definic¸a˜o de Implicantes Prima´rios, ja´ vista na sec¸a˜o 2, IPΨ
conte´m o menor conjunto de sı´mbolos proposicionais tal que IPΨ  Ψ. Assim, se IPΨ1 
Ψ1 e IPΨ2  Ψ2 e IPΨ1 ↔ IPΨ2 , enta˜o IPΨ1 ≡ IPΨ2 , isto e´, eles sa˜o equivalentes. Da
mesma forma IPµ e´ o menor conjunto tal que IPµ  µ, e se temos que IPµ1 ↔ IPµ2 ,
enta˜o IPµ1 ≡ IPµ2 . Portanto, se existe essa equivaleˆncia, podemos aplicar a fusa˜o de
forma que FND∆∗µ1
(IPΨ1)↔ FND∆∗µ2 (IPΨ2).
Postulado (IC4). Se IPψ ⊢ IPµ e IPψ′ ⊢ IPµ, enta˜o FND∆∗µ(IPψ ⊔ IPψ′) ∧ IPψ 0
⊥ ⇒ FND∆∗µ(IPψ ⊔ IPψ′) ∧ IPψ′ 0 ⊥
Demonstrac¸a˜o. Se IPψ ⊢ IPµ, enta˜o IPψ e IPµ na˜o possuem elementos contradito´rios e,
portanto, sa˜o consistentes. Da mesma maneira, se IPψ′ ⊢ IPµ, enta˜o eles sa˜o consistentes
entre si. Quando fazemos a unia˜o IPψ ⊔ IPψ′ temos uma disjunc¸a˜o (IPψ ∨ IPψ′) que se
mante´m consistente com IPµ, e, ao aplicar a fusa˜o sobre a unia˜o, que pela definic¸a˜o esta´
na FND, mantemos a disjunc¸a˜o sem contradic¸o˜es, e portanto consistente com IPµ. Ao
adicionarmos IPψ na fusa˜o, ela se mantera´ consistente de forma que FND∆∗µ(IPψ ⊔
IPψ′) ∧ IPψ ⊢ IPµ, pois ja´ vimos no inı´cio da demonstrac¸a˜o que IPψ ⊢ IPµ. Da mesma
forma ocorre com IPψ′ . Logo FND∆∗µ(IPψ ⊔ IPψ′) ∧ IPψ 0 ⊥ ⇒ FND∆∗µ(IPψ ⊔
IPψ′) ∧ IPψ′ 0 ⊥ .
Postulado (IC5). FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2) ⊢ FND∆∗µ(IPΨ1 ⊔ IPΨ2)
Demonstrac¸a˜o. Ao aplicar a fusa˜o de IPΨ1 sobre IPµ, todos os elementos contra-
dito´rios a IPµ sera˜o eliminados no ca´lculo de Γ, como ja´ vimos na Demonstrac¸a˜o de
(IC1). Enta˜o, IPΨ1  IPµ, da mesma forma IPΨ2  IPµ. Se FND∆∗µ(IPΨ1) for
inconsistente com FND∆∗µ(IPΨ2), enta˜o FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2) ⊢ ⊤. Se
FND∆∗µ(IPΨ1) for consistente com FND∆∗µ(IPΨ2), enta˜o podemos fazer a conjunc¸a˜o
FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2) e o resultado se mantera´ consistente. Logo, ao fa-
zer uma unia˜o das bases IPΨ1 ⊔ IPΨ2 , ou seja, uma disjunc¸a˜o, pode ocorrer alguma
contradic¸a˜o entre os sı´mbolos proposicionais das bases, mas essa contradic¸a˜o sera´ eli-
minada ao aplicar a fusa˜o por IPµ. Portanto, FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2) ⊢
FND∆∗µ(IPΨ1 ⊔ IPΨ2).
Postulado (IC6). Se FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2) e´ consistente, enta˜o
FND∆∗µ(IPΨ1 ⊔ IPΨ2) ⊢ FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2)
Demonstrac¸a˜o. Se FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2) e´ consistente, na˜o existe
contradic¸a˜o das bases resultantes com IPµ. Logo, ao fazer a unia˜o IPΨ1 ⊔ IPΨ2 e aplicar
a fusa˜o, o resultado podera´ conter sı´mbolos proposicionais em IPΨ1que na˜o pertencem
a IPΨ2 (e vice versa), mas que na˜o sa˜o contradito´rios a IPµ e nem entre si e, portanto,
FND∆∗µ(IPΨ1 ⊔ IPΨ2) ⊇ FND∆∗µ(IPΨ1) ∧ FND∆∗µ(IPΨ2).
Postulado (IC7). FND∆∗µ1
(IPΨ) ∧ IPµ2 ⊢ FND∆∗µ1∧µ2 (IPΨ)
Demonstrac¸a˜o. Ao aplicar a fusa˜o de IPΨ sobre IPµ1 , eliminamos os elementos con-
tradito´rios entre eles e portanto FND∆∗µ1
(IPΨ) ⊢ IPµ1 . Se IPµ2 for inconsistente
com FND∆∗µ1
(IPΨ), enta˜o FND∆∗µ1 (IPΨ) ∧ IPµ2 ⊢ ⊤. Se IPµ2 for consistente com
FND∆∗µ1
(IPΨ), sera´ consistente com IPµ1 , portanto, o resultado da fusa˜o de IPΨ com a
conjunc¸a˜o de IPµ1 e IPµ2 sera´ consistente e decorrente de FND∆∗µ1
(IPΨ) ∧ IPµ2 .
Postulado (IC8). Se FND∆∗µ1
(IPΨ) ∧ IPµ2 e´ consistente, enta˜o FND∆∗µ1∧µ2 (IPΨ) ⊢
FND∆∗µ1
(IPΨ)
Demonstrac¸a˜o. Se FND∆∗µ1
(IPΨ) ∧ IPµ2 e´ consistente, enta˜o IPµ2 e´ consistente com
IPµ1 . Logo, o resultado da fusa˜o FND∆∗µ1∧µ2
(IPΨ) podera´ conter sı´mbolos proposicio-
nais que na˜o pertencem originalmente a IPµ1 ou IPΨ, mas que na˜o sa˜o contradito´rios a
eles, portanto, FND∆∗µ1∧µ2
(IPΨ) ⊇ FND∆∗µ1 (IPΨ).
Dessa forma, conseguimos provar que o operador BPM respeita os postulados de
fusa˜o de crenc¸as, como era o objetivo deste trabalho.
6. Conclusa˜o
Este trabalho teve como objetivo principal demonstrar que o operador sinta´tico BPM sa-
tisfaz os postulados de fusa˜o de crenc¸as, e assim, possui as caracterı´sticas necessa´rias
dos operadores de fusa˜o respeitando, por exemplo, consisteˆncia e mudanc¸a mı´nima. A
peculiaridade encontrada neste operador e´ a de utilizar os conceitos de formas normais
canoˆnicas e Implicantes Prima´rios em sua definic¸a˜o, permitindo assim a realizac¸a˜o de
um processo de fusa˜o sinta´tico, que resulta em menos processamento, com resultados
equivalentes aos operadores semaˆnticos de arbitrac¸a˜o e maioria descritos neste trabalho.
Com isso, pudemos observar que o crite´rio extra-lo´gico adotado para mensurar
distaˆncias, seja emmodelos ou fo´rmulas, nos casos dos operadores semaˆnticos e sinta´ticos
respectivamente, pode promover resultados bastantes diferentes que podem ser mais ou
menos adequados a algumas situac¸o˜es.
Ao provar que o operador sinta´tico BPM, apresentado neste trabalho, satisfaz os
postulados da sec¸a˜o 3, podendo assim, garantir que ele pode ser utilizado como um ope-
rador de fusa˜o de crenc¸as.
Para trabalhos futuros e´ possı´vel explorar mais as definic¸o˜es de Implicantes
Prima´rios e ate´ mesmo propor novos operadores de fusa˜o de crenc¸as, seja propondo outros
crite´rios extra-lo´gicos de distaˆncia ou outros crite´rios de ordenac¸a˜o total para a escolha
da informac¸a˜o que sera´ utilizada para compor a nova base de crenc¸as.
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