This paper develops an approach for solving the problem of least-cost transition firing sequences estimation in labeled Petri nets with unobservable transitions. Each transition in the net is labeled as either observable or unobservable, and has a nonnegative cost. Additionally, we assume that the net system is bounded, the unobservable subnet is acyclic, and the cost of each unobservable transition is strictly positive. We propose the method mainly on the basis of the notions of basis marking and basis reachability graph (BRG), which is a compact representation of the reachability graph of the net system. By sacrificing extra storage space to keep the BRG and other necessary information in memory, some time-consuming computations are moved off-line. This makes our proposed approach more feasible for on-line applications. Finally, we present a brief survey and comparison of some representative methods that use labeled Petri nets as a formalism in the literature.
I. INTRODUCTION
A discrete event system (DES) is a discrete-state and eventdriven system [45] . Automata are intuitive models used to achieve the original contributions and most of the subsequent developments in the literature of supervisory control of DESs [20] , [50] . Meanwhile, with the development of DESs, Petri nets (PNs) have become a conceptual framework and a fundamental model for DESs since they are widely used to address various classes of problems, including the formal representation and development of systems, along with their supervisory control [9] , [10] , [17] , [49] , [55] , controller synthesis or design [22] , [23] , [34] , [47] , state estimation and observability [2] , [14] , [36] , fault detection, diagnosis, and prognosis [11] , [16] , [19] , [25] , [37] , [48] , [56] , [57] , diagnosability [3] , [8] , [40] , [41] , opacity [12] , [13] , [46] , The associate editor coordinating the review of this manuscript and approving it for publication was Zhiwu Li . identification [59] , [60] , etc. PNs made a large number of significant contributions and are also considered as a good and suitable model for DESs because of their structural compactness, abundant algebraic analysis techniques, and more powerful modeling capabilities compared to automata [42] , [44] , [45] , [58] .
Systems can be modeled by labeled PNs for multiple purposes such as supervisory control and fault diagnosis. As the size and complexity of practical systems increase, estimation of system state or activity attracted significant attention within the automatic control community. In terms of labeled PNs, system state estimation means the marking estimation in labeled PNs, which aims to obtain an estimation for the set of markings consistent with an observed sequence of labels. Marking estimation has also been addressed for timed PNs [14] or time PNs [2] . Alternatively, researchers may assume that the initial marking is unknown. The work in [30] addressed the problem of minimum initial marking VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ estimation in labeled PNs. More recently, the research results in [30] have been extended to labeled PNs with unobservable transitions [43] . By contrast, the transition firing sequences estimation is usually intended to find the least-cost firing sequences in a labeled PN based on a sequence of observed labels. The work in [28] developed a recursive algorithm to handle this problem based on dynamic programming. Furthermore, the work in [29] extended the above approach to the case of labeled PNs where unobservable transitions exist. Uncertainty of the behavior of labeled PNs with unobservable transitions may arise because of the following two aspects. First, the same label can be assigned to different observable transitions. Second, each unobservable transition will not generate any observation and thus is silent. As a compact representation of the reachability graph of a PN system model, the basis reachability graph (BRG) implies a state compression methodology that was proposed by Cabasino et al. [5] , [6] and has been used for fault diagnosis and diagnosability, identification, reachability analysis, verification, etc [7] , [8] , [35] , [36] , [40] , [41] , [46] . Techniques based on BRG can lead to significant advantages in terms of computational complexity, and a MATLAB toolbox was developed for the analysis and control of PNs [32] .
In this paper, we further address the problem presented in [28] , [29] . Enlightened by the aforementioned series of studies, we attempt to develop a new version of BRG that is designed specially to cope with the problem considered in this paper. The main contribution of this paper is to investigate the possibility of using the BRG of the net system to solve the problem at hand. By the construction and storage of the BRG, some time-consuming computations for handling the problem can be moved off-line. Therefore, the method presented in this paper is helpful for on-line applications.
PNs prove to be one of the most popular mathematical tools to model, analyze, and control automated manufacturing systems. The applications of PNs for modeling, analysis, and scheduling of robotic cluster tools in semiconductor manufacturing are of particular significance [1] , [39] , [51] - [54] , [61] . The potential application background of this work in the real word includes sequence planning problems in manufacturing systems, where feasible and optimal sequences of activities need to be determined. As discussed in detail in [28] , [29] , the following associations are made between the problems of transition firing sequences estimation and sequence planning. First, observed labels represent tasks, each of which can be accomplished via a set of different transitions. Second, the structure of the PN model represents the constraints imposed by the underlying manufacturing system. Third, the nonnegative cost assigned to each transition represents its viability or process cost. Least-cost transition firing sequences estimation falls into the category of estimation of activity (or event), and is useful in effectively planning sequences of activities (or events) with least total cost that accomplish the specified task sequence.
The remainder of this paper is organized as follows. Section II reviews the basic definitions and notations of PNs and labeled PNs used throughout this paper. Section III proposes our method of least-cost transition firing sequences estimation as well as its correctness proof and computational analysis. An illustrative example is given in Section IV. Section V makes a brief comparative study on some representative work. Finally, Section VI concludes this paper.
II. PRELIMINARIES
A PN structure is N = (P, T , F, W ), where P = {p 1 , p 2 , . . . , p m } (resp., T = {t 1 , t 2 , . . . , t n }) is a finite set of places (resp., transitions), F ⊆ (P × T ) ∪ (T × P) is a set of directed arcs, and W :
A marking of N is a mapping M : P → N that assigns to each place of the PN a nonnegative integer number of tokens represented by black dots. For p ∈ P, M (p) is the number of tokens in p at M . (N , M 0 ) is a net system with an initial marking M 0 . For presentation convenience, a marking M is also referred to as p∈P M (p) · p.
Two vectors α 1 and α 2 with the same dimension can be compared element-wisely. Specifically, α 1 ≥ α 2 if α 1 (i) ≥ α 2 (i) for each element number i; α 1 > α 2 if α 1 ≥ α 2 and α 1 (i) > α 2 (i) for some i. A transition t ∈ T is enabled at a marking M , denoted by M [t , if M ≥ [N − ](:, t). An enabled transition t at M can be fired, resulting in a new marking
where |R(N , M 0 )| is the cardinality, or size, of the set R(N , M 0 ) (i.e., the number of reachable markings of (N , M 0 )). Let π : T * → N n be the function such that, for a transition sequence σ ∈ T * , y = π (σ ) is an n-dimensional nonnegative vector and is called the firing vector of σ , where y(i) states the number of t i 's occurrences in σ , i = 1, 2, . . . , n. In particular, for the zero-length empty string ε ∈ T * , π (ε) = 0, where 0 is the null vector with all entries set to zero.
A labeled PN is four-tuple (N , M 0 , L ∪ {ε}, ) where (N , M 0 ) is a net system with an initial marking M 0 , L is a given alphabet (i.e., a set of given labels), : T → L ∪ {ε} is a transition labeling function that assigns to each transition either a label from L or the empty string ε ∈ L * . For each label l ∈ L, T l = {t ∈ T | (t) = l}. Let T u = {t ∈ T | (t) = ε} (resp., T o = ∪ l∈L T l ) be the set of unobservable (resp., observ-able) transitions. Clearly, T u ∪ T o = T and T u ∩ T o = ∅. For a transition sequence σ = t 1 t 2 . . . t k , the corresponding label sequence is denoted by w = (σ ) ≡ (t 1 ) (t 2 ) . . . 
III. LEAST-COST TRANSITION FIRING SEQUENCES ESTIMATION
with ∀t ∈ T u , C(t) > 0, assigns to each transition a nonnegative cost (i.e., a nonnegative real number) while the cost of each unobservable transition is strictly positive. For a transition sequence σ = t 1 t 2 . . . t k , its total cost is given by C(σ ) = k i=1 C(t i ). Similarly, for a firing vector y ∈ N n , C(y) = n i=1 y(i ) · C(t i ). Figure 1 shows a labeled PN (N , M 0 , L ∪ {ε}, ) that was presented in [6] except the cost function. Clearly, Clearly, S (w) ⊆ S(w), and ∀σ ∈ S (w), σ ∈ S(w) such that C(σ ) < C(σ ). The problem of least-cost transition firing sequences estimation can be stated as follows. Given an observed label sequence w ∈ L * , the ultimate goal is to obtain S (w). For example, consider a label sequence w = abb as our observation of the labeled PN in Figure 1 .
S (w) = {t 1 t 2 t 3 t 6 t 7 }, Z (w) = {[0 0 0 0 0 0 1 1 0 0 0] T } and the least cost of transition firing sequence is 8.
As addressed in [29] , it is obviously not a viable option to enumerate exhaustively, in a general case, all possible firing sequences in S(w) to get S (w). In the present work, we develop a new method to obtain the least-cost transition firing sequences by establishing and searching the BRG of the system's PN model. In order to define basis markings and BRG, we need the notions of explanations and minimal firing vectors of explanations, which are presented and discussed in [6] , [29] , and will be reviewed next in Section III-A.
A. MINIMAL FIRING VECTORS OF EXPLANATIONS
Definition 3 [6] , [29] : Let (N , M 0 , L ∪ {ε}, ) be a labeled PN with N = (P, T , F, W ). For a marking M of N and an
In other words, the above σ is one of the firing sequences whose firing at M is necessary to enable t; thus, we also call σ a minimal explanation of t at M . Given a marking M and a transition t, if t is enabled at
may be an empty set (i.e., (M , t) = ∅). This indicates that t cannot be enabled by firing only unobservable transitions from M . In the case of (
The notion Y min (M , t) will be used to define basis markings and BRG in Section III-C. In order to compute Y min (M , t), different approaches have been developed [4] , [6] , [21] , [24] , which can also be employed in this paper.
For example, consider the labeled PN in Figure 1 , a marking M = [0 0 1 0 0 0 0 1 0 0 0] T = (p 3 + p 8 ), and transition t 9 . Clearly, (M ,
When no confusion arises, we simply denote a firing vector y as If E(M , y) = ∅, then no transition sequence σ exists such that π (σ ) = y and M [σ . The notion E(M , y) will be used to obtain the least-cost transition firing sequences in Section III-D. To compute E(M , y), we develop the following Algorithm 1, which operates recursively on the input marking and firing vector. It finally outputs the set of transition firing sequences E(M , y). In the description of Algorithm 1, β i is the standard unit vector for each i ∈ {1, 2, . . . , n}, where β i (i) = 1 and β i (k) = 0, k = i.
B. TRANSITION SEQUENCES CONSISTENT WITH A FIRING VECTOR AT A MARKING

Algorithm 1 Computation of the set E(M , y)
Input: A PN structure N = (P, T , F, W ) and a marking M of N , and an n-dimensional nonnegative vector y with n = |T |. Output: The set of transition firing sequences E(M , y).
Consider, for example, the PN structure given in Figure 1 is computed recursively to be {t 10 t 11 , t 11 t 10 }, where M 1 = (p 3 + 2p 9 ) and y − β 9 = (t 10 + t 11 ). Subsequently, E(M , y) is updated from ∅ to {t 9 t 10 t 11 , t 9 t 11 t 10 }. After the other two iterations, the set {t 9 t 10 t 11 , t 9 t 11 t 10 , t 10 t 9 t 11 , t 11 t 9 t 10 } is obtained as the final output E(M , y).
For each transition firing sequence σ ∈ E(M , y) computed by Algorithm 1, the number of appearances of t i in σ is y(i), i = 1, 2, . . . , n. In the output set E(M , y) of Algorithm 1, at most O n i = 1 y(i) ! n i = 1 (y(i)!) transition firing sequences exist. This is the computational cost to obtain E(M , y). For notational convenience, the above complexity function is denoted by O(b).
C. BASIS MARKING AND BRG
The definition of basis marking is originally presented in [5] , [6] for the application of fault detection and discrete event diagnosis using labeled PNs. In the context of labeled PNs with unobservable transitions considered in the present work, we define basis markings in a recursive way as follows.
Definition 5: Let (N , M 0 , L ∪ {ε}, ) be a labeled PN. 1) M 0 is a basis marking. R 0 = {M 0 } is called the set of basis markings at level 0.
2) Firing a transition sequence σ t (i.e., the concatenation of σ and t) from a basis marking M 1 produces another basis marking, where t ∈ T o is an observable transition and σ is one of t's minimal explanations at
. ., and then R ⊆ R(N , M 0 ). The reachability set of a net system (N , M 0 ) can be expressed by the reachability graph [31] . A reachability graph is a directed graph whose nodes are markings in R(N , M 0 ) and arcs are labeled by the transitions of N . An arc from M 1 to M 2 exists and is labeled by t if and only if M 1 [t M 2 . In the following Definition 6, we present the BRG, which is derived from the reachability graph of a net system and based on the notion of basis markings (i.e., Definition 5) . As the other variants of BRG, our proposed version of BRG is also a compact representation of the reachability graph of the PN system model.
is a directed graph with labeled arcs, where 1) V = R is the set of nodes with each node being a basis marking, 2) E ⊆ R × R is the set of arcs, and 3) L : E → T × L × N n × 2 T * u is an arc labeling function that assigns to each arc a label from T × L × N n × 2 T * u . (Note that, given a set A, 2 A is the power set of A, that is, the set of all subsets of A.)
More precisely, for each arc e ∈ E, the label of e, namely L(e), is a quadruple of the form <transition, label, vector, sequences>, where e.transition ∈ T , e.label ∈ L, e.vector ∈ N n , and e.sequences ∈ 2 T * u (i.e., e.sequences is a set of firing sequences of unobservable transitions). An arc e = (M 1 ,
If the net system (N , M 0 ) is bounded, then |R(N , M 0 )| ∈ N is a finite number, and thus, the number of nodes of the BRG, namely |V| = |R| is finite because R ⊆ R(N , M 0 ). According to the definition of basis marking and BRG (i.e., Definitions 5 and 6), we present Algorithm 2 for the construction of the BRG of a labeled PN. The labeled PN (N , M 0 , L ∪ {ε}, ) as input must satisfy the condition that (N , M 0 ) is bounded to ensure the finiteness of the output BRG. Algorithm 2 represents an exhaustive method and its basic idea is the same as that for constructing the coverability tree (or reachability tree) of a net system presented in [38] .
For example, consider the labeled PN shown in Figure 1 . Its BRG is given in Figure 2 . . There are seventeen arcs e 1 − e 17 , whose labeling information is shown in Table 1 . Moreover, the firing vectors Let G(V, E, L) be the BRG output by Algorithm 2. From the description of Algorithm 2, it is easy to see that, for two nodes M 1 and M 2 in G(V, E, L), there may be more than one arc from M 1 to M 2 . That is, the BRG in the present work discusses situations of multigraph where multiple edges may occur. Let r be the largest possible number of arcs directing from a node in the BRG. Clearly, the computational cost of Algorithm 2 is O(r · |V| + b · |E|).
Many variants of BRG have been proposed in the literature (e.g., [5] , [32] ). Our presented BRG namely G(V, E, L) is different from any other existing ones because it aims to solve the problem of least-cost transition sequences estimation in labeled PNs with unobservable transitions. More precisely, for example, nodes of G(V, E, L) are basis markings, while each node of the BRG in [6] is associated with a basis marking and a row vector indicating information of fault classes. Each edge of G(V, E, L) contains necessary information for leastcost transition sequences estimation, which differs from those in [6] , [35] .
Besides the BRG named G (V, E, L) , the values of the following two expressions are also recorded and kept in memory to be used to obtain the least-cost transition sequences in Section III-D: 1) Y min (M , t) for each M ∈ V = R and each arc e ∈ E directing from M with e.transition = t; and 2) E(M , y) for each arc e ∈ E directing from M with e.vector = y and e.sequences = E(M , y).
In the worst case, the number of nodes of the BRG (i.e., the number of basis markings) equals that of reachable markings. Therefore, the BRG has the same complexity as the reachability graph in a general case. However, the BRG usually appears to be a compact representation of the reachability graph in practice, and many approaches using the BRG are suitable from a computational point of view. Assume that each unobservable transition has a strictly positive cost and all unobservable transitions form an acyclic subnet. For w = w k = l 1 l 2 . . . l k ∈ L * , k ∈ N, the set of some reachable markings, denoted by M(w) and initially presented in [29] can be redefined in a recursive way as follows is highly related to Z (w), which is the set of markings that corresponds to S (w). Actually, the following Proposition 1 states that Z (w) ⊆ M(w) for an observed label sequence w, as implied by the second theorem presented and proved in [29] .
Proposition 1 [29] : Let (N , M 0 , L ∪ {ε}, ) be a labeled PN whose unobservable subnet is acyclic and each unobservable transition is assigned a strictly positive cost. For w ∈ L * , Z (w) ⊆ M(w).
The correctness of Proposition 1, which is implied in [29] , will play an important role in the correctness proof of our proposed method in Section III-E. We now develop Algorithm 3 to find the least-cost firing sequences for a given observed label sequence w. The algorithm consists of two parts, namely ''PART 1'' and ''PART 2''. By searching the BRG, ''PART 1'' operates recursively to obtain the set M(w) as well as SE(w, M ) and lc(w, M ) for each M ∈ M(w). Note that the set SE(w, M ) is employed in the algorithm to record or store transition firing sequences in the set E (w, M ). Normally, the set SE(w, M ) obtained by Algorithm 3 is equal to E (w, M ). At ''PART 1'', when observing a label l after the observation of w , the algorithm carries out the searching Subsequently, SE(w, M ) and lc(w, M ) are computed from SE(w , M ) and lc(w , M ), respectively. Note that ''⊗'' is an operator of transition sequence sets such that, for two sets E 1 = {σ 1 , σ 2 , . . . , σ r } and E 2 = {σ 1 , σ 2 , . . . , σ s }, E 1 ⊗ E 2 is defined to be the set {σ i σ j |i = 1, 2, . . . , r, j = 1, 2, . . . , s}. For example, reconsider the labeled PN in Figure 1 and its BRG in Figure 2 . Suppose we observe the label sequence w = w 3 = abb. The execution results of Algorithm 3 upon the input w can be described as follows. First, w 1 = a, M(w 1 ) =
Let G(V, E, L) be the BRG searched by Algorithm 3. The computational complexity of Algorithm 3 is actually that of ''PART 1'' in its description, where two ''For'' loops exist. The first and second ''For'' loops have at most |V| and r iterations, respectively. By the definition of operator ''⊗'', the computational complexity of each iteration of the second ''For'' loop is O(b 2 ). As a consequence, the total time complexity is O(|w|·|V|·r ·b 2 ). It seems to be of polynomial on the first sight. However, as previously addressed in Section III-C, the BRG would have as many nodes as the reachable markings in the worst case, whose number is exponential with regard to the size of the net system.
In the previously mentioned Case 2 considering each arc, the current value of SE(w, M ) would be discarded and renewed. To reduce computations in the execution of Algorithm 3, we can choose to keep the expressions of SE(w, M ) instead of their exact values at intermediate stages of the algorithm's implementation in practice. They could be computed thoroughly only at the final stage before outputting the final results.
E. METHOD CORRECTNESS
The previous subsections present our method for the estimation of least-cost transition firing sequences in labeled PNs by using BRG. For the correctness proofs of the method, we need the following Proposition 2, which can be proved by mathematical induction on the length of the observed label sequence. 
F. COMPUTATIONAL COMPLEXITY ANALYSIS
The computational cost of our method for least-cost transition firing sequences estimation comprises two parts, namely the off-line part and the on-line one. The off-line computational cost is for the construction of the BRG (i.e., Algorithm 2), while the on-line one is for the procedure to obtain the least-cost transition firing sequences by using the BRG (i.e., Algorithm 3). The computational complexity of Algorithms 2 and 3 have been analyzed in Sections III-C and III-D, respectively. The results show that combinatory explosion cannot be avoided in the present work either. Actually, the present work does not reduce theoretically the total computational complexity of the method presented in [29] . However, we develop approaches to move some computational efforts that are time-consuming to off-line by constructing the BRG. Subsequently, the information necessary in the on-line process of least-cost transition firing sequences estimation can be obtained by searching in the BRG instead of computing. Therefore, a lot of computational time can be saved at the cost of more storage space for keeping the BRG and other relevant information.
IV. AN ILLUSTRATIVE EXAMPLE
The previous section proposes an approach for solving the problem of least-cost transition firing sequences estimation via BRG. In this section, we apply the approach to a PN system shown in Figure 3 . As a variation of the labeled PNs presented in [28] , [29] , the corresponding net system of the labeled PN in Figure 3 is a system of simple sequential processes with resources (S 3 PR) that models a production system with two parallel working machines and two part type production processes. Note that S 3 PR is a special class of Petri nets originally developed in [18] to model automated manufacturing systems with flexible routings. S 3 PRs received much research attention in the manufacturing-related deadlock resolution literature. In the net system shown in Figure 3 , working machines are modeled by two resource places p 4 and p 7 . Compared with the original PN models, this S 3 PR has two new process idle places p 11 and p 12 , which are introduced to denote the initialization and termination of processes so as to characterize the cyclic production feature of an automated manufacturing system. Moreover, two more resource places, namely p 13 and p 14 , are added to model robots that load and unload part instances to and from the machines. As a consequence, the illustrative example considered in the present work is more complex than that in [28] , [29] .
As shown in Figure 3 , the initial marking M 0 = [0 0 0 2 0 0 2 0 0 0 1 2 3 3] T = (2p 4 +2p 7 +p 11 +2p 12 +3p 13 + 3p 14 ) and the label or ε assigned to each transition t i is given beside t i , i = 1, 2, . . . , 12. Clearly, six unobservable transitions t 1 , t 2 , t 7 , t 8 , t 9 , and t 10 exist, and the corresponding unobservable subnet is acyclic. Suppose that the vector [5 5 10 20 20 10 30 10 10 30 5 5] T offers the cost of each transition. The BRG is shown in Figure 4 = {t 4 t 6 t 8 t 12 t 5 t 9 t 11 , t 6 t 4 t 8 t 12 t 5 t 9 t 11 }, lc(w 5 , M 3 ) = 80, S min (w 5 ) = {t 4 t 6 t 8 t 12 t 5 t 9 t 11 , t 6 t 4 t 8 t 12 t 5 t 9 t 11 } and lc(w 5 ) = 80. In summary, for the given totally observed sequence of labels w = w 5 = bbhag, we get S (w) = S min (w 5 ) = {t 4 t 6 t 8 t 12 t 5 t 9 t 11 , t 6 t 4 t 8 t 12 t 5 t 9 t 11 } with the least cost 80.
V. COMPARATIVE STUDIES
Researchers use labeled PN as a formalism to address problems of state and event estimation, fault diagnosis and diagnosability, identification, reachability, analysis and verification, and so on for DESs. Table 2 shows a representative, but not necessarily comprehensive, list of recent articles and their respective characteristics regarding some specifications.
Advantages 1−5 in Table 2 are explained in detail as follows. Advantage 1: The most burdensome part of the procedures for fault detection or diagnosis of DES may be moved off-line, leading to on-line approaches. Advantage 2: The computational complexity of an existing method for diagnosability can be reduced. Advantage 3: A practically efficient algorithm can be developed to solve the marking reachability problem in a PN. Advantage 4: Current-state and initial-state opacity problems in labeled PNs can be efficiently solved in terms of computational and space complexity. Advantage 5: Some time-consuming computations are moved off-line, which makes the method more feasible for on-line applications.
This work addresses the same problem of least-cost transition firing sequences estimation for labeled PNs as presented in [29] . However, we developed a new method based on a BRG. As discussed in Section III-C, the BRG is different from any other variants of BRG in the literature. Our proposed method is mainly derived from the work of [6] and [29] , and it has advantages over the original one of [29] in the following two aspects. First, through the construction of our proposed BRG, the burdensome part of the procedure for finding solutions may be moved off-line. As a consequence, we can save computational efforts by searching BRG and using the necessary information that was computed off-line and kept in memory. Second, the algorithms proposed in the present work capture the sets of transition sequences (i.e., E(M , y)) for each basis marking M ∈ R, each observable transition t ∈ T o , and each minimal firing vector of explanation y ∈ Y min (M , t), as well as SE(w, M ) for each observable sequence of labels w ∈ L * and each marking M ∈ M(w). By contrast, the main body of the algorithm in [29] captures the corresponding firing vectors. Because the ultimate goal is to obtain the set of least-cost transition sequences that are consistent with an observed label sequence, more processes are required to recover, in the last step of the algorithm in [29] , all least-cost transition sequences by using the firing vectors and other information attained and stored during the previous steps. As addressed in Section III-D, the computations of Algorithm 3 to capture the sets of transition sequences can be reduced by keeping only the expressions of these sets at intermediate stages of the algorithm's execution. Therefore, the algorithms presented in the present work are more convenient than the original one of [29] in this aspect to be used by the practitioners. However, the space complexity of the method developed in this work is higher than that of the original one in [29] . Specifically, extra larger amounts of memory units are required for the storage of the results output by off-line computations such as the BRG and other information necessary for the subsequent on-line search and computation. How to reduce space complexity of the method is an interesting issue which we include as one of our future research topics.
VI. CONCLUSION
This paper focused on least-cost transition firing sequences estimation in labeled PN, where the net system is bounded and unobservable transitions exist to form an acyclic subnet. We reviewed the notions of explanations and minimal firing vectors of explanations, defined the transition sequences consistent with a firing vector at a marking, and then developed an algorithm for their computation. Subsequently, basis marking and BRG were defined, and the second algorithm was presented for the construction of a BRG. We then developed the third algorithm to obtain the least-cost transition firing sequences by using BRG, following with correctness proof and complexity analysis. Comparative studies showed that our proposed method has both advantages and disadvantages as compared to the original one. Because the burdensome part of computations can be moved off-line, the method developed in this paper is more feasible for on-line application. On the other hand, one major limitation imposed on the system for the application of our method is the boundedness of the PN model, which we require to ensure the finiteness of the BRG. As a consequence, interesting directions for future research include how to apply techniques such as model predictive control [26] , ω-markings [15] , [27] , and net unfolding [33] to remove or relax this limitation enforced on the system so as to make our proposed method more applicable. It is also in our future research agenda to make a case study to bridge the gap between the proposed theoretical contribution and realistic applications.
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