Characterizing shared membership of individuals in two or more categories of a classification scheme poses severe interpretability problems when the number of categories is large (e.g. greater than six). Mixed membership models quantify this phenomenon, but they usually focus on the structure of the extreme profiles consistent with the given data, avoiding the characterization problem. Estimation methods yield models with good numerical fits and usually a number of profiles of 20s or higher. Resolution of the interpretability problem is facilitated by first partitioning the set of variables into distinct subject-matter-based domains. We then introduce a new class of multivariate mixed membership models that take explicit account of the blocks of variables corresponding to the distinct domains and a cross-domain correlation structure, which yields new information about shared membership of individuals in a complex classification scheme. We specify a multivariate logistic normal distribution for the membership vectors, which allows easy introduction of auxiliary information leveraging a latent multivariate logistic regression. A Bayesian approach to inference, relying on Polya gamma data augmentation, facilitates efficient posterior computation via Markov Chain Monte Carlo. We apply this methodology to a spatially explicit study of malaria risk over time on the Brazilian Amazon frontier.
Introduction
Mixed membership (MM) modeling began in response to difficulties in achieving crisp classification of individuals on the basis of assessments of many characteristics about them (Woodbury et al. 1978) . MM also proved useful for identifying the driving forces of a specific outcome when they are expressed by multiple potentially influencing features, no combination of which occurred with high frequency in the overall population (Berkman et al. 1989 ).
More recently MM has been used in a variety of contexts including text analysis (Blei et al. 2003) , medicine (Erosheva et al. 2007) , and diverse studies of social interactions (Airoldi et al. 2005 , 2008 , Kao et al. 2018 , among others. An extensive review of MM can be found Airoldi et al. (2014) .
Algorithms for MM analyses usually begin by fitting a set of H pure, or ideal, types summarizing high dimensional discrete-valued data, and assigning probabilities for levels of each variable to be members of each pure type. With a set of pure types at hand, it is useful to think of them as vertices of a unit simplex. Then each individual's response vector is associated with a point inside or on the boundary of the simplex. Each point is given a set of degree of similarity scores, the score vector, λ i = (λ i1 , . . . , λ iH ) T , such that 0 < λ ih < 1 and H h=1 λ ih = 1, that represent location in the simplex. If an individual has, for example, 5 non-zero elements in the score vector, each representing relative proximity to a different pure type, then the individual shares characteristics with 5 pure-types. If all individuals in a population have response vectors that are assigned a score of 1, relative to some pure type, then crisp classification has occurred, with the pure types associated with one or more individuals being the categories in a classification scheme. In the case that individuals have more than one component of their score vector positive, they share conditions represented by each of the pure types to which they have some similarity, which is particularly appealing when an exact grouping is difficult if not impossible to obtain, as for example in identification of disease risks (e.g. Chuit et al. 2001 , Castro et al. 2006 or political ideology (e.g. Gross & Manrique-Vallier 2012) .
If many individuals have score vectors with 4 or more non-zero components, then it becomes difficult, in almost any application, to write a coherent sentence describing what this complex set of shared memberships actually means. When most individuals only have two non-zero components in their score vectors -i.e. they are located on an edge in the unit simplex with pure types defined as the vertices -then they share conditions with a particular pair of pure types, and interpretable description tends to be straightforward. Many published MM analyses to-date have 10 or more pure types (e.g. Erosheva & Fienberg 2005) . Curiously, consideration of the interpretability problem has mostly been avoided by there being almost no discussion of the sets of shared memberships. All of the emphasis has gone to descriptions of the pure types. From our perspective, this is avoiding one of the most informative, and even motivating, features of MM representations. Hence, it is desirable to employ a small number of profiles, e.g. H ≤ 4. In epidemiology applications, we frequently use H = 2, with the two profiles corresponding to high and low risk. The weight vector λ i then corresponds to values in (0, 1) summarizing the degree of risk to which individual i is exposed.
If we are to accurately represent the dependence structure in most epidemiological data, usually more than two profiles are needed. Goodness-of-fit and interpretability are conflicting factors, and a way to deal with the interpretability problem is to block variables into distinct domains -e.g. human behavioral, physical environmental, and climatic in infectious disease epidemiological studies. Then carry out standard MM analyses on each domain separately, but for the same set of individuals and with the number of pure types H forced to be 2 or 3. Such an analysis induces a correlation structure for score vectors across domains. The correlation structure itself yields new information about the phenomena under investigation that is not at all transparent from conventional MM specifications (e.g. Chuit et al. 2001 , Singer & Castro 2014 . To-date no formalization of this kind of correlation structure exists.
The main aims of this paper are to: (1) specify a new class of Multivariate Mixed Membership (MMM) models that explicitly include the classification of blocks of variables corresponding to distinct subject matter domains and the cross-domain correlation structure; (2) apply the MMM framework to the problem of characterizing malaria risk on the Brazilian Amazon frontier. This problem has been studied previously (Castro et al. 2006 (Castro et al. , 2007 , but with less sophisticated tools.
We address (1) by linking group-specific MM models through dependence in the membership scores. We show that this leads to a more compact representation of the joint probability mass function underlying the data, relaxing the constraints of the standard mixed membership model formulation. Additionally, we propose a novel joint distribution defined on a product space composed of simplices, leading to an easy-to-implement Gibbs sampler for posterior computation, based on Polya gamma data augmentation (Polson et al. 2013 ).
The proposed framework allows simple inclusion of subject and group-specific covariates leveraging multiple latent logistic regression.
The plan of the paper is to begin in Section 2 with a brief review of mixed membership models and their connection with tensor decompositions. In Section 3 we introduce our MMM generalization of such models and describe some of their key properties. Section 4 introduces a multivariate distribution defined on a product space of simplices. In Section 5 we provide technical details on posterior computation. In Section 6 we study the performance of our model under different simulation scenarios, and in Section 7 we apply the model to the problem of characterizing malaria risk over time at a colonization project on the Brazilian Amazon frontier.
2 Mixed membership models and tensor decompositions Given a collection of categorical random variables (X i1 , . . . , X ip ) for i = 1, . . . , n and j = 1, . . . , p such that X ij ∈ {1, . . . , d j }, a mixed membership model can be defined as follows:
where P is the distribution of the membership score vector associated with each observation i. Popular choices for the distribution P include Dirichlet (Blei et al. 2003 ) and logistic normal (Lafferty & Blei 2006) . From model (1) we can immediately notice that there is a population level assumption, i.e. the population is composed of H subpopulations, and an individual level assumption, for which each subject has a degree of similarity with the type h expressed by λ ih .
The vector λ i represents subject i and quantitatively describes the individuals degree of similarity to each of the H subpopulations. Geometrically, it locates individual i in a unit simplex whose vertices are identified with the H subpopulations. Leveraging the local independence assumption in model (1) the probability distribution for the generic subject i can be expressed, integrating out the latent variable Z i = (Z i1 , . . . , Z 1p ) T , as
which is a product of conditional independent mixture models. The population model can be retrieved integrating out the random effect λ i with respect to its distribution P
where a h 1 ...hp = E P [λ ih 1 · · · λ ihp ] is the expectation of the product of the score vector elements over P . Depending on the choice of P , the expectation a h 1 ...hp may or may not have a closed form expression.
Equation (3) is an instance of a Tucker tensor decomposition (e.g. Kolda & Bader 2009 ), and it can be shown that it is a flexible representation for the probability mass function of unordered categorical random variables, since there always exists an H such that any probability mass function can be characterized as in (3). Additionally, representation (3) is more compact than a standard discrete mixture model representation (see for example Bhattacharya & Dunson 2012 Such constraints derive from the exchangeability assumption for the profile probabilities in (1) (e.g. Erosheva et al. 2007) . When compared to an unconstrained discrete mixture model, the effect of such constraints is to increase the value of H needed to fully characterize the probability distribution underlying the data. Independent of applications and issues of subject-matter interpretability, which are not mathematical concerns, increasing H as needed poses no particular problem. However, if H is constrained a priori, our representation can lead to an unsatisfactory approximation of the probability mass function. To deal with this issue, we propose a generalization of the above approach relaxing the constraints imposed on the latent part of the model.
A multivariate mixed membership model
We assume, a priori, that variables can be divided into distinct groups which, in applications, are identified with different subject-matter domains. Let g = (g 1 , . . . , g p ) T be an indicator vector for groups of variables, where g j ∈ {1, . . . , G} for j = 1, . . . , p. Each subject is endowed with G membership score vectors (λ
Note that the sum of the membership scores for the different domains is not equal to 1, i.e. G g=1 λ (g) i = 1. The proposed model can be expressed in the following hierarchical form:
As in model (1), representation (4) relies on conditional independence of the observed variables given the profile labels; in fact the latent variables Z ij are conditionally independent given the mixed membership scores (λ
Integrating out the scores from equation (5), we obtain the population level model:
Although equation (6) seems identical to equation (3), the elements of the core tensors are different, as are the imposed constraints. The core tensorĀ = {ā h 1 ,...,hp , h j = 1, . . . H; j = 1, . . . , p} is not a symmetric tensor, but it has some equality constraints on the elements.
Specifically, given the vector of indices h = (h 1 , . . . , h p ) T , and a group indicator vector g = (g 1 , . . . , g p ) T , we can define a group preserving permutation space S g h such that the effect ofσ ∈ S g h is to permute the elements of a vector within the groups, leaving the group structure unchanged. It immediately follows that S g h is a well defined group since it is closed under composition, while also respecting associativity, identity and invertibility properties (e.g. Artin 1991) .
The core tensorĀ can be defined as a group symmetric tensor, meaning that given a multivariate index h we haveā h =āσ (h) , for allσ ∈ S g h . A symmetric tensor can be viewed as group symmetric with only one group, or can be defined such that it is group symmetric for any possible group configuration g.
The number of distinct elements inĀ is given by G g=1 Hp g /p g !, which is considerably larger than in the symmetric tensor case, as can be seen from Figure 1. Moreover, as a consequence of Lemma 1, equation (6) is a closer approximation of the 'true' probability mass function generating the data than equation (3) for any fixed H.
Lemma 1. Let π 0 be a probability tensor of dimension d 1 × . . . × d p , π gsym and π sym be, respectively, the best group symmetric and symmetric multi-rank H approximations of π 0 .
Then π 0 − π gsym F ≤ π 0 − π sym F , where · F denotes the Frobenius norm.
The proof immediately follows after noticing that π gsym by definition minimizes π 0 − π gsym F under the constraintā h =āσ (h) for allσ ∈ S g h , and that π sym can be obtained by solving the same problem with additional equality constraints on the element ofĀ such that,
Lemma 1 implies that incorporating group-specific membership scores provides a more compact representation of the true probability mass function π 0 generating the data, for any fixed H. Hence, if we fix H = 2 or 3 to ensure interpretability of shared membership score vectors, we will tend to produce a better fit to the data by using group-specific scores than in modeling a single global score vector. To complete a specification of the MMM model, it remains for us to choose an appropriate distribution P .
The multivariate logistic normal distribution
H h=1 x h = 1} denote the H − 1 probability simplex, we aim to define a joint distribution on the product space S = S H 1 ⊗ · · · ⊗ S H G . To achieve this goal, we start from a distribution on R G g=1 (Hg−1) , mapping to S via an appropriate transformation. Potentially any continuous multivariate distribution can be used, but we focus on the multivariate Gaussian distribution to retain simplicity and flexibility. Let Y = (Y (1) T , . . . , Y (G) T ) T be a multivariate normal distribution of dimension G g=1 (H g − 1) with mean vector µ = (µ (1) T , . . . , µ (G) T ) T , where µ (g) ∈ R Hg−1 , and covariance matrix Σ. We consider the transformed vector X = (X (1) T , . . . , X (G) T ) T , whose elements can be defined as X
k }] −1 for h = 1, . . . , H g − 1 and g = 1, . . . , G, with X (g)
It is easy to show that X ∈ S and that the Jacobian matrix of the transformation is block diagonal having determinant given by [ G g=1 Hg h=1 X (g) h ] −1 . The probability density function of the resulting distribution is
where x = vec log(x
h /x g Hg ), for h = 1, . . . , (H g − 1); g = 1, . . . , G . Each of the group marginals X (v) has a logistic normal distribution with parameters µ (v) and Σ (v) , where Σ (v) is the block of the matrix Σ corresponding to the v-th group; for this reason, we refer to (7) as the Multivariate Logistic Normal Distribution (MLND). Distribution (7) can be alternatively derived as a compound distribution from a collection of independent logistic normal distributions and a multivariate normal for the mean vectors, as stated in Proposition 1.
Following Aitchison & Shen (1980) , we consider a class of distribution preserving transformations, useful to maintain some invariance properties of the induced distribution. According to our problem, we additionally restrict our attention to the sub-class of group preserving transformations (e.g. group permutation defined in Section 3).
then the Q × G dimensional vector X whose elements are defined as
The diagonal block structure of matrix B in Proposition 2 assures that the transformation preserves the same group structure of the original vector, and it can be structured to accommodate changes of the baseline category, permutation of the labels, and merging of one or more categories within groups.
The proposed MLND distribution has finite moments, but these moments in general do not have a simple analytic form. However, we can obtain simple expressions for moments related to log-odds and odds ratios both between and across the groups.
For example, letting
where with an abuse of notation we indicate with Σ (g,v) hk the element in position (h, k) of the non diagonal block of Σ corresponding to the groups g and v. Higher order moments can also be computed relying on normal and log-normal distribution properties.
From equation (8) we can notice that the log-odds of the elements in different groups are linearly related. Moreover, when applied to multivariate mixed membership models with H g = 2, log-odds and odds ratios give important insights on which group is more important in characterizing high and low risk conditions.
Posterior Computation
We propose an algorithm to simulate from the posterior of model (4), with (7). We focus on the special case where H g = 2 for g = 1, 2, . . . , G. Generalization to more pure types can be obtained by iterating the proposed Polya gamma data augmentation on all the conditional log-odds (Polson & Scott 2011) , or alternatively relying on the stick breaking parameterization of the multinomial likelihood introduced in Linderman et al. (2015) .
We begin by specifying conjugate prior distributions for all the parameters in the model.
For the kernel probabilities we set θ
, for the hyperparameter µ ∼ N (µ 0 , Σ 0 ) and for the variance and covariance matrix Σ ∼ IW(ν 0 , Ψ 0 ). Parameters can be updated by iterating the steps in Algorithm 1. 
where I(·) is the indicator function.
[2] Considering the model pr(
, we can sample the profile indicator with probability for i=1:n & j=1:p do
[3] We make use of Polya gamma data augmentation to retrieve conjugacy between binomial and logistic normal distributions. We consider the augmented variables
is the number of variables in g-th group for g = 1, . . . , G.
[4] We define k (g) i = pg j=1 I(Z ij = 2) − p g /2, and we have that the vector
i )) and we can update the membership scores from for i=1:n do
[5] We can update the vector µ integrating out the membership scores vectors λ i ; we have that the vector (k
, and hence the full conditional is given by
We finally update the covariance matrix and its parameters from the full conditional
In step 5 we update the mean vector of a multivariate Gaussian distribution: at this step we can substitute a multivariate regression in order to take account of covariate effects.
Potentially for our MMM model, as in other MM models and more broadly for mixture models, we may encounter label switching. This occurs when the extreme profiles change their meaning across MCMC iterations. In such a case post processing should be used to appropriately align the MCMC samples (see for example Stephens 2002) . However, such post processing was not applied in any of the simulated data we report below, as there was no evidence of label switching in the MCMC samples.
Simulation study
We analyze different simulation scenarios in evaluating the performance of our approach.
We consider different probability distribution functions for the membership scores P , relying on hierarchical representation (4) to generate the data. The goal in defining these scenarios is to assess whether the proposed model can characterize generative mechanisms having broadly different properties. We compare our results with the standard admixture formulation implemented in the R package mixedMem, using separate models for each group.
We initially assume that H g = 2 is the 'true' number of extreme profiles, presenting four different scenarios, while in a second Section we consider the misspecified case H g > 2. The code to reproduce our simulations, together with broader implementation of Algorithm 1, can be found at https://github.com/rMassimiliano.
Number of profiles correctly specified
We consider G = 2 groups, n = 1000 subjects, p g = 5 categorical variables, having d j = d = 4 modalities and H g = 2 profiles for g = 1, 2. We simulate data from categorical distributions, whose probabilities are drawn from a Dirichlet distribution with parameters ϕ
In the first simulation scenario, we let the probability density function for the joint distribution of the score vectors (λ
i ) T be a bivariate truncated normal distribution over the unit square, having parameter µ = (0.5, 0.5) T and vec(Σ) = (Σ 11 , Σ 21 , Σ 12 , Σ 22 ) T = (0.05, 0.02, 0.02, 0.05) T . This formulation induces positive dependence between the two scores with their distribution having ellipsoid contours truncated at the borders. In the second simulation scenario, we consider the distribution proposed in Section 4 with µ = (−1.2, 1) T and vec(Σ) = (3.0, −2.4, −2.4, 3.5) T . In the third scenario, we rely on the generative mechanism (1), having profile distribution shared by all variables; we generate this profile from a uniform distribution. Finally, in the fourth simulation scenario, we consider P to be the product of two independent uniforms, forcing independence in the variables belonging to different groups, which translates into the case in which two separate models for the groups represents the correctly specified model.
We perform posterior inference under the proposed model (4) with priors defined in Section 5, setting α
. . , p, we consider µ 0 = (0, 0) T , Σ 0 = I, ν 0 = 2 and Ψ 0 = I. We maintained these default hyperparameters in all our simulation cases, collecting 5000 Gibbs samples from Algorithm 1. Trace plots suggest convergence is reached by a burn-in of 1000. Figure 2 shows the estimated profiles distribution P for all simulated scenarios, comparing results with the use of two separate MM models. Despite the challenging scenarios and the misspecification of the profile distribution, our proposed approach is able to reconstruct the latent mechanism underlying the profiles in a satisfactory way.
In evaluating subject-specific estimates of the scores (λ
i ) , we rely on mean square error relative to the 'true' value. We obtain good results in retrieving the 'true' membership vectors in all simulation scenarios (Table 1) as the proposed approach always produces better or comparative results compared to the standard mixed membership model implemented in the package mixedMem. 
Misspecification: more than two pure types
In this Section we consider a scenario in which generative model (4) has more than 2 types, while retaining the proposed inference model with H g = 2 for g = 1, 2. The key idea is to understand how the model is able to approximate the profiles in a lower dimensional space, and compare this approximation with that for the standard MM model. Specifically we consider as generative mechanism a G = 2 group model with H 0 1 = 4. Kernels for the first group are fixed as ϕ 
For the second group we consider instead the same mechanism used in scenario 4 with H 0 2 = 2, enforcing no dependence in the scores distribution. This scenario is constructed to favour the use of two separate MM models, having no dependence across the groups and a Dirichlet distribution for the profiles. (1) i4 and the estimates from our proposed approach. As expected, the estimated score for both models is strongly correlated with more 'true' profiles. Some individual variability is lost in the process as we are projecting a 3-dimensional space to a 1-dimensional one. By reducing the dimensionality we obtain 'mixed' pure types that can be considered as i4 . This can be assessed by looking at the estimated kernels for a representative variable in group 1 (see Table 2 ). To additionally evaluate model performance, we compute the Frobenius norm between the 'true' probability tensor π
(1) 0 = {pr(X 1 = x 1 , . . . , X p 1 = x p 1 ); for x j = 1, . . . 4, j = 1, . . . , p 1 }, and π
(1) MM and π (1) MMM , denoting the estimates from the MMM and MM model, respectively. Leveraging equations (3) and (6), for MM we have a closed form expression of the core tensor, while for MMM we use 10 5 Monte Carlo replicates for the estimation. To estimate uncertainty in the MM case, we rely on 1000 bootstrap replicates. We obtain a posterior mean of 0.131 for π (1) 0 −π (1) MMM F with a standard deviation of 0.048, and a bootstrap mean 0.133 for π As part of a field study of the dynamics of the settlement process at Machadinho, a set of household surveys was conducted in 1985, 1986, 1987, and 1995 blue are those significant for a clustering of low malaria rates, while those colored in red are significant for a clustering of high rates. Plots colored in yellow did not reveal a clustering pattern, and those in white were not occupied at the time of the interview. Green areas are protected forest reserved. Detailed ecologically based interpretation of these patterns is given in Castro et al. (2007) .
Factors that a priori were anticipated to influence exposure of settlers to Anopheles mosquitoes were complex physical environmental conditions and human behavioral conditions. It is natural to focus on extreme risk categories/profiles as "High" and "Low". Thus each occupied plot would have a numerical degree of similarity score, λ i , with value in the unit interval. Values close to 1 can be associated with proximity to the high risk profile, while values close to 0 can be associated with low risk conditions. Using these variables in a standard MM analysis for each year, we obtain best fitting models with selected number of profiles H ranging between 5 and 8. Since the selected H are greater than 2, an interpretability problem arises for scoring risk in the unit interval between two extreme profiles.
If we force H = 2, as in prior analyses (Castro et al. 2006) , we are directly trading off model goodness-of-fit for interpretability in the scoring of malaria risk. In addition, we still have a mixture of environmental and behavioral variables in each profile, and it requires some interpretive effort to decide which of the domains is most contributory at particular survey dates (Castro et al. 2006 ).
These problems can be alleviated with an MMM analysis where G = 2 = number of subject matter domains and H g = 2 for g = 1, 2. At Machadinho, the environmental conditions included quality of a house and its proximity to standing water; cut but not cleared trees changing the definition of the forest fringe and producing partial shade; site of initiation of farming near standing water and the forest fringe. Behavioral conditions included wearing of protective clothing, ownership of a chain saw and planter to facilitate land clearance and initiation of crop production, and farming close to the forest fringe.
The full set of variables in the surveys is displayed in the first column of Tables 6-9 of the supplementary materials. Table 3 shows, at a summary level, the number of subjects and variables included in the analysis by survey year and domain of variables. A fundamental challenge for identifying the drivers of malaria risk is the fact that there are many environmental and behavioral conditions that contribute to exposure to A. Darlingi, but there is no individual or small combination of such conditions that occurs at high frequency and stands out as a major influence on malaria episodes experienced. This is precisely where MMM can be used to an advantage.
Model specification
We take account of space and time effects by leveraging the multivariate Gaussian model in step 5 of Algorithm 1. Different multivariate spatio-temporal models can be considered (see for example Banerjee et al. 2014 ), and we rely on a separable model for time and space, assuming no interactions. This assumption leads to a simple and computationally efficient latent model, while accommodating non regular observations in space and time. Space-time dependence can be included in distribution (7) by letting
where t i ∈ {1985, 1986, 1987, 1995}, and s i = (s i1 , s i2 ) T , are respectively a time indicator and observed longitude and latitude for subject i.
We account for time dependence through a multivariate Gaussian hierarchical model
. This model does not impose a rigid time evolution, allowing borrowing of information across different years.
For the spatial effect ζ t (s i ) we specify a bivariate spatial model. A simple possibility would be to rely on a separable structure for the spatial cross covariance of the process (e.g. Banerjee et al. 2000) . However, this model would imply the same spatial effect for both the environmental and behavioral domain. We expect that behavioral and environmental profiles can have a very different spatial evolution, and for this reason we rely on a conditional Gaussian process p(ζ|Σ t ) for the components of ζ t (s i ) = (ζ
where L t is a lower triangular matrix obtained through Cholesky decomposition, and we letζ t (s
. This formulation enforces no dependence across time and space for the spatial effects.
Since we are considering standardized data, we parameterize the Gaussian processes in terms of correlation functions K (g) t (s i , s i ), obtained by normalizing the square exponential form exp{−1/2 2 d=1 γ
td are length scale parameters, d(·, ·) is the Euclidean distance and τ is a nugget effect to limit numerical instability. The 
Model checking
We assess goodness-of-fit of the assumed model to the observed data. We are particularly interested in whether the assumption of H g = 2 leads to significant lack of fit.
One possibility is to compute posterior distributions for some statistics of the considered data and compare them with the corresponding empirical quantities (e.g. Gelman et al. 2013) .
We consider as statistics the marginal and bivariate distributions, that can be obtained as:
for j = 1, . . . , p and k = j, and whereā
h k ]. Figure 7 shows estimated marginal distributions from the proposed model obtained from 2500 Gibbs samples for 4 representative variables across the years, together with the sample proportion with the 0.95 level Wald type confidence interval. All the estimated marginals are compatible with the observed ones. We additionally estimated the posterior mean of the L1norm between the empirical frequenciesf jc = n −1 n i=1 I(X ij = c) and the estimated oneŝ π jc obtained by averaging 2500 MCMC samples of the expression in (10). The L1-norm has expression d j c=1 |π jc −f jc | and belongs to the interval (0, 2). Considering all the variables, we have an average L1-norm of about 0.071, and 0.1 and 0.9 quantiles of (0.024,0.14). These quantities also suggest a strong adherence of the estimated marginals with the empirical ones, comparing with the maximum attainable value of 2. As with the marginals we compute the L1-norm between the empirical bivariate distributions and the estimated ones. We focus on pairs of variables in the same year. We obtain good results also in this case with a mean of 0.13 and 0.1 and 0.9 quantiles of 0.11 and 0.18.
As general tendency we observed that variables that are sensibly different across the estimated profiles are generally better reconstructed. These are also the most interesting from an interpretation point of view since they characterize the profiles.DDT IS USED HAS THE SURROUNDING AREA BEING CLEARED? 
HOUSE HAS MORE THAN 4 ROOMS

The structure of risk profiles
All variables that can enter risk profiles take on a discrete set of possible values/levels. Each level of a variable represents what we will refer to as a condition. The conditions that occur in a profile h with substantially greater frequency than in the overall population will be referred to as admissible.
To make this precise we say that condition l for variable X j in vertex h is called admissible if either
where c 2 = 1.7, c 2 = 0.35 and p (j) l = pr(X j = l). hl satisfies (11a) or (11b)} is defined to be an admissible profile. Admissible profiles are described by logical AND statements for the set of admissible conditions. The light gray levels shown in Tables 6-9 are the admissible conditions identified in each profile. Further categorizing sets of conditions especially relevant for exposure to A. Darlingi mosquitoes in, for example, the environmental profiles, leads to a clear display of the change in such conditions over time as the highly dynamic plot occupancy process evolves (see Figure 6 ).
Conditions labeled in a high risk profile correspond to situations that facilitate exposure to A. Darlingi mosquitoes. These high environmental risk conditions, operable during the first three years of the settlement process, disappear by 1995 when diverse improvements at occupied plots have been incorporated. 
Malaria rates and risk profiles
To assess the relationship between malaria rates and the estimated profiles, for each MCMC sample in each year, we assign households/plots into low, moderate, and high behavioral and environmental risk groups using tertile cut points. We compute the average malaria rate for each of the 9 groups. Posterior median and quantiles of the malaria rate distribution for the considered clusters are shown in Table 5 . A similar strategy using tertiles of separate MM models has been used to determine risk profiles for Chagas disease in northern
Argentina (Chuit et al. 2001) . We expect the obtained distribution to be ordered in such a way that higher malaria rates correspond to high environmental and behavioral risk clusters. Formally considering a table such as This is an example of the kind of more nuanced information that can be obtained with the MMM modeling framework that is simply not exposed in conventional MM. 
Discussion
We introduced a new family of multivariate mixed membership models (MMM) that facilitate the representation of interpretable shared memberships in classification schemes in settings where good-fitting conventional MM models pose severe interpretation problems. The crux of this issue is that it is virtually impossible to write a coherent sentence describing shared membership among, say, 10 profiles. However, if a large set of variables can be meaningfully partitioned into separate subject matter domains, for each of which there is a small number (4 or less) of domain-specific profiles, then experience to-date indicates that interpretable descriptions of the patterns of shared membership are possible. Further, cross-domain comparisons of shared membership reveal new information that cannot be extracted with MM models that typically incorporate a large number of profiles. This is shown at a most basic level via Table 5 in our analysis of malaria risk on the Amazon frontier.
The MMM framework that we put forth is quite general and should be applicable in a wide variety of scientific contexts. The malaria risk example that we considered here has been an analytical challenge for nearly 25 years. In the interest of focusing attention on MMM per se, we provided a first top-level illustration of what can be done with this technology that is not feasible with other extant methods. More nuanced spatially explicit analyses that integrate evidence from the surveys used here with satellite imagery and ethnographic appraisal would be a next step for utilization of MMM. An initial pass at this kind of complex data integration in a study of malaria in the Brazilian Amazon region is presented in Castro et al. (2006) , but the methodology introduced here has the potential to carry this case study much further. Good bathing place is available: YES 0.073(0.059;0.089) 0.003(0.000;0.018) Good bathing place is available: MISSING 0.001(0.000;0.004) 0.001(0.000;0.008) 
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