Abstract-To improve the robust stability of adaptive optics system, H  synthesis has been introduced to design the controller. H  synthesis has advantages to deal with unmodelled dynamic of plant and to ensure the optimal performance in tracking the desired input. To simplify the design of controller, Singular Value Decomposition is adopted to uncouple the channels. This paper first analyzes the frequency responses of the H  synthesis and integrator in uncoupled channels. The results indicate that H  synthesis can increase the phase margin, which explain that the stability of adaptive optics is improved. Then the simulation of atmospheric turbulence correction is analyzed to testify the performance of adaptive optics. The results show that both integrator and H  synthesis can obtain a nearly same satisfying performance, but the former achieves a lower control voltage to correct wavefront than the latter. It validates that H  synthesis has a better robustness to deal with the disturbance than integrator. That is to say, H  synthesis is able to improve the stability of adaptive optics system.
I. INTRODUCTION Adaptive Optics (AO) is a mature technology that has been successfully implemented to reduce the degrading effects of the Earth's atmosphere on optical astronomical observations. Almost all modern large telescopes are equipped with AO systems to improve image resolution. As the performance of AO systems (which can effectively correct the atmospheric turbulence) is decided by controller, the design of controller becomes increasingly important. Up to now, the classic integrator controller is the default method in AO engineering. This method measures the residual wavefront (usually results from the Shack-Hartmann detector) from the AO system and modifies the parameters easily to achieve a good performance. However, due to simple structure and limited parameter of integrator controller, AO system equipped with integrator cannot obtain an excellent performance.
To improve the performance of AO system, a variety of modern control strategies have been introduced to design the controller. For examples, References [1] [2] [3] [4] introduce robust control to improve the robust stable of AO system and seek for the optimal correction ability. References [5] [6] [7] [8] use LQG strategy to minimize the variance of the residuals and improve AO system performance under several conditions. References [9] [10] [11] [12] use adaptive control strategy to deal with the change of the turbulence. And references [13] [14] [15] [16] apply the predicting control to deal with the time delay of the AO system. While these advanced control algorithms could enhance the performance of AO system, they are hard to be applied to engineering for reasons as the following reasons: i) Modern control depends on the mathematic model of the plant heavily and the precise model is hard to be established.
ii) Controller designed based on modern control theory is usually too complex to be applied to engineering.
iii) It is difficult for modern control to suit all states in engineering, because the states of plant may change in actual environment.
Despite many problems, modern control makes it possible to improve the performance of AO system. Its feasibility drives researchers to study modern control in AO system. This article researches the H  synthesis based on the following reasons:
-H  Synthesis excels at dealing with unmodelled dynamics and unknown disturbance.
-H  Synthesis aims at flattening a mixed norm of residuals and noise. It is amendable to meaningful optimization and can deal with multivariable problem.
-Though the mathematic theory of H  synthesis is very difficult, the realization of H  controller is simple and easy.
-It is easy for H  synthesis to achieve excellent performance by choosing appropriate weight functions. For instance, A. Guesalaga et al added a notch on the weight function of sensitivity function to mitigate vibration at specific frequency [17] [18] [19] [20] .
and H  synthesis. In [21] we have presented preliminary results of H  synthesis for single-input and single-output (SISO) loop. However, AO system is a multi-input and multi-output (MIMO) plant. This paper analyzes the frequency response and simulates in the closed loop with two layer turbulence simulative date.
The structure of the paper is as follows: Section 2 introduces the plant model and its decomposition. Section 3 explains the theory behind the controller implemented here. Section 4 conducts frequency analysis of the system. Section 5 presents the results from numerical simulation for artificially generated turbulence. Finally in section 6, conclusions are presented.
II. PLANT MODEL AND DECOMPOSITION
A typical AO feedback control system shown in Figure. I consists of three primary components: a wavefront sensor (WFS) to detect the phase aberration, a deformable mirror (DM) to correct the detected aberration and a control computer (Controller) to calculate the command for the DM. A beam with a known phase called reference beam is usually used as a reference against which the aberration introduced in the optical path is measured. Shack-Hartmann (SH) WFS is one of the common wavefront sensors used in AO systems. It measures the local gradients of the phase by an array of lenslets which produces a grid pattern of bright spots on a CCD or CMOS camera located at the focal length of the lenslets. The controller sends control signal calculated from the error signal (detected by the SH) to command the DM to work.
FIGURE I. TYPICAL ADAPTIVE OPTICS SYSTEMS WITH SHACK HARTMANN WAVEFRONT SENSOR

A. Plant Model
The typical AO feedback control system can be represented by an equivalent diagram from control point of view as shown in Figure. II, and the distribution of actuators and subapertures over the DM unitary surface is shown in Figure. 
The scalar transfer function   ij p s in   P s depends on the frequency response of the plant (from i-th actuator to j-th subapertures), subscript b is the number of subapertures, and the subscript a is the number of actuator. Since the responsive bandwidth of DM is high enough, its dynamics can be ignored. The plant is often approximated by a constant matrix D (called influence matrix or transfer matrix) with a time delay operator separated from the dynamics. The influence matrix is the steady state response 
Where , x y = coordinates in the plane of the mirror; So the influence matrix can be obtained by calculating or measuring.
B. Model Decomposition
For AO system involving larger flexible structures, the design of controller in direct way is too difficult to be applied to engineering. To simplify the design, this paper uncouples the input and output channels of the plant before designing the controller. Once uncoupled, an SISO controller can be applied to the uncoupled channels. Singular Value Decomposition (SVD) is a widely used method of model decomposition. It offers two advantages [24] : one is that the SVD basis is orthogonal and can guarantee the stability of the solution of controller. The other is that the basis vectors are ordered by the magnitudes of the associated singular values which can be regarded as the gain of the plant.
The SVD of influence matrix D is defined as
Where U and V are matrices whose column vectors are orthogonal and normalized. , only the first r diagonal components of  have non-zero values and  can be reduced to an r r  matrix with U and V correspondingly reduced to have only the first r columns. That is called thin SVD and can be represented as follows.
Where r  is a r r  diagonal matrix, r U and r V are matrices consisting of the first r columns of U and V , respectively. Then the influence matrix can be diagonalized by the matrices r U and r V .
For r  is invertible, pre-multiplying the inverse of r  with r V yields a normalized diagonal matrix. Choose
Project the error signals from sensor space to control space and project the control signal from control space to sensor space, i.e., 
The diagram of AO system that uncoupled by SVD is shown as Figure. IV Therefore, AO system will uncouple and normalize the feedback path from u u to u e in Figure. IV as follows.
III. CONTROLLER THEORY This section introduces the fundamental principles of controllers that will be used for latter implementations. They are: integrator and H  synthesis.
A. Integrator
The current default controller for DM in AO system is the classical integrator which is simple and can be easily applied to engineering. The integrator can be described in discrete-time by:
Where z is the Z-transform operator, z g is the gain of integrator which can be adjusted according to noise and performance requirements, and a T is the integral coefficient which is generally set to 1. The AO system obtains a satisfying result by opting an appropriate z g .
B. H  Synthesis
Motivated by the desire to cope with the control challenges when dealing with the uncertainty of plant model, and to improve the robust stability and performance of AO system, we propose the use of frequency-based design technique which is based on the minimization of H  norm, i.e. H  synthesis. Doyle et al. [25] and Zames [26] demonstrate that to compute H  solution is essentially to solve two Riccati equations in their static form (optimal estimation and optimal control problems). For a continuous-time representation, the standard configuration of H  control is shown as Figure. V:
The generalized plant block
 
M s has two inputs, the exogenous input r that includes reference signal and disturbances, and the manipulated variables u that make the plant work on desired. The outputs are the signals contained in vectors w , which will be penalized for performance and robustness as well, and e , which is usually the error signal in AO system, is the vector of measurements available to the controller   
The diagram of adaptive optics system from control perspective is depicted as Figure. Figure. VI and Equation (12) , it is easy to educe the generalized plant
Where
And the closed-loop system from input r to output w in Figure. VI can be expressed by:
where
According to the small gain theory, the sufficient condition for the stability of AO system satisfies the next inequation.
Where  is unmodelled dynamic of plant, and W  is weight function of uncertainty. The smaller of
is, the better of robustness will be. But equation (17) is conservative for it is a sufficient condition. Therefore, define the equation (18) as an assistant index to weigh the robustness and use the phase margin to weigh the stability. 
The objective of H  synthesis is to find a stabilizing and causal linear controller K that stabilizes the closed-loop operator   F M K can be deducted as Equation (22):
Then the norm bound condition becomes as Equation
It is a key process for H  control to choose the right 
IV.
CONTROLLER DESIGN In this section, controllers designed in uncoupled channels and the frequency response analysis in SISO loop is presented. Then the controller is analyzed in MIMO loop to simulate the real engineering.
A. Integrator
The classical integrator achieves a satisfactory performance by opting an appropriate gain z g . It decides bandwidths and overshoots in AO system. For AO system, the open loop gain can be normalized by SVD arithmetic, but the time delay can not be normalized. We consider it is about 2-3 periods. To simplify the process of designing controller, we select the identical gain z g for each loop instead of designing different z g , and provide enough phase margins to guarantee stability. Table   I illuminates that the phase margin decreases as the z g increases. Figure. VII and Figure. VIII reveals that both bandwidths and overshoots will be enhanced as the gain z g increases, but the capacity to restrain noise in high frequency will be limited. To guarantee stability of the
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system, the phase margin should be about 60  . And to obtain a good dynamic performance, the overshoot of error transfer function is made as no more than 5dB. Based on   and loop gain 1 k  (normalized by decomposition) in uncoupled channels. By repeated attempts, the weight function of uncertainty is selected as Figure. IX (red line).
FIGURE IX. BODE PLOTS OF WEIGHT FUNCTION (RED DASHED LINE) AND UNCERTAINTY (BLUE SOLID LINE)
There is no general method to select feat weight functions to design the H  controller. Through repeated attempts, the weight functions of sensitivity function, control sensitivity function and complementary sensitivity function can be chose as equation (4. 
V. NUMERICAL DESIGN FOR ADAPTIVE OPTICS SYSTEMS
Last section indicates that H  controller can improve the stability of system. And we expect that it will maintain the performance of AO system. Therefore, we give a computer simulation to test the correction ability of integrator and H  controller in this section.
A. Atmospheric Turbulence Data
Atmospheric turbulence data which satisfy the
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Kolmogorov statistics characteristics can be generated with the matlab toolbox (Object-Oriented Matlab Adaptive Optics, OOMAO), which is a special toolbox for AO system simulation. According to Kolmogorov frozen hypothesis, the phase structure function of Kolmogorov turbulence can be expressed as [23] :
Where,   x  denotes the wavefront phase at point x , r denotes the distance, 0 r is the Fried parameter, and  is mean operator.
A two-layer turbulence model is used, and parameters are depicted as Table IV . The wind direction is defined as: the horizontal right is positive direction of x-label and the vertical upward is positive direction of y-label. In this condition, 500 frames (0.5 second) turbulences are generated with OOMAO.
The Phase structure function is depicted as Figure. XIX. The red-solid line is theoretical value and black-dashed line is simulated value. It can be found that the simulate turbulences are tally with the theoretical turbulence. 
RMS
denotes the RMS value of turbulence. The smaller the  value is, the better the correct efficiency will be. Actually, noise is unavoidable in AO system and can be supposed as gauss white noise. We define the signal to noise ratio as equation (31). Table V Figure. XXV and  value is shown in Figure. XXVI. The PV value of residual is shown in Figure. XXVII and control voltage is shown in Figure. XXVIII. And a summary of the performance is given in Table VI . By comparing the results of =2Ts  and 3Ts
 
, it is easy to know that time delay will exert negative influence on AO system.  
. The RMS mean of residual is 0.6219 rad for the integrator and 0.6166 rad for H  controller. And in terms of the mean of  value, the integrator is 0.2523 and H  controller is 0.2494. The PV mean of residual is 7.7092 rad for the integrator and 7.1093 rad for the H  controller. The latter recedes about 4.43% comparing to integrator. H  controller will not cost the correct capacity to improve the stability. For the RMS of voltage PV, the integrator is 57.2290 V and H  controller is 51.7907 V, the latter recedes about 9.5% comparing to integrator. And for the mean of voltage of PV, the integrator is 136.5921 V and H  controller is 124.0501 V, the latter recedes about 9.18% comparing to integrator. These two parameters illuminate that for the same turbulence, H  control can calculate a low control voltage to achieve the same performance as integrator. That is to say, the stability of AO system is enhanced.
VI. CONCLUSION
To improve the robust stability of AO system, H  synthesis has been introduced to design the controller. This paper first makes the MIMO model of AO system. In order to simplify the design of controller, we decompose the coupled loop and design SISO 
