Motion capture for gesture and performance analysis in sports usually requires tracking of several anatomical landmarks with high spatial accuracy and sampling frequency. In addition, a model of the outer surface of the body can also be useful, e.g. for aerodynamic studies. In this context, we developed a motion capture system based on four inexpensive commercial RGB-D cameras. Our system produces both skeletal poses and 3D meshes of moving human bodies at high frequency with good accuracy.
Introduction
Motion capture for sport gesture and performance analysis requires tracking of several anatomical landmarks with high spatial accuracy and sampling frequency. In this area, marker-based optical systems remain the most popular solution. It is indeed one of the most reliable and accurate techniques. However, the need to place markers, the quite long set-up time, and the price of such systems are major drawbacks in some situations.
In this context, we developed an inexpensive and markerless motion capture system. On the one hand, it allows capturing the dynamic pose of the athlete, and on the other hand, the external surface of his body, which is useful for aerodynamic studies. This system operates four inexpensive RGB-D cameras connected to a single-board computer. This multi-view approach increases the number of observations and reduces the hidden areas of the body, which ultimately improves accuracy and frequency of measurements, but also causes some difficulties.
First, we have to manage the large amount of data generated by the four sensors working independently. Furthermore, due to the fact that the RGB-D cameras cannot be triggered, we must deal with data captured asynchronously. Thus, we must ensure that the timestamps are consistent and take into account the movements in the scene in order to properly merge data of all the sensors. It is also essential to calibrate the cameras with sufficient accuracy in the volume of interest. Proper calibration avoids reconstruction error due to inaccurate estimates of the rigid transformations between sensors. Finally, we need to address specific issues related to the body model that we use to produce dynamic skeletons and watertight meshes of the moving athlete.
In this paper, we will first briefly discuss the related works. Then, we will present our motion capture system and the proposed solutions for the various problems outlined above. We will finally show some results obtained with the system and make a first evaluation of its performance.
Related Works
Optical systems using data captured by image sensors to triangulate the 3D positions of passive or active markers are the most widely used motion capture systems [1] . Markerless solutions have also been studied for decades [2, 3] , but, as stated in [4] , they implicitly admit their lower accuracy by using the results of marker-based methods as reference. However, over the last few years the markerless approaches tend to fill the gap [4, 5, 6] . Finally, several methods to capture 3D skeletal pose using a single RGB camera have also been published [12, 13] .
In addition to optical sensors, depth sensors are also widely used to capture dynamic scenes [7] , including human pose [8, 9] or attitude [5] . Such approach can take advantage of direct depth measurements by light set-up with few sensors [10, 11] .
The markerless methods generally track changes in a 3D model between consecutive frames. The model can consist of elementary geometric shapes [14, 15] , be created during an initialization step [16, 17] , or alternatively be a generative body model [18, 19, 20] fitted to the observations. Often, markerless approaches also capture the surface of the bodies being tracked in addition to skeleton pose [21] . The 3D model and the skeletal pose determine the shape of this surface, but some local deformations can be updated dynamically [4, 5, 22 ].
Methods

Overview
We propose to infer both skeletal pose and surface of a moving human body by fitting a template model to depth maps measured asynchronously by four RGB-D sensors.
The appearance of the body model is driven by three sets of parameters. The shape parameters describe the morphology. Each of them affects the position of all points of the surface and should remain constant for an individual. The pose parameters describe the relative orientation of the skeletal joints. Each point of the surface is affected by the displacements of the joints to which it is attached, according to a blend skinning function. Finally, each point of the surface can be moved in the normal direction. This third set of parameters allows to represent geometric details of the clothes or the hair. Note that like the pose parameters, these parameters can also evolve over time.
After calibrating the system, the parameters are estimated by fitting the model to the observations. This process includes the following steps:
 The pose and shape parameters are first estimated simultaneously using the data recorded during a static initialization pose. Assuming the subject does not move, the set of parameters can be evaluated with data from different points of view. In this way, the measured point cloud better covers the model surface and the shape parameters can be better estimated. A first guess of local deformations can also be made.
 While studying the movements of interest, the pose is estimated frame by frame while the morphology remains constant. Starting with the previous pose, the model is fitted to the observations by minimizing a cost function. This function takes into account the distance between each point of the surface and the closest observation, found iteratively.
 Once the pose estimation has been completed for the current frame, the local deformations of the observed points of the surface are updated according to the measurements.
Data acquisition
Our system consists of 4 RGB-D cameras (Microsoft Kinect v2) plugged on single-board computers (Odroid XU4). All sensors are connected via an Ethernet network to a consumer-grade master computer dedicated to control, monitoring and data processing.
Data from all sensors are sent to the master at low resolution and low frame rate, for monitoring purpose only. In order to not saturate the network, data in full resolution are stored locally and transmitted to the master at once at the end of the recording.
The master also synchronizes the sensors' clocks to ensure the consistency of recordings' timestamps. This synchronization is achieved by sending customized messages in a similar way as the Precision Time Protocol (PTP).
Calibration
The rigid transformations from each camera coordinates system to a world reference frame have to be evaluated before each experiment. Moreover, even a minor error at this stage will significantly degrade multi-view processing. It is therefore essential to calibrate the cameras with sufficient precision and this treatment should be as simple as possible.
To do so, our calibration method uses reflective markers sticked on the ground inside the area observed by all sensors. The markers are visible in the IR image and form a regular grid (see Fig. 1 .a).
Using additional markers we added two orthogonal axes, which, together with the vertical direction, define the world reference frame.
To compute the rigid transformation from a camera coordinates system to this frame, we first compute the 3D positions of the markers detected in the IR image using the depth map. Then, the two orthogonal axes are identified and used to roughly define the reference frame in the camera frame, assuming it's a right-handed coordinate system and that the sensor is not upside down (see Fig.1 .b). Finally, in order to reinforce the consistency of the transformations, they are refined by minimizing the sum of quadratic distances between markers coordinates computed using depth maps and transformations corresponding to different cameras. The use of markers lying on the ground has several advantages:  There is no need to install and remove markers for calibration: it greatly simplifies the operation.  All sensors can detect the same markers and therefore the calibration error is not propagated through sensors as in a two-by-two calibration process.  The calibration process is focused on the volume of interest. Some approaches based on targets placed outside this area may tend to reduce the residual error on the targets but not necessarily where it is needed.  Two sensors facing each other can be calibrated, which is quite difficult using a vertical target.
 The reference frame is visible in the scene and consistent with the ground orientation. This is useful to avoid post-processing of 3D output.
Body model fitting 3.3.1. Body model
We use a parametric human shape model based on the Skinned Multi-Person Linear model (SMPL). SMPL [20] includes an outer surface with 6890 vertices and a skeleton with 24 joints. Each joint has 3 rotational degrees of freedom. Thus, by adding the translation of the root joint, there are 75 pose parameters.
Before applying the pose, the neutral body model T is deformed according to the shape parameters and the pose parameters . The body shape ( , ) is formulated as the following sum: where is the blend skinning function, ( ) the joint locations, and the skinning weights. The parameters of the model are learned from data in order to produce realistic shapes in any poses.
Shape and pose fitting
At each time step t, the shape and pose parameters are estimated by minimizing an energy function that includes a data term and a prior term: = + The prior term , which prevents unobserved parameters from diverging, is formulated as:
The first term favors shape parameters with low values. Since these parameters represent deviations with respect to a morphological average, they should indeed not be too far from 0. The other terms penalize sudden changes of pose parameters; the function is a simple difference between translation parameters, and the function is the sum of distances between rotation parameters (expressed as quaternions). The data term , which estimates the fitting quality of the body model with a measured depth map, is expressed as:
where P is a correspondence set (a correspondence is a pair consisting of a point of the model associated with the nearest point in the depth map), is the normal of the model surface at , and the function can be the Tukey penalty or a simple pruning function. The energy is minimized using an Iterative Closest Point (ICP) approach. We alternate data association and Gauss-Newton optimization of the energy function based on the temporary correspondence set P. Note that during the initialization step, both shape and pose parameters are optimized using depth maps from multiple sensors. Here, the energy therefore includes several data terms . On the other hand, during the motion tracking process, the shape parameters remain constant; in that case, only pose parameters are estimated.
Local deformations
The SMPL model apprehends the overall appearance of bodies but does not capture irregularities due to clothes or hair. To take into account these local deformations, each vertex of the model can be moved along the normal direction as follows:
where the scalar is intended to compensate the difference between the model and the observed point cloud. The parameters are first estimated for each visible vertex using closest observations in the following manner:
where is the subset of measured points close to , ‖ − ‖ is the radial distance between u and given by ‖ − ‖ − ( − ) , the normalization term is the sum of the weights and the parameter is set according to the point density on the surface of the model.
In practice, we keep the unnormalized sum and the normalization for each vertex. In order to take into account the evolution of deformations over time, new observations are included in the model using an exponential filtering: where is the set of the indices of neighboring vertices of . The weights are initialized as the invert of the weighted variance of the samples belonging to . As a result, the deformations propagate smoothly over the mesh, while the model remains close to the observations where the variance is small.
Motion tracking 3.4.1. Initialization
The generative nature of the method presented above assumes a relatively good initialization of the model. To ensure such proper initialization, we use a 2D skeleton detected in the RGB image. This skeleton is projected into the 3D scene using the depth map associated with the image and then the pose parameters are roughly estimated according to the alignment of body segments.
Tracking and resampling
During the motion tracking process, the model cannot be fitted to the depth maps from all sensors simultaneously due to their asynchronous aspect. Moreover, the visible part of the model varies with time, depending on the point of view of each sensor.
To tackle these problems, we integrate data from different sensors sequentially. For a given depth map, we first predict the pose parameters according to the body pose and angular speed at previous acquisition time. The pose is then corrected using the proposed body model fitting process. Finally, the temporal sequence is resampled at a regular frame rate by SLERP interpolation. Figure 2 and 3 illustrate the processing steps of our method for two subjects; it depicts (from left to right): color image, depth map, obtained skeleton, obtained mesh (without local deformations), and finally obtained mesh (with local deformations). Figure 4 illustrates specifically the interest of using local deformations model; we can clearly see that the clothes are well captured. Figure 5 shows other results for subjects with different morphologies. These results were obtained by processing data from MHAD database (see 4.2).
Results
Qualitative evaluation
All these results demonstrate that our method can produce accurate skeletons and body meshes for subjects with a wide range of morphologies. Moreover, using local deformations model, we are able to capture fine surface details.
Quantitative evaluation
The quantitative evaluation of our system would require knowing human body poses exactly in dynamic scenes. Unfortunately it is almost impossible to obtain such data and therefore, the best we can do is to use another indirect measurement as reference. Marker-based optical motion capture systems are usually considered as reliable and are often used for this task.
Following this idea, we evaluated our method using the Berkeley Multimodal Human Action Database (MHAD). This database includes 11 actions performed multiple times by 12 different subjects, recorded simultaneously by multiple sensors including two Kinects v1 and a marker-based optical motion tracking system [23] . Although the used experimental system includes only two Kinects v1 (against four Kinect v2 for our system), the great number of actions performed by subjects with a wide range of morphologies and the simultaneous recording of different sensors make the database very useful. For each tested sequence, we computed the root mean square error between the expected position of each marker and the corresponding observation. The expected position is obtained using a normal vector on the body surface calculated in the first frame of the considered sequence. All RMSE are calculated independently for each marker (except those on the hands and feet) and finally, the results for all tested sequences are cumulated in a histogram (Fig.6 ). These results are pretty good but it is important to note that they must be considered as a lower bound of the actual accuracy of our system. Indeed, processing data from Kinects v1 is disadvantageous because these sensors are less accurate than the Kinects v2 [24] that we use in our system. Moreover, we operate four sensors, which increases the number of observations and most likely improves the system accuracy. Finally, part of the measured error can be explained by the fact that, due to soft-tissue, markers can move about 2 cm from the body surface during motion [25] .
Conclusion
In this paper, we presented a markerless and inexpensive motion capture system. It operates four commercial RGB-D cameras plugged on single-board computers and a desktop computer. After an automated and robust calibration step and a quick initialization stage, which allows to learn the individual morphological characteristics of the subject, the system is able to capture its movements. By fitting a template model to depth maps measured asynchronously by the sensors, it produces both skeletal poses and 3D meshes of the moving human body at high frequency (at least 60 Hz). We have showed experimentally that the system is able to track motion of people with a wide range of morphologies with good accuracy. However, further work is needed to better characterize the accuracy of the system.
