ABSTRACT In recent years, the large-scale open Chinese and English question answering (QA) corpora have provided important support for the application of deep learning in the Chinese and English QA systems. However, for low-resource languages, such as Tibetan, it is difficult to construct satisfactory QA systems, owing to the lack of large-scale Tibetan QA corpora. To solve this problem, this paper proposes a QA corpus generation model, called QuGAN. This model combines Quasi-Recurrent Neural Networks and Reinforcement Learning. The Quasi-Recurrent Neural Networks model is used as a generator for Generative Adversarial Network, which speeds up the generation of text. At the same time, the reward strategy and Monte Carlo search strategy are optimized to effectively update the generator network. Finally, we use the Bidirectional Encoder Representations from Transformers model to correct the generated questions at the grammatical level. The experimental results show that our model can generate a certain amount of effective Tibetan QA corpus, and the BLEU-2 value increases by 13.07% than baseline. Moreover, the speed of the model has been greatly improved.
I. INTRODUCTION
Faced with the explosive growth of Web content, traditional information retrieval methods based on keywords are failed to meet the needs of users. Users need more efficient and accurate information. In 2011, the University of Washington Professor Oren Etzioni mentioned in Nature that ''web search is on the cusp of a profound change -from simple document retrieval to question answering'' [1] .
Recently, the application of deep learning to QA systems has become a hot topic [2] - [13] . However, deep learning algorithms need to be based on a large-scale QA corpus. In Chinese and English QA systems, there are large-scale public QA corpora, such as Google's Natural Questions [14] , Facebook's SimpleQuestions [15] , Microsoft's WikiQA [16] , and Baidu Chinese question and answer dataset -WebQA [17] , etc. These corpora provide important support for deep learning applied to Chinese and
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English QA systems. On the other hand, for low-resource languages, such as Tibetan, it's hard to construct a satisfactory QA system, owing to the lack of large-scale Tibetan QA corpora.
However, comparing with English and Chinese, there are some challenges when generating Tibetan QA corpus. Tibetan is a language with strong grammar rules and has complex syntactic structure. The polysemy of the word appears in Tibetan more frequent, which makes word hard to represent. In addition, Tibetan sentences are often much longer than Chinese and English sentences in the same expression, which makes the model hard to train. Complex syntactic structure makes it not easy to generate coherent and accurate sentences.
In view of these problems, this paper proposes Quasi Generative Adversarial Network (QuGAN) model which can generate a large amount of accurate Tibetan QA corpus. This model combines Quasi-Recurrent Neural Networks (QRNN) [18] and Reinforcement Learning (RL), and optimizes the reward strategy and Monte Carlo search strategy.
The main contributions of this paper are as follows: (1) To speed up the Tibetan text generation, this paper uses QRNN model as the generator. QRNN model combines the advantages of Long Short Memory Network (LSTM) and Convolutional Neural Network (CNN), which can handle long sequence problems in Tibetan, and the data can be calculated in parallel. Furthermore, to reduce the difference of the probability distribution between the generated data and the real data, this paper uses the Maximum Likelihood Estimation (MLE) to initialize the random questions.
(2) The traditional reinforcement learning uses the Monte Carlo search algorithm to score the entire generated text sequence, so it takes a long time to convergence the Generative Adversarial Networks (GAN). It is no longer to suitable for Tibetan which is often composed of long sentences. Therefore, we optimize the Monte Carlo search algorithm by predicting the scores of next sequences according to generated partial sequences. We also optimize the reward strategy, and effectively update the generator network.
(3) Since the grammatical rules and syntactic structure of Tibetan are complex, this paper uses the Tibetan text corpus to train the Bidirectional Encoder Representations from Transformers (BERT) model, and optimizes the grammatical level of the generated sentence, making the question more accurate and coherent.
II. RELATED WORK
At present, Chinese and English have built a large number of QA corpora. For English corpora, such as SQuAD [19] , SimpleQuestion [15] and so on. SQuAD dataset was built by manual extraction of questions from text paragraphs, then given answers. SimpleQuestion is a factual dataset which was generated factual by Freebase [20] . For Chinese corpora, such as WebQA [17] , which built by Baidu Knows. InsuranceQA [21] which questions were proposed by users and the high-quality answers were provided by professionals. These corpora are mainly based on manual annotation, and it takes a lot of time and manpower. Therefore, many researchers start to construct virtual question and answer pairs.
One method is template-based method, it uses the knowledge base [22] - [23] or text paragraphs to extract questions and answers through manual extraction, and converts them into natural language questions. Curto et al. [24] proposed an automatic question generation algorithm based on template matching. In his work, the existing question and answer pairs are used as the corpus of template extraction, and then the search engine queries the question and answer pairs with the same template to expand corpus and verify the correctness of generated templates. Rashmi and Joshi [25] proposed a method to generate why-questions. They established question and answer pairs by using the causal relations annotated in the Penn Discourse Treebank (PDTB). QALD [26] and FREE917 [27] are based on the knowledge base to generate QA corpus, in which QALD mainly indicates the construction question should start from the category and then cluster the questions. Wang et al. [28] used closed fields to generate question and answer pairs. By logically representing the triples in the knowledge base, they transformed the form of closure into questions. But the quality of questions is not guaranteed, the homogeneity of the questions is serious.
Template-based methods cannot avoid to generate homogenous questions. The deep learning method learns information features from the knowledge base or text paragraph through neural networks, and then generates questions. Baueret al. [29] proposed a model for answering these generated questions on the Narrative QA [30] dataset. They found that many sample data cannot be reasoned and given answers through the text information. So they introduced common sense information (in external knowledge base) into the conventional machine reading comprehension model. Rao and Daumé [31] constructed a neural network model for automatically generating questions based on the full information expectation, and they used the QA website to construct a QA dataset which contains triplet information. Serban et al. [32] directly used the encoder-decoder model to convert triples into problems. Zhou et al. [33] proposed a method for generating problems from texts, which uses features to encode the answer position information to generate questions. These methods require large-scale QA corpora and are supported by external knowledge base. However, they are difficult to be applied directly to low-resource languages, such as Tibetan.
In 2017, considering performance and efficiency, Bradbury et al. [18] proposed a hybrid structure QRNN combining the CNN model with the RNN layer, QRNN can parallel calculate based on time step and minibatch like CNN, which ensures high throughput and good length scalability for sequence data. It has the characteristics of past time dependence as well. The work has obvious effects on dealing with sequence data. In 2018, the University of Washington proposed an Embedding from Language Models (ELMo) for deeply extracting semantic features [34] . To solve the problem of lacking the intrinsic connection of continuous text and the ability of language structure expression in word vector, the attention mechanism is used to calculate the relationship between single word and words in the sentence, then it adjusts the weight of the word to obtain the new word expression. The model has a good effect in dealing with the complexity and ambiguity of the word. Google released the BERT model in 2018, they used the Transformer to encoder and got highly performance on natural language processing tasks [35] .
In 2014, Goodfellow et al. [36] proposed GAN and applied it to computer vision image generation. In 2018, the BigGAN developed by Andrew Brock of Heriot-Watt University and DeepMind team got 166 points on Inception Score (IS) for image generation (233 points for real pictures) [37] . In terms of text processing, the main difficulty of GAN application is that the original GAN is mainly applied to real number space which is continuous data, while the text data is discrete data. On the other hand, the error will be along with the length of the sentence exponential accumulation when generating text. To solve these problems, in 2016, Zhang et al. [38] attempted to apply GAN to the text generation task. They use LSTM as the generator, and CNN as the discriminator. Also, the original sentence and the new sentence which obtained by exchanging the positions of the two words in the sentence are used to train. Yu et al. [39] proposed the SeqGAN which uses LSTM as the generator and CNN as the discriminator, and the error as a reward for reinforcement learning. It trains in a feed-forward manner, and updates the generator network with an exploration mode. The BLEU value of the Chinese verse generation reached to 0.7389, and the Obama speech generation reached to 0.427. The above generator can only reward or punish the generated sequence by indirectly passing the feedback the value generated by the discriminator, and cannot directly obtain the information from the sequence. In order to solve this problem, Li et al. [40] used the adversarial training method. It uses the seq2seq model as the generator, the discriminator adopts hierarchical decoding, and joint training generator and discriminator by reinforcement learning. To generate an open dialogue, they revised rules in the process of updating the generator. In 2018, Fedus et al. [41] proposed the MaskGAN to solve the model collapse and the instability of the training as the sentence length increases in the GAN model. The model uses the actor-critic algorithm in reinforcement learning to train the generator, using the maximum likelihood estimation and stochastic gradient descent to train the discriminator, which guarantees the quality of the generated text. These researches are good explorations of GAN in natural language processing. However, the problems of not being able to effectively pass the gradient to the generation network and generating sentence with grammatical confusion still exist.
III. MODEL ARCHITECTURE
In order to construct the Tibetan QA corpus automatically, this paper proposes the QuGAN model. Firstly, the random text sequences are initialized, and then they are sent to the generator of the QRNN network for automatic text generation. The discriminator uses LSTM model to judge whether the generated text is true. The reinforcement learning is used for feedback, and the optimized Monte Carlo search algorithm is used to accelerate the training of the model. Finally, the BERT model is used to correct the questions at the grammatical level. The framework is shown in Fig 1. The model consists of five main parts:
(1) Initialization: we randomly generate a certain amount of sample data by using characters in database. To reduce the difference in the probability distribution of the generated data and the real data, we initialize generate random sample data using the Maximum Likelihood Estimation.
(2) Generator G: to accelerate the convergence speed of the GAN model and to support the data parallelizable operation, we use QRNN model as the generator for such strong grammatical rules language-Tibetan, QRNN can save a lot of time.
(3) Discriminator D: the LSTM model is used as the discriminator to judge whether it is real data.
(4) Reward strategy: to make the generated data more realistic, the reinforcement learning is used for feedback. The possible subsequent sequences are obtained by the optimized Monte Carlo search algorithm, and then we searched for the residual sequence word by word (this process called action). At the same time, aiming at the characteristics of Tibetan language, we optimize the reward strategy to find the best strategy that can get the maximum reward. Then the discriminator scores the generated sequence in whole sentences and feeds the score back to the generator (this process called reward), finally updates the current state of the generator (this process called state).
(5) Grammar optimization: to make the generated questions more coherent, the BERT model is used to modify the Tibetan sentences, because the grammatical rules and syntactic structure of Tibetan are complex.
IV. MODEL DETAILS A. GENERATOR
Before the model training, we perform MLE on randomly sample data to generate questions more efficiently and define initialized sequence T = (t 1 , t 2 , t 3 · · · t n ).The maximum likelihood estimates to derive the maximum probability text sequenceT is shown in equation (1).
where t i is a single character or word, T is the entire text sequence as the input of the generator. We use QRNN model as a generator. QRNN combines LSTM with CNN to handle the problems of long sequence and data cannot be parallelized. The QRNN mainly consists of two components: convolution component and pooling component. It can be broken down into two subcomponents on the network structure. The first layer is a convolutional layer for extracting input features, in which parallel processing can be performed based on the sequence dimension for the processed sequence data. The second layer is the pooling layer, which is used to reduce the number of features, but it is different from the common pooling layer. The common pooling layer adopts the maximum pooling or average pooling, which is a method of combining convolution characteristics on time invariance. But it cannot deal with the large-scale sequence problem. QRNN absorbs the time series processing method in the Recurrent Neural Network (RNN) and adds it to the pooling layer, which effectively solves the time series problem. In QRNN, there are three pooling modes: f-pooling, fo-pooling and ifo-pooling. This paper uses f-pooling.
Convolution component: it is used to extract the input features, as shown in equations (2) -(4).
where W z ,W f ,W o are the tensors of the real number R k×d×m , d is the vector dimension, m is the number of channels of the convolution component, and k is the size of sliding window on the sequence dimension. L is the current sequence, Z , F, O are the output of the convolutional layer. For example, if the convolution operation has a window size of two in the sequence dimension, then the above equations can be expressed as equations (5) - (7). l t stands for the sequence on the current time t, l t−1 represents the sequence of the previous moment.
Pooling components: to reduce the extracted features, we use f-pooling, which contains one forget gate. So the current output can be expressed as equation (8) .
where h t−1 stands for the output of the upper layer QRNN, f t , z t are the output of the convolutional component in the current layer, is the signal of multiplication. Although, the loop portion of these functions needs to be calculated and parallelized along with the feature dimensions for each time step in a sequence task. In other words, in actual operation, the extra time is negligible when dealing with very long sequences.
B. DISCRIMINATOR
Discriminator D as a classifier in the GAN, this paper uses the fundamental LSTM model as the discriminator to judge if the generated text is real. The discriminator scores the generated sequence in whole sentences and feeds the scores back to the generator. The discriminant function is shown in equation (9) .
where P data is the distribution of the real sample, P g is the distribution generated by the generator. In general, the equation gives a quantified number for judging that the sequence is a real sample, so it can be seen that the value of discriminator will close to 0.5 when the P g (x) is closer to P data . In order to get better results, in our experiment, the discriminator is set to calculate the value in multiple times. When the score is close to 0.5 which means the discriminator does not need to be trained. The discriminator D in the GAN serves as a source of rewards in reinforcement learning. So how to calculate the rewards value is especially important. Suppose we need to generate M sequences of texts length of N , then the reward R θ for the generated text can be calculated as shown in equations (10) - (11):
Here, t 1:i refers to the partial sequence that has been generated previously, and a possible subsequent sequence MC θ (t i+1,k ; N − (i + 1)) is obtained by using the optimized Monte Carlo search algorithm. Although the text generation still looks for the next word with the greatest expected reward word by word, the discriminator D gives the score to the whole generated sequence and feeds the score back to the generator. Before next round of iterative training, the generator continually optimizes itself based on the score returned by the current discriminator, and updates related parameters. As shown in equations (12) -(13).
N is the length of each sequence here, η is the weight of the reward, M is the number of sequences, and P θ (t i+1:N |t 1:i ) stands for the probability of generating a sequence in the case of a known sequence t 1:i . It is time to stop updating the new discriminator until the generator gives convincing data.
C. OPTIMIZED REWARD STRATEGY
As mentioned in the previous description, the discriminator D gives a probability score for generating a sample and feeds it back to the generator as a reward. The discriminator D will not give a negative score to penalize the generator, even if a large number of syntax errors in the generated data, because the score is a probability value. In this way, the generator tends to reduce the probability of smaller reward value samples and increases the probability of larger reward value samples. Moreover, due to incomplete and sparse data, this distinction between reward and punishment is unclear which makes the training biased of G. Therefore, this paper subtracts a penalty value from score given by discriminator D for every generated sample, to expand the reward and punishment boundary and speed up the training of the model. Then, the optimized gradient calculation equation of the expected reward bonus (13) can be modified in the equation (14) .
D. MONTE CARLO SEARCH OPTIMIZATION
Traditional Monte Carlo search is very time consuming. It needs to generate samples every time. Meanwhile, it calculates the previously generated item when calculating some of the later partial sequence reward estimates, resulting overfit. Therefore, we optimize the Monte Carlo search algorithm and scores the next sequence through the generated partial sequences, so the score of the entire sequence can be quickly obtained. For example, if it needs to calculate the score of t 1:i , the prefix is fixed by the current generator parameter, and it repeats to generate M possible complete sequences. Then the discriminator calculates the average reward score of the M samples as the simulated reward score S(t 1:i ) of the partial sequence. It can be calculated by equation (15) .
where M is the number of generated sequences, t 1:N is a sequence of length N . In this way, we can calculate the reward of the sequence t i+1:N according to equations (14) - (15), as shown in equation (16) .
where D j (t 1:N ) represents the reward given by the discriminator to the sequence t 1:N . The optimized Monte Carlo search optimization algorithm is used to predict the next sequence of the obtained partial sequence by selecting the subsequent sequence with the maximum probability, as shown in equation (17) .
We directly train a new discriminator D * that scores some of the generated prefixes based on the original discriminator D. The entire prefix subsequence set of the real sample is recorded as L + . The entire prefix subsequence set of the generated sample is also recorded as L − . Then we select one or several subsequences from the two sets respectively and label them as real samples or not, and send them to the discriminator. We repeatedly train the discriminator in this way to increase the ability to score the prefix subsequences. Then we use the discriminator D * to calculate the score D j (t 1:t ) of prefix subsequence. Experiments show that this method takes less time than traditional Monte Carlo search, as shown in TABLE 6 in section V.
E. GRAMMAR OPTIMIZATION
To eliminate the grammatical errors of the sentences generated by QuGAN, this paper uses the BERT model to modify and optimize the questions, including two parts: random mask and next sentence prediction.
Random mask: we use 20% probability to replace some words with the special symbol '' * '', and use BERT to predict masked words.
The next sentence prediction: we select 50% sentences from the generated Tibetan questions, and randomly select 50% sentences form corpus, to predict the next sentence.
F. ANSWER MATCHING
We use semantic similarity to match question and answer in corpus. The answer with the highest similarity of the question is the answer to the question. 
V. EXPERIMENTAL RESULTS AND ANALYSIS

A. DATASET
We have obtained 21,783 Tibetan question and answer pairs from the Tibetan website. In our experiment, we select 17,000 pairs as the training data. The specific data set format is shown in TABLE 1. The UUID is the unique identifier of the question and answer pair. 
B. DATA PREPROCESSING
Tibetan is an alphabetical language with characters as the basic unit. Characters are directly separated by ''.'', and a word composed of many characters. Since the accuracy of word segmentation in Tibetan is not high, we segment the text in two modes: word level and character level. For the character level, we divide the text sequence according to the ''.'' symbol. For the word level, we use the Tibetan words segmentation tool [42] , and the format is as follows. For the Tibetan QA corpus, the questions and answers are spilt by the ''$'' symbol.
In addition, this paper uses the Word2vec tool [43] to represent characters and words.
C. EVALUATION
We refer to the method of machine translation evaluation, and use the machine translation method for Bilingual Evaluation Understand (BLEU) [44] to evaluate. 1) N-gram BLEU adopts a N-gram matching rule to compare the proportion of the generated sentences similar to the n groups of words in the corpus. The accuracy of the N-gram can be calculated according to the equation (18) .
where h k s ij is the number of the k th word W k appeared in the corpus, h k s ij is the number of W k appeared in the generated text c i . Molecular represents the minimum number of occurrences in the resulting sentence and sentence in the corpus.
(2) Penalty factor Since the matching degree of N-gram may be higher as the length of the sentence becomes shorter, it tends to generate short sentences. In order to avoid this situation, BLEU introduces a length penalty factor (Brevity Penalty) in the final scoring result. The calculation is shown in equation (19) .
where l c represents the length of the generated text, l s represents the effective length of the standard text in the corpus. When there are multiple generated texts, the length closest to the standard text is selected. When the length of the generated text is greater than the length of the standard text, the penalty coefficient is 1, which means no penalty. (3) BLEU The accuracy of each N-gram decreases exponentially with the increasing of the order. To balance the statistics of each order, BLEU uses the average value to weight and multiplies by the penalty factor, shown in equation (20) .
In this paper, we use BLEU-2 to evaluate the model because BELU-2 has low computational complexity and calculates rapidly.
D. PARAMETERS SETTING
Through experiments, we set the parameters of QRNN, LSTM and BERT model, shown in TABLE 2-3. Moreover, we use QRNN and LSTM as generator respectively, and compare the speed of the models. Also,we conduct some experiments on MC optimization, they are shown in TABLE 6 and Fig. 3 . From TABLE 5-6 and Fig.2-3 , we can find:
(1) For all the models, the BLEU-2 of word-level is lower than character-level, the average value is 0.04. The main reason is that the accuracy of Tibetan word segmentation is not high, and the wrong results will affect the whole results in the experiments.
(2) Compared with the SeqGAN model, the BLEU-2 value of QuGAN model is superior to the SeqGAN model.
(3) When removing MC optimization, the BLEU-2 increase 0.015 than QuGAN, and increases 0.023 than baseline. But the speed of the model with MC optimization is obviously faster than without MC optimization, which is shown in TABLE 6. LSTM+MCO increases 35.29% than LSTM+MC, and QRNN+MCO increases 25% than QRNN+MC. The main reasons are as follows. Firstly, in the MC optimization process, the grammatical structure of the Tibetan text is not combined, and the search segment selected is randomly selected by the machine every time. Secondly, the simple MC mainly scores the entire sentence generated once, avoiding the overall error caused by the segmentation error. MC optimization are not collected to make the sentence with the highest score. This shows that the optimized MC will lose a little accuracy in the final result but can significantly shorten the model training time.
(4) When adding BERT model, the BLEU-2 values increase 0.094 and 0.103 than baseline. QuGAN-MCO+BERT model has the highest BLEU-2 value 0.822 in the character-level. This proves that language model has a significant effect on Tibetan text generation. Fig. 3 show the speed of using different models. When adding MC optimization, the speed of LSTM+MCO increases 35.29% than LSTM+MC, and QRNN+MCO increases 25% than QRNN+MC. Meanwhile, the speed of using the QRNN model is much higher than the LSTM model by about 2.83 times. It is proved that MC optimization and QRNN have a certain acceleration effect on the model. It is also seen that the speed of the QRNN model is higher than the MC optimization.
Finally, we produce 3584 question and answer pairs. Examples are shown in TABLE 7.
VI. CONCLUSION
In this paper, we propose the QuGAN model which combines QRNN and RL. And the BERT model, optimized reward strategy and Monte Carlo search strategy are used to improve the performance. However, due to not consider the Tibetan grammar characteristics, there are certain invalid questions.
In the future, we will increase the accuracy of the generated corpus and enrich the information by adding the argument function and Tibetan grammar information.
