In this paper we present duplication-free tableau calculi for three propositional intermediate interpolable logics, namely the logic characterized by rooted Kripke models with depth two at most, the logic characterized by rooted Kripke models with two final elements at most and depth two at most and the logic characterized by rooted Kripke models with a final element at most (also known as Jankov Logic). Using such calculi we define a Ç´Òµ-SPACE decision procedure for the second logic and a Ç´Ò ÐÓ Òµ-SPACE decision procedure for each of the other two logics.
Introduction
The development of efficient proof strategies is a fundamental topic for people working on theorem proving and automated deduction. For this reason there is a lot of interest in Tableau Systems, a goal-oriented method which seems to be useful to automate deductions.
Recently many papers [12, 16, 17, 24, 1, 13] have improved the proof-search of wellknown sequent and tableau calculi for Intuitionistic Propositional Logic and intermediate propositional logics, and attention has been given to computational complexity questions. In particular, in [12, 16, 17] loop-free sequent calculi for Intuitionistic Propositional Logic are given, where a sequent calculus is loop-free when defined as a well founded complexity measure on sequents, in every rule of the calculus the complexity of the sequent in the conclusion is greater than the complexity of every sequent in the premiss. Calculi with this property guarantee that in deduction every sequent is used at most once. In [17] this property, together with the fact that the complexity function is linearly bounded by the length of the sequent to be proved, give rise to a Ç´Ò ÐÓ Òµ-SPACE decision procedure for Propositional Intuitionistic Logic. Among the intermediate logics, Gödel-Dummett Logic [11] (also known as LC because it is characterized by Kripke models whose elements form linear chains) has been extensively studied both in the propositional and in the predicate case [9, 4, 10, 1, 3, 6, 13] ; in particular, in [13] a loop-free sequent calculus is provided that allows one to avoid backtracking among the applications of the rules.
On the tableau side re-using formulas in deductions is known as duplication. In [22, 23, 24] calculi for Intuitionistic Logic are presented in which duplications are progressively reduced and a new technique, which is an improvement of the one presented in [14] where the duplication problem is not taken into account, has been developed for the construction of the counter model. In [1] Interpolable Propositional Intermediate Logics are considered and duplication-free tableau calculi and loop-free sequent calculi are given for them.
Intermediate logics are used in computer science in the frameworks of concurrency, program synthesis, abstract data type specification and formal verification [4, 21, 2, 20] . Among the propositional intermediate logics the interpolable ones were the first examples of logics lying between propositional Intuitionistic and Classical logics; they are well known and investigated for their simple and natural semantics and for their relationships with nonmonotonic reasoning, many valued and fuzzy logics [26, 5, 25, 15, 8] . In this paper we consider three Interpolable Propositional Intermediate Logics (following [1] we call them ¾ Ë and Â Ò ) and we give duplication-free tableau calculi in which (as for the calculus for the Intuitionistic Propositional Logic given in [17] ) proofs have depth which is linearly bounded by the length of the formula to be proved, every rule has a constant number of conclusions and the number of formulas in every conclusion is linearly bounded by the length of the formula to be proved; these properties allow space-efficient decision procedures. Moreover we give attention to the degree of nondeterminism of the related decision procedures. Giving attention both to lower the computational space and to shrink the proof-search space, our aim is to improve the time efficiency of the decision procedures of the logics in hand, although these procedures are not time efficient in the sense of computational complexity. These logics are studied in [1] without taking into account the computational space complexity problem. In this sense this work follows the lines of [17] and [19] , where space-efficient procedures are given, and [27] where Intuitionistic Propositional Logic is shown to be PSPACE-complete.
For every calculus we give a semantical proof of Soundness and Completeness theorems. Our semantical methods are in line with those used in [1] and are an adaptation of the techniques used in [14] . In our decision procedures the permutation among noninvertible rules is restricted to some of them; we show that our strategy is complete by a careful construction in the proof of the Completeness Theorem.
Basic definitions
In this section we give notions and notation we will use in the paper. A comprehensive presentation of all notions regarding intermediate logics and Kripke models can be found in [7] and [14] .
Given an enumerable set of propositional variables and the connectives a well formed formula (wff for short) is defined as usual. Given a wff we say that is an atom if it coincides with a propositional variable and we say that is a negated wff.
In the following, we use ÁÒØ to denote both an arbitrary Hilbert-style calculus for Intuitionistic Propositional Logic and the set of intuitionistically valid wffs.
If is a set of axiom schemata, ÁÒØ· will denote both the Hilbert-style calculus obtained by adding to ÁÒØ the axiom schemata of , and the set of theorems of such a deductive system. We use the notation ÁÒØ · µ when the system is characterized by the single axiom schemata´ µ. An intermediate propositional logic is any consistent set of wffs ÁÒØ · .
A Kripke model is a triple Ã È where: (i) È is a nonempty set which elements are called worlds;
(ii) is a reflexive, antisymmetric and transitive binary relation on È; (iii) is a binary relation between È and the propositional variables, called forcing, with the following property: let Ô be an atom and ¾ È, if Ô then, for every ¢ ¾ È such that ¢, ¢ Ô. The relation is extended to the wffs as follows:
(a) iff and ; (b) iff or ; (c) iff, for every ¡ ¾ È such that ¡, ¡ ½ or ¡ ; (d) iff for every ¡ ¾ È such that ¡, ¡ ½ .
From the above definition it is easy to prove that if and ¡ then ¡ . Let be a world of È and let be a wff, if we say that is forced in (or in a world of Ã).
To characterize the class of models we will consider in this paper, we will need the following notions.
A wff is valid in a Kripke model Ã if it is forced in every world of Ã. If Ã is a set of Kripke models, with Ä´Ãµ we denote the set of wffs that are valid in every Kripke model Ã in the class Ã.
For any logic Ä we consider in this paper, we know at least a class of Kripke models Ã Ä such that Ä´Ã Ä µ Ä. The length of a wff (respectively swff Ë ), denoted by (respectively Ë ), is the number of symbols in (respectively the number of symbols in plus one). The length of a set Ë of wffs or swffs is the sum of the lengths of its elements. Given two wffs or two swffs with we mean that and are syntactically identical. Finally, given a set Ë of wffs or swffs, by È ÚËµ we mean the set of the atoms appearing in the members of Ë
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In this section we will study the logic ¾ ÁÒØ · Ô ´Ô Õ Õµµ semantically characterized by the class of rooted Kripke models which depth is at most two.
The signed language of the calculus ¾ -T (as in [1] ) is built on the signs Ì Ì Ð , whose meaning is explained in terms of ¾ -realizability: given a ¾ -model Ã È and a swff À, we say that ¾ È ¾ -realizes À, and we write £ À, if the following conditions hold:
The rules of the calculus ¾ -T are given in Tables 1 and 2 [28, 12, 16] , is invertible whereas the related rule Ì AE in [1] does not enjoy this property.
For every rule given in the following tables, Ë is a set of swffs, À ½ À Ø are swffs and the notation Ë À ½ À Ø means Ë À ½ À Ø In every rule we distinguish two parts:
the premiss, the set of swffs above the line, and the conclusion, the sequence of sets of swffs below the line. We call main set of swffs of a rule the set of swffs that are in evidence in the premiss, e.g. the main set of swffs of the rule Ì ØÓÑ is Ì Ì´ µ . All the rules we give hereafter will be applied in a duplication-free style: a rule Ê with main set of swffs À ½ À Ò applies to a set Í of swffs if it is possible to choose Ë and À ½ À Ò in such a way that Í Ë À ½ À Ò , with Ë Í Ò À ½ À Ò . This implies that the main set of swffs does not reappear in the conclusion of the rule. Table 2 Ë Ì Ð´
The following terminology will be used throughout the paper.
DEFINITION 3.1
Let Ä be one of the logics treated in this paper and let Ä-T be the related tableau calculus.
1. A world of a Ä-model Ã Ä-realizes a set Ë of swffs of Ä (and we write £ Ë) iff Ä-realizes every swff in Ë, where this notion depends on the logic in hand. A set Ë of swffs of Ä is Ä-realizable iff there is a world of a Ä-model Ã such that £ Ë.
2.
A configuration is any finite sequence Ë ½ Ë Ë Ò (with Ò ½µ where every Ë is a set of swffs; a configuration is Ä-realizable iff at least a Ë is Ä-realizable; we refer to Ë as an element of Ë ½ Ë Ò . The proposition above and the fact ¾´Ë µ ¾´Ë µ can be taken as the formal counterpart of the notion of 'duplication free' (see [1] ) and guarantee that, starting from a configuration À the number of the resulting configurations is finite.
Moreover, by the proposition below, we get a linear bound, with respect to the length of the wff to be proved, on the depth of the deductions in ¾ -T.
Let Ë be a set of swffs,
PROOF. We prove that the complexity of every wff is bounded by the length of . The proof is by induction on the number of connectives in .
Ô, with Ô an atom, and we have
Step: suppose the proposition hold for the swffs 
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¾ -T given in [1] does not enjoy the property stated in the previous theorem since in Ì and Ì a subformula of the main set of swffs appears twice in an element of the conclusion. This implies that some deductions may have a depth which is quadratic in the length of the wff to be proved. The rule Ì is rewritten using a new atom, a standard technique for this case. The new atom is repeated twice in the conclusion of the rule. The advantage is that the length of the atom does not depend on the length of the premiss and this guarantees that, by choosing the constant values in a suitable way, the function ¾ enjoys the property given in Proposition 3.5. Our rule Ì has a conclusion with three elements and, differently from [1] , the subformula of the main set of swffs of Ì is not repeated in any element of the conclusion.
The following proposition is the main step towards the soundness theorem. ¾ -consistent set Ë of swffs, the construction of the model Ã ¾´Ë µ follows the technique used in [1] , which is an adaptation of Fitting's technique [14] . In the first stage we Hintikka set (whose definition is adapted to the object language at hand). The set Ë contains the swffs of Ë £ that are not considered in the saturation process described below; moreover, Ë will be the root of the model Ã ¾´Ë µ and the signed atoms in Ë will determine the forcing relation in Ë In the second stage we construct the ¾ -successor sets of Ë Again, the reader accustomed to Fitting's technique may consider this step analogous to the one that builds the associated sets in [14] (p. 34, lines 10-13). The model Ã ¾´Ë µ will be constructed by applying the first step to the ¾ -successor sets of Ë Let ½ Ò be any listing of the swffs of Ë (without repetitions of swffs). Starting from this enumeration we construct the following sequence Ë ¾ of sets of swffs.
2. if À Ì´ µ, with an atom, and
Now, by induction on
¼ it is easy to prove that if Ë is ¾ -consistent, then any Ë is ¾ -consistent. This implies that also the set Let Ë the ¾ -node set of S, be the set of swffs that are 
By induction on
¼ it is easy to prove that if Í is ¾ -consistent, then any Í is ¾ -consistent. It also follows that the set
We define Í the ¾ -node set of U, as the following set of swffs:
Starting from a ¾ -consistent set Ë of swffs, Ã ¾´Ë µ È is defined as follows. 1. The root of Ã ¾´Ë µ is a node set Ë of Ë
For every
¾ -successor set Í of Ë let Í be a ¾ -node set of U. Then Í is member of È and Í is an immediate successor of Ë in Ã ¾´Ë µ 3. is the transitive and reflexive closure of the relation immediate successor.
4. For every atom Ô Ë Ô iff ÌÔ ¾ Ë and, for every ¾ È, Ë, Ô iff Ì Ð Ô ¾ . By the construction of Ã ¾´Ë µ it follows that´ µ for every ÌÔ ¾ Ë, Ì Ð Ô is in every ¾ -successor set of Ë, thus Ã ¾´Ë µ is a Kripke model,´ µ Ã ¾´Ë µ has depth two at most; hence by´ µ and´ µ Ã ¾´Ë µ is a ¾ -model. We highlight that in every ¾ -successor set Í of Ë, there are wffs signed only with Ì Ð and ; the rules of ¾ -T change Ì Ð and wffs into Ì Ð and wffs, thus, in the construction of Ã ¾´Ë µ, the wffs signed with Ì and may appear only in Ë £ , the saturated related to Ë. Step: suppose the lemma holds for every À ¼ such that and is the root of Ã and ½ and ¾ , ½ and ¾ being distinct final worlds of Ã;
and is the root of Ã and ½ and ¾ , ½ and ¾ being distinct final worlds of Ã. It is easy to prove the following proposition.
The tableau calculus Ë -T is given in the . Now,
The following proposition is the analogous of the Proposition 3.5.
PROPOSITION 4.4
Let Ë be a set of swffs and Ë the sum of the symbols of the swffs in Ë; then The following proposition will be used to prove the Soundness Theorem.
PROPOSITION 4.6
The rules of the calculus Ë -T preserve Ë -realizability.
PROOF. By definition of
¾ -realizability we have to prove that, if a configuration is Ë -realized in a world of a rooted Kripke model Ã È with depth at most two and at most two final worlds, then the configuration obtained by applying to the former configuration one of the rules of Ë -T is Ë -realized in a (possibly different) world of Ã We will consider only some significant rules. To show the completeness of the calculus Ë -T, given a Ë -consistent set Ë of swffs, we build up a Ë -model Ã Ë ´Ëµ which root Ë -realizes the swffs in Ë Let ½ Ò be any listing of swffs of Ë (without repetitions of swffs). Starting from this enumeration we construct the following sequence Ë ¾ of sets of swffs:
It is easy to prove, by induction on , that any Ë is Ë -consistent; it follows that the set
we call Ë £ a Ë -saturated set of S. Given a set of swffs Ë and a swff À, we say that À is Ë -final in S if À ¾ Ë and À is a signed atom. We define:
Given a Ë -consistent set of swffs Ë, we define a structure Ã Ë ´Ëµ È as follows: 
REMARK 4.10
We emphasize that the rules of Table 3 are invertible. This means that searching for a closed Ë -proof table it is possible to avoid the backtracking related to the order in which the wffs are treated. Therefore, since that order is not relevant, to decide if a wff is in Ë it is sufficient to built a single Ë -proof table starting from the configuration and ending in a configuration where every non Ë -contradictory set of swffs contains only signed atoms. We will call the Ë -proof tables of this kind normalized. A normalized and nonclosed Ë -proof table has enough information to build a Ë -model whose root realizes .
REMARK 4.11
We point out that by the invertible rules, it follows that if a world of a Ë -model Ë -realizes the conclusion of the rule then the same world Ë -realizes the premiss. We could show the completeness of our calculus by the following theorem. 
Jankov logic
In this section we consider Jankov Logic, the propositional intermediate logic characterized by the axiom schema of the weak law of the excluded middle [18] , that is
This logic is semantically characterized by the class of rooted Kripke models with a single final world.
We consider the signed language with the connectives and the signs Ì Ì Ð . The meaning of these signs is explained in terms of Â Ò -realizability: given a Â Ò -model Ã È and a swff À, we say that ¾ È Â Ò -realizes H, and we write £ À, if one of the following conditions holds: Table 5 Ë The following proposition is analogous to Proposition 3.5.
PROPOSITION 5.3
Let À be a swff, then ÂÒ´À µ ¿ À .
In the following discussion we do not consider the rules in Table 6 . Differently from the previous calculi, from Proposition 5. Let Ë be a set of swffs; in every branch of every Â Ò -proof table starting from the configuration Ë (and in which the rules in Table 6 are not applied) the rule Ì is applicable ÂÒ´Ë µ times, at most.
PROOF. The proof is by induction on ÂÒ´Ë µ.
Basis:
ÂÒ´Ë µ ¼ , hence Ë Ë , with Ë signed atom, and the proposition holds.
Step: suppose the proposition holds for every set of swffs Í such that ÂÒ´Í µ Ò. Ë is ÂÒ´Ë µ Ò, at most. Now, using the last two propositions we get that the depth of the deductions obtained by using the rules in Tables 4 and 5 is linearly bounded by the length of the wff to be proved.
A special-swff is a swff À such that À is the main set of swffs of some special-rule (one of the rules in Table 6 ). A regular-rule is a rule which is not a special-rule. A regular-swff is a swff which is not a special-swff.
The special-rules given in Table 6 give rise to duplication, but by the Completeness Theorem it will be clear that the special-rules need to be applied only once in each branch of a between worlds of È and wffs is the following: 1. for every atom Õ ¾ È ÚËµ and for every world £ ¾ È we define By 1(a) we get Â Ò -realizes one among the sets labelled ½ ¾ ¿ in the conclusion of the rule; by 1(b)i we get Â Ò -realizes the set labelled ¿; by 1(b)ii Â Ò -realizes the set labelled in the conclusion of the rule; if 2(a) is the case then Â Ò -realizes the set labelled ¿ in the conclusion of ×Ô Ð Ì ; finally, if 2(b) holds then Â Ò -realizes one among the sets labelled in the conclusion of the rule. Now we discuss the procedure that, given a Â Ò -consistent set of swff Ë, allows one to build a Â Ò -model Ã ÂÒ´Ë µ whose root Â Ò -realizes Ë.
Let ½ Ò be any listing of swffs of Ë (without repetitions of swffs). Starting from this enumeration we construct the following sequence Ë ¾ of sets of swffs: We call Â Ò -node set of S related to Ë £ the set Ë of swffs that are Â Ò -final Ë £ Given a Â Ò -node set Ë we define the Â Ò -successor sets of Ë as follows:
Given a finite Â Ò -consistent set of swffs Ë the finite structure Ã ÂÒ´Ë µ È is defined as follows: The definition of takes into account that atoms may appear in the construction of Ã ÂÒ´Ë µ that are not in Ë £ . The Â Ò -consistency of follows from the fact that Ë is Â Ò -consistent and the new signed atoms are all different among them. We emphasize that in the construction of a Â Ò -node set ¡ different from Ë the special-rules are not used and every new atom Ô is introduced in a swff of the kind Ô or Ì´ Ôµ or Ì´Ô µ; by these facts and by the structure of the conclusions of the rules in Table 5 it follows that subsequently to the construction of the root Ë of Ã ÂÒ´Ë µ, every new atom Ô cannot be signed with Ì Ð or . Step in a subsequent world. The atoms that may become forced in a subsequent world of the root are those occurring in the Â Ò -final swffs. Therefore, the purpose of the special-rules is to fix, in the construction of Ë £ , which of the atoms occurring in Ë are forced in the final world of Ã ÂÒ´Ë µ; the information about the forcing of these atoms is taken to the Â Ò -successor sets of Ë and it is essential to the construction of Ã ÂÒ´Ë µ to prove Lemma 5.7. Moreover, the construction guarantees that the sum of the degrees of the swffs to which the special-rules are applied does not exceed the degree of Ë; this means the construction takes into account only the Â Ò -proof tables whose depth is linearly bounded by the degree of the first configuration.
REMARK 5.9
We point out that we could follow another approach using the fact that for every atom Ô Ô 
Computational analysis
In this section we will show that, starting from the calculus Ë -T, we can define a Ç´Òµ-SPACE decision procedure for Ë . On the other hand, starting from the calculi ¾ -T and Â Ò -T we can define Ç´Ò ÐÓ Òµ-SPACE decision procedures for the related logics.
The following are the main properties of our calculi that allow one to obtain procedures with such a complexity: ( ) deductions in the calculi ¾ -T, Ë -T and Â Ò -T have depth which is linearly bounded by the length of the wff to be proved; ( ) for every rule of the above calculi, the number of elements in the conclusion does not depend on the length of the premiss of the rule; ( ) for every rule of ¾ -T, Ë -T and Â Ò -T, each element in the conclusion has a number of symbols which is bounded by the number of symbols in the premiss plus a constant.
Property´ µ is discussed in the previous sections, while Properties´ µ and´ µ can be easily checked by inspecting the rules of the calculi. By Properties´ µ and´ µ it follows that, given any set Ë in any configuration of any ¾ or Ë or Â Ò -proof table, the number of swffs of Ë is linearly bounded by the length of the wff to be proved. Now we describe Ë -P, the decision procedure for the logic Ë . Ë -P is a depth-first left-to-right procedure that visits a single Ë -proof table Ì (or the corresponding Ë -proof tree that we denote with Ì too), the one obtained by the following strategy. Let Ë be a noncontradictory set of a configuration in Ì containing a swff À different from a signed atom, then Ë -P applies to Ë the rule of Ë -T related to À; Ë -P proceeds recursively in this way for every set of swffs of the obtained configuration. As we discussed in Section 4 this procedure is complete because the rules are invertible. Ë -P implements this strategy, always choosing in the set Ë the first swff different from a signed atom. To visit Ì , Ë -P needs to know the last visited successor of each node of the branch it is visiting. This information can be stored in a list we call the Ë -branch list. Such a list contains as many elements as the longest branch in Ì , which is linearly bounded by the wff to be proved.
Moreover, by property´ µ, each element of Ë -branch list is an integer whose length does not depend on the length of the wff to be proved (indeed three bits are enough). To implement the backtracking mechanism it is sufficient to know the first configuration and the path to reach a node Ë from the root; hence Ë -P does not need to keep the swffs of every node between the root and Ë because this information may be rebuilt by inspecting the Ë -branch list. Finally, we point out that every symbol in Ë may be coded by a constant number of bits with respect to the length of the wff to be proved, hence the work space needed to store the Ë -branch list and the set of swffs representing the last visited node, is linearly bounded by the length of the wff to be proved. As a consequence of this discussion: THEOREM 6.1
The logic Ë is decidable in Ç´Òµ-SPACE.
Now we describe ¾ -P, the decision procedure for the logic ¾ . Since the rules ¾ -c-rules are noninvertible, the order in which this rules are applied is relevant and this gives rise to a search space containing many ¾ -proof tables. Thus a backtracking mechanism is necessary to explore the search space of ¾ -proof tables (or, in other words, a mechanism is necessary to generate all possible ¾ -proof tables starting from , with wff to be proved). Moreover, as in the case of Ë -P, a second backtracking mechanism is necessary to explore the branches of a given ¾ -proof table.
¾ -P is a depth-first left-to-right procedure that visits a sequence of ¾ -proof tables using the idea sketched in Remark 3.11. Every ¾ -proof table (or ¾ -proof tree) Ì is obtained by the following strategy. Let Ë be a set of swffs. If Ë is ¾ -contradictory then Ë is not ¾ -consistent and ¾ -P returns this information; if all swffs of Ë are signed atoms, then Ë is ¾ -consistent and ¾ -P returns this information:
(I) if Ë contains a ¾ -basic swff À, then ¾ -T applies to Ë the ¾ -basic rule related to The recursive procedure Ë -P described above is sketched in Table 7 . The variables Ë, Ë -branch list, ËÌ ÊÌ, , and Ú are global. Using the list Ë -branch list and the variable ËÌ ÊÌ, the subroutine Ë -REBUILD NODE can rebuild every node in the branch. The subroutine Ë -REMOVE LAST erase the last element of a list and the subroutine Ë -COPY LAST return the last element of a list. By Ë -branch list Ë -branch list AE we mean that the integer is added to the end of the list. Since the depth of the Ë -proof tables starting from the configuration is linearly bounded by the length of , the recursive depth of Ë -P is linear, thus the work space for the stack of the recursive calls is linearly bounded too. However, we emphasize that a recursion-free procedure equivalent to Ë -P
