The wide availability of biological data at the genome-scale and across multiple variables has resulted in statistical questions regarding the enrichment or depletion of the number of discrete objects (e.g. genes) identified in individual experiments. Here, I consider the problem of inferring enrichment or depletion when drawing independently, and without replacement, from two or more separate urns in which the same n distinct categories of objects exist. The statistic of interest is the size of the intersection of object categories. I derive probability mass functions describing the distribution of intersection sizes when sampling from two or more urns and show that the distribution is hypergeometric when there are exactly two urns. I apply the theory to the intersection of genes belonging to a set of traits in three different vertebrate species. The results show that the use of P -values from one-tailed enrichment tests enables accurate clustering of related traits, yet this is not possible when relying on intersection sizes alone. Finally, I show how to extend the problem to variable numbers of objects belonging to each category, and discuss how to make further progress in this direction. The distribution functions are implemented and freely available in the R package 'hint'.
Introduction
Biological data can be highly multivariate and recent advances in high-throughput technologies has increased the ease with which such data can be acquired [1] . When handling data which is composed of observations made on sets of discrete objects, such as genes or proteins, it may often be necessary to ask whether the number of objects identified in a particular treatment is greater or less than expected by chance. If objects can be classified into two categories and sampling is without replacement from a single urn, then the hypergeometric distribution suffices to describe the distribution of the number of objects belonging to a particular category.
However, we may instead be interested in the intersection of object categories when sampling independently from several urns (Figure 1 ). Such a scenario might arise if we know, for example, that a set of genes in one species shares a particular characteristic (e.g. expression in a particular organ) in common with a set of genes in another species; then we might ask whether there is a significant enrichment of homologous genes in the intersection of both gene sets (where categories are defined by homology).
The hypergeometric distribution [2] describes the probability of k successes in n draws without replacement from a single population of size N in which reside D possible successes, and is given by
If, for example, we have 10 red balls in a total population of 20 balls, the above formula gives us the probability of drawing k ≤ 10 red balls given that we sample n ≤ 20 balls in total. The distribution has been broadly applied to tests of significance for categorical data in which objects can be classified in two different ways [3] [4] [5] . Imagine instead that we have two separate urns each containing objects that belong to one of n distinct categories. If we draw a objects from the first urn and b objects from the second, what is the probability of finding an intersection of size v in the categories drawn from both urns? Thus, in contrast to the hypergeometric distribution, this problem involves more than two categories of objects and independent sampling from two, or more, separate urns ( Figure 1) .
In what follows, I derive probability mass functions describing the distribution of intersection sizes when sampling from two or more urns. Somewhat surprisingly, I show that in the case of two urns, the distribution is hypergeometric. This result illustrates that the hypergeometric distribution can be used to describe sampling from two urns in addition to the classic single urn interpretation. I then use the distributions to infer the relationships between biological traits among three vertebrate species and demonstrate that the use of enrichment tests uncovers the true relationships between the traits. The remainder is devoted to extending the approach to allow for variable numbers of objects in each of the n categories. A schematic illustrating the drawing of intersections from urns containing balls belonging to 5 different categories (depicted using different colours). In urns A and B1 there is exactly 1 ball in each of the categories, whereas in urn B2 3 of the categories contain duplicate members. Although both duplicates of one category are drawn from this urn, the intersection size remains 1.
2 Symmetrical, singleton case
Two urns
First, I consider the simplest scenario in which there are two urns containing exactly one member in each of the n categories, i.e. a symmetrical, singleton case (corresponding to sampling from urns A and B 1 in Figure 1 ). We sample a ≤ n and b ≤ n from each urn respectively and wish to know the probability of drawing intersections of size v where
To count the number of ways of picking an intersection of size v, it is useful to note that we can count the number of ways of picking a single, specific combination of intersecting categories (e.g. categories {1,2,3} for v = 3) by counting the number of non-intersecting categories that can be drawn to produce this particular intersection combination. Hence, for the first urn there are n−v a−v ways to draw one particular combination of intersecting categories. This leaves n−a b−v ways of drawing from the second urn to give an intersection size of v for a single, specific combination of categories; the upper index of (n − a) ensures that we do not count intersections of size larger than v. The total number of ways to pick intersections of size v must then be summed over all n v category combinations:
The probability of picking an intersection of size v is then C v divided by the total number of ways of picking a and b from n:
Applying a trinomial revision [6] to the first two binomials in the numerator, the expression can be reduced to
which is the hypergeometric distribution given in Equation 1, and is symmetrical in terms a and b. The symmetry of the problem, in which both urns contain exactly 1 member in each of the n categories, enables this simplification. This derivation illustrates that the hypergeometric distribution can be used to describe sampling from two urns as well as the classic single urn interpretation. Simulations show that the distribution is exact (Suppl. Figure 1 ).
N urns
When sampling is from N > 2 urns, we need to account for intersections between fewer than N urns (among the nonintersecting categories) since they will contribute to our statistic of interest, v, which measures intersections across all of the N urns. However, for each cross-urn intersection between less than N urns, it is sufficient to account for intersections between N − 1 of the urns since the problem is fully specified by N − 1 urns. Hence, for intersections between k urns, there will be
cross-urn intersections that must be accounted for. To arrive at the total number, we must sum over all cross-urn intersections smaller than N :
Thus, when there are three urns, we must account for intersections between the two urns that belong to the N − 1 urns. For example, with three urns, {A, B, C}, we would need to consider intersections between urns A and B. The maximum intersection size in this case is α = min(a − v, b − v). When summing over all possible pair-wise intersections, each draw that is shared by both A and B in the nonintersecting categories (not intersecting across all N urns) will be drawn from the a − v non-intersecting categories drawn from A, and to avoid double counting these shared categories, we must subtract them from the b − v drawn from B:
To ensure that these pair-wise intersections are not counted in the c−v items drawn from C (since they are intersections across A and B only), they must be subtracted from the n − v items that can be drawn from C, giving:
The probability of drawing an intersection of size v across all three urns is then
Simulations confirm that the distribution is exact (Suppl. Figure 2) . Although a closed form for the above expression is not readily apparent, the sum in the numerator can be re-arranged, following the procedure outlined by Roy [7] and Hirschhorn [8] , into the following expression
where 3 F 2 (.) denotes the generalized hypergeometric function ((.) i denotes the rising factorial):
which, since it is neither balanced nor well-poised [7] , does not appear to permit a closed form [9] , although the series will terminate when i > α. Nonetheless, this implies the following interesting identity
Extending to the case of four urns will require that we account for three pair-wise urn intersections (A : B, A : C, B : C) together with one three-way intersection (A : B : C) (2 3 − 4 = 4). Following the logic above, we can derive the following expression for the number of ways of picking v intersections across four urns:
where i, j, k, l represent sums over intersections in A : B, A : C, B : C and A : B : C respectively and d is the number sampled from the fourth urn, D. This can be simplified by applying Vandermonde convolutions to the sums in j, k to give the following distribution (simulations shown in Suppl. Figure 3 ):
Although the general expression for N urns is not readily apparent, it is possible to deduce the first two moments of the general distribution since we know that the distribution is hypergeometric for N = 2 urns. The expectation for the hypergeometric is ab/n, and hence we can infer that the expectation for N urns is
where a i is the number drawn from the i'th urn. This can be confirmed numerically [10] , and can also be derived using a binomial approximation (see below). Knowing the expectation can help us to infer the variance using the relationship
For the hypergeometric case (N = 2), we have
The expression contained in the brackets of the numerator of the first fraction can be written as (n−1)+(1−a)(1−b), and hence we can infer the general expression for N urns:
which can again be confirmed numerically [10] . Knowing the expectation and variance for the general case enables the use of Gaussian approximations for calculating probabilities when the number of categories and the sample sizes are all large [11] . We can also see that the following is true
and since the lower bound of the distribution is 0, the limit must also be true for the variance. Hence, we have the intuitive result that as the number of urns grows large, the probability of picking an intersection across all of them tends to 0.
Approximation for large n
The binomial distribution is a good approximation for the hypergeometric distribution when the total population is large (N in Equation 1 ) and the sample drawn from this population is small (n in Equation 1). Therefore, it is reasonable to suppose that a similar approximation will apply to intersections across N urns. I start by extracting Equation 4 , and assume that b is small relative to n, and that a and c grow large as n grows large. Multiplying top and bottom by (b − v)!, (n − v)! and (n − v − i)!, the expression can be re-written as
If we further note that
then the expression reduces to
The sum can be evaluated using the binomial theorem if we take p
Hence, the approximation for N urns can be readily deduced as
which will hold when n is large and the samples from N − 1 urns are larger than the sample from one of the urns (only one urn has a small sample). The distribution is a variant of the binomial and could be fairly described as a binomial intersection distribution. The expectation and variance are easily derived as
This expectation is also the expectation of the true distribution, but the variance is greater (as is the case for the binomial and hypergeometric distributions). From these expressions, it can be seen that in the limit of large N both the expectation and the variance tend to zero:
These limits will also hold for the exact distribution when the sample sizes for each urn are not equal to n. Numerical comparisons demonstrate that Equation 8 is a good approximation for the true distribution (Suppl. Figure 4 ).
3 Trait relationships across three species To demonstrate the utility of these distributions, I used them to test for enrichment of orthologous genes across three vertebrate species (human, mouse, and zebrafish). For each species, I downloaded genes from Ensembl Biomart [12] that were annotated to a set of traits based on Gene Ontology (GO) biological function terms [13] . Traits were chosen so that they fell into four well-defined categories: development, sexual reproduction, carbohydrate metabolism, and core metabolism. The number of one-to-one orthologs that were shared across all three species was determined pairwise by traits (e.g. brain development vs oogenesis) and across all three species combinations (e.g. human trait 1 vs mouse trait 2 vs zebrafish trait 1, etc).
The resulting matrix was then clustered using the K-means clustering algorithm [14, 15] implemented in R [16] . Clustering was conducted separately using either the intersection size of one-to-one orthologs across trait and species comparisons, or P -values of one-tailed enrichment tests based on Equation 4 and implemented in the R package 'hint' [10] . The results illustrate that when clustering by intersection size alone, traits cannot be distinguished into separate clusters, and genes belonging to gene-rich traits (developmental traits) fall into three of the four clusters (Figure 2A) . In contrast, when clustering according to enrichment tests, the four trait groups can be clearly distinguished from each other ( Figure 2B ). Intersection tests effectively control for the number of genes shared across species and the number of genes present in the trait as a whole, thereby identifying traits that are highly related even if they have relatively small numbers of genes.
Although I have tested for enrichments of one-to-one orthologs across species, it is also possible to test for enrichments within a single species; for example, we could test for enrichment of genes expressed in different organs belonging to a single species. Many other variants are also possible.
Asymmetrical cases 4.1 Duplicates in one urn
If we allow duplicates in q ≤ n of the categories in the second urn (each category can contain 1 or 2 balls but not 0), then the problem becomes asymmetrical (corresponding to A and B 2 in Figure 1 ). The presence of duplicates in the second urn will reduce the overall chance of drawing an intersection of a certain size because duplicates that are both sampled from the urn can at most contribute an intersection of size 1 (see Figure 1) . Thus, it is reasonable to conjecture that the expectation for this distribution will always be less than for the equivalent symmetrical, singleton case:
Furthermore, we can reasonably suppose that the expression describing this distribution will be a variant of the hypergeometric since we have made only a small modification to the basic problem, and added a single parameter, q. I begin, therefore, by modifying Equation 2 to account for the effects of including q duplicates.
There are three main differences affecting the drawing of both intersecting and non-intersecting categories:
1. When a category is sampled from the first urn (among the a − v non-intersecting categories) for which there is a duplicate pair in the equivalent category in the second urn, this reduces the number of ways we can pick non-intersecting categories from the second urn to ensure an intersection size of v. The number of such draws is indicated by the subscript m.
2. If a category with a duplicate pair is picked in the v intersecting items, this does not reduce the number of ways of picking non-intersecting items from the second urn (since drawing the duplicate member will also produce an intersection of size v), but it removes a duplicate category from the m that could be picked in the non-intersecting set. The number of such draws is indicated by subscript l.
3. Picking l duplicate categories in the v intersecting items increases the number of ways that these items can be drawn, but for each duplicate that is picked in v, one less duplicate is available for the non-intersecting set to be drawn from the second urn. The number of such draws is indicated by the subscript j.
To calculate the probability, we must sum over all of the ways of combining the above events such that they produce intersection sizes of v, which must satisfy
where the lower bound is determined by the maximum number of duplicates that can be picked from the second urn. I will move from left to right across the numerators of Equation 2 and describe how each binomial term must be modified. The number of ways of drawing v intersecting categories, n v , must incorporate consideration for the l duplicate categories listed in point 2 above, leading to:
which counts the total number of ways of picking v with and without l duplicates. The number of ways of picking non-intersecting categories from the first urn for a single category combination, n−v a−v , must be modified to account for the m duplicate categories listed in point 1 above:
which counts the number of ways of picking a − v non-intersecting categories given that we have sampled both m and l duplicates. Finally, the number of ways of picking non-intersecting items from the second urn, n−a b−v , must be modified to account for a reduction in duplicates that can be drawn to ensure an intersection size of v:
which counts the number of ways of picking b − v non-intersecting categories from the second urn given that we have picked m non-intersecting duplicate equivalents and j intersecting duplicate equivalents from the first urn. Summing over all the possible combinations of these events then gives us the total number of ways of picking an intersection of size v in the duplicate case (underbraces indicate equivalent expressions in the symmetrical singleton case in Equation 2):
, where
The probability is then C 
A closed-form expression for the above equation is not forthcoming. Simulations show that the distribution is exact (Suppl. Figure 5 ). This derivation illustrates that a small change in the details of the urn model (allowing duplicates in one urn) greatly complicates the form of the probability mass function.
The distribution of intersection distances
When drawing intersections from two different distributions (with different parameters, or, for example, with a singleton case and a duplicate case) it might be of interest to ask whether the absolute distance between their intersection sizes is what would be expected by chance. Testing for significant differences between intersection sizes is likely to be of interest when we want to know if they are behaving differently, i.e. are the intersection sizes that we observe falling into opposite tails more than would be expected by chance (Figure 3) ? In biological terms, the question would be whether we have strong enrichment and depletion in a pair of observations. To calculate the probability of finding an intersection distance of size d, we need to sum over all the ways to produce d when pairing our two distributions:
where D d is the set of pairs of intersection sizes, {v 1 , v 2 }, with absolute differences of size d. If R and S are the sets of all possible intersection sizes for both distributions, then
where min(|R|, |S|−d), min(|S|, |R|−d) ≥ 0 (i.e. negative values are set to zero). This distribution has a relationship to the intersection distributions that is similar to the relationship between the binomial and Bernoulli distributions. 
Related distributions: drawing from a single urn
It is useful to consider the related, though simpler, distribution associated with drawing a balls from n categories with q ≤ n duplicates from a single urn. In this case, we are no longer interested in intersection sizes, but rather in the number of distinct categories, c, which are drawn from the single urn. When q = 0 then c = a necessarily. Thus, we restrict ourselves to cases where 0 < q ≤ n. The bounds on c are then
where the lower bound is determined by the maximum possible number of duplicate pairs subtracted from a. For any particular value of c, there are always a − c duplicate pairs that must be picked to ensure that there are c distinct categories drawn.
To count the number of ways of drawing c categories, it is useful to first note that there are 3 combinations that need to be counted:
1. The number of ways of picking a − c duplicate pairs, i.e. {1,1}, {2,2}.
2. The number of ways of picking duplicates not picked as pairs from the q − a + c remaining.
3. The number of ways of picking non-duplicates.
Point 1 is simply given by q a−c . For points 2 and 3, we must sum over all the ways of combining duplicates (not picked as pairs) and non-duplicates to give c distinct categories. An important quantity here is the number of nonduplicate pairs (not {1,1} or {2,2}) in a, given by a − 2(a − c) = 2c − a. Then
gives the combined number for points 2 and 3. The probability of picking c distinct categories is then given by
Again, a closed-form expression is not easily derived. However, if we focus on the special case when q = n, the above expression can be simplified. Substituting q = n and applying a trinomial revision to the binomials within the sum, the numerator can be reduced to n a − c n − a + c 2c − a From left to right, the three terms count the number of ways of picking c distinct categories from n, the number of ways of picking a − c duplicate pairs from c, and the number of ways of picking 2c − a duplicates not picked as duplicate pairs. The probability of drawing c distinct categories when all categories in the urn contain a duplicate is then given by
Here, we find that the numerator and denominator satisfy an identity appearing in Gould's compendium of combinatorial identities [17] :
where 2 a cancels since we have 2 2c 2 −a . Using standard approaches [18] , we can derive the expectation of the distribution. First, we note that
Working with the LHS, we derive the generating function from which we can derive the RHS:
Hence, we have the following generating function
from which we extract the coefficient of x
and therefore
which is simply the sample size multiplied by the probability that no duplicates are picked after a draws (1 − 2n−1 ; defined for a > 0). We can see that when a = 2n we will always sample all n of the categories in the urn. When this is not the case, however, the expected number of categories drawn will always be less than n, and less than a, thereby providing some support for the conjecture given in Equation 9 .
There is a biological application for this distribution. In 'pooled sequencing', individual organisms in a population are pooled and their DNA is extracted and sequenced together [19] . If the organisms are diploid, and we know the number of individuals going into the original pool, then Equation 13 gives the distribution of the number of individuals scored at a particular genetic locus when sub-sampling from the original sequenced pool. For several reasons [19, 20] , it is unlikely that usable sequences at a particular locus will be generated for all individuals going into the original pool, and, hence, sub-sampling is inevitable.
Further work on single urn distributions will help to shed light on sampling across several urns when there are variable numbers of balls in each category.
Summary
I have discussed a sampling-without-replacement problem that is closely related to the hypergeometric distribution. The main differences are:
1. Samples are taken independently from two or more separate urns.
2. More than 2 categories of objects are allowed.
3. The statistic of interest is the size of the intersection across the urns.
When there is exactly one ball in each of the categories in both urns, I have shown that the distribution is hypergeometric. I have also derived expressions giving the distribution when sampling from three and four urns, together with a binomial approximation for the general case of N urns, and showed that the expectation and variance tend to 0 as N → ∞.
With one small modification to the basic two-urn scenario -the addition of q duplicate categories in the second urn -the problem becomes much more complex, and the distribution no longer can be expressed in a closed form, though it is clear that this asymmetrical case is a variant of the hypergeometric. Furthermore, I derive the distribution of absolute distances between the intersection sizes of two separate intersection distributions. This distribution has utility when the question of interest is whether two intersection sizes are behaving significantly differently. Finally, I derived a closed-form expression for the distribution of distinct categories sampled from a single urn containing duplicates in all of its categories. This related distribution may aid in the understanding of intersection distributions and their properties, and ultimately is an attempt to work towards a more general description of this broad class of distributions. 
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