This paper studies the Hankel determinants generated by a discontinuous Gaussian weight with one and two jumps. It is an extension of Chen and Pruessner [8] , in which they studied the discontinuous Gaussian weight with a single jump. By using the ladder operator approach, we obtain a series of difference and differential equations to describe the Hankel determinant for the single jump case. These equations include the Chazy II equation, continuous and discrete Painlevé IV. In addition, we consider the large n behavior of the corresponding orthogonal polynomials and prove that they satisfy the biconfluent Heun equation. We also consider the jump at the edge under a double scaling, from which a Painlevé XXXIV appeared. Furthermore, we study the Gaussian weight with two jumps, and show that a quantity related to the Hankel determinant satisfies a two variables' generalization of the Jimbo-Miwa-Okamoto σ form of the Painlevé IV.
Introduction
In the theory of random matrix ensembles, the joint probability density function for the eigenvalues {x j } n j=1 of n × n Hermitian matrices from an unitary ensemble is given by [22] P (x 1 , x 2 , . . . , x n ) w 0 (x j )dx j .
In this paper, we take w 0 (x) = e −x 2 , x ∈ R, which corresponds to the Gaussian unitary ensemble. In this case, D n [w 0 ] has the closed-form expression [22] , Linear statistics is a ubiquitous statistical characteristic in random matrix theory [1, 6, 7, 19, 23, 24] . A linear statistic is a linear sum of a certain function g of the random variable x j : n j=1 g(x j ). In our paper, {x j , j = 1, 2, . . . , n} are the eigenvalues of Hermitian matrices. Whenever one encounters a linear statistic, it is useful to consider its "exponential" generating function, which is defined by the expectation of e λ n j=1 g(x j ) over the joint probability distribution (1.1), where λ is a parameter, that is, w 0 (x j ) e λ g(x j ) dx j .
More generally, we can consider
w 0 (x j )f (x j )dx j .
(1.2)
In this paper, we investigate the case f (x) = A + B 1 θ(x − t 1 ) + B 2 θ(x − t 2 ), t 1 < t 2 , w(x j , t 1 , t 2 )dx j .
We will see that D n [w] is the Hankel determinant generated by the weight w(x, t 1 , t 2 ).
The motivation of this paper comes from Chen and Pruessner [8] , in which they studied the Hankel determinant generated by the Gaussian weight with a single jump. In addition, Basor and Chen [2] , Chen and Zhang [9] investigated the Hankel determinants for the Laguerre weight and Jacobi weight with a single jump, respectively. We would like to consider the discontinuous Gaussian weight (1.4). The single jump case is recovered if B 2 = 0, and we also study this case since we have some important results beyond [8] . So this paper is divided into two parts, the first part is the single jump case and the other is the general case with two jumps.
We would like to point out that, there are three important special cases from (1.2) and (1.3):
the first one is A = 0, B 1 = 1, B 2 = 0, and this leads us to compute the probability that the smallest eigenvalue is greater than t 1 ; the second one is A = 1, B 1 = −1, B 2 = 0, and this allows us to compute the probability that the largest eigenvalue is less than t 1 ; the last one is A = 0, B 1 = 1, B 2 = −1 and is related to the probability of the eigenvalues lying in the interval (t 1 , t 2 ), which has been studied by Basor, Chen and Zhang [3] . Moreover, Tracy and Widom [32] used the Fredholm theory of integral equations to study the probability distribution of the largest and smallest eigenvalue in the Gaussian unitary ensemble. They expressed it as a Fredholm determinant det(I − K), and proved that the logarithmic derivative of det(I − K) satisfies a third order differential equation. This equation can be integrated to the σ form of a Painlevé IV if the integration constant is zero (see (5.14) in [32] ). They also studied the largest and smallest eigenvalue distribution in the Laguerre and Jacobi unitary ensemble. Similarly, the Laguerre case is related to a third order differential equation and can be integrated to the σ form of a Painlevé V. But for the Jacobi case, they only obtained a third order differential equation. Later, Haine and Semengue [15] used the Virasoro approach to obtain another third order differential equation and showed that the difference of them can be reduced to the σ form of a Painlevé VI.
The approach in this paper is based on the ladder operators of orthogonal polynomials and the associated compatibility conditions (S 1 ), (S 2 ) and (S [8] , and prove that the auxiliary quantities r n (t 1 ), R n (t 1 ) and σ n (t 1 ) satisfy the second order difference and differential equations respectively.
Moreover, we consider the large n behavior of the monic orthogonal polynomials P n (z, t 1 ) and the double scaling of the auxiliary quantities. In Sec. 3, we consider the general case with two jumps.
We also use the ladder operator approach to obtain a partial differential equation on σ n (t 1 , t 2 ), which is a two variables' generalization of the σ form of the Painlevé IV. The conclusion is given in Sec. 4.
Gaussian Weight with a Single Jump
We set B 2 = 0 and B 1 = 0, which corresponds to the Gaussian weight with a single jump
This case has been studied by Chen and Pruessner [8] with parameters A = 1 − β 2
, B 1 = β.
They obtained a Painlevé IV for the diagonal recurrence coefficient α n (t 1 ) of the monic orthogonal polynomials with respect to (2.1), which is actually the same with our result (2.41). Furthermore, Its [16] studied the weight
which corresponds to A = e iβπ , B 1 = e −iβπ − e iβπ in our problem, and they also obtained a Painlevé IV for α n (t 1 ) by using the Riemann-Hilbert approach. See also [4, 17] for more detailed discussion on this weight. In addition, Xu and Zhao [34] considered the Gaussian weight with a jump at the edge.
Ladder Operators and Supplementary Conditions
Let P n (x, t 1 ) be the monic polynomials of degree n orthogonal with respect to the weight function
where
The monic polynomials P n (x, t 1 ) have the monomial expansion
and we see later that p(n, t 1 ), the coefficient of x n−1 , will play a significant role.
From the orthogonality condition (2.2), we have the recurrence relation [31] xP n (x,
with the initial conditions
An easy consequence of (2.4) and (2.3) gives
and a telescopic sum followed by
Moreover, it follows from (2.4) and (2.2) that
In this section, we also denote
It is a well-known fact that D n (t 1 ) can be expressed as a Hankel determinant generated by the
For convenience, we would not show the t 1 dependence in P n (x), h n , α n and β n unless it is needed in the following discussions. From Lemma 1 in [2] and noting that
we have the following theorem.
Theorem 2.1. The monic orthogonal polynomials with respect to the weight w(x, t 1 ) satisfy the following differential recurrence relations:
(2.9)
where 12) and
Here P n (t 1 , t 1 ) := P n (x, t 1 )| x=t 1 .
The following lemmas can be found in [2, 8, 9] . See also [5, 12, 21, 25] for more information.
Lemma 2.2. The functions A n (z) and B n (z) satisfy the conditions:
The combination of (S 1 ) and (S 2 ) produces the following identity which gives better insight into the β n term.
Remark. The three identities (S 1 ), (S 2 ) and (S ′ 2 ) are valid for z ∈ C ∪ {∞}.
Lemma 2.4. P n (z) satisfy the following second order differential equation:
Substituting (2.11) and (2.12) into (S 1 ), we obtain
Letting z → ∞, we have
Equating the residues at the simple pole t from (2.14), we find
Similarly, plugging (2.11) and (2.12) into (S ′ 2 ), we obtain
Multiplying both sides of (2.17) by (z − t 1 ) 2 and letting z → ∞ gives
Then (2.17) becomes
Equating the residues at the simple pole t 1 produces
Using (2.18) and (2.19) to eliminate β n and R n−1 (t 1 ) from the above, we have
Remark. The above equalities (2.15), (2.16), (2.18), (2.19) and (2.21) also appeared in [8] , and are crucial for the following discussions.
Non-linear Difference Equations
Satisfied by r n (t 1 ), R n (t 1 ) and σ n (t 1 )
In this subsection, we would like to obtain the second order non-linear difference equations satisfied by r n (t 1 ), R n (t 1 ) and σ n (t 1 ) respectively. These are the new results beyond [8] .
Eliminating α n (t 1 ) from (2.15) and (2.16), we have
Similarly, eliminating β n (t 1 ) from (2.18) and (2.19), we find
Solving for R n (t 1 ) from (2.22), a quadratic, and substituting either solution into (2.23), we find after clearing the square root, a non-linear second order difference equation for r n := r n (t 1 ),
On the other hand, regarding (2.23) as a quadratic equation in r n (t 1 ), and substituting either solution into (2.22), we find after clearing the square root, the following second order non-linear
Remark. (2.25) may be related to the discrete Painlevé IV equation [13, 27, 28] .
Now we introduce a quantity σ n (t 1 ), defined by
We will see in the next subsection that σ n (t 1 ) is the logarithmic derivative of D n (t 1 ), i.e.
It is easy to see that
Using (2.18), (2.26) and (2.27), (2.20) becomes
Then,
With the aid of (2.18) and (2.27), it follows from (2.19) that
Substituting (2.28) into (2.29), we obtain a second order difference equation satisfied by σ n := σ n (t 1 ),
which is the discrete σ form of the Painlevé IV equation.
Painlevé IV, Chazy II, and the σ Form
In this subsection, we derive the second order differential equations satisfied by R n (t 1 ) and r n (t 1 )
respectively, which are related to the Painlevé IV and Chazy II. The Painlevé IV satisfied by R n (t 1 ) or α n (t 1 ) was obtained by [8] , but the Chazy equation satisfied by r n (t 1 ) is a new one. We would like to say that Chazy equations appear in the random matrix theory regularly. For example, Witte, Forrester and Cosgrove [33] obtained the Chazy equations when they studied the gap probability of Gaussian and Jacobi unitary ensembles. Recently, Lyu, Chen and Fan [20] also obtained the Chazy equation when they studied the gap probability of Gaussian unitary ensembles by using the different method. In the end, we find that σ n (t 1 ), the logarithmic derivative of D n (t 1 ), satisfies the Jimbo-Miwa-Okamoto σ form of the Painlevé IV.
We begin with taking a derivative with respect to t 1 in the following equation,
It follows that
where we have made use of (2.7) in the first step. Hence,
Moreover, from (2.8), (2.30) and (2.26) we obtain
On the other hand, differentiating with respect to t 1 in the equation
Now we have the Toda equations on α n (t 1 ) and β n (t 1 ). These are also obtained by [8] .
Proposition 2.5.
Proof. The following lemma is very important for the derivation of the second order differential equations satisfied by R n (t 1 ), r n (t 1 ) and σ n (t 1 ).
Lemma 2.6. r n (t 1 ) and R n (t 1 ) satisfy the following coupled Riccati equations:
Proof. From (2.31) and (2.19), we have
It follows from (2.18) that
Substituting (2.39) into (2.38), we obtain the Riccati equation satisfied by r n (t 1 ),
Now we come to prove the second equation (2.37), the Riccati equation satisfied by R n (t 1 ).
From (2.15) and (2.5) we find
then with the aid of (2.33),
Using (2.16) to decrease the index n + 1 to n, we have
where we have used (2.15) in the second equality. This establishes the lemma.
Theorem 2.7. R n (t 1 ) and r n (t 1 ) satisfy the following second order differential equations,
respectively. Moreover, letting y(t 1 ) = R n (−t 1 ), then y(t 1 ) satisfies the Painlevé IV equation [14] ,
(2.41)
, then v(t 1 ) satisfies the first member of the Chazy II system [11] ,
Proof. We start from expressing r n (t 1 ) in terms of R n (t 1 ) and R ′ n (t 1 ) by (2.37),
Letting y(t 1 ) = R n (−t 1 ), it is easy to see that y(t 1 ) satisfies a particular Painlevé IV,
Now we turn to prove the differential equation for r n (t 1 ). Viewing (2.36) as an equation on R n (t 1 ), we find the solution is
,
Then plugging it into (2.37), we have
It follows a second order differential equation for r n (t 1 ),
, and substituting it into (2.44), then v(t 1 )
satisfies the first member of the Chazy II system,
This finishes the proof of Theorem 2.7.
Theorem 2.8. σ n (t 1 ) satisfies the Jimbo-Miwa-Okamoto σ form of the Painlevé IV equation [18] (σ
45)
with parameters ν 0 = ν 1 = 0, ν 2 = 2n.
Proof. By using (2.26), (2.21) becomes (n + r n (t 1 ))R n (t 1 ) + 2r
From (2.36), we have
The difference and sum of (2.46) and (2.47) give
respectively.
Then the product of (2.48) and (2.49) leads to
Noting that from (2.26), (2.15) and (2.6), we find
Then it follows from (2.33) that
Substituting (2.51) into (2.50), we obtain a second order differential equation satisfied by σ n (t 1 ),
which is just the Jimbo-Miwa-Okamoto σ form of the Painlevé IV equation, P IV (0, 0, 2n).
This result is coincident with Tracy and Widom [32] when they studied the largest eigenvalue distribution in the Gaussian unitary ensemble. Therefore, σ n (t 1 ) satisfies both the continuous and discrete σ form of the Painlevé IV.
Large n Behavior of the Orthogonal Polynomials and Double Scaling Analysis
In this subsection, we consider the large n behavior of the monic orthogonal polynomials P n (z). We show that, as n → ∞, P n (z) satisfies the confluent forms of Heun's differential equation. We also
give the large n asymptotics of R n (t 1 ), r n (t 1 ) and σ n (t 1 ) under a double scaling, which gives rise to the Painlevé XXXIV equation.
52)
Proof. Substituting (2.11) and (2.12) into (2.13), and using (2.21) to eliminate
Replacing r n (t 1 ) with the expression of R n (t 1 ) from (2.42), (2.53) becomes
Note that the coefficients of P n (z) and P ′ n (z) only depend on R n (t 1 ) and R ′ n (t 1 ) in (2.54). Now we consider the large n behavior of R n (t 1 ). LetR n (t 1 ) satisfy a quadratic equation obtained from the non-derivative part of (2.40), 3R 2 n (t 1 ) − 8t 1Rn (t 1 ) + 4(t As n → ∞,R
2 ).
Hence we suppose the expansion, as n → ∞,
Substituting the above into (2.40), we obtain
Plugging (2.55) into (2.54), we see that as n → ∞,
ThenP n (u) := P n u √ 2 + t 1 satisfies the biconfluent Heun equation (2.52) with parameters γ =
(ii) If B 1 < 0, we chooseR
As n → ∞,R
Similarly, we suppose that as n → ∞,
Substituting it into (2.40), we obtain Plugging (2.56) into (2.54), we see that as n → ∞,
ThenP n (u) := P n u √ 2 + t 1 satisfies the biconfluent Heun equation (2.52) with parameters γ = Then the large n asymptotics of R n (t 1 ), r n (t 1 ) and σ n (t 1 ) are given by 
LetŘ n (s) satisfy the quadratic equation by neglecting the derivative terms in (2.60),
The solution isŘ
As n → ∞, t 1 → ∞, then w(x, t 1 ) → Ae −x 2 . It makes α n (t 1 ) → 0 since w(x, t 1 ) tends to an even weight function [10] . In view of R n (t 1 ) = 2α n (t 1 ), we see thatR n (s) → 0 as n → ∞. So we should
It follows that as n → ∞,Ř
.
Hence we suppose thatR
Substituting (2.61) into (2.60), we find as n → ∞,
We obtain the large s asymptotic of v 1 (s) from (2.62). As s → ∞, In addition, letting v 1 (s) = − √ 2v(s) and substituting into (2.62), we readily see thatv(s) satisfies the Painlevé XXXIV equation (2.59).
Now we consider the large n behavior ofr n (s) andσ n (s). We find from (2.42) that
Substituting (2.61) into the above, we arrive at (2.57).
From (2.46) we have
Replacing r n (t 1 ) with the expression of R n (t 1 ) from (2.42), we find
Using (2.61), we obtain (2.58). This completes the proof.
Remark. The results of Theorem 2.10 coincide with [16] . See also [4, 34] on the asymptotics of the recurrence coefficients α n , β n and the Painlevé XXXIV equation. In addition, Perret and Schehr [26] also obtained the Painlevé XXXIV in the study of the gap probability distribution between the first two largest eigenvalues in the Gaussian unitary ensemble.
Proposition 2.11. Assume that n → ∞,
s and s is fixed. Then as n → ∞,
Proof. By changing variable t 1 to s, (2.54) becomes
Substituting (2.61) into the above, we find as n → ∞, the coefficient ofP
and the coefficient ofP n (z) is
It follows that as n → ∞,P
Gaussian Weight with Two Jumps
In this section, we suppose B 1 = 0 and B 2 = 0, which corresponds to the Gaussian weight with two jumps
This is an extension of [8] which considered the Gaussian weight with a single jump. For example,
corresponds to A = e µ , B 1 = 1 − e µ , B 2 = e −µ − 1.
Ladder Operators
Let P n (x, t 1 , t 2 ) be the monic polynomials of degree n orthogonal with respect to the weight function
Similarly as the previous section, the monic polynomials P n (x, t 1 , t 2 ) can be written in the form 2) and the recurrence relation reads
We also have the expressions of α n (t 1 , t 2 ) and β n (t 1 , t 2 ):
3)
A telescopic sum of (3.3) gives
We also denote
w(x j , t 1 , t 2 )dx j and we have
To simplify notations, we suppress the t 1 , t 2 dependence in P n (x), h n , α n and β n in the following discussions. From Lemma 1 and Remark 2 in [2] , we have the following theorem.
Theorem 3.1. The lowering and raising operators for monic polynomials orthogonal with respect to w(x, t 1 , t 2 ) are
where 6) and
h n−1 .
From [2, 8] , we see that Lemma 2.2, 2.3 and 2.4 are still valid for the weight with two jumps.
Substituting (3.5) and (3.6) into (S 1 ), we obtain
r n+1,1 (t 1 , t 2 ) + r n,1 (t 1 , t 2 ) = (t 1 − α n )R n,1 (t 1 , t 2 ), and r n+1,2 (t 1 , t 2 ) + r n,2 (t 1 , t 2 ) = (t 2 − α n )R n,2 (t 1 , t 2 ).
Similarly, plugging (3.5) and (3.6) into (S ′ 2 ), we obtain
It implies the following equalities:
The sum of (3.12) and (3.13) gives
3.2 Toda Evolution in t 1 and t 2
Taking a derivative with respect to t 1 and t 2 in the equation
respectively, we obtain
and
Hence,
n,1 (t 1 , t 2 ) R n,1 (t 1 , t 2 ) − β n R n,1 (t 1 , t 2 ), (3.17)
∂ t 2 β n (t 1 , t 2 ) = β n R n−1,2 (t 1 , t 2 ) − β n R n,2 (t 1 , t 2 ) = r 2 n,2 (t 1 , t 2 ) R n,2 (t 1 , t 2 ) − β n R n,2 (t 1 , t 2 ). (3.18) On the other hand, differentiating with respect to t 1 and t 2 in the equation
P n (x, t 1 , t 2 )P n−1 (x, t 1 , t 2 )e −x 2 (A 1 + B 1 θ(x − t 1 ) + B 2 θ(x − t 2 ))dx = 0, n = 0, 1, 2, . . . , respectively gives ∂ t 1 p(n, t 1 , t 2 ) = r n,1 (t 1 , t 2 ), (3.19) and ∂ t 2 p(n, t 1 , t 2 ) = r n,2 (t 1 , t 2 ). (3.20)
Now we have the two variables' Toda equations on α n and β n .
Proposition 3.2.
∂ t 1 β n + ∂ t 2 β n = 2β n (α n−1 − α n ), (3.21)
∂ t 1 α n + ∂ t 2 α n = 2(β n − β n+1 ) + 1. Proof. The sum of (3.17) and (3.18) gives ∂ t 1 β n (t 1 , t 2 ) + ∂ t 2 β n (t 1 , t 2 ) = β n (R n−1,1 (t 1 , t 2 ) + R n−1,2 (t 1 , t 2 ) − R n,1 (t 1 , t 2 ) − R n,2 (t 1 , t 2 )).
Using (3.7), we arrive at (3.21) . From (3.3), (3.19) and (3.20) we have ∂ t 1 α n + ∂ t 2 α n = r n,1 (t 1 , t 2 ) + r n,2 (t 1 , t 2 ) − r n+1,1 (t 1 , t 2 ) − r n+1,2 (t 1 , t 2 ).
With the aid of (3.9), we readily obtain (3.22).
Generalized Jimbo-Miwa-Okamoto σ Form of Painlevé IV
We define a quantity related to the Hankel determinant D n (t 1 , t 2 ), σ n (t 1 , t 2 ) := ∂ t 1 ln D n (t 1 , t 2 ) + ∂ t 2 ln D n (t 1 , t 2 ).
It is easy from (3.4), (3.15) and (3.16) to see that σ n (t 1 , t 2 ) = − n−1 j=0 R j,1 (t 1 , t 2 ) − n−1 j=0 R j,2 (t 1 , t 2 ).
Then (3.14) becomes 2t 1 r n,1 (t 1 , t 2 ) + 2t 2 r n,2 (t 1 , t 2 ) − σ n (t 1 , t 2 ) = 4β n (R n,1 (t 1 , t 2 ) + R n,2 (t 1 , t 2 )) + 2∂ t 1 β n + 2∂ t 2 β n , (3.23)
where we have made use of (3.17) and (3.18).
From (3.7) we have σ n (t 1 , t 2 ) = −2 n−1 j=0 α j = 2p(n, t 1 , t 2 ).
It follows from (3.19) and (3.20) that ∂ t 1 σ n (t 1 , t 2 ) = 2r n,1 (t 1 , t 2 ), (3.24)
∂ t 2 σ n (t 1 , t 2 ) = 2r n,2 (t 1 , t 2 ). (3.25)
Then we see from (3.9) that β n = 2n + ∂ t 1 σ n (t 1 , t 2 ) + ∂ t 2 σ n (t .
We show that σ n (t 1 ) satisfies both the continuous and discrete σ form of the Painlevé IV. y(t 1 ) = R n (−t 1 ) satisfies a Painlevé IV and v(t 1 ) = −2r n (t 1 ) − 2n 3
satisfies a Chazy II. R n (t 1 ) and r n (t 1 ) also satisfy a second order non-linear difference equations respectively. Moreover, we consider the large n behavior of the corresponding monic orthogonal polynomials and prove that they satisfy the biconfluent Heun equation. We also consider the large n asymptotics of the auxiliary quantities under a double scaling, which gives rise to the Painlevé XXXIV equation. For the general case with two jumps, we also use the ladder operator approach to obtain a partial differential equation to describe the Hankel determinant D n (t 1 , t 2 ), which is a two variables' generalization of the JimboMiwa-Okamoto σ form of the Painlevé IV.
