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Abstract
N. Dunford and J.T. Schwartz (1963) striking Hilbert space theory about completeness of a system of root vectors (generalized
eigenvectors) of an unbounded operator has been generalized by J. Burgoyne (1995) to the Banach spaces framework. We use the
Burgoyne’s theorem and prove n-fold completeness of a system of root vectors of a system of unbounded polynomial operator
pencils in Banach spaces. The theory will allow to consider, in application, boundary value problems for ODEs and elliptic PDEs
which polynomially depend on the spectral parameter in both the equation and the boundary conditions.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
La théorie sur les espaces de Hilbert de N. Dunford et J.T. Schwartz (1963) appliquée à la complétude d’un système de vecteurs
généralisés pour un opérateur non borné a été généralisée aux espaces de Banach par J. Burgoyne (1995). Nous utilisons le théorème
de Burgoyne pour montrer la complétude d’ordre n d’un système de vecteurs généralisés pour système d’opérateurs polynomiaux
non bornés d’espaces de Banach. La théorie permet de considérer, comme application, des problèmes d’EDO avec conditions aux
limites et d’EDP elliptiques avec dépendance polynomiale par rapport au paramètre spectral à la fois dans l’équation et dans les
conditions aux bords.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The completeness of a system of root vectors of nonselfadjoint operators was first studied by M.V. Keldysh [4]
(and [5]). He also proved a theorem on the n-fold completeness of a system of root vectors of a polynomial operator
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264 Y. Yakubov / J. Math. Pures Appl. 92 (2009) 263–275pencil with the principal part generated by one selfadjoint operator (see [4,5]). However, the basic result on the
completeness of a system of root vectors of nonselfadjoint operators was proved in the book by N. Dunford and
J.T. Schwartz [3, II, Corollary 11.9.31].
The ideas and methods of these works were supplemented and developed by many authors. It is not our aim
to give here the full reference on the subject. A detailed bibliography on this question can be found in the books
by I. Gohberg and M.G. Krein [6], A.S. Markus [8], S. Yakubov [12], S. Yakubov and Ya. Yakubov [14]. A wide
application of abstract results to very general ODEs and PDEs has been also considered.
Let us note that all above studies carried out in the framework of Hilbert spaces. There are also some results
which deal with the question in Banach spaces, but authors, usually, put restrictions on the resolvent growth on
some circles with radii going to infinity or consider some special subclasses of operators (see, e.g., A.S. Markus [7],
H.E. Benzinger [1], S. Yakubov [12]). This fact makes the abstract results almost unapplicable to ODEs or PDEs, or
applicable to some special classes of differential spectral problems.
The best restriction (from the application point of view) is like to [3, II, Corollary 11.9.31], where it is assumed that
the resolvent growth at infinity on some rays is not faster than a polynomial. The only paper, up to my best knowledge,
which assumes the same restriction on the resolvent in the framework of Banach spaces is a paper by J. Burgoyne [2].
N. Dunford and J.T. Schwartz [3, II] have used a strictly Hilbert space concept of singular numbers. J. Burgoyne
succeeded to prove a similar to [3, II, Corollary 11.9.31] completeness theorem in Banach spaces using the concept
and properties of so-called approximation numbers and Gelfand numbers.
The aim of this paper is, first, modifying just a formulation of Burgoyne’s theorem (see Theorem J in Appendix A)
to give a more convenient abstract theorem (from application point of view; see Theorem 1 and Remark 4) and then,
using this theorem, to prove n-fold completeness of a system of root vectors of a very general system of unbounded
polynomial operator pencils in Banach spaces (see Theorem 2). Let me emphasize for the reader that Theorem 1 is
not my theorem, it is just another formulation of Burgoyne’s theorem.
This fact, that we consider a system of pencils and not one pencil, allows us to study, in application, boundary value
problems for ODEs and PDEs with boundary conditions which can polynomially depend on the spectral parameter.
In spite of the fact, that Theorem 2 can be used also for one polynomial operator pencil, we have “designed” a more
convenient theorem, Theorem 3, when only one pencil is considered. Theorem 3 is preferable for applying to boundary
value problems for ODEs and PDEs without the spectral parameter in boundary conditions.
A very wide application of obtained in this paper abstract results to polynomially depended (on the spectral
parameter) ordinary and partial differential problems in Banach spaces will be given in a separate paper. Let us
just derive here some particular cases of ODEs and PDEs which can be treated by the obtained in the paper abstract
results.
For ODEs, consider a boundary value problem with the integer weight d := m
n
,
L(λ)u := λnu(x)+
n∑
k=1
λn−kak(x)u(dk)(x) = 0, x ∈ [0,1], (1.1)
Lν(λ)u :=
nν∑
k=0
λk
[
ανku
(mν−dk)(0)+ βνku(mν−dk)(1)+
Nνk∑
i=1
δνkiu
(mν−dk)(xνki)
]
= 0, ν = 1, . . . ,m, (1.2)
where n 1, m 1, mν  dnν , nν  n− 1, xνki ∈ (0,1).
For PDEs, consider a boundary value problem with the integer weight d := 2m
n
,
L(λ)u := λnu(x)+
n∑
k=1
λn−k
∑
|α|=dk
akα(x)D
αu(x) = 0, x ∈ G, (1.3)
Lν(λ)u :=
nν∑
k=0
λk
∑
|α|=mν−dk
bνkα(x
′)Dαu(x′) = 0, x′ ∈ ∂G, ν = 1, . . . ,m, (1.4)
where G is a bounded domain in the Euclidean space Rr with an (r − 1)-dimensional boundary ∂G, Dα :=
D
α1
1 · · ·Dαrr , Dj := −i ∂∂xj , j = 1, . . . , r , α := (α1, . . . , αr) is a multi-index, |α| :=
∑r
j=1 αj .
Under suitable algebraic conditions on the data of these problems, we can prove discreteness of the spectrum
and n-fold completeness of a system of root functions of problems (1.1)–(1.2) and (1.3)–(1.4) in appropriate Banach
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general problems, namely, with linear abstract operators in the equation and with linear functionals in boundary con-
ditions. So, we will be able to treat, in particular, integro-differential equations with functional–differential boundary
conditions.
Let us also give some concrete examples which can be treated by our abstract results (Theorems 2 and 3).
When studying the thermal conduction in a thin plate, one gets the following spectral problem on [0,1] for a second
order ordinary differential equation with variable coefficients and the quadratic spectral parameter, for the Dirichlet
case for the plate,
λ2k11(x)u(x)+ λ
(
2k21(x)u′(x)+ k′21(x)u(x)
)+ (k22(x)u′′(x)+ k′22(x)u′(x))= 0, (1.5)
u(0) = u(1) = 0, (1.6)
and for the Neumann case for the plate, one should replace boundary conditions (1.6) by (note that λ enters also into
boundary conditions):
λk12(0)u(0)+ k22(0)u′(0) = 0,
λk12(1)u(1)+ k22(1)u′(1) = 0,
(1.7)
where the conductivity coefficients of the material kij (x) are some smooth functions satisfying the standard symmetry
and strongly ellipticity conditions. So, one can use Theorem 3 for problem (1.5)–(1.6) and Theorem 2 for problem
(1.5), (1.7). We refer the reader to [11, Chapter 2] for the detailed derivation of the above problems.
Further, when studying the elasticity problems in a thin plate, one gets the following spectral problem on [−1,1] for
a system of second order ordinary differential equations with variable coefficients and the quadratic spectral parameter,
for the Dirichlet case for the plate,
λ2L0ku(x)+ λL1ku(x)+L2ku(x) = 0, k = 1,2,3, (1.8)
uk(−1) = uk(1) = 0, k = 1,2,3, (1.9)
where u(x) = (u1(x), u2(x), u3(x)) and the operators Lik are defined by:
L0ku(x) :=
3∑
j=1
a1k1j (x)uj (x),
L1ku(x) :=
3∑
j=1
[(
a1k2j (x)+ a2k1j (x)
)
u′j (x)+ a′2k1j (x)uj (x)
]
,
L2ku(x) :=
3∑
j=1
[
a2k2j (x)u
′′
j (x)+ a′2k2j (x)u′j (x)
]
,
and for the Neumann case for the plate, one should replace boundary conditions (1.9) by (note that λ enters also into
boundary conditions)
λ
3∑
j=1
a2k1j (−1)uj (−1)+
3∑
j=1
a2k2j (−1)u′j (−1) = 0, k = 1,2,3,
λ
3∑
j=1
a2k1j (1)uj (1)+
3∑
j=1
a2k2j (1)u′j (1) = 0, k = 1,2,3,
(1.10)
where the elastic coefficients of the material aijkh(x) are some smooth functions satisfying some symmetry and
strongly ellipticity conditions. Again, one can use Theorem 3 for problem (1.8)–(1.9) and Theorem 2 for problem
(1.8), (1.10). We refer the reader to [11, Chapter 3] for the detailed derivation of the latter problems.
A situation when the spectral parameter λ appears in boundary conditions arises also in heat and mass transfer
problems, in vibrating string problems when one of the endpoints of the string is loaded by an additional mass, in
diffraction theory and others.
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Throughout the paper we consider complex Hilbert and Banach spaces.
Let A be a bounded operator from a Banach space E into a Banach space F . Then, numbers
sj (A;E,F) := inf
dimR(K)<j
K∈B(E,F )
‖A−K‖B(E,F ), j = 1,2, . . . ,
are said to be the approximation numbers of A and numbers
cj (A;E,F) := inf
M⊂E
codimM<j
{∥∥AJEM∥∥}, j = 1,2, . . . ,
are said to be the Gelfand numbers of A, where M is a subspace of E and JEM denotes the canonical injection from M
into E. For various properties of the numbers we refer the reader to two books by A. Pietsch [9,10].
Let us prove here some useful lemmas in Banach spaces which are well known in Hilbert spaces (see, e.g., [14,
Section 1.2.10]).
Lemma 1. Let E be a Banach space and let A be a closed operator in E. Suppose that there exists a regular point λ0
of the operator A. Then, there exist C1 > 0 and C2 > 0 such that
C1sj
(
R(λ0,A);E,E
)
 sj
(
J ;E(A),E) C2sj (R(λ0,A);E,E), j = 1,2 . . . ,
where J denotes the embedding operator from E(A) into E.
Proof. Obviously, there exist c1 > 0 and c2 > 0 such that
c1‖v‖E 
∥∥R(λ0,A)v∥∥E(A)  c2‖v‖E, ∀v ∈ E. (2.1)
By the definition of the approximation numbers,
sj
(
J ;E(A),E)= inf
dimR(K)<j
K∈B(E(A),E)
‖J −K‖B(E(A),E)
= inf
dimR(K)<j
K∈B(E(A),E)
sup
u∈D(A),u =0
‖(J −K)u‖E
‖u‖E(A)
= inf
dimR(K)<j
K∈B(E(A),E)
sup
v∈E,v =0
‖(J −K)R(λ0,A)v‖E
‖R(λ0,A)v‖E(A) . (2.2)
Then, from (2.1) and (2.2) it follows that
1
c2
inf
dimR(K)<j
K∈B(E(A),E)
sup
v∈E,v =0
‖(J −K)R(λ0,A)v‖E
‖v‖E  sj
(
J ;E(A),E)
 1
c1
inf
dimR(K)<j
K∈B(E(A),E)
sup
v∈E,v =0
‖(J −K)R(λ0,A)v‖E
‖v‖E ,
or
1
c2
inf
dimR(L)<j
L∈B(E)
sup
v∈E,v =0
‖(R(λ0,A)−L)v‖E
‖v‖E  sj
(
J ;E(A),E)
 1
c1
inf
dimR(L)<j
L∈B(E)
sup
v∈E,v =0
‖(R(λ0,A)−L)v‖E
‖v‖E ,
or
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c2
inf
dimR(L)<j
L∈B(E)
∥∥R(λ0,A)−L∥∥B(E)  sj (J ;E(A),E) 1c1 infdimR(L)<j
L∈B(E)
∥∥R(λ0,A)−L∥∥B(E),
or, finally,
1
c2
sj
(
R(λ0,A);E,E
)
 sj
(
J ;E(A),E) 1
c1
sj
(
R(λ0,A);E,E
)
. 
Remark 1. Note that in the case of a Hilbert space E = H and a closed unbounded operator A in H with the compact
embedding H(A) ⊂ H , the equality sj (R(λ0,A);H,H) = sj (J ;H(A),H) is true (see [14, Lemma 1.2.10/1 and
Theorem 1.2.10/2]).
Lemma 2. Let E1,E2,E3 be Banach spaces with continuous embedding E1 ⊂ E2. Assume that A is a bounded
operator from E2 into E3. Then,
sj (A;E1,E3) Csj (A;E2,E3), j = 1,2, . . . .
Proof. Since, for all u ∈ E1
‖u‖E2  C‖u‖E1,
then, for any T ∈ B(E2,E3) and u ∈ E1, we have
‖T u‖E3  ‖T ‖B(E2,E3)‖u‖E2  C‖T ‖B(E2,E3)‖u‖E1 .
Therefore,
‖T ‖B(E1,E3)  C‖T ‖B(E2,E3).
Then,
sj (A;E1,E3) = inf
dimR(K)<j
K∈B(E1,E3)
‖A−K‖B(E1,E3)  C infdimR(K)<j
K∈B(E2,E3)
‖A−K‖B(E2,E3) = Csj (A;E2,E3). 
Lemma 3. Let E1,E2,E3 be Banach spaces and let E2 be a subspace of E3. Assume that A is a bounded operator
from E1 into E2. Then,
sj (A;E1,E2) 2j 12 sj (A;E1,E3), j = 1,2, . . . .
Proof. Since the map A → (cj (A;E1,E2))∞j=1 is injective (see, e.g., [10, 2.4.1 and 2.4.3]) then cj (A;E1,E2) =
cj (A;E1,E3). On the other hand, from, e.g., [9, 11.12.1] it follows that
cj (A;E1,E3) sj (A;E1,E3)
and from [9, 11.12.2] we get that
1
2
j−
1
2 sj (A;E1,E2) cj (A;E1,E2).
Therefore,
1
2
j−
1
2 sj (A;E1,E2) sj (A;E1,E3). 
Remark 2. The power 12 of j in the estimate of Lemma 3 cannot be improved (see a remark in [9, p. 165]).
Remark 3. If E1 is a Hilbert space or E2 has the metric extension property then sj (A;E1,E2) = cj (A;E1,E2) (see,
e.g., [10, 2.4.6 and 2.4.7]). Then, it can be easily shown that sj (A;E1,E2) = sj (A;E1,E3), j = 1,2, . . . .
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operator and give a theorem which is based on J. Burgoyne’s theorem [2, Theorem 4.5] (see Appendix A for the
theorem).
All eigenvalues of an operator A in a Banach space E, i.e., those numbers λ for which the equation Au = λu has
at least one nonzero solution u ∈ D(A), belong to the spectrum σ(A). The element u0 = 0 that satisfies the equation
Au0 = λ0u0 is called an eigenvector of the operator A, corresponding to the eigenvalue λ0.
If the elements u0, u1, . . . , uk correlate with Auj = λ0uj + uj−1, j = 1, . . . , k, then the element uj is called an
associated vector of rank j to the eigenvector u0.
The elements u0, u1, . . . , uk are linearly independent.
The linear manifold Nkλ0 := {u: u ∈ D(Ak+1), (λ0I −A)k+1u = 0}, k = 0,1, . . . , is called a root lineal of rank k
(corresponding to λ0). Obviously, N0λ0 ⊂ N1λ0 ⊂ · · · . The linear manifold Nλ0 :=
⋃∞
k=0 Nkλ0 is called a root lineal(corresponding to λ0). The dimension of the lineal Nλ0 is called an algebraic multiplicity of the eigenvalue λ0.
The eigenvectors and associated vectors are joined under the common name of root vectors (or generalized eigen-
vectors) of the operator A.
The linear span of a system of root vectors of the operator A will be denoted by sp(A). In fact, sp(A) is the union
of all root lineals Nλ, corresponding to all eigenvalues λ of the operator A.
Let {uj }∞j=1 be a system of elements from a Banach space E. The system {uj } is called complete in the space E if
the closure of the linear span of the system is equal to E, i.e., sp{uj }|E = E.
The spectrum σ(A) of the operator A is called discrete if σ(A) consists of isolated eigenvalues with finite algebraic
multiplicities and infinity is the only limit point of σ(A).
The following theorem is, in fact, the nontrivial Burgoyne’s theorem (see Theorem J in Appendix A). We only give
a more convenient (from the application point of view) formulation of the theorem. A short proof of the equivalence
between the formulations is given only for the reader convenience.
Theorem 1 (Burgoyne’s theorem). Let the following conditions be satisfied:
(1) A is a closed densely defined unbounded operator in a separable, reflexive Banach space E with nonempty
spectrum;
(2) the embedding E(A) ⊂ E is compact and, for some p > 0, it holds that
sj
(
J ;E(A),E) Cj−p, j = 1,2, . . . ;
(3) there exist rays2 	k with angles between adjacent rays less than pπ and η−1 such that∥∥R(λ,A)∥∥ C|λ|η, λ ∈ 	k, |λ| → ∞.
Then, the spectrum of the operator A is discrete and a system of root vectors of the operator A is complete in the
spaces E(Ak), i.e., sp(A)|E(Ak) = E(Ak), k = 0,1, . . . .
Proof. By Lemma 1, there is a constant C > 0 such that sj (R(λ0,A);E,E) Csj (J ; E(A),E) (for any λ0 in the
resolvent set of the operator A); i.e., the operator A satisfies conditions of Theorem J (see Appendix A) with some
q > 1
p
. So, Theorem J is applicable to the operator A, from which the completeness of a system of root vectors in E
follows.
Fix k = 1,2, . . . . Let u ∈ E(Ak) and ε > 0. Then, by proved above, there exist root vectors uj , j = 1, . . . ,m, of
the operator A and numbers cj such that ∥∥∥∥∥(λ0I −A)ku−
m∑
j=1
cjuj
∥∥∥∥∥< ε,
where some λ0 belongs to the resolvent set ρ(A) of the operator A. Since the vectors (λ0I − A)−kuj , j = 1, . . . ,m,
are also root vectors of the operator A, then the last inequality implies that sp(A)|E(Ak) = E(Ak). 
2 For p > 2 the existence of one such ray is enough.
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∑∞
j=1 s
p
j (R(λ0,A);E,E) < ∞ from [3, II,
Corollary 11.9.31] (for Hilbert spaces) and from [2, Theorem 4.5] (for Banach spaces) was replaced, in Theorem 1,
by the condition
sj
(
J ;E(A),E) Cj−p, j = 1,2, . . . .
This fact gives us the essential simplification, not only when applied to partial differential equations, but also in the
proof of the next main abstract theorems (cf. [12, Theorem 2.3.4], where a complicated proof is presented). This idea
for the first time appears in [13] for Hilbert spaces (see also [14, Theorems 2.3.2/1 and 2.3.3] for Hilbert spaces).
3. n-fold completeness of a system of root vectors of a system of unbounded polynomial operator pencils
Let E and Eν , ν = 1, . . . ,m, be Banach spaces. Consider a problem for a system of polynomial operator pencils
in E,
L(λ)u := λnu+ λn−1A1u+ · · · +Anu = 0,
Lν(λ)u := λnνAν0u+ λnν−1Aν1u+ · · · +Aνnνu = 0, ν = 1, . . . ,m,
(3.1)
where n  1, 0  nν  n − 1, m  0, and Ak are, generally speaking, unbounded operators in E; and Aνk , k =
0, . . . , nν are, generally speaking, unbounded operators from E into Eν . Let there exist a Banach space En ⊂ E, such
that operators Ak , k = 1, . . . , n, from En into E, act boundedly, and operators Aνk , k = 0, . . . , nν , ν = 1, . . . ,m, from
En into Eν , act boundedly.
A number λ0 is called an eigenvalue of problem (3.1) if the problem
L(λ0)u = 0, Lν(λ0)u = 0, ν = 1, . . . ,m
has a nontrivial solution belonging to En. The nontrivial solution u0 ∈ En is called an eigenvector of problem (3.1)
corresponding to the eigenvalue λ0. A solution of the problem
L(λ0)up + 11!L
′(λ0)up−1 + · · · + 1
p!L
(p)(λ0)u0 = 0,
Lν(λ0)up + 11!L
′
ν(λ0)up−1 + · · · +
1
p!L
(p)
ν (λ0)u0 = 0, ν = 1, . . . ,m,
up ∈ En is called an associated vector of rank p to the eigenvector u0 of problem (3.1).
Eigenvectors and associated vectors of problem (3.1) are combined under the general name root vectors of prob-
lem (3.1).
A complex number λ is called a regular point of problem (3.1) or of the operator pencil L(λ) : u → L(λ)u :=
(L(λ)u,L1(λ)u, . . . ,Lm(λ)u), which acts boundedly from En into E +˙E1 +˙ · · · +˙Em, if the problem
L(λ)u = f, Lν(λ)u = fν, ν = 1, . . . ,m,
for any f ∈ E, fν ∈ Eν , has a unique solution u ∈ En, and the estimate,
‖u‖En  C(λ)
(
‖f ‖ +
m∑
ν=1
‖fν‖Eν
)
,
is satisfied. The set of all regular points (the resolvent set) of problem (3.1) is denoted by ρ(L(λ)).
The complement of the regular point set in the complex plane is called the spectrum of problem (3.1) or of the
operator pencil L(λ) and is denoted by σ(L(λ)).
As usual, the spectrum of problem (3.1) is called discrete if σ(L(λ)) consists of isolated eigenvalues with finite
algebraic multiplicities and infinity is the only limit point of σ(L(λ)).
In order to give a definition of n-fold completeness, let us consider a system of differential-operator equations
corresponding to (3.1):
L(D)u := u(n)(t)+A1u(n−1)(t)+ · · · +Anu(t) = 0,
L (D)u := A u(nν)(t)+ · · · +A u(t) = 0, ν = 1, . . . ,m,
(3.2)ν ν0 νnν
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where vk+1 are given elements of E, D := ddt , t  0. Derivatives are understood or in an (abstract) strong sense, if one
considers (3.2) in abstract n-times continuously differentiable Cn([0, T ];E)-spaces, or in an (abstract) generalized
sense, if one considers (3.2) in abstract Sobolev Wnp((0, T );E)-spaces.
By virtue of [14, Lemma 2.2.1/1], a function of the form
u(t) := eλ0t
(
tk
k!u0 +
tk−1
(k − 1)!u1 + · · · + uk
)
, (3.4)
is a solution of system (3.2), if and only if the system of vectors u0, u1, . . . , uk is a chain of root vectors of prob-
lem (3.1), corresponding to the eigenvalue λ0.
A solution of the form (3.4) is called an elementary solution of system (3.2).
The possibility to approximate a solution to the Cauchy problem (3.2)–(3.3) by linear combinations of the elemen-
tary solutions suggests that the vector (v1, v2, . . . , vn) should be approximated by linear combinations of vectors of
the form: (
u(0), u′(0), . . . , u(n−1)(0)
)
, (3.5)
where u(t) is an elementary solution of the form (3.4).
Let E be a Banach space, continuously embedded into
n
+˙E. In particular, E =
n
+˙E.
A system of root vectors of problem (3.1) is called n-fold complete in the space E if the system of vectors (3.5) is
complete in E .
Theorem 2. Let the following conditions be satisfied:
(1) there exist separable, reflexive Banach spaces Ek , k = 0, . . . , n, for which the compact embeddings
En ⊂ En−1 ⊂ · · · ⊂ E0 = E take place;
(2) for some p > 12 , sj (Jk;Ek,Ek−1)  Cj−p , j = 1,2, . . . , k = 1, . . . , n, hold, where Jk denotes the embedding
operator from Ek into Ek−1;
(3) the operators Ak , k = 1, . . . , n, from Ek into E, act boundedly;
(4) the operators Aνk , k = 0, . . . , nν , ν = 1, . . . ,m, from En−nν+k into Eν , act boundedly;
(5) there exist Banach spaces Eν0 such that continuous embeddings Eν ⊂ Eν0 , ν = 1, . . . ,m, hold, and the linear
manifold,
E1 :=
{
v
∣∣∣ v := (v1, . . . , vn) ∈ n−1+˙
k=0
En−k,
nν∑
k=0
Aνkvnν−k+s = 0, for such integers ν ∈ [1,m] and
s ∈ [1, n− nν] for which Aνk (for all k = 0, . . . , nν) from En+1−nν+k−s into Eν0 are bounded
}
is dense in the Banach space
E :=
{
v
∣∣∣ v := (v1, . . . , vn) ∈ n−1+˙
k=0
En−k−1,
nν∑
k=0
Aνkvnν−k+s = 0, for such integers ν ∈ [1,m] and
s ∈ [1, n− nν − 1] for which Aνk (for all k = 0, . . . , nν) from En−nν+k−s into Eν0 are bounded
}
;
(6) there exist3 rays 	k with angles between neighboring rays less than (p − 12 )π , and a number η such that all
numbers λ on 	k , with sufficiently large moduli, are regular points of the operator pencil L(λ) : u → L(λ)u :=
3 For p > 2 the existence of one such ray is enough.
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B(E+˙E1+˙ ··· +˙Em,En−1)  C|λ|
η, λ ∈ 	k, |λ| → ∞;
(7) the spectrum of problem (3.1) (or of the operator pencil L(λ)) is not empty.
Then, the spectrum of problem (3.1) is discrete and a system of root vectors of problem (3.1) is n-fold complete in
the spaces E and E1.
Proof. By the substitution vk = λk−1u, k = 1, . . . , n, the system,
L(λ)u = 0, Lν(λ)u = 0, ν = 1, . . . ,m,
is reduced to the equivalent equation, in E ,
λv = Av,
where v = (v1, . . . , vn) and A is an operator in the separable, reflexive Banach space E (see condition (5); E is a
(closed) linear subspace of the separable, reflexive Banach space +˙n−1k=0En−k−1) given by the equalities:
D(A) := E1, A(v1, . . . , vn) := (v2, . . . , vn,−Anv1 − · · · −A1vn).
If u(t) is a solution of system (3.2), then v(t) := (u(t), . . . , u(n−1)(t)) is a solution of the equation:
v′(t) = Av(t). (3.6)
Conversely, if v(t) := (v1(t), . . . , vn(t)) is a solution of Eq. (3.6), then u(t) := v1(t) is a solution of system (3.2).
Since the set of root vectors coincides with the set of values of elementary solutions at zero, then the set of root
vectors of the operator A coincides with the set {v(0)} = {(u(0), . . . , u(n−1)(0))}, where u(t) are elementary solutions
(3.4) of system (3.2). Therefore, it is enough to prove discreteness of the spectrum and completeness of a system of
root vectors of the operator A in E and E1; and σ(A) = σ(L(λ)).
Let us apply Theorem 1 to the operator A. Find the resolvent of the operator A. Instead of the equation,
(λI − A)v = F,
we solve the system:
λvk − vk+1 = fk, k = 1, . . . , n− 1,
λvn +
n∑
k=1
An−k+1vk = fn,
Aν0vnν+1 +Aν1vnν + · · · +Aνnν v1 = 0, ν = 1, . . . ,m,
(3.7)
which is equivalent to it in the space E . Let us show that if v := (v1, . . . , vn) is a solution of problem (3.7) and
F := (f1, . . . , fn) ∈ E , then v satisfies all conditions of connection in E1. Let operators Aνk , k = 0, . . . , nν , from
En+1−nν+k−s into Eν0 be bounded for some s = r , r = 2, . . . , n− nν . Then, by virtue of the continuity of the embed-
dings Ek+1 ⊂ Ek , k = 1, . . . , n− 1, they are bounded for all s = 2, . . . , r − 1. Further, if under some s,
nν∑
k=0
Aνkvnν−k+s−1 = 0, (3.8)
then, since F ∈ E , i.e.,
nν∑
k=0
Aνkfnν−k+s−1 = 0, s = 2, . . . , r,
from the first n− 1 equations of system (3.7), (3.8) and the last equality we get:
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k=0
Aνkvnν−k+s = λ
nν∑
k=0
Aνkvnν−k+s−1 +
nν∑
k=0
Aνkfnν−k+s−1 = 0. (3.9)
In turn, if s = 2, then (3.8) holds. It follows from the last m equations of system (3.7). So, (3.9) is true for s = 2.
This means that (3.8) is true for s = 3. Continuing these considerations, we find that (3.9) is also true for s = r , i.e.,
v satisfies all conditions of connections in E1.
From the first n− 1 equations of system (3.7), we successively find:
vk = λk−1v1 −
k−1∑
j=1
λk−1−j fj , k = 2, . . . , n. (3.10)
Substituting these values of vk into other equations of system (3.7), we obtain:
L(λ)v1 −
n∑
k=2
An−k+1
k−1∑
j=1
λk−1−j fj −
n−1∑
j=1
λn−j fj = fn,
Lν(λ)v1 −
nν−1∑
k=0
Aνk
nν−k∑
j=1
λnν−k−j fj = 0, ν = 1, . . . ,m.
(3.11)
If λ is a regular point of the operator pencil L(λ), then, by virtue of conditions (1), (3), (4) and (6), for any
(f1, . . . , fn) ∈ En−1 +˙ · · · +˙E0 problem (3.11) has a unique solution:
v1 = L(λ)−1
(
n∑
k=2
An−k+1
k−1∑
j=1
λk−1−j fj +
n∑
j=1
λn−j fj ,
n1−1∑
k=0
A1k
n1−k∑
j=1
λn1−k−j fj , . . . ,
nm−1∑
k=0
Amk
nm−k∑
j=1
λnm−k−j fj
)
. (3.12)
From conditions (3), (4), (6) and formulas (3.12) and (3.10), it follows that vk ∈ En−k+1, k = 1, . . . , n. From
condition (6), it follows that the operator L(λ)−1 from E +˙ E1+˙ · · · +˙ Em into En−1 acts boundedly, consequently
the operator from E +˙E1 +˙ · · · +˙Em into En−j , j = 2, . . . , n, also acts boundedly. From conditions (3), (4), (6) and
equalities (3.12) and (3.10), it follows that there exists a number r such that∥∥R(λ,A)F∥∥E  C(‖v1‖En−1 + · · · + ‖vn‖E) C|λ|r‖F‖E , λ ∈ 	k, |λ| → ∞,
i.e., condition (3) of Theorem 1 is satisfied (with p − 12 > 0 instead of p > 0). Consequently, the operator A is closed
and, by virtue of condition (5), condition (1) of Theorem 1 is also satisfied. Note that from the above considerations
one can conclude that resolvent sets of the operator A and of the operator pencil L(λ) are the same and, therefore,
σ(A) = σ(L(λ)) is not empty (by condition (7)).
It is clear that the operator J : v → Jv := (Jnv1, . . . , J1vn) is the embedding operator from +˙n−1k=0 En−k into
+˙n−1k=0 En−k−1 and, by condition (2), for some p > 12 ,
sj
(
J;
n−1
+˙
k=0
En−k,
n−1
+˙
k=0
En−k−1
)
 Cj−p, j = 1,2, . . . . (3.13)
By virtue of condition (5), E1 is a subspace of +˙n−1k=0 En−k . Then, by Lemma 2, we have:
sj
(
J;E1,
n−1
+˙
k=0
En−k−1
)
 Csj
(
J;
n−1
+˙
k=0
En−k,
n−1
+˙
k=0
En−k−1
)
, j = 1,2, . . . . (3.14)
Since E is a subspace of +˙n−1k=0 En−k−1 (see condition (5)), then, by Lemma 3,
sj (J;E1,E) 2j 12 sj
(
J;E1,
n−1
+˙ En−k−1
)
, j = 1,2, . . . . (3.15)k=0
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sj (J;E1,E) Cj−(p− 12 ), j = 1,2, . . . .
Moreover, by condition (1), the embedding E1 ⊂ E is compact, i.e., condition (2) of Theorem 1 is also satisfied (with
p − 12 > 0 instead of p > 0). 
Remark 5. In the case of Hilbert spaces, the theorem has been proved for the best case of p > 0 (see condition (2)) and
for angles less than pπ (see condition (6)) in [13] (see also [14, Theorem 2.3.2/1]). It was possible due to Remark 3.
Remark 6. One can apply Theorem 2 to elliptic boundary value problems with a spectral parameter in both the
equation and the boundary value conditions. If one considers elliptic boundary value problems without a spectral
parameter in the boundary conditions, then it is better to use the next abstract theorem.
Let E be a separable, reflexive Banach space. Consider in E, the following equation for a polynomial operator
pencil:
L(λ)u := λnu+ λn−1A1u+ · · · +Anu = 0. (3.16)
Theorem 3. Let the following conditions be satisfied:
(1) there exist separable, reflexive Banach spaces Ek , k = 0, . . . , n, for which the compact embeddings
En ⊂ En−1 ⊂ · · · ⊂ E0 = E take place and Ek|Ek−1 = Ek−1, k = 1, . . . , n;
(2) for some p > 0, sj (Jk;Ek,Ek−1) Cj−p , j = 1,2, . . ., k = 1, . . . , n, hold;
(3) the operators Ak , k = 1, . . . , n, from Ek into E, act boundedly;
(4) there exist4 rays 	k with angles between neighboring rays less than pπ and a number η such that all numbers
λ on 	k , with sufficiently large moduli, are regular points of the operator pencil L(λ) : u → L(λ)u, which acts
boundedly from En into E, and∥∥L(λ)−1∥∥
B(E,En−1)  C|λ|η, λ ∈ 	k, |λ| → ∞;
(5) the spectrum of the operator pencil L(λ) is not empty.
Then, the spectrum of the operator pencil L(λ) is discrete, and a system of root vectors of the operator pencil L(λ)
is n-fold complete in the spaces +˙n−1k=0 En−k−1 and +˙n−1k=0 En−k .
Proof. As in Theorem 2, by the substitution vk := λk−1u, k = 1, . . . , n, Eq. (3.16) is reduced to the equivalent
equation λv = Av, where A is an operator in the separable, reflexive Banach space E := +˙n−1k=0 En−k−1 which is
given by the equalities:
D(A) := E1 :=
n−1
+˙
k=0
En−k,
A(v1, . . . , vn) := (v2, . . . , vn,−Anv1 − · · · −A1vn).
Now, we repeat the proof of Theorem 2. Let us mention that, in this case, the proof is easier because system (3.7) has
a simpler form,
λvk − vk+1 = fk, k = 1, . . . , n− 1,
λvn +
n∑
k=1
An−k+1vk = fn.
The operator J : v → Jv := (Jnv1, . . . , J1vn) is the embedding operator from +˙n−1k=0 En−k into +˙n−1k=0 En−k−1 and
4 For p > 2 the existence of one such ray is enough.
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(
J;
n−1
+˙
k=0
En−k,
n−1
+˙
k=0
En−k−1
)
 Cj−p, j = 1,2, . . . .
Then, we apply Theorem 1 to the operator A. 
Remark 7. Note that in Theorem 3, we consider the best case of p > 0 (see condition (2)), and not p > 12 , and
angles less than pπ (see condition (4)), and not (p − 12 )π , in contrast to Theorem 2, because we do not use here(non-improved) Lemma 3 (see Remark 2) as it was used in the proof of Theorem 2. Therefore, in the case of one
operator pencil in a Banach space we have the best result like to an operator pencil in a Hilbert space (see [13] or [14,
Theorem 2.3.3]).
Appendix A
Let E be a Banach space and let A ∈ B(E) have approximation numbers sj (A;E,E), j  1. If∑∞
j=1 s
q
j (A;E,E) < ∞ for some 0 < q < ∞, then A is called Cq -operator. The symbol Cq(E) will denote the
set of all Cq -operators acting on E, 0 < q < ∞. From [10, 2.3.4 and 2.4.11] it follows that each Cq -operator is a
compact operator.
A closed densely defined unbounded operator A in E is discrete if there is a number λ0 in its resolvent set ρ(A)
such that the resolvent R(λ0,A) is compact in E.
A discrete operator A in E is said to be a Cq -discrete operator if there exists a point λ0 ∈ ρ(A) such that
R(λ0,A) ∈ Cq(E).
Theorem J. (See [2, Theorem 4.5].) Let 0 < q < ∞ be fixed and let A be a Cq -discrete operator in a separable,
reflexive Banach space E with nonempty spectrum. Assume that there exist rays5 	k with the angles between adjacent
rays less than π
q
and a positive integer N such that∥∥R(λ,A)∥∥ C|λ|N, λ ∈ 	k, |λ| → ∞.
Then, the spectrum of the operator A is discrete and a system of root vectors of the operator A is complete in the
space E, i.e., sp(A)|E = E.
Note that the theorem is a generalization of the corresponding theorem in a separable Hilbert space, proved in
the book by N. Dunford and J.T. Schwartz [3, II, Corollary 11.9.31], but with an additional assumption about the
existence of a nonempty spectrum. In the framework of Hilbert spaces, it follows from the proof that the spectrum
is not empty, even discrete. J. Burgoyne essentially uses theorems from [3, III, §XIX], in particular, a special linear
manifold (in her notation M∞) the construction of which assumes the existence of the spectrum of the operator.
Then, discreteness and completeness are proved. In any case, the above Theorem J is the first and still the only
direct generalization (from Hilbert spaces to Banach spaces) of the striking result [3, II, Corollary 11.9.31] (during
last 45 years). The “unpleasant” restriction (the existence of a nonempty spectrum) in our abstract theorems will be
checked in applications to ODEs and PDEs in our separate paper which will be devoted only to applications of the
obtained in this paper abstract results.
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