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I. INTRODUCTION
Digital ocular fundus images are very popular for the detection of a number of eye related pathologies [1] . This opens up the possibility of applying image processing techniques in order to facilitate and improve diagnosis in many ways. First, manual analysis can be improved by using image enhancement methods. Second, the problem of early detection of abnormalities like Diabetic Retinopathy (DR), glaucoma and Macular degeneration may be resolved by a computer assisted mass-screening approach. Third, image registration techniques can be used in order to compare images taken at different examinations quantitatively. This comparison is essential for monitoring of the disease and assessing the improvements due to treatment. Automatic detection of macula is indispensible in all these image processing applications with retinal fundus images. Macula is a highly sensitive region of the retina responsible for the detailed central vision [2] . The fovea is the macula center, which is the retina central zone (about 2mm of diameter).The diagnosis of age related macular degeneration is typically undertaken through the inspection of macula. Also macula detection is inevitable for the detection of abnormalities, since the macula has similar attributes in terms of brightness, color and contrast, and most algorithms make use of these characteristics for their detection. Macular oedema is a special case of diabetic retinopathy caused by leakage of blood vessels in the macular region.
Over and above that, the macula can be seen as a landmark or reference and it can be used for a coarse registration of retinal images in order to reduce the search space for a finer one. Moreover, its detection is one of the initial steps in understanding ocular fundus images. A number of macula detection methods have been reported to locate it within retinal images. The diameter of the macula delivers a calibration for measurements that are done in retinal images. The location of macula, the centre of vision, is of great importance, as lesions in the macular region can immediately affect vision. The proposed method requires no prior knowledge of the retinal features like blood vessels and optic disk, so is simpler and more efficient for implementation. At the same time, this method does not just detect the position of the macula; it extracts most macular pixels accurately.
II. BACKGROUND
Automatic detection of anatomical structures in retinal images using digital image processing has received considerable attention during the past two decades and numerous approaches have been proposed in the literature. Vidyasagar et al. [2] reported that macula can be detected simply by masking out the vessel pixels using the result of blood vessel detection and finding the darkest cluster of pixels near the optic disc. However this requires a prior knowledge of optic disc and blood vessels in the retina. A method for the detection of the macular center was presented by Sinthanayothin et al. [3] . In this approach a template based algorithm was used, combined with the morphological properties of the eye. The system showed an accuracy of 80.4% on 100 images. Li et al. [4] presented a model based approach in which a snake was used to extract the vascular tree based on the location of the optic disk. Then, the information from the snake was used to find the macula center. The authors reported an accuracy of 100% for optic disk localization and 100% for macula localization in 89 digital retinal images. Mari˜no et al. [5] have introduced an approach to detect macula and fovea. But unfortunately, like most of the existing methods, this also requires a prior knowledge of optic disc and the retinal vasculature; hence it is computationally complex and time consuming. Ashok kumar et al. [6] suggests a simple and more efficient method for automatic optic disc localization.The approach by Tobin et. al [7] for macula localization also relies on the segmented retinal blood vessels. But along with this, the macula detection may be complex and time consuming.
We, human beings, have a unique capability to easily find imperfections in spatial structures. This visual mechanism works even when we do not know what the ideal pattern is and what the possible types of defects are. Just by looking at a relatively regular structure containing an imperfection, we can usually tell what is wrong there [8] . When it comes to diagnosis, computer implementation using an algorithm becomes complex and is not 100% reliable. Hence all computers assisted methods of feature detection and diagnosis in retinal images needs a final opinion from an expert.
Unfortunately, most of the algorithms used today for retinal feature localization or detection are computationally intensive and are less accurate, particularly in the presence of a number of pathologies and varying levels of illumination. The proposed algorithm is simple, does not require any prior knowledge of other retinal features and is more efficient for implementation. There is no mathematical complexity involved as in other methods and hence there is a significant improvement in computational time also. This algorithm has been evaluated on a subset of the MESSIDOR 1 image database with various visual qualities such as illumination levels and pathologies.
III. PRE-PROCESSING
The macula lutea or macula is a yellow spot near the center of the retina, with a diameter of about 1.5 mm and is often defined as having two or more layers of ganglion cells. In retinal fundus images, the macula appears as a dark region nearby the centre of the image. Near the centre of the macula is the fovea, a tiny area responsible for our central, sharpest vision. Unlike the peripheral retina, it has no blood vessels; instead, it has a very high concentration of cones, allowing for the appreciation of colour. It is the darkest part in most fundus images; in some images it is not obvious to human eyes due to bright lighting or being covered by lesions [9] . One important issue in fundus images is that retina is not a plane surface and therefore light doesn't have a uniform distribution, producing images with non-uniform illumination and consequently with different contrast areas. Vignetting is often an unintended and undesired effect caused by camera settings or lens limitations. The goal of illumination correction is to remove uneven illumination of the image caused by sensor defaults (vignetting), non uniform illumination of the scene, or orientation of the surface.
Retinal image preprocessing consists of correction of non-uniform luminosity, color normalization and contrast enhancement. In this work we use a method of luminosity correction that is based on segmentation of background pixels and subsequent computation of luminosity function based only on the background image [10] . The advantage of this approach is that it does not produce any ringing effect.
IV. BITPLANE DECOMPOSITION
The grey level of each pixel in a digital image is stored as one or more bytes in the computer. When the grey level is represented as a single byte, it is called an 8 bit image, representing grey level values in the range 0 to 255. Decomposing a digital image into its bit planes is useful for analyzing the relative importance played by each bit of the image. Instead of highlighting gray level images, highlighting the contribution made to total image appearance by specific bits is examined here [11] . In a representative 8 bit gray level image, each pixel in an image is represented by 8 bits. The image is composed of 8, 1-bit planes ranging from bit plane 0 (LSB) to bit plane 7 (MSB). In terms of 8-bits, plane 0 contains all the lowest order bits in the bytes comprising the pixels in the image and plane 7 contains all the higher order bits. Thus bitplane decomposition of an 8 bit image yields eight binary images. The bit-plane representation of an 8 bit image is shown in Fig. 1 For the pre-processed retinal images, bit-plane 0 and bit-plane 1 are carrying significant information corresponding to the position and shape of the macula. Bit-planes 0 and 1 of the chosen image are shown in Fig.  6 and Fig.7 respectively. As bit-plane images are binary images, they are highly suited for subsequent morphological image processing.
In general, the higher order bit planes contain a majority of visually significant data while the lower order ones contribute to more subtle details in an image. On examining the eight bit planes of the image, the lower order bit planes are found to carry vital information regarding the location and shape of the macula in the image. 
V. MATHEMATICAL MORPHOLOGY
Mathematical morphology (MM) is the science of appearance, shape and organization. MM deals with nonlinear processes which can be applied to an image to remove details smaller than a certain reference shape called the structuring element [12] . MM is also the foundation of morphological image processing, which consists of a set of operators that transform images according to the above characterizations. The most widely used morphological operations used in image processing are dilation, erosion, opening and closing. MM was originally developed for binary images, and was later extended to grayscale functions and images. In MM, top-hat transform is an operation that extracts small elements and details from given images. There exist two types of top-hat transforms. The white top-hat transform, which is the difference between the input image and its opening by some structuring element, and the black tophat transform which is defined as the difference between the closing and the input image. Top-hat transforms are used for various image processing tasks, such as feature extraction, background equalization, image enhancement, and others. Binary images are best suited for performing morphological operations. The images obtained after bit plane decomposition are binary images, which are thus suitable for performing morphological operations [13] . Dilation is an operation in which the binary image is expanded from its original shape. The degree of expansion is controlled by the structuring element. The dilation process is similar to convolution, in which the structuring element is reflected and shifted from left to right and then from top to bottom. In this process, any overlapping pixels under the centre position of the structuring element are assigned with 1 or black values. If X is the reference image and B is the structuring element, the dilation of X by B is represented as
where ̂ is the image B rotated about the origin. When an image X is dilated by a structuring element B, the outcome element Z would be that there will be at least one element in B that intersects with an element in X. Erosion operator is a thinning operator that shrinks an image. The amount by which the shrinking takes place is determined by the structuring element. Here, if there is a complete overlapping with the structuring element, the pixel is set white or 0. The erosion of X by B is given as
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In erosion, the outcome element Z is considered only when the structuring element is a subset or equal to the binary image X.
Opening is done by first performing erosion, followed by dilation. Opening smoothens the inside of object contours, breaks narrow strips and eliminate thin portions of the image. It is mathematically represented as
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Closing operation does the opposite of opening. It is dilation followed by erosion. Closing fills small gaps and holes in a single pixel object. The closing process is represented by ( ) Closing operation protects coarse structures, closes small gaps and rounds off concave corners.
Morphological operations are widely used in the detection of boundaries in a binary image. For an image X, the following can be applied to obtain a boundary image ( ) ( )
where, the operator ' ' denotes dilation, ' ' denotes erosion and ' ' indicates set theoretical subtraction. Most binary morphological operations have natural extensions to gray scale processing. Some, like morphological reconstruction, have applications that are unique to gray scale images, such as peak filtering.
VI. THE METHODOLOGY
The RGB image obtained from the fundus camera after pre-processing is separated in to its component images viz. Red, Green and Blue channels. On separating the RGB image in to its components, the green channel is found to exhibit a better contrast level. So only the green channel is selected for further processing. The contrast of the green channel is further increased by adding the image to the top-hat filtered image, and then subtracting the bottom hat filtered image from the same. This contrast enhanced image of the green channel is shown in Fig． 4. This image is then converted in to a gray scale image and its histogram is computed. Later on, histogram equalization is performed on this image and is shown in Fig． 5. Now bit plane slicing is done on the image to decompose it into its bit planes. The lower order bit planes are preserved for further processing and the higher order ones are discarded. Fig． 6 and Fig． 7 shows bit plane 0 and bit plane 1 respectively for a representative retinal image. Bit plane 0 is now opened by a suitable disc shaped structuring element to obtain a clear dark region corresponding to the macula. This image is then complemented to take advantage of a white region corresponding to the macular region. Again an opening operation is performed with a disk shaped structuring element to obtain an image such as shown in Fig．8. A suitably processed bit plane 1 can be used to compensate for errors, if any, in the previous operation. The most severe errors in this stage are found to occur at the crossing of main blood vessels in the retina in certain images.
The matlab function 'bwperim' is used to obtain the outline of the macula. This outline is subsequently dilated by a carefully selected structuring element to obtain an image as shown in Fig. 9 . Now the macula and subsequently fovea may be localized by superimposing the outline on the original grayscale image as shown in Fig. 10 .
The algorithm has been tested and compared with the commonly used methods and the results show that the method proposed here can not only detect macula but also provide a more acceptable location of the fovea as well.
VII. RESULTS AND DISCUSSION
346 million people worldwide have diabetes. More than 80% of diabetes deaths occur in low-and middleincome countries [14] . Diabetic retinopathy (DR) is a major cause of blindness today. Blindness from DR is responsible for about 20 percent of new cases of blindness between the age group of 45 and 74. Laser photocoagulation can slow down the progression to blindness, if DR is detected in its early stages. However this is not an easy task because DR patients do not perceive symptoms until visual loss develops and this happens in the later stage of the disease, when treatment is less effective. In order to ensure that diabetic patients receive treatment on time, yearly fundus eye examination is advised by physicians. However growing incidents of diabetes increase the number of patients and as a consequence the number of images that need to be reviewed by experts. In addition, the high cost of examinations and the lack of specialists prevent many patients from receiving effective treatment. Due to these reasons, an expert system for the automatic detection of such anomalies has inspired much research in this direction. Macula segmentation is of paramount importance in developing automated diagnosis expert system for DR. Any impairment in the macula can immediately affect vision. Macula segmentation is a key step in almost all algorithms used to identify fundus features automatically. Furthermore macula detection is important for automatic diagnosis of other ophthalmic pathologies also. Given the fixed position relationship between optic disc (OD) and macular center, OD position can be used as a reference to locate macular area. Most of the algorithms available today depends on this feature and thus requires a prior knowledge and segmentation of OD. Due to similar color tone to some other lesions and abnormalities such as hemorrhages, accurate macula identification can be valuable to reduce the false positive rate of algorithms designed to detect those lesions. Unfortunately most of the algorithms used today for macula localization or detection are computationally intensive, requires prior information on OD and retinal vasculature, and are less accurate, particularly in the presence of pathologies in the human retina. There are large influences of human errors and subjectivity on the results of inspection by a human expert also. Presence of other factors such as noise, non-©2013 Engineering and Technology Publishing uniform illumination and variety of defect types in retinal imagery make the detection of features and pathologies in fundus images a challenging problem. The algorithm has been implemented by using Matlab version 7.9 (Release 2009 b) and is found to be reasonably fast and accurate than the existing computationally intensive methods. It could differentiate dark lesions and hemorrhages present in fundus images of the human retina with that of macula. The results are promising even when it is applied to localize macula on images with varying lighting or exposure levels and with varying pathologies like macular edema.
The proposed algorithm is simple and more efficient for automation. There is no mathematical complexity as in other methods and hence there is a significant improvement in computational time also. Moreover, this method does not just detect the macula but can extract the shape and size of it also. The algorithm has been evaluated on a subset of the MESSIDOR 1 image database with various visual qualities. It is found to be superior to the existing ones in terms of computational speed and accuracy. Several images with both eyes and with or without pathologies were also tested using the algorithm. The false alarm rate is found to be less than 5% even in low contrast images with multiple defects. Our algorithm has an average accuracy of 96%. The main attraction of the proposed method is its simplicity, accuracy and saving in computational time. Moreover this algorithm does not require a prior knowledge of other retinal features for the detection of macula. This algorithm demonstrates its strong ability to differentiate macula from other regions in the image. The method works pretty well even when the input image is a low-contrast one. The experimental results demonstrate that the proposed algorithm is fast and robust.
VIII. CONCLUSION
A novel macula localization and extraction algorithm is proposed in this paper. The algorithm is superior to the existing algorithms in terms of computational time and accuracy.
