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CHAPTER 1

INTRODUCTION

1.1 Key Opportunity
The use of increasingly complex devices has expanded to cover nearly all facets
of modern life. Furthermore, the expectation is that newer systems must perform better,
require less energy, increase user safety, and implement various degrees of automation.
To that end, there has been a strong demand for the development of robust control
algorithms in industries ranging from transportation to consumer electronics to biotech to
defense.
One such class of algorithms is the sliding mode controller (SMC). In the 1950’s
variable structure controls (VSC) first gained notoriety as a robust class of controllers,
and shortly after, sliding mode controls were introduced by Russian controls researchers
[1],[2]. These characteristically discontinuous controllers offer robust performance even
when faced with uncertain system parameters or external disturbances, and they have
been the subject of increasing interest and research efforts.
Because controllers can be used in critical areas where failures could mean
damage or injury, they must be implemented with a high degree of reliability and
predictability. Ideally, control algorithms should undergo rigorous simulation and
hardware testing for robustness and performance goals before they are implemented in a
1

finished product. In this study, several controllers including popular sliding mode
controllers are implemented in a robotic system for characterization and comparison
based on simulation and hardware tests.

1.2 Problem Overview
The performance of seven control algorithms was characterized when
implemented in a 5-link 2-degree-of-freedom (DOF) robotic drawing system. The
characterization was performed while error tracking a previously designed command
signal in task space. Furthermore, the development of an accurate simulation model was
created to allow additional performance comparisons with an added external disturbance
signal.

1.3 Study Objectives
The study presented in this paper had several goals. Initially, the accuracy of the
mathematically-derived robot system had to be established to validate the results of the
simulation testing. The simulator allowed the development and preliminary testing of the
controllers for hardware implementation. When the hardware and simulator
implementations were configured, the controllers were then tested with the following
metrics in mind:


Time to achieve target command signal



Overall error in respect to command signal



Energy use



Performance when confronted with external disturbances
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A secondary objective for this study was to create documentation to allow the use
of the robot system for future testing by students and faculty. The development of an
accurate mathematical system will allow extended algorithm development, and a
simplified, documented hardware implementation model will facilitate moving from
simulator testing to physical hardware trials quickly with less possibility of damage to the
machine. It will be beneficial to the department to have a tool where new controllers can
not only be simulated but physically implemented.

1.4 Study Approach
Two previous, non-published studies in sliding mode control had been performed
prior to the beginning of this paper. The first study involved the implementation of the
super-twisting control algorithm for a particular brushed DC motor. The study concluded
with simulations only, though hardware was developed for further testing. A second
study implemented the super-twisting control algorithm on the same robot used in this
study. That study used hardware models from the manufacturer for implementation, and
a full characterization of the system and controller were not performed. Those studies
served as additional impetus to perform the work done for this thesis.
The initial push made in this study was to develop a standalone simulator for the
robotic drawing system. The simulator served multiple purposes. First, it allowed
development of controllers without necessitating access to the robot system. This is
much more convenient and helps prevent damage to the device by poorly constructed or
tuned controllers. The model required forward and inverse kinematics development to
work in task space. The robot linkage and motor mathematical models had to be
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developed and combined in order to be realized. All necessary parameters had to be
gathered either experimentally or from datasheets. The final verification was that the
simulator outputs matched the outputs derived from the second study listed above.
In order to properly characterize the controllers, a challenging command profile
signal needed to be developed. Rather than create a single command profile, a script was
created that extracts edge information from 1-bit depth bitmap images to serve as the
command signal. This tool allows custom images to be drawn by the instrument that can
provide varying levels of challenge to the control algorithm. It will be useful for others
performing development with this instrument as well. Similarly, a tool was needed to
create diverse disturbance signals that would be consistent across the range of controllers
being tested. A second script was developed where users may develop and save
pseudorandomized signals as disturbance inputs.
With the standalone simulator complete and signal inputs developed, the
controllers were then developed, implemented, and tuned. The model for implementation
on the robot for physical hardware tests was then developed. This model was required to
be able to account for peculiarities of the real-time MATLAB kernel from which it runs.
The model was developed with a hardware mode and simulator mode to ensure that the
data gathered was as consistent as possible. Finally, a batch script was developed that
allows the user to test all of the control algorithms consecutively in the hardware and
simulator, saving the data from each run for analysis. The data presented in this paper is
from those runs.

4

1.5 Literature Review
Searches for literature revealed many texts with information about robotic system
modeling, sliding mode control algorithm development and simulation, or
implementation of single, particular control algorithms with hardware. Though the
objectives of this study involved combining all of the above, there was ample literature
available relevant to each of the phases of this study.
The initial push of this study was to develop a mathematical model of the robotic
system for creation of a simulator. The basics of robot modeling have been covered in
numerous textbooks. Robotic kinematics development is relatively straightforward, but
the robot dynamics derivations are complex due to the semi-parallel configuration of the
links. References [6], [7], [8], [9] detailed various methods for approaching the modeling
of nonlinear, parallel robot systems. The actual controls implementation of the papers
was specialized to their respective platforms. The robotic setup in [5] was similar enough
to the Quanser robot that many of the steps taken for deriving system dynamics could be
followed with only slight modification. The author of this paper was also helpful in
clarifying the data within it. Additional information about brushed DC motors and their
modeling was available from references [11] and [13].
There are many papers referencing sliding mode control techniques, but the
references [1] and [2] served as the go-to standard for information on implementing and
tuning SMCs. The work done in [12] and [13] was also directly applicable and helpful
for troubleshooting implementation issues. PID and PD controller resources are
ubiquitous, and in this study, most of the information was gleaned from sources [4] and
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[10]. The source [3] provided background on a variety of topics including kinematics
derivations and system dynamics modeling.

1.6 Thesis Overview
The material presented in this paper is ordered like an expanded publication.
Chapter 2 of this paper provides an overview of the hardware used in this study including
the robot hardware and interfaces and software. In chapter 3, the derivations of the robot
modeling are presented including kinematics, robot dynamics, motor dynamics, system
parameters, and the combined system model. Chapter 4 summarizes the basics and
development of the sliding mode and other controllers used in this study. Chapter 5
details development of the environment components used during experimentation. These
components include signal creation scripts, the standalone simulator, and the combined
hardware/simulator interface. Chapter 6 documents the results from the experimental
trials, and in chapter 7, further analysis is conducted on those results. The paper
concludes in chapter 8 with notes on the results.
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CHAPTER 2

2-DOF PLANAR ROBOT SYSTEM OVERVIEW

2.1 Quanser 5-Link 2-DOF Planar Robot Description
The platform chosen for vetting the control algorithms in this study is a 5-link 2degree of freedom (DOF) planar drawing robot. The robot is manufactured and sold by
Quanser as a research and education tool for control and robotics/automation studies, and
it is part of the UAH college of electrical and computer engineering controls lab.

Figure 2.1 Picture of the Quanser 2-DOF planar robot
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The robot links form a pentagonal geometry, and the location of the end effector
is a function of the geometrical configuration and the angle of the two input motors. An
interface to a PC with MATLAB and Simulink software is required for operation. The
user is able to make adjustments to the system model in Simulink then run the model in
real time on the robot. This powerful feature makes the robot a good choice for
experimentation and algorithm development. The robot has a magnetic frame that holds
down half-sheet cardstock and a pivoting pen holder that raises or lowers a drawing
instrument to the paper.

2.2 Robot System Components
The robot system includes four main pieces of hardware: a PC, a USB data
acquisition interface (DAQ), an amplifier unit, and the robotic linkage unit.

Figure 2.2 Labeled picture of the planar robot components
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The USB DAQ provides analog and digital inputs and outputs between the PC
and amplifier unit. The amplifier unit receives input commands from the interface and
conditions the command to a pulse-width modulated (PWM) signal which is sent to the
robot motors as well as a digital command for the end effector solenoid. The motors in
the robotic linkage unit receive the PWM signal and rotate harmonic drive gearboxes
attached to the robotic linkage, moving the end effector location through the task space.
The pen in the effector is raised and lowered depending on the command voltage sent to
the solenoid fixed on the arm links. As the motors rotate, encoders send signals back to
the amplifier unit that in turn sends the signals back to the USB interface for use in the
PC software. The PC used in this study runs a Windows 7 x64 operating system and has
an Intel Core i5 processer with 8 GB of RAM, though other configurations should
technically provide the same results [14].

Figure 2.3 Diagram of the robot system component setup and the signal flow between them
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Due to the proprietary nature of the device, additional information about the
amplifier unit and DAQ are not well defined. The system has been designed to make
those units transparent in the experimental run process; however, as will be seen later,
there are some residual effects that affect the output from the robot. Also, the robot was
designed to work with a large, felt-tip pen. Unfortunately, such a pen delivers extremely
low resolution drawings. An adapter was designed and fabricated to allow the robot to
work with a mechanical pencil for a higher resolution physical output.

Figure 2.4 Picture showing the pen actuator and the fabricated brass pencil adapter
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2.3 Quarc Software
The most powerful aspect of the Quanser robot is its software interface. As
previously mentioned, the robot is designed to run using MATLAB R2011b with
Simulink. A Windows Real Time Kernel is implemented in the QuaRC v2.2 software
bundled with the robot system. This kernel allows the user to create models in Simulink
that are compiled through MATLAB using the MS Visual Studio 10 Express framework,
then run them in real time on the hardware. As the Simulink model runs, the data is
stored in real time on the computer.
Also bundled with the robot were several models that provided demonstration of
the system’s capabilities. These include a calibration model, a model to check the system
I/O, and models that show task or joint space tracking of sigmoidal input waveforms
using PD or PID control loops. Prior to this study, only slightly modified versions of the
demo models had been tested on the device.
Because QuaRC was developed with the MATLAB real time kernel, the software
includes a full library of custom commands used to interface with Quanser hardware (or
custom hardware) inside MATLAB using scripts. Some of the basic connectivity and run
commands were used in this study, but the library is extensive and contains many
capabilities not seen in this study.
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2.4 Operational Overview
This section is designed to give the reader an idea of how the Quanser robot is
operated on a step-by-step basis.
1. The PC and amplifier unit are both powered on.
2. MATLAB application is started.
3. The bundled setup script is run to initialize parameters in the MATLAB
workspace.
4. The bundled calibration model is loaded in Simulink.
5. The model is built. This compiles the model and downloads it to the
hardware.
6. Two threaded posts are threaded onto the robot table surface, and the links
are moved to contact them for a calibration position.
7. Simulink is then connected to the external target, and the model is run.
Calibration of the robot has now occurred, and the location of the drawing
point is kept unless the robot is powered off or has an error.
8. The threaded posts must be removed from the table and set aside to avoid
damage to the machine.
9. The desired model is loaded in Simulink. If additional parameters are
required in the workspace, they must be added in addition to the
parameters saved by the initialization script.
10. The model is then built and downloaded to the hardware.
11. Simulink is then connected to the external target, and the model is run.
12. Saved data can be accessed like any other data from Simulink runs.
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As seen from the above steps, the process has been well integrated into the
Simulink environment, and the process is similar to running regular Simulink models
with only a few additional steps added. With the included QuaRC library commands,
running these external hardware models is seamlessly integrated into the MATLAB
environment.

13

CHAPTER 3

ROBOT SYSTEM KINEMATICS AND DYNAMICS MODELING

3.1 Introduction
An important part of this study was the development of a mathematical model for
the Quanser robot used. The robot as provided from the manufacturer contained no
documentation about the system plant, and the preloaded Simulink models hid much of
the underlying operational components. While such a tool is useful for exploring the
robotic hardware with the predefined controllers, a rigorous study of the robot required
that the system dynamics be known. Mathematically deriving the system dynamics
allows for proper design and tuning of control algorithms and validation of the Quanser
system’s performance.
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3.2 Assumptions
In the course of deriving the system kinematics and dynamics, several
assumptions were made. These assumptions include the following:


The robot linkage is in a semi-parallel configuration. The dynamics derivations,
however, treat the links as two separate, serial linkages.



The joints and bearings are considered ideal – the friction forces are not modeled.



So-called “constraint forces” exist within the semi-parallel link configuration that
are not modeled. These forces are the linkages pushing against themselves and
are auxiliary to the friction forces [5].



The harmonic drives models are nonlinear, so the drives are treated as linear, ideal
gearboxes [3].



In order for the kinematics calculations to hold true, the system must maintain a
concave pentagon shape.



Since the robot is a planar configuration, no potential energy was modeled for the
system.



The robot motors were modeled using datasheet parameters not actual values. In
the system model, the motors are tuned identically.

3.3 Robot Kinematics
As mentioned previously in this paper, it was desirable to operate the robot in task
space rather than joint space. Operating in joint space implies that the command signal is
fed to the controller as joint commands. In this case, the command would be the desired
angle of each motor. Unfortunately, the output from operating in joint space would be
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unintelligible. Because the function of the robot is to draw, it makes much more sense to
operate in task space with a coordinate system. In task space, the command input is a
pair of signals – a signal for the x axis, and another for the y axis.

Figure 3.1 Overhead diagram showing the robot links and task space geometry

Figure 3.1 displays the relationship of the robot to the allowable task space.
Theoretically the correct task space should exist anywhere the concave pentagon shape of
the robot linkage is maintained. However, due to the mounting position of the motors
and the encoder feedback information, the boundaries of the task space maintained by
proper geometry for kinematic considerations is somewhat lessened to the amounts seen
above. The values above were derived experimentally by calibrating the robot then
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manually moving the arm throughout the task space to see where the kinematic
definitions failed.
In order to operate in task space, the robot kinematics had to be established. The
kinematics allowed the translation of signals from task space to joint space (inverse
kinematics) and vice versa (forward kinematics). The signal flow using kinematics is
shown in figure 3.2.

Figure 3.2 Diagram showing the signal flow in the model

The command signal is fed in, and the inverse kinematics translate the coordinates
to joint angle commands. These commands are input to the controller and plant which
output a joint movement. That joint movement is translated back to coordinates using
forward kinematics. The accuracy of the system can be represented more meaningfully
and quantified with distance measurements by comparing the coordinate command signal
versus the machine’s actual coordinate path derived by the forward kinematics.
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A previously studied method for developing kinematics equations was initially
tried for this system. That method involves the following steps to derive the system
kinematics [3]:


Establish a base frame for the robot links.



Create so-called transition matrices for each link that describe the new
coordinates at the link end using the Denavit-Hartenberg convention.



The combined transition matrices are a function of the original base frame
orientation and can be broken into a displacement matrix and rotation matrix.



The forward kinematics are easily derived from the displacement matrix.



The inverse kinematics can be derived by reversing the method; by knowing the
orientation of the end effector and plugging into the transition matrix equations,
the base frame orientation can be found by solving the system of equations.

This method is quite useful because the transition matrix can be used in finding
the robot linkage dynamics equations. At the heart of the system dynamics equations is
the energy equations for the system; the transition matrix can be used in the derivation of
the velocity kinematics which are used to determine the kinetic energy of the system.
Unfortunately, the common method detailed above proved very difficult to use in
this robotic system with its parallel linkage. As such, no simple transition matrix can be
derived because the internal angles of the robotic linkage are functions of multiple
controlled joints, not a single joint. The inability to create a practical transition matrix
meant that the kinematics had to be derived geometrically, and a different method was
needed to obtain velocity equations for the kinetic energy equations for the links. The
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specific, geometric approach to deriving the kinematics equations is detailed below, and
more information about the dynamics derivations are detailed further on in this chapter.

3.3.1 Forward Kinematics
A geometric approach was taken to calculate the forward kinematics for the
system. As mentioned in the assumptions section, the kinematics derivations require a
concave pentagon configuration for the robot linkage.

Figure 3.3 Correct concave pentagon geometry (left); incorrect convex geometry (right)

The diagram in figure 3.4 represents the configuration of the robot links and the
parameters used for forward kinematics derivations [14]:
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Figure 3.4 Diagram used for forward kinematics derivations

In the diagram above, the angles q1 and q2 are the motor angles and are known.
The link lengths Li and the distance between the motors d are also known. Initially, the
values A, B, H, and G are calculated as
𝐴 = 𝐿1 cos(𝜋 − 𝑞1 )

(1)

𝐵 = 𝐿1 sin(𝜋 − 𝑞1 )

(2)

𝐺 = 𝐿2 sin(𝑞2 )

(3)

𝐻 = 𝐿2 cos(𝑞2 ).

(4)

The distance I between the ends of links 1 and 2 can then be calculated as
𝐼 = √(𝐵 − 𝐺)2 + (𝐴 + 𝑑 + 𝐻)2 .

(5)

Using the law of cosines, the angle θ6 is established as
𝐿24 −𝐼2 −𝐿23

𝜃6 = cos−1 (

−2𝐼𝐿3

),

(6)

while angle θ4 is
𝐵−𝐺

𝜃4 = tan−1 (𝐴+𝑑+𝐻).

(7)
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Angle θ3 can then be calculated to be
𝜃3 = 𝜃6 − 𝜃4 .

(8)

Note that this angle is a function of both q1 and q2. In a serial kinematic chain, this angle
would be a function of a single parameter – the actuator of link 3. As noted before, this
function of two variables is what causes such nonlinearity in this system.
With the values above established, the coordinates of the end effector can be
determined as a function of the motor angles with point o as the origin. The position
value, which is straightforward and simple to implement in software, is equal to
{

𝑥 = −𝐴 + (𝐿3 + 𝐿5 )cos(𝜃3 )
𝑦 = 𝐵 + (𝐿3 + 𝐿5 ) sin(𝜃3 ) .

3.3.2 Inverse Kinematics
Deriving the inverse kinematics for the parallel kinematic chains is a slightly
more complicated process then the forward kinematics. The diagram in figure 3.5 was
used during the calculation of the inverse kinematics [14]:

Figure 3.5 Diagram used with inverse kinematics definitions
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(9)

The aim of the inverse kinematics approach was to calculate the individual angles
α, ψ, γ, and φ above. First, ψ is simply calculated as
𝑦

𝜓 = tan−1 (𝑥 ).

(10)

𝐽 = √𝑥 2 + 𝑦 2 ,

(11)

The length J is

and using the law of cosines
(𝐿3 +𝐿5 )2 −𝐽2 −𝐿21

𝛼 = cos −1 (

−2𝐽𝐿1

).

(12)

Inversely from before,
𝑦−𝐵

𝜃3 = tan−1 (𝑥−𝐴 ).

(13)

Next, the coordinates of point P2 were calculated as
{

𝑥2 = −𝐴 + 𝐿3 cos(𝜃3 )
𝑦2 = 𝐵 + 𝐿3 sin(𝜃3 ) .

(14)

Lengths K and M can be then figured as
𝐾 = √𝑥22 + 𝑦22

(15)

𝑀 = √(𝑥2 − 𝑑)2 + 𝑦22 .

(16)

The law of cosines must then be used in order to calculate angles φ and γ,
𝐿24 −𝑀2 −𝐿22

𝜑 = cos−1 (

−2𝑀𝐿2

)

𝐾2 −𝑀2 −𝑑2

𝛾 = cos −1 (

−2𝑀𝑑

(17)

).

(18)

The motor angles q1 and q2 are then simply
{

𝑞1 = 𝛼 + 𝜓
𝑞2 = 𝜋 − 𝛾 − 𝜑.

(19)
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While this process is more involved than working in reverse order by solving a
system of equations using the transition matrix method, implementation in software is
quite simple. With these results, the forward and inverse kinematics of the system were
completed and implemented into the system models in Simulink.

3.4 Dynamics Derivations
The forward and inverse kinematics were derived first in order to gain some
familiarity with the system. The system dynamics derivations were essentially broken
down to three parts: first establishing the energies of the robot links in the kinematic
chains, then finding the energies associated with the actuators, in this case the DC
brushed motors, and finally combining the equations for the full system dynamics.
In order to complete the dynamics derivations, the system was treated as two
separate, serial kinematic chains instead of a single parallel linkage [5]. As noted in this
chapter’s introduction, the use of the transition matrix to calculate the forward and
inverse kinematics was not practical due to the parallel structure of the robot links; thus
that same method would not be used to find the velocity kinematics for this system.
Instead, the system velocities were found geometrically, and the inertias were input as
parameters that were later provided by the manufacturer.

3.4.1 Robot Dynamics
The approach to finding the robot dynamics involved first finding the kinetic
energy involved in the system and subtracting the potential energies. Because the robot
is a planar configuration and operates with no change in the z axis, there is no change in
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potential energy. The kinetic energy is first found as the sum of the translational and
rotational kinetic energies,
𝐾 = 𝐾𝑡 + 𝐾𝑟 .

(20)

The translational kinetic energy is a function of the mass and velocity of the link,
1

𝐾𝑡 = 2 𝑚𝑣 2 .

(21)

The rotational kinetic energy is a function of the moment of inertia and the angular
velocity of the link,
1

𝐾𝑟 = 2 𝐽𝜃̇.

(22)

The Lagrangian of the system is therefore
𝐿 = ∑5𝑖=1 𝐾𝑖 − 𝑃𝑖 = ∑5𝑖=1 𝐾𝑖 .

(23)

The Euler-Lagrange equation is defined as
𝑑

𝑑𝐿

𝑑𝐿

𝜏 − 𝜑 = 𝑑𝑡 (𝑑𝑞̇ ) − 𝑑𝑞 = 𝐷(𝑞)𝑞̈ + 𝐻(𝑞, 𝑞̇ )

(24)

where τ is the torque input and φ is a load or disturbance. Note that the Euler-Lagrange
equation provides the torque as a function of angle derivatives. This form is quite
convenient because it defines the robot link dynamics generically and allows for actuator
dynamics to be combined simply with a torque input substitution.
The general strategy for determining the robot link dynamics being established,
the specific derivations for the particular robot used in this study were then detailed. As
mentioned, the parallel linkage was first broken into two serial kinematic chains as seen
in figure 3.6 and corresponding table 3.1.
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Figure 3.6 The semi-parallel linkage was broken into two serial kinematic chains for dynamics derivations

Full Linkage

Serial Kinematic Chain 1

L1

Link 1 length

La1

Length of first chain link 1

L2

Link 2 length

Lb1

Length of first chain link 2

L3

Link3 length

ra1

Distance from oa1 to La1 CoM

L4

Link 4 length

rb1

Distance from ob1 to Lb1 CoM

L5

Link 5 length

Θa1 Motor 1 angle

d

Distance between motors

Θb1 Angle between Lb1 and ob1 x axis

Θ1 Angle between Link 1 and Link 3

oa1

Origin of first chain link 1 frame

Θ2 Angle between Link 2 and Link 4

ob1

Origin of first chain link 2 frame

q1

Motor 1 angle

q2

Motor 2 angle

o

Origin for geometrical purposes

Serial Kinematic Chain 2
La2

Length of second chain link 1

Lb1

Length of second chain link 2

ra2

Distance from oa2 to La2 CoM

rb1

Distance from ob2 to Lb2 CoM

Θa2 Motor 2 angle
Θb2 Angle between Lb2 and ob2 x axis
oa1

Origin of second chain link 1 frame

ob1

Origin of second chain link 2 frame

Table 3.1 Link diagram definitions for dynamics derivations
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As noted previously, the first goal was to determine the total kinetic energy for
the two linkages. First, the coordinates of the center-of-mass (CoM) for each link were
derived. For each “a” link
{

𝑥𝑐𝑎𝑖 = 𝑟𝑎𝑖 cos(𝜃𝑎𝑖 )
𝑦𝑐𝑎𝑖 = 𝑟𝑎𝑖 sin(𝜃𝑎𝑖 ) ,

(25)

and for each “b” link
{

𝑥𝑐𝑏𝑖 = 𝐿𝑎𝑖 cos(𝜃𝑎𝑖 ) + 𝑟𝑏𝑖 cos(𝜃𝑏𝑖 )
𝑦𝑐𝑏𝑖 = 𝐿𝑎𝑖 sin(𝜃𝑎𝑖 ) + 𝑟𝑏𝑖 sin(𝜃𝑏𝑖 ) .

(26)

The index i refers to the serial chain 1 or 2. Recall that the total kinetic energy for each
link is
1
2
̇ 2 + 1 𝑚𝑗𝑖 𝑝̇𝑗𝑖
𝐾𝑗𝑖 = 2 𝐽𝑗𝑖 𝜃𝑗𝑖
,
2

(27)

where p is the CoM position for that link. The index j refers to the link a or b for each
chain. Furthermore, the velocity vector is equal to the square root of the sum of the
squares of its components
𝑝̇ = √𝑥̇ 2 + 𝑦̇ 2 .

(28)

Using the CoM position equations derived above, the kinetic energy for the first link “a”
for each kinematic chain is
1
1
2
2
2
𝐾𝑎𝑖 = 2 𝐽𝑎𝑖 𝜃̇𝑎𝑖
+ 2 𝑚𝑎𝑖 (𝑥̇ 𝑐𝑎𝑖
+ 𝑦̇ 𝑐𝑎𝑖
).

(29)

Substituting the equations (25) into (29) and taking the derivative results in
1

1

2

2

2

2

2
𝐾𝑎𝑖 = 𝐽𝑎𝑖 𝜃̇𝑎𝑖
+ 𝑚𝑎𝑖 ((−𝑟𝑎 sin(𝜃𝑎𝑖 )𝜃̇𝑎𝑖 ) + (𝑟𝑎 cos(𝜃𝑎𝑖 )𝜃̇𝑎𝑖 ) ),

(30)

which simplifies to
1
1
2
2 ̇2
𝐾𝑎𝑖 = 2 𝐽𝑎𝑖 𝜃̇𝑎𝑖
+ 2 𝑚𝑎𝑖 𝑟𝑎𝑖
𝜃𝑎𝑖 .
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(31)

For the second link “b” in the kinematic chains, equation (27) still holds. As in
(29), equation (28) is substituted into (27) to get
1
1
2
2
2
𝐾𝑏𝑖 = 2 𝐽𝑏𝑖 𝜃̇𝑏𝑖
+ 2 𝑚𝑏𝑖 (𝑥̇ 𝑐𝑏𝑖
+ 𝑦̇ 𝑐𝑏𝑖
).

(32)

Differentiating equations (26) creates
{

𝑥̇ 𝑐𝑏𝑖 = 𝐿𝑎𝑖 cos(𝜃𝑎𝑖 ) 𝜃̇𝑎𝑖 + 𝑟𝑏𝑖 cos(𝜃𝑏𝑖 )𝜃̇𝑏𝑖
𝑦̇ 𝑐𝑏𝑖 = 𝐿𝑎𝑖 sin(𝜃𝑎𝑖 ) 𝜃̇𝑎𝑖 + 𝑟𝑏𝑖 sin(𝜃𝑏𝑖 ) 𝜃̇𝑏𝑖 .

(33)

Substituting the above into (32) makes
2
1
1
2
𝐾𝑏𝑖 = 2 𝐽𝑏𝑖 𝜃̇𝑏𝑖
+ 2 𝑚𝑏𝑖 ((𝐿𝑎𝑖 cos(𝜃𝑎𝑖 ) 𝜃̇𝑎𝑖 + 𝑟𝑏𝑖 cos(𝜃𝑏𝑖 ) 𝜃̇𝑏𝑖 ) +
2
(𝐿𝑎𝑖 sin(𝜃𝑎𝑖 ) 𝜃̇𝑎𝑖 + 𝑟𝑏𝑖 sin(𝜃𝑏𝑖 )𝜃̇𝑏𝑖 ) )

(34)

Squaring the terms creates
𝐾𝑏𝑖 =

1
1
2
2
𝐽𝑏𝑖 𝜃̇𝑏𝑖
+ 𝑚𝑏𝑖 (𝐿2𝑎𝑖 cos2 (𝜃𝑎𝑖 ) 𝜃̇𝑎𝑖
+
2
2
2
2
2𝐿𝑎𝑖 𝑟𝑏𝑖 cos(𝜃𝑎𝑖 ) cos(𝜃𝑏𝑖 ) 𝜃̇𝑎𝑖 𝜃̇𝑏𝑖 + 𝑟𝑏𝑖
cos 2 (𝜃𝑏𝑖 ) 𝜃̇𝑏𝑖
+
2
𝐿2𝑎𝑖 sin2 (𝜃𝑎𝑖 ) 𝜃̇𝑎𝑖
+ 2𝐿𝑎𝑖 𝑟𝑏𝑖 sin(𝜃𝑎𝑖 ) sin(𝜃𝑏𝑖 ) 𝜃̇𝑎𝑖 𝜃̇𝑏𝑖 +
2
2
𝑟𝑏𝑖
sin2 (𝜃𝑏𝑖 ) 𝜃̇𝑏𝑖
)

(35)

Combining terms gives
1
1
2
2
2
(cos2 (𝜃𝑏𝑖 ) +
𝐾𝑏𝑖 = 2 𝐽𝑏𝑖 𝜃̇𝑏𝑖
+ 2 𝑚𝑏𝑖 (𝐿2𝑎𝑖 (cos 2 (𝜃𝑎𝑖 ) + sin2(𝜃𝑎𝑖 )) 𝜃̇𝑎𝑖
+ 𝑟𝑏𝑖
2
sin2 (𝜃𝑏𝑖 ))𝜃̇𝑏𝑖
) + 𝑚𝑏𝑖 𝐿𝑎𝑖 𝑟𝑏𝑖 (cos(𝜃𝑎𝑖 ) cos(𝜃𝑏𝑖 ) +

sin(𝜃𝑎𝑖 ) sin(𝜃𝑏𝑖 ) 𝜃̇𝑎𝑖 𝜃̇𝑏𝑖 )

(36)

Simplifying with the cosine of sums and Pythagorean identities then gives
1
1
2
2
2 ̇2
𝐾𝑏𝑖 = 2 𝐽𝑏𝑖 𝜃̇𝑏𝑖
+ 2 𝑚𝑏𝑖 (𝐿2𝑎𝑖 𝜃̇𝑎𝑖
+ 𝑟𝑏𝑖
𝜃𝑏𝑖 ) +

𝑚𝑏𝑖 𝐿𝑎𝑖 𝑟𝑏𝑖 (cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̇𝑎𝑖 𝜃̇𝑏𝑖 ).
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(37)

For simplicity, the following parameter definitions are based on constant system
values:
2
𝛼𝑖 = 𝐽𝑎𝑖 + 𝑚𝑎𝑖 𝑟𝑎𝑖
+ 𝑚𝑏𝑖 𝐿2𝑎𝑖
2
{𝛽𝑖 = 𝐽𝑏𝑖 + 𝑚𝑏𝑖 𝑟𝑏𝑖
𝛾𝑖 = 𝑚𝑏𝑖 𝐿𝑎𝑖 𝑟𝑏𝑖 .

(38)

Equation (37) defines the kinetic energy of each kinematic chain and can then be
rewritten as simply
1
1
2
2
𝐾𝑖 = 𝛼𝑖 𝜃̇𝑎𝑖
+ 𝛽𝑖 𝜃̇𝑏𝑖
+ 𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̇𝑎𝑖 𝜃̇𝑏𝑖 .
2

2

(39)

Because the system’s potential energy is equal to zero, the Lagrangian for each kinematic
chain is
1
1
2
2
𝐿𝑖 = 𝐾𝑖 + 𝑃𝑖 = 2 𝛼𝑖 𝜃̇𝑎𝑖
+ 2 𝛽𝑖 𝜃̇𝑏𝑖
+ 𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̇𝑎𝑖 𝜃̇𝑏𝑖 .

(40)

Differentiating the above system with respect to 𝜃̇ gives
𝜕𝐿𝑖
𝜕𝜃̇𝑗𝑖

= 𝛼𝑖 𝜃̇𝑎𝑖 + 𝛽𝑖 𝜃̇𝑏𝑖 + 𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) (𝜃̇𝑎𝑖 + 𝜃̇𝑏𝑖 ).

(41)

Differentiating (41) with respect to time gives
𝑑

𝜕𝐿𝑖
(
) = 𝛼𝑖 𝜃̈𝑎𝑖 + 𝛽𝑖 𝜃̈𝑏𝑖 + 𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̈𝑎𝑖 +
𝑑𝑡 𝜕𝜃̇
𝑗𝑖

𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̈𝑏𝑖 −
𝛾𝑖 sin(𝜃𝑎𝑖 − 𝜃𝑏𝑖 )(𝜃̇𝑎𝑖 + 𝜃̇𝑏𝑖 )(𝜃̇𝑎𝑖 − 𝜃̇𝑏𝑖 ),

(42)

which simplifies somewhat to
𝑑 𝜕𝐿𝑖
( )
𝑑𝑡 𝜕𝜃̇𝑗𝑖

= 𝛼𝑖 𝜃̈𝑎𝑖 + 𝛽𝑖 𝜃̈𝑏𝑖 + 𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̈𝑎𝑖 +

2
𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̈𝑏𝑖 − 𝛾𝑖 sin(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̇𝑎𝑖
+
2
𝛾𝑖 sin(𝜃𝑎𝑖 − 𝜃𝑏𝑖 )𝜃̇𝑏𝑖
.

(43)

Differentiating equation (40) with respect to θ gives
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𝜕𝐿𝑖

= −𝛾𝑖 𝜃̇𝑎𝑖 𝜃̇𝑏𝑖 sin(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) + 𝛾𝑖 𝜃̇𝑎𝑖 𝜃̇𝑏𝑖 sin(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) = 0.

𝜕𝜃𝑗𝑖

(44)

Therefore, using (43) and (44), the Euler-Lagrange equation is calculated to be
𝑑

𝜕𝐿

𝜕𝐿

( 𝑖 ) − 𝜕𝜃 𝑖 = 𝛼𝑖 𝜃̈𝑎𝑖 + 𝛽𝑖 𝜃̈𝑏𝑖 + 𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̈𝑎𝑖 +
𝑑𝑡 𝜕𝜃̇
𝑗𝑖

𝑗𝑖

2
𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̈𝑏𝑖 − 𝛾𝑖 sin(𝜃𝑎𝑖 − 𝜃𝑏𝑖 ) 𝜃̇𝑎𝑖
+
2
𝛾𝑖 sin(𝜃𝑎𝑖 − 𝜃𝑏𝑖 )𝜃̇𝑏𝑖
.

(45)

Here, inertia matrix M is defined as
𝑀𝑖 = [

𝛼𝑖
𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 )
],
𝛾𝑖 cos(𝜃𝑎𝑖 − 𝜃𝑏𝑖 )
𝛽𝑖

(46)

and coriolis matrix C is defined as
𝐶𝑖 = [

𝛾𝑖 sin(𝜃𝑎𝑖 − 𝜃𝑏𝑖 )𝜃̇𝑏𝑖
].
0

0
−𝛾𝑖 sin(𝜃𝑎𝑖 − 𝜃𝑏𝑖 )𝜃̇𝑎𝑖

(47)

The Euler-Lagrange equation for each kinematic chain can then be represented as
𝑀𝑖 [

𝜃̈𝑎𝑖
𝜃̇
] + 𝐶𝑖 [ 𝑎𝑖 ] = 𝜏 − 𝜑.
𝜃̈𝑏𝑖
𝜃̇𝑏𝑖

(48)

The equations for the first and the second kinematic chain can then be joined into a single
equation [3], [5]
𝑀𝜃̈ + 𝐶𝜃̇ = 𝜏 − 𝜑,

(49)

where τ is the vector of torques acting on the individual links, φ is the vector of
disturbances and loads acting against those torques, and
𝜃𝑎1
𝜃
𝜃 = [ 𝑎2 ]
𝜃𝑏1
𝜃𝑏2
𝑀

(50)

𝛼1
0
𝛾1 cos(𝜃𝑎1 − 𝜃𝑏1 )
0
0
𝛼2
0
𝛾2 cos(𝜃𝑎2 − 𝜃𝑏2 )
=  𝛾 cos(𝜃 − 𝜃 )
0
𝛽1
0
1
𝑎1
𝑏1
[
0
𝛾2 cos(𝜃𝑎2 − 𝜃𝑏2 )
0
𝛽2
]
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(51)

and
0
0

𝐶=
[

−𝛾1 sin(𝜃𝑎1 − 𝜃𝑏1 )𝜃̇𝑎1
0

0
0
0
−𝛾2 sin(𝜃𝑎2 − 𝜃𝑏2 )𝜃̇𝑎2

𝛾1 sin(𝜃𝑎1 − 𝜃𝑏1 )𝜃̇𝑏1
0
0
0

0
𝛾2 sin(𝜃𝑎2 − 𝜃𝑏2 )𝜃̇𝑏2
. (52)
0
0
]

Also, recall that there was change of variable names in this derivation.
Throughout the paper,
{

𝑞1 = 𝜃𝑎1
𝑞2 = 𝜃𝑎2 .

(53)

At this point, the dynamics of the robotic linkage have been established. When
the actuator torque equations are established, the system dynamics can be unified.

3.4.2 Motor Dynamics
A brushed DC motor is a fairly common actuator type (though brushless, stepper,
and induction motors are perhaps more popular) and it is the actuator used in this study
with a gearbox interfacing the motor and linkage. The motor dynamics equations are
well characterized, and the derivations are straightforward.
A brushed DC motor generally consists of a set (generally, though not necessarily
a pair) of alternating polarity fixed magnets called the stator which house an armature.
The armature is wound with a number of coils corresponding to the number of magnetic
poles in the stator. The armature windings are wired to corresponding segments of the
commutator. Finally, conductive carbon brushes make contact with the commutator to
provide current to the armature windings.
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Figure 3.7 Brushed DC motor components

As a current is applied to the windings, the coils generate a magnetic field which
is attracted to the stator. As the armature’s magnetic pole aligns with the stator’s
magnetic pole, an alternate segment of the commutator is contacted by the brushes which
alternates the current direction to the coil and in turn causes the polarity of the magnetic
field generated by the armature to invert. The armature’s magnetic field then attracts it to
align with the next magnetic pole in the stator. This process is repeated while a current is
applied to the motor.

Figure 3.8 DC motor operation
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The DC brushed motor has the equivalent circuit in figure 3.9 where vs is the
source voltage, ia is the armature current, Ra is the resistance across the motor terminals,
La is the motor’s inductance, and vb is the back EMF [11], [13].

Figure 3.9 DC brushed motor equivalent circuit

Using Kirchoff’s voltage law,
𝑣𝑠 − 𝑖𝑎 𝑅𝑎 − 𝐿𝑎

𝑑𝑖𝑎
𝑑𝑡

− 𝑣𝑏 = 0.

(54)

For DC brushed motors, the back EMF is equal to the motor shaft angular velocity times
the back EMF constant,
𝑣𝑏 = 𝐾𝑏 𝜃̇𝑚 .

(55)

It is also known that the sum of the torques seen by the motor is equal to the motor inertia
times the angular acceleration,
𝐽𝑚 𝜃̈𝑚 = ∑ 𝜏𝑖 = 𝜏𝑚 − 𝜏𝑙 − 𝜏𝑓 .

(56)

The individual torques seen above are the motor’s output torque, the load torque, and the
torque lost due to internal friction. There is now a pair of equations that describes the
motor dynamics, (54) and (56). The motor inductance La is normally miniscule, so the
term is dropped. (55) is substituted and (54) becomes
𝑖𝑎 𝑅𝑎 = −𝐾𝑏 𝜃̇𝑚 + 𝑣𝑠 .

(57)
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The motor torque can be found by multiplying the motor constant Km times the current
𝜏𝑚 = 𝑖𝑎 𝐾𝑚 ,

(58)

and the torque lost due to friction is equal to the viscous friction constant Kv times the
angular velocity
𝜏𝑓 = 𝐾𝑣 𝜃̇𝑚 .

(59)

With (58) and (59), (56) becomes
𝐽𝑚 𝜃̈𝑚 = 𝑖𝑎 𝐾𝑚 − 𝐾𝑣 𝜃̇𝑚 − 𝜏𝑙 .

(60)

Solving (57) and (60) for ia gives the following system of equations:
𝐾

1

𝑖𝑎 = − 𝑅𝑏 𝜃̇𝑚 + 𝑅 𝑣𝑠
𝑎

𝑎
{
𝐽𝑚
𝐾𝑣
𝜏
𝑖𝑎 = 𝐾 𝜃̈𝑚 + 𝐾 𝜃̇𝑚 + 𝐾 𝑙
𝑚

𝑚

(61)

𝑚

which can be combined to form
𝐽𝑚
𝜃̈
𝐾𝑚 𝑚

𝐾
𝜏
𝐾
1
+ 𝐾 𝑣 𝜃̇𝑚 + 𝐾 𝑙 = − 𝑅𝑏 𝜃̇𝑚 + 𝑅 𝑣𝑠 .
𝑚

𝑚

𝑎

𝑎

(62)

Ordering the terms and multiplying by the motor constant Km produces
𝐾 𝐾
𝐾
𝐽𝑚 𝜃̈𝑚 + (𝐾𝑣 + 𝑏𝑅 𝑚) 𝜃̇𝑚 = 𝑅𝑚 𝑣𝑠 − 𝜏𝑙 .
𝑎

𝑎

(63)

The coefficient of motor friction is the relationship between the motor inertia and its time
constant and can be described as
𝐽

𝐵𝑚 = 𝑡𝑚 = (𝐾𝑣 +
𝑚

𝐾𝑏 𝐾𝑚
𝑅𝑎

)

(64)

which provides the second order dynamics equation for the DC motor
𝐾
𝐽𝑚 𝜃̈𝑚 + 𝐵𝑚 𝜃̇𝑚 = 𝑅𝑚 𝑣𝑠 − 𝜏𝑙 .
𝑎

(65)

Usually, motors are paired with gearboxes that provide an appropriate speed or
torque level for their application. In this study, 50:1 ratio harmonic drive gearboxes were
used to reduce the speed of the output shaft and increase the torque. The harmonic drive
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is a special type of gearing that provides very low backlash and a compact form factor.
However, its design incorporates a flexible metal gear ring whose elasticity creates a
nonlinear dynamic. In this study, as mentioned in the introduction of this chapter, the
harmonic drives will be treated as ideal gearboxes with a simple gear reduction. Because
of their comparatively miniscule inertia, any slight inconsistencies should be negligible.
The gear reduction term r is defined as the ratio of teeth on the input gear to the
output gear,
𝑟=

𝑁𝑖
𝑁𝑜

𝑁𝑖 ≪ 𝑁𝑜 .

(66)

This means that the value of r is much less than 1. Here, several additional definitions
must be made. The total inertia of the actuator is the sum of the motor and gearbox
inertias
𝐽𝑡 = 𝐽𝑚 + 𝐽𝑔 ,

(67)

and the gearbox output shaft angle is equal to the motor shaft angle times the gear
reduction ratio
𝜃𝑜 = 𝑟𝜃𝑚 .

(68)

For simplicity, θo will simply be referred to as θ. Furthermore, the load torque on the
motor shaft is reduced by the gearbox
𝜏𝑙 = 𝑟𝜏.

(69)

To account for the additional gearbox dynamics on the actuator, equations (67), (68), and
(69) are combined with (65),
𝐽𝑡
𝑟

𝐵
𝐾
𝜃̈ + 𝑟𝑚 𝜃̇ = 𝑅𝑚 𝑣𝑠 − 𝑟𝜏.

(70)

𝑎

Every term is multiplied by the gear reduction ratio to provide the final DC brushed
gearmotor dynamics
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𝑟𝐾
𝐽𝑡 𝜃̈ + 𝐵𝑚 𝜃̇ = 𝑚 𝑣𝑠 − 𝑟 2 𝜏.

(71)

𝑅𝑎

3.4.3 Combined System Model
At this point, both the robot linkage and actuator dynamics have been established.
The dynamics equations must be combined to form the dynamics equations for the entire
robot system. From (49) and (71) the following is obtained:
{

𝑀𝜃̈ + 𝐶𝜃̇ = 𝜏 − 𝜑
𝐽𝑡 𝜃̈ + 𝐵𝑚 𝜃̇ = 𝑟(𝐾𝑚 𝑅𝑎−1 )𝑣𝑠 − 𝑟 2 𝜏,

(72)

𝐽𝑡 , 𝐵𝑚 , 𝐾𝑚 , 𝑅𝑎 ∈ ℝ4×4

(73)

where

𝑀(𝑞), 𝐶(𝑞, 𝑞̇ ) ∈ ℝ4×4
𝜃(𝑡), 𝜃̇(𝑡), 𝜑(𝑡), 𝑣𝑠 , 𝜏 ∈ ℝ4×1 .
Both equations are solved for torque
{

𝜏 = 𝑀𝜃̈ + 𝐶𝜃̇ + 𝜑
1
𝜏 = − 2 (𝐽𝑡 𝜃̈ + 𝐵𝑚 𝜃̇ − 𝑟(𝐾𝑚 𝑅𝑎−1 )𝑣𝑠 )

(74)

𝑟

and then combined,
1
𝑀𝜃̈ + 𝐶𝜃̇ + 𝜑 = − 𝑟 2 (𝐽𝑡 𝜃̈ + 𝐵𝑚 𝜃̇ − 𝑟(𝐾𝑚 𝑅𝑎−1 )𝑣𝑠 ).

(75)

Both sides are multiplied by r2, and the like terms are organized to provide
(𝐽𝑡 + 𝑟 2 𝑀)𝜃̈ + (𝐵𝑚 + 𝑟 2 𝐶)𝜃̇ + 𝜑 = 𝑟(𝐾𝑚 𝑅𝑎−1 )𝑣𝑠 .

(76)

For easier implementation in the simulation, the above equation was solved for angular
acceleration,
𝜃̈ = −(𝐽𝑡 + 𝑟 2 𝑀)−1 (𝐵𝑚 + 𝑟 2 𝐶)𝜃̇ + 𝑟(𝐽𝑡 + 𝑟 2 𝑀)−1 (𝐾𝑚 𝑅𝑎−1 )𝑣𝑠 + 𝜑. (77)
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Finally, the system can be represented as
𝜃̈ = 𝐴(𝑞𝑖 , 𝑞̇ 𝑖 )𝜃̇ + 𝐵(𝑞𝑖 )𝑢 + 𝜑(𝑡)

(78)

𝐴 = −(𝐽𝑡 + 𝑟 2 𝑀)−1 (𝐵𝑚 + 𝑟 2 𝐶)
{𝐵 = 𝑟(𝐽𝑡 + 𝑟 2 𝑀)−1 (𝐾𝑚 𝑅𝑎−1 )
𝑢 = 𝑣𝑠

(79)

where

𝐽𝑡 , 𝐵𝑚 , 𝐾𝑚 , 𝑅𝑎 ∈ ℝ4×4
𝑀(𝑞𝑖 ), 𝐶(𝑞𝑖 , 𝑞̇ 𝑖 ) ∈ ℝ4×4
𝜃(𝑡), 𝜃̇(𝑡), 𝜃̈(𝑡), 𝜑(𝑡), 𝑢 ∈ ℝ4×1 .
Note that the disturbance term φ is left unchanged throughout the derivations
because it is an uncertain array that changes with time. It is important to keep track of its
units for implementation. In (75) the disturbance term is an array of torques; however, in
(78), the disturbance term is an angular acceleration. Though equation (78) fully
describes the dynamics of the robotic system, equation (75) is what was implemented in
Simulink for this study.
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3.4.4 System Properties
The section details the parameters that are associated with the system dynamics as
described above. Each of the parameters in the table below were necessary in order to
accurately create a simulation model. Fortunately, the datasheets for the motor and
gearbox were easily accessible and contained the essential information for the actuator
description, and the physical parameters of the robot linkage were provided by Quanser.
The values are listed in table 3.2 and table 3.3.
Robot Linkage Parameters
La1

100

mm

Length of link 1

Lb1

163

mm

Length of combined links 3 and 5

La2

80

mm

Length of link 2

Lb2

115

mm

Length of link 4

ma1

39.49

g

Mass of link 1

mb1

413.73

g

Mass of combined links 3 and 5

ma2

58.11

g

Mass of link 2

mb2

44.83

g

Mass of link 4

ra1

49.37

mm

Distance to CoM for link 1

rb1

85.54

mm

Distance to CoM for combined links 3 and 5

ra2

27.1

mm

Distance to CoM for link 2

rb2

57.5

mm

Distance to CoM for link 4
2

Ja1

93802.49

g*mm

Inertia of link 1 at CoM

Jb1

1299085.56

g*mm2

Inertia of combined links 3 and 5 at CoM

Ja2

107384.75

g*mm2

Inertia of link 2 at CoM

134651.58

2

Inertia of link 4 at CoM

Jb2

g*mm

Table 3.2 Physical hardware properties of the Quanser robot

37

24

Motor and Gearbox Parameters
V
Motor Nominal Voltage

Ra

2.32

Ω

La

0.238

mH

Km

23.4e6

μN*mm/A

Kv

1345.4

g*mm2/s

Motor viscous friction constant

Kb

23.4e-3
4.55

V/(rad/s)
ms

Motor back EMF constant
Motor time constant

Jm
r

1080
0.02

g*mm2

Motor inertia
Gearbox ratio (input teeth/output teeth)

Jg

300

g*mm2

Gearbox inertia

(64.5,11.1)
2
200
25000
4096
0.002

Motor terminal resistance
Motor inductance
Motor torque constant

System Properties
mm
Initialization Position
V
Maximum allowed motor voltage
mm/s
Maximum end effector velocity
mm/s2
pulse/rot
s

Maximum end effector acceleration
Encoder resolution
Minimum ODE solver step size

Table 3.3 Physical hardware properties of the Quanser robot, continued
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CHAPTER 4

CONTROL ALGORITHM BACKGROUND AND DESIGN

4.1 Introduction
This chapter details the control algorithms characterized in this study. As
mentioned in the introduction, the chief aim of this study was to compare multiple sliding
mode controllers; in order to provide an additional perspective to their behavior, PD and
PID controllers were also studied. These ubiquitous controllers served as a baseline
comparison for the performance of the sliding mode controllers. This chapter provides
background information on the control techniques used in the study and the details of the
design of each controller for implementation into the system described in chapter 3.

4.2 PD and PID Controllers
The PID type controller is of a straightforward design that was first published in
the early 20th century based on the analysis of human tendencies while performing
control tasks. The controller is named as an acronym of the control gains it employs; for
error tracking problems, it is the sum of a gain times the error (KP – “proportional to the
error”), a gain times the integral of the error (KI), and a gain times the derivative of the
error (KD) [10], [13]. These control terms are analogous to the current error, the
cumulative past error, and the rate of change of the error. Indeed, the initial PID analysis
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publication was based on the actions of ship helmsmen, steering vessels to a set line
based on their current position, past deviation from the setpoint, and the rate of deviation
from the desired setpoint. The math flow diagram for such a controller is shown in figure
4.1.

Figure 4.1 Model representation of PID error tracking control

The proof of stability for a PID controller can be seen below for a generic secondorder plant. Let e represent the error between the current and desired system states and φ
is an external disturbance. The system dynamics can be represented as
𝑒̈ + 𝑎𝑒̇ + 𝑏𝑒 = 𝑢 + 𝜑

(80)

𝑒 = 𝑥𝑐 − 𝑥.

(81)

where

The PID controller can be written as follows:
𝑢 = 𝐾𝑝 𝑒 + 𝐾𝑑 𝑒̇ + 𝐾𝑖 ∫ 𝑒 𝑑𝑡

(82)

which combines with (80) to create
𝑒̈ + 𝑎𝑒̇ + 𝑏𝑒 = 𝜑 + 𝐾𝑝 𝑒 + 𝐾𝑑 𝑒̇ + 𝐾𝑖 ∫ 𝑒 𝑑𝑡
or
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(83)

𝑒̈ + (𝑎 − 𝐾𝑑 )𝑒̇ + (𝑏 − 𝐾𝑝 )𝑒 − 𝐾𝑖 ∫ 𝑒 𝑑𝑡 = 𝜑.

(84)

After taking the derivative of both sides, the final equation can be viewed as third order
[4]:
𝑒⃛ + (𝑎 − 𝐾𝑑 )𝑒̈ + (𝑏 − 𝐾𝑝 )𝑒̇ − 𝐾𝑖 𝑒 = 𝜑̇ .

(85)

𝐴 = (𝑎 − 𝐾𝑑 )
𝐵 = (𝑏 − 𝐾𝑝 )
𝐶 =  −𝐾𝑖 .

(86)

Set

For this third order system, Routh-Hurwitz stability criteria dictates that the
following inequalities must be true:
𝐴>0
𝐵>0
𝐶>0
𝐴𝐵 > 𝐶.

(87)

Terms A, B, and C are parameterized because of the gain terms, so with
appropriate gains any constant system can be stabilized. Note that the disturbance term
in the system has become a time derivative. The PID controller can cancel out the
disturbance term if it is a constant or discontinuously constant value.
The PD controller is a modification of the PID controller, similar but for a
missing integral gain term. Looking at the same plant dynamics from above with a
cancelled integral term in the controller, the system becomes
𝑒̈ + 𝑎𝑒̇ + 𝑏𝑒 = 𝜑 + 𝐾𝑝 𝑒 + 𝐾𝑑 𝑒̇

(88)

𝑒̈ + (𝑎 − 𝐾𝑑 )𝑒̇ + (𝑏 − 𝐾𝑝 )𝑒 = 𝜑.

(89)

or

Let
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𝐴 = (𝑎 − 𝐾𝑑 )
𝐵 = (𝑏 − 𝐾𝑝 ).

(90)

Note that this is no longer a third-order system. Routh-Hurwitz criteria for a secondorder system demand that the following inequalities hold true for system stability:
𝐴>0
𝐵 > 0.

(91)

Again it is seen that the controller can fully stabilize the system; however, the unmodified
disturbance term means that the system is susceptible to constant disturbances in contrast
to the controller with the included integral gain term.
The PID (and PD) controllers remain popular because they are simple to
implement and can control many systems with adequate performance. Tuning the
parameters can also minimize (or amplify) the effects of initial overshoot, settling time,
and reactions to adjustments in the setpoint or external disturbances. Figure 4.2
illustrates the damping effects on the system by various PID control tunings.

Figure 4.2 Response curves for system with PID controller of various tunings
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The response is for the system (83) with parameters in table 4.1.
System Constants

Controller Constants

φ

0

Kp1

2

e0

-4

Ki1

-1

e'0
A

-3
-2

Kd1

-3

B

4

Kp2

-1

Ki2

-0.7

Kd2

-5.5

Kp3

-96

Ki3

-0.5

Kd3

-102

Table 4.1 System and controller gains for PID example

The controllers in this study were tuned manually to minimize overall error while
not allowing excessive initial overshoot or oscillations in the system. With a simple,
constant system, tuning can easily be performed mathematically, but in this study, the
tuning was best optimized manually using simulations.

4.2.1 PD Controller Design
The system was established in chapter 3 as
𝜃̈ = 𝐴(𝑞𝑖 , 𝑞̇ 𝑖 )𝜃̇ + 𝐵(𝑞𝑖 )𝑢 + 𝜑(𝑡)

(92)

𝐴(𝑞𝑖 , 𝑞̇ 𝑖 ), 𝐵(𝑞𝑖 ) ∈ ℝ4×4
𝜃̇(𝑡), 𝜃̈(𝑡), 𝜑(𝑡), 𝑢 ∈ ℝ4×1
where the control input is a voltage. Recall that the dimensions of the matrices above
correspond to the four angles associated with the robot geometry in figure 3.6. Because
only two of those angles are actuated, the system above only has two nontrivial rows that
are decoupled from each other.
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The error is defined as the difference between the desired angle and the actual
angle,
𝑒 = 𝜃𝑐 − 𝜃.

(93)

The system (92) can then be rewritten in terms of error,
𝜃̈𝑐 − 𝑒̈ = 𝐴(𝜃̇𝑐 − 𝑒̇ ) + 𝐵𝑢 + 𝜑

(94)

which simplifies to
𝑒̈ = 𝐴𝑒̇ − 𝐵𝑢 − 𝜑 + 𝜃̈𝑐 − 𝐴𝜃̇𝑐 .

(95)

The PD controller to substitute is
𝑢 = 𝐾𝑝 𝑒 + 𝐾𝑑 𝑒̇

(96)

so the system becomes
𝑒̈ = 𝐴𝑒̇ − 𝐵(𝐾𝑝 𝑒 + 𝐾𝑑 𝑒̇ ) − 𝜑 + 𝜃̈𝑐 − 𝐴𝜃̇𝑐 .

(97)

Combining like terms and bringing all error terms to the left side of the equation yields
𝑒̈ + (𝐵𝐾𝑑 − 𝐴)𝑒̇ + (𝐵𝐾𝑝 )𝑒 = −𝜑 + 𝜃̈𝑐 − 𝐴𝜃̇𝑐 .

(98)

The right side of the equation can be treated as a disturbance term. Routh-Hurwitz critera
confirm that this system is stable when
𝐵𝐾𝑑 − 𝐴 > 0
𝐵𝐾𝑝 > 0.

(99)

4.2.2 PID Controller Design
The design of the PID controller is similar to the PD controller. System (92) is
again rewritten in terms of tracking error
𝑒̈ = 𝐴𝑒̇ − 𝐵𝑢 − 𝜑 + 𝜃̈𝑐 − 𝐴𝜃̇𝑐 .
The PID controller to try is
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(100)

𝑢 = 𝐾𝑝 𝑒 + 𝐾𝑑 𝑒̇ + 𝐾𝑖 ∫ 𝑒 𝑑𝑡

(101)

which, when substituted into (100) gives
𝑒̈ = 𝐴𝑒̇ − 𝐵(𝐾𝑝 𝑒 + 𝐾𝑑 𝑒̇ + 𝐾𝑖 ∫ 𝑒 𝑑𝑡) − 𝜑 + 𝜃̈𝑐 − 𝐴𝜃̇𝑐 .

(102)

When the error terms are combined and brought to the left side,
𝑒̈ + (𝐵𝐾𝑑 − 𝐴)𝑒̇ + (𝐵𝐾𝑝 )𝑒 + 𝐵𝐾𝑖 ∫ 𝑒 𝑑𝑡 = −𝜑 + 𝜃̈𝑐 − 𝐴𝜃̇𝑐 .

(103)

Both sides of the equation are differentiated to give
𝑒⃛ + (𝐵𝐾𝑑 − 𝐴)𝑒̈ + (𝐵𝐾𝑝 )𝑒̇ + (𝐵𝐾𝑖 )𝑒 = −𝜑̇ + 𝜃⃛𝑐 − 𝐴𝜃̈𝑐 .

(104)

Again, the entire right side of the equation can be treated as a disturbance term.
The Routh-Hurwitz criteria dictate that the following must be true for the system to be
stable:
(𝐵𝐾𝑑 − 𝐴) > 0
𝐵𝐾𝑝 > 0
𝐵𝐾𝑖 > 0
(𝐵𝐾𝑑 − 𝐴)𝐵𝐾𝑝 > 𝐶.

(105)

4.3 Sliding Mode Controllers
The main purpose of this study was to characterize various sliding mode
controllers. This class of controllers originated in Russia as an offshoot of variable
structure controls in the 1950s [1]. The variable structure controls are a discontinuous
class of controls where a system state determines the utilized control method. A physical
example of a device that uses a VSC is a toilet tank valve. In this case, the valve is
designed to shut the water off when the 4 liter tank is full,
𝑢=1
{
𝑢=0

𝑣<4
𝑎𝑙𝑙𝑜𝑡ℎ𝑒𝑟𝑣

(106)

45

where u is the valve status and v is the volume of water in the tank. A more applicable
control mechanism can be seen as follows. Consider a double integrator system [15], [2],
{

𝑥̇ 1 = 𝑥2
𝑥̇ 2 = 𝑢 + 𝑓(𝑥𝑖 , 𝑡).

(107)

The following controller can be used to stabilize the system.
𝑢 = −𝜌
{𝑢 = 𝜌

𝑥1 ≥ 0
𝑥1 < 0.

(108)

The structured controller can be rewritten using the signum (or sign) operation. This
operation is defined as
𝑥

𝑠𝑖𝑔𝑛(𝑥) = |𝑥|

∈ {−1,1},

(109)

and the controller above can be rewritten as
𝑢 = −𝜌𝑠𝑖𝑔𝑛(𝑥1 ).

(110)

The phase portrait in figure 4.4 shows how the system is marginally stabilized by
the use of the VSC; the system states never grow or converge to zero.

Figure 4.3 System states for VSC example
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Figure 4.4 VSC example showing marginally stabilized system

Figure 4.5 Control plot showing discontinuous behavior with signum function
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System Constants
φ

0

e0

-4

e'0

-3

Controller Constants
ρ

2

Table 4.2 System parameters for VSC example

VSC controllers opened the door to a new class of controllers that was robust and
well suited to applications in switched-mode and digital devices. Sliding mode controls
were developed as a subset of VSC and emerged between the late 1960s and early 1980s
notably by Stanislav Emelyanov, Uri Itkis, and Vadim Utkin. Subsequent efforts have
focused mainly on second order sliding mode (2-SMC) controls, attenuating effects from
high-frequency, discontinuous controls, optimal SMC, and other applications. Since their
introduction, SMC techniques have been proven to exhibit robust behavior including
rejection of external disturbances, accommodation of internal parameter uncertainties,
and finite convergence time.
Sliding mode controls are a variable structure control built around the design of a
so-called “sliding variable” and corresponding control structure. The controller is
intended to drive in finite time the system’s trajectory to a region where the sliding
variable is equal to zero. Once in this region, called the sliding surface (or manifold for
higher order systems or discontinuous surfaces), the system remains there, moving the
states of the sliding variable function definition to zero. When the sliding variable
converges and the system operates in the sliding mode, the system exhibits simplified
reduced-order compensated dynamics where bounded disturbances and uncertainties are
accommodated. The region where the sliding variable has a trajectory to the sliding
surface is known as the reaching mode, and the time it takes to get to there is called the
reaching time. In the sliding mode, the controller exhibits a characteristic high frequency
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switching, often referred to as chattering, as an effect of the variable structure of the
control mechanism [1], [2].
The design of a sliding mode control algorithm is a multi-step process. For this
example process, the system (111) is considered,
{

𝑥̇ 1 = 𝑥2
𝑥̇ 2 = 𝑢 + 𝑓(𝑥𝑖 , 𝑡).

(111)

The initial part of the process involves choosing the function for a sliding variable
that will determine the system’s compensated dynamics. In this case, the sliding variable
is defined as
𝜎 = 𝑥2 + 𝑐𝑥1

(112)

where c is a parameter that defines the slope of the sliding surface. Its derivative is
computed to be
𝜎̇ = 𝑥̇ 2 + 𝑐𝑥2 = 𝑐𝑥2 + 𝑢 + 𝑓(𝑥𝑖 , 𝑡),

(113)

which can also be considered as
𝜎̇ = 𝑢 + 𝜑(𝑥𝑖 + 𝑡)

(114)

𝜑 = 𝑐𝑥2 + 𝑓(𝑥𝑖 , 𝑡).

(115)

where

With the sliding variable (and thus the sliding surface) defined, the controller
must be designed next. For traditional sliding mode controls, the control is based from a
function that has proven Lyapunov stability. The Lyapunov function (116) is a good
choice,
1

𝑉 = 2 𝜎 2.

(116)

The Lyapunov stability criteria demand that the following must be satisfied in order for
the controller to exhibit asymptotic stability
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lim|𝜎|→∞ 𝑉 = ∞

(117)

𝑉̇ < 0

(118)

and
for 𝜎 ≠ 0

where (118) can be rewritten as
𝜎𝜎̇ < 0

for 𝜎 ≠ 0.

(119)

The second condition is then rewritten with a parameter α, and this condition is
normally referred to as the reachability condition when building sliding mode controllers.
This condition must be met when designing the controller, and choice of the parameter
value will influence the controller performance. The reachability condition can also be
written as
𝜎𝜎̇ ≤ −

𝛼
√2

|𝜎|.

(120)

(119) can be rewritten, substituting (114)
𝜎𝜎̇ = 𝜎(𝑢 + 𝜑(𝑥𝑖 + 𝑡))

(121)

𝜎𝜎̇ = |𝜎|𝑀 + 𝜎𝑢

(122)

𝑀 ≥ ‖𝜑(𝑥𝑖 + 𝑡)‖.

(123)

or

where

Here, the controller is chosen as
𝑢 = −𝜌𝑠𝑖𝑔𝑛(𝜎)

(124)

𝜎𝜎̇ ≤ |𝜎|(𝑀 − 𝜌).

(125)

which makes

Inserting the reachability condition (120) creates
|𝜎|(𝑀 − 𝜌) =  −

𝛼
√2

|𝜎|,

(126)
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and the controller gain can be calculated as
𝜌=𝑀+

𝛼

.

√2

(127)

The maximum bound of the reaching time, the amount of time it may take for the
sliding variable to reach the sliding surface, can be calculated by examining the
reachability conditions. Setting the inequality (125) as equal gives
𝜎𝜎̇ = −

𝛼
√2

|𝜎|

(128)

or
𝜎̇ = −

𝛼
√2

𝑠𝑖𝑔𝑛(𝜎).

(129)

Integrating the terms from the starting time to time tr gives
𝑡

𝑡

𝛼

𝑟
𝑟
∫0 𝜎̇ 𝑑𝑡 = ∫0 − √2 𝑠𝑖𝑔𝑛(𝜎)𝑑𝑡

(130)

which equals
𝜎(𝑡𝑟 ) − 𝜎(0) =  −

𝛼
√2

𝑠𝑖𝑔𝑛(𝜎)𝑡𝑟 .

(131)

Because the sliding variable is equal to zero at the reaching time, the above can be
reorganized as
−𝜎(0) =  −

𝛼
√2

𝑠𝑖𝑔𝑛(𝜎)𝑡𝑟

(132)

which gives the reaching time
𝑡𝑟 =

√2
𝛼

𝑡𝑟 ≤

√2|𝜎|
.
𝛼

𝜎(0)

× 𝑠𝑖𝑔𝑛(𝜎)

(133)

or
(134)
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The graphs in figures 4.6 through 4.9 show the double integrator system
performance with the parameters shown in table 4.3.
System Constants
0
φ

Controller Constants
3
c

e0

-4

ρ

5

e'0

-3

σ0

-15

trmax

~3 s

Table 4.3 Traditional SMC example system parameters

Figure 4.6 System states for traditional SMC example

52

Figure 4.7 Phase plot for example traditional SMC showing reaching phase and sliding mode regions

Figure 4.8 Sliding variable and its time derivative for the traditional SMC example
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Figure 4.9 Traditional SMC example control plot

Figure 4.6 shows the states of the system converging to zero. Figure 4.7 then
illustrates the system’s phase portrait. The reaching phase abruptly ends when the sliding
mode is reached which quickly takes that system states to the origin. The sliding variable
and its derivative are seen in figure 4.8 and σ can be seen converging to zero in a finite
time (not asymptotically). Finally, the control signal output was plotted in figure 4.9.
The high-frequency switching, or chattering, is plainly seen, and a zoomed portion of the
figure highlights its behavior.
Notice that in the sliding mode
𝜎̇ = 𝑐𝑥2 + 𝑢 + 𝑓(𝑥𝑖 , 𝑡) = 0.

(135)

Rearranging the equation to solve for the control input u yields what is known as the
equivalent control, a description of the overall, averaged effect of the actual controls,
𝑢 = −𝑐𝑥2 − 𝑓(𝑥𝑖 , 𝑡).

(136)
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An example of the equivalent control can be seen in figure 4.10.

Figure 4.10 Control plot also showing equivalent control for traditional SMC example

If the equivalent control formula is plugged into the system dynamics equations,
the compensated dynamics of the system can be seen,
{

𝑥̇ 1 = 𝑥2
𝑥̇ 2 = −𝑐𝑥2

(137)

{

𝑥̇ 1 = −𝑐𝑥1
𝑥̇ 2 = −𝑐𝑥2

(138)

or

which can be written
{

𝑥̇ 1 = −𝑐𝑥1
𝑥2 = −𝑐𝑥1 .

(139)

Note that the overall order of the system has been reduced. This is known as a partial
dynamical collapse of the system.
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While the equivalent control displays the overall effect of the control, recall that
the controller actually exhibits high frequency switching. This chattering behavior of
SMCs is occasionally not a problem, especially for hardened systems with actuators that
naturally exhibit an on/off state such as valves, relays, and certain thrusters. However,
many (or perhaps most) systems would experience detrimental effects such as premature
wear or outright failure. The robot used in this study uses brushed DC motor actuators.
High amplitude chattering effects can cause serious damage to the gearheads or motors
over time, so a means to decrease or remove the high frequency chattering from the SMC
outputs was necessary.
There are several ways to attenuate or eliminate the high frequency effects. The
first way is to use an approximation for the signum function. One such approximation is
the sigmoid function
𝑥

𝑠𝑖𝑔𝑛(𝑥) ≈ |𝑥|+𝜀

(140)

where ε is a small, positive number. This approximation can create a continuous output,
but as the magnitude of ε increases, so does the overall error in the system states. This
was the first approach attempted in this study. In simulations, the demanding command
signal profile required that the ε value be large for a continuous control output. The
resulting error was unacceptable.
Another technique used to reduce the chatter involved a filtered output on the
controller. A 12th order inverse Chebyshev filter was designed to attenuate all
frequencies over 50 Hz. The filter worked remarkably well for the majority of the
command profile; however, when the high frequencies were diminished, larger errors
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would occur with the system output, and this technique was deemed unsatisfactory.
More complex or adaptive filters may have provided a better result.
A third strategy involved limiting the chattering frequency to 50 Hz by creating a
custom Simulink block that read in the control signal and output an averaged 50 Hz
signal. This technique proved robust, but a large amount of noise was seen in the output
where the control did not update as often as necessary.
Additional techniques involved custom filters that averaged previous samples,
limiting the rate of the control output, and adjusting the parameters of the differentiator
blocks.
The strategy finally used for attenuating the chattering effect in this study
involves designing the controller to use an integrator at its output to filter out the high
frequency switching. The design process is similar to what was seen previously. Using
the double integrator system (111), the following is obtained:
𝑥̇ 1 = 𝑥2
{𝑥̇ 2 = 𝑢 + 𝑓(𝑥𝑖 , 𝑡)
𝑣 = 𝑢̇ .

(141)

The same sliding variable used earlier (112) is used again. In order to gain access
to the new control term in the sigma dynamics, an auxiliary sliding variable is created as
well.
{

𝜎 = 𝑥2 + 𝑐1 𝑥1
𝑠 =  𝜎̇ + 𝑐2 𝜎.

(142)

The result is that the controller output is filtered without resorting to an
approximation. While the accuracy is retained, the chattering is not entirely removed but
attenuated; furthermore, this technique requires raising the order of the controller by
using additional differentiators. This can make the controller more volatile, especially if
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there are command discontinuities. This technique also allows ripple in the output. The
ripple is increased for higher levels of chattering attenuation, so a balance must be found
during the tuning process.

4.3.1 Traditional Sliding Mode Controller Design
The conventional or traditional sliding mode controller is a first order controller.
It will drive the sliding variable to zero in finite time where the sliding variable derivative
includes a system control input term. Using the system (92) and error definition (93), the
sliding variable is designed as a function of the error in the system and its derivative
𝜎 = 𝑒̇ + 𝑐𝑒.

(143)

The sliding variable dynamics are then seen to be
𝜎̇ = 𝑒̈ + 𝑐𝑒̇ .

(144)

Substituting in the error definition, this becomes
𝜎̇ = (𝜃̈𝑐 − 𝜃̈) + 𝑐(𝜃̇𝑐 − 𝜃̇ ).

(145)

Separating the command signal terms gives
𝜎̇ = (𝜃̈𝑐 + 𝜃̇𝑐 ) − 𝑐𝜃̇ − 𝜃̈.

(146)

The system can be substituted into the equation to give
𝜎̇ = (𝜃̈𝑐 + 𝜃̇𝑐 ) − 𝑐𝜃̇ − 𝐴𝜃̇ − 𝐵𝑢 − 𝜑.

(147)

Notice that the sigma dynamics include the control term u. The terms can be
combined to give the final sigma dynamics as
𝜎̇ = 𝑓(𝜃̈𝑐 , 𝜃̇𝑐 , 𝜃̇ , 𝜑, 𝑡) − 𝐵𝑢,

(148)

𝐿 ≥ ‖𝑓‖.

(149)

and

58

Here the traditional sliding mode controller can be inserted
𝜌

𝑢 = 𝐵 𝑠𝑖𝑔𝑛(𝜎)
𝜌=𝐿+

𝛼
√2

(150)

.

(151)

An issue arises here. As noted in the introduction to this section, sliding mode
controllers generally have a high frequency switching, or chattering, behavior. In order
to attenuate the chattering effect on the system, an auxiliary control variable is used to
raise the order of the system. Here, then, the system used is
̈
̇
{𝜃 = 𝐴𝜃 + 𝐵𝑢 + 𝜑
𝑣 = 𝐵𝑢̇ .

(152)

The same sliding variable is chosen (143), and the auxiliary sliding variable is defined as
𝑠 = 𝜎̇ + 𝑐̅𝜎

(153)

which can be rewritten in terms of error
𝑠 = 𝑒̈ + 𝑐𝑒̇ + 𝑐̅𝑒̇ + 𝑐̅𝑐𝑒.

(154)

Defining the following:
𝑐1 = 𝑐 + 𝑐̅
𝑐2 = 𝑐𝑐̅

(155)

𝑠 = 𝑒̈ + 𝑐1 𝑒̇ + 𝑐2 𝑒.

(156)

provides

The auxiliary sliding variable dynamics must be established. Taking the
derivative of (156) gives
𝑠̇ = 𝑒⃛ + 𝑐1 𝑒̈ + 𝑐2 𝑒̇ .

(157)

Substituting the error definition (93) yields
𝑠̇ = (𝜃⃛𝑐 − 𝜃⃛) + 𝑐1 (𝜃̈𝑐 − 𝜃̈ ) + 𝑐2 (𝜃̇𝑐 − 𝜃̇).
Separating out the command signal terms gives
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(158)

𝑠̇ = (𝜃⃛𝑐 + 𝑐1 𝜃̈𝑐 + 𝑐2 𝜃̇𝑐 )−𝜃⃛ − 𝑐1 𝜃̈ − 𝑐2 𝜃̇.

(159)

The system in (152) and its derivative can be substituted into (159)
𝑠̇ = (𝜃⃛𝑐 + 𝑐1 𝜃̈𝑐 + 𝑐2 𝜃̇𝑐 ) − (𝐴𝜃̈ + 𝐵𝑢̇ + 𝜑̇ )
−𝑐1 (𝐴𝜃̇ + 𝐵𝑢 + 𝜑) − 𝑐2 𝜃̇.

(160)

The substitution can be performed one more time to yield
𝑠̇ = (𝜃⃛𝑐 + 𝑐1 𝜃̈𝑐 + 𝑐2 𝜃̇𝑐 ) − (𝐴(𝐴𝜃̇ + 𝐵𝑢 + 𝜑) + 𝐵𝑢̇ + 𝜑̇ )
−𝑐1 (𝐴𝜃̇ + 𝐵𝑢 + 𝜑) − 𝑐2 𝜃̇.

(161)

The terms can be combined and organized to get the following:
𝑠̇ = (𝜃⃛𝑐 + 𝑐1 𝜃̈𝑐 + 𝑐2 𝜃̇𝑐 ) + (−𝐴2 − 𝑐1 𝐴 − 𝑐2 )𝜃̇
+(−𝐴𝐵 − 𝑐1 𝐵)𝑢 + (−𝐴 − 𝑐1 )𝜑 − 𝜑̇ + (−𝐵)𝑢̇ .

(162)

Notice the control term is available at the end of the expression. At this juncture,
the designer has the option of compensating for various parts of the system dynamics –
the command signal and its derivatives, the current motor angle derivative, and control.
While performing simulations, it was noted that the best option was simply to treat
everything not in the desired control term as a disturbance. This gives the following
dynamics:
𝑠̇ = 𝑓(𝑢, 𝜃̇ , 𝜃̇𝑐 , 𝜃̈𝑐 , 𝜃⃛𝑐 , 𝑡) − 𝑣,

(163)

𝐿 ≥ ‖𝑓‖.

(164)

and

The traditional sliding mode controller is then inserted again,
𝑣 = 𝜌𝑠𝑖𝑔𝑛(𝑠)
𝜌=𝐿+

𝛼
√2

(165)

.

(166)

60

The effect of this chattering attenuation technique is that the control signal is
effectively integrated, removing much of the high frequency switching behavior.

4.3.2 Twisting Sliding Mode Controller Design
The twisting sliding mode controller is a second order SMC (2-SMC). The
second time derivative for its sliding variable should have a control input. The system
(92) and error definition (93) from before are again used. Now the sliding variable is
designed simply as a function of the error in the system which will be brought to zero in
finite time,
𝜎 = 𝑒.

(167)

Differentiating twice gives
𝜎̈ = 𝑒̈ .

(168)

Substituting for the error definition creates
𝜎̈ = 𝜃̈𝑐 − 𝜃̈

(169)

𝜎̈ = 𝜃̈𝑐 − 𝐴𝜃̇ − 𝐵𝑢 − 𝜑,

(170)

or

where the controller input is evident. Gathering all non-controller terms then provides
̈ 𝑐 , 𝜃̇ , 𝜑, 𝑡) − 𝐵𝑢,
𝜎̈ = 𝑓(𝜃

(171)

𝐿 ≥ ‖𝑓‖.

(172)

and

The twisting SMC is then inserted as
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1

𝑢 = − (𝑟1 𝑠𝑖𝑔𝑛(𝜎) + 𝑟2 𝑠𝑖𝑔𝑛(𝜎̇ ))

(173)

𝑟1 , 𝑟2 > 0
(𝑟1 + 𝑟2 )𝐾𝑚 − 𝐿 > (𝑟1 − 𝑟2 )𝐾𝑀 + 𝐿
(𝑟1 − 𝑟2 )𝐾𝑚 > 𝐿.

(174)

𝐵

Again, here the chattering attenuation technique is necessary, and the controller
had to be designed around it. The system is used as with the previous controller (152).
The same sliding variable (167)is chosen and the auxiliary sliding variable is defined as
𝑠 = 𝜎̇ + 𝑐𝜎

(175)

which can be rewritten in terms of error
𝑠 = 𝑒̇ + 𝑐𝑒.

(176)

Differentiating twice gives
𝑠̈ = 𝑒⃛ + 𝑐𝑒̈ .

(177)

Substituting the error definition (93) yields
𝑠̈ = (𝜃⃛𝑐 − 𝜃⃛) + 𝑐(𝜃̈𝑐 − 𝜃̈).

(178)

Separating out the command signal terms gives
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) − 𝜃⃛ − 𝑐𝜃̈ .

(179)

The system in (152) and its derivative can be substituted into (179)
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) − (𝐴𝜃̈ + 𝐵𝑢̇ + 𝜑̇ )
−𝑐(𝐴𝜃̇ + 𝐵𝑢 + 𝜑).

(180)

The substitution can be performed one more time to yield
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) − (𝐴(𝐴𝜃̇ + 𝐵𝑢 + 𝜑) + 𝐵𝑢̇ + 𝜑̇ )
−𝑐(𝐴𝜃̇ + 𝐵𝑢 + 𝜑).

(181)

The terms can be combined and organized to get
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𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) + (−𝐴2 − 𝑐𝐴)𝜃̇
+(−𝐴𝐵 − 𝑐𝐵)𝑢 − 𝐴𝜑 − 𝜑̇ + (−𝐵)𝑢̇ .

(182)

Again, the control term being designed for is available at the end. Here all noncontrol terms are compensated for. This gives the final sliding variable dynamics as
𝑠̈ = 𝑓(𝑢, 𝜃̇ , 𝜃̇𝑐 , 𝜃̈𝑐 , 𝜃⃛𝑐 , 𝑡) − 𝑣,

(183)

𝐿 ≥ ‖𝑓‖.

(184)

and again

The twisting SMC can again be used as
𝑣 = −(𝑟1 𝑠𝑖𝑔𝑛(𝑠) + 𝑟2 𝑠𝑖𝑔𝑛(𝑠̇ ))

(185)

𝑟1 , 𝑟2 > 0
(𝑟1 + 𝑟2 )𝐾𝑚 − 𝐿 > (𝑟1 − 𝑟2 )𝐾𝑀 + 𝐿
(𝑟1 − 𝑟2 )𝐾𝑚 > 𝐿.

(186)

4.3.3 Super-Twisting Sliding Mode Controller Design
The super-twisting 2-SMC is designed for use on relative degree one systems
where the sliding variable dynamics have a control term. The same system (92) and error
definition (93) are used as before. The sliding variable is designed as
𝜎 = 𝑒̇ + 𝑐𝑒.

(187)

The sliding variable dynamics are then seen to be
𝜎̇ = 𝑒̈ + 𝑐𝑒̇ .

(188)

Substituting in the error definition, this becomes
𝜎̇ = (𝜃̈𝑐 − 𝜃̈) + 𝑐(𝜃̇𝑐 − 𝜃̇ ).

(189)

Separating the command signal terms gives
𝜎̇ = (𝜃̈𝑐 + 𝜃̇𝑐 ) − 𝑐𝜃̇ − 𝜃̈.

(190)
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The system can be substituted into the equation to give
𝜎̇ = (𝜃̈𝑐 + 𝜃̇𝑐 ) − 𝑐𝜃̇ − 𝐴𝜃̇ − 𝐵𝑢 − 𝜑.

(191)

Notice that the sigma dynamics include the control term u. The terms can be
combined to give the final sigma dynamics as
𝜎̇ = 𝑓(𝜃̈𝑐 , 𝜃̇𝑐 , 𝜃̇ , 𝜑, 𝑡) − 𝐵𝑢,

(192)

𝐿 ≥ ‖𝑓‖

(193)

𝐻 ≥ ‖𝑓̇ ‖.

(194)

and

Here the super-twisting controller can be inserted.
𝑢 = 𝛼√|𝜎|𝑠𝑖𝑔𝑛(𝜎) + ∫ 𝛽𝑠𝑖𝑔𝑛(𝜎)𝑑𝑡

(195)

𝛼 = 1.5√𝐻
𝛽 = 1.1𝐻.

(196)

Notice that a portion of the control is integrated. This drastically reduces the
chattering effect of the controller. As is, this controller can be implemented in systems
without additional chattering attenuation techniques. However, in this study it will
provide consistency to use the same chattering attenuation technique as the rest of the
SMCs. Later, each of the SMCs will be implemented in simulation without the chattering
attenuation so that their behavior may be observed. A similar process is used as before
with the system (152). The sliding variable (187) is used again and the auxiliary sliding
variable is defined as
𝑠 = 𝜎̇ + 𝑐̅𝜎

(197)

which can be rewritten in terms of error
𝑠 = 𝑒̈ + 𝑐𝑒̇ + 𝑐̅𝑒̇ + 𝑐̅𝑐𝑒.

(198)

64

Defining the following,
𝑐1 = 𝑐 + 𝑐̅
𝑐2 = 𝑐𝑐̅,

(199)

𝑠 = 𝑒̈ + 𝑐1 𝑒̇ + 𝑐2 𝑒.

(200)

provides

The auxiliary sliding variable dynamics must be established. Taking the
derivative of (200) gives
𝑠̇ = 𝑒⃛ + 𝑐1 𝑒̈ + 𝑐2 𝑒̇ .

(201)

Substituting the error definition (93) yields
𝑠̇ = (𝜃⃛𝑐 − 𝜃⃛) + 𝑐1 (𝜃̈𝑐 − 𝜃̈ ) + 𝑐2 (𝜃̇𝑐 − 𝜃̇).

(202)

Separating out the command signal terms gives
𝑠̇ = (𝜃⃛𝑐 + 𝑐1 𝜃̈𝑐 + 𝑐2 𝜃̇𝑐 )−𝜃⃛ − 𝑐1 𝜃̈ − 𝑐2 𝜃̇.

(203)

The system in (152) and its derivative can be substituted into (203)
𝑠̇ = (𝜃⃛𝑐 + 𝑐1 𝜃̈𝑐 + 𝑐2 𝜃̇𝑐 ) − (𝐴𝜃̈ + 𝐵𝑢̇ + 𝜑̇ )
−𝑐1 (𝐴𝜃̇ + 𝐵𝑢 + 𝜑) − 𝑐2 𝜃̇.

(204)

The substitution can be performed one more time to yield
𝑠̇ = (𝜃⃛𝑐 + 𝑐1 𝜃̈𝑐 + 𝑐2 𝜃̇𝑐 ) − (𝐴(𝐴𝜃̇ + 𝐵𝑢 + 𝜑) + 𝐵𝑢̇ + 𝜑̇ )
−𝑐1 (𝐴𝜃̇ + 𝐵𝑢 + 𝜑) − 𝑐2 𝜃̇.

(205)

The terms can be combined and organized to get the following:
𝑠̇ = (𝜃⃛𝑐 + 𝑐1 𝜃̈𝑐 + 𝑐2 𝜃̇𝑐 ) + (−𝐴2 − 𝑐1 𝐴 − 𝑐2 )𝜃̇
+(−𝐴𝐵 − 𝑐1 𝐵)𝑢 + (−𝐴 − 𝑐1 )𝜑 − 𝜑̇ + (−𝐵)𝑢̇ .
Again, all non-control terms are grouped for compensation leaving the resulting
dynamics as
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(206)

𝑠̇ = 𝑓(𝑢, 𝜃̇ , 𝜃̇𝑐 , 𝜃̈𝑐 , 𝜃⃛𝑐 , 𝑡) − 𝑣,

(207)

𝐿 ≥ ‖𝑓‖

(208)

𝐻 ≥ ‖𝑓̇ ‖.

(209)

where

Again, the super-twisting controller can be inserted.
𝑣 = 𝛼√|𝑠|𝑠𝑖𝑔𝑛(𝑠) + ∫ 𝛽𝑠𝑖𝑔𝑛(𝑠)𝑑𝑡

(210)

𝛼 = 1.5√𝐻
𝛽 = 1.1𝐻.

(211)

4.3.4 Quasicontinuous Sliding Mode Controller Design
An additional 2-SMC examined in this study was the quasicontinuous SMC. This
controller was designed to provide a continuous control output with reduced chattering
effects at the expense of some accuracy. With this controller, the sliding variable and its
derivative never actually converge; however, they are forced to a region appropriately
close to convergence where they remain and where the control is continuous.
The quasicontinuous SMC design is identical to the twisting SMC – it requires the
sliding variable’s second time derivative to have a control input, and it drives the sliding
variable and its derivative to zero in finite time. Again, the system (92) and error
definition (93) are used, and the sliding variable is designed as simply
𝜎 = 𝑒.

(212)

Differentiating twice gives
𝜎̈ = 𝑒̈ .

(213)

Substituting for the error definition creates
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𝜎̈ = 𝜃̈𝑐 − 𝜃̈

(214)

𝜎̈ = 𝜃̈𝑐 − 𝐴𝜃̇ − 𝐵𝑢 − 𝜑

(215)

or

where the controller input is evident. Gathering all non-controller terms then provides
̈ 𝑐 , 𝜃̇ , 𝜑, 𝑡) − 𝐵𝑢,
𝜎̈ = 𝑓(𝜃

(216)

𝐿 ≥ ‖𝑓‖.

(217)

and

The quasicontinuous SMC is then inserted as
𝑢 = −𝛼

𝜎̇ +𝛽√|𝜎|𝑠𝑖𝑔𝑛(𝜎)

(218)

|𝜎|+𝛽√|𝜎|

𝛼>0
𝛽>0
𝛼𝐾𝑚 − ‖𝑓‖ > 0

(219)
𝛽

1

𝛼𝐾𝑚 − ‖𝑓‖ − 2𝛼𝐾𝑚 𝜌+𝛽 − 2 𝜌2 > 0; 𝜌 > 𝛽.
The quasicontinuous SMC is a continuous function, and this mitigates the effects
of the chatter. However, because the controller still displays high frequency
characteristics, the chattering attenuation technique will again be employed. The system
then is again (152), and the sliding variable again is (212). The auxiliary sliding variable
is defined as
𝑠 = 𝜎̇ + 𝑐𝜎

(220)

which can be rewritten in terms of error
𝑠 = 𝑒̇ + 𝑐𝑒.

(221)

Differentiating twice gives
𝑠̈ = 𝑒⃛ + 𝑐𝑒̈ .

(222)

Substituting the error definition (93) yields
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𝑠̈ = (𝜃⃛𝑐 − 𝜃⃛) + 𝑐(𝜃̈𝑐 − 𝜃̈).

(223)

Separating out the command signal terms gives
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) − 𝜃⃛ − 𝑐𝜃̈ .

(224)

The system in (152) and its derivative can be substituted into (224)
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) − (𝐴𝜃̈ + 𝐵𝑢̇ + 𝜑̇ )
−𝑐(𝐴𝜃̇ + 𝐵𝑢 + 𝜑).

(225)

The substitution can be performed one more time to yield
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) − (𝐴(𝐴𝜃̇ + 𝐵𝑢 + 𝜑) + 𝐵𝑢̇ + 𝜑̇ )
−𝑐(𝐴𝜃̇ + 𝐵𝑢 + 𝜑).

(226)

The terms can be combined and organized to get the following:
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) + (−𝐴2 − 𝑐𝐴)𝜃̇
+(−𝐴𝐵 − 𝑐𝐵)𝑢 − 𝐴𝜑 − 𝜑̇ + (−𝐵)𝑢̇ .

(227)

Again, the control term being designed for is available at the end. Here all noncontrol terms are compensated for,
𝑠̈ = 𝑓(𝑢, 𝜃̇ , 𝜃̇𝑐 , 𝜃̈𝑐 , 𝜃⃛𝑐 , 𝑡) − 𝑣,

(228)

𝐿 ≥ ‖𝑓‖.

(229)

and again

The quasicontinuous SMC can again be used as
𝑣 = −𝛼

𝑠̇ +𝛽√|𝑠|𝑠𝑖𝑔𝑛(𝑠)

(230)

|𝑠|+𝛽√|𝑠|

𝛼>0
𝛽>0
𝛼𝐾𝑚 − ‖𝑓‖ > 0

(231)
𝛽

1

𝛼𝐾𝑚 − ‖𝑓‖ − 2𝛼𝐾𝑚 𝜌+𝛽 − 2 𝜌2 > 0; 𝜌 > 𝛽.
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4.3.5 Prescribed Convergence Law Sliding Mode Controller Design
The design of the prescribed convergence law 2-SMC is identical to the
quasicontinuous and twisting 2-SMCs. The system (92) and error (93) definitions are
used once again, and the sliding variable is set equal to the error,
𝜎 = 𝑒.

(232)

Differentiating twice gives
𝜎̈ = 𝑒̈ .

(233)

Substituting for the error definition creates
𝜎̈ = 𝜃̈𝑐 − 𝜃̈

(234)

𝜎̈ = 𝜃̈𝑐 − 𝐴𝜃̇ − 𝐵𝑢 − 𝜑

(235)

or

where the controller input is evident. Gathering all non-controller terms then provides
̈ 𝑐 , 𝜃̇ , 𝜑, 𝑡) − 𝐵𝑢,
𝜎̈ = 𝑓(𝜃

(236)

𝐿 ≥ ‖𝑓‖.

(237)

and

The prescribed convergence law SMC is
𝑢 = −𝛼𝑠𝑖𝑔𝑛(𝜎̇ + 𝛽√|𝜎|𝑠𝑖𝑔𝑛(𝜎))

(238)

𝛼, 𝛽 > 0.

(239)

To reduce the chattering effects, the chattering attenuation technique is used once
more. To develop the controller, the same system as the previous controller (152) is used
and the same sliding variable as earlier (232). The auxiliary sliding variable is defined as
𝑠 = 𝜎̇ + 𝑐𝜎

(240)

which can be rewritten in terms of error
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𝑠 = 𝑒̇ + 𝑐𝑒.

(241)

Differentiating twice gives
𝑠̈ = 𝑒⃛ + 𝑐𝑒̈ .

(242)

Substituting the error definition (93) yields
𝑠̈ = (𝜃⃛𝑐 − 𝜃⃛) + 𝑐(𝜃̈𝑐 − 𝜃̈).

(243)

Separating out the command signal terms gives
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) − 𝜃⃛ − 𝑐𝜃̈ .

(244)

The system in (152) and its derivative can be substituted into (244)
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) − (𝐴𝜃̈ + 𝐵𝑢̇ + 𝜑̇ )
−𝑐(𝐴𝜃̇ + 𝐵𝑢 + 𝜑).

(245)

The substitution can be performed one more time to yield
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) − (𝐴(𝐴𝜃̇ + 𝐵𝑢 + 𝜑) + 𝐵𝑢̇ + 𝜑̇ )
−𝑐(𝐴𝜃̇ + 𝐵𝑢 + 𝜑).

(246)

The terms can be combined and organized to get
𝑠̈ = (𝜃⃛𝑐 + 𝑐𝜃̈𝑐 ) + (−𝐴2 − 𝑐𝐴)𝜃̇
+(−𝐴𝐵 − 𝑐𝐵)𝑢 − 𝐴𝜑 − 𝜑̇ + (−𝐵)𝑢̇ .

(247)

Again, the control term being designed for is available at the end. The control is
set to compensate all the other terms again,
𝑠̈ = 𝑓(𝑢, 𝜃̇ , 𝜃̇𝑐 , 𝜃̈𝑐 , 𝜃⃛𝑐 , 𝑡) − 𝑣,

(248)

𝐿 ≥ ‖𝑓‖.

(249)

and again
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The prescribed convergence law SMC can again be used as
𝑣 = −𝛼𝑠𝑖𝑔𝑛(𝑠̇ + 𝛽√|𝑠|𝑠𝑖𝑔𝑛(𝑠))

(250)

𝛼, 𝛽 > 0.

(251)

4.4 Summary
This chapter provided background on the controllers examined in this study. The
ubiquitous PID and PD controller serve as a standard for comparison purposes. The
SMC and 2-SMC algorithms implemented are designed around a sliding variable which
converges to zero in finite time and allows the system to operate in the sliding mode
where it exhibits dynamical collapse. In the sliding mode, the system accommodates
disturbances and uncertainties, and the system remains in the sliding mode once it has
reached it. The sliding variables designed for the controllers are functions of system
error to allow for output error tracking with a command signal. A chattering attenuation
technique was employed for all the SMCs in order to allow implementation on the robotic
hardware.
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CHAPTER 5

TEST ENVIRONMENT DEVELOPMENT

5.1 Test Environment Components
In the course of this study, it was apparent that various tools needed to be
developed to allow the goals of the study to be fulfilled. In particular, while it may have
been simpler to manually perform many of the simulation and hardware tasks on a caseby-case basis, creating several tools will allow future users to operate the robotic
hardware in a safer, more consistent, and more effective manner. Chapter 2 of this paper
outlines the robotic hardware that was used in this study and its operation, and this
chapter details some of the specialized components that were created and used with this
study.
As mentioned in Chapter 2, the Quanser robotic hardware was designed to be run
in the Simulink environment of MATLAB R2011a. The basic workflow for creating and
testing the algorithms is seen in figure 5.1.
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Figure 5.1 Process diagram for designing and running trials

First, a command signal had to be generated. A bitmap image input was a good
choice as it would provide a meaningful, customizable output (the robot’s drawings) for a
real world application. A tool was created to extract information from a bitmap image
that would output command signals for the system. Another metric used to qualify
controller performance is its behavior in the face of external disturbances. In order to
maximize consistency and practicality of the simulation results, a tool was created that
allowed the creation of customizable disturbance paths. The creation of a simulator was
necessary to test controllers without directly accessing the hardware. A Simulink model
that allowed testing of the final controllers in a simulation or on the robotic hardware was
developed to maximized consistency of results. Finally, a script was developed that
allowed the model to run the models consecutively in hardware or simulation mode using
identical paths and disturbance paths. The individual components are explained in more
detail throughout this chapter.
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5.2 Path Signal Creation
When deciding on the robot command structure, there was an option to operate in
either joint space or task space. Often times it makes more sense to send commands to
the system as a series of joint commands; however, because the output of the Quanser
robot’s operation is a drawing, it is much more meaningful to operate in task space. A
demonstration model that arrived with the robot allowed the robot to draw a figure eight
by sending sinusoidal commands to the x and y axes. In order to properly evaluate the
controllers, a much more demanding command signal profile was necessary.
Furthermore, because a goal of this study was to allow future students to learn the device,
a MATLAB script was created to upload a bitmap image and output command signals so
that the robot can draw it. The output is more meaningful, and errors from the controllers
can visually be seen in the drawings. Also, the command profile is much more
challenging than a simple waveform.
A simplified flow chart for the script is shown in figure 5.2.
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Figure 5.2 Flow chart of the bitmap XY path generation script

Before work on this tool started, the geometrical boundaries of the robot had to be
experimentally established where the kinematics laws remain valid (see chapter 3). The
appropriate image properties were then derived. The documented maximum velocity of
the robot is 200 mm/s, so a working velocity of approximately 20 mm/s was considered
appropriate. Because the command signal was designed to output a new pixel per
Simulink step, a balance between appropriate working velocity and high output resolution
was needed. Based on a Simulink step time size of 0.002 seconds, a 30 pixel per mm
resolution was chosen. The working velocity was then computed to be
1𝑠𝑡𝑒𝑝
0.002𝑠

×

1𝑝𝑖𝑥𝑒𝑙
1𝑠𝑡𝑒𝑝

1𝑚𝑚

× 30𝑝𝑖𝑥𝑒𝑙𝑠 = 16.67

𝑚𝑚
𝑠

,

(252)

and the image size was calculated to be
[

3000𝑝𝑖𝑥𝑒𝑙𝑠𝑥
100𝑚𝑚𝑥
𝑝𝑖𝑥𝑒𝑙𝑠
] × 30 𝑚𝑚 = [
].
80𝑚𝑚𝑦
2400𝑝𝑖𝑥𝑒𝑙𝑠𝑦

(253)

The script asks the user to select an image to load. An appropriate image is a bitmap with
1 bit depth (black and white), 3000 by 2400 pixels, with a border around the image of
white 1 pixel deep. An example image is shown in figure 5.3 which was created from the
original image using Adobe Illustrator.
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Figure 5.3 Original image (left) and simplified black and white bitmap (right)

The user can select whether to create a command profile based on the outlines of
the image or the outlines as well as the filled in portions. The image is loaded using its
colormap data for accuracy. The loaded image is simply a 3000 by 2400 array of 1s and
0s – 1s for each black pixel, and 0s for each white pixel. The script then creates two
separate images, one with the outline portion of the image and one with the fill portion of
the image.

Figure 5.4 The outline (left) and fill (right) portions of the bitmap
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The outline image is found by examining each black pixel in the original image.
The pixel is considered an outline pixel if it not entirely surrounded by black pixels. If
the pixel is determined to be a border pixel, it is added to a second array of the same size
that was initialized with all 0s.

Figure 5.5 Fill versus outline pixels

After examining each pixel once, the border is established. The fill image is the result of
subtracting the border image from the original image. Both are then saved to memory.
The script then looks at the border image to create a command path signal. The
initial position of the command signal is from the calibration position of the robot. This
is where the command profile will end as well. The command profile is a 4 by n matrix
with a column associated with step number, x position, y position, and pen status. The
script then creates another 3000 by 2400 matrix and examines the pixels in the outline
image. The new matrix is filled with values corresponding to how many pixels contact
each other pixel.
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Figure 5.6 Bitmap matrix (left) and auxiliary matrix (right) showing number of adjacent pixels

The script finds the value for the highest number of branches to other pixels and
finds the first pixel with that value starting from the bottom left and searching up and
right. The script calculates the distance to that spot and creates a path to move there with
the pen in the up position with a velocity parameter defined for non-sketching
movements. The command profile maintains its position for a parameterized amount of
time so the pen has time to lower. The script then examines the adjacent pixels to
determine where to move using the following generic priority:

Figure 5.7 Adjacent pixel priorities for choosing path
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The script decrements the current pixel branch value and moves to the next
nonzero branch value pixel. This process continues until there are no adjacent nonzero
pixels to move to. At that point, the script loops, finding the largest branch number and
going to the first one it finds until all pixels have been drawn. The command signal then
returns to the initial position and delays for a short time to allow stabilization if
necessary. The signal output can be seen for the original image is shown in figure 5.8.

Figure 5.8 End effector command profile (also shows travel vectors)
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The script also has the ability to create a path signal for the fill pixels. This works
with a brute force method. Each fill section is found the following way:

Figure 5.9 Fill pixel path priority

This portion of the script is not used in the study because the current drawing instrument
would not last long enough to complete the process.
When the path signal is completed, it is converted from pixels to mm (required by
the robot kinematics). The amount of time required to complete the run process is saved
into a MATLAB workspace variable file.

5.3 Disturbance Signal Creation
A tool was built that allowed the creation of a disturbance signal for simulation
runs. This MATLAB function creates a disturbance profile that is the sum of multiple
components – sine, square, random, randomized sine, and randomized square. The
components are meant to emulate possible real-world forces – machine oscillations and
frictions, vibrations, and natural disturbances. The function requires an input for the
number of samples to generate (this value generated from the path creation script) as well
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as input arrays for each disturbance component. The parameters input are used to
generate


Sine wave component with parameterized amplitude, frequency, phase, and bias.



Square wave component with parameterized amplitude, frequency, phase, and
bias.



Random signal component passed through a Savitzky-Golay filter (SGF) with
parameterized amplitude and SGF parameters



Sine wave component with randomized amplitude and frequency and
parameterized amplitude, maximum amplitude change, frequency, maximum
frequency change, phase, and bias



Square wave component with randomized amplitude and frequency and
parameterized amplitude, maximum amplitude change, frequency, maximum
frequency change, phase, and bias



The sum of the components is sent back to the function caller
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Figure 5.10 Components of the random signal generator and the complete signal

The benefit of this function is that there is minimum work required to adjust the
disturbance signal or remove it entirely. Because the disturbance signal used in this study
has a component for each joint (minus the fifth joint that connects the two serial
kinematic chains) different types of disturbances can be used for the joints that do not
have motors attached. Because the signal is generated before the simulation starts, it can
be saved and the same disturbance profile can be used for each run in order to have a
consistent environment for each run.
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5.4 Standalone Simulator
Chapter 3 detailed the derivation of the Quanser robot system dynamics. Using
the system dynamics and kinematics, it was possible to create a model in Simulink to
simulate the robot output.

Figure 5.11 Standalone simulator blocks

A script was created to ensure the simulations ran consistently. The script loads
all the necessary system parameters into MATLAB’s workspace. It loads a saved
command path signal profile if it exists, or it generates it using the bitmap extraction tool
if it does not. A control algorithm is chosen by the user, and it asks if a disturbance
profile should be loaded or created. The system is then run using controller coefficients
from the script file.

5.5 Combined Simulator/Hardware Testing Model
As mentioned in chapter 2, the Quanser robot system runs through the
MATLAB/Simulink environment. A Simulink model was created that allowed the user
to perform simulator and/or hardware testing. The system plant used in the simulator
detailed above was reused here, and all the necessary model blocks were added to gain
full functionality of the robotic hardware system.
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Figure 5.12 Block diagram of Simulink model providing both simulator and hardware run capability

The model allows the use of either a constant path input (for initialization or end effector
placement) or x and y command path signals from the MATLAB workspace. The signal
path can flow through the simulator, or it can be directed through the hardware blocks to
perform the run on the robotic hardware.
A script was written to assist with performing batches of runs with this model.
This script loads system parameters then directs the user to choose existing data for the
command signal or to generate new data through the bitmap path extraction tool. The
user then selects which controllers to perform the runs and whether to perform simulator
runs, hardware runs, or both. The user can then select whether or not to use an external
disturbance profile with the simulator runs and whether to use existing or new data. The
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script then sets up a time-stamped directory to save all of the run data for future analysis.
The script then guides the user through hardware calibration. Finally, each selected
controller is run, first as a simulation, then through the hardware with all the data being
saved from each run in separate files. The same command path signal and disturbance
signal is used for each run.

5.6 Summary
In order to efficiently and consistently test the controllers and to create helpful
resources for future work with the Quanser robot, a series of tools were developed that
allow the user to create a command profile to sketch bitmap images, create a reusable,
customizable disturbance signal, simulate hardware runs, and perform batches of runs
with the hardware and simulator.
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CHAPTER 6

SIMULATION AND HARDWARE TESTS AND RESULTS

6.1 Testing Setup
The previous chapter and chapter 2 detailed the components used in the study.
This section defines the settings used for testing and details the data resulting from
simulation and hardware trials. Several batches of runs for all controllers were performed
in this study including the following:


Hardware trials using controllers with chattering attenuation



Simulation trials using the following conditions
o Chattering attenuation and similar gains to the hardware trials
o Chattering attenuation as above with an added external disturbance signal
o Retuned controllers that do not use the chattering attenuation technique
o Retuned controllers as above with an added external disturbance signal

The strategy employed while designing these experiments was intended mainly to
validate the consistency of the simulator and hardware results and explore the effects of
an external disturbance. Additionally, observation of the SMCs without employing the
chattering attenuation method provided insight into classic SMC behavior in the system.
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This chapter details the results of the hardware and simulation trials that used the
chattering attenuation technique. Due to the large amount of data captured during
experimentation, the chapter is graphically intensive. Chapter 7 will provide analysis of
the results seen in this chapter based on the metrics outlined for this study as well as
further analysis using the data gained from simulator runs where the chattering
attenuation technique was not utilized.

6.1.1 Path Creation
The image in figure 6.1 was created in Adobe Photoshop and exported as a 1-bit,
3000 by 2400 pixel bitmap image. The image was cleaned up to avoid any stray pixels
that would greatly increase the operation time.

Figure 6.1 Bitmap used to generate command path for trials

This image was created purposefully with a variety of line shapes for the machine
to draw. Using the bitmap path creation tool outlined in the previous chapter, a command
path was created using the image’s outlines.
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Figure 6.2 Outline bitmap generated by script

The resulting command path for the robot is shown in figure 6.3.

Figure 6.3 Full control path including travel vectors generated by script
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Using the kinematics definitions, the cartesian task space graph in figure 6.3 can
be broken into the command profiles shown in figure 6.4 for the robot actuators.

Figure 6.4 Angle command signals for motor 1 and 2

The command path in figure 6.4 was used for both hardware and simulation runs for all
of the controllers used.

6.1.2 Disturbance Creation
The disturbance signal generation tool was used to create a disturbance profile for
the joints attached to the motors. These disturbances were meant to emulate active forces
acting against the motors through the gearheads. The disturbance signal component
parameters were assigned values to create a signal with an overall sinusoidal shape with
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large amounts of high frequency oscillations. The overall signal magnitude was designed
to be challenging to the controllers without kicking the SMCs out of the sliding mode on
a frequent basis. Several rounds of testing and revising were used before the final
disturbance profile was created. The disturbance profile used is shown in figure 6.5.

Figure 6.5 External disturbance signal used in the simulator trials

6.2 Hardware Experimental Trials
In this section, the results from the hardware trials are listed categorically
according to the controller used. Though the experimental protocol was designed as
concisely as possible, the various experimental runs generated a large amount of data –
over 500 MB. The data was parsed and plotted to provide the data in an efficient way.
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Table 6.1 documents the gain values used for each of the controllers in this study.
The tuning was performed manually and ensured that there was no saturation of the
control signal and that any high frequency control portions remained under 0.5 V in
magnitude. These criteria allowed more consistent evaluation of all the controllers
though, with alternate tuning preferences, some of the controllers may have performed
more accurately. The gains were tuned using multidimensional Monte Carlo trials for
each tuning parameter and comparing the task space error (a function of both motors) for
each trial. An example of the output from the tuning Monte Carlos is shown in figure
6.6.

Figure 6.6 Example graph output of a tuning Monte Carlo

The gains for the trials that use chattering attenuation were held consistent and are
listed in table 6.1. For simplicity, the SMC controller gains are lowered by a factor of
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146 – the approximate value of B in (79). Moreover, both motors were tuned identically.
More detail about the individual gains is available in chapter 4.
PD

PID

Kp

250

Kp

250

Kd

2

Ki

1.5

Kd

2

TrSMC

TwSMC

c1

30

c

28

c2

170

r1

23

ρ

35

r2

7

STSMC

QCSMC

c1

30

c

12.5

c2
α
β

170
6
17.6

α
β

24
62

PC
c
α
β

150
40
30

Table 6.1 Controller gains for trials using chattering attenuation

For all of the hardware runs, an Euler ODE solver was selected for Simulink with
a step size of 0.002 seconds. This optimal step size for use with the real time kernel was
determined using trial and error and with recommendations from Quanser. The same
solver with step size of 0.001 seconds was used for all simulator trials to assist with
accuracy with the derivative feedbacks in the control equations.
The results from the trials seen below include a scanned image of the drawing
performed by the robot for each controller type. Graphical data includes a comparison of
the motor angle values over time, a task space error magnitude graph, σ, s, and 𝑠̇ graphs
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for the SMCs, and control voltage over time plots. The plot values are taken directly
from the hardware trials except for the error magnitude plots. The error magnitude was
calculated from the command and measured X, Y values from the Simulink trials as
𝐸(𝑡) = √(𝑋(𝑡)𝑐𝑚𝑑 − 𝑋(𝑡)𝑚𝑠𝑟 )2 + (𝑌(𝑡)𝑐𝑚𝑑 − 𝑌(𝑡)𝑚𝑠𝑟 )2 .

(254)

6.2.1 PD Controller
The results from the hardware trials with the PD controller can be seen in figure
6.7. The drawing output exhibits clean lines and mostly crisp corners. Note that dashes
pointing to the upper left in all of the outputs are the result of the pencil being lowered,
not the robot motion.
The motor angle chart in figure 6.8 shows good error tracking capability with
some minor variance common to PD and PID type controllers near discontinuities as seen
in the zoomed portions.
The task space error seen in figure 6.9 is low, but is relatively consistent around
0.2 mm on average. Note that the controller quickly corrected from its initial position.
The motor voltage profiles can be seen in figure 6.10.
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Figure 6.7 Sketch output for PD trial

Figure 6.8 Motor angle versus time for PD trials
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Figure 6.9 Error magnitude versus time for PD trials

Figure 6.10 Motor voltage versus time for PD trials
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6.2.2 PID Controller
Similar to the PD controller, the PID controller exhibits a good output (figure
6.11). The lines are clean and corners are fairly sharp. There is a slight distortion around
the lower right hand corner of the “H” where many of the controllers had difficulty.
Figure 6.12 shows good overall error tracking with some difficulties in the
sharper and more abrupt transitions, and in figure 6.13 the overall task space error can be
seen as being consistently low at around 0.2 mm. The motor voltage signals can be seen
in figure 6.14.

Figure 6.11 Sketch output for PID trial
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Figure 6.12 Motor angle versus time for PID trials

Figure 6.13 Error magnitude versus time for PID trials
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Figure 6.14 Motor voltage versus time for PID trials

6.2.3 Traditional Sliding Mode Controller
The first SMC encountered in the hardware trials was the traditional sliding mode
controller, and its drawing output can be seen in figure 6.15. The drawing is
recognizable, but there is a substantial amount of distortion in the output caused by the
ripple that was introduced with the chattering attenuation technique. The lines look a bit
jittery, and several relatively larger errors can be seen, especially in the “H” portion of
the UAH logo.
Despite the output displaying some distortions, the error tracking is quite good as
seen in figure 6.16. In the zoomed portion there is some difficulty with the
discontinuities. While the error seen in figure 6.17 can spike as high as 1.9 mm, it is
generally concentrated at low levels – around 0.1 mm. The controller shows a lot of
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oscillation as it reaches its steady state error level, due to tuning and the chattering
attenuation.
Figures 6.18 through 6.20 display the sliding variable, auxiliary sliding variable,
and its derivative. The controller can be seen reaching the sliding mode, but because of
the chattering attenuation, the trajectory shows oscillation.

Figure 6.15 Sketch output for traditional SMC trial
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Figure 6.16 Motor angle versus time for traditional SMC trials

Figure 6.17 Error magnitude versus time for traditional SMC trials
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Figure 6.18 Sliding variable for traditional SMC trials

Figure 6.19 Auxiliary sliding variable for traditional SMC trials
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Figure 6.20 Derivative of the auxiliary sliding variable for traditional SMC trials

Figure 6.21 Motor voltage versus time for traditional SMC trials
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6.2.4 Twisting Sliding Mode Controller
The twisting sliding mode control output drawing is shown in figure 6.22. The
drawing is much more accurate than the previous SMC. The lines and corners are clean,
but the effects of the ripple due to the chattering attenuation are still evident in the output.
The error tracking is good with some difficulties around the transition points as
seen in figure 6.23. The error in figure 6.24 again shows occasional large spikes of up to
2 mm, but remains mostly low. The reaching time is similar to the traditional SMC.
The sliding variables are seen in figures 6.25 through 6.27 and the motor voltage
profile is seen in figure 6.28. Note, as with all the other SMCs, the complete lack of high
frequency switching.

Figure 6.22 Sketch output for twisting SMC trial
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Figure 6.23 Motor angle versus time for twisting SMC trials

Figure 6.24 Error magnitude versus time for twisting SMC trials
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Figure 6.25 Sliding variable for twisting SMC trials

Figure 6.26 Auxiliary sliding variable for twisting SMC trials
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Figure 6.27 Auxiliary sliding variable time derivative for twisting SMC trials

Figure 6.28 Motor voltage versus time for twisting SMC trials
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6.2.5 Super-Twisting Sliding Mode Controller
The super-twisting SMC exhibits good accuracy in its output drawing (figure
6.29) though some very slight jitter is apparent. The error tracking is very good in figure
6.30, and the difficulties around the discontinuities in the signal path are handled well by
the controller, though not perfectly.
Figure 6.31 again shows occasional error spikes mostly staying below 1 mm with
most of the error concentrated close to 0. A single large spike in the error was likely due
to debris being contacted by the pen. The reaching time again shows oscillation in the
error plots as well as the sliding variable plots in figures 6.32 through 6.34. The motor
voltage plots in figure 6.35 again show no chattering effects.

Figure 6.29 Sketch output for super-twisting SMC trial
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Figure 6.30 Motor angle versus time for super-twisting SMC trials

Figure 6.31 Error magnitude versus time for super-twisting SMC trials
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Figure 6.32 Sliding variable for super-twisting SMC trials

Figure 6.33 Auxiliary sliding variable for super-twisting SMC trials
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Figure 6.34 Auxiliary sliding variable time derivative for super-twisting SMC trials

Figure 6.35 Motor voltage versus time for super-twisting SMC trials
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6.2.6 Quasicontinuous Sliding Mode Controller
The output drawing for the quasicontinuous SMC seen in figure 6.36 shows
slightly more ripple effects. There are also some larger distortions, especially near the
corners of the output. The drawing is still accurate and recognizable.
In figure 6.37 the error tracking can be seen to be consistently good. The error in
figure 6.38 never spikes above 2.5 mm, and the reaching time is less than most of the
other SMCs though a large amount of ripple is noticeable.
The sliding variable plots in figures 6.39 through 6.41 illustrate the reaching
phase and sliding phase quite well. The voltage plots in figure 6.42 again show no
chattering, though the voltage profile seems more aggressive than some of the other
controllers.

Figure 6.36 Output sketch for quasicontinuous SMC trial
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Figure 6.37 Motor angle over time for quasicontinuous SMC trials

Figure 6.38 Error magnitude versus time for quasicontinuous SMC trials
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Figure 6.39 Sliding variable for quasicontinuous SMC trials

Figure 6.40 Auxiliary sliding variable for quasicontinuous SMC trials
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Figure 6.41 Auxiliary sliding variable time derivative for quasicontinuous SMC trials

Figure 6.42 Motor voltage versus time for quasicontinuous SMC trials
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6.2.7 Prescribed Convergence Law
The final controller in the hardware trials is the prescribed convergence law SMC.
Its drawing output is shown in figure 6.43. The sketch again shows a lot of distortion due
to the ripple effects. While the image is recognizable, some large errors are evident.
Figure 6.44 shows good error tracking behavior with this controller and perhaps
the best behavior around discontinuities. The task space error plot in figure 6.45 shows
that the error remained below 2.5 mm and generally stayed close to 0.
The sliding variable plots can be seen in figures 6.46 through 6.48. The voltage
profile plot in figure 6.49 is unremarkable but again shows the lack of chattering that
would normally be associated with SMCs.

Figure 6.43 Sketch output for prescribed convergence law trial
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Figure 6.44 Motor angle versus time for prescribed convergence law trials

Figure 6.45 Error magnitude versus time for prescribed convergence law trials
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Figure 6.46 Sliding variable for prescribed convergence law trials

Figure 6.47 Auxiliary sliding variable for prescribed convergence law trials
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Figure 6.48 Auxiliary sliding variable time derivative for prescribed convergence law trials

Figure 6.49 Motor voltage versus time for prescribed convergence law trials
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6.3 Simulator Trials
The following results are from the simulator trials which were designed to mimic
the hardware trials as well as simulated hardware results incorporating an external
disturbance signal as seen earlier in this chapter. The same tuning parameters as the
previous section were used, and the simulator was again set to use an Euler ODE solver
except this time with a 0.001 second step size.

6.3.1 PD Controller
The task space output in figure 6.50 is quite similar to what was seen in the
previous section. Note that the lines connecting the portions of the sketch display the
robot movements to the next section. Again, the error tracking appears good in figure
6.51, though the trial with the disturbance shows some higher error in the zoomed
portion. As before, the error magnitude stays minimal and consistent around 0.1 mm in
figure 6.52. The voltage signal for the run with an external disturbance in figure 6.53
shows how the controller had to adjust to account for the disturbance forces.
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Figure 6.50 Task space output for PD trial

Figure 6.51 Motor angle versus time for PD trials
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Figure 6.52 Error magnitude versus time for PD trials

Figure 6.53 Motor voltage versus time for PD trials
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6.3.2 PID Controller
Similar to the last section, the task space output below for the PID controller
shows an accurate output. In figure 6.55 the error tracking again looks clear, but when
zoomed in, there are some issues with the trial with the disturbance signal. The error plot
in figure 6.56 shows very minimal error averaging around 0.1 mm and a fast steady state
time. The voltage signal plots can be seen in figure 6.57.

Figure 6.54 Task space output for PID trial
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Figure 6.55 Motor angle versus time for PID trials

Figure 6.56 Error magnitude versus time for PID trials
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Figure 6.57 Motor voltage versus time for PID trials

6.3.3 Traditional Sliding Mode Controller
Again the traditional SMC is first for the simulator and disturbance studies.
Observing the output in figure 6.58, the effects of the ripple are evident though much
reduced as compared to the hardware trial. The majority of the jitter was likely due to
unmodeled resonance, backlash, or slop in the hardware that may be explored in future
studies. In all of the plots, the similarity between the plots with and without disturbance
points to some of the beneficial characteristics of the SMCs.
In figure 6.59 the tracking error capabilities again look good, though with some
issues around the sharper transitions. Figure 6.60 displays error of generally less than 0.5
mm though occasionally reaching just over 1 mm. The initial reaching time is much less
oscillatory compared to the hardware results.
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The sliding variable plots in figure 6.61 through 6.63 are closer to what would be
expected for these controllers. The reaching time and reaching and sliding modes are
clearly seen in the zoomed portions of the images.
The voltage plots in figure 6.64 display the likeness of the disturbance signal for
that trial run. The behavior of the SMC in accommodating the disturbance is quite
evident. Also, the zoomed portion shows the controller trying to reach the sliding mode.

Figure 6.58 Task space output for traditional SMC trial
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Figure 6.59 Motor angle versus time for traditional SMC trials

Figure 6.60 Error magnitude versus time for traditional SMC trials
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Figure 6.61 Sliding variable for traditional SMC trials

Figure 6.62 Auxiliary sliding variable for traditional SMC trials
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Figure 6.63 Auxiliary sliding variable time derivative for traditional SMC trials

Figure 6.64 Motor voltage versus time for traditional SMC trials
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6.3.4 Twisting Sliding Mode Controller
The twisting SMC task space output is similar to what was seen in the traditional
SMC results. In figure 6.65 it seems the majority of the oscillating has been removed
though some still remains. Again there is little to no difference when the disturbance
signal is added.
Figure 6.66 displays good error tracking though some issues are again seen in the
discontinuity portions of the plot. The error generally remains quite low with spikes
reaching less than 1.5 mm in figure 6.67. The sliding variables again exhibit
characteristic behavior in plots from figures 6.68 through 6.70. Again, the voltage signal
profiles take on the disturbance profile by the controller as seen in 6.71 for the trials
experiencing the external disturbance signal.

Figure 6.65 Task space output for twisting SMC trial
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Figure 6.66 Motor angle versus time for twisting SMC trials

Figure 6.67 Error magnitude versus time for twisting SMC trials
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Figure 6.68 Sliding variable for twisting SMC trials

Figure 6.69 Auxiliary sliding variable for twisting SMC trials
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Figure 6.70 Auxiliary sliding variable time derivative for twisting SMC trials

Figure 6.71 Motor voltage versus time for twisting SMC trials
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6.3.5 Super-Twisting Sliding Mode Controller
The super-twisting SMC task space outputs in figure 6.72 look quite good with
very little jitter noticed and generally sharp corners and lines. The error tracking looks
exceptional in figure 6.73 with only some slight error around corners. Again, there is
almost no difference seen when adding an external disturbance signal. Figure 6.74 shows
very little error –remaining close to zero with only occasional spikes less than 0.5 mm.
The sliding variable plots (figures 6.75 through 6.77) show the sliding variable,
auxiliary sliding variable, and its derivative to be as expected. Note the spikes in the
graphs corresponding to regions of higher error where a combination of external
disturbance and difficult command profiles kick the controller momentarily out of the
sliding phase. The voltage plots can then be seen in figure 6.78.

Figure 6.72 Task space output for super-twisting SMC trial
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Figure 6.73 Motor angle versus time for super-twisting SMC trials

Figure 6.74 Error magnitude versus time for super-twisting SMC trials
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Figure 6.75 Sliding variable for super-twisting SMC trials

Figure 6.76 Auxiliary sliding variable for super-twisting SMC trials
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Figure 6.77 Auxiliary sliding variable time derivative for super-twisting SMC trials

Figure 6.78 Motor voltage versus time for super-twisting SMC trials
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6.3.6 Quasicontinuous Sliding Mode Controller
The task space output for the quasicontinuous SMC can be seen in figure 6.79.
The results again are quite clear with good accuracy.
Error tracking in figure 6.80 looks quite good with only small error around the
difficult portions of the command profile. However, the ripple effects are more
pronounced compared to the other control techniques. The overall error seen in figure
6.81 mostly stays below 1.5 mm spikes, and the reaching time is fairly low.
The behavior of the sliding variables can be seen plainly in the sliding variable
plots and the voltage plot in figures 6.82 through 6.85, and the ripple effects can be seen
quite clearly.

Figure 6.79 Task space output for quasicontinuous SMC trial
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Figure 6.80 Motor angle over time for quasicontinuous SMC trials

Figure 6.81 Error magnitude versus time for quasicontinuous SMC trials
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Figure 6.82 Sliding variable for quasicontinuous SMC trials

Figure 6.83 Auxiliary sliding variable for quasicontinuous SMC trials
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Figure 6.84 Auxiliary sliding variable time derivative for quasicontinuous SMC trials

Figure 6.85 Motor voltage versus time for quasicontinuous SMC trials
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6.3.7 Prescribed Convergence Law
Finally, the prescribed convergence law was the last simulated to emulate the
hardware with and without a disturbance signal. The output in figure 6.86 shows, as the
rest of the SMCs, good accuracy, clear lines, sharp corners, and very little jitter. The
command signal tracking in figure 6.87 is excellent with little error even around the
segments where most controllers showed difficulty. The error spiked a little higher than
1 mm (figure 6.88), however, it generally stayed quite close to zero for the majority of
the trials.
The sliding mode plots in figures 6.89 through 6.91 show the controller’s reaching
phase and sliding mode. The 𝑠̇ plot clearly shows the regions where the controller is
operating in and reaching back into the sliding mode. The motor voltage profiles can
then be seen in figure 6.92 to be fairly similar to the other SMCs.

Figure 6.86 Task space output for prescribed convergence law trial
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Figure 6.87 Motor angle versus time for prescribed convergence law trials

Figure 6.88 Error magnitude versus time for prescribed convergence law trials
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Figure 6.89 Sliding variable for prescribed convergence law trials

Figure 6.90 Auxiliary sliding variable for prescribed convergence law trials
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Figure 6.91 Auxiliary sliding variable time derivative for prescribed convergence law trials

Figure 6.92 Motor voltage versus time for prescribed convergence law trials
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6.4 Summary
In this chapter, the results of the hardware trials were presented for each controller
type studied. Additionally, simulator study results using the same controller setup and
parameters as the hardware trials with and without external disturbances added were
shown. This chapter detailed the results by exhibiting the sketches produced by the
hardware trials and plots of the motor angles, the Cartesian task space error magnitude,
the sliding variables, and the control voltage profiles.
The next chapter focuses on analysis of the results presented in this chapter.
Additionally, the accuracy of the simulator versus the hardware studies is explored, and
the effects of the chattering attenuation technique are noted as compared to simulation
studies where the technique was not employed.
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CHAPTER 7

DATA REVIEW AND ANALYSIS

7.1 Introduction
In this chapter the data that was graphically presented in chapter 6 is reviewed and
analyzed. This chapter is graphically intensive in order to present a large amount of data
in the clearest and most concise manner. The results presented were analyzed according
to the study goals in determining controller performance. These metrics for evaluation
were mentioned in chapter 1 and include overall error, energy use, and disturbance
accommodation. This chapter presents the results with the following approach. First, the
results from the hardware trials were analyzed. The simulator’s accuracy is analyzed
next by comparing results from the simulator and hardware trials with similar parameter
settings. With the accuracy of the simulator validated, the next section examines
controller performance with applied external disturbance signals. Finally, in order to
further characterize the SMC performance and more traditional behavior, the final section
analyzes results performed without using chattering attenuation techniques.
In this chapter, some of the plots for the overall error and energy use are
cumulative. These cumulative plots are essentially Riemann sums that integrate the
parameter examined over the course of the run. These plots are useful in quantifying the
error exhibited during a run because they take into account not only the magnitude of the
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error spikes seen in chapter 6 but also the error seen throughout the trials. The final result
is not a quantification of the final error at the end effector but rather how much error was
seen during the experiment. The cumulative plot also allows the creation of total energy
plots. The power is calculated as
𝑃(𝑡) = 𝑉(𝑡)2 × 𝑅𝐴 .

(255)

The voltage over time is known and was plotted in chapter 6, so the power over time is
simple to determine. The cumulative plot of the power essentially integrates the power
and provides the corresponding energy needed to perform that run. In this chapter, the
important values from the plots are listed separately in tables to help distinguish the
controllers.

7.2 Hardware Trial Analysis
The hardware trials were performed for each of the seven controllers with the
SMCs employing the chattering attenuation technique detailed in chapter 5. The results
of the runs were documented in chapter 6. The plots in this section assist in establishing
metrics for grading the performance of the algorithms in controlling the robotic hardware.
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7.2.1 Error

Figure 7.1 Cumulative error magnitude plot for hardware trials

Figure 7.1 illustrates the cumulative Cartesian task space error magnitude for each
run. As mentioned, this is calculated as the cumulative sum of the task space error (254)
multiplied times the step size. There is a fair amount of similarity in the overall error
displayed by the different controllers. The super-twisting SMC displays the highest
accuracy by far. The PD and PID controllers then seem to perform with slightly better
accuracy than the other SMCs with the traditional and quasicontinuous SMCs showing
the lowest accuracy. Interestingly, even with the ripple observed and the rather large
distortions in several of the output drawings, the relative accuracy for each of the
controllers is all relatively in line. Whereas the PD and PID controllers display a small,
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consistent error, the SMCs generally have a much lower steady state error when in the
sliding mode (exhibiting ripple as the main source of error), and the SMCs generally only
have short duration spikes of error when they have been kicked out of the sliding mode.

7.2.2 Reaching Time

Figure 7.2 Error magnitude plot of first second of hardware trials

The plots in figure 7.2 show the Cartesian task space error over the first second of
operation. These plots demonstrate the time it takes to reach a zero error condition. Due
to the chattering attenuation and unmodeled phenomena, the SMC plots are
uncharacteristically slow and oscillating in reaching their sliding phase whereas the PD
and PID controllers very quickly reach a steady state.
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7.2.3 Energy Use

Figure 7.3 Cumulative energy used for hardware trials

Figure 7.3 details the energy use of the controllers in this study in W*s. The
power equation is mentioned in (255) and the values are cumulatively summed and
multiplied by the time step to compute the cumulative energy use. Normal SMC
behavior exhibits chattering behavior which is very energy intensive. The chattering
attenuation technique has placed all of the controllers somewhat level in terms of energy
use. The similarity is somewhat to be expected because the controllers were tuned in
terms of their control outputs as discussed in chapter 6.
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7.2.4 Hardware Trials Overview
Table 7.1 displays the results of the three performance metrics for the hardware
trials.

PD
PID
TrSMC
TwSMC
STSMC
QCSMC
PC

Cumulative Error
(mm)
23.669
23.875
32.426
25.964
13.522
32.631
28.461

Energy Used
(W*s)
13.360
13.501
13.447
13.872
12.659
13.125
13.409

Time to Steady State
(s)
0.130
0.130
0.602
0.402
0.290
0.182
0.336

Table 7.1 Performance summary for hardware trials

Here the PD and PID controllers generally displayed the best performance –
displaying low error and quickly achieving a low, steady state error. The super-twisting
SMC had the overall best performance though it was somewhat slower in reaching its
steady state.

7.3 Simulation Studies Analysis
Implementing the controllers in physical hardware and documenting the outcome
was an important goal in this study. In order to create a useful simulation tool and
validate results that cannot be done via hardware, additional simulation studies were also
completed. The results of these trials were documented in chapter 6, and additional
analysis is performed in this section.

152

7.3.1 Simulator Accuracy
With the hardware trials complete, a primary goal was to validate the accuracy of
the simulator results. While an accurate simulator is important to allow the user to
perform controller testing and tuning, in this study it was also important for allowing
trials to be performed with external disturbances.
In order to validate the accuracy of the simulator model derived in chapter 3, a set
of simulator trials replicating the hardware trials was performed. The results can be seen
in chapter 6, and the plots derived show relatively good consistency between the
simulator and hardware motor angle, Cartesian error, and controller signals. In order to
quantitatively analyze the simulator accuracy, the motor angle readings from the
hardware trials were subtracted from those of the simulator trials to produce an error over
time,
𝐸(𝑡) = |𝜃𝐻𝑖 (𝑡) − 𝜃𝑆𝑖 (𝑡)|.

(256)

The absolute value of the error between the hardware and simulator trials was then
cumulatively summed, multiplied by the time step size, and plotted for each motor (figure
7.4). Table 7.2 lists the minimum and maximum error values for each motor angle as
well as the average and cumulative sum.
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Figure 7.4 Cumulative angle error plots for each motor for hardware versus simulator trials

Motor
PD
PID
TrSMC
TwSMC
STSMC
QCSMC
PC
Average

1
2
1
2
1
2
1
2
1
2
1
2
1
2

Minimum
Error
(Degrees)

Maximum
Error
(Degrees)

Average
Error
(Degrees)

Cumulative
Error
(Degrees)

6.646E-06
2.320E-06
2.604E-08
1.098E-06
3.194E-07
7.271E-07
1.379E-07
7.814E-07
9.191E-08
6.501E-08
7.113E-07
2.317E-06
1.008E-06
1.123E-06
1.241E-06

0.791
3.682
0.823
3.684
1.765
6.527
1.819
4.047
1.013
4.572
1.339
3.060
1.471
0.984
2.541

0.023
0.038
0.024
0.039
0.056
0.050
0.057
0.036
0.018
0.018
0.074
0.052
0.059
0.041
0.042

3.955
6.463
4.067
6.528
9.476
8.521
9.677
6.160
3.119
3.067
12.606
8.792
10.039
7.001
7.105

Table 7.2 Error summary between hardware and simulator trials for each motor angle
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The most important value is the average of the average error values. Over both
motors, with all controllers, an average difference of only 0.042° was calculated.
Considering that both motors operate over a range of approximately 50° in this study, that
translates to an average error of 0.084% over the operating range. This demonstrated that
the simulator accurately predicted results from the hardware.

7.3.2 Simulator Trials with External Disturbance Signals
With the simulator accuracy verified, the next goal was to determine the
controller performance values when faced with an external disturbance in the simulator
(figure 6.5). The results from these simulator runs were documented in chapter 6, and
their cumulative error and energy plots are shown in figure 7.5.

Figure 7.5 Cumulative error magnitude for simulator trials with and without disturbance
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The results from the cumulative Cartesian task space error magnitude plots in
figure 7.5 are listed in table 7.3.

PD
PID
TrSMC
TwSMC
STSMC
QCSMC
PC

Cumulative Error (mm)
With Dist
Without Dist
13.869
11.606
13.875
11.718
14.057
15.040
12.129
11.996
10.452
10.622
16.931
17.271
9.652
8.939
Minimum
Maximum
Average

% Difference
19.51%
18.40%
-6.54%
1.11%
-1.60%
-1.97%
7.98%
-6.54%
19.51%
5.27%

Table 7.3 Summary of error plots for simulator trials with and without disturbance

As previously mentioned, the disturbance profile was chosen to challenge the
controllers without continually booting the SMCs from the sliding mode. Note that when
the disturbance is introduced, the PD and PID controllers have almost a 20% higher rate
of error where most of the SMCs see a minor difference of approximately 1-2%. The
prescribed convergence law SMC saw an 8% increase in its error likely due to its already
low rate of error. The behavior is expected for SMCs that are designed to accommodate
the disturbance.
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Figure 7.6 Cumulative energy use for simulator trials with and without disturbance

The cumulative energy use plots for the trials are shown in figure 7.6. Table 7.4
lists the energy use difference between the simulator trials with and without disturbances.
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PD
PID
TrSMC
TwSMC
STSMC
QCSMC
PC

Energy Used (W*s)
With Dist
Without Dist
3.031
2.577
3.031
2.577
2.956
2.419
3.205
2.699
2.674
2.183
3.554
3.087
3.363
2.808
Minimum
Maximum
Average

% Difference
17.61%
17.61%
22.20%
18.71%
22.47%
15.12%
19.77%
15.12%
22.47%
19.07%

Table 7.4 Summary of the cumulative energy use plots for simulator runs with and without disturbance

The PD type controllers and the SMCs that use the chattering attenuation
technique all require additional energy to account for the added disturbance signal.
Interestingly, the additional energy rate required was relatively even across the
controllers, averaging approximately 20%. The controller tuning has a large impact on
the ability to account for disturbance inputs, and an adverse effect is that additional
energy is required. Because all of these controllers were tuned with similar criteria in
place (2 V maximum, no signal clipping, high frequency portions below 0.5 V), it can
somewhat be expected that the power requirements would be somewhat similar.

7.3.3 Effects of the Chattering Attenuation Technique
At this point, the major goals of this study were achieved; the controllers were
implemented in hardware and software, and their performance was noted in terms of
accuracy, energy use, and disturbance accommodation. However, because the chattering
attenuation techniques were necessary for the hardware trials, an additional set of
simulation runs was desired that would display more characteristic SMC behaviors.
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These controllers do not utilize an auxiliary sliding variable in their construction, and
they were tuned using the same Monte Carlo method that was previous used. The
parameters used for their trials are shown in table 7.5.
PD

PID

Kp

250

Kp

250

Kd

2

Ki

1.5

Kd

2

TrSMC

TwSMC

c

271

r1

1.3

ρ

2

r2

0.9

STSMC
372
c
1.5
α
26
β

QCSMC
α
β

2
5.9

PC
α
β

2
6.3

Table 7.5 Gain values for trials not using chattering attenuation

Figure 7.7 through figure 7.11 show the task space output for each SMC as well
as a zoomed portion of the difficult spot around the “H” in order to demonstrate
practically how the sketch output would be different for each controller if chattering
attenuation was not implemented.
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Figure 7.7 Simulator XY plot results with and without chattering attenuation for traditional SMC

Figure 7.8 Simulator XY plot results with and without chattering attenuation for twisting SMC
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Figure 7.9 Simulator XY plot results with and without chattering attenuation for super-twisting SMC

Figure 7.10 Simulator XY plot results with and without chattering attenuation for quasicontinuous SMC
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Figure 7.11Simulator XY plot results with and without chattering attenuation for prescribed convergence law

Each of the output plots in figure 7.7 through 7.11 demonstrate an even higher
accuracy when the standard SMC implementation is used. There are only very minute
oscillations in the output as compared to the results seen with the hardware and
simulation trials seeing the rippling effects from the chattering attenuation. Plots for
cumulative error for each of the four simulation trials – with and without chattering
attenuation and disturbances are shown in figure 7.12.
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Figure 7.12 Cumulative error magnitude plots for all simulator trials
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The error plots in figure 7.12 demonstrate the effects of the chattering attenuation
technique and are summarized in table 7.6:

TrSMC
TwSMC
STSMC
QCSMC
PC

Cumulative Error (mm)
With Disturbance
Without Disturbance
CA
No CA
% Change
CA
No CA
% Change
14.057
8.935
-36.44%
15.040
8.916
-40.72%
12.129 12.594
3.84%
11.996
13.225
10.25%
10.452
2.839
-72.84%
10.622
2.782
-73.81%
16.931
8.892
-47.48%
17.271
8.846
-48.78%
9.652
9.433
-2.28%
8.939
9.521
6.51%
Minimum
Maximum
Average

-73.81%
10.25%
-30.17%

Table 7.6 Cumulative error plot summary for all simulator trials

Implementing the chattering attenuation (CA in the table 7.6) increased the
overall error for the SMCs by 30% on average. It is somewhat surprising that the supertwisting SMC, already the most accurate of the controllers, shows the most drastic
improvement when implemented in a traditional manner without chattering attenuation
due to its intrinsic filtering effect.
The series of graphs in figure 7.13 display the reaching time for all the controllers
with and without a disturbance signal and with and without chattering attenuation.
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Figure 7.13 Reaching time plots for all simulation trials

165

From the graphs in figure 7.13, it can be seen that the disturbance signal does not
add significantly to the reaching time. Table 7.7 summarizes the reaching times.

PD
PID
TrSMC
TwSMC
STSMC
QCSMC
PC

Time to Steady State (s)
CA
No CA
0.122
0.121
0.303
0.092
0.336
0.399
0.262
0.153
0.440
0.238
0.301
0.140

Table 7.7 Reaching time summary table

The chattering attenuation technique adds some initial oscillation before the
SMCs can reach the sliding mode, and there is generally a significant difference in
reaching time compared to the SMCs when not using the technique. Strangely enough,
the twisting controller reaching time was extended when chattering attenuation was not
used. Because the reaching times are more or less in the same scale, this metric tended
not to be a large discriminating factor for this study. Moreover, since the error occurs
while the robot reaches towards its initialization point, it is in practice unimportant for
this particular application, though other applications may prioritize a lower steady state
error time.
The plots in figure 7.14 show the energy consumption by the controllers.

166

Figure 7.14 Cumulative energy use plots for all simulator trials
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The energy plots in figure 7.14 show a drastic increase in the amount of energy
required for the SMCs to perform their required operation. Table 7.8 below lists the
changes seen.

TrSMC
TwSMC
STSMC
QCSMC
PC

CA
2.956
3.205
2.674
3.554
3.363

Energy Used (W*s)
With Disturbance
Without Disturbance
No CA
% Change
CA
No CA
% Change
292.145
9783.45%
2.419
292.145
11977.59%
169.219
5180.66%
2.699
170.718
6224.28%
10.263
283.87%
2.183
9.676
343.25%
206.750
5717.38%
3.087
207.869
6633.04%
292.145
8586.00%
2.808
292.145
10303.28%
Minimum
Maximum
Average

283.87%
11977.59%
6503.28%

Table 7.8 Summary of the cumulative energy plots for all simulator trials

The SMCs, as expected, require much more energy to operate when implemented
without chattering attenuation. The high frequency switching action is energy intensive,
and here an average of 65 times more energy would be required to complete the trials.
Implementing the controllers without chattering attenuation illustrates the
characteristic SMC behaviors. About 1/3 less error was observed, but 67 times more
energy was required. However, the ripple effects in the output were also removed. Even
though so much more energy was required, an analogy puts the actual energy
requirements in perspective. A single alkaline AAA battery contains roughly 5400 W*s
of energy. So with the energy requirements of the average SMC with chattering
attenuation and no disturbance, a single AAA cell could run the experiment 2046 times.
Even with the higher energy requirements, that cell could still run the experiment 27
times if the SMC was implemented without using chattering attenuation.

168

7.4 Overall Simulator Controller Performance
A series of metrics were used to rate the controllers’ performance on a relative
scale. The overall accuracy was determined as
100

𝐴 = 𝑆𝑢𝑚𝑜𝑓𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒𝐸𝑟𝑟𝑜𝑟

(257)

where the sum of cumulative error is for a run with disturbance plus a run without
disturbance. The overall energy use metric was simply the sum of the energies for the
trials with and without disturbance. A ratio of the relative accuracy metric over the
energy use metric provides was also evaluated. Table 7.9 displays the results of the runs
implementing chattering attenuation, sorted by best to worst performance.
Relative Accuracy
PC
5.379
STSMC
4.745
TwSMC
4.145
PD
3.925
PID
3.907
TrSMC
3.437
QCSMC
2.924

Energy Use Rating
STSMC
4.856
TrSMC
5.375
PD
5.608
PID
5.608
TwSMC
5.904
PC
6.172
QCSMC
6.641

Accuracy/Energy
STSMC
0.977
PC
0.872
TwSMC
0.702
PD
0.700
PID
0.697
TrSMC
0.639
QCSMC
0.440

Table 7.9 Performance rankings for all simulator trials with chattering attenuation

Because these metrics are relative, units tend to be meaningless. The results for
the simulator trials using no chattering attenuation are shown in table 7.10.
Relative Accuracy
STSMC
17.790
QCSMC
5.638
TrSMC
5.602
PC
5.276
PD
3.925
PID
3.907
TwSMC
3.873

Energy Use Rating
PD
5.608
PID
5.608
STSMC
19.939
TwSMC
339.936
QCSMC
414.619
TrSMC
584.290
PC
584.290

Accuracy/Energy
STSMC
0.892
PD
0.700
PID
0.697
QCSMC
0.014
TwSMC
0.011
TrSMC
0.010
PC
0.009

Table 7.10 Performance rankings for all simulator trials without chattering attenuation
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Based on these results, the super-twisting sliding mode control exhibited the most
consistently accurate results while using a small amount of energy. In fact, in the
analogy from earlier, an alkaline AAA cell could run the most energy intensive supertwisting SMC trial over 500 times with the controller providing the highest level of
accuracy for nearly 1250 meters of end effector motion.
As seen in the previous section, all of the controllers handled the disturbance
adequately, but the SMC controllers were unaffected by its presence where the PD and
PID controller had increased error. In order to continue to distinguish the controllers, a
further study would need to be performed to correlate the error accommodation versus
energy use characteristics of the sliding mode controllers and maximum disturbance
bounds for SMCs with and without chattering attenuation.
Overall, the super-twisting SMC proved most accurate and efficient. When using
chattering attenuation, the other SMCs had accuracy on par with the PD type controllers
in terms of Cartesian error, though the ripple made the outputs look inferior. While the
energy use between controllers was similar when using chattering attenuation, standard
implementation SMCs required far more energy than the PD type controllers. The
accuracy of the standard implementation SMCs increased over the PD type with the
exception of the twisting SMC whose anomaly was likely the fault of tuning criteria.
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7.5 Summary
The data presented in chapter 6 was more thoroughly reviewed to compare the
controller accuracy, energy use, and disturbance accommodation. The hardware trials
were analyzed first, and then the accuracy of the simulator was validated by comparing
its results to find only a small amount of error. The simulator trials were then analyzed
for disturbance handling as well as accuracy and energy use with and without the use of
chattering attenuation techniques; analysis of steady state error time proved it to be
similar between the controllers and not of great importance in this study. The results
demonstrated that as implemented with chattering attenuation, the SMCs showed better
or similar accuracy to the PD type controllers, and the energy requirements were similar.
When chattering attenuation was not used, the SMCs required vastly more power,
however their accuracy was further improved over the PD and PID controllers. The
single best controller was the super-twisting SMC which provided the high accuracy with
the lowest energy requirement.
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CHAPTER 8

CONCLUSION

8.1 Results and Notes
Chapter 7 detailed the results from this study. Each of the controllers performed
the required operations, and the robotic hardware produced sketches that were
recognizable and mostly accurate save for the ripple effects of the chattering attenuation.
The primary goal of this study was to compare the controllers’ performance according to
accuracy, energy use, and disturbance handling. The PD and PID controllers provided a
good mix of efficiency and accuracy and served as a baseline to compare the SMCs. The
SMCs had better or similar overall accuracy and similar energy use, but the chattering
attenuation caused a jittery output that would be unacceptable in most cases. The SMCs
displayed their ability to reject external disturbances in the sliding mode where the PD
and PID controllers’ accuracy suffered significantly. If it had been possible to implement
the SMCs in the hardware without chattering attenuation, they would have provided the
best performance though at a higher energy cost. Overall the super-twisting sliding mode
controller proved to be highly accurate while also requiring the least amount of energy.
The results highlight aspects of controller design and implementation that are
important for real applications. SMCs have many benefits compared to more
conventional controllers, but their behavior may make them unsuitable for some systems.
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In this study, having to use chattering attenuation techniques, while saving energy,
created an output that would not really be acceptable for a drawing robot. Often there are
tradeoffs that occur when implementing controllers. Here, jittery outputs were the price
of reducing high frequency switching in the motor, and higher energy use was needed to
improve accuracy or accommodate disturbances. This reinforces the notion that the
controller should be suited to the system and task it should perform. Furthermore, it
illustrates the importance of considering physical implementation during design; while
the SMCs appeared the best choice during simulations, the physical hardware demanded
that they be modified so that they would not destroy the robot!
Further controller customization, such as tuning, modifying the chattering
frequency, improving the controller time step, or employing adaptive gains could also
prove to be beneficial in different scenarios. The ability to characterize and test
controllers prior to implementation can benefit the development timeline, and that ability
was also key to the outcome of this study. In fact, a production version of this controlled
robot system would be straightforward to implement using microcontrollers as shown in
figure 8.1.

Figure 8.1 Theoretical hardware setup for production robot
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The secondary goal of this study was to ensure that the tools created were to be
accurate and accessible for future studies. In terms of the second goal, the following
were created and tested, and they will be available for future studies with the Quanser 2DOF planar robot platform:


An accurate standalone simulator that allows comprehensive system tests without
having to access the robotic hardware or its PC.



Tools that allow batch hardware runs, create customized disturbance signals, and
generate path information from imported bitmaps.



Documentation for operating and customizing the Simulink models.

These tools make the robot platform more approachable, and hopefully future
controls research in the department will take advantage of these resources.

8.2 Improvements and Future Work
Future studies performed with this robot platform should include additional
controllers, especially with adaptive gains. Additional work exploring other chattering
attenuation techniques would be useful for SMC implementation in various applications.
Studies comparing energy consumption, chattering attenuation, and disturbance
magnitude would be useful for further characterizing the controllers.
There were several additional improvements that would improve the functionality
of the robot platform with additional studies. A pencil adapter was developed for this
study so that a finer-tipped writing instrument could be used than a felt-tip marker. The
pencil provides higher drawing resolution, but the pencil lead is ground down quickly. A
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better pen actuation system would allow for a super-fine pen to be actuated with spring
pressure straight down. The rotating downward pencil actuator produces unwanted
marks on the output sketch and is hard on the writing instrument.
Additionally, the algorithms used for the bitmap XY path generation script could
be improved. A great improvement would take into account the radius of the writing
instrument tip for the sketch filling portion. Instead of filling in an up-down manner, a
more natural spiraled profile technique would be more efficient. The algorithm that finds
the boundary could be optimized to make fewer, longer sketches and avoid redrawing
particular pixels.
While the simulator proved to be quite accurate, additional work tweaking the
parameters and adding unmodeled phenomena could perhaps add insight into controller
response. As noted in chapter 6, the hardware seems to inject some oscillatory behavior
into the output, and isolating then removing, or modelling it could increase the accuracy
of the simulator. Additional information about the hardware as it becomes known should
also be documented and the models should be updated accordingly. Likewise, the
controller tuning for both motors was identical in this study. Experimentally deriving the
motor parameters and tuning the motors individually based on their performance would
greatly improve the accuracy of the hardware and simulator alike.
Additional components that could prove interesting for implementation include a
device that adds a programmable external disturbance to the robot through a flexible
linkage or a module that reads in joystick or mice movements and translates them to the
robotic drawing surface.
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8.3 Concluding Remarks
SMCs are a powerful class of control algorithms with many benefits. The lack of
studies demonstrating actual hardware controller implementation inspired the study
performed here. While they would likely not be the best choice for implementation in
this particular system, this study provided much insight into their performance –
especially when modified to attenuate their innate chattering behavior. In order to better
understand and distinguish the behavior of these controllers, more studies must be done
with accurate simulations followed by hardware implementation and testing. The
controller behavior in this study was intriguing – the super-twisting SMC above all – and
hopefully future studies in this department and abroad create and implement powerful
new control algorithms that will make products safer, more efficient, and more robust.
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