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APPROXIMATION OF STOCHASTIC INTEGRALS WITH JUMPS IN
WEIGHTED BOUNDED MEAN OSCILLATION SPACES
TRAN-THUAN NGUYEN
Abstract. This article investigates discrete-time approximation methods of stochas-
tic integrals driven by semimartingales with jumps. The error process is measured with
two weighted bounded mean oscillation norms (which coincide in the case of no jumps)
and lead especially to Lp-estimates. Besides, this approach also allows a change of the
underlying measure which leaves the error estimates unchanged if the change of mea-
sure satisfies a reserve Hölder inequality. We propose a new approximation scheme
and discuss a way to optimise the approximation rate by adapting the discretisation
times to the setting, especially to the jump behavior of the considered semimartin-
gale. The research was inspired by Mathematical Finance: We apply the methods
in the special case where the semimartingale is an exponential Lévy process to mean
variance hedging of European type options. To do this, an explicit representation for
the hedging strategy is shown under a general condition using Malliavin calculus. The
results reveal the interplay between properties of the Lévy measure, the regularity of
the pay-off function and the approximation rate.
1. Introduction
1.1. The problem. This article is concerned with discrete-time approximation prob-
lems for stochastic integrals and studies the error process E = (Et)t∈[0,T ] defined by
Et :=
ˆ t
0
ϑu−dSu −At, (1.1)
where T ∈ (0,∞) is fixed, ϑ is an admissible integrand, S is a semimartingale on
a complete filtered probability space (Ω,F ,P, (Ft)t∈[0,T ]) and A is an approximation
scheme for the stochastic integral.
We will consider two approximation methods, where the second builds on the first one.
For the first method, the basic approximation method, we assume that A = ARm is
the Riemann approximation process of the above integral,
ARmt =
n∑
i=1
ϑti−1−(Sti∧t − Sti−1∧t)
for the deterministic time-net τ = {0 = t0 < t1 < · · · < tn = T}. We will study the
corresponding error ERm in L2, but locally in time, which means that for any stopping
time ρ with values in [0, T ] we measure the error which accumulates within [ρ, T ]. The
term locally in time also includes that at the random time ρ we restrict our problem to all
sets B ∈ Fρ of positive measure, which leads to the notion of Bounded Mean Oscillation
(there are two abbreviations for it used in this article, bmo and BMO, which express
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two different spaces). More precisely, we will work with weighted bmo-norms introduced
in [17, 18], because we consider
EFρ
[|ERmT − ERmρ |2] 6 c2(1.2)Φ2ρ a.s.,∀ρ. (1.2)
Here, EFρ stands for the conditional expectation with respect to Fρ, and the weight
function Φ = (Φt)t∈[0,T ] will be specified later. We will denote the infimum of the
c(1.2) > 0 by ‖ERm‖bmoΦ2 (P). In Theorem 3.5 we state that under certain conditions it
holds that
‖ERm‖bmoΦ2 (P) 6 c
√
‖τ‖θ,
where θ ∈ (0, 1] is related to the growth property of the integrand ϑ. Here, ‖τ‖θ denotes
a nonlinear mesh size, and in Subsection 3.3 we discuss that τ can be chosen such that
‖τ‖θ 6 cn , implying the optimal approximation rate
‖ERm‖bmoΦ2 (P) 6
c√
n
.
Roughly speaking, the faster the integrand grows as t ↑ T , the more the time-net should
be concentrated near T to compensate the growth.
If the semimartingale S has jumps, replacing Eρ by Eρ− in (1.2) leads to different
norms, the BMOΦ2 (P)-norms. We will see in Subsection 1.3 and Proposition 2.5 that the
BMOΦ2 (P)-norm gives us a way to achieve good distributional tail estimates for the error
E such as polynomial or exponential tail decay depending on the weight. Moreover,
this approach allows us to switch the underlying measure P to an equivalent measure
Q, provided the change of measure satisfies a reverse Hölder inequality, so that the
BMOΦ2 (Q)-norm is equivalent to the BMO
Φ
2 (P)-norm.
However, Example 3.7 below shows that if S has jumps, then the Riemann approxima-
tion error ERm does in general not converge to zero if measured in the BMOΦ2 (P)-norm.
To overcome this problem, we follow an idea from Dereich and Heidenreich [9] and com-
bine our deterministic time net with stopping times of carefully chosen large jumps of
S. This will be our second method, the jump adjusted method. Let us denote this
corrected error by ECorr. To formulate the result, we assume that S is given as the
solution of
dSt = σ(St−)dZt,
with σ specified later, where Z is a square integrable semimartingale (defined in Subsection 2.3).
We also use the weight Φ, which is a variant of Φ, given in (3.9). Then, Theorem 3.14
implies that for suitably chosen time-nets and corrections it holds that
‖ECorr‖
BMOΦ2 (P)
6
c√
n
under the condition that the random measure ν of the characteristics of Z satisfies
sup
r>0
∣∣∣∣∣
ˆ
|z|>r
zνt(ω,dz)
∣∣∣∣∣ 6 c
almost everywhere with respect to P⊗ λ, and
‖ECorr‖
BMOΦ2 (P)
6
c
2α
√
n
provided that
(ω, t) 7→
ˆ
|z|61
|z|ανt(ω,dz)
has a finite essential supremum with respect to P⊗ λ.
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As an application, we choose S to be an exponential Lévy process and measure the
discretization error in mean-variance hedging of a European payoff. To measure the
hedging error we provide in Theorem 4.2 using Malliavin calculus an explicit represen-
tation of the mean-variance hedging strategy for a European payoff which is to the best
of our knowledge new in this generality.
1.2. Background. Besides its own mathematical interest and its application to nu-
merical methods, the approximation of a stochastic integral has a direct motivation
in mathematical finance. Let us briefly discuss this for the Black–Scholes model. As-
sume that the (discounted) price of a risky asset is modelled by a stochastic process S
which solves the stochastic differential equation (SDE) dSt = σ(St)dWt, where W is the
standard Brownian motion and the function σ satisfies some suitable conditions. For a
European type payoff g(ST ) satisfying an integrability condition, it is known that
g(ST ) = Eg(ST ) +
ˆ T
0
∂yG(t, St)dSt,
where G(t, y) := E(g(ST )|St = y) is the option price function and (∂yG(t, St))t∈[0,T )
is the so-called delta-hedging strategy. The stochastic integral in the representation of
g(ST ) above can be interpreted as the theoretical hedging portfolio which is rebalanced
continuously. However, it is not feasible in practice because one can only readjust the
portfolio finitely many times. This leads to a replacement of the stochastic integral by
a discretised version, and this substitution causes the discretisation error.
The error represented by the difference between a stochastic integral and its discreti-
sation has been extensively analysed in various contexts. It is usually studied in L2 for
which one can exploit the orthogonality to reduce the probabilistic setting to a “more
deterministic” setting where the corresponding quadratic variation is employed instead
of the original error. In the Wiener space, we refer to [14, 21, 39], where the error along
with its convergence rates was examined. The weak convergence of the error was treated
in [20, 21]. When the driving process is a continuous semimartingale, the convergence in
the L2-sense was studied in [13], and in the almost sure sense it was considered in [22].
In this article, we allow the semimartingale to jump since many important processes
used in financial modelling are not continuous (see [7]), and the presence of jumps has
a significant effect on the hedging errors. Moreover, models with jumps correspond to
incomplete markets. This means that beside the error resulting from the impossibil-
ity of continuously rebalancing a portfolio, there is another hedging error due to the
incompleteness of the market. The latter problem was studied in many works (see an
overview in [35] and the references therein). The present article focuses on the first type
of hedging error only. The discretisation error was studied within Lévy models in the
weak convergence sense in [38], in the L2-sense in [5, 15], and for a more general jump
model under L2-setting in [33].
1.3. Why a weighted BMO-approach? In general, the classical L2-approach for the
error yields a second-order polynomial decay for its distributional tail by Markov’s in-
equality. If higher-order decays are needed, then the Lp-approach (2 < p <∞) is consid-
ered as a natural choice, and this direction has been investigated in the Wiener space in
[19]. A remarkably different route given in [17] is that one can study the error in weighted
BMO spaces. The main benefit of the weighted BMO-approach is a John–Nirenberg type
inequality ([17, Corollary 1(ii)]): If the error process E belongs to BMOΦp (P) for some
p ∈ (0,∞), where Φ is some weight function specified in Definition 2.1, then there are
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constants c, d > 0 such that for any stopping time ρ : Ω→ [0, T ] and any α, β > 0,
P
(
supu∈[ρ,T ] |Eu − Eρ−| > cαβ
∣∣Fρ) 6 e1−α + dP(supu∈[ρ,T ]Φu > β∣∣Fρ) .
Obviously, if Φ has a good distributional tail estimate, for example, if it has a polynomial
or exponential tail decay, then by adjusting α and β one can derive a tail estimate for
E accordingly. Especially, one can then derive Lp-estimates (p ∈ (2,∞)) for the error.
Moreover, as a benefit to further applications in mathematical finance, the weighted
BMO-approach also allows a change of the underlying measure which leaves the error
estimates unchanged if the change of measure satisfies a reverse Hölder inequality (see
Proposition 2.5).
1.4. Structure of the article. Some standard notions and notations are contained in
Section 2. The main results are provided in Section 3 and theirs proofs are given in
Section 5. In Section 4, we give some applications of those main results in exponential
Lévy models. Section 6 presents briefly Malliavin calculus for Lévy processes which
is the main tool to obtain an explicit mean-variance hedging strategy for a European
type option in Theorem 4.2. The regularity of weight processes used in this article is
shown in Section 7. In Section 8, we establish some gradient type estimates for a Lévy
semigroup on Hölder spaces, which are used to verify the main results in the Lévy setting
(Theorem 4.6).
2. Preliminaries
2.1. Notations and conventions.
General notations. Denote R+ := (0,∞) and R0 := R\{0}. For a, b ∈ R, we set a∨ b :=
max{a, b} and a ∧ b := min{a, b}. For A,B > 0 and c > 1, the notation A ∼c B stands
for 1cA 6 B 6 cA. Subindexing a symbol by a label means the place where that symbol
appears (e.g., c(2.2) refers to the relation (2.2)).
The Lebesgue measure on the Borel σ-algebra B(R) is denoted by λ, and we also write
dx instead of λ(dx) for simplicity. For p ∈ [1,∞] and A ∈ B(R), the notation Lp(A)
means the space of all p-order integrable Borel functions on A with respect to λ, where
the essential supremum is taken when p =∞.
Let ξ be a random variable defined on a probability space (Ω,F ,P). The push-forward
measure of P with respect to ξ is denoted by Pξ. If ξ is integrable (non-negative), then
the (generalized) conditional expectation of ξ given a sub-σ-algebra G ⊆ F is denoted
by EG [ξ]. We also agree on the notation Lp(P) := Lp(Ω,F ,P).
Notations for stochastic processes. Let T ∈ (0,∞) be fixed and (Ω,F ,P) a complete
probability space equipped with a right continuous filtration F = (Ft)t∈[0,T ]. Assume
that F0 is generated by P-null sets only. Because of the conditions imposed on F, we
may assume that every martingale adapted to this filtration is càdlàg (right-continuous
with left limits). For I = [0, T ] or I = [0, T ), we use the following notations:
– For two processes X = (Xt)t∈I, Y = (Yt)t∈I, by writing X = Y we mean that Xt = Yt
for all t ∈ I a.s., and similarly when the relation “=” is replaced by some standard
relations such as “>”, “6”, etc.
– For a càdlàg process X = (Xt)t∈I, we define the process X− = (Xt−)t∈I by setting
X0− := X0 and Xt− := lim0<s↑tXs for t ∈ I\{0}. In addition, set ∆X := X −X−.
– CL(I) denotes the family of all càdlàg and F-adapted processes X = (Xt)t∈I.
– CL0(I) (resp. CL
+(I)) consists of all X ∈ CL(I) with X0 = 0 a.s. (resp. X > 0);
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– LetM = (Mt)t∈I and N = (Nt)t∈I be L2(P)-martingales adapted to F. The predictable
quadratic covariation of M and N is denoted by 〈M,N〉. If M = N , then we simply
write 〈M〉 instead of 〈M,M〉.
– For p ∈ [1,∞] and X ∈ CL([0, T ]), we denote ‖X‖Lp(P) := ‖ supt∈[0,T ] |Xt|‖Lp(P).
2.2. Weighted bounded mean oscillation and regular weight. We recall the no-
tions of weighted bounded mean oscillation and the space SMp(P) of regular weight pro-
cesses (the abbreviation SM indicates that the property resembles a supermartingale).
Let S([0, T ]) denote the family of all stopping times ρ : Ω→ [0, T ] and set inf ∅ :=∞.
Definition 2.1 ([17, 18]). For p ∈ (0,∞), Y ∈ CL0([0, T ]) and Φ ∈ CL+([0, T ]), define
‖Y ‖BMOΦp (P) := inf
{
c > 0 : EFρ [|YT − Yρ−|p] 6 cpΦpρ a.s., ∀ρ ∈ S([0, T ])
}
,
‖Y ‖bmoΦp (P) := inf
{
c > 0 : EFρ [|YT − Yρ|p] 6 cpΦpρ a.s., ∀ρ ∈ S([0, T ])
}
,
‖Φ‖SMp(P) := inf
{
c > 0 : EFρ
[
supρ6t6T Φ
p
t
]
6 cpΦpρ a.s., ∀ρ ∈ S([0, T ])
}
.
For Γ ∈ {BMOΦp (P),bmoΦp (P)}, if ‖Y ‖Γ < ∞ (resp. ‖Φ‖SMp(P) < ∞), then we write
Y ∈ Γ (resp. Φ ∈ SMp(P)). In the non-weighted case, i.e. Φ ≡ 1, we drop Φ and simply
use the notation BMOp(P) or bmop(P).
Remark 2.2. Thanks to [18, Propositions A.4 and A.1], the definitions of ‖ · ‖bmoΦp (P)
and ‖ · ‖SMp(P) can be simplified by using deterministic times a ∈ [0, T ] instead of
stopping times ρ, i.e.
‖Y ‖bmoΦp (P) = inf
{
c > 0 : EFa [|YT − Ya|p] 6 cpΦpa a.s., ∀a ∈ [0, T ]
}
,
‖Φ‖SMp(P) = inf
{
c > 0 : EFa
[
supa6t6T Φ
p
t
]
6 cpΦpa a.s., ∀a ∈ [0, T ]
}
.
The theory of classical non-weighted BMO/bmo-martingales can be found in [11,
Ch.VII] or [32, Ch.IV], and they were used later in different contexts (see, e.g., [6, 10]).
The notion of weighted BMO space above was introduced and discussed in [17] where it
was developed for general càdlàg processes which are not necessarily martingales.
It is clear from the definition that if Y ∈ CL0([0, T ]) is continuous, then ‖Y ‖bmoΦp (P) =
‖Y ‖BMOΦp (P). If Y has jumps, then the relation between weighted BMO and weighted
bmo is as follows.
Lemma 2.3 ([18], Propositions A.5 and A.3). If Φ ∈ SMp(P) for some p ∈ (0,∞),
then there is a constant c = c(p, ‖Φ‖SMp(P)) > 0 such that for all Y ∈ CL0([0, T ]),
‖Y ‖BMOΦp (P) ∼c ‖Y ‖bmoΦp (P) + |∆Y |Φ,
where
|∆Y |Φ := inf{c > 0 : |∆Yt| 6 cΦt for all t ∈ [0, T ] a.s.}. (2.1)
Definition 2.4 ([17]). Let Q be an equivalent probability measure to P so that U :=
dQ/dP > 0. Then Q ∈ RHs(P) for some s ∈ (1,∞) if U ∈ Ls(P) and if there is a
constant c(2.2) > 0 such that U satisfies the following reverse Hölder inequality
s
√
EFρ [U s] 6 c(2.2)E
Fρ [U ] a.s., ∀ρ ∈ S([0, T ]), (2.2)
where the conditional expectation EFρ is computed under P.
We recall in Proposition 2.5 some features of weighted BMO which play a key role in
our applications. Notice that Proposition 2.5 is not valid for weighted bmo in general.
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Proposition 2.5 ([17]). Let p ∈ (0,∞).
(1) There exists a constant c1 = c1(p) > 0 such that ‖ · ‖Lp(P) 6 c1‖Φ‖Lp(P)‖ · ‖BMOΦp (P).
(2) If Φ ∈ SMp(P), then for any r ∈ (0, p] there is a constant c2 = c2(r, p, ‖Φ‖SMp(P)) >
0 such that ‖ · ‖BMOΦp (P) ∼c2 ‖ · ‖BMOΦr (P).
(3) If Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SMp(Q), then there is a constant
c3 = c(s, p) > 0 such that ‖ · ‖BMOΦp (Q) 6 c3‖ · ‖BMOΦp (P).
Proof. Items (1) and (2) are due to [18, Proposition A.6]. For item (3), we apply [17,
combine Corollary 1(i) with Theorem 3] to the weight Φ+ ε > 0 and then let ε ↓ 0. 
2.3. The class of approximated stochastic integrals. Throughout this article, the
assumptions for the stochastic integral in (1.1) are the following.
• S ∈ CL([0, T ]) satisfies the SDE1
dSt = σ(St−)dZt, S0 ∈ RS , (2.3)
where σ : RS → (0,∞) is a Lipschitz function on an open setRS ⊆ R with St(ω), St−(ω) ∈
RS for all (ω, t) ∈ Ω× [0, T ]. We denote
|σ|Lip := sup
x,y∈RS , x 6=y
∣∣∣∣σ(y)− σ(x)y − x
∣∣∣∣ <∞.
• Z ∈ CL([0, T ]) is a square integrable semimartingale defined on (Ω,F ,P, (Ft)t∈[0,T ])
with the representation
Zt = Z0 + Z
c
t +
ˆ t
0
ˆ
R0
z(NZ − πZ)(du,dz) +
ˆ t
0
Vudu, t ∈ [0, T ], (2.4)
where Z0 ∈ R, V is a progressively measurable process, Zc is a pathwise continuous
square integrable martingale with Zc0 = 0, NZ is the jump random measure
2 of Z and
πZ is the predictable compensator
3 of NZ . Assumptions for Z are the following:
(Z1) For all ω ∈ Ω,
πZ(ω,dt,dz) = νt(ω,dz)dt, (2.5)
where the transition kernel νt(ω, ·) is a Lévy measure, i.e. a Borel measure on
B(R) satisfying νt(ω, {0}) := 0 and
´
R
(z2 ∧ 1)νt(ω,dz) <∞.
(Z2) There is a progressively measurable process C such that 〈Zc〉 = ´ ·0 C2udu.
(Z3) The processes V and K, where Kt := (C
2
t +
´
R
z2νt(dz))
1/2, satisfy that
V(2.6) := ‖‖V ‖L2([0,T ],λ)‖L∞(P) <∞, K(2.6) := ‖K‖L∞(Ω×[0,T ],P⊗λ) <∞. (2.6)
• ϑ belongs to the family ΣadmS of admissible integrands, where
ΣadmS :=
{
ϑ ∈ CL([0, T )) : E
ˆ T
0
ϑ2t−σ(St−)
2dt <∞ and ∆ϑt = 0 a.s., ∀t ∈ [0, T )
}
.
1See, for example, [32, Ch.V, Sec.3], for the existence and uniqueness of S.
2NZ((s, t]×B) := #{u ∈ (s, t] : ∆Zu ∈ B} and NZ({0} ×B) := 0 for 0 6 s < t 6 T , B ∈ B(R0).
3piZ is such that: (i) for any ω ∈ Ω, piZ(ω, ·) is a measure on B([0, T ]×R) with piZ(ω, {0}×R) = 0; (ii)
for any P ⊗ B(R)-measurable and non-negative f , the process
´
·
0
´
R
f(u, z)piZ(du,dz) is P-measurable
satisfying E
´ T
0
´
R
f(u, z)NZ(du,dz) = E
´ T
0
´
R
f(u, z)piZ(du,dz), where P is the predictable σ-algebra
on Ω× [0, T ] (see [26, Ch.II, Sec.1] for more details).
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Remark 2.6. (a) By a standard stopping argument and Gronwall’s lemma, (2.3) im-
plies that S is an L2(P)-semimartingale and
E
ˆ T
0
σ(Su)
2du = E
ˆ T
0
σ(Su−)2du <∞. (2.7)
(b) For each t ∈ [0, T ], it follows from (2.5) that NZ({t} × R0) = 0 a.s., which verifies
∆Zt = 0 a.s., and hence, ∆St = 0 a.s. In other words, Z and S have no fixed-time
discontinuity. Thus, it is natural to assume ∆ϑt = 0 a.s. for admissible integrands.
3. Main results
To examine the discrete-time approximation problem in weighted bmo or weighted
BMO, further structure of the integrand is required. We begin with the following as-
sumption which is an adaptation of [18, Assumption 4.1].
Assumption 3.1. For ϑ ∈ ΣadmS , we assume that there exists a random measure
Υ: Ω× B((0, T ))→ [0,∞]
such that
Υ(ω, (0, t]) <∞, ∀(ω, t) ∈ Ω× (0, T ),
and such that there exists a constant c(3.1) > 0 such that for any 0 6 a < b < T ,
EFa
[ˆ
(a,b]
|ϑt − ϑa|2σ(St)2dt
]
6 c2(3.1)E
Fa
[ˆ
(a,b]
(b− t)Υ(·,dt)
]
a.s. (3.1)
Examples for Assumption 3.1 when S is a diffusion on the Wiener space are discussed
in [18, Section 6], and in that context the random measure Υ describes some kind of
curvature of the stochastic integral. In the Lévy setting when S is a Lévy process and
σ ≡ 1, an example for Υ is also given in [18, Section 8]. We now provide in Example 3.2
another formula for Υ which is used in the exponential Lévy setting in Section 4.
Example 3.2. Assume that M := ϑσ(S) ∈ CL([0, T )) is an L2(P)-martingale. Then,
the random measure Υ defined by
Υ(ω,dt) := d〈M〉t(ω) + |σ|2Lip|Mt(ω)|2dt
satisfies (3.1) with c2
(3.1)
= 2 + 8(K2
(2.6)
+ V 2
(2.6)
)e
4T |σ|2Lip(K2(2.6)+V
2
(2.6)
)
. Indeed, for
any 0 6 a < b < T , using the triangle inequality and Lemma 5.1 we have
1
2
EFa
[ˆ
(a,b]
|ϑt − ϑa|2σ(St)2dt
]
6 EFa
[ˆ
(a,b]
|Mt −Ma|2dt
]
+ EFa
[ˆ
(a,b]
ϑ2a|σ(St)− σ(Sa)|2dt
]
6 EFa
[ˆ
(a,b]
ˆ
(a,t]
d〈M〉udt
]
+ c2(5.2)(b− a)
2M2a
6 EFa
[ˆ
(a,b]
(b− u)d〈M〉u
]
+ 2c2
(5.2)
EFa
[ˆ
(a,b]
(b− u)M2udu
]
,
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where in the last inequality, we apply Fubini’s theorem for first term and use the mar-
tingale property of M for the second term. Hence, the assertion follows from (5.5) and
(5.4).
The key assumption which enables to derive the approximation results is as follows.
Assumption 3.3. Let θ ∈ (0, 1]. Assume that Assumption 3.1 is satisfied and there is
an a.s. non-decreasing process Θ ∈ CL+([0, T ]) such that the following two conditions
hold:
(1) (Growth condition) There is a constant c(3.2) > 0 such that
|ϑa| 6 c(3.2)(T − a)
θ−1
2 Θa a.s., ∀a ∈ [0, T ). (3.2)
(2) (Curvature condition) There is a constant c(3.3) > 0 such that
EFa
[ˆ
(a,T )
(T − t)1−θΥ(·,dt)
]
6 c2(3.3)Φ
2
a a.s., ∀a ∈ [0, T ), (3.3)
where
Φ := Θσ(S).
The parameter θ in Assumption 3.3 describes the growth (pathwise and relatively
to Θ) of ϑ when the time variable a approaches the terminal time T . For the Black–
Scholes model with the delta-hedging strategy ϑ, the parameter θ can be interpreted as
the fractional smoothness of the payoff in the sense of [14, 19].
Various specifications of Assumption 3.3 in the Brownian setting or in the Lévy setting
are provided in [18]. In Section 4, we use Assumption 3.3 in the exponential Lévy setting
which extends [18].
3.1. The basic method: Riemann approximation.
Definition 3.4. (1) Let Tdet be the family of all deterministic time-nets τ = (ti)ni=0 on
[0, T ] with 0 = t0 < t1 < · · · < tn = T , n > 1. The mesh size of τ = (ti)ni=0 ∈ Tdet is
measured with respect to a parameter θ ∈ (0, 1] by
‖τ‖θ := max
i=1,...,n
ti − ti−1
(T − ti−1)1−θ .
(2) For ϑ ∈ ΣadmS , τ = (ti)ni=0 ∈ Tdet and t ∈ [0, T ], we let
ARmt (ϑ, τ) :=
n∑
i=1
ϑti−1−(Sti∧t − Sti−1∧t), ERmt (ϑ, τ) :=
ˆ t
0
ϑu−dSu −ARmt (ϑ, τ).
Below is the main result in this subsection.
Theorem 3.5. Let Assumption 3.3 hold for some θ ∈ (0, 1]. Then, there exists a con-
stant c(3.4) > 0 such that for any τ ∈ Tdet,
‖ERm(ϑ, τ)‖bmoΦ2 (P) 6 c(3.4)
√
‖τ‖θ. (3.4)
Since the weighted bmo and weighted BMO-norms of ERm(ϑ, τ) coincide when the
driving process S is continuous, we derive directly from Theorem 3.5 and Proposition 2.5
the following result.
Corollary 3.6. Let Assumption 3.3 hold for some θ ∈ (0, 1]. If S is continuous, then
the following assertions hold, where the constants c1, c2, c3 > 0 do not depend on τ .
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(1) One has ‖ERm(ϑ, τ)‖BMOΦ2 (P) 6 c1
√‖τ‖θ for any τ ∈ Tdet.
Furthermore, if Φ ∈ SMp(P) for some p ∈ [2,∞), then for any τ ∈ Tdet,
‖ERm(ϑ, τ)‖Lp(P) 6 c2
√
‖τ‖θ.
(2) If Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SM2(Q), then for any τ ∈ Tdet,
‖ERm(ϑ, τ)‖BMOΦ2 (Q) 6 c3
√
‖τ‖θ.
In particular, when S is a geometric Brownian motion and ϑ is the delta-hedging
strategy of a Lipschitz functional of ST , then Corollary 3.6 gives the upper bound part
in [17, Theorem 7].
3.2. The jump adjusted method. In Corollary 3.6, the continuity of S is crucial to
derive the conclusions. If S has jumps, then those results may fail as shown in the
following example.
Example 3.7. In the notations of Subsection 2.3, we let Z = J˜ , where J˜t := Jt − rt
is a compensated Poisson process with intensity r > 0. Let σ ≡ 1 (i.e. S = Z). Let
f : (0, T ] × N → R be a Borel function with ‖f‖∞ := sup(t,k)∈(0,T ]×N |f(t, k)| < ∞ and
ε := inft∈(0,T ] |f(t, 0)| > 0. Assume that
δ := ε− rT‖f‖∞ > 0.
Let ρ1 := inf{t > 0 : ∆Jt = 1} ∧ T and ρ2 := inf{t > ρ1 : ∆Jt = 1} ∧ T . Let
ϑ0 ∈ R and define ϑt = ϑ0 +
´
(0,t∧ρ2] f(s, Js−)dJ˜s, t ∈ (0, T ]. It is not difficult to
check that ϑ ∈ ΣadmS is a martingale with ‖ϑT ‖L∞(P) < ∞. Then, Assumption 3.1 is
satisfied with the selection Υ(·,dt) := d〈ϑ〉t as showed in Example 3.2. In addition, it
is straightforward to check that Assumption 3.3 holds true for Θ ≡ Φ ≡ 1 and for any
θ ∈ (0, 1].
Take τ = (ti)
n
i=0 ∈ Tdet arbitrarily. On the set {0 < ρ1 < ρ2 < t1} we have
|∆ERmρ2 (ϑ, τ)| =
n∑
i=1
|ϑρ2− − ϑti−1−|1(ti−1,ti](ρ2)|∆Jρ2 |
= |ϑρ2− − ϑ0| =
∣∣∣∣∣f(ρ1, Jρ1−)− r
ˆ
(0,ρ2)
f(s, Js−)ds
∣∣∣∣∣
> |f(ρ1, 0)| − rT‖f‖∞ > δ.
Since P(0 < ρ1 < ρ2 < t1) > 0, it implies that infτ∈Tdet ‖∆ERmρ2 (ϑ, τ)‖L∞(P) > δ. Due to
Lemma 2.3, we obtain infτ∈Tdet ‖ERm(ϑ, τ)‖BMOp(P) > 0 for any p ∈ (0,∞).
Therefore, in order to exploit benefits of weighted BMO to derive results as in
Corollary 3.6 for jump models, we propose another approximation scheme based on
an adjustment of the classical Riemann approximation. The time-net for this scheme
is obtained by combining a given deterministic time-net, which is used in the Riemann
sum of the stochastic integral, and a suitable sequence of random times which captures
the (relative) large jumps of the driving process. With this scheme, we not only can uti-
lize the features of weighted BMO, but can also control the cardinality of the combined
time-nets.
Let us begin with the random times. Due to the assumptions imposed on S in
Subsection 2.3, one has σ(S−) > 0 and
∆S = σ(S−)∆Z (3.5)
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from which we can see that jumps of S can be determined from knowing jumps of Z.
However, if we would use S to model the stock price process, then it is more realistic
to track the jumps of S rather than of Z. Therefore, we define the random times
ρ(ε, κ) = (ρi(ε, κ))i>0 based on tracking the jumps of S as follows (recall that inf ∅ :=∞).
Definition 3.8. For ε > 0 and κ > 0, let ρ0(ε, κ) := 0 and
ρi(ε, κ) := inf {T > t > ρi−1(ε, κ) : |∆St| > σ(St−)ε(T − t)κ} ∧ T, i > 1, (3.6)
N(3.7)(ε, κ) := inf{i > 1 : ρi(ε, κ) = T}. (3.7)
The quantity ε(T − t)κ above is the level at time t where we decide which jumps of S
are (relatively) large, and moreover, this level shrinks when t approaches the terminal
time T and κ > 0. Hence, κ describes the jump size decay rate. The idea for using
the decay function (T − t)κ is to compensate the growth of integrands. By specializing
κ = 0, the control parameter ε can be interpreted as the jump size threshold.
The scheme of Riemann approximation with correction is as follows.
Definition 3.9. Let ε > 0, κ ∈ [0, 12) and τ = (ti)ni=0 ∈ Tdet.
(1) Let τ ⊔ ρ(ε, κ) be the (random) discretisation times of [0, T ] by combining τ with
ρ(ε, κ) and re-ordering their time-knots.
(2) For t ∈ [0, T ], we define
ϑτt :=
n∑
i=1
ϑti−1−1(ti−1,ti](t),
ACorrt (ϑ, τ |ε, κ) := ARmt (ϑ, τ) +
∑
ρi(ε,κ)∈[0,t]∩[0,T )
(
ϑρi(ε,κ)− − ϑτρi(ε,κ)
)
∆Sρi(ε,κ), (3.8)
ECorrt (ϑ, τ |ε, κ) :=
ˆ t
0
ϑu−dSu −ACorrt (ϑ, τ |ε, κ),
where ARm(ϑ, τ) is given in Definition 3.4.
As verified in Subsection 5.2, each ρi(ε, κ) is a stopping time. Moreover, in our set-
ting the sum on the right-hand side of (3.8) is a finite sum a.s. as a consequence of
Proposition 5.3 below. Hence, by adjusting this sum on a set of probability zero, we
may assume that ACorr(ϑ, τ |ε, κ) ∈ CL0([0, T ]). Besides, we also restrict the sum over
the stopping times taking values in [0, T ) instead of [0, T ] because of two technical rea-
sons: first, the strategy ϑ does not necessarily have the left-limit at T , and secondly,
since ∆ST = 0 a.s. as mentioned in Remark 2.6, any value of the form a∆ST (a ∈ R)
added to the correction term does not affect the approximation in our context.
To formulate main results in this section, we need to modify the weight processes.
For Φ ∈ CL+([0, T ]) and t ∈ [0, T ], we define
Φt := Φt + sups∈[0,t] |∆Φs|. (3.9)
The reason to consider Φ is that in the calculation below we will end up with Φ− which
is not càdlàg and therefore is not a candidate for a weight process. For Φ, it is clear that
Φ ∈ CL+([0, T ]) with Φ ∨Φ− 6 Φ, and Φ ≡ Φ if and only if Φ is continuous. Moreover,
Proposition 7.1(2) shows that Φ ∈ SMp(P) implies Φ ∈ SMp(P).
Theorem 3.10. Assume that Assumption 3.3 hold for some θ ∈ (0, 1] and Φ ∈ SM2(P).
(1) If there is some α ∈ [1, 2] such that∥∥∥(ω, t) 7→ ´|z|61 |z|ανt(ω,dz)∥∥∥L∞(Ω×[0,T ],P⊗λ) <∞, (3.10)
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then a constant c(3.11) > 0 exists such that for all τ ∈ Tdet, ε > 0,∥∥ECorr (ϑ, τ ∣∣ε, 1−θ2 )∥∥BMOΦ2 (P) 6 c(3.11)max{ε1−α√‖τ‖θ, √‖τ‖θ, ε} . (3.11)
(2) If there is a constant c(3.12) > 0 such that for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ],
supr>0
∣∣∣´|z|>r zνt(ω,dz)∣∣∣ 6 c(3.12), (3.12)
then a constant c(3.13) > 0 exists such that for all τ ∈ Tdet, ε > 0,∥∥ECorr (ϑ, τ ∣∣ε, 1−θ2 )∥∥BMOΦ2 (P) 6 c(3.13)max{√‖τ‖θ, ε} . (3.13)
Minimizing the right-hand side of (3.11) (resp. (3.13)) over ε > 0 leads us to the
selection ε = 2α
√‖τ‖θ (resp. ε =√‖τ‖θ). Then, we have the following:
Corollary 3.11. Assume that Assumption 3.3 hold for some θ ∈ (0, 1] and Φ ∈ SM2(P).
(1) If (3.10) is satisfied for some α ∈ [1, 2], then∥∥∥ECorr (ϑ, τ ∣∣∣ 2α√‖τ‖θ, 1−θ2 )∥∥∥BMOΦ2 (P) 6 T θ2 (1− 1α )c(3.11) 2α√‖τ‖θ.
(2) If (3.12) is satisfied, then∥∥∥ECorr (ϑ, τ ∣∣∣√‖τ‖θ, 1−θ2 )∥∥∥BMOΦ2 (P) 6 c(3.13)√‖τ‖θ.
Remark 3.12. (a) The assumption K(2.6) <∞ implies that∥∥(t, ω) 7→ ´
R
z2νt(ω,dz)
∥∥
L∞(Ω×[0,T ],P⊗λ) <∞, (3.14)
which means that (3.10) automatically holds for α = 2 in our context.
(b) Some obvious sufficient conditions for (3.12) are as follows: Since (3.14) holds in our
setting, condition (3.12) is satisfied if (3.10) holds for α = 1, or there is an r0 > 0 such
that the measure νt(ω, ·) is symmetric on (−r0, r0) for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ].
3.3. Adapted time-nets and approximation accuracy. We discuss in this part how
to improve the approximation accuracy by using suitable time-nets.
Adapted time-net. The conclusions in Theorem 3.5, Corollaries 3.6 and 3.11 assert that
the errors measured in bmoΦ2 (P) or BMO
Φ
2 (P) are up to multiplicative constants upper
bounded by ‖τ‖rθ with r ∈ [14 , 12 ]. Assume τn ∈ Tdet with #τn = n+ 1, where n > 1 can
be regarded as a parameter that controls the complexity of the approximation schemes.
If one uses the equidistant nets τn = (T
i
n)
n
i=0, then ‖τn‖θ = T
θ
nθ
, and thus θ ∈ (0, 1]
describes the convergence rate in this situation.
In order to accelerate the convergence rate we need to employ other suitable time-nets.
First, it is straightforward to check that ‖τn‖θ > T θn for any τn ∈ Tdet with #τn = n+1.
Next, minimizing ‖τn‖θ over τn ∈ Tdet with #τn = n+1 leads us to the following adapted
time-nets, which were used in [14, 15, 17, 19, 20]: For θ ∈ (0, 1] and n > 1, the adapted
time-net τ θn = (t
θ
i,n)
n
i=0 is defined by
tθi,n := T
(
1− θ
√
1− i/n
)
, i = 1, . . . , n.
It is clear that the equidistant time-net corresponds to the case θ = 1. By a computation,
one can show that
T θ
n
6 ‖τ θn‖θ 6
T θ
θn
. (3.15)
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Cardinality of the combined time-net. The time-net used in Theorem 3.10 is τ⊔ρ(ε, 1−θ2 ).
Due to the randomness, a simple way to quantify the cardinality of this combined time-
net is to compute its expected cardinality, i.e. E
[
#τ ⊔ ρ(ε, 1−θ2 )
]
(see, e.g., [12]). We
provide in the next result an estimate for certain moments of the cardinality. Since we
aim to apply Proposition 2.5(3) later, changes of the underlying measure are also taken
into account.
Proposition 3.13. Let q ∈ [1, 2], r ∈ [2,∞] with q2 + 1r = 1. Assume that Q is a
probability measure absolutely continuous with respect to P and dQ/dP ∈ Lr(P). For
θ ∈ (0, 1] and (εn)n>1 ⊂ (0,∞) with infn>1
√
nεn > 0, there is a constant c(3.16) > 0
such that for any n > 1, τn ∈ Tdet with #τn = n+ 1,∥∥#τn ⊔ ρ (εn, 1−θ2 )∥∥Lq(Q) ∼c(3.16) n. (3.16)
Plugging the adapted time-nets τ θn into previous results, we derive the following.
Theorem 3.14. Assume that Assumption 3.3 hold for some θ ∈ (0, 1].
(1) One has supn>1 n
1
2 ‖ERm(ϑ, τ θn)‖bmoΦ2 (P) <∞.
(2) If Φ ∈ SM2(P) and if (3.10) is satisfied for some α ∈ [1, 2], then
sup
n>1
n
1
2α
∥∥∥ECorr (ϑ, τ θn ∣∣∣n− 12α , 1−θ2 )∥∥∥BMOΦ2 (P) <∞.
(3) If Φ ∈ SM2(P) and if (3.12) is satisfied, then
sup
n>1
n
1
2
∥∥∥ECorr (ϑ, τ θn ∣∣∣n− 12 , 1−θ2 )∥∥∥BMOΦ2 (P) <∞.
(4) If in addition Φ ∈ SMp(P) for some p ∈ (2,∞), then the conclusions of items
(2)–(3) hold for the Lp(P)-norm in place of the BMO
Φ
2 (P)-norm.
(5) If in addition Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SM2(Q), then the conclu-
sions of items (2)–(3) hold for the BMOΦ2 (Q)-norm in place of the BMO
Φ
2 (P)-norm.
Proof. Item (1) (resp. (2)–(3)) follows directly from combining Theorem 3.5 (resp.
Theorem 3.10) with (3.15). Items (4)–(5) are due to Proposition 2.5 and Proposition 7.1(2).

In the estimates of Theorem 3.14(1)–(4), applying Proposition 3.13 with q = 2, r =
∞ and Q = P we find that the parameter n in front of the bmoΦ2 (P), BMOΦ2 (P) or
Lp(P)-norms can be regarded as the L2(P)-norm of the cardinality of the time-net used
in the corresponding approximation schemes. Regarding Theorem 3.14(5), thanks to
Proposition 3.13 (choose q = 1, r = 2), if s ∈ [2,∞), then this observation still holds
true after a change of measure: The parameter n in front of the BMOΦ2 (Q)-norm can be
considered as the expected cardinality of the time-net under Q.
We get from Theorem 3.14(1) and (3) the convergence rate of order n−1/2 which is
asymptotically optimal in general (e.g., see [15, Theorem 5] in the Lévy case), while this
rate is achieved in (2) for α = 1. Furthermore, the convergence rate in (2) depends on
the small jumps intensity of the underlying process Z, which is characterised by α. If
we define
βZ := inf
{
α ∈ [0, 2] :
∥∥∥(ω, t) 7→ ´|z|61 |z|ανt(ω,dz)∥∥∥L∞(Ω×[0,T ],P⊗λ) <∞
}
,
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then it follows from Theorem 3.14(2) that
inf
{
α ∈ [1, 2] : sup
n>1
n
1
2α
∥∥∥ECorr (ϑ, τ θn ∣∣∣n− 12α , 1−θ2 )∥∥∥BMOΦ2 (P) <∞
}
6 1 ∨ βZ .
Notice that when Z is a Lévy process, then βZ is the Blumenthal–Getoor index of Z
(see [4]).
4. Applications to exponential Lévy models
We provide several examples for Assumption 3.3 in the Lévy setting so that the main
results can be applied. As an important step to obtain them, we establish in Theorem 4.2
an explicit form for the mean-variance hedging strategy of a general European type
option, and this formula might also have an independent interest.
4.1. Lévy process. Let X = (Xt)t∈[0,T ] be a one-dimensional Lévy process defined
on (Ω,F ,P), i.e. X0 = 0, X has independent and stationary increments and X has
càdlàg paths. Let FX = (FXt )t∈[0,T ] denote the augmented natural filtration of X,
and we assume that F = FXT . According to the Lévy–Khintchine formula (see, e.g.,
[34, Theorem 8.1]), there is a characteristic triplet (γ, σ, ν), where γ ∈ R, coefficient
of Brownian component σ > 0, Lévy measure ν : B(R) → [0,∞] (i.e. ν({0}) := 0
and
´
R
(x2 ∧ 1)ν(dx) < ∞), such that the characteristic exponent ψ of X defined by
EeiuXt = e−tψ(u) is of the form
ψ(u) = −iγu+ σ
2u2
2
−
ˆ
R
(
eiux − 1− iux1{|x|61}
)
ν(dx), u ∈ R.
4.2. Mean-variance hedging (MVH). Assume that the underlying price process is
modelled by the exponential S = eX . Since models with jumps correspond to incomplete
markets in general, there is no “optimal” hedging strategy which replicates a payoff at
maturity and eliminates risks completely. This leads to consider certain strategies that
minimize some types of risk. Here, we use quadratic hedging which is a common approach
(see [35]).
To simplify the quadratic hedging problem, we consider the martingale market. Ap-
plications of results in Section 3 for Lévy markets under the semimartingale setting are
studied in [30].
Assumption 4.1. S = eX is an L2(P)-martingale and is not a.s. constant.
The SDE for S is dSt = St−dZt (eq. (6.1)), where Z is another Lévy process (under
P). Under Assumption 4.1, it is known that Z is also an L2(P)-martingale with zero
mean (see [7, Proposition 8.20]), and hence all conditions in Subsection 2.3 are fulfilled.
Although results in Section 3 are stated in terms of the characteristic of Z (Theorems
3.10 and 3.14), main results in this section are formulated involving the characteristic of
the log price process X which is slightly more convenient to verify in practice. Thanks
to Remark 6.1, we can easily translate conditions imposed on X to Z (and vice versa).
Especially, the small jump intensities of X and Z are the same in the view of (6.3).
Galtchouk–Kunita–Watanabe (GKW) decomposition. We now turn to the quadratic hedg-
ing problem. Under Assumption 4.1, any ξ ∈ L2(P) admits the GKW decomposition
ξ = Eξ +
ˆ T
0
θξtdSt + L
ξ
T , (4.1)
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where θξ is predictable, Lξ = (Lξt )t∈[0,T ] is an L2(P)-martingale with zero mean and is
strongly orthogonal to S, i.e. 〈S,Lξ〉 = 0. The integrand θξ is called the MVH strategy
corresponding to ξ, which is unique in L2(P ⊗ λ,Ω × [0, T ]). The reader is referred to
[35] for further discussion.
Our aim is to apply the approximation results obtained in Section 3 for the stochastic
integral term in (4.1), which can be interpreted in mathematical finance as the hedgeable
part of ξ. To do that, one of the main tasks for us is to find a representation of θξ which
is convenient for verifying the conditions in Assumption 3.3. This issue is handled in
Subsection 4.3 in which we focus on the European type options ξ = g(ST ).
4.3. Explicit MVH strategy. In the literature, there are several methods to determine
an explicit form for the MVH strategy of a European type option g(ST ). Let us mention
some typical approaches for which the martingale representation of g(ST ) plays the key
role. A classical method is by using directly Itô’s formula (e.g., [25]) which requires a
certain smoothness of (t, y) 7→ Eg(yST−t). Another idea is based on Fourier analysis to
separate the payoff function g and the underlying process S (e.g., [5, 23, 37]). To do
that, some regularity for g and S is assumed. As a third method, one can use Malliavin
calculus to determine the MVH strategy (e.g., [3, 28]), however the payoff g(ST ) is
assumed to be differentiable in the Malliavin sense so that the Clark–Ocone–Haussmann
formula is applicable.
To the best of our knowledge, the result below is new and it provides an explicit
formula for the MVH strategy of g(ST ) without requiring any regularity from the payoff
function g nor any specific structure of the underlying process S. The proof is given in
Section 6 by exploiting Malliavin calculus. Recall that σ and ν are the coefficient of the
Brownian component and the Lévy measure of X respectively.
Theorem 4.2. Assume Assumption 4.1. For a Borel function g : R+ → R with g(ST ) ∈
L2(P), there exists a ϑ
g ∈ CL([0, T )) such that the following assertions hold:
(1) ϑg− is a MVH strategy of g(ST );
(2) ϑgS is an L2(P)-martingale and ϑ
g
t = ϑ
g
t− a.s. for each t ∈ [0, T );
(3) For any t ∈ (0, T ), a.s.,
ϑgt =
1
c2
(4.2)
(
σ2∂yG(t, St) +
ˆ
R
G(t, exSt)−G(t, St)
St
(ex − 1)ν(dx)
)
, (4.2)
where c(4.2) := (σ
2 +
´
R
(ex − 1)2ν(dx))1/2 and G(t, ·) : R+ → R is as follows:
(a) If σ > 0, then we choose G(t, y) := Eg(yST−t);
(b) If σ = 0, then we choose G(t, ·) such that it is Borel measurable and G(t, St) =
EFt [g(ST )] a.s., and we set ∂yG(t, ·) := 0 by convention.
Formula (4.2) was also established in [8, Section 4] and in [37, Proposition 7] under
some extra conditions for g and S. A similar formula of (4.2) in a general setting can
be found in [25, Theorem 2.4].
Assumption 4.1 ensures that c(4.2) ∈ (0,∞). For the case (3a), due to the presence
of the Gaussian component of X, the function G(t, ·) has derivatives of all orders on R+
(see [18, Example 8.18]).
4.4. Growth of the MVH strategy and weight process regularity.
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Hölder spaces and α-stable-like processes. Let ∅ 6= U ⊆ R be an open interval.
Definition 4.3. (1) Let η ∈ [0, 1]. For a Borel function f : U → R, we define
|f |C0,η(U) := inf{c ∈ [0,∞) : |f(x)− f(y)| 6 c|x− y|η for all x, y,∈ U, x 6= y},
where inf ∅ := ∞. For η ∈ (0, 1], the space C0,η(U) of all η-Hölder continuous
functions on U is the set of all f with |f |C0,η(U) <∞. For η = 0, the space C0,0(U)
consists of all bounded Borel functions on U .
(2) For q ∈ [1,∞], we define
W˚ 1,q(U) :=
{
f : U → R : ∃k ∈ Lq(U), f(y)− f(x) =
ˆ y
x
k(u)du,∀x, y ∈ U, x < y
}
,
and let |f |W˚ 1,q(U) := ‖k‖Lq(U).
For q ∈ [1,∞], Hölder’s inequality yields the embedding W˚ 1,q(U) ⊆ C0,η(U), where
η = 1 − 1q , with |f |C0,η(U) 6 |f |W˚ 1,q(U) for f ∈ W˚ 1,q(U). In particular, W˚ 1,∞(U) =
C0,1(U), which is the collection of Lipschitz functions on U .
We next introduce some classes of α-stable-like Lévy measures.
Definition 4.4. Let ν be a Lévy measure and α ∈ (0, 2).
(1) We let ν ∈ S1(α) if one can decompose ν = ν1 + ν2, where ν1, ν2 are Lévy measures
and satisfy that
lim sup
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν2(dx) <∞,
ν1(dx) =
k(x)
|x|α+11{x 6=0}dx,
where 0 < lim infx→0 k(x) 6 lim supx→0 k(x) < ∞, and the function x 7→ k(x)|x|α is
non-decreasing on (−∞, 0) and non-increasing on (0,∞).
(2) We let ν ∈ S2(α) if
0 < lim inf
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν(dx) 6 lim sup
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν(dx) <∞.
Remark 4.5. Let α ∈ (0, 2).
(a) One has S1(α) ⊆ S2(α). Indeed, for ν ∈ S1(α) with the decomposition ν = ν1 + ν2,
a computation shows that ν1 ∈ S2(α). Hence, ν ∈ S2(α). Moreover, since ν(dx) :=
x−1−α1(0,1)(x)dx belongs to S2(α)\S1(α), the inclusion S1(α) ⊆ S2(α) is strict.
(b) According to [4, Theorem 3.2], if ν ∈ S2(α) for some α ∈ (0, 2), then α is equal to
the Blumenthal–Getoor index of ν, i.e. α = inf{r ∈ [0, 2] : ´|x|61 |x|rν(dx) <∞}.
For η ∈ [0, 1], define processes Θ(η),Φ(η) ∈ CL+([0, T ]) by setting
Θ(η)t := supu∈[0,t](S
η−1
u ) and Φ(η)t := Θ(η)tSt. (4.3)
As mentioned earlier, Assumption 3.3 is crucial to obtain the main results in Section 3,
and now we provide examples for Assumption 3.3 in the exponential Lévy setting.
Theorem 4.6. Assume Assumption 4.1. Let η ∈ [0, 1]. Then, the following assertions
hold:
(1) (Weight regularity) One has Φ(η) ∈ SM2(P).
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(2) (MVH strategy growth) If g ∈ C0,η(R+), then there exist a θˆ ∈ [0, 1] and a constant
c(4.4) > 0, which might depend on θˆ, such that for ϑ
g given in (4.2) one has
|ϑgt | 6 c(4.4)(T − t)
θˆ−1
2 Θ(η)t a.s., ∀t ∈ [0, T ), (4.4)
where θˆ is provided in Table 1:
Table 1: Values of θˆ
σ and η Small jump condition for X Regularity of g Conclusion for θˆ
C1
σ > 0
η ∈ [0, 1] g ∈ C
0,η(R+) θˆ = η
C2
σ = 0
η ∈ [0, 1]
´
|x|61 |x|1+ην(dx) <∞ g ∈ C0,η(R+) θˆ = 1
C3
σ = 0
η ∈ [0, 1)
ν ∈ S1(α)
for some α ∈ [1 + η, 2) g ∈ C
0,η(R+) ∀θˆ ∈
(
0, 2(1+η)α − 1
)
C4
σ = 0
η ∈ [0, 1)
ν ∈ S2(α)
for some α ∈ [1 + η, 2) g ∈ W˚
1, 1
1−η (R+) ∀θˆ ∈
(
0, 2(1+η)α − 1
)
(3) Denote M := ϑgS. Then, Assumption 3.3 is satisfied for
ϑ = ϑg, Υ(·,dt) = d〈M〉t +M2t dt, Θ = Θ(η), Φ = Φ(η)
and for θ = 1 if θˆ = 1, and for any θ ∈ (0, θˆ) if θˆ ∈ (0, 1).
Proof. We recall from Assumption 4.1 that
´
|x|>1 e
2xν(dx) <∞.
(1) follows from Proposition 7.2.
(2) We let ℓ := ν in (8.12) and obtain from (4.2) that
ϑgt = c
−2
(4.2)
Γν(T − t, St) a.s., ∀t ∈ [0, T ).
We consider each case in Table 1 as follows. We apply Proposition 8.6(1) to get C1.
The case C2 follows from Proposition 8.6(2). For C3, since ν ∈ S1(α), Remark 4.5(b)
implies that 0 <
´
|x|61 |x|α+εν(dx) < ∞ for any ε ∈ (0, 2 − α]. Moreover, applying
Proposition 8.6(3) and Remark 8.7 with β = α+ ε yields
|ϑgt | 6 c(ε)(T − t)
η+1
α
−1− ε
αSη−1t 6 c(ε)(T − t)
1
2
((
2(η+1)
α
−1− 2ε
α
)
−1
)
Θ(η)t a.s., ∀t ∈ [0, T ),
where c(ε) > 0 is a constant depending on ε. Since ε > 0 can be arbitrarily small, C3
follows. The case C4 is similar to C3 where we use Proposition 8.6(4) and Remark 8.7.
(3) Due to Theorem 4.2(2), M is an L2(P)-martingale. Then, Assumption 3.1 holds
because of Example 3.2. We now only need to check (3.3). If θˆ = 1, then the martingale
M is closed by MT := L2(P)- limt↑T Mt due to (4.4) and Φ(η) ∈ SM2(P). Then, for
θ = 1 and for any a ∈ [0, T ) one has, a.s.,
EFa
[ˆ
(a,T )
Υ(·,dt)
]
= EFa
[ˆ
(a,T )
d〈M〉t +
ˆ
(a,T )
M2t dt
]
6 EFa
[
|MT −Ma|2 + c2(4.4)(T − a) sup
t∈(a,T )
Φ(η)2t
]
6 c2(4.4)(T + 1)‖Φ(η)‖
2
SM2(P)Φ(η)
2
a.
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If θˆ ∈ (0, 1), then for any θ ∈ (0, θˆ) and any a ∈ [0, T ) one has, a.s.,
EFa
[ˆ
(a,T )
(T − t)1−θM2t dt
]
6 c2
(4.4)
T θˆ−θ+1‖Φ(η)‖2SM2(P)Φ(η)2a. (4.5)
We apply conditional Itô’s isometry and [18, Proposition 3.8] to obtain that, a.s.,
EFa
[ˆ
(a,T )
(T − t)1−θd〈M〉t
]
= lim
b↑T
EFa
∣∣∣∣∣
ˆ
(a,b]
(T − t) 1−θ2 dMt
∣∣∣∣∣
2

6 (1− θ)EFa
[ˆ
(a,T )
(T − t)−θM2t dt
]
6 (1− θ)c2(4.4)‖Φ(η)‖
2
SM2(P)Φ(η)
2
a
ˆ
(a,T )
(T − t)θˆ−θ−1dt
6
T θˆ−θ
θˆ − θ (1− θ)c
2
(4.4)‖Φ(η)‖
2
SM2(P)Φ(η)
2
a. (4.6)
Combining (4.5) with (4.6) yields the desired conclusion. 
Remark 4.7. The larger θˆ is, the better estimate one can get for ϑg in (4.4). Further-
more, the parameter θˆ comes from the interplay between the small jump intensity of
the underlying Lévy process and the regularity of the payoff function which affects the
convergence rate of the approximation error.
5. Proofs of the main results
5.1. Proofs of results in Subsection 3.1. We need the following auxiliary result.
Lemma 5.1. There are constants c(5.1), c(5.2) > 0 such that for any 0 6 a < b 6 T ,
a.s.,
EFa
[ˆ b
a
σ(St)
2dt
]
6 c2(5.1)(b− a)σ(Sa)
2, (5.1)
EFa
[ˆ b
a
|σ(St)− σ(Sa)|2dt
]
6 c2(5.2)(b− a)
2σ(Sa)
2. (5.2)
Proof. Fix a ∈ [0, T ). For any b ∈ (a, T ], a.s.,
EFa
[ˆ b
a
|σ(St)− σ(Sa)|2dt
]
6 |σ|2Lip EFa
[ˆ b
a
|St − Sa|2dt
]
= |σ|2Lip EFa
[ˆ b
a
∣∣∣∣ˆ t
a
σ(Su−)
(
dZcu +
ˆ
R0
z(NZ − πZ)(du,dz)
)
+
ˆ t
a
σ(Su−)Vudu
∣∣∣∣2 dt
]
6 2|σ|2Lip EFa
[ˆ b
a
(ˆ t
a
σ(Su−)2K2udu+
ˆ t
a
V 2u du
ˆ t
a
σ(Su−)2du
)
dt
]
6 c2(5.3)E
Fa
[ˆ b
a
ˆ t
a
σ(Su)
2dudt
]
, (5.3)
where in order to obtain the second inequality we use the conditional Itô isometry for
the martingale term and apply Hölder’s inequality for the finite variation term. The last
inequality comes from the fact that t 7→ σ(St) has at most countable discontinuities, and
c2(5.3) := 2|σ|
2
Lip(K
2
(2.6) + V
2
(2.6)). (5.4)
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Then, the triangle inequality implies that, a.s.,
EFa
[ˆ b
a
σ(St)
2dt
]
6 2(b− a)σ(Sa)2 + 2EFa
[ˆ b
a
|σ(St)− σ(Sa)|2dt
]
6 2(b− a)σ(Sa)2 + 2c2(5.3)E
Fa
[ˆ b
a
ˆ t
a
σ(Su)
2dudt
]
.
Now, for any A ∈ Fa, it holds thatˆ b
a
E1Aσ(St)
2dt 6 2(b− a)E1Aσ(Sa)2 + 2c2(5.3)
ˆ b
a
ˆ t
a
E1Aσ(Su)
2dudt.
Since E
´ T
0 σ(Su)
2du <∞ due to (2.7), using Gronwall’s inequality yields
ˆ b
a
E1Aσ(St)
2dt 6 2(b− a)E1Aσ(Sa)2e
2c2
(5.3)
(b−a)
,
which verifies (5.1) with c2
(5.1)
:= 2e
2c2
(5.3)
T
. In order to obtain (5.2), we apply (5.1) to
the right-hand side of (5.3), and then we can let
c2(5.2) =
1
2c
2
(5.1)c
2
(5.3) = c
2
(5.3)e
2c2
(5.3)
T
. (5.5)

Proof of Theorem 3.5. For ϑ ∈ ΣadmS and τ = (ti)ni=0 ∈ Tdet, we define the process 〈ϑ, τ〉,
which is adapted, has continuous and non-decreasing paths on [0, T ], by
〈ϑ, τ〉t :=
n∑
i=1
ˆ ti∧t
ti−1∧t
∣∣ϑu − ϑti−1∣∣2 σ(Su)2du. (5.6)
From (5.7) below we see that 〈ϑ, τ〉 is “nearly” the predictable quadratic variation of
ERm(ϑ; τ) (this is the reason for (slightly abusively) using angle brackets in the notation
〈ϑ, τ〉) which is known as a useful tool for studying ERm(ϑ; τ) in the mean square sense.
For a ∈ [0, T ), applying conditional Itô’s isometry and Hölder’s inequality yields, a.s.,
EFa
[|ERmT (ϑ, τ) −ERma (ϑ, τ)|2]
6 2EFa
ˆ T
a
∣∣∣∣∣ϑu− −
n∑
i=1
ϑti−1−1(ti−1,ti](u)
∣∣∣∣∣
2
σ(Su−)2
(
K2u +
ˆ T
a
V 2r dr
)
du

6 2(K2(2.6) + V
2
(2.6))E
Fa
ˆ T
a
∣∣∣∣∣ϑu− −
n∑
i=1
ϑti−1−1(ti−1,ti](u)
∣∣∣∣∣
2
σ(Su−)2du

= 2(K2
(2.6)
+ V 2
(2.6)
)EFa
ˆ T
a
∣∣∣∣∣ϑu −
n∑
i=1
ϑti−11(ti−1,ti](u)
∣∣∣∣∣
2
σ(Su)
2du

= 2(K2(2.6) + V
2
(2.6))E
Fa [〈ϑ, τ〉T − 〈ϑ, τ〉a] , (5.7)
where the first equality comes from the fact that the number of discontinuities of a
càdlàg function is at most countable and ϑ ∈ ΣadmS has no fixed-time discontinuity. We
recall from Remark 2.2 that one can use deterministic times instead of stopping times
in the definition of ‖ · ‖bmoΦ2 (P). Therefore, Theorem 3.5 is a direct consequence of (5.7)
and the following result.
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Proposition 5.2. Let Assumption 3.3 hold for some θ ∈ (0, 1]. Then, there exists a
constant c(5.8) > 0 such that for any τ ∈ Tdet and any a ∈ [0, T ), a.s.,
EFa [〈ϑ, τ〉T − 〈ϑ, τ〉a] 6 c2(5.8)‖τ‖θΦ
2
a. (5.8)
Consequently, ‖〈ϑ, τ〉‖
BMOΦ
2
1 (P)
6 c2
(5.8)
‖τ‖θ.
Proof. By the monotonicity of Θ and (3.2), we have that for c(5.9) :=
√
2c(3.2) and for
any 0 6 s < t < T , a.s.,
|ϑt − ϑs|2σ(St)2 6 c2(5.9)
(
(T − t)θ−1 + (T − s)θ−1
)
Φ2t . (5.9)
We aim to apply [18, Theorem 4.3] to obtain (5.8). To do this, let us define the
random measure
Π(ω,dt) := σ(St(ω))
2dt, ω ∈ Ω.
Then, it is clear that Π(ω, (0, t]) <∞ for any (ω, t) ∈ Ω×(0, T ). For 0 6 s 6 a < b < T ,
the triangle inequality yields, a.s.,
EFa
[ˆ
(a,b]
|ϑt − ϑs|2Π(·,dt)
]
= EFa
[ˆ
(a,b]
|ϑt − ϑs|2σ(St)2dt
]
6 2EFa
[
|ϑa − ϑs|2
ˆ
(a,b]
σ(St)
2dt+
ˆ
(a,b]
|ϑt − ϑa|2σ(St)2dt
]
6 2EFa
[
|ϑa − ϑs|2Π(·, (a, b]) + c2(3.1)
ˆ
(a,b]
(b− t)Υ(·,dt)
]
.
Let τ = (ti)
n
i=0 ∈ Tdet and a ∈ [tk−1, tk) for k ∈ [1, n]. Applying [18, Theorem 4.3] yields
a constant c > 0 independent of τ and a such that, a.s.,
EFa [〈ϑ, τ〉T − 〈ϑ, τ〉a]
6 c‖τ‖θ
(
EFa
[ˆ
(a,T )
(T − t)1−θΥ(·,dt) + (T − tk−1)
1−θ
tk − tk−1 |ϑa − ϑtk−1 |
2
ˆ
(a,tk ]
σ(St)
2dt
])
6 c‖τ‖θ
(
c2
(3.3)
Φ2a + c
2
(5.1)
(T − tk−1)1−θ
tk − tk−1 (tk − a)|ϑa − ϑtk−1 |
2σ(Sa)
2
)
6 c‖τ‖θ
(
c2(3.3) + c
2
(5.1)c
2
(5.9)
(T − tk−1)1−θ
tk − tk−1 (tk − a)
(
(T − a)θ−1 + (T − tk−1)θ−1
))
Φ2a
6 c‖τ‖θ(c2(3.3) + 2c
2
(5.1)c
2
(5.9))Φ
2
a,
which implies (5.8) with c2
(5.8)
= c(c2
(3.3)
+ 2c2
(5.1)
c2
(5.9)
). For the “Consequently”
part, since 〈ϑ, τ〉 is continuous, it holds that ‖〈ϑ, τ〉‖
BMOΦ
2
1 (P)
= ‖〈ϑ, τ〉‖
bmoΦ
2
1 (P)
6
c2
(5.8)
‖τ‖θ. 
5.2. Proofs of results in Subsections 3.2 and 3.3. We let ε > 0, κ > 0 and recall
ρ(ε, κ) = (ρi(ε, κ))i>0 in Definition 3.8. Due to (3.5) and the assumption σ(S−) > 0, it
holds that
|∆S| > σ(S−)ε(T − ·)κ ⇔ |∆Z| > ε(T − ·)κ.
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Hence, we derive from (3.6) the relations
ρi(ε, κ) = inf {T > t > ρi−1(ε, κ) : |∆Zt| > ε(T − t)κ} ∧ T, i > 1. (5.10)
Since Z is càdlàg and the underlying filtration satisfies the usual conditions (right conti-
nuity and completeness), it implies that ρi(ε, κ) are stopping times satisfying ρi−1(ε, κ) <
ρi(ε, κ) for 1 6 i 6 N(3.7)(ε, κ).
For a non-negative Borel function h defined on R, denote
‖h(z) ⋆ ν‖L∞(P⊗λ) :=
∥∥∥∥(ω, t) 7→ ˆ
R
h(z)νt(ω,dz)
∥∥∥∥
L∞(Ω×[0,T ],P⊗λ)
∈ [0,∞].
Then, condition (3.14) is re-written as
‖z2 ⋆ ν‖L∞(P⊗λ) <∞. (5.11)
Proposition 5.3. Let ε > 0, κ > 0 be real numbers. Then, for any α ∈ [0, 1κ), one has
‖N(3.7)(ε, κ)‖L2(P) 6 1 +
√
C(5.13) + C(5.13), (5.12)
where
C(5.13) := T‖1{|z|>1} ⋆ ν‖L∞(P⊗λ) + ε−α
T 1−ακ
21−ακ − 1‖1{|z|61}|z|
α ⋆ ν‖L∞(P⊗λ). (5.13)
Proof. We may assume that C(5.13) <∞, otherwise the desired inequality is trivial.
Step 1. We show that, a.s.,ˆ T
0
ˆ
R
1{|z|>ε(T−t)κ}πZ(dt,dz) 6 C(5.13).
One decomposesˆ T
0
ˆ
R
1{|z|>ε(T−t)κ}πZ(dt,dz)
=
ˆ T
0
ˆ
R
1{|z|>1∨(ε(T−t)κ)}πZ(dt,dz) +
ˆ T
0
ˆ
R
1{1>|z|>ε(T−t)κ}πZ(dt,dz),
where the first term in the right-hand side is upper bounded by T‖1{|z|>1} ⋆ ν‖L∞(P⊗λ)
a.s. The second term can be estimated as follows, a.s.,ˆ T
0
ˆ
R
1{1>|z|>ε(T−t)κ}πZ(dt,dz) =
ˆ T
0
ˆ
R
1{1>|z|>ε(T−t)κ}νt(dz)dt
6
∞∑
n=0
ˆ T (1− 1
2n+1
)
T (1− 1
2n
)
ˆ
R
1{1>|z|>ε(T/2n+1)κ}νt(dz)dt
6
∞∑
n=0
ˆ T (1− 1
2n+1
)
T (1− 1
2n
)
ˆ
|z|61
( |z|
ε(T/2n+1)κ
)α
νt(dz)dt
= ε−αT−ακ
∞∑
n=0
(2n+1)ακ
ˆ T (1− 1
2n+1
)
T (1− 1
2n
)
ˆ
|z|61
|z|ανt(dz)dt
6 ε−αT 1−ακ
∞∑
n=0
(2n+1)ακ−1‖1{|z|61}|z|α ⋆ ν‖L∞(P⊗λ)
= ε−α
T 1−ακ
21−ακ − 1‖1{|z|61}|z|
α ⋆ ν‖L∞(P⊗λ).
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Step 2. Combining Step 1 with [26, Ch.II, Proposition 1.28] allows us to write, a.s.,´ T
0
´
R
1{|z|>ε(T−t)κ}NZ(dt,dz) =
´ T
0
´
R
1{|z|>ε(T−t)κ}[(NZ − πZ)(dt,dz) + πZ(dt,dz)]. Since
N(3.7)(ε, κ) 6 1 +
´ T
0
´
R
1{|z|>ε(T−t)κ}NZ(dt,dz) by (5.10), we have
‖N(3.7)(ε, κ)‖L2(P) 6 1 +
∥∥∥∥ˆ T
0
ˆ
R
1{|z|>ε(T−t)κ}NZ(dt,dz)
∥∥∥∥
L2(P)
6 1 +
∥∥∥∥ˆ T
0
ˆ
R
1{|z|>ε(T−t)κ}(NZ − πZ)(dt,dz)
∥∥∥∥
L2(P)
+
∥∥∥∥ˆ T
0
ˆ
R
1{|z|>ε(T−t)κ}πZ(dt,dz)
∥∥∥∥
L2(P)
= 1 +
∥∥∥∥ˆ T
0
ˆ
R
1{|z|>ε(T−t)κ}πZ(dt,dz)
∥∥∥∥
1
2
L1(P)
+
∥∥∥∥ˆ T
0
ˆ
R
1{|z|>ε(T−t)κ}πZ(dt,dz)
∥∥∥∥
L2(P)
6 1 +
√
C(5.13) + C(5.13),
where one uses [26, Ch.II, Theorem 1.33(a)] to derive the equality. 
5.2.1. Proof of Proposition 3.13. Denote κ := 1−θ2 ∈ [0, 12). We first consider the partic-
ular case when Q = P, r =∞ and q = 2. By Definition 3.9(1),
n+ 1 = #τn 6 #τn ⊔ ρ (εn, κ) 6 n+ 1 +N(3.7) (εn, κ) .
Thus,
n+ 1 6 ‖#τn ⊔ ρ (εn, κ)‖L2(P) 6 n+ 1 +
∥∥∥N(3.7) (εn, κ)∥∥∥L2(P) .
In (5.13), substituting α = 2 and using infn>1
√
nεn > 0, we obtain
C(5.13) = T‖1{|z|>1} ⋆ ν‖L∞(P⊗λ) + ε−2n
T 1−2κ
21−2κ − 1‖1{|z|61}z
2 ⋆ ν‖L∞(P⊗λ) 6 cn
for a constant c > 0 independent of n. Using (5.12) gives the desired conclusion.
In the next step we assume that Q≪ P is a probability measure with dQ/dP ∈ Lr(P).
Since 12/q +
1
r = 1, applying Hölder’s inequality yields
‖#τn ⊔ ρ (εn, κ)‖Lq(Q) 6 ‖#τn ⊔ ρ (εn, κ)‖L2(P) ‖dQ/dP‖
1
q
Lr(P)
,
and hence (3.16) follows. 
5.2.2. Proof of Theorem 3.10. Again, we denote κ := 1−θ2 ∈ [0, 12).
(1) Step 1. We handle the correction term in (3.8) and the corresponding error process.
For ε > 0, by the same arguments as in the proof of Step 1 of Proposition 5.3, one has
E
ˆ T
0
ˆ
R
|z|1{|z|>ε(T−t)κ}νt(dz)dt
= E
ˆ T
0
ˆ
|z|>1
|z|1{|z|>ε(T−t)κ}νt(dz)dt+ E
ˆ T
0
ˆ
|z|61
|z|1{|z|>ε(T−t)κ}νt(dz)dt
6 T‖1{|z|>1}|z| ⋆ ν‖L∞(P⊗λ) + ε−2
T 1−2κ
21−2κ − 1‖1{|z|61}z
2 ⋆ ν‖L∞(P⊗λ)
<∞,
where the finiteness holds due to (5.11). This allows us to decomposeˆ
·
0
ˆ
R0
z(NZ − πZ)(du,dz) = Z6 + Z> − γ>,
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where
Z6 :=
ˆ
·
0
ˆ
R0
z1{|z|6ε(T−u)κ}(NZ − πZ)(du,dz),
Z> :=
ˆ
·
0
ˆ
R
z1{|z|>ε(T−u)κ}NZ(du,dz),
γ> :=
ˆ
·
0
ˆ
R
z1{|z|>ε(T−u)κ}νu(dz)du.
Recall ϑτ in Definition 3.9. Since (5.11) holds in our context, applying Proposition 5.3
with α = 2 yields N(3.7)(ε, κ) < ∞ a.s. Hence, outside a set of probability zero, we
have that, for all t ∈ [0, T ],∑
ρi(ε,κ)∈[0,t]∩[0,T )
(
ϑρi(ε,κ)− − ϑτρi(ε,κ)
)
∆Sρi(ε,κ)
=
∑
ρi(ε,κ)∈[0,t]∩[0,T )
(
ϑρi(ε,κ)− − ϑτρi(ε,κ)
)
σ
(
Sρi(ε,κ)−
)
∆Zρi(ε,κ)
=
ˆ
[0,t]∩[0,T )
(ϑu− − ϑτu)σ(Su−)dZ>u .
By the representation of Z in (2.4), one can decompose
dSt = σ(St−)dZt = σ(St−)
(
dZct + Vtdt+
ˆ
R0
z(NZ − πZ)(dt,dz)
)
= σ(St−)
(
dZct + Vtdt+ dZ
6
t + dZ
>
t − dγ>t
)
.
We derive from the arguments above, together with the fact ∆Z>T = ∆ZT = 0 a.s., that
ECorr(ϑ, τ |ε, κ) =
ˆ
·
0
(ϑu− − ϑτu)dSu −
∑
ρi(ε,κ)∈[0,·]∩[0,T )
(
ϑρi(ε,κ)− − ϑτρi(ε,κ)
)
∆Sρi(ε,κ)
=
ˆ
·
0
(ϑu− − ϑτu)σ(Su−)(dZcu + Vudu+ dZ6u + dZ>u − dγ>u )−
ˆ
·
0
(ϑu− − ϑτu)σ(Su−)dZ>u
=
ˆ
·
0
(ϑu− − ϑτu)σ(Su−)(dZcu + Vudu+ dZ6u )
−
ˆ
·
0
(ϑu− − ϑτu)σ(Su−)
ˆ
R
z1{|z|>ε(T−u)κ}νu(dz)du. (5.14)
Let us define the error processes ES(ϑ, τ |ε, κ) induced from the “small jumps” part and
ED(ϑ, τ |ε, κ) involved with the “drift” part by
ES(ϑ, τ |ε, κ) :=
ˆ
·
0
(ϑu− − ϑτu)σ(Su−)(dZcu + Vudu+ dZ6u ),
ED(ϑ, τ |ε, κ) :=
ˆ
·
0
(ϑu− − ϑτu)σ(Su−)
ˆ
R
z1{|z|>ε(T−u)κ}νu(dz)du.
The triangle inequality applied to (5.14) gives
‖ECorr(ϑ, τ |ε, κ)‖
BMOΦ2 (P)
6 ‖ES(ϑ, τ |ε, κ)‖
BMOΦ2 (P)
+ ‖ED(ϑ, τ |ε, κ)‖
BMOΦ2 (P)
. (5.15)
Step 2. We investigate the right-hand side of (5.15).
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Step 2.1. We consider ES(ϑ, τ |ε, κ). Since Φ ∈ SM2(P) by assumption, Proposition 7.1(2)
implies that Φ ∈ SM2(P). Then, Lemma 2.3 asserts
‖ES(ϑ, τ |ε, κ)‖
BMOΦ2 (P)
∼c(5.16) ‖E
S(ϑ, τ |ε, κ)‖
bmoΦ2 (P)
+ |∆ES(ϑ, τ |ε, κ)|Φ. (5.16)
Since ϑ, σ(S) and Φ are càdlàg on [0, T ), one can find an Ω0 with P(Ω0) = 1 such that
(5.9) holds for all (ω, t) ∈ Ω0 × [0, T ). This implies that, for all 0 6 s < t < T and
ω ∈ Ω0,
|ϑt − ϑs|σ(St) 6
√
2c(5.9)(T − t)−κΦt.
Due to (2.5), one has πZ(ω, {t}×R0) = 0 for any (ω, t) ∈ Ω× [0, T ]. Then, it holds that∣∣∆Z6t ∣∣ = ∣∣∣∣ˆ
R0
z1{|z|6ε(T−t)κ}NZ({t},dz) −
ˆ
R0
z1{|z|6ε(T−t)κ}πZ({t},dz)
∣∣∣∣ 6 ε(T − t)κ
for all t ∈ [0, T ] a.s. Moreover, since ∆ES(ϑ, τ |ε, κ) = (ϑ− − ϑτ )σ(S−)∆Z6, we obtain
another Ω1 with P(Ω1) = 1 (with keeping ∆Z
6
T = 0 a.s. in mind) such that for all
(ω, t) ∈ Ω1 × [0, T ],
|∆ESt (ϑ, τ |ε, κ)| =
∣∣(ϑt− − ϑτt )σ(St−)∆Z6t ∣∣ 6 √2c(5.9)(T − t)−κΦt−ε(T − t)κ
=
√
2c(5.9)εΦt− 6
√
2c(5.9)εΦt.
According to the definition of | · |Φ given in (2.1), one then gets
|∆ES(ϑ, τ |ε, κ)|Φ 6
√
2c(5.9)ε. (5.17)
Let us continue with ‖ES(ϑ, τ |ε, κ)‖
bmoΦ2 (P)
. We apply the conditional Itô isometry for
the martingale component and apply Hölder’s inequality for the finite variation compo-
nent of ES(ϑ, τ |ε, κ) to derive that, for a ∈ [0, T ), a.s.,
EFa
[|EST (ϑ, τ |ε, κ) − ESa (ϑ, τ |ε, κ)|2]
6 2EFa
[ˆ T
a
|ϑu− − ϑτu|2σ(Su−)2
(
d〈Zc〉u +
ˆ
R
1{|z|6ε(T−u)κ}z2νu(dz)du
)]
+ 2EFa
[ˆ T
a
|ϑu− − ϑτu|2σ(Su−)2du
ˆ T
a
V 2u du
]
6 2(K2(2.6) + V
2
(2.6))E
Fa [〈ϑ, τ〉T − 〈ϑ, τ〉a]
6 2(K2(2.6) + V
2
(2.6))c
2
(5.8)‖τ‖θΦ
2
a, (5.18)
where 〈ϑ, τ〉 is given in (5.6), and where we use the fact that a càdlàg function has at
most countably many discontinuities to obtain the second inequality. Combining (5.16)
and (5.17) with (5.18) yields
‖ES(ϑ, τ |ε, κ)‖
BMOΦ2 (P)
6 c(5.16)
(√
2c(5.9)ε+
√
2(K2
(2.6)
+ V 2
(2.6)
)c(5.8)
√
‖τ‖θ
)
.
(5.19)
Step 2.2. We consider ED(ϑ, τ |ε, κ). Since ED(ϑ, τ |ε, κ) is continuous, it holds that
‖ED(ϑ, τ |ε, κ)‖
BMOΦ2 (P)
= ‖ED(ϑ, τ |ε, κ)‖
bmoΦ2 (P)
.
Now, for any a ∈ [0, T ), we use Hölder’s inequality to get, a.s.,
EFa
[|EDT (ϑ, τ |ε, κ) − EDa (ϑ, τ |ε, κ)|2]
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6 EFa
[(ˆ T
a
∣∣∣∣ˆ
R
z1{|z|>ε(T−u)κ}νu(dz)
∣∣∣∣2 du
)(ˆ T
a
|ϑu− − ϑτu|2σ(Su−)2du
)]
=: EFa
[
I(5.20)II(5.20)
]
. (5.20)
For the first factor I(5.20), since ‖1{|z|61}|z|α ⋆ ν‖L∞(P⊗λ) <∞ by (3.10), one has, a.s.,
1
2
I(5.20) 6
ˆ T
a
∣∣∣∣∣
ˆ
|z|>1∨(ε(T−u)κ)
zνu(dz)
∣∣∣∣∣
2
du+
ˆ T
a
∣∣∣∣∣
ˆ
1>|z|>ε(T−u)κ
|z|α|z|1−ανu(dz)
∣∣∣∣∣
2
du
6 (T − a)‖1{|z|>1}|z| ⋆ ν‖2L∞(P⊗λ) + ε2(1−α)
ˆ T
a
∣∣∣∣∣
ˆ
|z|61
|z|ανu(dz)
∣∣∣∣∣
2
(T − u)2κ(1−α)du
6 (T − a)‖1{|z|>1}|z| ⋆ ν‖2L∞(P⊗λ) + ‖1{|z|61}|z|α ⋆ ν‖2L∞(P⊗λ)
(T − a)2κ(1−α)+1
2κ(1 − α) + 1 ε
2(1−α)
6 c2
(5.21)
(1 + ε2(1−α)), (5.21)
where c(5.21) = c(5.21)(α, κ, T, ν) > 0 and one notices that 2κ(1 − α) + 1 > 0. For the
second factor II(5.20), we apply Proposition 5.2 to obtain, a.s.,
EFa
[
II(5.20)
]
= EFa [〈ϑ, τ〉T − 〈ϑ, τ〉a] 6 c2(5.8)‖τ‖θΦ
2
a 6 c
2
(5.8)‖τ‖θΦ
2
a.
Hence,
‖ED(ϑ, τ |ε, κ)‖
BMOΦ2 (P)
6
√
2c(5.8)c(5.21)
√
1 + ε2(1−α)
√
‖τ‖θ
6
√
2c(5.8)c(5.21)(1 + ε
1−α)
√
‖τ‖θ. (5.22)
Step 3. We plug (5.19) and (5.22) into (5.15) to derive (3.11).
(2) If (3.12) holds, then I(5.20) is upper bounded by Tc
2
(3.12)
. Hence,
‖ED(ϑ, τ |ε, κ)‖
BMOΦ2 (P)
6
√
Tc(3.12)c(5.8)
√
‖τ‖θ. (5.23)
Combining (5.19), (5.23) with (5.15) yields (3.13). 
6. Itô’s chaos expansion and proof of Theorem 4.2
6.1. Exponential Lévy processes. Let X be a Lévy process with characteristics
(γ, σ, ν) as in Subsection 4.1. It is known that the ordinary exponential S = eX can
be represented as the Doléans–Dade exponential (or stochastic exponential) E(Z) of an-
other Lévy process Z (see, e.g., [1, Theorem 5.1.6]). This means that S = E(Z) and
dSt = St−dZt, S0 = 1. (6.1)
Remark 6.1. (a) The path relation of X and Z is given by
Zt = Xt +
σ2t
2
+
∑
06s6t
(
e∆Xs − 1−∆Xs
)
, ∀t ∈ [0, T ] a.s., (6.2)
which implies ∆Z = e∆X − 1.
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(b) For the triplet (γZ , σZ , νZ) of Z, using [1, Theorem 5.1.6] (with the truncation
function x1{|x|61} instead of x1{|x|<1}) yields that σZ = σ and
νZ =
ˆ
R
1{ex−1∈·}ν(dx), γZ = γ +
σ2
2
+
ˆ
R
(
(ex − 1)1{|ex−1|61} − x1{|x|61}
)
ν(dx).
Consequently, since limx→0 e
x−1
x = 1, it holds for any α ∈ [0, 2] thatˆ
|z|61
|z|ανZ(dz) <∞⇔
ˆ
|x|61
|x|αν(dx) <∞. (6.3)
(c) Let FZ = (FZt )t∈[0,T ] be the augmented natural filtration induced by Z. Then, we
can deduce from (6.2) that FZt = FXt for all t ∈ [0, T ].
Let q ∈ [0,∞). Since νZ((−∞,−1]) = 0, by change of variables we getˆ
|z|>1
|z|qνZ(dz) =
ˆ
z>1
zqνZ(dz) =
ˆ
ex−1>1
(ex − 1)qν(dx).
Using |x+ y|q 6 (1 ∨ 2q−1)(|x|q + |y|q) and applying [34, Theorem 25.3] yield
E|Zt|q <∞,∀t > 0⇔
ˆ
|z|>1
|z|qνZ(dz) <∞⇔
ˆ
|x|>1
eqxν(dx) <∞
⇔ EeqXt <∞,∀t > 0. (6.4)
6.2. Itô’s chaos expansion. We present briefly the Malliavin calculus for Lévy pro-
cesses by means of Itô’s chaos expansion. For further details, the reader can refer to
[36, 31, 1] and the references therein.
We define the σ-finite measures µ on B(R) and m on B([0, T ]× R) by setting
µ(dx) := σ2δ0(dx) + x
2ν(dx) and m := λ⊗ µ,
where δ0 is the Dirac measure at zero. For B ∈ B([0, T ] × R) with m(B) < ∞, the
random measure M is defined by
M(B) := σ
ˆ
{t∈[0,T ]:(t,0)∈B}
dWt + L2(P)- lim
n→∞
ˆ
B∩([0,T ]×{ 1
n
<|x|<n})
xN˜(dt,dx),
where W is the standard Brownian motion and N˜(dt,dx) := N(dt,dx)− dtν(dx) is the
compensated Poisson random measure appearing in the Lévy–Itô decomposition of X
(see [1, Theorem 2.4.16]).
Set L2(µ
0) = L2(m
0) := R, and for n > 1 we denote
L2(µ
⊗n) := L2(Rn,B(Rn), µ⊗n),
L2(m
⊗n) := L2(([0, T ] × R)n,B(([0, T ]× R)n),m⊗n).
For n > 1, the multiple integral In : L2(m
⊗n) → L2(P) is defined by a standard ap-
proximation argument, where the multiple integral of a simple function is as follows:
For
ξmn :=
m∑
k=1
ak1Bk1×···×Bkn ,
where ak ∈ R, Bki ∈ B([0, T ] × R) with m(Bki ) <∞ and Bki ∩Bkj = ∅ for k = 1, . . . ,m,
i, j = 1, . . . , n, i 6= j and m > 1, we define
In(ξ
m
n ) :=
m∑
k=1
akM(B
k
1 ) · · ·M(Bkn).
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According to [24, Theorem 2], we have the following Itô chaos expansion
L2(Ω,FXT ,P) =
∞⊕
n=0
{In(ξn) : ξn ∈ L2(m⊗n)},
where I0(ξ0) := ξ0 ∈ R. For n > 1, the symmetrization ξ˜n of a ξn ∈ L2(m⊗n) is
ξ˜n((t1, x1), . . . , (tn, xn)) :=
1
n!
∑
π
ξn((tπ(1), xπ(1)), . . . , (tπ(n), xπ(n))),
where the sum is taken over all permutations π of {1, . . . , n}. It then turns out from
the definition of In that In(ξn) = In(ξ˜n) a.s. By the Itô chaos decomposition, ξ ∈
L2(P) if and only if there are ξn ∈ L2(m⊗n) so that ξ =
∑∞
n=0 In(ξn) a.s., and this
expansion is unique if every ξn is symmetric, i.e. if ξn = ξ˜n. Furthermore, ‖ξ‖2L2(P) =∑∞
n=0 n!‖ξ˜n‖2L2(m⊗n).
Definition 6.2. The Malliavin–Sobolev space D1,2 consists of all ξ =
∑∞
n=0 In(ξn) ∈
L2(P) satisfying
‖ξ‖2D1,2 :=
∞∑
n=0
(n+ 1)!‖ξ˜n‖2L2(m⊗n) <∞.
The Malliavin derivative operator D : D1,2 → L2(P ⊗m), where L2(P ⊗m) := L2(Ω ×
[0, T ]× R,F ⊗ B([0, T ]× R),P⊗m), is defined for ξ =∑∞n=0 In(ξn) ∈ D1,2 by
Dt,xξ :=
∞∑
n=1
nIn−1(ξ˜n((t, x), ·)), (ω, t, x) ∈ Ω× [0, T ]× R.
Proposition 6.3 ([27]). Let t ∈ (0, T ] and a Borel function f : R→ R such that f(Xt) ∈
L2(P). Then, f(Xt) ∈ D1,2 if and only if the following two assertions hold:
(a) when σ > 0, f has a weak derivative4 f ′w on R with f ′w(Xt) ∈ L2(P),
(b) the map (s, x) 7→ f(Xt+x)−f(Xt)x 1[0,t]×R0(s, x) belongs to L2(P⊗m).
Furthermore, if f(Xt) ∈ D1,2, then for P⊗m-a.e. (ω, s, x) ∈ Ω× [0, T ]× R one has
Ds,xf(Xt) = f
′
w(Xt)1[0,t]×{0}(s, x) +
f(Xt + x)− f(Xt)
x
1[0,t]×R0(s, x),
where we set, by convention, f ′w := 0 whenever σ = 0.
This proposition was established in [27, Corollary 3.1 in the second article of this
thesis] and it provides an equivalent condition such that a functional of Xt belongs to
D1,2. For X being the Brownian motion, see [29, Proposition V.2.3.1], and for X without
a Brownian component, see [16, Lemma 3.2].
6.3. Preparation for the proof of Theorem 4.2. Since we shall work simultaneously
with the two Lévy processes X and Z (under P) for which it holds eX = E(Z) as
introduced in Subsection 6.1, we agree on the following convention to avoid confusions
and determine clearly the referred process.
Convention 6.4. For Y ∈ {X,Z}, the notations γY , σY , νY , NY , µY , mY , MY , IY ,
DY , DY1,2 introduced in Subsection 4.1 and Subsection 6.2 are assigned to Y .
4A locally integrable function h is called a weak derivative (unique up to a λ-null set) of a locally
integrable function f on R if
´
R
f(x)φ′(x)dx = −
´
R
h(x)φ(x)dx for any smooth function φ with compact
support in R. If such an h exists, then we denote f ′w := h.
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The following lemma shows that X and Z generate the same Malliavin–Sobolev space.
Lemma 6.5. One has DX1,2 = D
Z
1,2.
Proof. We define a bijection ̺ : R→ (−1,∞) by
̺(x) := ex − 1, x ∈ R.
It is clear that ̺(x) = 0 ⇔ x = 0. In the sequel, we agree on the convention e0−10 := 1
and ln(0+1)0 := 1. The relation between νX and νZ (see Remark 6.1) implies that, for
any Borel function w > 0,ˆ
(−1,∞)
w(z)µZ(dz) =
ˆ
R
w(̺(x))
∣∣∣∣̺(x)x
∣∣∣∣2 µX(dx). (6.5)
Fix n > 1. Let us define the operator
Ψn : L2(m
⊗n
X )→ L2(m⊗nZ )
ξXn 7→ ξZn
by setting, for ((t1, z1), . . . , (tn, zn)) ∈ ([0, T ]× (−1,∞))n, that
ξZn ((t1, z1), . . . , (tn, zn)) := ξ
X
n ((t1, ̺
−1(z1)), . . . , (tn, ̺−1(zn)))
n∏
i=1
̺−1(zi)
zi
, (6.6)
and let ξZn := 0 otherwise. We now show that Ψn is well-defined. Denote
m
⊗n
X (dt,dx) :=mX(dt1,dx1) · · ·mX(dtn,dxn).
By an induction argument using (6.5), together with Fubini’s theorem, one has
‖ξZn ‖2L2(m⊗nZ ) =
ˆ
([0,T ]×R)n
∣∣∣∣∣ξZn ((t1, ̺(x1)), . . . , (tn, ̺(xn)))
n∏
i=1
̺(xi)
xi
∣∣∣∣∣
2
m
⊗n
X (dt,dx)
=
ˆ
([0,T ]×R)n
∣∣∣∣∣ξXn ((t1, x1), . . . , (tn, xn))
n∏
i=1
xi
̺(xi)
∣∣∣∣∣
2 ∣∣∣∣∣
n∏
i=1
̺(xi)
xi
∣∣∣∣∣
2
m
⊗n
X (dt,dx)
= ‖ξXn ‖2L2(m⊗nX ),
which ensures ξZn ∈ L2(m⊗nZ ), and thus IZn (ξZn ) exists as an element in L2(P). Further-
more, as a by-product of the arguments above, the operator Ψn is linear and bounded,
thus it is continuous.
We next show for any ξXn ∈ L2(m⊗nX ) that, a.s.,
IXn (ξ
X
n ) = I
Z
n (Ψn(ξ
X
n )) = I
Z
n (ξ
Z
n ). (6.7)
We prove (6.7) only for n = 1 since it follows for n > 2 in the same way. Let (a, b] ⊂ [0, T ],
and let B ∈ B((−1,∞)) with 0 /∈ B. Then, 0 /∈ ̺−1(B). We derive from (6.2) that
∆Z = ̺(∆X), and hence, a.s.,ˆ
[0,T ]×R0
1(a,b]×B(s, x)xNX(ds,dx) =
∑
a<s6b
∆Xs∈B
∆Xs =
∑
a<s6b
∆Zs∈̺(B)
̺−1(∆Zs)
=
ˆ
(a,b]×̺(B)
̺−1(z)NZ(ds,dz) =
ˆ
[0,T ]×R0
Ψ1(1(a,b]×B)(s, z)zNZ(ds,dz).
As a consequence, the expected values of both sides are equal, and hence, a.s.,
IX1 (1(a,b]×B) = I
Z
1 (Ψ1(1(a,b]×B)).
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Recall that the Gaussian components of X and Z coincide pathwise. Hence, due to
the denseness in L2(mX) of the linear hull of {1(a,b]×{0},1(a,b]×B : (a, b] ⊂ [0, T ], B ∈
B(R), 0 /∈ B}, together with the continuity of IX1 , IZ1 and Ψ1, we deduce that, a.s.,
IX1 (ξ
X
1 ) = I
Z
1 (Ψ1(ξ
X
1 )) = I
Z
1 (ξ
Z
1 ).
Finally, let ξ ∈ DX1,2 and suppose that ξ =
∑∞
n=0 I
X
n (ξ˜
X
n ), where ξ˜
X
n ∈ L2(m⊗nX )
are symmetric. By the definition of Ψn, the function Ψn(ξ˜
X
n ) is also symmetric. Since
FZT = FXT as showed in Remark 6.1, the uniqueness of chaos expansion and (6.7) lead
to, a.s.,
ξ = Eξ +
∞∑
n=1
IXn (ξ˜
X
n ) = Eξ +
∞∑
n=1
IZn (ξ˜
Z
n ). (6.8)
Since ‖ξ˜Xn ‖2L2(m⊗nX ) = ‖ξ˜
Z
n ‖2L2(m⊗nZ ), it implies that ξ ∈ D
Z
1,2, and hence, D
X
1,2 ⊆ DZ1,2.
By exchanging the role of ̺ and ̺−1, together with the fact that νX = νZ ◦ (̺−1)−1,
the converse inclusion DZ1,2 ⊆ DX1,2 follows. Therefore, DX1,2 = DZ1,2 as desired. 
We use Assumption 4.1 from now until the end of this section. Recall that Z is an
L2(P)-martingale with zero mean, hence one can write dZt =
´
R
MZ(dt,dz).
We approach the GKW decomposition of g(ST ) ∈ L2(P) by means of chaos expansion
with respect to the Lévy process Z in the way introduced in [15] as follows. First, it is
known that (see, e.g., [15, Definiton 1 and Lemma 1]), a.s.,
ST = 1 +
∞∑
n=1
IZn
(
1
⊗n
[0,T ]×R
n!
)
,
where the kernels in the chaos expansion of ST do not depend on the time variables.
According to [2, Theorem 4], this property is preserved for g(ST ) ∈ L2(P). Namely, a.s.,
g(ST ) =
∞∑
n=0
IZn
(
g˜n1
⊗n
[0,T ]
)
, (6.9)
where g˜n ∈ L˜2(µ⊗nZ ). For each n > 1, define the function h˜n−1 ∈ L˜2(µ⊗(n−1)Z ) by
h˜n−1(z1, . . . , zn−1) :=
ˆ
R
g˜n(z1, . . . , zn−1, z)
µZ(dz)
µZ(R)
. (6.10)
Definition 6.6. (1) Let ϕg = (ϕgt )t∈[0,T ) be the càdlàg version of the L2(P)-martingale(
h˜0 +
∞∑
n=1
(n+ 1)IZn
(
h˜n1
⊗n
[0,t]
))
t∈[0,T )
,
where the infinite sum is taken in L2(P).
(2) Define the process ϑg ∈ CL([0, T )) by setting ϑg := ϕg/S.
Lemma 6.7. Let g(ST ) ∈ L2(P). Then ϑg− is a MVH strategy corresponding to g(ST ).
Proof. We use the functions g˜n, h˜n defined in (6.9)–(6.10). Since each element in L˜2(m
⊗n
Z )
is symmetric, we only need to define it on ((t1, z1), . . . , (tn, zn)) with 0 < t1 < · · · <
tn < T . Thus, for n > 2, we define k˜n ∈ L˜2(m⊗nZ ) by
k˜n((t1, z1), . . . , (tn, zn)) := h˜n−1(z1, . . . , zn−1) for 0 < t1 < · · · < tn < T,
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and set k˜1(t, z) := h˜0. According to the argument in [15, Eqs. (7)–(10)], it holds that
the stochastic integral
´ T
0 ϕ
g
t−dZt is well-defined andˆ T
0
ϕgt−dZt =
∞∑
n=1
IZn (k˜n).
Let Lg = (Lgt )t∈[0,T ] be the càdlàg version of the martingale closed by
LgT := g(ST )− Eg(ST )−
ˆ T
0
ϕgt−dZt.
Then, g(ST ) can be re-written as
g(ST ) = Eg(ST ) +
ˆ T
0
ϕgt−dZt + L
g
T = Eg(ST ) +
∞∑
n=1
IZn (k˜n) + L
g
T .
We now show that Lg is strongly orthogonal to Z. For t ∈ (0, T ], one has, a.s.,
Lgt =
∞∑
n=1
IZn
(
g˜n1
⊗n
[0,t]
)
−
∞∑
n=1
IZn
(
k˜n1
⊗n
[0,t]
)
=
∞∑
n=1
IZn
(
(g˜n − k˜n)1⊗n[0,t]
)
.
Since Zt =
´ t
0 dZs =
´ t
0
´
R
MZ(ds,dz), one has for any t ∈ (0, T ] and n > 1 that, a.s.,〈
IZn
(
(g˜n − k˜n)1⊗n[0,·]
)
, Z
〉
t
= n
ˆ t
0
ˆ
R
IZn−1
(
(g˜n(·, z)− k˜n(·, (s, z)))1⊗(n−1)[0,s]
)
µZ(dz)ds
= n
ˆ t
0
IZn−1
(ˆ
R
(g˜n(·, z) − k˜n(·, (s, z)))µZ (dz)1⊗(n−1)[0,s]
)
ds
= 0,
where one can see that the second equality holds by testing with multiple integrals.
Since the infinite sum in the chaos representation of Lgt is taken in L2(P), we conclude
that 〈Lg, Z〉 = 0. Hence, it follows from ϑgt−dSt = ϕgt−dZt that g(ST ) = Eg(ST ) +´ T
0 ϑ
g
t−dSt + L
g
T is the GKW decomposition of g(ST ). 
6.4. Proof of Theorem 4.2. We verify that the process ϑg in Definition 6.6 satisfies
the requirements. The assertion (1) and the martingale property of ϑgS are clear by
the definition of ϑg and Lemma 6.7. For the latter part of (2), since ϕg and S are
martingales adapted to the quasi-left continuous filtration FX , it implies that ϕgt = ϕ
g
t−
a.s. and St = St− a.s. for each t ∈ [0, T ) (see [32]). Therefore, ϑgt = ϑgt− a.s. for each
t ∈ [0, T ).
(3) Recall from Lemma 6.5 that DX1,2 = D
Z
1,2. We have in Definition 6.6 and Lemma 6.7
the strategy given as chaos expansion with respect to Z. In order to get the explicit
representation (4.2), we change it into a representation with respect to X where we can
use Proposition 6.3.
Step 1. Let ξ ∈ DZ1,2 have the expansion (6.8). We first write the Malliavin derivative
of ξ as the element in L2(P ⊗mZ) and then integrate it with respect to mZ to obtain,
a.s., ˆ T
0
ˆ
R
(
DZs,zξ
)
mZ(ds,dz)
=
ˆ T
0
ˆ
R
(
L2(P⊗mZ)- lim
N→∞
N∑
n=1
nIZn−1(ξ˜
Z
n ((s, z), ·))
)
mZ(ds,dz)
30 TRAN-THUAN NGUYEN
= L2(P)- lim
N→∞
N∑
n=1
ˆ T
0
ˆ
R
nIZn−1(ξ˜
Z
n ((s, z), ·))mZ(ds,dz) (6.11)
= L2(P)- lim
N→∞
N∑
n=1
ˆ T
0
ˆ
R
nIZn−1(ξ˜
Z
n ((s, e
x − 1), ·))
∣∣∣∣ex − 1x
∣∣∣∣2mX(ds,dx)
= L2(P)- lim
N→∞
N∑
n=1
ˆ T
0
ˆ
R
nIXn−1(ξ˜
X
n ((s, x), ·))
ex − 1
x
mX(ds,dx) (6.12)
=
ˆ T
0
ˆ
R
(
L2(P⊗mX)- lim
N→∞
N∑
n=1
nIXn−1(ξ˜
X
n ((s, x), ·))
)
ex − 1
x
mX(ds,dx) (6.13)
=
ˆ T
0
ˆ
R
(
DXs,xξ
) ex − 1
x
mX(ds,dx), (6.14)
where one uses the fact that mZ([0, T ] × R) =
´ T
0
´
R
∣∣ ex−1
x
∣∣2
mX(ds,dx) < ∞ to derive
(6.11) and (6.13). In order to achieve (6.12), we apply the definition of Ψn−1 in (6.6)
and then use (6.7) with the convention that Ψ0 is the identical map on R as follows
ξ˜Zn ((s, e
x − 1), (s1, z1), . . . , (sn−1, zn−1))
= ξ˜Xn ((s, x), (s1, ln(z1 + 1)), . . . , (sn−1, ln(zn−1 + 1)))
n−1∏
i=1
ln(zi + 1)
zi
x
ex − 1
=
x
ex − 1
(
Ψn−1
(
ξ˜Xn ((s, x), ·)
)
((s1, z1), . . . , (sn−1, zn−1))
)
.
Step 2. For x ∈ R, t ∈ (0, T ), we define
f(x) := g(ex) and F (t, x) := G(t, ex).
It turns out that F (t,Xt) = E
Ft [f(XT )] a.s. We then derive from [18, Lemma D.1] that
F (t,Xt) ∈ DX1,2. Applying Proposition 6.3, we obtain
DXs,xF (t,Xt) = ∂xF (t,Xt)1[0,t]×{0}(s, x) +
F (t,Xt + x)− F (t,Xt)
x
1[0,t]×R0(s, x)
(6.15)
for P ⊗mX-a.e. (ω, s, x) ∈ Ω × [0, T ] × R. We multiply both sides of (6.15) with ex−1x
and then integrate them with respect to mX to obtain, a.s.,ˆ T
0
ˆ
R
(
DXs,xF (t,Xt)
ex − 1
x
)
mX(ds,dx)
= t
ˆ
R
(
∂xF (t,Xt)1{x=0} +
F (t,Xt + x)− F (t,Xt)
x
ex − 1
x
1{x 6=0}
)
µX(dx)
= t
(
σ2St∂yG(t, St) +
ˆ
R
(G(t, exSt)−G(t, St))(ex − 1)νX(dx)
)
. (6.16)
On the other hand, for the representation of g(ST ) given in (6.9), taking the conditional
expectation of g(ST ) with respect to Ft yields, a.s.,
G(t, St) = E
Ft [g(ST )] =
∞∑
n=0
IZn
(
g˜n1
⊗n
[0,t]
)
.
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Since G(t, St) ∈ DZ1,2, we write the chaos representation of the Malliavin derivative of
G(t, St) with respect to the underlying process Z as in Definition 6.2, and then, integrate
that with respect to the measure mZ to obtain, a.s.,ˆ T
0
ˆ
R
(
DZs,zG(t, St)
)
mZ(ds,dz) =
ˆ T
0
ˆ
R
( ∞∑
n=1
nIZn−1
(
g˜n(·, z)1⊗(n−1)[0,t] 1[0,t](s)
))
mZ(ds,dz)
=
∞∑
n=1
nIZn−1
(ˆ T
0
ˆ
R
g˜n(·, z)1⊗(n−1)[0,t] 1[0,t](s)mZ(ds,dz)
)
= t
∞∑
n=1
nIZn−1
((ˆ
R
g˜n(·, z)µZ(dz)
)
1
⊗(n−1)
[0,t]
)
= tc2(4.2)ϑ
g
tSt, (6.17)
where the last equality comes from (6.10), Definition 6.6, and µZ(R) = c
2
(4.2)
. Applying
Step 1 for ξ = F (t,Xt) = G(t, St), we derive from (6.14) that, a.s.,ˆ T
0
ˆ
R
(
DXs,xF (t,Xt)
ex − 1
x
)
mX(ds,dx) =
ˆ T
0
ˆ
R
(
DZs,zG(t, St)
)
mZ(ds,dz). (6.18)
Combining (6.16), (6.17) with (6.18), we get (4.2).
7. Technical results I: Regularity of the weight processes Φ and Φ(η)
We recall Φ from (3.9) and Definition 2.1.
Proposition 7.1. (1) Let p, q, r ∈ (0,∞) with 1r = 1p + 1q . Then for any Φ,Ψ ∈
CL+([0, T ]),
‖ΦΨ‖SMr(P) 6 ‖Φ‖SMp(P)‖Ψ‖SMq(P).
(2) If Φ ∈ SMp(P) for some p ∈ (0,∞), then Φ ∈ SMp(P) with
‖Φ‖SMp(P) 6
{
3‖Φ‖SMp(P) + 1 if p ∈ [1,∞)
(3‖Φ‖pSMp(P) + 1)
1
p if p ∈ (0, 1).
Proof. Assertion (1) is given in [18, Proposition A.2]. We now prove (2). Let a ∈ [0, T )
be arbitrary. For p ∈ [1,∞), applying the conditional Minkovski inequality yields, a.s.,(
EFa
[
supt∈[a,T ]Φ
p
t
]) 1
p
6
(
EFa
[
supt∈[a,T ]Φ
p
t
]) 1
p
+
(
EFa
[
sups∈[0,T ] |∆Φs|p
]) 1
p
6 ‖Φ‖SMp(P)Φa + sups∈[0,a] |∆Φs|+
(
EFa
[
supt∈(a,T ] |∆Φt|p
]) 1
p
6 ‖Φ‖SMp(P)Φa + sups∈[0,a] |∆Φs|+ 2
(
EFa
[
supt∈(a,T ] Φ
p
t
]) 1
p
6 (3‖Φ‖SMp(P) + 1)Φa.
For p ∈ (0, 1), we use the same argument as in the previous case where one applies
the inequality |x+ y|p 6 |x|p + |y|p for x, y ∈ R to obtain, a.s.,
EFa
[
supt∈[a,T ]Φ
p
t
]
6 (3‖Φ‖pSMp(P) + 1)Φpa.
Hence, the desired conclusion follows. 
Recall the Lévy process X with characteristic triplet (γ, σ, ν) and exponent ψ men-
tioned in Subsection 4.1. Recall Φ(η) from (4.3) and S = eX .
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Proposition 7.2. If
´
|x|>1 e
qxν(dx) < ∞ for some q ∈ (1,∞), then Φ(η) ∈ SMq(P)
for all η ∈ [0, 1]. Moreover,
‖Φ(η)‖qSMq(P) 6 e
T |ψ(−i)|(2q+1)21−η
(
q
q − 1
)2q
‖ST ‖qLq(P).
Proof. The first step considers the particular case when S is a martingale, and the
general case is handled in the second step.
Step 1. Assume that S is a P-martingale. By (6.4), the assumption
´
|x|>1 e
qxν(dx) <
∞ implies eXt ∈ Lq(P) for all t > 0. Denote cq := ( qq−1 )q and define M = (Mt)t∈[0,T ] by
Mt := supu∈[0,t] eXt−Xu .
We show that M is a positive Lq(P)-submartingale. The adaptedness and positivity are
clear. Pick a t ∈ (0, T ]. Since (Xt − Xt−u)u∈[0,t] is càglàd (left-continuous with right
limits) and (Xu)u∈[0,t] is càdlàg, and both processes have the same finite-dimensional
distribution, applying Doob’s maximal inequality yields
EM qt = E
[
supu∈[0,t] eq(Xt−Xu)
]
= E
[
supu∈[0,t] eq(Xt−Xt−u)
]
(7.1)
= E
[
supu∈[0,t] eqXu
]
6 cqEe
qXt <∞.
For 0 6 s 6 t 6 T one has, a.s.,
EFs [Mt] > EFs
[
supu∈[0,s] eXt−Xu
]
= supu∈[0,s] eXs−XuEeXt−Xs =Ms,
where we use EeXt−Xs = ESt−s = 1.
We observe that the process Φ(η) can be re-written as
Φ(η)t = e
ηXt sups∈[0,t] e(1−η)(Xt−Xs) = eηXtM
1−η
t .
Let us fix η ∈ (0, 1) and a ∈ [0, T ]. For eηX = (eηXt)t∈[0,T ], applying Doob’s maximal
inequality and Jensen’s inequality we obtain that, a.s.,
EFa
[
supt∈[a,T ](eηXt)
q
η
]
= eqXaE
[
supt∈[a,T ] eq(Xt−Xa)
]
6 cqe
qXaEeq(XT−Xa)
= cqe
qXaEeqXT−a 6 cqe
qXaEeqXT ,
which implies
‖eηX‖SMq/η(P) 6 (cqEeqXT )
η
q .
For M1−η = (M1−ηt )t∈[0,T ], one has that, a.s.,
EFa
[
supt∈[a,T ](M
1−η
t )
q
1−η
]
= EFa
[
supt∈[a,T ]M
q
t
]
6 cqE
Fa [M qT ]
6 cqE
Fa
[
sups∈[0,a] eq(XT−Xs)
]
+ cqE
Fa
[
sups∈[a,T ] eq(XT−Xs)
]
= cq sups∈[0,a] eq(Xa−Xs)Eeq(XT−Xa) + cqE
[
sups∈[a,T ] eq(XT−Xs)
]
6 2cq sups∈[0,a] eq(Xa−Xs)E
[
sups∈[a,T ] eq(XT−Xs)
]
6
(
2cqE
[
sups∈[0,T ] eq(XT−Xs)
])
M qa
6
(
2c2qEe
qXT
)
M qa ,
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where the conditional Doob maximal inequality is applied for the positive sub-martingale
M to obtain the first inequality, and the last one comes from (7.1). Hence,
‖M1−η‖SMq/(1−η)(P) 6 (2c2qEeqXT )
1−η
q .
Applying Proposition 7.1(1) with 1q =
1
q/η +
1
q/(1−η) , we obtain
‖Φ(η)‖SMq(P) 6 ‖eηX‖SMq/η(P)‖M1−η‖SMq/(1−η)(P) 6 2
1−η
q
(
q
q − 1
)2
‖ST ‖Lq(P) <∞,
which asserts Φ(η) ∈ SMq(P). When η = 0 or η = 1, the desired conclusion is straight-
forward as Φ(0) =M , Φ(1) = eX .
Step 2. In the general case, we define
S˜t := e
tψ(−i)St.
Then, it is known that S˜ is a martingale under P. Some standard calculations yield
e−T |ψ(−i)|Φ˜(η)t 6 Φ(η)t 6 eT |ψ(−i)|Φ˜(η)t,
where Φ˜(η)t := S˜t supu∈[0,t](S˜
η−1
u ). Applying Step 1 for P-martingale S˜ we derive that
Φ˜(η) ∈ SMq(P). Hence, for a ∈ [0, T ], one has, a.s.,
EFa
[
supt∈[a,T ]Φ(η)
q
t
]
6 eqT |ψ(−i)|EFa
[
supt∈[a,T ] Φ˜(η)
q
t
]
6 eqT |ψ(−i)|‖Φ˜(η)‖qSMq(P)Φ˜(η)
q
a
6 e2qT |ψ(−i)|21−η
(
q
q − 1
)2q
‖S˜T ‖qLq(P)Φ(η)qa
6 eT |ψ(−i)|(2q+1)21−η
(
q
q − 1
)2q
‖ST ‖qLq(P)Φ(η)qa,
which proves the desired conclusion. 
8. Technical results II: Gradient type estimates for a Lévy semigroup
on Hölder spaces
This section provides some gradient type estimates in the Lévy setting for proving
Theorem 4.6, and they might also be of independent interest.
Let us introduce some notations. For a non-empty and open set U ⊆ R and for n > 1,
let Cn(U) denote the family of n times continuously differentiable functions on U , and
set C∞(U) := ∩n>1Cn(U). The space C∞c (U) consists of all f ∈ C∞(U) with compact
support in U . When U = R, we let C∞0 (R) denote the family of all f ∈ C∞(R) with
lim|x|→∞ f (n)(x) = 0 for all n > 0.
For s ∈ R, we define the weighted Lebesgue measure λs on B(R) by setting
λs(dx) := e
sxdx,
and let λ∞(dx) := λ0(dx) = dx be the usual Lebesgue measure.
8.1. Some integral estimates for Hölder functions. For a Borel function g and a
random variable Y such that E|g(yeY )| <∞ for all y > 0, we define
G(y) := Eg(yeY ), y > 0.
For later use, we establish in this part some estimates for |G(z) − G(y)|, where g is a
Hölder continuous function or a bounded Borel function.
The first result deals with g ∈ W˚ 1,q(R+) (see Definition 4.3).
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Proposition 8.1. Let q ∈ [1,∞] and η := 1− 1q ∈ [0, 1]. If g ∈ W˚ 1,q(R+) and if Y has
a density p ∈ Lr(R, ληr) for some r ∈ [1, 1η ], then for any z, y > 0,
|G(z) −G(y)| 6
(
|g|W˚ 1,q(R+)‖p‖Lr(R,ληr)
)
|z − y|η |ln z − ln y|1− 1r ,
where we set, by convention, 00 := 1, and set ηr := 1 if η = 0, r =∞.
Proof. Assume that g(y)− g(x) = ´ yx h(u)du for h ∈ Lq(R+). Let q′, r′ ∈ [1,∞] be such
that 1q +
1
q′ = 1 and
1
r +
1
r′ = 1. Since r ∈ [1, 1η ] = [1, q′], it implies that 1 6 q 6 r′ 6∞.
Denote B := qr′ ∈ [0, 1] and A := 1 − B, where B := 1 if q = r′ = ∞. Then, with the
sign function sgn(x) := 1{x>0} − 1{x<0}, we have that
|G(z) −G(y)| =
∣∣∣∣ˆ
R
(g(zex)− g(yex))p(x)dx
∣∣∣∣
6
ˆ
R
|g(zex)− g(yex)|A|g(zex)− g(yex)|Bp(x)dx
6 |g|AC0,η(R+)|z − y|Aη
ˆ
R
eAηx|g(zex)− g(yex)|Bp(x)dx
= |g|AC0,η(R+)|z − y|Aη
ˆ
R
e(A−1)ηx|g(zex)− g(yex)|Bp(x)eηxdx
6 |g|AC0,η(R+)|z − y|Aη
(ˆ
R
e−xBηr
′ |g(zex)− g(yex)|Br′dx
) 1
r′
(ˆ
R
|p(x)eηx|rdx
)1
r
= |g|AC0,η(R+)‖p‖Lr(R,ληr)yBη|z − y|Aη
(ˆ ∞
0
u−qη−1|g(uz/y) − g(u)|qdu
) 1
r′
= |g|AC0,η(R+)‖p‖Lr(R,ληr)yBη|z − y|Aη
(ˆ ∞
0
∣∣∣∣∣
ˆ z
y
1
h(ux)dx
∣∣∣∣∣
q
du
) 1
r′
6 |g|AC0,η(R+)‖p‖Lr(R,ληr)yBη|z − y|Aη
∣∣∣∣zy − 1
∣∣∣∣
q−1
r′
(ˆ ∞
0
sgn(z − y)
ˆ z
y
1
|h(ux)|qdxdu
) 1
r′
= |g|AC0,η(R+)‖p‖Lr(R,ληr)|z − y|
1− 1
q |ln z − ln y| 1r′ |g|B
W˚ 1,q(R+)
6 |g|W˚ 1,q(R+)‖p‖Lr(R,ληr)|z − y|η |ln z − ln y|
1− 1
r ,
where we apply Hölder’s inequality for the third and fourth inequality, and the last one
comes from |g|C0,η(R+) 6 |g|W˚ 1,q(R+). 
The following result is formulated for a bounded or Hölder continuous g.
Proposition 8.2. Let η ∈ [0, 1] and g ∈ C0,η(R+). If Y has a density p ∈ C1(R) ∩
L1(R, λη) with the derivative p
′ ∈ L1(R) ∩ L1(R, λη), then for all z, y > 0,
|G(z) −G(y)| 6
(
|g|C0,η(R+)‖p′‖1−ηL1(R) infκ>0
∣∣∣∣ˆ
R
|ex − κ||p′(x)|dx
∣∣∣∣η) |zη − yη|η , (8.1)
where we set, by convention, |z
0−y0|
0 := limη↓0
|zη−yη |
η = |ln z − ln y| when η = 0.
Proof. The assumption p ∈ L1(R, λη) means that EeηY <∞, and hence E|g(yeY )| <∞
for all y > 0. Let us pick a constant κ′ > 0 arbitrarily. By a change of variables,
G(z)−G(y) = Eg(zeY )− Eg(yeY )
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=
ˆ ∞
0
g(u)(p(ln u− ln z)− p(lnu− ln y))du
u
=
ˆ ∞
0
(g(u) − g(κ′))(p(ln u− ln z)− p(lnu− ln y))du
u
.
Since p ∈ C1(R), the fundamental theorem of calculus gives
G(z) −G(y)
=
ˆ ∞
0
(g(u) − g(κ′))
(
(ln y − ln z)
ˆ 1
0
p′(lnu− ln y + r(ln y − ln z))dr
)
du
u
= (ln y − ln z)
ˆ ∞
0
(g(u) − g(κ′))
(ˆ 1
0
p′(lnu− ln y + r(ln y − ln z))dr
)
du
u
.
Since |g(u) − g(κ′)| 6 |g|C0,η(R+)|u− κ′|η , where 00 := 1, we have
|G(z) −G(y)|
6 |g|C0,η(R+) |ln z − ln y|
ˆ ∞
0
|u− κ′|η
ˆ 1
0
|p′(lnu− ln y + r(ln y − ln z))|drdu
u
= |g|C0,η(R+) |ln z − ln y|
ˆ 1
0
(ˆ ∞
0
|u− κ′|η|p′(ln u− ln y + r(ln y − ln z))|du
u
)
dr
= |g|C0,η(R+) |ln z − ln y|
ˆ 1
0
(ˆ
R
|exy1−rzr − κ′|η |p′(x)|dx
)
dr. (8.2)
If η = 0, then (8.1) is obvious in the view of (8.2). Let us now consider η ∈ (0, 1]. Thanks
to (8.2), G is locally Lipschitz on R+, which implies the absolute continuity of G on any
compact interval of R+. Consequently, G is differentiable λ-a.e. on R+. Let y > 0 be
such that G′(y) exists and is finite. We divide both sides of (8.2) by |z− y| and then let
z → y, where the dominated convergence theorem is applicable on the right-hand side
due to p′ ∈ L1(R) ∩ L1(R, λη), to derive that, for all κ′ > 0,
|G′(y)| 6 |g|C0,η(R+)y−1
ˆ
R
|yex − κ′|η |p′(x)|dx.
Hence, for any κ > 0, we obtain by choosing κ′ = yκ that
|G′(y)| 6 |g|C0,η(R+)yη−1
ˆ
R
|ex − κ|η |p′(x)|dx.
Now, for z, y > 0, using the fundamental theorem of (Lebesgue integral) calculus yields
|G(z) −G(y)| =
∣∣∣∣ˆ z
y
G′(u)du
∣∣∣∣ 6 sgn(z − y)ˆ z
y
|G′(u)|du
6 |g|C0,η(R+)sgn(z − y)
ˆ z
y
uη−1du
ˆ
R
|ex − κ|η|p′(x)|dx
= |g|C0,η(R+)
|zη − yη|
η
ˆ
R
|ex − κ|η|p′(x)|dx
6
(
|g|C0,η(R+)‖p′‖1−ηL1(R)
∣∣∣∣ˆ
R
|ex − κ||p′(x)|dx
∣∣∣∣η) |zη − yη|η ,
where one applies Hölder’s inequality with 11/η +
1
1/(1−η) = 1 to obtain the last estimate.
By taking the infimum over κ > 0, (8.1) follows. 
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8.2. Hölder estimates for a Lévy semigroup. Let X = (Xt)t>0 be a Lévy process
with characteristic triplet (γ, σ, ν) and exponent ψ as in Subsection 4.1. Let us define
Dexp := {g : R+ → R Borel : E|g(yeXt)| <∞ for all y > 0, t > 0}.
It is clear that Dexp depends on the distribution of X. For example, if
´
|x|>1 e
rxν(dx) <
∞ for some r ∈ R, then any Borel function g with supy>0(1 + y)−r|g(y)| < ∞ belongs
to Dexp because of (6.4). For t > 0, define the mapping Pt : Dexp → Dexp by
Ptg(y) := Eg(ye
Xt).
Since Pt+s = Pt ◦ Ps for any s, t > 0, the family (Pt)t>0 is a semigroup on Dexp.
To be able to estimate the integral term of the MVH strategy formula (4.2), we aim
to establish an estimate for
|Ptg(z) − Ptg(y)|,
where g is bounded or Hölder continuous.
The following lemma provides an estimate for the L1(R)-norm of derivatives of tran-
sition densities.
Lemma 8.3. Let X be a Lévy process with characteristic exponent ψ. If
0 < lim inf
|u|→∞
|u|−αReψ(u) 6 lim sup
|u|→∞
|u|−αReψ(u) <∞ (8.3)
for some α ∈ (0, 2), then X has transition densities (pt)t>0 ⊂ C∞0 (R) such that
supt∈(0,T ] t
1
α ‖∂xpt‖L1(R) <∞, T > 0.
Proof. See the proof of [18, Theorem 8.21]. 
Since we aim to apply Proposition 8.2, and in order to handle the quantity involving
the infimum in (8.1), we provide in Lemma 8.4 below estimates under assumptions which
are typically satisfied in applications.
Lemma 8.4. For some t > 0 such that Xt has a differentiable density pt on R, we define
Kt := inf
κ>0
ˆ
R
|ex − κ| |∂xpt(x)| dx ∈ [0,∞].
(1) If σ > 0, then Kt 6
1
σ
√
t
‖eXt − 1‖L2(P) for all t > 0.
(2) If there is an mt ∈ R such that pt is non-decreasing on (−∞,mt) and non-increasing
on (mt,∞), then Kt 6 EeXt.
Proof. (1) Denote J := X−σW . Let pσWt be the density of σWt. Then, the independence
of σW and J implies pt = p
σW
t ∗ PJt for all t > 0. Choosing κ = 1 yields
Kt 6
ˆ
R
|ex − 1| |∂xpt(x)| dx 6 1
σ2t
ˆ
R
ˆ
R
|ex − 1| |x− y| pσWt (x− y)PJt(dy)dx
=
1
σ2t
ˆ
R
ˆ
R
|ex+y − 1| |x| pσWt (x)dxPJt(dy) =
1
σ2t
E
∣∣σWt (eσWt+Jt − 1)∣∣
6
1
σt
‖Wt‖L2(P)‖eXt − 1‖L2(P) =
‖eXt − 1‖L2(P)
σ
√
t
.
(2) We may assume that EeXt < ∞, otherwise the inequality is obvious. By the
monotonicity of pt, one has pt(x)→ 0 as |x| → ∞, and for x > mt + 1,
expt(x) 6 e
x
ˆ x
x−1
pt(u)du 6 e
x
ˆ ∞
x−1
pt(u)du→ 0 as x→∞,
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where the limit holds due to EeXt < ∞. Now, choosing κ = emt and using integration
by parts, together with lim|x|→∞ expt(x) = 0, we have
Kt 6
ˆ
R
|ex − emt | |∂xpt(x)| dx
=
ˆ mt
−∞
(emt − ex)∂xpt(x)dx+
ˆ ∞
mt
(ex − emt)(−∂xpt(x))dx
=
ˆ
R
expt(x)dx = Ee
Xt . 
Proposition 8.5 is an extension of [18, Theorem 8.9] to the exponential Lévy setting.
Because of the nonlinearity, it seems that the interpolation techniques using in [18,
Theorem 8.9] cannot be applied, at least in a straightforward way. We recall the classes
S1(α), S2(α) of stable-like Lévy measures from Definition 4.4.
Proposition 8.5. Let g ∈ C0,η(R+) with η ∈ [0, 1]. Then, for T ∈ (0,∞) there exists a
constant c(8.4) > 0 such that for any z > 0, y > 0 and any t ∈ (0, T ] one has
|Ptg(z) − Ptg(y)| 6 c(8.4)Ut(y, z), (8.4)
where the cases for Ut(y, z) are provided as follows:
(1) If σ > 0 and
´
|x|>1 e
2xν(dx) <∞, then Ut(y, z) =
(
t
η−1
2
|zη−yη |
η
) ∧ |z − y|η.
(2) When σ = 0 and
´
|x|>1 e
xν(dx) <∞:
(a) If ν ∈ S1(α) for some α ∈ (0, 2), then Ut(y, z) =
(
t
η−1
α
|zη−yη |
η
) ∧ |z − y|η.
(b) If ν ∈ S2(α) for some α ∈ (0, 2) and g ∈ W˚ 1,
1
1−η (R+), then
Ut(y, z) =
(
t
η−1
α | ln z − ln y|1−η |z − y|η) ∧ |z − y|η.
Here, we set 00 := 1 and |z
0−y0|
0 := limη↓0
|zη−yη |
η = | ln z − ln y| by convention.
Proof. For r ∈ R, since e−tψ(−ir) = EerXt <∞ for all t > 0 if and only if ´|x|>1 erxν(dx) <
∞, it follows from the integrability conditions for ν in items (1) and (2) that C0,η(R+) ⊆
Dexp for any η ∈ [0, 1]. Let T ∈ (0,∞). Then, the Hölder continuity of g implies that,
for any t ∈ [0, T ] and z > 0, y > 0,
|Ptg(z) − Ptg(y)| 6 |g|C0,η(R+)EeηXt |z − y|η 6 |g|C0,η(R+)eT |ψ(−iη)||z − y|η. (8.5)
(1) Set J := X − σW . Let pσWt (resp. pt) be the probability density of σWt (resp.
Xt). For t ∈ (0, T ], since pt = pσWt ∗ PJt, one has
‖∂xpt‖L1(R) = ‖∂xpσWt ∗ PJt‖L1(R) 6 ‖∂xpσWt ‖L1(R) =
√
2/(πσ2t).
It is clear that pt ∈ L1(R, λη), and similar computations as in the proof of Lemma 8.4(1)
show ∂xpt ∈ L1(R, λη). Hence, the assumptions for pt required in Proposition 8.2 are
satisfied. Furthermore, we have e−tψ(−i) = EeXt <∞ and e−tψ(−2i) = Ee2Xt <∞ for all
t ∈ (0, T ], and hence
E|eXt − 1|2 = Ee2Xt − 2EeXt + 1 = e−tψ(−2i) − 2e−tψ(−i) + 1,
which implies
c2(8.6) := supt∈(0,T ]
(
t−1E|eXt − 1|2) <∞. (8.6)
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Then, for η ∈ [0, 1], t ∈ (0, T ], z > 0, y > 0, combining (8.1) with Lemma 8.4(1) yields
|Ptg(z)− Ptg(y)| 6 |g|C0,η(R+)‖∂xpt‖1−ηL1(R)
cη
(8.6)
ση
|zη − yη|
η
6 c(8.7)t
η−1
2
|zη − yη|
η
, (8.7)
where c(8.7) := |g|C0,η(R+)c
η
(8.6)
1
σ (
2
π )
(1−η)/2. Then, (8.5) and (8.7) imply the assertion.
(2a) Let ν = ν1+ ν2 for ν1, ν2 as in Definition 4.4. Assume that X
1 and X2 are inde-
pendent Lévy processes defined on (Ω˜, F˜ , P˜) with characteristics (0, 0, ν1) and (γ, 0, ν2)
respectively. Then, X and X1+X2 have the same finite-dimensional distribution. Since´
|x|>1 e
xνi(dx) 6
´
|x|>1 e
xν(dx) <∞, i = 1, 2, it implies that E˜eX1t <∞ and E˜eX2t <∞
for all t ∈ (0, T ].
Because of the conditions imposed on ν1, it is straightforward to check that (8.3)
is satisfied for the characteristic exponent of X1. According to Lemma 8.3, X1 has
transition densities (p1t )t>0 ⊂ C∞0 (R) with ∂nxp1t ∈ ∩16s6∞Ls(R) for all n > 0, t ∈ (0, T ]
and there is a constant c(8.8) > 0 such that
‖∂xp1t‖L1(R) 6 c(8.8)t−
1
α , t ∈ (0, T ]. (8.8)
Since X1 is selfdecomposable (see [34, Sec.53]), applying [34, Theorem 53.1] yields that
P˜X1t
is unimodal for all t ∈ (0, T ]. Let mt be a mode of P˜X1t so that the density p1t of
X1t is non-decreasing on (−∞,mt) and non-increasing on (mt,∞). Lemma 8.4(2) gives
inf
κ>0
ˆ
R
|ex − κ||∂xp1t (x)|dx 6 E˜eX
1
t , t ∈ (0, T ].
A similar argument as in the proof of Lemma 8.4(2) yields ∂xp
1
t ∈ L1(R, λη). Hence,
for t ∈ (0, T ] and z > 0, y > 0, using the independence of X1 and X2, together with
Proposition 8.2, we get
|Ptg(z) − Ptg(y)| = |Eg(zeXt)− Eg(yeXt)| = |E˜g(zeX2t eX1t )− E˜g(yeX2t eX1t )|
6 E˜
[(
|g|C0,η(R+)‖∂xp1t ‖1−ηL1(R) infκ>0
∣∣∣∣ˆ
R
|ex − κ||∂xp1t (x)|dx
∣∣∣∣η) |(zeX2t )η − (yeX2t )η|η
]
6
(
|g|C0,η(R+)‖∂xp1t‖1−ηL1(R)|E˜e
X1t |η
) |zη − yη|
η
E˜eηX
2
t
6 |EeXt |η|g|C0,η(R+)c1−η(8.8)t
η−1
α
|zη − yη|
η
6 c(8.9)t
η−1
α
|zη − yη|
η
, (8.9)
where c(8.9) := e
ηT |ψ(−i)||g|C0,η(R+)c1−η(8.8). Combining (8.9) with (8.5) yields the asser-
tion.
(2b) The assumption ν ∈ S2(α) means that (8.3) is satisfied. Hence, X has transition
densities (pt)t>0 ⊂ C∞0 (R) with
supt∈(0,T ] t
1
α ‖∂xpt‖L1(R) <∞.
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Since we aim to apply Proposition 8.1 with r = 1η , let us first estimate ‖pt‖Lr(R,λ1)
for r = 1η and η ∈ [0, 1]. For the case η ∈ (0, 1], we have
‖pt‖rLr(R,λ1) =
ˆ
R
|pt(x)|rexdx 6 ‖pt‖r−1L∞(R)Ee
Xt 6 eT |ψ(−i)|‖pt‖r−1L∞(R).
Since pt ∈ C∞0 (R), it holds that ‖pt‖L∞(R) 6 ‖∂xpt‖L1(R). Hence, there exists a constant
c(8.10) > 0 such that
‖pt‖Lr(R,λ1) 6 c(8.10)t
η−1
α , t ∈ (0, T ]. (8.10)
Since ‖pt‖L∞(R,λ1) = ‖pt‖L∞(R), inequality (8.10) also holds for the case η = 0, r =∞.
Now we apply Proposition 8.1 with r = 1η to obtain that, for t ∈ (0, T ], z > 0, y > 0,
|Ptg(z) − Ptg(y)| 6 |g|
W˚
1, 11−η (R+)
‖pt‖Lr(R,λ1)|z − y|η| ln z − ln y|1−η
6 |g|
W˚
1, 11−η (R+)
c(8.10)t
η−1
α | ln z − ln y|1−η|z − y|η. (8.11)
Combining (8.11) with (8.5), we derive the desired conclusion. 
8.3. Estimate for the gradient in the GKW decomposition. Motivated by the
formula (4.2), for a Lévy measure ℓ and a Borel function g let us write symbolically
Γℓ(t, y) := σ
2∂yPtg(y) +
ˆ
R
Ptg(e
xy)− Ptg(y)
y
(ex − 1)ℓ(dx) (8.12)
for (t, y) ∈ R2+, where we set ∂yPtg(y) := 0 if σ = 0. Although we choose ℓ = ν for
(4.2), it is useful to consider the general ℓ because it might have applications in various
contexts (e.g., see [30]).
Proposition 8.6(3)–(4) below are variants of [18, Theorem 8.12] in the exponential
Lévy setting. Here, the exponent of the time variable t in the estimates we obtain is the
same as in [18, Theorem 8.12]. Again, we recall S1(α), S2(α) from Definition 4.4.
Proposition 8.6. Let ℓ be a Lévy measure and g ∈ C0,η(R+) with η ∈ [0, 1]. Assume
that
´
|x|>1 e
(η+1)xℓ(dx) < ∞. Then, for any T ∈ (0,∞) there is a constant c(8.13) > 0
such that
|Γℓ(t, y)| 6 c(8.13)Vtyη−1, ∀(t, y) ∈ (0, T ] × R+, (8.13)
where the cases for Vt are provided in the following cases:
(1) If σ > 0 and
´
|x|>1 e
2xν(dx) <∞, then Vt = t
η−1
2 .
(2) If σ = 0,
´
|x|>1 e
ηxν(dx) <∞ and ´|x|61 |x|η+1ℓ(dx) <∞, then Vt = 1.
(3) If σ = 0 and if the following two conditions hold:
(a) ν ∈ S1(α) for some α ∈ (0, 2) and
´
|x|>1 e
xν(dx) <∞,
(b) there is a β ∈ (1 + η, 2] such that
0 < sup
r∈(0,1]
rβ
ˆ
|x|61
(∣∣∣x
r
∣∣∣2 ∧ ∣∣∣x
r
∣∣∣η+1) ℓ(dx) <∞, (8.14)
then one has Vt = t
η+1−β
α .
(4) If σ = 0 and g ∈ W˚ 1, 11−η (R+), and if the following two conditions hold:
(a) ν ∈ S2(α) for some α ∈ (0, 2) and
´
|x|>1 e
xν(dx) <∞,
(b) there is a β ∈ (1 + η, 2] such that (8.14) is satisfied,
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then one has Vt = t
η+1−β
α .
Here, the constant c(8.13) might depend on β in items (3) and (4).
Remark 8.7. Since |xr |2 ∧ |xr |η+1 6 |xr |β for β ∈ (1 + η, 2], a sufficient condition for
(8.14) is that 0 <
´
|x|61 |x|βℓ(dx) <∞.
Proof of Proposition 8.6. In the sequel, we use the following inequality without men-
tioning it again:
|eηx − 1|
η
6 eη |x|, ∀|x| 6 1, η ∈ [0, 1],
where |e
0x−1|
0 := limη↓0
|eηx−1|
η = |x|. Let us fix T ∈ (0,∞).
(1) Since σ > 0 and
´
|x|>1 e
2xν(dx) <∞, Proposition 8.5(1) implies that
|Ptg(z) − Ptg(y)| 6 c(8.4)
((
t
η−1
2
|zη − yη|
η
)
∧ |z − y|η
)
(8.15)
for all z > 0, y > 0, t ∈ (0, T ]. Moreover, since Ptg ∈ C∞(R+) due to σ > 0, we divide
both side of (8.15) by |z − y| and then let z → y to obtain that
|∂yPtg(y)| 6 c(8.4)t
η−1
2 yη−1, ∀(t, y) ∈ (0, T ] × R+.
Hence, we separate
´
R
=
´
|x|61+
´
|x|>1 and apply (8.15) with z = ye
x to obtain
|Γℓ(t, y)| 6 c(8.4)
(
σ2 +
ˆ
|x|61
|eηx − 1|
η
|ex − 1|ℓ(dx)
)
t
η−1
2 yη−1
+ c(8.4)y
η−1
ˆ
|x|>1
|ex − 1|η+1ℓ(dx). (8.16)
Since 0 < σ2+
´
|x|61
|eηx−1|
η |ex−1|ℓ(dx) 6 σ2+eη+1
´
|x|61 |x|2ℓ(dx) <∞ and
´
|x|>1 |ex−
1|η+1ℓ(dx) < ∞, together with inft∈(0,T ] t
η−1
2 > 0, the second term on the right-hand
side of (8.16) can be upper bounded by the first term up to a positive constant. Hence,
the desired conclusion follows.
(2) One has e−tψ(−ηi) = EeηXt <∞ for t > 0. The Hölder continuity of g implies that
|Ptg(exy)− Ptg(y)| 6 |g|C0,η(R+)EeηXt |ex − 1|ηyη, and hence
|Γℓ(t, y)| 6 |g|C0,η(R+)EeηXtyη−1
ˆ
R
|ex − 1|η+1ℓ(dx)
6 |g|C0,η(R+)eT |ψ(−ηi)|
(
eη+1
ˆ
|x|61
|x|η+1ℓ(dx) +
ˆ
|x|>1
|ex − 1|η+1ℓ(dx)
)
yη−1,
which implies the assertion.
(3) Let t ∈ (0, T ] and y > 0. We separate ´
R
=
´
|x|61+
´
|x|>1, and then apply
Proposition 8.5(2a) with z = yex to obtain
|Γℓ(t, y)| 6 c(8.4)yη−1
( ˆ
|x|61
((
t
η−1
α
|eηx − 1|
η
)
∧ |ex − 1|η
)
|ex − 1|ℓ(dx)
+
ˆ
|x|>1
|ex − 1|η+1ℓ(dx)
)
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6 c(8.4)y
η−1
(
eη+1t
η+1
α
ˆ
|x|61
(∣∣∣ x
t1/α
∣∣∣2 ∧ ∣∣∣ x
t1/α
∣∣∣η+1) ℓ(dx)
+
ˆ
|x|>1
|ex − 1|η+1ℓ(dx)
)
6 c(8.4)y
η−1
(
c(8.17)t
η+1−β
α +
ˆ
|x|>1
|ex − 1|η+1ℓ(dx)
)
, (8.17)
where c(8.17) := e
η+1(T
β−2
α ∨T β−η−1α ) supr∈(0,1] rβ
´
|x|61(|xr |2∧ |xr |η+1)ℓ(dx) ∈ (0,∞) by
(8.14). Since inf(t,β)∈(0,T ]×(1+η,2] t
η+1−β
α > 0, the desired conclusion follows from (8.17).
(4) Let t ∈ (0, T ] and y > 0. We apply Proposition 8.5(2b) with z = yex and use the
same argument as in the proof of item (3) to obtain
|Γℓ(t, y)| 6 c(8.4)yη−1
(ˆ
|x|61
((
t
η−1
α |x|1−η|ex − 1|η
)
∧ |ex − 1|η
)
|ex − 1|ℓ(dx)
+
ˆ
|x|>1
|ex − 1|η+1ℓ(dx)
)
6 c(8.4)y
η−1
(
c(8.17)t
η+1−β
α +
ˆ
|x|>1
|ex − 1|η+1ℓ(dx)
)
.
Again, a similar argument as in the one after inequality (8.17) yields the assertion. 
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