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Dynamical properties of the impurity spin- 1
2
in 2D and quasi-2D Heisenberg antiferromagnets
(AFs) at T ≥ 0 are discussed. The specific case of an impurity coupled symmetrically to two neigh-
boring host spins is considered. The specific feature of this problem is that the defect is degenerate
(frustrated) being located in zero molecular field. It is shown that this problem can be described by
spin-boson model without tunneling term and with a more complex interaction. We demonstrate
that the effect of the host system on the defect is completely described by the spectral function. It
is found within the spin-wave approximation that for not too small ω the spectral function is pro-
portional to ω2/J3, where J is the exchange constant between the host spins. The defect dynamical
susceptibility is derived using Abrikosov’s pseudofermion technique and diagrammatic expansion.
The calculations are performed within the fourth order of the dimensionless coupling parameter f .
It is found that transverse impurity susceptibility χ⊥(ω) has a Lorenz peak with the width propor-
tional to f4J(T/J)3 which disappears at T = 0, and a non-resonant term. The later term diverges
logarithmically as ω,T → 0. The static susceptibility χ(0) has the free-spin-like contribution 1/(4T ),
and a logarithmic correction proportional to f2 ln(J/T ). The influence of finite concentration of the
defects n on the low-temperature properties of AF is also investigated. A logarithmic correction to
spin-wave velocity of the form nf4 ln |J/ω| and an anomalous damping of spin waves proportional
to nf4|ω| are obtained. The results of the present paper can be applied to other systems with a
frustrated impurity in which the spectral function is proportional to ω2.
PACS numbers: 75.10.Jm, 75.10.Nr, 75.30.Hx, 75.30.Ds
I. INTRODUCTION
Defects (or impurities) with intrinsic degrees of freedom exist in many condensed matter systems. Isolated spin in
metal is the most known example (Kondo impurity). There is a number of other types of such impurities including
two-level systems in glasses, crystal-field states of the rare-earth ions, degenerate or slightly split Jahn-Teller defects,
quantum dots etc. The interaction of these impurities with propagating excitations of the host system (electrons in
metals, phonons, spin-waves etc.) governs the impurity dynamics and the low-temperature thermal and transport
properties of the host system.
The widely used model for investigation of two-level defect dynamics is the spin-boson model which Hamiltonian
has the form:1,2
Hsbm = Hd +H0 +Hint, (1)
where the first, the second and the third terms describe, respectively, the isolated defect, the host system and their
interaction. Then, Hd = − 12∆σx + 12εσz , where σ is the Pauli vector describing the defect, H0 is modeled by a set of
harmonic oscillators: H0 =
∑
α[
1
2mαεαQ
2
α + P
2
α/(2mα)] and the interaction term has the form Hint = σz
∑
α CαQα,
where Cα are some constants. Essentially, dynamics of the defect is determined by the spectral function characterizing
the system. Commonly a power-law dependence ωv of this function is discussed, where v ≥ 0. In the most investigated
Ohmic case v = 1. Despite its simplicity the spin-boson model has found numerous applications ranging from electron
transfer to quantum information processing.1,2 Meanwhile its modifications are needed in some cases.
In Ref.3 one of us (S.V.M.) has extensively studied the problem of interaction of a defect with intrinsic degrees
of freedom with 3D acoustic phonons in dielectrics. A specific approach has been proposed in which degeneracy
of the impurity is assumed to be arbitrary. This approach is based on Abrikosov’s pseudofermion technique4 and
diagrammatic expansion. In the case of the two-level defect the Hamiltonian of the model considered in Ref.3 differs
from Eq. (1) by the absence of Hd (the defect is assumed to be degenerate) and by another type of interaction which
has the more general form
Hint = g
∑
µ
Sµǫµ(R0), (2)
where S = 12σ, R0 determines the position of the impurity in the crystal, g is the interaction strength, index µ labels
Cartesian components, and ǫµ(R0) are some operators of the host system. It was found in Ref.
3 that similar to the
2spin-boson model the effect of the host system on the defect is completely described by the spectral function given by
the imaginary part of the retarded Green’s function of operators ǫµ(R0):
∆µν(ω) = −i
∫ ∞
0
dteiωt〈[ǫµ(R0, t), ǫν(R0, 0)]〉, (3)
where 〈. . . 〉 denotes the thermal average. In the case of 3D acoustic phonons Im∆µν(ω) is proportional to ω3. The
approach proposed in Ref.3 allows to obtain all the results in a general form independent of the particular view of
the operators ǫµ(R0) and the value of S. The only restriction is that the spectral function is proportional to ω
3. The
results for various systems would differ only by some constants. Then, one can discuss the effect of the new terms
in the interaction in comparison with the spin-boson model. In the case of interaction (2) all the components of the
susceptibility have T -independent non-resonant term and a Lorenz peak with the width Γ ∝ f4(T/Θ)5, where f is the
dimensionless coupling constant and Θ is a characteristic energy. The real part of the non-resonant term is a constant
at |ω| ≪ Θ and the imaginary one is proportional to ω. At the same time in the spin-boson model the transverse
susceptibility has only the non-resonant term. It was also shown3,5 that the scattering on the impurities leads to the
anomalous 3D acoustic phonon damping proportional to nf4ω2, where n is concentration of the impurities (damping
caused by scattering on static defects is proportional to ω4). Afterward the suggested approach has been successfully
applied to investigation of defects in glasses6 and in cubic metals.7
In the present paper we apply the approach discussed in Ref.3 with the spectral function proportional to ω2 to
the problem of two-level degenerate defect. As mentioned above, the nature of the defect and the host system is not
essential. The results will depend on the special form of ǫµ(R0) in Eq. (2) via some constants. Thus, our discussion
are applicable to all systems with degenerate defect and the spectral function proportional to ω2. We demonstrate
below that an example of such a system is 2D Heisenberg antiferromagnet (AF) with the impurity spin- 12 coupled
symmetrically to two neighboring host spins (see Fig. 1). This is the particular subject of the present investigation.
Below we show that the spectral function is proportional to ω2 if the interaction of the defect with 2D AF is
determined by spin waves. It is well known that there is no long range order in Heisenberg 2D AF at T > 0.8
Nevertheless, as it has been shown theoretically9,10,11 and confirmed experimentally12, the spin waves are well defined
in paramagnetic phase of 2D AF if their wavelength is much smaller than the correlation length ξ ∝ exp(const/T ).
It is found below that the interaction is determined by spin waves and the spectral function is proportional to ω2
if ω ≫ Ja/ξ, where J is the coupling constant between the host spins and a is the lattice constant. Then, a small
interaction (for definiteness interplane interaction) of the value of η ≪ J can stabilize the long range order at finite
T . It is obtained below that the spectral function is proportional to ω2 at ω ≫ η for the ordered quasi-2D AF. We
assume that the interaction of the defect with AF has the form (2) with ǫµ(R0) = s
µ
1 + s
µ
2 :
HAFint = gS(s1 + s2), (4)
where s1,2 denote the host spins from different sublattices. For the following consideration the sign of g is insignificant.
It should be stressed that one must distinguish symmetrically and asymmetrically coupled impurities (see Fig. 1).
Symmetrically coupled impurity is located in the zero molecular field. It remains degenerate and the spectral function
is proportional to ω2. In the case of asymmetrically coupled impurity, where the molecular field is nonzero, there
is splitting of the impurity levels and the spectral function has terms with weaker ω-dependence. For instance, we
demonstrate below that the spectral function for defect coupled to one host spin is proportional to a constant. In this
paper we consider only the symmetric case. Our results are also valid with certain additional restrictions for slightly
split nearly symmetrically coupled impurities (see below).
Previously, different types of impurities in 2D Heisenberg AF have been extensively studied. It is believed that
this problem has a relevance to the physics of some high-Tc materials. In such compounds as La2−xSrxCuO4
and YBa2Cu3O6+x the mobility of the holes is very small at low level of doping before the onset of supercon-
ductivity. This finding has generated particular interest to problems of an extra spin coupled to one spin of 2D
AF,13,14,15,16,17,18,19,20,21,22 and an extra spin coupled to sublattices symmetrically.20,23,24 It was proposed in Ref.25
that the appearance of the hole could lead to a ferromagnetic interaction between corresponding two spins of the
lattice. This work has stimulated studies of a missing or a ferromagnetic bond between one pair of spins in the
lattice.14,26 As inserting the static non-magnetic defects into the planes by means of replacing of Cu atoms with
non-magnetic ones (e.g., Zn) is a common method to investigate the properties of CuO2 planes of high-Tc compounds,
a missing spin in the lattice (vacancy) has been also discussed.14,21,22,27,28,29
The problem of an added spin in 2D AF at T = 0 has been studied theoretically in Ref.17. One of the most
remarkable findings of that paper is a singular logarithmic frequency behavior of the defect dynamical susceptibility.
Impurity static magnetic susceptibility χ(ω = 0) for 2D AF has been evaluated in Ref.20 in the case of symmetri-
cally coupled impurity. It was demonstrated that χ(0) has a Curie-like term and a singular logarithmic correction
proportional to g2 ln(J/T ).
3The defect static magnetic susceptibility in 2D AF being near quantum critical point (QCP) has been discussed
recently in Refs.21,22 using nonlinear sigma model. A classical-like behavior of the form χ(0) = S2/(3T ) with a
logarithmic correction proportional to ln(1/T ) was obtained. The constants before and under the logarithm were
found to be universal near QCP, being the same for all types of defects and independent of the strength of the defect
coupling. It is argued in Ref.21 that this behavior of static susceptibility also holds far from QCP for vacancy and
for impurity spin coupled to one host spin when T ≪ |g|. Meanwhile the constants are no longer universal far from
QCP. This finding is in agreement with results of numerical simulations.13,14 They have been also confirmed by some
other theoretical approaches.16 Both the classical-like form of 1/T -term and the logarithmic correction are related to
the nontrivial long-range dynamics in the system.16,21
In the present paper we study Heisenberg 2D AF at T ≥ 0 far from QCP. Our aim is to find the dynamical
susceptibility of the impurity χ(ω) at T ≥ 0 and to discuss the influence of such impurities on the low-T properties
of 2D AF. These problems have not been addressed yet for symmetrically coupled defects: only the ground state
properties at T = 023,24 and the static susceptibility20 have been discussed. The calculations are performed within
the order of f4, where f ∝ g/J is the dimensionless coupling parameter. We show that the transverse impurity
susceptibility χ⊥(ω) has a Lorenz peak with the width Γ ∝ f4J(T/J)3 that disappears at T = 0, and a non-resonant
term. The imaginary part of the non-resonant term is a constant independent of T at |ω| ≫ Γ and the real part has
a logarithmic divergence as ω, T → 0. Similar logarithmic singularity was found in Ref.17 at T = 0. The longitudinal
susceptibility χ‖(ω) has the non-resonant term which differs from that of χ⊥(ω) by a constant and a Lorenz peak.
We demonstrate that within the order of f4 the width of the peak is zero. Its calculation is out of the scope of this
paper.
The static susceptibility has the free-spin-like term S(S+1)/(3T ) and a correction proportional to f2 ln(J/T ). We
point out here the sharp difference between symmetrically and asymmetrically coupled impurities that takes place
in the regime T ≪ |g| (by asymmetrically coupled impurities we mean here either the added spin coupled to one
host spin or the vacancy which is the particular case of the added spin with g →∞). The leading 1/T -term has the
free-spin-like form in the symmetric case and the classical-like form in the asymmetric one. Moreover, the logarithmic
correction is proportional to g2 in the symmetric case and it does not depend on g in the asymmetric one.16,21 The
difference is related to the fact that the impurity spin coupled asymmetrically aligns with the local Neel order,16,21
whereas the symmetrically coupled impurity is located in the zero molecular field.
The fact that the spectral function in 2D AF is proportional to ω2 only at ω ≫ {η or Ja/ξ} leads to the following
restriction on the range of validity of the results obtained: max{Γ, |ω|} ≫ {η or Ja/ξ}. If the defect is slightly split
(for definiteness by magnetic field H) this condition turns into max{Γ, |ω|} ≫ max{{η or Ja/ξ}, gµBHS}. For nearly
symmetrically coupled impurity one has: max{Γ, |ω|} ≫ max{{η or Ja/ξ}, |g1−g2|}, where g1,2 are values of coupling
with the corresponding sublattices (see Fig. 1).
The results described above are valid for isotropic interaction (4). We also consider interaction containing only
one term: Hint = gSx(sx1 + sx2). In this case the xx-component of the impurity susceptibility is zero whereas yy-
and zz- ones have only the non-resonant term. This model is identical to the spin-boson model (1) without Hd.
The Hamiltonian can be diagonalized exactly and an exact expression for χ(ω) can be obtained.30 Below we perform
the corresponding calculations for the spectral function proportional to ω2 and confirm the results obtained within
our approach. One of the most interesting features of the exact result is that the static susceptibility has the form
χ(0) ∝ T−1−ζ, where ζ ∝ f2T/J . Within the first order of f2 one has 1/(4T )-term and the logarithmic correction.
Thus, we see that in the modified spin-boson model taking into account the higher order logarithmic corrections leads
to the non-trivial power-law T -dependence of χ(0).
The influence of the finite concentration n of the defects on the low-temperature properties of 2D AF is also
considered. For not too small ω we find the logarithmic correction to the spin-wave velocity of the form nf4 ln |J/ω|
and an anomalous damping of the spin-waves proportional to nf4|ω|. Similar logarithmic correction to the velocity
and damping were obtained in Ref.27, where vacancies in 2D AF were studied. It is demonstrated that interaction
of the spin waves with defects modifies the spectral function which acquires new terms proportional to n exhibiting
weaker ω-dependence. These terms should be taken into account at small enough ω and the problem should be solved
self-consistently. The corresponding consideration is out of the scope of this paper. Within the range of validity of
our study we do not obtain a renormalization of the magnetic specific heat which is proportional to T 2 in 2D AF
without impurities. At the same time it was obtained27,29 that vacancies give rise to a constant contribution to the
density of states that in turn leads to a large correction to the specific heat proportional to nT .
The rest of the paper is organized as follows. The model, Abrikosov’s pseudofermion and diagrammatic techniques
employed for the calculations are discussed in Sec. II. The pseudofermion Green’s function, the pseudofermion vertex
and the impurity dynamical susceptibility are derived in Secs. III A–III C. Another type of interaction of the defect
with the host system are discussed in Sec. III D. The exactly solvable spin-boson model (without Hd) which is a
special case of our model is also studied in Sec. III D and a comparison with our results is made. Influence of the
defects on low-temperature properties of 2D AF is considered in Sec. IV. The spin-wave spectrum and the specific
4heat are studied in detail in Sec. IV. Section V contains our conclusions. A few appendices are included with details
of the calculations.
II. MODEL AND TECHNIQUE
A. Model
Let us formulate in somewhat detail the model discussed in this paper. We consider systems which Hamiltonian
can be represented in the following form:
H =
∑
k
ǫk
(
α†
k
αk +
1
2
)
+Hint, (5)
where the first term describes non-interacting low-energy propagating modes of the host system (e.g., phonons or
magnons) and the second one is the coupling of the degenerate impurity with the system for which we have the
general expression (2). It is also supposed in this paper that the imaginary part of the function ∆µµ′ (ω) given by
Eq. (3) has the form
Im∆µν(ω) = −A
(ω
Θ
)2
sgn(ω)Λ(ω)dµν , (6)
where A is a positive constant which dimensionality is inverse energy, Θ is the characteristic energy, Λ(ω) is a cut-off
function which is equal to unity at |ω| < Θ and decreases rapidly to zero outside this interval and dµν is a tensor.
As was also mentioned above, the particular nature of the defect and the host system are not essential in our study.
We will use the general expressions (2) and (6) in all calculations. Therefore results for different systems would differ
only by some constants. Nevertheless we discuss now the specific system, Heisenberg 2D AF, which can be described
by this model.
It is well known that 2D AF at T 6= 0 has no long range order.8 The average z-component of the spin in AF is
given by
〈sz〉 = s− 1
N
∑
k
4sJ − ǫk
2ǫk
− 4sJ
N
∑
k
N(ǫk)
ǫk
, (7)
where N is the number of spins in the lattice, s and J are values of the spin and the exchange, respectively, ǫk is
the spin-wave energy which is equal to
√
8sJk at small k and N(ǫk) = (e
ǫk/T − 1)−1. The first term in Eq. (7) gives
the well known correction to the average spin at T = 0 which is approximately equal to 0.2. The last term describes
the spin reduction due to thermal fluctuations. At ǫk ≪ T we have N(ǫk) ≈ T/ǫk. Thus the last term diverges
logarithmically at small k in 2D AF. A weak interaction of the value of η ≪ J such as anisotropy or an interplane
interaction can screen this divergence and stabilize the long range order. For definiteness we consider interplane
interaction. It leads the momentum to become a 3D vector. As a result an additional term appears in the spin-wave
energy proportional to ηk⊥ at small k⊥, where k⊥ is the component of the momentum perpendicular to the plane of
the lattice. As a result the last term in Eq. (7) is small and the spin waves are well defined if
T
sJ
ln
(
T
sη
)
≪ 1. (8)
We will assume below that this condition holds.
It is shown in Appendix A that within the spin-wave approximation the function Im∆µν(ω) has the form (6) for 2D
Heisenberg AF when |ω| ≫ {η or Ja/ξ}. The particular expressions for Θ, A, dµν are also established in Appendix A.
Within the spin-wave approximation the only nonzero components of dµν are xx- and yy- ones provided that z-axis
is directed along magnetization of the sublattices.
Abrikosov’s pseudofermion representation of the impurity spin S is used below. The value of S is assumed to be
arbitrary in this approach. Nevertheless we restrict ourself in this paper by S = 1/2. It is demonstrated below that
the matrix structure of the pseudofermion Green’s function and the vertex is much simpler in this case. Consideration
of larger impurity spins is out of the scope of the present paper.
We point out that a new approach has been suggested recently in Refs.31,32 for spin- 12 impurity problem. This
approach bases on Majorana-fermion representation of the impurity spin. It was demonstrated that this representation
simplifies significantly analysis of the model if one can restrict ourselves by first terms in the expansion by coupling
parameter. It will be clear soon that in our case the question of possibility of such restriction requires analysis of the
diagrams of the third order within this approach. Carrying out of such analysis is out of the scope of the present
paper.
5B. Abrikosov’s pseudofermion technique
We use below Abrikosov’s pseudofermion technique for the calculation of the impurity dynamical susceptibility. It
was suggested in Ref.4 for Kondo effect investigation (see also Refs.33,34 for discussions). The same approach has
been applied for the problem of impurity in other systems by one of us (S.V.M.) in Refs.3,6,7. Let us formulate this
technique briefly in the convenient for our purpose form.
The impurity spin S is represented as
S =
∑
mm′
a†mSmm′am′ , (9)
where m is the spin projections, a†m and am are operator of creation and annihilation of some particles (fermions for
definiteness). It is easy to verify that the spin commutation rules are satisfied in this representation. A wave function
of the impurity is characterized now by the occupation numbers of 2S + 1 states: |nS , nS−1, . . . n−S〉. Obviously, the
states with zero or more than one particles are not physical ones and we have to eliminate them carrying out the
thermodynamic average. As a result the thermodynamic average of some operator Y has the form:
Y =
Trphys(ρY )
Trphys(ρ)
, (10)
where the traces are limited to physical states and ρ = exp(−H/T ) is the statistical operator with the Hamiltonian
H given by Eq. (5). This representation is not convenient not allowing to use the standard diagrammatic technique.
To overcome this obstacle an additional term in the Hamiltonian is added:4
Hλ = λNpf = λ
∑
m
a†mam, (11)
where Npf is the number of pseudofermions. We show now that the average of Y has the following form equivalent
to (10):
Y = lim
λ→∞
Tr(ρ˜Y )
Tr(ρ˜Npf )
, (12)
where ρ˜ = exp{−H˜/T } and H˜ = H + Hλ. We consider in this paper such Y that do not contain terms without
pseudofermion operators. As a result there are no contributions both to numerator and denominator in Eq. (12) from
states with no particles. As H does not change the number of particles in state, we have for the matrix elements:
ρ˜kl = ρkl exp(−Nlλ/T ), where Nl is the number of pseudofermions in states |k〉 and |l〉. Therefore, contributions from
the states with more than one particles are exponentially small compared to those from the physical states which are
proportional to e−λ/T . The common factors e−λ/T in the numerator and the denominator of Eq. (12) cancel each
other. Then contributions from states with one pseudofermion survive only in the limit of λ→∞ and Eqs. (10) and
(12) appear to be equivalent.
Quantities in the right part of Eq. (12) can be calculated using the conventional diagrammatic technique. The
Hamiltonian H˜ in the pseudofermion representation has the form:3
H˜ =
(∑
k
ǫk
(
α†
k
αk +
1
2
)
+ λ
∑
m
a†mam
)
+ g
∑
m,m′,µ
a†m′S
µ
m′mamǫ
µ(R0) = H0 +Hint. (13)
The dynamical susceptibility of the impurity in the representation of interaction can be written using Eqs. (12) and
(13) in the following form:3
χP (iωn) = lim
λ→∞
N−1
∫ 1/T
0
dτeiωnτTr
[
e−H0/TTτ
{
P (τ)P (0)S
(
1
T
)}]
, (14)
N = Tr
[
e−H˜/T
∑
m
a†mam
]
, (15)
P =
∑
mm′
a†mPmm′am′ , (16)
where P is a spin projection. In the zeroth order of the interaction Hint we have N = (2S + 1)e−λ/T .
6C. Diagrammatic technique
First diagrams for χP (ω) and a graphical representation of the result of all diagrams summation are shown in Fig. 2,
where thin lines with arrows represent the bare particle Green’s functions:
G
(0)
mm′(iωn) =
δmm′
iωn − λ (17)
and wavy lines denote bosons Green’s functions ∆µµ′ (iωn). Notice that the diagrams with only one pseudofermion
loop should be taken into account because, as is seen from Eq. (14), each loop is proportional to the small factor of
e−λ/T . The contribution from diagrams with one loop is finite because their factor of e−λ/T is canceled by that from
N .
For the calculation of χP (ω) we use below the diagrammatic technique employed in Refs.
3,6,7. Let us discuss it
briefly. Firstly, we have to make an analytical continuation of diagrams for the dressed pseudofermion Green’s function
and for the vertex ΓP (ω1+ ω, ω1) from imaginary frequencies to real ones. Then, we have to express χP (ω) via these
quantities.
To make the first step of this program let us choose frequencies of wavy lines to be independent variables over
which the summations are taken. It can be done in such a way that these frequencies are contained in arguments of
G(0)-functions with positive sign (see Fig. 2). Then, each sum over a discrete frequency can be replaced by an integral
over a contour enveloped the imaginary axis with an additional factor of (2πi)−1N(ω):
T
∑
ωn
→ 1
2πi
∮
dωN(ω), (18)
where N(ω) = (eω/T − 1)−1 is the Plank function.3,6,7,35 The contour can be deformed so as to embrace the real axis.
In evaluation of the resultant integral one should not take into account poles of G(0)-functions because residues in
these poles are proportional to N(λ) ≈ exp(−λ/T ). At the same time functions ∆µµ′ (ω) has a discontinuity on the
real axis equal to 2iIm∆µµ′ (ω). As a result all contour integrals can be easily transformed to those over the real axis
and we lead to the following diagrammatic technique: each wavy line corresponds to π−1N(ω)Im∆µµ′ (ω); frequencies
of wavy lines should be taken so as they are contained in arguments of G(0)-functions with positive sign; integration
over all frequencies of wavy lines is taken in the interval (−∞,∞).
One can conclude from analysis of all concrete diagrams for the vertex ΓP (iω1 + iω, iω1) that it is an analytical
function of two independent variables iω1+ iω and iω1 with cuts along the real axis. A general proof of this statement
has been also given.35
As a result we have for the dynamical susceptibility after the analytical continuation from the discrete frequencies
to the real axis:3,6,7,36
χP (ω) = (2πiN )−1e−λ/T
∫ ∞
−∞
dxe−x/TTr{P [G(x+ ω)Γ++P (x+ ω, x)G(x) −G∗(x)Γ−−P (x, x− ω)G∗(x− ω)
− G(x+ ω)Γ+−P (x+ ω, x)G∗(x) +G(x)Γ+−P (x, x− ω)G∗(x− ω)
]}, (19)
where G(ω) is the retarded Green’s function, the trace is taken over projections of the impurity spin and signs at
superscript of ΓP denote those of imaginary parts of the corresponding arguments (e.g., Γ
+−
P (x, y) = ΓP (x + iδ, y −
iδ)). An energy shift by λ has been performed during the derivation of Eq. (19). As a result the Fermi function
(e(x+λ)/T +1)−1 has been replaced by exp(−(x+λ)/T ) and the functions G and ΓP no longer depend on λ. These are
those functions we calculate in the next section by the diagrammatic technique. It is clear that the bare pseudofermion
Green’s functions in this case are G
(0)
mm′(ω) = δmm′/ω.
III. DYNAMICAL SUSCEPTIBILITY OF THE IMPURITY
We derive analytical expressions for the dynamical susceptibility of the impurity in this section. Perturbation theory
is used for this purpose. It can be done if the dimensionless constant
f2 =
g2A
Θ
(20)
is small. Meanwhile we have to take into account also terms of the order of f4 because the finite width of the Lorenz
peak in the dynamical susceptibility arises in this order. In 2D AF we have from Eqs. (A10): f2 = (
√
π/4s)(g/J)2.
7A. Pseudofermion Green’s function
We turn to the calculation of the pseudofermion Green’s function Gmm′(ω). The Dyson equation for it has the
following form:
ωGmm′(ω) = δmm′ +
∑
n
Σmn(ω)Gnm′(ω). (21)
The first diagrams for Σmn(ω) are presented in Fig. 3. Let us discuss its matrix structure first. It is determined by
corresponding products of operators Sµ and tensors dµν . For example, this combination for the second digram in
Fig. 3 has the form SµSνSµ
′
Sν
′
dµµ′dνν′ . As is shown in Appendix B, all such combinations are proportional to the
unit matrix for the two-level impurity. It should be pointed out that there is no such simplification in the case of the
impurity with the value of spin greater than 1/2. As a result the equations for the Green’s function and the vertex
become more complicated. The corresponding consideration of the large-spin impurities is out of the scope of the
present paper.
Taking into account its matrix structure we have for the Green’s function:
Gmm′(ω) = δmm′G(ω) =
δmm′
ω − Σ(ω) . (22)
The diagram of the first order shown in Fig. 3 gives the following contribution to Σ(ω):
Σ(1)(ω) = RΣ
f2
πΘ
∫ ∞
−∞
dx
x|x|
x+ ω + iδ
N(x)Λ(x), (23)
RΣ = S
µSνdµν (24)
where the constant f2 is given by Eq. (20) and RΣ = 1/2 for 2D AF. It is convenient to extract from this expression
a term proportional to ω as follows:
Σ(1)(ω) = −ωRΣ f
2
πΘ
∫ ∞
−∞
dx
|x|
x+ ω + iδ
N(x)Λ(x) −RΣ f
2
πΘ
∫ ∞
0
dxxΛ(x), (25)
where we have used that Λ(ω) is an even function and N(−x) = −1−N(x). Notice that the second term in Eq. (25)
is the T -independent constant. Then it can be included in the renormalization of λ and omitted. The first term
in Eq. (25) is proportional to f2ωT ln(T/ω) at small ω. It would seem that a great renormalization of the Green’s
function takes place if f2T ln |T/ω| >∼ Θ. Meanwhile we show now that the logarithmic singularities at real ω are
screened by a finite damping which is of the order of f4. Let us represent the Green’s function in the form
G(ω) =
1− Z(ω)
ω + iγ(ω)
, (26)
where Z(ω) and γ(ω) are some functions, γ(ω) is a real one, and a constant term in the denominator has been
attributed to the renormalization of λ and discarded. Evaluating contribution from the first diagram in Fig. 3 using
Eq. (26) we have in the first order a correction to the constant,
Z(1)(ω) = RΣ
f2
πΘ
∫ ∞
−∞
dx
|x|
x+ ω + iγ(x+ ω)
N(x)Λ(x) (27)
and γ(1)(ω) = 0. The logarithmic divergence in expression (27) at real ω is screened by the term iγ(ω + x) in the
denominator. It is shown below that γ(ω) is proportional to f4T 3 at |ω| ≪ T . Contributions to Z(ω) from the higher
order diagrams are also small by the same reason and we can restrict ourself by the first correction to it.
To obtain γ(ω) one has to take into account f4-terms from the first and the second diagrams shown in Fig. 3. Along
with the small corrections to the constant and to Z(ω) we have:
γ(ω) = −Rγ f
4
πΘ2
∫ ∞
−∞
dx|x(x + ω)|N(x)N(−x− ω)Λ(x)Λ(x+ ω), (28)
Rγ = S
µSν [Sν
′
, Sµ
′
]dµµ′dνν′ . (29)
8It is important to note that γ(ω) is the constant at |ω| ≪ T :
γ(ω) ≈ Γ0 = 2πRγ
(
f2
πΘ
)2 ∫ ∞
0
dxx2N(x)[1 +N(x)]Λ2(x) = Rγ
2πf4
3
Θ
(
T
Θ
)3
. (30)
Notice that from the physical reason Rγ and Γ0 should be positive. For instance, Rγ = 1/4 for 2D AF.
It is significant to note that ImZ(ω) and γ(ω) have the following property at |ω| ≫ Γ0 which will be useful in the
following:
ImZ(−ω) = −e−ω/T ImZ(ω),
γ(−ω) = e−ω/Tγ(ω). (31)
In fact these functions are exponentially small at negative ω if |ω| ≫ T .
B. Pseudofermion vertex
Let us turn to the consideration of the pseudofermion vertex ΓP (x + ω, x). First diagrams for this quantity are
presented in Fig. 4. It is shown in Appendix B that ΓPmm′(x+ ω, x) is proportional to Pmm′ . Thus, it is convenient
to introduce a new quantity:
Γ(x+ ω, x) =
PΓP (x+ ω, x)
P 2
, (32)
where we use the following notification: Y = Tr(Y ). As is seen from Eq. (19), we need four different branches of
Γ(x+ ω, x). It is clear that Γ++ = (Γ−−)∗ and within the first order of f2 one has:
Γ++(x+ ω, x) = 1 +R1
f2
πΘ
∫ ∞
−∞
dyy|y|N(y)Λ(y)G(x+ y + ω)G(x + y), (33)
R1 =
PSµPSνdµν
P 2
. (34)
It is seen from Eq. (33) that the poles of G-functions in the integrand are on the one hand from the real axis. Hence,
the second term in Eq. (33) is much smaller than unity and we can restrict ourself by this precision.
The situation is different in the case of Γ+− = (Γ−+)∗. The first correction to it is given by Eq. (33) with G∗(x+y)
put instead of G(x + y). Therefore, poles of the Green’s functions are on the opposite sides of the real axis. As a
result at ω = 0 the integral diverges at finite x as Γ0 → 0 and one has to sum all series to determine Γ+−. We write
now an equation for Γ+− in which the most singular diagrams in each order of f2 are taken into account. As a result
of analysis of the diagrams up to the fourth order of f2 we have obtained that in the most singular diagrams each
wavy line connects points from different sides of the vertex (like in the second, the third and the fourth diagrams in
Fig. 4 and not like in the last one) and crosses no more than one another wavy line. Thus, the most singular diagrams
are taken into account in the following equation:
Γ+−(x+ ω, x) = 1 +R1
f2
πΘ
∫ ∞
−∞
dyy|y|N(y)Λ(y)Γ+−(x+ y + ω, x+ y)G(x + y + ω)G∗(x + y)
+R2
(
f2
πΘ
)2 ∫ ∞
−∞
dy1dy2y1y2|y1y2|N(y1)N(y2)Λ(y1)Λ(y2)Γ+−(x+ y1 + y2 + ω, x+ y1 + y2)
×G(x+ y1 + ω)G(x+ y1 + y2 + ω)G∗(x+ y1 + y2)G∗(x+ y2), (35)
R2 =
PSµSνPSµ′Sν′dµµ′dνν′
P 2
. (36)
The second and the third terms in Eq. (35) take into account diagrams with a rung and with crossing of two neighboring
rungs, respectively. Let us try to solve this equation by iterations. It is easy to verify that at |ω| ∼ Γ0 and Γ0 → 0 the
divergence in the second term occurs in the second iteration only. Moreover it is of the same order as the divergence
9of the third term in the first iteration. As a result the equation (35) can be rewritten as follows:
Γ+−(x+ ω, x) = 1 +R1
f2
πΘ
∫ ∞
−∞
dyy|y|N(y)Λ(y)G(x+ y + ω)G∗(x+ y)
+
(
f2
πΘ
)2 ∫ ∞
−∞
dy1dy2y1y2|y1y2|N(y1)N(y2)Λ(y1)Λ(y2)Γ+−(x+ y1 + y2 + ω, x+ y1 + y2)
× [R21G∗(x+ y1) +R2G∗(x+ y2)]G(x + y1 + ω)G(x + y1 + y2 + ω)G∗(x+ y1 + y2). (37)
It can be solved if one notes that at |ω| ≪ T,Θ in the third term the area of integration near poles of two last Green’s
functions is essential. As the rest factors of the integrand changes slightly at such y2 one can set in them y2 = −x−y1
and neglect their dependence on ω. As a result we obtain the following equation:
Γ+−(x + ω, x) = 1 +R1
f2
πΘ
∫ ∞
−∞
dyy|y|N(y)Λ(y)G(x+ y + ω)G∗(x+ y) +K(x)Γ+−(ω, 0) 2πi
ω + 2iΓ0
, (38)
K(x) =
(
f2
πΘ
)2 ∫ ∞
−∞
dy
|y(x+ y)|(R2(x+ y)−R21y)
x+ y + iγ(x+ y)
N(y)N(−x− y)Λ(y)Λ(x+ y). (39)
It can be easily solved with the result:
Γ+−(x+ ω, x) = 1 +R1
f2
πΘ
∫ ∞
−∞
dyy|y|N(y)Λ(y)G(x+ y + ω)G∗(x+ y) +K(x)ZΓ 2πi
ω + 2iΓ
, (40)
Γ = Γ0 − πK(0) = 2πRΓ
(
f2
πΘ
)2 ∫ ∞
0
dyy2N(y)[1 +N(y)]Λ2(y), (41)
ZΓ = 1 +R1
f2
πΘ
∫ ∞
−∞
dyy|y|N(y)Λ(y)|G(y)|2, (42)
RΓ = Rγ −R21 +R2 =
PSµSν [[Sν′ , Sµ′ ], P ]dνν′dµµ′
P 2
. (43)
In 2D AF RΓ = 1/2 and 0 for P = S
x, Sy and P = Sz, respectively. Evidently, the temperature dependence of Γ for
P = Sx, Sy is the same as that of Γ0 given by Eq. (30). Note, the third term in Eq. (40) is much smaller than the
second one when |ω| ≫ Γ0/f2.
C. Properties of the impurity susceptibility
We can derive now the impurity susceptibility using the general expression (19), Eqs. (26), (27), (28) and (30)
for the Green’s function and Eqs. (33) and (40) for the branches of the vertex. As a result of tedious but simple
calculations presented in Appendix C we have for the dynamical susceptibility of the impurity up to terms of the
order of f2:
χP (ω) =
P 2
2
{
2iΓ
T (ω + 2iΓ )
(
1 + (R1 − 2RΣ) f
2
πΘ
∫ ∞
−∞
dx
|x|N(x)Λ(x)
x+ 2iΓ0
)
+
2iΓ0
T (ω + 2iΓ0)
R1
f2
πΘ
∫ ∞
−∞
dx
|x|N(x)Λ(x)
x+ 2iΓ0
+ 2Rχ
f2
πΘ
∫ ∞
−∞
dx
sgn(x)Λ(x)
x+ ω + 2iΓ0
}
, (44)
Rχ = RΣ −R1 = PS
µ[Sν , P ]dµν
P 2
. (45)
The first term in Eq. (44) is the Lorenz peak with the width Γ . The second one is a Lorenz peak with the width
Γ0 and small, proportional to f
2, amplitude. The last term is the non-resonant part of the susceptibility. The
imaginary part of the non-resonant term in Eq. (44) at |ω| ≫ Γ0 is proportional to sgn(ω) and the real one contains
the logarithmic singularity of the form ln(ω2 + Γ 20 ). At T = 0 and ω 6= 0 the nonresonant contribution survives only
and the susceptibility has the logarithmic singularity. Such a singularity has been obtained for the two-level impurity
at T = 0 in Ref.17. The first and the second terms in Eq. (44) are calculated assuming that |ω| ≪ T . At |ω| ≫ T
these terms are of the order of f4 and their taking into account exceeds the range of accuracy.
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It should be noted once more that the particular nature of the defect and the host system is not essential in the
above consideration. We use the general expression (2) for the interaction and assume that the function Im∆µν(ω)
has the form (6). Apart from f2 only coefficients R in the resultant expression (44) depend on the nature of the defect
and the host system. We demonstrate now that systems with different symmetries of the interaction show different
behavior of the impurity. In the case of isotropic interaction all the components of tensor d in Eq. (6) are nonzero and
all components of the impurity susceptibility have the same structure: the Lorenz peaks and the nonresonant term.
When one of the component of d is zero, say zz- one like in 2D AF, the behavior of transverse components χx(ω)
and χy(ω) differs from that of longitudinal one χz(ω). The transverse components have the Lorenz peak Γ ∼ f4 and
the nonresonant term. The Lorenz peak with the width Γ0 disappears because R1 = 0. The transverse component
contains the nonresonant term but Γ = 0 (see Eqs. (41) and (43)) and our precision is insufficient to determine the
resonance terms in χz(ω). The corresponding calculations of Γ0 and Γ with higher precision is out of the scope of
the present paper. If only dxx is nonzero, then χx(ω) ≡ 0 whereas χy(ω) and χz(ω) have only the nonresonant term.
This particular situation is considered in detail in the next section.
For static susceptibility χP (0) we have from Eq. (44):
χP (0) =
P 2
2T
(
1 +W (T )
)
, (46)
W (T ) = 2Rχ
f2
πΘ
∫ ∞
−∞
dx
sgn(x)Λ(x)
x+ 2iΓ0
(T − xN(x)) , (47)
where the first and the second terms in W (T ) stem from the non-resonant and the resonant parts in Eq. (44),
respectively. It is easy to verify that W (T ) is a real value up to the order of f2 (remember, the susceptibility has been
calculated up to terms of this order). Integrations in Eq. (47) can be simply carried out and we have at T ≪ Θ:
χP (0) =
P 2
2T
(
1− 2Rχ f
2
π
)
+ P 22Rχ
f2
πΘ
ln
(
Θ
T
)
. (48)
Thus the uniform susceptibility has the free-spin-like term P 2(2T )−1 which amplitude is slightly reduced by the
interaction and the correction proportional to f2 ln(Θ/T ). Expression (48) is in accordance with that of Ref.20.
Similar result for the static susceptibility, 1/T -term and a logarithmic singular correction to it, has been obtained in
2D AF near QCP.21 It was found that the static susceptibility exhibits the classical-like Curie behavior of the form
S2/(3T ) and the coefficients before and under the logarithm are universal values independent of the particular type
of the impurity and the strength of its coupling to the host system. Remarkably, this behavior remains also far from
QCP for asymmetrically coupled impurities (vacancy and added spin) at T ≪ g.13,14,16,21 but the constant under
the logarithm becomes non-universal. These findings are related to the nontrivial long-range dynamics of the 2D
AF. Then we point out the significant difference between dynamical properties of symmetrically and asymmetrically
coupled impurities in the regime T ≪ g: the leading 1/T -terms have the free-spin-like behavior and the classical-like
one, respectively. Moreover, the logarithmic corrections is proportional to g2 in the symmetric case and it does not
depend on g in asymmetric one.16,21 As was also pointed out in Introduction, the difference can be explained by
the fact that the impurity spin coupled asymmetrically aligns with the local Neel order16,21 at T ≪ g whereas the
symmetrically coupled impurity is located in the zero molecular field.
It is convenient from this point on to neglect in Eq. (44) the small corrections and use the following simple expression
for the transverse susceptibility χ⊥(ω) = χx(ω) = χy(ω):
χ⊥(ω) = P 2
iΓ
T (ω + 2iΓ )
+ P 2Rχ
f2
πΘ
∫ ∞
−∞
dx
sgn(x)Λ(x)
x+ ω + iΓ0
, (49)
Imχ⊥(ω) = P 2
ωΓ
T (ω2 + 4Γ 2)
+ P 2Rχ
f2
Θ
Λ(ω)sgn(ω). (50)
The imaginary part of the non-resonant term is calculated at |ω| ≫ Γ0 in Eq. (50). We see that it does not depend
on the temperature at such ω. It is seen from Eq. (49) that the non-resonant term gives the main contribution to the
susceptibility when
|ω| ≫ ω0 = f2Θ
(
T
Θ
)2
. (51)
As the sign of ImχP (ω) should coincide with that of ω, the constant Rχ given by Eq. (45) should be positive. For
example, we have for 2D AF: Rχ = 1/2.
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It should be stressed that there is a restriction on the range of validity of the resultant expressions (44) and (49)
for χP (ω) in the case of 2D AF. It is the consequence of the fact that the function Im∆(ω) has the form (6) if
ω ≫ {η or Ja/ξ} only. It is easy to see that in all calculations performed above one can use the function of the form
(6) if the following condition on ω and Γ0 holds: max{Γ0, |ω|} ≫ {η or Ja/ξ}.
D. Comparison with the exactly solvable model
Let us consider the special case when the interaction contains only one term: Hint = gSxǫx(R0). It is seen from
Eqs. (29) and (43) that Γ = Γ0 = 0 and the resonant terms are zero at ω 6= 0 in Eq. (44). One can conclude from
Eqs. (45) and (49) that χx(ω) = 0 and
χy(ω) = χz(ω) = χ
(⊥)(ω) =
f2
2πΘ
ln
∣∣∣∣Θω
∣∣∣∣+ i f24ΘΛ(ω)sgn(ω). (52)
As it was pointed out above, our model in this case is equivalent to the spin-boson model (1) without Hd. The
corresponding Hamiltonian can be diagonalized exactly and an exact expression for the impurity susceptibility can
be derived. We perform in this subsection the corresponding calculations of χ(⊥)(ω) and confirm our results obtained
above.
The detailed discussion of the exactly solvable spin-boson model is also necessary by the following reason. It was
important for our consideration that γ(ω) in expression (26) for the Green’s function is nonzero, i.e., the coefficient
Rγ given by Eq. (29) is finite. As is demonstrated in Sec. III A, the imaginary term iγ(ω) in the denominator of the
Green’s function G(ω) screens the logarithmic singularity of the self-energy part allowing us to restrict ourself by the
second order of f2. In the opposite case, when imaginary part in the denominator of G(ω) is zero, one has to sum all
the series to calculate the Green’s function in the region of ω determined by the condition
f2
T
Θ
ln
∣∣∣∣Tω
∣∣∣∣ >∼ 1. (53)
It should be stressed that Eq. (52) for χ(⊥)(ω) is valid if the condition (53) on the frequency ω is not fulfilled. If the
condition (53) is fulfilled the results of the exact diagonalization should be discussed.
We represent Hamiltonian (1) of the spin-boson model describing degenerate defect in the following form:
H = 1
2
∑
k
(ǫ2
k
QkQ−k + PkP−k) + gS
x
∑
k
FkQk, (54)
where the symbols ǫk, Qk and Pk stand for the frequency, normal coordinate and momentum of the system propagating
modes (bosons) with momentum k, where [Qk, P−k′ ] = iδkk′ , Qk = αk + α
†
−k, Pk = −iǫk(αk − α†−k). The last term
in Eq. (54) describes coupling of the impurity with the system, where Fk is a coupling parameter. In this problem
definition the spectral function given by Eq. (3) has the form
Im∆(ω) = −π
2
∑
k
|Fk|2
ǫk
[δ(ω − ǫk)− δ(ω + ǫk)]. (55)
We treat the elementary excitations within Debye approximation and assume that the spectrum is linear in k: ǫk = ck.
We make also one more assumption which do not effect the results: k is a two-dimensional vector. In this case the
spectral function is proportional to ω2 when the coupling parameter is linear in k:
Fk =
1
Θ
√
V
ǫk, (56)
where V is the volume of the crystal and Θ is the cut-off frequency. In this case the spectral function (55) has the
form (6) with A = (4c2)−1.
The Hamiltonian (54) can be diagonalized exactly. It is convenient for this purpose to apply the following canonical
transformation:30
e−RHeR = 1
2
∑
k
[ǫ2
k
QkQ−k + PkP−k]− g
2
8
∑
k
|Fk|2
ǫ2
k
, R = ig
∑
k
Fk
ǫ2
k
PkS
x. (57)
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It can be shown that the correlation function can be brought to the form:30
〈Sy(t)Sy(0)〉 = 1
4
eI(t), (58)
I(t) = g2
∑
k
|Fk|2
2ǫ3
k
{N(ǫk)[eiǫkt − 1] + [N(ǫk) + 1][e−iǫkt − 1]}. (59)
As a result we have for the transverse dynamical susceptibility using the representation I(t) = X(t)− iU(t):
χ(⊥)(ω) =
1
2
∫ ∞
0
dteiωteX(t) sin[U(t)]. (60)
One obtains for X(t) and U(t) from Eq. (59):
X(t) =
f2
πΘ
∫ Θ
0
dx[cos(xt) − 1][1 + 2N(x)], (61)
U(t) =
f2
πΘ
∫ Θ
0
dx sin(xt) =
f2
π
1− cos(Θt)
Θt
, (62)
where f2 is given by Eq. (20). It is seen from Eq. (62) that U(t) is a bounded function and we have in Eq. (60):
sin[U(t)] ≈ U(t). The function X(t) along with negligibly small terms of the order of f2 has another one which is
large at tT ≫ exp{Θ/(f2T )} and for which we have with the logarithmic precision: X(t) ≈ −2f2T (πΘ)−1 ln(tT ).40
As a result we obtain:
χ(⊥)(ω) =
f2
2π
(
Θ
T
)ζ ∫ ∞
0
dteiωt
1− cos(tΘ)
(tΘ)1+ζ
=
1
4T
(
Θ
T
)ζ [
1
2
∣∣∣1 + ω
Θ
∣∣∣ζ + 1
2
∣∣∣1− ω
Θ
∣∣∣ζ − ∣∣∣ω
Θ
∣∣∣ζ]
−i f
2
4Θ
(
Θ
T
)ζ [
1
2
∣∣∣1 + ω
Θ
∣∣∣ζ − 1
2
∣∣∣1− ω
Θ
∣∣∣ζ sgn(Θ− ω)− ∣∣∣ω
Θ
∣∣∣ζ] sgn(ω),
(63)
where ζ = 2f2T (πΘ)−1. We recover Eq. (52) from Eq. (63) if the condition (53) is not fulfilled and |ω| ≪ Θ or
|ω| ≫ Θ. At ω ≪ Θ Eq. (63) can be represented in the simple form:
χ(⊥)(ω) =
1
4T
(
Θ
T
)ζ [
1−
( ω
iΘ
)ζ]
(64)
At small enough ω, when (53) holds, equation (52) is incorrect and we see from Eq. (64) that the susceptibility shows
the nontrivial ω- and T - dependences. In particular, the static susceptibility is proportional to T−1−ζ. In the order
of f2 the static susceptibility has the same structure as that obtained above (see Eq. (48)): it has the conventional
term 1/(4T ) and the logarithmic correction to this term. Thus, we see that in the modified spin-boson model taking
into account higher order logarithmic corrections results in the non-trivial power-law T -dependence of χ(0).
IV. INFLUENCE OF THE DEFECTS ON THE HOST SYSTEM
We discuss in this section the influence of the defects with finite concentration n on the low-temperature properties
of 2D AF. The spin-wave spectrum and the specific heat of AF are considered below in detail. It will be assumed
that n≪ 1 in order to neglect interaction between impurities.
A. Spin-wave spectrum
The spin-wave spectrum is determined by the poles of the spin Green’s functions. The Green’s functions of 2D AF
with impurities are investigated in Appendix D. It is demonstrated there that their denominator has the form
D(ω,k) = ω2 − ǫ2
k
+ 4s2g2nχ⊥(ω)
[
J0 − Jk cos(kR12)
]
, (65)
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where R12 is the vector connected host spins coupled to impurity (it is assumed for beginning that this vector is the
same for all defects), Jk = 2J(cos kx + coskz), where J is the exchange constant, and ǫk = s
√
J20 − J2k.
Let us discuss the spin-wave spectrum near points k = 0 and k = k0, where k0 is the antiferromagnetic vector. It is
seen that expression (65) is symmetric under replacement of k by k± k0. Thus, we consider below only the vicinity
of the point k = 0. We have from Eq. (65):
D(ω,k) = ω2 − ǫ2
k
[
1− nf
2
2π
Θu(k)χ⊥(ω)
]
, (66)
u(k) =
1
2
+
(kR12)
2
k2
, (67)
where it is used that the unperturbed spectrum is linear at k ≪ k0: ǫk = ck =
√
8sJk. It is seen from Eqs. (66)
and (67) that the spectrum appears to be dependent on the direction of the momentum k as a result of interaction
of magnons with the defects. This circumstance is a consequence of our assumption that the vector R12 is the same
for all impurities. In fact, it can have four directions and the value (R12k)
2/k2 can have two different values: cos2 φk
and sin2 φk, where φk is the azimuthal angle of k. It easy to realize that u(k) = 1 if all four ways of coupling of the
impurity with AF are equally possible.
It is convenient for the following to consider separately the cases of |ω| ≫ ω0 and |ω| ≪ ω0, where ω0 is given
by Eq. (51). In these cases the non-resonant and the resonant parts, respectively, are dominant in the impurity
susceptibility (49).
|ω| ≫ ω0. One obtains from Eqs. (49), (50) and (66) for the magnon damping γk and the renormalized spin-wave
velocity c˜k:
γk = |ω|nf
4
16π
u(k), (68)
c˜2
k
= c2
(
1− ln
∣∣∣∣Θω
∣∣∣∣ nf44π2 u(k)
)
, (69)
where we take into account that Rχ = 1/2. It is seen that the interaction with the defects leads to strong damping
which is proportional to ω and to the logarithmic correction to the spin-wave velocity. It would seem that at small
enough k the spin-wave velocity becomes imaginary signifying a phase transition in the system. Meanwhile our theory
is not applicable at such small k. The interaction with the defects changes the function Im∆µν(ω) as well and this
renormalization is strong at small enough ω. Indeed, one has to use renormalized spin Green’s function derived in
Appendix D to evaluate Im∆µν(ω). As a result of simple calculations similar to those presented in Appendix A we
obtain that at |ω| ≪ Θ in addition to the term proportional to ω2sgn(ω) there is another one proportional to sgn(ω):
Im∆µν(ω) = −A
(ω
Θ
)2
sgn(ω)dµν − sgn(ω)snf
4B
Θ
dµν , (70)
B =
s4J2
π5/2
∫
dk
(1 + cos(kR12))
2(J0 − Jk)2
ǫ4
k
≈ 0.2, (71)
where the integral is taken over the chemical Brillouin zone. The first term in Eq. (70) is greater than the second one
when
|ω| ≫ 0.02Θ√nf2. (72)
This condition determines the range of validity of our theory at |ω| ≫ ω0. At ω given by (72) the logarithmic
correction to the spin-wave velocity in Eq. (69) is small.
|ω| ≪ ω0. In this case the impurity susceptibility (49) is determined by the resonant term. We have for the spin-wave
damping and the spin-wave velocity from Eqs. (49), (50) and (66):
γk =
Θ
T
ω2Γ
ω2 + 4Γ 2
nf2
8π
u(k), (73)
c˜2
k
= c2
(
1− Θ
T
Γ 2
ω2 + 4Γ 2
nf2
2π
u(k)
)
. (74)
As in the case of |ω| ≫ ω0, one has to take into account the renormalization of the function Im∆µν(ω). After simple
calculations we obtain at |ω| ≪ Θ:
Im∆µν(ω) = −A
(ω
Θ
)2
sgn(ω)dµν − 2snf2B ωΓ
T (ω2 + 4Γ 2)
dµν , (75)
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where the constant B is given by Eq. (71). As a result the range of validity of our consideration is determined by
|ω|(ω2 + 4Γ 2)
Θ3
≫ 0.004nf2Γ
T
. (76)
It is easy to show that the spin-wave damping (73) and the correction to the spin-wave velocity in Eq. (74) is small
at such ω.
It should be noted once more that if one of the conditions (72) or (76) is violated the interaction between defects
becomes important and our approach is wrong.
B. Specific heat
We proceed with the discussion of the magnetic part of the specific heat C(T ). It is convenient to use the following
formula for its evaluation:
C(T ) =
dE
dT
=
d
dT
〈∑
k
ǫk
(
α†
k
αk +
1
2
)
+
∑
i
H(i)int
〉
, (77)
where the first term describes magnetic excitations and index i in the second term labels impurities. To calculate the
first term in Eq. (77) we use bilinear part of the Hamiltonian (A5) and spin Green’s functions (D2) renormalized by
interaction with impurities. As a result of simple calculations one obtains up to inessential terms not depending on
the temperature: 〈∑
k
ǫk
(
α†
k
αk +
1
2
)〉
=
∑
k
ǫkN(ǫk) + 2Nnf
2ΘX
∫ ∞
−∞
dωN(ω)Imχ⊥(ω), (78)
X =
s2J
2π4
∫
dk
J0 − Jk cos(kR12)
ǫ2
k
≈ 0.05, (79)
where the integration in Eq. (79) is over the chemical Brillouin zone. The diagram for the second term in Eq. (77) is
shown in Fig. 5. It contains the impurity susceptibility calculated above and ∆µν(ω):〈∑
i
H(i)int
〉
= N
ng2
π
∑
ν
∫ ∞
−∞
dωN(ω)[Imχν(ω)Re∆νν(ω) + Reχν(ω)Im∆νν(ω)]. (80)
Evaluating expression (80) and summing it with Eq. (78) one leads to the following expression:
E
N
=
1
N
∑
k
ǫkN(ǫk)− 2nf
2
πΘ
∫ ∞
−∞
dωN(ω)ω|ω|Λ(ω)Reχ⊥(ω) + nf2ΘX
∫ ∞
−∞
dωN(ω)Imχ⊥(ω), (81)
where the constant X is given by Eq. (79). The first term in Eq. (81) describes the energy of 2D AF without
impurities. It is equal to E0 ∝ NT 3/Θ2 at T ≪ Θ and we come to the well known result: C(T ) ∝ T 2 for pure 2D
AF. Evaluation of corrections to E0 from the second and the third terms in Eq. (81) is a tedious but straightforward
work. Unfortunately Eq. (49) for χ⊥(ω) has the limited range of validity which is discussed in the previous section.
Therefore one can not carry out the integration in the second and the third terms of Eq. (81) in the whole range of ω.
We have evaluated these terms after the integration over ω at which Eq. (49) is valid. There are corrections having
weaker T -dependence than E0 stemming from both the resonant and the nonresonant parts of χ⊥(ω). Meanwhile
restrictions (72) and (76) result in the considered corrections to be bounded below on T and to be smaller than E0.
Thus, we do not obtain a renormalization of the specific heat within our precision.
V. CONCLUSION
We discuss the dynamical properties of the impurity spin- 12 in 2D and quasi-2D Heisenberg antiferromagnets (AFs)
at T ≥ 0. The specific case of the impurity that is coupled symmetrically to two neighboring host spins is considered.
It is shown that this problem is a generalization of the spin-boson model without the tunneling term and with a
more complex interaction. It is demonstrated that the effect of the host system on the defect is completely described
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by the spectral function J (ω) which is proportional to ω2. It is found within the spin-wave approximation that the
spectral function has this ω-dependence in 2D AF for not too small ω. In isotropic 2D AF at T > 0 J (ω) ∝ ω2
when ω ≫ Ja/ξ, where J is the exchange constant between the host spins, ξ is the correlation length and a is the
lattice constant. For ordered 2D AF J (ω) ∝ ω2 at ω ≫ η, where η ≪ J is the value of interaction (for definiteness
interplane interaction) stabilizing the long range order at finite T .
We stress that one must distinguish symmetrically and asymmetrically coupled impurities (see Fig. 1). Symmet-
rically coupled impurity is located in the zero molecular field. It remains degenerate and the spectral function is
proportional to ω2. In the case of asymmetrically coupled impurity, where the molecular field is nonzero, there is
splitting of the impurity levels and the spectral function has terms with weaker ω-dependence. For instance, we
demonstrate that the spectral function for impurity coupled to one host spin is proportional to a constant. In this
paper we consider only the symmetric case. Our results are also valid with certain additional restrictions for slightly
split nearly symmetrically coupled impurities (see below).
The defect dynamical susceptibility χ(ω) is derived using Abrikosov’s pseudofermion technique and diagrammatic
expansion. The calculations are performed within the order of f4, where f ∝ g/J is the dimensionless coupling
parameter. For our study the sign of f is insignificant. We show that the transverse impurity susceptibility χ⊥(ω) has
a Lorenz peak with the widths Γ ∝ f4J(T/J)3 that disappears at T = 0, and a non-resonant term. The longitudinal
susceptibility χ‖(ω) has the non-resonant term which differs from that of χ⊥(ω) by a constant and a Lorenz peak.
The width of the peak is zero within the order of f4. Its calculation is out of the scope of this paper. The imaginary
part of non-resonant term is a constant independent of T at |ω| ≫ Γ and the real part has a logarithmic divergence
as ω, T → 0. Similar logarithmic singularity was found in Ref.17 at T = 0.
The static susceptibility has the free-spin-like term S(S+1)/(3T ) and a correction proportional to f2 ln(J/T ). We
point out here the sharp difference between symmetrically and asymmetrically coupled impurities that takes place
in the regime T ≪ |g| (by asymmetrically coupled impurities we mean here either the added spin coupled to one
host spin or the vacancy which is the particular case of the added spin with g →∞). The leading 1/T -term has the
free-spin-like form in the symmetric case and the classical-like form in the asymmetric one. Moreover, the logarithmic
correction is proportional to g2 in the symmetric case and it does not depend on g in the asymmetric one.16,21 The
difference is related to the fact that the impurity spin coupled asymmetrically aligns with the local Neel order,16,21
whereas the symmetrically coupled impurity is located in the zero molecular field.
The fact that the spectral function in 2D AF is proportional to ω2 only at ω ≫ {η or Ja/ξ} leads to the following
restriction on the results obtained: max{Γ0, |ω|} ≫ {η or Ja/ξ}. If the defect is slightly split (for definiteness by
magnetic field H) this condition turns into max{Γ0, |ω|} ≫ max{{η or Ja/ξ}, gµBHS}. For nearly symmetrically
coupled impurity one has: max{Γ0, |ω|} ≫ max{{η or Ja/ξ}, |g1 − g2|}, where g1,2 are values of coupling with the
corresponding sublattices (see Fig. 1).
The findings discussed above are valid for isotropic interaction of the impurity spin S with AF: Hint = gS(s1+ s2),
where s1,2 are host spins from different sublattices. We consider also interaction containing only one component of
S: Hint = gSx(sx1 + sx2). The results in this case are quite specific. We show that xx- component of the impurity
susceptibility is zero whereas yy- and zz- ones have only the non-resonant term. Our model is identical to the spin-
boson one (1) without Hd if the interaction contains a term with only one component of S. The Hamiltonian can be
diagonalized exactly30 and an exact expression for χ(ω) can be obtained. We perform the corresponding calculations
and confirm the results obtained by our approach. One of the most interesting features of the exact result is that the
static susceptibility has the form χ(0) ∝ T−1−ζ, where ζ ∝ f2T/J . Within the first order of f2 one has 1/(4T )-term
and the logarithmic correction. Thus, we see that in the modified spin-boson model taking into account the higher
order logarithmic corrections results in the non-trivial power-law T -dependence of χ(0).
The influence of the finite concentration n of the defects on the low-temperature properties of 2D AF is also
considered. For not too small ω we find the logarithmic correction to the spin-wave velocity of the form nf4 ln |J/ω|
and an anomalous damping of the spin-waves proportional to nf4|ω|. Similar logarithmic correction to the velocity
and damping were obtained in Ref.27, where vacancies in 2D AF were studied. It is demonstrated that interaction
of the spin waves with defects modifies the spectral function which acquires new terms proportional to n exhibiting
weaker ω-dependence. These terms should be taken into account at small enough ω and the problem should be solved
self-consistently. The corresponding consideration is out of the scope of this paper. Within the range of validity of
our study we do not obtain a renormalization of the magnetic specific heat which is proportional to T 2 in 2D AF
without impurities.
The results of the present paper can be applied to other systems with a degenerate defect in which the spectral
function is proportional to ω2.
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APPENDIX A: CALCULATION OF Im∆µν(ω) IN 2D AF
In this appendix we discuss properties of the imaginary part of the function ∆µν(ω) general expression for which
is given by Eq. (3). It is shown below that within the spin-wave approximation Im∆µν(ω) has the form (6) and
expressions for the constant A, the characteristic energy Θ and the tensor dµν are obtained.
We have from Eqs. (3) and (4):
∆µν(ω) =
2
N
∑
k
[1 + cos(kR12)]〈sµ−ksνk〉ω, (A1)
where 〈. . . 〉ω denote retarded Green’s function, N is the number of spins in the lattice andR12 is the vector connecting
two host spins coupled to the defect. Thus we have to calculate the spin Green’s functions 〈sµ−ksνk〉ω of 2D AF. The
Hamiltonian of 2D Heisenberg AF on the square lattice has the well-known form:
H = J
∑
〈ij〉
sisj . (A2)
We perform for beginning all calculations for isotropic Heisenberg 2D AF at T = 0 and then consider the effect of
finite T and of the additional small interaction stabilizing the long range order at finite T .
Instead of dividing of the lattice onto two sublattices it is convenient to represent operators sµ
k
as follows (see, e.g.,
Refs.37,38):
sk = xˆs
x
k
+ yˆsy
k+k0
+ zˆsz
k+k0 , (A3)
sx
k
=
√
s
2
(
ak + a
†
−k −
(a2a†)k
2s
)
, sy
k
= −i
√
s
2
(
ak − a†−k −
(a2a†)k
2s
)
, sz
k
= s− (a†a)k, (A4)
where z axis is parallel to the magnetization of sublattices, xˆ, yˆ, zˆ denote unit vectors directed along corresponding
axes, k0 = (π, 0, π) is the antiferromagnetic vector and s is the spin value. Substitution of Eqs. (A3) and (A4) to
Eq. (A2) leads to the following expression for the Hamiltonian: H = E0 +
∑6
i=2Hi, where E0 is the ground state
energy and Hi denote terms containing products of i operators a and a
†. We consider in this paper the spin-wave
approximation, i.e., we restrict ourself by the bilinear part of the Hamiltonian which has the form
H2 =
∑
k
[
Eka
†
k
ak +
Bk
2
(
a†
k
a†−k + aka−k
)]
, (A5)
where Ek = sJ0, Bk = sJk and Jk = 2J(cos kx+cos kz). As is seen from Eqs. (A1), (A3) and (A4), the only nonzero
components of the spin Green’s function are xx and yy and tensor dµν has the form:
dµν =
{
δµν , if µ, ν = x, y,
0, if µ = z or ν = z.
(A6)
The corresponding components of ∆µν(ω) can be derived using Green’s functions g(ω,k) = 〈ak, a†k〉ω, f(ω,k) =
〈ak, a−k〉ω, g¯(ω,k) = 〈a†−k, a−k〉ω = g∗(−ω,−k) and f †(ω,k) = 〈a†−k, a†k〉ω = f∗(−ω,−k). For two of them we have
the Dyson equation:
g(ω,k) = g(0)(ω,k) + g(0)(ω,k)Bkf
†(ω,k),
f †(ω,k) = g¯(0)(ω,k)Bkg(ω,k),
(A7)
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where g(0)(ω,k) = (ω − Ek + iδ)−1 is the bare Green’s function. Solving Eq. (A7) one obtains:
g(ω,k) =
ω + sJ0
(ω + iδ)2 − ǫ2
k
, f(ω,k) = − sJk
(ω + iδ)2 − ǫ2
k
, (A8)
where ǫk = s
√
J20 − J2k is the spin-wave energy. As a result of direct calculations we have:
Im∆µν(ω) = −dµν s
2
4π
∫
dk [{1 + cos(kR12)}(J0 − Jk) + {1 + cos((k + k0)R12)}(J0 + Jk)] 1
ǫk
[δ(ω − ǫk)− δ(ω + ǫk)] ,
(A9)
where the lattice constant is taken to be equal to unity and the integral is over the magnetic Brillouin zone. If
|ω| ≪ sJ we have Jk ≈ J0(1 − k2/4), ǫk = ck =
√
8sJk and cos(kR12) ≈ 1 − (kR12)2/2. Notice that (k0R12) = π
mod 2π if the impurity is coupled to spins from different sublattices and both terms in the first square brackets in
Eq. (A9) are proportional to k2. Then integration in Eq. (A9) can be easily carried out if one takes advantage of the
approximation for magnons similar to Debye one for phonons: the spectrum is assumed to be linear, ǫk = ck, up to
cut-off momentum kΘ defined from the equation 2N = V (2π)
−1
∫ kΘ
0 dkk, where V is the area of the lattice. As a
result we lead to expression (6) for Im∆µν(ω), where
Θ = ckΘ = 8
√
πsJ, A =
2π
J
. (A10)
The factor A should be multiplied by 2 if the defect is coupled to four host spins (two by two from each sublattice).
It is well known that there is no long range order in Heisenberg 2D AF at T > 0.8 Nevertheless it is shown
theoretically9,10,11 and confirmed experimentally12 that the spin waves are well defined in paramagnetic phase of 2D
AF if their wavelength is much smaller than the correlation length ξ ∝ exp(const/T ). Thus, the above result for
Im∆µν(ω) is valid when |ω| ≫ Ja/ξ, where a is the lattice spacing.
It is easy to conclude that if a small interplane interaction of the value of η ≪ J is taken into account the above
result for Im∆µν(ω) is valid when |ω| ≫ η (see discussion in Sec. II A). At the same time Im∆µν(ω) has another
ω-dependence if |ω| <∼ η.
Finally, we note that when the impurity is coupled to one host spin we have ∆µν(ω) = N
−1
∑
k
〈sµ−ksνk〉ω instead
of Eq. (A1). Comparing this equation with (A1) and (A9) one infers that the spectral function is proportional to a
constant in this case.
APPENDIX B: MATRIX STRUCTURE OF PSEUDOFERMION GREEN’S FUNCTION AND THE
VERTEX FOR 2D AF
In this appendix we discuss the matrix structure of the dressed pseudofermion Green’s functions Gmm′(x) and the
pseudofermion vertex ΓPmm′(x + ω, x) for 2D AF. Some lower-order diagrams for the self-energy Σmm′(ω) and for
ΓPmm′ are shown in Figs. 3 and 4, respectively. Let us discuss firstly the self-energy. Its matrix structure is determined
by the corresponding products of operators Sµ and tensors dµν . For instance, this product for the second diagram in
Fig. 3 has the form
∑
µµ′νν′ S
µSνSµ
′
Sν
′
dνν′dµµ′ . One can make sure that such combinations are proportional to the
unit matrix using the following evident representation of an arbitrary matrix A of the size 2× 2 via Pauli matrices:
A = a0 + (σa), (B1)
where a0 = Tr(A)/2 and a = Tr(σA)/2. It is seen from the view of the tensor dµν given by Eq. (A6) that the
combinations of Sµ contain products of even number of matrices σx and σy. According to (B1) such combinations
are proportional to the unit matrix.
The similar consideration can be carried out for the vertex ΓPmm′(x + ω, x), where P is one of Pauli matrices.
The vertex matrix structure is determined by the products of operators Sµ, tensors dµν and P . For example, the
corresponding product for the fourth diagram in Fig. 4 has the form
∑
µµ′νν′ S
µSνPSµ
′
Sν
′
dνν′dµµ′ . It can be easily
shown using (B1) that such combinations are proportional to P .
APPENDIX C: CALCULATION OF THE IMPURITY SUSCEPTIBILITY
We present in this appendix some details of the impurity dynamical susceptibility calculation. We use for this the
general expression (19) and Eqs. (26), (33) and (37) for the Green’s function and the branches of the vertex. The
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expression for χP (ω) is derived up to the order of f
2. In this order the interaction does not change the average number
of pseudofermions N given by Eq. (15), i.e. N = 2e−λ/T . To show this let us express N as an integral of the Green’s
function:39
N = − 1
π
∑
m
∫ ∞
−∞
dxn(x)ImGmm(x) = −2e
−λ/T
π
∫ ∞
−∞
dxe−x/T ImG(x) (C1)
where n(x) = (ex/T + 1)−1 is the Fermi function and G(x) is given by Eq. (26). We make a shift by λ in the last
part of Eq. (C1) and replace n(x+ λ) by e−(x+λ)/T as it was done in Eq. (19) for χP (ω). Because γ(x) and Z(x) are
exponentially small at negative x if |x| ≫ T (see Eq. (31)) the integrand in Eq. (C1) does not increase exponentially
as x→ −∞. It is easy to make sure that the terms proportional to f2 cancel each other in Eq. (C1).
According to Eqs. (19), (33) and (40) the dynamical susceptibility can be represented as a sum of three components.
The first one, χ1(ω), originates from Eq. (19) as a result of replacement of the vertex by unity. The second, χ2(ω),
appears from f2-terms in Eqs. (33) and (40). The third, χ3(ω), is a result of replacement of the vertex by the third
term from Eq. (40).
The expression for χ1(ω) can be brought to the form
χ1(ω) =
P 2
2π
∫ ∞
−∞
dxe−x/T [G(x + ω) +G∗(x− ω)]ImG(x). (C2)
The integrand in Eq. (C2) does not increase exponentially as x → −∞ because γ(x) and Z(x) obey the property
(31). Using Eq. (26) for Green’s functions it is convenient to represent Eq. (C2) in the following form:
χ1(ω) = [J0(ω) + J1(ω) + J2(ω)] + [J
∗
0 (−ω) + J∗1 (−ω) + J∗2 (−ω)], (C3)
J0(ω) = −P
2
2π
∫ ∞
−∞
dxe−x/T
1
x+ ω + iΓ0
γ(x)
x2 + Γ 20
, (C4)
J1(ω) = − P
2
4πi
∫ ∞
−∞
dxe−x/T
1
x+ ω + iΓ0
[−iγ(x)[Z(x) + Z∗(x)] + x[Z(x) − Z∗(x)]
x2 + Γ 20
]
, (C5)
J2(ω) =
P 2
2π
∫ ∞
−∞
dxe−x/T
Z(x+ ω)
x+ ω + iΓ0
γ(x)
x2 + Γ 20
, (C6)
where in all denominators we replace γ(x) and γ(x+ ω) by Γ0, their values at |x| ≪ T and |x+ ω| ≪ T , respectively
(see Eq. (30)). It can be done because |γ(x)| ≪ |x| at |x| >∼ T .
The integration in Eq. (C4) can be easily carried out if one notes that the main contribution arises from the area
of x ∼ ω, Γ , where e−x/T ≈ 1 − x/T (it will be clear soon that the second term in this expansion is essential). As a
result we have:
J0(ω) = −P
2
2
1
ω + 2iΓ0
(
1− iΓ0
T
)
. (C7)
To take the integral in Eq. (C5) for J1(ω) we consider a contour integral with the same integrand. The contour
is presented in Fig. 6. It consists of four lines which are parallel to the real axis. They pass through points x = 0,
x = iΓ0 − iδ, x = iΓ0 + iδ and x = iπT . It can be shown using definitions of γ(x) and Z(x) that the integrand is an
analytical function inside the contour. Note, the contour envelops the cut of Z(x)∗ passing through the point x = iΓ0
along the real axis. As a result we have:
J1(ω) = −P
2
2π
f2RΣ
πΘ
∫ ∞
−∞
dxdx1e
−x/T |x1|N(x1)Λ(x1)γ(x+ iπT )(x1 + x+ iπT ) + γ(x1 + x+ iπT )(x+ iπT )
(x+ iπT )3(x1 + x+ iπT )2
+
P 2
4πi
f2RΣ
πΘ
e−iΓ0/T
∫ ∞
−∞
dxdx1
e−x/T |x1|N(x1)Λ(x1)
x+ ω + 2iΓ0
[
1
x1 + x− iδ
1
x− iδ −
1
x1 + x+ iδ
1
x+ iδ
]
, (C8)
where the first term is the result of integration over the line of the contour passing through x = iπT and the second
term describes the sum of integration over lines passing through x = iΓ0−iδ and x = iΓ0+iδ. It is seen from Eq. (C8)
that the first term is of the order of f6 and can be discarded. The second term in Eq. (C8) can be simply calculated
using the equation (x1+ x− iδ)−1(x− iδ)−1− (x1+ x+ iδ)−1(x+ iδ)−1 = 2πi[δ(x1+ x)(x− iδ)−1+ δ(x)(x1 + iδ)−1].
As a result we have:
J1(ω) =
P 2
2
e−iΓ0/T
ω + 2iΓ0
f2RΣ
πΘ
∫ ∞
−∞
dx
|x|N(x)Λ(x)
x + ω + 2iΓ0
. (C9)
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One can carry out the integration in Eq. (C6) for J2(ω) in the similar way. As a result we obtain that J2(ω) = J1(ω)
and χ1(ω) has the form:
χ1(ω) =
P 2
2
(
2iΓ0
T (ω + 2iΓ0)
[
1− 2f
2RΣ
πΘ
∫ ∞
−∞
dx
|x|N(x)Λ(x)
x+ 2iΓ0
]
+ 2RΣ
f2
πΘ
∫ ∞
−∞
dx
sgn(x)Λ(x)
x + ω + 2iΓ0
)
, (C10)
where we omit ω in the denominator of the integrand in the first term.
The quantity χ2(ω) can be expressed as follows:
χ2(ω) = J(ω) + J
∗(−ω), (C11)
J(ω) =
P 2
2π
R1
f2
πΘ
∫ ∞
−∞
dxdx1e
−x/T |x1|x1N(x1)Λ(x1)G(x1 + x+ ω)G(x + ω)Im{G(x)G(x1 + x)}. (C12)
The integral in Eq. (C12) can be taken similar to those of J1(ω) and J2(ω), the result being
χ2(ω) =
P 2
2
[
2iΓ0
T (ω + 2iΓ0)
2R1
f2
πΘ
∫ ∞
−∞
dx
|x|N(x)Λ(x)
x+ 2iΓ0
− 2R1 f
2
πΘ
∫ ∞
−∞
dx
sgn(x)Λ(x)
x+ ω + 2iΓ0
]
, (C13)
where we omit ω in the denominator of the integrand in the first term.
The expression for χ3(ω) can be brought to the form:
χ3(ω) = −P
2
2
ω
T (ω + 2iΓ )
ZΓ
∫ ∞
−∞
dxe−x/TG(x+ ω)G∗(x)K(x). (C14)
The area near poles of the Green’s functions is essential in this integral. Therefore, we can replace e−x/T by unity
and K(x) by K(0) = (Γ0 − Γ )/π. As a result we have:
χ3(ω) =
P 2
2
[
2iΓ
T (ω + 2iΓ )
− 2iΓ0
T (ω + 2iΓ0)
] [
1− 2RΣ f
2
πΘ
∫ ∞
−∞
dx
|x|N(x)Λ(x)
x+ 2iΓ0
+R1
f2
πΘ
∫ ∞
−∞
dx
|x|N(x)Λ(x)
x+ 2iΓ0
]
.
(C15)
Summing Eqs. (C10), (C13) and (C15) we lead to Eq. (44) for the impurity susceptibility.
APPENDIX D: GREEN’S FUNCTIONS OF 2D AF WITH IMPURITIES
We derive in this appendix Green’s functions of operators a and a† considered in Appendix A in the case of 2D
AF with impurities. To investigate the influence of the impurities we have to take into account the corresponding
interaction (4) in Dyson equations. It is assumed that N,Ni →∞ so as Ni/N = n = const, where N and Ni are the
number of spins in the lattice and the number of impurities, respectively. Within the linear spin-wave approximation
the equations for g and f † have the form
g(ω,k) = g(0)(ω,k)− g2ns[1 + cos(kR12)][f (0)(ω,k) + g(0)(ω,k)]χx(ω)[g(ω,k) + f †(ω,k)]
+ g2ns[1− cos(kR12)][f (0)(ω,k)− g(0)(ω,k)]χy(ω)[g(ω,k)− f †(ω,k)],
f †(ω,k) = f †(0)(ω,k)− g2ns[1 + cos(kR12)][g¯(0)(ω,k) + f †(0)(ω,k)]χx(ω)[g(ω,k) + f †(ω,k)]
+ g2ns[1− cos(kR12)][g¯(0)(ω,k)− f †(0)(ω,k)]χy(ω)[g(ω,k)− f †(ω,k)], (D1)
where superscript (0) denotes Green’s functions without impurities which are given by Eq. (A8) and χx(ω) and χy(ω)
are the impurity susceptibility given by Eq. (49) with P = Sx and Sy, respectively. Equations (D1) can be easily
solved with the result
g(ω,k) = g¯(−ω,k)∗ = sJ0 + ω − 2g
2nsχ⊥(ω)
D(ω,k) ,
f †(ω,k) = f(−ω,k)∗ = −sJk + 2g
2nsχ⊥(ω) cos(kR12)
D(ω,k) , (D2)
where χ⊥(ω) = χx(ω) = χy(ω) and the denominator D(ω,k) is given by Eq. (65).
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a) b) 
FIG. 1: Unit cells of 2D AF with (a) symmetrically and (b) asymmetrically coupled impurity spins are presented. Strengths
of coupling with corresponding host spins g and g1 6= g2 are depicted. The local Neel order is also shown. Only symmetrically
coupled impurities are discussed in this paper.
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FIG. 2: Lower-order diagrams for the impurity dynamical susceptibility χP (ω) and a graphical representation of the result of
the overall series summation. Lines with arrows represent the pseudofermion Green’s functions. Wavy lines denote Green’s
functions of operators ǫµ(R0) of the host system (see Eq. (2)).
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FIG. 4: The zero-, the first- and the second-order diagrams for the pseudofermion vertex ΓP (x+ ω, x).
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FIG. 3: The first- and the second-order diagrams for the self-energy Σ(ω) of the pseudofermion Green’s function.
22
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FIG. 5: Graphical representation of averaged interaction of one impurity with 2D AF. Bold solid and bold wavy lines de-
note, respectively, dressed pseudofermion Green’s functions and the boson Green’s function renormalized by interaction with
impurities.
 
iπT 
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FIG. 6: Contour of integration used in Appendix C for the impurity susceptibility calculation. This contour consists of four
lines which are parallel to the real axis. They pass through points x = 0, x = iΓ0 − iδ, x = iΓ0 + iδ and x = iπT .
