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１はじめに
入出力データから非線形型ファジイモデルを引き出すためのさまざまな方法が提案され
ている。
本論文では，ファジィウエイトとファジィバイアスを持つニューラルネットの構造を研
究し，実数の入力ベクトルをファジィ出力に写像する非線形ファジィシステムのモデリン
グのための学習アルゴリズムを引き出せるか検討する。最初に，ニューラルネットのお互
いのユニットの入出力関係を定義する。次に，ファジィ出力とファジィ目標出力のレベル
を合わせることによって，定義されたコスト関数から学習アルゴリズムを引き出す。
２ニューラルネットの構造
２１ファジィウエイトとファジィバイアス
今回,ファジィウエイトとファジィバイアスに二等辺三角型メンバシップ関数(Membership
Function：MSF）を使う。
三角型ＭＳＦであるＡをＡ＝(αL,αc,αu）とし，ここでαL，αc，αｕはそれぞれＡの
下限，センター，上限を表す（図１参照)。ＭＳＦＡは次のように定義される。
山昨い期 ＣＵａα二こけ兀兀兀二くくくＬＣＤ兀αａαγγγγわんんん (1)
ＡのＭＳＦは，センターαｃで１になり，開領域(αL,αU)で正になる。
まず,ファジィウエイトとファジィバイアスを持つニューラルネットの構造を研究する。
研究した構造例は図２に示す。ここでファジィウエイトとファジィバイアスは次のように
なる。（図２では，バイアスは除外される）
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図２ファジィウエイトとファジィバイアスを持つニューラルネットの構成例
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ファジィウエイトとファジィバイアスは二等辺三角型ＭＳＦを使うので,次の関係を保つ。
”＝(砿十zU}')/２，噸＝(DUA＋城)/２
８ｃ＝(βL＋8c)/２，ｑグー(砕十6Ｗ２
１
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ＭＳＦのレベル設定は次のように定義する。
［Ａルー{jr:川(jr)之〃｝ (6)
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ここで[ＡＬはＭＳＦＡをｈでレベル設定したものです。レベル設定されたＭＳＦは閉
領域なので[ＡＬをその下限[Ａ]：とその上限[Ａ]Hによって次のように示す。
[Ａルー[[Ａ]:,[Ａ]幻 (7)
ファジィウェイトリノリZiと脈は二等辺三角型ＭＳＦなので次のように計算することがで
きる。
[Ｗｉｉ]ｋ＝雌(１－ｈ/2)＋蛾"/２
Ｍi]Ｒ＝”ﾉb/2＋zUﾉﾉ(１－〃/2）
[VEii]k＝雌(１－ﾉb/2)＋蝋"/２
[VEiJH＝噸ﾉﾉ/2＋蝋(１－ﾉb/2）
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Ｉ
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ファジィバイアスＯと凸をでレベル設定した場合も同じように計算できる。
２．２お互いのユニットの入出力関係の定義
ｎ次元の実数である入力ベクトル几p＝(jrpl〃2,…仰")が図３でのニューラルネットの
入力ユニットに入力されたとき，お互いのユニットの入出力関係は次のように書く．ことが
できる。
入力ユニット
opi＝，rpi，ノー１，２，…，〃 (12）
隠れユニット
０〃＝／CVb恥)，ノー1,2,…，〃２
〃
ルオAﾉﾆｰｮﾘﾉﾋﾟiｶﾞopf＋ａﾉ，ノー１，２，…，〃２ｉ＝１
⑬
⑪
出力ユニット
０，＝／(jVbか）
〃２
ルル＝勇vEiの+⑧
(15）
(1０
この定義はウエイトＷＵｉｉ,WZiとバイアスａ,Ｏがファジィ数である以外は標準ＢＰネッ
トワークと同じである｡(12)～(10式での大文字と小文字はそれぞれファジィ数と実数を示す。
隠れユニットと出力ユニットの活`性化関数はシグモイド関数である
／(兀)＝１/(1＋”(－％)｝
(12)～(10式での活性化関数/(･)によるファジィ入出力関係は次のように定義される。
川｣v層`)(y)＝池”{ノリｊｖｅｆ(jr):ｙ＝／(兀)｝（17）
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ここでｊＶｂｊはファジィ入力で／CVbt)はファジィ出力である。
お互いのユニットの入出力関係は前述のように定義されているが，実際のファジィ出力
の計算はレベル設定のため領域計算を使うことで行われる。
ノiでレベル設定した場合のお互いのユニットの入出力関係は(12)～(10式から次のように引き
出される。
入力ユニット
opi＝jr〆，ノー１，２，．．．，〃 (1０
隠れユニット
［O"ルー[/(jVb功ル
ー／([jVI2ﾉﾑﾌﾞﾙ)，ノー1,2,…伽
〃
[１Vb駒ルーョＭ１`ﾙop`+[aL，ノー1,2,…伽
(１９
m
出力ユニット
［Opルー[/(jVbんル
ー／([jvbんＬ）
[M九ﾙｰ婁川,ﾙ[o"Ｌ+[ＯＬ
(21）
⑪
３ニューラルネットの学習アルゴリズム
３．１学習データ
，＝１，２，…〃の実数の入力ベクトルjrpと，それに対応するファジィ目標出力ｎの加
個の入出力対(jrp,ｎ)を与えられると想定しよう。また目標出力刀は三角型ＭＳＦとす
る。
ｎ＝(蛾,暇,暇） 卿
ファジィウエイトとファジィバイアスは二等辺三角型ＭＳＦであるが，ファジィ目標出
力ｎは非対称かもしれないということに注意しなければならない。
３．２コスト関数の定義
〃レベルに設定したファジィ活`性化出力Ｏｐとそれに対応しているファジィ目標関数、
を次のように示す。
[Op]ん＝[[Op]:,[Op]R]，［、ルー[[T1p]力,[、]R］ ⑭
ここで[･]；と［･]Rはんレベルのときの下限と上限を示す。
〃にレベル設定するので,ニューラルネットの学習では次のようなコスト関数(すなわち，
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エラー測定）を定義する。
ｅ”＝([T1p]:－[。，]：)2/2＋([、]Ｒ－[Op]H)2/２
このコスト関数が満足する関係は次のようになる。
ｅｐｈ＝Ｏが[0,ルー［ｎ]ハ
閲
㈹
，番目の入力対(叩,刀)の学習で，さまざまなハの値を使うことができる。それゆえに，
(jrp,刀)のコスト関数は次のように定義される。
ep＝Ｚ〃･epハ
ハ ⑰
ここでコスト関数ｅｐｈは高いレベルの方がより重要だと考えるので,/iの値によって重要
性が付加される。このコスト関数が満足する関係は次のようになる。
ep＝０がＯｐ＝、 ㈹
その上，もし０７)式でﾉZの値に無限数を使うなら，コスト関数は(27)式が次の関係を満たす
ことで定義した。
ep＝０ヶα"’０"I1y〃Ｏｐ＝Ｚ｡ 00
それゆえにファジィ出力Ｏｐは，コスト関数epが０に近づくとファジィ目標出力、に
近づく。
３．３学習アルゴリズム
このニューラルネットの学習は，ファジィウエイトWUi，凧：とファジィバイアス０，ａ
の上限と下限を調節する。ファジィウエイト肥，鵬の学習規則は次のように定義する。
△zu〉(/＋1）＝－〃･"(0e,ｈ/8zリナ)＋α△”(/）
△zU}ﾉ(/＋1)＝－〃･"(OepJh/8Zn}')＋α“しﾉﾉ(/）
△蛾(ｔ＋1)＝－Ｗz(Oeph/8ZUA)＋α△蛾(/）
△蝋(t＋1)＝－ワ･ん(0e,ｈ/8噸)＋α△蝋(/）
０
９
Ｊ
１
０
６
０
０
ここで〃は学習係数で，αははずみ係数である。(30)～(33）式の導関数0e"/8雌，aeph/､蝋
0e,ｈ/8ZUA,Depｈ/3噸はコスト関数(25)式から(8)～(1》式と(18）～伽式を使うことによって引き出
すことができる。例えば，導関数0e,A/Dzﾛﾅは次のように引き出される。
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(1)０二ｍi]＃二［ﾘﾉﾚＭのとき
瀞-鶚+鶚
－５｢9ｈF((川-m)2/2ﾄ万職『二!｛1$言i1jJli霊ＪｉＬ
＋所ｉｆ]r{(剛-[0,W/2)弓織『具辮L考黙
＝－([、]ズー[Op]肌Op]:(１－[０，]:)[O"]:(１－ﾉﾉ/2）
－([刀]Ｒ－[0,]R)[Op]H(１－[Op]R)[○ｍ]肋/２
＝－脇[O"]＃(１－ﾉﾉ/2)－６ﾒｶ[O"]〃/２
脇＝([、]カー[0,]肌Op]:(１－[Op]:）
脇＝([ｎ]Ｈ－[Op]H)[Op]H(１－[Op]の
卿
㈹
㈹
(2)［VZ]:三ｍi]H＜０のとき
Oeph
-
0雌 －６釧○"]H(１－"/2)－眺[O"]Ｗ２ 帥
(3)Ｍｉ]:＜０二Ｍi]Xのとき
aeph
-
8噸 －賊[O"]H(１－"/2)－Ｍ[O"]：ﾉb/２ ㈱
（30Ｉから㈱式によるファジィウエイトの調整のあと，ファジィウエイトの下限が上限を越
えることが起こるといけない。この状態をうまく処理するために，調整のあとに次のよう
な新しいファジィウエイトを定義する。
砿＝加加(雌(/＋1),zuﾉﾉ(/＋1)｝
蛾＝加加(蛾(/＋1),蝋(/＋1)｝
zu}'＝加唖{雌(t＋1),zuﾉﾉ(/＋1)｝
蝋＝”“(蛾(/＋1),雌(/＋1)）
㈹
㈹
(41）
㈹
センターのzUfと蛾は(4)式によってzU；，ｚＵ}ノケ雌，蝋から決定される。ファジィバイ
アスはファジィウエイト同じ方法で調整する。
４シミュレーション
ニューラルネットの学習のシミュレーション結果を示す。教師信号は図３に示す。ファ
ジィ目標出力は６つの入力値(jr＝0.0,02,…，1.0)に対応している｡提案した学習アルゴリ
ズムを使うことで，1つの入力ユニット，５つの隠れユニット，１つの出力ユニットを持
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図４訓練されたニューラルネットからのファジィ出力
1.2
つニューラルネットを訓練した(図５参照)。学習アルゴリズムは，コスト関数epが0.0005
以下になるまで最大10,000回学習した。図４に学習されたニューラルネットから11個の入
力値(x＝0.0,0.1,…,1.0)に対応するファジィ出力を示す。このとき，コスト関数epは学
習回数7,036回で0.0005になった。この図から，６つの目標出力とよく合っており，５つの
新しい入力もよく補間していることが分かる。
５．おわりに
この論文では，ファジィウエイトとファジィバイアスを持つニューラルネットの構造を
研究した｡実入力ベクトルとファジィ目標出力の入出力対のとき,学習アルゴリズムはファ
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図５ニューラルネットの構成図
ジイ出力と対応しているファジィ目標出力のレベル設定で定義されたコスト関数から引き
出された。
今後の課題として，ファジィ入力とファジィ目標出力の場合を考えていきたい。
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Ｉｎｔｈｉｓｐａｐｅｒ，weinvestigatethevalidityofmappingfromaninputvecPterof
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