In the mouse, activity is precisely timed by the circadian clock and is normally most intense in the early subjective night. Since vigorous activity (e.g., wheel running) is thought to induce phase shifts in rodents, the temporal placement of daily exercise/activity could be a determinant of observed circadian rhythm period. The relationship between spontaneous running-wheel activity and the circadian period of free-running rhythms was studied to assess this possibility. With ad libitum access to a running wheel, mice exhibited a free-running period (&tau;) of 23.43 &plusmn; 0.08 hr (mean &plusmn; SEM). When running wheels were locked, &tau; increased (23.88 &plusmn; 0.04 hr, p < 0.03), and restoration of ad libitum wheel running again produced a shorter period (&tau; = 23.56 &plusmn; 0.06 hr, p < 0.05). A survey of freerunning activity patterns in a population of 100 mice revealed a significant correlation between the observed circadian period and the time of day in which spontaneous wheel running occurred ( r = 0.7314, p < 0.0001). Significantly shorter periods were observed when running was concentrated at the beginning of the subjective night (&tau; = 23.23 &plusmn; 0.04), and longer periods were observed if mice ran late in the subjective night (&tau; = 23.89 &plusmn; 0.04), F (1, 99) = 34.96, p < 0.0001. It was previously believed that the period of the circadian clock was primarily responsive to externally imposed tonic or phasic events. Systematic influences of spontaneous exercise on &tau; demonstrate that physiological and/or behavioral determinants of circadian timekeeping exist as well.
The period of the mammalian circadian clock has long been viewed as insensitive to spontaneous variations in the internal physiological environment of the organism, but responsive to tonic and phasic attributes of the external environment (Pittendrigh and Caldarola, 1973) . Exposure to light (DeCoursey, 1960) , the availability of food (Boulos and Terman, 1980) , and social interactions (Mrosovsky, 1988) are known to shift the phase of the biological clock and to synchronize physiological and behavioral circadian rhythms. In addition, the tonic level of some environmental variables (e.g., light intensity) can influence the endogenous period in a systematic manner for a given species (Aschoff, 1960 (Aschoff, , 1979 .
More recent studies have implicated a specific role for behavioral activity in the manifest waveform, timing, and synchronization of circadian rhythms. The circadian waveform of sleep-wakefulness is highly dependent on opportunities for spontaneous exercise in the mouse (Welsh et al., 1988) . In addition, induced activity and/or animal handling has been shown to accelerate the rate of re-entrainment in hamsters (Mrosovsky and Salmon, 1987 ; Reebs and Mrosovsky, 1989b) , and physical restraint can block benzodiazepine and dark-pulse-induced phase shifts (Reebs et al., 1989; Van Reeth and Turek, 1989) . There is also evidence that induced exercise can systematically phase-shift the circadian clock in hamsters (Reebs and Mrosovsky, 1989a) , and that voluntary daily exercise entrains the otherwise free-running circadian clock in mice (Edgar et al., 1990) .
The period of circadian rhythms can also be influenced by experimental paradigms that limit particular types of spontaneous behavioral activity. Yamada et al. (1988) found that the circadian period of activity in blinded rats decreased when the rats were transferred from an Automex recording system to a cage equipped with a running wheel. They have also shown that period length is inversely correlated with the amount of wheel-running activity (number of wheel revolutions) each day (Yamada et al., 1990) . In contrast, Aschoff et al. (1973) have reported that opportunities for spontaneous wheel running lengthened the freerunning period of circadian rhythms (T) in hamsters maintained in constant light. However, the phase response profile reported for induced locomotion in hamsters suggests that the usual timing of spontaneous wheel running (the first 4 hr of the subjective night) would produce neither phase delays nor phase advances of the circadian clock (Reebs and Mrosovsky, 1989a) . This has raised the question as to whether phase-specific exercise/activity feedback to the biological clock can account for wheel-running influences on T. That spontaneous exercise may influence the waveform and timing of circadian rhythms raises the possibility that T could depend on the intensity and time of day at which spontaneous exercise/activity occurs. In the present study, we examined this question by investigating the effects of running-wheel restriction on the period of sleep-wake and drinking circadian rhythms in mice. Like the hamster, the mouse exhibits precisely timed circadian rhythms (Welsh et al., 1986a) and vigorous spontaneous running activity when maintained in constant darkness (DD), but has a much shorter T. We report here that restricting opportunities for spontaneous vigorous activity significantly lengthens T in mice, and that the timing of spontaneous exercise/activity within the circadian day is a significant correlate of the manifest circadian period.
METHODS
A total of 100 male mice (Mus musculus; C57BL/6Nnia) aged 3-6 months were used in this study. Each animal was individually housed in a polycarbonate cage (Nalgene 20 cm x 34 cm floor) equipped with a watering spout, a microisolation filter top, and a custom exercise wheel. Cages were located within separately ventilated and sound-attenuated compartments of an animal recording chamber. Throughout the study the animals were maintained in DD, ambient temperature was 24-26°C, and food and water were available ad libitum.
Animal health was assessed daily, using electroencephalographic (EEG), sleep-wake, drinking, and/or activity indices recorded by a computerized sleep-wake and physiological monitoring system. Animals were visually inspected and cages were changed under dim red illumination once a week.
SURGICAL PREPARATIONS
At 3 months of age, a subpopulation of 8 mice was randomly selected, anesthetized (sodium pentobarbital, 70 mg/kg), and surgically prepared with a miniature cranial implant that permitted continuous EEG and electromyographic (EMG) recording based on procedures previously described (Van Gelder et al., 1991) . Briefly, stainless steel screws (#00Xl/8; J. I. Morris Co.), positioned bilaterally in the rostral margin of the frontal bone and caudal margin of the parietal bone, served as epidural cortical recording electrodes. Flexible Tefloncoated stainless steel wires seved as EMG electrodes. Recording electrodes were soldered to a shielded multiconductor recording cable, which passed through the center of a 4 mm diameter x 8 mm polystyrene dowel that was affixed to the skull with cyanoacrylate and dental acrylic. A miniature connector at the distal end of the recording cable was attached to a low-torque electrical commutator (Biela Engineering, Irvine, CA), which was mounted at the top of the cage, permitting the animal freedom of movement throughout the cage. All surgically prepared mice were given 1 month of postoperative recovery prior to study.
DATA COLLECTION
Sleep and waking states were continuously monitored in animals using SCORE, a microcomputer-based automated sleep-wake and physiological monitoring system for rodents. Previous validation of SCORE revealed better than 93% agreement between automated scoring results and manually derived human assessments of mouse polygraph recordings (Van Gelder et al., 1991) . EEG used for automated determinations of arousal state was obtained with a single pair of bipolar electrodes across the frontal and parieto-occipital cortices. EEG input was amplified 10,000 times and was bandpass-filtered (1.0-30 Hz) with a Grass Model 12 Neurodata amplification system (Grass, Quincy, MA). EMG input was amplified 20,000 times and was integrated with an RMS integrator (Barrows, Woodside, CA). Sleep-wake determinations were performed every 10 sec, and were scored as either wake, non-rapid-eye-movement (non-REM) sleep, REM sleep, or theta-dominated wake. Drinking was detected by means of a low-current (<6-pLA) Schmitt trigger circuit, which was completed when the animal was in contact with the cage floor and the watering spout. A magnetic reed switch was used to monitor wheel-running activity. Both drinking and running activity were recorded as discrete events every 10 sec.
PROTOCOL
This study was implemented in two stages. First, the sleep-wake, drinking, and wheelrunning circadian rhythms were monitored continuously and simultaneously in a subpopulation of 8 mice surgically prepared for chronic sleep recording. These animals were maintained in DD for a minimum of 6 weeks, after which the running wheels were mechanically locked. Sleep-wake and drinking patterns were recorded, and the absence of wheel-running activity was verified for 16 weeks. Running-wheel rotation was then re-enabled, and circadian rhythms were monitored for another 5 weeks. Second, spontaneous wheel-running rhythms were recorded from the entire population of 100 mice while maintained under DD baseline conditions for 6-10 weeks.
DATA ANALYSIS
Rhythm period length was determined from continuous 20-day segments of data immediately preceding and following locking of the running wheels. Period lengths were also determined from 20-day data segments before and after unlocking of the running wheels. Period was derived using a minimum-variance periodogram technique applied to each total wake-time series (Dorrscheidt and Beck, 1975) . This technique was applied to 6-min data bins, affording a statistically meaningful period resolution of 0.1 hr. Periodogram analyses of drinking data were also performed to validate period estimates obtained from the sleep-wake data.
Circadian waveforms were derived by computing the phase-specific probability of the specified variable at each of 360 phases across the circadian day, using a continuous time series of 20 days. The probabilities of corresponding phases were then averaged across the population of 8 mice, yielding a mean phase-specific probability waveform (Richardson et al., 1985) . Circadian period assumptions used in these calculations were those derived from the periodogram analysis of individual animals, and modula arithmetic was employed for probability computations when period lengths differed from 24.0 hr. Phase synchrony of individual circadian waveforms (the assignment of real time to the reference phase of the probability waveform of individual animals) was achieved by arbitrarily defining phase angle 180° as the beginning of the subjective night and time of activity onset.
Significant relationships between T and time of peak running were determined by analysis of variance (ANOVA). In the presence of a significant main effect, contrasts (corrected for multiple comparisons) were performed. When peak running level occurred within the first 6 hr following the onset of subjective night (circadian time [CT] 12), animals were classified as &dquo;early runners.&dquo; Animals in which peak running occurred 6 or more hr after CT 12 were classified as &dquo;late runners.&dquo; The running-wheel activity waveforms of animals were also classified as unimodal or bimodal, to assess possible interactions of multiple running placements on T.
Graphical representation of the correlation between rhythm period and time of peak running was obtained by means of computerized curve-fitting software (Sigmaplot V4.0; Jandel Scientific, Corte Madera, CA). Spearman correlation analysis was also applied to these data. All other statistical analyses were performed using paired two-tailed t tests. Averaged data are reported as mean ± standard error (SEM) unless otherwise specified. A significant effect implies p < 0.05 unless otherwise specified.
RESULTS

RUNNING-WHEEL AVAILABILITY AND CIRCADIAN PERIOD
With running wheels available ad libitum, mice exhibited robust circadian rhythms of sleep-wakefulness, drinking, and wheel-running activity. Circadian patterns of sleep-wakefulness depicted by raster plots of wake occurrence (Fig. 1 ) revealed relatively consolidated patterns of sleep and wake during the subjective day and subjective night, respectively, when running wheels were free to rotate. The period of the sleep-wake cycle under these conditions averaged 23.43 ± 0.08 hr (n = 8). When the running wheels were locked, mice continued to exhibit free-running circadian rhythms; however, the sleep-wake cycle became more fragmented as a result of intervening sleep during the subjective night (predominantly active portion of the circadian cycle), and T increased to 23.88 ± 0.04 hr (p < 0.03, n = 8). Drinking patterns of individual animals revealed identical circadian period changes as a result of chronic running-wheel restriction, although there was relatively little change in subjective night drinking consolidation. When rotation was restored to the running wheels, mice immediately resumed robust patterns of daily running. Wake consolidation during the FIGURE 1. Double raster plots of wakefulness (left) and drinking (right) before and after chronic running-wheel restriction. A straight line visually fitted to the daily onsets of wakefulness and drinking while running wheels were &dquo;free&dquo; to rotate, and when wheels were &dquo;locked,&dquo; aids in visualizing activity-dependent changes in rhythm period.
subjective night was also restored, and T shortened significantly (23.56 ± .06 hr; p < 0.05, n = 7) with the resumption of spontaneous running (Fig. 2) . A summary of rhythm period assessments for individual animals under each wheel availability condition is shown in Table 1 .
Throughout the 16-week interval in which running wheels were locked, the periods of drinking and sleep-wake remained significantly greater than when running wheels were freely available. The amplitude of the sleep-wake rhythm also remained attenuated until rotation of the running wheels was restored.
Under free-running conditions, spontaneous running-wheel activity was usually concentrated early in the subjective night, although smaller amounts of running could be observed at various times throughout much of the circadian day. Figure 3 shows the mean circadian waveform for spontaneous wheel-running activity based on the population of surgically prepared mice (including those shown in Figs. 1 and 2) . The mean wheel-running circadian waveform was derived from probability assessments of running at each of 360 times across the circadian day, and averaged for the population of 8 animals (see &dquo;Methods&dquo;). Runningwheel activity was virtually absent during the 6 hr immediately preceding the subjective night (i.e., prior to phase angle 180 in Fig. 3 ). The greatest running-wheel activity usually occurred during the initial 3 hr of the subjective night. Running decreased in the middle of the subjective night, but remained significantly elevated (p < 0.01) relative to subjective day levels.
POPULATION PERIOD AND WAVEFORM ASSESSMENTS
Since the circadian period lengthened during chronic running-wheel restriction, we investigated whether there was a systematic relationship between the period and waveform of spontaneous wheel-running rhythms in a population of 100 mice maintained in DD. Individual period lengths varied from 22.8 to 24.2 hr, with a median T of 23.5 hr. The population mean ± SD of T was 23.48 ± 0.33 hr, although the mode was 23.7 hr. Figure 4 shows the frequency distribution of periods observed in mice with free access to running wheels.
Examination of individual wheel-running patterns revealed a significant trend in the temporal placement of peak running relative to the circadian period length. Shorter-T mice (T's < 23.5 hr) showed intense running that dominated the first 6 hr of the subjective night. Peak levels of running generally occurred later in the subjective night in longer-T mice (T's % 23.5 hr). Figures 5A and 5B show raster plots of running-wheel activity obtained from representative short-T and long-T mice. Mean circadian wheel-running activity waveforms based on the 13 shortest-T and 13 longest-T animals within the respective T groups are also shown (Figs. 5C and 5D ). These 26 animals represent equal-sized groups of short-and long-T animals whose periods differed from the population mean (see Fig. 4 ) by more than 1 standard deviation. When the time points of ascending and descending mean level crossing were used as the definition of transition between subjective day (rest) and subjective night (activity), the ratio of activity to rest (a:p) in the shortest-T mice averaged 9:15 (n = 13), with peak running occurring approximately 1-2 hr (15-30 phase angle degrees) into the subjective night. Longest-T mice exhibited a significantly greater a:p ratio (16:8; p < 0.01, two-tailed t test, n = 13), with peak running occurring 14-16 hr into the subjective night. No significant difference in the total activity counts per circadian day were observed between the two groups (compare the areas under the waveforms of Figs. 5C and 5D). Spearman correlation analysis applied to the population of 100 animals revealed a significant correlation between T and the temporal placement of peak running activity (r = 0.7314, p < 0.0001), the results of which are shown in Figure 6 . Peak running later in the subjective night (e.g., 3+ hr after CT 12) was correlated with longer T's. Peak running early in the subjective night was correlated with shorter T's. ANOVA also established a significant main effect of peak running-wheel activity timing on T, F (1, 99) = 34.96, p < 0.0001; contrasts (corrected for multiple comparisons) revealed that the period of earlier runners was significantly shorter than that of later runners, F ( 1, 99) = 127.77, p < 0.0001.
Although correlational analyses were based on the time of peak running, only a portion of the animals exhibited unimodal wheel-running circadian waveforms. The remaining mice showed bimodal waveforms (refer to Fig. 3 for an example of bimodal running patterns in a subpopulation of animals). Based on the hypothesis that the temporal placement of wheel running influences T, we hypothesized an interaction due to bimodal running patterns. A significant interaction between the temporal placement of peak running activity and unimodal-bimodal waveforms was confirmed by ANOVA, F (1, 99) = 43.20, p < 0.0001. Figure 7 shows the rhythm period of the 100 mice categorized on the basis of unimodal and bimodal wheel-running circadian waveforms, and the time of peak running. Mice with unimodal peak running during the initial 6 hr of the subjective night showed significantly shorter rhythm periods than those with bimodal running patterns. Bimodal running patterns FIGURE 3. Mean wheel-running circadian waveform. Data (n = 8 mice) plotted as the phase-specific probability for wheel running (mean ± SEM, solid and dotted lines, respectively). Circadian time is shown in phase angle degrees (360° per circadian day). Onset of the subjective night is referenced to 180 phase angle degrees. 193 FIGURE 4. Frequency distribution of T in 100 mice. Running wheels were available ad libitum in this population of mice. T computed from wheel-running data. showing wheel-running activity patterns in a mouse that concentrated running early in the subjective night (A), and in another that concentrated running late in the subjective night (B) . (C and D) Wheel-running circadian waveforms (mean ± SEM; n = 13 each) based on early runners (C) and late runners (D). Mean waveforms are plotted as wheel counts per 30 min. Circadian time (abscissa) is plotted as elapsed time in phase angle degrees, with the beginning of the subjective night (active period) referenced to the origin (0 phase angle degrees). FIGURE 6. Scatterplot of rhythm period as a function of time of peak wheel-running activity. Time 0 is CT 12. Spearman correlation was based on 100 animals. Fewer points appear in the figure due to identical values. Resolution of peak running time was ± 15 min. late in the subjective night were associated with shorter rhythm periods relative to those observed in mice with unimodal late running patterns. A summary of mean rhythm periods and the statistical contrasts between each category are shown in Tables 2 and 3, respectively.
DISCUSSION
In Mus musculus, the vigorous activity associated with spontaneous wheel-running exercise influences the manifest rhythm period. The present findings support a growing body of evidence that volitional or spontaneous activities can provide feedback to the circadian clock. Although it is plausible that activity produces some tonic alteration in the oscillator mechanism responsible for circadian rhythm period, it is also possible that daily exercise produces small phase shifts, the magnitude and direction of which depend upon the time when vigorous exercise occurs in the circadian day. A natural inclination for mice to run early in the subjective night would thereby produce small phase advances, which would collectively FIGURE 7. Circadian rhythm period as a function of time of peak running in animals with unimodal and bimodal running-wheel activity waveforms. Data are plotted as mean ± SEM. The number of animals in each group are shown above each bar. Note. U-E, unimodal, earlier runner (peak running < 6 hr after CT 12); B-E, bimodal, earlier runner; B-L, bimodal, later runner (peak running ; 6 hr after CT 12); U-L, unimodal, later runner. appear to shorten the circadian period. Locking the running wheel would preclude exercisedependent phase shifts, thus permitting the expression of the animal's basal circadian periodicity.
Our hypothesis that the observed changes in T may be the result of activity-dependent feedback is based on several recent reports indicating that acute exercise can phase-shift the circadian clock. Reebs and Mrosovsky (1989a) have shown that 2 hr of induced running activity during the middle to late subjective day can produce up to 2-hr phase advances in the circadian rhythms of the Syrian hamster (Mesocricetus auratus). Although they did not report phase advances early in the subjective night, they did observe small phase delays when exercise was imposed in the middle of the subjective night. Rusak et al. (1989) have shown that scheduled access to foraging areas produces intense activity associated with food hoarding, and that circadian rhythms are synchronized to the food availability schedule. The presentation of food and the associated increase in locomotor activity complicate interpretation of the possible synchronizing stimuli. Nonetheless, it is plausible that the activity associated with hoarding, rather than the presentation of food per se, produces phase shifts sufficient for entrainment. In support of this view, we have found that daily 2-hr opportunities to run in a running wheel in otherwise constant conditions (producing a scheduled but otherwise voluntary exercise pattern) generate phase delays during the late subjective night sufficient to entrain the mouse circadian clock (D. M. Edgar and W. C. Dement, unpublished observation). Note. 0.05/8 = 0.00625 = adjusted significance level. E, earlier runner; L, later runner; U, unimodal running waveform ; B, bimodal running waveform; n.s., not significant.
A relationship between T and activity level has been recognized for many years. For example, the lengthening of T due to increased light intensity is usually accompanied by decreased a:p ratios and lower activity levels when nocturnal species are housed in constant light (Aschoff, 1960) , a phenomenon known as &dquo;Aschoff's rule&dquo; (Pittendrigh, 1960) . The ratio of activity to rest (as well as the amount of activity) is also thought to be inversely related to T in birds and humans when studied under constant conditions (Aschoff et al., 1971 ). Yamada et al. (1988) have added further insight into these observations by demonstrating that T shortens when blinded rats are monitored in cages equipped with a running wheel. Thus, not only is activity a determinant of T, but specific modalities and the amount of activity appear to influence the timing of circadian rhythms. It should be noted that one study has reported an increase in T as a function of running-wheel activity in the hamster (Aschoff et al., 1973) . Although this study appears to contradict Yamada et al.'s observations in rats and our present findings in mice, methodological differences (e.g., constant light vs. DD) may be important. The fact that our results corroborate those of Yamada and colleagues suggests that additional comparative studies may be important. Aschoff et al. (1971) noted that diurnal birds with particularly short circadian periods tended to show intense activity concentrated early in the activity phase, whereas longer circadian periods were observed in birds whose activity was less intense, evenly dispersed over the day, or concentrated late in the active phase. The similarity of this observation to the effects of activity placement on T in mice is intriguing, but must be considered with caution. The apparent similarity of T responses to the placement of exercise/activity within the active phase of the daily rest-activity cycle in birds and mice reflects markedly different circadian times in nocturnal and diurnal species. To date, there have been no studies on activity feedback to the clock of diurnal mammals. Such studies would be useful in establishing the generality of phase-specific responses to exercise.
The decrement in sleep-wake cycle consolidation and the increase in T observed during running-wheel activity restriction are also consistent with a number of other relevant observations. For example, the sleep-wake cycle fragmentation we observed in mice under DD while running wheels were locked was consistent with that reported for running-wheel-restricted mice entrained to a 24-hr light-dark cycle (Welsh et al., 1988) . This provides additional evidence that exercise influences sleep-wake architecture and markedly affects the sleepwake circadian waveform. It is also interesting to note that the increase in T observed in mice during running-wheel restriction was consistent in both magnitude and direction with that reported as a consequence of aging in the same species (Welsh et al., 1986b) . Substantial reductions of running-wheel activity are common in both old mice and old rats (Mondon et al., 1985; Welsh et al., 1986b) and could contribute to age-related changes in T. However, mixed reports of age effects on T in other animal studies (Wax, 1975; Pittendrigh and Daan, 1976) necessitate cautious interpretation, particularly until studies are performed that consider both the magnitude and temporal placement of exercise/activity during the aging process.
The physiological mechanisms of activity-dependent influences on the biological clock are presently unknown. Daan et al. (1975) hypothesized that feedback regulation from peripheral organs might be involved in the homeostatic properties of the circadian clock. They studied the effect of testosterone on T in mice (C57BL/6 strain). Castrated mice exhibited longer T's than intact mice, and shorter T's could be restored by testosterone replacement therapy. Although they proposed that the changes in T resulted from direct effects of testosterone or gonadotropin on the central pacemaker, they also noted that castration decreased the amount of wheel running and shifted the timing of running activity to later hours in the subjective night. Subsequent studies (Ellis and Turek, 1983 ) demonstrated similar correlations between plasma testosterone concentration and activity level. In light of our present study, an interesting alternative interpretation of testosterone influences on T may be worth considering. Indeed, the magnitude and direction of period changes and the temporal placement of runningwheel exercise in castrated animals are remarkably similar to the spontaneous rhythm period and peak exercise timing correlations we observed in mice. If the opportunity for and timing of exercise are sufficient to influence period in a similar amount and direction in hamsters, then activity feedback could potentially have influenced or perhaps even mediated the effects of testosterone on T. However, additional studies will be necessary to explore this possibility.
The influence of spontaneous exercise/activity on period raises an important issue regarding the definition of &dquo;intrinsic&dquo; circadian rhythm period. Spearman analysis revealed that only a portion of the variance in T was explained by the temporal placement of peak running-wheel activity, indicating that other factors influenced individual T variations in the population. We explored this issue by considering the effect of bimodal running patterns on T. ANOVA established a significant interaction associated with bimodal running, and periods under these conditions were intermediate to those for unimodal early and late runners. Thus some of the variance in the correlation analysis may be due to the fact that peak running time does not account for other times of day when significant amounts of running occur. If the activity feedback hypothesis is correct, phase advances and phase delays due to bimodal exercise patterns would be predicted to interact, producing intermediate net responses. Aside from this, there are almost certainly other important factors that account for variations in T. At least one such factor is probably determined by the animal's genome. In at least one mammalian species, T is conferred to offspring according to simple Mendelian genetics (Ralph and Menaker, 1988) . The genetic constituents of T are thought to determine the mechanisms controlling periodicity within the suprachiasmatic nuclei (SCN), which can be transferred to recipient animals by means of SCN tissue transplantation techniques (Ralph et al., 1990) . However, observed circadian rhythm period necessarily reflects the sum of all physiological and/or behavioral factors that &dquo;normally&dquo; feed back to the biological clock. There is, then, a dilemma of definition regarding what constitutes &dquo;intrinsic&dquo; periodicity. One can legitimately argue that the intrinsic circadian period is observed only in unrestrained, freely behaving animals. In this definition, the sum of all genetic determinants of organismal physiology and behavior and their feedback (direct or indirect) to the circadian clock reflects intrinsic periodicity. Alternatively, one can argue that properties of the isolated SCN (i.e., in vitro) reveal the true intrinsic periodicity characteristics of the clock. In this point of view, the intrinsic period is defined by one or more genetically determined fundamental timing mechanisms within the isolated clock, and all afferents to the clock serve to adjust timing to meet individual requirements. Regardless of which definition one chooses to employ, it is clear that the interpretation of observed rhythm period is more complex than initially believed, and must be carefully considered with respect to the behavioral limitations imposed by the experimental environment.
Activity-dependent influences on manifest rhythm period also have interesting implications regarding interpretation of rhythm stability or precision. Historically, models used to describe the properties of circadian rhythms have assumed that physiological and behavioral systems are driven by the clock without physiological feedback. In keeping with this assumption, Pittendrigh and proposed that variability in observed rhythm period results from deviations in the frequency of the circadian pacemaker and from loose coupling between the monitored variable and the pacemaker, and that these sources of variability can be readily differentiated. An implicit assumption of this analytical approach is that the two sources of error are mutually exclusive. However, the demonstration that spontaneous exercise/activity influences manifest rhythm period does not support this assumption. Differential phase shifts imposed by vigorous locomotor activity appear to be both an expression and a determinant of T. Thus, the homeostasis of frequency may be achieved through far more complex mechanisms than originally envisioned; perhaps it employs control strategies similar to those of classic homeostatic systems, which derive feedback from the physiological milieu.
It is also relevant to consider whether activity-dependent feedback to the SCN mediates other externally or internally dependent influences on T. Rhythm period is known to be influenced by a number of environmental factors and chemical interventions Woolum and Strumwasser, 1983;  Welsh and Moore-Ede, 1990), including light intensity (Aschoff, 1960 (Aschoff, , 1979 . Could light intensity influences on T be mediated, in part, by changes in activity level or the placement of daily activity behaviors? This notion seems tenable, since the a:p ratio decreases in nocturnal animals with increasing light intensity (Aschoff, 1960) . In addition, light imposes exogenous effects that inhibit behavioral activity and promote sleep in nocturnal rodents (Borbely, 1975) . Together these lightdependent influences on activity behavior would, according to the exercise/activity-dependent influences on circadian rhythms observed in mice, lead to a lengthening of rhythm period in a manner consistent with Aschoff's rule (Aschoff, 1960; Pittendrigh, 1960) .
Finally, it is relevant to note that the phasic effects of photic stimuli and the phaseshifting effects of certain drugs may also be mediated by activity. Several studies have shown that restraint blocks dark-pulse-induced and triazolam-induced phase shifts in hamsters (Reebs et al., 1989; Van Reeth and Turek, 1989; Mrosovsky and Salmon, 1990) . Phase shifts normally produced by these two stimuli exhibit remarkably similar phase response curves (see Boulos and Rusak, 1982; Reebs and Mrosovsky, 1989a) ; this finding is consistent with a common feedback mechanism to the circadian clock. Thus, it appears that exercise/activity may mediate a number of environmental influences and pharmacological agents that affect circadian rhythm timing.
