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Abstract. This paper describes the implementation of a multi-agent system in a 
real industrial washing machine production line aiming to integrate process and 
quality control, allowing the establishment of feedback control loops to support 
adaptation facing condition changes. For this purpose, the agent-based solution 
was implemented using the JADE framework, being the shared knowledge 
structured using a proper ontology, edited and validated in Protégé and 
posteriorly integrated in the multi-agent system. The solution was intensively 
tested using historical real production data and it is now being installed in the 
real production line. The preliminary results confirm the initial expectations in 
terms of improvement of process performance and product quality. 
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1   Introduction 
A current trend in manufacturing domain is the development of adaptive production 
systems, facing the emergent requirements imposed by global markets demanding 
high quality customized products at reduced prices, to overcome existing process 
limitations and enable new manufacturing and processing methods. This challenge, 
part of the vision for the factory of the future, is also referred in the strategic research 
agenda made by the Manufuture European Technology Platform [1], which points out 
the need for enabling technologies, oriented to flexible and intelligent processes that 
contribute for the achievement of more modular, flexible, re-configurable and 
responsiveness manufacturing systems.  
Multi-Agent Systems (MAS) [2] are a suitable approach to solve these challenges 
by providing an alternative way to engineer manufacturing control systems, based on 
the decentralization of the control functions over a set of distributed, autonomous and 
cooperative entities, the agents. They differ from the conventional centralized, rigid 
approaches due to their inherent capabilities to adapt to emergence without external 
intervention [3]. In spite of the promising perspective of using MAS solutions to 
address the challenge of achieving adaptive production systems, only few industrial 
applications were reported in the literature, e.g. the application in a factory plant of 
Daimler Chrysler [4] and some experiences from Rockwell Automation [5] and 
Schneider Electric [6] (see [7] and [8] for a deeply analysis). Several reasons were 
identified for this weak adoption by industry, being probably the most important one 
the convincement of the benefits of using agents running in industry, showing the 
maturity, flexibility and robustness of the technology. 
Under the scope of the GRACE (InteGration of pRocess and quAlity Control using 
multi-agEnt technology) project (www.grace-project.org), a collaborative MAS 
solution was developed to operate in an industrial production line, integrating process 
and quality control, at local and global levels. This approach is aligned with the 
described trend to build modular, intelligent and distributed control systems, to 
introduce adaptation facing unexpected deviations and failures, namely in terms of 
production conditions, product fluctuations and production/process deviations. An 
important aspect in this work is the achievement of product quality and production 
performance benefiting from MAS principles, even in a rigid production structure. In 
fact, MAS are usually useful when the production structure allows alternative ways to 
re-route the production but in this work the benefits are in terms of product quality 
and production performance by adapting the process and quality control parameters. 
The objective of this paper is to describe the implementation of the GRACE multi-
agent system for a production line producing washing machines, and the posterior 
deployment into real operation. An important contribution of this work is to 
demonstrate the effective applicability of multi-agent systems in real industrial 
scenarios, contributing for a wider adoption of this technology by industry. 
This paper is organized as follows. Section 2 presents the industrial problem to be 
addressed and the basic principles of the GRACE multi-agent system architecture. 
Section 3 describes the implementation of the multi-agent system solution and Section 
4 describes how the ontology, supporting the shared knowledge representation, was 
designed and integrated in the multi-agent system. Section 5 overviews the 
deployment of the control system into real operation and discusses some preliminary 
results. Finally, Section 6 rounds up the paper with the conclusions. 
2   GRACE Multi-agent System 
The GRACE efforts focus the development of an agent-based system that integrates 
process and quality control for a production line producing washing machines. 
2.1   Description of the Problem 
The problem addressed in this work considers a washing machine production line, 
owned by Whirlpool and located in Naples, Italy (Fig. 1 shows a simplified vision of 
the line). The production line is composed of several machines arranged in a 
sequential order, which are linked together by conveyors. Each station performs a 
single operation in the product being produced, which can be of different types: 
processing (e.g. bearing insertion or pulley screwing), quality control (e.g. visual 
inspection or vibration analysis) or manual (e.g. cable and electronics assembly). 
Along the line, the quality control stations run proper inspection programs, which 
results are compiled for posterior analysis. The product instances enter the line with a 
specific process plan that takes into consideration the materials variables (e.g. type of 
the rear tub) and the operation parameters (e.g. thickness of welding process) 
according to the type of washing machine to be manufactured. 
 
Fig. 1. Layout of the production line case study. 
The objective to be achieved in this work is the integration of the process and 
quality control levels, creating feedback control loops that will allow the adaptation of 
production parameters. Note that the objective is not centred in the re-configurability 
of the production line (that is fixed and rigid), but instead to introduce adaptation to 
improve the product quality and the process performance, e.g. reducing the 
production time, correcting earlier the deviations or quality problems, skipping 
unnecessary tests along the line and customizing the final product. 
An important assumption in this work is to maintain the low-level control, which 
already uses state-of-the-art industrial control based on Programmable Logic 
Controllers (PLCs) running IEC 61131-3 control programs, and introduce the multi-
agent system solution at a higher control level to provide intelligence and adaptation. 
2.2   GRACE Multi-agent System Architecture 
The proposed multi-agent architecture involves a society of distributed, autonomous 
and cooperative agents representing the components of the production line, to operate 
at the factory-level. The agents act autonomously on behalf of these components, 
namely resources or products, introducing intelligence and adaptation, and 
cooperating to achieve the global production objectives. Several types of agents were 
identified according to the process to control and to their specialization [9]: 
• Product Type Agents (PTA), representing the catalogue of products that can be 
produced in the production line (i.e., different washing machines models). They 
contain the product and process models. 
• Product Agents (PA), managing the production of product instances launched in 
the production line (e.g., washing machines and drums). 
• Resource Agents (RA), representing the physical equipment disposed along the 
production line and responsible to manage the execution of their process/quality 
control operations. 
• Interdependent Meta Agents (IMA), representing supervision entities that 
implement global supervisory control and optimized planning. 
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provides, such as registry and management services. In this work, the Java Agent 
Development Framework (JADE) [11] was used, since it better responds to several 
requirements, namely being an open source platform and compliant with Foundation 
for Intelligent Physical Agents (FIPA) specifications, providing low programming 
effort and features to support the management of agent-based solutions and delivering 
an easy integration with other tools, namely the Java Expert System Shell (JESS). 
Briefly, JADE is a Java based architecture that uses the Remote Method Invocation 
(RMI) to support the creation of distributed Java based applications. JADE provides a 
framework containing several agents that support the management of agent-based 
applications, namely the Agent Management System (AMS) and Remote 
Management Agent (RMA). 
3.1   Implementation of Individual GRACE Agents 
The GRACE multi-agent system comprises four types of agents, the PTA, PA, RA 
and IMA. Each one of these GRACE agent types is a simple Java class that extends 
the Agent class provided by the JADE framework, inheriting basic functionalities, 
such as registration services and capabilities to send/receive agent communication 
language (ACL) messages [11]. These functionalities were extended with features that 
represent the specific behaviour of the agent, as detailed in [9].  
Each GRACE agent is developed using multi-threaded programming constructs, 
over the concept of the JADE’s behaviour, allowing the execution of several actions 
in parallel. The execution cycle of a GRACE agent is briefly illustrated in Fig. 3. 
 
Fig. 3. Execution life-cycle of a GRACE’s agent. 
When the agent is created, the first method to be executed is the setup() method 
that should be fulfilled with the actions to be performed during the agent’s start-up. In 
the GRACE’s agents, the initialization procedure is responsible to register the agents’ 
skills in the Directory Facilitator (DF), connect to the local database and create the 
GUI component. At the end of the setup() method, some behaviours are triggered, 
passing the control to the action() method that implements the code related to the 
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desired behaviours. The behaviours launched in the setup() method and those 
posteriorly invoked within these behaviours are provided in a software package in the 
form of Java classes. 
The communication between distributed agents is asynchronous and done over 
Ethernet network using the TCP/IP protocol. The messages exchanged by the agents 
are encoded using the FIPA-ACL communication language, being their content 
formatted according to the FIPA-SL0 language. The meaning of the message content 
is standardized according to the GRACE ontology.  
Since the behaviour of the agent is mainly driven by the messages received from 
other agents, a cyclic behaviour called WaitingMessages is launched in the setup() 
method. This behaviour is a Java class that is waiting for the arrival of messages, 
using the block() method to block the behaviour until a certain time elapses or a 
message arrives, and the receive() method to extract the incoming message. The 
arrival of a message triggers a set of actions related to decode the message and select 
the proper behaviours to be performed. As an example, if the received message has a 
PROVIDES_INFO identifier, a new behaviour called ProvidesInfo() is triggered. 
Note that after triggering the action related to the received message, the 
WaitingMessages behaviour remains continuously waiting for incoming messages. 
At the end of the GRACE agent life-cycle, two methods are invoked: i) done() that 
tests if the behaviours included in the action method are finished, and ii) takeDown() 
that performs the last actions of the agent life-cycle, e.g. deregister from the DF. 
3.2   Integration of Adaptation Functions 
The functions providing the adaptation capabilities were embedded in the agents 
according to their roles. For this purpose, these functions were aggregated in software 
packages according to the agents where they will be hosted, being the functions that 
are shared by more than one agent type grouped in one separate package. 
At the PA level, the configuresOperationParameters() functions adjust the 
operation parameters to be executed by the station, considering the data related to 
previous executed operations. In the case of testing operations, it can involve the 
selection of inspection algorithms and parameters; in case of processing operations, 
the selection of components, programs and parameters. Two examples are the 
customization of the testing plan to be performed by the functional tests station and 
the adjustment of the parameters to be written in the machine’s controller board. 
At the RA level, the adjustParameters() set of functions adjusts the processing or 
testing parameters, just before to trigger the execution of the operation, according to 
the local knowledge of the agent and the information gathered from previous quality 
control operations. As an example, QCA may use the feedback deriving by the past 
visual inspections to optimize its parameters and adapt itself to the environmental 
conditions (e.g. adapting the exposure time of the camera for image acquisition). 
At the IMA level, global optimization procedures were deployed to elaborate 
optimization over identified meaningful correlations, supporting the adaptation of 
global policies for the system. As an example, the trendAnalysis() function performs a 
short analysis of the collected data to detect deviations or patterns in the data (e.g. a 
degradation process towards the defect) and generate warnings for other agents. 
3.3   Integration with Legacy Systems 
An important issue is the integration of the multi-agent system in a computational 
ecosystem, which is already running in the production line at different control levels. 
In this work, the integration of legacy systems will be exemplified with the 
integration of the quality control applications. As referred, in the GRACE multi-agent 
architecture each quality control station, which can be a physical equipment or an 
operator, has associated a QCA agent that is responsible to introduce intelligence and 
adaptation in the execution of the inspection operations. 
In this work, several quality control stations are developed in LabView™ [12], 
imposing specific constraints to be integrated with the Java applications, i.e. the 
agents. In order to enable the communication, it was necessary to choose among 
different technological approaches. The best approach is to use a kind of service-
oriented approach, where the services encapsulate the application’s functionalities. 
These services can be provided (and announced in a service registry) by the Java 
application (i.e. the agent) or the LabView™ application (i.e. the quality control 
station). Since the integration is focused in two pre-defined applications (which 
doesn’t require the need to discover the available services in the distributed system), 
only a basic layer is implemented, using TCP/IP sockets to interconnect the two 
applications. This approach allows the easy interconnection of the two applications 
running in different machines, achieving a very portable solution. 
3.4   User Interfaces 
Graphical User Interfaces (GUIs) are one way to provide a user interface supporting 
the management and monitoring of the system. Each type of agent provides a 
different GUI, since each one handles a particular set of information and allows 
different types of interactions with the users. In spite of providing different 
information, the GUIs follow a common template of menus, customized according to 
the agent’s particularities. 
The use of a Java based framework to develop the multi-agent system, offers the 
possibility of using Swing, a well-established toolkit to implement GUIs for desktop 
applications. Each type of agent in the GRACE system has its GUI implemented as an 
extension of the javax.swing.JFrame component. The GUI displays the local 
information stored in the agent’s database, which feed the appropriate graphical 
components that are relevant to the users. As example, the IMA’s GUI provides a 
global perspective of the entire production system, illustrating what is being produced 
(actual status) and what was produced (historical data). 
4   Ontology for the Shared Knowledge Representation 
Ontologies plays a crucial role in the GRACE multi-agent system to enable a common 
understanding among the agents when they are communicating, namely to understand 
the messages at the syntactic level (to extract the content correctly) and at the 
semantic level (to acquire the exchanged knowledge). For this purpose, a proper 
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At this stage, all classes needed for the ontological model are created, and ready to 
be used by the GRACE agents (after registering the ontology). As illustrated in Fig. 4, 
the agents use the same ontology (but different fragments of the ontology) to express 
the shared knowledge that is exchanged through the message exchange according to 
proper interaction patterns following the FIPA protocols. 
A local database is used by each agent to store the data handled by the agent, 
according to the ontology used to represent the GRACE knowledge. To potentiate the 
solution portability, a SQLite database (http://www.sqlite.org/) was implemented 
using the SQLite JDBC Driver (https://bitbucket.org/xerial/sqlite-jdbc). 
5   Deployment in the Production Line 
The developed GRACE multi-agent system was initially debugged by using the unit 
test approach through the JUnit framework [14] to test each agent’s function 
individually. After this testing phase, the system is ready to be deployed in the 
production line. This section discusses the agentification of the production line and 
the analysis of the results from the multi-agent system operation. 
5.1   Agentification of the Production Line 
The launching into operation of the multi-agent system requires two important 
actions: launching the JADE platform and launching instantiations of the agent 
classes developed for the specific agent-based solution, in this case for the 
Whirlpool’s production line producing washing machines. 
For this purpose, the structure of the GRACE agent classes described in the 
previous sections (i.e. PTA, PA, RA and IMA) is instantiated according to the 
production line needs. The set of agents launched to handle the washing machine 
production line are distributed by several computers, running in Windows 7 (64-bit) 
operating system with an Intel(R) Xeon (R) CPU W3565 processor @ 3.20 GHz. In 
terms of resources, 17 RA agents are launched, being the QCAs installed in the 
computers where the LabView™ applications for the associated quality control 
station are running. In another side, 9 PTA agents are launched corresponding to 9 
different washing machine models, and 1 IMA is deployed to supervise the 
production line activities. The number of PAs running in the system is variable, 
depending on the number of products that are being produced in the production line, 
but in a stable production flow more than 200 PAs are simultaneously running. 
The instances of the agent classes need the customization of their behaviours. For 
example, each one of the stations disposed along the line will be associated to 
instances of the RA agent, but each one has its particularities and it is necessary to 
reflect them in the generic structure of the RA agent. For this purpose, each agent has 
associated a XML file, describing the particularities and skills of the station. The 
following example illustrates the XML for the bearing insertion station. 
<machine> 
<name> Bearing_insertion </name> 
<type> processing </type> 
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In terms of quantitative results, besides the improvement of the product quality, it 
was noticed a reduction of the production time. Particularly, the implementation of 
adaptation mechanisms in the selection of the functional tests, by removing 
unnecessary tests, adjusting others or customizing the messages to the operators, 
allows an increase of: 
• Productivity, since the inspection time is reduced (the average reduction of 1 
minute over the default 6 minutes corresponds to an increase of approximately 
20% in the production line productivity [15]). 
• Product quality, since most effective quality control procedures are performed. 
The proposed multi-agent system is now being installed in the real production line 
and the very preliminary results confirm the initial expectations in terms of 
improvement of process performance and product quality. In fact, after running the 
GRACE multi-agent system in practice, the average time to execute the functional 
tests was reduced, but more important was the customization of the messages 
displayed to the operator that allowed performing the inspection with better accuracy 
for particular situations. Additionally, the adaptation of operations parameters 
according to the production history and current environmental conditions, e.g. the 
customization of the on-board controller, allows a significant improvement of the 
product quality, since using the proposed multi-agent system, each washing machine 
is customized according to its production process historic.  
The success of the multi-agent system deployment in a real industrial application is 
a crucial step to prove the applicability and merits of GRACE multi-agent system for 
production lines, and also the benefits of agent-based control approaches in industry. 
6   Conclusions and Future Work 
This paper describes the implementation of a multi-agent system in a production line 
producing washing machines, aiming to integrate the process and quality control and 
to provide adaptation capabilities to the system operation. 
This agent-based system was implemented using the JADE framework, which 
provides an integrated environment for the development of such systems. The 
skeleton of the several GRACE agents were implemented, namely the behaviours’ 
structure of each agent, the ontology schema for the knowledge representation, the 
interaction patterns supported by FIPA protocols, and the integration with legacy 
systems, particularly the LabView™ applications running in quality control stations. 
Several GUIs were also implemented to support an easy interaction with the users. 
Local and global adaptation functions were embedded in the several developed 
agents, aiming to provide adaptation and optimization based on the integration of the 
quality and process control. 
The multi-agent system was intensively tested using historical real production data, 
aiming to test and correct the detected mistakes and bugs during the development 
process. The intensive tests showed the correctness of the system, namely in terms of 
adaptation, robustness and scalability. At the moment, the GRACE multi-agent 
system is being deployed in the factory plant and future work is devoted to the 
complete commissioning of the agent-based solution in the factory plant and the 
continuously monitoring of the system operation to extract the achieved benefits. 
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