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ON NEIGHBORHOOD AND PARTIAL SUMS PROBLEM FOR
GENERALIZED SAKAGUCHI TYPE FUNCTIONS
MURAT C¸AG˘LAR AND HALIT ORHAN
Abstract. In the present investigation, we introduce a new class k− U˜S
η
s
(λ, µ, γ, t) of analytic
functions in the open unit disc U with negative coefficients. The object of the present paper is
to determine coefficient estimates, neighborhoods and partial sums for functions f(z) belonging
to this class.
1. Introduction
Let A denote the family of functions f of the form
(1.1) f(z) = z +
∞∑
n=2
anz
n
that are analytic in the open unit disk U = {z : |z| < 1}. Denote by S the subclass of A of functions
that are univalent in U .
For f ∈ A given by (1.1) and g(z) given by
(1.2) g(z) = z +
∞∑
n=2
bnz
n
their convolution (or Hadamard product), denoted by (f ∗ g), is defined as
(1.3) (f ∗ g)(z) := z +
∞∑
n=2
anbnz
n =: (g ∗ f)(z) (z ∈ U) .
Note that f ∗ g ∈ A.
A function f ∈ A is said to be in k − US(γ), the class of k−uniformly starlike functions of
order γ, 0 ≤ γ < 1, if satisfies the condition
(1.4) Re
{
zf ′(z)
f(z)
}
> k
∣∣∣∣zf ′(z)f(z) − 1
∣∣∣∣+ γ (k ≥ 0) ,
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and a function f ∈ A is said to be in k−UC(γ), the class of k−uniformly convex functions of order
γ, 0 ≤ γ < 1, if satisfies the condition
(1.5) Re
{
1 +
zf ′′(z)
f ′(z)
}
> k
∣∣∣∣zf ′′(z)f ′(z)
∣∣∣∣+ γ (k ≥ 0) .
Uniformly starlike and uniformly convex functions were first introduced by Goodman [8] and then
studied by various authors. It is known that f ∈ k−UC(γ) or f ∈ k−US(γ) if and only if 1+ zf
′′(z)
f ′(z)
or zf
′(z)
f(z) , respectively, takes all the values in the conic domain Rk,γ which is included in the right
half plane given by
(1.6) Rk,γ :=
{
w = u+ iv ∈ C : u > k
√
(u− 1)2 + v2 + γ, β ≥ 0 and γ ∈ [0, 1)
}
.
Denote by P(Pk,γ), (β ≥ 0, 0 ≤ γ < 1) the family of functions p, such that p ∈ P , where
P denotes well-known class of Caratheodory functions. The function Pk,γ maps the unit disk
conformally onto the domain Rk,γ such that 1 ∈ Rk,γ and ∂Rk,γ is a curve defined by the equality
(1.7) ∂Rk,γ :=
{
w = u+ iv ∈ C : u2 =
(
k
√
(u− 1)2 + v2 + γ
)2
, β ≥ 0 and γ ∈ [0, 1)
}
.
From elementary computations we see that (1.7) represents conic sections symmetric about
the real axis. Thus Rk,γ is an elliptic domain for k > 1, a parabolic domain for k = 1, a hyperbolic
domain for 0 < k < 1 and the right half plane u > γ, for β = 0.
In [13], Sakaguchi defined the class Ss of starlike functions with respect to symmetric points
as follows:
Let f ∈ A. Then f is said to be starlike with respect to symmetric points in U if and only if
Re
{
2zf ′(z)
f(z)− f(−z)
}
> 0 (z ∈ U) .
Recently, Owa et. al. [10] defined the class Ss(α, t) as follows:
Re
{
(1− t)zf ′(z)
f(z)− f(tz)
}
> α (z ∈ U) ,
where 0 ≤ α < 1, |t| ≤ 1, t 6= 1. Note that Ss(0,−1) = Ss and Ss(α,−1) = Ss(α) is called
Sakaguchi function of order α.
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The linear multiplier differential operator Dηλ,µf was defined by the authors in (see [11]) as
follows
D0λ,µf(z) = f(z)
D1λ,µf(z) = Dλ,µf(z) = λµz
2(f(z))′′ + (λ− µ)z(f(z))′ + (1− λ+ µ)f(z)
D2λ,µf(z) = Dλ,µ
(
D1λ,µf(z)
)
...
Dηλ,µf(z) = Dλ,µ
(
Dη−1λ,µ f(z)
)
where 0 6 µ 6 λ 6 1 and η ∈ N0 = N∪{0}. Later, the operator D
η
λ,µf was extended for λ > µ > 0
by the authors in (see [5]).
If f is given by (1.1) then from the definition of the operator Dηλ,µf(z) it is easy to see that
(1.8) Dηλ,µf(z) = z +
∞∑
n=2
Φη (λ, µ, n) anz
n
where
(1.9) Φη (λ, µ, n) = [1 + (λµn+ λ− µ)(n− 1)]η.
It should be remarked that the operatorDηλ,µ is a generalization of many other linear operators
considered earlier. In particular, for f ∈ A we have the following:
• Dη1,0f(z) ≡ D
ηf(z) the operator investigated by Sa˘la˘gean (see [14]).
• Dηλ,0f(z) ≡ D
η
λf(z) the operator studied by Al-Oboudi (see [1]).
Now, by making use of the differential operator Dηλ,µ, we define a new subclass of functions
belonging to the class A .
Definition 1.1. A function f(z) ∈ A is said to be in the class k − USηs (λ, µ, γ, t) if for all z ∈ U ,
Re

(1− t)z
(
Dηλ,µf(z)
)
′
Dηλ,µf(z)−D
η
λ,µf(tz)
 ≥ k
∣∣∣∣∣∣∣
(1 − t)z
(
Dηλ,µf(z)
)
′
Dηλ,µf(z)−D
η
λ,µf(tz)
− 1
∣∣∣∣∣∣∣+ γ
for λ > µ > 0, η, k ≥ 0, |t| ≤ 1, t 6= 1, 0 ≤ γ < 1.
Furthermore, we say that a function f(z) ∈ k−USηs(λ, µ, γ, t) is in the subclass k−U˜S
η
s(λ, µ, γ, t)
if f(z) is of the following form:
(1.10) f(z) = z −
∞∑
n=2
anz
n (an ≥ 0, n ∈ N).
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The aim of the present paper is to study the coefficient bounds, partial sums and certain
neighborhood results of the class k − U˜S
η
s(λ, µ, γ, t).
Remark 1.1. Throught our present investigation, we tacitly assume that the parametric constraints
listed (1.9).
2. Coefficient bounds of the function class k − U˜S
η
s(λ, µ, γ, t)
Firstly, we shall need the following lemmas.
Lemma 2.1. Let w = u+ iv. Then
Rew ≥ α if and only if |w − (1 + α)| ≤ |w + (1 − α)| .
Lemma 2.2. Let w = u+ iv and α, γ are real numbers. Then
Rew > α |w − 1|+ γ if and only if Re
{
w
(
1 + αeiθ
)
− αeiθ
}
> γ.
Theorem 2.1. The function f(z) defined by (1.10) is in the class k−U˜S
η
s (λ, µ, γ, t) if and only if
(2.1)
∞∑
n=2
Φη (λ, µ, n) |n(k + 1)− un (k + γ)| an ≤ 1− γ,
where λ > µ > 0, η, k ≥ 0, |t| ≤ 1, t 6= 1, 0 ≤ γ < 1, un = 1 + t+ ...+ tn−1.
The result is sharp for the function f(z) given by
f(z) = z −
1− γ
Φη (λ, µ, n) |n(k + 1)− un (k + γ)|
zn.
Proof. By Definition 1.1, we get
Re

(1− t)z
(
Dηλ,µf(z)
)
′
Dηλ,µf(z)−D
η
λ,µf(tz)
 ≥ k
∣∣∣∣∣∣∣
(1− t)z
(
Dηλ,µf(z)
)
′
Dηλ,µf(z)−D
η
λ,µf(tz)
− 1
∣∣∣∣∣∣∣+ γ.
Then by Lemma 2.2, we have
Re

(1− t)z
(
Dηλ,µf(z)
)
′
Dηλ,µf(z)−D
η
λ,µf(tz)
(
1 + keiθ
)
− keiθ
 ≥ γ, − pi < θ ≤ pi
or equivalently
(2.2) Re

(1− t)z
(
Dηλ,µf(z)
)
′ (
1 + keiθ
)
Dηλ,µf(z)−D
η
λ,µf(tz)
−
keiθ
[
Dηλ,µf(z)−D
η
λ,µf(tz)
]
Dηλ,µf(z)−D
η
λ,µf(tz)
 ≥ γ.
Let
F (z) = (1− t)z
(
Dηλ,µf(z)
)
′ (
1 + keiθ
)
− keiθ
[
Dηλ,µf(z)−D
η
λ,µf(tz)
]
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and
E(z) = Dηλ,µf(z)−D
η
λ,µf(tz).
By Lemma 2.1, (2.2) is equivalent to
|F (z) + (1− γ)E(z)| ≥ |F (z)− (1 + γ)E(z)| for 0 ≤ γ < 1.
But
|F (z) + (1− γ)E(z)| =
∣∣∣∣∣(1− t)
{
(2− γ) z −
∞∑
n=2
Φη (λ, µ, n) (n+ un (1− γ))anz
n
−keiθ
∞∑
n=2
Φη (λ, µ, n) (n− un) anz
n
}∣∣∣∣∣
≥ |1− t|
{
(2− γ) |z| −
∞∑
n=2
Φη (λ, µ, n) |n+ un (1− γ)| an |z|
n
−k
∞∑
n=2
Φη (λ, µ, n) |n− un| an |z|
n
}
.
Also
|F (z)− (1 + γ)E(z)| =
∣∣∣∣∣(1− t)
{
−γz −
∞∑
n=2
Φη (λ, µ, n) (n− (1 + γ)un)anz
n
∣∣∣∣∣−keiθ
∞∑
n=2
Φη (λ, µ, n) (n− un) anz
n
}∣∣∣∣∣
≤ |1− t|
{
γ |z|+
∞∑
n=2
Φη (λ, µ, n) |n− un (1 + γ)| an |z|
n
+k
∞∑
n=2
Φη (λ, µ, n) |n− un| an |z|
n
}
and so
|F (z) + (1− γ)E(z)| − |F (z)− (1 + γ)E(z)|
≥ |1− t|
{
2(1− γ) |z| −
∞∑
n=2
Φη (λ, µ, n) [|n+ un (1− γ)|+ |n− un (1 + γ)|+ 2k |n− un|] an |z|
n
}
≥ 2(1− γ) |z| −
∞∑
n=2
2Φη (λ, µ, n) |n(k + 1)− un (k + γ)| an |z|
n ≥ 0
or
∞∑
n=2
Φη (λ, µ, n) |n(k + 1)− (k + γ)un| an ≤ 1− γ.
Conversely, suppose that (2.1) holds. Then we must show
Re

(1− t)z
(
Dηλ,µf(z)
)
′ (
1 + keiθ
)
− keiθ
[
Dηλ,µf(z)−D
η
λ,µf(tz)
]
Dηλ,µf(z)−D
η
λ,µf(tz)
 ≥ γ.
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Upon choosing the values of z on the positive real axis where 0 ≤ z = r < 1, the above inequality
reduces to
Re

(1− γ)−
∞∑
n=2
Φη (λ, µ, n)
(
n(1 + keiθ)− un
(
γ + keiθ
))
anz
n−1
1−
∞∑
n=2
Φη (λ, µ, n)unanzn−1

≥ 0.
Since Re(−eiθ) ≥ −
∣∣eiθ∣∣ = −1, the above inequality reduces to
Re

(1− γ)−
∞∑
n=2
Φη (λ, µ, n) (n(1 + k)− un (γ + k)) anrn−1
1−
∞∑
n=2
Φη (λ, µ, n)unanrn−1
 ≥ 0.
Letting r→ 1−, we have desired conclusion. 
Corollary 2.2. If f(z) ∈ k − U˜S
η
s(λ, µ, γ, t), then
an ≤
1− γ
Φη (λ, µ, n) |n(k + 1)− un (k + γ)|
where λ > µ > 0, η, k ≥ 0, |t| ≤ 1, t 6= 1, 0 ≤ γ < 1, un = 1 + t+ ...+ tn−1.
3. Neighborhood of the function class k − U˜S
η
s (λ, µ, γ, t)
Following the earlier investigations (based upon the familiar concept of neighborhoods of
analytic functions) by Goodman [7], Ruscheweyh [12], Altıntas¸ et al. ([2], [3]) and others including
Srivastava et al. ([17], [18]), Orhan ([9]), Deniz et al. [6], Catas¸ [4].
Definition 3.1. Let λ > µ > 0, η, k ≥ 0, |t| ≤ 1, t 6= 1, 0 ≤ γ < 1, α ≥ 0, un = 1 + t+ ...+ tn−1.
We define the α−neighborhood of a function f ∈ A and denote by Nα(f) consisting of all functions
g(z) = z −
∞∑
n=2
bnz
n ∈ S (bn ≥ 0, n ∈ N) satisfying
∞∑
n=2
Φη (λ, µ, n) |n(k + 1)− un (k + γ)|
1− γ
|an − bn| ≤ α.
Theorem 3.1. Let f ∈ k − U˜S
η
s (λ, µ, γ, t) and for all real θ we have γ(e
iθ − 1) − 2eiθ 6= 0. For
any complex number ε with |ε| < α (α ≥ 0) , if f satisfies the following condition:
f(z) + εz
1 + ε
∈ k − U˜S
η
s (λ, µ, γ, t),
then Nα(f) ⊂ k − U˜S
η
s(λ, µ, γ, t).
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Proof. It is obvious that f ∈ k − U˜S
η
s(λ, µ, γ, t) if and only if∣∣∣∣∣∣∣
(1− t)z
(
Dηλ,µf(z)
)
′
(1 + keiθ)− (keiθ + 1 + γ)
(
Dηλ,µf(z)−D
η
λ,µf(tz)
)
(1− t)z
(
Dηλ,µf(z)
)
′
(1 + keiθ) + (1 − keiθ − γ)
(
Dηλ,µf(z)−D
η
λ,µf(tz)
)
∣∣∣∣∣∣∣ < 1 (−pi < θ < pi)
for any complex number s with |s| = 1, we have
(1 − t)z
(
Dηλ,µf(z)
)
′
(1 + keiθ)− (keiθ + 1 + γ)
(
Dηλ,µf(z)−D
η
λ,µf(tz)
)
(1 − t)z
(
Dηλ,µf(z)
)
′
(1 + keiθ) + (1− keiθ − γ)
(
Dηλ,µf(z)−D
η
λ,µf(tz)
) 6= s.
In other words, we must have
(1− s)(1− t)z
(
Dηλ,µf(z)
)
′
(1+ keiθ)− (keiθ +1+ γ+ s(keiθ − 1+ γ)
(
Dηλ,µf(z)−D
η
λ,µf(tz)
)
6= 0
which is equivalent to
z −
∞∑
n=2
Φη (λ, µ, n)
(
(n− un)(1 + keiθ − skeiθ
)
− s(n+ un)− unγ(1− s))
γ(s− 1)− 2s
zn 6= 0.
However, f ∈ k−U˜S
η
s(λ, µ, γ, t) if and only if
(f∗h)(z)
z 6= 0, z ∈ U −{0} where h(z) = z−
∞∑
n=2
cnz
n,
and
cn =
Φη (λ, µ, n)
(
(n− un)(1 + keiθ − skeiθ
)
− s(n+ un)− unγ(1− s))
γ(s− 1)− 2s
we note that
|cn| ≤
Φη (λ, µ, n) |n(1 + k)− un(k + γ)|
1− γ
since f(z)+εz1+ε ∈ k − U˜S
η
s(λ, µ, γ, t), therefore z
−1
(
f(z)+εz
1+ε ∗ h(z)
)
6= 0, which is equivalent to
(3.1)
(f ∗ h)(z)
(1 + ε) z
+
ε
1 + ε
6= 0.
Now suppose that
∣∣∣ (f∗h)(z)z ∣∣∣ < α. Then by (3.1), we must have∣∣∣∣ (f ∗ h)(z)(1 + ε) z + ε1 + ε
∣∣∣∣ ≥ |ε||1 + ε| − 1|1 + ε|
∣∣∣∣ (f ∗ h)(z)z
∣∣∣∣ > |ε| − α|1 + ε| ≥ 0,
this is a contradiction by |ε| < α and however, we have
∣∣∣ (f∗h)(z)z ∣∣∣ ≥ α. If g(z) = z − ∞∑
n=2
bnz
n ∈
Nα(f), then
α−
∣∣∣∣ (g ∗ h)(z)z
∣∣∣∣ ≤ ∣∣∣∣ ((f − g) ∗ h)(z)z
∣∣∣∣ ≤ ∞∑
n=2
|an − bn| |cn| |z
n|
<
∞∑
n=2
Φη (λ, µ, n) |n(1 + k)− un(k + γ)|
1− γ
|an − bn| ≤ α.

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4. Partial sums of the function class k − U˜S
η
s (λ, µ, γ, t)
In this section, applying methods used by Silverman [15] and Silvia [16], we investigate the
ratio of a function of the form (1.10) to its sequence of partial sums fm(z) = z +
m∑
n=2
anz
n.
Theorem 4.1. If f of the form (1.1) satisfies the condition (2.1), then
(4.1) Re
{
f(z)
fm(z)
}
≥ 1−
1
δm+1
and
(4.2) δn ≥
{
1, n = 2, 3, ...,m
δm+1, n = m+ 1,m+ 2, ...
where
(4.3) δn =
Φη (λ, µ, n) |n(k + 1)− un (k + γ)|
1− γ
.
The result in (4.1) is sharp for every m, with the extremal function
(4.4) f(z) = z +
zm+1
δm+1
.
Proof. Define the function w(z), we may write
1 + w(z)
1− w(z)
= δm+1
{
f(z)
fm(z)
−
(
1−
1
δm+1
)}
(4.5)
=

1 +
m∑
n=2
anz
n−1 + δm+1
∞∑
n=m+1
anz
n−1
1 +
m∑
n=2
anzn−1
 .
Then, from (4.5) we can obtain
w(z) =
δm+1
∞∑
n=m+1
anz
n−1
2 + 2
m∑
n=2
anzn−1 + δm+1
∞∑
n=m+1
anzn−1
and
|w(z)| ≤
δm+1
∞∑
n=m+1
an
2− 2
m∑
n=2
an − δm+1
∞∑
n=m+1
an
.
Now |w(z)| ≤ 1 if
2δm+1
∞∑
n=m+1
an ≤ 2− 2
m∑
n=2
an,
which is equivalent to
(4.6)
m∑
n=2
an + δm+1
∞∑
n=m+1
an ≤ 1.
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It is suffices to show that the left hand side of (4.6) is bounded above by
∞∑
n=2
δnan, which is
equivalent to
m∑
n=2
(δn − 1)an +
∞∑
n=m+1
(δn − δm+1) an ≥ 0.
To see that the function given by (4.4) gives the sharp result, we observe that for z = reipi/n,
(4.7)
f(z)
fm(z)
= 1 +
zm
δm+1
.
Taking z → 1−, we have
f(z)
fm(z)
= 1−
1
δm+1
.
This completes the proof of Theorem 4.1. 
We next determine bounds for fm(z)/f(z).
Theorem 4.2. If f of the form (1.1) satisfies the condition (2.1), then
(4.8) Re
{
fm(z)
f(z)
}
≥
δm+1
1 + δm+1
.
The result is sharp with the function given by (4.4).
Proof. We may write
1 + w(z)
1− w(z)
= (1 + δm+1)
{
fm(z)
f(z)
−
δm+1
1 + δm+1
}
=

1 +
m∑
n=2
anz
n−1 − δm+1
∞∑
n=m+1
anz
n−1
1 +
∞∑
n=2
anzn−1
 ,(4.9)
where
w(z) =
(1 + δm+1)
∞∑
n=m+1
anz
n−1
−
(
2 + 2
m∑
n=2
anzn−1 − (1− δm+1)
∞∑
n=m+1
anzn−1
) ,
and
(4.10) |w(z)| ≤
(1 + δm+1)
∞∑
n=m+1
an
2− 2
m∑
n=2
an + (1− δm+1)
∞∑
n=m+1
an
≤ 1.
This last inequality is equivalent to
(4.11)
m∑
n=2
an + δm+1
∞∑
n=m+1
an ≤ 1.
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It is suffices to show that the left hand side of (4.11) is bounded above by
∞∑
n=2
δnan, which is
equivalent to
m∑
n=2
(δn − 1)an +
∞∑
n=m+1
(δn − δm+1) an ≥ 0.
This completes the proof of Theorem 4.2. 
We next turn to ratios involving derivatives.
Theorem 4.3. If f of the form (1.1) satisfies the condition (2.1), then
(4.12) Re
{
f ′(z)
f ′m(z)
}
≥ 1−
m+ 1
δm+1
,
(4.13) Re
{
f ′m(z)
f ′(z)
}
≥
δm+1
1 +m+ δm+1
where
δn ≥
{
1, n = 1, 2, 3, ...,m
n δm+1m+1 , n = m+ 1,m+ 2, ...
and δn is defined by (4.3). The estimates in (4.12) and (4.13) are sharp with the extremal
function given by (4.4).
Proof. Firstly, we will give proof of (4.12). We write
1 + w(z)
1− w(z)
= δm+1
{
f ′(z)
f ′m(z)
−
(
1−
1 +m
δm+1
)}
=

1 +
m∑
n=2
nanz
n−1 + δm+1m+1
∞∑
n=m+1
nanz
n−1
1 +
m∑
n=2
anzn−1
 ,
where
w(z) =
δm+1
m+1
∞∑
n=m+1
nanz
n−1
2 + 2
m∑
n=2
nanzn−1 +
δm+1
m+1
∞∑
n=m+1
nanzn−1
and
|w(z)| ≤
δm+1
m+1
∞∑
n=m+1
nan
2− 2
m∑
n=2
nan −
δm+1
m+1
∞∑
n=m+1
nan
.
Now |w(z)| ≤ 1 if and only if
(4.14)
m∑
n=2
nan +
δm+1
m+ 1
∞∑
n=m+1
nan ≤ 1,
since the left hand side of (4.14) is bounded above by is bounded above by
∞∑
n=2
δnan.
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The proof of (4.13) follows the pattern of that in Theorem (4.2).
This completes the proof of Theorem 4.3. 
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