Abstract-In this paper, we propose an approach for the synthesis of heterogeneous (embedded) systems, while exploiting a hierarchical problem structure. Particular to our approach is that we explore the set of so-called Pareto-optimal solutions, i.e., optimizing multiple objectives simultaneously. Since system complexity grows steadily leading to giant search spaces which demand for new strategies in design space exploration, we propose ParetoFront Arithmetics (PFA) using results of subsystems to construct implementations of the top-level system. This way, we are able to reduce the exploration time dramatically. An example of an MPEG4 coder is used to show the benefit of this approach in reallife applications.
I. INTRODUCTION
Simultaneously optimizing multiple conflicting objectives like power consumption, implementation cost, etc. becomes more and more important in SoC design. Since it is possible to implement different functions of the system on different hardware components, the design space is very complex. The question which function has to be performed by which hardware component on the discussed conditions is a multi-objective optimization problem which can be formalized and is often called system synthesis [2] . Moreover, the basic problems are to find an allocation of components and to find a binding of functions to components while regarding data dependencies. Our main goal is to formalize these tasks in order to be able to understand the complexity of finding optimal allocations and bindings.
Due to the large complexity of the design space, heuristic optimization techniques are mostly used to solve the optimization problem. Different heuristic optimization techniques are discussed in the literature for non-hierarchical system synthesis (see [2, 5] ). In this paper, we propose Pareto-Front Arithmetics (PFA) to deal with the increased complexity in the problem of finding optimal solutions, the so-called Pareto-set. PFA is based on a hierarchical model of embedded systems [10] . This model allows the specification of design alternatives of the application algorithm as well as alternatives of different hardware architectures. In contrast to other hierarchical models (see [4, 3] ), this model supports the specification of resource constraints. Not only that this hierarchical approach helps designers to cope with complexity, but it also captures * Supported in part by the German Science Foundation (DFG), Project SFB 614 "Selbstoptimierende Systeme des Maschinenbaus". the knowledge of problem composition.
The idea of PFA is to start exploring the Pareto-fronts by mapping the leaves in a given hierarchical specification. Later, these Pareto-fronts are combined to generate the Pareto-front on higher hierarchical levels. This way, we reduce the exploration time. But we will show that the constructed front might not be the true Pareto-front. Nevertheless, while using only a small fraction of time, we are able to find a substantial number of Pareto-optimal solutions.
The concept of PFA was already mentioned in [7] and formalized in [1] . While [7] only shows experimental results, Abraham et al. [1] discuss a very special kind of search space which possesses certain monotonicity properties that we show do not hold in SoC design.
The rest of the paper is organized as follows: We start with an introduction to system synthesis. The characteristics of hierarchical design spaces of embedded systems are shown in Section III. The novel approach of Pareto-Front Arithmetics for fast design space exploration is outlined in Section IV. Subsequently, we propose an algorithm based on PFA and uncertain objectives in order to improve the quality of the design points. We capture the results (Section V) of these approaches for the example of an MPEG4 coder which is the running example in this paper.
II. SYSTEM SYNTHESIS
The task of system synthesis is to find the set of optimal feasible implementations for a given specification. Here, an implementation consists of two parts ( [10] ):
1. the allocation α is the set of all used hardware resources like processors, IP cores, etc. as well as the set of implemented tasks.
2. the binding β determines the hardware resource used for the execution of each task in the allocation.
Example 1
We use the model of a so-called specification graph (see also [10] ) in order to specify embedded systems. A specification graph consists of three main components:
• The problem graph g p describing the behavior of the system modeled by a process graph.
• The architecture graph g a models the set of possible architectures. • Due to data dependencies, a binding could be infeasible. A binding is called feasible if it guarantees that data communications imposed by the problem graph could by established by the allocated resources. Furthermore, a feasible allocation is an allocation α that allows at least one feasible binding β. In order to restrict the combinatorial search space, it is useful to determine the set of feasible allocations and bindings, With this knowledge, we define an implementation as a pair (α, β).
The Task of System Synthesis With the model introduced previously, the task of system synthesis can be formulated as an optimization problem.
Definition 1 (System Synthesis)
The task of system synthesis is the following multi-objective optimization problem:
α is a feasible allocation, β is a feasible binding, ci(α, β) ≥ 0, ∀i ∈ {1, . . . , q}.
The constraints on α and β define the set of valid implementations.Additionally, there are functions c i , i = 1, . . . , q, that determine the set of feasible solutions. Normally, the objective function o is n-dimensional, i.e., we optimize multiple objectives simultaneously. Furthermore, there are q constraints c i , i = 1, . . . , q. All possible allocations α and bindings β span the design space X. Only these design points x = (α, β) ∈ X that represent a feasible implementation and that satisfy all constraints c i , are in the set of feasible solutions, or in short in the feasible set called X f ⊆ X. The image of X is defined as Y = o(X) ⊂ R n , where the objective function o on the set X is given by o(X) = {o(x) | x ∈ X}. Analogously, the objective space is denoted by Y f = o(X f ).
Since we are dealing with multi-objective optimization problems, there is generally not only one global optimum, but a set of so-called Pareto-points [8] .
Definition 2 (Pareto-optimality) A feasible implementation i = (α, β) ∈ X f is said to be Pareto-optimal, if there is no other design point i = ( α, β) ∈ X f which dominates it, i.e., i ∈ X f : i i, where
The set of all Pareto-optimal solutions is called the Paretooptimal set, or for short the Pareto-set X p . An approximation of the Pareto-set X p will be termed quality set X q subsequently. Figure 4 (a 
Example 2 An example of a two-dimensional objective space is given in

III. HIERARCHICAL SYSTEM SYNTHESIS
By looking at the MPEG4 standard, one can see that the coding layer consists of several different coding schemes which cannot be expressed in the given specification model. In order to model these refinements, here, we introduce a hierarchical model. This hierarchical specification graph is based on the (non-hierarchical) specification graph described in the previous section and the concept of hierarchical graphs [10] . Mapping edges in the hierarchical specification graph map leaf vertices of the problem graph to leaf vertices of the architecture graph. An example of a hierarchical specification graph is shown in Figure 3 . In the following we use the notation (g s , g) to denote a partial specification where g is any subgraph in the problem graph of the given specification g s . (g s , g) is obtained by removing all vertices and subgraphs from the problem graph leaving only g and all its associated subgraphs. To guarantee a meaningful specification, all unconnected mapping edges are removed from the specification graph, too. Furthermore, vertices in the architecture graph which are not incident to any mapping edge, will also be deleted.
Obviously, the partial specification (g s , g p ) corresponds to the original specification g s with g p being the original problem graph. In the following, we denote this particular partial specification as top-level specification.
With the notion of a partial specification, we can decompose our system: A decomposition Θ(g s , g p ) of a top-level specification g s is a partition of g s into disjunctive partial specifications.
Example 4
The decomposition of our MPEG4 coder g s given in Figure 2 into its leaf specifications is given by (Here, we use ⊗ as the decomposition operator, see also [10] ):
With the definitions given above, we use the notation X(g s , g) to denote the partial design space regarding the partial specification (g s , g). Furthermore, let X p (g s , g p ) and X f (g s , g p ) denote the Pareto-set and the feasible set of specification graph g s while meeting the imposed constraints c = (c 1 , c 2 , . . . , c q ), respectively. Y f (g s , g p ) is the objective space regarding (g s , g p ).
Hierarchical Design Space A typical design space for an embedded system exploration consists very often of many infeasible solutions. The probability of finding a feasible implementation ,,ad hoc" is nearly zero. Here, we present a fast approach which relies strongly on the hierarchical decomposition of a system. We consider the case of composing a top-level design by solutions of its subsystems. The exploration of the solutions of the subsystems and the composition of these solutions is called hierarchical design space exploration. The three main advantages for using hierarchical design space exploration are:
1. The size of each subsystem's design space is smaller than the top-level design space.
2. The evaluation effort for each subsystem design is low because of the smaller complexity of the subsystem.
3. The number of evaluated top-level design points is a small fraction of the original search space. This is due to the fact that a valid implementation is only composable of valid solutions of its subsystems.
Abraham et al. define necessary and sufficient conditions of the composition function of the objectives which guarantee Pareto-optimality for the top-level system depending on the Pareto-optimality of its subsystems [1] . For our problem we can formulate these conditions as: A given decomposition
given by the composition of the Pareto-sets
. This is true if the composition function of each objective is a monotonic function. Although this result is important and interesting, the optimization goals in SoC design unfortunately do not possess these monotonicity properties as will be shown later. Hence, we cannot assume that a Pareto-optimal top-level design is composed of Pareto-optimal subsystem implementations.
Objective Space We consider a three-dimensional objective space which is defined by the most important objectives for SoC design: the cost, the overall power consumption and the flexibility of an implementation.
Implementation Cost: The implementation cost cost(i) for a given implementation i = (α, β) is given by the sum of costs of all allocated resources. Now, we can show that the composition function of the implementation cost is indeed a non-monotonic function. Figure 3 . Let the allocation cost for r 1 and r 2 be 200 and 100, respectively. The cost objective for the Pareto-optimal design regarding the cost of allocated resources of the subsystems are given by cost(X p (g s , g 1 )) = {(100)} and cost(X p (g s , g 2 )) = {(200)}. When considering subsystem (g s , g 1 ) alone, we would allocate resource r 1 as a cost-minimal implementation. When considering subsystem (g s , g 2 ) alone, the resource r 2 would determine its cost-optimal implementation. By combining both implementations, we obtain an implementation of the top-level design (g s , g p ). Due to the allocation of both resources, we get implementation cost of cost(X p (g s , g 1 )) ⊗ cost(X p (g s , g 2 )) = 300 for the combined implementation which is obviously suboptimal as cost(X p (g s , g p )) = 200.
Theorem 1 The composition function for the objective cost of an embedded system is non-monotonic.
Proof 1 We prove this theorem by contradiction: Given the specification graph g s depicted in
Power Consumption: The overall power consumption pow(i) of a given implementation i = (α, β) is approximated by the sum of power consumption of all allocated resources plus the additional power consumption annotated at the mapping edges. The third objective is the reciprocal of the flexibility of an implementation [10] the number of used leaf graphs of the problem graph g p . For the problem graph in Figure 2 we obtain a maximum flexibility of g(CL) = 6 by using the CELP, MPEG2, HILN, VTC, MPEG4, and H.261 coder in our implementation. For a comprehensive introduction to the flexibility of an embedded system see [6] .
IV. HIERARCHICAL DESIGN SPACE EXPLORATION
This section proposes a novel approach, namely ParetoFront Arithmetics (PFA) in design space exploration exploiting the hierarchical structure of the underlying specifications.
A. Pareto-Front Arithmetics
The inputs to Pareto-Front Arithmetics are the quality sets from the mutually disjunctive partial specifications (g s , g 1 ), (g s , g 2 ), . . . , (g s , g n ). Two partial specifications (g s , g 1 ), (g s , g 2 ) are mutually disjunctive iff g 1 ∩ g 2 = ∅. Here, we consider each partial specification as a non-hierarchical specification associated with a leaf graph of the problem graph. In order to optimize such a partial specification, we use evolutionary algorithms (EA) as described in [2] . The resulting quality sets are then used by the PFA to construct a quality set for the top-level specification (g s , g s .g p ). Figure 4 shows three possible operations used by PFA. The first operation (Figure 4(a) ) is the union of two or more Pareto-fronts, i.e., each Pareto-optimal solution is added to the resulting set. All points not dominated in the resulting set are Pareto-optimal. The second operation is to take the maximum of each objective of two (or more) points (Figure 4(b) ). Here, each Pareto-optimal point p 1i is combined with each Pareto-optimal solution p 2j . The resulting objectives
are filtered regarding Pareto-optimality.. Figure 4(c) outlines the addition of the objective of two or more Pareto-points: Each Pareto-optimal solution p 1i is combined with each point p 2j . Here, the resulting objectives are calculated as the sum of the objectives of the subsystems, i.e.,
More formally, PFA operations can be defined as:
The objectives used in optimization of embedded systems are more complex due to resource sharing, power consumption being dependent on the binding, etc. Consequently, most of these operations are non-monotonic. Hence, we cannot claim Pareto-optimality for the implementations in the resulting optimality set when using PFA in general. But note: Even if we do not construct the best solutions, we are able to produce good implementations in less time by using PFA. This is due to the fact that we avoid the NP-complete computation of a feasible binding at higher hierarchical levels. Section V shows a case study using PFA.
B. PFA with Uncertain Objectives
To get a better approximation of the Pareto-front, we have to prevent the algorithm described above from rejecting good points. We propose an improvement of the PFA as described above in a sense that the quality of the results increases by still benefiting from short exploration times. This is done by considering a lower and upper bound of the objectives, e.g., the implementation cost of a system that is composed of two subsystems can be restricted by the maximum implementation cost of the subsystems and the sum of those cost. The maximum of the cost of the two subsystems corresponds to the case were both subsystems share the same resource (e.g., IP core), while the sum of the cost model the fact that both subsystems are implemented using dedicated resources. Figure 5 shows the concept of PFA using so-called uncertain objectives. The objectives o 1 , o 2 are uncertain. Both Generally, we can define an uncertain objective o by a property interval [o l , o u ]. In this paper, we only consider discrete objectives represented by positive integers. Hence, we restrict our uncertain objective by o ∈ [o l , o u ] ∩ Z. We restrict ourselves to the case that the lower and upper bounds are defined as follows:
Unfortunately, by using property intervals, our definitions for domination become meaningless ( Figure 6 ). In Figure 6 five different design points are represented by discrete property intervals. An actual design point is one of the points shown in each interval. Clearly, all (actual) points in e are dominated by any actual point in b. Thus, we say b e. Unfortunately, we cannot assume that c d or d c, since there are actual design points in c and d which are worse in o 2 or o 1 , respectively.
These problems arise when two property intervals overlap. This is also shown in Figure 6 . According to [9] , we use the notion of probabilistic dominance for Pareto-optimality. Here, we consider the case of uniform distributed design points, i.e., each discrete point p ∈ P in a given property interval P is with the same probability the actual design point. Furthermore, we assume that all objectives are statistically independent.
For any two design points a and b, and m statistically independent objective functions o 1 , o 2 , . . . , o m the probability that a dominates b weakly is given by (see [9] ):
] denotes the probability that the objective value o i (a) of design point a is less or equal than the corresponding objective value o i (b) of design point b. Here, we assume a uniform distribution of the objectives within the property intervals. Hence, the probability
. The first two cases are obvious and correspond to the case when both property intervals do not overlap. The third case, is simply the probability that o i (a) has a certain value multiplied with the probability that o i (b) takes a greater or equal value. Figure 6 , we get probabilistic dominance values like: In order to narrow our search space, we reject points which are dominated with a greater probability than a given, user specified probability bound p max .
Example 7 Considering the property intervals given in
P [a b] = 1 3 · 2 ·
Example 8
With Example 7 and a probability bound of p max = 20%, we reject the point a since it is dominated with a probability of 22.86%.
With this approach, we narrow our search space but still regard a great number of good points. Nevertheless, if we use a probability bound p max it still may happen that we reject a Pareto-optimal solution with a probability of 1 − p max .
V. CASE STUDY
This section presents first results obtained by using our new techniques in hierarchical design space exploration presented in this paper. Figure 2 shows the complete functional specification for our MPEG4 coder. There are six leaf graphs, each representing a different coding algorithm. Our goal is to implement at least one of these algorithms with the objective to minimize both cost and power.
As described in section II, we also need the architecture on which we can execute the tasks given by the problem graph. Here we use the same architecture template for all subgraphs. Due to space limitations, we omitted the detailed specification of the leaf graphs, the architecture graph as well as the mapping edges. For a full description of the case study see [10] . The search space for the example used in this paper consists of more than 2 200 points. As due to complexity reasons, we do not know the true Pareto-set, we compare the quality sets obtained by each approach against the quality set obtained by combining all these results and taking the Pareto-set of this union of optimal points. This set possesses 38 Pareto-optimal design points. A good measure of comparing two quality sets A and B is then to compute the so-called coverage C(A, B) = |{b∈B|∃a∈A:a b}| |B| . Obviously, a coverage of C(A, B) = 1 corresponds to the fact that all elements in B are weakly dominated by at least one element of A. On the other hand, a coverage of C(A, B) = 0 means that none of the elements in B is weakly dominated by the elements of A.
When using PFA to construct a quality set, we have to 1. Generate leaf graph Pareto-fronts for each leaf graph in Figure 2 using one non-hierarchical evolutionary algorithm like [2] each time.
2. Apply Pareto-Front Arithmetics to these fronts. Fig. 7 . Coverage of the Pareto-optimal implementations found after a given number of generations compared to the Pareto-set. While PFA produces better results as a non-hierarchical approach, we see that Pareto-Front Arithmetics with uncertain objectives (PFI 33% and 45%) outperforms the original PFA if a reasonable probability bound (pmax ≥ 33%) is chosen. Furthermore, by setting the probablility bound to pmax = 45%, we reach full coverage of the Pareto-set.
Using the multi-objective evolutionary algorithm SPEA2 (see [11] ) (with a crossover probability of p c = 0.25, a mutation probability of p m = 0.2, an archive size of |P t | = 70, and a population size |P | = 300) the Pareto-set for the partial specification of the leaf graphs of the problem graph of Figure 
A. Pareto-Front Arithmetics
The times given above show that the exploration of the design space of small leaf graphs may already be very time consuming. Thus, we cannot expect to explore the full flat design space within a reasonable amount of computation time. As described in Section IV, we propose Pareto-Front Arithmetics for fast design space exploration as follows:
With the results for each leaf graph, we can start a quick construction (< 1s for the given example) of our quality set X pfa q,t after each generation t. Since this computation time is an order of magnitude smaller than the time needed for exploring the top-level design space (as experiments have shown), this approach seems to be a fast method of approximating the Pareto-set X p .
For our example, we obtained a coverage of ≈ 78% of the Pareto-set (see Figure 7) . This is also the maximum coverage we can expect, since this quality set was constructed from the Pareto-sets of the leaf graphs. Furthermore, using Pareto-Front Arithmetics, our results converged fast (< 350 generations).
B. Pareto-Front Arithmetics with Uncertain Objectives
Even better results are obtained by using Pareto-Front Arithmetics with uncertain objectives. Here, we assume a discrete uniform distribution of all design points in the property intervals. Figure 7 shows that the Pareto-Front Arithmetics using uncertain objectives produces better results if points dominated at least by 33% are rejected. The Pareto-Front Arithmetics with uncertain objectives yields slightly better results (≈ 85%) than the original Pareto-Front Arithmetics. Nevertheless, by using uncertain objectives the computation times after each generation increases by a factor of approximately 10.
On the other hand, if we use a threshold of 20% our results are really poor (< 20%, not shown in Figure 7) . But also the computation time goes down to 0.2 s. Finally, with a threshold of 45% we compute the true Pareto-set (C(o(X pfi,45% q,1200 ), o(X p )) = 100%). Since the number of investigated points increases disproportionately with the threshold, we compare a remarkable fraction of the possible combinations of the subsystems. This fact is reflected in the increased computation time (≈ 10 min.) after each generation.
C. Non-Hierarchical EAs
In a last step, we compare our two new approaches against a non-hierarchical approach. In this non-hierarchical exploration algorithm, we explore the design spaces individually for all 2 k − 1 possible combinations where k is the total number of leaf subgraphs in the problem graph. Therefore, we perform six different exploration runs for each individual leaf subgraph, For each of these 63 cases we apply the EA for a certain number of generations for each combination k to obtain the quality set of the different leaf graph selections. Since we use the same number of generations for each combination, we simulate the case were each combination is selected with the same probability. With the given archives P t,k , we are able to construct the quality set of the top-level design, denoted by X fm q,t , by simply taking the union of all archives P t,k of the combinations and calculating the Pareto-optimal points in the union. Figure 7 shows the result compared with the Pareto-set of our particular problem. The exploration time by using this nonhierarchical EA is nearly 1 day. Thus, we waste most of the computation time by trying to improve suboptimal implementations.
For our particular problem, we see that both ParetoFront Arithmetics with or without uncertain objectives are superior to the non-hierarchical exploration.
By using the flattened model, the coverage of the Pareto-front is C(o(X fm q,1200 ), o(X p )) ≈ 52%. However, as in the case of Pareto-Front Arithmetics with uncertain objectives, it should be possible to find all Pareto-optimal solutions by using this non-hierarchical EA.
VI. CONCLUSIONS
To handle the increasing complexity of embedded systems, we proposed Pareto-Front Arithmetics for fast design space exploration using results of subsystems to approximate the set of 2 Note that this method is in general not a feasible way to go as the number of EA runs grows exponentially with the number of leaf graphs.
Pareto-optimal implementations of the top-level system. This approach has proven to find a substantial number of Paretooptimal and additional feasible implementations while reducing the exploration time dramatically. A second approach based on PFA and uncertain objectives improves the quality of solutions once more. The penalty for this improvement lies in the slightly increased exploration time.
