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Abstract
We present a method of deriving linearizing transformations for a class of second order
nonlinear ordinary differential equations. We construct a general form of a nonlinear
ordinary differential equation that admits Bernoulli equation as its first integral. We
extract conditions for this integral to yield three different linearizing transformations,
namely point, Sundman and generalized linearizing transformations. The explicit forms
of these linearizing transformations are given. The exact forms and the general solution of
the nonlinear ODE for these three linearizables cases are also enumerated. We illustrate
the procedure with three different examples.
Keywords: Linearizing transformations, Ordinary differential equations, General
solutions
1. Introduction
Nonlinear ordinary differential equations (ODEs) can be solved in a number of ways.
For example, integration by quadrature, exploring Darboux polynomials and/or Jacobi
last multipliers, order reduction procedure through symmetry methods, direct lineariza-
tion and so on [1–7]. Among the above, the linearization of nonlinear ODEs got impetus
in recent years [8–14]. The task here is to transform the given nonlinear ODE into a
linear ODE whose solution is known. Confining our attention on second order nonlinear
ODEs a systematic study on this problem has been initiated by Sophus Lie long ago
[4]. He demonstrated that the nonlinear ODEs that can be transformed to free particle
equation should be cubic in first derivative whose coefficients (which are functions of t
and x) should satisfy a couple of second order partial differential equations [4, 5]. The
underlying linearizing transformation (LT) is considered as point transformation (PT)
since the new dependent (w) and independent (z) variables are functions of old depen-
dent (x) and independent (t) variables alone, that is w = F (t, x) and z = G(t, x) [5].
Later it has been shown that the linearizable ODEs under point transformations admit
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maximal Lie point symmetries [5]. Subsequently linearizing PTs have been identified
from the Lie point symmetries [4] itself.
The linearization of nonlinear ODEs under nonlocal transformation has also been
investigated in detail [15–18]. The necessary and sufficient condition for a second order
nonlinear ODE to be linearizable under the Sundman transformation (ST), w = f(t, x),
z =
∫
g(t, x)dt, had been analyzed by Duarte et al. [16]. Here f and g are functions of
t and x only. Unlike the PT the new independent variable z is considered in nonlocal
form. Since the independent variable z is nonlocal, it is difficult to invert the solution
from its linear counterpart [5]. The connection between λ-symmetries and Sundman
linearizable ODEs of second-order ODEs has been analyzed by few authors, see for
example Refs.[19, 20] and references therein.
Apart from the above two LTs, second-order nonlinear ODEs can also be linearized by
generalized linearizing transformations (GLT), namely w = f(t, x) and z =
∫
g(t, x, x˙)dt
[8, 21]. The difference between ST and GLT is that in the latter the new independent
variable z is generalized to contain the first derivative. Unlike the above two LTs the
connection between GLT and symmetries is not known. However, it has been demon-
strated that equations which cannot be linearized by PT and ST can be linearized by
GLT [21].
It is clear from the above facts that in linearization besides identifying the LTs one has
to device a suitable procedure to derive the general solution of the considered nonlinear
ODE. In this context, recently a simple but powerful method of identifying the LTs
has been introduced [8]. In this method the LTs have been identified from the first
integral itself by rewriting it as a ratio of two perfect derivative functions. A perfect
derivative function that appears in the numerator acts as the new dependent variable
(w) and the function that appears as a perfect derivative in the denominator acts as the
new independent variable (z), which inturn linearizes the nonlinear ODE. Interestingly,
unlike the other methods, this procedure readily gives all the aforementioned LTs, namely
PT, ST and GLT in a simple and straightforward manner [8]. This method also produced
several new LTs in higher order ODEs which are previously unknown [8].
In the earlier works, the usefulness of this method has been demonstrated only for
specific examples. In this work, we derive a general form of second order nonlinear ODE
that can be linearized by the aforementioned LTs. We also derive the first integral for the
considered nonlinear ODE. We then extract the conditions for this integral to yield PT.
We also present the explicit form of the PT that linearizes the nonlinear ODE. We then
move on to identify the condition for this integral to give the ST. The explicit form of
the ST that linearizes the nonlinear ODE is also given. Finally, by rewriting the integral
suitably we explore the explicit form of the GLT that linearizes yet another family of
ODEs. Our result shows that in the case of Sundman linearizable, the first integral
should be a linear polynomial in x˙. This result agrees with the one reported earlier [19].
In other words once a nonlinear ODE is identified as a linearizable equation then one
can follow the procedure given in this paper and identify the LT readily. In the earlier
works, the general solution of the nonlinear ODE has been derived only from the known
solution of its linear counterpart which pose some obstacles in the case of ST and GLT
since the independent variable in them are nonlocal. Differing from that, in this work,
the general solution of the nonlinear ODE is given explicitly for all three cases. The
general solution is derived by integrating the integral directly. The procedure developed
in this paper not only gives the LTs but also its general solution in a straightforward
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way.
The structure of the paper is as follows: In section 2, we identify the general form
of the nonlinear ODE that admits Bernoulli equation as its first integral. In section
3, we present the method of obtaining LTs from the first integral. We also derive the
conditions to obtain PT and ST from this integral. The explicit forms of these two LTs
are given. We then extract the explicit form of the GLT from the integral. In section 4,
we consider three different examples, one for PT, second for ST and last one for GLT, and
demonstrate the method of identifying the LTs, first integral and the general solution.
Finally, in Sec. 5, we present our conclusion.
2. Explicit form of the linearizable equation
As our aim to derive the LTs from the first integral we start our analysis by considering
an integral which is rational in x˙, that is
I(t, x, x˙) =
A(t, x)x˙ +B(t, x)
C(t, x)x˙ +D(t, x)
, (1)
where the functions A,B,C and D are functions of x and t whose exact expressions are
to be determined.
The integral has been assumed in a natural way. For a class of nonlinear ODEs the
first integral can be written either in a polynomial form or in the rational form. For
example, the nonlinear oscillator equation x¨ − 2
x
x˙2 + 2x
t2
= 0 admits the first integral in
the form tx˙−x
t2x2
whereas the nonlinear oscillator equation x¨ − 3xx˙
2
x
− x˙
t
= 0 admits the
first integral in the form x˙
tx3
. In fact a class of nonlinear oscillator equations of the form
x¨ + f(x)x˙2 + g(x)x˙ + h(x) = 0 admit the first integral in the rational form. With this
observation, in our analysis, we consider the integral in the form (1).
To determine the nonlinear ODE that admits (1) as its first integral, we proceed as
follows. We rewrite the first integral (1) to obtain
x˙ =
Bˆ − IDˆ
CˆI − 1
. (2)
where N
A
= Nˆ , N = B,C,D. For simplicity, we consider Cˆ(t, x) is a function of t alone,
that is Cˆ = f(t). Now defining the denominator as a new function, say f˜(t) = 1
f(t)I−1 ,
Eq.(2) can be rewritten in the form
x˙ = f˜(t)(Bˆ − IDˆ). (3)
Since linearizable nonlinear ODEs are solvable, the corresponding order reduced nonlinear
ODE (3) not only be solvable but its solution should also be known. The most general
first order nonlinear ODE whose solution explicitly known is the Bernoulli equation.
Comparing the first order ODE (3) with Bernoulli equation, we can fix the functions, Bˆ
and Dˆ, are of the form
Bˆ = r1(t)x+ r2(t)x
q , Dˆ = r3(t)x + r4(t)x
q, (4)
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where ri(t), i = 1, 2, 3, 4, are functions of t and q is an integer. Substituting these forms
in (3), we obtain
x˙ = a(t)x+ b(t)xq , (5)
where
a(t) = f˜(t)[(r1(t)− Ir3(t))], b(t) = f˜(t)[(r2(t)− Ir4(t))]. (6)
The Bernoulli equation (5) can be derived from the integral
I(t, x, x˙) =
x˙+ r1(t)x+ r2(t)x
q
x˙f(t) + r3(t)x+ r4(t)xq
. (7)
The second order nonlinear ODE which admits the first integral (7) should be of the
form
x¨+ a2(t, x)x˙
2 + a1(t, x)x˙ + a0(t, x) = 0. (8)
The coefficients a2, a1 and a0 can be expressed in terms of the functions ri, i = 1, 2, 3, 4
and f(t), that is
a2(t, x) =
r1(t)f(t)− f˙(t)− r3(t) + (f(t)r2(t)− r4(t))qx
q−1
Λ
, (9a)
a1(t, x) =
(f(t)r˙2(t) + r3(t)r2(t)q + r1(t)r4(t)− r1(t)r4(t)q − r2(t)r3(t)− r2(t)f˙(t)− r˙4(t))x
q
Λ
+
(r˙1(t)f(t)− r1f˙(t)− r˙3(t))x
Λ
, (9b)
a0(t, x) =
(r˙1(t)r3(t)− r1(t)r˙3(t))x
2 + (r3(t)r˙2(t) + r4(t)r˙1(t)− r1(t)r˙4(t)− r2(t)r˙3(t))x
q+1
Λ
+
(r4(t)r˙2(t)− r2(t)r˙4(t))x
2q
Λ
, (9c)
with Λ = (r3(t)− r1(t)f(t))x + (r4(t)− r2(t)f(t))x
q .
In the following, we discuss the method of identifying the LTs from the first integral.
3. Method of obtaining the LTs
3.1. General Theory
Let us assume that the second order nonlinear ODE (8) admits a first integral I(t, x, x˙)
which is constant on the solutions. Now rewriting the first integral I = f(t, x, x˙) as a
product of two terms, namely a perfect derivative dF
dt
and 1
G(t,x,x˙) , that is
I =
1
G(t, x, x˙)
d
dt
F (t, x). (10)
Suppose the function G(t, x, x˙) is also a perfect derivative of another function z, that is
G = dz(t,x)
dt
, then the above first integral can be simplified to
I =
dF
dt
dG
dt
=
dF
dG
=
dw
dz
, (11)
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where w and z are new dependent and independent variables, respectively. Differentiating
Eq. (11) with respect to z, we find
d2w
dz2
= 0. (12)
In the above,
w = F (t, x) and z =
∫
G(t, x, x˙)dt. (13)
Solving Eq. (12) we find w = I1z + I2, where I1 and I2 are integration constants. From
the latter expression we can deduce the solution of the nonlinear ODE. The new variables
w and z are nothing but the LT for the given second order nonlinear ODE since they
transform the given second order nonlinear ODE into the free particle equation (12).
The nature of ω and z fixes the LTs to be a PT or ST or GLT. For example, if
the function G in (10) is independent of the variable x˙ then it becomes an ST. On
the other hand G is a perfect differentiable function then it becomes an PT, that is,
G(t, x, x˙) = d
dt
Gˆ(t, x), then dT = dGˆ
dt
dt⇒ T = Gˆ(t, x). The transformation given in (13)
is nothing but the GLT.
3.2. Identifying linearizing transformations of (7)
To identify the LTs from the integral (7) we have to rewrite the numerator and denom-
inator of it as two separate perfect differentiable functions. To begin, let us concentrate
on the numerator. To write this function, (x˙ + r1x + r2x
q), as a perfect derivative we
multiply it by a function R1 (with the assumption that R1 has to be determined) so
that it becomes R1(x˙+ r1x+ r2x
q) = dF
dt
= Ft + x˙Fx. Now comparing the coefficient of
x˙ on both sides we find Fx = R1 and Ft = R1(r1x + r2x
q). Integrating this system of
equations, we find
R1 = (1− q)x
−qe(1−q)
∫
r1(t)dt. (14)
Following the same procedure on the denominator we observe that it can be rewritten
as a perfect derivative upon multiplying by the function
R2 =
(1− q)x−qe(1−q)
∫ r3
f(t)
dt
f(t)
. (15)
With the help of R1 and R2 the first integral (7) can now be brought to the form
I =
1
(1−q)x−qe(1−q)
∫
r1(t)dt
d
dt
(
x(1−q)e(1−q)
∫
r1(t)dt + (1− q)
∫
e(1−q)
∫
r1(t)dtr2(t)dt
)
f(t)
(1−q)x−qe
(1−q)
∫ r3
f(t)
dt
d
dt
(
x(1−q)e
(1−q)
∫ r3
f(t)
dt + (1− q)
∫
e
(1−q)
∫ r3
f(t)
dt r4
f(t)dt
) . (16)
It is straightforward to verify that upon evaluating the total derivatives that appear
in (16) and multiplying by their prefactors and simplifying the resultant expression it
reduces to (7). In other words, the integral (7) has been just rewritten as ratio of two
perfect derivative functions with some prefactors. Since the integral (7) has now been
rewritten in the desired form, we can identify the LT from it in a straightforward manner.
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3.3. Point transformation
The PT can be extracted from the first integral (16) provided the prefactors that
appear in the numerator and denominator should cancel each other. Upon imposing this
constraint, we find
r1(t) =
f˙(t)
f(t)(q − 1)
+
r3(t)
f(t)
. (17)
The second order nonlinear ODE (8) admits PT only if it satisfies the condition (17).
With this constraint, the first integral now becomes
I =
d
dt
(
x(1−q)e(1−q)
∫
r1(t)dt + (1− q)
∫
e(1−q)
∫
r1(t)dtr2(t)dt
)
d
dt
(
x(1−q)e
(1−q)
∫ r3
f(t)
dt + (1− q)
∫
e
(1−q)
∫ r3
f(t)
dt r4
f(t)dt
) . (18)
From (18) we can readily identify the linearizing PT and it is of the form
ω = x(1−q)e(1−q)
∫
r1(t)dt + (1− q)
∫
e(1−q)
∫
r1(t)dtr2(t)dt
z = x(1−q)e(1−q)
∫ r3(t)
f(t)
dt + (1 − q)
∫
e
(1−q)
∫ r3(t)
f(t)
dt r4(t)
f(t)
dt. (19)
We note here that for the given nonlinear ODE (8), r1, r2, r3 and r4 are known.
Substituting their explicit forms in (18) and (19) one can get the first integral and the
LT explicitly in a straightforward manner. The general solution of (8) can be identified
by integrating the Eq. (5). Upon imposing the constraint (17) in the general solution of
(5), we find
x(t)1−q =
(
Ce(1−q)µ + (1− q)e(1−q)µ
∫
e(q−1)µf˜(t)[r2(t)− Ir4(t)]dt
)
, (20)
where µ =
∫
f˜(t)[ f˙(t)
f(t)(q−1)+
r3(t)
f(t) −Ir3(t)]dt and C and I are the two arbitrary constants.
3.4. Sundman transformation
If the given equation does not satisfy the constraint (17), then the integral (16)
provides either a ST or a GLT. As far as the ST is concerned, the new independent
variable should not contain the derivative term inside the integral. With this in mind
now let us rewrite the first integral (16) as
I =
d
dt
(
x1−qe(1−q)
∫
r1(t)dt + (1− q)
∫
e(1−q)
∫
r1(t)r2(t)dt
)
f(t)e(1−q)
∫
r1(t)dt
e
(1−q)
∫ r3(t)
f
dt
d
dt
(
x(1−q)e
(1−q)
∫ r3
f(t)
dt + (1− q)
∫
e
(1−q)
∫ r3
f(t)
dt r4
f(t)dt
) . (21)
Let us focus our attention on the denominator. Evaluating the differentiation and mul-
tiplying by the prefactor given in (21), the denominator simplifies to
(1− q)e(1−q)
∫
r1(t)dt(fx−qx˙+ x1−qr3(t) + r4(t)). (22)
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This expression can be written as a perfect derivative in two different ways. One without
x˙ term inside the perfect derivative and the another with x˙ term inside the perfect
derivative. The first choice is possible only in the case f(t) = 0. With this restriction,
Eq. (22) can be written as
d
dt
(
(1− q)
∫
e(1−q)
∫
r1(t)dt(r3(t)x
1−q + r4(t))
)
dt. (23)
The integral (21) now reads
I =
d
dt
(
x1−qe(1−q)
∫
r1(t)dt + (1− q)
∫
e(1−q)
∫
r1(t)r2(t)dt
)
d
dt
(
(1− q)
∫
e(1−q)
∫
r1(t)dt
(
r3(t)x1−q + r4(t)
)
dt
) . (24)
From (24) we can identify the LT as
ω = x1−qe(1−q)
∫
r1(t)dt + (1 − q)
∫
e(1−q)
∫
r1(t)dtr2(t)dt,
z = (1 − q)
∫
e(1−q)
∫
r1(t)dt(r3(t)x
1−q + r4(t))dt. (25)
From (25) it is clear that the new independent variable z has been identified in nonlocal
form and it is a function of t and x alone. Suppose the given equation is Sundman
linearizable then substituting the expressions r1, r2, r3 and r4 in (25) one can readily
obtain the ST. Since f(t) = 0, the integral (7) now becomes
I(t, x, x˙) =
x˙+ r1(t)x+ r2(t)x
q
r3(t)x + r4(t)xq
= P (t, x)x˙ +Q(t, x), (26)
where
P (t, x) =
1
r3(t)x + r4(t)xq
, Q(t, x) =
r1(t)x + r2(t)x
q
r3(t)x + r4(t)xq
. (27)
As far as ST is concerned we have an integral which is a polynomial in x˙. This result
agrees with the one reported earlier [19].
The general solution of the nonlinear ODE (8) can be obtained by integrating (26).
Doing so, we find
x(t)1−q = e(1−q)
∫
(Ir3(t)−r1(t))dt(C + (1− q)
∫
e(q−1)
∫
(Ir3(t)−r1(t))dt(Ir4(t)− r2(t))dt),
(28)
where C and I are the integration constants.
3.5. Generalized linearizing transformation
In case f(t) 6= 0 for the given nonlinear ODE then the denominator can be rewritten
as a perfect derivative only in the form
d
dt
(
(1− q)
∫
e(1−q)
∫
r1(t)dt
(
x−qf(t)x˙+ r3(t)x
1−q + r4(t)
)
dt
)
(29)
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so that the integral now becomes
I =
d
dt
(
x1−qe(1−q)
∫
r1(t)dt + (1− q)
∫
e(1−q)
∫
r1(t)r2(t)dt
)
d
dt
(
(1− q)
∫
e(1−q)
∫
r1(t)dt
(
x−qf(t)x˙+ r3(t)x1−q + r4(t)
)
dt
) . (30)
From (30) we can readily identify the LT as
ω = x1−qe(1−q)
∫
r1(t)dt + (1− q)
∫
e(1−q)
∫
r1(t)dtr2(t)dt,
z = (1− q)
∫
e(1−q)
∫
r1(t)dt(x−qf(t)x˙+ r3(t)x
1−q + r4(t))dt. (31)
Since the new independent variable does admit the variable x˙ we call this transformation
as GLT.
The general solution of (8) that can be linearized by GLT is given by
x(t)1−q =
(
Ce(1−q)µ + (1− q)e(1−q)µ
∫
e(q−1)µf˜(t)[r2(t)− Ir4(t)]dt
)
, (32)
where µ =
∫
f˜(t)[r1(t)− Ir3(t)]dt and C and I are the two arbitrary constants.
4. Examples
In this section, we demonstrate the above procedure with three examples. In the first
example we consider an ODE that is linearizable by PT and in the second example we
consider an ODE that is linearizable by ST. Third example is included to illustrate the
linearization through GLT.
4.1. Example 1: Point transformation
Let us consider the following example
x¨+ 3K(t)xx˙+K(t)2x3 + K˙(t)x2 + λ(t)x = 0, (33)
where K(t) and λ(t) are functions of t. In the sub-case, K(t) = constant = K and
λ(t) = constant = λ, Eq. (33) becomes the well known modified Emden equation with
linear external forcing whose solvability and dynamics (both classical and quantum) have
been investigated extensively by various authors [22–25].
Equation (33) satisfies the Lie’s linearizibility criteria and hence it is linearizible by
PT. It is tedious to determine the linearizing PT from the Lie symmetries [4, 7]. In the
following, the LTs and the solution are derived in a simple and straightforward manner
through the above said procedure. To begin, let us construct the first integral of (33).
By equating the coefficients of (33) with (9), we can find the first integral of the given
equation. Since (33) does not contain x˙2, we have a2 = 0. Solving a2 = 0 with (9a), we
obtain the following expressions
r4(t) = r2(t)f(t), r3(t) = r1(t)f(t)− f˙ , (34)
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where over dot represents the derivative with respect to t. Substituting the above forms
in (9b) with a1 = 3K(t)x and solving the resultant expressions we find
q = 2, r1(t) =
f¨
2f˙
, r2(t) = K(t). (35)
Substituting the above parameters in (9c) and equating the resultant expression with
the coefficient a0 = K(t)
2x3 + K˙(t)x2 + λ(t)x and solving the underlying equations we
obtain
λ =
...
f
2f˙
−
3
4
f¨2
f˙2
. (36)
With these parameters (34)-(36), the first integral of (33) now reads (see Eq. (7))
I =
x˙+ f¨
2f˙
x+K(t)x2
fx˙+ ( f¨f
2f˙
− f˙)x+K(t)fx2
. (37)
Upon substituting (34) in (17) the latter constraint is satisfied. This in turn confirms
that the given equation is linearizable. The integral now reads
I =
d
dt
(
1
xf˙
1
2
−
∫
1
f˙
1
2
K(t)dt
)
d
dt
(
f
xf˙
1
2
−
∫
f
f˙
1
2
K(t)dt
) = dwdt
dz
dt
=
dw
dz
. (38)
From (38) we can readily identify the linearizing PT in the form
w =
1
xf˙
1
2
−
∫
1
f˙K(t)
1
2
dt, z =
f
xf˙
1
2
−
∫
f
f˙
1
2
K(t)dt. (39)
By substituting the parameters (34) - (36) in (20), we can get the general solution of
(33) as
x(t) =
e−δ
(C −
∫
(eδ f˜K(t)(1 − If))dt)
, (40)
where δ =
∫
f˜(
...
f
2f˙
− I( f¨f
2f˙
− f˙))dt and C and I are arbitrary constants.
4.2. Example 2: Sundman transformation
Let us consider the following ODE, namely
x¨−
1
x
x˙2 −
x˙
t
= 0. (41)
Eq. (41) passes the Sundman linearizibility criteria [19]. In the following, we demonstrate
the method of deriving ST for this equation. Comparing (41) with (8), we find a2 = −
1
x
,
9
a1 = −
1
t
and a0 = 0. Substituting the latter expressions in (9a)-(9c) and solving the
resultant equations, we find
r1 = r2 = r4 = 0, q = 0, r3 = t, f = 0. (42)
With these expressions the integral (7) read
I =
x˙
xt
=
d
dt
x
d
dt
(
∫
xtdt)
. (43)
Eq. (43) gives us
w = x, z =
∫
xtdt. (44)
Substituting (43) in (28) we can obtain the solution of (41) straightaway in the form
x(t) = CeI
t2
2 , (45)
where C and I are integration constants.
4.3. Example 3: Generalized LT
To demonstrate the method of identifying GLT, we consider a general equation of the
form
x¨+ 3K(t)xnx˙+K(t)2x2n+1 + K˙(t)x2n + λ(t)x = 0. (46)
Substituting n = 1, Eq. (46) becomes Eq. (33). While the latter equation is linearizable
through the PT and the former is linearizable by GLT, as we see below. Comparing the
above equation (46) with (8) and solving the Eqs.(9a)-(9c), we find
q = n+ 1, r1 =
f¨
2f˙
, r2 =
3K(t)
n+2 , r3 =
f¨f
2f˙
− 9(n+2)2 f˙ ,
r4 =
3K(t)f
n+2 , λ =
(n+2)2
9
...
f
2f˙
− 34
f¨2
f˙2
. (47)
Substituting the above parameters in (7) and rearranging it we get the first integral I as
I =
x˙+ 3K(t)
n+2 x
n+1 + f¨
2f˙
x
f(x˙+ f¨
2f˙
x+ 3K(t)
n+2 x
n+1)− 9(n+2)2 f˙x
. (48)
Now substituting the parameters (47) in (17) and we find that the Eq. (17) is not
satisfied. Since f(t) 6= 0 in the present example it should admit GLT. To obtain the
explicit form of it, we substitute the parameters (47) in (24). Here we find
I =
d
dt
(
x−nf˙
−n
2 − 3n
n+2
∫
f˙
−n
2 K(t)dt
)
d
dt
(
− n
∫
f˙
−n
2 (x−(n+1)fx˙+ ( f¨f
2f˙
− 9(n+2)2 f˙)x
−n + 3K(t)
n+2 f)dt
) . (49)
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Now comparing Eq. (49) with I =
dw
dt
dz
dt
, we find
ω =
(
−3n
n+ 2
x−nf˙
−n
2
∫
f˙
−n
2 K(t)dt
)
, (50)
z =
(
− n
∫
f˙
−n
2 (x−(n+1)fx˙+ (
f¨ f
2f˙
−
9
(n+ 2)2
f˙)x−n +
3K(t)
n+ 2
f)dt
)
.
We substitute the parameters given in Eq.(47), in Eq.(32) so that the general solution
of Eq. (46) can readily be identified as
x(t) =
(
Cenδ − nenδ
∫
e−nδf˜
3K(t)
n+ 2
[1− Ifdt)
)
−n
, (51)
where δ =
∫
f˜
(
f¨
2f˙
− I
(
f¨
2f˙
f − 9(n+2)2 f˙
))
dt, C and I are arbitrary constants.
5. Conclusion
In this paper, we have developed a method of deriving LTs for a class of second order
nonlinear ODEs. Through this procedure one can identify the first integral, LTs and the
general solution of the given nonlinear ODE (provided it is linearizable) in a simple and
straightforward manner. We have also demonstrated the proposed algorithm with three
different examples. Suppose the given nonlinear ODE is linearizable through multiple
LTs the present procedure identifies all of them in a straightforward manner which can
be considered as an added feature compare to other existing methods. To derive these
linearizing transformations one has to consider a suitable integral. Interestingly, the
same procedure can be extended to identify the LTs in higher order ODEs. In higher
order ODEs it is often cumbersome to derive the LTs. In those situations the proposed
procedure will play a crucial role.
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