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a b s t r a c t
In this paper the problem of controlling unstable fixed points (in discrete systems) and
periodic orbits (in continuous system) is investigated via a new scheme involving fractional
derivatives. This method is based on applying feedback of measured states and using the
period of fixed points and periodic orbits. In thismethod there is no need of information for
fixed point and periodic orbits, just the period is enough. The effectiveness of this method
is investigated via some demonstrative example.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Since 1990,when the OGYmethod [1]was proposed, controlling chaos by stabilizing unstable periodic orbits (UPOs) have
received a great deal of interest among the physicists and engineers. In 1992, Pyragas suggests a linear delayed feedback
scheme for controlling the chaos [2]. One advantage of his work is that the presentedmethod does not need any information
of the periodic solutions other than its period. So many other methods to stabilize unstable fixed points in chaotic systems
have been reported afterward such as: Delayed Feedback Control (DFC) for discrete-time chaotic systems [3], DFC for
continuous time chaotic systems [4], Extended Delayed Feedback Control (EDFC) [5], unstable delayed feedback control [6],
nonlinear DFC [7], minimum entropy control [8] and fuzzy minimum entropy control [9] based on DFC scheme.
The fractional calculus is dealing with integration and derivation of non-integer order [10,11]. The history of fractional
calculus backs to 18th century in the very basicworks of Euler and Lagrange and also systematic studies of Liouville, Riemann
and Holmgren in the 19th Century. The first application of the fractional calculus was accomplished by Abel in 1823 where
he has been investigating the solution of famous problem of tautochrone [10]. Nowadays this tool is used to model so many
systems in variety of fields; viscoelastic structure [12], vibration and suspensions [13], fractional conservation of mass [14]
and diffusion [15–20].
Also the method of fractional calculus is now very popular in the control area [10,11,21–28], especially in chaos
control [29–31]. In most of the papers in chaos control, the model is needed in order to derive controllers [30], but the
important point in chaos control is that in many cases the mathematical model of the system is not known, and the
complexity and uncertainties of the system do not allow estimating a proper model for the system.
In this paper a fractional delayed feedback control is introduced to control unstable fixed point and unstable periodic orbit
without knowing the mathematical model of the system. Here we introduce the method for both discrete and continuous
systems. The main advantage of the proposed algorithm is that it does not need any information from the mathematical
model of the system and only the measured states of the system are enough for calculating the controller value, also it has
got the advantage of vast range of control gain compared to classic delayed feedback control. The proposed idea is applied to
the Logistic and the Henon maps as discrete cases and Duffing system as a continuous system. For Discrete system a semi-
analytical proof is given to show the stability of this controller. Also simulation results show the effectiveness of thismethod.
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The main difference of this paper with similar works like [31] is that here we assumed that the system is not fractional; but
the controller.
2. Preliminaries and definitions
The differintegral operator is the operator notation for fractional calculus denoted by t0D
α
t . The Commonly formulation
of this derivatives characterized by Riemann–Liouville, Grünweld–Letnikov and Caputo definitions.
Definition 1 (Riemann–Liouville Fractional Derivative [10]). The Riemann–Liouville derivative of fractional order is defined
as
RL
t0D
α
t f (t) =

1
Γ (−α)
∫ t
t0
(t − τ)−α−1f (τ )dτ α < 0
f (t) α = 0
Dn[t0Dα−nt f (t)] α > 0,
(1)
where n− 1 ≤ α < n and Γ (x) is the standard gamma function; Γ (x) = ∞0 tx−1e−tdt .
Definition 2 (Grünwald–Letnikov Fractional Derivative [10]). The Grünwald–Letnikov derivative for step size h of fractional
order is defined as
GL
t0 D
α
t f (t) = limN→∞
[
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m
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f
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where N is the number of points between the two limits of derivatives (t0 and t) and,
α
m

= Γ (α + 1)
m!Γ (α −m+ 1) . (3)
Definition 3 (Grünwald–Letnikov Fractional Order Difference [32]). The fractional order Grünwald–Letnikov difference is
defined as
GL
k ∆
α
n x(n) =
n−k
m=0
(−1)m

α
m

x(n−m), (4)
where x(n) is a vector of discrete values.
Definition 4 (Caputo Fractional Derivative [10]). The Caputo derivative of fractional order is defined as
C
t0D
α
t f (t) =

1
Γ (n− α)
∫ t
t0
f (n)(τ )
(t − τ)α+1−n dτ n− 1 < α < n
Dnf (t) α = n.
(5)
3. Chaos control via fractional delayed feedback
3.1. Discrete chaotic maps
3.1.1. Problem formulation
Consider a nonlinear map which generates a chaotic motion:
x(n+ 1) = f (x(n), u(n)), (6)
where x(n) ∈ Rn is the state vector, u(n) ∈ Rm is the control action, and f (., .) is a nonlinear map. It is assumed that the
function f (., .) is unknown but the system states are accessible. The fixed point of the system is also unknown. It is the point
that has got the following definition:
xF = f (xF , 0). (7)
Our aim is to design the control law u(n) such that the system is stabilized on its fixed point. Based on above definition the
control action on that fixed point is zero. The control suppresses the chaotic behavior and makes a more regular motion
which may be a periodic motion.
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3.1.2. Discrete fractional delayed feedback control
Let assume that the vector y ∈ Rl is the measured value of the chaotic system of Eq. (6), and is defined as follows:
y(n) = g(x(n)). (8)
Now define the delayed error e(n) ∈ Rl as
e(n) = y(n)− y(n− 1). (9)
It is the very basic definition that used in [2].
The fractional delayed feedback control is defined as
u(n) = G GLk ∆αn e(n), (10)
where G ∈ Rm×k is a controller gain matrix and α is the fractional difference order.
Now the closed loop system would be:
x(n+ 1) = f (x(n),G GLk ∆αn e(n)). (11)
When stabilization of the system is obtained and the error converges to zero, a fixed point is achieved and the system
governing equation dictates the stabilizing on a fixed point.
3.1.3. Stability analysis
For simplicity let rewrite the linearized version of system of Eq. (6) around xF as
δx(n+ 1) = Aδx(n)+ Bu(n), (12)
where A = ∂ f (x(n),u(n))
∂x |x(n)=xF ,u(n)=0, B = ∂ f (x(n),u(n))∂u |x(n)=xF ,u(n)=0 and δx(n) = x(n)− xF .
The linearized version of measured Eq. (8) is:
δy(n) = Cδx(n), (13)
where C = ∂g(x(n))
∂x |x(n)=xF and δy(n) = y(n)− g(xF ).
According to Eq. (10) the equivalent control action will be rewritten as
u(n) = G GLk ∆αn (y(n)− y(n− 1))
= G GLk ∆αn (δy(n)− δy(n− 1))
= GCGLk ∆αn (δx(n)− δx(n− 1))
= GC
[
(δx(n)− δx(n− 1))− α(δx(n− 1)− δx(n− 2))+ α(α − 1)
2
(δx(n− 2)− δx(n− 3))
+ · · · + (−1)k α(α − 1) . . . (α − k+ 1)
k! (δx(n− k)− δx(n− k− 1))
]
. (14)
Let δw(n) = δx(n − k − 1). Then the linearized system of Eq. (6) with action control of Eq. (14) around xF will become as
follows:
δx(n+ 1)
δw(n+ k+ 1)
.
.
.
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. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
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×

δx(n)
δw(n+ k)
.
.
.
δw(n+ 1)
δw(n)
 , (15)
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which can be simplified as
δx(n+ 1)
δw(n+ k+ 1)
...
δw(n+ 2)
δw(n+ 1)
 = Φ

δx(n)
δw(n+ k)
...
δw(n+ 1)
δw(n)
 . (16)
Thus, the local stabilization of Eq. (11) can be rendered to stability of linear system of Eq. (16). For this system we have got
following theorem.
Theorem 1. Let
H(z,G) = det[zI − Φ]; (17)
if all the eigenvalues of H(z,G) are inside unit circle around origin; then Eq. (11) is asymptotically stable.
Proof. It is straightforward and can be found in [33]. 
3.1.4. Stabilizing the 1-cycle fixed point of the Logistic map
Consider the Logistic map as
x(n+ 1) = λx(n)(1− x(n))+ u(n), (18)
where for λ > 3 the behavior of the uncontrolled system is chaotic. u(n) is the control action applied. The Logistic map is
usually explained the dynamics of population. x(n) is a number between zero and one, and represents the ratio of existing
population to the maximum possible population at year n. λ is a positive number, and represents a combined rate for
reproduction and starvation.
For stabilizing the 1-cycle fixed point of the system, fractional delayed feedback control is selected as
u(n) = G GLk ∆αn (x(n)− x(n− 1)). (19)
The measured value is x and the fixed point is xF = λ−1λ .
The linearized version around xF would be as follows
δx(n+ 1) = (2− λ)δx(n)+ u(n). (20)
Here first assume that k = 0; then the Eq. (11) will be rewritten as
δx(n+ 1) = (2− λ)δx(n)+ G(δx(n)− δx(n− 1)), (21)
and then Eq. (15) will be as follows[
δx(n+ 1)
δw(n+ 1)
]
=
[
2− λ+ G −G
1 0
] [
δx(n)
δw(n)
]
. (22)
Constructing H(z,G) based on Theorem 1 will result in
H(z,G) = det
[
z − 2+ λ− G G
−1 z
]
= z2 + z(−2+ λ− G)+ G. (23)
By Jury–Mardan test; one may find;
λ− 3
2
< G < 1. (24)
For k = 0; as seen in above; the effect of α is not shown.
For larger k, the same approach can be used. One may find the maximum eigenvalue value of H(z,G) noted as Λ and
check if it is inside the unit circle. It is checked for α = [−0.75,−0.5, 0.5, 0.75] and Fig. 1 shows the result of changing the
k for λ = 3.7 onΛ. It can be seen that there exists a range of stabilization for each of these values.
In Fig. 2, theΛ is computed over the range of G as Delayed feedback gain and α with the value of k = 100. The results in
blue region shows the area thatΛ is less than unity and thus one may expect the asymptotically stability in this region.
The above argument now will be checked via simulation. In simulation, it is assumed that the mathematical model of
the system is unknown, only the state variable x is measurable. In all simulations, the initial condition is assumed to be
x(0) = 0.2.
It is assumed the control action is started at state Nu, and k is selected as Nu. In this simulation we assumed Nu = 100.
In Fig. 3 the time result of the controller is shown which shows the complete convergence to its fixed point.
In Fig. 4, the contour of the settling time is presented against theα andG. As it can be seen that the range ofG inα = −0.5
is vaster than others. It is to benoted thatα = 0 represents the range of Classical Delayed FeedbackControl (DFC). In addition,
the range of stabilization shown in Fig. 4 approves the results illustrated in Fig. 2.
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Fig. 1. Maximum eigenvalue of the logistic system in the range of G according to change of kwith α = [−0.75,−0.5, 0.5, 0.75].
3.1.5. Stabilizing the 1-cycle fixed point of the Henon map
Also the Henon map is objected to apply the proposed algorithm. The Henon map is given as
x(n+ 1) = 1− ax2(n)+ y(n)+ u(n)
y(n+ 1) = bx(n). (25)
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Fig. 2. Contour of maximum eigenvalue (Λ) of the 1-cycle fixed point of the Logistic map. The blue region shows the area thatΛ is less than unity.
Fig. 3. Results of stabilizing the 1-cycle fixed point of the Logistic map.
Fig. 4. Contour of settling time of the 1-cycle fixed point of the Logistic map.
The system parameters are set to a = 1.4, b = 0.3. For the mentioned parameters the system shows chaotic behavior. The
Henon map is a well-known nonlinear map of degree 2 which shows chaotic motion. The 1-cycle fixed point of the above
system is xF = yF = 0.6314. The control action u(n) has a feedback form of
u(n) = G GLk ∆αn (x(n)− x(n− 1)). (26)
The linearized version around xF would be as follows
δx(n+ 1) = −2axFδx(n)+ bδy(n)+ u(n)
δy(n+ 1) = δx(n). (27)
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Fig. 5. Contour of maximum eigenvalue (Λ) of the 1-cycle fixed point of the Henon map. The blue region shows the area thatΛ is less than unity.
Fig. 6. Contour of settling time of the 1-cycle fixed point of the Henon map.
The same approach in logistic map can be repeated here. In Fig. 5, theΛ is computed over the range of G as Delayed feedback
gain and α with the value of k = 100. The results in blue region shows the area thatΛ is less than unity and thus one may
expect the asymptotically stability in this region.
In simulation, it is also assumed that the mathematical model of the system is unknown, only the state variable x is
measurable. Again it is assumed the control action is started at stateNu, and k is selected asNu. In this simulationwe assumed
Nu = 100. In all simulations, the initial conditions are assumed to be x(0) = 0.3 and y(0) = 0.2.
In Fig. 6, the contour of the settling time is presented against the α and G. As it can be seen the range of G in α = −0.6
is vaster than others. It is to be noted that α = 0 represents the range of Classical DFC. Besides, the range of stabilization
shown in Fig. 6 is in consistent with the results illustrated in Fig. 5.
3.2. Continuous chaotic system
3.2.1. Problem formulation
Consider a nonlinear system which shows a chaotic behavior:
x˙(t) = f (x(t), u(t)). (28)
x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control action, and f (., .) is a nonlinear function. Again, it is assumed that
all state variables of the system are available and the function f (., .) is unknown. The UPO (Unstable Periodic Orbit) of the
system is also unknown however its period T is assumed to be known. The UPO is the orbit of the system in Eq. (28) which
satisfies:
x˙UPO(t) = f (xUPO(t), 0), xUPO(t) = xUPO(t + T ). (29)
The main goal is to design the control law u(t) such that the system is stabilized on its UPO. If the stabilization on UPO
guaranteed, the control action would converge to zero and the control suppresses the chaotic behavior and makes a more
regular motion which is a periodic orbit.
3.2.2. Continuous fractional delayed feedback control
Let assume that the vector y(t) ∈ Rk is the measured value of the chaotic system of Eq. (28). Now define the delayed
error e(t) ∈ Rk as
e(t) = y(t)− y(t − T ). (30)
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Fig. 7. Time results of stabilizing the UPO of the Duffing system.
The fractional Delayed Feedback control is now defined as
u(t) = G t0Dαt e(t), (31)
where G ∈ Rm×k is the Controller Gain Matrix and α is the fractional difference order.
Now the closed loop system would be
x˙(t) = f (x(t),G t0Dαt e(t)). (32)
If the delayed error defined by (30) converges to zero, then the control action will become zero and hence a periodic orbit
of the system is achieved.
3.2.3. Stabilizing the first UPO of the Duffing system
Consider the Duffing system as
x¨ = αx+ βx3 + γ x˙+ δ cos t + (1+ x2)u, (33)
where u is the control action and for u = 0 the standard Duffing equation is obtained. For α = 1, β = −1, γ = −0.15 and
δ = 0.3 the uncontrolled system shows chaotic behavior.
For stabilizing the 1-cycle periodic orbit of the system (T = 2π ) the fractional Delayed Feedback control is selected as
u(t) = G GLt0 Dαt (x(t)− x(t − T )). (34)
Although a stabilization proof will not submit here; the proposed method will be checked via simulation results. In
simulation, it is assumed that the mathematical model of the system is unknown, only the state variable x is measurable.
It is assumed the control action is started at time Tu. It means that the control action has got the memory of error
from Tu.
In Fig. 7, the time result of the controller on stabilizing the system on its UPO is shown. In all simulation, the initial
condition assumed to be x(0) = 0.1 and x˙(0) = 0.2
In Fig. 8, the contour of the settling time is presented against the α as order and G as gain. As it can be seen the range of
G in α = 0.3 is vaster than others. Although it is to be noted that α = 0 represents the range of Classical DFC.
3.3. Fractional derivatives in practice
For simulation in above some practical implementation is considered such as approximationmethods and short memory
principles.
3.3.1. Approximation methods
Implementation of the fractional derivatives especially for control system is not straightforward. There are many
methods to approximate fractional derivatives [34]; Crone Approximation [35], Carlson [36] and CFE (Continued Fraction
Expansion) [37]. Here we are using Grünwald–Letnikov derivative as the discretizing method and thus we shall write
Eq. (31) as
u(t) = G GLt0 Dαt e(t). (35)
It can be easily shown that using each kind of approximation may lead to different results.
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Fig. 8. Contour of settling time of the UPO in the Duffing system.
3.3.2. Grünwald–Letnikov difference and derivative with short memory principles
To use the Grünwald–Letnikov derivative in practice, we need to cut-out the summation of series in one point [10]. Thus
in practice only L number of values were considered in fraction formula, thus in the discrete controller we have
u(n) = G k−LGL∆αn e(n), (36)
and in continuous controller one may write
u(t) = G GLt−hLDαt e(t), (37)
where h is the discretizing step size defined in Definition 2.
In the last simulation we chose Tu = 100, h = 0.01 and L = 10,000.
4. Conclusion
In this paper a fractional scheme is proposed to stabilize the fixed points and UPOs of chaotic discrete and continuous
time systems via fractional derivatives. In this method the model of the system is not needed and the controller uses the
delayed error of measured states to synthesize the feedback signal.
The method is firstly considered in discrete-time systems and detailed proof is presented for this system. Then via
simulations the stability regions of the controller for two systems of Logistic and Henon maps are introduced.
Also for continuous time systems, a simulation shows the effectiveness of the controller. As can be seen, this method
extends the range of possible DFC controllers vastly.
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