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Inhaltsangabe
In dieser Arbeit werden zwei bekannte granulare Problemstellungen – der Fluss ent-
lang der schrägen Ebene und die Musterbildung unter vertikaler Vibration – mithilfe
eines Kontinuumsmodells untersucht. Dieses Modell wird basierend auf den Cauchy-
Bewegungsgleichungen mit einer nichtnewtonschen Viskosität und einem plastischen
Term abgeleitet und untersucht.
Dafür werden zunächst die wichtigsten Erkenntnisse der granularen Rheologie zu-
sammengefasst und grundlegende Eigenschaften besprochen. Der Fokus liegt dabei
auf der Bagnold-Reibung, die die Skalierung zwischen Scherspannung und Scherrate
beschreibt, und der druckabhängigen Grenzspannung, die ein wesentlicher Eﬀekt der
Reynolds’ Dilatanz ist. Dann erfolgt die Aufbereitung der Experimente und derer Re-
sultate für den Fluss entlang der schrägen Ebene und der Musterbildung unter vertika-
ler Vibration. So zeigt sich im Fluss entlang der schrägen Ebene ein charakteristisches
Geschwindigkeitsproﬁl mit einer hysteretischen Abhängigkeit vom Verkippungswinkel.
Bei der vertikaler Vibration entstehen subharmonische Muster in Form von zeitlich
oszillierenden Rippeln, Quadraten und Hexagonen. Diese lassen sich in Abhängigkeit
der Vibrationsstärke in klare Entstehungsgebiete aufteilen.
Aufbauend auf diesen Grundlagen wird auf Basis der Cauchy-Bewegungsgleichungen
das Kontinuumsmodell abgeleitet. Es handelt sich dabei um eine inkompressible Im-
pulsgleichung mit einer scherverdünnenden Viskosität und einer druckabhängigen Grenz-
spannung. Somit handelt es sich – analog zu Herschel-Bulkley-Fluiden – um ein visko-
plastisches Kontinuumsmodell nichtnewtonscher Fluide. Das vorliegende Modell wird
nun zunächst auf den Fluss entlang der schrägen Ebene angewendet. Dabei werden
die Modellgleichungen um eine zusätzliche statische Grenzspannung erweitert, um im
Anschluss auf eine eﬀektiv eindimensionale Bewegungsgleichung reduziert zu werden.
Das System reproduziert das charakteristische Bagnold-Proﬁl der Geschwindigkeit und
ermöglicht Einblicke in das raumzeitliche Verhalten. So lassen sich das Entstehen des
Scherproﬁls analog zu den vorherigen Erkenntnissen der Literatur zeigen und eine
Propagationsfront, die die Scherung induziert, beobachten und beschreiben.
Die Entstehung der Muster unter vertikaler Vibration wird durch das Abheben und
das Aufschlagen des Granulats von der Platte induziert. Dieses Verhalten kann durch
das inelastische Bouncing-Ball-Modell beschrieben werden. Aus diesem erfolgt dann
die Kraftmodellierung für das Kontinuumsmodell, die den Eﬀekt der Vibration be-
rücksichtigt. Das mit dieser Kraftbeschreibung erweiterte Modell wird dann numerisch
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behandelt. Da es sich bei der Musterbildung um ein Problem mit freier Oberﬂäche
handelt, werden die Systemgleichungen im Rahmen der Volume-of-Fluid-Methode um
eine zweite Phase erweitert. Hierfür wird angenommen, dass sich oberhalb des Gra-
nulats Luft beﬁndet, welche allerdings keinen qualitativen Einﬂuss auf das System
ausübt. Das erweiterte Modell ist dann im Rahmen der Finite-Volumen-Methode Aus-
gangspunkt der numerischen Lösung. Die notwendigen Verfahren und Methoden zur
Diskretisierung und anschließenden Lösung werden vorgestellt. Die Durchführung ge-
schieht mit der Bibliothek für numerische Strömungsmechanik OpenFoam R© .
Die experimentell gefundenen Muster werden numerisch reproduziert und wesent-
liche Eigenschaften herausgestellt. So lässt sich das raumzeitliche Verhalten der Ge-
schwindigkeit beschreiben, so wie der Einﬂuss des Aufschlags der Platte im System.
Dafür werden charakteristische Größen, wie die mittlere kinetische Energie des Systems
in Abhängigkeit der Zeit, untersucht.
Abstract
In this thesis, two fundamental granular problems – the chute ﬂow and the pattern
formation under vertical vibration – are studied with a continuum model. This model
is derived from the Cauchy momentum equations with a non-Newtonian viscosity and
a plastic contribution.
In the ﬁrst step, important parts of the granular rheology are summarized and
main properties are outlined. The focus lies on the Bagnold friction, describing the
relationship between shear stress and shear rate, and the pressure-dependent yield
stress, a main eﬀect of the Reynolds’ dilatancy. The description and results of the
experimental setups of the chute ﬂow and the pattern formation are represented. The
chute ﬂow shows a characteristic velocity proﬁle as a function of the inclination angle.
This dependence is of hysteretic nature, leading to two critical angles. The pattern
formation under vertical vibration results in a subharmonic excitement of oscillatory
patterns of quadratic, ripple-like or hexagonal form. The occurrence can by divided
into regions mainly depending on the vibration strength.
Based on this foundations, the derivation of the continuum model based on the
Cauchy momentum equations is performed. In summary, this model is a incompressible
impulse equation with a shear-thickening viscosity and a pressure-dependent yield
stress. Such a model is called – in analogy to Herschel-Bulkley ﬂuids – a viscoplastic
continuum model for non-Newtonian ﬂuids. Subsequently, the model is applied to the
chute ﬂow. Therefore, an additional static yield is considered, followed by a reduction
of the underlying model to a one-dimensional set of equations. The resulting system
reproduces the characteristic Bagnold velocity proﬁle and gives insight into the spatio-
temporal behavior. In analogy to recent ﬁndings, the evolution of the shear proﬁle can
be analyzed leading to a propagation front inducing the shearing in the system.
The pattern formation under vertical vibration is driven by the lift and impact of
the granular system on the plate. This behavior can be well described by the inelastic
bouncing ball model. Based on this model, a forcing contribution of the vibration is
carried out and attached to the full continuum model. The extended model is analyzed
numerically. For the treatment of the free surface boundary of the granular system, a
second phase is added to the system using the volume of ﬂuid method. Air is chosen
as the second phase assuming that no qualitative change of the granular behavior is
induced. The two phase system is then solved with the ﬁnite volume method. The
necessary steps for the discretization and the solution are explained in detail. The
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realization is carried out with the computational ﬂuid dynamics library OpenFoam R© .
The experimentally observed patterns are reproduced and important properties are
described. The spatio-temporal behavior of the velocity is analyzed, revealing the sub-
stantial inﬂuence of the impacts. For this analysis, the dependence on characteristic
properties, for example the averaged kinetic energy, is investigated.
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1. Einleitung
Granulare Systeme – wie beispielsweise Sand oder Kies – lassen sich häuﬁg im All-
tag beobachten und sind ein Gebiet aktueller Forschung und Anwendungen. So las-
sen sich beispielsweise plastische Eigenschaften bei der Aufschüttung von Kies oder
der Hügelbildung bei Sanddünen, Segregationseﬀekte bei geschüttelten Systemen mit
unterschiedlichen Korngrößen oder Musterbildung, wie Sandrillen an der Küste, beob-
achten. Anwendung ﬁnden sie in verschiedensten Gebieten, wie in der Landwirtschaft
beim Bau und Entleeren von Silos [1, 2], im Bergbau beim Transport und Lagern von
Geröll oder Kohle, sowie in der Pharmazie bei der Produktion von Medikamenten und
deren Transport mit Schwingförderern [3, 4]. Es gibt also eine große Vielfalt dieser
Systeme, die im Allgemeinen auf folgende Art klassiﬁziert werden:
Ein granulares System – auch granulare Materie genannt – ist ein Ensemble ma-
kroskopischer Teilchen, welches im Wesentlichen über abstoßende Kontaktkräfte, wie
Stöße, wechselwirkt [5]. Die einzelnen Konstituenten haben typischerweise einen Durch-
messer von wenigen Mikrometern bis einige Zentimeter und reichen von homogen ge-
formten Sphären oder Scheiben, wie sie häuﬁg im Experiment [5,6] realisiert werden, bis
zu inhomogen geformten Teilchen unterschiedlicher Größen, wie sie typischerweise in
der Natur zu ﬁnden sind (siehe Abbildung 1.1). Bereits bei dieser informellen Deﬁnition
Abbildung 1.1.: Links: Sanddüne mit Rippeln in Marokko [7]. Rechts: Geröll an der
Ostseeküste [8].
lassen sich einige zentrale Eigenschaften dieser Systeme hervorheben: Die makrosko-
pische Ausdehnung dieser Systeme legt – unter Vernachlässigung von Verformungen
der einzelnen Konstituenten – eine Beschreibung im Rahmen der klassischen Mecha-
nik nahe. Ein einzelnes granulares Teilchen verhält sich wie ein starrer Körper, welcher
im Kontext von äußeren Kräften und Stößen mit seinen Nachbarn den Newton’schen
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Gesetzen unterliegt. Nun besteht ein Granulat aus einer Vielzahl von Konstituenten
und daher ist das Gesamtsystem ein klassisches Vielteilchenproblem starrer Körper.
Zusätzlich ist jedoch bei diesen nun auch das umgebende Medium von hoher Wich-
tigkeit, da dieses zusätzliche Eﬀekte induziert oder aber auch unterdrückt. So zeigen
trockene granulare Systeme durch Reibung induzierte elektrostatische Eﬀekte [9] und
bei nassen Systemen lassen sich Adhäsionseﬀekte durch Wasserbrückenbindungen fest-
stellen [10–12]. Ebenfalls ist der Übergang zu Fluid-Granulat-Suspensionen möglich,
wie den Schuttstrom (engl.: debris ﬂow), welcher bei geophysikalischen Untersuchungen
eine wichtige Rolle spielt [13,14].
Bereits Reynolds und Faraday beschäftigten sich mit granularer Materie und konnten
so Eigenschaften wie Dilatanz [15] oder Musterbildung [16] beschreiben. So untersuch-
te Faraday Fluide und granulare Systeme auf einer vertikal oszillierenden Oberﬂäche
und die dabei entstehende subharmonische Musterbildung, welche unter dem Namen
Faraday-Wellen bekannt sind [17–19]. Reynolds konnte die Dilatanz granularer Sys-
teme beschreiben, also die Auﬂockerung granularer Systeme, welche notwendig für
Scherbewegungen ist. Die nach ihm benannte Reynolds’ Dilatanz ist essentiell für das
Verständnis von granularer Materie, da sich aus ihr viele Eigenschaften, wie die Mög-
lichkeit der Hügelbildung, ergeben [20–22].
Eine bedeutende Arbeit zur mathematischen Beschreibung geht auf Bagnold zurück
[23, 24]. Im Rahmen zweidimensionaler geometrischer Überlegungen konnte er einen
Zusammenhang zwischen der Scherspannung und der Scherrate bei dicht gepackten,
granularen Systemen ableiten und experimentell veriﬁzieren [23]. Diese Relation – in
der Literatur zumeist Bagnold-Skalierung genannt – stellt einen wichtigen Schritt zur
Modellierung und Beschreibung granularer Systeme dar, da sie einen Ansatz für die
wirkenden Spannungen und deren Eﬀekt auf die Dynamik des Granulats ermöglicht. So
folgte auch eine Erweiterung dieses Skalengesetzes in Abhängigkeit der Trägheitszahl,
welches in einer Vielzahl an Untersuchungen bestätigt werden konnte [6, 23–25].
Einen weiteren wichtigen Schritt zum Verständnis dichter granularer Systeme gelang
Jop et al. [26]. Die Bagnold-Skalierung wurde auf ein allgemeineres Gesetz generalisiert,
welches nun zusätzliche druckabhängige plastische Eﬀekte berücksichtigt und somit
die Festkörpereigenschaften, wie Grenzspannungen, beschreiben kann. Basierend auf
diesen konnten einige weitere Phänomene, wie die Hystereseeigenschaft beim Fluss
entlang der schrägen Ebene [27], beschrieben werden.
Diese Arbeit legt den Hauptfokus auf zwei granulare Problemstellungen: Als erstes
wird der Fluss entlang der schrägen Ebene, der als konzeptionell einfaches System viele
Eigenschaften granularer Systeme zeigt, behandelt. Es werden charakteristische Ska-
lengesetze abgeleitet und das raumzeitliche Verhalten beschrieben. Als zweites erfolgt
die Beschreibung der Musterbildung unter vertikaler Vibration. Dies ist eine Parade-
beispiel für die kollektive Dynamik solch eines Systems, welches zu verschiedenen Mus-
tern [28–30] oder zeitlich oszillierende lokalisierte Strukturen [31], führt. Hierfür werden
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in beiden Fällen zunächst Erkenntnisse vorheriger Forschung dargestellt und die für
die Modellierung wichtigen Eigenschaften herausgestellt, um so die nötigen Zusam-
menhänge zur Modellierung durch die Cauchy-Bewegungsgleichungen zu ermöglichen.
Dann erfolgt die Ableitung des auf den inkompressiblen Cauchy-Bewegungsgleichungen
basierenden Modells. Hierfür wird ein Ansatz auf Basis der Überlegungen von Jop
et al. [26] für den Spannungstensor verwendet, der eine nichtlineare Viskosität mit
zusätzlicher druckabhängiger Grenzspannung beschreibt. Dabei wird eine Näherung
durchgeführt, die die Gleichung in eine für die numerische Lösung einfachere Form
bringt. Es folgt dann die Anwendung auf die erste in dieser Arbeit behandelten Pro-
blemstellung – dem Fluss entlang der schrägen Ebene. Das Modell wird auf eine ana-
lytisch lösbare, reduzierte Form gebracht und wichtige Erkenntnisse abgeleitet. Zur
Darstellung der Musterbildung unter vertikaler Vibration wird ergänzend das inelasti-
sche Bouncing-Ball-Modell und die daraus folgende Kraftmodellierung der Vibration
abgeleitet. Es folgt dann ein Kapitel, welches die für die numerische Behandlung er-
forderlichen Verfahren beschreibt. Dafür wird eine Erweiterung des Modells durch die
Volume-of-Fluid-Methode durchgeführt, die eine Beschreibung der bei dem Vibrati-
onsexperiment auftretenden freien Oberﬂäche durch ein Zwei-Phasen-System ermög-
licht [32, 33]. Dann erfolgt die räumliche und zeitliche Diskretisierung des Systems
anhand der Finite-Volumen-Methode und die Bestimmung der räumlichen und zeitli-
chen Ableitungen. Zuletzt erfolgt die Behandlung des PISO- und MULES-Verfahrens,
die zur Lösung der Inkompressibilität und der Phasenadvektionsgleichung notwendig
sind [34,35]. Die Umsetzung erfolgt mit der in C++ geschriebenen Programmbibliothek
OpenFoam R© in der Version 2.4.0 [36]. Die erhaltenen Resultate werden diskutiert und
auftauchende Relationen abgeleitet. Abschließend werden die gefundenen Ergebnisse
zusammengefasst und ein Ausblick über weitere Ansätze dargelegt.
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2. Granulare Rheologie
Die Rheologie beschäftigt sich mit den Fließ- und Verformungseigenschaften von einem
System. Die Kenntnis über diese ist äußerst wichtig für das Verständnis solcher Systeme
und eine Grundvoraussetzung für die kontinuumsmechanische Modellierung. Im Nach-
folgenden werden einige wichtige Erkenntnisse granulare Rheologie vorgestellt, die –
insbesondere im Falle der Skalengesetze für Scherspannung und Scherrate – Grundlage
für die theoretische Modellierung dieser Arbeit sind.
2.1. Packungsdichte und Reynolds’ Dilatanz
Da es sich bei granularen Systemen um makroskopische Vielteilchensysteme handelt,
ist die Anordnung der einzelnen Konstituenten zueinander von entscheidender Bedeu-
tung. Eine typische und im Kontext der granularen Rheologie häuﬁg verwendete Größe
ist die Packungsdichte Φ. Diese wird im Allgemeinen als Verhältnis des Gesamtvolu-
mens der Konstituenten zum gesamten belegten Volumen deﬁniert [37]. Diese ist nach
oben hin durch die maximale Packungsdichte Φmax beschränkt, bei der die Konstituen-
ten das maximal mögliche Volumen belegen. Diese wird allerdings im Experiment nicht
erreicht, da dafür eine ideale Anordnung realisiert werden müsste [37], daher bezeich-
net Φmax auch häuﬁg einfach die Packungsdichte eines ruhenden Systems. Nach unten
hin ist die Packungsdichte Φ ≥ 0 ebenfalls beschränkt. Bei diesem Zustand ist der
Abstand der einzelnen Konstituenten sehr groß, daher werden Systeme mit geringer
Packungsdichte als granulare Gase bezeichnet [38, 39].
Eine grundlegende Erkenntnis granularer Rheologie in Bezug auf die Packungsdich-
te stammt von Reynolds [15]. Ausgangspunkt seiner Überlegungen ist ein System von
ruhenden, harten, sphärischen Partikeln. Solch ein System von Kugeln würde in Abhän-
gigkeit von der anfänglichen Anordnung unter Einﬂuss von Gravitation seine maximal
mögliche Packungsdichte Φmax annehmen. Diese ermöglicht jedoch keine Bewegung der
einzelnen Konstituenten relativ zueinander, da diese durch die dichte Packung direkt
aneinander liegen und somit kein freier Raum für Bewegung vorhanden ist. Folglich
kann das System nicht scheren und sich nur kollektiv in eine Richtung bewegen. Im
Umkehrschluss erfordert also eine scherende Bewegung, bei der sich die Partikel re-
lativ zueinander bewegen, eine Verringerung der Packungsdichte Φ. Unter äußeren
Einﬂüssen, wie Gravitation, existiert dann sogar eine Grenzspannung im System, wel-
che überwunden werden muss um eine Auﬂockerung des Systems zu ermöglichen, die
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dann letztlich die Bewegung ermöglicht. Diese Eigenschaft wird Reynolds’ Dilatanz ge-
nannt und stellt bereits einen wichtigen Unterschied im Vergleich zu anderen Systemen,
wie beispielsweise newtonsche Fluide, dar. Die Abbildung 2.1 stellt diese schematisch
dar. Auch wenn dieses Phänomen qualitativ verstanden ist, so fehlt eine funktionale
Φmax
Spannungen
Φ
∼ unbekannt
Ruhe Bewegung
Abbildung 2.1.: Schematische Darstellung der Reynolds’ Dilatanz. Granulare Syste-
me zeigen Bewegung erst ab einer Grenzspannung (blaue gestrichelte
Linie). Das System verringert dann seine Packungsdichte um eine Be-
wegung der Konstituenten zueinander zu ermöglichen (blaue durchge-
zogene Linie).
Form, welche beispielsweise bei der mathematischen Modellierung verwendet werden
könnte. Dies liegt an den zahlreichen Einﬂüssen, welche die Abhängigkeit von der Pa-
ckungsdichte Φ bestimmen. So spielen die Systemränder und die Geometrie [6], die
Ausbildung von Kraftketten bei dichten Systemen [18] oder die Anfangskonﬁgurati-
on [37] eine entscheidende Rolle. So konnte beobachtet werden, dass der Druck am
Boden eines Silos im Wesentlichen nicht von der Höhe abhängt, da die Kraftketten zu
einem Druck an die Seitenwände führen [40, 41]. Dieser Eﬀekt der Kraftketten wird
auch als der Janssen-Eﬀekt bezeichnet und ist auch ein Grund für die Stabilität von
Sandhaufen [18,22,41].
Das in dieser Arbeit abgeleitete Modell nimmt an, dass die Variation der Packungs-
dichte gering ist bzw. der Eﬀekt dieser bei den jeweiligen Problemstellungen vernach-
lässigt werden kann, es gilt also
Φ ≈ const.
Plastische Eﬀekte, wie die Grenzspannungen, werden über andere Kriterien einge-
bunden, wie zum Beispiel dem Mohr-Coulomb-Kriterium. Solch eine Behandlung ist
besonders im Rahmen der kontinuumsmechanischen Modellierung günstig, da sonst
kompressible Systemgleichungen vonnöten wären.
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2.2. Skalengesetze zwischen Scherspannung und
Scherrate: Bagnold-Skalierung und Trägheitszahl
Die moderne Theorie granularer Systeme hat ihren Ausgangspunkt bei den Arbei-
ten von Bagnold. Dieser konnte ein Gesetz zwischen der Scherspannung τ und der
Scherrate γ˙ ableiten und experimentell veriﬁzieren [23, 24]. Somit ist ein Ansatz zur
mathematischen Modellierung gegeben, die die Berechnung von beispielsweise Strö-
mungsproﬁlen ermöglicht. Ausgangspunkt dieser Ableitung ist ein zweidimensionales
Kollisionsmodell, bei dem zwei parallele Schichten granularer Teilchen gegeneinander
geschert werden. Anhand geometrischer Überlegungen lässt sich nun der Geschwin-
digkeitsübertrag eines Partikels bei der Scherung in Relation zur Scherspannung τ
ansetzen und man erhält für die Scherspannung [23,42,43]
τ = ν0ρ0d
2
pf(Φ)γ˙
2 ∼ γ˙2. (2.1)
Dabei bezeichnet γ˙ die Scherrate, ν0 einen konstanten Vorfaktor, ρ0 die Dichte der
Partikel, dp den mittleren Partikeldurchmesser und f(Φ) eine unbekannte Funktion der
Packungsdichte Φ. Des Weiteren folgt aus diesen eine Relation für die Scherspannung
τ und der Normalspannung p der Form
τ
p
= tanα =: μ, (2.2)
wobei α einen Winkel, der von den umgebenden Parametern, wie äußere Kräfte, und
der lokalen Anordnung abhängt, darstellt und als innerer Reibungswinkel bezeichnet
wird. Der Koeﬃzient μ entspricht einem dimensionslosen Reibungskoeﬃzienten, wel-
cher nicht notwendigerweise konstant ist. Auch wenn diese Überlegungen zunächst
nur für ein Granulat-Fluid-Gemisch ohne den Einﬂuss von Gravitation getätigt und
überprüft wurden, so lassen sich die Resultate auf andere Realisierungen übertragen,
wie trockene granulare Systeme oder Systeme unter Gravitation [23, 24]. Mit diesen
Gleichungen ist es nun unter Bestimmung der Scher- und Normalspannungen τ bzw.
p eines Systems möglich Eigenschaften, wie Grenzspannungen oder Scherproﬁle, zu
bestimmen. Diese Relationen werden daher auch als Bagnold-Skalierung bezeichnet.
Eine erweiterte Beschreibung der Rheologie granularer Materie geschah durch die
Einführung der Trägheitszahl I und der Analyse dieser [6,26,44]. Diese ergibt sich aus
der Betrachtung der relevanten Zeitskalen im System, nämlich der Scherzeit
tc =
1
γ˙
,
welche die Zeitskala der Bewegungen granularer Partikel und Schichten zueinander
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beschreibt, und der Trägheitszeit
ti = dp
√
ρ
p
,
welche die Verschiebungszeit bei Drücken beschreibt [26,44,45]. Mit ρ wird die eﬀektive
Dichte des Granulats bezeichnet, die mit der Packungsdichte Φ über die Gleichung
ρ = Φρ0
verknüpft ist. Die Trägheitszahl I ergibt sich dann aus dem Verhältnis der beiden
Zeitskalen tc und ti zu
I =
ti
tc
= dpγ˙
√
ρ
p
. (2.3)
Ebenfalls lässt sich die Trägheitszahl I aus einer von zwei anderen dimensionslosen
Kenngrößen, nämlich der Savage-Zahl [46] oder der Coulomb-Zahl [47], auch direkt
ableiten. Die Wertebereiche dieser können nun folgendermaßen interpretiert und mit
der vorliegenden Dynamik des Systems verknüpft werden [6,44]: Kleine Werte der Träg-
heitszahl I beschreiben ein System, welches von den Drücken dominiert wird und sich
daher in einem quasi-statischen Zustand beﬁndet. Hohe Werte dagegen beschreiben
ein System, bei dem die Dynamik von den Bewegungen und Kollisionen der granu-
laren Partikel bestimmt wird. Ebenfalls ist es möglich verschiedene Systeme mithilfe
ihrer Trägheitszahl I zu vergleichen, da eine Variationen beider Zeitskalen tc und ti
bei konstanter Trägheitszahl I keine Änderungen der Systemeigenschaften zeigt [44].
Auf Basis dieser lässt sich nun die Bagnold-Skalierung (2.2) erweitern und auf eine
allgemeinere Form bringen [6, 26]
τ
p
= μ(I). (2.4)
Durch diese ist nun eine Berücksichtigung der Eﬀekte der verschiedenen Zustände,
welche durch die Trägheitszahl I beschrieben werden, möglich. Hierfür ist dann ein ge-
eigneter Ansatz für den Reibungskoeﬃzienten μ(I) notwendig. Dieses Skalengesetz gilt
allerdings zunächst nur für eine Raumdimension und ist daher nur bedingt für räumlich
mehrdimensionale Probleme geeignet. Jedoch ist eine Verallgemeinerung möglich, die
eine Anwendung auf Systeme wie die Cauchy-Bewegungsgleichung oder andere konti-
nuumsmechanische Modelle ermöglicht. Dies wird durch das Prinzip der Koaxialität
beschrieben [26, 48]. Dafür wird das Vektorfeld v, welches das als kontinuierlich ange-
nommene Geschwindigkeitsfeld der granularen Partikel beschreibt, eingeführt. Dann
generalisiert sich die Spannung τ zum Spannungstensor t durch folgende Relation
t = τ
D
|D|
(2.4)
= μ(I)p
D
|D| (2.5)
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2.2. Skalengesetze zwischen Scherspannung und Scherrate
mit dem Schertensor
D =
1
2
(
∇v +
(
∇v
)T)
und dessen Betrag
|D| =
√
1
2
tr(DDT) ≡ γ˙,
welche einer um den Faktor 1√
2
skalierten Frobenius-Norm entspricht. Diese ist im
Falle inkompressibler Systeme ∇ · v = trD = 0 und symmetrischer Matrizen D = DT
äquivalent zur zweiten Invarianten [49]
IID =
1
2
[
(trD)2 − tr(DD)
]
= −1
2
tr
(
DDT
)
= −|D|2
des SchertensorsD. Mit dieser Verallgemeinerung lassen nun sich verschiedenste Ansät-
ze im Rahmen der Kontinuumsmechanik untersuchen. Insbesondere haben alle diese,
die die Bedingung
μ(I → 0) → μy = 0
erfüllen, gemein, dass sie eine Grenzspannung
|t| ≥ τy = μyp
aufweisen, welche die druckabhängigen plastischen Eﬀekte im granularen System ähn-
lich zu denen in Bingham- oder Herschel-Bulkley-Fluiden beschreiben [50–53]. Ein
erfolgreicher Ansatz für den dimensionslosen Reibungskoeﬃzienten μ(I) geht dabei
auf Jop et al. zurück [26,45,54]. Dieser hat die Form
μ(I) = μy +
μ2 − μy
I0/I + 1
mit μ2 > μy zwei Reibungskoeﬃzienten und I0 einer Konstanten. Dieses Modell be-
rücksichtigt neben der oben genannten Grenzspannung τy = μyp ein Ansteigen der
eﬀektiven Reibung bei höherer Trägheitszahl I mit einem Grenzwert von
μ(I → ∞) → μ2.
Der Ansatz wurde dabei so gewählt, dass bei entsprechender Wahl der Systemparame-
ter μy, μ2 und I0 die experimentellen Ergebnisse [54,55] reproduziert werden konnten.
Es folgten zahlreiche Publikationen, die diesen Ansatz auf granulare Problemstellungen
anwendeten. Das in dieser Arbeit abgeleitete Modell (siehe Kapitel 5) wird basierend
auf der Gleichung (2.4) einen anderen Ansatz wählen, da die explizite Druckabhängig-
keit (2.3) der Trägheitszahl I bei der transienten Lösung der inkompressiblen Cauchy-
Gleichung zu massiven Problemen führen kann.
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2.3. Granulare Temperatur
Weitere Entwicklungen granularer Rheologie gab es im Bezug auf die Packungsdichte
Φ bzw. der eﬀektiven Dichte ρ. Der Einﬂuss der granularen Dichte ρ legt eine Betrach-
tung als kompressibles System analog zur Hydrodynamik nahe. Hierfür ist es jedoch
notwendig zusätzliche Größen, wie die granulare Temperatur oder die innere Energie,
einzuführen [22,56,57]. Dies ergab zunächst analog zur Maxwell-Boltzmann-Verteilung
den globalen Temperaturbegriﬀ
〈T 〉r ∼ 〈v 2〉r − 〈v 〉2r ,
der der global gemittelten, räumlichen Varianz der lokalen Geschwindigkeit v ent-
spricht, und dann zum lokalen Temperaturbegriﬀ
T ∼ v 2 − 〈v 〉2r
führt, der eine Verwendung im Rahmen kontinuumsmechanischer Beschreibung ermög-
licht. Nun lässt sich durch Ansetzen einer Zustandsgleichung für Druck p, Temperatur
T und Dichte ρ und einer Energiegleichung das System als voll kompressibles System
behandeln. Dies wurde für eine Vielzahl von Problemstellungen erfolgreich durchge-
führt [1,48,58,59]. Die granulare Temperatur ist allerdings keine Temperatur im Sinne
der Thermodynamik. Die Stöße der granularen Partikel erfolgen nicht vollelastisch,
daher kommt es bei jeder Kollision zum Verlust von kinetischer Energie durch Um-
wandlung in thermische Energie bzw. Verformungsenergie. Daraus folgt aber, dass es
zum Verlust von Temperatur kommt, auch wenn es sich um ein geschlossenes Sys-
tem handelt. Dieser Verlust zeigt sich dann in charakteristischen Eﬀekten von granu-
laren Gasen, wie Clusterbildung, welche unter dem Namen Maxwell-Dämon bekannt
sind [60–63]. Ähnliche Untersuchungen im Rahmen der statischen Physik führten dann
auch zum Begriﬀ der granularen Entropie [59, 60,64,65].
Diese Arbeit widmet sich ausschließlich inkompressibler Systeme, bei denen eine
Betrachtung der Temperatur, Entropie oder inneren Energie nicht notwendig ist. Das
Einbinden dieser in hydrodynamische Modelle führt im Allgemeinen zu hochkomplexen
Gleichungen, deren Untersuchungen schwierig sind. Das hier verwendete Modell soll
möglichst „simpel” gehalten werden, um die wesentlichen Einﬂüsse widerzuspiegeln.
Daher wird nicht tiefer auf diesen Bereich eingegangen.
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schrägen Ebene
Unter den vielen Problemstellungen zu granularen Systemen ist der Fluss entlang der
schrägen Ebene ein intensiv untersuchtes Gebiet [6, 23, 25–27, 45, 48, 54, 66–74]. Dies
liegt vor allem an seiner einfachen Geometrie, welche analytische Untersuchungen er-
laubt, sowie die wichtigen, grundlegenden Erkenntnisse über granulare Systeme, die
aus diesem gewonnen werden können. Es handelt sich dabei um einen um den Winkel
ϕ verkippten Boden, auf dem unter der Gravitationskraft g ein Granulat zum Fließen
gebracht wird. Das System wird dabei mithilfe von Wänden eingeschränkt, so dass ein
Fluss nur die Ebene hinunter stattﬁnden kann. Ebenfalls wird unter der geschickten
Anordnung eines Zu- und Abﬂusses versucht ein Strömungsproﬁl mit einer konstanten
Höhe h zu erreichen, um so die Eﬀekte des Zu- bzw. Abﬂusses möglichst zu reduzieren.
Dieses idealisierte Modell ﬁndet beispielsweise Anwendung bei der Beschreibung von
Sand auf Dünen, Ausladen von Kipplastern oder Schutthaufen, da damit die entste-
henden Flüsse, welche das Material an der Oberﬂäche abtransportieren, beschrieben
werden können. Eine mögliche schematische Realisierung zeigt die Abbildung 3.1.
Ausgangspunkt der mathematischen Beschreibung ist das zweidimensionale Modell.
Dabei wird die räumliche Ausbreitung in die z-Richtung (in der Abbildung 3.1 in die
Bildebene hinein) vernachlässigt. Des Weiteren wird angenommen, dass die Packungs-
dichte Φ bzw. die eﬀektive Dichte ρ konstant sind. Mikrodynamische Simulationen
g
x
y
ϕ
h
Abbildung 3.1.: Typischer experimenteller Aufbau des Flusses entlang der schrägen
Ebene. Aufgrund der Verkippung unter dem Winkel ϕ entsteht ein
Strömungsproﬁl bei näherungsweise konstanter Höhe h.
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bestätigen, dass dies zumindest für das Innere eine gute Näherung ist, da Änderun-
gen der Packungsdichte Φ hauptsächlich an der Rändern stattﬁnden [66,69,72]. Dann
lassen sich die Spannungen τ und p des Systems ansetzen [23,48,69,71]
τ = ρg sinϕ (h− y)
p = ρg cosϕ (h− y) .
Hierbei wurde zunächst angenommen, dass konstante Beiträge zu τ und p verschwin-
den, also die Spannungen an der Oberﬂäche y = h vernachlässigt werden können. Mit
diesen beiden Gleichungen bestimmt sich zunächst der dimensionslose Reibungskoeﬃ-
zient (2.2) zu
μ = tanα =
τ
p
= tanϕ.
Der innere Reibungswinkel α ist also gerade durch den Verkippungswinkel ϕ gegeben.
Mit der Skalierung der Scherspannung (2.1) – unter Zusammenfassung der konstanten
Vorfaktoren in η – und Identiﬁkation der Scherrate mit
γ˙ =
d
dy
v
lässt sich nun das Geschwindigkeitsproﬁl v bestimmen [23,69]
η
(
d
dy
v
)2
= ρg sinϕ (h− y)
⇒ d
dy
v =
√
ρg sinϕ
η
(h− y)1/2
v|y=0=0
=====⇒ v = 2
3
√
ρg sinϕ
η
[
h3/2 − (h− y)3/2
]
.
Die Bagnold-Skalierung führt also zu einem charakteristischen Geschwindigkeitsproﬁl
v der Form
v ∼ h3/2 − (h− y)3/2 , (3.1)
welches in der Literatur häuﬁg als Bagnold-Proﬁl bezeichnet wird. Verglichen zum
Proﬁl eines newtonschen Fluids, welches in dieser Geometrie eine lineare Abhängigkeit
der Form v ∼ y zeigt, wird bei einem Granulat ein Exponent von 3/2 beobachtet.
Dies konnte experimentell und durch molekulardynamische Simulationen veriﬁziert
werden [6, 23, 67, 69]. Dabei wurde jedoch auch gezeigt, dass dieses Gesetz im Allge-
meinen nur im Inneren des Granulats und nicht an den Rändern gilt [69]. Das oben
abgeleitete Geschwindigkeitsproﬁl beschreibt zwar die Höhenabhängigkeit, stellt jedoch
die Winkelabhängigkeit nicht korrekt dar. Denn eine weitere wichtige Eigenschaft ist
das Auftreten einer Winkelabhängigkeit ϕ des Geschwindigkeitsproﬁl v, bei der einen
Hysterese auftritt. Geht man von einem ruhenden System aus, so existiert ein Ver-
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kippungswinkel ϕs, unter dem kein Fluss entsteht. Erhöht man den Winkel ϕ über
diesen hinaus, so setzt schlagartig die Strömung ein. Reduziert man nun adiabatisch
den Winkel ϕ, dann erhält man einen zweiten Grenzwinkel ϕd mit ϕd < ϕs, unter dem
kein weiterer Fluss möglich ist. Ein makromechanisches Modell für dieses Verhalten
stellten Linz und Hänggi auf [75–78]. Ausgehend von der mittleren kinetischen Ener-
gie e¯kin und der daraus abgeleiteten mittleren Geschwindigkeit v =
√
2e¯kin konnten sie
einen Ansatz in Form einer gewöhnlichen Diﬀerentialgleichung
v˙ = g
(
sinϕ− [b0 + b2v2] cosϕ)χ(ϕ,v)
mit
χ(ϕ,v) = Θ(v) + [1−Θ(v)] Θ(ϕ− ϕs)
Θ(x) =
⎧⎨
⎩0 : x ≤ 01 : x > 0
ableiten. Neben der Gravitationsbeschleunigung g sinϕ im verkippten System ﬁn-
det sich in der Gleichung eine entsprechende Form der Bagnold-Skalierung im Term
b2 cosϕv
2 wieder. Zusätzlich enthält das Modell einen konstanten winkelabhängigen
Reibungsterm b0g cosϕ, der mit der Yield-Funktion χ das Äquivalent zur klassischen
Coulomb-Reibung darstellt. Diese Modell reproduziert die Hysterese-Eigenschaften des
granularen Flusses entlang der schrägen Ebene [79]. Die stationäre Geschwindigkeit v
eines ﬂießenden Systems zeigt dabei eine charakteristische Abhängigkeit von den Win-
keln ϕ und ϕd der Form
v ∼ √tanϕ− tanϕd.
Ebenfalls lässt sich durch eine einfache Erweiterung Granulat in einem rotierenden
Zylinder beschreiben, worauf in dieser Arbeit allerdings nicht eingegangen wird [79,80].
Mit der steigenden Leistung von Computern und der damit verbundenen eﬃzien-
teren Möglichkeit für numerische Simulationen gewann eine andere Herangehensweise
an Popularität. Die molekulardynamischen Simulationen – auch als Discrete Element
Method (DEM) bezeichnet – behandeln ein granulares System auf Ebene seiner ein-
zelnen Konstituenten. Das System wird als Vielteilchensystem angenommen, dessen
Wechselwirkungen über die Newton’sche Mechanik bestimmt werden. Damit ist ein
Einblick in die Bewegung der einzelnen Teilchen und des Ensembles möglich. Mithilfe
dieser Simulationen konnte das Bagnold-Proﬁl bestätigt werden, wenn auch gezeigt
wurde, dass dies im Allgemeinen nur im Inneren des Systems gilt und Abweichungen
an den Rändern entstehen [69, 72]. Des Weiteren ergaben sich neue Erkenntnisse im
Bezug auf die Winkelabhängigkeit des Flusses. So wurde ein neues Regime für hohe
Winkel ϕ > ϕmax festgestellt, bei dem ein instabiler Fluss entsteht. Ab diesem Winkel
ϕmax entsteht am Boden eine scherverdünnende Schicht, die zu einem Abheben und
13
3. Granularer Fluss entlang der schrägen Ebene
Abbildung 3.2.: Höhe h (hier: H) in Abhängigkeit des Verkippungswinkels ϕ (hier:
Θ), für welche die verschiedenen Flüsse auftreten (a: 2d-Simulationen;
b: 3d-Simulationen) aus [69]. Es ist eine klare Separation der drei
Regime – kein Fluss (Quadrate), stabiler Fluss (schwarze Punkte),
instabiler Fluss (Raute) – zu erkennen. Die Höhe zeigt eine deutliche
Abhängigkeit vom Verkippungswinkel, die erst für große Höhen gegen
einen konstanten Wert konvergiert.
einer instabilen Beschleunigung des gesamten Systems führt [25,69]. Ebenfalls konnte
gezeigt werden, dass die verschiedenen Grenzwinkel ϕd, ϕs und ϕmax von der Höhe
h des Systems abhängen [25, 67, 69, 72]. So zeigt ein System geringerer Höhe deutlich
höhere Grenzwinkel, die mit steigender Höhe abnehmen und für größere Höhen gegen
konstante Werte konvergieren (siehe Abbildung 3.2).
Ebenfalls ermöglichen molekulardynamische Simulationen eine genauere Untersu-
chung der zeitabhängigen Dynamik, da das Verfolgen aller Konstituenten zu jedem
Zeitpunkt möglich ist. So haben Silbert et al. [69] die Entwicklung des Geschwin-
digkeitsproﬁls untersucht und konnten das Entstehen des Scherproﬁls beobachten. Zu
Beginn setzt sich das gesamte System homogen in Bewegung. Aufgrund des rauen
Bodens, der meist durch festgeklebte Teilchen realisiert wird, bildet sich wegen der
Reibungseﬀekte ein Scherung am Boden aus. Diese propagiert mit der Zeit entlang
einer klaren Front von unten durch das gesamte System und induziert das höhenab-
hängige Geschwindigkeitsproﬁl. Nach einer gewissen Zeit geht das System in einen
stationären Zustand über, dem charakteristischen Bagnold-Proﬁl im Granulat (siehe
Abbildung 3.3). Des Weiteren war es ihnen möglich die im Problem auftretende Hys-
terese numerisch nachzubilden und analytisch über eine Mohr-Coulomb-Analyse zu
veriﬁzieren.
In Kapitel 6 wird das in dieser Arbeit abgeleitete Modell auf den Fluss entlang der
schrägen Ebene angewendet und die gewonnenen Resultate mit den hier vorgestellten
Erkenntnissen verglichen.
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Abbildung 3.3.: Zeitausschnitte der 2d-Simulation für verschiedene Zeiten ta < tb <
tc < td aus [69]. Die Bewegung propagiert vom Boden aus über eine
klar sichtbare Front nach oben. Dabei wird das Granulat gelockert und
die Packungsdichte verringert.
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4. Strukturbildung unter vertikaler
Vibration
Die Fähigkeit zur Bildung verschiedenster Strukturen in getriebenen, granularen Sys-
temen ist lange bekannt und wurde bereits von Chladni, Savart und Faraday tiefer
gehend untersucht [16,81]. Bei diesen Experimenten wird eine horizontal ausgerichtete
Metallplatte, die in der Mitte ﬁxiert wird, durch Vibration angeregt. Granulat – meist
in Form von Sand oder Salz – bildet dann Strukturen in Abhängigkeit der Vibration
aus: die akustischen Figuren.
Weitere Erkenntnisse zur Strukturbildung bei granularer Materie stammen von Melo
et al. [28–31]. Diese konnten bei Vibrationsexperimenten Muster in Form von quadra-
tischen und rippelartigen Strukturen, hexagonale angeordnete Loch-/Punktstrukturen
sowie lokalisierte Strukturen – die Oszillonen – ﬁnden. Sie haben alle gemein, dass sie
aufgrund des periodischen Antriebs zeitlich oszillieren und zwar mit einer Periode, die
der Vielfachen der doppelten Antriebsperiode entspricht. Somit handelt es sich ähn-
lich zu Faraday-Wellen um subharmonische Schwingungen [16–19]. Der experimentel-
le Aufbau besteht aus einer geschlossenen Box mit einer runden oder quadratischen
Grundﬂäche. Diese wird zum Teil mit dem Granulat gefüllt und anschließend evaku-
iert um den Einﬂuss des umgebenden Mediums möglichst zu reduzieren. Dabei wird
ebenfalls eine Präparation der Wände durchgeführt, so dass elektrostatische Eﬀekte,
die bei Reibungsprozessen entstehen würden, nach Möglichkeit unterdrückt werden.
Bei dem Granulat handelt es sich um sphärische Metallkugeln – typischerweise aus
Bronze oder Blei – mit einem Durchmesser von etwa 0,05mm bis 0,8mm. Die Box des
Systems wird dann mechanisch in vertikaler Richtung mit der Frequenz f und der Am-
plitude A vibriert. Ein Beispiel für einen experimentellen Aufbau zeigt die Abbildung
4.1. Um das nun auftretende Verhalten qualitativ einfacher beschreiben zu können,
werden zunächst dimensionslose Kenngrößen eingeführt:
Die dimensionslose Antriebsfrequenz
f := f
√
h
g
und die Vibrationsstärke
Γ :=
4π2f2A
g
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A sin (2πft)
Abbildung 4.1.: Experimenteller Aufbau des granularen Systems unter vertikaler
Vibration aus [30] (umstrukturiert und um die Plattenbewegung
A sin (2πft) ergänzt). Die Box mit dem Granulat wird mechanisch
(a) mit der Frequenz f und der Amplitude A vibriert und die entste-
henden Strukturen mit einem LED-Ring (b) belichtet. Die so sichtbar
gemachten Strukturen werden anhand einer Kamera von oben aufge-
nommen.
mit h der mittleren Füllhöhe des Granulats und g = 9.81m/s2 der Erdbeschleunigung.
Die Vibrationsstärke ist ein Maß für die Stärke des Antriebs im Verhältnis zur Gra-
vitationskraft g und ergibt sich als Vorfaktor der Plattenbeschleunigung normiert auf
diese.
Nun lassen sich anhand verschiedener Parameterkombinationen A und f bzw. f
und Γ unterschiedliche Strukturen wie Rippel, Quadrate, Hexagone oder Oszillonen
beobachten [28–31]. Eine Auswahl dieser im direkten Vergleich mit molekulardynami-
schen Simulationen zeigt die Abbildung 4.2. Die vorgefundenen Muster erinnern – vor
allem im Kontext einer ﬂuiddynamischen Beschreibungen – an Faraday-Wellen [16].
Diese zeigen sich bei vertikal getriebenen Fluiden und bilden in Abhängigkeit des An-
triebs dieselben Typen von Mustern und Strukturen, wenn auch bei diesen zusätzlich
komplexere Muster beobachtet wurden [18,19]. Das granulare System zeigt jedoch im
Vergleich qualitative Unterschiede. Während beim Faraday-Experiment das Fluid sich
stets auf der Platte beﬁndet und durch diese eine sinusförmige Beschleunigung erfährt,
wird das granulare System durch Aufschläge auf die Platte getrieben. Unter einer Vi-
brationsstärke Γ < 1 bleibt das Granulat stets auf der Platte liegen und zeigt nur eine
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Abbildung 4.2.: Experimentell gefundene Muster im Vergleich mit molekulardynami-
schen Simulationen aus [28]. Für die verschiedenen Parameterkombi-
nationen lassen sich verschiedene Muster ﬁnden. Da es sich um zeitlich
oszillierende Strukturen handelt, wurde im Falle der Hexagone (c, d)
das System (c) nach einer weiteren Periode (d) gezeigt, um den Wech-
sel von Lochstrukturen zu Punktstrukturen zu veranschaulichen.
ﬂache Lösung. Ab einer Vibrationsstärke von Γ ≥ 1 ist es möglich, dass das Granulat
von der Platte abhebt und einen freien Fall durchführt. Nach einer gewissen Flugzeit
tﬂ schlägt dieses dann auf der Platte auf und bleibt abhängig von der Vibrationsstärke
Γ auf dieser liegen, bis sich der Vorgang wiederholt. Ab einer Vibrationsstärke Γ ≈ 2,2
kommt es dann zur Anregung von Mustern im System und zwar Rippel für höhere Fre-
quenzen f >∼ 0,4 und Quadrate für entsprechende niedrigere Frequenzen. Für höhere
Werte der Vibrationsstärke Γ >∼ 4 kommt es im System zu einer Periodenverdopplung,
die durch eine Flugzeit tﬂ größer als die Plattenperiode T = 1f gekennzeichnet ist.
Das System überspringt eine Plattenperiode T und geht beim Aufprall auf die Platte
direkt in einen zweiten Flug mit einer geringeren Flugzeit tﬂ über. Nach dieser schlägt
es wiederum auf die Platte auf und bleibt dann auf dieser liegen, bis sich der Vorgang
wiederholt. Durch diese zwei unterschiedlichen Flugzeiten tﬂ werden die hexagonalen
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Strukturen sowie der Wechsel zwischen Loch- und Punktmustern induziert. Für eine
weitere Erhöhung der Vibrationsstärke Γ ergibt sich wieder ein ﬂacher Bereich ohne
Muster mit dann darauf folgendem Einsetzen von Rippeln/Quadraten mit der Frequenz
f
4 . Die zu den vorherigen Mustern halbierte Frequenz entsteht durch das Übersprin-
gen einer kompletten Plattenperiode T beim Flug. Diese von den Parametern Γ und
f abhängigen Aufschläge sind maßgeblich für die Musterbildung des Granulats und
lassen sich qualitativ durch das inelastische Bouncing-Ball-Modell beschreiben [28–31].
Das Kapitel 7 widmet sich der Ableitung und Analyse dieses Modells.
Die gefundenen Muster lassen sich nun anhand der dimensionslosen Größen f und
Γ in verschiedene Bereiche unterteilen, in welchen diese stabil sind. Die Abbildung
4.3 zeigt solch eine f-Γ-Parameterkarte. Anhand der Abbildung lässt sich eine kla-
Abbildung 4.3.: f-Γ-Parameterkarte für die verschiedenen gefundenen Muster aus
[28]. Der durch f-Γ aufgespannte Raum wird in die Stabilitätsbe-
reiche der jeweiligen Muster unterteilt, die sich deutlich in ﬂache Lö-
sungen, Quadrate/Rippel und Hexagone unterteilen lassen.
re Unterteilung des f-Γ-Parameterraums in ﬂache Lösungen, Quadrate/Rippel und
Hexagone ﬁnden. Die so gefundenen Bereiche zeigen eine klare Abhängigkeit von der
Vibrationsstärke Γ, während nur ein geringer Einﬂuss der Frequenz f beobachtet wer-
den kann, sofern diese einen Wert von etwa f <∼ 0,4 nicht unterschreitet. Für eine
Vibrationsstärke Γ >∼ 5,5 lässt sich der Übergang von der ersten subharmonischen
Frequenz f2 zur zweiten subharmonischen Frequenz
f
4 beobachten. Bei weiteren Un-
tersuchungen zeigte sich, dass der Übergang der ﬂachen Lösungen zu Rippeln bzw.
Quadraten bei einer Vibrationsstärke von Γ ≈ 2,3 bistabil ist [31]. In diesem können
sich Oszillonen – zeitlich oszillierende, lokalisierte Strukturen – ausbilden. Diese ent-
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stehen dabei nicht spontan aus dem ﬂachen Bereich heraus, sondern werden durch eine
Verringerung der Vibrationsstärke Γ aus einem Muster heraus oder durch das Stören
einer ﬂachen Oberﬂäche induziert.
Im Kapitel 9 wird das abgeleitete Modell auf diese Problemstellung angewandt und
auf seine Fähigkeit zur Musterbildung untersucht. Vorbereitend darauf wird im Kapitel
7 das inelastische Bouncing-Ball-Modell abgeleitet und beschrieben, da dieses für die
Kraftmodellierung notwendig ist.
21

5. Theoretische Grundlagen
In diesem Kapitel werden zunächst grundlegende Typen von Ansätzen zur theore-
tischen Modellierung besprochen, die bei der Beschreibung und Analyse granularer
Systeme Verwendung ﬁnden. Hierfür werden ihre Vor- und Nachteile dargestellt und
in der Literatur verwendete Modelle kurz behandelt. Danach widmet sich die Arbeit
der Beschreibung der Cauchy-Bewegungsgleichungen, welche eine allgemeine Klasse
von Kontinuumsmodellen darstellt. Diese wird dann zunächst auf inkompressible Flui-
de reduziert. Im Anschluss wird – im Kontext der granularen Rheologie (siehe Kapitel
2) – das in dieser Arbeit verwendete Modell abgeleitet.
5.1. Makromechanische Modelle
Diese Klasse von Modellen beschreibt einzelne oder wenige charakteristische Größen
des Gesamtsystems, welche oft aus statistischen Überlegungen oder räumlichen Mitte-
lungen abgeleitet werden können. Ein typische Größe solcher Systeme wäre beispiels-
weise die über das Volumen Ω räumlich gemittelte Geschwindigkeit
v¯ =
1
Ω
∫
Ω
v dV ,
die eine charakteristische Gesamtgeschwindigkeit des Systems darstellt, oder im Fall
diskreter Systeme die über das Ensemble j = 1, . . . , N gemittelte Geschwindigkeit
v¯ =
1
N
N∑
j=1
vj
mit N der Teilchenzahl und vj der Geschwindigkeit des j-ten Teilchens. Mit solch ei-
nem Ansatz wäre es nun möglich, die Geschwindigkeit der einzelnen granularen Partikel
auf eine wesentliche Größe zu reduzieren, um die kollektive Bewegung als Ganzes zu
untersuchen. Ein ähnlicher Ansatz wurde beispielsweise von Linz und Hänggi [75–78]
bei der Untersuchung der Flüsse entlang der schrägen Ebene und in rotierenden Trom-
meln verwendet (siehe Kapitel 3). Diese Größen lassen sich dann typischerweise durch
gewöhnliche Diﬀerentialgleichungen der abhängigen Variablen ausdrücken. Somit sind
ihre großen Vorteile eine mathematisch simplere Struktur im Vergleich zu molekulardy-
namischen Modellen und Kontinuumsmodellen und eine Reduktion auf wesentliche Ei-
genschaften, die häuﬁg eine tiefer gehende analytische Untersuchung ermöglicht. Die
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Einschränkung auf wenige charakteristische Größen ermöglicht jedoch keinen Einblick
in die lokale Dynamik des Granulats, wie Scherschichten oder Clusterbildung. Hierfür
sind dann komplexere Modelle notwendig.
5.2. Mikroskopische Modelle
Diese Klasse von Modellen setzt an der Ebene der einzelnen Konstituenten eines Sys-
tems an. Da es sich bei Granulat um makroskopische Vielteilchensysteme handelt, ist
ein Ansatz der Modellierung auf der Ebene der Systempartikel naheliegend. Das granu-
lare System wird dabei als N -Teilchensystem angenommen, dessen einzelne Konstitu-
enten sich zunächst gemäß der Newton’schen Gesetze für starre Körper verhalten. Die
Form wird dabei meist als sphärisch (in 3d) oder scheibenförmig (in 2d) angenommen,
wobei meist eine Varianz der Durchmesser der verschiedenen Partikel zugelassen wird.
Dann erfolgt ein Ansatz für die Wechselwirkung der einzelnen Teilchen untereinander,
häuﬁg unter Berücksichtigung folgender Eigenschaften:
• Teilelastische Stöße
• Endliche Kontaktzeiten
• Coulomb’sche Reibung
• Übertrag von Drehimpuls
Im Anschluss wird das Modell mithilfe spezieller Verfahren – den molekulardynami-
schen Simulationen – zeitlich gelöst und die Systemdynamik bestimmt. Das so gelöste
System bietet den vollen Einblick in die Dynamik und Interaktion der Partikel und
ermöglicht damit einen detaillierten Einblick in das System. So lassen sich viele granu-
lare Problemstellungen qualitativ und quantitativ beschreiben, wie beispielsweise der
Fluss entlang der schrägen Ebene mit Hystereseeigenschaft und Geschwindigkeitspro-
ﬁlen [6, 25, 27, 66, 69], die Musterbildung unter vertikaler Vibration [28] oder einige
andere [44,59,68,73,82–85]. Der hohe numerische Aufwand dieser Modelle spielt heut-
zutage nur eine untergeordnete Rolle, da die möglichen Rechenleistungen selbst bei
großen Systemen eine Berechnung ermöglichen. Ihr Hauptnachteil ist die geringe Mög-
lichkeit analytischen Zugang zum System zu erhalten. So können Zusammenhänge,
wie Skalengesetze, nur empirisch aus der Numerik bestimmt werden oder kollektives
Verhalten, wie Musterbildung, zwar beobachtet, aber nicht aus den Systemgleichun-
gen abgeleitet werden. Ebenfalls sind Ansätze für Näherungsmodelle nur schwierig zu
entwickeln.
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Ein weiterer Ansatz zur Beschreibung eines Systems ist die Betrachtung der charak-
teristischen Größen der Systempartikel, wie Drücke oder Geschwindigkeiten, als kon-
tinuierliche Feldgrößen. Damit erfolgt keine Betrachtung des Systems auf mikroskopi-
scher Ebene, jedoch werden räumliche Eﬀekte, wie in den makroskopischen Modellen,
nicht vernachlässigt. Diese Kontinuumsmodelle lassen sich als Zwischenstufe von mi-
kroskopischen und makroskopischen Modellen auﬀassen und werden daher auch häuﬁg
mesoskopische Modelle genannt. Häuﬁg werden diese Modelle eingesetzt, wenn es sich
um Vielteilchensysteme handelt, die auf größeren Skalen Eﬀekte, wie Musterbildung,
zeigen. Typische Beispiele für Systeme sind Fluide und Festkörper, die durch solche
Modelle beschrieben werden, da es sich bei ihnen um mikroskopische Vielteilchensyste-
me handelt, bei denen die meso- und makroskopischen Eigenschaften, wie Strömungen
oder Verformungseigenschaften, von Interesse sind. Auch granulare Systeme lassen sich
durch Kontinuumsmodelle beschreiben. Ein in der Literatur häuﬁg verwendetes, em-
pirisches Modell stammt von Aranson und Tsimring [86–88]. Dieses basiert auf einer
Amplitudengleichung für das komplexe Feld ψ und einer Erhaltungsgleichung für die
Masse, die miteinander verkoppelt sind. Dieses wird durch die Systemgleichungen
∂tψ = γψ
∗ − (1− iω)ψ + (1 + ib)∇2ψ − |ψ|2ψ − ρψ
∂tρ = α∇ ·
(
ρ∇|ψ|2
)
+ β∇2ρ
beschrieben. Diese erste Gleichung entspricht dabei einer modiﬁzierten Ginzburg-Landau-
Gleichung, die durch den letzten Term ρψ an die zweite Gleichung koppelt. Mit dieser
Gleichung konnte die Musterbildung sowie der hysteretische Übergang zwischen ﬂa-
chen Lösungen und den Mustern beschrieben werden, bei denen lokalisierte Strukturen
beobachtet werden.
Andere mögliche Ansätze können auf Basis hydrodynamischer Grundgleichungen
und derer Näherungen gewählt werden. Ein Beispiel hierfür ist das Savage-Hutter-
Modell [46, 89]. Savage und Hutter führten einen Ansatz für den Spannungstensor
bestehend aus Coulomb-Reibung und einer geschwindigkeitsabhängigen Viskosität mit
anschließender Shallow-Water-Approximation durch, bei der das Gleichungssystem be-
züglich der vertikalen Raumkomponente gemittelt wird. Daraus resultiert das Modell
∂th+ ∇2 · (hv2) = 0
∂t (hv2) + ∇2 · (hv2 ⊗ v2) + ∇2 ·
(
h2
2
β
)
= h
(
g2 − γ tan δ v2|v2|
)
mit h(x,z,t) der Höhe, v2 der vertikal gemittelten Geschwindigkeit, β dem Normaldruck
in x- bzw. z-Richtung, δ dem Reibungswinkel, g2 der Gravitationsbeschleunigung und
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∇2 = (∂x, ∂z)T der zweidimensionalen, räumlichen Ableitung. Das so abgeleitete Mo-
dell beschreibt Lawinenverhalten granularer Systeme mit den dazugehörigen Eigen-
schaften.
Es gibt einige weitere Kontinuumsmodelle, die zur Beschreibung granularen Verhal-
tens verwendet werden [3, 90, 91]. Häuﬁg gelingt es ihnen jedoch nur einige spezielle
Realisierungen zu beschreiben und es fehlt zumeist eine Erweiterung auf andere Pro-
blemstellungen. Im Nachfolgenden wird nun das in dieser Arbeit verwendete Modell
abgeleitet und erläutert.
5.4. Ableitung der Modellgleichungen
Der Ausgangspunkt des in dieser Arbeit abgeleiteten Modells sind die Cauchy-Bewe-
gungsgleichungen mit Massenerhaltung in drei Raumdimensionen [49]. Als allgemeiner
Ansatz für zunächst beliebige Probleme, die aus einer Impulsbilanz beschrieben wer-
den können, sind diese ein geeigneter Startpunkt für die kontinuumsmechanische Mo-
dellierung. Dabei wurde die – für strömungsmechanische Probleme typische – Euler-
Darstellung gewählt. Diese lautet für das Geschwindigkeitsfeld v = v (r, t) und die
Dichte ρ = ρ (r, t)
ρ
(
∂t + v · ∇
)
v = ∇ ·T+ ρgeﬀ
∂tρ+ ∇ · (ρv) = 0 (5.1)
mit geﬀ den externen Kräften und T dem Cauchy-Spannungstensor. Im Allgemeinen
wird mit den externen Kräften die Gravitationskraft geﬀ = −gey beschrieben, in den
hier behandelten Problemstellungen kommen jedoch zusätzliche Beiträge hinzu, daher
auch die Notation ’eﬀ’. Dabei seien die folgenden mathematischen Operationen gege-
ben:
die Divergenz des Tensors (
∇ ·T
)
i
= ∂jTij
für die i-te Komponente der Divergenz des Cauchy-Spannungstensors T und der Vek-
torgradient (
∇v
)
ij
= ∂jvi.
Generell orientiert sich diese Arbeit für mathematische Operationen und Darstellungen
an der Konvention von Hutter und Jöhnk [49]. Im nächsten Schritt wird der Spannungs-
tensor T mit I der Einheitsmatrix in den isotropen Anteil −pI mit p dem Druck und
t den viskosen Anteilen zerlegt [49]. Letzterer wird dabei auch einfach nur Spannungs-
tensor t genannt. Dann folgt die Impulsgleichung
ρ
(
∂t + v · ∇
)
v = −∇p+ ∇ · t+ ρgeﬀ . (5.2)
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Die korrekte Behandlung von Einﬂüssen des Drucks p ist für viele Problemstellun-
gen wichtig. Dieser beschreibt im Falle kompressibler Systeme den thermodynami-
schen Druck und muss durch eine geeignete Zustandsgleichung in Abhängigkeit von
der Dichte ρ und der Temperatur T bestimmt werden. Dies führt zur zusätzlichen
Berücksichtigung einer Energiegleichung, die die Temperaturentwicklung im System
beschreibt. Um eine eventuell unnötige Verkomplizierung der Systemgleichungen zu
vermeiden, wird in dieser Arbeit ein anderer Weg gewählt. Es wird angenommen, dass
Dichteschwankungen im System nur eine geringe Rolle spielen und daher vernach-
lässigbar sind. Das System wird also als inkompressibel angenommen. Dies triﬀt für
granulare Systeme im Allgemeinen zwar nicht zu, jedoch lässt sich für einige Problem-
stellungen, wie den Fluss entlang der schrägen Ebene, zeigen, dass die Packungsdichte
Φ und damit die eﬀektive Dichte ρ nur sehr geringen Schwankungen unterliegt (siehe
Kapitel 2.4). Mit der Massenerhaltung (5.1) folgt dann
∂tρ+ ∇ · (ρv) = 0 ρ≈const====⇒ ∇ · v = 0
die Inkompressibilitätsbedingung. Diese Bedingung wird nun in der Bewegungsglei-
chung (5.2) durch den Druck p erfüllt. Der Druck p erfüllt dann die Rolle eines
Lagrange-Parameters, der die Inkompressibilitätsbedingung berücksichtigt. Daher spricht
man im Falle inkompressibler Systeme dann vom kinematischen oder mechanischen
Druck p. Dieser erfüllt dann durch Divergenzbildung der Bewegungsgleichung (5.2)
die Laplace-Gleichung
Δp = ∇ ·
(
∇ · t− v · ∇v
)
.
Diese ließe sich – unter der Annahme, dass der Spannungstensor t nicht vom Druck
p abhängt – mithilfe der Green’schen Funktionen formell lösen [92]. Würde man die
Lösung dann in die Bewegungsgleichung (5.2) einsetzen, so erhielte man die Integro-
Diﬀerential-Darstellung der Bewegungsgleichung. Das zeigt eine wichtige Eigenschaft
solcher Systeme: Durch die Inkompressibilität können sich Druckänderungen instantan
ausbreiten und führen zur einer nichtlinearen und nichtlokalen Kopplung des Geschwin-
digkeitsfeldes v an sich selbst.
Im nächsten Schritt wird die Form des Spannungstensors t weiter bestimmt. Zu-
nächst folgt aus der Annahme, dass das Drehmoment im System erhalten ist, die
Symmetrie des Spannungstensors t = tT [49]. Hierfür wird unter Vernachlässigung der
Beiträge proportional zu I und D2 [49] der Ansatz
t = μeﬀD
μeﬀ = μeﬀ(p, |D|)
mit D = 12
[
∇v +
(
∇v
)T]
dem Schertensor und einem noch näher zu bestimmenden
Reibungskoeﬃzient μeﬀ gewählt. Dabei wurde der Betrag des Tensors folgendermaßen
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angesetzt
|D| =
√
1
2
∑
i,j
D2ij .
Dies entspricht einer um den Faktor 1√
2
skalierten Frobenius-Norm. Einen wichtigen
und prominenten Spezialfall solch eines Ansatzes erhält man für einen Reibungskoeﬃzi-
enten μeﬀ = 2μ = const. Es folgt dann die Navier-Stokes-Gleichung für inkompressible
Fluide. Um nun die funktionale Form des Reibungskoeﬃzienten μeﬀ zu bestimmen,
wird der Ansatz von Jop et al. (2.4) sowie die Trägheitszahl (2.3) verwendet (siehe
Kapitel 2.4). Dafür identiﬁziert man nun gemäß des Prinzips der Koaxialität (2.5) den
Reibungskoeﬃzienten μeﬀ mit dem dimensionslosen Reibungskoeﬃzienten μ(I) zu
μeﬀ =
μ(I)p
|D| . (5.3)
Um die weitere Form des Reibungskoeﬃzienten μeﬀ anzusetzen, betrachtet man nun
zunächst die Taylor-Entwicklung von μ(I) in I und setzt für die Trägheitszahl I die
Deﬁnition (2.3) ein (der Partikeldurchmesser dp wird in die Koeﬃzienten resorbiert).
Dieses setzt man wiederum in Gleichung (5.3) ein und erhält
μeﬀ =
p
|D|
(
μy + ξρ
−1/2 |D|√
p
+ ρη
|D|2
p
+O (I3))
=
μyp
|D| + ξρ
−1/2√p+ ρη|D|+ O
(
I3
)
p
|D| .
Es ergeben sich also ein druckabhängiger, plastischer Anteil μyp|D| , ein druckabhängi-
ger, scherunabhängiger Anteil ξρ−1/2√p und ein druckunabhängiger, linearer Anteil
ρη|D| im Reibungskoeﬃzienten μeﬀ . Der letzte Term ρη|D| entspricht dabei gerade
der Bagnold-Skalierung. Um das Modell auf das Wesentliche zu reduzieren, wird nur
der plastische Anteil und der Bagnold-Anteil berücksichtigt, also der Term ξρ−1/2√p
und die höheren Ordnungen O(I
3)p
|D| vernachlässigt. Dies liefert dann den gesuchten
Spannungstensor
t = μeﬀD =
(
μyp
|D| + ρη|D|
)
D.
Ein ähnlicher Ansatz mit zusätzlicher Temperaturabhängigkeit wurde auch von Artoni
et al. [48] im Rahmen des Flusses entlang der schrägen Ebene diskutiert. Der Span-
nungstensor t ist nun vollständig bestimmt und das Modell somit geschlossen. Dies
führt dann mit p → ρp zu den mit der Dichte ρ skalierten Bewegungsgleichungen
(
∂t + v · ∇
)
v = −∇p+ ∇ ·
[(
μyp
|D| + η|D|
)
D
]
+ geﬀ . (5.4)
Diese Form entspricht einer Realisierung eines Herschel-Bulkley-Fluids, welches visko-
plastische Fluide mit nichtnewtonschen Viskositäten beschreibt [51–53]. Eine Beson-
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derheit im Vergleich zu den typischen Fällen dieser Fluide ist die druckabhängige
Grenzspannung τy = μyp. Die Bewegungsgleichungen beschreiben also ein inkompres-
sibles, dilatantes Fluid, welches eine vom Druck p abhängige Grenzspannung τy zeigt,
bei der eine Bewegung des Systems erst einsetzt. Die Abbildung 5.1 visualisiert dies
graﬁsch. Die Inkompressibilitätsbedingung ∇·v = 0 erfordert nun auch die Berücksich-
0
μY p
∼ η|D|2|t|
|D|
Abbildung 5.1.: Schematischer Verlauf des Betrages des Schertensors |t| in Abhängig-
keit der Scherrate |D|. Erst ab einer Scherspannung |t| = μyp setzt
sich das System in Bewegung und man erhält eine Scherrate |D| > 0.
Dann setzt der quadratische Verlauf des Bagnold-Terms ein.
tigung der Druckabhängigkeit der Grenzspannung τy. Dafür wird die Gleichung (5.4)
zunächst umgeformt zu
(
∂t + v · ∇
)
v = −
(
I− μy D|D|
)
· ∇p+ μyp∇ · D|D| + η
∇ · (|D|D) + geﬀ .
Dann führt die Divergenzbildung zur Bestimmungsgleichung für den Druck
∇ ·
([
I− μy D|D|
]
· ∇p
)
− μy∇ ·
(
p∇ · D|D|
)
= ∇ ·
(
η∇ · (|D|D)− v · ∇v
)
.
Der Beitrag μyp∇· D|D| liefert eine explizite Druckabhängigkeit sowohl in der Geschwin-
digkeitsgleichung als auch in der Lösungsgleichung für den Druck selbst. Dies erschwert
die Lösung und Behandlung insbesondere in der Numerik, daher wird, um das Modell
möglichst simpel zu halten, dieser vernachlässigt. Es wird also
μyp∇ · D|D| ≈ 0
angenommen. Damit wird die explizite Abhängigkeit der Bewegungsgleichung vom
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Druck p eliminiert und man erhält die Ausgangsgleichungen dieser Arbeit
(
∂t + v · ∇
)
v = −
(
I− μy D|D|
)
· ∇p+ η∇ · (|D|D) + geﬀ (5.5)
∇ · v = 0.
Der Einﬂuss der Grenzspannung τy resultiert nun in einem zusätzlichen Beitrag des
Druckgradienten. Dieser kann – wie sich im Kapitel 6 bestätigen wird – als dynamische
Coulomb-Reibung interpretiert werden. Ebenfalls hat die damit verbundene Näherung
in Bezug auf die Ableitung aus der allgemeinen Cauchy-Bewegungsgleichung eine in-
teressante Konsequenz: Folgt man der mathematischen Ableitung der allgemeinen Be-
wegungsgleichung [49] und vergleicht diese mit der Bewegungsgleichung (5.5), dann
lassen sich die Terme folgendermaßen identiﬁzieren:
1.
(
∂t + v · ∇
)
v entspricht der Materialableitung der Geschwindigkeit v
2. −∇p+ η∇ · (|D|D) sind die Geschwindigkeitsﬂüsse, die durch Spannungen ent-
stehen
3. geﬀ berücksichtigt die Volumenkräfte
4. μy D|D| · ∇p stellt eine Produktion oder Vernichtung von Impuls ρv bzw. Geschwin-
digkeit v dar
Der vierte Beitrag – der Produktions- bzw. Vernichtungsterm – verschwindet norma-
lerweise, da Änderungen des Impulses nur durch Flüsse oder äußere Kräfte entstehen.
Der plastische Term würde normalerweise ohne die hier durchgeführte Näherung einen
Beitrag bei den Geschwindigkeitsﬂüssen durch Spannungen (2.) liefern. Durch die-
se Näherung lässt sich dieser (außer durch direkte Berücksichtigung der Näherung)
nicht in eine Divergenzform bringen und muss daher zu den Produktions- bzw. Ver-
nichtungstermen gezählt werden. Im Kontext granularer Systeme kann man diesen
allerdings physikalisch interpretieren: Bei der Bewegung, respektive Scherung, der gra-
nularen Partikel kommt es zu Stößen dieser miteinander und zur Reibung aneinander.
Die Stöße sind im Allgemeinen jedoch inelastisch und daher wird bei diesen Prozes-
sen der Impuls nicht erhalten, sondern es ﬁndet typischerweise die Umwandlung von
kinetischer in thermischer Energie statt (Verformungseﬀekte können bei den häuﬁg
verwendeten harten Kugeln vernachlässigt werden). Solche Eﬀekte könnten durch den
Vernichtungsterm (4.) geeignet berücksichtigt werden. Dieser vernichtet Impuls bzw.
Geschwindigkeit
−μy D|D| ·
(
−∇p
)
bei auftretenden Druckgradienten −∇p entlang der Scherrichtungen D|D| . Der Yield-
Koeﬃzient μy kann dann unter Berücksichtigung der Überlegungen von Bagnold (2.2)
mit einem inneren Reibungswinkel μy = tanϕd identiﬁziert werden.
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Die Modellgleichungen (5.5) werden nun in den folgenden Kapiteln auf zwei granula-
ren Problemstellungen – dem Fluss entlang der schrägen Ebene und der Musterbildung
unter vertikaler Vibration – angewandt. Für die Musterbildung wird das Modell um
einen zeitabhängigen Kraftterm, der aus dem inelastischen Bouncing-Ball-Modell folgt
(siehe Kapitel 7), ergänzt und erweiterte numerische Verfahren (siehe Kapitel 8) an-
gewendet.
5.5. Charakterisierung von Mustern durch die Rauheit w
und die Schiefe s
Ein Ziel des in dieser Arbeit vorgestellten Modells ist die Reproduktion der im Expe-
riment gefundenen Muster. Dafür erfolgt zumeist eine subjektive Klassiﬁzierung der
vorgefundenen Strukturen durch Betrachtung des Oberﬂächenproﬁls und des Fourier-
spektrums. Diese lassen sich dann gewöhnlich in Rippel, Quadrate oder hexagonale
Loch- bzw Punktstrukturen im Falle von Musterbildung einteilen. Für eine quanti-
tative Beschreibung erfolgt die Berechnung von charakteristischen Größen, die eine
objektive Beschreibung ermöglichen. Ausgangspunkt dieser ist das Höhenproﬁl h in
Abhängigkeit der lateralen Koordinaten x und z (bzw. nur x im zweidimensionalen
Fall) und der Zeit t. Aus diesem lassen sich nun die folgenden charakteristischen Grö-
ßen ableiten [93–95]:
die mittlere Höhe
h¯ =
1
S
∫
S
h dS,
die Rauheit, welche dem zweiten zentralen räumlichen Moment entspricht,
w =
√
1
S
∫
S
(
h− h¯)2 dS,
und die Schiefe s als drittes zentrales räumliches Moment
s =
1
Sw3
∫
S
(
h− h¯)3 dS
mit S der gesamten lateralen Domäne. Mit der Rauheit w lässt sich die Stärke der
Ausprägung klassiﬁzieren, da sie gerade ein Maß der Abweichung von der mittleren
Höhe h¯ darstellt. Die Schiefe s ist eine Kennzahl für die Asymmetrie zwischen Hügeln
und Tälern. So zeigen Strukturen, die durch Täler dominiert werden – also Täler den
größeren Teil der Struktur ausmachen –, eine positive Schiefe s > 0 und Strukturen, die
durch Hügel dominiert werden – also Hügel den größeren Teil der Struktur ausmachen –
, eine negative Schiefe s < 0. Im Allgemeinen lässt sich mit dieser Größe allerdings nicht
das zugrunde liegende Muster klassiﬁzieren. Dies soll im Nachfolgenden am Beispiel von
hexagonalen Mustern verdeutlicht werden. Dafür betrachtet man folgende Komposition
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a b c d
Ag −0,05 −0,05 0,05 0,05
A1 0 0,025 0 −0,025
A2 0 −0,005 0 0,005
w 0,123 0,151 0,123 0,151
s −0,816 0,202 0,816 −0,202
Tabelle 5.1.: Verwendete Amplituden Ai (g steht für die sechs Grundmoden, 1 für die
12 nächsthöheren Moden und 2 für die 18 darauf folgenden Moden) mit
den jeweiligen Werten für die Rauheit w und Schiefe s.
h von Kosinusmoden
h =
N∑
l=1
Al cos
(
kl · r
)
mit Al der l-ten Amplitude und k der l-ten Fouriermode. Die Vektoren sind je nach Di-
mensionalität entsprechend auszuwerten. Nun werden einmal die hexagonalen Grund-
moden einmal ohne und einmal mit höheren Moden angesetzt und das entstehende
Höhenfeld h analysiert. Dies zeigt die Abbildung 5.2. Man sieht an allen vier Realisie-
rungen die deutliche Ausprägung der hexagonalen Lochstruktur (a und b) bzw. Punkt-
struktur (c und d). Durch das Anregen der höheren Moden lässt sich die tatsächliche
Form jedoch stark variieren. So zeigt die durch Grundmoden angeregte Lochstruktur
(a) eine deutliche Dominanz der Hügel im Vergleich zu den Tälern, während die mit
höheren Moden erzeugte Struktur das Verhalten umgekehrt. Bei diesen sind die Täler
durch die schmalen Hügel dominanter, welches sich in einer positiven Schiefe s äußert.
Durch Änderungen der Vorzeichen der Amplituden Ai lassen sich die entsprechenden
Punktmuster konstruieren, bei denen genau der umgekehrte Fall herrscht. Hier do-
minieren zunächst die Täler, während durch die höheren Moden eine Dominanz der
Hügel erreicht wird. Die verwendeten und errechneten Werte ﬁnden sich in der Tabelle
5.1. Im Allgemeinen lässt sich beobachten, dass im Falle hexagonaler Strukturen für
die Umkehrung des Vorzeichens der Schiefe s die Anregung höherer Moden notwendig
ist.
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Abbildung 5.2.: Resultierende hexagonale Höhenproﬁle h für ausschließlich angeregte
Grundmoden (a und c) sowie mit Anregung der höheren Moden (b
und d). Es lassen sich klar die hexagonale Lochstrukturen (a und b)
sowie die entsprechenden Punktstrukturen (c und d) identiﬁzieren.
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6. Resultate für den granularen Fluss
entlang der schrägen Ebene
In diesem Kapitel werden die Modellgleichungen (5.5) auf den Fluss entlang der schrä-
gen Ebene angewendet. Hierfür werden die Modellgleichungen zunächst um ein zusätz-
liches Yield-Feld χ erweitert, welches die Berücksichtigung eines zusätzlichen Grenzwin-
kels ϕs ermöglicht und somit zu den im Kapitel 3 beschriebenen hysteretischen Eigen-
schaften führt. Dann erfolgt eine Reduktion der Dynamik auf eine eﬀektive eindimen-
sionale Dynamik, die es ermöglicht das System analytisch zu behandeln. Zusätzlich
wird die numerische Lösung besprochen, die einen Einblick in die zeitabhängige Dy-
namik liefert.
Für alle weiteren Behandlungen wird das System im um den Winkel ϕ verkippten
Koordinatensystem betrachtet (siehe Abbildung 6.1). Dadurch reduziert sich der Ein-
ﬂuss der Verkippung auf eine Rotation des Gravitationsvektors g um den Winkel ϕ,
welches damit die räumliche Behandlung des Systems vereinfacht.
y˜
x˜
y
x
˜g
g
ϕϕ
h
h
L
L
Abbildung 6.1.: Koordinatentransformation des Systems (links: ursprüngliches Sys-
tem; rechts: transformiert). Dies vereinfacht die Behandlung des Sys-
tems, da der Winkel ϕ ausschließlich über die transformierte Gravita-
tionskraft g Einﬂuss nimmt.
6.1. Grundlagen und Erweiterung des Modells
Um den granularen Fluss entlang der schrägen Ebene zu beschreiben, werden als erstes
einige Annahmen über die Systemeigenschaften getroﬀen. Zunächst wird ein räumlich
zweidimensionales System mit x der horizontalen und y der vertikalen Raumkoordi-
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nate angenommen (entsprechend der Abbildung 6.1). Dies kann ohne Einschränkung
selbst bei einer schrägen Verkippung des Systems, bei der ein Beitrag des Gravitations-
vektors g in der dritten Raumkomponente z entstehen würde, angenommen werden,
da stets eine Rotation des Koordinatensystems möglich ist, die diese vollständig in die
horizontale Richtung x projizieren würde. Des Weiteren wird eine konstante Höhe h
angenommen, das heißt, dass das System eine homogene Oberﬂäche ohne zusätzliche
Strukturen zeigt und auch eine zeitabhängige Dynamik diese nicht ändert. Problem-
stellungen mit veränderlichen Oberﬂächen beim Fluss entlang der schrägen Ebene be-
schreiben häuﬁg Lawinenbildung, welche ebenfalls ein häuﬁg untersuchtes Gebiet bei
granularen Systemen darstellt [75–77,83,89].
Ausgangspunkt für die Beschreibung sind nun die Modellgleichungen (5.5) in zwei
Raumdimensionen(
∂t + v · ∇
)
v = −
(
I− μy D|D|
)
· ∇p+ η∇ · (|D|D) + g
∇ · v = 0
g = g
(
sinϕ
− cosϕ
)
mit den Randbedingungen
v|y=0 = 0 (6.1)
(−pI+ η|D|D)|y=h · ey = 0.
Das System enthält bereits eine Grenzspannung, jedoch kann nicht erwartet werden,
dass diese ein Hystereseverhalten in der Dynamik induziert. Daher ist es notwendig
die Modellgleichungen geeignet zu erweitern, welches durch ein zusätzliches Yield-Feld
χ geschieht. Dafür wird folgender Ansatz gewählt
χ = Θ
(∣∣∣−∇p+ g∣∣∣− μs ∣∣∣∇p∣∣∣) (1−Θ(|D|))+Θ(|D|) (6.2)
mit der Heaviside-Funktion
Θ(x) =
⎧⎨
⎩1 : x > 00 : x ≤ 0
und μs einer zusätzlichen Yield-Konstante mit μs > μy. Dabei lassen sich zunächst
folgende Lösungen des Yield-Feldes feststellen
χ =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 : |D| > 0
1 :
∣∣∣−∇p+ g∣∣∣ > μs ∣∣∣∇p∣∣∣ und |D| = 0
0 : sonst
.
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Das Yield-Feld χ beschreibt – analog zur statischen Coulomb-Reibung – ein Kriterium
für den aktuellen lokalen Zustand eines ruhenden Systems (ein lokal nicht ruhendes
System hat stets einen Yield-Wert von χ = 1). So kann ein System in Bewegung
geraten, wenn die treibenden Kräfte aus Gravitation und Druckgradient | − ∇p + g|
einen Yield-Wert von μs|∇p| überschreiten. Analog zur statischen Coulomb-Reibung
skaliert der Grenzwert mit dem Betrag des Druckgradienten |∇p|. Somit ergänzt das
Yield-Feld χ das System um ein zusätzliches statisches Kriterium zur Ergänzung der
bereits vorhandenen plastischen Eigenschaft. Das eingeführte Feld muss noch geeignet
in die Bewegungsgleichungen eingebunden werden. Dazu soll das Yield-Feld χ sämtliche
treibenden Kräfte ausschalten, sofern die Reibungskräfte im System überwiegen. Eine
geeignete Einbindung ergibt sich demnach durch Multiplikation an den Druck- und
Gravitationsterm. Dies führt zu den Systemgleichungen
(
∂t + v · ∇
)
v = −χ
(
I− μy D|D|
)
· ∇p+ η∇ · (|D|D) + χg (6.3)
∇ · v = 0
g = g
(
sinϕ
− cosϕ
)
χ = Θ
(∣∣∣−∇p+ g∣∣∣− μs ∣∣∣∇p∣∣∣) (1−Θ(|D|))+Θ(|D|) . (6.4)
Das so erweiterte Modell ermöglicht nun eine Hysterese im plastischen Verhalten. Da-
bei führt die Anwendung des Yield-Feldes χ auf den Druckterm zu keinerlei Problemen
bei der Berücksichtigung der Inkompressibilitätsbedingung, da das System für einen
Yield χ = 0 nicht schert (D = 0) und somit die Bedingung ∇ · v = trD = 0 erfüllt ist.
Der Druck bestimmt sich in diesem Fall dann ausschließlich durch den hydrostatischen
Anteil. Ausgehend von diesem Satz an Gleichungen wird nun das eﬀektiv eindimensio-
nale System abgeleitet.
6.2. Reduktion auf eine eindimensionale Dynamik
Aus dem nun erweiterten Modell für den Fluss entlang der schrägen Ebene kann nun
eine eﬀektiv eindimensionale Dynamik abgeleitet werden. Die laterale Ausbreitung des
Systems L ist typischerweise um einiges größer als die Höhe h, daher gilt
h
L
 1.
Dann lässt sich das System in der Modellierung als periodisch fortsetzbar anneh-
men und Variationen bezüglich der lateralen Änderung der Geschwindigkeit v und
des Druckes p verschwinden. Diese Annahme kommt häuﬁg im Kontext der Strömun-
gen in geraden Rohren vor, bei denen dann eine Reduktion und analytische Lösung
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des Problems ermöglicht wird [96]. Die verschwindende laterale Änderung führt zu den
beiden Gleichungen
∂xvx = 0 (6.5)
und
∂xp = 0. (6.6)
Aus der Inkompressibilitätsbedingung ∇ · v = 0 lässt sich dann direkt folgern
∂yvy = 0
(6.1)
==⇒ vy = 0. (6.7)
Das System zeigt also keine hochtreibende Strömung, sondern nur ein Proﬁl in lateraler
Richtung vx, welches nur Variationen in vertikaler Richtung y zeigt. Mit diesem Resul-
tat lässt sich nun das gesamte System auf eine Raumdimension reduzieren. Es folgen
für einen Verkippungswinkel 0◦ ≤ ϕ < 90◦ die Systemgleichungen (Zwischenschritte
siehe Anhang A.1)
∂tvx = χg (sinϕ− μy cosϕ) + 1
4
η∂y (∂yvx)
2 (6.8)
χ = Θ(sinϕ− μs cosϕ) (1−Θ(∂yvx)) + Θ (∂yvx) (6.9)
vx|y=0 = 0 (6.10)
(∂yvx)|y=h = 0. (6.11)
Das System ist nun eﬀektiv räumlich eindimensional. Der Druck reduziert sich auf den
rein hydrostatischen Anteil
p = g cosϕ(h− y),
da die Inkompressibilitätsbedingung stets erfüllt ist. Dies bedeutet insbesondere, dass
die nicht-lokale Kopplung der Geschwindigkeit v über den Druck p verschwindet. Diese
Gleichungen sind nun der Ausgangspunkt aller weiteren Analysen des Systems.
6.3. Analytische Lösung und Hystereseverhalten
Basierend auf den Gleichungen (6.8) bis (6.11) lässt sich nun zunächst das stationäre
Verhalten des Systems untersuchen. Dafür folgt zunächst aus der Gleichung (6.8) für
den stationären Fall
0 = χg (sinϕ− μy cosϕ) + 1
4
η∂y (∂yvx)
2
⇔ ∂y (∂yvx)2 = −4χg
η
(sinϕ− μy cosϕ)
(6.11)⇐==⇒ (∂yvx)2 =
∫ h
y
4χg
η
(sinϕ− μy cosϕ) dy.
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Um das Integral zu lösen, ist eine genauere Betrachtung der Yield-Funktion (6.9)
erforderlich. Da im stationären Zustand der Fluss entweder voll entwickelt ist χ = 1
oder komplett gestoppt χ = 0 kann man für die Integration annehmen, dass die Yield-
Funktion χ unabhängig von der vertikalen Position y ist. Dies gilt insbesondere, da die
Yield-Funktion χ nur indirekt über die Heaviside-Funktion Θ(∂yvx) von der vertikalen
Komponente y abhängt und nicht direkt von der Scherrate ∂yvx selbst. Daraus folgt
dann
(∂yvx)
2 =
4χg
η
(sinϕ− μy cosϕ) (h− y)
∂yvx≥0⇐===⇒ ∂yvx = 2
√
χg
η
(sinϕ− μy cosϕ) (h− y)
(6.10)⇐==⇒ vx =
∫ y
0
2
√
χg
η
(sinϕ− μy cosϕ) (h− y) dy
⇔ vx = 4
3
√
χg
η
(sinϕ− μy cosϕ)
(
h3/2 − (h− y)3/2
)
.
Dies ist die stationäre Lösung des eindimensionalen Modells. Sie zeigt die gesuchte
Bagnold-Skalierung (3.1)
vx ∼ h3/2 − (h− y)3/2
und gibt somit das Geschwindigkeitsproﬁl korrekt wieder. Des Weiteren ergibt sich
eine Winkelabhängigkeit der Geschwindigkeit der Form
vx ∼
√
χ (sinϕ− μy cosϕ),
die zusätzlich zwei Grenzspannungen über die Koeﬃzienten μy und μs berücksichtigt.
Betrachtet man nun die jeweiligen Grenzübergänge, für welche die Dynamik startet
bzw. stoppt,
sinϕ− μy cosϕ = 0
sinϕ− μs cosϕ = 0,
dann lassen sich die Reibungskoeﬃzienten μy und μs mit den Grenzwinkeln ϕd und ϕs
verknüpfen zu
μy = tanϕd
μs = tanϕs.
Damit wird das korrekte Hystereseverhalten der Geschwindigkeit vx vom Verkippungs-
winkel ϕ wiedergegeben. Dies wird in der Abbildung 6.2 für die maximale Geschwindig-
keit vx(y = h) visualisiert. Für kleine Winkel ϕ < ϕd bildet sich kein Fluss aus, da die
Reibungskräfte, welche durch den dynamischen Yield μy entstehen, überwiegen. Bei
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Abbildung 6.2.: Maximale Geschwindigkeit vx|y=h in Abhängigkeit des Verkippungs-
winkels ϕ mit den Reibungswinkeln ϕd = 12◦ und ϕs = 16◦. Unter
adiabatischer Erhöhung des Verkippungswinkels ϕ setzt eine Bewe-
gung erst beim Erreichen des Winkels ϕs ein (blaue gestrichelte Linie).
Bei adiabatischer Reduktion des Winkels ϕ hört die Bewegung erst bei
einem niedrigeren Winkel ϕd auf (rote Linie).
einem Winkel zwischen dem statischen und dynamischen Reibungswinkel ϕd < ϕ < ϕs
verbleibt ein ruhendes System in Ruhe, während ein bereits sich bewegendes oder ge-
störtes System ﬂießt. Eine geringe Störung ist bereits ausreichend, da damit verbunden
eine zumindest lokale Scherung ∂yvx > 0 existiert, die zu einem Yield-Term χ = 1 und
einer lokalen Bildung eines Flusses führt. Diese setzt sich dann fort, bis das gesamte
System ﬂießt. Daher ist dieser Bereich instabil. Für einen Winkel oberhalb des stati-
schen Reibungswinkels ϕ > ϕs kommt es immer zu einer Ausbildung des Flusses, da die
angreifenden Kräfte die Reibungskräfte überwiegen. Das Geschwindigkeitsproﬁl zeigt
dabei für eine charakteristische Geschwindigkeit, wie die maximale Geschwindigkeit
vx(y = h), die oben beschriebene, winkelabhängige Skalierung.
Die so beschriebene Hysterese stimmt mit der in der Literatur gefundenen Abhängig-
keiten (siehe Kapitel 3) überein. Allerdings kann eine Abhängigkeit der Reibungswinkel
ϕd und ϕs von der Höhe h nicht beobachtet werden. Dies lässt sich auf die fehlende
Abhängigkeit der Reibungskoeﬃzienten μy und μs von der Höhe h bzw. vertikalen
Komponente y zurückführen [48].
Das gefundene Modell beschreibt also die erwarteten statischen Eigenschaften der
Bagnold-Skalierung und der winkelabhängigen Hysterese. Zusätzlich ist nun ein Ein-
blick in die zeitabhängige Dynamik möglich.
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Um die Entwicklung des Proﬁls vx in Abhängigkeit von der Zeit t zu erhalten, kann
die Bewegungsgleichung (6.8) zeitlich integriert werden. Zur Vereinfachung wird dazu
das System zunächst entdimensionalisiert und das Yield-Feld als χ = 1 angenommen,
da sich sonst keine Dynamik ausbilden kann. Dabei werden folgende dimensionslose
Größen eingeführt
z :=
y
h
τ := t
√
g (sinϕ− μy cosϕ)
h
u := vx
1√
hg (sinϕ− μy cosϕ)
β :=
η
4h2
.
Die Skalierung der Zeit t und der Geschwindigkeit vx mit dem Winkelanteil sinϕ −
μy cosϕ spiegelt dabei wider, dass eine Erniedrigung oder Erhöhung der Winkel ϕ und
ϕd sich direkt auf die eﬀektiven Kräfte im System auswirken, welche wiederum einen
Einﬂuss auf die Zeit- und Geschwindigkeitsskalen haben. Die Skalierung liefert einen
dimensionslosen Reibungskoeﬃzienten β, der das Verhältnis der Bagnold-Reibung η
zur Höhe h beschreibt. Die entdimensionalisierten Systemgleichungen haben dann die
Form
∂τu = 1 + β∂z (∂zu)
2 (6.12)
u|z=0 = 0 (6.13)
(∂zu)|z=1 = 0 (6.14)
mit der stationären Lösung
u =
2
3
β−1/2
(
1− (1− z)3/2
)
.
Die numerische Lösung der Bewegungsgleichung (6.12) wurde mit einem Runge-Kutta-
4-Verfahren mit ﬁniten Diﬀerenzen bewerkstelligt. Solch ein Ergebnis für einen Rei-
bungskoeﬃzienten β = 0,5 zeigt die Abbildung 6.3. In dieser ist die Geschwindigkeit u
in Abhängigkeit der vertikalen Komponente z für verschiedene Zeiten τ aufgetragen.
Die Achsen wurden dabei getauscht, da sich dadurch eine Darstellung analog zum Ex-
periment ergibt. Das System ﬂießt so von links nach rechts mit der Geschwindigkeit
u (orange Linien), während unten (an der u-Achse) sich der Boden beﬁndet und oben
die Oberﬂäche des Granulats. Man sieht, dass das Granulat sich zu Beginn als ganzer
Block mit einer konstanten Geschwindigkeit bewegt. Aufgrund der Randbedingung
(6.10) am Boden und der dadurch einsetzenden Scherung treten die Reibungseﬀekte
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Abbildung 6.3.: Geschwindigkeitsproﬁl u(z) für verschiedene Zeiten τ für einen Rei-
bungskoeﬃzienten β = 0,5. Startend bei der Anfangsbedingung u = 0
(z-Achse) bildet sich für höhere Zeiten τ das Geschwindigkeitspro-
ﬁl (orange Linie von links nach rechts) aus, bis es gegen das statio-
näre Bagnold-Proﬁ konvergiert. Für endliche Zeiten τ existiert ein
Übergang von scherender zu nicht-scherender Geschwindigkeit (rotes
Kreuz). Dies zeigt eine Propagationsfront beginnend am Boden, die
die Scherung induziert.
des Bagnold-Terms in Kraft. Dadurch wird das charakteristische Bagnold-Proﬁl be-
ginnend am Boden mit wachsender Zeit τ durch das gesamte Granulat induziert. Der
Übergang zwischen scherender und nicht-scherender Geschwindigkeit u zeigt eine klare
Propagationsfront, welche nach endlicher Zeit τfr die Oberﬂäche des Systems erreicht.
Die Geschwindigkeit u schert dann vollständig und relaxiert dann nach weiterer Zeit τ
gegen das stationäre Bagnold-Proﬁl. Der nicht-scherende Teil des Systems entwickelt
sich dabei gemäß Gleichung (6.12) mit
∂τu = 1.
Die Zeit τfr, bei der eine vollständige Scherung des Systems erreicht wird, lässt sich
nun unter Ausnutzung dieser Gleichung weiter analysieren. Dafür wird aus der Zeitrei-
he der Geschwindigkeit u numerisch die Beschleunigung ∂τu ermittelt. Erreicht die
Propagationsfront die Oberﬂäche, so gilt gerade
(∂τu)|y=h < 1.
42
6.4. Dynamisches Verhalten
Durch diese Bedingung lässt sich numerisch dann die Propagationszeit τfr in Abhän-
gigkeit des Reibungskoeﬃzienten β bestimmen. Dies zeigt die Abbildung 6.4. Die Pro-
0
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τ f
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Fit τfr(β) = 0,3965β−0,5
Numerische Daten
Abbildung 6.4.: Propagationszeit τfr in Abhängigkeit des Reibungskoeﬃzienten β. Die
numerisch ermittelten Daten (blaue Kreuze) lassen sich quantitativ
mit dem Fit τfr ∼ β−0,5(rote Linie) bestimmen.
pagationszeit τfr zeigt eine klare Abhängigkeit vom Reibungskoeﬃzienten β der Form
τfr = αβ
−0,5,
die mit dem konstanten Koeﬃzienten α = 0,3965 in quantitative Übereinstimmung
mit den numerischen Daten gebracht werden kann. Dabei ergibt sich im Limes β →
0 der reibungslose Fall, womit dann auch die Propagationszeit divergiert τfr → ∞.
Dies spiegelt im Wesentlichen wider, dass ein reibungsfreies System kein Scherproﬁl
ausbildet und somit keine Propagationsfront existiert.
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7. Das inelastische
Bouncing-Ball-Modell
Das inelastische Bouncing-Ball-Modell gehört zur einer Klasse von Modellen, die die
vertikale Bewegung eines Balls, welcher von einer oszillierenden Platte angetrieben
wird, beschreibt. Der konzeptionell einfache Aufbau dieser Modelle zeigt eine Fülle
von dynamischen Verhalten nichtlinearer Systeme, wie Periodenverdopplung oder Cha-
os, und ein breites Spektrum an Anwendungen [97–99]. Auch im Kontext granularer
Fragestellungen ﬁndet ein in horizontaler Richtung erweitertes Bouncing-Ball-Modell
Anwendung. Die Schwingförderer ermöglichen durch die Vibration der Platte einen
horizontalen Transport des Granulats, dessen Richtung von der Vibrationsstärke kon-
trolliert werden kann [4,100,101].
Wie bereits im Kapitel 4 herausgestellt, lässt sich der Einﬂuss der vertikalen Vi-
bration auf das granulare System durch das Bouncing-Ball-Modell verstehen. Zur
theoretischen Modellierung wird in den nachfolgenden Unterkapiteln das inelastische
Bouncing-Ball-Modell vorgestellt und die wesentlichen Gleichungen abgeleitet.
7.1. Modell
Das inelastische Bouncing-Ball-Modell beschreibt die Bewegung eines Balls unter Gra-
vitation, welcher durch eine Platte angetrieben wird. Die Platte selbst bewegt sich
vertikal oszillierend gemäß der Trajektorie
ypl(t) = A sin (2πft) (7.1)
mit A der Schwingungsamplitude und f der Antriebsfrequenz. Abhängig von diesen
Parametern kann der Ball von der Platte abheben und durchläuft dann einen freien
Fall bis zum Aufschlag auf die Platte. Die Bewegung des Balls lässt sich somit in drei
Phasen aufteilen: die Bewegung auf der Platte, der freie Fall und der Aufschlag auf
die Platte. Die Abbildung 7.1 illustriert die verschiedenen Phasen in der Bewegung
des Balls. Zur weiteren mathematischen Beschreibung soll das System dabei folgende
Annahmen erfüllen:
1. Die Bewegung des Balls beschränkt sich auf die vertikale y-Komponente. Im
einfachen Modell sind die vertikale und horizontale Bewegung unabhängig von-
einander und lassen sich daher getrennt beschreiben. Da der Antrieb und die
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0
Zeit
Platte freier Fall
Aufschlag
Abbildung 7.1.: Verschiedene Phasen (schraﬃert: auf der Platte; weißer Bereich: freier
Fall; blaue Linie: Aufschlag) in der Dynamik des Balls (rot: Bewegung
des Balls; grün: Bewegung der Platte).
Gravitationskraft rein vertikal wirken, besteht kein Einﬂuss auf die horizontale
Geschwindigkeitskomponente des Balls.
2. Der Aufschlag des Balls auf die Platte erfolgt vollständig inelastisch. Damit folgt,
dass der Ball (zumindest für eine inﬁnitesimale Zeit) auf der Platte liegen bleibt,
bis es zum nächsten Abheben kommt. Auch wenn diese Annahme selbst bei har-
ten Bällen – also bei niedrigen Restitutionskoeﬃzienten – im Allgemeinen nicht
erfüllt ist, wird dies hier angenommen, da die teilelastische Dynamik deutlich
komplexer und für die grundlegende Beschreibung der Kräfte auf das granulare
System nicht zielführend ist.
3. Die Bewegung des Balls beeinﬂusst die Oszillation der Platte nicht. Dies lässt
sich unter der Voraussetzung annehmen, dass die Platte deutlich schwerer ist als
der Ball. Dann folgt für die Geschwindigkeit vn nach dem Aufschlag
vn =
mplvpl +mbvb
mpl +mb
≈ vpl.
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Im Experiment lässt sich im Allgemeinen ein geringer Einﬂuss auf die Platte
feststellen [30, Fig. 3], dieser wird jedoch als zu vernachlässigen angenommen.
Der Ball unterliegt der Gravitationskraft und wird durch diese auf der Platte gehalten.
Nun ist es möglich, dass die Platte stärker nach unten beschleunigt als die Gravitati-
onskraft auf den Ball wirkt. In diesem Fall hebt der Ball aufgrund seiner Trägheit von
dieser ab. Dieses Verhalten ergibt die Bedingung
−g !≥ y¨pl(t(i)oﬀ)
7.1⇐⇒ 1 ≤ Γ sin
(
2πft
(i)
oﬀ
)
(7.2)
mit
Γ :=
4π2f2A
g
(7.3)
der Vibrationsstärke. Die Gleichung (7.2) ist die Abhebebedingung, welche die Zeit-
punkte t(i)oﬀ des i-ten Abhebens von der Platte bestimmt. Aus ihr folgt direkt, dass
für eine Vibrationsstärke Γ ≤ 1 kein Abheben stattﬁnden kann und der Ball stets auf
der Platte verbleibt. Daher reicht es sich auf den Fall Γ > 1 zu beschränken. Um nun
Aussagen über die i-te Aufschlagszeit t(i)imp treﬀen zu können, betrachtet man nun zu-
nächst die Bewegung des freien Falls des Balls. Für die vertikale Position yb des Balls
während des freien Falls gilt
yb(t) = y
(i)
oﬀ + v
(i)
oﬀ
(
t− t(i)oﬀ
)
− 1
2
g
(
t− t(i)oﬀ
)2
mit
y
(i)
oﬀ := y(t
(i)
oﬀ) = A sin
(
2πft
(i)
oﬀ
)
v
(i)
oﬀ := v(t
(i)
oﬀ) = 2πfA cos
(
2πft
(i)
oﬀ
)
.
Aus der Kollision des Balls mit der Platte lässt sich nun die i-te Aufschlagszeit t(i)imp
bestimmen. Die Bestimmungsgleichung für diese ergibt sich zu
yb(t)
!
= ypl(t)
y
(i)
oﬀ + v
(i)
oﬀ
(
t
(i)
imp − t(i)oﬀ
)
− 1
2
g
(
t
(i)
imp − t(i)oﬀ
)2
= A sin
(
2πft
(i)
imp
)
. (7.4)
Die Gleichung (7.4) ist die Aufschlagsbedingung, die den i-ten Aufschlagszeitpunkt t(i)imp
bestimmt. Diese ist aufgrund des Sinus-Terms transzendent und muss daher numerisch
gelöst werden. Darauf wird im Anhang A.2 eingegangen. Die vollständige Bewegung
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yb des Balls wird dann beschrieben durch
yb(t) =
⎧⎨
⎩A sin (2πft) : t ∈ [t
(i−1)
imp , t
(i)
oﬀ]
y
(i)
oﬀ + v
(i)
oﬀ
(
t− t(i)oﬀ
)
− 12g
(
t− t(i)oﬀ
)2
: t ∈ [t(i)oﬀ, t(i)imp]
. (7.5)
Die Gleichung (7.5) sowie die beiden Bedingungen (7.2) und (7.4) beschreiben das
inelastische Bouncing-Ball-Modell und sind Ausgangspunkt der mathematischen Mo-
dellierung der vertikaler Vibration des granularen Systems. Aus ihnen wird dann im
Unterkapitel 7.2 die Kraftberechnung abgeleitet. Eine charakteristische Größe, welche
aus dem System abgeleitet werden kann, ist die Flugzeit
t
(i)
ﬂ := t
(i)
imp − t(i)oﬀ.
Nimmt man nun an, dass das System genügend eingeschwungen ist, so lässt sich die
Flugzeit tﬂ in Abhängigkeit von der Vibrationsstärke Γ betrachten (siehe Abbildung
7.2). Die Flugzeit tﬂ wächst aus der 0 bei Γ = 1 heraus (für Γ ≤ 1 kann kein Abheben
0
0,5
1
1,5
1 2 3 4 5
t ﬂ
f
Γ
Abbildung 7.2.: Auf die Periode 1f skalierte Flugzeit tﬂ in Abhängigkeit der Vibrati-
onsstärke Γ. Die Flugzeit tﬂ zeigt einen klaren Anstieg, der dann bei
Γ ≈ 3,3 in ein Plateau übergeht. Darauf folgt dann die Periodenver-
dopplung.
stattﬁnden) an und steigt zunächst bis zu einem Wert von Γ ≈ 3,3 auf die Plattenpe-
riode tﬂ = 1f an. Für diesen Bereich an Vibrationsstärken Γ nimmt die Dynamik des
Balls zwei Phasen ein: die Bewegung auf der Platte und der freie Fall (siehe Abbildung
7.2, links oben). Für höhere Vibrationsstärken Γ erreicht die Flugzeit tﬂ das Plateau
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1
f . In diesem Bereich kommt der Ball nicht auf der Platte zum Erliegen, sondern hebt
direkt nach dem Aufprall wieder ab, da die Abhebebedingung (7.2) direkt wieder er-
füllt ist. Aufgrund der Inelastizität des Balls hebt dieser mit der Geschwindigkeit der
Platte zum Zeitpunkt des Aufpralls ab, weshalb die Bewegung zu Beginn sehr nah an
der Platte liegt (siehe Abbildung 7.2, mittig oben). Eine weitere Erhöhung der Vibra-
tionsstärke Γ führt zu einer Periodenverdopplung der Flugzeit tﬂ. Dem Ball ist es nun
möglich eine Plattenperiode 1f zu überspringen. Dies führt zu zwei Flugzeiten tﬂ, da
der Ball zunächst abhebt und beim Aufprall auf die Platte direkt weiterspringt. Erst
beim zweiten Aufprall bleibt dieser liegen bis die Abhebebedingung wieder erfüllt ist
(siehe Abbildung 7.2, unten).
Die Einﬂüsse für höhere Vibrationsstärken Γ ≥ 4,5 werden in dieser Arbeit bei
der Musterbildung unter vertikaler Vibration nicht behandelt, daher wird auf diese
Bereiche nicht näher eingegangen.
7.2. Berechnung der Kräfte
Für das granulare System ist es nun notwendig, aus dem inelastischen Bouncing-Ball-
Modell eine externe Kraft abzuleiten, die die Einﬂüsse der Vibration auf das Granulat
geeignet modelliert. Während die Berechnung der Kräfte auf der Platte und im freien
Fall durch die zweite zeitliche Ableitung aus der Gleichung (7.5) folgen, kann die Kraft
beim Aufprall auf die Platte aufgrund der vollständigen Inelastizität des Bouncing-
Ball-Modells nicht abgeleitet werden. Die Beschleunigung beim Aufprall muss daher
geeignet modelliert werden. Ausgangspunkt dieser Modellierung ist der Geschwindig-
keitsübertrag
Δv
(i)
imp = vpl(t
(i)
imp)− vb(t(i)imp)
= 2πfA cos
(
2πft
(i)
imp
)
−
[
2πfA cos
(
2πft
(i)
oﬀ
)
− g
(
t
(i)
imp − t(i)oﬀ
)]
= 2πfA
[
cos
(
2πf
[
t
(i)
oﬀ + t
(i)
ﬂ
])
− cos
(
2πft
(i)
oﬀ
)
+
g
2πfA
t
(i)
ﬂ
]
(7.6)
des i-ten Aufschlags. Mit diesem lässt sich zunächst eine Bedingung für die zu model-
lierende Beschleunigung a(i)imp beim i-ten Aufschlag aufstellen
Δv
(i)
imp =
∫ t(i)imp+trel
t
(i)
imp
a
(i)
imp(t) dt
mit trel einer geeigneten Relaxationszeit. Es wird davon ausgegangen, dass die Relaxa-
tionszeit trel unabhängig von den Systemparametern und Anfangsbedingungen gewählt
werden kann. Des Weiteren sollte für die Relaxationszeit
trel  1
f
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gelten. Somit überlagern sich die Einﬂüsse aufeinander folgender Aufpralle nicht, da
die Kraft abgeklungen ist, bevor ein weiterer Aufprall stattﬁndet. Ebenfalls garantiert
diese Bedingung, dass die zeitliche Dauer eines Aufpralls deutlich kleiner ist, als andere
Eﬀekte im System der Ordnung O
(
1
f
)
. Der Kraftansatz, welcher in dieser Arbeit
gewählt wurde, ist folgender:
a
(i)
imp(t) =
Δv
(i)
imp
σ
exp
(
− t− t
(i)
imp
σ
)
(7.7)
mit σ < trel  1f der Relaxationszeit des Aufschlags. Dies entspricht einem exponen-
tiellen Abklingen des Aufpralls auf der Platte. Dieser klingt zwar erst im Unendlichen
auf 0 ab, allerdings sind die Beiträge für höhere Zeiten vernachlässigbar mit dem Fehler
 =
Δv
(i)
imp −
∫ t(i)imp+trel
t
(i)
imp
a
(i)
imp(t) dt
Δv
(i)
imp
= exp
(
− trel
σ
)
.
Dies ergibt für einen exemplarischen Wert von σ = 14 trel einen Fehler von
 = 1,83%.
Die funktional einfache Form ermöglicht überdies eine numerisch eﬃziente Behandlung.
Um bei der numerischen Berechnung zu garantieren, dass der Geschwindigkeitsüber-
trag Δv(i)imp im Rahmen dieser Kraft a
(i)
imp erhalten bleibt, wird folgende Diskretisierung
vorgenommen. Sei (tk)k∈N die Folge der diskreten Zeitpunkte in der numerischen Be-
rechnung. Die diskretisierte Kraft ak lässt sich dann mit Δtk = tk+1 − tk wie folgt
berechnen
ak =
Δvk
Δtk
=
1
Δtk
∫ tk+1
tk
a
(i)
imp(t) dt
=
Δv
(i)
imp
Δtk
⎧⎪⎪⎨
⎪⎪⎩
1− exp
(
tk+1−t(i)imp
σ
)
: tk ≤ t(i)imp ≤ tk+1
exp
(
tk−t(i)imp
σ
)
− exp
(
tk+1−t(i)imp
σ
)
: sonst
.
Diese diskretisierte Beschleunigung ak erhält den Geschwindigkeitsübertrag Δv
(i)
imp un-
abhängig von den Zeitschritten tk oder den Schrittweiten Δtk.
Zur Beschreibung eines Systems, welches von der Platte getrieben wird, ist es nun
zielführend, die Kräfte eines zum Bouncing Ball mitbewegten Systems zu untersuchen.
50
7.2. Berechnung der Kräfte
Im Falle eines Fluids ist dies besonders ratsam, da die Platte Teil des Randes ist und
somit der Eﬀekt der Platte über die Randbedingung das System beeinﬂusst. In einem
inkompressiblen Fluid pﬂanzen sich Kräfte und Druckänderungen instantan fort, daher
können die Kräfte über die Platte durch die Transformation in das mitbewegte System
behandelt werden. Die Kräfte werden dann zu den wirkenden Volumenkräften des
Fluids. Betrachtet man die vertikale Koordinate y im granularen System, so lässt sich
eine Transformation der Form
y˜ = y − yb
durchführen. Mit dem Kraftansatz (7.7) lässt sich nun für das Zeitintervall t(i−1)imp ≤
t < t
(i)
imp die zweite zeitliche Ableitung ansetzen, welche die Volumenkräfte beschreibt.
Dies führt zu
¨˜y(i−1)(t) = y¨ − y¨b
= −g −
⎡
⎣a(i−1)imp (t) +
⎧⎨
⎩−gΓ sin (2πft) : t ∈ [t
(i−1)
imp , t
(i)
oﬀ]
−g : t ∈ [t(i)oﬀ, t(i)imp]
⎤
⎦
= −a(i−1)imp (t) +
⎧⎨
⎩−g (1− Γ sin (2πft)) : t ∈ [t
(i−1)
imp , t
(i)
oﬀ]
0 : t ∈ [t(i)oﬀ, t(i)imp]
.
Dies sind die eﬀektiven Kräfte, welche im mitbewegten granularen System wirken. Die
Beschleunigung ¨˜y für einige Vibrationsstärken Γ zeigt die Abbildung 7.3. Bei jedem
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Abbildung 7.3.: Eﬀektive Beschleunigung ¨˜y im mitbewegten System in Abhängigkeit
der mit 1f skalierten Zeit t für drei verschiedene Vibrationsstärken Γ
(grün gestrichelt: nur Aufschlag; rot: vollständig).
Aufschlag lässt sich eine klare Beschleunigungsspitze beobachten, die dann exponenti-
ell abfällt. Zusätzlich kommt dann noch ein Beitrag der Plattenbeschleunigung hinzu
(Abb. 7.3, a), falls das System nach dem Aufschlag auf der Platte liegen bleibt. Für
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Vibrationsstärken Γ, bei denen keine Periodenverdopplung auftritt, lässt sich direkt se-
hen, dass der Zeitabstand zweier benachbarter Aufschläge stets eine Plattenperiode 1f
(Abb. 7.3, a und b) beträgt. Bei der Periodenverdopplung allerdings kann das System
zunächst weiterspringen, bevor es dann beim zweiten Aufschlag liegen bleibt. Somit
ergeben sich zwei unterschiedliche Zeitabstände benachbarter Beschleunigungsspitzen,
die summiert dann die doppelte Plattenperiode 2f ergeben (Abb. 7.3, c). Die Stärke
der Beschleunigungsspitzen variiert deutlich in Abhängigkeit der Vibrationsstärke Γ
und der Flugzeit tﬂ, was sich aus der funktionalen Abhängigkeit des Impulsübertrages
(7.6) von den Größen Γ und tﬂ ergibt. Allgemein lässt sich jedoch feststellen, dass die
Beschleunigungsspitzen typischerweise eine Größenordnung O (10g) größer sind als die
Gravitationsbeschleunigung g.
Das so abgeleitete Kraftmodell wird in Kapitel 9 auf das granulare System ange-
wandt und ermöglicht so eine Beschreibung der Vibration der Box.
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Kontinuumsmodells
Die mathematische Struktur der Cauchy-Bewegungsgleichung erfordert im Rahmen
der ﬂuiddynamischen Beschreibung erweiterte Verfahren zur Lösung, die im Nachfol-
genden vorgestellt werden. Als Erstes wird die Volume-of-Fluid-Methode erläutert,
welche eine Behandlung der freien Oberﬂäche in einem Zwei-Phasen-Modell ermög-
licht. Die dort abgeleiteten Gleichungen sind dann die Grundlage der numerischen
Integration. Dabei wird der Fokus auf die Finite-Volumen-Methode und die Finite-
Diﬀerenzen-Methode gelegt, welche zur Lösung der Gleichungen verwendet wurden.
Eine andere häuﬁg verwendete Methode – die Finite-Elemente-Methode – wird dabei
nicht besprochen. Des Weiteren wird der PISO-Algorithmus und seine im Rahmen
des Modells notwendige Modiﬁkation vorgestellt. Dieser ﬁndet häuﬁg Verwendung bei
der Lösung der Druckgleichung zeitabhängiger Problemstellungen. Zum Schluss wird
noch auf die Lösung der Phasengleichung der Volume-of-Fluid-Methode eingegangen,
die als Advektionsgleichung gesondert behandelt werden muss. Da das System mithil-
fe der C++-Bibliothek OpenFoam R© gelöst wurde, wird der Fokus auf den in dieser
Bibliothek implementierten Verfahren gelegt.
8.1. Behandlung der freien Oberﬂäche:
Volume-of-Fluid-Methode
Die numerische Lösung von Systemen mit freier Oberﬂäche erfordert zusätzliche Me-
thoden, da die freie Oberﬂäche sich als zeitlich veränderliche Randbedingung im All-
gemeinen nicht als Randbedingung eines statischen Gitters beschreiben lässt. Um nun
ein solches System beschreiben zu können, wird in dieser Arbeit die von Hirt und
Nichols entwickelte Volume-of-Fluid-Methode verwendet [33]. Ein weitere, bekannte
Alternative wäre die Level-Set-Methode [102]. Die Volume-of-Fluid-Methode erweitert
das System um eine zweite Phase und führt eine Phasenfeld α ∈ [0,1] mit folgenden
Eigenschaften ein:
• α = 1 entspricht der ersten Phase, also dem zu untersuchenden System
• α = 0 entspricht der zweiten, zusätzlichen Phase
• 0 < α < 1 entspricht der Kontaktﬂäche zwischen beiden Phasen
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Die freie Oberﬂäche wird nun vollständig durch den Phasenübergang von α beschrie-
ben, welcher sich vollständig in der Domäne beﬁndet und damit keine Randbedingung
dieser darstellt. Allerdings ist es nun notwendig, ein zusätzliches Skalarfeld zu lösen
und die hinzugefügte Phase muss bei der Berechnung der Cauchy-Bewegungsgleichung
zusätzlich berücksichtigt werden. Um dies zu bewerkstelligen, werden die Systemglei-
chungen bezüglich beider Phasen interpoliert. In dieser Arbeit – wie bei vielen Pro-
blemstellungen dieser Art – wird Luft als zweite Phase genutzt. Dabei werden granulare
Größen mit dem Index ’g’ und Luft-Größen mit dem Index ’air’ versehen. Die Behand-
lung der freien Oberﬂäche impliziert in der Regel, dass das Zwei-Phasen-System nicht
mischt, da die granulare Phase als inkompressibel angenommen wurde. Ebenfalls ist
es sinnvoll, die zweite Phase als inkompressibel anzunehmen. Daraus lässt sich folgern,
dass beide Phasen durch ein gemeinsames Geschwindigkeitsfeld v mit den Relationen
vg = αv und vair = (1− α)v
beschreibbar sind. Insbesondere folgt dann die Inkompressibilität des gemeinsamen
Geschwindigkeitsfeldes
∇ · v = ∇ · (vg + vair) = ∇ · vg + ∇ · vair = 0.
Das erweiterte Geschwindigkeitsfeld macht eine zusätzliche Bewegungsgleichung nicht
notwendig. Stattdessen werden die physikalischen Größen beider Systeme geeignet in-
terpoliert. Diese interpolierten Größen beschreiben dann die hydrodynamischen Cha-
rakteristiken des Zwei-Phasen-Systems. Die Größen sind gegeben durch
ρ = αρg + (1− α)ρair Dichte
μeﬀ = αρgη|D|+ (1− α)μair dyn. Viskosität
μy = αμy,g Yield-Koeﬃzient.
Ebenfalls ist es möglich die kinematische Viskosität
νeﬀ =
μeﬀ
ρ
=
αρη|D|+ (1− α)μair
ρ
=
αρgη|D|+ (1− α) ρairνair
ρ
als über die Dichte ρ gemittelten Wert der jeweiligen kinematischen Viskositäten η|D|
und νair darzustellen. Für die Dichte ρ gilt nun die Kontinuitätsgleichung, welche die
Massenerhaltung im System garantiert, sofern keine Zu-/Abﬂüsse existieren. Aus dieser
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folgt dann
∂tρ+ ∇ · (ρv) = 0
(ρg − ρair) ∂tα+ ∇ · ([αρg + (1− α)ρair]v) = 0
(ρg − ρair) ∂tα+ (ρg − ρair) ∇ · (αv) + ρair ∇ · v︸ ︷︷ ︸
=0
= 0
⇔ ∂tα+ ∇ · (αv) = 0.
Es folgt wiederum eine Advektionsgleichung, welche die Erhaltung der Phase α garan-
tiert. Dies war zu erwarten, da ein nicht erhaltenes Phasenfeld α zu Änderungen der
Dichteanteile beider Medien führen würde, welches wiederum einen Widerspruch zur
Erhaltung der Kontinuitätsgleichung darstellt.
Nun lässt sich die Impulsbilanzgleichung mit Dichteberücksichtigung ähnlich zum
Ein-Phasen-System aufstellen
∂t (ρv) + ∇ · (ρv ⊗ v) = −
(
I− μy D|D|
)
· ∇p+ ∇ · (μeﬀD) + ρgeﬀey. (8.1)
Hierbei wurde bereits angenommen, dass keine Oberﬂächenspannung zwischen den
beiden Medien herrscht, da dies beim Granulat-Luft-System zunächst nicht zu erwar-
ten wäre. Es gibt allerdings Untersuchungen mit dem Ergebnis, dass aufgrund einer
Anisotropie im kinetischen Energietensor eine eﬀektive Oberﬂächenspannung induziert
werden kann [82]. Aus der Gleichung (8.1) gehen die beiden Limites 1
α = 1 : ρg
(
∂t + v · ∇
)
v = −
(
I− μy,g D|D|
)
· ∇p+ ∇ · (ρgη|D|D) + ρggeﬀey
α = 0 : ρair
(
∂t + v · ∇
)
v = −∇p+ 1
2
μairΔv + ρairgeﬀey
hervor. Es folgen also die abgeleitete Systemgleichung für das Granulat sowie die
Navier-Stokes-Gleichung für Luft je in inkompressibler Form. Zuletzt ist noch eine
Modiﬁzierung des Yield-Terms notwendig. Dieser kann für kleine Scherraten |D| nu-
merische Probleme erzeugen, da er insbesondere im Limes |D| → 0 nicht klar deﬁniert
ist. Daher wird analog zur Modiﬁkation von Papanastasiou, die bei Bingham- und
Herschel-Bulkley-Fluiden durchgeführt wird [51], der Yield-Term mit einem zusätzli-
chen Exponentialterm modiﬁziert. Diese Änderung lautet
μy
D
|D| → μy
(
1− e−m|D|
) D
|D|
1Aus der der Inkompressibilität ∇ · v = 0 folgt die Identität
∇ ·D = 1
2
(
Δv + ∇
[
∇ · v
])
=
1
2
Δv.
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mit m einer Konstanten, welche typischerweise von der Größenordnung O (103s) ist.
Damit ist der Yield-Term auch für den Übergang
|D| → 0 ⇒ μy
(
1− e−m|D|
) D
|D| → 0
wohldeﬁniert. Durch die Wahl einer großen Konstanten m verschwindet der Exponen-
tialterm hinreichend schnell und seine Einﬂüsse sind bereits für geringe Scherraten |D|
vernachlässigbar. Zur weiteren numerischen Behandlung folgt jetzt im nächsten Schritt
die Diskretisierung der Domäne durch die Finite-Volumen-Methode.
8.2. Finite-Volumen-Methode
Die Cauchy-Bewegungsgleichungen lassen sich aus einer Bilanzgleichung von Span-
nungen und Flüssen im System ableiten [49, 96, 103]. Daher lässt sie sich auch in eine
äquivalente Integralform bringen, welche dann in der Finite-Volumen-Methode durch
eine endliche Anzahl an Teilvolumina diskretisiert werden kann. Sei also V ein zu-
nächst beliebiges Volumen, welches in der Lösungsdomäne Ω enthalten ist, mit dem
Rand ∂V . Dann gilt für die Systemgleichung (8.1) in diesem Volumenelement V unter
Anwendung des Satzes von Gauss∫
V
∂t (ρv) dV =
∫
∂V
(−ρv ⊗ v + μeﬀD) · dS
+
∫
V
[
−
(
I− μy D|D|
)
· ∇p+ ρgeﬀey
]
dV .
(8.2)
Die zunächst beliebige Wahl von V wird nun bei der Diskretisierung der Domäne Ω
genutzt. Hierfür teilt man die Domäne Ω in eine endliche Anzahl an Teilvolumina
Vi mit i = 1, . . . , N und betrachtet alle Feldgrößen als räumliche Mittelwerte dieser.
Dies kann beispielsweise erreicht werden, indem die Volumina als polygonale Zellen
gewählt werden. Ein Beispiel eines solchen Gitters zeigt die Abbildung 8.1. Für jedes
dieser Teilvolumina Vi lässt sich nun die Integralform (8.2) aufstellen. Durch die Wahl
polygonaler Volumina sind die Ränder stückweise linear und die Oberﬂächenintegrale
lassen sich in lineare Anteile S zerlegen. Zusätzlich sind die Oberﬂächennormalen nS
der Oberﬂächenanteile S konstant. Die Systemgleichung lässt sich dann umformen zu∫
Vi
∂t (ρv) dV =
∑
S∈∂Vi
∫
S
(−ρv ⊗ v + μeﬀD) · nS dS
−
∫
Vi
(
I− μy D|D|
)
· ∇p dV +
∫
Vi
ρgeﬀey dV .
Um die Integrale numerisch lösen zu können, müssen diese nun geeignet approximiert
werden. Dafür erfolgt zunächst die Betrachtung der geometrischen Schwerpunkte der
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Abbildung 8.1.: Gitter zur Realisierung einer Strömung in einem gekrümmten Rohr
(grau: Ränder S der Volumina Vi; rot: Mittelpunkte ri der Volumina
Vi) aus einem Tutorial von OpenFoam R© .
Volumina ri und der Oberﬂächen rS . Aus deren Deﬁnitionen lässt sich nun ableiten
ri =
1
Vi
∫
Vi
r dV ⇔
∫
Vi
(r − ri) dV = 0 (8.3)
rS =
1
S
∫
S
r dS ⇔
∫
S
(r − rS) dS = 0. (8.4)
Sei nun Θ eine beliebige Feldgröße des Systems mit Θi := Θ(ri) und (r − ri)2 =
(r − ri)⊗ (r − ri). Diese lässt sich nun lokal in eine Taylor-Reihe der Form
Θ = Θi +
(
∇Θ
)
i
· (r − ri) +O
(
(r − ri)2
)
entwickeln. Die Integration dieser Reihe über das Teilvolumen Vi liefert dann die nötige
Approximation∫
Vi
Θ dV =
∫
Vi
[
Θi +
(
∇Θ
)
i
· (r − ri) +O
(
(r − ri)2
)]
dV
= ViΘi +
(
∇Θ
)
i
·
∫
Vi
(r − ri) dV︸ ︷︷ ︸
(8.3)
= 0
+
∫
Vi
O ((r − ri)2) dV
= ViΘi +
∫
Vi
O ((r − ri)2) dV
≈ ViΘi.
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Ein analoges Resultat folgt für die entsprechenden Integrale über die Oberﬂäche S und
für die Komposition von mehreren Feldgrößen, da stets die linearen Anteile durch die
Gleichungen (8.3) und (8.4) verschwinden. Dies hat zur Folge, dass die Approximation
der Integrale auf dieser Art stets von quadratischer Ordnung im Raum ist. Im Um-
kehrschluss folgt die Konsequenz, dass die Approximation der Ableitungen durch ﬁnite
Diﬀerenzen ebenfalls nur eine quadratische Ordnung der Feldgrößen liefern kann, da
die Ordnung durch die Finite-Volumen-Methode begrenzt ist.
Im nächsten Schritt müssen nun die jeweiligen Integralterme ausgewertet werden.
Es folgt dann die Impulsdichte ∫
Vi
ρv dV ≈ Vi (ρv)i
= Viρivi,
der Spannungsteil
∑
S∈∂Vi
∫
S
μeﬀD · nS dS ≈
∑
S∈∂Vi
(μeﬀD)S · S
=
∑
S∈∂Vi
μeﬀ,SDS · S,
der Konvektionsterm
∑
S∈∂Vi
∫
S
ρv ⊗ v · nS dS ≈
∑
S∈∂Vi
(ρv ⊗ v)S · S
=
∑
S∈∂Vi
S · (ρv)S︸ ︷︷ ︸
=:Φρ
vS
=
∑
S∈∂Vi
ΦρvS
und der Druckterm∫
Vi
(
I− μy D|D|
)
· ∇p dV ≈ Vi
[(
I− μy D|D|
)
· ∇p
]
i
= Vi
(
I− μY,i Di|Di|
)
· ∇pi.
Nach diesen Schritten sind alle Integrale des Systems gelöst und man erhält dann mit
dem Materialﬂuss Φρ := S · (ρv)S durch die Oberﬂäche S die Ausgangsgleichung
∂t(ρivi) +
1
Vi
∑
S∈∂Vi
(
ΦρvS − μeﬀ,SDS · S
)
= −
(
I− μy,i Di|Di|
)
· ∇pi + ρigeﬀey. (8.5)
Die räumliche Behandlung im Rahmen der Finite-Volumen-Methode ist soweit abge-
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schlossen. In den nächsten Schritten folgt nun die Behandlung der Interpolationen auf
die Oberﬂächen sowie die Berechnung der Gradienten ∇v und ∇p.
8.3. Interpolation von Oberﬂächengrößen
Die Finite-Volumen-Methode berücksichtigt sowohl Größen in den Volumen als auch
auf dessen Rändern. Hierfür ist es jedoch nötig, diese zueinander in Relation zu setzen,
welches durch geeignete Interpolationen der Oberﬂächengrößen auf die Volumengrößen
geschieht. Meist geschieht dies durch eine lineare Interpolation der Volumengrößen,
die im Rahmen der Finite-Volumen-Methode von zweiter Ordnung ist [104]. Es sind
auch Verfahren höherer Ordnung möglich, die jedoch die Berücksichtigung zusätzlicher
Werte benötigen.
Zur Anschauung betrachtet man exemplarisch die Abbildung 8.2, die einen zwei-
dimensionalen Fall darstellt. Die Interpolation lässt sich analog auf den dreidimen-
sionalen Fall übertragen. Sei Φ die Größe in den Volumina VP und VN , die auf die
ΦP ΦNΦS
rP rS rN
Abbildung 8.2.: Skizze zur Interpolation der Volumengrößen ΦP und ΦN auf die Ober-
ﬂächengröße ΦS .
Oberﬂäche S interpoliert werden soll. Die lineare Interpolation ist dann gegeben durch
ΦS = fΦP + (1− f)ΦN
f =
|rN − rS |
|rP − rS |+ |rN − rS | .
Diese Interpolation berücksichtigt, dass ein orthogonales Gitter nicht notwendigerweise
gleich große Volumina enthält, wodurch sich unterschiedliche Abstände vom Volumen-
mittelpunkt zur Oberﬂäche ergeben können.
Diese Art der Interpolation ist für die meisten Terme ausreichend, führt allerdings
bei den Flusstermen – wie bei der Advektionsgleichung oder dem Konvektionsterm
– zu Oszillationen und damit zur Divergenz der Numerik. Der Hauptgrund hierfür
sind auftretende hohe Gradienten in den Flüssen, die nur ungenügend vom linearen
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Interpolationsverfahren erfasst werden. Dies ließe sich durch die Upwind-Interpolation
ΦS =
⎧⎨
⎩ΦP : Fluss von P nach NΦN : Fluss von N nach P
beheben, welche allerdings nur von erster Ordnung ist. Eine Möglichkeit diesen beiden
Problemen entgegenzuwirken ist die Verwendung eines Flussbegrenzers Ψ. Anhand der
Gradienten der Oberﬂächenﬂüsse interpoliert dieser zwischen dem linearen Verfahren
Φlin (geringe Gradienten) und dem Upwind-Verfahren Φup (hohe Gradienten)
ΦS = Φup +Ψ(Φlin − Φup) .
Somit bleibt die höhere Ordnung des linearen Verfahrens erhalten, während die Stabi-
lität des Upwind-Verfahrens gegeben ist. Durch numerisches Testen haben sich dabei
zwei Flussbegrenzer bewährt: das OSPRE-Schema für den Konvektionsterm der Be-
wegungsgleichung und das van-Leer-Schema für die Lösung der Phasenadvektionsglei-
chung [105,106].
8.4. Gradientenbestimmung
Ausgehend von Gleichung (8.5) müssen zur weiteren räumlichen Behandlung noch
der Gradient der Geschwindigkeit ∇v, welcher im Schertensor D vorkommt, und der
Gradient des Drucks ∇p bestimmt werden. Sei exemplarisch Φ(r) ein Feld, dessen
Gradient ∇Φ (rP ) am Volumenpunkt rP bestimmt werden soll. Dann lässt sich nun
zunächst mit der Finite-Volumen-Methode der Ansatz
Φ(r) = Φ(rP ) +
(
∇Φ
)
rP
· (r − rP ) +O ((rN − rP )⊗ (r − rP ))
aufstellen. Dieser Gradient lässt sich nun mithilfe der Nachbarsvolumina N bestimmen.
Unter Berücksichtigung aller nächster Nachbarn (also alle Nachbarn, die eine Oberﬂä-
che mit dem Volumen P teilen) führt dies zu einem überbestimmten System, da 2 bzw.
3 Raumkomponenten gesucht sind, aber 4 bzw. 6 nächste Nachbarn vorhanden sind.
Hierfür wird dann die Methode der kleinsten Quadrate verwendet, die die Fehlerqua-
drate minimiert und damit eine Lösung quadratischer Ordnung unter Berücksichtigung
aller nächster Nachbarn bietet. Dann folgt das zu lösende Gleichungssystem [107]
(
∇Φ
)
rP
=
[∑
N
(rN − rP )⊗ (rN − rP )
]−1∑
N
[Φ(rN )− Φ(rP )] (rN − rP ).
Im Allgemeinen gilt diese Form nur für orthogonale Gitter, eine Implementierung für
nicht-orthogonale Gitter wurde in OpenFoam R© realisiert. Da das hier behandelte Git-
ter orthogonal ist, wird nicht weiter auf generalisierte Verfahren der kleinsten Quadrate
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eingegangen.
Einfacher gestaltet sich die Berechnung der Gradienten ∇Φ auf den Oberﬂächen S.
Diese lassen sich – analog zum Unterkapitel 8.3 – für orthogonale Gitter durch die
lineare Interpolation direkt berechnen
S ·
(
∇Φ
)
S
= |S|ΦN − ΦP|rN − rP | .
Diese ist ebenfalls im Rahmen der Finite-Volumen-Methode von zweiter Ordnung.
Mit den Gradientenbestimmungen ist das System nun vollständig räumlich diskreti-
siert und eine zeitliche Diskretisierung kann stattﬁnden. Die zeitliche Diskretisierung
wird dabei über das implizite Euler- und Crank-Nicolson-Verfahren abgehandelt. Da
es sich bei beiden Verfahren um implizite Verfahren handelt, muss im Anschluss an
die vollständige zeitliche Diskretisierung noch ein algebraisches System gelöst werden.
8.5. Zeitliche Diskretisierung
Bei dem nun vollständig räumlich diskretisierten System kann nun die zeitliche Dis-
kretisierung durchgeführt werden. Um die nachfolgenden Gleichungen übersichtlich zu
halten, werden die weiteren räumlichen Diskretisierungen nicht eingesetzt. Als Aus-
gangspunkt der zeitlichen Behandlung betrachtet man die zeitliche Integration der
Bewegungsgleichung (8.5) zur Zeit t über einen Zeitschritt Δt
∫ t+Δt
t
∂t(ρivi) dt+
∫ t+Δt
t
1
Vi
∑
S∈∂Vi
(
ΦρvS − μeﬀ,SDS · S
)
dt
= −
∫ t+Δt
t
(
I− μy,i Di|Di|
)
· ∇pi dt+
∫ t+Δt
t
ρigeﬀey dt.
Die zeitliche Ableitung der Impulsdichte lässt sich direkt lösen, die anderen Terme
erfordern eine entsprechende Näherung. Die Bestimmung des Druckes p erfolgt dabei
gesondert mithilfe des PISO-Verfahrens im Unterkapitel 8.6. Für die restlichen Terme
kommen zwei typische Diskretisierungsverfahren zum Einsatz – das implizite Euler-
und das Crank-Nicolson-Verfahren – sowie eine anschließende zeitliche Linearisierung,
die die direkte Lösung des Gravitationsterms ermöglicht.
Das Crank-Nicolson-Verfahren ist ein implizites Verfahren zweiter Ordnung in der
Zeit, welches die Mittelung zwischen einem expliziten und einem impliziten Euler-
Schritt darstellt [104]. Dieses wird auf den Konvektions- und Spannungsterm ange-
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wendet und liefert mit f (t+Δt) = f (n+1), f(t) = f (n) das Gleichungssystem
ρ
(n+1)
i v
(n+1)
i − ρ(n)i v (n)i
Δt
+
1
2Vi
∑
S∈∂Vi
(
Φ(n+1)ρ v
(n+1)
S +Φ
(n)
ρ v
(n)
S −
[
μ
(n+1)
eﬀ,S D
(n+1)
S + μ
(n)
eﬀ,SD
(n)
S
]
· S
)
= −
∫ t+Δt
t
(
I− μy,i Di|Di|
)
· ∇pi dt+
∫ t+Δt
t
ρigeﬀey dt.
Die vorliegende diskretisierte Gleichung hängt nichtlinear vom gesuchten Geschwin-
digkeitsfeld v (n+1) ab, was wiederum bedeutet, dass bei einer vollständigen Diskre-
tisierung ein nichtlineares, algebraisches System gelöst werden müsste. Da dies im
Allgemeinen sehr aufwendig ist und komplexe Verfahren notwendig macht, wird im
nächsten Schritt eine zeitliche Linearisierung durchgeführt. Dafür wird angenommen,
dass die Dichte ρ, der Fluss Φρ, die Viskosität μeﬀ sowie der Yield-Term μy D|D| sich zeit-
lich nur geringfügig ändern und somit eine Betrachtung zur aktuellen Zeit t ausreicht.
Daraus folgt dann das linearisierte, algebraische System
ρ
(n)
i
v
(n+1)
i − v (n)i
Δt(n)
+
1
2Vi
∑
S∈∂Vi
(
Φ(n)ρ
[
v
(n+1)
S + v
(n)
S
]
− μ(n)eﬀ,S
[
D
(n+1)
S +D
(n)
S
]
· S
)
=−
(
I− μ(n)y,i
D
(n)
i
|D(n)i |
)
·
∫ t+Δt
t
∇pi dt+ ρ(n)i
∫ t+Δt
t
geﬀey dt.
Im Rahmen dieser Linearisierung lässt sich nun auch der Kraftterm durch direktes
Auﬁntegrieren exakt lösen (siehe Unterkapitel 7.2). Der Zeitschritt Δt(n) wurde dabei
mit den Zeitindex (n) modiﬁziert. Dies wurde durchgeführt, da es bei dem linearisierten
System ratsam ist, das Courant-Lewy-Friedrichs-(CFL-)Kriterium zu erfüllen [108].
Ansonsten führt die zeitliche Linearisierung der nichtlinearen Terme zu numerischen
Fehlern, da beispielsweise beim konvektiven Transport der Geschwindigkeit v oder der
Phase α Zellen übersprungen werden können. Daher wird zu jedem Zeitpunkt n bzw.
t(n) die Courant-Zahl Co(n) mit dem vorherigen Zeitschritt Δt(n−1) berechnet
Co(n) =
1
2
Δt(n−1)max
i
(∑
S∈∂Vi |S · vS |
Vi
)
.
Der Faktor 12 berücksichtigt dabei, dass die Summe die Beträge der Oberﬂächenﬂüsse
|S ·vS | für eine Richtung doppelt zählt. Die Bedingung fordert nun, dass die Courant-
Zahl Co(n) stets kleiner oder gleich einem maximalen Wert Comax ist, welcher typi-
scherweise kleiner eins ist
Co(n)
!≤ Comax
(
i.d.R.
= 1
)
.
Dann lässt sich der Zeitschritt Δt(n) aus dieser Forderung mit dem vorherigen Zeit-
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schritt Δt(n−1) berechnen
Δt(n) =
Comax
Co(n)
Δt(n−1).
Dieser wird nun verwendet, um die Felder im nächsten Zeitschritt n + 1 bzw. t(n+1)
zu bestimmen. Numerisch hat sich eine maximale Courant-Zahl von Comax = 0,5 als
sinnvoll erwiesen, da diese auch ein spontanes Ansteigen der Geschwindigkeit bei den
Beschleunigungsspitzen abfangen kann.
Auch wenn das vorliegende System implizit diskretisiert wurde, zeigt es in der nu-
merischen Behandlung keine Konvergenz. Als Konsequenz könnte man auf das im-
plizite Euler-Verfahren zurückgreifen, welches zwar in der numerischen Behandlung
konvergiert, dafür allerdings nur von erster Ordnung in der Zeit ist. Daher wird hier
eine Technik verwendet, die die Präzisionsvorteile des Crank-Nicolson-Verfahren zum
Großteil erhält und die Stabilität des impliziten Euler-Verfahren nutzt.
Dazu wird das Crank-Nicolson-Verfahren mit einer zusätzlichen Gewichtungsvaria-
ble 0 ≤ c ≤ 1 versehen, die eine Änderung in den impliziten und expliziten Euler-
Anteilen im Verfahren induziert. Dies führt dann zu einer zeitlichen Diskretisierung
des Beispielfeldes β von
β(n+1) − β(n)
Δt(n)
=
1
1 + c
f
(
β(n+1), t+Δt(n)
)
+
c
1 + c
f
(
β(n), t
)
.
Es ergeben sich zunächst folgende Grenzwerte: das Crank-Nicolson-Verfahren für c = 1
und das implizite Euler-Verfahren für c = 0. Für c < 1 ergibt sich somit ein höherer
impliziter Anteil und ein verringerter expliziter Anteil. Damit kann nun die Stabilität
des Verfahrens erhöht werden. Als sinnvoller Erfahrungswert zeigt sich ein Koeﬃzient
von c = 0,9. Die oben durchgeführte Linearisierung der Impulsgleichung modiﬁziert
sich dann zu
ρ
(n)
i
v
(n+1)
i − v (n)i
Δt(n)
+
1
Vi
∑
S∈∂Vi
(
Φ(n)ρ
[
1
1 + c
v
(n+1)
S +
c
1 + c
v
(n)
S
]
− μ(n)eﬀ,S
[
1
1 + c
D
(n+1)
S +
c
1 + c
D
(n)
S
]
· S
)
=−
(
I− μ(n)y,i
D
(n)
i
|D(n)i |
)
·
∫ t+Δt
t
∇pi dt+
∫ t+Δt
t
ρigeﬀey dt.
Im letzten Schritt werden alle Terme ohne Druckanteil auf die linke Seite der Glei-
chung gebracht. Sortiert man diese nun nach Termen in der Geschwindigkeit v (n+1)i ,
Kopplungstermen v (n+1)l und explizit behandelbaren Termen Q
(n)
i , dann folgt das Glei-
chungssystem
αiv
(n+1)
i +
∑
l,l 
=i
β
(l)
i v
(n+1)
l − Q(n)i = −
(
I− μ(n)y,i
D
(n)
i
|D(n)i |
)
·
∫ t+Δt
t
∇pidt. (8.6)
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Die direkte Lösung dieser Gleichung ist ohne Weiteres nicht so einfach möglich, da
der Druckterm von der gesuchten Geschwindigkeit v (n+1) abhängt. Eine Möglichkeit
wäre den Druckterm explizit zu behandeln, dies würde jedoch die Inkompressibilitäts-
bedingung der gesuchten Lösung v (n+1) verletzen. Ein Verfahren, welches die Lösung
ermöglicht, und dabei wesentliche Eigenschaften, wie die Inkompressibilität der Lösung
v (n+1) gewährt, ist das PISO-Verfahren. Dies ist ein häuﬁg verwendetes Verfahren bei
der Lösung zeitabhängiger Strömungsproblemen.
8.6. Lösung der Druckgleichung: das PISO-Verfahren
Die Anwendung der Inkompressibilitätsbedingung ∇ · v = 0 auf die Systemgleichung
(5.5) führt auf eine modiﬁzierte Poisson-Gleichung der Form
∇ ·
([
I− μy D|D|
]
· ∇p
)
= ∇ ·
[
∇ · (η|D|D)− v · ∇v
]
(8.7)
bzw. eine analog ableitbare Version unter der Volume-of-Fluid-Methode (8.1). Um den
Druck der Gleichung (8.6) implizit zu behandeln und damit die Inkompressibilität
des nächsten Zeitschrittes zu berücksichtigen, wäre es notwendig, die Gleichung (8.6)
mit der diskretisierten Form der Druckgleichung (8.7) gleichzeitig zu lösen, welches
im Allgemeinen numerisch äußerst aufwendig ist. Des Weiteren garantiert diese zwar,
dass eine analytische Geschwindigkeit inkompressibel ist, jedoch nicht bei numerisch
bestimmten Werten, da diese durch die numerischen Verfahren die analytische Form
der Impulsgleichungen nicht erfüllen und somit der Druck bei diesen nicht die Inkom-
pressibilität vollständig garantiert.
Eine mögliche Lösung dieser Probleme, insbesondere bei der zeitabhängigen Berech-
nung, bietet das PISO-Verfahren(Pressure-Implicit with Splitting of Operators) [34].
Bei diesem erfolgt eine implizite Druckberechnung durch ein Prediktor-Korrektor-
Schema. Zusätzlich wird die Inkompressibilität des numerischen Wertes berücksich-
tigt. Dabei wird die diskretisierte und linearisierte Cauchy-Bewegungsgleichung (8.6),
ausgehend von einem impliziten Druck p(n+1)i , folgendermaßen umgeformt
αiv
(n+1)
i +
∑
l,l 
=i
β
(l)
i v
(n+1)
l − Q(n)i = −
(
I− μ(n)y,i
D
(n)
i
|D(n)i |
)
· ∇p(n+1)i
⇔ v (n+1)i +
1
αi
∑
l,l 
=i
β
(l)
i v
(n+1)
l −
1
αi
Q
(n)
i︸ ︷︷ ︸
:=−u (n+1)i
= − 1
αi
(
I− μ(n)y,i
D
(n)
i
|D(n)i |
)
· ∇p(n+1)i
⇔ v (n+1)i = u (n+1)i −
1
αi
(
I− μ(n)y,i
D
(n)
i
|D(n)i |
)
· ∇p(n+1)i (8.8)
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mit
u
(n+1)
i := −
1
αi
⎡
⎣∑
l,l 
=i
β
(l)
i v
(n+1)
l − Q(n)i
⎤
⎦ . (8.9)
Diese Schritte werden mit Splitting of Operators bezeichnet. Im nächsten Schritt wird
die Gleichung (8.8) auf die Oberﬂächen S ∈ ∂Vi interpoliert und dann in die Inkom-
pressibilitätsbedingung eingesetzt∫
Vi
∇ · v (n+1) dV =
∑
S∈∂Vi
S · v (n+1)S = 0
⇒
∑
S∈∂Vi
S ·
(
1
αi
[
I− μ(n)y,i
D
(n)
i
|D(n)i |
]
· ∇p (n+1)i
)
S
=
∑
S∈∂Vi
S · u (n+1)S
⇔ ∇ ·
(
1
αi
[
I− μ(n)y,i
D
(n)
i
|D(n)i |
]
· ∇p (n+1)i
)
= ∇ · u (n+1)i . (8.10)
Die so erhaltene Bestimmungsgleichung für den Druck garantiert, dass die numerisch
berechnete Geschwindigkeit v (n+1) im nächsten Zeitschritt divergenzfrei ist. Allerdings
hängt diese Gleichung ebenfalls von dieser ab, was wiederum eine gleichzeitige Lösung
mit der Geschwindigkeitsgleichung (8.6) erfordert. Um dies zu umgehen, wird nun das
Verfahren um Prediktor-Korrektor-Schritte erweitert. Der Prediktor dient dabei als
Schätzwert und wird dann iterativ korrigiert bis die gewünschte Lösung erhalten wird.
Zwei Arten der Prediktor-Bestimmung sind hierbei möglich:
1. Durch die direkte Lösung der diskretisierten Cauchy-Gleichung (8.6) mit expli-
zitem Druck p(n)i lässt sich ein Schätzwert v
(k=0) ableiten.
2. Die Geschwindigkeit v (n) des vorherigen Zeitschrittes kann als Prediktor v (k=0)
verwendet werden.
Mit dem Prediktor v (k=0) ist es nun möglich die gesuchten Lösung iterativ zu bestim-
men. Für die k-te Korrektur werden dann folgende Schritte durchgeführt:
1. Bestimmung des Feldes u (k)S
u
(k)
S = −
⎛
⎝ 1
αi
⎡
⎣∑
l,l 
=i
β
(l)
i v
(k−1)
l − Qi
⎤
⎦
⎞
⎠
S
2. Berechnung des Druck-Korrektors
∑
S∈∂Vi
S ·
(
1
αi
[
I− μy,i Di|Di|
]
· ∇p(k)i
)
S
=
∑
S∈∂Vi
S · u (k)S
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3. Korrektur des Geschwindigkeitsfeldes
v
(k)
S = u
(k)
S −
(
1
αi
[
I− μy,i Di|Di|
]
· ∇p(k)i
)
S
Typischerweise wird nach einer festen Anzahlm an Schritten (entspricht einem Prediktor-
und (m−1)-Korrektor-Schritten) das Verfahren abgebrochen und die gesuchten Lösun-
gen v (n+1) = v (m) und p(n+1) = p(m) erhalten. In dieser Arbeit hat sich eine Anzahl
m = 5 an Schritten als ausreichend herausgestellt.
Die vorliegenden algebraischen Gleichungssysteme wurden mithilfe der iterativen
Verfahren der vorkonditionierten, konjugierten Gradienten (preconditioned conjugate
gradients, kurz: PCG) für die Druckgleichung und der vorkonditionierten, bikonju-
gierten Gradienten (preconditioned biconjugate gradient, kurz: PBiCG) für die Ge-
schwindigkeitsgleichung gelöst [104, 109]. Als Vorkonditionierer kommen die Verfah-
ren der unvollständigen Cholesky-Faktorisierung (diagonal-based incomplete Choles-
ky factorization, kurz: DIC) für den Druck und die unvollständige LU-Faktorisierung
(diagonal-based incomplete LU factorization, kurz: DILU) für die Geschwindigkeit zum
Einsatz [104]. Das PCG-Verfahren ist im Allgemeinen auch unter den Abkürzungen
ICCG bekannt. Das ’diagonal-based’ steht lediglich für die Verwendung der Diagonal-
matrix bei der jeweiligen Zerlegung (es ist auch einer Zerlegung ohne Diagonalmatrix
möglich).
8.7. Lösung der Advektionsgleichung für das Phasenfeld:
das MULES-Verfahren
Die Lösung des Phasenfelds α für die Volume-of-Fluid-Methode erfordert die Lösung
einer Advektionsgleichung der Form
∂tα+ ∇ · (αv) = 0.
Auch wenn diese Gleichung einfacherer Struktur ist, ist ihre numerische Lösung nicht
trivial, da abhängig vom Verfahren typischerweise eins von zwei Problemen auftritt:
1. Das Verfahren ist diﬀusiv (wie z.B. Upwind-Verfahren), d.h. es ﬁnden diﬀusive
Eﬀekte insbesondere bei hohen Gradienten von α statt, die zu einem „Aufwei-
chen” der Lösung führen.
2. Das Verfahren ist unbeschränkt (wie z.B. zentrale Diﬀerenzen), d.h. das Verfah-
ren ist nicht beschränkt bezüglich der Grenzen des Feldes (z.B. 0 ≤ α ≤ 1).
Beide Probleme führen nach einer gewissen Zeit zu starken numerischen Fehlern, insbe-
sondere die Unbeschränktheit kann zu Oszillation im Phasenfeld führen, die letztlich in
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der Divergenz der Numerik resultiert. Um diesen Problemen entgegenzuwirken, werden
zwei Ansätze durchgeführt.
Als erstes wird die Gleichung in eine andere Form überführt, welche ein zusätzlichen
Kompressionsterm aufweist, der der numerischen Diﬀusion entgegenwirkt [110–112].
Die Idee ist die Folgende: die beiden Phasen wurden als inkompressibel und nicht-
mischend angenommen, daher sollte das Phasenfeld im Idealfall einen scharfen Über-
gang zwischen 0 und 1 durchführen. Eine numerische Kompression dieses Übergangs
sollte somit keinen systematischen Fehler induzieren und kann somit diﬀusiven Eﬀek-
ten bei der Lösung des Phasenfeldes α entgegenwirken. Dies geschieht mit folgendem
Ansatz für das Phasenfeld
∂tα+ ∇ · (αv) + ∇ · (α(1− α)vc) = 0. (8.11)
Der zusätzliche Term ∇ · (α(1− α)vc) soll dies nun bewerkstelligen. Dazu liefert er
zunächst nur einen Beitrag an der Oberﬂäche, da nur dort α(1 − α) = 0 ist. Daher
kann ein Einﬂuss auf die innere Dynamik der jeweiligen Phase vernachlässigt werden.
Nun muss die Kompressionsgeschwindigkeit vc geeignet bestimmt werden, welches in
der Finite-Volumen-Darstellung geschieht. Die Gleichung (8.11) ergibt sich für das
Teilvolumina Vi zu
∂t
∫
Vi
α dV +
∫
∂Vi
αv · dS +
∫
∂Vi
α(1− α)vc · dS = 0
Vi∂tαi +
∑
S∈∂Vi
(αv)S · Si +
∑
S∈∂Vi
(α(1− α)vc)S · Si = 0
Vi∂tαi +
∑
S∈∂Vi
αSΦS +
∑
S∈∂Vi
αS(1− αS)ΦS,c = 0
mit den Flüssen ΦS := vS · S = ϕS und ΦS,c := vc · S. Der Fluss aus der Kompressi-
onsgeschwindigkeit vc wird nun bei OpenFoam R© folgendermaßen angesetzt [111,112]
ΦS,c = cα |ΦS |nS ·
S
|S|
mit cα > 0 einer positiven Konstante, welche die Stärke der Kompression kontrolliert,
und der Oberﬂächennormalen
nS =
(
∇α
)
S∣∣∣(∇α)
S
∣∣∣+ δ .
Der Parameter δ dient zur numerischen Stabilität der Normalenberechnung. Der so
erhaltene Kompressionsﬂuss ΦS,c komprimiert den Übergang in Richtung der Oberﬂä-
chennormalen nS . In den Simulationen wurde ein Kompressionskonstante von cα = 1
verwendet.
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Der zweite Ansatz, der der Unbeschränktheit entgegenwirkt, basiert auf den Me-
thoden des Fluss-korrigierten Transports (ﬂux-corrected transport, kurz: FCT). Diese
Klasse der Methoden erlauben die eﬃziente numerische Behandlung von Schocks oder
starken Gradienten [113–115]. Das in OpenFoam R© verwendete Schema MULES (Multi-
Dimensionsal Limiter for Explicit Solution) basiert dabei auf dem von Zalesak [114]
entwickeltem Verfahren. Das Verfahren verfolgt dabei folgendes Konzept [35]: Das zu-
grunde liegende Problem lässt sich in eine Gleichung der Form
∂tα+ ∇ · F = 0
bringen, wobei F die vorhandenen Flüsse beschreibt. Diese wird zunächst in die zeitlich
diskretisierte Finite-Volumen-Darstellung
αn+1i = α
n
i −
Δtn
Vi
∑
S∈∂Vi
FS
mit FS = S · FS gebracht. Im nächsten Schritt wird der Fluss FS mit einem Verfahren
diskretisiert, welches die Beschränktheit garantiert und zumeist von niedriger Ordnung
ist (Index L). Bei OpenFoam R© wird als beschränktes Verfahren das Upwind-Verfahren
verwendet. Mit diesem erhält man nun den diskretisierten Fluss FLS und kann nun das
Phasenfeld in niedriger Ordnung lösen
αLi = α
n
i −
Δtn
Vi
∑
S∈∂Vi
FLS . (8.12)
Das System wird nun um einen anti-diﬀusiven Anteil FAS korrigiert, der der auftre-
tenden numerischen Diﬀusion des Verfahrens niedriger Ordnung entgegenwirkt. Dafür
wird der Fluss FS mit einem Verfahren höherer Ordnung, dass nun nicht notwendi-
gerweise beschränkt sein muss, berechnet (Index H). Die Korrektur ergibt sich dann
zu
FAS = F
H
S − FLS
αn+1i =α
L
i −
Δtn
Vi
∑
S∈∂Vi
λSF
A
S
(8.12)
= αni −
Δtn
Vi
∑
S∈∂Vi
(1− λS)FLS + λSFHS .
Diese Methode entspricht also einer Interpolation eines Verfahrens niedriger Ordnung
mit einem Verfahren höherer Ordnung. Die Gewichtungsfaktoren 0 ≤ λS ≤ 1 spielen
dabei eine entscheidende Rolle, da diese garantieren, dass das interpolierte Verfah-
ren trotz der Anteile höherer Ordnung beschränkt bleibt. Dafür werden diese derart
bestimmt, dass die Korrektur mit dem anti-diﬀusiven Fluss FAS keine neuen lokalen Mi-
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nima oder Maxima im Phasenfeld α erzeugt und somit eine vorher beschränkte Lösung
automatisch beschränkt bleibt. Die Bestimmung dieser ist dabei nicht eindeutig. Bei
dem MULES-Verfahren werden dafür zunächst die Grenzen des lokalen Phasenfeldes
αi festgelegt. Diese ergeben sich aus dem Phasenfeld des vorherigen Zeitschrittes αni
und allen Nachbarn {αni,N}N des lokalen Feldes. Zusätzlich werden dann noch globale
Minima αminglobal und Maxima α
max
global berücksichtigt. Im Falle des Phasenfeldes α sind
dies αminglobal = 0 und α
max
global = 1. Dann ergibt sich der lokale Grenzwert zu
αmaxi = min
{
max
{
αni , {αni,N}N
}
, αmaxglobal
}
αmini = max
{
min
{
αni , {αni,N}N
}
, αminglobal
}
.
Als nächstes werden geeignete Flüsse berechnet aus deren Abschätzung die Gewich-
tungsfaktoren λS berechnet werden. Dies sind zum einen die maximalen möglichen
Zu- und Abﬂüsse Q±i des anti-diﬀusiven Anteils AS , welche keinen neuen Maxima und
Minima generieren
Q+i =
Vi
Δtn
(
αmaxi − αLi
)
Q−i =
Vi
Δtn
(
αLi − αmini
)
,
zum anderen die Zu- und Abﬂüsse, die durch den anti-diﬀusiven Anteil FAS entstehen,
P+ = −
∑
S∈∂Vi
FA,−S
P− =
∑
S∈∂Vi
FA,+S .
Zuﬂüsse werden dabei mit FA,−S und Abﬂüsse mit F
A,+
S bezeichnet. Die Vorzeichen und
Bezeichnungen berücksichtigen beim Fluss FS , dass ein negativer Fluss einen Zuﬂuss
in die Zelle und ein positiver Fluss einen Abﬂuss in die Zelle darstellt. Das jeweilige
Zellengewicht λ±,ki wird nun beginnend mit λ
±,k=1
S = 1 iterativ über k berechnet
λ±,k+1i = max
{
min
{
1,
Q±i ±
∑
S λ
k
SF
A,±
S
P±i
}
, 0
}
,
wobei die Gewichtungsfaktoren der Oberﬂächen λ±,kS sich aus
λkS =
⎧⎨
⎩min
{
λ−,ki , {λ+,ki,N }N
}
: FAS ≥ 0
min
{
λ+,ki , {λ−,ki,N }N
}
: FAS < 0
ergeben. Die Gewichtungsfaktoren λkS werden typischerweise nach drei Iterationen ab-
gebrochen und die Lösung des Phasenfeldes αn+1i bestimmt.
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Die Kombination aus Kompressionsterm und Fluss-korrigierten Transports ermög-
licht damit eine eﬃziente Bestimmung des Phasenfeldes α bei Erhalt des scharfen
Übergangs.
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9. Resultate des granularen Systems
unter vertikaler Vibration
Dieses Kapitel widmet sich der Simulation des Systems unter vertikaler Vibration,
welches experimentell im Kapitel 4 besprochen wurde. Dafür wird zunächst der nu-
merische Rahmen, wie der Aufbau, die Randbedingungen und die gewählten Größen,
vorgestellt. Im Anschluss werden die gewonnenen Ergebnisse für den zweidimensio-
nalen Fall vorgestellt, die bereits einen qualitativen Einblick in die Dynamik liefern.
Danach folgen die Ergebnisse der dreidimensionalen Untersuchungen.
9.1. Geometrie und Randbedingungen
Die im Experiment häuﬁg verwendete Geometrie ist die einer evakuierten Box mit
quadratischer Grundﬂäche der Breite und Länge L und der Höhe H, wenn auch in
den ersten Experimenten [29,31] radialsymmetrische Behälter verwendet wurden. Da-
her wird in den numerischen Simulationen ebenfalls diese Geometrie verwendet, vor
allem, weil sie bei der Diskretisierung der Domäne ein vollständig orthogonales Git-
ter ermöglicht. Aus dem Experiment [28] abgeleitet, lassen sich dann folgende Größen
ansetzen
Hg = ndp = 5 dp = 2,75mm
L = mdp = 120 dp = 66mm,
wobei Hg der mittleren Füllhöhe des Granulats und dp = 0,55mm dem angesetz-
ten Partikeldurchmesser entspricht. Die tatsächliche Höhe H der Box und damit die
Füllhöhe der zweiten Phase Luft muss allerdings geeignet gewählt werden. Dabei ist
zu beachten, dass ein zu geringer Anteil an Granulat, also eine hohe Box, zu einer
schlechten numerischen Auﬂösung des Granulats führt, während eine zu kleine Box
darin resultiert, dass das Granulat während der Bewegung die „Decke” der Box be-
rührt. Numerisch führt dies zum Austreten von Granulat aus der Box, da diese als
oben oﬀen angenommen wird. Diese Annahme geschieht vornehmlich aus numerischen
Gründen1. Durch Testen verschiedener Einstellungen hat sich ein Volumenverhältnis
1Typischerweise werden Simulationen zu freien Oberﬂächen bei Systemen durchgeführt, bei denen
die obere Randbedingung als Atmosphäre angenommen wird, wie z. B. bei der Wellenbildung
bei Schiﬀen. Diese ermöglicht ein Ein- und Ausströmen der Luft, welches zur Regulation des
Phasenfeldes verwendet wird.
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bzw. Höhenverhältnis von Granulat zur Gesamtbox von
Vg
Vges
=
Hg
H
≈ 40%
als geeignet erwiesen. Im nächsten Schritt werden die Randbedingungen für die ge-
suchten Felder v, p und α festgelegt. Die Abbildung 9.1 zeigt die Domäne mit dem
Startfeld für das Phasenfeld α und den Randbedingungen, die im Nachfolgenden be-
sprochen werden. Basierend auf der hohen lateralen Ausdehnung L im Vergleich zur
y
x
z periodisch (a)
periodisch (a)
periodisch (b)
periodisch (b)
Abbildung 9.1.: Aufbau der Domäne. Der Übergang des Phasenfeldes α (rote Fläche)
von Granulat (darunter) nach Luft (darüber) ist leicht aufgeraut um
ein schnelleres Ausbilden von Strukturen zu ermöglichen. Die peri-
odischen Bereiche sind je paarweise verknüpft (Indizes a und b). Am
Boden (graue Fläche) wurde ein nicht-permeables Material mit hohem
Reibungskoeﬃzienten, welches zu einer No-Slip-Randbedingung führt,
angenommen.
Höhe H, lässt sich das System als periodisch fortsetzbar annehmen, also für eine be-
liebige Feldgröße f soll gelten
f(r + Lex) = f(r)
f(r + Lez) = f(r).
Es werden also periodische Randbedingungen für die Felder v, p und α in die lateralen
Richtungen x und z angenommen (siehe Abbildung 9.1, periodisch).
Der Boden des Systems, welcher für das Granulat nicht permeabel ist, wird als rau
angenommen. In typischen granularen Experimenten wird dies durch eine am Boden
festgeklebte Schicht an Konstituenten realisiert [67, 73]. Dadurch bleiben die mecha-
nischen Eigenschaften am Boden ähnlich und man erhält einen rauen Boden. Dies
entspricht dann der Annahme einer No-Slip-Randbedingung
v|y=0 = 0.
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Bei den Vibrationsexperimenten wurde diese Form der Präparation nicht verwen-
det [29, 116], da zur Vermeidung elektrostatischer Auﬂadung ein Aluminium-Boden
eingesetzt wurde. In dieser Arbeit wird jedoch angenommen, dass die unterste Schicht
im Vergleich zu den darüber liegenden Schichten nur eine geringe Mobilität aufweist
und daher die Annahme trotzdem gültig ist. Für das Phasenfeld α wird angenommen,
dass die zweite Phase Luft während der kompletten Simulation den Boden nicht er-
reicht. Dies muss im Allgemeinen nicht vorausgesetzt werden, jedoch führt dies zu einer
numerisch stabileren Randbedingung, die geringere numerische Verluste aufweist. Dies
ergibt dann die folgenden Randbedingungen am Boden
v|y=0 = 0(
∇p
)∣∣∣
y=0
· ey = ∂yp|y=0 = 0
α|y=0 = 1.
Diese beschreiben dann vollständig die Interaktion mit dem Boden. Die obere Rand-
bedingung wird – wie oben bereits beschrieben – als oﬀen angenommen, daher ist
ein Austausch der Medien Luft und Granulat mit der Atmosphäre möglich. Die Ex-
perimente wurden stets in geschlossenen evakuierten Boxen durchgeführt, da so die
Einﬂüsse eines Mediums wie Luft, welches das Granulat durchdringen würde, verhin-
dert werden können. Das hier vorgestellte System ist als nicht-mischbar angenommen,
daher können Einﬂüsse der Phase Luft auf das Granulat nur über die Kontaktﬂäche
beider Phasen entstehen. Die Randbedingungen werden folgendermaßen gewählt(
∇v
)∣∣∣
y=H
· ey = ∂yv|y=H = 0
p|y=H = p0 −
1
2
ρ|v|2 = −1
2
ρ|v|2(
∇α
)∣∣∣
y=H
· ey = ∂yα|y=H = 0.
Die zweite Randbedingung entspricht der Bernoulli-Gleichung für den Gesamtdruck
p bei einem verschwindenden atmosphärischen Druck p0 = 0, welche einen sinnvollen
Austausch ermöglicht. Diese gilt nur für die zweite Phase Luft und ist daher im Idealfall
gültig, da das Granulat die obere Randbedingung nicht berührt. Die anderen beiden
Randbedingungen berücksichtigen, dass ein Ein- oder Ausströmen der Phase nur durch
in der Domäne erzeugte Flüsse entsteht.
Es sei zu beachten, dass diese Formen der Randbedingungen den analytischen For-
men entsprechen. Die tatsächlichen numerischen Umsetzungen in OpenFoam R© sind
komplexer, da zusätzliche Korrekturen eingehen, die beispielsweise Verluste oder nu-
merische Instabilitäten abfangen.
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9.2. Systemparameter und analysierte Größen
Die Systemgleichungen wurden im Rahmen der Volume-of-Fluid-Methode (siehe Ka-
pitel 8.1) simuliert. Dafür wurden zunächst folgende Systemparameter des Granulats
gewählt
ρ = 2600 kg/m3
η = 4,1 · 10−7m2 ≈ 1,35 d2p
ϕd = 10
◦ ⇔ μy ≈ 0,1763.
Für den Antrieb, respektive dem inelastischen Bouncing-Ball-Modell, wurde folgende
Wahl getroﬀen
σ = 1ms
f = 0,5 ⇔ f =
√
g
Hg
f ≈ 29,86Hz.
Die Vibrationsstärke Γ wurde dabei variiert um zunächst die Abhängigkeit von dieser
zu untersuchen. Soweit nicht anders angemerkt, werden alle Simulationen erst nach
einer Einschwingzeit von t0 = 5,0 s untersucht. Dies ermöglicht dem System weitest-
gehend zu relaxieren, so dass Anfangsbedingungen keinen Einﬂuss haben.
Aus dem Übergang des Phasenfeldes α = 1 → α = 0 lässt sich das Höhenproﬁl h
des Granulats rekonstruieren. Dafür wird angenommen, dass die Höhe h sich aus der
vertikalen Position yi und yi+1 zweier vertikal benachbarter Zellen i und i+ 1 ergibt,
welche die Bedingungen
αi ≥ 0,5 und αi+1 < 0,5
erfüllen. Die Höhe h lässt sich dann interpolieren zu
h = yi + (yi+1 − yi) αi − 0,5
αi − αi+1 .
Um einige granulare Eigenschaften zu verdeutlichen, ist es sinnvoll, räumlich gemit-
telte Größen des granularen Systems zu betrachten. Dafür lässt sich zunächst das
Gesamtvolumen Vg des Granulats auf folgende Art darstellen
Vg =
∫
Vg
dV =
∫
V
α dV .
Da ein Phasenfeld α = 1 gerade das Vorhandensein von Granulat beschreibt, sum-
miert das Integral gerade über alle Bereiche, die durch Granulat gefüllt sind, gewichtet
mit dem Phasenfeld α und liefert somit das gesuchte Volumen. Dabei ist wichtig zu
beachten, dass dies im Allgemeinen (nämlich im Falle, dass beide Phasen mischen kön-
nen) nicht dem vom Granulat eﬀektiv belegtem Volumen entspricht, welches bei der
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Beschreibung der Packungsdichte vorkommt, da dieses durch
Veﬀ =
∫
V
1{α>0}dV mit 1{α>0} =
⎧⎨
⎩1 : α > 00 : sonst
gegeben wäre. Nun lassen sich für verschiedene Feldgrößen (beispielsweise ϕ) der gra-
nulare räumliche Mittelwert 〈. . .〉g durch
〈ϕ〉g :=
1
Vg
∫
V
ϕα dV =
∫
V ϕα dV∫
V α dV
bestimmen. Dabei sind von besonderem Interesse die mittlere granulare kinetische
Energie
〈
1
2v
2
〉
g
an der sich der Einﬂuss der Reibungsverluste und der Aufschläge im
System verdeutlichen lassen.
Zur Beschreibung des Geschwindigkeitsfeldes v ist es nützlich, dieses in Form von
Strömungslinien rsl darzustellen [96]. Die durch s parametrisierte Trajektorie rsl(s)
beschreibt eine Strömungslinie zu einer festen Zeit t, falls diese die Gleichung
drsl
ds
= v(rsl)
erfüllt. Dies bedeutet im Wesentlichen, dass die Kurve rsl stets tangential zur Ge-
schwindigkeit v(rsl) verläuft und somit ein masseloses Partikel sich entlang dieser Linie
bewegen würde (die Geschwindigkeit v(rsl) wird dabei als zeitlich konstant angenom-
men). Nun kann man die Strömungslinien rsl für verschiedene Zeiten t betrachten, um
eine Entwicklung des Geschwindigkeitsproﬁls v mit der Zeit t zu erhalten.
9.3. Simulation des zweidimensionalen Systems
Zunächst wird eine räumlich zweidimensionale Version des Systems simuliert. Diese
ermöglicht einen qualitativen Einblick in die Dynamik und erste Erkenntnisse können
dabei bereits gewonnen werden. Dafür wird eine der lateralen räumlichen Komponen-
ten, die z-Richtung, vernachlässigt. Somit ergibt sich ein räumlich zweidimensionales
System in der x-y-Ebene. Dabei wurde eine Domänendiskretisierung von
nx = 400
ny = 100
gewählt, welches auf eine Gesamtanzahl an Teilvolumina Vi von 40000 führt. Alle
vorher diskutierten Eigenschaften und Parameter des Systems bleiben dabei erhalten.
Nun lassen sich das resultierende Oberﬂächenproﬁl h und der Betrag des Fourier-
spektrums |F [h]| für verschiedene Vibrationsstärken Γ untersuchen.
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Ze
it
2,71 2,88
k
Γ = 1,8
h[mm]
Ze
it
1,72 5,36
k
Γ = 3,0
h[mm]
λ ≈ 8,23mm
Ze
it
1,5 5,43
h[mm]
k
Γ = 4,1
λ ≈ 8,23mm
Abbildung 9.2.: Oberﬂächenproﬁl h (links: Blickwinkel von oben; rechts: schräger
Blickwinkel) und Betrag des Fourierspektrums |F [h]| (mittig, Aus-
schnitt der dominanten, positiven Moden ohne k = 0-Mode) in Ab-
hängigkeit von der Zeit t für drei verschiedene Vibrationsstärken Γ. Es
zeigen sich zwei Arten von Systemdynamik: unstrukturiert (Γ = 1,8)
und zeitlich oszillierende, räumlich periodische Wellen (Γ = 3,0 und
Γ = 4,1).
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Im Betrag des Fourierspektrums |F [h]| wurde dabei die k = 0-Mode entfernt, da diese
lediglich Auskunft über die mittlere Höhe h¯ liefert, und die negativen Moden werden
nicht gezeigt, da das Höhenfeld h reell ist und somit das Fourierspektrum symmetrisch
bezüglich k = 0 ist. Die Abbildung 9.2 stellt eine Auswahl von drei Realisierungen, die
die möglichen auftretenden Fälle beschreiben, dar.
Es zeigt sich zunächst, dass für eine niedrige Vibrationsstärke Γ = 1,8 keine peri-
odischen Strukturen auftreten. Das System bleibt unstrukturiert und der Eﬀekt der
Aufschläge lässt sich lediglich an leichten Kanten im zeitlichen Verlauf des Höhenpro-
ﬁls oder des Fourierspektrums sehen. Das Höhenproﬁl ist daher auch nur sehr gering
ausgeprägt mit einem Höhenabstand Δh := hmax− hmin ≈ 0,172mm. Erhöht man die
Vibrationsstärke Γ, so setzt die Ausbildung von Strukturen ein. Für eine Vibrations-
stärke von Γ = 3,0 erhält man so die Ausbildung von räumlich periodischen, zeitlich
oszillierenden Wellenstrukturen der Wellenlänge λ ≈ 8,23mm. Das Höhenproﬁl ist
deutlich ausgeprägter mit einem Höhenabstand Δh ≈ 3,64mm, welches sich insbeson-
dere in den tiefen, breiten Tälern und den schmalen, sehr hohen Hügeln widerspiegelt.
Dies führt zu einem Aspektverhältnis von δ := Δhλ ≈ 0,44. Diese gehen nach einem
weiteren Aufschlag in eine räumlich gleiche Wellenstruktur, welche um eine halbe Wel-
lenlänge λ2 versetzt ist, über. Für höhere Vibrationsstärken Γ = 4,1 ergibt sich eine
Änderung des zeitlichen Verhaltens. Es entsteht eine zweite Wellenstruktur, welche eine
geringere Lebensdauer sowie eine geringere Ausprägung als die vorhergehende Struk-
tur bei gleichbleibender Wellenlänge λ ≈ 8,23mm zeigt. Die vorhergehende Struktur
zeigt im gleichen Zug eine höhere Lebensdauer als für kleinere Vibrationsstärken, wie
Γ = 3,0. Dieses Verhalten steht im direkten Bezug zur Periodenverdopplung beim
inelastischen Bouncing-Ball-Modell. Diese wird durch zwei unterschiedliche Flugzei-
ten tﬂ gekennzeichnet, wobei eine größer ist als die Plattenperiode T und eine kleiner
ist (siehe Kapitel 7, Abbildung 7.2). So ist es dem System möglich, bei der längeren
Flugzeit die Wellen stärker auszubilden, bevor der nächste Aufschlag entsteht als bei
der kürzeren Flugdauer. Daher führt diese zu einer schwächeren Ausprägung sowie
kürzeren Lebensdauer.
Um den Transportprozess im Granulat, der zur Ausbildung der Wellenstruktur führt,
zu verstehen, betrachtet man das Geschwindigkeitsfeld v des Systems in Abhängigkeit
der Zeit t für einen lateralen Ausschnitt aus dem gesamten System. Der Betrag der
Geschwindigkeit |v| wird auf einer Farbskala (blau entspricht niedrige und rot ho-
he Geschwindigkeiten) aufgetragen und zusätzlich werden die Strömungslinien (weiße
Linien) mit Richtung (gelbe Spitzen) betrachtet. Auf diese Art lässt sich sowohl die
Stärke der Strömungen als auch deren Richtung visualisieren. Dies zeigt die Abbildung
9.3 für eine Vibrationsstärke Γ = 4,1 (siehe Anhang A.3 für die Darstellung für eine
Vibrationsstärke von Γ = 3,0).
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Abbildung 9.3.: Betrag des Geschwindigkeitsfeldes |v| für verschiedene Zeitpunkte t
(Ausschnitt aus dem gesamten Feld). Die weißen Linien zeigen die
Strömungslinien in Richtung der gelben Spitzen. Das System zeigt
einen Transport von Granulat von den Tälern in die Hügel. Beim
Aufschlag kommt es zu einer Änderung des Geschwindigkeitsfeldes,
welches den Transport umgekehrt und die um die halbe Wellenlänge
λ
2 versetzte Struktur induziert.
78
9.3. Simulation des zweidimensionalen Systems
Das Geschwindigkeitsfeld v trägt Granulat von den Tälern ab und transportiert dieses
zu den Spitzen. Dies führt zum Anwachsen der Struktur, bis es zu einem weiteren Auf-
schlag kommt. Dieser induziert eine Umkehr des Geschwindigkeitsfeldes v, welche den
gesamten Prozess umkehrt und einen Rückgang des Materials zurück in die Täler indu-
ziert. Dieser Abtransport führt zum Schrumpfen der Spitzen und dann zum Anwachsen
der Tälern zu neuen Spitzen bis diese eine ähnliche Struktur, um eine halbe Wellen-
länge λ2 versetzt, haben. Diese prägt sich nun abhängig von der Flugdauer stärker oder
schwächer aus als die vorherige. Die stärkste Ausprägung der Strukturen ﬁndet dabei
bei der langen Flugzeit statt, da das System länger Zeit hat Material in die Spitzen
zu transportieren, bevor der nächste Aufschlag zur Umkehr führt. Ebenfalls lässt sich
beobachten, dass die Geschwindigkeit v in den oberen Schichten – und dort vor allem
in den Spitzen – die höchsten Werte annimmt. Dies lässt sich dadurch verstehen, dass
aus bzw. zu den Spitzen der Materialtransport einen engeren Bereich durchläuft als in
den breiteren Tälern und dadurch für den Transport höhere Geschwindigkeiten vonnö-
ten sind. Das zeitliche Verhalten der Dynamik ist subharmonisch mit der zweifachen
Plattenperiode 2T , da zwei aufeinander folgende Aufschläge nötig sind, um die Struk-
tur in den ursprünglichen Zustand zu bringen. Zuletzt lässt sich noch sehen, dass der
Transport stets zwischen Tal bzw. Hügel und den jeweils benachbarten Hügeln bzw.
Tälern stattﬁndet. Es kommt also nicht zu einem Domänen übergreifenden Transport
von Granulat.
Weitere Systemeigenschaften, wie die Oberﬂächenmorphologie, lassen sich ebenfalls
betrachten. Hierfür wird die zeitliche Entwicklung der mittleren granularen kinetischen
Energie
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〉
g
, der Rauheit w sowie der Schiefe s betrachtet. Zusätzlich wird die ef-
fektive Beschleunigung geﬀ zur Referenz beigefügt, da sich an dieser die Zeitpunkte
t
(i)
imp der Aufschläge deutlich zeigen. Dies wird in der Abbildung 9.4 dargestellt. An
der mittleren granularen kinetischen Energie
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sieht man, dass der Aufschlag
Energie im System deponiert, die dann im weiteren zeitlichen Verlauf exponentiell ab-
fällt. Dabei ist zu beobachten, dass die Energie im Übergang in die kleinere Struktur
deutlich höher ist als beim Übergang in die stark ausgeprägte Struktur. Zusätzlich
lässt sich deutlich sehen, dass der Aufschlag zunächst in einem schlagartigen Verlust
von kinetischer Energie führt, das System also massiv abbremst, bevor eine Beschleu-
nigung und damit Erhöhung der Energie stattﬁndet. Die Rauheit w steigt zunächst
bis zu einem Maximum an, welches abhängig von der Höhe der Struktur höher oder
geringer ausfällt. Aufgrund der konstanten mittleren Höhe h¯ des Systems, erreicht die
Struktur mit den größeren Höhen hmax bzw. tieferen Tälern hmin auch eine höhere
Rauheit w. Der Übergang zwischen steigender und fallender Rauheit w bildet dabei
eine scharfe Kante, was durch die schnelle Änderung der Geschwindigkeit v durch die
Aufschläge induziert wird. Durch diese wird das verhältnismäßig langsame Anwachsen
der Struktur schlagartig in ein Abﬂachen überführt, welches sich direkt in einer sinken-
den Rauheit w äußert. An der Schiefe s des Systems lässt sich zunächst sehen, dass die
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Abbildung 9.4.: a) Mittlere granulare kinetische Energie
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, b) Rauheit w, c) ef-
fektive Beschleunigung geﬀ , d) Schiefe s je in Abhängigkeit der Zeit t.
Die grün gestrichelten Linien markieren charakteristische Zeitpunkte
während der Dynamik.
Strukturen durch die Täler dominiert werden, also hohe, schmale Spitzen und breite,
ﬂache Täler aufweisen, da diese deutlich positive Werte zeigen (s ≈ 0,8 für die kleineren
und s ≈ 0,84 für die größeren Strukturen). Dies wird durch die Anregung der höheren
Moden im Fourierspektrum F [h] ermöglicht, da sonst die wellenartigen Strukturen ei-
ne Sinus- bzw. Kosinusform zeigen würden, welche eine verschwindende Schiefe s = 0
besitzen. Die Spitzen im Verlauf lassen sich durch den Verlauf der Rauheit w erklären,
da die Schiefe s auf die dritte Potenz dieser normiert wird. Die Rauheit w fällt beim
Abﬂachen stark ab, allerdings behalten die Strukturen zunächst ihre durch Täler do-
minierte Form bei. Erst beim Übergang in das Anwachsen der nächsten Struktur fällt
die Schiefe dann ab, da die räumliche Asymmetrie kurzzeitig verschwindet, bevor das
Ausprägen der nächsten Struktur diese wieder induziert und dann zum Ansteigen der
Rauheit w und der Schiefe s führt. Beim Übergang von abﬂachender zu anwachsender
Struktur zeigt die Schiefe s somit einen klaren Sprung, mit welchem dieser Übergang
klassiﬁziert werden kann.
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9.4. Simulation des dreidimensionalen Systems
In diesem Unterkapitel werden die Ergebnisse der Simulation des vollen dreidimensio-
nalen Systems besprochen. Dabei wurde die folgende Domänendiskretisierung
nx = 140
ny = 80
nz = 140
gewählt, was eine Gesamtanzahl an Teilvolumina Vi von 1,568·106 ergibt. Alle weiteren
Parameter sind wie im Unterkapitel 9.2 besprochen. Eine Simulation wurde dabei
parallelisiert auf 24 Kernen des Typs Intel R©Xeon R© CPU E5-2695 v2 mit einer Laufzeit
von etwa 40 Stunden durchgeführt.
Zunächst werden einige charakteristische Ausprägungen besprochen, die das System
für verschiedene Vibrationsstärken Γ zeigt. Dies zeigt die Abbildung 9.5. Man sieht
zunächst, dass für niedrige Vibrationsstärken (Γ = 1,8) zunächst keine ausgeprägten
Muster zu erkennen sind. Es lässt sich lediglich eine schwache Unterstruktur erken-
nen, die sich im Betrag des Fourierspektrums |F [h]| durch vier schwach angeregte
Moden, die typisch für quadratische Muster sind, kennzeichnet. Für geringere Vibra-
tionsstärken Γ wird diese Ausprägung etwas stärker, was zu schwach ausgeprägten
labyrinthartigen Strukturen führt. Dies lässt sich auf eine schwache Resonanz auf die
sinusförmige Plattenbewegung zurückführen, die bei den geringen Vibrationsstärken Γ
durch die hohe Verweildauer auf der Platte entsteht. Für höhere Vibrationsstärken ab
Γ ≈ 1,81 setzt dann die Musterbildung in Form von rippelartigen Strukturen ein. Am
Beispiel für eine Vibrationsstärke Γ = 3,0 bildet sich ein zeitlich oszillierendes, rippelar-
tiges Muster aus. Eine Plattenperiode T später erhält man das entsprechend versetzte
Muster, bei dem die Täler zu Hügeln werden und umgekehrt. Das Muster ist nicht
homogen ausgerichtet, sondern zeigt Defekte in der Ausprägung und den Übergän-
gen von vertikal und schräg ausgerichteten Rippeln. Der Betrag des Fourierspektrums
|F [h]| zeigt zwei dominante Moden in diagonaler Richtung, welche allerdings kreis-
förmig in Richtung der Horizontalen verschmiert sind. Dies lässt sich im Höhenproﬁl
erklären: Die Hauptausrichtung der Rippel liegt in diagonaler Richtung (links unten
nach rechts oben). Allerdings zeigt das Feld in der Mitte eine Änderung der Ausrich-
tung in horizontaler Richtung, die für die Verschmierung der Fouriermode sorgt. Für
höhere Vibrationsstärken Γ setzt die Periodenverdopplung ein und führt zunächst in
die Ausprägung von zeitlich oszillierenden Loch-Punkt-Mustern. Für eine Vibrations-
stärke von Γ = 4,0 zeigen sich hexagonal angeordnete Lochstrukturen und für eine
weitere Plattenperiode T später hexagonal angeordnete Punktstrukturen. Auch diese
zeigen Defekte diesmal in der Form quadratischer Strukturen.
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Abbildung 9.5.: Oberﬂächenproﬁl h und Betrag des Fourierspektrums |F [h]| (Aus-
schnitt der dominanten Moden ohne k = 0-Mode) für drei verschiedene
Vibrationsstärken Γ. Es zeigt sich zunächst unstrukturiertes Verhal-
ten für Γ = 1,8 (links oben) sowie zeitlich oszillierende, rippelartige
Muster für Γ = 3,0 (rechts oben) und zeitlich oszillierende, hexagonale
Loch- und Punktmuster (links unten bzw. rechts unten) für Γ = 4,0).
Die grün gestrichelte Linie entspricht dem Ausschnitt in der Abbil-
dung 9.7.
Anmerkung: Der Betrag des Fourierspektrums |F [h]| für die Vibrati-
onsstärke Γ = 1,8 zeigt dabei einen größeren Ausschnitt als für die
anderen Vibrationsstärken und ist somit nicht direkt mit diesen ver-
gleichbar.
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Abbildung 9.6.: Flugzeit tﬂ in Abhängigkeit der Vibrationsstärke Γ (Graph links oben).
Die blauen Kreuze markieren die Vibrationsstärken Γ für die jewei-
ligen simulierten Ausschnitte. Die grün gestrichelte Linie markiert
den Übergang zwischen unstrukturierten zur rippelartigen Struktu-
ren bei Γ = 1,81. Der grün schraﬃerte Bereich zeigt den Übergang
zwischen Rippeln zu den Loch-/Punktstrukturen. Darunter sind die
gefundenen Muster in Reihenfolge ihres Auftretens gezeigt (die Loch-
/Punktstrukturen dabei paarweise).
83
9. Resultate des granularen Systems unter vertikaler Vibration
Der Betrag des Fourierspektrums |F [h]| zeigt die sechs dominanten hexagonalen Mo-
den, die auf einem Ring angeregter Moden liegen. Zusätzlich sind im Falle der Loch-
strukturen die höheren Moden leicht angeregt. Um einen Überblick über die gefunde-
nen Strukturen zu geben und diese dann in den Kontext des inelastischen Bouncing-
Ball-Modells zu setzen, wird das Auftreten dieser für die jeweilige Vibrationsstärke Γ
im Verlauf der Flugzeit tﬂ des inelastischen Bouncing-Ball-Modells eingetragen. Diese
Gesamtübersicht zeigt die Abbildung 9.6. In allen Fällen könnte eine zu geringe Ein-
schwingzeit t0 die Ursache für die nicht vollständige Ausrichtung der Strukturen und
der Defekte sein. Allerdings zeigt das System bereits bei der hier verwendeten Ein-
schwingzeit t0 = 5 s keine sichtbaren Änderungen im Verhalten des zeitlichen Verlaufs
der Muster. Höhere Einschwingzeiten sind zusätzlich aufgrund der hohen Simulations-
dauer im Rahmen der zur Verfügung stehenden Rechenleistung leider nicht praktikabel.
Als Nächstes wird das Geschwindigkeitsfeld v und der damit verbundene Material-
transport für die Vibrationsstärke Γ = 4,0 betrachtet. Hierfür werden die Strömungsli-
nien rsl für verschiedene Zeiten t in einem Ausschnitt des Feldes (siehe in Abbildung 9.5
der grün gestrichelte Kreis) betrachtet. Diese werden dann mit einer Farbskala verse-
hen, die den Betrag |v| der Geschwindigkeit widerspiegelt. Dies zeigt die Abbildung 9.7.
Zunächst lässt sich an der Richtung der Strömungslinien rsl sehen, dass der Transport
sich stets auf ein einzelnes Hexagon, also zwischen dem Hügel und dem direkt umge-
benden Tal im Fall von Punktstrukturen oder vom Tal und den umgebenden Hügeln
im Fall von Lochstrukturen, konzentriert. Es ﬁndet also kein Domänen übergreifender
Transport statt. Im zeitlichen Verlauf t = 5,04 s → 5,05 s → 5,061 s sieht man das
Anwachsen der hexagonale Struktur, wobei die höchsten Geschwindigkeiten |v| sich
auf die Hügel konzentriert. Beim Aufschlag t = 5,062 s kommt es dann zum massiven
Abbremsen der Geschwindigkeit, mit darauf folgender Beschleunigung des Systems in
die umgekehrte Richtung. Dies führt dann im weiteren Verlauf t = 5,07 s zur Abﬂa-
chung der Lochstruktur und zur Ausprägung der Punktstruktur t = 5,085 s → 5,09 s.
Dann erfolgt ein weiterer Aufschlag t = 5,091 s, der wiederum zu einem Abbremsen des
Systems und einer darauf folgenden Geschwindigkeitsumkehr resultiert. Das System
ﬂacht ab im weiteren Verlauf t = 5,095 s → 5,1 s und bildet dann wiederum hexagonale
Lochstrukturen aus. Das qualitative Verhalten entspricht dabei den Erkenntnissen des
zweidimensionalen Systems.
Als Nächstes werden gemittelte charakteristische Größen, analog zum zweidimen-
sionalen Fall, betrachtet. Hierfür wird der zeitliche Verlauf der mittleren granularen
kinetischen Energie
〈
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g
, der Rauheit w, der Schiefe s sowie zur Referenz der ef-
fektiven Beschleunigung geﬀ betrachtet. Dies zeigt die Abbildung 9.8. Die mittlere
granulare kinetische Energie
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zeigt – analog zum zweidimensionalen System –
den starken Einﬂuss der Aufschläge im System. Diese führen zu einem starken Abfall
der kinetischen Energie gefolgt von einem starken Anstieg. Dann folgt im zeitlichen
Verlauf der exponentielle Abfall, bis es zu einem weiteren Aufschlag kommt und
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Abbildung 9.7.: Ausschnitt aus dem Gesamtfeld der Strömungslinien rsl für verschie-
dene Zeiten t für einen Gesamtzeitraum von zwei Plattenperioden 2T
für eine Vibrationsstärke Γ = 4,0. In der oberen linken Ecke liegt der
entsprechende Musterauschnitt (siehe Abbildung 9.5, grün gestrichelte
Linie). Die Farbcodierung entspricht dem Betrag der Geschwindigkeit
|v|.
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sich dieser Vorgang wiederholt. Dabei lässt sich im Vergleich mit der Abbildung 9.7
feststellen, dass der Aufschlag zum Zeitpunkt t = 5,062 s, welcher zur Bildung der
Punktstrukturen führt, eine höhere kinetische Energie aufweist als der darauf folgen-
de Aufschlag zum Zeitpunkt t = 5,091 s, der zur Bildung der Lochstrukturen führt.
Dies ist insbesondere nicht zu erwarten, da die eﬀektive Beschleunigung geﬀ bei dem
zweiten Aufschlag deutlich höher ist als bei dem ersten. Eine mögliche Erklärung wäre
der höhere Aufwand beim Abbremsen beim zweiten Aufschlag. Das System zeigt vor
diesem eine höhere kinetische Energie
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, welche durch den Aufschlag zunächst
vernichtet wird, bevor eine Beschleunigung in die umgekehrte Richtung erfolgen kann.
Beim ersten Aufschlag ist dieser Aufwand aufgrund der vorherigen, geringeren kineti-
schen Energie
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nicht so hoch und daher kann eine stärkere Beschleunigung in
umgekehrter Richtung erfolgen. Die Rauheit w zeigt ein regelmäßiges An- und Abstei-
gen in Abhängigkeit der Aufschläge. So wächst diese zunächst an bis ein Aufschlag
auftritt, der dann das Abﬂachen der vorherrschenden Struktur induziert. Mit diesem
Abﬂachen setzt dann auch das Absinken der Rauheit w an, bis ein lokales Minimum
erreicht wird. Ab diesem setzt dann das Ausbilden der nächsten Struktur ein, welches
wiederum zum Anstieg der Rauheit w führt. Die hexagonalen Lochstrukturen weisen
dabei eine deutlich höhere Rauheit w als die Punktstrukturen auf. Dies liegt an den
verhältnismäßig deutlich breiteren Hügeln der Punktstrukturen im Vergleich zu den
Lochstrukturen. Die Lochstrukturen zeigen sehr breite Täler mit steilen Flanken, was
zu einer höheren räumlichen Varianz
(
h− h¯)2 bezüglich der mittleren Höhe h¯ führt
und damit zum stärkeren Anstieg der Rauheit w. Die Schiefe s zeigt einen hohen Wert
von s ≈ 1,2 bei den voll ausgeprägten Punktstrukturen, was eine klares Indiz für die
durch Täler dominierte Struktur ist. Die Lochstrukturen zeigen ebenfalls eine positi-
ve – wenn auch deutlich geringere – Schiefe von s ≈ 0,35. Durch die sehr schmalen
hohen Flanken dominieren die Täler auch in diesem Muster. Dies wird durch die An-
regung der höheren Moden im Fourierspektrum F [h] ermöglicht, welche im Falle der
Punktstrukturen nicht signiﬁkant angeregt sind.
Das vorliegende System kann also die im Experiment gefundene Musterbildung be-
schreiben und ermöglicht einen Einblick in die innere Dynamik. Es bliebt jedoch bei
der Komplexität des Modells die Frage, welche Terme relevant für die Ausbildung der
Strukturen sind und welchen Eﬀekt diese dann auf die Musterbildung haben. Dabei
werden in den nachfolgenden beiden Unterkapiteln einmal ein System ohne Plattenos-
zillation, also mit reinem Aufschlagantrieb, und einmal ohne zusätzliche druckabhängi-
ge Grenzspannung τy, gleichbedeutend mit ϕd = 0◦, besprochen. Die restlichen Terme
sind aufgrund ihrer Funktionsweise essentiell: Der Konvektionsterm beschreibt den
Materialtransport im System, der Schertensor mit der Bagnold-Reibung sorgt für die
notwendigen Reibungsverluste der durch den Antrieb deponierten Energie im System
und der normale Druckterm ist für die Berücksichtigung der Inkompressibilitätsbedin-
gung notwendig.
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Abbildung 9.8.: a) Mittlere granulare kinetische Energie
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, b) Rauheit w, c) ef-
fektive Beschleunigung geﬀ , d) Schiefe s je in Abhängigkeit der Zeit t.
Die grün gestrichelten Linien markieren charakteristische Zeitpunkte
während der Dynamik.
9.5. Simulation des dreidimensionalen Systems ohne
Plattenoszillation
In diesem Unterkapitel wird untersucht, welchen Eﬀekt das Fehlen der Sinusbewegung
der Platte auf die Dynamik hat. Das System wird also nur noch von den Aufschlägen
getrieben und die Anteile, bei dem das Granulat auf der Platte liegen bleibt, ver-
schwinden. Naheliegenderweise zeigt sich kein Eﬀekt bei den Vibrationsstärken, die
durch ein direktes Abheben gekennzeichnet sind (siehe Kapitel 7, Abbildung 7.2 das
Plateau). Daher bleibt zu untersuchen, ob es einen Eﬀekt auf die Muster bzw. den
unstrukturierten Bereich für niedrige Vibrationsstärken Γ und einen Einﬂuss auf die
hexagonalen Strukturen gibt. Für eine Vibrationsstärke von Γ = 1,8 lassen sich nun
Strukturen erkennen, bei welcher mit Plattenoszillation keine Muster gefunden wur-
den. Siehe die Abbildung 9.9. Es zeigt sich zunächst, dass das System rippelartige
Strukturen annimmt, wenn auch mit starker Unordnung. Mit einem Höhenverhältnis
von Δh ≈ 0,93mm sind diese zudem verhältnismäßig ﬂach. Das System mit Plattenos-
zillation zeigt bei dieser Vibrationsstärke Γ = 1,8 im Vergleich keine Musterbildung
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Ze
it
t
Abbildung 9.9.: Oberﬂächenproﬁl h in Abhängigkeit der Zeit t (Zeitverlauf von oben
nach unten, nächste Spalte ergibt das nächste Zeitintervall) für eine
Vibrationsstärke Γ = 1,8. Es bilden sich rippelartige Strukturen aus,
die im Zeitverlauf einem leichten Drift unterliegen (rote Linie als Ori-
entierung).
(siehe Abbildung 9.5). Die fehlende Plattenoszillation unterbindet also die Ausbildung
der Strukturen bis die kritische Vibrationsstärke erreicht ist. Dieser Übergang lässt
sich mit der mit steigender Vibrationsstärke Γ sinkenden Verweildauer auf der Platte
erklären. Mit sinkender Verweildauer nimmt der Einﬂuss ab und die Musterbildung
kann dann stattﬁnden. Zusätzlich lässt sich auch beobachten, dass das System einem
leichten Drift unterliegt.
Zuletzt wird der Einﬂuss der fehlenden Plattenoszillation auf die hexagonalen Loch-
/Punktstrukturen bei einer Vibrationsstärke Γ = 4,0 dargestellt. Dafür werden einmal
die Ergebnisse der Simulation mit und ohne Plattenoszillation in einem direkten Ver-
gleich betrachtet. Dies zeigt die Abbildung 9.10. Man kann sehen, dass der zeitlich
oszillierende Wechsel zwischen Loch- und Punktstrukturen erhalten bleibt, allerdings
führt die fehlende Plattenoszillation zur einer breiteren Anregung von Moden im Fou-
rierspektrum F [h]. Diese liegen auf einem Ring, auf dem auch die hexagonalen
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Abbildung 9.10.: Oberﬂächenproﬁl h und Betrag des Fourierspektrums |F [h]| (Aus-
schnitt der dominanten Moden ohne k = 0-Mode) für eine Vibrati-
onsstärke Γ = 4,0 einmal ohne (oben) und einmal mit (unten) Platte-
noszillation. Die fehlende Plattenoszillation zeigt sich in einer deut-
lich breiteren Anregung von Fouriermoden, die zu einer stärkeren
Ausprägung von Defekten führt.
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Moden zu ﬁnden sind. Dies führt zu einer starken Defektbildung im System, die sich
in einer stark variierenden Anzahl an Nachbarn der Löcher bzw. Punkten äußert. Es
lässt sich also beobachten, dass die Plattenoszillation in diesem Fall die Anregung von
störenden Moden verhindert, also stabilisierenden Charakter auf die Ausbildung der
Strukturen hat.
Zusammenfassend lässt sich also feststellen, dass die qualitativen Eigenschaften der
Musterbildung bei einem System ohne Plattenoszillation erhalten bleiben, es allerdings
zu Einﬂüssen im Bereich der Stabilität kommt.
9.6. Simulation des dreidimensionalen Systems mit einem
Reibungswinkel ϕd = 0◦
In diesem Teil wird ein verschwindender Reibungswinkel ϕd = 0◦, was gleichbedeu-
tend mit einem System ohne druckabhängiger Grenzspannung τy ist, auf die System-
dynamik untersucht. Zwar sollten auch hier alle anderen Parameter nach Möglichkeit
konstant gehalten werden, allerdings zeigt sich, dass das System zu sehr hohen Struk-
turen neigt, die über die Decke zu einem Verlust vom Phasenfeld α und damit von
Granulat führen. Dies ergibt bei der typischen Einschwingzeit t0 = 5 s einen Verlust
von etwa 30% am Phasenfeld α. Dies resultiert aus den geringeren Reibungsverlusten
im Geschwindigkeitsfeld, die durch den fehlenden Term entstehen. Daher muss eine
anderweitige Anpassung erfolgen. Dies geschieht durch Erhöhung der Viskositätskon-
stante η des Bagnold-Terms, die dann für höhere Reibungsverluste sorgt. Erhöht man
die Viskositätskonstante um eine Größenordnung auf
η = 4,0 · 10−6m2 ≈ 13,25 d2p,
so kann man den Verlust von Granulat unterbinden. Das System zeigt dann im Modell
wiederum Musterbildung, diesmal aber in einer anderen Form. Dies zeigt die Abbil-
dung 9.11. Man sieht, dass das System Muster ausbildet allerdings nun in quadratischer
Form. Dies geschieht unabhängig von der Vibrationsstärke Γ. Der für eine Vibrations-
stärke Γ = 4,0 auftretende Wechsel von Loch- und Punktstrukturen tritt ebenfalls
nicht mehr auf. Der Einﬂuss der Periodenverdopplung zeigt sich lediglich in einer kür-
zeren Verweildauer und schwächeren Ausprägung der versetzten Struktur (siehe in der
Abbildung 9.11 für Γ = 4,0 und t = 5,091 s). Daher lässt sich insgesamt feststellen, dass
das System zur Musterbildung fähig ist, allerdings wichtige qualitative Eigenschaften
fehlen.
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Abbildung 9.11.: Oberﬂächenproﬁl h und Betrag des Fourierspektrums |F [h]| (Aus-
schnitt der dominanten Moden ohne k = 0-Mode) für zwei verschie-
dene Vibrationsstärken Γ. In beiden Fällen zeigen sich quadratische
Muster.
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In dieser Arbeit wurden zwei granulare Problemstellungen – der Fluss entlang der
schrägen Ebene und die Musterbildung unter vertikaler Vibration – mithilfe eines
Kontinuumsmodells beschrieben und analysiert. Als Grundgerüst wurden die Cauchy-
Bewegungsgleichungen in inkompressibler Form gewählt, da bei den vorliegenden Sys-
temen Dichteänderungen als vernachlässigbar angenommen wurden. Zur Berücksich-
tigung der Bagnold-Skalierung wurde ein dilatanter Ansatz für den Spannungstensor
gewählt, der die experimentell beobachteten Skaleneigenschaften im Regime der dich-
ten Systeme wiedergibt. Da granulare Systeme aufgrund der Reynolds’ Dilatanz starke
plastische Eﬀekte zeigen können, wurde das Modell zusätzlich um eine druckabhängige
Grenzspannung erweitert. Das so erhaltene System lässt sich dann in die Klasse der
Herschel-Bulkley-Fluide einordnen. Zuletzt erfolgte eine Vereinfachung der zusätzlich
eingeführten Druckabhängigkeit, um das System simpel und numerisch behandelbar
zu halten.
Es erfolgte nun die Untersuchung der Systemgleichungen auf die erste Fragestellung
– den Fluss entlang der schrägen Ebene. Das Modell wurde dafür zunächst um eine
zusätzliche Grenzspannung erweitert, die die Berücksichtigung des Hystereseverhaltens
ermöglicht. Zur weiteren Analyse konnte das Modell in eine eﬀektiv eindimensionale
Form gebracht werden, die einen analytischen Zugang ermöglicht. Es zeigte sich, dass
die charakteristische Bagnold-Skalierung der Geschwindigkeit sowie die Winkelabhän-
gigkeit dieser korrekt wiedergegeben werden. Ebenfalls kann die volle Hysterese, bei
der ein dynamischer und statischer Grenzwinkel vorhanden sind, reproduziert werden.
Die zeitabhängige Analyse des Modells zeigt die Entwicklung des Geschwindigkeitspro-
ﬁls. Dabei lässt sich beobachten, dass das Scherproﬁl den Anfang seiner Ausbildung
am Boden hat. Dies geschieht aufgrund der Reibungseﬀekte mit diesem und das rest-
liche Granulat wird dann zunächst als statischer Block von der untersten Schicht mit-
getragen. Im weiteren zeitlichen Verlauf setzt sich dann die Scherung aufgrund der
Bagnold-Reibung durch den Block durch und induziert eine komplette Scherung des
Systems. Dabei konnte eine klare Propagationsfront beobachtet werden, welche dann
nach endlicher Zeit die Oberﬂäche erreicht. Die funktionale Form dieser Verweildauer
in Abhängigkeit des entdimensionalisierten Reibungskoeﬃzienten konnte durch ein Fit
in quantitative Übereinstimmung mit den numerischen Daten gebracht werden. Mit
Ausnahme der Höhenabhängigkeit der Reibungswinkel, welche nicht beobachtet wer-
den konnte, stehen die gefundenen Erkenntnisse im Einklang der Beobachtungen in
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der Literatur.
Zur Behandlung der Musterbildung unter vertikaler Vibration wurde zunächst das
inelastische Bouncing-Ball-Modell eingeführt und beschrieben. Dieses Modell beschreibt
die qualitativen Einﬂüsse der Plattenbewegung auf das granulare System. Darauf auf-
bauend wurde dann eine Kraftmodellierung für das Modell abgeleitet, die die Einﬂüsse
in einem mitbewegten System vollständig berücksichtigt. Im nächsten Schritt wurde
das System im Rahmen der Volume-of-Fluid-Methode um die zweite Phase Luft er-
weitert. Dies ermöglicht die numerische Behandlung der freien Oberﬂäche in einem
starren Gitter. Darauf folgend wurde das Modell im Kontext der Finite-Volumen-
Methode diskretisiert sowie die für die Lösung notwendigen Algorithmen vorgestellt.
Die Umsetzung dieser erfolgte dann mit der C++-Bibliothek OpenFoam R© .
Es erfolgte die Untersuchung der Strukturbildung zunächst in einem zweidimensiona-
len System. Dieses ermöglichte bereits erste qualitative Einblicke in die vorherrschende
Dynamik. So zeigte sich, dass eine minimale Vibrationsstärke existiert, bei der sich erst
eine geordnete Struktur der Oberﬂäche zeigt. Erreicht man diese, so bildet das Sys-
tem eine zeitlich oszillierende, räumlich periodische Wellenstruktur aus, die nach einer
weiteren Plattenperiode in eine um die halbe Wellenlänge versetzte Struktur übergeht.
Diese zeigt dabei ein durch Täler dominiertes Verhalten durch hohe und schmale Hü-
gelausbildung. Dies steht im direkten Zusammenhang mit der Anregung der höheren
Fouriermoden, die eine Asymmetrie zwischen Tälern und Hügeln induzieren. Aus dem
Geschwindigkeitsfeld lässt sich die Form des Materialtransports beobachten. Dabei
ﬁndet ein Transport von den Tälern in die Hügel statt, der dann zur Ausbildung der
Strukturen führt. Bei einem Aufschlag kommt es dann zum schlagartigen Abbremsen
des Systems und dann zur Beschleunigung in die umgekehrte Richtung. Dies führt dann
zum Abtransport des Materials aus den Hügeln in die Täler und damit zum Anwach-
sen der versetzten Strukturen. Es zeigt sich dabei, dass das Material keinem globalen
Transport unterliegt, also stets zwischen denselben Hügeln und Täler transportiert
wird. Das gesamte zeitliche Verhalten lässt sich als subharmonisch klassiﬁzieren, da
zwei sukzessive Aufschläge vonnöten sind, bis das System in seinen Ausgangszustand
überführt wird. Eine weitere Erhöhung der Vibrationsstärke führt aufgrund einer Peri-
odenverdopplung in der Flugzeit im inelastischen Bouncing-Ball-Modell zu einer Ände-
rung der Wellenstrukturen. Diese werden nun während der langen Flugzeit zum einen
höher als die darauﬀolgenden versetzten Strukturen und zum anderen bleiben diese
länger erhalten. Somit ergibt sich eine Dynamik aus hohen, langlebigen Wellen und
kleinen, kurzweiligen Wellen.
Nach diesem ersten Einblick wurde das dreidimensionale System untersucht. Viele
Aspekte des zweidimensionalen Systems treﬀen auch hier wieder zu. Zunächst ﬁnden
sich keine Muster, sondern es ist notwendig, eine kritische Vibrationsstärke zu errei-
chen, die im Vergleich zum zweidimensionalen Fall etwas niedriger ist. Dann setzt die
Musterbildung in Form von rippelartigen Strukturen ein, welche zeitlich oszillieren.
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Ebenfalls bildet sich nach einer Plattenperiode ein um die halbe Wellenlänge versetz-
tes Muster aus, somit ist die zeitliche Dynamik, analog zum zweidimensionalen Fall,
subharmonisch. Beide Ausprägungen zeigen dabei eine durch Täler dominierte Struk-
tur. Mit weiterer Erhöhung der Vibrationsstärke setzt – ab der Periodenverdopplung
des inelastischen Bouncing-Ball-Modells – die Ausbildung von Loch-/Punktstrukturen
in Form von Hexagonen ein. Dabei wechseln sich die hexagonalen Loch- und Punkt-
strukturen im zeitlichen Verlauf ab, so dass auch in diesem Fall das zeitliche Verhalten
subharmonisch ist. Ebenfalls zeigen sowohl bei den Lochstrukturen als auch bei den
Punktstrukturen die Täler die stärkere Ausprägung. Das vorliegende Geschwindigkeits-
feld konnte anhand von Strömungslinien untersucht werden und zeigt dabei ein qua-
litativ ähnliches Verhalten wie das zweidimensionale System. Der Materialtransport
ﬁndet wiederum zwischen den Tälern und Hügeln statt, welcher ausschlaggebend für
die Musterbildung ist. Auch hier führen die Aufschläge zunächst zu einem schlagartigen
Abbremsen der Geschwindigkeit und dann zu einer Beschleunigung in die umgekehrte
Richtung, die dann das darauﬀolgende Muster induziert. Zuletzt wurde die Notwen-
digkeit der druckabhängigen Grenzspannung und der Plattenoszillation untersucht. Es
zeigt sich, dass das Vernachlässigen der Plattenoszillation die Strukturbildung für ge-
ringere Vibrationsstärken ermöglicht. Diese bilden sich allerdings nur schwach aus und
zeigen eine starke Unordnung mit einem leichten Drift. Die fehlende Plattenoszillation
zeigt sich im Bereich der hexagonalen Muster durch eine starke Anregung zusätzlicher
Moden im Fourierspektrum, die zu einer starken Defektbildung der Strukturen füh-
ren. Hier lässt sich also ein stabilisierender Mechanismus der Plattenoszillation auf das
Muster feststellen. Das Vernachlässigen der druckabhängigen Grenzspannung führt bei
konstanten anderen Parametern zu sehr hohen ungeordneten Strukturen, die dann zu
einem Verlust von Granulat führen. Passt man die Viskositätskonstante des Bagnold-
Terms an, so ﬁndet man quadratische Muster. Diesen fehlen jedoch Eigenschaften,
wie der zeitliche Wechsel der Loch-/Punktstrukturen oder die hexagonalen Muster. So
lässt sich festhalten, dass das Modell ohne Grenzspannung zur Musterbildung fähig
ist, allerdings fehlen charakteristische Eigenschaften.
Ausblick:
Bei der Ableitung des Modells lag der Hauptfokus auf ein möglichst minimales Modell,
welches die dargestellten Probleme beschreiben kann. Daher wurden einige Annah-
men getroﬀen, wie beispielsweise die Inkompressibilität oder dass es sich um trockenes
Granulat handelt. Diese stellen allerdings nur eine kleine Menge an granularen Frage-
stellungen dar. So wäre eine mögliche Erweiterung die Klasse der feuchten granularen
Systeme, bei denen ein zusätzliches Medium (zumeist Wasser) vorhanden ist. Dieses
äußert sich unter anderem durch eine zusätzliche kohäsive Kraft bei hohen Dichten. Der
Ursprung dieser sind Wasserbrückenbindungen zwischen einzelnen Konstituenten, die
einen zusätzlichen energetischen Aufwand zur Trennung dieser darstellen. Solch eine
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Berücksichtigung kann durch die Erweiterung des Grenzspannungsterms mit einer zu-
sätzlichen Kohäsionskonstanten erfolgen. Eine andere, häuﬁg vertretene Klasse sind die
Systeme mit relevanten Dichteänderungen. Diese könnten durch eine kompressible Be-
trachtung beschrieben werden. Dafür wäre es jedoch notwendig, eine Zustandsgleichung
für Druck, Temperatur und Dichte, die die granularen Charakteristika beschreibt, und
eine entsprechende Energiegleichung anzusetzen. Auch im Falle der inkompressiblen,
trockenen Systeme gibt es einige interessante Problemstellungen. So wäre beispielsweise
eine Untersuchung der Lawinenbildung oder der rotierenden Trommel durch die Mo-
dellgleichungen generell möglich. Zuletzt sei noch der Antrieb bei vertikaler Vibration
erwähnt. Hier wäre zunächst ein Vergleich von anderen Aufschlagsfunktionen hilfreich,
um den Einﬂuss von diesen auf die Musterbildung zu untersuchen. Ein weiterer Aspekt
wäre die Verkippung der Platte und die damit induzierte räumliche Anisotropie. Ins-
besondere ließe sich damit auch die Robustheit der auftretenden Muster überprüfen,
da experimentelle Realisierungen typischerweise leichte Störungen solcher Art nicht
vermeiden können. Zusätzlich führt diese Erweiterung auf eine weitere interessante
granulare Problemstellung: die Schwingförderer. So ließe sich auch überprüfen, ob das
Modell den Transporteﬀekt, der bei diesen auftritt, beschreiben kann.
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A.1. Reduktion des granularen Systems auf eine
Dimension
Aus den Resultaten vy = 0 (6.7) und ∂xvx = 0 (6.5) folgen zunächst für den Konvek-
tionsterm
v · ∇vx = vx∂xvx + vy∂yvx = 0
v · ∇vy = 0
und für den Schertensor
D =
(
∂xvx
1
2 (∂xvy + ∂yvx)
1
2 (∂xvy + ∂yvx) ∂yvy
)
=
(
0 12∂yvx
1
2∂yvx 0
)
=
1
2
∂yvx
(
0 1
1 0
)
|D| = 1
2
|∂yvx|.
Eingesetzt in die Divergenz des Spannungstensors folgt
∇ · t = 1
4
(
∂x
∂y
)
·
[
|∂yvx|∂yvx
(
0 1
1 0
)]
=
1
4
(
∂y
∂x
)
(|∂yvx|∂yvx)
=
1
4
(
∂y (|∂yvx|∂yvx)
0
)
.
Die Inkompressibilitätsbedingung ∇ · v = 0 kann nicht mehr zur Lösung des Drucks
p verwendet werden, da sie stets erfüllt ist. Um den Druck p trotzdem zu bestimmen,
betrachtet man die Geschwindigkeitsgleichung (6.3) für die vertikale Geschwindigkeit
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vy. Aus dieser ergibt sich
0 = −χ∂yp+ 1
2
μysgn (∂yvx)χ ∂xp︸︷︷︸
=0
−χg cosϕ
o.E.
= −∂yp− g cosϕ
p|y=h=0
=====⇒ p = g cosϕ(h− y).
Der Druck p reduziert sich auf den rein hydrostatischen Anteil. Nun kann man die
Resultate in die Geschwindigkeitsgleichung (6.3) für die horizontale Geschwindigkeit
vx und in die Yield-Funktion (6.4) einsetzen und erhält das reduzierte System
∂tvx = χg (sinϕ− μysgn (∂yvx) cosϕ) + 1
4
η∂y (|∂yvx|∂yvx)
χ = Θ(| sinϕ| − μs| cosϕ|) (1−Θ(|∂yvx|)) + Θ (|∂yvx|) .
Im letzten Schritt schränkt man den Verkippungswinkel ϕ auf das Intervall [0◦, 90◦[
ein. Winkel größer als 90◦ sind physikalisch nicht sinnvoll, der negative Winkelbereich
ϕ < 0◦ führt durch die Transformation
ϕ → −ϕ
vx → −vx
auf dieselben Systemgleichungen. Aus dem Winkelbereich [0◦, 90◦[ folgt nun, dass nur
Strömungen in positive x-Richtung entstehen
vx ≥ 0
und es gilt dann für die Scherrate
∂yvx ≥ 0.
Eingesetzt ergibt sich das gesuchte System
∂tvx = χg (sinϕ− μy cosϕ) + 1
4
η∂y (∂yvx)
2
χ = Θ(sinϕ− μs cosϕ) (1−Θ(∂yvx)) + Θ (∂yvx) .
A.2. Berechnung der Aufschlagszeitpunkte
Die Aufschlagsbedingung (7.4) bestimmt den i-ten Aufschlagszeitpunkt t(i)imp und muss
daher für die Beschreibung des granularen Systems gelöst werden. Da diese Gleichung
jedoch transzendent ist, muss dies numerisch geschehen. Hierfür betrachtet man nun
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zunächst aus Gleichung (7.4) folgende Abschätzung
y
(i)
oﬀ + v
(i)
oﬀ
(
t
(i)
imp − t(i)oﬀ
)
− 1
2
g
(
t
(i)
imp − t(i)oﬀ
)2
= A sin
(
2πft
(i)
imp
)
≥ −A.
Dann führt man die quadratische Ergänzung durch
y
(i)
oﬀ + v
(i)
oﬀ
(
t
(i)
imp − t(i)oﬀ
)
− 1
2
g
(
t
(i)
imp − t(i)oﬀ
)2 ≥ −A
⇔
(
t
(i)
imp − t(i)oﬀ −
v
(i)
oﬀ
g
)2
≤
(
v
(i)
oﬀ
g
)2
+
2
g
(
y
(i)
oﬀ +A
)
.
Nun folgen zunächst die beiden Lösungen
t
(i)
imp − t(i)oﬀ ≤
v
(i)
oﬀ
g
+
√√√√(v(i)oﬀ
g
)2
+
2
g
(
y
(i)
oﬀ +A
)
t
(i)
imp − t(i)oﬀ ≥
v
(i)
oﬀ
g
−
√√√√(v(i)oﬀ
g
)2
+
2
g
(
y
(i)
oﬀ +A
)
.
Die rechte Seite der zweiten Lösung ist stets kleiner gleich null, aber es gilt t(i)imp ≥ t(i)oﬀ.
Aus diesem Grund ist die zweite Lösung stets erfüllt und kann vernachlässigt werden.
Dann folgt die obere Schranke für die Aufschlagszeit
t
(i)
imp ≤ t(i)ﬂ,max := t(i)oﬀ +
v
(i)
oﬀ
g
+
√√√√(v(i)oﬀ
g
)2
+
2
g
(
y
(i)
oﬀ +A
)
.
Aus der Einschränkung Γ > 1 folgt nun, dass die gesuchte Lösung t(i)imp im Intervall
t
(i)
imp ∈ ]0, t(i)ﬂ,max]
zu ﬁnden ist. Mit diesem Intervall und der Aufschlagsbedingung (7.4) wurde die Lösung
mithilfe des Bisektionsverfahrens numerisch berechnet.
A.3. Simulation des zweidimensionalen Systems für eine
Vibrationsstärke von Γ = 3,0
In diesem Teil wird das Geschwindigkeitsfeld v mit Strömungslinien (weiß in Richtung
gelber Spitzen) im zeitlichen Verlauf t für eine Vibrationsstärke Γ = 3,0 gezeigt. Siehe
dafür die Abbildung A.1.
99
A. Anhang
0,1050 0,21
|v| [m/s]
t = 5,01
t = 5,023
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t = 5,04
t = 5,045
t = 5,056
t = 5,057
t = 5,058
t = 5,065
Aufschlag
Abbildung A.1.: Betrag des Geschwindigkeitsfeldes |v| für verschiedene Zeitpunkte t
(Ausschnitt aus dem gesamten Feld). Die weißen Linien zeigen die
Strömungslinien in Richtung der gelben Spitzen. Das System zeigt
einen Transport von Granulat von den Tälern in die Spitzen. Beim
Aufschlag kommt es zu einer Änderung des Geschwindigkeitsfeldes,
welches den Transport umgekehrt und die um die halbe Wellenlänge
λ
2 versetzte Struktur induziert.
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Es zeigt sich ein Verhalten ähnlich zur Vibrationsstärke Γ = 4,1. Es ﬁndet ein Materi-
altransport von der Täler zu den Hügeln statt, der dann durch einen Aufschlag umge-
kehrt wird. Dabei wird das System zunächst massiv abgebremst, um dann anschließend
in die umgekehrte Richtung beschleunigt zu werden. Dies führt zum Abﬂachen der Hü-
gel und anschließend zum Anwachsen der Täler zu neuen Hügeln. Im Gegensatz zum
System mit einer Vibrationsstärke Γ = 4,1 fehlt hier die Periodenverdopplung des An-
triebs, so dass sich nach einer Plattenperiode T stets eine sehr ähnliche um die halbe
Wellenlänge λ2 versetzte Struktur ergibt.
Ein qualitativ ähnliches Verhalten ergibt sich für die mittlere granulare kinetische
Energie
〈
1
2v
2
〉
g
, die Rauheit w und die Schiefe s in Abhängigkeit der Zeit t. Dies zeigt
die Abbildung A.2. Die mittlere granulare kinetische Energie
〈
1
2v
2
〉
g
zeigt das starke
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Abbildung A.2.: a) Mittlere granulare kinetische Energie
〈
1
2v
2
〉
g
, b) Rauheit w, c)
eﬀektive Beschleunigung geﬀ , d) Schiefe s je in Abhängigkeit der Zeit t.
Die grün gestrichelten Linien markieren charakteristische Zeitpunkte
während der Dynamik.
Anwachsen und dann exponentielle Abklingen dieser. Ein Aufschlag induziert einen
massiven Verlust, um dann zur Beschleunigung und starken Erhöhung der Energie
zu führen. Die Rauheit w zeigt ein An- und Absteigen im zeitlichen Verlauf. Dabei
lässt sich klar der Einﬂuss eines Aufschlages sehen, der vom vorherigen Ansteigen
in ein Absteigen der Rauheit führt. Bei der Schiefe s lässt sich zunächst feststellen,
dass sie bei den voll ausgeprägten Strukturen einen deutlich positiven Wert zeigt, der
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auch hier auf die durch Täler dominierte Struktur hinweist. Ebenfalls zeigt sie den
charakteristischen Sprung vom Übergang der abﬂachenden zur ausbildenden Struktur.
Alles in allem lässt sich festhalten, dass – bis auf die zu erwartende Eﬀekte durch
die fehlende Periodenverdopplung des Antriebs – das Verhalten qualitativ gleich zur
Vibrationsstärke Γ = 4,1 ist.
A.4. Simulation des dreidimensionalen Systems für eine
Vibrationsstärke von Γ = 3,0
In diesem Teil wird einmal die Lösung des dreidimensionalen Systems für eine Vibra-
tionsstärke Γ = 3,0 genauer vorgestellt. Dafür werden die Strömungslinien aus einem
Ausschnitt (siehe Abbildung A.3, grün gestrichelter Kreis) untersucht. Diese zeigt dann
Abbildung A.3.: Ausschnitt (grün gestrichelte Linie) aus dem Gesamtfeld für eine Vi-
brationsstärke Γ = 3,0. Dies ist der Bereich, dessen Strömungslinien
in der nachfolgenden Abbildung betrachtet werden.
die Abbildung A.4. Man sieht zunächst das Anwachsen der Struktur zu den Rippel.
Dann erfolgt zum Zeitpunkt t = 5,057 s der Aufschlag, der zum deutlichen Abbremsen
des Geschwindigkeitsfeldes v führt. Im weiteren Verlauf wird das System dann in die
umgekehrte Richtung beschleunigt, die dann zum Abﬂachen der Struktur führt und
dem darauﬀolgenden Anwachsen der versetzten Rippel. Diese prägen sich dann wie-
derum aus, bis eine weiterer Aufschlag folgt und das System abﬂacht und wieder in die
ursprüngliche Form zurückläuft. Somit ergibt sich das zu erwartende subharmonische
Verhalten. Des Weiteren sieht man an den Strömungslinien, dass – analog zur Vibra-
tionsstärke Γ = 4,0 – nur ein lokaler Transport von Granulat stattﬁndet, Material also
stets zwischen Rippeln und den benachbarten Täler transportiert wird.
Zuletzt werden die charakteristischen Größen mittlere granulare kinetische Energie〈
1
2v
2
〉
g
, Rauheit w und Schiefe s sowie die eﬀektive Beschleunigung geﬀ betrachtet.
Dies zeigt die Abbildung A.5.
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t = 5,04 s
t = 5,05 s
t = 5,057 s, Aufs.
t = 5,056 s
t = 5,059 s
t = 5,065 s
t = 5,07 s
t = 5,08 s t = 5,095 s
t = 5,092 s
t = 5,091 s, Aufschlag
t = 5,089 s
0 0,21
|v| [m/s]
Abbildung A.4.: Ausschnitt aus dem Gesamtfeld der Strömungslinien rsl für verschie-
dene Zeiten t für einen Gesamtzeitraum von zwei Plattenperioden 2T
für eine Vibrationsstärke Γ = 3,0. In der oberen linken Ecke liegt der
entsprechende Musterauschnitt (siehe Abbildung A.3, grün gestrichel-
te Linie). Die Farbcodierung entspricht dem Betrag der Geschwindig-
keit |v|.
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An der mittleren granularen kinetischen Energie
〈
1
2v
2
〉
g
sieht man – analog zu den
vorherigen Ergebnissen – die charakteristische Erhöhung der Energie durch einen Auf-
schlag und dann das exponentielle Abﬂachen dieser. Aufgrund der zeitlichen Abtas-
tung der numerischen Ergebnisse ist in diesem Fall nur bei jedem zweiten Aufschlag
der schlagartige Verlust der kinetischen Energie sichtbar. Die Rauheit w zeigt das ty-
pische Anwachsen und Abﬂachen der durch die Aufschläge induzierten Übergänge. An
der Schiefe s sieht man, dass das System wiederum durch Täler dominierte Struktu-
ren zeigt, welche sich bei voller Ausprägung in lokalen Maxima zeigt. Ebenfalls ist
das starke Ansteigen der Schiefe s und dann das schlagartige Abfallen dieser bei den
Übergängen der abﬂachenden zu neu anwachsenden Strukturen sichtbar. Es lässt sich
festhalten, dass das qualitative Verhalten dem Verhalten des Systems für eine Vibrati-
onsstärke Γ = 4,0 entspricht, wenn man von den Einﬂüssen der Periodenverdopplung
absieht.
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Abbildung A.5.: a) Mittlere granulare kinetische Energie
〈
1
2v
2
〉
g
, b) Rauheit w, c)
eﬀektive Beschleunigung geﬀ , d) Schiefe s je in Abhängigkeit der Zeit t.
Die grün gestrichelten Linien markieren charakteristische Zeitpunkte
während der Dynamik.
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