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Abstract
Fault Analysis is the detection and diagnosis of malfunction in machine operation or pro-
cess control. Early fault analysis techniques were reserved for high critical plants such
as nuclear or chemical industries where abnormal event prevention is given utmost im-
portance. The techniques developed were a result of decades of technical research and
models based on extensive characterization of equipment behavior. This requires in-depth
knowledge of the system and expert analysis to apply these methods for the application at
hand. Since machine learning algorithms depend on past process data for creating a system
model, a generic autonomous diagnostic system can be developed which can be used for
application in common industrial setups.
In this thesis, we look into some of the techniques used for fault detection and diagno-
sis multi-class and one-class classifiers. First we study Feature Selection techniques and
the classifier performance is analyzed against the number of selected features. The aim
of feature selection is to reduce the impact of irrelevant variables and to reduce computa-
tion burden on the learning algorithm. We introduce the feature selection algorithms as a
literature survey. Only few algorithms are implemented to obtain the results. Fault data
from a Radio Frequency (RF) generator is used to perform fault detection and diagnosis.
Comparison between continuous and discrete fault data is conducted for the Support Vector
Machines (SVM) and Radial Basis Function Network (RBF) classifiers.
In the second part we look into one-class classification techniques and their application
to fault detection. One-class techniques were primarily developed to identify one class of
objects from all other possible objects. Since all fault occurrences in a system cannot be
vi
simulated or recorded, one-class techniques help in identifying abnormal events. We intro-
duce four one-class classifiers and analyze them using Receiver-Operating Characteristic
(ROC) curve. We also develop a feature extraction method for the RF generator data which
is used to obtain results for one-class classifiers and Radial Basis Function Network two
class classification.
To apply these techniques for real-time verification, the RIT Fault Prediction software is
built. LabViewTMenvironment is used to build a basic data management and fault detection
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In the past years in the applications of machine intelligence or pattern recognition, the do-
main of features have expanded from ten’s to hundreds of variables or features used in
those applications. Several techniques are developed to address the problem of reducing
irrelevant and redundant variables which are a burden on challenging tasks. Variable elim-
ination (feature selection) helps in understanding data, reducing computation requirement,
reducing the effect of curse of dimensionality and improving the predictor performance.
In this paper we look at some of the methods found in literature which use a particular
measurement to find a subset of variables which can be used to build a good predictor.
The focus of variable elimination is to select a subset of variables from the input which
can efficiently describe the input data while reducing effects from noise or irrelevant vari-
ables and still provide good prediction results [2]. One of the applications would be in
gene micro array analysis [2, 3, 4, 5, 6]. The standardized gene expression data can con-
tain hundreds of variables of which many of them could be highly correlated with other
variables. Hence by eliminating the dependent variables the amount data can be reduced
which can lead to improvement in the classification. To remove an irrelevant feature, a
feature selection criterion is required which can measure the relevance of each feature with
the output. From a machine learning point if a system uses irrelevant variables, it will use
this information for new data leading to poor generalization. Removing irrelevant variables
2
must not be compared with other dimension reduction methods such as Principal Compo-
nent Analysis (PCA) [7] since good features can be independent of the rest of the data [8].
Feature elimination does not create new features since it uses the input features itself to
reduce their number. Once a feature selection criterion is selected, a procedure must be
developed which will find the subset of useful features. Directly evaluating all the subsets
of features (2N ) for a given data becomes an NP-hard problem as the number of features
grows. Hence a suboptimal procedure must be used which can remove redundant data with
tractable computations.
A generic fault diagnostic framework is given in figure 1.1. From figure 1.1 we can
observe the various components in a typical plant/machine. Feature selection helps in fault
Figure 1.1: A generic fault diagnostic framework.
analysis to identify irrelevant process variables. This can be common in fairly complex
operations since not all operations are dependent on each other. Independent abrupt faults
can occur due to wear and tear of machine parts or unforeseen events. By identifying irrel-
evant variables, more insight into the cause of the fault can be gained and a more compact
3
model representation is obtained. Fault diagnosis is made simpler and fault prognosis be-
comes efficient by observing fewer relevant variables. For autonomous unsupervised fault
detection systems, speed is important to prevent faults and abrupt fault progression. With
fewer sensors to record, data collection and learning is made efficient. If suitable feature
extraction is applied, the classifier performance can be increased due to maximization of
information content.
One disadvantage of machine learning algorithms is their dependence on data. For
multi-class classification a minimum number of observations is required for each class.
Most classifiers rely on linear or non-linear separability of the classes in the feature space
to distinguish between the classes. With partial data, the classifier will not be able to cor-
rectly learn or identify the pattern if the classes are similar which will lead to poor classifier
performance. Insufficient data is a potential problem in fault detection using multi-class
classifiers depending on the complexity of the process and the application. An expert with
knowledge of the system can identify and classify the possible faults in the system for the
application at hand. This method of manual classifying of faults will become unreliable
as the number of observed variables increase. Abrupt faults can occur due to malfunc-
tion during the operation of the system. Due to wear and tear, the operating range of the
observed variables can change over time. Hence the diagnostic system must be robust to
identify these fault which have not been observed before and capability to adapt. This leads
to Novel identification wherein the diagnostic system must be capable of identifying un-
known faults.
One solution to novelty fault detection is one-class classification. In one-class classifi-
cation, a target class is learned using objects from target class only using which all other
possible objects are rejected. One-class techniques were mainly developed for cases where
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data for a single class was abundantly available and insufficient or no data was available
for other classes. A target data description model is obtained by learning from target ob-
jects wherein new objects are accepted into the model or rejected as outlier objects. In
fault analysis, one-class model can be obtained by learning from normal operation data.
By detecting deviations from normal operation, fault detection is achieved. Once a fault is
detected, further diagnosis can be done to determine the cause of the fault. In this thesis we
only study fault detection using one-class classifiers.
The rest of the thesis is organized as follows. In chapter 2 we discuss feature selection
methods followed by the two classifiers in chapter 3. In chapter 4 we discuss the one-class
classifiers. One-class techniques originated to account for the lack of data in certain ap-
plications. One-class techniques revolve around identify and separating one class from all
other possible data. In chapter 5 we look into some fault detection techniques and the results
are presented in chapter 6. In chapter 7 we provide an overview of the LabViewTMsoftware
implementation done for fault detection based on the algorithm presented in this thesis and




In [9] the variable elimination methods were broadly classified into filter and wrapper meth-
ods. Filter methods act as preprocessing to rank the features wherein the highly ranked
features are selected and applied to a predictor. In wrapper methods the feature selection
criterion is the performance of the predictor i.e. the predictor is wrapped to a search al-
gorithm which will find a subset which gives the highest predictor performance. A search
algorithm must be used to avoid large computations. Another method called embedded
[2, 10, 11] methods are developed in literature. Embedded methods include variable se-
lection as part of the training process without splitting the data into training and testing
sets. We will focus on feature selection method using supervised learning algorithms and
very brief introduction to feature selection methods using unsupervised learning will be
presented. In the following sections we discuss each method and their approach.
2.1 Filter Methods
Filter methods use variable ranking techniques as the principle criteria for variable selec-
tion by ordering. Ranking methods are used due to their simplicity and good success is
reported for practical applications. A suitable ranking criterion is used to score the vari-
ables and a threshold is used to remove variables below the threshold. Ranking methods
are filter methods since they are applied before the classifier to filter out the less relevant
6
variables.
Here the issue of relevancy of a feature has to be raised i.e. how do we measure the rel-
evancy of a feature to the data or the output. Several publications [2, 9, 10, 11, 12] have
presented various definitions and measures for the relevance of a variable. One definition
that can be mentioned which will be useful for the following discussion is that ”A feature
can be regarded as irrelevant if it is conditionally independent of the class labels.” [8]. It
essentially states that if a feature is to be relevant it can be independent of the input data but
cannot be independent of the class labels i.e. the feature that has no influence on the class
labels can be discarded. For the rest of the paper we use a standard notation to represent
data and the variables. The input data [xi, yik] consists of N samples i = 1 to N with D
variables j = 1 to D, xi is the ith sample and yik is the class labels k = 1 to Y.
2.1.1 Correlation Criteria
One of the simplest criteria is the Pearson correlation coefficient [2, 13] defined as:
R(i) =
cov(xi, Y )√
var(xi) ∗ var(Y )
(2.1)
where xi is the ith variable, Y is the output (class labels), cov() is the covariance and var()
the variance. Correlation ranking can only detect linear dependencies between variable and
target.
2.1.2 Mutual Information (MI)
Information theoretic ranking criteria [2, 9, 13, 14, 15, 6] use the measure of dependency
between two variables. To describe MI we must start with Shannon’s definition for entropy
7
given by:




Equation (2.2) represents the uncertainty (information content) in output Y. Suppose we
observe a variable X then the conditional entropy is given by:






Equation (2.3) implies that by observing a variable X, the uncertainty in the output Y is
reduced. The decrease in uncertainty is given as:
I(Y,X) = H(Y )−H(Y |X) (2.4)
This gives the MI between Y and X meaning that if X and Y are independent then MI will
be zero and greater than zero if they are dependent. This implies that one variable can
provide information about the other thus proving dependency. The definitions provided
above are given for discrete variables and the same can be obtained for continuous variables








The measure K in (2.5) is the Kullback-Leibler divergence [16, 17] between two densities
which can also be used as a measure of MI. From the above given equations we need to
know the probability density function (pdf) of the variables to calculate MI. Since the data
we obtain is of finite samples, the pdf cannot be calculated accurately. Several methods
have been developed for estimating the MI in [13, 16, 17]. Once a particular method
is chosen for calculating MI then one of the simplest methods for feature selection is to
find the MI between each feature and the output class labels and rank them based on this
8
value. A threshold is set to select d < D features. This is a simple method and the
results can be poor [14] since inter-feature MI is not taken into account. But MI is an
important concept and is used in embedded methods which will be presented in a later
section. In [18] the author develop a feature ranking criteria based on Conditional Mutual
Information for binary data. A score table is updated as features are selected to the subset
using the conditional mutual information criteria which is to be maximized. The score at
each iteration is calculated using (2.6) given by:
s[n] = minl<kÎ(Y ;Xn|Xν(l)) (2.6)
where s[n] is the score which is updated at each iteration, Xn is the current evaluated fea-
ture, Xν(l) is the set of already selected features.
Other statistical tests found in literature can be used for feature ranking. In [14] twelve
feature selection metrics are considered for the text classification problem [2, 14, 19]. All
the features are ranked using each metric and a threshold is set which would select 100
words which are then applied to the predictor. Filter approaches applied to various ap-
plications can be found in [20, 21, 22, 19, 6]. Earlier comparisons for text classification
using ranking methods can be found in [23]. In [24] the authors develop a ranking criteria
based on class densities for binary data. A two stage algorithm utilizing a less expensive
filter method to rank the features and an expensive wrapper method to further eliminate
irrelevant variables is used. This two stage approach is also found in [25]. The RELIEF
algorithm [26, 27] is another filter based approach wherein a feature relevance criterion is
used to rank the features. Using a threshold a subset of features is selected. The drawback
of the RELIEF algorithm is in selecting a threshold. Authors in [27] compare the RELIEF
and other wrapper methods for different datasets. In [20] discarded variables are used to
perform multitask learning (MTL).
9
The advantages of feature ranking are that it is computationally light and avoids over fit-
ting and is proven to work well for certain datasets [2, 28, 6]. Filter methods do not rely on
learning algorithms which are biased which is equivalent to changing data to fit the learn-
ing algorithm. One of the drawbacks of ranking methods is that the selected subset might
not be optimal in that a redundant subset might be obtained. Some ranking methods do not
discriminate the variables in terms of the correlation to other variables. The variables in the
subset can be highly correlated in that a smaller subset would suffice [12, 28]. This issue of
redundant vs. relevant variables is addressed in [2] with good examples. In [29] a random
variable called probe is used to rank the features using Gram-Schmidt orthogonalization.
In feature ranking important features that are less informative on their own but are infor-
mative when combined with others could be discarded [2, 30]. Finding a suitable learning
algorithm can also become hard since the underlying learning algorithm is ignored [12].
Also there is no ideal method for choosing the dimension of the feature space.
2.2 Wrapper Methods
As mentioned above the wrapper methods use the predictor as a black box and the pre-
dictor performance as the objective function to evaluate the variable subset. Suboptimal
subsets are found by employing search algorithms. A number of search algorithms can be
used to find a subset of variables which is decided based on the objective function. The
search algorithm evaluates different subsets and obtains the subset which maximizes the
objective function. The Branch and Bound method [9, 31] used tree structure to evalu-
ate different subsets for the given feature selection number. But the search would grow
exponentially [9] for higher number of features. Exhaustive search methods are compu-
tationally intensive and might become a NP hard problem for larger datasets. Therefore
simplified algorithms such as sequential search or evolutionary algorithms (GA or PSO)
10
which yield local optimum results are employed which can produce good results and are
computationally feasible.
2.2.1 Sequential Selection Methods
The Sequential Feature Selection (SFS) algorithm [32, 33] starts with a null set and adds
one feature for the first step which gives the highest value for the objective function. From
the second step onwards the remaining features are added one at a time to the included
set and the new subset is evaluated. The process is repeated until the required number of
features is added. This is a nave SFS algorithm since the dependency between the features
is not accounted for. A Sequential Backward Selection (SBS) algorithm can also be con-
structed which is similar to SFS but the algorithm starts from the complete set of variables
and removes one feature at a time whose removal gives the lowest decrease in predictor
performance.
The Sequential Floating Forward Selection (SFFS) [32, 33] algorithm is more flexi-
ble than the nave SFS because it introduces an additional backtracking step. The basic
flowchart is given in figure 2.1 where k is the current subset size and d is the required di-
mension. The first step of the algorithm is the same as the SFS algorithm which adds one
feature at a time based on the objective function. The SFFS algorithm adds another step
which excludes one feature at a time from the subset obtained in the first step and evalu-
ates the new subsets. If excluding a feature increases the value of the objective function
then that feature is removed and goes back to first step with the new reduced subset or else
the algorithm is repeated from the top. The process is repeated until the required num-
ber of features is added or required performance is reached. These two methods suffered
from producing nested subsets since the forward inclusion was always unconditional which
11
Figure 2.1: SFFS flow chart.
means that two highly correlated variables might be included if it gave the highest perfor-
mance in the SFS evaluation. To avoid the nesting effect adaptive version of the SFFS was
developed in [34, 35]. The ASFFS algorithm used a parameter r which would specify the
number of features to be added in the inclusion phase which was calculated adaptively. The
parameter o would be used in the exclusion phase to remove maximum number of features
if it increased the performance. The ASFFS attempted to obtain a less redundant subset
than the SFFS algorithm. It can be noted that a statistical distance measure can also be
used as the objective function for the search algorithms as done in [10, 11, 32, 34]. The-
oretically the ASFFS should produce a better subset than SFFS but this is dependent on
the objective function and the distribution of the data. The Plus-L-Minus-r search method
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[34, 36, 37] also tried to avoid nesting. In the Plus-L-Minus-r search, in each cycle L vari-
ables were added and r variables were removed until the desired subset was achieved. The
parameters L and r has to be chosen arbitrarily. In [36] the authors try to improve the SFFS
algorithm by adding an extra step after the backtracking step in the normal SFFS in which
a weak feature is replaced with a new better feature to form the current subset.
2.2.2 Heuristic Search Algorithms
Genetic Algorithm (GA) [38] can be used to find the subset of features [35, 39, 40, 41, 42]
wherein the chromosome bits represent if the feature is included or not. The global max-
imum for the objective function can be found which gives the best subset. Here again the
objective function is the predictor performance.
The GA parameters and operators can be modified within the general idea of an evolution-
ary algorithm to suit the data or the application to obtain the best performance or the best
search result. A modified version of the GA called the CHCGA [43, 44] can be used for
feature selection [35]. The CHCGA is a nontraditional GA which differs from GA in the
following ways:
• The best N individuals are chosen from the pool of parents and offspring i.e. better
offspring replaces lesser fit parents.
• A highly disruptive HUX crossover operator is used which crosses over exactly half of
the non-matching alleles, wherein the bits to be crossed over are selected at random.
• During reproduction step, each member of the parent population is randomly selected
without replacement and paired for mating. Not all the pairs are crossed over but be-
fore mating the Hamming distance between the parents are calculated and if half this
distance does not exceed a threshold d, they are not mated. The threshold is usually
initialized to L/4 where L is the chromosome length. If no offspring is obtained in
13
the generation, the threshold is decremented by one. Due to these mating criteria of
mating only diverse parents, the population converges as the threshold decreases.
• If there are no offspring generated and the threshold drops to zero, a cataclysmic
mutation is introduced to create a new population. The best individual in the current
parent population is taken as the template to create the new population. The rest N-1
individuals are obtained by randomly flipping a percentage (35%-40%) of bits of the
template. The regular mutation after crossover step is skipped each time and the above
mentioned mutation is carried if required.
The CHCGA converges on the solution faster and provides a more effective search by
maintaining the diversity and avoiding stagnation of the population. In [45] multi-objective
GA is used for hand written digit recognition. In [46, 47] several wrapper methods some of
which mentioned above are compared with different datasets. They derive various fitness
functions with weighting/penalty imposing characteristics. A binary PSO [48, 49, 5] algo-
rithm can also be used for wrapper implementation. In [50] comparison between GA and
PSO using SVM for gene selection can be found.
2.3 Embedded Methods
Embedded methods [2, 10, 11] want to reduce the computation time taken up for reclassi-
fying different subsets which is done in wrapper methods. Embedded methods go through
different approaches to incorporate the feature selection as part of the training process.
There is no defined approach for embedded methods. In section 2.1.2 we mentioned that
MI is an important concept but the ranking using MI yielded poor results since the MI
between the feature and the class output only was considered. In [13] a greedy search algo-
rithm is used to evaluate the subsets. The objective function is designed such that choosing
14
a feature will maximize the MI between the feature and the class output while the MI be-





I(f ; s) (2.7)
where Y is the output, f is the selected feature, s is the feature in the subset S and controls
the importance of the MI between the current feature f and the features in the subset S.
The output subset is applied to a Neural Network classifier. Equation (2.7) will select
better subset since the inter-feature MI is used in the calculation to select the non-redundant
features. An improvement of this method is presented in [15] which estimates the MI using
Parzen window method.
The mRMR (max-relevancy, min-redundancy) [25] is another method based on MI. It uses







where xi is the the mth feature subset S and the set Sm−1 is the so far selected subset with
m-1 features. Instead of a greedy algorithm a two stage approach is implemented. First the
criterion (2.8) is used to select a number k which is the optimal number of features which
gives the lowest cross-validation classification error. In the second stage wrapper methods
are used to evaluate different subsets of size k or direct evaluations are done on different
subsets to find the subset which consistently yields the smallest classification error. The ap-
plication of mRMR can be found in [51, 4] wherein the simplest incremental search method
is used with four different classifiers for gene classification.
Another method used in literature is to use the weights of a classifier [2, 3, 51] to rank
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where µj(+) and µj(−) are the mean of the samples in class (+) and (-) and σj is the
variance of the respective classes and j = 1 to D. Equation (2.9) [3] can be used as a ranking
criteria to sort the features. The rank vector w can be used to classify since features rank
proportionally contributes to the correlation. A voting scheme given as:
D(x) = w(x− µ) (2.10)
where w is the rank of the features or weight, D(x) is the decision and µ is the mean of
the data. Hence the weights (rank) of the features can be used as classifier weights. By
conducting sensitivity analysis [2, 3] of the weights, feature selection can be done i.e. the
change in the weight wj can be viewed as removing a feature j. In [3] it is suggested to
use the change in the objective function, a linear discriminant function J which is a func-
tion of wj . This concept of using the weights as the ranking and the search is done using
the change in the objective function is applied to the SVM classifier [3, 1, 51] to perform
Recursive Feature Elimination or known as the SVM-RFE method. The objective function
of the SVM is presented later in Section 3.1. The SVM-RFE method in [3] is proposed
for binary class classification, its multi class classification technique can be found in [52].
In [53] the authors use the concept of RFE to derive a modified algorithm for selecting
features in hyper spectral image data. In the SVM-RFE method, the l2 norm is used in the
SVM minimization problem. It is shown in literature that other norms can be used which
help in feature selection. In [54] the authors provide a comprehensive review of the differ-
ent SVM based feature selection methods. The paper also presents non-linear classification
and feature selection approaches using SVM.
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Similar to optimizing the SVM equation and weighting features, the same can be done
using Neural Networks. Multilayer perceptron networks are trained and feature weights are
calculated using a saliency measure calculated from the trained network [55, 56]. In [55] a
penalty is applied for features with small magnitude at the node and the nodes connecting to
these input features are excluded. This type of node removal is also called Network Pruning
[55, 56] commonly used to obtain the optimum network architecture for Neural Networks.
In [57] authors derive a cost function for random variable elimination. In chemometric
applications [58, 59, 60] regression models are developed to reduce the number of variables
which helps in analyzing the chemical properties. In [20] the discarded variables are used
to improve the prediction performance using multi task learning (MTL) approach. Lazy
Feature Selection (LFS) approach is developed in [61] where the authors take advantage
of the sparseness in the feature space as a feature selection method for text categorization
problem. The LFS ranks the test samples against all training samples and k-NN [19, 7]
type algorithm is used to determine the class.
2.4 Other Feature Selection Techniques
In this paper we present feature selection methods based on the supervised learning meth-
ods i.e. the output labels or the output pdf is known or can be calculated. Unsupervised
and Semi-supervised learning methods are beyond the scope of this paper and will not
be discussed but we refer to other papers which present more detail about unsupervised
feature selection methods. There may be certain examples in which only the data and no
other information is available. Using feature selection based on unsupervised methods can
provide better description and reliability of the data than just unsupervised learning. Sev-
eral papers attempt to solve the unsupervised learning feature selection can be found in
[62, 63, 8, 64, 65].
17
Semi-supervised learning is another class wherein both labelled and unlabelled data are
used for learning [30, 66, 67]. It uses both labelled data (less number of samples) and
unlabelled data (abundantly available) to modify a hypothesis obtained from labelled data
alone. In [67] the authors use a clustering indicator construction to score a set of features.
In [30] the authors use the maximum margin principle (SVM) using manifold regulariza-
tion problem optimization similar to SVM-RFE [3].
Ensemble feature selection [68, 69] is a relatively new technique used to obtain a stable
feature selection. A single feature selection algorithm is run on different subsets of data
samples obtained from bootstrapping method. The results are aggregated to obtain a final
feature set. Authors in [68, 69] use filter methods to rank the genes/features and use differ-
ent aggregation methods such as ensemble-mean, linear aggregation, weighted aggregation
methods to obtain the final feature set.
2.5 Stability of Feature Selection Algorithms
For a particular application various feature selection algorithms can be applied and the best
one can be selected which meets the required criteria. An overlooked problem is the sta-
bility of the feature selection algorithms. Stability of an algorithm can be viewed as the
consistency of an algorithm to produce a consistent feature subset when new training sam-
ples are added or when some training samples are removed [70, 71, 72, 73, 68]. If the
algorithm produces a different subset for any perturbations in the train data then that algo-
rithm becomes unreliable for feature selection. Examples of instabilities are demonstrated
in [70, 73] which can be verified by ourselves by changing the training set and running the
algorithm again. In [70] wrapper techniques are used to study their instability and stability
measures are introduced along with possible solutions to alleviate the problem. Various
measures are established in [70, 71, 72, 68] to evaluate different subsets obtained for a
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certain number of runs. Using these measures a more robust subset is found for different
datasets. In [73] multi-criterion fusion algorithm is developed which uses multiple feature
selection algorithms to rank/score the features which are combined to obtain a robust sub-
set based on combining multiple classifiers to improve the accuracy [73]. In [74] the author
also suggests dividing the input features (based on their feature extraction procedures) to




In this section we want to provide a brief introduction to two classifiers in literature which
can be used for feature selection tasks. We will present the SVM and RBF classifiers due
to their wide range of applications found in literature.
3.1 Support Vector Machine (SVM)
SVM [1, 3, 25, 19] is a marginal classifier which maximizes the margin between the data
samples in the two classes. An optimal hyperplane boundary is drawn which will separate
the data. In SVM kernels are used to map the input data to a higher dimensional space
where a decision boundary can be constructed. The decision function is given as:
D(x) = wφ(x) + b (3.1)
where w and b are the SVM parameters and φ(x) is a kernel function that maps the input




is the distance between hyperplane and pattern x. In figure 3.1 (taken from [1]) a graphical
illustration of the boundary and the samples is provided. The objective of the training
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algorithm is to find w such that M∗ is maximized. For the linear decision function in (3.1),





b = (yk − w ∗ xk) (3.4)
The vector w is a linear combination of training patterns wherein αk is non-zero for the
marginal patterns which forms the support vectors. The value b is an average over the





For the SVM-RFE method described in section 2.2, (3.3) gives the feature ranking criteria.
Figure 3.1: Maximum margin for linear decision function D(x) [1]
To solve the objective in (3.5) quadratic programming methods have to be used. These
methods are not easy to implement when compared to other classifier algorithms. Libraries
like LIBSVM [75] can be used to implement wrapper techniques. Since SVM is a binary
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classifier, in this paper we use the one-vs-all classification technique for multi-class prob-
lems. In one-vs-all approach different binary classifiers are trained wherein each one is
trained to distinguish samples of a single class from all the remaining samples. It is a sim-
ple method which is proven to be robust and accurate when compared to other approaches
[53, 76].
3.2 Radial Basis Function Network
A Radial Basis Function Network [77, 7] (RBFN or RBF) is a type of feed-forward Neural
Network. The network structure consists of three layers: input layer, hidden layer and
output layer as shown in figure 3.2. The input layer consists of a single D dimensional
input. The hidden layer is composed of radially symmetric Gaussian kernels given by:





where j = 1 to M, M being the number of kernels, xj the jth kernel centroid and φj is
calculated for every input data vector. The output layer node is connected to each kernel in
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In the training phase the weight vector is calculated for all the samples in the training set.
The weight vector can be calculated using:
W = φ−1.Y (3.8)
where the φ matrix element φij gives the value of φj for the ith sample. For the testing
set the output values can be calculated for each data using (3.8) since the weight vector
is known in the training phase. To find the centroids of the kernel function clustering al-
gorithms [77, 78, 79, 80, 81] are employed to enhance the generalizing capability of the
classifier. In [78] the RBF network is used to EEG data classification wherein three clus-
tering methods for the RBF are explored.
3.3 Validation Methods
It is also important to choose a method of validating the method or the classifier chosen.
This method is known as cross-validation in which the input data is split into training and
testing sets and the test set (unseen by the method or classifier) is validated against the
training set to check if the classifier can reproduce the known output. Several types of
cross-validation are used in literature. One of the simplest methods is the 2-fold cross-
validation wherein the data is randomly split into training and test sets. An extension of the
2-fold cross-validation is the K-fold cross-validation in which the data is randomly split into
K subsets. For training K-1 subsets are chosen and the remaining subset is used for testing.
This process is repeated until all the subsets are used for testing. Another version of the
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K-fold cross-validation is the Leave-one out cross-validation (LOOCV) wherein K is equal
to the number of samples i.e. each sample is used for testing and the rest of the samples
are used for training. This process is done until all the samples are tested. For model
selection (feature selection or classifier) the training set may be further split into training
and validation sets. The prediction of the validation set is used to reinforce the model
selection. In [33] the authors address the problem of over fitting found when comparisons
of the feature selections are made. The authors argue the cross-validation methods can
contribute to over estimating the model performance. The author tests the SFS and SFFS
method on various datasets with k-NN [19, 7] classifier as the wrapper. They use the 2-fold






One class classification is a unary classification technique that tries to distinguish a class
objects from all other possible objects, by learning from objects of that class only. This
method is more difficult than traditional classification methods in which we distinguish
two or more classes from the available samples. An examples of one class classification is
the classification of the operational status of an RF Generator as ”normal”. In this scenario
we can generate faulty data by seeding of faults, but doing so would highly restrict the
fault operating range since we would be characterizing the data into predefined categories.
Hence ”normal” operating data is collected and trained as the target class using which we
can detect any deviations from the ”normal” operating range and identify machine faults.
One class classification methods exploit different characteristics of data. Some of the
important characteristics are probability distribution and object clusters. Next we will look
at the characteristics of some of the one class classifiers.
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4.2 Characteristics of One class classifiers
In all one class methods two distinct measurement quantities can be defined. The first
quantity is a measure of probability p(z) of an object z or distance d(z) to the target class.
The second quantity is a threshold θ on the measurement [82] . From the data description
new objects are accepted if the distance is smaller or if the probability is greater than the
threshold given by:
f(z) = I(d(z) < θd) (4.1)
f(z) = I(p(z) > θp) (4.2)
where I(.) is the indicator function. One class classification methods differ in the optimiza-
tion of p(z) or d(z) and defining the appropriate threshold. First a probability or distance
model is optimized and the threshold is obtained on the target class.
Figure 4.1: Regions in one class classification
The most important feature of one class classifiers is the trade-off between the fraction
of the target class that is accepted, fT+, and the fraction of outliers that is rejected, fO−.
The fT+ is measured using an independent test set drawn from the same target distribution.
The fO− is measured on data obtained from an assumed outlier density. For experiments of
26
artificial data, we assume that the outliers are drawn from a bounded uniform distribution.
An example is given in figure 4.1. The region Xt is the target class region and Z is the
region from which outlier objects are drawn. The boundary depicted is the target data
description.
4.2.1 Error Definition
To make comparisons between different one class classifiers which use either definition,
fT+ is fixed and fO− is measured. Optimizing (or choosing) different thresholds gives
different trade-off’s between fT+ and fO−. A method which results the lowest outlier re-
jection rate fO− is preferred. Choosing different thresholds will result in different definition
of p(z) or d(z). Once the model is chosen, the threshold is chosen. As done in [82], in this
thesis we set the threshold such that a predefined fraction of the target class is accepted.






I(p(xi)) ≥ θfT+) = fT+, where xi ∈ Xt,∀i (4.3)
An equivalent threshold for distance based model (d(z)) can also be defined. To avoid over
fitting, the threshold can be calculated using an independent set. But in some cases the data
available and the training set itself is used to determine θfT+ .
Using (4.3) we measure fO− for varying fT+ by calculating θfT+ on the training set. A
Receiver-Operating Characteristic (ROC) curve [82], [90], [88] can be obtained when fO−
is obtained for all values of fT+. An example ROC curve is given in figure 4.2.1. The line
C-D is the line obtained for an ideal one-class classifier which can reject 100% outliers fO−
for a pre-set target acceptance rate fT+. In practise some outliers will always be accepted
and the line A-B will be obtained realistically depending on the distribution of the data and
the model assumption.
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One-class classifiers are broadly classified into Density, Boundary and Reconstruction
methods. In the next sections we provide details of at least one algorithm for each type of
one-class classifier.
4.3 Density Methods
In density methods, target density is estimated to obtain a one-class classifier. Standard
distributions such as Gaussian, Parzen or a Poisson distribution can be assumed on the
target data. The probability threshold can be obtained empirically from the training data
using (4.3). As with assuming probability distribution, sufficient training data should be
available to fit the data to avoid the curse of dimensionality. In this thesis we study the
Gaussian model which is presented next.
4.3.1 Mixture of Gaussians
A Mixture of Gaussians (MoG) is a parametric probability density function represented as
a weighted sum of Gaussian component densities. MoG is simple and powerful due to its
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ability to form smooth approximations to arbitrarily shaped densities. A Gaussian mixture







where i = 1 to N, αi is the mixing weights, x is the D-dimensional data vector, µi and Σi
are the mean and covariance matrix of the ith Gaussian component. The Gaussian function











For a given number of Gaussian components, the standard Expectation Maximization
(EM) [83] algorithm can be used to calculate the other variables of the Gaussian mixture.
To avoid assuming the number of components in the data, we use the Greedy EM algo-
rithm [84], [83] which can automatically determine the number components depending
on the probability distribution. When using EM algorithm singularities in calculation of
covariance matrix must be avoided or compensated.
4.4 Boundary Methods
If the available data is less then density estimation is prone to over fitting. In boundary
methods a closed boundary around the target data is optimized. Boundary methods rely
on distances between objects to obtain a distance based description which cannot be in-
terpreted as a probability measure. Using (4.1) the distance resemblance measure d() and
distance threshold θd is calculated. By using a smaller threshold, the boundary can be tight-
ened but does not guarantee that the high density areas are captured. In this thesis we will




The k-center method is the problem of placing k balls with equal radii to minimize the
maximum distances of all minimum distances between training objects and the centers.






‖xi − µk‖2) (4.6)
The radius is determined by the maximum distance to the objects that the corresponding
ball should capture. By placing the centers on the target objects, the data description is




‖z − µk‖2 (4.7)
To avoid suboptimal solutions for training, several random initializations are used to
place the centers and the best solution for (4.6) is used. The user must specify the number
of tries and the number of centers to be used.
4.4.2 Support Vector Data Description
In support vector machine, an optimal hyperplane margin is computed which separates the
data from the origin [82], [85]. The support vector data description method involves com-
puting an optimal hypersphere which contains all target objects. To minimize the error on
accepting outliers, the volume of this hypersphere is minimized. Flexible description can
be obtained by using kernel functions which map the input dimension to a higher dimen-
sional space with no additional computational load on minimizing the volume of the sphere.
First we will present the linear SVDD derivation which can be extended using ’kernel-
trick’ to obtain a better description.
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4.4.2.1 Linear SVDD
The hypersphere is characterized by a center a and radius R which contains all the train-
ing objects. The minimum hypersphere is obtained by solving the following constrained
optimization problem [82]:
‖xi − a‖2 ≤ R2, ∀i (4.8)
To allow for a more robust definition and outliers in training set, a slack variable ξ and
parameter C is introduced. Using this the objects to the center a are not strictly lesser than
R2 while larger distances are penalized. The constrained problem (4.8) is rewritten as:
‖xi − a‖2 ≤ R2 + C
∑
i
ξi, ξi ≥ 0,∀i (4.9)
The constraints (4.9) can be found by optimizing the following Lagrangian:








2 + ξi − (xi.xi − 2a.xi + a.a) (4.10)
with Lagrange multipliers αi ≥ 0, and xi.xj is the inner product. The radius R is to be
minimized with respect to α.
By setting the partial derivatives of (4.10) to 0, the following constraints are obtained:
∑
i





C − αi = 0,∀i (4.13)
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with the reformulated constraint:
0 ≤ αi ≤ C (4.15)
The optimization of the above Lagrangian is a well known quadratic programming prob-
lem for which standard algorithms exist. The Lagrange multipliers α are found which can
be interpreted as follows. The Lagrange multiplier α will be equal to zero if an object xi
satisfies the inequality of (4.9). If an object satisfies the equality of (4.9) then the object is
at or outside the boundary with αi > 0. The constraint (4.15) limits the values of αi and an
object with αi > 0 is on or outside the boundary. From (4.12) the center of the sphere can
be calculated by considering objects with αi > 0. The Lagrange minimization will lead
to a small number of objects with positive αi using which the data description is obtained.
These objects are called the support vectors.
To test a new object z, the distance of the object from the center a is calculated using:







The test object z is accepted if (4.16) is less than or equal to the radius. The radius can be
calculated from the definition as the distance from center of the sphere to one of the support
vectors given by:







where xk is the support vector for which 0 < αk < C.
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The one-class support vector data description can be completely defined as:
fSV DD(z;α,R) = I(‖z− a‖2 ≤ R2) (4.18)











The indicator function I is 1 if the object is accepted otherwise it is 0.
An example SVDD boundary was already shown in figure 4.1. In the next section we
will discuss the kernel based SVDD wherein kernel functions are used to replace the inner
products (x.y).
4.4.2.2 Kernel-based SVDD
Additional flexibility can be added by mapping the input space to a higher dimension using
Φ(x). Solving the SVDD in the feature space allows for a tighter and flexible minimum








Using the ’kernel-trick’, the inner products of the mappings Φ(x) can be defined as:
K(xi, xj) = Φ(xi).Φ(xj) (4.21)
The kernel-based SVDD equation now can be defined as:












The ’kernel-trick’ is a well known technique and used in SVM’s [1] so that the input
space becomes linearly separable in the feature space using which better descriptions can
be obtained. The only overhead in the using the kernel method is the calculation of the
kernel functions K(xi, xj) and the optimization will not suffer any overhead calculations
and remains the same as when the original input space was used.
4.5 Reconstruction Methods
In reconstruction methods, prior knowledge of the data is used to make assumptions about
the generating process and model is chosen to fit the data. The information content is re-
tained by using compact object representation and reducing sensitivity to noise. Clustering
characteristics of the data is used to identify prototypes or subspaces using which a recon-
struction error is minimized.
Methods such as k-means, Principal Component Analysis, learning vector quantization
[82] are some of the examples which involve optimizing prototypes and their reconstruction
error. Using target object representation, the reconstruction error of the outlier objects
should be high. We will study only Fuzzy C-means one-class method in this thesis which
is presented in the next section.
4.5.1 Fuzzy C-means
In Fuzzy C-means (FCM) algorithm [86], the data is characterized by few prototype objects
and Euclidean distance measure is used to represent the data. The data is partitioned into
the clusters according to their membership values whose values change between zero and
one and represent the degree of how close the data to each cluster center. First the FCM
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algorithm is briefly explained followed by the adaptation to the one-class technique will be
explained.
The Fuzzy C-means (FCM) model is represented by the constrained optimization prob-
lem as,






m‖xk − vi‖2 (4.23)
where 1 ≤ m <∞, uik is the degree of membership of xk in cluster i, xk is the kth data























uik = 1 (4.25)
where Dik = ‖xk − vi‖ represents the distance between the kth data and the ith cluster
center. The algorithm updates the cluster centers according to (4.25) and calculates the
membership matrix based on the new cluster centers. It terminates when ‖vt − vt−1‖ ≤ ε
that is the cluster centroids do not change any more. More crisp cluster are obtained when
m gets closer to one. As m gets larger, the overlapping of the clusters is also increased.
The k-center method focusses on worst case objects to accept all data whereas in FCM
optimization, the centers are averaged depending on the membership values of each data
object which makes it less sensitive to outliers. The k-center method also places the proto-
types on the target object whereas in FCM algorithm, an averaged object is calculated.
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The distance of an object z to the target set is defined as the distance to the nearest










Fault analysis is a broadly classified discipline which involves fault detection and fault di-
agnosis in process engineering. Fault detection deals with timely detection of abnormal
events in a process and fault diagnosis deals with isolation and identification of the origin
of the fault [87]. Conventional fault detection approaches are based on detecting devia-
tions from normal behavior of the machine operation. Various approaches used a variety
of techniques such as quantitative modelling, qualitative or process history based models
[87], [84], [88]. Quantitative approaches used mathematical modelling to express relations
between inputs and outputs. In history based methods, a large amount of operational data
is available or collected to build a model. These models were typically built for high crit-
ical systems where personnel safety or preventing hazards were given utmost importance
such as in nuclear power plants. Due to advancements in sensor technology and compu-
tational capabilities, Fault Detection and Diagnosis is gaining awareness among academic
researchers and industry professionals for Condition Based Maintenance (CBM) [84] of
industrial machines/equipment. Condition Based Maintenance involves continuous health
monitoring with predictive and diagnostics capability. Using prognostics, wear and degen-
eration of machine parts can be tracked and appropriate maintenance can be performed to
minimize drastic faults [87], [84]. Novelty detection [87], [84], [89] plays an important role
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in such systems where the diagnosis system must identify between normal, known fault and
unknown faults. Typically normal operating data is sufficiently available to model the pro-
cess but sometimes there may be no data or very few data points are available to model the
faulty conditions.
Relying on human operators is becoming an increasingly difficult task due to the broad
scope of process control and diagnostic activity. Modern process plants are complicated in
size and operational complexity. Some operations can have more than 1000 variables that
can be observed at a time. Diagnostic activity can encompass variety of malfunction such
as process unit malfunction, unit degradation, sensor malfunction, etc. Human error can
result in major accidents due to a simple malfunction which was not detected on time or
frequent minor accidents leading to personnel injury and increasing downtime costs. Uti-
lizing timely detection and performing predictive maintenance can help in avoiding major
disaster due to petrochemical industries or minimizing cost of ownership of semiconductor
wafer manufacturing plant.
Automation of regulatory control has led to increased efficiency, safety, and quality in
process control. The next challenge is the automation of detection of abnormal events us-
ing intelligent systems. In [87], Venkatasubramanium et al study a detailed description of
the characteristics of a fault diagnosis system such as quick response, isolability, robust-
ness, adaptability is presented. For mass adoption of fault diagnosis for common industrial
machines, the techniques must be generic, easily configurable, calibrated and autonomous.
Incorporating these characteristics is the major challenge for a fault detection and diagnosis
system. In this thesis we focus on fault detection using machine learning techniques.
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5.2 Fault Detection
Fault analysis can be distinctly divided into fault detection and fault diagnosis steps depend-
ing on the application and the complexity of the operation. Fault detection step involves
identifying the fault when the plant/machine operation deviates from its normal behavior.
Fault diagnosis is the following step that is responsible in identifying the cause of the fault
so the maintenance or replacement can be performed. These two steps can be combined
which increases the complexity of the fault analysis system. Fault detection systems focus
on quick response and novelty detection. Speed is required so that the operation can be
stopped and the damage can be minimized. Novelty detection deals with identifying any
abnormal behavior even if the fault was previously not observed. Fault diagnosis then de-
termines the exact cause and whether the fault condition was progressive or an abrupt fault.
In quantitative modelling, a priori knowledge of the actual process is needed whereas
in process history based methods, only past process data is needed. Machine learning
methods are used to model only normal operation or both normal and faulty operation.
These methods can be broadly classified into statistical and non-statistical learning meth-
ods. In machine learning feature extraction is an important step when using machine learn-
ing methods wherein, process data is transformed into new feature space possibly with
fewer dimensions. Articles in [84], [88], [90], [91] extract various features for vibration
analysis of machine bearing or gear functioning. It is not necessary to strictly implement
the feature extraction step since machine learning algorithms depend on the data that they
are provided. If the decision function of the machine learning algorithm can sufficiently
discriminate the machine processes, then feature extraction in not required. In our previ-
ous work [92] we used raw data from a different (from the above mentioned) RF generator
to train and validate two machine learning algorithms. This would work for simple ma-
chine processes and is biased by the data collection method since simulated faults may not
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capture the abrupt behavior in the machine when an actual fault occurs during its field op-
eration. These problems can be alleviated by using a suitable feature extraction method.
This step can also be preceded by feature selection where process variables are exam-
ined so that important variables can be identified for the process. Feature selection can
lead to reduction in data and influence of noise or redundant variables which increases the
overall efficiency in the machine learning and classification process. In our previous study
we have demonstrated the application of feature selection methods for fault detection [92].
Using Radial Basis Function Networks, we can identify between different faults using
process data. But this fails at novelty detection since the RBF is data dependent and will
provide ambiguous results if data which is not in the training set is used. This is important
in a fault detection system since every fault condition or unit failure cannot be simulated or
recorded. Hence we take a one-class approach to model the normal operation. One-class
techniques suit fault detection due to the inherent rejection capability of an outlying object.
Using normal operation data, a one-class model is generated which is capable in identify-
ing any abnormal operation. In the next section we present the Modified Novelty Detection
Framework algorithm which is used for fault detection using one-class classification prin-
ciples.
5.2.1 Novelty Detection Framework
As mentioned above traditional fault detection systems used physical modelling to estab-
lish relationship between variables and monitored any deviations from normal behavior.
These techniques were often reserved for high critical systems due to high development
cost. Due increasing awareness in need of a diagnostic system, fault detection systems
are being developed and adopted for common industrial equipments for health monitoring
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which benefit from maximizing production time and reducing the cost of ownership. Due
to vastness and mass customization of industrial equipment, a generic fault detection sys-
tem is necessary for autonomous diagnostics and prognostics which is cost effective for
common industrial equipment [84].
To address the goal of developing a generic fault detection system, Novelty Detection
Framework (NDF) was developed by the authors in [84]. The Novelty Detection Frame-
work has various capabilities such as automatic detection of a number normal operating
conditions based on past process data, novel fault detection and online learning which
facilitates health monitoring. Using unsupervised techniques autonomous monitoring is
achieved for health monitoring and diagnostics capability. Since the data used in this thesis
is not suitable for applying the NDF algorithm directly we modify the NDF algorithm to
operate in one-class context for fault detection which is presented next.
5.2.1.1 Modified NDF Algorithm
In NDF, the operating modes [84] are automatically identified using a clustering algorithm
such as Greedy EM algorithm [83] defined by Gaussian mean and variance. This is an
unsupervised technique applied to previously collected data which identifies the various
regions of operations. By doing this a pre-set input is eliminated and the parameters re-
main free to be identified by the algorithm. Depending on the number of variables, feature
extraction can be done before so that a more compact representation of the data is obtained.
Once the operating modes are established, we adopt only the continuous fault detection part
for our purposes.
Since a distance based measure is available, we ue the following equations used in NDF
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similar to (4.26) and (4.1) to decide if the new sample belongs to a normal operating cluster.
J(z) = min
c
(z− µc)Σ−1c (z− µc)−1 (5.1)
f(z) = I(J(z) < χ2n,β) (5.2)
where µc and Σc are the mean and variance of the cluster c, z is the new sample, n is the di-
mension of the feature, and χ2n,β is the Chi-squared distribution with n degrees of freedom
and probability β equal to 0.9973 which relates to the ±3σ concept in process control.
The NDF algorithm incorporates online learning technique wherein each new data sam-
ple modifies the existing operating mode cluster parameters which is the backbone for
health monitoring. We adopt a offline learning technique so that new data is incorporated
into the data model. The NDF is applied to an individual unit/machine and the algorithm
learns from the data collected from that particular unit. Since we do not have the facility to
implement the NDF directly for an individual unit, we create a one-class data description
model for a particular family of machines. By doing this we can learn from an old or a new
generator to improve the model and incorporate any parameter differences due to physical
differences of the machines. The above one-class model defined by the operating mode
clusters is updated offline using new normal data. Using similar procedure as fault detec-
tion, a new cluster is created with the samples value (new normal data) as mean and the
variance of the previous cluster if it did not belong to any existing cluster. By performing
offline updates, we ensure that data from an old or new generator can be incorporated and
a robust data description model is obtained. The same model can be used for the family of
generators for fault detection.
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5.3 Feature Extraction Methods
Feature extraction is the process of extracting information which contains discriminatory
information while common information is reduced. In literature several feature extraction
methods are used for fault analysis applications. The NDF algorithm [84] uses principal
component analysis (PCA) [7] for reduce the dimension of the data to two. Articles in [88],
[90], [91] extract various features for vibration analysis of machine bearing or gear func-
tioning. It is not necessary to strictly implement the feature extraction step since machine
learning algorithms depend on the data that they are provided. If the decision function of
the machine learning algorithm can sufficiently discriminate the machine processes, then
feature extraction in not required. For the results in sections 6.1 and 6.3.2 we used raw data
from a RF generator to train and validate two machine learning algorithms. This would
work for simple machine processes and is biased by the data collection method since simu-
lated faults may not capture the abrupt behavior in the machine when an actual fault occurs





In this section we provide the experimental results for the algorithms described in this
thesis. We divide the results into three sections for feature selection, one-class classification
techniques and fault analysis. Different data sets are used to test the algorithms which will
be detailed before presenting the results.
6.1 Feature Selection Results
We apply some of the feature selection algorithms on seven data sets using the two classi-
fiers mentioned in chapter 3. Comparisons between the classifiers and the used algorithms
is made.
6.1.1 Datasets and Parameter Settings
Seven data sets were utilized to verify the feature selection algorithms. Out of the seven
data sets, four are form the UCI Machine Learning Repository [93] such as ionosphere, di-
abetes, liver disorders and breast cancer (cancer). The Medical dataset contains statistical
data related to patients coming to the clinic provided by Bellevue Hospital in New York. In
this dataset, there are 19 features that include demographical attributes of each patient such
as ethnicity, sex, current diseases and additional binary class label representing whether the
patient came to the scheduled appointment or not. The sixth is Fault Mode data form MKS
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Instruments, NY. The Fault Mode data is obtained from a 5kW, 40MHz RF Power genera-
tor from MKS Instruments, NY. The generator consists of several subsystems including an
AC/DC converter, RF Power Amplifier, RF Sensor, and Digital Control System given in fig-
ure 6.1. Sensors are designed into the RF generator to provide accurate power delivery and
facilitate health monitoring during critical semiconductor/thin film processing steps. The
data used in the study was created by intentionally seeding various faults and collecting
generator sensor data during an automated RF power sweep designed in LabViewTM.The
seventh dataset is the discrete Fault Mode data obtained by applying histogram to the con-
tinuous data. The seventh dataset is the discrete Fault Mode data obtained by applying
Figure 6.1: VHF RF generator block diagram
histogram to the continuous data. The number of variables in each dataset is given in table
6.1. The Fault Mode data contains 17 variables and 13860 samples. The output contains
six classes of which one class is the no fault class which indicates no faults in the system.
The other five classes are the various faults that can be detected in the system.
The datasets are divided into 50% training and 50% testing sets and the performance
measure was the prediction accuracy of the test set. For all the results the test set was not
shown to the feature selection algorithm. LIBSVM [75] library was used to implement
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Table 6.1: Number of Variables in the Datasets used




hline Liver Disorder 6
Medical 19
Fault Mode 16
the SVM classifier. For the RBF classifier clustering must be performed to determine the
optimum number of kernels, variance and their respective centers for (3.6). As suggested
in [78] we perform an exhaustive search using K-means [7] technique to determine the
RBF kernel centres. Since the input to the classifier varies according to the subset selected
by the feature selection algorithm, using the parameters obtained from the whole dataset
will bring down the efficiency of the classifier and results will not be accurate. Due to this
clustering must be done for each subset which would increase the number of computations
significantly. To reduce the number of computations we first find the number of kernels
using the exhaustive search in range D to 2*D. The variance in (3.6) is found each time by
searching in the range [0.1, 0.2, 0.3, ... 10]. By doing this we obtain better classification.
To avoid indirectly learning the test data, the RBF exhaustive search is done on the training
data itself. For the CHCGA algorithm, the GA parameters are: population size = 40,
mutation rate = 0.4, maximum number of generations = 800.
6.1.2 Results and Comparison for Feature Selection Methods
In figure 6.2 the result for the first ranking method is given. The x-axis is the number of
features and the y-axis is the performance of the subset containing the specified number
of features. Figure 6.3 gives the result for the MI criteria (2.4), figure 6.4 gives the result
of applying SFFS algorithm with SVM as the wrapper and figure 6.5 gives the result of
applying SFFS with RBF as the wrapper. In figure 6.2 we can see that the performance
for the first ranked feature for Cancer and Ionosphere gives low performance this is due
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to the calculation of MI. Since we are approximating the pdf of a single feature and the
output class distribution, calculation of MI will not be accurate and is easily influenced
by marginal densities [23]. The irregular graph for the filter methods also proves that the
ranking methods are trivial.
Figure 6.2: Result for correlation criteria using SVM
Since SFFS can produce only one subset, we generate subsets of lower size by back-
ward elimination or a subset with larger number of features by forward addition to the
subset selected by SFFS. By doing this we can see that the maximum performance is al-
ways obtained from the SFFS algorithm and the performance of all other subsets are either
equal to or lower than the maximum performance. Figure 6.5 gives the results of applying
SFFS using RBF classifier with the optimization procedure stated above. It can be seen
in figure 6.5 that the graph does not give a clear idea of the feature selection due to opti-
mization of RBF parameters for each subset. If the sample values are close to the center
of the kernel, the weight contribution will be higher. It can be noticed in figure 6.4 that for
Liver Disorder data the performance is the same for any subset which is interesting since
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Figure 6.3: Result for MI using SVM
the same result is not obtained from RBF due to the optimization of the RBF classifier.
Table 6.2: Experimental Results for CHCGA with SVM
Dataset Maximum Performance No. of Selected Features
Breast Cancer 97.361 5
Diabetes 80.469 7
Ionosphere 94.286 16




In table 6.2 we give the results of running the CHCGA algorithm with objective to find
the subset that has the maximum classifier performance using SVM. We can see that the
results in figure 6.4 and table 6.2 are close. Table 6.3 gives the results of running the
CHCGA algorithm with RBF as the wrapper.
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Figure 6.4: Results for SFFS using SVM
Table 6.3: Exprimental Results for CHCGA with RBF
Dataset Maximum Performance No. of Selected Features
Breast Cancer 96.774 5
Diabetes 76.822 7
Ionosphere 94.285 16




6.2 One-class Classification Results
In this section we will provide the results for the one-class algorithms presented in this
thesis. The results are generated using only artificial data sets. The application of one-class
techniques for fault analysis will be provided in the following section. As before we will
start with data set description and the results will be presented next.
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Figure 6.5: Results for SFFS using RBF
6.2.1 Datasets and Parameter Settings
We use three datasts to verify the one-class algorithms presented in this thesis. The first
data set is an artificial banana distribution data set used in [82] and generated using the
Matlab toolbox [94]. The other two datasets are Cancer and Diabetes datasets used above
for verifying feature selection algorithms. In figure 6.6 the 2-dimensional banana distri-
bution used to obtain results is given. The green ”+” symbols are target objects and red
”x” symbols represent outlier objects. The distribution contains 50 target samples and 150
outlier samples.
For MoG no user parameters are required and the algorithm automatically determines
the number of Gaussian mixtures. For k-center algorithm, the number of balls to be placed
are fixed to twice the dimension of the dataset. For SVDD, a new classifier must be trained
for each target acceptance rate since the center and radius of the sphere is calculated using
the support vectors lying on or at the boundary. The objects at the boundary will have
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Figure 6.6: Banana distribution
positive αi and the boundary is made tighter by restricting the upper bound on αi. The
constraint (4.15) is used to restrict αi such that a predetermined percentage target objects
are on or inside the boundary. The parameter C is the fraction of the target objects accepted
which is used to tighten the boundary and reject some of the target objects. Since the FCM
one-class is a clustering method, we fix the number of cluster to twice the dimension of the
dataset.
For one-class classifier results in this thesis, we use a standard procedure to set the target
acceptance rate fT+ and outlier rejection rate fO−. We start with 50% target acceptance rate
with an increment of 10% and test the complete outlier set with the obtained thresholds.
6.2.2 Results for One-class Classifiers
In figure 6.7 we present the receiver operating characteristic (ROC) curve for mixture of
Gaussians for the above mentioned datasets. The trend in one-class classifiers can be ob-
served from the three curves. At 100% target acceptance rate, the outlier rejection rate is
less than 100%. This is due to the assumption made in each model about the data. For the
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Figure 6.7: Mixture of Gaussian ROC curves.
banana dataset the MoG is sensitive to outliers due to a Gaussian assumption which defines
a mean and variance. The MoG is also influenced by the greedy EM algorithm [83] which
depends on the distribution of data to obtain clusters.
In figure 6.8 we give the results of applying k-center one-class algorithm. The k-center
algorithm does well for banana distribution since the balls are placed on the target objects
itself and depending on the radius the outliers are rejected better than MoG. Similar results
are obtained for cancer and diabetes datasets.
The results for SVDD one-class experiments are given in figure 6.9. With tighter bound-
aries the SVDD will perform well. For the cancer data, the SVDD performs really well to
obtain an almost ideal curve. Since its real data, the description will accept some outliers.
The banana data ROC is consistent and varies slightly as new target objects are included in
the training. The diabetes data ROC is still inconsistent and is difficult to obtain a suitable
description.
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Figure 6.8: K-center ROC curves.
In figure 6.10 the results for the FCM one-class is given. The FCM one-class does well
for both banana and cancer datasets with good rejection rates. The number of clusters and
the distribution of the data influences the data description model. Good results are obtained
if the number of selected cluster match the actual subspace distribution of the data. As
usual the diabetes dataset acceptance/rejection rates are not acceptable due to failing in the
assumption of the data distribution.
6.3 Fault Analysis Results
In this section we present the results for fault detection obtained using feature selection and
one-class algorithms. The data was obtained from two different families of RF generators
from MKS Instruments.
6.3.1 Datasets and Feature Extraction
The first generator data is described in section 6.1.1. No feature extraction was performed
on this dataset. Some of the results are already presented in section 6.1 which was relevant
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Figure 6.9: SVDD ROC curves.
for verifying the feature selection algorithms. In section 6.3.2 we present further results
which are specific to fault detection.
Data from second generator belonging to model GHW50A is applied to one-class al-
gorithms for fault detection is presented in section 6.3.4. The second generator is a 5kW,
13.56MHz RF Power generator from MKS Instruments. The block diagram is similar to
figure 6.1. The data used in the study was created by intentionally seeding various faults
and collecting generator sensor data during an automated RF power sweep designed in
LabViewTM. Each test run consists of power sweeps over three frequencies 12.88MHz,
13.56MHz and 14.24MHz. For each frequency the required output power is set from 0W
to 5KW in steps of 500W. A total of nine variables can be observed from the genera-
tor control unit. An extra variable of 0 or 1 is added to account for open or 50 load for
each sample. For each test run we obtain 165 samples with 10 variables accounting for
power sweep measurements and load condition. Only one type of load is set for each test
run. Two datasets are constructed using data from six different generators belonging to the
GHW50A model. The functioning capabilities of all the generators are the same, but they
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Figure 6.10: FCM ROC curves.
differ slightly in electrical performance. The first data set contains normal operation with
only one high operating temperature fault which makes up for 96% of all fault data. The
second data set adds the remaining 4% of fault data which contains five other faults.
For the second generator data, we apply the multi-dimensional Fast Fourier Transform
(FFT) for each individual test run. The Fourier coefficients (absolute values) of each vari-
able (column) are concatenated to form a single row feature vector. To reduce the FFT data
and to get rid of coefficients with very small values, we divide 165 coefficients of each vari-
able into 49 bins with the number of coefficients in each bin rounded down to the nearest
integer. The coefficients in each bin are summed to obtain a new feature vector. To account
for the redundancies in FFT and adding a constant load variable, we further apply Principal
Component Analysis (PCA) [7] to obtain a much more compact representation of the data.
We apply PCA such that 99% of the variance is retained.
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6.3.2 Results for Fault Analysis using Feature Selection
Only the Fault Mode data from the first generator is used for feature selection algorithms.
We use the confusion matrix given in table 6.4 to calculate the performance of the of the
feature selection methods. We use three metrics Fault Detection Rate (FDR), Performance







TP + FN + FP + TN
(6.2)
Diagnosis =
no. of correct faults detected
no. of faults
(6.3)




Fault True positive (TP) False positive (FP)
No Fault False negative (FN) True negative (TN)
In figure 6.11 we give the feature selection plot similar to figures 6.4 and 6.5 for the
Fault Mode data only. In table 6.5 we present the experimental results obtained for the
original data without variable elimination for SVM and RBF classifiers. The number of
faults in the test set for continuous data is 1967 and 1982 for discrete data. For continuous
data the RBF gives slightly better performance than SVM with more faults detected and
better diagnosis. FDR tells us if any of the faults are misclassified as no fault. Performance
value gives us the whole accuracy of fault detection and no fault detection. With Diagnosis
we can measure if the fault detected is misclassified as other faults. This value is generally
low since the number of faults detected is low. For discrete data the SVM performs better
with high accuracy, FDR, Performance and Diagnosis values. This is probably because the
SVM can find better support vectors with discrete data than continuous data.
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Figure 6.11: Results for Fault Mode data only.
Table 6.5: Results for original Fault mode data.
Continuous Discrete
SVM RBF SVM RBF
Classifier Accuracy 72.67 78.543 91.876 76.595
Detected Faults 222 567 1520 322
FDR 1 0.9788 0.9967 0.9410
Performance 0.7482 0.7945 0.9319 0.7550
Diagnosis 0.1129 0.2883 0.7669 0.1625
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In table 6.6 we present the results for SFFS algorithm. The RBF gives slightly better
performance for continuous data when compared to SVM as in table 6.5 with the number
of features reduced to eight by both classifiers. For discrete data, the SVM again performs
better with high Diagnosis. For the RBF the maximum performance was obtained with
three features only. This is because of optimization of the parameters for each subset. If
the sample values are close to the center of the kernel, the weight contribution will be
higher. In table 6.7 we present the details for CHCGA algorithm. The CHCGA reduces
both the features equally for both classifiers. The RBF results are influenced by the cluster
centers obtained from k-means and variance parameters. Again we can observe RBF doing
slightly better than SVM for continuous and SVM for discrete data.
Table 6.6: Results Fault mode data using SFFS.
Continuous Discrete
SVM RBF SVM RBF
Classifier Accuracy 72.234 78.543 95.556 80
No. of features 8 8 7 3
Detected Faults 320 492 1830 430
FDR 1 0.9715 0.9995 1
Performance 0.7623 0.7831 0.9778 0.7760
Diagnosis 0.1627 0.2501 0.9233 0.2170
Table 6.7: Results Fault mode data using CHCGA.
Continuous Discrete
SVM RBF SVM RBF
Classifier Accuracy 76.392 79.004 95.368 77.561
No. of features 6 12 6 12
Detected Faults 331 402 1849 356
FDR 1 0.9726 1 0.9663
Performance 0.7639 0.7710 0.9808 0.7619
Diagnosis 0.1683 0.2044 0.9329 0.1796
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6.3.3 RBF Training for GHW50A data
We apply RBF for the first dataset constructed from GHW50A data. It functions as a two
class classifier to differentiate between normal and the high temperature fault condition.
Due to the flexibility in tuning the RBF parameters such as number of kernels and variance
of the kernels, we use three performance metrics to evaluate different RBF networks. We
search for a suitable network by keeping the variance of the Gaussian kernel constant to a
very high value (e.g. 100000) and vary the number of kernels. The K-means [7] algorithm
is used to find the kernel centers in the range from D to 2*D where D is the dimension of the
data. The data set is split into three categories with 50% for training, 25% for testing and
25% robustness testing. All three sets contain both fault and normal data. The robustness
testing data set contains data from a single generator whose data is not in the training and
testing set. The performance metrics used are training cross validation performance, testing
performance and robustness test performance. The robustness test set was created to ensure
that the classifier can generalize the normal and a single fault condition across different
generators of the same model. With this procedure a classifier with 100% accuracy for all
three metrics can be obtained.
6.3.4 Results for Fault Analysis using One-class Techniques
In this section we apply the one-class algorithms and Modified NDF to the second genera-
tor data as described in section 6.3.1. For one-class training normal data is used to obtain
the one-class data description model. The first dataset with all faults is used. In figure 6.12
we give the results for MoG and FCM one-class. The other two results for k-center and
SVDD classifiers is given in figure 6.13 . Except SVDD all methods perform well with
very good rejection rates. The SVDD performs poorly with highly varying ROC curve is
due to the fact that the data contains subspaces (clusters). The SVDD can only construct
a tight boundary around the target data and if disconnected clusters are present such as in
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Figure 6.12: MoG and FCM ROC curves for GHW50A data.
GHW50A data, the SVDD will encompass any fault data that are adjacent to the clusters.
The k-center ROC curve produces an ideal curve due to the worst case placement of ball
Figure 6.13: k-center and SVDD ROC curves for GHW50A data.
on target data. The k-center and FCM algorithm rejection rates for 100% target acceptance
rates are very close. Even though we have 100% outlier rejection it is because we are also
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classifying a small percentage of target objects as outlier objects. The reason that the k-
center method can perform very well is due to the success of the feature extraction method
to separate the normal and fault data.
The NDF algorithm [84] is not a one-class classifier hence we do not obtain an ROC
curve for the Modified NDF algorithm (section 5.2.1.1). To evaluate the modified NDF
model similar to RBF robust testing (section 6.3.3), we remove one generator data from the
training set consisting of normal and fault data. We refer to the dataset of five generators as
dataset 3 and dataset 4 which contains the sixth generator data. After training, the model
is tested with fault data of the dataset 3, normal data of dataset 4 and fault data of dataset
4. The existing model is updated using the normal data from dataset 4. A final test is done
for the dataset 4 fault data using the updated model. The results given in Table 6.8 are
average performance of ten runs. From Table 6.8, we get very good rejection for fault data
of dataset 3. The normal data of dataset 4 has a high rejection rate since the normal oper-
ation is not available in the operating mode clusters. The fault data of dataset 4 has a high
rejection rate since the model rejects every object except the objects similar to the normal
operation. We update the model using the above mentioned procedure to learn the new
generator normal operation. After updating, the model parameters change and we observe
a rejection rate close to before update. The goal of updating the operating mode clusters is
to avoid classification of normal operation from different generators (of the same model)
as fault.
We have concluded the experimental results section for this thesis. In the next chapter
we provide details LabViewTMsoftware implementation built for MKS Instruments for fault
detection.
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Table 6.8: Results for modified NDF.
Dataset Rejection perfor-

















Software Implementation for Fault Detection
7.1 Introduction
In section 6.3.3 we analyze the application of RBF classifier to fault data from GHW50A
generator for fault detection. The algorithms in this thesis are developed and tested us-
ing the MATLABTMenvironment. Due to the adoption of LabViewTMsoftware by MKS
Instruments, a software interface for a fault detection system using RBF classifier is de-
veloped. The software supports database management, RBF training, testing new data and
online data collection. The RBF classifier developed is a two class classifier which can
distinguish between normal and one fault condition as previous results are presented. The
LabViewTMenvironment enables the deployment of software over a wide range of indusrial
products and factory sites world-wide. The implementation details of the fault detection
software is presented next.
7.2 RIT Fault Prediction
The software is named RIT Fault Prediction. The main menu interface for version 1.1 is
given in figure 7.1. From the figure 7.1 we can see that the interface supports six options:
• Add new generator/files to the database.
• Train the RBF Classifier.
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Figure 7.1: Fault prediction software interface.
• Perform offline file testing.
• Perform Data Collection and Online Testing.
• Verify serial communication.
• Stop.
Each option is designed so that an engineer can operate the software with ease and with
knowledge of only the software documentation. Each option has its own interface which
hides the inner workings and only user input and relevant information is displayed to the
user. The software is a standalone install which can be installed on a WindowsTMoperating
system and can operate independently without requiring any other extra software libraries.
The details of each option are presented next.
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7.2.1 Option 1: Database Management
This option was developed for efficient storage of generator data. Since there are several
RF generator models in use and manufactured by MKS Instruments, there was a need to
collect and segregate the data from different generators so that different RBF classifiers can
be trained for each model. The interface is given in figure 7.2. Any input data is copied
Figure 7.2: RIT fault prediction database management interface.
into designated folders created in the software install directory which is displayed on the
interface. In each generator folder two sub folders are created in which the normal and
fault data are stored.
The interface contains four options:
• Add a new generator: Using this option, a new folder can be created for a new gener-
ator. The program creates the normal and fault folders for each new generator. After
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successful creation of the folder, .dat files can be added.
• Add a new test file: For an existing generator, new collected .dat files can be added to
update the database for the required generator.
• Add a complete generator folder: Since the file directory is simple, the user can create
the required folder structure and add a folder which contains all data at once using
this option. Depending on the users wish, either the first option or this option can be
used for adding new generator data. The user will need to point to the main generator
folder.
• Exit: This option will close the database management interface and returns to the
main menu.
Since only generator name is input from the user for adding subsequent files, we follow a
standard file naming scheme to recognize .dat files. The data collected from this software
conforms to below file naming format. The file name must contain the following fields:
generator model# serial# load value load fault class date time.dat
This naming scheme is adopted to minimize user input. The first two fields indicates the
model number and serial number of the generator. Each field must be a single word and the
underscore can be used to merge two different words so that no white spaces are in each
field. The load value field contains the load name used to obtain the data e.g. 50 ohm.
The date and time fields indicate the date and time at file creation. This helps to generate
a unique file identifier for the data files. The fault class is not a numeric value but a single
word (case sensitive) representing the condition of the generator e.g. Normal. For this
software, generator model# is represented as the parent and the generators belonging to the
same generator model# will be treated as its children under the parent model.
66
The input data files are raw and are copied directly into the respective folders. In order to
create valid RBF classifiers, both normal and fault data must be present for training. Hence
database maintenance is performed when the database management interface is closed.
If any generator folder is missing normal or fault data files, the generator folder is deleted
from the database. After this as mentioned in section 6.3.1, the feature extraction procedure
is run on the stored raw data. A single .dat file is compiled for each generator which
contains the feature extracted data which is stored in the respective generator folder.
7.2.2 Option 2: Train RBF Classifier
Multiple RBF classifier models can be created using this option. The user interface is given
in figure 7.3. The available generators are displayed in the second field. The user must
Figure 7.3: RIT fault prediction RBF training interface.
type in the name of the generator to be used to train the RBF classifier. The consolidated
feature extracted file for the input generator is read to obtain the training, testing and robust
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testing data sets. The RBF parameters and training procedure is the same as mentioned in
section 6.3.3. The three performance measurement metrics for the current trained classifier
are also displayed. The model file name is generated using the following template:
generator model# date time
As the name of each field indicate the generator model, date and time are used to generate
unique file names. The program will exit if there are no generators available in the database.
Since date and time are used to generate a unique file name, multiple models for a single
generator can be created. The trained RBF classifier is stored in the software directory.
7.2.3 Option 3: Offline File Testing
This option can be used to test/validate a data file using any previously trained RBF clas-
sifier models. The interface is given in figure 7.4. This is referred to as ”offline” file test
which means that a data file collected elsewhere can be tested using the models present on
the user system.
When the interface opens, the user is asked to select the raw data file. If no trained
models are present, the interface will quit displaying the reason. The available classifiers
are displayed. After the test file is input, the user must enter the name of the model to
be used for testing. The input file must also conform to the naming format used by the
software. This is done so that the generator model of the classifier and the input file match.
If the input file belongs to a different generator, no testing is done and the user is asked to
make the appropriate adjustments. If the test is successful, the RBF decision and the actual
RBF output is displayed. The RBF output is usually threshold to the nearest integer to get
an integer class value (0 or 1).
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Figure 7.4: RIT Fault Prediction offline file test interface.
7.2.4 Option 4: Online Data Collection and Online Testing
Using this option, data from a generator connected to the computer running the software
can be collected and stored. The generator communicates with the software using a stan-
dard RS232 serial communication. The data collection LabViewTMprogram is called the
Genesis Data Collector which is developed by MKS Instruments. The interface used in
the fault prediction software is given in figure 7.5. As mentioned above we adopt a stan-
dard file naming format for the data files. The original Genesis Data Collector is modified
to accommodate the naming scheme. The interface provides clear inputs to setup the data
collection run. The program asks the user for the location to store the raw data.
After the data collection has successfully completed, the user is given an option to test
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Figure 7.5: Fault prediction Genesis Data Collector interface.
the collected file with the available classifiers. If ”online” test option is chosen, the offline
test interface is brought up with the current file already provided as input to the testing
program.
7.2.5 Option 5: Verify Serial Communication
This sub routine was added to provide a LabViewTMserial communication interface for the
software. This is used to verify if the communication between the software and the genera-
tor is working since the Genesis Data Collector directly starts the data collection procedure
and ensuring the communication between the software and the generator is an important
setup step. The interface is given in figure 7.6. The interface emulates a generic serial ter-
minal but with very limited functionality built to communicate with the RF generators from
MKS Instruments. The serial port and baud rate can be set by the user. Only one command
can be sent to the generator at once using the Write command. The program will wait until
the input timeout period expires or if data is read back from the generator. Typically one
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Figure 7.6: Fault prediction serial communication interface.
line commands are used to invoke simple requests from the generator control unit. Since
the software uses the LabViewTMenvironment, this also ensures that the LabViewTMserial
interface routine can function with the installed serial port on the computer.
7.2.6 Option 6: Stop
This is the final option whose function is to quit from the fault prediction main program




In thesis we cover few focus areas in Machine Learning and provides an introductory ap-
proach to learning and applying these techniques. During the scope of this study feature
selection, one-class classification techniques and their application to fault analysis are stud-
ied, verified and applied to standard datasets and data collected from RF generators. Also
a survey study on feature selection algorithms is also presented.
Using feature selection techniques and state-of-the-art classifiers, generator data is ana-
lyzed to study the effect of unnecessary sensor variables. Few feature selection algorithms
are applied to SVM and RBF classifiers to compare the classifier performance and the num-
ber of features selected. The effect of using continuous and discrete data is also investigated
which provides insight into classifier mathematics. SVM classifier does well for discrete
data due to discrete support vectors which provide better class separation.
Fourier transform is successfully applied as feature extraction technique for RF genera-
tor data. Using RBF optimization techniques, a robust two-class classifier is built for data
from six generators. One-class techniques are studied to provide an alternative to multi-
class classifiers which depend on data to distinguish between different classes. Various
techniques are studied to detect if the machine deviates from its normal operation which
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can function as a preliminary technique for fault detection. Due to the nature of data distri-
bution and SVDD model assumption, the SVDD fails to capture a valid model. The FCM
and MoG one-class perform well for fault detection after applying our feature extraction
method. The modified NDF algorithm also provides results comparable to formal one-class
techniques in terms of classifier performance.
To move forward from academic research to applying these algorithms for industrial
use, the RIT Fault Prediction software is implemented. Even though only a two-class
capable classifier is currently implemented, the software can be used as a learning tool to
introduce machine learning based applications in an industrial setting. The software also
supports standard data collection program using which data from different machines can
be collected and unified for continuous study and future development.
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