and the case when each f n is a linear function vanishing at a corresponding point z n is studied in detail. There exist bases in which infinitely many of the z n coincide with some point in the disc, or in which the z n cluster at the origin. Nevertheless, the basis property can be correlated with various growth-rate conditions on {z n }. For example, if the sequence {| z o zι Zn-ι \ l/n } converges to some number A, then the condition A ^ R is necessary and sufficient for {a n } to be a basis. This and similar results are derived by using the automorphism theorem and properties of entire functions of exponential type. Correlations of this sort fail to materialize, however, for general (nonlinear) f n , and certain phenomena encountered in this case are illustrated by examples involving nowhere vanishing f n .
Although a great deal is now known about bases in topological linear spaces (see e.g. J. Marti [9] ), the setting of analytic function spaces remains one of the most fruitful. In such spaces, primary interest attaches to the polynomial bases and the Pincherle bases. The latter are closely linked with the fundamental basis (1.1) δ n (z) = f fa = 0,1, •••)> which leads to considerable simplification, but Pincherle bases still turn out to be vastly more complicated than {δ n }. This will be imply evident in our discussion of the correlation between the individual functions a n and the basis property. Certain aspects of the problem, discussed in [1] and [2] , will be drawn on as needed. The automorphism theorem (about which more will be said presently) remains our principal tool and permits us to avoid use of the elaborate theory of basic series, developed for polynomials by J. M. Whittaker [11] and extended by W. F. Newns [10] . Let us recall a few of the relevant concepts. With only minor changes, the notation and terminology of [3] will be used throughout. Thus, we take the underlying space as the Frechet space ^R of all functions analytic on a fixed open disc N B (0) of radius R (0 < R ^ + °°) about the origin, the topology being that of uniform convergence on compact sets. As in (1.1) , the sequences that enter here will be presumed to be indexed by % = 0, 1, •••. A sequence {a n } of functions in JF'n is said to be a basis in J? When the functions a n are of the special form
where each ψ n is a function in ^R with ψ n (0) = 1, the sequence {a n } will be called a Pincherle sequence. The Pincherle basis problem then consists of determining conditions under which a given Pincherle sequence forms a basis in the space. Sufficient conditions for {a n } to be a proper Pincherle basis in the space ^2> of entire functions have been discussed in [1] . In particular, {a n } will be such a basis if either
for some entire function ψ vanishing at the origin or ψ n -> 1 uniformly on compact sets. In each case the zeros (if any) of ψ n diverge to oo as n -> oo, and it thus appears that the limiting behavior of these zeros may be significant in the Pincherle basis problem.
With this as motivation, we proceed to examine the connection between the zeros of the functions ψ n and the values of R for which {a n } is a basis in ^R. The special case in which each ψ n is linear is given particular emphasis, since this furnishes some interesting positive results. For example, suppose that each ψ n vanishes at some corresponding point z u . Then the condition (1.4) turns out to be necessary for {a n } to be be a basis in ^B. This condition is not, in general, a sufficient one, but a derivation based on the automorphism theorem shows that it becomes sufficient whenever the sequence {|^i ••• ^»-il 1/n } is known to be convergent. Alternative sufficient conditions are (1.5) liminf for some positive number p (proof based on properties of entire functions of exponential type).
In the general case (when the functions ψ n are not required to be linear) the most decisive results are in the form of counterexamples. Indeed, we show that there exist sequences {a n } of the type (1.3) which are not bases in ^R 9 despite the fact that each ψ n nowhere vanishes (these functions can even be chosen to be uniformly bounded on compact sets). Thus it is apparent that the limiting behavior of the zeros is not a key to the general solution of the Pincherle basis problem. We show also that, for nowhere vanishing ψ n9 it is possible for {a n } to be a basis in j^R for some values of R and not for others.
Further information is given relative to the general basis problem, including an extension of the theorem of Boas to sequences of the form
where {a n } is a proper Pincherle basis in ^R and {ψ n } is a sequence of functions in ^" R satisfying ψ n (0) = 1 (n -0,1, •)• In particular, this yields simple extensions of the condition (1.5) when the functions ψ n are linear.
2* Common zeros of the basis functions* Throughout the discussion, use will be made of the norms ||/|| r defined in terms of the power series expansion /(*) = Σ a n z n of a function / in j^~R as .|r» (0<r< jβ) .
In particular, we draw on the results of §3 On the other hand, the theory developed in §4 of [1] can be applied to obtain a Pincherle basis {a n } in which infinitely many of the functions ψ n vanish at the same point. EXAMPLE 2.3. The sequence {a n } defined by [Z n (l -z) for n even
Proof. We start with the everywhere convergent power series i.e.
= Σ with
The entire function φ here has order 1, since, clearly,
We note also that φ is of exponential type, the type τ being given according to formula (2.2.12) of [5] as
Hence, by Theorem 7 of [1] , the functions
(n -0,1, ...) , which are those appearing in the statement of the example, comprise a proper basis in ^Z.
3* Some aspects of the linear case* As Example 2.3 indicates, the Pincherle sequences {a n } for which all ψ n are linear exhibit important features of the behavior of Pincherle bases. We shall therefore examine such sequences in more detail. Specifically, it will be assumed that each ψ n is a nonconstant linear function, so that
where z H is the zero of ψ n . A simple criterion is at hand for determining when the subspace spanned by {a n } contains the fundamental basis functions δ n .
LEMMA 3.1. Let szf be the subspace of^R spanned by tine sequence {oc n } of (3.1). Then the following three conditions are mutually equivalent:
(1) sf contains at least one of the functions δ n (n = 0, 1,
Szf contains all of the functions δ n (n = 0,1, •••); (3) the zeros z n of the functions a n satisfy (1.4).
Proof. To show that (1) Proceeding inductively, we find that
and condition (1.4) then follows from (2.1). Thus, (1) implies (3). Since trivially (2) implies (1), the demonstration will be completed by showing that (3) implies (2). From (3.3) it is evident that the partial sums s k in (3.2) are given by
The assumed condition (1.4) gives rise to the inequality for fixed p (0 < p < R) and large n, so that
uniformly in | z \ ^ r < p. Inasmuch as this holds for each choice of m, it is clear that (3) implies (2). Note that formula (3.3) for the coefficient c n can be generalized as follows (again, by a simple inductive argument). Let / be a function analytic on some neighborhood of the origin. If the Taylor's series for / is f(z)=±a*r, and if / admits an expansion in terms of the functions a n of (3.1) as then (3.4) c 0 = a 0 and c n = a n + -^^ (n ^> 1) .
An obvious consequence of Lemma 3.1 is that, when {a n } is a basis in .^, then the zeros of the functions a n must satisfy (1.4) On the other hand, a sequence {a n } of the form (3.1) may fail to be a basis in ^R even though its zeros satisfy (1.4) . That is, the dense subspace jy, which contains all δ n , may fail to be closed in J^B. This possibility is illustrated by EXAMPLE 3.2. The sequence {a n } defined by
is not a basis in any ^^(0 < R < + oo). However, for R ^ 1, subspace J^ o/ ^^ spanned by {a n } contains all δ n .
Proof. That Szf contains all δ n is immediate from Lemma 3.1, since it is plain that (2 for n even (> 2)
Suppose now that {a n } spans ^R for some i2 (0 < R < + oo), and consider the function / in ^^ defined by According to (3.4) the coefficients c n of the expansion of / in the basis {a n } satisfy
This contradiction to Lemma 2.1 proves that {a n } cannot be a basis in ^R.
The remainder of our discussion of the linear case hinges on the following application of the automorphism theorem. THEOREM 3.3. Let {z n } be any sequence of complex numbers satisfying
and let φ be the function in ^R defined by
and let {β n } be defined in terms of the successive remainders in (3.6) as
Then {a n } is a proper basis in ^R if and only if {β n } is a proper basis in
Proof. We see at once that
Hence, if T is an automorphism on ^R such that β n -Tδ n (n = 0,1, • •), then a n = T~~ιδ n (n = 0,1, •)• This proves that {a n } is a proper basis in &~R whenever {β n } is. For the converse we assume that {a n } is a proper basis in ^R and take T~~ι as an automorphism on ^R such that a % = T-'δ^n = 0,1, •)• There results (n ^ 1) .
As noted in pp. 240-241 of [3] , the continuity of T ensures that to any given r (0 < r < R) there corresponds a ^(0 < p < R) such that for some constant K Passing to the limit on n in (3.10), we thus obtain
By repeated application of (3.9), in the form Td n+ι -z n (Tδ n -δ n ), we infer that β n = Tδ n (n = 0, 1, •••), and the automorphism theorem ensures that {β n } is a proper basis in j^" R . This completes the proof.
In the light of Theorem 3.3, we turn our attention now to the sequences {β n }. Proof. Linear independence of {β n } is obvious from Lemma 2.1, and there remains only to show that {β n } spans ^B to conclude that {β n } is a basis in ^R. By Lemma 1 of [3] we know that the hypothesis (3.11) ensures that Σ c nβn converges uniformly on compact sets whenever {c n } is a sequence of complex numbers satisfying Moreover, (3.8) shows that any function / in j^~R can be expressed as f(z) = Σ α.«" = Σ Since Σ l°W2j, and therefore ^\{ajz n )β n+ι \, converge uniformly on 22 MAYNARD ARSOVE compact subsets of N R (0), we can regroup terms in the preceding expansion to obtain the convergence again being uniform on compact subsets of N S (Q). This proves that {β n } spans &~R and establishes the asserted interrelationship between the coefficients c n and a n . Finally, we note that condition (3.11) forces the Pincherle basis {β n } to be proper, in view of Theorem 1 of [3] . Our applications of Lemma 3.4 make use of the following direct estimate for ||/9j| r : 
Hence, by Lemma 3.4, {β n } is a proper Pincherle basis in
In conjunction with Lemma 3 1, the above considerations furnish a definitive solution of the basis problem for sequences (3.1) such that (3.13) exists finitely. We state the conclusions as 
to form a basis in J^~R, and the resulting basis is proper.
In particular, whenever the sequence {\z n \} itself converges, the criterion (3.14) simplifies to (3.16) Hm|zJ ^ R.
We note here that the condition (3.17) lim inf |zj ^ R is sufficient for the sequence {a n } of (3.15) to be a proper basis in Jf R Indeed, this appears as a trivial special case of the following theorem of Boas: every Pincherle sequence
for which
is a proper basis in ^R (see Theorem 4.1 of Boas [6] , also [2] and pp. 377-378 of [4]). Although replacement of the limit in (3-16) by the corresponding limit inferior in (3.17) thus gives rise to a sufficient condition for {a n } to be a basis, no such analogue holds in (3.14). Existence of the limit in (3.14) is essential to Theorem 3.5, as is apparent from Example 3.2.
4* Further results in the linear case* In spite of its generality, the criterion formulated in Theorem 3.5 has one important omission. It is not applicable to the space of entire functions, since R must be finite. As a means of dealing with this case (and incidentally obtaining further information for the case of finite R), we introduce an auxiliary function Φ closely related to the function φ of (3.6).
For {z n } any sequence of complex numbers satisfying (3.5), let Φ be the function in ^R defined by
Then the usual formula for the remainder in a Taylor's expansion leads to the inequality 24 MAYNARD ARSOVE n\ where β n is any of the functions defined in (3.7) and r n is some corresponding number between 0 and r. The fact that Φ {n) (t) is nondecreasing for 0 < t < R allows us to conclude that for 0 < r < R.
Using the estimate (4 2) 
(z) = z*(l -±) to form a proper basis in
As an application, suppose that {z n } is a sequence of complex numbers such that, for some positive number p, the limit exists finitely and is different from zero. The same then holds for the limit p being taken as l/j>. This implies that Φ is an entire function of order p and finite type T, with
for each point z of the complex plane (see Boas [5] A somewhat more general result holds in the space of entire functions. In fact, when R -+ oo, it is clear from the derivation of Theorem 4.1 that condition (4.3) there can be replaced by the weaker condition that its left-hand member be finite. This, in turn, permits a relaxation of the limit hypothesis (4.4) to yield We remark that Theorem 4.3 serves to generalize Theorem 7 of [1] . Moreover, the assertions in Example 2.3 follow at once from either Theorem 4.2 or Theorem 4.3, so that it is clear that these theorems have some direct applicability. Our next example, however, is based on a slightly different approach, contained in the concluding paragraph of §4 of [1] . 
defines a proper basis in JK>
This example shows that the sufficient condition (3 17) is not a necessary one. It also serves to illustrate the fact that a Pincherle basis in ^R need not be bounded on any neighborhood of the origin. 5* The general case* Although one might hope to relate the general case of Pincherle bases in some natural way to the linear case, we shall see that serious difficulties arise. Indeed, some rather curious phenomena occur when the functions ψ n of (1.3) are assumed to have no zeros at all, and these make it plain that the distribution of the zeros of the functions ψ n does not furnish a key to the general solution of the Pincherle basis problem. We thus turn our attention to some of the situations at hand for nowhere vanishing ψ n (n -0, 1, •••). is not a basis in any ^R with R > 1. In fact, for R>1, the subspace of J^x spanned by {a n } contains none of the functions δ n (n Ξ> 1).
Proof. Writing (5.1) as a n (z) = (ze z ) n , we see that every function / in s^f has the form
where F is some function determined by /. Since the coefficient condition (2.1) guarantees that F is in ^R, we can differentiate (5.2) to obtain
It follows that Szf consists exclusively of functions whose derivatives vanish at z --1, and hence that none of the functions d n (n ^ 1) belongs to jy. In the above example, the sequence of functions ψ n (z) -e nz is unbounded on every neighborhood of the origin. The following example avoids this feature. Proof. Fixing R > 0, we examine the subspace <s*f of ^R spanned by {a n }. To begin with, it is evident that Szf consists of exactly those functions / which can be expressed as
where p is an even function in ^R and q is an odd function in This results in /(-z) = e-p{z) -e*q{z) (\z\ < R) , so that the functions / comprising Szf are precisely those functions in J?" R satisfying the relationships
for |*| < R.
The coefficient e 2z + e~~2 z appearing in the right-hand members of (5.6) vanishes at z = ττi/4 but at no z of smaller modulus. Thus, if R <J τr/4, we can solve for p and q in terms of an arbitrarily given / in ^~B. The resulting functions p and q are even and odd functions, respectively, for which (5.5) holds, and it is immediate that f -J?R in this case.
On the other hand, if R > π/4, we can choose z = πΐ/4 in (5.6), so that the right-hand members both reduce to zero. The only even or odd functions / in jy are then seen to be those having zeros at πi/4. Since Ssf therefore contains none of the functions d n , it is plain that {a n } does not span ^r B in this case.
It is of interest to note here the following theorem of Kraplin [8] . Let f be a function analytic on iV^O) with Taylor expansion
, and let {a n } be any bounded sequence of complex numbers. Then a n {z) = z n f{a n z) (n = 0,1, -..)
defines a proper basis in ^R for R -l/[g(l + M)], where q = sup \a n \. As applied to Example 5.2, however, this yields only the weaker result that the sequence {a n } there is a basis in J r R for R -1/2. This clearly shows that the results of the linear case do not carry over directly to the general case. Nevertheless, these results can be put to use by drawing on procedures for constructing new bases from known ones. The Paley-Wiener theorem developed in [4] yield such procedures, and we call attention here to other methods.
A scheme for combining two proper bases to form a new one is an easy outgrowth of the automorphism theorem. The resulting linear operator U is obviously continuous and has the property that U -(I + T)~\ where / is the identity operator. It follows that the operator A = I + T(= U~ι) is an automorphism on ^R carrying a n into β n (n = 0, 1, •), and this forces {β n } to be a basis in 6* Concluding remarks. Certain Pincherle sequences {a n } have the following property: for some number R o j Ξ> 0, {a n } is a basis in J^K if R < R o , but is not a basis in ^R if R > JB 0 . Example 5.2 illustrates this situation with R o -π/4, and further illustrations are immediate from Theorems 3.5 and 5.4. Such R o , when it exists, is an analogue of the radius of convergence of a power series, and it will be referred to as the basis radius determined by {a n }. (Note also Newns [10], pp. 450-451.) Not every Pincherle sequence admits a basis radius. We show, in fact, that a Pincherle sequence can be a proper basis in ^Z> but fail to be a basis in κ^rR for all finite values of R. This forces contradicting (2.1), and our proof is complete. It would be of interest to find a general characterization of those Pincherle sequences which admit a basis radius, but this remains an open question.
