II. Scalar Reference Governor
This Note introduces a novel computational method for the scalar RG presented in [1, 3] . For the sake of completeness, this section provides a brief summary of the theoretical framework.
Consider a discrete-time linear system in the form x t1 Ax t Bv t (1) where x ∈ R n , v ∈ R p , and A is a Schur matrix. The system is subject to J convex constraints C j x t ; v t ≤ 0 ∀ j 1; : : : ; J ∀ t ≥ 0 (2) which reflect both state and input constraints, since system (1) represents a closed-loop system and v t is the set point of the primary controller. Given a desired reference r t and a previously applied reference v t−1 that, if kept constant, ensures constraint satisfaction over the infinite horizon, the scalar reference governor assigns v t using the linear interpolation
with λ ∈ 0; 1. The idea behind Eq. (3) is that λ 1 implies v t r t , whereas λ 0 implies v t v t−1 and guarantees constraint satisfaction for all future instants. The value of λ can then be chosen by solving the scalar convex optimization problem max λ subject to 8 > > < > > :
C jτ λ ≤ 0 j 1; : : : ; J; τ 0; : : : ; T C j∞ λ δ j ≤ 0 j 1; : : : ; J
where
represents the predicted constraint values if v tτ v t , ∀ τ ≥ 0, whereas the term
represents the steady-state constraint value if v tτ v t , ∀ τ ≥ 0.
Given a prediction horizon T and suitable steady-state safety margins δ j , the optimization problem [Eq. (4)] guarantees that λ 0 remains a feasible solution for all future time steps. See [1, 3] for further details.
The scalar optimization problem [Eq. (4) ] is typically solved using a bisection algorithm. This Note proposes an alternative approach that significantly reduces the computational cost by rearranging the constraints based on their complexity (linear, quadratic, general convex), and by sequentially handling the restrictions on λ to avoid unnecessary computations.
III. Linear and Quadratic Constraints
Consider the case where the first J q constraints are in the form
Taking into account Eqs. (5) and (6), recursive constraint satisfaction is ensured if 
The solution to the optimization problem [Eq. (4)] can therefore be found by computing λ jτ , satisfying 2) If Eq. (11) is false forĵ,τ and aĵ^τ 0, the solution of the optimization problem [Eq. (14)] is Proof: The three parts will be proven separately. Part 1: If Eq. (11) holds true forĵ,τ, the additional constraint in Eq. (14) is redundant with respect to the constraints that are already accounted for in Eq. (13) . As such,λ remains the maximum admissible value.
Part 2: Since cĵ^τ ≤ 0 andλ ≥ 0 by hypothesis, Eq. (11) can only be violated for bĵ^τ > 0. This ensures 0 ≤ λĵ^τ <λ. If Eq. (11) 
IV. Arbitrary Convex Constraints
The following proposition addresses the case where the first J q constraints are in the form of Eq. (9) and the remaining constraints are convex.
Proposition 2: Given system (1) subject to constraints (2), let the current state x t and the previous reference v t−1 be such that
Givenλ ≥ 0 equal to the solution of the optimization problem
a jτ λ 2 b jτ λ c jτ ≤ 0; τ 0; :::;T j 1; :::;J q C jτ λ ≤ 0; τ 0; :::;τ − 1; j J q 1; :::;J C jτ λ ≤ 0; j J q 1; :::;ĵ − 1 (19) where C jt λ is given by Eqs. (5) □ In analogy to Proposition 1, Proposition 2 provides a systematic way to avoid unnecessary computations by checking if the currently selectedλ satisfies constraintĵ at timeτ. Because the value of λ ∈ 0; 1 becomes increasingly restrictive, it is preferable to prioritize the constraints for which λĵ^t can be computed efficiently. This will reduce the probability of having to solve the more onerous constraints without changing the final result.
V. Handling Strict Steady-State Feasibility Constraints
The steady-state constraints based on Eq. (7) can be treated as in the previous two sections by sequentially checking if the currently selectedλ asymptotically satisfies each constraint. For quadratic constraints, the updateλ is the same as Sec. III, with
As for the remaining convex constraints, the update ofλ must be obtained by solving Eqs. (7) and (8) . As a general rule, it is usually preferable to check the conditions on the steady-state outputs [Eq. (7)] before addressing the constraints on the predicted trajectory.
VI. Implementation
The main idea behind the proposed algorithm is to solve the optimization problem [Eq. 3) Updateλ by checking the constraints on the trajectory predictions [Eq. (11)] for j 1; : : : ; J q , τ 1; : : : ; T. For computational simplicity (i.e., to compute A τ , R τ only once), it is preferable to check all constraints j before moving on to the next time instant τ. Moreover, for a given time instant, it is preferable to check the linear constraints before the quadratic ones; 4) Updateλ by checking the steady-state constraints [Eq. (7)] for j J q 1; : : : ; J. The convex constraints should be ordered by growing complexity; 5) Updateλ by checking the constraints on the trajectory predictions [Eq. (5)] for j J q 1; : : : ; J, τ 1; : : : ; T. Careful consideration should be given to whether it is more efficient to check all constraints j at the same time instant τ or if it is better to delay more difficult constraints to the very end.
In the best-case scenario (i.e., when the desired referenceλ 1 is feasible), the fast reference governor will only perform J × T 1 checks to verify constraint satisfaction. In the worst-case scenario (i.e., constraints are violated at every check), the fast reference governor will perform J × T 1 checks, solve J q × T 1 firstor second-degree equations, and solve J − J q × T 1 convex root searches. By comparison, the bisection approach used by classic reference governors has a computational cost equivalent to J × T 1 convex root searches.
As such, the proposed algorithm will outperform the standard method even in the worst-case scenario by providing a closed-form solution for all the linear and quadratic constraints. Moreover, because the number of updates will typically be much smaller than J × T 1, the performances will typically be closer to the bestcase scenario.
The following numerical example compares the behavior of the FARG to the bisection-based RG [16] and the explicit RG [18] .
VII. Numerical Example
The proposed method is applied to the flight-path control of an F-16 aircraft. The aircraft is open-loop unstable and can become closed-loop unstable in response to large command changes due to actuator saturation. The linearized system dynamics are described by the following state-space model [19] : The state vector x γ; q; α; δ e ; δ f T contains the flight-path angle, the pitch rate, the angle of attack, the elevator deflection, and the flaperon deflection. The input vector v θ c ; γ c T consists of the desired pitch angle θ C γ C α C and the desired flight-path angle γ C . The output vector on which constraints are imposed, y α; δ e ; δ f ; _ δ e ; _ δ f T , reflects the angle of attack, the elevator deflection, the flaperon deflection, the elevator deflection rate, and the flaperon deflection rate. The system is subject to the set of linear constraints jy 1 j ≤ 4 deg; jy 2 j ≤ 25 deg; jy 3 j ≤ 20 deg;
The FARG is implemented with a sampling period of ΔT 0.02 s and a prediction horizon of T 50 steps. The results are compared with a standard (i.e., bisection-based) RG (STDRG) with a precision of 2 −7 (i.e. <1%) and an explicit RG (ERG) [18] with a gain of κ 10 3 . Figure 1 provides the output step response obtained using the three different RG schemes, all of which successfully enforce the system constraints. All three simulations are performed on MATLAB on a Notebook running an Intel core i7-3610QM processor with a clock rate of 2.30 GHz.
As shown in Fig. 1 , the closed-loop behaviors of the STDRG and the FARG are practically indistinguishable. This is because both schemes compute v t by solving the optimization problem [Eq. (4)]. However, the FARG provides the exact analytic solution to Eq. (4), whereas the STDRG provides a solution within the selected tolerance margin. Although this numerical error is typically negligible in terms of the output response, its presence leads to small spikes on the control input, as illustrated in Fig. 2 .
For what concerns the computational footprint, in this example, the fast RG runtime is approximately three times faster than the standard RG (≈0.12 ms versus ≈0.35 ms). As discussed in the previous section, this disparity will scale with the number of constraints and the simulation horizon. In other terms, the FARG represents an overall improvement with respect to classic bisection-based schemes, both in terms of smoother control inputs and lower computational requirements.
For what regards the ERG, Fig. 1 clearly shows that the FARG achieves better closed-loop performances. This is due to the fact that the ERG is an invariance-based scheme instead of an optimizationbased scheme. This loss of performance is compensated by the fact that the ERG does not need to compute the system trajectories. As such, it is not surprising that the FARG is approximately five times slower with respect to the ERG (≈0.12 ms versus ≈0.025 ms). This is consistent with the pre-established tradeoff [18] between ERG and optimization-based RG schemes (which include the FARG). The choice between the two methods will therefore depend on whether the application prioritizes high performances, in which case the FARG would be preferable, or low computational requirements, in which case the ERG remains the better option.
VIII. Conclusions
A fast reference governor algorithm was derived for constraint enforcement based on linear discrete-time system models with linear, quadratic, or arbitrary convex constraints. Comparison with other state-of-the-art RG schemes showed that the proposed method was an attractive option for constraint enforcement in aerospace systems. 
