Effective measure and analysis of the effect of (CSR) on (CA) are a fundamental first step in its development. To achieve this purpose, this study conducts a discussion on developing the neural network models. The validity of neural network model to measure and forecast the effect of CSR on CA is principally enhanced. The data of marketing managers are extracted from a survey of Saudi Arabian industrial corporates. The sample is composed of 400 corporates from a diversified amount of industries that supply the foundation for model development. An analytical foundation for the significance of our standard in evaluating the effect of CSR on CA is also provided by the study. Nevertheless, the study illustrates the necessity for further research before neural network models may be efficiently utilized for sensitivity analyses that include limited aspects of service quality.
Introduction
; Malhotra and Malhotra (2003) argued that neural networks can be an effective tool more than conventional statistical tools, because: are established upon the earlier standard survey of the data of marketing managers extracted from a survey of Saudi Arabian industrial corporates. The model is subject to initial evaluation and then used in experiments and sensitivity analyses (SA) to identify the problems discussed above. The implicit conclusions for further studies are therefore discussed. The Neurointelligence 2.2 program is used in this study. In the literature, different methods used to evaluate the performance of CSR are expectedly found, such as: (a) content analysis; (b) interviews held to measure personal perceptions, surveys and questionnaires (Elgaraihy et al., 2014) ; (c) indexes of reputation; (d) different onedimensional indicators; (e) case studies (Waddock and Graves, 1997; Maignan and Ferrell,2000; Gond, 2003, 2005; Soana, 2009; Turker, 2009, Leo´ Mun˜ oz and Chalmeta, 2010) and (f) ratings or indications developed by experts or specialized corporates, following various methodologies, and sometimes with final integrated rates (Moneva, Rivera-Lirio and Mun˜oz, 2007 , Mun˜oz, Rivera and Moneva, 2008 , Rivera and Mun˜oz, 2010 . This study, in this context, provides the structure of principles and methods for measuring overall CSR impact on CA. It mainly aims at proposing a methodology, which duplicates evaluation models of measuring and forecasting the impact of CSR on CA. It is a unique study based on using the neural networks and Linear Discriminant Analysis (LDA) for applying with intricate sets of data. This study paper is separated into six parts. The introduction is pursued by a summarized analysis of CSR and a short interpretation and prediction of the effect of CSR on CA through linear discriminant analysis (LDA) and the neural networks. In the second Part we present the conceptual framework and neural network concept in the third, while in fourth section we introduces the recommended methodology for measuring and forecasting the impact of CSR on CA, and the 5 th section displays a study design experimental results. After presenting the concluded results, the essential conclusions are presented in the last section. Elgaraihy et al., 2014 , research is the basis from which we have adopted our previous research model. Figure 1 illustrates the research model. Matten and Moon (2004) ; Smith (2003) , illustrates that a corporate undertakes to the community or to those affected by its policies and social practices. There are three fundamental aspects, Basu and Palazzo (2008) , to handle the procedures of CSR as the following: Stakeholder-oriented approach, performance-oriented approach, and motivesoriented approach. Each approach leads to a unique interpretation of CSR. For instance, McWilliams, Siegel and Wright (2006) indicated that Stakeholder-oriented approach identifies and evaluates CSR and its role in executing the requirements of shareholders and external stakeholders. Performance-based approach illustrates the activities and focuses on the relationship among CSR, corporate plan, and required performance (McWilliams, Siegel and Wright. 2006) . Eventually, motives-based approach shows the results. According to Basu and Palazzo (2008) , it also examines the external causes for the mutual relation among organizations with CSR or significant interpretations for enhancing the central concepts of the obligations and responsibilities. Even though CSR can be recognized in several approaches, social responsibility has many aspects of construction (Rowley and Berman, 2000) . Carroll (1979) developed one of the most models mentioned in literature. It differentiates among economy patterns, legal patterns, ethical patterns and optional patterns.
The Conceptual Framework

Corporate Social Responsibility (CSR) CSR, as indicated by
Customer Satisfaction (CS)
CS is a preamble of important behavioral outcomes to customers, that is, customer loyalty, and customer commitment (Donio, Massari and Passinate, 2006) , repurchase intentions (Elgaraihy, 2013) , and positive transferred speech (Cronin, Brady and Hult, 2000; Brady and Robertson 2001) . CS leads to support behavioral attitudes of customers to strengthen those levels of satisfaction they own. Emotional reaction is defined as ''demonstrative assessment connecting to enjoyment that a product or service presents to the purchaser (Sweeney, Soutar and Johnson, 2001, Petrick, 2002) . Luo and Bhattacharya (2006) suggested that there are three tendencies to illustrate the effect of CSR on CS as follows:
1) The first tendency indicates that the perceived value positively affects customer satisfaction (Athanassopoulos, 2000) . 2) Established upon social identity theory and organizational identity theory, corporate social responsibilities initiatives lead to superior levels of consumer identity -the corporate identity (Bhattacharya and Sen, 2003) , that in turn strengthen fulfillment the requirements of its customers (Luo and Bhattacharya, 2006) . 3) According to Maignan, Ferrell and Linda (2005) , corporates require developing an appropriate point of view to meet the demands of all stakeholders and implicated parties to meet their requirements. A superior level of satisfaction was concluded that led to a good reputation for the company in the long term (Anderson and Sullivan, 1993) . Bontis, Booker and Serenko (2007) concluded that customer satisfaction positively influences corporate reputation and recommends dealing with the corporate. Hence, corporates positively evaluated by consumers concerning the corporate social responsibility initiatives would have superior levels of customer satisfaction, which leads to more positive perceptions, acquired by consumers, concerning corporate reputation.
Corporate Reputation (CR)
Corporate reputation represents a sign of the corporate credibility, confidence, reliability, and responsibility (Miles and Covin, 2000) . Miles and Covin (2000) also indicated that corporates presenting high quality-products utilize the proper ad and conduct businesses adopted social , Vol. 3, No. 5 ISSN: 2226 and environmental responsibility. The advantage of good reputation can also achieved by satisfying their obligations toward stakeholders. Caves and Porter (1977) indicated that competitive advantage established upon CR considers one of the intangible assets that represents a source of strategic advantage strengthening the capacities of corporates to achieve a value over the long term.Corporate reputation can be developed to be a stimulus to involve in the activities of CSR (Fombrun, 2005) . The returns of corporate reputation are due to the programs of CSR (Garberg and Fombrun, 2006) . 2.4. The intermediating influences of CS and CR between CSR and CA Many endeavors are exerted to explain the relationship between the SR and CA. Although the results of those attempts are obviously positive, they have provided an incomplete apprehension of the complete picture of that relationship (Saeed and Arshad, 2012 McWilliams and Siegel, 2001) indicated that most studies concentrated on the relationship between competitive capacity and CSR in an attempt to illustrate that CSR and financial performance have a positive relation. Chand and Fraser (2006) concluded the inconclusive results, therefore, some researchers referred to substitutive approaches, such as corporate competitive advantage produced by the determination of value for the stakeholders (Freeman, 1984 ) the evaluation of CSR as a risk to the essential competitive variables, such as reputation and the mental image (Carlisle and Faulkner. 2005; Schnietz and Epstein, 2005) , or using case studies (Gueterbok, 2004; Juholin, 2004) . The fundamental cause is that there is a possibility of a relationship between CSR and competitive ability; however, the nature of the relationship is vague. It was illustrated that the financial performance or the corporate value might not unintentionally indicate competitive ability over the long term (McWilliams and Siegel, 2001; Porter and Kramer, 2006) .
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3. Neural Networks Neural networks are one of operating systems of information technology that rely on mathematical methods so that they imitate the nature of the human neuron in dealing with information and data. The artificial neural networks are the result of the study of the working methods of the brain and human neurons, electronic forms, depending on the structure of the human nervous system. Human brain learns from the experience it gained, and the neural networks are designed to learn in the same way from its experience in performing in a particular field (Chen and Leung, 2004) . The neural network has been used to evaluate between a set of choices that may not have analytical solutions (Chen and Leung, 2005) , i.e., it analyzes those choices comparable to human brain. Through the review of several previous studies, such as (Dunis and Huang, 2002; Dunis and Williams, 2002; Gradojevic and Yang, 2006; Shin and Sohn, 2007; Cheung and Wong, 2000; Kaastra and Boyd, 1996; Zhang, 2001) , we review the following significant points:
Artificial Neural Networks Concept
By reviewing many concepts of artificial neural networks, studies introducing many definitions such as (Leung, Chen and Daouk, 2000; Yao and Tan, 2000; Walczak, 2001; Cheung and Wong, 2000; Zhang, 2004; Dunis and Chen, 2005) we adopt a comprehensive definition of neural networks as follows: "Neural networks are sophisticated artificial intelligence techniques, consisting of electronic forms based on the idea of nervous composition of natural neurons, consisting of the human mind. They imitate human intelligence and behavior as an attempt to imitate its skills in terms of acquiring and organizing information and concepts." They are an associative system, consisting of a set of primary neuronal processing elements that represent the artificial nerve cells. These elements are correlated with each other to give a specific standard form, and consist of three layers: Input layer, hidden layer, output layer. The network is working through connecting inputs nodes and outputs nodes with each other so that both are related to the nodes of hidden layer that helps to generate the network functions down to the desired output, using a set of mathematical means."
Information Processing in Neural Networks
Through the inductive reasoning of many studies (Hlavàcek, Cada, and Hake, 2005; Bose, Sethuraman and Raipet, 2006; Rama suramian and Kannan, 2006; Östermark, Aaltonen, Saxenèn and Soderlund, 2004; Smith and Lokmic, 2002; Moutinho and Phillips, 2002) we attempt to reach how to process information in artificial networks, the stages of processing. It has been found out that they have the following important stages: (a) Determine Input: Each input represents a characteristic so that the characteristics of input are determined, (b) Output: is the final decision or the final product of the operation process, it takes many shapes; Yes (+1), No (0), (c) Weights: weight reflects the relative strength (relative importance) or arithmetic value for initial input data or different connectors that transmit data from layer to layer, (d) Summation Function: It specializes in calculating the average weight of each input to the processing element by multiplying the value of each input element by its weight to get the total, (e) Transfer Function: Each nerve cell has activation level, which is calculated by summation function. This is what is called interior simulation, and finally, and (f) learning: the most significant characteristic of artificial neural network is the ability to learn from its mistakes. This is achieved in three steps: (1) output calculation, (2) output calculation with specific answers, (3) weights amendment and reprocessing.
Foundations and Components of Neural Networks
The artificial neural networks consist of a number of interconnected operating units, in a form of successive layers. Operating units comprise of processing elements that communicate with each other through interfaces so that network inputs are interconnected with network outputs. The network layers have been divided into the input and output layer, and between them are one or more layers called hidden layers, (Alam, Booth, Lee and Thordarson, 2000) . Figure ( 2) shows the architecture of artificial neural network. The network performance is through the three layers. Input layer is allocated to input and receive data while the elements of output layer are allocated to output the results. The hidden layer enable to develop an internal representation of what forms it perceives and of what formats enters to it. The input layer is then formed of input unit arranged in the form of a twodimensional network whose activation format is determined by the input datum. Based on this internal representation, a unit of output layer that expresses the required data is activated. The network is classified according to the nature of the activation spread (Celik and Karatepe, 2006) to: feed forward networks, feedback networks, auto associative networks. The Network can adapt itself by learning function. Therefore, the neural network, as adaptive systems, is based on the adaptation with its interdependent weights, depending on the nature of the input represented in information, data, images, or forms. The process of modifying weights is made by using weight updating function, learning function, or error function (Vojinovic, Kecman and Seidel, 2001 ). Kumar and Ravi (2007) confirmed that numerous ways appeared to spread activation among the cells of neural network after that period, including: (a) Supervised learning (observed), auto regulation, (b) Unsupervised learning (unobserved). The idea of supervised learning relies on presenting training data before the network as a pair of shapes. The network distinguish between the two forms in the calculation of the error function used then to modify the weights' values to reduce the difference by using weight updating function "learning function" (Ng, Quek, and Jiang, 2008) . The most important ways of supervised learning are as follows (Ravi. Kurniawan, Thai and Kumar, 2007; Swicegood and Clark, 2001; Tan, Quke and Ng, 2007; Tung, Quke and Cheng, 2004) : 1) Back-propagation method, 2) Maximizing performance method -Boltzmann. In light of unsupervised learning method, the network considers the multiple examples of inputs without considering the output. This occurs through the ability of the network to discover the distinctive features of what displayed of inputs and its ability to develop the internal representation, without prior knowledge and without displaying examples of what it must produce. Several studies demonstrated the strength of neural network performance and its high analytical ability to perform complex tasks in all areas. Feroz, Kwon, Pastena and Park (2000) emphasized that the neural network has high accuracy in prediction, depending on the various frequencies of the data and learning algorithm. Coakley and Brown (2000) ; Parag and James (2003) ; Poh, Yaoand Jasic (2000) confirmed that the method of artificial neural networks is a proven and high accuracy method, and can deal with any changes in the structure of data.
Research Methods
Sample Selection and Data Collection Procedure
This study has been established upon a survey of Saudi Arabian industrial corporates. The research sample consisted of 500 companies from a wide range of industries, involving chemical, petroleum, machinery, equipment, automotive, electronics, computer, steel and metals, food, and agriculture. A survey-based e-mail has been used to gather data in this study, while questionnaires have been sent to the marketing directors. Four hundred thirteen (413) questionnaires have been retrieved, including 400 useable questionnaires. That indicates the rate of effective reaction is almost 80%. From 400 questionnaires representing the sample, 197 questionnaires, representing 49.25% of the sample, allocated for the corporates, which have experienced the Corporate Social Responsibility from 1-3 years. Two hundred three (203) questionnaires, representing 50.75%, illustrated that their experience in CSR initiatives has been extended to more than 3 years. The results show that participants sufficiently know the corporate social responsibility initiatives. (63%) of the applicants ages ranged between 45-60 years, while (37%) of the ages ranged between 27 and 44 years. About 76% of the participants have high levels of education. The results indicate that non-response bias does not represent a significant problem in available data.
Measurements
The study of Elgaraihy et al., (2014) was adopted in our previous model. The questionnaire consisted of 5 sections. The 1 st section has been alloted to obtain the apprehension of respondents to the corporate social responsibility initiatives under the study. The 2 nd section has been alloted to determine the apprehensions of respondents about satisfaction. The 3 rd section has been alloted to evaluate the perceptions of respondents about corporate reputation. The 4 th section has been alloted to evaluate the perceptions connected to the identification of CA. Fifth Likert Scale has beeen adopted to get the replys to the items of these 4 sections, so that (1) = Strongly Disagree and (5) = Strongly Agree. Section VI has involved demographic questions.
Procedures (Data Analysis and Results)
5.1. Factor Analysis and Scale Reliabilities Confirmatory factor analysis (CFA) has been conducted, using (AMOS.16) to examine the standardized validity of the measure used in the study. Byrne (2001) recommended that confirmatory factor analysis should be used through exploratory factor analysis (EFA), due to its hypothetical foundation to illustrate the measurement errors; in addition, to examine unidimensional model. 17 items representing the 1 st group have been canceled of 61 to get to the last set of items for each construct. This has been based on item-total correlations, and the standardized remaining values. Byrne (2001) recommended adopting this procedure. The eliminated items have been examined and incorporated to original conceptual explanation of the constructs. In each case, the factors that significantly changed the construction field connected to them have not been eliminated. As it was initially recognized, confirmatory factor analysis have been conducted to test the remaining factors. Entirely standardized solution caused by Amos 16, using the maximum-likelihood estimation led to that all 37 remaining items had extreme load on their similar elements that confirmed the uni-dimensionality of the constructs. They also supplied an efficient experimental proof of their validity. , Vol. 3, No. 5 ISSN: 2226 determine the level of reliability of the various structures of the study. It has been 0.89 (CSR), 0.86 (CS), 0.95 (CR), and 0.84 (CA). Thus, Nunnally, 1978 concluded that the credibility has varied between 0.84:0.95, providing more enhancements to assure that all measures used in this research have acceptability and reliability.
Using Neural Networks to Predict the Effect of Social Responsibility
Initiatives on the CA of Corporate In recent years, paying attention of the development of artificial neural networks has commenced for their use in solving multiple problems in different areas. Those models have proven their ability to easily overcome to the traditional methods that rely on regression analysis, linear discriminant analysis (LDA), or multiple discriminant analysis (MDA). The style of artificial neural networks is characterized from those traditional methods by that it does not require prior assumptions for data representation due to the ability of neural networks method to determine the relationship among variables through learning feature. This kind of models is also characterized by that it needs relatively smaller samples in its test for the credibility of the model. Because the method of neural networks is superior to different statistical methods, we have used linear discriminant analysis (LDA) method, as one of those methods, to predict the impact of social responsibility initiatives on the competitive advantage of corporate as a comparative method of neural networks. This method has been selected to compare with the neural networks on the basis of what results have been concluded of our review of previous studies, which indicated that linear discriminant analysis is the most commonly used method in comparison with neural networks. To distinguish between whether there is an effect of SR initiatives on CA of corporate or there is no impact, we have taken all data averages of each respondent. On that basis, a distinction is made between whether there is or not an impact of the social responsibility initiatives on competitive advantage from the respondents' viewpoint. The less than average values have been considered to indicate a lack of impact, while the average or higher values indicate that there is an impact. A new column of data called the impact of social responsibility initiatives (ISRI) has been added, including one of two values, namely (1) if there is an impact from the respondent's viewpoint, that is, any value resulting from taking the average of responses is equal to or more than the average. The second value is (0), i.e., there is no impact, meaning that the resulting value of averages is less than the average value.
The Results of LDA Test
LDA seeks to distinguish between the two features existed in the community. MDA also seeks to distinguish between several characteristics of the community. In our research, we seek to distinguish between the two features only, namely, whether there is an impact/ no impact of social responsibility initiatives on competitive advantage. Therefore, it was normal to use linear discriminant analysis. As the case is in the regression analysis, this analysis is conducted when the total sample can be divided into two parts based on a non-metric dependent variable, which has two known category. The primary purpose of this analysis is to understand the differences between these two categories and to predict the research terms in a particular category, using a number of metric independent variables, dimensions to measure the effect of SR initiatives on CA (Elgaraihy, et al., 2014) . This test has been conducted by using (SPSS 21) , Vol. 3, No. 5 ISSN: 2226 138 www.hrmars.com program. 
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The results of Using Neural Networks
The program of Neurointelligence 2.2 has been used to construct a neural network to characterize the responses of respondents between whether there is or is not an impact of social responsibility initiatives on competitive advantage, so that it can be emphasized the ability of neural networks to the classification and prediction. This program is based on five successive stages to reach the neural network. It begins with an analysis of the data file submitted to it, prepares this data, then designs the network and thus trained it and extracts the results. Eventually, the program conducts a test on the targeted network. The five stages to build the artificial neural network, using Neurointelligence 2.2 program are as follows: First Phase: The Analysis Phase: The program analyzes the data file converted from Excel program, and determines the data characteristics, the columns' number, and characterization of these columns. Eventually, it determines the last column to be predictable, which is ISRI column. Then, the program determines the way to divide the data into samples for training, , Vol. 3, No. 5 ISSN: 2226 testing, and reliability. The process of sample division is usually carried out randomly. As indicated in table (2) of analysis report; the distribution of application sample 400 vocabularies among the three samples and the distribution ratios of those samples. 
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100%
Training set: includes a number of examples and models 274 vocabularies, in the form of input and output, on which the network is trained and learned the nature and pattern of the dominant relationship between input and output. This occurs through calculating the difference between the actual output and those predicted by the network in each session of training. The purpose of that is to determine the error level and compare it with the target level, and then to modify the values of weights or strength of the connection among the cells of various adjacent layers to minimize the error. This process is repeated until reaching the targeted level of error.
Test set: includes 63 vocabularies, consisting of input and output. The network's performance and capacity in the classification of these examples during the training process are tested. The success rate of the network in the classification and the determination of the shape and nature of the relationships among the different variables of input and output are also examined, to be used to actually predict future values. Validation set: used to confirm the reliability of the network in extracting the same results if the experiment has been repeated for many times. It is also the basis to ensure those results' stability. The sample is similar in size to the test set, representing 63 vocabularies, by 15.75% of the original data. Second Phase: Preprocessing Phase: The program prepares and processes the data to be used in the design phase of artificial network. In that phase, the range of input columns is determined, with determining the value of each column. Those columns are classified, and the number of such classifications of output column is determined. , Vol. 3, No. 5 ISSN: 2226 Figure (2/1) indicates that the number of hidden layers is one layer. This layer consists of 37 neurons. Figure ( 2/2) also illustrates that activation function used with the hidden layer is the logistic function. There is one neuron of the output. The activation function of output errors is the cross -entropy function. The activation function of output is a logistic function. The classification model used is the reliability limits and the level of acceptance from 0 to 1 is (0.5) and the same is applied for the rejection level. Twelve experiments have been conducted. That is, twelve different networks have been designed, in an attempt to gain access to the best of these networks, which are able to predict of the impact of SR initiatives on competitive advantage. Figure (4 ) below illustrates the results of the eleven networks that have been excluded after selecting the best designs, which have achieved the highest accuracy rates in the classification.
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Figure (4) The Vesults of Various Experiments to Build the Neural Network (Phase III)
Figure (4) shows at the top of the middle, the excluded eleven designs. In the middle bottom, a chart shows the performance levels of the top five networks, the right side of the figure determines the best selected network. It also indicates its characteristics and the used functions. The left side of the figure shows the networking diagram of the selected network (74/ 37/1). This means that the network has consisted of three layers. Input layer is composed of 74 neurons because the input of data file of respondents consists of 38 columns including only one column represents the output of ISRI. The remaining columns represent the elements of used scale, which are covered by the twelve used dimensions. The number of input columns is 37. As already mentioned, we have represented the presence of , Vol. 3, No. 5 ISSN: 2226 impact of social responsibility initiatives with (1), and absence with (0). Therefore, we find that the program sets 74 neurons for input. The explanation of that the program has allocated two neurons for each input column; one of them is (1), and the other is (0). If the value in the column is less than the average, the value will be given (0); if it is equal or higher average, it will be given (1). This value transfers to the next layer, a hidden layer, where each column in this hidden layer represents only one neuron. This indicates that the number of hidden layer's neurons is 37 neurons. By calculating the average of hidden layer's values, the result will be either (1) or (0) in the output layer, and therefore it is represented by one neuron. Fourth phase: Training Phase: begins to identify the characteristics of the training process. The logarithm of quick propagation has been selected. Quick propagation coefficient has been identified by (1.75), which helps to speed the training process. Network learning rate has been identified by (0.1). The learning rate value usually ranges between (0, 1), which plays an important role in the training and stability of the network. This increases the speed of network training and ends the training phase with a relatively small number. Therefore, an initial value of learning rate is determined and adjusted thereafter to reach the best network giving the best results. This ratio is preferred to be smaller whenever possible. The mean squared error (MSE) has been allocated at 0.0000001 so that it can be the lowest. The number of learning rate has been determined to 500 iterations. After the completion of the identification of these options, the program is ordered to conduct the training process of the network. 
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Figure (5)
The figure is divided into four sections. The first section, in the top side, is dedicated for the chart of network performance form during the training process and credibility. The second section shows the level of network errors, and the network sophistication level in dealing with its mistakes depending on learning rate. This is evidenced by the third section of the errors distribution. It confirms the absence of errors in the final phase of training. Eventually, the most important part is the fourth section (Parameters), which determines the final results of the , Vol. 3, No. 5 ISSN: 2226 training phase. The network has achieved a very high level of accuracy estimated by 99.415 % for the training sample, and 100 % during the validity test. These results are the best that could be reached by using these networks, which extremely exceed the discriminant analysis method. The network errors have reached to lowest rates by 0.017108, and the improvement of errors rate has been (2.81 E -11). The speed of training courses has been about 19.6 per second. 
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Measuring the preference of two used methods (goodness-of-fit):
To find out to what extent can be relied on the two methods, in the prediction process of the impact of social responsibility initiatives, the predictive ability should be tested for both methods, although the neural networks method has achieved a higher accuracy level of performance. The standards that neural networks method used are the mean squared errors, the root of mean squared errors, the absolute values mean of the error rate, Thiel coefficient, and the errors mean and its standard deviation. Applying the previous standards to measuring the predictive ability and calculating the errors values mean of models, we have concluded to measure the goodness-of-fit and a preference model, using discriminant analysis and neural networks methods. Table ( 3) indicates the criteria by which the errors of two methods are tested, and that goodness-of-fit has been measured accordingly. , Vol. 3, No. 5 ISSN: 2226 The results emphasize that the neural networks method is superior in all used standards to measure the goodness-of-fit of the model. The proportion of neural networks accuracy is 100% vs. 96% for discriminant analysis. The mean of errors and standard deviation of the neural networks method is 0.00, which indicates the model's goodness-of-fit. The standards of mean squared errors and its root, and the absolute value mean of error rate have demonstrated a very high level of goodness-of-fit of neural networks compared to the discriminant analysis method. Finally, Theil coefficient, as a criterion of the predictive ability confirmed the same results, with an almost zero, 0.00065. Consequently, these results emphasize that the neural networks method is the best and most appropriate methods to the prediction and classification.
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Discussion, Managerial Implications, and Conclusion
The following results are concluded by our study: The perceptions of stakeholders, relating the CSR initiatives of Saudi companies, under study, have positive effects on CS, CR, and CA. The results have, on one side, illustrated that CS plays an intervening role in the relationship between CSR and CA. CR also has the same intervening role for the same relationship. In addition, the results involve that CS and corporate reputation have a positive relation, meaning that CS has a two-way effect on the CA. The 1 st one, satisfaction has direct effects on CA; the 2 nd one has indirect effects through CR. The results, in addition, demonstrated that CS and corporate reputation have an effect on the construction of corporate competitive advantage. They also play an intervening role between the initiatives of social responsibility and CA. The study briefly demonstrated that SR initiatives are affected and shaped by economic, legal, ethical, and discretionary activities of corporate. Furthermore, the results deduced that CS and CR have an intervening role between the initiatives of social responsibility and corporate competitive advantage. CS positively affects CR, which means that customer satisfaction has a very important role in constructing CA. , Vol. 3, No. 5 ISSN: 2226 Eventually, the analysis demonstrated that the construction of CA consists of 5 important elements, which are cost/price, quality, delivery credibility, product innovation, and time to market. Hence, the results show that Saudi Arabian companies in general, and those ones related to the social responsibility initiatives, particularly, must attempt to construct or enhance customer satisfaction since it has positive effects on corporate reputation on one side, and the CA on the other side. CS, therefore, affects the CA. It also affects the construction of corporate positive reputation. It should be noted that positive reputation reflects, at the same time, on CS. Basdeo, Smith, & Grimm, (2006) indicated that a corporate attempt to construct a good reputation or to support CS leads to positive perceptions of stakeholders, and then gets a positive evaluation about the corporate. Accordingly, it is suggested that the involvement in CSR forms a positive comprehension of stakeholders towards the corporate. It also sustains the corporate to be subsequently advantageous to achieve the best reputation and to improve CS. This virtually leads, as indicated in our study results, to achieve a sustainable competitive advantage. This study mainly contributes in supplying a new method to forecast the impact of CSR on CA through using neural networks.In this study, according to Elgaraihy et al. (2014) , the responses of marketing managers about the impact of CSR on CA in Saudi industrial corporates have been utilized as input to a neural network model of CSR, using a standard established on our previous survey. The model could forecast comprehensive impact of CSR on CA according to marketing managers' view with 100% accuracy. As one study is not being introduced as convincing proof, this study indicates that it could be to utilize the neural networks to sufficiently model individual human decision-making attributes, as proposed by the biological roots of neural networks. The assessment of CSR is mostly established on human perception. The challenge of effective measurement and prediction of this unobjective evaluation requires to be identified searching for providing improved corporate social responsibility initiative to customers. In general, this study illustrates that the neural networks may be a significant method to comprehend the corporate evaluation of CSR and to provide an encouraging approach to data processing in the field of CSR.
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