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Abstract
The theme of the present paper is the study of the concept of state and the corresponding state maps in
the context of Willems’ behavioral theory. We concentrate on Markovian system and their representation
in terms of ﬁrst order difference or differential systems. We follow by a full analysis of the special case of
state systems, the embedding of a linear system in a state system via the use of state maps arriving at state
representationsor,equivalently,toarealizationtheoryforbehaviors.Minimalityisdeﬁnedandcharacterized
and a state space isomorphism theorem is established. Realization procedures based on the shift realization
are developed as well as a rigorous analysis of the construction of state maps. The paper owes much to
Rapisarda and Willems [P. Rapisarda, J.C. Willems, State maps for linear systems, SIAM J. Contr. Optim.
35 (1997) 1053–1091].
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1. Introduction
The concept of state is a basic one in systems theory. Nontrivial systems have a memory of
past events and the scope of this memory is crystallized in the concept of state. As a byproduct,
using the introduced state variables, we are led to ﬁrst order representations, i.e. realizations, of
the system, a construction extremely useful in simulation, control and design applications. The
usefulnessofﬁrstorderrepresentationsissuchthatinmanycasestheyaretakenasastartingpoint
for the analysis of systems. However, alternative points of view have been adopted in the course
of time, the most prominent of which are associated with the names of Kalman, Rosenbrock and
Willems. It was Kalman who formalized the input/output approach and put realization theory as
a cornerstone of the general linear systems theory. Rosenbrock realized that most linear systems
are modelled in terms of higher order equations and, with the introduction of polynomial system
matrices, he constructed a beautiful theory that did not take input/output considerations as basic.
This was partly hidden because it was a result of noncontrollability or nonobservability which
were expressed in terms of noncoprimeness of certain polynomial matrices. It was Willems, in a
series of seminal papers who took the ﬁnal step of disposing with inputs, outputs and 1st order
representations, and focused on manifest, or external, variables. Latent, or auxiliary, variables
were introduced in this framework in order to accommodate the many practical cases in which, in
order to model the behavior of a system, auxiliary dynamics involving additional variables must
also be used.
Of course the concept of state with all its usefulness had to be accommodated also in the
behavioralsetting.Theconceptsofstatesystemsandstaterepresentationswereintroduced,inthe
behavioralsetting,inWillems[26,27].Thereonecanﬁndthecharacterizationsofstatesystemsas
thosehavingﬁrstorderrepresentations.Thischaracterizationwasnotconstructive.Toconstructa
ﬁrst order representation for a linear dynamical system, state maps were introduced in Rapisarda
and Willems [21].
The aim of this paper is to take another, somewhat different, look at the concepts of state
systems, state representations and state maps. The approach taken here to the construction of
state maps and 1st order representations, i.e. realizations, of behaviors is based on the theory of
polynomial models and its application to behaviors. In particular, we shall employ the character-
izationofbehaviorhomomorphismsandtheanalysisoftheirinvertibilityproperties,asdeveloped
in Fuhrmann [10,11].
Thepaperisstructuredasfollows.InSection2,weshallcollectsomepreliminaryresultsabout
polynomial models, the shift realization, and reduction to dual Brunovsky form via output injec-
tion. For the analysis of state maps, we review the basic results on behavior homomorphisms and
the role played by doubly unimodular embeddings in the analysis of their invertibility properties.
Finally, we consider the class of state to output maps studied in Hautus and Heymann [15], and
their connection to rational models and autonomous behaviors.
In Section 3 we characterize Markovian systems and their generalization, i.e. l-Markovian
systemsorequivalentlyl-memoryspansystems.Weshowthattheanalysisofl-Markoviansystems
can be reduced to the special case of autonomous system and then to the case of autonomous
systems in dual Brunovsky form.
Section 4 is the core of the paper. We begin by analyzing the construction of state maps for
autonomous dynamical systems. This analysis is the prototype for the general case. We proceed
by showing how to construct state maps for an arbitrary behavior. This uses realizations of auto-
nomous behaviors, doubly coprime factorizations and behavior homomorphisms. We conclude
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procedurefortheconstructionofstatemaps.ThisrecoversresultsofRapisardaandWillems[21].
Finally, in Section 5, we illustrate the theory by working out in detail a few examples.
2. Preliminaries
Our interest in this paper is mostly in discrete time systems, therefore we ﬁnd it unnecessary to
restrictourselvestotherealorcomplexﬁeldandwewillworkwithlinearspacesoveranarbitrary
ﬁeld F. We will begin by giving a concise introduction to polynomial and rational models, ﬁrst
introduced in Fuhrmann [3]. Let F denote an arbitrary ﬁeld. We will denote by Fm the space of all
m-vectors with coordinates in F.B yF((z−1))m we denote the set of vectorial truncated Laurent
series, namely, the space of series of the form g(z) =
 n(g)
j=−∞ gjzj with g ∈ Fm and n(g) ∈ Z.
By z−1F[[z−1]]m we denote the subspace of F[[z−1]] consisting of all formal power series with
vanishing constant term.
An inﬁnite sequence {xt}∞
t=1,t ∈ Z+,x t ∈ Fn is a time trajectory. We associate with it the
formal power series x =
 ∞
t=1 xtz−t. The space of all time trajectories is z−1F[[z−1]]n.
The space F((z−1))m has the following direct sum decomposition
F((z−1))m = F[z]m ⊕ z−1F[[z−1]]m (1)
andwedenotebyπ+ andπ− theprojectionsofF((z−1))m onF[z]m andz−1F[[z−1]]m respectively.
Clearly, π+ and π− are complementary projections. At some point we ﬁnd it convenient to use
row space version of the above spaces. In particular, Fr[z]m is the space of m-row vectors with
entries in F[z]. The backward shift σ : z−1F[[z−1]]n → z−1F[[z−1]]n is deﬁned by σx = π−zx,
or in terms of coordinates, by (σx)t = xt+1.
The space F((z−1))m is endowed with a natural F[z]-module structure, given by multiplication
with F[z]m as a submodule. In particular, S : F((z−1))m → F((z−1))m is deﬁned by Sf(z) =
zf(z).A sF[z]m is a submodule, we can induce a module structure on it by restricting the module
structure on F((z−1))m. In particular, we deﬁne S+ : F[z]m → F[z]m by S+ = S|F[z]m.
We can induce in the space z−1F[[z−1]]m an F[z]-module structure via the isomorphism
z−1F[[z−1]]m   F((z−1))m/F[z]m. This F[z]-module structure is equal to the one induced by
the left or backward shift operator S− or, for reasons of compatibility with behavioral theory
usage, σ deﬁned by S−h = σh= π−zh,h ∈ z−1F[[z−1]]m. Similarly, given a rational function
G, we deﬁne the Hankel operator HG : F[z]m → z−1F[[z−1]]p by
HGu = π−Gu, u ∈ F[z]m. (2)
Any F[z]-submodule M ⊂ F[z]m has a representation M = M(z)F[z]k for some m × k poly-
nomial matrix. If we require M to have full column rank, then M(z) is uniquely determined
up to a right unimodular factor. Given a p × m polynomial matrix R(z), the set M ={ f ∈
F[z]m|R(z)f(z) = 0} is a submodule, hence has a representation M = M(z)F[z]k. We call M a
minimal right annihilator,o rMRA for short, of R. Similarly, given a p × m polynomial matrix
R(z),w es a yM is a minimal left annihilator,o rMLA for short, for R if   M is a MRA of   R.
Here   R denotes the transpose of the polynomial matrix R. Note that a MLA is always left prime.
F[z]p, besides being an F[z]-module, has also a naturally induced F[z−1]p-module structure
deﬁned by
σ+f = π+z−1f =
f(z)− f(0)
z
,f ∈ F[z]p. (3)
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Given a nonsingular polynomial matrix D in F[z]m×m we deﬁne two projections πD in F[z]m
andπD inz−1F[[z−1]]m bylettingπDf = Dπ−D−1f forf ∈ Fm[z]andπDh = π−D−1π+Dh
for h ∈ z−1F[[z−1]]m. We deﬁne two linear subspaces of xD ⊂ F[z]m and XD ⊂ z−1F[[z−1]]m
by XD = ImπD and XD = ImπD . We refer to XD as a polynomial model whereas to XD as a
rational model. For the details of polynomial model theory, we refer to Fuhrmann [3,4,6,7,10].
2.1. The shift realization
The following is a version of the shift realization as proved in Fuhrmann [3,4].
Theorem 2.1. Let G = VT−1U + W be a representation of a proper,p× m rational function.
In the state space XT a system is deﬁned by
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
Af = STff ∈ XT,
Bξ = πTUξ ξ ∈ Fm,
Cf = (VT −1f) −1 f ∈ XT,
D = G(∞).
(4)
Then this is a realization of G. This realization is observable if and only if V and T are right
coprime and it is reachable if and only if T and U are left coprime. We will call (4) the shift
realization and denote it by (VT −1U + W).
We note that no coprimeness assumptions are made as far as the realization itself is concerned.
The coprimeness assumptions relate to reachability and observability. In particular, this allows
us to realize systems with no inputs or outputs. This of course turns out to be very useful when
dealing with the class of ﬁnite dimensional behaviors. This class will turn out to be equal to the
class of autonomous behaviors, as will be seen in Section 3.
A special case of importance for us is the case of a nonsingular polynomial matrix T(z)
considered as a left denominator of a matrix fraction. We deﬁne the pair (CT,A T), acting in the
state space XT,b y
 
ATf = STff ∈ XT,
CTf = (T −1f) −1 f ∈ XT.
(5)
Note that in the realization (5) the pair (CT,A T) depends only on T. An isomorphic pair is obtain
by taking the state space to be the rational model XT with (CT,A T) deﬁned by
 
ATf = STff ∈ XT,
CTf = (f)−1 f ∈ XT.
(6)
2.2. Bases and the Brunovsky form
For the analysis of state maps, we are interested in the construction of bases for polyno-
mial and rational models. Given a nonsingular polynomial matrix D(z) ∈ F[z]m×m, let D(z) =
D0 +···+Dszs. We assume Ds is nonzero but no assumption on its nonsingularity is made.
We clearly have the direct sum representation z−1F[[z−1]]m = Fs[z]m ⊕ z−s−1F[[z−1]]m, where
Fs[z]m ={
 s
i=1
ξi
zi |ξi ∈ Fm}. Since, for h ∈ z−s−1F[[z−1]]m, Dh is clearly strictly proper, we
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XD = πDFs[z]m = πD
s  
i=1
ξi
zi =
s  
i=1
π−D−1π+D(z)z−iξi
=
s  
i=1
π−D−1π+z−iD(z)ξi =
s  
i=1
π−D−1Ei(z)ξi,
where the polynomial matrices Ei are deﬁned by Ei(z) = π+z−iD(z), for i = 1,...,s.I nt h e
scalar case the polynomials E1,...,E s, attributed by Kalman [17] to Tschirnhausen’s work as
presented in Weber [24], are the basis elements related to the control canonical form, see also
Fuhrmann [5,8]. The polynomial matrices Ei are the multivariable generalizations and were
introduced in Fuhrmann [5] in the analysis of state feedback. If D(z) is properly invertible, i.e.
its inverse is a proper rational matrix, which is the case if D(z) is either row or column proper,
then it is easily checked that we have πDEj = Ej.
Actually,intheanalysisofstatemapsforbehaviors,wewillneedanextensionofthisprocedure
to rectangular polynomial matrices. Thus, if R(z)is a p × m polynomial matrix of degree ν, then
we deﬁne Ri(z) = π+z−iR(z) for i = 1,...,ν.
Next, suppose the nonsingular polynomial matrix D(z) has the representation
D(z) = diag(zν1,...,z νp). (7)
We will refer to (7)a st h epolynomial Brunovsky matrix. If we apply the above procedure to
theBrunovskymatrix,weobtain,(afterrearrangingcolumns),thestandardbasismatrixdeﬁned
by
H(z)=
⎛
⎜
⎜
⎜
⎜
⎝
1 z ··zν1−1 ···0 ··· 0
0 ··· 0 ······ · ·
··· · · ······ · ·
··· · · ···0 ··· 0
0 ··· 0 ···1 z ··zνp−1
⎞
⎟
⎟
⎟
⎟
⎠
. (8)
The matrix representation of the pair (CD,A D) deﬁned in (5), with respect to this basis, is
given by
AD = diag(Nν1,...,N νp),
CD = diag(Lν1,...,L νp), (9)
where the 1 × ν and ν × ν matrices Lν and Nν are deﬁned by
Lν =
 
0 ···01
 
Nν =
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
00
1 ··
·· ·
·· ·
··0
10
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
.
(10)
2.3. Behaviors and behavior homomorphisms
In z−1F[[z−1]]m we deﬁne the projections Pn,n∈ Z+ by
Pn
∞  
i=1
hi
zi =
n  
i=1
hi
zi . (11)P.A. Fuhrmann et al. / Linear Algebra and its Applications 424 (2007) 570–614 575
We say that a subset B ⊂ z−1F[[z−1]]m is complete if for any w =
 ∞
i=1 wiz−i ∈ z−1Fm[[z−1]]
and for each positive integer N, PNw ∈ PN(B) implies w ∈ B.
A behavior in our context is deﬁned as a linear, shift invariant and complete subspace of
z−1F[[z−1]]m. Behaviors can be algebraically characterized. A basic result of behavioral theory,
seeWillems[25,Theorem5]orFuhrmann[10],isthatasubspaceB ⊂ z−1F[[z−1]]m isabehavior
ifandonlyifitadmitsakernelrepresentationoftheformB = Ker R(σ).Aspecialclassofinterest
is that of ﬁnite dimensional behaviors. A behavior B ⊂ z−1F[[z−1]]m is ﬁnite dimensional if and
onlyifitisarationalmodel.Toemphasizetheconnectionofbehaviorstorationalmodels,wewill
use also the notation XR = Ker R(σ). This is justiﬁed by Proposition 2.1.Alinear dynamical
system is a triple (T,X,B), where T ⊂ R is a time set, usually taken to be R for continuous
time systems, and Z or Z+ for discrete time systems. The vector space X is identiﬁed with Fm
and B ⊂ (Fm)T is a corresponding behavior.
A central tool in behavior theory, introduced in Fuhrmann [9,10] is that of a behavior homo-
morphism.GiventwobehaviorsB1,B2,wedeﬁneforthebackwardshiftoperatorσ itsrestriction
to the behaviors by σBi = σ|Bi. If the behaviors are given in kernel representations Bi = Ker
Pi(σ), we will write also σPi for σBi. A behavior homomorphism Z : B1 → B2 is an F[z]-
homomorphism with respect to the natural F[z]-module structure in the behaviors, i.e. it satisﬁes
ZσP1 = σP2Z. Our interest is in the characterization of behavior homomorphisms. It turns out
that no general characterization of behavior homomorphisms is available. However, adding some
continuity constraints makes the problem tractable by duality theory. The appropriate continuity
is with respect to the weak∗ topologies on the two behaviors. For a full discussion of this see
Fuhrmann [11] and, in particular, Theorem 3.4 there which we quote here.
Theorem 2.2. Let M ∈ F[z]p×m and M ∈ F[z] ¯ p×¯ m be of full row rank. Then Ker M(σ) is an
F[z]-submoduleofz−1F[[z−1]]m andKer M(σ)isanF[z]-submoduleofz−1F[[z−1]] ¯ m.Moreover
Z : Ker M(σ)→ Ker M(σ) is a continuous behavior homomorphism if and only if there exist
U ∈ F[z] ¯ p×p and U in F[z] ¯ m×m such that
U(z)M(z) = M(z)U(z) (12)
and
Zh = U(σ)h h∈ Ker M(σ). (13)
The next theorem, see Theorem 3.6 in Fuhrmann [10], summarizes the invertibility properties
of continuous behavior homomorphisms.
Theorem 2.3. GiventwofullrowrankpolynomialmatricesM ∈ F[z]p×m,M ∈ F[z] ¯ p×¯ mdescrib-
ing the behaviors B = Ker M(σ) and B = Ker M(σ) respectively. Let U,U be appropriately
sized polynomial matrices satisfying
U(z)M(z) = M(z)U(z), (14)
and let Z : Ker M(σ)→ Ker M(σ)be the continuous behavior homomorphism deﬁned by
Zh = U(σ)h= π−Uh h∈ Ker M(σ). (15)
Then
1. Z is injective if and only if M,U are right coprime.
2. Z is surjective if and only if U,M are left coprime and
Ker
 
−U(z) M(z)
 
= Im
 
M(z)
U(z)
 
. (16)576 P.A. Fuhrmann et al. / Linear Algebra and its Applications 424 (2007) 570–614
3. Z as deﬁned above is the zero map if and only if, for some appropriately sized polynomial
matrix L(z), we have
U(z)= L(z)M(z). (17)
4. Z deﬁned in (15) is invertible if and only if there exists a doubly unimodular embedding
 
X −Y
−U M
  
MY
UX
 
=
 
MY
UX
  
X −Y
−U M
 
=
 
I 0
0 I
 
(18)
of (−U(z) M(z))and
 
M(z)
U(z)
 
.
5. If Z is invertible, then in terms of the doubly unimodular embedding (18), its inverse Z−1 :
Ker M(σ)→ Ker M(σ)is given by
Z−1 =− Y(σ). (19)
An important tool for the analysis of behaviors is the elimination theorem, see Willems [26,
Prop. 4.1.c], Kuijper [19], Polderman [20], which gives a procedure for the elimination of latent
variables. The present proof is new and uses the analysis of the invertibility of behavior homo-
morphisms.
Theorem 2.4. Let a behavior B be given by the latent variable representation
Q(σ)w = P(σ)ξ. (20)
Let N(z)be a MLA of P(z)and deﬁne R(z) = N(z)Q(z). Then
1. We have the equality
N(z)
 
Q(z) −P(z)
 
= R(z)
 
I 0
 
, (21)
with
Ker
 
−N(z) R(z)
 
= Im
 
Q(z) −P(z)
I 0
 
(22)
holding.
2. The projection πw : Ker(Q(σ) −P(σ)) → Ker R(σ),deﬁned by πw
 
w
x
 
= (I 0)
 
w
x
 
= w is
a surjective behavior homomorphism.
3. A kernel representation of B is given by
B = Ker R(σ). (23)
Proof
1. Equality (21) follows from the deﬁnition of R(z) and the fact that N(z)is a MLA of P(z).
Clearly (−N(z) R(z)) is left prime since N(z), as a MLA of P(z), is.
NotethatKerN(z)= ImP(z)impliesKer
 
N(z) 0
 
= Im
 
0 P(z)
I 0
 
and,usingtheequality
(−N(z) R(z))
 
Q(z) P(z)
I 0
 
= (−N(z) 0)
 
I Q(z)
0 I
  
I −Q(z)
0 I
  
0 −P(z)
I 0
 
,
it follows that Ker(−N(z) R(z)) = Im
 
Q(z) −P(z)
I 0
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2. Applying Theorem 2.3, using equalities (21) and (22), the statement follows.
3. Follows from part 2. 
A useful fact to remember is that, given the coprime factorizations D
−1
N = ND−1, then a
MLA of
 
D
N
 
is given by
 
−N D
 
.
2.4. Input/output maps
From the input/output point of view, a linear system is a linear map from an input signal
space to an output signal space, both spaces being linear spaces over the ﬁeld F.T om a k ei t
concrete, we will focus on discrete time systems. Moreover, we always assume that in the remote
past all signals were zero. Thus we identify the input and output signal spaces with F((z−1))m
and F((z−1))p respectively. In an expansion w =
 Nw
i=−∞ wizi, the zi are considered as time
markers and the wi are the values of the signal w at time t = i. The input and output signal spaces
carry a natural F[z]-module structure. An Input/Output map ¯ f : F((z−1))m → F((z−1))p is
time invariant if it is a F[z]-module homomorphism. Input/Output maps are representable by
transferfunctions,i.e.y = ¯ f(u) = GuwhereG ∈ F((z−1))p×m.Thesystemis(strictly)causal
if ( ¯ f(F[[z−1]]m) ⊂ z−1F[[z−1]]p) ¯ f(F[[z−1]]m) ⊂ F[[z−1]]p. These conditions are expressible
as (G ∈ z−1F[[z−1]]p×m) G ∈ F[[z−1]]p×m. Finally, a system is ﬁnite dimensional, linear, time
invariant if there exists a nonzero polynomial p ∈ F[z] for which pG ∈ F[z]p×m, i.e. the transfer
function is rational.
For the development of realization theory, we need also the concept of a restricted
Input/Output map. Given an Input/Output map ¯ f, the restricted Input/Output map f : F[z]m →
z−1F[[z−1]]p is deﬁned via the commutative diagram
wherei : F[z]m → F((z−1))m isthenaturalembeddingi(g) = g andπ− istheprojectiondeﬁned
in Section 2.I f ¯ f(u) = Gu, then clearly f(u) = HGu, where HG is the Hankel operator deﬁned
by (2). Our interest in Hankel operators in this context is due to the fact that they describe best
the restricted input/output map and thus provide a key to realization theory.
2.5. State to output maps
Wewillﬁnditofimportancetostudyinsomewhatmoredetailaspecialclassofsystems,namely
the state to output (state/output) systems. In this connection, see Hautus and Heymann [15]. In
some cases the input of a given system does not play a signiﬁcant role, as is the case in the study
of observers. It is therefore of interest to give characterizations of the transfer functions of such
specialsystems.ThusastatetooutputtransferfunctionisrepresentableasG(z) = C(zI − A)−1.
We begin our treatment of state to output maps by deriving a heuristic characterization of
such maps, then abstracting a deﬁnition from this and ﬁnally proceeding to study them in more
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Consider a pair (C,A) with Fm as state space and Fp as output space. The observability
map is the map O(C,A) : Fm → z−1F[[z−1]]p deﬁned, for ξ ∈ Fm,b yO(C,A)ξ =
 ∞
i=1
CAi−1ξ
zi =
C(zI − A)−1ξ. Let j : Fm → F[z]m be the natural embedding given by jξ = ξ. The state space
FmhasanF[z]-modulestructureinducedbyA.Clearly,withf = HC(zI−A)−1,wehave(f ◦ j)ξ =
π−C(zI − A)−1ξ = C(zI − A)−1ξ = O(C,A)ξ or f ◦ j = O(C,A). Since the observability map
O(C,A) is an F[z]-homomorphism, so is f ◦ j. This homomorphism is injective if and only if the
pair (C,A) is observable.
This leads to the following deﬁnition.
Deﬁnition 2.1. A restricted input/output map f : F[z]n → z−1F[[z−1]]p is called a state to out-
put map, abbreviated as state/output map, if Fn can be given an F[z]-module structure such
that, with j : Fn → F[z]n the natural embedding deﬁned by jξ = ξ,w eh a v e(f ◦ j): Fn →
z−1F[[z−1]]p is an F[z]-homomorphism. We say that f is an observable state/output map if it is
a state/output map and the map (f ◦ j): Fn → z−1F[[z−1]]p is injective.
Observable state/output maps are easily characterized. Before giving the characterization, we
introduce a notational convention. Given an F-linear space X and an F-linear map C : X → Fp,
it extends in a natural way to an F[z]-module homomorphism of z−1X[[z−1]] → z−1F[[z−1]]p,
which we still denote by C, and which is given by
C
∞  
i=1
xiz−i =
∞  
i=1
(Cxi)z−i.
Theorem 2.5. Given a restricted input/output map f : F[z]n → z−1F[[z−1]]p corresponding to
the strictly proper transfer function G. Let j : Fn → F[z]n be the natural embedding deﬁned by
jξ = ξ.Then the following statements are equivalent:
1. f is an observable state/output map.
2. There exists an observable pair (C,A) for which f ◦ j = O(C,A) or equivalently,f=
HC(zI−A)−1.
3. For f, the map (f ◦ j): F[z]m → z−1F[[z−1]]p is injective and satisﬁes
Im(f ◦ j)= Imf. (24)
4. ForanyleftcoprimefactorizationG = D−1H,thecolumnsofH areabasisofthepolynomial
model XD.
5. Given any restricted input/output map g : F[z]m → z−1F[[z−1]]p for which
Img ⊂ Imf, (25)
there exists a unique B ∈ Fm×n such that g = fB.
6. For every strictly proper G  satisfying
ImHG  ⊂ ImHG, (26)
there exists a unique B such that
G (z) = G(z)B. (27)
Proof. (1) ⇒ (2)
Assume f is an observable state/output map. Thus Fn can be given an F[z]-module structure.
We deﬁne a linear transformation A in Fn by Aξ = z · ξ.F o rξ ∈ Fn, let (f ◦ j)ξ =
 ∞
k=1
ξk
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Since the ξk depend linearly on ξ, there exist linear operators Lk : Fn → Fn for which ξk = Lkξ,
i.e. we have
(f ◦ j)ξ =
∞  
k=1
ξk
zk =
∞  
k=1
Lkξ
zk .
Using the fact that f ◦ j is an F[z]-homomorphism, we compute
∞  
k=1
LkAξ
zk = (f ◦ j)Aξ = (f ◦ j)(z · ξ)= z · (f ◦ j)ξ = σ
∞  
k=1
Lkξ
zk =
∞  
k=1
Lk+1ξ
zk .
Denoting C = L1 and equating coefﬁcients, we have Lk+1 = LkA. By induction, we have Lk =
CAk−1 for k  1. Substituting back, we have (f ◦ j)= O(C,A) or equivalently, G = C(zI −
A)−1. The observability of the pair (C,A) follows from the assumption that f is an observable
state/output map. Finally, using the fact that f is an F[z]-homomorphism, we compute
f
 
k
zkξk =
 
k
zk · f(ξ k) = π−zk  
k
(f ◦ j)(ξk)
= π−zk  
k
·C(zI − A)−1ξk = π−C(zI − A)−1  
k
zkξk
= HC(zI−A)−1
 
k
zkξk.
This shows that f = HC(zI−A)−1.
(2) ⇒ (3)
As O(C,A) = HC(zI−A)−1j, clearly ImO(C,A) ⊂ ImHC(zI−A)−1. To show the inverse inclu-
sion, let h ∈ ImHC(zI−A)−1, i.e. there exists a polynomial u =
 
k zkξk ∈ F[z]n for which h =
π−C(zI − A)−1u. We compute
h= π−C(zI − A)−1  
k
zkξk =
 
k
π−zkC(zI − A)−1ξk =
 
k
C(zI − A)−1Akξk
= O(C,A)
 
k
Akξk ∈ ImO(C,A).
(3) ⇒ (1)
Assume (f ◦ j): Fn → z−1F[[z−1]]p is injective and satisﬁes (24). Note that f : F[z]n →
z−1F[[z−1]]p is an F[z]-homomorphism, i.e. satisﬁes, for u ∈ F[z]n, σf(u) = f(zu).
Let {e1,...,e n} be a basis for Fn. We compute
σ(f ◦ j)ei = σf(ei) = f(ze i) ∈ Imf = Imf ◦ j.
So there exists a ξi ∈ F[z]n for which σ(f ◦ j)ei = (f ◦ j)ξi. Deﬁne A : Fn → Fn by Aei = ξi
and extend by linearity. Thus, for all ξ ∈ Fn,w eh a v eσ(f ◦ j)ξ = (f ◦ j)Aξ. By induction and
linearity, we have
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which shows that, for the F[z]-module structure on Fn induced by A, f ◦ j is an F[z]-homomor-
phism, that is f ◦ j is a state/output map. By our assumption that f ◦ j is injective it follows that
f ◦ j is an observable F[z]-homomorphism.
(2) ⇒ (4)
Letf = HG withtransferfunctionG(z) = C(zI − A)−1 forsomeobservablepair(C,A),i.e.
theinputmapistheidentityI whichisbothinjectiveandsurjective.LetD−1H beanyleftcoprime
factorization of G. We consider the shift realization (D−1H), given by (4), in the state space
XD. By the assumed left coprimeness, (D−1H)is both reachable and observable. Applying the
state space isomorphism theorem to the two realizations, the input map Bξ = H(z)ξ is both
injective and surjective. Injectivity means that the columns of H(z) are linearly independent,
whereas surjectivity that they span XD. Taken together, this means that the columns of H(z)are
a basis of XD.
(4) ⇒ (6)
Assume that G = D−1H is a left coprime factorization and that the columns of H(z)form a
basisforXD.LetG  beap × q strictlypropertransferfunctionforwhichtheinclusion(26)holds.
So,foreveryu ∈ F[z]q,weha v eπ−G u ∈ XD = Ker D(σ).Thus0 = π−Dπ−G u = π−DG u.
This implies that N = DG  is a polynomial matrix and G  = D−1N. The strict properness of
G  implies that every column of N belongs to XD and hence is a linear combination of the
columns of H(z). Thus there exists a constant matrix B for which N = H(z)B and so G (z) =
D(z)−1N(z)= D(z)−1H(z)B = G(z)B.
(6) ⇒ (5)
Write g = HG1 and f = HG. Assume the inclusion (25) which is equivalent to (26). Thus
there exists a unique B for which G1(z) = G(z)B. We compute
g = HG1 = HGB = HGB = fB.
(5) ⇒ (4)
Write f = HG with G = D−1H a left coprime factorization and g = HG1.A n yG1 having a,
not necessarily left coprime, left matrix fraction representation G1 = D−1S satisﬁes ImHG1 ⊂
ImHG. We now choose S to be a basis matrix for the polynomial model XD. Thus, there exists
a unique B for which D−1S = D−1HBor S = HB. Since the columns of S span XD,s od ot h e
columns of H. Since B is uniquely determined, the columns of H are linearly independent and
so also H is a basis matrix.
(4) ⇒ (2)
Assume G = D−1H is a left coprime factorization with the columns of H(z) a basis for
XD. Let (A,B,C)be an arbitrary minimal realization of G. By the state space isomorphism
theorem, the shift realization (D−1H)is isomorphic to (A,B,C). The input map of the real-
ization (D−1H) is given by Bξ = H(z)ξ. Since H is a basis matrix, B is both injective
and surjective, i.e. invertible. By isomorphism, so is B. Therefore, we can rewrite the realization
as G(z) = C(zI − A)−1B = (CB)(zI − (B−1AB))−1. Adjusting notation, the implication is
proved. 
We prove now the following result, stated without proof in Proposition 3.4 of Fuhrmann [10].
Proposition 2.1. The following statements are equivalent:
1. The behavior B is ﬁnite dimensional.
2. B = Ker D(σ) for some nonsingular polynomial matrix D(z).P.A. Fuhrmann et al. / Linear Algebra and its Applications 424 (2007) 570–614 581
3. B is equal to the rational model XD.
4. There exists an observable pair (C,A) for which
B ={ C(zI − A)−1ξ|ξ ∈ Fn}=ImO(C,A). (29)
Proof. (1) ⇒ (2)
Assume B is ﬁnite dimensional. Thus, in a minimal kernel representation B = Ker D(σ),
the polynomial matrix D(z) is necessarily nonsingular, otherwise there are some free variables,
contradicting ﬁnite dimensionality.
(2) ⇒ (3)
Let B = Ker D(σ) with D(z) nonsingular. Let XD = ImπD with the projection πD deﬁned
in the preliminaries. Let h ∈ XD, i.e. h = π−D−1π+Dh. This implies
D(σ)h = π−Dh = π−Dπ−D−1π+Dh = π−DD−1π+Dh = π−π+Dh = 0,
i.e. XD ⊂ Ker D(σ).
Conversely, assume h ∈ Ker D(σ), i.e. π−Dh = 0. This implies πDh = π−D−1π+Dh =
π−D−1Dh = π−h = h, i.e. h ∈ XD or KerD(σ) ⊂ XD. The two inclusions imply the equality
B = Ker D(σ) = XD.
(3) ⇒ (4)
LetH(z)beabasismatrixforXD.Let(A,B,C)beaminimalrealizationofD−1H.Applying
the state space isomorphism theorem as in the proof of Theorem 2.5, we have the invertibility of
B and hence, redeﬁning the matrices C and A, the equality D(z)−1H(z)= C(zI − A)−1. This
implies the representation (29).
(4) ⇒ (1)
Let B ={ C(zI − A)−1ξ|ξ ∈ Fn}. Then, using the coprime factorization D(z)−1H(z)=
C(zI − A)−1,w eh a v eB = XD and hence dimB = degdetD<∞. 
3. Markovian systems and ﬁrst order representations
Classically, realization theory deals with the passage from an input/output representation of
a system to a ﬁrst order representation. Obviously, this is closely linked to the concept of state.
The behavioral approach rejects input/output representations as a legitimate starting point for the
deﬁnition of a linear system. Thus we are left with the problem of introducing the concept of state
without leaning heavily on input/output, or transfer function, thinking. Before discussing states,
weintroduceandanalyzethemoregeneralconceptofMarkovianity.Basically,givenadynamical
system with behavior B, what we are interested in is how much does the past of a signal inﬂuence
its future. For some systems the past completely determines the future. However, it might be the
casethatlessthanthewholepastdeterminesthefutureofatrajectory.Thusthepastofatrajectory
is condensed into a smaller set of values a trajectory attains and the future of another trajectory
of the behavior can be connected to the past of the ﬁrst so long as they agree on the condensed
set of values. This, on the behavioral level, is best described in terms of concatenation of signals.
As a ﬁrst step, following Willems [27], we introduce concatenations.
Since we work in the discrete time setting, with the time set being Z+, we need to modify a
little the original deﬁnition of concatenation.
Deﬁnition 3.1. Given a behavior B and two trajectories w(1),w(2) ∈ B, we deﬁne their concat-
enation at time T, denoted by w = w(1) ∧T w(2) by582 P.A. Fuhrmann et al. / Linear Algebra and its Applications 424 (2007) 570–614
(w(1) ∧T w(2))t =
 
w
(1)
t t  T,
w
(2)
t t>T .
(30)
Note that
w(1) ∧T w(2) = w(2) +[ (w(1) − w(2)) ∧T 0]. (31)
Hence, given w(1),w(2) ∈ B, then w(1) ∧T w(2) ∈ B if and only if (w(1) − w(2)) ∧T 0 ∈ B or
0 ∧T (w(1) − w(2)) ∈ B.
In general, a behavior is not closed under concatenation. For concatenability, certain compati-
bility conditions need to be satisﬁed and the study of those conditions is very much related to the
concept of Markovianity, introduced next.
Deﬁnition 3.2
1. Let F be a ﬁeld and l a positive integer. Given a discrete time dynamical system (Z+,Fm,B),
we say that it is
(a) l-MarkovianifforallT  l andw ∈ B,wT = wT−1 =···=wT−l+1 = 0impliesw ∧T
0 ∈ B.
(b) strongly l-Markovian if for all T  l and w ∈ B, wT = wT−1 =···=wT−l+1 = 0
implies w = 0.
2. Given a continuous time, dynamical system (R,Rm,B), we say it is
(a) l-Markovianifw, ¯ w ∈ Bandw(i)(0) =¯ w(i)(0)fori = 0,...,l− 1,impliesw ∧¯ w ∈ B.
(b) strongly l-Markovian if w ∈ B and w(i)(0) = 0 for i = 0,...,l− 1, implies w = 0.
A system is called autonomous if for some l>0 it is strongly l-Markovian. If B is 1-Mar-
kovian, we will say it is Markovian.
Note that in the continuous time case the conditions for l-Markovianity and strong l-
Markovianity are given at time t = 0. This is due to the fact that the time axis is R and the
behavior B is translation invariant. This no longer applies to discrete time systems where the time
set is Z+.
InWillems[26],l-Markoviansystemsarecalledsystemswithl-ﬁnitememoryorsystemswith
memory span l.
Clearly, the state system wk+1 = Awk is Markovian. Indeed, any solution is given by wk =
Akw0 and if wk = 0 then Ak+jwk = 0. However, this does not exhaust Markovian systems.
Suppose a system is deﬁned by
 :=
 
xk+1 = Axk,
yk = Cxk,
then with the behavior variable wk =
 
xk
yk
 
, we have a ﬁrst order system with behavior given by
Ker
 
σI − A 0
C −I
 
which is clearly a Markovian system. Note that  will be strongly Markovian
if and only if A is invertible.
Consider next the system deﬁned by
 :=
 
xk+1 = Axk,
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as a system with latent variable x, manifest variable w and behavior given by
 
σI − A 0
C −I
  
x
w
 
=
 
0
0
 
.
If D−1H is a left coprime factorization of C(zI − A)−1, then by elimination the behavior is
g i v e nb yK e rD(σ) = XD. It will be l-Markovian only if the pair (C,A) is observable and l is
greater or equal to the largest observability index of the pair. Thus, in general, this system will
not be Markovian. The only exception is when all row indices of D(z) are bounded by 1. This
is equivalent to all observability indices of the pair (C,A) being bounded by 1 which, if the pair
(C,A) is observable, is equivalent to C being nonsingular.
Assume now that (C,A) is an observable pair. For  to be strongly l-Markovian we need
CAk+jx = 0, for j = 0,...,l− 1 (32)
to imply CAjx = 0 for all j  0. Now if l  ν where ν is the largest observability index of the
observable pair (C,A), then if (32) is satisﬁed then Akx = 0. We can conclude from this that, if
A is invertible then necessarily x = 0 which shows that  is indeed strongly l-Markovian. Note
that the invertibility of A is equivalent to D(0) being nonsingular.
It is obvious that if a behavior is (strongly) l-Markovian, then it is (strongly) k-Markovian for
all k>l .
We have the following simple result.
Lemma 3.1. Given a discrete time dynamical system  = (Z+,Fm,B), with B = Ker R(σ).
Assume R(z) =
 
R1(z) R2(z)
 
. Then the following statements hold:
1.  is l-Markovian implies that 1 = (Z+,Fm1,B1), with B1 = Ker R1(σ), is l-Markovian.
2. isstronglyl-Markovianimpliesthat1 = (Z+,Fm1,B1),withB1 = Ker R1(σ),isstrongly
l-Markovian.
3. AssumeB = Ker R(σ)withR(z) ∈ F[z]p×m offullrowrank.Anecessaryandsufﬁcientcondi-
tionfortobeautonomousisthatBisﬁnitedimensional,i.e.thatRissquareandnonsingular.
Proof
1. Let w ∈ Ker R1(σ) and w1 =···=wl = 0. Clearly
 
w
0
 
∈ Ker R(σ) and
 
w1
0
 
=···=
 
wl
0
 
=
 
0
0
 
. Since  is assumed to be l-Markovian, we have
 
w
0
 
∧l
 
0
0
 
=
 
w ∧l 0
0
 
∈ B.
This shows that w ∧l 0 ∈ B1, i.e. B1 is l-Markovian.
2. Let w ∈ Ker R1(σ) and wt = wt+1 =···=wt+l−1 = 0. Then
 
w
0
 
∈ Ker R(σ) and
 
w
0
 
j
=
 
wj
0
 
=
 
0
0
 
for j = t,...,t+ l − 1. Since KerR(σ) is strongly l-Markovian, it follows
that
 
wj
0
 
=
 
0
0
 
forj  t + l.Thisimpliesofcoursethatwj = 0forj  t + l,i.e.KerR1(σ)
is strongly l-Markovian.
3. We begin by proving necessity. If R has full row rank and is properly rectangular, i.e. we have
m>p , then by reordering the manifest variables, we can assume without loss of generality
that R(z) =
 
Q(z) −P(z)
 
with Q(z) nonsingular and Q−1P proper. Splitting the manifest
variables appropriately as w =
 
y
u
 
, then u ∈ z−1F[[z−1]]m−p can be freely chosen. Thus 
cannot be autonomous.
To prove sufﬁciency, assume that KerR(σ) is ﬁnite dimensional, i.e. that R is square and
nonsingular. Let r(z)= detR(z) and ρ = degdetR(z). We will show, see also Lemma 6.2 in584 P.A. Fuhrmann et al. / Linear Algebra and its Applications 424 (2007) 570–614
Fuhrmann[10],thatXR ∩ z−(ρ+1)F[[z−1]]m ={ 0},i.e.XR isstronglyρ-Markovian.Toshow
this,letwbeanyelementintheaboveintersection.Writew = z−ρw  withw  ∈ z−1F[[z−1]]m.
Since XR ⊂ XρI, we compute
w = πrw = π−r−1π+rw = πrw = π−r−1π+rz−ρw  = 0,
as rz−ρ is proper. 
Note that, allowing permutation of the manifest variables, the statement of the lemma remains
true for the projection onto an arbitrary subset of the manifest variables. Also, we point out
that B1 =
  
w
0
   
 
 
 w ∈ Ker R1(σ)
 
is a subbehavior of B = Ker R(σ), hence given via a fac-
torization of R. It is easily checked that such a factorization is given by (R1(z) R2(z)) =
 
I 0
  
R1(z) R2(z)
0 I
 
and that Ker
 
R1(σ) R2(σ)
0 I
 
= B1.
It follows from the Deﬁnition 3.2 that, both in the discrete and the continuous time case, strong
l-Markovianity implies l-Markovianity. For autonomous, continuous time dynamical systems,
the two concepts of Markovianity coincide.
Proposition 3.1. Given an autonomous, continuous time dynamical system (R,Rm,B), then it
is strongly l-Markovian if and only if it is l-Markovian.
Proof. It sufﬁces to show that in this case l-Markovianity implies strong l-Markovianity. So,
assume the system to be autonomous and l-Markovian. By (31) we have that w ∈ B and w(i) = 0
for i = 0,...,l− 1 implies that w ∧ 0 ∈ B. However, the elements of B, all being exponential
polynomials, are analytic, so w(t) = 0 for t>0 implies w = 0. 
The equivalence of the concepts of l-Markovianity and that of strong l-Markovianity proved
in Proposition 3.1 for autonomous, continuous time dynamical systems is no longer true in the
discretetimecase.Inthecaseofdiscretetimesystems,l-Markovianitydoesnotnecessarilyimply
strong l-Markovianity. To see this, consider d(z) = zl, then for every w ∈ Ker σl and k<l ,w e
have w ∧k 0 ∈ B but w1 =···=wk = 0 does not imply w = 0.
However,somethingofProposition3.1canstillbesaved.ApolynomialmatrixE(z) ∈ F[z]p×k
will be called monomic if all its nonzero invariant factors, i.e. all its nonzero entries in its Smith
canonical form,  1,...,  p, are monomials, i.e.  i(z) = zνi, with νi nonnegative. Since the deter-
minant of a square polynomial matrix is the product of its invariant factors, a square polynomial
matrixEismonomicifandonlyifdetE(z) = znwithn =
 k
i=1 νi.Clearly,anonsingularpolyno-
mialmatrixD(z)admitsarightmonomicfactorifandonlyifitsdeterminantd(z)hasamonomic
factorzν,orequivalentlyifandonlyifd(0) = 0.Thenextpropositionshowsthattheexistenceofa
monomicfactorforD(z)makesthedifferencebetweenl-Markovianityandstrongl-Markovianity.
Proposition 3.2. Given a ﬁnite dimensional, discrete time dynamical system  = (Z+,Fm,B)
with B = XD, which is l-Markovian. Then it is strongly l-Markovian if and only if D(z) has no
monomic factor.
Proof. To prove that if B is strongly l-Markovian then necessarily D(z)has no monomic factor,
we argue by contradiction. We show that if D(z)has a monomic factor then it cannot be strongly
l-Markovian. Indeed, if D(z) has a monomic factor then there exists a nonzero w ∈ B suchP.A. Fuhrmann et al. / Linear Algebra and its Applications 424 (2007) 570–614 585
that σw= 0, i.e. w = w1
z . Thus wj = 0 for j  2 while w/ = 0, i.e. the system is not strongly
l-Markovian.
Conversely, assume the system  is l-Markovian and that D has no monomic factor or, equiv-
alently, that d(0) = detD(0)/ = 0. Assume w ∈ B and wT−l+1 =···=wT = 0. By l-Marko-
vianity, ¯ w = w ∧T 0 ∈ B, Clearly, for some positive integer N,w eh a v eσN ¯ w = 0. Thus, there
exists an element 0 / = w  ∈ B for which σw  = 0, i.e. 0 is an eigenvalue of σD. But λ is an
eigenvalue of σD if and only KerD(λ) / = 0 which is equivalent to d(λ) = 0. By our assumption
on D, w  and hence also ¯ w, is identically zero. This shows that  is strongly l-Markovian. 
Note that the absence of a monomic factor in D(z) is equivalent to the behavioral equality
σB = B while in general we have only σB ⊂ B.
In the next proposition we study the relation between a class of continuous time behaviors and
related, discrete time, ones. Since the analysis of continuous time behaviors is not the principal
theme of this paper, we do not aim at a more general result.
For an analytic function f of exponential growth, we have the Taylor expansion f(t)=
 ∞
i=0
f (i)(0)
i! ti and its Laplace transform given by F(s)= L(f) =
 ∞
i=0
f (i)(0)
si+1 =
 ∞
i=0
Fi
si+1.
Weshallinterpretσ asdifferentiationinthetimedomainandasthebackwardshiftinthefrequency
domain.
Proposition 3.3. Let T(z)∈ C[z]p×p be nonsingular. Let Ker T(σ)=
 
f|T
 
d
dt
 
f = 0
 
and
XT the rational model associated with T.Let
1. The Laplace transform is an C[z]-homomorphism.
2. L, the restriction of the Laplace transform to Ker T(σ),is a bijective map of Ker T(σ)onto
XT.
3. Let (CT,A T) be deﬁned by (6). Deﬁne the pair (  CT,   AT) by
   ATφ = Dφ = φ  φ ∈ Ker T(D),
  CTφ = φ(0)φ ∈ Ker T(D).
(33)
Then the following diagram is commutative:
Proof
1. Follows from
L(σf) = L(f  ) = sL(f) − f(0) = π−sF(s) = σL(f). (34)
2. From (34), we obtain by induction
L(φ(j)) = sjL(φ) − sj−1φ(0) −···−φ(j−1)(0) = sjL(φ) −
j−1  
ν=0
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For T(z)=
 r
j=0 Tjzj and φ ∈ Ker T(D),w eh a v eT(D)φ= 0 and hence
L
r  
j=0
Tjφ(j) = 0 =
r  
j=0
Tj
⎡
⎣sjL(φ) −
j−1  
ν=0
sj−ν−1φ(ν)(0)
⎤
⎦,
or, using also a change of summation order, we get
T(s)L(φ)=
r  
j=0
j−1  
ν=0
Tjsj−ν−1φ(ν)(0)
=
r−1  
j=0
r  
ν=j+1
Tjsj−ν−1φ(ν)(0).
From this we conclude that L maps KerT(D)into XT. It is easy to check, see in this con-
nection Hinrichsen and Prätzel-Wolters [16], that the restricted map L : Ker T(σ)→ XT is
a bijection.
3. This is a simple veriﬁcation. 
We proceed now to the characterization of l-Markovian systems. This is an extension of
Proposition 3.1 in Rapisarda and Willems [21].
Recall ﬁrst that, given f = (f1,...,f n) ∈ F[z]n, with degf = maxdegfi = γ, we denote by
[f]h the coefﬁcient of zγ in the expansion of f as a vector polynomial and γ the degree of f.
Given a polynomial matrix P ∈ F[z]k×n with rows pi, we deﬁne the order of P to be the sum of
the row degrees. We also deﬁne [P]hr = ([f1]h,...,[fk]h) ∈ Fk×n and call it the highest row
degree coefﬁcient matrix. A polynomial matrix P is called row proper if [P]hr has full row
rank. Clearly, [P]hr has full row rank if and only if at least one of its k × k minors is nonzero.
Thus, an k × n polynomial matrix P is row proper if and only if the maximum of the degrees of
allk × k minorsisequaltotheorderofP.Itiswellknown,seeWolovich[29],thatafullrowrank
k × n polynomial matrix P can be reduced to row proper form by elementary row operations, or
equivalently by left multiplication by a unimodular polynomial matrix. The row degrees of a row
reduced equivalent form are called the row indices of P and they are uniquely determined. For
a reduction to the row proper, Kronecker–Hermite, canonical form, see Fuhrmann and Helmke
[12].
Proposition 3.4
1. Let :=(Z+,Fp,B) be an autonomous, discrete time system with behavior B = XD and
D(z) ∈ F[z]p×p nonsingular. Then  is l-Markovian if and only if l  ν with ν the largest
row index of D(z).
2. Givenasystem = (Z+,Fm,B)inthekernelrepresentationB = Ker R(σ)withR ∈ F[z]p×m
of full row rank. Then the system is l-Markovian if and only if the row indices νi of R satisfy
l  ν1  ··· νp  0.
3. Let :=(R,Rp,B) be an autonomous, continuous time system with behavior B = XD and
D(z) ∈ R[z]p×p nonsingular. Then  is l-Markovian if and only if l  ν with ν the largest
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Proof
1. Let w ∈ XD, with w =
 ∞
k=1
wk
zk . By Proposition 2.1, there exists an observable pair (C,A)
for which XD ={ C(zI − A)−1ξ|ξ ∈ Fn} and hence, for some constant vector ξ,w eh a v e
wk = CAk−1ξ. Now the row indices of D(z)are equal to the observability indices of the pair
(C,A). In particular, ν is the largest observability index, i.e. the smallest integer for which,
for an arbitrary vector ξ, CAjξ = 0 for j = 0,...,ν− 1 implies ξ = 0. Now if l  ν then,
by the observability of (C,A), CAkξ =···=CAk+l−1ξ = 0 implies Akξ = 0 and hence
CAk+jξ = 0 for all j  0. This shows that  is l-Markovian.
On the other hand, if l<ν , then there exists a vector ξ for which Cξ =···=CAl−1ξ = 0
but CAlξ/ = 0. This shows that  is not l-Markovian.
2. The if part is immediate.
To prove the converse, assume without loss of generality thatR(z)has full row rank and is row
proper. By rearranging the behavioral variables, we can assume without loss of generality that
R(z) =
 
Q(z) −P(z)
 
with Q(z) nonsingular and Q−1P proper. Clearly, the row indices
of Q(z) and
 
Q(z) −P(z)
 
are the same. We split the behavioral variables accordingly
as w =
 
y
u
 
. By Lemma 3.1, XQ = Ker Q(σ) is also strongly l-Markovian. We may assume
without loss of generality that Q(z) = diag(zν1,...,z νp) with ν1  ··· νp. Since we have
the direct sum decomposition
XQ = Xzν1 ⊕···⊕Xzνp
, (35)
it sufﬁces to show that if B is strongly l-Markovian, then νi  l. In view of the direct sum
representation (35), it sufﬁces to show that Xzν
is strongly l-Markovian implies ν  l.T o
see this, note that Xzν
={
 ν
i=1
ξi
zi |ξi ∈ F}. Clearly, ξi = 0 for i = 1,...,limplies ξi = 0 for
i = 1,...,νif and only if l  ν.
3. Using Proposition 3.3, the continuous time case is easily reducible to the discrete time case.
Indeed, let φ ∈ Ker T(D)and assume l  ν and that φ(j)(0) = 0 for j = 0,...,l− 1. This
impliesthatf = Lφ ∈ XT satisﬁesσjf = 0forj = 0,...,l− 1.SinceXT isl-Markovian,
it follows that, necessarily, f = 0. As L is an isomorphism, also φ = 0, i.e.  is l-Markovian.
This proves the sufﬁciency of the condition l  ν for l-Markovianity. Necessity is proved
analogously by reduction to the discrete time case. 
An immediate, and important, corollary of Proposition 3.4 is the following characterization of
Markovianity due to Rapisarda and Willems [21].
Proposition 3.5
1. Given an autonomous system (Z+,Fp,B) in the kernel representation B = Ker R(σ). Then
the system is strongly Markovian if and only if B has a kernel representation of the form
B = Ker (σE + F)for some constant square matrices E,F for which det(zE + F) / = 0, i.e.
B is the kernel of a regular pencil.
2. Given a system (Z+,Fm,B) in the kernel representation B = Ker R(σ). Then the system is
Markovian if and only if B has a kernel representation of the form B = Ker (σE + F)for
some constant rectangular matrices E,F for which zE + F has full row rank.
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4. State systems and realization theory
TheanalysisofMarkovianitywasapreludetotheanalysisoftheconceptofastateofabehavior.
Recall that, other than in special cases like the physical modelling of a system, a linear system has
beenusuallydescribedintermsoftherelationsbetweeninputsandoutputs,beitviatransferfunc-
tionsorinput/outputrelations,whereasinthebehavioralsettingbythetrajectoriesofthemanifest
variables or via kernel representations, with or without the use of latent or auxiliary variables.
In the Kalman approach to linear system theory, the state (or rather a state space description) is
a construction based on input/output maps. The passage from external description to an internal
model description, is referred to as realization theory. In order to emphasize the underlying unity
of the various approaches to linear system theory, we shall keep the term realization also for the
process of representing a behavior in terms of a ﬁrst order system. To gain some intuition, we
begin by looking at the case of autonomous behaviors.
4.1. Autonomous behaviors
Assume D(z) ∈ F[z]p×p is nonsingular. The corresponding autonomous behavior is given by
B = Ker D(σ) = XD. In order to obtain a ﬁrst order representation for B,w el e tH(z)be an
arbitrarybasismatrixforthepolynomialmodelXD.Inparticular,H(z)isaleftprimepolynomial
matrix, i.e. has a polynomial right inverse. By Proposition 2.1, there exists a unique observable
pair (C,A) ∈ Fp×n × Fn×n such that
D(z)−1H(z)= C(zI − A)−1. (36)
We claim now that the ﬁrst order system, given by
 
I
0
 
w =
 
C
σI − A
 
x (37)
is a state space representation of the behavior B = XD in the sense that w ∈ B if and only if
there exists an x ∈ z−1F[[z−1]]n such that (37) holds. In order to see this, we use Theorem 2.4 to
eliminate the state variable from Eq. (37). Since, by the left primeness of H(z), the factorizations
in (36) are coprime, it follows that
 
D(z) −H(z)
 
is a MLA annihilator of
 
C
zI − A
 
. Hence,
applying Theorem 2.4, the kernel representation of the behavior deﬁned by (37)i sg i v e nb y
Ker
 
D(σ) −H(σ)
 
 
I
0
 
= Ker D(σ) = B.
The observability of the pair (C,A) implies the existence of a polynomial left inverse of  
C
zI − A
 
. We now show that the observability of (C,A) implies that the state variable x is induced
by the variable w, in the sense that there exists X ∈ F[z]n×p such that x = X(σ)w. Since the
factorizationsin(36)arecoprime,wecanembedtherelationH(z)(zI − A) = D(z)C inadoubly
coprime factorization
 
D(z) −H(z)
X(z) Y(z)
  
Y(z) C
−X(z) zI − A
 
=
 
I 0
0 I
 
 
Y(z) C
−X(z) zI − A
  
D(z) −H(z)
X(z) Y(z)
 
=
 
I 0
0 I
 
.
(38)
Multiplying Eq. (37)b y
 
D(σ) −H(σ)
X(σ) Y(σ)
 
, and using the doubly coprime factorization (38), we
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D(σ)
X(σ)
 
w =
 
D(σ) −H(σ)
X(σ) Y(σ)
  
I
0
 
w =
 
D(σ) −H(σ)
X(σ) Y(σ)
  
C
σI − A
 
x =
 
0
I
 
x,
(39)
i.e. we have
x = X(σ)w. (40)
In fact, if X(z) is deﬁned via a doubly coprime factorization (38), then we can construct a
behavior Bf by letting
Bf =
 
I
X(σ)
 
B. (41)
This of course can be equivalently written as the behavior Bf deﬁned by
 
0
I
 
x =
 
D(σ)
X(σ)
 
w, (42)
withw consideredhereasalatentvariable.Clearly,wehaveπw : Bf → B,deﬁnedbyπw
 
w
x
 
=
(I 0)
 
w
x
 
= w. Moreover, we compute for w ∈ B, using the doubly coprime factorization (38)
and the fact that B = Ker D(σ),
 
CσI − A
 
x =
 
C
σI − A
 
X(σ)w =
 
CX(σ)
(σI − A)X(σ)
 
w
=
 
I − Y(σ)D(σ)
X(σ)D(σ)
 
w =
 
I
0
 
w, (43)
i.e.wehaveobtainedastaterepresentationofB,givenby(37).FollowingRapisardaandWillems
[21], we will call X(z)a state map.
Note that from the doubly coprime factorization (38), we have in particular the intertwining
relation
X(z)D(z) = (zI − A)X(z). (44)
By Theorem 2.2, it follows that the map X(σ) : XD → XzI−A is a B-isomorphism, i.e. that
the following diagram commutes
We note that XzI−A ={
 ∞
i=1
Ai−1ξ
zi |ξ ∈ Fn} and σzI−A
  ∞
i=1
Ai−1ξ
zi
 
= A
 ∞
i=1
Ai−1ξ
zi . This
shows that the state map X(σ) has linearized σD. The procedure outlined here is related to
the Rosenbrock [22] deﬁnition of equivalence, dependent on matrix extensions and unimodular
equivalence, or alternatively to the concept of linearization of polynomial matrices, see Gohberg
et al. [14]. Given a nonsingular polynomial matrix D(z) with n = degdetD(z), we enlarge it
to size n × n as to
 
D(z) 0
0 I
 
so that the extended matrix is unimodularly equivalent to a linear
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We proceed next to adapt the classical, input/output based realization theory to the behavioral
context. In the input/output context, a realization theory based on shift operators, see Fuhrmann
[3],turnedouttobeanextremelyefﬁcientmethodatconstructingrealizations.Thestartingpointof
thismethodisarepresentationofatransferfunctionasleftorright,notnecessarilycoprime,matrix
fractions. This was extended, see Fuhrmann [4], to more general polynomial matrix descriptions,
that is when a proper rational function is given in the form VT−1U + W, or more generally,
startingwithapolynomialsystemmatrix
 
T(z) −U(z)
V(z) W(z)
 
.Thistypeofrepresentationisthestarting
point for the seminal work of Rosenbrock [22]. Since no coprimeness assumptions are made,
then obviously one can assume some of the polynomial matrices U,V,W to be zero. Thus, in
this formalism, we can study autonomous systems (U,V,W all zero), systems with no outputs
(V zero), or systems with no inputs (U zero). In these cases there is no transfer function and
the analysis of these systems did not ﬁt easily in the standard realization theory. It is natural
therefore to expect that the realization theory, put forward in Fuhrmann [3,4], could be adapted
to the behavioral setting. This is indeed the case and we present here an extremely economical
way of achieving this.
We extend this by formalizing the notions of state representation and state map. Our strategy
is to develop the behavioral realization theory in analogy with the input/output approach to linear
systemswheretheconceptofstateisdirectlylinkedtoﬁrstorderrepresentations,i.e.torealization
theory. Realization theory in that framework is developed in several stages which are:
1. Deﬁnition of state representations.
2. Existence of realizations.
3. Construction of realizations.
4. Deﬁnition and characterization of minimality.
5. Isomorphism theory for realizations.
Realizationsaredeﬁnedintermsofﬁrstorderequations.Theexistenceofrealizationsisproved
via the factorization of the input/output map through a ﬁnitely generated torsion module that is a
natural candidate for a state space based realization. On this level, the existence of a realization
of an input/output map is characterized in terms of rationality, a result going back to Kronecker.
Theconstructionofrealizationsdependsontherepresentationofthetransferfunction.Interms
of Markov parameters, there are algorithms for the construction, e.g. Kalman et al. [18]. More
efﬁcient methods are based on matrix fraction representations, see Fuhrmann [3,4].
Minimalityofrealizationsisdeﬁnedintermsofthedimensionofthestatespaceandcharacter-
ized in terms of the properties of reachability and observability. Finally, for minimal realizations,
we have the state space isomorphism theorem.
We intend to use this general structure as a road map for developing realization theory in the
behavioral context.
4.2. Deﬁnition of state representations
State representations were introduced in Willems [25,26] and Rapisarda and Willems [21]
directly in the behavioral setting. However, in order to gain some intuition, we consider the
discrete time, state system with two trajectories satisfying, for i = 1,2,
x
(i)
j+1 = Ax
(i)
j + Bu
(i)
j , (45)
y
(i)
j = Cx
(i)
j + Du
(i)
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It is easy to check that if
 
y(i)
u(i)
x(i)
 
∈ Bf and x
(1)
T = x
(2)
T , then
 
y(1)
u(1)
x(1)
 
∧T
 
y(2)
u(2)
x(2)
 
∈ Bf. This leads us
to the following.
Deﬁnition 4.1
1. A behavior B given in a latent variable system (Z+,Fm,Fd,Bf) is called a state system if  
w(i)
x(i)
 
∈ Bf and x
(1)
T = x
(2)
T implies
 
w(1)
x(1)
 
∧T
 
w(2)
x(2)
 
∈ Bf.
2. A system (Z+,Fm,Fd,Bf) is a state representation of B if
(a) It is a state system.
(b) The projection πw : Bf → B, deﬁned by πw
 
w
x
 
= (I 0)
 
w
x
 
= w
is a behavior homomorphism of Bf onto B. We say that d is the dimension of the state
representation. A state representation of B is a minimal state representation if its dimension
d is minimal among all state representations of B.
3. A polynomial matrix X(z) ∈ F[z]d×m deﬁnes a state map X(σ) : B → z−1F[[z−1]]d if
Bf =
 
I
X(σ)
 
B (46)
is a state representation of B. X(σ)is a minimal state map if Bf deﬁned by (46) is a minimal
state representation of B. The dimension of a state map is deﬁned as the dimension of the
corresponding realization.
The basic idea is that the representation Bf should be large enough so that it is a state repre-
sentation, but small enough so that minimality is preserved. A full discussion of minimality will
be given in Section 4.5.
The following proposition translates the previous, behavioral based, deﬁnition into algebraic
terms:
Proposition 4.1. Given the behavior B = Ker R(σ), with R ∈ F[z]p×m of full row rank.
1. For arbitrary polynomial matrices R ∈ F[z]p×m and X ∈ F[z]q×m, we have the identities
 
I
0
 
R(z) =
 
R(z) 0
X(z) −I
  
I
X(z)
 
(47)
and
R(z)
 
I 0
 
=
 
I 0
 
 
R(z) 0
X(z) −I
 
. (48)
2. The identities (47) and (48) have the following doubly unimodular embedding
⎛
⎝
I 0 −R(z)
00 I
0 −I X(z)
⎞
⎠
⎛
⎝
I R(z) 0
0 X(z) −I
0 I 0
⎞
⎠ =
⎛
⎝
I 00
0 I 0
00I
⎞
⎠
⎛
⎝
I R(z) 0
0 X(z) −I
0 I 0
⎞
⎠
⎛
⎝
I 0 −R(z)
00 I
0 −I X(z)
⎞
⎠ =
⎛
⎝
I 00
0 I 0
00I
⎞
⎠.
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3. The behavior Bf =
 
I
X(σ)
 
B =
  
w
x
 
|w ∈ B&x = X(σ)w
 
has the kernel representation
Bf = Ker
 
R(σ) 0
X(σ) −I
 
. (50)
Eliminating the latent variable x from the representation
 
R(σ)
X(σ)
 
w =
 
0
I
 
x (51)
gives the behavior B = Ker R(σ).
4. Themap
 
I
X(σ)
 
: XR → X
 
R(z) 0
X(z) −I
 
isaB-isomorphismanditsinverseisgivenbythemap
 
I 0
 
: X
 
R(z) 0
X(z) −I
 
→ XR.
5. The polynomial matrix X ∈ F[z]q×m is a state map for B = XR if and only if the embedding
Ker
 
R(σ) 0
X(σ) −I
 
is a state representation of B.
Proof
1. Checking (47) and (48) is a trivial computation.
2. Again, it is trivial to check.
3. Notethat
 
w
x
 
∈ Ker
 
R(σ) 0
X(σ) −I
 
ifandonlyifR(σ)w = 0andx = X(σ)w,i.e.Bf =
 
I
X(σ)
 
B.
Note that a MLA of
 
0
I
 
is
 
I 0
 
. By the elimination theorem, we have that the manifest
behavior of Bf is B.
4. Follows from Theorem 2.3, using (49).
5. Follows from Deﬁnition 4.1. 
Note that if X(z)induces a state map, and S is a nonsingular constant matrix, then also SX(z)
is a state map.
Proposition 4.1 shows that there are many embeddings of a behavior in latent variable systems
which do not necessarily lead to state representations. To obtain characterizations of state rep-
resentations and state maps, we need a clearer characterization of state systems and this is done
next.
4.3. Characterization of realizations
In order to obtain a characterization of state systems, we use the characterization of Marko-
vianity, given in Proposition 3.5. The following theorem was stated, without proof, in Rapisarda
and Willems [21].
Theorem 4.1. LetBhavealatentvariablerepresentation(Z+,Fm,Fd,Bf),withlatentvariable
x. Then this is a state representation of B if and only if there exist constant matrices E,F,G
such that Bf has the kernel representation
(σE + F)x+ Gw = 0. (52)
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To prove the converse, assume (Z+,Fm,Fd,Bf) deﬁnes a state representation of B. Since a
state system is clearly Markovian, then, by Proposition 3.5, Bf has, for some constant matrices
E,F,K,G, a kernel representation of the form Bf = Ker
 
σK+ Gσ E + F
 
, i.e. we have
(σK + G)w + (σE + F)x= 0. (53)
We want to show that there is an equivalent representation of the form (52).
We claim that, for T  1,
 
0
0
 
∧T
 
x
w
 
∈ Bf if and only if
Ex(T) + Kw(T) = 0. (54)
Indeed, concatenability at time T with the zero trajectory means, noting that w(T − 1) = 0 and
x(T − 1) = 0 as they come from the zero trajectory, that
0 = Ex(T) + Fx(T − 1) + Kw(T) + Gw(T − 1) = Ex(T) + Kw(T),
and hence Eq. (54) holds. We show next that there exists a constant matrix L ∈ Fq×d for which
Kw = Lx. (55)
To this end, observe ﬁrst that since x is a state variable, it follows that x(T) = 0 implies that  
0
0
 
∧T
 
x
w
 
∈ Bf, and hence, using (54), that Kw(T) = 0. We then deﬁne, for T  1,
LT =
  
x(T)
w(T)
  
 
 
 
 
x
w
 
∈ Bf
 
. (56)
Now
 
x
w
 
∈ Bf implies σ
 
x
w
 
=
 
σx
σw
 
∈ Bf, hence LT ⊃ LT+1, and, by induction, we have
L = L1 ⊃ L2 ⊃··· (57)
Obviously, L is a ﬁnite dimensional vector space. We deﬁne two linear maps  : L → Fd
and  : L → Fq by

 
x(1)
w(1)
 
= x(1)

 
x(1)
w(1)
 
= Kw(1).
(58)
Theimplicationx(1) = 0 ⇒ Kw(1) = 0isequivalenttothekernelinclusionKer ⊂ Ker .
Thus, by a standard result in linear algebra, there exists a q × d matrix L for which L = , i.e.
Lx(1) = Kw(1). (59)
Since LT ⊂ L, for all T, it follows that Lx(T) = Kw(T),s oL extends to a map Lx =
Kwfor all
 
x
w
 
∈ Bf. Substituting this relation in (53), we obtain (E + L)σx + Fx+ Gw = 0.
Modifying the deﬁnition of E, the representation (52) follows. 
State representations and state maps were introduced, see Rapisarda and Willems [21], in the
behavioral setting. However, for a full analysis, we need an algebraic characterization of state
maps and the minimality of such maps. The next theorem is of central importance inasmuch as it
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of the polynomial equation (60). The construction of solutions to this equation will be given in
Theorem 4.3.
Theorem 4.2. Given a system  = (Z+,Fm,B) with behavior B = Ker R(σ) and R(z) ∈
F[z]p×m of full row rank. Then
1. X(z) ∈ F[z]d×m isastatemapforifandonlyifthereexistmatricesE,F ∈ Fq×d,G∈ Fq×m
and J(z)∈ F[z]q×p right prime such that
(a) The following equation is satisﬁed.
(zE + F)X(z)+ G = J(z)R(z). (60)
(b) Eliminating the latent variable x from the equation
(σE + F)x+ Gw = 0 (61)
yields the manifest behavior B = Ker R(σ).
2. The linear independence of the rows of a state inducing X(z)is a necessary condition for the
state map X(σ)to be minimal.
3. If X(z)is a minimal state map, then Eq. (60) can be rewritten in the form
 
R∞ −C
B −(zI − A)
  
I
X(z)
 
=
 
Y2
−Y1
 
R(z). (62)
Moreover, we have
 
R∞
B
 
w =
 
C
σI − A
 
x (63)
is a state representation of Ker R(σ).
4. Theobservabilityofthepair (C,A)isanecessaryconditionfor X(z)todeﬁneaminimalstate
map.
Proof
1. AssumethereexistmatricesE,F ∈ Fq×d,G∈ Fq×mandJ(z)∈ F[z]q×p rightprimesuchthat
Eq. (60) holds. For an arbitrary w ∈ B,w eh a v eR(σ)w = 0 and hence it follows that (σE +
F)X(σ)w+ Gw = 0.Thisshowsthat
 
I
X(σ)
 
B ⊂ Bf =
  
w
ξ
 
|(σE + F)ξ+ Gw = 0
 
.Thus,
by Assumption 1b, we have that, with ξ :=X(σ)w, the behavior Bf =
 
I
X(σ)
 
B is a state
representation of B.
Conversely, assume X(z) deﬁnes a state map, then, by Theorem 4.1, there exist matrices
E,F ∈ Fq×d,G∈ Fq×m such that, for all w ∈ B, (σE + F)X(σ)w+ Gw = 0. This implies
theinclusionKer[(σE + F)X(σ)+ G]⊃Ker R(σ)whichtranslatesintoafactorization(60).
For X(z) to deﬁne a state map, we need to have the equality Ker[(σE + F)X(σ)+ G]=
Ker R(σ). We show next that we have the equality if and only if in (60) the polynomial matrix
J(z)is right prime. To see this, assume J(z)is right prime with J (z) an arbitrary polynomial
left inverse. Then Eq. (60) implies J (z)((zE + F)X(z)+ G) = R, i.e. we have the inclusion
Ker[(σE + F)X(σ)+ G]⊂Ker R(σ). Since the opposite inclusion holds always, we have
equality.
Conversely, assume that Ker[(σE + F)X(σ)+ G]⊂Ker R(σ), then there exists a polyno-
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R(z) = R(z). Since we assume that R(z) has full row rank, it follows that L(z)J(z) = I, i.e.
J(z)is right prime.
Condition 4.2 follows from the fact that x = X(σ)w is a state variable for B, the external
behavior described by (61).
2. Since X(z) deﬁnes a state map, Eq. (60) is solvable. If the rows of X(z) are not linearly
independent, choose a nonsingular constant d × d matrix S so that SX(z) =
 
X1(z)
0
 
.N o w
(zE + F)X(z)+ G= (zE + F)S−1SX(z) + G = (zE + F)S−1
 
X1(z)
0
 
=
 
zE1 + F1 zE2 + F2
 
 
X1(z)
0
 
+ G
= (zE1 + F1)X1(z) + G = J(z)R(z).
Thus we have constructed a state map of smaller dimension.
3. Assume X(z)is a minimal state map for B = Ker R(σ). Thus Eq. (61) is a minimal ﬁrst order
representation of B. We show that, necessarily, E has full column rank. If this is not the case,
there exists a nonsingular, constant matrix T for which
ET =
 
E1 0
 
FT =
 
F1 F2
 
with E1 of full column rank. Letting
 
ξ1
ξ2
 
= T −1ξ, the latent variable representation can be
rewrittenas(σE1 + F1)ξ1 + F2ξ2 + Gw = 0.NowN2,theMLAofF2 canbetakentobecon-
stant.UsingasimplevariantofTheorem2.4,itfollowsthat(σN2E1 + N2F1)ξ1 + N2Gw = 0
is a state representation of B of lower dimension, contradicting minimality.
Since, by minimality, E has full column rank, there exist appropriately sized, nonsingular,
constant matrices S,T for which we can write SET =
 
00
0 −I
 
. Modifying the deﬁnitions of
X(z),G,J(z), the representation (62) follows.
To obtain (63), we use Eq. (62). For w ∈ Ker R(σ),w eh a v e
 
R∞ −C
B −(σI − A)
  
I
X(σ)
 
w =
 
Y2(σ)
−Y1(σ)
 
R(σ)w = 0,
which, with x = X(σ)w, implies (63).
4. If (C,A) is not observable, we have a nontrivial block representation
(C,A) =
 
 
C1 0
 
,
 
A11 0
A21 A22
  
with (C1,A 11) observable. Substituting in (62), we can rewrite it as
⎛
⎝
R∞ −C 0
B1 −(zI − A11) 0
B2 A21 −(zI − A22)
⎞
⎠
⎛
⎝
I
X1(z)
X2(z)
⎞
⎠ =
⎛
⎝
Y2(z)
−Y11(z)
−Y12(z)
⎞
⎠R(z).
Noting that
 
I 00
0 I 0
 
is a MLA of
 
0
0
(zI − A22)
 
, we can apply Theorem 2.4 to the partial
elimination of the X2 variable to conclude that
 
R∞ −C
B1 −(zI − A11)
  
I
X1(z)
 
=
 
Y2(z)
−Y11(z)
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holds and that
 
R∞ −C
B1 −(σI − A11)
  
w
ξ
 
=
 
0
0
 
is a ﬁrst order representation of B = Ker R(σ).
Therefore X1 is a state map of dimension d1 <d . 
We wish to add that Kuijper [19] contains a comprehensive discussion of minimality of ﬁrst
order representations of behaviors. In particular Parts 3 and 4 of Theorem 4.2 are implied by the
results in that reference.
It should be noted that Eq. (60) by itself does not guarantee that the corresponding X(z)
induces a state map. To see this consider the following simple example. Let R(z) = z2 + 3z + 1.
X(z) =
 
z + 3
1
 
is a state map for R. Indeed, with
R∞ = 1,C =
 
01
 
B =
 
−1
−3
 
,A =
 
00
10
 
Eq. (60) becomes
⎛
⎝
10 −1
−1 −z 0
−31−z
⎞
⎠
⎛
⎝
1
z + 3
1
⎞
⎠ =
⎛
⎝
0
−1
0
⎞
⎠(z2 + 3z + 1).
The equation
⎛
⎝
1
−1
−3
⎞
⎠w +
⎛
⎝
0 −1
−σ 0
1 −σ
⎞
⎠
 
ξ1
ξ2
 
=
⎛
⎝
0
0
0
⎞
⎠
is a latent variable representation of the behavior Ker(σ2 + 3σ + 1) as can be checked by elimi-
nation. We still have
 
−1
−3
 
+
 
−z 0
1 −z
  
z + 3
1
 
=
 
−1
0
 
(z2 + 3z + 1),
so Eq. (60) is satisﬁed with J(z)=
 
−1
0
 
right prime. However, the behavior given by the latent
variable equation
 
−1
−3
 
w −
 
σ 0
−1 σ
  
ξ1
ξ2
 
=
 
0
0
 
represents, by the surjectivity of
 
σ 0
−1 σ
 
, the behavior B = z−1F[[z−1]].
Note that Eq. (60) appears in Rapisarda and Willems [21], however the discussion there seems
to be incomplete.
Corollary 4.1. Given the behavior B = Ker R(σ),with R ∈ F[z]p×m of full row rank. The poly-
nomial matrix X ∈ F[z]q×m is a state map for XR if and only if Ker
 
R(σ) 0
X(σ) −I
 
has a 1st order
representation.
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4.4. Existence and construction of realizations
While Proposition 4.1 shows that there are many ways of embedding a system in a latent
variable systems, in general such an embedding does not provide a state representation. Our aim
now is to ﬁnd state representations.
So, we look now for conditions for an embedding of a system, whose behavior is given by the
kernel representation
B = Ker R(σ), (64)
in a ﬁrst order latent variable system whose manifest behavior is equal to B. Without loss of
generality, we will assume that the kernel representation of B is minimal, i.e. that R(z) is a
p × m full row rank, row proper polynomial matrix with row indices ν1  ··· νp.W el e t
n =
 p
i=1 νi. Assume now that X(z) is a minimal state map. Thus we have a minimal ﬁrst
order representation (σE + F)x+ Gw = 0. By Theorem 4.2, this equation can be rewritten as  
R∞ −C
B −(zI − A)
  
I
X(z)
 
=
 
Y2(z)
−Y1(z)
 
R(z) and the latent variable behavior has two representations,
namely Ker
 
R(σ) 0
X(σ) −I
 
and Ker
 
R∞ −C
B −(σI − A)
 
. The assumption that R(z) has full row rank
implies that both representations are minimal. Necessarily, they are left unimodularly equivalent.
Thus, there exists a unimodular polynomial matrix
 
U11 U12
U21 U22
 
for which
 
U11(z) U12(z)
U21(z) U22(z)
  
R(z) 0
X −I
 
=
 
R∞ −C
B −(zI − A)
 
. (65)
Clearly, this implies that
 
U12(z)
U22(z)
 
=
 
C
(zI − A)
 
. We write U11 = Y2,U 21 =− Y1. Letting
 
U11(z) U12(z)
U21(z) U22(z)
 −1
=
 
V11(z) V12(z)
V21(z) V22(z)
 
, we conclude that (V11(z) V12(z)) is a MLA of
 
C
(zI − A)
 
.
By Proposition 3.6 of Fuhrmann [10], the nonsingularity of zI − A implies the nonsingularity of
the polynomial matrix V11(z). Writing the unimodular matrix V(z)as V(z)=
 
D(z) −H(z)
Y1(z) Y2(z)
 
,i t
follows that D(z)−1H(z)is a left coprime factorization of C(zI − A)−1. In particular, H(z)is a
basis matrix for XD. From Eq. (65) we get, using the doubly coprime factorization
 
D(z) −H(z)
Y1(z) Y2(z)
  
Y2(z) C
−Y1(z) zI − A
 
=
 
I 0
0 I
 
 
Y2(z) C
−Y1(z) zI − A
  
D(z) −H(z)
Y1(z) Y2(z)
 
=
 
I 0
0 I
 
,
(66)
the equality
 
R(z) 0
X −I
 
=
 
D(z) −H(z)
Y1(z) Y2(z)
  
R∞ −C
B −(zI − A)
 
. (67)
In turn this implies the equalities
R(z) = D(z)R∞ − H(z)B
X(z) = Y1(z)R∞ + Y2(z)B.
(68)
From the ﬁrst equation, using the strict properness of D−1H,w eg e tD(z)−1R(z) = R∞ −
D(z)−1H(z)BandhenceR∞ = π+D(z)−1R(z).Takingthisasaheuristicanalysis,weareready
forthestudyofrealizationsandtheconstructionofstatemapsforgeneralbehaviors.Thisistaken
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It is well known, see Willems [26,27], that by a rearrangement of the behavioral variables, we
can assume that R(z) =
 
D(z) −N(z)
 
, with D−1N a proper rational function. However, in
general, there is no uniqueness in such a procedure and there may be various orderings leading
to different representations. Therefore, we ﬁnd it preferable to take a more neutral approach. The
following theorem provides a concrete, computational way to the construction of minimal state
maps and addresses uniqueness issues. We believe that this theorem clariﬁes the relation between
construction of state maps and realization theory.
Theorem 4.3. Given a behavior B having the kernel representation (64), where R(z)is a p × m
full row rank, row proper polynomial matrix. Let D(z) be any nonsingular p × p, row proper
polynomial matrix for which D(z)−1R(z) is proper and has a proper inverse. Let H(z)be an
arbitrary basis matrix for the polynomial model XD. Let (C,A) be the unique observable pair
for which
D(z)−1H(z)= C(zI − A)−1. (69)
holds. Let the intertwining relation H(z)(zI − A) = D(z)C be embedded in a doubly coprime
factorization
 
D(z) −H(z)
Y1(z) Y2(z)
  
Y2(z) C
−Y1(z) zI − A
 
=
 
I 0
0 I
 
 
Y2(z) C
−Y1(z) zI − A
  
D(z) −H(z)
Y1(z) Y2(z)
 
=
 
I 0
0 I
 
.
(70)
Then
1. With R∞,R 1 be deﬁned by
R∞ = π+D−1R, (71)
and
R1(z) = R(z)− D(z)R∞ (72)
respectively, there exists a unique, constant,n× m matrix B for which
R1(z) =− H(z)B. (73)
Thus we have the representation
R(z) = D(z)R∞ − H(z)B. (74)
2. The behavior deﬁned by the ARMA representation  
R∞
B
 
w =
 
C
σI − A
 
x, (75)
coincides with B and provides a ﬁrst order representation for B.
3. Let
 
Y1(z) Y2(z)
 
beasinthedoublycoprimefactorization(70),i.e.asolutiontotheBezout
equation
Y1(z)C + Y2(z)(zI − A) = I. (76)
Then, with X(z)deﬁned by
X(z) = Y1(z)R∞ + Y2(z)B (77)
X(σ)is a state map, i.e.
 
R(σ)
X(σ)
 
w =
 
0
I
 
x (78)
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4. Let A,B,C,R∞ be deﬁned as above, and X(z)deﬁned by (77).
Then
(a) The matrices
 
R∞ −C
B −(zI − A)
 
,
 
R(z) 0
X(z) −I
 
(79)
have full row rank and are left unimodularly equivalent. In fact, we have
 
D(z) −H(z)
Y1(z) Y2(z)
  
R∞ −C
B −(zI − A)
 
=
 
R(z) 0
X(z) −I
 
. (80)
(b) The behaviors deﬁned by Ker
 
R∞ −C
B −(σI − A)
 
and Ker
 
R(σ) 0
X(σ) −I
 
coincide.
5. With
zE + F =
 
−C
−(zI − A)
 
,G =
 
R∞
B
 
, J(z) =
 
Y2(z)
−Y1(z)
 
the equation
(zE + F)X(z)+ G = J(z)R(z) (81)
holds, i.e. the following equation is satisﬁed:
 
−C
−(zI − A)
 
X(z)+
 
R∞
B
 
=
 
Y2(z)
−Y1(z)
 
R(z). (82)
Proof
1. Byconstruction,D(z)−1R(z)isproperandD(z)−1R1(z) = D(z)−1R(z)− R∞strictlyproper.
Thus the columns of R1 are in XD and hence uniquely represented as linear combinations of
the basis matrix columns.
2. Next,wewillusetheTheorem2.4toverifythatanaturalrepresentationofthebehaviorisindeed
a ﬁrst order one. The coprimeness of the factorizations in (69), implies that the polynomial
matrix
 
D(z) −H(z)
 
is a MLA of
 
C
zI − A
 
. Applying
 
D(σ) −H(σ)
 
to both sides of
Eq. (75) leads to
0 =
 
D(σ) −H(σ)
 
 
R∞
B
 
w = (D(σ)R∞ − H(σ)B)w
= (D(σ)R∞ + R1(σ))w = R(σ)w.
Using (72), this shows that indeed (75) is a ﬁrst order representation of the behavior B =
Ker R(σ).
3. We show that
 
Y2(z) C
−Y1(z) (zI − A)
  
R(z) 0
X(z) −I
 
=
 
R∞ −C
B −(zI − A)
 
. (83)
We compute ﬁrst, using the doubly coprime factorization (70),
Y2(z)R(z) + CX(z)= Y2(z)(D(z)R∞ − H(z)B)+ C(Y1(z)R∞ + Y2(z)B)
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The other relations are similarly computed.
4. Clearly, the polynomial matrix
 
R(z) 0
X(z) −I
 
has full row rank as R is assumed to have full row
rank. Thus, it sufﬁces to show that we have left unimodular equivalence. This follows, using
the doubly coprime factorization (66), from the following computation.
 
D(z) −H(z)
Y1(z) Y2(z)
  
R∞ −C
B −(zI − A)
 
=
 
R(z) 0
X(z) −I
 
.
5. The second identity of the doubly coprime factorization (70) can be rewritten as
 
Y2(z)
−Y1(z)
 
(D(z) − H(z))+
 
C
zI − A
 
(Y1(z) Y2(z)) =
 
I 0
0 I
 
or, equivalently, as
 
−C
−(zI − A)
 
(Y1(z) Y2(z)) +
 
I 0
0 I
 
=
 
Y2(z)
−Y1(z)
 
(D(z) − H(z)).
Applying this equality to
 
R∞
B
 
, and using (74) and (77), we obtain (82). 
4.5. Characterization of minimality
In preparation for the discussion of minimality of realizations, or state representations, for
behaviorsandtheassociatedstatemapsaswellastheanalysisofminimality,weintroduce,seeWil-
lems[27],theconceptofMcMillandegreeforbehaviors.Wetakeasamodelthestandarddeﬁnition
ofMcMillandegreeforproperrationalfunctions.AproperrationalfunctionG ∈ F(z)p×m induces
aHankeloperatorHG : F[z]m → z−1F[[z−1]]p deﬁnedby(2).TheMcMillandegreeofG,δ(G),
isdeﬁnedasthesmallestdimensionnofastaterepresentationG(z) = D + C(zI − A)−1B,with
A,B,C,Dconstantmatricesofsizesn × n,n × m,p × n,p × mrespectively.Alternatively,see
Fuhrmann [3], one can show that δ(G) = dimImHG. Alternatively, if G = Q−1P is a left co-
primefactorizationofG,thenImHG = XQ andsowehavealsoδ(G) = dimXQ = degdetQ =  p
i=1 νi, where ν1  ··· νp  0 are the row indices of Q (and hence of (Q − P)). In view
of this, one expects a similar characterization of the McMillan degree of a behavior and, indeed,
this is achievable.
Clearly, since minimal kernel representation differ at most by a left unimodular factor, the
degree of a behavior is well deﬁned. Note also that if νi,i= 1,...,pare the row indices of R(z),
i.e. the row degrees of a row proper form of R(z), then δ(B) = n =
 p
i=1 νi, see Fuhrmann [10].
To introduce the McMillan degree for behaviors, note that a behavior B has a kernel repre-
sentation of the form B = Ker R(σ), with R(z) ∈ F[z]p×m taken to be row proper and of full
row rank. In this case, R is uniquely deﬁned up to a constant, nonsingular left factor. With the
polynomialmatrixR,weassociatethereverseHankeloperatorHR : z−1Fr[[z−1]]p → Fr[z]m
deﬁned by
HRh = π+hR. (84)
Here z−1Fr[[z−1]]p and Fr[z]m are deﬁned as before, except that we are using row, rather than
column, vectors. Clearly, by acting on elements of the form ηz−i, we deﬁneP.A. Fuhrmann et al. / Linear Algebra and its Applications 424 (2007) 570–614 601
R = ImHR. (85)
Both spaces z−1Fr[[z−1]]p and Fr[z]m have natural F[z−1]-module structures. In z−1Fr[[z−1]]p
this is given by multiplication, whereas in Fr[z]m by the action p · f = π+pf = p(σ+)f, for
f ∈ Fr[z]m and p ∈ F[z−1]. Here σ+ is deﬁned by (3).
Since Hankel operators satisfy a functional equation, so do reversed Hankel operators. In fact,
we have for h ∈ z−1Fr[[z−1]]p,
HRz−1h= π+R(z)z−1h = π+z−1R(z)h
= π+z−1π+R(z)h = σ+HRh,
i.e. we have the functional equation
HRz−1h = σ+HRh. (86)
In particular, the functional equation implies σ+ImHR ⊂ ImHR, i.e. XR = ImHR is
σ+-invariant.
Deﬁnition 4.2. Let B be a behavior in z−1F[[z−1]]m having the kernel representation B =
Ker R(σ), with R(z) ∈ F[z]p×m taken to be of full row rank. We deﬁne the McMillan degree
δ(B) of the behavior, by
δ(B) = dimR, (87)
where XR is deﬁned by (85).
Note that R ⊂ Fr[z]m while XR ⊂ F[z]p. Although XR and R are different spaces, they
have the same dimension.
Proposition 4.2. Let R(z) be a p × m full row rank, row proper polynomial matrix with row
indices ν1  ··· νp  0 and let n =
 p
i=1 νi. With XR deﬁned by XR = R Ker R(σ) = RXR
and R deﬁned by (85), we have
δ(R) = dimXR = dimR = n. (88)
Proof. It is easy to check that in both cases, i.e. for XR as well as R, the dimension is equal to
the sum of the row indices. 
It would be nice to have a conceptual proof of this result.
Theorem 4.4. With the notation and assumptions of Theorem 4.3, we have
1. There exists a doubly coprime factorization (70) with Y1,Y2 constant matrices.
2. X(z) ∈ F[z]d×m is a minimal state map if and only if the rows of X(z)are a basis for the row
space obtained from R(z) by the shift down operation σ+. Moreover, we have
δ(X)  dimR. (89)
3. Ker
 
R∞ −C
B −(σI − A)
 
is a minimal realization of XR if and only if the following conditions are
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(a) The pair (C,A) is observable.
(b) WithD(z)−1H(z)aleftcoprimefactorizationofC(zI − A)−1,wehavetherepresentation
R(z) = D(z)R∞ − H(z)B. (90)
4. The behavior deﬁned by the ARMA representation
 
R∞
B
 
w =
 
C
σI − A
 
x, (91)
is a minimal ﬁrst order representation for B. The state map X(z)deﬁned by (77) is a minimal
state map.
5. The McMillan degree of the behavior XR is equal to n = dimR =
 p
i=1 νi.
Proof
1. Let
 
Y
 
2(z)
−Y
 
1(z)
 
beanarbitrarysolutiontotheBezoutequationD(z)Y2(z) + H(z)Y1(z) = I.The
general solution is given by
 
Y2(z)
−Y1(z)
 
=
 
Y
 
2(z)
−Y
 
1(z)
 
+
 
C
zI − A
 
Q(z)
with Q(z) an arbitrary n × p polynomial matrix. Reducing −Y
 
1 modulo zI − A,w ec a n
write −Y
 
1 =− Y1 − (zI − A)Q, where (zI − A)−1Y1 is strictly proper and Q = π+(zI −
A)−1Y1. The strict properness of (zI − A)−1Y1 means that Y1 is a constant matrix. We deﬁne
now Y2(z) = Y
 
2(z) + CQ(z). So we still have a solution to the Bezout equation with Y1
constant.
Next,weshowthatY1D−1isstrictlyproper.Indeed,fromthedoublycoprimefactorization(70),
wehaveY1D = (zI − A)Y1 orY1D−1 = (zI − A)−1Y1.SinceY1 isconstant,(zI − A)−1Y1
is strictly proper, so also Y1D−1 is strictly proper.
Finally, we consider the Bezout equation Y2D + CY1 = I which implies Y2 + CY1D−1 =
D−1. The row properness of D implies that D−1 is proper. Now Y2 is polynomial, D−1 is
proper and Y1D−1 strictly proper. From the previous equality we conclude that necessarily Y2
is a constant matrix.
2. Choose a constant solution Y1,Y2 of the Bezout equation DY2 − HY1 = I. Let
 
L1 L2
 
be a constant left inverse of
 
Y2
−Y1
 
. Multiplying Eq. (82)b y
 
L1 L2
 
,w eh a v e(L1R∞ +
L2B)− (L1C + L2(zI − A))X(z) = R(z). Applying the shift down map σ+ to this equality,
wegetσ+R =− L2X(z)− (L1C − L2A)σ+X.Byinduction,weconcludethat,forallj  0,
σ
j
+R is in the subspace spanned by X,σ+X,...,σ
j
+X. This shows that if X(z)is a state map,
then the subspace of Fr[z]m spanned by the rows of σ
j
+X has dimension d>dimR = n, i.e.
we have inequality (89).
3. Assume the conditions (a) and (b) hold. Let D(z)−1H(z)be a left coprime factorization of
C(zI − A)−1 and (66) be an embedding of D(z)C = H(z)(zI − A) in a doubly coprime
factorization. We compute
 
D(z) −H(z)
Y1(z) Y2(z)
  
R∞ −C
B −(zI − A)
 
=
 
D(z)R∞ − H(z)B 0
Y1(z)R∞ + Y2(z)B −(Y1(z)C + Y2(zI − A))
 
=
 
R(z) 0
X(z) −I
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i.e. Ker
 
R∞ −C
B −(σI − A)
 
= Ker
 
R(σ) 0
X(σ) −I
 
.S oK e r
 
R∞ −C
B −(σI − A)
 
is a state representation
of XR.N o wδ(X) = dimR =
 p
i=1 νi, so this is indeed a minimal realization.
Conversely, assume that
 
R∞ −C
B −(σI − A)
  
w
x
 
=
 
0
0
 
is a minimal realization of XR with A ∈
Fn×n.ByTheorem4.2,thepair(C,A)isnecessarilyobservable.ByTheorem4.7inFuhrmann
[3], we have
n = degdet(zI − A) = degdetD(z) = dimXD = dimXR = dimR.
Let D(z)−1H(z)be a left coprime factorization of C(zI − A)−1. By elimination, i.e. applying
Theorem 2.4,w eh a v eXR = Ker R(σ) = Ker(D(σ)R − H(σ)B). Both R(z)and (D(z)R −
H(z)B) have full row rank, so they differ by at most a left unimodular factor. Since a left
coprime factorization is determined only up to a common left unimodular factor, we may
assume without loss of generality that (90) holds.
4. ForthestatemapXdeﬁnedby(77),wehaveδ(X) = n =
 p
i=1 νi.Ontheotherhand,fromPart
2, it follows that for an arbitrary state map X  we have δ(X )  dimR = n. The minimality
of X follows. 
Theorem 4.4 shows that the generator matrix A, even in the case of a minimal state representa-
tion of a behavior, is far from being uniquely determined. This result may seem counterintuitive
inasmuch as in standard realization theory the spectral properties of the generating matrix A are
completelydeterminedbythesingularitiesofthecorrespondingtransferfunction.Toseethatthere
is no contradiction, we review the realization of rational matrices. Let us assume that a rational
matrix function G has a, not necessarily coprime, left matrix fraction representation G = D−1N.
Deﬁne D∞ = π+D−1N. Then N = DD∞ + N1, with D−1N1 strictly proper. Choosing a basis
matrix H(z) for the polynomial model XD, there exists a unique observable pair (C,A) for
which D−1H = C(zI − A)−1. Moreover, there exists a unique, constant matrix B for which
N1(z) = H(z)B. We compute
D∞ + C(zI − A)−1B = D∞ + D−1H(z)B
= D(z)−1[D(z)D∞ + H(z)B]=D(z)−1N(z)= G(z),
i.e. we have a realization of G. Thus a behavioral ﬁrst order representation of the behavior
Ker
 
D(σ) −N(σ)
 
is given by
 
I −D∞ C
0 Bσ I − A
  
y
u
x
 
=
 
0
0
 
. To see this, we use elimination
theory to eliminate the state variable x. We do this by applying
 
D(σ) −H(σ)
 
to get
0 = (D(σ) − (D(σ)D∞ + H(σ)B))
 
y
u
 
= (D(σ) − N(σ))
 
y
u
 
.
Note that
 
I −D∞ C
0 Bσ I − A
  
y
u
x
 
=
 
0
0
 
is the behavioral representation of the discrete time
system
xj+1 = Axj + Buj,
yj = Cxj + D∞uj,
which can be written alternatively as
σx = Ax + Bu,
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4.6. Isomorphism theory for realizations
A central result in the input/output theory of linear systems is Kalman’s state space isomor-
phism theorem, see Kalman et al. [18], stating that any two minimal realizations of a given
transfer function are isomorphic. It is expected that an analogous result holds in the behav-
ioral context. This indeed turns out to be the case and the result is summed up in the following
theorem.
Theorem 4.5. With the notation of Theorem 4.3, we have
1. T w oﬁ r s to r d e r , minimal systems Ker
 
R∞ −Ci
Bi −(σI − Ai)
 
,i= 1,2, represent the same behavior
B = Ker R(σ), if and only if there exist an output injection J ∈ Fn×p and a nonsingular
S ∈ Fn×n such that
 
R∞ −C2
B2 −(zI − A2)
 
=
 
R∞ −C1S
S−1B + JR∞ −S−1(zI − A1 + JC1)S
 
(92)
an output injection map J ∈ Fn×p such that
Ker
 
R∞ −C2
B2 −(σI − A2)
 
= Ker
 
R∞ −C1
B + JR∞ −(σI − A1 + JC1)
 
.
Moreover, for the respective state maps deﬁned by (77), we have X2(z) = X1(z).
2. Given two basis matrices H1(z) and H2(z) for XD. Denote by X1,X 2 the corresponding state
maps. Then
(a) There exists a constant nonsingular matrix S for which H2(z) = H1(z)S.
(b) The doubly coprime factorization (70) transforms into
 
D(z) −H1(z)S
S−1Y1(z) S−1Y2(z)S
  
Y2(z) CS
−S−1Y1(z) zI − S−1AS
 
=
 
I 0
0 I
 
. (93)
(c) Let S ∈ Fn×n be nonsingular. If Ker
 
R∞ C
Bσ I − A
 
is a state representation for B, then so
is Ker
 
R∞ CS
S−1Bσ I − S−1AS
 
.
(d) We have
X2(z) = S−1X1(z). (94)
Proof
1. Let Ker
 
R∞ −C
B −(σI − A)
 
be a state representation of the behavior B. The behavior remains
unchanged if the matrix
 
R∞ −C
B −(zI − A)
 
is multiplied on the left by a unimodular polynomial
matrix. Choosing the unimodular polynomial matrix
 
I 0
−JI
 
we get the state representation
Ker
 
R∞ −C
B − JR∞ −(σI − A − JC)
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Starting with the doubly coprime factorization (70), we get, inserting the factorization
 
I 0
JI
  
I 0
−JI
 
=
 
I 0
0 I
 
,
the doubly coprime factorization
 
D(z)− H(z)J −H(z)
Y1(z) + Y2(z)J Y2(z)
  
Y2(z) −C
Y1(z) − JY2(z) −(zI − A − JC)
 
=
 
I 0
0 I
 
.
Computing the state map XJ, using (77), we have
XJ(z)= (Y1(z) + Y2(z)J)R∞ + Y2(z)(B − JR∞)
= Y1(z)R∞ + Y2(z)B = X(z),
i.e. the state map remains invariant.
Conversely, assume Ker
 
R∞ −C1
B1 −(σI − A1)
 
and Ker
 
R∞ −C2
B2 −(σI − A2)
 
are two minimal state
representations of the behavior KerR(σ) with state maps X1,X 2 respectively. We use Eq.
(80) for both representations, i.e. we have
 
Di(z) −H(z)
Y
(i)
1 (z) Y
(i)
2 (z)
  
R∞ −Ci
Bi −(zI − Ai)
 
=
 
R(z) 0
Xi(z) −I
 
,i = 1,2. (95)
Inparticular,wehaveD1(z)R∞ − H(z)B1 = D2(z)R∞ − H(z)B2,or(D2(z) − D1(z))R∞ =
H(z)(B2 − B1). Since R∞ has full row rank, it has a right inverse. Thus, there exists a matrix
J such that
D2(z) = D1(z) + H(z)J. (96)
From (95), we have the equalities Di(z)Ci = H(z)(zI − Ai). Subtracting, and using (96),
wehave(D1(z) − H(z)J)C2 = H(z)(zI − A2),orD1(z)C2 = H(z)(zI − A2 + JC2).Sub-
tracting D1(z)C1 = H(z)(zI − A1) we obtain D1(z)(C2 − C1) = H(z)(A1 − A2 + JC2).
Now D−1
1 H is strictly proper. Thus we have
C2 = C1
A2 − JC2 = A1. (97)
Referring to (95) once more, we have Di(z)R∞ − H(z)Bi = R(z). Subtracting, and using
(96), we have (D1(z) − H(z)J)R∞ − H(z)B2 = D1(z)R∞ − H(z)B1,o r−H(z)JR∞ =
H(z)(B2 − B1).A sH(z)is a basis matrix, this implies
B2 = B1 − JR∞. (98)
It remains to verify the equality of the state maps. To this end we compare the two Bezout
identities, using (97) and setting C = C1 = C2,
Y
(1)
1 C + Y
(1)
2 (zI − A2 + JC)= I
Y
(2)
1 C + Y
(2)
2 (zI − A2) = I.
Note that as a result of our assumption that all row indices νi of R(z) are positive, the matrix
C has full row rank. Thus we conclude from the previous equations that
Y
(2)
1 = Y
(1)
1 + Y
(1)
2 J
Y
(2)
2 = Y
(1)
2 .
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Computing Xi by (77), we get
X2 = Y
(2)
1 R∞ + Y
(2)
2 B2 = (Y
(1)
1 + Y
(1)
2 J)R∞ + Y
(1)
2 (B1 − JR∞)
= Y
(1)
1 R∞ + Y
(1)
2 B1 = X1.
2.(a) This is elementary linear algebra.
(b) A result of a simple computation.
(c) We use the elimination theorem once more.
Notethat
 
CS
zI − S−1AS
 
=
 
I 0
0 S−1
  
C
zI − A
 
S.SinceS isinvertible,anMLAof
 
CS
zI − S−1AS
 
is obtained from a MLA of
 
C
zI − A
 
by the right factor
 
I 0
0 S
 
. Now a MLA of
 
C
zI − A
 
is given by
 
D(z) −H(z)
 
. This implies that
 
D(z) −H(z)S
 
=
 
D(z) −H(z)
 
 
I 0
0 S
 
is a MLA of
 
CS
zI − S−1AS
 
. We compute now, using the representation (74),
 
D(z) −H(z)S
 
 
R∞
S−1B
 
= D(z)R∞ − H(z)B = R(z).
This proves the statement.
(d) We compute, using the doubly coprime factorization (70),
 
R(z) 0
X2(z) I
 
=
 
D(z) −H1(z)S
S−1Y1(z) S−1Y2(z)S
  
R∞ CS
S−1Bz I − S−1AS
 
=
 
D(z)R∞ − H1(z)B (D(z)C − H1(z)(zI − A))S
S−1(Y1(z)R∞ + Y2(z)B) S−1(Y1(z)C + Y2(z)(zI − A))S
 
=
 
R(z) 0
S−1X1(z) I
 
. 
4.7. A special basis
We saw in Theorem 4.3 that there is a freedom in computing a state map for a behavior
Ker R(σ). This freedom stems from the fact that, in the notation of that theorem, we can choose
freely a nonsingular polynomial matrix D for which D−1R is proper as well as choose freely
a basis for the space XD arbitrarily. In this subsection we show that a natural choice is to take
D in polynomial Brunovsky form and choose in XD the standard basis discussed in Section
2.2. This leads to a simpliﬁed construction of a state map, see Rapisarda and Willems [21].
Assuming that the polynomial matrix R(z) is in row proper form, the construction is essen-
tially computation free. It is related to the construction of the control basis in Fuhrmann [5,
8] and to the realizations procedures given in Wolovich [29] and Schumacher and Rosenthal
[23].
Proposition 4.3
1. Let
D(z) = diag(zν1,...,z νp) (100)P.A. Fuhrmann et al. / Linear Algebra and its Applications 424 (2007) 570–614 607
and the standard basis for XD given, with hi(z) =
 
1 z ··zν−1 
, by
H(z)= diag(h1(z),...,h p(z)) =
 
H(1)(z) ···H(p)(z)
 
=
⎛
⎜
⎜
⎜
⎜
⎝
1 z ··zν1−1 ···0 ··· 0
0 ··· 0 ······ · ·
··· · · ······ · ·
··· · · ···0 ··· 0
0 ··· 0 ···1 z ··zνp−1
⎞
⎟
⎟
⎟
⎟
⎠
. (101)
Let(C,A)betheuniqueobservablepairforwhich(69)holds.Letthe1 × ν andν × ν matrices
Lν and Nν by
Lν =
 
0 ···01
 
Nν =
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
00
1 ··
·· ·
·· ·
··0
10
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
. (102)
Let the ν × 1 and ν × ν polynomial matrices Zν and Kν be given by
 
Zν Kν
 
=
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
zν−1 0 −1 −z ··− zν−2
· ·· ·· · ·
· ·· ·· · ·
· ·· ·· ·− z
z ·· ·· ·− 1
1 0 ·· · ·0
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
(103)
and the 1 × ν and ν × ν polynomial matrices Kν and Zν by
 
Kν
−Zν
 
=
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝
0
−1
0
.
.
.
0
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
. (104)
Then an associated doubly coprime factorization is given by (70), where
C = diag(Lν1,...,L νp)
zI − A = diag(zI − Nν1,...,zI− Nνp)
Y1(z) = diag(Zν1,...,Z νp) (105)
Y2(z) = diag(Kν1,...,K νp)
Y1(z) = diag(Zν1,...,Zνp)
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2. Given a behavior B having the kernel representation (64), i.e. by B = Ker R(σ),where R(z)
is a p × m full row rank, row proper polynomial matrix with row indices ν1  ··· νp > 0.
We let n =
 p
i=1 νi. Let the rows of R be denoted by R(i),i= 1,...,p.With σ+ deﬁned by
(3), let R
(i)
j = σ
j
+R(i) for j = 1,...,ν i. Then
X(z) =
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝
R
(1)
1
.
.
.
R
(1)
ν1
.
.
.
R
(p)
1
.
.
.
R
(p)
νp
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
(106)
is a minimal state map for B.
Proof
1. Wecomputeﬁrstthesimplecasewheredν(z) = zν andhν(z) =
 
1 ···zν−1 
.Apply-
ing Theorem 4.3, the rational matrix d−1
ν hν is realized by the pair (Lν,N ν). Indeed, it is easy
to check that the following is a doubly coprime factorization.
 
dν(z) −hν(z)
Zν Kν
  
Kν Lν
−Zν zI − Nν
 
=
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝
zν −1 −z ·· · − zν−1
zν−1 0 −1 −z ··− zν−2
· ··· · ··
· ··· · ··
· ··· · · − z
z ··· · · − 1
1 0 ·· · ·0
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝
0 0 ··· · 1
−1 z 0 ·· · 0
0 −1 ··· · ·
· ·· · ···
· ·· · ···
· ·· · ··0
0 · ···− 1 z
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
=
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
1 0 ···0
0 10··0
· 0 ····
· ·····
· ····0
0 0 ··01
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
=
 
10
0 I
 
.
The general case follows now from the block diagonal structure of all matrices, given in Eqs.
(100), (101) and (105).
2. With R∞, R1 and B deﬁned as in (71), (72) and (73) respectively, we can write H(z)B =  p
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Computing the state map by (77), we obtain
X(z)= Y1(z)R∞ + Y2(z)B
=
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
Zν1
·
·
·
·
Zνp
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
R
(1)
∞
.
.
.
.
R
(p)
∞
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
+
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
Kν1
·
·
·
·
Kνp
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
B1
.
.
.
.
Bp
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
=
⎛
⎜
⎜
⎜
⎜
⎝
Zν1R
(1)
∞ + Kν1(z)B1
.
.
.
ZνpR
(p)
∞ + Kνp(z)Bp
⎞
⎟
⎟
⎟
⎟
⎠
which proves (106). 
5. Examples
The ﬁrst example treats the autonomous case. It also shows that we do not necessarily have to
use the standard basis.
Example 1. Assume d(z) = (z − α)(z − β). B = Ker(σ − α)(σ − β) = span
 
1
z−α, 1
z−β
 
.
Choose a basis matrix H(z)=
 
z − βz − α
 
for Xd. The matrix representation of the shift
realization of the stae/output map with respect to the chosen basis is given by C =
 
11
 
,A=  
α 0
0 β
 
.
Embedding in a doubly coprime factorization, we have
⎛
⎜
⎝
(z − α)(z − β) −(z − β) −(z − α)
1
α−β(z − β) − 1
α−β − 1
α−β
− 1
α−β(z − α) 1
α−β
1
α−β
⎞
⎟
⎠
⎛
⎜
⎝
01 1
− 1
α−β (z − α) 0
1
α−β 0 (z − β)
⎞
⎟
⎠ =
⎛
⎝
100
010
001
⎞
⎠
⎛
⎜
⎝
01 1
− 1
α−β (z − α) 0
1
α−β 0 (z − β)
⎞
⎟
⎠
⎛
⎜
⎝
(z − α)(z − β) −(z − β) −(z − α)
1
α−β(z − β) − 1
α−β − 1
α−β
− 1
α−β(z − α) 1
α−β
1
α−β
⎞
⎟
⎠ =
⎛
⎝
100
010
001
⎞
⎠.
By Eqs. (42) and (43), a state map is given by
X(z) =
 
1
α−β(z − β)
− 1
α−β(z − α)
 
.
To see that ⎛
⎜
⎝
(σ − α)(σ − β)
1
α−β(σ − β)
− 1
α−β(σ − α)
⎞
⎟
⎠w =
⎛
⎝
00
10
01
⎞
⎠
 
1
2
 
(107)610 P.A. Fuhrmann et al. / Linear Algebra and its Applications 424 (2007) 570–614
is a state representation, we show that it is equivalent to a ﬁrst order representation. This follows,
using the doubly coprime factorization, that leads to
⎛
⎝
1
0
0
⎞
⎠w =
⎛
⎜
⎝
−(σ − β) −(σ − α)
− 1
α−β − 1
α−β
1
α−β
1
α−β
⎞
⎟
⎠
 
1
2
 
.
Example 2. Consider R(z) =
 
z2 + p1z + p0 −q1z − q0
 
. It is easily checked that, choosing
d(z) = z2,w eh a v e
R∞ =
 
10
 
,
R1(z) =
 
p1z + p0 −q1z − q0
 
.
We choose the standard basis in Xz2, i.e. H(z)=
 
1 z
 
. Using (72), we have
 
p1z + p0 −q1z − q0
 
=−
 
1 z
 
 
−p0 q0
−p1 q1
 
i.e. B =
 
−p0 q0
−p1 q1
 
. Using the matrix representation of the shift realization with respect to the
chosen basis, we have
C =
 
01
 
,
A =
 
00
10
 
.
By Theorem 4.3,
⎛
⎝
10
p0 −q0
p1 −q1
⎞
⎠
 
w1
w2
 
=
⎛
⎝
01
σ 0
−1 σ
⎞
⎠
 
1
2
 
(108)
is a state representation of the behavior Ker
 
σ2 + p1σ + p0 q1σ + q0
 
.
We can check this, invoking Theorem 2.4, by elimination of the latent variables.
Note that
 
z2 −1 −z
 
is a MLA of
 
01
z 0
−1 z
 
,w eg e t
 
z2 −1 −z
 
 
10
p0 −q0
p1 −q1
 
=
 
z2 + p1z + p0 q1z + q0
 
, i.e. we get back our initial behavior. Since, obviously,
 
0
−1
0
 
is
a right inverse of
 
z2 −1 −z
 
, the Bezout Eq. (76) is solved by Y1(z) =
 
1
0
 
and Y2(z) = 0.
Inverting the matrix
 
Y2(z) C
−Y1(z) zI − A
 
yields
 
D(z) −H(z)
Y1(z) Y2(z)
 
=
 
z2 −1 −z
z 0 −1
0 −1 z
 
and hence
Y1(z) =
 
z
1
 
,Y 2(z) =
 
0 −1
00
 
.
Thus we compute the state map, using Eq. (77), to get
X(z) =
 
z
1
 
 
10
 
+
 
0 −1
00
  
−p0 q0
−p1 q1
 
=
 
z + p1 −q1
10
 
.
Of course, this is in perfect agreement with Proposition 4.3, applying the shift and cut algorithm
to R(z) =
 
z2 + p1z + p0 −q1z − q0
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Example 3. Consider R(z) =
 
z2 + p1z + p0 q1z + q0 r2z2 + r1z + r0
s0 z + t0 u0
 
. This matrix is row proper
with row indices 2,1. Clearly R∞ =
 
10r2
010
 
.
We choose therefore
D(z) =
 
z2 0
0 z
 
, H(z) =
 
1 z 0
001
 
.
Using (72), we have
−H(z)B =
 
p1z + p0 q1z + q0 r1z + r0
s0 t0 u0
 
,
and hence
B =
⎛
⎝
−p0 −q0 −r0
−p1 −q1 −r1
−s0 −t0 −u0
⎞
⎠.
Using the shift realization as in the previous example, we obtain
C =
 
010
001
 
A =
⎛
⎝
000
100
000
⎞
⎠
and so a ﬁrst order representation of the behavior B = Ker R(σ) is given by
⎛
⎜
⎜
⎜
⎜
⎝
10r2
010
−p0 −q0 −r0
−p1 −q1 −r1
−s0 −t0 −u0
⎞
⎟
⎟
⎟
⎟
⎠
⎛
⎝
w1
w2
w3
⎞
⎠ =
⎛
⎜
⎜
⎜
⎜
⎝
01 0
00 1
z 00
−1 z 0
00 z
⎞
⎟
⎟
⎟
⎟
⎠
⎛
⎝
1
2
3
⎞
⎠.
We check this, using the elimination theorem.
Using the coprime factorizations C(zI − A)−1 = D(z)−1H(z), it follows that a MLA of the
matrix
⎛
⎜
⎝
01 0
00 1
z 00
−1 z 0
00 z
⎞
⎟
⎠ is
 
z2 0 −1 −z 0
0 z 00 −1
 
. Computing
 
z2 0 −1 −z 0
0 z 00 −1
 
⎛
⎜
⎜
⎜
⎜
⎝
10r2
010
−p0 −q0 −r0
−p1 −q1 −r1
−s0 −t0 −u0
⎞
⎟
⎟
⎟
⎟
⎠
=
 
z2 + p1z + p0 q1z + q0 r2z2 + r1z + r0
s0 z + t0 u0
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Next, we solve the Bezout equation D(z)Y2(z) + H(z)Y1(z) = I. Obviously, we have
 
00−10 0
0 000 −1
 
⎛
⎜
⎜
⎜
⎜
⎝
00
00
−10
00
0 −1
⎞
⎟
⎟
⎟
⎟
⎠
=
 
10
00
 
and
 
z2 0 −1 −z 0
0 z 00 −1
 
=
 
00−10 0
0 000 −1
 
⎛
⎜
⎜
⎜
⎜
⎝
1 0 000
0 1 000
−z2 01 z 0
00 0 1 0
0 −z 001
⎞
⎟
⎟
⎟
⎟
⎠
.
Inverting the unimodular matrix leads to
⎛
⎜
⎜
⎜
⎜
⎝
1 0 000
0 1 000
−z2 01 z 0
00 0 1 0
0 −z 001
⎞
⎟
⎟
⎟
⎟
⎠
−1
=
⎛
⎜
⎜
⎜
⎜
⎝
10 000
01 000
z2 01−z 0
00010
0 z 001
⎞
⎟
⎟
⎟
⎟
⎠
.
Now
⎛
⎜
⎜
⎜
⎜
⎝
10 000
01 000
z2 01−z 0
00010
0 z 001
⎞
⎟
⎟
⎟
⎟
⎠
⎛
⎜
⎜
⎜
⎜
⎝
00
00
−10
00
0 −1
⎞
⎟
⎟
⎟
⎟
⎠
=
⎛
⎜
⎜
⎜
⎜
⎝
00
00
−10
00
0 −1
⎞
⎟
⎟
⎟
⎟
⎠
=
 
Y2(z)
−Y1(z)
 
,
i.e.
Y1(z) =
⎛
⎝
10
00
01
⎞
⎠, Y2(z) =
 
00
00
 
.
The doubly coprime factorization becomes
⎛
⎜
⎜
⎜
⎜
⎝
z2 0 −1 −z 0
0 z 00 −1
z 0 0 −10
10000
01000
⎞
⎟
⎟
⎟
⎟
⎠
⎛
⎜
⎜
⎜
⎜
⎝
0001 0
0000 1
−10 z 00
00 −1 z 0
0 −1 00 z
⎞
⎟
⎟
⎟
⎟
⎠
=
⎛
⎜
⎜
⎜
⎜
⎝
10000
01000
00100
00010
00001
⎞
⎟
⎟
⎟
⎟
⎠
which implies
Y1(z) =
⎛
⎝
z 0
10
01
⎞
⎠,Y 2(z) =
⎛
⎝
0 −10
000
000
⎞
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Computing the state map, using Eq. (77), we get
X(z)=
⎛
⎝
z 0
10
01
⎞
⎠
 
10r2
010
 
+
⎛
⎝
0 −10
000
000
⎞
⎠
⎛
⎝
−p0 −q0 −r0
−p1 −q1 −r1
−s0 −t0 −u0
⎞
⎠
=
⎛
⎝
z + p1 q1 r2z + r1
10r2
01 0
⎞
⎠
which is the matrix obtained from applying repeatedly the shift and cut operation to R(z).
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