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Abstract
The solution ϑ = (ϑt)t≥0 of a class of linear stochastic partial differen-
tial equations is approximated using Clark’s robust representation approach
([1], [2]). The ensuing approximations are shown to coincide with the time
marginals of solutions of a certain McKean-Vlasov type equation. We prove
existence and uniqueness of the solution of the McKean-Vlasov equation. The
result leads to a representation of ϑ as a limit of empirical distributions of
systems of equally weighted particles. In particular, the solution of the Za-
kai equation and that of the Kushner-Stratonovitch equation (the two main
equations of nonlinear filtering) are shown to be approximated the empirical
distribution of systems of particles that have equal weights (unlike those pre-
sented in [15] and [16]) and do not require additional correction procedures
(such as those introduced in [5], [6], [10], etc).
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1 Introduction
Let (Ω,F , P ) be a probability space on which we have defined an m−dimensional
Wiener process W = (W i)
m
i=1. Let M(R
d) be the space of finite Borel measures
defined on the d−dimensional Euclidean space Rd and (ϑt)t≥0 be an M(Rd)-valued
stochastic process satisfying the following linear stochastic partial differential equa-
tion
ϑt(ϕ) = ϑ0(ϕ) +
∫ t
0
ϑs (αsϕ+ Lsϕ) ds+
m∑
j=1
∫ t
0
ϑs
(
βjsϕ
)
dW js , (1)
where L = (Ls)s≥0 , Ls : Cb(R
d) → Cb(Rd) is the second order elliptic differential
operator
Lsϕ =
1
2
d∑
i,j=1
aijs ∂xi∂xjϕ+
d∑
i=1
bis∂xiϕ, (2)
and ϕ is a function in the domain of L, ϕ ∈ ⋂s≥0D (Ls). For simplicity, we will
assume that ϑ0 is a probability measure. If α ≡ 0, then (1) is called the Zakai
or the Duncan-Mortensen-Zakai equation (cf [11], [21], [27]). The Zakai equation
has been studied extensively over the last 40 years because of its importance in
non-linear filtering theory (see [20], [22]): In non-linear filtering, ϑ¯t, the normalized
form of ϑt, is the conditional distribution of a (non-homogeneous) Markov process
ξt with infinitesimal generator L given the observation process W which satisfies the
evolution equation
Wt =
∫ t
0
βs (ξt) ds+ Vt, (3)
In (3), V is an m−dimensional Wiener process independent of ξ. Within the filtering
problem W is not a Brownian motion as it is assumed in the current set-up. How-
ever, it becomes a Brownian motion after a suitable change of measure (Girsanov
transformation). One can prove that ϑ¯t satisfies the following (non-linear) stochastic
partial differential equation
ϑ¯t(ϕ) = ϑ¯0(ϕ) +
∫ t
0
ϑ¯s (αsϕ+ Lsϕ)− ϑ¯s (αs) ϑ¯s (ϕ) ds
+
m∑
j=1
∫ t
0
ϑ¯s
(
βjsϕ
)− ϑ¯s (βjs) ϑ¯s (ϕ) (dW js − ϑ¯s (βjs) ds) , (4)
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If α ≡ 0, then equation (4) is called the Fujisaki-Kallianpur-Kunita or Kushner-
Stratonovitch equation (cf. [12], [17]). In general, neither (1) nor (4) have explicit
solutions, though one can approximate them by numerical means. As expected,
there is a wide variety of methods to do this (see, for example, [3] and the references
therein). Among them, particle methods seem to be in many cases quite effective.
The starting point for a particle approximation of ϑt is the following Feynman-Kacˇ
representation
ϑt (ϕ) = E [ϕ (Xt)At (X) |W ] , (5)
where X = (Xt)t≥0 is a Markov process with infinitesimal generator L independent
of W with initial distribution ϑ¯0 and At (X) is defined as
At (X) = exp
(∫ t
0
αs (Xs) ds+
m∑
j=1
(∫ t
0
βjs (Xs) dW
j
s −
1
2
∫ t
0
βjs (Xs)
2
ds
))
, t ≥ 0.
Since in (5)X is independent ofW , one can use the Monte Carlo method to compute
ϑt. That is, ϑt has the representation
ϑt = lim
n→∞
1
n
n∑
i=1
At
(
X i
)
δXit , (6)
where X i, i > 0 are independent realizations of X. In other words, {X it , At (X i)}∞i=1
satisfies the following system of SDEs{
dX it = bt (X
i
t) dt+ σt (X
i
t) dB
i
t
dAt (X
i) = At (X
i)αt (X
i
t) dt+
∑m
j=1At (Xi)β
j
t (X
i
t) dW
j
t
(7)
where Bi, i > 0, are mutually independent d−dimensional Brownian motions inde-
pendent of W and σs = (σs)
d
i,j=1 is chosen to satisfy as = σsσ
⊤
s (σ
⊤
s is the transpose
of σs). As demonstrated in [15] and [16], representations of the type (5) and (6)
hold true for a far wider class of SPDEs than the one described by (1).
However, the convergence in (6) is very slow. That is because the variance of
the weights At (X
i) , i > 0, increases exponentially fast with time. The effect is
that most of weights decrease to 0 with only a few becoming very large. In order
to offset this outcome, a wealth of methods have been proposed. In filtering theory,
the generic name for such a method is that of a particle filter ([4], [5], [6], [7],
[8], [10], etc.). The standard remedy is to introduce an additional procedure that
removes particles with small weights and adds additional particles in places where
the existing one have large weights. Put differently, one applies at certain times a
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branching procedure by which, each particle will be replaced by a random number of
“offsprings” with a mean proportional with its corresponding weight. This branching
procedure is a double edge sword: applying it too often may actually decrease the
rate of convergence (cf. [9]).
In this paper, we seek a different remedy to the slow convergence of the Monte
Carlo method. Heuristically we seek to keep the weights of the particles equal
without introducing an additional procedure but only by amending the motion of
the particles in a way that will take into account the state of the entire system. This
will be achieved in two steps:
First we will show that ϑt and its normalised version ϑ¯t admit a robust version
following the approach first introduced by Clark ([1], see also [2]). By this we mean
that ϑt and, respectively, ϑ¯t depends continuously on the generating Brownian path
s → Ws (ω) , ω ∈ Ω. Hence if we consider an approximating sequence of paths
s→W δs (ω) that will converge to s→Ws (ω) as δ tends to 0, then the corresponding
measure valued processes ϑδt and ϑ¯
δ
t will converge to ϑt and, respectively, ϑ¯t with a
certain rate of convergence r(t,W· (ω) , δ).
The second step is to prove that ϑ¯δt has the asymptotic representation
ϑ¯δt = lim
n→∞
ϑ¯
δ,n
t , where ϑ¯
δ,n
t =
1
n
n∑
i=1
δ
X
i,δ
t
, (8)
and X i, i ≥ 0 are non-linear diffusions satisfying the non-linear SDE
dX
i,δ
t = b˜
δ
t
(
ϑ˜δt , X
i,δ
t
)
dt+ σt
(
X
i,δ
t
)
dBit. (9)
In (9), ϑ˜δt is the conditional distribution of X
i,δ
t , B
i are mutually independent
Brownian motions and the function b˜δt will depend intrinsically on the chosen path
s → Ws (ω). We will show that ϑ˜δ,nt = ϑ¯δ,nt and that, by suitably choosing the
parameter δ = δ(W· (ω) , n), we will have
ϑ¯t = lim
n→∞
ϑ¯
δ,n
t , where ϑ¯
δ,n
t =
1
n
n∑
i=1
δ
X
i,δ(W
·
(ω),n)
t
.
Hence ϑ¯t has an asymptotic representation involving particles with equal weights.
Finally in order to obtain the corresponding asymptotic representation for ϑtwe
need to “unnormalize” ϑ¯nt , i.e., to attach to each particle a weight a
n
t (the same one)
which converges to ϑt(1) as n tends to infinity. For example, one could choose
ant = exp
(∫ t
0
ϑ¯
δ,n
t (αs) ds+
m∑
j=1
(∫ t
0
ϑ¯
δ,n
t
(
βjs
)
d
(
W δs
)j − 1
2
∫ t
0
ϑ¯
δ,n
t
(
βjs
)2
ds
))
.
4
Hence, we obtain the asymptotic representation ϑt which uses systems of particles
with equal weights.
ϑt = lim
n→∞
ant
n
n∑
i=1
δ
X
i,δ(W
·
(ω),n)
t
.
We remark that we are not aware of a similar result even for the simpler case
when (1) has no stochastic term, i.e., (1) is a second order elliptic PDE with a zero-
order term. In this case the first step described above is not required: One obtains
directly an asymptotic representation of the solution
ϑ¯t = lim
n→∞
1
n
n∑
i=1
δXit
where the X i, i ≥ 0 are non-linear diffusions satisfying a non-linear SDE of the type
(9).
2 The robust representation of ϑ¯t
In this section we introduce the robust representation formula for ϑt and, respec-
tively, ϑ¯t. By robustness here we mean that the dependence of the generating
Brownian path t → Wt (ω) is continuous. The formula is similar to, and inspired
by, the robust version of the integral representation formula of nonlinear filtering as
presented in [1] and [2]. At a formal level, the formula is derived by a process of
integration-by-parts applied to the stochastic integrals that appear in the Feynman-
Kacˇ representation (5). The rigorous justification of the formula is identical with
that of the corresponding result in [2] and for this reason we omit it here.
For the existence of the robust representation of ϑt and, respectively, of ϑ¯t we
follow Theorems 1 and 2 in [2]. For this we need to impose the following conditions:
RR1: For all j = 1, ..., d we assume that (s, x)→ βjs (x) ∈ C1,2
(
R+ × Rd
)
,hence
s→ βjs (Xs) is a semimartingale (we denote by βj (X)m its martingale part and by
βj (X)fv its finite variation part) such that, for all k > 0 and all t > 0
E
[
exp
(
k
d∑
j=1
∫ t
0
d
〈
βj (X)m
〉
s
)]
<∞, E
[
exp
(
k
d∑
j=1
∫ t
0
∣∣∣dβj (X)fv∣∣∣
)]
<∞.
RR2: For all t > 0 we have
E
[
exp 2
∫ t
0
αs (Xs) ds
]
<∞.
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Let y· = {ys, s ≥ 0} ∈ CRd ([0,∞)) be a continuous path Rd and define Θy· =
(Θy·t )t≥0 to be the following M
(
R
d
)
-valued stochastic process (ϕ is a bounded Borel
measurable function)
Θy·t (ϕ) = E
[
ϕ (Xt) exp
(∫ t
0
αs (Xs) ds+
m∑
j=1
β
j
t (Xs) y
j
t
−
m∑
j=1
(
Ij (y·) +
1
2
∫ t
0
βjs (Xs)
2
ds
))]
,
where X = (Xt)t≥0 is a Markov process with infinitesimal generator L indepen-
dent of W with initial distribution ϑ¯0 and I
j (y·) is a version of the stochastic inte-
gral
∫ t
0
yjsdβ
j
s (Xs). Let Θ¯
y
· =
(
Θ¯y·t
)
t≥0 be normalized version of the M
(
R
d
)
-valued
stochastic Θ¯y· =
(
Θ¯y·t
)
t≥0
Θ¯y·t =
Θy·t
Θy·t (1)
,
where 1 is the constant function 1 (x) = 1 for all x ∈ Rd (Θy· (1) is the mass process
associated to Θy· ). Following Theorem 1 in [2], under the conditionsRR1 andRR2,
Θy· and Θ¯y· depend continuously on the path y·. Moreover, for any R > 0, there
exist two constants K = K (R, t) and K¯ = K¯ (R, t) such that
|Θy1·t (ϕ)−Θy
2
·
t (ϕ) | ≤ K ||ϕ|| ||y1· − y2· ||t
|Θ¯y1·t (ϕ)− Θ¯y
2
·
t (ϕ) | ≤ K¯ ||ϕ|| ||y1· − y2· ||t
(10)
for any bounded measurable function ϕ (||ϕ|| , supx∈Rd |ϕ (x)| < ∞) and for
any two paths y1· , y
2
· such that ||y1· ||t , ||y2· ||t ≤ R (where ||·||t is defined as ||α||t ,
max1≤i≤dmaxs∈[0,t] |αis|). Furthermore, if we use the norm ||·||w on the set of finite
signed measures Ms
(
R
d
)
||µ||w = sup{ϕ∈Cb(Rd)|||ϕ||≤1}
|µ (ϕ)| ,
then, from (10), we deduce that∣∣∣∣∣∣Θy1·t −Θy2·t ∣∣∣∣∣∣
w
≤ K ∣∣∣∣y1· − y2· ∣∣∣∣t ,
∣∣∣∣∣∣Θ¯y1·t − Θ¯y2·t ∣∣∣∣∣∣
w
≤ K¯ ∣∣∣∣y1· − y2· ∣∣∣∣t . (11)
Following Theorem 2 in [2], ΘW· and Θ˜W· are the robust versions of ϑ and, re-
spectively, ϑ¯. More precisely for all t ≥ 0,
ΘW·t = ϑt and Θ¯
W
·
t = ϑ¯t, P -almost surely (12)
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and the null set can be taken to be independent of t since all processes involved are
time-continuous.
The robust representation result also enables us to fix the generating Brownian
path s → Ws (ω) and proceed to approximate the corresponding ϑ¯δt and, implicitly,
ϑ¯t for this fixed, but arbitrary, path s→Ws (ω).
We will replace the generating Brownian path t→Wt (ω) with a smoother one.
For example, we choose a partition of the time interval [0,∞) of the form
0 = t0 < t1 < .... < ti < ...
where ti = iδ, i ≥ 0 and define the following piecewise linear path t→ W δt (ω)
W δt (ω) =Wti (ω) +
Wti+1 (ω)−Wti (ω)
δ
(t− ti) , for t ∈ [ti, ti+1).
Let ϑδt , Θ
W δ
·
t and ϑ¯
δ
t , Θ¯
W δ
·
t . Then, from (11), it follows that,
lim
δ→0
ϑδt = ϑt and lim
δ→0
ϑ¯δt = ϑ¯t,
where the above convergence is in the weak topology onM
(
R
d
)
. Moreover, we have
the following rates of convergence: there exist two constants K = K (̟t (ω) , t) and
K¯ = K¯ (̟t (ω) , t) where ̟t (ω) = sups∈[0,t+δ]max1≤i≤d |W is (ω)| such that∣∣∣∣ϑδt − ϑt∣∣∣∣w ≤ K̟δt (ω) , ∣∣∣∣ϑ¯δt − ϑ¯t∣∣∣∣w ≤ K¯̟δt (ω)
and ̟δt (ω) = maxj=0,[tδ] supt∈[ti,ti+1]max1≤i≤d
∣∣∣W it (ω)−W itj (ω)
∣∣∣. Moreover since
s→Ws (ω) is continuous, we can choose δ = δ (ω, n) , so that ̟δt (ω) ≤ 1n . Hence∣∣∣∣∣∣ϑδ(ω,n)t − ϑt∣∣∣∣∣∣M ≤
∣∣∣∣∣∣ϑδ(ω,n)t − ϑt∣∣∣∣∣∣
w
≤ K√
n
.∣∣∣∣∣∣ϑ¯δ(ω,n)t − ϑ¯t∣∣∣∣∣∣M ≤
∣∣∣∣∣∣ϑ¯δ(ω,n)t − ϑ¯t∣∣∣∣∣∣
w
≤ K¯√
n
.
(13)
In (13), the norm ||·||M. 1 is defined as
||µ||M ,
∞∑
k=0
|µ (ϕk) |
2k‖ϕk‖ , µ ∈M
s
(
R
d
)
, (14)
where ϕ0 = 1 and (ϕk)k>0 are the elements of a dense set M ∈ Cb
(
R
d
)
. This norm
will be used to prove convergence in the next step of the construction.
1Both norms ||·||
w
and .||·||M. induce the weak topology on M
(
R
d
)
.
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It is easy to see that ϑδt satisfies the following linear PDE (written in weak form)
ϑδt (ϕ) = ϑ0(ϕ) +
∫ t
0
ϑδs
(
αδsϕ+ Lsϕ
)
ds (15)
where
αδs = αs −
1
2
m∑
j=1
((
βjs
)2
+ βjs
W iti+1 (ω)−W iti (ω)
δ
)
, s ∈ [ti, ti+1) (16)
whilst ϑ¯δt satisfies the following nonlinear PDE (again, written in weak form)
ϑ¯δt (ϕ) = ϑ¯0(ϕ) +
∫ t
0
ϑ¯δs
(
αδsϕ+ Lsϕ
)− ϑ¯δs (αδs) ϑ¯δs (ϕ) ds (17)
Note that, from (15), ϑδt (1) = exp
(∫ t
0
ϑ¯δs
(
αδs
)
ds
)
(since ϑδ0(1) = 1).
We introduce now additional conditions on the coefficients of the SPDE (1) to
insure it has a unique solution and that the solution has a density with respect to
the Lebesgue measure and its density is strictly positive everywhere.
EU: We will assume that the functions αs, β
j
s , j = 1, ..., m, are bounded (with
a bound independent of s). aijs , i, j = 1, ..., d, b
i
s, i = 1, ..., d are bounded (with a
bound independent of s) and Lipschitz (with a Lipschitz constant independent of s).
We also assume that the operator L is uniformly elliptic. That is there is a constant
b such that for all times s ≥ 0 and vectors ξ = (ξi)di=1 ∈ Rd, we have
〈ξ, asξ〉 ≥ b 〈ξ, ξ〉 ,
where 〈·, ·〉 is the standard inner product on Rd. Further, we will assume that ϑ0 has
finite second moment.
PD:We will assume that ϑ0 is absolutely continuous with respect to the Lebesgue
measure and its density is strictly positive everywhere.
Assuming condition EU ensures that the SPDE (1) (see for example Jie&Kurtz)
and the PDEs (15) and (17) have unique solutions. Further, the system of equations
(7) and, in particular, the SDE satisfied by the processes Xi (which appear in
the asymptotic representation (6) of ϑt ) has a unique solution. In particular this
ensures the existence of a Markov process X = (Xt)t≥0 with infinitesimal generator
L and initial distribution ϑ¯0. Assuming EU+PD guarantees that, for any t ≥ 0 the
distribution of Xt is absolutely continuous with respect to the Lebesgue measure
and its density is strictly positive everywhere.
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Let us note that, from the Feynman-Kacˇ representation (5), ϑt (and hence its
normalized version ϑ¯t) has the same support as the distribution of Xt. Similarly,
ϑδt has the following representation
ϑδt (ϕ) = E
[
ϕ (Xt) exp
(∫ t
0
αδs (Xs) ds
)]
. (18)
So, both ϑδt and ϑ¯
δ
t have the same support as the distribution of Xt, too. It follows
from the above that ϑt, ϑ¯t, ϑ
δ
t and ϑ¯
δ
t are all absolutely continuous with respect to the
Lebesgue measure and their density is strictly positive everywhere. In the following
we will denote by x → ϑ¯t (x) and x → ϑ¯δt (x) the density of ϑ¯t and respectively
ϑ¯δt with respect to the Lebesgue measure.
3 The non-linear process
We introduce next the non-linear SDEs satisfied by the non-linear diffusions X i,δ,
i ≥ 0 appearing in the asymptotic representation (8) of ϑ¯δt . For this we need to
define first the drift coefficient of the non-linear SDE (9). In the following, we fix
the generating Brownian path t→ Wt (ω) . The coefficient αδs obviously depends on
the path, however we will not make the dependence explicit. For this fixed path,
the non-linear diffusions X i,δ will be defined on a new probability space
(
Ω˜, F˜ , P˜
)
.
For arbitrary f ∈ B (Rd) and µ ∈ P (Rd), define fµ ∈ B (Rd) to be the function
fµ , f − µ (f) and let Λµf =
(
Λjµf
)d
j=1
be the vector function
Λµf (x) =
1
ωd
∫
Rd
(y − x) fµ (y)
||x− y||d µ (dy) ,
where ωd is the surface area of the d−dimensional sphere Sd−1. If d = 1, then Λµf
has several equivalent representions representation
Λµf (x) = µ
(
f1[x,∞)
)− µ (f)µ (1[x,∞)) = µ (fµ1[x,∞))
= µ
(
1(−∞,x)
)
µ (f)− µ (f1(−∞,x)) = −µ (fµ1(−∞,x)) (19)
When d = 1 the function Λµf is well defined for arbitrary f ∈ B
(
R
d
)
and µ ∈
P (Rd). This is not the case when d > 2. Let µ ∈ P (Rd) , d ≥ 2 be a probability
measure absolutely continuous with respect to the Lebesgue measure. We say that
µ is a p−good probability measure if its density x → dµ (x) with respect to the
Lebesgue measure is locally bounded and p-integrable, where 1 < p < d. The
following proposition gives a necessary condition which insures that Λµf is well
defined:
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Proposition 1 If µ ∈ P (Rd) , d ≥ 2 is a p-good probability measure, then Λµf is
well defined.
Proof. We need to prove that the function
y −→ y − x||x− y||d (f (y)− µ (f))
is integrable with respect to µ for all x > 0. Let ||f || be the L∞-norm of f and∣∣∣∣∣∣µ|B(x,1)∣∣∣∣∣∣ be the L∞-norm of the function x → dµ (x) restricted to B (x, 1) , the
ball of radius 1 and centre x. Then
1
ωd
∫
Rd
∣∣∣∣∣ yi − xi||x− y||d (f (y)− µ (f))
∣∣∣∣∣µ (dy) ≤
2 ||f ||
∣∣∣∣∣∣µ|B(x,1)∣∣∣∣∣∣
ωd
∫
B(x,1)
1
||x− y||d−1dy
+
∫
B(x,1)c
1
||x− y||d−1µ (dy) , (20)
where B (x, 1)c , Rd\B (x, 1) . By using polar coordinates it is easy to check that
the first integral is equal to ωd and hence it is finite. Using Ho¨lder’s inequality and
polar coordinates, we get that
∫
B(x,1)c
1
||x− y||d−1µ (dy) ≤
(∫
B(x,1)c
1
||x− y||q(d−1)
dy
) 1
q (∫
B(x,1)c
(dµ (y))
p
dy
) 1
p
≤
(
ωd
∫ ∞
1
r−(q−1)(d−1)dr
) 1
q
||µ||p
and since (q − 1) (d− 1) = d−1
p−1 > 1 we get that
∫∞
1
r−(q−1)(d−1)dr is finite. Hence
the second integral on the right hand side of (20) is finite and so Λµf is well defined
and is a bounded function.
We now define the first order differential operators
Lf
µ
ϕ (x) ,
d∑
j=1
Λjµf (x) ∂xjϕ (x) , L¯
f
µ
ϕ (x) ,
Lf
µ
ϕ (x)
dµ (x)
.
In the following, we will denote by ld to be the Lebesgue measure on R
d.
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Proposition 2
i. If ϕ ∈ C1b (R), then
µ (ϕfµ) = l1
(
Lf
µ
ϕ
)
= µ
(
L¯f
µ
ϕ
)
.
ii. If d ≥ 2, ϕ ∈ C1k
(
R
d
)
and µ ∈ P (Rd) , d ≥ 2 is a p-good probability measure
(1 < p < d), then
µ (ϕfµ) = ld
(
Lf
µ
ϕ
)
= µ
(
L¯f
µ
ϕ
)
.
Proof.
i. Using the representation (19) we have that lim|x|→∞Λjµf (x) = 0, hence by inte-
gration by parts∫
R
ϕ (x) fµ (x)µ (dx) =
∫
R
ϕ′Λµf (x) dx =
∫
R
Lf
µ
ϕ (x) dx =
∫
R
L¯f
µ
ϕ (x)µ (dx) .
ii. For ϕ ∈ Ck1
(
R
d
)
the following identity holds true (see, for example, [26] page 12)
ϕ (y) =
1
ωd
∫
Rd
〈y − x,∇ϕ (x)〉
||x− y||d dx.
We will show that the function
(x, y) ∈ Rd × Rd −→ 〈y − x,∇ϕ (x)〉||x− y||d f
µ (y)dµ (y)
is integrable with respect to l2d. Hence by Fubini’s theorem
µ (ϕfµ) =
∫
Rd
ϕ (y) fµ (y)dµ (y) dy
=
∫
Rd
1
ωd
∫
Rd
〈y − x,∇ϕ (x)〉
||x− y||d dxf
µ (y) dµ (y) dy
=
∫
Rd
〈
1
ωd
∫
Rd
(y − x) fµ (y)
||x− y||d dµ (y) dy,∇ϕ (x)
〉
=
∫
Rd
〈Λµf (x) ,∇ϕ (x)〉 =
∫
Rd
Lf
µ
ϕ (x) dx.
First let us observe that∣∣∣∣∣〈y − x,∇ϕ (x)〉||x− y||d fµ (y) dµ (y)
∣∣∣∣∣ ≤ 2 ||f || ||∇ϕ (x)||||x− y||d−1dµ (y) .
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Let now I1 be the following Riesz type operation
I1ψ (y) =
∫
Rd
ψ (x)
||x− y||d−1dx
for ψ ∈ Ck (Rd). Theorem 1.2.1 from [26], page 12, states that I1ψ is q-integrable
for any q such that
1
q
=
1
p′
− 1
d
where 1 < p′ < d.
So I1ψ is q-integrable for any q such that 0 <
1
q
< 1 − 1
d
. Hence I1ψ is q-integrable
for q such that 1
q
= 1− 1
p
. So, by Fubini’s theorem (for non-negative functions) and
Ho¨lder’s inequality,
∫
Rd×Rd
||∇ϕ (x)||
||x− y||d−1dµ (y)dxdy =
∫
Rd
(∫
Rd
||∇ϕ (x)||
||x− y||d−1dx
)
dµ (y) dy
=
∫
Rd
I1ψ (y) dµ (y)dy
≤
(∫
Rd
I1ψ (y)
q
dy
)1
q
(∫
Rd
dµ (y)
p
dy
) 1
p
<∞,
where ψ (x) ≡ ||∇ϕ (x)||. Hence our claim.
We are now ready to define the coefficients b˜s of the equation (9). Let µ be a
probability measure that satisfies the following conditions:
1. µ is absolutely continuous with respect to the Lebesgue measure and its
density x → dµ (x) with respect to the Lebesgue measure is a strictly positive
function in C1b (R
d).
2. If d ≥ 2, then there exists p such that µ is a p−good probability measure.
Then the following coefficients are well defined
(s, µ, x) −→ b˜δs (µ, x) , b (x) +
Λµα
δ
s (x)
dµ (x)
, j = 1, ..., m. (21)
Let X = (Xt)t≥0 be a continuous d−dimensional stochastic process. In the
following we will denote by ϑ˜t the distribution of Xt. We say that X is a good
process if the following three conditions are satisfied:
• ϑ˜t is absolutely continuous with respect to the Lebesgue measure and its den-
sity x→ ϑ˜t (x) is positive for all x ∈ Rd.
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• The function (t, x) ∈ [0,∞]× Rd −→ ϑ˜t (x) is continuous.
• If d ≥ 2, then there exists p such that ϑ˜t is a p−good probability measure for
all t ≥ 0.
We have the following proposition
Proposition 3 Let
(
Ω˜, F˜ , P˜
)
be a probability space on which there exists a good
process X =
(
Xδt
)
t≥0 which satisfies equation (9). That is
Xδt = X
δ
0 +
∫ t
0
b˜δs
(
ϑ˜δs, X
δ
s
)
ds+
∫ t
0
σs
(
Xδs
)
dBs
where the coefficients b˜s are those specified in (21), B = (Bt)t≥0 be a d-dimensional
Brownian motion and Xδ0 has distribution ϑ¯0. Then ϑ˜
δ
t will be equal to ϑ¯
δ
t .
Proof. Let us apply Itoˆ’s formula to the equation (9) for ϕ ∈ C2k
(
R
d
)
. We get that
ϕ
(
Xδt
)
= ϕ
(
Xδ0
)
+
∫ t
0
(
Lsϕ
(
Xδs
)
+ L¯α
δ
s
ϑ˜δs
ϕ
(
Xδs
))
ds+
∫ t
0
d∑
i,j=1
σijs (Xs) ∂xiϕ (Xs) dB
j
s ,
which yields, by taking expectation and applying Proposition 2, that ϑ˜δ satisfies
ϑ˜δt (ϕ) = ϑ˜
δ
0 (ϕ) +
∫ t
0
ϑ˜δs
((
Ls + L¯
αδs
ϑ˜δs
)
ϕ
)
ds
= ϑ˜δ0(ϕ) +
∫ t
0
ϑ˜δs
(
αδsϕ+ Lsϕ
)− ϑ˜δs (αδs) ϑ˜δs (ϕ) ds
So ϑ˜δ satisfied the PDE (17) and, using the uniqueness of the solution of (17), it
follows that ϑ˜δ = ϑ¯δ.
4 Uniqueness of the Solution
In the following we will prove the uniqueness of a solution of (9) in the class of good
of processes as defined in the previous section.
Theorem 4 There exists at most one solution of (9) which is a good process.
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Proof. First, we note that if Xδ =
(
Xδt
)
t≥0 is a solution of (9) then the distribution
of Xδt satisfies (17) and therefore is uniquely determined and equal to ϑ¯
δ
t . Therefore
we only need to justify the uniqueness of the solution of
dX
i,δ
t = b˜
δ
t
(
ϑ¯δt , X
i,δ
t
)
dt+ σt
(
X it
)
dBit, (22)
which is obtained from (9) by replacing ϑ˜δt with ϑ¯
δ
t . Hence (22) is an ordinary SDE
whose coefficients are locally Lipschitz. In particular x→ 1
ϑ¯t(x)
is locally Lipschitz.
Hence, for example by Theorem 3.1 page 164 in [13], there exists a stopping time ζ
such that equation (9) has a unique solution in the interval [0, ζ) and, on the event,
ζ <∞ we have
lim sup
t→ζ
∣∣∣∣Xδt ∣∣∣∣ =∞ .
We want to prove next that the event ζ <∞ has null probability (hence the solution
is unique for all t > 0). To do this, it is enough to show that, for all t > 0 we have∣∣∣∣Xδt ∣∣∣∣ <∞ P−almost surely. This fact implies, by the continuity of the trajectories,
that sup[0,t]
∣∣∣∣Xδs ∣∣∣∣ < ∞ almost surely and hence that ζ ≥ t almost surely. For this
it suffices to prove that
lim
k→∞
P
(∣∣∣∣Xδt ∣∣∣∣ ≥ k) = 0. (23)
We have
P
(∣∣∣∣Xδt ∣∣∣∣ ≥ k) = ϑ˜δt (ϕk) = ϑ¯δt (ϕk) = ϑδt (ϕk)ϑδt (1) ≤
ϑδt (ϕ¯k)
ϑδt (1)
,
where
ϕk (x) , IB(0,k) (x) =
{
1 if ||x|| ≥ k
0 otherwise.
, ϕ¯k (x) ,


1 if ||x|| ≥ k
exp
(
||x||−k
||x||− k
2
)
if k
2
< ||x|| < k
0 ||x|| < k
2
So (23) is implied by
lim
k→∞
ϑδt (ϕ¯k) = 0. (24)
Now since the coefficients of the operator Ls are all uniformly bounded it follows
that ϕ¯k ∈
⋂
s≥0D (Ls) and that limk→∞ sups∈[0,∞) ||Lsϕ¯k|| = 0.For arbitrary T > 0,
define now the function Ψ : [0, T ]→ R+
Ψ (t) = sup
s∈[0,t]
ϑδt (ϕ¯k).
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From (17) one deduces that, for arbitrary T > 0 and t ∈ [0, T ] we have
Ψ (t) ≤ ϑ¯0(ϕ¯k) + sup
s∈[0,T ]
||Lsϕ¯k||
∫ T
0
ϑδs (1) ds+K
δ
T,α,β,ω
∫ t
0
Ψ (s) ds,
where
KδT,α,β,ω = sup
s∈[0,T ]
||αs||
+
1
2
m∑
j=1
( sup
s∈[0,T ]
∣∣∣∣βjs∣∣∣∣2 + 1δ sups∈[0,T ]
∣∣∣∣βjs ∣∣∣∣ max
i=0,1,...[Tδ ]+1
(W jti+1 (ω)−W jti (ω)))
Hence, by Gronwall’s inequality,
sup
s∈[0,t]
ϑδt (ϕ¯k) ≤ eK
δ
T,α,β,ωT
(
ϑ¯0(ϕ¯k) + sup
s∈[0,T ]
||Lsϕ¯k||
∫ T
0
ϑδs (1) ds
)
which implies that
lim
k→∞
sup
s∈[0,t]
ϑδt (ϕ¯k) = 0. (25)
as limk→∞ ϑ¯0(ϕ¯k) = 0. But (25) implies (24), which in turn implies (23) and that
completes the proof of the Theorem.
5 Existence of the Solution
We are now ready to complete the last step of the programme. For this we need to
add one final condition:
ES: Let (s, x) −→ b˜δ,ϑ¯δss (x) be the function defined in (21) where the measure
µ is chosen to be ϑ¯δs. In other words,
b˜δ,ϑ¯
δ
s
s (x) , bs (x) +
Λϑ¯δsα
δ
s (x)
ϑ¯δs (x)
(26)
We will assume that (s, x) −→ b˜δ,ϑ¯δss (x) is globally Lipschitz. More precisely we will
assume that, for any T ≥ 0. there exists a constant KT such that∣∣∣∣∣∣b˜δ,ϑ¯δss (x)− b˜δ,ϑ¯δss (y)∣∣∣∣∣∣ ≤ KT ||x− y|| (27)
for all x, y ∈ Rd and s ∈ [0, T ] .
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Theorem 5 Under the conditions EU+PD+ES, equation (9) has a solution which
is a good process.
Proof. We prove the existence of the solution on an arbitrary time interval [0, T ] . From
(27) and the fact that the function
s ∈ [0, T ] −→ bs (0) +
Λϑ¯δsα
δ
s (0)
ϑ¯δs (0)
is continuous, hence bounded, it follows (for example, by using Theorem 2.9, p. 289,
in [14]) that the equation
dX˜
i,δ
t = b˜
δ,ϑ¯δs
s
(
X˜
i,δ
t
)
dt+ σt
(
X˜ it
)
dBit, (28)
has a (unique) solution whose distribution satisfies the linear PDE
ϑ˜δt (ϕ) = ϑ¯0(ϕ) +
∫ t
0
ϑ˜δs
(
Lsϕ+ L¯
αδs
ϑ¯δs
ϕ
)
ds (29)
which has a unique solution (see ... in [18]). From (15) it follows that ϑ¯δs is a solution
of PDE (29), hence ϑ˜δ and ϑ¯δ,hence X˜ i,δ is in fact a solution of the nonlinear SDE
(9).
Remark 1 If d = 1 and for all s ≥ 0, the density of ϑδs with respect to the Lebesgue
measure has the form
ϑδs (x) = e
−F δs (x), x ∈ R.
where F δs is a differentiable convex function, condition ES is satisfied.
Proof. We have three cases:
1. If dF
δ
s
dx
(x) = 0, then d
dx
(
Λ
ϑδs
αδs(x)
e−F
δ
s (x)
)
=
(
αδs
)µ
(x) which is bounded since αδs is
bounded.
2. If dF
δ
s
dx
(x) > 0, then using the first part of the representation (19) we get
d
dx
(
Λϑδsf (x)
e−F δs (x)
)
=
(
αδs
)µ
(x) +
∫ ∞
x
(
αδs
)µ
(y)
dF δs
dx
(x) eF
δ
s (x)−F δs (y)dy
Since F δs is convex, for y > x we have
F δs (y)− F δs (x)
y − x ≥
dF δs
dx
(x) =⇒ F δs (x)− F δs (y) ≤ (x− y)
dF δs
dx
(x)
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So ∣∣∣∣
∫ ∞
x
(
αδs
)µ
(y)
dF δs
dx
(x) eF
δ
s (x)−F δs (y)dy
∣∣∣∣ ≤ ∣∣∣∣(αδs)µ∣∣∣∣ dF δsdx (x)
∫ ∞
x
e(x−y)
dFδs
dx
(x)dy
≤ ∣∣∣∣(αδs)µ∣∣∣∣
since dF
δ
s
dx
(x)
∫∞
x
e(x−y)
dFδs
dx
(x)dy = 1.
3. If dF
δ
s
dx
(x) < 0,then then using the second part of the representation (19) we get
d
dx
(
Λϑδsf (x)
e−F δs (x)
)
=
(
αδs
)µ
(x)−
∫ x
−∞
(
αδs
)µ
(y)
dF δs
dx
(x) eF
δ
s (x)−F δs (y)dy
and we follow the same steps as in the previous case.
We complete the section by noting that the above construction works with min-
imal changes when (the initial Markov process) ξ is a reflecting boundary diffusion.
In this case, the analysis simplifies considerably if the domain is compact. For ex-
ample, the cumbersome condition ES is replaced by the assumption that ξ has a
density which is bounded away from 0. We will detail the analysis of this case
in a forthcoming paper, together with the description of the associated numerical
algorithm. However, for completeness, we briefly present the results here:
Following the notation and results in [19], assume that ξ is the solution of a
stochastic differential equation with reflection along the normal. In other words, ξ is
the unique solution of the equation
ξt = ξ0 +
∫ t
0
bs (ξs) ds+
∫ t
0
σs (ξs) dBs − kt, (30)
where ξt ∈ B (0,M)2 for all t ≥ 0 and k is a bounded variation process
|k|t =
∫ t
0
1{ξs∈∂B(0,M)}d |k|s , kt =
∫ t
0
ξs
M
d |k|s
For general domains D, k is defined as
|k|t =
∫ t
0
1{ξs∈∂D}d |k|s , kt =
∫ t
0
n (ξs) d |k|s
where n (x) is the unit outward normal to ∂D at x.
Obviously the generator L = (Ls)s≥0 associated to ξ has the form (2) for any
ϕ in C2K (B (0,M)) , the set of twice differentiable functions defined on B (0,M)
2B (0,M) is the ball of center 0 and radius M.
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with compact support. The operator Λµf is well defined for measures µ with
support in B (0,M) absolute continuous with respect to the Lebesgue measure and
with bounded density. The definition of a good process is now slightly simpler: A
continuous process X = (Xt)t≥0 which takes values in B (0,M) is a good process if
the following two conditions are satisfied ( as before, ϑ˜t is the distribution of Xt):
 ϑ˜t is absolutely continuous with respect to the Lebesgue measure and its density
x→ ϑ˜t (x) is positive on B (0,M).
 The function (t, x) ∈ [0,∞]× B (0,M) −→ ϑ˜t (x) is continuous and bounded.
Proposition (3) now becomes:
Proposition 6 Let
(
Ω˜, F˜ , P˜
)
be a probability space on which there exists a good
process Xδ =
(
Xδt
)
t≥0 which satisfies equation
Xδt = X
δ
0 +
∫ t
0
b˜δs
(
ϑ˜δs, X
δ
s
)
ds+
∫ t
0
σs
(
Xδs
)
dBs − kδt (31)
where Xδt ∈ B (0,M) for all t ≥ 0 and kδ is a bounded variation process
∣∣kδ∣∣
t
=
∫ t
0
1{Xδs∈∂B(0,M)}d
∣∣kδ∣∣
s
, kδt =
∫ t
0
Xδs
M
d
∣∣kδ∣∣
s
In (31), the coefficients b˜s are those specified in (21), B = (Bt)t≥0 be a d-dimensional
Brownian motion and Xδ0 has distribution ϑ¯0. Then the distribution of X
δ
t will be
equal to ϑ¯δt .
The uniqueness of the pair
(
Xδ, kδ
)
follows by slight variation of the argument
for the proof of theorem (4). The existence of the pair
(
Xδ, kδ
)
requires the following
simpler condition:
ES’: Assume that, ξ = (ξt)t≥0 , the solution of the SDE (30) is a good process
and that its density ϑ˘t (x) is bounded away from 0. More precisely, for any T > 0 we
have
inf
t∈[0,T ]x∈B(0,M)
ϑ˘t (x) > 0.
Then we have the following result:
Theorem 7 Under the conditions EU+PD+ES’, equation (31) has a unique so-
lution which is a good process.
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The results follows by proving that ES’ implies ES. Since ϑ¯δt has the represen-
tation
ϑ¯δt (ϕ) = E
[
ϕ (ξt) exp
(∫ t
0
αδs (ξs)− ϑ¯δt
(
αδs
)
ds
)]
. (32)
ϑ¯δt is absolutely continuous with respect to the Lebesgue measure, too. Further,
since αδs as defined in (16) is a bounded function on B (0,M), we deduce that there
exists a positive constant ǫ such that
ϑ¯δt (ϕ) ≥ ǫE [ϕ (ξt)] = ǫ
∫
B(0,M)
ϕ (x) ϑ˘t (x) dx
Hence the density of ϑ¯δt is uniformly bounded away from 0. One can also prove that
the density of ϑ¯δt has uniformly bounded first order derivatives. This implies that
the function (s, x) −→ Λϑ¯δsα
δ
s(x)
ϑ¯δs(x)
is globally Lipschitz, hence ES is satisfied.
Remark 2 Numerical methods for equations of type (30) have extensively developed
(see for example [23], [24] and the references therein). We will adapt these schemes
in order to produce a numerical method for solving (31).
6 Rates of convergence and final remarks
It is obvious that, for any ϕ ∈ Cb
(
R
d
)
, we have
E˜
[(
ϑ¯δt (ϕ)− ϑ¯δ,nt (ϕ)
)4]
≤ ||ϕ||
4
n2
so
E˜
[∣∣∣∣∣∣ϑ¯δt − ϑ¯δ,nt ∣∣∣∣∣∣4M
]
≤ 1
n2
.
where the norm ||·||M is defined in (14). From (13), we have that∣∣∣∣∣∣ϑδ(ω,n)t − ϑt∣∣∣∣∣∣M ≤ K√n and
∣∣∣∣∣∣ϑ¯δ(ω,n)t − ϑ¯t∣∣∣∣∣∣M ≤ K¯√n,
hence
E˜
[∣∣∣∣∣∣ϑ¯t − ϑ¯δ(ω,n),nt ∣∣∣∣∣∣4M
]
≤
(
4
√
K¯ + 1
)4
n2
,
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so ϑ¯
δ(ω,n),n
t converges to ϑ¯t P˜ -almost surely. We also have almost sure convergence
if we view ϑ¯
δ(ω,n),n
t and ϑ¯t as processes on the product space (Ω¯, F¯ , P¯ )
(Ω¯, F¯ , P¯ ) = (Ω× Ωˆ,F⊗F , P˜⊗ P˜ )
on which we ‘lift’ the processes ϑ¯
δ(ω,n),n
t and ϑ¯t from the component spaces. Finally,
in introduction we chose the asymptotic representation for ϑt to be
ϑt = lim
n→∞
ant
n
n∑
i=1
δ
X
i,δ(W
·
(ω),n)
t
, (33)
where
ant = exp
(∫ t
0
ϑ¯
δ(ω,n),n
t (αs) ds+
m∑
j=1
∫ t
0
ϑ¯
δ(ω,n),n
t
(
βjs
)
d
(
W δ(ω,n)s
)j
−1
2
m∑
j=1
∫ t
0
ϑ¯
δ(ω,n),n
t
(
βjs
)2
ds
)
(34)
Then each of the terms in the formula (34), i.e.,
∫ t
0
ϑ¯
δ(ω,n),n
t (αs) ds,∫ t
0
ϑ¯
δ(ω,n),n
t (β
j
s) d
(
W
δ(ω,n)
s
)j
and
∫ t
0
ϑ¯
δ(ω,n),n
t (β
j
s)
2
ds converge P¯−almost surely to∫ t
0
ϑ¯t (αs) ds,
∫ t
0
ϑ¯t (β
j
s) dW
j
s and, respectively,
∫ t
0
ϑ¯t (β
j
s)
2
ds, hence ant converges al-
most surely to ϑt (1), so (34) holds true.
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