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Abstract. We introduce a method for transforming low-order tensors
into higher-order tensors and apply it to tensors defined by graphs and
hypergraphs. The transformation proceeds according to a surgery-like
procedure that splits vertices, creates and absorbs virtual edges and in-
serts new vertices and edges. We show that tensor surgery is capable
of preserving the low rank structure of an initial tensor decomposition
and thus allows to prove nontrivial upper bounds on tensor rank, border
rank and asymptotic rank of the final tensors. We illustrate our method
with a number of examples. Tensor surgery on the triangle graph, which
corresponds to the matrix multiplication tensor, leads to nontrivial rank
upper bounds for all odd cycle graphs, which correspond to the tensors
of iterated matrix multiplication. In the asymptotic setting we obtain
upper bounds in terms of the matrix multiplication exponent ω and the
rectangular matrix multiplication parameter α. These bounds are opti-
mal if ω equals two. We also give examples that illustrate that tensor
surgery on general graphs might involve the absorption of virtual hy-
peredges and we provide an example of tensor surgery on a hypergraph.
Besides its relevance in algebraic complexity theory, our work has appli-
cations in quantum information theory and communication complexity.
Keywords. tensor rank, graph tensors, algebraic complexity, matrix
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1. Introduction
This paper introduces a method for proving upper bounds on ten-
sor rank, border rank and asymptotic tensor rank. The method
Birkhäuser
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gives particularly clean results when applied to tensors that are
defined combinatorially. Let us first illustrate the combinatorial
description that we are using and illustrate the method.
1.1. Illustration. The most famous example of a tensor that fits
into our combinatorial framework (and which plays an important
role in this paper) is the two-by-two matrix multiplication tensor,
which is the 3-tensor described by the triangle graph C3
T2
( )
=
∑
i∈{0,1}3
(bi1 ⊗ bi2) ⊗ (bi2 ⊗ bi3) ⊗ (bi3 ⊗ bi1)
∈ (C2 ⊗ C2)⊗3
where {b0, b1} is the standard basis of C2. For a space Cn1⊗· · ·⊗Cnk
of k-tensors we refer to the Cni as the tensor legs. Informally, the
graph–tensor correspondence is as follows: each vertex of the graph
corresponds to a tensor leg and each edge in the graph corresponds
to an index to sum over, shared between tensor legs (see Section 2
for a formal definition). By default we view the above tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another
important example is the so-called rank-two unit 3-tensor, which
corresponds to the hypergraph on three vertices with a single hy-
peredge {1, 2, 3}
T2
( )
=
∑
i∈{0,1}
bi ⊗ bi ⊗ bi ∈ C2 ⊗ C2 ⊗ C2.
In the algebraic complexity theory literature, the two-by-two ma-
trix multiplication tensor is usually denoted by 〈2, 2, 2〉 and the
rank-two unit 3-tensor by 〈2〉. As a final illustrative example con-
sider the complete graph on 4 vertices K4 and the corresponding
4-tensor
T2
( )
=
∑
i∈{0,1}6
(bi1 ⊗ bi2 ⊗ bi3) ⊗ (bi3 ⊗ bi4 ⊗ bi5)
⊗ (bi2 ⊗ bi4 ⊗ bi6) ⊗ (bi1 ⊗ bi5 ⊗ bi6)
∈ (C2 ⊗ C2 ⊗ C2)⊗4.
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Our aim is to prove nontrivial upper bounds on tensor rank,
border rank and asymptotic tensor rank. Let us for now focus on
tensor rank. The tensor rank of a k-tensor in Cn1 ⊗· · ·⊗Cnk is the
smallest number r such that the tensor can be written as a sum of
r simple tensors v1 ⊗ · · · ⊗ vk with vi ∈ Cni . The tensor rank of a
tensor t is denoted by R(t). Since tensor rank is invariant under
the action of the group GLn1 × · · · × GLnk we will identify tensors
that are in the same orbit under this group action.
Going back to our examples, a nontrivial upper bound of seven
on the tensor rank of 〈2, 2, 2〉 was obtained by Strassen by con-
structing an efficient bilinear algorithm for multiplying two-by-two
matrices (Strassen 1969), a breakthrough result in algebraic com-
plexity theory. The second tensor 〈2〉 is the canonical example
of a tensor of rank two. For the third tensor, observe that the
graph contains a triangle, and hence Strassen’s decomposition of
〈2, 2, 2〉 can directly be upgraded to a nontrivial decomposition of
this tensor of size 56. This direct upgrading idea does not work
when a tensor corresponds to a graph without triangles, say the
five-cycle. The method that we will describe below allows us to
prove nontrivial rank upper bounds even for tensors corresponding
to graphs that do not contain triangles.
Tensor surgery goes as follows. The central idea is to transform
a good decomposition of a well-chosen starting tensor into a good
decomposition of a goal tensor. Take a tensor t of which we know
(an upper bound on) the tensor rank (or border rank, or asymp-
totic rank). Then, linearly split up a tensor leg of t into multiple
tensor legs and take the tensor product with another tensor s (“in-
serting s”) to obtain our goal tensor, carefully keeping track of the
increase in rank that this combined operation causes. Combining
our knowledge of the decomposition of t with our knowledge of the
rank increase gives a decomposition of the goal tensor.
We illustrate tensor surgery with the 5-tensor of the five-cycle C5,
(1.1) T2
( )
=
∑
i∈{0,1}5
bi1i2 ⊗ bi2i3 ⊗ bi3i4 ⊗ bi4i5 ⊗ bi5i1
∈ (C2 ⊗ C2)⊗5
where bij := bi ⊗ bj with {b0, b1} the standard basis of C2. The
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defining decomposition (1.1) of T2(C5) has size 32. We can improve
this rank upper bound as follows. Define the linear map φ by
φ : C2 ⊗ C2 → (C2 ⊗ C2)⊗3
u ⊗ v →
∑
j∈{0,1}2
(u⊗ bj1) ⊗ (bj1 ⊗ bj2) ⊗ (bj2 ⊗ v).
Let ψ : (C2 ⊗ C2)⊗3 → (C2 ⊗ C2)⊗5 be the map that applies φ at
the first tensor leg. Then
T2(C5) = ψ(T2(C3)).
For T2(C3) we have a good decomposition, namely Strassen’s de-
composition. Define b+ := b0 + b1 and b– := b0 − b1 in C2. For any
pair of symbols x, y ∈ {0, 1,+, –} define bxy := bx ⊗ by ∈ C2 ⊗ C2.
Strassen’s decomposition is
T2(C3) =
− b–0 ⊗ b0+ ⊗ b11 − b11 ⊗ b–0 ⊗ b0+ − b0+ ⊗ b11 ⊗ b–0
+ b–1 ⊗ b1+ ⊗ b00 + b00 ⊗ b–1 ⊗ b1+ + b1+ ⊗ b00 ⊗ b–1
+ (b00 + b11) ⊗ (b00 + b11) ⊗ (b00 + b11).
Applying the linear map ψ to the decomposition yields
T2(C5) = ψ(T2(C3)) =
− φ(b–0) ⊗ b0+ ⊗ b11 − φ(b11) ⊗ b–0 ⊗ b0+ − φ(b0+) ⊗ b11 ⊗ b–0
+ φ(b–1) ⊗ b1+ ⊗ b00 + φ(b00) ⊗ b–1 ⊗ b1+ + φ(b1+) ⊗ b00 ⊗ b–1
+ φ(b00 + b11) ⊗ (b00 + b11) ⊗ (b00 + b11).
For any x, y ∈ {0, 1,+, –},
φ(bxy) =
∑
j∈{0,1}2
(bx ⊗ bj1) ⊗ (bj1 ⊗ bj2) ⊗ (bj2 ⊗ by),
which has rank 4 as a 3-tensor. We have
φ(b00 + b11) =
∑
i∈{0,1}3
(bi1 ⊗ bi2) ⊗ (bi2 ⊗ bi3) ⊗ (bi3 ⊗ bi1)
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for the remaining term, which equals T2(C3) and thus has rank 7
as a 3-tensor, invoking Strassen’s decomposition for the second
time. Therefore, R(T2(C5)) ≤ 6 · 4 + 1 · 7 = 31. This means
that we have achieved our goal of constructing a nontrivial rank-31
decomposition of the goal tensor T2(C5), smaller than the trivial
decomposition of size 32.
Identifying T2(C3) with the graph C3, we think of ψ as a
“surgery map” that splits a vertex into two vertices and inserts
a new vertex together with two edges. In pictures, the effect of
applying ψ is
 
Splitting a tensor leg possibly increases tensor rank, as is the case
with the term b00 + b11 above. To remind us of this, we like to dec-
orate the picture with a “virtual edge” connecting the cut vertices,
 
The crux is the triangle appearing on the right. This triangle
indicates the worst-case situation where φ(b00 + b11) = T2(C3) has
rank 7. Of course, to get a good decomposition it is important to
also keep track of the best-case situation where φ(bxy) has rank 4.
1.2. Main results. Let G = (V,E) be a graph with vertex set V
and edge set E, and let n be a natural number. Let b1, . . . , bn be
the standard basis of Cn. We define the order-|V | tensor Tn(G) as
Tn(G) :=
∑
i∈[n]E
⊗
v∈V
(⊗
e∈E:
v∈e
bie
)
,
summing over all tuples i indexed by E with entries in the set
[n] := {1, 2, . . . , n}. Let R(Tn(G)) be the tensor rank of the tensor
Tn(G) and let
ω(T2(G)) := lim
n→∞
1
n
log2 R(T2(G)
⊗n) = lim
n→∞
logn R(Tn(G))
be the exponent of T2(G), a measure of the asymptotic behaviour of
the tensor rank of Tn(G). (The limit exists and equals the infimum
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by Fekete’s lemma. The equality follows by relating log2n R(T2n(G))
to logn R(Tn(G)).)
The triangle tensor Tn(C3) is well-studied, because its tensor
rank equals the number of bilinear scalar multiplications required
to multiply two n × n matrices. Moreover the so-called matrix
multiplication exponent
ω := ω(T2(C3))
equals the smallest number β ∈ R such that for any ε > 0 two
n × n matrices can be multiplied with O(nβ+ε) scalar multiplica-
tions and additions. A priori, 2 ≤ ω ≤ 3. As mentioned above,
Strassen showed that R(T2(C3)) ≤ 7 by constructing an efficient
bilinear algorithm for multiplying two-by-two matrices, thereby
showing that ω ≤ log2 7. The rank upper bound was later proven
to be tight by Winograd (1971). Since Strassen’s breakthrough,
much effort has been put into obtaining better bounds on ω, the
state of the art being 2 ≤ ω < 2.3728639 (Le Gall 2014). Pro-
posed approaches towards obtaining lower bounds on the rank of
Tn(C3) and ω include Strassen’s asymptotic spectra (Strassen 1988,
1991), the geometric complexity theory programme (Bürgisser &
Ikenmeyer 2011; Strassen 2005) and Young flattenings (Landsberg
& Ottaviani 2013, 2015; Strassen 1983). The recent best upper
bounds on ω have been obtained by extending a construction of
Coppersmith & Winograd (1990). It was shown however that this
type of extension cannot prove an upper bound on ω below 2.3078
(Ambainis et al. 2015). Recently, good upper bounds (not the best)
have been obtained by a group-theoretic approach which does not
fall under this type of extensions (Cohn & Umans 2012).
In this paper we go into unexplored terrain by studying the
tensor rank and exponent of larger cycle tensors. Our first result
is that, for any odd k, the tensor of the k-cycle has a nontrivial
tensor rank.1
Theorem. Let k be odd. Then R(T2(Ck)) ≤ 2k − 1.
1For even k, we trivially have R(T2(Ck)) = 2k, while for odd k, we trivially
have 2k−1 ≤ R(T2(Ck)) ≤ 2k, see Section 2.
cc (2018) Tensor surgery and tensor rank 7
This was previously only known for odd k ≤ 5 (Buhrman et al.
2017). Let ωk := ω(T2(Ck)). We prove a relationship between the
exponents of odd cycles.
Theorem. Let k,  be odd. Then ωk+−1 ≤ ωk + ω.
We moreover prove an upper bound on the exponent of odd cycles
in terms of the dual exponent of matrix multiplication α, which we
will define in Section 2.
Theorem. Let k be odd. Then
ωk ≤ k − α
(
1 +
1 − α
k − 1 + α
)
≤ k − α.
In particular, since 0.3029805 < α ≤ 1, the exponent ωk is bounded
away from k by a constant.
Our results on the exponent of odd cycles are optimal in the
sense that if ω = 2, then ωk = k − 1 for all odd k. For tensor rank,
many open problems remain. As a concrete example, we do not
know the value of R(T2(C5)). We know that it is at least 25 and
at most 31 (see Remark 3.2).
Besides looking at graphs, we will in this paper explore tensor
surgery on hypergraphs, where one splits up a tensor leg into mul-
tiple tensor legs and instead of a graph inserts a hypergraph. We
derive a number of results on the asymptotic rank similar to the
ones on cycles graphs.
As the main results indicate, tensor surgery works well for
sparse graphs. In a subsequent paper, with an entirely different
method, we have obtained nontrivial upper bounds on the expo-
nent of dense graphs (Christandl et al. 2016) (which in turn can be
used again as starting tensors for the tensor surgery put forward
in this work). The common theme of that paper and the current
paper is the following open problem that generalizes the problem
of computing the matrix multiplication exponent ω.
Problem 1.2. Let G be a graph. What is the value of ω(T2(G))?
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1.3. Connections to other work. Tensor rank has been stud-
ied in various fields other than algebraic complexity theory: in al-
gebraic statistics (Pachter & Sturmfels 2005), in signal processing
(Comon & Mourrain 1996), in algebraic geometry in the context of
rth secant varieties of Segre varieties (Landsberg 2012), in quantum
information theory as a monotone for stochastic local operations
and classical communication (SLOCC) (Chen et al. 2010; Vrana
& Christandl 2015), and in communication complexity (Buhrman
et al. 2017; Draisma et al. 2011) to characterize the complexity of
communication problems, to name a few.
The tensor rank of graph tensors in particular has the following
applications. In quantum information language, for any graph G
the tensor Tn(G) is the (unnormalized) quantum state obtained by
identifying the vertices of G with quantum systems and letting each
edge of the graph correspond to a dimension-n Einstein–Podolsky–
Rosen (EPR) pair shared among the vertices contained in the edge.
For example, if G contains just a single edge, then Tn(G) is the
EPR pair
∑n
i=1 bi ⊗ bi. The notion of a graph tensor naturally
extends to hypergraphs. For any hypergraph H consisting of a
single edge {1, 2, . . . , k}, the tensor Tn(H) is the (unnormalized)
Greenberger–Horne–Zeilinger (GHZ) state
∑n
i=1 |i〉⊗k of rank n and
order k. Let G be a graph on k vertices. The tensor rank R(Tn(G))
is the smallest number r such that Tr(H) can be transformed into
Tn(G) under stochastic local operations and classical communica-
tion (SLOCC). The exponent ω(T2(G)) is the smallest real number
β such that 	β + o(n)
 copies of T2(H) can be transformed into n
copies of T2(G) by SLOCC, when n goes to infinity.
In communication complexity, a notion related to tensor rank
called support rank characterizes the so-called nondeterministic
quantum communication complexity with quantum broadcast com-
munication of any boolean function (Buhrman et al. 2017). Graph
tensors correspond to the graphwise equality problem, so our up-
per bounds can be interpreted as upper bounds on the complexity
of certain graphwise equality problems. Surprisingly, there is an
implication in the other direction, namely upper bounds on the
support rank of Tn(C3) imply slightly worse upper bounds on the
tensor rank of Tn(C3). More precisely, one can define a support
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rank exponent ωs analogous to the exponent ω and then the in-
equality ω ≤ 3
2
ωs − 1 holds (Cohn & Umans 2012). This tightly
connects the study of asymptotic rank to communication complex-
ity and in part motivated the present work. In (Buhrman et al.
2017), an explicit size-31 decomposition of T2(C5) was found with
computer assistance and nontrivial asymptotic upper bounds were
given for all odd k. More precisely, Strassen’s laser method com-
bined with the distillation result of Vrana & Christandl (2017) (see
Equation (2.3) in this paper) was used to get the upper bound
ω(T2(Ck)) ≤ minq≥2 logq((q + 1)k/4). This bound converges to k
when k goes to infinity. The present paper thus answers in the pos-
itive the open question of whether ωk is uniformly bounded away
from k.
1.4. Outline of the paper. We will begin by discussing some
preliminaries in Section 2. In Section 3 we prove rank upper bounds
and exponent upper bounds for odd cycles. In Section 4 we explore
the more general hypergraph variant of tensor surgery.
2. Preliminaries
After a formal definition of graph tensors, this section discusses ba-
sic notions and results around tensor rank, border rank and asymp-
totic rank. The sections concludes with a discussion of the lower
bounds methods of flattening and Young flattening.
2.1. Graph tensors. All our vector spaces will be complex finite-
dimensional vector spaces. However, the ideas in this paper will
work over any field. Let G = (V,E) be a graph and let n be a
natural number. Let b1, . . . , bn be the standard basis of Cn. We
define the |V |-tensor Tn(G) as
Tn(G) :=
∑
i∈[n]E
⊗
v∈V
(⊗
e∈E:
v∈e
bie
)
,
where the sum is over all tuples i indexed by E with entries in
the set [n] := {1, 2, . . . , n}. Equivalently, we can define Tn(G) as
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follows:
Tn(G) =
⊗
e∈E
∑
i∈[n]
(bi ⊗ bi)e ⊗ (1 ⊗ · · · ⊗ 1)V \e.
Here the subscripts e and V \ {e} in a summand indicate that
the tensor legs of the summand are permuted by (1, e1)(2, e2), and
the large tensor product is a tensor product of |V |-tensors. We
write T for T2. We can safely ignore the fact that this tensor
depends on the choice of order of the edges and vertices, since
the tensor rank does not depend on this order, and we identify
tensors that are equivalent up to local GL-action. This definition
directly extends to hypergraphs. These tensors were studied in
Vrana & Christandl (2015, 2017) with the notation GHZGn = Tn(G).
Note that T2(G)⊗k = T2(G∪k) = T2k(G) where G∪k denotes the
multigraph obtained from G by taking the union of k copies of G
on the same vertex set.
2.2. Tensor rank and exponent. The tensor rank of a k-tensor
in Cn1 ⊗· · ·⊗Cnk is the smallest number r such that the tensor can
be written as a sum of r simple tensors v1 ⊗ · · · ⊗ vk with vi ∈ Cni .
The tensor rank of a tensor t is denoted by R(t). When k equals 2,
tensor rank is the same as matrix rank and is thus efficiently com-
putable. When k is at least 3, however, deciding tensor rank is
NP-hard (Håstad 1990), see also Shitov (2016) and Schaefer & Ste-
fankovic (2016) for recent developments. The border rank of t is
the smallest number r such that t can be approximated by tensors
of rank at most r in the Euclidean topology. We denote border
rank by R(t). We refer to Bürgisser et al. (1997) and Landsberg
(2012) for an introduction to tensor rank and border rank. We
mention in particular that there is an algebraic version of border
rank which is also defined over finite fields.
For two k-tensors s ∈ U1 ⊗ · · · ⊗ Uk and t ∈ V1 ⊗ · · · ⊗ Vk
we say s restricts to t, and write s ≥ t, if there exist linear maps
Ai : Ui → Vi such that (A1 ⊗· · ·⊗Ak)s = t. Define the asymptotic
conversion rate from s to t as
ω(s, t) := lim
n→∞
1
n
min{m ∈ N | s⊗m ≥ t⊗n}.
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The minimum of the empty set is defined to be ∞. The limit exists
and equals the supremum over n, see Lemma 1.1 in Strassen (1988).
Let [k] denote the hypergraph with vertex set [k] and a single edge
containing all vertices. We define the rank-n unit k-tensor Tn(k)
as
Tn(k) := Tn([k]) =
∑
i∈[n]
b⊗ki .
(So, T2(3) = 〈2〉.) The asymptotic log-rank or exponent of a ten-
sor t is defined as the limit
(2.1) ω(t) := ω(T(k), t) = lim
n→∞
1
n
min{m ∈ N | 2m ≥ R(t⊗n)}.
The parameter ω(t) thus measures how many copies of T(k) are
asymptotically needed to create a copy of t by restriction. On
the other hand, the parameter ω(s,T(k))−1 measures how many
copies of T(k) can asymptotically be created from one copy of s by
restriction. We call this the subexponent of s.
For any k ∈ N, let Ck be the cycle graph with vertex set [k]
and edge set {{1, 2}, {2, 3}, . . . , {k, 1}}. A well-known result is
that, asymptotically, two copies of T(3) can be obtained from the
triangle tensor (Strassen 1987):
ω(T(C3),T(3))
−1 = 2.(2.2)
It was recently shown that this distillation rate holds for all cycles
(Vrana & Christandl 2017), that is,
ω(T(Ck),T(k))
−1 = 2 for any k.(2.3)
See Vrana & Christandl (2015) and Vrana & Christandl (2017) for
general properties of ω(s, t). It is an open problem in algebraic
complexity theory to compute the exponent of matrix multiplica-
tion ω = ω(〈2, 2, 2〉) = ω(T(C3)). The currently best bounds on
this number are 2 ≤ ω < 2.3728639 (Le Gall 2014). Rather than
improving the bounds on ω, we will in this paper focus on bounding
ω(T(Ck)) for k > 3.
We will use the following characterizations of the exponent and
subexponent, which are straightforward generalizations of results
by Strassen (1988).
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Lemma 2.4. For any tensor t, ω(t) = limN→∞ 1N log2 R(t
⊗N).
Lemma 2.5. Let G be a graph on k vertices. Then,
ω(T(G)) = inf{β ∈ R | R(Tn(G)) = O(nβ)}
= inf{β ∈ R | Tn(G) ≤ TO(nβ)(k)}.
For any n ∈ N, ω(T(G)) ≤ logn R(Tn(G)).
Lemma 2.6. Let G be a graph on k vertices. Then,
ω(T(G),T(k))−1 = sup{β ∈ R | Tn(G) ≥ TΩ(nβ)(k)}.
For n1, n2, n3 ∈ N, the matrix multiplication tensor 〈n1, n2, n3〉
is defined as
〈n1, n2, n3〉 :=
∑
i∈[n1]×[n2]×[n3]
(bi1 ⊗ bi2) ⊗ (bi2 ⊗ bi3) ⊗ (bi3 ⊗ bi1)
∈ (Cn1 ⊗ Cn2) ⊗ (Cn2 ⊗ Cn3) ⊗ (Cn3 ⊗ Cn1).
So 〈n, n, n〉 equals Tn(C3), and 〈n1, n2, n3〉 may be thought of as
the tensor corresponding to a triangle with edges “weighted” by
n1, n2, n3. For any real numbers γ1, γ2, γ3 ≥ 0, define
(2.7) ω(γ1, γ2, γ3) :=
inf{β ∈ R | R(〈nγ1, nγ2, nγ3〉) = O(nβ)}.
By Lemma 2.5, the definition of ω(γ1, γ2, γ3) in (2.7) agrees with
the definition of ω in (2.1) in the sense that ω(〈2, 2, 2〉) = ω(1, 1, 1).
Define the dual exponent of matrix multiplication α by
(2.8) α := sup{γ ∈ R | ω(1, 1, γ) = 2}.
The currently best bounds on this number are 0.3029805 < α ≤ 1
(Le Gall 2012). The number ω equals 2 if and only if α equals 1.
The dual exponent α will turn out to be useful in combination with
tensor surgery.
We will use the following straightforward property of ω(γ1, γ2, γ3).
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Lemma 2.9. Let γ1, γ2, γ3, δ ≥ 0 be real numbers. Then
ω(δγ1, δγ2, δγ3) = δ ω(γ1, γ2, γ3).
Proof. Suppose ω(γ1, γ2, γ3) < β. Then by definition
R(〈nγ1, nγ2, nγ3〉) = O(nβ)
and thus
R(〈nδγ1, nδγ2, nδγ3〉) ≤ R(〈Nγ1, Nγ2, Nγ3〉) = O(nδβ)
with nδ ≤ N ≤ nδ + 1 an integer. So ω(δγ1, δγ2, δγ3) < δβ. Con-
versely, suppose that ω(δγ1, δγ2, δγ3) < β. Then by definition
R(〈nδγ1, nδγ2, nδγ3〉) = O(nβ)
and thus
R(〈Nγ1, Nγ2, Nγ3〉) ≤ R(〈nδγ1, nδγ2, nδγ3〉) = O(Nβ/δ),
where n is the smallest integer such that N ≤ nδ. So we conclude
ω(γ1, γ2, γ3) < β/δ. 
2.3. Lower bound methods. Let t ∈ Cn1 ⊗ · · · ⊗ Cnk . A flat-
tening of t is a grouping of the tensor legs into two groups as to
obtain a matrix At. The flattening of a simple tensor is a simple
matrix (a rank-1 matrix). Therefore, the rank of the flattening
matrix At is a lower bound for the (border) rank of the tensor t,
R(At) ≤ R(t) ≤ R(t).
Recall that for matrices, rank is multiplicative under taking the
tensor product. Therefore, by Lemma 2.4,
log2 R(At) = ω(At) ≤ ω(t).
Let G = (V,E) be a graph. A cut of G is a partition of V into
two disjoint sets. The size of a cut is the number of edges crossing
the cut. A maximum cut is a cut of maximum size. Let f(G)
denote the size of a maximum cut of G. Let V = V1 unionsq V2 be a cut
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of G of maximum size f(G). Flattening the tensor Tn(G) along
the cut yields the matrix
A =
∑
i∈[n]E
(⊗
u∈V1
(⊗
e∈E:
u∈e
bie
))
⊗
(⊗
v∈V2
(⊗
e∈E:
v∈e
bie
))
.
The rank of A equals nf(G). Therefore
(2.10) nf(G) = R(A) ≤ R(Tn(G)) ≤ R(Tn(G)),
In (2.10), taking n = 2 and taking the logarithm log2, yields the
following inequalities of graph parameters,
(2.11) f(G) ≤ ω(T(G)) ≤ log2 R(T(G)) ≤ |E(G)|.
For bipartite graphs, each inequality in (2.11) is an equality. For
odd cycles we get the flattening lower bounds nk−1 ≤ R(Tn(Ck))
and k − 1 ≤ ω(T2(Ck)). There exist more sophisticated flattenings
called Young flattenings (Landsberg & Ottaviani 2015), which in
our language correspond to a sophisticated splitting of a vertex
before flattening. Young flattenings were used in Buhrman et al.
(2017) to show that the flattening lower bound on the border rank
of Tn(Ck) is not tight for odd k. However, we do not know of a
Young flattening that improves the asymptotic maximum cut lower
bound f(G) ≤ ω(T(G)).
3. Tensor surgery on cycles
In this section we will prove upper bounds on the tensor rank and
exponent of cycle tensors using tensor surgery.
3.1. Tensor rank. Let t = t1 ⊗ · · · ⊗ tk be a simple k-tensor
in
⊗k
j=1(C
aj ⊗ Cbj). Then, for any j, we define the local rank
R
C
aj ⊗Cbj (t
j) of tj to be the rank of tj as an element of Caj ⊗ Cbj .
Theorem 3.1. For any odd number k ≥ 3, the tensor rank of the
tensor corresponding to the cycle graph Ck is upper bounded by
R(T(Ck)) ≤ 2k − 1.
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Moreover, T(Ck) has a decomposition that consists of 2k −2 simple
summands whose first tensor leg has local rank 1 and one simple
summand whose first tensor leg has local rank 2.
Proof. We prove the statement by induction on odd k ≥ 3.
If k = 3, then with notation as in the introduction, Strassen’s
decompositions is
T(C3) = − b–0 ⊗ b0+ ⊗ b11 − b11 ⊗ b–0 ⊗ b0+ − b0+ ⊗ b11 ⊗ b–0
+ b–1 ⊗ b1+ ⊗ b00 + b00 ⊗ b–1 ⊗ b1+ + b1+ ⊗ b00 ⊗ b–1
+ (b00 + b11) ⊗ (b00 + b11) ⊗ (b00 + b11),
so the statement of the theorem holds. Assume that the statement
holds for k = . This means that T(C) =
∑2−1
i=1 t
1
i ⊗ · · · ⊗ ti for
some tji ∈ C2 ⊗ C2 such that
#{i | RC2⊗C2(t1i ) = 1} = 2 − 2 and #{i | RC2⊗C2(t1i ) = 2} = 1.
Define the linear map φ by
φ : C2 ⊗ C2 → (C2 ⊗ C2)⊗3
u ⊗ v →
∑
j∈{0,1}2
(u⊗ bj1) ⊗ (bj1 ⊗ bj2) ⊗ (bj2 ⊗ v).
Let ψ : (C2 ⊗C2)⊗ → (C2 ⊗C2)⊗+2 be the map that applies φ at
the first tensor leg. Then
T(C+2) = ψ(T(C)) =
2−1∑
i=1
φ(t1i ) ⊗ t2i ⊗ · · · ⊗ ti .
If RC2⊗C2(t1i ) = 1, then φ(t1i ) has a decomposition of size 4 such
that for every simple summand the first tensor leg has local rank
1. If RC2⊗C2(t1i ) = 2, then φ(t1i ) ∼= T(C3) has a decomposition
of size 7 such that for six simple summands the first tensor leg
has local rank 1, while for one simple summand the first tensor
leg has local rank 2. We conclude that T(C+2) has rank at most
(2 −2)4+1 ·7 = 2+2 −1. Moreover, T(C+2) has a decomposition
that consists of 2+2 − 2 simple summands whose first tensor leg
has local rank 1 and one simple summand whose first tensor leg
has local rank 2. We conclude that the statement of the theorem
holds for k =  + 2. 
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Remark 3.2. Before moving on, let us say something about lower
bounds on the tensor rank R(T(Ck)). For any k, instead of flat-
tening T(Ck) to a matrix, we can flatten T(Ck) to the 3-tensor
〈2, 2, 2k−2〉. As mentioned in Buhrman et al. (2017), by taking a
Young flattening of the latter, we get the lower bound
2k − 2k−2 + 1 ≤ R(T(Ck)).
Applying the rank lower bound R(〈n, n,m〉) ≥ 2mn + 2n − m − 2
for m ≥ n ≥ 3 of Bläser (2003) to 〈2, 2, 2k−2〉 gives
(3.3) 2k − 2k−2 + 2 ≤ R(T(Ck)).
For the triangle graph, Strassen already showed that R(T(C3)) ≤ 7
(Strassen 1969) and Winograd showed that R(T(C3)) ≥ 7 (Wino-
grad 1971). Only quite recently Landsberg showed that also
R(T(C3)) ≥ 7 (Landsberg 2006). For the next smallest interesting
case T(C5), Theorem 3.1 brings the rank and border rank in the
following ranges:
24 ≤ R(T(C5)) ≤ 31,
25 ≤ R(T(C5)) ≤ 31.
Remark 3.4. We mention that the decomposition of T(C5) given
by the proof of Theorem 3.1 is different from the decomposition
given in Buhrman et al. (2017) in the sense of De Groote’s work
(de Groote 1978), that is, the decompositions can not be trans-
formed into each other by sandwiching and cyclic permutation.
This is because the local ranks of the summands are incompatible.
In general, with tensor surgery we can transform decomposi-
tions of matrix multiplication tensors 〈n1, n2, n3〉 to decompositions
of Tn(Ck). We will illustrate this with T4(C5). We make use of the
bounds R(〈4, 4, 2〉) ≤ 26, R(〈4, 4, 4〉) ≤ 49 and R(〈4, 4, 2〉) ≤ 24,
R(〈4, 4, 4〉) ≤ 46, see Hopcroft & Kerr (1971); Smirnov (2013).
First note that R(T4(C5)) ≤ R(T2(C5))2 ≤ 312.
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Proposition 3.5. R(T4(C5)) ≤ 937 < 312 and R(T4(C5)) ≤ 910.
Proof. Let φ be the linear map C4⊗C4 → (C4⊗C4)⊗3 defined on
simple tensors by u⊗v → ∑j∈[4]2(u⊗bj1)⊗(bj1⊗bj2)⊗(bj2⊗v), and
let ψ be the linear map (C4⊗C4)⊗3 → (C4⊗C4)⊗5 which applies φ
to the first tensor leg. Then T4(C5) equals ψ(〈4, 4, 4〉). Taking the
tensor square of Strassen’s decomposition gives a decomposition∑49
i=1 t
1
i ⊗ · · · ⊗ tki of 〈4, 4, 4〉 such that
#{i | RC2⊗C2(t1i ) = 1} = 62,
#{i | RC2⊗C2(t1i ) = 2} = 6 + 6,
#{i | RC2⊗C2(t1i ) = 4} = 1.
If RC2⊗C2(t1i ) = 1, then φ(t1i ) has rank 42. If RC2⊗C2(t1i ) = 2, then
φ(t1i )
∼= 〈4, 4, 2〉 has rank at most 26. If RC2⊗C2(t1i ) = 4, then
φ(t1i )
∼= 〈4, 4, 4〉 has rank at most 49. Therefore, applying ψ to the
simple summands t1i ⊗ · · · ⊗ tki gives R(T4(C5)) ≤ 62 · 42 + 12 · 26 +
1 · 49 = 937.
For the border rank, R(〈4, 4, 2〉) ≤ 24 and R(〈4, 4, 4〉) ≤ 46, so
that by the same argument R(T4(C5)) ≤ 62·42+12·24+1·46 = 910.

3.2. Exponent. In view of the lower bound (3.3), our tensor
rank bounds might not look that strong. We will now see, however,
that applying the same techniques in the asymptotic setting yields
optimal bounds, assuming ω = 2. Let ωk := ω(T(Ck)).
Theorem 3.6. For k,  odd, ωk+−1 ≤ ωk + ω.
The idea of the proof is to take the k-cycle Ck, split one vertex
in Ck into two vertices and insert  − 2 new vertices in the graph
together with the appropriate  − 1 edges in order to create the
(k +  − 1)-cycle. In pictures, for k = 5 and  = 3,
 
Next we consider an optimal decomposition of Tn(Ck). Not only
inserting −1 edges comes with a cost, but also splitting the vertex.
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The crucial observation is that the total cost is at most the cost of
creating an -cycle, which is asymptotically ω.
Proof. Let φ be the linear map Cn⊗Cn → (Cn⊗Cn)⊗ defined
on simple tensors by
u ⊗ v →
∑
j∈[n]−1
(u⊗ bj1) ⊗ (bj1 ⊗ bj2) ⊗ · · · ⊗ (bj−1 ⊗ v),
and let ψ be the linear map (Cn ⊗ Cn)⊗k → (Cn ⊗ Cn)⊗k+−1 that
applies φ at the first tensor leg. Then Tn(Ck+−1) = ψ(Tn(Ck)).
Let ε > 0. Then there is a constant cε ∈ N and a decomposition of
Tn(Ck) as a sum of at most cεnωk+ε simple summands (Lemma 2.5).
Consider one simple summand t1 ⊗ · · · ⊗ tk in this decomposition.
We have RCn⊗Cn(t1) ≤ n and hence φ(t1) ≤ Tn(C). The rank of
ψ(t1⊗· · ·⊗tk) is therefore at most dεnω+ε for some constant dε ∈ N.
We conclude that the rank of ψ(Tn(Ck)) is at most cεdεnωk+ω+2ε,
and thus ωk+−1 ≤ ωk + ω (Lemma 2.5). 
Corollary 3.7. Let k ≥ 5 odd. Then, ωk ≤ ωk−2 + ω3 and thus
ωk ≤ k−12 ω.
Corollary 3.8. If ω = 2, then ωk = k − 1 for all odd k.
Remark 3.9. The proofs of Theorem 3.1 and Proposition 3.5 cru-
cially relied on a careful local rank analysis of Strassen’s decompo-
sition and other decompositions of matrix multiplication tensors.
The same technique may be applied in the asymptotic setting to
improve the results of Theorem 3.6, in the following sense. Suppose
one has a specific upper bound for ωk together with information
about the local ranks in the corresponding decomposition of Tn(Ck)
for any n. Then, when applying the surgery map ψ to such a decom-
position, as in the proof of Theorem 3.6, one can use the specific
local rank information instead of using the worst-case upper bound
RCn⊗Cn(t1) ≤ n, and thus obtain an improved asymptotic bound.
cc (2018) Tensor surgery and tensor rank 19
The local rank viewpoint reveals an interesting fact about the
decompositions of cycle tensors, which is also relevant for the asymp-
totic local rank analysis idea. Namely, take the tensor Tn(Ck) and
let ψ be the map that split one of the vertices,
ψ : (Cn ⊗ Cn)⊗k → (Cn ⊗ Cn)⊗k−1 ⊗ Cn ⊗ Cn.
Then ψ(Tn(Ck)) = Tn(Lk) where Lk is the linear graph with k
edges, and hence we have R(ψ(Tn(Ck))) = nk. Therefore, suppose
Tn(Ck) =
∑r
i=1 t
1
i ⊗ · · ·⊗ tki is a decomposition into simple tensors,
then for any j ∈ [k] we have
r∑
i=1
RCn⊗Cn(t
j
i ) ≥ nk.
Let r = nβ and let Tn(Ck) =
∑r
i=1 t
1
i ⊗· · ·⊗ tki be a decomposition.
Then the average local rank at the jth leg is lower bounded by
1
r
r∑
i=1
RCn⊗Cn(t
j
i ) ≥ nk−β,
while maxi∈[r] RCn⊗Cn(tji ) ≤ n. If β is close to k − 1, then the aver-
age local rank is close to the maximum. However, if β is bounded
away from k − 1 then there is a gap between average and maxi-
mum local rank, so that an improvement by local rank analysis as
described above is possible.
The following theorem gives an upper bound on ωk in terms of
the dual exponent of matrix multiplication α.
Theorem 3.10. For any odd k ≥ 3, ωk ≤ k−α
(
1+ 1−α
k−1+α
) ≤ k−α.
The idea of the proof is as follows. Start with the unbalanced
triangle tensor 〈n, n, nα〉. On the graph level, we split a vertex,
and insert a vertex with two edges:
α
 α
α
 α
α
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The crucial observation is that the total cost of splitting a ver-
tex and inserting one vertex with the two appropriate edges is
ω(〈n, n, nα〉) which is 2. Repeating this procedure (k − 1)/2
times yields Tn(Ck) but with edges “weighted” by nα, n, . . . , n re-
spectively, at cost k−1 in the exponent. To get an evenly weighted
Tn(Ck) we symmetrise cyclically.
Proof. Let 0 < γ < α. Let Tn,γ(C) be the cycle tensor with
edges weighted by nγ, n, . . . , n respectively,
Tn,γ(C) =
∑
i∈[nγ	]×[n]×(−1)
(bi1 ⊗ bi2) ⊗ (bi2 ⊗ bi3) ⊗ · · · ⊗ (bi ⊗ bi1).
We will show that R(Tn,γ(Ck)) = O(nk−1+ε) for all ε > 0 by induc-
tion on odd k ≥ 3. For k = 3, the statement is true by definition
of α. Suppose the statement holds for k = . Let φ be the linear
map Cnγ	 ⊗ Cn → (Cnγ	 ⊗ Cn) ⊗ (Cn ⊗ Cn)⊗2 defined on simple
tensors by
u ⊗ v →
∑
j∈[n]2
(u⊗ bj1) ⊗ (bj1 ⊗ bj2) ⊗ (bj2 ⊗ v),
and let ψ be the linear map (Cn
γ	 ⊗Cn)⊗ (Cn ⊗Cn)⊗−2 ⊗ (Cn ⊗
C
nγ	) → (Cnγ	 ⊗Cn)⊗ (Cn ⊗Cn)⊗ ⊗ (Cn ⊗Cnγ	) that applies φ
at the first tensor leg and the identity map elsewhere. Then,
Tn,γ(C+2) = ψ(Tn,γ(C)).
Let ε > 0. There is a constant cε ∈ N and a decomposition
of Tn,γ(C) as a sum of at most cεn(−1)+ε simple summands by
Lemma 2.5. Consider one simple summand t1 ⊗ · · · ⊗ t in this
decomposition. We have RCnγ⊗Cn(t1) ≤ nγ and hence φ(t1) ≤
Tn,γ(C3). The rank of ψ(t1⊗· · ·⊗tk) is therefore at most dεn2+ε for
some constant dε ∈ N. We conclude that the rank of ψ(Tn,γ(C+2))
is at most cεdεn−1+2+2ε = cεdεn+1+2ε, and thus R(Tn,γ(C+2)) =
O(n+1+ε) for any ε > 0.
Symmetrizing Tn,γ(Ck) cyclically gives us a balanced cycle ten-
sor, as follows:
Tnk−1nγ	(Ck) ∼=
⊗
π
π · Tn,γ(Ck),
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where π goes over all powers of the cyclic permutation (12 · · · k),
and π acts by permuting the tensor legs. Let ε > 0 and let γ < α.
Then, by submultiplicativity of tensor rank,
R(Tnk−1nγ	(Ck)) ≤ R(Tn,γ(Ck))k ≤ ckε,γn(k−1+ε)k.
Then, by Lemma 2.5,
ω(T(Ck)) ≤
logn(c
k
ε,γn
(k−1+ε)k)
logn(n
k−1nγ) ≤
logn c
k
ε,γ + (k − 1 + ε)k
k − 1 + γ − o(1) .
Letting n → ∞, ε → 0, γ → α gives
ω(T(Ck)) ≤ k
k − 1 + α(k − 1) = k − α
(
1 +
1 − α
k − 1 + α
)
,
finishing the proof. 
Remark 3.11. We can naturally define ω(γ1, . . . , γk) by extend-
ing the definition in (2.7). An interesting intermediate result in the
above proof of Theorem 3.10 is that for any k ≥ 3 and 0 < γ < α
we have ω(1, 1, . . . , 1, γ) = k − 1. The standard flattening argu-
ment implies that this bound is optimal. Also, the observation in
Remark 3.9 applied to Tn,γ(Ck) implies that the decompositions
achieving the exponent k − 1+ ε must have close to maximal local
ranks, and thus the surgery method cannot be improved by taking
into account local rank information.
Summarizing, the following table contains the best bounds on
the exponent of odd cycles ωk = ω(T(Ck)) for some small odd k.
From k = 11 onwards, Theorem 3.10 gives the best upper bound.
This bound converges to k − α when we let k → ∞.
k ωk References
Lower Upper
3 2 2.3728639 Le Gall (2014)
5 4 4.6031719 Buhrman et al. (2017)
7 6 6.6511249 Buhrman et al. (2017)
9 8 8.6715848 Theorem 3.10
11 10 10.676522 Theorem 3.10
13 12 12.679854 Theorem 3.10
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3.3. Covering and distilling. In some cases, we have another
method for obtaining upper bounds on ω(T(G)) which gives weaker
results than the tensor surgery upper bounds above but which is
conceptually easier. The idea is to cover the graph G with triangles,
which cost ω each and use distillation to remove unwanted edges.
For example, for k = 5, the distillation result (2.3) says that
asymptotically one copy of T(C5) can be restricted to the tensor
product of two copies of T(5) =
∑
i∈{0,1} b
⊗5
i . Covering the com-
plete graph K5 with 10 triangles, gives, with subscripts denoting
tensor leg positions,
Tn3(K5) ∼=
⊗
G⊆K5:
G∼=C3
Tn(C3)V (G) ⊗ (1 ⊗ · · · ⊗ 1)[k]\V (G),
where the tensor product is over subgraphs G of K5 isomorphic
to C3. We can view Tn3(K5) as the tensor product of Tn3(C5) and
a permuted copy of Tn3(C5). Distilling a unit tensor TΩ(n2·3−ε)(5)
from one of these copies (Lemma 2.6) gives
Tn3(C5)
⊕Ω(n2·3−ε) ∼= Tn3(C5) ⊗ TΩ(n2·3−ε)(5) ≤ Tn3(K5).
By the asymptotic sum inequality for cycles (Proposition 27 in
Buhrman et al. (2017)) we obtain ω(T(C5)) ≤ (10ω − 2 · 3)/3
which is at most 5.90955 by Le Gall’s upper bound on ω.
A variation on the above idea is to cover the cycle Ck by un-
balanced triangles with edge-multiplicities (1, 1, α), which cost 2
each, and then distil a k-cycle with multiplicity α. This yields
ω(T(Ck)) ≤ k − α.
4. Tensor surgery on general graphs and
hypergraphs
In this final section we want to illustrate tensor surgery on gen-
eral graphs and hypergraphs. The first example shows that tensor
surgery on a graph might involve absorbing a virtual hyperedge.
The second example is an example of general hypergraph surgery.
We believe that the bounds in this section cannot be obtained by
using only the covering and distilling technique mentioned at the
end of the previous section.
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4.1. The dome tensor. In both examples we use the following
hypergraph tensor, of which we will first establish some properties.
We define domek, to be the following hypergraph on 4 vertices
with multi-edges


k
where k and  denote edge-multiplicities.
Lemma 4.1. We have 3 ≤ ω(T(dome1,1)) ≤ 3ω/2.
Proof. The lower bound 3 ≤ ω(T(dome1,1)) is obtained by
grouping the black vertices together and taking the correspond-
ing flattening of T(dome1,1). For the upper bound, first observe
that the exponent of the tensor T(G) corresponding to the graph
G given by
2 22
is at most 3ω, since T(G) can be obtained by combining three
copies of T(C3). From (2.2) follows ω(T(C3),T(3))−1 = 2. This
means that for any ε > 0 we can restrict Tn(C3) to TΩ(n2−ε)(T (3))
(Lemma 2.6). Applying this observation to the copy of C3 that
forms the base triangle in G gives that for any ε > 0 the ten-
sor TΩ(n2−ε)(dome1,1) has rank O(n3ω+ε). Therefore, ω(T(dome1,1))
equals 3ω. 
Lemma 4.2. ω(T(dome1,4)) = 12.
Proof. The lower bound 3 · 4 ≤ ω(T(dome1,4)) is obtained by
grouping the black vertices together and taking the corresponding
flattening of T(dome1,4). We prove the upper bound by proving
that ω(T(dome1,4)⊗2) ≤ 24. We will do this by following the
strategy of the proof of Lemma 4.1. Recall that ω(〈n, n4, n4〉)
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equals ω(1, 4, 4) = 4ω(1
4
, 1, 1) (Lemma 2.9) and this number equals
4 · 2 = 8, since the dual exponent of matrix multiplication α is at
least 0.3029805 which is strictly more than 1
4
(see (2.8)). There-
fore, the exponent of the tensor T(G) corresponding to the graph
G given by
8 88
is at most 3ω(1, 4, 4) = 24. For any ε > 0 we can restrict Tn(C3)
to TΩ(n2−ε)(3) (Lemma 2.6). So for any ε > 0, TΩ(n2−ε)(dome1,4) has
rank O(n24+ε), which means that the inequality ω(T
(dome1,4)⊗2) ≤ 24 holds (Lemma 2.5). 
4.2. Tensor surgery for graphs with hypergraph insertion.
The aim of the first example is to show how tensor surgery on a
graph may involve the absorption of a virtual hyperedge. Let G
be the multigraph
8
88
1
1 3
4
where the numbers denote edge-multiplicity. Grouping the white
vertices together and grouping the black vertices together shows
that the size of a max-cut is at least 32. Therefore, ω(T(G)) ≥
32. On the other hand, one can cover the 5-cycle on the left at
cost ω5 and the remaining edges at cost 1 each, which implies that
ω(T(G)) ≤ ω(T(C5)) + 28. Therefore, by Theorem 3.6 if ω = 2,
then ω(T(G)) = 32. We will now prove this bound independently
of ω being 2.
Proposition 4.3. ω(T(G)) = 32.
Proof. It remains to show the upper bound. We start off
with the rectangular matrix multiplication tensor 〈n, n4, n4〉 at cost
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ω(1, 4, 4) = 4ω(1
4
, 1, 1) = 8 (by Lemma 2.9 and since 1
4
< α), and,
viewing it as a triangle graph
1
4
4
split up one of the low-dimension vertices into three vertices such
that the resulting tensor corresponds to the following graph:
1
1 3
4
We then insert a new vertex and edges with multiplicity 8 as fol-
lows:
8
88
1
1 3
4
Since the rank of a tensor in Cn ⊗ Cn ⊗ Cn3 is at most n2, the
linear map which splits up the vertex and inserts the new vertex
together with the appropriate edges with multiplicity 8 has cost
at most the cost of creating the tensor corresponding to the hy-
pergraph T(dome1,4)⊗2 of Lemma 4.2. Thus, we have ω(T(G)) ≤
4ω(1
4
, 1, 1) + 2ω(T(dome1,4)) ≤ 4 · 2 + 2 · 12 = 32. 
4.3. Tensor surgery for hypergraphs. In the second example
we will be inserting a hypergraph into a hypergraph. Define H as
the hypergraph
Proposition 4.4. We have 6 ≤ ω(T(H)) ≤ 6ω/2.
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Proof. The lower bound follows from grouping the white ver-
tices together and grouping the black vertices together, and taking
the corresponding flattening. For the upper bound, we start off
with the dome dome1,1
We split one of the vertices in the hyperedge, as follows
and insert the remaining vertices and edges as to obtain the goal
tensor.
We see that the combined cost of splitting the vertex and inserting
the vertices and edges is at most ω(T(dome1,1)) which is at most
3ω/2 (Lemma 4.1). We find ω(T(G)) ≤ 2ω(T(dome1,1)) ≤ 6ω/2.

Of course, by replacing dome1,1 by dome1,4 one can obtain an
exact result like in Proposition 4.3.
One of the reviewers observed the following. The upper bound
of Proposition 4.4 can also be obtained by covering by cycle graphs
and distillation in a way similar to Lem. 4.1: Number the vertices
of H left to right, top to bottom. Combine the 5-cycles 12463,
12765 and 3-cycles 135, 247, then distill 3-cycles 356 and 467 to
obtain hyperedges. The resulting hypergraph is the hypergraph H
doubled.
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