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We present the first direct comparison of numerical simulations of neutron star-black hole and black hole-
black hole mergers in full general relativity. We focus on a configuration with non spinning objects and within
the most likely range of mass ratio for neutron star-black hole systems (q = 6). In this region of the parameter
space, the neutron star is not tidally disrupted prior to merger, and we show that the two types of mergers
appear remarkably similar. The effect of the presence of a neutron star on the gravitational wave signal is not
only undetectable by the next generation of gravitational wave detectors, but also too small to be measured in
the numerical simulations: even the plunge, merger and ringdown signals appear in perfect agreement for both
types of binaries. The characteristics of the post-merger remnants are equally similar, with the masses of the final
black holes agreeing within δMBH < 5× 10−4MBH and their dimensionless spins within δχBH < 10−3. The
rate of periastron advance in the mixed binary agrees with previously published binary black hole results, and
we use the inspiral waveforms to place constraints on the accuracy of our numerical simulations independent of
algorithmic choices made for each type of binary. Overall, our results indicate that non-disrupting neutron star-
black hole mergers are exceptionally well modeled by black hole-black hole mergers, and that given the absence
of mass ejection, accretion disk formation, or differences in the gravitational wave signals, only electromagnetic
precursors could prove the presence of a neutron star in low-spin systems of total mass ∼ 10M⊙, at least
until the advent of gravitational wave detectors with a sensitivity comparable to that of the proposed Einstein
Telescope.
PACS numbers: 04.25.dg, 04.30.Db, 04.40.Dg
I. INTRODUCTION
Mergers of black holes and neutron stars are expected to
be among the main sources of gravitational wave signals de-
tectable by the next generation of gravitational wave detectors
(Advanced LIGO [1], Advanced VIRGO [2], KAGRA [3]), as
well as by proposed ’third generation’ ground based detectors
such as the Einstein Telescope [4]. Being able to associate
a detected gravitational wave signal with a given type of bi-
nary system (binary black holes [BBH], binary neutron stars
[BNS] or neutron star-black hole [NSBH] binary) is an impor-
tant way to gain useful insights into the formation mechanisms
of compact binaries. However, even for the binary parameters
for which the types of objects involved have the largest effects,
this is generally a difficult task. In this paper, we will show
through the first direct comparison of numerical simulations
of NSBH and BBH mergers that for configurations in which
the tidal field of the black hole is not strong enough to disrupt
the neutron star, these two types of mergers are remarkably
similar - so much so that, even numerically, the differences in
the gravitational waveform, orbital evolution, and characteris-
tics of the final remnant cannot be resolved.
The simplest method to associate a gravitational wave event
with a given type of binary relies on the determination of the
mass of the compact objects, as well as the assumption of a
given maximum mass for neutron stars above which all ob-
served objects are expected to be black holes. This works
for objects which are either clearly too light to be black holes
or too heavy to be neutron stars. In the context of the Ad-
vanced LIGO detector, Hannam et al. [5] have recently stud-
ied which ranges of the measured chirp mass (the combina-
tion of the masses of the two objects which is most accurately
measured from the gravitational wave signal) can be unam-
biguously associated with each type of binary. One limitation
of this method, however, is that even if the gravitational wave
signals were strong enough for the individual masses to be
determined with high accuracy, compact objects would still
be determined to be either black holes or neutron stars based
solely on our preconception for the mass range in which neu-
tron stars and black holes exist. It will never allow us to deter-
mine, for example, whether a 2.5M⊙ object is a very massive
neutron star or a very light black hole.
More direct evidence of the presence of a neutron star is
the detection of an electromagnetic counterpart to the gravi-
tational wave signal, either before the disruption of the neu-
tron star (see e.g. [6–8]), after the merger (e.g. gamma-ray
burst, kilonova, see [9, 10] for a review of these electromag-
netic signals and of their detectability), or, for BNS, during
the ejection of relativistic material from the contact layer be-
tween the two stars [11]. The exact conditions under which
premerger signals can be emitted are not, at this point, very
well understood. The other signals could be fairly common in
binary neutron star mergers, although potentially difficult to
detect for most events (gamma-ray bursts are expected to be
2strongly beamed, while isotropic counterparts are likely to be
too faint to be detected for the farthest binaries observable by
Advanced LIGO). For NSBH binaries, recent numerical sim-
ulations have shown that for the most likely black hole masses
(MBH ∼ 7M⊙ − 10M⊙ [12, 13]), the neutron star will only
be disrupted by the tidal field of the black hole for rapidly ro-
tating black holes [14, 15]. For lower mass black holes, tidal
disruption is significantly easier (see [16, 17] for reviews of
numerical simulations of NSBH mergers). Given that post-
merger electromagnetic signals cannot be emitted unless the
neutron star is disrupted during the merger, this poses strong
constraints on the binary parameters for which we can hope to
prove the presence of a neutron star from post-merger electro-
magnetic observations.
Finally, measuring the effect of tides and, for NSBH bi-
naries, of the disruption of the neutron star on the gravita-
tional wave signal can allow us to distinguish black holes
from neutron stars in merging binaries. For BNS, recent stud-
ies [18, 19] suggest that these effects will be measurable for a
significant fraction of the Advanced LIGO events. For NSBH
binaries, this would only be possible for very low mass black
holes [20], or very close events with rapidly rotating black
holes (at most∼ 1% of the Advanced LIGO events with black
hole spin χBH ∼ 0.9 and mass MBH ∼ 10M⊙) [21].
For black holes in the most likely range of masses, tidal
effects during inspiral are expected to be orders of magni-
tude smaller [22]. The effects of the presence of a neutron
star on the plunge, merger, and characteristics of the post-
merger remnant have not, however, been studied in much de-
tail. In terms of waveform analysis, the most complete study
was performed by Lackey et al. [20], where a large num-
ber of neutron star-black hole waveforms (all for black hole
masses MBH ≤ 7M⊙) was presented and compared with an-
alytical approximations to black hole-black hole waveforms.
Their results provide us with remarkable predictions for the
effects of the equation of state of the neutron star on the grav-
itational wave signal emitted by low mass neutron star-black
hole mergers, and their detectability by Advanced LIGO and
the Einstein Telescope. As for the expected characteristics of
the final black hole, a fit to the results of numerical simulations
was recently proposed by Pannarale [23]. In both cases, the
results resolve the effects of the presence of a neutron star in
the regimes in which these effects are the largest (low mass or
rapidly spinning black holes). The various analytical approxi-
mations used to cover the parameter space efficiently (numer-
ical fits, use of approximate analytical waveforms) however
dominate the error in the regime of low-spin black holes in
the most realistic mass range (and, in the case of [20], the
Fisher matrix analysis applied to the waveforms breaks down
when estimating errors in the determination of the neutron star
radius for high mass ratio systems, as discussed in Sec. IV D).
In this paper, we provide the first direct comparison be-
tween numerical simulations of NSBH and BBH mergers, and
investigate in more detail the effect of the presence of a neu-
tron star during a merger with a nonspinning black hole of
mass MBH = 6MNS ∼ 8M⊙. We show that, in every ob-
servable quantity that we considered, the two simulations are
in remarkable agreement, to very high accuracy. In particu-
lar, the periastron advance, merger waveform and post-merger
characteristics of the system are shown to be impossible to dis-
tinguish within the errors of the numerical simulations (and,
a fortiori, identical as far as gravitational wave detectors are
concerned). Even for third generation gravitational wave de-
tectors, the presence of a neutron star would influence the
gravitational waveform mainly through a tiny phase shift ac-
cumulated during the inspiral, while the merger and ringdown
would provide almost no additional information.
We also use these simulations to obtain a verification of
the accuracy of our code during inspiral, independent of the
different algorithmic choices (gauge, grid setup,...) made in
NSBH and BBH simulations. The inspiral waveforms at our
highest numerical resolution agree within a phase accuracy
δφ <∼ 0.1 rad, lower than the expected numerical errors (and
significantly larger than the dephasing due to tides within the
neutron star). Our results also show that the rate of periastron
advance in NSBH simulations is compatible with previously
published results for BBH systems [24], and we verify that
tidal effects in the neutron star are locally resolved and evolve
as expected with the binary separation.
II. NUMERICAL SETUP
We simulate BBH and NSBH binaries using the SpEC
code, developed by the SXS collaboration [25]. We use a first-
order [26] generalized harmonic formulation of Einstein’s
equations [26–29] that are evolved with a multi-domain pseu-
dospectral method. The evolution region is divided into “sub-
domains” whose geometry (and spectral basis) is adapted to
the expected symmetries of the system in each region (spheres
close to the central objects and at large distance from the bi-
nary, distorted cubes and cylinders elsewhere). For NSBH
mergers, the general relativistic equations of hydrodynamics
are evolved in conservative form on a separate finite difference
grid, using high resolution shock-capturing methods [30]. A
more detailed description of the numerical methods used for
recent evolutions of NSBH binaries with the SpEC code and
of the grid structure used for the evolution of Einstein’s equa-
tions can be found in Foucart et al. [21].
All simulations presented in this paper consider binaries
of mass ratio q = 6. Both objects are initially nonspin-
ning. The BBH results were first published as part of a se-
ries of nonspinning BBH simulations by Buchman et al. [31],
where more details can be found on the numerical setup used.
The case considered here covers 43 gravitational wave cycles
(measured up to the peak of the dominant mode of the grav-
itational waveform, h22) at very low eccentricity (initially,
e = 4 × 10−5). The NSBH results are presented here for
the first time. Although they represent the longest simulation
of a NSBH merger published so far, they are still significantly
shorter than their BBH counterparts (25 cycles), and have a
higher eccentricity (e < 0.005, see Sec. III for a discussion of
the eccentricity). The neutron star fluid is modeled by a Γ-law
3equation of state
P = κρΓ0 + ρ0T (1)
ǫ =
1
Γ− 1
P
ρ0
(2)
where P is the pressure, ǫ the internal energy, ρ0 the baryon
density and T a quantity related to the temperature of the gas
(i.e. ρ0T is the thermal pressure). We choose Γ = 2 and
κ = 92.12, which for a star of gravitational mass MNS =
1.4M⊙ leads to a compactness CNS = MNS/RNS = 0.156
(i.e. RNS = 13.3 km) 1. This radius is at the upper end of
the current estimates for neutron star radii [32, 33]. We gen-
erate constraint satisfying initial data using a spectral ellip-
tic solver [34], solving for a quasi-equilibrium state through
the iterative procedure described in Foucart et al. [35]. Low-
eccentricity orbits are obtained by evolving the binary for∼ 3
orbits, and using the measured eccentricity of the simulation
to obtain an improved guess for the initial orbital and radial
velocity of the binary, as described in Pfeiffer et al. [36].
One of these intermediate simulations (with e ∼ 0.024) was
evolved for ∼ 8 orbits to allow us to measure the advance of
the periastron (as this measurement cannot be made accurately
on a low-eccentricity binary).
We run the NSBH inspirals at 3 different fixed resolutions
(spectral resolution N1/3sp = 57, 64, 72, and finite difference
resolution N1/3fd = 100, 120, 140). Additionally, we run a 4th
simulation using an adaptive choice of the spectral resolution,
where the number of basis functions over which we expand
the solution in each of the “subdomains” forming our numer-
ical grid is chosen adaptively, so that the truncation error of
the spectral expansions of the metric components and of their
spatial derivatives are below 2× 10−6 close to the black hole
and neutron star, and 2 × 10−4 far away from the compact
objects. This offers significantly higher accuracy through-
out the inspiral, at a lower cost (N1/3sp ∼ 63 during most of
the evolution, with a peak at N1/3sp = 73 during the relax-
ation of the initial data). This additional simulation was per-
formed to test that some unphysical effects visible at early
times in the other simulations (see Sec. III) converged away
when the spectral resolution was high enough (this simulation
also usedN1/3fd = 100 on the finite difference grid, as our tests
show that, for this configuration, the finite difference resolu-
tion does not significantly influence the inspiral results). The
adaptive choice of the spectral resolution is also used for all 4
simulations during the plunge/merger phases, with truncation
error of 10−4, 7× 10−5, 5× 10−5 for the runs using fixed res-
olution during the inspiral, and 10−4 for the simulation which
used the adaptive method from the beginning of the simulation
2
.
1 Throughout this article, we use the convention G = c = 1, unless units
are explicitly mentioned.
2 The merger in this case was only performed to extract the gravitational
waveform at large radii. Given the spectral and finite difference resolutions
used during merger, the post-merger results obtained from this simulation
It is also worth noting that different gauges have been used
for each type of simulation. In the generalized harmonic for-
mulation of Einstein’s equations, the coordinates xb evolve
according to
gab∇c∇cxb = Ha(x, gab) (3)
where gab is the spacetime metric, and theHa are freely speci-
fiable functions of both the coordinates and the metric. In the
three “fixed resolution” runs, we fixed Ha to its initial value
in the coordinate frame comoving with the binary. For the
last simulation (‘adaptive’ run) and the BBH simulations, we
used the harmonic gauge Ha = 0, with a smooth transition
of Ha from its initial value over a short damping timescale
tdamp = 50M at the beginning of the simulation (where
M is the total mass of the system). Numerical tests on the
early part of the evolution of NSBH binaries have shown that
the harmonic gauge performs slightly better than the frozen
gauge, although that change makes a significantly smaller
difference than the use of the adaptive grid resolution. The
harmonic gauge is also theoretically more satisfactory, as it
makes the evolution of the coordinates at late times indepen-
dent of the initial configuration. Its only drawback is that, at
times t ∼ tdamp, the coordinate radius of the apparent horizon
of the black hole decreases rapidly. The SpEC code requires
the excision of a region inside of the black hole, and main-
tains the boundary of that region within the apparent horizon
of the black hole. This is naturally more difficult if the ap-
parent horizon is moving rapidly on the grid, and made the
use of the harmonic gauge impractical in NSBH simulations
until recent improvements to the control system keeping the
apparent horizon in place [37]. During mergers, Ha is chosen
according to the “damped harmonic” prescription described
by Szilagyi et al [38].
Due to these differences in the choice of the gauge functions
Ha, the coordinate evolution of the binary can appear quite
different for the various simulations. However, we will show
that all simulations agree remarkably well on more gauge-
independent quantities.
III. ACCURACY
For the purpose of this comparison between BBH and
NSBH results, the BBH simulations can generally be consid-
ered as an accurate representation of the exact solution for
BBH mergers. Whether in terms of the phase and amplitude
errors in the gravitational waveform, the orbital eccentricity,
or the properties of the final black hole, BBH simulations are
indeed at least an order of magnitude more accurate than their
NSBH counterparts. A detailed discussion of the numerical
errors in the BBH results can be found in Buchman et al. [31].
The error in the BBH and NSBH simulations are only of com-
parable magnitude when the uncertainty due to the extrapola-
are not expected to be more accurate than those of the low resolution sim-
ulation.
4TABLE I: Post-merger properties of the black hole. MfBH is the final
mass of the black hole, M = MBH +MNS is the total mass of the
system at infinite separation, χBH = JBH/M2BH is the dimensionless
spin and vkick the kick velocity, as computed from the gravitational
wave emission. We also give the initial ADM energy of the system
EiADM, and the energy emitted in gravitational waves EGW over the
course of the simulation. NsBh:L0, NsBh:L1 and NsBh:L2 are the 3
simulations using fixed resolution (low, medium and high) during the
inspiral, while NsBh:AMR used the adaptive choice of the spectral
resolution.
MfBH/M χ
f
BH vkick( km/s) E
i
ADM/M EGW/M
Bbh 0.9855 0.3725 118 (±6) 0.9960 0.0104
NsBh:L0 0.9832 0.3737 107 0.9953 0.0098
NsBh:L1 0.9856 0.3727 105 0.9953 0.0098
NsBh:L2 0.9854 0.3731 109 0.9953 0.0098
NsBh:AMR 0.9854 0.3726 109 0.9953 0.0099
tion of the waveform to spatial infinity and the representation
of the waveform as a finite sum of spherical harmonic modes
induce errors of the same order as the numerical error due to
the use of finite resolution. Among the quantities discussed in
this section, this is only the case for the recoil velocity of the
final black hole and the total energy emitted in gravitational
waves.
Although the NSBH simulations have significantly larger
errors than the BBH simulations, they are nonetheless very
accurate by the standard of general relativistic simulations of
compact mergers with matter. The mass and spin of the fi-
nal black hole, listed in Table I, converge to an accuracy of
∼ 5 × 10−4M for the mass and ∼ 10−3 for the dimension-
less spin (for the BBH case, these errors are 5 × 10−5M and
10−4 respectively). The error in the determination of the re-
coil velocity imparted to the black hole is mostly due to the
extrapolation of the waveform to infinity, and is ∼ 10 km/s,
while the energy emitted in gravitational waves is accurate to
10−4M (for both the BBH and the NSBH simulations). Given
that, at the end of the simulation, there is no matter left outside
of the black hole, we can also check conservation of energy
during the simulation, which requires
EiADM = EGW +M
f
BH (4)
whereEiADM is the ADM mass of the binary at the initial time,
EGW is the energy emitted in gravitational waves, and MfBH
is the final mass of the black hole. This equality is satisfied
within the error in the final value of the black hole mass.
A commonly used measure of the accuracy of a numerical
simulation in the generalized harmonic gauge is the normal-
ized constraint violation ||C||, which measures the relative
amplitude of the modes violating the generalized harmonic
gauge constraint, as well as additional constraints introduced
in the reduction of Einstein’s equations to a set of first or-
der differential equations. An exact definition of ||C|| can be
found in Eq.(71) of [39]. In Fig. 1, we show the evolution
of ||C|| before the plunge of the neutron star into the black
hole. From this figure, we can clearly see the advantage of
choosing adaptively the number of basis functions used in the
spectral decomposition of each of the “subdomains” forming
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FIG. 1: Normalized constraint violation during the four NsBh inspi-
rals. ||C|| is defined as in Eq.(71) of [39]. The top axis (in ms)
assumes MNS = 1.4M⊙.
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FIG. 2: Evolution of the time derivative of the coordinate separation
between the center of the black hole and the center of the neutron
star for the four NsBh simulations. The inset zooms on the early
time behavior.
our numerical grid: constraint violations are then ∼ 5 times
smaller than for the high-resolution run, while the number of
grid points is nearly the same as for the medium-resolution
run. Additionally, at early times (t < 300M ), the fixed reso-
lution runs are not in the convergent regime, and convergence
remains slow until t ∼ 1000M .
Most global quantities are largely unaffected by these is-
sues. In particular, errors in the final characteristics of the
system presented in Table I are mostly determined by the res-
olution during the merger, where numerical errors are signifi-
cantly larger (at the highest resolution, ||C|| ∼ 0.001 − 0.01
during merger). However, a subtle effect of the numerical er-
ror at early times in the “fixed resolution” simulations is the
evolution of the eccentricity. Fig. 2 shows the evolution of
the time derivative of the coordinate distance D between the
50 500 1000 1500 2000
t/M
-0.2
-0.1
0
0.1
0.2
R
e(h
2,
2) 
(D
/M
)
0 25 50 75 100
t (ms)
NsBh:L0
NsBh:L1
NsBh:L2
NsBh:AMR
2000 2200 2400-0.2
0
0.2
FIG. 3: Dominant (2,2) mode of the gravitational waveform for the
NSBH system at low, medium and high resolutions, as well as for the
‘adaptive’ run. The insert zooms on the time of merger.
centers of the compact objects. The three “fixed resolution”
simulations appear to converge towards the simulation using
adaptive grid choices, but convergence is fairly slow, and the
numerical error largely appears as a growth of the eccentricity,
from e < 0.001 at early times to e ∼ 0.005 for t ∼ 1000M . In
the more accurate simulation using adaptive grid choices, this
effect is entirely removed. At the level of accuracy obtained
in these simulations, this effect is enough to affect the phase
of the gravitational waveform and, in particular, the time at
which the neutron star plunges into the black hole. This is
visible in the fact that, despite visible differences in their evo-
lution during the inspiral, the two highest “fixed resolution”
simulations appear to agree extraordinarily well on the merger
time – an agreement which is clearly accidental once the entire
evolution is considered. Such accidental agreement is a strong
warning as to the dangers of estimating numerical errors by
solely comparing numerical simulations at two different res-
olutions — a procedure which, in this case, would lead us to
significantly underestimate the error on the plunge time (and,
consequently, on the gravitational wave phase at merger).
The error on the dominant (2,2) mode of the strain h2,2(t)
can be estimated from Fig 3, which shows the real part of h2,2,
and Fig. 4, which shows the difference in the phase of h2,2
between the “fixed resolution” simulations and the “adaptive”
simulation both with and without allowing the results to be
shifted by an arbitrary time and phase shift. In all cases, the
waveforms are obtained using 2nd order polynomial extrapo-
lation from the waveforms measured at 20 finite radii in the
interval [100M − 275M ], to spatial infinity, using techniques
developed in [40]. For the two highest fixed resolutions, we
see the effect of the coincident agreement in the plunge time
in an apparently small error in the gravitational wave phase. A
better estimate of the error is given by the difference with the
adaptive simulation, which is ∼ 0.1rad during inspiral and
∼ 1rad at merger (for comparison, the error in the BBH sim-
ulation is <∼ 0.01rad during inspiral and <∼ 0.3rad at merger).
In fact, given that the expected tidal dephasing due to finite
0 500 1000 1500 2000
t/M
0.01
0.1
1
|δφ
G
W
|
0 25 50 75 100
t (ms)
NsBh:L0 - NsBh:AMR
NsBh:L1 - NsBh:AMR
NsBh:L2 - NsBh:AMR
Bbh - NsBh:AMR
FIG. 4: Phase error in the (2,2) mode of the gravitational waveform.
The dashed curves show the difference between the “fixed resolu-
tion” simulations and the adaptive simulation without time and phase
shifts, while the solid curves show the same phase differences, but af-
ter matching the waveforms in the interval 675 < t/M < 2175. The
solid blue curve shows the difference between the adaptive simula-
tion and the BBH results (with arbitrary shifts).
size effects in this system is well below the numerical error
(Post-Newtonian estimates indicate that it should be<∼ 0.1rad
without any time/phase shift for t < 2000M [18, 22, 41], and
more than an order of magnitude smaller with the shifts), the
phase difference between the NSBH simulations and the BBH
simulation during the inspiral is an equally valid estimate of
the numerical error. And indeed, the difference between the
phase of the gravitational waveform of the BBH simulation
and that of the “adaptive” NSBH simulation is of the same
order, and of the opposite sign, as the difference between the
most accurate “fixed resolution” NSBH simulations and the
adaptive one. Considering that at high resolution our code is
only expected to be ∼ 2nd order convergent, obtaining the
order of magnitude increase in accuracy which would be re-
quired to resolve tidal effects during the inspiral of such a
NSBH binary is not a realistic objective at this point 3, nor
particularly interesting considering that these effects cannot
be resolved by the next generation of gravitational wave de-
tectors (see Sec. IV D). Studying these effects in lower mass
ratio binaries (or BNS systems) is a more realistic objective
from both a numerical and observational point of view.
Finally, the error in the amplitude A of the waveform is
δA/A ∼ 2%, for both the time domain waveform h2,2(t)
and its Fourier transform h˜2,2(f) up to high frequency (f <∼
2 kHz), which will allow us to compare the BBH and NSBH
spectra with high accuracy. Higher order modes have slightly
larger relative errors (∼ 5% for the first two subdominant
3 Obtaining higher order convergence in GR-Hydro codes is however possi-
ble, and has in fact been recently tested in the study of BNS systems by
Radice et al. [42]
6modes, h3,3 and h2,1).
IV. RESULTS
A. Periastron Advance
The trajectories of compact objects during an inspiral are
intrinsically gauge-dependent, and thus difficult to compare
among simulations that do not use the exact same gauge pre-
scription. There is however one important general relativistic
effect acting on the trajectories which, for nearly circular or-
bits and a large class of coordinate systems, is independent
of these gauge choices: the rate of periastron advance of the
orbit, i.e. the change in the angular location of the periastron
between two periastron passages. Explaining the periastron
advance of the orbit of Mercury, first observed by Le Verrier
in 1859, was one of the early successes of the theory of general
relativity [43]. While this effect is small for Mercury (∼ 43′′
per century), it becomes very significant for compact objects
close to mergers. In the context of BBH systems, periastron
advance was measured for a number of nonspinning BBH sys-
tems by Le Tiec et al. [24], and shown to match remarkably
well the predictions of the effective one-body (EOB) formal-
ism and of the self-force theory (at least if the expansion in
the mass ratio used in the self-force formalism is done using
the symmetric mass ratio ν = m1m2/(m1 + m2)2 instead
of q = m1/m2). In this section, we follow the same proce-
dure to provide a measurement of the periastron advance for
a NSBH binary of mass ratio q = 6 and orbital eccentricity
e = 0.024, evolved for 8 orbits from an initial orbital fre-
quency ΩM = 0.027.
We define the frequency of radial oscillations Ωr = 2π/P
and the average orbital frequency
Ωφ =
1
P
∫ P
0
dφ
dt
= KΩr, (5)
where P is the period of radial oscillations of the orbit and φ
the orbital phase of the binary. After each radial period, the
periastron will advance by an angle ∆Φ = (K − 1)2π. To
measure K(t0), we choose a time interval covering 1.5 or-
bital periods of the binary centered on the time t04, and fit the
orbital frequency Ω(t) (measured from the coordinate trajec-
tories) to the model
Ω(t) = p0(p1−t)p2+p3 cos
(
p4 + p5(t− t0) + p6(t− t0)2
)
.
(6)
We then extract the average orbital periodΩφ = p0(p1−t0)p2
and the period of radial oscillations Ωr = p5 (as the periodic
variation of Ω(t) is due to the eccentric motion of the binary).
The constant K is then KNSBH = Ωφ/Ωr.
4 We verified that the measured value of K is insensitive to the choice of
the fitting interval by using 2 and 2.5 orbital periods instead, and checking
that the results are only modified at the level of the small scale oscillations
visible in Fig. 5.
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FIG. 5: Measurement of the rate of periastron advance as a function
of the orbital frequency for a NSBH system of mass ratio q = 6,
compared with a fit valid for BBH systems [24], and the results from
first-order self-force calculations [24, 46]. All values are normal-
ized by the rate of periastron advance for a point particle around a
Schwarzschild black hole. The dashed lines show the uncertainty in
the fit to the BBH results.
In Fig. 5, we show the result of this measurement, normal-
ized by the value for a point particle around a Schwarzschild
black hole KSchw = (1 − 6x)−1/2 (where x = (MΩφ)2/3
is the Post-Newtonian expansion parameter) [44, 45]. Fig-
ure 5 also shows the predictions of first order self-force cal-
culations [24, 46], as well as the measured value for BBH
systems. For the latter, we use the fit to the numerical data
provided by Le Tiec et al. [24],
KBBH = KSchw
(
a0 + a1(MΩφ) + a2(MΩφ)
2
)
. (7)
For a mass ratio q = 6, the best-fit coefficients are a0 =
0.9890, a1 = 1.071, and a2 = −57.0 for a BBH system.
The measurement of KNSBH provided here is clearly in
good agreement with the BBH results, with
|KNSBH −KBBH|/KBBH ≤ 0.5%. (8)
This is comparable to the numerical error in the determination
of KNSBH (which can be estimated from the oscillations of
KNSBH), and becomes better than the accuracy of the self-
force predictions at high frequencies (ΩorbM >∼ 0.036). We
also checked separately that a similar agreement was observed
for a shorter simulation at mass ratio q = 5 (6 orbits from an
initial orbital frequency ΩM = 0.028, with eccentricity e ∼
0.025). The finite size of the neutron star has no measurable
effect on the radial oscillations of the binary.
B. Tidal distortion
The evolution of the tidal distortion of the neutron star also
follows closely the lowest order predictions for the effect of
the tidal field of the black hole. As in [21], we compute
the quadrupole moments of the neutron star in the coordinate
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FIG. 6: Tidal quadrupole during the inspiral of the “adaptive” run.
Left: Amplitude of the tidal quadrupole Q, best fit QTide to the ex-
pected evolution of the equilibrium tide (proportional to d−3, where
d is the binary separation), and residual Qosc from that fit. Right:
Fourier transform of Qzz/I00, composed of a power-law component
(equilibrium tide) and an oscillatory component at 1.5 kHz (assum-
ing MNS = 1.4M⊙).
frame corotating with the binary,
Qij =
∫
ρ
(
xixj − 1
3
δijr
2
)
dV (9)
(where xi is a coordinate system whose origin is the center
of mass of the neutron star, and oriented so that its x-axis
points away from the black hole and its z-axis is parallel to
the orbital angular momentum), as well as the second moment
of the density
I00 =
∫
ρr2dV (10)
where ρ = √gWρ0 and W is the Lorentz factor of the fluid.
We then extract the tidal part Q of the quadrupolar distortion
from the coordinate distortion due to the Lorentz boost given
to the neutron star using the approximate method described
in [21]. The results are shown in Fig. 6. The time dependence
of Q/I00 clearly has two main components: the expected
growth of the equilibrium tide as the neutron star gets deeper
into the tidal field of the black hole, which is proportional to
d−3 (where d is the coordinate separation of the binary), and a
slowly damped oscillatory component, due to the excitation of
resonances in the neutron star in the imperfect initial data. To
separate the two, we fit QTide/I00 = αd−3 to find the equilib-
rium tidal component, and subtract QTide from the measured
Q to obtain the oscillatory component. The equilibrium com-
ponent clearly captures the expected long term evolution ofQ.
In a previous paper [21], we had also observed a surprisingly
good agreement between numerical results and the lowest or-
der theoretical prediction
Q
I00
∼ 2k2R5NS
MBH
I00d3
(11)
(where k2 is the tidal Love number of the neutron star, which
for the equation of state used here was computed by Hin-
derer [47], and I00 is computed for an isolated neutron star).
This is not the case for the simulations presented here, where
the numerical value of Q/I00 is ∼ 50% larger than the theo-
retical value. This is not particularly surprising: the normal-
ization of Q/I00 is expected to be gauge-dependent (e.g. it
depends on the definition of the coordinate distance d), and
the order-of-magnitude agreement found here is theoretically
more reasonable than the nearly exact (and probably coinci-
dental) agreement found in [21].
The high-frequency oscillations shown here were not re-
solved in [21], whereQ was only computed at a small number
of discrete times. They simply appeared as a random error on
the measured value of Q. The improved sampling rate used
in this work allow us to clearly show that these deviations are
not just due to errors in the method used to extract Q, but are
instead due to the ringing of a stellar mode at f ∼ 1.5 kHz
(see the right panel of Fig. 6, in which we show the Fourier
transform of Qzz/I00, the component of Qij which is not af-
fected by the transformation between the inertial and corotat-
ing coordinate systems). The amplitude of these oscillations
decreases over time, albeit very slowly (by about a factor of
2 over the course of the entire simulation). This mode is ex-
cited in the imperfect quasi-equilibrium initial data, and rings
without much dissipation during the inspiral. Despite the fact
that the oscillatory part of Q is initially of the same amplitude
as the equilibrium tide, it should have a negligible effect on
the evolution of the orbit and the emitted gravitational waves
because, as opposed to the tidal quadrupole, it does not effi-
ciently couple to the orbital quadrupole.
C. Merger dynamics and final remnant
Agreement in the rate of periastron advance between BBH
and NSBH simulations, albeit reassuring, is not overly sur-
prising considering that effects of the finite size of the neutron
star during the inspiral (e.g. tides) are known to have only a
small influence on the orbital evolution of a binary of mass
ratio q = 6. It is only during the plunge and merger that we
would expect larger differences to occur, both in the properties
of the final black hole and in the gravitational wave spectrum
at high frequency. Instead, we find that their observable prop-
erties (gravitational waves, characteristics of the post-merger
remnant,...) are surprisingly similar.
For a binary of mass ratio q = 6 and a non spinning black
hole, we expect the neutron star to reach the innermost sta-
ble circular orbit (ISCO) of the black hole before tidal ef-
fects cause the star to overflow its Roche lobe (thus causing
unstable mass transfer onto the black hole, and the disrup-
tion of the neutron star): for the neutron star of compactness
CNS = 0.156 considered here, a dimensionless black hole
spin χBH >∼ 0.6 is expected to be required for disruption to
occur before the plunge [15]. But even during the plunge, the
neutron star is largely unaffected by the tidal field of the black
hole: Fig. 7 shows the matter distribution as material from the
neutron star begins to cross the apparent horizon of the black
8FIG. 7: Matter distribution (in blue) and location of the apparent
horizon (in grey) after 5% of the neutron star material has been ac-
creted onto the black hole. Even at merger, the neutron star remains
remarkably compact.
hole. From this gauge-dependent visualization, it appears that
the distortion of the neutron star is minimal even at the point
at which the largest tidal effects are expected: deviations from
spherical symmetry are barely larger in the neutron star than
in the black hole.
Another way to see this lack of distortion of the neutron star
is to look at the accretion of material onto the black hole: the
entire neutron star crosses the apparent horizon of the black
hole within 0.5ms - only a few times the light-crossing time
across the undisturbed neutron star.
But the most striking agreement between the BBH and the
NSBH results is probably in the characteristics of the result-
ing black holes, summarized in Table I: the masses of the final
black holes agree within an accuracy of δMfBH <∼ 5×10−4M ,
and their spins within δχfBH <∼ 0.001! These constraints are
more than an order of magnitude tighter than existing predic-
tions based on numerical fits to previous simulations of NSBH
and BBH mergers [23]. Even the velocity kicks given to the
remnants are in good agreement between the NSBH and BBH
simulations, with vkick ∼ 100− 125 km/s for all cases5.
For non-spinning objects, in the most likely range of black
hole masses, the merger and post-merger evolution of NSBH
binaries will thus look exactly identical to their BBH coun-
terparts: no accretion disk will be formed, no matter will be
ejected, and differences in the properties of the final black hole
will be negligible.
This agreement occurs despite the fact that the two types
of mergers have different topologies. The event horizon of a
NSBH merger, which cannot be directly computed in our nu-
merical simulations, should form a single worldtube instead of
the merging event horizons (“pants” diagram) typical of BBH
mergers. The marginally trapped surfaces (apparent horizons)
5 Note that the error in the computation of vkick is due in about equal
amounts to the finite resolution used in the simulation and to the proce-
dure used to extrapolate the gravitational waveform to infinity and measure
from it the linear momentum emitted by the system.
which are followed by our code also have different geome-
tries. In NSBH mergers, we observe a continuous evolution
of the apparent horizon of the initial black hole towards the
apparent horizon of the final black hole. In BBH mergers,
the two apparent horizons of the initial black holes coexist
on some spacelike hypersurfaces with an outer apparent hori-
zon surrounding them (including on some hypersurfaces used
as constant time slices in our numerical evolutions). From
a geometrical standpoint, NSBH and BBH mergers are thus
very different events — but our results show that these differ-
ences do not significantly affect the observable properties of
the merger.
D. Gravitational Waveforms
We have just seen that, for the parameters considered here,
NSBH and BBH mergers are remarkably similar in terms of
orbital evolution, merger dynamics, and local properties of the
post-merger remnant. The main observable counterpart to the
merger of a NSBH binary, however, is the gravitational wave
signal emitted during its long inspiral and eventual merger. It
would thus be natural to expect that differences in their gravi-
tational waveforms would be the easiest way to tell NSBH and
BBH systems apart. In this section, we will see that although
this is indeed likely to be the case, it remains an extremely
challenging task which for black holes of mass MBH >∼ 7M⊙
is probably beyond the reach of the upcoming advanced grav-
itational wave detectors.
Recent simulations have slowly made this more apparent:
if for binary neutron stars the effect of the finite size of the
neutron star is expected to be detectable for a significant frac-
tion of Advanced LIGO events [18, 19] (assuming that those
finite size effects can be accurately modeled, which remains
an important area of research), things become significantly
more complicated once NSBH mergers are considered. Fi-
nite size effects can be marginally resolved in low mass sys-
tems [20, 48] or, in the most likely range of black hole masses,
for at most a few percents of the events with high black hole
spin [20, 21]. This additional difficulty comes from the fact
that tidal effects during the inspiral are significantly reduced
for asymmetric mass ratios, while the disruption of the neu-
tron star (which causes a sharp cutoff in the gravitational wave
emission) occurs at frequencies slightly above the main Ad-
vanced LIGO band (fcut >∼ 1.5 kHz). Unless the astrophysi-
cal population of NSBH binaries is particularly favorable for
upcoming gravitational wave detectors, it is thus likely that fi-
nite size effects in NSBH binaries will only be detectable with
an improved detector such as the proposed Einstein Telescope.
The details of the gravitational wave signals in the case of
NSBH mergers in which the neutron star does not disrupt, and
in particular their differences with signals from BBH mergers,
remained until now largely unexplored. The best comparison
to date, by Lackey et al. [20], resolves finite size effects in
the low mass ratio limit, as well as the disruption of the neu-
tron star when it occurs. However, the ∼ 30% error expected
in the modeled gravitational wave spectrum at disruption, and
the uncertainties in the phenomenological waveforms used as
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references for the BBH cases, do not allow for accurate di-
rect comparisons of BBH and NSBH results in the regime
that we consider here (q = 6, non spinning). 6 We do not,
of course, expect larger differences for these non-disrupting
cases. However, it was a priori unclear how much more dif-
ficult the detection of finite size effects would be for a non-
spinning black hole around the peak of the black hole mass
function. Indeed, even though the neutron star was expected
to reach the ISCO largely undisturbed, the ISCO frequency is
still relatively low (fGWISCO ∼ 600Hz for a non-spinning black
hole of mass MBH ∼ 8.4M⊙ and for q = 6, according to first
order self-force calculations [50]). The plunge, merger and
ringdown thus represent a larger fraction of the detectable sig-
nal, starting at a frequency well below the cutoff frequencies
observed in disrupting binaries.
Alas, even after the neutron star reaches the ISCO the signal
remains remarkably devoid of any imprint of the presence of a
neutron star. Fig. 8 shows the real part of the strain in the time
domain for the BBH and NSBH mergers. The difference be-
tween the two waveforms is within the numerical error of the
NSBH simulations. Fig. 9 shows the spectrum of the domi-
nant (l = 2, m = 2) mode of the gravitational wave signal
as seen by an optimally oriented observer 100Mpc away, for
both the BBH and NSBH systems. The two cannot be distin-
guished at the∼ 2% accuracy level of our simulations, even at
frequencies f ∼ 1 − 2 kHz well beyond the ISCO frequency.
The same is true of the two largest subdominant modes, also
shown in Fig. 9.
From these waveforms, we can directly obtain an upper
6 See also [49] for a more accurate model of the amplitude of the gravita-
tional wave signal emitted by non-spinning NSBH binaries, but without
any phase information.
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bound on the distance at which a gravitational wave detec-
tor would be able to observe the difference between a NSBH
and a BBH merger, if it was only looking at the time frame
covered by the numerical simulations. To do so, we define the
difference ||δh|| between two waveforms h1 and h2 as
||δh|| = min
∆t,∆φ
(√
〈h1 − h2, h1 − h2〉
)
(12)
where the product 〈g, h〉 is given by
〈g, h〉 = 2
∫ ∞
0
df
g˜∗(f)h˜(f) + g˜(f)h˜∗(f)
Sn(f)
(13)
and we have applied to h2(t) a time shift ∆t and phase shift
∆φ minimizing ||δh||. Here g˜(f) and h˜(f) are the Fourier
transforms of g(t) and h(t), and Sn(f) is the one-sided power
spectral density of the detector’s strain noise, defined as
Sn(f) = 2
∫ ∞
−∞
dτ e2piifτ Cn(τ) , f > 0, (14)
where Cn(τ) is the noise correlation matrix for zero-mean,
stationary noise. Taking for Sn(f) the Zero Detuned High
Power spectrum from [51], which is the design sensitivity of
Advanced LIGO, and limiting the integral in Eq. (13) to fre-
quencies f > 0.3 kHz, we find the differences ||δh|| listed in
Table II. If we neglect degeneracies between the effect of the
finite size of the neutron star and other parameters of the bina-
ries, an approximate condition for the difference between two
waveforms to be detectable is ||δh|| > 1 [52]. Accordingly,
our results show that, at best, differences in the merger wave-
forms would be observable by Advanced LIGO for optimally
oriented binaries located within ∼ 10Mpc of the detector –
or about once in a million events. Clearly, the high frequency
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TABLE II: Differences ||δh|| between numerical waveforms com-
puted for frequencies above 0.3 kHz. All values are computed for
the Zero-Detuned High Power noise curve of the AdvLIGO detec-
tor [51], and an optimally oriented source located at 100Mpc.
vs Bbh NsBh:L0 NsBh:L1 NsBh:L2
Bbh – 0.17 0.08 0.06
NsBh:L0 0.17 – 0.22 0.22
NsBh:L1 0.08 0.22 – 0.04
NsBh:L2 0.06 0.22 0.04 –
portion of the waveform alone will be of no use to an observer
attempting to determine whether a gravitational wave signal
comes from a BBH or a NSBH binary.
Of course, in practice, gravitational wave detectors will not
rely solely on the merger waveform. Most of the signal-to-
noise is accumulated at lower frequencies during the inspiral.
Finite size effects during the inspiral have been estimated in
the Post-Newtonian formalism [18, 22, 41, 53]. They cause
NSBH and BBH systems to accumulate a small phase shift
over time. For the binary parameters considered here, this
phase shift is much below the phase accuracy of our code
(see Sec. III), and the measured phase difference between
our numerical BBH and NSBH waveforms before merger (see
Fig. 4) is mostly a measure of the accuracy of our code. Nev-
ertheless, tidal dephasing during the binary inspiral is the easi-
est way to measure finite size effects in the gravitational wave-
form for a q = 6, non spinning system. As in [21], we can esti-
mate the difference ||δh|| between the BBH and NSBH wave-
forms by attaching to the numerical merger a Post-Newtonian
inspiral, with or without tidal terms. For the Post-Newtonian
waveform, we use the Taylor T1 expansion, which matches
numerical results very well for BBH at q = 6 [54]. The Post-
Newtonian waveform is matched to the numerical results in
the frequency range f = 300− 700Hz. Using the tidal phase
shift computed in [18] for the phase difference between the
NSBH and BBH Post-Newtonian waveforms, we find that for
our CNS = 0.156 neutron star tidal effects would lead to
||δh|| > 1 for optimally oriented binaries within a distance
Dmax ∼ 100Mpc for the Advanced LIGO detector at design
sensitivity. As the signal-to-noise ratio of such an event would
be
√
〈h, h〉 = 63.9, and given that a signal-to-noise ratio of
8 is required for event detection in Advanced LIGO, this rep-
resents about 0.2% of the detectable events with these binary
parameters (changing the numerical resolution of the NSBH
results, the frequency interval for the matching, and the choice
of the Post-Newtonian order used for the tidal dephasing leads
to a relative uncertainty of∼ 30% on Dmax, and thus of about
a factor of two in the number of events for which the presence
of a neutron star would be detectable). Taking into account
degeneracies with the mass and spin of the objects generally
reduces this distance by about a factor of ∼ 2 − 3 [20], and
thus the event rate by at least an order of magnitude.
These results might seem pessimistic when compared with
the predictions obtained for non-spinning systems at an only
slightly lower mass ratio (q = 5) by Lackey et al [20], where
the relative error on the tidal parameter Λ1/5 is measured
through a Fisher matrix analysis (Λ = 2/3k2C−5NS is the tidal
deformability and Λ1/5 is thus mostly proportional to the ra-
dius of the neutron star). For the neutron star considered here
(Λ1/5 ∼ 3.5), Lackey et al. [20] estimate the relative error in
the measurement of Λ1/5 to be
(
σΛ1/5/Λ
1/5
) ∼ 0.45 for an
optimally oriented binary of mass ratio q = 5 at 100Mpc, af-
ter marginalizing over the masses of the objects and the spin
of the black hole. This appears to be about 5 times more op-
timistic than the results presented here. The two results can,
however, easily be reconciled if we remember that the Fisher
matrix approximation is based on a first order expansion of
the waveform in the parameters θ = {θi} of the binary, i.e.
h˜(θ) = h˜(θ0) +
∂h˜
∂θi
(θi − θ0i ). (15)
The Fisher matrix is then
Γij(θ
0) = 〈 ∂h˜
∂θi
(θ0),
∂h˜
∂θj
(θ0)〉 (16)
and the error in the measurement of θi is σθi =
√
(Γ−1)ii
(see [20] for more details). For relative errors of order unity,
the choice of expansion parameter can critically affect the re-
sults of the Fisher matrix analysis. In particular, it is easy to
see that 7
σΛ1/5
Λ1/5
=
1
5
σΛ
Λ
, (17)
a result which is obviously exact for small deviations δΛ from
the true value Λ0, as
(Λ0 + δΛ)
1/5 = Λ
1/5
0 (1 + δΛ/(5Λ0) +O((δΛ/Λ0)
2) (18)
but not longer holds when
∣∣σΛ1/5/Λ1/5∣∣ <∼ 0.15. For the con-
figuration considered in this paper, if the Fisher matrix anal-
ysis indicates a relative error of about 45% in a measurement
of Λ1/5 for an optimally oriented binary at 100Mpc, the same
analysis would predict a relative error of 220% in a measure-
ment of Λ - a sign that the local approximation used by the
Fisher matrix is no longer valid. Our results indicate that the
correct answer is fairly close to what one would get using a lo-
cal expansion in Λ - which is not too surprising if we remem-
ber that the tidal dephasing δΨ(f) scales linearly with Λ, and
thus ∂h˜/∂Λ is nearly constant as Λ varies (while ∂h˜/∂Λ1/5
vanishes as Λ→ 0). The Fisher matrix analysis expanding in
Λ1/5 does, however, remain perfectly valid for larger signal-
to-noise ratios (i.e. either more advanced detectors, such as
the Einstein Telescope, closer binaries, or low mass systems).
7 In Eq. 17, it is implicitly assumed that σ
Λ1/5
is the result of a Fisher matrix
analysis in which θi = (Λ1/5, αk) and σΛ the result of a Fisher matrix
analysis for θi = (Λ, αk), where the αk are the same additional param-
eters in both cases (e.g. masses, black hole spin, coalescence time and
phase,...)
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V. CONCLUSIONS
In this work, we compared numerical simulations of binary
black hole and neutron star-black hole binaries with the SpEC
code, focusing on a non-spinning binary within the range of
mass ratio currently favored by black hole mass measurements
(MBH = 6MNS). Our results place strong upper limits on the
difference between the two types of binaries in terms of the
orbital and merger dynamics, the characteristics of the rem-
nant black hole, and the gravitational wave signal emitted dur-
ing the merger for NSBH mergers in which the neutron star
reaches the ISCO without being tidally disrupted. Because of
the expected similarity of the inspiral waveform, these simu-
lations also provide the strongest test so far of the accuracy of
the SpEC code for general relativistic hydrodynamics simula-
tions.
In particular, we measured the rate of periastron advance
during the inspiral of the NSBH binary, and found it to be in
good agreement with the results of Le Tiec et al. [24] for BBH
systems. We also showed that tidal effects in the neutron star
are resolved locally in our simulations, and evolve as expected
as the binary separation shrinks. But, as predicted by Post-
Newtonian estimates, they are not significant enough to cause
measurable differences in the orbital evolution of the system.
In addition to these equilibrium tides, we showed that imper-
fect initial data causes the excitation of quadrupolar modes in
the neutron star, which ring with little dissipation throughout
the simulation. The amplitude of these oscillations is similar
to the initial amplitude of the equilibrium tide, but as it does
not couple to the orbital quadrupole, nor grow as the binary in-
spirals, its effect on the orbital evolution and waveform should
be much smaller than that of the equilibrium tide.
The observable features of the merger and remnant for both
types of binaries are found to be nearly impossible to dis-
tinguish. Even during merger, tidal distortion of the neu-
tron star remains minimal, and the final masses and spins of
the black holes are found to be in remarkable agreement, to
δMBH < 5 × 10−4M and δχBH < 0.001 respectively. The
velocity kicks, although measured to only ∼ 10% accuracy,
are also consistent between the two systems.
Comparisons of the gravitational wave signals show that
during inspiral our simulations agree to within a phase differ-
ence δφ ∼ 0.1−0.2 rad (allowing for arbitrary time and phase
shifts in the waveforms). Considering that these differences
dwarf the expected tidal time shift, they represent an indepen-
dent estimate of the numerical accuracy of the waveforms. At
the time of merger, larger phase errors δφ ∼ 1 rad are ob-
served. From the point of view of the Advanced LIGO detec-
tor, we find that the merger waveforms of our BBH and non-
disrupting NSBH systems are extremely similar, and would
be practically impossible to differentiate. Surprisingly, it thus
appears that even though tidal effects during the inspiral are
small for such a high mass ratio binary, they remain the largest
finite size effects measurable by ground-based gravitational
wave detectors. From Post-Newtonian estimates and consid-
ering the Advanced LIGO detector at design sensitivity we
find that, for the q = 6 non-spinning binary considered here,
a 1.4M⊙ neutron star of radius RNS = 13.3 km would be im-
possible to distinguish from a black hole of the same mass for
any optimally oriented event farther than 100Mpc, neglect-
ing degeneracies with other binary parameters. Once those
degeneracies are taken into account, a more realistic require-
ment would be that the same optimally oriented event occurs
within ∼ 30Mpc of the detector. These predictions are sig-
nificantly more pessimistic than results obtained within the
Fisher matrix formalism [20], which for some expansion pa-
rameters become unreliable when the estimated error on the
size of the neutron star is >∼ 15% (although a lot of useful in-
formation can still be obtained from the Fisher matrix results,
if their domain of validity is verified by some direct computa-
tions of the differences between waveforms).
From these results, it is quite clear that for non-spinning bi-
naries in the most likely range of black hole masses, NSBH
and BBH binaries cannot be distinguished within the current
accuracy of numerical simulations, and are extremely unlikely
to be differentiable in any observable way in the immediate fu-
ture. As these mergers lack the potential for post-merger elec-
tromagnetic signals (no accretion disk is formed, and no ma-
terial is ejected from the system), and their gravitational wave
signals will not be differentiable without significant improve-
ments to ground-based gravitational wave telescopes, the only
hope to prove the presence of a neutron star by another ar-
gument than its measured mass would be pre-merger electro-
magnetic signals (see e.g. [6–8]). Another consequence of our
simulations is that, for the practical purpose of detection and
parameter estimates in Advanced LIGO, NSBH in this part
of the parameter space can effectively be modeled by BBH
mergers. While numerical studies of tidal effects and neutron
star disruption in lower mass ratio and/or higher spin systems
remain an important task to understand the gravitational wave
signals and potential electromagnetic counterparts of NSBH
mergers, there appears to be little immediate incentive for fur-
ther studies of low spin NSBH binaries at mass ratio q >∼ 5
with general relativistic hydrodynamics codes, when more ac-
curate solutions can be obtained at a lower computational cost
by solving the binary black hole problem.
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