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Abstract.
We report herein a series of ab initio simulations of water under both static and shocked conditions.
We have calculated the coherent x-ray scattering intensity of several phases of water under high pressure,
using ab initio Density Functional Theory (DFT). We provide new atomic scattering form factors for water
at extreme conditions, which take into account frequently neglected changes in ionic charge and electron
delocalization. We have also simulated liquid water undergoing shock loading of velocities from 5 – 11 km/s
using the Multi-Scale Shock Technique (MSST). We show that Density Functional Theory (DFT) molecular
dynamics results compare extremely well to experiments on the water shock Hugoniot.
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INTRODUCTION
Detailed knowledge of the chemistry of water at ex-
treme conditions (hundreds of GPa and thousands
of Kelvin) is imperative to understanding earth and
planetary sciences, and the chemical reactivity that
occurs within such hot, compressed systems. Cur-
rently there is little scientific knowledge about reac-
tion pathways and the nature of the molecular to non-
molecular transition at high temperature and pres-
sure. It is not even clear if conventional chemical no-
tions, such as covalent vs. ionic bonding, still hold at
these conditions (e. g., [1]).
Despite recent technological advances, molecular
and atomic scale information is still difficult to ob-
tain experimentally, and theoretical studies are nec-
essary. Phase diagram information is vital for equa-
tion of state determination; joint experimental and
computational studies could lead to the discovery of
new material properties. In one such example, re-
cent results by Goncharov et al.[2] and Goldman et
al.[3] have confirmed the presence of superionic wa-
ter, an exotic phase wherein the oxygens have formed
a stable body-centered-cubic (bcc) lattice and the hy-
drogens dissociate freely and diffuse at liquid-like
rates[4]. Nonetheless, the high pressure phase di-
agram of water is not well defined, including the
boundaries of the superionic phase, and between the
molecular and the ionic liquids. In this work we
present results on the structure of water under ex-
treme conditions via X-ray diffraction calculations,
and equation of state data of water under shock com-
pression.
COMPUTATIONAL DETAILS
For our static MD calculations we have used molec-
ular dynamics trajectories generated for previous
publications[5]. In summary, trajectories were gen-
erated by the CPMD code v.3.9.1, with the BLYP
exchange-correlation functional, and Troullier-
Martins pseudo-potentials for both oxygen and
hydrogen. A planewave cutoff of 120 Ry was em-
ployed to insure convergence of the pressure. The
system size was 54 H2O molecules, and all trajec-
tories were run for 5–10 ps. The temperature was
controlled by using Nosé-Hoover thermostats for all
nuclear degrees of freedom. We chose a conservative
value of 200 au for the fictitious electron mass,
and a time step of 0.048 fs. Initial conditions were
generated by relaxing an ice VII configuration at the
density of interest, and heating to the temperature of
interest via velocity scaling.
For our shock MD simulations, we used an
optimized version of the CPMD code [6] for the
Blue Gene/L supercomputer at Lawrence Livermore
National Laboratory. We used Born-Oppenheimer
Molecular Dynamics (labeled CPMD-BO) in con-
junction with the Multi-Scale Shock Technique
(MSST), discussed below, which requires only
a small number of atoms in order to converge
shock properties. MSST guarantees that the locus
of thermodynamic states sampled remain on the
Rayleigh line connecting ambient water to its shock
Hugoniot. [7]. We performed six simulations with
shock velocities from 5 to 11 km/s, each with a time
step of 0.1935 fs. All simulations were started from
the same configuration taken from an equilibrated
CPMD simulation of 64 H2O at ambient conditions.
The shock compressed simulations were then run for
5 – 10 ps. Results reported herein are averaged after
the simulations have achieved compressed (within 1
ps in most cases)
X-RAY SCATTERING
The formalism for determination of I(Q) and gOO(R)
has been reviewed elsewhere[5, 8]. The x-ray scat-
tering of an electron density generated from a con-
densed phase simulation trajectory can be calculated
via Fourier Transform of the one electron density,
ρ(r). The coherent x-ray scattering intensity from
the ab initio electron density, Iel(Q), was calculated
via the QUICKSTEP code, which is part of the CP2K
molecular dynamics suite[8, 5]. Snapshots from our
CPMD simulations were fed into the CP2K code in
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FIGURE 1. Comparison of computed Iel(Q) at 115 GPa
and 2000 K. The squares corresponds to the result from
the standard atomic form factors, and the solid line to the
modified form factors with fitted values of α and δ . The
circles correspond to our DFT calculation of scattering.
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FIGURE 2. Results for 1500 and 2000 K of our best fit
of α and δ for the modified form factors from Equation 1.
The dashed line corresponds to the linear regression result.
intervals of ca. 2.5 – 5 fs. We used a basis set of
TZVP for the oxygens and DZVP for the hydrogens,
with the BLYP exchange-correlation functional. The
smooth part of the electron charge density was was
expanded to an energy cutoff of 130 Ry. All spectra
were normalized according the modified algorithm
presented in Ref. [5].
Frequently, the total electron density is approxi-
mated as a superposition of electron densities cen-
tered on individual atoms. Consequently, the total
x-ray scattering intensity can be calculated via di-
rect sum over atomic positions[5], using f (Q) corre-
spond to the atomic scattering factors. Standard val-
ues of f (Q) used in determination of the I(Q) are
calculated for the isolated atoms. However, this ap-
proximation is flawed in that as atoms come together
to form covalent bonds, the charge density on each
atom is clearly changed[8]. The effect is likely to be
even more pronounced at high pressure-temperature
conditions, where molecular bonding changes dra-
matically. With recent advances in ab initio codes[8],
it has become possible but costly to directly calcu-
late the total x-ray scattering intensity of a condensed
phase simulation via Fourier Transform of the one-
electron density. We are thus in a unique position to
determine more accurate form factors for high pres-
sures and temperatures.
In order to modify the form factors for ambient
water, Sorenson et al.[9] introduced the following:
f ′(Q) = [1 +(α −1)exp(−Q2/2δ 2)] f (Q), (1)
where f ′(Q) is the modified atomic form factor,
f (Q) is the standard atomic form factor (same as
above), and the α is a scaling factor representing the
redistribution of charge, in this case mostly on the
oxygens. The δ is a fitted parameter representing the
valence electron delocalization caused by the forma-
tion of chemical bonds. We have used a Levenberg-
Marquardt non-linear least squares fitting routine[5]
to fit the parameters of Eqn. 1 to our Iel(Q) data at
1500 and 2000 K. Our results for are shown in Figs. 1
and 2. Fig. 1 shows that our modified form factors
can nearly exactly replicate the Fourier Transform of
the one-electron density. In Fig. 2, the fact that α in-
creases monotonically with pressure implies that the
charge polarization between oxygen and hydrogen
increases, as the superionic phase is formed[5]. In
addition, the sharp monotonic decrease in fitted val-
ues of δ implies that the electron distribution about
the oxygens is becoming less diffuse as a function of
pressure. This implies that as the covalent O–H in-
teractions are weakening, consistent with calculated
fleetingly short bond lifetimes (>10 fs)[3]. Our result
allow for easy linear extrapolation to yield modified
form factors experiments at high pressure and tem-
perature
SIMULATIONS OF SHOCK COMPRESSION
The Multi-Scale Shock Technique (MSST) [10,
11] can dramatically reduce the number of parti-
cles relative to non-equilibrium molecular dynamics
(NEMD) methods, while guaranteeing that the sim-
ulation converges to the correct thermodynamic end
state. The MSST [10] maintains the system on both
the Rayleigh line p − p0 = U2(v0 − v)/v0, (where
U is the shock velocity) and the shock Hugoniot
under condition of uniaxial strain of the computa-
tional cell. By regulating the strain rate of the com-
putational cell, we guarantee that the (P,T ) ther-
modynamic states accessed during the shock sim-
ulation correspond to a steady macroscopic shock
wave. This allows for much smaller system sizes to
be used to achieve the same results as standard Non-
Equilibrium Molecular Dynamics simulations[11].
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FIGURE 3. Plot of pressure vs density Hugoniot results.
Our simulation results are shown with the solid black
circles, the open triangles to experimental results from
Walsh et al.[12], and the open squares to experimental
results from Mitchell and Nellis[13].
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FIGURE 4. Plot of the temperature vs. pressure Hugo-
niot results. The solid black circles correspond to our
CPMD-BO results, and the open squares to experimental
results from Lyzenga et al. [14].
The CPMD-BO results for the shock hugoniot for
water are shown in Figures 3 and 4. Our simula-
tions produce excellent agreement with experimen-
tal results for the pressure vs. density equation of
state of water. This provides excellent validation of
DFT over a wide range of pressures (ca. 9 – 70
GPa). The agreement with experiment regarding the
pressure-temperature shock Hugoniot is also remark-
ably good. Given the relative sparsity of temperature
measurements in shock compression experiments,
our temperature results are particularly relevant.
Mattsson et al. have shown the possible im-
portance of including finite temperature effects
(FT-DFT) in simulations of hot, compressed
materials[15]. Given the accuracy with which
we compare to experimental measurements of the
shock Hugoniot as well as the conductivity, it is
unlikely that such effects would be important for
the thermodynamic states investigated in this work.
Indeed, the inclusion of excited electronic states
implies that our Born-Oppenheimer simulations
would over estimate the temperature when in fact,
Fig. 4 indicates the opposite. Conducitivty mea-
surements by Chau et al. predict that electronic
conduction is relevant in water only above 300 GPa
and 7000K[16], well above the conditions studied in
our work.
CONCLUDING REMARKS
We find that standard form factors with minor modi-
fications (presented here) provide fairly accurate in-
terpretation of x-ray scattering data, even under ex-
treme thermodynamic conditions. However, as the
pressure and temperature are elevated to conditions
where the nature of covalent bonding changes (e. g.,
superionic water), the standard form factors require
larger adjustment. Our simulated spectra can provide
excellent validation of the DFT under extreme con-
ditions, since the I(Q) allows for more direct com-
parison to experiment than more traditional methods
(e. g., structure factor or radial distribution function).
This could yield improvements in equation of state
modeling of water at high pressures and tempera-
tures.
Our DFT-MD simulations of water under shock
loading show excellent agreement with experimen-
tal results of the shock Hugoniot states. Now that we
have verified the ability of DFT to produce the cor-
rect equation of state for water at high temperature
and pressure, we can take steps to study chemical re-
activity and species concentration behind the shock
front. Future work will also include determination of
proton conductivities.
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