As a first step towards a nonperturbative investigation of the gauge-fixing (Rome) approach to lattice chiral gauge theories we study a U(1) model with an action that includes a local gauge-fixing term and a mass counterterm for the gauge fields. The model is studied on the trivial orbit so that only the dynamics of the longitudinal gauge degrees of freedom is taken into account. The phase diagram of this higherderivative scalar field theory is determined, both in the mean-field approximation and numerically. The continuum limit of the model corresponds to a continuous phase transition between a ferromagnetic (FM) phase where the global U(1) symmetry is broken, and a so-called helicoidal ferromagnetic (FMD) phase with broken U(1) symmetry and a nonvanishing condensate of the vector field. The global U(1) symmetry is restored in this continuum limit. We show that our data for the magnetization in the FM and FMD phases are in good agreement with perturbation theory.
Introduction
All existing lattice fermion formulations have in common that they are in conflict with chiral gauge invariance. It is well known that for example the Wilson-term [1] , which is used to remove the 15 unwanted species doublers at the corners of the four dimensional Brillouin zone, is not invariant under chiral gauge transformations, because it has the structure of a mass term.
Most fermion formulations can be rendered gauge invariant by inserting Higgs fields. The Wilson mass term for instance turns into a Wilson-Yukawa term which is invariant under chiral gauge transformations [2, 3] . These Higgs fields do not need to be added by hand. They appear automatically in the gauge noninvariant model when performing the integration over all gauge fields in the lattice path integral with the Haar measure [4] . The Higgs fields can be identified with the longitudinal gauge degrees of freedom.
The failure of most proposals for lattice chiral gauge theories, such as the EichtenPreskill model [5] , the domain wall fermion model with waveguide [6] or the WilsonYukawa (Smit-Swift) model [7] is connected to the dynamics of these Higgs fields.
In the Wilson-Yukawa model, for example, it has been shown, that the 15 unwanted species doublers can indeed be removed from the spectrum by means of the Wilson-Yukawa term in the strong Wilson-Yukawa coupling symmetric phase. The model fails however because the left-handed fermion, which is the one that is supposed to couple to the gauge field, forms a fermionic bound state with the Higgs field that does not transform under the gauge group. This neutral left-handed fermion pairs up with the right-handed fermion to form a Dirac fermion which in the continuum limit decouples from the gauge field [7] . Later, arguments have been given that the spectrum in a symmetric phase is in general vector-like [8, 9] .
The details of the mechanism which spoils the chiral nature of the fermions differ from model to model, but remarkably the Higgs fields (longitudinal gauge degrees of freedom) play the key role (for recent reviews see refs. [9, 10] ). It is therefore natural that one should try to use gauge fixing to control the effect of these longitudinal gauge degrees of freedom [11] .
Gauge fixing has been put forward some time ago as a method to discretize chiral gauge theories on the lattice [12] . It was proposed in ref. [12] to use perturbation theory in the continuum as guideline and transcribe the gauge-fixed continuum path integral to the lattice. Since the fermion part in the action breaks chiral gauge invariance, the lattice model is not invariant under BRST symmetry. The symmetry breaking terms are compensated by counterterms that have to be added to the action. In four dimensions only the counterterms with dimension smaller than or equal to four need to be considered. They should furthermore respect all exact symmetries of the lattice model. The coefficients of these terms then have to be adjusted such that BRST invariance is restored in the continuum limit. A lattice of our results and an outlook is given in Sect. 6.
The Model
In the continuum, gauge fixing is needed in order to make the integration over gauge orbits well-defined. The continuum gauge-fixed action for a chiral gauge theory can be written as (2.1)
is the fermionic part of the action. Only the left-handed component of the fermion couples to the gauge field. where c designates the complex ghost field, ξ is the gauge-fixing parameter, g the gauge coupling, A a µ the gauge field and f abc are the structure constants of the gauge group. The continuum path integral is invariant under BRST transformations which replace the local gauge invariance.
The action is transcribed to the lattice using the compact lattice link variables
where a denotes the lattice spacing. In the following we will set a equal to one. The compact link variables are elements of the gauge group G and are assigned to the lattice links (x, x +μ). The action on the lattice can then be written in the form, Only the plaquette action S G (U) is manifestly gauge invariant. To transcribe the fermion action (2.2) to the lattice one has to choose a particular lattice fermion formulation (like Wilson, domain wall or staggered fermions). All known lattice fermion formulations are in conflict with local chiral gauge invariance and, as a consequence, S F (U; ψ L , ψ R ) is not invariant under BRST symmetry. This means that counterterms have to be added to the action so that this symmetry is restored 4
On the Phase Diagram of a Lattice U(1) Gauge Theory with Gauge Fixing in the continuum limit. We have to consider all terms with dimension smaller than or equal to four, which respect all exact symmetries of the lattice model. In this paper we will not consider fermions and focus only on the discretization of the bosonic part of the action (2.1). It turns out that also the gauge-fixing part of the action, i.e. the combination S g.f. (U) + S ghost (U; c, c), should be formulated on the lattice such that BRST symmetry is broken. The reason is a theorem [17] which states that the partition function itself, as well as expectation values of gauge invariant observables, vanish in a lattice model with exact BRST invariance, due to the existence of lattice Gribov copies (see also ref. [18] ).
As a second simplification we choose U(1) as gauge group. This choice makes both the analytical and numerical calculations considerably easier since the ghost action in eq. (2.4) does not depend on the gauge potential and there are also no counterterms which couple the ghosts to other fields in the action. This implies that in the abelian case the ghost sector can be dropped completely from the path integral.
Finally, as a third simplification we include only the gauge-boson mass counterterm for the gauge field (this is the only counterterm of dimension two) and ignore all counterterms of higher dimension. The coefficient of this mass counterterm has to be tuned such that the photons are massless. For all dimension-four counterterms without derivatives it has been argued in ref. [13] that they do not alter the phase structure of the physically relevant region of the phase diagram (the existence of a continuous FM-FMD phase transition). We believe that this remains also true if all other counterterms are included in the action.
The U(1) model we are studying in this paper is then defined by the path integral,
where the action is given by
10)
νx is the usual plaquette variable,
is the covariant lattice laplacian,
with 1. The action (2.10) has a unique absolute minimum at U µx = 1, validating the weak coupling expansion.
2. The action (2.10) is not BRST invariant. This is related to the fact that it cannot be written as a square of (a discretized version of) the gauge-fixing functional, µ ∂ µ A µ . The theorem of ref. [17] therefore does not apply in our case.
3. The action (2.10) leads to critical behavior in the continuum limit g → 0.
In connection with item 1 we note that the naive discretization of the gauge-fixing action 16) where eq. (2.14) was used to transcribe A µx in (2.3) in terms of U µx , does not have a unique minimum. It was demonstrated in ref. [11] that this action gives rise to a dense set of lattice Gribov copies. Such a dense set of Gribov copies may still give rise to strong fluctuations of the longitudinal gauge degrees of freedom, a situation which we want to avoid from the start. Some first information about the phase structure of the model is obtained in the constant field approximation. In this approximation the lattice link field in eq. (2.5) is replaced by a constant gauge field that is independent of x. All terms which contain derivatives of the gauge field vanish when we insert this constant gauge field into eq. (2.8) and therefore we obtain an expression for the classical potential. After expanding the resulting expression for the classical potential in powers of g we find 
which is a good approximation only in the large κ region of the phase diagram. A first glance at the phase diagram in fig. 1 (which was obtained on the trivial orbit, i.e. U µx = g x g † x+μ ) shows that the mean field and numerical results for the FM-FMD phase transition at large κ are indeed very close to the κ = 0 axis. We will show later that the critical coupling κ FM−FMD ( κ) is shifted by perturbative corrections to a small positive value.
The minimization of eq. (2.17) shows that 19) for all µ = 1, . . . , 4 [13] . This implies that κ = κ FM−FMD = 0 corresponds to a phase transition between a ferromagnetic (FM) phase, where A µ vanishes and the gauge boson has a nonzero mass, and a so-called FMD phase with a nonvanishing vector condensate A µ . It will become clear shortly why these phases are called ferromagnetic. The abbreviation FMD stands for ferromagnetic directional to express the fact that the vectorial vacuum expectation value A µ induces a space-time direction and that, as a consequence, hypercubic rotation invariance is broken. The continuum limit of the model corresponds to the continuous phase transition between the FM phase and the FMD phase.
To investigate the properties of the model (2.8) beyond the constant field approximation we can study fluctuations around the classical ground state in the FM and FMD phase by expanding the observables in powers of g 2 , or alternatively powers of 1/ κ, cf. eq. (2.15).
Next we demonstrate that the model defined by the path integral (2.7) is equivalent to a gauge-Higgs model which is manifestly gauge invariant. The lattice path integral in (2.7) can be rewritten as [4] 
On the Phase Diagram of a Lattice U(1) Gauge Theory with Gauge Fixing where in the second line we have performed a local gauge transformation, U µx → g x U µx g † x+μ , g x ∈G and made use of the gauge invariance of the Haar measure. The g x 's drop out of the plaquette action because it is manifestly gauge invariant. The third line is obtained after integrating both sides of the equation (2.20) over the gauge degrees of freedom with g x = φ † x and using the fact that Dφ = 1. This simple transformation shows that the longitudinal gauge degrees of freedom turn into group-valued Higgs fields. The new action S(φ † x U µx φ x+μ ) is now invariant under the gauge transformations
(2.21)
We will refer in the following to S V = S(U µx ) in eq. 
and all observables in the vector picture are mapped onto corresponding observables in the Higgs picture (see also ref. [11] ). In this paper we will study a reduced model defined by the action (2.8) on the trivial orbit, U µx = g x 1 g † x+μ . In the Higgs picture, cf. eq. (2.20), the reduced model is obtained by setting U µx = 1. The reduced model is then defined by the following lattice path integral 24) where B x is given by eq. (2.13) with
Eq. (2.24) defines a higher-derivative scalar field theory.
As a first step we will investigate in the following the phase diagram of the reduced model. Eq. (2.24) shows that the partition function is invariant under the symmetry
where For κ = 0 we recover the XY model in four dimensions whose phase diagram consists of three different phases: a broken or ferromagnetic (FM) phase at κ > κ FM−PM > 0, a symmetric or paramagnetic (PM) phase at κ PM−AM < κ < κ FM−PM and an antiferromagnetic (AM) phase at κ < κ PM−AM < 0. The symmetry (2.26) implies that, κ PM−AM = −κ FM−PM . Numerically it has been found that κ FM−PM ≈ 0.15. The order parameters which allow us to distinguish between these phases are the magnetization
and the staggered magnetization As explained above, at large κ we expect to find a new phase transition between the FM and the FMD phase, which at tree level is given by eq. (2.18). (In the following we will retain the name FMD also for the reduced-model version of the FMD phase.) The FMD phase is characterized by a new vector order parameter q µ , 0 < q µ < 2π, which is nonzero in the FMD phase and vanishes in the FM phase. It is equal to (π, π, π, π) in the AM phase. As a generalization of v and v AM we define a helicoidal magnetization
which is nonzero in the FMD phase. It is easy to see that v H reduces to v in the FM and to v AM in AM phase. When ignoring fluctuations around the ground state, the vector field V µx , cf. eqs. (2.14) and (2.25), in the FMD phase is given by
showing that q µ plays the role of the vector condensate in the reduced model. We mention in passing that phases with nonvanishing q µ have been intensively investigated in lower dimensions in condensed matter physics and are known as helicoidalferromagnetic phases (see ref. [19] for a recent review).
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To further substantiate the statements about the phase diagram made in this section we will determine in the next section the phase diagram of the reduced model (2.24) in the mean-field approximation. Numerical data for the phase diagram are presented in Sect. 5.1 and compared with the mean-field results.
The Phase Diagram in the Mean-Field Approximation
In the following we will perform a mean-field analysis of the phase diagram in d dimensions.
A central problem of the mean-field approximation in more complicated ferromagnetic systems is the choice of the mean-field ansatz which in a given region of the parameter space leads to the absolute minimum of the free energy. Usually there exist many different choices and it is not straightforward to pick an ansatz which leads to the absolute minimum of the free energy. Based on the discussion of the previous section we decided to consider the ansatz
where q µ , 0 ≤ q µ < 2π are real phases and ϕ plays the role of a magnetization. Depending on the value of q µ this ansatz can distinguish between phases with fer-
, and phases with a helicoidal magnetization (q µ = 0, π, for at least one component µ), ϕ = v H . Similarly, we take for the magnetic field h x the ansatz
where h is the mean-field magnetic field. Using eqs. (3.1) and (3.2) and following the steps of the standard mean-field calculation (see for example ref. [20] ), we obtain for the free energy of the reduced model (2.24)
where L is the extent of the lattice in spatial and temporal directions,
and
is the modified Bessel function of zeroth order. We have dropped in eq. (3.3) all terms that depend neither on ϕ nor on q. The saddle-point equations read
where
is the modified Bessel function of first order. From these d + 2 equations we can compute the d + 2 fields ϕ, q µ and h as functions of the parameters κ and κ. The phase boundaries are defined as the lines in the ( κ, κ) parameter space where various combinations of the order parameters ϕ and q µ vanish.
The variable h can be eliminated from the saddle-point equations in regions where ϕ is very small (which is the case close to the PM phase, where ϕ vanishes) and the ratio I 1 (2h)/I 0 (2h) in eq. (3.12) can be expanded in powers of h, I 1 (2h)/I 0 (2h) = h + O(h 3 ). Usually there does not exist a unique solution of the saddle-point equations in a certain region of the parameter space. It is therefore important to substitute the various solutions back into the expression for the free energy (3.3) and to pick out the solution that corresponds to the absolute minimum. In practice it can happen that certain phases remain undetected because the mean-field ansatz was too simple. In the following we will consider also another ansatz to search for a ferrimagnetic (FI) phase in a certain region of the parameter space which cannot be probed with the ansatz (3.1). Because of this uncertainty of the mean-field calculation it is important to determine the phase diagram also numerically.
We furthermore note that the free energy in eq. (3.3) is invariant under the symmetry (2.26), 18) which implies that also the phase diagram in the mean-field approximation is symmetric (but for the interchange q µ ↔ π − q µ , which maps the FM onto the AM phase, etc.) with respect to the line κ + 4d κ = 0 which in four dimensions turns into eq. (2.28).
In the following paragraph we present our mean-field results for the phase boundaries and briefly explain how they were obtained:
• FM-PM and PM-AM transitions: The transition between the FM and PM (PM and AM) phases is obtained by approaching the transitions from within the FM (AM) phase where
The relation for the FM-PM (PM-AM) phase boundary is obtained by expanding eq. (3.10) in powers of ϕ and equating the part that is linear in ϕ with zero. Eq. (3.11) is trivially fulfilled because sin q µ = 0 in the FM (AM) phases. The FM-PM and PM-AM phase boundaries are respectively given by the relations,
The reader can easily verify that the two solutions are related to each other by the transformation (3.18). The FM-PM and PM-AM phase transition lines intersect at κ = κ 1 = d ( 21) and the two straight lines (3.19) and (3.20) therefore form the boundary of the PM phase only in that interval.
• FMD-PM transition: The magnetization ϕ = v H vanishes when we approach the phase boundary from the FMD side which means that eqs. (3.10) and (3.11) can be expanded in powers of ϕ. Unlike in the previous case sin q µ = 0 for at least one component µ = 1, . . . , d and hence
From the term in eq. (3.10) that is proportional to ϕ we obtain
After summing the i = 1 term inside the curly brackets in eq. (3.11) over µ we obtain for F (q) the formula 23) and after first multiplying the same term with cos q µ and then summing over µ we obtain an expression for F (2q),
After substituting these two solutions into eq. (3.22) and after a few trivial algebraic manipulations we obtain the following solution for the FMD-PM phase transition:
This solution describes an ellipse located around the symmetry axis, κ+4 d κ = 0. Eq. (3.25) forms the boundary of the PM phase in the interval
as the corresponding mean-field solution does not lead to an absolute minimum of the free energy (3.3) in the region where κ ≤ κ 2 .
• FM-AM phase transition: Above we pointed out that the FM-PM and PM-AM phase transitions intersect at κ = κ 1 . This means that the FM and AM meet at this value of κ. Two different scenarios are imaginable for the phase structure in the region κ < κ 1 : 1) The FM and AM phases meet at the 4 d κ + κ = 0 symmetry line with the magnetizations v and v AM exhibiting a jump at this line, or 2) the FM and AM phases are separated by a FI phase in which both order parameters v and v AM are simultaneously nonzero. The mean-field ansatz (3.1) is not suited to detect such an intermediate FI phase since q µ cannot be equal to 0 and π at the same time. We therefore calculated the free energy also for the ansatz of the form
which allows us to probe for a FI phase. Our calculation however shows that scenario 2) leads to a larger value of the free energy. Also our numerical data in four dimensions give clear evidence for the correctness of the first scenario.
• FM-FMD and FMD-AM transitions: The FM-FMD (FMD-AM) phase transition is characterized by q µ → 0 (q µ → π) for all µ = 1, . . . , d. It is difficult to determine the location of these phase transitions analytically because ϕ does not vanish at these two phase transitions and eqs. (3.10)-(3.12) cannot be expanded in ϕ. We will show in the next section that the magnetization actually vanishes at the FM-FMD (FMD-AM) phase transition. This phenomenon is connected to the infra-red behavior of the higher-derivative action and therefore cannot be understood in the framework of the mean-field approximation.
The FM-FMD phase transition is determined by eliminating the fields h and ϕ from equation (3.12) and Similarly the FMD-AM phase transition is given by the intersection of the PM-phase boundary and the line
The FM-FMD phase transition can also be calculated analytically in the limit κ → ∞. Eq. fig. 1 represent the results of the numerical simulation and will be explained later.
Weak Coupling Expansion
Eq. (2.15) suggests that the weak coupling expansion should be performed in 1/ κ. We consider small fluctuations of the φ fields around the classical ground state, which we parametrize by the Goldstone field θ x : This ansatz holds both in the FM phase, where q µ = 0 and also the FMD phase, where q µ = 0, π for at least one component µ = 1, . . . , 4. The phases q µ in the FMD phase can be computed by minimizing the effective potential, or alternatively could be taken from the numerical simulation.
To calculate v in perturbation theory, we first insert eq. (4.1) into the action (2.24) of the reduced model and expand it in powers of θ x ,
2)
3)
The subscript q indicates that the propagator ∆ q (k) and four-point vertex function 
for small k. The propagator (4.6) leads to infra-red divergences. A similar situation is encountered in two space-time dimensions where infra-red divergences occur for
On the Phase Diagram of a Lattice U(1) Gauge Theory with Gauge Fixing massless bosons with an ordinary kinetic term [21] . These infra-red divergences are not only an artifact of the tree-level propagator, but occur in the full theory when the continuum limit κ → κ FM−FMD is performed. The qualitative agreement with the two-dimensional behavior will be demonstrated below both analytically and numerically. Here we note that the situation we encounter in the reduced model is similar to the situation of the XY model in two dimensions. The FM-FMD phase transition line behaves like the spin-wave phase, where critical exponents depend continuously on the coupling constant. Below we will show that the magnetization
and that the critical exponent η( κ) depends continuously on κ.
It is useful to distinguish between observables which are invariant under the global U(1) symmetry (symmetric), like the two-point function φ † x φ y , and others which are not invariant (nonsymmetric), like the magnetization φ x . For symmetric observables, the weak coupling expansion is infra-red finite, because all interactions involve derivatives. The situation is different for nonsymmetric observables, such as the magnetization. The real expansion parameter is not 1/ κ in this case, but (log m 2 )/ κ. This means that in order to obtain a nondivergent result in the limit m 2 → 0, one should perform a resummation of infinitely many diagrams. Using eqs. (4.1) and (4.2) the magnetization, cf. eq. (2.31), can be calculated to one-loop in perturbation theory,
The integral in eq. (4.7) is infra-red divergent in the limit m 2 → 0 and, as mentioned in the previous paragraph, in order to obtain a finite result we have to resum the higher order diagrams (with two and more lines) in fig. 2a which arise from the terms proportional to θ 2n x in eq. (4.1) with n > 1. This resummation of diagrams gives
where we used that at tree-level κ FM−FMD = 0. The higher order corrections in eqs. (4.8) and (4.9) are due to quartic and higher order interactions which we have ignored. The critical exponent η in eq. (4.9) is given by Using relation (4.8) and replacing the integral by a lattice sum, we can compute v H on a finite volume at any value of κ and κ in the FM and FMD phases provided that we know the function q = q( κ, κ). On a finite lattice with periodic boundary conditions for the scalar fields the phases q µ can only take the values
where L designates the extent of the lattice in temporal and spatial directions. The q's can be calculated at tree level by minimizing the classical action
where L 4 is the volume of the lattice and F (q) is defined in eq. (3.8). We note that after expanding eq. (4.12) in powers of q and setting q µ = gA µ , we recover to leading order the classical potential in eq. (2.17). In infinite volume, the phases q can be determined from the four saddle-point equations,
In finite volume, the value of q that minimizes S 0 (q; κ, κ) at a given ( κ, κ) point in the FMD phase is determined by computing S 0 (q; κ, κ) for all L 4 vectors q numerically, and picking out the ones with the smallest value of S 0 (q; κ, κ). (The minimum will respect the lattice symmetries and hence will in general not be unique.) From the resulting q-values we have computed the observable F (q), cf. eq. (3.8), for several ( κ, κ) points in the FMD phase. The discussion of this quantity will be postponed to Sect. 5.2 where we will compare it with the results of the numerical simulation.
We will from now on focus on the physics in the FM phase where q = 0, and calculate the magnetization to one higher order in perturbation theory. From this calculation we will obtain another estimate for the critical coupling κ FM−FMD ( κ).
The vertex function
where the first three terms arise from the κ x {φ †
x } term and the two terms proportional m 2 from the −κ x φ † x (2φ) x term in the action (2.24). We note that the vertex function (4.14) can be easily rewritten such that it is symmetric with respect to the momenta k 1 , k 2 , k 3 and k 4 . For the perturbative calculation it does not matter which form is used.
After carrying out the higher-order calculation, the magnetization can be written in the form
where ∆ 0 (k) is the tree-level propagator in the FM phase (cf. eq. (4.4) with q = 0) and Σ(k) is the self-energy, 
and equating the coefficient a( κ, κ) to zero,
This leads to the one-loop estimate
which is about a factor two larger than the mean-field value, cf. table 1.
Numerical Results
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Phase Diagram
To simulate the reduced model defined by the path integral (2.23) we have implemented two different Monte Carlo algorithms, a five-hit Metropolis and a Hybrid Monte Carlo algorithm. The results for the various observables agree nicely within the AM, FM and PM phases. We find however that the Hybrid Monte Carlo algorithm gets much more easily stuck in metastable non-equilibrium states in the FMD phase. We therefore have generated the bulk of the data presented in this paper with a five-hit Metropolis algorithm.
To map the phase diagram we have measured the following observables:
which is the order parameter for ferromagnetism and
which is the order parameter for anti-ferromagnetism.
• The helicoidal magnetization
was used to map the FMD phase, where the four real phases q µ , µ = 1, . . . , 4 were determined for each configuration from
• Apart from these quantities we have also measured the internal energy density
of the mass counterterm and
• the quantity c(q µ ) = cos q µ , (5.6) where the phases q µ were calculated for each configuration by means eq. (5.4). 
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We have taken the modulus in eqs. (5.1-5.3) for each configuration, because, in a finite volume, the constant field mode gives rise to a slow drift of the magnetization through the group space. (Taking the absolute value is a standard method which allows us to avoid the introduction of an external magnetic field.) The discreteness of the phases (4.11) poses a problem for the simulation in the FMD phase because each transition of one q to another q behaves very much like a first order phase transition and hence is accompanied by metastabilities. We find that these metastabilities become more severe when the lattice size is increased.
To determine the phase diagram we kept the parameter κ fixed and performed simulations at a large number of κ values. Each of these vertical scans, cf. fig. 1 , has been started in the FM phase. We lowered κ in fixed steps and used the last configuration of a run as the initial configuration at the next smaller value of κ. At each point we skipped 10 3 sweeps for equilibration and performed 10 4 measurement sweeps. The error of an observable O was determined using the relation
where ∆ O st is the standard deviation and τ int designates the integrated autocorrelation time, defined as τ int = ∆t Γ(∆t)/Γ(0) (see for example [22] ). The quantity Γ(∆t) = O(t)O(t + ∆t) − O 2 is the autocorrelation function. In figs. 3a-d we have displayed the numerical results for the order parameters v (circles), v AM (triangles) and v H (crosses) for four exemplary scans on a 4 4 lattice. In Fig. 4a we have plotted the quantity c(q µ ), µ = 1, . . . , 4 for the same scan at κ = 0.2 as a function of κ. A comparison of figs. 3a and 4a shows that the jumps in v H occur at the same κ values where one of the components c(q µ ) exhibits a jump. All q µ 's are zero in the FM phase. At κ ≈ −0.43 the first component of q condenses (dotted line) and becomes equal to 2π/L = π/2. The next jump occurs when also the second component of q becomes equal to π/2 (solid line). The κ value where finally all values of q are equal to π/2 coincides nicely with the symmetry point, κ = −16 κ = −3.2, cf. eq. (3.18). We note that the order in which the jumps occur is arbitrary (because of hypercubic symmetry). The jumps at κ < −16 κ follow a similar pattern, with the q µ 's jumping from π/2 to π. We will show in Sect. 5.2 that the complicated κ-dependence of v H in the FMD phase can at least qualitatively be explained by the one-loop formula (4.8). In fig. 4b we have plotted the internal energy density z 2 as a function of κ. In the mean-field theory this quantity is given A different situation is encountered in fig. 3b which shows the result of the scan at κ = 0.1. Besides the FM, AM and FMD phases we find now clear evidence for a PM phase (where v = v AM = v H = 0) which, as predicted by the mean-field calculation, extends into the FMD phase. The graph shows that four different phase boundaries are crossed when κ is lowered from the FM to the AM phase. The small peak at κ = −16 κ ≈ −1.6 appears to be a finite size effect because it becomes smaller when the lattice size is enlarged.
The FMD phase gradually disappears when κ is lowered further. The situation at κ = 0.02 is depicted in fig. 3c . The FMD phase has now completely disappeared, and the only three phases we are left with are the FM, PM and AM phases. We find that the PM phase extends down to κ ≈ −0.02. The result of the scan at κ = −0.03 is displayed in fig. 3d . It shows that the phase transition between the FM and AM phase coincides with the symmetry line κ = −16 κ and is obviously of first order. Both the internal energy density z 2 and the order parameters v and v AM exhibit a gap at this phase transition. This gap grows from zero to one when one follows the symmetry line κ = −16 κ from the triple point where the FM, PM and AM phases meet to κ = −∞. The two dashed lines in figs. 3c and d represent the mean-field result for the magnetization ϕ = v in the FM and for the staggered magnetization ϕ = v AM in the AM phase, which we obtained by solving the mean-field equations (3.10) and (3.12) for q = (0, 0, 0, 0) and q = (π, π, π, π) numerically.
We have read off the positions of the various phase transitions from plots like the ones depicted in figs. 3a-d and then compiled them in the κ-κ phase diagram plot in fig. 1 . The triangles were obtained on a 4
4 lattice, the crosses represent the phase boundaries on a 6 4 lattice and the circles mark the phase transitions points on an 8 4 lattice. The solid curves are the mean-field results which we discussed in Sect. 3. The plot shows that the numerical estimates for the FM-AM, FM-PM, PM-AM, FM-FMD and FMD-AM phase boundaries agree nicely with the mean-field prediction. The agreement seems to be worse for the FMD-PM phase transition. The numerical data indicate however that both the horizontal and vertical width of the PM phase shrink when the lattice size is increased and that the numerical results could come out closer to the mean-field result for larger volumes.
In fig. 5 we have displayed the magnetization v as a function of κ for κ = 0.2 and a series of different lattice sizes. Again, we have lowered κ in small steps, and used the last configuration of a run as initial configuration for the next run, skipping 10 fig. 5 ). It can be seen that the curves for v bend in more strongly when the lattice size is increased, indicating that v scales to zero at the FM-FMD phase transition as predicted by the weak coupling expansion in Sect. 4. We will demonstrate in the next subsection that the data for v in the FM phase are nicely consistent with the perturbative formula (4.15) according to which v ց 0 in the limit κ ց κ FM−FMD and L → ∞. The plot also shows that κ FM−FMD increases with increasing lattice size.
On the larger lattices we encounter a different behavior. The magnetization first starts to bend over when κ is lowered but then instead of jumping to the FMD phase continues to decrease slowly. The jump to the FMD occurs finally at a large negative value of κ. The jump on the 6 4 lattice (crosses) for instance occurs at κ ≈ −0.9 and not at κ ≈ −0.2. The reason for this effect could be related to the fact that the FM-FMD phase transition behaves very much like a first order phase transition as the magnetization drops to zero very rapidly at κ FM−FMD . On the larger lattices the fluctuations in the internal energy are very small and hence the probability for a jump across a large energy barrier becomes strongly suppressed. This situation did not change after increasing the statistics by one order of magnitude which means that the probability for a transition to occur at larger κ is very small. In this context we also note that on larger lattices the system in the FMD phase ends up in different states when using different starting configurations and transitions to other states occur very rarely or not at all. The results for the various observables in the FMD phase are independent of the initial configuration only on the smaller lattices of size 3 4 , 4 4 and 5 4 . (In all other phases, our results are independent of the initial configurations on all volumes.) Fig. 5 shows that the region in the FM phase where the magnetization starts to bend over is shifted in all cases towards larger values of κ when the lattice size is enlarged. We will show in the next subsection that this finite size behavior is in nice agreement with the perturbative formula given in Sect. 4. This good agreement between the numerical data and lattice perturbation theory lead us to identify κ FM−FMD on the larger lattices, i.e. for L ≥ 6, with the point where the slope in v is largest, and not with the point at large negative κ, where v exhibits the jump and v H becomes different from v. All phase transition points on the 6 4 and 8 4 lattice which are included in fig. 1 were obtained with this criterion.
Comparison with Perturbation Theory
In this subsection we compare the simulation results for v in the FM and v H in the FMD phase with the perturbative formulas which we derived in Sect. 4 . In fig. 6 we have plotted once more the v and v H data of fig. 3a which were obtained at κ = 0.2 on a 4
4 lattice. The circles in fig. 6 were obtained by evaluating the one-loop formula for v H (4.8) numerically on both sides of the FM-FMD phase transition on the same lattice and at the same values of κ where we performed the numerical simulations. The phases q( κ, κ) at a given value of κ were determined analytically by minimizing the classical action in eq. (4.12) with L = 4. Fig. 6 shows that the numerical results are nicely reproduced by the analytic formula (4.8) at large values of κ. At smaller κ values the deviations start to become larger. While we do not understand this phenomenon in detail, we believe that it may be related to the metastabilities mentioned in Sect. 5.1. (Higher orders in perturbation theory could also be sizable though.) The jumps at which the components of q condense occur slightly delayed. This distorts the κ-dependence of the propagator, which depends also explicitly on κ and not only implicitly through the phases q( κ, κ). From the minimizing phases q( κ, κ) on the 4 4 lattice we have computed the function F (q), cf. eq. (3.8), which we plotted in fig. 7a (dashed line) versus κ. The numerical results for z 2 , which in the mean-field approximation are proportional to F (q) are represented in this graph by the crosses. It can be seen that the gap between the two curves widens up when κ is lowered, which is presumably due to the systematic delay of the transition events in the numerical simulation. We should observe a smaller shift on a smaller lattice if this scenario is correct. Fig. 7b shows that the gap between the two curves shrinks indeed on the 3 4 lattice. We also checked that the numerical metastabilities on a 5 4 lattice get stronger making the agreement with the analytic results worse. Note that the discrepancies between perturbation theory and numerical data occur at the same locations in figs. 6 and 7a.
In the following we will discuss only the FM phase. The numerical metastabilities mentioned in the previous paragraph have an effect on the simulation results only in the near vicinity of the FM-FMD phase transition.
In fig. 8 the magnetization v for κ = 0.1 is displayed as a function of κ. The lattice size is 8 4 . At each κ point we have accumulated a statistics of 10 5 Metropolis sweeps. The magnetization was measured after each sweep and its error was computed by means of eq. (5.7). To compare the numerical data with the perturbative formulas, we have numerically evaluated the integrals (replaced by lattice sums) in eq. (4.8) and (4.15) for a large number of κ values in the FM phase on the same lattice which we used in the numerical simulations. The obtained results for v in eqs. (4.8) and (4.15) are represented by the dashed and solid curves. Fig. 8 shows that the two-loop formula (4.15) provides, as expected, a much better description of the numerical data than the one-loop formula (4.8). The fact that perturbation theory in 1/ κ remains valid down to such small values of κ is because the actual expansion parameter is not 1/ κ but 1/(16π 2 κ) where the factor 1/(16π 2 ) comes from the loop integrals.
The κ-dependence of the magnetization v is shown in fig. 9 , where we have plotted the magnetization data for five different κ values versus κ. The lattice size is also in this case 8 4 and the statistics at each κ point the same as in fig. 8 . In order to better monitor the drop of the magnetization near the FM-FMD phase transition we have increased the density of points in that region. The solid lines represent again the perturbative result according to eq. (4.15). The agreement between the numerical data and the analytic curve is in all cases excellent. The graph shows that the drop to the critical point is becoming steeper when κ is increased. This phenomenon is a consequence of the fact that the critical exponent η in eq. (4.10) decreases with increasing κ.
Finally we demonstrate that also the volume dependence of the magnetization data in the FM phase, cf. fig. 5 , is nicely reproduced by the perturbative formula 0 (k) has a zero eigenvalue (for some nonzero k) at this value of κ. This implies that v in eq. (4.15) approaches one in the limit κ ց κ min . (Lowering κ beyond this value would lead to a negative eigenvalue of the tree-level inverse propagator, and this instability causes q to condense to the smallest possible value, cf. eq. (4.11) .) The plot shows that the minimum of the twoloop curve gets smaller and also narrower when the size of the lattice is increased. The minimum drops to zero in the infinite volume limit at the κ-value where a( κ, κ) vanishes, cf. eq. (4.19) . This κ-value coincides with the one-loop estimate (4.20) only in the limit κ → ∞. At κ = 0.2 we find that v drops to zero at κ ≈ 0.03446 which is by about 15% larger than the one-loop estimate in eq. (4.20) .
From eq. (5.8) we find that for κ = 0.2, κ min = −0.6, −0.4, ≈ −0.2764, −0.2 and −0.1 for L = 3, 4, 5, 6 and 8. Fig. 10 shows that the two-loop curve approaches one at these values of κ.
Summary and Outlook
In this paper we have calculated the phase diagram of the reduced model for a gaugefixed U(1) lattice gauge theory in the mean-field approximation. The phase diagram contains a ferromagnetic (FM), anti-ferromagnetic (FM), paramagnetic (PM) and, On the Phase Diagram of a Lattice U(1) Gauge Theory with Gauge Fixing as a novelty, also a ferromagnetic directional (FMD) phase, where not only the U(1) symmetry is broken but also the vector field condenses. The mean-field results for the phase diagram were confirmed by numerical simulations. The continuum limit of the model corresponds to a continuous phase transition between the FM phase and the FMD phase. We have studied the nature of this phase transition in lattice perturbation theory and demonstrated that the magnetization vanishes in the continuum limit, because of infra-red effects, and that the global U(1) symmetry gets restored in this limit. This phenomenon cannot be understood in the mean-field approximation. We have shown that the numerical data for the magnetization are in good agreement with the results of the weak coupling expansion in the FM phase. We have calculated the critical coupling of the FM-FMD phase transition at large values of κ both in the mean-field approximation and in perturbation theory, and find in both cases a small positive value. At κ → ∞ the mean-field result for the FM-FMD phase transition is smaller by about a factor two than the perturbative result.
As a next step we will take up again various proposals for lattice chiral gauge theories and investigate whether the problems associated with the strongly fluctuating gauge degrees of freedom can be overcome by gauge fixing. In refs. [15] and [16] we will show for the case of the reduced abelian Wilson-Yukawa (Smit-Swift) model that a) the species doublers decouple in the continuum limit, and b) that the fermion spectrum contains only the desired states, namely a massless charged left-handed fermion that couples to the gauge field and a massless neutral right-handed fermion that decouples. We expect to find similar positive results also for other fermion formulations, using a Majorana-Wilson term instead of a Dirac-Wilson term [23] , domain wall fermions with waveguide [6] , or staggered fermions [24] .
It is challenging to study the U(1) model with gauge fields turned on. It should be possible to determine the fermion spectrum in the Coulomb phase and see if it remains unaffected at small values of the gauge coupling. A change of the fermion spectrum should manifest itself as a new phase transition in the fermion sector.
It is also important to extend the gauge-fixing approach to nonabelian gauge theories. This implies that we first have to specify how to discretize and simulate the ghost part of the action (2.1). The nonabelian case is very interesting because in this case we can ask whether confinement emerges at small values of the gauge coupling.
