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Abstract
We ﬁrst show the existence of the multivortex solutions of Maxwell–Chern–Simons–Higgs
(MCSH) model on bounded domains and prove that the solutions of the Euler–Lagrange equa-
tions of the MCSH energy functional converge to those of the Abelian–Higgs (AH) model
and the Chern–Simons–Higgs (CSH) model in suitable limits, respectively. We also show the
existence of the multivortex solutions of the nonself-dual CSH model on bounded domains.
Besides, we study asymptotics for the minimizers of MCSH energy functional when the gauge
ﬁeld vanishes.
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1. Introduction
The classical Abelian–Higgs (AH) model, also called the Ginzburg–Landau model,
was proposed in 1950s for the purpose to give phenomenological descriptions on super-
conductivity at low temperature. AH is considered in the (2+1)-dimensional Minkowski
space R2,1 with the metric diag(1,−1,−1). The metric is used to raise or lower in-
dices. Let  be a smooth bounded simply connected domain in R2 and + = R+×.
The Lagrangian density of AH on + is given by
LAH = DuDu− 12 FF
 − 
4
(1− |u|2)2, (1.1)
where all the Greek indices run over 0,1,2 and  > 0 is a constant, u : + → C is the
Higgs ﬁeld, A : + → R is the gauge ﬁeld, D = − iA is the covariant derivative
with i = √−1, and F = A − A is the ﬁeld strength. The Euler–Lagrange
equations are
DD
u+ 
2
u(|u|2 − 1)=0, (1.2)
−F  + J =0, (1.3)
where
J  = i
2
(uDu− uDu)
is the Noether current such that J 0 is a conserved charge density and J = (J 1, J 2) is
the current density.
We say that (u,A) is gauge equivalent to (v, B), if there exists a function  such
that
(v, B) = (eiu,A + ).
It is easily veriﬁed that the Lagrangian LAH and its Euler–Lagrange equations are
invariant under the gauge transformation.
For the time independent conﬁguration, we deduce from the  = 0 component of
(1.3) that
−A0 + |u|2A0 = 0,
which implies that
A0 ≡ 0 (1.4)
and hence J0 ≡ 0, under the boundary condition A0 = 0 on . Then the static energy
functional for the AH model is given by
G(u,A) =
∫

|DAu|2 + |FA|2 + 4 (1− |u|
2)2. (1.5)
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Here we used the notations as follows: A = (A1, A2), DA = ∇− iA, and FA = curlA.
The Euler–Lagrange equations (1.2) and (1.3) read in this case
−D2Au+

2
u(|u|2 − 1)=0, (1.6)
curl2 A+ i
2
(uDAu− uDAu)=0. (1.7)
We recall that curl f = (2f,−1f ) for a function f : → R.
If  = 1, then it is well known in [5] that there exists a global minimizer of G on
suitable function spaces, and the minimum value is achieved by the following self-dual
equations
D1u+ iD2u=0, (1.8)
FA + 12 (|u|2 − 1)=0. (1.9)
We emphasize that (1.8) and (1.9) are of ﬁrst-order system, while (1.6) and (1.7) are
of second-order system. In fact, the substitution f = ln |u|2 transforms (1.8) and (1.9)
into an elliptic equation
f = ef − 1+ 4
m∑
j=1
njpj . (1.10)
Here pj ∈ , j = 1, . . . , k, called the vortex points, are the prescribed distinct zeros
of u with the multiplicities nj , respectively. The study for (1.10) has been done, for
example, in [4,28,44] in various domains. In this point of view, the self-duality is an
important notion in various ﬁeld theories in the sense that it allows a reduction of
second-order equations of motion to ﬁrst-order equations which are simpler to analyze
and correspond to the minimization of energy.
When the Chern–Simons (CS) term is added to AH model, the vortex ﬁeld is charged
both electrically and magnetically, and can carry a fractional electric charge proportional
to the coefﬁcient of the CS term. Such charged vortices are important in theoretical
physics such as fractional quantum Hall effects and anyonic superconductivity. However,
just adding CS term to AH model does not give a self-dual structure like (1.8) and
(1.9) due to the coexistence of the Maxwell term and CS term in the action. In the
work of Hong–Kim–Pac [26] and Jackiw–Weinberg [27], they considered a model of
charged vortices with gauge ﬁeld dynamics governed only by the CS term. Such a
model without Maxwell term is sensible because the CS term is dominant over the
Maxwell term in the large scale.
The Lagrangian of the Chern–Simons–Higgs (CSH) model is given by
LCSH = DuDu+ 4 	

AF
 − 2 |u|
2(1− |u|2)2, (1.11)
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where  is a positive Chern–Simons coupling parameter and 	
 is totally skew-
symmetric with 	012 = 1. The Euler–Lagrange equations for (1.11) are
DD
u+ 
2
u(|u|2 − 1)(3|u|2 − 1)=0, (1.12)
1
4 	

F
 + J =0. (1.13)
For time independent solutions, the  = 0 component of (1.13) gives
FA + 2|u|2A0 = 0 in . (1.14)
Using (1.14) and the above notations, we obtain the (static) Chern–Simons–Higgs (CSH)
energy functional on ;
F,(u,A) =
∫

|DAu|2 + 
2
4
· |FA|
2
|u|2 +

2
|u|2(1− |u|2)2. (1.15)
The (static) Euler–Lagrange equations (1.12)–(1.13) are reduced to
−D2Au−
2
4
· |FA|
2
|u|4 u+

2
u(|u|2 − 1)(3|u|2 − 1)=0, (1.16)
−2 curl
(
FA
|u|2
)
+ 2i(uDAu− uDAu)=0. (1.17)
Although the Euler–Lagrange equations (1.16) and (1.17) seem to be somewhat com-
plicated, when  = 1, we can ﬁnd a system of ﬁrst-order equations as in AH, which
achieves the minimum of F,1 over suitable function spaces by the solutions of the
following self-dual equations:
D1u+ iD2u=0, (1.18)
FA + 22 |u|
2(|u|2 − 1)=0. (1.19)
It is readily veriﬁed that if (u,A) is a solution of (1.18) and (1.19), then it is also
a solution of (1.16) and (1.17). By the Jaffe–Taubes argument [28], the substitution
f = ln |u|2 transform (1.18) and (1.19) into an elliptic equation
f = 4
2
ef (ef − 1)+ 4
m∑
j=1
njpj . (1.20)
The existence of solutions to (1.20) and their asymptotic behavior as → 0 have been
widely studied in [10,14,16,39,40,43,45] on R2, in [7,17–22,33,34,41,42] on a ’t Hooft
type periodic domain, and in [25] on a bounded domain. See also [15,24,29–31,38]
for self-dual equations in a background metric, and [8,9] for an analysis of the time-
dependent model.
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On the other hand, there arises the question whether there is any self-dual system
including both the Maxwell and CS terms. A naive inclusion of both terms in the action
makes the system nonself-dual. In [32], the Maxwell–Chern–Simons–Higgs (MCSH)
model was suggested as a uniﬁed self-dual system of AH and CSH, where the self-
duality was attained by introducing a neutral scalar ﬁeld. The introduction of the neutral
scalar ﬁeld is justiﬁed through the super-symmetric argument. The Lagrangian of MCSH
is given by
LMCSH=[(Dq)u][(Dq)u] − 14 FF
 + 
4
	
AF
 (1.21)
+NN − q2|u|2N2 − 12 (
√
q|u|2 + N −√q)2,
where q,,  > 0 are constants, (Dq) =  − iqA, and N : + → R is the neutral
scalar ﬁeld. The Euler–Lagrange equations are
(Dq)(D
q)u+ q2uN2 +√qu(√q|u|2 + N −√q)=0, (1.22)
−F  + 2 	

F
 + 2q(J q)=0, (1.23)


N + 2q2|u|2N + (√q|u|2 + N −√q)=0, (1.24)
where (J q) = i(u(DqA)u−u(DqA)u)/2. We consider the stationary solutions of (1.21).
The variational equation for A0 from (1.23) gives the Gauss constraint equation
−A0 + 2q2|u|2A0 = −FA in ,
A0 = 0 on . (1.25)
Using this equation, we can write the static MCSH energy functional as
Eq,,(u,A,N)=
∫

|DqAu|2 +
1
2
|FA|2 + q2|u|2A20 +
1
2
|∇A0|2 (1.26)
+q2|u|2N2 + 1
2
|∇N |2 + 1
2
(
√
q|u|2 + N −√q)2.
Here DqAu = ∇u − iquA. The static form of the Euler–Lagrange equations for Eq,,
are then
−(DqA)2u− q2uA20 + q2uN2 +
√
qu(
√
q|u|2 + N −√q)=0, (1.27)
−curl2 A+  curlA0 + iq(uDqAu− uDqAu)=0, (1.28)
−N + 2q2|u|2N + (√q|u|2 + N −√q)=0. (1.29)
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In this model, as above, if  = 1, we can obtain energy minimizing self-dual equations:
D
q
1u+ iDq2u=0, (1.30)
A0 +N=0, (1.31)
FA + (q|u|2 + N − q)=0, (1.32)
which are, by the substitution f = ln |u|2, transformed into the following elliptic
system:
f=2q2(ef − 1)+ 2qN + 4
m∑
j=1
njpj , (1.33)
N=q(ef − 1)+ (2 + 2q2ef )N. (1.34)
We observe that if we set
 = 0, q = 1√
2
, (u˜, A˜) = (u, qA), A0 ≡ 0, N ≡ 0 (1.35)
in (1.26), then Eq,,(u,A,N) reduces to G(u˜, A˜). Similarly, if we set
 = q2, (u˜, A˜, A˜0) = (u, qA, qA0), N = (
√
q −√q|u|2)/ (1.36)
in (1.26) and let q → ∞, then Eq,,(u,A,N) corresponds to F,(u˜, A˜). Thus one
can formally consider Eq,, as a uniﬁcation of G and F,. In fact, it is formally
derived in [32] that the solutions of the self-dual equations (1.33) and (1.34) of the
MCSH model converges to the solutions of the self-dual equation (1.10) of the AH
model in the limit (1.35), and to the self-dual equation (1.20) of the CSH model in
the limit (1.36). Mathematically rigorous proof for the existence and convergence can
be found in [11,12] on R2 and in [13,35,36] on the ’t Hooft type periodic domain.
Different from the self-dual case, the nonself-dual CSH and MCSH has less been
studied in the literature as far as the authors know. While the nonself-dual Ginzburg–
Landau equations (1.6) and (1.7) has been widely studied by many authors. In particular,
the nonstandard form of CSH energy functional prohibited approaching the nonself-dual
solution of CSH. The purpose of this paper is to study Eqs. (1.16) and (1.17) and
(1.25)–(1.29) on a simply connected bounded domain . Due to the nonstandard form
of the CSH energy functional, it is not easy to apply the variational method directly to
(1.15). Instead, we ﬁrst consider (1.25)–(1.29) and verify the CSH limit (1.36). During
the veriﬁcation, we ﬁnd that the tangential current of the CSH limit may be different
from the original one. This phenomena is closely related with the energy loss in the
gauge potential. This does not happen when A = 0.
The second aim of this paper is to study of asymptotic behavior of solutions to
(1.25)–(1.29) when  → ∞. In the AH model, the asymptotic behavior of solutions
to (1.6) and (1.7) are well known when  → ∞. Without the gauge ﬁeld, asymptotic
characterizations and related topics for solutions of (1.6) have been widely studied
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by many authors since the work of Bethuel–Brezis–Hélein [1,2]. For the case with
nonvanishing gauge ﬁeld, we refer to [3]. It is very natural then to ask the asymptotic
behavior of the solutions of the CSH equations (1.16) and (1.17), and of the solutions
of the MCSH equations (1.25)–(1.29) as →∞. The main difference between the AH
equations and the CSH (or MCSH) equations is whether A0 vanishes or not. Compare
(1.4), (1.14), and (1.25). We speculate that there are some interesting properties different
from the AH equations when we study the asymptotic behavior of solutions of the CSH
or the MCSH equations as  → ∞. As a ﬁrst step toward our asymptotic problem
for the solution of (1.25)–(1.29), we study the case when the gauge ﬁeld vanishes. We
postpone the case with nonvanishing gauge ﬁeld to a forthcoming paper.
The rest of the paper is organized as follows. In Section 2, we consider the case
where the gauge ﬁeld A vanishes. For this simpliﬁed model, we prove the existence
of multivortex solutions of MCSH and show that MCSH uniﬁes AH and CSH, in the
sense that the Euler–Lagrange equations of the MCSH converge to those of the AH
and the CSH in suitable limits, respectively. In this case, the convergence is stronger
than the nonvanishing case due to the maximum principle. In Section 3, we derive
similar result of Section 2 when the gauge ﬁeld does not vanish. In Section 4, we
study asymptotics for the minimizers of MCSH energy functional following [1,2].
Throughout the remaining part of the paper, we assume  is a smooth simply
connected bounded domain in R2 and the summation convention is assumed.
2. The case A ≡ 0
By the substitution ε = 1/√, the MCSH energy functional Eq,, without gauge
ﬁeld reduces to
E 0q,,ε(u,N) =
∫

|∇u|2 + 1
2
|∇N |2 + q2|u|2N2 + 1
2
(q
ε
(|u|2 − 1)+ N
)2
. (2.1)
Here u : → C is the complex Higgs ﬁeld, N : → R is the neutral scalar ﬁeld, and
q,, ε > 0 are constants. In order to investigate the functional E 0q,,ε, we introduce the
following function space: for a given smooth function g :  → S1 with deg g > 0,
deﬁne X 0g = P0g ×H, where
P 0g = {u ∈ H 1(,C) : u = g on }, H = H 10 (,R).
Lemma 2.1. For all q,, ε > 0, there exists a solution of (2.2) and (2.3) which
minimizes E 0q,,ε over the space X 0g .
Proof. It is obvious that E 0q,,ε is coercive and weakly lower semi-continuous on X 0g ,
and hence has a minimizer over X 0g which is a solution of (2.2) and (2.3). 
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The Euler–Lagrange equations for E 0q,,ε are given by
−u+ q2uN2 + q
ε
u
(q
ε
(|u|2 − 1)+ N
)
=0 in , (2.2)
−N + 2q2|u|2N + 
(q
ε
(|u|2 − 1)+ N
)
=0 in , (2.3)
u = g, N = 0 on .
Similarly, when the gauge ﬁeld vanishes, by the substitution ε = 1/√, the AH
functional G can be written as
G 0ε (u) =
∫

|∇u|2 + 1
4ε2
(|u|2 − 1)2 (2.4)
and the CSH functional F, is rephrased as
F 0,ε =
∫

|∇u|2 + 1
2ε2
|u|2(|u|2 − 1)2. (2.5)
It is easy to see that
inf
u∈X 0g
G 0ε (u) and inf
u∈X 0g
F 0,ε(u)
are achieved by some u, which are the solutions of the Euler–Lagrange equations for
G 0ε and F 0,ε, namely,
−u+ 1
2ε2
u(|u|2 − 1) = 0 in ,
u = g on 
(2.6)
and
−u+ 1
2ε2
u(|u|2 − 1)(3|u|2 − 1) = 0 in ,
u = g on ,
(2.7)
respectively.
As was mentioned in the previous section, if we set formally
q = 1/√2,  = 0, N ≡ 0 (2.8)
then E 0q,,ε reduces to G 0ε . On the other hand, if we set
 = q2, N = q
ε
(1− |u|2), N˜ = qN (2.9)
and let q →∞, then E 0q,,ε formally corresponds to F 0,ε. We now show these asymp-
totics of the Euler–Lagrange equations.
An important property of solutions of (2.6) and (2.7) is the following.
Lemma 2.2. If u is a solution of (2.6) or (2.7), then |u|1 in .
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Proof. Apply the maximum principle to
|u|2 1
ε2
|u|2(|u|2 − 1)
for the solutions of (2.6), and
|u|2 2
ε2
|u|2(|u|2 − 1)(3|u|2 − 1)
for the solutions of (2.7). 
In the next theorem, we show the same result for the solutions of (2.2) and (2.3),
which is a system of equations.
Theorem 2.3. Let (u,N) be any solution of (2.2) and (2.3). Then
0N q
ε
(1− |u|2). (2.10)
In particular,
|u|1. (2.11)
Proof. We ﬁrst show that |u|1. If not, there exists x0 ∈  such that x0 is a maximum
point of |u| satisfying |u(x0)| > 1. Then
0|u(x0)|2
2q2|u(x0)|2N(x0)2 + 2 q
ε
|u(x0)|2
(q
ε
(|u(x0)|2 − 1)+ N(x0)
)
.
Hence
qN(x0)
2 + 
ε
N(x0)
q
ε2
(1− |u(x0)|2) < 0. (2.12)
In particular, if x1 is a minimum point of N, then
N(x1)N(x0) < 0.
Since N = 0 on , we have x1 ∈ .
Furthermore,
0N(x1) = 2q2|u(x1)|2N(x1)+ 
(q
ε
(|u(x1)|2 − 1)+ N(x1)
)
and hence
(2q2|u(x1)|2 + 2)N(x1) q
ε
(1− |u(x1)|2).
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Combining this equation with (2.12), we ﬁnd
(2q2|u(x1)|2 + 2)N(x0)(2q2|u(x1)|2 + 2)N(x1)
 q
ε
(1− |u(x1)|2)
 q
ε
(1− |u(x0)|2)
(2qεN(x0)+ 2)N(x0).
This yields that
εN(x0)q|u(x1)|20,
which violates the fact N(x0) < 0. Therefore, we proved that |u|1.
Next, let us rewrite (2.3) as
−N + (2q2|u|2 + 2)N = q
ε
(1− |u|2)0.
Then it follows from the maximum principle that N0.
Now let
w = q(|u|2 − 1)+ εN.
Then a simple calculation gives
w −
(
2q2
ε2
|u|2 + 2
)
w
=2q3|u|2N2 + 2q|∇u|2 + 2q2ε|u|2N
0.
Again by the maximum principle we see that w0. 
Theorem 2.4 (Maxwell limit). For ﬁxed ε > 0, let (uq,, Nq,) be any solutions of
(2.2) and (2.3). Then there exists a solution u∞ of (2.6) such that, passing to a limit,
(uq,, Nq,)→ (u∞, 0)
in Cs(,C)×Cs(,R) for all s0 as q → 1/√2 and → 0. Moreover, E 0q,,ε(uq,,
Nq,)→ G 0ε (u∞).
Proof. Multiplying (2.3) by Nq, and integrating by parts, we ﬁnd that∫

|∇Nq,|2 + (2q2|uq,|2 + 2)N2q, =
∫

q
ε
Nq,(1− |uq,|2).
The Young inequality implies that∫

|∇Nq,|2
(∫

N2q,
)1/2 (∫

q2
ε2
(1− |uq,|2)2
)1/2
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and hence by the Poincaré inequality and (2.11)
‖∇Nq,‖L2C,
where C depends only on q, ε, and . Using this inequality and applying the standard
elliptic estimates to (2.3), we obtain
‖Nq,‖H 2C(‖Nq,‖L2 + ‖Nq,‖L2)C→ 0
as q → 1/√2 and → 0.
On the other hand, it follows from (2.2) and (2.11) that
‖uq,‖H 2C(‖uq,‖L2 + ‖uq,‖L2)C.
Thus passing to a subsequence
uq, → u∞ weakly inH 2(,C),
uq, → u∞strongly inH 1(,C)
as q → 1/√2 and → 0. Clearly u∞ is a solution of (2.6) and
E 0q,,ε(uq,, Nq,)→ G 0ε (u∞).
The convergence in the higher norms follows from the standard bootstrap argument.

Our next goal is to justify limit (2.9).
Lemma 2.5. Let (uq,,ε, Nq,,ε) be a minimizer of E 0q,,ε over X 0g . Then
E 0q,,ε(uq,,ε, Nq,,ε)C
(
1+ q
2(q2 + 1)
2ε2
)
(2.13)
for all q,, ε > 0. Here C is a constant independent of q,, ε.
Proof. We follow the argument of [2,3]. Suppose that d = deg g > 0. Let us choose d
distinct points a1, . . . , ad in , and R > 0 such that BR(aj ) ⊂  and
BR(ai) ∩ BR(aj ) = ∅, i = j.
Set
˜ = \ ∪dj=1 BR(aj ).
Let w0 : ˜→ S1 be a smooth map satisfying that w0 = g on  and
w0 = x − aj|x − aj | on BR(aj ) ∀j = a1, . . . , ad .
Deﬁne w1 ∈ Hg by
w1(x) =


w0(x) on ˜,
x − aj
|x − aj | (|x − aj |) on BR(aj ),
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where  : R→ [0, 1] be a smooth function satisfying
(t) =
{
1, tR/2,
0, tR/4.
Deﬁne N1 : → R by
N1 = qε (1− |w1|
2).
Then we have
E 0q,,ε(uq,,ε, Nq,,ε)E 0q,,ε(w1, N1)C
(
1+ q
2(q2 + 1)
2ε2
)
. 
Theorem 2.6 (Chern–Simons limit). For ﬁxed ε > 0, let  = q2 and (uq,Nq) be
the corresponding minimizers for E 0q,ε ≡ E 0q,q2,ε over the space X 0g . Then there exists
u∞ ∈ P 0g such that passing to a limit if necessary, uq → u∞ weakly in P 0g and u∞
is a weak solution of (2.7). Moreover, u∞ is a minimizer of F 0,ε over X 0g .
Proof. Set N˜q = qNq . It follows from Lemma 2.5 that ‖uq‖H 1C, ‖Nq‖H 1C, and∥∥∥∥1ε (|uq |2 − 1)+ N˜q
∥∥∥∥
L2
= O
(
1
q
)
.
In particular, passing to a subsequence, there exists u∞ ∈ Pg such that as q →∞,
uq → u∞, weakly in H 1, strongly in Lp ∀p1.
Furthermore, as q →∞,
N˜q → N˜∞ = 1ε (1− |u∞|
2) strongly in L2 and a.e.
By Theorem 2.3, |N˜q |1/ε therefore N˜q → N˜∞ in Lp for all p1. In particular,
Nq → 0 weakly in H, strongly in Lp ∀p1.
Multiplying (2.3) by a test function M ∈ H, we have∫

[
2|uq |2N˜q + q
(q
ε
(|uq |2 − 1)+ Nq
) ]
M = − 1
q
∫

∇Nq · ∇M → 0
as q →∞. Thus
lim
q→∞
∫

q
(q
ε
(|uq |2 − 1)+ Nq
)
M = −
∫

2|u∞|2N˜∞M. (2.14)
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On the other hand, multiplying (2.2) by a complex conjugate of a test function v ∈
H 10 (,C), we ﬁnd from (2.14) that
0 =
∫

∇uq · ∇v + uqvN˜2q +
q
ε
uqv
(q
ε
(|uq |2 − 1)+ Nq
)
→
∫

∇u∞ · ∇v + u∞vN˜2∞ −
2
ε
|u∞|2u∞vN˜∞
=
∫

∇u∞ · ∇v + 12ε2 u∞v(|u∞|
2 − 1)(3|u∞|2 − 1).
In other words, u∞ is a weak solution of (2.7). Next, multiplying (2.3) by q(|uq |2 −
1)/ε + Nq , we obtain

∫

(q
ε
(|uq |2 − 1)+ Nq
)2 +  ∫

|∇Nq |2
= −2
∫

|uq |2Nq
(q
ε
(|uq |2 − 1)+ Nq
)
−
∫

1
qε
∇Nq · ∇|uq |2.
Then, the Young inequality and Theorem 2.3 implies that
∥∥∥q
ε
(|uq |2 − 1)+ Nq
∥∥∥
2
C
(
‖|uq |2Nq‖L2 +
1
2q2ε2
‖∇|uq |2‖L2
)
 C
q
(
‖N˜q‖L2 +
1
2ε2q
‖∇|uq |‖L2 = o(1/q)
)
(2.15)
as q →∞. Now, for any v ∈ X 0g , let
M(v) = 1
qε
(1− |v|2).
Then the CSH energy functional is
F 0,ε(v) = E 0q,ε(v,M)−
1
2
∫

|∇M|2E 0q,ε(uq,Nq)+ o(1)
as q →∞. Hence by (2.15) and weak lower semi-continuity of norms, we are led to
F 0,ε(v) lim infq→∞ E
0
q,ε(uq,Nq)F 0,ε(u∞).
This implies that u∞ is a minimizer of F 0,ε over X 0g . 
3. The case A ≡ 0
This section deals with the MCSH equations (1.25)–(1.29) when the gauge ﬁeld does
not vanish. We ﬁrst introduce suitable function spaces now that the function space P 0g
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is not adequate when the gauge ﬁeld does not vanish. In fact, the boundary condition
u = g on  is not invariant under the gauge transformation.
The solutions of the CSH and the MCSH equations describe the superconducting
state of the system and the zeros of the solutions, called vortex points, distinguish the
solutions from each other. At the vortex points, the superconductivity breaks down and
thus the solutions having zeros represent partially normal and partially superconducting
states of the system. Such a solution is important especially in type II superconductivity.
One of typical methods to obtain some vortex points in , i.e. zero points of u, is
to give a degree condition for u on the boundary of  (See for example [2,3]). To this
aim, we recall that for a function u ∈ C1(,C) with |u| = 1 on , the topological
degree of the function u| : → S1 is deﬁned by
deg(u, ) = 1
2i
∫

u
u

d, (3.1)
where  is the unit tangent vector ﬁeld to  and u/ is the tangential derivative.
Obviously deg(u, ) is an integer. Deﬁnition (3.1) can be extended to the func-
tions u ∈ H 1(,C) with |u| = 1 on . In fact, since u ∈ H 1(,C), we see that
u ∈ H 1/2(,C) and u/ ∈ H−1/2(,C). As a consequence we may consider
the right-hand side of (3.1) as a scalar product in the duality between H 1/2(,C)
and H−1/2(,C). Then it is proved in [4] that this value is an integer (See also
pp. 87–108 of [6] for various extensions of degree theory).
Lemma 3.1. Let (u,A) ∈ H 1(,C) × H 1(,R2). Then there is a pair (v, B) ∈
H 1(,C)×H 1(,R2) such that divB = 0 in , B · = 0 on , and (v, B) is gauge
equivalent to (u,A).
Proof. Deﬁne (v, B) = (eiu,A+ ∇) where  is a solution of
 = −divA in ,


= −A ·  on .
Here  is the outward unit normal vector ﬁeld to . Since divA ∈ L2(), A· ∈ H 1/2,
and the compatibility condition
∫

 =
∫



is satisﬁed, this problem has a unique solution up to an additive constant. It is obvious
that divB = 0 in  and B ·  = 0 on . 
We observe that the CSH equations (1.16) and (1.17), and the MCSH equations
(1.25)–(1.29) are gauge invariant. Hence in view of Lemma 3.1, let us deﬁne
J. Han, N. Kim / Journal of Functional Analysis 221 (2005) 167–204 181
function spaces by

Pd = {u ∈ H 1(,C) : |u| = 1 on , deg(u, ) = d}
V = {A ∈ H 1(,R2) : divA = 0 in  and A ·  = 0 on },
Xd = Pd × V.
Here d is a positive integer. We observe that for A ∈ V , curl2 A = −A. An important
feature of the space V is that the norm ‖A‖H 1 is equivalent to ‖FA‖L2 . This is due to
the fact that for any A ∈ V there exists  ∈ H 2(,R2) such that
A = curl , − = FA in  and d/d = 0 on .
This is possible because  is simply-connected. Thus,
‖A‖H 1 = ‖∇−1Dirichlet(−FA)‖H 1C‖FA‖L2 .
The condition |u| = 1 on  may be interpreted that the material under consideration
is perfect superconducting at the boundary.
When  = 1, it was shown in [4,25] that the energy functionals G(u,A) and
F,(u,A) have a lower bound on Xd which are obtained by the self-dual equations
(1.8)–(1.9) and (1.18)–(1.19), respectively. For the MCSH functional Eq,,, we can
obtain a similar result. To begin with, we set
Yd = Xd ×H, H = H 10 (,R).
Lemma 3.2. When  = 1, we have
inf {Eq,,(u,A,N) : (u,A,N) ∈ Yd} = 2d,
which is achieved by the self-dual equations (1.30)–(1.32).
Proof. We observe that for each (u,A,N) ∈ Yd ,
Eq,,(u,A,N)
=
∫

|Dq1u+ iDq2u|2 + q2|u|2|A0 +N |2 +
1
2
|∇A0 + ∇N |2
+1
2
(FA + (q|u|2 + N − q))2 + ,
where
=−
∫

2q2|u|2A0N + ∇A0 · ∇N −
∫

FA(q|u|2 + N − q)
+
∫

2Re(iDq1uD
q
2u)
=1 + 2 + 3.
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It follows from (1.25) that
1 = 
∫

FAN.
Moreover, a simple computation shows that
3=
∫

2Re(i1u2u)+
∫

2q Re(−uA21u+ uA12u)
=
∫

Im
(
u
u

)
− q
∫

A · + q
∫

|u|2FA
=2 deg(u, )+ q
∫

FA(|u|2 − 1).
As a consequence
Eq,,(u,A,N) = 2d
and the minimum is saturated by Eqs. (1.30)–(1.32). Eqs. (1.30)–(1.32) can be trans-
formed into (1.33) and (1.34) by the Jaffe–Taubes argument [28]. As a consequence,
we may arrive at the same results as in [12,13] by following the steps therein. 
We now consider the case  = 1. Since the degree is not continuous under weak
H 1/2() convergence, it is not clear that the minimizers of functionals can be obtained
in Yd . To overcome this obstruction, let us impose a gauge invariant condition for u
on  as in [3]. For a given smooth function h :  → R, deﬁne a function space
Xd,h by
Xd,h = {(u,A) ∈ Pd × V : J ·  = h on }.
Here  is the unit tangent vector to  and J = i(uDAu − uDAu)/2 is the current.
The condition, J ·  = h on , makes sense in that the space Xd,h generalizes the
space P 0g . Indeed, we observe that for (u,A) ∈ Xd,h,
u

= iu(A · − h) on 
and the degree condition is equivalent to
1
2
∫

A · h− h ∈ Z.
Hence if A ≡ 0, then
u

= −iuh,
which implies that u = g on , where
g = e−iH , H = −
∫

h d.
By the degree condition, H is well deﬁned in this case. Thus u ∈ P 0g .
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It was shown in [3] that the AH energy functional G has a minimizer over the space
Xd,h, which is a solution of (1.6) and (1.7). It is well known that if (u,A) ∈ Xd,h is
a solution of (1.6) and (1.7), then
|u|1 on . (3.2)
In fact, (3.2) is derived from the maximum principle applied to the identity
(|u|2 − 1) = |u|2(|u|2 − 1)+ 2|DAu|2. (3.3)
In the physical literature, inequality (3.2) is reasonable, because the quantity |u| repre-
sents the density of the superconducting electron pairs, so called Cooper pairs, in the
superconducting material. When |u| = 0, the material remains in normal conducting
state. When |u| = 1, the material remains in superconducting state. It is natural to ex-
pect that the inequality (3.2) is also valid for the solutions of the CSH equations (1.16)
and (1.17), and for the solutions of the MCSH equations (1.25)–(1.29). However, we
do not have the maximum principle structure like (3.3) in the case of the CSH and the
MCSH equations due to the nonvanishing property of A0, which is a main difference
between CSH, MCSH and AH. Physically, A0 = 0 implies that the vortices are charged
electrically. We only know that the maximum principle holds true for the CSH and the
MCSH equations in the case of vanishing gauge ﬁeld as was shown in Theorem 2.3. It
is the lack of the maximum principle that the problem with nonvanishing gauge ﬁeld
becomes more complicated technically. It is interesting to ﬁnd solutions for the CSH
and the MCSH equations satisfying (3.2).
We now proceed to the study for the CSH and the MCSH equations. Let ﬁrst
J q=i(uDqAu− uDqAu)/2,
X qd,h={(u,A) ∈ Pd × V : J q ·  = h on },
Yqd,h=X qd,h ×H.
Theorem 3.3. The functional Eq,, achieves its minimum on the space Yqd,h.
Proof. Let (uk, Ak,Nk) be a minimizing sequence of E = Eq,, on Yqd,h. Then we
ﬁnd that
‖Dq
Ak
uk‖L2 , ‖FAk‖L2 , ‖∇Nk‖L2 , ‖∇Ak0‖L2 , ‖uk‖L4C.
Moreover,
‖∇uk‖L2C‖DqAkuk‖L2 + C‖Akuk‖L2C + C‖Ak‖L4‖uk‖L4C,
by the Sobolev embedding theorem. Hence passing to a subsequence, if necessary, we
conclude that there exist (u∗, A∗, N∗) ∈ H 1(,C)×H 1(,R2)×H and A∗0 ∈ H such
that

(uk, Ak,Nk,Ak0) ⇀ (u
∗, A∗, N∗, A∗0) weakly in
H 1(,C)×H 1(,R2)×H×H,
(uk, Ak,Nk,Ak0) → (u∗, A∗, N∗, A∗0) strongly inLp ∀ 1p <∞.
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It is obvious that A∗0 is a weak solution of the following Gauss constraint equation
−A∗0 + 2q2|u∗|2A∗0 = −FA∗ in ,
A∗0 = 0 on .
Therefore (u∗, A∗, N∗) ∈ H 1(,C)× V ×H. We observe that
E(uk, Ak,Nk) =
∫

|∇uk|2 + 1
2
|FAk |2 +
1
2
|∇Ak0|2 +
1
2
|∇Nk|2 + (uk, Ak,Nk),
where
(uk, Ak,Nk)=
∫

2Re(iuk∇uk · Ak)+ |Ak|2|uk|2 + q2|uk|2|Ak0|2
+q2|uk|2|Nk|2 + 1
2
(
√
q|uk|2 + Nk −√q)2.
Since (uk, Ak,Nk) → (u∗, A∗, N∗), it follows from the lower semicontinuity of
norms that
E(uk, Ak,Nk)

∫

|∇u∗|2 + 1
2
|FA∗ |2 + 12 |∇A
∗
0|2 +
1
2
|∇N∗|2 + (u∗, A∗, N∗)
= E(u∗, A∗, N∗).
Thus in order to show that (u∗, A∗, N∗) is a minimizer of E on Yqd,h, it sufﬁces to
prove that deg(u∗, ) = d and J ∗ ·  = g with J ∗ = (iu∗,DqA∗u∗), namely, the
boundary conditions for uk are preserved. The proof of this part exactly the same as
the proof of Theorem 1 in [3] and we omit the detail. 
We now provide a rigorous proof for limit (1.35) for the minimizers of Eq,,
over Yqd,h.
Lemma 3.4. If (u,A,N) is a minimizer of Eq,, over Yqd,h, then
Eq,,(u,A,N)C
(
1+ q2 + 1
q2
+ 
2
q2
)
. (3.4)
for all q,,  > 0.
Proof. We follow the argument in [2,3]. Let us choose d distinct points a1, . . . , ad in
, and R > 0 such that
BR(aj ) ⊂ , BR(ai) ∩ BR(aj ) = ∅, i = j,
and set
˜ = \ ∪dj=1 BR(aj ).
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Let v0 : ˜→ S1 be a smooth map satisfying
v0 = z− aj|z− aj | on BR(aj ) ∀j = a1, . . . , ad .
We deﬁne a vector ﬁeld B0 = (B01 , B02 ) on ˜ by
B0j =
1
q
(iv0, j v0).
Since |v0| = 1, it is easily veriﬁed that
D
q
B0
v0 = 0, FB0 = 0 in ˜.
Let B1 : → R2 be a vector ﬁeld deﬁned by
B1=0 in ,
B1 · =−g
q
, B1 ·  = 0 on .
It follows from the elliptic estimates that∫

|B1|2 + |∇B1|2 C
q2
. (3.5)
Let us deﬁne (v, B) on ˜ by
v = v0, B = B0 + B1.
We now deﬁne (v, B) on \˜. To this aim, let  : R→ R+ be a smooth function
satisfying
(t) =
{
1, t1,
0, t1/2
and set, on BR(aj ),
v(x)= x − aj|x − aj | (|x − aj |),
B(x)=B
(
x − aj
|x − aj | R + aj
)
(|x − aj |).
Here  = 4/R and  = 2/R. We now deﬁne B0 as follows.
−B0 + 2q2|v|2B0 = −FB in ,
B0 = 0 on . (3.6)
Multiplying by B0 and integration by parts, we obtain by the Hölder’s inequality∫

|∇B0|2 + 2q2|v|2B20C
2
q2
∫
\∪BR/4(aj )
F 2B + q2
∫
\∪BR/4(aj )
B20 .
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Here, we used the fact FB = 0 on ∪jBR/4(aj ). Next, since |v| = 1 and FB0 = 0 on
\ ∪ BR/4(aj ), it is clear from the above inequality and (3.5) that
q2
∫
\∪BR/4(aj )
B20C
2
q2
∫
\∪BR/4(aj )
F 2BC
2
q4
,
which implies that ∫

|∇B0|2 + 2q2|v|2B20C
2
q4
. (3.7)
By Lemma 3.1, there exists (v′, B ′) such that divB ′ = 0 and (v′, B ′) is gauge
equivalent to (v, B). Then it is easy to check that (v′, B ′, 0) ∈ Yqd,h. Since (u,A,N)
is a minimizer of Eq,, on Yqd,h, it follows that
Eq,,(u,A,N)
Eq,,(v′, B ′, 0) = Eq,,(v, B, 0) =
∫

(
q2|v|2B20 +
1
2
|∇B0|2
)
+
(∫
˜
+
∫
\˜
)(
|DqBv|2 +
1
2
|FB |2 + 12 q
2(|v|2 − 1)2
)
= I + II + III.
By (3.5) and (3.7) that
IC 
2
q4
.
Since Dq
B0
v = FB0 = 0, |v| = 1 on ˜, using (3.5),
II =
∫
˜
q2|B1|2 + 1
2
|FB1 |2C
(
1+ 1
q2
)
.
A simple computation yields that
III =
d∑
j=1
∫
BR(aj )
|DqBv|2 +
1
2
|FB |2 + 12q
2(|v|2 − 1)2C
(
1+ q2 + 1
q2
)
.
Here the constant C depends only on R, d, and . Consequently,
Eq,,(u,A,N)C
(
1+ q2 + 1
q2
+ 
2
q4
)
. 
Theorem 3.5 (Maxwell limit). For ﬁxed  > 0, let (uq,, Aq,, Nq,) be the corre-
sponding minimizers for Eq,, over the space Yqd,h. Then there exists a solution
(u∞, A∞) ∈ Xd,h of (1.6) and (1.7) such that passing to a subsequence if necessary,
(uq,, qAq,, Nq,)→ (u∞, A∞, 0)
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in Cs(,C) × Cs(,R2) × Cs(,R) for all s0 as q → 1/√2 and  → 0. Fur-
thermore, Eq,,(uq,, Aq,, Nq,)→ G(u∞, A∞) and (u∞, A∞) is a minimizer of G
over Xd,h.
Proof. It follows from Lemma 3.4 that Eq,,(uq,, Aq,, Nq,)C as q → 1/
√
2 and
→ 0. Hence
‖Aq,‖H 1C, ‖(A0)q,‖H 1C, ‖Nq,‖H 1C.
Moreover,
‖∇uq,‖L2‖DqAq,uq,‖L2 + q‖Aq,‖L4‖u‖L4C.
The standard elliptic estimates assures from (1.25)–(1.29) that
‖uq,‖H 2C, ‖Aq,‖H 2C, ‖(A0)q,‖H 2C, ‖Nq,‖H 2C
and thus passing to a subsequence, as q → 1/√2 and → 0, we ﬁnd
uq, → u∞ strongly in H 1(,C),
qAq, → A∞ strongly in H 1(,R2),
(A0)q, → (A0)∞ strongly in H 1(,R),
Nq, → N∞ strongly in H 1(,R).
Multiplying (1.29) by Nq, and applying integration by parts, we obtain
∫

|∇Nq,|2 + 2q2|uq,|2N2q,

(∫

N2q,
)1/2 (∫

(
√
q|uq,|2 + N2q, −
√
q)2
)1/2
.
Therefore by the Poincaré inequality,
‖Nq,‖H 1C.
This implies that N∞ = 0. Applying similar arguments to (1.25), we conclude that
(A0)∞ = 0. The proof of (u∞, A∞) ∈ Xd,h is the same to the proof of Theorem 1 in
[3]. Obviously, (u∞, A∞) is a solution of (1.6) and (1.7), and
Eq,,(uq,, Aq,, Nq,)→ G(u∞, A∞)
as q → 1/√2 and  → 0. The convergence in the higher norms follows from the
standard bootstrap argument.
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It remains to show that (u∞, A∞) is a minimizer of G over Xd,h. Given (v, B) ∈
Xd,h, let B0 be the unique solution of
−B0 + 2q2|v|2B0=−
q
FB in 
B0=0 on .
Then, as q → 1/√2 and → 0,
G(v, B)=Eq,,(v, B/q, 0)− 
q
∫

FBB0 +
(
1− 1
2q2
)∫

|FB |2
+
2
(
1
2
− q2
)∫

(1− |v|2)2
Eq,,(uq,, Aq,, Nq,)+ o(1)
=G(u∞, A∞)+ o(1).
Hence (u∞, A∞) is a minimizer of G over Xd,h. 
Lemma 3.6. If (u,A,N) is a minimizer of Eq,, over Yqd,h, then
Eq,,(u,A,N)C
(
1+ 1
q2
+ 
2
q4
+  q
2(1+ q2)
2
)
(3.8)
for all q,,  > 0.
Proof. Let (v, B) and (v′, B ′) be as in Lemma 3.4. We deﬁne
M(x) =
√
q

(1− |v|2).
Then (v′, B ′,M) ∈ Yqd,h. Since (u,A,N) is a minimizer of Eq,, on Yqd,h, it follows
that
Eq,,(u,A,N)Eq,,(v′, B ′,M) = Eq,,(v, B,M)
=
∫

(
q2|v|2B20 +
1
2
|∇B0|2
)
+
(∫
˜
+
∫
\˜
)
(other terms)
=I + II + III.
As in Lemma 3.4 the ﬁrst and the second terms are estimated by
IC 
2
q4
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and
II =
∫
˜
q2|B1|2 + 1
2
|FB1 |2C
(
1+ 1
q2
)
.
A simple computation yields∫
BR(aj )
|DqBv|2 +
1
2
|FB |2C
(
1+ 1
q2
)
and ∫
BR(aj )
1
2
|∇M|2 + q2|v|2M2 + 1
2
(
√
q|v|2 + M −√q)2C q
2(1+ q2)
2
.
Hence
IIIC
(
1+ 1
q2
+  q
2(1+ q2)
2
)
.
Here the constant C depends only on R and d. Consequently,
Eq,,(, A,N)C
(
1+ 1
q2
+ 
2
q4
+  q
2(1+ q2)
2
)
. 
Now, we give a rigorous proof for limit (1.36) for the minimizers of Eq,, over
Yqd,h. The main difﬁculty is due to the lack of uniform boundedness of ‖uq‖L∞ (a
maximum principle). We overcome it by decomposing the corresponding term into a
good term and a small bad term.
Theorem 3.7 (Chern–Simons limit). For ﬁxed  > 0 and  > 0, set  = q2. Let
(uq, Aq,Nq) be a corresponding minimizer for Eq, = Eq,q2, over the space Yqd,h.
We set A˜q = qAq , A˜q0 = qAq0 . Then there exist h∗ ∈ L2(), (u∞, A∞) ∈ Xd,h+h∗/,
and A∞0 ∈ W 1,p, p < 2 such that uq → u∞ weakly in H 1(,C) and (A˜q, A˜q0) →
(A∞, A∞0 ) strongly in L2 as q →∞ up to subsequences. Furthermore, (u∞, A∞, A∞0 )
satisﬁes (1.14), (1.16), and (1.17).
Proof. From (3.8), for any p > 1, we obtain
‖Nq, Aq0 , Aq‖Lp , ‖uqA˜q0 , uqN˜q, DqAquq‖L2 , ‖
√
q(|uq |2− 1)+ Nq‖L2C. (3.9)
We recall that Aq = curl q for some q ∈ H 10 since Aq ∈ V . Throughout the proof,
we denote
q ≡ qq + 1
q
A
q
0 .
We note q = 0 on . By (1.25),
−q = curl
(
A˜q + 1
q
curlAq0
)
= − 2

|uq |2A˜q0 .
By (3.9), 2|uq |2A˜q0 ∈ Lp uniformly for all p < 2 and thus q is uniformly bounded in
W
2,p
0 for all 1 < p < 2. Hence A˜q is uniformly bounded in L2, too. At this stage, we
split the proof into four steps.
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Step 1: uq ∈ H 1 uniformly. By (3.9) and the identity
∇|uq | = |uq |−1 Re(uqDqAquq),
we have
‖∇(|uq | − 1)‖L2‖DqAquq‖L2C,
which implies that |uq | is uniformly bounded in H 1(,R) and thus in Lp for all
p > 1. Now, by (1.27), (3.9), and the Hölder’s inequality,

(
uq
q
)
=AquqA˜q − 2iAq ·DqAquq + Aq0uqA˜q0
−NquqN˜q −√uq((|uq |2 − 1)+ Nq) ∈ Lp ∀p < 2
uniformly. In particular, |uq/q| is uniformly bounded by the Sobolev embedding theo-
rem. Then,
‖∇uq‖L2‖DqAquq‖L2 + ‖A˜quq‖L2
C + ‖curl q · uq‖L2 +
1

∥∥∥∥curlAq0 · uqq
∥∥∥∥
L2
C + ‖curl q · uq‖L2
C + ‖∇q‖L4‖uq‖L4C.
Consequently, uq is uniformly bounded in Pd and there exists u∞ ∈ H 1(,C) such
that uq → u∞ weakly in H 1(,C) and strongly in Lp(,C) for all p > 1. Obviously,
|u∞| = 1 on  by the trace theorem.
Step 2: The convergence of A˜q , A˜q0 . Let Bq = curl q . Since q is uniformly bounded
in W 2,p for all 1 < p < 2, there exists a weak limit of Bq in W 1,p, p < 2 up to
subsequences. Let us denote the limit by A∞. Clearly, divA∞ = 0. By the compact
embedding of W 1,p in L2 and (3.9),
‖A˜q − A∞‖L2‖Bq − A∞‖L2 +
1
q
‖∇Aq0‖L2 → 0.
As for A˜q0 , from (1.28) and (3.9), we have
curl
(
A˜
q
0 −
1
q
q
)
= 1

(uqD
q
Aqu
q − uqDqAquq) ∈ Lp, 1p < 2
uniformly. Since q = FAq ∈ L2 uniformly, we have curl A˜q0 ∈ H−1 + Lp uniformly.
Thus, A˜q0 ∈ L2 uniformly by the Poincaré inequality and the fact, A˜q0 = 0 on .
Consequently,
B
q
0 ≡ A˜q0 −
1
q
q ∈ L2
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uniformly. Therefore Bq0 is uniformly bounded in W 1,p, p < 2 and thus there exists
A∞0 ∈ W 1,p such that Bq0 → A∞0 weakly in W 1,p, p < 2 up to subsequences. Hence,
by (3.8), we have again
‖A˜q0 − A∞0 ‖L2‖Bq0 − A∞0 ‖L2 +
1
q
‖FAq‖L2 → 0.
Step 3: (u∞, A∞, A∞0 ) satisﬁes (1.14), (1.16), and (1.17). It follows from (1.25) that
for 1p < 2,
‖FA∞ + 2|u∞|2A∞0 ‖Lp
= ‖(FA∞ + 2|u∞|2A∞0 )− (FBq + 2|uq |2Aq0)‖Lp
 ‖FA∞ − FBq‖Lp + 2‖|uq |2 − |u∞|2‖L2‖A∞0 ‖L2 + 2‖uq‖2L4‖Aq0 − A∞0 ‖L2
→ 0
as q →∞. While, for  ∈ H,∣∣∣∣
∫

q−1A0
∣∣∣∣ q−1‖∇A0‖L2‖∇‖L2 → 0.
Hence (1.14) is proved.
On the other hand, it follows from (3.8) that
‖√(|uq |2 − 1)+ N˜q‖L2 = O(q−1).
Hence up to subsequences, as q →∞,
N˜q ≡ qNq → N∞ =
√


(1− |u∞|2) strongly in L2 and a.e.
Since uqN˜q , uqA˜q0 ∈ L2 uniformly,
uqN˜q, uqA˜
q
0 → u∞N∞, u∞A∞0
weakly in L2 by the uniqueness of the weak limit. Then, together with N˜q → N∞,
A˜
q
0 → A∞0 in L2, we have
uq(N˜q)2, uq(A˜
q
0)
2 → u∞(N∞)2, u∞(A∞0 )2 (3.10)
weakly in L1. Now, given a test function M ∈ H 20 (,C), we multiply (1.29) by uqM
and use (3.8) to have∫

[2|uq |2N˜q + q(√q(|uq |2 − 1)+ Nq)]uqMq−1‖∇Nq‖L2‖∇(uqM)‖L2 → 0.
Thus
lim
q→∞
∫

q(
√
q(|uq |2 − 1)+ Nq)uqM = −
∫

2|u∞|2N∞u∞M. (3.11)
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For any v ∈ H 20 (,C), by (3.11), (3.10), and the convergence in step 2,
lim
q→∞
∫

(D2
A˜q
uq + (A˜q0)2uq)v =
∫

(−DA∞u∞DA∞v + (A∞0 )2u∞v),
lim
q→∞
∫

(uq(N˜q)2 +√quq(√q(|uq |2 − 1)+ Nq))v
=
∫

(
u∞(N∞)2 − 2
√


|u∞|2N∞u∞
)
v
=
∫


2
u∞v(|u∞|2 − 1)(3|u∞|2 − 1).
This proves that (u∞, A∞) satisﬁes (1.16) weakly.
Finally, for the proof of (1.17), multiplying (1.28) by G ∈ H 10 (,R2), we ﬁnd∫

[−A˜q0 curlG+ i(uqDA˜q uq − uqDA˜q uq) ·G]q−1‖FAq‖L2‖FG‖L2 → 0
as q →∞. Thus, again using the convergence in step 1 and 2, we have (1.17) weakly.
Step 4: (u∞, A∞) ∈ Xd,h+h∗/. This is the most important part since it may happen
u∞ = 1 otherwise. Since (u∞, A∞, A∞0 ) ∈ H 1×W 1,p ×W 1,p, p < 2, is a solution of
(1.14)–(1.17), it comes from the typical bootstrap argument that A∞ ∈ H 1. To calculate
the degree of u∞, we ﬁrst note that

A
q
0

∈ L2
uniformly by (1.25) and (3.9). Thus, Aq0/ are uniformly bounded in H 2 by the
Calderon–Zygmund theorem. Then, the interpolation theorem yields∥∥∥∥A0q
∥∥∥∥
H 3/2
C‖A0‖1/2H 1
∥∥∥∥A0q2
∥∥∥∥
1/2
H 2
< C. (3.12)
Consequently, |∇Aq0/q| ∈ L2() uniformly by (1.25) and the trace theorem. Therefore,
there is a L2()-weak limit of Aq0/q up to subsequences. Here,  is the outward
unit normal vector ﬁeld to . We deﬁne the limit as h∗. Meanwhile,
deg(u∞, )= 1
2i
∫

u∞ u
∞

= 1
2i
lim
q→∞
∫

u∞ u
q

=d + 1
2i
lim
q→∞
∫

(u∞ − uq) u
q

=d + 1
2
lim
q→∞
∫

(u∞ − uq)uq(−h+ iA˜q · )
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by the weak convergence of uq in H 1/2(). But then
∣∣∣∣
∫

(u∞ − uq)uqh
∣∣∣∣  ‖u∞ − uq‖L2()‖h‖L2() → 0,∣∣∣∣
∫

(u∞ − uq)A˜q · )
∣∣∣∣ = ‖u∞ − uq‖L3()‖Bq‖L3/2()
+
∥∥∥∥ 1q curlAq0(u∞ − uq)
∥∥∥∥
L1()
 o(1)+ C‖u∞ − uq‖L2()
∥∥∥∥∥∇A
q
0
q
∥∥∥∥∥
L2()
→ 0
as q → ∞ by the trace theorem and (3.12). This shows u∞ ∈ Pd . Finally, given
 ∈ H 1/2(), ∫


uq

→
∫


u∞

as q →∞ and
∫

uq(−h+ A˜q · ) =
∫

uq
(
−h+
(
curlBq − 1
q
curlAq0
)
· 
)
→
∫

u∞
(
−h− 1

h∗ + A∞ · 
)
.
This shows (u∞, A∞) ∈ Xd,h+h∗/. 
As an immediate corollary of the above theorem, we establish the existence of
solutions of the CSH equations as follows.
Theorem 3.8. Given a positive integer d and a smooth function h :  → R, there
exists h∗ ∈ L2(,R) such that the CSH equations (1.14), (1.16), and (1.17) admit a
ﬁnite energy solution in the space Xd,h+h∗/.
We close this section with a variation of Lemma 3.6. When q, > 0 are kept ﬁxed,
we estimate the energy upper bound of the minimizers for large . This will be useful
for the study of asymptotic behavior of minimizers as →∞.
Proposition 3.9. Let q, > 0 be ﬁxed. If (u,A,N) is a minimizer of Eq,, over Yqd,h,
then
Eq,,(, A,N)d ln + C
(
1+ 1
q2
+ 
2
q4
+ q2
)
(3.13)
for all large  > 0.
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Proof. Let (v, B) be the function deﬁned in the proof of Lemma 3.6 with  = √ and
 = 2/R and M = 0. Then following the proof of Lemma 3.6, we obtain
∫
BR(aj )
|DqBv|2 +
1
2
|FB |2 ln + C
(
1+ 1
q2
)
and ∫
BR(aj )
1
2
|∇M|2 + q2|v|2M2 + 1
2
(
√
q|v|2 + M −√q)2C q2.
Thus
IIId ln + C
(
1+ 1
q2
+ q2
)
,
which lead us to (3.13). 
4. Asymptotics for minimizers of E 0,q,
This section is devoted to the study of the asymptotic behaviors of (uε,Nε) as ε → 0,
which is a minimizer of E 0ε = E 0,q,ε over the space X 0g . We follow the argument in
[1,2,37] to study the asymptotic behaviors of (uε,Nε). Throughout this section we
assume that d = deg g > 0 and  is a smooth, bounded, simply connected, star-shaped
domain in R2. We ﬁx , q > 0.
Lemma 4.1. We have∫

(q
ε
(|uε|2 − 1)+ Nε
)2 + 2q2 ∫

|uε|2N2ε C. (4.1)
Here C is a constant dependent only on  and g.
Proof. We drop the subscript ε for simplicity. Multiplying (2.2) by x · ∇u, applying
integration by parts, and taking the real part of it, we obtain
0=
∫

(x · )
(∣∣∣∣g
∣∣∣∣
2
−
∣∣∣∣u
∣∣∣∣
2)
−
∫

(x · )
(
g

· u

+ g

· u

)
+
∫

q2N2x · ∇|u|2 +
∫

q
ε
Nx · ∇|u|2 −
∫

q2
ε2
(|u|2 − 1)2,
where  is the outward unit normal vector to  and  is the unit tangential vector
to . Since  is star-shaped, it follows that x ·  for some  > 0. Hence by
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Young’s inequality,

2
∫

∣∣∣∣u
∣∣∣∣
2
+ q
2
ε2
∫

(|u|2 − 1)2
C +
∫

q2N2x · ∇|u|2 +
∫

q
ε
Nx · ∇|u|2. (4.2)
Similarly multiplying (2.3) by x · ∇N and applying integration by parts, we get
0=
∫

q2|u|2x · ∇N2 + q
ε
(|u|2 − 1)x · ∇N + 
2
2
x · ∇N2
−1
2
∫

(x · )
∣∣∣∣N
∣∣∣∣
2
.
Thus

2
∫

∣∣∣∣N
∣∣∣∣
2
+
∫

2N2
∫

q2|u|2x · ∇N2 + q
ε
(|u|2 − 1)x · ∇N
=−
∫

(
2q2|u|2N2 + q2N2x · ∇|u|2
+q
ε
Nx · ∇|u|2 + 2q
ε
(|u|2 − 1)N
)
. (4.3)
Combining (4.2) and (4.3), we conclude that
q2
ε2
∫

(|u|2 − 1)2 +
∫

2N2 + 
2
∫

(∣∣∣∣u
∣∣∣∣
2
+
∣∣∣∣N
∣∣∣∣
2)
C − 2q2
∫

|u|2N2 − 2
∫

q
ε
(|u|2 − 1)N
and hence∫

(q
ε
(|u|2 − 1)+ N
)2 + 2q2 ∫

|u|2N2 + 
2
∫

(∣∣∣∣u
∣∣∣∣
2
+
∣∣∣∣N
∣∣∣∣
2)
C,
which achieves the proof. 
Corollary 4.2.
‖Nε‖H 2()C (4.4)
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and ∫

(1− |uε|2)2
ε2
C. (4.5)
Here C depends only on , g, q, and .
Proof. Multiplying (2.3) by Nε and applying integration by parts, we obtain by Young’s
and Poincaré’s inequality∫

|∇Nε|2 +
∫

2q2|uε|2N2ε C
∫

(q
ε
(|uε|2 − 1)+ Nε
)2 + 1
2
∫

|∇Nε|2
and hence ‖Nε‖H 1()C by Lemma 4.1. As a consequence it is seen that ‖Nε‖L2()
C by (2.3). Then it comes from the elliptic regularity that ‖Nε‖H 2()C. Moreover,∥∥∥q
ε
(|uε|2 − 1)
∥∥∥
L2

∥∥∥q
ε
(|uε|2 − 1)+ Nε
∥∥∥
L2
+ ‖Nε‖L2C,
which completes the proof. 
Lemma 4.3. For ε1,
|∇uε|C/ε on . (4.6)
Here C depends only on , g, q, and .
Proof. Let w be the solution of
w=0 on ,
w=g on .
Set v = uε − w. Then
vε=q2uN2ε +
q
ε
uε
(q
ε
(|uε|2 − 1)+ Nε
)
in ,
vε=0 on .
It follows from Lemma A.1 in [1] and (2.10) that
‖∇vε‖2L∞C‖vε‖L∞‖vε‖L∞
C
ε2
and thus
‖∇uε‖L∞‖∇vε‖L∞ + ‖∇w‖L∞ C
ε
,
which completes the proof. 
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Proposition 4.4. There are constants l ∈ N and  > 0 depending only on , g, q, and
 such that for each ε > 0 there exist xε1, . . . , xεlε with lε l satisfying that
Sε = {x ∈  : |uε(x)|1/2 } ⊂ ∪lεj=1Bε(xεj ) (4.7)
and
|xi − xj |8ε, i = j. (4.8)
Proof. By (4.5) and (4.6), we can use the same argument in the proof of Theorem
III.3 and Theorem IV.1 in [2]. See also Lemma 8 in [37]. We omit the details. 
Let ′ be a smooth, bounded, simply connected domain containing  and g′ :
′\ → S1 be a smooth map such that g′ = g on . We extend (uε,Nε) to ′
by (uε,Nε) = (g′, 0) on ′\. Since 0 lε l, we may extract a sequence εn such
that |lεn | = l0 l and xεnj → bj ∈  ⊂ ′ for 1j l0. Since it may happen that
bi = bj for some i = j , we denote by {a1, . . . , al1} the collection of different points
in {b1, . . . , bl0} with l1 l0.
Fix  > 0 such that B(ai) ⊂ ′ and B(ai) ∩ B(aj ) = ∅ for i = j . For all large
n, we may suppose that
∪l0j=1 Bεn(xεnj ) ⊂ ∪l1i=1B/4(ai).
We may also assume by (4.4) that there exists a function N∗ ∈ H 2(,R) such that
Nεn → N∗ weakly in H 2, strongly in W 1,p ∀p1 (4.9)
and uniformly on . We observe that
|uεn(x)|21/2 ∀x ∈ ′\ ∪l0j=1 Bεn(xεnj ). (4.10)
In particular, deg(uεn, B/2(ai)) is well deﬁned. Moreover, by (4.6)
|deg(uεn, Bεn(xεnj ))| =
∣∣∣∣∣ 12i
∫
Bεn (x
εn
j )
uεn
|uεn |


(
uεn
|uεn |
)
d
∣∣∣∣∣ C.
Hence passing to a subsequence, we may assume that
dj = deg(uεn, Bεn(xεnj )), 
i = deg(uεn, B/2(ai))
are independent of εn. If we set
i = {1j l0 | xεnj → ai}, i = 1, . . . , l1,
then

i =
∑
j∈i
dj , i = 1, . . . , l1. (4.11)
We now derive upper and lower bounds of the energy E 0εn for the minimizers
(uεn, Nεn), which enable us to obtain a locally uniform bound of (uεn, Nεn) in
H 1− norm outside the singular points (xεnj ).
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Proposition 4.5. For all small εn,
E 0εn(uεn, Nεn)2d log(1/εn)+ C, (4.12)
where C is a constant independent of εn.
Proof. Deﬁne w2 ∈ Pg by
w2(x) =


w0(x) on ˜,
x − aj
|x − aj | 
( |x − aj |
εn
)
on BR(aj ).
Here ˜, w0(x), (t), R, and aj are the same as in the proof of Lemma 2.5. Then it is
easily veriﬁed that
E 0εn(uεn, Nεn)E 0εn(w2, 0)2d log(1/εn)+ C. 
Corollary 4.6.
N∗ = 0. (4.13)
Proof. Multiplying (2.2) by uεnNεn , we obtain by (2.10), (4.4), and (4.12)
0q
∫

|uεn |2Nεn
(q
ε
(1− |uεn |2)− Nεn
)
=εn
∫

|∇uεn |2Nεn + uεn∇uεn · ∇Nεn + q2|uεn |2N3εn
εn
(
‖∇uεn‖2L2‖Nεn‖L∞ + ‖∇uεn‖L2‖∇Nεn‖L2 + q2‖Nεn‖3L3
)
Cεn
(
log
1
εn
+ 1
)
.
Hence it follows from (4.10) that for all large n
0
∫
\∪l0j=1Bεn (xεnj )
Nεn
(
q
εn
(1− |uεn |2)− Nεn
)
Cεn log
1
εn
. (4.14)
Similarly, multiplying (2.3) by Nεn , we get from (4.1), (4.4), and (4.14) that∫

|∇Nεn |2 + 2q2|uεn |2N2εn
= 
(∫
∪l0j=1Bεn (xεnj )
+
∫
\∪l0j=1Bεn (xεnj )
)(
q
εn
(1− |uεn |2)− Nεn
)
Nεn
Cεn
(
1+ log 1
εn
)
.
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This implies that ‖Nεn‖H 1 → 0 as εn → 0, and thus N∗ = 0. 
Proposition 4.7. We have∫
\∪l1i=1B(ai )
|∇uεn |22d | log | + C (4.15)
and ∫

|∇uεn |22d | log εn| − C. (4.16)
Here C is a constant independent of εn.
Proof. By means of (4.5), (4.8), (4.10), and (4.11), we can apply the same arguments
in the proof of Theorem V.1 and V.3 in [2]. We omit the details. 
It follows from Proposition 4.7 that for any compact subset K ⊂ \{a1, . . . , al1},
‖∇uεn‖L2(K)C. Hence there exists u∗ ∈ H 1loc(\{a1, . . . , al1}) such that passing to a
subsequence, we have
uεn → u∗ a.e. in 
and
uεn → u∗ weakly in H 1(K) and strongly in Lp(K)
for all p > 1 and for all K ⊂⊂ \{a1, . . . , al1}. Obviously, u∗ = g on  and it
comes from (4.5) that |u∗| = 1 a.e. on . Moreover, 
i = deg(u∗, ai).
We now state the main result of this section.
Theorem 4.8. We have
l1 = d (4.17)
and
a1, . . . , ad ∈ . (4.18)
u∗ is a harmonic map, i.e.,{−u∗ = u∗|∇u∗|2 on \{a1, . . . , ad},
u = g on . (4.19)
Moreover,
deg(u∗, ai) = 1 (4.20)
and for any integer k0,
‖uεn − u∗‖Ckloc(\{ai })Cε
2
n, (4.21)
‖Nεn‖Ckloc(\{ai })Cεn, (4.22)∥∥∥∥ qεn
(
q
εn
(1− |u|2)− N
)
− |∇u∗|2
∥∥∥∥
Ckloc(\{ai })
Cε2n. (4.23)
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We proceed as in [1,2]. We divide the proof into four steps.
Step 1: For any compact subset K ⊂ \{ai}, we have
uεn → u∗ strongly in H 1(K), (4.24)
|uεn | → 1 uniformly on K. (4.25)
Proof. Fix x0 ∈ \{a1, . . . , al1} and choose R > 0 such that B2R(x0) ⊂ \{a1, . . . , al1}.
By Fubini’s Theorem, we may assume that there exists R′ ∈ (R, 2R) such that∫
BR′ (x0)
|∇uεn |2C
and hence uεn → u∗ uniformly on BR′(x0). Set E = BR′(x0). It follows from (4.10)
that deg(uεn, E) = 0 for all small εn. Then it is easily checked that every hypothesis
of Theorem 2 in [2] is satisﬁed on E. As a consequence we obtain (4.19), (4.24), and
(4.25) by that theorem. 
Step 2: We have
‖1− |uεn |2‖C0loc(\{ai })Cε
2
n and ‖Nεn‖C0loc(\{ai })Cεn. (4.26)
Proof. Fix x0 ∈ \{ai} and choose r > 0 such that B4r (x0) ⊂ \{ai}. Let
An = |∇uεn |2, Bn =
1
2
|∇Nεn |2.
A simple computation yields that
(An + Bn)
= 2|D2uεn |2 + |D2Nεn |2 + 2q2∇|uεn |2 · ∇N2εn + 2An
uεn
uεn
+2q2|uεn |2|∇Nεn |2 +
∣∣∣∣∇
(
q
εn
(|uεn |2 − 1)+ Nεn
)∣∣∣∣
2
2|D2uεn |2 +
∣∣∣∣∇
(
q
εn
(|uεn |2 − 1)+ Nεn
)∣∣∣∣
2
+ 2q2∇|uεn |2 · ∇N2εn
+2An uεn
uεn
.
Since |u|√2|D2u|, it follows from (4.4), (4.10), and Young’s inequality that for
x ∈ B2r (x0),
−(An + Bn)+ |D2uεn |2 +
∣∣∣∣∇
(
q
εn
(|uεn |2 − 1)+ Nεn
)∣∣∣∣
2
C(A2n + B2n + 1). (4.27)
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Now using (4.24) and (4.25), and applying the same argument of Step A.4 in the proof
of Theorem 1 in [1] to (4.27), we can show that
‖uεn‖H 2(B3r (x0))C
and ∥∥∥∥∇
(
q
εn
(|uεn |2 − 1)+ Nεn
)∥∥∥∥
L2(B3r (x0))
C,
from which we deduce by differentiating (2.3) that
‖Nεn‖H 3(B2r (x0))C.
Moreover, we have
−AnC(A2n + B2n + 1)+ Bn ≡ fn,
with ‖fn‖Lp(B2r (x0))C for all p > 1. Hence by the standard elliptic theory, we derive
that
‖An‖L∞(Br (x0))C,
i.e.,
‖∇uεn‖L∞(Br (x0))C. (4.28)
On the other hand, it comes from (2.2) and (2.3) that on Br(x0),
−Nεn + 2q2|uεn |2Nεn =
εn
q|uεn |2
(uεnuεn − q2|uεn |2N2εn) ≡ εnhεn
with hεn uniformly bounded in L2(Br(x0)). Thus
‖Nεn‖H 2(Br/2(x0))Cεn
and hence by the Sobolev embedding theorem
‖Nεn‖L∞(Br/2(x0))Cεn.
This proves the second estimate of (4.26).
Denoting sεn = 1− |uεn |2 and using the above result, we have on Br/2(x0),
−ε2nsεn + 2q2|uεn |2sεn
=2q2ε2n|uεn |2N2εn + 2qεn|uεn |2Nεn + 2ε2n|∇uεn |2Cε2n.
Finally applying Lemma 2 in [1], we conclude that
0sεnCε2n. 
Step 3: Proof of (4.21)–(4.23).
Proof. We ﬁrst show (4.21). The case k = 0 follows from (4.26) by the same argument
of Step B.5 of Theorem 1 in [1]. Then we can prove the case k > 0 inductively just
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following the proof of Step B.6 of Theorem 1 in [1] with a small modiﬁcation. For
the proof of (4.22), set
Xεn = (1− |uεn |)/ε2n, Yεn = Nεn/εn.
We write (2.3) as
Yεn = 2q2|uεn |2Yεn − qXεn + 2Yεn .
Since ‖DkYεn‖L∞locC by induction, we obtain
‖Yεn‖Wk+2,ploc C ∀p > 1.
In particular,
‖Yεn‖Ck+1loc C,
which proves (4.22) with (k + 1) instead of k.
It remains to prove estimate (4.23). To this end, we set
vεn =
q
εn
(
q
εn
(1− |uεn |2)− Nεn
)
.
A short calculation gives
−ε2nvεn + (2q2|uεn |2 + 2ε2n)vεn
= 2q4ε2n|uεn |2Y 2εn + 2q2|∇uεn |2 + 2q3ε2n|uεn |2Yεn .
Therefore
−ε2n(vεn − |∇u∗|2)+ (2q2|uεn |2 + 2ε2n)(vεn − |∇u∗|2)
= ε2n
(
2q4|uεn |2Y 2εn + 2q3|uεn |2Yεn + |∇u∗|2 − 2|∇u∗|2
)
+2q2(|∇uεn |2 − |∇u∗|2)+ 2q2(1− |uεn |2)|∇u∗|2
≡ Sεn .
It follows from (4.21) and (4.22) that ‖Sεn‖CklocCε
2
n. Using (4.10), we can apply
Lemma 2 of [1] to conclude that
‖vεn − |∇u∗|2‖CklocCε
2
n. 
Step 4: Proof of (4.17), (4.18), and (4.20).
Proof. The proof is the same as the case for the Ginzburg–Landau vortices. See Chapter
VI of [2]. 
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