Lesch^Nyhan syndrome is a rare genetic disorder, caused by a mutation in the gene coding for the enzyme hypoxanthine-guanine phosphoribosyltransferase, which is characterized by hyperuricemia and its associated symptoms along with motor disorders and compulsive self-mutilation. We show that the temporal di¡erence learning algorithm that has been often used to interpret dopaminergic activity in the basal ganglia o¡ers an explanation for the self-mutilation behaviors. We propose that a dysfunctional dopamine signal inadvertently reinforces early, accidental injurious behavior that is initially caused by clumsiness owing to the motor disorders. Simulations of this model reproduce ¢ndings on the results of behavioral treatments for dealing with self-mutilation behaviors. NeuroReport 19:459^462
Introduction
Lesch-Nyhan syndrome (LNS) is a rare, X-linked genetic disorder caused by a mutation in the gene coding for the enzyme hypoxanthine-guanine phosphoribosyltransferase (HPRT), which is important in the metabolism of purines [1] . Along with the resulting hyperuricemia, LNS is accompanied by cognitive deficits and a number of motor disorders including choreoathetosis, spasticity, and hypertonia [2] . More striking, however, is the common behavior of compulsive, often severe self-mutilation that begins around the age of 2 years, and may include biting off parts of one's fingers, tongue, and lips, and other behaviors that produce harm to the patient and others [3] , during which the patients feel normal pain [1] . Specific accounts relating the cause of these behaviors to the underlying physiology have not yet appeared, and pharmacological treatments of self-mutilation behavior with a variety of drugs produce inconsistent results [4] .
In this study, we model behavioral treatments of these selfinjurious behaviors by focusing on data showing that neuromodulators in the basal ganglia (BG), particularly dopamine (DA), are dysfunctional in the brains of LNS patients [4, 5] . Neurochemical studies of LNS patients' brains show large reductions in DA levels [6] [7] [8] , elevated numbers of DA receptors [8] , and decreased levels of DA transporters [9] . Experimental work on the firing patterns of DA neurons in monkeys has recently converged with theoretical work on instrumental conditioning using temporal difference (TD) learning algorithms [10] , which provides a quantitative link between DA and learning and behavior [11] [12] [13] .
Methods
We simulate dysfunction of the DA system using a TD algorithm that we summarize here [10, 12] . The following three equations summarize the learning that would occur after the model takes an action a in state s, which results in the new state s 0 and reward r.
Qðs; aÞ Qðs; aÞ þ ad ð3Þ
where 0rar1 is a learning rate parameter. This is simply the calculation of a prediction error (equation 1) followed by updating predictions of state values V and action values Q.
The agent selects actions according to a Boltzmann distribution. The probability of selecting action a in state s is:
This is the basic actor-critic reinforcement learning framework that is used to model the healthy DA system in animal basal ganglia [10, 12] . We simulate a number of modifications to this framework as described below, each of which consists of replacing one of these equations with a modified equation.
Results
Anderson et al. [14] summarized work on operant conditioning of LNS patients saying that they are 'either reinforced by, do not learn from, or are unable to inhibit a response associated with a ''punishment'' contingency'. Specifically, they showed that punishing attempts at selfinjury usually resulted in an increased frequency of attempts. In the terms of TD learning, it seems that patients are ultimately compelled to select the action with the lowest action value instead of the highest action value (e.g. inflicting pain on self or others, answering questions incorrectly [15] ). This could correspond to replacing equation 4 with PrðajsÞ ¼ exp½ÀQðs; aÞ P a 0 exp½ÀQðs; a 0 Þ : ð4aÞ
The same behavior, however, might be produced by changing the sign of one of the seven other terms in equations 1-4. Simulations of the above equations were performed using two actions, one, which always produced a reward of À1 ('bad' action) and one, which always produced a reward of + 1 ('good' action). Each simulation reversed the sign of a single term in equations (1-4) above ( Table 1 ). Three of the eight simulations resulted in the agent preferring the bad action, four resulted in the agent preferring the good action, and one resulted in the agent selecting between them equally (because the action values alternated in sign on each update).
Both reversing the sign of r in equation (1a) or the sign of a in equation (3b) involve the d term, which is the term interpreted as corresponding to DA firing in animals [10, 12] . Finally, these cases suggest that a reversed effect of DA on learned values of actions will cause an agent to consistently select the worst action.
In these cases, however, the agent becomes incapable of selecting any good action when a bad action is available. As LNS patients can respond to positive reinforcement, it is clear that a sign reversal does not explain the data. Instead, taking the absolute value of the reward signal r, prediction error d, or action values Q produces the effect of both the bad action and the good action having positive values. This may be interpreted as DA release or effects in the striatum increasing above baseline for both good and bad actions, thus reinforcing both.
The above suggestion has support in the literature. The increased number of DA receptors and decreased number of DA transporters in LNS patients may make them hypersensitive to the effects of DA, including its putative role in reinforcement learning, and as DA levels in healthy animals increase after strong but not mild aversive stimuli [16] , these stimuli may become rewarding in LNS patients. In addition, agonists of the serotonin (5-HT) receptors found in striatum, 5-HT2A and 5-HT2C, increase local DA efflux [17] . In an animal model of LNS in which the DA system of neonatal rats is lesioned with 6-hydroxydopamine, rats show hyperinnervation of the striatum by 5-HT axons from the dorsal raphe nucleus [18] . In this animal model, 5-HT2 receptors in striatal direct pathway neurons become coupled to the extracellular signal-regulated kinase1/2 mitogenactivated protein kinase pathway, which has a facilitatory effect on plasticity [19] . Further support for a general role of this system in self-injurious behavior comes from observations that risperidone, a strong DA and 5-HT2A antagonist, often reduces self-injurious behavior in both autism [20] and mental retardation [21] . In sum, there are many potential mechanisms available by which these dysfunctions could produce strong dopaminergic or reinforcing effects in the striatum during aversive stimulation.
On a behavioral level, when a painful shock to the fingers had been used as a punishment for attempts at self-injury, the rate of self-injury attempts increased by two to three times in four out of five participants (with no change in rate for the fifth participant) [14] . The rate of attempts also increased when positive attention accompanied them [14] , demonstrating that both positive and negative rewards paired with the attempts at self-injury caused an increase in responding.
We simulate common behavioral treatments of LNS [22] using equations 2-4, replacing equation 1 with
where the absolute value of the reward represents the changes in DA and 5-HT input to the striatum in LNS.
Instead of attempting to assign many arbitrary values to the different behavioral treatments, we can consider a simpler general case. In the healthy case where equation 1 is used, the action producing a negative reward is never taken (Fig. 1a) . In contrast, equation (1d) is used in the LNS model. For the case where the bad action produces a reward of À1 and the good action a reward of + 1, there is a 50% chance of the model selecting either action (Fig. 1b , black line at the point x¼-1). When the reward produced by the bad action is changed subsequently, the probability of selecting either action changes as well, decreasing as the reward approaches 0, increasing as the magnitude of the reward increases ( Fig. 1b, black line) . If the good action has reward of + 1.5 instead, the overall probability of selecting the bad action is decreased for a wide range of associated rewards, although it has the same general shape ( Fig. 1b, grey line) .
The baseline treatment of Anderson et al. [14] used response prevention only. This can be treated as a reward of a moderately small magnitude ( Fig. 2a ). When self-injury attempts are followed by a painful electrical shock, the reward is modeled as much larger and more negative, thus producing an increase in attempts at self-injury (Fig. 2b) . Similarly, pairing positive attention with attempts at self-injury produces a positive reward of larger magnitude, which also increases the probability of self-injury (Fig. 2c) .
Finally, as is consistently found in patients [14, 22] , when a desired behavior is specifically reinforced, producing a larger positive reward, the probability of selecting the bad action decreases (Fig. 2d ).
Discussion
Essentially, as the hypothesized DA signal dysfunction treats any rewards as positive, differentially reinforcing any desired behavior over undesired behaviors is the only way to prevent the model from selecting undesired behaviors. In particular, the magnitude of the reward associated with an undesired behavior must be made as small as possible compared with the magnitude of the reward associated with desired behaviors. This offers an explanation for the maintenance of self-injurious behaviors and how they might initially be learned, but does not explain the cause of the initial behaviors themselves.
Interviews with the parents of two patients suggested that early self-injurious behavior seems to be accidental, because of the poor motor control resulting from the disease, instead of purposeful [3] . From this we suggest that LNS patients are more likely to accidentally self-injure at early ages and that, because of dysfunctional DA input to their BG, the selfinjury is reinforced instead of being stamped out. Similarly, it is plausible that the common forms of self-injury seen in adults could have initially occurred accidentally owing to motor impairments [23] .
One prediction of this model is that any arbitrary behavior should be reinforced through negative rewards (e.g. shocks or even verbal punishment) in LNS patients. This has been demonstrated for self-injurious behaviors [14] and the general occurrence of contrary behaviors in LNS patients has been reported [15] , but it does not seem to have been specifically tested experimentally.
Modeling work has suggested that the error-related negativity (ERN) apparent in electroencephalogram activity arising from anterior cingulate cortex is produced by midbrain DA signaling [24] , which is supported by findings on a reduced ERN in patients with Parkinson's disease [25] . They proposed that reward prediction error-related decreased firing rate in DA neurons causes the anterior cingulate cortex ERN. Combined with the present suggestion, this makes the prediction that LNS patients should not show an ERN in response to errors (or, further, to punishment or self-injurious behavior). Testing LNS patients for this prediction or any of the other predictions that follow from a dysfunction of BG function is complicated by the contrary or disobedient behavior of the patients [15] .
Conclusion
We have shown that a model frequently used to interpret the functioning of the BG can be modified in a way consistent with the biology underlying LNS such that it is reinforced by normally aversive outcomes and that this model responds to previously tested behavioral treatments in the same way as patients. This supports the role of behavioral treatments in LNS patients and suggests a concrete explanation for the outcome of behavioral treatments, which may allow for the development of better treatments in the future. 
