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Abstract
Pivot and Shift is an extension to general mixed integer programming of Pivot and Complement, the well-known
1980s heuristic for pure 0–1 programs. It is essentially a sophisticated rounding procedure, amended with two variants
of a neighborhood search. The rounding takes the form of several pivot types meant to eliminate from the basis all
integer-constrained variables while keeping the objective function value close to the LP optimum, followed by up and
down shifts in the value of the nonbasic integer variables. The neighborhood search is akin to the local branching procedure
proposed by Fischetti and Lodi. When Pivot and Shift is joined to an e9cient MIP solver, the combined procedure :nds
better solutions faster than the MIP solver alone. The procedure has been tested on a multitude of test problems available
from the literature or the web.
c© 2004 Elsevier B.V. All rights reserved.
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1. History
Pivot and Complement was developed by Balas and Martin [1] in the late 1970s as a heuristic for pure 0–1 programs.
It was based on the idea that any feasible solution to the LP relaxation in which the slack variables are the only basic
ones is necessarily integer. It therefore started by solving the LP relaxation and then applying a sequence of nonstandard
pivots aimed at driving the integer-constrained variables out of the basis, while trying to keep the objective function value
as close as possible to the LP optimum. When desirable, some nonbasic 0–1 variables would be complemented in an
attempt to improve the solution. Finally, the reduced costs were used to :x as many 0–1 variables as possible at their
optimal value.
This heuristic was implemented at the time in FORTRAN, and the resulting code had its own LP solver. When tested
on 92 instances from the literature with 5–200 constraints and 20–900 variables, it found feasible solutions in 99% of the
cases, solutions within 1% of the optimum in 80% of the cases, and it :xed roughly 23 of the variables at their optimal
value, while performing a number of pivots and complements that never exceeded twice the number of constraints. This
procedure was also implemented by Roy Marsten as part of the ZOOM module of his XML system.
In the mid-1980s, the heuristic was extended to general mixed integer programs [2]. General integer variables were
treated as 0–1 variables constrained to the interval between the two integers nearest to the variable’s current value. The
nonstandard pivots used in the 0–1 case were generalized and additional types of pivots were introduced. Finally, the
complementing of nonbasic 0–1 variables became the shifting of nonbasic integer variables from their current value to a
neighboring integer value. Like its predecessor, the Pivot and Shift heuristic was implemented in FORTRAN and used
1 Research supported by the National Science Foundation through grant #DMI-0098427 and by the O9ce of Naval Research through
contract N00014-97-1-0196.
E-mail address: eb17@andrew.cmu.edu (E. Balas).
1572-5286/$ - see front matter c© 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.disopt.2004.03.001
4 E. Balas et al. / Discrete Optimization 1 (2004) 3–12
its own LP solver. Its main application was within a software package developed for the brokerage :rm Paine Webber,
Inc., aimed at solving a certain type of :nancial portfolio selection problem: optimizing the portfolio of holdings of a
municipality with a view to bidding for municipal bond issues. The instances that this software package had to solve
involved typically up to 50 constraints and 150 variables, mostly 0–1 and continuous, with a few general integers. The
code had six variants involving diMerent options in the pivot sequence. Typically, all six variants could be run in a few
seconds, and the best solution found was always within 1.5% of the LP bound, which shows that the problem instances
in this class had a small integrality gap.
Later, when attempts were made to apply this code to larger and harder problems, it turned out that its proprietary LP
module could not compete with the commercial LP codes developed in the meantime.
In 2000, Schmieta [7] set out to implement Pivot and Shift in C++ by using the LP solver XPRESS to handle the
initial linear program and to execute the pivots required by the procedure. The code emerging from this eMort was able
to run larger problems, but in numerous instances it failed to :nd an integer solution.
The current version of Pivot and Shift, implemented by C. Wallace during the year starting in October 2002, diMers
from its predecessors in several respects: it uses a more e9cient search for the various pivot types, as well as a diMerent
sequence of choosing those types, it uses double and triple shifts, and it incorporates two variants of a neighborhood search
procedure. Finally, its choice of options, parameters, tolerances and other implementation attributes is based on extensive
testing on practically every problem instance available from the literature or through the internet. Earlier reports on this
work were presented at the Aussois Workshop on Combinatorial Optimization, March 9–13, 2003, and the INFORMS
Meeting in Atlanta, October 19–22, 2003.
2. Description of the procedure
Pivot and Shift starts by solving the linear programming relaxation of the problem at hand. This initialization step is
then followed by a Search Phase and an Improvement Phase. To describe them, we need some notation. Let Ox be the
current solution (at the start, the optimal LP solution), let I and J be the sets of basic and nonbasic variables, respectively,
I1 and J1 the corresponding sets of basic and nonbasic integer-constrained variables, and let the integer infeasibility of Ox
be de:ned as
ZI :=
∑
i∈I1
min{ Oxi −  Oxi;  Oxi − Oxi}:
The Search Phase executes three diMerent types of pivots:
A pivot of type 1 is one that reduces |I1|, the number of basic integer-constrained variables, while leaving the solution
primal feasible. This is achieved by exchanging a nonbasic continuous variable with a basic integer-constrained one.
A pivot of type 2 improves the value of the objective function while leaving |I1| unchanged and the solution primal
feasible. This is obtained by exchanging a nonbasic with a basic continuous variable, or a nonbasic with a basic integer
variable.
Finally, a pivot of type 3 reduces ZI , the integer infeasibility, while leaving |I1| unchanged and the solution pri-
mal feasible. This is again accomplished by exchanging the same type of variables (continuous with continuous or
integer-constrained with integer-constrained).
Since each of these pivot types leaves the solution primal feasible, each of them occurs in a row speci:ed by the
minimum ratio rule, whereas the column is chosen according to the rationale given above for each of the three pivot
types.
Fig. 1 shows the Qow chart of the Search Phase. The two “round” boxes refer to a quick rounding procedure, consisting
of an attempt to round each variable to the value of the nearest integer. The backward arrows attached to the pivot boxes
indicate that the step is repeated until no more such pivots are found. On the other hand, a successful execution of a
pivot of type 3 is followed by one of type 2 (when available), and, after a quick rounding attempt, by another pivot of
type 3. Finally, when no such pivot can be performed, the small neighborhood search module is applied.
The small neighborhood search is closely related to the idea of local branching espoused by Fischetti and Lodi [3],
which calls for creating a neighborhood around a known feasible integer point by imposing a linear constraint, and then
running an MIP solver on the problem restricted to the neighborhood. In our case, we do not have a known integer
solution, but we create a neighborhood around the partial solution de:ned by those variables whose values are close to
an integer. To be more speci:c, we de:ne
S := {i∈ I1 : min{ Oxi −  Oxi;  Oxi − Oxi}6 	};
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Fig. 1. Flowchart of the Search Phase.
where 	 is small, say 	= 0:1, and denote by x∗i the value obtained by rounding each Oxi, i∈ S, to the nearest integer, i.e.
x∗i :=  Oxi + 0:5; i∈ S:
Then we impose the pair of constraints
∑
j∈S
x∗j − 16
∑
j∈S
xj6
∑
j∈S
x∗j + 1 (1)
and run the MIP solver on the resulting problem. Since at this stage of the Pivot and Shift procedure typically many
variables are either integer or close to an integer value, constraints (1) tend to create a relatively small neighborhood
which can be searched in a short time.
At this point, if no integer solution was found, the run ends in failure; otherwise, the integer solution that was found
forms the starting point of an Improvement Phase.
The Improvement Phase starts with an attempt to :x as many integer-constrained variables at their optimal value as
possible, by using standard tests: if the reduced cost of a nonbasic integer-constrained variable xj equals or exceeds the
gap between the current lower and upper bounds on the objective function value, then the current value of xj is optimal.
Next, the procedure looks for improvements of the solution value that can be obtained by shifting some of the nonbasic
integer-constrained variables up or down. Nonbasic 0–1 variables at their lower or upper bound can be shifted to their
opposite bound, whereas nonbasic general integer variables can be shifted by one unit up or down from their current
value. A double shift consists in the joint shifting of two nonbasic variables, whereas a triple shift means the concomitant
shifting of a triplet of nonbasic variables. The procedure searches for single, double and triple shifts that improve the
objective function value while leaving the solution feasible. As soon as the search is successful, the shift is executed
and the search continues. However, far from being exhaustive, the search for improving shifts is limited by heuristic
considerations.
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Since it starts with a feasible integer solution and executes only steps that preserve feasibility, the sequence of improving
shifts always terminates with a feasible integer solution, say Ox∗. At this point a large neighborhood search is executed,
which consists in imposing the pair of constraints∑
j∈T
Ox∗j − k6
∑
j∈T
xj6
∑
j∈T
Ox∗j + k (2)
with T the set of integer variables and k ¿ 1, say k = 5 (this value was found to be the most frequent winner in some
extensive testing), and then calling the MIP solver to solve the resulting problem.
3. Combining Pivot and Shift with XPRESS
The Pivot and Shift procedure as described in the previous section was able to :nd “good” feasible solutions for a
considerable number of problem instances that could not be solved by XPRESS or CPLEX in their versions prior to 2001;
but it could not successfully compete with the more recent versions of these codes, like XPRESS 14.20 and CPLEX 8.
However, a modi:ed version of the procedure, which combines it with a commercial MIP solver in a way that makes
more extensive use of the latter, is performing remarkably well. In particular, we have extensively tested the version
described below:
XPRESS Combined with Pivot and Shift
1. Set an overall time limit of t1 seconds and call XPRESS to solve the LP relaxation.
2. Call the Search Phase of Pivot and Shift with a time limit of t2 seconds.
If no solution is found, or a feasible integer solution is found by rounding, whose value exceeds that of the unrounded
solution by 40%, go to 4. Otherwise continue.
3. Call the Improvement Phase of Pivot and Shift with a time limit of t3 seconds. Every time a feasible integer solution
is found, update the upper bound.
4. Call the XPRESS MIP solver to :nd a feasible integer solution. If found, go to 3. Otherwise stop.
Some comments are in order. In our experiments we used an overall time limit of 20 min (t1 = 1200), a tight limit
of t2 = 5 in step 2, and a limit of t3 = 30 in step 3. The conditional clause of step 2 reQects our experience that if the
value of the integer solution found by the Search Phase exceeds the LP optimum (in a minimization problem) by more
than, say, 40%, then the Improvement Phase will not be able to bring that value down to a level that should make it
relevant.
In the next two sections we discuss our computational experience with the combined procedure described
above.
4. Computational experience
We ran the procedure described in the previous section, which we call XPRESS combined with Pivot and Shift, on
literally every test problem from the literature or the internet that we could lay our hands on, and compared those runs
with those of XPRESS alone. The version of the solver used in both cases was XPRESS 14.20 with the default options,
run on a PC with a 1:7 GH Pentium 4 processor and 1300 Mbytes of RAM, using the operating system Windows 2000
Professional. Our main sources of test instances were the MIPLIB collection [6], Hans Mittelmann’s collection [5], and
the collection of Fischetti and Lodi [3]. These collections in turn reference the original sources for each problem. From
the total number of over 150 instances, we eliminated those instances that could be solved to prove optimality in less
than 20 min by XPRESS. On the remaining set of 68 instances, ranging from small but hard to very large problems
(the dimensions are speci:ed below), each of the two procedures was run for 20 min per instance. Table 1 contains the
answers to the following three questions:
(a) How many times was each procedure the only one to :nd a solution? (“Only”)
(b) How many times did each procedure :nd the best solution, without ties, during the 20 min run? (“Best”)
(c) In case of ties, how many times was each procedure the :rst one to :nd the best solution? (“First”)
Thus, out of the 68 instances, there were 6 for which only the combined procedure was able to :nd a solution. Overall,
XPRESS by itself did better on 15 (8+7) of the 68 instances (22.1%), whereas the combined procedure did better on 53
(6+39+8) instances (77.9%).
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Table 1
Number of instances
XPRESS 14.20 XPRESS 14.20 combined
with Pivot and Shift
Only 0 6
Best 8 39
First 7 8
Table 2
Seymour
Time Xpress 14.20 Xpress 14.20 with PS
9.5 lp opt found
9.6 start of ps search
9.6 776
9.6 771
16.2 end of ps search
229.9 432 xpress
247.5 431 shift
242.2 430 lns
902.1 427 xpress
904.3 426 shift
234.6 432
518.5 431
937.4 430
1200.0 430 426
Source: Ref. [6]. Rows: 4944, columns: 1372, binary: 1372. Comment: set covering.
Table 3
n3700
Time Xpress 14.20 Xpress 14.20 with PS
4.0 lp opt found
4.2 start of ps search
4.2 1,342,560
4.2 end of ps search
9.0 1,342,560 shift
11.1 1,342,211 shift
11.2 1,334,471 shift
14.3 1,333,929 shift
17.1 1,333,769 shift
938.9 1,695,345
1200.0 1,695,345 1,333,769
Source: Ref. [5]. Rows: 5150, columns: 10,000, binary: 5000. Comment: :xed charge network Qow.
Tables 2–13 report in some detail on our computational experience with some of the test problems. The complete
results can be found on the website [4]. The numbers in the second and third columns represent the value of a so-
lution found at the time shown in the :rst column. The text in the third column is meant to explain the event at
the given moment in time. Thus, “ps search” stands for Pivot and Shift search phase; “xpress” stands for a solution
found by XPRESS; “shift” stands for Pivot and Shift improvement phase; and “lns” stands for a large neighborhood
search.
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Table 4
sp97ic
Time Xpress 14.20 Xpress 14.20 modi:ed
3.4 lp opt found
4.1 start of ps search
14.0 end of ps search
144.2 450780795.36
163.8 450780795.36 xpress
172.6 449603831.84 shift
173.8 447332172.96 shift
174.9 445731264.00 shift
176.1 444553684.48 shift
177.4 444075509.60 shift
178.6 444001910.88 shift
179.7 442866081.44 shift
1200.0 450780795.36 442866081.44
Source: Ref. [3]. Rows: 1033, columns: 12,497, binary: 12,497. Comment: railway line planning.
Table 5
sp98ic
Time Xpress 14.20 Xpress 14.20 with PS
2.6 lp opt found
3.3 start of ps search
12.2 end of ps search
190.1 521407347.36
209.0 521407347.36 xpress
216.0 509176683.04 shift
216.8 505632081.12 shift
217.8 493456305.92 shift
218.7 491042673.92 shift
219.5 488667256.16 shift
220.5 488200054.88 shift
221.3 487065423.20 shift
222.3 484708051.04 shift
223.3 482463814.88 shift
246.2 478597018.56
391.4 465282826.56
682.5 475812997.44 xpress
684.8 474622322.56 shift
685.7 472719763.68 shift
1086.1 467412638.24 xpress
1088.3 461222600.64 shift
1200.0 465282826.56 461222600.64
Source: Ref. [3]. Rows: 825, columns: 10,894, binary: 10,894. Comment: railway planning.
Although these results are encouraging, they do not reQect the full potential of our approach. In judging them, one
must keep in mind that in our code the special pivots of various types are implemented through an interface oMered by
the MIP solver (in this case XPRESS 14.20). Helpful as this interface is, it makes the search for, and execution of,
pivots, orders of magnitude slower than if they were made part of the solver itself. A fully integrated implementation of
Pivot and Shift within an e9cient MIP solver promises to perform considerably better than the interactive version tested
here.
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Table 6
rail507
Time Xpress 14.20 Xpress 14.20 with PS
117.8 lp opt found
119.0 start of ps search
119.0 566
119.1 end of ps search
157.5 565 shift
157.6 564 shift
...
346.8 200 shift
347.0 199 shift
1200.0 no sol 199
Source: Ref. [3]. Rows: 509, columns: 63,019, binary: 63,009. Comment: set covering related to railway crew scheduling.
Table 7
rail2536c
Time Xpress 14.20 Xpress 14.20 with PS
119.9 lp opt found
120.4 start of ps search
120.4 1696
120.4 end of ps search
150.9 1694 shift
160.0 1692 shift
...
379.7 767 shift
1200.0 no sol 767
Source: Ref. [3]. Rows: 2539, columns: 15,293, binary: 15,284. Comment: set covering related to railway crew scheduling.
Table 8
b2c1s1
Time Xpress 14.20 Xpress 14.20 with PS
0.9 lp opt found
1.0 start of ps search
1.0 70651.01
1.0 end of ps search
1.2 70575.52 shift
40.0 31578.64
43.4 31578.64 xpress
72.8 30909.52 lns
250.0 30479.07
295.0 27500.22 xpress
336.4 30296.40
369.9 29921.44
426.5 28207.02
1200.0 28207.02 27500.22
Source: Ref. [3]. Rows: 3904, columns: 3872, binary: 288. Comment: lot sizing.
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Table 9
binkar10 1
Time Xpress 14.20 Xpress 14.20 with PS
0.1 lp opt found
0.1 start of ps search
4.9 7017.58
5.3 end of ps search
7.4 6977.45
9.6 7017.58 xpress
9.8 6877.39
10.0 7014.44 shift
10.0 7004.32 shift
10.1 6993.37 sh:t
12.8 6933.42 lns
13.0 6932.92 lns
13.2 6781.95
13.9 6915.83 lns
14.7 6910.45 lns
20.5 6855.00 xpress
20.7 6851.86 shift
20.8 6836.98 shift
25.6 6782.02 lns
28.7 6777.45
35.3 6779.18 xpress
42.0 6777.41 lns
42.7 6765.69
44.7 6756.25
60.0 6777.07 xpress
60.2 6775.08 shift
60.2 6771.94 shift
60.9 6748.77
61.4 6742.20 lns
237.0 6747.89
268.8 6746.44
1022.8 6745.57
1053.0 6742.20
1200.0 6742.20 6742.20
Source: Ref. [5]. Rows: 1,026, columns: 2,298, binary: 170.
Table 10
roll3000
Time Xpress 14.20 Xpress 14.20 with PS
0.7 lp opt found
0.8 start of ps search
8.3 end of ps search
76.3 16954
81.3 16954 xpress
104.1 13330
109.8 16682 lns
118.6 15319 lns
147.5 13330 xpress
170.1 13222 lns
808.2 13182
1184.0 13155 xpress
1187.7 12936 lns
1200.0 13182 12936
Source: Ref. [3]. Rows: 2295, columns: 1166, binary: 246, Gen. integer: 492. Comment: railway stock and line planning.
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Table 11
ran14x18 1
Time Xpress 14.20 Xpress 14.20 with PS
0.0 lp opt found
0.0 start of ps search
0.0 4265
0.1 end of ps search
5.1 4368
6.9 3977 xpress
8.4 3941 lns
8.8 3865 lns
9.7 4361
12.2 4170
16.5 4169
32.5 3927
88.6 3857
123.7 3855
354.5 3807
402.5 3748 xpress
410.2 3767
1200.0 3767 3748
Source: Ref. [5]. Rows: 285, columns: 504, binary: 252. Comment: :xed charge network Qow.
Table 12
noswot
Time Xpress 14.2 Xpress 14.20 with PS
0.0 lp opt found
0.0 start of ps search
0.2 end of pivot search
0.9 −39
1.0 -39.00 xpress
10.5 −40.00 lns
17.8 −40
121.7 −41
138.4 −41.00 xpress
1200.0 −41 −41
Source: Ref. [6]. Rows: 182, columns: 128, integer: 25, binary: 75.
Table 13
glass4
Time Xpress 14.20 Xpress 14.20 with PS
0.0 lp opt found
0.0 start of ps search
1.0 end of pivot search
6.4 3250029500
6.6 3250029500 xpress
9.3 2750025050 lns
8.8 2850023150
10.8 2700024800.00 lns
11.1 2700023533.33 lns
11.2 2616689816.67 lns
11.2 2600023000.00 lns
14.0 2566691233.33 xpress
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Table 13 (continued)
Time Xpress 14.20 Xpress 14.20 with PS
15.1 2500023600
16.8 2300021500
17.4 2500023300.00 lns
17.6 2400023700.00 lns
18.1 2300022000.00 lns
18.3 2200021800.00 lns
18.4 2242879857.14
18.5 2140021093.33 lns
18.5 2100020200.00 lns
36.4 2100017200
128.9 2077796311.53
160.4 2000019400
278.0 2033352533.33 xpress
281.6 2033352133.33 lns
282.2 2000018750.00 lns
282.9 1900018700.00 lns
351.1 2000017200
620.0 1983349116.67
768.8 1950019700
856.1 1900017900
1200.0 1900017900 1900018700
Source: Ref. [3]. Rows: 397, columns: 321, binary: 302.
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