A large number of models of the species abundance distribution (SAD) have been proposed, many of which are generically similar to the log-normal distribution, from which they are often indistinguishable when describing a given data set. Ecological data sets are necessarily incomplete samples of an ecosystem, subject to statistical noise, and cannot readily be combined to yield a closer approximation to the underlying distribution. In this paper we use empirical data obtained from an ecosystem model to study the predicted SAD in detail, resolving features which can distinguish between models but which are poorly seen in field data. We find that the power-law normal distribution is superior to both the log-normal and logit-normal distributions, and that the data can improve on even this at the high-population cut-off.
I. INTRODUCTION
The species abundance distribution (SAD) is one of the most widely studied descriptions of an ecological community. To determine it, the number of species in a given community which have n observed individuals is plotted against n. The shape of this plot has been investigated by a great many empiricists and theorists over the years, beginning with the classic work of Fisher et al. [1] and Preston [2] . Reviews of the subject [3, 4, 5, 6, 7] reveal the large number of mechanisms that have been proposed to explain the observed SAD. Many of these mechanisms predict the essential aspects of the observations, that is, a few very abundant species and many rare species. As a consequence it has become very difficult to falsify proposed mechanisms from empirical data, which has led to the authors of the most recent multi-author review [6] to contrast the development of the analysis of SADs with "a healthy scientific field" in which "theoretical, empirical and statistical developments [...] advance roughly in parallel".
In this paper we suggest a way forward which is in effect intermediate between the theoretical and empirical approaches. We measure the SAD in an established model which constructs an ecological community as a set of predator-prey interactions [8] . The model itself was originally created so that many of its key properties were emergent and not put in by hand. So, for instance, trophic levels emerge from the nature of the predatorprey interactions; species are not labelled as "plants", "herbivores" or "carnivores" a priori. This contrasts with traditional theoretical approaches which either postulate a mechanism, or if a model community is put forward it is usually rather simple, with the form of the SAD fol-lowing from one of the fundamental aspects of the theory. Conversely, measurements taken in the field will of necessity include numerous influences involving climate, terrain, location etc., which are not present in the model we use to measure SADs. Thus the SADs we measure will be free of these external influences, but still be determined by influences which are too complex to easily characterise. This approach will also allow us to measure SADs for a multi-trophic level community whereas, so far as we are aware, all other predictions for SADs have been for communities of trophically similar species.
The model we will be using (called the Webworld model) has been developed over a number of years [8, 9, 10, 11] . In it, species are defined in terms of traits (phenotypic and behavioural characteristics), and it is the nature of the interactions between these traits which define the nature of interactions between species. This community is built up from a small number of species through a speciation mechanism which creates a new species with a novel set of features. Resources are distributed through a quite elaborate set of equations governing population dynamics with adaptive foraging. Overviews of the model are given in review articles [12, 13, 14] , and more briefly in section II. In section 3 we outline the method of our analysis, in section 4 we describe the results obtained and we conclude with a review of the results in section 5.
II. MODEL DESCRIPTION
The Webworld model consists of a set of species, each defined by its unique combination of ten different features. The features are chosen from a set of L possible features determined at the start of the simulation, at which point two species are created. One of these is the environment species, which has a fixed population for all time and is the ultimate source of energy for all species in the food web. The other initial species is the common ancestor of all species encountered during a simulation run.
The dynamics of the Webworld model occur on three separated time-scales. The longest of these is the evolutionary time-scale, on which new species are added as mutated versions of extant species. Specifically to the implementation of Webworld, a species is selected at random without regard to its population, except that this must be non-zero. One individual of that species is then used to found a new species identity, sharing all features but one with the parent species. The remaining feature is selected to avoid repetition either of the same feature within one species or the same set of features between species, but is otherwise selected at random. The newly introduced species is then subject to the same population dynamics as all other species, which is the dynamical process that occurs on the intermediate time-scale.
Population dynamics occurs by balance of energy; energy is gained through "predation", which in the case of feeding on the environment species we interpret as autotrophy. Each species i changes its population n i according to the balance equatioṅ
where g ij is the functional response, the dependence of the rate of energy consumption by species i on the population of species j. The factor of λ = 0.1 introduces an ecological efficiency whereby the energy lost to species j is greater than that gained by its predator i. Thus the first term on the right hand side of Eq. (1) is the energy income of species i summed across all prey species, while the second term is the energy loss summed across all predators. If species a does not feed on species b then g ab = 0, and hence this does not contribute to either sum. The final term in Eq. (1) is the loss of energy from species i due to death of its constituent individuals at rate d per individual; the expected lifespan of an individual is therefore 1/d, which for simplicity we take to be the same across all species. Death appears in our model purely as an energy loss term and cannot be made an evolvable quantity, since it has a preferred value of zero. The shortest time-scale in the Webworld model reflects the choice of foraging strategy by individuals of each species. The functional response for Eq. (1) is given by
where f ij is the fraction of its time species i spends feeding on prey species j, which is the quantity to be optimised in order to maximise j g ij n j . S ij and α ij are constants defined by relating the features of species i and j, S indicating the ability of i to feed on j, and α relating to the degree of inter-specific competition. To prohibit mutual predation the matrix S is made anti-symmetric, thus S ij = −S ji , and the shortest possible feeding loop involves three species. Matrix α is symmetric, with maximum competition α ii = 1 between members of the same species, and minimum competition 0.5 between highlydifferent species. By calculating S and α based on a set of features largely conserved during speciation we ensure that each newly-founded species has similar abilities to its parent species, with which it is also in strong competition, and in particular the dynamics of two identical species, were they allowed, would be indistinguishable from the dynamics of pooling them as one species. In Drossel et al. [8] an evolutionarily stable strategy was shown to exist for foraging, which can be found by iteratively solving Eq. (2) with the condition that
The result of the repeated application of these dynamics is the gradual construction of a complex food web. Species are removed if their population falls below 1, and the fixed population of the environment species, R, as such determines the expected number of species present in the food web at any time, though there is a continual turnover of species and consequent fluctuation in any given food web measure. After running the model for a large number of evolutionary time steps, there is no systematic change in quantities such as the number of concurrent species, and the food web structure appears to have matured. It is on such webs that we examine the species abundance distribution.
III. METHOD
Using the Webworld model discussed in the previous section we generate sets of communities for which the ensemble species abundance distribution (SAD) can be examined in detail. Because we use the same set of possible features and the same environment species in each case, we assume that the underlying SAD does not alter between model realisations. In this case it is possible to pool the resultant communities in order to determine the SAD with improved statistical noise. Details of the computational approach are given in section III A. In section III B we discuss the functions which we fit to the data, and the optimisation criteria of the fitting. In section III C we discuss the problems of generalising fits to include communities differing in size or trophic level.
A. Comparative models
Although the Webworld model can simulate ecological communities in reasonable time, to create large complex communities takes considerable computation, and to generate enough simulations to get good statistics across a broad range of parameter space is difficult. We therefore perform the first examination on a variant of Webworld in which all species feed exclusively on the environment. Because all species are basal, the relative populations are determined by the relative ability, S, and competition, α, terms between existing species, which are selected by evolution in the same way as in the full model. By avoiding a large part of the computational effort we are able to generate large numbers of webs for comparison, and in the results presented here gather statistics from a set of one hundred model runs for each value of resources, R. In section IV we focus on the fitting of food webs with resources 10 3 , 10 4 , 10 5 and 10 6 , but simulations were performed for numerous other values of R within this range to show that interpolation of the results is reasonable. The minimum value of R results in communities with few species, which become correspondingly harder to characterise in terms of an SAD. Larger values of R become increasingly computationally expensive. Rather than attempting to extend the range of R to larger values, we created a total of 900 basal communities at R = 10
6 for more detailed analysis of the tails of the distribution. Because the common theoretical SADs have been selected based on reproduction of the modal peak, and are poorly constrained by observations, the tails offer the largest differences between candidate SADs. Due to the much larger computational complexity of the full Webworld model, we have only a sample of ten comparable food webs for large R from which to deduce trophic SADs.
B. Fitting method
As can be seen in Figure 1 , the probability distribution function (p.d.f.) of species abundance has a rather noisy histogram even for the largest collection of independent communities we were able to assemble with the available computer time. Fitting a distribution function to such histograms is problematic for several reasons. The noise makes it difficult to algorithmically optimise the fitting function, and hence can obscure differences in the strength of different functional forms. More importantly, the apparently optimal parameters and associated fitness will depend on the arbitrary choice of bin width and position, since changing these parameters can significantly alter the distribution of noise between the bins. Furthermore, the distribution function underlying the observed SAD is likely to have a functional form other than our approximations, and in general may be significantly more complicated than we can extract from data so long as the noise remains. Rather than obtaining a function which closely matches the value of the p.d.f. for most population sizes, but which omits important features, we prefer to recover a smoothed version of the distribution function which correctly predicts the total number of species. As a consequence of these considerations we fit the integrated version of the fitting function to the empirical cumulative distribution function (c.d.f.), whose value at a given population N is the measured number of species with n i < N . This definition matches the type of p.d.f. used by [5] whose integral is the expected number of species. P.d.f.s may also be defined such that the area enclosed is unity. To illustrate the fitting procedure we present plots of the measured and fitted c.d.f.s in addition to the p.d.f.s, and indicate the goodness-of-fit by plotting the residuals of the c.d.f., that is, the difference between the integrated fitting function and the measured c.d.f.
The strongest condition that we impose on each fitting function is that it should correctly predict the number of species more abundant than the least abundant species observed. Below this population the distribution may be terminated by a veil line, but we do not allow any such consideration for populations above the most abundant species observed. Subject to this condition we optimise the parameters of each theoretical distribution function, f (ln N ), by minimising a quantity analogous to χ 2 . One such statistic is the Cramér-von Mises test [15] , defined as
wheref (n i ) is the predicted number of species less abundant than n i , subject to the veil line at n 1 , and S is the number of species observed. Although this is readily generalised to an ensemble of SADs, it attributes most weight to the peak of the distribution at the expense of fitting the tails, and we instead minimise the quantity
where C(N ) is the observed number of species less abundant than N . For many distributions N max → ∞, but functions such as the logit-normal distribution are parametrised by the total number of individuals observed, J, in which case N max = J. Unlike the Cramér-von Mises statistic, k 2 places equal weight in all intervals of ln N . Given that the theoretical distribution almost certainly differs from the distribution underlying the data, this tends to avoid problematic regions, such as ranges of N in which few species are observed, but where the empirical and theoretical c.d.f.s differ. The tails of the distribution often behave in this manner. Having identified optimal fitting parameters by minimising k 2 , we follow the advice of [6] that "claim[s] of a superior fit must be robust by being superior on multiple measures" by evaluating the Kolmogorov-Smirnov statistic [16] for each theoretical distribution. Defined for a single realisation as
d corresponds to the greatest deviation between the empirical and theoretical c.d.f.s. This must occur at one of the observed species, which correspond to steps in the empirical c.d.f. It is necessary to evaluate the difference between the empirical and theoretical c.d.f. both immediately before and after the step, and hence the The fitted species abundance distribution for basal communities with resources R = 1000, 10 000, 100 000 and 1 000 000. The histogram indicates the data in bins of width 0.1 in ln N . The solid curves indicate optimal log-normal fits, the dotted lines optimal logit-normal fits, and the dashed lines optimal power-law normal fits. Distributions to the right correspond to increasing R.
'maximum' operator in Eq. (6) contains two terms for each observation i. Although the values of d obtained imply rejection of the theoretical distributions given the amount of data available, we use d as a measure of the relative goodness-of-fit to distinguish between theoretical distributions. Other measures of goodness-of-fit tend to relate to binned data rather than the c.d.f., and provide correspondingly weaker evidence [17] .
Although the log-normal distribution has been criticised as inappropriate for application to SADs [18] , it is a commonly examined form of the SAD and we therefore adopt it as one of the theoretical SADs we fit to the data. We also consider the logit-normal distribution preferred by Williamson & Gaston [18] . Whereas the log-normal distribution appears as a normal distribution when plotted against a logarithmic population-axis, the logit-normal has a normal distribution when plotted against a logit population axis. Our analysis will consistently use the logarithmic axis both for plotting and for the integration of k 2 , so while the log-normal distribution has the form
with the fitting parameters A, µ and σ, the logit-normal distribution includes an extra factor, giving
We also consider a third fitting function, the powerlaw normal distribution, which appears normal against a power-law population axis. Transformed to a logarith- The fitted cumulative species abundance distribution for basal communities with resources R = 1000, 10 000, 100 000 and 1 000 000. The solid line shows the data, the dotted line marks the log-normal distribution, and the dashed line the power-law normal distribution. Distributions to the right correspond to increasing R. mic axis, this has the functional form
where α is the power-law index. We do not consider the log-series distribution since our data are with few exceptions peaked at large N , whereas the p.d.f. of the log-series distribution decreases from N = 1 even when drawn against a logarithmic population-axis. The broken stick distribution [19] was found to be similar in form to the observed distribution, but inferior to the log-normal in all cases.
C. Comparison of food webs
Since we are applying the same distribution function with different parameters to basal food webs of different sizes, and to the SADs of different trophic levels within a single community, in the ideal case a parametrisation of the fitting coefficients in terms of resources, R, and trophic level, l, would be found. Because small values of R correspond to food webs with fewer species, complications arise in weighting the contribution to goodness-offit from differently sized webs, and we do not in this paper attempt to simultaneously fit webs of different sizes. By examination of the best-fitting parameters for each web we can determine the dependence of parameters on R except in one case; the power-law index α of the power-law normal distribution. For most values of R the goodnessof-fit depends quite weakly on this parameter, and the optimal value of α is poorly constrained for any one web. Since we were unable to identify a systematic trend or strongly constrain the value of α, we chose α = 0.2 as a constant value consistent with the optimised parameters, and fixed this value for all results presented here. Figure 2 shown as residuals; the solid line corresponds to the empirical c.d.f. minus the log-normal distribution, the dotted line to the data minus the logit-normal distribution, and the dashed line to the data minus the power-law normal distribution. Offsets of -0.5, -1.5 and -2.5 have been applied to data for resources R = 10 000, 100 000 and 1 000 000 respectively.
IV. RESULTS
In section IV A we present the results of the fitting procedure for the basal communities. These should give the least complicated species abundance distributions (SADs), since all species feed on a single resource and are in direct competition with each other. In comparison, the trophic communities examined in section IV B feed on multiple food sources themselves distributed in abundance, and compete with different subsets of the other species. In section IV C we make use of the large number of simulation runs which can be performed to make a detailed examination of the low-and high-population tails of the empirical distribution, and compare this to the behaviour of the fitted distributions.
A. Basal community
The results for this version of the model are the most complete in that one hundred simulations runs were examined for each value of resources R, and a large number of values of the continuous parameter were examined. In Figures 1 to 3 only four of these realisations are plotted, corresponding to R = 10 3 , 10 4 , 10 5 and 10 6 , which include the two most extreme values of R for which webs were calculated. The general features of the SAD for these four values are typical, as is the goodness of fit achieved by each of the three fitting functions examined. It is clear from Figure 1 that the observed distribution is left-skewed (has an over-abundance of rarer species), a characteristic absent from the log-normal distribution. The logit-normal distribution does not have significantly improved skew over the log-normal distribution, since the most abundant species from any run has less than one quarter of the mean number of individuals J, and the logit function is therefore well below its asymptotic cut-off. Williamson & Gaston [18] note that in this limit the logit-normal distribution approaches the log-normal. The power-law normal distribution much more closely captures the smaller high-N tail. The corresponding cumulative distribution functions (c.d.f.s) are plotted in Figure 2 , where the logit-normal distribution has been omitted for clarity. It can be seen, especially for R = 10
6 , that the log-normal distribution underestimates the cumulative number of species in both tails, which corresponds to the skew of the p.d.f., and that even for one hundred realisations the empirical c.d.f. is far from smooth. More instructive than the c.d.f. are the residuals of this plot, that is, the difference between the instantaneous value of the empirical c.d.f. and the fitting function. These are shown in Figure 3 for all three fitting functions. The integral of the square of this plot is our goodness-of-fit measure k 2 , and the maximum deviation from zero is the Kolmogorov-Smirnov d-measure. Substantial structure can be seen in the residuals, especially the central peak for each value of R when examining the power-law normal distribution, which most closely mimics the tails. Table I records the values of k 2 and the Kolmogorov-Smirnov d value for each fit, for fitting parameters minimising k 2 . Basal communities are labelled by the value of resources, R, while trophic levels examined in section IV B are labelled according to the trophic level, l. For the basal food webs the power-law normal fit always outperforms both the logit-normal and log-normal distributions in terms of k 2 , and is only in one case inferior to the logit-normal distribution as measured by d. A further comparison of the relative merits of the theoretical distribution functions is given in section IV C.
In Figure 4 we plot the dependence of the parameters of the power-law normal fit on R, as well as the two goodness-of-fit indicators used. The solid line, marking the population of the peak of the distribution, indicates the very near linearity of the value of the peak of the distribution with ln R. The standard deviation of the Histograms mark the observed species abundance distribution for the four trophic levels found in the ten Webworld communities examined. Trophic levels two and four are marked by dotted and dashed lines respectively. Solid curves mark the optimal log-normal fits to each trophic level, and dashed lines the optimal power-law normal fits.
distribution increases more rapidly than linearly, as indicated by the dashed line. The value of k 2 increases with ln R for two reasons. Firstly, it is measured on the full c.d.f. rather than the normalised distribution, and so tends to increase as the square of the expected number of species, S. Secondly, because it is an integrated measure, it tends to increase with the width of the distribution, which we characterise by the standard deviation of the log-normal distribution, σ LN . It is more appropriate to use this measure than the standard deviation of the power-law normal itself since the former corresponds naturally to the width along the logarithmic population axis. In Figure 4 we plot the quantity
which compensates for these effects, and includes a factor of 1000 to scale it appropriately for that plot. It can be seen that intermediate values of R are the best fitted, as measured by either K or the Kolmogorov-Smirnov d, perhaps due to relatively small amounts of additional structure.
B. Trophic levels
Having established that the power-law normal distribution describes the SAD reasonably well for basal communities, we apply it to individual trophic levels of full Webworld communities to determine the relevant fitting parameters. Due to the small number of food webs available, and the small number of species in each trophic level for any one web, it is inappropriate to seek deviations from this distribution with the data available, although we find that the power-law normal distribution is adequate, and superior in all cases to the log-normal distribution, having smaller values of both k 2 and d. As indicated by the values given in table I, the logit-normal dis- tribution marginally improves upon the power-law normal distribution for trophic levels 1 and 3, but is significantly inferior to the power-law normal for trophic level 2. For trophic level 1, the typical number of species observed per web in the data examined was only 5.9, the most abundant species being nearly half the total population of its trophic level. For trophic level 3 the lower tail of the distribution was truncated, and although here the logit-normal distribution performed better than the power-law normal, it is not clear that the logit-normal is able to adequately reproduce the whole SAD. Although four trophic levels were found in the empirical data, a very small number of species were found in trophic level 4. It can be seen in Figure 5 that the distribution function of this level is little more than the high-population tail of the distribution function, and no reliable results can be obtained by its analysis.
For comprehension of the empirical distribution being fitted we reproduce, in Figure 6 , the cumulative distribution function constructed from the simulation data along with the optimal log-normal and power-law normal fits. It can be seen clearly from this figure that the distribution of the second trophic level, which has the largest number of species in total, is closest in form the those of the basal communities. The distribution of trophic level three, to its left, passes the veil line before a significant fraction of the low-population tail has been exposed, but is otherwise in good agreement with the basal community distributions. The lowest trophic level, however, seems relatively truncated, resulting in a much sharper cutoff at large N than is reproduced by either the log-normal or power-law normal distributions. The cause of this may relate to the presence of predators, who can be expected to preferentially target the most abundant prey, but additional data are required to investigate this hypothesis. The residuals of the c.d.f. fits are shown in Figure 7 ; it is possible that similar structure in these is present to that seen for the basal communities in Figure 3 , but the The same data plotted in Figure 6 shown as residuals; the solid line corresponds to the empirical c.d.f. minus the log-normal distribution, the dotted line to the data minus the logit-normal distribution, and the dashed line to the data minus the power-law normal distribution. Offsets of -1.0, -2.0 and -2.5 have been applied to data for trophic levels 2, 3 and 4 respectively. No logit-normal fit was obtained for trophic level 4 due to the absence of a positive optimal mean. degree of noise is greater.
In Figure 8 the mean and standard deviation of the power-law normal distribution are plotted as a function of trophic level. While the standard deviation appears to decline linearly with trophic level, the distribution mean may decrease more slowly. However, if the results for trophic level four are misleading due to the extremely high position of the veil line, and the distribution of basal species is possibly altered through predation as discussed, the reliability of these results is limited. The quantity K, defined in Eq. (10), is much better for trophic levels two and three than for either the basal or fourth trophic level, although only marginal improvements in the Kolmogorov-Smirnov d value can be seen.
C. Distribution tails
An advantage of examining computationally derived communities of species is that extremely large data sets can be constructed with relative ease, subject only to the availability of computer time. In addition, the Webworld model produces complete ecological communities, and the sampling effects associated with field data are avoidable. As such it is much more feasible to examine the form taken by the tails of the distribution function, which McGill et al. [6] note are subject to noisy data, but which often contain the main differences between theoretical distributions.
To construct a high-quality empirical SAD whose tails could be examined, nine hundred simulation runs were performed for the basal community with R = 10 6 . The low-population tail of this distribution is plotted in Figure 9 , where the logarithm of the binned species abundance has been taken to expose the tail. The fact that a linear regression to this data (not shown) produces a good fit for ln N < 7 implies that in this regime a powerlaw fit,
with a ∼ 4/3, is obeyed. The power-law normal distribution is able to reproduce this form reasonably well, while both the log-normal and logit-normal distributions significantly underestimate the number of species present. The distribution tail for large populations is shown in Figure 10 . Here bins have been chosen to be uniform in width in population, rather than uniform in ln N , in order to resolve the tail. The result is that a different version of the distribution is shown,
which, when integrated with respect to N , gives the c.d.f. Note that in order to highlight the form of the decay, the population axis has been stretched to a power-law. The regression line, plotted as a dash-dot line, indicates that the high-population tail has the form
As can be seen in Figure 10 , this form of the decay declines more rapidly with N than any of the log-normal, logit-normal or power-law normal distributions examined.
Having established probable forms for the low-and high-population tails by regression to Figures 9 and 10 , we combine these into a distribution which has the minimum value of the two tail-fitting functions for all N . In addition to the dashed line marking the empirical c.d.f., identical to that shown in Figure 2 , this fit is shown in Figure 11 in two forms. The lower plot is the c.d.f. integrated from zero species at N = 0, and the upper curve is integrated down from the observed number of species so as to converge with the empirical distribution at large N . The fact that the latter curve is above the former indicates that the combined distribution underestimates the total number of species, implying that it under-predicts the p.d.f. near the peak, to which it was not fitted. Figure 11 therefore also plots the residuals of the tail-fitting distribution as a histogram. There appear to be at least three peaks in the residuals, making it difficult to identify a plausible general form. Since we do not have unrelated basal food webs to examine, in particular to establish what parameters of the tail distributions are generic and whether the residuals show a common pattern, it is not appropriate to draw further conclusions about the central part of the distribution. We are also unable to ascribe a goodness-of-fit to the tail-based distribution due to its inability to reproduce the peak of the distribution.
V. CONCLUSIONS
We have investigated the form of the species abundance distribution empirically derived from simulation results of the Webworld food web model. This model was created to examine patterns of food web assembly, and the form of the species abundance distribution (SAD) was not a factor in its construction. Rather, the use of population dynamics to establish the success of particular species and feeding strategies within the community lead naturally to variation in the abundance of species which appears similar to the SADs identified from real ecosystems. By investigating the empirical SAD from the simulations in the same manner as data from real ecosystems we are able to characterise not only the peak of the distribution, which is frequently observed to have a form similar to the log-normal distribution, but to examine in detail parts of the distribution difficult to obtain data on from field studies. We agree with the conclusion of Williamson & Gaston [18] that the logit-normal dis- tribution fits better, but with particular reference to the tails of the distribution find that the power-law normal distribution function is better still. In particular, the lognormal and logit-normal distributions predict that the number of species with population N falls more rapidly with decreasing N than we obtain from our simulation results, which the power-law normal distribution matches very well in this tail.
The presence of structure in Figure 3 suggests that a more complicated function is needed to properly reproduce the observed SAD, but we have not been able to examine the reproducibility of this remaining structure. All the food webs examined were created for the same set of possible features and the same environment species. To fully explore the results even for a single value of R would require the use of food webs constructed for 'worlds' with different environment species and feature sets. In undertaking such a programme it would first be necessary to establish whether such parameters as the mean and variance of the fitted distribution changed, or more generally to construct the meta-distribution of a large number of Webworld 'worlds' and test, using the Kolmogorov-Smirnov d value, whether the empirical distribution constructed from webs of a single family was consistent with the meta-distribution.
We find that the power-law normal distribution identified as well describing the SAD of a basal community is also successful in describing individual trophic levels of a food web. It is particularly descriptive of the second trophic level, which can be seen in Figures 5 and 6 to be the most completely realised by our empirical data. The higher trophic levels can also be expected to be well-fitted by the power-law normal distribution, although the truncation of the distribution at low populations results in the log-normal and logit-normal descriptions also being ad- equate. The empirical distribution of the lowest trophic level is more sharply truncated at high populations than seen for other communities, the reason for which would require substantial additional investigation. Unlike the case of examining basal communities at different values of R, only a small number of trophic levels are ever possible, and hence the relation between them is harder to quantify. While it would be possible to construct metadistributions from larger numbers of food webs, it is more feasible to first examine the agreement between the metadistributions of basal communities and the constituent distributions. If there is good agreement, the agreement between the meta-distribution and the trophic distributions should be examined. If not, then a very large number of communities need to be evolved in the same environment in order to study the relation between trophic levels, potentially also examining the effect of different values of R. The main problem in investigating the SAD of numerically modelled ecosystems is the extensive computer time required to provide data.
The SADs constructed for this paper are complete not only in the sense that they contain all individuals present in the sample area, but also in that they do not feature immigrant or transient species, which can contribute to the low-population tail without representing a viable population. While features such as immigration from surrounding communities can easily be incorporated into our model, as can finite population effects, their exclusion demonstrates the existence of an extensive low-population tail to the distribution even for a closed ecosystem. This contrasts with the proposal by Magurran [20] that the low-population tail is a log-series distribution of "occasional" species added to a core log-normal distribution. Although we do not agree with McGill [21] that left-skew is purely an effect of sampling, it may be the case that the left-skew of incomplete samples does not reflect the underlying distribution.
McGill et al. [6] observe that most proposed SADs are similar to one another except in the tails, which is precisely the region which field observations are least able to address due to paucity of data. This issue can be addressed by the use of any model which can produce multiple independent realisations of its dynamics from which a composite SAD can be constructed, but this process can only be used to inform the analyses which should be performed on ecological data, since it is not known a priori that any given model accurately reproduces the real SAD. A virtue of the Webworld model is that is produces a plausible SAD without any such consideration having been used during the model design, being based rather on plausible ecological rules. 
