Abstract-The incorporation of local search operators into a genetic algorithm has provided very good results in certain scheduling problems. The resulting algorithm from this hybrid approach has been termed a Memetic Algorithm. This paper investigates the use of a memetic algorithm for the thermal generator maintenance scheduling problem. The local search operators alone have been found (in earlier work by the authors and others) to produce good quality results. The main purpose of this paper is to discover whether a memetic approach can produce better results.
I. INTRODUCTION
T HE thermal generator maintenance scheduling problem is a complex combinatorial optimisation problem. Essential maintenance must be performed on a number of thermal generators inside a fixed planning horizon while minimising costs and providing enough capacity to meet the expected demand.
This problem has been studied widely in the past. In 1973, Gruhl [1] , [2] presented a general scheduling problem which included maintenance scheduling as a sub-problem. The formulation was in terms of a mixed integer linear program.
Two years later in 1975, Dopazo and Merrill [3] developed a 0-1 integer linear programming formulation which guarantees to find the optimal solution where one exists. These approaches suffered from the disadvantage that they were unable to cope with even moderate scale problems, however in the same year, Zurn and Quintana [4] showed that a dynamic program- ming with successive approximation approach could tackle these larger problems. In 1983, Yamayee and Sidenblad [5] continued the use of dynamic programming with successive approximations together with a cumulative method of evaluating the stage cost function. This had the effect of reducing the running time by an order of magnitude, but it was not until some years later before a stochastic method was introduced.
In 1991, Satoh and Nara [6] applied the simulated annealing method to the maintenance scheduling problem, with the result that the algorithm succeeded in finding a solution to medium and large scale problems while an integer programming method failed to find the optimal solution for the medium scale problem, and could not be applied to the large scale problem.
Following this success, these authors refined their technique to include a genetic algorithm [7] and then incorporated a tabu search element [8] into their method while also including problem specifics associated with Japanese power systems maintenance laws.
Charest and Ferland [9] returned to the mixed-integer formulation in 1993, presenting an extension to this model which incorporates constraints into the model. Two methods for solving the problem are presented: a recursive exchange procedure and a Lagrangian relaxation-based method. Depending on the performance metric, some improvement was reported when compared to a tabu search approach, and in all cases, there was a reduction in execution time.
Dahal et al [10] presented a genetic algorithm (GA) in 1997 using a binary representation. Further work [11] showed that an integer representation reduced the search space of the GA and also reduced the execution time of the algorithm. On a related topic, genetic algorithms have also been used [12] to schedule the maintenance of electrical power transmission networks.
Also in 1997, the authors [13] produced evidence that a tabu search approach could yield good results compared to a genetic algorithm, a simulated annealing approach and a combination of tabu search and simulated annealing. An attempt was made to combine tabu search with simulated annealing but without success.
In this paper, the application of a hybrid evolutionary algorithm to this problem is investigated.
II. PROBLEM DESCRIPTION
The thermal generator maintenance scheduling problem has a variety of formulations and refinements depending on the exact nature of the problem being considered.
For this paper, the following formulation is adopted.
Take I generating units producing output over a planning horizon of J periods. Each unit 1 i I must be maintained for M i contiguous periods during the horizon.
Let x i represent the current maintenance starting period for unit i. The planning horizon is considered to "wrap-around". In the case where x i + M i > J, the maintenance would continue at the start of the planning horizon. Thus a rolling plan will be generated.
For each unit, the operating capacity is denoted by C i . Under no circumstances is it possible for a unit to exceed this limit.
To allow for the possibility of a unit breakdown, or other unscheduled emergency shutdowns, undesirable random factors would be introduced into the formulation. For these eventualities, a reserve capacity proportional to the anticipated demand must be available for use. Thus this problem is classified as a deterministic cost-minimisation problem and can be solved using an optimisation-based technique.
The anticipated demand in period j where 1 j J for the system as a whole is denoted by D j , and the reserve capacity required by R j . For each period, fuel costs can also be estimated as a constant, f j , per unit output.
Let p ij represent the generator output of unit-i at period-j and c i (j) be the maintenance cost of unit-i if committed at period-j.
Finally, let y ij be a state variable, equal to one if unit-i is being maintained in period-j and otherwise zero. The objective of the problem is then to minimise the sum of the overall fuel cost and the overall cost of maintenance:
Once the maintenance of unit-i starts, the unit must be in the maintenance state for M i contiguous periods. The generator output must not exceed the upper limit; the output of the generator is set to zero during maintenance.
The total output must equal the demand in each period,
p ij = D j where j = 1; 2; : : : ; J (4) and the total capacity must not be less than the demand plus the required reserve.
Furthermore, some units cannot be maintained simultaneously. If units a and b cannot undergo maintenance during the same period, this is represented by y aj + y bj 1 where j = 1; 2; : : : ; J (6) Where unit a must be complete as a prerequisite of the maintenance for unit b to start, this is represented as
Although this seems to set aside the notion of "wrap-around", this constraint ensures that from the very start of the plan unit a will always be maintained before unit b. The apparent problem is that where the plan has wrapped around, it becomes less clear which unit undergoes maintenance first, and therefore it seems difficult to apply the constraint. This difficulty is avoided in the algorithms described in this paper in each of two cases.
In the case where unit a is fully maintained within periods 1 : : : J, (7) can be applied in the expected way. In the case where unit a starts maintenance so late as to cause the maintenance to finish in the next planning horizon, (7) can still be applied, with the effect that the maintenance starting period for unit b will always violate the constraint. Thus within each planning horizon, if the above constraint is satisfied, unit a will always start maintenance before unit b.
This formulation of the problem is based closely on that of [6] .
To simplify the operation of the algorithms, all solutions in the solution space are considered valid. A solution could be infeasible if the demand and reserve constraints cannot be met. In this case the solution is penalised by the addition of a penalty function:
the shortfall in capacity;
and the violation of a combination maintenance constraint:
y aj + y bj ? 1 = w j (11) u j , v j and w j are not permitted to be negative, thus a feasible solution incurs no penalty function.
Finally, we consider the case where one unit must have been maintained prior to the start of the maintenance of another, if this constraint is broken then the value of z is increased according to the number of periods by which the second unit's starting maintenance period precedes the first.
Thus any initial solution can be chosen and the optimisation algorithm will be directed towards feasible solutions through the choice of sufficiently high , , and . 
III. THE MEMETIC ALGORITHM

A. Introduction
The authors compared the techniques of simulated annealing, tabu search and genetic algorithms for this problem [13] , with the result that tabu search performed well against the other algorithms while a genetic algorithm fared badly. We also investigated a combination the simulated annealing and tabu search algorithms into a single hybrid algorithm in an attempt to improve the results by taking the most effective components of each. While this hybrid algorithm produced results which improved upon the simulated annealing algorithm alone, it did not better the results achieved by tabu search.
One of the motivations behind the research reported in this paper is that in the field of automated timetabling, memetic techniques have produced encouraging results [14] , [15] , [16] , [17] , [18] . Theoretical issues involving memetic algorithms have been discussed by Radcliffe and Surry [19] . This paper is the result of an attempt to discover whether memetic techniques could be could also be applied to the maintenance scheduling problem.
The memetic approach takes the concept of evolution as employed in genetic algorithms. However where a genetic algorithm models biological evolution, the memetic algorithm models cultural evolution [20] , [21] , or the evolution of ideas. A population of ideas can be maintained. Ideas can be combined to form new ideas, they can be mutated (though misunderstandings) and good ideas are more likely to be used than bad ideas. The main difference between this model and the biological model is that the ideas can be improved upon by their owner. This 'improvement' is obtained by incorporating local search into the genetic algorithm (as presented in Figure 1 ). The unit of information in the memetic approach is referred to as a meme [22] rather than a gene.
B. Implementation
The problem as discussed in the previous section is tackled by finding the starting period of each generating unit such that the objective function (fuel costs, maintenance costs and any penalty) is minimised. The value of the objective function is known as the fitness of the individual and is defined as the sum of (1) and (8) in Section II.
B.1 Genetic Representation
A problem solution is directly representated as a string of integers which each represent the start period of each generator unit. An alternative bit-string encoding where the start period of each generator is grey-coded was considered, however during performance analysis of the algorithm, the overhead of repeatedly encoding and decoding was found to be excessive and the integer encoding was adopted.
B.2 Initialisation
It has been noted in the literature that the initial population can play a role in the performance of a genetic algorithm for maintenance scheduling [10] . To begin with, some techniques were attempted and compared with the results obtained by generating a random initial population.
A heuristic initialisation technique was used, which attempted to produce a solution by which each unit was scheduled in sequence, such that the number of units simultaneously in maintenance for each period is minimised. This heuristic produced solutions in which the the penalty function is lower than a randomly generated solution.
In the case where maintenance is restricted to certain periods, initial seeding which also placed each unit somewhere inside its allocated period was found to have a good effect in further reducing the initial penalty. Table I shows a measure of fitness for the initial population (avg 0 ), and for the population after n iterations (avg n ). This measure was taken to be the average population fitness (i.e. the average of each individual's fitness in the population). In the table, the set of data shown on the first three rows represents the initial population being created by the heuristic, while the set of data shown on the last three rows represents the algorithm being started with randomly generated individuals. This result suggests that a good initial population is of less significance for a memetic algorithm than for a genetic algorithm since the improvements seen with the heuristic initialisation do 318661  216675  213219  30 40  661005  554899  554892  60 52  1336627 1219221 1217242  15 25  3646711  217073  215446  30 40  7824343  555417  554654  60 52 14355662 1219320 1217098 not persist after the first iteration. However, this is not particularly surprising since the fitness of each individual is greatly improved, regardless of initial starting point, after the first application of local search.
In terms of execution time, heuristic initialisation was found to reduce running time of the first generation. Since the local search then starts with an already good solution, the termination criteria are reached more rapidly.
B.3 Selection
At first, roulette wheel selection was used to select pairs of individuals for reproduction. However, in cases where the solution is tightly constrained, there is often a large difference between the fitness of feasible and infeasible solutions. It was observed that when the first feasible solution was found, roulette wheel selection chose the feasible solution a disproportionate number of times, thus negating the effect of the crossover operator. Furthermore, in a small number of cases, roulette wheel selection was also observed to converge after a low number of iterations.
These observations led us to abandon this form of selection in favour of tournament selection, which has shown none of the above drawbacks. Furthermore, in the case where a single solution is selected a disproportionate number of times, it is possible to dynamically reduce the tournament list size.
B.4 Recombination
In this algorithm, single-point crossover is used. Initially, a random point within the string was selected as the cut-point. After some experimentation, it was found that the strategy of ensuring that a cut-point within the string coincides with the start of the bits representing a new unit, thus the amount of change is reduced and more of the information obtained by previous generations is preserved. This was also a factor in the decision to replace the binary-string representation with an integer representation as discussed in section III-B.1.
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Fig. 2. Crossover Restriction
In figure 2 , the potential cut points are restricted to the points inbetween the unit encodings. Figure 3 illustrates what this restriction accomplishes. At the top, the crossover operator has created a starting period for unit 2 that may not appear in either of the parents, whereas the bottom crossover operator has preserved unit two's starting period from that of one of the parent individuals. Note that because of the representation chosen in section III-B.1, this restriction is inherent in the format.
Dual-point crossover was also attempted but there was little change in the efficiency of the method when compared with single-point crossover.
B.5 Mutation
During the mutation stage, two distinct operators are applied to each individual.
A light mutation operator probabilistically moves a start period to a random location. When a sufficiently small probability is chosen, this has the effect of increasing diversity while still retaining the potentially beneficial effects of the crossover operator. Too small a probability causes little diversity, while too high a probability slows the next stage of the algorithm since a larger number of local search steps might be necessary before a local optima is reached.
Light mutation is followed by heavy mutation in which periods in the plan which incur a high penalty are targetted. In such periods, units which are being maintained have their maintenance rescheduled to a random starting period.
This was found to be effective in most cases but failed to achieve results when the problem was tightly constrained. In this instance, most trial solutions incur high penalty functions and the maintenance periods of almost all units were being rescheduled on each mutation onto already overloaded periods.
To overcome this, the algorithm was modified such that only half the units in high-penalty periods were rescheduled. The rescheduling also used a heuristic replacement operator so that units were not rescheduled in other high penalty periods. This was found to be somewhat more effective in such problems.
B.6 Producing the next generation
At this stage, the individuals which will comprise the next generation have been created. The remaining task is to improve upon each individual.
B.7 Local Search
It has been noted in a past algorithm comparison [13] that tabu search has been particularly effective with this problem, thus it was a natural starting choice for the local search element of the memetic algorithm, however as a comparison, the next best algorithm, simulated annealing, was also considered, along with a basic hill-climbing algorithm.
B.7.a Tabu Search. A direct application of the tabu search algorithm was first attempted, however it was quickly observed that the local search was the dominant portion of the algorithm and as such the algorithm was similar to repeated applications of local search from random starting points. The information derived from the GA portion was being used only to give the tabu search a better starting point.
A more subtle approach in which the local search and the GA complement each other is obtained by limiting the tabu search to ten iterations after finding the first local optimum. This might be considered to reduce the effectiveness of the local search, however the results will show that this is not the case.
Finally, the local search was modified into a multi-stage search. The search first attempts to find a feasible solution (high penalty factors). If such a solution is found, it becomes a candidate for the best solution encountered and the search then progresses into the second stage in which the penalty factors are lowered to encourage the search to explore areas which are infeasible but still reduce the objective function value. The rationale is so that the algorithm is not restricted to a small part of the solution space but rather that it can explore the usually much larger space of infeasible solutions in the hope that further pockets of feasible solutions can be encountered. B.7.b Hill-climbing. To determine the effectiveness of the tabu search approach, a steepest-first hill climbing algorithm was also tested. This algorithm was derived from the tabu search approach by setting the size of the tabu list to zero, and removing the multistage components of the algorithm, hence causing the algorithm to stop as soon as no improving solutions can be found. B.7.c Simulated Annealing. The simulated annealing approach used here is based on the annealing process of a solid, proposed by Kirkpatrick et al [23] as an effective method for finding the global minima of a combinatorial problem. Its basic feature is the possibility of exploring the solution space of the optimisation problem by allowing non-improving moves and is based on the analogy of the physical process of annealing, a process for reducing the temperature of a material to obtain a state with minimum energy.
1. Initialise the temperature T = T 0 and set the initial solution to be the individual to be optimised. 2. A solution in the neighbourhood of the current solution is examined and the difference, , in the objective function calculated. 3. If 0 then the new solution is automatically accepted, otherwise the move is accepted with probability exp ? =T k .
4. Reduce the temperature, T by some means.
5. Repeat from step 2 until the stopping criteria is satisfied.
Each iteration evaluates a number of neighbouring solutions. Improving solutions are always accepted, non-improving solutions are accepted with probability exp ? =T k where T k is the current "temperature". If accepted, the algorithm uses the new solution as a starting point for the neighbouring solution search and so the current solution can change several times during the course of one iteration.
The temperature is initialised to some value T 0 and is varied according to a geometric cooling schedule after each iteration such that on iteration k, T k+1 = pT k where p is a constant. This causes the algorithm to become more reluctant to accept nonimproving solutions, to the extent that eventually no solutions are accepted.
Since the speed is an important factor in the local search component, the simulated annealing algorithm terminates when no improving solution has been found after a small number of iterations. B.7.d Neighbourhood search. For each of the algorithms, two distinct neighbourhoods have been considered. The algorithm uses a search function to sequentially return all solutions which are considered to be local.
The first search function returns solutions in which the maintenance for each generating unit in turn is moved to every possible starting period. (J ? 1) I neighbouring solutions are considered since only one generating unit changes starting period in each neighbour. This is illustrated in Figure 4 which shows each of the 12 neighbours that the function will return as candidate solutions. The second search function returns solutions in which the maintenance for each generating unit in turn is moved to periods adjoining the current starting period for that unit. (I 2) neighbouring solutions are considered. Figure 5 shows each of the 8 neighbours that the second neighbourhood search function will return as candidate solutions. Again, the upper diagram shows the current solution while the lower diagrams illustrate each candidate solution. Clearly the second search function will search its neighbourhood in a much shorter time than the first since the number of solutions returned is reduced.
An initial implementation of these search strategies resulted in a radical slow-down due to the large number of objective function evaluations, however since the neighbourhood is searched in an orderly manner the evaluation of the objective function was greatly improved by simply calculating the difference between the current solution and the trial solutions. This improved the speed of the local search component by a significant margin as shown in table II where the third column denotes the time taken in seconds to compute the objective function and the fourth column denotes the time taken to compute the change in objective function when comparing the initial solution and one in the neighbourhood.
B.8 Termination criteria
Typically, the memetic algorithm finds a solution that it cannot improve upon within the first 25 iterations. Excepting trivial problems, this result appears to hold regardless of the complexity of the problem.
However, the nature of the local search with its emphasis on first finding feasible solutions means that the algorithm can be interrupted at any stage once the first feasible solution has been found. Again, typically this occurs within the first few iterations.
C. Numerical Results
The following problems are parametrically generated. To facilitate a comparison with Satoh and Nara [6] , three types of problem are considered; small, medium and large, shown in Table III. The number of combination constraints refers to the number of constraints defined by (6) in Section II, while the number of order constraints refers to the number of constraints defined by (7) . Table IV shows the results obtained from the memetic algorithm, with three types of local search, simulated annealing MA(SA), hill climbing MA(HC) and tabu search MA(TS).
Applying a non memetic iterative algorithm (IH) using the three local search operators was implemented. This simply repeatedly applies the local search optimiser to randomly generated solutions for the same number of times that the equivalent memetic algorithm would apply local search. When using tabu search, IH(TS)a uses a full-length tabu search, while IH(TS)b uses an abbreviated tabu search equivalent to that used in the MA(TS) algorithm. The simulated annealing method [6] was also implemented as was the tabu search algorithm which was previously found to be a very good method [13] . Times shown are in minutes:seconds format and each result is the average result from 40 runs with the exception of the MA(SA) and IH(TS)a results which (due to their very long running time) is the average over 20 runs. The authors do not believe that this affects the conclusions.
All of these algorithms find reasonable results. In particular all the results obtained were feasible.
The hill climbing algorithm is very quick to find a local optimum, however the solution quality indicates that poor solutions are returned. When used as part of the memetic algorithm, hill climbing again improves the speed of the solution but at the expense of solution quality and when applied iteratively in IH(HC), it is one of the worst performing algorithms in terms of solution quality.
When the simulated annealing algorithm is compared, it can be seen that while the execution time is the lowest, the quality of the results is also low. Tabu search also does not perform as well as might be expected based on previous results [13] . However a good solution is also obtained in a short time. Tabu search actually takes about twice as long as the simulated annealing algorithm to terminate.
