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A PRIORI ESTIMATES FOR THE SCALAR CURVATURE
EQUATION ON S3
MATTHIAS SCHNEIDER
Abstract. We obtain a priori estimates for solutions to the prescribed
scalar curvature equation on S3. The usual non-degeneracy assumption
on the curvature function is replaced by a new condition, which is nec-
essary and sufficient for the existence of a priori estimates, when the
curvature function is a positive Morse function.
1. Introduction
Let N ≥ 3 and SN be the standard sphere with round metric g0 induced
by SN = ∂B1(0) ⊂ RN+1. We study the problem: Which functions K
on SN occur as scalar curvature of metrics g conformally equivalent to g0?
Writing g = ϕ4/(N−2)g0 this is equivalent to solving (see [3])
−4(N − 1)
N − 2 ∆SNϕ+N(N − 1)ϕ = K(θ)(ϕ)
N+2
N−2 , ϕ > 0 in SN . (1.1)
In stereographic coordinates Sθ(·) centered at some point θ ∈ SN equation
(1.1) is equivalent to
−∆u = K ◦ Sθ(x)
N(N − 1)u
N+2
N−2 , u > 0 in RN , (1.2)
where
u(x) = Rθ(ϕ)(x) := (N(N − 2))
N−2
4 (1 + |x|2)−N−22 ϕ ◦ Sθ(x). (1.3)
Obviously, to solve (1.1) the functionK has to be positive somewhere. More-
over, there are the Kazdan-Warner obstructions [7, 16], if ϕ solves (1.1) then∫
SN
∇xj · ∇K ϕ
2N
N−2 = 0 for j = 1 . . . N + 1.
In particular, a monotone function of x1 can not be realized as the scalar
curvature of a metric conformal to g0.
Numerous studies have been made on equation (1.1) and various sufficient
conditions for its solvability have been found (see [2, 4, 6, 11, 12, 18, 19]
and the reference therein), usually under a non-degeneracy assumption on
K. On S3 a positive function K is non-degenerate, if
∆S3K(θ) 6= 0 if ∇K(θ) = 0. (nd)
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For positive Morse functions K on S3 it is shown in [5, 10, 21] that (1.1) is
solvable if K satisfies (nd) and
d := −
(
1 +
∑
∇K(θ)=0,
∆S3K(θ)<0
(−1)ind(θ)
)
6= 0, (1.4)
where ind(θ) is the Morse index of K at θ. We are interested in the case
when N = 3 and the non-degeneracy assumption (nd) is not satisfied.
To obtain the existence result Bahri and Coron [5] use a detailed analysis of
the gradient flow of (1.1) and Schoen and Zhang [21] approximate (1.1) by
subcritical problems p ր N+2N−2 , which are always solvable, and analyze the
possible blow-up of solutions.
We follow the approach suggested in [10] and use a continuity method. We
join the curvature function K to the constant function K0 ≡ 6 by a one
parameter family Kt(θ) := 6(1 + tk(θ)), where k(θ) :=
1
6(K(θ) − 6), and
consider
−8∆S3ϕ+ 6ϕ = 6(1 + tk(θ))ϕ5, ϕ > 0 in S3, (1.5)
or in stereographic coordinates using (1.3) and kθ(x) := k ◦ Sθ(x)
−∆u = (1 + tkθ(x))u5 in R3, u > 0. (1.6)
In general there are no a priori L∞-estimates for (1.5) or (1.1) due to the
noncompact group of conformal transformations of SN acting on solutions:
the solutions of (1.2) for k ≡ 0 form a noncompact manifold (see [9, 14])
Z :=
{
zµ,y(x) := µ
−N−2
2 (N(N − 2))N−24
(
1 +
∣∣x− y
µ
∣∣2)−N−22
: y ∈ RN , µ > 0},
where zµ,y(y)→∞ as µ→ 0.
Chang, Gursky and Yang [10] show that if K ∈ C2(S3) is positive and
satisfies (nd) then for every δ > 0 there is a constant C = C(δ,K) > 0 such
that for all t ∈ [δ, 1] and solutions ϕt of (1.5) we have
C−1 ≤ ϕt(θ) ≤ C and ‖ϕt‖C2,α(S3) ≤ C.
Furthermore, they compute the Leray-Schauder degree for (1.5) for t > 0
small, and show that it equals d in (1.4) if K is a Morse function. The a
priori estimate implies the invariance of the degree as the parameter t moves
to 1 and gives a solution to (1.5) if d 6= 0. Chen and Lin [11] show that
if K ∈ C2(S3) is a non-degenerate Morse function then C may be chosen
independently of δ > 0.
Hence, if (nd) fails, we face two problems: Is the a priori bound still valid
and how do critical points of K with ∆S3K = 0 occur in the index count
condition (1.4). Here, we will mainly deal with the question about the a
priori bound of solutions.
In the following, unless otherwise stated, we will always assume N = 3 and
that the function K ∈ C5(S3) is positive. To give our main results we need
the following notation. For k ∈ C5(S3) we write kθ = k◦Sθ and for a critical
3point θ of k we let
a0(θ) := C
∫
R3
(
kθ(x)−
2∑
ℓ=0
1
ℓ!
Dℓkθ(0)(x)
ℓ
)
|x|−6,
a1(θ) := ∆
2kθ(0) +∇(∆kθ(0)) ·
(
D2kθ(0)
)−1∇(∆kθ(0)),
a2(θ) := kθ(0)a1(θ)− 15
8π
∫
∂B1(0)
∣∣D2kθ(0)(x)2∣∣2,
(1.7)
where all differentiations are done in R3 and C
∫
is the Cauchy principal value
of the integral,
C
∫
R3
f(x) := lim
r→0
∫
R3\Br(0)
f(x).
Theorem 1.1. Suppose 1 + k ∈ C5(S3) is positive and satisfies
D2kθ(0) is invertible, if θ ∈ A := {θ ∈ S3 : ∇k(θ) = 0 and ∆S3k(θ) = 0}.
Thus, A is discrete and hence finite. Denote by M the finite set
M :=
{
θ ∈ S3 : θ ∈ A, a0(θ) = 0, and a2(θ) 6= 0
}
.
Then for every δ > 0 there is a constant C = C(k, δ) > 0 such that for all
t ∈ (0, 1] \ ∪
θ∈M
Bδ
(
− a1(θ)
a2(θ)
)
and solutions ϕt of (1.5) we have
C−1 ≤ ϕt(x) ≤ C and ‖ϕt(x)‖C2,α(S3) ≤ C.
Theorem 1.1 extends the known a priori estimates to the case when (nd)
may fail. If k satisfies (nd) the solutions are uniformly bounded with respect
to t ∈ (0, 1]. Moreover, we get uniform estimates for t ∈ (0, 1] if M∗ = ∅,
where
M∗ := {θ ∈M : 0 ≤ −a1(θ)/a2(θ) ≤ 1}.
Our results are optimal since we construct for every θ ∈ M∗ solutions ϕt
which blow up as t → −a1(θ)/a2(θ). We say that (ti, ϕi) blow up at the
blow-up point θ ∈ S3, if ϕi solves (1.5) with t = ti, the sequence (ti) is
bounded, and there is (θi) converging to θ such that ϕi(θi)→∞.
Theorem 1.2. Under the assumptions of Theorem 1.1 let
M∗+ := {θ ∈M : 0 < −a1(θ)/a2(θ) ≤ 1}.
Then there is δ > 0 such that for any θ ∈M∗+ there exists a unique C1-curve
{0 < µ < δ} ∋ µ 7→ (tθ(µ), ϕθ(µ, ·)) ∈ (δ, 1 + δ)× C2,α(S3),
such that as µ→ 0
tθ(µ) = −a1(θ)
a2(θ)
+O(µ
1
4 ),
and ϕθ(µ, ·) solves (1.5) for t = tθ(µ) and blows up like
‖Rθ(ϕθ(µ, x))− (1 + tθ(µ)k(θ))−
1
4 zµ,0(x)‖D1,2(R3)∩C2(B1(0)) = O(µ2).
4 MATTHIAS SCHNEIDER
The curves are unique, in the sense that, if (ti, ϕi) ∈ (δ, 1 + δ) × C2,α(S3)
blow up at some θ ∈ S3 then θ ∈ M∗+ and there is a sequence of positive
numbers (µi) converging to zero such that (ti, ϕi) = (t
θ(µi), ϕ
θ(µi, ·)) for all
but finitely many i ∈ N.
Hence, for Morse functions we obtain
Corollary 1.3. Suppose 1+k ∈ C5(S3) is a positive Morse function. There
exists δ0 > 0, such that for any 0 < δ < δ0 the solutions of (1.5) are
uniformly bounded for t ∈ [δ, 1 + δ], if and only if M∗+ = ∅.
For θ ∈M with a1(θ) = 0 there is always the trivial curve of solutions,
µ 7→ (0, (Rθ)−1zµ,0) ∈ R×C2,α(S3),
which blow up at θ as µ → 0. In order to find a nontrivial curve, i.e.
t(µ) ∈ R \ {0}, we need to consider
a3(θ) :=
12
π2
(
D2kθ(0)
)−1
∇(∆kθ(0)) · C
∫
R3
(
∇kθ(x)− T 2∇kθ,0(x)
)
|x|−6
+
48
π2
(
D2kθ(0)
)−1∇(∆kθ(0)) · C
∫
R3
(
kθ(x)− T 3kθ,0(x)
) xi
|x|8
− 120
π2
C
∫
R3
(
kθ(x)− T 4kθ ,0(x)
) 1
|x|8 ,
(1.8)
where we abbreviate the mth Taylor polynomial of k in y by
Tmk,y(x) :=
m∑
ℓ=0
1
ℓ!
Dℓk(y)(x − y)ℓ.
Theorem 1.4. Under the assumptions of Theorem 1.1 suppose k ∈ C6(S3)
and let
M∗0 := {θ ∈M : a1(θ) = 0 and a3(θ) 6= 0}.
Then there is δ > 0 such that for any θ ∈M∗0 there exists a unique C1-curve
{0 < µ < δ} ∋ µ 7→ (t(µ), ϕ(µ, ·)) ∈ ((−δ, 1 + δ) \ {0}) × C2,α(S3),
such that as µ→ 0
t(µ) = −a3(θ)
a2(θ)
µ+O(µ1+
1
4 ),
and ϕ(µ, ·) solves (1.5) for t = t(µ) and blows up like
‖Rθ(ϕ(µ, x)) − zµ,0(x)‖D1,2(R3)∩C2(B1(0)) = O(µ2).
The curve is unique, in the sense that, if (ti, ϕi) ∈
(
(−δ, 1 + δ) \ {0}) ×
C2,α(S3) blow up at θ ∈ M∗0 then there is a sequence of positive numbers
(µi) converging to zero such that (ti, ϕi) = (t(µi), ϕ(µi, ·)) for all but finitely
many i ∈ N.
To illustrate our results we give an example. Suppose kθ is given by
kθ(x) = 1 +
3x21 − 2x22 − x21
(1 + |x|2)2 +
|x|4
(1 + |x|2)3
(
b− a
(1 + |x|2) −
1− a
(1 + |x|2)2
)
.
5Then 1 + tkθ(x) is strictly positive for all t ≥ 0, if b ≥ 0 and a ≤ 3, and
∆kθ(0) = 0 and ∇kθ(0) = ∇∆kθ(0) = 0. Furthermore,
a0(θ) = −π
2
64
(35− 48b+ 5a), a1(θ) = 120(b − 1),
a2(θ) = 120(b − 1)− 56, a3(θ) = 75
(
6b+
7
8
a− 63
8
)
.
Our results show: θ is not a blow-up point, if a0(θ) 6= 0, that is a 6= −7+ 485 b,
or a2(θ) = 0, that is b =
22
15 . Moreover, if a0(θ) = 0 and a2(θ) 6= 0 then
there is a curve of solutions (t(µ), ϕ(µ, ·)) which blow up at θ such that
t(µ) =
b− 1
22
15 − b
+O(µ
1
4 ), if b 6= 1
t(µ) =
30
56
µ+O(µ1+
1
4 ), if b = 1.
We sketch the strategy of the proofs of our main results and outline the re-
maining part of the paper. The transformation in (1.3) gives rise to a Hilbert
space isomorphism between H1,2(SN ) and D1,2(RN ), where D1,2(RN ) de-
notes the closure of C∞c (R
N ) with respect to
‖u‖2 :=
∫
RN
|∇u|2 = 〈u, u〉.
Due to elliptic regularity (see [8]) and Harnack’s inequality it is enough to
find a weak nonnegative solution of (1.1) in H1,2(SN ), or of the equivalent
equation. Although we take advantage of both formulations, we mainly con-
sider (1.2). We use a finite dimensional reduction of Melnikov type developed
in [1, 2] and find solutions of (1.2) as critical points of ft : D1,2(RN ) → R,
where
ft(u) :=
1
2
∫
RN
|∇u|2 − N − 2
2N
∫
RN
(1 + tk(x))|u| 2NN−2 .
For t = 0 the functional f0 possesses, as seen above, a N + 1 dimensional
manifold of critical points Z. To setup the finite dimensional reduction
we need to analyze Z and the spectrum of f ′′0 (z) in detail, which is done
for all N ≥ 3 in Section 2. For the rest of the paper we will only deal
with the case N = 3. In Section 3 we recall without proof that if N = 3
a sequence of solutions to (1.5) can only blow-up in a single point (see
[18, 21]) and fit this result into our framework. Section 4 contains the finite
dimensional reduction of our problem. In contrast to [2], where the reduction
is performed for small t, we show that a finite dimensional reduction of (1.6)
for large t is still possible. We end up with a function ~α : U → R4, where
U ⊂ R × Z, such that the zeros of ~α(t, ·) correspond to solutions of (1.6)
with large L∞ norm. We recall that Z is parametrized by µ and y. Now,
to construct or to rule out blow-up sequences it is enough to construct
or exclude zeros of ~α(t, ·) for small µ. To this end we need to expand
~α up to order 5 in µ and to compute derivatives of ~α, which is done in
Sections 4 and 5. We see that θ can only be a blow-up point if ∇k(θ) = 0
and ∆kθ(0) = 0. In Section 6 we finally obtain under the assumptions of
Theorems 1.1- 1.4 that there are (ti, ϕi) which blow up at θ if and only if
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∇k(θ) = 0, ∆kθ(0) = 0, and there exist positive (µi) converging to 0 such
that
0 = a0(θ) + µi(a1(θ) + tia2(θ)) + µ
2
i a3(θ) +O(tiµ
1+ 1
4
i + µ
2+ 1
4
i ).
This gives our main results, which are stated and proved in Section 7.
In a subsequent paper [20] we use the above a priori estimates and compute
under the assumptions of Theorem 1.1 the Leray-Schauder degree d of the
problem (1.5). We show that if M∗ = ∅ and k is a Morse function then,
d = −
(
1−
∑
θ∈Crit(k)−
(−1)ind(θ)
)
, where
Crit(k)− :=
{
θ ∈ S3 :∇k(θ) = 0 and
lim
µ→0+
sgn
(
∆kθ(0) + a0(θ)µ+ a1(θ)µ
2
)
= −1},
generalizing the existence result in [5, 10, 21].
Our approach yields information about blow-up sequences as precise as we
want, that is of any order in µ or y. For instance it is possible to compute the
term of order µ6, which is of interest when a3(θ) is zero. But the necessary
computations and terms, as may already be seen in the expansion of order
5, are getting rather bulky. In higher dimensions N ≥ 4 solutions may blow
up in more than one point and our method, which still applies with minor
changes to N ≥ 4, will only give information about “one bubble” blow-up.
2. Preliminaries
We define for µ > 0 and y ∈ RN the maps Uµ, Ty : D1,2(RN )→ D1,2(RN )
by
Uµ(u) := µ−
N−2
2 u
( ·
µ
)
and Ty(u) := u(· − y).
With this notation the critical manifold Z is given by
Z = {zµ,y = Ty ◦ Uµ(z1,0) : y ∈ RN , µ > 0}.
It is easy to check that the dilation Uµ and the translation Ty conserve the
norms ‖ · ‖ and the L2∗-Norm ‖ · ‖2∗ , where 2∗ := 2N/(N − 2). Thus for
every µ > 0 and y ∈ RN
(Uµ)−1 = (Uµ)t = Uµ−1 , (Ty)−1 = (Ty)t = T−y, and
f0 = f0 ◦ Uµ = f0 ◦ Ty
(2.1)
where (·)t denotes the adjoint. Twice differentiating the identities for f0 in
(2.1) yields
f ′′0 (v) = (Ty ◦ Uµ)−1 ◦ f ′′0 (Ty ◦ Uµ(v)) ◦ (Ty ◦ Uµ) ∀v ∈ D1,2(RN ). (2.2)
Moreover, we see that U(µ, y, z) := Ty ◦ Uµ(z) maps (0,∞) × RN × Z into
Z, hence
∂U
∂z
(µ, y, z) = Ty ◦ Uµ : TzZ → TTy◦Uµ(z)Z and
Ty ◦ Uµ : (TzZ)⊥ → (TTy◦Uµ(z)Z)⊥.
(2.3)
7The tangent space Tzµ,yZ at a point zµ,y ∈ Z is spanned by N +1 orthonor-
mal functions ξ˙iµ,y,
Tzµ,yZ = 〈ξ˙iµ,y : i = 0 . . . N〉,
where ξ˙iµ,y denotes for i = 0 the normalized tangent vector
d
dµzµ,y and for
1 ≤ i ≤ N the normalized tangent vector ddyi zµ,y = − ∂∂xi zµ,y. By (2.3) we
obtain
ξ˙iµ,y = Ty ◦ Uµ(ξ˙i1,0).
An explicit calculation gives for 1 ≤ i ≤ N
(ξ˙1,0)i = τ1(1 + |x|2)−N2 xi, τ21 :=
Γ(N + 2)
πN/2Γ(2 +N/2)N
.
For i = 0 we find
(ξ˙1,0)0 = τ0(1 + |x|2)−
N−2
2
(
1− 2
(1 + |x|2)
)
, τ20 :=
(N + 1)Γ(N)
πN/2Γ(N/2)N(N + 2)
.
Using the canonical identification of the Hilbert space D1,2(RN ) with its
dual induced by the scalar-product we shall consider f ′t(u) as an element of
D1,2(RN ) and f ′′t (u) as one of L(D1,2(RN )). With this identification f ′′t (u)
is of the form identity − compact (see [2]) and hence a Fredholm operator
of index zero.
Since f ′′0 (zµ,y) is a self-adjoint, compact perturbation of the identity map
in D1,2(RN ), its spectrum σ(f ′′0 (zµ,y)) consists of point-spectrum, possibly
accumulating at 1. We fix λ ∈ σ(f ′′0 (zµ,y)) and a corresponding eigenfunction
u. Then u solves
−∆u− N + 2
N − 2z
2∗−2
µ,y u = λ(−∆u). (2.4)
We expand u in spherical harmonics with center y
u(y + rϑ) =
∞∑
i=0
ci∑
l=1
vi,l(r)Yi,l(ϑ), r ∈ R+, ϑ ∈ SN−1,
where
vi,l(r) =
∫
SN−1
u(y + rϑ)Yi,l(ϑ) dϑ, ci :=
(
N − 1 + i
N − 1
)
−
(
N − 3 + i
N − 1
)
,
and {Yi,l} denote a L2(SN−1)-basis of (real valued) spherical harmonics
satisfying for all i ∈ N0 and 1 ≤ l ≤ ci
−∆SN−1Yi,l = i(N + i− 2)Yi,l.
There is a freedom in choosing such a L2-basis and because the cases i = 1, 2
will be of special interest in the sequel we fix the basis-vectors in these cases.
We set for i = 1 and 1 ≤ l ≤ N
Y1,l
( x
|x|
)
:=
( 2πN/2
NΓ(N/2)
)−1/2 xl
|x| . (2.5)
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For i = 2 we introduce a more convenient notation and write
Y2,(l1,l2)
( x
|x|
)
:=
( πN/2
Γ(2 +N/2)
)−1/2
|x|−2
×


√
2xl1xl2 if 1 ≤ l1 < l2 ≤ N√
l1−1
l1
(
x2l1 − 1l1−1
l1−1∑
m=1
x2m
)
if 2 ≤ l1 = l2 ≤ N.
(2.6)
Since u solves (2.4) the functions vi,l satisfy for i ∈ N0 and 1 ≤ l ≤ ci
−vi,l′′ − N − 1
r
vi,l
′ +
i(N + i− 2)
r2
vi,l =
N + 2
(N − 2)(1− λ)z
2∗−2
µ,0 vi,l.
Making the transformation
v(r) = r−
N−2
2 ζ(lnµ+ ln r),
we obtain the equation for i ∈ N0 and 1 ≤ l ≤ ci
−ζi,l′′ − N(N + 2)
4(1 − λ) cosh
−2(t)ζi,l =
(
−
(
N − 2
2
)2
− i(N + i− 2)
)
ζi,l.
Using the results in [17, p. 74] or [15] as in [13] we find
λi,j = 1− N(N + 2)
((N + 1) + 2(i+ j − 1))2 − 1 .
The corresponding eigenfunction is given by
ψi,j(t) := (1− tanh(t)2)
N−2+2i
4 P(σi,σi)j (tanh(t)),
where P(σ,σ)j denotes the Jacobi polynomial defined in (A.1) and σi is given
by
σi :=
N − 2
2
+ i.
Consequently, σ(f ′′0 (zµ,y)) = {λi,j : i, j ∈ N0} and the eigenspace of the
eigenvalue λi,j has dimension ci and is spanned by, (l = 1 . . . ci)
Φµ,yi,j,l(x) := ai,j Ty ◦ Uµ
(
|x|i(1 + |x|2)−N−22 −i
P(σi,σi)j
(
1− 2(1 + |x|2)−1)Yi,l( x|x|)
)
,
(2.7)
where the ai,j are given by
a2i,j :=
2(N − 1 + 2(i+ j))j!Γ(N − 1 + 2i+ j)
(N − 2 + 2(i+ j))(N + 2(i+ j))Γ(N/2 + i+ j)2
to assure that the Φµ,yi,j,l are orthonormal. Since Z is a manifold of critical
points of f ′0, the tangent space TzZ at a point z ∈ Z is contained in the
kernel N(f ′′0 (z)) of f
′′
0 (z). As λi,j = 0 if and only if i+ j = 1, the dimension
of N(f ′′0 (z)) is N + 1, which implies that
TzZ = N(f
′′
0 (z)) for all z ∈ Z. (2.8)
9More precisely, we have
Φµ,y1,0,l = ξ˙
l
µ,y for l = 1, . . . , N and Φ
µ,y
0,1,1 = ξ˙
0
µ,y. (2.9)
If (2.8) holds the critical manifold Z is called non-degenerate (see [1]) and
the self-adjoint Fredholm operator f ′′0 (z) maps the spaceD1,2(RN ) into TzZ⊥
and is invertible in L(TzZ⊥). From (2.2) and (2.3), we obtain in this case
‖(f ′′0 (z1,0))−1‖L(Tz1,0Z⊥) = ‖(f
′′
0 (z))
−1‖L(TzZ⊥) ∀z ∈ Z. (2.10)
3. Blow up analysis
Let (Ki) ∈ C1(S3) satisfy for some A0
A−10 ≤ Ki(x) ≤ A0 and ‖∇Ki‖∞ ≤ A0. (3.1)
We have the following result (see [18, 21])
Theorem 3.1. Suppose (Ki) ∈ C1(S3) satisfies (3.1) and (ϕi) ∈ C2(S3)
solves (1.1) with N = 3. Then after passing to a subsequence either (ϕi) is
uniformly bounded in L∞(S3) and hence in C2,α(S3) by elliptic regularity
or (ϕi) has precisely one isolated simple blow-up point θ, i.e. there exists a
sequence (θi) of maxima of ϕi converging to some θ ∈ S3 and C = C(A0)
such that ϕi(θi) → +∞ and in geodesic normal coordinates about θi given
by expθi(·)
iϕi(θi)
−2 → 0,
∥∥∥∥ϕi
(
expθi
(
x
ϕi(θi)2
))
ϕi(θi)
−
(
1 +
Ki(θi)
24
|x|2
)− 1
2
∥∥∥∥
C2,α({|x|≤3i})
≤ i−4,
ϕi(x) ≤ Cϕi(θi)−1distS3(x, θi)−1 for distS3(x, θi) ≥ iϕi(θi)−2.
We need a slightly different version of this result.
Corollary 3.2. Under the assumptions of Theorem 3.1 the sequence (ϕi) ∈
C2(S3) is, after passing to a subsequence, either uniformly bounded in C2,α
or there exist θ ∈ S3 and sequences (µi) ∈ (0,∞), (yi) ∈ R3 satisfying
lim
i→∞
µi = 0, lim
i→∞
yi = 0,
such that in stereographic coordinates Sθ(·) about θ the function ui defined
by the transformation (1.3) satisfies
ui − 6
1
4
(
Ki ◦ Sθ(yi)
)− 1
4 zµi,yi is orthogonal to Tzµi,yiZ, (3.2)
‖ui − 6 14
(
Ki ◦ Sθ(yi)
)− 1
4 zµi,yi‖D1,2(R3) = oA0(1). (3.3)
To prove the corollary we first need the following lemma, which is an easy
consequence of Theorem 3.1.
Lemma 3.3. Under the assumptions of Theorem 3.1 the sequence (ϕi) ∈
C2(S3) is, after passing to a subsequence, either uniformly bounded in C2,α
or there exists a sequence (θi) of maxima of ϕi converging to some θ ∈ S3
and such that ϕi(θi)→ +∞ and in stereographic coordinates Sθ(·) using the
transformation (1.3)
‖ui − 6
1
4Ki(θi)
− 1
4 zµi,yi(x)‖D1,2(R3) = oA0(1),
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where µi → 0 and yi → 0 are given by
yi := S−1θ (θi), µi :=
(
6/Ki(θi)
) 1
2ϕi(θi)
−2.
Proof of Corollary 3.2. From Lemma 3.3 we infer that there are θ ∈ S3,
(µ˜i), and (y˜i) such that
µi + |yi|+ ‖ui − 6
1
4
(
Ki ◦ Sθ(y˜i)
)− 1
4
zµ˜i,y˜i‖D1,2(R3) = oA0(1).
For i fixed, consider
di := inf
µ,y
‖ui − 6 14
(
Ki ◦ Sθ(y˜i)
)− 1
4
zµ,y‖2D1,2(R3).
Clearly di = oA0(1) and therefore di is attained at µi, yi and
ui − 6
1
4
(
Ki ◦ Sθ(y˜i)
)− 1
4
zµi,yi is orthogonal to Tzµi,yiZ.
Since zµi,yi is orthogonal to Tzµi,yiZ relation (3.2) follows. To prove rest of
the claim we need to estimate |yi− y˜i| and |µi− µ˜i|. To this end we observe
that by construction
oA0(1) = ‖zµi,yi − zµ˜i,y˜i‖D1,2(R3) = ‖zµ˜i/µi,y˜i−yi − z1,0‖D1,2(R3).
Since
lim
µ+µ−1+|y|→∞
‖zµ,y − z1,0‖2D1,2(R3) = 2‖z1,0‖2D1,2(R3)
we see that there is R1 = R1(A0) > 0 such that
(R1)
−1 ≤ µ˜i/µi ≤ R1 and |yi − y˜i| ≤ R1.
Now by explicit calculations or elliptic regularity [8] we have
max
{
|yi − y˜i|,
∣∣∣ µ˜i
µi
− 1
∣∣∣} ≤ const(A0)‖z µ˜i
µi
,y˜i−yi
− z1,0‖D1,2(R3) = oA0(1),
which gives the claim. ✷
4. Expansion of the perturbation terms w and ~α
For the rest of the paper we will only treat the case N = 3. Unless oth-
erwise indicated, integration extends over R3 and is done with respect to
the variable x. Moreover, we will write k instead of kθ when there is no
possibility of confusion to avoid cumbrous subindexing .
From the change of coordinates x 7→ µx+y, Ho¨lder’s and Sobolev’s inequal-
ity we get
Lemma 4.1. Let y ∈ R3, τ > 0 and f, r : R3 → R measurable such that
|r(x)| ≤ Cr|x− y|σ in B1(y), |r(x)| ≤ Cr|x− y|σ˜ in R3 \B1(y),
|f(x)| ≤ Cr|x|−s in B1(0), |f(x)| ≤ Cr|x|−m in R3 \B1(0),
for some Cr,m, s > 0 and 0 ≤ σ˜, σ. Then there is C = C(τ, Cr) > 0 such
that for v, v1, v2 ∈ D1,2(R3):
For 0 ≤ σ˜, σ ≤ m− 3− τ and s+ τ ≤ 3 + σ there holds∣∣ ∫ r(x)µ−3f(x− y
µ
)∣∣ ≤ C(χ(0,1](µ)µσ + χ(1,∞)(µ)(µs−3 + µσ˜)),
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if 0 ≤ σ˜, σ ≤ m− 52 − τ and s+ τ < σ + 52 then∥∥ ∫ r(x)
µ
5
2
f
(x− y
µ
)
· ∥∥
D1,2(R3)
≤ C(χ(0,1](µ)µσ + χ(1,∞)(µ)(µs− 52 + µσ˜)),
if 0 ≤ σ˜, σ ≤ m− 2− τ and s+ τ < σ + 2 then
sup
‖v‖≤1
∥∥∫ r(x)µ−2f(x− y
µ
)
v · ∥∥
D1,2(R3)
≤ C(χ(0,1](µ)µσ + χ(1,∞)(µ)(µs−2 + µσ˜)),
if 0 ≤ σ˜, σ ≤ m− 32 − τ and s+ τ < σ + 32 then we have
sup
‖v1‖,‖v2‖≤1
∥∥ ∫ r(x)µ− 32 f(x− y
µ
)
v1v2 ·
∥∥
D1,2(R3)
≤ C(χ(0,1](µ)µσ + χ(1,∞)(µ)(µs− 32 + µσ˜)).
Using the above estimates we may prove the main ingredient for the finite
dimensional reduction.
Lemma 4.2. Suppose k ∈ C5(R3) and there are A0, B0, B1 > 0 such that
max
(
B0, B1, sup
|m|≤5
‖Dmk‖∞
) ≤ A0 and
A−10 ≤ 1 + tk(x) ∀(x, t) ∈ R3 × [−B0, B1].
Then there exist ρ0 = ρ0(A0) > 0, t0 = t0(A0) > 0, an upper continuous
function µ0 : R → R+ ∪ {∞}, depending only on A0, and two functions
w : Ω→ D1,2(R3) and ~α : Ω→ R4, where
Ω := {(t, µ, y) ∈ [−B0, B1]× (0,+∞)× R3 : 0 < µ < µ0(t)},
µ0(t) = +∞ if |t| ≤ t0,
such that for any (t, µ, y) ∈ Ω
w(t, µ, y) is orthogonal to Tzµ,yZ (4.1)
f ′t
(
zµ,y + w(t, µ, y)
)
= ~α(t, µ, y) · ξ˙µ,y ∈ Tzµ,yZ (4.2)
‖w(t, µ, y) − w0(t, µ, y)‖+ ‖~α(t, µ, y)‖ < ρ0, (4.3)
where {ξ˙iµ,y : i = 0 . . . 3} denotes the orthonormal basis of Tzµ,yZ given in
(2.9) and
w0(t, µ, y) :=
(
(1 + tk(y))−
1
4 − 1)zµ,y.
The functions w and ~α are of class C2 and unique in the sense that if
(v, ~β) satisfies (4.1)-(4.3) for some (t, µ, y) ∈ Ω then (v, ~β) is given by
(w(t, µ, y), ~α(t, µ, y)). Moreover, we have for 1 ≤ j ≤ 3
‖w(t, µ, y) −
2∑
i=0
wi(t, µ, y)‖ + ‖~α(t, µ, y)0 −
2∑
i=1
~αi(t, µ, y)0‖
≤ OA0
(
t
(|∇k(y)|2min(1, µ2) + min(1, µ 94 ))),
‖~α(t, µ, y)j −
2∑
i=1
~αi(t, µ, y)j‖ ≤ OA0
(
tmin(1, µ
9
4 )
)
,
(4.4)
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where
~α1(t, µ, y) := −tmin(1, µ)(1 + tk(y))−
5
4
π
3
1
4
√
5
(
0
∇k(y)
)
,
~α2(t, µ, y) := −tmin(1, µ2)(1 + tk(y))−
5
4
π
3
1
4
√
5
(
∆k(y)
~0
)
.
and
w1(t, µ, y) := tmin(1, µ)(1 + tk(y))
− 5
4 Ty ◦ Uµ
(
w˜1(y)
)
,
w˜1(y) := F−10
( ∫ ∇k(y)x(z1,0)5 · ),
w2(t, µ, y) := tmin(1, µ
2)(1 + tk(y))−
5
4 Ty ◦ Uµ
(
w˜2(y)
)
,
w˜2(y) := F−10
(1
2
∫
D2k(y)x2(z1,0)
5 ·
)
,
The operator F−10 ∈ L(D1,2(R3), Tz1,0Z⊥) is defined by
F−10 :=
(
f ′′0 (z1,0)|Tz1,0Z⊥
)−1 ◦ ProjTz1,0Z⊥.
Proof. Define H : R× (0,∞) × R3 ×D1,2(R3)× R4 → D1,2(R3)× R4
H(t, µ, y, w, ~α) :=
(
f ′t(zµ,y + w)− ~α · ξ˙µ,y, (〈w, (ξ˙µ,y)l〉)l
)
.
If H(t, µ, y, w, ~α) = (0, 0) then w satisfies (4.1)-(4.2). We have(
∂H
∂(w, ~α)
(t, µ, y, w, ~α)
)(
ϕ
~β
)
=
(
f ′′t (zµ,y + w)ϕ − ~βξ˙µ,y, (〈ϕ, (ξ˙µ,y)l〉)l
)
.
(4.5)
Note that〈(
∂H
∂(w, ~α)
(0, µ, y, 0, 0)
)(
w
~β
)
,
(
f ′′0 (zµ,y)w − ~β · ξ˙µ,y, (〈w, (ξ˙µ,y)l〉)l
)〉
= ‖f ′′0 (zµ)w‖2 + |~β|2 + |(w, ξ˙µ,y)i|2.
(4.6)
From (2.10) and (4.6) we infer that
(
∂H
∂(w,~α)(0, µ, y, 0, 0)
)
is an injective Fred-
holm operator of index zero, hence invertible and∥∥∥∥
(
∂H
∂(w, ~α)
(0, µ, y, 0, 0)
)−1∥∥∥∥ ≤ 1 + ‖(f ′′0 (zµ,y))−1‖L(Tzµ,yZ⊥) =: C∗. (4.7)
Clearly, H(t, µ, y, w, ~α) = (0, 0) if and only if (w, ~α) = Ft,µ,y(w, ~α), where
Ft,µ,y(w, ~α) := −
(
∂H
∂(w, ~α)
(0, µ, y, 0, 0)
)−1
H(t, µ, y, w, ~α) + (w, ~α).
We will prove that Ft,µ,y(w, ~α) is a contraction in some ball
Bρ
( 2∑
i=0
wi(t, µ, y),
2∑
i=1
~αi(t, µ, y)
)
for any radius ρ such that
OA0
(
t
(|∇k(y)|min(1, µ2) + min(1, µ2+ 14 ))) ≤ ρ ≤ ρ0,
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where ρ0 = ρ0(A0) will be chosen later.
To this end we fix ρ > 0 and (w, ~α) ∈ Bρ(0, 0). In the sequel we will suppress
the dependence of ~αi and wi on t, µ and y. From (4.7) and Sobolev’s
inequality
1
C∗
‖Ft,µ,y
(
w +
2∑
i=0
wi, ~α +
2∑
i=1
~αi
)− ( 2∑
i=0
wi,
2∑
i=1
~αi
)‖
≤ ‖f ′t
(
zµ,y + w +
2∑
i=0
wi
)− 2∑
i=1
~αi · ξ˙µ,y − f ′′0 (zµ,y)w‖
≤ ‖〈zµ,y +
2∑
i=0
wi −
2∑
i=1
~αi · ξ˙µ,y, ·〉 − 5
∫
(zµ,y)
4w·
−
∫
(1 + tk(x))
( 2∑
l=0
(
5
l
)
(zµ,y + w0)
5−l(w1 + w2 + w)
l
)
· ‖
+OA0(‖w1 + w2 +w‖3). (4.8)
Obviously, (1 + tk(y))(zµ,y + w0)
4 = (zµ,y)
4 and
〈zµ,y + w0, ϕ〉 =
∫
(1 + tk(y))(zµ,y + w0)
5ϕ. (4.9)
Inserting this in (4.8) and using Lemma 4.1 we get
1
C∗
‖Ft,µ,y
(
w +
2∑
i=0
wi, ~α+
2∑
i=1
~αi
)− ( 2∑
i=0
wi,
2∑
i=1
~αi
)‖
≤ ‖f ′′0 (zµ,y)(w1 + w2)− 〈(~α1 + ~α2) · ξ˙µ,y, ·〉
− t
∫
(k(x) − k(y))(zµ,y + w0)5 · ‖
+OA0
(
t2
(|∇k(y)|min(1, µ2) + min(1, µ3)))
+OA0
(
tmin(1, µ)‖w‖ + ‖w‖2
)
. (4.10)
From (2.1)-(2.3) and the definition of w1 and w2 we infer
f ′′0 (zµ,y)w1 = tmin(1, µ
−1)ProjTzµ,yZ⊥
( ∫ ∇k(y)(x− y)(zµ,y + w0)5 · ),
f ′′0 (zµ,y)w2 = tmin(1, µ
−2)ProjTzµ,yZ⊥
(∫ 1
2
D2k(y)(x− y)2(zµ,y + w0)5 ·
)
.
To find ~α1 and ~α2 we observe that since (ξ˙µ,y)0 is even and (ξ˙µ,y)i is odd for
1 ≤ i ≤ 3 we have∫
∇k(y)(x− y)(zµ,y +w0)5(ξ˙µ,y)0 = 0,∫
1
2
D2k(y)(x− y)2(zµ,y + w0)5(ξ˙µ,y)i = 0 for 1 ≤ i ≤ 3.
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For 1 ≤ i ≤ 3 we get from (A.4)- (A.7)∫
∇k(y)(x− y)(zµ,y + w0)5(ξ˙µ,y)i = µ π
3
1
4
√
5
(1 + tk(y))−
5
4
∂k
∂xi
(y).
For i = 0 we get∫
1
2
D2k(y)(x− y)2(zµ,y + w0)5(ξ˙µ,y)i = µ2 π
3
1
4
√
5
(1 + tk(y))−
5
4∆k(y).
Finally, we obtain
f ′′0 (zµ,y)(w1 + w2)− (~α1 + ~α2) · ξ˙µ,y
= t
(∫ 2∑
ℓ=1
Dℓk(y)
ℓ!
(x− y)ℓ(zµ,y + w0)5 ·
)
+OA0
(
tχ(1,∞)(µ)
)
,
(4.11)
which implies together with (4.10) and Lemma 4.1
1
C∗
‖Ft,µ,y
(
w +
2∑
i=0
wi, ~α+
2∑
i=1
~αi
)− ( 2∑
i=0
wi,
2∑
i=1
~αi
)‖
≤ OA0
(
t
(|∇k(y)|min(1, µ2) + min(1, µ2+ 14 )))
+OA0
(
tmin(1, µ)‖w‖ + ‖w‖2
)
. (4.12)
Consequently, if we fix 0 < ρ0 < 1/4 we obtain functions µ0 and t0 depending
on ρ0 and A0 such that Ft,µ,y maps Bρ(
∑2
i=0 wi,
∑2
i=1 ~αi) into itself for every
(t, µ, y) ∈ Ω and ρ > 0 satisfying
const(A0, ρ0)|t|
(|∇k(y)|min(1, µ2) + min(1, µ2+ 14 )) < ρ ≤ ρ0. (4.13)
To show that Ft,µ,y is a contraction we fix ρ > 0 and two vectors (v1, ~β1)
and (v2, ~β2) in Bρ(0, 0). Then using Lemma 4.1 and (4.7)
‖Ft,µ,y(
2∑
i=0
wi + v1,
2∑
i=1
~αi + ~β1)− Ft,µ,y(
2∑
i=0
wi + v2,
2∑
i=1
~αi + ~β2)|
C∗‖(v1, β1)− (v2, β2)‖
≤
∫ 1
0
‖f ′′t
(
zµ,y +
2∑
i=0
wi + v1 + s(v2 − v1)
)− f ′′0 (zµ,y)‖ ds
≤
∫ 1
0
‖f ′′t
(
zµ,y + w0
)− f ′′0 (zµ,y)‖ ds+OA0(ρ+ ‖w1 + w2‖)
≤ OA0
(
ρ+ tmin(1, µ)
)
.
Thus we have shown that there are ρ0 > 0 and two function µ0 and t0
depending only on A0, as claimed above, such that Ft,µ,y is a contraction in
Bρ(
∑2
i=0wi,
∑2
i=1 ~αi) for every (t, µ, y) ∈ Ω and ρ > 0 satisfying (4.13).
From Banach’s fixed-point theorem we deduce the existence and uniqueness
of the functions w and ~α. The usual inverse function theorem yields the
C2 dependence. The estimates in (4.4) hold due to the uniqueness of the
fixed-point and because Ft,µ,y is a contraction for every ρ > 0 satisfying
(4.13). ✷
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We need a precise expansion of w and ~α in critical points y of k in terms
of µ and t. This will be done up to order 5 in µ. We later see that we may
assume |∇k(y)| to be of order O(µ2). First we compute w˜2(y) in terms of
the eigenfunctions of f ′′0 (z1,0).
Lemma 4.3. Under the assumptions of Lemma 4.2 we have
w˜2(y) =
3
5
4
√
π
8
∞∑
j=0
Γ(j + 92 )(5 + 2j)a2,j
Γ(j + 6)
×
( ∑
1≤l<m≤3
ψl,m(y)Φ
1,0
2,j,(l,m) +
3∑
l=2
ψl,l(y)Φ
1,0
2,j,(l,l)
)
− π3
3
4
16
∆k(y)Φ1,00,0,1 +
3
1
4π
4
∆k(y)
∞∑
j=2
Γ(j + 52)(1 + 2j)a0,j
Γ(j + 2)(j + 3)(j − 1)Φ
1,0
0,j,1,
where we use the basis defined in (2.6), (2.7) and
ψl,m(y) :=
2
√
π√
15
∂2k(y)
∂xl∂xm
, ψ2,2(y) :=
√
π√
15
(∂2k(y)
∂x22
− ∂
2k(y)
∂x21
)
,
ψ3,3(y) :=
√
π√
5
(∂2k(y)
∂x23
− ∆k(y)
3
)
.
Proof. To prove the claim we observe that if
ProjTz1,0Z⊥
(1
2
∫
D2k(y)(x)2(z1,0)
2∗−1 · ) = ∑
i+j 6=1
ci∑
l=1
βi,j,lΦ
1,0
i,j,l,
then (2.7) implies
w˜2(y) =
∑
i+j 6=1
ci∑
l=1
βi,j,l
λi,j
Φ1,0i,j,l. (4.14)
To this end we note that in the basis given in (2.6)
1
2
D2k(y)(x)2 =
∆k(y)
6
‖x‖2 +
3∑
l=2
ψl,l(y)Y2,(l,l)(x)
+
∑
1≤l<m≤3
ψl,m(y)Y2,(l,m)(x).
(4.15)
Consequently,
w˜2(y) ∈ 〈Φ1,02,j,l,Φ1,00,j,1 : j ∈ N0, 1 ≤ l ≤ c2〉.
Using (A.1)-(A.7) we find for n = (l, l) or n = (l,m)∫
ψnY2,n(x/|x|)|x|2(z1,0)5Φ1,02,j,n = ψna2,j3
5
4
(j + 1)Γ(3/2)Γ(j + 7/2)
2Γ(j + 5)∫
|x|2z51,0Φ1,00,j,0 = a0,j3
5
4 2
√
π
(
Γ(12 )Γ(j +
3
2)
2Γ(j + 2)
− δ0,j
Γ(32 )
2
2Γ(3)
)
.
Now, the claim follows from (4.14) and (4.15). ✷
16 MATTHIAS SCHNEIDER
Remark 4.4. Under the assumptions of Lemma 4.2 an explicit calculation
together with (4.4) yields for (t, µ, y) ∈ Ω, where we suppress the dependence
of w and ~α on (t, µ, y),
f ′′t (zµ,y +w)ϕ = f
′′
0 (zµ,y)ϕ− 5t
∫
(k(x)− k(y))(zµ,y + w0)4ϕ·
− 20
∫
(1 + tk(x))(zµ,y + w0)
3(w − w0)ϕ·
− 30
∫
(1 + tk(x))(zµ,y + w0)
2(w − w0)2ϕ·
+ t3OA0(|∇k(y)|3min(1, µ3) + min(1, µ6)), (4.16)
which implies by Lemma 4.1
‖f ′′t (zµ,y + w)− f ′′0 (zµ,y)‖ ≤ |t|OA0(|∇k(y)|min(1, µ) + min(1, µ
7
4 )).
Consequently, from (4.5), after decreasing µ0 and t0 if necessary,∥∥∥ ∂H
∂(w, ~α)
(t, µ, y, w, ~α)− ∂H
∂(w, ~α)
(0, µ, y, 0, 0)
∥∥∥ ≤ 1
2
C∗
Thus we may assume ∂H∂(w,~α)(t, µ, y, w, ~α) is invertible and its inverse is uni-
formly bounded with respect to (t, µ, y) ∈ Ω.
We begin the expansion of ~α by computing the third order term.
Lemma 4.5. Under the assumptions of Lemma 4.2 we have as µ→ 0
‖~α(t, µ, y)−
3∑
j=1
~αj(t, µ, y)‖ = tOA0(µ3+
1
2 + |∇k(y)|2µ2),
where ~α1, ~α2 are defined in Lemma 4.2 and ~α3 is given by
~α3(t, µ, y)i := −tµ3 3
1
4π
2
√
15
(1 + tk(y))−
5
4
∂
∂xi
∆k(y),
for i = 1 . . . 3 and
~α3(t, µ, y)0 := −tµ3(1 + tk(y))−
5
4
3
3
4 4
π
√
5
C
∫ (
k(x+ y)− T 3k(·+y),0(x)
) 1
|x|6 .
Proof. In the sequel we will suppress the dependence of w and ~α on t, µ and
y, when there is no possibility of confusion. Moreover, we always assume
0 < µ ≤ 1.
As in Lemma 4.2 we infer from Lemma 4.1, (4.9), and the definition of w1
f ′t(zµ,y + w) = f
′′
0 (zµ,y)(w −w0)− t
∫ (
k(x)− k(y)) (zµ,y + w0)5·
− 5t
∫ (
k(x)− T 1k,y(x)
)
(zµ,y + w0)
4(w − w0 − w1)·
− 10
∫
(1 + tk(x))(zµ,y + w0)
3(w − w0 − w1)2·
+ t2OA0(|∇k(y)|2µ2 + |∇k(y)|µ3 + µ6). (4.17)
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As f ′t(zµ,y +w)− ~αξ˙µ,y = 0 and (ξ˙µ,y)i ∈ N
(
f ′′0 (zµ,y)
)
we obtain from (4.11)
and testing (4.17) with (ξ˙µ,y)i
(
~α−
2∑
j=1
~αj
)
i
= −t
∫ (
k(x)− T 2k,y(x)
)
(zµ,y +w0)
5(ξ˙µ,y)i
− 5t
∫ (
k(x)− T 1k,y(x)
)
(zµ,y + w0)
4(w − w0 − w1)(ξ˙µ,y)i
− 10
∫
(1 + tk(x))(zµ,y + w0)
3(w − w0 − w1)2(ξ˙µ,y)i
+ t2OA0(|∇k(y)|2µ2 + |∇k(y)|µ3 + µ6). (4.18)
By Lemma 4.1 and 4.2 we have for 0 ≤ i ≤ 3∫ (
k(x) − T 1k,y(x)
)
(zµ,y + w0)
4(w − w0 − w1)(ξ˙µ,y)i = OA0(tµ3+
1
2 ),∫
(1 + tk(x))(zµ,y + w0)
3(w − w0 − w1)2(ξ˙µ,y)i = OA0(tµ4).
(4.19)
If 1 ≤ i ≤ 3 then we obtain from Lemma 4.1∫ (
k(x)−T 2k,y(x)
)
(zµ,y + w0)
5(ξ˙µ,y)i
=
∫
1
6
D3k(y)(x− y)3 (zµ,y + w0)5(ξ˙µ,y)i +OA0(µ3+
1
2 ),
and from (A.9)∫
1
6
D3k(y)(x− y)3 (zµ,y + w0)5(ξ˙µ,y)i = µ3 3
1
4π
2
√
15
(1 + tk(y))−
5
4
∂
∂xi
∆k(y).
(4.20)
Hence, the assertion of the lemma for 1 ≤ i ≤ 3 follows from (4.18)-(4.20).
To treat the remaining case i = 0 we use the fact that D3k(y)(x)3 is odd
and get ∫
B1(y)
(
k(x)−T 2k,y(x)
)
(zµ,y +w0)
5(ξ˙µ,y)0
=
∫
B1(y)
(
k(x)− T 3k,y(x)
)
(zµ,y +w0)
5(ξ˙µ,y)0
(4.21)
Since, by Lemma 4.1,∫
R3
∣∣k(x)− T 3k,y(x)∣∣µ−3(1 + µ−2|x− y|2)−4 = OA0(µ4),
there holds after a translation x→ x+ y∫
B1(y)
(
k(x)− T 3k,y(x)
)
(zµ,y + w0)
5(ξ˙µ,y)0
=
3
3
4 4µ3
π
√
5(1 + tk(y))
5
4
∫
B1(0)
(
k(x+ y)− T 3k(·+y),0(x)
)
(µ2 + |x|2)3 +OA0(µ
4).
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From
(µ2 + |x|2)−3 − |x|−6 = −(µ2 + |x|2)−3(3|x|−2µ2 + 3|x|−4µ4 + |x|−6µ6)
and Lemma 4.1, we infer∫
R3
∣∣k(x+ y)− T 3k(·+y),0(x)∣∣∣∣(µ2 + |x|2)3 − |x|−6∣∣ = OA0(µ). (4.22)
Hence,∫ (
k(x)− T 2k,y(x)
)
(zµ,y + w0)
5(ξ˙µ,y)0
=
3
3
44µ3
π
√
5(1 + tk(y))
5
4
(∫
B1(0)
(
k(x+ y)− T 3k(·+y),0(x)
) |x|−6+
∫
R3\B1(0)
(
k(x+ y)− T 2k(·+y),0(x)
) |x|−6
)
+OA0(µ
4)
=
3
3
4 4
π
√
5
µ3(1 + tk(y))−
5
4 C
∫ (
k(x+ y)− T 3k(·+y),0(x)
) 1
|x|6 +OA0(µ
4),
which ends the proof. ✷
Remark 4.6. From Lemma 4.2, (4.17), and (4.18) we see that
1
tµ
~α(t, µ, y)
is a well defined, continuous function for (t, µ, y) ∈ Ω.
Lemma 4.7. Under the assumptions of Lemma 4.2 we have as µ→ 0
|~α(t, µ, y)−
4∑
j=1
~αj(t, µ, y)| = tOA0(µ4+
1
2 )
+ t2OA0
(
µ2|∇k(y)|2 + µ3|∇k(y)|+ µ4|∆k(y)|+ µ4+ 14 ),
where for 1 ≤ i ≤ 3
~α4(t, µ, y)i = −tµ4(1 + tk(y))−
5
4
3
3
48
π
√
5
C
∫ (
k(x+ y)− T 3k(·+y),0(x)
) xi
|x|8
and
~α4(t, µ, y)0 = tµ
4(1 + tk(y))−
5
4
3
3
4π
√
5
30
∆2k(y)
− t2µ4(1 + tk(y))− 94 3
3
4
√
5
16
(∫
∂B1(0)
∣∣D2k(y)(x)2∣∣2).
Proof. We proceed as in Lemma 4.5 and suppress the dependence of w and
~α on t, µ, and y. From Lemmas 4.1 and 4.2 we have for 0 ≤ i ≤ 3
−5t
∫ (
k(x) − T 1k,y(x)
)
(zµ,y + w0)
4(w − w0 − w1)(ξ˙µ,y)i
= −5t
∫
1
2
D2k(y)(x− y)2 (zµ,y + w0)4w2(ξ˙µ,y)i + t2OA0(µ4+
1
4 ).
(4.23)
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Furthermore,
−10
∫
(1 + tk(x))(zµ,y + w0)
3(w − w0 − w1)2(ξ˙µ,y)i
= −10
∫
(1 + tk(y))(zµ,y + w0)
3(w2)
2(ξ˙µ,y)i + t
2OA0(µ
4+ 1
4 ). (4.24)
Case 1 ≤ i ≤ 3: Since w2 is even and (ξ˙µ,y)i is odd for 1 ≤ i ≤ 3 the
integrals in (4.23)-(4.24) vanish. Thus, from (4.18) and the definition of ~α3
we get
(
~α−
3∑
j=1
~αj
)
i
= − tµ
4
(1 + tk(y))
5
4
3
3
48
π
√
5
∫ (k(x+ y)− T 3k(·+y),0(x))xi
(µ2 + |x|2)4
+ t2OA0
(|∇k(y)|2µ2 + |∇k(y)|µ3 + µ4+ 14 ).
Since D4k(y)(x)4 is even we may proceed analogously as in (4.21) and prove
the claim of the lemma if 1 ≤ i ≤ 3.
Case i = 0: From (4.18), the definition of ~α3, (4.22), (4.23)-(4.24), and the
fact that D3k(y)(x)3 is odd, we arrive at
(~α− ~α1 − ~α2 − ~α3)0
=
3
3
4 4t
π
√
5(1 + tk(y))
5
4
∫ (
k(x+ y)− T 3k(·+y),0(x)
)
(
3
∣∣x
µ
∣∣−2 + 3∣∣xµ ∣∣−4 + ∣∣xµ ∣∣−6
µ3
(
1 +
∣∣x
µ
∣∣2)3 + 2µ3(1 + ∣∣xµ ∣∣2)4
)
− 5t
∫
1
2
D2k(y)(x− y)2 (zµ,y + w0)4w2(ξ˙µ,y)0
− 10
∫
(1 + tk(y))(zµ,y + w0)
3(w2)
2(ξ˙µ,y)0
+ t2OA0
(|∇k(y)|2µ2 + |∇k(y)|µ3 + µ4+ 14 ). (4.25)
From Lemma 4.1, (A.6), and (A.10) we get
∫ (
k(x+ y)− T 3k(·+y),0(x)
)(3∣∣xµ ∣∣−2 + 3∣∣xµ ∣∣−4 + ∣∣xµ ∣∣−6
µ3
(
1 +
∣∣x
µ
∣∣2)3 + 2µ3(1 + ∣∣xµ ∣∣2)4
)
= µ4
∫
1
4!
D4k(y)(x)4
5 + 6|x|−2 + 4|x|−4 + |x|−6
(1 + |x|2)4 +OA0
(
µ4+
1
2
)
= µ4
π2
24
∆2k(y) +OA0
(
µ4+
1
2
)
.
For the second term in (4.25) we obtain from Lemmas 4.2 and 4.3
−5t
∫
1
2
D2k(y)(x− y)2 (zµ,y + w0)4w2(ξ˙µ,y)0
= − t
2µ44
√
15
π(1 + tk(y))
9
4
∫
1
2
D2k(y)(x)2w˜2(y) (1 + |x|2)−
5
2
(
1− 2
1 + |x|2
)
.
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Moreover, from Lemma 4.3, (4.15), and (A.12)∫
1
2
D2k(y)(x)2w˜2(y)(1 + |x|2)−
5
2
(
1− 2(1 + |x|2)−1)
= OA0
(|∆k(y)|2)+ ( ∑
1≤l<m≤3
ψl,m(y)
2 +
3∑
l=2
ψl,l(y)
2
)3 54√π
4
×
∞∑
j=0
(3 + j)j!
Γ(72 + j)
∫ ∞
0
r6
(1 + r2)5
(
1− 2
1 + r2
)
P(
5
2
, 5
2
)
j
(
1− 2
1 + r2
)
= OA0
(|∆k(y)|2)+ 3 54π
64
(∫
∂B1(0)
∣∣D2k(y)(x)2 − ∆k(y)
3
|x|2∣∣2)
×
∞∑
j=0
2 + 6j + j2
(5 + j)(4 + j)(2 + j)(1 + j)
= OA0
(|∆k(y)|)+ 3 545π
1024
(∫
∂B1(0)
∣∣D2k(y)(x)2∣∣2). (4.26)
For the remaining term in (4.25) we derive
−10
∫
(1 + tk(y))(zµ,y + w0)
3(w2)
2(ξ˙µ,y)0
= −10 t
2µ4
(1 + tk(y))
9
4
3
3
4 4
π
√
15
∫
(1 + |x|2)−2
(
1− 2
1 + |x|2
)
(w˜2(y))
2.
By Lemma 4.3, (4.26), and we have with βj :=
(3+j)j!
Γ(j+ 7
2
)∫
(1 + |x|2)−2
(
1− 2
1 + |x|2
)
(w˜2(y))
2
= OA0
(|∆k(y)|)+ 1
4
(∫
∂B1(0)
∣∣D2k(y)(x)2∣∣2)3 52π
16
×
∫ ∞
0
r6(1 + r2)−7
(
1− 2
1 + r2
)( ∞∑
j=0
βjP(
5
2
, 5
2
)
j
(
1− 2
1 + r2
))2
=
1
4
( ∫
∂B1(0)
∣∣D2k(y)(x)2∣∣2)3 52π
16
1
288
+OA0
(|∆k(y)|). (4.27)
Combining the computations in (4.25)- (4.27) ends the proof. ✷
Lemma 4.8. Under the assumptions of Lemma 4.2 suppose k ∈ C6(R3)
and ‖D6k‖∞ ≤ A0. Then there holds
‖(~α(t, µ, y))0 −
5∑
j=1
(~αj(t, µ, y))0‖ = OA0(tµ6)
+ t2OA0
(
µ2|∇k(y)|2 + µ3|∇k(y)| + µ4|∆k(y)|+ µ4+ 14
)
.
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where (~α5(t, µ, y))0 is given by
(~α5(t, µ, y))0 := − tµ
5
(1 + tk(y))
5
4
3
3
4 4
√
5
π
C
∫ (
k(y + x)− T 4k(·+y),0(x)
) 1
|x|8 .
Proof. From the proof of Lemma 4.7 we infer
(~α(t, µ, y))0 −
4∑
j=1
(~αj(t, µ, y))0 = −t(1 + tk(y))− 54 3
5
44
π
√
15
∫ (
k(y + x)−
4∑
ℓ=0
1
ℓ!
Dℓk(y)(x)ℓ
)5 + 6∣∣xµ ∣∣−2 + 4∣∣xµ ∣∣−4 + ∣∣xµ ∣∣−6
µ3
(
1 +
∣∣x
µ
∣∣2)4
+ t2OA0
(
µ2|∇k(y)|2 + µ3|∇k(y)|+ µ4|∆k(y)|+ µ4+ 14 )
Since D5k(y)(x)5 is odd, analogously as in Lemma 4.5 we find∫ (
k(y + x)−
4∑
ℓ=0
1
ℓ!
Dℓk(y)(x)ℓ
)5 + 6∣∣ xµ ∣∣−2 + 4∣∣xµ ∣∣−4 + ∣∣xµ ∣∣−6
µ3
(
1 +
∣∣x
µ
∣∣2)4
= 5µ5 C
∫ (
k(y + x)−
4∑
ℓ=0
1
ℓ!
Dℓk(y)(x)ℓ
) 1
|x|8 +OA0(µ
6),
which ends the proof. ✷
5. Derivatives of ~α
Lemma 5.1. Under the assumptions of Lemma 4.2 we have for all (t, µ, y) ∈
Ω with |µ| ≤ 1 and 1 ≤ i, j ≤ 3∣∣∣ 1
tµ
∂α(t, µ, y)i
∂yj
+
π
3
1
4
√
5
(1 + tk(y))−
5
4
∂2k(y)
∂xi∂xj
∣∣∣ ≤ OA0(|∇k(y)|2 + µ1+ 14 ),
(5.1)
∣∣∣ 1
tµ2
∂α(t, µ, y)0
∂yj
+
π
3
1
4
√
5
(1 + tk(y))−
5
4
∂
∂xj
∆k(y)
∣∣∣
≤ OA0
(|∇k(y)|2µ−1 + µ 14 ). (5.2)
Proof. In the sequel we will suppress the dependence of w and ~α on (t, µ, y).
Since H(t, µ, y, w, ~α) ≡ 0 we have
−∂H
∂y
=
∂H
∂(w, ~α)
(∂w
∂y
∂~α
∂y
)
=
∂H
∂w
∂w
∂y
+
∂H
∂~α
∂~α
∂y
, (5.3)
where
∂H
∂yj
(t, µ, y, w, ~α) =
(
f ′′t (zµ,y + w)
∂zµ,y
∂yj
− ~α · ∂ξ˙µ,y
∂yj
,
(〈w, ∂(ξ˙µ,y)l
∂yj
〉)
l
)
. (5.4)
A direct calculation gives for 0 ≤ l ≤ 3
∥∥∂(ξ˙µ,y)l
∂yj
∥∥+ ∥∥∂zµ,y
∂yj
∥∥ ≤ const µ−1. (5.5)
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Differentiating 〈zµ,y, (ξ˙µ,y)l〉 ≡ 0 leads to
〈zµ,y, ∂(ξ˙µ,y)l
∂yj
〉 = 〈∂zµ,y
∂yj
, (ξ˙µ,y)l〉,
and with (4.4) and (5.5) we arrive at
∣∣∣〈w, ∂(ξ˙µ,y)l
∂yj
〉 − ((1 + tk(y))− 14 − 1)〈∂zµ,y
∂yj
, (ξ˙µ,y)l〉
∣∣∣ = tOA0(|∇k(y)| + µ).
(5.6)
By (5.5), the expansion of ~α in Lemma 4.2, and (4.16) we see
∥∥∥f ′′t (zµ,y + w)∂zµ,y∂yj
∥∥∥+ ∥∥∥~α · ∂ξ˙µ,y
∂yj
∥∥∥ ≤ tOA0(|∇k(y)|+ µ). (5.7)
From (5.6)-(5.7) we get
∥∥∥ ∂H
∂(w, ~α)
(t, µ, y, w, ~α)
((
(1 + tk(y))−
1
4 − 1)∂zµ,y∂yj
0
)
+
∂H
∂yj
(t, µ, y, w, ~α)
∥∥∥
≤ tOA0(|∇k(y)|+ µ)
which implies due to the uniform bound of the inverse (see Remark 4.4)∥∥∥ ∂w
∂yj
− ((1 + tk(y))− 14 − 1)∂zµ,y
∂yj
∥∥∥+ ∥∥∥ ∂~α
∂yj
∥∥∥ ≤ tOA0(|∇k(y)| + µ). (5.8)
From (4.5) and (5.3)- (5.4) we deduce after testing with (ξ˙µ,y)j
∂~αj
∂yi
= f ′′t (zµ,y + w)
(∂zµ,y
∂yi
+
∂w
∂yi
)
(ξ˙µ,y)j −
3∑
l=0
~α(t, µ, y)l〈∂(ξ˙µ,y)l
∂yi
, (ξ˙µ,y)j〉.
(5.9)
From Lemma 4.1, (4.16), (5.8), and the fact that (ξ˙µ,y)j ∈ N(f ′′0 (zµ,y)) we
obtain
f ′′t (zµ,y + w)
(∂zµ,y
∂yi
+
∂w
∂yi
)
(ξ˙µ,y)j
= − 5t
(1 + tk(y))
5
4
∫ ( 3∑
ℓ=1
1
ℓ!
Dℓk(y)(x − y)ℓ
)
(zµ,y)
4
(∂zµ,y
∂yi
)
(ξ˙µ,y)j
− 20
∫
(zµ,y)
3(w − w0)
(∂zµ,y
∂yi
)
(ξ˙µ,y)j
+OA0
(
tµ2+
3
4 + t2(|∇k(y)|2µ+ |∇k(y)|µ 74 + µ2+ 34 )) (5.10)
Differentiating the identity f ′′0 (zµ,y)(ξ˙µ,y)j = 0 with respect to yi leads to
0 = f ′′′0 (zµ,y)
(∂zµ,y
∂yi
)
(ξ˙µ,y)j + f
′′
0 (zµ,y)
(∂(ξ˙µ,y)j
∂yi
)
,
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and we get from Lemma 4.1, (4.2), and (4.17)
−20
∫
(zµ,y)
3(w − w0)∂zµ,y
∂yi
(ξ˙µ,y)j
= f ′′′0 (zµ,y)(w − w0)
∂zµ,y
∂yi
(ξ˙µ,y)j = −f ′′0 (zµ,y)
∂(ξ˙µ,y)j
∂yi
(w − w0)
= −
3∑
l=0
(
~α(t, µ, y)
)
l
〈
(ξ˙µ,y)l,
∂(ξ˙µ,y)j
∂yi
〉
− t
(1 + tk(y))
5
4
∫ 3∑
ℓ=1
1
ℓ!
Dℓk(y)(x− y)ℓ(zµ,y)5 ∂(ξ˙µ,y)j
∂yi
+ tOA0
(
µ|∇k(y)|2 + µ2+ 14 ).
Differentiating 〈(ξ˙µ,y)l, (ξ˙µ,y)j〉 ≡ const with respect to yi we obtain〈∂(ξ˙µ,y)l
∂yi
, (ξ˙µ,y)j ,
〉
= −〈(ξ˙µ,y)l, ∂(ξ˙µ,y)j
∂yi
〉
.
Inserting the above computations in (5.10) and (5.9) leads to
∂~αj
∂yi
= − t
(1 + tk(y))
5
4
∫ ( 3∑
ℓ=1
1
ℓ!
Dℓk(y)(x − y)ℓ
) d
dyi
(
(zµ,y)
5(ξ˙µ,y)j
)
+ tOA0
(|∇k(y)|2µ+ µ2+ 14 ).
As ∂∂yi zµ,y(x) = − ∂∂xi zµ,y(x) and ∂∂yi (ξ˙µ,y)j(x) = − ∂∂xi (ξ˙µ,y)j(x) we obtain
by partial integration∫ ( 3∑
ℓ=1
1
ℓ!
Dℓk(y)(x− y)ℓ
) d
dyi
(
(zµ,y)
5(ξ˙µ,y)j
)
=
∫
d
dxi
( 3∑
ℓ=1
1
ℓ!
Dℓk(y)(x− y)ℓ
)
(zµ,y)
5(ξ˙µ,y)j
=
∫ ( 2∑
ℓ=0
1
ℓ!
Dℓ
∂k
∂xi
(y)(x− y)ℓ
)
(zµ,y)
5(ξ˙µ,y)j .
The latter integral may be evaluated as in Lemma 4.2 and yields the claim.
✷
Lemma 5.2. Under the assumptions of Lemma 5.1 we have∥∥∥∂w
∂t
−
2∑
i=0
∂wi
∂t
∥∥∥+ ∥∥∥∂~α
∂t
−
2∑
i=1
∂ ~αi
∂t
∥∥∥ = OA0(|∇k(y)|2µ2 + µ2+ 14 ). (5.11)
Proof. In the sequel we will suppress the dependence of w and ~α on (t, µ, y).
Since H(t, µ, y, w, ~α) ≡ 0 we have( ∫
k(x)(zµ,y + w)
5·,~0
)
= −∂H
∂t
∣∣∣∣
(t,µ,y,w,~α)
=
∂H
∂(w, ~α)
∣∣∣∣
(t,µ,y,w,~α)
(∂w
∂t
∂~α
∂t
)
=
(
f ′′t (zµ,y + w)
∂w
∂t
− ∂~α
∂t
· ξ˙µ,y,
(〈∂w
∂t
, (ξ˙µ,y)l〉
)
l
)
. (5.12)
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Differentiating the identities
f ′0(zµ,y + w0) = t
∫
k(y)(zµ,y + w0)
5·,
f ′′0 (zµ,y)
2∑
i=1
wi −
2∑
i=1
~αi · ξ˙µ,y = t
∫ ( 2∑
ℓ=1
1
ℓ!
Dℓk(y)(x − y)ℓ
)
(zµ,y + w0)
5 · .
with respect to t leads to
f ′′0 (zµ,y)
2∑
i=0
∂wi
∂t
−
2∑
i=1
∂~αi
∂t
· ξ˙µ,y =
∫ ( 2∑
l=0
1
ℓ!
Dℓk(y)(x− y)ℓ
)
(zµ,y + w0)
5·
+ 5t
∫ ( 2∑
ℓ=1
1
ℓ!
Dℓk(y)(x− y)ℓ
)
(zµ,y + w0)
4∂w0
∂t
· . (5.13)
Furthermore, we note that
∂w0
∂t
= −k(y)
4
(1 + tk(y))−1(zµ,y + w0). (5.14)
For ∂wi∂t = OA0(µ
i) as µ → 0 we get from Lemma 4.1, (4.16), (5.13), and
(5.14)
f ′′t (zµ,y + w)
2∑
i=0
∂wi
∂t
− ∂(~α1 + ~α2)
∂t
· ξ˙µ,y
=
∫ ( 2∑
l=0
1
ℓ!
Dℓk(y)(x − y)ℓ
)
(zµ,y + w0)
5·
+ 5
∫
k(y)(zµ,y + w0)
4(w − w0) · +tOA0
(|∇k(y)|2µ2 + µ 94 ). (5.15)
Moreover, by Lemmas 4.1 and 4.2∫
k(x)(zµ,y + w)
5·
=
∫ ( 2∑
l=0
1
ℓ!
Dℓk(y)(x− y)ℓ
)
(zµ,y + w0)
5 ·+OA0(µ
9
4 )
+ 5
∫
k(y)(zµ,y + w0)
4(w − w0) ·+tOA0
(|∇k(y)|2µ2 + µ3). (5.16)
Combining (5.15), (5.16) and the fact that ∂wi∂t remains in Tzµ,yZ
⊥ we get
∂H
∂(w, ~α)
(∑2
i=0
∂wi
∂t∑2
i=1
∂ ~αi
∂t
)
=
∂H
∂t
+OA0
(|∇k(y)|2µ2 + µ2+ 14 ).
and the claim of the lemma follows from Remark 4.4. ✷
Lemma 5.3. Under the assumptions of Lemma 5.1 we have
∂(~α)0
∂t
=
1
t
(~α)0 +
4∑
j=2
∂( ~αj)0
∂t
− 1
t
( ~αj)0
+ tOA0
(|∇k(y)|2µ2 + |∇k(y)|µ3 + µ4|∆k(y)|2 + µ4+ 14 ), (5.17)
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and for 1 ≤ i ≤ 3
∂(~α)i
∂t
=
1
t
(~α)i +
3∑
j=1
∂( ~αj)i
∂t
− 1
t
( ~αj)i
+ tOA0
(|∇k(y)|2µ2 + |∇k(y)|µ3 + µ3+ 12 ). (5.18)
Proof. By (5.12) we have for 0 ≤ i ≤ 3
∂(~α)i
∂t
= f ′′t (zµ,y + w)
∂w
∂t
(ξ˙µ,y)i −
∫
k(x)(zµ,y + w)
5(ξ˙µ,y)i.
To prove the claim of the lemma we will proceed termwise. In the calcu-
lations below certain terms will vanish simply because we are integrating a
product of an odd and an even function. Moreover, we often use Lemma 4.1
without mentioning it explicitly.
For (ξ˙µ,y)i ∈ N(f ′′0 (zµ,y) and by (4.16) we see
f ′′t (zµ,y + w)
∂w
∂t
(ξ˙µ,y)i = −5t
∫
(k(x) − k(y))(zµ,y + w0)4∂w
∂t
(ξ˙µ,y)i
− 20
∫
(1 + tk(x))(zµ,y + w0)
3(w − w0)∂w
∂t
(ξ˙µ,y)i
− 30
∫
(1 + tk(x))(zµ,y + w0)
2(w − w0)2 ∂w
∂t
(ξ˙µ,y)i
+ t3OA0
(|∇k(y)|3µ3 + µ6).
Due to Lemma 5.2 we may replace ∂w∂t by
∑2
i=0
∂wi
∂t . By (5.14) we obtain
−5t
∫
(k(x) − k(y))(zµ,y + w0)4∂w
∂t
(ξ˙µ,y)i
=
5k(y)
4(1 + tk(y))
t
∫
(k(x)− k(y))(zµ,y + w0)5(ξ˙µ,y)i
− 5t
∫
1
2
D2k(y)(x− y)2(zµ,y + w0)4 ∂w2
∂t
(ξ˙µ,y)i
+ tOA0
(
µ2|∇k(y)|2 + µ3|∇k(y)|+ µ4+ 14 ).
From (5.14) and as (ξ˙µ,y)i ∈ N(f ′′0 (zµ,y)) and w − w0 ∈ Tzµ,yT⊥ we see
−20
∫
(1 + tk(y))(zµ,y + w0)
3(w − w0)∂w0
∂t
(ξ˙µ,y)i
=
k(y)〈(w −w0), (ξ˙µ,y)i〉
1 + tk(y)
= 0.
By Lemma 4.1 and (5.11) we now get
−20
∫
(1 + tk(x))(zµ,y + w0)
3(w − w0)∂w
∂t
(ξ˙µ,y)i
= −20
∫
(1 + tk(y))(zµ,y + w0)
3w2
∂w2
∂t
(ξ˙µ,y)0
− 20t
∫
1
2
D2k(y)(x − y)2(zµ,y + w0)3w2∂w0
∂t
(ξ˙µ,y)i
+ tOA0
(
µ2|∇k(y)|2 + µ3|∇k(y)|+ µ4+ 14 ).
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Furthermore, we see
−30
∫
(1 + tk(x))(zµ,y + w0)
2(w − w0)2 ∂w
∂t
(ξ˙µ,y)i
= −30
∫
(1 + tk(y))(zµ,y + w0)
2(w2)
2∂w0
∂t
(ξ˙µ,y)i
+ t2OA0
(
µ2|∇k(y)|2 + µ3|∇k(y)| + µ4+ 14 )
Since zµ,y and w are orthogonal to (ξ˙µ,y)i and (ξ˙µ,y)i ∈ N(f ′′0 (zµ,y)), we may
estimate using Lemma 4.2
−
∫
k(x)(zµ,y +w)
5(ξ˙µ,y)i =
1
t
f ′t(zµ,y + w)(ξ˙µ,y)i +
1
t
∫
(zµ,y + w)
5(ξ˙µ,y)i
=
1
t
(~α)i +
10
t
∫
(zµ,y + w0)
3(w2)
2(ξ˙µ,y)i
+ t2OA0(|∇k(y)|2µ2 + |∇k(y)|µ3 + µ4+
1
4 ).
As
∂w2
∂t
=
(1
t
− 5k(y)
4(1 + tk(y))
)
w2,
we end up with integrals that are, up to a factor, computed in Section 4.
Summing up the results will give the claim of the lemma. ✷
6. Solvability of ~α(t, µ, y) = 0
Lemma 6.1. Under the assumptions of Lemma 4.2 suppose y0 is a nonde-
generate critical point of k, i.e.
∇k(y0) = 0 and D2k(y0) is invertible, with
∥∥(D2k(y0))−1∥∥ ≤ A0.
Moreover, assume ∆k(y0) = 0. Consider the function αˆ, defined by
αˆ(t, µ, y) :=
3
1
4
√
5
tµπ
(1 + tk(y0))
5
4 (~α(t, µ, y)1, . . . , ~α(t, µ, y)3)
T ,
which is well defined and continuous in Ω (see Remark 4.6), analogously we
define αˆj(t, µ, y). Then there are δ1 = δ1(A0) > 0 and a C
2-function β,
β : {(t, µ) : t ∈ [−B0, B1], 0 < µ < δ1} → R3,
such that
αˆ(t, µ, β(t, µ)) = 0 for all t ∈ [−B0, B1], 0 < µ < δ1,
and
β(t, µ) = y0 +
(
D2k(y0)
)−1( 4∑
j=3
αˆj(t, µ, y0)
)
+OA0(µ
3+ 1
4 ).
Moreover, β is unique in the sense that, if y ∈ Bδ1(y0) satisfies αˆ(t, µ, y) = 0
for some t ∈ [−B0, B1] and 0 < µ < δ1, then y = β(t, µ).
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Proof. In view of (5.1) we would like to apply the implicit function theorem
to the function (~α(t, µ, y))1≤i≤3 in the point (t, 0, y0), but unfortunately ~α
may not be differentiable for µ = 0. Instead we mimic the proof of the
implicit function theorem and apply Banach’s fixed-point theorem to the
function
F (t, µ, y) := y +
(
D2k(y0)
)−1
αˆ(t, µ, y)
in Bδ(y0), where δ > 0 will be chosen later. Fix y1, y2 ∈ Bδ(y0), then by
Lemma 5.1
|F (t,µ, y1)− F (t, µ, y2)|
=
∣∣(y1 − y2) + (D2k(y0))−1
∫ 1
0
∂αˆ
∂y
(t, µ, y2 + t(y1 − y2))(y1 − y2) dt
∣∣
≤ ∣∣(y1 − y2)−
(∫ 1
0
(
D2k(y0)
)−1
D2k(y2 + t(y1 − y2)) dt
)
(y1 − y2)
∣∣
+OA0
(
sup
y∈Bδ(y0)
|∇k(y)|+ µ 14
)
|y1 − y2|
≤ OA0
(
δ + µ
1
4
)
|y1 − y2|.
For y ∈ Bδ(y0) we estimate using Lemma 4.2
|F (t, µ, y)− y0| =
∣∣y − y0 + (D2k(y0))−1(αˆ(t, µ, y))∣∣
≤
∣∣∣y − y0 − (D2k(y0))−1(∇k(y) +OA0(µ2))∣∣∣
≤ OA0(δ2 + µ2).
Consequently, there is δ1 = δ1(A0) > 0 such that F (t, µ, ·) is a contraction
in Bδ1(y0) for any 0 < µ < δ1 and t ∈ [−B0, B1]. From Banach’s fixed-point
theorem we may define β(t, µ) to be the unique fixed-point of F (t, µ, ·) in
Bδ1(y0). After shrinking δ1 if necessary we may apply Lemma 5.1 and the
usual implicit function theorem to see that the function β is twice differen-
tiable for µ > 0.
To deduce the expansion for small µ we fix ρ > 0 and
y ∈ Uρ := Bρ
(
y0 +
(
D2k(y0)
)−1( 4∑
j=3
αˆj(t, µ, y0)
))
.
Then, by Lemmas 4.5 and 4.7
∣∣∣F (t,µ, y)− y0 − (D2k(y0))−1( 4∑
j=3
αˆj(t, µ, y0)
)∣∣∣
≤
∣∣∣y − y0 − (D2k(y0))−1(∇k(y) +OA0(µρ2 + µ2ρ+ µ3+ 14 ))∣∣∣
≤ OA0
(
ρ2 + µ2ρ+ µ3+
1
4
)
.
Hence, we may choose for small µ a radius 0 < ρ = OA0(µ
3+ 1
4 ) such that F
maps Uρ into itself and Uρ ⊂ Bδ1(y0). Consequently, the unique fixed-point
β(t, µ) must lie in this ball. This ends the proof. ✷
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Lemma 6.2. Under the assumptions of Lemma 6.1, if moreover k ∈ C6(R3)
and ‖D6k‖∞ ≤ A0, then we have
(
α(t, µ, β(t, µ))
)
0
= −tµ3(1 + tk(y0))−
5
4
3
3
4 4
π
√
5
a0(y0)
+ tµ4(1 + tk(y0))
− 9
4
π3
3
4
√
5
30
(
a1(y0) + ta2(y0)
)
+ tµ5(1 + tk(y0))
− 5
4
π3
3
4
√
5
30
a3(y0)
+OA0(tµ
5+ 1
2 + t2µ4+
1
4 ),
where ai(y0) = ai(θ) given in (1.7) and (1.8) with kθ = k(· + y0). If the
assumption k ∈ C6(R3) is dropped then the terms of order higher than 4 in
µ have to be replaced by OA0(tµ
4+ 1
4 ).
Proof. In view of Lemma 6.1 and because ∇k(y0) = 0 we may estimate
functions of y := β(t, µ) and of k(y) = k(β(t, µ)) as follows
F (y) = F (y0) + F
′(y0)
(
D2k(y0)
)−1( 4∑
j=3
αˆj(t, µ, y0)
)
+OA0(µ
3+ 1
4 ),
F (k(y)) = F (k(y0)) +OA0(µ
4).
(6.1)
To prove the claim of the lemma we expand α(t, µ, β(t, µ))0 according to
Lemma 4.8 and use (6.1). For instance we have
(~α2(t, µ, y))0 = −tµ2(1 + tk(y0))− 54 π
3
1
4
√
5
∆k(y) +OA0(tµ
6)
= tµ4(1 + tk(y0))
− 5
4
(
π
3
1
4 2
√
5
∇∆k(y0)
(
D2k(y0)
)−1∇(∆k(y0))
+ µ
3
3
48
π
√
5
∇∆k(y0) ·
(
D2k(y0)
)−1
C
∫ (k(x+ y0)− T 3k(·+y0),0(x))xi
|x|8
)
+OA0(tµ
5+ 1
4 ).
If we continue expanding the remaining terms given in Lemma 4.8 the claim
follows. ✷
Lemma 6.3. Under the assumptions of Lemma 6.1 let ∆k(y0) = 0 = a0(y0)
and define
γ(t, µ) :=
1
tµ4
(1 + tk(y0))
9
4
30
π3
3
4
√
5
(
α(t, µ, β(t, µ))
)
0
.
Then
∂γ(t, µ)
∂t
= a2(y0) +OA0(µ
1
4 ).
Proof. We have
d
(
~α(t, µ, β(t, µ))
)
0
dt
=
∂(~α)0
∂t
∣∣∣
(t,µ,β(t,µ))
+
∂(~α)0
∂y
∣∣∣
(t,µ,β(t,µ))
∂β
∂t
∣∣∣
(t,µ)
.
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The derivatives of (~α)0 are computed in (5.2) and (5.17). In order to compute
the derivative of β we use the fact that
α˜(t, µ, β) :=
(
(~α(t, µ, β))1, . . . , (~α(t, µ, β))3
)T
= ~0.
By (6.1) and Lemmas 5.1 and 5.3 we have
∂β
∂t
∣∣∣
(t,µ)
= −
(
∂α˜
∂y
∣∣∣
(t,µ,β(t,µ))
)−1∂α˜
∂t
∣∣∣
(t,µ,β(t,µ))
= t−1µ−1
3
1
4
√
5
π
(1 + tk(y0))
5
4
((
D2k(y0)
)−1
+OA0(µ
1
4 )
)
[
1
t
(
~α(t, µ, β)
)
i
−OA0
( 3∑
j=1
(
~αj(t, µ, β)
)
i
)
+ tOA0(µ
3+ 1
2 )
]
i=1...3
= OA0(µ
2+ 1
2 ),
where we used the fact that as ~α(t, µ, β)i ≡ 0 for 1 ≤ i ≤ 3
3∑
j=1
(
~αj(t, µ, β)
)
i
= OA0(tµ
3+ 1
2 ).
From (5.2) we get
∂(~α)0
∂y
∣∣∣
(t,µ,β(t,µ))
∂β
∂t
∣∣∣
(t,µ)
= OA0(tµ
4+ 1
2 ).
Furthermore, by Lemmas 5.3
d~α(t, µ, β)0
dt
=
1
t
~α(t, µ, β)0 +
4∑
j=2
∂ ~αj(t, µ, β)0
∂t
− 1
t
~αj(t, µ, β)0
+OA0(tµ
4+ 1
4 ).
The definition of γ, (6.1), and Lemma 6.2 yield the claim. ✷
Lemma 6.4. Under the assumptions of Lemma 6.3 suppose a2(y0) 6= 0 and
either a1(y0) 6= 0 or (a1(y0) = 0 and a3(y0) 6= 0). Moreover let
A0 ≥
{
|a1(y0)|−1 + 2|a1(y0)||a2(y0)|−1 + |a2(y0)|−1 if a1(y0) 6= 0,
|a2(y0)|−1 + |a3(y0)|−1 + |a3(y0)| if a1(y0) = 0,
and −a1(y0)a2(y0) ∈ (−B0, B1). Then there exist δ2 = δ2(A0) > 0 and a C1-
function t˜,
t˜ : {µ : 0 < µ < δ2} → (−B0, B1) \ {0},
such that
(
α(t˜(µ), µ, β(t˜(µ), µ))
)
0
≡ 0 for all 0 < µ < δ2 and
t˜(µ) = − 1
a2(y0)
{
a1(y0) +OA0(µ
1
4 ) if a1(y0) 6= 0
a3(y0)µ +OA0(µ
1+ 1
4 ) if a1(y0) = 0.
(6.2)
Moreover t˜ is unique in the sense that, if t ∈ (−B0, B1) and 0 < µ < δ2
satisfy
(
α(t, µ, β(t, µ))
)
0
= 0 then t = t˜(µ).
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Proof. We only sketch the proof, which is similar to the proof of Lemma 6.1.
We will apply Banach’s fixed-point theorem to the function
Fµ(t) = F (t, µ) := t− a2(y0)−1γ(t, µ),
where γ is given in Lemma 6.3. To this end we show that for small µ the
map Fµ is a contraction in some ball centered at −a1(y0)a2(y0) if a1(y0) 6= 0 and
in Br(−a3(y0)a2(y0)µ), if a1(y0) = 0, where
0 < r ≤ r0 = r0(µ) := 1
2
µ
|a3(y0)|
|a2(y0)| .
To prove that Fµ is a contraction we may proceed as in Lemma 6.1. We
only need the derivative of γ, which is given in Lemma 6.3. ✷
7. A priori estimates
We combine the results of Sections 3-6 to prove the C2-a priori estimates
announced in the introduction.
Theorem 7.1. Suppose there is A0 > 2 such that k ∈ C5(S3) satisfies
D2kθ(0) is invertible, if θ ∈ A := {θ ∈ S3 : ∇k(θ) = 0 and ∆k(θ) = 0},
(A0)
−1 ≤ 1 + (1 +A−10 )k(θ) ≤ A0,
‖k‖C5(S3) ≤ A0, and
A0 ≥ sup{
∥∥(D2kθ(0))−1∥∥ : θ ∈ A}.
Thus, A is discrete and there is r = r(A0) > 0 such that
∇k(θ) 6= 0 for all θ ∈ ∪
θ0∈A
Br(θ0) \ {θ0}.
Additionally, assume there is A1 > 0 such that
A1 ≥ sup{|∆kθ(0)|−1 : |∇k(θ)| ≤ A−11 and θ ∈ S3 \ ∪
θ0∈A
Br(θ0)},
A1 ≥ sup{|a0(θ)|−1 : θ ∈ A and a0(θ) 6= 0}.
Denote by M the finite set
M :=
{
θ ∈ S3 : θ ∈ A, a0(θ) = 0, and a2(θ) 6= 0
}
.
Then for every δ > 0 exits C = C(A, A0, A1, δ) such that for all
t ∈ (0, 1] \ ∪θ∈MBδ(−a1(θ)/a2(θ))
and solutions ϕt of (1.5) we have
C−1 ≤ ϕt(x) ≤ C and ‖ϕt(x)‖C2,α(S3) ≤ C.
Proof. Set Iδ,k := (0, 1]\∪y∈MBδ(−a1(y)/a2(y)). To obtain a contradiction,
we assume that there are sequences (ki) ∈ C5(S3), satisfying the assump-
tions of the theorem with (A, A0, A1, δ) fixed, and (ti, ϕti) ∈ Iδ,ki × C2(S3)
of solutions to (1.5) with k = ki such that ‖ϕti‖∞ →∞ as i→∞. Passing
to a subsequence we may assume ti → t0 as i→∞. By Corollary 3.2 there
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are θ ∈ S3, µi → 0 and yi → 0 such that uti defined by (1.3) in stereographic
coordinates Sθ(·) solves (1.6) and satisfies
w˜ti := uti − (1 + ti(ki)θ(yi))−
1
4 zµi,yi is orthogonal to Tzµi,yiZ,
‖w˜ti‖D1,2(R3) = o(1).
Using the notation of Lemma 4.2 we have with k = ki
0 = f ′ti(uti) = f
′
ti(zµi,yi + w0(ti, µi, yi) + w˜ti).
Consequently, for large i, due to the uniqueness of ~α and w in Lemma 4.2,
uti = zµi,yi + w(ti, µi, yi, ki) and ~α(ti, µi, yi, ki) = 0,
where we added the additional parameter ki to express the dependence of ~α
and w on ki. From the expansion of ~α in (4.4) we see
lim
i→∞
∇(ki)θ(yi) = 0 and lim
i→∞
∆(ki)θ(yi) = 0.
As (A, A0, A1, δ) is fixed, the point θ is in A, hence θ is a nondegenerated
critical point of each ki. We may apply Lemma 6.1 with k = ki and get for
large i
yi = β(ti, µi, ki),
where again the additional parameter ki denotes the dependence on ki. From
Lemma 6.2 we now get
0 =
1
tiµ3i
(
~α
(
ti, µi, β(ti, µi, ki), ki
))
= −(1 + tiki(θ))−
5
4
3
3
4 4
π
√
5
a0(θ, ki)
+ µi(1 + tiki(θ))
− 9
4
π3
3
4
√
5
30
(
a1(θ, ki) + tia2(θ, ki)
)
+O(µ
1+ 1
4
i ). (7.1)
Consequently, as (A, A0, A1, δ) is fixed, a0(θ, ki) = 0 for large i.
We observe that |a2(θ, ki)| ≥ A−40 for all i large enough, if not then we get,
up to a subsequence,
|a1(θ, ki)| ≥ |ki(θ)|−1
(
15
8π
∣∣∣ ∫
∂B1(0)
∣∣D2(ki)θ(0)(x)2∣∣2∣∣∣−A−40
)
≥ constA−30 (1−A−20 ),
which yields a positive lower bound on |a1(θ, ki) + tia2(θ, ki)| contradicting
the expansion in (7.1) for i large. Hence from (7.1) we infer∣∣∣ti + a1(θ, ki)
a2(θ, ki)
∣∣∣ ≤ |a2(θ, ki)|−1O(µ 14i ) ≤ O(µ 14i ),
which is impossible for δ > 0. This shows that all solutions ϕt of (1.5) with
t ∈ Iδ are uniformly bounded. From Harnack’s inequality and standard
elliptic estimates they are uniformly bounded below by a positive constant
and uniformly bounded in C2,α(S3), which ends the proof. ✷
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From the proof of Theorem 7.1 it is clear that k need only to be in C4(S3),
but then the constant C will also depend on the modulus of continuity of
D4k.
Proof of Theorems 1.2 and 1.4. If θ ∈M∗+ ∪M∗0 we may apply Lemmas 6.1
and 6.4 with k = kθ and y0 = 0. If we set y(µ) := β
(
t˜(µ), µ
)
then we have
~α
(
t˜(µ), µ, y(µ)
)
= 0 for all 0 < µ < min(δ1, δ2) and y(µ) = O(µ
2). From
Lemma 4.2 we get that
ψ(µ) := zµ,y(µ) + w(t˜(µ), µ, y(µ))
is a solution of (1.6) with t = t˜(µ). As ∇kθ(0) = 0 and y(µ) = O(µ2) we
may use (6.1) to obtain in D1,2(R3)
ψ(µ) = (1 + t˜(µ)kθ(0))
− 1
4 zµ,0 +O(µ
2).
To show that ψ(µ) is positive for small µ, we note that from Sobolev’s
inequality ψ(µ)− → 0 in L6 as µ→ 0, where ψ(µ)− := min(ψ(µ), 0). Testing
f ′t(ψ(µ)) with ψ(µ)
− and using Sobolev’s inequality we get for some c(k) > 0∫
|∇ψ(µ)−|2 =
∫
(1 + t˜(µ)kθ(x))(ψ(µ)
−)6 ≤ c(k)
( ∫
|∇ψ(µ)−|2
)3
.
If ψ(µ)− 6= 0 for small µ we obtain the contradiction
c(k)−
1
2 ≤
∫
|∇ψ(µ)−|2 =
∫
(1 + t˜(µ)kθ(x))(ψ(µ)
−)6
µ→0−−−→ 0.
The C0-estimate then follows from elliptic regularity (see [8]). Setting
ϕθ(µ, ·) := (Rθ)−1(ψ(µ)) and tθ(µ) = t˜(µ)
yields the existence of the desired curve of solutions.
To prove uniqueness of the curves suppose (ti, ϕi) blows up at θ ∈ S3. If
ti ∈ (δ, 1 + δ) then, as in the proof of Theorem 7.1, we get θ ∈ M∗+. Under
the assumptions of Theorem 1.4 we already know that θ ∈ M∗0 . If all but
finitely many (ti, ϕi) lie on the curve corresponding to θ ∈M∗+∪M∗0 , we are
done. Hence we may assume, going to a subsequence if necessary, that none
of the (ti, ϕi) lie on the curve. This is impossible since by Corollary 3.2 and
Lemma 4.2 there are µi, yi converging to zero such that for i large
Rθ(ϕi) = zµi,yi + w(ti, µi, yi) and ~α(ti, µi, yi) = 0,
and thus applying the uniqueness part in Lemmas 6.1 and 6.4 we see that
yi = β(ti, µi) and ti = t˜(µi) and the points (ti, ϕi) have to lie on the curve.
✷
Appendix A. Formulas and integrals
The Jacobi polynomial P(σ,σ)j is defined by
P(σ,σ)j (x) :=
(−1)j
2jj!
(1− x2)−σ d
j
dxj
(
(1− x2)σ+j) (A.1)
To compute integrals containing Jacobi-polynomials we will use∫ 1
−1
(1− ξ2)σP(σ,σ)j (ξ)P(σ,σ)i (ξ) =
22σ+1Γ(j + σ + 1)2
(2j + 2σ + 1) j! Γ(j + 2σ + 1)
δi,j , (A.2)
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and the recurrence relation for j ∈ N0
ξP(σ,σ)j (ξ) =
(j + 1)(j + 2σ + 1)
(2j + 2σ + 1)(j + σ + 1)
P(σ,σ)j+1 (ξ) +
j + σ
2j + 2σ + 1
P(σ,σ)j−1 (ξ),
P(σ,σ)−1 (ξ) := 0, P(σ,σ)0 (ξ) := 1.
(A.3)
For a detailed account on Jacobi polynomial we refer to [22]. To evaluate
integrals of the form∫ ∞
0
ra(1 + r2)−bP(σ,σ)j
(
1− 2
1 + r2
)
dr,
we use the following change of coordinates
ξ =
r − r−1
r + r−1
= 1− 2
1 + r2
, (A.4)
which gives
r =
(1 + ξ
1− ξ
)1/2
and dr =
(1 + ξ
1− ξ
)−1/2
(1− ξ)−2dξ,
and leads to
2−b
∫ 1
−1
(1 + ξ)
a−1
2 (1− ξ)b−2− a−12 P(σ,σ)j (ξ) dξ.
Moreover, we note that for any a, b > −1∫ 1
−1
(1 + ξ)a(1− ξ)bdξ = 2a+b+1Γ(a+ 1)Γ(b+ 1)
Γ(a+ b+ 2)
. (A.5)
This gives for a > −1 and 2b− a > 1∫ ∞
0
ra(1 + r2)−b =
Γ(1 + (a− 1)/2)Γ(b − 1− (a− 1)/2)
2Γ(b)
. (A.6)
To compute integrals over RN we use polar coordinates. To compute the
resulting integrals over ∂B1(0) we use the following elementary results:
For ~β ∈ NN0 we have∫
∂B1(0)
N∏
i=1
x2βii =
2
∏N
i=1 Γ(βi +
1
2 )
Γ
(
N
2 +
∑N
i=1 βi
) . (A.7)
Let m ≥ 2 and Pm be a homogeneous polynomial of order m in x ∈ RN .
Then ∫
∂B1(0)
Pm(x) =
1
2N + (N +m)(m− 2)
∫
∂B1(0)
(∆Pm)(x), (A.8)
∫
∂B1(0)
Pm(x)xi =
1
2(N + 2) + (N +m+ 1)(m− 3)
∫
∂B1(0)
(∆Pm)(x)xi.
(A.9)
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As ∂∂xiD
ℓ
yk(y)(x)
ℓ = ℓ ∂∂yiD
ℓ−1
y k(y)(x)
ℓ−1 we see∫
∂B1(0)
D2ℓk(y)(x)2ℓ
(2ℓ)!
=
2πN/2∆ℓk(y)
Γ(N/2)
∏ℓ
m=1 2m(N + 2m− 2)
, (A.10)
∫
∂B1(0)
D2ℓ+1k(y)(x)2ℓ+1xi
(2ℓ+ 1)!
=
2πN/2 ∂∂yi∆
ℓk(y)
NΓ(N/2)
∏ℓ
m=1 2m(N + 2m)
. (A.11)
Lemma A.1. Suppose j ∈ N0, then∫ ∞
0
r6(1 + r2)−5
(
1− 2
1 + r2
)
P(
5
2
, 5
2
)
j
(
1− 2
1 + r2
)
=
Γ(32 )Γ(
7
2 + j)(j
2 + 6j + 2)
2Γ(6 + j)
. (A.12)
Proof. We use the change of coordinates in (A.4) and obtain∫ ∞
0
r4(1 + r2)−5
(
1− 2
1 + r2
)
P(
5
2
, 5
2
)
j
(
1− 2
1 + r2
)
= 2−5
∫ 1
−1
(1− ξ2) 52 ξ
(1− ξ)2P
( 5
2
, 5
2
)
j (ξ)
=
(−1)j
2j+5j!
∫ 1
−1
( 1
(1− ξ)2 −
1
1− ξ
) dj
dξj
(
(1− ξ2) 52+j)
=
(−1)j
2j+5j!
∫ 1
−1
((−1)j(j + 1)!
(1− ξ)2+j −
(−1)jj!
(1− ξ)1+j
)
(1− ξ2) 52+j.
Now, the claim follows from (A.5). ✷
Lemma A.2. Let βj :=
(3+j)j!
Γ(j+ 7
2
)
for j ∈ N. Then
∫ ∞
0
r6(1 + r2)−7
(
1− 2
1 + r2
)( ∞∑
j=0
βjP(
5
2
, 5
2
)
j
(
1− 2
1 + r2
))2
=
1
288
.
(A.13)
Proof. We use the change of variable given in (A.4) and the recurrence
formula (A.3), applied to ξP(
5
2
, 5
2
)
j (ξ), and get∫ ∞
0
r6(1 + r2)−7
(
1− 2
1 + r2
)( ∞∑
j=0
βjP(
5
2
, 5
2
)
j
(
1− 2
1 + r2
))2
= 2−7
∫ 1
−1
(1− ξ2) 52 ξ
( ∞∑
j=0
βjP(
5
2
, 5
2
)
j (ξ)
)2
= 2−7
∞∑
d=0
d∑
j=0
βjβd−j
∫ 1
−1
(1− ξ2) 52 ξP(
5
2
, 5
2
)
j (ξ)P
( 5
2
, 5
2
)
d−j (ξ)
=
∞∑
l=0
βlβl+1
Γ(l + 72)
2(l + 72)
Γ(l + 6)(2l + 8)(2l + 6)l!
=
1
4
∞∑
l=0
(l + 1)!
(l + 5)!
=
1
288
.
✷
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