[1] We present the coupling methodology and validation of a fully coupled inner and global magnetosphere code using the infrastructure provided by the Space Weather Modeling Framework (SWMF). In this model, the Comprehensive Ring Current Model (CRCM) represents the inner magnetosphere, while the Block-Adaptive-Tree Solar-Wind Roe-Type Upwind Scheme (BATS-R-US) represents the global magnetosphere. The combined model is a global magnetospheric code with a realistic ring current and consistent electric and magnetic fields. The computational performance of the model was improved to surpass real-time execution by the use of the Message Passing Interface (MPI) to parallelize the CRCM. Initial simulations under steady driving found that the coupled model resulted in a higher pressure in the inner magnetosphere and an inflated closed field-line region as compared to simulations without inner-magnetosphere coupling. Our validation effort was split into two studies. The first study examined the ability of the model to reproduce Dst for a range of events from the Geospace Environment Modeling (GEM) Dst Challenge. It also investigated the possibility of a baseline shift and compared two approaches to calculating Dst from the model. We found that the model did a reasonable job predicting Dst and Sym-H according to our two metrics of prediction efficiency and predicted yield. The second study focused on the specific case of the 22 July 2009 moderate geomagnetic storm. In this study, we directly compare model predictions and observations for Dst, THEMIS energy spectragrams, TWINS ENA images, and GOES 11 and 12 magnetometer data. The model did an adequate job reproducing trends in the data. Moreover, we found that composition can have a large effect on the result.
Introduction
[2] The near-Earth space environment can be thought of as a multiscale system in which different regions have different characteristic lengths, energies, and processes. As a result, different regions are typically modeled by tailored modeling approaches. Combining these disparate approaches, either through reusable and configurable frameworks or by ad hoc model coupling, enables these regions to be studied in concert Goodrich et al., 2004] . This study focuses on the issue of including the ring current into global models, specifically coupling the Comprehensive Ring Current Model (CRCM) with Block-Adaptive-Tree Solar-Wind Roe-Type Upwind Scheme (BATS-R-US) magnetosphere model through the Space Weather Modeling Framework (SWMF).
[3] The ring current is often modeled using a kinetic approach which solves the bounce-averaged Boltzmann equations. These models break the plasma into different populations, each with its own energy and drift velocity which is the sum of the E B and gradient-curvature drifts. One widely used ring current model of this type is the Rice Convection Model (RCM) [Jaggi and Wolf, 1973; Harel et al., 1981; Sazykin, 2000; Toffoletto et al., 2003] . The RCM calculates a self-consistent electric field based on the ring current pressure distribution. The magnetic field is externally specified. Additionally, each species is described by the energy invariant and the assumption of pitch-angle isotropy.
[4] The Fok Ring Current model [Fok et al., 1995; Fok and Moore, 1997] and the Ring Current-Atmosphere Interaction Model (RAM) [Jordanova et al., 1994; Liemohn et al., 1999 ] model the ring current by solving the bounce-averaged Boltzmann equation in external magnetic field and electric fields. These models allow for pitch-angle anisotropy by using the first two adiabatic invariants to describe each plasma population. These models were later expanded to include self-consistent electric fields. The Fok Ring Current model with a self-consistent electric field using the RCM approach became the Comprehensive Ring Current Model (CRCM) [Fok et al., 2001] . The RAM code was similarly expanded [Ridley and Liemohn, 2002] .
[5] These ring current models use many approaches to get around the problem of how to specify the magnetic field. One common method is to use an empirical magnetic field such as that developed by Tsyganenko and Stern [1996] . This empirical model was later expanded to include inner magnetospheric magnetic field depressions during storms using Dst as an input [Tsyganenko and Mukai, 2003] . This approach has the advantage of being simple to include in ring current models, but they have some important limitations. First, they are representative of average magnetospheric states, not the true configuration at a given time. Second, the magnetic field is still externally specified and may be inconsistent with the ring current plasma pressure.
[6] One approach to get an improved representation of the magnetic field in the inner magnetosphere is to use the ring current pressures and compute the magnetic field configuration that satisfies the force balance equation J B = r P. This 3-D force equilibrium approach was taken by Zaharia et al. [2006 Zaharia et al. [ , 2008 in the development of the RAM code with self-consistent magnetic field (RAM-SCB). Their work required input of the boundary conditions at geosynchronous orbit and an empirical specification of the electric field. Zaharia et al. [2010] modified this model to run within the SWMF to get the outer boundary conditions from BATS-R-US and electric field from the ionospheric potential solver which combines BATS-R-US currents with ionospheric conductance to determine the potential and hence the electric field. In this way, the electric field and boundary conditions are included, but the lack of feedback to BATS-R-US leaves room for improvement.
[7] Coupling a ring current model with a global MHD model is another approach to get consistent magnetic and electric fields. In this approach, the global MHD model provides the magnetic field in the inner magnetosphere along with outer boundary conditions for the ring current and the ionospheric potential from its interaction with a conducting inner boundary. The ring current model returns ring current pressure (and in some cases density) which is used to improve the inner-magnetosphere portion of the MHD model. Through frequent information exchange, these models are able to get a ring current model with consistent electric and magnetic fields and a global magnetosphere MHD model with a realistic ring current pressure.
[8] This approach has been implemented using the RCM with two MHD codes. De Zeeuw et al. [2004] coupled the RCM with BATS-R-US, and Toffoletto et al. [2004] and Pembroke et al. [2012] coupled the RCM with the Lyon Fedder Mobbary (LFM) code in the manner described above. The coupled model of De Zeeuw et al. [2004] has been extensively used since its development. For instance, Zhang et al. [2007] used the coupled model to study a moderate storm and compared the results with several in situ measurements. A systematic validation effort of the coupled model was carried out by Welling and Ridley [2010] . They simulated 10 space weather events and compared the results against satellite-specific magnetic field, plasma energy-density spectra, density, and temperature to assess the model performance. They found that the model produced large-scale magnetic field features, and density and temperature were well reproduced. Glocer et al. [2011] used this model to drive a radiation belt model and found that dipolarization like events occurred with timing close to observations, resulting in energization of radiation belt electrons.
[9] The present study builds on the work of De Zeeuw et al. [2004] to couple the CRCM with BATS-R-US using the SWMF infrastructure. Our newly coupled model has two advantageous capabilities. First, the CRCM does not assume pitch-angle isotropy which is important for studying important processes in the inner magnetosphere. Pitch-angle anisotropy is closely related to the growth rate of electromagnetic ion cyclotron waves which are extremely effective at scattering energetic electrons into the loss cone [Cornwall et al., 1970] . Pitch-angle anisotropy is also important for being able to calculate synthetic energetic neutral atoms (ENA) measurements for comparison with missions such as the Two Wide-Angle Imaging Neutral Spectrometer (TWINS) satellites and IMAGE mission . Additionally, using the CRCM paves the way for coupling with an anisotropic MHD version of BATS-R-US, which will be detailed in a forthcoming publication. Second, we have used the Message Passing Interface (MPI) library to parallelize the CRCM to get high computational performance. This ability not only allows for very fast computation but also allows for future expansion to high-resolution grids in CRCM without sacrificing performance.
[10] The above advantages of our newly coupled model also hold when comparing to the work of Pembroke et al. [2012] . Moreover, we use a parallel field-line tracing algorithm that allows us to efficiently extract magnetic field traces, essential for the coupling, in a manner that scales well to large numbers of computational cells distributed over many processors. Our newly coupled model, however, does not include a plasmasphere where Pembroke et al. [2012] includes a static plasmasphere model. The inclusion of a dynamic plasmasphere model is in our future plans, but it is beyond the scope of the present work. Despite these differences, the present work is along similar lines to Pembroke et al. [2012] and De Zeeuw et al. [2004] . The approaches all seek to combine bounce-averaged kinetic treatments of the ring current with MHD models of the global magnetosphere in order to obtain a more complete picture of the near-Earth space environment.
[11] Finally, we believe the presented coupling scheme allows us to adequately describe electrodynamics of the inner magnetosphere during active times. To prove that, we run the coupled model for a number of storms. We show a comparison between observed and modeled Dst index, as well comparison with THEMIS, GOES, and TWINS ENA data sets.
[12] A detailed description of our modeling set up is provided in section 2, and the event details and results are given in section 3. We summarize our results and discuss our conclusions in section 4.
Model Details
[13] The two main models used in this paper are the Comprehensive Ring Current Model (CRCM) and the Block-Adaptive-Tree Solar-Wind Roe-Type Upwind Scheme (BATS-R-US) magnetosphere model. Using these two codes together allows us to consistently model the inner and outer magnetosphere. This section is divided into three parts. First, section 2.1 provides a brief description of the BATS-R-US model. Then a description of the CRCM code is given in section 2.2. Finally, the coupling and improvement of the parallel performance of the models is described in section 2.3.
BATS-R-US
[14] In this study, the global magnetosphere is represented by the Block-Adaptive-Tree Solar-Wind Roe-Type Upwind Scheme, or BATS-R-US, code. BATS-R-US is typically configured to solve to the ideal MHD equations but is in fact a multiphysics code. Other than ideal MHD, BATS-R-US can solve the semirelativistic [Gombosi et al., 2001] , Hall [Tóth et al., 2008] , multispecies [Glocer et al., 2009a] , and multifluid [Glocer et al., 2009b] MHD equations. The present study primarily uses BATS-R-US configured to solve the ideal MHD equations. Explicit, implicit, and point-implicit time-stepping are all available. Several total variation diminishing schemes are implemented with a finite volume discretization on block-adaptive grids of both Cartesian and non-Cartesian geometries [Ma et al., 2007; Stout et al., 1997; Gombosi et al., 2001; Tóth et al., 2006 Tóth et al., , 2008 Tóth et al., , 2012 .
[15] In this study, we use a Cartesian grid. The computational domain of the magnetosphere model extends from 32 R E upstream to 224 R E downstream of the planet and 64 R E to the sides. The inner boundary is a sphere of radius 2.5 R E centered on the Earth. The grid resolution varies from 1/8 R E in most of the inner magnetosphere to 4 R E near the outer edges of the simulation domain. The use of higher resolution in the inner magnetosphere is needed for the accurate field-line tracing required by the inner-magnetosphere coupling. We set the solar-wind conditions upstream of the planet using measurements by the ACE satellite.
[16] The BATS-R-US global magnetosphere model interacts with models representing other physical domains through the Space Weather Modeling Framework (SWMF) (see Tóth et al. [2005] ; Tóth et al. [2012] for details). In the configuration used for this study, the BATS-R-US inner boundary interacts with an ionosphere model represented by a 2-D height-integrated conductance model and potential solver . The SWMF also provides the coupling framework through which we couple the CRCM model (see section 2.3).
CRCM
[17] The Comprehensive Ring Current Model (CRCM) [Fok et al., 2001 ] provides a description of the innermagnetosphere ring current electrons and ions. The temporal and spatial variation is found by solving the bounce-averaged Boltzmann transport equation [Fok and Moore, 1997] given by the following:
where f s = f s (t, , , M, K) is the field-line averaged distribution function of a species s. The magnetic latitude and magnetic local time (MLT) are represented by and , and the relativistic magnetic moment is given by M. K = J/ p 8m 0 M, with J representing the second adiabatic invariant. The right-hand side of the equation represents the loss terms due to scattering into the loss-cone and charge exchange. Coulomb losses and wave diffusion are also included in the model [Fok et al., 1996] . The CRCM grid is defined by the ionospheric foot point of the field line. The simulation domain is further restricted to the region of closed field lines, extending no further than 15 Earth radii from the center of the planet.
[18] The CRCM differs from the RCM (the only other two-way coupled inner-magnetosphere model) in that it provides both pitch-angle and energy information. The inclusion of pitch-angle information allows for a broader study of physical processes, including wave-particle interactions and loss processes that lead to scattering into the loss cone. Additionally, the pitch-angle information is needed for the ENA estimations carried out in section 3.
[19] has taken the first steps toward coupling the CRCM with the BATS-R-US code. This work has established one-way coupling where magnetic field information is provided to the CRCM from BATS-R-US, but inner magnetospheric pressure is not passed back. The present work builds on the past work of by completing the full two-way coupling.
Coupling
[20] To couple the CRCM and BATS-R-US models together, we take advantage of existing infrastructure in the Space Weather Modeling Framework (SWMF) for innermagnetosphere coupling put in place by De Zeeuw et al. [2004] ; the ability to reuse coupling infrastructure for multiple modeling components is a key advantage of the framework approach. The details of the coupling and some computational improvements are described in this section.
[21] The information flows between the models can be described as follows. Magnetic field-line traces whose foot points correspond to the CRCM grid are extracted from the BATS-R-US model using an efficient parallel field-line tracing algorithm described by Glocer et al. [2009c] . Those field-line traces are passed to the CRCM model along with equatorial mass density and pressure at the CRCM outer boundary, typically near 10 R E on the nightside. The CRCM also takes the ionospheric potential calculated by the interaction of BATS-R-US and a height-integrated conductance model and potential solver . The CRCM then calculates the ring current fluxes and determines the density and pressure. The density and pressure at the minimum magnetic field location along the field line are then fed back to BATS-R-US and used to nudge the BATS-R-US values in the inner magnetosphere. We note that the CRCM feedback creates pressure-driven region 2 field-aligned currents in BATS-R-US that are included in the currents passed to the height-integrated potential solver. In other words, it is the BATS-R-US potential solver that is used , but the currents account for both BATS-R-US and CRCM contributions. Simulation/CPU Time REAL TIME SPEED The plot on the right presents the parallel scaling performance of the coupled model as the number of processors dedicated to CRCM is increased.
[22] The application of the CRCM density and pressure in BATS-R-US is done in the following manner. BATS-R-US must find (or determine the nonexistence of) the ionospheric foot point of every point in the magnetosphere domain; the parallel field-line tracing algorithm is used again here. The CRCM density and pressure (at the minimum B location) is then interpolated to that foot point. Since CRCM allows for pitch-angle anisotropy, the density and pressure it calculates is not necessarily constant along the field line. Varying these values along the field line, however, is not consistent with an equilibrium solution in ideal MHD. Therefore, when applying the CRCM density and pressure in BATS-R-US, we assume them to be constant along the field line. As a result, the density and pressure interpolated to the foot point are taken to be the density and pressure at the corresponding point in the magnetosphere. Rather than overwrite the BATS-R-US density and pressure with the CRCM values, which could introduce numerical instabilities, we create a source term in the continuity and pressure equation that pushes the BATS-R-US values toward the CRCM values over some time . For pressure, the source term takes the form
where p B is the BATS-R-US pressure and p C is the CRCM pressure at a given location. The choice of a specific is left to the user, but we have found that 20 s seems to work well. An analogous equation is used for the density. All of the information exchange happens on the order of 5-10 s.
[23] We recognize that the assumption of constant pressure along a field line implies an isotropic pitch-angle distribution which is not necessarily the case in CRCM. An alternative possibility is to drop the assumption of constant pressure along the field line. Allowing the pressure to vary in this way, however, is inconsistent with an equilibrium solution in MHD and so this approach is not used. Another possibility is to use anisotropic MHD in BATS-R-US [see Meng et al., 2012] , in which case varying the pressure along the field line consistent with the pitch-angle distribution in CRCM would be possible. The implementation of the anisotropic MHD equations in BATS-R-US is still quite new, and so we leave this option to a separate publication. We view holding the pressure constant along the field line a reasonable compromise that allows the coupling to work for ideal, Hall, multifluid, and semirelativistic MHD.
[24] We discovered during our initial tests of the coupled model that simulations with the CRCM model ran much slower than simulations with just BATS-R-US and the ionospheric potential solver. To improve computational efficiency, we parallelized CRCM using the Message Passing Interface (MPI). In particular, we use domain decomposition to divide the CRCM grid in MLT equally among processors. The left panel of Figure 1 presents a schematic view of how the domain is divided. The figure shows the ionospheric CRCM grid (white crosses), and the colored translucent triangles represent the portion of the grid allocated to a given processor. This example shows how the domain is divided among six processors, although any number of processors could be used as long as that number is less than the number of points in MLT. An additional advantage of this model parallelization is that we can choose to increase the grid resolution in the model with only a modest penalty as long as we have extra processors.
[25] To test the performance of the coupled model and the newly parallelized CRCM, we conduct two scaling tests on the NASA Pleiades supercomputer. Both tests use BATS-R-US with 1.8 million cells in the magnetosphere, the ionospheric solver on two processors, and the CRCM on one, four, eight, and 16 processors. The first test has BATS-R-US running on 128 processors, and the second test has BATS-R-US running on 256 processors. The results of the scaling tests are presented in the right panel of Figure 1 . The horizontal axis represents the number of inner-magnetosphere (IM) processors used by CRCM, and the vertical axis is the shows the coupled model reaching near real-time performance when eight processors are dedicated to CRCM. The lack of further improvement as more processors are added to CRCM is due to having reached the performance level when CRCM is not included minus the overhead costs from the coupling. The second case (red line) shows that real-time performance is surpassed when eight processors are dedicated to CRCM, and the model performance continues to improve as more processors are dedicated to CRCM. Eight processors is a paltry number compared to the number typically used by BATS-R-US so the extra processors needed to get fast performance is not a large burden.
[26] We test the basic effect of two-way coupling with the inner magnetosphere by contrasting two simulations: one with inner-magnetosphere coupling and one without. Our two simulations are run for 12 h with constant southward IMF (B Z = -5 nT) and steady, typical, solar-wind conditions. For this test, we also align the dipole axis and rotation axis together with the z axis to reduce complexity. shows the pressure and magnetic field in the x-z plane for this test. The plot on the left does not include innermagnetosphere coupling, while the plot on the right does include inner-magnetosphere coupling. The figure shows that including two-way coupling with CRCM, we get a substantially larger pressure in the inner magnetosphere.
[27] Figure 3 presents the effect of coupling with the inner magnetosphere on the shape of the last closed field-line surface on the dayside. We find this surface in the following manner. First, we select a regular grid of points on the dayside in polar and azimuthal angle. We then find the radial location of the last closed field-line surface corresponding to each polar and azimuthal angle by using a very efficient and precise bisection method. Specifically, for each angle pair we choose two points at different radial distances; one is at 3 R E , and the other is at 25 R E . If we restrict the polar angle range to avoid the polar cap, magnetic field lines traced from these two points will have "closed" and "open" topologies. A point is then chosen with a radial distance in the middle of these two points, and the topology of the magnetic field line going through that bisecting point is determined. Based on the topology, we can determine if the radial crossing point of the last closed field-line surface is between the bisecting point and the Earthward boundary or the bisecting point and the anti-Earthward boundary. The bisecting point now becomes a boundary of the interval containing the point on the last closed field-line surface, a new point bisecting that interval is chosen, and the process begins anew. We continue this bisecting approach until the interval shrinks to the desired level of accuracy, 10 -6 R E in this case. Repeating the method for each polar and azimuthal angle, we can accurately find the last closed field-line surface.
[28] The green surface represents the case with innermagnetosphere coupling, while the purple surface represents the case without inner-magnetosphere coupling. Clearly, including two-way coupling with the inner magnetosphere causes the surface formed by the last closed field line to stand further away from the planet with a slight dawn dusk asymmetry. This is because, as seen in Figure 2 , including inner-magnetosphere coupling increases the thermal pressure in the inner magnetosphere, effectively inflating the closed field-line region. A stronger ring current acts to increase the magnetic field on the dayside and more effectively stand off the solar wind. The asymmetry can be explained by looking at the equatorial pressure distribution presented in the left plot of Figure 4 . The pressure is seen to have a similar dawn dusk asymmetry. We also note that the electric potential in the equatorial plane (middle) is consistent with self-consistent electric field calculations with the uncoupled CRCM. Comparing this potential to the potential pattern without a ring current (right) shows that inclusion of the ring current leads to increased shielding and a skewing of the potential.
Results
[29] We apply our newly coupled model in two studies. The first study is presented in section 3.1 and focuses on the ability of the model to calculate Dst in four different events. Dst is a useful quantity for validating our coupled model as it is related to the total energy density of the ring current. The second study, presented in section 3.2, is an in-depth study of a single event that looks at the model's ability to reproduce and understand Dst, ion flux, magnetic field, and ENA measurements.
Study 1: GEM Dst Challenge
[30] The first application of the newly coupled model is the Geospace Environment Modeling (GEM) Dst challenge. This challenge was organized by a focus group of the GEM community to test the ability of various models to produce Dst [Rastätter et al., 2013] . That challenge consists of four events ranging from moderate to super storms. Specifically, the dates of the chosen events are the following:
[31] 1. [35] The purpose of this GEM challenge is to objectively test the performance of various models in their ability to predict Dst for a variety of cases. Our primary in using the challenge in this study is to provide an initial validation of our coupled model. Dst is a particularly good parameter to examine as it is directly tied to the ring current energy density through the so-called DPS relationship [Dessler and Parker, 1959; Vasyliunas, 2006] . Initial results from this study will also be included in the official publication of results from the GEM Challenge. The work here goes beyond what will be published as part of that challenge by including a comparison of synthetic Dst and Sym-H to measured Dst and Sym-H and by comparing two different methods for calculating synthetic Dst and Sym-H.
[36] In this study, we calculate synthetic Dst from the model using two different methods. The first is to determine the perturbation at the center of the Earth by taking the Biot-Savart integral over all cells in the simulation domain. For ease of reference, we will refer to synthetic Dst evaluated in this way as "Dst Model." The second method is to evaluate the average magnetic perturbation over a spherical shell centered around the Earth of radius 3 R E (chosen since it is close to the inner boundary but not overlapping that boundary). For ease of reference, we will refer to synthetic Dst evaluated using this second method as "Dst Flux 3 Model." These methods should give similar results as both techniques are intended to approximate the magnetic perturbation at the center of the Earth. However, the IMF contributes a uniform magnetic field with no currents inside the computational domain. This contribution is therefore not included in the Biot-Savart integral that is performed inside the computational domain. The Dst Flux 3 Model approach does include this contribution. To illustrate this effect, consider the limiting case where the dipole field of the Earth is switched off. In this case, the entire magnetic perturbation would be due to the IMF. However, this contribution would not be included in the Biot-Savart integration. Averaging the perturbation on the surface of a spherical shell (like the Dst Flux 3 approach) would find the correct perturbation. We also note that choice of radius for the spherical shell in the Dst Flux 3 calculation could potentially be the source of some of the difference.
[37] Figure 5 presents a direct comparison of our modeled Dst to measured Dst and Sym-H. The black and blue lines represent the measured Dst and Sym-H, respectively. The red and green lines are the Dst Model and Dst Flux 3 Model results, respectively. Each panel shows a different event. The x axis represents hours from the start of the simulation (starting time is labeled for each case). The y axis represents the magnetic perturbation in nanotesla.
[38] To objectively evaluate the ability of the model to replicate each of these cases, we adopt the GEM challenge metrics of prediction efficiency and prediction yield. Prediction yield is defined by the following:
and is a basic measure of the model's ability to reproduce the maximum change in Dst. A value of 1.0 indicates a perfect prediction yield, while values above or below 1.0 indicate an overestimate or underestimate of the maximum change. The prediction efficiency is defined by the following:
and is a measurement of whether the model error exceeds the variance in the data. A prediction efficiency of 1.0 is a Figure 6 . Scatter plots of model performance showing the prediction yield and the prediction efficiency for each event. Skill scores are computed using Dst and Sym-H comparisons for both methods of calculating the Dst perturbations discussed. The plots on the left show the results including a baseline shift, while the plots on the right include no shift.
perfect prediction (no model error). A prediction efficiency of 0.0 indicates that the error is comparable to the variance, and a value less than 0.0 indicates that the error exceeds the variance in the data.
[39] We present the skill scores in Figure 6 using scatter plots with prediction efficiency on the x axis and prediction yield on the y axis. Each event is color coded: event 1 (blue), event 2 (green), event 3 (red), and event 4 (purple). Hour-averaged Dst comparisons have a square shape, and minute-averaged Sym-H comparisons have a circular shape. Comparisons where the modeled Dst was found using the Biot-Savart integral have a thick yellow border, and cases where the modeled Dst was found by taking the average magnetic perturbation on a surface of radius 3 R E centered around the Earth have a thin boarder. We further investigate the contribution of a potential baseline shift that may be corrected for in the data but not in the model result. The left panel of Figure 6 shows the result with a shift of no more than˙20 nT that gives the best comparison; the right-hand panel shows the unshifted result.
[40] Examination of the results presented in Figure 6 allows us to draw the following conclusions. First, our modeled results compared with hour-averaged Dst produced a better prediction yield than comparisons with minuteaveraged Sym-H. This is likely due to spikes visible in the Sym-H observations that get smoothed out in the Dst observations. Second, the worst prediction efficiency is found for the smallest event (event 3), while the best prediction efficiency is found for event 4 which has a "classic" Dst signature. By "classic" we mean a the Dst exhibits a clear onset, main phase, and recovery. Smaller events, such as event 3, have a much smaller variance than larger events, resulting in larger ratios of error to variance and lower prediction efficiencies. Third, the two methods of calculating synthetic Dst from the model yield similar results in most cases, but the Dst Flux 3 Model approach gives notably better results in event 3. The difference in event 3 is likely due to small changes having a bigger effect on the metrics since the observed variance and observed difference between maximum and minimum values are smaller. Finally, the inclusion of a baseline shift improves the prediction efficiency of the result in all cases; when a baseline shift is included, none of the comparisons have negative prediction efficiency. The magnetic field perturbation is known to be nonzero by as much as 25 nT when Dst is zero [Sugiura, 1973; Langel et al., 1980] , but the model does not account for this in its calculation; a baseline shift is therefore reasonable.
[41] Overall, our newly coupled model does a reasonable job predicting Dst and Sym-H according to our two metrics. The predictive yield demonstrates that we capture the net change in most cases within 20-30%. A positive prediction efficiency for most cases without the baseline shift, and for all cases with the baseline shift, demonstrates that the error is smaller than the variance in the data. Compared to other global MHD models that also studied these events as part of the GEM Dst modeling challenge (published separately), our model performs quite well. Of course, this study only focuses on one parameter, Dst, but in the next section, we will present a more in-depth case study.
Study 2: Event Study of 22 July 2009
[42] In our second part of the study, we examine the moderate geomagnetic storm that occurred on 22 July 2009. This event has excellent data coverage from TWINS 1 and 2 satellites, THEMIS satellites, and GOES 11 and 12 magnetometer data; we compare directly to all of these data sets. Moreover, this event was previously studied by Fok et al. [2010] using the standalone CRCM model, allowing us to assess the benefits of using a two-way coupled model. In addition to providing validation of the modeling approach, we also use this event study to look at the consequences of ion composition on the model calculation.
[43] Figure 7 presents the geomagnetic indices and solarwind conditions for this event. The solar-wind speed increased from about 300 km/s at the start of the day to about 450 km/s half way through. The solar-wind density peaks at 50 cm -3 at about 3:30 UT before slowly falling back below 10 cm -3 at 10:00 UT. The IMF Bz begins at -5 nT and then drops to -15 nT at 3:00 UT. There is a brief northward turning at 5:00 UT, coinciding with a strongly negative By component, before Bz dips again to -15 nT at 7:00 UT. The Dst exhibits a double dip pattern, reaching a minimum of about -80 nT at 6:00 UT and again at 9:00 UT. Two dips [44] In this study, we consider the coupled model with two variations of composition. In these cases, we have to make an assumption of the relative composition of the density passed from BATS-R-US to the CRCM outer boundary; in the first case, we assume the composition to be 20% O + , and in the second case, we assume that the composition is 40% O + . Both cases further assume that H + and O + have the same temperature. These assumptions are clearly imperfect, but since we are solving the ideal MHD equations, there is little other choice. In future studies, we may improve on these assumptions by configuring BATS-R-US to solve the multifluid MHD equations [Glocer et al., 2009b [Glocer et al., , 2009a .
[45] Figure 8 shows how the average composition at geosynchronous orbit varies over the course of the event based on the empirical relationship of Young et al. [1982] . We note that the CRCM outer boundary is further out than 6.6 R E , and the empirical relationship in the figure is meant to be used only as a guide for what the variation in the composition could be.
[46] Figure 9 presents + , and, up until about 10:00 UT, matches the data better. After 10:00 UT, the case with more O + appears to be in better agreement. As expected from the empirical relationship of Young et al. [1982] , the amount of O + is expected to vary over the course of the event, so the fixed values we consider for composition may not perform as well as a varying composition.
[47] To understand why increasing O + reduces Dst in our simulation, we have to consider the effect on the boundary temperature. At the outer boundary, BATS-R-US provides CRCM with the total mass density and pressure. Based on the relative composition, CRCM converts that total mass density and pressure into number density and temperature. Since O + is 16 times heavier than H + and we assume that both species have the same temperature, increasing the percentage of O + results in larger temperatures. Moreover, higher temperatures mean larger gradient-curvature drifts. The likelihood of a particle at the boundary of the simulation being trapped in the ring current depends on the interplay between the E B and gradient-curvature drifts; the larger the gradient-curvature drift is relative to the E B drift, the more likely the particle is to hit the magnetopause and be lost. Therefore, increasing the percentage of O + on the boundary raises the temperature on the boundary but results in a weaker ring current. This same effect was noted by Welling et al. [2011] .
[48] It is important to note that H + and O + do not necessarily share the same temperature and the presence of large quantities of cold O + on the boundary could have the opposite effect and increase the ring current strength. This demonstrates a fundamental limitation of using single-fluid MHD in this coupling scheme; single-fluid MHD does not . Expected composition at 6.6 R E based on the formula of Young et al. [1982] . The solid line is the average value expected from the formula, and the dashed lines represent the upper and lower ranges from the formula. provide any information regarding the composition or temperature of the various species, and some assumptions must be made. Those assumptions can significantly alter the ring current which is very sensitive to composition, density, and temperature on the boundary. Therefore, future work must make use of multifluid MHD with an ionospheric source.
[49] Beyond Dst, we can also use satellite observations to validate the ion flux levels predicted by our model. We do this in two ways. First we extract the ion flux along the THEMIS D trajectory as it cuts through the ring current and compare it with the in situ THEMIS D measurements. The THEMIS D trajectory is shown in Figures 10a-10c . This comparison provides a direct comparison of the energy and time distribution of the ion flux but only at a specific spatial and temporal location. To get a more global understanding of the flux, we compare TWINS 1 energetic neutral atom (ENA) observations with synthetic ENA images created from our model. ENAs are formed when hot ring current ions charge exchange with the extended neutral exosphere of the Earth resulting in a hot neutral atom and a cold ion. ENAs therefore provide an indirect observation of the ring current ion flux.
[50] Figure 10 presents a direct comparison of the energytime spectrogram of the ion differential energy flux from THEMIS D along with the model results extracted along the satellite trajectory (shown in Figures 10a-10c) . Figure 10d shows the in situ observations, Figure 10e shows the case with 20% O + on the outer boundary, and Figure 10f shows the case with 40% O + on the outer boundary. We see that before 11:00 UT, the case with less O + has larger fluxes and a broader energy distribution than both the observations and the case with more O + . We further find that before about 11:00 UT, the case with more O + predicts slightly smaller fluxes than the THEMIS D observations, but the peak of the distribution is slightly higher. After about 12:00 UT, on the outbound leg of the satellite orbit, both simulation cases underestimate the flux levels. Despite underestimating the flux, the overall shape of the distribution, including the location of the peak, the notch at about 20 keV, and the increased low energy population below 10 keV, is similar. We also find that the gap in the flux between the inbound and outbound trajectories is smaller in the simulation than in the data. This reduced gap size indicates that the ring current penetrates closer to the Earth in the simulation than it does in reality and also that the shielding is too weak.
[51] Another interesting feature of the comparison in Figure 10 is the ability of the model to reproduce the "nose structure" apparent in the observations. The term "nose structure" was introduced by Smith and Hoffman [1974] and is indicative of ions of a particular energy penetrating to lower L-shell than ions of different energies. The formation of nose structures has been previously found to be sensitive to representation of the electric field [e.g., Buzulukova et al. 2003; Buzulukova and Vovchenko 2008] . This particular nose structure was also modeled using a self-consistent electric field and empirical magnetic field with the uncoupled version of the CRCM model . Our results are qualitatively similar to those with the uncoupled version of the CRCM model, but there are some key differences. The simulated fluxes along the ion trajectories during the outbound trajectory (after 12:00 UT) are stronger in the uncoupled version, and the energy bin that penetrates furthest into the ring current is lower. These differences indicate that the shielding effects in the uncoupled model are stronger than in the coupled model.
[52] The availability of new energetic neutral atom (ENA) observations from the TWINS satellites allows us to evaluate the reasonableness of our modeled ion flux in a global sense. To generate synthetic ENA observations from our simulations, we combine the modeled ion flux and magnetic field with an empirical model of the neutral exosphere. Using an optically thin assumption and knowledge of the spacecraft location and pointing, we can construct lineof-sight integrated images of ENA that can be directly compared to TWINS observations. It is important to note that the CRCM fluxes contain pitch-angle information so the ENA emissions are not assumed to be isotropic.
[53] Figure 11 shows TWINS 1 ENA observations at 13.4 keV (top row) compared to synthetic ENA images for our two composition cases (bottom two rows). Two times are shown, 3:00 UT (left column) corresponding to a time as the Dst is dropping, and 5:00 UT (right column), which is close to the minimum Dst. We see that the case with more O + on the boundary has ENA flux levels closer to the TWINS 1 observations, while the case with less O + overestimates the ENA flux by about an order of magnitude. Additionally, the ENA flux predicted by the model is shifted counterclockwise by about 45°. There are two sources of this MLT shift. First, the bow-tie-like strong emission seen in the ENA images is an internal scattering effect of the intense low-altitude ENAs . Disregarding this strong emission in the data removes some of MLT difference between the data and model. The rest of the MLT difference is likely due to the weaker shielding (and resulting increased skewing) noted in the THEMIS D comparison earlier.
[54] There are two likely explanations for how the model could overestimate the ENA flux. First, the empirical model of the neutral exosphere could be too dense. This would result in a larger number of ENAs being created since more cold neutrals are available to charge exchange with hot ring current ions. The second possibility is that the ion flux calculated by the model is too large. In this scenario, the number of hot ring current ions available to charge exchange with cold neutrals is greater. The second scenario seems to be consistent with the in situ THEMIS D observations, presented in Figure 10 , which indicate that the simulation with less O + on the boundary tends to overestimate the flux on the inbound leg of the orbit, while the simulation with more O + slightly underestimates the flux. Such a pattern appears to be present in the ENA temperatures are the same. As mentioned earlier, changing the relative temperature could affect the results, but such an investigation is beyond the scope of the current study.
[56] Our final data-model comparisons for this event look at the magnetic field at geosynchronous orbit as measured by the GOES 11 and 12 satellites. Figure 12 presents the comparison of the model to the GOES 11 satellite, and Figure 13 presents the comparison of the model to the GOES 12 satellite. In both figures, the upper right presents the satellite trajectory during the simulation; the plots on the left show the magnetic field components for the 40% O + case, while the plots on the right show the magnetic field components for the 20% O + case. The data are shown in blue, and the simulations are shown in black. Qualitatively speaking, both simulations do a reasonable job of capturing the magnetic field during the event with neither case performing obviously better than the other. One difference that does stand out is that the fluctuations in the modeled magnetic field appear stronger in the case with less O + . This is particularly evident beginning around 9:00 UT in Figure 12 . At this time GOES 11, located near midnight MLT, observes a significant dipolarization event with a sudden increase in B Z . The modeled B Z shows a jump in B Z as well, albeit delayed in time. In comparing the two simulations, the variation is much stronger when less O + is present on the boundary.
[57] In contrast to the previous section which compared a single parameter, Dst, across multiple events, this section looked at various parameters for a single event. Overall, we found that the model does a reasonable job at replicating Dst, ion fluxes, and magnetic field. The overall ENA fluxes are consistent between the model and observations, but significant differences are visible. Moreover, we found that magnetospheric composition is a critical component that must be considered to appropriately model the inner magnetosphere.
Discussion and Conclusion
[58] We presented details and initial validation of the twoway coupled CRCM + BATS-R-US model; BATS-R-US represents the global magnetosphere, while CRCM represents the inner magnetosphere. Our coupling paradigm takes advantage of existing infrastructure in the SWMF for inner-magnetosphere coupling. Such reuse of coupling infrastructure for multiple modeling components with minimal software change is a key advantage of the framework approach. We used our newly coupled model to look at two studies: the ability to reproduce Dst for a range of events from the GEM Dst challenge and a detailed event study of the 22 July 2009 storm.
[59] In simulating the four events from the GEM Dst challenge, we were able to quantify model performance for events ranging from moderate to super storms. Dst is a nice parameter to focus on for multiple event validation of our model as it is related to the total energy density of the ring current. We found that our newly coupled model did a reasonable job predicting Dst and Sym-H according to our two metrics, prediction efficiency and predicted yield. The predictive yield demonstrated that we capture the net change in most cases within 20-30%. We also found a positive prediction efficiency for most cases without including a baseline shift in the modeled Dst and for all cases when the baseline shift was included. Moreover, we detailed two methods for calculating the Dst from the simulation, both of which give comparable results. As described in a forthcoming paper on the GEM challenge, coupled models, including this one, tended to perform favorably as compared to other global MHD models that did not include ring current coupling.
[60] Our second study focused on an event study of the 22 July 2009 geomagnetic storm. We simulated the event with our newly coupled model for two composition scenarios and directly compared the result with Dst, THEMIS D energy spectragrams, TWINS ENA images, and GOES 11 and 12 magnetometer data. Overall, we found that the model did an adequate job of replicating the trends in the data. We further found that composition can have a large effect on the result. Increasing the relative O + percentage on the CRCM outer boundary resulted in less ion flux being captured into the ring current. This resulted in lower Dst, lower differential energy flux, and reduced ENA emissions.
[61] It is important to note that lack of composition information is an inherent shortcoming of using single-fluid MHD for the global magnetosphere. Such a model is incapable of providing a specification of composition to the ring current model. We note that uncoupled ring current models also suffer from this issue. Therefore, we had to make assumptions regarding partitioning the density. Moreover, we assumed that O + and H + would have the same temperature at the boundary, but this is not necessarily true. Indeed, if the O + reaching the outer boundary was cold, it would be more likely to be captured and could result in a stronger ring current. As a result, we should be careful in interpreting the model results and not draw to a broad conclusion regarding the effect of composition. Moreover, future work should move toward using multifluid MHD representations of the global magnetosphere together with a specification of the ionospheric outflow.
[62] It is interesting to compare our results with recently published results from two-way coupled MHD LFM-RCM model [Pembroke et al., 2012] . Under southward IMF Bz, the coupled model produced strong oscillations of the near-Earth plasma sheet and sawtooth signatures at geosynchronous orbit. To avoid instabilities, boundary between the RCM and LFM was placed inside 6 R E . Our coupling scheme allows the boundary to be placed further from the Earth, to the CRCM typical boundary at 10 R E . We do not find strong oscillations of the near-Earth plasma sheet as found by Pembroke et al. [2012] ; still we have good datamodel comparisons. The validity of the bounce-averaged approach to model dynamics of inner plasma sheet and particle injection was studied recently by Wolf et al. [2012a Wolf et al. [ , 2012b . It was shown that both the MHD and bounceaveraged approaches give a similar time integral of E B drift velocity and net energization of the injection, although bounce-averaging misses some important aspects of physics (e.g., interchange oscillations). Based on these findings as well as on our results from data-model comparison, we conclude that our coupling scheme works reasonably well and allows us to describe the overall dynamics of the inner magnetosphere and near-Earth plasma sheet during storm times (although possibly missing some details of substorm injection).
[63] Overall, our newly coupled model demonstrated reasonable agreement with Dst, in situ, and remote observations. Composition and its treatment was also found to be a very important consideration when including a ring current model into a global framework. Future improvements to this coupling scheme will include the use of a multifluid MHD code with an ionospheric source [Glocer et al., 2009b] to represent the global magnetosphere and inclusion of pitch-angle anisotropy in the model coupling by using an anisotropic MHD code [Meng et al., 2012] .
