A numerical study of three-dimensional effects on the performance of a micronozzle fabricated from at silicon wafers is performed by use of both continuum and kinetic approaches. The nozzle operates in a low-Reynoldsnumber regime, and viscous effects dominate the gas expansion. Thrust losses occur because the shear on the wall is greater in a at nozzle con guration than in an axisymmetric conical nozzle. Therefore, the prediction of the micronozzle performance based on axisymmetric or two-dimensional modeling can lead to signi cant design errors. Comparison of simulation with recent data shows good agreement in terms of thrust predictions for cold-gas thrusters at Reynolds numbers of approximately 2 £ £ 10 2 .
I. Introduction
T HE recent advances in microelectromechanical systems (MEMS) have led to the construction of various types of micrometer-scaledmechanicaldevices.Bulk micromachiningof silicon and other materials has been used to produce pumps, small motors, channels,mechanicalsensors, and other devices. 1 MEMS technology has also been considered for the production of micrometersized rocket motors; however, several questions must be addressed before their utility can be assessed. One of the most important issues is an estimate of the thrust performance at the small scale that is possible with this new technology.
The dramatic change in the linear dimension affects both the mechanics of the working uid and geometric design of microdevices. From the uid mechanics point of view, a model is needed to take into account micro uidic aspects. 2 A typical ow in a cold-gas micrometer-sized device has a low Reynolds number on the order of 10 2 -10 3 ; therefore, viscous effects will be much more signi cant than in conventionallarge nozzles. Other consequencesof the small linear scale for supersonic nozzle ows are rarefaction effects resulting in the possibility of velocity slip and temperature jump at the gas-solid surface interface. The surface area to volume ratio in microdevices is high, and the wall effects may dominate the uid behavior inside the nozzle. Thus, accurate modeling of the uidsurface interaction is required.
Conventionalrocket nozzles are almost always of an axisymmetric shape and often have a contouredsection to direct the exhaust gas along the axis. Because entirely differentmaterials and manufacturing technology is used for MEMS, the geometric shape is different from that for large-scale nozzles. For the microfabricationof nozzle devices, the techniqueis well developedfor etching a simple-shaped device from a silicon wafer. Experimental measurements by Bayt and Breuer 3 of mass ow and thrust levels in a at contoured nozzle showed that for low Reynolds numbers, Re < 5 £ 10 2 , nozzle performance is strongly affected by viscous losses and there is a considerable deviation from a two-dimensional Navier-Stokes solution because of the three-dimensional effects.
The main objectives of this present work are the numerical study of viscous effects in micronozzle ows and comparisons of different geometric con gurations, axisymmetric conical and at three dimensional, in terms of thrust performance and ow elds. A twodimensionalmodel of a micronozzleis also examined and compared with the full three-dimensionalsimulation.
Application of modern computational uid dynamic techniques to model these ows can allow one to obtain detailed informationon ow structure and peculiarities. There are two general approaches to treat a uid in different ow regimes: continuum, when the scale of ow phenomena is large compared to the uid microscopicstructure, and kinetic, for a rare ed ow where phenomena at the molecular level become important. Because the ow regime varies from near continuum at the nozzle throat to rare ed at the nozzle exit, in micrometer-scale devices, accurate modeling is a challenging task for both approaches. Both kinetic and continuum numerical approaches are used in this study.
Severalearlierpaperspresentedcomputationalresultsfor axisymmetric micronozzle ows. 4¡7 Most of them employed the direct simulation Monte Carlo (DSMC) method, the most widely used approach for modeling rare ed gas ows. The work by Chung et al. 5 was performed with the goal to make a comparison between numerical modeling and experimental data. In the paper by Ivanov et al., 6 both DSMC and continuum methods were used to simulate the axisymmetric and two-dimensional ow in a nozzle at low Reynolds numbers.
The present paper is the rst application of the DSMC method to the modeling of three-dimensionalmicrothrusters.The solutions of the Navier-Stokes equations are also obtained to elucidate the area of applicability of the continuum approach. The paper also presents the rst comparison of accurate experimental data with calculations for three-dimensional nozzles for Re D 2 £ 10 2 . The earlier data of Bayt and Breuer 3 does not extend to such low Reynolds numbers. The ow of molecular nitrogen in micronozzles is analyzed in terms of ow elds and performance characteristics. The outline of the paper is as follows. In Sec. II, the geometricsetup and ow conditions are explained.Section III describesthe numerical methods and computational requirements for the cases under consideration. Results of numerical modeling are presented in Sec. IV. A discussion of the ow features is also given, and the capabilities of numerical methods are compared. Finally, nozzle performance parameters are compared for different geometric con gurations. Recent experimental thrust measurements of a at micronozzle at Re D 2 £ 10 2 are presented and compared. 8 
II. Micronozzle Con gurations and Flow Conditions
Two different micronozzle con gurations are considered: axisymmetric and three dimensional. The axisymmetric conical nozzle has an expansion angle of 15 deg, a throat diameter D t D 300 ¹m, and an exit-to-throat-area ratio of 100. A schematic of the threedimensional (hereafter referred as at) nozzle is shown in Fig. 1 . The throat width is equal to the axisymmetricnozzle throat diameter D t , and the height h D 300 ¹m. The expansion angle is 15 deg, and the area ratio is 10. The at nozzle dimensions are derived from a recent experimental study. 9 The at nozzle has the same cross section in the X Y symmetry plane as the axisymmetric nozzle, as well as the same nozzle length of 5.038 mm. The details on nozzle geometry and computational domain in X Y symmetry plane are given in Fig. 2 .
For the two geometric nozzle con gurations, the ow of molecular nitrogen was calculated at a stagnation pressure p c D 10 kPa and stagnation temperature T c D 300 K. Stagnation and critical conditions for a sonic ow at the throat are given in Table 1 . The Knudsen number at the throat for both nozzles is 5 £ 10 ¡3 , and the correspondingReynoldsnumber based on the throathalf-widthis 2 £ 10 2 . The temperature at the nozzle wall is assumed to be constant and equal to the stagnation temperature at the chamber.
III. Numerical Methods

A. Continuum Method
A continuum model was used to describe the gas ow in the axisymmetric and three-dimensional nozzles. Numerical solution of the Navier-Stokes equations for viscous uid ow was obtained with a nite volume spatial discretization on a structured threedimensional grid implemented in GASP.
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Molecularnitrogenis treatedas a perfectgas,and the temperaturedependent gas viscosity is obtained from the Sutherland model (see Ref. 11) . Viscous derivativeterms in the momentum and energy conservation equations are computed with second-order accuracy on the interior and gas-solid interface cells. The third-order, upwindbiased scheme is applied for spatial reconstructionof volume properties on the cell boundaries. To obtain a steady-statesolution, twofactor approximate factorization is used for time stepping. As was shown by Ivanov et al., 6 an extrapolationboundarycondition at the exit of a nozzle can signi cantly decrease the accuracy of the predicted performance at low Reynolds numbers. Therefore, an exterior region of the nozzle was also included in the present computational domain. Two-zone grids resolving gradients near wall boundaries and along the axis are used in the computations. Grid convergencestudies showed that the solution is grid independentfor grid dimensions of at least 200 £ 40 (zone 1) and 100 £ 60 (zone 2) for the axisymmetric and two-dimensionalcases and 200 £ 40 £ 20 (zone 1) and 100 £ 60 £ 20 (zone 2) for the three-dimensionalcase.
The GASP message passing interface (MPI) capabilities allow iterations in different regions of the computational domain to be performed in parallel. When this option is used on a two-processor SGI Octane, the total computationaltime for the axisymmetric case with the aforementioned axisymmetric grid is »8 h and »50 h for the three-dimensionalcase.
A no-slip boundary condition is used in these computations to model gas-surface interaction at a xed wall temperature. The temperature of the wall is set to the stagnation temperature at the chamber. The inlet conditionsare obtainedfrom ideal nozzle theory based on stagnation gas properties and an inlet area ratio. For the axisymmetric case, both subsonic and critical inlet conditions are considered. It was found that for the subsonicinlet conditionsthe boundary layer is thin compared to the the nozzle throat dimension. Hence, the difference between the ow eld solutions for these two types of inlet conditions is expected to be small. Figure 3 shows a comparison of the Mach number elds for the subsonic and critical inlet conditions except for regions close to the throat; the spatial distribution of Mach numbers is similar for both cases. Table 2 shows that the nozzle performance characteristics of the axisymmetric nozzle for both conditions are also similar.
The constant critical throat condition is, therefore, used as the boundary conditions for the axisymmetric and three-dimensional solutions calculated with the Navier-Stokes and DSMC methods. 
B. DSMC Method
The DSMC method 12 is a statisticalcomputationalapproachused for solving rare ed gasdynamics problems. During the past several years, it has also been successfully applied to modeling ows in the near-continuum regime. In this work, a DSMC-based software SMILE 13 is used in all DSMC computations. The majorant frequency scheme 14 of the DSMC method is used to model collisions between molecules. A variablesoft sphereis assumed to be the intermolecular potential model. 15 The Larsen-Borgnakke model 16 with temperature-dependent rotationaland vibrationalcollision numbers and discreterotationaland vibrationalenergiesis used for the energy exchange between translational and internal modes.
Under the ow and geometry conditions examined in this work, gas-surface interactionsare expectedto affect the ow signi cantly. The DSMC technique allows a detailed treatment of this interaction. Gas molecules can lose or gain a fraction of impulse and energy on a collision with a surface, and the outcome of the collision depends on physicaland thermal propertiesof the surface and gas. An ideally smooth surface would re ect particles specularly with the re ection angle equal to the incident angle, and the magnitude of the momentum components remain the same. Real surfaces have a signi cant degree of roughness at the molecular scale that results in inelastic diffusive collisions of a molecule with the surface.
One of the most widely used gas-surface interaction models, the Maxwell model, assumes that a fraction (1 ¡ ® d ) of incident particles is re ected specularly while the remaining fraction ® d experiences diffuse re ection, that is, particle velocities are distributed according to the Maxwellian distribution with the surface temperature. This parameter ® d is equal to the tangential momentum accommodation coef cient:
where P ¿ is the tangential momentum and indices i and r refer to incident and re ected particles. Experimental data 17 for silicon interacting with a nitrogen ow suggest an accommodation coefcient of ® d D 0:8. The Maxwell model with different values of ® d between 0 and 1 and the surface temperature T w D 300 K is used in the DSMC computations.
The degree of energy (or thermal) accommodationof the gas with the surface can also be modeled in a similar manner. The thermal accommodation factor ® E was assumed to be unity for the diffuse tangential momentum model.
The majorant frequency scheme used in SMILE was strictly derived from the Leontovichmaster kinetic equationfor the N -particle distribution function. In any system of a nite number of particles, N , there are statistical correlations between particles 18 that arise even when particles were initially independent. The master kinetic equationdiffersfrom the Boltzmannequation,the principalequation that describesrare ed gas ows, by the presenceof a sourceterm dependent on a pair correlation function, g D f 2 ¡ f 1 f 1 . Here, f 1 and f 2 are one-and two-particledistributionfunctions,respectively.The correlation function g / N ¡1 , and therefore, the correlation term vanishes when N ! 1.
The statistical dependence is inherent in any system of N particles. The number of simulated particles is, therefore, a crucial parameter for any DSMC study. There should be enough particles in the simulation so that the statistical correlations do not affect the result of the simulation and so that it can be considered a solution of the Boltzmann equation. It was suggested by Gimelshein et al. 19 to use the number of molecules in a cube with the linear dimension of the local mean free path¸as an estimate for statistical correlations. Usually, there should be a few molecules in¸3 for the correlations to be negligible. Therefore, the number of particles required is especially severe when the DSMC method is applied to model three-dimensional near-continuum ows. These requirements are connected with both the ow dimensionality and high density of the gas, that is, small¸.
Thus, it is important to analyze the in uence of the number of particles to have results independent of particle correlations. Convergence studies of the DSMC solution in terms of the number of particles were conducted for the three-dimensional micronozzle. The translational temperature and the X -velocity component U x pro les along the nozzle centerline are plotted in Figs. 4 and 5 for different numbers of simulated particles in the computational domain: N D 1:3 £ 10 6 , 5 £ 10 6 , 1 £ 10 7 , and 2 £ 10 7 . The simulations show that there is a dependenceof the translationaltemperature and velocity on N in the region of high ow density. It is seen from the pro les that the DSMC solution for a smaller number of particles is shifted. However, the results show that the solutions are essentially the same for N D 10 7 and 2 £ 10 7 particles and that convergence has been obtained.
In general,the DSMC calculationspresentedhere were carriedout with the following numerical parameters. Both adaptive rectangular grids were used for collisions and macroparameters sampling with a total of approximately 10 6 collisional cells used. A time step of 0:5 £ 10 ¡9 was used, and the total number of the sampling time steps was 80,000.
IV. Results and Discussion
A. Axisymmetric Conical Nozzle
Let us consider the ow in an axisymmetric conical micronozzle that was studied with the continuum and DSMC methods. A comparison of density elds obtained by the two techniques is given in Fig. 6 . The density is normalized by its value at the nozzle throat.
The ow elds obtained for the axisymmetric micronozzle are typical for cold-gas thrusters. The gas experiences about two orders of magnitudedecreasein densityalong the nozzleaxis(see Fig. 7 ). In the radial direction, the density decreases near the wall because the temperatureof the wall is higherthan that of gas.Axial velocity elds for the DSMC and Navier-Stokes solutions were studied. It was observed that the numerical solution of Navier-Stokes equations agrees well with the DSMC results inside the nozzle and in the core ow outside the nozzle. There is a signi cant difference between the two solutions only in the region of the nozzle lip due to the rapid expansion of the gas and a high ow rarefaction that is dif cult to capture by continuum methods.
Velocity contours qualitatively illustrate the growth of the boundary-layer thickness downstream from the nozzle throat. To study the boundary-layer growth in more detail, the distribution of the X component of velocity at the nozzle exit is given in Fig. 8 . The velocity gradient is large close to the axis, and the boundary layer occupies most of the exit area. The difference between the velocities at the wall for the two approaches is due to the difference in their boundary conditions. However, comparison of the velocity pro les along the nozzle axis shows a small difference between the two solutions.
Translational temperature contours are shown in Fig. 9 for the two different ow models. The agreement is satisfactory inside the nozzle except in the vicinity of the lip, where the impact of ow rarefaction is again signi cant. The GASP solver assumes there is an equilibrium between translational and rotational modes. The vibrational mode is essentially frozen at the low temperatures under consideration,and vibrational excitation is not an important factor; however, the rotational temperature may be signi cantly different from the translational one. Figure 10 shows the DSMC rotational and translational temperature pro les along the nozzle axis compared with the translational temperature pro le obtained by GASP. Differences between the translational and rotational temperatures beyond the nozzle exit can be observed. The difference between the translational temperatures obtained by the continuum and kinetic approaches is due to rarefaction and wall effects.
B. Flow in a Flat Micronozzle Computed Using Two-and Three-Dimensional Models
A two-dimensional model can be used to describe the ow in a nozzle of a at geometric con guration if the in uence of the end walls [the nozzle surfaces located in the x -y planes at z D 0 and h ( Fig. 1) ] is negligible. However, as was shown in the preceding section for an axisymmetric ow, the entire area of the nozzle exit is affected by the wall boundary layer. In the at nozzle case with the same ow conditions at the throat, an even larger impact of viscous effects can be anticipatedbecauseof a greatersurface area to volume ratio. Full three-dimensional ow modeling is, therefore, required 
Fig. 12 Contours of velocity component in the X direction for a at micronozzle calculated using the three-dimensional (top) and twodimensional (bottom) models.
to simulate the gas ow and to predict accurately the performance characteristicsof a three-dimensionalhigh aspect ratio micronozzle.
To examine the contribution of the third dimension at the given conditions,the modeling of two-dimensionaland three-dimensional ows in a at micronozzle was conducted using the continuum and kinetic approaches.The computationalgrid for the two-dimensional ow is the diverging nozzle portion of Fig. 2 . The density contours are shown in Fig. 11 for both the two-and three-dimensional ow models. Whereas the density decreases gradually in the twodimensional case, the ow in the three-dimensional nozzle experiences two successive expansions, at the nozzle throat and the exit. This is due to the contribution of two different processes, viscous dissipation and ow expansion. Pressure elds for the two-and three-dimensional ow models were also found to be signi cantly different. The pressure is higher inside the nozzle for the threedimensionalcase due to wall effects, and the core ow values are approximatelyseven times larger.In the expansionregion,downstream of the nozzle exit, the pressure is lower for the three-dimensional case because the ow expands in three dimensions.
A comparison of velocity elds for the two cases is given in Fig. 12 . As expected,the two-dimensionalmodel predicts the values of the velocity component in X direction to be larger inside the nozzle. For the three-dimensional case, the velocity rst increases at 1 mm downstream from the throat (the ow expansion dominates there) and then slightly decreases toward the exit because the wall effects become more important. The velocity has a local maximum of 450 m/s at »1 mm from the throat. The ow expands rapidly after the exit, and the velocity at 2 mm from the exit is even greater than the corresponding velocities in the two-dimensional case. Figure 13 shows that the translational temperature elds are also qualitatively different for the two ow cases. The temperature decreases downstream in the direction of the nozzle axis and increases at the wall (the gas is cooler than the surface) for the twodimensionalcase. There is a local minimum of temperature at 1 mm from the throat in the three-dimensional ow, and temperature val- ues are generally higher inside the nozzle and lower downstream from the exit plane for this case. The in uence of the end walls is, therefore, very important for the height to width ratio considered. For larger ratios, a smaller effect would be expected, and likewise there should be a smaller difference between the temperature elds predicted by the two-and three-dimensional models because the difference in the expansion process would also be reduced.
The differencein the expansionprocessis shown in Fig. 14 , where the molecular local mean free path is plotted. The mean free path increases gradually inside the three-dimensionalnozzle. It changes by a factor of three from the throat to the exit. For the two-dimensional case it grows more rapidly in the X direction, and there is also a strong growth across the nozzle near the walls. Note that the local characteristic length for the three-dimensional case is equal to the nozzle height h D 300 ¹m. The local Knudsen number at the exit plane is, therefore, about 0:1, which falls into a regime where the continuum model fails.
C. Wall Effects in Axisymmetric and Three-Dimensional Nozzles
To choose reasonablegeometric parametersthat will create a ow that expands through a micronozzle with minimal surface losses, an estimate of the boundary-layer thickness at the exit has to be made. A possible approach to nozzle design could be to utilize the ow over a plate for an assessment of the boundary-layerthickness growth. In a nozzle, though, the boundary-layer thickness grows much more rapidly than that over a plate due to the gas expansion. A full simulation is, therefore, required to examine the boundarylayer growth for a speci ed nozzle geometry and to choose a nozzle con guration that decreases the boundary-layer thickness.
To understand how the boundary layer grows in a threedimensional nozzle under the chosen conditions, Fig. 15 shows the translational temperature contours at different cross sections perpendicular to the nozzle axis. The viscous layer is developed very rapidly, and at a distance of several throat widths, it occupies the entire cross-sectional area. There is, therefore, no inviscid core in the gas ow inside the nozzle at the Reynolds number and aspect ratio modeled in this work.
The wall effects and ow expansion strongly impact the ow in a three-dimensional nozzle as compared to that in an axisymmetric nozzle. Figure 16 shows the translationaltemperature pro les along the nozzle axis for the three-dimensional and axisymmetric cases. After an initial decrease at the rst 1 mm due to the gas expansion, the temperature increases in the three-dimensionalnozzle. Such an increase is caused by the viscous dissipation of the ow kinetic energy due to the shear on the walls. Beyond the nozzle exit, where the gas experiences a free expansion into a vacuum, the velocities and temperatures coincide for the two cases because the mass ow rates are equal.
The large difference between the two solutions shown for the temperature pro les is also observed for the velocity elds. The pro les of the velocity in the X direction are presented in Fig. 17 . The velocity increases monotonously downstream from the nozzle exit in the two-dimensional case, whereas in the three-dimensional ow, there is a velocity minimum located at X D 0:004 m. The increase of temperature (Fig. 16 ) and decrease in velocity in the three-dimensionalnozzle is a consequenceof the shear on the walls. For a hypersonic nozzle ow expanding into vacuum, one would expect the extremum to be at the exit plane. However, the extremum is located upstream of the nozzle exit because of the subsonic region at the walls.
These results show that the presence of the walls is very pronounced in the three-dimensionalcase. The model used to simulate the gas-surface interaction is, therefore, important. Because all results presentedearlierwere obtainedusing the tangentialmomentum accommodation coef cient The ow solution for the three-dimensionalcase can be expected to show a greater dependency on the gas-surface interaction model becausewall effects dominate the ow insidethe nozzle. The DSMC temperature and density ow elds for ® d D 0:8 and 1 values were studied. There is a subtle difference in the core ow, but generally the temperatures and densities are very close for these two cases. The speci c impulse for these two cases was calculated, and the difference was found to be less than 1%.
D. Micronozzle Performance and Comparison with Experiment
The calculated thrust levels and speci c impulses for different micronozzle simulations are summarized in Table 3 . For the cases considered,the GASP solutionslightlyoverpredictsthe thrust values obtained by the DSMC method (by several percent). When axisymmetric and three-dimensional results are compared, the thrust, as well as the speci c impulse, are lower for the at micronozzle. The wall effects in the three-dimensionalcase also cause an approximate 20% reduction in thrust as compared to the two-dimensionalmodel. Note that the two-dimensionalmodel gives the highest thrust values for the three cases under consideration.The speci c impulse is also highest for the two-dimensional model (5% greater than for the axisymmetric nozzle and 20% greater than for the three-dimensional nozzle). The total impulse ux at different locations downstream of the throat of the three-dimensional nozzle obtained by the DSMC method is plotted in Fig. 19 . There is an undesirable reduction in thrust in the second half of the nozzle caused by the viscous losses. The way to increase the performance would be to make the micronozzle shorter or to increase its height.
Finally, the calculated thrust for the three-dimensionalmicronozzle is now compared with recently available experimentaldata close to Reynolds number of 2 £ 10 2 . The measurements of thrust for silicon fabricated nozzles were conducted at NASA John H. Glenn Research Center at Lewis Field. 8 The intended geometric design of the micronozzles was the same as described in Fig. 1 with the throat dimension of 300 £ 300 ¹m. The actual size of the fabricated thrusters varied due to the dif culties of miniature silicon etching. Before the testing, the throat dimensions were measured using a measuring microscope technique. A number of thrusters were then tested with gaseous nitrogen at room temperature in a vacuum facility. Further details may be found in Ref. 8 . Table 4 summarizes the speci c experimental conditions of the data used in the comparison with the three-dimensionalnozzle calculation presented here. Note that the modeling was conducted for a Reynolds number of 2 £ 10 2 at the throat. Thrust measurement accuracy was on the order of 3%. Figure 20 shows the comparison of calculated thrust at different axial stations and measured thrust for the corresponding area ratio nozzles. The computational results are in good agreement with the experimental thrust measurements. The calculated thrust is a maximum at approximately60% of the nozzle length, which corresponds to an area ratio of 6. Additional comparisonsbetween data and mod- eling are necessary, but the comparison shown in Fig. 20 suggests that there is an agreement in the thrust axial dependence.
V. Conclusions
A numerical study of two different geometric con gurations of micronozzles, axisymmetric and three dimensional, has been conducted for a throat Reynolds number of 2 £ 10 2 using the kinetic (DSMC method) and the continuum (solution of Navier-Stokes equations) approaches. A convergence study was performed for the DSMC method to reduce the statistical dependence between particles and to obtain a solution independentof the number of simulated particles.The signi cance of statisticaldependencebecomes critical in the three-dimensional case, where it was found that it is necessary to use at least 20 £ 10 6 particles to have a particle-independent solution.
The DSMC and Navier-Stokes solutions are in a satisfactory agreement for the two-dimensional ow inside the nozzle. There is a signi cant difference between them in the region near the lip where the ow expands rapidly. The use of an external zone in the continuum approach, which starts at the nozzle exit and expands downstream, allows one to eliminate the possible impact of the extrapolation out ow boundary condition at the nozzle exit. This results in thrust values that are in agreement with those obtained by the DSMC method.
Both the subsonic in ow conditions and critical throat conditions were considered in the continuum computations. The calculated ow elds and nozzle performance were shown to be insensitive to the type of in ow conditions.
The effect of the gas-surface tangential momentum accommodation coef cient on the ow was investigated by the DSMC method. The ow was found to be weakly dependent on this coef cient when it is changed from 0.8 to 1 for both the axisymmetric and three-dimensional cases. The axisymmetric ow changes signicantly for accommodation coef cients smaller than 0.5; however, this value of the accommodation coef cient is smaller than the experimental values for a nitrogen ow in a silicon microchannel.
The impact of wall effects on thrust level was examined for axisymmetric and two-and three-dimensionalmicronozzles.The ow in a at nozzle has a three-dimensionalstructure and is strongly inuenced by the end walls. The additional gas-surface interaction causes a signi cant reduction in thrust (about 20%) as compared to the two-dimensional model and an axisymmetric nozzle. Attempts to predict the performance characteristics of a three-dimensional microthrusterusing a two-dimensionalmodel may, therefore, result in signi cant design errors.
Comparison of the three-dimensional calculations presented in this work with recent experimental thrust data obtained at Reynolds numbers close to 2 £ 10 2 show good agreement.
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