Abstract. Evolutionary computation has become an important problem solving methodology among the set of search and optimization techniques. Recently, more and more different evolutionary techniques have been developed, especially hybrid evolutionary algorithms. This paper proposes an island based hybrid evolutionary algorithm (IHEA) for optimization, which is based on Particle swarm optimization (PSO), Fast Evolutionary Programming (FEP), and Estimation of Distribution Algorithm (EDA). Within IHEA, an island model is designed to cooperatively search for the global optima in search space. By combining the strengths of the three component algorithms, IHEA greatly improves the optimization performance of the three basic algorithms. Experimental results demonstrate that IHEA outperforms all the three component algorithms on the test problems.
Introduction
Evolutionary computation has become an important search and optimization technique for many researchers. The population-based parallel computation, collective learning process, self-adaptation, and robustness are some of the key features of evolutionary algorithms (EAs). EAs have been widely applied for solving important practical problems in engineering, business, and commerce, etc., yet in practice sometimes they deliver only marginal performance. There is little reason to expect that one can find a uniformly optimal algorithm for solving all optimization problems. This is in accordance with the No Free Lunch theorem [1] , which explains that for any algorithm, any elevated performance over one class of problems is exactly paid for in performance over another class. Recently, the hybridization of EAs is becoming more and more popular due to their capabilities in handling several real world problems that involve complexity, noisy environments, imprecision, uncertainty, and vagueness.
As reported in the literature, several heuristical techniques have been used to improve the general efficiency of EAs. Zmuda et al. [2] introduced a hybrid evolutionary learning scheme for synthesizing multi-class pattern recognition systems. Wang [3] developed a hybrid approach to improve the performance of EAs for a simulation optimization problem. A hybrid evolutionary Particle Swarm Optimization (PSO) method was proposed by Shi et al. [4] . The hybrid approach executes two systems simultaneously and selects P individuals from each system for exchanging after the designated N iterations. The individuals with a larger fitness have more opportunities of being selected. A hybrid technique that combines GA and PSO, called genetic swarm optimization (GSO), was proposed by Grimaldi et al. [5] for solving an electromagnetic optimization problem. Li and Wang et al. [6, 7] proposed a hybrid PSO using Cauchy mutation to reduce the probability of trapping local optima for PSO.
In this paper, an island based hybrid evolutionary algorithm(IHEA) is proposed based on Particle Swarm Optimization (PSO), Fast Evolutionary Programming (FEP) and Estimation of Distribution Algorithm (EDA). An island model using different evolutionary strategies is designed for improving the optimization performance of the component algorithms. A set of function optimization benchmark problems are tested in this paper.
The rest of the paper is organized as follows. Section 2 briefly describes PSO, FEP, and EDA optimization techniques. The proposed algorithm, IHEA, is presented in details in Section 3. Experimental results are shown in Section 4. Finally, some conclusions are given in Section 5.
Three Different Evolutionary Techniques

Particle Swarm Optimization
Particle swarm optimization (PSO) was first introduced by Kennedy and Eberhart in 1995 [8, 9] . PSO is motivated from the social behavior of organisms, such as bird flocking and fish schooling. Particles "fly" through the search space by following the previous best positions of their neighbors and their own previous best positions. There are several main versions of the PSO algorithms. The following version modified by Shi and Eberhart [10] is used in this paper. Each particle is represented by a position and a velocity, which are updated as follows:
where X i and X represent the current and previous positions of particle i, V i and V i are the previous and current velocity of particle i, P i and P g are the best-so-far position of particle i and the best position found in the whole swarm so far respectively. ω ∈ (0, 1] is an inertia weight which determines how much the previous velocity is preserved, η 1 and η 2 are acceleration constants, and r 1 and r 2 are random numbers generated from the interval [0.0, 1.0]. The framework of the PSO algorithm is given as follows:
Step 1: Generate the initial particles by randomly generating the position and velocity for each particle.
Step 2: Evaluate the fitness of each particle.
Step 3: For each particle i, if its fitness is smaller than the fitness of its previous best position (P i ), update P i .
Step 4: For each particle, if its fitness is smaller than the fitness of the best position (p g ) of all particles, update P g .
Step 5: Update each particle according to Eqs. (1) and (2).
Step 6: Stop if the stop criterion is satisfied; otherwise, go to Step 3.
From the mathematic theoretical analysis of the trajectory of a PSO particle [11] , the trajectory of a particle X i converges to a weighted mean of P i and P g . Whenever the particle converges, it will "fly" to the personal best position and the global best particle's position. This information sharing mechanism makes PSO have a very fast speed of convergence. Meanwhile, because of this mechanism, PSO can't guarantee to find the global minimal value of a function.
Fast Evolutionary Programming
Fast Evolutionary Programming (FEP) was proposed by Yao [12] by introducing Cauchy mutation instead of Gaussian mutation in classical EP (CEP). The framework of FEP is as follows:
Step 1. Generate initial population of µ individuals. Each individual is represented by a pair of real-valued vectors (
Step 2. Evaluate the fitness of each individual (x i , η i ).
Step 3. For each parent (
.., µ} by:
where
, and η i (j) denote the j −th component of individual (x i , η i ) respectively. N (0, 1) denotes a normally distributed one-dimensional random number with mean zero and standard deviation one. N j (0, 1) indicates that the random number is generated anew for each value of j. δ j is a Cauchy random variable with the scale parameter 1 and is generated anew for each value of j. The factor τ and τ are usually set to ( 2 √ n) −1 and √ 2n −1 [13, 14] .
Step 4. Calculate the fitness of each offspring (
Step 5. Conduct pairwise comparison over the union of parents (x i , η i ) and offspring (x i , η i ), ∀i ⊂ {1, 2, ..., µ}. For each individual, q opponents are chosen uniformly at random from all the parents and offspring. For each comparison, if the individual's fitness is no smaller than the opponent's, it receives a "win".
Step 6. Select µ individuals from the parents and offspring that have the most wins to next generation. Step 7. If stop criterion is satisfied, then stop; otherwise, go to Step 3.
Yao et al. [15] explains that Cauchy mutation performs better than Gaussian mutation for most tested benchmark problems used in [15] because of its higher probability of making longer jumps (the larger the search step size, the faster the algorithm gets to the global optimum). However, the problem of FEP is that a large step size may not be beneficial at all if the current search point is already very close to the global optimum.
Estimation of Distribution Algorithms
Estimation of Distribution Algorithms (EDAs) [16, 17] are non-deterministic, stochastic heuristic search strategies that form part of the evolutionary computation approaches. Within EDAs, a number of solutions or individuals are created every generation according to a distribution model, which evolves generation by generation until a satisfactory solution is achieved. In brief, the characteristic that most differentiates EDAs from other evolutionary search strategies, such as genetic algorithms, is that the evolution from a generation to the next one is done by estimating the probability distribution of the fittest individuals, and afterwards by sampling the induced model. This avoids the use of crossover or mutation operators, and the number of parameters that EDAs require is reduced considerably.
The framework of EDAs is as follows:
Step 1. Select M promising individuals from parent population to form the parent set Q by a selection method (e.g., the truncation selection).
Step 2. Build a probabilistic model p(x) based on the statistical information extracted from the parent set Q.
Step 3. Sample offspring according to the constructed probability model p(x).
Step 4. Fully or partly replace individuals in parent population by sampled offspring to form the next generation.
In this paper, we use truncation selection method as most literatures used. Another major issue in EDA is how to build a probability distribution model p(x). we use Gaussian model with diagonal covariance matrix (GM/DCM) [17] . In GM/DCM, the joint density function of the k-th generation is described as follows:
In Equ(5), the n-dimensional joint probability distribution is factorized as a product of n univariate and independent normal distributions. There are two parameters for each variable required to be estimated in the k-th generation: the meanμ k i , and the standard deviation,σ k i . They can be estimated as follows:
where (x Experimental results show that EDA gives distinctive performance on some particular problems. However, it doesn't help for the search on some other problems at all. In EDA, the search is mainly based on global information used for guiding the exploration. However, too much exploration may cause no convergence problem.
Island Based Hybrid Evolutionary Algorithm
The main idea of IHEA is that migration of individuals among different islands can increase diversity of each island, so it can reduce the probability of premature convergence. In IHEA, there are three subpopulation residing in three different islands, which use PSO, FEP and EDA algorithms respectively to search global optima in the whole shared search space. Since different islands use different evolutionary techniques, they probably follow different search directions in the whole shared search space, that is they explore different area in the whole search space. However, they are not independent to search, they exchange their own updated information periodically between each other by migration of promising individuals. The information sharing mechanism is helpful to search unexplored space where probably global optima is. PSO in IHEA can be regarded as a fast local search operator for exploitation, EDA is used for exploring new promising area in the whole search space. FEP can be taken as mutation operator because of its long jump capability. The cooperative search among the three islands is helpful for them to explore new promising areas. It greatly reduces the probability of premature convergence, hence the global search capability is improved.
The migration topology of IHEA is described in Fig. 1 . The main framework of IHEA is as follows:
Step 1. Initialize the three population, set k = 1.
Step 2. Use PSO, EDA and FEP to optimize each population.
Step 3. Compare the best individual of each population, if the best individual of population p is better than the best of the other two population, migrate individuals of population p to the other two population whose fitness is better than those individuals of the other two population.
Step 4. Stop if stop criterion is true; otherwise, k = k + 1 and goto Step 2. Table 1 . Details of the test functions, where n and fmin are the dimension and the minimum value of a function respectively and S ∈ R n .
Test Function
cos(
) + 1 30 (-300, 300) 0
30 (-500, 500) 0 (3) 10(4) 15(5) 5(3) 10(4) 10(4) 15(5) 15(5) such as the number of local or global optima, the difference among local optima, the location of local or global optima, and so on. Different problems may need different algorithms to solve it. This can be observed from the result presented in Section 4.2. Hence, we should allocate different population resources on different islands. For example, we can allocate the most population resources to the island that is more effective than other algorithms to solve the problem.
4 Experimental study
Test problems and experimental settings
Eight benchmark functions (f 1 − f 8 ) are used in this paper. Functions f 1 − f 2 is unimodal functions while f 3 − f 8 have many local optima. Table 1 gives the details of these functions. Algorithm parameters are set as follows: For PSO algorithm, the acceleration constants of η 1 and η 2 are both set to be 1.496180 and the inertia weight ω = 0.729844 as suggested by den Bergh [18] . In FEP, the tournament size is 5 for selection and initial standard deviation is 3.0 as used in [12] . For all algorithms , population size is 30. The subpopulation size of FEP, EDA and PSO is different for different problem in IHEA algorithm, details can be seen from Table 2 , however, the values of population size are just experimental values not optima values. we run 50 times independently till generation 1500 for all test problems. Table 4 . The T-test results between IHEA and the other three algorithms,where "***" means the results of each run is the same 
Performance Comparison
The average best results of the four algorithms are shown in Table 3 . Table 4 shows the statistical comparison of the IHEA algorithm over the other three algorithms, using the two-tailed T-test with 98 degrees of freedom at a 0.05 level of significance. In all the T-test results of the paper, the performance difference is significant if the absolute value of the T-test result is greater than 1.984.
From Table 3 and Table 4 , we can see that PSO, EDA and FEP give quite different performance on different test cases. PSO obtains the best results on function f 2 , f 3 and f 5 , EDA gives the best results on function f 1 , f 4 and f 6 , while FEP presents the best results on function f 7 and f 8 . However, when compare the three algorithms with IHEA, we can find that IHEA shows the best performance on all test problems except function f 3 and f 5 , which is slightly worse than the results of PSO. IHEA greatly improves the performance of the three original algorithms. Fig 2 also shows the evolutionary process of the four algorithms. IHEA gives the fastest convergence on most test problems. From the results of Table 3 and Fig 2, we can conclude that IHEA reduces the probability of premature convergence for most tested problems, especially for multimodal functions. Table 5 and Table 6 show the average results of average mean best and T-test results of all the test problems of 10 dimensions except function f 2 . Form the results, we can see that all the results obtained by IHEA are better than that of the other three algorithms except on function f 5 , where the result of IHEA is slightly worse than that of PSO. 
Conclusions
This paper discusses an effective method to reduce the probability of trapping local optima for evolutionary algorithm, which employs hybrid method to improve algorithm performance. An island based hybrid algorithm (IHEA) is proposed based on PSO, EDA and FEP algorithms. In IHEA, three different islands were designed using PSO, EDA and FEP as their local search method respectively. An information sharing mechanism is developed among the three islands. A set of benchmark problems were tested. From the result, it can be seen that IHEA greatly reduces the probability of becoming trapped at a local optimum. The global search capability of IHEA is better than the three original algorithms.
In the future, we will focus on the further study of IHEA in deep level. There are some issues that should be considered, such as, the resources distribution of different islands, the migration topology and algorithms used on different islands.
