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Regular Perfect Systems of Sets of Iterated Differences†
G. M. HAMILTON‡, I. T. ROBERTS AND D. G. ROGERS
For s  2, a set fa.i; j/ : 1  j  s C 1 − i  sg where a.1; j/, 1  j  s, are some prescribed
integers and a.i C 1; j/ D ja.i; j/ − a.i; j C 1/j, for 1  i < s and 1  j  s − i , is called a set
of iterated differences. Such a set has size s and is full if it contains s.s C 1/=2 distinct integers.
Kreweras and Loeb suggested the problem of partitioning a run of ms.sC1/=2 integers starting with c
into m full sets of iterated differences of size s. We show that necessary conditions for this are that
2  s  9, and that m be sufficiently large in comparison with c. In particular, a single set of iterated
differences of size s contains the integers 1 to s.s C 1/=2 (inclusive) iff 2  s  5. We also discuss
connections between this problem and the theory of perfect systems of difference sets.
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1. SETS OF ITERATED DIFFERENCES
Given a vector a D .a.1/; : : : ; a.s// of integers a. j/, 1  j  s, we introduce the set r.a/
of iterated differences associated with a as follows: r.a/ D fa.i; j/ : 1  j  s C 1− i  sg
where
a.i; j/ D a. j/; for 1  j  s; i D 1; (1a)
and
a.i C 1; j/ D ja.i; j/− a.i; j C 1/j; for 1  j  s − i: (1b)
We say that the set r.a/ has size s and that it is full if it contains s.s C 1/=2 distinct integers.
We also refer to the subset fa.i; j/ : 1  j  sC1− ig of r.a/ as the i th row of r.a/, having
in mind the representation of r.a/ as a triangular array of the form illustrated in figure 1.
Of course, reversing the order of the coordinates of a leaves the set of iterated differences
unchanged, so that this representation is unique up to mirror images.
Now, the examples of sets of iterated differences shown in Figure 1 have the curious property
that a set of size s contains all the integers from 1 to s.sC1/=2 (inclusive) exactly once. More
generally, for s  2, an [m; s; c]-system is a collection of vectors ar D .ar .1/; : : : ; ar .s//,
1  r  m, with the property that
m[
rD1
r.ar / D fn : c  n < 12 ms.s C 1/C cg; (2)
that is, each of the sets r.ar / D far .i; j/ : 1  j  s C 1 − i  sg, 1  r  m, is full
and together these sets form a partition of ms.s C 1/=2 consecutive integers starting with c,
which parameter is known accordingly as the threshold of the system. We call the associated
collection of sets (triangles) r.ar /, 1  r  m, a (regular) perfect system of sets of iterated
differences, of size s with threshold c; for example, the perfect system associated with the
[4; 4; 2]-system consisting of the vectors
a1 D .7; 36; 38; 20/ a2 D .12; 40; 37; 15/ a3 D .26; 5; 39; 35/ a4 D .31; 8; 41; 32/
is illustrated in Figure 2 (for a selection of further [m; s; c]-systems, see Appendix A).
Kreweras and Loeb, prompted a puzzle appearing in a French magazine (a source unfor-
tunately not traced), investigated the case of a single set, as in Figure 1, associated with
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1 3
2
1 6 4
5 2
3
6 1 10 8
5 9 2
4 7
3
6 14 15 3 13
8 1 12 10
7 11 2
4 9
5
a D .1; 3/
.i/ s D 2
a D .1; 6; 4/
.ii / s D 3
a D .6; 1; 10; 8/
.iii / s D 4
a D .6; 14; 15; 3; 13/
.iv/ s D 5
FIGURE 1. Sets of iterated differences as triangular arrays.
7 36 38 20
29 2 18
27 16
11
12 40 37 15
28 3 22
25 19
6
26 5 39 35
21 34 4
13 30
17
31 8 41 32
23 33 9
10 24
14
FIGURE 2. The sets of iterated differences of a [4; 4; 2]-system.
[1; s; 1]-systems (see [18], and note [14, 19]). Their computer searches suggested that there
are no such systems for s  6, and they proved this by a parity argument at least when
s D 2k − 2, for k  3 (this is discussed in Section 4). Now, as far as these results go,
they were anticipated: single sets of this sort are called pool-ball triangles in the discussion
in [10] which cites [4, 32], as well as unpublished work of G. Sicherman and H. Taylor, for
this problem, and [10, 30] for a closely related problem. A recent exposition of this case,
drawing on the present paper, is provided in [16]. (For the record, we note that Kreweras and
Loeb posed a second, similar question about cyclic arrangements of absolute differences. This
problem has too antecedents: an underlying question appears in the collection [11], proposed
by J. M. Hammersley, with a solution by L. Carlitz and R. Scoville, but considered earlier
in [6, 20, 29]; an even earlier reference, not mentioned in [11], is [5], while a selection of
recent work is noted in [8]; [21] represents a further revival of interest, sparked by [31]. Some
results on this second question are presented in [23].)
However, the case of multiple sets appears not to have been investigated previously, and we
make a start on it here; the topic has proved fertile, and these investigations are continued in
[9,22,24,26,27]. As a highlight of this research, we mention that, in [26], it is shown that certain
[2c − 1; 5; c]-systems, if they exist, have a structure similar to that of finite projective planes
or complete sets of mutually orthogonal Latin squares; some hint of such structural properties
appears already in [9]. In this paper, we pave the way for subsequent work, by strengthening
earlier observations in the case of a single set, our main results being summarized in Theorems 1
and 2.
THEOREM 1. If there is an [m; s; c]-system, then
(1) 2  s  9;
(2) for 2  s  5, m  2c − 1;
(3) for s D 6, m  2c C , where c   .mod 2/, and  D 0 or 1;
(4) for s D 7, m > 2c − 1;
(5) for s D 8, 9m  11.2c − 1/; and
(6) for s D 9, 3m  13.2c − 1/.
THEOREM 2.
(1) If there is a [2c − 1; s; c]-system, then 2  s  5; and
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(2) there is a [1; s; 1]-system iff 2  s  5.
We piece together the proofs of these theorems in the next three sections, presenting the
pieces in a series of lemmas, some of which are of independent interest, giving additional
information. Our definitions, as also our proof techniques, are modelled after those familiar
in the study of another kind of partition of runs of consecutive integers, namely the perfect
systems of difference sets introduced in [3, 12], and for which there is by now a substantial
literature, as described in [1, 25]; and Theorems 1 and 2 are reminiscent of results in that more
well-established theory. (In fact, the proof techniques go back before that theory to [17].) In
Section 5, our final section, we show that this similarity is particularly close in the case of
[m; s; c]-systems for s D 2 or 3, and discuss some partial results for s D 4 and 5, where the
two theories diverge. But, even in these latter cases, constructions are given in [9, 26] based
on perfect systems of difference sets; and these newer results, especially those in [26], throw
fresh light on critical perfect systems of difference sets, as well as on the arithmetic of perfect
systems of difference sets. The present paper provides the foundation for this subsequent work.
2. THRESHOLD INEQUALITY
Consider, first of all, an arbitrary set r.a/ of iterated differences of size s with elements
a.i; j/, 1  j  s C 1− i  s, defined as in (1). We say that elements a.i; j/ and a.i; j C 1/
are adjacent in r.a/, as indeed they are in the representation of r.a/ as a triangular array.
For each i; 1  i  s, we define elements x.i/ and y.i/ in the i th row of r.a/ recursively by
taking
x.s/ D y.s/ D a.s; 1/; (3a)
and then, for 1  i < s, having obtained x.i C 1/, selecting x.i/ and y.i/ to be the adjacent
elements such that
x.i/− y.i/ D x.i C 1/: (3b)
It follows from (3) that
x.1/ D
sX
iD1
y.i/: (4)
As this observation is the start of our proof of Theorem 1, we restate it as our first lemma.
LEMMA 1. In any set of iterated differences, there is an element in the first row which is the
sum of elements one from each row.
Thus, let r.ar / D far .i; j/ : 1  j  s C 1 − i  sg, 1  r  m, be the sets of iterated
differences associated with an [m; s; c]-system, so (1) and (2) hold. Then each of these sets
has such an entry in its first row, and summing the equality (4) over the sets in the system
gives, in an obvious notation,
mX
rD1
xr .1/ D
mX
rD1
sX
iD1
yr .i/: (5)
In view of (2), the left-hand side of (5) is the sum of m distinct integers, each less than
1
2 ms.s C 1/C c, while the right-hand side of (5) is the sum of ms distinct integers, none less
than c. Hence
mX
rD1
xr .1/ 
mX
nD1
1
2 ms.s C 1/C c − n D 12 m.ms.s C 1/− m C 2c − 1/
and
mX
rD1
sX
iD1
yr .i/ 
msX
nD1
n C c − 1 D 12 ms.ms C 2c − 1/:
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Applying these bounds in (5) and simplifying, we find that
.s − 1/.m − 2c C 1/  0:
Since s  2, this establishes our first threshold inequality linking m and c.
LEMMA 2. If there is an [m; s; c]-system, then m  2c − 1.
More information can be extracted from this line of argument in the case of equality, that is,
for [2c− 1; s; c]-systems, and so, in particular, for single sets with threshold 1. Let Oxr .i/ and
Oyr .i/ be the maximum and minimum elements in the i th row of r.ar / under the assumptions
earlier in this section. Then, corresponding to (3), we have
Oxr .s/ D Oyr .s/ D ar .s; 1/;
and, for 1  i < s, there are adjacent elements ur .i/ and vr .i/ in the i th row of r.ar / such
that
ur .i/− vr .i/ D Oxr .i C 1/:
This implies, in the first place, that, for 1  i < s,
Oxr .i/  ur .i/ D Oxr .i C 1/C vr .i/  Oxr .i C 1/C Oyr .i/; (6)
and secondly that
Oxr .1/ 
sX
iD1
Oyr .i/; (7)
although the latter also follows directly from (4).
We mimic our proof of Lemma 2 by summing (7) over the sets r.ar /, 1  r  m, and
bounding the sums as before to obtain the inequality
1
2 m.ms.s C 1/− m C 2c − 1/ 
mX
rD1
Oxr .1/ 
mX
rD1
sX
iD1
Oyr .i/  12 ms.ms C 2c − 1/: (8)
But, if m D 2c − 1, the two bounds in (8) are equal, so equality must hold throughout (8)
and so in both (7) and, more informatively, (6) for 1  i < s, 1  r  m. We make the
consequences of this explicit in the final lemma of this section.
LEMMA 3. If there is a [2c− 1; s; c]-system, then, in the associated perfect system of sets of
iterated differences,
(1) the integers c to .2c − 1/s C c − 1 (inclusive) are in different rows, being the minimum
elements in the rows;
(2) the integers 12 .2c− 1/s.s C 1/− cC 1 to 12 .2c− 1/s.s C 1/C c− 1 (inclusive) are in thefirst rows of different sets, being the maximum elements in these rows; and
(3) in any row, other than the last, the maximum and minimum elements are adjacent, their
difference being the maximum element in the row below.
3. A BOUND ON SIZE
Returning, for the moment, to our arbitrary set r.a/ of iterated differences, as in the be-
ginning of the previous section, suppose that r.a/ is full, that s  2, and that x.1/ and y.1/
are, in some order, a.1; t C 1/ and a.1; t C 2/, for some t , with 0  t  s − 2. If t > 0
and aL D .a.1/; : : : ; a.t//, then the set r.aL/ contains none of the elements x.i/ and y.i/,
1  i  s, of r.a/ defined by (3). Similarly, if s−t−2 > 0 and aR D .a.tC3/; : : : ; a.s//, then
Regular perfect systems of sets of iterated differences 33
t 2 s - t - 2
t1 1 s - t1 - 2
»r(aL) »r(aR) 
»
aL »aR
s
(i)
(ii)
11
s - 1
t2 2 s - t2 
(iii)
22
s - 2
FIGURE 3. Three schemes for proving (10).
the set r.aR/ contains none of these elements. We may therefore reapply Lemma 1 to each
of r.aL/ and r.aR/ separately to obtain, in conjunction with the original application to r.a/,
at most three distinct elements in the first row of r.a/ which add to the sum of 2s− 2 distinct
elements, t drawn from r.aL/, s − t − 2 from r.aR/, and s from r.a/ n .r.aL/[r.aR//; in
this, it is allowed that one or other of r.aL/ and r.aR/ may be empty (see Figure 3.i/ for a
pictorial representation).
Hence, considering in turn the sets r.ar /, 1  r  m, associated with an [m; s; c]-system,
where s  2, we obtain a sum of up to 3m distinct elements, all less than 12 ms.s C 1/ C c,
equal to a sum of m.2s − 2/ distinct elements, none less than c. The first sum is bounded
above by
3mX
nD1
1
2 ms.s C 1/C c − n D 12 3m.ms.s C 1/− 3m C 2c − 1/ (9a)
while the second sum is bounded below by
m.2s−2/X
nD1
n C c − 1 D 12 m.2s − 2/.m.2s − 2/C 2c − 1/: (9b)
Thus,
1
2 3m.ms.s C 1/− 3m C 2c − 1/  12 m.2s − 2/.m.2s − 2/C 2c − 1/;
or, on gathering terms together,
0  .2c − 1/.2s − 5/C m.s2 − 11s C 13/; for s  3: (10)
Now, the chief interest in (10) is that it provides a bound on s, since the coefficients of 2c− 1
and m are both positive for s  10, so that (10) cannot hold.
LEMMA 4. If there is an [m; s; c]-system, then 2  s  9.
On the other hand, (10) is weak as a threshold inequality linking m and c in comparison
with Lemma 2: it reduces to the inequality there when s D 8; and is only stronger than it
for s D 9. But a further improvement on Lemma 2 can be obtained in these cases by noting
that (10) can be proved in two other ways and then superimposing the three approaches.
For i D 1 or 2, if s  2 C i , we apply Lemma 1 to r.a/ with the first i rows removed, to
obtain an element in the .i C 1/th row, namely x.i C 1/, which is the sum of s − i distinct
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elements. There are then sets r.a.i/L / and r.a.i/R / of sizes ti and s − ti − 2 C i , for some ti ,
with i  ti  s − 2, which are disjoint (on the assumption that r.a/ is full), and contain none
of the elements x. j/ and y. j/ for i < j  s; in contrast to the comparable pair of sets in the
proof of Lemma 4, neither of this new pair of sets is empty. These two further decompositions
of r.a/ are illustrated in Figure 3(ii ) and (iii ); one can remove more rows than the first one
or two, but then the two side triangles are not disjoint. In both cases, we find three distinct
elements whose sum is equal to the sum of 2s − 2 distinct elements; of these three, two are in
the first row, and the third is in the .i C 1/th row. Of course, if we sum either equality over
the sets of an [m; s; c]-system, we can use the same bounds as in (9), and so regain (10).
However, we can also sum all three equalities simultaneously over the sets of an [m; s; c]-
system. It may be that the three sets of 2s − 2 elements differ, in which case we can be more
careful in our lower bound, but without knowing this we can simply take as our lower bound
three times that in (9b). For the upper bound, the worst case is where a set contributes nine
elements in three sets of three, but at least we know that these sets are not the same, so we
can give a sharper upper bound than three times that in (9a). Indeed, we know in this case
that at least five of the nine elements are distinct, because of their positions in different rows,
although the pair of largest elements might still occur in each triplet. Hence we have the upper
bound (compare (9a))
5mX
nD1
1
2 ms.s C 1/C c − n C 2
2mX
nD1
1
2 ms.s C 1/C c − n D 12 5m.ms.s C 1/− 5m C 2c − 1/
C2 12 2m.ms.s C 1/− 2m C 2c − 1/:
Since we have at least sharpened the upper bound relative to the lower bound, comparison of
the two gives an improvement on (10) for s  4:
0  .2c − 1/.2s − 5/C m.s2 − 11s C 15/; for s  4:
In particular, for s D 8 and 9, we obtain the following strengthening of Lemma 2.
LEMMA 5. If there is an [m; s; c]-system, then
(1) for s D 8, 9m  11.2c − 1/; and
(2) for s D 9, 3m  13.2c − 1/.
The arguments here are wasteful, and sharper results can be obtained by more careful ac-
counting (see [27], which includes a lengthy proof that there are, in fact, no [m; 9; c]-systems).
The case s D 7 illustrates the sort of delicacy of argument required to secure a seemingly slight
improvement, such as Lemma 6, the intricate proof of which we relegate to Appendix B, so
as not to upset the flow of our arguments.
LEMMA 6. If there is an [m; 7; c]-system, then m > 2c − 1.
4. A PARITY ARGUMENT
Since jnj  n .mod 2/ when n is an integer, sets of iterated differences lend themselves to
computations in binary arithmetic. For example, if r.a/ D fa.1; 1/; a.1; 2/; a.2; 1/g is a set
of iterated differences of size 2, then, by (1),
a.1; 1/C a.1; 2/C a.2; 1/ D a.1; 1/C a.1; 2/C ja.1; 1/− a.1; 2/j
 2.a.1; 1/C a.1; 2//  0 .mod 2/; (11)
that is, the sum of elements in any set of iterated differences of size 2 is even. Summing
this result over the sets associated with an [m; 2; c]-system, the sum of the integers from c to
3m C c − 1 (inclusive) must also be even.
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LEMMA 7. If there is an [m; 2; c]-system, then
m 

0; 1 .mod 4/; for c odd;
0; 3 .mod 4/; for c even.
More generally, for any integers n j , 1  j  p, where p  2,
p−1X
jD1
jn j − n jC1j  n1 − n p .mod 2/: (12)
So, if r.a/ D fa.i; j/ : 1  j  s C 1 − i  sg is a set of iterated differences of size s as
defined by (1), repeated use of (12) gives, for 1 < i  s,
sC1−iX
jD1
ai; j 
i−2X
kD0
.−1/k

i − 2
k

akC1 −
i−2X
kD0
.−1/i−2−k

i − 2
k

as−k .mod 2/

i−2X
kD0

i − 2
k

akC1 C
i−2X
kD0

i − 2
k

as−k .mod 2/:
This allows us to compute the parity of the sum of the elements in r.a/:
sX
iD1
sC1−iX
jD1
ai; j 
sX
kD1
ak C
s−1X
kD1

s − 1
k

ak C
sX
kD2

s − 1
k − 2

ak .mod 2/:
In particular, if r.a/ has size 6, we find that (compare (11))
6X
iD1
7−iX
jD1
ai; j  6a1 C 12a2 C 16a3 C 16a4 C 12a5 C 6a6  0 .mod 2/: (13)
But the sum of the elements in the set of an [m; 6; c]-system is
1
2 21m.21m C 2c − 1/;
and this has to be even, in view of (13).
LEMMA 8. If there is an [m; 6; c]-system, then
m 

0; 3 .mod 4/; for c odd;
0; 1 .mod 4/; for c even.
Now, from Lemma 2, if there is an [m; 6; c]-system, then m  2c − 1. But
2c − 1 

1 .mod 4/; for c odd;
3 .mod 4/; for c even.
So, as an immediate consequence of Lemma 8, we can improve on Lemma 2 as follows.
LEMMA 9. If there is an [m; 6; c]-system, then m  2cC , where c   .mod 2/ and  D 0
or 1.
We have now concluded our proofs of the various parts of Theorems 1 and 2. However,
it is worth noting that Kreweras and Loeb generalized (11) and (13) to show that the sum of
the elements of a set of iterated differences of size 2k − 2 is even for k  2, from which they
deduced that there are no [1; 2k − 2; 1]-systems for k  3; a version of their elegant proof is
given in [16].
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5. SMALL SIZES
In this final section, we turn to compare the theory developed so far with that already well
established for perfect systems of difference sets. Given a vector a D .a.1/; : : : ; a.s// of
integers a.k/, 1  k  s, the difference set D.a/ associated with a is defined by
D.a/ D fa.i; j/ : 1  i  j  sg; (14a)
where
a.i; j/ D
jX
kDi
a.k/; 1  i  j  s: (14b)
We say that D.a/ has size s and that it is full if it contains s.s C 1/=2 distinct integers. For
s  2, an fm; s; cg-system is then a collection of vectors ar D .ar .1/; : : : ; ar .s//, 1  r  m,
such that (compare (2))
m[
rD1
D.ar / D fn : c  n < 12 ms.s C 1/C cg: (15)
The collection of difference sets D.ar /, 1  r  m, associated with such an fm; s; cg-system
is called a (regular) perfect system of difference sets of size s with threshold c; thus, such a
system is a partition of the run of ms.s C 1/=2 consecutive integers starting with c into m full
difference sets of size s, where s  2.
The advantage (14) has over (1) as a definition is that (14) makes it straightforward to write
down many identities which hold in an arbitrary difference set D.a/ of size s  2; for example
a.1; s/ D
sX
kD1
a.k; k/ (16a)
and
a.1; s − 1/C a.2; s/ D
s−1X
kD1
a.k; k C 1/: (16b)
Summing (16a) over the sets of our fm; s; cg-system gives (compare the proof of Lemma 1)
m  2c − 1;
while, for s  3, superimposing on this sum that of (16b) taken over the sets shows that s  4,
and that, for s D 4,
m  2.2c − 1/:
Thus, Theorem 1 provides an analogue of these well known results on regular perfect systems
of difference sets. On the other hand, Theorem 2 indicates that inequalities for [m; s; c]-systems
must necessarily be weaker than those for fm; s; cg-systems.
However, for S D 2, the two types of system are completely equivalent. Reversing the order
of the coordinates of a D .a.1/; a.2// as necessary, we may suppose that a.1/ < a.2/, so that
we can write
a.1/ D b1; a.2/ D a.1/C b2
and
r.a/ D D..b1; b2//:
Hence, (2) can be translated into a statement about difference sets or (15) into one about sets
of iterated differences, and thus the necessary conditions in Lemmas 1 and 7 apply alike to
both types of system. Research on Skolem and Langford sequences culminating in [28] has
shown that these necessary conditions are sufficient for the existence of fm; 2; cg-systems, so
now we see that they are also sufficient for [m; 2; c]-systems.
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b1 b1 C b2 b1 C 2b2 C b3
b2 b2 C b3
b3
b1 b1 C b2 C b3 b1 C 2b2 C b3
b2 C b3 b2
b3
b1 b1 C b2 C b3 b1 C b3
b2 C b3 b2
b3
b1 C b2 b1 b1 C b2 C b3
b2 b2 C b3
b3
.i/
concave increasing
.i i/
convex increasing
.i i i/
maximum
.iv/
minimum
7 9 23
2 14
12
1 20 24
19 4
15
3 21 13
18 8
10
16 5 22
11 17
6
.v/ a perfect system with all four types of set
FIGURE 4. The four types of sets of iterated differences of size 3.
THEOREM 3. There is an [m; 2; c]-system iff m  2c − 1, and
m 

0; 1 .mod 4/; for c odd;
0; 3 .mod 4/; for c even.
For s D 3, there is a partial equivalence between the two types of system in the sense that
some, but not all, sets of iterated differences of size 3 are also difference sets of size 3. Again,
for a D fa.1/; a.2/; a.3/g, there is no loss of generality in supposing that a.1/ < a.3/, as far as
the set r.a/ is concerned. There are then four possibilities: either a is monotonic increasing,
in which case it can be concave or convex, or it has a turning point, which can be a maximum
or a minimum. Figure 4.i/–(iv ) show the set r.a/ in these four cases; Figure 4.v/ shows a
perfect set of four sets of iterated differences of size 3 with threshold 1, in which the sets are
all of different types.
Note that, in effect, Figure 4 refines the analysis of Section 1 in the case of sets of iterated
differences of size 3, in that, in each of the four cases, bi is the minimum element in the i th
row of r.a/. So, in particular, sets of the first two types, which we call monotonic, cannot be
associated with [2c−1; 3; c]-systems, as the maximum and minimum elements are not adjacent.
Moreover, Figure 4 moves the definition of the set r.a/ in each case in the direction of (14)
in that every element is now defined as some linear combination of b1, b2 and b3, revealing
the last two cases as indeed difference sets: in the third case, where a has a maximum,
r.a/ D D..b1; b3; b2//;
while in the fourth case, where a has a minimum,
r.a/ D D..b1; b2; b3//:
Put another way, every difference set of size 3 is a set of iterated differences of size 3 in two
ways (up to mirror images). So, if there is an fm; 3; cg-system then there is an [m; 3; c]-system.
There is no fm; 3; cg-system for m D 2 and 3 when c D 1 or for m D 3 when c D 2.
The proof of this in [3] does not carry over directly to [m; 3; c]-systems, because of the new
possibility of monotonic sets, except in the case m D 3 when c D 2 where, as noted above,
they cannot occur in view of Lemma 3. Nevertheless, a computer search showed that there
is no [m; 3; c]-system in all three cases. On the other hand, there are fm; 3; cg-systems, and
so [m; 3; c]-systems for infinitely many m when c D 1, as well as for infinitely many c when
m D 2c − 1, and it seems likely, more generally, that there are three exceptional cases to the
necessary condition in Lemma 1. In the spirit of [15], we offer the following conjecture.
CONJECTURE 1 (LAUFER). There is an [m; 3; c]-system for all m  2c − 1, except when
m D 2 or 3 for c D 1 and m D 3 for c D 2.
The possibility of monotonic sets of iterated differences in addition to those which are
difference sets might be expected to make this conjecture easier to tackle than the corresponding
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conjecture for regular perfect systems of difference sets of size 3. However, monotonic sets
do not on their own give anything new as our next result shows, but as it is technical in nature
we defer the proof to Appendix C.
LEMMA 10. There is no [m; 3; c]-system all of whose associated sets of iterated differences
are monotonic.
The two theories diverse in the case s D 4. If there is an fm; 4; cg-system, then m is
even with m  4c (see [13]). But examples of [m; 4; c]-systems are given in Appendix A
for m D 1; 2; 3, and 4 when c D 1, and for m D 4 when c D 2 (see also Figure 2); for
further examples see [9]. A computer search showed that there is no [3; s; 2]-system. Further
investigation is in progress, the results of which will be reported in subsequent papers (see
[9, 22, 24, 26, 27]).
For s  5, the only example known so far is the [1; 5; 1]-system illustrated in Figure 1. A
computer search showed that there are no [2; 5; 1]-, [3; 5; 1]- or [3; 5; 2]-systems.
APPENDIX A. SELECTED EXAMPLES
There are sufficiently few [1; s; 1]-systems to make it convenient to list (up to reversal of
the coordinates of .a/):
s D 2 : .1; 3/I .2; 3/.
s D 3 : .1; 6; 4/I .2; 5; 6/I .4; 1; 6/I .5:2; 6/.
s D 4 : .6; 1; 10; 8/I .6; 10; 1; 8/I .8; 3; 10; 9/I .8; 10; 3; 9/.
s D 5 : .6; 14; 15; 3; 13/.
The first of these [1; s; 1]-systems for each s is illustrated in Figure 1. The puzzle encountered
by Kreweras and Loeb apparently gave examples for s D 2, 3, and 4, with the challenge to
find an example for s D 5. The full list appears in [4, 7], and the case s D 5 is discussed in
detail in [32].
There are two [2; 4; 1]-systems:
.2; 19; 20; 12/; .13; 3; 18; 14/I .2; 19; 20; 12/; .13; 18; 3; 14/:
For reference we give a few further examples of [m; 4; c]-systems:
c D 1;m D 3 : .3; 28; 30; 18/, .6; 26; 27; 11/, .21; 7; 29; 24/.
c D 1;m D 4 : .1; 28; 21; 36/, .25; 2; 39; 34/, .31; 35; 9; 38/, .33; 16; 10; 40/.
c D 2;m D 4 : .7; 36; 38; 20/, .12; 40; 37; 15/, .26; 5; 39; 35/, .31; 8; 41; 32/.
The last of these examples is illustrated in Figure 2.
Sets of iterated differences are clearly a rich source of puzzles, just as the research reported
here was prompted by one which caught the attention of Kreweras and Loeb. For example,
in [2], which appeared during the preparation of this report, competitors were challenged, in
effect, to find the first row of the set of iterated differences of size 5 shown in Figure 5, given
that the elements in it are two-digit decimals without digits in common.
APPENDIX B. PROOF OF LEMMA 6
We begin with another variant of the proof of (10). In an arbitrary set r.a/ of iterated
differences of size 7, one of the subsets r.aL/ and r.aR/ introduced in the first paragraph of
Section 3 has size at least 3, the minimum in the range 0  t  5 of the maximum of t and
5 − t . So by Lemma 1 applied to the appropriate subset, there is an element x in the first
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FIGURE 5. A puzzle.
t 0 6− t 0
x.1/ y.1/
y.2/ x.2/
x.3/
t 0 6− t 0
x.1/ y.1/
x.2/ y.2/
x.3/
.i/ .ii /
FIGURE 6.
row of r.a/ distinct from x.1/ and, for each i with 1  i  t for some t  3, an element
y.i/ in the i th row of r.a/ distinct from y.i/ such that
x D
X
i1
y.i/:
If we superimpose this on (4) and sum over the sets of an [m; 7; c]-system, we obtain a sum
of 2m distinct integers, all less than 28m C c, equal to a sum of at least 10m distinct integers,
none less than c. Bounding these sums after the manner of Sections 2 and 3 then yields the
inequality
1
2 2m.54m C 2c − 1/  12 10m.10m C 2c − 1/;
which simplifies to m  2c − 1, the inequality in Lemma 2.
Thus, if there is an [m; 7; c]-system with m D 2c − 1, we know not only that
fxr .1/ : 1  r  mg D f28m C c − n : 1  n  mg (17a)
and
fyr .i/ : 1  i  7; 1  r  mg D f7m C c − n : 1  n  7mg; (17b)
but also that, in the notation of Figure 3, the maximum of t and 5− t is 3 for each set of the
system, with
fxr : 1  r  mg D f27m C c − n : 1  n  mg (18a)
and
fyr .i/ : 1  i  3; 1  r  mg D f10m C c − n : 1  n  3mg; (18b)
introducing subscripts as usual to index the sets of the system. Note that, in turn, again
referring to the notation of Figure 3, repeated in Figure 6, this means that t 0 D 2 or 3.
Suppose now that there is an [m; 7; c]-system, where throughout the following m D 2c− 1,
so (17) and (18) hold. Consider the arbitrary set r.a/ of size 7 under the second scheme for
proving (10) shown in Figure 3(ii ). Of course, from (3),
x.2/ D
7X
iD2
y.i/: (19a)
Since t 0 D 2 or 3, there are distinct elements Nx and Qx in the first row of r.a/ such that
Nx D
t 0X
iD1
Ny.i/; Qx D
6−t 0X
iD1
Qy.i/; (19b)
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where Ny.i/ is in the i th row of r.a/ for 1  i  t 0, Qy.i/ is in the i th row of r.a/ for
1  i  6 − t 0, and the 12 elements of r.a/ appearing in the sums on the right-hand sides
of the equations in (19) are all distinct. Summing (19) over the sets of the [m; 7; c]-system
gives, in our standard notation,
mX
rD1
.xr .2/C Nxr C Qxr / D
mX
rD1
 7X
iD2
yr .i/C
t 0X
iD1
Nyr .i/C
6−t 0X
iD1
Qyr .i/

: (20)
From (3), there are two configurations for the elements x.i/ and y.i/, 1  i  2, as shown in
Figure 6, by way of enlarging Figure 3(ii ). Let m− p of the sets of the [m; 7; c]-system be of
the form shown in Figure 6.i/, so p are of the form shown in Figure 6(ii ). This implies that,
in the left-hand side of (20), which is a sum of 3m distinct integers all less than 28m C c, at
least m − p of the integers in (17a) are missing, and therefore that this sum is bounded above
by
pX
nD1
28mCc−nC
3m−pX
nD1
27mCc−n D 12 p.56m− pC2c−1/C 12 .3m− p/.51mC pC2c−1/:
On the other hand, the right-hand side of (20) is the sum of 12m distinct integers, none less
than c, from which at least p of the integers in (17b) are absent, so is bounded below by
7m−pX
nD1
cCn−1C
5mCpX
nD1
7mCcCn−1 D 12 .7m−p/.7m−pC2c−1/C 12 .5mCp/.19mCpC2c−1/:
Comparison of these bounds leads to the inequality
9m.m − 2c C 1/  2p.m C 2p/:
But m D 2c − 1. Hence, p D 0, that is, all the sets of the [m; 7; c]-system have the form
shown in Figure 6.i/. Moreover, it is now apparent that equality holds between the bounds so
that
fxr .2/; Nxr ; Qxr : 1  r  7g D f27m C c − n : 1  n  3mg (21a)
and
m[
rD1
.fyr .i/ : 2  i  7g [ f Nyr .i/ : 1  i  t 0g [ f Qyr .i/ : 1  i  6− t 0g/
D f12m C c − n : 1  n  12mg: (21b)
Since the set in (21b) includes that in (17b), it follows, bearing in mind Figure 6.i/, that
Qyr .1/ D yr .1/ and that Qxr is adjacent to yr .1/, so that Qxr D ar .1; t 0 C 2/.
Now, from (21a),
mX
rD1
Nxr 
mX
nD1
24m C c C n − 1 D 12 .49m C 2c − 1/:
But if t 0 D 2, then from (19b) and (21b),
mX
rD1
Nxr D
mX
rD1
. Nyr .1/C Nyr .2// 
2mX
nD1
12m C c − n D 12 2m.22m C 2c − 1/;
contradicting the previous inequality, given that m D 2c − 1. So t 0 D 3. As the sets in
(21) include the respective sets in (18), xr D Nxr or Qxr , with the corresponding choice for
yr .i/, 1  i  3. But the second choice is ruled out because Qyr .1/ D yr .1/ and the sets
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a.1; 1/ a.1; 2/ a.1; 3/ x.1/ y.1/ Qx a.1; 7/
a.2; 1/ a.2; 2/ y.2/ x.2/ a.2; 5/ a.2; 6/
a.3; 1/ a.3; 2/ x.3/ a.3; 4/ a.3; 5/
a.4; 1/ a.4; 2/ a.4; 3/ a.4; 4/
FIGURE 7.
in (17b) and (18b) are disjoint. Rather, xr D Nxr and yr .i/ D Nyr .i/, 1  i  3. Moreover,
referring to Figure 7 for the positions of various elements, Qxr D ar .1; 5/, Qyr .2/ D ar .2; 6/,
and Qyr .3/ D ar .3; 5/.
It follows that, as a refinement of (21), we now have
fxr .2/; Qxr : 1  r  7g D f26m C c − n : 1  n  2mg (22a)
and
f Qyr .2/; Qyr .3/ : 1  r  7g D f12m C c − n : 1  n  2mg: (22b)
Since Qxr > yr .1/ in view of (17b) and (22a), we find that
ar .2; 5/ D Qxr − yr .1/ D Qxr C xr .2/− xr .1/:
Next, keeping Figure 7 in mind, it is easy to check first of all that xr .2/ > ar .2; 5/, so that
ar .3; 4/ D xr .2/− ar .2; 5/;
and then that ar .3; 5/ > ar .3; 4/ so that
ar .4; 4/ D ar .3; 5/− ar .3; 4/
D ar .3; 5/C ar .2; 5/− xr .2/
D Qyr .3/C Qxr − xr .1/:
But from (17a), (22a) and (22b), we obtain the bounds
mX
rD1
xr .1/ D 12 m.55m C 2c − 1/;
mX
rD1
Qxr  12 m.49m C 2c − 1/;
and
mX
rD1
Qyr .s/  12 m.21m C 2c − 1/;
yielding, on combination, the further bound
mX
rD1
ar .4; 4/  12 m.15m C 2c − 1/:
However, in the opposite direction, ar .4; 4/ < ar .3; 5/ < 12mC c. So, in view of the position
of ar .4; 4/ in Figure 7, in fact, ar .4; 4/ < 7m C c, so that
mX
rD1
ar .4; 4/ 
mX
nD1
7m C c − n D 12 m.13m C 2c − 1/:
Since this inequality contradicts the previous one, our supposition that there is a [2c− 1; 7; c]-
system is false, and Lemma 6 is proved.
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APPENDIX C. PROOF OF LEMMA 10
Suppose that there is an [m; 3; c]-system consisting of the vectors ap, 1  p  m1, and a0q ,
1  q  m2, where m D m1 C m2, the sets r.ap/, 1  p  m1, are of the form shown in
Figure 4.i/, and the sets r.a0q/, 1  q  m2, are of the form shown in Figure 4(ii ). Using
the notation established in Section 1, if r.ap/ D fap.i; j/ : 1  j  4− i  3g, then
2ap.1; 3/ D .ap.1; 1/C ap.1; 2/C ap.2; 1/C ap.2; 2/C ap.3; 1//C ap.2; 1/; (23)
while if r.a0q/ D fa0q.i; j/ : 1  j  4− i  3g then
a0q.1; 3/C a0q.1; 2/ D .a0q.1; 1/C a0q.2; 1/C a0q.2; 2/C a0q.3; 1//C .a0q.1; 1/C a0q.2; 2//: (24)
Consider the sets
S1 D fap.1; 3/ : 1  p  m1g [ fa0q.1; 3/; a0q.1; 2/ : 1  q  m2g;
S2 D fap.1; 3/ : 1  p  m1g;
S3 D fap.1; 1/; ap.1; 2/; ap.2; 1/; ap.2; 2/; ap.3; 1/ : 1  p  m1g
[fa0q.1; 1/; a0q.2; 1/; a0q.2; 2/; a0q.3; 1/ : 1  q  m2g;
and
S4 D fap.2; 1/ : 1  p  m1g [ fa0q.1; 1/; a0q.2; 2/ : 1  q  m2g:
Let SC denote the sum of the elements in a set of integers S. Then summing (23) and (24)
together over the two types of sets of the [m; 3; c]-system gives
SC1 C SC2 D SC3 C SC4 : (25)
Now, on the one hand, S1 and S2 are sets of m1 C 2m2 and m1 distinct integers all less than
6.m1 C m2/C c, so
SC1 
m1C2m2X
nD1
6.m1 C m2/C c − n D 12 .m1 C 2m2/.11m1 C 10m2 C 2c − 1/;
and
SC2 
m1X
nD1
6.m1 C m2/C c − n D 12 m1.11m1 C 12m2 C 2c − 1/:
On the other hand, S3 and S4 are sets of 5m1C 4m2 and m1C 2m2 distinct integers, none less
than c, so
SC3 
5m1C4m2X
nD1
c C n − 1 D 12 .5m1 C 4m2/.5m1 C 4m2 C 2c − 1/;
and
SC4 
m1C2m2X
nD1
c C n − 1 D 12 .m1 C 2m2/.m1 C 2m2 C 2c − 1/:
Applying these bounds in (25), we find, after a little algebra, that
0  .2c − 1/.m1 C m2/C m21;
which is impossible as c is positive while m1 and m2 are non-negative, with m D m1 C m2
positive. Hence, there is no [m; 3; c]-system with the assumed properties, which is the assertion
of Lemma 10.
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