Abstract-We develop cache efficient, multicore, and GPU algorithms for RNA folding using Nussinov's equations. Our cache efficient algorithm provides a speedup between 1.6 and 3.0 relative to a naive straightforward single core code. The multicore version of the cache efficient single core algorithm provides a speedup, relative to the naive single core algorithm, between 7.5 and 14.0 on a 6 core hyperthreaded CPU. Our GPU algorithm for the NVIDIA C2050 is up to 1582 times as fast as the naive single core algorithm and between 5.1 and 11.2 times as fast as the fastest previously known GPU algorithm for Nussinov RNA folding.
I. INTRODUCTION
An RNA sequence is a chain of nucleotides from the alphabet {G (guanine), A (adenine), U (uracil), C (cytosine)}. One segment of a RNA sequence might be paired with another segment of the same RNA sequence due to the force of hydrogen bonds. This two-dimensional structure is called the RNA sequence's secondary structure. Algorithms that predict an RNA sequence's secondary structure are referred to as RNA folding algorithms. Nussinov et al. [1] proposed a dynamic programming algorithm to solve this problem based on which we developed our multicore and GPU algorithms.
II. GPU ARCHITECTURE AND PROGRAMMING MODEL
Our work targets the NVIDIA C2050 GPU. The C2050 comprises 448 processor cores grouped into 14 SMs with 32 cores per SM. Each SM has 64KB of shared memory/L1 cache that may be set up as either 48KB of shared memory and 16KB of L1 cache or 16KB of shared memory and 48KB of L1 cache. In addition, each SM has 32K registers. The 14 SMs access a common 3GB of DRAM memory, called device or global memory, via a 768KB L2 cache. NVIDIA GPUs use the SIMT (single instruction multiple thread) programming model in which the GPU accomplishes a computational task using thousands of light weight threads. The threads are grouped into blocks and the blocks are organized as a grid. The key challenge in deriving high performance on this machine is to be able to effectively minimize the memory traffic between the SMs and the global memory of the GPU.
III. NUSSINOV'S DYNAMIC PROGRAMING RECURRENCE
Let S = a 1 a 2 ...a n be an RNA sequence where a i ∈ {A, C, G, U } is a nucleotide. Nussinov's algorithm finds the most possible secondary structure by maximizing the number of bonded pairs (AU, GC or GU). Chang et al. [2] simplified Nussinov's recurrence to the following:
C(i, j) is the maximum number of bonded pairs in the subsequence
is an AU, GC or GU pair and 0 otherwise. Like Nussinov's original recurrence, the simplified recurrence uses O(n 2 ) memory and O(n 3 ) time. However, Chang's formulation is easier to parallelize.
In [2] , the entire computation is divided into three stages. Different mappings between threads and tasks are used in different stages. A variant of the parallel reduction method contained in CUDA SDK is used to compute the second term in Equation 3.
IV. CACHE EFFICIENT AND MULTICORE ALGORITHMS
CP U 1 is a naive single-core algorithm to compute C using the simplified recurrence of Chang et al. [2] By using the lower triangle of the matrix to store the transpose of the computed values in the upper triangle of the matrix as is done in the GPU implementation of [2] , we get a cache efficient version CP U 2. Column-major memory accessing is changed to row-major by reading and writing the symmetric transposed values.
Multicore versions of CP U 1 and CP U 2, respectively labeled OM P 1 and OM P 2, are obtained by inserting OpenMP statements to parallelize the for loops.
V. OUR GPU ALGORITHM
Unlike the GPU algorithm of [2] which computes C by diagonals, we use a refinement of the block strategy used in [3] , [4] . Figure 1 shows the 20 × 20 C matrix for the case of RNA sequences whose length is n = 20. To compute the element labeled "X", elements "a" to "l" are, respectively, Figure 1 . Block partitioning of C matrix added to elements "A" to "L" and the maximum of "a+A", "b+B", ... "l+L" is computed.
In our block strategy, we partition the upper triangle of the C matrix into square blocks. In keeping with the traditional way to number blocks for GPU computation, the first coordinate increases as you move to the right and the second as you move down. For the dependencies in Equation 3 , it follows that blocks that lie on the same diagonal of blocks (i.e., blocks with the index (i, i − k) for some fixed k) are independent and so may be computed in parallel.
The computation of the maximum of "c+C" to "j+J" bears some resemblance to the computation of a term in a matrix multiply. So, we can adapt the ideas used in matrix multiply kernels to arrive at an efficient kernel to find the desired maximum of the sum of pairs. In our case, we adapt the GPU matrix multiply kernel of Volkov and Demmel [5] and we call it maxKernel. This kernel uses registers for temporary values and writes these temporary values to shared memory upon completion. We note that [3] also employs a maxKernel but their kernel is different from ours. The final value for "O" can be obtained by comparing the temporary maximum value in "O" with "P" plus the bond value in Equation 3. Then the maximum of "r+O", "q" plus its bond value, and the temporary maximum value in "m" is written to "m" as its final value. Similarly, for "M", the maximum of "O+R", "Q" plus its bond value, and the temporary maximum value in "M" is written to "M" as its final value. The computations for "m" and "M" can be done in parallel. So the computation within element block (4, 1) is done in diagonal order. All elements on the same diagonal can be computed in parallel with all data residing in shared memory.
VI. EXPERIMENTAL RESULTS
We benchmarked our algorithms using a PC with a hyperthreaded 6-core Intel i7-x980 3.33GHz CPU and 12GB DDR3 RAM. The PC also had NVIDIA Tesla C2050 GPU. We used randomly generated RNA sequences in our experiments. Since the run time of our codes is relatively insensitive to the actual RNA sequence in use, our use of random sequences does not materially impact our conclusions.
We note that the speedup obtained solely from the use of the caching strategy (i.e., the ratio CP U 1/CP U 2) ranges from 1.6 to 3.0.
We experimented with two versions of our GPU algorithm of Section V. The first is called Ours, which is as described in Section V. In the second version, which is called OursR, we replaced our maxKernel with the kernel described in [3] 1 . These three codes were benchmarked against each other as well as against the GPU Nussinov code of [2] 2 . Ours is up to 1.9 times as fast as OursR and between 3.0 and 11.1 times as fast as the GPU algorithm of [2] .
Using a GPU, we can do the Nussinov computations up to 522.6 times as fast as using a cache efficient single core code and up to 113.4 times as fast as using a 6-core cache efficient code! Compared to the naive single-core code CP U 1, our GPU codes provides a speedup of up to 1582! VII. CONCLUSION We have developed simple and efficient single-and multicore algorithms as well as an efficient GPU code for RNA folding based on Nussinov's equations [1] . Our GPU algorithm, Ours, for the NVIDIA C2050, is up to 1582 times as fast as the naive single core algorithm and between 3.0 and 11.1 times as fast as the fastest previously known GPU algoirthm for Nussinov RNA folding.
VIII. ACKNOWLEDGMENT

