Abstract
Introduction
The end of the Japanese fifth generation project 1, 2 marks a crucial point in the history of logic programming. The evaluation of the results of such a project has generated a considerable debate centered around the effective applicability of the logic programming technology in industrial contexts. It has been argued that logic programming will survive only insofar as useful applications can be built and proved effective, implicitly affirming that such applications have not yet been built.
An important aspect of the debate is the influence of logic programming on software engineering. In an era of increasing software costs, software engineers need to investigate new methods and techniques, to face and solve the new problems that are presented. In this paper we show which features of logic programming are most useful for a software engineer, and which software engineering applications have been already developed, based on a logic programming approach.
Research projects that exploit logic programming in software engineering are not uncommon today; there is even a conference devoted to applications of logic programming. 3 Among logic languages, the most widely known and used is of course Prolog, thanks to its flexibility and efficient implementation. Probably the reason of such a diffusion is the fact that Prolog can be used in different contexts as an economic substitute of more specific tools and languages. For instance, some applications use Prolog as a rule-based language, others as a relational data modeling language, others as an executable specification language.
Recently, some new trends in logic programming research, i.e., constraint logic programming, concurrent logic programming, and object-oriented logic programming, have broadened the spectrum of applications of logic programming. As examples, we can cite the use of constraint languages in the development of specialized problem solvers, 4 the use of concurrent logic languages as specification languages for system modeling, 5 and the use of logic languages extended with object-oriented features in the design of innovative programming environments. 6 In the perspective of software engineering, there is especially one field in software engineering research that is being influenced by the lessons of logic programming: the design of rule-based software development environments. 7, 8 This is mainly due to the maturity of logic programming technology, which has been able to support the implementation of efficient logic programming languages and environments, and the evolution of software development environments technology, which is gradually moving from a tool based approach towards a knowledge based approach. 9 In this paper we overview the main features of logic programming from the point of view of software engineering, and survey some approaches to the design and the prototyping of logic programming based software engineering applications. The paper is structured as follows: in Section 2 we review the main features of logic programming languages, in particular Prolog, from the perspective of software engineering. In Section 3 we summarize the main features of two current trends in logic programming research, i.e., constraint logic programming and concurrent logic programming, and discuss the implications of their use. In Section 4 we review a number of existing software engineering applications.
A logic language provides a mathematically based framework for symbolic evaluation and automatic deduction. 10 The basic evaluation mechanism is similar to backward chaining used in rule based languages for Artificial Intelligence applications, but it is more general and powerful, being based on unification (as opposed to pattern matching, used for instance in production systems) of complex data structures (terms). Logic languages have been proved adequate to "declarative programming", deductive database implementation, expert systems development, and more generally as general-purpose tools for non deterministic programming. In the perspective of a software engineering, we believe that there are two main uses of logic programming languages: as executable specification languages able to support rapid prototyping, and as powerful system programming languages, able to be support a number of kernel features for multiparadigm programming.
Logic Languages as Specification Languages
Prolog be used as an executable specification language, that is useful for rapid prototyping with a reasonable efficiency. [11] [12] [13] A logic language like Prolog is a good specification language because it is a very high-level "declarative" language executable, easy to use, and expressive. Being based on logic, it allows reasoning about specifications. 14 It may seem strange to see the same formalism as both a programming language and a specification language. We believe that the difference between a specification language and a programming language is only a matter of level of abstraction, cleaner mathematical basis, and performance. We found also an example of a true logic specification language, i.e., a language supported by a method and a programming logic useful to prove properties of the specification documents. 15 This language has been used in the specification of the Prolog language standard.
Pure logic languages are in both classes because of the selected subset of logic, that offers the specifier both a declarative and a procedural view: the theorem prover is essentially an interpreter of existentially quantified conjunctions of atoms that can be proved by a complete proof procedure (SLD resolution) which is a (nondeterministic) rewriting process.
The corresponding model-theoretic property is the existence of a standard model (the minimal Herbrand model), which can also be computed as a least fixpoint of an immediate consequences operator. 16 Subsets having similar properties can be defined for other logical systems (e.g. equational theories with narrowing).
Given a logical specification, the proof of a theorem is similar to the execution of a program; however, one relevant difference is the possibility of having (nondeterministic) search-based computations. The abstraction level of a declarative specification allows to ignore algorithmic control details; the mechanism of pattern-directed procedure call allows a specification to be broken into small mutually independent pieces of knowledge avoiding the hierarchical nesting of conditionals typical of algorithmic specifications. This makes easier understanding and maintaining specifications, and also working with incomplete specifications. 17 This feature is also useful for verification purposes of programs written in conventional languages: a logic language, e.g., Prolog, can be used either alone 18 or in combination with another specification language, e.g., ANNA, to support the formal verification of modules written in an imperative language, e.g., Ada. 19 This intrinsic high level of logic programming is being exploited even when the specification is written in a specification language that is not logic. More precisely, this approach consists of animating a not executable specification language using Prolog: this is the case of the systems that implement specifications written with Petri Nets, 20 DeMarco's Structured Anal-UBLCS- ysis Dataflow Diagrams,, 21, 22 Z, 23, 24 and CSP/LOTOS. 25 Animation gives a way of querying the formal specification, increasing the designers' confidence in the code they develop. In 26 the Prolog animation approach has been used also as integration strategy among different specification formalisms, like DataFlow Diagrams, Entity-Relationship Diagrams, and Petri Nets.
Specifications written in Prolog can be queried, looking for incorrect or unintended behaviors that imply that the specification itself should be revised 27 Another feature of pure logic programming that is also useful for specification purposes is invertibility. A logic query is invertibile because it represents a relationship: for instance, the predicate member(Element,List) can be invoked with any argument bound: the result will be a value for the other argument. An invertible specification can be used for both generating and recognizing possible sequences of observable actions. 25, 28 Pure logic programming turns out to be a very expressive and flexible specification language mostly because unification; it is in fact unification which allows to deal with existentially quantified logical variables and provides the specification executor with a simple theorem proving capability.
Unfortunately, there is no agreement on a single general-purpose logic based specification paradigm; usually, different languages corresponding to different specification (or programming) paradigms are combined into a single coherent language which then is able to handle each subproblem with the most adequate formalism. An example is the integration of Horn clause logic and equational theories in a number of logic-functional languages: e.g., Eqlog, 29 KLEAF, 30 Babel, 31 etc. A more general solution is provided by the theory of institutions, that offers a rigorous logical basis to the combination of different languages into a single algebraic language, i.e., Clear. 32 Finally, a more recent and simpler solution is given by Constraint Logic Programming (CLP), a general language integration mechanism built around Horn clause logic and consistent constraints; 33, 34 the CLP mechanisms enhance the Prolog capabilities for rapid prototyping, mainly because arithmetic, negation and type recasting are managed in a more elegant way. 35 The CLP paradigm is shortly discussed in Section 3.1.
Other weaknesses of logic programming from the specification viewpoint derive from the fact that pure logic programs lack of typing and structuring mechanisms needed to handle large real-life specifications. Again, the theory of institutions allows to define for any logical system abstract data types, generic modules, and overloading. Constraints are also a powerful (declarative) data abstraction mechanism.
Logic Languages as System Programming Languages
Why Prolog has been so successful if compared to special purpose specification and knowledge representation languages?
First of all, an answer is given by the availability of several efficient implementations; since efficiency is an issue also in prototyping, well-tuned commercial implementations of Prolog are widely used. Unfortunately, currently we still do not know if the new more powerful constraint and concurrent languages will eventually be provided with implementations of comparable efficiency, availability in different operating environments, and good portability.
More important, a number of effective techniques for system programming in Prolog have been developed, that increase the productivity of programmers and broaden the spectrum of possible applications of logic languages. Among these techniques, metaprogramming is one
of the most popular.
First order logical systems do not allow the direct manipulation of their formulas and in several cases, for instance when they are used to build a programming environment, they must be extended with some metalevel abilities, by defining a representation of formulas in terms of data structures. A special technique called metaprogramming has been widely used to add to Prolog new features useful to implement special inference engines. Metaprograms are programs that can manipulate other programs as data.
Example:
For instance, it is easy to define a metaprogram that allows to use Prolog, whose interpreter works by backward chaining, to implement a production system, that needs a forward chaining mechanism. Suppose that a production system is represented by a set of clauses of the form rule(Condition, Action), where the Condition is a goal and Action is another goal. The following metaprogram implements a forward chaining evaluation strategy: Several programming tools, even complete programming environments, 36 can then be defined as metaprograms, i.e., programs acting upon programs. Writing a tool as a metainterpreter is a rather easy task: for instance, a pure Prolog metainterpreter consists of three clauses! The performance is acceptable since the computationally complex tasks (unification and backtracking) are mapped onto the corresponding tasks of the implementation language and can be improved by using partial evaluation. Intuitively, to partially evaluate a program means the opposite of generalizing it. When a very general program, for instance an interpreter, is partially evaluated, we obtain a sort of compiler, less general but more efficient than the interpreter. 37, 38 Partial evaluation is a simple and effective technique only if the language is semantically simple.
In the case of logic languages the partial evaluator can rather easily be defined as a metainterpreter; the result of the partial evaluation of the partial evaluator applied to an interpreter
The combination of metaprogramming and partial evaluation makes easy and effective the implementation in Prolog of new language mechanisms and programming environment tools. 39 If the result of partial evaluation is still inefficient, it is always possible to use the metaprogram as specification of a reimplementation in a more efficient language: this technique was used in the implementation of the real-time programming language Erlang; 40 the authors report an improvement of more than 70 times in speed for the compiler obtained in this way, with respect to the metainterpreter.
The flexibility and power of metaprogramming as a system programming and rapid prototyping technique has been proved in several independent projects, that have used it mainly in UBLCS-93-9 the design and implementation of enhanced programming environments for logic languages e.g.,. 39, 41, 42 Metaprogramming is particularly important in explorative programming, because the development and testing of a prototype must be supported by tools similar to those used for the development of artificial intelligence systems, since rapid prototyping is a typical exploratory programming task. This requires good interactive integrated editing and program analysis tools.
Even if programming tools can be implemented in any language, the LISP and Prolog experiences show that using a language to define its own tools is, whenever possible, the best choice, since the set of tools can easily be extended to prototype new language mechanisms and environments.
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Beyond Prolog: Constraints, Concurrency, Objects
Some important properties of software systems cannot be specified by a conventional logic language like Prolog. For instance, the specification of parallel and distributed systems are impossible because Prolog is a sequential language. Moreover, the main computing mechanism in Prolog, i.e., unification, has been proved too limited and ineffective to deal with systems based on constraint solvers. Thus, new languages have been proposed to deal with these classes of applications, i.e., constraint logic languages, concurrent logic languages, and object-oriented logic languages.
Constraint Logic Programming
The prrof theory of pure logic programming is based on the unification algorithm, which,
given an equation t 1 = t 2 , performs two tasks: it decides if the equation has solutions, and it simplifies the equation, transforming it to the solved form. Simplification is not really essential to computing; from a semantical point of view, pure logic programs compute on the Herbrand Universe by accumulating sets of solvable equations; however, the Herbrand Universe can be replaced by other domains. Computing can then be accomplished by accumulating sets of solvable constraints over the new domains. 33 Constraint systems allow to compute on a data domain without knowing the actual representation of data and the underlying implementation of the basic operations. The result of a sequence of operations is the sequence itself (if consistent) or a simplified symbolic representation. There is no difference between execution, symbolic execution and proving. This feature is at least potentially interesting for specification issues.
Constraints can be atoms corresponding to procedure calls in different languages
. . . ; L n . The constraint solver is then a set of proof procedures for each L i . One inference step in CLP combines several inferences in different languages.
For each constraint system we need a consistency algorithm. Pure logic programs compute answer substitutions, i.e., explicit representations of sets of solutions. Constraint logic programs compute sets of solutions implicitly represented by constraints.
The evaluation of a goal with respect to a constraint logic program includes three phases: the derivation step where: P = overall amount, T = mortgage lifetime (months), I = annual interest rate, R = monthly payment, and B = balance.
Some goals that query this set of constraints:
true2mortgage(100000,360,12,R,0) computes the answer constraint R = 1028:61.
true2mortgage(P,120,12,R,B) computes the answer constraint P = 0:303 B + 69:7 R. 2
The CLP scheme has all the nice semantic properties of standard logic programs. It includes a canonical domain to compute (a many sorted algebraic structure); there is a least fixpoint semantics and a least model; soundness and completeness for successful derivations can be proved; soundness and completeness of negation as finite failure can be proved. Moreover, all these properties are inherited by any "extension" which can be formalized as an instance of CLP.
Interestingly, we can prove (partial) properties of CLP programs by a very simple version of abstract interpretation, where (concrete) constraints are mapped onto abstract constraints and the analysis is a (finite) standard computation over the abstract constraints. 43 
Concurrent Logic Programming
Reactive systems are an important class of software systems, including operating systems, real-time systems, interactive systems, etc. The construction of such systems requires the use of specification languages, to be sure to capture all the intended properties required by the users, and ad hoc programming constructs, because usually such systems are distributed and embedded in an environment.
Can the logic programming paradigm be adapted to the specification of reactive systems? Reactive systems are characterized by their intrinsic concurrency and ability of reacting to messages coming from the environment. The intended semantics of a reactive program is a sequence of stimulus and reaction events meaningful also in the case of non terminating or failing computations.
Which kind of languages can be used to program reactive systems? A possible answer is given by concurrent logic programming languages, 44 based on AND-parallel fine-grained processes and stream-oriented communications. However, there are other solutions: for instance the combination of a sequential logic language like Prolog with blackboard communication as in Linda 45 is embedded in Shared Prolog 46 and in LO. 47 
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Even if semantically they are more complex than sequential logic languages, concurrent logic languages have similar mechanisms; in fact, the mechanisms for handling concurrency are based on the typical features of logic programming. The simulation of the state of a process uses partially specified data structures; synchronization among processes is achieved by modifying unification or by constraint accumulation in a shared space of constraints; control of nondeterminism is simplified by committing to only one nondeterministic computation among all these that are possible (don't care non determinism).
A program in a concurrent logic programming language is a set of clauses of the form: The following goal defines the initial state of a number of logic processes:
agent(Bus,1,State 1), agent(Bus,2,State 2), . . . , agent(Bus,n,State n).
2
This goal starts n logic processes which can perform either a type a or a type b action. All the processes are connected by a shared channel called Bus. When an agent receives on the channel a message matching its name, it executes one of the rules. The type a action is executed in mutual exclusion: when a process executes it, all the other processes are forced to perform the type b operation, because the first tell becomes inconsistent with respect to the state.
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Object-oriented Logic Programming
Apart from constraints and concurrency, another aspect that has been largely exploited by researchers is the embedding in logic programming of different programming constructs and paradigms. Especially the combination of the object-oriented paradigm with logic programming has received widespread attention. 48, 49 The most appealing features of logic programming are found in the elegance of its semantic characterization and in the declarativeness of its computational model. However, in spite of its declarativeness, pure logic programming does not scale when it is used to design reallife applications. The basic abstraction unit, i.e., relations, is too fine grained to support the development and maintenance of large specifications and programs.
Modularity, inheritance, and reusability are classic object oriented concepts on which relies the development of large applications. At the heart of object-oriented programming is the notion of object with its associated set of methods. From a logical point of view, an object, the basic abstraction unit, has a natural interpretation as a logic theory: an object is simply a collection of axioms which describe what is true about the object itself. The design of a logic language extended to incorporate modularity and inheritance must take into account different levels of integration. At the procedural level, a new inference system has to be defined, combining the new mechanisms with the deductive process of resolution. At the declarative level, inheritance must be characterized in terms of the standard notions of satisfiability and truth found in classical logic; moreover, the designer must solve the problem of capturing the compositional properties inherent in the incremental approach to software development entailed by inheritance. For a detailed discussion on these issues, see. 50 There are many advantages in combining logic and object-oriented programming, because the resulting languages overcome most limitations of both approaches, taken singularly. For instance, logic programming benefits because an object-oriented style helps in the comprehension of programs including entities that encapsulate a notion of state, that abstractly is alien to the logic programming paradigm. 51 Moreover, the lack of structuring mechanisms for programming-in-the-large typical of Prolog, can be removed using a class construct, that is typical of object-oriented languages. A difficulty here is that a notion of class or module hierarchy must be carefully defined in a logic programming framework. 6 Conversely, some logic programming features are very interesting in an object-oriented framework: for instance, in conventional object-oriented languages it is difficult to express relationships between classes, except by inheritance. Another issue largely investigated is the use of the logical variable for enhanced communication mechanisms in a concurrent objectoriented framework.
The logical variable in combination with unification offers a simple mechanism able to deal with several different programming concepts, like assignment, value testing, complex data construction, and several forms of communication. However, the main contribution of logic programming from the point of view of object-oriented programming is the availability of clearly defined mechanisms to specify concurrency, synchronization, and i/o behavior.
An important feature lacking in logic programming is the concept of type. This is an aspect that is often neglected in several object oriented dialects of logic languages. We believe that the reason of this state of affairs is the success of Prolog as a rapid prototyping language, that shows that language features such as unification and nondeterminism are more important than a fully fledged type system.
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Discussion
Which kind of applications will benefit from the new research trends of logic programming? Keeping the main features of conventional logic languages, i.e., declarativeness and flexibility, the new logic language systems allow to write efficient programs that previously required a long development and effort.
Constraint logic languages are being applied in a large range of applications, like operation research applications, circuit design, macro economics modeling, investment planning, etc. 4, 35 The main project in which concurrent logic languages are being applied is the Japanese Fifth Generation Project. A unique concurrent logic language has been used for both system programming and applications. These include elaboration of biological data, parallel theorem proving, natural language processing. 1 The combination of object-oriented and logic programming is even more popular than the preceding approaches. This kind of languages is often used to design and prototyping programming environments and tools. 6 The extensibility and modularity typical of the objectoriented paradigm integrate the declarativeness and flexibility of the logic paradigm, helping the designers in mastering the complexity of such tools.
Applications of logic programming in Software Engineering
Several independent experiences, both in the academy and in industry research centers, have shown that logic programming has a great potential for reducing the cost of software development. In this section we will summarize a number of projects that successfully used logic programming as the basis for developing software development environments and tools. A problem that we have encountered while we were collecting the references for this paper is that there are several researches that have used with different approaches a logic programming language or system in the design or the implementation of software engineering tools. For instance, some applications use Prolog as a rule-based language; others use it as a relational language; others as an executable specification language. Moreover, other logic languages, different from Prolog, were used as well. For our convenience, we have partitioned the projects in three categories: projects and tools oriented to programming-inthe-small, projects and tools oriented to programming-in-the-large, projects and tools oriented to programming-in-the-many. A fourth category concerns a new concept in the design of software development enevironments: rule-based environments explicitly supporting the software development process.
Programming in-the-small
Special features offered by logic programming languages for the development of tools for programming-in-the-small, like compilers and debuggers, have been exploited quite early in the history of this technology. In fact, already in 1975 a seminal paper by A.Colmeraurer on Metamorphosis Grammar 52 suggested many of the successive developments in compiler writing using logic programming. After that paper Warren's work proved convincingly the power of Prolog in the activity of compiler construction. 53 For instance, the following fragment of code specifies a compiler: The compiler is defined by a rule that states that the result of compiling a program is a sequence of instructions followed by a halt instruction, and then by a block to store variables used in the program. Predicate encode statement defines the actual code generation.
More recently, another paper 54 reviewed several techniques for implementing parsers and compilers in Prolog, providing a complete framework for such an activity. In the case of compiler writing, it is clear that the use of Prolog unification and nondeterminism results in concise programs, that are easy to read, simply to debug, and even suitable to be proven correct capitalizing on the formal foundations of the language, i.e., first order logic. This has been confirmed in, 55 where it is described the development in Prolog of a compiler for Edison, a Pascal-like language. According to this paper, as a compiler development tool Prolog compares positively with other, more traditional approaches.
At least one commercial compiler, for the ESTELLE language, has been fully implemented in Prolog. 56 Another language that has been initially implemented by a meteinterpreter written in Prolog is Erlang; 40 since Erlang is intended as a real-time programming language, for efficiency reasons it has subsequently rewritten in C.
Besides compiler writing, other early efforts were devoted to the use of metaprogramming techniques as the basis for building special runtime systems, e.g., inference engines. This kind of application was particularly successful in expert system design. 57 Metaprogramming has been also widely used to build symbolic debuggers. 58 After these initial experiences, more and more projects have used logic programming technology for building tools for programming in-the-small: for instance, Ergo 59 and Focus. 60 Ergo is an integrated set of programming tools. Among these, one is implemented in Prolog to use first order logic for reasoning in semantic domains and for program verification and synthesis. Focus is a programming environment that integrates the logic and the functional paradigms for automatic program derivation.
The successes obtained during these early experiences in the design of language executors convinced a number of researchers of the effectiveness of Prolog as a language for rapid prototyping of basic programming tools.
Other researches have focussed on the development of structure editors based on logic programming. A structure editor is a tool that uses abstract syntax to perform a number of semantic analysis on the program being developed. A logic program has a direct interpretation as set of grammar rewrite rules, 61 so that it is easy to specify the abstract syntax and static semantics of a programming language.
A project that used logic programming technology for building a structure editor based on Prolog is Centaur. 62 The Centaur system aims to support symbolic manipulation (editing and evaluation) of structured documents. Its kernel is composed of two main components:
A syntactic tree editor (called Virtual Tree Processor) that handles syntactic aspects of documents.
A symbolic interpreter (written in Prolog) of executable documents. The symbolic interpreter evaluates semantic language specifications written in Typol, a language apt to define operational semantics by transition systems. Typol programs extend a UBLCS- programming in-the-small environment for a given language with standard tools like debuggers, type checkers, and so on. The Typol interpreter was written in Prolog to take advantage of logic variable unification, a very useful mechanism to simulate evaluation by transition rules. The Prolog evaluation in Centaur consists of solving a set of equations that identify values, types, states, etc.
Another Prolog-based structure editor is PAN. 63 More precisely, this is a language-based editing and browsing system. It allows the incremental static semantic analysis of programs whose semantics is specified with a logical constraint grammar. A logical constraint grammar contains the operational description of contextual constraints. An example is the following: This rule checks the declaration of an identifier. The goal associated with the production accesses the context and checks that no other binding occurs in the current scope for such an identifier.
Programming-in-the-large
The main goal of an environment for programming in-the-large is to control and support the development of large software projects, that usually involve several programming modules, possibly to be developed by different programmers. Typical activities that should be supported by an environment for programming-in-the-large are configuration management, version control, intelligent retrieval of data relevant for software development.
It is not difficult to build a Prolog based tool for these activities taken singularly. For instance, 64 describes prom, a tool based on Prolog that extends the capabilities of the make Unix utility. prom exploits the deductive capabilities offered by logic programming in manipulating a knowledge base describing a large software system. A Prolog-based tool supporting software reuse was developed by a Fujitsu team. 65 The tool allowed to retrieve software modules from a module library. Specification of software modules were formalized using first-order predicate logical formulae.
An important approach to software reuse is given by reverse engineering tools and methods that aim to improve comprehensibility and maintainability. The REDO project uses a Prolog-based tool to capture the intended semantics of existing COBOL programs, producing functional abstractions and documentation from raw source code. [66] [67] [68] The tool that has been realized relies upon Prolog for expressing both several rewriting strategies and formal verification heuristics. A similar project is described in.
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A knowledge-based tool designed for multiparadigm configuration management is Polygen, a tool used in the Polilyth environment. 70 Polilyth allows to integrate distributed and heterogeneous software components. Polygen is a knowledge-based tool written in Prolog that is available in Polygen. It is used to generate the software interfaces needed to integrate and transform (for instance, to compile and link) the description of a software configuration into a set of distributed and communicating executable objects. The configuration process is
driven by a set of composition rules that define the integration capabilities of the operating environment. Modules can be composed and reused in different applications without being explicitly modified, thus enhancing reuse of modules. For an example of Polygen rule, see the following fragment of its knowledge base: The rule states that to make a package, given a configuration, the modules included by the configuration must be instantiated and then partitioned, i.e., recognized as compatible for integration according to the constraints of a given operating environment. The final result is a script that is then executed by the Unix make program, that effectively builds the executable codes.
More complex approaches are possible, using a logic programming language to implement non standard logics able to reason with special features of a software system. For instance, in 71 it is described SCAV, an access and version control system including a reasoning tool based on temporal logic and realized in Prolog. Temporal reasoning is used to manage the version history of a software project, aiming at minimizing storage requirements of the set of modules created during the development. In 72-74 a logic database called EDBLOG was used to build systems able to reason about modules properties and configuration strategies of programs written in Ada. The logic database exploits an extension of Prolog that supports constraints: these are introduced to guarantee the consistency of a project database containing modules with respect to a number of global properties. A makefile utility was built, using the features offered by the constraint language. Similarly, in 75 a logic database supporting the construction and evolution of software configurations is described. Prolog is extended with a number of new predicates to allow the invocation of external tools (e.g., compilers). As a last example, we cite an expert assistant tool that is the kernel of a knowledge-based programming environment is described in: 76 ENCORES has a blackboard architecture that is used to reason on formal documents that are algebraic specifications.
A large industrial project that used a Prolog knowledge base as project database is described in. 77 The knowledge base was built parsing the available documentation concerning a large application already developed. It was then used for implementing special tools like a browser and some functional testers. The authors found that, at least for testing, the use of Prolog-based tools allowed the saving of 20% of overall test efforts.
Although this seems a promising area for new applications, the use for Prolog for testing has comparatively received less attention, with respect to compiler specification and structure editor implementation. Prolog is well suited for implemeting standard tools and techniques for symbolic debugging, as shown. 78 It also can offer the basis for more general testing methods. In fact, in, 79 rule-based software testing was introduced: heuristic testing methods for Ada modules were formalized in a knowledge base written in Prolog. The rules derive from a set of criteria including statement coverage, condition coverage, decision coverage, and multipledecision coverage. The Prolog program then is used to generate test cases: a test case consists of a set of input values, a set of expected output values, and observed results for one execution of the program to be tested. This approach compares favorably with randomly generated test UBLCS-93-9 cases. The project described in 80 used Prolog as a tool for automated module testing: Protest is a tool that tests the implementation of a module written in C. The combination of logic and algebraic languages has been exploited to develop automatic tools for automatic generation of test suites. [81] [82] [83] The tools examined in this subsection are intended as intelligent assistants of a programmer that has to deal with several modules. Their rule-based knowledge base is easily implemented in Prolog. On the contrary, managing and coordinating a set of users and tools concurrently cooperating in a software project is a task beyond the capacity of every sequential language, and a fortiori of Prolog. Actually, it is questionable even which kind of languages and systems are more suitable for the task of software process management. This is the topic of the following section.
Programming-in-the-many
A coordination tool, e.g., a project assistant tool able to observe and control the advancement of a project to which participate several programmers, should necessarily be able to interact with different programming paradigms and to control distributed computations. The activity of formally shaping the process of building software in which a (large) number of programmers and computing resources is involved, was recently named software process programming.
Process programming is a relatively new research topic in software engineering. The main concern of process programming is the formalization of a number of customary activities that take place during the production of software objects. An important open problem in software process programming is the paradigm that should be chosen for the language used to program software processes. A software process program involves complex and concurrent activities of several agents, that are either programmers of automatic tools. The software process program should specify both the constraint to which all the agents are subject, and the goals that each agent should perform. So a language for software process programming should be both declarative, to specify at a high level what the agents can or cannot do, and imperative, to state what the agents should do.
A proposal for the use of logic programming in the software process management is found in. 84 The idea is that the process designer writes a process program specifying in Prolog the rules that govern the software development phases, as follows: This rule states a number of activities that should be executed by the process designer himself. A process program is then defined by a set of rules specifying all the roles involved in the development process.
From our point of view this solution is not fully satisfactory, since it seems difficult to integrate and support this script program inside a programming environment. In fact, these rules should be seen more as memos for project management assistants, than as executable specification of development processes. This approach is more evident as it is the main idea at the basis of the design of DesignNet, 85 an intelligent , knowledge-based tool written in Prolog and able to assist a project leader in coordinating a team of software designers.
These proposals raise questions that remain without an answer: How does the process program invoke standard tools? How does it coordinate a team of programmers? How are data modelled?
An approach that tries to give an answer to these questions consists of defining the software process as an activity that necessarily takes place within an environment. The environment itself is a program: since it specifies the coordination of its users, let us consider it the process program. So, building an environment able to offer process programming support is like giving an explicit representation of the software process.
For instance, Darwin is an environment for developing systems ruled by laws. 86 The main assumption about process programming proposed by Darwin designers is the existence of a law governing the evolution of a system, by ruling the messages admitted among the entities that compose the system. Formally, a law is a restricted Prolog program. Darwin itself is a constraint satisfaction system implemented as a prototype written in Prolog.
A completely different Prolog-based tool is GRAPPLE. 87 It is a plan-based process assistant, that includes primitive environment operators that correspond to atomic actions within the environment. Some primitive actions correspond to tool invocations, while other primitive actions correspond to predefined scripts. These operators may be combined in complex operators to achieve a given goal in a software process phase. Programmers communicate with the environment, which provides both passive (constraints) and active (plans) assistance. Plans are dynamically built by instantiating operators. The environment recognizes user plans and generates system plans. The assistant makes use of explicit knowledge on the software process manipulated by non-monotonic reasoning based on a multivalued logic. It is worth mentioning that GRAPPLE consists of a tool implemented in Prolog: the inferential capabilities of the language were largely used.
Towards rule-based software engineering environments
The rule-based tools that supports project management suggest that such an approach can be used for designing and implementing the development environments of large-scale software systems. In fact, a definition of the software process is the following: 88 the software process is a collection of related activities, seen as a coherent process subject to reasoning, involved in the production of a software process. These activities take place inside an environment, that should actively enact the cooperation of all the agents involved in the software production process. This idea is quite new in this field, but there are already a few promising results. 89 The approach that sees the process program as closely related to the software development environment is evident in MERLIN. 8 Such an environment monitors and guides a team of developers and managers that produce software objects. MERLIN is based on an extension of Prolog that combines backward and forward chaining. A knowledge base stores all the information about an software project. For instance, documents to be manipulated are represented by facts of the form document(Doc Type,Doc Name, Status), where Doc Type is a document type, and Doc Status is the current status of the document. They have attributes of the form work on(Doc Type,Doc Status,R,W,X), where R, W, X are lists describing access rights for read, write, and execution operations, respectively. document(module, m1, to be edited). document(specification,m1,specified). These tables defines the document types that a programmer can manipulate. Other facts defines the roles of the people involved in the development process, and their responsibilities with respect to the documents. Then, a number of rules define the operating environment inside which every people works. For instance, the following rule initializes the working context of a programmer: The first component of this rule specifies that after each change of document status the document database is updated accordingly. The second component specifies the automatic invocation of a compiler, again updating the document database with the correct new attributes.
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Even from this simple example, it is evident that MERLIN is a rule-based software environment that can support a large variety of software processes. These are declaratively defined by set of rules whose combination induces cooperation protocols on set of programmers.
An issue that is currently not completely clear in the MERLIN project is how a sequential programming language like Prolog can model a software process, that is intrinsically concurrent. Contrariwise, this aspect is the main concern of the Oikos project. 7 Oikos is a rule-based software development environment that supports the software process, just like MERLIN. However, the Oikos system language is an extension of the parallel logic language SP. 46 SP itself extends Prolog with a concept of blackboard communication, that allows to explicit specify parallel coordination of software entities, much in the same vein as the Linda coordination language. 45 The use of a parallel language in Oikos is a plus with respect to MERLIN, because it is easy to design and implement distributed coordination protocols.
Discussion
A remarkable common denominator among most of the systems listed in this section is the instrumental use of logic programming for implementing what a software engineer would call software development environments and tools. An interesting question that naturally arises is whether all these systems could have been realized in some other way. The use of a logic language was just instrumental, beneficial, or even determinant?
A naive answer is that whatever you can do in Prolog you can do the same in the another Turing-equivalent programming language. However, this answer misses some important points.
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We believe that three basic mechanisms, typical of logic languages, make at least beneficial the use of logic programming technology for designing and building software systems.
At a first level, a software engineer has to shape and handle objects involved in developing software and facts about these objects. 90 First order logic is a powerful data modeling language; it is obtained for free using of a logic language. For instance, at this level Prolog can be used as a relational language for defining complex relationships among data structures, and as a language more powerful than a relational query language. Prolog enhances the relational data model, giving the ability to make inferences, by the use of rules, and to prove properties of the whole database, through integrity constraints. Several examples show that programming in-the-small is well supported by a logic database. 74 Such a kind of database is a logic program plus a set of formulas expressing integrity constraints, which define properties to be possessed by the database.
At a second level a software engineer needs the assistance of several planning tools that help him to act on the environment tools, see for instance. 91 This level of support is valuable to programmers both in-the-small and in-the-large. While single parts of the software development process can be supported by specific tools, global patterns of tools usage should be made explicit for a better exploitation of the environments capabilities. In a rule-based environment typical patterns become environment goals that have to be transformed in production activities by accurate planning. Process knowledge rules the compilation of goals into actions. 89 Again, logic programming technology fits the planning approach to the software development process life cycle. For instance, in Prolog it is easy to build planners, schedulers, and knowledge-based assistants that deal with patterns of software process activities. 4, 64, 75 Deduction and pattern matching mechanisms are embedded into the computational and data model of any logic language, thus easing the associative retrieval of both intensional and extensional information. There is a set of topics easily solved in a logic framework, as for instance the integration of new tools via metainterpretation. 92 Finally, there is a third level related to the coordination of the entities cooperating in a software development environment. It is very important to have powerful communication mechanisms, because such an environment is naturally expressed as a collection of independent cooperating entities that compete for shared resources. It is necessary to coordinate both the programmers and the tools involved in the software production process. 93 The communication mechanisms of parallel logic programming are very helpful in the design of flexible and adaptable environments. Logical unification is the heart of a number of communication techniques, that range from dynamic streams carrying incomplete messages, to partially ordered data channels, and tuple spaces a la Linda. These mechanisms allow to specify effectively and concisely complex cooperation protocols. 94 
Conclusions
In this paper we have summarized the most recent trends in logic programming from a software engineering perspective. We have surveyed a number of specific projects in which logic programming is playing a central role. These show that logic programming is a flexible technology that could and should be used profitably in an industrial framework.
