Abstract-This paper considers online classification learning algorithms based on regularization schemes in reproducing kernel Hilbert spaces associated with general convex loss functions. A novel capacity independent approach is presented. It verifies the strong convergence of the algorithm under a very weak assumption of the step sizes and yields satisfactory convergence rates for polynomially decaying step sizes. Explicit learning rates with respect to the misclassification error are given in terms of the choice of step sizes and the regularization parameter (depending on the sample size). Error bounds associated with the hinge loss, the least square loss, and the support vector machine q-norm loss are presented to illustrate our method.
I. INTRODUCTION

I
N this paper, we study online classification algorithms generated from Tikhonov regularization schemes associated with general convex loss functions and reproducing kernel Hilbert spaces.
Let be a compact metric space and . A function is called a (binary) classifier which divides the input space into two classes. A real valued function can be used to generate a classifier where the sign function is defined as if and for . For such a real valued function , a loss function is often used to measure the error:
is the local error at the point while is assigned to the event . Reproducing kernel Hilbert spaces are often used as hypothesis spaces in the design of classification algorithms. Let be continuous, symmetric and positive semidefinite, i.e., for any finite set of distinct points , the matrix is positive semidefinite. Such a function is called a Mercer kernel.
The reproducing kernel Hilbert space (RKHS) associated with the kernel is defined [2] to be the completion of the linear span of the set of functions with Classification algorithms considered here are induced by regularization schemes learned from samples. Assume that is a probability distribution on and is a set of random samples independently drawn according to . The batch learning algorithm for classification is implemented by an off-line regularization scheme [29] in the RKHS involving the sample , and the loss function as (2) The classifier is induced by the real valued function . The off-line algorithm induced by (2) , a Tikhonov regularization scheme for learning [14] , has been extensively studied in the literature. In particular, the error analysis is well done due to many results. See, e.g., [27] , [5] , [35] , [4] , [7] , [21] , [31] , [26] . The main idea of the analysis is to show that has behaviors similar to the regularizing function of scheme (2) defined by (3) Here is the generalization error defined as
This expectation of the similarity between and is motivated by the law of large numbers telling us that with confidence for any fixed function . For a function set, such as the union of unit balls of reproducing kernel Hilbert spaces associated with a set of Mercer kernels, the theory of uniform convergence is involved. See, e.g., [29] , [1] , [34] .
Though the off-line algorithm (2) performs well in theory and in many applications, it might be practically challenging when the sample size or data is very large. For example, when we consider the case or corresponding to the support vector machines, the scheme (2) is a quadratic optimization problem. Its standard complexity is about . When , the algorithm is hard to implement.
Online algorithms with linear complexity can be applied and provide efficient classifiers, when the sample size is 0018-9448/$20.00 © 2006 IEEE large. In this paper we investigate online classification algorithms generated by Tikhonov regularization schemes in reproducing kernel Hilbert spaces. Convergence to in the RKHS norm as well as with respect to the excess misclassification error (to be defined) will be shown, and rate analysis will be done. These online algorithms can be considered as a descent method. See the discussion in the Appendix.
Throughout the paper, we assume that the loss function has the following form.
Definition 1: We say that is an admissible loss function if it is convex and differentiable at with . The convexity of tells us that the left derivative exists and equals . It is the same as when it coincides with the right derivative This paper is aimed at the following online algorithm for classification given in [9] , [22] , and [17] .
Definition 2: The Stochastic Gradient Descent Online Algorithm for classification is defined by and for (4) where is the regularization parameter and is called the step size. The classifier is given by the sign function . We call the sequence the learning sequence for the online scheme (4) which will be used to learn the regularizing function .
There is a vast literature on online learning. Let us mention some works relating to this paper. In [22] , a stochastic gradient method in the Hilbert space is considered. Let be the space of positive definite linear operators on , and and be two maps. To learn a stationary point satisfying they proposed the learning sequence
But the online scheme (4) involving the general loss function is nonlinear and is hard to write in the setting (5) except for the least square loss. When is the least square loss, we shall improve the estimates in [22] for online regression by presenting capacity independent learning rates (in Section II, Theorem 3), comparable to the best ones in [36] , [26] for the off-line regularization setting (2) . This is a byproduct of our analysis for online classification algorithms. The cumulative loss for online algorithms more general than (4) has been well studied in the literature. See, for example, [15] , [3] , [10] , [9] , [16] and references therein. In particular, cumulative loss bounds are derived for online density estimation in [3] and for online linear regression with least square loss in [9] . In Section VI of [15] , for a learning algorithm different from (4), the relative expected instantaneous loss, measuring the prediction ability of in linear regression problem, is analyzed in detail.
A general regularized online learning scheme (4) is introduced and analyzed in [17] . Assume the loss function is convex, uniformly Lipschitz continuous, the step size has the form , and is fixed. It was proved there that the average instantaneous risk converges toward the regularized generalization error with error bound . In this paper we mainly analyze the error in the norm, which is different from estimating the cumulative loss bounds as done in many previous results (e.g., [3] , [10] , [17] ). Such a strong approximation was considered for least square regression in [25] .
II. MAIN RESULTS
The purpose of this paper is to give error bounds for with fixed , and then apply them to the analysis of the online classification algorithm (4): estimating the misclassification error, a quantity measuring the prediction ability, by suitable choices of the regularization parameter . Our first main result states that the sequence defined by (4) converges in expectation to in as long as the sequence is uniformly bounded.
Theorem 1: Let and the sequence of positive step sizes satisfy (6) If the learning sequence given in (4) is uniformly bounded in , then as
Theorem 1 will be proved in Section V. The assumption of uniform boundedness is mild and will be studied in Section III. In particular, we shall verify that is uniformly bounded when for any and for some constant .
Recall from (3) that is the minimizer of the regularized generalization error (8) Our second main result is the following important relation between the excess regularized generalization error and the metric, which plays an essential role in proving Theorem 1.
Theorem 2: Let be an admissible loss function and . For any , there holds
Theorem 2 will be proved in Section IV. It will be used to derive convergence rates of (more quantitative than (7)) when the step size decays in the form with a constant (see Theorem 5 in Section VI). These rates, together with the approximation error (called the regularization error below) between and the minimizer of the generalization error, yield capacity independent learning rates of the misclassification error of the online algorithm (4). This is our last main result illustrated in the following subsections.
A. Misclassification Error of Classification Algorithms
The prediction power of classification algorithms are often measured by the misclassification error which is defined for a classifier to be the probability of the event : (10) Here denotes the marginal distribution of on , and the conditional probability measure. The best classifier minimizing the misclassification error is called the Bayes rule [13] and can be expressed as where is the regression function (11) Recall that for the online learning algorithm (4), we are interested in the classifier produced by the real valued function from a sample . So the error analysis for the classification algorithm (4) is aimed at the excess misclassification error (12) Let us present some examples proved in Section VII to illustrate the learning rates of (12) from suitable choices of the regularization parameter and the step size . The first example corresponds to the classical support vector machine (SVM) with being the hinge loss . For this loss, the online algorithm (4) can be expressed as and if if .
Corollary 1: Let . Assume for some , the pair satisfies (14) For any , choose and where . Then (15) In (15), the expectation is taken with respect to the random sample . We shall use this notion throughout the paper, if the random variable for is not specified.
The condition (14) concerns the approximation of the function in the space by functions from the RKHS . It can be characterized by requiring to lie in an interpolation space of the pair , an intermediate space between the metric space and the much smaller approximating space . For details, see the discussion in [7] . The assumption (14) is satisfied [34] when we use the Gaussian kernels with flexible variances and the distribution satisfies some geometric noise condition [21] .
Assumptions like (14) are necessary to determine the regularization parameter for achieving the learning rate (15) . This can be seen from the literature [21] , [31] , [35] of off-line algorithm (2): learning rates are obtained by suitable choices of the regularization parameter , according to the behavior of the approximation error estimated from a priori conditions on the distribution and the space . The second example is for the least square loss. Here the approximation error [23] , [25] can be studied by the integral operator on the space defined by
Since is a Mercer kernel, the operator is symmetric, compact and positive. Therefore its power is well-defined for any . Corollary 2: Let and be in the range of with some . For any , take and . Then (16) Let us analyze the assumption as in [25] . Denote as the positive eigenvalues of the positive, compact operator and the corresponding orthonormal eigenfunctions. Any function can be expressed as with and satisfying . The function lies in the range of for some if and only if , that is, the sequence has such a nice decay that for another sequence . In particular [11] , is in the range of if and only if . So the smaller is, the less demanding the assumption in Corollary 2. When , this assumption can also be characterized [23] by the decay . For the least square loss, there holds . This leads to the condition on the regularization error discussed in the next subsection for the general loss.
B. Comparison Theorem and Regularization Error
Estimating excess misclassification error in (12) can often be done by bounding the excess generalization error [35] , [4] , [37] ( 17) where is a minimizer of the generalization error is measurable on
In particular for the SVM 1-norm soft margin classifier with the hinge loss , we have [30] and an important relation was given in [35] as (18) Such a relation is called a comparison theorem. For the general loss function, a simple comparison theorem was established in [7] and [4] .
Proposition A: Let be an admissible loss function such that exists and is positive. Then there is a constant such that for any measurable function , there holds (19) If moreover, for some and , satisfies a Tsybakov noise condition: for any measurable function (20) then (19) can be improved as (21) The Tsybakov noise condition (20) was introduced in [28] where the reader can find more details and explanation. The greater is, the smaller the noise of . In particular, any distribution satisfies (20) with and . With a comparison theorem, it is sufficient for us to estimate the excess generalization error (17) . In order to do so, we need the regularization error [24] between and . Definition 3: The regularization error for (2) associated with the triple is Now we have the error decomposition [32] for (17) as (22) The regularization error term in the error decomposition (22) is independent of the sample . It can be estimated by -functionals from the rich knowledge of approximation theory. For more details, see discussions in [23] , [7] , [31] .
The first term in (22) Let us show by the example of SVM -norm loss the learning rates of the excess misclassification error for the online algorithm (4), derived from the regularization error, the choice of the regularization parameter and the step size.
Corollary 4: Let with . Assume that for some , there holds . For any , take and with
Then
If moreover, the distribution satisfies (20) , then the rate can be improved to
C. A Byproduct for Regression and Rate Comparison
Our method for the classification algorithm can provide not only estimates for the excess misclassification error, but also estimates for the strong approximation in the metric. Let us show this by the least square loss. We assume that lies in the range of for some . 
Let us compare our learning rates for the least square loss with the existing results.
First, we will show that our learning rate in the online setting is comparable to that in the off-line setting under the same assumption on the approximation error:
. In [5] , [36] , a leave-one-out technique was used to derive the expected value of the off-line regularization algorithm (2) . The results in [35] , [36] can be expressed as
In terms of the regularization error, it can be restated as (26) We know from Lemma 3 in [26] that if for some then
Putting this into (26) and trading off and , we know that the choice gives the optimal rate (27) If is in the range of with and for some constant , the error is given in Theorem 2 of [26] for the off-line regularization scheme (2) as (28) Hence our online learning rate (25) is almost the same as the corresponding (28) in the offline setting while the rate (16) is suboptimal compared with (27) .
Next, we will compare our learning rate (16) with the one in [22] 
III. BOUNDING THE LEARNING SEQUENCE
In this section, we show how a local Lipschitz condition on the loss function at the origin and some restrictions on the step size ensure the uniform boundedness of the learning sequence , a crucial assumption for the convergence of the online scheme (4) stated in Theorem 1. Hence the uniform boundedness holds for all loss functions encountered in specific classification algorithms.
Definition 4: We say that is locally Lipschitz at the origin if the local Lipschitz constant (31) is finite for any . The above local Lipschitz condition is equivalent to the existence of some and such that for every . In fact, the latter requirement implies the equation shown at the bottom of the page. Thus, when is twice continuously differentiable on , is locally Lipschitz at the origin with . Examples of loss functions will be discussed after the following theorem on the boundedness of the sequence . This completes the induction procedure and proves the theorem.
The following are some commonly used examples of loss functions (e.g., [4] , [18] , [19] , [12] , [35] 
V. GENERAL CONVERGENCE RESULTS
In this section we prove our first main result, Theorem 1. The essential estimate in the proof will also be used in the next section to give convergence rates. Note that the uniform boundedness of by implies .
which can be further controlled by
Proof: Recall that where . Then (49) By the reproducing property (1), part of the last term of (49) equals (50) Since is a convex function on , we know that Applying this relation to and together with (50) yields (51) The Schwarz inequality implies Putting this and (51) into the middle term of (49), we know that is bounded by
Since depends on but not on , it follows that can be bounded by (52) This in connection with (46) and (49) This proves the first statement. The second statement follows from the inequality for any . We are in a position to prove Theorem 1 stated in the introduction. For this purpose, we use (47) while the bound (48) will be used to derive explicit learning rates in the next section.
Proof of Theorem 1: By (6), there exists an integer such that for all . Since is uniformly bounded in , (46) is true for some constant . Applying Lemma 3, it is sufficient to estimate the right side of (47). According to the assumption (6) on the step size, we have as . So for any there exists some such that the second term of (47) We are in a position to state the convergence rates for the online algorithm (4) . To this end, we need the following constant depending on : 
VII. TOTAL ERROR BOUNDS AND LEARNING RATES
Applying the above mentioned techniques, we can derive the learning rates of the excess misclassification error for the online algorithm (4) from our analysis on together with the regularization error .
A. Rates for the Online Algorithm With the Hinge Loss
First, we prove the learning rates for the online algorithm (13) This proves our conclusion.
B. Rates for the Online Algorithm With the Least Square Loss
Turn to the least square loss. It has a special feature that . This enables us to improve the learning rates.
Proof of Corollary 2: For the least square loss, we use the relation (see [13] Replacing with and arguing as in the proof of corollary 2, we obtain the desired result.
C. Rates With the -Norm SVM Loss
We shall use the relation (19) to derive the learning rate. To estimate using the error in the metric, we need the following lemma.
Lemma 6: For the -norm SVM loss with , and , there holds (73)
Proof: Note the inequality [7] It follows by taking that can be bounded by where the bound (24) (19) and (21) .
VIII. CONCLUSION AND QUESTIONS
In this paper we have investigated the strong convergence of the online regularized classification algorithm involving general loss functions and reproducing kernel Hilbert spaces. We verified the convergence under rather weak assumptions on the step sizes and loss functions. A novel relation between the error in the RKHS norm and the excess regularized generalization error played an important role. As done for the off-line setting in the literature, by suitable choices of the regularization parameter according to a priori conditions on the approximation error, we presented explicit capacity independent learning rates of the excess misclassification error for commonly used loss functions such as the hinge loss, the least square loss, and the SVM -norm loss. In particular, we have shown (remarks following Theorem 3) that our learning rates in with the least square loss are comparable to the ones in the off-line setting.
Let us mention some questions for further study. 1) In this paper the regularization parameter depends only on the sample size which means that (4) studied here is not a fully online algorithm. How to analyze the algorithm (4) with changing with the steps, , remains open.
2) It would be interesting to analyze the online algorithm in the case . This is closely related to the perceptron algorithms (see [29] , [10] ). 3) Here we assume the data is i.i.d. according to an unknown distribution . In many applications the data is not independent or identical. It is unknown whether Markov chains and the theory of martingales can be used to deal with this case. The classical descent method [6] is an efficient method to solve unconstrained minimization problems of the form where is convex and continuously differentiable. The descent method is to find a suitable sequence , to approximate the minimum point :
where is the step size and denotes the descent direction.
The descent method requires that except when is optimal. The Taylor expansion of tells us which requires
That is, the direction must make an obtuse angle with the gradient . If we select the descent direction as the negative gradient direction, this gives the well-known descent algorithm Under some assumptions on the step sizes , one can get the convergence [6] The above descent method motivates the classification algorithm (4). To see this, let us assume that the classifying loss is differentiable. Since the regularizing function is an unconstrained minimizer in of the functional (the regularized generalization error)
as the descent algorithm, we use the following sequence to approximate :
with Note that the functional derivative (see [33] )
However, the distribution is unknown in practical classification problems. What we have is a random sample . So we replace the integral part by the random value , and the above descent scheme then becomes the stochastic gradient descent online algorithm (4) .
