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Hydrostatic atmospheric models in a generalized vertical coordinate are considered. The
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1. Introduction
A large number of numerical models employed in numerical weather prediction and atmospheric simulation are based
on hydrostatic equations, that is, the Euler equations for an ideal compressible gas considered in the non-inertial rotating
frame under the hypothesis of hydrostatic equilibrium. For a more accurate representation of the vertical structure of
the atmosphere, a generalized (hybrid) vertical coordinate is frequently used [1–3]. The important specific cases of this
coordinate are the Eliassen pressure coordinate and the Phillips sigma coordinate [4,1], which were popular about four
and three decades ago, respectively. In the last two decades, more complex cases of generalized vertical coordinates were
frequently applied in atmospheric modeling [5,3,6,7]. However, to the best of our knowledge, some results on the basic
properties of the vertical normal modes for both continuous and discrete models are restricted to the simpler cases of the
original height coordinate, and the pressure and sigma coordinates [8–13]. In this study, vertical structure equations in
continuous and discretized forms for linearized atmospheric models are analyzed using a generalized vertical coordinate.
The purpose of the analysis is twofold: first, to reveal some qualitative properties of the vertical normal modes for
continuous and discretized models, and, second, to evaluate the degree of proximity between the properties of two sets of
the vertical modes. The first point is important on its own, because it makes available a priori information on the behavior of
differential and difference solutions. For example, as a byproduct of the results obtained, it is shown that for both differential
and discretized hydrostatic models, the initial value problem is well posed. The second point shows the quality of the
discretization used: the ability to mimic in discrete form the essential properties of the governing differential equations
is one of the important characteristics of an approximation scheme.
The text is structured as follows. First, the vertical structure equation in the integral form for the original differential
model is derived and essential properties of the integral kernel are investigated. In this way, the important characteristics of
the eigenvalues and eigenfunctions inherent in hydrostatic models are revealed. This part is presented in Sections 2 and 3.
Second, a similar analysis is made for a vertically discretized model. In this case, the behavior of the vertical normal modes
is defined by the properties of the vertical structure matrix, which contains information on the structure of the vertical
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grid, used approximations of the vertical operators and chosen thermodynamic parameters. The properties of the vertical
structure matrix determine the structure of its eigenspaces and relations between eigenvectors. This part of the study is
developed in Sections 4 and 5. Finally, the analytical study is illustrated by a simple example with an available analytical
solution for the continuous problem in Section 6, which is followed by a brief conclusion section.
2. Primitive equations
Using time t , Cartesian coordinates x, y of conformal projection and generalized vertical coordinate η, the primitive
equations of the atmosphere can be written as follows [2,14]:
the horizontal components of the momentum equation:
du
dt
= f v − RTPx − Φx, (1)
dv
dt
= −fu− RTPy − Φy, (2)
the hydrostatic equation (the vertical component of themomentum equation under assumption of the hydrostatic balance):
Φη = −RTPη, (3)
the thermodynamic equation:
dT
dt
= RT
cp
dP
dt
, (4)
the continuity equation:
dpη
dt
= −pη(ux + vy)− pηη˙η. (5)
Here, the following standard notations are used:
dϕ
dt
= ϕt + uϕx + vϕy + η˙ϕη
is the total derivative, u, v and η˙ are the velocity components, ps is the surface pressure, P = ln p, Ps = ln ps, η(p, ps) is a
monotonic function of the pressure p assuming the values η(0, ps) = 0 and η(ps, ps) = 1, f is the Coriolis parameter, T is
the temperature, Φ = gz is the geopotential, z is the height, g is the gravitational acceleration, R is the gas constant, cp is
the specific heat at constant pressure. The subscripts t, x, y, η denote the partial derivatives with respect to the indicated
variables. As usual, all functions considered are assumed to be sufficiently smooth in order to perform all operations applied
in the subsequent analysis.
Integrating Eq. (5) and using the principal upper and lower boundary conditions
η˙ = 0 at η = ηT ; 1 (0 < ηT < 1)
one can obtain the following relations:
Pt + η˙Pη = −1p
 η
ηT
(upη)x + (vpη)ydη, (6)
and
(Ps)t = − 1ps
 1
ηT
(upη)x + (vpη)ydη. (7)
After the linearization about a state of rest
u¯ = v¯ = ¯˙η = 0, T¯ = T¯ (η), p¯ = p¯(η), Φ¯ = Φ¯(η), Φ¯η = −RT¯ P¯η, (8)
the primitive Eqs. (1)–(4), (6) and (7) assume the following form
ut = f v − Gx, (9)
vt = −fu− Gy, (10)
Gη = −RT P¯η + RT¯ηP, (11)
Tt + η˙T¯η = RT¯cp · (Pt + P¯ηη˙), (12)
Pt + P¯ηη˙ = −1p¯
 η
ηT
p¯ηDdη, (13)
(Gs)t = RT¯s(Ps)t = −RT¯sp¯s
 1
ηT
p¯ηDdη. (14)
3626 A. Bourchtein, L. Bourchtein / Journal of Computational and Applied Mathematics 236 (2012) 3624–3635
Here p¯(η) is a strictly increasing positive function (p¯η > 0) on [ηT , 1], which defines the basic pressure profile, p¯s =
p¯(1), T¯s = T¯ (1),G = RT¯P + Φ,Gs ≡ G(1) = RT¯sPs, and D = ux + vy. The basic state is considered to be statically
stable, that is, Γ¯ (η) = Rcp P¯η(η)− 1T¯ T¯η > 0 on [ηT , 1] (meaning that an air parcel vertically displaced from its basic state will
tend to return to its original position) [1].
The elimination of the functions T , P, η˙ and Gs from (11)–(14) results in the following equation
Gt = −RT¯sp¯s
 1
ηT
p¯η′Ddη′ −
 1
η

R
a(η′)
 η′
ηT
p¯η′′Ddη′′

dη′, (15)
where
1
a(η)
= T¯
p¯
Γ¯ = T¯
p¯

R
cp
P¯η − 1
T¯
T¯η

.
3. Vertical structure equation for the differential model
Searching for solutions with separate vertical coordinate, one can note that the structure of Eqs. (9), (10) and (15) implies
the following separation form:
u = ψ(η)U(t, x, y), v = ψ(η)V (t, x, y), G = ψ(η)H(t, x, y).
Substituting the last expressions in (15) one obtains the vertical structure equation in the integral form
RT¯s
p¯s
 1
ηT
p¯η′ψ(η′)dη′ +
 1
η

R
a(η′)
 η′
ηT
p¯η′′ψ(η′′)dη′′

dη′ = µψ(η), (16)
where µ is the separation parameter and eigenvalue in (16).
Integration by parts in the last equation results in the Fredholm equation of the second kind 1
ηT
K˜(η, η′)ψ(η′)dη′ = µψ(η) (17)
with the ‘‘quasi-symmetric’’ kernel
K˜(η, η′) = p¯′ηKˆ(η, η′), Kˆ(η, η′) =

Q (η′), ηT ≤ η ≤ η′
Q (η), η′ ≤ η ≤ 1 , Q (η) = 1+
p¯s
T¯s
A(η),
A(η) =
 1
η
1
a(ξ)
dξ .
Evidently, Kˆ(η, η′) = Kˆ(η′, η) is the symmetric part of the kernel.
Noting that p¯η > 0 on [ηT , 1], it is suitable to set
ϕ(η) = p¯η(η)ψ(η), K(η, η′) = p¯η(η)p¯η′(η′)Kˆ(η, η′)
in order to transform (17) to the integral equation with symmetric kernel 1
ηT
K(η, η′)ϕ(η′)dη′ = µϕ(η). (18)
Due to the assumed smoothness of all functions, the kernel K

η, η′

is also smooth. To be more specific, in the following
reasoning it is assumed that the functions p¯η(η) and A(η) are at least continuous on [ηT , 1], and consequently, K(η, η′) is
continuous on [ηT , 1] × [ηT , 1].
Let us establish some properties of the kernel K(η, η′). First, the condition Γ¯ (η) > 0 implies a(η) > 0 on (ηT , 1), and
consequently, A(η) is strictly decreasing on [ηT , 1]. Besides, A(1) = 0, meaning that A(η) > 0 on [ηT , 1). Therefore,
K(η, η′) > 0 on [ηT , 1] × [ηT , 1]. (19)
Second, the kernel K(η, η′) is totally positive, that is,
K

η1 η2 · · · ηn
ξ1 ξ2 · · · ξn

≡

K(η1, ξ1) K(η1, ξ2) · · · K(η1, ξn)
K(η2, ξ1) K(η2, ξ2) · · · K(η2, ξn)
. . .
K(ηn, ξ1) K(ηn, ξ2) · · · K(ηn, ξn)
 ≥ 0 (20)
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for arbitrary n-tuples (η1, η2, . . . , ηn) and (ξ1, ξ2, . . . , ξn) such that ηT ≤ η1 < η2 < · · · < ηn ≤ 1 and ηT ≤ ξ1 < ξ2 <
· · · < ξn ≤ 1 and for any n = 1, 2, . . . . In fact, K(η, ξ) can be expressed in the form
K(η, ξ) =

α(η)β(ξ), ηT ≤ η ≤ ξ
α(ξ)β(η), ξ ≤ η ≤ 1 , α(η) =

p¯η, β(η) =

p¯η

1+ p¯s
T¯s
A(η)

.
Since A(η) is strictly decreasing on [ηT , 1], the ratio α(η)β(η) = 11+ p¯s
T¯s
A(η)
is strictly increasing on [ηT , 1]. Also, since A(η) > 0 on
(ηT , 1), the product α(η)β(η) = p¯η(η)

1+ p¯s
T¯s
A(η)

> 0 on (ηT , 1). Due to the total positivity criterion [15], the last two
conditions ensure that K(η, ξ) satisfies (20).
Third, setting αi ≡ α(ηi), βj ≡ β(ηj), one obtains
K

η1 η2 · · · ηn
η1 η2 · · · ηn

≡

K (η1, η1) K (η1, η2) · · · K (η1, ηn)
K (η2, η1) K (η2, η2) · · · K (η2, ηn)
. . .
K (ηn, η1) K (ηn, η2) · · · K (ηn, ηn)
 =

α1β1 α1β2 · · · α1βn
α1β2 α2β2 · · · α2βn
. . .
α1βn α2βn · · · αnβn

= α1 (α2β1 − α1β2) (α3β2 − α2β3) · · · (αnβn−1 − αn−1βn) βn
= p¯η (η1) · · · p¯η (ηn) · p¯s
T¯s
(A (η1)− A (η2)) · · · p¯s
T¯s
× (A(ηn−1)− A(ηn))

1+ p¯s
T¯s
A(ηn)

> 0. (21)
The last inequality follows from the previous evaluations: p¯η > 0 on [ηT , 1], A(η) is strictly decreasing on [ηT , 1], and A(η)
on [ηT , 1).
Conditions (19)–(21) mean that the kernel K(η, η′) is oscillatory [16,15,17]. This property along with the symmetry
ensures the following characterization of the solution to the eigenvalue problem (18) (e.g. [16,17]):
1. each eigenvalue of (18) is positive and simple.
2. the sequence of all eigenvalues has the only limit point zero:
µ0 > µ1 > µ2 > · · · > 0, lim
n→∞µn = 0.
3. nth eigenfunction ϕn(η) (corresponding to the eigenvalue µn) has exactly n zeros and n changes of the sign in [ηT , 1];
the zeros of ϕn (η) and ϕn+1(η) strictly interlace; evidently, the same is true also for the original eigenfunctions ψ(η).
4. the set of all eigenfunctions is orthogonal (and can be made orthonormal); it means that the original eigenfunctions are
orthogonal (and can be made orthonormal) with the weight p¯η .
In particular, these properties guarantee that the linearized hydrostatic equations in a generalized vertical coordinate
can be reduced to a (denumerable) set of the linearized shallow water equations for the functions U, V ,H with different
propagation speeds of the gravity waves. Since all these systems are strictly hyperbolic, one can conclude that the initial
value problem for the linearized hydrostatic equations is well posed.
4. Vertical structure matrix for the discretized equations
Let us consider the vertical discretization based on the Lorenz staggered vertical grid. Since the distribution of the
variables on this grid allows us to keep in the discrete form the most number of the conservation integrals of the primitive
equations, it seems to be the most widespread vertical grid used for hydrostatic models (e.g. [18–20,4,3]). The design of the
grid is as follows: the entire atmosphere is divided in K vertical layers with the boundaries ηk+1/2, k = 0, . . . , K chosen
arbitrarily and the inner levels ηk, k = 1, . . . , K , which satisfy the natural inequalities
ηk−1/2 < ηk < ηk+1/2, k = 1, . . . , K .
Thehorizontal velocities, temperature, geopotential andpressure are defined at the inner levelsηk, while the vertical velocity
is carried at ηk+1/2. Additionally the surface geopotential and pressure are defined at the lower boundary ηK+1/2. This grid
is shown in Fig. 1 and more detailed description of its properties can be found, for example, in [18,19,3,14].
The usual approximation of the vertical operators on the Lorenz grid is given by
utk = f vk − Gxk, vtk = −fuk − Gyk,
Gk = Gs + R

K
i=k+1
P¯ηi∆i · Ti + P¯ηk∆k+ · Tk

− R

K
i=k+1
T¯ηi∆i · Pi + T¯ηk∆k+ · Pk

, k = 1, . . . , K ,
(Gs)t = −RT¯sp¯s
K
i=1
p¯ηi∆i · Di,
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Ttk = −T¯ηk

(1− ωk) η˙k+1/2 + ωkη˙k−1/2
− RT¯k
cpp¯k
·

k−1
i=1
p¯ηi∆i · Di + p¯ηk∆k− · Dk

, k = 1, . . . , K ,
Ptk = −P¯ηk

(1− ωk) η˙k+1/2 + ωkη˙k−1/2
− 1
p¯k
·

k−1
i=1
p¯ηi∆i · Di + p¯ηk∆k− · Dk

, k = 1, . . . , K .
In the above,
∆i = ηi+1/2 − ηi−1/2, ∆i+ = ηi+1/2 − ηi, ∆i− = ηi − ηi−1/2, ωk = ηk+1/2 − ηk
ηk+1/2 − ηk−1/2 ,
and a summation is defined to be zero if the lower limit of the summation index exceeds the upper limit. As we will see
later, an explicit form for the discretized η˙ equation is not required.
Introducing the column vectors
u = (u1, . . . , uK )T , v = (v1, . . . , vK )T , D = (D1, . . . ,DK )T , G = (G1, . . . ,GK )T ,
T = (T1, . . . , TK ,Gs)T , P = (P1, . . . , PK )T , N =

η˙1/2, . . . , η˙K−1/2, η˙K+1/2
T
,
we can rewrite the discrete equations in the form
ut = f v− Gx, vt = −f u− Gy, (22)
G = RAT · T− RAP · P, (23)
Tt = −AN · N− Rcp AD · D, (24)
Pt = −A˜N · N− A˜D · D. (25)
Here AT and A˜N are K × (K + 1) matrices, AP and A˜D are K × K matrices, AN is a (K + 1) × (K + 1) matrix and AD is a
(K + 1)× K matrix. They have the following structure:
Fig. 1. The Lorenz staggered vertical grid.
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AT =

P¯η1∆1+ P¯η2∆2 · · · P¯ηK∆K 1/R
0 P¯η2∆2+ P¯ηK∆K 1/R
...
. . .
...
0 0 · · · P¯ηK∆K+ 1/R
 , AP =

T¯η1∆1+ T¯η2∆2 · · · T¯ηK∆K
0 T¯η2∆2+ T¯ηK∆K
...
. . .
...
0 0 · · · T¯ηK∆K+
 ,
AN =

T¯η1ω1 T¯η1 (1− ω1) 0 0
0 T¯η2ω2 0
...
. . .
. . .
...
0 0 T¯ηKωK T¯ηK (1− ωK )
0 0 · · · 0 0
 ,
A˜N =

P¯η1ω1 P¯η1 (1− ω1) 0 0
0 P¯η2ω2 0
...
. . .
. . .
...
0 0 · · · P¯ηKωK P¯η1 (1− ωK )
 ,
AD =

T¯1
p¯1
p¯η1∆1− 0 · · · 0
T¯2
p¯2
p¯η1∆1
T¯2
p¯2
p¯η2∆2− 0
...
. . .
...
T¯K
p¯K
p¯η1∆1
T¯K
p¯K
p¯η2∆2
T¯K
p¯K
p¯ηK∆K−
cp
T¯s
p¯s
p¯η1∆1 cp
T¯s
p¯s
p¯η2∆2 · · · cp T¯sp¯s p¯ηK∆K

,
A˜D =

1
p¯1
p¯η1∆1− 0 · · · 0
1
p¯2
p¯η1∆1
1
p¯2
p¯η2∆2− 0
...
. . .
...
1
p¯K
p¯η1∆1
1
p¯K
p¯η2∆2
1
p¯K
p¯ηK∆K−

.
It is suitable to decompose these matrices in the following way:
AT = A1B1

P¯η; 1/R

, AP = A1B2

T¯η

, AN = B2

T¯η

Aω, A˜N = B3

P¯η

Aω,
AD = B1[T¯/p¯; T¯s/p¯s]A2, A˜D = B4 [1/p¯]A2,
where
A1 =

∆1+ ∆2 · · · ∆K 1
0 ∆2+ ∆K 1
...
. . .
...
0 0 · · · ∆K+ 1
 , Aω =

ω1 1− ω1 0 0
0 ω2 0
...
. . .
. . .
...
0 0 · · · ωK 1− ωK
 ,
A2 =

p¯η1∆1− 0 · · · 0
p¯η1∆1 p¯η2∆2− 0
...
. . .
...
p¯η1∆1 p¯η2∆2 p¯ηK∆K−
cpp¯η1∆1 cpp¯η2∆2 · · · cpp¯ηK∆K
 ,
B1[a; aK+1] =

diag [a] 0
0T aK+1

, B2[a] =

diag [a]
0T

, B3[a] = diag [a] ,
B4 [a] =

diag [a] 0

,
T¯ = T¯1, . . . , T¯K T , P¯ = P¯1, . . . , P¯K T , p¯ = (p¯1, . . . , p¯K )T ,
and a = (a1, . . . , aK )T is an arbitrary K -element vector.
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Differentiating (23) with respect to t and substituting Tt and Pt from (24) and (25), one obtains
Gt = RATTt − RAPPt = −R

R
cp
ATAD − AP A˜D

D− R

ATAN − AP A˜N

N. (26)
The second term in (26) is actually zero because
ATAN − AP A˜N = A1B1

P¯η; 1/R

B2

T¯η

Aω − A1B2

T¯η

B3

P¯η

Aω
= A1

B1

P¯η; 1/R

B2

T¯η
− B2 T¯η B3 P¯ηAω = A1 B2 P¯ηT¯η− B2 T¯ηP¯ηAω = 0.
This results in decoupling of the vertical velocities N from system (22) and (26). The simplification of the first group of the
matrices in (26) gives
R
cp
ATAD − AP A˜D = Rcp A1B1[P¯η; 1/R]B1[T¯/p¯; T¯s/p¯s]A2 − A1B2

T¯η

B4 [1/p¯]A2
= A1

R
cp
B1

P¯η; 1/R

B1

T¯/p¯; T¯s/p¯s
− B2 T¯η B4 [1/p¯]A2
= A1

R
cp
B1

P¯ηT¯/p¯; T¯s/Rp¯s
− B1 T¯η/p¯; 0A2 = A1A3A2
with
A3 = B1

RP¯ηT¯− cpT¯η
cpp¯
; T¯s
cpp¯s

= diag

RP¯η1T¯1 − cpT¯η1
cpp¯1
, . . . ,
RP¯ηK T¯K − cpT¯ηK
cpp¯K
,
T¯s
cpp¯s

.
Finally, the following three equations
ut = f v− Gx, vt = −f u− Gy, Gt = −AD, (27)
are obtained, where
A = RA1A3A2 (28)
is a K × K matrix of the vertical structure.
The properties of the matrix A determine the relation between the behavior of the differential and the vertically
discretized problems. In particular, the positivity and simplicity of its spectrum is important for the well posedness of the
vertically discretized Eqs. (22)–(25), which is a necessary condition for the well posedness of the numerical scheme.
Note that the resulting system (27) does not contain the functions of the vertical velocity, pressure and temperature.
For this reason, the well-known problem of the existence of a computational mode on the Lorenz grid is not involved in
the present analysis. In fact, the existence of the non-physical solution in the form of the stationary temperature profile
changing the sign at each level was shown in [21,22]. It was also established there that the cause of this spurious solution is
an additional degree of freedom in the vertical distribution of the temperature [21,22]. Since the temperature is eliminated
from (27), such computational mode is not presented in our analysis.
5. Oscillatority of the matrix A
As in the case of kernels, oscillatorymatrices occupy an intermediate position between totally positive and strictly totally
positive matrices. A matrix A is called totally positive (strictly totally positive) if all minors of A are nonnegative (positive).
A square matrix A is called oscillatory if it is totally positive and some power of A is strictly totally positive.
The following result by Gantmacher and Krein provides a characterization of oscillatory matrices [16].
Theorem GK1. A matrix A is oscillatory if and only if:
(1) A is totally positive;
(2) A is non-singular;
(3) aij > 0 for |i− j| ≤ 1.
Applying this theorem one can show the oscillatority of the matrix A in (28). To verify the most complex condition of the
total positivity, one can apply the technique introduced in [23] and improved in [24] to study the correctness of the vertically
discretized problems for hydrostatic atmospheric models in the case of the isothermal temperature profile. In the current
study, the obtained earlier results on the vertical structure matrices are extended to the case of more realistic basic states
including arbitrary vertical variations of the reference temperature profile. The only natural restriction on the temperature
profile will be the static stability condition assumed in Section 2.
Let us show that each of the matrices A1,A2, and A3 in (28) is totally positive, which will lead to the total positivity of the
matrix A = RA1A3A2. Since the reference temperature profile is statically stable (Γ¯ (η) > 0), it means that
RP¯ηT¯ − cpT¯η
cpp¯
> 0
for any η. Therefore, all diagonal entries of the diagonal matrix A3 are positive, which implies its total positivity.
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Fig. 2. The planar network with the weight matrixM.
To prove the total positivity of the matrices A1 and A2 we consider the following auxiliary (K + 1)× (K + 1)matrix
M =

β1α1δ1 0 · · · 0 0 · · · 0 0
α2δ1 β2α2δ2 0 0 0 0
...
. . .
...
αkδ1 αkδ2 · · · βkαkδk 0 · · · 0 0
αk+1δ1 αk+1δ2 αk+1δk βk+1αk+1δk+1 0 0
...
...
. . .
...
αKδ1 αKδ2 αKδk αKδk+1 βKαKδK 0
αK+1δ1 αK+1δ2 · · · αK+1δk αK+1δk+1 · · · αK+1δK βK+1αK+1δK+1

,
where
βk ∈ (0, 1), αk > 0, δk > 0, k = 1, . . . , K + 1. (29)
The total positivity of the matrixM can be shown by applying the planar network criterion. A planar network (Γ , ω) is
an acyclic directed planar graph Γ with weights ω(e) assigned to all edges e of Γ . Let us assume that the edges of Γ are
directed from left to right and a network has K+1 sources and sinks numbered from bottom to top. Theweight of a directed
path in Γ is equal to the product of the weights of the edges in that path. The weight matrixM(Γ , ω) is (K + 1)× (K + 1)
matrix whose entry (i, j) is the sum of the weights of all paths from the source i to the sink j. The following result is due to
Lindstrom (e.g. [25,26]):
Theorem L1. If a planar network has nonnegative real weights, then its weight matrix is totally positive.
Let us consider the planar network with positive weights shown in Fig. 2. All weights are placed above the horizontal
edges and to the right of the inclined edges. If a weight is not indicated it means that the respective edge has the weight
1. Obviously, the weight matrix of this planar network is the matrix M. Therefore, by Theorem L1, the matrix M is totally
positive.
Now if one sets
αk = ∆k, βk = ∆k+/∆k, δk = 1, k = 1, . . . , K ; αK+1 = 1,
then the matrix A1 is a submatrix of the matrixMT . On the other hand, if
αk = 1, βk = ∆k−/∆k, δk = p¯ηk∆k, k = 1, . . . , K ; αK+1 = cp,
then the matrix A2 is a submatrix ofM. Since conditions (29) hold for both specifications, the total positivity of the matrix
M implies the total positivity of the matrices A1 and A2. Due to the Cauchy–Binet identity for determinants, the product
of totally positive matrices is totally positive. Therefore, the matrix A is totally positive, that is, the first condition of the
Theorem GK1 is satisfied.
To show the second condition, we note that the principal minors of the matrices A1,A2 and A3 are positive and other
K -order minors of these matrices are nonnegative due to their total positivity. Therefore, by the Cauchy–Binet formulas, the
determinant of the matrix A is positive.
Finally, the positivity of the elements aij for |i− j| ≤ 1 follows directly from the structure of the matrices A1 and A2.
Thus, all three conditions of the Theorem GK1 are satisfied and, therefore, the matrix A is oscillatory.
For an oscillatory matrix there is the following characterization of its eigenvalues and eigenvectors [16,27]:
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1. each eigenvalue of (28) is positive and simple.
2. if the eigenvalues are numbered in decreasing order
λ1 > λ2 > · · · > λK > 0,
then the real eigenvector sk (k = 1, . . . , K) associated with the eigenvalue λk has k− 1 variations of the sign.
3. all eigenvectors are linearly independent, that is they form a basis in the space RK .
Thus, the first two properties exactly mimic the corresponding behavior of the solution to the differential eigenproblem
(17). Actually, the interlacing property of the zeros of the eigenfunctions is also contained in the sense that the linear spline
interpolation functions for sk and sk+1 on [1, K ] have the strictly interlacing zeros [16,27]. The property of orthogonality is
substituted by the property of linear independence. In particular, these properties ensure that the system (22)–(25) can be
vertically decoupled in a (finite) set of the K linearized shallow water systems with different gravity wave speeds and all
these systems are strictly hyperbolic. Therefore, the initial value problem for the discretized Eqs. (22)–(25) is well posed for
an arbitrary reference temperature profile under the natural condition of the static stability.
6. Numerical example
In this section we provide a simple example to illustrate the studied analytical properties of the continuous and discrete
problems. Considering the governing equations on an f -plane (that is setting f = const in (9)–(10)) with periodic horizontal
boundary conditions, a wave solution to system (9), (10) and (15) can be found in the form
u = U0ei(θ t+lx+my)ψ(η), v = V0ei(θ t+lx+my)ψ(η), G = G0ei(θ t+lx+my)ψ(η), (30)
where U0, V0,G0 are the initial amplitudes, k,m are the wave numbers, θ is the frequency and ψ(η) is an eigenfunction of
(17).
On the other hand, a solution to the vertically discretized system (27) can be found in a similar form
u = U0ei(θ t+lx+my)s, v = V0ei(θ t+lx+my)s, G = G0ei(θ t+lx+my)s, (31)
where s is an eigenvector of thematrixA in (28) and other notations are the same as above. In this case, the vertical structure
of the two solutions is defined by the eigenfunction and the corresponding eigenvector, and the horizontal structure
equations lead to the same dispersion relation
θ(θ2 − l2c2g −m2c2g − f 2) = 0, (32)
where cg is the propagation speed of the gravity waves. The only difference is that c2g = µ for the continuous problem
and c2g = λ for the discrete problem, where µ and λ are the eigenvalues corresponding to the eigenfunction ψ(η) and the
eigenvector s, respectively. The positivity of c2g is guaranteed in both cases by the oscillatory properties of the continuous
and discrete vertical operators. Therefore, the differences in both vertical and horizontal structures of the two solutions,
considered on the inner levels of the vertical grid, are completely determined by the differences between the eigenfunction
ψ(η) and the respective eigenvector s, and also between the associated eigenvalues µ and λ.
We compare the vertical eigenstructure of the two solutions for the simple case of η = σ = p/ps (the Phillips terrain
following coordinate) and the reference temperature profile with a constant lapse rate γ = −T¯z , where z is the physical
height. In this case, the analytical solution to eigenproblem (16) can be found in terms of the Bessel functions. We will give
an outline of the derivation of this solution. First, it can be seen that (16) is equivalent to the following Sturm–Liouville
problem:
a(η)ψη

η
= −Rp¯η 1
µ
ψ, η ∈ (ηT , 1); (33)
a (ηT ) ψη (ηT ) = 0, ψη(1)+ p¯s
T¯s
1
a(1)
ψ(1) = 0. (34)
Then, specifying the form of the vertical coordinate (η = σ) and setting σT = 0, (33)–(34) can be rewritten in the form
σ 2
RT¯ − cpT¯σσ
ψσ

σ
= − R
cp
1
µ
ψ, σ ∈ (0, 1) ;
lim
σ→0
σ 2
RT¯ − cpT¯σσ
ψσ = 0, ψσ (1)+ RT¯s − cpT¯σ (1)
cpT¯s
ψ(1) = 0.
Now using the temperature profile with a constant lapse rate (γ = −T¯z and consequently T¯ = T¯s · σ α, α = γ Rg ), the last
problem is reduced to
σ 2−αψσ

σ
= −ν2ψ, σ ∈ (0, 1) ; (35)
lim
σ→0 σ
2−αψσ = 0, ψσ (1)+

R
cp
− α

ψ(1) = 0 (36)
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Table 1
The analytical eigenvalues and the respective
gravity velocity speeds for the first three vertical
modes. ν- the eigenvalue of (35)–(36) (non-
dimensional), cga- the gravity wave speed (m/s).
1st mode 2nd mode 3rd mode
ν 0.2826 0.8873 1.2409
cga 290.2 92.44 66.09
with ν2 = RT¯s

R
cp
− α

1
µ
. Finally, the substitution of the independent variable ζ = 2
α
νσ α/2 and the unknown function
φ = σ (α−1)/2ψ reduces (35) to the Bessel equation
ζ 2φζ ζ + ζφζ +

ζ 2 − (1− α)
2
α2

φ = 0,
whose general solution is expressed through the Bessel and Neumann functions of the order 1/α − 1:
φ (ζ ) = AJ1/α−1 (ζ )+ BN1/α−1 (ζ ) .
Correspondingly, the general solution of (35) has the form
ψ (σ) = σ (α−1)/2

AJ1/α−1

2
α
νσ α/2

+ BN1/α−1

2
α
νσ α/2

. (37)
Only the first term in (37) satisfies the upper boundary condition in (36), that is B = 0. Application of the lower boundary
condition gives the nonlinear equation for the determination of the eigenvalues ν:
R
cp
− 1

J1/α−1

2
α
ν

+ νJ1/α−2

2
α
ν

= 0. (38)
Thus,
ψ (σ) = Aσ (α−1)/2J1/α−1

2
α
νσ α/2

(39)
is the eigenfunction of (35) and (36) associated with the eigenvalue found from (38). A similar solution and some details
of the derivation can be found in [12,28]. Of course, the fact that (38)–(39) is a solution to (16) can be verified by direct
substitution of the eigenpair in (16).
According to the results in Section 3, Eq. (38) has an increasing sequence of positive and simple solutions νn, which
has the only limit point at infinity (of course, for (38) this result can be established independently). The corresponding nth
eigenfunctionψn(σ ) has exactly n zeros and n changes of the sign in (0, 1), and the zeros ofψn(σ ) andψn+1(σ ) are strictly
interlacing.
The solutions of (38) can be found numerically with a high precision and their substitution in (39) specifies the
corresponding eigenfunctions. In order to compare the obtained analytical solutions with the known results presented
in [28], we chose T¯s = 273 K and α = 1/5, which corresponds to γ ≈ 6.82 K/km close to the mean lapse rate
in the medium troposphere. The results of the calculation of the eigenvalues ν together with the gravity wave speeds
cga = ν−1

RT¯s

R/cp − α

for the barotropic (the fastest) vertical mode and the first two internal modes are presented
in Table 1. It is seen that these results are almost identical to [28]. The associated three eigenfunctions are shown in Fig. 3,
where the solid line is used for the first mode, the dashed line for the second mode, and the dotted line for the third mode.
The properties of these eigenfunctions are in agreement with the theoretical results.
The first three largest eigenvaluesλ and the corresponding gravitywave speeds cgd =
√
λ of thematrixAwere calculated
for different vertical resolutions. First, we use the three uniform vertical grids with K = 10 (coarse), K = 40 (medium) and
K = 200 (fine) vertical layers. The number of vertical levels in the medium resolution grid corresponds approximately to
that used in current atmosphericmodels. The results of the computation are shown in Table 2. As it is expected the increasing
resolution leads to a better approximation, especially for the internal modes.
The corresponding eigenvectors for K = 40 are presented in Fig. 4, with the solid line used for the first mode, the dashed
line for the second mode, and the dotted line for the third mode. One can note a good resemblance between the analytical
solutions in Fig. 3 and the eigenvectors in Fig. 4. By choosing an appropriate normalization, the differences between the
first eigenfunction and eigenvector can bemade less than 2% of their root mean square values. For the second eigenfunction
and eigenvector the minimum difference is about 5%, and for the third about 11%. The change of the sign in the second and
third eigenvectors for K = 40 follows closely to the distribution of the zeros of the respective eigenfunctions: the second
eigenfunction has one zero at σ = 0.209 and the third eigenfunction has two zeros at σ = 0.007 and σ = 0.318, while the
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Fig. 3. Eigenfunctions (39) with α = 1/5 for the first (solid line), second (dashed line) and third (dotted line) vertical modes.
Table 2
The gravity velocity speeds corresponding to the eigenvalues
of A for the first three vertical modes. cgd- the gravity wave
speed (m/s), K - the number of the vertical layers.
1st mode 2nd mode 3rd mode
cgd, K = 10 290.3 81.05 39.73
cgd, K = 40 290.3 88.69 52.65
cgd, K = 200 290.3 91.56 60.18
Fig. 4. Eigenvectors of A for K = 40 and for the first (solid line), second (dashed line) and third (dotted line) vertical modes.
second eigenvector changes the sign once in the layer [0.200, 0.225] and the third eigenvector changes the sign twice—in
the layers [0., 0.025] and [0.375, 0.400].
Evidently, the use of the fine grid (K = 200) improves the results of the approximation, especially for more internal
modes. For example, the minimum deviations between the eigenfunctions and eigenvectors are reduced to 1%, 2% and 5%
for the first, second and third modes, respectively. The change of the sign for the second eigenvector occurs in the layer
[0.205, 0.210] and for the third eigenvector in the layers [0.010, 0.015] and [0.340, 0.345]. However, it is worth tomention
that practically the same effect can be achieved by using a grid with 40 layers distributed non-uniformly. It is sufficient to
concentrate more levels in the planetary boundary layer and in the upper atmosphere. This is consistent with the known
results on the optimal distribution of the vertical levels, but further discussion is beyond the scope of this study (see, e.g. [29]
and references therein).
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For the next internal modes the qualitative results of the comparison between the analytical and discrete eigenpairs
are very similar: all theoretical properties described in Sections 3 and 5 are satisfied both for eigenvalues and
eigenfunctions/eigenvectors, but a good approximation is achieved for the increased number of the vertical layers.
7. Conclusions
In this study the vertical structure equations for hydrostaticmodels of the atmospherewere considered in the continuous
and discrete forms. In the continuous case, the Fredholm integral equation for the vertical structure was derived and
properties of the integral kernel were analyzed. It was proved that the kernel is oscillatory that provides the important
properties of positivity and simplicity of the spectrum and also some properties of the eigenfunctions such as orthogonality
and oscillatority. For the finite-difference discretization based on the Lorenz staggered vertical grid, thematrix of the vertical
structure was derived and factorized in a form suitable for the investigation. It was shown that this matrix is oscillatory that
ensures the properties similar to those found in the continuous case. In particular, the spectrum of the discrete problem
is positive and simple, and the respective eigenvectors have oscillatory properties. In the simple case of the reference
temperature profile with constant lapse rate, the solutions of the continuous problem were found analytically (except for
the high-precision numerical solution of the nonlinear equation for the eigenvalues) and comparedwith those computed for
the discrete problemwith the different number of the vertical levels. The detailed analysis made for the first vertical modes
illustrated the eigenpair properties derived analytically and showed the degree of proximity between the solutions of the
continuous and discrete problems. The results obtained provide the information on the properties of the vertical normal
modes of hydrostatic models and show that a natural local discretization of the differential vertical operators, such as used
in the Lorenz approximation, ensures similarity between the properties of the discrete and continuous vertical modes.
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