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Limiting Frequency-Modulation Spectra I 
~ELSON ~V[. BLACI-IMAN 
Electronic Defense Laboratory, Sylvania Electric 
Products Inc., Moutain View, California 
The power spectrum of a carrier frequency-modulated by statis- 
tically stationary noise of any sort is studied in the limiting cases 
of large and small rms deviation. In the case of an rms deviation 
large compared to the frequencies present in the modulating wave, 
the spectrum is given by Woodward's theorem (the "adiabatic" 
theorem), which is derived together with a first-order correction 
term. The case of small rms deviation may be subdivided into (i) the 
case where the rms deviation is small compared to the frequencies 
present in the modulating wave and (ii) the case where the spectrum 
of modulating wave extends down to zero frequency. In case (i) the 
spectrum of the modulated carrier is the same as if it were amplitude 
modulated by the equivalent phase modulation, whose spectrum 
may be determined by dividing the spectrum of the frequency-modu- 
lating wave by the square of the frequency. In case (ii) the carrier, 
rather than appearing as a discrete spectral line, is spread into a bell- 
shaped Witch of Agnesi. 
INTRODUCTION 
The  general problem of determining the power spectrum of a carrier 
frequency-modulated by a noise wave  is a difficult one, particularly for 
nongaussian noise, and the results that have been obtained are often 
not easy to apply (iVfiddleton, 1950-2). Consequently, it is desirable 
to have simple expressions for the spectrum in various limiting cases 
which may help to shed light on the nature of the spectrum in the inter- 
mediate, general case. This paper deals with the limiting cases of large 
and small rms frequency deviation. 
When the rms deviation is large compared to the frequencies present 
in the modulating wave, the spectrum is given by the we11-known 
"adiabatic theorem," (Middleton, 1950, 1955; Blachman, 1948) accord- 
ing to which the spectrum of the modulated carrier is given by the first- 
i This work was performed under Signal Corps Contract DA-36-039-sc-31435. 
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order probability density of the modulating wave. A derivation of the 
theorem is given in the present paper, including a first-order correction 
2 term applicable to the Gaussian ease. 
The ease of small rms frequency deviation may be subdivided into 
two eases, first, the ease where the rms deviation is small compared to 
the frequencies present in the modulating wave, i.e., where there is, in 
effect, a positive lowest frequency present in the modulating wave that 
is large compared to the rms deviation; and, second, the ease where the 
spectrum of the modulating wave extends down to zero frequency, the 
rms deviation being small compared to the range of frequencies starting 
from zero over which the power spectrum of the modulating wave is 
essentially flat. In the former ease the spectrum of the modulated ear- 
rier is the same as if it were amplitude modulated by the equivalent 
phase inodulation, whose spectrum may be determined by dividing the 
spectrum of the frequency-modulating wave by the square of the fre- 
quency. In the latter ease, the carrier, rather than appearing as a dis- 
crete spectral ine, is spread into a bell-shaped Witch of Agnesi. The 
result in the former ease can be used as a first-order correction to the 
Witch in the latt&r ease. 
The foregoing results, which are demonstrated below, include as 
special eases a number of asymptotic results obtained elsewhere (Middle- 
ton, 1985; Stewart, 1953-4). Among these is Middleton's treatment of 
the spectrum of an f-m wave with noise and/or certain periodic modula- 
tions (particularly gaussian noise having an RC spectrum), which 
emphasizes the eases of large and small modulation index (Middleton, 
1955). In the ease of large index, his examples, which include nongsussian 
noise modulation, verify the adiabatic theorem. Using a modification of 
Middleton's (1950-2) approach, Stewart (1953--4) has studied the spec- 
trum of a carrier angle-modulated by a band of low-frequency gaussian 
noise having a flat spectrum, in the eases of strong and weak modulation. 
His results, too, are in agreement with the foregoing. 
In order to demonstrate the foregoing results, we shall suppose that 
the f-m carrier has a total power (mean-square value) of unity, i.e., an 
2 It has recently been learned that two beautiful memoranda by Woodward, 
(Sept., Dec., 1952), deal with much the same problems as the present paper and 
in much the same manner, though some aspects have been treated more fully by 
Woodward and some here. In particular, Woodward has demonstrated the inap- 
propriately named "adiabatic theorem" mathematically, evidently for the first 
time. Consequently it seems appropriate orename this proposition "Woodward's 
theorem." 
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amplitude of %/2, that its unmodulated frequency is ft, and that its 
frequency is modulated by a statistically stationary wave re(t) in such 
a way  that at time t the instantaneous frequency (rate of change of 
phase) is ~ + m(t). With  an appropriate choice of the origin of time, 
the modulated wave  is 
cos[et + ¢(t)], (1) 
where 
f0 t ¢(t) = m(t') dt'. (2) 
THE CASE OF LARGE RMS DEVIATION 
The case of large rms deviation is sometimes called the adiabatic 
case because, as a result of the smallness of the frequencies contained 
in the modulating wave compared to the deviation, the frequency of 
the modulated carrier changes slowly, giving rise to no transients, i.e., 
the response of any circuit to the modulated carrier at a given time t is 
the same as if the frequency of the modulated carrier had always had 
exactly the value ~ + m(t). Thus, a band-pass filter (spectrum analyzer) 
whose pass band extends from o~ to c0 + d~ will pass the modulated 
signal only when ~ + m(t) lies between ~ and ~ + de0, i.e., during the 
fraction of the time when m lies between ~ - ~ and co - 12 + d~o. But, 
if p(m) is the probabil ity density of m, this fraction is simply p(~ -- 
~) d~. Since the total signal power has been normalized to unity, this 
fraction equals the signal power that passes through the filter, which 
may also be described in terms of the power spectrum of the modulated 
signal, W(~), as W(~)d~.  Equating these two expressions, we thus 
obtain the adiabatic relation, ~
W(~) -- p(co - ft). (3) 
The foregoing heuristic derivation gives no indication of the accuracy 
of (3); it is only clear that, if the modulation is not slow enough, tran- 
sients will be set up in the filter, and its response will not be so simple. 
In order to be able to assess the accuracy and domain of (3), we must 
derive it mathematically. We shall make use of the Wiener-Khintchine 
3 The adiabatic principle can be extended to take account, for example, of the 
effect of slow amplitude modulation upon an f-m spectrum, or the effect of a slowly 
varying signal parameter upon the output specLrum of a demodulator fed bythe 
signal and noise (Blachman~ 1948, p. 63; 1949). 
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theorem, which states that the power spectrum of a statistically sta- 
tionary wave is the Fourier transform of its autocorrelation function. 
The autoeorrelation function of our modulated carrier, (1), is 
• ~(~) = 2(cos [at + ~(t)] cos [a(t + ~) + ~(t + r)])Av 
= (cos [~(2t + r) + (p(t) + (~(t -t- r)])xv -t- (cos [2r + ¢(t + r) 
- ~(t)]>~ 
= (cos [a~ + ¢(t + ~) - ¢( t ) ] )~v.  
The angular brackets refer to the average over the ensemble of possible 
/ ,  t-]-r 
modulating waves m(t). Since ¢(t -}- r) - ¢(t) = [ m(t') dt', this 
at  
quantity has the same statistics as ¢(r), on account of the statistically 
stationary character of the modulation re(t), and we have 
• (~) = <cos [a~ + ¢(~)])Av.  (4) 
Because re(t) changes only slowly, it is reasonably well represented 
by three terms of its Taylor series 
m(t') = m(0) -t- rh(0)t' -t- ½/h(0)t '2 (5) 
for values of I ttl that are not too large. Substituting (5) into (2), we 
obtain 
1 • 2 1"  3 ¢0") = m~- + ~m~- + ~m~-, (6) 
in which m, rh = dm/dt and ~h = d2m/dt 2 are to be evaluated at the 
same instant, arbitrarily called 0. Substituting (6) into (4), we obtain 
1 • 2 1 , "  3 ~P(r) = (cos [(a -/- m)r -t- ~mr -k ~mr ])A~ 
I " 3 I • 2 = <cos [(~] -t- m)r -t- ~mr ] cos ~mr >A~ (7) 
1 "" 3 1 • 2 
- -  (sin [(a -t- m)r + ~mr ] sin ~mr )A~. 
We shall suppose that the second and third terms of (5) and (6) 
represent small corrections for the r's which are important, so that 
i • 2 i • 2 . sin ~mr in (7) can be replaced by ~mr to terms of the order of m 2, 
1 • 2 while cos ~rnT is replaced by two terms of its Taylor expansion. We 
shall further suppose that, if ~h is not negligible, it is statistically inde- 
pendent of m and ~h, in order that we may determine at least the order 
of magnitude of the effect of including the zh and ~h terms without in- 
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trodueing undue complexity. If the modulation m is gaussian oise, rh 
is statistically independent of m and ih. Thus, (7) becomes 
~(~) = (cos [(a +m)~ + ~¢~T~])~v(1 1..2 ~, - -  g'H~ -r ]Av  
(s) 
1"  3 1 " 2 - <sin [(a + m) ,  + ~ra, ]>~<~ra~ >A~. 
Because the modulating wave re(t) is statistically stationary, the average 
value of its time derivative rh must be zero. Hence, the last term of (8) 
vanishes, and we have 
T(r) = (1 ~ .2 4 ,.. -- ~(m )x~r )(cos [(f~ -t- m)r -4- -~mr ])A~ 
i " 3 = (1 -- l(rh:)Avr4)[(cos (a q- m)r cos vmr )A~ 
1 '" 3 
- -  (sin (a -k m)r sin -emr )A~] 
~(1 1 .2 4 ~ ~ .. = - ~r  (m (a -t- m)r>a,] , (m )x,r )[<cos (a -t- m)r)Av - sin 
= (1 - ~(~h~)~¢) [<eos  (a  + m)~)~ 
1 .2  4 -f- v(m )A~r <cos (a -t- m)r)A~] 
(1 + ~<(ff~2>A~r4)(eos (a -t- m)r)Av, 
which we may evaluate in terms of the probability density of m as 
( )s;  ° ~I'(r) = 1 -t- (~h2)A~r ~ ~ cos (a -t- m)rp(m) dm. 
The term (~h sin(f~ -t- m)r)A~ above can be shown to equal --r(~h ~ 
cos(f~ -t- m)r)A., by expressing the average as a time integral and inte- 
grating by parts. 
Thus, making use of the Wiener-Khintehine theorem, we have for 
the power spectrum of the modulated carrier 
f$f (1 )  W(o,) = ~--~ cos o~T cos (a + m)~- 1 + (rh~)~ -4 
• p (m) dm dr 
f[f[ = (2~) -~ [cos (~ + a + m)~ + cos (~ - a - m)d  ¢¢ o¢ 
f[{ 1 -- ~(~ + a + m) + ~(~ - a - m)  + (~h2>~ 
Q¢ 
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+ ~ + m) + ~(~ - -  ~ - -  m)]~ p(m) dm 
: p(~ - ~) + p(-c0 - f~) + CT<rh2)Av[plV(¢0 -- f~) + piV(--o~ -- ~)], 
where ply is the fourth derivative of p. If the deviation is always small 
compared to the carrier frequency, the second and fourth terms of (9) 
will be negligible, and we have 
w(~)  = p(~ - a) + ~(m~)~plv (~ _ a). (10) 
Thus, we have proved the adiabatic theorem (3) and obtained a first- 
order correction term to it on the hypothesis that ~h is statistically in- 
dependent of m and ~h. This correction term is probably of the right 
order of magnitude in any case. 
The assumption made above that ] 1 - 2 ~mr ] << 1 for the r's of impor- 
tance is justified if the modulation is slow enough, i.e., if (rh~)A~ is suffi- 
ciently small, since [ r I's above a certain value in (9) will not significantly 
affect the result. It is only necessary to integrate in (9) with respect o 
r up through values of I r ] large compared to the reciprocal of the size 
of the significant features of p(m). If p(m) is smooth, its features will 
have approximately the size of the standard deviation of m, ~ = 
((m2)~ - (m)2a;) }, which is the rms deviation of the carrier frequency 
1 • 2 2 from its mean value. Thus, if (~h2)A~ << 4, we have ((~mr) A.~ << 1 
for I r] less than (z4<~h2)A~)-~, which is large compared to 1/¢. Further- 
more, p~" will be of the order of magnitude of p/4, so that the ratio of 
the second term of (10) to the first term is of the order of (rh2}x,/z 4,
which by assumption is small. 
Since w(co) is the power spectrum of m, ~o2w(~) is the power spectrum 
of ~h. Thus, 
f0 f0 +
where p is the "mean-square frequency" in the spectrum of m. The 
ratio of the last term of (10) to (3) is therefore of the order of magnitude 
of p2/~r2 = 1/~ 2, which is the ratio of the mean-square modulating 
frequency to the mean-square frequency deviation (from the mean 
frequency); /~ is the rms modulation index, defined as ¢~ = ¢/p. Since 
the integral of p~V from - ~ to o~ is zero, the last term of (10) does not 
affect the total signal power. 
The exact magnitude of the last term of (10) is easily determined in 
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the ease of a modulat ing wave having a gaussian distr ibution with zero 
mean,  for example. Here p(m) = (2rr~2) -} exp(-rn2/2~r2). The max imum 
value of p is (2rr~2)-~; the max imum value of its fourth derivative is 
3/~¢/27~ 5. Hence, the ratio of the max imum of the last term of (10) to 
1 2/ 2 the max imum of (3) is gp/~ = 1/(8~2). This ratio is small when the 
rms modulation index ~ is large, showing that the error of the adiabatic 
spectrum (3) is small when the rms modulation index is large. 4 
THE CASE OF SMALL RMS DEVIATION WITH w(O) = 0 
I t  follows f rom (2) that  if w(e) is the power spectrum of the statisti- 
cally stat ionary modulat ing wave re(t), then ¢(t) is also statist ical ly 
stat ionary and has the power spectrum w(w)/co 2, provided that  
f0 (¢2(t)}Av = w(c0) doa/o~ 2 (11) 
is finite. This will be the ease if w(co) goes to zero fast enough (faster 
f0" than e) at  ~o = 0, since z~ = w(c0) &o is finite. The mean-square value 
of ¢ given by  (11) will apply to all values of t except those near zero, 
where it will be smaller. Thus, when (11) is finite (when there is, in 
effect, a posit ive lowest frequency present in the modulat ing wave),  
the phase angle ¢(t) of the modulated carrier, (2), cannot build up to 
larger and larger values as It  I grows infinite (since only the absent 
lowest-frequency components of the modulat ing wave could give rise 
to such a build-up), but  is confined to values of the order of the square 
root of (11). 
By  attenuat ing the modulat ion sufficiently, i.e., by using a small 
enough rms deviation, then, we can ensure that  ¢(t) is arbitrar i ly small 
In fact, the first term on the right-hand side of (6) is by itself a good approxi 7
marion to ¢(r) whenever nearly all of the power in the spectrum of m is contained 
in frequencies small compared to z, and, consequently, under these circumstances 
(3) (i.e., the first term on the right-hand side of (10)) is a good approximation to
W(oa). This is seen by noting that 
([m(r) -- m(0)]2)Av = 2~b(0) -- 2~b(r) = 4 f ]  w(oa) sin 2 ½¢0r &o 
na 
<< ~ = f0 w(~)d~ unless I T I >> 1/~, if f<<~ w(~) d~ << ~2. 
The advantage of including higher-order terms in (6) is that we obtain both terms 
on the right-hand side of (10), the second, when it is small, providing a first-order 
correction to (3) for the case of gaussian modulating noise. 
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for all values of t. Thus, to terms of the order of (4~2)Av, we have for the 
modulated carrier, (1), 
cos [~t + ¢(t)] = %/2 cos ¢(t) cos ~t - ~/2 sin ¢(t) sin ~t 
(12) 
=~ ~/211 -- ½¢2(t)] cos f~t -- %/2¢(t) sin ~t. 
Since the modulating wave re(t) contains no d.c., i.e., its mean value 
is zero, the mean value of ¢(t) is also zero, and the mean value of (12) 
is V~(1 - ½(¢2}Av) cos ~t, which represents a carrier wave of frequency 
and of power (1 - (q~2)Av) that is present in the modulated wave (12). 
The second term of (12) represents a quadrature carrier, amplitude 
modulated by ¢(t). The resultant of the two is, of course, just (1), to 
the approximation we are using. The fluctuation of ¢2(t) in the first 
term of (12) about its mean value (11) also introduces an amplitude- 
modulated carrier, but it is of a smaller order of magnitude than the 
second term of (12) and may be neglected in this approximation. 
Thus, the spectrum of the modulated carrier consists of two parts, 
one representing the carrier and one representing the second term of 
(12), an amplitude-modulated carrier, whose spectrum is simply the 
spectrum of the modulating wave, ¢(t), shifted up to the carrier fre- 
quency, with half its value reflected about the carrier frequency. Hence, 
the power spectrum of the modulated carrier is 
W(¢o) =(1-fo~w(o~)do~/w2)~(o~-f~) + lw( ,¢o -  f~])/(o~-f~)2 (13) 
- -  ~(~ - a)  + ½w(l ~ - a [ ) / (~  - a)  2, 
provided that (11) is small compared to unity. Nearly all of the power 
in the spectrum (13) will be contained in the carrier, which is represented 
by the first term of (13). 
THE CASE OF SMALL RNIS DEVIAT ION WITH w(0) ~ 0 
To determine the spectrum of the fm carrier when the modulating 
spectrum w(@ extends down to zero frequency, we return to (4) and (2). 
We now express m(t') as a Fourier series over the interval (0, t), 
m(t') = ao + al cos 2~rt'/t + as cos 4~rt'/t + . . .  
(14) 
+ bl sin 27rt'/t + b2 sin 47rt'/t + . . . ,  
and, substituting into (2), we find that ¢(t) = aot. Since ¢(t) depends 
only on the lowest-frequency omponent of m(t'), viz., the component 
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a0 of zero frequency, it follows that it would not be affected much if 
the modulating wave were passed through a very-low-pass filter before 
being used to modulate the frequency of the carrier. We shall assume 
that the modulating wave re(t )  is noise of some sort, i.e., that it is un- 
correlated over long intervals and contains no d.c. ; (m(t)}A~ = (ao)A~ = O. 
The effect of passing any kind of noise through a narrow filter, such as 
a very-low-pass filter, is to turn it into gaussian noise. Therefore, at 
least for large values of It [, for which the bandwidth associated with 
the first term of (14) is small, we may regard re( t )  as gaussian noise 
for the purpose of determining the statistics of ¢(t). 
Thus, 0(t) is gaussian and has mean value zero, since (a0}A~ ---- 0. Its 
mean-square value is (02(t))~ = (a02)A~t . Now a0 represents the com- 
ponents of the modulating wave whose frequencies lie between zero and 
half the frequency of the next term of (14), viz., between 0 and ~r/] t I- 
Hence, its mean-square value is (~r/I t I)w(0) if w(~), the power spectrum 
of m(t), does not vary rapidly in the neighborhood of this range of 
frequencies, i.e., if ]t[ is large enough (Blachman, 1957). The mean- 
square value of 0(t) is therefore (02(t))Av = ~rw(0)[ t[ for I t l sufficiently 
large. By making the modulation weak, we can ensure that (02(t)}A~ is 
negligibly small for values of I t I that are not sufficiently large. Thus, 
the (gaussian) statistics of 0(t) are completely specified, and we may 
use them to determine the autocorrelation function of the modulated 
carrier, (4): 
f/ • (r) -- [27r~w(0) ]r 11 -~ ~ cos (ftr -t- 0) exp[-0s/2~rw(0) l w I] dO (15) 
= cos fir exp [--~rw(0) I r []. 
By the Wiener-Khintchine theorem, then, the spectrum of the modu- 
lated carrier is 
f/ f/ W(¢o) = (2/~r) ~(~) cos ~or dr  = 7r -1 [cos(~o - a)r 
+ cos (., + ~)d exp [-½~w(0)d r (16) 
½w(0) ~w(0) 
= + 
[½~w(o)p + (~ - ~)~ [½~w(o)p + (~ + ~)~ 
If the deviation is always small compared to the carrier frequency, the 
second term of (16) is negligible, and we have 
w(~) = ½w(o) (17) 
[½~-w(o)p + (,~ - a) ~" 
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This spectrum, which results whether the modulating noise is gaussian 
or not, has the bell-like shape of a Witch of Agnesi (Fig. 1) centered 
on the carrier frequency, with a width ~w(0) between 3-db points. 
Equation (17) has been obtained on the assumption that (¢2(t)}Av ~_ 
rrw(O)lt I is negligible for I t l  much smaller than the reciprocal of the 
bandwidth, starting from zero frequency, over which the power spectrum 
of the modulating wave is essentially flat. Thus, w(0) must be small 
compared to this bandwidth. Figure 2 illustrates how, if the modulating 
wave is made sufficiently weak, its spectrum will satisfy this condition. 
The curves all represent the same spectrum with increasing amounts 
of attenuation as we go from 1 to 5. Curve 1 is obviously not flat out 
even as far as it is high at ~o = 0, but by the time we reach curve 5, we 
see that the spectrum is fairly flat out to a couple of times its height at 
o~ = 0, and the foregoing condition begins to be met. 
The spectrum (17) does not show the effect of any but the very lowest- 
frequency components of the modulating wave, which is essentially to 
spread the spectral ine representing the carrier, the first term of (13), 
i i i ' 
gt-4~o I ~-2~o i ~ I ft+2~o I gt+4~-o 
FIG. 1. Witch of Agnesi spectrum, (17);~oo ~ w(0). 
wC~) 
4 
01 
FIG. 2. Spectrum of modulating noise with various ~ttenu~tions. 
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into a Witch of Agnesi. To determine the effect of the higher-frequency 
components of the modulating wave, we may divide the modulating 
spectrum into two parts, one of which extends from zero frequency up 
to some frequency large compared to w(0), and the other of which in- 
cludes the higher-frequency omponents. The modulated carrier may 
be regarded as resulting from superposing the lower-frequency part of 
the modulation upon the result of modulating the frequency of the 
carrier with the higher-frequency part, as given by (13). Since the 
spectral line at o~ = ~, the first term of (13), contains nearly all of the 
power, the principal result of superposing the lower-frequency part of 
the modulation is to spread this line into a Witch of Agnesi, (17); it 
will have little effect on the second term of (13) if the latter is continu- 
ous, but any lines in the spectrum will be spread into Witches of Agnesi 
of 3-db width 7rw(0). 
Hence, a more accurate spectrum may be obtained by using (17) 
for values of I¢o - ~1 of the order of ½7rw(0) or smaller and (13) for 
larger values of I o0 - f~ ]. We do not add (13) and (17) together for the 
larger values of I ~ - fal because, as (13) indicates, the tails of (17) are 
due to the higher-frequency omponents of the modulating wave, whose 
effects we want to include only once. Since w(~) is approximately equal 
to w(0) up to frequencies large compared to w(O), (13) and (17) are 
approximately equal for values of f c0 - ~f that are moderately large 
compared to w(0). Thus, it does not matter at what exact frequency the 
modulating spectrum is divided into two parts. The two parts of the 
resulting spectrum of the modulated carrier are combined in 
½w( I w -- ~2 I) (18) 
w(~)  = [½~w(I ~ - e I)] = + (~ - ~)2,  
which will hold whenever the modulation is weak (i.e., whenever the 
spectrum w(oa) of the modulating wave is essentially flat from o0 = 0 
to many times w(0) > 0), whether it is gaussian or not. 
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