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Das symmetrische konditionale Regressionsmodell





























an die Korrelation angepate Modell wird

uber den Modellvergleich mit
loglinearen Modellen und einer auf OddsRatios basierenden Reparame





angigkeit von der Art und Anzahl der Einugr

oen unterschieden
Die neue Methode besitzt gegen

uber anderen den Vorteil neben der einfa
cheren Berechnung der Sch






ufen Der theoretischen Darstellung folgt die auf

uhrliche Beschrei










Die Theorie der generalisierten linearen Modelle bildet das Kernstck der Analy
se von Zusammenhngen und Strukturen zwischen verschiedenen Untersuchungs
gr

oen in den unterschiedlichsten Anwendungsgebieten der Statistik Die grund





angigkeit der Responsevariablen Da diese Annahme jedoch nicht im
mer erf

ullt wird ist die Untersuchung der Folgen einer Miachtung der Korrela
tion der Zielgr







ur Statistik LMU M










atze bieten marginale Modelle randomeects
Modelle Modelle mit latenten Variablen sowie konditionale 	bedingte
 Modelle
wobei sowohl die Zielsetzung der Analyse als auch die Art und Zahl der in die
Regression involvierten Variablen ausschlaggebend f

ur die Wahl der Modellform
sind
Das hier vorgestellte konditionale symmetrische Regressionsmodell 	SRM
 ist
ein spezielles konditionales Modell Im Gegensatz zu den asymmetrischen kon
ditionalen Regressionsmodellen die von Bonney 	
  Fahrmeir and Kauf
mann 	
  und Fahrmeir and Tutz 	 Ch 
  untersucht wurden
und die auf eine zwischen den Zielgr

oen existierende Ordnung aufbauen werden
in symmetrischen konditionalen Modellen alle Responsevariablen als gleichwer
tig betrachtet
Ein Problem bei den von Autoren wie Connolly and Liang 	
  Pren
tice 	
  Qu et al 	
  und Rosner     
f

ur sich gegenseitig gleichm

aig beeinussende Responsevariablen entwickelten
Formen des SRM ist die aufwendige und zum Teil auf subjektiven Annahmen
aufbauende Parametersch

atzung Ein weiterer Nachteil der regressiven Analy
se solcher Daten besteht in der daf

ur notwendigen Aufteilung der Variablen in




aug ist eine eindeutige Zuordnung der Varia
blen aufgrund mangelnder Informationen

uber die Daten schwierig mit Infor







gemachten Annahmen nicht m

oglich Loglineare Modelle umgehen diese Schwie
rigkeit da hier nicht zwischen Response und Regressorvariablen unterschieden
wird Das SRM n

ahert sich dem loglinearen Ansatz insofern da es im Gegen
satz zu anderen Regressionsmodellen exibler in Bezug auf die Denition der
Einugr

oen ist und sowohl Responsevariablen als auch echte exogene Varia
blen als beeinussend betrachtet werden Gegen

uber den loglinearen Modellen
bei denen die zwischen den Variablen vorliegenden Zusammenhangsstrukturen
in feinsten Abstufungen parametrisierbar sind besitzt das SRM den Vorteil der







jede Kombination von Einugr

oen einen expliziten Parameter enth

alt Das
hier vorgestellte Verfahren beruht auf der

Uberlegung da eine Kombination
beider Modelltypen deren Vorteile verbinden w

urde Deshalb wurde durch die
Einbettung des spezischen SRM in loglineare Modelle und der damit verbun





ur diese Modellform entwickelt Die neue Vorgehensweise bietet den Vorteil da
damit nicht nur die Parametersch

atzung imVergleich zu allen anderen Verfahren




oglichkeit ergibt die Ad

aquat
heit des SRM zu testen Dies ist bei allen anderen regressiven Modellen nicht
durchf

uhrbar dh mit ihnen ist nur die Parametersch








Im folgenden wird zun






atzverfahren das anwenderfreundlich sein soll und das alle
verf

ugbare Information aus den Daten verwendet theoretisch hergeleitet Die








 Denition des SRM
In der empirischen Datenerhebung tritt h

aug das Problem korrelierter Va




onnen Erhebungen in Form von Clustern sein
bei denen die Clustervariablen voneinander abh

angen oder wiederholte Beob
achtungen an einem einzelnen Untersuchungsobjekt Diese Situationen liegen
beispielsweise oft in medizinischen oder zahmedizinischen Studien vor wenn an
einem Patienten beide Ohren Augen oder mehrere Implantate etc untersucht
werden oder wenn in bestimmten Zeitabst

anden wiederholt Untersuchungen an
einem Objekt 	linkes Auge Frontzahnimplantat
 durchgef

uhrt werden Die zwi
schen solchen Daten vorliegende Korrelationsstruktur wird in sehr unterschied
licher Form bei der Konstruktion von Regressionsmodellen ber

ucksichtigt
Konditionale Modelle beruhen dabei auf der

Uberlegung da die Korrelation
innerhalb der Cluster durch explizite gegenseitige Beeinussung der Variablen
entsteht Im Gegensatz zu allen anderen Modellformen werden im konditiona
len Modell die Einugr

oen sowohl durch die echten Regressorvariablen X
als auch durch die eigentlichen Responsevariablen Y gebildet Die konditiona
le Modellform wird bevorzugt dann angewendet wenn ein Response durch das
Auftreten einer oder mehrerer Responsevariablen bedingt ist und das Interesse
der Studie den bedingten Erwartungswerten der Zielvariablen gegeben die rest
lichen Clustervariablen und die Kovariablen sowie der Abh

angigkeitsstruktur
zwischen den Zielvariablen gilt
Im folgenden sei Y
ij
die jte 	j       n
i

 Responsevariable des iten Clusters
	i      M 
 wobei im Fall bivariater Responsevariablen nur zwei Response












oen Hier ist ebenfalls eine wichtige Unterscheidung zu
treen ob es sich dabei um clusterspezische oder einheitsspezische Einu
gr

oen handelt Clusterspezische Regressoren sind f

ur alle Variablen Y
ij
des

















oe ist z B das Alter eines Patienten 	Cluster
 bei dem bei










are in diesem Beispiel die Farbpigmentierung der Pupillendurch
messer etc

Die regressive Darstellung des konditionalen Modells baut auf den in Longitu
dinalstudien h

aug verwendeten MarkovModellen auf in denen die bedingte




 gegeben die gesamte Vergangen
heit Y
i 
     Y
ij  




und der in der
Vergangenheit beobachteten Zielgr

oen modelliert wird Konditionale Modelle






























oen g als Linkfunktion  als Regressionsparameter 
als Korrelationsparameter f als jeweiliger Transformationsfunktion und H
ij
als Menge von Responsevariablen Die Zusammensetzung der Menge H
ij
teilt
das konditionale Modell in zwei Formen das asymmetrische und das symme






beobachteten Variablen im symmetrischen Fall aus
allen Responsevariablen auer Y
ij

Da die Anwendung der asymmetrischen Modellform nur bei einer gegebenen
nat

urlichen Ordnung der Daten sinnvoll ist diese aber oft nicht vorliegt und
somit unter subjektiver Einsch

atzung deniert werden m

ute wird meist das
symmetrische konditionale Modell bevorzugt
Eine Spezizierung dieser Modellform f






oen ist das SRM 	Symmetrisches Regressions Modell









are Regressorvariablen konzipiert wobei
es durch geeignete Kategorisierung metrischer Merkmale auch auf diese verall
gemeinert werden kann Als Linkfunktion wird die LogitFunktion verwendet













  j  k  	

unterscheidet sich vomPrediktor bei unabh





































































angige Responsevariablen betrachtet werden da sich bei der Anwen





































































bei der regressiven Analyse von Datenstrukturen interessieren sondern h

aug





oen bestimmt werden sollen kann das SRM auch zur






Aufbauend auf den marginalen Wahrscheinlichkeiten 	






























































































 de facto eine Kenngr

oe der Population im Sinne einer Ska
lierungseinheit auf welche die eigentlich interessierenden Parameter 	
 	

und  adjustiert werden
In Zusammenhang mit der Korrelation zwischen bin

aren Variablen gibt es ei
ne weitere wichtige Kenngr






arke und die Richtung der Korrelation und ist in indirekter Form das Verbin
dungsglied zwischen loglinearen Modellen und dem SRM dh die im folgenden
durchgef

uhrte Reparametrisierung baut auf den OddsRatios des SRM und der
loglinearen Modelle auf Der OddsRatio besitzt im SRM eine bemerkenswerte






















































In der regressiven Darstellung des SRM kann der OR als Korrelationsparameter
































direkt mit einem eigenen Parameter als Einugr

oe auftritt und sich somit
die Interpretation des Modells vereinfacht
 Loglineare Modelle und das SRM
  Der Modellvergleich
Der Zusammenhang zwischen loglinearen Modellen und dem SRM wird durch ei
ne auf OddsRatios basierende Reparametrisierung hergestellt Der OddsRatio
tritt in beiden Modellformen in umstrukturierter Form als Parameter auf im




angig von der Zahl der XVariablen













lnOR Im loglinearen Modell mit drei bin











































bedingte OddsRatios sind dh im loglinearen Mo
dell sind die Assoziationsparameter proportional zu den logarithmierten Odds





Ratio direkt in Verbindung gebracht und unter bestimmten Voraussetzungen
miteinander verbunden werden Ein Modellvergleich aufbauend auf einer von
Liang Zeger and Qaqish 	 S 
  mittels OddsRatios denierten Para
metrisierung des loglinearen Modells mit dem SRM wird zeigen da die Kom
bination der Modelle nicht nur eine neue M






atzlich zu Restriktionen in den Parametern f

uhrt





ultigkeit sowohl die symmetrische Betrachtungsweise
der Responsevariablen als auch die Denition der Einugr

oe als cluster oder
einheitsspezisch zutreend sein m

ussen
Der Modellvergleich wird im folgenden exemplarisch f

ur den Fall zweier bin

arer






autert Das von Liang
Zeger and Qaqish 	
  f

ur die allgemeine Darstellung der gemeinsamen
Wahrscheinlichkeit der n Variablen gew










































  k  j










  l  j k
 j 




































oe X Dann gilt
P 	YX


































































































Im Gegensatz zum Modell 	
 bzw 	
 bei dem gemeinsame Wahrscheinlich
keiten ohne Nebenbedingungen beschrieben und somit alle Variablen als gleich
wertig betrachtet werden modelliert das SRM bedingte Wahrscheinlichkeiten




orpert wird Hier gilt
P 	Y jX

























  X  




  X  
  	

Das Problem des Vergleichs der bedingten mit den gemeinsamen Wahrschein
lichkeiten wird bei drei Variablen durch die Bildung und den Vergleich von
Quotienten gel












P 	a b k

P 	c d k

 a b c d k    	

Durch Einsetzen der entsprechend parametrisierten Form des SRM auf der lin
ken Seite von 	
 und des loglinearen Modells 	

























des loglinearen Modells und 	
 	





zu folgenden Bedingungen deren Einhaltung die Ad


















Die Restriktionen sind unter dem Aspekt der symmetrischen Betrachtungsweise





oe leicht zu erkl










beschrieben dh nur wenn














 kann von einer symmetrischen









beschreibt die Annahme einer clusterspezischen Einugr






dieselbe Wirkung hat Nach Agresti 	 S 
  ist die Restriktion
u
 	
  damit zu erkl











Da bei der sp

ateren Kombination loglinearer Modelle mit dem SRM nicht die
komplizierte From des loglinearen Modells von Liang Zeger and Qaqish 	

 verwendet wird ist es sinnvoll die Restriktionen durch die Parameter des
einfachen loglinearen Modells auszudr



























oder einer einheitsspezischen Einugr

oe ergeben sich auf demselben Weg
des Modellvergleichs und lassen sich genauso wie bereits im Fall einer cluster
spezischen Einugr

oe aus der Betrachtungsweise der Einugr

oen und des




 Eine einheitsspezische Einugr

oe
Falls X eine einheitsspezische Einugr

oe ist wie zB der Pupillen






























































































Ahnlich wie in Fall a






















































































   Kombination der Modellformen
Die Kombination loglinearer Modelle mit dem spezischen SRM erfolgt durch
eine Schachtelung beider Modellformen
Zun

achst wird an die vorliegenden Daten ein sogenanntes loglineares Grund
modell angepat dh ein loglineares Modell das den Nullrestriktionen in der
Form entspricht da es alle Parameter die gem

a der jeweiligen Datensi






ur das Grundmodell wird dann der
G

Wert als Anpassungswert und der pvalue berechnet Wird das Grundmodell
aufgrund des G

Wertes abgelehnt so bricht das Verfahren hier ab da dann be
reits die Grundvoraussetzung f

ur die Anwendung des SRM nicht gegeben ist Es
mu sowohl die Denition der Einugr

oen als cluster oder einheitsspezisch





uft und eventuell ein v







uhrt dagegen der G

Wert nicht zur Ablehnung so werden die jeweils verblei
benden Restriktionen f

ur das Modell mittels eines geeigneten Tests gepr

uft Hier
ist sowohl die Verwendung des WaldTests als auch des ScoreTests m

oglich
Eine Ablehnung der Hypothese f

uhrt wie oben zum Abbruch des Verfahrens
Anderenfalls k

onnen jetzt die interessierenden Parameter 	
 	
  des SRM
direkt aus den einfach zu sch

atzenden loglinearen Parametern berechnet wer
den Auch deren Varianzen lassen sich aus den Varianzen der Parameter die






alt bestimmen Diese relativ einfache Methode der Sch

atzung der Parameter
des SRM umgeht die bisher dabei aufgetretenen Schwierigkeiten da sowohl bei
der direkten Sch

atzung mittels der MLMethode als auch unter Verwendung von

a priori festgelegten Verteilungen der Responsevariablen der Rechenaufwand
erheblich ist und zudem subjektive Annahmen in die Sch

atzung miteingehen
Das neue zweistuge Sch

atzverfahren ist mittels Standardmethoden durchf

uhr
bar und kann als parameterfrei angesehen werden da ausschlielich die aus den
Daten direkt hervorgehende Information bei der Modellbildung und Sch

atzung
verwendet wird Zudem unterscheidet es sich von der bisherigen Vorgehensweise
dadurch da es durch die prim

are Analyse der Zusammenh

ange zwischen den
Variablen mittels loglinearer Modelle nicht mehr notwendig ist vor Beginn der
Analyse eine feste Korrelationsstruktur als gegeben anzusehen wodurch eine
passende Verteilung der Responsevariablen als Basis des SRM impliziert wird
Vielmehr wird

uber die Restriktionen die Abh






uft und damit eine Fehlspezikation und eine
daraus resultierende falsche Einsch
















atzung der Modellparameter des SRM wird im ersten Schritt mit
Hilfe von BackwardElimination ein den Daten am besten angepates loglinea
res Modell das BEModell bestimmt Es beschreibt die f











groem pvalue Da es jedoch vorkommen kann da gr

oere Modelle Parameter







ur die Anwendung des SRM notwendigen Re














































































































































Der Grund warum nicht sofort mit dem Grundmodell begonnen wird liegt





ange aller Variablen gibt und zudem gar nicht erst mit dem
gesamten Verfahren begonnen werden mu wenn im BEModell signikante
DreifachWechselwirkungsparameter auftreten da dann ein regressiver Ansatz
in Form des SRM nicht passend ist
Wenn in den F

allen  das Grundmodell aufgrund des G

Wertes nicht abge

























mit  als pParametervektor bestehend aus Parametern des jeweiligen Grund
modells A als einer an  angepaten c  pMatrix mit Rang c und 

als Ko
varianzmatrix des Parametervektors  Unter der Annahme da der Sch

atzer
von  bei G

ultigkeit der Nullhypothese H

 A   asymptotisch normalver






 ist W 

verteilt mit c






































































































Die Ablehnung von H

ist gleichbedeutend damit da das SRM auf die jeweili





onnen die Parameter 	
 	









Dazu wird Gleichung 	
 durch Logarithmieren in die Form
lnP 	a bjk
 lnP 	c djk
  lnP 	a b k




umgewandelt Einsetzen der entsprechenden m

oglichen Formen des SRM auf




unter Einhaltung der Restriktionen und unter Ber

ucksichtigung der in loglinea


































































































































































































































































































































verwendet werden Allderdings k

onnen bei
der genauen Berechnung mittels der Parametersch

atzungen der  s Schwankun
gen zwischen den Parametern des SRM auftreten Die Unterschiede kommen
dadurch zustande da zwar die








atzwerte aber trotzdem nicht exakt

ubereinstimmen
Die hier beschriebene Methode bei der es mehrere M

oglichkeiten gibt die Para
metersch

atzungen des SRM zu berechnen ist also nur dann ausreichend wenn
das SRM ausschlielich der Analyse und der Entdeckung gewisser Trends zwi






bieten sich zwei Alternativen Entweder werden die SRMParameter aus den


















etc berechnet oder die
Sch

atzung wird mit Parametern eines spezizierten Grundmodells durchgef

uhrt
Der erste Weg umgeht zwar das Problem der Entscheidung zwischen den Pa
rametern und liefert sehr

ahnliche Ergebnisse wie das zweite Verfahren besitzt
aber den Nachteil da f






oere Kovarianzmatrizen verwendet werden m

ussen und
somit die Berechnungen erheblich aufwendiger werden Im Gegensatz hierzu ver
einfacht die Anwendung des spezizierten Grundmodells den gesamten Sch

atz
und Testvorgang Es ergibt sich aus dem

normalen Grundmodell 	Modell ohne
Parameter die gem

a den Restriktionen Null sein m

ussem
 indem alle Parame





ubereinstimmen sollen So entsteht ein bedingtes loglineares Modell das









ute des Modells werden somit gleichzeitig alle Re
striktionen getestet dh die explizite Durchf

uhrung des WaldTests entf

allt
da der LQTest f















ur den loglinearen Ansatz gesch

atzten Parameter direkt zur Berechnung
der SRMParameter verwendet werden ohne da vorher zwischen irgendwel
chen Parametern dierenziert werden mu Das spezizierte Grundmodell
enth

alt weniger Parameter ist einfacher zu sch

atzen und in Bezug auf Zusam
menhangsstrukturen zwischen den Variablen leichter zu interpretieren als das





ucksichtigt werden da alle auf demselben theoretischen Hintergrund
aufbauen und rein asymptotisch geltende Sch

atzungen und Aussagen liefern





den sondern alle parallel durchzuf

uhren um dann die Ergebnisse vergleichen
zu k

onnen In der Mehrzahl der F

alle wird man zu

ahnlichen Resultaten ge
langen dh entweder f

uhren alle Verfahren zum Abbruch oder es ergeben sich
sinnvolle interpretierbare Sch

atzungen der Parameter des SRM Vorsicht bei
der Auswertung ist in den Grenzf

allen geboten in denen ein Verfahren zum
Abbruch f

uhrt das andere aber nicht
 Varianzbestimmung



















der unter Verwendung der loglinearen Parametersch

atzungen und deren Varian





















sind im einzelnen Fall als Li
nearkombinationen des jeweiligen Parametervektors
!
 der loglinearen Parameter
des Grundmodells darstellbar

Es gilt beispielsweise im Fall  einer clusterspezischen Einugr




































































































































des loglinearen Modells resultiert


























































variieren entsprechend des Typs der Einugr

oe im
SRM und damit entsprechend der Anzahl der Variablen des loglinearen Grund



































































































































































































































































































































































a der Gleichungen 	
 unter





















uhrt Die Signikanz der einzelnen Parameter
	
 	




kann durch die Bildung von standardisierten Parameter
sch











Zwillingszahndatensatz aus einer Studie von Dr WWalt
her die von  durchgef






Der Kronenzustand der Fichten am Wank bei GarmischPartenkirchen
  die von der Bayerischen Landesanstalt f








arztlichen Poliklinik Karlsruhe wurden im Zeitraum  bis 
insgesamt 

Zwillingspaare 	dh zwei Versorgungen je Patient Cluster vom
Umfang 
 mit herausnehmbaren Konuskronenkonstruktionen versorgt Von den
 Konuskronen weisen  fehlende Werte auf daher wurden diese Patien







atzung der Regressionsparameter ber

ucksichtigt Die Cluster werden
durch die Zwillingspaare gebildet wobei die Zwillinge selbst die untersuchten
Einheiten sind Die Responsevariable Y
ij
 	i        j   
 beschreibt














 falls Pfeilerverlust bei Zwilling j
im iten Zwillingspaar auftritt
 falls kein Pfeilerverlust bei Zwilling j
im iten Zwillingspaar auftritt 
Ziel der regressiven Analyse ist die Untersuchung des Zusammenhangs zwischen
dem Zielereignis

Verlust eines Pfeilerzahns und den prognostischen Faktoren
Alter Geschlecht und Form unter Ber

ucksichtigung der zwischen den beiden
Zwillingen eines Zwillingspaares vorliegenden Korrelation Der prognostische
Faktor

Alter wurde durch einen Splitpunkt a 	a   bzw a  
 in zwei
Klassen geteilt der Faktor

Form beschreibt das dentoalveol

are oder transver
sale Design der Konuskronenkonstruktion Es wurde  mal ein dentoalveol

ares
und  mal ein transversales Design verwendet Die  untersuchten Patienten
setzen sich aus  M

annern und  Frauen zusammen wobei zum Zeitpunkt
der prothetischen Versorgung der j

ungste Patient  der

alteste  Jahre
alt war und das mittlere Alter aller Patienten  Jahre betrug Alle Kovaria
blen sind bin

ar und clusterspezisch Beide Zwillinge besitzen dasselbe Alter
dasselbe Geschlecht und bei jedem Paar wurde eine identische Konuskronen
konstruktion verwendet




uber die Anzahl und die Kombination






   
Y
i
   
  




 wird diese Tafel speziziert Daraus ergeben sich vier F

alle








































Tabelle  	Fall 
 X
A 
  Alter   Jahre X
A 
















Tabelle  	Fall 
 X
A
  Alter   Jahre X
A
















Tabelle  	Fall 
 X
G




  Geschlecht weiblich
Die Durchf

uhrung des Verfahrens f

ur ein Modell mit zwei Einugr

oen ist hier
nicht sinnvoll da die daf

ur gebildeten Kontingenztafeln Nullzellen und viele nur
sehr schwach besetzte Zellen enthalten und das Verfahren vorzeitig abbricht oder
zu nutzlosen und schwer interpretierbaren Ergebnissen f
















































































































































Das Resultat der Parametersch
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dung der Summe beider Parameter sowie mittels der in Abschnitt  geschil









Alter einen schwachen Einu auf das Zielereignis

Verlust
eines Pfeilerzahns haben Das Geschlecht hat hingegen keine Wirkung Die
OddsRatios sind in allen vier F








sind stark positiv korreliert Eine Umrechnung der OddsRatios in den Para
meter k  lnOR der Modellform 	
 zeigt da dieser immer in der N

ahe von









Zudem wird beim Vergleich der OddsRatios f

ur die einzelnen Berechnungsme
thoden deutlich da sie kaum voneinander abweichen und es somit f

ur Trend





Dieser Datendatz entstammt der Studie

Der Kronenzustand der Fichten am
Wank bei GarmischPartenkirchen       die von der Bayeri
schen Landesanstalt f






das gesamte Untersuchungsgebiet wurde ein geographisches Rasternetz gelegt
















aume die untersuchten Einheiten Aufgrund der geo
graphischen Lage und desselben Alters der beiden B

aume im Cluster mu von
einer Korrelation zwischen ihnen ausgegangen werden Insgesamt wurden 
B

aume bzw  Cluster untersucht Die Beurteilung des Kronenzustandes der
ausgew

ahlten Fichten wurde von zwei Faktoren abh

angig gemacht dem Nadel
verlust und der Vergilbung der Assimilationsorgane 	Chlorose
 Beide Respon
sevariablen wurden optisch mit Hilfe von InfrarotLuftbildern erhoben und in
Stufen eingeteilt Die Vergilbung der Assimilationsorgane wurde zwei Chlorose
stufen mit Splitpunkt 
 " und  " zugeordnet Da ein bestimmter Teil
der B

aume bereits so stark entnadelt war da keine Einstufung der Chlorose
mehr m





Chlorose noch eine dritte
Kategorie die jedoch der hohen Chlorosestufe 	 "










 bei weniger als " vergilbter Nadelmasse
 bei mehr als " vergilbter Nadelmasse
F

ur den Nadelverlust wurden die vier Entnadelungsstufen "  " "  "
"  " und  " gebildet Die Variable

Entnadelung wurde zur Analyse







 bei weniger als " Entnadelung










 Alter    Jahre






 Beschirmungsgrad  "





















alter als  Jahre  j

unger
 der insgesamt  Raster lagen unterhalb einer H

ohe von  m 
dar

uber Bei  B

aumen konnte ein Beschirmungsgrad von mehr als " fest
gestellt werden dagegen war dieser bei  B





 wiesen eine nur geringe Vergilbung auf 	Chlorose 
 "
 da
gegen waren bereits " 	
 der B

aume stark entnadelt Die nachstehenden
Tafeln zeigen die H








 die jeweils an beiden B

aumen 	j   
 eines Clusters i




















   
  








ohenlage auf die Zielgr

oen wird zur Demonstration des Verfahrens beispiel
haft f

ur vier verschiedene Modelle durchgef














































Tabelle  	Fall 
 X
A














































Tabelle  	Fall 
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ohe   m bzw   mX
B
 Beschirmungsgrad









































Tabelle  	Fall 
X
A
 Alter   Jahre bzw   Jahre X
B
 Beschirmungs
grad  " bzw  "
F

ur jeden der F

alle  wird ausgehend vom saturierten Modell mit Hilfe der
BackwardElimination das BEModell dh ein den Daten am besten angepates
Modell bestimmt Der kritische Wert f






Wert ist das jeweilige 

df 
Fraktil 	mit df  Zahl der Parameter im




ur die Ablehnung des Modells Die folgende Tabelle zeigt die BEModelle deren
G















































































































































































































































































































































































































































































































  kann nicht abge  kann nicht abge
	 lehnt werden 	 lehnt werden




  kann nicht abge  kann nicht abge
	 lehnt werden 	 lehnt werden
  kann nicht abge  kann nicht abge
	 lehnt werden 	 lehnt werden
Die standardisierten Parametersch

atzungen zeigen da in allen geschilderten
F

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alle berechnet werden da die Restriktionen f






ur den Fall  wird das Grundmodell bei einem Signikanzniveau von 
abgelehnt Die Anwendung des SRM auf diese Kontingenztafel ist aufgrund der


















in der die Nullrestriktionen zusammengefat sind abgelehnt




alle mit Ausnahme des Falles  die
Resultate der Parametersch












Die Ergebnisse der Analyse der Wirkung der Kovariablen auf die Responseva
riablen unter Ber






ur beide Responsevariablen sind und dem Beschirmungsgrad
jeweils keine Bedeutung zukommtDie OddsRatios sind imVergleich zum Zahn
datensatz relativ klein und deuten auf eine nur schwache positive Korrelation
der Responsevariablen hin Auch der gegenseitige Einu der Zielvariablen auf
einander der durch den Parameter k  lnOR charakterisiert wird ist geringer
da der Wert von k immer nahe bei  liegt
 Zusammenfassung und Ausblick
Das hier denierte symmetrische Regressionsmodell 	SRM
 bietet sicher nicht
die einzige M

oglichkeit der Bearbeitung korrelierter Gr

oen aber in Verbin




atzverfahren ist es eine grundlegend neue
Methode die im Gegensatz zu anderen Modellen und Sch

atzverfahren mit rela




aig groen Rechenaufwand durchf

uhrbar
ist Das SRM ber

ucksichtigt im Gegensatz zu manchen anderen Regressionsmo
dellen mehrere Richtungen bei der Modellierung der Zusammenhangsstruktur
der vorliegenden Daten Es bietet die M

oglichkeit sowohl die Zusammenh

ange
zwischen den Responsevariablen als auch diejenigen zwischen den Response
variablen und den Einugr

oen in sinnvoller und interpretierbarer Form dar
zustellen Die zus

atzliche Verwendung loglinearer Modelle bei der Sch

atzung
der Parameter des SRM bringt weitere Vorteile mit sich Der Informations
verlust bei der Modellbildung wird reduziert da loglineare Modelle wesentlich
sensibler bei der Analyse von Zusammenh

angen sind und alle in den Daten vor
handene Informationen dazu nutzen Durch die prim

are Analyse der Daten in










hangsstrukturen Das Problem loglinearer Modelle da die Parameter nicht
explizit interpretierbar sind weswegen loglineare Modelle f

ur die Regressions
analyse eher ungeeignet sind wird durch die Kombination mit dem SRM gel

ost




atzung des SRM subjektive

Annahmen wie beispielsweise die Annahme einer Basisverteilung der Response
variablen verwendet werden In die Sch

atzung gehen nur die tats

achlich in den





und Sicherheit bei der Anwendung des SRM da mit den Ergebnissen aus den
loglinearen Modellen die f








onnen und somit die unzutreende Verwendung des
SRM vermieden wird was bei allen anderen Modellen nicht m

oglich ist Fehlin
terpretationen der Parameter und falsche Schlufolgerungen werden verhindert
Nat

urlich gibt es in Bezug auf das Sch

atzverfahren noch oene Fragen Dazu
geh

ort zB die Erweiterung der Methode auf komplexere Datenstrukturen dh
auf Datens

atze die mehr als zwei Einugr

oen enthalten Auch die Anwendung
des SRM auf mehrkategoriale Variablen und auf das Problem fehlender Daten
stellt ein weiteres noch zu bearbeitendes Thema dar
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