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Almost exponential maps and integrability results
for a class of horizontally regular vector fields ∗
Annamaria Montanari Daniele Morbidelli
Abstract
We consider a family H := {X1, . . . , Xm} of C
1 vector fields in Rn and we dis-
cuss the associated H-orbits. Namely, we assume that our vector fields belong to a
horizontal regularity class and we require that a suitable s-involutivity assumption
holds. Then we show that any H-orbit O is a C1 immersed submanifolds and it is an
integral submanifold of the distribution generated by the family of all commutators up
to length s. Our main tool is a class of almost exponential maps of which we discuss
carefully some precise first order expansions.
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1. Introduction and main results
In this paper we discuss the integrability of distributions defined by families of vector
fields under a higher order horizontal regularity hypothesis and assuming an involutivity
condition of order s ∈ N. The central tool we exploit is given by a class of almost exponential
maps which we will analyze in details assuming only low regularity on the coefficients of
the vector fields.
To start the discussion, fix a family H = {X1, . . . ,Xm} of at least Lipschitz-continuous
vector fields. For any x ∈ Rn define the Sussmann’s orbit, or leaf
OxH := {e
t1Xj1 · · · etpXjpx : p ∈ N, J := (j1, . . . , jp) ∈ {1, . . . ,m}
p, t ∈ ΩJ,x}, (1.1)
where for fixed x ∈ Rn we denote by ΩJ,x ⊂ R
p the open neighborhood of the origin where
the map t 7→ et1Xj1 · · · etpXjpx is well defined. We equip the leaf OxH with the topology τd
defined by the Franchi–Lanconelli distance d; see (2.1).
∗2010 Mathematics Subject Classification. Primary 53C17; Secondary 53C12. Key words and Phrases:
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Our purpose is to describe a regularity class of order s ≥ 2 and a s-involutivity assump-
tion that ensure that each orbit OH is a integral manifold of the distribution generated
by the family P := Ps := {Y1, . . . , Yq} of all nested commutators of length at most s
constructed from the original family H. To give coordinates on O we shall use the follow-
ing almost exponential maps. Fix s ≥ 2 and denote by P the aforementioned family of
commutators. Assign to each Yj the length ℓj ≤ s, just its order. Then, let
EI,x(h) := expap(h1Yi1) · · · expap(hpYip)x, (1.2)
where I = (i1, . . . , ip) is a multiindex which fixes p commutators Yi1 , . . . , Yip ∈ P, h ∈ R
p
belongs to a neighborhood of the origin and p ∈ {1, . . . , n} is suitable. See (2.15) for
the definition of the approximate exponential expap. We shall use the maps in (1.2) to
construct charts, developing a higher order, nonsmooth, quantitative extension of some
ideas appearing in a paper by Lobry; see [Lob70]; see Theorem 3.5 and Remarks 3.6
and 3.7 below.
Here is a description of our regularity class. Let H = {X1, . . . ,Xm} and let s ≥ 2.
Assume that Xj =: fj · ∇ ∈ C
1
Euc for all j (here and hereafter C
1
Euc refers to Euclidean
regularity). Assume also that for each p ≤ s and j1, . . . , jp ∈ {1, . . . ,m}, all derivatives
X♯j1 · · ·X
♯
jp−1
fjp exist and are locally Lipschitz-continuous functions with respect to dis-
tance d associated to the vector fields. Here, following [MM12a], we denote by X♯f the
Lie derivative along the vector field X of the scalar function f . Moreover we require that
for any commutator Yj =: gj · ∇ ∈ P, all maps of the form gj ◦EI,x are continuous for all
p ∈ {1, . . . , n}, I = (i1, . . . , ip) and x ∈ R
n. 1
Furthermore, we require the following s-involutivity condition. For any Xj ∈ H and
for any Yk ∈ P with maximal length ℓk = s, at any x ∈ Ω where the derivative X
♯
jgk(x)
exists one can write for suitable bi = bi(x)
(adXj Yk)x :=(X
♯
jgk(x)− Ykfj(x)) · ∇ =
q∑
i=1
biYi,x with b
i locally bounded. (1.3)
The class of vector fields satisfying all those assumptions will be denoted by As; see Def-
inition 2.5, where a more precise formulation of this assumption is described. Note that
in the smooth case we have adXj Yk = [Xj , Yk] and ultimately (1.3) is equivalent to the
Hermann condition [Her62]
[Yi, Yj] =
∑
1≤k≤q
ckijYk, with c
k
ij ∈ L
∞
loc, (1.4)
which ensures that any Sussmann’s orbit OP of the family of commutators P is a integral
manifold of the distribution generated by P. If furthermore s = 1, then P = H and (1.4)
and (1.3) are the same. Note that the appearance of operators of the form adXj Yk is
very natural in the framework of our almost exponential maps; see the non-commutative
calculus formulas discussed in [MM12a, Section 3].
Here is the statement of our result.
1This condition is widely ensured for instance as soon as we assume that gj is continuous in the Euclidean
topology, or at least in the Sussmann’s orbit topology defined on O by the family H; see [Sus73].
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Theorem 1.1. Let H = {X1, . . . ,Xm} be a family of vector fields of class As. Then, for
any x0 ∈ R
n, the orbit O := Ox0H with the topology τd is a C
1 immersed submanifold of Rn
with tangent space TyO = Py for all y ∈ O.
Note that this result does not follow from standard ones, because the commutators Yj
are not assumed to be C1 in the Euclidean sense. In Example 3.14 we exhibit a family of
vector fields where our theorem apply, but classical results do not. See also Remark 3.15
for some further comments. Furthermore, let us mention that if s = 1, i.e. H = P, then
Theorem 1.1 is a consequence of the Frobenius Theorem for singular C1 distributions (it
is well known to experts that in such case one can prove that orbits are even C2 smooth).
Note that if s = 1, in [MM11a] we proved a singular Frobenius-type theorem assuming
only Lipschitz-continuity of the involved vector fields, generalizing part of Rampazzo’s
results [Ram07] to singular distributions; in fact, in [MM11a], orbits are C1,1.
On a technical level, the main tool we discuss is the approximate exponential EI,x
in (1.2). Introduce the notation px := dimPx := dim span{Y1(x), . . . , Yq(x)} for all x ∈ R
n.
Fix x, take p := px commutators Yi1 , . . . , Yip , which are linearly independent at x and
construct the map E, defined in (1.2). Then, under the hypotheses of Theorem 1.1, we
shall show that if the family H satisfies condition As, then E is a C
1
Euc, full rank map
in a neighborhood of the origin 0 ∈ Rp, whose derivative enjoys the following remarkable
expansion
E∗(∂hk) = Yik(E(h)) +
s∑
ℓj=ℓik+1
ajk(h)Yj(E(h)) +
q∑
i=1
ωik(x, h)Yi(E(h)). (1.5)
The functions ajk and ω
i
k have a very precise rate of convergence to 0, as h→ 0 which will
be specified in (3.22) and (3.23). Note that an expansion of E∗(∂hk) can be obtained either
with the Campbell–Hausdorff formula in the smooth case (see [Mor00] or [VSCC92]), or
in nonsmooth situations with the techniques of [MM12b]. However, the expansions in the
mentioned papers contain some remainders appearing either as formal series, or in integral
form. Here we are able to express such reminders via the pointwise terms ωjk, improving
all previous results. Note also that we are improving the mentioned papers both from a
regularity standpoint and because here we do not assume the Hörmander condition. At the
authors’ knowledge, expansion (1.5) with precise estimates on ajk and ω
i
k is new even in the
smooth case. As a final remark, observe that Theorem 3.11 contains an explicit detailed
proof of the fact that the map E is C1 smooth, avoiding any use of the Campbell–Hausdorff
formula. Note that, even if the vector fields are smooth, such maps are not much more
than C1; see Remark 3.12-(ii).
The useful information one can extract from (1.5) is that E∗(∂hk) ∈ PE(h) (note that we
are interested to situations where the inclusion PE(h) ⊂ R
n is strict); see Theorem 3.11 for
a precise statement. Observe that, if O ⊂ Rp is a small open set containing the origin, then
E(O) is a C1 submanifold of Rn and (1.5) shows that TE(h)E(O) ⊆ PE(h) for all h. This
is the starting point to prove that OxH is a integral manifold of the distribution generated
by P. Another fact we need to prove is that the dimension of Py := span{Yj(y) : 1 ≤ j ≤ q}
is constant if y belongs to a fixed orbit OxH. This is obtained by means of a nonsmooth
quantitative curvilinear version of the original Hermann’s argument inspired to the work
of Nagel, Stein and Wainger [NSW85] and Street [Str11].
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To conclude this introduction, we give some references and motivations to study our
almost exponential maps E. Such maps appear in [NSW85], and were used by the authors
to show equivalence between different control distances; see also [VSCC92]. More recently
they have revealed to be a useful tool to study Poincaré inequalities (see [LM00]), subelliptic
Sobolev spaces (see [Dan91,Mor00,CRTN01,MM12b]), and geometric theory of Carnot–
Carathéodory spaces (see [MM02,FF03,Vit12]). Finally, note that the precise expansion
(1.5) will be a fundamental tool in the companion paper [MM11b], where we shall prove
a Poincaré inequality on orbits for a family of vector fields satisfying an integrability
condition.
2. Preliminaries
Vector fields and the control distance. Consider a family of vector fields H =
{X1, . . . ,Xm} and assume that Xj ∈ C
1
Euc(R
n) for all j. Here and later C1Euc means
C1 in the Euclidean sense. Write Xj =: fj · ∇, where fj : R
n → Rn. The vector field Xj ,
evaluated at a point x ∈ Rn, will be denoted by Xj,x or Xj(x). All the vector fields in this
paper are always defined on the whole space Rn.
Define the Franchi–Lanconelli distance [FL83]
d(x, y) := inf
{
r > 0 : y = et1Z1 · · · etµZµx for some µ ∈ N
where
∑
|tj| ≤ 1 with Zj ∈ rH
}
.
(2.1)
Here and hereafter we let rH := {rX1, . . . , rXm} and ±rH := {±rX1, . . . ,±rXm}. The
topology associated with d will be denoted with τd. We denote instead by dcc the standard
Carnot–Carathéodory or control distance (see Feffermann–Phong [FP83] and Nagel–Stein–
Wainger [NSW85]). In the present paper we shall make a prevalent use of the distance d.
It is well known that τd is (possibly strictly) stronger than the topology τEuc|O received by
O from Rn. See [BCH08, Chapter 3] and [AS04, Example 5.5].
In view of the mentioned examples, we need to use the broad definition of submanifold;
see [Che46,KN96]. Below, if Σ ⊂ Rn, we denote by τEuc|Σ the induced topology.
Definition 2.1 (Immersed submanifold). Let Σ ⊂ Rn and let τ ⊇ τEuc|Σ be a topology on
Σ. We say that Σ is a Ck submanifold if Σ is connected and for all x ∈ Σ there is Ω ∈ τ ,
open neighborhood of x such that Ω is a Ck graph. If moreover τ = τEuc|Σ then we say
that Σ is an embedded submanifold.
Horizontal regularity classes. Here we define our notion of horizontal regularity in
terms of the distance d. Note that we do not use the control distance dcc.
Definition 2.2. Let H := {X1, , . . . ,Xm} be a family of vector fields, Xj ∈ C
1
Euc. Let
d be their distance (2.1) Let g : Rn → R. We say that g is d-continuous, and we write
g ∈ C0H(R
n), if for all x ∈ Rn, we have g(y) → g(x), as d(y, x) → 0. We say that
g : Rn → R is H-Lipschitz or d-Lipschitz in A ⊂ Rn if
LipH(g;A) := sup
x,y∈A, x 6=y
|g(x)− g(y)|
d(x, y)
<∞.
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We say that g ∈ C1H(R
n) if the derivative X♯jg(x) := limt→0(f(e
tXjx) − f(x))/t is a d-
continuous function for any j = 1, . . . ,m. We say that g ∈ CkH(R
n) if all the derivatives
X♯j1 · · ·X
♯
jp
g are d-continuous for p ≤ k and j1, . . . , jp ∈ {1, . . . ,m}. If all the derivatives
X♯j1 · · ·X
♯
jk
g are d-Lipschitz on each Ω bounded set in the Euclidean metric, then we say
that g ∈ Ck,1H,loc(R
n). Finally, denote the usual Euclidean Lipschitz constant of g on A ⊂ Rn
by LipEuc(g;A).
We will usually deal with vector fields which are of class at least C1Euc ∩C
s−1,1
H,loc , where
s ≥ 1 is a suitable integer. In this case it turns out that commutators up to the order s can
be defined; see Definition 2.3. In the companion paper [MM12a] we study several issues
related with this definition.
Definitions of commutator. Our purpose now is to show that, given a family H of
vector fields with Xj ∈ C
s−1,1
H,loc ∩ C
1
Euc, then commutators can be defined up to length s.
For any ℓ ∈ N, denote by Wℓ := {w1 · · ·wℓ : wj ∈ {1, . . . ,m}} the words of length
|w| := ℓ in the alphabet 1, 2, . . . ,m. Let also Sℓ be the group of permutations of ℓ letters.
Then for all ℓ ≥ 1, there are functions πℓ : Sℓ → {−1, 0, 1} such that
[Aw1 , [Aw2 , . . . [Awℓ−1 , Awℓ ]] . . . ] =
∑
σ∈Sℓ
πℓ(σ)Aσ1(w)Aσ2(w) · · ·Aσℓ(w), (2.2)
for all A1, . . . , Am : V → V linear operators on a vector space V . See [MM12a] for a more
formal definition and an in-depth discussion.
We are now ready to define commutators for vector fields in our regularity classes.
Definition 2.3 (Definitions of commutator). Given a family H = {X1, . . . ,Xm} of vector
fields of class Cs−1,1H,loc ∩ C
1
Euc, define for any function ψ ∈ C
1
H the operator X
♯
jψ(x) :=
LXjψ(x), the Lie derivative. Let also Xjψ(x) := fj(x) ·∇ψ(x) where ψ ∈ C
1
Euc. Moreover,
let
fw :=
∑
σ∈Sℓ
πℓ(σ)
(
Xσ1(w) · · ·Xσℓ−1(w)fσℓ(w)
)
for all w with |w| ≤ s,
Xwψ := [Xw1 , , . . . , [Xwℓ−1 ,Xwℓ ]]ψ := fw · ∇ψ for all ψ ∈ C
1
Euc |w| ≤ s,
X♯wψ :=
∑
σ∈Sℓ
πℓ(σ)X
♯
σ1(w)
· · ·X♯σℓ−1(w)X
♯
σℓ(w)
ψ for all ψ ∈ CℓH |w| ≤ s− 1.
Finally, for any j ∈ {1, . . . ,m} and w with 1 ≤ |w| ≤ s, let
adXj Xwψ := (X
♯
jfw − fw · ∇fj) · ∇ψ = (X
♯
jfw −Xwfj) · ∇ψ for all ψ ∈ C
1
Euc. (2.3)
Non-nested commutators are precisely defined in [MM12a].
Remark 2.4. • Let Z ∈ ±H. If |w| ≤ s − 1, then there are no problems in defining
adZ Xw. More precisely, in [MM12a] we show that adZ Xw = [Z,Xw]. If instead
|w| = s, then the function t 7→ fw(e
tZx) is Euclidean Lipschitz. In particular it is
differentiable for a.e. t. In other words, for any fixed x ∈ Rn, the limit ddtfw(e
tZx) =:
Z♯fw(e
tZx) exists for a.e. t close to 0. Therefore the pointwise derivative Z♯fw(y)
exists for almost all y ∈ Rn and ultimately adZ Xw is defined almost everywhere.
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• Both our definitions of commutator, Xw and X
♯
w are well posed from an algebraic
point of view, i.e. they satisfy antisymmetry and the Jacobi identity; see [MM12a].
• In [MM12a] we will also recognize that the first order operator Xw agrees with X
♯
w
against functions ψ ∈ Cs−1,1H,loc ∩C
1
Euc as soon as |w| ≤ s− 1.
The integrability class As.
Definition 2.5 (Vector fields of class As). Let H = {X1, . . . ,Xm} be a family in the
regularity class C1Euc ∩ C
s−1,1
H,loc . We say that the family H belongs to the class As if, fixed
an open bounded set Ω ⊂ Rn, there is C0 > 1 such that the following holds: for any
Z ∈ ±H, for any word w with |w| = s, for each x ∈ Ω and for a.e. t ∈ [−C−10 , C
−1
0 ], there
are coefficients bv ∈ R such that
adZ Xw(e
tZx) =
∑
1≤|u|≤s
buXu(e
tZx) with (2.4)
|bu| ≤ C0 for all u with 1 ≤ |u| ≤ s; (2.5)
finally assume that if 1 ≤ |w| ≤ s, for all p ∈ {1, . . . , n}, for any I ∈ I(p, q), x ∈ Rn, we
have at any h∗ where EI,x is defined
fw(EI,x(h)) −→ fw(EI,x(h
∗)) as h→ h∗. (2.6)
Remark 2.6. • Assumption (2.6) will be used only once, in (3.25), but it is essential
in order to ensure that the almost exponential maps we define later are actually
C1Euc smooth. It is easy to check that assumption (2.6) is satisfied as soon as fw :
(OH, τH)→ R is continuous, where τH denotes the Sussmann’s orbit topology defined
by the family H, see [Sus73]. Note that at this stage assumption (2.6) is not ensured
by the d-Lipschitz continuity of fw.
• Conditions (2.4) and (2.5) scale nicely. Namely, letting for all r ≤ 1, Z˜ = rZ,
X˜w = r
|w|Xw with |w| = s, we have
adZ˜ X˜w(x) =
∑
1≤|u|≤s
b˜uX˜u(x) where |˜b
u| ≤ C0r ≤ C0 for all u. (2.7)
• Let H be a family of vector fields in the class C1Euc∩C
s−1,1
H,loc satisfying the Hörmander
bracket-generating condition of step s and assume that each fw with |w| ≤ s is
continuous in the Euclidean sense. Then H satisfies As. The constant C0 in (2.5)
depends also on a positive lower bound on infΩ|Λn(x, 1)|, see (2.13). This case is
discussed in [MM12a, Section 4].
• The pathological vector fields X1 = ∂x1 and X2 = e
−1/x12∂x2 , in spite of their C
∞
smoothness, do not satisfy (2.5) for any s ∈ N.
Let Ω0 ⊂ R
n be a fixed open set, bounded in the Euclidean metric. Given a family H
of vector fields of class C1Euc ∩ C
s−1,1
H,loc , introduce the constant
L0 : =
m∑
j1,...,js=1
{
sup
Ω0
(
|fj1 |+ |∇fj1|+
∑
p≤s
|X♯j1 · · ·X
♯
jp−1
fjp|
)
+ LipH(X
♯
j1
· · ·X♯js−1fjs; Ω0)
}
.
(2.8)
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We shall always choose points x ∈ Ω ⋐ Ω0 and we fix a constant t0 > 0 small enough to
ensure that
eτ1Z1 · · · eτNZNx ∈ Ω0 if x ∈ Ω, Zj ∈ H, |τj | ≤ t0 and N ≤ N0, (2.9)
where N0 is a suitable constant which depends on the data n,m and s.
Proposition 2.7 (measurability). Let H be a family of class As. Let |w| = s and let
Z ∈ ±H, Then for any x ∈ Ω we can write
adZ Xw(e
tZx) =
∑
1≤|v|≤s
bv(t)Xv(e
tZx) for a.e. t ∈ (−t0, t0), (2.10)
where the functions t 7→ bv(t) are measurable and for a.e. t we have |bv(t)| ≤ C0, where
C0 denotes the constant in (2.5).
Proof. The statement can be proved arguing as in [MM12a, Proposition 4.1].
Wedge products and η-maximality conditions. Following [Str11], denote by P :=
{Y1, . . . , Yq} = {Xw : 1 ≤ |w| ≤ s} the family of commutators of length at most s.
Let ℓj ≤ s be the length of Yj and write Yj =: gj · ∇. Define for any p, µ ∈ N, with
1 ≤ p ≤ µ, I(p, µ) := {I = (i1, . . . , ip) : 1 ≤ i1 < i2 < · · · < ip ≤ µ}. For each x ∈ R
n
define px := dim span{Yj,x : 1 ≤ j ≤ q}. Obviousely, px ≤ min{n, q}. Then for any
p ∈ {1, . . . ,min{n, q}}, let
YI,x := Yi1,x ∧ · · · ∧ Yip,x ∈
∧
pTxR
n ∼
∧
pR
n for all I ∈ I(p, q),
and, for all K ∈ I(p, n) and I ∈ I(p, q)
Y KI (x) := dx
K(Yi1 , . . . , Yip)(x) := det(g
kβ
iα
)α,β=1,...,p. (2.11)
Here we let dxK := dxk1 ∧ · · · ∧ dxkp for any K = (k1, . . . , kp) ∈ I(p, n).
The family eK := ek1 ∧ · · · ∧ ekp , where K ∈ I(p, n), gives an othonormal basis of∧
pR
n, i.e. 〈eK , eH〉 = δK,H for all K,H. Then we have the orthogonal decomposition
YI(x) =
∑
K Y
K
J (x)eK ∈
∧
pR
n, so that the number
|YI(x)| :=
( ∑
K∈I(p,n)
Y KI (x)
2
)1/2
= |Yi1(x) ∧ · · · ∧ Yip(x)|
gives the p-dimensional volume of the parallelepiped generated by Yi1(x), . . . , Yip(x).
Let I = (i1, . . . , ip) ∈ I(p, q) such that |YI | 6= 0. Consider the linear system
∑p
k=1 ξ
kYik =
W , for some W ∈ span{Yi1 , . . . , Yip}. The Cramer’s rule gives the unique solution
ξk =
〈YI , ι
k(W )YI〉
|YI |2
for each k = 1, . . . , p, (2.12)
where we let ιkWYI := ι
k(W )YI := Y(i1,...,ik−1) ∧W ∧ Y(ik+1,...,ip).
Let r > 0. Given J ∈ I(p, q), let ℓ(J) := ℓj1 + · · · + ℓjp . Introduce the vector-valued
function
Λp(x, r) :=
(
Y KJ (x)r
ℓ(J)
)
J∈I(p,q),K∈I(p,n)
=:
(
Y˜ KJ (x)
)
J∈I(p,q),K∈I(p,n)
, (2.13)
where we adopt the tilde notation Y˜k = r
ℓkYk and its obvious generalization for wedge
products. Note that |Λp(x, r)|
2 =
∑
I∈I(p,q) r
2ℓ(I)|YI(x)|
2.
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Definition 2.8 (η-maximality). Let x ∈ Rn, let I ∈ I(px, q) and η ∈ (0, 1). We say that
(I, x, r) is η-maximal if |YI(x)|r
ℓ(I) > η max
J∈I(px,q)
|YJ(x)|r
ℓ(J).
Note that, if (I, x, r) is a candidate to be η-maximal with I ∈ I(p, q), then by definition
it must be p = px = dim span{Yj(x) : 1 ≤ j ≤ q}.
Approximate exponentials of commutators. Let w1, . . . , wℓ ∈ {1, . . . ,m}. Given
τ > 0, we define, as in [NSW85,Mor00] and [MM12b],
Cτ (Xw1) := exp(τXw1),
Cτ (Xw1 ,Xw2) := exp(−τXw2) exp(−τXw1) exp(τXw2) exp(τXw1),
...
Cτ (Xw1 , . . . ,Xwℓ) := Cτ (Xw2 , . . . ,Xwℓ)
−1 exp(−τXw1)Cτ (Xw2 , . . . ,Xwℓ) exp(τXw1).
(2.14)
Then let
e
tXw1w2...wℓ
ap := expap(tXw1w2...wℓ) :=
{
Ct1/ℓ(Xw1 , . . . ,Xwℓ), if t ≥ 0,
C|t|1/ℓ(Xw1 , . . . ,Xwℓ)
−1, if t < 0.
(2.15)
By standard ODE theory, there is t0 depending on ℓ,Ω, Ω0, sup|fj| and sup|∇fj| such
that exp∗(tXw1w2...wℓ)x ∈ Ω0 for any x ∈ Ω and |t| ≤ t0. Define, given I = (i1, . . . , ip) ∈
{1, . . . , q}p, x ∈ Ω and h ∈ Rp, with |h| ≤ C−1
EI,x(h) := expap(h1Yi1) · · · expap(hpYip)(x)∥∥h∥∥
I
:= max
j=1,...,p
|hj |
1/ℓij and QI(r) := {h ∈ R
p : ‖h‖I < r}.
(2.16)
Gronwall’s inequality. We shall refer several times to the following standard fact: for
all a ≥ 0, b > 0, T > 0 and f continuous on [0, T ],
0 ≤ f(t) ≤ at+ b
∫ t
0
f(τ)dτ ∀ t ∈ [0, T ] ⇒ f(t) ≤
a
b
(ebt − 1) ∀ t ∈ [0, T ]. (2.17)
3. Approximate exponentials and regularity of As orbits
Let H = {X1, . . . ,Xm} be a family of As vector fields in R
n. The main purpose of this
section is to prove that any H-orbit OH with the topology τd generated by the distance d
is a C1 integral manifold of the distribution generated by P. Recall our usual notation
P := {Yj : 1 ≤ j ≤ q}, Px := span{Yj,x : 1 ≤ j ≤ q} and px := dimPx.
3.1. Geometric properties of orbits
In this subsection we look at the properties of orbits OH for vector fields of class As.
First we study how the geometric determinants Y˜ KJ change along a given orbit OH. The
argument we use is known, see for instance [TW03,MM12b] and especially [Str11]. How-
ever, we need to address some issues which appear due to our low regularity assumptions.
Ultimately, we will show that the positive integer px is constant as x ∈ OH.
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Below we shall use the following notation: given r > 0, we let Y˜j = r
ℓjYj =: g˜j · ∇
and Z˜ = rZ, if Z ∈ ±H. Let also Y˜ KJ := r
ℓ(J)Y KJ , where the notation for Y
K
J has been
introduced in (2.11).
Lemma 3.1. Let H be a family of vector fields of class As. Let p ∈ {1, . . . , q ∧ n}. Let
x ∈ Ω and r0 > 0 so that Bd(x, r0) ⊂ Ω0. Let J ∈ I(p, q), K ∈ I(p, n), r ∈ (0, r0] and
Z˜ ∈ ±rH. Then the function [−1, 1] ∋ t 7→ Y˜ KJ (e
tZ˜x) is Lipschitz continuous and there is
C > 1 depending on C0 and L0 in (2.5) and (2.8) such that∣∣∣ d
dt
Y˜ KJ (e
tZ˜x)
∣∣∣ ≤ C|Λp(etZ˜x, r)| for a.e. t ∈ (−1, 1).
Proof. Denote γt := e
tZ˜x and let t, τ ∈ (−1, 1). Then
|Y˜ KJ (γτ )− Y˜
K
J (γt)| =
∣∣∣ ∑
1≤α≤p
dxK(. . . , Y˜jα+1(γt), Y˜jα(γτ )− Y˜jα(γt), Y˜jα+1(γt), . . . )
∣∣∣
≤ C|τ − t|,
where C depends on L0 in (2.8). Then t 7→ Y˜
K
J (γt) belongs to LipEuc(−1, 1). The estimate
for the Lipschitz constant here is quite rough and it can be refined through a computation
of the derivative. Indeed, we claim that for a.e. t ∈ (−1, 1) we have
d
dt
Y˜ KJ (γt) =
∑
1≤α≤p
ℓjα≤s−1
dxK(. . . , Y˜jα−1 , [Z˜, Y˜jα ], Y˜jα+1 , . . . , Y˜jp)(γt)
+
∑
1≤α≤p
ℓjα=s
∑
1≤β≤q
bβα(γt)dx
K(. . . , Y˜jα−1 , Y˜β, Y˜jα+1 , . . . , Y˜jp)(γt)
+
∑
1≤γ≤n
∑
1≤β≤p
∂γ f˜
kβdx(k1,...,kβ−1,γ,kβ+1,...,kp)(Y˜j1 , . . . , Y˜jp)(γt)
=: (A) + (B) + (C),
(3.1)
where we wrote Z˜ = f˜ · ∇ ∈ C1Euc and b
β
α are measurable functions with |b
β
α| ≤ C0. To
prove (3.1), observe that, if ℓ(Yjα) ≤ s− 1, then t 7→ Y˜jα(γt) is C
1
Euc(−1, 1) and
lim
τ→t
Y˜jα(γτ )− Y˜jα(γt)
τ − t
= Z˜♯g˜jα(γt) · ∇ = [Z˜, Y˜jα ](γt) + Y˜jα f˜(γt) · ∇ for all t ∈ [−1, 1].
Note that here we used [MM12a, Theorem 3.1] to claim that adZ˜ Y˜jα = [Z˜, Y˜jα ]. If instead
ℓ(Yjα) = s, then for almost any t we have
lim
τ→t
Y˜jα(γτ )− Y˜jα(γt)
τ − t
= Z˜♯g˜jα(γt) · ∇ = adZ˜ Y˜jα(γt) + Y˜jα f˜(γt) · ∇
=
q∑
β=1
bβα(t)Y˜β(γt) + Y˜jα f˜(γt) · ∇.
(3.2)
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In the first equality we used the definition of ad. Here Y˜jα f˜ := g˜jα · ∇f˜ , is well defined. In
the second line we used Proposition 2.7. The term Y˜jα f˜ , in view of Lemma A.1 gives the
third line of (3.1).
Next we estimate each line of (3.1), starting with (A).
|(A)| ≤
∣∣dxK(. . . , Y˜jα−1(γt), [Z˜, Y˜jα ](γt), Y˜jα+1(γt), . . . )∣∣ ≤ C|Λp(γt, r)|,
for all t ∈ [−1, 1]. Estimate is correct even if Λp(γt, r) = 0. To estimate (B), recall that
|bβα| ≤ C. Then, for all t ∈ [−1, 1],
|(B)| ≤
∑
1≤α≤p
∑
1≤β≤q
∣∣dxK(. . . , Y˜jα−1 , Y˜β , Y˜jα+1 , . . . )∣∣ ≤ C|Λp(γt, r)|.
Finally the estimate of (C) is easy and takes the form
|(C)| ≤ sup
Bd(x,r)
|∇f˜ | max
K∈I(p,n)
|Y˜ KJ (γt)| ≤ C|Λp(γt, r)| if |t| ≤ 1.
The previous lemma immediately implies the following proposition.
Proposition 3.2. Let H be a family in the regularity class As. Let x ∈ Ω, let r ≤ r0,
where r0 is small enough so that Bd(x, r0) ⊂ Ω0. Let γ(t) := γt be a piecewise integral
curve of ±rH with γ(0) = x. Let p ∈ {1, . . . , q ∧ n}. Then we have∣∣Λp(γ(t), r)− Λp(x, r)∣∣ ≤ |Λp(x, r)| (eCt − 1) for all t ∈ [0, 1]. (3.3)
In particular, if p = px and (I, x, r) is η-maximal, then
|Y˜J(γ(t))− Y˜J(x)| ≤
Ct
η
|Y˜I(x)| for all J ∈ I(p, q) t ∈ [0, 1]. (3.4)
Finally, if x, y belong to the same orbit, then px = py.
Remark 3.3. As a consequence of the proposition and of the Cramer’s rule (2.12), if
(I, x, r) is η-maximal, then (I, y, r) is C−1η-maximal for all y ∈ Bd(x,C
−1ηr) and we may
write for all such y and for any j ∈ {1, . . . , q}
Y˜j,y =
p∑
k=1
bkj
η
Y˜ik,y, (3.5)
where |bkj | ≤ C.
Remark 3.4. Proposition 3.2 shows that the oscillation of determinants Λp on a ball is
controlled in terms of the value of Λp at the center of the ball. It is not true that the
oscillation of a single vector field on a ball can be controlled by its value at the center of
the ball. For instance, we can take the vector fields X = ∂x and Y = y∂y + x∂x. Look
at the ball B((0, y), r), where 0 < y ≪ r. Note that (r, y) belongs to such ball, but the
oscillation |Y (0, y) − Y (r, y)| ∼ r can not be controlled with the value |Y (0, y)| = |y|.
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Proof of Proposition 3.2. (See [TW03,MM12b,Str11]). Let p ∈ {1, . . . , q∧n}. By Lemma 3.1,
the map t 7→ Λp(γt, r) is Lipschitz. Moreover, we have for a.e. t ∈ [0, 1],∣∣∣ d
dt
Λp(γt, r)
∣∣∣ = ∣∣∣( d
dt
Y˜ KJ (γt)
)
J∈I(p,q)
K∈I(p,n)
∣∣∣ ≤ C|Λp(γt, r)|,
by Lemma 3.1. Then the Gronwall’s inequality (2.17) provides immediately the required
estimate (3.3). Note that this implies that if Λp(x, r) = 0, then Λp(γt, r) = 0 for all
t ∈ [0, 1]. Estimate (3.4) follows immediately.
Let now x and y be a couple of points on the same leaf OH. Let 1 ≤ p ≤ q ∧ n and let
I ⊂ R be an interval. Let I = [a, b] and take γ : I → R a piecewise integral curve of the
vector fields Xj with γ(a) = x and γ(b) = y. Let Ap := {t ∈ I : |Λp(γ(t))| = 0}. Note that
Ap is closed, because it is the zero set of the continuous function I ∋ t 7→ |Λp(γ(t))| ∈ R.
The set Ap is also open by estimate (3.3). Therefore, either Ap = ∅ or Ap = I and the
proof is concluded.
The fact we are going to establish in the following theorem will have a key role in
Subsection 3.2, when we shall study our almost exponential maps E. See Remark 3.6
below.
Theorem 3.5. Let H be a family of vector fields of class As. Let (I, x, r) be η-maximal
where x ∈ Ω, r ≤ r0, I ∈ I(px, q) and η ∈ (0, 1). Denote U˜j := r
ℓijYij for j = 1, . . . , p :=
px and Z˜ := rZ ∈ ±rH. Then there is C > 0 depending on L0 and C0 in (2.8) and (2.5)
so that
e−tZ˜∗ (U˜j,etZ˜x) ∈ Px for all t with |t| ≤ C
−1η. (3.6)
Moreover, if we write, for a given test function ψ ∈ C1Euc(R
n),
U˜j(ψe
−tZ˜)(etZ˜x) =:
p∑
k=1
(
δkj + θ
k
j (t)
)
U˜kψ(x), (3.7)
then we have
|θkj (t)| ≤
C|t|
η
for all j, k = 1, . . . , p |t| ≤ C−1η. (3.8)
Finally, for any commutator Y˜h := g˜h · ∇, where h ∈ {1, . . . , q}, we have at any t ∈
(−C−1η,C−1η)
Y˜h(ψe
−tZ˜)(etZ˜x) =
p∑
k=1
bkh(t)
η
U˜kψ(x), (3.9)
where |bkh(t)| ≤ C if |t| ≤ C
−1η.
Remark 3.6. The geometric interpretation of (3.6) tells that e−tZ˜∗ PetZ˜x = Px, i.e. the
tangent map of the C1 diffeomorphism e−tZ˜ maps the (candidate) tangent bundle ∪xPx to
the orbit O to itself (we say “candidate” because we do not know yet that O is a manifold).
Theorem 3.5 has an important consequence. Namely, in in Theorem 3.8, it will enable us
to show that integral remainders have in fact a pointwise form. Ultimately, we will apply
such property in Theorem 3.11 to show that E∗(∂hk) ∈ PE(h).
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Remark 3.7. The proof below is inspired to an argument due to Lobry; see [Lob70,
Lemma 1.2.1]. Here we generalize such argument to a higher order, nonsmooth situation
and we get more quantitative estimates. See also [Lob76] and the related discussion by
Balan [Bal94]; see finally the paper [Pel10], for an up-to-date bibliography on the subject.
Note that Lobry’s idea is also used in [AS04, Lemma 5.15].
Proof of Theorem 3.5. Without loss of generality, we can work with positive values of t.
First, we differentiate the left-hand side of (3.7). If ℓij ≤ s − 1, then we use [MM12a,
Theorem 2.6-(a) and Theorem 3.1-(ii)] which give
d
dt
U˜j(ψe
−tZ˜)(etZ˜x) = [Z˜, U˜j ](ψe
−tZ˜ )(etZ˜x) =
p∑
k=1
bkj (t)
η
U˜k(ψe
−tZ˜)(etZ˜x), (3.10)
provided that 0 < t ≤ C−1η. Here |bkj (t)| ≤ C. In last equality we used (3.5) with
Y˜h = [Z˜, U˜j ].
If instead ℓij = s, then we need first [MM12a, Theorem 2.6-(b)], then (2.6) and Propo-
sition 2.7 in the present paper. This gives for a.e. t ∈ [0, C−1η]
d
dt
U˜j(ψe
−tZ˜)(etZ˜x) =
∑
1≤h≤q
bhj (t)Y˜h(ψe
−tZ˜)(etZ˜x) by (3.5)
=
∑
1≤h≤q
∑
1≤k≤p
bhj (t)b
k
h(t)
1
η
U˜k(ψe
−tZ˜)(etZ˜x)
=:
∑
1≤k≤p
bkj (t)
η
U˜k(ψe
−tZ˜)(etZ˜x)
(3.11)
provided that 0 < t ≤ C−1η. In this formula bhj , b
k
h and b
k
j denote measurable functions,
bounded in term of the admissible constants C0 and L0.
By elementary ODE theory, for any fixed ψ, the functions t 7→ U˜j(ψe
−tZ˜)(etZ˜x) with
j = 1, . . . , p are uniquely determined by their value U˜jψ(x) at t = 0. Moreover, if we
denote by (akj (t)) ∈ R
p×p the solution of the Cauchy problem
a˙(t) =
b(t)
η
a(t) with a(0) = Ip ∈ R
p×p, (3.12)
then we can write
e−tZ˜∗ (U˜j,etZ˜x) ≡ U˜j(ψe
−tZ˜)(etZ˜x) =
p∑
k=1
akj (t)U˜kψ(x). (3.13)
Then we have proved (3.6). The Cramer’s rule (2.12) confirms that the coefficients akj (t)
are unique for each t.
To estimate the functions θkj := a
k
j (t) − δ
k
j , where a
k
j satisfy (3.12), it suffices to use
estimate |bkj (t)| ≤ C if 0 ≤ t ≤ C
−1η. The Gronwall inequality (2.17) gives |akj (t) − δ
k
j | ≤
C|t|/η for all j, k = 1, . . . , p and 0 < t ≤ C−1η. Therefore (3.8) follows.
To obtain the proof of (3.9) it suffices to repeat the computation in (3.10) starting from
Y˜h instead of U˜j . This ends the proof.
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Under the hypotheses of Theorem 3.5, iterating the argument, we get for all x ∈ Ω,
µ ≤ N0 (see (2.9)), j ∈ {1, . . . , p} and Z1, . . . , Zµ ∈ H,
U˜j(ψe
−t1Z˜1 · · · e−tµZ˜µ)(etµZ˜µ · · · et1Z˜1x) =
∑
1≤k≤p
(δkj + θ
k
j (t))U˜kψ(x) (3.14)
where |θ(t)| ≤ C|t|/η, as soon as
∑µ
j=1|tj | ≤ C
−1η. Moreover, for each h ∈ {1, . . . , q}, we
get, if x ∈ Ω, for the same values of (t1, . . . , tµ) and for almost all τ ∈ (−C
−1η,C−1η),
d
dτ
Y˜h(ψe
−t1Z˜1 · · · e−tµZ˜µe−τX˜)(eτX˜etµZ˜µ · · · et1Z˜1x)
= ad
X˜
Y˜h(ψe
−t1Z˜1 · · · e−tµZ˜µe−τX˜)(eτX˜etµZ˜µ · · · et1Z˜1x) =
p∑
k=1
bk(x, t, τ)
η
U˜kψ(x),
where |bk(x, t, τ)| ≤ C for a.e. τ . Here X ∈ H. If we do not care about maximality and
choose r = 1, we get, for any fixed (t1, . . . , tµ) with
∑
j|tj | ≤ C
−1 and for almost all τ with
|τ | ≤ C−1,
d
dτ
Yh(ψe
−t1Z1 · · · e−tµZµe−τX)(eτXetµZµ · · · et1Z1x)
= adX Yh(ψe
−t1Z1 · · · e−tµZµe−τX)(eτXetµZµ · · · et1Z1x)
=
∑
1≤j≤q
bj(x, t, τ)Yjψ(x),
(3.15)
where |bj(x, t, τ)| ≤ C for a.e. τ . Here again x ∈ Ω and ψ ∈ C
1
Euc is a test function.
Formula (3.15) will be referred to later.
3.2. Derivatives of almost exponential maps and regularity of orbits
In this subsection we get several information on the derivatives of the approximate expo-
nentials EI,x,r associated with a family H of As vector fields and we show that each orbit
O with topology τd is a C
1 immersed submanifold of Rn with TyO = Py for all y ∈ O. We
will tacitly but heavily rely on the results of [MM12a, Section 3], namely on formulae
adXv1 · · · adXvk Xw = Xvw for all v,w such that |v|+ |w| = k + |w| ≤ s (3.16)
These formulae have a key role. In the proof of Theorem 3.8 below, we shall follow the
arguments of [MM12b, Theorems 3.4 and 3.5], modifying everywhere the remainders Os+1
in [MM12b] with our remainders defined in [MM12a]. This will give us a formula with
integral remainder, see (3.17). Then, using the results of Subsection 3.1, we shall show
that such integral remainder can be specified in a pointwise form.
Theorem 3.8. Let 1 ≤ |w| =: ℓ ≤ s, take x ∈ Ω and t ∈ [0, t0], where t0 is small enough
to ensure that Ctx ∈ Ω0 for all t ∈ [0, t0]. Let Ct = Ct(Xw1 , . . . ,Xwℓ) be the map defined
in (2.14). Fix a test function ψ ∈ C1Euc(R
n). Then we have
d
dt
ψ(Ctx) = ℓt
ℓ−1Xwψ(Ctx) +
s∑
|v|=ℓ+1
avt
|v|−1Xvψ(Ctx) + t
s
s∑
|u|=1
bu(x, t)Xuψ(Ctx),
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and
d
dt
ψ(C−1t x) =− ℓt
ℓ−1Xwψ(C
−1
t x) +
s∑
|v|=ℓ+1
avt
|v|−1Xvψ(C
−1
t x)
+ ts
s∑
|u|=1
bu(x, t)Xuψ(C
−1
t x).
Both the sums on v are empty if |w| = s. Otherwise, we have the cancellations
∑
|v|=ℓ+1(av+
av)fv(x) = 0 for all x ∈ Ω. The (real) coefficients bu and bu are bounded in terms of the
constants L0 and C0 in (2.8) and (2.5).
Remark 3.9. As already observed, the theorem just stated improves [MM12b, Theo-
rem 3.5], both because we relax regularity assumptions and because we devise a pointwise
form of the remainders. In particular, choosing as ψ the identity function, we see that the
remainder belongs to the subspace PCtx = span{Yj,Ctx : j = 1, . . . , q} which can be a strict
subspace of Rn.
Proof of Theorem 3.8. We prove the statement for t > 0. By [MM12b, Theorem 3.5], we
know that
d
dt
ψ(Ctx) = ℓt
ℓ−1Xwψ(Ctx) +
s∑
|v|=ℓ+1
avt
|v|−1Xvψ(Ctx) +Os+1(t
s, ψ, Ctx), (3.17)
where the numbers av are suitable algebraic coefficients. Note that formula (3.17) in
[MM12b] is proved for smooth vectro fields. Using (3.16) and changing everywhere the
remainders in [MM12b] with the remainders introduced in [MM12a, Subsection 2.1], one
can check that all computations fit to our setting. Therefore, we only need to deal with the
integral remainders introduced and discussed in [MM12a]. Concerning such remainders,
recall that
Os+1(t
s, ψ, Ctx) = (sum of terms like)
∫ t
0
ω(t, τ)
d
dτ
Xv(ψϕ
−1e−τZ)(eτZϕCtx)dτ
where |v| = s, ϕ = etZ1 · · · etZν and Z,Zj ∈ ±H. Next, by (3.15), we may write for a.e. τ
d
dτ
Xv(ψϕ
−1e−τZ)(eτZϕCtx) =
∑
1≤|u|≤s
bu(x, t, τ)Xuψ(Ctx),
where for any t, x the functions τ 7→ bu(x, t, τ) are measurable and satisfy |bu(t, τ, x)| ≤ C
for a.e. τ . Therefore we get∑
1≤|u|≤s
∫ t
0
ω(t, τ)bu(x, t, τ)dτ Xuψ(Ctx) =: t
s
∑
1≤|u|≤s
bu(x, t)Xuψ(Ctx),
where |bu(x, t)| ≤ C for all x ∈ Ω and |t| ≤ t0. This ends the proof.
Our purpose now is to study the maps
E(h) := EI,x,r(h) := expap(h1Y˜i1) · · · expap(hpY˜ip) = e
h1U˜1
ap · · · e
hpU˜p
ap x (3.18)
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where 1 ≤ p ≤ q, I ∈ I(p, q), U˜k := Y˜ik and dk := ℓik . We always take x ∈ Ω and h
sufficiently close to the origin so that E(h) ∈ Ω0, see (2.9).
Some elementary properties of E are contained in the following lemma. Without loss
of generality we choose r = 1 and I = (1, . . . , p).
Lemma 3.10. The map h 7→ eh1Y1ap · · · e
hpYp
ap x =: EI,x(h) satisfies for x, x
∗ ∈ Ω and
h, h∗ ∈ BEuc(C
−1)
|EI,x(h)− EI,x∗(h
∗)| ≤ C
(∥∥h− h∗∥∥
I
+ |x− x∗|
)
. (3.19)
Moreover, for any w with 1 ≤ |w| ≤ s, the function FXw : [−C
−1, C−1] × Ω → Rn×n,
defined as FXw(t, x) := ∇x e
tXw
ap (x), is continuous.
Proof. Observe first that, since each Z ∈ ±H is C1Euc, by the Gronwall inequality we have
|eτZy − eτ0Zy0| ≤ C
(
|y − y0|+ |τ − τ0|
)
for all y, y0 ∈ Ω |τ |, |τ0| ≤ C
−1. (3.20)
Next, assume first that t ≥ t∗ ≥ 0. Write etXwap x = e
τZ1 · · · eτZνx, where Z1, . . . , Zν ∈
±H are suitable, see (2.15), and τ = t1/ℓ, with ℓ := |w|. Then iterating (3.20) we get∣∣etXwap x− et∗Xwap x∗∣∣ = ∣∣eτZ1 · · · eτZνx− eτ∗Z1 · · · eτ∗Zνx∗∣∣ ≤ C(|x− x∗|+ |t− t∗|1/ℓ).
If instead t > 0 > t∗, then we get∣∣etXwap x− et∗Xwap x∗∣∣ ≤ |etXwap x− x|+ |x∗ − et∗Xwap x∗|+ |x− x∗|
≤ C
(
|t|1/ℓ + |t∗|1/ℓ + |x− x∗|
)
≤ C
(
|t− t∗|1/ℓ + |x− x∗|
)
.
This shows (3.19) for p = 1. Iterating one gets the general case.
Next we prove existence and continuity of the derivative FXw . Assume first that t ≥ 0
and decompose etXwap x = e
t1/ℓZ1 · · · et
1/ℓZνx, where ℓ = |w| and Z1, . . . , Zν ∈ ±H are
suitable. Euclidean regularity of the vector fields Zj implies that the functions (τ, y) 7→
FZj (τ, y) := ∇ye
τZjy are continuous if y ∈ Ω and |τ | is small. Therefore, the chain rule
gives
FXw(t, x) = ∇x e
tXw
ap (x)
= FZ1(t
1/ℓ, et
1/ℓZ2 · · · et
1/ℓZνx)FZ2(t
1/ℓ, et
1/ℓZ3 · · · (x)) · · · FZν (t
1/ℓ, x).
Thus FXw
∣∣
[0,C−1]×Ω
is continuous. Note that FXw(0, x) = In for all x. An analogous
argument shows that FXw
∣∣
[−C−1,0]×Ω
is continuous and concludes the proof.
At this point we may deduce the following result. See (3.18) for notation on the map E.
Theorem 3.11. Let H be an As family. Let x ∈ Ω and let r ∈ (0, r0). Fix p ∈ {1, . . . , q}
and I ∈ I(p, q). Then the function EI,x,r is C
1 smooth on BEuc(C
−1). Moreover, for all
h ∈ BEuc(C
−1) and for any k ∈ {1, . . . , p} we have E∗(∂hk) ∈ PE(h) and we can write
E∗(∂hk) = U˜k,E(h) +
s∑
ℓj=dk+1
ajk(h)Y˜j,E(h) +
q∑
i=1
ωik(x, h)Y˜i,E(h), (3.21)
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where, for some C > 1 depending on L0 and C0 in (2.8) and (2.5), we have
|ajk(h)| ≤ C
∥∥h∥∥ℓj−dk
I
for all h ∈ BEuc(C
−1) (3.22)
|ωi(x, h)| ≤ C
∥∥h∥∥s+1−dk
I
for all h ∈ BEuc(C
−1) x ∈ Ω. (3.23)
Proof. For notational simplicity we delete everywhere the tilde. In fact, the statement
holds uniformly in r ∈ (0, r0), where r0 depends on the already mentioned constants L0
and C0.
Step 1. We first prove the theorem for p = 1. Using the definition of expap and Theorem 3.8,
we easily obtain by a change of variable that for any commutator Y of length ℓ ∈ {1, . . . , s}
and for all ψ ∈ C1Euc,
d
dh
ψ(ehYap (x)) = Y ψ(e
hY
ap (x)) +
s∑
ℓj=ℓ+1
αj(h)Ykψ(e
hY
ap x)
+ |h|(s+1−ℓ)/ℓ
q∑
i=1
bi(x, h)Yiψ(e
hY
ap x),
(3.24)
for all x ∈ K and 0 < |h| ≤ C−1, where the sum is empty if ℓ = s. If ℓ < s, then
αj(h) = ℓ
−1ajh
(ℓj−ℓ)/ℓ if h > 0, while αj(h) = −ℓ
−1ajh
(ℓj−ℓ)/ℓ if h < 0. The functions aj
come from the statement of Theorem 3.8. The functions bi(x, h) can be discontinuous, if
we pass from h > 0 to h < 0, but we have estimate |bi(x, h)| ≤ C uniformly in x, h.
To complete Step 1, we need to show that the function h 7→ ddh e
hY
ap z is continuous
for all fixed z ∈ Ω. Continuity at any h 6= 0 (say h > 0) follows immediately from the
decomposition ehYap = e
h1/ℓZ1 · · · eh
1/ℓZν , where Zj ∈ ±H. We show now continuity at
h = 0. Formula (3.24) gives
∣∣∣ ∂∂h ehYap z − g(ehYap z)∣∣∣ ≤ C|h|1/ℓ (recall notation Y =: g · ∇).
Therefore, using the l’Hôpital’s rule, we get
d
dh
ehYap z
∣∣
h=0
:= lim
h→0
ehYap z − z
h
= lim
h→0
g(ehYap z) +O(|h|
1/ℓ) = g(z),
where we need the d-continuity of g. This shows existence of the derivative at h = 0. To
see continuity, just let h→ 0 in (3.24).
Step 2. By induction on p, we show that E is C1 smooth. Assume that (h1, . . . , hp−1) 7→
eh1U1ap · · · e
hp−1Up−1
ap (x) is C1 for all choice of U1, . . . , Up−1. We need to show that (h1, . . . , hp) 7→
eh1U1ap · · · e
hpUp
ap (x) is C1 smooth.
Let U1, . . . , Up ∈ P. First of all we show that the map (h1, . . . , hp) 7→ E∗(∂h1) is
continuous. If h1 6= 0, say h1 > 0, then we decompose for suitable Z1, . . . , Zµ ∈ H,
eh1U1ap · · · e
hpUp
ap x = e
h
1/d1
1
Z1 · · · eh1
1/d1Zµ eh2U2ap · · · e
hpUp
ap x.
Note that by standard ODE theory, the map (τ1, . . . , τµ, z) 7→ e
τ1Z1 · · · eτµZµz is C1. There-
fore, by means of Lemma 3.10, we have existence and continuity of ∂1E(h) = E∗(∂h1) at
any point of the form h = (h1, h2, . . . , hp) with h1 6= 0.
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To discuss the case h1 = 0, recall that formula (3.24) gives∣∣∣ ∂
∂h1
eh1U1ap · · · e
hpUp
ap x− U1(e
h1U1
ap · · · e
hpUp
ap x)
∣∣∣ ≤ C|h1|1/d1 .
Therefore, using de l’Hôpital’s rule, for all h = (0, h2, . . . , hp) =: (0, ĥ1), we get
∂1E(0, ĥ1) := lim
h1→0
eh1U1ap e
h2U2
ap · · · e
hpUp
ap x− eh2U2ap · · · e
hpUp
ap x
h1
= lim
h1→0
U1(e
h1U1
ap e
h2U2
ap · · · e
hpUp
ap x) +O(|h1|
1/d1) = U1(E(0, ĥ1)),
where we need the d-continuity of U1. This shows existence of ∂1E(0, ĥ1).
To show continuity of ∂h1E at h
∗ = (0, ĥ∗1) ∈ BEuc(C
−1), write by expansion (3.24)∣∣∂1E(h1, ĥ1)− ∂1E(0, ĥ∗1)∣∣
=
∣∣∣U1(E(h1, ĥ1)) + ∑
d1+1≤ℓj≤s
αj(h1)Yj(E(h1, ĥ1))
+ |h1|
(s+1−d1)/d1
∑
1≤i≤q
biYi(E(h1, ĥ1))− U1(E(0, ĥ
∗
1))
∣∣∣
≤ C|h1|
1/d1 + |U1(E(h1, ĥ1))− U1(E(0, ĥ
∗
1))| → 0,
(3.25)
as (h1, ĥ1)→ (0, ĥ
∗
1), here we used assumption (2.6) for U1.
To conclude Step 2, we show the continuity of ∂hkE for all 2 ≤ k ≤ p. Write by the
chain rule
∂
∂hk
E(h) = FU1(h1, e
h2U2
ap · · · (x)) · · ·FUk−1(hk−1, e
hkUk
ap · · · (x))
∂
∂hk
ehkUkap · · · (x). (3.26)
This ends the proof, because the right-hand side depends continuosly on h1, . . . , hp, by
Lemma 3.10 and the first part of Step 2.
Step 3. We show expansion (3.21) and estimates (3.22) and (3.23) for any p and for all
k = 1, . . . , p.
Let Uk = Yik , dk := ℓik and E〈j,k〉(x) := e
hjUj
ap · · · ehkUkap (x) for all 1 ≤ j ≤ k ≤ p. We
agree that E〈j,j−1〉 denotes the identity function. Observe that the function z 7→ E〈j,k〉(z)
is a C1 diffeomorphism for any fixed hj , hj+1, . . . , hk. Then, for k ∈ {1, . . . , p}, we may
use (3.24) and we get
E∗(∂hk) = UkE〈1,k−1〉(E〈k,p〉(x)) +
s∑
ℓj=dk+1
αj(hk)YjE〈1,k−1〉(E〈k,p〉(x))
+ |hk|
(s+1−dk)/dk
q∑
i=1
biYiE〈1,k−1〉(E〈k,p〉(x)),
(3.27)
where bi denote bounded functions and |αj(hk)| ≤ C|hk|
(ℓj−dk)/dk .
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To get formula (3.21), it suffices to use a rough expansion of each term as follows. Write
for λ ∈ {1, . . . , p} and hλ > 0, e
hλUλ
ap = e
−h
1/dλ
λ Z1 · · · e−h
1/dλ
λ Zν , for suitable Zi ∈ ±H. Then
for all j ∈ {1, . . . , q} write
Yj(ψ e
hλUλ
ap )(z) = Yj(ψe
−hλ
1/dλZ1 · · · e−hλ
1/dλZν )(z)
= Yjψ(e
hλUλ
ap z) +
s−ℓj∑
|α|=1
adανZν · · · ad
α1
Z1
Yjψ(e
hλUλ
ap z)
h
|α|/dλ
λ
α!
+Os+1(|hλ|
(s+1−ℓj)/dλ , ψ, ehλUλap z)
= Yjψ(e
hλUλ
ap z) +
s∑
ℓi=ℓj+1
ci|hλ|
(ℓi−ℓj)/dλYiψ(e
hλUλ
ap x)
+ |hλ|
(s+1−ℓj)/dλ
q∑
i=1
biYiψ(e
hλUλ
ap x),
where we use the pointwise form of the remainder, see the proof of Theorem 3.8. Here ci
are constants, while bi are bounded functions. The proof of (3.21) follows from (3.27) via
a repeated application of this expansion. If hλ < 0, then the terms ci and bi may change,
but the argument gives the same conclusion. The proof of the theorem is concluded
Remark 3.12.
(i) Let Xw be a commutator of length |w| ≤ s. Define the function H(t, x) :=
d
dt e
tXw
ap (x).
Under our assumptions As we may claim that H(t, x) exists for all (t, x). However,
we can not expect that the function (t, x) 7→ H(t, x) is continuous in (−t0, t0) × Ω.
Indeed, in order to show the continuity of H at a point (0, x˜), because
|H(t, x)−H(0, x˜)| ≤ |H(t, x)−H(0, x)| + |H(0, x) −H(0, x˜)|.
=
∣∣ d
dt
etXwap x− fw(x)
∣∣+ |fw(x)− fw(x˜)|.
The first term can be made small uniformly in x, if |t| is small. In order to make
the second term small, we can use only assumption (2.6), which does not ensure any
continuity if x and x˜ belong to different orbits.
(ii) Under our assumptions, we cannot expect that maps h 7→ EI,x(h) are more than
C1. Indeed, the term FU1(h1, e
h2U2
ap · · · e
hpUp
ap x) in (3.26) depends continuously on
h2, . . . , hp, if H is a C
1 family (recall that FU1(h, x) := ∇ e
hU1
ap (ξ) is only continuous
in ξ). An inspection of the proof above shows that if H is a C2 family and As holds,
then EI,x ∈ C
1,1/s
loc , but this regularity cannot be improved, even if Xj ∈ C
∞ or Cω;
see [MM12b, Example 5.7].
Now we can easily prove the regularity of orbits, along the lines of the proof in [AS04].
Theorem 3.13 (Regularity of As orbits). Let H be a system of As vector fields. Then
each orbit O with the topology τd is a connected C
1 smooth immersed submanifold of Rn
satisfying TxO = Px := span{Xw(x) : 1 ≤ |w| ≤ s} for all x ∈ O.
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Proof. Let x0 ∈ R
n and let O := Ox0H be its H-orbit. We know from Remark 3.3
that dimPx = dimPx0 =: p is constant in O. For each x ∈ O choose I ∈ I(p, q)
such that |YI(x)| 6= 0. By Theorem 3.11 and by the implicit function theorem, we
may claim that for a suitable OI,x ⊂ R
p, open neighborhood of the origin, the map
EI,x : OI,x → R
n is a C1 full-rank map which parametrizes a C1 smooth, p-dimensional
embedded submanifold EI,x(OI,x) ⊂ R
n. Note also that EI,x(OI,x) ⊂ O and, by Theo-
rem 3.11, TEI,x(h)EI,x(OI,x) = PEI,x(h), for all h ∈ OI,x. Let
U := {EI,x(O) : x ∈ O, I ∈ I(p, q), |YI(x)| 6= 0
and O ⊂ OI,x is a open neighborhood of the origin}.
We claim that the family U can be used as a base for a topology τ(U) on O. To see that,
we need to show that if the intersection of the p-dimensional submanifolds EI,x(O) and
EI′,x′(O
′) is nonempty, then it contains a small manifold of the form EI′′,x′′(O
′′), if O′′ is
a sufficiently small neighborhood of the origin. Let Σ := EI,x(O) and Σ
′ = EI′,x′(O
′) and
let x′′ ∈ Σ ∩ Σ′. Recall that both Σ and Σ′ are embedded C1 submanifolds of Rn. Let
I ′′ ∈ I(p, q) be such that |YI′′(x
′′)| 6= 0. Let O′′ ⊂ Rp be a small open neighborhood of
the origin. For any h ∈ O′′, the point EI′′,x′′(h) can be written as e
τ1Z1 · · · eτνZνx where
Zj ∈ ±H and
∑
j|τj | ≤ C‖h‖I . By a repeated application of Bony’s theorem [Bon69,
Theorem 2.1], it follows that E(h) ∈ Σ, provided that h is sufficiently close to the origin.
The same argument applies to Σ′. Thus we have proved that U can be used as a topology
base.
A similar argument shows that any submanifold of the form EI,x(O) ∈ U contains a
small ball Bd(x, σ). Therefore τd is stronger than τ(U). The fact that τ(U) is stronger
that τd follows easily from estimate d(EI,x(h), x) ≤ C‖h‖I . Finally, since all paths of the
form t 7→ etZx ∈ (O, τ(U)) = (O, τd) are continuous, the orbit is connected.
The C1 differential structure on O is given by the family maps EI,x
∣∣
O
where x ∈ O,
I ∈ I(px, q) is such that |YI(x)| 6= 0 and O ⊂ OI,x is an open neighborhood of the
origin.
Example 3.14. Let us consider in R3 the family H = {X1,X2,X3}:
X1 = a(t)∂x X2 = xa(t)∂y and X3 = t∂t,
where the function a satisfies a(t) = 1+ t3 sin
(
1
t
)
, if 0 < |t| < 1, a(0) = 0, a ∈ C∞(R\{0})
and infR a > 0. Note that Xj ∈ C
1
Euc(R
3) and
[X1,X2] = a(t)
2∂y, [X1,X3] = −ta
′(t)∂x and [X2,X3] = −ta
′(t)x∂y.
If 0 < |t| < 1, then
d
dt
(ta′(t)) =
d
dt
(
3t3 sin
1
t
− t2 cos
1
t
)
= 9t2 sin
1
t
− 5t cos
1
t
− sin
1
t
is discontinuous at t = 0. Therefore X13 and X23 /∈ C
1
Euc and the C
1 singular Frobenius
theorem does not apply to the family P = {X1,X2,X3, [X1,X2], [X1,X3], [X2,X3]}.
However, we claim that the family H belongs to our class A2. To show this claim, we
first prove that Xj ∈ C
1,1
H,loc . To see that, it suffices to show that X
♯
3X
♯
3a ∈ C
0
H. But, if
0 < |t| < 1, we have
X♯3X
♯
3a(t) = t∂t(ta
′(t)) = 9t3 sin
1
t
− 5t2 cos
1
t
− t sin
1
t
, (3.28)
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which is a continuous function up to t = 0 (note that, since X♯3a(0) = 0, we have
X♯3X
♯
3a(0) = limt→0 t
−1(X♯3a(e
tX3(0)) − X♯3a(0)) = 0). Since X12,X13 and X23 ∈ C
0
Euc,
condition (2.6) is fulfilled.
Finally, we have to check the 2-involutivity, i.e. that for all i, j, k we can write adXi Xjk =∑
|w|≤2 b
wXw with b
w locally bounded. A computation shows that the nonzero terms are
the following (we work with 0 < |t| < 1)
− adX1 X23 = adX2 X13 =
1
2
adX3 X12 = ta(t)a
′(t)∂y =
ta′(t)
a(t)
X12
adX3 X13 = −t∂t(ta
′(t))∂x =
−t∂t(ta
′(t))
a(t)
X1
adX3 X23 = −xt∂t(ta
′(t))∂y =
−t∂t(ta
′(t))
a(t)
X2.
Since infR a > 0, one can see with the help of (3.28) that both the coefficients ta
′(t)/a(t)
and −t∂t(ta
′(t))/a(t) are locally bounded. Thus, hypothesis A2 is fulfilled and our main
theorem applies.
Note finally that it is very easy to see that there are three orbits of the family H.
Namely, O1 := {(x, y, t) : t > 0}, O2 = {t = 0} and O3 = {t < 0} and they are integral
manifolds of the distribution generated by the family P.
Remark 3.15. A natural question concerns sharpness of the C1 regularity of OH. It is
reasonable to guess that C1 regularity is not sharp. Actually, we do not have any example of
vector fields of class As where the integral manifolds OH are less than C
2. However, under
our assumptions, maps EI,x cannot provide more than C
1 regularity, see Remark 3.12-(ii).
A related issue concerns the regularity of the orbit OH of a generic family of C
1 (or even
Lipschitz-continuous) vector fields which do not satisfy any involutivity assumptions. This
would require a careful discussion of a nonsmooth version of Sussmann’s orbit theorem.
We plan to discuss such questions in a future study.
A. Appendix
Here we prove the multilinear algebra lemma which has been used in the proof of Lemma
3.1. The same formula is proved by [Str11, Lemma 3.6], but here we exploit a slightly
different argument, which does not rely on the formalism of Lie derivatives.
Lemma A.1 (Linear algebra). Let p ≤ n and let U1, . . . , Up be constant vector fields in
R
n. Let Z =
∑n
β=1 f
β∂β ∈ C
1
Euc. Then, for any (k1, . . . , kp) ∈ I(p, n),
p∑
α=1
dxk1 ∧ · · · dxkp
(
U1, . . . , Uα−1,
n∑
β=1
Uαf
β∂β, Uα+1, . . . , Up
)
=
n∑
γ=1
p∑
β=1
∂γf
kβdx(k1,...,kβ−1) ∧ dxγ ∧ dx(kβ+1,...,kp)(U1, . . . , Up).
(A.1)
Note that in the particular case p = n, the right-hand side is div(f) det[U1, . . . , Un].
20
A. Montanari and D. Morbidelli Almost exponential maps and integrability
Proof. Recall first that if we are given (V βα )α,β ∈ R
p×p, then the matrix (cof V )βα :=
det[V1, . . . , Vα−1, ∂β , Vα+1, . . . ] satisfies
p∑
µ=1
V σµ (cof V )
ρ
µ = (detV )δσρ (A.2)
To prove the lemma, observe first that dxkµ(∂β) = 0 if µ ∈ {1, . . . , p} and β /∈
{k1, . . . , kp}. Therefore the left-hand side of (A.1) takes the form
p∑
α=1
dxk1 ∧ dxkp
(
U1, . . . , Uα−1,
p∑
β=1
Uαf
kβ∂kβ , Uα+1, . . . , Up
)
=
∑
α,β=1,...,p
γ=1,...,n
Uγα∂γf
kβdxk1 ∧ dxkp
(
U1, . . . , Uα−1, ∂kβ , Uα+1, . . . , Up
)
=
∑
β=1,...,p
γ=1,...,n
∂γf
kβ
p∑
α=1
Uγα cof
 Uk11 ... Uk1p... ... ...
U
kp
1
... U
kp
p
β
α
(A.2)
=
∑
β=1,...,p
γ=1,...,n
∂γf
kβ det

U
k1
1
... U
k1
p
...
...
...
U
kβ−1
1
··· U
kβ−1
p
Uγ
1
··· Uγp
U
kβ+1
1
··· U
kβ+1
p
...
...
...
U
kp
1
··· U
kp
p

=
∑
β=1,...,p
γ=1,...,n
∂γf
kβdx(k1,...,kβ−1) ∧ dxγ ∧ dx(kβ+1,...,kp)(U1, . . . , Up),
as desired.
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