Time is an important factor in the use of information technology. However, traditional information systems research methods cannot adequately account for the dynamic nature of time-based relationships often found in longitudinal data. This shortcoming is problematic when investigating volatile relationships that evolve over time (e.g., information technology use across users, departments, and organizations). Educational, sociological, and management researchers study the influence of time using a rigorous multilevel method called growth modeling. We demonstrate the use of growth modeling in this tutorial, which is based on a semester-long study of an actual webbased university-level course content delivery system. The tutorial provides guidance on preliminary data tests, the construction and analysis of growth models using hierarchical linear modeling, and the interpretation of final results. The tutorial also describes other unique advantages of using growth modeling for IS research.
II. GROWTH MODELING ANALYSIS OF IT USE OVER TIME: AN EXAMPLE The Level-1 Model: Information Technology Use over Time
The context for our tutorial is the study of a real web-based curriculum content delivery system, called BIStro (a fictionalized name), which was designed, developed, and implemented in a medium-sized university in the southeastern United States. The study evolved from concerns of BIStro's designers that their system might not serve all student populations equally. The designers based their concerns on several studies in the IS literature concerning the effects of user characteristics on IT use [e.g., Gefen and Straub 1997; Venkatesh and Morris 2000; Venkatesh et al. 2003; Hourcade et al. 2004; Ahuja and Thatcher 2005] . The system designers recognized their concerns involved relationships among two levels of analysis; (1) how person-level characteristics such as gender, age, and academic performance were associated with (2) event-level constructs such as IT use and time. We formalized our examination of students' use of BIStro with the following research question: To what extent is information technology use over time related to gender, age, and academic performance? In developing the models for our study and tutorial, we conceptualized the role of time in IT use by drawing upon commonly-held demographic predictors of IT use, including age, gender, and academic performance. We deduced that BIStro users' experience (time) with a system was also important because users would be expected to learn and/or change their patterns of use over time based on increased familiarity with the system and on feedback from previous activities. We also expected that BIStro users might draw upon previous classroom experiences, such as increasing their use of the BIStro system shortly before exams [Brotherton and Abowd 2004] . Thus, our first hypothesis focuses on the relationship between event-level constructs of time and BIStro use.
HYPOTHESIS 1:
Web site usage will vary over time.
The Level-2 Model: Academic Performance, Age, and Gender
Prior IS research supports the BIStro designers' concerns about person-level characteristics (e.g., gender, age, and academic performance) by showing important connections between these user characteristics and computer use. Research in the early-to-mid 1980s found that women and girls used home computers -less often and less intensively‖ than males [Papadakis 2000:2] . These findings are consistent with later research showing that the
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Article 45 number of freshman males expressing interest in computer science is nine times that of freshman females [Malcolm et al. 2005] . Gender has also been associated with e-mail and Internet use [Fallows 2005; Gefen and Straub 1997] .
Gender, as well as age and academic performance, can have direct and/or moderating effects on IT use over time.
We will address the measurement of direct effects first. Growth modeling measures direct effects at the level-1 intercept (i.e., where Time = 0). Hofmann [1997 Hofmann [ , 2006 and Raudenbush and Bryk [2002: 150] recommend measuring direct level-2 effects after controlling for the level-1 independent variables. Following their advice, we composed the following hypothesis:
HYPOTHESIS 2a: Gender directly relates to web site usage after controlling for time.
We composed the next hypothesis to address gender's moderating level-2 effects on the level-1 equation:
HYPOTHESIS 2b: Gender moderates web site usage over time.
Research shows that home computer availability and use varies with age, increasing as people mature from their late twenties to their early forties, and then declining as they grow older [Burton-Jones and Straub 2005] . A report from the US Department of Commerce shows Internet usage rates remain relatively constant across college students aged 18-24 (70.6 percent) and working individuals aged 25-49 (i.e., 70.6 percent and 71.7 percent, respectively), though it drops to 64.6 percent in working individuals over 50 [US Dept. of Commerce 2004] . As such, age is a common predictor of system use.
HYPOTHESIS 3a:
User age directly relates to web site usage after controlling for time.
HYPOTHESIS 3b: User age moderates web site usage over time.
Academic performance may also influence or moderate Internet use through the college years. A few studies have shown that academic performance is positively associated with home computer use, though by and large few studies examined the relationship between those variables [Subrahmanyam et al. 2000] . In our study, academic performance is operationalized as GPA at the start of the semester.
HYPOTHESIS 4a: Previous academic performance directly relates to web site usage after controlling for time.
HYPOTHESIS 4b: Previous academic performance moderates web site usage over time.
Research Model
We operationalized the dependent variable for the model, BIStroUse, as each participant's total number of log-ins to BIStro for each week of the study. We originally conceived of the event-level (level-1) independent variable, Time, as the length of time in weeks from the first assignment. However, we changed this definition of time somewhat after preliminary data analyses detected nonlinear patterns of BIStro use over the semester. Subsequent changes to the treatment of time will be explained later in the Data Testing section. variables included gender, age, and the student's GPA at the beginning of the semester. Figure 1 depicts our research model.
III. GROWTH MODELING AND MULTILEVEL RESEARCH
Growth modeling offers a rigorous means of conceptualizing and analyzing IT use over time because it nests and integrates models simultaneously across levels of analysis. This -across level‖ architecture arises from multilevel theory's foundation in general system theory [von Bertalanffy 1968] . General systems theory explains how entities interact to form complex dynamic systems, such as when plants and animals interact to form ecosystems. Multilevel theory follows this line of thought by depicting team-, group-, organizational-, and other high-level phenomena as emerging from the interactions of individuals and/or lower-level subgroups .
While most multilevel studies nest individuals within teams, groups, and organizations, growth modeling -involves looking at how individuals (or units, groups, organizations, etc.) change over time and whether there are differences in patterns of change‖ [Bliese and Ployhart 2002: 363] . An excellent example of growth modeling can be found in Singer and Willett's analysis of Murnane et al.' s research on the labor-market experiences of 14-17 year old males [Murnane et al. 1999; Singer and Willett 2003 ]. Singer and Willett took results from a series of interviews about current employment (i.e., a series of event-level outcomes) and nested them within interviewees (i.e., within a
Figure 1. Research Model
higher-level entity-the individual subject). The study then associated the patterns of change across those events over time with person-level characteristics such as ethnicity and high school graduation. Nesting event-level phenomena within individuals is not typical of organizational multilevel research, which ordinarily nests person-level data within groups, teams, or organizational units. While different, growth modeling is nonetheless consistent with multilevel theory and methods [Raudenbush 2001; Singer and Willett 2003] .
IS researchers can similarly investigate the effects of time [e.g., He et al. 2007 ]. In our study, the BIStro designers wanted to know the extent to which students' use of the BIStro system varied over time, and the extent to which that variation might be associated with important student characteristics such as gender, age, and academic performance. As in the Singer and Willet [2003] example, we nested an event-level sub-model within a higher-order, person-level model. We first constructed the event-level sub-model, with IT use as a dependent variable and time as the independent variable. We then nested that event-level sub-model into a person-level model, which allowed us to describe and later test both direct and moderating effects. Direct effects involved the influence of a student's personal characteristics on the event-level outcome (i.e., IT use), while moderating effects involved the influence of a student's personal characteristics on the relationship between time and IT use.
Growth Modeling versus Traditional IS Statistical Methods
Growth modeling's statistical techniques differ from those used in traditional IS research. For example, analysis of variance (ANOVA) is of limited use in growth modeling because its statistics about total variation (i.e., 
2
) and between-group and within-group mean squares cannot parse variation between multiple levels of analysis. That is, ANOVA cannot distinguish what portion of total variation is accounted for by person-level variables, and what portion is accounted for by event-level variables. Accordingly, ANOVA has limited value in helping researchers understand cross-level effects.
Ordinary Least Squares (OLS) regression is also poorly suited for growth modeling research for at least three reasons. First, it cannot simultaneously incorporate variables from multiple levels of analysis. The incorporation of higher-level variables into an OLS regression would require that their effects are constant across lower-level variables-which is often not the case [James and Williams 2000] . Second, OLS regression requires random errors to be independent, normally distributed, and exhibit constant variance. In most cases, the inclusion of multiple
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Article 45 groups would compromise these assumptions because the random errors are more likely to be similar within groups than across groups. Third, OLS regression cannot identify differences across a large number of groups and meaningfully quantify those differences within its structure (i.e., as intercepts and coefficients [Raudenbush and Bryk 2002] ). Analysis of covariance (ANCOVA) suffers the same problems that limit OLS regression.
Structural equation modeling (SEM) is useful in some types of multilevel analysis, particularly when the multilevel model includes latent psychological constructs. This application of SEM in multilevel time analysis, called latent growth analysis (LGM), is advantageous because it accounts for measurement error. However, SEM analysis of longitudinal data requires that such data be -time-structured,‖ that is, the data must be consistently collected across regular time intervals for all participants ]. Raudenbush and Bryk [2002: 187] note that this -forced choice‖ between LGM and HLM growth modeling techniques -reflects limitations in current software capabilities rather than limitations in modeling possibilities.‖ They add that the choice between LGM and HLM growth modeling is based on the structure of the data; that is, (1) Are observed data balanced? (2) If -complete data‖ are balanced, are there missing data across time, and (3) Are complete data unbalanced? [Raudenbush and Bryk 2002: 186-199] . HLM growth modeling was deemed appropriate for our study because our data had few missing values and our predictors (i.e., gender, age, and GPA) can be reasonably assumed to be measured without error.
The limitations of ANOVA, OLS regression, ANCOVA, and SEM methods for analyzing longitudinal and multilevel data have led to the development of multilevel statistical methods such as HLM, which will now be briefly described. Those seeking fuller, more technical descriptions are encouraged to read the articles and books we cite in our tutorial, such as Bliese and Ployhart [2002] ; Raudenbush and Bryk [2002] ; and Singer and Willett [2003: ch. 4] .
Texts by Klein and Kozlowski [2000] and Singer and Willett [2003] 
Growth Modeling with HLM for Windows
While other statistical packages also support random coefficient modeling, perhaps the easiest and most popular is HLM for Windows [Raudenbush et al. 2008 ]. We will describe how HLM for Windows can be used, but will not go into full detail given the space limitations for this article. Instead, readers are encouraged to learn the basics of HLM for Windows operation by using the above cited references and other publicly available resources. These works can then be supplemented by our tutorial, which will focus on differences for growth modeling and issues of concern.
Simply put, random coefficient modeling describes multilevel models with multiple sets of regression equations. For example, a two-level random coefficient model would require two sets of regression equations. The first set contains one regression equation modeling a linear relationship between a dependent and one or more independent variables. This -level-1‖ equation is similar in many ways to OLS multiple regression. Both contain an intercept, one or more coefficients and variables, and an error term, but the level-1 multilevel equation differs because it must represent variables from two levels of analysis. An example of a level-1 equation from a two-level multilevel model is displayed in Equation 1 [Raudenbush and Bryk 2002: 100] .
Each dependent and independent variable in Equation 1 (i.e., Y and X, respectively) contains at least two subscripts. The subscripts i and j describe how level-1 entities are nested within level-2 entities, such as when the i th person is nested within the j th school. While the dependent variable on the left side of the equation requires only two subscripts, the independent variables on the right side of the equation require an additional identification subscript, such as 1, 2, …, Q, to denote the presence of multiple variables, just as in OLS multiple regression.
Parameters on the right side of the equation (i.e.,  ) do not require the level-1 subscript, i, because they describe relationships between sets of i-level entities and their corresponding j-level entity (e.g., person i who is a member of group j). These relationships are described in terms of an intercept parameter and one or more coefficient or -slope‖ parameters. In addition to the j subscript, each parameter also needs an identification subscript which matches that of its corresponding variable (e.g., the Q th coefficient and variable are denoted by  Qj and X Qij , respectively). As in OLS multiple regression, the first subscript -0‖ (e.g., as in  0j ) marks an intercept. Finally, the term r ij represents level-1 residual for i-level entities nested within j-level entities.
The second set of regression equations describes how -level-2‖ variables interact with relationships between level-1 dependent and independent variables. These -cross-level‖ relationships can describe direct effects on the level-1 intercept  0j and moderating or rate of change effects on the level-1 coefficients  1j ,  2j , …,  Qj . Multilevel models represent direct and rate of change effects by using the level-1 intercepts and slopes as outcome variables for the level-2 regressions, respectively, so the i subscript is unneeded. The level-1 intercept  0j and slopes  1j ,  2j , …,  Qj from Equation 1 become outcome variables  qj in Equation 2. In Equation 2, W qj represents level-2 independent variables;  qj , the intercepts and slopes of the level-2 regressions; and u qj , the level-2 error. The subscripts 0, 1, …, S q identify the parameters and variables in the right side of the equation. The various level-2 equations can differ in the number of predictor variables they contain, so an additional subscript q is required (e.g., as in S q ). Equation 2 depicts the general form for level-2 regression equations [Raudenbush and Bryk 2002: 101] .
Growth modeling, because it models person-level phenomena in level-2 instead of level-1 models, uses a slightly different nomenclature than other random coefficient models. The level-1 intercept  0j , the slopes  1j ,  2j , …,  Qj , and the residual r from Equation 1 are moved to the level-2 model (i.e., Equation 4), with the group-level subscript j being changed to the person-level subscript i. The level-1 equation is often-but not always-much simpler because it typically contains one temporal variable (e.g., a person's age, the time of the event, or a number signifying one of several sampling -waves‖ [Singer and Willett 2003: 22] . The variable  is often used for level-1 parameters, while e is often used to represent the level-1 residual. The variable t is often used as a subscript for temporal, event-level aspects. A typical growth model is displayed in Equations 3 and 4.
IV. DATA ASSUMPTION TESTING
Before growth modeling can begin, the data must be tested to ensure its suitability for growth modeling analysis. Since HLM is -just regression‖ [Bickel 2007 ], the same assumptions still apply (e.g., homoscedasticity and linearity). As in regression, the lack of homoscedasticity can adversely affect the quality of statistical tests. These assumptions can be tested using traditional methods such as boxplots and scattergrams, and may be corrected with linear transformations. However, the use of multiple levels of analysis introduces additional assumptions as well. A list of key assumptions for two-level HLM and growth models can be found at Raudenbush and Bryk 2000: 255 . These assumptions are listed in Appendix A, item 5.
As with other types of regression, assumption testing is an important part of HLM and growth modeling. We provide a list of key HLM assumptions and possible tests in the Appendix, item 5. However, given the space limitations for this tutorial, we refer the readers to more detailed explanations [e.g., Raudenbush and Bryk 2002: 252-287; Singer and Willett 2003: 127-132; and Snijders and Bosker 1999: 120-139 ]. We will also discuss results from those assumption tests that either indicated problems with our data and/or models, or may have been hidden in the various output files. First, we will provide a brief discussion of our data.
Data Entrainment
One of the first tasks in growth modeling is ensuring the data is properly entrained; that is, does the data present a history of IT use that matches -the rhythm, pacing, and synchronicity of processes that link different levels [of analysis]‖ [Kozlowski and Klein 2000: 24] ? Our study met the entrainment requirement through the BIStro system's automatic collection and logging of event-level data. Participants entered a unique username and password when they logged into BIStro, thus creating sets of event-level (level-1) records describing BIStro activity that could be identified as originating from individual students. The ability to link event-level data to particular individuals allowed us to develop a corresponding person-level (level-2) data set describing each participant's gender, age, and academic performance. BIStro also timestamped each login, which allowed us to track the number of times a participant logged into BIStro each week across the semester. During each log-in, a student could access a number of BIStro functions, including quiz and homework assignment delivery as well as gradebook and calendar features. We collected data across four sections and two instructors, though the section and instructor data were not included in the study in order to simplify the model. We did not collect data during Week 7 of the study due to a network problem during that time. Data was stored in a person-period format, -in which each person has multiple recordsone for each measurement occasion‖ [Singer and Willett 2003: 17] . The BIStro system was also able to provide a balanced data set that was largely free of missing data. Missing data is particularly troublesome when many subjects do not have sufficient data to provide sound individual-level regressions, so researchers should take appropriate
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Three hundred forty-seven students participated in the semester-long study. The participants logged into BIStro a total of 14,306 times during the sixteen weeks in which data was collected, an average of about 2.6 times per student per week. Other descriptive and correlation statistics are displayed in Table 1 . 
Data Testing
Our assumption tests provided valuable information for developing our growth models. For example, the boxplots and scattergrams showed that BIStro usage dropped to an unusually low level during Week 10-the week of spring break-so this week was considered an outlier and dropped from the study. In addition, network problems in Week 7 led us to drop data from that week as well. While these deletions improved the quality of the data set with little chance of altering the results of the study, they precluded the use of LGM because the resulting data set was not regularly sequenced (i.e., it was not properly -time-structured‖).
Boxplots of usage behaviors over time also showed that the participants' BIStro use over the semester exhibited nonlinear qualities. Closer examination showed that the nonlinearity corresponded to two distinct linear patterns. The first pattern involved a linear rise in the average number of log-ins to BIStro over Weeks 1-8. The second pattern involved a sudden drop in BIStro use at Week 9, followed by a linear rise in use to the end of the semester. This discontinuity in BIStro use between Weeks 8 and 9 coincided with the timing of mid-term exams, a pattern of behavior described in previous research [Brotherton and Abowd 2004] . Following recommendations in Singer and Willet [2003: 206, 233] , we divided the data set into two -epochs‖ corresponding to these two linear patterns. This separation also permitted an assessment of potential feedback effects from the midterm exam. These patterns offered preliminary support for Hypothesis 1.
The boxplots also showed the BIStroUse data was positively skewed, which is typical of count data such as ours. As is commonly done in other regression methods, we mitigated the skewness by creating a new variable, Log10Use, which contained the logarithmic transformation BIStroUse = log(1+BIStroUSe). The effects of this transformation are displayed in Figure 2 , which is based on data from Epoch 2 (Weeks 9-17).
The division of our data into two epochs created a potential problem for estimating the intercept of the second epoch. If the Week variable were retained, then the intercept for Epoch 2 would be far outside that epoch's data range of 9 ≤ Week ≤ 17. We solved this problem by creating a new variable, Time, that represented the passage of time throughout each data set. We converted week numbers for data captured in the first half of the semester (i.e., Epoch 1, Weeks 1, 2, …, 6, 8) to Time = 0, 1, …, 5, 7. We converted week numbers for data captured in the second half of the semester (i.e., Epoch 2, Weeks 9, 11, 12, …, 17) The η 2 values describing the association between Log10Use and GPA were high, but that is not surprising, given that each of the roughly 169 GPA values was treated as a group in One-way ANOVA, and not as a measurement on continuous scale. OLS regression tests were then run on Log10Use and Time to explore that association further. Results from the OLS regression tests displayed in Table 2b showed significant but weak relationships between Time and Log10Use (adjusted R 2 = 0.03 for Weeks 1-8 and 9-17).
V. CONSTRUCTING THE GROWTH MODELS IN HLM FOR WINDOWS
Constructing growth models in HLM for Windows is similar in many respects to the way other random coefficient models are constructed in this software package. Tutorials for constructing -typical‖ random coefficients models are available elsewhere [e.g., Scientific Software International 2008; The University of Texas at Austin 2008; ], so we will concentrate on the differences involved in growth modeling.
One of the first decisions in constructing a growth model reflects the character of collected data. Datasets with no missing data can use hierarchical linear model (HLM). Datasets with randomly missing data-as in studies that aimed to collect T observations/person, but collected only n j observations/person (n j ≤ T)-would be better served by using hierarchical multivariate linear model (HMLM) [Raudenbush et al. 2004: 140] . Since we had no missing data, we used the two-level hierarchical linear model (HLM2) choice in the -Select MDM type‖ window ( Figure 3 ). Weeks 9-17 to Time 0-8 as well, but analyzed separately to avoid confounding. Data from Weeks 7 and 10 were discarded due to a network problem and spring break, respectively. b n is based on the number of students times the number of weeks of collected data.
c "Log10Use" is operationalized as the base 10 logarithm of the number of times a student logged into BIStro each week. *** p < .001 ** p < .01 * p < .05 
The Unconditional Means Model
The first model created is called the unconditional means model , also known as the fully unconditional model [Raudenbush and Bryk 2002: 24] and the empty model [Snijders and Bosker 1999: 45] . It consists of the dependent variable Y ti , the level-1 and level-2 intercepts (i.e.,  0i and  00 , respectively) and the level-1 and level-2 error terms (i.e., e ti and r qi , respectively). The lack of predictor variables permits the mean of the dependent variable and the level-1 and level-2 error to be calculated unconditionally. The unconditional means model thus serves as a baseline from which to measure the usefulness of subsequent models. Following Equations 3 and 4, the level-1 and level-2 models for the unconditional means model are as follows:
Equations 5a-b can now be used to explain the derivation of the name unconditional means model. This name originates from the implicit modeling of slopes in the level-1 equation (i.e., Equation 5a). The notion of -means‖ derives from the intercept values  0i in Equation 5a, each of which represent -the true mean of Y for individual i‖ [Singer and Willett 2003: 92] . Since  0i has no level-2 predictors, its estimation is unconditional.
Building the unconditional means model in HLM for Windows is similar to building other types of random coefficient models [e.g., Scientific Software International 2008]. After the variables have been selected and the template and MDM files saved, the HLM for Windows model window will appear. The two-level unconditional means model (i.e., Equations 5a, b) is now entered ( Figure 5 ). We used full maximum likelihood estimation to measure the fit of the entire model, which in turn permits likelihood ratio tests that use chi-square comparisons of changes in deviance across nested models [Singer and Willett 2003: 116-120] . Full maximum likelihood estimation is chosen by selecting Other Settings > Estimation Settings > Full Maximum Likelihood. We also selected the homoscedasticity test (Other Settings > Hypothesis Testing > Test homogeneity of level-1 variance) and level-1 and level-2 residual files (go to Basic Model Specifications, then select the Level-1 and Level-2 Residual File command buttons) to test key assumptions for two-level HLM. The unconditional means model can be constructed by selecting the dependent or outcome variable in the left pane (i.e., LOG10USE). The level-1 and level-2 models will be constructed automatically. Note the variable nomenclature used in HLM for Windows differs somewhat from Equations 5a and 5b. There is only one subscript for the level-1 intercept  0 , and no subscripts for the level-1 or level-2 residual variables e and r, respectively. The unconditional means model can now be run and its output analyzed, just as in other random coefficients models. The run will produce an output file (hlm2.txt). We will discuss the contents of this file after showing how succeeding models are built.
The Unconditional Growth Model
In most multilevel research, the second model adds one or more independent variables to the level-1 equation (i.e., Equation 1) . Growth curve models may also use multiple level-1 predictors, though it is recommended that the second model contain only one variable related to time because doing so establishes (1) if there is sufficient variation in the outcome variable -worth exploring‖ and (2) -where that variation resides (within or between people)‖ [Singer and Willett 2003: 92] . Since the effects of time are not conditioned upon other predictors in this simplified model, it is an unconditional growth model .
The above approach differs from typical HLM, which may often build random-intercept models at this point [Snijders and Bosker 1999: 49; Raudenbush and Bryk 2002: 26] . Random-intercept models are characterized by the addition of level-2 predictors of the level-1 intercept in unconditional means models (e.g.,  0i in Equation 5b). We chose to model Time unconditionally (i.e., using an unconditional growth model) because the BIStro designers were primarily interested in the effects of gender, age, and GPA on BIStro use after controlling for time. The use of Time as a control variable can be seen in the wording of our hypotheses (e.g., Hypothesis 2a: Gender directly relates to web site usage after controlling for time).
The above approach would not be appropriate for researchers who are primarily interested in the effects of time after controlling for other level-2 effects (e.g., Time directly relates to web site usage after controlling for gender). In such cases, the random-intercept model would be constructed as the second model. Subsequent models including time as a level-1 predictor would be conditional growth models because time's effect would be conditioned upon level-2 predictors present in the random-intercept model.
The addition of Time as the only level-1 predictor in unconditional growth models provides a test of Hypothesis 1. It also creates a new coefficient,  1i , which in turn requires an additional level-2 regression equation (i.e., Equation 6c).
The new level-2 regression equation contains β 10 -the mean Time slope across individuals-and r 1i , an error term associated with the Time slope across individuals. Our unconditional growth model takes the following form:
Note that while  0i and  1i in Equations 6a-c each have an identifying subscript to distinguish their roles as the intercept and the Time coefficient (i.e., 0 and 1, respectively), the identifying subscript for the variable Time is unnecessary because Time is a named independent variable in Equation 6a.
It is important to note at this point that the researcher can model the level-1 coefficient of Time, β 1i , using -fixed‖ and/or -random‖ level-2 parameters or -effects‖ in the unconditional growth model. Fixed effects are parameters that -capture the systematic interindividual differences in change trajectory according to values of the level-2 [personlevel] parameter(s)‖ [Singer and Willett 2003: 60] . The fixed effects in Equations 6b-c are the parameters β 00 and β 01 . Random effects, also called stochastic components [Singer and Willett 2003: 61] , are the residuals that -represent those portions of the level-2 outcomes-the individual growth parameters-that remain ‗unexplained' by the level-2 predictor(s)‖ [Singer and Willett 2003: 61] . The random effects in Equations 6b-c are the residuals r 0i and r 1i .
In addition to naming two types of effects, the terms fixed and random also describe assumptions the researcher must make about the variance of those effects across higher level units. Effects that are assumed to vary randomly will be predicted by higher level equations containing a residual or -random effect‖ [Raudenbush et al. 2008] . Thus, both so-called -fixed effects‖ in Equation 6a (i.e., the coefficients  0i and  1i ) are assumed to vary -randomly‖ because their corresponding level-2 equations contain residuals or -random effects‖ (i.e., r 0i in Equation 6b and r 1i in Equation 6c, respectively). On the other hand, -fixed effects‖ that are assumed to be fixed or -nonrandom‖ are predicted by higher level equations without random effects such as r 0i or r 1i .
The implications of these assumptions about a coefficient's variance across higher level units are depicted in Figures 6a-b , which is based on the regression lines for the first ten participants in our sample. Note that slopes in Figure 6a -which are assumed to vary randomly and whose level-2 equations include the residual r 1i -show variation in slopes. The slopes in Figure 6b -which are assumed fixed and whose level-2 equations exclude r 1i -do not. Also notice that the intercepts change as well because the corresponding level-2 equations contain the residual r 0i . The fixed coefficient model on the right is not unlike the typical OLS regression, in which variation across groups is assumed to be zero. Excluding both r 0i and r 1i in HLM for Windows can be used to generate least squares estimates of the fixed effects β 0i and β 1i . The decision whether to use random versus fixed coefficients modeling is based on a number of factors, including -the focus of the statistical inference, the nature of the set of N groups, the magnitudes of the group sample sizes n j , and the population distributions involved‖ [Snijders and Bosker 1999: 43] . The choice also depends on the researcher's goals and interests. If the researcher is interested in level-2 effects (e.g., the influence of individuallevel characteristics in longitudinal studies), then random models will provide the requisite analysis. On the other hand, if level-2 effects are not the focus of the study, or if their addition would unnecessarily complicate the model, then a fixed model would be the simpler, more parsimonious choice. The implementation of this choice in HLM for Windows is depicted in Figure 7 . 
One easy way to make this model in HLM for Windows is to save the unconditional means model (Model 1) as -Model 2,‖ and then make the appropriate modifications to Model 2. This trick ensures that previous choices regarding full likelihood estimation, homogeneity of level-1 variance, creation of level-1 and level-2 residual files, etc., in the unconditional means model are not inadvertently overlooked.
Another critical decision in creating the unconditional growth model involves the centering of the Time variable. As in regression, centering an independent variable involves subtracting a constant-usually the variable's mean-in order to make the intercept meaningful [Cohen et al 2003: 262] . In HLM, independent variables can be grand mean or group mean centered (i.e., the subtrahend can be the mean of all cases, or just the cases of the relevant group). Grand mean centering is often recommended in typical HLM analyses because it provides computational advantages and can reduce intercept and slope estimate correlations [Hofmann and Gavin 1998 ]. Group mean centering removes level-2 differences, so it is not appropriate in our case.
Centering is a complex issue which cannot be thoroughly treated in this tutorial. Readers are advised to familiarize themselves with the nuances of centering. A basic discussion of centering in multiple regression can be found in Cohen et al. [2003: 261-267] . Hofmann and Gavin [1998] is an oft-cited work (over 150 times in Web of Science) that contains a simulation of the different effects of grand mean versus group mean centering. Enders and Tofighi [2007] is another excellent resource, with a helpful discussion on the linkage between centering and research questions (pages 127-134).
We felt that raw matrix centering was preferable in our particular case because we were interested in how students used BIStro at the beginning of each epoch (i.e., at the beginning of the semester and in the first week after the midterm exam). We were able to enter Time -uncentered‖ (i.e., using raw matrix centering) because the value -0‖ was made meaningful in both epochs when the Week data, ranging from 1-8 and 9-17 in Epochs 1 and 2, respectively, was linearly transformed to the Time variable (i.e., to 0-7 and 0-8 in Epochs 1 and 2, respectively). The entry of Time as an uncentered variable is signified in HLM for Windows by normal font.
The decision about whether level-1 coefficients are fixed or vary randomly ( Figure 6 ) can now be implemented. Coefficients that are assumed to vary randomly in HLM for Windows are made by toggling the corresponding residual (e.g., r 1 ) to the -on‖ position, which is signified by the normal (i.e., darker) grayscale font color (Figure 7a ). Coefficients that are assumed fixed are created by toggling the corresponding residual to the -off‖ position, which is signified by a lighter grayscale color (Figure 7b ). It is important to check these residuals before runtime because researchers may inadvertently toggle the residual to the wrong position as they work with their models over time. Researchers and reviewers can check the correct setting by observing changes in parameters across subsequent models, which will be discussed shortly in more detail in the Goodness of Fit subsection. The unconditional growth model can now be run. Detailed explanations of the HLM for Windows output can be found elsewhere, including textbooks on HLM [e.g., Raudenbush and Bryk 2002] and web sites of university statistics help desks [e.g., The University of Texas at Austin 2008] . Outputs for the test of homogeneity of level-1 variance, level-1 residuals, and level-2 residuals-selected earlier during the building of the unconditional means model-should also be examined. Output for the test of level-1 variance homogeneity is typically found at the end of the HLM for Windows output file. The results from our test of the unconditional means model (Figure 8) show that the chi-square statistic is not significant, indicating the null hypothesis of level-1 variance homogeneity is accepted.
Figure 8. Results from Homoscedasticity Test
We also examined the level-1 and level-2 residual files (i.e., resfil1.sav and resfil2.sav, respectively) using SPSS 15.0 for Windows. This examination included the construction of Normal Q-Q plots of the level-1 residuals-created by selecting Analyze > Descriptive Statistics > Q-Q Plots-which supported the assumption of residual normality. Other tests are explained in HLM for Windows' Help section under -Model checking based on the residual file.‖ We will not view the output of the hlm2.txt file at this time, but will do so later in the Results and Discussion sections when the results of all models will be compared.
Conditional Models
The next decision involves the addition of other predictors to the level-1 model. These can include polynomial functions of time [Singer and Willett 2003: 214] ) or other event-related predictors. Since our study is interested only in the effects of time as a level-1 predictor, we will now move on to the construction of our two level-2 conditional models, also known as fully multivariate models .
Our third model, represented in Equations 7a-c, allows for tests of direct effects of person-level characteristics on the event-level outcome variable Y ti -via the level-1 intercept  00 -after controlling for time. We accomplished this goal by taking the level-2 equation associated with the level-1 intercept (i.e., Equation 6b) and adding the desired independent variables for gender, age, and academic performance, the last of which is operationalized by the student's grade point average (GPA) at the beginning of the semester. The result is Equation 7b, in which each independent variable represents a particular characteristic of a given student (e.g., Gender i represents the gender of student i). This structure permits the testing of Hypotheses 2a, 3a, and 4a. 
A comparison of Equations 6a-c and 7a-c shows why the growth curves have been built in this particular sequence. Equations 6a-c give the unconditional effect of Time on Log10Use, while Equations 7a-c give the effect of Gender, Age, and GPA on Log10Use conditioned upon Time. These consecutive models are consistent with the BIStro designers' interest. Moreover, because the BIStro designers were not interested in predicting BIStro use on any particular week and were satisfied with an average rate of change in BIStro use across each epoch, other more complex models offered no meaningful advantages. The model presented in Equations 7a-c is preferred given its parsimonious structure. Other researchers with other agendas may need to build their models differently. For example, researchers who are interested in predicting or discovering IT use at any given point in time would probably prefer to use fixed-or variable-occasion designs that use dummy variables to represent time [Snijders and Bosker 1999: 167-198] . Autoregressive models, which use a variable's prior values to determine a current value, may also be useful [Bollen and Curran 2004] . Again, it is the underlying theory and research questions that drive model building.
We can now explore the difference between random and fixed assumptions in Model 3 by focusing on the effects of level-2 predictors on the level intercept,  0i ( Figure 9 ). We will simplify this example by using Gender as the only level-2 predictor and diagram the differences between random and fixed effects (i.e., whether r 1 is included or excluded, respectively, in the HLM modeling of Equation 7c). Note the similarities in slopes and intercepts between Figures 6a and 9a and between Figures 6b and 9b. Though close, there are slight differences in intercept values, as would be expected with the addition of gender as a level-2 predictor. Because gender has been used only to differentiate intercepts, the slopes in Figure 9b are all equal (i.e., all slope coefficients have been fixed at the same value). As in Figures 6a-b , the graphs in Figures 9a-b are based on data from the first ten participants in our data set, and are not necessarily representative of the entire data set. Finally, perhaps the most noticeable difference between Figures 6a-b and 9a-b is that we chose to identify regression lines in the latter by gender. We did not use this option in Figure 6 because we wanted to simplify that presentation.
Construction of Model 3 starts by saving Model 2 as Model 3, again to ensure that our choices regarding full maximum likelihood estimation, output files, etc., are not overlooked. Equations 7a-c are entered into HLM for Windows as follows (Figure 10 ). Age and GPA are entered as grand mean centered for several reasons. First, the value -0‖ is not meaningful or practical in either variable, which precludes raw matrix centering. Second, the use of group mean centering would cause the variance of the level-1 intercept  0i to represent between group variance only, and would not partial out the effects of added level-1 variables [Hofmann and Gavin 1998 ]. Third, grand mean centering of Age and GPA allows their intercepts to be meaningfully interpreted as -the expected level of the outcome for a person with an ‗average' level on the predictor‖ [Hofmann 1997 : 738], and also controls for level-1 variance in assessing level-2 variables [Hofmann 2006] . Entering Age and GPA as grand mean centered variables in HLM for Windows is signified by boldface italic type. Gender, on the other hand, is a dummy (0,1) variable and must therefore be entered uncentered because grand mean centering-which would use the -grand mean‖ of the dummy variables (i.e., about 0.5, depending on the female/male ratio)-would make the results difficult to interpret. Adding Gender as an uncentered variable in HLM is signified with regular type. ). Equation 8c now represents the rate of change effects of gender, age, and GPA on the relationship between Log10Use and Time (i.e., on the slope coefficient  1i ). The structure facilitates the testing of Hypotheses 2b, 3b, and 4b. As in Model 3, Gender was added uncentered, as signified by the variable's -normal‖ font. Age and GPA, on the other hand, were entered using grand mean centering, as signified by the boldface italic font. Again, identifying subscripts are dropped for named predictor variables, but retained for their corresponding coefficients. As before, the level-1 coefficient of Time,  1i , can be assumed to be fixed or vary randomly across subjects. The difference between these assumptions is depicted in Figures 12a-b , which builds upon Figures 9a-b. As in Figure 9 , Figure 12 shows the regression lines for the first ten participants in our sample. Figures 12a-b Figure 9b and 12b also shows the -fixed‖ assumption in the latter is now conditional on gender; that is, all lines in Figure 9b have the same slope, while the lines in Figure 12b are divided into two sets (i.e., male, represented by the darker lines, and female, represented by the lighter lines), each set with its own unique slope. Again, researchers should also check that they have not toggled the residuals accidentally before running their models.
Goodness of Fit
The goodness-of-fit tests (i.e., likelihood ratio tests) measure changes in deviance (-2 log likelihood), which shows -how much worse the current model is in comparison to the best possible model‖ and -is identical to the residual sum of squares‖ in regression analysis [Singer and Willett 2003: 116] . Likelihood ratio tests are well described elsewhere [e.g., Singer and Willett 2003: 116-122] , so we will not belabor the point here. However, a few relevant points are worth mentioning.
First, deviance measures of two models can be compared only when both models are based on the same data set and when one of the models is nested within the other. A second point focuses on ensuring the likelihood ratio tests are based on the models actually described in a manuscript. One way to accomplish this is by checking if the processions of parameters reported in HLM for Windows results (e.g., the reported parameters 3, 6, 9, and 12 in Table 3 ) are consistent with reported estimation procedures and fixed versus random assumptions about level-2 effects. Researchers should check the HLM for Windows output file to ensure the correct estimation method and model equations have been specified. The estimation method is especially easy to miss because full maximum likelihood estimation, which is used in many model comparisons, is not the default choice in HLM for Windows or many other RCM software packages.
Reviewers, who often do not see these output files, can rely upon the procession of parameter counts to see if the reported estimation methods and model equations are consistent with reported results. The number of parameters used in a model can be calculated by adding the number of fixed effects and the number of variance-covariance components, the latter of which is equal to -m(m + 1)/2 + 1, where m equals the number of random effects in the level-2 model‖ [Raudenbush and Bryk 2002: 84] . Thus, our Model 1D has eight fixed effects (i.e.,  00 ,  10 ,  01 ,  02 ,  03 ,  11 ,  12 , and  13 ) and four variance-covariance components (i.e., r 0i and r 1i ; {2 x (2 + 1) / 2} + 1 = 4) for a total of twelve parameters. Changing either the estimation method or random versus fixed assumption can therefore change the number of parameters. We can use Model 1D as an example. If we had used restricted maximum likelihood estimation in Model 1D, the parameter count would have changed from 12 to 4 because the effects of the eight fixed variables (i.e.,  00 ,  10 ,  01 ,  02 ,  03 ,  11 ,  12 , and  13 ) would have been removed. If we kept full maximum likelihood estimation in Model 1D but had instead assumed fixed variation in our modeling of  1 , (i.e., removed r 1i ), the number of parameters would have been reduced by two because there would be only one residual left (i.e., r 0i ; {1 x (1 + 1) / 2} + 1 = 2). It is therefore critical that researchers report the number of estimated parameters used in each growth model.
Variance and Variance Explained Statistics
Results from multilevel modeling software such as HLM for Windows include measures of level-1 variability,  2 , and level-2 variance-covariance measures (e.g.,  00 ,  01 , and  11 ). The statistics  00 and  11 measure the variance of level-1 intercepts and slopes, respectively, while  01 measures their covariance. Note the absence of a superscript -2‖ in  00 ,  01 , and  11 . These statistics can then be used to calculate a number of measures of variance explained.
The intraclass correlation coefficient, or , indicates the theoretical maximum proportion of total variance attributable to variance between level-2 entities. The  statistic is calculated by dividing total variance (i.e., the sum of level-1 and level-2 variances) by the amount of level-2 variance (Equation 9). The statistics  00 2 and  00 in Equation 9 represent within-and between-person residual variance, respectively, in the unconditional means model. The  statistic also gives an average measure of residual autocorrelation between any pair of composite residuals [Singer and Willett 2003: 97] . This can be seen by noting that each left subscript for , , and r in the level-2 equation  0i =  00 + r 0i from the unconditional means model (i.e., Equation 3b) equals zero. The zero subscript
indicates not only that the equation describes the level-1 intercept, but also that the equation contains no other predictors of event-level variation. Since r 0j (an error variable) is the only variable accounting for variation across events, it thus describes the amount of error autocorrelation. Autocorrelated residuals are often caused by omitted predictors [Singer and Willett 2003: 85] . In addition, auto-correlated residuals do not influence fixed effects, though they do influence the precision of standard errors [Singer and Willett 2003: 264] .
The value (1 -) does not necessarily give the amount of level-1 variance. This is because higher-level variables (e.g., class sections and teachers in the BIStro study) may account for some of that variance. Three-or four-level hierarchical models would be required to test for those possibilities. Such modeling is difficult and beyond the scope of the present tutorial.
A number of -pseudo-R 2 ‖ statistics have been proposed as measures of explained variance. In growth models, these include pseudo-R e 2 and pseudo-R r
2
, which indicate the amount of variance attributable to changes in within-and between-person variance, respectively, across successive models [adapted from Singer and Willett 2003: 103-104 
Unlike the variance measures in OLS regression equations, which are based on one variance component (i.e., R 2 ) and one error term, hierarchical linear models contain multiple variance components based on multiple error terms (e.g., e ti , r 0i , and r 1i in Equations 8a-c, respectively). Comparing and interpreting these multiple measures led to many disagreements among statisticians about how to use these multiple measures of variance to construct meaningful measures of variance explained. A common problem with pseudo-R 2 statistics is that their components,  00 2 and  00 , can change in meaning across successive models. In addition, pseudo-R 2 statistics typically do not consider other variance or co-variance components such as  11 , or  01 , which measure the predictor slope variance and the intercept slope co-variance, respectively. Researchers and reviewers must both take care when using, interpreting, or requiring pseudo-R 2 statistics [e.g., Singer and Willett 2003: 104; Snijders and Bosker 1999: 104, 123] . Table 3 contains the results from our HLM analyses. We ran four models for each data set: Models 1A → 1B → 1C → 1D covered the first epoch (i.e., Weeks 1-8), and Models 2A → 2B → 2C →2D covered the second epoch (i.e., Weeks 9-17). The first models in each series (i.e., 1A and 2A) were the unconditional means models based on Equations 5a-b. The second models in each series (i.e., 1B and 2B) were the unconditional growth models based on Equations 6a-c. These latter models added Time as the level-1 independent variable, and a level-2 equation modeling  1i , the Time coefficient, permitting a test of Hypothesis 1. The unconditional growth models are similar to-but not the same as-the OLS regression models. The difference between the two lies in the use of fixed coefficient modeling in OLS regression model versus random coefficient modeling in growth modeling-which requires the level-2 residuals r 0i and r 1i (i.e., Equations 6b-c, respectively). Similarities between the OLS regression and growth models can be shown in part by the similarity in B and standard error values in Table 2 against their respective counterparts for Intercept ( 00 ) and Time ( 10 ) values in Table 3 .
VI. RESULTS
The third models in each series (i.e., 1C and 2C), based on Equations 7a-c, accounted for direct effects of Gender, Age, and GPA on Log10Use after controlling for time. We constructed the third models by adding the Gender, Age, and GPA variables as level-2 predictors of the level-1 intercept,  0i . The fourth models in each series (i.e., 1D and 2D), based on Equations 8a-c, accounted for the moderating (i.e., rate of change) effects of gender, age, and GPA on the relationship between BIStro use/week and Time. We constructed the fourth models by adding the Gender, Age, and GPA variables as level-2 predictors of  1i , the coefficient of Time. The third models permitted tests of Hypotheses 2a, 3a, and 4a; the fourth models, Hypotheses 2b, 3b, and 4b.
The goodness-of-fit tests (i.e., likelihood ratio tests) show that four models exhibit improvement at the p < 0.001 level of significance (i.e., Models 1B, 1C, 2B, and 2C), while two exhibit improvement at the p < 0.01 level of significance (i.e., Models 1D and 2D). However, these goodness-of-fit results must be considered in light of changes in model parameters. For example, the GPA coefficient decreases in Model 1D (i.e., from 0.043, p < 0.10 in Model 1C to 0.031, non-significant in Model 1D), but increases in Model 2D (i.e., from 0.048, p < 0.05 in Model 2C to 0.073, p < 0.01 in Model 2D), Goodness-of-fit considerations can also include variance explained statistics. As expected, R e 2 , the measure of level-1 (i.e., event-level) variance explained, does not change in Models 1C, 1D, 2C, or 2D because only level-2 (i.e., individual-level) variables have been added to those models. On the other hand, R r 2 , the measure of level-2 (i.e., individual-level) variance explained does increase slightly in Model 1D, but not in Model 2D, These four statistics across models (i.e., the level-1 coefficient GPA significance, R e 2 , R f 2 , and  deviance) can then be
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Article 45 interpreted by the researcher (e.g., the study was sufficiently adequate and powerful enough to detect GPA's direct effects in Epoch 2 but not in Epoch 1; however, GPA's effects in Epoch 2 were at best weak).
It must be noted that variance explained statistics in multilevel regression differ in important ways from those used in other forms of regression. For example, the addition of grand mean centered level-1 predictors in subsequent models can change the meaning of the level-1 intercept  0i . In turn, this can change the meaning of  00 , -the variance of the true means, [ 0i ], about the grand mean,  00 ‖ [Raudenbush and Bryk 2002] . This change of meaning in  00 is important because many-though not all-variance explained statistics incorporate  00 (e.g., Equation 11 versus Equation 10). Consequently, changes in the meaning of  00 also change the meaning of associated variance explained statistics. Raudenbush and Bryk [2002: 150] observe that researchers should therefore build their level-1 models first to avoid this problem (e.g., Models 1B and 2B). They also recommend that the same set of level-2 predictors be used for each level-2 outcome (e.g., Models 1D and 2D), with the level-1 intercept,  0i , being specified first (e.g., Models 1C and 2C). Correctly interpreting the meaning of variance explained statistics is important because these statistics are often used as a measure of effect size and model specification adequacy, and thus as a justification for whether -more and better predictors should be investigated‖ in future research [Aguinis et al. 2009: 16] .
V. DISCUSSION
Results from the OLS regression analysis in Table 2 show that BIStro use rose over time, and that time is a significant but weak predictor of BIStro use (p < .001, adjusted R 2 = 0.03 for Weeks 1-8 and 9-17). Results from the growth analyses in Table 3 are consistent with these findings, though the pseudo-R e 2 statistics suggest that time explains a greater portion of event-level variance in Epoch 1 versus Epoch 2. Not surprisingly, the goodness-of-fit ( 2 ) test results are significant given the large level-1 sample sizes (N = 2,422 and 2,776). The HLM and OLS regression results both support Hypothesis 1.
The  statistics from Models 1A and 2A show that moderate to large amounts of total variance in BIStro use/week are attributable to between-person (level-2) variance (i.e., 33 percent during Weeks 1-8, and 30 percent during Weeks 9-17). They also indicate a substantial amount of autocorrelation in our data. Whether or not to account for autocorrelation in models must be carefully considered. Since our results already showed a number of significant fixed effects for gender, age, and time, and the remaining fixed effects were close to zero, we did not account for autocorrelation.
Models 1B-D and 2B-D produced level-1 and level-2 variance-explained values that provide more detail about variation. As expected, the level-1 variance explained-as measured by pseudo-R e 2 -was consistent across Models 1B to 1D and 2B to 2D because all contain the same level-1 independent variable, Time. The sharp drop in level-1 variance explained from Epoch 1 to Epoch 2 (i.e., from 11 percent to 5 percent) suggests other level-1 factors come into play during the second half of the semester (and that time is not as important). Level-2 variance explained-as measured by pseudo-R r 2 -was somewhat higher in Weeks 1-8 than in Weeks 9-17 (i.e., 17-19 percent versus 12 percent, respectively).
Gender
We begin with Hypotheses 2a and 2b, which concern gender and BIStro use over time. We tested these hypotheses using the last three models in each data set. Model 1C shows that females were more likely to use BIStro during the first week of class than males, as evidenced by the Gender coefficient β 01 on the level-1 intercept,  00 (i.e., β 01 = -0.132, p < 0.001; female = 0, male = 1). These results support Hypothesis 2a. However, Model 1D shows that males increased their usage of BIStro at a faster rate than females over the first half of the class, as evidenced by the Gender coefficient β 11 on the Time coefficient,  01 (i.e., β 11 = 0.027, p < 0.001). These results, and the significant changes in deviance across models 1A-1D, support Hypothesis 2b, but contradict previous research in which females were found to be less likely to use computers than males [Fallows 2005; Malcolm et al. 2005; Papadakis 2000 ].
We also found unexpected results regarding the relationship between gender and BIStro use during the second half of the class. The Gender coefficient β 01 in Model 2C was positive but weakly significant (p < 0.10) at Week 9-the intercept for the second set of data. This finding of little significant difference in BIStro use between males and females suggests that males' BIStro usage had almost but not quite -caught up‖ with females' usage half-way through the semester. A comparison of Models 2C and 2D produced a significantly improved model (p < 0.01), as measured by a  Results from the growth modeling tests support Hypothesis 2b, but show a more complex relationship between gender and IT use than previously reported. Based on measures of actual use over time-not on self-reported intentions or perceptions-the results contradict previous research (i.e., that males are more likely to use computers than females) because it shows that females were more likely to use BIStro early in the semester, though males did catch up half way through the study period and continued to increase their use of BIStro.
The associations between gender and BIStro use, conditioned upon age and GPA (Table 3) , are represented in part in Figures 13a-b . The two figures, though based on a limited sample (i.e., the same ten participants depicted in Figures 6, 9, and 12) , nonetheless show the essence of that relationship. Males (in heavy lines) use BIStro less than females in Week 1, but come close to catching up to females midway through the semester (i.e., Weeks 7 and 8).
Males continue to increase their use of BIStro in Epoch 2, catching up with females in their use of BIStro by Week 17. The use of random coefficients can be seen in the variation in slopes in each gender set, which is clearly visible in Figure 13a but less so in Figure 13b . Similar graphs can be constructed based on age and GPA, but we do not show them here, given our space limitations. Table 4 . Results from Models 2A-D in Table 3 are also displayed there for comparison.
A comparison of Models 2A-D and 3A-D in Table 4 Changes can also be seen in the estimations of the direct level-2 predictors gender, age, and GPA (i.e.,  01 ,  02 , and  03 , respectively). Results from Model 2D concerning the effects of gender, age, and GPA on the level-1 intercept  0 0 -positioned at Week 9, the beginning of Epoch 2-show that all three predictors have significant influence on BIStro use at the beginning of the semester (p < 0.01 for Age and GPA, p < 0.001 for Gender). On the other hand,
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Article 45 results from Model 3D show that these same predictors have little or no direct influence on  0 0 when that intercept is positioned at Week 17 at the end of Epoch 2. Again, these changes in level-2 coefficient estimations of  01 ,  02 , and  03 are expected because their estimations are conditioned upon estimates of the moderating effects of gender, age, and GPA (i.e.,  11 ,  12 , and  13 , respectively At least two conclusions can be drawn from Table 4 . The first and perhaps most important is that growth models must be carefully structured so that they answer the questions and hypotheses posed by the researcher. The different placements of the intercepts in Epoch 2 demonstrate how this one decision can affect whether a researcher's hypotheses are accepted or rejected. Using results from Models 2C-D, one might conclude that gender is meaningfully associated with BIStro use. Using results from Models 3C-D, on the other hand, might lead one to different conclusions. It is also important for both researchers and reviewers to note the consequences of growth model structure on pseudo-R 2 statistics, and the inherent limitations of this class of statistics. A second conclusion concerns the value of growth modeling. Our study of the relationship between gender and IT use, while consistent with past research showing that -gender plays a vital role in shaping initial and sustained technology adoption decisions‖ [Venkatesh and Morris 2000: 129] , also shows that relationship is more complex than previously thought.
Age
Hypotheses 3a and 3b concern age and IT use over time. Model 1C-D (Table 3) shows that older students were heavier users of BIStro during the first week of class than younger students (β 02 = 0.016, p < 0.01 in Model 1C; 0.024, p < 0.001 in Model 1D). These results support Hypothesis 3a. Comparisons of Models 2B-D showed similar results. Older students were still heavier users of BIStro in Week 9 (β 02 = 0.013, p < 0.05 in Model 2C; 0.017, p < 0.01 in Model 2D), though the difference was less significant than in Weeks 1-8. The moderating effects of age were very weak in Weeks 1-8 (β 12 = -0.002, p < 0.05 in Model 1D) and not significant in Weeks 9-17. These results provide very weak support for Hypothesis 3b. Again, the value of growth modeling is demonstrated by its ability to show the complexity of IT use over time: while the influence of age is largely through direct effects, the effect of gender is based on a combination of direct and rate of change effects.
Academic Performance (GPA)
Results from tests of Hypotheses 4a and 4b, which concern the associations between GPA and BIStro use/week over time, were interesting. The comparison of Models 1B and 1C showed no significant association between BIStro use and GPA during the first week of class (β 03 = N/S). These results do not support Hypothesis 4a. A comparison of Model 1C and 1D did not show significant moderating effects between GPA and variations in changing rates of BIStro use (β 13 = N/S).
The results differed in the second half of the class. Students with higher GPA exhibited higher rates of BIStro use during Week 9 (β 03 = 0.048, p < 0.05 in Model 2C; 0.073, p < 0.01 in Model 2D). However, the rates of change in BIStro use over the second half of the class were not associated with GPA. These results support Hypothesis 4a, but in a way not reported in previous research (i.e., a direct effect was found halfway through the classes, but not at the beginning). This latter finding suggests that there are critical times in the semester (e.g., after a midterm exam) when IT use can be associated with academic success. The results do not support Hypothesis 4b.
Implications
Our results showed that growth modeling helped BIStro designers better understand their students' use of BIStro over the course of a semester. Results show that BIStro use is associated with personal characteristics such as gender or GPA in complex ways that vary over time. While the specific findings are limited to the BIStro system, they might make instructors think twice about taking a -blanket approach‖ to IT use throughout an entire semester, year, or program of study. Instead, instructors might need to adjust their strategies and tactics for encouraging IT use over the course of the semester.
Limitations
As in all research, our evaluation of BIStro does have limitations. First, the data for the tutorial was collected from only one IT implementation, so the results may not be widely generalizable to other systems. Second, the dependent variable used in the study, total number of log-ins per week, does not give a complete picture of the complexity of IT use. As noted previously, technology use is sporadic and decisions regarding acceptance and use do not occur at one point in time. Future researchers who are interested in this line of research should attempt to capture users' changing perceptions over time, as well as other aspects of IT use (e.g., length of IT use sessions and type of use). The use of autoregressive models may be particularly helpful in this regard. Third, data about important individual characteristics such as ethnicity were not available, which may explain the low amounts of variance explained. Future research should study the ways in which other event-and person-level variables are associated with technology acceptance and IT use over time [Davis et al. 2004] . For example, researchers may want to explore the effects of academic competence, which is -a multi-dimensional construct composed of the skills, attitudes, and behaviors of a learner that contribute to academic success‖ [DiPerna 2004: 64] , rather than just past academic performance (i.e., GPA).
Several general issues with longitudinal research are relevant to the specific case of technology acceptance and use. At the most basic level, longitudinal data is often difficult to obtain, as organizations may be reluctant to provide access to individuals over time. Researchers must first be concerned, therefore, with securing appropriate sample frames for longitudinal research. Further, the analysis of longitudinal data and the interpretation of results must account for the complexity of the data and the potential confounds that are unique to longitudinal research (e.g., autoregression). Researchers must plan such research carefully and, to the extent possible, avoid contamination of data by eliminating or controlling for confounding variables.
VI. CONCLUSIONS
Time is an important factor in the use of information technology, but must be better incorporated into IS research. Results from our growth model analysis showed that user characteristics differ in the ways they influence the relationship between IT use and time: the influence of age and academic performance was based solely on direct effects while that of gender was based on a mix of direct and rate of change effects. Moreover, the results showed the strength of these effects can change between periods of time. The richness of the analysis provided by growth modeling methods helps us better understand the complex and dynamic relationships between time, information technology, and human behavior.
The tutorial demonstrates the usefulness of growth modeling theory and HLM methods in analyzing IT use over time. It describes growth modeling's conceptual flexibility and analytical power over traditional IS methods such as One-way ANOVA and OLS regression. We believe growth modeling has a bright future in IS research. Relationships among a variety of individual-, team-, group-, or higher-level factors remain to be explored, including how they might be associated with time and IT use. Other types of information systems such as customer relationship management, business intelligence, or more traditional implementations, such as group decision support systems, should be examined.
We hope this tutorial on HLM and growth modeling analysis can generate interest among IS researchers and help them appreciate the sophistication and usefulness of growth modeling in their research efforts. We want to emphasize that HLM is not the only method that can be used in growth modeling; for example, SEM can also be used. While each has their advantages, ongoing research may have cross-pollinating effects. As Bollen and Curran [2006] argue:
…there is an exciting trend toward the convergence of the SEM techniques and multilevel [HLM] techniques such that each approach stimulates the others' development. We anticipate that both approaches will benefit from the continuing interaction between practitioners of each (p. 262).
We also believe growth modeling-and other types of multilevel modeling-can help IS researchers gain a deeper understanding of the intricacies of cross-level effects. The BIStro case provides several examples. First, the relationships between IT use and time, gender, age, and academic performance are more complex than previously reported in the literature. Age was found to be directly related to IT use, though this effect was found to be stronger in the first half of the semester than in the second. Gender was also found to be directly associated with IT use, but it also moderated the relationship between time and IT use during the first and second halves of the semester. These findings are important because age and gender are often used as control variables. However, unlike other research showing gender effects to be consistent over time, our study found that they can indeed change over time. Results from our tutorial show the methodological value of growth modeling over other alternatives that use -snapshots‖ of behavior or violate assumptions of traditional methodologies. We recommend its use in research about other temporal cross-level effects as well.
8. Do the structural changes in succeeding growth models match the structure of the hypotheses?
a. -variance explained in a level-2 parameter…is conditional on a fixed level-1 specification,‖ so level-1 models should be developed first, with level-2 variables added afterwards. Raudenbush and Bryk 2002: 150. 9 . Is the centering of variables reasonable and justified given the study's goals? Does the centering method match the paradigm of the study?
a. Under the incremental paradigm (i.e., where -group level variables act as main effects in the prediction of individuallevel outcomes‖; [Hofmann and Gavin, 1998: 634] ), grand mean centering is appropriate for level-1 variables. Group mean centering is also appropriate if means are added back to level-2 intercept model. Hofmann and Gavin 1998: 634. b. Under the moderational paradigm (i.e., where -group level variables moderate the relationships between two individuallevel variables‖; [Hofmann and Gavin, 1998: 636] 11; see also a. If the researcher is interested in level-2 effects (e.g., the influence of individual-level characteristics in longitudinal studies), then random models will provide the requisite analysis. On the other hand, if level-2 effects are not the focus of the study, or if their addition would unnecessarily complicate the model, then a fixed model would be the simpler, more parsimonious choice. Raudenbush and Bryk 2002: 135-139 
