Let {Xn} be a sequence of independent, identically distributed (i.i.d.) random variables with common mean p ^ 0 and variance a1 > 0. Let {S"} be a sequence of nonnegative integer-valued random variables such that for each n the random variables Sn , At , Xj,... are independent. Then (some) Z if and only if (S" -n)/Jñ -► (Xi + ■ ■ ■ + XsK-np)/Vna2 (some) U , in which case the distribution of Z is that of X + Y , where X and Y are independent random variables, X being yV(0,\) and Y having the same distribution as pU/a .
Introduction and summary
A necessary and sufficient condition is obtained here for a random sum of independent random variables with nonrandom centering and norming to converge in law to a limit law. More precisely, let {XJ be a sequence of independent, identically distributed (i.i.d.) random variables with common mean ///0 and variance a > 0. Let {SJ be a sequence of nonnegative integervalued random variables such that for each « , the random variables Sn, Xx , X,, are independent. Let us denote Z" = xx + + x. np which is an independent random sum of i.i.d. random variables with nonrandorn centering. We shall use the notation Tn -> T to mean that the distribution function of Tn converges completely to that of T as « -► oo. We shall prove the following theorem. 
An immediate consequence of this theorem is the following:
Corollary. A necessary and sufficient condition that Zn ->A/'(0,1) is that (Sn -n)/sfñ -► 0.
It should be noted that in our definition of Zn we are using fixed centering np rather than random centering S p . If random centering is used, then it is known and easily proved (see [4] ) that if Sn/n -► 1 as « -* oo , then Xl + -+ XS.-Snf* * yr(o,i).
But this result does not necessarily hold if Snp is replaced by np. For example, suppose each Xn is JV (-1,1) and suppose that Sn = n ± [Jh~] with probabilities \ , \, where now and in the sequel [x] means the largest integer < x . In this case the limit distribution is that of an equal mixture of yV (-1,1) and yy(l,l).
The condition (Sn -n)/Jh~ -► (some) U is stronger than p ~f
SJn -► 1 and is shown here to be necessary and sufficient for Zn -► (some)
Z . As stated in the corollary, the even stronger condition (Sn -n)/Jh~ -► 0 is necessary and sufficient for Z to be JV( §,1). Explicit mention of the following observations is in order. First, the result obtained here is not the first time that the question of nonrandom centering has been addressed. Z. Rychlik in [3] obtained one result giving sufficient conditions for convergence of random sums under nonrandom centering to a limit law. He assumed E\Sn\ < oo for all « ; his random variables {XJ are not identically distributed as are ours, but they do satisfy what he refers to as a "random Lindeberg condition." Second, examples are very easy to come by for {SJ to satisfy the basic hypothesis and the condition (Sn -n)/Jn~ -► (some) U. Then J. G. Shanthikumar and U. Sumita in [5] proved sufficiency of this condition in a special case of our result. They assumed that each S has a finite variance and that SJn -> a, Var(SJ/n -* /T , and (Sn -nct)/n ß -» yV(0, 1). These assumptions were shown to imply that (Xx+---+ XSn -nap)/(n(ao2 + ß2p))l/2 ^ yT(0, 1).
S. K. Basu, the reviewer of this paper in Mathematical Reviews, remarked that "this particular version of the central limit theorem for random sums of r.v.'s seems to be of greater utility from the point of view of applications" (see Mathematical Reviews 86d:60028). Thus further research in convergence in law of random sums under nonrandom centering appears to be justified.
Proof of the theorem
The problem connected with nonrandom centering occurs only in the case p ^ 0. Without loss of generality we may assume that p > 0. The following lemma will be used twice in the sequel: The following lemma was proved by B. V. Gnedenko and H. Fahim [2] .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use We now use Lemmas 1, 2, and 3 to obtain a stronger conclusion than that of Lemma 1. Proof. Let us define hju,x) and cpju) by:
hju,x) = E I expiu- 
