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Minimum Sobolev norm interpolation of derivative data
S. Chandrasekaran ∗ C. H. Gorman † H. N. Mhaskar ‡
Abstract
We study the problem of reconstructing a function on a manifold satisfying some mild conditions,
given data on the values and some derivatives of the function at arbitrary points on the manifold.
While the problem of finding a polynomial of two variables with total degree ≤ n given the values
of the polynomial and some of its derivatives at exactly the same number of points as the dimension
of the polynomial space is sometimes impossible, we show that such a problem always has a solution
in a very general situation if the degree of the polynomials is sufficiently large. We give estimates
on how large the degree should be, and give explicit constructions for such a polynomial even in a
far more general case. As the number of sampling points at which the data is available increases,
our polynomials converge to the target function on the set where the sampling points are dense.
Numerical examples in single and double precision show that this method is stable and of high-order.
1 Introduction
The subject of Lagrange interpolation of univariate functions is a very old one. Thus, one starts with
an (infinite) interpolation matrix X whose n-th column consists of n real numbers xk,n, k = 1, · · · , n. It
is well known that for any matrix Z whose n-th column consists of n real numbers zk,n, k = 1, · · · , n,
there exists a sequence of polynomials Ln(X,Z) of degree ≤ n − 1 such that Ln(X,Z;xk,n) = zk,n,
k = 1, · · · , n. In the case when each zk,n = f(xk,n) for some continuous function f , then it is customary
to denote Ln(X,Z) by Ln(X, f). It is also well known that for any X ⊂ [−1, 1], there exists a continuous
function f : [−1, 1] → R such that the sequence Ln(X, f) does not converge in the uniform norm [25].
This situation is similar to the theory of trigonometric Fourier series, where the Fourier projections of a
function do not always converge to the function in the uniform norm, but one can construct summability
operators to obtain convergence [28].
Several interpolatory analogues of such summability operators are studied in the literature. For
example, if xk,n = cos((2k − 1)pi/(2n)), k = 1, · · · , n, f : [−1, 1]→ R is continuous, and one constructs a
sequence of polynomials Fn(f) of degree ≤ 2n− 1 such that Fn(xk,n) = f(xk,n), and F ′n(xk,n) = 0, then
the sequence Fn(f)→ f uniformly on [−1, 1] [25].
In 1906, Birkhoff initiated a study of interpolation in a more general setting, known now as Birkhoff
interpolation [3]. For each column of the matrix X, one considers a incidence matrix E whose entries
are in {0, 1}. If the number of 1’s in E is N , one seeks a polynomial BN of degree ≤ N − 1 such that
B
(j)
N (xk,n) = yj;k,n if the (k, j)-th entry in E is 1. Clearly, such a polynomial may or may not exist. The
conditions under which it exists and is unique is the topic of a great deal of research [17]. As expected,
the problems are much harder in the multivariate setting [18, 19]. For example, it is not always possible
to find a bivariate polynomial P of total degree 2 (with 6 parameters) such that P and its derivatives up
to order 2 take given values (also 6 conditions).
A great deal of research on this subject is focused on forming a “square” system and determining
whether or not the system is solvable for most point distributions. Since there is not always an obvious
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choice of interpolation space, the space can be constructed in multiple ways. For example, monomial
bases [4, 16, 7], Newton-type bases [27, 4] and cardinal bases [1] have been studied by various authors.
Obtaining a unique solution, though, does not ensure convergence to the underlying function when the
data become dense. Although some of the previously cited articles have numerical examples, not all of
them computed the maximum difference between the test function and its approximation in a suitable
domain, and we do not know of any general provably convergent technique for the Birkhoff problem on
scattered data points in arbitrary domains.
If we do not require that the dimension of the polynomial space match exactly the number of 1’s in
the incidence matrix, then it is possible to guarantee not just existence, but also give explicit algorithms
and prove the convergence of the resulting polynomials. In the case of interpolation based on the values
of the polynomials alone, this has been observed in a series of papers [5, 26, 24]. The purpose of this
paper is to generalize these results for Birkhoff-like interpolation for the so called diffusion polynomials.
One of our motivations is to study numerical solutions of a system of linear partial differential equa-
tions. Given differential operators Lk on a manifold X (and its boundary), the collocation method involves
finding a “polynomial” (i.e., an element of a suitably chosen finite dimensional space) P for which the
values of Lk(P ) are known at some grid points. We view this question as a generalized Birkhoff inter-
polation problem, except that we do not require the dimension of the space to be exactly equal to the
conditions. On general manifolds, one does not always have standard grids such as equidistant grid on
a Euclidean space. Therefore mesh-free methods require a solution of such interpolation problems on
scattered data; i.e., when one cannot prescribe the location of the grid points in advance. We show the
feasibility of the solution of such interpolation problems provided the dimension of the space is sufficiently
high, proportional to the minimal separation among the grid points. We will prove that such solutions
can be constructed as minimizers of an optimization problem, and prove that these solutions will con-
verge to the target function at limit points of the grid points. An application of these ideas is already
demonstrated in [6]. We will give several numerical examples to illustrate the concepts introduced in this
paper in the context of the sphere.
The main results are presented in Section 2, while the overall assumptions are discussed in Section 3.
Preparatory results are developed in Sections 4–6 and are used to prove the main theorems in Section 7.
Finally, numerical simulations are given in Section 8. We show that the standard divergence phenomenon
is overcome in both one and two dimensions. We also numerically demonstrate the high-order convergence
of our method. Furthermore we present results using both single and double precision to show that the
high ill-conditioning associated with high order methods can be successfully overcome using our numerical
techniques.
2 Main results
We wish to study the problem of interpolation of derivative information in a somewhat abstract manner,
to accommodate several examples. The most elementary among these is interpolation by multivariate
trigonometric polynomials. Other examples include the problem of interpolation by spherical polynomials,
or by linear combinations of the eigenfunctions of some elliptic differential operator on a smooth manifold.
Let X be a metric measure space with a probability measure µ∗ and metric ρ. In this paper, a measure
will mean a complete, sigma-finite, Borel measure, signed or positive. For a measure ν, |ν| denotes its
total variation measure. If ν is a measure, and f : X→ R is ν-measurable, we define
‖f‖ν;p =

(∫
X
|f(x)|pd|ν|(x)
)1/p
, if 1 ≤ p <∞,
|ν| − ess sup
x∈X
|f(x)|, if p =∞.
The symbol Lp(ν) will denote the space of all f such that ‖f‖ν;p <∞, where two functions are considered
equal if they are equal |ν|–almost everywhere. If ν = µ∗, we will often omit the mention of the measure
from the notation, if we feel that this should not cause any confusion; e.g., ‖f‖p = ‖f‖µ∗;p, Lp = Lp(µ∗).
The space of uniformly continuous and bounded functions on X will be denoted by UBC. For 1 ≤ p ≤ ∞,
we define the dual exponent p′ by 1/p+ 1/p′ = 1 as usual.
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Let {λk} be increasing sequence of nonnegative numbers with λ0 = 0, and {φk} be an orthonormal
set (of real valued functions) in L2 ∩ UBC. We define the space
Πn = span {φk : λk < n}, n > 0, Πn = {0}, n ≤ 0.
We will write
Π∞ =
⋃
n≥0
Πn.
The elements of Π∞ have been referred to as diffusion polynomials in [20], and we will use the same
terminology. If P ∈ Πn, we will refer to n as the degree of P , or more precisely that P is of degree < n.
The Lp closure of the Π∞ will be denoted by Xp.
Example 2.1 The trigonometric case Let q ≥ 1 be an integer. The space X is the torus (quotient
group) Tq = Rq/(2piZq), ρ is the arc–length, and µ∗ is the normalized Lebesgue measure. We take {λk}
to be an enumeration of multi–integers in Zq+ such that m comes before j if either |m|2 ≤ |j|2 and if
|m|2 = |j|2, then m comes before j in the alphabetical ordering. If the multi–integer corresponding to λk
is k, the corresponding φk’s are cos(k · ◦), sin(k · ◦). In this case, Xp = Lp if 1 ≤ p <∞, and X∞ is the
set of all continuous functions on Tq.
Example 2.2 The manifold case. Let X be a compact Riemannian manifold, ρ be the geodesic
distance, µ∗ be the Riemann measure. We take λk to be the square roots of eigenvalues of a self–adjoint,
second order, regular elliptic differential operator on X, and φk to be the corresponding eigenfunction.
The precise nature of the space Xp will depend upon the manifold and the elliptic operator.
In particular, if X is the 2 dimensional Euclidean sphere S2, we may choose each φk to be one of the
orthonormalized spherical harmonics, and λk to be the degree of this polynomial.
In the absence of any concrete structure, we will need to make several assumptions on the system
Ξ = (X, ρ, µ∗, {λk}, {φk}). These are formulated precisely in Section 3. For the clarity of exposition, we
will now assume that these are all satisfied. In particular, the symbol q used in the following discussion
is defined in (3.4).
Next, we define the smoothness classes needed in order to state our theorems. In the trigonometric
case, the Sobolev space Wp,β is defined as the space of all functions f : Tq → C for which (|k|22 +
1)β/2fˆ(k) = f̂ (β)(k) for some f (β) ∈ Lp(Tq). In our abstract case, the role of |k|2 is played by λk.
However, we would like to introduce a greater flexibility in the definition of the Sobolev class.
If f ∈ L1, we define
fˆ(k) :=
∫
X
f(y)φk(y)dµ
∗(y), k = 0, 1, · · · . (2.1)
To include such multipliers as (λ2k + 1)
β/2 or (λk + 1)
β , we use a mask of type β, defined below in
Definition 2.1. In the sequel, S will be a fixed integer.
Definition 2.1 Let β ∈ R. A function b : R→ R will be called a mask of type β if b is an even, S+1 times
continuously differentiable function (for some integer S > q) such that for t > 0, b(t) = (1+ t)−βFb(log t)
for some Fb : R→ R such that |Fb(k)(t)| ≤ c(b), t ∈ R, k = 0, 1, · · · , S + 1, and Fb(t) ≥ c1(b), t ∈ R.
If β ∈ R, b is a mask of type β, and f ∈ Lp, we say that a function f ∈Wp,b if there exists f (b) ∈ Lp
such that
b(λk)f̂ (b)(k) = fˆ(k), k = 0, 1, · · · . (2.2)
We will write
‖f‖Wp,b = ‖f (b)‖p. (2.3)
In [23], we have shown that if β > q/p, and b is a mask of type β, then for every y ∈ X, there exists
ψy := G(b; ◦, y) ∈ Xp′ such that 〈ψy, φk〉 = b(λk)φk(y), k = 0, 1, · · ·. Moreover,
sup
y∈X
‖G(b; ◦, y)‖p′ ≤ c. (2.4)
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It is then easy to check by comparison of coefficients that if f ∈Wp,b then for almost all x ∈ X:
f(x) =
∫
X
G(b;x, y)f (b)(y)dµ∗(y). (2.5)
As a prelude to our main theorem, we formulate first a Golomb–Weinberger–type theorem in our
general setting. The theorem gives an explicit expression for a solution of the interpolation problem:
Given linear operators Lk, k = 1, · · · , R, each defined on W2,b, such that point evaluations are well–defined
on the range of each Lk, points y` ∈ X, ` = 1, · · · ,M , and data fk,` ∈ C, find a function g ∈ W2,b such
that Lk(g)(y`) = fk,`, k = 1, · · · , R, ` = 1, · · · ,M .
The Golomb–Weinberger–type theorem gives a solution as a linear combination of the kernel defined
in (2.6) below. Let b be a mask of type β > q/2. Then b2 is a mask of type 2β > q. We define
G(x, y) =
∞∑
j=0
b(λj)
2φj(x)φj(y). (2.6)
Clearly, G, treated either as a function of x or y, is a function in W2,b.
Theorem 2.1 Let R,M ≥ 1 be integers, each Lk, k = 1, · · · , R, be a linear operator defined on W2,b
such that point evaluations are well defined on the range of Lk. Let y` ∈ X, ` = 1, · · · ,M , and
{fk,`}k=1,···,R, `=1,···,M ⊂ C. We assume that there exist φk,j ∈ W2,b, k = 1, · · · , R, j = 1, · · · ,M ,
such that the following condition holds: For i = 1, · · · , R, ` = 1, · · · ,M ,
Li(φk,j)(y`) =
{
1, if i = k, j = `,
0, otherwise.
(2.7)
Then the problem
minimize ‖g(b)‖2 subject to Lk(g)(y`) = fk,`, k = 1, · · · , R, ` = 1, · · · ,M, (2.8)
has a solution of the form
P (x) =
R∑
k=1
M∑
j=1
ak,jLk,1G(yj , x), x ∈ X, (2.9)
where, the expression Lk,1G(yj , x) means that the operator Lk is applied to the 1–st variable in G, and
the resulting function is evaluated at (yj , x).
In the trigonometric case, when b(t) = (t2 + 1)−β/2, the kernel G takes the form∑
k∈Z
(|k|22 + 1)−β exp(ik · x).
A straightforward computation of this series may be slow for small values of β, and in any case, introduces
a truncation error. Therefore, we are interested in solving the interpolation problem directly using the
diffusion polynomials (trigonometric polynomials in the trigonometric case). Toward this goal, we first
introduce some further terminology.
Constant convention:
In the sequel, c, c1, · · · will denote generic positive constants independent of any obvious variables such
as the degree n, or the target function, etc. Their values may be different at different occurences, even
within the same formula. The symbol A ∼ B means that c1A ≤ B ≤ c2A.
We will consider an interpolation matrix, by which we mean a sequence {Yn}∞n=1 of subsets
Yn = {yj,n}Mnj=1, n = 1, 2, · · · .
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This is not a matrix in the usual sense of the word, but the terminology captures the spirit of a similar
notion in the theory of classical polynomial interpolation. For any subset C ⊆ X, we define its minimal
separation by
η(C) = min
x,y∈C, x 6=y
ρ(x, y). (2.10)
We will write
ηn = η(Yn), n = 1, · · · . (2.11)
Our main theorem is the following.
Theorem 2.2 We assume each of the conditions listed in Section 3, where some of the notation used
here is explained. Let 1 ≤ p ≤ ∞, β > max1≤k≤R qk + q/p, b be a mask of type β, f ∈ Wp,b. Then there
exists an integer N∗ with N∗ ∼ η−1n and a mapping P∗ = P∗ : Wp,b → ΠN∗ such that for every f ∈Wp,b,
Lk(P
∗(f))(yj,n) = Lk(f)(yj,n), j = 1, · · · ,Mn, k = 1, · · · , R, (2.12)
and
‖f −P∗(f)‖Wp,b ≤ c inf{‖f − T‖Wp,b : T ∈ ΠN∗}. (2.13)
In particular, there exists P = Pn : Wp,b → ΠN∗ such that
‖P(f)‖Wp.b = min{‖P‖Wp,b : Lk(P )(y`,n) = Lk(f)(y`,n), ` = 1, · · · ,Mn, k = 1, · · · , R}. (2.14)
We observe that the sets Yn do not necessarily become dense in X as n→∞. Theorem 2.2 helps us
to find an interpolatory diffusion polynomial whose Wp,b norm is under control on X. Therefore, we do
not expect that the sequence Pn(f) to converge to f on X. However, the sequence converges at limit
points of Yn’s.
Theorem 2.3 With the set up as in Theorem 2.2, if x0 ∈ X is a limit point of the family {Yn}, then
f(x0) is a limit point of {Pn(f)(y) : y ∈ Yn, n = 1, 2, · · ·}.
Theorem 2.3 follows from a much general principle “feasibility implies convergence”, which is formu-
lated more precisely in Theorem 7.1 below.
3 Assumptions
3.1 The space
Let X be a non-empty set, ρ be a metric defined on X, and µ∗ be a complete, positive, Borel measure
with µ∗(X) = 1. We fix a non-decreasing sequence {λk}∞k=0 of nonnegative numbers such that λ0 = 0,
and λk ↑ ∞ as k →∞. Also, we fix a system of continuous, bounded, and integrable functions {φk}∞k=0,
orthonormal with respect to µ∗; namely, for all nonnegative integers j, k,∫
X
φk(x)φj(x)dµ
∗(x) =
{
1, if j = k,
0, otherwise.
(3.1)
We will assume that φ0(x) = 1 for all x ∈ X.
In our context, the role of polynomials will be played by diffusion polynomials, which are finite linear
combinations of {φj}. In particular, an element of
Πn := span{φj : λj < n}
will be called a diffusion polynomial of degree < n.
We will formulate our assumptions in terms of a formal heat kernel. The heat kernel on X is defined
formally by
Kt(x, y) =
∞∑
k=0
exp(−λ2kt)φk(x)φk(y), x, y ∈ X, t > 0. (3.2)
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Although Kt satisfies the semigroup property, and in light of the fact that λ0 = 0, φ0(x) ≡ 1, we have
formally ∫
X
Kt(x, y)dµ
∗(y) = 1, x ∈ X, (3.3)
yet Kt may not be the heat kernel in the classical sense. In particular, we need not assume Kt to be
nonnegative.
Definition 3.1 The system Ξ = (X, ρ, µ∗, {λk}∞k=0, {φk}∞k=0) is called a data-defined space if each of
the following conditions are satisfied.
1. For each x ∈ X and r > 0, the ball B(x, r) is compact.
2. There exist q > 0 and κ2 > 0 such that the following power growth bound condition holds:
µ∗(B(x, r)) = µ∗ ({y ∈ X : ρ(x, y) < r}) ≤ κ2rq, x ∈ X, r > 0. (3.4)
3. The series defining Kt(x, y) converges for every t ∈ (0, 1 and x, y ∈ X. Further, with q as above,
there exist κ3, κ4 > 0 such that the following Gaussian upper bound holds:
|Kt(x, y)| ≤ κ3t−q/2 exp
(
−κ4 ρ(x, y)
2
t
)
, x, y ∈ X, 0 < t ≤ 1. (3.5)
There is a great deal of discussion in the literature on the validity of the conditions in the above
definition and their relationship with many other objects related to the quasi–metric space in question,
(cf. for example, [8, 12, 13, 11]). In particular, it is shown in [8, Section 5.5] that all the conditions
defining a data-defined space are satisfied in the case of any complete, connected Riemannian manifold
with non–negative Ricci curvature. It is shown in [15] that our assumption on the heat kernel is valid in the
case when X is a complete Riemannian manifold with bounded geometry, and {−λ2j}, respectively {φj},
are eigenvalues, respectively eigenfunctions, for a uniformly elliptic second order differential operator
satisfying certain technical conditions.
The bounds on the heat kernel are closely connected with the measures of the balls B(x, r). For
example, using (3.5), Proposition 4.2 below, and the fact that∫
X
|Kt(x, y)|dµ∗(y) ≥
∫
X
Kt(x, y)dµ
∗(y) = 1, x ∈ X,
it is not difficult to deduce as in [11] that
µ∗(B(x, r)) ≥ crq, 0 < r ≤ 1. (3.6)
In many of the examples cited above, the kernel Kt also satisfies a lower bound to match the upper bound
in (3.5). In this case, Grigorya´n [11] has also shown that (3.4) is satisfied for 0 < r < 1.
We remark that the estimates (3.4) and (3.6) together imply that µ∗ satisfies the homogeneity condi-
tion
µ∗(B(x,R)) ≤ c1(R/r)qµ∗(B(x, r)), x ∈ X, r ∈ (0, 1], R > 0, (3.7)
where c1 > 0 is a suitable constant.
3.2 The operators Lk
In this sub–section, we state our assumptions on the linear operators Lk. For a bivariate function
F : X× X→ R, we will denote
Lk,1F (x, y) := LkF (x, y) := (Lk(F (◦, y))(x), Lk,2F (x, y) := (Lk(F (x, ◦))(y).
We fix n, letting η = ηn be the minimum separation between the M = Mn points in Yn.
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1. We assume that each Lk is closed linear operator; i.e., if fm → f in Lp, and Lk(fm) → g in Lp,
then f is in the domain of Lk and Lk(f) = g.
2. We assume that each Lk is local ; i.e., if f(x) = 0 for almost all x in an open subset U of X, then
Lk(f)(x) = 0 for almost all x ∈ U .
3. There exists qk ≥ 0 such that
|Lk,1Kt(x, y)| ≤ ct−(q+qk)/2 exp
(
−c1 ρ(x, y)
2
t
)
, x, y ∈ X, 0 < t ≤ 1. (3.8)
4. For each k = 1, · · · , R, j = 1, · · · ,M , there exists φk,j ∈ Wp,b such that each of the following
conditions holds:
(a) For i = 1, · · ·,
Li(φk,j) = 0, i 6= k, i = 1, · · · , R. (3.9)
(b) For i = 1, · · ·, ` = 1, · · · ,M ,
Li(φk,j)(y`) =
{
1, if i = k, j = `,
0, otherwise.
(3.10)
(c) φk,j , φ
(b)
k,j are both supported on a neighborhood of yj with diameter ≤ η/3.
(d) We have
‖φ(b)k,j‖∞ ≤ cηqk−β . (3.11)
We remark that for any x ∈ X, there is at most one j such that ρ(x, yj) ≤ η/3, and hence,
φk,`(x) = 0, ` 6= j, j = 1, · · · ,M. (3.12)
In the case when X is the torus, and each Lk is a mixed partial derivative Dj for some multi–integer
j, the construction of functions φk,j is given in [22]. The bounds (3.11) are established there in the case
when β is an even integer. If X is a manifold (sphere in particular), and η is less than its inradius,
(λ2k, φk) are the eigenfunctions of the Laplace–Beltrami operator, and β is an even integer, then the same
construction works via exponential coordinates. A slightly more general scenario involving other second
order partial differential operators holds also in view of our results in [9]. When the operators Lk are
given by
Lk(f, x) =
∑
|j|≤qk
ak,j(x)D
jf(x), (3.13)
then one needs to make some assumptions on the matrices (ak,j(y`))`=1,···,M,|j|≤qk so that the constructions
given in [22] can be used to construct the desired φk,j .
4 Preparatory results
The proof of Theorem 2.2 is much more involved than those of the other theorems. The goal of this
section is to prove a number of auxiliary results which will lead to the proof of Theorem 2.2.
4.1 Regular measures
We start by introducing the concept of what we have called d–regular measures, and some of their
properties.
Definition 4.1 Let ν be any measure on X with |ν|(X) <∞, d > 0. We say that ν is d–regular if
ν(B(x, d)) ≤ cdq, x ∈ X. (4.1)
The infimum of all constants c which work in (4.1) will be denoted by |||ν|||R,d.
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For example, (3.4) implies that µ∗ is d–regular for every d > 0, and |||µ∗|||R,d ≤ c for all d > 0 with c
independent of d. In the sequel, when thinking of µ∗ as a regular measure, we will pass to a limit, and
use d = 0. In the following lemma, we give another example.
Lemma 4.1 Let C = {y1, · · · , yM} ⊂ X, 0 < η < 2 be the minimal separation amongst the yj’s (cf.
(2.10)), τ be the measure that associates the mass ηq with each yj. Then ν is η–regular, and |||τ |||R,η ≤ c,
where c is a constant independent of η.
Proof. Let x0 ∈ X, and by relabeling if necessary, let C ∩ B(x0, η) = {y1, · · · , yJ}. Then the caps
B(yj , η/2) are mutually disjoint, and their union is contained in B(x0, 3η/2). We recall from (3.6) that
ηq ≤ c1µ∗(B(yj , η/2)) and from (3.4) that µ∗(B(x0, 3η/2)) ≤ c2ηq. Therefore, we deduce that
τ(B(x0, η)) = Jηq ≤ c1
J∑
j=1
µ∗(B(yj , η/2)) = c1µ∗
(∪Jj=1B(yj , η/2)) ≤ c1µ∗(B(x0, 3η/2)) ≤ c1c2ηq.
2
The following proposition [10, Theorem 5.5(a), Proposition 5.6] lists some equivalent conditions for a
measure to be a regular measure.
Proposition 4.1 Let N, d > 0, ν be a signed or positive finite Borel measure.
(a) If ν is d–regular, then for each r > 0 and x ∈ X,
|ν|(B(x, r)) ≤ c|||ν|||R,d µ∗(B(x, r + d)) ≤ c1|||ν|||R,d(r + d)q. (4.2)
Conversely, if for some A > 0, |ν|(B(x, r)) ≤ A(r + d)q for each r > 0 and x ∈ X, then ν is d–regular,
and |||ν|||R,d ≤ 2qA.
(b) For each γ > 1,
|||ν|||R,γd ≤ c1(γ + 1)q|||ν|||R,d ≤ c1(γ + 1)qγq|||ν|||R,γd, (4.3)
where c1 is the constant appearing in (4.2).
(c) Let N ≥ 1. If ν is 1/N–regular, then ‖P‖ν;p ≤ c1|||ν|||1/pR,1/N‖P‖µ∗;p for all P ∈ ΠN and 1 ≤ p < ∞.
Conversely, if for some A > 0 and 1 ≤ p < ∞, ‖P‖ν;p ≤ A1/p‖P‖µ∗;p for all P ∈ ΠN , then ν is
1/N–regular, and |||ν|||R,1/N ≤ c2A.
Next, we recall a very general proposition [10, Proposition 6.5] helping us to estimate integrals of
quantities such as the right hand side of (4.28).
Proposition 4.2 Let d > 0, and ν be a d–regular measure. If g1 : [0,∞) → [0,∞) is a nonincreasing
function, then for any N > 0, r > 0, x ∈ X,
Nq
∫
∆(x,r)
g1(Nρ(x, y))d|ν|(y) ≤ 2
q(κ1 + (d/r)
q)q
1− 2−q |||ν|||R,d
∫ ∞
rN/2
g1(u)u
q−1du. (4.4)
In particular, if S > q,
Nq
∫
∆(x,r)
d|ν|(y)
max(1, (Nρ(x, y))S)
≤ c1(c+ (d/r)
q)q
max(1, (rN/2)S−q)
|||ν|||R,d, (4.5)
and
Nq
∫
X
d|ν|(y)
max(1, (Nρ(x, y))S)
≤ c1(c+ (Nd)q)|||ν|||R,d. (4.6)
4.2 Localized kernels
Localized kernels form the main ingredient in our proofs. To obtain these kernels, we will use the following
Tauberian theorem ([21, Theorem 4.3]) with different choices of the function H.
8
Theorem 4.1 Let µ∗ be an extended complex valued measure on [0,∞), and µ∗({0}) = 0. We assume
that there exist Q, r > 0, such that each of the following conditions are satisfied.
1.
|||µ∗|||Q := sup
u∈[0,∞)
|µ∗|([0, u))
(u+ 2)Q
<∞, (4.7)
2. There are constants c, C > 0, such that∣∣∣∣∫
R
exp(−u2t)dµ∗(u)
∣∣∣∣ ≤ c1t−C exp(−r2/t)|||µ∗|||Q, 0 < t ≤ 1. (4.8)
Let H : [0,∞)→ R, S > Q+ 1 be an integer, and suppose that there exists a measure H [S] such that
H(u) =
∫ ∞
0
(v2 − u2)S+dH [S](v), u ∈ R, (4.9)
and
VQ,S(H) = max
(∫ ∞
0
(v + 2)Qv2Sd|H [S]|(v),
∫ ∞
0
(v + 2)QvSd|H [S]|(v)
)
<∞. (4.10)
Then for n ≥ 1, ∣∣∣∣∫ ∞
0
H(u/n)dµ∗(u)
∣∣∣∣ ≤ c nQmax(1, (nr)S)VQ,S(H)|||µ∗|||Q. (4.11)
We observe that if H is compactly supported, has S + 1 continuous derivatives, and is constant in
a neigborhood of 0, then the Taylor formula used with u → H(√u) shows that the representation (4.9)
holds with H [S] being the S-th derivative of u→ H(√u), and we have
VQ,S(H) ≤ c max
0≤k≤S+1
max
u∈R
|H(k)(u)| = c|‖H‖|S . (4.12)
The following proposition summarizes some general results which we will use in our proofs later. If {ψj},
{ψ˜j} are sequences of bounded functions on X, we define formally
Φn({ψj}, {ψ˜j}, H;x, y) =
∞∑
j=0
H
(
λj
n
)
ψj(x)ψ˜j(y). (4.13)
It is convenient to set
Φ0({ψj}, {ψ˜j}, H;x, y) =
∑
j:λj=0
ψj(x)ψ˜j(y).
Proposition 4.3 Let {ψj}, {ψ˜j} be sequences of bounded functions on X, H be as in Theorem 4.1, and
for x, y ∈ X, ∑
j:λj<u
|ψj(x)ψ˜j(y)| ≤ cuQ, u ≥ 1, (4.14)
∞∑
j=0
exp(−λ2j t)ψj(x)ψ˜j(y) ≤ c1t−C exp(−ρ(x, y)2/t), 0 < t ≤ 1. (4.15)
Then ∣∣∣Φn({ψj}, {ψ˜j}, H;x, y)∣∣∣ ≤ c nQ
max(1, (nρ(x, y))S)
VQ,S(H), n ≥ 1. (4.16)
Further, if d > 0 and ν is a d-regular measure, then for x ∈ X, r > 0, n ≥ 1 and 1 ≤ p <∞,∫
∆(x,r)
|Φn({ψj}, {ψ˜j}, H;x, y)|d|ν|(y) ≤ nQ−q c1(c+ (d/r)
q)q
max(1, (rN/2)S−q)
|||ν|||R,dVQ,S(H), (4.17)∫
X
|Φn({ψj}, {ψ˜j}, H;x, y)|pd|ν|(y) ≤ c (c1 + (nd)q))nQp−q|||ν|||R,dVQ,S(H)p. (4.18)
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Proof. For each x, y ∈ X, we apply Theorem 4.1 with the measure
µ∗x,y([0, u)) =
∑
j:λj<u
ψj(x)ψ˜j(y).
The estimate (4.14) (respectively, (4.15), (4.16)) is equivalent to (4.7) (respectively, (4.8), (4.11)). The
estimates (4.17) and (4.18) follow from (4.16) and a straightforward application of (4.5) and (4.6) respec-
tively. 2
Corresponding to the formal kernel in (4.13), we have the formal operator:
σn(ν; {ψj}, {ψ˜j}, H; f, x) :=
∫
X
Φn({ψj}, {ψ˜j}, H;x, y)f(y)dν(y), f ∈ L1, n > 0, x ∈ X. (4.19)
It is convenient to define
σ0(ν; {ψj}, {ψ˜j}, H; f, x) :=
∫
X
Φ0({ψj}, {ψ˜j}, H;x, y)f(y)dν(y), f ∈ L1, x ∈ X. (4.20)
The following proposition lists some norm estimates for these operators.
Proposition 4.4 We assume the set up as in Proposition 4.3. Let ν1 be a d1-regular measure, ν2 be a
d1-regular measure, and 1 ≤ p ≤ r ≤ ∞. Then for f ∈ Lp(ν1)
‖σn(ν1; {ψj}, {ψ˜j}, H; f)‖ν2;r ≤ c ((c1 + (nd1)q)|||ν1|||R,d1)1/p
′
× ((c1 + (nd2)q)|||ν2|||R,d2)1/rNQ−q+q(1/p−1/r)‖f‖ν1;p.
(4.21)
Proof. In this proof, we will abbreviate Φn({ψj}, {ψ˜j}, H;x, y) by Φn(x, y) and σN (ν1; {ψj}, {ψ˜j}, H; f)
by σn(f). Without loss of generality, we may assume also that VS,Q(H) = 1, and νj are positive measures.
Using Ho¨lder inequality and (4.18), we deduce that for x ∈ X,
|σn(f, x)| ≤
∫
X
|Φn(x, y)||f(y)|dν1(y) ≤ ‖Φn(x, ◦)‖ν1;p′‖f‖ν1;p
≤ c (c1 + (nd1)q)|||ν1|||R,d1)1/p
′
nQ−q/p
′‖f‖ν1;p;
i.e.,
‖σn(f)‖ν2;∞ ≤ c ((c1 + (nd1)q)|||ν1|||R,d1)1/p
′
nQ−q/p
′‖f‖ν1;p. (4.22)
This proves (4.21) when r =∞.
In particular, with p =∞,
‖σn(f)‖ν2;∞ ≤ c(c1 + (nd1)q)|||ν1|||R,d1nQ−q‖f‖ν1;∞. (4.23)
Switching the roles of {ψj} and {ψ˜j} in (4.18) (used with ν2 in place of ν, r = 1), the estimate becomes∫
X
|Φn(x, y)|dν2(x) ≤ c(c1 + (nd2)q)|||ν2|||R,d2nQ−q.
Therefore,
‖σn(f)‖ν2;1 ≤
∫
X
∫
X
|Φn(x, y)||f(y)|dν1(y)dν2(x) =
∫
X
{∫
X
|Φn(x, y)|dν2(x)
}
|f(y)|dν1(y)
≤ c(c1 + (nd2)q)|||ν2|||R,d2nQ−q‖f‖ν1;1. (4.24)
In view of the Riesz-Thorin interpolation theorem [2, Theorem 1.1.1], (4.23) and (4.24) lead to
‖σn(f)‖ν2;p ≤ c ((c1 + (nd1)q)|||ν1|||R,d1)1/p
′
((c1 + (nd2)
q)|||ν2|||R,d2)1/p nQ−q‖f‖ν1;p, 1 ≤ p ≤ ∞.
(4.25)
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Hence, using (4.22), we obtain for 1 ≤ r < r <∞,∫
X
|σn(f, x)|rdν2(x) =
∫
X
|σn(f, x)|r−p|σn(f, x)|pdν2(x) ≤ ‖σn(f)‖r−pν2;∞‖σn(f)‖pν2;p
≤ c ((c1 + (nd1)q)|||ν1|||R,d1)(r−p)/p
′
((c1 + (nd1)
q)|||ν1|||R,d1)p/p
′
((c1 + (nd2)
q)|||ν2|||R,d2)n(Q−q/p
′)(r−p)+(Q−q)p‖f‖rν1;p.
This leads to (4.21) when r <∞, and completes the proof. 2
In the sequel, we fix an infinitely differentiable, even function h : R → R, nonincreasing on [0,∞),
such that h(t) = 1 if |t| ≤ 1/2, and h(t) = 0 if |t| ≥ 1. We will write g(t) = h(t) − h(2t). The following
identities will be used often without reference: For integers n, k ≥ 0,
h
(
k
2n
)
= h(k) +
n∑
j=1
g
(
k
2j
)
, h
(
k
2n
)
+
∞∑
j=n+1
g
(
k
2j
)
= 1. (4.26)
We summarize the localization properties of three kernels which we will use in our proofs. Let b be a
mask of type β ∈ R. In the sequel, if n > 0, we will write bn(t) = b(nt).
Proposition 4.5 Let x, y ∈ X, n,N ≥ 1, k = 1, · · · , R, d > 0, ν be a d-regular measure, 1 ≤ p ≤ r ≤ ∞.
We have
|Φn(h;x, y)| ≤ c n
q
max(1, (nρ(x, y))S)
, ‖Φn(h;x, ◦)‖ν;p ≤ c ((c1 + (nd)q)|||ν|||R,d)1/p nq/p′ . (4.27)
|Lk,1Φn(h;x, y)| ≤ c n
q+qk
max(1, (nρ(x, y))S)
, ‖Lk,1Φn(h;x, ◦)‖ν;p ≤ c ((c1 + (nd)q)|||ν|||R,d)1/p nqk−q/p′ .
(4.28)
and
|Lk,1Φn(gbN ;x, y)| ≤ cN−β n
q+qk
max(1, (nρ(x, y))S)
,
‖Lk,1Φn(gbN ;x, ◦)‖ν;p ≤ c ((c1 + (nd)q)|||ν|||R,d)1/p nqk−q/p′N−β . (4.29)
Further, with the set up as in Proposition 4.4, and writing C1 = (c1 + (nd1)
q)|||ν1|||R,d1 and C2 = (c1 +
(nd2)
q)|||ν2|||R,d2 , we have
‖σn(ν1;h; f)‖ν2;r ≤ cC1/p
′
1 C
1/r
2 n
q(1/p−1/r)‖f‖ν1;p, (4.30)
‖Lkσn(ν1;h; f)‖ν2;r ≤ cC1/p
′
1 C
1/r
2 n
qk+q(1/p−1/r)‖f‖ν1;p, (4.31)
and
‖Lkσn(ν1; gbN ; f)‖ν2;r ≤ cC1/p
′
1 C
1/r
2 n
qk+q(1/p−1/r)N−β‖f‖ν1;p. (4.32)
Proof. In view of Proposition 4.3, the first estimate in (4.27) (respectively, (4.28)) follows from (4.12) and
(3.5) (respectively, (3.8)). The second estimate in (4.27) follows from (4.18) with the choices ψ˜j = ψj = φj ,
H = h, by observing from (3.5) that Q = q, and from (4.12) that VS,q(H) ≤ c. Proposition 4.4 yields
(4.30) with the same choices.
The second estimate in (4.28) follows similarly, except with the choice ψ˜j = Lkφj and the observation
that (3.8) implies that Q = q + qk. Proposition 4.4 yields (4.31) with the same choices.
It is easy to verify by induction that∣∣∣∣tk dkdtk ((1 + t)βb(t))
∣∣∣∣ = ∣∣∣∣tk dkdtkFb(log t)
∣∣∣∣ ≤ c(b)c2, t > 0, k = 0, · · · , S,
and hence, for N ≥ 1,∣∣∣∣tk dkdtk ((1/N + t)βbN (t))
∣∣∣∣ ≤ c(b)c2N−β , t > 0, k = 0, · · · , S + 1. (4.33)
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Since b(t)−1 is a mask of type −β, we record that∣∣∣∣tk dkdtk ((1/N + t)βbN (t))−1
∣∣∣∣ ≤ c(b)c2Nβ , t > 0, k = 0, · · · , S + 1. (4.34)
Finally, if g : R→ R is any compactly supported, S times continuously differentiable function, such that
g(t) = 0 on some neighborhood of 0 then (4.33), (4.34) imply
‖|gbN‖|S ≤ c(b, g)N−β , ‖|g/bN‖|S ≤ c(b, g)Nβ , N ≥ 1. (4.35)
In particular, (4.12), and (4.35) imply that VS,Q(gbN ) ≤ cN−β . The first estimate in (4.29) follows from
Proposition 4.3. The second estimate follows similarly to the second estimate in (4.28). The estimate
(4.32) follows from Proposition 4.4 as with (4.31). 2
5 Integral representation
The objective of this section is to prove
Theorem 5.1 Let 1 ≤ p ≤ ∞, β > max1≤k≤m qk + q/p, and f ∈Wp,b. Then for every x ∈ X,
Lk(f, x) =
∫
X
Lk,1G(x, y)f
(b)(y)dµ∗(y). (5.1)
Moreover, for k = 1, · · · , R,
‖f − σn(h; f)‖∞ ≤ cn−q(β−1/p)‖f (b)‖p, ‖Lkf − Lkσn(h; f)‖∞ ≤ cn−q(β−qk−1/p)‖f (b)‖p. (5.2)
Our proof of Theorem 5.1 requires two inequalities: the Bernstein inequality and the Nikolskii in-
equality.
The Bernstein ineqality is the following.
Lemma 5.1 Let 1 ≤ k ≤ R. Then
‖Lk(P )‖p ≤ cnqk‖P‖p, P ∈ Πn, n ≥ 1. (5.3)
Proof. If P ∈ Πn, then a straightforward calculation using the orthogonality of {φk} and the facts that
h(t) = 1 if |t| ≤ 1/2 and Pˆ (k) = 0 if k > n shows that for x ∈ X,
P (x) =
∫
X
Φ2n(h;x, y)P (y)dµ
∗(y) = σ2n(µ∗;h, P ), x ∈ X. (5.4)
Therefore, LkP = Lkσ2n(µ
∗;h;P ). We now apply (4.31) with 2n in place of n, ν2 = ν1 = µ∗ (so that
d1 = d2 = 0, |||νj |||dj = 1), and r = p. This leads to (5.3). 2
The Nikolskii inequality is the following.
Lemma 5.2 If n > 0, P ∈ Πn, 1 ≤ p < r ≤ ∞, then
‖P‖r ≤ cnq(1/p−1/r)‖P‖p. (5.5)
Proof. We apply (4.30) with 2n in place of n, ν2 = ν1 = µ
∗ (so that d1 = d2 = 0, |||νj |||dj = 1), and P
in place of f to obtain
‖σ2n(µ∗;h;P )‖r ≤ cnq(1/p−1/r)‖P‖p.
The estimate (5.5) follows from (5.4). 2
We are now ready to prove Theorem 5.1.
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Proof of Theorem 5.1. In this proof only, let L denote any of the operators Lk, and A be the
corresponding qk as defined in (5.3). We observe using (2.2) that
σ2j (gb2j ; f
(b)) = σ2j (g; f).
In view of (4.35), we deduce that for integers j ≥ 1,
‖σ2j (g; f)‖p = ‖σ2j (gb2j ; f (b))‖p ≤ c2−jβ‖f (b)‖p. (5.6)
Since σ2j (g; f) ∈ Π2j , (5.5) implies that
‖σ2j (g; f)‖∞ ≤ c2−j(β−1/p)‖f (b)‖p. (5.7)
Hence, (5.3) shows that
‖Lσ2j (g; f)‖∞ ≤ c2−j(β−A−1/p)‖f (b)‖p. (5.8)
Using the second identitiy in (4.26), we deduce (5.2) easily from (5.7) and (5.8). In particular, since L is
a closed operator, this shows that for x ∈ X,
L(f, x) =
∞∑
j=0
Lσ2j (g; f, x) =
∞∑
j=0
Lσ2j (gb2j ; f
(b), x),
with the convergence being uniform. This leads to (5.1). 2
6 An approximation result
The purpose of this section is to prove the following result, analogous to [5, Theorem 6.3].
Theorem 6.1 Let 1 ≤ p ≤ ∞, β > max1≤k≤R qk + q/p′, and
Ψ(x) =
R∑
k=1
M∑
j=1
ak,jLk,1G(yj , x), x ∈ X. (6.1)
There exists an integer N∗ ∼ η−1 such that for n ≥ N∗,
‖Ψ− σn(h; Ψ)‖p ≤ 1
2
‖Ψ‖p. (6.2)
As in [5], the main problem is to relate ‖Ψ‖p and the coefficients ck,j , via σ2m(g; Ψ). The main
technical problem is the following. The mapping y 7→ σ2m(g;Lk,1G(y, x)) is not in Π2m . So, we cannot
use an analogue of [5, Proposition 6.3] to obtain a full estimate of the form [5, Theorem 6.2(b)]. The
following Proposition 6.1 (which we will call the coefficient inequalities) serves as a substitute.
In order to state the coefficient inequalities, we will use the following notations: ak = (ak,1, · · · , ak,j),
and
Ψk(x) =
M∑
j=1
ak,jLk,1G(yj , x), x ∈ X, (6.3)
so that Ψ =
∑R
k=1 Ψk. For any sequence d,
‖d‖p :=
{ {∑∞
j=1 |dj |p
}1/p
, if 1 ≤ p <∞,
sup1≤j≤∞ |dj |, if p =∞,
with a Euclidean vector extended to a sequence by padding with 0’s. The coefficient inequalities are given
in the following proposition.
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Proposition 6.1 Let 1 ≤ p ≤ ∞, and 1 ≤ k ≤ R.
(a) For integer m with 2mη ≥ 1, we have
‖σ2m(g; Ψk)‖p ≤ c2m(qk−β+q/p′)‖ak‖p. (6.4)
(b) We have
‖ak‖p ≤ cηqk−β+q/p′‖Ψ‖p. (6.5)
(c) For integer m with 2mη ≥ 1, we have
‖σ2m(g; Ψ)‖p ≤ c
R∑
k=1
(2mη)qk−β+q/p
′‖Ψ‖p, (6.6)
and
R∑
k=1
η−qk‖ak‖p ≤ cηq/p′−β‖Ψ‖p. (6.7)
Proof. The proof of part (a) mimics that of [5, Theorem 6.2(a)]. We observe that for x ∈ X,
σ2m(g;Lk,1G(yj , ◦), x) =
∑
i
g(λi/2
m)b(λi)Lk(φi)(yj)φi(x) = Lk,1Φ2m(gb2m ; yj , x).
Using (4.29) with p = 1, ν = µ∗ (so that d = 0, |||ν|||R,d = 1), we obtain
‖σ2m(g;Lk,1G(yj , ◦)‖1 ≤ c2m(qk−β). (6.8)
Therefore,
‖σ2m(g; Ψk)‖1 ≤
M∑
j=1
|ak,j |‖σ2m(g;Lk,1G(yj , ◦))‖1 ≤ c2m(qk−β)‖ak‖1. (6.9)
Next, we use (4.29) again with 2m ≥ η−1 in place of n, p = 1 and ν to be the measure τ as defined
in Lemma 4.1 (so that d = η, |||τ |||R,η ≤ c) to deduce that∥∥∥∥∥∥
M∑
j=1
|σ2m(g;Lk,1G(yj , ◦))|
∥∥∥∥∥∥
∞
=
∣∣∣∣η−q ∫
X
|σ2m(g;Lk,1G(◦, y))|dτ(y)
∥∥∥∥
∞
≤ c2m(q+qk−β)(1 + (2mη)q)(2mη)−q ≤ c2m(q+qk−β). (6.10)
Therefore,
‖σ2m(g; Ψk)‖∞ ≤
M∑
j=1
|ak,j |‖σ2m(g;Lk,1G(yj , ◦)‖∞
≤ ‖ak‖∞
∥∥∥∥∥∥
M∑
j=1
|σ2m(g;Lk,1G(yj , ◦))|
∥∥∥∥∥∥
∞
≤ c2m(q+qk−β)‖ak‖∞. (6.11)
The estimate (6.4) follows from (6.9) and (6.11) by an application of the Riesz–Thorin interpolation
theorem [2, Theorem 1.1.1] to the operator ak 7→ Ψk.
To prove part (b), we fix k, and find d ∈ RM such that
〈ak,d〉 = ‖ak‖p, ‖d‖p′ = 1. (6.12)
We then recall the functions φk,j defined in the assumptions on Lk, and set
F (x) =
M∑
j=1
djφ
(b)
k,j(x), x ∈ X.
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We estimate ‖F‖p′ . We consider the case when 1 ≤ p′ <∞, the case when p′ =∞ is only simpler. Since
each φ
(b)
k,j is supported on a neighborhood of yj with diameter ≤ η/3, for any given x ∈ X, there is at
most one j′ such that φ(b)k,j′(x) 6= 0. Then
|F (x)|p′ = |dj′ |p′ |φ(b)k,j′(x)|p
′
,
and thus, for any x ∈ X,
|F (x)|p′ =
M∑
j=1
|dj |p′ |φ(b)k,j(x)|p
′
. (6.13)
Since each φ
(b)
k,j is supported on a neighborhood of yj with diameter ≤ η/3, (3.11) and (3.4) shows that∫
X
|φ(b)k,j(x)|p
′
dµ∗(x) ≤
∫
B(yj ,η/3)
|φ(b)k,j(x)|p
′
dµ∗(x) ≤ cη(qk−β)p′+q.
Consequently, (6.13) implies that
‖F‖p′ ≤ cηqk−β+q/p′ . (6.14)
Next, using Theorem 5.1 and (2.7) from the assumptions on Lk, we obtain that for any k
′ = 1, · · · , R,∫
X
Lk′,1G(yj′ , x)F (x)dµ
∗(x) =
M∑
j=1
dj
∫
X
Lk′,1G(yj′ , x)φ
(b)
k,j(x)dµ
∗(x)
=
M∑
j=1
djLk′(φk,j)(yj′) =
{
dj′ , if k
′ = k,
0, otherwise.
Consequently, the definition (6.12) of d shows that∫
X
Ψ(x)F (x)dµ∗(x) =
R∑
k′=1
M∑
j′=1
ak′,j′
∫
X
Lk′,1G(yj′ , x)F (x)dµ
∗(x) =
M∑
j′=1
ak,j′dj′ = ‖ak‖p.
Together with (6.14), this shows that
‖ak‖p =
∫
X
Ψ(x)F (x)dµ∗(x) ≤ ‖Ψ‖p‖F‖p′ ≤ cηqk−β+q/p′‖Ψ‖p.
This proves part (b).
Part (c) is a straightforward consequence of parts (a) and (b) and the fact that Ψ =
∑R
k=1 Ψk. 2
Proof of Theorem 6.1. In this proof, let A = max1≤k≤R qk. In light of (4.26) and (6.6) we obtain for
N ≥ η−1, β > A+ q/p′ that
‖Ψ− σ2N (h; Ψ)‖p ≤
∑
m=N+1
‖σ2m(g; Ψ)‖p ≤ c
R∑
k=1
∑
m=N+1
(2mη)qk−β+q/p
′‖Ψ‖p ≤ c1(2Nη)A−β+q/p′‖Ψ‖p.
If n ≥ 2N+1, then
‖Ψ−σn(h; Ψ)‖p ≤ c inf
P∈Πn/2
‖Ψ−P‖p ≤ c inf
P∈Π2N
‖Ψ−P‖p ≤ c‖Ψ−σ2N (h; Ψ)‖p ≤ c2(2Nη)A−β+q/p
′‖Ψ‖p.
We may choose N so that 2N ∼ η−1 and the rightmost expression above is ≤ (1/2)‖Ψ‖p. Then we have
proved (6.2) with N∗ = 2N+1. 2
15
7 Proofs of the main results
Proof of Theorem 2.1.
We define the inner product
〈g1, g2〉 =
∞∑
k=0
gˆ1(k)gˆ2(k)
b(λk)2
.
We wish to show first that there exist the coefficients ak,j such that
LiP (y`) = fi,`, ` = 1, · · · ,Mn, i = 1, · · · , R, (7.1)
and with this choice, P is the solution of the minimization problem (2.8).
We observe that
∑
k,j
∑
i,`
dk,jdi,`Li,2Lk,1G(yj , y`) =
∞∑
ν=0
b(λν)
2
∑
k,j
dk,jLk(φν)(yj)

2
≥ 0.
If the infinite sum is equal to 0, then∑
k,j
dk,jLk(φν)(yj) = 0, ν = 0, 1, · · · .
Consequently, for every x ∈ X,
0 =
∞∑
ν=0
b(λν)
2
∑
k,j
dk,jLk(φν)(yj)φν(x) =
∑
k,j
dk,jLk,1G(yj , x).
Next, we observe by a straightforward calculation that for any f in the domain of the Lk’s,
〈Lk,1G(y, ◦), f〉 = Lk(f)(y). (7.2)
So, for each i and `,
di,` = Li(φi,`)(y`) =
〈∑
k,j
dk,jLk,1G(yj , ◦), φi,`
〉
= 0.
Thus, the matrix of the system of equations (7.1) is positive definite, and hence, (2.9) has a unique
solution given by P .
Let g be another candidate for the minimization problem. Then
〈P, g − P 〉 =
∑
k,j
ak,j〈Lk,1G(yj , ◦), g − P 〉 =
∑
k,j
ak,j(Lk(g)(yj)− Lk(P )(yj))
=
∑
k,j
ak,j(Lk(f)(yj)− Lk(f)(yj)) = 0.
Hence,
‖g(b)‖22 = 〈g, g〉 = 〈g − P , g − P 〉+ 〈P, P 〉 ≥ ‖P (b)‖22.
This proves that P is the solution of the minimization problem. 2
Proof of Theorem 2.2.
This proof is almost verbatim the same as the proof of [5, Theorem 5.1]. We will point out only the
differences. We will omit the notation n in our proof as in the other paper. Let a ∈ RRM be a row–major
ordering of the matrix (ak,j)k=1,···,R, j=1,···,M . We define
|||a|||∗RM :=
∥∥∥∥∥∥
R∑
k=1
M∑
j=1
ak,jLk,1G(yj , ◦)
∥∥∥∥∥∥
p′
. (7.3)
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In view of (6.7) this is a norm on RRM . Let N∗ be chosen so that Theorem 6.1 holds with p′ in place of
p, and D be the dimension of ΠN∗ . For d ∈ RD, we define
|||d|||D :=
∥∥∥∥∥∥
∑
λj<N∗
b(λj)
−1djφj
∥∥∥∥∥∥
p
. (7.4)
In place of F (−s) in the proof in [5], we need F (1/b). In place of the matrix A in [5], we take the matrix
appropriate for the interpolation problem which we are dealing with; i.e., a matrix indexed by (k, j) and
m so that the ((k, j),m)–th entry is Lk(φm)(yj). The rest of the proof is the same as in [5] with obvious
minor changes; e.g., X in place of [−pi, pi]q, bivariate kernels in place of convolutions, etc. 2
We will prove Theorem 2.3 in much greater generality for future reference in the form of Theorem 7.1
below.
Let X be a separable Banach space with norm ‖ ◦ ‖, X∗ be its dual space with dual norm ‖ ◦ ‖∗. Let
R ≥ 1 be an integer, and for each integer n ≥ 1, 1 ≤ k ≤ R, x∗k,n ∈ X∗, with ‖x∗k,n‖∗ ≤ 1. We assume
that for each k, x∗k,n → x∗k in the weak-* topology. Necessarily, each x∗k ∈ X∗ and ‖x∗k‖∗ ≤ 1.
Let Y be another normed linear space with norm | ◦ |Y, continuously embedded, and hence, identified
with a subspace of X. We assume that the unit ball
B = {g ∈ Y : |g|Y ≤ 1}
is compact in X. Let V1 ⊆ · · ·Vn ⊆ Vn+1 ⊆ · · · be a sequence of subsets of Y.
Theorem 7.1 Let f ∈ Y, and we assume that there exists vn ∈ Vn such that
|vn|Y = min{|g|Y : g ∈ Vn, x∗k,n(g) = x∗k(f), k = 1, · · · , R} ≤ c|f |Y. (7.5)
Then x∗k(vn)→ x∗k(f) as n→∞.
This theorem easily follows from the following lemma. If δ > 0, and K ⊂ X is a compact set, we say
that a subset A of K is δ separated if
min
f1,f2∈A
f1 6=f2
‖f1 − f2‖ ≥ δ.
Since K is compact, such a set is necessarily finite.
Lemma 7.1 Let X be a separable Banach space, {y∗m}∞m=0 be a sequence in the unit ball of X∗ converging
to y∗ ∈ X∗ in the weak-* topology. If K ⊂ X is a compact set, then
lim
m→∞ supf∈K
|y∗m(f)− y∗(f)| = 0.
Proof. Let  > 0. We consider the set A to be the maximal /3 separated subset of K. If
f0 ∈ K \
⋃
g∈A
{f ∈ X : ‖g − f‖ ≤ /3}.
then we may add f0 to A to obtain a larger /3 separated subset of K. Therefore,
K ⊆
⋃
g∈A
{f ∈ X : ‖g − f‖ ≤ /3}. (7.6)
In view of the weak-* convergence, we obtain an integer N ≥ 1 such that
sup
m≥N, g∈A
|y∗m(g)− y∗(g)| ≤ /3.
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Let f ∈ K. In view of (4.22), we obtain g ∈ A such that
‖f − g‖ ≤ /3.
Using the fact that ‖y∗m‖∗ ≤ 1, ‖y∗‖∗ ≤ 1, we obtain for m ≥ N ,
|y∗m(f)− y∗(f)| ≤ |y∗m(f)− y∗m(g)|+ |y∗m(g)− y∗(g)|+ |y∗(g)− y∗(f)| ≤ ‖f − g‖+ /3 + ‖f − g‖ ≤ .
This completes the proof. 2
Theorem 2.3. We apply Theorem 7.1 with the following choices. The space X is defined as follows. We
consider the space of all functions f ∈ Lp for which Lk(f) is well defined, with the norm
‖f‖ =
R∑
k=1
‖Lk(f)‖p.
Then X is the closure of the space of all diffusion polynomials in the sense of this norm. The functionals
are defined by
x∗k,n(f) = dkLk(f)(xn), x
∗
k(f) = ckLk(f)(x0),
where the constants are chosen to bring the linear functionals into the unit ball of X∗. These will depend
only on Lk and X, not on the individual points xn. 2
8 Numerical Simulations
In this section we present numerical simulations of Birkhoff interpolation. By noting the one-to-one
correspondance between even trigonometric polynomials and algebraic polynomials of the same degree,
we focus on interpolation on [−1, 1] and [−1, 1]2. To show that this method works for a general basis, we
also include examples of interpolation on the sphere S2 using real spherical harmonics. Examples of both
1D and 2D interpolation are included, but we emphasize 2D interpolation due to its challenging nature.
In two dimensions, we restrict ourselves to interpolating on subsets of [−1, 1]2 and S2. In particular, we
look at interpolating the function
fR(x, y) =
1
1 +R(x2 + y − 0.3)2 +
1
1 +R(x+ y − 0.4)2 +
1
1 +R(x+ y2 − 0.5)2 +
1
1 +R(x2 + y2 − 0.25)2 ,
(8.1)
with Runge functions on two parabolas, one line, and one circle on [−1, 1]2. Here, the R parameter
controls the difficulty of the interpolation, with larger R values corresponding to more difficult interplation
problems. Most of the tests use R = 25, although some examples (Tables 16 and 17) use R = 9 in order
to show that we approach machine precision even in 2D interpolation. In one dimension, we interpolate
f25(x,−0.96). On the sphere, we look at interpolating the function
g(x, y, z) =
1
1 + (cos 7x+ cos 7y + cos 7z)
2 , (8.2)
where we restrict g to S2. Unless stated otherwise, the examples are computed using double precision
and the derivative information consists of directional derivatives along the coordinate axes. There does
not appear to be any standard software packages for Birkhoff interpolation when the point distribution
is arbitrary, so we are not able to compare our method with others.
For p = 2, MSN Birkhoff interpolation reduces to solving
min
V a=f
||Dsa||2, (8.3)
where Ds is a diagonal positive-definite matrix with condition number O(n
s), V is a Chebyshev-Vander-
monde matrix, a is the vector containing the Chebyshev interpolation coefficients, and f is the vector
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Figure 1: Test functions f25(x,−0.96) and f25(x, y) from Eq. (8.1).
containing the function and derivative values. This linear system is solved in a similar way described in
[5].
In the one dimensional case, we interpolate f25(x,−0.96) on [−1, 1] using both single precision and
double precision on equally-spaced points. Results for function and derivative information at equally
spaced points are presented in Tables 1 and 2. We obtain similar results in Tables 3 and 4 when we
interlace the function and derivative information. In the 2D interpolation below, the point (−0.96,−0.96)
was the point with the largest error on the 21× 21 tensor grid for s = 8, and this is why we chose to the
1D function to be f25(x,−0.96). In both single and double precision the interpolation error approaches
machine epsilon with an appropriately chosen s-value and increasing points. The error is computed
by taking the difference between the function and the approximation on 10n equally spaced points,
normalized by the maximum function value. The mesh norm is
m =
⌈
2pi
mini 6=j |cos−1(xi)− cos−1(xj)|
⌉
. (8.4)
and the interpolation order is taken to be m.
We showcase the true power of MSN Birkhoff interpolation by using a variety of point distributions
in two dimensions. In particular, the interpolation of f25(x, y) is performed on a tensor grid (Tables 5
and 6), on a tensor grid intersected with an annulus (Table 7), and on a annular grid (Table 8). The
maximum error is computed by taking the maximum difference on a 10n × 10n grid for an n × n grid
interpolation. When we interpolate with function and derivative values interlaced, we see that also see
convergence, whether the directional derivatives are parallel to the coordinate axes (Tables 9 and 11) or
not (Tables 10 and 12). Furthermore, MSN Birkhoff interpolation can use a variety of bases. Tables 13
and Table 14 show results for interpolation on S2 using real spherical harmonics. Additionally, we present
results in Table 15 for when points are clustered near the north and south poles, requiring interpolation
points to have polar angle θ ∈ [0, pi3 ]∪ [ 2pi3 , pi]. We see a general trend of decreasing error in these regions.
By interpolating f9(x, y) on tensor grids on [−1, 1]2 (Tables 16 and 17), we see that in 2D problems we
still obtain errors that approach machine precision. The interpolation order for two-dimensional problems
is computed similar to the one-dimensional case.
Larger s values give greater derivative control and generally more accurate results; however, large s
values lead to high condition numbers, so care must be taken to arrive at an accurate solution. We use a
variant of the complete orthogonal decomposition of [14] because the ill-conditioning in our method results
primarily from a diagonal matrix; also see [5] and references therein for more details of the numerical
technique. The difficulty in obtaining low interpolation error is due to the long time required to run
the dense matrix computations. Future work will be devoted to investigating and implementing fast
algorithms arising from the structured equations.
We have not shown this method to be numerically stable; however, all of the numerical examples are
solved using the same algorithm in both single and double precision. The one-dimensional data indicate
that we approach machine epsilon in both single and double precision, while the two-dimensional data
show that increasing data points generally leads to decreased error.
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n s = 2 s = 3 s = 4 s = 5
11 1.40e-02 9.98e-03 1.93e-02 4.28e-02
21 1.12e-03 9.15e-04 2.77e-04 1.01e-04
31 1.87e-03 1.23e-04 3.07e-05 6.54e-06
41 1.73e-03 4.77e-05 1.95e-06 1.66e-06
51 1.47e-03 5.14e-05 4.29e-06 3.34e-06
61 1.22e-03 4.30e-05 2.77e-06 2.99e-06
Table 1: Interpolation error of MSN 1D Birkhoff interpolation for various s values on [−1, 1] for the
function f25(x,−0.96). Function and derivative information is given at n equally spaced points. Error
has been normalized by maximum function value. All of the computations in this table were performed
in single precision.
n s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
21 1.12e-03 2.78e-04 1.77e-04 2.57e-03 1.83e-02 7.56e-02
41 1.73e-03 1.86e-06 5.32e-07 5.70e-08 1.23e-07 3.18e-07
61 1.22e-03 2.73e-06 1.65e-07 1.49e-08 1.95e-09 5.15e-10
81 8.37e-04 1.31e-06 3.84e-08 2.11e-09 1.51e-10 2.70e-11
101 6.04e-04 6.30e-07 1.05e-08 3.68e-10 1.36e-11 3.76e-12
121 4.55e-04 3.27e-07 3.35e-09 7.92e-11 1.42e-12 4.42e-12
141 3.54e-04 1.83e-07 1.21e-09 2.00e-11 3.71e-13 4.32e-12
161 2.83e-04 1.09e-07 4.78e-10 5.87e-12 7.24e-13 1.62e-11
Table 2: Interpolation error of MSN 1D Birkhoff interpolation for various s values on [−1, 1] for the
function f25(x,−0.96). Function and derivative information is given at n equally spaced points. Error
has been normalized by maximum function value.
n s = 2 s = 3 s = 4 s = 5
11 1.48e-02 1.25e-02 1.69e-02 2.50e-02
21 2.07e-03 1.08e-03 6.39e-04 5.74e-04
31 1.68e-03 1.59e-04 6.03e-05 3.92e-05
41 1.36e-03 4.69e-05 7.74e-06 4.02e-06
51 1.10e-03 3.13e-05 2.86e-06 3.03e-06
61 8.93e-04 2.12e-05 4.02e-06 3.80e-06
Table 3: Interpolation error of MSN 1D Birkhoff interpolation for various s values on [−1, 1] for the func-
tion f25(x,−0.96). Function information is given at n equally spaced points, while derivative information
are given at n− 1 points in between. Error has been normalized by maximum function value. All of the
computations in this table were performed in single precision.
n s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
21 2.07e-03 6.41e-04 6.34e-04 1.25e-03 8.21e-03 5.86e-02
41 1.36e-03 6.89e-06 1.94e-06 1.33e-06 1.06e-06 9.37e-07
61 8.93e-04 1.30e-06 4.58e-08 7.60e-09 2.47e-09 1.88e-09
81 6.07e-04 3.98e-07 1.86e-09 4.37e-11 8.73e-11 4.54e-11
101 4.31e-04 1.55e-07 1.21e-09 7.21e-11 1.55e-11 3.27e-12
121 3.22e-04 7.13e-08 5.72e-10 2.89e-11 3.25e-12 5.29e-12
141 2.48e-04 3.68e-08 3.12e-10 1.07e-11 7.22e-13 7.30e-13
161 1.97e-04 2.11e-08 1.68e-10 4.17e-12 1.70e-13 1.95e-12
Table 4: Interpolation error of MSN 1D Birkhoff interpolation for various s values on [−1, 1] for the func-
tion f25(x,−0.96). Function information is given at n equally spaced points, while derivative information
are given at n− 1 points in between. Error has been normalized by maximum function value.
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n s = 2 s = 3 s = 4 s = 5
11 1.42e-01 1.03e-01 1.04e-01 1.02e-01
21 5.60e-02 2.41e-02 1.38e-02 8.44e-03
31 2.98e-02 9.55e-03 4.76e-03 2.76e-03
41 1.88e-02 5.48e-03 2.15e-03 9.72e-04
51 1.30e-02 3.52e-03 1.16e-03 4.36e-04
61 1.02e-02 2.42e-03 6.66e-04 5.87e-04
Table 5: Interpolation error of MSN 2D Birkhoff interpolation for various s values for the function f25(x, y)
defined in Eq. (8.1). Function and derivative information is given on n × n tensor grid. Error has been
normalized by the maximum function value. All of the computations in this table were performed in
single precision.
n s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
11 1.42e-01 1.04e-01 1.02e-01 3.53e-01 9.02e-01 1.88e+00
21 5.60e-02 1.38e-02 8.24e-03 5.30e-02 2.40e-01 7.44e-01
31 2.98e-02 4.76e-03 1.72e-03 1.33e-03 7.60e-03 3.75e-02
41 1.88e-02 2.16e-03 4.85e-04 1.69e-04 1.73e-03 1.38e-02
51 1.30e-02 1.15e-03 1.84e-04 4.61e-05 2.23e-05 8.23e-05
61 1.02e-02 6.81e-04 8.19e-05 1.59e-05 5.57e-06 5.59e-05
Table 6: Interpolation error of MSN 2D Birkhoff interpolation for various s values for the function
f25(x, y) defined in Eq. (8.1). Function and derivative information is given on n × n tensor grid. Error
has been normalized by the maximum function value.
n s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
11 1.42e-01 2.64e-01 4.32e-01 1.07e+00 2.89e+00 4.78e+00
21 7.57e-02 4.13e-02 2.03e-02 1.67e-01 1.13e+00 4.41e+00
31 3.11e-02 9.64e-03 1.46e-02 2.69e-02 1.09e-01 3.76e-01
41 3.18e-02 4.12e-03 2.51e-03 6.09e-03 9.58e-03 5.68e-02
51 2.05e-02 1.54e-03 8.55e-04 4.63e-04 1.32e-03 5.02e-03
61 9.86e-03 9.09e-04 1.19e-04 4.48e-04 4.94e-04 4.11e-04
Table 7: Interpolation error of MSN 2D Birkhoff interpolation for various s values for the function
f25(x, y) defined in Eq. (8.1). Function and derivative information is given on n× n tensor grid that has
been intersected with an annulus (inner radius 0.5 and outer radius 1). Error has been normalized by
the maximum function value.
(m,n) s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
(5,32) 9.15e-02 4.20e-02 4.91e-02 1.84e-01 4.39e-01 7.84e-01
(7,48) 1.74e-02 8.52e-03 7.92e-03 1.97e-02 6.31e-02 4.05e-01
(9,64) 7.36e-03 2.50e-03 1.71e-03 4.99e-03 1.55e-02 6.31e-02
(11,80) 8.56e-03 8.26e-04 5.07e-04 7.21e-04 1.94e-03 1.36e-02
(13,96) 5.62e-03 2.85e-04 1.73e-04 1.73e-04 3.70e-04 2.22e-03
(15,112) 2.94e-03 1.15e-04 6.62e-05 3.63e-05 5.70e-05 3.45e-04
Table 8: Interpolation error of MSN 2D Birkhoff interpolation for various s values for the function
f25(x, y) defined in Eq. (8.1). Function and derivative information is given on an (m,n) annular grid:
inner radius 0.5, outer radius 1, m equally spaced points in the radial direction, and n equally spaced
points in the angular direction. Error has been normalized by the maximum function value.
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n s = 2 s = 3 s = 4 s = 5
11 1.20e-01 8.09e-02 6.78e-02 1.19e-01
21 3.70e-02 1.10e-02 6.36e-03 4.88e-03
31 1.88e-02 3.00e-03 1.02e-03 6.21e-04
41 1.14e-02 1.63e-03 4.58e-04 1.59e-04
51 7.89e-03 1.02e-03 2.49e-04 7.35e-05
61 6.04e-03 6.87e-04 1.48e-04 4.12e-05
Table 9: Interpolation error of MSN 2D Birkhoff interpolation for various s values on [−1, 1]2 for the
function f25(x, y). Function information is given at n × n tensor grid, while derivative information are
given at (n−1)× (n−1) tensor grid in between. Error has been normalized by maximum function value.
All of the computations in this table were performed in single precision.
n s = 2 s = 3 s = 4 s = 5
11 1.20e-01 8.09e-02 6.78e-02 1.19e-01
21 3.70e-02 1.10e-02 6.36e-03 4.88e-03
31 1.88e-02 3.00e-03 1.03e-03 6.24e-04
41 1.14e-02 1.64e-03 4.60e-04 1.60e-04
51 7.89e-03 1.02e-03 2.47e-04 6.73e-05
61 6.04e-03 6.88e-04 1.46e-04 3.37e-05
Table 10: Interpolation error of MSN 2D Birkhoff interpolation for various s values on [−1, 1]2 for the
function f25(x, y). Function information is given at n × n tensor grid, while derivative information are
given at (n − 1) × (n − 1) tensor grid in between. Directional derivatives are not parallel to the
coordinate axes and are in the directions
(
1√
2
, 1√
2
)
and
(
1√
2
,− 1√
2
)
. Error has been normalized by
maximum function value. All of the computations in this table were performed in single precision.
n s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
11 1.20e-01 6.78e-02 3.45e-01 1.63e+00 4.58e+00 1.37e+01
21 3.70e-02 6.36e-03 1.53e-02 7.04e-02 2.11e-01 1.06e+00
31 1.88e-02 1.03e-03 7.85e-04 2.11e-03 2.82e-02 2.71e-01
41 1.14e-02 4.60e-04 6.05e-05 8.40e-05 3.29e-03 4.06e-02
51 7.89e-03 2.49e-04 2.30e-05 7.96e-06 2.35e-04 2.92e-03
61 6.04e-03 1.47e-04 1.12e-05 1.68e-06 1.39e-05 6.29e-05
Table 11: Interpolation error of MSN 2D Birkhoff interpolation for various s values on [−1, 1]2 for the
function f25(x, y). Function information is given at n × n tensor grid, while derivative information are
given at (n−1)× (n−1) tensor grid in between. Error has been normalized by maximum function value.
n s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
11 1.20e-01 6.78e-02 3.45e-01 1.63e+00 4.58e+00 1.37e+01
21 3.70e-02 6.36e-03 1.53e-02 7.04e-02 2.11e-01 1.06e+00
31 1.88e-02 1.03e-03 7.85e-04 2.11e-03 2.82e-02 2.71e-01
41 1.14e-02 4.60e-04 6.05e-05 8.40e-05 3.29e-03 4.06e-02
51 7.89e-03 2.49e-04 2.30e-05 7.96e-06 2.35e-04 2.92e-03
61 6.04e-03 1.47e-04 1.12e-05 1.68e-06 1.39e-05 6.30e-05
Table 12: Interpolation error of MSN 2D Birkhoff interpolation for various s values on [−1, 1]2 for the
function f25(x, y). Function information is given at n × n tensor grid, while derivative information are
given at (n − 1) × (n − 1) tensor grid in between. Directional derivatives are not parallel to the
coordinate axes and are in the directions
(
1√
2
, 1√
2
)
and
(
1√
2
,− 1√
2
)
. Error has been normalized by
maximum function value.
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d s = 2 s = 3 s = 4 s = 5
11 2.99e-01 2.94e-01 3.53e-01 4.05e-01
21 1.16e-01 7.37e-02 6.41e-02 6.13e-02
31 3.63e-02 1.38e-02 9.05e-03 7.65e-03
41 1.62e-02 3.83e-03 1.79e-03 1.27e-03
51 7.85e-03 1.24e-03 4.14e-04 2.59e-04
Table 13: Interpolation error of MSN 2D Birkhoff interpolation for various s values on S2 for the function
g(x, y, z) defined in Eq. (8.2). Function and derivative information are given on a scattered grid with
minimum separation approximately pi/d. Error has been normalized by the maximum function value.
All of the computations in this table were performed in single precision.
d s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
11 2.99e-01 3.53e-01 4.36e-01 4.71e-01 4.90e-01 5.03e-01
21 1.16e-01 6.41e-02 6.04e-02 6.07e-02 6.14e-02 6.19e-02
31 3.63e-02 9.05e-03 7.20e-03 7.68e-03 8.35e-03 9.23e-03
41 1.62e-02 1.79e-03 1.06e-03 9.16e-04 8.90e-04 8.68e-04
51 7.85e-03 4.12e-04 1.89e-04 1.64e-04 1.59e-04 1.59e-04
Table 14: Interpolation error of MSN 2D Birkhoff interpolation for various s values on S2 for the function
g(x, y, z) defined in Eq. (8.2). Function and derivative information are given on a scattered grid with
minimum separation approximately pi/d. Error has been normalized by the maximum function value.
d s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
15 6.80e-01 9.08e-01 1.20e+00 1.54e+00 1.78e+00 1.89e+00
39 2.35e-01 2.52e-01 2.18e-01 1.60e-01 2.04e-01 3.65e-01
63 9.12e-02 4.83e-02 4.21e-02 3.83e-02 3.50e-02 2.80e-02
87 1.92e-02 7.11e-03 6.49e-03 5.89e-03 4.75e-03 3.57e-03
111 1.71e-02 1.89e-03 1.38e-03 1.03e-03 6.48e-04 5.94e-04
Table 15: Interpolation error of MSN 2D Birkhoff interpolation for various s values on S2 for the function
g(x, y, z) defined in Eq. (8.2). Function and derivative information are given on a scattered grid with
minimum separation approximately pi/d with the restriction that the polar angle θ ∈ [0, pi3 ]∪[ 2pi3 , pi]. Error
has been normalized by the maximum function value.
n s = 2 s = 3 s = 4 s = 5
11 6.23e-02 3.15e-02 2.55e-02 2.03e-02
21 2.20e-02 6.85e-03 2.79e-03 1.36e-03
31 1.12e-02 2.78e-03 8.05e-04 2.96e-04
41 7.52e-03 1.50e-03 3.35e-04 1.43e-04
51 5.52e-03 9.08e-04 1.70e-04 8.42e-05
61 4.24e-03 5.95e-04 6.60e-04 8.80e-04
Table 16: Interpolation error of MSN 2D Birkhoff interpolation for various s values for the function
f9(x, y) defined in Eq. (8.1). Function and derivative information is given on n×n tensor grid. Error has
been normalized by the maximum function value. All of the computations in this table were performed
in single precision.
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n s = 2 s = 4 s = 6 s = 8 s = 10 s = 12
11 6.23e-02 2.55e-02 2.66e-02 8.11e-02 1.72e-01 3.00e-01
21 2.20e-02 2.79e-03 7.54e-04 1.48e-03 6.72e-03 2.05e-02
31 1.12e-02 8.06e-04 1.19e-04 3.49e-05 2.97e-05 1.81e-04
41 7.51e-03 3.30e-04 2.91e-05 5.55e-06 1.73e-06 5.67e-06
51 5.52e-03 1.63e-04 9.66e-06 1.37e-06 2.83e-07 9.92e-08
61 4.24e-03 9.00e-05 3.89e-06 4.34e-07 6.54e-08 1.75e-08
Table 17: Interpolation error of MSN 2D Birkhoff interpolation for various s values for the function
f9(x, y) defined in Eq. (8.1). Function and derivative information is given on n × n tensor grid. Error
has been normalized by the maximum function value.
9 Conclusions
We proved a general Birkhoff interpolation result: with minimal restrictions it is possible to interpolate
function and derivative information with diffusion polynomials of degree N∗ ∼ η−1, where η is the mini-
mum separation distance between points. This extends previous work related to function interpolation [5]
and is needed for numerical approximations arising in the solution of partial differential equations [6].
One and two dimensional numerical examples were presented to demonstrate the abilities of this method
with indifference to interpolation location.
References
[1] Giampietro Allasia and Cesare Bracco. Multivariate Hermite–Birkhoff interpolation by a class of
cardinal basis functions. Applied Mathematics and Computation, 218(18):9248 – 9260, 2012.
[2] J. Bergh and J. Lo¨fstro¨m. Interpolation spaces: an introduction, volume 223. Springer Berlin, 1976.
[3] George David Birkhoff. General mean value and remainder theorems with applications to mechanical
differentiation and quadrature. Transactions of the American Mathematical Society, 7(1):107–136,
1906.
[4] Junjie Chai, Na Lei, Ying Li, and Peng Xia. The proper interpolation space for multivariate Birkhoff
interpolation. Journal of Computational and Applied Mathematics, 235(10):3207 – 3214, 2011.
[5] S. Chandrasekaran, K. R. Jayaraman, and H. N. Mhaskar. Minimum Sobolev norm interpolation
with trigonometric polynomials on the torus. Journal of Computational Physics, 249:96–112, 2013.
[6] S Chandrasekaran and H. N. Mhaskar. A minimum Sobolev norm technique for the numerical
discretization of PDEs. Journal of Computational Physics, 299:649–666, 2015.
[7] Kai Cui and Na Lei. Stable monomial basis for multivariate Birkhoff interpolation problems. Journal
of Computational and Applied Mathematics, 277:162 – 170, 2015.
[8] E Brian Davies. Lp spectral theory of higher-order elliptic differential operators. Bulletin of the
London Mathematical Society, 29(05):513–546, 1997.
[9] F. Filbir and H. N. Mhaskar. A quadrature formula for diffusion polynomials corresponding to a
generalized heat kernel. Journal of Fourier Analysis and Applications, 16(5):629–657, 2010.
[10] F. Filbir and H. N. Mhaskar. Marcinkiewicz–Zygmund measures on manifolds. Journal of Complexity,
27(6):568–596, 2011.
24
[11] A Grigorlyan. Heat kernels on metric measure spaces with regular volume growth. Handbook of
Geometric Analysis, 2, 2010.
[12] A. Grigoryan. Estimates of heat kernels on Riemannian manifolds. London Math. Soc. Lecture Note
Ser, 273:140–225, 1999.
[13] Alexander Grigoryan. Heat kernels on weighted manifolds and applications. Cont. Math, 398:93–191,
2006.
[14] Patricia Hough and Stephen A. Vavasis. Complete orthogonal decomposition for weighted least
squares. SIAM J. Matrix Anal. Appl, 18:369–392, 1995.
[15] Y. A Kordyukov. Lp–theory of elliptic differential operators on manifolds of bounded geometry. Acta
Applicandae Mathematica, 23(3):223–260, 1991.
[16] Na Lei, Junjie Chai, Peng Xia, and Ying Li. A fast algorithm for the multivariate Birkhoff interpo-
lation problem. Journal of Computational and Applied Mathematics, 236(6):1656 – 1666, 2011.
[17] G. G. Lorentz, K. Jetter, and S. D. Riemenschneider. Birkhoff Interpolation. Addison–Wesley,
Reading, Massachusetts, 1983.
[18] Rudolph A Lorentz. Multivariate Birkhoff Interpolation. Springer, 1992.
[19] Rudolph A Lorentz. Multivariate hermite interpolation by algebraic polynomials: A survey. Journal
of Computational and Applied Mathematics, 122, 2000.
[20] M. Maggioni and H. N. Mhaskar. Diffusion polynomial frames on metric measure spaces. Applied
and Computational Harmonic Analysis, 24(3):329–353, 2008.
[21] H. N. Mhaskar. A unified framework for harmonic analysis of functions on directed graphs and
changing data. Applied and Computational Harmonic Analysis, published online June 28, 2016.
[22] H. N. Mhaskar. On bounded interpolatory and quasi-interpolatory polynomial operators. Frontiers
in Interpolation and Approximation, page 345, 2006.
[23] H. N. Mhaskar. Eignets for function approximation on manifolds. Applied and Computational
Harmonic Analysis, 29(1):63–87, 2010.
[24] H. N. Mhaskar, F. J. Narcowich, N. Sivakumar, and J. D. Ward. Approximation with interpolatory
constraints. Proceedings of the American Mathematical Society, 130(5):1355–1364, 2002.
[25] IP Natanson. Constructive function theory, vol. 3, ungar (new york, 1965). Google Scholar, 1982.
[26] J. Szabados and P. Ve´rtesi. Interpolation of Functions. World Scientific, 1990.
[27] Xiaoying Wang, Shugong Zhang, and Tian Dong. Newton basis for multivariate Birkhoff interpola-
tion. Journal of Computational and Applied Mathematics, 228(1):466 – 479, 2009.
[28] A. Zygmund. Trigonometric series, volume 1. Cambridge university press, 2002.
25
