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Abstract
Policy evaluation is central to economic data analysis, but economists mostly work with
observational data in view of limited opportunities to carry out controlled experiments. In
the potential outcome framework, the panel data approach (Hsiao, Ching and Wan, 2012)
constructs the counterfactual by exploiting the correlation between cross-sectional units in
panel data. The choice of cross-sectional control units, a key step in their implementation,
is nevertheless unresolved in data-rich environment when many possible controls are at the
researcher’s disposal. We propose the forward selection method to choose control units,
and establish validity of post-selection inference. Our asymptotic framework allows the
number of possible controls to grow much faster than the time dimension. The easy-to-
implement algorithms and their theoretical guarantee extend the panel data approach to
big data settings. Monte Carlo simulations are conducted to demonstrate the finite sample
performance of the proposed method. Two empirical examples illustrate the usefulness of
our procedure when many controls are available in real-world applications.
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1 Introduction
A controlled experiment compares outcomes of a treatment group with those from a control
group. It is the golden standard for scientific research. While the randomized controlled trials
are useful in understanding economic mechanisms (Duflo, Glennerster, and Kremer, 2007;
Banerjee and Duflo, 2009), for large-scale questions economists mostly have access only to
observational datasets. For example, we rarely enjoy the luxury to implement a controlled
experiment in economic research at a national level—such an exercise can be prohibitively
expensive or ethically unacceptable. Instead, a counterfactual, the potential outcome that
never happens in the real world, is constructed from observational data for policy evaluation.
In view of the lack of genuine control groups in many important economic empirical ques-
tions, Hsiao, Ching, and Wan (2012) (HCW, henceforth) propose the panel data approach
(PDA) to exploit the correlation between cross-sectional units in estimating the counterfac-
tual. PDA is simply a linear regression on the cross-sectional units in the pre-event data, and
then these estimated coefficients are used to extrapolate the counterfactual of no policy inter-
vention in the post-event period. Its convenience attracts many applications and extensions,
for example Bai, Li, and Ouyang (2014); Ouyang and Peng (2015); Ke, Chen, Hong, and Hsiao
(2017), to name a few. Compared with the popular difference-in-difference, the combination
of control units allows time-varying treatment effect. Alternatively, Abadie and Gardeazabal
(2003) and Abadie, Diamond, and Hainmueller (2010) advocate the synthetic control method
(SCM). Hsiao and Zhou (2019) and Gardeazabal and Vega-Bayo (2017) compare PDA and
SCM in simulations and empirical applications.
Choice of the control units directly affects PDA’s estimation and inference results, and
thus a systematic variable selection scheme is of vital importance. HCW experiment with the
Akaike information criterion (AIC) and the corrected AIC (AICC), and Du and Zhang (2015)
recommend the latter for consistent variable selection. These conventional variable selection
methods compute an information criterion for each candidate model, and pick the “best sub-
set”. However, in PDA the total number of candidate models is 2N , where N is the number
of available potential control units. In spite of the state-of-the-art computing technology, ex-
haustive search quickly becomes prohibitive for a moderate N . The exhaustive enumeration
is inapplicable in the era of big data when the rich-data environment offers information at an
unprecedented scale. Furthermore, besides the computational difficulty, a large cross-sectional
dimension also challenges PDA’s theoretical justification. As PDA is often applied to aggre-
gate data with low-frequency temporal observations at the time dimension, HCW’s “fixed N ,
large T ” asymptotic framework is unlikely to deliver satisfactory approximation in empirical
studies where N is comparable to T , or even exceeds N . To overcome the high dimensionality
in practice, Li and Bell (2017) suggest using Lasso but provide no theoretical foundation, and
Carvalho, Masini, and Medeiros (2018) develop the Lasso theory under the general framework
of Artificial Counterfactual (ArCo).
Within the PDA framework, this paper studies the estimation and inference of the average
treatment effect (ATE) when a large number of candidate cross-sectional control units are
present. We contribute to PDA by formally tackling the control unit selection problem in
the N > T context, which is often encountered in real-world applications. In particular, we
propose the forward selection method to pick the control units one by one until the iteration
is stopped by an information criterion. Forward selection is computationally much more
efficient than exhaustive search. For hypothesis testing decisions about the ATE, we suggest
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calculating the conventional t-statistic conditioning on the selected units and then comparing
it with the critical value based on the standard normal distribution. This algorithm is very
easy to implement and accessible to applied researchers.
Most statistical research on high-dimensional problems is under the environment of in-
dependently and identically distributed (i.i.d.) data, which is too restrictive for economic
investigation involving temporal observations. Accommodating heterogeneous weakly depen-
dent time series, we establish the statistical theory in the asymptotic framework allowing
N/T → ∞ as N,T → ∞. Forward selection achieves dimension reduction by singling out R
control units out of the total N candidates, providing R → ∞ and R/T → 0. We show that
forward selection is able to attain “nearly-optimal” model fitting relative to the best subset.
For the testing of ATE, our theory validates the seemingly naive practice of standard normal
inference as if the randomness in the selection step can be ignored. To assess the accuracy of
the asymptotic approximation, extensive Monte Carlo simulations are conducted to check the
finite sample behavior of the ATE estimator and the t-statistic.
Forward selection has been studied in ultrahigh-dimensional regressions by Wang (2009)
and Zhong, Duan, and Zhu (2017) as a device for model determination. Kozbur (2017), Kozbur
(2018) and Hansen, Kozbur, and Misra (2018) investigate the test-based stopping criterion
and post-selection inference. Our paper differs from these studies in that we assume neither
the “β-min condition” nor sparsity for the underlying true coefficients, because our focus
lies in the properties of the post-selection ATE, which is an easier statistical object than slope
coefficients estimation from training data. The greedy nature of the algorithm is closely related
to the component-wise boosting (Bühlmann, 2006; Luo and Spindler, 2016a) that is familiar
to econometricians (Bai and Ng, 2009; Shi, 2016; Luo and Spindler, 2016b; Fonseca, Medeiros,
Vasconcelos, and Veiga, 2018). Alternatively, Carvalho, Masini, and Medeiros (2018)’s ArCo
imposes the restricted eigenvalue condition (their Assumption 2), which is crucial for the
asymptotic validity of Lasso-type methods in sparse models.
PDA is motivated from a factor model, as to be discussed in Section 2.1. In general, the
linear regression induced by the factor model is dense in regression coefficients. A noticeable
difference of this paper from the statistical literature of sparse estimation is that we do not
impose sparsity in the regression coefficients in the data generating process (DGP). As a
consequence, we carry out variable selection in search for a sparse model to approximate the
possibly dense model, and the criterion for model evaluation is not about recovery of the true
active variables but the goodness of fit.
This theoretical extension makes it possible to apply PDA to investigate the impact of the
China’s anti-corruption campaign on the luxury watch import. Anecdotal evidence indicates
that luxury watches were popular in China either for bribery or conspicuous consumption. The
raw data witness a slump of luxury watch importation since China’s sweeping anti-corruption
campaign launched in the end of 2012. Using the comprehensive United Nations dataset
with 88 categories of imported commodities, we assess the effectiveness of the anti-corruption
campaign to the watch import.
Plan. The rest of the paper is organized as follows. Section 2 introduces PDA, describes
our new algorithm for variable selection and ATE inference, and presents asymptotic analysis of
this procedure. Section 3 reports the simulation results, and Section 4 carries out two real data
empirical applications for comparison and demonstration. All proofs and extra simulations
are relegated to the appendix.
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Notation. We use standard econometric notations. For a real number, d·e is the ceil-
ing function and b·c is the floor function. For a square matrix, (·)− is the Moore-Penrose
generalized inverse, and φmin (·) and φmax (·) are the minimal eigenvalue and maximum eigen-
value, respectively. For a discrete set U , we denote |U | as its cardinality. For a panel data
of N + 1 cross sectional units, their index set is denoted as N0 := {0, 1, . . . , N}, in which
j = 0 indexes the sole treated unit whereas N := {1, . . . , N} is the index set of the N control
units. In the potential outcome framework, let y1jt and y
0
jt be the outcome of the unit j at
time t with and without a policy intervention, respectively. We cannot witness y1jt and y
0
jt
simultaneously; instead we observe yjt = y0jt(1 − djt) + y1jtdjt, where djt is a dummy vari-
able equal to 1 if the j-th unit is under intervention at time t and 0 otherwise. The time
dimension t ∈ T = {1, . . . , T} consists of a pre-treatment period T1 = {1, . . . , T1} and a
post-treatment period T2 = {T1 + 1, . . . , T}, with length T1 = |T1| and T2 = |T2|. As we
work with heterogeneous time series, we define E¯ [xt] = 1T1
∑T1
t=1E [xt] as the average of the
population means in the pre-treatment period, in which E [xt] may vary across t. Similarly,
define E¯(2) [·] = 1T2
∑
t∈T2 E [·] as the average of population means of the post-treatment period
data. For simplicity of presentation, we assume E¯
[
y0jt
]
= 0 for all j ∈ N0 and the linear re-
gressions in Section 2 does not include an intercept. While incorporating the intercept incurs
extra notation, this single additional constant regressor does not affect the asymptotic theory
(Bühlmann and van de Geer, 2011, p.104). In real applications we can always accommodate
E¯
[
y0jt
]
6= 0 by adding the intercept in the regressions in Algorithm 1 below, and this is what
we do in Section 4. In asymptotic theory, a universal constant is a strictly positive real number
independent of sample sizes.
2 Panel Data Approach: Algorithms and Theory
2.1 Model and Procedure
PDA is motivated from a factor model. For the completeness of the paper, we briefly sum-
marize HCW’s proposal. Consider a standard pure factor model in which all cross-sectional
units share at most K common factors:
y0jt = λ
′
jft + ηjt,
where ft is a mean zero K × 1 vector of latent factors, λj is a K × 1 factor loading, and
ηjt is a mean zero idiosyncratic component. Stacking y0t
(N+1)×1
= (y00t, ..., y
0
Nt)
′, we write the
(N + 1)-equation system as
y0t = Λft + ηt, (1)
where Λ
(N+1)×K
= (λ0, λ1, ..., λN )
′ is the factor loading matrix and ηt
(N+1)×1
= (η0t, . . . , ηNt)
′ is
the collection of zero mean idiosyncratic errors.
HCW assume only one unit is exposed to a policy intervention, so the intervention does
not affect the outcomes of all other units j ∈ N . The treatment effect is
∆t = y
1
0t − y00t, t ∈ T2 (2)
4
As we only observe y10t after the intervention, to evaluate the treatment effect we have to
estimate the counterfactual y00t for t ∈ T2 from the observed data. Li and Bell (2017) show
that, based on the factor model, there exists an N × 1 vector β such that we can rewrite (1)
as
y00t = Y
′
N tβ + εt, for t ∈ T1, (3)
where YN t
N×1
= (y1t, ..., yNt)
′.
The linear factor model (1) generates the regression equation (3), which is PDA’s workhorse
for estimation and inference. In this sense, the factor model in HCW merely serves as a moti-
vation but is irrelevant for PDA’s implementation. In view of (2) and (3), it is straightforward
to construct the counterfactual. With the pre-treatment sub-sample T1, HCW estimate β̂ by
OLS or GLS. Then they predict the counterfactual as ŷ00t = Y ′lN tβ̂ for t ∈ T2 and thereby the
treatment effect ∆̂t = y10t − ŷ00t.
To conduct statistical inference, HCW are interested in the null hypothesis
H0 : E¯(2) [∆t] = 0,
that is, the ATE is zero. If we reject the test at a certain significance level, the data provide
supportive evidence that the intervention, on average, shifts the mean of the treated unit.
2.2 Algorithm of Variable Selection and Inference
The estimate of PDA depends on the choice of the control units. When the number of potential
controls is large, the information criterion approach encounters computational difficulty in
exhaustive search. To solve this problem, we propose an iterative selection method. Let
yj
T1×1
= (yj1, . . . , yjT1)
′ be the j-th time series, and let YU
T1×|U |
= (yj)j∈U stack the T1 temporal
observations of a |U |-dimensional multivariate random vector, where U is a generic subset
of N . In the first iteration, we regress y0 on each yj , j ∈ N , and choose the one that
minimizes the sum of squared residuals. We denote the index of the minimizer as ĵ1 and
let Û1 = {ĵ1} be a single-element set. In the r-th iteration, where r = 2, .., R, we run the
least square regression of y0 against YÛr−1 together with one more yj , j ∈ N\Ûr−1, choose
the one—denoted as ĵ—that minimizes the sum of squared residuals, and incorporate it into
the selection set Ûr = Ûr−1 ∪ {ĵ}. The total number of iterations, R, is a tuning parameter
specified by the user.
The algorithm is described formally as follows. Let PU = YU (Y ′UYU )
− Y ′U be the projection
matrix for the linear space spanned by YU , and P⊥U = IT1 − PU .
Algorithm 1 (Forward selection).
Step1 Set the initial iteration index as r = 0 and the selection set as U0 = ∅.
Step2: 2.1 Update the iteration index r ← r + 1.
2.2 Get ĵr where ĵr = arg min
j∈N\Ûr−1
y′0P⊥Ûr−1∪{j}y0.
2.3 Update the selected set Ûr = Ûr−1 ∪ {ĵr}.
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Step3 Repeat Step 2.1-2.3 until r > R.
Remark 1. This is a greedy algorithm that takes the most aggressive direction in each step
to reduce the sum of squared residuals conditional on the variables that are already included.
Moreover, once a variable is selected, there is no mechanism to drop it. Greedy algorithms are
common in modern machine learning. For example, Breiman (2001) grows regression trees by
splitting a single variable each time at the deepest descent, and Bühlmann (2006)’s compo-
nentwise boosting also seeks the most greedy variable without adjusting other coefficients.
After selecting ÛR, we run OLS of y0 on YÛR to obtain the coefficient β̂ÛR and the prediction
ŷ0
0t,ÛR
= Y ′
ÛR,t
β̂
ÛR
for t ∈ T2. The treatment effect is estimated as
∆̂
t,ÛR
= y10t − ŷ00t,ÛR , t ∈ T2.
Let
ρ̂2τ,U =
1
T2
∑
t,s∈T2
̂tU ̂sU · 1 {|t− s| ≤ τ}
as an estimate of the long-run variance, where the tuning parameters τ is the number of lags
included in the estimation, and ε̂tU = yt0 − YtU β̂U , t ∈ T2, is the least-squares regression
residual of y0 on YU . We use the t-statistic
Z
T2,ÛR
= ρ̂−1
τ,ÛR
· 1√
T 2
∑
t∈T2
∆̂
t,ÛR
. (4)
We will show that under mild assumptions Z
T2,ÛR
converges, under the null hypothesis H0,
in distribution to the standard normal. Therefore, we would reject the null at size (1− α) if
|ZT | > Φ−1
(
1− α2
)
, where Φ(·) is the cumulative distribution function of the standard normal
distribution.
There are two tuning parameters in the procedure, R for the total number of variables and
τ for long-run variance estimation. We suggest using Wang, Li, and Leng (2009)’s modified
BIC criterion to choose R, while the choice of τ has been well studied in the econometrics
literature (Newey and West, 1987; Andrews, 1991).
Before we conclude this section, we emphasize that we do not attempt to directly estimate
the factor model due to the following reasons. (i) In the PDA framework the factor model is an
abstraction independent of the algorithm based on linear regression, and this is also followed
by Li and Bell (2017) and Carvalho, Masini, and Medeiros (2018). (ii) To conduct inference
in the factor model, we will need to estimate the (N + 1)× (N + 1) covariance matrix, which
involves (N + 2) (N + 1) /2 entries so other sparse matrix estimation techniques have to be
implemented for dimension reduction.
2.3 Asymptotic Analysis
In this section, we analyze the asymptotic guarantee of the proposed algorithms in Section
2.2. In the pre-treatment period, we take T1 → ∞, and the cross-sectional dimension N is
understood as a deterministic function of T1 with N → ∞, lim supT1→∞N/T1 ∈ [0,∞] but
lim supT1→∞ (logN) /T1 = 0. In other words, asymptotically N is allowed to grow at a faster
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speed than T1 to accommodate high-dimensional settings, but logN must be dominated by
T1.
Next, we impose two high-level assumptions. The first one regularizes the eigenvalues of
the Gram matrix. Let ηr = min|U |≤r φmin
(
E¯ [YUtY
′
Ut]
)
for some r ∈ N.
Assumption 1. For any small universal constant δ1 > 0, there exists a sequence (R = RT1)
such that 1R +
R
(T1/ logN)
1/3 → 0, and lim infT1→∞ η(1+δ1)R ≥ c for some universal constant
c > 0.
In the literature of large-dimensional factor models, it is common to assume η(N+1) bounded
away from 0, for example Bai (2003, p.141). Such a minimal eigenvalue condition on the
(N + 1) × (N + 1) population Gram matrix is relaxed here to any u × u sub-Gram-matrix
with u = |U | ≤ (1 + δ1)R. It echoes the restricted eigenvalue condition or the compatibility
condition that are routinely imposed in most of the high-dimensional regression papers (Bickel,
Ritov, and Tsybakov, 2009; Bühlmann and van de Geer, 2011, Section 6.13). More precisely,
our version is the sparse Riesz condition as in Zhang and Huang (2008) and Chen and Chen
(2008); while these papers set δ1 = 1, we relax it to any fixed δ1 > 0. As R diverges to
infinity at a rate slower than (T1/ logN)1/3, the sample version of the u × u Gram matrix
1
T1
∑
t∈T1 Y
′
UYU involving the cross product of the T1 × u matrix YU is likely to be of full
rank when u  T1, with the help of the second assumption below about the population
second-moment as well as their sample counterpart.
Assumption 2. For the pre-treatment period t ∈ T1,
(a) maxi,j∈N0
∣∣∣ 1T1 ∑T1t=1 yityjt − E¯ [yityjt]∣∣∣ = Op (√ logNT1 ) .
(b) maxj∈N0 E¯
[
y2jt
]
≤ C for a universal constant C.
Assumption 2(a) postulates a uniform convergence rate of the second moments, and (b)
is a common assumption of finite population second moments. With independent observa-
tions, Belloni, Chen, Chernozhukov, and Hansen (2012) use the self-normalized Cramér-type
moderate-deviation theory (Jing, Shao, and Wang, 2003) to establish the uniform probability
bound. In time series context, similar conditions are used in Medeiros and Mendes (2016),
Kock and Callot (2015), and Koo, Anderson, Seo, and Yao (2019) under various assumptions
of the tail bounds and the serial dependence.
Given the above assumptions, we state the first theoretical result about the uniform estima-
tion error of the variance. Let σ2U be the variance of the projection residual in the population
model using YUt as regressors,1 and σ̂2U be the sample variance of (ε̂Ut)t∈T1 .
Lemma 1. Under Assumptions 1 and 2, we have
sup
|U |≤(1+δ1)R
∣∣σ̂2U − σ2U ∣∣ = Op(√T−11 R logN) .
1In the population model, let PUy0 be the projection of y0 onto the closed linear span of YU , and denote
εU = P⊥U y0 = y0 −PUy0 as the projection residual. Then σ2U = E¯
[
ε2Ut
]
is the projection residual’s population
average second moment.
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Remark 2. Lemma 1 indicates that uniformly on any set U with fewer or equal to (1 + δ1)R
elements, if R diverges slowly such that 1R +
R
(T1/ logN)
1/3 → 0, then the difference between the
sample variance of residuals σ̂2U and its population counterpart σ̂U is negligible in probability.
Now we define our objective for variable selection. Let U∗ = arg min|U |≤u σ2U be the best
subset of u elements, and let σ∗2u = σ2U∗ be the corresponding noise level under this best
subset. If U∗ is not unique, we simply refer to any of them as the best subset and our analysis
is not affected no matter U∗ is unique or not. It is computationally expensive to locate the best
subset U∗. Were the population quantity σ2U known for each U , we would have to exhaustively
compare the noise level for
(
N
u
)
models, which is of exponential order of N .
Instead of searching for U∗, we seek to identify a subset ÛR on which σ2ÛR approximates
the optimal variance σ∗2u . Theorem 1 below states that the greedy Algorithm 1 selects a set ÛR
with a regression variance asymptotically as small as the desired u-element set if R dominates u
as T1 →∞. The greedy algorithm only searches among
∑R
r=1 (N − r + 1) = NR− 12R (R− 1)
models, which is of linear order of N . The latter is often computationally much more efficient
than the exhaustive search.
Theorem 1. Suppose Assumptions 1 and 2 hold. For any sequence u such that u/R→ 0, we
have
Pr
(
σ̂2
ÛR
≤ σ∗2u + δ2
)
→ 1
for any small universal constant δ2 > 0.
Theorem 1 is a nearly optimal result. It implies with high probability that the computa-
tionally feasible sample variance σ̂2
ÛR
is asymptotically no worse, up to an arbitrarily small
tolerance δ2, than the computationally heavy but theoretically optimal σ∗2u , the lower bound
of the variance associated with the best subset. Such approximation can be achieved by incor-
porating R units. Though R is of bigger order than u in the asymptotic sense, if we specify
R = du log logNe, then obviously the number of OLS regressions according to our Algorithm
1 is fewer than Nu log logN , and Nu log logN  (Nu) for a non-trivial u and large N .
Remark 3. If the best subset U∗ is sparse, for example in a sparse linear regression with only
a few non-zero coefficients satisfying the β-min condition, Theorem 1 may not be surprising
as these non-zero coefficients will all be selected easily. The novelty of this result lies in that
it imposes no sparsity assumption on the DGP model’s regression coefficients.
Example 1. Consider a regression equation y0t =
∑N
j=1 βjyjt + t where the regressor yjt ∼
iid N (0, 1), the coefficient βj = cj/
√
n for some non-zero finite constant cj ∈ (0,∞), and t is
independent of the regressors. Since βj  n−1/2 6= 0 for all j here, this is an extremely dense
regression. When N/T1 →∞, it is impossible to accurately estimate all the coefficients. Nev-
ertheless, in this setting Assumptions 1 and 2 are satisfied if (logN) /T1 → 0. Thus according
to Theorem 1, our Algorithm 1 picks an R-regressor model that dominates the optimal set U∗
in terms of the associated population variance as long as R/u→∞, R/ (T1/ log)1/3 → 0 even
if u→ 0.
Remark 4. The key technical innovation is Lemma A.1 in the Appendix, an inequality con-
cerning the increment of the greedy algorithm. The result relies on Assumption 1, which is a
natural implication of standard factor models in a high-dimensional setting (Bai, 2003).
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After variable selection via forward selection, we use Y
ÛRt
to predict the counterfactual y00t
after the policy intervention. We obtain the time-varying treatment effect ∆̂
t,ÛR
Let F t1,t2N
be the smallest σ-field generated by the Borel sets of the collection {(f ′t , η′t)′
K+N+1
: t1 ≤ t ≤ t2},
and let we define an α-coefficient
α (m) = sup
T1,T,N∈N, T1+1≤t≤T−m
{
|P (AB)− P (A)P (B)| : A ∈ FT1+1,t2N , B ∈ F t+m,t2N
}
. (5)
The following are additional assumptions for valid post-selection inference.
Assumption 3. (a) There exist two universal constants a1 and a2 such that α (m) ≤ a1 exp (−a2m)
for all m.
(b) maxj∈N0
∣∣∣ 1T2 ∑t∈T2 y0it∣∣∣ = Op (√ logNT2 ).
(c) maxi,j∈N0
∣∣∣ 1T2 ∑t∈T2 y0ity0jt − E¯(2) [y0ity0jt]∣∣∣ = Op (√ logNT2 ) .
(d) maxt∈T2,i∈N0 E
[(
y0jt
)4] ≤ C <∞.
(e) lim infR→∞minU :|u|≤R
∑∞
τ=−∞ E¯(2)
[
UtU(t+τ)
] ≥ c.
(f) lim supR→∞maxU :|u|≤R
∑∞
τ=−∞
∣∣E¯(2) [UtU(t+τ)]∣∣ ≤ C.
Assumption 3(a) restricts the dependence of the heterogeneous time series, similar to Car-
valho, Masini, and Medeiros (2018)’s Assumption 3. In particular, the α-coefficient in (5) is
the upper bound over all index T1, T and N , so the time series is geometrically strong mixing
for all sample sizes. We use it for an extra technical purpose: It allows us to invoke the Berry-
Essen bound for heterogeneous time series (Bentkus, Götze, and Tikhomoirov, 1997). Under
the null hypothesis, (b) is about the convergence rate of the sample mean to the population
mean 0, although y00t is unobservable. In the post-treatment period, Assumption 3 (c) is anal-
ogous to Assumption 2(b) in the pre-treatment period, and (d) is commonly imposed in high
dimensional factor models (Bai, 2003). The last two items in Assumption 3 are concerning
the long-run variance, where (e) bounds the long-run variance from degeneracy and (f) guar-
antees the absolute summability of the autocorrelations. (d), (e) and (f) make sure that the
self-normalized test statistic behaves well, so that the Berry-Essen bound can be applied to
establish the asymptotic normality of the test statistic.
Similar to N , again we view T2 as a deterministic non-decreasing function of T1. In the
statement of the following Theorem 2 we only explicitly send T1 → ∞, while (N,T2, R) are
understood to diverge to infinity as well. The relative rates of the sample sizes (T1, T2, N)
and the tuning parameter R in Theorem 2 is more restrictive than that in Theorem 1. This is
because the post-selection inference has to tolerate the estimation error from the pre-treatment
period as well as to regularize the asymptotic distribution uniformly for the selected set ÛR.
Theorem 2. Suppose Assumptions 1, 2, and 3 hold. If T−11 R
4 log2N log4 T2+(logN) /T2 → 0
as T1 →∞, then under the null hypothesis H0 the t-statistic
Z
T,ÛR
d→ N (0, 1)
9
if we choose τ →∞ and τ = o (T2).
Remark 5. If a single dataset is used for model selection and parameter estimation, post-
selection inference on the model coefficients is in general a very difficult statistical problem
that often leads to non-standard asymptotic distribution (Leeb and Pötscher, 2005, 2006), and
this is the direction of intensive recent research (Berk, Brown, Buja, Zhang, and Zhao, 2013;
Belloni, Chernozhukov, and Kato, 2014; Belloni, Chernozhukov, Fernández-Val, and Hansen,
2017; Hansen, Kozbur, and Misra, 2018). However, in conditional (on the selected model
from a training sample) predictive inference, post-selection asymptotic normality is achievable
(Leeb, 2009) and the inference can be carried out following standard asymptotically normal
procedure. In our context, the estimated ATE is the average of the predicted outcomes over
the post-event period T2. The pre-treatment sample, in which the model is selected, and the
post-event sample, in which the counterfactual is predicted, are asymptotic independent under
the α-mixing condition Assumption 3(a).
Theorem 2 is a uniform result over the selected set ÛR. In other words, the asymptotic nor-
mality holds for any ÛR, which is a random set determined by the pre-treatment data. Consider
an alternative non-random way of choosing a sequence of sets. Given an arbitrary ordering of
the control units, we may naively choose the first R terms UnaiveR = {1, . . . , R} for R satisfying
the order in Theorem 2. By the Berry-Esseen bound for strong mixing time series (Bentkus,
Götze, and Tikhomoirov, 1997; Sunklodas, 2000), we would also have ZT,UnaiveR
d→ N (0, 1).
Nevertheless, Z
T,ÛR
is more powerful than the naive ZT,UnaiveR because ÛR is aggressively cho-
sen to reduce the variance remaining in the regression error.
The asymptotically normality in Theorem 2 holds regardless of the algorithm that selects
a subset of no more than R elements. It is also applicable to the t-statistic based on HCW’s
best subset method via AIC or AICC. When they developed the asymptotic inference, HCW
heuristically took the selected variables, which we denote here as ÛAICCR , as if they were fixed.
Our result implies Z
T,ÛAICCR
d→ N (0, 1), which helps justify HCW’s practice. Instead of ÛAICCR ,
we nevertheless advocate the forward selection algorithm for ÛR in view of its effectiveness in
computation in high dimensional settings.
3 Simulations
In this section, we evaluate the finite-sample performance of our proposed algorithm by Monte
Carlo simulations. We conduct extensive experiments with sparse and non-sparse coefficients,
and with various degrees of cross-sectional correlation and time dependence.2 For comparison,
we also estimate the model using Lasso (Tibshirani, 1996). For each DGP, we generate one
treated unit j = 0 along with 100 control units j = 1, . . . , 100. We run 1000 replications
and check the out-of-sample root mean predicted squared error (RMPSE) as well as the test
size or power for the ATE. For simplicity, we set equal the length of the pre-treatment and
post-treatment time series, with T1 = T2 = 40, 80, 100 and 200. Both forward selection and
Lasso need turning parameters: the stopping time R in forward selection and the penalty level
2Due to the limitation of space, in the main text here we present results for a non-sparse underlying
linear regression model. In Section B in the Appendix, we further show the performance of variable selection,
parameter estimation and prediction accuracy in a design of a sparse linear model.
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λ in Lasso. We adopt the modified BIC (Wang, Li, and Leng, 2009) in choosing the tuning
parameters. For forward selection, the stopping time R is determined by
R̂ = arg min
r∈N
{
log
(
σ̂2r
)
+ log log (N) · log(T1)
T1
· r
}
where σ̂2r is the mean squared residual of selected model in the r-th step. For the Lasso
estimator,
β̂λ = arg min
β∈RN
1
T1
∑
t∈T1
(
y0t − Y ′N tβ
)2
+ λ
N∑
j=1
|β|1
where λ is the penalty level, and in finite sample it is determined by
λ̂ = arg min
λ
 1T1 ∑
t∈T1
(
y0t − Y ′N tβ̂λ
)2
+ 2 log log (N) · log(T1)
T1
·
∣∣∣β̂λ∣∣∣
0
 .
In the second term of the modified BIC, we have the admittedly ad hoc constant 1 for forward
selection and 2 for the Lasso, respectively. The difference arises because in our simulations
Lasso would select many more variables than forward selection were the same constant shared
in the two estimation methods, resulting in even less satisfactory performance.
3.1 Data Generating Processes
We first generate the data via a factor model with four common factors.
• (iid factor) All factors fkt ∼ i.i.d. N
(
0, k2
)
across t = 1, . . . , T and k = 1, . . . , 4. This
DGP serves as a benchmark.
• (time-dependent factor) The dynamic factors are
iid : f1t = u1t
AR(1) : f2t = 0.9f2,t−2 + u2t
MA(2) : f3t = u3t + 0.8u3t−1 + 0.4u3t−2
ARMA(1, 1) : f4t = 0.5f4,t−1 + u4t + 0.5u4t−1
for t = 1, . . . , T, where ukt ∼ N (0, 1) independently across t and k.
The factor loading λjk , k = 1, . . . , 4, is independently drawn from Uniform (1, 2) if j = 0, . . . , 4,
whereas λjk ∼ Uniform (−0.1, 0.1) if j = 5, . . . , 100. The idiosyncratic shocks ηjt ∼ N
(
0, 0.52
)
in the factor model (1) is independent across j and t.
For t ∈ T2, the treated unit y0t is subject to an exogenous shock ∆t. We generate ∆t by
seven DGPs, denoted by D1 to D7:
D1 : ∆t = 0; D2 : ∆t ∼ N(0, 1); D3 : ∆t = 0.5∆t−1 + wt, wt ∼ N(0, 1)
D4 : ∆t ∼ N(0.5, 1); D5 : ∆t ∼ N(1, 1)
D6 : ∆t = 0.25 + 0.5∆t−1 + wt, wt ∼ N(0, 1); D7 : ∆t = 0.5 + 0.5∆t−1 + wt, wt ∼ N(0, 1).
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Table 1: Number of Selected Variables, Bias and RMSE
Selected Variables Bias RMPSE
FS Lasso FS Lasso FS Lasso
iid
fa
ct
. T1 = T2 = 40 6 8 0.213 0.698 0.799 1.060
T1 = T2 = 80 7 10 0.292 0.635 0.545 0.806
T1 = T2 = 100 7 11 0.306 0.597 0.514 0.734
T1 = T2 = 200 9 14 0.319 0.473 0.431 0.551
dy
n.
fa
ct
. T1 = T2 = 40 6 5 0.204 0.847 0.808 1.183
T1 = T2 = 80 6 7 0.296 0.709 0.545 0.869
T1 = T2 = 100 7 8 0.307 0.643 0.513 0.756
T1 = T2 = 200 8 10 0.325 0.523 0.432 0.580
Notes: The upper panel is for iid factors and the lower panel for dynamic factors. FS is short for forward
selection. The simulation is repeated for 1000 times. The first two columns are the medians of replications for
the number of selected variables by forward selection and Lasso, respectively. The following columns are the
means of the bias and RMSPE over the replications.
The null hypothesis is true under D1–D3, and false under D4–D7. The treatment is time-
invariant under D1, time-varying under D2, and serially correlated under D3. D4 and D5
introduce time-invariant shifts to post-treatment outcomes, whereas D6 and D7 add time-
varying treatment effects of nonzero means.
3.2 Implementation
We use the pre-treatment data to estimate the regression coefficients, and then use the post-
treatment data to evaluate the out-of-sample performance. Table 1 gives the number of non-
zero coefficients, the empirical bias and RMSPE, defined as
bias =
1
T2
∑
t∈T2
(
ŷ0t − y00t
)
and RMSPE =
√
1
T2
∑
t∈T2
(
ŷ0t − y00t
)2
, (6)
where ŷ0t is the predicted value for y0t: forward selection gives ŷ0t = Y ′Û
R̂
,t
β̂
Û
R̂
and Lasso gives
ŷ0t = Y
′
N tβ̂λ̂. In the simulation we observe that the number of selected variables of Lasso is
more sensitive to sample size (T1) than forward selection. In both factor structures the bias
and RMSPE of Lasso are larger than those of forward selection in all cases, and Lasso chooses
more variables than forward selection except the case of T1 = T2 = 40 under the dynamic
factors.
In the post-treatment period t ∈ T2, the realized value of the treated unit is y10t = y00t +∆t
for various designs of ∆t. The estimated treatment effect is
∆̂t = y
1
0t − ŷ0t, t ∈ T2.
We then estimate the long-run variance of ∆̂t (Newey and West, 1987), and construct the
test statistic as in (4). The rejection probability—the proportion of instances when the test
statistic’s absolute value exceeds the critical value—is displayed in Table 2. The nominal test
size is 5%. As the null hypothesis is true in D1–D3, the rejection probability is associated
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Table 2: Test Size and Power Under D1–D7
Forward Selection Lasso
T1 = T2 = 40 80 100 200 40 80 100 200
iid
fa
ct
or
s
D1 0.076 0.073 0.055 0.057 0.095 0.08 0.077 0.053
D2 0.083 0.062 0.044 0.050 0.092 0.072 0.070 0.065
D3 0.136 0.124 0.113 0.093 0.131 0.114 0.107 0.096
D4 0.677 0.963 0.981 1 0.626 0.904 0.960 0.999
D5 0.998 1 1 1 0.989 1 1 1
D6 0.503 0.685 0.744 0.952 0.455 0.653 0.733 0.935
D7 0.903 0.991 0.997 1 0.879 0.987 0.996 1
dy
na
m
ic
fa
ct
or
s D1 0.126 0.088 0.085 0.047 0.152 0.118 0.120 0.095
D2 0.084 0.080 0.074 0.067 0.129 0.096 0.092 0.079
D3 0.166 0.113 0.115 0.082 0.161 0.132 0.120 0.097
D4 0.646 0.933 0.968 1 0.527 0.802 0.894 0.998
D5 0.989 1 1 1 0.917 0.997 0.999 1
D6 0.438 0.674 0.731 0.939 0.389 0.583 0.663 0.918
D7 0.888 0.993 0.998 1 0.815 0.975 0.986 1
Notes: The entries for D1-D3 display the test size and those for D4-D7 show the power. The rejection
probability is computed over 1000 replications.
with test size; the closer it approaches to 5%, the better is the performance. For D4–D7, on
the contrary, the larger is the rejection probability, the more powerful is the test.
We observe in Table 2 that as the sample size increases, the test size based on forward
selection falls down toward 5% under both the static and dynamic factor structures, though it
is less accurate in D3 when dynamics is present in the factors. This is caused by the relatively
imprecise long-run variance estimation. The test is powerful in general under D4--D7 when
the null is violated. In contrast, the test size of the model selected by Lasso is subject to
more severe size distortion when the latent factors have dynamics, and is less powerful. The
unsatisfactory performance of the Lasso-based inference is largely due to the estimation bias
intrinsic to shrinkage methods. For example, under D1 and T1 = T2 = N = 100 the test sizes
for forward selection and Lasso are 5.5% and 7.7% for iid factors, and they hike to 8.5% and
12% when the latent factors involve dynamics. Even with this size inflation, under all D4–D7
the test power based on Lasso are smaller than those of forward selection.
We plot in Figure 1 the estimated ATE to facilitate visualization under various DGPs,
sample sizes, and latent factors structures. In each panel, the null hypothesis is true for the
first column of subgraphs, whereas the null is violated with E [∆t] = 0.5 for all t ∈ T2 in the
second column and E [∆t] = 1 in the last column. We witness in both factor structures that
forward selection estimates the counterfactual with little bias and the variance is reduced as
the sample size grows. Finally, the kernel density of test statistic in (4) is shown in Figure 2.
The test statistic is robust under the latent factor structures. Normality is approximated very
well in D1 and D2, though slightly heavier tails are observed in D3. Overall, the t-statistic
graph is supportive for the theoretical result of asymptotic normality.
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Figure 1: Density of the Estimated Average Treatment Effect: iid Factors
(a) iid factors
(b) dynamic factors
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Figure 2: Kernel Density of the Test Statistic Under the Null
Notes: The blue bell-shape curve is the density of the standard normal distribution N (0, 1), which is the
limiting distribution of the t-statistic.
4 Empirical Applications
We apply our algorithm to two real data applications in this section. We first revisit HCW’s
empirical example, which is well documented and amenable for replication and comparison.
Next, we investigate a high-dimensional problem where the number of potential control units
overpasses the sample size. Such situation is often encountered in practice.
4.1 Revisiting Hsiao, Ching and Wan (2012)
The original application of PDA in HCW assesses the effect of Closer Economic Partnership Ar-
rangement (CEPA) on Hong Kong’s GDP growth rate. The dataset contains 44 pre-treatment
periods and 17 post-treatment periods. Hong Kong’s GDP growth rate is the dependent vari-
able, and those of 24 other countries are control units. As N = 24 is of similar magnitude
to T1 = 44, variable selection is relevant despite N < T1. We compare the R-squared of the
models picked by forward selection and exhaustive search for R. For a given R, exhaustive
search compares
(
N
R
)
models and select the one with the largest R-square, namely the (in
sample) best subset. In the original paper, the criteria AIC (R) = T1 ln
(
σ̂2R
)
+ 2 (R+ 2) and
AICC (R) = AIC (R) + 2(R+2)(R+3)T1−(R+1)−2 choose R̂ = 6 and R̂ = 9, respectively. The included
countries at each step are listed in Table 3. The turnover is high over R =1–4, with no overlap
in the selected units.
The modified BIC stops the forward selection with 7 countries, ranked by the order of
inclusion: (i) Malaysia, (ii) New Zealand, (iii) Norway, (iv) Austria, (v) Canada, (vi) Thailand,
and (vii) Australia. Since the DGPs of the pre-treatment and the post-event period may differ,
we can only evaluate the in-sample goodness-of-fit, instead of the out-of-sample prediction
accuracy for modern machine learning methods when the training-validation data and the
testing data are assumed to share the same DGP. Compared with the countries picked by the
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Table 3: Best Model by Exhaustive Search
Iteration Selected Countries R-squared
1 Malaysia 0.588
2 Norway Thailand 0.760
3 Finland Singapore Indonesia 0.832
4 Austria Korea Mexico Norway 0.893
5 Austria Korea Mexico Norway Singapore 0.924
6 Austria Italy Korea Mexico Norway Singapore (AIC) 0.931
7 Austria Italy Korea Mexico Norway Switzerland Singapore 0.936
8 Austria Germany Italy Korea Mexico Norway Singapore
Philippines
0.940
9 Austria Germany Italy Korea Mexico Norway Switzerland
Singapore Philippines (AICC)
0.943
exhaustive search, although the greedy algorithm only attains a few overlaps in terms of the
membership, it nevertheless achieves an R-squared of 0.915, narrowly smaller than 0.931 by
AIC or 0.943 by AICC. Figure 3 displays the R-squared against the paths of R. The models
selected by forward selection track the best in-sample subset closely. Notice that the exhaustive
search runs OLS more than 1.3 million times to pin down the 9 variables, whereas forward
selection performs merely 180 OLS regressions for R = 9. Forward selection is computationally
much more efficient.
We further add Lasso for comparison. When Lasso’s tuning parameter λ is selected by
the modified BIC, it yields a model with 9 non-zero coefficients corresponding to Finland,
Korea, Mexico, Norway, Singapore, Philippines, Indonesia, Malaysia and Thailand; there are
5 overlapped members amongst those by AICC. In Figure 3, the Lasso’s R-squared is much
weaker, due to the shrinkage bias when the coefficients are pushed toward zero. To improve
Lasso, we try the post-Lasso estimation, a simple OLS on the variables with the aforementioned
Lasso-selected variables, to reduce the shrinkage bias. Post Lasso enhances the R-squared, but
there remains a non-trivial gap relative to that of forward selection.
4.2 China’s Anti-corruption Campaign
4.2.1 Background and Data
China launched an anti-corruption campaign of unprecedented scale in November 2012 shortly
after Xi Jinping took office. The campaign aimed at cracking down graft and power abuse
in all party apparatus, government bureaucracies and military departments. The influence of
the anti-corruption campaign motivates academic research assessing its impact from various
perspectives, for example, stock return (Lin, Morck, Yeung, and Zhao, 2016; Ding, Fang, Lin,
and Shi, 2017) and corporate behavior (Xu and Yano, 2016; Pan and Tian, 2017). In this
paper, we investigate luxury goods importation.
We use the import data from UN Comtrade Database.3 The UN Comtrade Database
provides detailed statistics for international commodity trade, and the monthly data for China
are available since 2010. We focus on the category named “watches with case of, or clad with,
3DESA/UNSD, United Nations Compared database. http://comtrade.un.org/.
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Figure 3: R-squared of selected models
Note: the star “*” in each curve is the stopping point determined by the modified BIC.
precious metal”, following Lan and Li (2018) who find that Chinese luxury watches import co-
moves with leadership transitions and government turnover. To ensure that the control units
are insusceptible to the anti-corruption policy, 7 categories commonly consumed as bribe goods
or conspicuous consumption are excluded.4 As a result, N = 88 out of the total 95 categories
are left to serve as control units.
The raw time series of Chinese luxury watch import, plotted as the red curve in the lower
subgraph in Figure 4, dropped sharply around the start of the anti-corruption campaign.
However, a seemingly structural break can be the upshot of many factors that influenced the
macroeconomic environment, for example, terms of international trade, exchange rate volatil-
ity, domestic political attitude. During the period from 2013 to 2015, Chinese economy slowed
down and it stirred a turmoil over the global commodity market. Besides the watches, other
commodity importation shrank as well. While the flagging economy would have weakened the
imports of a myriad of commodities, we employ PDA to control such overall effect in the hope
to better isolate the impact of the anti-corruption campaign.
4These 7 categories are (with the UN Comtrade Database code in the parenthesis): Beverages, spirits and
vinegar (22), Tobacco and manufactured tobacco substitutes (24), Essential oils, perfumes, cosmetics, toiletries
(33), Articles of leather, animal gut, harness, travel goods (42), Fur-skins and artificial fur, manufactures thereof
(43), Pearls, precious stones, metals, coins, etc (71), Clocks and watches and parts thereof (91) and Works of
art, collectors pieces and antiques (97).
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4.2.2 Results
We apply the PDA to construct counterfactuals. The dependent variable is set as the monthly
growth rate of luxury watch import in US dollars, and the independent variables are chosen by
the greedy algorithm out of the import growth rates of the 88 commodities. We use the growth
rate instead of the level data to avoid time series non-stationarity. January, 2013 is regarded
as the time of the treatment, which is the month after the Eight-Point Policy announcement.
There are 35 pre-treatment observations ranging from February 2010 to December 2012, and 36
post-treatment observations spanning from January 2013 to December 2015. The algorithm
selects 3 control units5. With the estimated model, we predict the counterfactuals ŷ00t and
estimate treatment effect for t = 36, · · · , 71.
Figure 4 displays the actual luxury watches import growth (solid line) and its estimated
counterparts without anti-corruption campaign (dashed line). January 2013, the time of the
treatment, is highlighted by the vertical line in the middle. The upper subgraph shows the
growth rate; the lower one shows the value in US dollars, where the counterfactual in monetary
value is constructed according to the predicted growth rate. Before the intervention, the
model fits the real data quite well and the R-squared of the selected model is 77.85%. After
January 2013, were the anti-corruption policy not implemented, the import growth rate would
follow the track indicated by the dashed line, which is visibly higher than the realizations. In
particular, in January 2013, the import value slumped by 42%. In contrast, our counterfactual
prediction suggests it would have increased by 1.7%. The average treatment effect over the
post-treatment period is
1
36
72∑
t=37
∆̂
t,Û
R̂
= −3.09%,
which means that on average the anti-corruption campaign slowed down the luxury watch
import by 3.09% per month. The t-statistic is −2.457, with p-value 1.40%. It rejects the null
hypothesis of zero average treatment effect at 5% size. Accumulating such a monthly ATE over
36 months leads to roughly two thirds of reduction in importation ((1− 0.0309)36 = 0.323),
which is manifested in the lower subgraph. In December 2015, while the realized import was
29.35 million US dollars, the counterfactual predicts 89.27 million had China not waged the
campaign. Our empirical evidence suggests that China’s anti-corruption has been effective in
slashing the luxury watch import.
5 Conclusion
In this paper, we propose an algorithm to select the control units in PDA. We show that the
forward selection method is computationally much more efficient than the exhaustive search
for the best subset. We establish asymptotic theory for the nearly optimality of forward
selection, and show validity of conducting post-selection inference for the ATE by the t-statistic
conditional on the selected set. These extensions widen the applicability of PDA to real world
high dimensional-problems in big data. We demonstrate the usefulness of our methodology in
simulations and real data examples.
5The selected categories are: “knitted or crocheted fabric”, “cork and articles of cork”, and “salt, sulphur,
earth, stone, plaster, lime and cement”.
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Figure 4: Luxury Watches Import: Real Growth and Counterfactual Prediction
19
References
Abadie, A., A. Diamond, and J. Hainmueller (2010): “Synthetic control methods for
comparative case studies: Estimating the effect of California?s tobacco control program,”
Journal of the American Statistical Association, 105(490).
Abadie, A., and J. Gardeazabal (2003): “The economic costs of conflict: A case study of
the Basque Country,” American Economic Review, pp. 113–132.
Andrews, D. (1991): “Heteroskedasticity and autocorrelation consistent covariant matrix
estimation,” Econometrica, 59(3), 817–858.
Bai, C., Q. Li, and M. Ouyang (2014): “Property taxes and home prices: A tale of two
cities,” Journal of Econometrics, 180(1), 1–15.
Bai, J. (2003): “Inferential theory for factor models of large dimensions,” Econometrica, 71(1),
135–171.
Bai, J., and S. Ng (2009): “Boosting diffusion indices,” Journal of Applied Econometrics,
24(4), 607–629.
Banerjee, A. V., and E. Duflo (2009): “The experimental approach to development
economics,” Annual Review of Economics, 1(1), 151–178.
Belloni, A., D. Chen, V. Chernozhukov, and C. Hansen (2012): “Sparse models and
methods for optimal instruments with an application to eminent domain,” Econometrica,
80(6), 2369–2429.
Belloni, A., V. Chernozhukov, I. Fernández-Val, and C. Hansen (2017): “Program
evaluation and causal inference with high-dimensional data,” Econometrica, 85(1), 233–298.
Belloni, A., V. Chernozhukov, and K. Kato (2014): “Uniform post-selection inference
for least absolute deviation regression and other Z-estimation problems,” Biometrika, 102(1),
77–94.
Bentkus, V., F. Götze, and A. Tikhomoirov (1997): “Berry-Esseen bounds for statistics
of weakly dependent samples,” Bernoulli, 3(3), 329–349.
Berk, R., L. Brown, A. Buja, K. Zhang, and L. Zhao (2013): “Valid post-selection
inference,” The Annals of Statistics, 41(2), 802–837.
Bickel, P., Y. Ritov, and A. Tsybakov (2009): “Simultaneous analysis of Lasso and
Dantzig selector,” Annals of statistics, 37(4), 1705–1732.
Breiman, L. (2001): “Random forests,” Machine Learning, 45(1), 5–32.
Bühlmann, P. (2006): “Boosting for high-dimensional linear models,” The Annals of Statis-
tics, 34(2), 559–583.
Bühlmann, P., and S. van de Geer (2011): Statistics for High-Dimensional Data: Meth-
ods, Theory and Applications. Springer.
20
Carvalho, C., R. Masini, and M. C. Medeiros (2018): “ArCo: An Artificial Counterfac-
tual Approach for High-dimensional Panel Time-Series Data,” Journal of Econometrics, in
press.
Chen, J., and Z. Chen (2008): “Extended Bayesian information criteria for model selection
with large model spaces,” Biometrika, 95(3), 759–771.
Ding, H., H. Fang, S. Lin, and K. Shi (2017): “Equilibrium Consequences of Corruption
on Firms: Evidence from China’s Anti-Corruption Campaign,” Discussion paper, University
of Pennsylvania, working Paper.
Du, Z., and L. Zhang (2015): “Home-purchase restriction, property tax and housing price
in China: A counterfactual analysis,” Journal of Econometrics, 188(2), 558–568.
Duflo, E., R. Glennerster, and M. Kremer (2007): “Using randomization in develop-
ment economics research: A toolkit,” Handbook of Development Economics, 4, 3895–3962.
Fonseca, Y., M. Medeiros, G. Vasconcelos, and A. Veiga (2018): “BooST: Boost-
ing Smooth Trees for Partial Effect Estimation in Nonlinear Regressions,” arXiv preprint
arXiv:1808.03698.
Gardeazabal, J., and A. Vega-Bayo (2017): “An Empirical Comparison Between the
Synthetic Control Method and HSIAO et al.’s Panel Data Approach to Program Evaluation,”
Journal of Applied Econometrics, 32(5), 983–1002.
Hansen, C., D. Kozbur, and S. Misra (2018): “Targeted undersmoothing,” Discussion
paper, working paper.
Hörmann, S. (2009): “Berry-Esseen bounds for econometric time series,” Latin American
Journal of Probability and Mathematical Statistics, 6, 377–397.
Hsiao, C., S. H. Ching, and S. K. Wan (2012): “A panel data approach for program
evaluation: measuring the benefits of political and economic integration of Hong Kong with
mainland China,” Journal of Applied Econometrics, 27(5), 705–740.
Hsiao, C., and Q. Zhou (2019): “Panel parametric, semiparametric, and nonparametric
construction of counterfactuals,” Journal of Applied Econometrics, 34(4), 463–481.
Jing, B.-Y., Q.-M. Shao, and Q. Wang (2003): “Self-normalized Cramér-type large devi-
ations for independent random variables,” The Annals of Probability, 31(4), 2167–2215.
Jirak, M. (2016): “Berry-Esseen theorems under weak dependence,” The Annals of Probabil-
ity, 44(3), 2024–2063.
Ke, X., H. Chen, Y. Hong, and C. Hsiao (2017): “Do China’s high-speed-rail projects
promote local economy?,” China Economic Review, 44, 203–226.
Kock, A. B., and L. Callot (2015): “Oracle inequalities for high dimensional vector au-
toregressions,” Journal of Econometrics, 186(2), 325–344.
Koo, B., H. M. Anderson, M. H. Seo, and W. Yao (2019): “High-dimensional predictive
regression in the presence of cointegration,” Journal of Econometrics, forthcoming.
21
Kozbur, D. (2017): “Testing-based forward model selection,” American Economic Review,
107(5), 266–69.
(2018): “Sharp convergence rates for forward regression in high-dimensional sparse
linear models,” Discussion paper.
Lan, X., and W. Li (2018): “Swiss watch cycles: Evidence of corruption during leadership
transition in China,” Journal of Comparative Economics, 46(4), 1234–1252.
Leeb, H. (2009): “Conditional predictive inference post model selection,” The Annals of
Statistics, 37(5B), 2838–2876.
Leeb, H., and B. M. Pötscher (2005): “Model selection and inference: Facts and fiction,”
Econometric Theory, 21(1), 21–59.
(2006): “Can one estimate the conditional distribution of post-model-selection esti-
mators?,” The Annals of Statistics, 34(5), 2554–2591.
Li, K. T., and D. R. Bell (2017): “Estimation of average treatment effects with panel data:
Asymptotic theory and implementation,” Journal of Econometrics, 197(1), 65–75.
Lin, C., R. Morck, B. Yeung, and X. Zhao (2016): “Anti-corruption reforms and share-
holder valuations: Event study evidence from China,” Discussion paper, National Bureau
of Economic Research.
Luo, Y., and M. Spindler (2016a): “High-Dimensional L2 Boosting: Rate of Convergence,”
arXiv preprint arXiv:1602.08927.
(2016b): “L2 Boosting for Economic Applications,” arXiv preprint arXiv:1702.03244.
Medeiros, M. C., and E. F. Mendes (2016): “l1-regularization of high-dimensional time-
series models with non-Gaussian and heteroskedastic errors,” Journal of Econometrics,
191(1), 255–271.
Newey, W. K., and K. D. West (1987): “A Simple, Positive Semi-Definite, Heteroskedas-
ticity and Autocorrelation Consistent Covariance Matrix,” Econometrica, pp. 703–708.
Ouyang, M., and Y. Peng (2015): “The treatment-effect estimation: A case study of the
2008 economic stimulus package of China,” Journal of Econometrics, 188(2), 545–557.
Pan, X., and G. G. Tian (2017): “Political connections and corporate investments: Evidence
from the recent anti-corruption campaign in China,” Journal of Banking & Finance, In press.
Shi, Z. (2016): “Econometric Estimation in High-Dimensional Moment Equalities,” Journal
of Econometrics, 195, 104–119.
Sunklodas, J. (1984): “On the rate of convergence in the central limit theorem for strongly
mixing random variables,” Lithuanian Mathematical Journal, 24, 182–190.
(2000): “Approximation of distributions of sums of weakly dependent random vari-
ables by the normal distribution,” in Limit Theorems of Probability Theory, pp. 113–165.
Springer.
22
Tibshirani, R. (1996): “Regression shrinkage and selection via the lasso,” Journal of the
Royal Statistical Society. Series B (Methodological), 58, 267–288.
Wang, H. (2009): “Forward regression for ultra-high dimensional variable screening,” Journal
of the American Statistical Association, 104(488), 1512–1524.
Wang, H., B. Li, and C. Leng (2009): “Shrinkage tuning parameter selection with a diverg-
ing number of parameters,” Journal of the Royal Statistical Society: Series B (Statistical
Methodology), 71(3), 671–683.
Xu, G., and G. Yano (2016): “How does anti-corruption affect corporate innovation? Ev-
idence from recent anti-corruption efforts in China,” Journal of Comparative Economics,
45(3), 498–519.
Zhang, C.-H., and J. Huang (2008): “The sparsity and bias of the lasso selection in high-
dimensional linear regression,” The Annals of Statistics, 36(4), 1567–1594.
Zhong, W., S. Duan, and L. Zhu (2017): “Forward additive regression for ultrahigh di-
mensional nonparametric additive models,” Statistica Sinica.
23
A Proofs
A.1 Proof of Lemma 1
For any U ⊂ N , whose cardinality is u = |U |, define
L̂U :=
1
T1
y′0PUy0 =
y′0YU
T1
(
Y ′UYU
T1
)−1 Y ′Uy0
T1
=
(
E¯ [yUty0t] + ζU
)′
(ΣU + VU )
−1 (E¯ [yUty0t] + ζU) (A1)
where ζU =
Y ′Uy0
T1
− E¯ [yUty0t], ΣU = E¯ [yUty′Ut], and VU = (vij)i,j∈U =
Y ′UYU
T1
− ΣU . Under
Assumption 2(a), we have ‖ζU‖∞ = Op
(√
(logN) /T1
)
. The maximal eigenvalue of VU is
bounded by
φmax (VU ) ≤ umax
i,j∈U
(vij) = Op
(
u
√
(logN) /T1
)
, (A2)
where the stochastic order again follows by Assumption 2(a). Furthermore, (A2) implies
(ΣU + VU )
−1 = Σ−1/2U
(
I + Σ
−1/2
U VUΣ
−1/2
U
)−1
Σ
−1/2
U
= Σ
−1/2
U
(
I −
∞∑
l=1
(
−Σ−1/2U VUΣ−1/2U
)l)
Σ
−1/2
U
= Σ
−1/2
U (I +Ξ) Σ
−1/2
U , (A3)
where Ξ = (−1)l+1∑∞l=1 (Σ−1/2U VUΣ−1/2U )l. As
φmax
(
Σ
−1/2
U VUΣ
−1/2
U
)
≤ φmax (VU )φmax
(
Σ−1U
)
= φmax (VU )φ
−1
min (ΣU )
= Op
(
u
√
(logN) /T1
)
c−1 = Op
(
u
√
(logN) /T1
)
by Assumption 1, when T1 is sufficiently large we have
φmax (Ξ) ≤
φmax
(
Σ
−1/2
U VUΣ
−1/2
U
)
1− φmax
(
Σ
−1/2
U VUΣ
−1/2
U
) = Op(u√ logN
T1
)
. (A4)
Substitute (A3) into (A1),
L̂U =
(
E¯ [yUty0t] + ζU
)′
Σ
−1/2
U (I +Ξ) Σ
−1/2
U
(
E¯ [yUty0t] + ζU
)
=
(
E¯ [yUty0t] + ζU
)′
Σ−1U
(
E¯ [yUty0t] + ζU
) · (1 +Op (u√(logN) /T1)) (A5)
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where the last line follows by (A4). Notice that(
E¯ [yUty0t] + ζU
)′
Σ−1U
(
E¯ [yUty0t] + ζU
)
= E¯ [yUty0t]
′Σ−1U E¯ [yUty0t] + 2ζ
′
UΣ
−1
U E¯ [yUty0t] + ζ
′
UΣ
−1
U ζU
= LU + 2ζ
′
UΣ
−1
U E¯ [yUty0t] + ζ
′
UΣ
−1
U ζU , (A6)
where LU := E¯ [yUty0t]′Σ−1U E¯ [yUty0t] . The third term on the right-hand side of the above
equation is bounded by
ζ ′UΣ
−1
U ζU ≤ φ−1min (ΣU ) ‖ζU‖22 ≤ c−1u ‖ζU‖2∞ = Op
(
u
logN
T1
)
, (A7)
and the second term is bounded by
2ζ ′UΣ
−1
U E [yUty0t] = 2
(
Σ
−1/2
U ζU
)′ (
Σ
−1/2
U E [yUty0t]
)
≤ 2 (ζ ′UΣ−1U ζU)1/2√LU
≤ 2φ−1/2min (ΣU ) · ‖ζU‖2 ·
√
LU
≤ 2c−1/2 · √u ‖ζU‖∞ ·
√
LU
= Op
(√
u (logN) /T1
)
, (A8)
where the first inequality follows from the Cauchy-Schwarz inequality, and ‖·‖2 and ‖·‖∞ are
the usual L2-norm and the sup-norm of a vector, respectively. Substitute (A6), (A7) and (A8)
into (A5),
L̂U =
(
LU +Op
(√
u
logN
T1
))(
1 +Op
(√
u
logN
T1
))
= LU +Op
(√
u
logN
T1
)
.
Since the above equality holds uniformly for all U and Assumption 1 is stated for R, we have
sup
|U |≤(1+δ1)R
∣∣∣L̂U − LU ∣∣∣ = Op(√(1 + δ1)R logN
T1
)
= Op
(√
R
logN
T1
)
.
Finally, when |U | = 0 let σ̂2y be the sample variance of {y0t}t∈T1 and σ2y = E¯
[
y20t
]
. Obvi-
ously, σ̂2y − σ2y = Op
(
T−11
)
. By definition, L̂U = σ̂2y − σ̂2U and LU = σ2y − σ2U . The claim in the
statement follows.
A.2 Proof of Theorem 1
The following Lemma A.1 shows that we can make progress with the greedy algorithm. Let
v = |V | and u = |U | for two generic index sets V,U ⊂ N , and σ2U |V := LV − LU .
Lemma A.1. Under Assumption 2, for any set U, V ⊂ N such that U ⊃ V and u > v, we
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have the inequality
max
j∈N
σ2{V,j}|V ≥
ηu
C (u− v)σ
2
U |V , (A9)
Remark 6. The left-hand side is the magnitude of the descent of the greedy algorithm. The
right-hand side is the proportion of the total gap LV and LU . It means that each greedy
pursuit can close the gap σ2U |V by a nontrivial proportion.
Proof of Lemma A.1. We first prove the case when V = ∅. Define βjU :=
(
E¯ [yUty
′
Ut]
)−1
E¯ [yUtyjt].
We can write
σ2U |∅ = σ
2
y −
(
σ2y − E¯
[(
y′Utβ
0
U
)2])
= E¯
[(
y′Utβ
0
U
)2]
= β0UΣUβ
0
U = E¯ [yUty0t]
′Σ−1U E¯ [yUty0t]
and similarly σ2{j}|∅ = E¯
[(
yjtβ
0
{j}
)2]
=
(
E¯
[
y2jt
])−1 (
E¯ [yjty0t]
)2. By Assumption 2(b)
E¯
[
y2jt
]
≤ C, we have σ2{j}|∅ ≥ C−1
(
E¯ [yjty0t]
)2 and it immediately implies
max
j∈N
(
E¯ [yjty0t]
)2 ≤ C ·max
j∈N
σ2{j}|∅. (A10)
On the other hand
σ2U |∅ ≤ η−1u
∥∥E¯ [yUty0t]∥∥22 ≤ uηu ∥∥E¯ [yUty0t]∥∥2∞ ≤ uηu maxj∈N (E¯ [yjty0t])2 ≤ Cuηu maxj∈N σ2{j}|∅,
where the last inequality follows by (A10). The above inequality is the special case of (A9)
when V = ∅ and v = 0.
Parallel argument applies when V 6= ∅ and u > v. Let the scalar random variable εjV t :=
yjt−y′V tβjV any j ∈ N0\V , and the random vector εUV t :=
(
εjV t
)
j∈U\V
; they are the projection
residuals of yjt, for j ∈ (U\V )∪ {0}, after the effect of (yjt)t∈V being partialled out. The gap
σ2U |V can be bounded by
σ2U |V = σ
2
V − σ2U = LU − LV = E¯
[
εUV tε
0
V t
]′ (
E¯
[
εUV tε
U ′
V t
])−1
E¯
[
εUV tε
0
V t
]
≤ φ−1min
(
E¯
[
εUV tε
U ′
V t
]) ∑
j∈U\V
(
E¯
[
εjV tε
0
V t
])2
≤ φ−1min
(
E¯
[
εUV tε
U ′
V t
])
(u− v) max
j∈U\V
(
E¯
[
εjV tε
0
V t
])2
≤ (u− v) · φ−1min
(
E¯
[
εUV tε
U ′
V t
])
max
j∈N
(
E¯
[
εjV tε
0
V t
])2
. (A11)
Since
(
E¯
[
εUV tε
U ′
V t
])−1 is a submatrix of Σ−1U , we have
φ−1min
(
E¯
[
εUV tε
U ′
V t
])
= φmax
((
E¯
[
εUV tε
U ′
V t
])−1) ≤ φmax (Σ−1U ) = φ−1min (ΣU ) ≤ η−1u . (A12)
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Similarly, for any j ∈ N0\V it implies
σ2{V,j}|V =
(
var
[
εjV t
])−1 (
E¯
[
εjV tε
0
V t
])2
≥ (E¯ [y2jt])−1 (E¯ [εjV tε0V t])2 ≥ C−1 (E¯ [εjV tε0V t])2 . (A13)
Combining (A11), (A12) and (A13):
σ2U |V ≤
u− v
ηu
max
j∈N
(
E¯
[
εjV tε
0
V t
])2 ≤ C (u− v)
ηu
max
j∈N
σ2{V,j}|V .
The statement in the lemma follows when we rearrange the above inequality.
With the key inequality (A9), we proceed our analysis of the greedy iteration. Define a
collection of sequences of index sets
UR (α) =
{
(U1, . . . , UR) ∈ NR
∣∣∣∣∣ Ur−1 ⊂ Ur, |Ur\Ur−1| = 1, andσ2Ur|Ur−1 ≥ (1− α) maxj∈N σ2{Ur−1,j}|Ur−1
}
for some fixed α ∈ (0, 1). Any increasing sequence in UR (α) satisfies the inequality σ2Ur|Ur−1 ≥
(1− α) maxj∈N σ2{Ur−1,j}|Ur−1 . The constant α can be viewed as a tolerance. We do not have
to be utterly greedy in the sense of griping the best choice given Ur−1. As long as we make
progress in each iteration by reducing the gap to at least a constant proportion of what the
most greedy choice can achieve, we can still approach, or even surpass, our target. This is the
message of the following lemma.
Lemma A.2. For any sequence (U1, . . . , UR) ∈ UR (α) and any W ⊂ N , we have
σ2UR − σ2W ≤ σ2y
(
1− (1− α) ηw+R
Cw
)R
where w = |W | .
Remark 7. Lemma A.2 states what happens when the forward selection algorithm being ap-
plied to the population model. In each iteration, the index set includes one more element;
however the variance updates less greedily. Even with this less greedy algorithm, given the
optimal set W = U∗, after R-times iteration as with R→∞ the difference between σ2UR and
the optimal σ2U∗ will converge in probability to zero. The tolerance will be needed when we
bring the population greedy algorithm to the data.
Proof of Lemma A.2. We first derive an inequality for generic sets W,V ⊂ N and W 6= V .
Define U = W ∪ V so that U ⊃ V and u− v ≥ 1, Lemma A.1 gives
max
j∈N
σ2{V,j}|V ≥
ηu
C (u− v)σ
2
U |V .
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Since ηu = η|W∪V | ≥ ηw+v and u− v = |W ∪ V | − v ≤ w, we continue the above inequality
ηu
C (u− v)σ
2
U |V ≥
ηw+v
Cw
σ2U |V =
ηw+v
Cw
(
σ2V − σ2U
) ≥ ηw+v
Cw
(
σ2V − σ2W
)
,
where the last inequality follows as σ2U ≤ σ2W . Multiply − (1− α) and add
(
σ2V − σ2W
)
on both
sides, (
σ2V − σ2W
)− (1− α) max
j∈N
σ2{V,j}|V ≤
(
1− (1− α) ηw+v
Cw
) (
σ2V − σ2W
)
. (A14)
Now consider
σ2UR − σ2W =
(
σ2UR−1 − σ2W
)
− σ2UR|UR−1
≤
(
σ2UR−1 − σ2W
)
− (1− α) max
j∈N
σ2{UR−1,j}|UR−1
≤
(
1− (1− α) ηw+R
Cw
)(
σ2UR−1 − σ2W
)
.
where the first inequality holds by the definition of UR (α), and the second inequality follows
by (A14). We iterate the above inequality to obtain
σ2UR − σ2W ≤
(
1− (1− α) ηw+R
Cw
)(
1− (1− α) ηw+R−1
Cw
)(
σ2UR−2 − σ2W
)
≤ · · · ≤ (σ2∅ − σ2W ) R∏
r=0
(
1− (1− α) ηw+r
Cw
)
≤ σ2y
(
1− (1− α) ηw+R
Cw
)R
.
The calculation in Lemma A.1 and A.2 is carried out in the population. Now we link the
population with the sample to prove Theorem 1.
Proof of Theorem 1. By adding and subtracting,
σ̂2
ÛR
− σ2U∗ =
(
σ̂2
ÛR
− σ2
ÛR
)
+
(
σ2
ÛR
− σ2U∗
)
. (A15)
Since |ÛR| = R, we invoke Lemma 1 so that σ̂2ÛR − σ
2
ÛR
= Op
(√
T−11 R logN
)
= op(1)
uniformly for all ÛR if T−11 R logN → 0.
We focus on σ2
ÛR
− σ2U∗ . Let ζr = max|V |≤r
∣∣σ̂2V − σ2V ∣∣ . Define a collection of sets
Ar (α) =
{
V
∣∣∣∣V ⊂ N , |V | = r,maxj∈N σ2{j,V }|V > 4ζrα
}
. (A16)
Let ĵ = arg maxj∈N σ̂2{j,V }|V , which is the index selected by the greedy algorithm from the
sample given the set V . Denote
(
Û1, . . . , ÛR
)
as the selected sequence by the greedy algorithm.
We discuss two cases.
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(i) If Ûr ∈ Ar (α) for all 2 ≤ r ≤ R, then
σ2{ĵ,Ûr−1}|Ûr−1 ≥ σ̂
2
{ĵ,Ûr−1}|Ûr−1 −
∣∣∣∣σ̂2{ĵ,Ûr−1}|Ûr−1 − σ2{ĵ,Ûr−1}|Ûr−1
∣∣∣∣
≥ σ̂2{ĵ,Ûr−1}|Ûr−1 − 2 max|Ur|≤r
∣∣σ̂2Ur − σ2Ur ∣∣
= σ̂2{ĵ,Ûr−1}|Ûr−1 − 2ζr−1
= max
j∈N
σ̂2{j,Ûr−1}|Ûr−1 − 2ζr−1
≥ max
j∈N
(
σ2{j,Ûr−1}|Ûr−1 −
∣∣∣∣σ̂2{j,Ûr−1}|Ûr−1 − σ2{j,Ûr−1}|Ûr−1
∣∣∣∣)− 2ζr−1
≥ max
j∈N
σ2{j,Ûr−1}|Ûr−1 − 4ζr−1
> (1− α) max
j∈N
σ2{j,Ûr−1}|Ûr−1 .
Thus we have
(
Û1, . . . , ÛR
)
∈ UR (α). By Lemma A.2 setting W = U∗,
σ2
ÛR
− σ∗2w ≤ σ2y
(
1− (1− α) ηw+R
Cu
)R ≤ σ2y (1− (1− α) cC × 1w
)R
→ 0 (A17)
when the event
(
Û1, . . . , ÛR
)
∈ UR (α) occurs.
(ii) Suppose the selected sequence
(
Û1, . . . , ÛR
)
has some elements Ûr not satisfying
Ar (α). Let r̂ = min
{
r ∈ {1, . . . , R} |Ûr /∈ Ar (α)
}
be the first occurrence of violation when
sequence progresses, and we have
max
j∈N
σ2{j,Ûr̂}|Ûr̂ ≤
4ζr
α
. (A18)
If U∗ ⊂ Ûr̂, which is the ideal case when the selected includes the population optimal set, then
σ2
ÛR
≤ σ2
Ûr̂
≤ σ2U∗ . On the other hand, even if U∗ is not a subset of Ûr̂, we have
σ2
ÛR
− σ∗2w ≤ σ2Ûr̂ − σ
∗2
w ≤ σ2Ûr̂ − σ
2
U∗∪Ûr̂ = σ
2
(U∗∪Ûr̂)|Ûr̂
≤ Cw
ηw+r̂
·max
j∈N
σ2{j,Ûr̂}|Ûr̂ ≤
Cw
ηw+R
·max
j∈N
σ2{j,Ûr̂}|Ûr̂
≤ Cw
c
· 4ζr̂
α
= op
√R3 logN
T1
 , (A19)
where the third inequality follows by (A9), the fifth inequality by the condition (A18) and
Assumption 1 since w+R ≤ (1 + δ1)R holds asymptotically for any δ1 > 0 as w/R→ 0, and
the stochastic order by Lemma 1.
Collecting (A17) and (A19) and in view of
∣∣∣σ̂2
ÛR
− σ2
ÛR
∣∣∣ = op (1), we have the statement of
the theorem.
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A.3 Proof of Theorem 2
We first establish the first-stage estimation error bound of the OLS coefficients.
Lemma A.3. Under Assumptions 1 and 2, the estimation of the coefficient
max
|U |≤R
∥∥∥β̂U − β0U∥∥∥
2
= Op
√R3 logN
T1

Proof of Lemma A.3. For any U such that |U | = u ≤ R, we have
E¯
[
y20t
]
= E¯
[(
yUtβ
0
U + εUt
)2]
= β0′U E¯
[
yUty
′
Ut
]
β0U + E¯
[
ε2Ut
] ≥ β0′U E¯ [yUty′Ut]β0U ≥ ∥∥β0U∥∥22 ηu.
Therefore under Assumptions 1 and 2(b) when T1 is sufficiently large,
max
|U |≤R
∥∥β0U∥∥2 ≤√E¯ [y20t] /ηR ≤√C/c <∞. (A20)
Using the notations defined in the proof of Lemma 1, the OLS estimator
β̂U =
(
Y ′UYU
T1
)−1 Y ′Uy0
T1
= (ΣU + VU )
−1 (E¯ [yUty0t] + ζU)
= Σ
−1/2
U (I +Ξ) Σ
−1/2
U
(
E¯ [yUty0t] + ζU
)
= Σ−1U E¯ [yUty0t] + Σ
−1/2
U ΞΣ
−1/2
U
(
E¯ [yUty0t] + ζU
)
+ Σ−1U ζU
= β0U + Σ
−1/2
U ΞΣ
1/2
U β
0
U + Σ
−1/2
U ΞΣ
1/2
U Σ
−1
U ζU + Σ
−1
U ζU
as β0U = Σ
−1
U E¯ [yUty0t]. Subtract β
0
U on both sides and take ‖·‖2,∥∥∥β̂U − β0U∥∥∥
2
≤
∥∥∥Σ−1/2U ΞΣ1/2U β0U∥∥∥
2
+
∥∥∥Σ−1/2U ΞΣ1/2U Σ−1U ζU∥∥∥
2
+
∥∥Σ−1U ζU∥∥2
≤ φmax
(
Σ
−1/2
U ΞΣ
1/2
U
)∥∥β0U∥∥2 + (φmax (Σ−1/2U ΞΣ1/2U )+ 1)∥∥Σ−1U ζU∥∥2
≤ φmax (Ξ)φmax
(
Σ−1U
) ∥∥β0U∥∥2 + (φmax (Ξ)φmax (Σ−1U )+ 1)φmax (Σ−1U ) ‖ζU‖2
≤ Op
(
u
√
logN
T1
)
η−1u
∥∥β0U∥∥2 +
(
Op
(
u
√
logN
T1
)
η−1u + 1
)
η−1u ·
√
u ‖ζU‖∞
≤ Op
(
u
√
logN
T1
)
+Op
(
u
3
2
√
logN
T1
)
= Op
(
R
3
2
√
logN
T1
)
.
where the fourth inequality follows by (A4), and the last inequality by (A20), Assumptions 1
and 2(a) as u ≤ R.
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Define
ZT2,U = ρ̂
−1
τ,U ·
1√
T 2
∑
t∈T2
∆̂t,U = ρ̂
−1
τ,U ·
1√
T 2
∑
t∈T2
(
y0t − yUtβ̂U
)
Z∗T2,U = ρ̂
∗−1
τ,U
1√
T2
∑
t∈T2
(
y0t − yUtβ0U
)
,
where Z∗T2,U is an infeasible version of ZT2,U as if the true coefficient β
0
U is known, and similarly
ρ̂∗2τ,U =
1
T2
∑
t,s∈T2
tU sU · 1 {|t− s| ≤ τ}
is the (infeasible) counterpart of ρ̂τ,U with known β0U .
Under the null hypothesis H0, the self-normalized statistics ZT2,U = ρ̂
−1
τ,U · 1√T 2
∑
t∈T2 ̂Ut
and Z∗T2,U = ρ̂
∗−1
τ,U
1√
T2
∑
t∈T2 Ut. The next result shows that the feasible ZT2,U converges in
probability to Z∗T2,U uniformly for all U such that |U | ≤ R.
Lemma A.4. Under the Assumptions 1, 2, and 3 hold and the null hypothesis H0, if
T−11 R
3u log2N log4 T2 + T
−1
2 logN → 0,
then
max|u|≤R
∣∣ZT2,U − Z∗T2,U ∣∣ p→ 0.
Remark 8. Lemma A.4 is the asymptotic equivalence of ZT2,U and Z∗T2,U , which means that
the former will have the same asymptotic distribution as the latter. As the latter is a statistic
involving no estimated parameters, it is much easier to pin down its asymptotic distribution
by borrowing convergence in distribution results from probability theory literature.
Proof of Lemma A.4. For any |U | = u ≤ R, the difference between the nominators in Z∗T2,U
and ZT2,U is bounded by∣∣∣∣ 1√T2 ∑t∈T2 (Ut − ̂Ut)
∣∣∣∣ = ∣∣∣∣ (β̂U − β0U)′ 1√T2 ∑t∈T2 yUt
∣∣∣∣
≤
∥∥∥β̂U − β0U∥∥∥
2
∥∥∥∥ 1√T 2
∑
t∈T2
yUt
∥∥∥∥
2
≤
∥∥∥β̂U − β0U∥∥∥
2
√
u ·max
j∈U
∣∣∣∣ 1√T2 ∑t∈T2 yit
∣∣∣∣
= Op
(√
R3
logN
T1
)
√
uOp
(√
logN
)
= Op
(√
T−11 R3u log
2N
)
, (A21)
where the first inequality follows by the Cauchy-Schwarz inequality, and the stochastic order
by Assumption 3(a). This bound holds uniformly of all U such that |U | ≤ R.
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Next, we deal with the long-run variance. Denote ρ∗2τ,U =
(∑
|s|≤τ E¯(2)
[
UtU(t+s)
])1/2
be
the τ -term truncated estimator of the long-run variance. Let T2,s := {T1 + 1, . . . , T − s}. The
difference between the denominators—the long-run variances in Z∗T2,U and ZT2,U—is bounded
by
∣∣ρ̂∗2τ,U − ρ̂2τ,U ∣∣ ≤ 2τ max
0≤s≤τ
∣∣∣∣ 1T2 ∑
t∈T2,s
(̂Ut̂U,t+s − UtU,t+s)
∣∣∣∣
= 2τ max
0≤s≤τ
∣∣∣∣ 1T2 ∑
t∈T2,s
((
U,t +
(
β̂U − β0U
)′
yU,t
)(
U,t+s +
(
β̂U − β0U
)′
yU,t+s
)
− UtU,t+s
) ∣∣∣∣
≤ 2τ max
0≤s≤τ
(
β̂U − β0U
)′ ∣∣∣∣ 1T2 ∑
t∈T2,s
yUty
′
U,t+s
(
β̂U − β0U
) ∣∣∣∣+ 4τ max0≤s≤τ
∣∣∣∣ (β̂U − β0U)′ 1T2 ∑
t∈T2,s
yUtU,t+s
∣∣∣∣
≤ 2τ
∥∥∥β̂U − β0U∥∥∥2
2
max
0≤s≤τ
φmax
(
1
T2
∑
t∈T2,s
yUty
′
U,t+s
)
+4τ
∥∥∥β̂U − β0U∥∥∥
2
max
0≤s≤τ
1
T2
∥∥∥∥ ∑
t∈T2,s
yUtU,t+s
∥∥∥∥
2
. (A22)
For any s ∈ {0, . . . , τ} and U , in the above inequality (A22)
φmax
 1
T2
∑
t∈T2,s
yUty
′
U,t+s
 ≤ φmax
 1
T2
T∑
t=T1+1
yUty
′
Ut
 ≤ u
max
j∈N
1
T2
T∑
t=T1+1
y2jt

≤ u
(
max
j∈N
E¯(2)
[
y2jt
]
+Op
(√
logN
T2
))
= Op (u) (A23)
where the first inequality holds by the Cauchy-Schwarz inequality, and the stochastic order by
Assumption 3(b). This bound also holds uniformly for all U such that |U | ≤ R. Similarly, the
other term in the right-hand side of (A22) is bounded by
∥∥∥∥ 1T2 ∑
t∈T2,s
yUtU,t+s
∥∥∥∥
2
≤ √umax
j∈U
∣∣∣∣∣∣ 1T2
∑
t∈T2,s
yjtU,t+s
∣∣∣∣∣∣
≤ √u ·
max
U
1
T2
∑
t∈T2
2Ut
1/2max
j∈U
1
T2
∑
t∈T2
y2jt
1/2
≤ √u
 1
T2
∑
t∈T2
y20t
1/2max
j∈U
1
T2
∑
t∈T2
y2jt
1/2
=
√
uC
(
C +Op
(√
logN
T2
))
= Op
(√
u
)
(A24)
where the second and the fourth inequalities follow by the Cauchy-Schwarz inequality, and
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the stochastic rate by Assumption 3(b). This bound also holds uniformly for all U such that
|U | ≤ R.
Substitute the bounds in (A23), (A24) and Lemma A.3 into (A22), and notice τ is chosen
as o (T2), we have
max
U :|U |≤R
∣∣ρ̂∗2τ,U − ρ̂2τ,U ∣∣ ≤ Op(R3 logNT1
)
Op (u) + τOp
(√
R3
logN
T1
)
Op
(√
u
)
= O (log T2)Op
(√
T−11 R3u logN log
2 T2
)
(1 + op (1))
= Op
(√
T−11 R3u logN log
4 T2
)
= op (1) .
The above inequality, along with the boundedness of the population long-run variance as in
Assumption 3 (e) and (f), ensures the estimation error in the denominator is asymptotically
negligible under the rate condition the rate T−11 R
3u log2N log4 T2 → 0. In other words, the
order of the difference between Z∗T2,U and ZT2,U is governed by the numerator as in (A21):
maxU :|u|≤R
∣∣Z∗T2,U − ZT2,U ∣∣ = Op(√T−11 R3u log2N) = op (1) .
In view of Lemma A.3 and Lemma A.4, the proof of Theorem 2 is an application of a
Berry-Esseen bound for time series. Many results in the probability theory literature are
about strictly stationary time series (Bentkus, Götze, and Tikhomoirov, 1997; Jirak, 2016),
but much fewer for heterogeneous time series. We use the result by Sunklodas (1984), which
was originally in Russian and later was re-interpreted in English in Sunklodas (2000, p.133,
Theorem 10) and Hörmann (2009, p.380). Let Sn =
∑n
t=1 xt for some generic zero-mean
time series (xt)nt=1, and let B
2
n = E
[
(
∑n
t=1 xt)
2
]
. If (xt)nt=1 is α-mixing with geometric rate,
maxt≤n |xk|3 ≤ C <∞ and B2n ≥ nc for some c > 0 for all n sufficiently large, then
sup
a∈R
|P (Sn/Bn ≤ a)− Φ (a)| ≤ CBE log
2Bn
Bn
max
1≤t≤n
E
[
|xk|3
]
, (A25)
where CBE is a constant only depends on the geometric rate of strong mixing, maxt≤n |xk|3
and B2n/n; CBE is independent of the sample size.
Proof of Theorem 2. The nominator of the t-statistic Z∗U,τ is
1√
T2
∑
t∈T2
(
y10t − yUtβ0U
)
, so that
max
t∈T2
E
[∣∣y0t − yUtβ0U ∣∣3] ≤ max
t∈T2
E
[
|y0t|3
]
+ max
t∈T2
E
[∣∣yUtβ0U ∣∣3] .
Uniformly for any U , by the Cauchy-Schwarz inequality and Lemma A.3,
E
[∣∣yUtβ0U ∣∣3] ≤ ∥∥β0U∥∥32E [‖yUt‖32] ≤ (C/c)3/2E [‖yUt‖32]
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and by Assumption 3(d)
E
[
‖yUt‖32
]
= E
[
(
∑
j∈U
y2jt)
3/2
] ≤ u3/2 max
j∈U
E
[
|yjt|3
]
≤ Cu3/2.
We thus have
max
|U |≤R
max
t∈T2
E
[∣∣y0t − yUtβ0U ∣∣3] = O (R3/2) .
Let
Z∗∗T2,U = ρ
∗−1
U
1√
T2
∑
t∈T2
Ut,
where ρ∗2U = T
−1
2 E
[(∑
t∈T2 Ut
)2]. Thus by Assumption 3(f), the Berry-Essen bound (A25)
indicates that there exists a constant CBE2 such that
sup
a∈R
∣∣P (Z∗∗T2,U ≤ a)− Φ (a)∣∣ ≤ CBE log2
(√
T2ρ∗2U
)
√
T2ρ∗2U
O
(
R3/2
)
≤ CBE2
√
T−12 R3 log
4 T2
for sufficiently large T2, and the last inequality follows by Assumption 3(e). The constant
CBE2 is independent of U . It implies that
sup
a∈R
sup
|U |≤R
∣∣P (Z∗∗T2,U ≤ a)− Φ (a)∣∣ ≤ CBE2√T−12 R3 log4 T2. (A26)
Since ρ∗2U is bounded above for all U such that |U | ≤ R by Assumption 3(e), we have
|ρ∗2U − ρ∗2τ,U | = o (1) . We thus have maxU :|U |≤R
∣∣∣Z∗T2,U − Z∗∗T2,U ∣∣∣ = op (1) and furthermore by
Lemma A.4 maxU :|U |≤R
∣∣∣ZT2,U − Z∗∗T2,U ∣∣∣ = op (1). Replace Z∗∗T2,U by ZT2,U ,
sup
a∈R
|P (ZT2,U ≤ a)− Φ (a)| = O
(√
T−12 R3u log
4 T2
)
.
Lastly, under the strong α-mixing condition the selected set from the pre-treatment period
ÛR is asymptotically independence of the statistic ZT2,U from the post-event period. In other
words, the selected variables are asymptotic independent of the prediction. We conclude that
supa∈R
∣∣∣P (ZT2,ÛR ≤ a)− Φ (a)∣∣∣ = O
(√
T−12 R4 log
4 T2
)
→ 0.
B Additional Simulations
We run additional simulations to check the variable selection performance when the regression
parameter is sparse. Such sparsity can also be generated from the factor model when many
control units are linked by some factors that do not affect the treated unit. To construct a
sparse linear model, we consider three data generation processes for YN t:
(a) (independent) Each yjt ∼ iid N (0, 1).
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(b) (time series) Four categories of dependence structures: for t = 1, . . . , T
yjt = 0.9yj,t−1 + ujt, j ∈
{
1, . . . ,
1
4
N
}
yjt = 0.5yj,t−1 + ujt, j ∈
{
1
4
N + 1, . . . ,
N
2
}
yjt = ujt + 0.8uj,t−1 + 0.4uj,t−2, j ∈
{
N
2
+ 1,
3
4
N
}
yjt = 0.5yj,t−1 + ujt + 0.5uj,t−1, j ∈
{
3
4
N + 1, . . . , N
}
.
The number of variables is equal in each category.
(c) (cross-sectional correlated time series) All covariates in YN t are generated by the same
four dynamic factors as in Section 3, with factor loading λjk independently generated by
N(1, 1) for all j and k. In the factor model the error ηjt is also independently distributed
as N(0, 0.52) over j and t.
Once the regressors are simulated, they are used to further generate the dependent variable.
The potential outcome with no treatment is y00t = Y ′N tβ0 + εt, where the true parameter
β0 = (1, . . . , 1︸ ︷︷ ︸
s
, 0, . . . , 0︸ ︷︷ ︸
N−s
) with s being the number of active variables, and εt is independent
over t with distribution N(0, 0.52). Since (N − s) true coefficients are all zeros, this is a sparse
linear model.
The stopping criterion for forward selection and the tuning parameter for Lasso are exactly
the same as used in Section 3. We carry out 1000 replications. To evaluate the performance in
variable selection, we compute (i) the empirical probability of all the relevant variables being
selected Pa = 11000
∑1000
i=1 1
{
β̂j 6= 0,∀j ∈ {1, . . . , s}
}
, (ii) the empirical probability of average
proportion of individual relevant variables being selected Pb = 11000s
∑1000
i=1
∑s
j=1 1
{
β̂j 6= 0
}
,
and (iii) the empirical probability of average proportion of individual irrelevant variables being
excluded Pc = 11000(N−s)
∑1000
i=1
∑N
j=s+1 1
{
β̂j = 0
}
. As shown in Table B1--B3, the probability
of including all the s variables approaches 100% in all three DGPs. The probability of excluding
the irrelevant variables also converges to 100%, which holds true for all factor structures. For
example, in Table B1 in the case s = 8 and N = 100 where the numbers in the tables
are highlighted with bold font, when T1 increases from 40 to 80, Pa hikes from 75.5% and
100%, Pb changes from 86.12% to 100%, and Pc also reaches 99.44% when the sample size
increases to 200 although, as expected, the exclusion of irrelevant variables is imperfect, since
forward selection has no mechanism to drop variables. It is worth mentioning that, when time
dependency and cross-sectional correlation are both present in Table B3, forward selection
is able to select all the relevant variables with probability rising from 9.4% to 97.9% when
T1 increases from 40 to 200, while Pb reaches 98.46% and Pc reaches 97%. For comparison,
Lasso’s Pa, Pb and Pc are lower, at 86.4%, 93.13% and 81.56%.
Besides variable selection, we compute the average bias and RMSE of the estimated pa-
rameters by forward selection and Lasso in Table B4–B6, in comparison with the the oracle
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OLS estimator. The average bias and RMSE are defined as
Biasβ =
1
N
∑
j∈N
(
β̂j − β0j
)
and RMSEβ =
√
1
N
∑
j∈N
(
β̂j − β0j
)2
.
Thanks to consistent model selection, the bias and variance of forward selection parameter
estimation can be controlled at a low level. The larger the sample size is, the more precise
parameter estimation is. The estimation error of forward selection estimator approaches to
the oracle one, and is in general smaller than Lasso.
In terms of prediction (Table B7-B9), we compare the oracle, forward selection and Lasso’s
out-of-sample bias and root mean prediction squared error (RMPSE) defined in (6). It is well
known that overfitting undermines out-of-sample prediction, which is also shown here. The
bias of the prediction of both forward selection and Lasso is not distant from the oracle one.
RMPSE decreases as sample size is large and the ratio of s/N is small. Forward selection
delivers less noisy prediction for all cases, and is closer to the oracle.
Lastly, we show the result of ATE test in the sparse case (see Table B10), where the same
procedure is carried out as before. To save space, only the case of N = 100 and s = 8 is
tabulated. The test performance is influenced by relationships across cross-sectional units and
time, even for the oracle model. Forward selection can achieve nearly oracle performance when
the sample size is large, while Lasso is less satisfactory due to more severe size distortion and
power insufficiency.
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Table B1: Performance in Variable Selection (IID)
T1 = 40 T1 = 80 T1 = 100 T1 = 200
40 100 200 40 100 200 40 100 200 40 100 200
Fo
rw
ar
d
Se
le
ct
io
n Pa
100 99.5 98.6 100 100 100 100 100 100 100 100 100
96.6 75.5 44.2 100 100 100 100 100 100 100 100 100
25.3 0.1 0 99.3 93.5 76.5 99.9 99.5 97 100 100 100
Pb
100 99.6 98.8 100 100 100 100 100 100 100 100 100
97.8 86.1 68.2 100 100 100 100 100 100 100 100 100
55.9 35.3 27.4 99.5 95.7 85.5 99.9 99.6 98.0 100 100 100
Pc
94.5 89.7 86.6 97.7 98.5 98.7 98.1 98.9 99.1 98.9 99.4 99.6
91.0 80.4 85.8 97.3 98.1 98.2 97.8 98.7 98.8 98.8 99.4 99.5
85.4 86.4 87.1 95.4 96.2 93.0 97.0 97.8 97.8 98.7 99.2 99.5
La
ss
o
Pa
99.6 97.1 93 100 100 100 100 100 100 100 100 100
95.7 61.5 38.4 100 100 99.5 100 100 100 100 100 100
78.7 8.9 0.1 100 94.8 63.7 100 100 95.2 100 100 100
Pb
99.8 98.9 97.7 100 100 100 100 100 100 100 100 100
98.3 87.9 80.6 100 100 99.8 100 100 100 100 100 100
91.7 67.0 52.7 100 98.4 91.0 100 100 98.7 100 100 100
Pc
96.8 98.7 99.2 98.4 99.4 99.7 98.6 99.5 99.7 99.2 99.7 99.8
89.0 94.8 96.3 94.7 97.8 98.7 95.6 98.3 99.0 97.2 99.1 99.5
66.3 84.5 90.3 82.5 91.5 94.9 86.0 93.4 95.8 90.8 96.8 98.4
Table B2: Performance in Variable Selection (Time Dependence)
T1 = 40 T1 = 80 T1 = 100 T1 = 200
40 100 200 40 100 200 40 100 200 40 100 200
Fo
rw
ar
d
Se
le
ct
io
n Pa
98.6 95.8 86 100 100 99.9 100 99.9 100 100 100 100
78.4 37.7 11.7 98.9 98 94.1 99.5 98.7 99 100 100 100
12.5 0.1 0 90.6 55.6 17.5 95.6 86.3 61.1 99.5 98.8 99.5
Pb
99 96.9 89.6 100 100 99.9 100 99.9 100 100 100 100
86 61.5 41 99.1 98.6 95.8 99.6 98.9 99.1 100 100 100
46.9 26.5 17.7 93.2 72.3 46.8 96.5 90.6 75.8 99.6 99 99.6
Pc
95.7 96.3 96.4 98.2 99 99.3 98.6 99.2 99.5 99.1 99.6 99.7
89.7 89.5 92.3 97.2 98 98.2 97.9 98.7 99 98.9 99.5 99.7
84.6 90.5 93.7 91.7 93.3 95.6 94.5 95.4 96.2 98.5 99 99.2
La
ss
o
Pa
99.6 95 84.2 100 100 99.9 100 100 100 100 100 100
94.3 53.1 19.2 100 99.7 97.5 100 100 100 100 100 100
68.3 1.7 0 100 90 37.2 100 99.6 81.7 100 100 100
Pb
99.8 98.2 94.5 100 100 100 100 100 100 100 100 100
97.8 82.3 65.4 100 99.9 99.5 100 100 100 100 100 100
87.8 52.2 39.1 100 96.5 77.4 100 99.9 94.3 100 100 100
Pc
92.4 95.6 97.1 96.4 98.1 98.8 97.3 98.6 99.1 98.6 99.4 99.7
80.9 90.1 94.2 89 93.2 95.3 90.6 94.9 96.3 95 97.7 98.5
65.4 87 92.1 72.4 83 90.7 75.5 85.1 90 85.1 92.1 94.6
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Table B3: Performance in Variable Selection (Time Dependence and Cross-Sectional Corre-
lation)
T1 = 40 T1 = 80 T1 = 100 T1 = 200
40 100 200 40 100 200 40 100 200 40 100 200
Fo
rw
ar
d
Se
le
ct
io
n Pa
57.6 25.9 11.9 87.9 61.6 36.4 93.6 74.2 50.3 99.6 97.6 84
36.9 9.4 1.2 84.7 63 52.5 92 76.8 68.8 100 97.9 97.7
20.2 0 0 96 69.4 25.5 99.2 87.6 62.6 100 100 99.6
Pb
66.5 37.8 21.4 90.6 67.4 44.4 95.2 77.5 57.3 99.7 97.7 86.9
63 43 30.4 90.6 76.3 68.6 95.1 84.4 79.5 100 98.5 98.4
60.6 31.1 17.1 97.6 79.2 47.2 99.5 91.2 72.1 100 100 99.7
Pc
87.4 93.7 96.9 88.9 95.3 98 88.7 95.5 98 89.1 95.8 98
90.5 93 95.8 92.9 96.1 97.5 93.5 96.4 97.9 94.8 97 98.3
80.8 89 94.8 90.7 93.4 94.7 92.4 94.8 96.5 94.9 97 98.1
La
ss
o
Pa
94.3 55.4 24.1 100 95.6 63.3 100 98.9 78.8 100 100 99.6
25.6 0.5 0 83.5 9.7 1.1 95.4 20.6 4.2 100 86.4 46.6
3.9 0 0 67.3 0.5 0 90.5 2.6 0 99.9 55 2.4
Pb
95.7 65.8 35.3 100 96.3 66.5 100 99.1 80.2 100 100 99.6
63.5 41.8 34.5 93 50.7 38.8 98.3 56.2 42.1 100 93.1 69.7
54.7 38.7 31.4 87.9 43.6 36.3 96.9 45.8 36.7 100 76.8 40.7
Pc
82.7 91.8 95.2 81.5 90.7 94.3 81.6 90.7 93.9 80.6 90.7 92.9
81.5 90.4 93.5 74.3 89.7 93 71.3 88.8 92.8 67.9 81.6 90.6
79.1 86.3 90.9 74.5 85.4 90 73.1 85 89.7 74.5 79.7 89
Table B4: Parameter Estimation: Bias and RMSE
(
both× 10−3) (IID)
T1 = 40 T1 = 80 T1 = 100 T1 = 200
N 40 100 200 40 100 200 40 100 200 40 100 200
(a) Bias - Forward Selection
s = 4 0.05 -0.19 -0.34 -0.04 -0.08 -0.04 -0.04 0.03 -0.04 -0.03 0.01 0.05
s = 8 -5.29 -12.17 -13.35 -0.28 0.06 0.06 -0.08 0.00 0.02 0.07 0.01 0.01
s = 16 -147.66 -94.05 -54.36 -1.76 -6.59 -10.76 -0.05 -0.72 -1.64 0.14 0.01 0.00
(b) Bias - Lasso
s = 4 -20.59 -11.8 -7.33 -13.71 -6.84 -3.92 -11.88 -5.86 -3.38 -8.39 -4 -2.22
s = 8 -42.27 -34.99 -22.86 -25.48 -14.07 -8.92 -22.28 -12.19 -7.38 -15.08 -7.82 -4.55
s = 16 -90.43 -98.07 -59.09 -38.83 -32.95 -31.89 -35.47 -24.33 -18.74 -24.91 -14.95 -9.29
(c) Bias - Oracle
s = 4 0.166 -0.014 -0.001 -0.072 -0.046 -0.039 0.066 -0.008 -0.031 -0.067 0.003 -0.004
s = 8 -0.310 -0.052 0.026 -0.229 0.009 0.033 -0.084 -0.044 0.014 0.086 -0.014 -0.013
s = 16 0.148 0.002 0.017 0.180 0.028 -0.006 0.180 -0.040 -0.004 0.172 0.027 -0.001
(d) RMSE - Forward Selection
s = 4 54.0 56.7 52.4 29.1 22.4 20.5 24.6 18.5 16.1 15.2 10.7 8.5
s = 8 103.3 160.4 175.6 35.6 27.9 24.7 30.4 22.4 19.4 19.1 13.0 10.4
s = 16 498.9 441.4 362.5 65.9 98.2 131.3 42.9 39.4 51.4 25.3 17.4 13.2
(e) RMSE - Lasso
s = 4 77.0 68.1 59.4 49.3 37.5 30.2 42.3 32.1 25.9 29.6 21.6 16.8
s = 8 129.2 154.4 134.5 67.8 56.8 50.6 58.6 48.3 40.8 38.7 30.4 24.6
s = 16 259.0 312.6 252.8 84.3 110.2 142.8 73.5 72.5 82.2 48.5 42.3 36.3
(f) RMSE - Oracle
s = 4 26.4 17.0 11.9 18.4 11.6 8.3 16.1 10.2 7.2 11.5 7.2 5.0
s = 8 40.3 25.6 17.9 26.8 17.0 11.7 23.5 14.8 10.4 16.3 10.2 7.4
s = 16 66.6 42.0 29.0 40.0 25.5 18.0 34.8 22.3 15.4 23.4 14.7 10.5
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Table B5: Parameter Estimation: Bias and RMSE
(
both× 10−3) (Time Dependence)
T1 = 40 T1 = 80 T1 = 100 T1 = 200
N 40 100 200 40 100 200 40 100 200 40 100 200
(a) Bias - Forward Selection
s = 4 -0.82 -1.49 -2.24 -0.03 0.09 -0.09 0.15 0.01 0.01 -0.06 0 -0.01
s = 8 -27.36 -30.46 -23.4 -1.84 -1.23 -1.77 -0.76 -0.84 -0.36 0 0.03 0
s = 16 -186.41 -107.14 -62.09 -24.63 -40.96 -40.06 -12.96 -14.06 -18.62 -1.47 -1.4 -0.3
(b) Bias - Lasso
s = 4 -15.78 -9.92 -7.09 -9.92 -5.32 -3.34 -8.91 -4.58 -2.68 -5.89 -2.87 -1.66
s = 8 -36.21 -35.74 -26.09 -19.09 -11.73 -8.06 -16.43 -9.51 -6.21 -10.92 -5.85 -3.5
s = 16 -106.57 -111.29 -63.86 -30.44 -31.93 -40.8 -25.71 -19.75 -21.29 -17.71 -11.28 -7.48
(c) Bias - Oracle
s = 4 0.188 -0.027 0.014 0.010 0.082 -0.013 0.014 0.015 -0.005 -0.034 0.027 -0.016
s = 8 0.093 -0.022 -0.019 0.029 0.031 -0.005 -0.003 0.020 0.005 -0.017 -0.001 0.011
s = 16 0.248 -0.007 0.106 -0.044 -0.022 0.009 0.022 0.005 -0.009 -0.038 0.021 0.016
(d) RMSE - Forward Selection
s = 4 55.5 59.4 70.8 20.4 15.4 13.9 17.0 13.6 10.3 10.8 7.3 5.9
s = 8 209.1 242.8 221.4 52.3 43.6 52.7 36.4 35.7 24.1 13.9 9.4 7.2
s = 16 577.4 462.3 363.8 185.8 256.3 261.0 129.6 142.1 172.2 45.4 43.2 21.5
(e) RMSE - Lasso
s = 4 65.2 64.8 63.7 37.5 30.6 27.1 33.4 26.0 21.4 21.5 16.0 13.0
s = 8 128.4 170.4 157.6 55.4 51.5 51.1 46.2 40.2 36.7 29.3 23.6 19.7
s = 16 304.1 347.1 268.6 74.5 126.6 187.3 60.8 67.7 110.8 37.0 34.5 31.2
(f) RMSE - Oracle
s = 4 19.9 12.7 8.9 13.1 8.3 6.0 11.7 7.2 5.2 8.1 5.0 3.5
s = 8 32.6 20.1 14.7 19.5 12.5 8.9 17.2 10.9 7.7 11.6 7.2 5.1
s = 16 60.3 38.4 27.7 32.0 20.4 14.4 27.3 17.1 12.1 17.1 11.0 7.8
Table B6: Parameter Estimates: Bias and RMSE
(
both× 10−3) (Time Dependence and
Cross-Sectional Correlation)
T1 = 40 T1 = 80 T1 = 100 T1 = 200
N 40 100 200 40 100 200 40 100 200 40 100 200
(a) Bias - Forward Selection
s = 4 -14.13 -10.99 -7.74 -3.98 -5.83 -5.97 -2.37 -4.16 -4.71 -0.31 -0.48 -1.49
s = 8 -36.19 -21.12 -11.77 -9.33 -9.76 -6.38 -5.06 -6.66 -4.23 -0.12 -0.78 -0.41
s = 16 -59.48 -40.23 -27.99 -4.12 -13.68 -18.94 -0.71 -5.99 -10.51 -0.14 0 -0.12
(b) Bias - Lasso
s = 4 -7.75 -9.09 -7.06 -4.06 -4.21 -4.67 -3.88 -3.36 -3.48 -3.01 -2.51 -1.44
s = 8 -50.64 -25.81 -12.79 -22.27 -25.36 -14.02 -15.63 -23.58 -13.97 -11.14 -9.45 -9.72
s = 16 -114.96 -47.68 -23.38 -63.63 -50.24 -25.39 -46.07 -49.74 -25.96 -33.31 -32.19 -26.57
(c) Bias - Oracle
s = 4 -0.042 0.027 -0.029 0.019 -0.016 0.018 0.020 0.008 0.008 -0.024 0.003 0.001
s = 8 0.391 0.077 -0.014 0.001 0.058 0 -0.223 -0.059 0.018 -0.072 -0.016 -0.017
s = 16 0.169 -0.154 -0.113 -0.066 -0.068 -0.08 0.096 -0.075 0.017 -0.067 0.010 -0.002
(d) RMSE - Forward Selection
s = 4 255.2 207.9 161.1 134.1 141.5 125.3 99.2 116.7 108.9 36.2 40.8 59.4
s = 8 354.6 288.2 230.5 177.8 171.0 139.2 130.7 137.9 111.4 32.6 47.1 35.0
s = 16 586.5 519.2 400.4 156.4 252.3 279.6 97.0 165.2 199.3 45.4 32.7 32.5
(e) RMSE - Lasso
s = 4 132.5 153.5 134.9 73.1 78.8 100.5 65.6 62.1 82.4 47.9 41.4 38.7
s = 8 344.9 263.9 196.7 195.6 242.9 184.1 150.6 230.8 178.9 104.0 127.6 138.5
s = 16 568.5 416.4 310.0 345.6 386.8 285.9 254.2 378.6 281.4 168.4 271.5 267.6
(f) RMSE - Oracle
s = 4 21.0 13.1 9.6 14.5 9.1 6.5 12.6 8.2 5.8 8.8 5.5 4.0
s = 8 58.4 36.2 26.4 37.2 24.2 17.2 33.0 21.0 15.0 23.1 14.8 10.5
s = 16 114.8 72.2 51.1 69.5 43.5 30.7 59.8 38.1 27.0 39.9 26.0 18.4
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Table B7: Out-of-sample Prediction: Bias
(×10−3) and RMPSE (IID)
T1 = T2 = 40 T1 = T2 = 80 T1 = T2 = 100 T1 = T2 = 200
N 40 100 200 40 100 200 40 100 200 40 100 200
(a) Bias - Forward selection
s = 4 -1.12 5.20 -3.08 -0.56 -1.65 -1.45 -0.72 -3.00 0.68 0.11 -0.95 -1.32
s = 8 -2.89 -0.67 2.54 -0.51 -2.58 0.09 3.37 1.44 0.44 0.24 -3.76 1.33
s = 16 10.47 -22.79 -22.48 -2.83 -1.55 -9.97 -1.54 -0.12 6.20 -0.47 -0.61 -1.62
(b) Bias - Lasso
s = 4 -2.84 -0.71 -7.82 -0.72 -3.84 -2.16 -1.32 -1.82 1.01 0.31 -0.75 -1.72
s = 8 0.08 -7.36 -0.61 -0.18 -2.81 -0.61 3.33 3.59 -4.12 0.63 -3.06 1.45
s = 16 -1.97 -5.30 -9.64 0.73 -6.45 -11.09 -2.03 -1.41 2.36 -0.43 -0.08 -2.35
(c) Bias - Oracle
s = 4 -2.47 4.00 -6.18 -0.49 -2.11 -1.43 -0.88 -2.96 -0.67 0.02 -0.83 -1.11
s = 8 -2.46 -0.01 2.76 -0.46 -1.73 0.40 3.05 1.51 -0.79 0.32 -3.39 1.14
s = 16 1.02 0.40 -1.24 -2.24 -0.67 0.21 -1.54 -1.17 3.17 -0.59 -0.31 -1.86
(d) RMPSE - Forward selection
s = 4 0.60 0.73 0.85 0.53 0.55 0.57 0.52 0.53 0.54 0.51 0.51 0.51
s = 8 0.74 1.40 2.22 0.55 0.57 0.60 0.53 0.55 0.57 0.51 0.51 0.52
s = 16 2.92 4.37 5.06 0.60 0.82 1.44 0.56 0.60 0.71 0.52 0.53 0.53
(e) RMPSE - Lasso
s = 4 0.68 0.81 0.93 0.59 0.62 0.65 0.56 0.59 0.61 0.53 0.54 0.55
s = 8 0.89 1.49 1.86 0.65 0.75 0.85 0.62 0.69 0.75 0.56 0.58 0.60
s = 16 1.45 3.10 3.55 0.72 1.11 1.87 0.68 0.87 1.17 0.58 0.65 0.71
(f) RMPSE - Oracle
s = 4 0.52 0.53 0.52 0.51 0.51 0.51 0.51 0.51 0.51 0.50 0.50 0.51
s = 8 0.56 0.56 0.55 0.53 0.53 0.53 0.52 0.52 0.52 0.51 0.51 0.51
s = 16 0.64 0.65 0.64 0.56 0.56 0.56 0.55 0.55 0.54 0.52 0.52 0.52
Table B8: Out-of-sample Prediction: Bias
(×10−3) and RMPSE (Time Dependence)
T1 = T2 = 40 T1 = T2 = 80 T1 = T2 = 100 T1 = T2 = 200
N 40 100 200 40 100 200 40 100 200 40 100 200
(a) Bias - Forward selection
s = 4 -9.83 -11.48 -5.83 -2.32 -3.37 -0.35 3.32 0.30 0.37 1.53 -0.10 1.67
s = 8 -76.74 -30.71 85.84 -5.40 -9.44 -2.41 0.49 -10.51 7.90 1.84 0.10 0.17
s = 16 -223.91 2.74 -11.67 21.89 10.30 -110.20 -13.06 -12.05 -0.58 -7.45 -14.67 -0.21
(b) Bias - Lasso
s = 4 -5.43 -16.80 12.42 -6.00 -3.06 -2.06 -0.59 -4.02 -2.07 -0.27 -0.73 1.75
s = 8 -12.26 -43.05 -15.22 0.39 -7.49 21.20 3.73 1.30 3.88 0.28 1.52 4.32
s = 16 -88.93 2.35 20.80 6.54 6.33 -15.92 6.60 19.26 20.07 0.79 -6.13 2.43
(c) Bias - Oracle
s = 4 1.42 -3.44 3.95 -2.76 -3.47 1.13 0.97 -0.39 -1.33 1.32 -0.03 1.40
s = 8 -9.11 -2.58 -2.80 -1.10 -0.37 -2.49 -0.49 -0.61 -0.39 1.28 0.22 0.81
s = 16 -14.43 -20.50 -16.84 -1.67 -3.29 0.72 0.41 -0.03 0.03 -1.34 -2.17 -1.25
(d) RMPSE - Forward selection
s = 4 0.66 0.84 1.21 0.53 0.54 0.56 0.53 0.53 0.54 0.51 0.51 0.51
s = 8 1.55 3.30 4.65 0.60 0.66 0.86 0.56 0.60 0.61 0.51 0.52 0.52
s = 16 5.36 7.11 7.95 1.15 3.10 5.56 0.82 1.39 2.88 0.56 0.61 0.57
(e) RMPSE - Lasso
s = 4 0.77 1.00 1.31 0.60 0.67 0.74 0.59 0.62 0.66 0.54 0.55 0.57
s = 8 1.19 2.39 3.38 0.72 0.89 1.15 0.66 0.77 0.91 0.57 0.61 0.65
s = 16 2.57 5.43 5.96 0.87 1.71 3.91 0.77 1.13 2.13 0.61 0.72 0.83
(f) RMPSE - Oracle
s = 4 0.53 0.53 0.53 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.50 0.50
s = 8 0.58 0.58 0.58 0.53 0.53 0.53 0.52 0.53 0.52 0.51 0.51 0.51
s = 16 0.76 0.75 0.77 0.58 0.58 0.58 0.56 0.56 0.56 0.52 0.53 0.53
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Table B9: Out-of-sample Prediction: Bias
(×10−3) and RMPSE (Time Dependence and
Cross-Sectional Correlation)
T1 = T2 = 40 T1 = T2 = 80 T1 = T2 = 100 T1 = T2 = 200
N 40 100 200 40 100 200 40 100 200 40 100 200
(a) Bias - Forward selection
s = 4 16.73 -4.07 9.17 -4.02 -0.20 3.88 -0.29 -3.65 5.85 -0.20 0.36 -2.09
s = 8 -3.32 0.20 0.23 1.61 4.16 6.95 -1.12 -1.05 -4.16 1.44 2.45 -0.98
s = 16 -0.62 4.58 -22.24 -0.49 -4.09 -3.94 0.54 -1.00 -6.31 -0.94 -0.35 -0.25
(b) Bias - Lasso
s = 4 8.24 -5.38 6.02 -3.70 -0.56 1.06 -0.45 0.73 3.95 -0.33 0.12 -1.56
s = 8 -14.94 1.55 -3.28 1.50 3.17 11.69 1.14 -3.41 -12.06 1.61 3.25 2.56
s = 16 0.99 2.98 -8.78 -5.00 -5.45 -4.26 1.33 -0.66 -11.39 1.20 -5.64 -4.16
(c) Bias - Oracle
s = 4 3.60 2.65 -2.79 -3.56 -0.91 -0.42 -1.29 0.09 2.53 -0.24 0.07 -1.41
s = 8 -2.12 -0.62 -1.37 -1.23 1.11 -2.02 1.53 -0.52 -1.63 1.06 2.45 -0.67
s = 16 -5.52 -2.77 6.09 -2.67 -3.57 -0.72 0.22 0.35 -0.93 -0.99 -0.28 -0.05
(d) RMPSE - Forward selection
s = 4 0.93 1.20 1.30 0.63 0.82 0.99 0.57 0.72 0.87 0.52 0.53 0.62
s = 8 1.23 1.59 1.80 0.70 0.91 1.04 0.61 0.77 0.85 0.51 0.54 0.54
s = 16 1.92 2.78 3.03 0.65 1.15 1.95 0.58 0.80 1.27 0.52 0.53 0.54
(e) RMPSE - Lasso
s = 4 0.67 0.96 1.16 0.57 0.64 0.87 0.55 0.60 0.76 0.53 0.55 0.58
s = 8 1.26 1.55 1.61 0.79 1.39 1.49 0.69 1.30 1.43 0.60 0.79 1.09
s = 16 2.00 2.30 2.40 1.17 2.10 2.18 0.93 2.04 2.14 0.73 1.39 2.02
(f) RMPSE - Oracle
s = 4 0.53 0.53 0.53 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.50 0.51
s = 8 0.56 0.56 0.56 0.53 0.53 0.53 0.52 0.52 0.52 0.51 0.51 0.51
s = 16 0.65 0.65 0.65 0.56 0.56 0.56 0.55 0.55 0.55 0.52 0.52 0.52
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Table B10: Test Size and Power Under N = 100 and s = 8
Size Power
T1, T2 = D1 D2 D3 D4 D5 D6 D7
II
D
40
FS
0.074 0.085 0.119 0.542 0.889 0.395 0.802
80 0.070 0.066 0.101 0.966 1 0.690 0.996
100 0.061 0.071 0.113 0.991 1 0.772 0.998
200 0.058 0.074 0.099 1 1 0.958 1
40
Lasso
0.080 0.080 0.127 0.495 0.891 0.371 0.803
80 0.076 0.057 0.106 0.937 1 0.679 0.991
100 0.059 0.069 0.107 0.986 1 0.751 0.999
200 0.057 0.069 0.103 1 1 0.949 1
40
Oracle
0.072 0.079 0.141 0.783 1 0.502 0.935
80 0.072 0.062 0.100 0.971 1 0.696 0.997
100 0.061 0.071 0.108 0.993 1 0.772 0.998
200 0.052 0.072 0.098 1 1 0.959 1
T
im
e
D
ep
en
de
nc
e
40
FS
0.317 0.292 0.296 0.411 0.566 0.368 0.532
80 0.162 0.106 0.144 0.918 0.986 0.665 0.981
100 0.127 0.085 0.105 0.961 0.990 0.720 0.987
200 0.095 0.066 0.097 0.999 1 0.954 1
40
Lasso
0.314 0.291 0.291 0.404 0.573 0.358 0.544
80 0.230 0.171 0.167 0.738 0.973 0.566 0.946
100 0.226 0.162 0.152 0.867 0.996 0.639 0.982
200 0.152 0.101 0.104 0.995 1 0.925 1
40
Oracle
0.189 0.120 0.167 0.734 0.997 0.490 0.913
80 0.123 0.075 0.129 0.967 1 0.687 0.997
100 0.101 0.062 0.104 0.986 1 0.749 0.998
200 0.093 0.065 0.093 0.999 1 0.957 1
T
im
e
D
ep
.a
nd
C
ro
ss
-S
ec
.C
or
r. 40
FS
0.150 0.136 0.167 0.446 0.875 0.350 0.760
80 0.098 0.088 0.109 0.872 0.999 0.652 0.986
100 0.092 0.058 0.086 0.950 0.999 0.695 0.993
200 0.069 0.058 0.091 0.998 1 0.936 1
40
Lasso
0.186 0.150 0.175 0.460 0.861 0.374 0.753
80 0.121 0.100 0.109 0.708 0.991 0.566 0.953
100 0.107 0.089 0.105 0.795 0.998 0.575 0.975
200 0.090 0.059 0.085 0.996 1 0.913 1
40
Oracle
0.116 0.090 0.145 0.787 0.999 0.509 0.910
80 0.093 0.063 0.110 0.979 1 0.724 0.998
100 0.097 0.062 0.090 0.993 1 0.740 1
200 0.075 0.057 0.100 1 1 0.939 1
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