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ABSTRACT
A common problem with CCD sensors is their inefficiency to accurately
record gray level information in the shadow range of an image. This problem is
magnified on original copy having important detail in the midtone to shadow
range. Consequently, when this type of an image is scanned gray levels in the
shadow range of the reproduction are not easily discerned.
This study examines two areas, the recording consistency across the
scanning sensor and the gray level recording for a desktop six bit scanner. The
former determined how consistently density information is recorded across the
sensor, while the latter determines the amount of gray level discerned by the
scanner.
The result from scanning a three step scale in the consistency test showed
that the scanner was not capable of consistently recording across the imaging
sensor. These inconsistencies were more pronounced in the medium and dark
steps in the test scale reproduction. The medium step reproduced ten distinct
gray levels, while the dark step reproduced four distinct gray levels.
The test results from the gray level recording capability test showed that 38
out of 64 possible gray levels were recorded by the scanner. This resulted in
59% efficiency in the gray level recording. The sensitivity density range which




In short, this study proposed an objective method for determining scanning
consistency and gray level recording capability for a desk top scanner.
Although emphasis was placed on a six bit scanner, with some minor
modification the suggested method can be easily adopted to other scanners
having greater bit values.
The review of the literature section discussed the types of scanners used in
desktop publishing. These scanners have many types of imaging sensors, such
as self-scanned photodiodes charged injection devices (CID). Many factors
must be taken into consideration prior to scanning an image. These include,
sampling rate, scanner's bit value, screen frequency and output size. Since,




Studies conducted to evaluate the performance of desktop scanners
usually include the selection several scanners made by different manufacturers.
Typically, these scanners are tested against established testing criteria. A
customary test criteria may include evaluating each scanner for resolution
sensitivity and recording
capabilities.1 The former determines how well fine
detail is recorded, while the latter verifies how well gray levels are captured by
the scanner.
To determine the resolution of the scanner a test target is used. This test
target is compose of an image reproduced in varying sizes. This test target is
digitized and the resulting image is evaluated. The better the scanner
reproduces fine detail from the test target, the better the scanner's resolution.
On the other hand, the gray level recording for a scanner is determined
by scanning a stepped scale along with a photograph. Both of these images
are evaluated, the gray level recording capability for the scanner is based on
how successful the tonal range is simulated in the reproduction. The better the
reproduction throughout the entire tonal range, the closer the digital image
simulates the original, hence, the better the scanner's gray level recording
capability.
To generate a hardcopy output, an imagesetter is used. This output is
generated to perform a visual assessment for both the resolution and the
recording capability test. The results from these assessments are summarized
in a tabular form. A recommendation is made of the scanners that performed
the best overall.2 A tabular chart summarizes the scanner's important functions
and how these functions rated in comparison to other scanners. This chart
and/or evaluations are published by computer magazines. Their intention is to
help readers make a wiser decision when purchasing a desktop scanner.
Unfortunately, the results from these tabular forms may not accurately represent
the true capabilities of a desktop scanner.
Since assessment capabilities are based on visual judgement, these test
results are plaque with inconsistencies. Furthermore, variables which are
introduced at post-scanning stages can influence the test results.
Post-
scanning stages include imagesetting, platemaking and printing. For example
imagesetting variables may include film type and batch number, processing
chemistry, time, temperature and type of image laser. Although these particular
variables may be accounted for through linearizing of the imagesetter, one
needs to consider that all variables are accounted for in all of the post-scanning
stages.3 The plate making and printing process have other variables which
also need to be considered. These variables are often overlooked by
evaluators of desktop scanner. By controlling these variables credibility is
added to the scanner's evaluation results. Furthermore, it will insure that each
scanner is tested and evaluated under the same conditions.
An objective testing method is needed which can provided more
accurate result for determining a desktop scanner's performance, specifically in
the area of gray level recording. Ideally, this test method should be conducted
prior to hardcopy output. By conducting the test in this manner, all variables
from post-scanning stages are eliminated. The test should employ
a method
that can utilize digital image information for data analysis. Analysis of digital
information eliminates all post scanning variables, hence, providing an
objective evaluation method. This testing method may be used by persons who
understand tone reproduction principles and how they relate to scanner and the
final printed product. The objective of this study was to develop a testing
method which will provide objective data for determining gray level recording
capability for a desktop flatbed scanner.
END NOTES FOR CHAPTER 1
1) Linzmayer W. Owen. "Desktop
Scanners."
MacUser September 1990 Page
136-158
2) Ibid. pg. 142-143
3) Adams M. Richard, Makuta J. Daniel, Whiteman A. Thomas "Calibration
Postscript
Imagesetter"
GATF World November/December 1991 Volume 3,
Issue 6 page 33-37
CHAPTER 2
THEORETICAL BASIS OF THE STUDY
The purpose of a scanner is to electronically digitize copy by assigning
binary values to different densities on the image. Ideally, the objective is to
render the entire tonal range from the original copy. Accurate representation of
this range is dependent upon the number of bits and the sensitivity of the
scanner's sensors. Sensitivity is determined by the number of photoelectric
cells packed per linear inch in the sensor; the more cells per inch, the higher the
potential resolution of the scanner.
Typically sensors having more than 400 photoelectric cells per inch are
used in high-end flatbed scanners, while sensors having less than 400 cells per
inch are used in low-end desktop scanners. It is worthy to note, that some low
end desktop scanners are capable of sampling at rates higher than 400 cells
per inch. However, these should not be confused with high-end flatbed
scanners. The capabilities of scanning at higher resolution by low-end scanner
is done by interpolation. Interpolation requires the scanner's circuitry to
averages an image's gray level values, resulting in new pixels between existing
ones.1
The amount of gray levels attainable in a digitized image is determined
by the number of bits for a given scanner. The greater the bit value the more
gray levels that can be presented in the digital image. For example, a scanner
having six bits of information can record and theoretically reproduce 64 levels of
gray or
2 (2^
=2x2x2x2x2x2=64). This is a theoretical amount, since
inefficiencies in the scanning sensor limits the amount of attainable gray levels
that can be recorded by the
scanner.2 This limitation is particularly noticeable in
the shadow range of the digitized image.3 In short, the separation of gray level
in the dark area of the image are difficult to discerned. Therefore, the amount of
gray levels specified by desktop scanner manufacturer may not be a true
indication of the number of discrete gray levels for a given scanner.
In order to determine how well a scanner is capable of recording gray
levels, it is important to know how gray levels captured by the scanner
correlates to density values. One method of testing this relationship is by using
a step gray scale. A step gray scale is composed of equal unit areas, known as
steps, each step varies in density progressively from light to dark. Once the
scale has been digitized, these discrete gray levels become easier to separate
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DENSITY
The graph depicts the scanners response to changes in density for the
Agfa six bit scanner. This characteristic curve shows the
correlation
between density and gray level. It is worthy
to note, that as density
increases, the ability to discerned gray
level decreases.
FIGURE 2-1 SCANNER'S GRAY LEVEL RESPONSE
Once these sections have been segmented, an average gray
level value
for each step can be determined. Since,
these average gray level values in the
digitized image corresponds to the density values of the original scale, these
two values can be plotted on a graph. This graph
can be plotted using density
values of the original gray scale on the X-axis and the average gray level
values on the Y-axis. The resulting curve will provide an indication of the
scanner's response to changes in density.
In figure 2-1 a response curve for an Agfa six bit scanner is shown. The
shape of the curve indicates how densities on the original gray scale correlates
to the gray level values in the digitized image. It is interesting to note, that as
density increase on the X axis the ability to discerned gray levels steps
decreases on the Y axis. This is graphically shown by the leveling off at the top
section of the curve. This "leveling
off"
of the curve may be attributed to
inefficiencies in the scanning sensor. The shape of the characteristic curve
provides some insight into a scanner's gray level recording capability.
In theory, the characteristic curve for the six bit scanner should be linear
in shape, that is, for every input density value an equivalent gray level value is
assigned. If a scanner's gray level recording response were to provide this type
of a curve. A six bit scanner would be capable of reproducing 64 distinct gray
levels.
To summarize, images that are electronically digitized by a desktop
scanner can be objectively analyzed. This can be done by using digital
information.4 This data may be easier analyzed if the original image is
composed of discrete and uniform gray level values, such as a step scale. The
digital information provided by this image can be statistically analyzed providing
an objective approach for determining the gray level recording capability for a
desktop scanner.
END NOTES FOR CHAPTER 2
1) Linzmayer W. Owen "Desktop
Scanners."
MacUser September 1990 page
149
2) Ibid, page 152
3) Smith Mark. "The Sharper the Image: A Scanner
Update"
American Printer
July 1990 page 42
4) Baxes A. Gregory Digital Image Processing (Cascade Press, Denver




The Desktop Publishing revolution has had an impact on everyone's life.
Not only are we bombarded daily with literature produced on desktop systems,
but many have become laymen designers and typesetters. The relative
affordability of desktop systems (computers, software, scanners, etc.) has
increased the number of individuals with access to this previously inaccessible
technology. With the proper design software, an average computer and a basic
understanding of the program, a layman can achieve remarkable results.
One advantage of desktop publishing is that it exceeds conventional
typesetting by combining text with graphics. This combination has had a major
impact on the entire publishing world. During the past five years, improvements
to desktop publishing software and hardware have revolutionized the graphic
arts industry. Increasingly, desktop publishing is challenging high end
electronic publishing systems. Not only have improvements to desktop
publishing systems revolutionized the graphic arts industry, they have also
created a more sophisticated user.
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Desktop operators are no longer satisfied with simple clip art sold on
diskettes. They want to have more control in generating their own digitized
images. Presently there are two methods available to them. They can either
draw images
"directly"
into the computer using a draw program or they can input
images electronically through a scanner. Although currently limited by the
computer and its memory capabilities, this input method is rapidly improving
and promises to become an alternative way of producing graphic images at
lower prices. It is interesting to note that sales for desktop scanners are
predicted to be $1 16 million in 1991 . 1
TYPES OF SCANNERS
There are four basic types of scanners used in desk top publishing: sheet
fed, video, handheld and flatbed. One of the limitations of the sheet fed scanner
is paper thickness. In order to conform to the restrictions of the feeder, original
copy must be unbound and quite thin. The copy is inserted through rollers
which have a maximum clearance equal to an average sheet of typing paper.
The sheet fed scanner cannot handle layout boards and may have problems
with simple black and white photographs.2
The video scanner is unique in that it is capable of handling large three-
dimensional objects. Although these scanners have no size restrictions, they
have focal range limitation. For example, an object placed in front of a video
scanner will result in the object being in focus but not the background.3
The hand held scanner is the least expensive of the four. However, the
width of the scanner's sensor confines it to a length from 2 1/2 to 4 1/2 inches
(depending on the model). In addition, a handheld scanner's steadiness
determines the accuracy of the image reproduction. An unsteady scan will
cause the recorded image to appear either shortened or elongated.4
Flatbed scanners offer the most flexibility by allowing different types of
documents such as books, paper and photographs to be easily scanned.
Although the scanned material has no thickness restriction, surface area is a
limitation for in most cases it is limited to 8 1/2 by 14 inches. Although used for
1 1
different applications, all these scanners have two things in common. First, they
all digitize the image they record and second, their imaging arrays in most
cases are Charged Coupled Devices (CCD).5 Although there are other types of
imaging sensors used on scanners such as self-scanned photodiodes and
charged injection devices (CIDs), this paper will briefly discuss CCD sensors.
There are two types of CCD, a two dimensional and a linear array. The
former is used for video and surveillance cameras and perform real time, full
frame imaging. Their manufacturing cost can vary from $40.00 to more than
$100,000 depending on whether it is a consumer or a scientific/military device.6
Linear arrays are directional, meaning recording of digital information occurs as
the scanning head moves across the image. This type of image recording
occurs in segments. Some other application of linear array can be found in
photocopiers and facsimile machines.
In the fabrication of Charged Coupled Devices the metal oxide
semiconductor (MOS) technology is used. This technology involves the
sandwiching of a silicon dioxide insulating layers which are placed in between
an aluminum layer and a semiconducting (silicon)
substrate.7 Once fabricated,
these are install into their corresponding equipment (scanner, photo copier
etc.).
During the exposure process, light photons strike the CCD, however, the
array is not capable of holding a photocharge. Therefore, Bucket Brigade
Devices (BBD) often accompany the CCD. These are responsible for storing
and transferring a photocharge created during the scanning
process.8 A
diagram of a CCD linear array is shown in figure 3-1 .
The operation of a CCD array requires four successive steps. First,
during the exposure to incident light, photon travel through the semiconductor
gate and is converted into a proportional electrical photocharge. Second, the
photocharge is stored in the semiconductor MOS capacitor known as a
potential well. Third, upon completion of the exposure, the accumulated
photocharge in the well is transfer to a readout stage by the Bucket Brigade
Devices. This transfer operation of photocharges by the BBD is analogous to a
bucket brigade where a line of people pour water from one pail into another
until the water reaches its destination. In this case, it is the photocharge signal
that transfers from one BBD to another until the charge reaches the readout
stage. The readout stage is the fourth and final stage. At this time conversion
from a photocharge to a proportional voltage signal occurs. The combination of








The graph displays a CCD image sensor, during the
scanning process, photons enter the gates.
Consequently, a photocharge is created, the potential
wells transfers this charge until it reaches its
destination. The combination of these voltage signals
creates a digital image.
FIGURE 3-1 CCD IMAGING SENSOR
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As described above, the scanning operation is a complex electronic
process which digitizes copy by assigning binary values to different densities.
Copy is defined as either photograph or line art. Line art is easier to scan
because it's comprised of two distinct densities, light and dark areas.
Fortunately, recording these two densities is not a problem for the scanning
sensor. However, in the case of photographs, also called continuous tone
images, these present a more complex problem. The density range of a
photograph is very broad, that is, there are many shades between the darkest
and the lightest areas. The function of a scanner is to record these multiple
densities and electronically digitize them.
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Presently, there are two ways of digitizing an image. One is by using
"dithering,"
the other is through grayscale.10 The dithering option simulates the
gray scale by saving the halftone as a bitmap. An image scanned as bit map
simulates density changes by combinations of black (off) and white (on) pixels.
Unfortunately, once an image is scanned, alteration becomes almost
impossible; images can be edited, but only a pixel at a time, this editing process
can become a tedious task. 11 Furthermore, the resolution for a dithered image
is fixed. For instance, if the image is scanned at 300 dots per inch and is printed
on a 600 dots per inch printer the effective resolution remains at 300 dots per
inch, hence, when the image is output, the hardcopy will print one quarter its
original
size.12 Unlike gray scale, the halftoning for a dithered image takes
place during the initial scan and not when the image is printed. Therefore, it is
important that prior to scanning in a dithered mode, that the final output size is
known. This can assure that adjustments can be made accordingly prior to
scanning .
The other way to digitize an image is through gray scale. A gray scale
mode assigns a gray level to each sample point of the image. (Please note,
sampling point will be discussed later in this section) This
occurs by assigning
a value of grayness to each pixel. This grayness range is from zero, which is
black, to 255 which is white. The amount of gray levels allocated to each pixel
is dependent on the scanner's bit value. In the case of an eight bit scanner, one
out of 256 possible gray levels can be assigned to each
pixel. However, for a
six bit scanner, there are 64 possible gray levels that can be assigned
to each
pixel. The assigned gray level values for a four and six
bit scanners are
somewhat equally distributed in the 0 to 255
range.
To show how these gray level values are distributed,
two histograms
have been generated. The same image was used to generate
these
histograms, however, two different scanners were used.
Figure 3-2 was
generated by a six bit scanner, while figure 3-2 was
generated by a four bit
scanner. Notice the separations between gray level for the
four bit scanner,
when compared to the six bit scanner. The pixel
distribution for a four bit
scanner has been equally dispersed in the 0 to
255 gray level range.


















The histogram shows the pixel distribution for a thirty step scale
scanned with a six bit scanner.
FIGURE 3-2 HISTOGRAM FOR 6 BIT IMAGE
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To determine the amount of gray levels that a scanner is capable of
recording, the number two is raised to the corresponding power. For instance, a
four bit scanner has 2x2x2x2 (2 4) or 16 possible gray
levels.13 It is interesting
to note, that an image scanned as gray scale incorporates at least four bits per
sample point, while an image scanned as dithered is limited to one bit per
sample point. In order for a scanner to be classified as gray scale it must be
able to record at least sixteen gray levels. Unfortunately, this amount is
insufficient to fully render the grayness continuity of a photograph. Therefore, to
reproduce a more broader gray level range, digitizing should be done with an
eight bit scanner. By utilizing an eight bit scanner, 256 gray levels can be
presented in the digitized image. The more gray levels that a scanner is
capable of recording, the closer the digital image simulates
tonal variation from
the original image.14 The next section will discuss the sampling rate concept.
In short, sampling rate determines how precise
fine detail is recorded by the
scanner.
15











The histogram shows the pixel distribution for a thirty step scale
scanned on a four bit scanner. Although the distribution is similar
to the one shown in figure 3-2, the spacing between the gray level
steps is greater.
FIGURE 3-3 HISTOGRAM FOR 4 BIT IMAGE
SAMPLING RATE
Although it is important to represent as many tonalities as possible in a
gray scale image, the selected sampling rate is equally important. The
sampling rate determines the amount of detail that can be discerned by the
scanner. The sampling rate will also have a direct effect on the resolution of
the digital image. Hence, the more sensors selected during scanning the better
fine detail is resolved in the digital
image.15 The accuracy of recording fine
detail is analogous to reproducing an art illustration using a grid patterned
tracing paper, were tracing of the reproduction can only be
accomplished by
filling in the appropriate squares that correspond to the
image. A grid fully
covered by the image is colored black, however, if a grid is not,
it remains white.
If only fifty percent of the grid is covered a decision must
be made , that is, to
leave it white or color it black. Once the tracing is completed, the result is a
"tiled"
reproduction of the line art illustration.
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A visual assessment of this reproduction will show lack of image fidelity
when compared to the original illustration. Unfortunately, reproduction of detail
finer than the grid patterned will not be replicated on the tracing, hence, an
undesirable reproduction may result.
To improve the reproduction, the illustration is re-traced by using a finer
grid tracing paper. The utilization of a finer grid provides better image detail in
the reproduction. Therefore, the finer the grid, the better detail from the image
can be depicted in the reproduction. This is similar to the sampling process in
scanning, the more sampling sensors selected the more detail that is
reproduced in the digital image.
The objective during scanning is to sample the original copy into enough
discrete pixels so the eye cannot detect differences between the original and
the digitized image. Unfortunately, if too many sampling points are selected,
unwanted detail may often appear in the reproduction. This includes detail
such as dirt spots, and paper texture.16 Therefore, it is important to select a
sampling rate that will achieve a balance between the unwanted and wanted
detail in the reproduction. The sampling rate is sometimes referred to as the
sampling resolution and is often expressed in dots per inch. This measurement
refers to the amount of sensors utilized by the scanning mechanism to analyze
the copy during the digitizing operation. For example, a three by three image
scanned at a 300 dpi resolution will utilize six hundred sensors to analyze the
copy as the CCD moves across the image. The digital image will consist of
810,000 sample points (300 dpi x 3 inches x 300 dpi x 3 inches =810,000).
Typically sensors used in low-end desktop scanners have less than 400
sensors per inch. In some cases, some scanners are capable of sampling at
rates higher than 400 dots per inch. This type of sampling is known as super
sampling and requires
interpolation.17 This requires the scanner's internal
circuitry to average the pixel information by placing new pixels between existing
ones. It is important to mention that the selected sampling rate will depend on
other factors. These factors will be discussed in more detail in the screen
1 7
frequency and resolution section of this report. The finer the detail in the
original image, the higher the sampling rate required.
GRAY SCALE ADVANTAGES
Manipulation versatility is one of the many advantages of using gray
scale images. Images can be shrunk, cropped, edited and scaled without loss
of detail. In addition, the tonal range can be electronically shifted, using the
brightness and contrast controls. Adjustment to the tonal range can be
performed locally or globally. Another advantage of using gray scale images is
the capability of retouching and combining different images for special effects,
while still maintaining detail. Unfortunately, this versatility has its price. Image
manipulation and storage are accomplished at the expense of high memory
requirements. This memory requirement must be addressed during image
manipulation and during storage.18
GRAY SCALE DISADVANTAGES
Random Access Memory (RAM) is the type of memory required to carry
out image manipulation functions. This memory is operational while the
computer is on and allows normal operating functions to take place. In addition,
RAM provides temporarily storage of information. However, if electrical power
lost occurs while performing an image manipulation function and the
information is not saved to a disk, whatever is in RAM at the time is lost.
The higher the sampling rate and the gray levels for a digital image, the
higher the RAM requirements. It is worthy to note that to effectively perform
image manipulation functions a minimum of 8 megabytes of RAM is
recommended. This is a problem, since most computers sold are equipped with
two megabytes of RAM. If additional memory is required, an upgrade to a
higher capacity chip is needed
Once image manipulation functions are completed, the amount of
storage required is another disadvantage in using gray scale images. The
amount of storage require is directly influenced by the scanner's bit, the
sampling resolution and the image size. In
other words, if any of these
18
variables are increased, the storage requirements for the digital image will also
increases. For example, a full page black and white image scanned with a one
bit scanner and sampled at 300 dpi requires 1 .25 megabytes of storage.
However, if the same image is scanned on a four bit scanner at the same
sampling rate the storage requirement would increase to approximately 5
megabytes.
GRAY SCALE IMAGE OUTPUT
Up to this point sampling resolution and bit values have been discussed.
Everything explained thus far has concentrated on digital image, that is,
information that recites in the computer. Hardcopy output has not been
considered. The following sections will discuss some of the factors to consider
when generating a hardcopy output.
Although image information that recites in the computer can be easily
manipulated and saved, for this pictorial information to be practical, it must
eventually be linked into the real world. This link is essential, if the image will
be used in a promotional ad. The device that provides this link is an output
device. The output device accomplishes this by generating a hardcopy output.
This hardcopy output is used to generate copies for other printing processes.
Output devices can be as sophisticated as an imagesetter or as simple as
a laser printer. The former is used when a high quality output is required, while
the latter is used if the quality of the halftone is not
critical.20 The main
advantage of utilizing an imagesetter is that it has higher resolution, therefore,
providing high quality halftones. The standard resolution for a laser printer is
from 300 to 400 dots per inch, while an imagesetter is from 1200 to 2540 dots
per inch.23
The two factors that influence how well a hard copy output device will print
is resolution and addressability. Resolution refers to the number of laser spots
that can be arranged in one inch without
overlap.21 Addressability is the
placement density of successive pixel in a printed
array.22 It is interesting to
note, that addressability can be considerably
higher when compared to
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resolution, the result is improved image appearance. The relationship between
resolution and addressability are shown in figure 3-4. Notice how a three fold
increase in addressability provides smoother contour.
PIXEL RESOLUTION = 16/ln.
ADDRESSABILITY = 16/ln.
PIXEL RESOLUTION = 16/ln.
ADDRESSABILITY = 48/ln.
The picture shows the relationship between resolution and addressability
in a hardcopy output. As addressability increases, the image resolution
improves.
FIGURE 3-4 RELATIONSHIP BETWEEN RESOLUTION AND
ADDRESSABILITY
Regardless of the device used for output, one should be aware of factors
and limitations which contribute to the quality of the output. A basic
understanding of these factors and how they relate to scanning requirements
will enable the output device to be optimized. These factors include the
halftone's screen frequency, resolution of the output device, the size of the
original and the final output size.
SCREEN FREQUENCY AND RESOLUTION OF OUTPUT DEVICE
Screen frequency in a hard copy output refers to the amount of halftone
dots in an inch. This is usually expressed in lines per inch (lpi). The more dots
per inch, the finer the screen ruling and vice-versa. In
conventional halftone
method, halftone dots are generated by the use of a halftone
screen. This
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screen also controls the screen frequency. These screens are available in
coarse 75 lines per inch to a fine 200 lines per inch screen.
The purpose of the screen is to act as a light modulator during exposure
This is done by controlling the amount of light that reaches the light sensitive
film. The more light that is reflected from the copy, the denser the
corresponding area on the film becomes.
24
Once the exposure is completed and the film is developed, the result is a
halftone. A close inspection of this reproduction will reveal many equally
spaced dots, each varying in size. The variations in dot sizes in the halftone is
what simulates the tonal values from the continuous tone image. The spacing
between the dots controls image fidelity. The finer the screen, the better the
reproduction matches the original image. Consequently, a fine screen results in
a higher quality reproduction in both resolution and tonality.
In the same manner that dots are equally spaced in conventional
halftone method, the dots generated by an output device are also equidistant.
However, the major difference is how each halftone dot is generated. A digital
halftone dot is composed of many individual marks. These marks are produced
by the exposure of a laser beam. The smallest spot this beam is capable of
generating is often termed machine pixel, laser spot or
dot.25 Resolution is the
amount of laser spots generated in one inch by the printing device. The more
spots exposed in one inch, the better the resolution of the output device.
It is interesting to note, that for a constant printer's resolution there is an
inverse relationship between the screen frequency and attainable gray
levels.
In other words, if a printer resolution remains the same, a
decrease in screen
frequency (coarser screen ) will result in an increase
in gray levels and
vice-
versa. This is because more laser spots that can be utilized to generate a larger
halftone dot. To illustrate the relationship between attainable gray levels and
halftone dot, a white tile floor can be used as an
analogy. Suppose a three by
three tiled area is selected. Each tile representing a
potential laser spot. By
selecting which tile is painted black
or remains white, varying halftone dot
combinations may be generated. In this case,
there are 10 attainable gray
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levels possibilities (3x3+1=10). This is graphically shown in figure 3-5A. Now
suppose that the tiled area is increased to a four by four area. The result is an
increase in the amount of attainable gray level (halftone dot). This is illustrated
in figure 3-5B, where the number of halftone dots possibilities has increased to
seventeen. Please note, that each tiled has remained the same size. On the
other hand, if the area is reduced to a two by two section, the amount of gray
levels possibilities has diminishes considerably. In this case, the gray levels
are reduced to five, this is shown in figure 3-5C. Although this analogy utilized
tiles to show the relationship between gray levels and screen frequency, in
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The is an inverse relationship between the screen's frequency
and the attainable gray levels. For a fixed printer resolution, a
decrease in screen frequency (coarser screen), will result in an
increase in the attainable gray levels. Section A shows 10
possible gray levels, however, as a coarser screen is used the
amount of gray level increases to 17 (see section B). On the
other hand, the attainable gray levels decrease to five on a finer
screen, (see section C).
FIGURE 3-5 RELATIONSHIP BETWEEN SCREEN
FREQUENCY AND GRAY LEVEL
Now that a relationship has been established between the
number of
attainable gray levels for a constant printer
resolution. It is important to know
the relationship between the sampling rate prior to scanning
and the screen
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frequency at hardcopy output. Furthermore, how a change in the printer's
resolution can effect screen frequency and the number of attainable gray level.
SAMPLING RATE AND SCREEN FREQUENCY
As stated in the sampling rate section, the objective during scanning is to
sample the original copy into enough discrete pixels so the eye cannot detect
differences between the original and the digitized image. Although in theory
over sampling an image may be a good approach, in practice the amount of
required storage is not economically feasible. Therefore, it is important to know
the relationship between sampling at the scanning stage and screen frequency
at the output stage, since one will have a direct effect on the other. By knowing
how these are related, image quality can be optimized at the hardcopy output
stage.
A general rule of thumb is that the selected sampling rate should never
be more than 2.5 the screen frequency. For example, if a 150 lpi screen
frequency is required, the original image should be sampled at a resolution of
375 dpi. This rule is known as the "Nyquist
Criterion"
or the "Sampling
Theory."27 Unfortunately, it becomes useless to sample the copy any higher
than 2.5 the screen frequency. Undersampling, on the other hand, can result in
aliazing problems. Aliazing results when insufficient information is recorded by
the scanner's sensors, this is cause by misrepresentation in the digitized image.
Moire patterns can also result when an image is
undersampled.28
After the image has been scanned at the appropriate sampling rate, the
next consideration is the selection of the output device for hardcopy output. The
type of output device utilized for output depends on the screen frequency. For
instance, if the hardcopy output requires a fine screen frequency, a high
resolution imagesetter is essential. However, if a coarse screen frequency is
utilized a laser printer will probably
suffice.29 This is because imagesetters has
the capability of providing higher
resolution in comparison to laser printer. The
next section will discuss the relationship between resolution, screen frequency
and how these effect gray levels.
SCREEN FREQUENCY AND GRAY LEVEL
As resolution for an output device increases, the finer the screen
frequency and the greater the number of gray levels that can be obtained.
However, there is an optimum number of gray levels that can be generated for a
given digital image. This amount is limited by the bit value of the scanning
device at initial scan. In most cases the maximum amount is 256 gray levels.
However, during output other factors need to be considered which influence the
amount of gray level in a hardcopy output. These include the resolution of the
output device and the selected screen frequency.30
4 BIT 6 BIT 8 BIT
Printer Resolution OPTIMUM SCREEN FREQUENCY
300 77 lpi 38 lpi 19 lpi
1270 328 lpi
*







THESE ARE THEORETICAL SCREEN FREQUENCIES, DUE TO THE
LIMITATION IN THE PRINTING PROCESS THEY ARE NOT POSSIBLE TO
REPRODUCE
The table shows the optimum screen frequency for combinations of
scanner and printer resolution. In order to optimize hardcopy output, the
lpi screen frequency in recommended. For example, an image output on a
300 dots per inch printer will obtained the optimum gray levels at 77 lpi,
38 lpi and 19 lpi for a 4, 6 and 8 bit scanned image respectively.
TABLE 3-1 OPTIMUM SCREEN FREQUENCY
It is important to know how these two factors influence the result of a
halftone image. It is interesting to note, that a laser printer is capable of
producing 256 gray levels. However, the results would be a
coarse halftone
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screen and an un-appealing image. For example, an image scanned on an
eight bit scanner and is printed on a 300 dpi laser printer, requires a screen
frequency of 19 lines per inch to reproduce the entire gray level range from the
eight bit image. Unfortunately, this frequency may not be suitable for hardcopy
output, since, the halftone structures at this frequency is coarse. On the other
hand, if a finer screen frequency is required, a higher resolution printer is
essential. For example, an imagesetter may considerably improves the quality
of the halftone. For example, an imagesetter with a resolution of 1270 dpi
increases the halftone frequency to 79 lines per inch. This screen frequency is
closer to the quality required for printing of newsprint.
Optimum screen frequencies for various printer resolution and bit value
combinations are given on table 3-1. These screen frequencies are
recommended to effectively render the gray levels provided by the scanning
device. Table 3-2 provides the formula which was used to determined the
number of gray levels for a given screen frequency. Consequently, if the
relationship between resolution of the output device and the bit value of the
scanner are known, the amount of gray level in the hardcopy output can be
optimized.
(DPI * LPI) + 1 = NUMBER OF GRAYLEVELS
DPI = PRINTER DOTS PER INCH RESOLUTION
LPI = SCREEN FREQUENCY OF HALFTONE
This formula can be used to determine the number of gray
levels that can be obtained for a given screen frequency and
printer's dot per inch resolution.
TABLE 3-2 FORMULA FOR NUMBER OF GRAY LEVEL
THE SIZE OF THE ORIGINAL AND THE FINAL OUTPUT SIZE
The Sampling Theory assumes that all scanned images will be printed
the same size as the original copy. In most cases, the scanned image must
match the requirements of the page layout. This may require the digitized
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image to be either enlarged or reduced. Consequently, any changest in size
will require a different sampling rate. For example, if the original image is
sampled at twice the screen frequency and is reduced during hardcopy output.
The result is an oversampled image. This image will occupy excessive
memory. On the other hand, if the same image is enlarged, an undersampled
image will result and lost of detail in the hardcopy output. Therefore, it is
important to know what the final size of the reproduction will be prior to
scanning, this way the proper sampling rate can be selected which will optimize
hardcopy output. The formula shown on table 3-3 can be used to determine the
sampling rate for an increase/decrease in image size. However, in order to
utilize the formula at least three variables in the equation must be known
ORIGINAL IMAGE SIZE SAMPLES PER INCH _
2
FINAL IMAGE SIZE SCREEN FREQUENCY
The formula above can be used to determine the sampling rate prior to
scanning an image. Unfortunately, in order to utilize the formula, at
least three variables must be known.
TABLE 3-3 FORMULA FOR IMAGE SIZE VS. SAMPLING
INTRODUCTION TO DIGITAL IMAGE PROCESSING
The concept of digital processing was first developed by NASA in the
early 1960's. This technology was used to transmit analog
pictorial images
from an orbiting satellite in space. These images
were used by scientist to
characterize the surface of the moon. However, because pictorial information
was transmitted in analog form, conversion to a digital form was
essential.
Furthermore, noise created by inefficient transmission, imperfection
in the
satellites'
optics and general image distortion resulted in a unappealing
image.
To compensate for these problems image manipulation was
required. The
knowledge gained from performing these image
manipulation functions brought
about the discipline that is known as imaging
science.32
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Since then, the field of imaging science has spread to a diversity of
areas. Imaging processing today can be seen in areas such as the medical
field, robotic control operations in manufacturing and in computer graphics. A
discipline that originated from the alteration of space imagery is now available
to the computer graphic world.
Image processing involves the alteration and analysis of pictorial
information. The main objective is to analyze the image objectively and/or
subjectively and make the proper adjustments. It is interesting to note, that
processing stages performed on images may or may not result in a visual
pleasing image. Regardless of the results the digital image requires
processing.33
IMAGE PROCESSING
The alteration and analyzing of pictorial information is known as imaging
processing. The objective is to enhance the image statistically and/or
subjectively, then making the proper enhancement adjustments. There are
three ways in which images can be processed, these include optically, analog,
and digital.
Optical images as the name implies, utilizes optics to carry out the task.
An example of this is the use of a process camera to generate halftones. The
process camera utilizes mechanical devices such as lenses, filters, screens etc.
Analog and digital on the other hand, are both electronic means of processing
images, however, each varies considerably.
Analog images containing variables signals. Image alterations to an
analog image is done through electrical means. An image on a television
screen is a good example of an analog image. The image on a monitor is
created by variation in amplitude signals. These signals represent changes in
brightness and contrast.
A digital image utilizes discrete points to control brightness and contrast.
These discrete points are called pixels. These pixels can be independently or
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globally controlled by using software programs and a digital computer. The
main advantage is that digital images provide greater flexibility in modifying
pictorial information.34
CLASSIFICATION OF IMAGE
The evaluation of an image by numeric or by graphic information is
known as image analysis. Graphing digital information into histograms helps to
analyze the data for image qualities. Histograms assist in image enhancement
functions by showing the frequency distribution of pixels to their corresponding
gray level. The amount of gray level area that the curve occupies in the
horizontal axis is known as the dynamic range. A high contrast image when
viewed on a histogram will appear as a bi-modal histogram. This results in
pixels at both extremes of the histogram. When this type of clustering formation
occurs, the image will have a high dynamic range. However, when the pixels
are clumped into a small portion of the dynamic range, this could occur at the
highlight or in the midtone, a low contrast and high contrast image respectively.
Lastly, a histogram that has an equal distribution of pixel across the entire
dynamic range has good contrast and a high dynamic range.35
Quality enhancement functions serve to improve and sometimes to alter
image qualities. As stated earlier, these changes can either be objective or
subjective. In the case of image degradation, the image is corrected by
objective enhancements. Unfortunately, images do not necessarily look more
appealing. An example of this is compensating for lens aberration in a digital
image. On the other hand, subjective enhancements are used to make the
image more visually appealing to the viewer.
Regardless of whether the image is enhanced objectively and/or
subjectively, a histogram can be used as an effective tool
for analyzing digital
information. A histogram provides the distribution of pixels for a given image.
The information provided by the histogram can be used to acquire data
that
would otherwise not be obvious by looking at the
image.36
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One of the main problems with CCD desktop scanners is their inability to
accurately record information in shadow areas of an image. This problem is
exaggerated when the scanned images contain important information in the
shadows. This problem is largely due to inefficiencies in the CCD linear array
and results during the normal operations of the
scanner.1 This study looked at
ways in which to measure a scanner's gray level recording capability and make
recommendations on how to optimize the tonal range recording capability. The
main objectives of this study are:
To develop an objective testing method for evaluating a flatbed
scanner's gray level recording capability.
To make recommendations on how to optimize gray level
reproduction on a flatbed scanner.
To identify gray levels where the CCD sensor is most efficient
and inefficient.
To identify the number of gray levels that can be effectively
rendered by the flatbed scanner.
To identify the density range which the scanner is most capable
of reproducing.
3 1
Recording Consistency Across Scanning Sensor (Preliminary Test)
Hypothesis 1.0
The gray level values across a digital gray scale of a "Light Medium and
Dark Step Test
Scale"
will be reproduced the same across in a digital
image. In other words, all sections on each corresponding step will have the
same gray level value. (.05 alpha level)
Gray Level Recording
Hypothesis 2.0
A six bit scanner is capable of recording 64 distinct gray levels each
corresponding to a density from the original gray scale image. If these
values are plotted on a graph, the resulting characteristic curve will be
linear.
Limitations
Due to memory requirements (approximately 560 k per image) for a 300
dpi scanned image, the sample size for this study will be confined to thirty
gray scale images.
Ideally a test scale comprised of 64 gray levels should be used for this
study, however, a scale having this number of steps is currently
unavailable. Therefore, a 30 step gray scale will be utilized.
The maximum density that the scanning sensor is able to record will be
limited by the D-max of the original step gray scale.
This study is concerned with gray level recording deficiencies,
not with
factors which create these deficiencies or the optical/electronic
complexities involved.
Delimitations
This study will only analyze digitized gray
scale images at a 300 dpi
resolution.
The digitizing of the gray scale image will be
conducted on a six bit
monochrome scanner.
Although a test will be conducted to verify the scanning consistency
across the CCD sensor, it is not the main focus of this
study.
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Although image resolution is another important feature of a desktop
scanner, this study will analyze gray level recording capability.
The original gray scale image will be scanned 30 times and will
represent a
"snapshot"
of the scanner's performance. Unfortunately,
many factors such as changes in electrical, temperature, photonic, fixed
patterned and biased charges can have an effect on the recording
performance of a scanner. Therefore, evaluation results for this study will
be based on information provided by these 30 scans. (See The CCD





END NOTES FOR CHAPTER 4





This research project looked specifically at gray level recording
capabilities for the Agfa six bit flatbed scanner. The main purpose was to
develop an objective testing method for determining gray level recording
capability for a scanner. It is worthy to note, that although this test method will
concentrate on a six bit scanner, with some minor modifications, this method
can be utilized on other higher bit value scanners.
As stated earlier, the main focus of this research topic was gray level
recording capabilities, however, before this topic can be addressed scanning
uniformity across the sensor must first be established. This uniformity was
determined by a preliminary test. This test insured that any section selected for
the gray level recording capability test will be representative of the entire width
of the sensor.
Once the consistency across the sensor was established, the gray level
recording capability test was conducted. Unlike the scanning consistency test,
this test was to examine a one inch section of the sensor. The information
collected from this section was used to determine the amount of discrete gray
level which the scanner is capable of recording. The scanning consistency and
the gray level recording capability test will be explained later on in this chapter.
In the meantime, the work flow utilized to gather the digital information for both
the gray level recording capabilities and the scanning consistency test will be
explained.
There is a common work flow for retrieving digital information for both test
mentioned above. This general work flow is indicated by arrows and small case
letters and is shown in figure 5-1 . The first step begins when the image is
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scanned using the Agfa six bit scanner and the accompanied MC View
software. This is shown by line "a".
Once the image has been captured and saved on the computer's hard
disk, the Adobe Photoshop program was used to prepare the image for transfer.
This was accomplished by saving the image to the hard disk under the "raw
data"
option provided in the Adobe Photoshop program. Once prepared, the
image was transferred by using the Apple File Exchange program in the
Macintosh computer. The Apple File Exchange program allowed the "raw
data"
file created in Adobe Photoshop to be transferred from a Mac to a DOS
formatted diskette. This is shown by line "b".
In the next step, the DOS formatted diskette was brought into an IBM
computer, this is indicated by the letter "c". In this computer, a Turbo Pascal
program was used to analyze the amount of pixel for each gray level for the raw
data file. This Pascal program was written by Professor Frank Cost at RIT. A
copy of this program can be found in Appendix M.
Once the Turbo Pascal program generated the numerical results from the
"raw
data"
file, the information was transferred back to a DOS formatted diskette.
This step is shown by line "d". The numerical information from the diskette was
then transferred to the Mac computer's hard disk via the Apple File Exchange
program, this step is indicated by line "e".
In order to organized the numerical data in the Macintosh computer, an
Excel spreadsheet program was utilized. An example of the results generated
by the spreadsheet program can be found in Appendix N and O. The two
results shown are a random selection from the recording consistency and the
gray level recording tests. On these results, each column represents the
numerical data that was generated by the Turbo Pascal program, the extreme
left column indicates 64 gray levels for the 6 bit Agfa scanner. The bottom of
each column shows the total number of pixels. The average gray level and the
standard deviation values are also provided.
The general work flow for gathering information for these two test has
been briefly described. In the next two sections each individual test will be
explained in more detail. The first section will cover the preliminary test
(Scanning Consistency), while the second section will cover the Gray level
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Recording Capability Test. Please note, that some of the procedure describe
above will be repeated in these sections.
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Since the objective of the preliminary test was to determine the
consistency for the entire length of the sensor, it was crucial that the length of
the test scale was equivalent to the scanning sensor. Therefore, the test scale
was made to have a 8 1/4 inch width.
To facilitate in the cropping procedure, described later in this section, tick
marks were also placed along the width of the test scale. These marks divide
the scale into 30 equally spaced sections or patches. These patches have
been identify by numbers. A picture of this three step test scale is shown in
figure 5-2.
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LOW-MEDIUM-HIGH TEST SCALE
The figure depicts the three step scale used to verify the consistency
across the
scanning sensor. The overall size of the
scale is approximately 8.75 x 2.25 inches.
The size of each step is 8.25 x .250. To facilitate
in the cropping procedure, the
scale was divided into thirty sections. These equally spaced
sections have been
marked by tick marks, which were placed along the
width of the scale.
FIGURE 5-2 THREE STEP SCALE
The three step test scale was carefully placed
square and horizontal to
the scanner's sensor. Horizontal placement allows the three step
scale to be
digitized in one pass, while squareness prevented the
scale from being
recorded at an angle. A skewed image may cause problems during the
cropping procedure described
later in this section.
Once the three step test scale has
been placed on the scanner, five
scans of the three step scale were
taken. This operation was controlled by the
use of the Mac View software provided with the
Agfa scanner. The scanning
resolution selected was 300 dots per inch at 100
percent magnification. This
resolution was chosen because it resulted in the
optimum file size which could
be transported on a diskette. Each file was
saved on the computer's hard disk
and occupied approximately 1 megabyte
of storage.
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These images were then taken into an image manipulation software
program (Adobe Photoshop). In this program, all patches from the digital image
of the three step scale were cropped. To assist in the cropping procedure, tick
marks were used as guides. It was important that all cropped sections were
digitized by the same area of the scanner sensor. For example, a cropped
section for scan number one must coincide with the same area of the sensor for
all the other scans. This insured that when these cropped sections were
statistically analyzed, these sections were all recorded in the same area of the
sensor. These cropped sections were saved under the raw data option
provided in the Adobe Photoshop software program. The raw data option
removes the header from the digital image. The purpose of the header in a
digital image, is to provide image information to the printer and/or computer.
The hardware utilized the header so that the digital image can be accurately
displayed. Removal of the header from a digital image, assures that each file is
only comprised of digital information, not image size information. Furthermore,
it will insure that only pictorial information is analyzed during further
processing. A total of 90 raw data files per scan image were generated, this
consisted of 30 raw data files for the light, medium, and dark steps respectively.
These files were saved on the Macintosh computer's hard disk.
Once all the patches had been saved for each of the five scans, these
files were transferred to several DOS formatted diskettes. This transferring
procedure was done by utilizing the Apple File Exchange program . A total of
450 raw data files were transported (90 raw data files per scan x 5
scans= 450
raw data files). These diskettes were then used to bring the raw data files into
an IBM computer. In this computer, a Turbo Pascal program was utilized. A
copy of this program can be found in
appendix M. The program's function was
to count the number of pixels in the 0 to 255 gray level range. Once the
program had tallied up the number of pixels
which corresponded to each gray
level, a text file summarizing these results was
created. These text files were
then transported into another DOS formatted diskette.
This diskette was used to transport the results of all 450 text
files back
into the Macintosh computer. Transferring of each file was
made possible by
using the Apple File Exchange
program. Once the files had been transferred,
an Excel spreadsheet program was used to
organized the text file into a
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manageable size. In addition, a macro in the Excel program was used to to
remove all unwanted data from the text file. The advantage of utilizing a macro
is that it completes a repetitive task fast and accurately. Speed was important
due to the amount of text files which had to be processed, while accuracy
allowed the unwanted gray level information to be consistently removed for
each of the 450 files. In short, the macro allowed the numerical data from the
text file to be quickly and effectively organized. An example of the results
provided by this macro can be seen in Appendix N and O. These pages show
the results from one scan in the recording consistency and the gray level
recording capability tests. It is important to note, that due to the amount of
additional pages required for these results, only two samples are provided
(appendix N and O). The summary of the results have been condensed in
appendix D and H. The numbers shown on these pages were used to conduct
all the statistical analysis. A more detailed explanation of the statistical test and
the results are summarized in chapter 6.
GRAY LEVEL RECORDING CAPABILITY TEST
Unlike the recording consistency across scanning sensor test, the Gray
level Recording Capability test focused on the amount of discrete gray level
which the the Agfa scanner was capable of recording. This was achieved by
utilizing a thirty step scale. This scale was scanned in a selected area
on the
scanner's bed 30 times. The selected area was determined by the preliminary
test. It was important that once a section had been selected, that the same
section was used for all remaining scans.
Proper placement of the thirty step scale on the scanner's bed was
important. In this case the scale was placed perpendicular and square to the
scanning sensor. The
perpendicular alignment allowed all steps to be recorded
in one pass of the scanning mechanism, while the
squareness will facilitate
cropping procedure.
Once thirty scans had been made
these images were saved on the hard
disk. The basic work flow for this test was similar to the recording consistency
across scanning sensor test. However,
for this test 900 raw data files were
transported (30 gray scale images x
30 raw data files per gray scale = 900 raw
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data files). These result can be found in appendix H pages H1 through H2.




1) Agfa Six Bit Reflection Gray scale Scanner
2) Macintosh llx 8 Mb RAM, 80 MB Hard disk
3) IBM P/S 2 8 Mb RAM, 80 MB Hard disk
4) 10 High Density Disk
5) Densitometer X-rite 418
Software
1) MC View scanning software (Mac)
2) Adobe Photoshop (Mac)
3) Turbo Pascal Program (IBM)
4) Excel Spreadsheet Program (Mac)
5) Minitab
Miscellaneous
1) RIT 30 Step Gray scale
2) Low, Medium and Dark Step Scale
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DENSITY CONSISTENCY ACROSS THREE STEP SCALE
Before the recording consistent across scanning sensor was determined, the
density consistency across three step scale was first verified. This consisted of
taking thirty density readings of each patch for all three steps of the test scale.
This resulted in a total of 900 density readings. These results are summarized
in Appendix A pages A1 to A6. On these tables, each column represents
densities taken for each corresponding patch (Light Step pages A1-A2; Medium
Step pages A3-A4; Dark Step A5-A6) while each row is the density step. At the
bottom of these columns the standard deviation and average density values are
also provide. These average density values were used to determine the density
consistency of each step of the test scale. This was done using a .05 alpha
level.
Below are the null hypothesis for the density consistency across each step of
the test scale:
1) The average density reading for all patches
in the light step are the same across the
scale.
2) The average density reading for all patches
in the medium step are the same across the
scale.
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3) The average density reading for all patches
in the dark step are the same across the
scale.
The results from the analysis of variance for the density consistency test can
be found in Appendix B pages B1 to B3. These results were generated by
using Minitab statistical software program (Mac Version 8.2).
The analysis of variance test a comparison was made between the obtained
F value from the test and the value from the F table. The null hypothesis was
accepted if the obtained value was equal to or less than the F table value.
However, if the obtained F value was greater than the F table value, the null
hypothesis was rejected.
The test results indicated a rejection of the null hypothesis for all three steps.
The average density readings for every patch in the corresponding step, were
not statistically the same. The obtained F values in each of the cases were
greater than the F table value. These results are summarized on table 6-1 . The
value from the F table at a .05 alpha level was 1 .480. The obtained F values for
the light, medium and dark steps were 589.00, 10.83, and 795.55 respectively.
It is interesting to note, that although the results indicated a rejection of the null
hypothesis, the analysis of variance results did not indicate which patches were
significantly different.
Analysis of Variance
F Value (Obtained) F Table Results
LIGHT STEP 589.00 1.480 NULL REJECTED
MEDIUM STEP 10.83 1.480 NULL REJECTED
DARK STEP 795.55 1.480 NULL REJECTED
This table is a comparison of the obtained F values in the Analysis of Variance test
to the values from the F table. Since, the obtained F values were greater than the
F table value, the null hypothesis were rejected.
TABLE 6-1 ANALYSIS OF VARIANCE RESULTS (DENSITY)
To determine the significant density difference the Fisher's Least Significant
Difference test was utilized. This test determined which patches were
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statistically the same and/or not the same in density for each step. An complete
explanation of this test may be found in the "Statistics for
Research"
textbook by
Shirley Dowdy and Stanley Werden pages 263-265.
A hardcopy of the Fisher's Least Significant Difference test results can be
found in Appendix C pages C1 to C9. (Light Step pages C1-C3; Medium Step
pages C4-C6; Dark Step C7-C9). The Fisher test states, that if the number on
the top (column) is greater than the number on the left (row), the numbers are
subtracted, the difference is entered into the table. The entered value is then
compared to a computed value. For these test, the computed value is shown at
the bottom left side of the hard copy output ( see Appendix C pages C1 , C4 and
C7).
If the number in the
"compare"
section of the hardcopy output is greater than
the number entered in the table, an asterisk is placed next to this number. This
asterisk indicated that there was a significant difference in density among the
patches when compared to all other patches for the corresponding step.
To simplify the Fisher's Least Significant Test results, a graphical
presentation of the three step scale is provided in Figure 6-1 . In this figure,
alpha numeric values have been assigned to the patches that statistically have
the same density. For example, the alphanumeric value of L2 indicates that
patches 1 thru 9 had a density of 0.09. Similarly, the alphanumeric value of M1
for the medium patch indicate that patches 1 through 4 and 6 through 30 have a
density value of 0.73. The density values that corresponded to Figure 6-1 are
shown in table 6-2.
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LIGHT-MEDIUM-DARK TEST SCALE
The alphanumeric values on the three step scale depicts the areas that statistically
have the same density. For example, all sections identified by Li have a density value
of 0.08. The density values that correspond to the
alphanumeric values on this figure
can be found on table 6-2.
FIGURE 6-1 PATCHES STATISTICALLY THE SAME IN
DENSITY
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It is interesting to note from the Fisher's Least Significant test results that
density was most consistent in the medium and light steps of the scale, while,
most inconsistencies resulted in the dark step. This is indicated by the five
density levels obtained, these were 2.06, 2.08, 2.11, 2.13 and 2.14 respectively.
In short, the Fisher test allowed the patches that were statistically the same in
density for each step to be identified. Consequently, this information was then
used to establish a correlation between the density of the three step scale and
the corresponding gray level values in a digital image. This relationship is
further explained in the next section entitled "Recording Consistency Across
Scanning
Sensor"
Alpha Numeric Value Average Density
LIGHT STEP L1 0.08
LIGHT STEP L2 0.09
MEDIUM STEP M1 0.73
DARK STEP D1 2.06
DARK STEP D2 2.08
DARK STEP D3 2.11
DARK STEP D4 2.13
DARK STEP D5 2.14
I ilia tauic iiiuibaic^ mo aw^.w^*. 4_^4.w..7
._..VVw . ,
to the alpha numeric values for the scale shown in figure
6-1.
TABLE 6-2 DENSITY OF PATCHES FOR THREE STEP SCALE
RECORDING CONSISTENCY ACROSS SCANNING
SENSOR
Once the patches that were statistically the same had been identified, it
was
important to determine how the scanner's sensors reproduced
these patches in
a digital image. Specifically, how these patches would be
recorded for each
step across the entire width
of the scanning sensor. By knowing this, the
consistency of the scanner for the light,
medium and dark steps could be
determined.
To determine this the three step scale was
scanned fives times. From these
scans, the average gray level values
for each patch were determined. These
gray level values can be
found in Appendix D (Light Step page D1; Medium
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Step page D2; Dark Step page D3). These gray level values were used to
conduct an analysis of variance test.
This test was use do determine scanning consistency at each step. This test
was conducted using a .05 alpha level. It is important to note, that patches
marked by alphanumeric values in figure 6-1 were used for the analysis of
variance test. For example, the selected gray level patches for the analysis of
variance for the medium step were 1 thru 4 and 6 thru 30. These have been
identified by the alphanumeric value of M1 . The null hypothesis for the
scanning consistency across the sensor test are stated below:
1) The alphanumeric value identified by L1 will
reproduce the same corresponding gray
level value in a digital image.
2)The alphanumeric value identified by L2 will
reproduce the same corresponding gray
level value in a digital image.
3) The alphanumeric value identified by M1 will
reproduce the same corresponding gray
level value in a digital image.
4) The alphanumeric value identified by D1 will
reproduce the same corresponding gray
level value in a digital image.
5) The alphanumeric value identified by
D2 will
reproduce the same corresponding gray
level value in a digital image.
6) The alphanumeric value
identified by D3 will
reproduce the same corresponding gray
level value in a digital image.
7) The alphanumeric value
identified by D4 will
reproduce the same corresponding gray
level value in a digital image.
8) The alphanumeric value
identified by D5 will
reproduce the same corresponding gray
level value in a digital image.
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The hardcopy results from the analysis of variance for the average gray level
values can be found in Appendix E pages E1 to E8. These results were
generated by the Minitab statistical software program. The outcome of the test
indicated a rejection of all null hypothesis. The gray level values for the patches
in the digital image were not consistently scanned across the sensor. These
results are summarized in Table 6-3.
Analysis of Variance
F Value (Obtained) F Table Results
1)L1 841.89 1.766 NULL REJECTED
2)L2 204.78 2.208 NULL REJECTED
3)M1 892.12 1.573 NULL REJECTED
4)D1 1082.18 2.445 NULL REJECTED
5)D2 107.96 2.124 NULL REJECTED
6)D3 123.09 5.317 NULL REJECTED
7)D4 42.59 5.317 NULL REJECTED
8)D5 8.43 3.885 NULL REJECTED
This table compares the obtained F values to the F table values. These were
the results from the analysis of variance test for Consistency Across Scanning
Sensor test. Since the values in the F table column are less than the obtained
F values, the null hypothesis were rejected.
TABLE 6-3 ANALYSIS OF VARIANCE RESULTS (GRAY LEVEL)
The results from the analysis of variance test, indicated a rejection of the null
hypothesis, however, these results do not indicate which gray level values are
significantly different. Therefore, to provide this information a Fisher's Least
Significant Difference test was conducted. Please note, that since, some
patches (D3, D4 and D5) in the dark step only consisted of three or less
sections, a Fisher Least Significant Difference test was not required. The
Fisher Least Significant Difference test results for all other sections can be
found in Appendix F pages F1 to F8. (Light Step pages F1-F3; Medium Step
pages F4-F6; Dark Step F7-F8).
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A graphical presentation of the result is shown in figure 6-2. The figure
depicts the scanner's response to the original three step scale. In this figure,
the patches which have alphanumeric values, statistically have the same gray
level value. The gray level values that correspond to these alphanumeric
values are also shown on table 6-4.
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LIGHT-MEDIUM-DARK TEST SCALE
The scale above is a graphical presentation of the digital image of the three step
scale. The gray level areas statistically the same have been marked by alpha
numeric values.
FIGURE 6-2 PATCHES STATISTICALLY THE SAME IN GRAY LEVEL
The conclusions from the Fishers test indicates that the scanners was more
effective at reproducing gray level values in the light step. These areas
included patches 14 through 30 for L1 and 1-3 and 7-8 for L2. These
alphanumeric values correspond to a gray level values of 255.00 and 254.99
respectively.
It is interesting to note, that although medium step had the most consistent
density across the patches (see figure 6-1), the digital reproduction
of this step
was objectionably poor. This can be seen by the ten distinct gray levels
values
that were reproduced. These gray level values were 62.23, 61 .95, 61 .37, 60.78,
59.97, 59.67, 59.08, 58.64, 57.42 and 57.14, these patches
corresponded to a
density of 0.73.
The dark step reproduced four distinct gray
levels values, these were 1 .42,
0.13, 1 .17 and 1 .00. The first set of numbers corresponding
to a density of 2.06,
while the second set of numbers to a density of 2.08.
In conclusion, the test results indicated that the
scanner was not effective in
consistently recording an image across
the width of the sensor. This
inconsistency was more pronounced in the
medium and dark steps of the
reproduction. Consequently, any area selected for the gray
level recording
capability test would be representative
of the entire sensor.
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Alpha Numeric Value Average Gray level
LIGHT STEP L1 255.00
LIGHT STEP L2 254.99
MEDIUM STEP M1.1 62.23
MEDIUM STEP M1.2 61.95
MEDIUM STEP M1.3 61.37
MEDIUM STEP M1.4 60.78
MEDIUM STEP M1.5 59.97
MEDIUM STEP M1.6 59.67
MEDIUM STEP M1.7 59.08
MEDIUM STEP M1.8 58.64
MEDIUM STEP M1.9 57.42
MEDIUM STEP M1.10 57.14
DARK STEP D1.1 1.42
DARK STEP D1.2 0.13
DARK STEP D2.1 1.17
DARK STEP D2.2 1.00
This table shows the alpha numeric values that correspond to
the gray level
values from the scale in figure 6-2. It is interesting to note, that
although
the medium step was the most consistent
in density of all three steps (see
figure 6-1), the gray level reproduction was not
consistent. This can be
seen by the 10 distinct gray levels
in the digital reproduction of the dark
step.
TABLE 6-4 GRAY LEVEL FOR PATCHES THREE
STEP SCALE
GRAY LEVEL RECORDING CAPABILITY
In this section, the amount of gray levels
that the Agfa six bit scanner was
capable of discerning were determined. This
was achieved by scanning a test
scale comprised of thirty steps. The density
readings for each step of this scale
were first verified using an X-rite 418
densitometer. These results can be found
in Appendix G pages G1 through G2. On these pages,
each column represents
the thirty density readings taken
for each step, while the bottom of
each column
provide the average density and the standard
deviation values.
Once the average density for each step of the
scale were determined, this test
scale was used to verify the gray level recording
capability for the Agfa
six bit
5 1
scanner. Gray level recording verification involved scanning the test scale thirty
consecutive times in the same section of the scanner.
Since the Consistency Across Scanning Sensor study confirmed that the
scanner was not effective in recording consistently across the sensor. The
selected scanning sections for the gray level recording capability test was
randomly chosen. These selected sections were situated in the same vicinity as
patches 4 through 7 of figure 6-2. The combined width of these sections was
equivalent to the width of the thirty step test scale. On this section of the
scanning sensor thirty digital images of the test scale were generated.
These digital images were further segmented into their corresponding steps.
The average gray level value results for these segmented steps can be found in
Appendix H pages H1 through H2. On these pages, each row corresponds to a
scan, while each column corresponds to a step on the test scale. The standard
deviation (see page 11-12) for each step are also provided.
The purpose of utilizing a thirty step scale was to determine the amount of
gray level that can be discerned by the scanner. Therefore, it was important to
determine the relationship between density and gray level. In short, there is an
inverse relation between density and gray level, that is, as density increases
gray level value decreases. For example, a density of .09 may be reproduced
as a gray level value of 255.00, while a density of 1 .00 may reproduced as
42.00. The gray level range in a digital image is typically from 0 to 255, zero
representing the darkest value and 255 the lightest value. On the other hand,
density range for reflection copy can be from.08 to 2.00. Density measures
tonal variation in the original test scale, while the gray level measures tonal
variation of the test scale's digital image.
By knowing this relationship, a predicted gray level value for a corresponding
density can be calculated . These values have been calculated and
can be




























































































































































Range of Gray= 246.90-14.79= 232.1 1
Range of Den.= 2. 1 46-.084= 2.062
Multiplier 232.1 1/2.06= 1 1 2.5654
This table shows how the predicted gray
level values were derived.
These gray level values were
determined by multiplying the density
values by 112.56 (see Column
2). Column three shows the absolute
difference between the top and bottom
numbers. Since there is an
inverse relationship between density
and gray level, the gray level
value of 246.90 was brought to the top
of column four. The values
from column three were subtracted respectively
from 246.90. The
resulting values are
shown in column four. The values
on this
column and on column five were
used to conduct the Regress.on
analysis and the Chi-square test.
TABLE 6-5 PREDICTED VS.
ACTUAL GRAY LEVEL
Once the predicted gray level values had
been determined, these values were
used to conduct a regression analysis
test. This test allowed a regression
equation to be determined for the predicted
and actual gray level values. The
results from this test were generated by Minitab
statistical software program and
can be found in Appendix J page J1 and
J2. The regression analysis for the
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predicted gray level values, resulted in the following regression equation; gray
level=251-1 13*density. The regression analysis for the actual gray level
values, resulted in the following regression equation; gray level=190-
114*density.
It is worthy to note, that the R square (adjusted) for the actual values was 75%.
This value indicates the square of the correlation between the actual values and
the fitted values. In other words, this number explains the regression for the
variation in the gray level values. Consequently, the closer the R square
(adjusted) value approaches 100%, the better the fit, hence the better the
prediction.
COMPARISON BETWEEN ACTUAL & PREDICTED REGRESSION EQUATIONS
0.00 T
50.00
?PREDICTED GRAYLEVEL=251-113*DENSITY "l>ACTUAL GRAYLEVEL=190-11 .'DENSITY
Rsquare (adjusted) @ 100% Rsquare (adjusted) @75%
This graph shows a comparison between the predicted and the actual gray level
values. These two curves were plotted by using the regression equation derived
from the regression analyses test. It is worthy to note that the R square
(adjusted) value for the actual and the predicted curves were 75% and 100%
respectively. These numbers explains the regression for the variation in the gray
level values. The results from the analysis of variance test can be found in
Appendix J pages J1 to J2.
FIGURE 6-3 ACTUAL AND PREDICTED GRAY LEVEL (REGRESSION ANALYSIS)
The equations derived from the regression analysis for the actual and
predicted gray level values were utilized to plot the graph in figure 6-3.
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Once the predicted gray level value had been calculated, it became important
to determined if a significant difference existed between the actual and the
predicted gray levels values shown on table 6-5 and plotted on figure 6-4. To
determine this difference a Chisquare Test was conducted. The null
hypothesis for this test is stated below:
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This graph shows a comparison between the predicted and the actual gray level
values. The numerical data from these curves were utilized to conduct a Chisquare
test.
FIGURE 6-4 COMPARISON BETWEEN ACTUAL AND PREDICTED GRAY
LEVEL
The result from the Chisquare test is shown in Appendix K page K1 . The
result indicated the calculated X
2
value was 1062.98. This value was
compared to the X
2
table value of 42.557 at a .05 alpha level. Since, the value
from the X
2
table was less than the calculated X
2
value, the null hypothesis
was rejected. The predicted and the actual gray level curves were not
statistically the same.
Once it had been established by the Chi square test that the actual and
the predicted curves were not the same. It became important to determine
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which sections of the "actual
curve"
were linear. To determine this a regression
analysis test was conducted .
Anchor Step Regression Equation R-square (adjusted)
4 30 gray=l67- 96.5 x den 74.5%
4 29 gray=174- 107xden 77.2%
4 28 gray=181 - 119 x den 80.1%
4 27 gray=188- 131 xden 82.8%
4 26 gray=195- 144 xden 85.4%
4 25 gray=201 - 157 xden 87.6%
4 24 gray=207 107 xden 89.4%
4 23 gray=212- 181 xden 90.8%
4 22 gray=217- 192xden 91.9%
4 21 gray=222 - 204 x den 92.8%
4 20 gray=226-2l5xden 93.7%
4 19 gray=230 - 227x den 94.5%
4 18 gray=235 - 240 x den 95.2%
4 17 gray=239 - 253 x den 95.8%
4 16 gray=243 - 266 x den 96.4%
4 15 gray=247 280 x den 96.9%
4 14 gray=252 - 297 x den 97.6%
4 13 gray=256-3l4 xden 98.1%
4 12 gray=259 327 x den 98.3%
4 11 gray=262-341 xden 98.3%
The table shows the results from the regression analysis. Step four was
used as an anchor point. The highest R square (adjusted) value was
obtained in steps 4 to 12. This is indicated by a R square (adjusted) value
of 98.3%.
TABLE 6-6 REGRESSION ANALYSIS (ANCHOR ON STEP 4)
The regression analysis was conducted by using the statistical software
program Minitab. For the regression analysis step four was selected as an
anchor point. This point was selected due to the small differences between
densities in the first four steps. This small difference is graphically depicted in
figure 6-4.
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Hardcopy results from the regression analysis test using the Minitab
software program can be found in appendix L pages L1 to L10. These results
are also summarized on table 6-6. The objective in regression analysis test
was to first, locate the combination of steps that would provide the highest R-
square (adjusted) value and second, determine a regression equation that
could be used to predict the curve. The former determined the fit of the curve
Anchor Step Regression Equation R-square (adjusted)
12 30 gray=1 05-50.7 xden 80.8%
12 29 gray=1 10-56.8 xden 83.2%
12 28 gray=1 16-64.1 xden 85.9%
12 27 gray=123-72.0xden 88.4%
12 26 gray=1 30-80.6 x den 90.7%
12 25 gray=1 36-89.5 xden 92.8%
12 24 gray=143-98.0xden 94.4%
12 23 gray=148-106xden 95.5%
12 22 gray=1 53-1 13x den 96.3%
12 21 gray=158-121 xden 97.0%
12 20 gray=1 63-1 29x den 97.7%
12 19 gray=1 69-1 37x den 98.4%
12 18 gray=1 74-146 xden 99.0%
12 17 gray=l 78-1 54 xden 99.3%
12 16 gray=1 82-1 60 xden 99.4"/o-
12 15 gray=1 84-1 64 xden 98.8%
The table shows the results from the regression analysis. Step twelve was used
as an anchor point. The highest R square (adjusted) value was obtained in steps
12 to 16. This is indicated by a R square (adjusted) value of 99.4%.
TABLE 6-7 REGRESSION ANALYSIS (ANCHOR ON STEP 12)
It is interesting to note, from the regression analysis results, that there are
38 gray levels that can be effectively obtained from the 64 gray level provided
by the six bit scanner. This resulted in a 59% efficiency in the attainable gray
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level. These gray level values were located in the 255 to 103 gray level range
and correspond to a density of .08 to .49 respectively. The regression equation
for this density range is gray level = 259 - 327 x density.
In order to expand the amount of attaniable gray level another regression
analysis was conducted. This consisted of locating the next section of the curve
comprised of a straight line. However, in this analysis step twelve was used as
an anchor point. The results from this regression analysis can be found in
appendix L pages L1 1 to L19. These results are also summarized in table 6-7.
On this table the optimum R-square (adjusted) value was obtained in steps 12
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The graph shows the two regression equations, the first
correspond to a density




FIGURE 6-5 REGRESSION EQUATIONS FOR SIX BIT
SCANNER
By using this second equation the gray
level sensitivity range for the scanner
was increased from 38 to 46 gray levels. These two
regression equations were
used to plot the graph in figure 6-5. The first equation
corresponded to a
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density range of .08 to .49, while the second corresponded to a range was .49
to .70. It is interesting to note, that the second regression equation for steps 12
through 16, only increased the gray levels to 46. This resulted in a 72%




GRAY LEVEL RECORDING CONSISTENCY ACROSS SCANNING
SENSOR TEST
The results from the gray level recording consistency test indicated that the
six bit desktop scanner was not capable of recording uniformly across the CCD
sensor. This inconsistency was more pronounced in the medium and dark
steps of the digital image. It is interesting to note, that although patches in the
medium step were more consistent in density, the digital reproduction of these
patches was objectionably poor. This was indicated by ten distinct gray levels
generated from the medium step (see table 6-4). The dark step comprised of
five distinct density patches, reproduced these sections into four gray levels,
these gray level values can also be found on table 6-4.
The scanner's sensor were closer at recording densities in the light step of
the scale. Consistentcy on this step may be attributed to the gray level being
relatively close to the gray level threshold. This was apparent by the gray level
values in patches 1 thru 3, 7 thru 9 and 14 thru 30. The first set of numbers
corresponded to .08 density while the second set to a .09 density.
Another observation made, was an increase in gray level values in the
medium step. The increase in gray level values occurred from patches 1
through 30 respectively. For instance, each patch reproduced progressively
darker from patches 1 through 30 (see table 6-4). The author speculated that
this problem may have been caused by inefficient transfer
of photocharge
signals by each BBD (Bucket Brigade Devices). A
similar incident was also
observed in the dark step on patches 23 through
30. This author recommends
further investigation into this phenomenon, the study may be
comprised of
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determining a threshold density for which gray levels can be uniformly recorded
across the sensor. Since, non-uniformity has been established for .73 density,
the study should include densities which are less than that of the medium step.
GRAY LEVEL RECORDING CAPABILITY TEST
The results from the gray level recording capability test indicated that the six
bit desktop scanner was not capable of recording 64 gray levels. The test
results indicated that only 38 out of 64 possible gray levels were effectively
captured by the scanner, accounting for a 59 percent recording efficiency. The
regression analysis showed the gray level sensitivity to be from 246.90 to
104.54 and corresponded to a density from .08 to .49 respectively. In theory,
any copy comprise of densities within these parameters would result in a good
digital reproduction, that is, for every density a corresponding gray level would
be recorded by the scanner.
In order to determine the recording of densities above .49, a second
regression equation was calculated. This second equation utilized step twelve
as an anchoring point. The result from this second equation provided a second
sensitivity range, this range was from .49 to .70. However, when these two
regression equations are utilized to predict an outcome, the gray level
reproduction is not linear.
It is worthy to note, that the first regression analysis test conducted, showed
the greatest R-Squared value to be 98.3% for steps 4 through 12. However, a
R-Squared value of 90% could have been utilized as an acceptable value. In
this case the gray level sensitivity for the scanner may have increased
from 59%
to 86% corresponding to a gray level sensitivity from 246.90 to 33.45 and a
density from .08 to 1.15 respectively.
An interesting observation was also noticed in the standard
deviation values
for each of the gray level steps. It was expected,
that the standard deviation for
the gray level values would have been
greater towards the dark steps, since,
CCD scanners are unable to accurately record information in the
shadow areas
of an image. However, the results from the study indicated that the standard
deviation values were less as each step became progressively
darker. It is
speculated that the decrease in the standard deviation values may
be attributed
to recording insensitivity of the scanning
sensors when recording higher
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densities. Unfortunately, the standard deviation values may not be an accurate
indicator of how well the scanner is capable of recording at higher densities. A
better indicator may be obtained by comparing the actual versus the expected
gray level values. Specifically, how the separation between the average gray
level value within each step coincides with the expected average derived from
the density measurement of the original test scale.
Another important point to mention is the scanner's setting utilized for both
the Gray Level Recording Consistency Across Scanning Sensor and the Gray
level Recording Capability test. In both these test the scanner's default setting
were utilized. Unfortunately, this setting may not be consistent from one
scanner manufacturer to another. Therefore, it is strongly recommended for
future studies, that the scanner is linearized to closely match the expected gray
level values. This will assure that when two different scanner are tested that
each is calibrated under the same conditions.
In conclusion, this study suggest an objective testing method for evaluating
the gray level recording capability of a desktop reflective flatbed scanner. The
proposed method eliminates post-scanning variables which often plaque visual
evaluation results from a hard copy output. Unfortunately, these post-scanning
variables are often overlooked by desktop scanner evaluators. The study
proposes an objective method which provides more accurate gray level
recording capability results. The test method may be implemented to classify
the optimum gray level recording range for a specific scanner. This
information
may be used by persons who understand tone reproduction principles and how
they relate to the final printed product. In cases were a purchasing
decision
must be made on two different scanners, the test method may be used to
determine which piece of equipment can provide a greater gray level recording
range.
Appendix A
Density Readings for Three Step Scale
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Analysis of Variance for Three Step Scale
(Density)
B1
Worksheet size: 38000 cells
MTB > Retrieve 'LIGHT PATCH. MTW
'
WORKSHEET SAVED 1/ 9/1993
Worksheet retrieved from file: LIGHT PATCH. MTW



































































































































































INDIVIDUAL 95 PCT CI
'
S FOR MEAN






















Worksheet size: 38000 cells
MTB > Retrieve 'MED PATCH . MTW
'
WORKSHEET SAVED 10/ 9/1992
Worksheet retrieved from file: MED PATCH. MTW







0. 0000090 10.83 0.000
0.0000008
LEVEL N MEAN STDEV
PATCH 1 30 0 730000 0 oooooo
PATCH 2 30 0 730000 0 oooooo
PATCH 3 30 0 730000 0 oooooo
PATCH 4 30 0 730333 0 001826
PATCH 5 30 0 733000 0 004661
PATCH 6 30 0 730000 0 oooooo
PATCH 7 30 0 730000 0 oooooo
PATCH 8 30 0 730000 0 oooooo
PATCH 9 30 0 730000 0 oooooo
PATCH 10 30 0 730000 0 oooooo
PATCH 11 30 0 730000 0 oooooo
PATCH 12 30 0 730000 0 oooooo
PATCH 13 30 0 730000 0 oooooo
PATCH 14 30 0 730000 0 oooooo
PATCH 15 30 0 730000 0 oooooo
PATCH 16 30 0 730000 0 oooooo
PATCH 17 30 0 .730000 0 oooooo
PATCH 18 30 0 730000 0 oooooo
PATCH 19 30 0 .730000 0 oooooo
PATCH 20 30 0 .730000 0 oooooo
PATCH 21 30 0 .730000 0 oooooo
PATCH 22 30 0 .730000 0 oooooo
PATCH 23 30 0 .730000 0 oooooo
PATCH 24 30 0 .730000 0 oooooo
PATCH 25 30 0 .730000 0 oooooo
PATCH 26 3 0 0 .730000 0 oooooo
PATCH 27 30 0 .730000 0 oooooo
PATCH 28 30 0 .730000 0 oooooo
PATCH 29 30 0 .730000 0 oooooo
PATCH 30 30 0 .7300000 oooooo
INDIVIDUAL 95 PCT CI
'
S FOR MEAN
BASED ON POOLED STDEV












Worksheet size: 38000 cells
MTB > Retrieve 'DARK PATCH.
MTW'
WORKSHEET SAVED 10/12/1992
Worksheet retrieved from file: DARK PATCH. MTW
MTB > aovoneway cl-c30
ANALYSIS OF VARIANCE
SOURCE DF SS
FACTOR 29 0.7579705 0.












































































































INDIVIDUAL 95 PCT CI
'
S FOR MEAN
BASED ON POOLED STDEV
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Graylevel Readings for Three Step Scale
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Appendix E
Analysis of Variance for Three Step Scale
(Graylevel)
E1





Worksheet retrieved from file: lightpatch( 1-9) .MTW
MTB > aovoneway cl-c9
ANALYSIS OF VARIANCE
SOURCE DF SS MS F P
FACTOR 8 0..0400349 0..0050044 204.78 0.000
ERROR 36 0..0008798 0,.0000244
TOTAL 44 0..0409146
INDIVIDUAL 95 PCT CI 'S FOR MEAN
LEVEL N MEAN STDEV
BASED ON POOLED STDEV
'
PATCH 1 5 254.996 0.005
(- *)
PATCH 2 5 255.000 0.000 (*)
PATCH 3 5 255.000 0.000 (*)
PATCH 4 5 254.958 0.008 (*)
PATCH 5 5 254.908 0.004 (*-)
PATCH 6 5 254.970 0.010 (*)
PATCH 7 5 255.000 0.000 (*)






POOLED ST 254.910 254.940
254.970 255,.000
NOTE All values in column are identical
MTB >
E2
Worksheet size: 38000 cells
MTB > Retrieve lightpatchfll.
WORKSHEET SAVED 4/13/1993
14-30) .MTW
Worksheet retrieved from file: lightpatchQl, 14-30) .MTW
MTB > aovoneway cl-cl8
ANALYSIS OF VARIANCE
SOURCE DF SS MS F p
FACTOF
>
17 0 .0158848 0.0009344 841. 89 0. 000
ERROR 72 0 .0000799 0.0000011
TOTAL 89 0 .0159647
INDIVIDUAL 95 PCT CI
'
S FOR MEAN
BASED ON POOLED STDEV
LEVEL N MEAN STDEV
PATCH 11 5 254.942 0.004 (*
PATCH 14 5 255.000 0.000 +
PATCH 15 5 255.000 0.000 *
PATCH 16 5 255.000 0.000 *
PATCH 17 5 255.000 0.000 *
PATCH 18 5 255.000 0.000 +
PATCH 19 5 255.000 0.000 *
PATCH 20 5 255.000 0.000 ?
PATCH 21 5 255.000 0.000 *
PATCH 22 5 255.000 0.000 *
PATCH 23 5 255.000 0.000 *
PATCH 24 5 255.000 0.000 *
PATCH 25 5 255.000 0.000 *
PATCH 26 5 255.000 0.000 +
PATCH 27 5 255.000 0.000 *
PATCH 28 5 255.000 0.000 *
PATCH 29 5 255.000 0.000 *
PATCH 30 5 255.000 0.000 *
POOLED STDEV = 0.001 254
~
+




All values in column are ident ical
MTB >
E3
Worksheet size: 38000 cells
MTB > Retrieve 'med patch (1-4, 6-30).MTW'
WORKSHEET SAVED 4/13/1993
Worksheet retrieved from file: med patch (1-4, 6-30) .MTW









































































































INDIVIDUAL 95 PCT CI
'
S FOR MEAN
BASED ON POOLED STDEV


























Worksheet size: 38000 cells
MTB > Retrieve 'dark patch level 2.
MTW'
WORKSHEET SAVED 4/13/1993
Worksheet retrieved from file: dark patch level 2. MTW




ERROR 28 0.0 552 0
TOTAL 34 12.85579
LEVEL N MEAN
PATCH 2 5 1.2180
PATCH 15 5 1.4420
PATCH 24 5 1.3980
PATCH 27 5 0.2420
PATCH 28 5 0.0680
PACTH 29 5 0. 102 0
PATCH 30 5 0.1540













INDIVIDUAL 95 PCT CI
'
S FOR MEAN















Worksheet size: 38000 cells
MTB > Retrieve 'DARK PATCH LEVEL l.MTW
WORKSHEET SAVED 4/13/1993
Worksheet retrieved from file: DARK PATCH LEVEL l.MTW











INDIVIDUAL 95 PCT CI
'
S FOR MEAN












PATCH 16 5 1.3800 0.0636 ( -*-)
PATCH 17 5 1.0480 0.0829 <-*--)
PATCH 18 5 1.1620 0.0295 (-*)
PATCH 19 5 1.1300 0.0283 1(-*)
PATCH 20 5 1.2140 0.0498 (*-)
PATCH 22 5 1.8400 0.0628 (*-)
PATCH 23 5 1.0360 0.0467 (-*)i
PATCH 25 5 1.1640 0.0764 (-*)
PATCH 26 5 0.9480 0.0471 (-*)
'
POOLED STDEV = 0.0563 0.90 1.20 1.50 1.80
MTB >
E6
Worksheet size: 38000 cells
MTB > RETRIEVE 'DARK PATCH (7, 14).MTW
WORKSHEET SAVED 5/13/1993
Worksheet retrieved from file:
MTB > AOVONEWAY C1-C2


















INDIVIDUAL 95 PCT CI
'
S FOR MEAN
BASED ON POOLED STDEV






1.40 1.60 1.80 2.00
E7
Worksheet size: 38000 cells
MTB > Retrieve 'DARK PATCH (8,10).MTW
WORKSHEET SAVED 5/13/1993
Worksheet retrieved from file: DARK PATCH (8, 10). MTW


















INDIVIDUAL 95 PCT CI
'
S FOR MEAN
BASED ON POOLED STDEV







- + + +
+--
1.56 1.68 1.80 1.92
E8
Worksheet size: 38000 cells
MTB > Retrieve 'DARK PATCH (5, 11 , 12) .MTW
WORKSHEET SAVED 5/13/1993
Worksheet retrieved from file:
MTB > AOVONEWAY C1-C3




















INDIVIDUAL 95 PCT CI
'
S FOR MEAN
BASED ON POOLED STDEV










1.50 1.60 1.70 1.80
Appendix F
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Density Readings for Thirty Step Scale
G1
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Regression Analysis for Thirty Step Scale
(Predicted and Actual)
J1
Worksheet size: 38000 cells
MTB > Retrieve ^expect/density. MTW
,. ...
4/17/1993WORKSHEET SAVED
Worksheet retrieved from file-
MTB > brief 3
MTB > copy cl-c2 c3-c4;
SUBC> use 1:30.
MTB > regress c3 1 c4
The regression equation is














s - 0.003104 R-sq = 100.0%
Analysis of Variance
R-sq(adj) = 100.0%
SOURCE DF SS MS F P
0.000
Regression 1 129950 129950 1.349E+10
Error 28 0 0
Total 29 129950
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.08 241.570 241.564 0.001 0.006 2.02R
2 0.09 241.450 241.451 0.001 -0.001 -0.48
3 0.10 239.310 239.313 0.001 -0.003 -0.91
4 0.13 236.950 236.949 0.001 0.001 0.38
5 0.16 233.570 233.572 0.001 -0.002 -0.65
6 0.20 228.730 228.732 0.001 -0.002 -0.57
7 0.25 222.880 222.878 0.001 0.002 0.55
8 0.30 216.910 216.912 0.001 -0.002 -0.81
9 0.35 211.740 211.734 0.001 0.006 1.83
10 0.40 206.450 206.444 0.001 0.006 1 .99
11 0.44 201.040 201.041 0.001 -0.001 -0.29
12 0.49 195.750 195.750 0.001 -0.000 -0.12
13 0.54 190.460 190.460 0.001 0.000 0.05
14 0.60 183.930 183.931 0.001 -0.001 -0.37
15 0.66 177.180 177. 177 0.001 0.003 0.89
16 0.71 171.320 171.324 0.001 -0.004 1.29
17 0.76 165.020 165.020 0.001 -0.000 -0.11
18 0.82 158.490 158.492 0.001 -0.002 -0.53
19 0.88 151.960 151.963 0.001 -0.003 -0.95
20 0.94 144.980 144.984 0.001 -0.004 -1.29
21 1.00 138.230 138.230 0.001 -0.000 -0.02
22 1.07 130.580 130.576 0.001 0.004 1.42
23 1.15 121.230 121.233 0.001 -0.003 -0.94
24 1.25 110.760 110.764 0.001 -0.004 -1.45
25 1.36 97.710 97 707 0.001 0.003 1.02
26 1.50 82.170 82.173 0.001 -0.003 -1.03
27 1.65 64.950 64.951 0.001 -0.001 -0.26
28 1.80 47.840 47.841 0.001 -0.001 -0.34
29 1.99 27.020 27.017 0.001 0.003 1.20
30 2.15 9.460 9.457 0.001 0.003 1.23 X
R denotes an obs. with a large st. resid.
X denotes an obs. whose X value gives it large influence.
MTB >
J2
Worksheet size: 38000 cells
MTB > Retrieve 'actual/density.MTW
WORKSHEET SAVED 4/13/1993
Worksheet retrieved from file: actual/density MTW
MTB > BRIEF 3
MTB > COPY C1-C2 C3-C4;
SUBC> USE 1:30.
MTB > REGRESS C3 1 C4
The regression equation is
grayleve =190 114 density
Predictor Coef Stdev t-ratio p
Constant 189.57 11.97 15.84 0.000
density -113.89 12.14 -9.38 0.000
s = 38.87 R-sq = 75.9%
Analysis of Variance
R-sq(adj) = 75.0^
SOURCE DF SS MS F P
Regression 1 133028 133028 88.04 0 .000
Error 28 42306 1511
Total 29 175334
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.08 246.90 180.00 11.16 66.90 1.80
2 0.09 244.91 179.89 11.15 65.02 1.75
3 0.10 237.60 177.72 10.98 59.88 1.61
4 0.13 228.27 175.33 10.78 52.94 1.42
5 0.16 208.61 171.92 10.51 36.69 0.98
6 0.20 190.38 167.02 10.13 23.36 0.62
7 0.25 172.24 161.10 9.69 11.14 0.30
8 0.30 156.44 155.06 9.27 1.38 0.04
9 0.35 140.87 149.82 8.92 -8.95 -0.24
10 0.40 127.73 144.47 8.58 -16.74 -0.44
11 0.44 116.23 139.00 8.27 -22.77 -0.60
12 0.49 104.54 133.65 7.99 -29.11 -0.77
13 0.54 94.71 128.30 7.75 -33.59 -0.88
14 0.60 85.58 121.69 7.49 -36.11 -0.95
15 0.66 77.13 114.86 7.29 -37.73 -0.99
16 0.71 68.97 108.94 7.17 -39.97 -1.05
17 0.76 62.06 102.56 7.11 -40.50 -1.06
18 0.82 56.04 95.95 7.10 -39.91 -1.04
19 0.88 51.08 89.35 7.17 -38.27 -1.00
20 0.94 46.41 82.28 7.32 -35.87 -0.94
21 1.00 42.40 75.45 7.53 -33.05 -0.87
22 1.07 38.29 67.71 7.85 -29.42 -0.77
23 1.15 33.45 58.25 8.33 -24.80 -0.65
24 1.25 29.41 47.66 8.97 -18.25 -0.48
25 1.36 25.60 34.45 9.89 -8.85 -0.24
26 1.50 21.99 18.73 11.13 3.26 0.09
27 1.65 19.09 1.31 12.61 17.78 0.48
28 1.80 17.37 -16.00 14.18 33.37 0.92
29 1.99 15.47 -37.07 16.16 52.54 1.49
30 2.15 14.79 -54.84 17.88 69.63 2.02RX
R denotes an obs. with a large st. resid.




Chisquare Test for Thirty Step Scale
K1
ACTUAL EXPECTED
yi e1 y1-e1 (y1-e1)A2 ((y1-e1)A2)/e1
1 246.90 246.90 0.00 0.00 0.00
2 244.91 246.79 -1.88 3.52 0.01
3 237.60 244.65 -7.05 49.68 0.20
4 228.27 242.28 -14.01 196.42 0.81
5 208.61 238.91 -30.30 917.96 3.84
6 190.38 234.07 -43.69 1908.60 8.15
7 172.24 228.21 -55.97 3133.10 13.73
8 156.44 222.25 -65.81 4330.72 19.49
9 140.87 217.07 -76.20 5806.47 26.75
10 127.73 211.78 -84.05 7064.33 33.36
1 1 116.23 206.38 -90.15 8126.38 39.38
12 104.54 201.09 -96.55 9321.1 1 46.35
13 94.71 195.80 -101.09 10218.24 52.19
14 85.58 189.27 -103.69 10750.89 56.80
15 77.13 182.51 -105.38 11105.49 60.85
16 68.97 176.66 -107.69 11596.96 65.65
17 62.06 170.36 -108.30 11727.92 68.84
18 56.04 163.83 -107.79 11617.98 70.92
19 51.08 157.30 -106.22 11282.25 71.73
20 46.41 150.32 -103.91 10797.06 71.83
21 42.40 143.56 -101.16 10234.35 71.29
22 38.29 135.91 -97.62 9529.77 70.12
23 33.45 126.57 -93.12 8670.89 68.51
24 29.41 116.10 -86.69 7514.98 64.73
25 25.60 103.04 -77.44 5997.17 58.20
26 21.99 87.51 -65.52 4292.53 49.05
27 19.09 70.28 -51.19 2620.92 37.29
28 17.37 53.17 -35.80 1281.99 24.11
29 15.47 32.35 -16.88 284.95 8.81
















Worksheet size: 38000 cells
MTB > Retrieve 'actual/density .MTW
WORKSHEET SAVED 4/13/1993
Worksheet retrieved from file: actual /density. MTW
MTB > copy cl-c2 c3-c4;
SUBC> use 4:30.
MTB > regress c3 1 c4
The regression equation is




s = 32.28 R-sq = 75.5%
Analysis of Variance
SS MS F p




Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.13 228.27 155.22 10.30 73.05 2.39R
27 2.15 14.79 -39.76 15.33 54.55 1.92 X
R denotes an obs. with a large st. resid.
X denotes an obs. whose X value gives it large influence.
MTB > copy cl-c2 c3-c4;
SUBC> use 4:29.
MTB > regress c3 1 c4
The regression equation is
grayleve = 174 - 107 density
Predictor Coef Stdev t-ratio p
Constant 173.77 11.23 15.47 0.000
density -106.91 11.56 -9.25 0.000






SOURCE DF SS MS F P
Regression 1 79124 79124 85.53
0.000
Error 24 22203 925
Total 25 101327
Unusual Observations
Obs density grayleve Fit
Stdev.Fit Residual St.Resid
1 0 13 228.27 160.40
10.03 67.87 2.36R
26 1.99 15.47 -38.98
14.75 54.45 2.05RX
R denotes an obs. with a large st.
resid.









Worksheet retrieved from file: actual/density MTW
MTB > copy cl-c2 c3-c4;
SUBO use 4:28.
MTB > regress c3 1 c4
The regression equation is
grayleve = 181 119 density
Predictor Coef Stdev t-ratio P
0. 000
Constant 180.90 10..91 16.58
density -118.90 12..03 -9.88 0.000
s = 28.23 R-sq = 80.9% R-sq(adj) - - 80.1%
Analysis of Variance
SOURCE DF SS MS F P
.000
Regression 1 77858 77858 97.71 0.
Error 23 18327 797
Total 24 96185
Unusual Observations
Obs. density grayleve Fit S
1 0.13 228.27 166.04
25 1.80 17.37 -33.72
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBO use 4:27.
MTB > regress c3 1 c4
The regression equation is
















s = 26.05 R-sq =: 83.6% R-sq(adj) = 82.8%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 75973 7597.3 111.96 0.000
Error 22 14928 679
Total 23 90901
Unusual Observations
Obs. density grayleve Fit Stdev.Fit Residual St.Resid
1 0.13 228.27 171.47 9.24 56.80 2.33R
24 1.65 19.09 -29.20 12.59 48.29 2.12R
R denotes an obs. with a large st. resid.
MTB >
L3
Worksheet size: 38000 cells
MTB > Retrieve 'actual/density MTW
WORKSHEET SAVED 4/13/1993
Worksheet retrieved from file: actual/density. MTW
MTB > copy cl-c2 c3-c4;
SUBC> use 4:26.
MTB > regress c3 1 c4
The regression equation is
grayleve = 195 - 144 density
Predictor coef stdev t-ratio n
Constant 194.91 10.09 19.31 0.000
density -144.49 12.68 -11.40 0.000
s = 23-79 R"Sq = 86.1% R-sq(adj) = 85.4%
Analysis of Variance
SOURCE DF SS ,^ r
Regression 1 73536 73536 129 94






Obs. density grayleve Fit Stdev.Fit Residual St.Resid
1 0.13 228.27 176.85 8.75 51.42 2.32R
23 !-50 21.99 -21.82 11.36 43.81 2.10R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBC> use 4:25.
MTB > regress c3 1 c4
The regression equation is
grayleve = 201 157 density
Predictor Coef Stdev t-ratio
Constant 201.460 9.627 20.93 0.000
density -157.49 12.86 -12.25 0.000
s = 21.68 R-sq = 88.2% R-sq(adj) = 87.6%
Analysis of Variance
SOURCE DF SS MS F p
Regression 1 70493 70493 150.02 0.000
Error 20 9398 470
Total 21 79891
Unusual Observations
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.13 228.27 181.77 8.25 46.50 2.32R
22 1.36 25.60 -13.04 10.18 38.64 2.02R
R denotes an obs. with a large st. resid.
MTB >
L4





Worksheet retrieved from file: actual/density. MTW
MTB > copy cl-c2 c3-c4;
SUBC> use 4:24.
MTB > regress c3 1 c4
The regression equation is
grayleve = 207 - 170 density
Predictor Coef Stdev t-ratio P
Constant 207.283 9.201 22.53 0.000
density -169.78 13.03 -13.03 0.000
s = 19.85 R-sq = 89.9% R-sq(adj) = 89.4%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 66913 66913 169.89 0.000
Error 19 7483 394
Total 20 74397
Unusual Observations
Obs. density grayleve Fit Stdev.Fit Residual St.Resid
1 0.13 228.27 186.06 7.80 42.21 2.31R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBC> use 4:23.
MTB > regress c3 1 c4
The regression equation is
grayleve = 212 181 density
Predictor Coef Stdev t-ratio p

















Fit Stdev Fit Residual
St.Resid
1 0.13 228.27
189.75 7.42 38.52 2.30R









Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBC> use 4:22.
MTB > regress c3 1 c4
The regression equation is
grayleve = 217 192 density
Predictor Coef Stdev t-ratio P
Constant 217.137 8.523 25.48 0.000
density -192.50 13.48 -14.28 0.000
s = 16.96 R-sq = 92.3% R-sq(adj) = 91.91
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 58656 58656 203.96 0.000
Error 17 4889 288
Total 18 63545
Unusual Observations
Obs. density grayleve Fit Stdev.Fit Residual St.Resid
1 0.13 228.27 193.07 7.07 35.20 2.28R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBC> use 4:21.
MTB > regress c3 1 c4
The regression equation is
grayleve = 222 204 density
Predictor Coef Stdev t-ratio P




s = 15.71 R-sq = 93.2% R-sq(adj)
= 92.8%
Analysis of Variance
SOURCE DF SS MS
F P








Fit Stdev. Fit Residual St.Resid
1 0.13 228.27
196.10 6.73 32.17 2.27R




Worksheet size: 38000 cells
MTB > Retrieve 'actual /density .MTW
WORKSHEET SAVED 4/13/1993
Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBC> use 4:20.
MTB > regress c3 1 c4
The regression equation is
grayleve = 226 - 215 density
Predictor Coef Stdev t-ratio p
Constant 225.865 7.905 28.57 0.000
density -214.97 13.96 -15.39 0.000
s = 14.51 R-sq - 94.0% R-sq(adj) = 93.7%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 49891 49891 236.98 0.000
Error 15 3158 211
Total 16 53049
Unusual Observations
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.125 228.27 198.99 6.39 29.28 2.25R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBC> use 4:19.
MTB > regress c3 1 c4
The regression equation is













s = 13.27 R-sq == 94.8% R-sq(adj) = 94.5%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 45305 45305 257.39 0.000
Error 14 2464 176
Total 15 47770
Unusual Observations
Obs density grayleve Fit
Stdev.Fit Residual St.Resid
1 0.125 228.27 201.86 6.02
26.41 2.23R









Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBC> use 4:18.
MTB > regress c3 1 c4
The regression equation is
grayleve = 235 240 density
Predictor Coef Stdev t-ratio p
Constant 234.520 7.216 32.50 0.000
density -239.59 14.36 -16.68 0.000
s = 12.08 R-sq = 95.5% R-sq(adj) = 95.2%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 40612 40612 278.23 0.000
Error 13 1898 146
Total 14 42509
Unusual Observations
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.125 228.27 204.57 5.65 23.70 2.22R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBO use 4:17.
MTB > regress c3 1 c4
The regression equation is
grayleve = 239 - 253 density
Predictor Coef Stdev t-ratio P
Constant 238.745 6.884 34.68 0.000
density -252.58 14.60 -17.29
0.000
s = 10.95 R-sq = 96.1% R-sq(adj)
= 95.8%
Analysis of Variance
SOURCE DF SS MS
F P







Fit Stdev.Fit Residual St-Re^d
1 0.125 228.27
207.17 5.29 21.10 2.20R









Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBO use 4:16.
MTB > regress c3 1 c4
The regression equation is















% R-sq(adj) = 96.4%
SOURCE DF SS MS F P
Regression 1 31080 31080 318.89 0.000
Error 11 1072 97
Total 12 32152
Unusual Observations
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.125 228.27 209.64 4.94 18.63 2.18R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBO use 4: 15.
MTB > regress c3 1 c4
The regression equation is
grayleve = 247 - 280 density
Predictor Coef Stdev t-ratio P
Constant 247.047 6.241 39.59 0.000
density -280.34 15.19 -18.45
0.000
s ^ 8.816 R-sq = 97.1% R-sq(adj)
= 96.9%
Analysis of Variance
SOURCE DF SS MS
F P
Regression 1 26466 26466 340.51
0.000




Fit Stdev. Fit Residual St.Resid
1 0.125 228.27 212.00
4.57 16.27 2.16R




Worksheet size: 38000 cells
MTB > Retrieve "actual /density .MTW
WORKSHEET SAVED 4/13/1993
Worksheet retrieved from file: actual/density. MTW
MTB > copy cl-c2 c3-c4;
SUBO use 4:14.
MTB > regress c3 1 c4
The regression equation is













s = 7.382 R-sq == 97.8% R-sq(adj) = 97.6%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 22177 22177 406.97 0.000
Error 9 490 54
Total 10 22667
Unusual Observations
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.125 228.27 214.57 3.99 13.70 2.21R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBO use 4:13.
MTB > regress c3 1 c4
The regression equation is
grayleve = 256 - 314 density
Predictor Coef Stdev t-ratio P
Constant 255.963 5.074 50.45 0.000
density -313.82 14.41
-21.78 0.000
s = 6.179 R-sq = 98.3% R-sq(adj)
= 98.1%
Analysis of Variance
SOURCE DF SS MS
F P







Fit Stdev. Fit Residual St.Resid
1 0.125 228.27
216.74 3.48 11.53 2.26R









Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBO use 4:12.
MTB > regress c3 1 c4
The regression equation is
grayleve = 259 - 327 density
Predictor Coef Stdev t-ratio p
Constant 259.176 4.957 52.28 0.000
density -327.29 15.26 -21.45 0.000
s = 5.573 R-sq = 98.5% R-sq(adj) = 98.3%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 14288 14288 460.10 0.000
Error 7 217 31
Total 8 14505
Unusual Observations
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.125 228.27 218.27 3.27 10.00 2.22R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBO use 4: 11.
MTB > regress c3 1 c4
The regression equation is
grayleve = 262 341 density
Predictor Coef Stdev t-ratio p
Constant 262.286 5.013 52.32 0.000
density -341.22 16.84 -20.26 0.000
s = 5.132 R-sq = 98.6% R-sq(adj)
= 98.3%
Analysis of Variance
SOURCE DF SS MS
F P
Regression 1 10813 10813 410.61
0.000




Fit Stdev. Fit Residual St.Resid
1 0.125 228.27 219.63
3.14 8.64 2.13R









Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBO use 12:30.
MTB > regress c3 1 c4
The regression equation is
















s = 12.30 R-sq
Analysis of Variance
81.8% R-sq(adj) = 80.8%
SOURCE DF SS MS F P
Regression 1 11576 11576 76.54 0.000











R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBO use 12:29.
MTB > regress c3 1 c4
The regression equation is





















SOURCE DF SS MS F P
Regression 1 10951 10951 85.10 0.000





Fit Stdev.Fit Residual St.Resid
82.06 4.44 22.48 2.15R










Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBO use 12:28.
MTB > regress c3 1 c4
The regression equation is















% R-sq(adj) = 85.9%
SOURCE DF SS MS F P
Regression 1 10230 10230 98.34 0.000
Error 15 1560 104
Total 16 11790
Unusual Observations
Obs. density grayleve Fit Stdev.Fit Residual St.Resid
1 0.49 104.54 84.77 4.18 19.77 2 . 12R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBO use 12:27.
MTB > regress c3 1 c4
The regression equation is
grayleve = 123 72.0 density
Predictor Coef Stdev t-ratio p
Constant 122.744 6.839 17.95 0.000
density -71.972 6.713 -10.72 0.000
s = 9.049 R-sq = 89.1% R-sq(adj)
= 88.4%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 9411.9 9411.9 114.95
0.000
Error 14 1146.3 81.9
Total 15 10558.2
Unusual Observations
Obs density grayleve Fit
Stdev.Fit Residual St.Resid
1 0 49 104.54 87.41
3.88 17.13 2.10R
16 1.65 19-09 3.77
5.16 15.32 2.06R









Worksheet retrieved from file: actual/density. MTW
MTB > copy cl-c2 c3-c4;
SUBO use 12:26.
MTB > regress c3 1 c4
The regression equation is
grayleve = 130 - 80.6 density
Predictor Coef stdev t-ratio D
Constant 129.636 6.593 19.66 0 000
density -80.618 6.855 -n.76 0.000
s = 7.837 R-sq = 91.4% R-sq(adj) = 90.7%
Analysis of Variance
SOURCE DF SS MS F p
Regression 1 8493.4 8493.4 138.30 0 000
Error 13 798.4 61.4
Total 14 9291.8
Unusual Observations
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.49 104.54 90.05 3.54 14.49 2 07R
15 1.50 21.99 8.71 4.49 13.28 2.07R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBO use 12:25.
MTB > regress c3 1 c4
The regression equation is
grayleve = 136 - 89.5 density
PPredictor Coef stdev t-ratio
Constant 136.414 6.278 21.73 0.000
density -89.463 6.890 -12.98 0.000
s = 6.682 R-sq = 93.4% R-sq(adj) = 92.8%
Analysis of Variance
SOURCE DF SS MS F p
Regression 1 7528.0 7528.0 168.60 0.000
Error 12 535.8 44.7
Total 13 8063.8
Unusual Observations
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.49 104.54 92.49 3.18 12.05 2.05R
14 1.36 25.60 14.57 3.81 11.03 2.01R
R denotes an obs. with a large st . resid.
MTB >
L14





Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBO use 12:24.
MTB > regress c3 1 c4
The regression equation is
grayleve = 143 98.0 density
Predictor Coef Stdev t-ratio
Constant 142.663 5.960 23.94 0.000
density -97.952 6.875 -14.25 0.000
s = 5.684 R-sq = 94.9% R-sq(adj) = 94.4%
Analysis of Variance
P
SOURCE DF SS MS F P
Regression 1 6559.5 6559.5 203.01 0.000
Error 11 355.4 32.3
Total 12 6914.9
Unusual Observations
Obs. density grayleve Fit Stdev. Fit Residual St.Resid
1 0.49 104.54 94.57 2.85 9.97 2.03R
R denotes an obs. with a large st. resid.
MTB > copy cl-c2 c3-c4;
SUBO use 12:23.
MTB > regress c3 1 c4
The regression equation is
grayleve = 148 106 density
Predictor Coef Stdev t-ratio p
Constant 148.175 5.738 25.82 0.000
density -105.741 6.935 -15.25
0.000
s = 4.911 R-sq = 95.9% R-sq(adj)
= 95.5%
Analysis of Variance
SOURCE DF SS MS
F P
Regression 1 5608.0 5608.0 232.52
0.000









Worksheet retrieved from file: actual /density. MTW
MTB > copy cl-c2 c3-c4;
SUBO use 12:22.
MTB > regress c3 1 c4
The regression equation is









SOURCE DF SS MS F P
Regression 1 4707.4 4707.4 258.30 0.000
Error 9 164.0 18.2
Total 10 4871.4
MTB > copy cl-c2 c3-c4;
SUBO use 12:21.
MTB > regress c3 1 c4



































Worksheet retrieved from file: actual/density. MTW
MTB > copy cl-c2 c3-c4;
SUBO use 12:20.
MTB > regress c3 1 c4
The regression equation is
















s = 3.048 R-sq =: 98.0% R-sq(adj) = 97.7%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 3175.3 3175.3 341.77 0.000
Error 7 65.0 9.3
Total 8 3240.3
MTB > copy cl-c2 c3-c4;
SUBO use 12:19.
MTB > regress c3 1 c4
The regression equation is
grayleve = 169 - 137 density
Predictor Coef Stdev t-ratio P





















Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBO use 12:18.
MTB > regress c3 1 c4
The regression equation is
grayleve = 174 146 density
Predictor Coef Stdev t-ratio P
Constant 173.753 3.985 43.60 0.000
density -145.845 6.011 -24.26 0.000
s = 1.769 R-sq = 99.2% R-sq(adj) = 99.0%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 1842.7 1842.7 588.62 0.000
Error 5 15.7 3.1
Total 6 1858.4
MTB > copy cl-c2 c3-c4;
SUBO use 12:17.
MTB > regress c3 1 c4
The regression equation is











































Worksheet retrieved from file: actual/density MTW
MTB > copy cl-c2 c3-c4;
SUBO use 12:16.
MTB > regress c3 1 c4
The regression equation is
grayleve = 182 - 160 density
Predictor Coef Stdev t-ratio p
Constant 182.038 3.847 47.32 0.000
density -160.342 6.380 -25.13 0.000
s - 1.115 R-sq = 99.5% R-sq(adj) = 99.4%
Analysis of Variance
SOURCE DF SS MS F p
Regression 1 784.57 784.57 631.54 0.000
Error 3 3.73 1.24
Total 4 788.30
MTB > copy cl-c2 c3-c4;
SUBO use 12:15.
MTB > regress c3 1 c4
The regression equation is













s = 1.268 R-sq == 99.2% R-sq(adj) = 98.8%
Analysis of Variance
SOURCE DF SS MS F P
Regression 1 414.59 414.59 257.90 0.004









Worksheet retrieved from file: actual/density .MTW
MTB > copy cl-c2 c3-c4;
SUBO use 12:14.
MTB > regress c3 1 c4
The regression equation is









SOURCE DF SS MS F P
Regression 1 178.62 178.62 149.06 0.052






(This is a comment. It is not part of the program. Anything enclosed by
curly brackets is a comment. )
uses crt; {this program uses the CRT for output)
type
picture = file of byte; (type definition of file of scanlines)
histogram = array[0.
.255] of integer;
var pic: picture; (variable file of bytes)
pixel: byte; {single byte)
hist: histogram; {variable histogram)
i, pixel_counter : longint; {counters for loops)




clrscr; {clears the screen)
for i := 0 to 255 do hist[i] := 0; (initialize histogram)
writeln ( This program will create a histogram of byte values found');
writeln ('in any file on your disk. This histogram is always called') ;
writeln ( 'histl.prn. You can import this file into Lotus 1-2-3 and');
writeln ( 'produce a graph.
'
) ;
writeln; {writes a carriage return)
write
('
Please input a picture file name: ');
readln( filenamel) ;
assign (pic, filenamel) ; (assign picture file)
reset (pic) ; (open picture file for reading)
writeln;







writeln ( "Please wait while the histogram is constructed...');
writeln;
for pixel_counter := 1 to filesize do begin
read(pic, pixel) ;
hist[pixel]
:= hist[pixel] + 1;
(add 1 to the appropriate counter in the histogram)
end; {end of pixel_counter loop)
write
('Please input a file name for the histogram: ');
readln(filename2) ;
assign (lotusfile, f ilename2) ; {assign Lotus import file)
rewrite (lotusfile) ;
for i := 0 to 255 do begin
__._,-.,
writeln( lotusfile, i,
' -,hist[i]); {write to Lotus import file)
end;
close (lotusfile); {write






Sample of Results from Excel Program (3 step)
N1
LIGTH STEP SCAN #1
01101 01L02 01L03 01 L04 01L05 01L0C 01L07 01L0I 01 LO. 01L10 01L11 01LH 01L13 01L14 01L1S





































103 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
107 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
112 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
116 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
120 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
124 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
126 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
132 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
136 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
140 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
144 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
149 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0
153 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
157 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
161 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
165 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
169 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
173 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
177 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
181 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
186 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
190 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
194 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
198 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
202 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0
206 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
210 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0
214 0 0 0 0
2 0 0 0 0 0
0 0 0 0 0
218 0 0 0 0
2 0 0 0 0
0 0 0 0 0 0
223 0 0 0 0
3 0 0 0 0 0
0 0 0 0 0
227 0 0 0
5 6 2 0 0
0 0 0 0 0 0 0
231 0 0 0
3 4 4 0
0 0 0 0 0 0 0 0
235 0 0 0
8 3 6 0 0
0 0 0 0 0 0 0
239 1 0 1
19 14 5 0
0 0 0 0 0 0 0 0
243 16 0 5
37 52 17 0 0
2 0 0 0 0 0 0
247 191 79 28
173 288 170 0
0 2 0 2 0 0 0 0
251 980 576 252
1007 1375 779 111
44 36 IS 43 60 147 109 44
255 3404 3937 4306
3340 2843 3609 4481




LIGTH STEP SCAN #1 (Continued)




0 0 0 0 0 0 0
ooooooo
17 o o 0 0 0 0 0 0 0 0 0











9 0 0 0 0 0 0
13 OOOOOOO
33 0 0 0 0
38 0 0 0 0
42 0 0 0 0
46 0 0 0 0
ooooooo
70 0 0 0 0 0 0 0 0 0 0 0 0 0 0
75 0 0 0 0 0 0 0 0 0 0 0 0 0 0
79 0 0 0 0 0 0 0 0 0 0 0 0 0 0
83 0 0 0 0 0 0 0 0 0 0 0 0 0 0
67 0 0 0 0 0 0 0 0 0 0 0 0 0 0
91 0 0 0 0 0 0 0 0 0 0 0 0 0 0
95 0 0 0 0 0 0 0 0 0 0 0 0 0 0
99 0 0 0 0 0 0 0 0 0 0 0 0 0 0
103 0 0 0 0 0 0 0 0 0 0 0 0 0 0
107 0 0 0 0 0 0 0 0 0 0 0 0 0 0
112 0 0 0 0 0 0 0 0 0 0 0 0 0 0
116 0 0 0 0 0 0 0 0 0 0 0 0 0 0
120 0 0 0 0 0 0 0 0 0 0 0 0 0 0
124 0 0 0 0 0 0 0 0 0 0 0 0 0 0
126 0 0 0 0 0 0 0 0 0 0 0 0 0 0
132 0 0 0 0 0 0 0 0 0 0 0 0 0 0
136 0 0 0 0 0 0 0 0 0 0 0 0 0 0
140 0 0 0 0 0 0 0 0 0 0 0 0 0 0
144 0 0 0 0 0 0 0 0 0 0 0 0 0 0
149 0 0 0 0 0 0 0 0 0 0 0 0 0 0
153 0 0 0 0 0 0 0 0 0 0 0 0
0 0
157 0 0 0 0 0 0 0 0 0 0 0
0 0 0
161 0 0 0 0 0 0 0 0 0 0
0 0 0 0
165 0 0 0 0 0 0 0 0 0 0
0 0 0 0
169 0 0 0 0 0 0 0 0 0
0 0 0 0 0
173 0 0 0 0 0 0 0 0
0 0 0 0 0 0
177 0 0 0 0 0 0 0
0 0 0 0 0 0 0
181 0 0 0 0 0 0 0
0 0 0 0 0 0 0
186 0 0 0 0 0 0
0 0 0 0 0 0 0 0
190 0 0 0 0 0 0
0 0 0 0 0 0 0 0
194 0 0 0 0 0
0 0 0 0 0 0 0 0 0
198 0 0 0 2 0
0 0 0 0 0 0 0 0
0
202 0 0 0 0
0 0 0 0 0 0 0
0 0 0
206 0 0 0 0
0 0 0 0 0 0 0 0
0 0
210 0 0 0 0
0 0 0 0 0 0 0
0 0 0
214 0 0 0 4
0 0 0 0 0 0
0 0 0 0
218 0 0 0 1
0 0 0 0 0 0
0 0 0 0
223 0 0 0 0
0 0 0 0 0 0
0 0 0 0
227 0 0 0 1
0 0 0 0 0 0
0 0 0 0
231 0 0 0
1 0 0 0 0 0
0 0 0 0 1
235 0 0 0
1 0 0 0 0
0 0 0 2 0 1
239 0 0 0
3 0 0 0 0
0 0 0 3 0 1
243 0 0 0
3 0 0 0 4
2 3 1 4 0 0
247 3 6 0
17 5 1 23
96 162 55 31 11 2 14
251 101 266 145
546 365 282 644
1874 1695 856 446 163 76
263
255 4488 4320 4447
4013 4222 4309 3925
2618 2733 3678 4114 4409 4514 4312
Appendix O
Sample of Results from Excel Program (30 step)
STEP GRAYSCALE #12
01
12P01 12P02 12P03 12P04 1SP0S 12P06 12P07 12P06 12P00 12P10 12P11 12P12 12P13 12P14 12P16
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
54 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
sa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
62 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(C 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
70 0 0 0 0 0 0 0 0 0 0 0 0 0 0 72
75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7917
70 0 0 0 0 0 0 0 0 0 0 0 0 0 66 5575
13 0 0 0 0 0 0 0 0 0 0 0 0 0 6621 1375
7 0 0 0 0 0 0 0 0 0 0 0 0 39 6703 59
01 0 0 0 0 0 0 0 0 0 0 0 0 4183 1510 0
05 0 0 0 0 0 0 0 0 0 0 0 0 7653 100 1
00 0 0 0 0 0 0 0 0 0 0 0 952 2877 0 0
103 0 0 0 0 0 0 0 0 0 0 0 8161 246 0 0
107 0 0 0 0 0 0 0 0 0 0 31 5022 2 0 1
112 0 0 0 0 0 0 0 0 0 0 2397 824 0 0 0
116 0 0 0 0 0 0 0 0 0 0 9418 41 0 0 0
120 0 0 0 0 0 0 0 0 0 76 2782 0 0 0 0
124 0 0 0 0 0 0 0 0 0 3948 368 0 0 0 0
128 0 0 0 0 0 0 0 0 0 7799 3 0 0 0 0
132 0 0 0 0 0 0 0 0 91 2995 1 0 0 0 0
136 0 0 0 0 0 0 0 0 1932 175 0 0 0 0 0
140 0 0 0 0 0 0 0 4 8103 7 0 0 0 0 0
144 0 0 0 0 0 0 0 9 4361 0 0 0 0 0 0
140 0 0 0 0 0 0 0 265 503 0 0 0
0 0 0
153 0 0 0 0 0 0 1 4198 10 0 0
0 0 0 0
157 0 0 0 0 0 0 14 7983 0 0
0 0 0 0 0
161 0 0 0 0 0 0 36 2295 0 0
0 0 0 0 0
1C5 0 0 0 0 0 0 350 221 0
0 0 0 0 0 0
160 0 0 0 0 0 0 4193
5 0 0 0 0 0 0 0
173 0 0 0 0 0 0 8416 0
0 0 0 0 0 0 0
177 0 0 0 0 0 3 1821
0 0 0 0 0 0 0 0
181 0 0 0 0 0 117 169
0 0 0 0 0 0 0 0
186 0 0 0 0 0 2235 0
0 0 0 0 0 0 0 0
100 0 0 0 0 1 8896
0 0 0 0 0 0 0 0 0
104 0 0 0 0 1
3344 0 0 0 0 0 0 0
0 0
108 0 0 0 0 17 399
0 0 0 0 0 0 0 0 0
202 0 0 0 0 541
6 0 0 0 0 0 0 0
0 0
206 0 0 0 1 5863
0 0 0 0 0 0 0 0
0 0
210 0 0 0 2 6570
0 0 0 0 0 0 0
0 0 0
214 0 0 0 4
1890 0 0 0 0 0
0 0 0 0 0
218 0 0 0 84
113 0 0 0 0 0
0 0 0 0 0
223 0 0 6 1960
4 0 0 0 0 0

































































































































TOTAL 15000 15000 15000
15000
AVERAGi 246.03 244.85 237.53
228.28 206.70 100.44
2 50 2.52 2.47
2.44 2.33
StD 2.50
15000 15000 15000 15000
15000 15000 15000 15000
172.23 156.45 140.01 127.80
116.28 104.62








STEP GRAYSCALE #12 (Continued























230 0 0 0 0
0 0 0 0 0
243 0 0 0 0
0 0 0 0 0
247 0 0 0 0












13000 00 000l 809 6073 6362
17 0 0 0 0 0 300 7982 12247 8450 6398
21 0 0 0 0 0 0 0 882 10818 6194 1789 467 223
26 "OOOOOOO 1844 11137 3595 800 151 9 5
20 OO 1589 10030 2720 281 23 2 1 1
"OOOOOO 1891 11176 2855 267 60100
" 1319 10008 1892 286 600000
42 0 0 0 0 1804 11063 2741 325 13 0 0 0 0 0
* 0 0 0 267 9837 2237 351 6 0 3 0 0 1 0 0
SO 0 0 55 10708 3012 377 800200000
S4 0 0 7909 3557 344 41 0
68 0 2590 6332 455 30000 00000
62 13 9633 681 11 OOOOOOOOOOO
66 5707 2581 23 1
70 7637 193 0 1 00002000000
7 5 1562 2 0 0 OOOOOOOOOOO








112 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0




























202 0 0 0 0 0 0










TOTAL 160.0 1500. 15000
16... 15000 ,5000 15.00
150.0 15.00 15.00 150.0
15.0. ,.... 16.0. .
_:;. _:_: ".:: : : - ": - ":
* 1" ^ '"
