Abstract-Biomolecular interactions are central to biological processes and typically take place at nanometer scale distances. They often involve molecular motion which is known to affect the accuracy of the parameter estimates. Therefore, in this paper, we consider a case of two closely spaced molecules with planar trajectory and present a general expression of the Fisher information matrix in terms of their trajectory from which the benchmark for the accuracy of the parameter estimates is obtained. Through simulations, we show its application in the case of two moving objects and another case where only one of the two objects is moving. It is shown that the deterioration of the limit of the accuracy is not only dependent on the proximity of their starting position but also on their speed and direction of movement. The effect of differing photon emission intensities on the limit of the accuracy of parameter estimation is also investigated.
I. INTRODUCTION
Biomolecular interactions, which typically take place at nanometer scale distances, are central to biological processes [1] , [2] . With the development of highly sensitive detectors and the introduction of high quantum yield fluorescent proteins in recent years, there has been an increased use of singlemolecule fluorescence microscopy in the study of biomolecular interactions. One such approach involves the acquisition of signals from closely spaced molecules simultaneously [3] from which the location, velocity, direction, etc., of the molecules of interest can be estimated using a specific estimation technique such as the maximum likelihood method. However, there is always the issue of estimation accuracy and thus it is important to have a benchmark, which is the primary focus of our paper, against which it can be measured.
In a recent paper by Ram et al. [4] , they addressed the accuracy issue of two stationary point sources with the Cramér-Rao inequality. However, biomolecules are seldom stationary during interactions and their motions are known to affect the accuracy of the parameter estimates. Hence, in this paper we present expressions to determine the accuracy benchmark for both an ideal and practical case where movements of molecules in proximity are taken into account. To obtain these expressions, we adopt the theoretical framework laid out in [5] and extend it to a case where two molecules in close proximity are moving in a plane. We provide a general expression of the Fisher information matrix from which the benchmark or limit of the accuracy of the parameter estimates can be obtained. Even though this expression is in terms of the objects' trajectory, it can easily be adapted for use in cases where either one or both of the objects are stationary. When both objects are stationary, it reduces to that addressed by Ram et al. [4] .
The paper is organized as follows. In Section II, we provide the general expression of the Fisher information matrix for the estimation problem that underlies the acquisition of images of two closely spaced molecules that move independently in a plane. In Section III, we provide some insights based on the simulation work done. Conclusions are presented in Section IV.
II. GENERAL FRAMEWORK
In this paper, we consider a basic optical microscope setup where the emission and detection of photons from the fluorescent-labelled objects are inherently a random phenomenon. The acquired data comprise signals from both objects and are modelled as a spatio-temporal random process. It consists of the time points and the spatial coordinates of the detected photons. Since the measure of the accuracy of the parameter estimates is the standard deviation, the question of what is the best possible standard deviation of the parameter estimates for a given data set regardless of the estimation technique used arises. To this end, we consider the Cramér-Rao lower bound (CRLB) from which the limit of the accuracy of the parameter estimates or accuracy limit, in short, is obtained.
A. Fisher Information Matrix for the Ideal Case
We first consider an ideal case where images of two objects moving in close proximity on a plane are acquired simultaneously in the absence of extraneous noise with a nonpixelated detector of infinite size, i.e., = ℝ 2 . This provides us with the best case scenario of what is theoretically possible sans the effect of pixelation and extraneous noise. For our work, we assume that the photon detection rate is independent of the parameter vector , which denotes the parameters to be estimated, such that
where Λ ( ), = 1, 2, are the photon detection rates of the two objects, respectively. As for the photon distribution profile, it is the sum of the weighted photon distribution profiles of the respective objects and is expressed as
where = Λ ( )/Λ( ) and , , ( ), = 1, 2, are the weightage and photon distribution profiles of the two objects, respectively. The photon distribution profile can further be expressed as a scaled and shifted version of the image of the object [6] such that
where and ( , ( ), , ( )), = 1, 2, denote the image function and planar trajectory of the two objects, respectively, and > 0 denotes the lateral magnification. The image functions are assumed to be radially symmetric in order that the derivation is tractable. Moreover, it is unlikely that a correct model can be identified with ultimate certainty due to the inherent variability of biological samples. With this assumption and the following general expression of the Fisher information matrix I( ) for the image detection process
we obtain the below expression using the approach in [5] .
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The above expression is also applicable to the case where the two moving objects are far apart since no assumption has been made with regard to the distance between them. Moreover, it can also be easily adapted to cases where either one or both of the objects are stationary by simply replacing the trajectory with the location of the objects concerned.
It should be noted that the size of the Fisher information matrix is dependent on that of the weighting function ( ) which in turn is dependent on the number of parameters to be estimated. Thus, in the absence of prior knowledge for the parameters, we can expect the size of the matrix to be the largest when both objects are moving and the smallest when both are stationary [7] . To obtain the accuracy limit of the parameter estimates or simply the fundamental limit, we take the square root of the diagonal elements of the inverse Fisher information matrix.
B. Fisher Information Matrix for the Practical Case
In practice, images are often acquired by a pixelated detector of finite size, e.g. charge coupled device (CCD) detector. Moreover, the photon emission by an object and its detection by a detector are typically assumed to follow a Poisson process. In this section, we consider two cases; one where extraneous noise is present and another where it is absent. The latter hypothetical case is important because it allows the experimentalists to compare results obtained from any practical detector against it to determine the extent to which detector noise deteriorates the obtainable parameter estimation accuracy. Moreover, it enables experimentalists to evaluate the effect of pixelation when compared to the ideal case. We refer to the accuracy limit obtained in this section as the practical limit.
In the case of the hypothetical noiseless detector, the image is assumed to contain just a Poisson-distributed number of photons in each of its pixels, uncorrupted by detector noise. Hence, the Fisher information matrix comprising pixels and acquired over the exposure interval [ 0 , ] is given by [8] 
where , is the mean of the number of detected photons at the ℎ pixel due to the objects of interest for the exposure
In the case of the pixelated detector, the image is assumed to contain, in each of its pixels, Poisson-distributed photon signals from both the objects of interest and background components. These signals are further corrupted by the detector's additive readout noise. The readout noise is modelled as a Gaussian random variable and we let the readout noise in the ℎ pixel be Gaussian-distributed with mean and variance 2 , , = 1, 2, . . . , . For this data model, the Fisher information matrix comprising pixels and acquired over the exposure interval [ 0 , ] is given by [5] 
where , = , + and , which is the mean of the number of detected photons at the ℎ pixel due to the background components for the exposure interval [ 0 , ], is expressed as
where Λ ( ) denotes the photon detection rate from the background components and denotes its photon distribution profile which is assumed to be independent of the time point . The Poisson-Gaussian mixture probability density function , ( ) is given by
By taking the square root of the diagonal element of the inverse of (6) and (8), we can obtain the practical limit of the hypothetical detector and that where extraneous noise is present, respectively
III. SIMULATION RESULTS
To gain insights into how the movement of molecule or molecules affect the accuracy limit of the parameter estimates of molecules in close proximity, we consider three scenarios where there are two molecules in close proximity. Since the molecules are usually much smaller than the optical resolution of the optical microscope used in acquiring their images, they can reasonably be assumed to be point sources. Thus, the acquired image consists of diffraction-limited spots from both point sources. In the first scenario, we consider the two molecules to be moving towards each other while in the second, only one is moving. The imaging condition for both scenarios is considered to be analogous to that of the Rayleigh's criterion, i.e., identical, self-luminous in-focus point sources emitting unpolarized incoherent light. The third scenario is similar to the second except that their photon detection rates are different. In the simulations, the photon detection rates are assumed to be constant, i.e., Λ 1 ( ) = Λ 1 , Λ 2 ( ) = Λ 2 ∈ ℝ + , and their image functions are described by a Gaussian profile since it provides an excellent approximation to the intensity distribution in the central region of the diffraction limited image [9] . The background component is assumed to be a constant, i.e., Λ ( ) = Λ ∈ ℝ + , and uniformly distributed. In the first scenario, we denote the starting points of the two linearly moving objects by ( 1 , 1 ) and ( 2 , 2 ). They move towards each other at the same speed, i.e., 1 = 2 , and their directions of movement are denoted by 1 and 2 . The parametric expressions of their trajectory for the time interval [ 0 , ] are defined as , ( ) = + ( − 0 ) cos , , ( ) = + ( − 0 ) sin , = 1, 2, 0 ≤ ≤ and the unknown parameter vector = ( 1 , 1 , 1 , 1 , 2 , 2 , 2 , 2 ) .
From Fig. 1 , it can be seen that the fundamental and practical limit deteriorate with decreasing distance between their starting points. For a given speed and time interval, the objects move an equal distance towards each other. Therefore when their starting points are closer, the distance travelled by them increases the amount of image overlap. This results in the deterioration of the accuracy limit because more photons become indistinguishable. The results obtained differ from that of two stationary objects whose image overlap is due just to their distance apart [4] . In the case of two moving objects, it is dependent not only on how far apart is their starting points but also on the speed and direction of movement. We can therefore expect the accuracy limit to be at its poorest when the two objects are moving diametrically towards one other because maximum overlapping of their images occurs under these circumstances. An interesting point to note here is that for two identical objects moving at equal speed towards one another, The markers (∘) and (×) correspond to object 1 and 2, respectively, in the absence of extraneous noise whereas (⋄) and (+) correspond to object 1 and 2, respectively, in the presence of extraneous noise that consists of Poisson noise (Λ ) of 2 photons/pixel/s and Gaussian noise ( ) of 4 − /pixel. The markers ( * ) and (□) correspond to the fundamental limit of object 1 and 2, respectively. For all plots, the starting points of the moving objects are located in the object space at (−87, −87) nm and (86.2, 13) nm with respect to the origin of the − axes that passes through the center of the detector. The objects move at 1 = 2 = 500 nm/s. The direction of movement 1 = 30 0 and 2 = 210 0 . The photon detection rate Λ 1 = Λ 2 = 2000 photons/s, = 84 nm, the magnification = 100, the acquisition time is 0.2 s, the pixel size is 6.8 m × 6.8 m and the array size is 21 × 21 pixels. their accuracy limits are equal even though their starting points are different. Thus the accuracy limit is independent of the starting points. We can also infer that their accuracy limits will be equal when both objects move diametrically away from one another at equal speed.
In the second scenario, the stationary object is arbitrarily located at ( 1 , 1 ) while the starting point of the moving object ( 2 , 2 ) is located 200 nm to its right at a relative angle of 30 and thus the unknown parameter vector = ( 1 , 1 , 2 , 2 , 2 , 2 ) . From Fig. 2 , the detrimental effect of motion on the localization limit becomes apparent from the fact that the localization limit of the moving object is significantly poorer than that of the stationary object. It also shows how the movement of object affects the accuracy limit of those in its vicinity. For the stationary object, its localization limit is expected to be constant regardless of the speed of the moving object if they are distinctly apart. However, due to the overlapping of their images as the moving object approaches, the localization limit of the stationary object deteriorates when the detected photons become indistinguishable. In the presence of extraneous noise, the deterioration of the practical localization limit exacerbates. As for the moving object, its poor practical localization limit at low speed is due primarily to a lack of information because of the short distance travelled. This practical localization limit improves with increasing speed but subsequently deteriorates because of the influence from the stationary object.
Thus far the imaging conditions used are analogous to those of the Rayleigh's criterion. However, in practice, the intensity of the fluorescent-labelled molecules may differ [2] . Therefore, in this scenario we assume that the photon detection rate of the moving object is twice that of the stationary object, i.e., Λ 2 = 2Λ 1 . Under these circumstances, the localization limit as shown in Fig. 3 has similar trend to that in Fig. 2 except for their values. Contrast to that in Fig. 2 , the localization limit of 2 and 2 are better since now there are more detected photons from object 2, i.e., stronger signal. Since the signal from the moving object is stronger, it therefore exerts a stronger influence on the stationary object when their images overlap at higher speed. Thus, it results in a poorer localization limit for 1 and 1 when compared to the corresponding results in Fig. 2 .
IV. CONCLUSIONS
In this paper, we have presented a general expression of the Fisher information matrix from which the accuracy limit of the parameter estimates can be obtained for the case where two objects are moving in a plane. It can also be easily adapted to cases where one or both objects are stationary. Through simulations, we have shown that the deterioration of the accuracy limit is due to the amount of image overlap. In the case of moving objects, the amount of image overlap is not only dependent on the proximity of their starting point but also on their speed and direction of movement. Moreover, for identical objects moving diametrically towards each other at equal speed, their accuracy limits are equal and independent of their starting points. For objects with different intensity, the localization limit of the object with the stronger signal improves at the expense of the weaker one when they are in close proximity.
