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DOES SYMMETRY IMPLY PPT PROPERTY?
D. CARIELLO
Abstract. Recently, in [1], the author proved that many results that are true for PPT matri-
ces also hold for another class of matrices with a certain symmetry in their Hermitian Schmidt
decompositions. These matrices were called SPC in [1] (definition 1.1). Before that, in [9], To´th
and Gu¨hne proved that if a state is symmetric then it is PPT if and only if it is SPC. A natural
question appeared: What is the connection between SPC matrices and PPT matrices? Is every
SPC matrix PPT?
Here we show that every SPC matrix is PPT in M2 ⊗ M2(theorem 4.3). This theorem is a
consequence of the fact that every density matrix in M2 ⊗Mm, with tensor rank smaller or equal
to 3, is separable (theorem 3.2). This theorem is a generalization of the same result found in [1]
for tensor rank 2 matrices in Mk ⊗Mm.
Although, inM3⊗M3, there exists a SPC matrix with tensor rank 3 that is not PPT (proposition
5.2). We shall also provide a non trivial example of a family of matrices in Mk⊗Mk, in which both,
the SPC and PPT properties, are equivalent (proposition 6.2). Within this family, there exists a
non trivial subfamily in which the SPC property is equivalent to separability (proposition 6.4).
Introduction
The PPT property is an important concept in Quantum Information Theory. Since the PPT
property was noticed to be a necessary condition for separability of density matrices ([7]), many
papers were published regarding applications or characterizations of PPT property, e.g., [2], [3],
[5], [6], [8], [9].
The most important feature of this property was proved by Horodecki in [6]: The PPT property
is equivalent to separability in the space M2 ⊗Mm, m = 2, 3.
We can refer, for example, to the following papers devoted to find classes of PPT matrices: [2],
[3], [8].
With respect to papers devoted to characterize the PPT property by means of other properties,
one example is Hildebrand’s work [5]. He found a necessary and sufficient condition for an operator
acting on a n−dimensional Hilbert space, Hn, to be PPT in any possible decomposition of Hn as
Hk ⊗Hm, for n = km. The analogous result for the case n = 4 was proved in [10].
Another example is the paper [9] of To´th and Gu¨hne. They defined a symmetric state ρ, as a
state that satisfies ρT = Tρ = ρ, where T is the flip operator. They showed that ρ is PPT if and
only if the Hermitian Schmidt decomposition of ρ is
∑n
i=1 λiγi ⊗ γi, with λi > 0 .
In [1], the author noticed that even if we remove the hypothesis of ρ being symmetric, in the sense
of To´th and Gu¨hne, the positive matrices with that symmetric Hermitian Schmidt decomposition
share many properties with PPT matrices. Matrices with that symmetric Hermitian Schmidt
decomposition were called SPC matrices in [1] (See definition 1.1).
The author of [1] proved that the following results hold for SPC and PPT matrices:
(1) If a SPC matrix A has the Hermitian Schmidt decomposition
∑n
i=1 γi⊗γi (λi = 1 for every
i) then A is separable.
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If a PPT matrixB has the Hermitian Schmidt decomposition
∑n
i=1 γi⊗δi (all the coefficients
equal to 1) then B is separable.
(2) SPC/PPT matrices have Split Decompositions.
(3) SPC/PPT matrices are weakly irreducible or a sum of weakly irreducible SPC/PPT ma-
trices.
(4) The descriptions of weakly irreducible SPC/PPT matrices are similar.
(5) There are sharp inequalities providing separability for SPC/PPT matrices.
After all this evidence, we shall make a question: Is every SPC matrix PPT? This paper is
devoted to the study of this question.
We show in section 4 that every SPC matrix in M2⊗M2 is PPT (theorem 4.3) and separable by
Horodecki’s theorem. Thus, in some sense, symmetry implies separability in M2⊗M2. In order to
obtain this result, we prove in section 3 that every positive semidefinite matrix in M2 ⊗Mm with
tensor rank smaller or equal to 3 is separable(theorem 3.2). It was proved in [1] that every positive
semidefinite matrix in Mk⊗Mm with tensor rank 2 is separable. Thus, our result regarding tensor
rank 3 matrices, generalizes this result for the space M2 ⊗Mm. We prove that both results can
not be extended to higher dimension. As a matter of fact, we show in section 5 that exists a SPC
matrix in M3⊗M3 with tensor rank 3 which is not PPT, therefore it is not separable (proposition
5.2). We obtain these results using properties of the linear tranformation S defined in 1.6. We
give a very simple proof of To´th and Gu¨hne’s theorem using properties of this S and, finally, we
show a non trivial example of a family of matrices in Mk ⊗Mk, in which the SPC property and
the PPT property are equivalent (proposition 6.2) and inside this family, we discover a non trivial
subfamily in which the SPC property and separability are equivalent (proposition 6.4).
1. Preliminary Results and Definitions
In this section we provide the definitions and the preliminary results used in the main results of
this paper. Lemmas 1.7 and 1.9 are used quite a few times.
LetMk denote the set of complex matrices of order k. We shall identify the tensor product space
Cn ⊗ Ck with Cnk and the tensor product space Mk ⊗Mm with Mkm, via Kronecker product. It
allow us to write (v ⊗w)(r⊗ s)t = vrt⊗wst, where v⊗w is a column and (v⊗w)t its transpose.
Therefore if x, y ∈ Cn⊗Cm we have xyt ∈Mn⊗Mm. The trace of a matrix A is denoted by tr(A)
and At shall stand for the transpose of A.
Definition 1.1. (SPC matrices) Let A ∈Mk ⊗Mk ≃Mk2 be a positive semidefinite Hermitian
matrix. We say that A is SPC, if A has the following symmetric Hermitian Schmidt decomposition
with positive coefficients:
∑n
i=1 λiγi ⊗ γi, with λi > 0, for every i.
Remark 1.2. The SPC matrices can be defined using only the concept of Hermitian decomposition.
See corollary 1.10 for a simpler description.
Definition 1.3. (PPT matrices) Let A =
∑n
i=1Ai ⊗ Bi ∈ Mk ⊗ Mm ≃ Mkm be a positive
semidefinite Hermitian matrix. We say that A is positive under partial transposition or simply
PPT, if At2 = Id⊗ (·)t(A) =∑ni=1Ai ⊗Bti is positive semidefinite.
Definition 1.4. (Separable Matrices) Let A ∈ Mk ⊗ Mm. We say that A is separable if
A =
∑n
i=1Ci ⊗Di such that Ci ∈Mk and Di ∈Mm are positive semi-definite Hermitian matrices
for every i.
Definition 1.5. (1) Denote by A ◦B the Schur product of A,B ∈Mk.
(2) Let T ∈Mk ⊗Mk be the flip operator, i.e.,
T (a⊗ b) = b⊗ a, for every a, b ∈ Ck.
(3) Let F :Mk → Ck ⊗ Ck, F (
∑n
i=1 aib
t
i) =
∑n
i=1 ai ⊗ bi.
DOES SYMMETRY IMPLY PPT PROPERTY? 3
(4) We say that v ∈ Ck ⊗ Ck is Hermitian if F−1(v) ∈Mk is Hermitian.
Definition 1.6. Let S : Mk ⊗Mk → Mk ⊗Mk be defined by
S(
n∑
i=1
Ai ⊗ Bi) =
n∑
i=1
F (Ai)F (Bi)
t.
Lemma 1.7. Let S : Mk ⊗ Mk → Mk ⊗ Mk be the linear transformation defined in 1.6. Let
vi, wi ∈ Ck⊗Ck then S(
∑n
i=1 viw
t
i) =
∑n
i=1 F
−1(vi)⊗F−1(wi) and S2 = Id : Mk⊗Mk → Mk⊗Mk.
Proof. Since S is a linear tranformation, we just need to prove the formula for n = 1. Since S(vwt)
and F−1(v) ⊗ F−1(w) are linear on the variables v an w, we just need to show the theorem for
v = a⊗ b and w = c⊗ d.
Notice that vwt = act ⊗ bdt and
S(act ⊗ bdt) = F (act)⊗ F (bdt) = (a⊗ c)(b⊗ d)t = abt ⊗ cdt.
Now F−1(v) = abt and F−1(w) = cdt. Finally, notice that S2(
∑n
i=1 viw
t
i) = S(
∑n
i=1 F
−1(vi) ⊗
F−1(wi)) =
∑n
i=1 viw
t
i. 
Remark 1.8. Remind that F is an isometry, i.e., tr(F (A)F (B)
t
) = tr(AB∗), for every A,B ∈
Mk, and tr(F
−1(v)F−1(w)∗) = tr(vwt), for every v, w ∈ Ck. Therefore, A =∑ni=1 λiγi ⊗ γi, such
that {γ1, . . . , γn} is a orthonormal set of matrices and λi ∈ R, if and only if,
∑n
i=1 λiviv
t
i is a
spectral decomposition of S(A), where F (γi) = vi.
Lemma 1.9. Let A ∈ Mk ⊗Mk be a Hermitian matrix. The following conditions are equivalent:
(1) A =
∑
i λiγi ⊗ γti , such that λi are real numbers and γi Hermitian matrices.
(2) A =
∑
j αjvjvj
t, such that αj are real numbers and vj Hermitian vectors.
(3) Exists a basis of Ck ⊗ Ck formed by Hermitian eigenvectors of A.
Proof. (1)⇒ (3) Since γti = γi, because γi is Hermitian, then Av is Hermitian for every Hermitian
v ∈ Ck ⊗ Ck.
Let w ∈ Ck ⊗ Ck be an eigenvector of A associated to the eigenvalue λ. Let w = w1 + iw2,
where w1, w2 are Hermitian vectors. Since A is a Hermitian matrix, λ is a real number. Notice
that Aw = Aw1 + iAw2 = λw1 + iλw2.
Now Aw1 − λw1 = i(λw2 − Aw2). Since Aw1 − λw1 and λw2 − Aw2 are Hermitian vectors, we
obtain 0 = Aw1 − λw1 = λw2 − Aw2.
Thus, every eigenvector of A is a linear combination of Hermitian eigenvectors of A. Thus there
is a set of Hermitian eigenvectors of A that span a basis for Ck ⊗ Ck and we may extract a basis
from this set.
(3)⇒ (2) Since there is a basis of Ck⊗Ck formed by Hermitian eigenvectors of A, we can obtain
an orthonormal basis of Hermitian eigenvectors. Therefore we obtain a spectral decomposition
A =
∑
j αjvjvj
t, where αj are real numbers and vj Hermitian vectors.
(2) ⇒ (1) By hypothesis, A =∑nj=1 αjvjvjt, where αj is a real number and vj is Hermitian for
every j, i.e., F−1(vj) is a Hermitian matrix. Notice that F−1(vj) = F−1(vj) = F−1(vj)t.
By lemma 1.7, we have S(A) = S(
∑n
j=1 αjvjvj
t) =
∑n
j=1 αjF
−1(vj) ⊗ F−1(vj)t. Notice that
S(A) is a Hermitian matrix, since αj ∈ R and F−1(vj) is Hermitian for every j.
Since we have already proved that (1 ⇒ 2) then S(A) = ∑mi=1 λiwiwit, where wi is Hermitian
for every i. By lemma 1.7, A = S2(A) = S(
∑m
i=1 λiwiwi
t) =
∑m
i=1 λiF
−1(wi)⊗ F−1(wi).
Finally, since F−1(wi) = F−1(wi) and F−1(wi) is Hermitian then F−1(wi) = F−1(wi)t and
A =
∑m
i=1 λiF
−1(wi)⊗ F−1(wi)t. 
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Corollary 1.10. Let A ∈Mk ⊗Mk be a positive semidefinite Hermitian matrix. A is SPC if and
only if A has a Hermitian decomposition
∑n
i=1 αiAi ⊗ Ai with αi > 0 for every i.
Proof. If A is SPC then it is obvious that A has a Hermitian decomposition required in this
corollary. Suppose A =
∑n
i=1 αiAi ⊗Ai, where Ai is Hermitian for every i and αi > 0.
Notice that S(At2) = S(
∑n
i=1 αiAi ⊗ Ati) = S(
∑n
i=1 αiAi ⊗ Ai) =
∑n
i=1 αivivi
t is a positive
semidefinite Hermitian matrix with vi = F (Ai).
By lemma 1.9, S(At2) has a spectral decomposition
∑m
i=1 λiwiwi
t with Hermitian eigenvectors
wi. Remind that λi > 0.
Therefore, At2 = S(
∑m
i=1 λiwiwi
t) =
∑m
i=1 λiF
−1(wi) ⊗ F−1(wi)t. Remind by remark 1.8 that
this is a Hermitian Schmidt decomposition of At2 and thus
∑m
i=1 λiF
−1(wi)⊗F−1(wi) is a Hermitian
Schmidt decomposition of A. Therefore A is SPC. 
2. To´th and Gu¨hne’s Theorem
In this paper, we shall employ lemma 1.9 quite several times. This lemma was obtained using
some properties (lemma 1.7) of the linear transformation S defined in 1.6.
In this small section, we show that there are other properties of S (lemma 2.1) that can be used,
for example, to obtain a very simple proof of theorem 2.3 obtained by To´th and Gu¨hne in [9]. We
only need the following two formulas.
Lemma 2.1. Let A ∈ Mk ⊗Mk then At2 = S(AT )T and S(At2) = S(A)T .
Proof. Since the multiplication by T , the partial transposition and S are linear transformations
acting onMk⊗Mk, we only need to prove these formulas for a set of generators of Mk⊗Mk. Thus,
let us prove this formula only for matrices of the type A = abt ⊗ cdt, where a, b, c, d ∈ Ck.
Notice that A = abt ⊗ cdt = (a⊗ c)(b⊗ d)t, AT = (a⊗ c)(b⊗ d)tT = (a⊗ c)(d⊗ b)t = adt ⊗ cbt
and S(AT )T = S(adt⊗ cbt)T = (F (adt)F (cbt)t)T = ((a⊗d)(c⊗ b)t)T = (a⊗d)(b⊗ c)t = abt⊗dct.
Therefore, At2 = abt ⊗ dct = S(AT )T .
For the other formula, S(At2) = S(abt ⊗ dct) = (a⊗ b)(d⊗ c)t and
S(A)T = S(abt ⊗ cdt)T = (a⊗ b)(c⊗ d)tT = (a⊗ b)(d⊗ c)t.

Remark 2.2. These formulas can be rewritten using the ∗−product (defined in [1]) as A ∗ T =
S(AT )T and S(A ∗ T ) = S(A)T , because At2 = A ∗ T . They show a very interesting connection
between the flip operator, the partial transposition, the usual matricial product and the ∗−product.
Theorem 2.3. (To´th and Gu¨hne’s theorem [9]). Let A ∈ Mk ⊗ Mk be a positive semidefinite
Hermitian matrix and suppose AT = TA = A. If A is SPC then A is PPT. (Remind that T is the
flip operator).
Proof. If A is SPC then A has a Hermitian Schmidt decomposition
∑n
i=1 λiγi ⊗ γi, where λi > 0.
Now, At2 = S(AT )T , by lemma 2.1. By hypothesis At2 = S(A)T and, by lemma 2.1, we get
S(A)T = S(At2).
Let vi = F (γi). Therefore, A
t2 = S(At2) = S(
∑n
i=1 λiγi ⊗ γti) =
∑n
i=1 λivivi
t. Therefore At2 is
positive semidefinite and A is PPT.

3. Tensor Rank 3
Recently, in [1], the author proved that every positive semidefinite matrix with tensor rank 2,
in Mk ⊗Mm, is separable. The same result is not true for matrices with tensor rank 3, we provide
a counterexample in section 5.
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Although, in this section, we prove that every positive semidefinite Hermitian matrix with tensor
rank 3, in M2 ⊗Mm, is separable (theorem 3.2). This theorem is a consequence of the theorem
3.1 obtained in [4]. We shall use this theorem to prove that every SPC matrix in M2⊗M2 is PPT
and therefore it is separable. Thus, symmetry implies separability in M2 ⊗M2.
Theorem 3.1. Let A ∈ M2 ⊗Mm be a positive semidefinite Hermitian matrix. If A is invariant
by the left partial transposition ((·)t ⊗ Id(A) = A) then A is separable.
Proof. See [4]. 
Theorem 3.2. Let A ∈ M2 ⊗Mm be a positive semidefinite Hermitian matrix. If A has tensor
rank smaller or equal to 3 then A is separable.
Proof. If A has tensor rank smaller or equal to 2 then by theorem 4.7 in [1], A is separable. Let
us suppose that A has tensor rank 3.
It is possible to find a Hermitian decomposition, A =
∑3
i=1Ai ⊗ Bi, such that A1 and B1 are
positive semidefinite. Define A(ǫ) = A′1 ⊗ B1 +
∑3
i=2Ai ⊗ Bi, such that A′1 = A1 + ǫId, ǫ > 0.
Notice that A′1 is positive definite and let A
′
1 = RR
∗ where R is an invertible matrix. Now let us
prove that A(ǫ) is separable for every ǫ > 0 If for some ǫ > 0, A(ǫ) has tensor rank 1 then A(ǫ)
is separable. If A(ǫ) has tensor rank 2 then A(ǫ) is also separable by theorem 4.7 in [1]. Let us
suppose that A(ǫ) has tensor rank 3.
Let C = (R−1 ⊗ Id)A(ǫ)((R−1)∗ ⊗ Id) = Id⊗B1 +
∑3
i=2A
′
i ⊗Bi, where A′i = R−1Ai(R−1)∗, for
i = 2, 3.
Since A′2 is a Hermitian matrix, there is an unitary matrix U and real diagonal matrix D such
that A′2 = UDU
∗. Notice that D 6= λId, otherwise A′2 = λId and A2 = λA′1, which is not possible
since A(ǫ) has tensor rank 3.
Let E = (U∗ ⊗ Id)C(U ⊗ Id) = Id⊗ B1 +D ⊗ B2 + A′′3 ⊗ B3, where A′′3 = U∗A′3U .
Since D 6= λId, any diagonal matrix in M2 can be written as linear combination of D and Id.
Let D′ be the diagonal of A′′3. Notice that D
′ is a real diagonal matrix, since A′′3 is Hermitian.
Write D′ = aId+ cD, where a, c are real numbers.
Thus, E = Id⊗ (B1 + aB3) +D ⊗ (B2 + cB3) + A′′′3 ⊗ B3, where A′′′3 = A′′3 −D′ =
(
0 b
b 0
)
.
Notice that b 6= 0, otherwise E would have tensor rank 2 and A(ǫ) would have tensor rank 2.
Let V =
(
1 0
0 b
)
and consider F = (V ⊗ Id)E(V ∗ ⊗ Id). Notice that V V ∗ and V DV ∗ are
diagonal matrices and V A′′′3 V
∗ =
(
0 bb
bb 0
)
is symmetric too. Thus, F is positive semidefinite
Hermitian matrix in M2 ⊗Mm invariant by the left partial transposition. Therefore, by theorem
3.1, F is separable.
Therefore A(ǫ) is separable for every ǫ > 0, because A(ǫ) = (RUV −1⊗ Id)F ((V −1)∗U∗R∗⊗ Id).
Since the set of separable matrices is closed then lim
ǫ→0+
A(ǫ) = A is separable.

Remark 3.3. Notice that the maximum tensor rank in M2⊗Mm is 4. Thus, in order to solve the
separability problem in M2 ⊗Mm, we only need to deal with matrices with tensor rank 4.
4. SPC is PPT in M2 ⊗M2
In this section, we prove that every SPC matrix is PPT in M2 ⊗M2. The proof of this result
relies on theorem 4.2. However, in M3 ⊗M3, there exists a SPC matrix which is not PPT and we
shall present this counterexample in the next section. In the last section, we provide a non trivial
example of a family of SPC matrices in Mk ⊗Mk (k ∈ N) that are also PPT.
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Lemma 4.1. Let A ∈ M2 ⊗M2 be a SPC matrix. If A has tensor rank 4 then A can be written
as A = λId⊗ Id+D ⊗D + γ ⊗ γ + δ ⊗ δ, where D is a real diagonal matrix, γ, δ are Hermitian
matrices and λ a positive real number.
Proof. Since A is a SPC matrix, let A =
∑4
i=1 λiγi ⊗ γi be a Hermitian Schmidt decomposition of
A with λi > 0. Now A
t2 =
∑4
i=1 λiγi ⊗ γti =
∑4
i=1 λiγi ⊗ γi. Let S be the linear transformation
defined in 1.6 and let vi = F (γi). Notice that S(A
t2) =
∑4
i=1 λivivi
t is a spectral decomposition of
S(At2). Since λi > 0, S(A
t2) is a positive definite Hermitian matrix in M2 ⊗M2.
Thus, the vector u =
∑2
i=1 ei ⊗ ei ∈ ℑ(S(At2)), where {e1, e2} is the canonical basis of C2.
Therefore exists a positive real number λ such that B = S(At2) − λuut is a positive semidefinite
Hermitian matrix of rank 3. Notice that u /∈ ℑ(B), otherwise would exist a ǫ > 0 such that B−ǫuut
is a positive semidefinite Hermitian matrix of rank 2 and S(At2) = λuut + B = (λ + ǫ)uut +B −
ǫuut. Therefore S(At2) would have rank 3. A contradiction. Next, since B = S(At2) − λuut =∑4
i=1 λivivi
t − λuut then ℑ(B) has a basis with Hermitian eigenvectors of B by lemma 1.9. Let
W be the real span of this basis. Notice that the dim(W ) = 3. Let H be the real vector space
of the Hermitian vectors of C2 ⊗ C2. Let V be the real span of {e1 ⊗ e1, e2 ⊗ e2}. Notice that
V + W ⊂ H and the dim(H) = 4, dim(V ) = 2 and dim(W ) = 3. Therefore exists a vector
d = d1e1⊗ e1 + d2e2⊗ e2 ∈ V ∩W . Remind that, by definition of V , d1, d2 ∈ R. Since W ⊂ ℑ(B),
then d = d1e1 ⊗ e1 + d2e2 ⊗ e2 ∈ ℑ(B), with d1, d2 ∈ R.
This vector d is not a multiple of u, because d ∈ ℑ(B) and u does not. Again we can find
µ > 0, such that B − µddt is a positive semidefinite Hermitian matrix of rank 2 and satisfies the
conditions of lemma 1.9.
Thus, we can write B − µddt = arrt + bsst, where a, b are positive real numbers and r, s are
Hermitian vectors, by lemma 1.9. Thus, S(At2) = λuut + µddt + arrt + bsst.
By lemma 1.7, At2 = S2(At2) = S(λuut + µddt + arrt + bsst) =
λF−1(u)⊗ F−1(u) + µF−1(d)⊗ F−1(d) + aF−1(r)⊗ F−1(r) + bF−1(s)⊗ F−1(s) =
λId⊗ Id+ (√µD)⊗ (√µD) + (√aF−1(r))⊗ (√aF−1(r)) + (
√
bF−1(s))⊗ (
√
bF−1(s)).
Finally A =
λId⊗ Id+ (√µD)⊗ (√µD) + (√aF−1(r))⊗ (√aF−1(r)) + (
√
bF−1(s))⊗ (
√
bF−1(s)).

Theorem 4.2. Let A ∈ M2 ⊗M2 be a SPC matrix. If
∑
iAi ⊗ Ai is a Hermitian decomposition
of A then
∑
iAi ◦ Ati is a positive semidefinite Hermitian matrix in M2. (Remind that ◦ denotes
the Schur Product)
Proof. Let A be a SPC matrix. If the tensor rank of A is smaller or equal to 3 then, by theorem 3.2,
A is separable and therefore PPT. Thus,
∑
iAi ◦Ati is positive semidefinite, since it is a principal
submatrix of the positive matrix
∑
iAi ⊗Ati.
Let us suppose that A has tensor rank 4. By lemma 4.1, we can write A = λId⊗ Id+D⊗D+
γ ⊗ γ + δ ⊗ δ, where D is a real diagonal matrix, γ, δ are Hermitian matrices and λ is a positive
real number.
Let d1, d2 be the real numbers in the diagonal of D and {e1, e2} be the canonical basis of C2.
Notice that
B =
√
λId+D2 ⊗
√
λId+D2 − λId⊗ Id−D ⊗D
is a positive semidefinite diagonal matrix, because
B(ei ⊗ ej) = (
√
λ+ d2i
√
λ+ d2j − λ− didj)(ei ⊗ ej)
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and
√
λ+ d2i
√
λ+ d2j −
√
λ
√
λ− didj ≥ 0, by Cauchy-Schwarz inequality.
Therefore B + A =
√
λId+D2 ⊗√λId+D2 + γ ⊗ γ + δ ⊗ δ is positive with tensor rank 3 in
M2 ⊗M2. By theorem 3.2, this matrix is separable and PPT.
Thus,
√
λId+D2⊗√λId+D2+γ⊗γt+δ⊗δt is positive and its principal submatrix√λId+D2◦√
λId+D2+γ◦γt+δ◦δt is also positive, but√λId+D2◦√λId+D2 = λId+D2 = λId◦Id+D◦D.
Therefore λId ◦ Id+D ◦D + γ ◦ γt + δ ◦ δt is a positive semidefinite Hermitian matrix.
But
∑
iAi ◦Ati = λId◦ Id+D ◦D+γ ◦γt+ δ ◦ δt, because these matrices are the same principal
submatrix of At2 . 
Theorem 4.3. Every SPC matrix in M2⊗M2 is PPT. Thus, every SPC is separable in M2⊗M2.
Proof. Since A is a SPC matrix, let A =
∑
i λiγi⊗ γi be a Hermitian Schmidt decomposition of A
with λi > 0.
Suppose At2 has a negative eigenvalue. Since At2 =
∑
i λiγi ⊗ γti , we can affirm that exists
a Hermitian eigenvector v ∈ C2 ⊗ C2 associated to this negative eigenvalue, by lemma 1.9. Let∑2
i=1 λivi ⊗ vi be a spectral decomposition of v (v1, v2 are orthonormal and λi ∈ R).
Consider the unitary matrix R ∈M2 such that v1 is the first column and v2 is the second. Thus,
v = (R ⊗R)w, where w =∑2i=1 λiei ⊗ ei and {e1, e2} is the canonical basis of C2.
Then 0 > tr(At2vvt) = tr(At2(R⊗R)wwt(Rt ⊗Rt)) = tr((Rt ⊗Rt)At2(R⊗R)wwt) = tr((Rt ⊗
R
t
)A(R⊗ R)(wwt)t2).
Since A is SPC then B = (R
t⊗Rt)A(R⊗R) is also SPC, by corollary 1.10. Let∑sAs⊗As be
a Hermitian decomposition of B. Notice that (wwt)t2 =
∑2
i,j=1 λiλjeie
t
j ⊗ ejeti.
Finally, 0 > tr(B(wwt)t2) =
∑2
i,j=1
∑
s λiλjtr(Aseie
t
j)tr(Aseje
t
i) = λ
t(
∑
sAs ◦ Ats)λ, where λt =
(λ1, λ2). This is a contradiction with theorem 4.2. Thus, A is PPT.

5. Counterexample
In this section we show that there exists a SPC matrix in M3⊗M3 with tensor rank 3, which is
not PPT. Thus, theorems 3.2 and 4.3 are not true for tensor rank 3 matrices inMk⊗Mm (k,m ≥ 3)
and for SPC matrices in Mk ⊗Mk (k ≥ 3), respectively. Through this section we shall denote by
D and A the following matrices:
D =

 1 0 00 3 0
0 0 −10

 and A =

 0 1 1−1 0 1
−1 −1 0

.
Lemma 5.1. The smallest eigenvalue of D⊗D+A⊗A is negative and is smaller than the smallest
eigenvalue of D ⊗D − A⊗ A, which is also negative.
Proof. The characteristic polynomial of D ⊗D + A⊗ A is
p(x) = −x9 + 36x8 + 5420x7 + 104400x6− 427924x5 − 14134608x4 + 11251344x3 + 415328832x2−
1106058240x+ 671846400
and the characteristic polynomial of D ⊗D − A⊗A is
q(x) = −x9 + 36x8 + 5420x7 + 104400x6 − 427924x5 − 14134608x4 + 10924160x3 + 415328832x2−
1106058240x+ 671846400.
First, notice that p(x)− q(x) = cx3 with c > 0. Next, D ⊗D + A⊗A and D ⊗D −A⊗A are
real symmetric matrices, therefore p(x) and q(x) have only real roots. Notice that 0 is not a root
of p(x) and neither of q(x).
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Since p(x)− q(x) = cx3 and 0 is not a root of p(x) and neither of q(x) then p(x) and q(x) do not
have a common root. Let us write p(x) = (−1)(x−r1) . . . (x−r9) and q(x) = (−1)(x−s1) . . . (x−s9).
If p(x) and q(x) had only positive roots then all the coefficients of p(−x) and q(−x) would be
positive. Notice that the coefficient of x7 of p(−x) and q(−x) are negative. Therefore p(x) and
q(x) have negative roots. Let mp be the smallest root of p(x) and mq be the smallest root of q(x).
By contradiction, suppose that mq < mp.
Since mq < mp ≤ ri and p(mq) = (−1)(mq− r1) . . . (mq− r9) then p(mq) is positive as a product
of 10 negative numbers, but p(mq) = p(mq)− q(mq) = c(mq)3 < 0. Absurd!
Therefore mp < mq, because p(x) and q(x) do not have a common root.

Proposition 5.2. Let mq be the smallest eigenvalue of D⊗D−A⊗A. The matrix C = |mq|Id⊗
Id +D ⊗D + (iA)⊗ (iA) is a SPC matrix with tensor rank 3, but it is not PPT. Therefore it is
not separable.
Proof. Since mq is the smallest eigenvalue of D⊗D−A⊗A then C = |mq|Id⊗Id+D⊗D−A⊗A
is positive semidefinite. By corollary 1.10, C = |mq|Id⊗ Id+D ⊗D + (iA)⊗ (iA) is SPC. Since
{Id,D,A} is a linear independent set then C has tensor rank 3.
Now, |mq|+mp is an eigenvalue of Ct2 = |mq|Id⊗ Id+D⊗D+A⊗A, where mp is the smallest
eigenvalue of D⊗D+A⊗A. By lemma 5.1, mq −mp > 0 and −mq +mp = |mq|+mp < 0. Thus,
C is not PPT. 
6. Non Trivial Example
In this section we present a non trivial family of matrices inMk⊗Mk, in which the SPC property
and the PPT property are equivalent (proposition 6.2). Inside this family, we discover a non trivial
subfamily in which the SPC property is equivalent to separability(proposition 6.4).
Lemma 6.1. Let A ∈Mk⊗Mk be a Hermitian matrix such that A =
∑n
j=1 γj⊗γj, where γj = i(Bj)
and Bj is a real anti-symmetric matrix for each j. If λ is the smallest eigenvalue of A then λ is
negative and |µ| ≤ |λ| for any other eigenvalue µ of A.
Proof. First, At2 =
∑n
j=1 γj ⊗ γtj =
∑n
j=1 γj ⊗ γj. Let vj = F (γj). Therefore S(At2) =
∑n
j=1 vjvj
t
is a positive semidefinite Hermitian matrix.
Next, by lemma 1.9, At2 has a spectral decomposition
∑m
l=1 λlwlwl
t such that wl is Hermitian
for each l. Therefore S(At2) =
∑m
l=1 λlδi ⊗ δtl , where δl = F−1(wl), by lemma 1.7. Notice that
{δ1, . . . , δm} is an orthonormal set of Hermitan matrices, because F is an isometry (See remark
1.8).
Let us suppose that |λ1| = . . . = |λs| > |λs+1| ≥ . . . ≥ |λm|, where 1 ≤ s ≤ m.
Let us write, S(At2) =
∑m
l=1 |λl|δl⊗ ( λl|λl|δtl ) . Now this is a Hermitian Schmidt decomposition of
S(At2).
Now, by lemma 2.9 of [1], D =
∑s
l=1 δl ⊗ λl|λl|δtl is positive semidefinite.
By contradiction, suppose that λl < 0, for 1 ≤ l ≤ s, then λl|λl| = −1 and tr(D) = tr(
∑s
l=1 δl ⊗
(−1)δtl ) = −
∑s
l=1 tr(δl)tr(δ
t
l ) < 0. This is a contradiction with the positivity of D.
Therefore we can suppose that λ1 > 0 and notice that |λl| ≤ λ1, for 1 ≤ l ≤ m.
Remind that A =
∑n
j=1 γj ⊗ γj, where γj = i(Bj) and Bj is a real anti-symmetric matrix for
each j, thus At2 = −A.
Finally, since At2 has the following spectral decomposition
∑m
l=1 λlwlwl
t and At2 = −A, then A
has the following spectral decomposition A =
∑m
i=1(−λl)wlwlt.
Notice that | − λl| ≤ | − λ1|, for 1 ≤ l ≤ m. Thus, the smallest eigenvalue of A is −λ1.

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Proposition 6.2. Let A ∈ Mk ⊗Mk be as in lemma 6.1. The matrix C = αId⊗ Id + A is SPC
if and only if C is PPT.
Proof. Let us prove that the positivity of C implies that C is SPC and PPT. By definition, SPC
and PPT properties imply positivity. Thus, these three properties are equivalent for this type of
C.
Let λ be the smallest eigenvalue of A. By lemma 6.1, λ is negative. If C is positive then α ≥ |λ|.
This matrix is SPC by corollary 1.10.
Now Ct2 = αId⊗ Id+At2 = αId⊗ Id−A. The eigenvalues of A, by lemma 6.1, have absolute
value smaller or equal to |λ|, therefore Ct2 is positive semidefinite. Thus, C is PPT.

In the next theorem, we show that the SPC property is equivalent to separability for certain
matrices of the same type described in proposition 6.2. In order to provide this example, we need
the following lemma.
Denote by Sym(m) the subspace of the symmetric matrices in Mm and by ASym(m) the sub-
space of the anti-symmetric matrices in Mm.
Lemma 6.3. Exists an orthonormal basis of Sym(2n) formed by real symmetric matrices such
that the absolute value of all their eigenvalues is 1√
2n
. Exists an orthonormal basis of ASym(2n)
formed by real anti-symmetric matrices such that the absolute value of all their eigenvalues is 1√
2n
.
Proof. The proof is by induction on n. If n = 1, the basis of Sym(2) and ASym(2) required are{
S ′1 =
( 1√
2
0
0 1√
2
)
, S ′2 =
( 1√
2
0
0 −1√
2
)
, S ′3 =
(
0 1√
2
1√
2
0
)}
and
{
A′ =
(
0 1√
2−1√
2
0
)}
.
Suppose the result is true for n = k − 1.
Let m = 2k−1 and let {S1, . . . , Sm(m+1)
2
} be the orthonormal basis of Sym(m) announced in this
theorem. Let {A1, . . . , Am(m−1)
2
} be the orthonormal basis of ASym(m) announced in this theorem.
Consider the following decompositions:
Sym(2k) = [Sym(2)⊗ Sym(2k−1)]⊕ [ASym(2)⊗ASym(2k−1)],
ASym(2k) = [Sym(2)⊗ ASym(2k−1)]⊕ [ASym(2)⊗ Sym(2k−1)].
Therefore, the set {S ′i ⊗ Sj , A′ ⊗ As | 1 ≤ i ≤ 3, 1 ≤ j ≤ m(m+1)2 , 1 ≤ s ≤ m(m−1)2 } is an
orthonormal basis of Sym(2k). The eigenvalues of S ′i ⊗ Sj and A′ ⊗ As are the product of the
eigenvalues of S ′i, Sj and A
′, As, respectively. Therefore the absolute value of all their eigenvalues
is 1√
2
× 1√
2k−1
= 1√
2k
.
Next, the set {S ′i ⊗As, A′ ⊗ Sj | 1 ≤ i ≤ 3, 1 ≤ j ≤ m(m+1)2 , 1 ≤ s ≤ m(m−1)2 } is an orthonormal
basis of ASym(2k), by the decomposition above. The eigenvalues of S ′i ⊗ As and A′ ⊗ Sj are the
product of the eigenvalues of S ′i, As and A
′, Sj, respectively. Therefore the absolute value of all
their eigenvalues is 1√
2
× 1√
2k−1
= 1√
2k
. 
Theorem 6.4. Let {e1, . . . , e2n} be the canonical basis of C2n. Let u =
∑2n
l=1 el ⊗ el ∈ C2
n ⊗ C2n.
The matrix C = αId⊗ Id+ 1
2
(T − uut) ∈M2n ⊗M2n is SPC if and only if C is separable. Notice
that C is a matrix of the same type described in proposition 6.2
Proof. Let us prove that the positivity of C implies that C is SPC and separable. By definition,
the SPC property and the separability property imply positivity. Thus, these three properties are
equivalent for this type of C.
Let k = 2n. Remind that T is the flip operator whose eigenvalues are 1 or −1. Now, uut is a
real symmetric matrix whose eigenvalues are k or 0 and u is an eigenvector of T associated to 1.
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Therefore, 1
2
(T − uut) is a real symmetric matrix whose eigenvalues are −k−1
2
, 1
2
or −1
2
. Thus, we
need α ≥ k−1
2
for the positivity of C = αId⊗ Id+ 1
2
(T − uut).
Next, if {S1, . . . S k(k+1)
2
} is any orthonormal basis of Sym(k), formed by real matrices, and
A1, . . . , A k(k−1)
2
is any orthonormal basis of ASym(k), formed by real matrices, then
uut =
∑ k(k+1)
2
l=1 Sl ⊗ Sl +
∑ k(k−1)
2
j=1 Aj ⊗ Aj and T = (uut)t2 =
∑ k(k+1)
2
l=1 Sl ⊗ Sl −
∑ k(k−1)
2
j=1 Aj ⊗Aj .
Thus, C = αId⊗ Id+ 1
2
(T − uut) = αId⊗ Id−∑ k(k−1)2j=1 Aj ⊗Aj and
C = αId⊗ Id+∑ k(k−1)2j=1 (iAj)⊗ (iAj).
Therefore, C is SPC by lemma 1.10. Notice that C has the format described in the proposition
6.2.
Now, we may suppose that A1, . . . , A k(k−1)
2
is the basis constructed in lemma 6.3. Therefore their
eigenvalues have absolute value equal to 1√
2n
= 1√
k
. Thus, 1
k
Id ⊗ Id + (iAj) ⊗ (iAj) is positive
semidefinite with tensor rank 2. Therefore these matrices are separable by theorem 4.7 in [1].
Next, C = (kα)( 1
k
Id⊗ Id) +∑ k(k−1)2j=1 (iAj)⊗ (iAj) =
(kα− k(k−1)
2
)( 1
k
Id⊗ Id) +∑ k(k−1)2j=1 ( 1kId⊗ Id) + (iAj)⊗ (iAj).
Thus, C is separable as a sum of separable matrices.

Remark 6.5. Actually, C = αId⊗ Id+ 1
2
(T −uut), α ≥ 2n−1
2
, is also separable in the multipartite
case. Notice that every matrix in the basis of ASym(2n), constructed in lemma 6.3, has tensor rank
1 in M2⊗ . . .⊗M2 ≃M2n and also the Id. Therefore Id⊗ Id and (iAj)⊗ (iAj) have tensor rank 1
in M2⊗ . . .⊗M2 ≃M22n. Thus, 12n Id⊗ Id+(iAj)⊗ (iAj) has tensor rank smaller or equal to 2 in
M2⊗ . . .⊗M2 ≃M22n and is positive semidefinite. By corollary 4.8 in [1], 12n Id⊗Id+(iAj)⊗(iAj)
is separable in M2 ⊗ . . .⊗M2 ≃ M22n . Therefore C = αId⊗ Id+ 12(T − uut) is also separable in
M2 ⊗ . . .⊗M2 ≃M22n .
Summary
In this paper we investigated the relationship between SPC matrices and PPT matrices.
We proved that every SPC matrix in M2 ⊗ M2 is PPT and separable. Thus, in some sense
symmetry implies separability in M2 ⊗M2. This result follows from the fact that every density
matrix with tensor rank smaller or equal to 3 in M2 ⊗Mm is separable. However, we provided an
example of SPC matrix with tensor rank 3 in M3 ⊗M3 that is not PPT.
In the last section, we showed a non trivial example of a family of matrices in Mk⊗Mk in which
the SPC property is equivalent to the PPT property. Inside this family we found a subfamily, in
which the SPC property is equivalent to separability.
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