Abstract. In this paper we consider infinite systems of parabolic differential-functional inequalities with nonstandard initial inequalities with integrals. For that systems we give strong maximum principles in relatively arbitrary (n + l)-dimensional time-space sets more general than the cylindrical domain.
Introduction
We shall consider an infinite system of parabolic type differential-functional inequalities of the following form ( (x,t) denote the matrices of second order derivatives with respect to x of u l (x,t) (i € N). In this paper we give theorems on strong maximum principles for problems with inequalities (1.1) and with the nonstandard inequalities
1.1) ^{x,t)<Fi{x,t,u\x,t)y x {x,t)y xx {x,t),u)
The results obtained in this paper are generalization of some thesis from publications: L. Byszewski [3] and J. Chabrowski [8] .
Comparison theorems for infinite systems of parabolic functional-differential equations were considered by D. Jaruszewska-Walczak in [5] . The results obtained in [5] are in the case when the solutions are defined on bounded sets. In this paper, the situation is different. Consequently, the assumptions on the right-hand sides of the equations and inequalities, in this paper, are different than in [5] .
Infinite and finite systems of hyperbolic functional differential inequalities were considered by Z. Kamont in [6] and [7] . The monograf [6] is a self-contained exposition of hyperbolic functional differential inequalities and their applications, on which topic the present author initiated research. It aims to give a systematic and unified presentation of recent developments in the following problems: functional differential inequalities generated by initial and mixed problems; existence theory of local and global solutions; functional integral equations generated by hyperbolic equations; numerical methods of lines for hyperbolic problems; and difference methods for initial and initial-boundary value problems. Besides classical solutions, some classes of weak solutions are also treated, such as Caratheodory solutions for quasilinear equations, entropy solutions and viscosity solutions for nonlinear problems, and solutions in the Friedrichs sense for almost linear equations. The theory of difference and differential difference equations generated by original problems and its applications to the construction of numerical methods for functional differential problems is also discussed.
In paper [7] , Z. Kamont presents general comparison theorems for hyperbolic functional-differential infinite systems. He gives an estimate of functions of several variables satisfying an infinite system of functional differential inequalities by means of solutions of suitable systems of ordinary functional-differential equations. As a consequence he obtains a general theorem of the Perron type on the uniqueness of classical solutions of initial value problems. Next he proves a comparison result for infinite systems with initial-boundary value conditions. A general uniqueness result with nonlinear estimates of the Perron type is also obtained. for all (Ai,..., A") G R™. Let t 0 be an arbitrary real finite number and let T € (0, 00).
A set D C {(x, t) : x G R n , i 0 < t < t 0 + T} is called a set of type (P) if: (a) the projection of the interior of set D on the i-axis is the interval {to, to + T), (b) for every (x,t) G D there exists a positive number 6 = S(x,t) such that
(c) all the boundary points (x, t) of L> for which there is a positive number 5 = S(x, t) such that For any t G [to, ¿0 + T] we define the following sets:
at ~ \D n (R" x {i}) for t ± to.
Let D be an arbitrary set such that For an arbitrary fixed point (x,t) G D, we denote by S~(x,t) the set of points (x,t) G D, that can be joined to (x,t) by a polygonal line contained in D along which the i-coordinate is weakly increasing from (x, t) to (x,t).
Let Z00(D) denote the linear space of mappings For each i G N by Fi we denote the mapping
where q = (<71,..., qn) and r = [rjk\.
By Pi (i G N) we denote an operator given by the formula
(Piw)(x, t) := wl(x, t) -Fi(x, t, u/(x, t), t), w l xx(x, t), w) (t G N), for w G Z^(D) and [x,t) G D.

A function u G Z^(D) is called a solution of the system of the functional-differential inequalities
in D, if they satisfy the system for all (x, t) G D. 
.). (.x,t)eA (x,t)eA (x,t)€A
Strong maximum principles with nonstandard inequalities with integrals in sets of types (Psr) and (PSB)
THEOREM 3.1. Assume that:
( 
1) Dcl"x (t0, to + T] is a set of type (Psr) or (PSB); (2) Fi (i G N) are the mappings as in Section 2 and there exists a constant L > 0 such that
J. Brandys
Fi(x, t, z, q, r, w) -Fi(x, t, z, q, r, w)
t) G S~(x, t). (.x,t)er
Proof. We prove Theorem 3.1 only for a set of type (Psr), because the proof of this theorem for a set of type (PSB) is similar.
It is obvious that a set of type (Psr) is a set of type (Pr) from [4] , hence,in the case where Yliej* hi( Prom assumption (5), we deduce that
There is a point (x*,t*) G D such that u(x*,t*) = M := max_ti(x,i).
(.x,t)eD
By (3.9), by assumption (3) and by (3.8) we obtain On account of the definition of sets J and J*, we distinguish the following cases:
(A) J* is a finite set, i.e., without loss generality there is a number p G N such that J* = {1,... ,p}.
(B) card J* = No-
We consider first the case (A). By (3.2) and by the inequalities
which are consequences of (3.9) and (3.11) and of conditions (a)(i), (a)(iii) of the definition of a set of type (Psr), we have
Obviously, from (3.8) and (3.11), we obtain a contradiction of (3.12) with (3.9) . Assume now that
By the mean-value integral theorem, it is obviously that for every j G N and i G {1,... ,p} there is
Simultaneously, we see that for every j G N there is a number lj G {1,..., p} such tha (3.16) u> o > («V, to) - From the last inequality we have Since, condition (a)(ii) of the definition of a set of type (Psr) implies inequalities tj > to (j G N), hence, we see from (3.12) that (3.23) contradicts (3.9) . This proves of equality (3.4). The second part of Theorem 3.1 is a consequence of (3.4) and Lemma 3.1 from [4] . Therefore, the proof of Theorem 3.1 is complete.
