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Abstract
We provide evidence for the existence of multiple channels tuned to the spatial frequency of depth modulations defined by
motion parallax. By linking the distortion of a random dot pattern to the horizontal position of an observer’s head horizontally
oriented 3-D corrugations were simulated in which the depth function consisted of a range of frequencies. In a baseline experiment
thresholds were obtained for detecting depth modulations of single sinewaves for a range of spatial frequencies. In a masking
experiment threshold signal strength was determined for detecting a signal frequency in the presence of noise with frequencies
restricted to two bands around the signal component (‘notched noise’). Threshold elevation was found to decrease with an increase
in the spectral difference between signal and noise. By determining thresholds at various noise levels it was further established that
the channel responded linearly in the tested range. Estimates of the bandwidth for spatial frequencies of 0.33 and 0.87 cycles:deg
were both found to be 1.4 octaves. The results show that motion parallax processing is mediated by a series of narrowly tuned
channels with bandwidths similar to those found for processing depth modulations defined by binocular disparity. © 2000
Published by Elsevier Science Ltd. All rights reserved.
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1. Introduction
When an observer translates through the environ-
ment changes occur in the relative positions of features
in the retinal image. This optic flow contains informa-
tion about depth variations of 3-D surfaces, the loca-
tion of object boundaries and the relative positions of
objects in the environment (Wallach & O’Connell,
1953; Rogers & Graham, 1979; Ullman, 1979; Longuet-
Higgins & Prazdny, 1980). In order to exploit this
information, a comparison of velocity estimates from
different spatial locations is required. However, the
scale at which this should be undertaken is uncertain.
Local measurements are noise-sensitive and so integra-
tion may be required to obtain reliable motion esti-
mates. However, by integrating over too large an area,
fine detail will be lost and the ability to localise motion
boundaries might be compromised. To satisfy these
competing demands one could analyse the motions
independently at a range of spatial scales (Braddick,
1993). Direction signals might be combined within ‘mo-
tion receptive fields’ with varying size, in a similar way
to the cortical receptive fields that analyse patterns of
luminance contrast (e.g. De Valois & De Valois, 1988).
Sensitivity to spatial modulations in luminance varies
as a function of spatial frequency (e.g. Campbell &
Robson, 1968). Similar functions have been obtained
for modulations in binocular disparity (Tyler, 1971,
1974; Rogers & Graham, 1982; Bradshaw & Rogers,
1999), relative motion (Nakayama & Tyler, 1981) and
motion parallax defined depth (Rogers & Graham,
1982). In both the luminance (e.g. Pantle & Sekuler,
1968; Blakemore & Campbell, 1969; Graham & Nach-
mias, 1971) and disparity domains (Schumer & Ganz,
1979; Tyler, 1983; Cobo-Lewis & Yeh, 1994) these
sensitivity functions have been found to comprise a
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range of independent spatial-frequency tuned
channels. Surprisingly, at present there is no direct
evidence for multiple, independent mechanisms each
tuned to a limited range of spatial frequencies of veloc-
ity modulations. In the present work, we investigate
whether such channels exist and estimate their band-
width.
Nakayama and Loomis (1974) have proposed a
model for the way in which relative motion may be
processed by the visual system. This model contains
units that respond to differences in velocity across
centre and surround regions of a motion receptive field.
Psychophysical support for relative velocity detectors
comes from studies showing that there are spatial inter-
actions in the perception of gradients of velocity and
depth-from-motion (Loomis & Nakayama, 1973; Gra-
ham & Rogers, 1982; Rogers & Graham, 1983). For
instance, Graham and Rogers (1982) found that a
random-dot stimulus whose spatial pattern of velocities
specified a series of fronto-parallel slats stepping in
depth appeared scalloped, with the depth edges exag-
gerated. Similarly, Rogers and Graham (1983) showed
that an analogue of the Craik–O’Brien–Cornsweet illu-
sion, found to work in both the luminance and dispar-
ity domains also existed when the spur-shaped profile
was defined by motion parallax (see Cornsweet, 1970;
Anstis, Howard & Rogers, 1978). Both illusions have
been attributed to a relative insensitivity to gradual, or
low frequency, variations in velocity analogous to ex-
planations of the effects in the luminance and disparity
domains. Physiological support for relative velocity de-
tection comes from studies such as Allman, Miezin and
McGuiness (1985) who found cells in the middle tem-
poral area (MT) of the owl monkey with a similar
architecture to that proposed by Nakayama and
Loomis. The activity of many of the cells which re-
sponded well to movement of small objects in the cell’s
preferred direction, showed large reductions in activity
when simultaneously stimulated by an array of dots in
the surround moving in the centre’s preferred direction,
even though these dots did not have an effect on the
cells response when stimulating the cell on their own.
For some of the cells activity increased when the dots in
the surround moved in the opposite direction. Similar
cells have been found in the pigeon (Frost &
Nakayama, 1983) and cat (Hammond & Smith, 1982).
Snowden, Treue, Erickson and Andersen (1991) found
that the response of MT cells to dots moving
in their preferred direction was reduced when dots were
added moving in another direction. The results of
these studies suggest that these antagonistic cells are
optimally stimulated when a motion boundary
coincides with the boundary of the classical receptive
field. Activity is reduced when the boundary falls
within the classical receptive field and also when
the motion boundary is far removed from it (i.e. when
the stimulus is effectively a uniform motion field).
The summation within the classical receptive field
and the inhibition from immediately adjacent
regions means that these cells can be thought of as
bandpass spatial-frequency filters for modulations of
velocity.
To estimate spatial-frequency selectivity of the mo-
tion system we used a masking paradigm (e.g. Ander-
son & Burr, 1989). With the use of some
simple assumptions the tuning functions of the
underlying channels can be derived. The underlying
model assumes that detection is performed by
the channel at which the highest signal-to-noise
ratio occurs and that this channel is responsive to a
limited range of spatial frequencies. Detection will
only be affected by noise with spatial frequencies
in this range. By determining the extent to which
detectability is affected by noise with different spatial
frequencies the tuning curve of the channel can be
estimated.
Notched noise was used to prevent ‘off-frequency-
looking’ (Patterson, 1976). In the presence of one noise
band the channel with the highest signal-to-noise ratio
might be shifted away from the signal frequency in a
direction opposite to the frequency of the noise. This
would lead to masking functions which are narrower
than the tuning functions of the underlying channels.
This can be prevented by using two noise bands with
centre frequencies symmetrically placed around the sig-
nal frequency. With the assumption that the
channels have symmetric tuning functions centred on
the signal frequency the shapes of the putative channels
can be derived. Cobo-Lewis and Yeh (1994) performed
masking experiments that were similar to the ones
presented here in the disparity domain. They found the
masking functions to be much narrower with
one noise band than with two noise bands present,
suggesting that off-frequency looking had occurred.
Given the observed similarities between human process-
ing of binocular disparities and motion parallax (e.g.
Rogers & Graham, 1982) it is not unlikely that
these effects can occur in the motion parallax domain
as well.
Signal output from a channel is modelled by two
stages: first, the input is attenuated by a factor which
depends only on its spatial frequency; second, the out-
put from the first stage is passed through a (non)linear
response function2. It is assumed that detection occurs
at a fixed signal-to-noise level. Determination of the
response function will allow us to model the first stage
of this process.
2 The output of the channel is written as the product of a function
of the frequency and a function of the input level.
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2. General method
2.1. Subjects
Three subjects participated in the experiments. All
were familiar with visual psychophysical tasks and had
normal or corrected to normal vision.
2.2. Apparatus
The stimuli were generated on a Macintosh PowerPC
with a black and white radius TDP:19 monitor with
1152870 pixels (35.626.9 cm) refreshed at a rate of
75 Hz.
2.3. Stimuli
The impression of horizontally oriented depth modu-
lations was created by linking the movement of random
dots on the computer display to the location of the
observer’s head, as it translated to-and-fro parallel to the
screen in a similar manner to that described by Rogers
and Graham (1979). On each trial two parallax-defined
surfaces were presented consecutively in a 2IFC design.
The observers’ task was to indicate which interval
contained the signal frequency. Depending on the exper-
iment, the second (non-signal) interval either contained
a flat surface or a ‘noise’ stimulus comprising a range of
frequencies (see below).
Each stimulus consisted of a sequence of 31 frames (41
in experiment 1), size 512864 pixels, spanning a visual
angle of 1424° at the viewing distance of 63 cm. Each
image contained 15000 bright 2-D Gaussian luminance
profiles (blobs) plotted against a dark background using
a linearised colour look-up table. The position of each
blob was chosen randomly in the middle frame of the
sequence. The horizontal positions of the blobs were
displaced between each frame by an amount determined
by the depth function (see Fig. 1). The width of each
Gaussian was 1 pixel (101 arcsec) so that sub-pixel
plotting accuracy could be achieved. To accelerate the
production of the images we used 41 precomputed
Gaussian luminance profiles, arriving at a plotting accu-
racy of 1:41 pixel (2.5 arcsec). The observer’s head was
connected to a chin rest which could move from side to
side (96.5 cm) parallel to the screen. The location of the
chin rest was registered via a potentiometer and an ADC
(National Instruments PC1200) and the frame presented
to the observer was directly determined by the position
of the head. The edges of the stimuli were occluded by
vertical cardboard strips 11 mm (in the centre) to 18 mm
(near the edges) in front of the computer screen which
made the effective stimulus width 13.5°. This assured that
all stimuli — even the ones simulating flat surfaces
(consisting of a static frame) — displayed a certain
amount of relative motion between the edge and the
stimulus. Accordingly, the presence of relative movement
between the edge and the stimulus was no cue for flatness.
Each of the stimuli was presented for 2 s. A blank screen
was shown for 0.5 s between the two stimuli presented
in each trial. Subjective reports showed that all stimuli
used in our experiment were perceived as stationary
corrugated 3-D surfaces.
In experiment 1 thresholds were determined for detect-
ing depth modulations in the absence of noise. The signal
stimuli were pure sinusoids with the phase randomly
chosen to be either 0 or 180° (to minimise adaptation
effects). The non-signal stimulus simulated a flat surface
and consisted of a single static frame (the middle frame
of one of the signal stimuli chosen at random).
In the other experiments we determined thresholds in
the presence of notched noise (see Fig. 1). The simulated
depth was a function of the vertical position
consisting of a series of sinusoids with different spatial
frequencies and phases. Each trial consisted of two
intervals: one containing the noise-plus-signal and the
other noise-only. The masking noise was created by
adding a number of sinusoids with equal amplitude and
random phase. The frequencies used fell within one of
two frequency bands. These bands were each 0.6 octaves
wide and symmetrically placed around the centre fre-
quency (on a logarithmic scale)3. It should be notedFig. 1. (a) Representation of the masking stimulus showing the
positioning of the signal and noise bands in the spatial frequency
domain along with a tuning function of the putative channel. (b)
Depth as a function of vertical position (corresponding to a side view
of the corrugated surfaces) for a surface containing only components
in the noise bands, the signal frequency, and the composite of these.
3 As in standard digital filtering techniques, the frequencies were
restricted to integer multiples of the fundamental frequency of the
display width (0.04 c:deg).
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Fig. 2. Thresholds for detecting pure sinusoidal depth modulations as
a function of spatial frequency (experiment 1) for subjects SJW,
MAH and MFB. For ease of comparison the results of Rogers and
Graham (1982) are also shown. Thresholds are given in root mean
square contrast (a factor of 0.5*
(2) times the amplitude). The error
bars indicate 68.3% confidence intervals.
thresholds were needed to calculate threshold elevations
for our subjects and set-up.
Thresholds were obtained for spatial frequencies of
0.05, 0.1, 0.2, 0.4, 0.8 and 1.6 c:deg. In each session ten
measurements were obtained for five signal levels, vis-
ited in random order. For each signal level five different
versions of the stimulus — with different locations of
the blobs — were precomputed and loaded into mem-
ory. In each session each of the signal stimuli were
visited twice. Subjects SJW and MAH performed four
runs for each condition; MFB performed five runs for
each condition.
3.1. Results and discussion
Fig. 2 shows threshold RMS contrast as a func-
tion of spatial frequency. The pattern of results
is similar to that obtained by Rogers and Graham
(1982).
The difference in threshold level between the
studies is most likely due to differences in the
experimental methods: Rogers and Graham used a
ascending method of limits, while we used an 2IFC
procedure. (Similar improvements in absolute threshold
values were also found by Bradshaw and Rogers
(1999) in the disparity domain. They used similar
analogue stimuli to Rogers and Graham (1982)
but used a forced choice psychophysical tech-
nique.) Given that the slightly higher thresholds of
Rogers and Graham were gathered using an ana-
logue method, these results demonstrate that our
method of using a digital anti-alias technique was of
sufficient fidelity and resolution to measure human
sensitivity.
4. Experiment 2: detection with masking noise
Detection thresholds were determined for spatial
frequencies of 0.33 and 0.87 c:deg, (correspond-
ing to 8 and 21 cycles per image) for notched
noise with RMS contrast of 101 arcsec and noise
gaps of 0.38, 0.84, 1.36, 2.00 and 2.82 octaves. In
each session the centre frequency and the noise
gap was fixed and ten measurements were ob-
tained at seven signal levels, visited in random
order. For each signal level five versions of the noise
signal stimulus and five versions of the noise-only stim-
ulus were precomputed. At the beginning of each
session all noise-only stimuli were read into the internal
memory of the computer and before every trial a
noisesignal stimulus was read into memory. Subjects
SJW and MAH performed four runs for each
condition; MFB performed three runs for each
condition.
that although many experiments which use notched
noise do not change the lowest and highest frequency of
the noise band when the noise gap is varied, the width
of the noise bands was fixed in our experiment (as in
e.g. Cobo-Lewis & Yeh, 1994). The amplitude of the
sinusoids of the masking noise was fixed to create noise
of constant RMS contrast.
2.4. Procedure
A 2IFC design with the method of constant stimuli
was used to determine the threshold RMS contrast4 of
the signal corresponding to 82% correct performance.
In each session the RMS contrast of the noise was fixed
while that of the signal was varied.
The subject moved his head to-and-fro over 13 cm
(9 twice the interocular distance) parallel to the screen
at a distance of 63 cm at 1 Hz (in synchrony with the
beat of a metronome) with the non-dominant eye cov-
ered. After each trial auditory feedback was given. The
thresholds were derived from Weibull functions fitted to
the combined data of all runs obtained for a given
condition using a maximum likelihood fitting procedure
(Watson & Pelli, 1983; Snoeren & Puts, 1997).
3. Experiment 1: detection without noise
We first determined thresholds for detecting horizon-
tal corrugations in the absence of noise. These
4 The RMS contrast is 0.5*
(2) times the amplitude for a pure sine
wave and equal to the square root of the total power.
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Fig. 3. Thresholds for detecting the signal in the presence of masking noise (experiment 2) for noise with RMS contrast of 101 arcsec as a function
of the noise gap for centre frequencies of 0.33 and 0.87 c:deg. For subject MAH also the threshold is shown for a noise gap of zero and a centre
frequency of 0.33 c:deg obtained in a control experiment (in grey, see text). Straight lines represent least squares to the data (the threshold
obtained at zero noise gap for MAH excluded).
4.1. Results and discussion
Fig. 3 shows the thresholds as a function of the noise
gap for both centre frequencies. The thresholds de-
crease with increasing noise gap reaching levels similar
to those obtained in the noise-free condition for a noise
gap of 2.8 octaves. In the limit of zero noise gap the
thresholds are similar to the noise level. The absolute
levels as well as the shape of the functions are similar
for the two conditions. The results indicate the presence
of mechanisms tuned to a limited range of spatial
frequencies.
We initially avoided testing with a noise gap of zero,
since it is not clear whether in this case the task will be
solved in a similar way. If the signal and the noise are
of different frequencies, the mere presence of power at
the signal frequency indicates the signal stimulus. The
task could be solved by determining whether the signal
frequency is present. When the masker also contains
power at the signal frequency, the signal stimulus is the
stimulus with the largest power at the signal frequency.
In that case, the task requires determination of the
power level at the signal frequency. However, the task
might still be solved in a similar way. We obtained
thresholds of subject MAH for a signal frequency of
0.33 c:deg at a noise gap of zero. At the signal fre-
quency the phases of signal and noise were chosen to be
the same (so that they did not cancel each other). The
average threshold is plotted in Fig. 3 (in grey) and does
not reveal a change in behaviour. This suggests that the
task is solved in a similar way for a noise gap of zero.
5. Experiment 3. Linearity
The output of the channels is modelled by a spatial
frequency bandpass filter, followed by a (non)linear
response function. When determining the filter charac-
teristics the response function has to be taken into
account. The filter response function can be derived
from thresholds obtained at different noise levels and a
fixed noise gap.
Thresholds were measured for spatial frequencies of
0.33 and 0.87 c:deg and a noise gap of 0.38 octaves for
noise levels of 25, 50, 101 and 202 arcsec. For a noise
level of 101 arcsec the values obtained in experiment 2
were used.
5.1. Results and discussion
Fig. 4 shows the threshold as a function of noise
level. The solid line indicates a slope of one (predicted
for linear behaviour). Up to noise levels of 101 arcsec
the filter behaves linearly, while at higher noise levels
the thresholds seem to level off. A Student t-test on the
combined data of the two subjects and two centre
frequencies shows that the slope of the best fitting line
for noise levels up to 101 arcsec is not significantly
different from 1.0.
By extrapolation of the thresholds of experiment 2
(Fig. 3) one finds that at zero noise gap the signal level
at threshold is about the same as that of the noise.
Under the assumption that detection occurs at constant
signal-to-noise ratio and that the reduction in threshold
M.A. Hoger6orst et al. : Vision Research 40 (2000) 2149–21582154
Fig. 4. The thresholds as a function of the noise level, i.e. the total
RMS contrast of the noise (experiment 3) for different signal frequen-
cies and subjects. The solid line indicates a slope of one, predicted for
a linear response function.
experiment 3 the input to the second stage was the same
as that in experiment 2. Let us for the moment assume
that the filter operates linearly within the tested range.
For the largest noise gap, i.e. 2.82 octaves, the
threshold is at least a factor of 0.26 (for subject MFB at
0.33 c:deg.) times the threshold for a noise gap of 0.38
octaves with the same level of noise (experiment 2).
Therefore, at threshold, the input to the second stage
for a noise gap of 2.82 octaves and a noise level of 101
arcsec is the same as that for a noise gap of 0.38
octaves and a noise level of 0.26*10126 arcsec (or
more). Between noise levels of 26 and 101 arcsec the
filter behaves linearly. This means that the filter oper-
ates linearly in the range probed in experiment 2.
Therefore, the masking functions are a direct reflection
of the filter tuning functions.
6. The tuning functions
Fig. 5 shows the estimated tuning curves for both
centre frequencies (replotting the data of Fig. 3). The
full bandwidth at half height (width at a threshold
elevation 6 dB lower than the top), estimated from the
fitted lines are 1.42 and 1.25 octaves for observer SJW;
1.54 and 1.44 octaves for MAH5; and 1.24 and 1.40
octaves for MFB for spatial frequencies of 0.33 and
0.87 c:deg, respectively. The tuning curves estimated for
with increasing noise gap is due to attenuation in the
first (filtering) stage, it follows that at threshold the
power of the signal is about the same as the total power
of the attenuated noise.
As mentioned before, we assume that the masking
process can be modelled by a filter, with an output
which depends only on the frequency content of the
input, followed by a (non)linear response function. To
determine whether the filter operated linearly in experi-
ment 2 we have to determine for which noise levels in
5 The bandwidth is 1.42 octaves for a centre frequency of 0.33 c:deg
if the threshold obtained in the control experiment with zero noise
gap is included.
Fig. 5. Threshold elevations functions computed from the results from experiments 1 and 2 for three subjects along with linear fits to the data.
Threshold elevations are plotted around the signal frequencies to give an impression of the tuning characteristics of the putative channels.
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both centre frequencies are very similar for each of the
three subjects. Given that the visual system is sensitive
to the spatial frequency of depth modulation over a
range of about 5 octaves (Fig. 2), these results suggest
that the sensitivity function is determined by a series of
channels, each tuned to a relatively narrow range of
spatial frequencies of depth modulation. It should be
noted however, that the derivation of the shape of the
putative channels depends largely on several assump-
tions concerning different stages in the masking pro-
cess. The channel shapes depicted in Fig. 5 also reflect
the assumptions of the model used here. We will discuss
this issue further in the general discussion.
7. General discussion
The experiments reported here provide strong evi-
dence for the existence of mechanisms in the visual
system which are sensitive to narrow ranges of spatial
modulation of relative velocity. The estimated band-
width of the putative channels centred on frequencies of
0.33 and 0.87 c:deg is about 1.4 octaves. The derivation
of the filter tuning functions from masking data de-
pends, of course, on the nature of the underlying as-
sumptions involved. Here we made the following
assumptions. First that the signal-to-noise ratio was
constant at detection threshold6; second, that the chan-
nels operate as bandpass filters followed by a
(non)linear transfer function. These assumptions are
widely used. We further assumed that the channels are
symmetric and centred on the signal frequency. These
assumptions are specific to our methodology of using
symmetrically-positioned notched noise, designed to
avoid the problems of ‘off-frequency viewing’.
Bandwidth estimates often differ as they depend on
the method used to measure them. In the luminance
domain, for example, estimates from subthreshold sum-
mation studies are typically much lower (around 0.5
octaves, e.g. Sachs, Nachmias & Robson, 1971) than
from adaptation (Blakemore & Campbell, 1969; De
Valois, 1977) and masking studies (Pantle, 1974; Legge
& Foley, 1980; Wilson, McFarlane & Philips, 1983)
which are in fairly good agreement with estimated
bandwidths with a median of about 1.4 octaves (but
showing a systematic decrease with increasing fre-
quency). These estimates are also in good agreement
with those from single-cell recordings in striate cortex
(De Valois, Albrecht & Thorell, 1982). (See Bruce,
Green & Georgeson (1996) for a summary.) In the
disparity domain, Tyler (1983) obtained estimates of
the bandwidth of about 1 octave in a masking study
using single masking bands. When dual band ‘notched
noise’ was used, Cobo-Lewis and Yeh (1994) showed
that masking effects occur over a larger range. The
estimates of human processing of modulations in mo-
tion parallax obtained here (of about 1.4 octaves) are
similar to those obtained with similar techniques in the
luminance and the disparity domain.
One consequence of the method used here is that an
insight into the symmetry of the filter shape is not
possible. In the luminance domain, the filters are often
considered asymmetric as the high frequency fall-off is
faster than the low-frequency fall-off (although when
dynamic instead of static masking noise is used this
asymmetry disappears (Henning, Hertz & Hinton,
1981). In the disparity domain there is no clear evidence
that the filter shapes are asymmetric. The masking
results obtained by Tyler (1983) suggest that the high
frequency fall-off is slower than the low frequency
fall-off. However, the tuning curves measured by Tyler
(1983) and Cobo-Lewis and Yeh (1994) show large
variations over centre frequency and among subjects
and do therefore not permit a firm decision about this.
In principle, whether such asymmetry exists can be
determined by using single band masking noise. How-
ever, even if the shape of the filter was asymmetric the
effect on the estimates of the bandwidth may still be
small, e.g. they would be unaffected if the tuning func-
tions are of exponential form (i.e. straight lines on
log–log co-ordinates).
The physiological locus of any psychophysical result
is difficult to determine. It is tempting to think that the
spatial interactions which underly the observed tuning
for velocity may involve similar mechanisms to those
known to exist for luminance. However, because veloc-
ity is a vector and luminance is a scalar, the motion
case requires at least one extra layer of complexity.
Nakayama and Loomis’s (1974) model posits relative-
velocity mechanisms which are analogous to retinal
ganglion centre-surround cells but which are sensitive
to differences in velocity rather than differences in
luminance. Nakayama and Loomis proposed an inter-
mediate stage containing detectors that are selective for
one velocity that excites the central region of the detec-
tor and inhibits its surround. Cells with these properties
have been observed in cortical area MT by Allman et
al. (1985). Allman et al. (1985) also found cells with
centre and surround regions tuned for different direc-
tions of motion. Some showed a facilitatory peak when
the surround direction was perpendicular to the centre,
while others were inhibited by movement in the sur-
round irrespective of its direction. In the ventral region
of the medial superior temporal area (MST), Tanaka,
Sugita, Moriya and Saito (1993) located cells that were
directionally selective for small fields and lost their
selectivity for larger fields. Moreover, many of these
6 Although Henning et al. (1981) have shown that when the tuning
functions are well represented by straight lines in log–log coordinates
any decision strategy based on a monotonic function of the energy
will produce the same estimate of the bandwidth.
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cells showed selectivity for the opposite direction of
motion for larger fields when the centre was occluded
by a stationary object which suggests that these cells
respond to relative motion. Any of these cells could be
the basis of the type of tuning functions we report here.
Many empirical similarities have been found between
the processing of binocular disparities and motion par-
allax. For example, the disparity and parallax sensitiv-
ity functions resemble each other closely (Rogers &
Graham, 1982), both cues exhibit a similar orientation
anisotropy (Rogers & Graham, 1983; Watt, Bradshaw
& Hogervorst, 1998), and both show a similar magni-
tude of adaptation and depth aftereffects (Rogers &
Graham, 1984; Bradshaw & Rogers, 1996). Reports of
actual interactions between the cues are also common
in the literature. For example, Anstis and Harris (1974)
demonstrated directional motion aftereffects contingent
on the sign of binocular disparity and depth aftereffects
that were contingent on the direction of motion. Other
interactions have been observed in the kinetic depth
effect (Nawrot & Blake, 1991), in shape from motion
and stereopsis (e.g. Johnston, Cumming & Landy,
1994; Bradshaw & Rogers, 1996) and in the resolution
of stereoscopic correspondence (Bradshaw & Cumming,
1997). These results are consistent with physiological
reports that different sites in the processing pathway
contain cells which process both motion and binocular
disparity such as V1 (Poggio & Talbot, 1981), V5:MT
(Maunsell & Van Essen, 1983; Bradley, Qian & An-
dersen, 1995) and MST (Komatsu, Roy & Wurtz, 1988;
Roy, Komatsu & Wurtz, 1992).
Given the empirical similarities between the cues it is
of interest that the estimated bandwidth of the parallax
channels found here is very similar to estimates of the
bandwidth for filters operating in the binocular dispar-
ity domain (Cobo-Lewis & Yeh, 1994)7. This further
empirical similarity suggests that filtering in the dispar-
ity and parallax domains may occur at a common
processing stage (see also Bradshaw, Hibbard and
Hogervorst, 1999). The bandwidth is also similar for
luminance mechanisms (e.g. Blakemore & Campbell,
1969; Graham & Nachmias, 1971) but their peak sensi-
tivity is at a spatial frequency of an order of magnitude
higher. Although the activity of most cells in area MT
is largely reduced when stimulated by motion in oppo-
site directions, the cells found by Bradley et al. (1995)
responded well if the opposing motions were separated
in depth by disparity (see also Hibbard & Bradshaw,
1999). The properties of these cells make them well
suited for detecting relative depth by combining dispar-
ity and motion parallax information. These findings are
therefore consistent with the notion that the filtering
observed here is performed by MT cells which combine
binocular disparity and relative motion in the same
neuronal units. The recent finding that disparity-tuned
neurones in MT are organised into cortical columns by
preferred disparity suggests also that MT plays an
important role in stereoscopic depth perception in addi-
tion to its role in motion perception. (DeAngelis &
Newsome, 1999). The fact that neurones tuned to simi-
lar directions of motion follow a similar but different
spatial organisation is consistent with the idea that both
pieces of information (disparity and motion) are com-
bined. Unfortunately, from the aforementioned physio-
logical studies it is not possible to estimate the spatial
tuning functions of the cells and so they cannot be
compared with the filtering properties found in the
current study. Of course, the similarities of the tuning
characteristics may simply indicate that the ultimate
goal of the visual system is to gain information about
the environment and that the types of 2-D information
(motion parallax and binocular disparity) from which
the 3-D properties have to be deduced are mathemati-
cally similar. The visual system might therefore have
evolved similar mechanisms which are optimised for
encoding spatial modulations in depth while being ro-
bust against noise.
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