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Exemples de composantes irre´ductibles et non re´duites du
sche´ma de Hilbert des courbes lisses et connexes de P3 (II)
par Sa¨ıd AZZIZ
§0- Introduction
Soit Hd,g le sche´ma de Hilbert des courbes lisses et connexes de degre´ d et genre g dans
l’espace projectif P3k ( qu’on notera simplement P
3 tant que le contexte reste clair) avec k un corps
alge´briquement clos de caracte´ristique nulle. Le re´sultat principal de cet article est le
The´ore`me. Soient d et g deux entiers satisfaisant :
(A) G(d, 8) < g ≤ 73
2
(d− 74) si 146 ≥ d ≥ 95
(B) G(d, 8) < g ≤ (d− 1)
2
8
si d ≥ 147
Alors il existe une composante irre´ductible non re´duite du sche´ma de Hilbert Hd,g dont l’e´le´ment
ge´ne´ral est une courbe trace´e sur une surface quartique a` droite double.
Ici, pour tout entier s, G(d, s) de´signe le maximum des genres des courbes lisses et connexes de
degre´ d qui ne sont pas trace´es sur une surface de degre´ s − 1 ; d’apre`s ([GP1], the´ore`me 3.1), si
d > s(s− 1), alors
G(d, s) =
1
2s
d2 +
s− 4
2
d+ 1− (s− 1)ν(s− ν)
2s
ou` ν est l’unique entier tel que 0 ≤ ν < s et ν ≡ d (mod s).
Le premier exemple de composantes irre´ductibles non re´duites fut donne´ par Mumford
([M1]), suivirent les exemples de Gruson et Peskine ([GP2]), Kleppe ([K1], [K2]), Ellia et Fiorentini
([EF]), Ellia ([E]), Hartshorne ([H1]) ; dans ces exemples les courbes conside´re´es sont situe´es sur des
surfaces cubiques lisses. Dans ([DP]) Dolcetti et Pareschi donnent un exemple ou` les courbes sont
sur une surface quartique a` conique double. Dans la majorite´ de ces travaux, les Hd,g conside´re´s
sont tels que g > G(d, 5) ; notre re´sultat en est une ame´lioration puisque G(d, 5) > G(d, 8) pour
d ≥ 95.
Le the´ore`me ci-dessus ( qui est prouve´ dans la troisie`me section de cet article ) constitue en
fait une application de re´sultats plus ge´ne´raux, de´montre´s dans la deuxie`me partie, qui concernent
les de´formations des courbes de P3 situe´es sur des surfaces a` singularite´s ordinaires de lieu double
une courbe lisse. Notre motivation est le fait que les surfaces quartiques a` droite double que nous
conside´rons sont en particulier des surfaces a` singularite´s ordinaires.
Le plus difficile dans la preuve de ce the´ore`me et de montrer que si C ∈ Hd,g est une courbe
trace´e sur une quartique a` droite double, alors toute ge´ne´risation de C dans Hd,g est aussi trace´e
sur une surface quartique a` droite double. On utilisera pour cela la proposition (2.11) qui traˆıte de
la meˆme question mais plus ge´ne´ralement pour les courbes trace´es sur des surfaces a` singularite´s
ordinaires.
La premie`re partie de l’article rappelle les de´finitions des sche´mas polaires et des pinceaux
de Lefschetz ; les re´sultats qui y sont e´tablis constituent les pre´paratifs ne´cessaires pour e´tablir
ceux de la seconde partie qui, elle, est la pierre angulaire du pre´sent article.
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Cet article ge´ne´ralise les re´sultats d’un travail de the`se (cf. [Az]) effectue´ sous la direction
de N. Mestrano, qu’elle trouve ici mes since`res remerciements. Je remercie aussi Carlos Simpson
pour les nombreuses heures de discussion qu’il m’a accorde´ et ou` j’ai beaucoup appris.
§1- Sche´mas polaires
Dans cette section nous traitons des sche´mas polaires, introduits par B. Teissier (cf. [T1], [T2])
et D.S. Rim (cf. [R]). Nous en donnons une construction inspire´e de ces travaux, ensuite nous
e´tablissons le lien existant entre des sche´mas polaires particuliers et la notion de pinceaux de
Lefschetz (cf. 1.7). Nous terminerons par la proposition (1.10) qui sera l’outil essentiel utilise´ dans
la preuve de la proposition-cle´ de la prochaine section (cf. 2.5).
Soient X et Y deux k-sche´mas irre´ductibles de type fini, soit f :X → Y un morphisme
lisse de dimension relative m, soit L un fibre´ en droites sur X . Soit ΩX/Y (= Ω1X/Y ) le fibre´ des
diffe´rentielles relatives de X sur Y muni du morphisme d:OX−−→ ΩX/Y .
Soit P un point de X , on dit qu’un voisinage affine U de P est un voisinage de coordonne´es
locales relatives, s’il existe x1, . . . , xm ∈ OX(U) tels que xi(P )=0, et ΩX/Y|U= ⊕mi=1OUdxi (de tels
voisinages existent car f est lisse).
Soit (Uα)α∈A un recouvrement ouvert de X forme´ par des voisinages affines de coordonne´es
locales relatives (xα1 , . . . , x
α
m)α tel qu’il existe une trivialisation θ:L−−→ OX de L par rapport a`
(Uα)α, i.e., , une famille d’isomorphismes (θα:L |Uα −−→∼ OUα)α. Soit σ une section globale non
nulle de L. Pour tout α∈A, notons σα = θα(σ |Uα) et conside´rons l’ide´al
Iα =
(
σα,
∂σα
∂xα1
, . . . ,
∂σα
∂xαm
) ⊂ OUα(Uα)
Soit Jα = I˜α le faisceau d’ide´aux de OUα associe´ a` Iα, alors les faisceaux Jα se recollent le long
des Uα en un faisceau d’ide´aux de OX , que l’on notera J . En effet pour tous α et β dans A, si Uαβ
de´signe Uα ∩ Uβ, on a σαβ = tαβσβα, ou` σβα=σβ |Uαβ , σαβ=σα |Uαβ et tαβ ∈ H0(Uαβ ,O∗X), ainsi
∂σαβ
∂xαβi
= tαβ
∂σβα
∂xβαi
+ σβα
∂tαβ
∂xβαi
ce qui implique Jα|Uαβ= Jβ|Uαβ comme sous-faisceaux de OUαβ . Un calcul analogue permet de voir
que le sous-sche´ma correspondant au faisceau d’ide´aux J ne de´pend pas du recouvrement {Uα}α
ni de la trivialisation {θα}α choisis. Ceci donne alors un sens a` la de´finition suivante :
De´finition 1.1. Soient X, Y , f , L, σ et J comme ci-dessus. On appelle sche´ma polaire de
σ par rapport au morphisme f , le sous-sche´ma ferme´ de X correspondant a` J qu’on notera
Pol(f :X → Y, σ) ou simplement Pol(f, σ) quand le contexte est clair.
D’apre`s la construction faite ci-dessus on peut voir sans difficulte´ la
Proposition 1.2. Soit X, Y , f , L et σ comme ci-dessus. Alors
(i) Pol(f, σ) est e´gal au lieu singulier du morphisme f |Σ ou` Σ est le sche´ma des ze´ros de σ.
(ii) Pour tout changement de base h:Y ′ → Y on a Pol(X ×
Y
Y ′ → Y ′, q∗σ) = Pol(f, σ)×
Y
Y ′ ou`
q de´signe la projection X ×
Y
Y ′ → X.
Dans ce qui suit, nous allons de´crire les sche´mas polaires des surfaces de P3 relativement
aux morphismes induits par l’e´clatement de P3 le long d’une droite ge´ne´rale, en e´tablissant le lien
qui existe entre ces sche´mas polaires et la notion des pinceaux de Lefschetz.
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De´finitions 1.3. Soit P3
∨
l’espace des plans de P3. Un point Π de G(1,P3
∨
), la grassmannienne
des droites de P3
∨
, s’appelle un pinceau de plans dans P3. Conside´rant Π comme une droite dans
P3
∨
, on e´crira par abus de notation Π= {Ht}t∈P1 . On appelle axe du pinceau Π l’intersection de
deux plans distincts quelconques de Π.
De´finition 1.4. Soit S ⊂ P3 une surface lisse, un pinceau Π = {Ht}t∈P1 s’appelle un pinceau de
Lefschetz de S s’il ve´rifie les axiomes suivants :
L1) L’axe ∆ de Π coupe transversalement S.
L2) Il existe un ouvert denseU de P1 tel que pour tout t∈U , Ht coupe transversalement S, et
L3) pour tout t0 ∈ P1 \ U , Ht0 coupe transversalement S sauf en un point x0, qui est un point
singulier quadratique ordinaire de Ht0 ∩ S, i.e., un point de multiplicite´ 2 avec des directions
tangentes distinctes. (Le point x0 est appele´ point singulier du pinceau Π, on notera SingΠ
l’ensemble de tels points.)
La notion des pinceaux de Lefschetz a e´te´ traite´e par N.M.Katz (cf. [K1], [K2]) dans un
cadre plus ge´ne´ral qui est celui des sou-sche´mas lisses et irre´ductibles de Pn pour n quelconque.
Les re´sultats de ces travaux nous concernant sont re´unis dans le
The´ore`me 1.5. Soit S une surface lisse de P3. Alors
(i) les pinceaux de Lefschetz de S existent ([Ka1], 2.5),
(ii) ces pinceaux forment un ouvert dense de G(1,P3
∨
) ([Ka1], 3.2.1).
(iii) Si Π est un pinceau de Lefschetz de S, alors le cardinal de SingΠ (qui est fini par
l’axiome L3) ne de´pend pas de Π, plus pre´cise´ment, c’est le degre´ de la surface duale de S, i.e.,
#Sing Π = s(s− 1)2 avec s = deg S ([Ka2], 3.2.10).
Remarque 1.6. Si Π est un pinceau de Lefschetz d’une surface S ⊂ P3, d’axe ∆, alors les axiomes
(L1) et (L3) entraˆınent le fait que SingΠ est contenu dans S \∆. On montre, dans le re´sultat qui
suit, que Sing Π est lisse et correspond a` un sche´ma polaire particulier.
The´ore`me 1.7. Soit S une surface lisse de P3 de degre´ s, de´finie par un polynoˆme homoge`ne F .
Soit Π un pinceau de Lefschetz de S d’axe ∆. Soit η: P˜3 → P3 l’e´clatement de P3 en ∆, et soit
q: P˜3 → P1 la projection induite sur P1. Notons F˜ = η∗F , alors
(i) Pol(q, F˜ ) = η−1(SingΠ).
(ii) Pol(q, F˜ ) est fini de cardinal e´gal a` s(s− 1)2.
(iii) Tous les points de Pol(q, F˜ ) sont simples.
De´monstration. Tout d’abord, comme η est un isomorphisme en dehors de ∆, on voit que l’assertion
(ii) est une conse´quence de (i) et de la remarque (1.6).
Soit {X0, X1, X2, X3} un syste`me de coordonne´es homoge`nes de P3 tel que la droite ∆ soit
donne´e par X0 = X1 = 0. Notons A
3
i = P
3 \ {Xi = 0}, et A˜3i = η−1(A3i ). On a par de´finition
Pol(q, F˜ ) =
⋃3
i=0Poli avec Poli = Pol(q |A˜3
i
, F˜i= F˜ |
A˜3
i
), ainsi pour prouver les assertions (1) et
(3), il nous suffit de de´terminer les Poli pour tout i.
1e Cas : i ∈ {2, 3}. Supposons que i = 2 (le cas i = 3 se de´montre de la meˆme manie`re). Soient
x=X0/X2, y=X1/X2, et z = X3/X2 les coordonne´es affines de A
3
2, alors la droite ∆ est de´finie
par x = y = 0 et l’ouvert A˜32 est re´union des deux ouverts affines A
3
(x,w,z) = Spec k[x,w, z] et
A3(y,v,z) = Spec k[v, y, z], ou` w = y/x et v = x/y. Le morphisme η |A3(x,w,z) (resp. η |A3(y,v,z)) s’e´crit
3
(x,w, z) 7→ (x, xw, z) ( resp. (y, v, z) 7→ (vy, y, z)), et le morphisme q |A3
(x,w,z)
(resp. q |A3
(y,v,z)
)
s’e´crit (x,w, z) 7→ w (resp. (y, v, z) 7→ v). Soit F2(x, y, z) = F (x, y, 1, z) l’e´quation de S dans A32,
alors on a
Pol2 = V (F˜2,
∂F˜2
∂x
,
∂F˜2
∂z
) ∪ V (F˜2
′
,
∂F˜2
′
∂y
,
∂F˜2
′
∂z
)
ou` F˜2(x,w, z) = F2(x, xw, z), et F˜2
′
(y, v, z) = F2(yv, y, z). Soit M0 = (x0, w0, z0) un point de
V (F˜2,
∂F˜2
∂x
,
∂F˜2
∂z
) ayant pour image N0 = (x0, w0x0, z0) et conside´rons le plan H(w0,1) d’e´quation
w0x − y = 0, on a alors H(w0,1) ∈ Π et N0 est le nœud de la courbe S(w0,1) = H(w0,1) ∩ S, i.e.,
N0 ∈ SingΠ. En effet la matrice jacobienne de S(w0,1) a pour mineurs au point N0 les quantite´s
α =
∂F2
∂x
|N0 +w0
∂F2
∂y
|N0 , β = w0
∂F2
∂z
|N0 , γ =
∂F2
∂z
|N0
qui sont nuls car α =
∂F˜2
∂x
|M0 = 0, β = w0
∂F˜2
∂z
|M0 = 0 et γ =
∂F˜2
∂z
|M0 = 0. Ce raisonnement e´tant
valable si l’on remplace F˜2 par F˜2
′
on a donc Pol2⊂η−1(SingΠ). Inversement soit N0=(x0, y0, z0)
un point de SingΠ, alors (x0, y0) 6= (0, 0) car (SingΠ) ∩ ∆ = ∅ ; soit par exemple x0 6= 0, on a
donc N0 = η(x0, y0/x0, z0) et N0 ( d’apre`s le calcul pre´ce´dent) est dans V (F˜2,
∂F˜2
∂x
,
∂F˜2
∂z
), i.e., dans
Pol2. Ceci de´montre l’e´galite´ de (i). Pour prouver (ii), il faut montrer que le de´terminant de de
la matrice jacobienne J2 =Jac(x,w,z)(F˜2,
∂F˜2
∂x
,
∂F˜2
∂z
) (resp. J ′2 =Jac(y,v,z)(F˜2
′
,
∂F˜2
′
∂y
,
∂F˜2
′
∂z
)) est non
nul en tout point M de V (F˜2,
∂F˜2
∂x
,
∂F˜2
∂z
) (resp. V (F˜2
′
,
∂F˜2
′
∂y
,
∂F˜2
′
∂z
)). Un calcul simple montre que
detJ2 |M= ∂F˜2
∂w
(
∂2F˜2
∂x2
∂2F˜2
∂z2
− ( ∂
2F˜2
∂x∂z
)2
)
|M , et comme ∂F˜2∂w |M 6= 0 (car sinon S˜ = η−1S serait
singulie`re), alors il suffit de voir que A =
(
∂2F˜2
∂x2
∂2F˜2
∂z2
− ( ∂2F˜2
∂x∂z
)2
)
|M 6= 0.
Pour cela on conside`re un point M0 = (x0, w0, z0) de V (F˜2,
∂F˜2
∂x
,
∂F˜2
∂z
) d’image N0 par η. On a
x0 6= 0 puisque x0 ∂F2∂y |N0=
∂F˜2
∂w
|M0 6= 0, donc S(w0,1) n’est pas contenue dans le plan x = 0 et, si
S′(w0,1) de´signe la projete´e de S(w0,1) sur le plan y = 0, on a S(w0,1) ≃ S′(w0,1) et N ′0 = (x0, w0) est
le nœud de S′(w0,1). Soit h(x, z) = F2(x,w0x, z) l’e´quation de la courbe X
′
(w0,1)
, le fait que le point
N ′0 soit un nœud e´quivaut a` B = (
∂2h
∂x2
∂2h
∂z2
− ( ∂2h
∂x∂z
)2) |N ′0 6= 0, et il est clair que A=B.
2e Cas : i ∈ {0, 1} Prenons i = 0. Comme A˜30 ⊂ (P˜3 \ η−1(∆)) ≃ P3\∆, alors le morphisme q |A˜30
n’est autre que la restriction de la projection de centre ∆, i.e., la fle`che (X0, X1, X2, X3) 7→ (X0, X1).
Soient x = X1/X0, y = X2/X0, z = X3/X0 les coordonne´es affines dans A
3
0. On a Pol0 =
V (F0,
∂F0
∂y
,
∂F0
∂z
) avec F0(x, y, z) = F (1, x, y, z), et puisque l’e´quation de tout e´le´ment de Π est de
la forme aX0 + bX1 = 0 ou` (a, b) ∈ P1, alors on voit qu’un point M est dans Pol0 si et seulement
si le plan tangent TMS est dans Π (ici M est identifie´ a` un point de P
3), d’ou` l’assertion (i).
Pour voir (ii) il suffit de montrer que le de´terminant de la matrice J0 =Jac(x,y,z)(F0,
∂F0
∂x
,
∂F0
∂z
)
est non nul sur Pol0. Soit M ∈ Pol0, on a detJ0 |M= ∂F0
∂x
(
∂2F0
∂y2
∂2F0
∂z2
− (∂
2F0
∂y∂z
)2) |M et comme
∂F0
∂x
|M 6= 0 (sinon S serait singulie`re), alors il suffit de voir que A = (∂
2F0
∂y2
∂2F0
∂z2
− (∂
2F0
∂y∂z
)2) |M 6= 0.
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En raisonnant comme dans le premier cas, on voit que A 6= 0 e´quivaut au fait que le point M est
de multiplicite´ 2 dans la courbe S ∩ TMS, mais ceci est assure´ par l’axiome (L3) (cf. 1.4).
La preuve de la proposition ci-dessus montre que si l’on sait de´finir les pinceaux de Lefschetz
d’une surface singulie`re, ( c’est le cas pour les surfaces ayant un nombre fini de singularite´s, et
a` ma connaissance c’est le seul), on pourrait alors ge´ne´raliser ladite proposition a` une surface S
singulie`re et irre´ductible ; dans ce cas le sche´ma des poˆles serait isomorphe a` Sing S ∪ Sing Π ou`
Π est un pinceau de Lefschetz pour S. Faute de pouvoir de´finir les pinceaux de Lefschetz d’une
surface singulie`re, le the`ore`me (1.7) se laisse ge´ne´raliser de la fac¸on suivante :
Proposition 1.8. Soit S = V (F ) une surface singulie`re et irre´ductible de P3. Soit ∆ une droite
disjointe de Sing S coupant S transversallement. On de´finit deux morphismes η et q comme dans
(1.7). Alors η−1(Sing S) est un sous-sche´ma ferme´ de Pol(q, η∗F ) et dimPol(q, η∗F ) ≤ 1.
De´monstration. On va utiliser les notations de la preuve de (1.7). La question e´tant locale, on
se place par exemple dans A˜32. (Le cas de A˜
3
3 est analogue, celui de A˜
3
0 et A˜
3
1 est trivial.) Soit
M0 = (x0, w0, z0) ∈ η−1(Sing S), alors
∂F˜2
∂x
|M0 =
∂F2
∂x
|η(M0) +w0
∂F2
∂y
|η(M0) = 0 et
∂F˜2
∂z
|M0 =
∂F2
∂z
|η(M0)= 0,
autrement ditM0∈Pol2. Pour montrer la deuxie`me partie de l’assertion, on sait que dimPol(q, η∗F )
vaut au plus 2 carPol(q, η∗F ) est contenu dans S˜ et il est facile de voir que les points de η−1[S\(Sing
S ∪ (∆ ∩ S))] e´vitent Pol(q, η∗F ), i.e., Pol(q, η∗F ) 6= S˜.
Nous arrivons maintenant a` la proposition-synthe`se de cette section. On utilisera les
Notations 1.9. Pour tout entier n ≥ 0, on note Dn = Spec k[t]/(tn+1), ou` t est une inde´termine´e
sur k. On note A1 = Spec k[t]. Par {1} (resp. {0}) on de´signe le point de A1 correspondant a` l’ide´al
(t− 1) (resp. (t)), autrement dit, {1} = Spec k[t]/(t− 1) et {0} = D1.
Proposition 1.10. Soit ∆ une droite ge´ne´rale de P3, on conside`re η0: P˜3 → P3 l’e´clatement de
P3 en ∆ et q0: P˜3 → P1 la projection induite sur P1. Soit s un entier positif, on conside`re F un
e´le´ment de H0(OP3×A1(s)) tel G = F |P3×{1} est lisse et Fn = F |P3×Dn est non nul pour tout n.
On pose P˜ol = Pol(q0 × idA1 , (η0 × idA1)∗F ) et Poln = Pol(q0 × idDn , (η0 × idDn)∗Fn). Alors
(i) Pour tout n ≥ 0, Pol0 = Poln ×
Dn
Spec k et Poln = P˜ol ×
A1
Dn = P˜ol ∩ (P˜3 ×Dn).
(ii) P˜ol×
A1
{1} = P˜ol ∩ (P˜3 × {1}) = Pol(q0, η∗0G), ce dernier est un sche´ma fini lisse de cardinal
l(s) := s(s− 1)2.
(iii) Le nombre de points de la fibre spe´ciale (i.e., au-dessus de 0) de la projection P˜ol
′ → A1 est
au plus l(s), ou` P˜ol
′
de´signe la fermeture dans P˜3 × A1 de P˜ol \Pol0.
On suppose de plus que Sing V (F0) est une courbe, alors
(iv) P˜ol est un sous-sche´ma ferme´ de P˜3 × A1 localement intersection comple`te de dimension 1 ;
en particulier P˜ol est Cohen-Macaulay.
(v) Si f est une fonction non nulle de´finie sur P˜ol, alors (a) la dimension de toute composante
irre´ductible de Supp(f) (i.e., le support de f) est ≥ 1 et (b) tout point isole´ de Supp(f)∩(P˜3×{0})
est dans P˜ol
′
; le nombre de tels points est ≤ l(s).
De´monstration. (i) C’est clair d’apre`s (1.2, (ii)).
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(ii) La premie`re partie est une conse´quence de (1.2, (ii)). Pour prouver la deuxie`me partie,
et en vue d’appliquer le thoe´re`me (1.7), il suffit de voir que l’on peut conside´rer ∆ comme l’axe
d’un pinceau de Lefschetz de la surface V (G). Ceci est possible car, d’une part ∆ est ge´ne´rale
dans G(1,P3) et on a un isomorphisme G(1,P3
∨
)−−→∼ G(1,P3) de´fini par la fle`che Π 7→ l’axe de Π ;
d’autre part, d’apre`s (1.5, (ii)), un e´le´ment ge´ne´ral de G(1,P3
∨
) peut eˆtre vu comme un pinceau
de Lefschetz de V (G).
(iii) D’apre`s le lemme (1.10.1) ci dessous, il existe un voisinage ouvert W de 0 dans A1 tel
que le morphisme P˜ol
′ ∩ (P˜3 ×W ) → W soit plat et fini de fibre ge´ne´rale forme´e de l(s) points
simples, ainsi la fibre spe´ciale est forme´e de m points, chacun de multiplicite´ e´gale a` pi ≥ 1 avec
Σm1 pi = l(s), d’ou` m ≤ l(s).
(iv) La fibre spe´ciale deP˜ol→ A1 (qui est Pol0 d’apre`s (i)) est de dimension 1 puisqu’elle
contient un sous-sche´ma isomorphe a` SingV (F0) (cf. 1.8), et (quitte a` se restreindre a` un ouvert
de A1 contenant 0 et 1) la fibre ge´ne´rale est de dimension 0 donc dim P˜ol = 1. Comme P˜ol est
de´fini localement par trois e´quations dans un espace lisse de dimension 4, alors il est localement
intersection comple`te et donc, en vertu de ([H2], II-8.23), il est Cohen-Macaulay.
(v) L’assertion (a) est une conse´quence de (1.11). Pour montrer (b), on conside`re un point
P isole´ de Supp(f) ∩ (P˜3 × {0}). Soit Y ⊂Supp(f) une composante irre´ductible contenant P ;
d’apre`s (a) on a dimY ≥ 1, et comme P est isole´ dans Supp(f) ∩ (P˜3×){0} , alors Y 6⊂ P˜3 × {0}.
Ceci implique que le point ge´ne´ral de Y est dans P˜ol
′
, or P˜ol
′
est un ferme´, donc Y ⊂ P˜ol′ d’ou`
P ∈ P˜ol′.
Lemme 1.10.1. Avec les notations ci-dessus, il existe un voisinage ouvert W de 0 dans A1 tel
que le morphisme de projection P˜ol
′ ∩ (P˜3 ×W )→W soit plat et fini de fibre ge´ne´rale forme´e de
l(s) points simples.
De´monstration. Par hypothe`se F |
P˜3×{1}
est lisse, donc il existe un voisinage ouvert W ′ ⊂ A1 de
1 tel que pour tout point ferme´ α ∈ W ′ on ait F |
P˜3×{α}
lisse. En utilisant (1.7) on de´duit que
le morphisme P˜ol ∩ (P˜3 ×W ′) → W ′ est fini de fibres forme´es de l(s) points simples, et quitte a`
re´duire W ′ on peut le supposer plat. On a P˜ol ∩ (P˜3 ×W ′) = P˜ol′ ∩ (P˜3 ×W ′) (car 0 6∈ W ′) ;
on pose W = W ′ ∪ {0}, c’est un voisinage de 0 dans A1. Quitte a` remplacer P˜ol′ par P˜ol′red on
peut supposer que P˜ol
′
est re´duit, ainsi pour montrer le lemme, il suffit de montrer qu’il n’y a pas
de composante irre´ductible de P˜ol
′ ∩ (P˜3 ×W ) dans la fibre au-dessus du point 0 (car W est un
sche´ma inte`gre de dimension 1). Pour ce faire, soit α ∈ P˜ol′ ∩ (P˜3 × {0}) un e´le´ment de la fibre
au-dessus de 0, alors il existe β ∈ P˜ol \ (P˜ol ∩ P˜3 × {0}) tel que α ∈ {β}. Le point β ne peut
pas eˆtre dans la fibre au-dessus de 0 (par de´finition), ni dans la fibre au dessus d’un point ferme´
a 6= 0 de A1 car sinon α y serait aussi, donc β est dans la fibre du point ge´ne´rique de A1, i.e.,
β ∈ P˜ol∩ (P˜3×W ′) = P˜ol′ ∩ (P˜3×W ′). On en de´duit que β est dans une composante irre´ductible
de P˜ol
′
qui ne s’envoie pas sur 0 ; or α ∈ {β}, donc α est dans une composante irre´ductible de P˜ol′
qui ne s’envoie pas sur 0. Cela implique que α ne peut pas eˆtre le point ge´ne´rique d’une composante
de P˜ol
′
qui s’envoie sur 0.
Lemme 1.11. Soit X un sche´ma Cohen-Macaulay. Soit f ∈ Γ(X,OX) \ {0}. Alors pour toute
composante irre´ductible Y de Supp(f) on a dimY ≥ 1.
De´monstration. Soit x un point de Supp(f). Notons B = OX,x etm l’ide´al maximal de B. Comme
B est un anneau Cohen-Macaulay, alors il existe δ ∈ B tel que δ(x) = 0 et δ est non-diviseur de
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ze´ro dans B. On conside`re I = Ann(fx) = {z ∈ B | z.fx = 0}, alors I est un ide´al de B tel que
V (I) = Supp(f) au voisinage de x. Supposons que dimx Supp (f) = 0, alors au voisinage de x,
Supp(f) est ensemblistement e´gal a` {x} ; autrement dit √I =m. On a δ ∈m car δ(x) = 0, soit n
le plus petit entier tel que δn ∈ I ; alors
0 = δnfx = δ(δ
n−1fx). Ceci est absurde car, d’une part δ
n−1fx 6= 0 par de´finition de n, et d’autre
part δ est non-diviseur de ze´ro.
§2- De´formations des surfaces a` singularite´s ordinaires dans P3
2.1. Dans toute cette section on de´signe par S0 une surface inte`gre de P
3 a` singularite´s ordinaires,
i.e., le lieu singulier de S0 est une courbe double L0 lisse sauf en un nombre fini de points triples
T1, . . . , Tt et contenant un nombre fini de points-pinces P1, . . . , Pp (distincts des points triples) telle
que pour tout Q ∈ L0 on ait
OˆS0,Q ≃

k[[t1, t2, t3]]/(t1t2t3)
si Q ∈ {T1, . . . , Tt} ;
k[[t1, t2, t3]]/(t22 − t21t3) si Q∈ {P1, . . . , Pp} ;
k[[t1, t2, t3]]/(t1t2)
sinon.
Soit S˜0 la normalise´e de S0 que l’on supposera lisse. Soit ϕ: S˜0 → P3 le compositum
S˜0
ν−−→S˜ →֒P3 ou` ν est le morphime de normalisation. Soit L˜0=ϕ−1L0, le morphisme ϕ |L˜0 : L˜0 → L0
est de degre´ 2 ramifie´ le long deR1, . . . , Rp qui sont respectivement les images re´ciproques des points
P1, . . . , Pp.
De´finition 2.2. Soit X une varie´te´ lisse de dimension n sur le corps k. Soient u1, . . . , un des
e´le´ments de Γ(U,OX) ou` U est un ouvert de X. On dira que {u1, . . . , un} est un syste`me de
parame`tres uniformisants dans U si {du1, . . . , dun} est une base de ΩX/k |U .
De´finition 2.3. Soit X un sche´ma, et soit x ∈ X un point. Un voisinage e´tale de x dans X est
la donne´e d’un triplet (X ′, e, x′) ou` e : X ′−−→ X est un morphisme e´tale de sche´mas et x′ est un
point de X ′ tel que e(x′) = x.
Avec ces notations et de´finitions on montre la
Proposition 2.4. Soit Q ∈ L0 \ {T1, . . . , Tt, P1, . . . , Pp}. Soit F0 l’e´quation de S0 ; il existe
un voisinage affine e´tale (V0, e0, Q
′) de Q dans P3, et il existe {F (1)0 , F (2)0 , F (3)0 } un syste`me de
parame`tres uniformisants autour de Q′ tels que :
(i) e∗0(F0) = F
(1)
0 .F
(2)
0 .
(ii) V (F (1)0 ) et V (F
(2)
0 ) sont lisses et se coupent transversalement en Q
′.
(iii) Quitte a` se restreindre a` un ouvert de V0 on a L
′
0 = e
−1
0 L0 est de´fini par F
(1)
0 = F
(2)
0 = 0.
De´monstration. Soient U un voisinage affine de Q dans P3 et V = ϕ−1(U) ; notons R un ante´ce´dent
deQ. Soit {u, v} (resp. {x, y, z}) un syste`me de parame`tres uniformisants dans V (resp. dans U). On
peut supposer (quitte a` effectuer un changement line´aire des parame`tres) que u(R) = v(R) = 0 et
que x(P ) = y(P ) = z(P ) = 0. Notons (ϕ1, ϕ2, ϕ3) les composantes du morphisme ϕ. La matrice du
morphisme tangent Tϕ au voisinage de R posse`de un mineur non nul, par exemple,
∂ϕ1
∂u
ϕ2
∂v
−∂ϕ1
∂v
ϕ2
∂u
,
alors le morphisme
V × A1 ψ−−→ U
(u, v, t) 7→ (ϕ1(u, v), ϕ2(u, v), ϕ3(u, v) + t)
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est e´tale au voisinage du point (R, 0).
Notons encore F0 la restriction F0 |U . Comme l’image de S˜0 × {0} par ψ est contenue dans
S0, on a ψ
∗(F0) = t.F
(1)
0 ou` F
(1)
0 est une fonction de´finie sur V ×A1. Pour montrer la proposition,
il suffit de prouver le :
Lemme 2.4.1. On pose F (1)0 = Au +Bv + Ct (mod. (u, v, t)
2), alors (A,B) 6= (0, 0).
En effet si, par exemple, A 6= 0 et si l’on pose F (2)0 = t, F (3)0 = v et Q′ = (R, 0), alors
| ∂(F
(1)
0 , F
(2)
0 , F
(3)
0 )
∂(t, u, v)
| (Q′) = det
C A B1 0 0
0 0 1
 = A 6= 0
et comme F (1)0 (Q
′) = 0 alors {F (1)0 , F (2)0 , F (3)0 } est un syste`me de parame`tres uniformisants autour
de Q′ (si B 6= 0 on prend F (3)0 = u). Quitte a` restreindre V a` un voisinage ouvert de R, on peut
supposer que {F (1)0 , F (2)0 , F (3)0 } est un syste`me de parame`tres uniformisants dans V × A1.
On pose V0 = V ×A1 et e0 la compose´e de ψ et de l’immersion U →֒ P3. L’assertion (i) est claire.
Pour montrer (ii), on remarque que
∂F (1)0
∂u
(Q′) = A 6= 0 (i.e., V (F (1)0 ) est lisse en Q′) et que A est
un mineur de la matrice
∂(F (1)0 , F
(2)
0 )
∂(u, v, t)
(Q′) =
(
A B C
0 0 1
)
.
Montrons l’assertion (iii). On a L0 = V (F0) et e
∗
0(F0) = F
(1)
0 F
(2)
0 , donc le lieu des points doubles de
e∗0(F0) est l’ensemble des ze´ros communs a` F
(1)
0 et F
(2)
0 . Donc ensemblistement L
′
0 = V (F
(1)
0 , F
(2)
0 ).
Comme L′0 est re´duit (car L0 est un sche´ma re´duit et e0 est e´tale) et V (F
(1)
0 , F
(2)
0 ) est re´duit (car
F (1)0 et F
(2)
0 font partie d’un syste`me de parame`tres uniformisants), alors l’e´galite´ L
′
0 = V (F
(1)
0 , F
(2)
0 )
est une e´galite´ sche´matique.
Preuve du lemme 2.4.1. On va montrer que A=B=0 implique | ∂(e
∗
0x, e
∗
0y, e
∗
0z)
∂(u, v, t)
| (Q′) =0, ce qui
contredit le fait que e0 est e´tale en Q
′. Posons{
x∗(u, v, t) = e∗0x = a100u + a010v + a001t + des termes de (u, v, t)
2
y∗(u, v, t) = e∗0y = b100u + b010v + b001t + des termes de (u, v, t)
2
On a alors
| ∂(e
∗
0x, e
∗
0y, e
∗
0z)
∂(u, v, t)
| (Q′) = α · ∂z
∗
∂u
(Q′) + β · ∂z
∗
∂v
(Q′) + γ · ∂z
∗
∂t
(Q′)
ou` α = a010b001 − a001b010, β = a100b001 − a001b100 et γ = a100b010 − a010b100.
D’autre part on a :
x∗.y∗ = a100b100u
2 + a010b010v
2 + (a010b100 + a100b010)uv + des termes de (u, v)
3 + t[(a001b100 +
a100b001)u + (a001b010 + a010b001)v + a001b001t + des termes de (u, v, t)
2].
Quitte a` changer les coordonne´es, on sait que OˆS0,Q ≃ k[[x, y, z]]/(xy) autrement dit, le
de´veloppement de Taylor de F0 est e´gal a` xy, ainsi x
∗y∗ =e∗0F0 = t.F
(1)
0 , ce qui implique en
particulier les e´galite´s suivantes :
A = a001b100 + a100b001, B = a001b010 + a010b001, a100b100 = a010b010 = a010b100 + a100b010 = 0.
Celles-ci donnent dans le cas A = B = 0 les e´galite´s
α = −2a001b010 = 2a010b001, β = −2a001b100 = 2a100b001, γ = −2a010b100 = 2a100b010
d’ou` l’on de´duit α = β = γ = 0 en e´tudiant les 4 cas donne´s par les e´galite´s a100b100 = a010b010 = 0.
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La premie`re question que l’on pourrait se poser a` propos de la proposition pre´ce´dente est de
savoir si celle-ci est est valable pour les de´formations plates infinite´simales de S0 ; le cas e´che´ant, la
surface S0 ne pourra pas eˆtre lissifie´. Nous allons montrer que la re´ponse est “oui” sous certaines
conditions relatives a` l’existence de courbes trace´es sur S0 de´coupant sur L0 un nombre “assez
suffisant” de points qui sera au moins le degre´ de la surface duale a` S0. L’utilisation des sche´mas
polaires de´finis dans la section 1 est la base sur laquelle reposera toute la de´monstration. Nous
aurons au pre´alable besoin de
Notations et hypothe`ses supple´mentaires 2.5.
Soit S0 comme dans (2.1), on supposera de plus que L0 est lisse et irre´ductible. (Supposer que L0
est irre´ductible ne nuira pas a` la ge´ne´ralite´ dans la mesure ou` on pourra remplacer dans ce qui suit
L0 par une de ses composantes irre´ductibles.)
Soit C0 ⊂ S0 une courbe lisse et irre´ductible qui coupe L0 en dehors des points-pinces
et ce transversalement, on note {Q1, . . . , Qr} = C0 ∩ L0. Les points Q1, . . . , Qr n’e´tant pas des
points-pinces, on peut leur appliquer la proposition (2.4). Il existe donc un voisinage e´tale affine
(V0, e0, Q
′
1, . . . , Q
′
r) des points Q1, . . . , Qr dans P
3, avec Qi = e0(Q
′
i) pour tout i, et des parame`tres
uniformisants {F (1)0 , F (2)0 , F (3)0 } dans V0 tels que :
(i) e∗0(F0) = F
(1)
0 .F
(2)
0 .
(ii) V (F (1)0 ) et V (F
(2)
0 ) sont lisses et se coupent transversalement en Q
′.
(iii) L′0 = e
−1
0 L0 est de´fini par F
(1)
0 = F
(2)
0 = 0.
Pour tout n ≥ 0, on pose Vn = V0×Dn et en = e0×1Dn , donc en:Vn → P3Dn est un reveˆtement e´tale
de P3Dn , et puique Vn (resp.P
3
Dn
) a le meˆme espace sous-jacent que V0 (resp. P
3) on peut conside´rer
Q′1, . . . , Q
′
r (resp. Q1, . . . , Qr) comme des points de Vn (resp. P
3
Dn
), ainsi (Vn, en, Q
′
1, . . . , Q
′
r) est un
voisinage e´tale dans P3D3 des points Q1, . . . , Qr. De plus, pour tout n ≥ 0, on a Vn+1 = Vn ×
Dn+1
Dn
et en+1 |Vn= en.
On note εn l’image de t dans k[t]/(tn+1)
Proposition 2.6. On garde les notations et les hypothe`ses pre´ce´dentes. On suppose qu’il existe
une famille de drapeaux (Cn ⊂ Sn ⊂ P3Dn)n≥0, de´formations infinite´simales plates du drapeau
(C0 ⊂ S0 ⊂ P3) avec, pour tout n ≥ 0, Sn = Sn+1 ×
Dn+1
Dn et Cn = Cn+1 ×
Dn+1
Dn. Notons s le
degre´ de S0 et, pour tout n ≥ 0, Fn ∈ H0(P3Dn ,OP3Dn (s)) l’e´quation de Sn dans P
3
Dn
.
Si r = #(C0 ∩ L0) > s(s − 1)2, alors pour tout n ≥ 0, il existe des fonctions F (1)n et F (2)n
de´finies sur Vn telles que :
(i) F (1)0 et F
(2)
0 sont les parame`tres de´finis dans (2.4)
(ii) e∗
n
Fn = F
(1)
n F
(2)
n .
(iii) F (1)n |Vn−1= F (1)n−1 et F (2)n |Vn−1= F (2)n−1.
(iv) F (1)n et F
(2)
n font partie d’un syste`me de parame`tres uniformisants dans Vn.
De´monstration. On fait une re´ccurence sur n. Pour n = 0, on applique la proposition (2.4).
Soit n ≥ 1, on suppose le re´sultat vrai jusqu’a` l’ordre n−1. Alors en particulier, il existe deux
fonctions F (1)n−1 et F
(2)
n−1 sur Vn−1 faisant partie d’un syste`me de parame`tres uniformisants telles que
e∗n−1Fn−1 = F
(1)
n−1F
(2)
n−1 F
(1)
n |Vn−1= F (1)n−1 et F (2)n |Vn−1= F (2)n−1.
Par construction, Vn−1 est de´fini comme sous-sche´ma ferme´ du sche´ma affine Vn par ε
n
n = 0. On
peut alors e´tendre arbitrairement les fonctions F (1)n−1 et F
(2)
n−1 en deux fonctions u et v de´finies sur
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Vn. On a (e
∗
nFn − uv) |Vn−1= 0, donc il existe une fonction h de´finie sur Vn telle que
(2.5.1) e∗nFn = uv + ε
n
nh
Et la proposition est de´montre´e si on prouve le :
Lemme 2.7. La fonction h de´finie dans (2.5.1) est e´gale a` 0 modulo l’ide´al (u, v, εn).
En effet, si h = au+bv [εn] alors e
∗
n
Fn=uv+ε
n
nau+ε
n
nbv. On pose F
(1)
n =u+ε
n
nb et F
(2)
n = v+ε
n
na,
alors e∗
n
Fn = F
(1)
n F
(2)
n , d’ou` les assertions (i) et (ii). L’assertion (iii) est e´vidente. Pour voir
l’assertion (iv), on a ΩVn/Dn ⊗
Bn
k ≃ ΩV0/L0 , comme du |L0 (= dF (1)0 ) et dv |L0 (= dF (2)0 ) sont
line´airement inde´pendants dans ΩV0/L0 alors, par le lemme de Nakayama, du et dv le sont dans
ΩVn/Dn , donc aussi dF
(1)
n et dF
(2)
n car
∂F (1)n
∂u
∂F (2)n
∂v
− ∂F
(1)
n
∂v
∂F (2)n
∂u
= 1 + εnn(
∂b
∂u
+
∂a
∂v
)
est une unite´.
(Preuve du lemme) On proce`dera en trois e´tapes :
1o¯E´tape : On va montrer que pour tout i ∈ {1, . . . , r} on a h(Q′i) = 0.
Pour tout j ≥ 0 notons C′j l’image inverse par ej de Cj , i.e., C′j = Cj ×
P3
Dj
Vj . Fixons un point
Q quelconque parmi les Qi, il suffit de montrer h |C′
0
(Q′) = 0.
On a Fn−1 |C0= 0 et e∗n−1Fn−1 = F (1)n−1F (2)n−1. Comme OC′0,Q′ est inte`gre (C′0 est lisse, car
e´tale sur C0 qui est lisse par hypothe`se), alors dans OC′
0
,Q′ on a F
(1)
n−1 |C′0= F
(1)
0 |C′0= 0 ou
F (2)n−1 |C′0= F
(2)
0 |C′0= 0. On suppose, par exemple, F
(1)
n−1 |C′0= 0. Les courbes C0 et L0 sont
transverses en Q, donc C′0 et L
′
0 = e
−1
0 (L0) le sont aussi en Q
′, et comme L′0 est de´finie par l’ide´al
(F (1)0 , F
(2)
0 ), alors F
(2)
n−1 |C′0 6= 0 dans OC′0,Q′ . Par ailleurs, dans OC′n−1,Q′ on a F
(1)
n−1F
(2)
n−1 |C′n−1= 0
(car Cn−1 ⊂ Sn−1), et F (2)n−1 |C′0 6= 0 implique F
(1)
n−1 |C′n−1= 0 ; pour le voir on utilisera le fait que
OC′
n−1
,Q′ est isomorphe a` OC′
0
,Q′ ⊗
k
k[t]/(tn) puisque localement les de´formations infinite´simales
des courbes lisses sont triviales. Dans OC′n,Q′ , via un isomorphisme OC′n,Q′ ≃ OC′0,Q′ ⊗k k[t]/(tn+1)
choisi, on e´crit :
u |C′n=
∑n
i=1 ε
i
nui, v |C′n=
∑n
i=1 ε
i
nvi et h |C′n=
∑n
i=1 ε
i
nhi ou` ui, vi et hi sont dans OC′0,Q′
pour tout i = 1, . . . , n. On a alors F (1)n−1 |C′n−1=u |C′n−1=
∑n−1
i=1 ε
i
n−1ui, et F
(1)
n−1 |C′n−1=0 implique
u |C′n= unεnn, et comme e∗nFn |C′n= (uv + εnnh) |C′n= 0 (Cn⊂Sn), alors εnn(unv0 + h0)=0 dans
OC′n,Q′ , autrement dit, unv0+h0=0 dans OC′0,Q′ . Rappelons que la courbe L′0 est de´finie par l’ie´al
(F (1)0 , F
(2)
0 ), donc v0(Q
′) = F (2)0 |C′0 (Q′) = 0, d’ou` h0(Q′) = −(unv0)(Q′) = 0.
2o¯E´tape : On va se placer dans la situation de la proposition (1.10). Soit ∆ une droite ge´ne´rale
de P3, on conside`re η0: P˜3 → P3 l’e´clatement de P3 en ∆ et q0: P˜3 → P1 la projection induite sur
P1.
Soit G ∈ H0(P3,OP3(s)) tel que la surface V (G) soit lisse. Soit F ∈ H0(OP3×A1(s)) tel
G = F |P3×{1} et Fn = F |P3×Dn .( Le polynoˆme F existe car l’application naturelle
H0(OP3×A1(s)) Φ−−→H0(OP3
Dn
(s))×H0(OP3×{1}(s))
est surjective par le lemme chinois.)
On pose P˜ol = Pol(q0 × idA1 , (η0 × idA1)∗F ), et Poln = Pol(qn, η∗nFn) avec ηn = η0 × idDn et
qn = q0 × idDn . Nous avons alors le
Sous-lemme 2.7.1. On suppose h 6≡ 0 (mod (u, v, εn)). Soit R′ ∈ L′0 tel que h(R′) = 0. Notons
en(R
′) = R, alors
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1) Il existe un ouvert U ⊂ Poln tel que dim(Poln \ U) = 0 autour de R et U ⊂ P˜3×Dn−1.
2) R est un point immerge´ de Poln ; plus pre´cise´ment, le support de la fonction ϕ := ε
n
n |Poln
contient R comme point isole´.
3) Soit ϕ˜ = tn |
P˜ol
, alors Supp (ϕ˜)∩(P˜3 × {0}) contient R× {0} comme point isole´.
De´monstration. La droite ∆ peut eˆtre choisie de telle manie`re qu’elle soit disjointe de L0. Ainsi le
point R peut eˆtre vu comme point de Pol (car P3 \∆ ≃ P˜3 \ ∆˜), et R est un point de Poln car
R ∈ L0 (cf. 1.8).
(1) On se place dans un voisinage de R. Comme on est en dehors de ∆, alors le morphisme q0
au voisinage de R n’est autre que la projection de centre ∆, i.e, q0(x, y, z) = z ou` (x, y, z) est un
syste`me de parame`tres locaux autour de R. Localement, Pol0 est de´fini par l’ide´al (F0,
∂F0
∂x
, ∂F0
∂y
),
donc dans Vn le sche´ma Pol
′
n, pre´image de Poln, est de´fini autour de R
′ par l’ide´al
(uv + εnnh, v + ε
n
n
∂h
∂u
, u+ εnn
∂h
∂v
).
Ce dernier e´tant contenu dans (u, v, εn), on a h 6= 0 (mod (u, v, εn)) sur Pol′n. Posons
U = {M ∈ Poln tel qu’il existe M ′ ∈ Pol′n au-dessus de M avec h(M ′) 6= 0 (mod (u, v, εn))}.
Conside´rons U ′ = e−1n U ; ensemblistement U ′ = {M ′ ∈ Pol′n | h(M ′) 6= 0 (mod (u, v, εn))}.
Alors U ′ est un ouvert non vide de Pol′n (par hypothe`se), ainsi U est un ouvert non vide de Poln
et donc dim (Poln \ U) = 0. Soit M ′∈ U ′, on a par de´finition
−εnnh(M ′) = uv(M ′) = (−εnn
∂h
∂v
)(−εnn
∂h
∂u
)(M ′) = 0
et puisque la fonction h est inversible sur U ′, on a εnn |U ′= 0, et donc εnn |U= 0. Mais εnn = 0 est
l’e´quation de Dn−1 dans Dn, alors U ⊂ P˜3×Dn−1.
(2) Il suffit de montrer que (a) dim (Supp ϕ) = 0 et que (b) ϕ 6= 0 au voisinage de R.
Pour voir (a) conside´rons un point x ∈ U , alors ϕ = 0 au voisinage de x puisque, d’apre`s (1)
ci-dessus, U ⊂ P3Dn−1 , donc x 6∈ Supp ϕ. D’ou` Supp ϕ ⊂ Pol \ U et est donc de dimension 0.
Montrons (b). Comme tous les calculs sont locaux, on confondra R et Poln respectivement
avec R′ et Pol′n. Soit (u
′, v′, z) le syste`me de coordonne´es locales autour de R donne´ par
u′ = u+ εnn
∂h
∂v
, v′ = v + εnn
∂h
∂u
Soit Σ le sche´ma de´fini par u′ = v′ = z = 0. Alors Σ ≃ Dn, (ensemblistement, c’est R et
sche´matiquement c’est le point immerge´), et ϕ |Σ 6= 0. Il reste a` voir que Σ est un sous-
sche´ma ferme´ de Poln. Puisque h(R) = 0, on a h = au
′ + bv′ + cz + dεn , et donc sur Σ on a
uv+ εnn
∂h
∂v
= εnn(au
′ + bv′+ cz + dεn) ; autrement dit, Poln ∩Σ = Σ. D’ou` l’immersion Σ ⊂ Poln.
(3) On se place dans un voisinage de R. On a Poln = P˜ol ∩ (P˜3 × Dn) (cf. 1.10), donc
OPoln,R = OP˜ol,R/(tn+1) et ϕ = ϕ˜ (mod t
n+1) ( car ϕ˜ |Poln= ϕ, ainsi ϕ˜ 6= 0 (car ϕ 6= 0)
et R ∈ Supp ϕ˜ (car R ∈ Supp ϕ). Reste a` voir que R est un point isole´ dans Supp (ϕ˜)∩(P˜3×{0}).
Pour cela conside´rons x ∈ P˜ol un point ge´ne´ral, par exemple x ∈ U ∩ P˜ol ou` U est l’ouvert de´fini
dans le paragraphe (1) ci-dessus. Montrons que x 6∈ Supp ϕ˜.
On a x 6= R (car R 6∈ U), et puisque ϕ |U= 0 alors ϕx = 0. Il suffit donc de montrer que le
morphisme O
P˜ol,x
→ OPoln,x = OP˜ol,x/(tn+1) est injectif (car il envoie ϕ˜x sur ϕx).
On a OPoln,x = OP˜ol,x/tn+1.O
P˜ol,x
, or U ⊂ P˜3 × Dn−1, donc tn.OPoln,x = 0, et donc
tn.O
P˜ol,x
⊂ tn+1.O
P˜ol,x
. Ceci entraˆıne que pour tout m ≥ n on a tm.O
P˜ol,x
⊂ tm+1.O
P˜ol,x
, i.e.,
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tn.O
P˜ol,x
⊂ ⋂m≥1 tm+n.OP˜ol,x ; et par le the´ore`me de Krull, ceci implique tn.OP˜ol,x = 0. D’ou`
OPoln,x = OP˜ol,x.
3o¯E´tape et fin : On suppose h 6≡ 0 (mod (u, v, εn)). Alors d’apre`s (2.7.1, (3)) et (1.10, (v)), le
nombre des ze´ros de h |L′
0
est au plus s(s− 1)2. Ainsi l’hypothe`se r > s(s− 1)2 et le re´sultat de la
1e`re e´tape impliquent le lemme.
Ce que dit, plus ou moins implicitement, la proposition pre´ce´dente est que la condition
r > s(s − 1)2 suffit pour qu’aucune de´formation plate de S0 contenant une de´formation plate de
C0 ne puisse lissifier le lieu double de S0. Plus pre´cise´ment on montre la
Proposition 2.8. Soit S0 ⊂ P3 une surface a` singularite´s ordinaires comme dans (2.5), dont la
courbe double L0 est lisse et connexe. Soit C0 ⊂ S0 une courbe lisse et connexe qui coupe L0 en
dehors des points-pinces en r points et ce transversalement. On suppose qu’il existe une de´formation
plate C (resp. S) de C0 (resp. S0) dans P
3 via A = k[[t]], avec C ⊂ S. Notons s le degre´ de S0. Si
r > s(s− 1)2, alors S est singulie`re le long d’un sous-sche´ma (ferme´) L avec
(i) L est une de´formation plate de L0 sur Z = Spec A.
(ii) La fibre ge´ne´rique de S est une surface singulie`re contenant la fibre ge´ne´rique de L comme
courbe double.
De´monstration. Soit L ⊂ S le lieu ou` la projection S−−→ Z n’est pas lisse, c’est un sous-sche´ma
ferme´ de S tel que L∩ (P3×D0) = L0 et L∩ (P3×Dm) = Lm est le lieu singulier de la projection
Sm−−→ Dm ou` Sm = S |P3
Dm
.
(i) Pas 1. Pour tout entier naturel m, le morphisme Lm → Dm est lisse en dehors des
points-pinces. En effet, nous sommes dans les hypothe`ses de la proposition (2.6), en particulier
r > s(s − 1)2, donc, en dehors des points-pinces, Lm est de´finie par um=vm=0 (mod. εm)
a` un reveˆtement e´tale pre`s. Or u0 et v0 sont transverses, donc Jac (u0, v0) 6= 0, ainsi Jac
(um, vm) 6= 0 (mod. εm), et ceci implique que l’intersection des nappes (um=0) et (vm=0) est
lisse sur Dm.
Pas 2. La courbe L0 n’est pas ensemblistement une composante irre´ductible de L. Sinon,
conside´rons U , une composante irre´ductible de L telle que Ured = L0. Soit N l’ide´al de L0 dans
U , (i.e. le nilradical de Γ(U,OU ). Alors il existe un entiern0 tel que Nn0 = 0. Par ailleurs, pour
tout m ≥ 0, on a Lm ≃ L0 ×Dm (dans la topologie e´tale) car Lm−−→ Dm est lisse en dehors des
points-pinces (cf. le pas 1), donc (Lm)red = L0. Ainsi Lm ⊂ U . On va voir que pour m > n0, ceci
est impossible : on a t |L0= 0 (car P3k est le sous-sche´ma ferme´ de P3A de´fini par l’e´quation t = 0),
ce qui implique t |U∈ N , donc tn0 |U= 0, et, comme on vient de le montrer, tn0 |Lm= 0 pour tout
m, mais ceci est impossible si m ≥ n0 car tn0 |Dm= εn0m 6= 0.
Conclusion. Le morphisme Lred−−→ Z est plat car la fibre au-dessus du point ferme´, a` savoir
la droite L0, n’est pas ensemblistement une composante irre´ductible de L (cf. le pas 2). Donc le
sche´ma L est plat sur Z. Ceci de´montre l’assertion (i).
(ii) Notons b le point ouvert de Z et Lb la fibre (ge´ne´rique) de L au-dessus de b. Montrons que le
lieu double de Sb est ensemblistement e´gal a` Lb.
On a Lb
ensembl.
= L0. Notons J = JL0/P3 et fb l’e´quation de Sb. Puisque L0 est singulie`re dans
Sb, alors fb ∈ H0(J 2(s)). Soit f¯b∈ H0(J 2/J 3(s)) = H
0(Sym2 N∨L0/P3(s)) l’image de fb. Alors
f¯b est une forme quadratique. Dire que L0 est une courbe double, e´quivaut a` dire que la forme
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quadratique f¯b est non de´ge´ne´re´e au point ge´ne´ral de L0, i.e., de discriminant non nul. Si c’est vrai
au point point ferme´ de Z, c’est vrai au point ge´ne´rique b, par semi-continuite´ du discriminant.
Dans la proposition pre´ce´dente, l’existence de la surface S, qui est une hypothe`se essentielle,
est en ge´ne´ral tre`s difficile a` re´aliser. Nous allons voir dans ce qui suit, qu’en imopsant certaines
conditions sur le genre et le degre´ de C0, cette hypothe`se est toujours vraie. Plus pre´cise´ment nous
avons la
Proposition 2.9. Soient S0, L0, C0, r, s comme dans la proposition pre´ce´dente. On note d et g
respectivement le degre´ et le genre de C0. On suppose r > s(s− 1)2. Si d > s2 et g > G(d, s + 1)
alors, pour toute de´formation plate C dans P3 de C0 via A = k[[t]], il existe une surface S ⊂ P3A
de degre´ s telle que
(i) S est une de´formation plate de S0 via A contenant C comme sous-sche´ma ferme´.
(ii) S est une surface singulie`re de lieu singulier une courbe double, de´formation plate de L0.
De´monstration. La conclusion de (i) est une conse´quence imme´diate du lemme (2.10) ci-dessous
applique´ a` n = s. On en de´duit (ii) d’apre`s (2.8).
Lemme 2.10. Soit C ⊂ P3 une courbe lisse et connexe de degre´ d et genre g, trace´e sur une
surface inte`gre S de degre´ s. On suppose g > G(d, n+1) pour un certain entier n ≥ s. Alors, pour
toute de´formation plate C de C dans P3, parame´tre´e par un anneau de valuation discre`te A sur k,
il existe une famille T de surfaces de P3A, de degre´ n telle que :
(i) C est un sous-sche´ma ferme´ de T plat sur Z = Spec A.
(ii) Si de plus d>s.n, alors la fibre spe´ciale de T est e´gale a` S ∪ Λ, ou` Λ est une surface de
degre´ n− s.
De´monstration. Pre´cisons d’abord quelques notations : on note a, (resp. b) le point ferme´ (resp. le
point ouvert) de Z. Soit π un ge´ne´rateur de l’ide´al maximal de A tel que v(π) = 1 ou` v de´signe la
valuation de A. Soit K le corps de fractions de A.
La fibre ge´ne´rique Cb = C×
Z
Spec K est une courbe lisse et connexe de P3K , de degre´ d et
genre g. Puisque g > G(d, n+ 1), alors, par de´finition de G(d, n+ 1), il existe une surface X⊂P3K
de degre´ n (e´ventuellement re´ductible) contenant Cb. Soit ξ∈H0(OP3
K
(n)) le polynoˆme homoge`ne
de´finissant X . Posons r=−min{v(c), c est un coefficient de ξ} et h = ξπr, alors h est un polynoˆme
non nul a` coefficients dans A, car v(c.πr) = v(c) + r ≥ 0 pour tout coefficient c de ξ, de´finissant
ainsi une surface T de degre´ n dans P3A. Nous allons voir que T re´pond aux assertions (i) et (ii).
(i) Les deux fibres du morphisme induit T→ Z e´tant de´finies par des polynoˆmes non nuls, car
la fibre Ta (resp. Tb) au-dessus de a (resp. b) est de´finie par la classe de h modulo l’ide´al maximal
de A (resp. e´gale a` X), alors ([M2], Example P, p. 299) T → Z est plat. Le morphisme C → Z
e´tant plat, on a C irre´ductible et son point ge´ne´rique η s’envoie sur b. Comme Cb est contenue dans
Tb, alors η ∈ T. On en de´duit l’inclusion C ⊂ T sachant que T est un sous-sche´ma ferme´ de P3A.
(ii) D’apre`s ce qui pre´ce`de, on a C=Ca⊂Ta∩S et deg(Ta)=n, ainsi l’hypothse`se deg(C) > s.n
implique ne´cessairement dim(Ta ∩ S)=2 ; comme S est irre´ductible, ceci implique S⊂Ta. Soit f
(resp. ha) le polynoˆme de´finissant S, (resp. Sa), alors f divise ha, et la surface Λ cherche´e est celle
de´finie par le quotient ha
f
.
Nous arrivons maintenant au re´sutat principal de cette section. ( Nous verrons son utilite´,
dans la prochaine section, pour construire des exemples de composantes non re´duites du sche´ma
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de Hilbert Hd,g.). Rappelons que la normalise´e S˜0 de S0 est suppose´e lisse, donc ce n’est autre que
l’e´clatement de S0 le long de L0, c’est aussi la transforme´e de S0 via l’e´clatement de P
3 le long de
L0.
Proposition 2.11. Soient S0, L0, C0, r, s comme dans la proposition (2.8). On note d et g
respectivement le degre´ et le genre de C0. Soit C˜0 ⊂ S˜0 la transforme´e stricte de C0. Si
(1) r > 2s(s− 1)2
(2) d > sσ et g > G(d, σ + 1) pour un certain entier σ tel que s < σ < 2s.
(3) h0(O
S˜0
(−C˜0)(σ)) = h1(OS˜0(−C˜0)(s)) = 0.
Alors, pour toute de´formation plate C dans P3 de C0 via A = k[[t]], il existe une surface S ⊂ P3A
de degre´ σ ve´rifiant les assertions (i) et (ii) de la proposition (2.9).
De´monstration. Soit C ⊂ P3A une de´formation plate de C0. Comme d > sσ et g > G(d, σ + 1)
alors d’apre`s (2.10), il existe une surface T ⊂ P3A de degre´ σ, plate sur A et contenant C comme
sous-sche´ma ferme´ ; de plus la fibre spe´ciale de T est e´gale a` S0∪Λ0 ou` Λ0 est une surface de degre´
σ − s.
Il nous suffit de montrer que la surface T ainsi de´finie est e´gale a` Λ ∪ S ou` S (resp. Λ) est une
de´formation plate, parame´tre´e par A, de S0 (resp. Λ0). En effet, puisque C est irre´ductible et
C ⊂ S ∪Λ, on a C ⊂ S ou C ⊂ Λ. Cette dernie`re inclusion est exclue puisque, d’une part aucune
composante irre´ductible de Λ0 n’est contenue dans S0 (car S0 est irre´ductible), et S0 6⊂ Λ0 (car
degΛ0 < s) et donc S0∩Λ0 est une courbe de degre´ s(σ−s). D’autre part, comme deg C0 > sσ, on
a Ca = C0 6⊂ Λ0 (a de´signe le point ferme´ de Spec A). D’ou` C 6⊂ Λ, et donc C ⊂ S. Ainsi S ve´rifie
la conclusion (i) de (2.9) ; en utilisant (2.8) de´duit l’assertion (ii) et la proposition est de´montre´e.
Soit h ∈ H0(OP3
A
(σ)) l’e´quation de la surface T, on a h =
∑
i≥0 hit
i ou` hi ∈ H0(OP3
k
(σ))
pour tout i ≥ 0. Pour tout n ≥ 0, on pose Tn = T ×
Spec A
Dn ⊂ P3Dn et Cn = C ×
Spec A
Dn ⊂ P3Dn .
Pour tout n ≥ 0, soit h(n) l’e´quation de Tn dans P3Dn ; par de´finition, h(n) = h0+h1εn+ . . .+εnnhn.
Avec ces notations, pour montrer l’existence des surfaces Λ et S comme ci-dessus, il revient au
meˆme de de´montrer le
Lemme 2.12. Il existe deux suites (f(n))n ∈
∏
n≥0
H0(OP3
Dn
(s)) et (λ(n))n ∈
∏
n≥0
H0(OP3
Dn
(σ − s))
telles que pour tout n ≥ 0 on ait
(i) f(n) |Dn−1= f(n−1) , λ(n) |Dn−1= λ(n−1)
(ii) h(n) = f(n)λ(n) .
En effet, les suites (f(n))n et (λ(n))n du lemme sont, graˆce a` la proprie´te´ (i), respectivement
des e´le´ments de lim←−nH
0(OP3
Dn
(s)) et lim←−nH
0(OP3
Dn
(σ − s)). Par ailleurs, puisque A ≃ lim←−nDn, on
a lim←−nH
0(OP3
Dn
(j)) ≃ H0(OP3
A
(j)) pour tout entier j. Soit f = lim←−n f(n) et λ = lim←−n λ(n), alors la
proprie´te´ (ii) implique h = fλ. On pose S (resp. Λ) la surface de P3A de´finie par f (resp. λ), et le
lemme est de´montre´.
( Preuve du lemme). On fait une re´currence sur n. Pour n = 0, on a T0 = S0 ∪ Λ0. Notons f(0)
(resp. λ(0)) l’e´quation de S0 (resp. Λ0). Posons f(0) = f0 et λ(0) = λ0, on a alors h(0) = f(0)λ(0).
Supposons le lemme vrai jusqu’a` l’ordre n. Il existe alors f(n) ∈ H0(OP3
Dn
(s)) et λ(n) ∈
H0(OP3
Dn
(σ − s)) tels que h(n) = f(n)λ(n). Soient f1, . . . , fn (resp. λ1, . . . , λn ) des e´le´ments de
H0(OP3
k
(s)) (resp. H0(OP3
k
(σ − s)) ) tels que :
f(n) = f0 + εnf1 + · · ·+ εnnfn , λ(n) = λ0 + εnλ1 + · · ·+ εnnλn .
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Comme h(n+1) |Dn= h(n) alors il existe G ∈ H0(OP3k(σ)) tel que
h(n+1) = (f0 + εn+1f1 + · · ·+ εnn+1fn) (λ0 + εn+1λ1 + · · ·+ εnn+1λn) + εn+1n+1G .
Il suffit de prouver que G est dans l’ide´al (f0, λ0). En effet, si G = af0+bλ0 ou` a ∈ H0(OP3
k
(σ − s))
et b ∈ H0(OP3
k
(s)), alors
h(n+1) = (f0 + εn+1f1 + · · ·+ εnn+1fn + εn+1n+1b) (λ0 + εn+1λ1 + · · ·+ εnn+1λn + εn+1n+1a) .
En posantf(n+1) = f0+ · · ·+ εnn+1fn+ εn+1n+1b et λ(n+1) = λ0+ · · ·+ εnn+1λn+ εn+1n+1a , le lemme est
de´montre´ pour le rang n+ 1, et donc pour tout n ≥ 0.
Pour prouver que G est dans (f0, λ0), nous allons proce´der en plusieurs pas.
Soit T le sous-sche´ma de P3k de´fini par l’ide´al (f0, λ0). Soit ϕ le morphisme de´fini dans (2.1).
On note T˜ = ϕ−1T et G˜ = ϕ∗G, notons ici que G˜ ∈ H0(O
S˜0
(σ)) et que O
S˜0
(T˜ ) ≃ O
S˜0
(σ − s). Le
but de ce qui suit est de montrer que G |T= 0, puique dans le 2e`me pas ci-dessous on montrera que
ceci suffit pour que G soit dans (f0, λ0). L’ide´e consiste a` montrer que G˜ |T˜= 0 (cf. pas 4), ensuite,
et c’est l’ope´ration la plus difficile, passer de G˜ |
T˜
= 0 a` G |T= 0. Pour cela on verra qu’en fait
G˜ |
T˜
= 0 implique que G s’annule sur T sauf peut-eˆtre aux points-pinces, et en utilisant la preuve
du 2e`me pas, on montre que les points-pinces annulent G car sinon ce sont des points immerge´s
de T ′, le coˆne affine sur T , mais ceci est exclu en vertu du premier pas, donc G |T= 0.
Pas 1. Soit T ′ le coˆne affine sur T , alors T ′ n’a pas de points immerge´s. En effet, puisque
f0 est irre´ductible et degλ0= σ − s< s =degf0, les polynoˆmes f0 et λ0 n’ont pas de composantes
communes. Donc codim T ′ = codim T = 2, ce qui implique que T ′ est l’intersection comple`te de
V (f0) et V (λ0), et d’apre`s ([Ar], The´ore`me 5.1), il est ainsi Cohen-Macaulay, et donc de´pourvu de
points immerge´s.
Pas 2. Si G |T= 0 alors G ∈ (f0, λ0). En effet, G |T= 0 implique G |T ′= 0 sauf peut eˆtre
en O, l’origine de A4k. Si G 6= 0 dans OT ′,O , alors G est une section de OT ′ supporte´e en O, et
donc O est un point immerge´ de T ′, ce qui est exclu par le premier pas. Donc G |T ′= 0, et comme
H0(T ′,OT ′) = H0(A4,OA4)/(f0, λ0), alors G ∈ (f0, λ0).
Pas 3. Montrons G˜ |
T˜∩C˜0
= 0. Pour tout m ≤ n, notons Sm (resp. Λm) la surface de P3Dm
de´finie par f(m) (resp. λ(m)). Par hypothe`se de re´currence, on a Tn = Sn ∪ Λn, et on montre
comme dans la preuve de (2.11) que Cn ⊂ Sn. Donc (f0 + · · · + εnn+1fn) |Cn= f(n) |Cn= 0 ;
il existe alors β ∈ H0(OC0(s)) tel que (f0 + · · · + εnn+1fn) |Cn+1= εn+1n+1β. Par ailleurs on a
h |Cn+1= h(n+1) |Cn+1= 0, car C ⊂ T, donc
εn+1n+1[β(λ0 + · · ·+ εnn+1λn) +G] |Cn+1= 0 ,
i.e., (λ0β + G) |C0= 0. Ceci entraˆıne G˜ |C˜0∈ (λ˜0 |C˜0), or T˜ ∩ C˜0 est le sous-sche´ma de C˜0 de´fini
par λ˜0 |C˜0 , donc G˜ |T˜∩C˜0 = 0. Ceci sera essentiel dans le pas suivant.
Pas 4. On montre G˜ |
T˜
= 0. Conside´rons la suite exacte
0→ O
S˜0
(−C˜0)(σ)→ OS˜0(σ)→ OC˜0(σ)→ 0
que l’on tensorise par O
T˜
, on obtient alors la suite exacte
0→ H→ O
T˜
(−C˜0 ∩ T˜ )(σ)→ OT˜ (σ)→ OT˜∩C˜0(σ)→ 0
ou` H = Tor
O
S˜0
1 (OC˜0 ,OT˜ ). Soit K le noyau de OT˜ (σ)→ OT˜∩C˜0(σ), on a alors la suite exacte
0→ H→ O
T˜
(−C˜0 ∩ T˜ )(σ)→ K → 0
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Comme H est supporte´ par T˜ ∩ C˜0 qui est un ensemble fini, alors H1(H) = 0, d’ou` la suite exacte
0→ H0(H)→ H0(O
T˜
(−C˜0 ∩ T˜ )(σ))→ H0(K)→ 0
Conside´rons maintenant, en rappelant O
S˜0
(T˜ ) ≃ O
S˜0
(σ − s), le diagramme commutatif
suivant :
0y
0 −−→ O
S˜0
(−C˜0)(s) −−→ OS˜0(−C˜0)(σ) −−→ OT˜ (−C˜0 ∩ T˜ )(σ) −−→ 0y y y
0 −−→ O
S˜0
(s) −−→ O
S˜0
(σ) −−→ O
T˜
(σ) −−→ 0y y
O
C˜0
(σ) −−→ O
T˜∩C˜0
(σy y
0 0
D’apre`s le pas 3, on a G˜ |
T˜∩C˜0
= 0, alors G˜ ∈ H0(O
S˜0
(σ)) s’envoie sur 0 dans H0(O
T˜∩C˜0
(σ)), ainsi
G˜ |
T˜
∈ H0(K). Par ailleurs, on aH0(O
T˜
(−C˜0 ∩ T˜ )(σ)) = 0 car, par hypothe`ses, h0(OS˜0(−C˜0)(σ)) =
h1(O
S˜0
(−C˜0)(s)) = 0, donc H0(K) = 0, et donc G˜ |T˜= 0.
Notons λ˜0=ϕ
∗(λ0), c’est une section de OS˜0(σ− s) dont T˜ est le sche´ma des ze´ros. D’apre`s
le pas pre´ce´dent, on a G˜ |
T˜
= 0, donc il existe une section α˜ ∈ H0(O
S˜0
(s)) telle que G˜ = λ˜0α˜.
Notons P l’ensemble des points-pinces. Nous allons montrer a` laide des pas qui suivent qu’il existe
une section α′∈H0(OS′
0
(s)) telle que α˜ = ϕ∗α′ sur S˜′0, ou` S
′
0 = S0 \ P et S˜′0 = ϕ−1(S′0).
Pas 5. On se place dans le voisinage e´tale (Vn, en) dans P
3
Dn
des points de C0 ∩ L0, de´fini
dans (2.5). Puisqu’on est dans les hypothe`ses de la proposition (2.6), il existe des parame`tres
uniformisants un et vn de Vn tels que e
∗
nf(n) = unvn. ( Pour e´viter d’allourdir les notations, et tant
que le contexte est clair, on omettra les e∗n). Posons F = f0 + · · · + εnn+1fn, et soient u et v des
sections de H0(OVn+1(s)) telles que u |Vn= un et v |Vn= vn. Il existe β ∈ H0(OVn+1(s)) tel que
F = uv + εn+1n+1β.
Notons L∗0 l’image inverse de L0 dans Vn+1 par le morphisme en+1, alors β |L∗0 ne de´pend
pas des rele`vements choisis u et v. En effet, soient u′ et v′ deux autre sections telles que u′ |Vn= un
et v′ |Vn= vn , il existe alors a, b, β′ dans H0(OVn+1(s)) tels que
u′ = u+ εn+1n+1a , v
′ = v + εn+1n+1b , F = u
′v′ + εn+1n+1β
′ .
De l’e´galite´ u′v′+εn+1n+1β
′ = uv+εn+1n+1β on tire β = β
′+av+bu (mod. εn+1), et donc β |L∗0= β′ |L∗0
puisque L∗0 est de´fini dans Vn+1 par l’ide´al (u, v, εn+1). Ceci permet de voir que β |L∗0 descend en
une section rationnelle de OL0(s), qu’on note βL0 , qui est re´gulie`re sauf peut-eˆtre aux points-pinces.
Pas 6. On pose β˜ = ϕ∗(βL0), alors #(poˆles de β˜) ≤ 2[s(s − 1)2 − degOL0(s)]. En effet,
par une variante du the´ore`me de Bertini, pour une section ge´ne´rale fn+1 de OP3(s), les ze´ros de
fn+1 |L0 +βL0 sont tous simples et ses poˆles sont ceux de βL0 . Par ailleurs, en tout point de L0 ou`
fn+1 |L0 +βL0 s’annule, le sche´ma
Pol(q : P˜3Dn+1
proj.ge´n.−−−−−→P1Dn+1 , F + εn+1n+1fn+1)
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a un point immerge´ (cf. preuve du sous-lemme (2.7.1)). Donc #{ze´ros de (fn+1 |L0 +βL0)} ≤
s(s− 1)2. Or #{poˆles de β˜} = 2#{poˆles de βL0}, car degϕ = 2. Donc #{poˆles de β˜} = 2#{ze´ros
de (fn+1 |L0 +βL0)} − 2degOL0(s) ≤ 2[s(s− 1)2 − degOL0(s)].
Pas 7. On montre que pour tout P ∈ C˜0 ∩ L˜0, on a α˜(P ) = −β˜(P ). Soit P ∈ C˜0 ∩ L˜0,
notons Q son image par ϕ. Comme dans le pas 5, on se place dans un voisinage e´tale de Q. On a
F = uv + εn+1n+1β, et hn+1 = FΛ + ε
n+1
n+1G, ou` Λ = λ0 + · · ·+ εnn+1λn.
Puisque εn+1n+1 |Cn= 0, hn+1 |Cn= 0 et Λ |C0 6= 0, on a F |Cn= 0, et donc uv |Cn= 0.
On suppose, par exemple, que la courbe C0 est contenu dans la nappe (u = 0). Puisque C0 est
transverse a` L0, v |C0 n’est pas diviseur de ze´ro, donc v |Cn ne l’est pas non plus. D’ou` u |Cn= 0.
(Dans l’autre cas v |Cn= 0). Ainsi il existe γ ∈ H0(OC0(s)) tel que u |Cn+1= εn+1n+1γ. Par ailleurs,
puisque hn+1 |Cn+1= F |Cn+1 Λ |Cn+1 +εn+1n+1(G |C0) = 0, on a
[u |Cn+1 v |Cn+1 +εn+1n+1(β |C0)]Λ |Cn+1 +εn+1n+1(G |C0) = 0.
Donc
εn+1n+1[G |C0 +Λ |C0 (γ v |C0 + β |C0)] = 0.
Ce qui implique
G |C0 +(γ |C0 v0 |C0 +β |C0) λ0 |C0= 0.
D’ou` l’e´galite´
G|C0
λ0|C0
= −(γv0 + β) |C0 , car λ0 |C0 6= 0. Mais α˜ |C˜0=
G˜|
C˜0
λ˜0|
C˜0
et v˜0(P ) = 0, donc
α˜(P ) = −β˜(P ) .
Pas 8. Notons P l’ensemble des points-pinces. Nous allons montrer qu’il existe une section
α′∈H0(OS′
0
(s)) telle que α˜ = ϕ∗α′ sur S˜′0, ou` S
′
0 = S0 \ P et S˜′0 = ϕ−1(S′0).
Comme α˜ |
L˜
est une section (re´gulie`re) de O
L˜0
(s) (qui est un fibre´ de degre´ 2degOL0(s) ) et
β˜+ α˜ |
L˜0
est une section rationnelle de O
L˜0
(s) dont les poˆles sont ceux de β˜, alors d’apre`s le pas 6,
on a #{ ze´ros de (β˜+ α˜ |
L˜0
)} ≤ 2s(s−1)2. Or par hypothe`se #(C˜0∩L˜0) = #(C0∩L0) > 2s(s−1)2,
donc d’apre`s le pas 7, β˜ + α˜ |
L˜0
= 0. Ainsi β˜ est re´gulie`re (en particulier βL0 est de´fini sur L0) et
α˜ |
L˜0
= −ϕ∗βL0 en dehors des points de ramification. Nous allons voir que α˜ |L˜0 descend en une
section sur S′0.
Voyons d’abord ceci ge´ome´triquement ; S˜′0 (qui est la normalise´e de S
′
0) est localement la
re´union de deux nappes, et en recollant ces nappes (on recolle en fait les paires de l’involution
induite sur L˜′0 = L˜0 \ ϕ−1P), on obtient la surface S′0. Pour avoir une section sur S′0, il faut avoir
une section sur S˜′0 qui a la meˆme valeur sur les deux nappes. Or en dehors des points de ramification
on a α˜ |
L˜0
= −ϕ∗βL0 , donc α˜ |L˜0 est fixe´e par l’involution induite sur L˜0. Donc α˜ |L˜0 descend en
une section sur L′0, et ceci implique que α˜ descend en une section α
′ sur S′0.
Une autre fac¸on de voir cela consiste a` conside´rer le diagramme commutatif (de normalisa-
tion) suivant : 0 −−→ OS′0(s) −−→ ϕ∗OS˜′0(s) −−→ F −−→ 0y y ‖
0 −−→ OL′
0
(s) −−→ ϕ∗OL˜′0(s) −−→ F −−→ 0
ou` F est un faisceau de rang 1 localement libre sur L′0. On obtient le diagramme commutatif
suivant : 0 −−→ H0(OS′0(s))
ϕ∗−−→ H0(O
S˜′0
(s))
a−−→ H0(F) −−→ 0y y ‖
0 −−→ H0(OL′
0
(s))
ϕ∗−−→ H0(O
L˜′0
(s))
b−−→ H0(F) −−→ 0
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On obtient α′ en observant 0 = b ◦ ϕ∗(βL0) = b(α˜ |L˜′0) = a(α˜)
Conclusion. On a G |S′0= α′λ0 |S′0 , donc G |T∗= 0 ou` T ∗ = T \P . Or T est une intersection
comple`te de dimension 1, donc T n’a pas de points immerge´s, et un argument analogue a` celui du
pas 2 on de´duit G |T= 0, ce qu’on cherchait.
§3- Application au sche´ma de Hilbert Hd,g.
Dans cette section, le re´sutat principal que nous allons prouver est le
The´ore`me 3.1. Soient d et g deux entiers satisfaisant :
(A) G(d, 8) < g ≤ 73
2
(d− 74) si 146 ≥ d ≥ 95
(B) G(d, 8) < g ≤ (d− 1)
2
8
si d ≥ 147
Alors il existe une composante irre´ductible non re´duite du sche´ma de Hilbert Hd,g dont l’e´le´ment
ge´ne´ral est une courbe trace´e sur une surface quartique a` droite double.
Notations et ge´ne´ralite´s 3.2.
3.2.1. On note H(4) l’espace projectif PH0(OP3(4)) des surfaces quartiques dans P3. Soit
D(d, g; 4) ⊂ Hd,g ×H(4) le sche´ma de Hilbert des drapeaux courbes-surfaces. Pour toute droite L
de P3 on pose QL = PH0(J 2L/P3(4)) ; ensemblistement QL est l’espace des quartiques contenant L
comme droite double.
Soit q:D(1, 0, 4) → H1,0 la projection naturelle, associant a` chaque paire (L, S) la droite L. La
fibre de q au-dessus de chaque L ∈ H1,0 e´tant e´gale a` PH0(JL/P3(4)), on peut identifier D(1, 0, 4)
a` P(p∗JI(4)) ou` I ⊂ P3 ×H1,0 est la varie´te´ d’incidence et p est la projection P3 ×H1,0 → H1,0.
Posons Q′ := P(p∗J 2I (4)). Ensemblistement, Q′ est l’espace des paires (L, S) ou` L est une droite et
S est une surface quartique de P3, contenant L comme droite double. Soit Q l’ouvert de Q′ forme´
par les couples (L, S) tels que S est une surface inte`gre, i.e., irre´ductible et re´duite.
3.2.2. Soit Wd,g le sous-sche´ma de H1,0 ×D(d, g, 4) image re´ciproque de Q par le morphisme de
projection H1,0×D(d, g, 4)→ H1,0×H(4). Ensemblistement, Wd,g est forme´ des triplets (L,C, S)
ou` C est une courbe lisse et connexe de degre´ d et genre g trace´e sur une surface quartique inte`gre
contenant L comme droite double. On pose ρ : Wd,g → Hd,g la projection induite sur Wd,g. On
note V l’image sche´matique deWd,g par ρ, c’est la fermeture sche´matique de l’ensemble des courbes
lisses et connexes de degre´ d et de genre g dans P3, trace´es sur des surfaces quartiques inte`gres a`
droite double.
Afin de donner un sens a` la de´finition de Wd,g, on suppose dans toute cette section que
0 ≤ g ≤ (d − 1)2/8, car ceci assure d’apre`s le the´ore`me de Gruson-Peskine ([GP2], the´ore`me 1.1)
que Wd,g est non vide et domine Q.
3.2.3. Dans toute cette section on de´signera par S0 une surface quartique inte`gre dans P
3, ayant
une droite double L0. Soit π: P˜
3 → P3 l’e´clatement de P3 le long de L0. Soit S˜0 la transforme´e stricte
de S0 par π. Notons ϕ la restriction π|S˜0 . On choisit (L0, S0) suffisemment ge´ne´rale dans Q, dans
ce cas la surface S˜0 (qui est aussi la normalise´e de S0) est lisse (cf. [Az], I-1.3). Ainsi en appliquant
([S], 1.1), S˜0 est isomorphe a` l’e´clatement de P
2 en 9 points situe´s sur une cubique lisse. On a
alors Pic S˜0 ≃ Z10, et on peut prendre comme base orthogonale, la famille {∆,−E1, . . . ,−E9}
ou` ∆ est l’image inverse d’une droite ge´ne´rale de P2 et ou` les Ei sont les classes des droites
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exceptionnelles. Une telle base est dite exceptionnelle. Le morphisme ϕ: S˜ → P3 est donne´ par le
syste`me line´aire H =| (4, 2, 18) |, la classe K
S˜0
du fibre´ canonique de S˜0 e´gale a` (−3,−19), et la
classe de L˜0 = ϕ
−1L0 est e´gale a` −KS˜0 . Le morphisme ϕ induit un morphisme L˜0−−→ L0 de degre´
2 ramifie´ en 4 points que l’on notera R1, . . . , R4. ( Pour les de´tails sur cette construction, on renvoit
a` [GP2] ). Signalons enfin que les hyothe`ses faites sur S0 impliquent, en vertu de ([R], 4.1), que
c’est une surface a` singularite´s ordinaires.
Dans le the´ore`me suivant nous donnons des conditions suffisantes pour qu’une composante
irre´ductible de Hd,g, contenant une courbe C0 de degre´ d et genre g trace´e sur S0, soit non re´duite.
The´ore`me 3.3. Soit S0 une surface quartique a` droite double L0 comme dans (3.2.3). Soit C0 ⊂ S0
une courbe lisse et connexe de degre´ d et genre g distincte de L0, on note C˜0 sa transforme´e
stricte dans S˜0. Soit V une composante irre´uctible Hd,g contenant C0. On suppose qu’il existe une
composante irre´ductibleW deWd,g qui domine V . Si h0(OS˜0(4H−C˜0−L˜0)) = 0 et h
1(N
C˜0/S˜0
) = 0,
alors V est ge´ne´riquement non re´duite.
L’ide´e de la preuve consiste a` montrer l’ine´galite´ dim TCHd,g > dim V ou` C est l’e´le´ment
ge´ne´rique de V . Par semi-continuite´, il suffit de montrer cette ine´galite´ en C0, et comme dim
V ≤ dim W ≤ dim T(L0,C0,S0)W , il suffit alors de voir, en notant t la dimension de T , que
t(L0,C0,S0)W < tC0(Hd,g). Pour ce faire nous aurons besoin des re´sultats interme´diaires suivants :
Proposition 3.4. En utilisant les notations et les hypothe`ses de (3.2.3), on conside`re le faisceau
de O
S˜0
-modules M conoyau du morphisme tangent Tϕ: TS˜0 → ϕ
∗TP3 . Soient N =M∨∨ le double
dual de M et δ:M→N le morphisme canonique, alors :
1) M est sans torsion, donc en particulier δ est injectif.
2) Le conoyau de δ est isomorphe a` ⊕4i=1k(Ri), ou` k(Ri) de´signe le faisceau gratte-ciel
au-dessus de Ri.
3) ll existe un isomorphisme N ≃ N
S˜0/P˜
(L˜0), ou` NS˜0/P˜ est le fibre´ normal de S˜0 dans P˜.
De´monstration. 1) Le noyau de Tϕ ayant pour support un sous-ensemble de {R1, . . . , R4} (cf. [H3],
3.1) est donc de torsion, mais comme c’est un sous-faisceau d’un fibre´ vectoriel, il est alors nul.
Ainsi, M est un faisceau cohe´rent, localement libre en dehors de {R1, . . . , R4} (qui est un ferme´
de S˜0 de codimension supe´rieure a` 2), donc M est sans torsion.
2) Le faisceau N e´tant re´flexif (cf. [H4], 1.2) de rang e´gal a` 1 (celui de M) est donc inversible
(cf. [H4], 1.9). Soit η:N → O
S˜0
un isomorphisme, et conside´rons la surjection canonique
ψ:ϕ∗TP3 →M. Notons υ:OS˜0 → ⊕
4
i=1k(Ri) la somme directe des morphismes d’e´valuation. Alors
il suffit de montrer que la suite
(3.4.1) 0→ T
S˜0
Tϕ−−→ϕ∗TP3 θ−−→N τ−−→⊕4i=1 k(Ri)→ 0
est exacte, avec τ = υ◦η et θ = δ◦ψ.
Plac¸ons-nous d’abord au voisinage d’un point de S˜0 qui n’est pas de ramification, alors τ = 0
et δ est un isomorphisme ; l’exactitude de la suite (3.4.1) est de´duite de celle de la suite
0→ T
S˜0
Tϕ−−→ϕ∗TP3 ψ−−→M→ 0.
Plac¸ons-nous maintenant autour d’un point R ∈ {R1, . . . , R4}. Puisque S0 est a` singularite´s
ordinaires, on sait qu’il existe des coordonne´es locales (s, t) de S˜0 au voisinage de R telles que
ϕ(s, t) = (s, st, t2) ; ainsi la suite (3.4.1) s’e´crit localement :
(3.4.2) 0→ k[s, t]2 tM−−→k[s, t]3 Y−−→k[s, t] r−−→k → 0
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ou` M =
[
1
0
t
s
0
2t
]
, Y = [2t2,−2t, s] et ou` r est la re´duction modulo l’ide´al (s, t) (pour trouver Y , on
ve´rifie que c’est l’unique matrice, a` une multiplication pre`s par une fonction, telle Y.tM = 0.). On
laisse au lecteur le soin de s’assurer que la suite (3.4.2) est bien exacte.
3) Soit E le conoyau du morphisme tangent Tpi: T
P˜
→֒ π∗TP3 , c’est un faisceau supporte´ sur la
surface quadrique E = π−1L0 ; on montre en fait que E≃OE(2H −E) (cf. [Az], II-3.2). Soient Tµ
le morphisme tangent a` l’immersion ferme´e µ: S˜0 →֒ P˜ et α la restriction Tpi |S˜0 ; alors il est facile
de voir qu’il existe un morphisme ξ:N
S˜0/P˜
→M tel que le diagramme suivant soit commutatif
(3.4.3)
0 0y y
0 −−→ T
S˜0
Tµ−−→ T
P˜
|
S˜0
γ−−→ N
S˜0/P˜
−−→ 0∥∥∥ αy ξy
0 −−→ T
S˜0
Tϕ−−→ ϕ∗TP3 ψ−−→ M −−→ 0
β
y y
E |
L˜0
≃ Coker ξy y
0 0
ou` β et γ sont les projections naturelles. Soit ζ:N
S˜0/P˜
→ N le compositum δ◦ξ, et conside´rons la
projection λ:N → N |
L˜0
; comme Ker (λ) ≃ N (−L˜0), alors pour prouver (3), il suffit de montrer
que la suite suivante est exacte
(3.4.4) 0→ N
S˜0/P˜
ζ−−→N λ−−→N |
L˜0
→ 0 .
Pour ce faire, on proce`de localement comme dans (2). C’est clair au voisinage d’un point de
S˜0 \ L˜0 (car dans ce cas on a NS˜0/P˜ ≃M ≃ N et N ≃ N (−L˜0)).
Si l’on se place autour d’un point de ramification, alors en utilisant les notations de (2), on voit que
t[ 10
0
0
0
2t ], [0,−2t, 1] et
[
1
t
0
0
s
0
0
0
1
]
sont, respectivement, les matrices des morphismes Tµ, γ et α de´finis
dans le diagramme(3.4.3). La commutativite´ de ce dernier implique ζγ = δξ = ψα ; puisque la
matrice de ψα est e´gale a` [0,−2st, s], alors ζ a pour matrice [s]. Il reste a` observer que N |
L˜0
est
isomorphe a` k[t] et que λ est la re´duction modulo (s).
Plac¸ons-nous maintenant en un point R de L˜0 qui n’est pas de ramification, alors il existe des
coordonne´es locales (x, y, z) au voisinage de π(R) telles que la surface S0 ait pour e´quation locale
xy = 0. L’e´clatement π e´tant de´fini par (x,w, z) 7→ (x, y = xw, z), on ve´rifie que les morphismes
Tµ, γ et α ont respectivement pour matrices
t[ 10
0
0
0
1 ], [0, 1, 0] et
[
1
0
0
0
x
0
0
0
1
]
. Pour la meˆme raison que
ci-dessus, on voit que le morphisme ζ a pour matrice [x] ; ainsi la suite (3.4.4)) localise´e en R est
exacte, car N|
L˜0
est isomorphe a` k[z], et λ e´tant la re´duction modulo x.
Corollaire 3.5. On garde les notations de (3.4). Alors :
1) M s’inse`re dans les suites exactes
0→M→O
S˜0
(4H − L˜0)→ ⊕4i=1k(Ri)→ 0(3.5.1)
0→ N
S˜0/P˜
→M→ O
L˜0
(2H − L˜0)→ 0(3.5.2)
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2) h1(M) = 0, donc en particulier h0(M) = 25.
De´monstration.
(1) Sachant que N
S˜0/P˜
≃ O
S˜0
(4H − 2L˜0), alors la suite (3.5.1) est obtenue en combinant les
conclusions (1) a` (3) de la proposition (3.4). La suite (3.5.2) est de´duite directement du digramme
(3.4.3).
(2) La suite de cohomologie associe´e a` (3.5.2) donne en particulier la suite exacte
0→ H0(N
S˜0/P˜
)→ H0(M)→ H0(O
L˜0
(2H − L˜0))→ cohr1NS˜0/P˜ → H
1(M)→ H1(O
L˜0
(2H − L˜0)).
Or H1(O
L˜0
(4H − L˜0)) = 0 ( car 4H − L˜0 est un diviseur de degre´ 8 sur une courbe elliptique),
et h1(O
S˜0
(4H − 2L˜0)) = h1(NS˜0/P˜) = 0 ([W], 2.2), on en de´duit donc h
1(M) = 0. Avec ceci, et
en utilisant la suite de cohomologie associe´e a` (3.5.1), on obtient h0(M)= h0(O
S˜0
(4H − L˜0))− 4.
Comme h2(O
S˜0
(4H − L˜0)) = h0(OS˜0(−4H)) (par la dualite´ de Serre), et h
0(O
S˜0
(−4H)) = 0 (car
−4H.∆ = −16 < 0), alors, en utilisant le the´ore`me de Riemann-Roch, on a h0(O
S˜0
(4H − L˜0)) =
1
2(4H − L˜0)(4H) + 1 = 8H2 − 2L˜0.H + 1 = 29. On a donc h0(M) = 25.
Proposition 3.6. Soient S0, L0, S˜0, L˜0, H, R1, . . . , R4 comme dans (3.2.3), et M le faisceau
sur S˜0, de´fini dans (3.4). Soit C ⊂ S0 une courbe lisse et connexe, de degre´ d et genre g, distincte
de la droite L0 ; on note C˜ sa transforme´e stricte.
(i) On a la suite exacte suivante :
0→ H0(M(−C˜))→ H0(M)→ H0(M|
C˜
)→ H1(M(− ct))→ 0
(ii) Si h0(O
S˜0
(4H − C˜ − L˜0)) = 0, alors (a) h0(M(−C˜)) = 0, et (b) il existe une injection
h0(⊕4i=1k(Ri)) →֒ H1(M(−C˜)).
(iii) Si h1(N
C˜/S˜0
) = 0, alors on a la suite exacte :
0→ H0(N
C˜/S˜0
)→ H0(NC/P3)→ H0(M|C˜)→ 0.
De´monstration.
(i) La suite exacte 0→ O
S˜0
(−C˜)→ O
S˜0
→ O
C˜
→ 0 tensorise´e par le faisceau ( sans torsion)
M donne la suite exacte
0→M(−C˜)→M→M|
C˜
→ 0
d’ou` l’on de´duit la suite cherche´e dans (i) sachant que H1(M) = 0 (cf. 3.5-(2)).
(ii) On suppose h0(O
S˜0
(4H − C˜ − L˜0)) = 0. La suite (3.5.1) tensorise´e par OS˜0(−C˜) donne
la suite exacte
0→ H0(M(−C˜))→ H0(O
S˜0
(4H − C˜ − L˜0))→ H0(⊕4i=1k(Ri))→ H1(M(−C˜))
d’ou` les assertions (a) et (b).
(iii) On a C ≃ C˜, car C 6= L, donc NC/P3 ≃MC˜ ou` MC˜ = (ϕ∗TP3 |C˜)/TC˜ . Par ailleurs on
a N
C˜/S˜0
= (T
S˜0
|
C˜
)/T
C˜
et M|
C˜
= (ϕ∗TP3 |C˜)/(T
S˜0
|
C˜
). Ainsi on a la suite exacte
0→ N
C˜/S˜0
→M
C˜
→M|
C˜
−−→ 0
L’hypothe`se h1(N
C˜/S˜0
) = 0 donne alors la suite voulue.
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Preuve du the´ore`me 3.3
Soit C0 ⊂ S0 une courbe lisse et connexe ve´rifiant les hypothe`ses de (3.3). Il s’agit de montrer
l’ine´galite´ t(L0,C0,S0)W < tC0(Hd,g). On conside`re le morphisme canonique f :W → Q qui au
triplet (L,C, S) associe la paire (L, S). Soit F la fibre de f en (L0, S0), on a la suite exacte des
espaces tangents :
0→ T(L0,C0,S0)F → T(L0,C0,S0)W → T(L0,S0)Q
La fibre F n’est autre que le sche´ma de Hilbert Hd,g(S0) des courbes de Hd,g trace´es sur S0, donc
T(L0,C0,S0)F = H
0(NC0/S0), et puisque dimC0 Hd,g(S0) ≤ dimC˜0 Hd,g(S˜0) (cf. [K1], lemme 22), on
a l’ine´galite´
t(L0,C0,S0)W ≤ t(L0,S0)Q+ h0(C˜0,NC˜0/S˜0).
Soit M le faisceau sur S˜0 introduit dans (3.4). D’apre`s (3.5-(2)) on a h0(M) = 25, et d’apre`s le
lemme (3.7) ci-dessous on a t(L0,S0)Q = 25, donc l’ine´galite´ pre´ce´dente devient
t(L0,C0,S0)W ≤ h0(M) + h0(NC˜0/S˜0).
Or, on a, d’une part h0(N
C˜0/S˜0
) = h0(NC0/P3)−h0(M|C˜0) ( cf. 3.6-(iii)), et d’autre part h
0(M)=
h0(M|
C˜0
) − h1(M(−C˜0)) (cf. 3.6-(i),(ii)). Donc on obtient, sachant que tC0(Hd,g) = h0(NC0/P3),
l’ine´galite´
t(L0,C0,S0)W ≤ tC0(Hd,g)− h1(M(−C˜0))
Comme h1(M(−C˜0)) ≥ 4 (cf. 3.6-(ii)), on a t(L0,C0,S0)W < tC0(Hd,g), d’ou` le the´ore`me.
Lemme 3.7. Avec les notations de (3.2.1) et (3.2.2), pour tout (L, S) ∈ Q, on a dimT(L,S)Q = 25.
De´monstration. Conside´rons la suite exacte des espaces tangents
0→ TS(QL)→ T(L,S)Q → TL(H1,0)→ 0
induite par la projection Q × H1,0 → H1,0. On a alors t(L,S)Q = 4 + tS(QL), car H1,0 (la
grassmannienne des droites de P3) est lisse de dimension 4. Comme, par de´finition, QL =
PH0(J 2L/P3(4)), il suffit donc de prouver que h0(J 2L/P3(4)) = 22. Pour cela on calcule h0(JL2/P3(4))
ou` L2 est le premier voisinage infinite´simal de L. Comme L2 est lie´ a` L par une intersection comple`te
de type (1, 2), il est arithme´tiquement Cohen-Macaulay. Conside´rons alors la suite exacte
0−−→ H0(JL2/P3(4))−−→ H0(JL/P3(4))−−→ H0(N∨L/P3(4))→ 0
d’ou` l’on tire h0(J 2L/P3(4)) = h0(JL2/P3(4)) = h0(JL/P3(4)) − h0(N∨L/P3(4)). On conclut sachant
que h0(JL/P3(4)) = 30 et que h0(N∨L/P3(4)) = h0(OL(3)⊕OL(3)) = 8.
Remarques 3.8. Il y a une autre manie`re de prouver le the´ore`me (3.3) (cf. [Az], II-6) : on
adapte a` notre situation les me´thodes de ([K2], I-1.3) utilisant la cohomologie d’Andre´ et la the´orie
de´veloppe´e dans ([L]), pour calculer T(L0,C0,S0)W . On montre
T(L0,C0,S0)W = TC0Hd,g ×
H0(C˜0,M| ct0 )
H0(S˜0,M).
Ensuite on conside`re la projection T(L0,C0,S0)W → TC0Hd,g, on montre que son noyau (resp.
conoyau ) est e´gal a` H0(M(−C˜0)) (resp. H1(M(−C˜0))). Sachant que h0(M(−C˜0)) = 0 et
h1(M(−C˜0)) ≥ 1, on de´duit t(L0,C0,S0)W < tC0(Hd,g) comme voulu.
Dans ce qui suit, nous allons donner des conditions suffisantes afin qu’une composante
irre´ductible de Hd,g, contenant une courbe trace´e sur une quartique a` droite, soit domine´e par
une composnte irre´ductible de Wd,g.
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Proposition 3.9. Soit S0 ⊂ P3 une surface quartique a` droite double L0 comme dans (3.2.3).
Soit C0 ⊂ S0 une courbe lisse et connexe, de degre´ d et genre g, qui coupe la doite L0 en r points
distincts des points-pinces et ce transversalement. On note C˜0 la transforme´e stricte de C0 dans
S˜0. Si
(3.9.1) d > 16, G(d, 5) < g ≤ (d− 1)2/8, r > 36,
ou bien si
(3.9.2)

d > 28, G(d, 8) < g ≤ (d− 1)2/8, r > 72
h0(O
S˜0
(−C˜0)(7)) = h1(OS˜0(−C˜0)(4)) = 0.
Alors toute ge´ne´risation de C0 dans Hd,g est trace´e sur une surface quartique a` droite double.
De´monstration. Pour montrer la proposition, il revient au meˆme de montrer que si C ⊂ P3A est une
de´formation plate de C0, avec A un anneau de valuation discre`te sur k, alors la fibre ge´ne´rique
de C au-dessus de A est une courbe trace´e sur une quartique a` droite double (i.e., le morphisme
classifiant f : Spec A→ Hd,g se factorise via l’immersion V →֒ Hd,g).
Montrons d’abord que l’on peut se ramener au cas ou` A est complet, i.e, A est isomorphe a`
un anneau de se´ries formelles k[[t1, · · · , tn]]. Supposons qu’il existe un morphisme g: Spec Aˆ→ V ,
ou` Aˆ est le comple´te´ de A, faisant commuter le diagramme
Spec Aˆ
g−−→ Vy j y
Spec A
f−−→ Hd,g
Localement V est le lieu des ze´ros d’un ide´al (F1, . . . Fm), et la commutativite´ du digramme ci-
dessus e´quivaut a` dire que les j∗f∗(Fn) ∈ Aˆ sont nuls, et donc, comme j∗ est une injection, que les
f∗(Fn) sont nuls dans A ; autrement dit le morphisme f se factorise via V . Avec le meˆme argument
on peut montrer que l’on peut se ramener au cas A = k[[t]].
Soit alors C ⊂ P3A une de´formation plate de C0, avec A = k[[t]]. On applique la proposition
(2.9) (resp. (2.11)) si C0 ve´rifie les hypothe`ses (3.9.1) (resp. (3.9.2)), en prenant s = 4 (resp. s = 4
et σ = 7). On en de´duit l’existence d’une de´formation plate S ⊂ P3A de S0 contenant C et dont la
fibre ge´ne´rique est une surface singulie`re a` courbe double, qui est ge´ne´risation plate de L0, donc
par platitude, c’est une droite double.
Corollaire 3.10. Avec les notations de la proposition ci-dessus on a : 1) C0 est un point inte´rieur
de l’image de W dans Hd,g. 2) Toute composante irre´ductible de Hd,g contenant C0 est domine´e
par une composante irre´ductible de W.
De´monstration. Il suffit d’appliquer des re´sultats plus ge´ne´raux, par exemple ([DG], 1.10.2 et
1.10.3), au morphisme Wd,g → Hd,g.
Comme cone´quence de tout ce qui pre´ce`de on a le
The´ore`me 3.11. Soit S0 une surface quartique a` droite double L0 comme dans (3.2.3). Soient C0,
C˜0 comme dans la proposition (3.9). On suppose que C0 ve´rifie les hypothe`ses (3.9.1) ou (3.9.2).
Si de plus h1(N
C˜0/S˜0
) = h0(O
S˜0
(4H − L˜0 − C˜0)) = 0, alors toute composante irre´ductible de Hd,g
contenant C0 est non re´duite.
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De´monstration. Si C0 ve´rifie (3.9.1) ou (3.9.2), alors d’apre`s (3.10), toute composante irre´ductible
de Hd,g contenant C0 est domine´e par une composante irre´ductible de Wd,g, c’est donc une
composante non re´duite d’apre`s (3.3).
Preuve du the´ore`me (3.1)
Nous arrivons maintenant a` la preuve du the´ore`me (3.1). Elle consiste a` montrer que pour
tout couple d’entiers (d, g) satisfaisant aux hypothe`ses dudit the´ore`me, on peut construire une
courbe lisse et connexe de degre´ d et genre g trace´e sur la surface S0 satisfaisant aux conditions
(3.9.2) de la propopsition (3.9). Ceci sera facilite´ par le fait qu’il y a des moyens nume´riques
pour classifier les courbes de S˜0, et donc de transformer les conditions (3.9.2) en termes purement
arithme´tiques. L’essentiel de la preuve sera de rendre effectives ces conditions nume´riques. Pour ce
faire, on commencera d’abord par prouver la
Proposition 3.12. Soient S0, S˜0, ∆, E1, · · · , E9, L0, L˜0, H comme dans (3.2.3). Soit D =
δ∆−∑9i=1miEi un diviseur de S˜0 tel que
(1) δ ≥ m1 +m2 +m3
(2) m1 > m2 ≥ m3 ≥ . . . ≥ m9 ≥ 1
(3) r := 3δ −∑9i=1mi ≥ 3
Alors D est effectif et le syste`me line´aire |D| contient une courbe lisse et connexe C˜ telle que
(a) H1(N
C˜/S˜0
) = 0 et L˜0∩C˜ ne contient pas les points de ramification ni aucune paire de points
en involution ; le cardinal de C˜ ∩ L˜0 est e´gal a` r.
(b) Si δ > 13 alors H0(O
S˜0
(4H − L˜0 − C˜)) = 0.
(c) Si δ > 28 alors H0(O
S˜0
(7H − C˜)) = 0.
(d) Si m9 ≥ 4, m1 ≥ m2 + 4, r ≥ 9 et δ > m1 + 10, alors H1(OS˜0(4H − C˜)) = 0.
Soit C l’image par ϕ de C˜, alors est une courbe lisse et connexe, isomorphe a` C˜, coupant la
droite  L0, transversalement, en r points distincts des points de ramification. Le degre´ d de C est
donne´ par d = 4δ − 2m1 −
∑9
i=2mi et son genre g par g = [(δ − 1)(δ − 2)−
∑9
i=1mi(mi − 1)]/2
De´monstration. En appliquant ([bH], 3.1 et 3.4), les conditions conditions (1) a` (3) impliquent que
|D | est sans points bases, donc (compte tenu du the´ore`me de Bertini) un e´lement ge´ne´ral C˜ de
|D| est une courbe lisse qui e´vite les points de ramification et, en raison de la condition (3) (qui
e´quivaut a` C˜.L˜0 ≥ 3), on peut voir qu’elle e´vite aussi les points en involution. En vertu de ([bH],
1.1), H1(O
S˜0
(−C˜)) = 0, donc, en fait, C˜ est connexe. Le nombre de points de C˜ ∩ L˜0 est e´gal a`
C˜.L˜0 = 3δ −
∑9
i=1mi = r.
Soit g le genre de C˜ ; la formule d’adjonction applique´e a` C˜ et la condition (3) permettent
de voir que deg N
C˜/S˜0
= C˜2 > 2g − 2 et donc H1(N
C˜/S˜0
) = 0.
Pour voir (a), on observe que δ > 13 implique ∆.C˜ < 0, donc, d’apre`s ([D], p.24),
H0(O
S˜0
(4H − L˜0 − C˜)) = 0. Le meˆme argument permet de voir que H0(OS˜(4H − L˜− C˜)) = 0 si
δ > 28, d’ou` l’assertion (c).
Reste a` montrer (d). Pour cela on rappelle le re´sultat suivant duˆ a` M. Skiti, (cf. [S]) :
Lemme.Soit L un fibre´ en droites sur S˜0 correspondant, dans la base (∆,−E1, . . . ,−E9),
au multi-entier (a, b1, . . . , b9) avec a > b1 ≥ b2 ≥ · · · ≥ b9, a ≥ b1+ b2+ b3 et L.L˜0 > 0. Si b9 ≥ −1
alors H1(L) = 0.
Posons L = O
S˜0
(−L˜0− 4H+ C˜). Le multi-entier entier associe´ a` L est e´gal a` (δ− 19,m1− 9,m2−
5, . . . ,m9−5). Ainsi sous les hypothe`ses de (d), (δ−19,m1−9,m2−5, . . . ,m9−5) ve´rifie celles du
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lemme ci-dessus, donc H1(O
S˜0
(L)) = 0, et par la dualite´ de Serre h1(O
S˜0
(L)) = h1(O
S˜0
(4H − C˜)),
d’ou` l’assertion (d).
La dernie`re partie est assez claire : le calcul de d et g est classique, et le cardinal de C ∩L0
e´tant e´gal a` C˜.L˜0 vaut r ; les autres affirmations de´coulent de ([H3], 3.1).
Preuve du the´ore`me (3.1) 3.13.
Soient d et g deux entiers satisfaisant aux hypothe`ses (A) et (B), alors d’apre`s le corollaire
(3.16) ci-dessous, il existe un existe un de´cuple d’entiers (δ,m1, · · · ,m9) ve´rifiant les ine´galite´s :
(i) m1 ≥ m2 ≥ · · · ≥ m9 ≥ 4
(ii) δ ≥ m1 +m2 +m3
(iii) m1 ≥ m2 + 4
(iv) 3δ −∑9i=1mi ≥ 73
tel que d et g soient donne´s par les formules
d = 4δ − 2m1 −
∑9
i=2mi, g = [(δ − 1)(δ − 2)−
∑9
i=1mi(mi − 1)]/2.
On conside`re le diviseur D = δ∆ −∑9i=1miEi, alors D ve´rifie, en particulier, les hypothe`ses (1),
(2), (3), (b), (c) et (d) de la proposition (3.12). Ainsi il existe une courbe lisse et connexe C˜0 dans
le syste`me line´aire |D | de genre g satisfaisant aux hypothe`ses du the´ore`me (3.11). Et ceci termine
la de´monstration du the´ore`me.
Appendice arithme´tique
Nous e´tablissons dans ce qui suit les arguments arithme´tiques utilise´s dans la preuve du the´ore`me
(3.1). Les me´thodes de de´monstration sont largement inspire´es de celles utilise´es par Gruson et
Peskine dans ([GP2]) et reprises par Hartshorne dans ([H3]).
Lemme 3.14. Soit d un entier ≥ 95. Pour tout entier g ∈] G(d, 8) , (d− 1)2/8] il existe un entier
v ∈ [d/8 + 9, (d+ 1)/2], et des demi-entiers, (i.e. des e´le´ments de 1
2
Z), α2, . . . , α9 ve´rifiant :
(1) Fd(v − 1) < g ≤ Fd(v) , avec Fd : x 7→ 1
2
(x − 1)(d− x)
(2) | α2 |≤ α3 ≤ · · · ≤ α9 ≤ v
2
− 4
(3) −α2 + α3 + · · ·+ α9 ≤ d− v − 8
(4) 2αi ≡ v (mod. 2)
(5) d−∑9i=2 αi ≡ 0 (mod. 2)
tels que
(6) g = Fd(v) + 1− 1
2
∑9
i=2 α
2
i .
Remarque 3.15. Il est facile de voir que les congruences (4) et (5) impliquent que le nombre
Fd(v) − 1
2
∑9
i=2 α
2
i est bien un entier. Par ailleurs la fonction Fd atteint son maximum pour
x = (d + 1)/2, et vaut dans ce cas (d − 1)2/8, donc la formule (5) n’a de sens que si l’on impose
g ≤ (d− 1)2/8, ce qui est le cas ici.
Preuve du lemme. Soit d un entier ≥ 95. Soit g un entier dans ] G(d, 8), (d − 1)2/8]. Il est
facile de voir que Fd(d/8 + 9) ≤ G(d, 8), et puisque la fonction Fd est bijective sur l’intervalle
[d(d/8 + 9), (d + 1)/2], alors ce dernier contient un re´el β tel que Fd(β) = g. Si β ∈ N, on pose
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v = β. Si β 6∈ N, on a [β]+1 ≤ (d+1)/2, ([x] symbolise la partie entie`re de x) ; on pose v = [β]+1.
Il est clair que v ve´rifie la double ine´galite´ (1), compte tenu de la stricte croissance de Fd dans
[d(d/8 + 9), (d+ 1)/2].
Posons n = 2(Fd(v)+1−g). Alors n est un entier, et, en notant que 2(Fd(v)−Fd(v−1)) = d−2v+2,
on a 2 ≤ n < d−2v+4 et donc 2 ≤ n < 6v−68. On va montrer qu’un tel n s’e´crit n =∑9i=2 α2i , ou`
les αi sont dans (1/2)Z ve´rifiant les conditions (2) a` (5) du lemme. Pour ce faire, on va distinguer
deux cas, selon la parite´ de v.
Supposons v pair. Il s’agit de trouver 8 entiers αi avec | αi |≤ v/2− 4 tels que n =
∑9
i=2 α
2
i .
Posons q = v/2 − 4, alors n < 3q2 − 2q + 3. Ceci implique, d’apre`s ([H3], 2.1), que n est somme
de 5 carre´s d’entiers, α5, · · · , α9 avec | αi |≤ N , et donc, a fortiori, somme de 8 carre´s d’entiers en
posant α2 = α3 = α4 = 0.
Il reste a` verifier la congruence (5) et l’ine´galite´ (3). ( L’ine´galite´ (2) e´tant e´videmment satis-
faite, quitte a` re´arranger les αi.). Puisque g est un entier, on a (d− v)(v− 1) ≡
∑9
i=2 α
2
i (mod. 2),
ou encore d ≡ ∑9i=2 α2i (mod. 2), d’ou` la congruence (5). L’ine´galite´ (3) est e´vidente car v ≥ 12
et
∑9
i=2 α
2
i = n ≤ d− 2v + 4.
Si maintenant v est impair, on a Fd(v) ∈ Z. Alors m = 4n − 3 satisfait les hypothe`ses
de ([H3], 2.2),i.e., m ≡ 5 (mod. 8) et m < 3p2 + 2p + 1 avec p = v − 8. D’ou` l’existence de 5
entiers impairs βi avec | βi |≤ v − 8 tels que m =
∑9
i=5 β
2
i . On pose | α2 |= α3 = α4 = 1/2
et αi =| βi/2 | pour i ≥ 5. Le choix du signe de α2 se fait ainsi : on e´crit
∑9
i=5 βi = 2M + 1,
ensuite on prend α2 = 1/2 (resp. -1/2) si M ≡ d (mod. 2) (resp. M ≡ d − 1 (mod. 2)), et ceci
permet d’obtenir la congruence (5). Il reste a` ve´rifier l’ine´galite´ (3) ; pour cela il suffit de ve´rifier∑9
i=5 βi ≤ 2d − 2v − 19. Puisque m =
∑9
i=5 β
2
i et m + 5 < 4d − 8v + 18 < 2(2d − 2v − 19) (car
v ≥ 14), il suffit de ve´rifier ∑9i=5 βi ≤ (∑9i=5 β2i ) + 5/2, mais ceci n’est autre que la lapalissade∑9
i=5(βi − 1)2 ≥ 0. Ceci de´montre le lemme.
Si dans l’e´nonce´ du lemme ci-dessus on remplace v ≤ (d + 1)/2 par v ≤ d − 73, (comme
nous serons amene´ a` le faire en vue de montrer (3.16)), alors celui-ci reste valable pour d ≥ 147
puisque, dans ce cas, (d + 1)/2 ≤ d − 73, et pour qu’il le reste lorsque 95 ≤ d ≤ 146, ( auquel
cas d − 73 < (d + 1)/2), il faut e´videmment remplacer dans la preuve pre´ce´dente l’hypothe`se
g ≤ (d − 1)2/8 par g ≤ Fd(d − 3) = 73(d − 74)/2. Ceci explique la pre´sence des re´gions (A) et
(B) dans le prochain corollaire. L’inte´ret de la condition d ≥ 95 s’explique par le fait que si l’on
cherche un entier naturel v ≤ d − 73, il faut a priori avoir d ≥ 73, (donc on connaˆıt G(d, 8)), et
on montre moyennant un calcul e´le´mentaire que Fd(d− 73) < G(d, 8) pour d ≤ 94. Ainsi, puisque
dans ce cas la fonction Fd(x) est strictement croissante pour x ≤ d− 73 , l’e´galite´ (6) n’est jamais
re´alisable avec d ≤ 94 et g > G(d, 8).
Corollaire 3.16. Soient d et g deux entiers satisfaisant :
(A) G(d, 8) < g ≤ 73
2
(d− 74) si 146 ≥ d ≥ 95
(B) G(d, 8) < g ≤ (d− 1)
2
8
si d ≥ 147
Alors il existe un de´cuple d’entiers (δ,m1, · · · ,m9) ve´rifiant les ine´galite´s :
(i) m1 ≥ m2 ≥ · · · ≥ m9 ≥ 4
(ii) δ ≥ m1 +m2 +m3
(iii) m1 ≥ m2 + 4
(iv) 3δ −∑9i=1mi ≥ 73
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tel que d et g soient donne´s par les formules
(v) d = 4δ − 2m1 −
∑9
i=2mi
(vi) 2g = (δ − 1)(δ − 2)−∑9i=1mi(mi − 1).
De´monstration. Soient d et g deux entiers satisfaisant aux hypothe`ses (A) ou (B) du corollaire. On
sait, d’apre`s le lemme (3.15) et le commentaire qui le suit, qu’il existe un entier v ∈ [d/8+9, d−73] ,
et des demi-entiers α2, · · · , α9 ve´rifiant les conditions (i) a` (vi) du lemme. On pose
δ =
1
2
(d+ 2v −∑9i=2 αi) , m1 = δ − v , mi = v2 − αi pour i ≥ 2 .
Alors les congruences (4) et (5) du lemme impliquent respectivement δ ∈ Z et mi ∈ Z pour i ≥ 2,
et une ve´rification simple permet de voir que le multi-entier (δ,m1, · · · ,m9) ainsi de´fini satisfait
aux conditions (1) a` (6), ce qui de´montre le corollaire.
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