data every day. How to find useful information from these data, and how to provide users with personalized recommendation services, such as friends recommendation and advertising targeting, becomes the focus and keystone of social networking services [2] .
In order to let users get information they want accurately, service selection and recommendation systems emerge as the times require. Because it can bring tremendous commercial value and interest, whether in academia area or industry area, service selection and recommendation systems have attracted great attention. In academic area, there have appeared many efficient methods and algorithms of service selection and recommendation, and in the industrial area, service selection and recommendation systems have been widely used in various occasions. With continuous growth in the number of services, selecting and recommending optimal services for users will become more and more important and acute in the field of service computing [3, 4] .
Integrated network
The integrated network is an open communication network which integrates many technology and heterogeneous networks (mobile network, Internet, Television broadcasting network, etc.). As network convergence evolves, its characters bring special requirements in service selection and recommendation [5] [6] [7] .
• Different networks have different user groups, and the integrated network integrates many heterogeneous networks, so the number of users in integrated network is far more than any previous network.
• The ubiquitous of integrated network makes the provision of personalized services in a much convenient and popular way, and more and more user requirements are raised on the integrated network.
• An integrated network needs to satisfy all sorts of service requests of a large number of users, and the service requests of these users generally have the same or similar function and different preferences, it is often the case that too many user requests lead to overloading of the service, which further leads to the decline of the quality of service (QoS).
• The dynamic feature of integrated network will lead to the changing of service execution environment. To ensure the continuity of service, appropriate services should be selected and recommended for their adaptability. And this change process should be automatic, cannot be aware by the users.
Service selection

Selection problem definition
With the rapidly growing number of available services, users are presented with a choice of functionally similar services. This choice allows user to select services that match other criteria which is often referred to as QoS criteria. This line of work opens
Quality of service attributes
In general, nonfunctional extra attributes are defined as QoS attributes. A QoS attribute can be static or dynamic. A static QoS property value has been defined at the time it is described, whereas the dynamic QoS property value requires measuring and updating its value periodically. The QoS value from the service user's perspective can be positive and negative. For example, users expect to buy a service at a low price and expect to call the service in a low response time.
Positive attributes refer to the QoS attributes that the higher the attribute value is, the better the quality is (e.g., reliability and availability);
Negative attributes refer to the QoS attributes that the higher the attribute value is, the worse the quality is (e.g., response time, delay time, and price). Table 6 .1 lists the major QoS attributes of services.
Service selection definition
In order to better understand the service selection problem, the related concepts [10] are given below.
Service candidate is a service which can satisfy a user's particular functional demand; Service class is a set composed by multiple service candidates which have the same functions but different nonfunctional attribute values; QoS attribute is nonfunctional attribute that defines the performance of a service, such as error rates, bit rate, and throughput; Utility of a service indicates what degree user-defined constraints will be satisfied; Service selection is to select the most suitable service candidate(s) to meet the functional and QoS requirements of user from one or more service class.
More formally, the selection problem can be formulated as follows: let CS be the set of the required service classes according to the functional requirements of the user, i.e., CS = {S 1 , . . . , S n }; and the composite service cs is integrated by component service s 1 , s 2 , . . . , s n ; and let Q(s) be the vector of the QoS value of service s, i.e., Q(s) = {q 1 (s), . . . , q m (s)}; let u be a utility function that measures the fitness of the composite service cs to user constraints; then, for each individual service s, we want to choose such service that maximizes the utility of the composite service. More formally: 
where b i is the ith QoS constraint of user.
Problem induction
According to the different needs of users under different scenarios, service selection can be converted into different math problems and then designs different models to choose appropriate selection strategies and algorithms.
Multiple attribute decision making problem
In the service selection problem, it requires consideration of specific preferences and constraints by a service requester as well as evaluation of combinations of different QoS constraints. Hence, QoS-based service selection is basically the problem of multiple attribute decision making. Although regular QoS attributes are listed in Table 6 .1, it remains some issues on selection of services. First, the perception on QoS of services is distinct between the user and provider. Second, service requestors may have varying preferences for the QoS attributes depending on the situation.
In a real service selection scene, because of the complexity of QoS attributes, it is difficult for users to provide the weights or the precise value of QoS attributes to express their preferences; besides, it is difficult to standardize the QoS attribute values to the unified metric space and accurately assess a comprehensive QoS value of service. Therefore, the service selection problem can be converted to a multiple attribute decision-making problem, a problem with the multiple and conflicting attributes.
Integer linear programming problem
Service selection problem for composite services becomes a decision problem to maximize the fitness of the constraints of service requesters. Actually, any decision problem in which the decision variables must assume nonfractional or discrete values can be classified into an integer optimization problem. And one way of solving this optimization problem is to model it as an integer linear programming (ILP) problem. In the ILP approach, decision variables are integers representing whether a particular service is selected for composite services. To define an ILP problem, three inputs should be provided: a set of decision variables, an objective function, and a set of constraints.
Decision variables refer to service candidates from service classes. Objective function is to reflect some benefit or utility of service requesters. It is defined as weighted sum of QoS attributes that are favorable to the requesters. Constrains refer to the functional and QoS requirements of the service requester.
However, the computational complexity and cost of the ILP solution will increase exponentially with the growth of the size of services. And it requires the objective function and constraint conditions are linear, which limits the usefulness of the algorithm in a certain extent.
Knapsack problem
In order to deal with the computational complexity and cost in large-scale service selection, service selection for a composite service can be modeled as a multidimension multichoice knapsack problem (MMKP), which is known to be an NP-hard problem in the strong sense. This means that for large problems, it is unlikely that an optimal solution can be found given a reasonable amount of computational effort.
In certain cases, in the process of service selection, there is no need to search all candidate services to find global optimal solution. Looking for near-optimal service solution can ensure the needs of users, and can greatly reduce the time cost as well.
MMKP is about taking items into a knapsack with a limited capability. Thus, a selection must be performed to identify the optimal subset. Service selection problem can be mapped into a knapsack problem, when each item represents a candidate service, the profit is on behalf of the utility of service, the weight represents the service quality attribute, and the capacity of backpack is on behalf of the QoS constraint. The objective of MMKP is to select exactly one service candidate from each service class to be included in the knapsack within the functional and QoS constraint while maximizing the total profit.
Combinatorial optimization problem
At first, researchers only focus on a certain indicator in the process of service selection, such as to minimize response time or maximize service utility, so this kind of problem is often depicted as single objective optimization problem. With the diverse needs of users and service providers, the concerned indexes and attributes gradually increase, the optimize target transformed from a single index into multi indexes, so the service selection turned into a multiobjective optimization problem, i.e., combinatorial optimization problem.
The combinatorial optimization is often difficult to have an optimal solution meeting all the objective functions. For example, it may be impractical if you want to minimize the response time while minimize the system cost, because the low response time means the high service level, and it is likely to pay more fee for a high level of service. So the methods adopted to solve the single-objective optimization problems are difficult to directly be applied to combinatorial problems.
The most common thinking is that transform the multiobjective optimization problem into the single-objective optimization problem. The linear weighted sum method and the ε-constraint method are the most widely used methods. In addition, the Pareto model is also used to the multiobjective optimization problem of service selection.
Service selection algorithm
Traditional service selection algorithms mainly contain exhaustive algorithm and greedy algorithm. However, the complexity of exhaustive algorithm seeking the optimal solution is too high, and greedy algorithm cannot necessarily obtain global optimal solution, the effectively approximate solution has been put forward to attain near-optimal solution. In general, service selection algorithms include optimization algorithms, heuristic algorithms, and fusion algorithms.
Optimization algorithms:
The optimization algorithms can guarantee the optimality of the solution, and the specific optimal algorithms applied to the service selection problem mainly include the exhaustive algorithm and graph algorithm. Heuristic algorithms: Relative to the optimization algorithm, a heuristic algorithm can be defined as a constructed algorithm based on intuition or experience. The specific heuristic algorithms applied to the service selection problem mainly include genetic algorithm (GA), particle swarm optimization algorithm (PSO), and ant colony optimization algorithm (ACO). Fusion algorithms: Although heuristic algorithm can solve the feasible solution of the optimization problem under the acceptable costs (such as computing time), the deviation between the feasible solution and the optimal solution cannot be expected necessarily in advance. Fusion algorithms can combine the advantages of various algorithms and improve the performance and efficiency of the optimization.
Optimization algorithm
Optimization algorithms, which try to find the maximum values of utility functions, have been widely applied in service selection.
Exhaustive algorithm is a straightforward one by computing the QoS value for each possible execution plan and selecting the best one from them. It lists all possible execution plans by exhaustive searching and compares their QoS values. It can always produce the optimal solution but is time and memory consuming, and the complexity depends on the size of the solution space. Assuming that there are n service classes and m service candidates for each class, the total number of execution plans is m n , making this approach impractical. So it is only suitable when the number of classes and the candidates of each class are all small. Greedy algorithm is an algorithm that follows the problem solving heuristic of making the locally optimal candidate services at each class with the hope of finding a global optimal service. In service selection, a greedy strategy does not in general produce a global optimal solution, but nonetheless a greedy algorithm may yield locally optimal solutions that approximate a global optimal solution in a reasonable time. Graph algorithm [11] is used to solve the abstracted graph theory problems of service selection. For example, the service selection problem can be transformed into the shortest path problem with functional and QoS constraints. First, build the directed graph corresponding to the composite service, in which the graph nodes represent the candidate services, and the QoS parameters are represented by edges. The optimal path obtained by traversing the graph edge satisfies all the constraint conditions and has the best utility, and it corresponds to the optimal solution of the original service selection problem for the composite service. Using the graph algorithm often needs access the topology information of service deployment, so the access to information before optimization may cost a lot of time.
Genetic algorithm
GA [12, 13] solves the formulated optimization problem by using the idea of Darwinian evolution. As a powerful search algorithm based on natural selection and population genetics, GA represents the problem solving process by the survival process of the fittest chromosome, through the iterative evolution of population, including selection, crossover, and mutation operation, combines populations to produce the next generation individuals, gradually evolves toward the optimized population, and ultimately obtains the chromosome most adapted to the environment, which is the optimal solution or near-optimal solution of problem. The implementation of GA in application of the service selection problem incorporates three basic steps so that the algorithm is formulated for the specific application: the presentation of individual according to the specific service selection, the formulation of the fitness function, crossover and mutation operators. Each chromosome represents a possible service combination which consists of candidate services selected from different service classes. Each gene corresponds to a candidate service, and the value of the ith genes is the serial number of selected candidate services in the ith service class. The determination of fitness function is according to the QoS value of each candidate service. Crossover operation is to exchange the value of some genes in two different service combinations by a crossover method, and to produce two new chromosomes. Mutation operation is to replace the candidate service by another corresponding available candidate service.
Particle swam optimization algorithm
PSO is a computational method that optimizes a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality. It solves a problem by having a population of candidate solutions (i.e., particles) and moving these particles around in the search space according to simple mathematical formulae over the particle's position and velocity. Each particle's movement is influenced by its local best known position, but is also guided toward the best known positions in the search space, and the positions are updated as better positions are found by other particles. This is expected to move the swarm toward the best solutions.
Using PSO algorithm to solve service selection problem [14, 15] , the key is to establish a mapping relationship between the particle position vector and combination plan, the expression of particle position, the determination of velocity formula, and the evaluation of fitness function. Each particle represents a candidate solution, which is a complex service composed of several candidate services in a certain order. The position of each particle represents the serial number of candidate services selected from each service class. The QoS attribute values of composition service represented by a particle is the particle's fitness, the fitness function in accordance with the specific composition service example. The update formula of speed and position depends on the coding scheme of service selection which is the presentation of particle position.
However, PSO exhibits some disadvantages: it sometimes is easy to be trapped in local optima (it is often called premature convergence), and the convergence rate decreased considerably in the later period of evolution.
Ant colony optimization algorithm
ACO is a simulated evolutionary algorithm which is aiming to search for an optimal path in a graph, based on the behavior of ants seeking a path between their colony and a source of food. The basic principle of ACO comes from the observation of entomologists is as follows: the ants can release a kind of gas (pheromone) on the path they have walked when they finding food. The pheromone can be known by other ants and influences their behavior. As more and more ants walk the same path, the density of pheromone will be bigger and bigger, which improves the selected probability of this path. And the attractiveness of this path will be bigger and bigger too. The behavior of releasing the pheromone is the foundation of positive feedback mechanism of ant colony algorithm. The basic thinking of ant colony algorithm is as follows: at the certain point, an ant chooses the next path, then, the path many ants have walked before has the bigger probability to be selected again, and the more pheromone means the shorter path length, which means a better answer.
The selection problem for composite services can be transformed into a problem seeking the QoS optimal path from a starting point to the target point. Suppose that there is a composite service which combined with n services with different functions, the QoS-aware problem of the complex service selection is to select n services from n services classes, and each class has n i independent services which have the similar or the same function. So the number of the possible selection plan is n 1 × n 2 × · · · × n n .
The essence of process of service selection based on the ACO algorithm [16] is to find a shortest path from the initiative point to the end point, and the ant must travel each class only once. The key is to solve how to determine state transition rule according to the QoS parameters in a composite service, update methods of pheromone and assessment of the fitness function, etc.
Fusion algorithm
Each algorithm has its advantages and disadvantages, and a single algorithm will not be able to solve the more complicated problem with larger scale. Fusion algorithms which can combine the advantages of various algorithms are used to improve the performance and efficiency of service selection in more complex scenarios.
Many fusion algorithms [17] are proposed to solve service selection problem. For example, on the basis of redefining the location, speed, add/subtraction and multiplication of PSO, combining the crossover and mutation operations in the GA, a QoS scheduling method based on hybrid particle swarm is designed to select the best candidate services satisfying users' QoS requirements. Scalable QoS computation method [1] based on heuristic algorithm is designed, which decomposes a services selection problem into several sub optimization problems. Compared with the ILP method, it can find nearly optimal solution more quickly. A reliable random QoSaware service selection algorithm is designed based on the Markov Decision Process. The methods based on skyline reduce a large number of redundant candidate services, are more effectively for service selection.
Service selection summary
There has been much research done on service selection over the past several years that have inducted service selection problem into Multiple Attribute Decision Problem, Integer Programming Problem, Knapsack Problem, Combinatorial Optimization Problem, and so on. And many optimization algorithms, heuristic algorithms, and fusion algorithms have been proposed to solve the above problems. A classification and summary of the service selection research is presented in Table 6 .2.
It can be concluded that most approaches contribute specific aspects to the overall picture of service selection, which requires methods for expressing user requirements, expressing service offerings, and also the actual service selection method. With the increasing availability of services as a solution to application integration, the QoS parameters offered by services are becoming the chief priority for service providers and their service users. Due to the agile and dynamic nature of the Internet, providing the suitable QoS for various services is really a challenging task. In addition to this, important aspects that need addressing are powerful mechanisms to capture user requirements that are both user friendly and also expressive enough to capture large numbers of preferences and the logical relationships between preferences. One aspect that falls into this area is the measuring of weights, that is, users' fuzzy view on QoS parameters has to be modeled and weighted in universal manner. Also, in the process of capturing the needs of users, their preference of data, research has to show interest and capability to automatically capture this, to reduce the burden on the user part, and to react to changes in circumstances automatically [18, 19] .
Service recommendation
Nowadays, lots of applications are available for recommending books and products in online shopping websites, friends and hot topics in social networks, music and movies in video websites. Moreover, some of the vendors have incorporated recommendation capabilities into their commerce servers. With the increasing amounts of applications that help users deal with information overload, service recommendation is playing an increasingly significant role [26, 27] .
At the same time, users have more independence and options when choosing services including movie, music, and video. And they can choose services depending on their own personal preferences. With movies as an example, they can be tagged with fiction, action, war, comedy, etc., or classified as director and main actor. When watching movies, users always make decisions according to these tags. Based on user's history records and film scores, service recommendation system can dig up active users' preferences and find out users with similar interests, then, we can recommend similar users' movies which have never been watched by the active user.
Recommendation scenarios
Service recommendation systems are applied to various occasions, especially in commercial vocation. In our daily life, there are lots of recommendation examples and scenarios. Examples of such applications include recommending products at Amazon.com [28] , movies by MovieLens [29] , and news at VERSIFI Technologies. Following is a list of several common service recommendation scenarios.
Commodity recommendation in e-commerce site
Commodity recommendation in e-commerce site is one of the most widely used applications. Most of these websites recommend relevant items to users depending on users' browsing history. As an international e-commerce company, Amazon has always been an active participant and a user of recommendation system. The most important applications are personalized and relevant items' recommendation lists in Amazon's recommendation system.
Advertisement targeting and recommendation
When browsing webpages, we always see all kinds of advertisements which are elaborately designed to draw users' attention. In addition to advertisement content, manifestation pattern, the most important factor is increasing the accuracy of advertising, which means precisely carrying advertisements to users with purchasing demand. In fact, the precisely advertisement targeting is the personalized product recommending to user and the advertisement is the output product of recommendation system. YouTube has a variety of targeting options, such as age, gender, location, interest, and others, that help advertisers reach the right customer for their business.
Location based service recommendation
Through Global Position System (GPS), Wi-Fi, and base station signal, users'location information can be acquired in real time. Location-based service recommendation is widely used in modern life. For example, when a user stays in a strange place, as long as opening the map of mobile phone, recommendation system can immediately provide restaurants suitable for user's taste and hotels meeting user's consumption level by mobile phone location.
Recommendation problem definition
Service recommendation problem can be reduced to a problem of estimating ratings for the services that have not been seen by a user. Intuitively, this estimation is usually based on the ratings given by the user to other services and on some other information. Once we can estimate ratings for the yet unrated services, we can recommend to the user the service with the highest estimated rating.
More formally, the recommendation problem can be formulated as follows: let C be the set of all users and let S be the set of service candidates that can be recommended; let u be a utility function that measures the usefulness of service s to user c, i.e., u : C × S → R, where R is a totally ordered set; then, for each user c, we want to choose such service that maximizes the user's utility. More formally:
In recommendation systems, the utility of a service is usually represented by a rating, which indicates how a particular user liked a particular service, for example, John Doe gave the movie "Harry Potter" the rating of 7 (out of 10). Each element of the user space C can be defined with a profile that includes various user characteristics, such as age, gender, income, and marital status. Similarly, each element of the service space S is defined with a profile that includes various service characteristics, such as title, genre, director, year of release, and leading actors.
Recommendation systems and techniques
Much research over the past decade has focused on developing service recommendation systems and techniques from disciplines such as human-computer interaction, statistics, machine learning, and information retrieval. These methods are often classified into broad categories according to recommendation approach, as well as to algorithmic technique.
Recommendation systems [30] are usually classified based on recommendation approach as:
Content-based recommendation [31] : Content-based methods analyze the common features among the services a user has already rated highly. Only the services similar to user's past preferences are then recommended; Collaborative recommendation [32] : Collaborative methods recommend services to the user that people with similar tastes and preferences have liked in the past; Hybrid recommendation: It is a combination of collaborative and content-based methods to avoid certain limitations of content-based and collaborative systems.
Recommendation systems methods can be classified based on the algorithmic technique as:
Heuristic-based technique: Heuristic-based techniques make rating predictions based on the entire collection of previously rated services by the users; Model-based technique: Model-based techniques use previous transactions to learn a model (usually using some machine-learning [33] or statistical technique) that is then used for making recommendations.
Content-based recommendation with heuristic-based technique
In content-based recommendation methods, the utility u(c, s) of service s for user c is estimated based on the utilities u(c, s i ) assigned by user c to services s i ∈ S that are "similar" to service s. For example, in a movie recommendation application, in order to recommend movies to the target user, the content-based recommendation system tries to understand the commonalities among the movies user c has rated highly in the past (specific actors, directors, subject matter, etc.). Then, only the movies that have a high degree of similarity to whatever user's preferences would get recommended. More formally, let ServiceP(s) be a service profile, that is, a set of attributes characterizing service s. It is usually computed by extracting a set of features from service s and is used to determine appropriateness of the service for recommendation purposes. Let UserP(c) be the profile of user c containing preferences of the user. These profiles are obtained by analyzing the content of the services previously seen and rated by the user. Thus, the utility function u(c, s) is usually defined as:
u(c, s) = score(UserP(c), ServiceP(s)).
(6.4) Note, both service profile ServiceP(s) and user profile UserP(c) are constructed using keyword analysis techniques from information retrieval. 
where K is the total number of keywords in the system.
Content-based recommendation with model-based technique
Model-based techniques differ from information retrieval-based approaches in that they calculate utility predictions based not on a heuristic formula, but rather are based on a model learned from the underlying data using statistical learning and machine learning techniques [34] . For example, based on a set of services that are rated as "relevant" or "irrelevant" by the user, we can use the naïve Bayesian classifier to classify unrated services. More specifically, the naïve Bayesian classifier is used to estimate the following probability that service s j belongs to a certain group G i (e.g., relevant or irrelevant) given the set of keywords, k 1,j , . . . , k n,j , on that service:
Moreover, we can assume that keywords are independent and, therefore, the above probability is proportional to:
While the keyword independence assumption does not necessarily apply in many applications, naïve Bayesian classifiers still produce high classification accuracy. Furthermore, both P(k x,j |G i ) and P(G i ) can be estimated from the underlying training data. Therefore, for each service s j , the probability P(G i |k 1,j & . . . & k n,j ) is computed for each group G i , and service s j is assigned to the group G i having the highest probability.
As in the case of content-based approaches, the main difference between modelbased techniques and heuristic-based techniques is that the model-based techniques calculate utility (rating) predictions based not on some ad hoc heuristic rules, but rather based on a model learned from the underlying data using statistical and machine learning techniques.
Collaborative recommendation with heuristic technique
Collaborative recommendation systems try to predict the utility of services for a particular user based on the services previously rated by other users. More formally, the utility u(c, s) of services s for user c is estimated based on the utilities u(c j , s) assigned to services s by those users c j ∈ C who are "similar" to user c. For example, in a movie recommendation application, in order to recommend movies to user c, the collaborative recommendation system tries to find the "peers" of user c, that is, other users that have similar tastes in movies (rate the same movies similarly). Then, only the movies that are most favored by the "peers" of user c would get recommended.
Collaborative recommendation with heuristic-based techniques [35] makes rating predictions based on the entire collection of previously rated services by users. That is, the value of the unknown rating r c,s for user c and service s is usually computed as an aggregate of the ratings of the N most similar users for the same services:
whereĈ denotes the set of N users that are the most similar to user c and have rated service s. The most common aggregation approach is to use the weighted sum as:
where k serves as a normalizing factor and is usually selected as k = 1/ c ∈Ĉ |sim(c, c )|,r c is the average rating of user c, and sim(c, c ) is the similarity between user c and user c . In most of these approaches, the similarity between two users is based on their ratings of services that both users have rated. The two most popular approaches are correlation-based and cosine-based approaches. The Pearson correlation coefficient is shown as follows:
where S x,y is the set of all services correlated by both user x and user y.
Collaborative recommendation with model-based technique
Collaborative recommendation with model-based techniques makes rating predictions based on a model learn from the collection of ratings. For example, we can use a simple probabilistic model to implement collaborative filtering, where the unknown ratings of services are calculated as:
where r c,s is the rating value for user c and service s, and it is assumed that rating values are integers between 0 and n, and the probability expression is the probability that user c will give a particular rating to services given that user's ratings of the previously rated services.
To estimate this probability, there are two alternative probabilistic models: cluster models and Bayesian networks. In the first model, like-minded users are clustered into classes. Given the user's class membership, the user ratings are assumed to be independent, that is, the model structure is that of a naïve Bayesian model. The number of classes and the parameters of the model are learned from the data. The second model represents each service in the domain as a node in a Bayesian network, where the states of each node correspond to the possible rating values for each service. Both the structure of the network and the conditional probabilities are learned from the data. One limitation of this model is that each user can be clustered into a single cluster, whereas some recommendation applications may benefit from the ability to cluster users into several categories at once. For example, in a book recommendation application, a user may be interested in one topic for work purposes and a completely different topic for leisure.
Several other model-based collaborative recommendation approaches [36] have been proposed in the literature. Statistical model, Bayesian model, probabilistic relational models, linear regression models, and maximum entropy models have been developed to gain more ideal performance for collaborative recommendation.
Hybrid recommendation
Several service recommendation systems use a hybrid approach by combining collaborative and content-based methods, which helps to avoid certain limitations of content-based and collaborative systems. Different ways to combine collaborative and content-based methods into a hybrid recommendation system can be classified as follows:
Combining separate recommendations [37] One way to build hybrid recommendation systems is to implement separate collaborative and content-based systems. Then we can have two different scenarios. First, we can combine the ratings obtained from individual recommendation systems into one final recommendation using either a linear combination of ratings or a voting scheme [38] . Alternatively, we can use one of the individual recommendations, at any given moment choosing to use the one that is "better" than others based on some recommendation "quality" metric.
Adding content-based characteristics to collaborative models
Several hybrid recommendation systems, including Fab and the "collaboration via content" approach, are based on traditional collaborative techniques but also maintain the content-based profiles for each user. These content-based profiles, and not the commonly rated services, are then used to calculate the similarity between two users. This type of methods can overcome some sparsity-related problems of a purely collaborative approach, and users can be recommended with the service not only when this service is rated highly by users with similar profiles, but also when this service scores highly against the user's profile.
Adding collaborative characteristics to content-based models
The most popular approach in adding collaborative characteristics to content-based models is using some dimensionality reduction technique on a group of content-based profiles. For example, we can use latent semantic indexing to create a collaborative view of a collection of user profiles, where user profiles are represented by term vectors, resulting in a performance improvement compared to the pure content-based approach.
Developing a unifying recommendation model [39] Many researchers have followed this approach in recent years, such as single rulebased classifiers based on content-based and collaborative characteristics, unified probabilistic methods based on the probabilistic latent semantic analysis, Bayesian mixed-effects regression models based on Markov chain Monte Carlo methods, and so on.
Hybrid recommendation systems can also be augmented by knowledge-based techniques in order to improve recommendation accuracy and to address some of the limitations (e.g., new user, new service problems) of traditional recommendation systems. For example, we can use some domain knowledge about restaurants, cuisines, and foods to recommend restaurants to its users. The main drawback of knowledgebased systems is the need for knowledge acquisition-a well-known bottleneck for many artificial intelligence applications. However, knowledge-based recommendation systems have been developed for application domains where domain knowledge is readily available in some structured machine-readable form, for example, as an ontology. For example, Quickstep and Foxtrot systems use research paper topic ontology to recommend online research articles to the users.
Mobile recommendation systems
Mobile recommendation system is the hot spot of the current research. With the increasing ubiquity of Internet-accessing smart phones, it is now possible to offer personalized, context-sensitive service recommendations. This is particularly a difficult area of research as mobile data are complex, heterogeneous, and noisy, and these require spatial and temporal autocorrelation. Mobile recommendation systems have to deal with its validation and generality problems.
One example of a mobile recommendation system is one that offers potentially profitable driving routes for taxi drivers in a city. This system [40] takes as input data in the form of GPS traces of the routes that taxi drivers took while working, which include location (latitude and longitude), time stamps, and operational status (with or without passengers). It then recommends a list of pickup points along a route that will lead to optimal occupancy times and profits. This type of system is obviously location-dependent, and as it must operate on a handheld or embedded device, the computation and energy requirements must remain low.
Another example of mobile recommendation is the system developed for professional users. This system takes as input data the GPS traces of the user and his agenda to suggest him suitable information depending on his situation and interests. The system uses machine learning techniques and reasoning process in order to adapt dynamically the mobile recommendation system to the evolution of the user's interest.
Mobile recommendation systems have also been successfully built using the Web of Data as a source for structured information. A good example of such system is SMARTMUSEUM [41] . The system uses semantic modeling, information retrieval, and machine learning techniques in order to recommend services matching user's interest, even when the evidence of user's interests is initially vague and based on heterogeneous information.
Service recommendation summary
There has been much research done on service recommendation over the past several years that have used a broad range of statistical, machine learning, information retrieval, and other techniques and that significantly advanced the state of the art in comparison to early recommendation systems that utilized collaborative-and content-based heuristics. However, both the content-based recommendation and collaborative-based recommendation have their own limitations.
Limitation of content-based recommendation New user problem
A user has to rate a sufficient number of services before the system can really understand the user's tastes and preferences and present the user with reliable recommendations. Therefore, a new user, having very few ratings of services, would not be able to get accurate recommendations.
Limited content analysis
Content-based techniques are limited by the features that are explicitly associated with the objects these systems recommend. Therefore, in order to have a sufficient set of features, the content must either be in a form that can be parsed automatically by a computer, or the features should be assigned to services manually. While information retrieval techniques work well in extracting features from text documents, some other domains have an inherent problem with automatic feature extraction. Moreover, it is often not practical to assign attributes by hand. Another problem is that, if two different services are represented by the same set of features, they are indistinguishable in content-based recommendation systems.
Overspecialization
When the system can only recommend services that score highly against a user's profile, the user is limited to being recommended services similar to those already rated, and it cannot recommend services that are different from anything the user has seen before. Therefore, some content-based recommendation systems filter out services not only if they are too different from user's preferences, but also if they are too similar to something the user has seen before. In summary, the diversity of recommendations is often a desirable feature in recommendation systems. Ideally, the user should be presented with a range of options and not with a homogeneous set of alternatives.
Limitation of collaborative recommendation New user problem
It is the same problem as with content-based systems. In order to make accurate recommendations, the system must first learn the user's preferences from the ratings that the user makes. Several techniques have been proposed to address this problem.
New service problem
New services are added regularly to recommendation systems. Collaborative systems rely solely on users' preferences to make recommendations. Therefore, until the new service is rated by a substantial number of users, the recommendation system would not be able to recommend it.
Sparsity
In any recommendation system, the number of ratings already obtained is usually very small compared to the number of ratings that need to be predicted. Effective prediction of ratings from a small number of examples is important [42, 43] . Also, the success of the collaborative recommendation system depends on the availability of a critical mass of users.
Summary of the recommendation systems research
As discussed above, recommendation systems can be categorized as being (a) content-based, collaborative-based or hybrid-based recommendation approach, and (b) heuristic-based or model-based recommendation techniques used for the rating estimation. We use these two orthogonal dimensions to classify the recommendation systems research as shown in Table 6 .3.
Evaluation index
There are several major indexes that are commonly considered when comparing different selection or recommendation approaches. As different applications have different needs, the designer of the system must decide on the important index to measure the concrete application at hand, and some of the indexes can be traded off. Therefore, when suggesting a method that improves one of the indexes, it should evaluate the influence of user experience affected by changes in this index either through a user study or through online experimentation.
User preference
When we need to choose one out of a set of candidate services, an obvious option is to run a user study (within subjects) and ask the participants to choose one of the candidates. The service with the largest number of votes is the ideal one to recommend to users. And we need to further weight the vote by the importance of the user and provide nonbinary answers for the preference question in the user study.
Accuracy
A basic assumption in a selection/recommendation system is that a system providing more accurate selections/predictions will be preferred by the user. The root-meansquare deviation (RMSD) or root-mean-square error (RMSE) is the most popular metric used in evaluating accuracy of predicted ratings. The RMSD represents the sample standard deviation of the differences between predicted values and actual values. The RMSD serves to aggregate the magnitudes of the errors in predictions for various times into a single measure of predictive power. At the same time, we could measure the diversity of a selection/recommendation list based on the sum, average, min, or max distance between service pairs, or measure the value of adding each 
Confidence and trust
Confidence refers to the system's trust in its selection or recommendations. The most common measurement of confidence is the probability that the predicted value is indeed true, or the interval around the predicted value [49, 50] . For example, a recommendation may accurately rate a movie as a four-star movie with probability 0.85. The most general method of confidence is to provide a complete distribution over possible outcomes. Trust refers to the user's trust in the selection/recommendation system. The most common method for evaluating user trust on the recommendation system is by asking users whether the system recommendations are reasonable in a user study. In an online test, one could associate the number of recommendations followed with the trust in the recommendation, assuming that higher trust in the recommendation would lead to more recommendations being used. Alternatively, we could also assume that trust in the system is correlated with repeated users.
Robustness and privacy
Robustness is the stability of the recommendation in the presence of fake information, typically inserted on purpose in order to influence the recommendations. Such attempts to influence the recommendation are typically called attacks. It is more useful to estimate the cost of influencing a recommendation, which is typically measured by the amount of injected information. We can simulate a set of attacks by introducing fake information into the system data set, empirically measuring average cost of a successful attack. Privacy refers to the right that the private messages of users are not infringed. It is important for most users that their preferences stay private, that is, no third party can use the recommendation system to learn something about the preferences of a specific user. It is generally considered inappropriate for a service recommendation system to disclose private information even for a single user.
Conclusion
This chapter introduces the background and characteristics of service selection and recommendation in integrated network. Then it details the scenarios and definitions of service selection and recommendation, analyzes various algorithms, techniques, and strategies of service selection and recommendation, and finally summarizes limitations and evaluation indexes for service selection and recommendation approaches.
