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Achieving tunable and coherent long-range interactions between cold atoms is an outstanding
challenge. We propose a solution based on the powerful new platform of cold atoms trapped near
nano-photonic systems. We show that atoms trapped near photonic crystals act as dielectric ele-
ments that seed localized cavity modes around the atomic position. This enables a dynamic form of
“all-atomic” cavity QED, in which the mode volume and detuning of the effective cavity modes can
be tuned, and atoms separated by the order of the effective cavity length can interact coherently in a
manner analogous to conventional cavity QED. Considering realistic conditions such as fabrication
disorder and photon losses, we find that coherent long-range potentials or spin interactions can be
dominant in the system over length scales up to hundreds of wavelengths.
Trapped ultracold atoms are a rich resource for physi-
cists. Isolated from the environment and routinely ma-
nipulated, they can act as a quantum simulator for a
wide variety of physical models [1]. However, while short-
range interactions between atoms can be adjusted by Fes-
hbach resonance, long-range interactions are typically ab-
sent from these systems, leaving a large class of models
inaccessible to quantum simulation. For example, exotic
phases such as the supersolid are predicted in systems
with long-range interactions [2], as well as Wigner crys-
tallization [3] and topological states [4]. Attempts to
achieve long-range interactions have focused on creating
systems where the particles interact via some intrinsic
property [5], for example atoms with large magnetic mo-
ment [6], polar molecules [7], atoms with Rydberg exci-
tation [8–10] or trapped ions [11, 12].
We investigate another paradigm, where instead of
adjusting atomic properties, we design the medium via
which the atoms interact. We consider atoms trapped
near a photonic crystal, which then interact via the op-
tical modes of the crystal [13]. Our proposal builds on
progress coupling individual cold atoms with nanoscale
optical cavities in photonic crystals [14, 15], along with
demonstrations of many-body systems of ∼ 103 atoms
trapped by and interacting with the evanescent guided
modes of nanofibers [16, 17].
The optical modes of a photonic crystal differ signif-
icantly to those in free space or a nanofiber, where the
periodic dielectric structure allows band gaps, frequency
ranges in which no guided modes exist [18]. When the
resonance frequency of an excited atom trapped near
the crystal lies in a band gap, a photon emitted by the
atom can only penetrate a finite distance into the crystal,
forming a bound state with the atom [19–22]. We show
that the photonic component of the bound state can be
thought of as a cavity mode induced by the dielectric
contrast of the atom itself. This setting enables coher-
ent interactions to be engineered with a second proximal
atom [22–26], much like two atoms interacting via a real
cavity mode. The atom-photon bound states can realis-
tically extend over distances of order of 100 wavelengths
and can be dynamically manipulated, providing a new
tool to realize fully tunable long-range interactions with
cold atoms.
Long-range interactions between particles often oc-
cur through the exchange of photons. A simple ex-
ample consists of two-level atoms (transition frequency
ωa = 2pic/λ, dipole matrix element deg) interacting via
a single mode of a Fabry-Perot cavity (annihilation op-
erator aˆ, resonance frequency ωc, mode volume V ), as
shown in Fig. 1a. Neglecting loss, a single atom in the
cavity is described by the Jaynes-Cummings (JC) model
[27], H = ~ωaσee + ~ωcaˆ†aˆ + ~gc(σegaˆ + h.c.), where
σαβ = |α〉〈β| are atomic operators and the atom-mode
coupling strength is gc = deg
√
ωc/(~0V ). For a single
excitation, the eigenstates are dressed states — superpo-
sitions of the excited atomic state |e〉 and a single cavity
photon |1〉— given by |ψ1〉 = cos θ|e〉|0〉+sin θ|g〉|1〉 and
|ψ2〉 = − sin θ|e〉|0〉+ cos θ|g〉|1〉.
For detuning ∆c = ωa−ωc  gc, the mixing angle θ →
0, and |ψ1〉 is predominantly an atomic excitation with
a small photonic component. A second atom introduced
into the cavity can then exchange an excitation with the
first via the weakly populated cavity mode, leading to an
effective interaction. For N atoms this gives [28, 29]
HI =
~g2c
∆c
N∑
j,l
σjegσ
l
ge, (1)
which describes exchange of excitations between atoms
with strength that does not diminish with distance, only
being bounded by the volume of the physical cavity.
These effectively infinite range interactions, while inter-
esting in their own right [30–33], remove the spatial com-
plexity of the system, and can often be described using
collective operators or mean-field methods.
To realize long-range, but finite-scale, interactions we
utilize photonic crystals [18]. A typical dispersion rela-
tion of frequency ωk versus Bloch wavevector k for such
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FIG. 1. (a) Two atoms are coupled with strength gc to a single
mode of a Fabry-Perot cavity, enabling an excited atom (atom
1) to transfer its excitation to atom 2 and back. The coherence
of this process is reduced by the cavity decay (rate κ) and
atomic spontaneous emission into free space (rate γ). (b)
Photonic crystals are alternating dielectric materials, shown
here as oval air holes in a dielectric waveguide, with unit cell
length a. A defect, such as caused by removing or altering the
hole sizes, can lead to a localized photonic mode (red). Atoms
interact via this mode in an analogous manner to in (a). (c)
A typical band structure of a 1d photonic crystal, illustrating
the guided mode frequency ωk versus the Bloch wavevector
k in the first Brillouin zone. We are interested in the case
where atoms coupled to the crystal have resonance frequency
ωa close to the band edge frequency ωb, with ∆ ≡ ωa−ωb. (d)
An atom near a photonic crystal can act as a defect, inducing
its own cavity mode with an exponentially decaying envelope
(red). A second atom can couple to this mode to produce
an interaction similar to in (a), but where the strength now
depends on the inter-atomic distance.
a system is shown in Fig. 1c. Conventionally, a localized
photonic crystal cavity mode is created by introducing a
local dielectric defect (Fig. 1b) that pulls a discrete mode
out from the continuous band spectrum [34]. Here, we
show that an atom trapped near the photonic crystal is
itself a dielectric defect and capable of seeding a cavity
mode localized around the atomic position, via which it
can interact with other atoms (Fig. 1d).
To model this system we first consider two level atoms,
where the atomic resonance is close to one of the band
edges (Fig. 1c), with detuning ∆ = ωa − ωb, so that
the influence of other bands is negligible. We make the
effective mass approximation for the dispersion relation
ωk ≈ ωb(1−α(k−k0)2/k20) about the band edge wavevec-
tor k0, where α characterizes the band curvature [19].
In this case the density of photonic states has a van
Hove singularity at the band edge leading to significant
coupling of atoms only with Bloch modes of wavevector
k ∼ k0, which have form Ek(z) ≈ eikzuk0(z) and anni-
hilation operator aˆk. We can further approximate that
near the band edge the coupling g = deg
√
ωb/(4pi~0A)
is independent of k, where A is the mode cross-sectional
area [13].
For a system with one atom at z = 0 and one excita-
tion, from the system Hamiltonian
H = ~ωaσee+
∫
dk~ωkaˆ†kaˆk+~g
∫
dk(σegaˆkEk(0)+h.c.),
(2)
we find an exact eigenstate of the Schro¨dinger equation,
H|ψ〉 = ~ω|ψ〉, of the form |φ1〉 = cos θ|e〉|0〉+sin θ|g〉|1〉.
Here |1〉 = aˆ†|0〉 is the single photon state associated with
photon operator aˆ =
∫
dkckaˆk. The frequency ω lies
within the gap, with detuning δ = ω − ωb > 0 from the
band edge that is the positive real root of (δ −∆)√δ =
β3/2 for β =
(
pig2|uk0(0)|2k0/
√
αωb
)2/3
.
Importantly, the photonic component is localized
around the atomic position, with spatial mode function
φ(z) =
∫
dkc∗kEk(z) =
√
4pi
L
e−2|z|/L+ik0zuk0(z). (3)
The photon decays exponentially with distance z from
the atomic position with length scale L =
√
4αωb/(k20δ),
reflecting the fact that within the band gap at energy
ω, the field propagation equation has complex solutions
with attenuation length L.
This confined photonic cloud has the same proper-
ties as a real cavity mode, enabling a mapping onto the
JC model. Specifically, one can associate an effective
atom-cavity interaction strength gc = g
√
4pi/L with the
bandgap system, which scales inversely with square root
cavity length L (or more generally in higher dimensions,
cavity mode volume). We can also identify an effective
cavity mode frequency that is the average frequency of
the photon mode,
∫
dk|ck|2ωk = ωb − δ. The effective
atom-cavity detuning is then ∆c = ∆ + δ, as shown in
Fig. 2a. The state |φ1〉 then maps to the dressed state
|ψ1〉 from the JC model, i.e., the mixing angle and energy
are the same for ∆c → ∆c and gc → gc. The mapping to
the JC model breaks down when we consider the second
dressed state, which is not an eigenstate in the photonic
crystal model because of the continuum of propagating
modes for frequencies below ωb.
The atomic excited state population Pe = cos
2 θ for
|φ1〉 is plotted in Fig. 2b. For ∆  0, most of the ex-
citation resides in the atom, while for ∆  0 the state
becomes mostly photonic, a cavity mode dressed by the
atom. Physically, although the atomic frequency can lie
well within the band, the atom still provides a weak re-
fractive index contrast at frequencies within the gap, and
in 1D, arbitrarily weak dielectric defects can seed a cavity
mode [35]. In this regime (Fig. 2b), the weak dielectric
contrast yields a very long effective cavity length.
It is now apparent that two atoms can exchange an ex-
citation via the induced cavity mode provided they are
separated by a distance . L. In the limit where the pho-
tonic modes are weakly populated (∆  β), this leads
to an effective dipole-dipole interaction between atoms,
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FIG. 2. (a) Energy level diagram for the photonic crystal
dressed state |φ1〉. The dressed state energy ω is detuned
by δ from the band edge into the bandgap (band shown in
red). The atom is coupled to an effective cavity mode with
frequency ωc = ωb − δ formed by superposition of modes in
the band. (b) (left axis, solid) Atomic excited state popu-
lation, Pe = cos
2(θ), for state |φ1〉 as a function of detun-
ing from the band edge in units of β. (right axis, dashed)
Length of the cavity in units of the lattice constant a, cal-
culated for α = 2 and β = 3 × 10−7ωb, which is consistent
with the band structure from Ref. [13] and gc/(2pi) ∼ 5GHz
for a cavity with L = λ [14]. (c) Driven (black) Λ and
(black and blue) four level system. In the Λ scheme, tran-
sition |g〉-|e〉 couples with strength g to the photonic crystal
modes, while |s〉-|e〉 is pumped by a laser with detuning δL
and Rabi frequency Ω. XX interactions can be achieved by
adding level |e′〉, where the transition |s〉-|e′〉 also couples to
the modes of the photonic crystal, while a second pump drives
|g〉-|e′〉. (d) Approximate power law interactions between
atoms can be achieved by summing the different exponen-
tial interactions associated with multiple drive fields (solid)
f(z) = w1e
−s1z/a + w2e−s2z/a ≈ z−1/4, with error (dashed)
f(z) − z1/4. Here w1 = 0.5480, w2 = 0.5684, s1 = 0.2916
and s2 = 0.0089 (obtained by numerical optimization) could
be achieved by detuning one laser from the band edge by
1.723×10−3ωb and the second by 1.612×10−6ωb for α = 0.2.
with positions zj , of the form
HI ≈ ~g
2
c
∆c
N∑
j,l
σjegσ
l
gef(zj , zl). (4)
The effective atom-cavity detuning is ∆c = 2∆ (since δ ∼
∆) and f(zj , zl) = e
−2|zj−zl|/L+ik0(zj−zl)uk0(zj)u
∗
k0
(zl).
Compared to the case of a conventional cavity (Eq. (1)),
the main feature of interactions emerging from atom-
induced cavities is that the spatial function f(zj , zl) is
finite-range and tunable, both through the effective inter-
action length L and the Bloch functions (e.g., from which
changes in sign can be engineered). In addition, this
dynamic cavity mode follows the atomic position rather
than being a static property set by boundary conditions.
Our results also generalize to higher dimensions, e.g., in
a 2D photonic crystal atom-induced cavities lead to a
function f(zj , zl) ≈ e−2|zj−zl|/L/
√|zj − zl|.
The concept of bound atom-photon states near band
edges was introduced in Ref. [19], and associated interac-
tions have been discussed [22–26]. Compared to previous
work, our results have several distinct features. First, we
have identified an exact and conceptually appealing map
onto the conventional JC model of cavity QED. This en-
ables the extensive toolbox of atomic manipulation de-
veloped in cavity QED to be transferred to these sys-
tems. Furthermore, as shown below, it permits one to
readily identify the limits of the system, such as in in-
teraction strengths (as dictated by mode volume) or the
fidelity of quantum operations (by an effective coopera-
tivity parameter). Second, we will show that by exploit-
ing more complex level structure, both the type of spin
interaction and the spatial function can be further manip-
ulated dynamically, e.g., to produce power law envelopes
f(zj , zl) ∝ |zj − zl|−η instead of exponential. This tun-
ability facilitates simulation of a wide range of long-range
interacting models.
As in a real cavity, dissipation limits the possible co-
herence time of the system. Imperfections in the pho-
tonic crystal cause photon loss at rate κp, and because
our structures of interest are not full 3D photonic crys-
tals, an excited atom can spontaneously emit into free
space at rate γ (usually comparable to the vacuum rate
[13]). The effect of losses can be revealed, for example,
by studying the exchange of an excitation between two
atoms separated by . L. From Eq. (4), the exchange
time is given by τ ∼ ∆c/g2c , while the total loss is given
by τ(γ cos2 θ + κp sin
2 θ). Optimizing the detuning, we
find loss that scales as 1/
√
C, where C = g2c/(κpγ) is the
single-atom cooperativity. For a state of the art photonic
crystal (Q ∼ 106) coupled to Cesium atoms (γ/(2pi) ∼
5MHz), a cavity with volume V ∼ λ3 (i.e. L = λ) could
have gc/(2pi) ∼ 5GHz, giving a feasible cooperativity of
Cλ ∼ 104 [13, 14, 36]. Assuming that κp is dominated
by local imperfections in the photonic crystal, we expect
that it is independent of the length L. The cooperativity
of the dynamic cavity mode then scales with length as
CL = λCλ/L, which limits the length for which interac-
tions remain coherent. For Cλ ∼ 104, CL remains greater
than 100 for lengths of up to 100 wavelengths.
The effective interaction of Eq. (4) depends on the de-
tuning from the band edge ∆ and band curvature α,
which cannot be easily tuned given a physical structure.
This can be remedied by considering the Λ-level structure
shown in Fig. 2b, where the |g〉-|e〉 transition is coupled
to the band edge as before, while |s〉-|e〉 is assumed to be
de-coupled (e.g., by polarization) but addressable by an
external laser with Rabi amplitude Ω and detuning δL.
In this case, the Raman scattered field is centered around
the frequency ωa + δL, and intuitively the photon cloud
size will be determined by the attenuation length at this
frequency rather than at ωa. Specifically, adiabatically
eliminating the excited state and the photonic modes, we
obtain an interaction of the form in Eq. (4),
HI =
~|Ω|2g2c
2∆Lδ2L
N∑
j,l
σjsgσ
l
gsf(zj , zl), (5)
4where now ∆ = ωa−ωb is replaced by ∆L = δL+ωa−ωb
and gc is replaced by Ωgc/δL. The strength of the in-
teraction is reduced by a factor of |Ω|2/δ2L, leading to an
increase in the time needed for the spin exchange; how-
ever, the population of the excited state is also reduced
by the same factor. The Raman process effectively nar-
rows the natural line width of the excited state, and the
cooperativity C (characterizing the optimal fidelity of ex-
change) remains constant.
By tuning the frequency and amplitude of the
drive laser, the interaction strength and length L =√
4αωb/(∆Lk20) can now be dynamically altered. It also
becomes feasible to build interaction scalings other than
exponential, by driving the |s〉-|e〉 transition with two or
more fields of different frequencies. This leads to an in-
teraction potential for the atoms which is the sum of the
potentials due to each individual drive field (the adiabatic
elimination of drive fields is additive). For example, we
show in Fig. 2c the approximation of an η = 1/4 power
law interaction over 50 unit cells using two pump fields.
Additional drive fields improve the approximation.
Mapping the interactions to the ground state mani-
fold for three-or-more level atoms enables simulation of
spin or quantum magnetism models with long range in-
teractions. In one extreme we can suppose the atoms
are tightly trapped on a lattice, then the interaction
in Eq. (5) corresponds to the XY-model,
∑
j 6=l(σ
j
xσ
l
x +
σjyσ
l
y)f(zj , zl), for spin-1/2 operators (σx, σy, σz) =
(σgs+σsg, i(σgs−σsg), σss−σgg)/2. Other level schemes,
such as the four level structure in Fig. 2b, enable other
spin models. Here, the Λ-structure is extended by adding
a transition |s〉-|e′〉 that also couples to the photonic crys-
tal modes, while a second pump with the same amplitude
and detuning as the first drives the |g〉-|e′〉 transition.
Eliminating the excited state manifold now yields an ef-
fective Hamiltonian corresponding to the transverse Ising
model with long-range interactions,
H = ~ωs
N∑
j
σjz +
2~|Ω|2g2c
∆Lδ2L
N∑
j 6=l
σjxσ
l
xf(zj , zl). (6)
In the opposite limit where the atoms move freely, driv-
ing the atoms weakly and off resonance allows the inter-
nal degrees of freedom to be eliminated from the dynam-
ics. In this case the interaction in Eq. (4), after elim-
ination of the excited state, yields a purely mechanical
potential for the atoms, U ≈ ~|Ω|2g2c2(ωL−ωb)(ωL−ωa)2 f(zj , zl)
[37]. Engineering the interaction to be a power law with
η = 1, for example, would enable simulation of charged
particles using neutral cold atoms.
Beyond the photon losses already discussed, imperfec-
tions in photonic crystal fabrication can yield disordered
potentials and an Anderson localization length, ξ, that
provides an upper limit to the interaction range. For a 1d
photonic crystal consisting of alternating dielectric lay-
ers, we can show (see Appendix A) that weak disorder
in the phase length of each layer can be mapped to the
weakly disordered Kronig-Penney model where the local-
ization length near the band edge is known [38–40]. We
find localization lengths of greater than 100 unit cells,
e.g. for layers with refractive indices 1 and 2, provided
that the fractional variance of the layer thickness is of
the order of 10−3 or less. Fabrication of photonic crys-
tals with this level of variation has been reported [36].
In conclusion, we have demonstrated the utility of
atom-induced cavities in photonic crystal structures as a
toolbox to achieve tunable long-range interactions. These
interactions could lead to long-range entanglement of
atoms [26] and provide a powerful method to simulate
many-body physics with long-range interactions and as-
sociated phenomena, such as frustration [41] and many-
body localization [42]. We anticipate that it should also
be possible to investigate rich phenomena associated with
long-range interactions in higher spin (greater than 1/2)
models, or intermediate regimes where both motion and
spin interactions couple to one another. To probe the
emerging many-body states, techniques that have been
used for quantum gases that allow single atom resolu-
tion could be applied [43, 44]. Alternatively, by measur-
ing transmission and reflection of probe light within the
propagating band, internal state correlations or density
variations may be revealed [13, 37]. Long-range inter-
actions in this system could also generate non-local non-
linearities for photons, leading to photonic molecules and
other exotic states [45, 46]. Finally, the use of band edges
to manipulate interactions should find wide use beyond
the photonic crystal setting. In the context of atom-
photon interactions, band structure could be engineered
using a variety of fabrication techniques [15, 47–49], or
using periodic arrangements of atoms themselves [50, 51].
Coupling of quantum bits via phononic band structure
[52] could be controlled in an analogous manner.
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Appendix A: Disorder near the band edge in a
photonic crystal model
Disorder in the photonic crystal may be introduced
during fabrication, either deliberately or inevitably due
to the finite accuracy of the fabrication method. Here
we consider a simple model of a one-dimensional pho-
tonic crystal to investigate how this disorder affects the
5structure of photonic modes in the crystal. We take
the photonic crystal to be an alternating dielectric stack,
with high refractive index nh and low refractive index nl,
where each layer of the stack has the same phase length
φb at the band edge. We then introduce weak disorder by
adding a random phase length shift εh(l)φb to each layer,
which have mean 〈εh(l)〉 = 0, variance 〈(εh(l))2〉 = ε2 and
ε 1.
As we will show below, this model of the photonic crys-
tal, has the same band edge properties as the weakly dis-
ordered Kronig-Penney model, which is given by [38, 39]
−∂
2ψ
∂x2
+
∑
U(1 + βn)δ(x− a(n+ α˜n)) = q2ψ. (A1)
The Kronig-Penney model describes the propagation of
the wavefunction ψ with quasimomentum q through a
lattice of delta functions with spacing a and strength U .
The disorder is introduced to the Kronig-Penney model
through the random variables α˜n and βn, which adjust
the position and strength of the nth delta function re-
spectively, and is assumed to be weak, that is, the vari-
ables have variance 〈α˜2n〉  1 and 〈β2n〉  1. This disor-
der in the potential leads to localization of waves in the
system, which is characterized by the localization length
ξ. In Refs. [38, 39] the stochastic dynamics of the waves
in the presence of this disorder are studied by solving
the associated Fokker-Planck equation, from which the
localization length is found to be
ξ
a
=
2Γ(1/6)
61/3
√
pi
σ−2/3 (A2)
where σ is related to the variances of αn = α˜n+1 − α˜n
and βn. We now show that our model of the photonic
crystal is related to the Kronig-Penney model near the
band edge and as a result we can model the localization
length in photonic crystals using Eq. (A2).
While the two models appear physically different, their
respective effects on wave propagation will be the same
if the reflection and transmission of waves due to each
unit cell is the same in both models. Indeed at the band
edge, in the absence of randomness, the models can be
tuned to produce the same behavior, i.e., equal phase and
magnitude of the transmission coefficient t, by adjusting
the free parameters. As we introduce randomness we
then match the models by equating the magnitude and
phase of t to first order in the random variables.
In the Kronig-Penney model the transmission coeffi-
cient is
tKP =
eiφKP (1+αn)
1 + ib(1 + βn)/2
(A3)
taking b = Ua/φKP , where φKP is the phase length of
the unit cell in the Kronig-Penney model at the band
edge in the absence of disorder. In the photonic crystal
model we have
tPC = − 4e
iφb(1+εl)nhnl
eiφb(1+εh)(nh − nl)2 − e−iφb(1+εh)(nh + nl)2) .
(A4)
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FIG. 3. Localization length ξ (in units of the lattice con-
stant a) at the band edge for a 1d photonic crystal stack of
alternating dielectric layers with nh/nl = 2 as the strength of
disorder ε varies.
Equating |tKP |2 = |tPC |2 for zero randomness gives b =
±2(nh − nl)/√nhnl. We can now expand both tKP and
tPC to first order in the random variables in order to
match the coefficients. This gives the following relation
at the band edge
βn → φb(nh − nl)
2
√
nhnl
εh, (A5)
αn → φb
φKP
εl +
φbnhnl
φKP (n2h − nhnl + n2l )
εh. (A6)
Eqs. (A5) and (A6) indicate that a random phase shift
in the low refractive index layer of the photonic crystal
is equivalent to a change in the delta function separa-
tion in the Kronig-Penney model, while a random shift
in the high index layer is equivalent to changing both
the delta function height and separation. By substi-
tuting this mapping into the definition of the variance
[38] σ2 ≡ b2(φ2KP 〈α2n〉 + sin2(φKP )〈β2n〉) and utilizing
sin2(φKP ) = 4nhnl/(nh + nl)
2, which holds when the
band edges are matched between the two models, we ob-
tain
σ2 = 4φ2b
(
2(r2 + 1)(r − 1)2
r(r + 1)2
+
r(r − 1)2
(r2 − r + 1)2
)
ε2 (A7)
where r = nh/nl is the ratio of refractive indices. The
localization length for the photonic crystal model at the
band edge then follows from Eq. (A2). In Fig. 3 we
plot the localization length as a function of the disor-
der strength ε for r = 2, which could be achieved with
air and SiN layers for example [13]. Localization lengths
of greater than 100 unit cells are possible provided that
the fractional variance of the unit cell length is of the
order of 10−3, an accuracy that has been demonstrated
in the fabrication of photonic crystals [36].
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