An arbitrary link between linguistic form and meaning is generally considered a universal feature of language. However, iconic (i.e., nonarbitrary) mappings between properties of meaning and features of linguistic form are also widely present across languages, especially signed languages. Although recent research has shown a role for sign iconicity in language processing, research on the role of iconicity in sign-language development has been mixed. In this article, we present clear evidence that iconicity plays a role in sign-language acquisition for both the comprehension and production of signs. Signed languages were taken as a starting point because they tend to encode a higher degree of iconic form-meaning mappings in their lexicons than spoken languages do, but our findings are more broadly applicable: Specifically, we hypothesize that iconicity is fundamental to all languages (signed and spoken) and that it serves to bridge the gap between linguistic form and human experience.
Underlying the study of language is the widely held belief that all languages share similar organizational principles working to satisfy fundamental constraints, such as learnability, communicative effectiveness, and the need to link linguistic form to human experience. Arbitrariness (i.e., when there is no meaningfully motivated link between the meaning and form of a word or sign) has long been considered one such design feature (de Saussure, 1915 (de Saussure, /1983 Hockett, 1960) . Nevertheless, across all languages, alongside arbitrary mappings, there exist a range of iconic (meaning-based and motivated) form-meaning mappings. At the word level, iconicity can take various forms, ranging from directly imitative (e.g., onomatopoeia, such as moo, woof, and cock-a-doodle-doo, to represent real-world sounds) to more indirect resemblances encoding additional sensory, motor, and affective experiences as well as spatial or temporal elements of an event (e.g., see Voeltz & Kilian-Hatz, 2001 , for iconic ideophones found across languages).
Particularly rich in iconic form-meaning mappings are signed languages, which are produced in the visuospatial modality and have lexicons encoding iconicity at different levels (e.g., sensorimotor properties of objects and actions, spatial locations and spatial relationships, temporal dynamics of events), as well as more abstract aspects of experience (e.g., signs for cognitive experiences are frequently located at the head). Signed languages are equivalent to spoken languages in being fully expressive and linguistically complex (see Sandler & Lillo-Martin, 2006 , for a review) but are nonetheless steeped in iconic form-meaning mappings (see Fig. 1 for examples).
Why would languages have both arbitrariness and iconicity? Arbitrariness allows greater form-based (phonological) discrimination between similar meanings in a lexicon. Thus, arbitrariness serves to enhance learnability and communicative effectiveness by reducing noise in the linguistic signal (Monaghan & Christiansen, 2006) and to increase potential productivity and expressivity (Gasser, 2004 ; see also Haiman, 1985 , who notes that the degree of meaningful form-meaning correspondences in a language varies inversely with vocabulary size).
Successful communication, however, further requires learning how to link linguistic form to human experience. If anything, arbitrariness makes this connection harder, a fact invoked to explain, for example, why problems retrieving proper names are widespread in elderly populations (Evrard, 2002) . Thus, iconicity may help strengthen the link between linguistic form and human experience, and thereby aid learnability by providing the scaffolding for meaningful communication.
Some recent studies have asked whether iconicity aids spoken-language acquisition. For example, Imai, Kita, Nagumo, and Okada (2008) found that 3-year-old Japanese-speaking children more easily learned novel action words when the sound of the word matched the action than when it did not. Evidence concerning spoken languages, however, is limited, and if iconicity has an important role in language, such a role should be especially visible in sign languages.
Although recent research has shown a role for iconicity in sign-language processing (Thompson, Vinson, & Vigliocco, 2009 , research on the role of iconicity in sign-language development has been mixed (see Thompson, 2011 , for a discussion). There is evidence that signing children develop language earlier than speaking children do (approximately 8.5 months old for the first signs vs. 10-11 months old for the first words; Orlansky & Bonvillian, 1985) . However, this advantage could be due to differences in motor requirements for manual versus oral production rather than to iconicity (Meier & Newport, 1990) .
Whether or not signs acquired earlier tend to be more iconic compared with signs acquired later is also unclear. Orlansky and Bonvillian (1984) argue that iconic signs are not overrepresented in early American Sign Language; however, Lloyd, Loeding, and Doherty (1985) argue that Orlansky and Bonvillian's data support earlier acquisition of iconic signs when a broader definition of iconicity is used. Signing errors were found to exhibit normal patterns of phonological reduction and substitution of less-marked features, which suggests that (motorically based) phonological complexity, rather than iconicity, drives early sign acquisition (Meier, Mauk, Cheek, & Moreland, 2008) . However, these studies did not assess whether iconicity plays a role beyond that played by phonological complexity. This question can be better answered by examining sign comprehension than sign production, because comprehension is less susceptible to phonological and motor constraints than production is.
Thus, although iconicity is present in languages and is especially abundant in sign languages, it is unclear whether it plays a role in language acquisition. In the study reported here, we asked whether iconic signs are comprehended and produced earlier than noniconic signs by children during the first years of language development.
Method
In the present study, we used parental reports from a version of the MacArthur Bates Communicative Development Inventory (CDI; Fenson et al., 1994) adapted for British Sign Language (BSL; Woolfe, Herman, Roy, & Woll, 2010) . The CDI is a widely used tool composed of a checklist on which parents indicate the number of words understood and produced by their children between the ages of 8 and 30 months old. Our analysis sample consisted of 31 Deaf children between 8 and 36 months old from Deaf BSL-signing families in the United Kingdom. Parents were asked to fill in CDI reports on a monthly basis, which resulted in one to eight CDI reports per child.
We excluded data from age groups with fewer than 2 subjects or 20 data points on the BSL CDI (all groups under 11 months and over 30 months of age). This left 20 age groups, each of which was composed of children within a single month of age (i.e., 11-month-olds, 12-month-olds, etc.) and included from 5 to 11 subjects. Of 569 signs included in the BSL CDI, we analyzed 89 to see how well children in each group comprehended and produced them (see the Supplemental Material available online for a complete list of stimuli and http://www. ucl.ac.uk/HCS/research/EBSLD/index.htm for videos of BSL CDI signs). We chose all signs with available familiarity and iconicity norms. Norms are based on BSL signers' judgments using a scale of 1 (not at all iconic) to 7 (highly iconic; see Vinson, Cormier, Denmark, Schembri, & Vigliocco, 2008 , for norming details and BSL videos). We additionally included a sign complexity rating based on a system created by Mann, Marshall, Mason, and Morgan (2010) , for which separate measures of complexity were calculated across the three main phonological parameters (hand shape, location, and movement). For example, for hand shape, signs that used one of four unmarked hand shapes ("B," "5," "G," "A"; see Sutton-Spence & Woll, 1999) were considered less complex than other hand shapes. 
Results
Analyses tested effects of iconicity in parental reports of BSL comprehension and production. We used mixed-effects models with crossed random effects for subjects and items; these models used restricted maximum-likelihood estimation (Baayen, Davidson, & Bates, 2008) . Markov-chain Monte Carlo simulation (n = 5,000) was used to estimate p values. Initial model fits included linear and nonlinear transformations of continuous measures, with nonlinear transformations retained only when they provided significantly better fit than did linear terms. Finally, interaction terms for all possible two-way interactions involving either iconicity or age were included.
In the main analysis, BSL CDI data regarding children's comprehension and production of 89 signs (coded as 0 = not comprehended and 1 = comprehended or 0 = not produced and 1 = produced, respectively) were entered as dependent variables into separate models (either production or comprehension). The predictors in the models were phonological complexity, familiarity, age (grouped into single months), and iconicity. Familiarity was not a significant predictor of early sign comprehension ( p = .18) or production ( p = .21), perhaps reflecting the tendency for all early-acquired signs to be highly familiar (M = 5.5 on a 7-point scale). Phonological complexity was not a significant predictor of either comprehension ( p = .17) or production ( p = .5); however, this finding was qualified in the production model by an age-by-complexity interaction (β = −0.003, 95% CI = [−0.004, −0.002], p = .0002), such that younger signers tended to produce less phonologically complex signs than did older signers.
Age was a significant predictor of both comprehension (β = 0.024, 95% CI = [0.021, 0.027], p = .0002) and production (β = 0.031, 95% CI = [0.027, 0.034], p = .0002), which simply reflects the greater vocabulary of older children. The partial effect of iconicity missed significance for comprehension ( p = .07) and production ( p = .12). However, this finding was qualified by an interaction between iconicity and age for both comprehension (β = 0.003, 95% CI = [0.002, 0.031], p = .0002) and production (β = 0.002, 95% CI = [.001, .003], p = .0002).
We explored this interaction by considering two age groups: a younger group (11-to 20-month-olds) and an older group (21to 30-month-olds).
There was a significant main effect of iconicity for both the younger group (comprehension: β = 0.023, 95% CI = [0.023, 0.038], p = .004; production: β = 0.016, 95% CI = [0.003, 0.029], p = .02) and the older group (comprehension: β = 0.043, 95% CI = [0.021, 0.065], p = .0004; production: β = 0.031, 95% CI = [0.008, 0.055], p = .01). Both groups comprehended and produced more iconic signs than noniconic signs. However, the interaction reflects a stronger benefit of iconicity for older children (see Fig. 2 ). We further used likelihood-ratio tests to verify that the models including iconicity terms were significantly better than comparable models without iconicity as a predictor. In both cases, there was significant improvement, comprehension: χ 2 (2, N = 14,952) = 46, p < .001; production: χ 2 (2, N = 14,952) = 22, p < .001.
In a follow-up analysis, we assessed whether iconic signs would (by chance) be early-acquired words by factoring in CDI reports for normally hearing children acquiring British English (Hamilton, Plunkett, & Schafer, 2000) . For each month of age (11-26), an average proportion of English words comprehended or produced was calculated and entered in the model for 66 signs (signs present in both our reduced CDI set and the British English CDI set). British English CDI reports significantly predicted both sign comprehension (β = 0.052, 95% CI = [0.006, 0.115], p = .03) and production (β = 0.074, 95% CI = [0.022, 0.132], p = .008), which supports the intuition that similar words are acquired early across different languages. Crucially, there remained a significant main effect of iconicity in the comprehension model (β = −0.029, 95% CI = [−0.057, −0.004], p = .026), with more-iconic signs comprehended earlier. The main effect of iconicity was nonsignificant in the production model (β = −0.020, 95% CI = [−0.044, −0.006], p = .12). However, iconicity was again qualified by an interaction with age in the comprehension model (β = 0.003, 95% CI = [0.002, 0.004], p = .0002) and the production model (β = 0.002, 95% CI = [0.001, 0.003], p = .0002): Effects of iconicity were greater for older children, as in the previous analyses. Dividing children into the same two age groups used in the main analysis, we found a significant main effect of iconicity both in the younger group (comprehension: β = 0.018, 95% CI = [0.001, 0.034], p = .031; production: β = 0.019, 95% CI = [0.003, 0.033], p = .02) and in the older group (comprehension: β = 0.044, 95% CI = [0.021, 0.066], p = .0004; production: β = 0.034, 95% CI = [0.009, 0.060], p = .006).
Sign Iconicity
In a final follow-up analysis, we assessed whether other semantic differences, such as imageability, could alternatively explain the results. 1 We used imageability ratings available for English words (Wilson, 1988) . We considered only highly imageable signs (i.e., those with available imageability ratings greater than 400 on a scale from 100 to 700) because over 80% of signs in our data set were highly imageable. We again found a main effect of iconicity, modulated by an age-by-iconicity interaction: Although iconic signs were comprehended and produced more often than noniconic signs were, a stronger effect was seen in the older group (comprehension: β = 0.026, 95% CI = [−0.0007, 0.048], p = .038; production: β = 0.016, 95% CI = [0.002, 0.029], p = .017) than in the younger group (comprehension: β = 0.043, 95% CI = [0.008, 0.079], p = .008; production: β = 0.024, 95% CI = [−0.003, 0.052], p = .004). Thus, although early signs tend to be more imageable, imageability cannot explain iconicity effects (highly imageable signs in our set were spread across the entire range of iconicity ratings, from 1.3 to 6.5, M = 4.1).
Discussion
Our results show that iconicity facilitates sign learning from early development-iconic signs are simply easier to learn. Specifically, we found that iconicity predicts early sign comprehension and production, even taking into account familiarity, phonological complexity, imageability, concreteness (see Note 1), and the type of concepts for which children acquire labels cross-linguistically (using data from the British English CDI).
Phonological complexity was shown to be important in sign production, a result echoing findings in previous studies of sign production (Meier et al., 2008) . However, we demonstrated that iconicity plays a role beyond phonological complexity in determining which signs are produced early. Additionally, we showed iconicity effects in sign comprehension (a topic not previously researched), for which phonological complexity did not play a significant role.
The advantage for iconic signs was found to increase with children's age. Although we must be cautious in drawing causal conclusions from correlational data, such a finding can be explained in developmental terms. For example, it might be due to the relatively greater experiential base older children bring to understanding meaningful form-meaning mappings. Alternatively, it might result from increasing cognitive capacities from 21 to 30 months. Either of these accounts would be in line with research suggesting that children take greater advantage of iconic form-meaning links as they progress in cognitive development (e.g., Tolar, Lederberg, Gokhale, & Tomasello, 2008) . Thus, iconicity could provide an imitative, embodied mechanism to earliest sign acquisition (i.e., highlighting motor and perceptual similarity between actions and signs, as in the case of the BSL sign for drink, which is produced by tipping a curved hand to the mouth to simulate actual drinking). This process would then be further capitalized on when children gain in life experience or cognitive ability.
For signed and spoken languages, there is a difference in the balance of arbitrary and iconic elements, with sign languages weighted toward iconic expressions. What, then, is the relevance of the findings to the general understanding of spoken languages? Given the assumption that any principle we posit must account for patterns in both spoken and signed languages, the findings lead to a clear conclusion. The prevalence of iconicity and its role in sign-language acquisition requires reassessment of iconicity's role across all languages. Thus, we assume that findings from sign-language research have critical implications for the understanding of basic principles underlying both spoken and signed languages, and we propose that iconicity, in addition to arbitrariness, is to be taken as a general feature of language (Perniss, Thompson, & Vigliocco, 2010) .
Sign languages tend to encode more iconic form-meaning mappings than do spoken languages (Taub, 2001) , which makes the bridge between language and the real world easier to cross. Spoken languages show more limited repertoires of iconicity in speech. Thus, speech alone does not provide an optimal way to link linguistic form and human experience. Crucially, however, iconicity in spoken languages becomes readily visible if one additionally considers gestural and prosodic components that accompany and modify speech. When a mother says a train is "l-o-o-o-o-ng" and spreads her hands wide, using common elements of child-directed speech (Snow, 1995) , iconic representations encoded in prosody and cospeech gesture (McNeill, 1992) may help link speech to meaning. Werner and Kaplan (1963/1984) suggest that gestures and body movements may play the earliest role in symbol development by linking meaning to symbolic words. Goodrich and Hudson Kam (2009) have shown that even 2-year-olds can infer the meaning of novel verbs from gestures when no other source of information is present: In other words, children pay attention to gestural cues. Cospeech gestures and prosody, therefore, may provide the key to understanding how spoken languages link linguistic form to human experience.
The hypothesis that language acquisition and processing rely on the same cognitive and neural systems as the systems engaged in perception and action is central to the embodiment approach to cognition (Barsalou, 1999) . A fundamental question for this approach is how and by which mechanisms perceptual and motor systems are engaged in language. One likely mechanism involves temporal association, during development, between sensorimotor experience with objects and hearing and seeing labels corresponding to these actions and objects (e.g., Glenberg & Gallese, 2012 ; see also Gogate & Bahrick, 1998) . The presence of iconicity across languages and its role in language acquisition suggests an additional mechanism whereby iconicity provides scaffolding (a middle ground) to bridge the "great divide" between linguistic form and human experience by triggering more directly imitative representations of experience as part of the linguistic form. Clearly, no language is solely arbitrary or iconic. We suggest that both factors reflect language-specific adaptations to satisfy two basic constraints, namely the need for discriminability in communication (which favors arbitrariness) and the need to link linguistic form to human experience (which favors iconicity).
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