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1. INTRODUCTION 
The well known Perron-Frobenius theorem for nonnegative matrices 
[2] has in some sense a qualitative character. In particular, it shows 
that if the given matrix is irreducible then the Perron root is simple. 
It is the main purpose of this paper to present a lower bound for the 
distance 11 - 11 of the “stochastic” eigenvalue 1 from any other eigenvalue 
ii of a doubly stochastic matrix A = (a,J in terms of p(A) = rning+Mcx 
zis~v,ke,V1aik. This number can be considered as a “measure of irreduc- 
ibility” of A. 
2. DEFINITIONS, NOTATION AND LEMMAS 
Let n 3 2 be an integer, let N = (1, 2,. . . , YZ}. We shall denote by 
M, the set of all real n x n matrices, by D, the set of all doubly stochastic 
matrices in M,, i.e., nonnegative matrices A = (a,J satisfying zis,vaik = 
xke~aiB = 1 for all i, k E N. D, will be the set of all symmetric matrices 
in D,. If A is a matrix, we shall denote by A r the transpose of A. The 
symbol e will always denote the column vector e = (1, 1,. . . , l)r with 
n coordinates. Hence an n x n matrix A belongs to D, iff A 3 0 and 
Ae = e, ATe = e. This means of course that A has an eigenvalue 1 and 
a corresponding eigenvector of A as well as of AT is e. The identity 
matrix will be denoted by I, the matrix eeT by J. The inner product 
of two real or complex vectors x, y will be denoted by (x, y) and means 
the number xTT = cix,yi. As usual, an n x n matrix A = (a& is 
called reducible if there exists a nonvoid proper subset MC N such that 
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aik = 0 for all i E M and k $ M. A matrix which is not reducible is called 
irreducible. 
If A ED,, we define 
This number will be called measure of irreducibility of the matrix A for 
it has the obvious property that p(A) 3 0 and is equal to zero iff A is 
reducible. Since moreover p(A) < 2 k>lalk < 1, the following lemmas 
hold : 
LEM~IA 2.1. If A E D, then 0 < ,u(A) < 1. A is reducible iff ,u(A) = 0. 
LE&lhfA 2.2. If A, ED,, A, ED,, x1 > 0, cc% > 0, x1 + u2 = 1 then 
c~A1 + QAZ ED, and ,WAl + QAZ) > c~(A4 + Q_,~Az). 
Proof. It is obvious that cclAl + cr2A, E D,. Then there exists a 
nonvoid proper subset M, C N such that 
,441+ ~~44 =, 2 ( zsM,,keM, tCllaik + a22aik) > MI/MI) + +LLJ(AFJ. 
In the following lemma, we shall formulate properties of three special 
symmetric stochastic matrices which will later play an important role. 
LEIXMA 2.3. Let C,, C,, C, be n x n matrices defined by 
c, = ij 
c, = fr 
‘1 
1 
 0 1 I 
1 0 1 
. . . . . . . . . . . . . . . . . . . . . 
1 
0 
1 1 1 I 
‘0 1 1 
1 0 0 1 
1 0 0 0 1 
1 0 0 0 1 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
1 0 0 0 1 
1 0 0 1 
i 1 1 ( 
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(unmarked entries aye zero) 
c3 = (n - I)-l(J - I) 
(for n = 2, C, = +J, C2 = CS, for n = 3, C, = C,). 
Then, C,, C,, C, E D,, they commute with each other and 
ACl) = 31 pG) = 1, AC,) = 1. 
The nonstochastic eigenvalztes &(C,), k = 2,. . . , n of Ci, i = 1, 2, 3, aye 
A&,) = cos (k - l)n/n, &(C2) = cos 2(k - l)n/n, l,(C,) = - l/(n - 1). 
They correspond to the common linearly independent (and orthogonal to e) 
eigenvectors 
,+ = (cos(k - l)n/2n, cos 3(k - l)n/2n, . . . , cos(2n - l)(k - l)n/2n)r. 
Proof. It is easily seen that Ci, C,, C, ED,. Now, ,~c(Ca) = min~+~c.~ 
(PI& - IMi)/(n - I)) = I. To show that ,u(C,) = & and ,u(C,) = 1, 
let us use the notion of the labeled graph of a matrix A = (aik) E B,,. 
This is a nondirected graph with vertices 1, 2,. . . , n and those edges 
ik, i # k for which aik # 0; the edge ik is labeled by the number aik. Now 
if 0 f M c N, CitAvM,keMaik is the sum of the labels on all those edges 
which have one vertex in M and the other outside M. The graph Gi of 
C, is easily seen to be the path 1, 2, 3,. . . , n, all edges of which are labeled 
by +. It follows that whenever 0 # MC N, zitnr,kg,,failc 3 4 since Gr 
is connected, and this sum is equal to $ for M = (1). Hence ,u(C,) = &. 
Similarly, the graph G, of C, is easily seen to be a circuit (1, 3, 5,. . . , 
n - 2, n, n - 1, n - 3,. . . , 4, 2, 1 for n odd, 1, 3, 5,. . . , n - 1, n, n - 2, 
. .) 4, 2, 1 for n even) with all edges labeled by 4. It follows that ~iE,~~,k~~~ 
ailc 3 1 whenever 0 # MC N since there must be at least two edges 
in G, with one vertex in M and the other outside M. Since this sum is 
equal to 1 for M = {l}, we have p(C,) = 1. The rest is easily verified. 
LEMMA 2.4. Let n 3 2 be an integer. Let FIJI be the function defined 
in LO, l] by 
Q)~(x) = 2(1 - cos n/n)X if 0 < x < +, 
p%(x) = 1 - 2(1 - x) cosn/n - (2x - 1) cos 2n/n if + < x < 1. 
Then pi,(x) is increasing, continuous and convex. 
Proof. Obvious. 
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LEMMA 2.5. Let 0 < z < 1. Let B(z) be alz n x n matrix defined by 
B(z) = (1 - 2z)1 + 2zc, i/ o<z,(;, 
B(z) = 2(1 - z)C, + (2z - l)C, if _: < z < 1. 
Then 
1” B(z) E B,; 
2” p(B(z)) = z; 
3” the second largest eigenvalue of B(z) is k[B(z)] = 1 - vn(z). 
Proof. Clearly, 1” is fulfilled. To prove 2”, observe that if 0 < z < 3, 
p[[B(z)] = 2z,~(C,) = z according to Lemma 2.3. If 3 < z < 1, it follows 
from Lemma 2.2 that 
pum1 3 2(1 - z)p(C,) + (237 - l)p(C,) = z 
by Lemma 2.3. For M,, = {l}, we have ,U [B(z)] < zis.,f,,++w,bik = z 
and the proof of 2” is complete. 
The rest is an immediate consequence of Lemmas 2.3 and 2.4. 
3. MAIN THEOREMS 
THEOREM 3.1. Let n > 2 be an integer, let r be a ma&Gag which 
assigns to every matrix A E I?, the point (x, y) in the Euclidean plane with 
x = p(A), y = 1 - &(A) where ,u(A) is the measure of irreducibility of 
A and &(A) is the second largest eigenvalue of A. Then the range R of 1’ 
is the quadrilateral with vertices V,, = (0, 0), V, = (&, 1 ~ cos n/n), V, = 
(1, 1 - cos 2n/n), and V, = (1, n/n - 1). For a = 3, V, = V/3 and R 
is a triangle; for n = 2, V, = V,, V, E V,V, and R is the segment V,Vz. 
Proof. Let us show first that JTZ contains the (for n < 3 degenerate) 
quadrilateral V,V,V,V,. By Lemma 2.3, Vi = r(CJ, i = 1, 2, 3, V, = 
r(I). Since C, and C, commute, the second largest eigenvalue &(Q) of the 
matrix Q = KC, + (1 - x)C, which belongs to i!j, for any c(, 0 < cx < 1, 
is equal to a cos 2n/n - (1 - a)/?% - 1. Moreover, it follows from Lemma 
2.2 that p(Q) 3 a,u(C,) + (1 - a)p(C,) = 1, hence by Lemma 2.1 p(Q) = 
1. Consequently, P(Q) = aV, + (1 - a) V, so that the segment V,V/, 
belongs to R. By Lemma 2.5, Ft!j(z)] = 2(1 ~ z)V, + (22 - 1)V2, if 
+ < z < 1, since the function qn(z) corresponds to the line joining VI 
and V, for 4 < z < 1. Hence also the segment VII/, belongs to Ii. Let 
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us observe now that if the point P = (x, y) belongs to R then the whole 
segment V,P belongs to R as well. This follows easily from the fact 
that if P = F(A), A ED,, then for each CC, 0 < tc < 1, the matrix KA + 
(1 - cc)1 belongs to 6, and p[aA + (1 - x)1] = (xx, MY). Since VrV, 
and V,V, belong to R, all points of the quadrilateral V,VrV,V’, (for 
n < 3 degenerate) belong to R. 
In order to show that no other points belong to R, let us prove the 
equivalent assertion : whenever A E D, then 
(4% - IMA) 3 I - &(A) >~,llu(A)l. (I) 
According to a well known theorem, the second eigenvalue J.,(A) of a 
^ 
matrix A E D, satisfies 
&(A) = max(Ax, x), 
.XE& 
(2) 
where S, denotes the set of all real unit vectors x orthogonal to e, i.e., 
vectors x satisfying (x, x) = 1 and (x, e) = 0. 
Let us prove now that for every z, 0 < z < 1, 
min [I - &(A)1 =q&), (3) 
A EB&) 
where B,,(z) is the set of all matrices A in h,, for which ,u(A) > z, and that 
the minimum is attained for a matrix A, for which p(A,) = z. 
If z = 0, this assertion is true since then really 1 - L,(A) > 0, equality 
being attained for any reducible matrix, and q%(O) = 0. Now let z > 0. 
It follows from Lemma 2.2 that hn(z) is nonvoid, convex, closed, and 
bounded. Hence the left-hand side in Eq. (3) exists and, by Eq. (2), 
min [l - &(A)] = 1 - max [max(Ax, x)] 
A&(Z) A&&) .=sfi 
=l-max[max(Ax,x)]=l-max[max(Ax,x)], 
=.%I A&&) XC?,’ A d&(Z) 
where S,’ consists of all vectors x = (xi, x,, . . , ~,)r E S, for which 
Xi 3 xs 3 * . . > x,. This follows from the fact that if A E B,,(z) and 
P is any permutation matrix then PAPT E a,(z). 
Let us show now that for a fixed x E S,’ 
max (Ax, x) = [B(z)x, x], 
A&(Z) 
where B(z) was defined in Lemma 2.5. It will follow that 
(4) 
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min 11 - &(A)] = 1 - &[B(z)] = 1 - [l - yn(2)] = ~~(2) 
A&(Z) 
by Lemma 2.5, i.e., Eq. (3) will be proved. 
To prove Eq. (4), define the 12 x n matrix 
and observe that 
Let us show now that for any A E I?,(z) the matrix 
is nonnegative and has all the elements in the last row and column equal 
to zero. 
Define vectors ulc = (1,. , 1, 0,. . , 0)“’ with k ones, k = 1,. . , 92, 
and complementary vectors wk = e - 21~. Then, 
2 = (ur, Us,. , v,) 
so that U has elements 
ZQk = QLB(Z) ~ A@,, i,k=l,..., n. 
Now, any A E B,(Z) satisfies 
ukTAw, > z, 
since the left-hand side is 2. LEhfk,j$Lwkaij where Mk = (1,. . 
since (for k = 1,. . . , n - 1) 
ak+l,k+l = (&I - akT)A(wk - wkfl) 3 0, 
we have 
(6) 
(7) 
k}. Further, 
v:+~Aw, + v~~Aw~+~ 3 vkTAw, + ~i;f+lAw,+~ >, 22, 
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by Eq. (7). However, 
$+~Aw, = (eT - d+,)A(e - VJ 
= n - (PZ - k - 1) - k + &+~Au, = 1 + v,~Aw~+~ 
so that 
v,~Aw,,~ 3 z - 4. (8) 
Moreover, for any m > k we have 
vLTAw, > 0. (9) 
From Eqs. (7)-(g) it follows using Aw, = e - Av, that 
v,*Av, < k - z, 
vkTAv rc+l< k - z + 4, 
vkTAv, < k, m > k. (10) 
Since vkTC1v, = k - $, vLTC1v, = k, if m > k, vrTCzv, = k - 1, 
vkTC2vk+r = k - 8, vRTC2v, = k if m > k + 1, it follows easily that if 
o<z<g, 
vkTB(z)vk = k - z, v,~B(z)v, = k, if m>k. (11) 
If 4 < z < 1 then 
vkTB(z)vk = k - z, v,~B(z)v~+~ = k - z + 4, 
v,~B(z)v, = k, if m>k+l. (14 
Hence uIk > 0 follows in both cases from Eqs. (6), (lo), and (12). Moreover, 
uin = u,< = 0 by Eq. (6) since v, = e and the proof of the assertion 
about U is complete. 
Returning to the vector x ES,‘, observe that if 
y = z-ix, 
then 
yTuy = 2 %kYiYk 3 o 
i,k=l 
since the first n - 1 coordinates of y are nonnegative by Eq. (5). Con- 
sequently, 
0 ,( y’Uy = x’(Z-l)T [PB(Z)Z - PAZ]%-k~ = XTB(Z).% ~ x”,4 x 
= IB(Z)? xl - (Ax, x)9 
so that Eq. (4) and hence Eq. (3) is proved since equality is attained for 
B(z). From Eq. (3) it follows that 
1 - &(A) 3 %I/@)1 
for any A E fi, which proves the right inequality in Eq. (1). 
To prove the left inequality in Eq. (l), let il E D, and let M, be such 
that 0 # M, C IV and 
Define the vector xO = (xO1, xOd,. ., xOJ2 12~ 
xgi = (72 ~ ?n/mn)l’2, if ieMO, 
?doi = - Lrn/(X - m)n 11’2, if i C$ M,,, 
where m = /M,j (hence 1 ,( m < n - 1). Since (xc,, ?cg) = 1 and (x,, e) = 
0, x,, belongs to S,. It follows from Eq. (2) that 
&(A 1 3 (A %I> X”) 
= l/m(n - m)n[(n ~ m)2 2 ailc - %(n - m)m C aik + m2 
z,ktM,, ie.lf,,k~M, 
= I/m(?z - m)n / (n - m)mzn - anal 
= 1 - [n/m(n - m)],u(A) 2 1 - [n/(n ~ l)]p(A). 
This proves j.n/(n - 1) l,u(A) 3 1 - &(A) and the proof is complete. 
Let us formulate Theorem 3.1 in another form. 
THEOREM 3.2. Let A be a symmetric stochastic n x 
p(A) be the measwe of irreducibility of A and iin(A) the 
eigenvalue of A. Then 
ln/(n - l)lp(A) 2 1 - &(A) 3 ~nwu(A)J 
n matrix, let 
second lar,,est 
where the functio?a q,(x) is defined in Lemma 2.4. These ineqlsalities aye 
best possible in the following sense: whenever real wmbers u and v satisfy 
0 < u < 1 and [n/(n - 1)]24 >, 1 - v >, q,(u) then theve exists a symmetric 
stochastic matrix A such that ,u(A) = u and &(A) = 71. 
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COROLLARY 3.3. Under the assumptions of Theorem 3.2, we have 
[n/(n ~ l)&(A) > 1 - &(A) > 4p(A) sin2 n/2+2, (13) 
and these inequalities aye best possible if p(A) < 4. 
Proof. Follows by observing that p,(x) 3 4x sin2 n/2n, with equality 
for 0 < x < 4. 
We shall now prove a theorem on doubly stochastic matrices. 
THEOREM 3.4. Let A be a doubly stochastic n x n matrix, ,u(A) the 
measure of irreducibility of A. If J. is any “nonstochastic” eigenvalue of A, 
i.e., any eigenvalue left after removing one eigenvalue 1 from the spectrum 
of A then 
11 - 21 3 pl,WA)1 
where qn(x) is defined in Lemma 2.4. 
This inequality is best flossible in the following sense: to every z, 0 < 
z < 1, there exists a doubly stochastic (and even symmetric) matrix A and 
a “nonstochastic” eigenvalue lo of A such that p(A) = z and jl - il,l = 
Q)~(z). In particular, we have 
/l - ill 3 4,u(A) sin2 n/2n, (14) 
and this inequality is best possible if ,u(A) < &. 
Proof. Let us prove first two lemmas. 
LEMMA 3.5. Let A ED,, S = &(A + AT). Let l,(S) be the second 
largest eigenvalue of S. Then foY any “nonstochastic” eigenvalue ii(A) of A, 
Re ii(A) < i12(S). 
Proof. If ii(A) = 1, A is reducible and &(.S) = 1. If I(A) f 1, let 
Ay = l.(A)y, y f 0. Then (y, e) = 0. Further, 
(AY, Y) = W)(Y, Y) 
so that 
(ATy,y) = (Y> AY) = (AY,Y) = W)(Y,Y). 
Consequently, 
(SY,Y) = ~R~W)I(Y,Y). 
308 
According to Eq. (2) (generalized for complex vectors), 
A,(S) = max (sx??) > (?Y! = Re ;i(A) 
x#O,(x,c)=O (x7 x) (Yl Y) 
and the proof is complete. 
LEMMA 3.6. Let A E D,, S = +(A + AT). Then p(S) 
Proof. Let A = (a,,). Let M be any nonvoid proper 
Then, 
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= ,441. 
subset of N. 
= c aik = i_.vTe,f akz.
i@4,keM 1 L 
It follows that for S = (sik) and any M, 
i.MT’dl ‘ik = ieg+ aikl 1 I 
hence also p(S) = ,u(A). 
Returning to the proof of Theorem 3.4, we have according to Lemmas 
3.5, 3.6, and Theorem 3.2 
il - ill 3 11 - Rell = 1 ~ Reil> 1 - As(S) 3 Q)~[,u(S)] = p,[,u(A)]. 
The rest is easy since it suffices to choose a symmetric matrix according 
to Theorem 3.2. 
4. CONCLUDING REMARKS 
As can be expected, similar estimates hold for the second smallest 
eigenvalue or for any nonzero eigenvalue of the classes rz‘,, K, defined by 
ri,={C~Af,IC=k(l- A), 1220, Ad),}, 
K, = {C EM,IC = h(1 - A), k > 0, A E Dn>. 
It is easily seen that C E k, iff C is symmetric with nonpositive off- 
diagonal entries and Ce = 0. This means, by the Perron-Frobenius 
theorem for A, that zero is the smallest eigenvalue. Similarly, C = 
(cik) E K, iff cik < 0 for all i, k, i # k, and Ce = CTe = 0. If we denote for 
C E K,, p(C) = min4,McN ~ieM,k&ikl. the following theorem holds : 
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THEOREM 4.1. Let C E I?,. Then the second smallest eigenvalue of C 
J.t2)( C), satisfies the inequalities 
4p(C) sin2 n/292 < At2)(C) < (n/n - l)p(C). (15) 
Both inequalities aye best possible in the follozing sense: Whenever u and 
v are real numbers satisfying 
4u sin2 n/2n < ?I < [n/(n - l)] u 
then there exists a matrix C E I?, such that p(C) = u, ;1f2)(C) = v. 
Proof. The first part follows easily from Eq. (13) since if C = K(I - A), 
k >, 0, A E fi,, then 
1c2’(C) = k[l - &(A)], 
p(C) = k,dA). 
Let now u and v satisfy the mentioned inequality. Then there exist 
numbers c(i > 0, c(~ 3 0, tli + t(s = 1 such that 
II = [4x, sin2 7c/2n + agz/(n - l)] uu. 
It is easily checked that the matrix C = 2alu(l - C,) + a2u(l - C,) 
where C, and Ca are defined in Lemma 2.3 satisfies the conditions. 
An estimate analogous to Eq. (14) can also be proved for C E K,. 
THEOREM 4.2. Let C E K,. Then, any eigenvalue 1 of C left after ye- 
moving one zero eigenvalue from the s;hectrum of C satisfies 
111 > 4p(C) sin2 n/2n. 
This inequality is best possible in a similar sense as mentioned in 
Theorem 3.4. 
Similar methods could be used to obtain lower bounds for the least 
eigenvalue of a matrix A = (a,J in fi,. However, these bounds have to 
be functions not only of p(A) but also of 
V(A) = max 2 aik. 
+#McN icM,k@M 
There are also connections with graph theory (cf. [l]). Let G be a 
homogeneous (undirected) graph of degree k, with n vertices, A its 
adjacency matrix. Then k-‘A belongs to D, and kp(k-lA) is then easily 
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#’ 
seen to be the minimal number of edges in any cut of G, i.e., the cohesion 
number x(G) of G (cf. [l!). Prom Eq. (13), the following estimate follows 
for x(G) by means of the second largest eigenvalue &(A) of A (the largest 
is k). 
[(n - 1)/n] 1 k - A,(A)] < x(G) < [k - &(A)] /4 sin2 n/+z. 
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