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Abstract-A numerical scheme is presented for the solution of the Euler equations of gas dynamics 
in an orthogonal curvilinear coordinate system. The scheme is applied to an axially symmetric flow 
involving a converging spherical shock. 
1. INTRODUCTION 
In [l], a numerical scheme was presented for the solution of the Euler equations in one spatial 
coordinate, i.e., duct flow, where we took advantage of the similarity between the equations 
in Cartesian and non-Cartesian coordinates. In this paper, a similar property for the three- 
dimensional equations is taken advantage of to derive a new finite difference scheme in a general 
orthogonal curvilinear coordinate system. The specific case of axially symmetric flow is discussed 
in detail and numerical results are given for a test problem involving a converging spherical shock. 
2. EQUATIONS OF FLOW 
In this section, we consider the Euler equations for modelling the time-dependent flow of an 
inviscid compressible fluid in a general orthogonal curvilinear coordinate system (51, 22, 5s). 
The Euler equations governing the flow of a compressible inviscid fluid can be written as 
,+ + div (pu) = 0, 
(pu)t +div(puu) = -gradp, 
et + div (u (e + p)) = 0, 
(2.1) 
(2.2) 
(2.3) 
with 
e=pi+ipu.u, (2.4) 
where p = p(x, t), u = u(x, t) = (u~(x, t), 242(x, t), us(x, t))T, i = i (x, t), p = p(x, t) and 
e = e (x, t) represent the density, velocity (in the three coordinate directions), specific internal 
energy, pressure and total energy, respectively, at a general position x = (~1, 22, ~3)~ and at 
time t. In addition, we assume that there is an equation of state of the form 
P =P(P,i). (2.5) 
Typ-et by 4&W 
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In the case of an ideal gas, the equation of state is 
P= (Y- l)Pi, (2.6) 
where y is the ratio of specific heat capacities of the fluid. 
Consider a general orthogonal curvilinear coordinate system (21, 22, 2s) where a line element 
ds is given by 
ds = hI dxI ii1 + h2 dx2 k2 + h3 dx3 & 
and ir, k;,, 2s are orthogonal. The vector ii is of unit length, parallel to the coordinate lines 
with xi increasing. 
For a scalar field (Y = ctjxi, 22, xs), a vector field 
b = b (XI, x2, x3) = bl 5il + b2 k, + b3 k3, 
and a 3 x 3 tensor B = (Q), the definitions of grad LY, div b and div B are as follows 
grada=~~il+~~n2+~~f3, 
11 2 2 3 3 
div b = 
1 
hl & (hzhs~~)+~(h~hs~2)+~(4h263)), 
(2.7) 
(2.8) 
and 
(div B); = L 
hl h2h3 
d (h2 h3 Bli) + -& (hl h3 Bzi) + & (hl hz Bai)] 
8x1 
Bij dhi Bki dhi Bjj ahj Bkk ahk -- 
+hihj dxj +-------- hi hk dxr, hi hj dXi hi hk dxj ’ (2.9) 
where (ijk) is a cyclic permutation of (123). If we use the expressions given by (2.7)-(2.9) in 
equations (2.1)-(2.5) together with 
(UU)ij =UiUj, 
we obtain the following form for the Euler equations in an orthogonal curvilinear coordinate 
system: 
p”+& [j&(h2h3Pul)+&(h~h3Pu2)+&(h~h2pu3)] =o, 
~lui)+~(h1h~Pu2ui)+&(h~h~pu~u~) 
2 3 1 
(2.10) 
+ PUiUj dhi ) puiuk dhi 
- - - 
dhj Puj Pug ahk 1 8P -- - 
hi hj dxj hi hk dxk hi hj dxi hihk dxi =-hi dxi’ 
i = 1,2,3, 
(2.11a-c) 
and 
et+& [&(h2hazll(e+p))+&(hlh3u2(e+p))+&(hlhsw(e+p))] =% 
(2.12) 
where 
e=pi+ip(u:+ug+ug), 
(ijk) is a cyclic permutation of (123), and the equation of state is given by (2.5). 
(2.13) 
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To employ the same analogy with the three-dimensional equations in Cartesian coordinates as 
was used in [l] for the one-dimensional case, it is necessary to rewrite equations (2.10)-(2.12) as 
Wt + k F,, + $ G,, + i H,, = rl + r2 + 13, (2.14) 
where 
W = (P, PUN, pu2, ~2~3, elT, (2.15) 
1 
e=pi+2pq2, (2.16) 
q2 = u:: + u; + u;, (2.17) 
F(W) = (~1, P+ PU’~, PUN ~2, PU~Q, ~1 (e +P))~, (2.18) 
G(W) = (P-42, P742u1, P+P& /‘u2u3, u2(e+P))T, (2.19) 
- 
and 
H(W) = (Pug, P7J3u1, pu3u2, P+P& u3(e+P))’ , (2.20) 
l-1 = 
P Ul d(h2 h3) 1 8P PU; ah:! PU: ah3 P ~1742 ah2 -- -_ 
-m d21’ -G dzl+ hl hz 8x1 + hl h3 8x1’ -x &’ 
~~17~3 ah3 
-- - -;l(;;;) &(hzh3))T, hl h3 8x1’ (2.21) 
with similar expressions for r2, ra, and together with the equation of state (2.5). We have written 
the right-hand side of (2.14) as the sum of three vectors ri, i = 1,2,3, where ri has derivatives 
only with respect to xi. This is done so that we can identify the terms in equation (2.14) with 
derivatives in one of the coordinate directions only. 
3. FLUX DIFFERENCE SPLITTING 
In this section, we consider a finite difference approximation for the solution of equation (2.14). 
We follow the approach in [l] for duct flow, but incorporate operator splitting. 
3.1. Operator Splitting 
We consider solving equations (2.14)-(2.21) using the operator splitting technique of [2]. In 
particular, we propose solving the following equations along an zi coordinate line 
= rl, 
Xl 
or more simply, 
where 
= hri = sl(W), 
21 
W = (p, pui, pu2, pu3, elT, 
F(W) = (PUI, P+ PU?, PW ~2~ PUI ~3, ul(e +p))T, 
e=pi+ipq2, 
q2 = us + u; + u;, 
and 
si PUl = __ 
hzh 
a(h2h3), 
ax1 
_$ + 2 2 + 2 2, -y 2, 
1 
PUI ~3 aha 
-- - -u1;;h+3p) &- (h2 h3))i 
h3 8x1’ 
(A similar analysis will follow for the x2 and x3 coordinate lines.) 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
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3.2. Structure 
In the Cartesian case hl = h2 = hs = 1, equation (2.14) becomes 
wt + (F(W)),, + (G(W)>,, + (H(W)>,, =O* (3.8) 
If equation (3.8) is to be solved using operator splitting, then, in particular, it is necessary to 
solve 
Wt+ F(W) 
( > 
=o (3.9) 
51 
along an z1 coordinate line. We now propose a finite difference algorithm for the solution of 
equations (3.2)-(3.7) and h ence, for equation (2.14) using operator splitting, by noting the simi- 
larity of (3.2) with (3.9). Specifically, we use the Riemann solver in [3], together with appropriate 
treatments of the source term rl and the term hl W. 
3.3. Godunov’s Approach 
We consider a fixed grid in space and time with grid sizes AQ, At, respectively, and label the 
points on an zl-coordinate line so that zlj = zlj_l + AZI, and on the t-axis t, = t,_l + At. 
We also denote the approximation to W (XQ , xzo, xso, tn) by Wj”, and use the notation that on 
an zl-coordinate line the coordinates 22, 53 will take the constant values 2z0, 2s0, respectively. 
In addition, it is assumed that at any time t, = n At, WY represents a piecewise constant 
approximation to W (zlj, x2,,, zaO, tn) in the interval (zlj - *, zlj + F) as in the usual 
Godunov approach [4]. 
3.4. Linearisation 
Consider the interval [z~~_~, zlj] and denote by WL, WR the approximations to W at 
XI~_~, x1$, respectively. We now rewrite equation (3.2) as 
(h W), + g (W>W,, = Sl(W) (3.10) 
and solve the associated one-dimensional Remann problem 
(h w), + A(w,, wR)w,, = sl (w) (3.11) 
with data WL, WR at either side of the point ~l~_~,~, linearising A in the form A(W,, WR) 
which is then taken to be a constant matrix given below. We shall use the approximate form 
of (3.11), 
'lj-l/t 
(wg+l -w> 
At 
+ fqw,, W,) (wRc;zwL) = sl(Wn), (3.12a) 
1 
where A(W,, WR) is the matrix (3.13), 
. 1 
J 
"lj 
h1j-l/2 = z hh,m,,,xddx1, 
1 “‘j-1 
& is an approximation to ~1, and P may be L or R. The matrix A(WL, WR) is an approximation 
to the Jacobian matrix A = g(W), is constructed so that FR-FL = ~(WL, WR) (WR- WL) 
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for any finite change of state and is given [3] by 
where 
0 
52 - fi? 
-2j (jj - (p) 
-61 ii2 
-6163 
-?i1 r;r + ii1 62 
-y (I;r - @2) 
ij= fizL+fizR 
fi+JEi ’ 
2 = UI, WA, US, H, i, 
H = (e + p)/p is the enthalpy, 
fj=jj jj-a-l-2 ( 2q ’ > 
and the approximations &,, 9; to the derivatives of the equation of state (2.5) satisfy 
Ap=$,Ap+&Ai. 
Suitable approximations satisfying equation (3.19) can be found in [5]. 
The eigenvalues of A are 
with corresponding eigenvectors 
54 = (0, 0, 1, 6, 02)T , 
c& = (0, 0, 0, 1, ii3)T ) 
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(3.13) 
(3.14a-e) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
(3.20a-e) 
(3.21a) 
(3.21b) 
(3.21~) 
(3.21d) 
(3.21e) 
(as in the standard Cartesian case when hi = hs = hs = l), where fi, 91, 62, 0s and the mean 
sound speed ii are given above. In the ideal gas case (2.6), we have 
jJ, = (y - 1); and fii = (y - 1) 6. 
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Using the above properties of Ai, we can write equation (3.12) as 
A 
hlj_l,2 (w;+;;wg) + F;;FL = &(Wn), 
1 
(3.22) 
where 51 (Wn) is a suitable approximation to the term si (W) on the right-hand side of (3.11). 
We thus obtain 
^ 
h--1,2 cw;+;” - W”,) = At Bi(W”) - 2 (FR - FL). (3.23) 
Before we describe the mechanism to update WY to WT+’ along an zi-coordinate line, we look 
at the approximation Si(Wn) used for sr(W). 
3.5. Approximation for sr 
Now 
R(W) = __d(h2h3), PUl 
ha h3 8x1 
PUI ‘113 ah3 --- 
hs 8x1’ 
-E & (h2h3))T, (3.24) 
where we have written e + p as p H. An obvious approximation Sr (W”) for sr is thus 
PC1 Ai(hzhs) AP Si(W”) = -^ 
( 
,Ei; Alh3 pfilfi2 Alhz 
-- I PA% AI hz ) 
hz hs 
Ax 
1 ’ Ax, hz Axi h3 Axe, ’ -^ Azc,’ hz 
T 
pii ii3 A1 h3 PG R A1(h2 h3) --- 1 --I 
h3 Axi ’ hz ha AXI 
, (3.25) 
where 
A,f(xcl, 52, 23) = f (xlj, ~20, 530) - f (n-1, x2,,, ~3,)) 
and As, is are averaged in the same way as the hl given by (3.12b). 
(3.26) 
3.6. Upwinding 
In the Cartesian case, the procedure is to project AF = FR - FL onto the eigenvectors 
of A. Each projection represents the contribution of one wave system to AF. Here, we follow 
the approach for the one-dimensional case of duct flow [l], and find the projections both of 
AF = FR - FL and also .$(Wn). We then update WT to WY+’ as follows. 
Suppose 
AW=Wn-w,=&,, (3.27) 
i=l 
so that 
AF=FR-FL =e &&&, (3.28) 
i=l 
since A has eigenvalues xi with corresponding eigenvectors Bi, and that 
‘%(Wn) = -Ax, i=l 15 pi&; (3.29) 
we may rewrite equations (3.23) as 
(3.30) 
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where 
$ = & + & 
Ai 
(3.31) 
and P may be L or R. To update Wn to Wn+‘, we apply a sequence of one-dimensional 
calculations along computational grid lines in the xi, 22, and ss-directions in turn. The algorithm 
along the xi-coordinate line, where x2 = x2,, x3 = x3,, uses first order upwind differencing, i.e., 
for each cell [cQ~, xij] we 
add- : 
Ati. TiGi to w” 
3 when & > 0, or 
Ax1 hlj_t/a 
add - 
At% %G!i to w” 
Axi fiij+s 
3 1 when &<O. 
If we follow the algebra through, we obtain 
&,2 = & (Alp f ,= Al ~1) , 
Alp 
G3=Aip--, 
ii2 
C4 = 6 Aiuz, 
~5~ = ,Z Aiu3, 
__ 
$%- A, (hz h3) ( +)-$$A~P, 1 + ” 42 
ha hs 
E (ia Alhz - &(hz hd) , 
fiClB3 .. 
hz (hz Alha - Al(h2 hd) 7 ^ 
-!f$Al(hzh3) (I+$) -%$A$, 1 
AIP fi --LI 
2i ii h2h3 ( 
~~Al(hzh3)+ii~~3Alh2+~L32~2Alh3 , 
1 
(3.32a-b) 
(3.32~) 
(3.32d) 
(3.32e) 
(3.33a) 
(3.33b) 
(3.33c) 
(3.33d) 
(3.33e) 
and hence, pi,2 are given by addition and subtraction of (3.33d) and (3.33e). 
A similar analysis will follow for updating the solution in the 22 and 2s coordinate directions. In 
particular, for a given geometry, many of the expressions we have derived will be greatly simplified 
as can be seen in the next section: however, we must take account of the computational mesh that 
results. As in [l], we can modify this scheme to be entropy satisfying and TVD on non-uniform 
meshes [6]. In the next section, we give the Euler equations for axially symmetric flows and show 
how the algorithm of this section simplifies in that case. 
4. AXIALLY SYMMETRIC FLOW 
We now describe the algorithm of Section 3 as applied to the case of axially symmetric flows. 
4.1. Equations of Flow 
The Euler equations for flows dependent only on R, z, and t, (independent of c#J), where R, 4, z 
denote a cylindrical coordinate system, may be written in the form 
a2 P. GLAISTER 
where 
e=pi+&(zL2+212), (4.2) 
and an equation of state is assumed. The flow variables p, U, v, p depend on (R, Z, t), where 
R = dw is the radial coordinate and (2, y, z) are Cartesian coordinates. The velocity 
components in the directions R-, z-increasing are denoted by u, v, respectively, and the velocity 
component in the direction &increasing is set to zero. In this case, hl = 1, ha = R, h3 = 1 and 
xl = R, x2 = 4, x3 = z. 
Equations (4.1)-(4.2) can be rewritten in the form of equation (2.14) as 
Wt+ F(W)R+H(W)~=~W), (4.3) 
where 
W = (P, pu, PV, elT, (4.4) 
F(W) = (PI4 P + PU2, PUV, de + P))’ 7 (4.5) 
H(W) = (pv, ~~21, P+ pv2, v(e+p))T, and (4.6) 
I 
FP) = ( p” a (R), -G&(R), -5 k(R), -f-g A(R)) . -xdR (4.7) 
We leave the term &( R in (4.7), since it indicates that this term should be incorporated in ) 
the one-dimensional algorithm in the R direction as a source term, i.e., along a line z = constant. 
In the z direction, i.e., along a line R = constant, the source term is zero. Thus, using the 
notation of (2.14), rl = g and z-3 = 0, with r2 not applicable in this case. 
The algorithm of Section 3 as applied to equation (4.3) can be described as follows. 
4.2. Projection of Data 
Consider a fixed grid in space and time, with grid sizes AR, AZ and At, respectively, and 
label the points on an R-coordinate line so that Rj = Rj_1 + AR, on a z-coordinate line SO 
that zj = zj-1 + AZ, and let t, = t,_l $ At as usual. This gives rise to a computational mesh 
that is rectangular in the R-z plane. We sssume that at any time t, = n At, WY represents 
the approximation to W(Rj, ~0, tn) on an R-coordinate line (Z = ZO), or W(&, Zj 3 tn) on a 
z-coordinate line (R = &). 
4.3. Upwinding in R-Direction 
The approximate solution of equation (4.3) can now be found by using the one-dimensional al- 
gorithm of Section 3 and incorporating the technique of operator splitting. Along an R-coordinate 
line (Z = ZO), for each cell [Rj_l, Rj], we 
add to wj” when if > 0, or 
add - j$ j;f.=/$; to WY_, when if < 0, 
where 
af=Ap-g, 
(34 -P -R- -Av, 
(4.9a-b) 
(4.9c) 
(4.9d) 
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AR 1,2,3,4 = 6 * ii, & ii, 
a3 
(4.10a-d) 
and 
( > 
T 
-R e1,2 = 1, Q&ii, 6, fi&iiii , 
a: = (0, 0, i, 5)T. 
The averages p, ii, 3, I?, i and fi are defined by 
with F,, & as given in Section 3, and the difference Af defined by 
Af = fj - fj-1. 
The average fi is defined by (3.12b) as 
fi = & J 7 R,-1 RdR= a(Rj-1 + Rj), 
(4.11a) 
(4.11b) 
(4.11c) 
(4.11d) 
(4.12a-b) 
(4.12~) 
(4.12d) 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
the arithmetic mean of Rj-1, Rj. The coefficients ,& here have been determined by setting 
(4.19) 
either by writing & (R) = 1, or by approximating this by $$$ = 1, which gives the same result. 
We note that the term ft in equations (4.11a,b) will not vanish provided a grid is chosen that 
straddles the axis R = 0. 
26: 1-6 
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4.4. Upwinding in the z-Direction 
The algorithm for updating the solution along a z-coordinate 
each cell [zj-1, zj], we 
line (R = Rc) is as follows. For 
add -$i;+; to Wj” when if > 0, or 
add - g iz 6: 6; to Wj”_l when if < 0, 
where 
&if,2 = & (ApfPGAv), (4.20a-b) 
AP 6;=Ap---, 
ii2 
(4.20~) 
6; = ,6Au, (4.20d) 
x -2 1,2,3,4 = *f 6, 5, fi, (4.21a-d) 
and 
( > 
T 
is;,, = 1, 6 f 6, d, a f d6 ) (4.22a-b) 
( 
- -2 
> 
T 
6;= 1,&G, H-ff- 
??i 
, 
6; = (0, 0, 1, qT . 
(4.22~) 
(4.22d) 
The averages p, 6, 6, fi, 5, 6, p,, and pi are defined as in Section 4.3 and the difference Af is 
given by equation (4.17). We note that in this case, fi = & = & = fi$ = 0. 
In the ideal case where the equation of state is p = (y - 1) pi, then pp = (y - 1) 5, fi( = (7 - 1) p, 
so that zi2 = (y - 1)(8 - 4 Q2) and the fourth components in G!jl and 6s simplify to g2 = G2 + fi2. 
Summarising, we project the initial data W(R, z, 0) onto a set of piecewise constant states 
W$ = W(Ri, zj, 0) on the rectangle 
march forward to a time m At using a time step At, by sweeping m times in the R- and 
z-directions alternately as described by equations (4.8)-(4.22d), and this gives the approximate 
solution WEAt 23 * 
5. TEST PROBLEM AND NUMERICAL RESULTS 
In this section, we describe a two-dimensional shock tube test problem that can be used to test 
the algorithm of Section 4 and display the numerical results obtained. 
Consider the two-dimensional Euler equations with axial symmetry, and the region (R, z) E 
[0, l] x [0, l] with rigid boundaries along R = 0, z = 0. We position a membrane along (R, z) 
where dm = 3, and have initial data 
The solution to this problem has spherical symmetry and satisfies the corresponding ‘one- 
dimensional’ Euler equations. Thus, we can see whether the solution remains symmetric; more- 
over, we can compare the results with those obtained using the ‘one-dimensional’ algorithm for 
the Euler equations with spherical symmetry in [l]. 
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R 
A Cotwarg~ng SpherIcal Shock 
Danslty at t = 
?,210n vlth ,oi,,,i _ 
i 
n , 
5Tl --. 0.5 1.0 r -- 
0.200 , contours from 1.000 to 4.000 
i 
I . . . . . _... 
,..” .I....... -* 
_*.‘““.._.. : : ; 
0.5 1.0 p 
.----m-*** . . . . . . . ..- . . . . . . . . - 
.* 
0.5 1.0 r 
__- -_-- 
Figure 1. Results for the problem of Section 5 at t = 0.200. The converging shock 
approaching R = z = 0. 
Figures l-4 show the results that have been computed using the algorithm of Section 4 in 
(R, z) cylindrical geometry. We have assumed an ideal gas with y = 1.4. The mesh has 50 x 50 
grid points and the time step At = 0.004. For each output time 31, equally spaced contours 
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Eenslty at t = 0.352 , contours from 3.164 to 5.012 
._ \c- 
Q.5 1.0 r 
- .__ --I 0.5 1.Q P  -__ 
- 
i- 
---+ 
0.5 !.? I- 
Figure 2. Results for the problem of Section 5 at t = 0.352. The shock, having been 
reflected from R = z = 0, is headed towards the converging contact discontinuity. 
have been drawn at Pmin + & (pm,, - Pmin), i = 0, 1, . . . ,30, where Pmin, pmax are the minimum 
and maximum densities throughout the flow, respectively. In addition, we plot the density along 
R = z and plot the solution to the corresponding one-dimensional spherical problem obtained 
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A Convergtng Sphsrtcel Shock 
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Denalty at t = O.ft52 t contcurs Fran 2.766 to 0.104 
z 
t 
n 
ID . !-d ao!mton with 50 polnre 
----I 
f-- 
P I 
s- . c----r---- 
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t 
1 
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I 
!I 
i 
. . 
5. ** 
I 
. *... 
I 
.."....---' ~--."..._.....--- 
I 0.5 1.0 r I . . 0.5 1.0 I- 
Figure 3. Results for the problem of Section 5 at t = 0.452. The interaction of the 
shock and contact discontinuity. 
using the algorithm in [l] with 50 and 800 points. The one-dimensional solution with 800 points 
provides a good approximation to the exact solution, whereas the solution with 50 points provides 
a comparison on similar grids. 
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A ConvergIng SpherIcal Shock 
- 
- 
Oenslty at t = 0.604 , contours from 3.087 to 5.260 
I-d sc~lutron wrth 1300 po!m 
P ’ 
IO I 2-d .O lut I on a long R=z 
5 . . . *- . . 
I 
*... 
mm.......,. 
*a........ 
J- 
-._l.___O*~ 1.0 P 
Figure 4. Results for the problem of Section 5 at t = 0.604. The interaction results 
in a diverging transmitted shock, a converging contact discontinuity and a weak 
converging shock. 
The initial discontinuity breaks up into a converging shock and contact discontinuity. The 
shock is reflected from R = z = 0 and interacts with the contact discontinuity. This results in 
a transmitted shock together with the contact discontinuity still converging. These features are 
apparent in Figures 1, 2, 3, and 4, respectively. For each figure, we see that the two-dimensional 
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solution obtained remains symmetrical and is comparable to the one-dimensional solution on a 
similar grid. Furthermore, the solution clearly models the high resolution solution obtained with 
800 points. 
The c.p.u. time used to compute these results using an Amdahl V7 is as follows. Using super- 
bee [6], with the modified entropy satisfying scheme and 50 x 50 mesh points, takes 1.2 c.p.u. 
seconds to compute one time step and 60.0 c.p.u. seconds to reach a real time of 0.2 using 50 
time steps. 
6. CONCLUSIONS 
In this paper, a new scheme for the solution of the Euler equations in a general orthogonal 
curvilinear coordinate system has been proposed. As in [l], we have taken advantage of the 
similarity of the structure of the equations with the Cartesian case. In the particular case 
of axially symmetric flows, we have achieved satisfactory results for a standard test problem 
involving converging spherical shocks. 
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