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ON WHITHAM’S CONJECTURE OF A HIGHEST CUSPED
WAVE FOR A NONLOCAL DISPERSIVE EQUATION
MATS EHRNSTRÖM AND ERIK WAHLÉN
Abstract. We consider the Whitham equation ut + 2uux + Lux = 0,
where L is the nonlocal Fourier multiplier operator given by the symbol
m(ξ) =
√
tanh ξ/ξ. G. B. Whitham conjectured that for this equation
there would be a highest, cusped, travelling-wave solution. We find this
wave as a limiting case at the end of the main bifurcation curve of P -
periodic solutions, and give several qualitative properties of it, including
its optimal C1/2-regularity. An essential part of the proof consists in an
analysis of the integral kernel corresponding to the symbol m(ξ), and a
following study of the highest wave. In particular, we show that the in-
tegral kernel corresponding to the symbol m(ξ) is completely monotone,
and provide an explicit representation formula for it. Our methods may
be generalised.
1. Introduction
In 1967, G.B. Whitham proposed in [29] a nonlocal shallow water wave model
for capturing the balance between linear dispersion and nonlinear effects, so
that one would have smooth periodic and solitary waves, but also the features
of wave breaking and surface singularities. To accomplish that he considered
the symbol
m(ξ) =
√
tanh ξ
ξ ,
arising as the full frequency dispersion for linear gravity water waves on finite
depth, and its inverse Fourier transform,
K(x) =
1
2pi
∫
R
m(ξ) exp(ixξ) dξ. (1.1)
If one denotes by L : f 7→ K ∗ f the action by convolution with the kernel
K, the Whitham equation is the nonlinear, nonlocal evolution equation
ut + (Lu+ u
2)x = 0. (1.2)
While many shallow water-wave equations can be written in this form, their
symbols are generally leading order approximations of the exact linear dis-
persion m(ξ), and therefore behaves radically different for large frequencies
ξ; a typical example is the Korteweg–de Vries equation, whose symbol 1− 16ξ2
consists of the two first terms in the Maclaurin series for m(ξ). The goal of
introducing the operator L, on the other hand, was to weaken the dispersion
so as to allow also for solutions with singularities.
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2 MATS EHRNSTRÖM AND ERIK WAHLÉN
As it turns out, Whitham was correct: the equation (1.2) features solitary
waves, wave breaking, and, as we will show, periodic waves with a sharp
crest. This was not clear. In fact, the operator L is not only weaker, but
much weaker than that of both the KdV equation and almost any other
shallow water wave equation, so that the existence of solitary waves was,
until recently [11], an open problem. So was wave breaking (see just below),
and the existence of a highest, cusped, travelling wave.
Singularities in solutions of (1.2) appear in at least two forms: in the form
of wave breaking when the spatial derivative of a bounded solution blows up
in the evolution problem, and in the form of a sharp crests for a travelling
wave. Although the idea behind wave breaking was introduced already by
Seliger [27], the full details for the Whitham equation were settled much
later, with [23], [7] and [14]. We, however, shall be concerned with steady
waves.
In steady variables ϕ(x˜) = u(x − µt) the Whitham equation takes the
form
− µϕ+ Lϕ+ ϕ2 = 0, (1.3)
where the equation has been integrated once, and the constant of integration
set to zero. There is no loss of generality in doing so, since the Galilean
change of variables
ϕ 7→ ϕ+ γ, µ 7→ µ+ 2γ, λ 7→ λ+ γ(1− µ− γ),
maps solutions of −µϕ + Lϕ + ϕ2 = λ to solutions of a new equation of
the same form. The equation (1.3) can be rigorously justified as a model
for shallow water waves travelling rightward with a permanent form and a
constant, nondimensionalised, wave speed µ [21], and may also be obtained
from the Euler equations via an exponential scaling [22]. We shall deal with
(1.3) somewhat generally. With a solution of the steady Whitham equation
we denote a real-valued, continuous and bounded function ϕ that satisfies
(1.3) almost everywhere. As Whitham himself conjectured in [30, p. 479]
(here, the notation has been changed to match that of (1.3)),
. . . it seems reasonable to assume that in fact a critical
height is reached when ϕ = µ2 . If K(x) behaves like |x|p
as x→ 0 and ϕ(x) behaves like µ2 − |x|q, a local argument
in (1.3) suggests that 2q−1 = p+q; hence q = p+1. Accord-
ing to this, the crest would be cusped with ϕ ∼ µ2 − |x|1/2
for K. 1
The simplicity in Whitham’s formal argument is striking, even the more so
as the equation easily eludes any first attempts at obtaining such a cusped,
highest, wave.
Even though the kernel K in (1.1) is real, even, and smooth for all x 6= 0
with derivates of rapid decay, as made precise in Proposition 2.1, Proposi-
tion 2.4 and Corollary 2.26, it is also singular at the origin, causing nontrivial
problems when one wants to analyse it.2 We approach K by investigating
1The unit constant in front of |x|1/2 seems to be a computational mistake, cf. (1.4).
2Whitham later approximated the exact kernel K with a continuous exponential func-
tion, resulting in a different equation, known as the Burgers–Poisson equation. That
equation has a stronger dispersion than (1.2).
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Figure 1. The highest wave found in Theorem 6.14. This travelling-wave
solution of (1.3) is obtained as a limit along the main global bifurcation curve
established in Theorem 6.4. By construction, the solution is P -periodic, even,
and strictly increasing on the interval (−P/2, 0), satisfying ϕ(0) = µ
2
. As
proved in Theorem 5.4, it is furthermore smooth away from any crest, and
obtains its optimal Hölder regularity C1/2(R) exactly at the crest.
the signs of its derivatives, taking a route via complex analysis and the the-
ory of completely monotone functions. As it turns out, the kernel K can
be understood via both the theory of Stieltjes functions and the theory of
positive definite functions, depending on whether one considers the Laplace
or the Fourier transform, respectively. As a by-product of our study we ob-
tain a closed formula for the kernel K in physical space, as well as for its
periodisation. It is worth noting that K appears in the classical water-wave
problem, as well as in the derivation of numerous dispersive equations [18],
so that our analysis will be useful in these settings as well.
Building on the results for the integral kernel K we are able to prove the
main result of this paper: the existence of a highest, cusped and periodic
travelling-wave solution of (1.3), monotonically increasing and smooth be-
tween its sole trough and crest in a half-period, and belonging to the Hölder
space C1/2(R) — but to no smaller space in the same scale. The proof
thereof has two main components. The construction of a global, locally an-
alytic, curve of sinusoidal, periodic smooth waves along which maxϕ→ µ/2
on the one hand, and a detailed analysis of solutions satisfying maxϕ = µ/2
on the other. The first part is attained via analytic global bifurcation theory
developed by Buffoni, Dancer and Toland [5], where we rule out all alter-
natives along the main bifurcation curve but maxϕ → µ/2, including in
particular that the curve could return to a line of constant, but nonzero,
solutions (see Figure 3 on p. 35 for a qualitative picture of the bifurcation
diagram as a whole). It is then straightforward to find a subsequence of
waves converging to a solution with maxϕ = µ/2, and we use elliptic prop-
erties of the equation to rule out the possibility of the wave speed µ vanishing
in the limit.
For an in-depth analysis of the resulting limiting wave a detailed study
of the integral equation appears to be unavoidable. Functional-analytic
arguments provide us with Cα-regularity for any α < 1/2, but not bet-
ter. To improve our estimates we use several differing ways of expressing
ϕ(x+h)−ϕ(x−h), which makes it possible to move first- and second-order
differences between K and ϕ in the integrals that appear. We first move
second-order differences to K and use the Cα-regularity of ϕ, α < 1/2, to
get C1/2-regularity exactly at the crest. We then place one first-order dif-
ference on ϕ and one on K to deploy an interpolation argument between
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the global Cα-regularity and the C1/2-regularity exactly at the top, to ob-
tain global C1/2(R)-regularity. The highest wave is qualitatively depicted in
Figure 1. We conjecture that it is everywhere convex and satisfies
ϕ = µ2 −
√
pi
8 |x|1/2 + o(x) as x→ 0, (1.4)
but a proof of these facts has so far evaded us. If such a formula holds, then
one can show that the constant in front of |x|1/2 must indeed take the value√
pi/8.
Some comments on related recent work on the Whitham equation not men-
tioned above. The equation (1.2) features the same kind of Benjamin–Feir
instability as the full Euler equations [15, 24], although its uni-directional
character excludes other (small-amplitude, high-frequency) instabilities seen
in the Euler equations [8]. It is locally well-posed in H3/2+, in both the pe-
riodic setting and on the line [10], but a large-time existence theory is so far
lacking for equations with a generic nonlinearity and such weak dispersion,
see [19] and [20]. As described above, waves with sufficiently large inclination
will eventually break, and numerical data indicates that the form of breaking
waves mimics that of the highest wave constructed in this paper [16]. The
results presented in this paper are in turn based on [12] and [13], in which
global branches of periodic, but smooth, periodic solutions were analytically
constructed and numerically investigated.
The outline of our investigation is as follows. In Section 2 we inspect
the integral kernel K corresponding to the symbol m(ξ). Although some of
our results are valid for general completely monotone functions, the results
with most consequence for our further investigation are Propositions 2.22
and 2.23, where we prove that K is completely monotone—meaning that
all its odd derivatives are negative on a half-line, and contrariwise for the
even derivatives—and give a closed formula for it. In Section 3 we continue
the study of the integral operator L, now for the periodised integral kernel
KP , and give some useful properties of L in general. Interestingly, KP is
completely monotone as well, on a half-period (this is not a coincidence,
but a general fact for integrable completely monotone functions). A closed
formula for the periodised kernel is given in Corollary 3.3.
In Section 4 we prove some general lemmas about solutions of (1.3),
whereof the most important to us is Theorem 4.9, which establishes the
nodal properties of solutions along the main bifurcation branch to be con-
structed. As it turns out, (1.3) satisfies a maximum principle (touching
lemma), making it resemblant of an elliptic equation. The nodal properties
are essential in avoiding the closed-loop alternative in the global bifurcation
analysis, but they also give information about the waves in their own right.
Section 5 is the main part of the paper, in the sense that it contains the
a priori analysis the highest wave. It is also the most technical, making
use of both Besov spaces and, mostly, of integral estimates adapted for the
assumed optimal regularity of the wave. Since K(x) ∼ |x|−1/2 and we expect
µ
2 −ϕ ∼ |x|1/2, both relations for small values of x, one difficulty is that the
integral
∫
K ′(y)(µ2 − ϕ(y)) dy diverges exactly at the expected regularity;
another is that the point where ϕ = µ2 must be treated separately from
other points. The main results of Section 5 are summarised in Theorem 5.4
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about the regularity of the highest wave. Lastly, we revisit in Section 6 the
bifurcation analysis from [12, 13], ultimately proving that there is a sequence
of waves converging to a wave of greatest height ϕ(0) = µ2 , with a nontrivial
wave speed µ ∈ (0, 1). We underscore that several parts of Section 6 are new
with respect to [12, 13], including the bifurcation formulas given in the proof
of Theorem 6.1. The methods developed in this paper may be generalised
to other dispersive equations.
Finally, the existence of a highest, cusped travelling-wave solution of the
Whitham equation was announced earlier in [9] (without proofs). The pa-
per at hand provides a complete account of this fact, as well as several
improvements—the most eminent examples being the regularity of the high-
est wave, and the properties of the kernels K and KP .
2. Completely monotone functions and the integral kernel K
In this section we investigate the properties of the integral kernel K in
(1.1). Two routes towards understanding this transform are described—via
positive definite functions (related to the Fourier transform), and via com-
pletely monotone functions (related to the Laplace transform). We start
our exposition with a survey and analysis of completely monotone functions
in general, whereafter the applications to the Whitham symbol m are in-
vestigated. Among other things, we obtain complete monotonicity and an
explicit series expression for the Whitham kernel K.
Regularity properties. Recall (1.1). We consider in this paper the Fourier
transform as a continuous isomorphism F : S ′(R) → S ′(R) on the space
S ′(R) of tempered distributions, defined by duality from the Fourier trans-
form on the Schwartz space S(R) of smooth and rapidly decaying functions.
Our normalisation of F is
(F f)(ξ) =
∫
R
f(x) exp(−ixξ) dx for f ∈ S(R),
which implies that (F−1 f)(x) = 12pi (F f)(−x). Clearly m ∈ S ′(R), whence
K exists at least as an element of S ′(R). However, since m is smooth and all
of its derivatives are integrable, K is actually smooth for x 6= 0, and all its
derivatives have rapid decay. In fact, since m is analytic in a strip containing
the real axis, K and all of its derivatives are exponentially decaying.
Proposition 2.1. For any fixed s0 ∈ (0, pi/2), n ≥ 0, one has
|DnxK(x)| . exp(−s0|x|)
for all |x| ≥ 1.
Remark 2.2. Throughout this paper, . and & shall indicate inequalities
that hold up to a uniform positive factor. When the factor involved de-
pends on some additional parameter or function, this will be indicated with
subscripts such as &µ.
Remark 2.3. More precise asymptotics for K(x) as |x| → ∞ is given in
Corollary 2.26 below.
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Proof. Since K is even it suffices to consider x ≥ 1. Note that the integral∫
R
exp(ixξ)m(ξ) dξ
converges conditionally. Indeed,∫ R
−R
exp(ixξ)m(ξ) dξ = 2
∫ R
0
cos(xξ)m(ξ) dξ
=
2 sin(Rx)m(R)
x
− 2
x
∫ R
0
sin(xξ)m′(ξ) dξ
→ −2
x
∫ ∞
0
sin(xξ)m′(ξ) dξ
as R→∞; the latter integral converges absolutely since m′(ξ) = O(|ξ|−3/2)
as |ξ| → ∞. The function ζ 7→ m(ζ) is analytic in C \ S, where S =
∪∞k=1i[kpi − pi/2, kpi] ∪ i[−kpi,−kpi + pi/2]. Furthermore,
| tanh(ζ)|2 =
∣∣∣∣exp(ξ + is)− exp(−ξ − is)exp(ξ + is) + exp(−ξ − is)
∣∣∣∣2
=
exp(2ξ)− 2 cos(2s) + exp(−2ξ)
exp(2ξ) + 2 cos(2s) + exp(−2ξ)
≤ coth2 ξ
≤ coth2 ξ0
(2.1)
when |ξ| ≥ ξ0 > 0, in which ζ = ξ+ is. Noting that exp(ixζ) is bounded for
x > 0 when Im ζ ≥ 0, we therefore obtain that
lim
|ξ|→∞
sup
s≥0
| exp(ixζ)m(ξ + is)| = 0. (2.2)
Fix a number s0 ∈ (0, pi/2). Using Cauchy’s theorem on a bounded rectangle
with vertices ±R, ±R+ is0, and letting R→∞, it follows that∫
R
exp(ixξ)m(ξ) dξ =
∫
R
exp(ix(ξ + is0))m(ξ + is0) dξ
= exp(−xs0)
∫
R
exp(ixξ)m(ξ + is0) dξ.
(2.3)
Integrating by parts and using the estimate |∂ξm(ξ + is0)| = O(|ξ|−3/2) as
|ξ| → ∞, we obtain the desired exponential decay of K.
In order to estimate the derivatives of K, we note that | F(xn DnxK)(ξ)| =
|Dnξ (ξnm(ξ))|, for any n ≥ 0, where Dnξ (ξnm(ξ)) extends analytically to the
strip 0 ≤ Im ζ < pi/2 and satisfies the estimate |Dn+kξ ((ξ+is0)nm(ξ+is0))| =
O(|ξ|−1/2−k) as |ξ| → ∞, for any k ≥ 0 and s0 ∈ (0, pi/2). Repeating the
above argument, we obtain exponential decay for xn DnxK(x) and hence also
for DnxK. 
Due to the fact that m 6∈ L1(R), it follows that K is singular at the origin.
We can give a precise description of this singularity as follows.
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Proposition 2.4. The Whitham kernel satisfies
K(x) =
1√
2pi|x| +Kreg(x),
where Kreg is real analytic on R.
Proof. Write √
tanh ξ
ξ
=
1√|ξ| +
√
tanh |ξ| − 1√|ξ| .
The first term has inverse Fourier transform 1/
√
2pi|x|, while the second
term is integrable and exponentially decaying and hence has a real-analytic
transform. 
Positivity and monotonicity properties: general theory. Our next
aim is to show certain positivity and monotonicity properties of K. We
begin by proving such results for the Fourier transforms of a general class of
functions. In the next subsection, we then show that the Whitham symbol
m belongs to this class. Much of the general theory discussed in this section
is adapted from the monograph [25], although we slightly extend some of
it. Most importantly, we relate it to the theory of positive definite functions
and the kernel K.
Definition 2.5. A function g : (0,∞)→ R is called completely monotone if
it is of class C∞ and
(−1)ng(n)(λ) ≥ 0 (2.4)
for all n ∈ N0 and all λ > 0.
We shall sometimes say that a function is completely monotone on some
interval (typically, a half-period), meaning that (2.4) holds on that interval.
Moreover, if g : R \ {0} → R is even, we shall say that g is completely
monotone if it is completely monotone on the interval (0,∞). One of the
main reasons for introducing completely monotone functions is that they are
precisely the functions which arise as Laplace transforms of measures. This
is known as the Bernstein, or Bernstein–Hausdorff–Widder, theorem. We
adopt here the convention that a measure is always countably additive and
positive.
Theorem 2.6 (Bernstein). Let g be completely monotone. Then it is the
Laplace transform of a unique Borel measure µ on [0,∞), i.e.
g(λ) = L(µ;λ) :=
∫
[0,∞)
exp(−λs) dµ(s). (2.5)
Conversely, if µ is a Borel measure on [0,∞) with L(µ;λ) < ∞ for every
λ > 0, then λ 7→ L(µ;λ) is a completely monotone function.
For a proof of this result, see [25, Theorem 1.4]. A consequence of Bern-
stein’s theorem is that if g is completely monotone, then (2.4) holds with
strict inequality for every λ and every n, unless g is identically constant. Note
also that the measure µ in (2.5) is finite if and only if limλ↘0 g(λ) <∞.
For later use we introduce the following subclass of the completely mono-
tone functions.
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Definition 2.7. A function g : (0,∞) → [0,∞) is called a (nonnegative)
Stieltjes function if it can be written in the form
g(λ) =
a
λ
+ b+
∫
(0,∞)
1
λ+ t
dσ(t), (2.6)
where a, b ≥ 0 are constants and σ is a Borel measure on (0,∞) such that∫
(0,∞)
dσ(t)
1+t <∞.
Note that if g has a finite limit at the origin, then a = 0 and
∫
(0,∞)
dσ(t)
t <
∞ by Fatou’s lemma. Moreover, b = limλ→∞ g(λ). The fact that Stieltjes
functions are completely montone is proved in [25].
Theorem 2.8. [25, Theorem 2.2] Stieltjes functions are completely mono-
tone. A completely monotone function is a Stieltjes function if and only if
the measure µ in (2.5) is absolutely continuous on (0,∞) and its Radon–
Nikodym derivative is completely monotone.
It turns out that any Stieltjes function has an analytic extension to the cut
complex plane C \ (−∞, 0]. This property gives a complete characterisation
of the class of Stieltjes functions. Let C+ = {z ∈ C : Im z > 0} and C− =
{z ∈ C : Im z < 0}.
Theorem 2.9. [25, Corollary 7.4] Let g be a positive function on (0,∞).
Then g is a Stieltjes function if and only if the limit limλ↘0 g(λ) exists in
[0,∞] and g extends analytically to C \ (−∞, 0] such that Im z · Im g(z) ≤ 0.
Remark 2.10. Note that positive constant functions are examples of Stielt-
jes functions. It follows easily by basic properties of analytic functions that
a nonconstant Stieltjes function maps C+ to C−. Note also that if g is not
identically 0, then 1/g(z) is a Nevanlinna function (also known as Herglotz
or Pick functions). The corresponding function 1/g(λ) is then a complete
Bernstein function, see [25].
It is possible to compute the measure σ in (2.6) using the analytic exten-
sion of g. The following result follows from [25, Corollary 6.3] and the fact
that λg(λ) is a complete Bernstein function if g(λ) is a Stieltjes function (see
[25, Theorem 6.2]).
Theorem 2.11. The measure σ in (2.6) can be recovered from g by the
formula
σ(u, v] = − lim
δ↘0
lim
h↘0
1
pi
∫ v+δ
u+δ
Im g(−t+ ih) dt, 0 < u < v <∞. (2.7)
We also record the following lemma which follows easily from Theorem
2.9.
Lemma 2.12. If g is a Stieltjes function, then so is gα for any α ∈ (0, 1].
Next, we are interested in characterising functions with a positive Fourier
transform. We refer to [3] for the following standard results.
Definition 2.13. A function f : Rd → C is said to be positive definite if for
every n ∈ N, the n × n-matrix with values aij = f(ξi − ξj), 1 ≤ i, j ≤ n, is
positive semi-definite.
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Theorem 2.14 (Schur). Let {fj}j be a countable family of positive definite
functions. Then
∏
j fj is positive definite.
Theorem 2.15 (Bochner). Any positive definite function continuous at zero
is the Fourier transform of a finite Borel measure.
Remark 2.16. A common way of stating Bochner’s theorem is as a one-
to-one correspondence between continuous positive definite functions and
probability measures. This form of the statement is in agreement with The-
orem 2.15 as long as one requires f(0) = 1 for the positive definite functions.
Let f be a positive definite function. If f r is positive definite for any real
power r ≥ 0, then f is said to be infinitely divisible. By definition, any root
f1/n of an infinitely divisible function f is a positive definite function. It
follows from Theorem 2.14 that any product of infinitely definite functions
is again infinitely divisible. Moreover, f is infinitely divisible if and only if
f1/n is positive definite for any n ∈ N, since products and pointwise limits
of positive definite functions are positive definite.
We next recall Schoenberg’s theorem which links completely monotone
functions and positive definite functions.
Theorem 2.17. [26] A function g : [0,∞) → R continuous at zero is com-
pletely monotone if and only if g(| · |2) is positive definite on Rd for all d ∈ N.
We have the following two results, giving us properties of transforms of
completely monotone and Stieltjes functions, respectively.
Proposition 2.18. Let f : R→ R and g : [0,∞)→ R be two functions sat-
isfying f(ξ) = g(ξ2). Then f is the Fourier transform of an even, integrable
function such that (F−1 f)(√·) is completely monotone if and only if g is
completely monotone with limλ↘0 g(λ) < ∞ and limλ→∞ g(λ) = 0. In this
case, F−1 f is smooth and monotone outside of the origin.
Remark 2.19. For a related result by Bochner (on subordinate Brownian
motions), see [4, Theorem 4.3.3] and [25, Example 13.16].
Proof. When g is completely monotone and continuous at zero, Bochner’s
theorem guarantees us that f(ξ) = g(ξ2) is the Fourier transform of a mea-
sure. In fact, by Bernstein’s theorem (cf. Theorem 2.6), we have that
f(ξ) = µ({0}) +
∫
(0,∞)
exp(−ξ2t) dµ(t)
for some finite Borel measure µ on [0,∞). Since limξ→∞ f(ξ) = 0, we infer
that µ({0}) = 0, whence
f(ξ) =
∫
(0,∞)
exp(−ξ2t) dµ(t). (2.8)
Noting that
exp(−tξ2) = F
(
exp(− (·)24t )√
4pit
)
(ξ) =
∫
R
exp(−x24t )√
4pit
exp(−ixξ) dx,
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it follows that
f(ξ) =
∫
(0,∞)
(∫
R
exp(−x24t )√
4pit
exp(−ixξ) dx
)
dµ(t)
=
∫
R
(∫
(0,∞)
exp(−x24t )√
4pit
dµ(t)
)
exp(−ixξ) dx,
(2.9)
where we have used Fubini’s theorem; in order to verify that it applies one
can consider the change of variables y = x/
√
t, recalling that µ is finite.
Hence,
(F−1 f)(x) =
∫
(0,∞)
exp(−x24t )√
4pit
dµ(t). (2.10)
This calculation together with Bochner’s theorem implies that F f ∈ L1(R)∩
C∞(R \ {0}), so that F f is actually given by a function and not just a
measure (in this and the following proof it does not matter if we consider
F f or F−1 f , since they differ only by a constant factor). The positivity of
F f is clear from the above formula, too, and we in addition see that F f is
monotone for x > 0. More precisely,
(F−1 f)′(x) = − 1
4
√
pi
∫
(0,∞)
x exp(−x24t )
t3/2
dµ(t) < 0.
Finally, the fact that (F−1 f)(√·) is completely monotone is a consequence
of Bernstein’s theorem and the computation
(F−1 f)(
√
λ) =
∫
(0,∞)
exp(− λ4t)√
4pit
dµ(t) =
∫
(0,∞)
exp(−sλ) dµ˜(s), (2.11)
in which the measure µ˜ is given by
dµ˜ =
√ ·
pi
d(ψ∗(µ)), (2.12)
where ψ(t) = 14t and ψ∗(µ) is the pushforward of µ by ψ.
Conversely, suppose that f is the Fourier transform of an even, integrable
function F−1 f and that (F−1 f)(√·) is completely monotone. Then we can
write (F−1 f)(√·) in the form
(F−1 f)(
√
λ) =
∫
[0,∞)
exp(−sλ) dµ˜(s),
where µ˜ is obtained using Bernstein’s theorem. Consequently,
(F−1 f)(x) =
∫
[0,∞)
exp(−sx2) dµ˜(s),
and integrating this relation using the change of variables y =
√
sx yields
that dµ˜(s)/
√
s is a finite measure. In particular, µ˜ has no mass at 0, so that
(2.11) holds, where µ is the finite measure defined by (2.12). Consequently,
we have (2.10) and the calculation (2.9) is now justified by Fubini’s theorem.
Thus, (2.8) holds and this in turn implies that g is completely monotone
with limλ↘0 g(λ) = 0 and limλ→∞ g(λ) = 0. 
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When the function g is Stieltjes one can sharpen these conclusions. It
is already clear from Theorem 2.17 and Lemma 2.12 that g(ξ2) is infinitely
divisible. In addition, we have:
Proposition 2.20. Let f and g be two functions satisfying f(ξ) = g(ξ2).
Then f is the Fourier transform of an even, integrable and completely mono-
tone function if and only if g is Stieltjes with limλ↘0 g(λ) < ∞ and
limλ→∞ g(λ) = 0. One has
g(λ) =
∫
(0,∞)
1
λ+ t
dσ(t), (2.13)
and, with ψ =
√·, the pushforward of σ by ψ relates f to g via
(F−1 f)(x) =
∫
(0,∞)
exp(−s|x|) dµ(s), dµ = 1
2(·)d(ψ∗(σ)). (2.14)
Remark 2.21. The main part of this result is known in the theory of subor-
dinate Brownian motions; see [17, Proposition 2.14] and [25, Example 13.16].
We include a proof for completeness since our result is slightly different as
well as phrased in a different language.
Proof. Suppose first that g is a Stieltjes function with limλ↘0 g(λ) <∞ and
limλ→∞ g(λ) = 0. By assumption, g is given by (2.13) with
∫
(0,∞)
dσ(t)
t <∞
(see the remark after Definition 2.7) and hence we obtain from f(ξ) = g(ξ2)
that
f(ξ) =
∫
(0,∞)
1
ξ2 + t
dσ(t).
From the transform
F−1
(
s
ξ2 + s2
)
(x) =
1
2
exp(−s |x|), (2.15)
with s =
√
t, and an argument as in the proof of Proposition 2.18, we get
that
(F−1 f)(x) =
∫
(0,∞)
exp(−√t |x|)
2
√
t
dσ(t). (2.16)
Here, one makes the changes of variables y =
√
tx in order to justify the
use of Fubini’s theorem. Making the change of variables t 7→ √t = ψ(t)
in the integral, we obtain (2.14) in the variable s =
√
t. In particular,
F f is completely monotone by Bernstein’s theorem (dµ(s)/s is finite). The
evenness of F f follows immediately from the evenness of g(ξ2), and the fact
that F f ∈ L1(R) is a consequence of Proposition 2.18.
Conversely, suppose that F f ∈ L1(R) is even and completely monotone.
Then
(F−1 f)(x) =
∫
[0,∞)
exp(−|x|s) dµ(s),
for some Borel measure µ on [0,∞) and the integrability of F f implies that
dµ(s)/s is a finite measure. In particular, µ has no mass at 0 so that the
left-most equality in (2.14) holds. Thus, we have (2.16) with σ defined by
(2.14), and (2.15) together with Fubini’s theorem yield (2.13). Moreover, it
is easily seen that dσ(t)/t is finite so that g is a Stieltjes function with the
desired properties. 
12 MATS EHRNSTRÖM AND ERIK WAHLÉN
Positivity and monotonicity properties: the Whitham kernel. Note
that we can write the Whitham symbol as m(ξ) = g(ξ2), where
g(λ) =
√
tanh
√
λ√
λ
, λ ≥ 0. (2.17)
Proposition 2.22. (g(λ))2α is a Stieltjes function for any α ∈ (0, 1].
Proof. To see this, note that the reciprocal
λ→
√
λ
tanh
√
λ
is positive on (0,∞) with the finite limit 1 as λ↘ 0, and extends to an ana-
lytic function on C \ (−∞, 0] if we let √λ denote the principal branch of the
square root. It also maps C+ to C+. Indeed, a straightforward calculation
shows that
Im
( z
tanh z
)
=
2
| exp(z)− exp(−z)|2 (Im z sinh(2 Re z)− Re z sin(2 Im z))
>
4
| exp(z)− exp(−z)|2 (Im zRe z − Re z Im z) = 0
when Re z, Im z > 0, from which it follows that Im(
√
λ/ tanh
√
λ)) > 0 when
Imλ > 0. This implies that λ 7→ tanh√λ/√λ satisfies the conditions of
Theorem 2.9. Hence, (g(λ))2α is a Stieltjes function by Lemma 2.12. 
Throughout the rest of Section 2 we let α = 1/2. The following is our
main result concerning the kernel K, and will be used repeatedly in the later
sections.
Proposition 2.23. The Whitham kernel can be expressed in the form (2.14).
The Borel measure σ in the same formula satisfies
∫
(0,∞)
dσ(t)
t < ∞, and is
absolutely continuous with density
1
pi
∞∑
n=1
√
| tan√t|√
t
χ
((
(2n−1)pi
2
)2,(npi)2)
(t).
Thus
K(x) =
1
pi
∞∑
n=1
∫ npi
(2n−1)pi
2
exp(−s|x|)
√
| tan s|
s
ds, (2.18)
and K is completely monotone on (0,∞). In particular, it is positive, strictly
decreasing and strictly convex for x > 0.
Proof. For g as in (2.17) we have limλ→∞ g(λ) = 0 and limλ→0 g(λ) = 1.
Applying Proposition 2.20 we immediately obtain the first part of the propo-
sition. The inversion formula (2.7) furthermore gives us
σ(u, v] = − lim
h↘0
1
pi
∫
(u,v]
Im
√
tanh
√−t+ ih√−t+ ih dt
= − lim
h↘0
1
pi
∫
(u,v]
Im
√
tan
√
t− ih√
t− ih dt.
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We get a contribution from each interval on which tan
√
t/
√
t is negative,
i.e., from each interval
((pi/2)2, pi2), ((3pi/2)2, (2pi)2), . . . , (((2n− 1)pi/2)2, (npi)2), . . . ,
giving the announced expression for σ. The formula (2.18) forK then follows
by substituting this expression for σ in (2.14) and making the change of
variables s =
√
t in order to determine µ. 
Remark 2.24. We remark that (2.18) could also be obtained by deform-
ing the contour in the calculation of the Fourier transform of m(ξ) further.
Assume that x > 0 and recall from (2.3) that∫
R
exp(ixξ)m(ξ) dξ =
∫
R
exp(ix(ξ + is0))m(ξ + is0) dξ
= exp(−xs0)
∫
R
exp(ixξ)m(ξ + is0) dξ,
for any s0 ∈ (0, pi/2). We can extend the contour by replacing s0 with a
number s1 ∈ (pi, 3pi/2), obtaining∫
R
exp(ix(ξ + is0))m(ξ + is0) dξ
=
∫
R
exp(ix(ξ + is1))m(ξ + is1) dξ
+ i lim
s↘0
∫ pi
pi
2
(exp(ix(s+ is))m(s+ is)− exp(ix(−s+ is))m(−s+ is)) ds
=
∫
R
exp(ix(ξ + is1))m(ξ + is1) dξ + 2
∫ pi
pi
2
exp(−xs)
√
| tan s|
s
ds;
(2.19)
see Figure 2. Repeating this procedure, we may replace s1 by a number
sN ∈ (Npi, (2N + 1)pi/2) and obtain∫
R
exp(ixξ)m(ξ) dξ =
∫
R
exp(ix(ξ + isN ))m(ξ + isN ) dξ
+ 2
N∑
n=1
∫ npi
(2n−1)pi
2
exp(−sx)
√
| tan s|
s
ds,
for N = 1, 2, 3, . . .. Taking sN = pi/4+Npi, and noting that |∂ξm(ξ+isN )| .
(|ξ|+ 1)−3/2 uniformly in N , we find that∫
R
exp(ix(ξ+isN ))m(ξ+isN ) dξ = exp(−xsN )
∫
R
exp(ixξ)m(ξ+isN ) dξ → 0
as N →∞ (the convergence is uniform for x ≥ x0 > 0). It follows that
1
2pi
∫
R
exp(ixξ)m(ξ) dξ =
1
pi
∞∑
n=1
∫ npi
(2n−1)pi
2
exp(−sx)
√
| tan s|
s
ds, x > 0.
Remark 2.25. We also remark that an alternative approach to obtaining
the above positivity and monotonicity properties of the Whitham kernel is to
study the functions −xDxK(x) and x2 D2xK(x). These functions are regular
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⇠
s
s1
s0
Figure 2. By Cauchy’s theorem and (2.2), the integral of eixζm(ζ) along the
dashed contour vanishes. The filled intervals on the positive s-axis are the
branch cuts [pi/2, pi], [3pi/2, 2pi], . . .. Equation (2.19) is obtained by letting the
inner contour converge to the branch cut which it surrounds.
at the origin and one can show that their Fourier transforms Dξ(ξm(ξ)) and
D2ξ(ξ
2m(ξ)), respectively, are positive definite.
We now improve upon Proposition 2.1 by taking advantage of the expres-
sion (2.18) for the kernel K. For the technique behind our approach, we
refer the reader to [6].
Corollary 2.26. The Whitham kernel satisfies
K(x) =
√
2
pi
√|x| exp(−pi2 |x|) +O(|x|−3/2 exp(−pi2 |x|))
as |x| → ∞.
Proof. Note that
K(x) =
1
pi
∫ 3pi
4
pi
2
exp(−s|x|)
√
| tan s|
s
ds+
∫ ∞
3pi
4
exp(−s|x|)g(s) ds, (2.20)
where
g(s) =
1
pi
∞∑
n=1
√
| tan s|
s
χ((2n−1)pi/2,npi)(s).
The integral of g over each interval ((2n − 1)pi/2, npi) can be estimated by
the same constant (due to the periodicity of tan s) and we therefore find that
the second term in (2.20) is O(exp(−3pi4 |x|)) as |x| → ∞. On the other hand,
letting
h(s) =
1
pi
√
| tan s|(s− pi2 )
s
,
which is smooth on the interval [pi2 ,
3pi
4 ], we can write the first term in (2.20)
as ∫ 3pi
4
pi
2
exp(−s|x|)√
s− pi2
h(s) ds =
exp(−pi2 |x|)√|x|
∫ pi
4
|x|
0
exp(−u)√
u
h(pi2 +
u
|x|) du,
where u = (s− pi2 )|x|. By the mean value theorem, we have that
h(pi2 +
u
|x|) = h(
pi
2 ) +O( u|x|),
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uniformly for 0 ≤ u ≤ pi4 |x|. Estimating∫ pi
4
|x|
0
exp(−u)√
u
u
|x| du ≤
1
|x|
∫ ∞
0
√
u exp(−u) du
and ∫ ∞
pi
4
|x|
exp(−u)√
u
du = O(exp(−pi4 |x|)),
we therefore obtain that∫ pi
4
|x|
0
exp(−u)√
u
h(pi2 +
u
|x|) du =
∫ ∞
0
exp(−u)√
u
h(pi2 ) du+O(|x|−1)
=
√
2
pi
+O(|x|−1),
which concludes the proof. 
3. The periodised Whitham kernel and the operator L
We introduce the periodised Whitham kernel
KP (x) =
∑
n∈Z
K(x+ nP ), (3.1)
for P ∈ (0,∞). Note that this sum is absolutely convergent, in view of that
K has rapid decay. Note also that the evenness of K is inherited by KP .
Equivalently, KP can be expressed as the Fourier series
KP (x) =
1
P
∑
n∈Z
m
(
2pin
P
)
exp
(
2piinx
P
)
.
For convenience we shall accept also P = ∞, with the convention K∞ =
K. The periodisation KP is introduced to facilitate the analysis of periodic
solutions satisfying certain sign conditions in a half-period.
Using the exponential decay of K and all of its derivatives, one obtains
directly the corresponding description of KP (note here, though, that the
singularity is repeated periodically at all integer multiples of P ).
Proposition 3.1. The periodic Whitham kernel satisfies
KP (x) =
1√
2pi|x| +KP,reg(x)
where KP,reg is real analytic in (−P, P ).
Proof. This follows by combining Proposition 2.4 with the definition of KP ,
noting that one may differentiate termwise in (3.1) to arbitrary high order
in view of Proposition 2.1. 
We obtain monotonicity results for KP by applying the following gen-
eral result concerning periodic kernels. The latter follows from Bernstein’s
theorem by noting that dµ(s)/s is a finite measure (cf. the proof of Proposi-
tion 2.20), and by differentiating under the integral sign in the below formula
for gP .
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Proposition 3.2. Let g ∈ L1(R) be even and completely monotone. Then
the periodisation
gP (x) =
∑
n∈Z
g(x+ nP )
converges for each x ∈ R \ PZ, and is given by
gP (x) =
∫
(0,∞)
cosh(s(x− P2 − P b xP c))
sinh(P2 s)
dµ(s),
for x ∈ R \ PZ, and g the Laplace transform of µ. Hence, gP is smooth in
R \ PZ and completely monotone on (0, P/2).
Combining Proposition 3.2 with the formula (2.18) for the Whitham ker-
nel, we get the following result for its periodisation.
Corollary 3.3. The P -periodic Whitham kernel is given by
KP (x) =
1
pi
∞∑
n=1
∫ npi
(2n−1)pi
2
cosh(s(x− P2 − P b xP c))
sinh(P2 s)
√
| tan s|
s
ds,
for x ∈ R \ PZ. Hence, KP is smooth in R \ PZ and completely monotone
on (0, P/2). In particular, it is positive, strictly decreasing on (0, P/2), and
convex on (0, P ).
Remark 3.4. The monotonicity of KP in (0, P/2) can in fact be proved
using just the convexity and monotonicity of K (and the rapid decay of K
and its derivatives). Indeed, one has that
DxKP (x) =
∑
n∈N
K ′(x+ nP )
=
∑
k≥0
(
K ′(x+ kP ) +K ′(x− (k + 1)P )) . (3.2)
Let ak = x + kP and bk = x − (k + 1)P . Then K ′(ak) < 0, whereas
K ′(bk) > 0, for all x ∈ (0, P/2) and all integers k ≥ 0. We thus want
|K ′(ak)| > |K ′(bk)|.
By the evenness of K, we have |K ′(ζ)| = |K ′(−ζ)| for any ζ 6= 0. And by
Proposition 2.23, |ζ| 7→ |K ′(|ζ|)| is furthermore a strictly decreasing function
of |ζ|, so that
|ak| < (k + 1/2)P < |bk|
guarantees that |K ′(ak)| > |K ′(bk)|. Hence, the sum in (3.2) is strictly nega-
tive for all x ∈ (0, P/2). Similarly, one may prove strict signs of higher-order
derivatives of KP on (0, P/2) by using the signs of higher-order derivatives
of K.
The operator L. Now let L be the operator
L : f 7→ K ∗ f,
defined via duality on the space S ′(R) of tempered distributions. From the
definition (3.1) ofKP , one readily sees that for a continuous periodic function
f , the operator L is given by
∫ P/2
−P/2KP (x − y)f(y) dy, and more generally
by
∫
RK(x− y)f(y) dy if f is bounded and continuous.
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Let Hs(R), s ∈ R, denote the Sobolev (Bessel-potential) spaces with norm
‖f‖Hs(R) =
(∫
R
(1 + k2)s|fˆ(k)|2 dk
)1/2
,
and let Hs(SP ) be the corresponding Sobolev spaces of P -periodic tempered
distributions f = (1/P )
∑
k∈Z fˆk exp(i2pik · /P ) satisfying
‖f‖2Hs(SP ) =
∑
k∈Z
(
1 +
4pi2k2
P 2
)s
|fˆk|2 <∞,
where SP denotes the circle of circumference P > 0. Note that H0(SP )
can be identified with L2(−P/2, P/2). For a nonnegative integer k we let
BUCk(R) be the space of k times continuously differentiable functions on R,
whose derivatives of order less than or equal to k are bounded and uniformly
continuous on R.
We shall say that a function ϕ : R→ R is Hölder continuous of regularity
α ∈ (0, 1) at a point x ∈ R if
|ϕ|Cαx := sup
h6=0
|ϕ(x+ h)− ϕ(x)|
|h|α <∞,
and let
Cα(R) = {ϕ ∈ BUC(R) : sup
x
|ϕ|Cαx <∞},
Ck,α(R) = {ϕ ∈ BUCk(R) : ϕ(k) ∈ Cα(R)}.
With Ck,α(SP ) we denote the closed subspace of Ck,α(R) consisting of func-
tions that are P -periodic.
We also recall the definition of Besov spaces Bsp,q(R) using the Littlewood–
Paley decomposition. Let % ∈ C∞0 (R) with %(ξ) = 1 if |ξ| ≤ 1, %(ξ) = 0 if
|ξ| ≥ 2, and define
γ(ξ) = %(ξ)− %(2ξ),
so that γ ∈ C∞0 (R) is supported in the set 1/2 ≤ |ξ| ≤ 2. We let
γ0(ξ) = %(ξ)
and
γj(ξ) = γ(ξ/2
j), j ≥ 1,
so that γj is supported in the set 2j−1 ≤ |ξ| ≤ 2j+1 when j ≥ 1 and |ξ| ≤ 2
when j = 0, and
∞∑
j=0
γj(ξ) = 1, ξ ∈ R.
For a tempered distribution f ∈ S ′(R) we let γj(D)f = F−1(γj(ξ)fˆ(ξ)), so
that
f =
∞∑
j=0
γj(D)f.
The Besov spaces Bsp,q(R), s ∈ R, 1 ≤ p ≤ ∞, 1 ≤ q <∞ are defined by{
f ∈ S ′(R) : ‖f‖Bsp,q(R) :=
[ ∞∑
j=0
(2sj‖γj(D)f‖Lp(R))q
] 1
q
<∞
}
.
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For 1 ≤ p ≤ ∞ and q =∞, we instead define
Bsp,∞(R) =
{
f ∈ S ′(R) : ‖f‖Bsp,∞(R) := sup
j≥0
2sj‖γj(D)f‖Lp(R) <∞
}
.
For a P -periodic tempered distribution f = (1/P )
∑
k∈Z fˆk exp(i2pik · /P ),
we have the identity
γj(D)f =
1
P
∑
k∈Z
γj
(
2pik
P
)
fˆk exp
(
2piikx
P
)
,
so that γj(D)f is a trigonometric polynomial. The space Bsp,q(SP ), s ∈ R,
1 ≤ p, q ≤ ∞, is defined by replacing R by SP in the definition of Bsp,q(R).
Note that Bs2,2 can be identified with Hs, on the line as well as on the circle.
We furthermore define the Zygmund spaces Cs, s ∈ R, by
Cs(X) = Bs∞,∞(X), X ∈ {R,SP },
and recall that Cs = Cbsc,s−bsc for s ∈ R>0 \ N, while W s,∞ ( Cs when s
is a nonnegative integer; both relations valid on the line as well as on the
circle. It follows from the estimate |Dnξm(ξ)| . (1 + |ξ|)−1/2−n, n ≥ 0, that
L defines a bounded operator
L : Bsp,q(X)→ B
s+ 1
2
p,q (X), X ∈ {R,SP },
see, e.g., [1, 2]. In particular, the operators
L : Hs(X)→ Hs+ 12 (X) and L : Cs(X)→ Cs+ 12 (X)
are bounded on R as well as on SP , for all s ∈ R. For an introduction to
periodic distributions and function spaces, we refer the reader to Chapter 9
in the monograph [28] by Triebel.
Notational conventions. To ease notation in what follows, when f(x) >
g(x) for all x we write f > g, and when f(x) ≥ g(x) for all x with g(x0) >
f(x0) for some x0 we write f  g. Similarly, f ≥ g indicates that f(x) ≥ g(x)
for all x, and f = g that f and g are identically equal. We make the
corresponding conventions for the relations <, , and ≤. Finally, f 6= g
denotes the situation when f(x0) 6= g(x0) for some x0.
Lemma 3.5. L is strictly monotone: Lf > Lg if f and g are bounded and
continuous functions with f  g.
Proof. This is immediate from the strict positivity of K and KP , see Propo-
sition 2.23 and Corollary 3.3. 
Lemma 3.6. The operator L is parity-preserving on any period P ∈ (0,∞],
and Lf(x) > 0 on (−P/2, 0) for f P -periodic, odd and continuous with f  0
on (−P/2, 0).
Proof. To see that L is parity-preserving, note that
Lf(x)± Lf(−x) =
∫ P/2
−P/2
KP (x− y)f(y) dy ±
∫ P/2
−P/2
KP (−x− y)f(y) dy
=
∫ P/2
−P/2
KP (x− y) (f(y)± f(−y)) dy,
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which vanishes for f odd (even).
Next, assume that f is P -periodic, odd and continuous, with f(x) ≥ 0 for
−P/2 ≤ x ≤ 0 and f(x) 6= 0 for some x. Then
Lf(x) =
∫ P/2
−P/2
KP (x− y)f(y) dy
=
∫ 0
−P/2
(KP (x− y)−KP (x+ y)) f(y) dy.
(3.3)
Fix x ∈ (−P/2, 0), and consider first the case when P =∞. We have
|x+ y| = |x|+ |y| > |x− y|, y ∈ (−P/2, 0),
so that the distance from the origin to the point x+ y is larger than that to
the point x− y. Since K is even and strictly decreasing as a function of the
distance to the origin, we find that K(x− y) > K(x+ y), which proves the
desired conclusion.
When P <∞, fix again x ∈ (−P/2, 0) and consider y such that
−P < x+ y ≤ x− y < P/2.
This covers all possible values of x+y and x−y appearing in the last integral
in (3.3). Since KP decreases with the distance to the origin in the period
(−P/2, P/2), and is periodic with period P , all that remains is to convince
ourselves that
dist(x− y, 0) < min{dist(x+ y, 0), dist(x+ y,−P )}.
The inequality |x− y| < |x+ y| holds as above for all same-signed y 6= x, as
does |x− y| < P + x+ y for all x, y > −P/2. This proves that KP (x− y) >
KP (x+ y) almost everywhere in the interval, and therefore Lf(x) > 0 when
−P/2 < x < 0. (Note that when x is a multiple of P the same argument
fails, because KP is even around those points.) 
4. Nodal pattern
In this section we record some basic properties of Whitham solutions,
including a priori bounds, regularity estimates and a maximum principle.
This will enable us to establish a nodal pattern for solutions of the steady
Whitham equation, recorded in Theorem 4.9. It is interesting to note how
the equation (1.3) features many of the properties of elliptic equations.
We remind the reader that with a solution of the steadyWhitham equation
we mean a real-valued, continuous and bounded function ϕ that satisfies
(1.3) pointwise. In the case P < ∞, we presuppose that any solution ϕ is
P -periodic. We shall furthermore call a continuous and bounded function ϕ
a supersolution of (1.3) if
−µϕ+ Lϕ+ ϕ2 ≤ 0.
Similarly, we call ϕ a subsolution of (1.3) if −µϕ+ Lϕ+ ϕ2 ≥ 0.
Lemma 4.1. Let Iµ be the closed interval with endpoints µ− 1 and 0. Then
supersolutions ϕ1 and subsolutions ϕ2 of the steady Whitham equation (1.3)
satisfy
inf ϕ1 ∈ Iµ and supϕ2 6∈ int(Iµ),
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where int(Iµ) is the interior of the interval Iµ. In particular, if ϕ is a solu-
tion, then either µ− 1 ≤ inf ϕ ≤ 0 ≤ supϕ or ϕ(x) ≡ µ− 1 if µ ≤ 1, while
either 0 ≤ inf ϕ ≤ µ− 1 ≤ supϕ or ϕ(x) ≡ 0 if µ > 1.
Remark 4.2. One can see directly from (1.3) that if a solution satisfies
ϕ(x) = 0 for some x, then ϕ is either identically zero or it changes sign.
Indeed, at x the equation reduces to Lϕ = 0. Since L is a strictly monotone
operator this is impossible unless ϕ is sign-changing or vanishes everywhere.
Proof. For ϕ1 a supersolution, we have
(
ϕ1 − µ2
)2 ≤ µ24 −Lϕ1. By Lemma 3.5,
L is a strictly monotone operator. Since furthermore Lc = c for constants c,
we therefore obtain that (
ϕ1 − µ
2
)2 ≤ µ2
4
− inf ϕ1.
In particular,
(
inf ϕ1 − µ2
)2 ≤ µ24 − inf ϕ1, and therefore
(inf ϕ1) (inf ϕ1 − (µ− 1)) ≤ 0.
Similarly, for ϕ2 a subsolution one obtains
(
ϕ2 − µ2
)2 ≥ µ24 − Lϕ2 ≥ µ24 −
supϕ2, which yields that (supϕ2) (supϕ2 − (µ− 1)) ≥ 0. 
Since a solution is simultaneously a subsolution and a supersolution, in
that case we obtain from Lemma 4.1 that either inf ϕ = supϕ = µ − 1
or supϕ ≥ 0 when µ ≤ 1. When µ > 1, we obtain instead that either
inf ϕ = supϕ = 0 or supϕ ≥ µ− 1.
The following lemma is the equivalent of the strong maximum principle
for elliptic equations.
Lemma 4.3 (Touching lemma). Let ϕ1 be a supersolution and ϕ2 a subso-
lution of the steady Whitham equation (1.3) with ϕ1 ≥ ϕ2. Then either
(i) ϕ1 = ϕ2, or
(ii) ϕ1 > ϕ2 with ϕ1 + ϕ2 < µ.
Proof. Since ϕ1, ϕ2 are super- and subsolutions, respectively, we have that,
(µ− L)(ϕ1 − ϕ2) ≥ (ϕ1 + ϕ2)(ϕ1 − ϕ2).
If ϕ1 = ϕ2 there is nothing to prove, so assume that ϕ1  ϕ2. Since L is a
strictly monotone operator, we then see that
(µ− (ϕ1 + ϕ2)) (ϕ1 − ϕ2) ≥ L(ϕ1 − ϕ2) > 0.
Thus ϕ1(x) 6= ϕ2(x) and µ 6= ϕ1(x)+ϕ2(x) for all x. In view of that ϕ1 ≥ ϕ2
by assumption, so that ϕ1−ϕ2 and L(ϕ1−ϕ2) therefore have the same sign,
we conclude that ϕ1 > ϕ2 and ϕ1 + ϕ2 < µ. 
Corollary 4.4. Except for the trivial solutions ϕ = 0 and ϕ = µ − 1,
supersolutions ϕ of the steady Whitham equation (1.3) satisfy
µ− 1 < ϕ < 1, µ < 1,
0 < ϕ < µ µ > 1.
Remark 4.5. For µ = 1, the solution ϕ = 0 is the unique integrable super-
solution, cf. Proposition 4.6 below.
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Proof. For any µ ∈ R, the functions x 7→ µ − 1 and x 7→ 0 are constant
solutions of the Whitham equation.
For µ < 1, Lemma 4.1 guarantees that ϕ ≥ µ− 1 for any supersolution ϕ.
Thus, we may apply Lemma 4.3 with ϕ1 = ϕ and ϕ2 = µ − 1 to conclude
that ϕ > µ− 1 and, furthermore, that ϕ+ µ− 1 < µ, meaning that ϕ < 1.
Similary, for µ > 1 we have ϕ ≥ 0 for any supersolution ϕ by Lemma 4.1,
and the rest of the conclusion follows from Lemma 4.3. 
Proposition 4.6. Any solution ϕ ∈ L1(−P/2, P/2) of the steady Whitham
equation (1.3) belongs to L2(−P/2, P/2) and has negative or positive mean
according to whether µ < 1 or µ > 1. More precisely,
(µ− 1)
∫ P/2
−P/2
ϕ(x) dx = ‖ϕ‖2L2(−P/2,P/2)
holds for any µ ∈ R, where P ∈ (0,∞] is the possibly infinite period.
Proof. By integrating (µ− L)ϕ = ϕ2 over a period, we get
µ
∫ P/2
−P/2
ϕ(x) dx−
∫ P/2
−P/2
Lϕ(x) dx =
∫ P/2
−P/2
(ϕ(x))2 dx.
Consider first P < ∞. In view of that ∫ P/2−P/2 ϕ(x) dx = ϕˆ0, we have that
(µ−m(0))ϕˆ0 = ‖ϕ‖2L2(−P/2,P/2). For P =∞, replace ϕˆ0 by ϕˆ(0). 
The following result improves upon Lemma 4.3 in the case when one has
additional control of the first-order derivatives of the solutions. An important
consequence of it is Theorem 4.9.
Lemma 4.7 (Touching lemma for derivatives). Let ϕ1, ϕ2 be even and con-
tinuously differentiable solutions of the steady Whitham equation (1.3) with
ϕ1 ≥ ϕ2 and ϕ′1  ϕ′2 ≥ 0 in (−P/2, 0). Then ϕ′1 > ϕ′2 and ϕ1 + ϕ2 < µ in
(−P/2, 0).
Remark 4.8. It follows from Lemma 4.7 that ϕ1 > ϕ2 on the whole interval
(−P/2, P/2). This is due to the evenness of ϕ1, ϕ2 and the strict inequality
ϕ′1 > ϕ′2 on (−P/2, 0).
Proof. Both ϕ1 and ϕ2 solve (µ− L)ϕ = ϕ2, so we may subtract and differ-
entiate to obtain
(µ− L)(ϕ′1 − ϕ′2) = (ϕ21 − ϕ22)′. (4.1)
Since (ϕ′1 + ϕ′2)(ϕ1 − ϕ2) ≥ 0 on (−P/2, 0) by assumption, we see by ex-
panding the right-hand side of (4.1) that
(µ− ϕ1 − ϕ2)(ϕ′1 − ϕ′2) ≥ L(ϕ′1 − ϕ′2) > 0 on (−P/2, 0),
where Lemma 3.6 has been used with f = ϕ′1 − ϕ′2. Because ϕ′1 ≥ ϕ′2 on
(−P/2, 0), this implies both that ϕ′1 > ϕ′2 and that ϕ1 + ϕ2 < µ on that
interval. 
We have now come to the main result of this section, which we shall later
need to prove that the global bifurcation branch of steady solutions does not
form a closed loop.
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Theorem 4.9 (Nodal pattern). Let P ∈ (0,∞]. Any P -periodic, noncon-
stant and even solution ϕ ∈ BUC1(R) of the steady Whitham equation (1.3)
which is nondecreasing on (−P/2, 0) satisfies
ϕ′ > 0, ϕ <
µ
2
on (−P/2, 0).
For such a solution one necessarily has µ > 0.
If furthermore ϕ ∈ BUC2(R), then ϕ < µ2 everywhere and
ϕ′′(0) < 0.
For P <∞ one has ϕ′′(±P/2) > 0. If in addition µ ≤ 1 and ϕ(0) ≥ µ4 , then
ϕ′′(P2 )− ϕ′′(0) ≥ 12 |K ′P (P4 )|.
Proof. To prove that ϕ′ > 0 and ϕ < µ2 on (−P/2, 0), note first that
by assumption ϕ′ must be odd, nontrivial, and nonnegative in (−P/2, 0).
According to Lemma 3.6, we then have Lϕ′ > 0 in (−P/2, 0), and by
(µ− 2ϕ)ϕ′ = Lϕ′ also
ϕ′(µ− 2ϕ) > 0 in (−P/2, 0).
The sign of µ − 2ϕ can then be inferred from that of ϕ′. This proves that
ϕ′ > 0 and ϕ < µ2 on the open half-period (−P/2, 0). On the other hand,
since ϕ is nonconstant it follows from Lemma 4.1 and Remark 4.2 that
ϕ(0) = supϕ > 0, so that µ > 0.
Now suppose that ϕ ∈ BUC2(R). To show that ϕ′′(0) is strictly negative,
we differentiate the equation twice to obtain that
(µ− 2ϕ)ϕ′′ = 2(ϕ′)2 + Lϕ′′.
Evaluating this equality at x = 0 using the evenness of K and ϕ, we see that(µ
2
− ϕ(0)
)
ϕ′′(0) =
∫ P/2
0
KP (y)ϕ
′′(y) dy
=
∫ ε
0
KP (y)ϕ
′′(y) dy +
∫ P/2
ε
KP (y)ϕ
′′(y) dy
=
∫ ε
0
KP (y)ϕ
′′(y) dy +
[
KP (y)ϕ
′(y)
]y=P/2
y=ε
−
∫ P/2
ε
K ′P (y)ϕ
′(y) dy.
Because ϕ′′ is continuous andKP is integrable, withKP (x) ∼ |x|− 12 for |x| 
1, the first integral vanishes as ε→ 0. The boundary term KP (P/2)ϕ′(P/2)
vanishes in view of that ϕ′(P/2) = 0 if P <∞ and because limx→∞K(x) = 0
and ϕ′ is bounded if P = ∞. Due to the regularity and evenness of ϕ, we
also have ϕ′(ε) = O(ε) so that ϕ′(ε)KP (ε) = O(ε
1
2 )→ 0 as ε→ 0.
By Corollary 3.3 and what we just proved, both K ′P and ϕ
′ are strictly
negative on (0, P/2). Thus − ∫ P/2ε K ′P (y)ϕ′(y) dy is negative for any ε > 0,
and strictly decreasing as ε ↘ 0 (note also that KP is smooth in a vicinity
of P/2, see Proposition 3.1). Thus, we may let ε↘ 0 to see that(µ
2
− ϕ(0)
)
ϕ′′(0) = − lim
ε↘0
∫ P/2
ε
K ′P (y)ϕ
′(y) dy < 0.
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Since ϕ is continuous with ϕ < µ2 on (−P/2, 0), this proves that ϕ < µ2
everywhere, and that ϕ′′(0) < 0.
When P <∞, note that KP (P/2− y) = KP (−P/2− y) = KP (y + P/2),
so that(µ
2
− ϕ(P/2)
)
ϕ′′(P/2) =
∫ P/2
0
KP (y + P/2)ϕ
′′(y) dy
=
(∫ P/2−ε
0
+
∫ P/2
P/2−ε
)
KP (y + P/2)ϕ
′′(y) dy
=
[
KP (y + P/2)ϕ
′(y)
]y=P/2−ε
y=0
+
∫ P/2
P/2−ε
KP (y + P/2)ϕ
′′(y) dy
−
∫ P/2−ε
0
K ′P (y + P/2)ϕ
′(y) dy.
By the same arguments as above all terms but the last on the right-hand
side vanish as ε↘ 0, and the term − ∫ P/2−ε0 K ′P (y+P/2)ϕ′(y) dy is strictly
positive and increasing as ε↘ 0. Thus ϕ′′(P/2) > 0.
To prove the final estimate, note that
(µ2 − ϕ(P/2))ϕ′′(P/2)− (µ2 − ϕ(0))ϕ′′(0)
=
∫ 0
−P/2
(K ′P (y)−K ′P (y + P/2))ϕ′(y) dy
≥ min
x∈[−P/4,0]
K ′P (x)
∫ 0
−P/2
ϕ′(y) dy
= |K ′P (P/4)|(ϕ(0)− ϕ(P/2)),
(4.2)
since KP is even and strictly convex on (−P/2, P/2). We rewrite (4.2) as
(µ2 − ϕ(0))(ϕ′′(P2 )− ϕ′′(0)) ≥
(|K ′P (P4 )| − ϕ′′(P2 )) (ϕ(0)− ϕ(P2 )).
Now, either ϕ′′(P2 ) ≥ 12 |K ′P (P4 )|, or
|K ′P (P4 )| − ϕ′′(P2 ) ≥ 12 |K ′P (P4 )|.
In the second case, note first that one has ϕ(0) − ϕ(P/2) ≥ µ4 ≥ µ2 − ϕ(0)
by the assumptions and the fact that nonconstant solutions with µ ≤ 1 are
sign-changing (cf. Lemma 4.1 and Remark 4.2). Using this estimate, and
dividing by µ2 − ϕ(0) ≤ ϕ(0)− ϕ(P/2), we see that in either case
ϕ′′(P2 )− ϕ′′(0) ≥ 12 |K ′P (P4 )|.

5. About the singularity at ϕ = µ/2
We now move on to investigate the case when a solution touches the
value µ2 from below. We begin by noting that a solution is smooth as long
as it remains bounded away from µ2 (recall that by a solution we mean a
continuous and bounded solution).
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Theorem 5.1 (Regularity I). Let ϕ ≤ µ2 be a solution of the steady Whitham
equation (1.3). Then:
(i) If ϕ < µ/2 uniformly on R, then ϕ ∈ C∞(R) and all of its deriva-
tives are uniformly bounded on R.
(ii) If ϕ < µ/2 uniformly on R and ϕ ∈ L2(R), then ϕ ∈ H∞(R).
(iii) ϕ is smooth on any open set where ϕ < µ/2.
Proof. Assume first that ϕ < µ2 , uniformly on R. The operator L maps
Bsp,q(R) into B
s+1/2
p,q (R), L∞(R) ⊂ B0∞,∞(R) into C1/2(R) = B1/2∞,∞(R) ⊂
L∞(R), and the Nemytskii operator
u 7→ µ/2−
√
µ2/4− u
maps Bsp,q(R) ∩ L∞(R) into itself for u < µ
2
4 and s > 0 (see [2, Theorem
2.87]). All three mappings are continuous. Since ϕ < µ2 , it follows that
Lϕ < µ
2
4 , and therefore
[Lϕ 7→ µ/2−
√
µ2
4 − Lϕ] ◦ [ϕ 7→ Lϕ] : Bsp,q(R) ∩ L∞(R) ↪→ B
s+ 1
2
p,q (R), (5.1)
for all s ≥ 0. Hence, the equality ϕ = µ2 −
√
µ2
4 − Lϕ guarantees that
ϕ ∈ C∞(R) with uniformly bounded derivatives as long as ϕ ∈ L∞(R) (take
p = q =∞). This proves (i). Taking p = q = 2 proves (ii).
Now, if ϕ is in L∞(R) and Csloc on an open set U in the sense that ψϕ ∈
Cs(R) for any ψ ∈ C∞0 (U), we still get that Lϕ is Cs+1/2loc in U . Indeed, let
ψ ∈ C∞0 (U) and let ψ˜ ∈ C∞0 (U) be a smooth cut-off function with ψ˜ = 1 in
a neighbourhood V b U of suppψ. Then
ψLϕ = ψL(ψ˜ϕ) + ψL((1− ψ˜)ϕ).
The first term on the right-hand side is of class Cs+1/2. On the other hand,
the second term is given by∫ ∞
−∞
K(x− y)ψ(x)(1− ψ˜(y))ϕ(y) dy.
where the integrand vanishes for y near x; it is therefore smooth. Hence, Lϕ
is Cs+1/2loc in U and by the above iteration argument, if ϕ < µ/2 in U it is
also smooth there. This proves (iii). 
The following lemma is essential in showing that solutions which touch
µ/2 from below are not smooth.
Lemma 5.2. Let P <∞, and let ϕ be an even, nonconstant solution of the
steady Whitham equation (1.3) such that ϕ is nondecreasing on (−P/2, 0)
with ϕ ≤ µ2 . Then there exists a universal constant λK,P > 0, depending
only on the kernel K and the period P , such that
µ
2 − ϕ(P2 ) ≥ λK,P . (5.2)
More generally,
µ
2 − ϕ(x) &K,P |x0|1/2 (5.3)
uniformly for all x ∈ [−P/2, x0], with x0 < 0.
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Remark 5.3. By inspecting the proof of the lemma, one finds that estimate
(5.3) is uniform in P  1 and that it also also holds in the limiting case
P =∞ (for x ∈ (−∞, x0]).
Proof. For the sake of clearness we prove (5.2) first under the assumption
that ϕ(0) < µ/2 (which implies that ϕ < µ/2 uniformly on R). Subsequently,
a short analogous argument is given for the general estimate (5.3) under the
same assumption. Finally, it is shown how to modify the argument to allow
for ϕ(0) = µ/2.
Note first that, by Theorem 5.1 (i), ϕ is smooth under the assumption
ϕ(0) < µ/2. Let x ∈ [−3P8 ,−P8 ]. For a solution ϕ as in the assumptions,
one has
(µ2 − ϕ(P/2))ϕ′(x) ≥ (µ2 − ϕ(x))ϕ′(x)
=
1
2
∫ P/2
−P/2
KP (x− y)ϕ′(y) dy
=
1
2
∫ 0
−P/2
(KP (x− y)−KP (x+ y))ϕ′(y) dy
≥ 1
2
∫ −P/8
−3P/8
(KP (x− y)−KP (x+ y))ϕ′(y) dy,
(5.4)
in view of that KP (x − y) > KP (x + y) for x, y ∈ (−P2 , 0). In fact, there
exists a universal constant λ˜K,P > 0 depending only on the kernel K and
the period P <∞, such that
min
{
KP (x− y)−KP (x+ y) : x, y ∈ [−3P8 ,−P8 ]
} ≥ λ˜K,P .
Thus, integrating (5.4) in x over the interval (−3P8 ,−P8 ) yields
(µ2 − ϕ(P2 ))(ϕ(−P8 )− ϕ(−3P8 ))
≥ 1
2
∫ −P/8
−3P/8
(∫ −P/8
−3P/8
(KP (x− y)−KP (x+ y)) dx
)
ϕ′(y) dy
≥ P8 λ˜K,P (ϕ(−P8 )− ϕ(−3P8 )).
Now, according to Theorem 4.9, ϕ(−3P8 ) < ϕ(−P8 ) for a solution ϕ as in the
assumptions, whence we may divide with ϕ(−P8 )−ϕ(−3P8 ) to conclude that
µ
2 − ϕ(P2 ) ≥ P8 λ˜K,P := λK,P .
For the x-dependent estimate (ξ will here play the role of x), fix x1, x2
with −P/4 < x2 < x1 < 0, let x ∈ (x2, x1) and consider ξ ∈ [−P/2, x2].
Then
(µ2 − ϕ(ξ))ϕ′(x) ≥
1
2
∫ x1
x2
(KP (x− y)−KP (x+ y))ϕ′(y) dy
≥ 1
2
∫ x1
x2
(−2y)K ′P (y + ζ)ϕ′(y) dy
≥ −x1K ′P (2x2) (ϕ(x1)− ϕ(x2)) ,
(5.5)
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where |ζ| < |x| arises from the mean value theorem. Integrating over (x2, x1)
in x, and dividing out then yields
µ
2 − ϕ(ξ) ≥ |x1(x2 − x1)|K ′P (2x2).
Now let x2 = x0 and x1 = x0/2 to obtain that
µ
2 − ϕ(ξ) ≥ 14x20K ′P (2x0) &K,P |x0|1/2,
because K ′P (x) ∼ |x|−3/2 for 0 < −x 1, in view of Proposition 3.1.
In the case when ϕ(0) = µ2 , ϕmight not be C
1 (in fact, we will show that it
is not) and hence we cannot appeal to Theorem 4.9 to show that ϕ is strictly
increasing on (−P/2, 0). We will instead use the double symmetrisation
formula
(Lϕ)(x+ h)− (Lϕ)(x− h)
=
∫ 0
−P/2
(KP (y − x)−KP (y + x))(ϕ(y + h)− ϕ(y − h)) dy
(5.6)
to prove the strict monotonicity. It will then follow from Theorem 5.1 that ϕ
is smooth away from x = kP , k ∈ Z. The validity of the formula (5.6) follows
from the evenness and periodicity of KP and ϕ. Note that both factors in
the integrand are nonnegative for x ∈ (−P/2, 0) and h ∈ (0, P/2). We also
have the equality
(µ− ϕ(x)− ϕ(y))(ϕ(x)− ϕ(y)) = Lϕ(x)− Lϕ(y), (5.7)
which shows that Lϕ(x) = Lϕ(y) whenever ϕ(x) = ϕ(y). This identity,
together with (5.6), yields that ϕ is strictly increasing on (−P/2, 0) (recall
that ϕ is nonconstant by assumption). The differentiation under the integral
sign for x ∈ (−P/2, 0) in (5.4) can now be justified by applying Fatou’s
lemma to (µ2 −ϕ(x))ϕ′(x) = limh→0(Lϕ(x+h)−Lϕ(x−h))/4h. From (5.6),
we then obtain that
(µ2 − ϕ(x))ϕ′(x) ≥
1
2
∫ 0
−P/2
(KP (y − x)−KP (y + x))ϕ′(y) dy.
The rest of the proof remains unchanged. 
Theorem 5.4 (Regularity II). Let ϕ ≤ µ2 be a solution of the steady Whitham
equation (1.3), which is even, nonconstant, and nondecreasing on (−P/2, 0)
with ϕ(0) = µ2 . Then:
(i) ϕ is smooth on (−P, 0).
(ii) ϕ ∈ C1/2(R).
(iii) ϕ has Hölder regularity precisely 12 at x = 0, that is, there exist
constants 0 < c1 < c2 such that
c1|x| 12 ≤ µ2 − ϕ(x) ≤ c2|x|
1
2 (5.8)
for |x|  1.
Remark 5.5. Note that the period P in Theorem 5.4 could be infinite (see
Remark 5.3). This is also the reason why we use K, and not its periodisation
KP , in the proof — to get a uniform argument for the periodic and potential
solitary case.
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Proof. Part (i) follows directly from Theorem 5.1 (iii) since ϕ is strictly
increasing on (−P/2, 0).
We next show that ϕ ∈ Cα(R) for all α < 12 . Recall first that L maps
C0(R) continuously into C1/2(R) = C1/2(R), see Section 3. The equality
(5.7) implies that at any point where ϕ(x) < µ2 , the functions ϕ and Lϕ
have the same Hölder regularity (this provides an immediate proof of that ϕ
is at least C
1
2 wherever ϕ(x) 6= µ2 ). At any point x0 where ϕ(x0) = µ2 , (5.7)
reduces to
(ϕ(x0)− ϕ(x))2 = Lϕ(x0)− Lϕ(x). (5.9)
This means that if Lϕ is 2α-Hölder continuous at x0, then ϕ is α-Hölder
continuous at the same point. So say that ϕ ∈ Cα(R) (here one needs the
uniformity in x). Then Lϕ ∈ Cα+1/2(R) and ϕ has Hölder regularity 12(α+ 12)
at x0. In view of that 12(α+
1
2) > α for α <
1
2 , this shows that for any such
α, the function ϕ has the corresponding Hölder regularity at x = 0.
This argument can be extended to a global one in the following way. Since
ϕ ≤ µ2 , we have ϕ(x)− ϕ(y) ≤ µ− ϕ(x)− ϕ(y), so (5.7) shows that
(ϕ(x)− ϕ(y))2 ≤ |Lϕ(x)− Lϕ(y)|,
for all x, y ∈ R. Thus ϕ ∈ Cα(R) for all α < 12 .
We next prove that ϕ ∈ C 12 (R). The first part of the argument concerns
the C1/2-estimate (5.8) at the point x = 0; the second the corresponding
global estimate. Part (iii) in Theorem 5.4 then follows from the first estimate
combined with the choice with x = x0 in Lemma 5.2, which proves the lower
bound in (5.8). To start with, let
u(x) :=
µ
2
− ϕ(x) = ϕ(0)− ϕ(x).
We want to show that there is a constant c2 > 0 such that |u(x)| ≤ c2|x|1/2
for all x. Note first that u satisfies the equation
(u(x))2 = (Lϕ)(0)− (Lϕ)(x)
=
1
2
∫
R
(K(x+ y) +K(x− y)− 2K(y))u(y) dy. (5.10)
We claim that there is a constant c2, independent of α, such that
1
2
∫
R
|K(x+y)+K(x−y)−2K(y)|(w(y))α dy ≤ c2(w(x))2α, 0 ≤ α ≤ 1/2,
(5.11)
where
w(x) = min{|x|, 1}.
Indeed, for |x| ≥ 1, this follows directly from the integrability of K and the
fact that ‖w‖∞ ≤ 1. For |x| ≤ 1, we use the splitting
K(x) =
1√
2pi|x| +Kreg(x)
from Proposition 2.4. For the regular part, we note that∫
R
|Kreg(x+ y) +Kreg(x− y)− 2Kreg(y)|(w(y))α dy
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≤
∫
R
|Kreg(x+ y) +Kreg(y − x)− 2Kreg(y)|dy
.
∫
R
|x|2
(1 + |y|)5/2 dy
. |x|2,
for |x| ≤ 1, where we have used Taylor expansion around y and, from Propo-
sition 2.4, the estimate
|K ′′reg(y)| =
∣∣∣∣K ′′(y)− 34√2pi|y|5/2
∣∣∣∣ . 1(1 + |y|)5/2
in the third line (recall that Kreg is smooth and that K ′′ decays exponen-
tially). For the singular part, we use the identity∫
R
∣∣∣∣∣ 1√|x+ y| + 1√|y − x| − 2√|y|
∣∣∣∣∣ |y|α dy
= |x| 12+α
∫
R
∣∣∣∣∣ 1√|1 + s| + 1√|s− 1| − 2√|s|
∣∣∣∣∣ |s|α ds,
where y = xs and the integral converges since∣∣∣∣∣ 1√|1 + s| + 1√|s− 1| − 2√|s|
∣∣∣∣∣ . |s|− 52 , |s|  1.
The estimate (5.11) now follows by noting that |x| 12+α ≤ |x|2α for |x| ≤ 1
and 0 ≤ α ≤ 1/2. Combining (5.10) with (5.11), we obtain that
‖w−αu‖2∞ ≤ c2‖w−αu‖∞.
For α < 1/2 we know a priori that the right-hand side is bounded. Hence,
we obtain that
‖w−αu‖∞ ≤ c2
and thus
|u(x)| ≤ c2|x|α
for all α ∈ [0, 1/2) and |x| ≤ 1. Letting α→ 1/2 shows that
|u(x)| ≤ c2|x| 12
for all |x| ≤ 1. We have thus proved the upper bound in (5.8).
To establish global C1/2-Hölder regularity (that is, to prove (ii)), we shall
use a second double symmetrisation formula,
(Lϕ)(x+ h)− (Lϕ)(x− h)
=
∫ 0
−P/2
(KP (y + h)−KP (y − h))(ϕ(y − x)− ϕ(y + x)) dy,
(5.12)
which follows in the same way as (5.6). Equivalently, (5.12) reads
(µ− ϕ(x+ h)− ϕ(x− h)) (ϕ(x+ h)− ϕ(x− h))
=
∫ 0
−∞
(K(y + h)−K(y − h))(ϕ(y − x)− ϕ(y + x)) dy,
ON WHITHAM’S CONJECTURE 29
where we consider x ∈ (−P/2, 0) and 0 < h ≤ |x| ≤ δ (all factors are
symmetric in x and h, so we may rename the smallest of them h; (5.13)
implies that there is no loss of generality in this choice). Note that ϕ is
continuously differentiable on any set (δ, P ), so it is sufficient to establish
that
sup
0<h≤|x|≤δ
ϕ(x+ h)− ϕ(x− h)√
h
<∞, (5.13)
for some δ  1. First, note that
µ− ϕ(x+ h)− ϕ(x− h) ≥ µ
2
− ϕ(x− h) ≥ µ
2
− ϕ(x),
whence ϕ(x+ h)− ϕ(x− h) ≥ 0 implies that(µ
2
− ϕ(x)
)
(ϕ(x+ h)− ϕ(x− h))
≤
∫ 0
−∞
(K(y + h)−K(y − h))(ϕ(y − x)− ϕ(y + x)) dy.
(5.14)
We shall interpolate between two estimates for ϕ(y− x)− ϕ(y+ x), namely
|ϕ(y − x)− ϕ(y + x)| . ‖ϕ‖Cα min(|x|α, |y|α), 0 < α < 1/2,
and
|ϕ(y − x)− ϕ(y + x)| . |ϕ|
C
1/2
0
max(|x| 12 , |y| 12 ),
where the second follows from the already proved (upper and lower) estimate
µ
2 − ϕ(x) ∼ |x|1/2. Thus
|ϕ(y − x)− ϕ(y + x)| . ‖ϕ‖ηCα min(|x|αη, |y|αη) max(|x|
1−η
2 , |y| 1−η2 ),
for all (α, η) ∈ (0, 12)× [0, 1]. We now choose η such that
αη =
1− η
2
, meaning that η =
1
1 + 2α
∈ (1/2, 1).
Then
χη(x, y) := |ϕ(y − x)− ϕ(y + x)| . ‖ϕ‖ηCα |xy|αη = ‖ϕ‖ηCα |xy|
1−η
2 ,
and, consequently,∫ 0
−∞
(K(y + h)−K(y − h))(ϕ(y − x)− ϕ(y + x)) dy
. ‖ϕ‖ηCα
(
|x|αη 1√
2pi
∫ 0
−∞
(
1√|y + h| − 1√|y − h|
)
|y|αη dy
+
∫ 0
−∞
|Kreg(y + h)−Kreg(y − h)|χη(x, y) dy
)
= ‖ϕ‖ηCα
(
|x|αη |h|1/2|h|αη︸ ︷︷ ︸
|h|1− η2
1√
2pi
∫ 0
−∞
(
1√|s+ 1| − 1√|s− 1|
)
|s|αη ds+O(h)
)
.
(5.15)
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Here we have used the smoothness and decay of
K ′reg = K
′ +
1
2
√
2pi
sgn (·)| · |−3/2
to estimate the regular part:∫ 0
−∞
|Kreg(y + h)−Kreg(y − h)|χη(x, y) dy
≤ 2h‖ϕ‖∞
∫ 0
−∞
∫ 1
−1
|K ′reg(y + th)| dt dy
. h,
since K ′ has exponential decay and |·|−3/2 is integrable at infinity. Note that
the factor |s|αη in (5.15) satisfies αη ≤ 1/4 by choice of η, so that the integral
is uniformly bounded for all α ∈ (0, 12). Combining (5.15) with (5.14), one
therefore obtains(
µ
2 − ϕ(x)
|x| 1−η2
)(
ϕ(x+ h)− ϕ(x− h)
h1−
η
2
)
. ‖ϕ‖ηCα .
Now, in view of that |x| ≥ h and µ2 − ϕ(x) & |x|1/2, one may further reduce
this estimate to
ϕ(x+ h)− ϕ(x− h)
h1−η
. ‖ϕ‖ηCα ,
and, because 1− η = αη + 1−η2 we obtain that(
ϕ(x+ h)− ϕ(x− h)
hα
)η (ϕ(x+ h)− ϕ(x− h)
h1/2
)1−η
. ‖ϕ‖ηCα .
Since h 1, we can estimate h−1/2 from below with h−α. Note that
‖ϕ‖Cα . max
{
1, sup
0<h<|x|<δ
|ϕ(x+ h)− ϕ(x− h)|
hα
}
(5.16)
for all α ≤ 1/2. Indeed, ϕ(x+ y)−ϕ(x− y) is symmetric in x and y, so the
largest difference quotient is always obtained by dividing with the smallest of
|x| and |y|, whence it is enough to consider 0 < |y| ≤ |x| ≤ P/2. If |y| ≥ δ/2,
then
|ϕ(x+ y)− ϕ(x− y)|
|y|α ≤
4‖ϕ‖∞
δ
,
for all x. If, on the other hand, |x| ≥ δ and |y| ≤ δ/2, then
|ϕ(x+ y)− ϕ(x− y)|
|y|α ≤ 2
(
δ
2
)1−α
‖ϕ‖C1([δ/2,P/2]) . ‖ϕ‖C1([δ/2,P/2]),
by the mean value theorem. For a given ϕ and δ, both these quantities are
O(1), and independent of α ∈ (0, 12). Hence (5.16) holds and, in any case,
we obtain that
sup
0<h<|x|<δ
(
ϕ(x+ h)− ϕ(x− h)
hα
)1−η
. 1, 1− η ∈ [13 , 12) ,
uniformly for α ∈ [14 , 12). As above, the uniformity in α allows for letting
α→ 12 to obtain the global C1/2-regularity of ϕ. 
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6. Global bifurcation and the Whitham conjecture
We now fix α ∈ (12 , 1), and consider Cαeven(SP ), the space of even and
α-Hölder continuous real-valued functions on the circle SP of finite circum-
ference P > 0. Let furthermore F : Cαeven(SP ) × R → Cαeven(SP ) be the
operator defined by
F (ϕ, µ) = µϕ− Lϕ− ϕ2, (6.1)
The following local bifurcation result is an extension of results proved in [13]
(for P = 2pi) and [12] (for a general P , but with less information on the
bifurcation branches).
Theorem 6.1.
(i) Sub- and supercritical bifurcation. For each finite period P > 0
and each integer k ≥ 1 there exist µ∗P,k =
(
tanh(2pikP )/(
2pik
P )
)1/2 and a local,
analytic curve
s 7→ (ϕP,k(s), µP,k(s)) ∈ Cαeven(SP )× R
of nontrivial P/k-periodic Whitham solutions with Ds ϕP,k(0) = cos(2pik·/P )
that bifurcates from the trivial solution curve µ 7→ (0, µ) at (ϕP,k(0), µP,k(0)) =
(0, µ∗P,k). The curve can be parametrised in such a way that
s 7→ µP,k(s) is even,
and there exist positive numbers P1 < P2 with the property that
µ′′P<kP1,k(0) > 0, µ
′′
P>kP2,k(0) < 0.
Hence, a subcritical pitchfork bifurcation takes place at (0, µ∗P,k) for P > kP2,
while a supercritical pitchfork bifurcation occurs for P < kP1.
(ii) Transcritical bifurcation. At µ = 1 the trivial solution curve µ 7→
(0, µ) intersects the curve µ 7→ (µ− 1, µ) of constant solutions ϕ0 = µ− 1.
Together, the solutions in (i) and (ii) constitute all nonzero solutions of
F (ϕ, µ) = 0 in Cαeven(SP )×R in a neighbourhood of the trivial solution curve
{(0, µ) : µ ∈ R}.
Remark 6.2. It is only the quotient between k and P that is relevant in the
statement of this theorem. Two solution branches with the same quotient
coincide locally near the bifurcation point. However, global continuations of
such curves could differ (e.g. due to subharmonic bifurcations). Moreover,
the distinction between the branches will be useful in the proof of Theorem
6.7, where we wish to keep P fixed.
Remark 6.3. Plotting the function µ′′(0), one can see that there is a positive
number P0 ≈ 2.57 with the more precise property that
µ′′P<kP0,k(0) > 0, µ
′′
P>kP0,k(0) < 0, while µ
(4)
kP0,k
(0) > 0.
Hence, a subcritical pitchfork bifurcation takes place at (0, µ∗P,k) for P > kP0,
while a supercritical pitchfork bifurcation occurs for P ≤ kP0. In spite of
the explicit expression of µ′′(0) given in (6.8), we have not been able to
establish this analytically. The analytical calculations leading up to the
above (numerical) results are included in the proof of Theorem 6.1.
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Proof. The proof makes use of the same arguments as in [13]. The only
modification is that we consider a general period and obtain some additional
information on the curves (ϕP,k(s), µP,k(s)) in the case of sub- or supercritical
bifurcation. In that case, the sign of µ′′2pi,1(0) was computed in [13, Theo-
rem 4.6]. We repeat this computation for a general period, using a slightly
different method. It suffices to consider k = 1; the general result follows by
rescaling P . To simplify the notation, we will abbreviate (ϕP,1(s), µP,1(s))
by (ϕ(s), µ(s)).
We begin by showing that
µ(s) = µ(−s) (6.2)
after a suitable choice of parametrisation. We denote by
[ϕ]j =
2
P
∫ P/2
−P/2
ϕ(x) cos
(
2pijx
P
)
dx, j = 0, 1, 2, . . .
the coefficients in the cosine expansion of an even P -periodic function ϕ =
[ϕ]0
2 +
∑∞
j=1[ϕ]j cos(
2pij·
P ).
3 We parametrise the local bifurcation curve in such
a way that [ϕ(s)]1 = s. This parametrisation corresponds to the Lyapunov-
Schmidt reduction used in [13, Section 4.1]. Note that for a given even
P -periodic solution (ϕ, µ), (ϕ(·+P/2), µ) is also an even P -periodic solution
and satisfies
[ϕ(·+ P/2)]1 = −[ϕ]1.
Since [ϕ(s)(·+ P/2)]1 = −[ϕ(s)]1 = −s, it follows by uniqueness that
(ϕ(s)(·+ P/2), µ(s)) = (ϕ(−s), µ(−s)).
This proves (6.2).
In view of (6.2) and the analyticity of µs, we can write
µ(s) =
∞∑
n=0
µ2ns
2n
with uniform convergence for s in a neighbourhood of the origin. We also
expand
ϕ(s) =
∞∑
n=1
ϕns
n
with convergence in Cαeven(SP ). By uniqueness, we can compute the coeffi-
cients by substituting the above expansions into the Whitham equation and
identifying terms of equal order in s. This yields
Lϕ1 − µ0ϕ1 = 0, (6.3)
Lϕ2 − µ0ϕ2 = −ϕ21, (6.4)
Lϕ3 − µ0ϕ3 = µ2ϕ1 − 2ϕ1ϕ2, (6.5)
Lϕ4 − µ0ϕ4 = µ2ϕ2 − 2ϕ1ϕ3 − ϕ22, (6.6)
Lϕ5 − µ0ϕ5 = µ2ϕ3 + µ4ϕ1 − 2ϕ1ϕ4 − 2ϕ2ϕ3. (6.7)
3Note that we use a slightly different convention here compared to the treatment of
Fourier series in Section 3.
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By definition, ϕ1(x) = cos(ξx) and µ0 = m(ξ), where ξ = 2pi/P , so that
(6.3) is satisfied. The remaining coefficients in the power series for µ can be
determined by the requirement that each right-hand side must lie in the range
of the linear operator defined by the left-hand side. The functions ϕn are then
obtained by solving the resulting equations. By choice of parametrisation,
[ϕn]1 = 0 for each n ≥ 2. Using the formula for ϕ1, the right-hand side of
(6.4) reduces to
−1
2
− 1
2
cos(2ξx),
which in turn yields
ϕ2(x) = − 1
2(m(0)−m(ξ)) −
1
2(m(2ξ)−m(ξ)) cos(2ξx).
The right-hand side of (6.5) then simplifies to
(
µ2 − 1
m(ξ)−m(0) −
1
2(m(ξ)−m(2ξ))
)
cos(ξx)
− 1
2(m(ξ)−m(2ξ)) cos(3ξx),
(6.8)
yielding the relation
µ2 =
1
m(ξ)−m(0) +
1
2(m(ξ)−m(2ξ)) .
It is not hard to see that this function is negative as ξ ↘ 0, and positive as
ξ ↗∞. This yields the existence of the numbers P1 and P2 in the theorem.
We now give the calculations for the higher-order derivative µ(4)(0) men-
tioned in Remark 6.3. By solving (6.5), we obtain
ϕ3(x) =
1
2(m(2ξ)−m(ξ))(m(3ξ)−m(ξ)) cos(3ξx).
The right-hand side of (6.6) now reduces to
1
4(m(0)−m(ξ))2 −
1
4(m(0)−m(ξ))(m(ξ)−m(2ξ)) −
1
8(m(2ξ)−m(ξ))2
− 1
2(m(2ξ)−m(ξ))
(
1
m(3ξ)−m(ξ)−
1
2(m(2ξ)−m(ξ))
)
cos(2ξx)
− 1
2(m(2ξ)−m(ξ))
(
1
m(3ξ)−m(ξ) +
1
4(m(2ξ)−m(ξ))
)
cos(4ξx),
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which gives
ϕ4(x) =
1
4(m(0)−m(ξ))3 −
1
4(m(0)−m(ξ))2(m(ξ)−m(2ξ))
− 1
8(m(0)−m(ξ))(m(2ξ)−m(ξ))2
− 1
2(m(2ξ)−m(ξ))2
(
1
m(3ξ)−m(ξ)−
1
2(m(2ξ)−m(ξ))
)
cos(2ξx)
− 1
2(m(2ξ)−m(ξ))(m(4ξ)−m(ξ))
×
(
1
m(3ξ)−m(ξ) +
1
4(m(2ξ)−m(ξ))
)
cos(4ξx).
In order to determine µ4, we finally compute the cos(ξx) component of the
right-hand side of (6.7). This results in
µ4 =
1
2(m(0)−m(ξ))2
(
1
m(0)−m(ξ) +
1
m(2ξ)−m(ξ)
)
− 1
4(m(2ξ)−m(ξ))2
(
1
m(0)−m(ξ) +
3
m(3ξ)−m(ξ)
)
+
1
4(m(2ξ)−m(ξ))3
and one finds, numerically, that µ4 > 0 for ξ = ξ0 (see Remark 6.3). 
With
U = {(ϕ, µ) ∈ Cαeven(SP )× R : ϕ < µ/2} ,
we let
S = {(ϕ, µ) ∈ U : F (ϕ, µ) = 0}
be our set of solutions. Note that for nonconstant solutions satisfying ϕ ≤
µ/2, the wave speed µ is a priori bounded from above. Since K is positive
with
∫
RK(x) dx = 1, one namely has µ supϕ ≤ (supϕ)2 + supϕ. Because
furthermore supϕ > 0 for nonconstant solutions by Lemma 4.1 and Re-
mark 4.2, one obtains µ ≤ 1 + µ2 , and thus
µ ≤ 2. (6.9)
We shall later improve this general bound in the case when µ = µ(s) is taken
along our bifurcation curve (cf. the proof of Theorem 6.7), but we first extend
the curve to a global one. The following theorem is is an easy adaption of
[13, Theorem 4.4.] with U and S as above.
Theorem 6.4 (Global bifurcation). Whenever µ(j)P,1(0) 6= 0 for some j ∈ N in
Theorem 6.1, the curves s 7→ (ϕP,1(s), µP,1(s)) of solutions to the Whitham
equation extend to global continuous curves of solutions RP : R≥0 → S, that
allow a local real-analytic reparametrisation around each s > 0. One of the
following alternatives holds:
(i) ‖(ϕP,1(s), µP,1(s))‖Cα(S)×R →∞ as s→∞.
(ii) dist(RP , ∂U) = 0.
(iii) s 7→ (ϕP,1(s), µP,1(s)) is (finitely) periodic.
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max'
max' =
µ
2
µ
µ = 2
' ⌘ µ  1
µ 7! 2  µ
Figure 3. The global bifurcation diagram obtained in Theorem 6.4. As fol-
lows by construction and from Section 4, the maxima of these solutions for
µ ∈ [0, 1] lie in the interval [0, µ/2]. The solutions with wave speed µ ∈ [1, 2]
are in one-to-one-correspondence with the former via the Galilean transforma-
tion (6.10). Along the main bifurcation branch the wave speed µ is bounded
away both from vanishing, cf. Corollary 6.11, and from unit speed, cf. Re-
mark 6.9. As proved in Theorem 6.1, for periods P ≥ P0 ≈ 2.57 the bifurcation
is of sub-critical pitchfork type, and in this case numerical calculations [13, 22]
show a turning point near the highest wave.
Remark 6.5. If RP (s1) = RP (s2) for some s1 6= s2 at a point where
ker DF (R(s1)) = {0}, then alternative (iii) in Theorem 6.4 occurs with
|s1 − s2| being a multiple of the period. Also, the values of s for which the
kernel of DF (R(s)) is nontrivial are isolated. For both these facts, see [5].
Remark 6.6. Concerning the assumption that µ(j)P,1(0) should be nonzero
for some j ∈ N, see also the discussion in Remark 6.3.
Proof. This assertion was proved in the case P = 2pi in [13] using compact-
ness properties of the operator L and the fact that µ′′2pi,1(0) 6= 0. For a general
period P > 0 the assertion follows in the same way using the assumption
µ
(j)
P,1(0) 6= 0. 
We shall now prove that alternative (iii) in Theorem 6.4 is excluded, and
that (i) and (ii) happen simultaneously as s → ∞ along the primary bifur-
cation branch RP . To that aim, let µ∗ = µ∗P,1 be the primary bifurcation
point from Theorem 6.1 and let
ϕ∗ = cos(2pi · /P )
be the direction of bifurcation in Cα(SP ). We follow the route of [13], adding
more information to the behaviour along the bifurcation branch.
We start by proving that alternative (iii) in Theorem 6.4 cannot occur.
To that aim, introduce
K = {ϕ ∈ Cαeven(SP ) : ϕ is nondecreasing on (−P/2, 0)},
which is a closed cone in Cα(SP ). Let furthermore ϕ(s) = ϕP,1(s), µ(s) =
µP,1(s), R = RP , and let R1 and S1 denote the ϕ-components of R and S,
respectively.
Theorem 6.7. Alternative (iii) in Theorem 6.4 cannot occur.
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Remark 6.8. Our proof of Theorem 6.7 is based on [5, Theorem 9.2.2], but
has been rewritten to deal with the transcritical curve of constant solutions
µ 7→ (µ − 1, µ) crossing the line of trivial solutions at µ = 1. Note in
particular in that ϕ(s) ∈ K \ {0}.
Remark 6.9. The proof of Theorem 6.7 furthermore shows that µ(s) < 1,
uniformly for all s. We have µ(s) < 1 for small s, and Proposition 4.6 implies
that the only way to reach µ = 1 is by approaching ϕ = 0. Theorem 6.1 (ii)
holds that the unique solutions in a neighbourhood of (ϕ, µ) = (0, 1) are the
constant solutions. Since we show below that the main bifurcation curve
does not connect to the two lines of constant solutions, it follows that the
wave speed is bounded away from 1 from the left.
Proof. If ϕ(s) ∈ K \ {0} for all s > 0 there is nothing to prove, so assume
for a contradiction that there exists s¯; the largest positive number such that
ϕ(s) ∈ K \ {0} for all s < s¯. Since K is closed in Cαeven(SP ), we have
ϕ(s¯) ∈ K. We now argue that ϕ(s¯) = const, by showing that if ϕ ∈ R1 ∩ K
is nonconstant, then ϕ is an interior point of S1 ∩ K with respect to the
Cα-metric relative to S1.
Thus, let ϕ be a nonconstant function on the main bifurcation branch that
is nondecreasing on (−P/2, 0). According to Theorem 5.1, ϕ is then smooth.
Hence we can apply Theorem 4.9, which shows that ϕ′ > 0 on (−P/2, 0),
ϕ′′(0) < 0 and ϕ′′(P/2) > 0. Let φ be another solution, lying within δ-
distance to ϕ in Cα, with δ  1 small enough for φ < µ2 to hold. Then, for
both these solutions, iteration of (5.1) yields a continuous fixed-point map
Cα → Ck, k ≥ 1 arbitrary, so that in fact ‖ϕ − φ‖C2 < δ˜  1, where δ˜
can be made arbitrarily small by choosing δ even smaller. It follows that,
for δ small enough, φ is strictly increasing on (−P/2, 0). This means that
ϕ(s¯) = const (anything else would violate the definition of s¯).
If ϕ(s¯) = 0, Theorem 6.1 enforces µ(s¯) to be a bifurcation point. To
exclude ϕ(s¯) = const 6= 0, note first that all nonzero constant solutions are
of the form ϕ = µ − 1, µ 6= 1. Now, given that ϕ(s¯) is a nonzero constant
(which we shall refute) Proposition 4.6 implies that µ(s¯) < 1, since in passing
µ = 1 the solution ϕ would have to vanish, which in turn would imply that
ϕ(s¯) = 0. We now claim that, for µ < 1, the curve µ 7→ (µ− 1, µ) of trivial
solutions is locally unique, meaning that no other solutions in S connect to
this curve. The key to this observation is the Galilean transformation
µ 7→ 2− µ, ϕ 7→ ϕ+ 1− µ, (6.10)
giving a one-to-one correspondence between solutions with wave speed µ < 1
and such with µ > 1. In particular, (6.10) defines a map (µ−1, µ) 7→ (0, 2−µ)
between the two lines of constant solutions in the (ϕ, µ)-plane (see Figure 3).
But according to Theorem 6.1, there are no nonzero solutions connecting to
the line (0, µ˜) at µ˜ = 2− µ > 1. Thus ϕ(s¯) = 0.
We now rule out µ(s¯) = 1 in the case ϕ(s¯) = 0. From Proposition 4.6 we
know that µ(s) < 1, for all s < s¯. Also, Theorem 6.1 implies that the only
solutions with µ < 1 connecting to (ϕ, µ) = (0, 1) lie on the curves (0, µ) and
(µ − 1, µ) of constant solutions. The latter curve we already proved is not
connected to K \ {0} for µ < 1. The only remaining possibility for µ(s¯) = 1
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would be that R connects (0, µ∗) to (0, 1) via the line of zero solutions. Since
this violates the definition of s¯, we conclude that µ(s¯) = µ∗P,k, for some k ≥ 1.
Thus, we may assume that the point (ϕ, µ)(s¯) is a local bifurcation point,
and according to Theorem 6.4 we may choose a real-analytic reparametrisa-
tion of R around that point. In view of that ϕ(s¯) = 0, there then exists a
largest integer j such that
ϕ(s) =
Djs ϕ(s¯)
j!
(s− s¯)j +O(|s− s¯|j+1).
By considering s < s¯, one sees that
(−1)j Djs ϕ(s¯) ∈ K \ {0}.
On the other hand, by differentiating F (ϕ(s), µ(s)) = 0 j times with respect
to s, one obtains that
(−1)j Dϕ F (0, µ∗P,k) Djs ϕ(s¯) = 0,
so that φ = (−1)j Djs ϕ(s¯) fulfils (L − µ∗P,k)φ = 0. This enforces φ(x) =
τ cos(2pikx/P ), since we are in a space of even P -periodic functions. Now,
such functions cannot lie in K if k ≥ 2. Also, since −ϕ∗ 6∈ K, we have
found that for s < s¯ but sufficiently close, R coincides with the primary
branch (that is, with itself) for 0 < s 1.4 This, in turn, implies that there
are countably many pairs (s1,j , s2,j) with s1,j ↘ 0 and s2,j ↗ s¯ for which
R(s1,j) = R(s2,j). In light of the remark following Theorem 6.4 this is a
contradiction, and we conclude that s¯ does not exists. Thus, ϕ(s) ⊂ K \ {0}
for all s > 0. 
To exclude a trivial wave in the limit s → ∞ we need a couple of results
which show that µ is a priori bounded away from 0 along the bifurcation
branches. Recall that we already know that µ is bounded from above by 1;
cf. Remark 6.9.
Lemma 6.10. Any sequence of Whitham solutions (ϕn, µn) ∈ S with (µn)n
bounded has a subsequence which converges uniformly to a solution ϕ.
Proof. We have
‖ϕ‖2∞ ≤ ‖µϕ‖∞ + ‖L‖B(L∞(R))‖ϕ‖∞ = (|µ|+ 1)‖ϕ‖∞,
so that (ϕn)n is bounded whenever (µn)n is. Since K is integrable and con-
tinuous almost everywhere, it follows by dominated convergence that (Lϕn)n
is equicontinuous. Arzela–Ascoli’s lemma then implies the existence of a uni-
formly convergent subsequence. 
Corollary 6.11. For any fixed period P > 0, one has
µ(s) & 1,
uniformly for all s ≥ 0 along the global bifurcation curve in Theorem 6.4.
4Note here that Rs1 belongs to K: From Theorem 6.1 we get that ϕ(s) =
s cos(2pikx/P ) + O(s2) in Cα(SP ), and from Theorem 5.1 that all small solutions are
smooth. By combining these two properties one gets the desired uniformity in x to con-
clude that ϕ(s) is strictly increasing on (−P/2, 0) for s 1 small enough.
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Proof. Assume for a contradiction that there is a sequence (µn)n such that
µn → 0 as n → ∞, while at the same time ϕn = ϕµn is a sequence along
the global bifurcation curve in Theorem 6.4. According to Lemma 6.10, a
subsequence (ϕnk)k converges uniformly to a solution ϕ0 of (1.3). Because
ϕnk <
µk
2 → 0 as k →∞, it follows that ϕ0 ≤ 0. In view of Lemma 4.1, we
have maxx ϕ0(x) = 0, whence ϕ0 ≡ 0 by Remark 4.2. Lemma 5.2 thus leads
to a contradiction:
0 = lim
k→∞
(µnk
2 − ϕnk(P2 )
) ≥ λK,P > 0,
which implies that µ(s) & 1, uniformly for all s ≥ 0. 
Remark 6.9 and Corollary 6.11 show that µ(s) is bounded from above and
below. A bounded µ is enough to conclude from [13, Proposition 4.9] that
blow-up in S can only happen by approaching the boundary of U .
Proposition 6.12. [13] If alternative (i) in Theorem 6.4 occurs, then
lim
s→∞
(
µ(s)
2
−max(ϕ(s))
)
= 0.
In particular, alternative (i) in Theorem 6.4 implies alternative (ii).
We also have the following:
Proposition 6.13. In Theorem 6.4, alternative (ii) implies alternative (i).
Proof. Assume for a contradiction that alternative (ii), but not alternative
(i), in Theorem 6.4 occurs. Then there exists a sequence (ϕn, µn) of even so-
lutions to the steady Whitham equation (1.3) satisfying ϕ′n ≥ 0 on (−P/2, 0),
ϕn <
µn
2 , and
lim
n→∞
∣∣∣µn
2
− ϕn(0)
∣∣∣ = 0,
while ϕn remains bounded in Cα(S), α > 12 . Taking a limit along a subse-
quence in Cα′(S), 12 < α
′ < α, we reach a contradiction to Lemma 5.2, and
hence alternative (i) in Theorem 6.4 occurs. 
We are now at the final building block for our main result. Pick any
sequence (sn)n with sn → ∞ as n → ∞. According to Remark 6.9 and
Corollary 6.11, µ(sn) is bounded (and bounded away from 0 and 1), whence
Lemma 6.10 implies the existence of a subsequence (ϕnk)k converging uni-
formly to a solution ϕ0 as k → ∞. Let µ0 be the wave speed associated to
ϕ0. By the nodal properties of ϕnk , it immediately follows that ϕ0(0) =
µ0
2 .
Thus, in view of Theorem 5.4, we have proved:
Theorem 6.14. In Theorem 6.4, alternatives (i) and (ii) both occur. Given
any unbounded sequence of positive numbers sn, there exists a limiting wave
obtained as the uniform limit of a subsequence of (ϕ(sn))n. The limiting
wave solves the steady Whitham equation (1.3) with
ϕ(0) = µ2 and ϕ ∈ C1/2(R).
It is even, strictly increasing on (−P/2, 0), smooth on R\PZ, and has Hölder
regularity exactly 12 at x ∈ PZ.
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