A linear section of a double vector bundle is a parallel pair of sections which form a vector bundle morphism; examples include the complete lifts of vector fields to tangent bundles and the horizontal lifts arising from a connection in a vector bundle. A grid in a double vector bundle consists of two linear sections, one in each structure, and thus provides two paths from the base manifold to the top space; the warp of the grid measures the lack of commutativity of the two paths.
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Abstract
A linear section of a double vector bundle is a parallel pair of sections which form a vector bundle morphism; examples include the complete lifts of vector fields to tangent bundles and the horizontal lifts arising from a connection in a vector bundle. A grid in a double vector bundle consists of two linear sections, one in each structure, and thus provides two paths from the base manifold to the top space; the warp of the grid measures the lack of commutativity of the two paths.
For a double vector bundle D, a linear section induces a linear map on the relevant dual of D and thence a linear section of the iterated dual; we call this the corresponding squarecap section. This notion makes precise the relationships between various standard 1-forms and vector fields that are not dual in the usual sense. A grid in D induces squarecap sections in the two iterated duals. These iterated duals are themselves in duality and we obtain an expression for the warp of a grid in terms of a pairing. This result extends the relationships between various standard formulas, and clarifies the iterated dualization involved in the concept of double Lie algebroid.
In the first part of the paper we review the nonstandard pairing of the two duals of a double vector bundle, showing in particular that it arises as a direct generalization of the Legendre-type antisymplectomorphism T * (A * ) → T * (A) for any vector bundle A of Mackenzie and Xu.
Introduction
This paper is concerned with two aspects of the duality theory of double vector bundles. Firstly, we show that the non-degenerate pairing of the two duals of a double vector bundle [5] emerges naturally from the canonical antisymplectomorphism R ∶ T * (A * ) → T * (A), for A a vector bundle, introduced by Ping Xu and Mackenzie [8] . This map, which may be regarded as a Legendre transformation, is crucial to work on Lie bialgebroids and related concepts in Poisson geometry. The non-degenerate pairing of the duals is, likewise, crucial to the concept of double Lie algebroid as introduced in [7] .
Secondly we show that by using the duality properties of double vector bundles, and in particular the pairing of the duals, the warp of a grid in a double vector bundle may be expressed in terms of the dual structures. A grid in a double vector bundle consists of sections of each of the four vector bundle structures, such that each pair of parallel sections forms a vector bundle morphism, see [2, Definition 1] . The warp of a grid measures the lack of commutativity of the four sections. Well-known geometric objects can be expressed as warps, for example, the bracket of two vector fields is a warp, and, given a connection in a vector bundle, the covariant derivative of a section along a vector field is a warp, see [2, Example 1] .
The concept of the dual double vector bundle of a double vector bundle is a particular case of the duality of V B-groupoids, introduced by Pradines [11] , in what was the first construction of the dual of a double structure. The non-degenerate pairing of the two duals, which we call the nonstandard pairing, was originally defined by a simple explicit formula (1); we demonstrate in §2 that it is a direct generalization of the construction of R.
The paper supposes a familiarity with the notion of a double vector bundle, and of its duals, such as in [6, §9.2] , but a detailed knowledge of the duality theory is not needed. We give a brief review here.
Start with a double vector bundle D as shown in the first diagram in Figure 1 . Taking the dual (in the usual sense) of D with respect to the vector bundle structure with base A defines another double vector bundle, denoted D A, as in the second diagram in Figure 1 . Here C is the core of D, defined as the set of elements of D that project to zeros in both A and B; the two additions coincide on C and give it the structure of a vector bundle on base M. The core of D A is B * .
In a similar way we can define the double vector bundle D B, with core A * . The fourth diagram in Figure 1 is an iterated dual; we will need it later.
Figure 1
There exists a non-degenerate pairing between D A and D B over C * [5] . This pairing is natural up to sign and in both [6, 9. 
where Φ ∈ D A, and Ψ ∈ D B, with outlines (Φ; a, κ; m) and (Ψ; κ, b; m), and where d is any element of D with outline (d; a, b; m). We refer to the choice of signs on the right hand side as the 'AB convention'.
We refer to this pairing, either in this convention or with the opposite sign convention, as the nonstandard pairing.
Associated with the nonstandard pairing in [6, 7] , are two maps Z A and Z B ; we consider these in Remark 3.3.
In §2 we show how the nonstandard pairing arises naturally from the R map.
The concepts of warp and grid are recalled in §4. Only the basic definitions from [2] are needed in this paper.
is Lagrangian in T * Q.
Proof of Theorem 2.1: In Q ∶= A * × A define S to be A * × M A and F ∶ S → R to be the standard pairing.
Consider pairs (F, Φ) ∈ T * (A * ) × T * (A) that project to the same m ∈ M; say F ∈ T * ψ (A * ) and Φ ∈ T *
The right-hand side is the tangent pairing of T (A * ) and T (A) over T M, denoted ⟪X, ξ⟫ in [8] . Expanding out the left-hand side, (2) becomes
That is, W consists of those (F, Φ), projecting to the same m ∈ M, such that (3) holds for all (X, ξ) with T (q)(X) = T (q * )(ξ), where q and q * are the bundle projections.
Note that F, X, Φ and ξ in (3) all project to the same m ∈ M. To show that, given F, there is a unique Φ such that (3) holds, it is therefore sufficient to consider the case A = M × V .
Write (adapting the notation for projections)
Then ⟨F, X⟩ + ⟨Φ, ξ⟩ = ⟨χ, x⟩ + ⟨θ, Y ⟩ + ⟨ω, x⟩ + ⟨ϕ, Z⟩ and ⟪X, ξ⟫ = ⟨ψ, Z⟩ + ⟨θ, X⟩.
The variables θ and Z do not take part in the compatibility condition. We can therefore set θ = 0 and Z = 0. So ω = −χ, and we now have ⟨θ, Y ⟩ + ⟨ϕ, Z⟩ = ⟨ψ, Z⟩ + ⟨θ, X⟩.
Since W is Lagrangian, R is an antisymplectomorphism. Further [6, 9.5.2], the Liouville 1-forms are related by R * λ A + λ A * = dP , where P ∶ T * (A * ) → R sends F to ⟨c * (F), c(R(F)⟩; here c and c * are the standard projections for the cotangent bundles T * (A) and T * (A * ).
Extension of R to arbitrary double vector bundles
In [8] , R was used to transfer the standard cotangent vector bundle structure of T * (A * ) → A * to T * (A) → A * and this equipped T * (A) with the structure of a double vector bundle with core T * M. It then followed from the local formula for R that it was an isomorphism of double vector bundles, preserving A and A * , and reversing the sign on the cores.
In this paper we assume the general concept of a double vector bundle [10] and the basic process of passing from a double vector bundle to its duals, as presented in [6, §9.2].
To recall, the double vector bundle T (A), shown in the first diagram in Figure 2 , has dual double vector bundle over A, denoted T (A) A, identical with the cotangent double vector bundle T * (A). The dual double vector bundle over T M, denoted T (A) T M here and by T • (A) in [6] , is canonically isomorphic to T (A * ) under a map T (A * ) → T (A) T M associated to the tangent pairing ⟪ , ⟫ and denoted I in [6] . The dual of this double vector bundle over
Equation (3) can be written in 'mnemonic form' as
This makes clear that condition (3), which defines the graph of R, involves the double vector bundle T (A), its two duals and an iterated dual. We now apply this process to an arbitrary double vector bundle.
In Figure 1 , the fourth diagram is the dual of D B over C * ; note that the side structures are the same as for D A but their positions are interchanged. Figure 2 is the case D = T (A), B = T M (and C = A).
We now establish that the following generalization of equation (6) defines the graph of an isomorphism of double vector bundles. The subscripts in (7) denote the bases of the pairings.
We first change some of the notation. We write d ∈ D, Φ ∈ D A and Ψ ∈ D B, as in [6] and elsewhere. For elements of the iterated duals, we write A ∈ D A C * and B ∈ D B C * .
Theorem 3.1: Let D be a double vector bundle as in Figure 1 . Given B ∈ D B C * there is a unique Φ ∈ D A such that
This condition defines the graph of an isomorphism of double vector bundles
which preserves A and C * and induces −id on the cores B * → B * ; that is,
for all compatible Ψ ∈ D B and d ∈ D.
The proof follows the same pattern as the proof of Theorem 2.1.
as shown in Figure 3 .
Figure 3
If the elements in Figure 3 satisfy (8) 
We can therefore take D to be a decomposed double vector bundle,
We write
We fix B and seek to find a 2 , β 2 and γ 2 .
For the pairings in (8) to be defined we must have a 2 = a 3 , b 1 = b 2 and γ 1 = γ 3 . Equation (8) then becomes
The core elements α 1 and c may take any values, and so too may
Set c = 0 and α 1 = 0 in (10). We get β 1 + β 2 = 0. Then setting c = 0 gives a 1 = a 2 . Lastly,
given in terms of a decomposition by R D A (γ, β, a) = (a, −β, γ). It is an isomorphism of double vector bundles preserving C * and A, and induces −id on the cores B * → B * .
This is also an isomorphism of double vector bundles, but is +id on the cores A * → A * and is −id on the side B → B.
where d is any compatible element of D. The second equality follows from (9). This is the opposite sign convention to that of (1) and [6, 7] ; we use the , notation to emphasize this. In the rest of the paper we will use (12).
Remark 3.2: Note that in terms of local decompositions, the sign conventions are reversed. For example, the BA sign convention (12) gives
Remark 3.3: In [6, 7] , maps Z A and Z B are defined by
where Φ ∈ D A, Ψ ∈ D B and , is the nonstandard pairing in the AB convention. Thus R D A , defined in terms of the BA convention and Z A , defined in terms of the AB convention, are related by
and similarly for Z B and R D B . In what follows we will use the maps R D A and R D B .
Warps and grids on double vector bundles
We now enter the second part of the paper.
Warps and grids on double and triple vector bundles were introduced in [4] , as a tool to formulate and prove the Jacobi identity of vector fields diagrammatically. These tools were further developed in [1] and in [2] .
In this section we briefly present the necessary definitions and examples, in order to make the link between the nonstandard duality of double vector bundles and warps and grids on double vector bundles in Section 5.1.
The first principle on which the entire apparatus of warps and grids lies, is the fact (which can be proven, quite easily) that two elements d and d ′ in a double vector bundle D, as shown in the first and second diagrams in Figure 4 , which project to the same a ∈ A and the same b ∈ B, differ by a unique core element c ∈ C, see [2, Section 1.1] for more details.
More specifically, whether we take their difference over A, or over B, the core element c defined is unique:
(We reserve the notation c, used in [6] and elsewhere, for explicit examples in which the core is identified with a bundle that is not a subset of D.)
Now, consider a double vector bundle D as in the first diagram in Figure 5 . A grid on D is a pair of linear sections (ξ, X) and (η, Y ) as shown in the first diagram in Figure 5 .
Figure 5
For each m ∈ M, ξ(Y (m)) and η(X(m)) have the same outline. Hence they determine a unique element of the core C and, as m varies, a section of C which we denote w(ξ, η). Precisely,
The warp of the grid on D consisting of (ξ, X) and (η, Y ) is w(ξ, η) ∈ ΓC. Remark 4.3: A comment worth making, which we will use in the proof of Theorem 5.2, is that the warp w(ξ, η) changes sign if ξ and η are interchanged. Our convention gives the positive sign to the counterclockwise composition ξ ○ Y . When we take the clockwise composition, the sign of the warp changes. 
where the final zero is for the standard tangent bundle structure, and the uparrow denotes the vertical lift to T M of the vector [X, Y ](m) to Y (m).
Example 4.5: Consider the tangent double vector bundle T (A) of a vector bundle A → M, and let ∇ be a connection in A. Take a vector field Z on M, and take its horizontal lift Z H to A induced by ∇, defined by
where ∇ ( * ) is the connection in A * dual to ∇. Here we have used the fact that to define a vector field on A, it is sufficient to define its effect on pullback functions f ○ q for f ∈ C ∞ (M), and on linear functions ℓ ϕ for ϕ ∈ ΓA * , defined by ℓ ϕ (a) = ⟨ϕ(q(a)), a⟩, for a ∈ A.
Since Z H maps linear functions to linear functions and pullbacks to pullbacks, it is a linear vector field; it clearly projects to Z. The word 'horizontal' here has its standard meaning in connection theory, and does not refer to the structures in T (A).
Now take any µ ∈ ΓA and form the grid shown in the third diagram in Figure 5 . The warp of the grid is ∇ Z µ; that is, for m ∈ M,
where the right hand side is the vertical lift of (∇ Z µ)(m) ∈ A m to T µ(m) A, see [2, Example 1] for more details.
More generally let (ξ, X) be any linear vector field on A and write D ∶ ΓA → ΓA for the corresponding differential operator ([6, §3.4]). Then for any µ ∈ ΓA the grid formed by (ξ, X) and (T (µ), µ) has warp D(µ) ∈ ΓA.
Warps and duality
We now prove Theorem 5.2, an alternative formula for the warp which relies on the duality of double vector bundles. In subsections 5.2 and 5.3 we verify Theorem 5.2 directly for the grids in the second and third diagrams in Figure 5 .
Squarecap sections and their pairings
The following material on linear sections and duality can be found in more detail in [7] .
A linear section (η, Y ) of D as in the first diagram in Figure 6 induces a linear map ℓ η ∶ D A → R. This map is automatically linear with respect to D A → A but is also linear Figure 6 with respect to the other vector bundle structure, D A → C * ([7, 3.1]). It therefore induces a section of D A C * → C * , the corresponding squarecap section, which we denote by η ⊓ . This η ⊓ is again a linear section over Y ∈ ΓB.
In more detail, given κ ∈ C * we define η ⊓ (κ) ∈ D A C * κ by defining its pairing with any
(We use notations such as 
where κ ∈ C * and Ψ ∈ D B On the other hand the complete liftX of a vector field X is a linear section of
We show in subsection 5.2 that (X ⊓ , X) can be identified with minus the Hamiltonian vector field on T * M defined by ℓ X .
We now transform the pairing , of D A and D B (see (12) ) into a pairing ∠ , ∠ between D B C * → C * and D A C * → C * . Given a grid in D, applying this pairing to the sections defined in (20) and (21) will give an alternative formula for the warp.
Since D A C * and D A are dual vector bundles over C * , we have the standard pairing between them. We will use this pairing and the map R 
The proof of the next result will take us to the end of the subsection. Proof: The following outlines may help us to keep track of the various calculations,
We can now begin the calculation. Start with (22), with ξ ⊓ (κ) in place of B, and
We now use (9), for appropriate Ψ ∈ D B, that is with outline (Ψ; κ, Y (m); m) as it follows from the proof of Theorem 3.1. Then (23) becomes
and using (21) for the second term in the last equation, we obtain, 
We now need the formula for the unfamiliar projection γ We now need the following result from [8] ; see also [6, 3.4.6] . It is valid for an arbitrary vector bundle A. Next consider the linear section (X, X) and the third double vector bundle in Figure 7 . As before, the function ℓX ∶ T * (T M) → R.
is linear with respect to both T M and T * M. Using the linearity over T * M, we obtain a section of the dual over T * M of the vector bundle T * (T M) → T * M; that is, of T * (T M) T * M → T * M.
Again, this is not easy to work with, and in this case we need to use the map R ∶ T * (A * ) → T * (A) as in Theorem 2.1, for the case A = T M. It follows that
is also linear with respect to T * M, and defines a section X of the dual of the vector bundle T * (T * M) → T * M; that is, of the tangent bundle T (T * M) → T * M.
Then for ϕ ∈ T * M, and any F ∈ T * (T * M) with outline (F; x, ϕ; m), with x ∈ T M, using (20), ⟨X(ϕ), F⟩ T * M = (ℓX ○ R)(F) = ℓX(R(F)) = ⟨R(F),X(x)⟩ T M .
At this point, we use the commutative diagram (29), in which each map is an isomorphism of double vector bundles and (dν) ♯ is the map associated to the canonical symplectic structure
