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Introduction
One of the long-standing open questions of complexity theory is whether polynomial-time is the same as log-space. One approach to this problem has been to look at tradeoffs between time and space for natural problems in P. For example, does the addition of a restriction on the space allowed prevent one from solving problems in P within specific polynomial time bounds? Despite significant progress given by Fortnow's recent time-space tradeoff lower bounds for SAT [13] , this question remains unsolved.
One natural model for studying this question is that of Boolean branching programs, which simultaneously capture time and space in a clean combinatorial manner. In this model, a program for computing a function fx 1 ; x 2 ; : : : ; x n is represented as a DAG with a unique start node. Each non-sink node is labeled by a variable, and the arcs out of a node correspond to the possible values of the variable. The sink nodes are each labeled by an output value. Executing the program on a given input corresponds to following a path from the start node using the values of the input variables to determine the arcs to follow. The maximum length of a path corresponds to time and the logarithm of the number of nodes corresponds to space. An algorithm running simultaneously in linear time and logarithmic space corresponds to a linear-length, polynomial-size branching program. Thus the question of finding explicit functions in P for which no such branching program exists has been of significant research interest. (In fact, finding any explicit function for which this is known is still open; since branching programs are a non-uniform model of computation, Fortnow's lower bound does not apply to them. ) We give results on two distinct problems for branching programs, which we summarize in the next two subsections.
Lower bounds for single-output functions
There has been much success in proving time-space tradeoff lower bounds for multi-output functions in FP such as sorting, pattern matching, matrix-vector product, and hashing [8, 6, 1, 2, 14] . However, for single-output functions (those whose output is one bit) the state of our knowledge is pathetic: prior to this paper, there were no lower bounds known that are better than n+on for any explicit n variable function. The existing techniques for multi-variate functions involve some sort of "progress measure" which quantifies how much of the output has been produced. These techniques do not seem to give any non-trivial bounds for functions with a single output bit. For example, it is not known how to relate the apparently very similar problems of sorting and element distinctness, although time-space tradeoffs for element distinctness on the structured comparison branching program have been shown [9, 20] .
The branching program model allows the domain of the variables to be any finite set. For variables taking values in a q element set, the nodes in the program have outdegree q, corresponding to the possible values. While the case of greatest interest is the case that variables are 2-valued, the general q-valued case is an interesting challenge, which can potentially provide insights into the 2-valued case. Our first result is to exhibit an explicit family of functions F q , where for each q, the functions in F q are single output functions on q-valued variables, such that the following property holds: for any k, there is a q such that the functions in family F q can not be computed in length knand polynomial size.
This result is unsatisfying because of the dependence on q. For each k, the q required for the bound can be quite large. For q-valued variables, the number of input bits is n log 2 q and what we really want is a lower bound that is superlinear in the number of input bits. Nevertheless, we believe this result is of some interest, both in its own right, and because the proof illustrates some basic ideas which we think may prove useful in this area.
Our second lower bound pertains to the "real" model, single output functions on 2-valued variables, i.e., Boolean functions. For this model, we obtain the first non-trivial length lower bound for polynomial size branching programs for functions whose output is a single bit: we exhibit an explicit family of functions in P and show that any subexponential size program for it must have length at least 1:0178n. While this is only just barely non-trivial, it is the first such result in which the length divided by the number of variables is bounded away from one. Our lower bounds also apply to the more general model of non-deterministic branching programs.
The proofs introduce some new proof techniques, some of which extend past techniques of [10, 18] . First, we show that if a function f has a small size and length branching program, then it is possible to find a small set of decision trees, each of height that is a small fraction of n, such that the AND of the functions computed by the trees accepts no 0's of f and accepts a substantial fraction of the 1's of f. So proving a size-length lower bound on branching program reduces to showing that no such set of decision trees exists.
Similar decision trees arise in analyzing the restricted branching programs considered in [10, 18] but these trees are "oblivious" and thus depend on only a small fraction of variables. The main new step uses an interesting entropy argument. Very roughly, we show that for two decision trees of height 1=2 + n, either it is the case that for the vast majority of inputs, the two trees together fail to look at a positive fraction of the variables, or the trees are "approximately oblivious" in the sense that the set of variables examined by each tree does not depend very much on the input.
Semantic versus syntactic read-k branching programs
As a step towards proving super-polynomial size lower bounds for linear length branching programs, a natural restriction is to require that each input bit be read at most some fixed number of times. This led to the definition of read-k branching programs [19] in which each input can be read at most k times. Many lower bounds have been shown for several functions on read-once branching programs (for example, see [16, 17] ).
Another branching program restriction that has also been considered is that of oblivious branching programs which test the same variable at each time-step along any path. For oblivious branching programs, linear length and read-k for some constant k are essentially the same and several sizelength tradeoff lower bounds for oblivious branching programs have been shown using this connection [3, 5] . Oblivious read-once branching programs, known as OBDD's, have been very useful as representations of functions used in verification [11, 12] and so have generated significant independent interest.
Borodin, Razborov, and Smolensky [10] observed that read-k branching programs come in two flavors, syntactic read-k in which all paths in the branching program must satisfy the read-k restriction and the more general semantic read-k in which only the paths consistent with some input must satisfy the restriction. They also proved strong size lower bounds for the syntactic read-k model. However, obtaining super-polynomial size lower bounds even for semantic read-twice branching programs is an open question. (It is easy to observe that there is no distinction between syntactic read-once and semantic read-once branching programs.)
Here, we show the first separation between the syntactic and semantic read-k models for k 1 by showing that polynomial-size semantic read-twice branching programs can compute functions that require exponential size for any syntactic read-k branching programs. The functions we construct are based on a class of functions that were by introduced by Thathachar [18] to separate the power of readk and read-k+1 in the syntactic model. These functions are exponentially hard for syntactic read-k, and seem to be hard for semantic read-k. We modify these functions so as to make them semantic read-twice while still retaining hardness for syntactic read-k.
Notation
Throughout X denotes a set of (usually n) variables which take on values from some finite set D; usually D = f0; 1g. We say X is a D-valued variable set, and additionally d-valued if d = jDj. An input is, as usual, a point in D X , the set of mappings from X to D. A Boolean function over X is a function mapping D X to f0; 1g.
A (nondeterministic) Boolean branching program P over D X is a directed acyclic graph having a unique source (start) vertex, with sink vertices labeled by 0 or 1, non-sink vertices labeled by elements of X, and edges labeled by elements of D. An edge labeled by a 2 D that is an outedge of a vertex labeled by x i 2 X is consistent with input 2 D X iff x i = a; a path in P is consistent with if all its edges are. P accepts input if there is some path in P consistent with leading from the start node to a sink node labeled 1. We call the number of vertices in P its size and the length of the longest path in P its length. (As in [10] one can also permit unlabeled`free' edges but this does not change the size measure by more than a quadratic amount.)
P is deterministic if every non-sink node has precisely one out-edge labeled a for each a 2 D. P is a decision tree if its graph is a rooted tree. An input is accepted by P if and only if there exist nodes v 1 ; v 2 ; : : : ; v r,1 at levels n; 2 n ; : : : ; r , 1 n in P 0 such that there is a path consistent with that input of length n from v i to v i+1 for i = 0 ; : : : ; r ,1 where v 0 is the start node and v r is the unique accepting node at level r n. Let T vi;vi+1 be a decision tree of height n creating by expanding the n levels of P 0 rooted at v i into a tree and labeling Each conjunction in this expansion is an r; -decision program, therefore it can accept at most t inputs of f ,1 1. By construction, there are at most s r,1 many choices for v 1 ; v 2 ; : : : ; v r,1 , so s r,1 t f ,1 1 , from which the bound on s follows.
Functions based on quadratic forms
The functions for which we prove lower bounds are based on quadratic forms. (Similar functions based on bilinear forms were considered in [10] .) Let M = M n be an n n matrix over GFq. Define the function QF M : GFq n ! f 0; 1g to be true on input (viewed as a vector of length n) if T M = 0mod q. We define the function BQF M to be the restriction of QF M to the domain f0; 1g n .
To prove size-length tradeoffs for BQF M or QF M , we will require that the matrix M satisfy certain properties, which are stated in the next section. Explicit examples of matrices satisfying these properties are the Sylvester matrices. For any odd prime power q and any n = 2 k , the n n Sylvester matrix N is defined over GFq and has rows and columns indexed by binary vectors of length k. The i; jth entry of N is ,1 hi;ji , where hi; ji denotes the inner product of i and j. We also consider the modified Sylvester matrix, N 0 , obtained by setting the diagonal entries of a Sylvester matrix N to 0.
Theorem 2. There is an
0 such that any branching program of length 1 + n computing BQF N , where N is the n n Sylvester matrix over GF3, requires size 2 n . Theorem 3. For every integer k there exists a prime power q and a constant 0 such that for all sufficiently large n the following holds: Let N 0 be an nn modified Sylvester matrix over GFq. Then any length knnon-deterministic branching program for QF N 0 requires size at least q n The conclusion of Theorem 3 holds, more generally, whenever N is a Generalized Fourier Transform (GFT) matrix (see [10] ). For any finite Abelian group G, let G be the set of multiplicative characters of G mapping elements of G to GFq , that is, g 1 g 2 = g 1 g 2 for any g 1 ; g 2 2 G and 2 G . Provided that q is relatively prime to jGj, it is known that there are jGj distinct characters and that they are linearly independent when viewed as a vector space over GFq. Let N = N G;G be the matrix in which the g; th element equals g, for all g 2 G and 2 G . Sylvester matrices of dimension n n, where n = 2 k for some k, can be shown to be special cases of GFT matrices corresponding to the additive group of GF2 k .
A lower bound criterion
Our lower bounds for the functions described in the previous sections are obtained in two steps. First, we identify two parameterized combinatorial properties of functions and show that, for any function f satisfying these two properties, the branching programs for f obey certain length-size tradeoffs (depending on the parameters). Second, we show that the functions of the previous section satisfy these properties with values for the parameters that are good enough to give non-trivial tradeoffs.
Let f denote any Boolean function on a D-valued set of n variables, X. The first of the two properties, P, is parameterized by a real number 2 0; 1, the second, Q, is parameterized by a non-decreasing function : 0; 1 ,! 0; 1 . P: For any partial assignment to at most 1,n variables of X, fd is a non-constant function. In particular, f has at least jDj 1,n satisfying inputs in D X . Q: For any pair of functions g 1 ; g 2 such that g = g 1^g2
is compatible with f, if there are two disjoint subsets A 1 ; A 2 X, each of size at least n, such that g i does not depend on the variables in A i , then g accepts at most jDj 1, n inputs of f ,1 1.
For our functions, these properties can be realized for the specific and as stated in the lemma below. We postpone the proof of this lemma to Section 8. The proof of this theorem is given in section 6. The theorem yields exponential size lower bounds for linear depth branching programs in the case that D is "large enough". In particular, we obtain Theorem 3: Taking f to be the function QF N 0 for some q and n, then, by Lemma 4, the hypotheses of Theorem 5 are satisfied with = 2=n and = 2 . Choosing q so that log log q C kfor some sufficiently large constant C, the conclusion of Theorem 5 implies the conclusion of Theorem 3. 
Lower bounds for functions over large domains
In this section, we prove Theorem 5. Let f be as hypothesized. Because f satisfies P, f ,1 1 D 1,n . Let p = k + 12 k+4 and suppose n p. Fix any kp;1=p-decision program R = T 1 ; T 2 ; : : : ; T kp that is compatible with f. We will prove that R ,1 1 jDj 1, n 3 n 2 kp . The conclusion of the Theorem then follows immediately from Theorem 1.
A generalization of a combinatorial lemma from [18] says that for n p, 
Lower bounds for Boolean branching programs
In this section, we prove Theorem 6. Let f, n, , and be as hypothesized. We will apply Theorem 1 with k = 2 and r = 1 + =2. Fix a 2; 1 + =2-decision program R = T 1 ; T 2 that is compatible with f. We will prove that R ,1 1 2 1, =3n+1 , where is defined as in the conclusion of the theorem. Since property P implies that f ,1 1 2 1,n , Theorem 1 yields the required conclusion.
As in the previous proof, we define S i , for input and i = 1 ; 2, to be set of variables that are not read by T i on input . We say that S i is the set of variables missed by in T i . Note that jS i j is always 1 , =2. For a pair of sets S 1 ; S 2 each of size 1 , =2, define MissS 1 ; S 2 to be the set of inputs such that S 1 = S 1 and S 2 = S 2 and AcceptS 1 ; S 2 to be the subset of MissS 1 ; S 2 accepted by R. Then R ,1 1 = P S1;S2 jAcceptS 1 ; S 2 j, and we upper bound R ,1 1 by classifying the terms in the sum, and bounding them accordingly.
We first dispense with the cases that follow easily from the properties satisfied by f. Consider those terms AcceptS 1 ; S 2 where jS 1 S 2 j n. Because f satisfies property P, any pair of consistent paths that miss a common set of more than nvariables must be followed by at least one falsifying input of f. Since R is compatible with f, no input following this pair of paths can be accepted since at least one of the two leaf labels of these paths must be 0. Therefore, AcceptS 1 ; S 2 is empty.
Thus we may restrict attention to the terms in the sum corresponding to S 1 ; S 2 with jS 1 S 2 j n. For such pairs, we can choose disjoint sets A 1 S 1 and A 2 S 2 such that jA i j = n, where = 1 , , =2. Because f satisfies property Q, applying this property with respect to A 1 and A 2 , we have that jAcceptS 1 ; S 2 j 2 1, n .
We could now naively bound the sum by multiplying by the number of possible pairs S 1 ; S 2 with jS 1 S 2 j n, but the resulting bound is too large to be of any use. Instead we will divide the terms of the sum into two parts depending on the size of MissS 1 ; S 2 . Let 0 1 be a constant to be fixed later. Call a pair S 1 ; S 2 common if MissS 1 ; S 2 2 1, n , and rare otherwise, and denote the sets of common and rare pairs by P common and P rare . Let B common (resp. B rare ) be the (disjoint) union of AcceptS 1 ; S 2 for all S 1 ; S 2 2 P common (resp. S 1 ; S 2 2 P rare ). Thus jR ,1 1j = jB common j + jB rare j; we will upper bound jB common j and jB rare j separately. The number of common pairs S 1 ; S 2 is clearly at most 2 n , and thus jB common j 2 +1, n .
To bound jB rare j we will show that the overall num- Using this lemma, we complete the proof of Theorem 6.
We have R ,1 1 jB common j + jAj, and we choose so that the above upper bounds for jB common j and jAj are equal. For this choice of , jAj ; jB common j 2 1, =3n , where is as defined in the statement of Theorem 6. As noted earlier, Theorem 1 now yields the desired bound. So it remains to prove Lemma 7, which is the crux of the entire argument. The proof uses elementary information theory. We review the basic definitions and results.
Let X be an arbitrary probability space. For any event A, we write Prob A for the probability of A and A for log 2 
Proof of Lemma 4
We being with the proof of the first part of the lemma. This will follow immediately from two additional lemmas.
For any n n matrix M and any 0 1, define M to be 1=n times the minimum rank of any n n minor of M that does not include any diagonal element of M. Let G be a finite group. A G-matrix over GFq is a matrix N whose rows are indexed by G, such that for all g 1 ; g 2 2 G and j 2 1; n , N g1g2;j = N g1;j N g2;j (i.e., each column is a multiplicative character of G). Substitute the values assigned by into X T M X . Because M is symmetric, we obtain a polynomial of the form A T 1 N A 2 + F 1 A 1 + F 2 A 2 , where N is a n nmatrix equal to twice the minor of M indexed by A 1 A 2 and each F i is some polynomial function of the entries of A i . Lemma 16 below, which is a slight generalization of results in [10, 18] , implies the required bound on j,j. We now turn to the proof of Lemma 15. This lemma is an immediate consequence of the following lemma, which says, roughly, that every large minor of a GFT matrix has large rank. The lemma both simplifies and improves a bound in [10] which showed that every u t minor of such a matrix has rank at least ut=n; u; t n, where n; u; t is a function that is typically logarithmic in n. (This new bound also improves the lower bound on the size of read-k branching programs proved in that paper by shaving off a factor of k in the exponent.) Lemma 17. Let N be any G-matrix over GFq where G is a group of order n. If N has full column rank, the rank of any u t minor of N is at least ut=n. Proof. For V G and any set J of columns, let N V; J denote the submatrix of N corresponding to the rows of V and columns of J. Fix V of size u and J of size t. Since N has full column rank, the columns of N G;J are independent implying that it has a t t minor N W;J , for some W G, which has full rank.
For any fixed g 2 V and a random g 2 G, Pr gg 2 W = Pr g 2 Wg ,1 = t=n. By linearity of expectation, when g is randomly chosen from G, the expected number of g 2 V for which gg 2 W is ut=n. Therefore, for some fixed g and some H V where jHj ut=n, we have gH W. We show that N H;J has rank at least ut=n from which the lemma follows.
Because G is a group, jgHj = jHj ut=n. Since N gH;J is a submatrix consisting of at least ut=n rows of N W;J , it follows that rankN gH;J ut=n. By the definition of N, for each j 2 J, N gH;j = N g;j N H;j , that is, each column of N H;W is multiplied by some constant to get the corresponding column in N gH;W . Therefore rankN H;J rankN gH;W ut=n.
This completes the proof of part 1 of Lemma 4. We now consider part 2. Let M be a GFT matrix. It suffices to show that for any partial assignment that fixes all but 2 variables, z 1 ; z 2 of X, the restriction QF M 0 d is not the constant function. Since M is symmetric, and its off-diagonal elements are non-zero, the restriction satisfies Proof. For a = 0, set J = ;. So assume a 2 f1; ,1g.
Recall that the row and column index set of the Sylvester matrix is the set of binary vectors of length k, which is identified naturally with the set of subsets of 1; k and we view I as a collection of 4 log n= p n such subsets. For a = 1 and for a = ,1, we want a subcollection J of I such that the sum of entries in M J;J is a. The following easily verifiable fact gives a criterion for a collection of size 3 to satisfy this. We will also need the so-called "Eventown-Oddtown" theorems (see [4] ), stated as a proposition below: Since jIj 4 p n log n, there is a sub-family F of size at least 2 p n log n such that every set in F has even size or every set in F has odd size. Consider a sub-family G of F which is maximal subject to the condition that for any distinct A; B 2 G, jA Bj is odd. For each set A 2 G , let EA be the subfamily consisting of those sets C 2 F , G such that jA Cj is even. By the maximality of G, A2G EA = F , G which implies P A2G jEAj jF , Gj. Choose A 0 2 G for which jEA 0 j is maximum and write E = EA 0 . Then jEjjGj jF , Gj, or jEj + 1 jGj jFj. To finish the proof it suffices to show that there are B 1 ; B 2 2 E whose intersection has odd size. Using Proposition 20, if every pair of distinct sets in E has an intersection of even size, then jGj jEj+ 1 maxf2 k=2 k + 1 ; k 2 k=2 + 1 g 2k2 k=2 = 2 p n log n j F j which contradicts jEj+ 1 jGjj Fj . Therefore, the claim holds.
We now have the tools to prove Part 3 of Lemma 4. Let be a partial assignment to 1 , n variables of X, where = 24 log n= p n and Z X be the variables unset by . Then BQF M d = Z T BZ+ A Z + C, where B denotes the sub-matrix of M corresponding to the rows and columns corresponding to Z, and A and C are fixed constants determined by and M. It suffices to show that qZ = Z T BZ+ A Z takes on all possible values in GF3 for the various choices of 0-1 assignments to Z.
Setting all variables to 0 makes the function 0. Fix a 2 f,1; 1g. Our goal is to identify three variables such that setting them to 1 and everything else to 0 will make the function equal to a. Classify each variable x j by the pair M j;j ; A j 2 f,1; 1g f , 1; 0; 1g. There are 6 possible values of this pair, and so there is a set of at least 4 p n log n variables Z 0 Z that belong to the same class. If we set any three variables in Z 0 to 1, and everything else to 0, qZ evaluates to the sum of the off-diagonal entries in the 3 3 principal minor corresponding to these variables. By Lemma 18 such a minor exists whose sum evaluates to a mod 3, and Part 3 of the lemma follows. In this section we exhibit, for every k, a simple function f k that can be computed in linear size by a semantic read-twice branching program but requires an exponential size syntactic read-k branching program. The key to defining our separating functions is the construction of functions g k X;Y that can be computed by linear size branching programs that are semantic read-twice on X but require exponential size on any branching program that is syntactic read-k on X. The proof of Theorem 24 relies heavily on machinery developed in [10, 18] , particularly the notion of planar pseudorectangles and the ideas for proving lower bounds for the closely related functions in [18] . We refer the reader to the fuller version of our paper [7] for details.
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