Abstract. In this note we prove Garvan's conjectured formula for the square of the modular discriminant ∆ as a 3 by 3 Hankel determinant of classical Eisenstein series E 2n . We then obtain similar determinental formulas for E 4 ∆ 2 , E 6 ∆ 2 , E 4 ∆ 3 , E 6 ∆ 3 , E 8 ∆ 3 , E 10 ∆ 3 , and E 14 ∆ 4 . We also include a simple verification proof of the classical 2 by 2 Hankel determinant formula for ∆. This proof depends upon polynomial properties of elliptic function parameters from Jacobi's Fundamenta Nova.
Introduction
In this note we prove Garvan's conjectured formula [10] for the square of the modular discriminant ∆ as a 3 by 3 Hankel determinant of classical Eisenstein series E 2n . We then obtain similar determinental formulas for E 4 ∆ 2 , E 6 ∆ 2 , E 4 ∆ 3 , E 6 ∆ 3 , E 8 ∆ 3 , E 10 ∆ 3 , and E 14 ∆ 4 . We also include a simple verification proof of the classical formula for ∆ in (1.5) below. This proof depends upon polynomial properties of elliptic function parameters from Jacobi's Fundamenta Nova [15] .
The modular discriminant ∆ is defined in [ The fundamental classical formula for the modular discriminant ∆ is provided by the following theorem. Theorem 1.3. Let q := exp(2πıτ ), where τ is in the upper half-plane H. Let ∆(τ ) and E 2n ≡ E 2n (q) be determined by Definitions 1.1 and 1.2, respectively. Then, for |q| < 1, ∆(τ ) = (1.5)
Early elliptic function references for (1.5) are [13] , [14, pp. 561] , [17, Eqns. (1) and (2), pp. 154], [24] , and [25, pp. 27] . (Both Hurwitz and Molin replace q by q 2 .) All of these authors refer to earlier background developments in [7, 8, 28] . The chapter notes in [5, [18] is a very useful introduction to [29] .) Additional applications of (1.5) also appear in [1, 27, 30] .
After seeing [22, 
(1.6)
He then conjectured the following theorem.
Theorem 1.4. Let q := exp(2πıτ ), where τ is in the upper half-plane H. Let ∆(τ ) and E 2n ≡ E 2n (q) be determined by Definitions 1.1 and 1.2, respectively. Then, for |q| < 1,
(1.7)
Proof. Substitute the following three well-known relations from [26, Simplifying, factoring, and applying (1.5) then gives the ∆ 2 (τ ) on the left-hand-side of (1.7).
For ∆ n (τ ) with n > 2, formulas analogous to (1.6) and (1.7) generally require a suitable n + 1 by n + 1 determinant on the right-hand-side and an additional polynomial factor in E 3 4 and E 2 6 on the left-hand-side. This extra polynomial factor can often be simplified by relations such as (1.8) . In Section 2 below we briefly describe the general form of such an infinite family of formulas extending (1.6) and (1.7) that involve ∆ n (τ ) and a n + 1 by n + 1 Hankel determinants of the E 2r . We organize the rest of our note as follows. In Section 2 we obtain our 7 determinental formulas involving small powers of ∆(τ ) and a certain minor of a Hankel determinant of the E 2r . These minors are motivated by considering the n by n minors of the n + 1 by n + 1 Hankel determinants as discussed in [16, pp. 244-250] . Our method of proof is analogous to that of Theorem 1.4. In Section 3 we follow Jacobi's analysis in [15, Section 42] and utilize the Fourier series for the Jacobi elliptic function ns 2 to write down a formula for the Eisenstein series E 2n , for n ≥ 2. We then apply [15, Eqn. (2.), Section 36] to put together a simple verification proof of the classical formula for ∆ in (1.5).
Symmetry properties of the coefficients in the Maclaurin series expansion of ns 2 strongly suggest that formulas such as (3.8) and (3.9) in Theorem 3.1 will be useful in a further study of the determinental formulas in Section 2.
2. Additional determinental formulas involving small powers of ∆ Our 7 determinental formulas involving small powers of ∆(τ ) are motivated by the determinants in the following definition.
be a sequence in C × , and let m, n = 1, 2, 3, · · · . We take H
n and χ (m) n to be the determinants of n × n square matrices
The matrix for χ (m) n is obtained from the matrix for H n by χ n . We also have H
n . Applications of the Hankel determinants H (1) n and determinants χ (m) n to continued fractions and orthogonal polynomials are discussed in [16, pp. 244-250 ]. An excellent survey of the literature on Hankel determinants can be found in Krattenthaler's summary in [19, pp. 20-23 ; pp. 46-48] .
Our eventual aim is to study the determinants H
n ({E 2(ν+1) (q)}) and χ (m) n ({E 2(ν+1) (q)}), where E 2(ν+1) (q), with ν ≥ 1, are the Eisenstein series in Definition 1.2.
Motivated by our proof of Theorem 1.4 we first consider Ramanujan's [2, Entry 14, pp. 332] recursion for the E 2r given by the following theorem.
Theorem 2.2 (Ramanujan).
Let q := exp(2πıτ ), where τ is in the upper half-plane H. Let E 2n (τ ) be determined by Definition 1.2. For convenience, with n > 1, define S 2n by
If n is an even integer exceeding 4 then
4)
where the prime on the summation sign indicates that if (n − 2)/4 is an integer, then the last term of the sum is to be multiplied by 1 2 .
Substituting n = 6, 8, 10 into (2.4) yields the relations in (1.8), and setting n = 12 in (2.4) leads to the well-known relation
(2.5)
We next utilize (1.5), Theorem 2.2, and mathematica [35] to derive our determinental formulas for
, and E 14 ∆ 4 . In each of the 7 identities below we first used (2.4) to write all the E 2r in the χ (m) n ({E 2(ν+1) (q)}) determinants on the right-hand-sides as polynomials in E 4 and E 6 . Simplifying, factoring, applying (1.5), and then referring to (1.8) and (2.5) as needed yielded the left-hand-side of each identity.
We have the following theorem.
Theorem 2.3. Let q := exp(2πıτ ), where τ is in the upper half-plane H. Let ∆(τ ) and E 2n ≡ E 2n (q) be determined by Definitions 1.1 and 1.2, respectively. Then, for |q| < 1,
7)
8)
, (2.9)
10) The determinants in (1.6), (1.7), (2.6)-(2.12) are of the form H
2 , H
3 , χ
3 , H
4 , and χ 5 , respectively, with entries c ν = E 2(ν+1) (q). As motivation for studying the determinants H (1) n ({E 2(ν+1) (q)}) note that
and recall the n = 2, 3, 4 cases in (1.6), (1.7), and (2.8), respectively. Since E 4 only appears as a factor in the left-hand-sides of (2.13) and (2.8), it is natural to split n up into the classes (mod 3) given by n = 3r + 1, 3r + 2, and 3r + 3, with r = 0, 1, 2, · · · . Mathematica [35] computations of H (1) n ({E 2(ν+1) (q)}) up to n = 10, analogous to those of (1.7) and (2.8), give strong evidence for the general form of the following three infinite families of formulas.
3r+1 ({E 2(ν+1) (q)}), for r = 0, 1, 2, · · · , (2.14)
where d r , e r , and f r are constants depending on r, and P n (x, y), Q n (x, y), and R n (x, y) are homogeneous polynomials in x and y of total degree n (as given above), with integer coefficients, whose monomials are those in (x − y) n . It is an interesting open problem to find a concise combinatorial and/or analytical description of the coefficients in the polynomials P 3r(r−1)/2 , Q r(3r−1)/2 , and R r(3r+1)/2 .
The r = 0 cases of (2.14), (2.15), and (2.16) are (2.13), (1.6), and (1.7), respectively. The first nontrivial case of (2.14) is (2.8). The degree of P 3r(r−1)/2 in (2.14) is 3 r 2 , while the degrees of Q r(3r−1)/2 and R r(3r+1)/2 in (2.15) and (2.16), respectively, are the pentagonal numbers r(3r ∓1)/2 in [31, sequence M1336]. See also [5, pp. 124] .
A simple computation involving the weights 12 of ∆(τ ) and 2r of E 2r uniquely determines the degrees of the polynomials P 3r(r−1)/2 , Q r(3r−1)/2 , and R r(3r+1)/2 in (2.14), (2.15), and (2.16), respectively.
Given (2.6), (2.7), (2.9)-(2.12) we expect that more complicated infinite families of identities analogous to (2.14)-(2.16) also hold for χ n ({E 2(ν+1) (q)}) in which entries E 2(ν+1) (q) are replaced by 0 unless 2(ν + 1) satisfies any of a fixed set of congruence conditions. (The "unless" can also be replaced by "whenever"). That is, when all entries in certain of the counter diagonals are 0. For example, the condition E 2(ν+1) (q) → 0 unless 2(ν + 1) ≡ 0 (mod 6), leads to interesting determinant evaluations. Similarly, the condition E 2(ν+1) (q) → 0 whenever 2(ν + 1) ≡ 0 (mod 4) or 2(ν + 1) ≡ 0 (mod 6) leads to reasonable determinants. This is just a small sample of many such possibilities.
The Jacobi elliptic function ns 2 and Eisenstein series
In this section we follow Jacobi's analysis in [15, Section 42] and utilize the Fourier series for the Jacobi elliptic function ns 2 to write down a formula for the Eisenstein series E 2n , for n ≥ 2. We then apply [15, Eqn. (2.), Section 36] to put together a simple verification proof of the classical formula for ∆ in (1.5).
We require the Jacobi elliptic function parameter
with
the complete elliptic integral of the first kind in [20, Eqn. (3.1. 3), pp. 51], and k the modulus. We also need the complete elliptic integral of the second kind
Finally, we take
The classical Fourier expansion for ns 2 , which first appeared in [15, Eqn. (2.) , Section 42; Eqn. IV., Section 44], is now given by 6) with B 2m the Bernoulli numbers defined by (1.4). The Laurent series expansion for ns
where (ns 2 ) m (k 2 ) are polynomials in k 2 , with k the modulus. In what follows we equate the q's in (3.4) and Definition 1.2. That is 2τ = ıK(
. Keeping in mind Definition 1.2, we find that equating coefficients of u 2m−2 , for m ≥ 2, in (3.6) and (3.7) leads to a formula for E 2m (q 2 ). Furthermore, applying the Gauß transformation
Theorem III, Section 37] to the first formula yields a corresponding formula for E 2m (q). We have the following theorem.
Theorem 3.1. Let z := 2K(k)/π ≡ 2K/π, as in (3.1), with k the modulus. Let the Bernoulli numbers B 2m be defined by (1.4). Take (ns 2 ) m (k 2 ) to be the elliptic function polynomials of k 2 determined by (3.7). Let q be as in (3.4) . Take E 2m (q) as in Definition 1.2, with 2τ = ıK(
The m = 2 and 3 cases of (3.8) are given by [15] only required him to go as far as E 4 (q 2 ). Our verification proof of (1.5) is a consequence of (3.10), (3.11) Substituting (3.10) and (3.11) into the right-hand-side of (1.5), with q replaced by q 2 , simplifying, and obtaining the right-hand-side of (3.13) now completes the proof of (1.5). The z 12 factored out quickly and reduced the proof to a computation involving polynomials of low degree in k 2 . Our simple verification proof of (1.5) does not seem to have been written down in the literature before.
