Abstract-The multichannel blind deconvolution of finite-impulse response (FIR) or infinite-impulse response (IIR) systems is investigated using the multichannel super-exponential deflation methods. We propose a new adaptive approach to the multichannel super-exponential deflation methods using the QR-factorization of matrix algebra and the higher-order cross correlations of the (channel) system and equalizer outputs. In order to see the effectiveness of the proposed approach, many computer simulations are carried out for time-invariant MIMO systems along with time-variant MIMO systems. It is shown through computer simulations that the proposed approach is effective for timeinvariant systems, but is not so effective for timevariant systems as we expected in advance.
I. INTRODUCTION
Multichannel blind deconvolution has recently received attention in such fields as digital communications, image processing and neural information processRecently, Shalvi and [lo] proposed MSEDM using the higher-order correlations for convolutive mixtures or dynamical channel systems. In the meantime, Kohno, Inouye, Kawamoto and Okamoto proposed two type of adaptive multichannel super-exponential algorithms (AMSEA'S), the one in covariance (correlation or Kalman-filter) form and the other in QR-factorization form, for the degenerate rank case of the correlations matrices [9].
In the present paper, we propose an adaptive multichannel super-exponential deflation algorithm (AMSEDA) using the QR-factorization and the higherorder correlations for convolutive mixtures or dynamical channel systems, and show the effectiveness of the ing [117[21.
proposed method by computer simulations. Another AMSEDA using the covariance form will be appeared in a forthcoming paper.
The present paper uses the following notation: Let Z denote the set of all integers. Let C m x n denote the set of all m x n matrices with complex components. The superscripts T , *, H and t denote, respectively, the transpose, the complex conjugate, the complex conjugate transpose (Hermitian) and the (Moore-Penrose) pseudoinverse operations of a matrix. Let i = l,n stand f o r i = 1 , 2 , . . . , n .
ASSUMPTIONS AND PRELIMINARIES
We consider an MIMO channel system with n inputs and m outputs as described by The transfer function of the channel system is defined by k = -W For the time being, it is assumed for theoretical analysis that the noise is absent in (1).
To recover the source signals, we process the output signals by an n x m equalizer (or deconvolver) W ( z )
The objective of multichannel blind deconvolution is to construct an equalizer that recovers the original source signals only from the measurements of the corresponding outputs. We put the following assumptions on the systems and the source signals.
Al)
The transfer function H ( z ) is stable and has full column rank on the unit circle IzI = 1 [ this implies that the unknown system has less inputs than outputs, i.e., n s m , and there exists a left stable inverse of the unknown system 1.
A2)
The input sequence { s ( t ) } is a complex, zeromean, non-Gaussian random vector process with ele- 
where the length L:=L2 -L1 + 1 is taken to be sufficiently large. Let Gi be the Lm-column vector consisting of the tap coefficients (corresponding to the ith output) of the equalizer defined by
where w i , j ( k ) is the ( i , j ) t h element of matrix Inouye and Tanebe [4] proposed the multichannel super-exponential algorithm for finding the tap coefficient vectors Gi's of the equalizer W ( z ) , of which each iteration consists of the following two steps:
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where (.) [l] and (. )[' I stand respectively for the result of the first step and the result of the second step. Let y ( t ) be the Lm-column vector consisting of the L consecutive inputs of the equalizer defined by
where yi(t) is the ith element of the output vector y(t) of the channel system in (1). Then the correlation matrix RL is represented as and the fourth-order cumulant vector di is represented as - [9] . Except for the case when the number of outputs equals the n_umber of inputs, i.e., m = n, the correlation matrix RL is not of full rank.
Situations with the number of independent sources (or inputs) being strictly less than the number of sensors (or outputs) are often encountered in various applications such as digital communication, image processing and neural information processing. Moreover, if the underlying channel system exhibits slow changes in time. processing all the available data jointly is not desirable, even if we can accommodate the computational and storage loads of the batch algorithm in (7) and (8), because different data segments correspond to different channel responses. In such a case, we want to have an adaptive algorithm which is capable of tracking the varying characteristics of the channel system.
Consider the batch algorithm in (7) and (8) 
where
Here < lzz(t)I2 > and < zZ(t) > denote respectively the estimates of E [lzz(t)12] and E [zz(t)'] at time t , a: is a positive constant close to, but less than one, which accounts for some exponential weighting factor or forgetting factor [13] . The AMSEA using the QR-factorization is introduced on the basis of the following lemma, the so-called QRfactorization of a general matrix A. Lemma 1 [12] , [14] : Given an n x n Hermitian A E C"'". Let r be a chosen integer satisfying IA,I > IAr+ll, where the eigenvalues Al,A2,..., A, of A are arranged in decreasing order of magnitude. Given an n x r matrix QO with orthonormal columns and generate a sequence of matrices { Q k } c CnX' as follows:
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where Q k E cnxT is a matrix with orthonormal columns and RI, E C T x r is an upper triangular matrix.
If QO is not unfortunately chosen, then the sequence {Qk} converges to a matrix of r dominant eigenvectors, and the upper triangular sequence { Rk} converges the diagonal matrix of r dominant eigenvalues. By applying Lemma 1 for calculating the pseudoinverse of R(t), we have the following theorem which gives an adaptive solution @ ( t ) of (13) from QT(t-l ) , QT(t -2), di(t -l), G ( t ) and z i ( t ) (where, for example, Q,(t -1) E CmLxr represents approxipately r dominants eigenvectors of mL x mL matrix R(t -1)).
Theorem 1: Let r be fixed as r = nL, where n is the number of the inputs of the channel system in (1) and L is the length of the equalizer in (4). Then an adaptive solution tZi(t) of (13) is
ci(t) = Q,(t -l)RF1(t)Q,H(t)&(t), (19) where Q T ( t ) and R,.(t) are obtained by the QR-decomposition of matrix Z ( t ) defined by Z ( t ) := R(t)
Q,(t -l), which is decomposed as
Z ( t ) = Q,(t)R,(t) E CmLxxr, Q,(t) E C m L x r , &(t) E C"', (20) and the update of Z ( t ) is Z ( t ) = cqZ(t -l)Q,H(t -2)Q,(t -1)

+_ (1 -a1)Q*(t)GT(t)Qr(t -1).
di(t)
= cY2di(t -1) + (1 -az)@*(t)Zz(t),(21)
& ( t ) := (12i(t)12-2 < lzz(t)12 >)zz(t)-< Z ? ( t ) > zf(t),
< zS(t) >= p < $(t -1) > +(1 -p)z?(t).(23)
The update of d i ( t ) is where < /zi(t)12 >= p < I.~i(t -1)12 > +(I -P ) I~i ( t ) l~, (24)
Here a1 and 0 2 are positive constants close to, but less than one, which accounts for some exponential weighting factor or forgetting factor [13]. The 0 is a positive constant less than cq and a2. These equations are initialized by their values appropriately selected or calculated by the batch algorithm in (7) and (8) proposed MSEDM using the higher-order correlations instead of the second-order correlations to reduce the computational complexity in terms of multiplications and to accelerate the performance of equalization. For the details of the MSEDM using the higher-order correlations, see the equations from (13) through (30) in [lo].
In the present paper, we proposed a new AMSEDA which combines the MSEDM using the higher-order correlations with the adaptive algorithm using the QRfactorization form described in the previous chapter.
In our new AMSEDA, the following procedures are carried out in each time when channel outputs are observed.
Before the foll_owing pfocedures are carried out, it is necessary that R, QF, di and tiji are initialized.
At first, set t = to, and set 1 = 1 where 1 denotes the number of channels (or the sources) equalized.
Then, Z ( t ) is calculated by (21), &(t) is calculated
by using from (22) to (25), and t i j 1 ( t ) is calculated by the two steps (19) and (8). By these procedures, the first equalized output z1 ( t ) is obtained.
Next, the MSEDM using the higher-order correlations is carried out. We calculate the contribution signals by using the equalized output zl(t), and remove the contribution signals from the channel outputs in order to define the outputs of a multichannel system with n -1 inputs and m outputs. The number of inputs becomes deflated by one. The procedures mentioned above are continued until 1 = n, where we obtain the last equalized output z n ( t ) for t = to. If t < t f (where t f is a final time), then set t = t o + 1 and iterate the same procedures as the previous time t. If t = t f , then stop here. The n equalized outputs zl(t), ... , zn(t) are obtained for t = to, to + 1, ... , t f . Therefore, the proposed algorithm is summarized as shown in Table 1 . Set t = t o (where t o is an initial time). Set 1 = 1 (where 1 denotes the number of the channels equalized). Calculate the QR-factorization of Z ( t ) using (21). Calculate &(t) using from (22) through (25). Calculate 2lll(t) using (19) and (8). Carry out the deflationary process using the MSEDM with the higher-order correlations [lo] . If the subscript 1 is less than n, then set 1 = 1 + 1, and the procedures (from Step 3 through Step 6) are continued until 1 = n.
If t < t f (where t j is a final time), then set t = t + 1 and iterate the procedures from SteD 2 through Step 7. If t = t t . then stop here.
8
V. SIMULATIONS To demonstrate the effectiveness of proposed method, some computer simulations were conducted. We considered an MIMO channel system with two inputs and three outputs, and assumed that the length of channel The length of equalizer was chosen to be seven (L=7). We set the values of the tap coefficients to be zero expect for W12(4) = wz1 (4) were estimated using 5,000 data samples. For recovering second source signal, the initial value of R was set the identity matrix I and Qv (0) Fig. 1 shows MISI of the performance results for the time-invariant channel system obtained by using 10,000 data samples. It can be seen from Fig. 1 that our proposed method quickly deconvolved all source signals and it is effective for the time-invariant channel system. 
VI. CONCLUSIONS
We have considered the problem of adaptive multichannel blind deconvolution based on the superexponential algorithms using deflation methods proposed by Inouye and Tanebe [4] . In this paper, we proposed a new approach to the adaptive multichannel deflationary blind deconvolution using the QRfactorization and the higher-order correlations. In order to see the effectiveness of the proposed approach, we have considered computer simulations for two types of MIMO systems, that is, the first one is time-invariant and the second one is time-variant. It has been shown through computer simulations that the proposed approach is effective for time-invariant systems, but is not so effective for time-variant systems as we expected beforehand. One of reasons why it is not so effective for time-variant systems is that the values of d i ( t ) in (22) change after the channel characteristic varies. These changes make the proposed algorithm unstable. In order to suppress these changes to be small, it is necessary to choose appropriately the_ value of a2 in (22) or to introduce additional terms di(t -k ) '~ (where k = m) in the right-hand side of (22). To circumvent this issue, another AMSEDA using the covariance form will be developed in a forthcoming paper.
