Abstract-Sequences with low autocorrelation (AC) and low peak to average power ratio (PAPR) are desired in many communication or signal processing applications. This work investigates the synthesis of OFDM sequences with the desired low AC and low PAPR under spectral constraints. The spectral constraints limit the maximum allowable power on each subcarrier to avoid interference on particular reserved bands and undesirable DC-offset. The first part of this work discusses the design of sequences with periodic AC property under spectral constraints. Specifically, we present a convex optimization method for synthesizing OFDM sequences with minimized peak sidelobe level (PSL) or weighted sum of sidelobe levels (WSSL) of the periodic AC function within specified time lags. The design objective to be minimized can also be a certain convex function of the sequence AC sidelobes. Furthermore, we present methods based on Gerchberg-Saxton (GS) algorithm to decrease the PAPR of the sequences, while maintaining the optimized AC characteristic. The second part of this work investigates the aperiodic AC under spectral constraints. In this case, the optimal sequence design problem is nonconvex. By relaxing the nonconvex problem to a convex problem, we provide lower bounds for PSL and WSSL of the aperiodic AC function. Based on the optimal solution for the relaxed convex problem, we present an efficient algorithm to find sequences with low PAPR and near-optimal aperiodic AC property while the spectral constraints are satisfied.
signals to estimate the channel impulse response [1] [2] [3] , or as training sequences for correlation-based synchronization [4] [5] [6] and frequency offset estimation [7] . For example, the Zadoff-Chu sequences [8] , [9] have been adopted as the preamble sequences in 3GPP long-term evolution (LTE) [10] . In these applications, the low AC property reduces or eliminates self-interference caused by multi-paths. Such sequences can also be used as the signature codes, e.g., the well-known -sequences adopted in code division multiple access (CDMA) systems [11] [12] [13] . The design of sequences with good AC properties has been the focus of research in the past decades, due to its crucial roles in various systems. Readers are referred to the books [14] , [15] and the references therein for more details. Recently, families of sequences referred to as zero-correlation zone (ZCZ) sequences and low-correlation zone (LCZ) sequences have attracted numerous research interests. The research on ZCZ and LCZ sequences concerns the design of sequences achieving zero correlation or low correlation within a desired time-delay interval. The sequences have been investigated and used as the spreading sequences for quasi-synchronous CDMA systems [16] , [17] , or as the training sequences for the systems with limited channel delay spread [18] [19] [20] .
In addition to the good AC property, it is also desired to obtain sequences with low peak to average power ratio (PAPR) due to the limited amplification range of the RF amplifier. There exists literature investigating sequences with low AC and low PAPR jointly. For instance, the aforementioned Zadoff-Chu sequences exhibit the optimal periodic AC property, as well as the appealing characteristic of PAPR to be 1. Methods for synthesizing unimodular sequences with low periodic AC and aperiodic AC have been proposed in [21] and [22] .
While the existing works have substantially contributed to the design and theoretical understanding of the sequences, the sequence design with spectral constraints had been rarely discussed. The spectral constraints on transmitted signals are usually required in communication systems to avoid causing interference. For example, in OFDM systems, certain subcarriers are reserved and are prohibited to transmit signals [23] . The DC subcarrier is reserved, i.e., nulled, to avoid offsets in the D/A and A/D converter in RF systems. In addition, the guardbands at spectrum edges are reserved to prevent interferences on adjacent frequency channels. As another example, in radar applications, signals must avoid occupying the bands reserved for navigation or military operations [24] . A possible solution for generating sequences satisfying the spectrum constraints is to filter the existing sequences with good AC property through a spectrum mask [18] . However, because the filtered sequences are not explicitly optimized toward the desired AC property under the constraints specified by the spectrum mask, the AC properties of the filtered sequences are not as good as those of the original sequences. A recent work [25] considered the waveform design for cognitive radar system. The method presented in [25] is used to obtain unimodular sequences with suppressed power in arbitrarily chosen bands and with low aperiodic AC sidelobe level. In contrast to that work, we focus on designing the sequences strictly satisfying the given spectral constraints.
Our main goal in this work is to design sequences with good AC property and low PAPR under the condition where the given spectral constraints must be met. Specifically, our design objectives are the metrics of the goodness in the AC property including the peak sidelobe level (PSL) and the weighted sum of sidelobe levels (WSSL) of the AC function. The design objective can also be a certain convex function of the sequence AC sidelobes. The two metrics PSL and WSSL had been adopted as design criteria in [21] , [22] , [25] [26] [27] . To demonstrate an example of practical application, we will present the connection between the AC metrics and the channel estimation error when the proposed sequence is applied as the training sequence for channel estimation. The scope of this work is not limited to the optimal training sequence design for a particular estimator, and instead, we look for the sequences with good AC properties which facilitate various applications. The cases for both of the periodic and the aperiodic AC properties will be examined.
In this paper, we first consider the periodic AC and provide a convex optimization approach to the synthesis of AC-optimized sequences under the given spectral constraints. As will be shown, the AC-optimized sequence is not unique, and our proposed approach provides a sufficient condition to guarantee the periodic AC optimality for the synthesized sequences. Based on this condition, we present an algorithm to further decrease the sequence PAPR while maintaining the optimal AC property.
Subsequently, we investigate the aperiodic case. Our studies show the optimal sequence design problem in this case is nonconvex. We relax the nonconvex constraints and obtain lower bounds for the PSL and WSSL of the aperiodic AC function. We also provide algorithms to synthesize sequences with near-optimal aperiodic AC properties and together with low PAPR.
The rest of this paper is organized as follows. In Section II, we define notations and review properties that are used in the subsequent discourse. Section III presents methods to synthesize spectrum-constrained sequences with optimal periodic AC property and low PAPR. In Section IV, we investigate the sequence synthesis when considering the optimality on the aperiodic AC function. Finally, concluding remarks are given in Section V.
II. PRELIMINARIES

A. Definitions and Basic Properties
The notations are defined in this section, mostly following the conventions in [14] and [26] . We denote a sequence consisting of elements by the form of either a set or an -by-1 vector
. as an example, the vector is the power spectrum vector of .
The following property was introduced in [14] and will be used in later sections of this paper.
Property 1: The DFT of the periodic AC function is equal to , where denotes the element-wise multiplication operator.
The property below follows immediately. is equal to a constant for all . Property 2 shows that, for a sequence, its power spectrum determines its periodic AC function. This property serves as our basis to design AC-optimized sequences under spectral constraints.
B. Problem Formulation
We aim to design an OFDM sequence under spectral constraints so that the AC property of is optimized. To formulate this design problem, first the goodness of the AC property needs to be quantified. There are two commonly practiced metrics for this quantification. The first metric is the peak sidelobe level (PSL) of the AC function [26] at specified time-lags. We denote the specified time-lags of interest by a set . The second metric is the weighted sum of the sidelobe levels (WSSL) of the AC function [27] . We denote the weighting coefficients by an -by-1 vector with . These two metrics are formally formulated as (4) (5) The above metrics are used when the periodic AC function is considered. For the aperiodic case, we replace with . The set is called a low-correlation zone. We describe the spectral constraints by a vector , where denotes the maximum allowable power on the th subcarrier. This vector is referred to as a spectrum mask. The sequence is said to satisfy the spectrum-mask constraint if for all . Our main goal is to obtain sequences satisfying the spectrum-mask constraint and with minimized PSL or WSSL.
III. SPECTRUM-CONSTRAINED SEQUENCES WITH OPTIMIZED PERIODIC AC PROPERTY
This section presents our framework for designing spectrumconstrained sequences with optimal periodic AC property. We reformulate the design problem for the optimal sequences as a convex optimization problem. The optimal solution for this convex problem serves as a sufficient condition to guarantee the periodic AC-optimality. Based on this condition, the designing strategies for sequences with both desired periodic AC property and low PAPR will be discussed. At the end of this section, we present a possible application of using the AC-optimized sequences as the training sequence for channel estimation. The connection between the channel estimation error and the PSL/ WSSL of sequence's periodic AC function will be presented.
A. Sufficient Condition to Minimize PSL or WSSL
To formulate the sequence design problem as a convex optimization problem, we start with reformulating the expressions of the constraints and the objective function. We define as the power spectrum vector of the desired sequence , i.e., with . By Parseval's Theorem, we have , so the unit Euclideannorm constraint is equivalent to (6) The spectrum-mask constraint is given by (7) Following Corollary 1 and representing the IDFT matrix as , we have , and the two metrics, PSL and WSSL, can be written as (8) (9) To convert the problem of minimizing PSL or WSSL to a convex optimization problem, we express the absolute values of the complex inner-products in (8) and (9) as functions of real variables. Given , we define a 2-by-matrix as (10) where and are -by-1 vectors consisting of the real part and the imaginary part of the vector , so the two elements of correspond to the real part and imaginary part of . We then have
As a result, the PSL/WSSL minimization problem subject to (6) and (7) is formulated as a second-order cone programming (SOCP) problem with the variable , which belongs to the category of convex optimization problems [28] . In general, the AC metric can be formulated as a more sophisticated function of the AC sidelobe levels to serve as a design criterion for a particular estimator. Supposing a nonnegative real vector is a power spectrum vector of a sequence, we consider an objective function given by (13) where , and with . It is noted that the previously defined is convex and nonnegative. It can be shown that is convex if is convex and the extended-value extension of , denoted by , is nondecreasing in each argument (referred to [28, pp. 86-87] ). Here assigns to points not in the domain of . We name such a convex a convex generalized AC metric. Under the spectrum-constraint and the unit-norm constraint, the problem of minimizing the convex generalized AC metric is an SOCP problem. Such SOCP formulations on the generalized metrics facilitate the designs with more generic criteria for future applications. In subsequent discussions we focus on the two metrics PSL and WSSL.
We use packages CVX, SDPT3, and SeDuMi [29] [30] [31] to solve the SOCP problems. The optimized values of the objective functions represent the achievable lower bounds of the PSL and WSSL under the spectral constraints; the optimal solution of the sequence power spectrum is a sufficient condition for the AC-optimality of sequences.
The sufficient condition indicates that the optimality can be achieved by properly arranging the power spectrum of a sequence, independent of the phase at each subcarrier. This property also implies that the phases of the elements of the AC-optimized sequence in the transform domain are free variables that can be used to further design sequences exhibiting other desired characteristics, e.g., low PAPR, while the optimality of the AC property is maintained. In the remainder of this section, we will present methods to design spectrally constrained sequences with both low correlation and low PAPR.
There are various approaches for adjusting the phases for the transform-domain sequence with the optimal power spectrum. For instance, in the random search approach, multiple sets of random phases are generated and the sequence with the lowest PAPR is selected. However, this approach results in acceptable outcomes only for the case of short sequence length. In the following, we present an efficient algorithm, called Gerchberg-Saxton algorithm, to obtain low-PAPR sequences of optimal AC property.
B. Gerchberg-Saxton Algorithm
Gerchberg-Saxton (GS) algorithm [32] deals with a nearest vector problem in the following form: (14) (15) (16) where , and are given.
The GS algorithm is an iterative algorithm that updates the variables and alternatively in each iteration, and it eventually achieves a local or global minimum solution. In this algorithm, the initial values for and are randomly assigned. In the th iteration, this algorithm performs two main steps: 1) fix ; find the optimal that minimizes .
2) fix
; find the optimal that minimizes . For the termination condition, the iteration process is stopped if either the number of iterations exceeds a prescribed threshold or the difference of the cost function obtained in two consecutive iterations is less than a given threshold. It was proved in [33] (and also outlined in [34] ) that the cost function is a monotonically decreasing function of the number of iterations . Thus, this algorithm is guaranteed to converge, either to a local or global minimum solution.
C. Spectrum-Constrained Sequences With Low Periodic AC and Low PAPR
In this section, we investigate the design for sequences with both low AC and low PAPR. The PAPR of a sequence is defined by (17) Unimodular sequences achieve the lowest PAPR, i.e.,
. Stoica et al. [21] had proposed applying the GS algorithm to synthesize unimodular sequences with impulse-like periodic correlation. Their method is based on the property that the DFT of a sequence with impulse-like periodic correlation has constant magnitude, as elaborated in Property 3. The GS algorithm was used to find a unimodular sequence with an almost flat power spectrum by minimizing the following criterion [21] : (18) where , , and the phases of and are free real variables. The spectrum constraints are further considered in the following. We set as a transform-domain sequence with the power spectrum which minimizes the PSL (or WSSL) and satisfies the spectrum-mask requirement. To improve Stoica's method to synthesize sequences under the spectrum-mask constraint, we modify the criterion in (18) as (19) where , , is the th element of the optimal for the PSL/WSSL minimization problem, and the phases are free real variables. After performing the GS algorithm to minimize , we denote the resulting solution pair as . If , it can be shown that . In this case the unimodular sequence has the optimal AC property and also satisfies the spectral requirements. For , the sequence exhibits optimal AC property and satisfies the spectral constraints, while its PAPR is near-optimal. On the other hand, has optimal PAPR, while its AC behavior is suboptimal and there may be slight power leakage out of the spectrum mask. One may choose or by considering the requirements in applications.
Finally, we remark that the sequence design problem is an off-line problem, so the GS algorithm can be performed repeatedly with different initial values and the sequence with the best desired property can be selected as the final solution.
D. Numerical Examples
The settings in IEEE 802.11a standard are used in the following examples to demonstrate the proposed design. The sequence length is 64. There are 64 subcarriers, and 12 of them are nulled at the DC-subcarrier and guard bands. The set of indexes of these null subcarriers is . The spectrum mask is set as (20) The length of cyclic-prefix (CP) is 16. Let the parameter denote the size of the low correlation zone. We set and because the length of the channel response is usually less than the CP length.
We obtain the sequence pair by performing the GS algorithm to minimize the PSL or WSSL. When the WSSL metric is used, the weighting vector is set as (21) Fig. 1 illustrates the sequence which achieves the minimum WSSL. The corresponding PAPR is only slightly greater than 1. Fig. 2 shows the unimodular sequence which has WSSL slightly greater than the minimum. However, as previously mentioned in Section III-C, the obtained unimodular sequence has slight spectral leakage into the reserved bands. Figs. 3 and 4 illustrate the synthesized sequences and , respectively, when the PSL metric is used.
E. Sequences Belonging to Finite Constellations
In the above discussions, we have presented complex-valued sequences with good AC properties. In many applications, it may be desired to synthesize OFDM sequences whose transform-domain elements belong to particular constellations, e.g., 4-QAM in IEEE 802.11a standard [23] . With the additional constraint of the constellation on sequence constellations, the AC optimization problem becomes a mixed-integer programming (MIP) problem, which is generally NP-hard.
The optimal solution for such an MIP problem can be approximated through quantization of the sequence obtained from the convex and GS techniques presented in this work. We implement examples by quantizing the nonzero elements of the AC-optimized sequences in Figs. 1 and 3 to 64-QAM constellations in transform domain. The AC functions of the quantized sequences are also shown in the two figures. We observe that the AC properties of the quantized sequences are slightly degraded in these examples.
F. Training Sequences for a Least-Square Channel Estimator
Here we consider the training sequence design for channel estimation. This is to demonstrate an application with sequencedesign criteria in the form of the convex generalized AC metric where the proposed algorithms can be applied.
Suppose the training sequence is transmitted through a time-invariant channel . The received signal, denoted by , can be expressed as (22) where is the additive noise vector, and the matrix formed by the training sequence is given by
It it noted that for under the assumption that the CP is added, and for if the zero-padding (ZP) guard period is added. As will be shown later, the channel estimation error for the CP-based scenario is related to the periodic AC of the training sequence. On the other hand, for the ZP-based scenario, the channel estimation error is related to the aperiodic AC. In the following, we focus on the CP-based case since the ZP-based case has similar formulations for the channel estimation error.
From (22), the LS channel estimator becomes (24) if the -bymatrix has full rank. If is a zeromean complex white Gaussian vector with covariance matrix , the corresponding mean-squared estimation error (MSEE) is [2] , [35] (25) trace (26) where is the th smallest eigenvalue of . To design the training sequence, instead of directly minimizing the MSEE in (26) , the authors in [35] suggested to minimize a upper bound of the MSEE. The MSEE can be bounded by (27) Gerschgorin disc theorem [35] , [36] provides the following lower bound on : (28) where is the diagonal element of the matrix , and is the absolute sum of the offdiagonal elements in the th row of for . From (27) and (28), it was proposed to design training sequences by minimizing in [35] . Similarly, we can treat the minimization of the PSL as another approximate design criterion for the optimal training sequence.
It is noted that both and PSL belong to the category of the convex generalized AC metric defined in Section III-A. Therefore, for the spectrum-constrained case, the problem of minimizing or PSL is a convex optimization problem and can be solved by the algorithms proposed in this work. Moreover, from (28), a training sequence is guaranteed to be optimal if the PSL of its AC function is zero for all delay within the maximal channel delay spread, . The minimum MSEE is a constant independent of the channel response. Under the settings used in Section III-D, we find that sequences with exist given . Fig. 5 shows this optimal training sequence in both the time domain and the transform domain. 
IV. SPECTRUM-CONSTRAINED SEQUENCES WITH GOOD APERIODIC AC PROPERTY
In this section, we extend our convex-optimization based framework for sequence design to the case considering the aperiodic AC function. We show the design problem for AC-optimized sequence is nonconvex. By relaxing a nonconvex constraint, the problem is converted to a convex problem, and we provide a lower bound for the PSL/WSSL of the aperiodic AC function. Furthermore, based on the optimal solution of the relaxed problem, we propose a sequence design method that considers both the sequence aperiodic AC property and PAPR. Examples will be presented to demonstrate the sequences synthesized by our method.
A. Lower Bound of the Aperiodic AC Property of Spectrum-Constrained Sequences
Similar to Section III-A, here we aim at representing the PSL and WSSL of the aperiodic AC function as a function of real variables so that the convex optimization tools can be utilized. We define a -by-1 vector associated with the lengthsequence as , where zeros are padded. The -IDFT of is denoted by . The aperiodic AC function of then can be represented by the periodic AC function of , i.e.
We note that . The similar technique of zero-padding had been used in [26] . With the relationship in (29) and the technique developed in Section III-A for the periodic AC function, the WSSL/PSL metric for can be represented as a linear functional on the power spectrum of , which is a real vector.
We define the power spectrum vector of as , where is the th element of the -DFT of . The PSL of the aperiodic AC function then can be written as (30) where is the th row vector of the -by-IDFT matrix , and . The WSSL of the aperiodic AC function can be written as (31) Next, we convert the constraints on the sequence to the constraints on so that the sequence design problem can be formulated as an optimization problem with the variable . Before formulating the constraints, we consider the following necessary and sufficient condition on the transform-domain sequence to ensure that is the zero-padded version of . Property 4: A length-sequence is the zero-padded version of a length-sequence if and only if (32) (33) for . In other words, the even-indexed elements of are exactly those of the original transform-domain sequence , while the odd-indexed elements of are linear combinations of the elements of . Defining , we have , where the matrix is a unitary matrix with elements given by (34) Proof: Because the DFT operation is invertible, we only need to show that (32) and (33) After manipulating the equations, we obtain the results in (32) and (33) .
We now return to the formulations of the constraints in the PSL/WSSL minimization problem. From the Parseval's theorem, we have and . As a result, in the transform domain, the constraints for the minimization problem include (38) (39) (40)
The spectral mask constraint in (40) is due to . The problem of minimizing PSL/WSSL under the above constraints is not convex with the variable due to the equality constraint in (38). Here we replace this constraint by two relaxed convex constraints of (39), i.e., the upper bound and lower bound on , so that the resulting optimization problem is convex. To see this, we rewrite the expression of as
Suppose the set of indexes of the null subcarriers is denoted by . By applying the arithmetic-geometric means inequality to (42), we have the following lower and upper bounds, denoted by and , on :
where
These two bounds and are linear combination of the elements of , and, therefore, they are convex constraints.
It then follows that, with the variable , the problem of minimizing (30) or (31) (49) is a convex optimization problem. The lower bounds of PSL and WSSL then can be efficiently computed.
B. Spectrum-Constrained Sequences With Low Aperiodic AC and Low PAPR
The next goal is to find the sequences with good aperiodic AC. Obviously, the optimal solution of for the problems subject to (47)-(49) may not be a realizable power spectrum of due to the relaxation of the constraint . We let the solution for the relaxed PSL/WSSL minimization problem be denoted by and treat as a guide for the optimal power spectrum of and . To find the desired sequence , we pursue a transform domain sequence , i.e., , such that and can be as close as possible. This is accomplished by minimizing the following function: (50) where the elements of the variables , are restricted to
When PAPR is further considered, similar to the method used in [24] and [25] , we try to find a solution set that minimizes the following cost function:
The elements of the variables , , and are restricted to the forms of and (53) where the phases of , and for are free real variables. In (52), the first term is the penalty for the loss of the AC optimality, and the second term is the penalty for the sequence PAPR. The constant controls the relative weighting of the two penalty terms. Clearly, if there exists such that for , the sequence is a unimodular sequence satisfying the spectral requirements and also has the optimal AC property.
The GS algorithm is used again to find that locally minimizes the cost function . It consists of the following steps.
1) Randomly generate initial values of , , and for all . 2) Fix ; update the values of and by the optimal ones that minimize the cost function . They are given by (54) where is the th row of , is the th row of , and is an operator that returns the argument (also known as phase) of a complex number. 3) Fix and ; update the value of by the optimal one that minimizes the cost function . This optimal value can be derived by expanding the cost function as [25] (55) where is a constant. Then the optimal is given by (56) where is the th element of , and is the th element of . 4) Iterate between steps 2 and 3 until the termination condition is met.
C. Numerical Examples
In the following examples, we adopt the same setting used in Section III-D. We present the WSSL and PAPR of the synthesized sequences for the cases with and in Figs. 6 and 7, respectively. These figures also illustrate the effects of the controlling factor used in (52). We simulate cases with for . Each simulation point in these figures corresponds to a sequence obtained by the GS algorithm with a given . For each point, the phases of the free variables, , , and , are randomly and independently initialized. The results corresponding to the PSL metric are omitted due to the similarity of their characteristics to those corresponding to the WSSL metric.
As shown in Fig. 7 , given and , the synthesized sequence closely follows the WSSL lower bound. Fig. 8 presents this sequence in both the time domain and the transform domain. We observe that the sequence has a flat power spectrum except at the spectrum nulls.
Finally, we consider the effects of the controlling factor . The WSSL of the obtained sequence at is denoted as . The results in Figs. 6 and 7 follow a trend that a larger leads to the lower WSSL and larger PAPR for the synthesized sequences. Nevertheless, we have to remark that the GS algorithm does not promise a global minimizer of and we perform a relaxation to generate a reference power spectrum of , which may introduce suboptimality. Our empirical results show that the property for is mostly followed in the trend, without strict point-by-point guarantee. 
V. CONCLUSION
This paper presents approaches to the synthesis of OFDM sequences with low AC and low PAPR under spectral constraints through convex optimization techniques. Utilizing the fact that the power spectrum and the periodic AC function of a sequence constitute a Fourier transformation pair, we showed that, given a sequence, the PSL and WSSL of its periodic AC function can be represented as convex functions of its power spectrum. Consequently, the sequence design problem for an optimal periodic AC property under the spectral constraints can be formulated as a convex optimization problem. The convex optimization problem can be efficiently solved by the existing approaches and tools. Through the proposed convex formulation, the optimal solution of the sequence power spectrum is a sufficient condition for the AC-optimality of sequences. Since the phases of the sequence components on each subcarrier are unrelated to the constraints on the sequence power spectrum, we further applied the GS algorithm to find sequences with low PAPR while maintaining the optimality of the AC property. Moreover, given the spectral constraints and sequence length, we provided lower bounds for the PSL and WSSL of the aperiodic AC function over all possible sequences. This was accomplished by extending the convex formulation for the optimal sequence design from the periodic-AC case to the aperiodic-AC case. Algorithms to synthesize spectrally constrained sequences with low PSL/WSSL and together with low PAPR were presented. The effectiveness of the proposed approaches and the desirable properties of the resulting sequences were demonstrated through numerical examples.
