INTRODUCTION
The simplest form of clustering is partitional clustering which aims at partitioning a given data set into disjoint subsets (clusters) so that specific clustering criteria are optimized. The most widely used criterion is the clustering error criterion which for each point computes its squared distance from the corresponding cluster center and then takes the sum of these distances for all points in the data set.
A popular clustering method that minimizes the clustering error is the k-means algorithm.
However, the k-means algorithm is a local search procedure and it is well known that it suffers from the serious drawback that its performance heavily depends on the initial starting conditions [1] .
To solve this problem, this paper proposes a new clustering algorithm based on document's keyphrases which improves the traditional Kmeans algorithm. The Kea means clustering algorithm applies the Kea keyphrase extraction algorithm which returns several keyphrases from the source documents by using some machine learning techniques [3, 4] .
In this work, documents are grouped into several clusters like K-means, but the number of clusters is automatically determined by the algorithm with some heuristics using the extracted keyphrases. 1 [3] . Both stages choose a set of candidate phrases from their input documents, and calculate the values of certain attributes for each candidate. i.e. the number of total clusters is to be prespecified in advance. In Improved Kea-means algorithm, documents are clustered into several groups like K-means, but the number of clusters is determined automatically by the algorithm using the extracted keyphrases [9] . The system architecture of the Improved Kea-means clustering is shown in Fig. 2 . This process is repeated until the measured distance exceeds the threshold value. This process is repeated for no of runs specified. This algorithm is only useful for text documents which are based on the topics. In future it can be enhanced for other type of documents. Also it is not efficient as it requires predefined keyphrases and its process of building clusters by repeatedly incrementing the number of clusters k.
B. K-Means Clustering

