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Abstract
In the second part of our work on observables we have shown that quantum
observables in the sense of von Neumann, i.e. bounded selfadjoint operators
in some von Neumann subalgebra R of L(H), can be represented as bounded
continuous functions on the Stone spectrum Q(R) of R. Moreover, we have
shown that this representation is linear if and only if R is abelian, and that
in this case it coincides with the Gelfand transformation of R. In this part
we discuss classical observables, i.e. measurable and continuous functions,
under the same point of view. We obtain results that are quite similar to the
quantum case, thus showing up the common structural features of quantum
and classical observables.
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2
Contents
1 Introduction and Overview 4
2 Classical Observables 9
2.1 Measurable Functions . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Continuous Functions . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Common Structure of Quantum and Classical Observables . . 35
3
Chapter 1
Introduction and Overview
Man soll o¨fters dasjenige untersuchen, was von den Menschen
meist vergessen wird, wo sie nicht hinsehen und was so sehr als
bekannt angenommen wird, dass es keiner Untersuchung mehr
wert geachtet wird.
(Georg Christoph Lichtenberg)
A classical observable is a function on phase space which is, depend-
ing on the context, measurable, continuous or smooth. We will consider here
measurable and continuous observables in the spirit of quantum observables.
A quantum observable is a selfadjoint operator A (densely defined) on
some Hilbert space H. The physical meaning of A, however, becomes
manifest in the spectral family EA = (Eλ)λ∈R of A. The spectral theorem
makes precise how the operator can be recovered from its spectral family.
Moreover, we have seen that each bounded observable A, contained in a von
Neumann subalgebra R of L(H), induces a bounded continuous function
fA : Q(R)→ R on the Stone spectrum Q(R) of the projection lattice P(R)
of R. The mapping fR∗ : Rsa → Cb(Q(R),R), A 7→ fA is a generalization
of the Gelfand transformation: it is linear if and only if R is abelian, and
in this case fR∗ is (essentially) the Gelfand transformation for R. We recall
from part II ([8]) that fA is defined via the spectral family E
A of A:
∀ B ∈ Q(R) : fA(B) := inf{λ ∈ R | E
A
λ ∈ B}.
Since this construction works for spectral families in an arbitrary (countably)
complete lattice, it can be applied also to measurable and to continuous
functions - provided that these classes of functions can be characterized by
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spectral families in suitable lattices1.
In section 2.1 we show that there is a natural bijection between the
set A(M)(M,R) of A(M)-measurable functions ϕ : M → R, where A(M) is
a sub-σ-algebra of the σ-algebra pot(M) of all subsets of the set M , and the
set S(A(M)) of all spectral families in A(M). The bijection is given by
ϕA(M) : S(A(M)) → A(M)(M,R)
E 7→ ϕE,
where ϕE :M → R is defined as
∀ x ∈M : ϕE(x) := inf{λ ∈ R | x ∈ Eλ}.
If A is an abstract σ-algebra, it is therefore natural to regard a spectral
family E : R→ A as a generalized A-measurable function.
We mentioned already in part II ([8]) that the notion of observable
function can be generalized to spectral families in countably complete
orthomodular lattices. Let L be a countably complete orthomodular lattice
and let E be a bounded spectral family in L. The function fE : Q(L) → R,
defined by
∀ B ∈ Q(L) : fE(B) := inf{λ ∈ R | Eλ ∈ B},
is called the (observable) function associated to E. We prove that the
mapping f∗ : E 7→ fE is injective and that fE is a bounded continuous
function on Q(L).
Let A be an abstract σ-algebra. According to the theorem of Loomis
and Sikorski ([28]), A can be represented as a quotient A(M)/I of a
sub-σ-algebra A(M) ⊆ pot(M) modulo a suitable σ-ideal I in A(M). It
was shown in [7] that the Stone spectrum Q(A) of A is homeomorphic
to the Gelfand spectrum of the abelian C∗-algebra FA(M)(M,C)/F(I),
where FA(M)(M,C) denotes the C
∗-algebra of all bounded A(M)-measurable
functions M → C and F(I) ⊆ FA(M)(M,C) the closed selfadjoint
ideal of all ϕ ∈ FA(M)(M,C) that vanish outside some A ∈ I. Let
ϕ ∈ FA(M)(M,R), E
ϕ the spectral family of ϕ and let fϕ := fEϕ . Then
1It is precisely this point why we do not include smooth functions in our discussion: we
simply do not know good conditions on the spectral families of continuous functions on a
smooth manifold that characterize smooth functions. We think that this is an interesting
and promising open problem.
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a minor modification of the proof of theorem 2.9 in [8] shows that,
up to the homeomorphism Q(A(M)) ≃ Ω(FA(M)(M,C)), the mapping
FA(M)(M,R)→ C(Q(A(M)),R), ϕ 7→ fEϕ , is the restriction of the Gelfand
transformation to FA(M)(M,R). Let FR(I) := FA(M)(M,R) ∩ F(I). Using
results from [7], we show that the mapping ϕ 7→ fEϕ induces a mapping
Γ : FA(M)(M,R)/FR(I) → C(Q(A),R)
[ϕ] 7→ f[Eϕ],
where [ϕ] := ϕ + FR(I) and [E
ϕ] denotes the equivalence class of
Eϕ modulo I, and that Γ is the restriction of the Gelfand transfor-
mation Γ : FA(M)(M,C)/F(I) → C(Q(A)) to the selfadjoint part
FA(M)(M,R)/FR(I) of FA(M)(M,C)/F(I). As a corollary, we obtain that
each bounded spectral family E in A is the quotient [Eϕ] of some bounded
spectral family Eϕ in A(M) modulo I. Therefore, a bounded generalized
measurable function can be regarded as an equivalence class of an ordinary
bounded measurable function M → R.
In section 2.2 we discuss continuous functions on a Hausdorff space
M under the same point of view as for measurable functions. We show that
the natural assignment of a spectral family Ef in T (M) to a continuous
function f :M → R is given by
Efλ := int
−1
f (]−∞, λ]).
The continuity of f implies that the spectral family Ef has the property
(∗) ∀ λ ∈ R ∀ µ > λ : Efλ ⊆ E
f
µ ,
hence Ef is a spectral family in the complete Boolean lattice Tr(M) of all
regular open subsets of M .
Conversely, if a spectral family E in T (M) is given,
fE(x) := inf{λ ∈ R | x ∈ Eλ}
is a real number only if x is an element of
D(E) := {x ∈M | ∃ λ ∈ R : x /∈ Eλ)}.
In general, D(E) is different from M . This is due to the definition of the
meet of an infinite family in T (M). Of course, D(E) = M if E is bounded
from below. In any case, D(E) is a dense subset of M . Thus E induces
a function fE : D(E) → R. The function fE is continuous if and only
and Overview 7
if the spectral family E is strongly regular, i.e. satisfies the condition (∗)
above. The interplay between spectral families and continuous functions is
completely described in theorem 2.3.
Now let ϕ : M → R be a bounded continuous function with spectral
family Eϕ. As for measurable functions, we define a continuous function
fEϕ : Q(T (M))→ R by
fEϕ(B) := inf{λ ∈ R | E
ϕ
λ ∈ B}.
In this way we obtain a mapping
f∗ : Cb(M,R) → C(Q(T (M)),R)
ϕ 7→ fEϕ .
In general, f∗ is not surjective. To determine the range of f∗, we need the
following notion. If x ∈M , a quasipoint B ∈ Q(T (M)) is called a quasipoint
over x if x ∈ U for all U ∈ B. Since M is a Hausdorff space, a quasipoint
B ∈ Q(T (M)) is a quasipoint over at most one x ∈ M . We denote by
Qx(T (M)) the set of all quasipoints over x. Let
Qpt(T (M)) :=
⋃
x∈M
Qx(T (M)).
Then Qpt(T (M)) is dense in Q(T (M)), and we obtain a surjective mapping
pt : Qpt(T (M)) → M , defined by ∀ x ∈ M : pt(Qx(T (M))) := {x}. We
show that pt is continuous and identifying.
Now we can describe the range of f∗ by the following property: f ∈
C(Q(T (M)),R) is in the range of f∗ if and only if the restriction of f to
Qpt(T (M)) (which determines f uniquely) factors over pt. This is equivalent
to the property that f is constant on each fibre of pt.
It is easy to generalize these results to complex spectral families and complex
valued functions and we discuss bounded complex spectral families and their
associated functions in a more general context.
Let Cpt(Q(T (M))) be the set of all f ∈ C(Q(T (M))) that are constant
on each fibre of pt. It is obvious that Cpt(Q(T (M))) is a C∗-subalgebra of
C(Q(T (M))). We prove that Cb(M) is ∗-isomorphic to C
pt(Q(T (M))) and
that a canonical isomorphism is given by
f∗ : Cb(M) → C
pt(Q(T (M)))
ϕ 7→ fEϕ,
where Eϕ is the complex spectral family corresponding to ϕ (theorem 2.4).
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Moreover, we show that the uniform approximation of measurable and
continuous functions by step functions can be seen as spectral representa-
tions.
In the last section, we discuss the common features of quantum and
classical observables which are now apparent from our theory.
Chapter 2
Classical Observables
In the previous part ([8]) we have seen that selfadjoint elements A of a von
Neumann algebra R correspond to certain continuous real valued functions
fA on the Stone spectrum ([7]) Q(R) of P(R).
In the present part we will show that continuous real valued functions
on a topological space M can be described by a spectral families with values
in the complete lattice T (M) of open subsets of M . These spectral families
E : R→ T (M) can be characterized abstractly by a certain property of the
mapping E. Thus also a classical observable has a “quantum mechanical”
description. In this part of our work, we will exhibit further common
features of quantum and classical observables. Similar results hold for
functions on a set M that are measurable with respect to a σ-algebra of
subsets of M . We start with the case of measurable functions because it is
technically simpler.
We remind the reader of the definition of a spectral family in a gen-
eral complete lattice L:
Definition 2.1 Let L be a complete lattice. A spectral family in L is a
mapping E : R→ L with the following properties:
(1) Eλ ≤ Eµ for λ ≤ µ,
(2) Eλ =
∧
µ>λEµ for all λ ∈ R, and
(3)
∧
λ∈REλ = 0,
∨
λ∈REλ = 1.
Note that this definition also applies to ℵ0-complete lattices (usually called
σ-complete lattices), for the countable set of rationals is dense in R.
9
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2.1 Measurable Functions
Let A(M) is a sub-σ-algebra of the power set pot(M) of some non-empty
set M (that means that
∧
n Un =
⋂
n Un,
∨
n Un =
⋃
n Un etc.)
1 and let
f :M → R be an A(M)-measurable function, where we always assume that
the measurable structure of R is given by the σ-algebra of Borel sets. Then
∀ λ ∈ R : Efλ :=
−1
f (]−∞, λ])
defines a spectral family Ef : R→ A(M).
Conversely, if a spectral family E : R → A(M) is given, we obtain a
function fE :M → R, defined by
∀ x ∈ M : fE(x) := inf{λ ∈ R | x ∈ Eλ}.
Note that we don’t need here any boundedness conditions because the lattice
operations coincide with the usual set operations.
Proposition 2.1 Let E : R → A(M) be a spectral family in the sub-σ-
algebra A(M) ⊆ pot(M). Then
∀ λ ∈ R :
−1
fE(]−∞, λ]) = Eλ.
Proof: If fE(x) ≤ λ, then x ∈ Eµ for all µ > λ, hence x ∈ Eλ. This shows
EfEλ ⊆ Eλ, and the converse inclusion is obvious from the definitions. 
Corollary 2.1 Let A(M) be as above and E a spectral family in A(M).
Then the function fE :M → R is A(M)-measurable.
Proposition 2.2 Let A(M) ⊆ pot(M) be a sub-σ-algebra. Then the spectral
families R→ A(M) are in bijective correspondence to the A(M)-measurable
functions M → R:
EfE = E and fEf = f.
Proof: fEf (x) = inf{λ ∈ R | x ∈
−1
f (]−∞, λ])}, hence
fEf (x) = inf{λ ∈ R | f(x) ≤ λ} = f(x)
for all x ∈M . 
This simple result leads immediately to the following
1We call such a σ-algebra a σ-algebra of sets - although this notation does not describe
the situation completely.
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Definition 2.2 Let A be an arbitrary σ-algebra. A spectral family E in A
is called a real valued generalized A-measurable function.
Let A be an arbitrary σ-algebra and let E = (Eλ)λ∈R be a bounded spectral
family in A. In analogy to the notion of observable functions in the previous
part ([8]) we define
Definition 2.3 Let A be a σ-algebra and Q(A) the Stone spectrum of A.
Then the function fE : Q(A)→ R, defined by
fE(B) := inf{λ ∈ R | Eλ ∈ B},
is called the function associated to the bounded spectral family E.
The spectral family E is uniquely determined by its associated function. This
was in principle proved for spectral families in a (σ)-complete orthomodular
lattice already in part II ([8]), but we like to give here a more direct proof.
Proposition 2.3 The mapping E 7→ fE from the set Sb(L) of all bounded
spectral families in the σ-complete lattice L to the set of functions Q(L)→ R
is injective.
Proof: Let E, F be bounded spectral families in L such that fE = fF . Assume
that there is some λ ∈ R such that Eλ∧(Eλ∧Fλ)
⊥ 6= 0. IfB is any quasipoint
in L that contains Eλ∧(Eλ∧Fλ)
⊥, then also Eλ ∈ B and, therefore, fE(B) ≤
λ. But fE(B) < λ would imply fF (B) < λ, hence Fλ ∈ B, a contradiction.
Thus fF (B) = fE(B) = λ for all B ∈ QEλ∧(Eλ∧Fλ)⊥(L), so
∀ µ > λ : Fµ ∈
⋂
QEλ∧(Eλ∧Fλ)⊥(L).
But
⋂
QEλ∧(Eλ∧Fλ)⊥(L) = HEλ∧(Eλ∧Fλ)⊥ , the principal dual ideal generated
by Eλ ∧ (Eλ ∧ Fλ)
⊥, so Fµ ≥ Eλ ∧ (Eλ ∧ Fλ)
⊥ for all µ > λ. Hence also
Fλ ≥ Eλ ∧ (Eλ ∧ Fλ)
⊥, a contradiction again. This shows Eλ = Eλ ∧ Fλ, i.e.
Eλ ≤ Fλ, for all λ ∈ R. Since the argument is symmetric in E and F , we
have E = F . 
Moreover, it is surprisingly easy to see that the function associated
to a bounded spectral family in a σ-complete orthomodular lattice is
continuous:
Proposition 2.4 Let E be a bounded spectral family in a σ-complete ortho-
modular lattice L. Then the function fE : Q(L) → R associated to E is
continuous.
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Proof: If fE(B0) = λ and ε > 0, take B ∈ QEλ+ε(L) \ QEλ−ε(L). Then
λ− ε ≤ fE(B) ≤ λ+ ε,
and since QEλ+ε(L) \QEλ−ε(L) is an open neighbourhood of B0, we see that
fE is continuous. 
According to the theorem of Loomis and Sikorski ([28]), an arbitrary
A is σ-isomorphic to A(M)/I, where A(M) is a σ-algebra of subsets of
a set M and I is a suitable σ-ideal in A(M). We have proved in part I
([7], theorem 3.3) that Q(A) is homeomorphic to the Gelfand spectrum
of the abelian C∗-algebra FA(M)(M,C)/F(I), where FA(M)(M,C) is the
C∗-algebra of all bounded A(M)-measurable functions M → C and F(I) is
the norm-closed ideal of those f ∈ FA(M)(M,C) that vanish outside some
A ∈ I. We want to determine the Gelfand transformation on the selfadjoint
part of FA(M)(M,C)/F(I) as an isomorphism onto C(Q(A),R). We start
with the simpler situation I = 0, i.e. A = A(M).
Proposition 2.5 Let A(M) be a σ-algebra of subsets of a nonempty set
M and let FA(M)(M,C) be the C
∗-algebra of all bounded A(M)-measurable
functions ϕ : M → C. Then the Gelfand spectrum Ω(FA(M)(M,C)) of
FA(M)(M,C) is homeomorphic to the Stone spectrum Q(A(M)) of A(M) and
the restriction of the Gelfand transformation to FA(M)(M,R) is given, up to
the homeomorphism Q(A(M)) ∼= Ω(FA(M)(M,C)), by ϕ 7→ fϕ, where
fϕ(B) = inf{λ ∈ R |
−1
ϕ (]−∞, λ]) ∈ B}
for all B ∈ Q(A(M)).
The proof of this proposition is only a slight modification of the correspond-
ing proof for abelian von Neumann algebras ([8]) and so we can omit the
details. 
Let FR(I) be the set of all real valued elements of F(I):
FR(I) = FA(M)(M,R) ∩ F(I).
If ϕ ∈ FA(M)(M,R) and ψ ∈ FA(M)(M,R), then ϕ − ψ ∈ F(I) if and
only if ϕ − ℜψ ∈ FR(I) and ℑψ ∈ F(I). Hence the selfadjoint part of
FA(M)(M,C)/F(I) is isomorphic to FA(M)(M,R)/FR(I). In what follows,
we determine the Gelfand transformation on FA(M)(M,R)/FR(I).
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[ϕ] ∈ FA(M)(M,R)/FR(I) defines a spectral family E
[ϕ] in A in the
following way. ϕ ∈ [ϕ] determines2 a spectral family Eϕ, given by
Eϕλ :=
−1
ϕ (]−∞, λ])
for all λ ∈ R. If ψ ∈ [ϕ] is another representative, the definition of equivalence
modulo F(I) implies
∀ λ ∈ R :
−1
ϕ (]−∞, λ]) ∆
−1
ψ (]−∞, λ]) ∈ I,
i.e. Eϕλ and E
ψ
λ define the same equivalence class [E
ϕ
λ ] modulo I. Hence
E
[ϕ]
λ := [E
ϕ
λ ]
is well defined and it is easy to see that E[ϕ] := (E
[ϕ]
λ )λ∈R is a spectral family
in A.
We know from corollary 3.3 in [7] that Q(A) is homeomorphic to
QI(A(M)) := {B ∈ Q(A(M)) | I⊥ ⊆ B}. So we will regard Q(A) as this
(compact) subset of Q(A(M)).
Lemma 2.1
⋂
{B ∈ Q(A(M)) | I⊥ ⊆ B} = I⊥.
Proof: Assume that there is some A ∈ (
⋂
QI(A(M))) \ I⊥. If C ∈ I⊥ such
that C ∩A′ = ∅, then C = (C ∩A′) ∪ (C ∩A) = C ∩A. Hence C ⊆ A, thus
A ∈ I⊥, since I⊥ is a dual ideal. This contradicts our assumption about A.
Therefore, C ∩ A′ 6= ∅ for all C ∈ I⊥, hence {A′} ∪ I⊥ is contained in a
quasipoint B∼. But, by construction, also A ∈ B∼, a contradiction again.

Lemma 2.2 Let (An)n∈N be a sequence in I
⊥. Then also
⋂
n∈NAn belongs
to I⊥.
Proof: This follows directly from the fact that I is a σ-ideal. 
Proposition 2.6 Let ϕ ∈ FA(M)(M,R), E
ϕ the spectral family correspond-
ing to ϕ and fEϕ : Q(A(M)) → R the function associated to E
ϕ. Then fEϕ
vanishes on Q(A) if and only if ϕ ∈ F(I).
2We do not make a notational distinction between equivalence classes modulo FR(I)
and equivalence classes modulo F(I) of real valued functions. Typically, all functions that
occur in the following discussion, will be real valued.
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Proof: If ϕ ∈ F(I) and B ∈ Q(A), then P (ϕ) ∈ I and, therefore, Eϕ0 ∈ B
but Eϕλ /∈ B for all λ < 0. Hence fEϕ(B) = 0.
Conversely, assume that fEϕ vanishes on Q(A). Since ϕ 7→ fEϕ is the
Gelfand transformation of FA(M)(M,C), also fEϕabs
3 vanishes on Q(A).
Because of P (ϕ) = P (ϕabs), we have ϕ ∈ F(I) if and only if ϕabs ∈ F(I),
hence we may assume that ϕ ≥ 0, i.e. Eϕλ = ∅ for all λ < 0. Since fEϕ
vanishes on Q(A), Eϕλ ∈ B for all B ∈ Q(A) and all λ > 0. This implies
Eϕλ ∈ I
⊥ for all λ > 0 by lemma 2.1, hence Eϕ0 ∈ I
⊥ by lemma 2.2. But
then
−1
ϕ (0) ∈ I⊥, i.e. ϕ ∈ F(I). 
Consider the mapping
FA(M)(M,R) → C(Q(A),R)
ϕ 7→ fEϕ |Q(A) .
As in the case of abelian von Neumann algebras, we can complexify this
mapping to obtain a mapping
G : FA(M)(M,C)→ C(Q(A))
which is the Gelfand transformation of FA(M)(M,C) followed by the restric-
tion to Q(A). Proposition 2.6 implies that F(I) is the kernel of G. Hence G
induces an injective ∗-homomorphism
Γ : FA(M)(M,C)/F(I)→ C(Q(A))
of abelian C∗-algebras. We prove next that Γ is surjective, too. Let
ψ ∈ C(Q(A),R). Since Q(A) is a closed subset of Q(A(M)), Ti-
etze’s extension theorem implies that ψ can be extended to a func-
tion ψ1 ∈ C(Q(A(M)),R). ψ1 has the form ψ1 = fEϕ1 for some
ϕ1 ∈ FA(M)(M,R). If ψ1, ψ2 ∈ C(Q(A(M)),R) are two such extensions of ψ,
and if ϕ1, ϕ2 ∈ FA(M)(M,R) are chosen so that ψ1 = fEϕ1 and ψ2 = fEϕ2 ,
then ϕ1 − ϕ2 ∈ F(I). Hence there is a unique [ϕ] ∈ FA(M)(M,R)/FR(I)
such that ψ = Γ([ϕ]) = fEϕ |Q(A). The complex case is a direct consequence.
As we showed above, [ϕ] ∈ FA(M)(M,R)/FR(I) defines a spectral
family E[ϕ] in A by
∀ λ ∈ R : E
[ϕ]
λ := [E
ϕ
λ ].
Lemma 2.3 If [ϕ] ∈ FA(M)(M,R)/FR(I), then
fE[ϕ] = fEϕ |Q(A),
3ϕabs denotes the absolute value of ϕ.
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where we have identified Q(A) with QI(A(M)) := {B ∈ Q(A(M)) | I⊥ ⊆
B}.
Proof: This follows from the following fact, already used in the proof of
corollary 3.3 in [7]: If [A] ∈ A and if B ∈ A(M) is any representative of
[A], then [A] ∈ B (considered as a quasipoint in A) if and only if B ∈ B
(considered as an element of QI(A(M))). 
The foregoing results show that we have proved the following
Theorem 2.1 Let A be a σ-algebra, represented as a quotient A(M)/I of a
σ-algebra A(M) of subsets of a set M modulo a σ-ideal I in A(M). Then
the Gelfand transformation of the C∗-algebra FA(M)(M,C)/F(I), restricted
to the selfadjoint part FA(M)(M,R)/FR(I), is given by
Γ : FA(M)(M,R)/FR(I) → C(Q(A),R)
[ϕ] 7→ fE[ϕ].
Moreover, if Q(A) is identified with QI(A(M)), we can write
fE[ϕ] = fEϕ |Q(A),
where ϕ 7→ fEϕ is the Gelfand transformation on FA(M)(M,R).
We have already mentioned that for an abstract σ-algebra A, spectral fam-
ilies in A are the adequate substitutes for A-measurable functions. If A is
represented as a quotient A(M)/I with A(M) and I as above, we shall show
that each bounded spectral family in A is the quotient modulo I of a spectral
family in A(M). This means that every bounded spectral family in A can be
lifted to the spectral family of a bounded A(M)-measurable function. The
proof rests on the foregoing theorem.
Corollary 2.2 Let E be a bounded spectral family in a σ-algebra A and let
A = A(M)/I, where A(M) is a σ-algebra of subsets of some set M and I is
a σ-ideal in A(M). Then there is some ϕ ∈ FA(M)(M,R) such that
∀ λ ∈ R : Eλ = [E
ϕ
λ ].
ϕ is unique up to equivalence modulo FR(I).
Proof: Let fE : Q(A)→ R be the function associated to E. fE is continuous,
so it is the Gelfand transform of a unique [ϕ] ∈ FA(M)(M,R)/FR(I), i.e.
fE = fE[ϕ] .
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According to propositions 2.3, 2.4, the mapping E 7→ fE from the set of
bounded spectral families in A to C(Q(A),R) is injective, hence E = E[ϕ]. 
We finish this section with an extension of the previous results to
complex valued (generalized) measurable functions.
Let L be a (σ-) complete lattice and let E = (Eλ)λ∈R be a bounded
spectral family in L. We have defined the function fE : Q(L) → R by
fE(B) := inf{λ ∈ R | Eλ ∈ B}, and we want to generalize this concept to
n-parameter spectral families.
To motivate the requirements of the general definition, we consider first an
important special case. Let L = P(R) for a finite von Neumann algebra R
and let E1, . . . , En be spectral families in P(R). Then the mapping
G : Rn → P(R)
(λ1, . . . , λn) 7→ E
1
λ1
∧ · · · ∧ Enλn ,
has the following properties:
(i) G(λ1, . . . , λn)∧G(µ1, . . . , µn) = G(ν1, . . . , νn), where νk = min{λk, µk}
for k = 1, . . . , n.
(ii)
∧
λ1<µ1,...,λn<µn
G(µ1, . . . , µn) = G(λ1, . . . , λn) for all λ1, . . . , λn ∈ R.
(iii)
∧
λ∈RG(λ1, . . . , λk−1, λ, λk+1, . . . , λn) = 0 for all k = 1, . . . , n, and∨
λ1,...,λn∈R
G(λ1, . . . , λn) = I.
Note that only the last property requires the finiteness of R if we consider
arbitrary, not necessarily bounded, spectral families.
Definition 2.4 ([26])
Let L be a complete (orthomodular) lattice. An n-parameter spectral family
is a mapping
E : Rn → L
(λ1, . . . , λn) 7→ Eλ1,...,λn
with the following properties:
(i) Eλ1,...,λn∧Eµ1,...,µn = Eν1,...,νn, where νk = min{λk, µk} for k = 1, . . . , n.
(ii)
∧
λ1<µ1,...,λn<µn
Eµ1,...,µn = Eλ1,...,λn for all λ1, . . . , λn ∈ R.
(iii)
∧
λ∈REλ1,...,λk−1,λ,λk+1,...,λn = 0 for all k = 1, . . . , n,
and
∨
λ1,...,λn∈R
Eλ1,...,λn = I.
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E is called bounded if there are m,M ∈ R such that Eλ1,...,λn = 0, if λk ≤ m
for at least one k = 1, . . . , n, and Eλ1,...,λn = I if λ1, . . . , λn ≥ M .
In what follows, we restrict our discussion to 2-parameter spectral families.
This is no real restriction, for the general case requires only more typing
effort. For apparent reasons, 2-parameter spectral families are called complex
spectral families.
Let E = (Eλ1,λ2)λ1,λ2∈R be a bounded complex spectral family. We
want to define the function associated to E as a function
fE : Q(L)→ C,
where we identify C with R2. If B ∈ Q(L), define
fE,1(B) := inf{λ ∈ R | ∃ µ ∈ R : Eλ,µ ∈ B}
and, symmetrically,
fE,2(B) := inf{µ ∈ R | ∃ λ ∈ R : Eλ,µ ∈ B}.
Eventually, we define
fE(B) := fE,1(B) + ifE,2(B).
Proposition 2.7 Let E1, E2 be bounded spectral families in L and let
∀ λ, µ ∈ R : Eλ,µ := E
1
λ ∧ E
2
µ.
Then E := (Eλ,µ)λ,µ∈R is a bounded complex spectral family, and the function
associated to E is
fE = fE1 + ifE2 .
Proof: Let Mk ∈ R such that E
k
Mk
= I, (k = 1, 2). Then Eλ,M2 = E
1
λ and
EM1,µ = E
2
µ for all λ, µ ∈ R. Since Eλ,µ ∈ B if and only if E
1
λ, E
2
µ ∈ B, and
since the mapping (λ, µ) 7→ Eλ,µ is increasing in both variables, we obtain
fE,1(B) = inf{λ ∈ R | Eλ,M2 ∈ B} = fE1(B),
and similarly fE,2 = fE2 . 
An important special case is L = P(R) for a von Neumann algebra R.
If A ∈ R, A = A1 + iA2 its decomposition into selfadjoint parts, and if E
k
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is the spectral resolution of Ak (k = 1, 2), then A is represented by the
complex spectral family E : (λ, µ) 7→ Eλ,µ := E
1
λ ∧ E
2
µ. If A is normal, then
Eλ,µ = E
1
λE
2
µ and E is the complex spectral resolution of A :
A =
∫
C
(λ+ iµ)dEλ,µ.
We know that sp(A) = imfA for selfadjoint A. Note, however, that this is
not true, in general, for non-selfadjoint A. This can be seen already in the
following very simple example:
Let A :=
(
1 0
0 i
)
= PCe1 + iPCe2 ∈ L(C
2). Then sp(A) = {1, i}, but for
all lines Cx /∈ {Ce1,Ce2} we have fPCe1 (BCx) = fPCe2 (BCx) = 1. Hence
fA(BCx) = 1 + i /∈ sp(A). If we consider A as an element of the maximal
abelian subalgebra M generated by PCe1 , then fA(Q(M)) = sp(A), since
fA |Q(M) is the Gelfand transform of A. Hence, contrary to the selfadjoint
case, the image of D(R) by fA may be strictly smaller than fA(Q(R)).
Definition 2.5 A complex spectral family E = (Eλ,µ)λ,µ in a complete lattice
L is called decomposable, if there are spectral families E1, E2 in L such that
∀ λ, µ ∈ R : Eλ,µ = E
1
λ ∧ E
2
µ.
Let E = (Eλ,µ)λ,µ∈R be a bounded decomposable complex spectral family.
Then the spectral families E1, E2 are bounded and uniquely determined by E.
Moreover, there are b1, b2 ∈ R such that E
1
λ = I = E
2
µ for all λ ≥ b1, µ ≥ b2,
hence Eλ,µ = E
2
µ for all λ ≥ b1 and Eλ,µ = E
1
λ for all µ ≥ b2. This property
can be formulated in the following way:
∃ b1 ∈ R ∀ µ ∈ R : λ 7→ Eλ,µ is constant on [b1,∞[,
and
∃ b2 ∈ R ∀ λ ∈ R : µ 7→ Eλ,µ is constant on [b2,∞[.
Lemma 2.4 Let E = (Eλ,µ)λ,µ∈R be a bounded complex spectral family. Then
E is decomposable if and only if it satisfies the following two properties:
(i) ∃ b1 ∈ R ∀ µ ∈ R : λ 7→ Eλ,µ is constant on [b1,∞[,
(ii) ∃ b2 ∈ R ∀ λ ∈ R : µ 7→ Eλ,µ is constant on [b2,∞[.
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Proof: If E is decomposable, choose bk ∈ R such that E
k
bk
= I (k = 1, 2).
Conversely, define for λ, µ ∈ R
E1λ := Eλ,b2 and E
2
µ := Eb1,µ.
Then
Eλ,µ = E
1
λ ∧ E
2
µ
for all λ, µ ∈ R: if λ ≤ b1, µ ≤ b2, this follows directly from the definition of
complex spectral families. If λ > b1, then Eλ,µ = E
2
µ and E
1
λ = I by (i), (ii).
The argument for µ > b2 is similar. 
Proposition 2.8 Every bounded complex spectral family E in a complete
lattice L is decomposable.
Proof: Let b ∈ R be an upper bound for E, i.e. Eλ,µ = I for all λ, µ ≥ b. If
λ ≥ b and µ ∈ R, then
Eλ,µ = Eλ,µ ∧ Eb,b = Eb,min{b,µ},
hence λ 7→ Eλ,µ is constant on [b,∞[. Analogously, µ 7→ Eλ,µ is constant on
[b,∞[ for all λ ∈ R. 
Note that the foregoing result rests on the strong monotonicity condi-
tion (i) in definition 2.4. If we would impose the weaker, but also completely
natural condition
Eλ,µ ≤ Eλ′,µ′ for λ ≤ λ
′, µ ≤ µ′,
proposition 2.8 were not true.
Corollary 2.3 Let E be a bounded complex spectral family in a complete
orthomodular lattice L. Then the function fE : Q(L) → C, associated to E,
is continuous.
Proof: E is decomposable, hence, according to proposition 2.7, fE = fE1 +
ifE2 with bounded spectral families E
1, E2 in L such that Eλ,µ = E
1
λ∧E
2
µ for
all λ, µ ∈ R. By proposition 2.4, the functions fE1 and fE2 are continuous.

Corollary 2.4 The decomposition of a bounded complex spectral family E
in a complete orthomodular lattice L into spectral families E1, E2 is unique.
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Proof: The decomposition fE = fE1 + ifE2 of the function fE associated
to E into real and imaginary part is unique and, by proposition 2.3, fEk
determines Ek. 
As an application of the foregoing results we obtain
Theorem 2.2 The set Sb(C,A) of all bounded complex spectral families in a
σ-algebra A forms an abelian C∗-algebra which is ∗-isomorphic to C(Q(A)).
Proof: We use the bijection
f∗ : Sb(C,A) → C(Q(A))
E 7→ fE
to define the C∗-algebraic structure of Sb(C,A). If E, F ∈ Sb(C,A) and
α ∈ C, define
E + F := f−1∗ (fE + fF ),
EF := f−1∗ (fEfF ),
αE := f−1∗ (αfE),
E∗ := f−1∗ (fE),
|E| := |fE|∞.
Then f∗ is a ∗-isomorphism by definition. 
We finish this section by showing up a spectral theorem for mea-
surable functions.
Let M be a nonvoid set, A(M) ⊆ pot(M) a σ-algebra and ϕ : M → R a
A(M)-measurable function with spectral family Eϕ. Since
∀ λ ∈ R : Eϕλ =
−1
ϕ (]−∞, λ]),
we obtain for all λ < µ:
∀ x ∈ Eϕµ ∧ (E
ϕ
λ )
⊥ : λ < ϕ(x) ≤ µ.
Let ε > 0 and let (λk)k∈Z be a sequence of real numbers such that λk+1−λk =
ε for k ∈ Z. By construction, the step function
s :=
∑
k∈Z
λk(χEϕ
λk+1
− χEϕ
λk
)
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satisfies
|ϕ− s|∞ ≤ ε.
Since the mapping
χEϕ : R → FA(M)(M,R)
λ 7→ χEϕ
λ
is increasing and ϕ can be uniformly approximated by step functions of the
form above, we can write ϕ as a Riemann-Stieltjes integral:
ϕ =
∫
R
λdχEϕ
λ
.
This is quite analogous to the spectral representation of bounded selfadjoint
operators of a Hilbert space. We have therefore proved:
Proposition 2.9 (Spectral theorem for measurable functions)
Let ϕ : M → R be an A(M)-measurable function with spectral family Eϕ.
Then
ϕ =
∫
R
λdχEϕ
λ
in the sense of a Riemann-Stieltjes integral.
Conversely, if E is a spectral family in A(M), the A(M)-measurable function
ϕE : M → R induced by E can be represented as the Riemann-Stieltjes
integral
ϕE =
∫
R
λdχEλ
with respect to χE : λ 7→ χEλ.
Now let A be an abstract σ-algebra, E a bounded spectral family in A and
fE : Q(A)→ R the continuous function associated to E. Then
χQE : R → C(Q(A),R)
λ 7→ χQEλ(A)
is an increasing mapping that equals 1 for λ ≥ b and 0 for λ ≤ a, where a, b
are the bounds of the spectral family E. Therefore the same reasoning as
above shows that
fE =
∫
R
λdχQEλ .
This is the spectral theorem for bounded generalized A-measurable functions.
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2.2 Continuous Functions
In this section we study spectral families in T (M) that correspond to contin-
uous real valued functions on a Hausdorff topological space M . Recall that
in the lattice T (M) the (infinite) lattice operations are given by
∨
α∈A
Uα =
⋃
α∈A
Uα
and ∧
α∈A
Uα = int(
⋂
α∈A
Uα),
where intN denotes the interior of the subset N of M . It is the occurence of
the interior in the definition of the infinite meet that causes some technical
difficulties.
We begin with some simple examples:
Example 2.1 The following settings define spectral families
Eid, Eabs, Eln, Estep in T (R):
Eidλ := ]−∞, λ[, (2.1)
Eabsλ := ]− λ, λ[ (2.2)
Elnλ := ]− exp(λ), exp(λ)[ (2.3)
Estepλ := ]−∞, ⌊λ⌋[ (2.4)
where ⌊λ⌋ denotes the “floor of λ ∈ R”:
⌊λ⌋ = max{n ∈ Z | n ≤ λ}.
The names of these spectral families sound somewhat crazy at the moment,
but we will justify them soon.
In close analogy to the case of spectral families in a σ-algebra A(M)
of subsets of M , each spectral family in T (M) induces a function on a
subset of M .
Definition 2.6 Let E : R→ T (M) be a spectral family in T (M). Then
D(E) := {x ∈M | ∃ λ ∈ R : x /∈ Eλ)}
is called the admissible domain of E.
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Note that
D(E) =M \
⋂
λ∈R
Eλ)
may be different from M because it is possible that
⋂
λ∈REλ 6= ∅, although
int
⋂
λ∈REλ = ∅. The spectral family E
ln is a simple example:
∀ λ ∈ R : 0 ∈ Elnλ .
Clearly, if E is bounded from below, then D(E) =M .
Remark 2.1 The admissible domain D(E) of a spectral family E : R →
T (M) is dense in M .
Proof: D(E) = ∅ means that Eλ = M for all λ ∈ R, contradicting∧
λ∈REλ = ∅. Moreover U ∩ D(E) = ∅ for some U ∈ T (M) implies that
U ⊆
∧
λ∈REλ = ∅. This shows that D(E) is dense in M . 
Each spectral family E : R→ T (M) induces a function fE : D(E)→ R:
Definition 2.7 Let E : R → T (M) be a spectral family with admissible
domain D(E). Then the function fE : D(E)→ R, defined by
∀ x ∈ D(E) : fE(x) := inf{λ ∈ R | x ∈ Eλ},
is called the function induced by E.
In complete analogy to the operator case we define the spectrum of a spectral
family E : R→ L in a complete lattice L:
Definition 2.8 Let E : R→ L be a spectral family. Then
R(E) := {λ ∈ R | E is constant on a neighborhood of λ}
is called the resolvent set of E, and
sp(E) := R \R(E)
is called the spectrum of E.
Obviously sp(E) is a closed subset of R.
Proposition 2.10 Let fE : D(E) → R be the function induced by the spec-
tral family E : R→ T (M). Then
sp(E) = imfE .
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Proof: It is obvious that R(E) ⊆M \ imfE holds. This means that imfE is
a subset of sp(E).
If λ /∈ imfE then ]λ − δ, λ + δ[ ∩ imfE = ∅ for some δ > 0. Assume that
there are λ1, λ2 ∈ R such that λ − δ < λ1 < λ2 < λ + δ and Eλ1 6= Eλ2 .
Then fE(x) ∈ [λ1, λ2] for all x ∈ σ(λ2) \ Eλ1 , a contradiction. This shows
that sp(E) is contained in imfE . 
The functions induced by our foregoing examples are
fEid(x) = x (2.5)
fEabs(x) = |x| (2.6)
fEln(x) = ln |x| and D(E
ln) = R \ {0} (2.7)
fEstep =
∑
n∈Z
nχ[n,n+1[ (2.8)
There is a fundamental difference between the spectral families Eid, Eabs, Eln
on the one side and Estep on the other. The function induced by Estep is not
continuous. This fact is mirrored in the spectral families: the first three
spectral families have the property
∀ λ < µ : Eλ ⊆ Eµ.
Obviously Estep fails to have this property.
Definition 2.9 A spectral family E : R→ T (M) is called strongly regular
if
∀ λ < µ : Eλ ⊆ Eµ
holds.
Using the pseudocomplement U c :=M \ U¯ (U ∈ T (M)) we can express the
condition of strong regularity in purely lattice theoretic terms as
∀ λ < µ : Ecλ ∪ Eµ =M.
If E = (Eλ,µ)λ,µ∈R is a bounded complex spectral family in T (M), strong
regularity of E can be defined in two equivalent manners. We know from
proposition 2.8 that E is decomposable, i.e. Eλ,µ = E
1
λ ∩E
2
µ for all λ, µ ∈ R,
where E1, E2 are (necessarily bounded) spectral families in T (M). Hence,
since this decomposition is unique, it is natural to call E strongly regular if
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the spectral families E1, E2 are strongly regular. If E is strongly regular in
this sense, we obtain for λ < λ′, µ < µ′:
Eλ,µ ⊆ E1λ ∩ E
2
µ ⊆ E
1
λ′ ∩ E
2
µ′ = Eλ′,µ′.
Conversely, the condition
∀ λ < λ′, µ < µ′ : Eλ,µ ⊆ Eλ′,µ′,
implies that E1 and E2 are strongly regular: If b ∈ R is chosen such that
E1λ = E
2
µ =M for all λ, µ ≥ b, then
∀ λ < λ′ : E1λ = E
1
λ ∩ E
2
b ⊆ E
1
λ′ .
Similarly, E2λ ⊆ E
2
µ for all λ < µ. Hence E
1, E2 are strongly regular spectral
families. Therefore, we can define strong regularity of a bounded complex
spectral family in two equivalent ways.
Definition 2.10 A bounded complex spectral family E in T (M) is called
strongly regular, if one of the following equivalent properties is satisfied:
(i) ∀ λ < λ′, µ < µ′ : Eλ,µ ⊆ Eλ′,µ′.
(ii) The bounded spectral families E1, E2 in the decomposition of E are
strongly regular.
Remark 2.2 The admissible domain D(E) of a strongly regular spectral
family E : R→ T (M) is an open (and dense) subset of M .
Proof: Let x ∈ D(E) and choose λ0 ∈ R such that x /∈ Eλ0 . Because
E is strongly regular we have x /∈ Eλ for all λ < λ0. Let U be an open
neighborhood of x that is contained in the complement of Eλ. Then y /∈ Eλ
for all y ∈ U , i.e. U ⊆ D(E). 
The name “strongly regular spectral family” is motivated by the fol-
lowing result:
Remark 2.3 If E : R → T (M) is a strongly regular spectral family, then,
for all λ ∈ R, Eλ is a regular open set, i.e.
Eccλ = Eλ.
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Proof: For all λ ∈ R and all µ > λ we have
Eλ ⊆ Eλ ⊆ Eµ
and therefore
Eλ ⊆ int(Eλ) ⊆
∧
µ>λ
Eµ = Eλ. 
The importance of strongly regular spectral families becomes manifest in the
following
Theorem 2.3 Let M be a toplogical space. Then every continuous function
f :M → R induces a strongly regular spectral family Ef : R→ T (M) by
∀ λ ∈ R : Ef (λ) := int(
−1
f (]−∞, λ])).
The admissible domain D(Ef) equals M and the function fEf : M → R
induced by Ef is f . Conversely, if E : R → T (M) is a strongly regular
spectral family, then the function
fE : D(E)→ R
induced by E is continuous and the induced spectral family EfE in T (D(E))
is the restriction of E to the admissible domain D(E):
∀λ ∈ R : EfEλ = Eλ ∩ D(E).
Proof: (i) Let f : M → R be continuous. If λ < µ then clearly Efλ ⊆ E
f
µ
and therefore Efλ ⊆
∧
µ>λE
f
µ . On the other hand
int(
⋂
µ>λ
Efµ = int(
⋂
µ>λ
int(
−1
f (]−∞, µ])))
⊆ int(
⋂
µ>λ
−1
f (]−∞, µ]))
= int(
−1
f (
⋂
µ>λ
]−∞, µ]))
= int(
−1
f (]−∞, λ]))
= Efλ ,
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hence Efλ =
∧
µ>λE
f
µ .
Assume that there is some x ∈
∧
λ∈RE
f
λ . Then x ∈
⋂
λ∈R
−1
f (] −∞, λ]), i.e.
f(x) ≤ λ for all λ ∈ R, which is absurd. Hence
⋂
λ∈RE
f
λ = ∅ and therefore∧
λ∈R
Efλ = ∅ and D(E
f) =M.
As f is continuous we have
–1
f (]−∞, λ[) ⊆ Efλ and therefore
⋃
λ∈RE
f
λ = M .
Hence Ef is a spectral family. Note that we have used the continuity of f
only for the property
⋃
λ∈RE
f
λ =M .
Eventually we prove that Ef is strongly regular. We show first that λ < µ
implies (
−1
f (]µ,∞[))− ⊆
−1
f (]µ,∞[). Indeed, assume that x ∈ (
−1
f (]µ,∞[))−
but f(x) ≤ λ. Let U be an open neighborhood of x such that f(y) < λ+µ
2
for all y ∈ U . Because of U ∩
−1
f (]µ,∞[) 6= ∅ there is some y0 ∈ U such that
f(y0) > µ. But this gives the contradiction µ < f(y0) <
λ+µ
2
< µ.
Taking complements we can express this result in the following way:
µ > λ =⇒ Efλ ⊆
−1
f (]−∞, λ]) ⊆ Efµ .
−1
f (]−∞, λ]) is closed because f is continuous and therefore
Efλ ⊆
−1
f (]−∞, λ]) ⊆ Efµ .
(ii) Now assume that E : R→ T (M) is a strongly regular spectral family.
We show that the induced function fE : D(E)→ R is continuous. It suffices
to prove that
−1
fE(]λ, µ[) is open for all λ < µ. Let x be an element of this
set (remember that D(E) is an open and dense subset of M). Then there is
some ε > 0 such that λ + 2ε < fE(x) < µ − ε. As E is strongly regular we
have Eλ+ε ⊆ Eλ+2ε. From the definition of fE we conclude that x belongs to
Eµ−ε \ Eλ+ε and that fE maps the open neighborhood Eµ−ε \ Eλ+ε ∩ D(E)
of x into ]λ, µ[. Hence fE is continuous.
(iii) Let f :M → R be a continuous function. We show that
fEf = f
holds. Let x ∈ M and λ0 := fEf (x) = inf{λ | x ∈ E
f
λ}. If x ∈ E
f
λ
then f(x) ≤ λ and therefore f(x) ≤ λ0. Assume that f(x) < λ0. Then
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f(x) < λ0 − ε for some ε > 0 and x ∈ int(
−1
f (] − ∞, λ0 − ε])) because
−1
f (]−∞, λ0−ε[) is an open subset of
−1
f (]−∞, λ0−ε]). Therefore x ∈ E
f
λ0−ε
contrary to the definition of fEf (x). Hence fEf (x) = f(x).
(iv) We finally show that for all strongly regular spectral families E
∀λ ∈ R : EfEλ = Eλ ∩ D(E)
holds.
Let x ∈ Eλ ∩ D(E). Then fE(x) ≤ λ and therefore
Eλ ∩ D(E) ⊆
−1
fE(]−∞, λ]).
Hence
Eλ ∩ D(E) ⊆ E
fE
λ
since Eλ is open. Conversely, let x ∈ E
fE
λ and let U be an open neighborhood
of x contained in
−1
fE(] −∞, λ]). Let λ0 := fE(x) and let ]λ0 − ε, λ0 + ε[ be
an open interval around λ0 such that
−1
fE(]λ0 − ε, λ0 + ε[) is contained in U .
In particular we obtain
−1
fE(]λ0 − ε, λ0 + ε[) ⊆
−1
fE(]−∞, λ]).
Assume that λ0 = λ. Then there is no y ∈ D(E) such that λ < fE(y) < λ+ε
and therefore E is constant on the interval ]λ, λ+ ε[. Hence
Eλ =
∧
µ>λ
Eµ = int(
⋂
λ<µ<λ+ε
Eµ) = Eµ.
Therefore E is constant on the interval [λ, λ + ε[ and this shows x ∈ Eλ. If
λ0 < λ then clearly x ∈ Eλ and Eλ ∩ D(E) =
−1
fE(]−∞, λ]) is proved. 
Remark 2.4 The foregoing proof has shown that for an arbitrary function
f : M → R the corresponding map Ef : R → T (M) fails to be a spectral
family only in one point: the property
⋃
λ∈RE
f
λ = M must not be satisfied.
This is shown by the following simple example: let f : [0,∞[→ R be defined
by f(0) = 0 and f(x) = 1
x
for x > 0. Then 0 is contained in
⋂
λ(
−1
f (]λ,∞[))−,
the complement of
⋃
λ σf(λ).
Of course, this phenomenon cannot occur if f is bounded from above. So in
particular every bounded function f :M → R induces a spectral family Ef .
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If f : M → R is a continuous function, then the natural guess for
defining a corresponding spectral family would be
λ 7→
−1
f (]−∞, λ[).
In general, this is only a pre-spectral family: it satisfies all properties of a
spectral family, except continuity from the right. This is cured by spectral-
ization, i.e. by the switch to
λ 7→
∧
µ>λ
−1
f (]−∞, µ[).
But ∧
µ>λ
−1
f (]−∞, µ[) = int(
⋂
µ>λ
−1
f (]−∞, µ[)) = int(
−1
f (]−∞, λ])),
which shows that our original definition is the natural one.
Remark 2.5 Note that the spectral family Ef of a continuous function f :
M → R is strongly regular but not necessarily continuous in the usual sense.
This is shown by the following example: Let M be disconnected and let M0 be
a nonvoid open and closed subset different from M . Then the spectral family
of f := χM0 is continuous from the right but not from the left.
According to theorem 2.3 f 7→ Ef is a one-to-one correspondence between
bounded continuous functions f : M → R and bounded strongly regular
spectral families Ef in T (M). A strongly regular spectral family takes its
values in the lattice Tr(M), and we know that Tr(M) is a complete Boolean
algebra with respect to the operations
(i)
∨
k∈K Uκ := (
⋃
k∈K Uκ)
cc,
(ii)
∧
k∈K Uκ := int
⋂
k∈K Uκ,
(iii) U 7→ U c :=M \ U .
In particular, we can regard Tr(M) as a σ-algebra. So a continuous function
f : M → R is a generalized Tr(M)-measurable function in the sense of
definition 2.2. Hence we can apply the results of the previous section to
bounded continuous functions f :M → R. This is of particular interest ifM
is a Baire space, because in this case Tr(M) is σ-isomorphic to the quotient
B(M)/I1, where B(M) is the σ-algebra of all Borel subsets of M and I1 the
σ-ideal of all meagre Borel sets.
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Remark 2.6 We call a spectral family E : R→ B(M) regular if Eλ ∈ Tr(M)
for all λ ∈ R. Although Tr(M) is not a sublattice of B(M), we can regard a
regular spectral family E as a spectral family in Tr(M): Since Eλ =
⋂
µ>λ Eµ
in the lattice B(M) and Eλ is open, Eλ =
∧
µ>λEµ in the lattice Tr(M). Note
that a regular spectral family is not necessarily strongly regular. This is shown
by the following example. Let f :M → R be a bounded lower semicontinuous
function that is not continuous. Since
−1
f (] −∞, λ]) is closed for all λ ∈ R
(this property characterizes lower semicontinuity) and the interior of a closed
set is regular, the spectral family Ef of f is regular, but not strongly regular.
Let f :M → R be a continuous function. For λ ∈ R let
Efλ := int
−1
f (]−∞, λ]) and F fλ :=
−1
f (]−∞, λ]).
Let M be a Baire space. Since
−1
f (]−∞, λ]) is closed, int
−1
f (]−∞, λ]) is the
unique regular representative of the equivalence class of
−1
f (]−∞, λ]) modulo
the σ-ideal I1 of all meagre Borel subsets of M . Hence the spectral family
of a continuous function f :M → R in Tr(M) is the quotient of the spectral
family of f , regarded a Borel-measurable function onM , in B(M) modulo I1.
The function fE induced by the spectral family E is defined on a
dense subset of the topological space M . Of course E induces a function on
(a subset of) the set D(T (M)) of dual ideals of T (M) and in particular on
(a subset of) the Stone spectrum Q(M) of T (M) in the usual manner:
fE(J ) := inf{λ|Eλ ∈ J },
which is defined on the set Dad(T (M)) of all dual ideals J that satisfy
∅ 6= J ∩ im(E) 6= im(E).
This condition is satisfied in particular for bounded spectral families.
fE : Dad(T (M)) → R is an extension of fE : D(E) → R because x ∈ Eλ if
and only if Eλ ∈ px where px ∈ D(T (M)) is the point defined by x ∈M .
Definition 2.11 A quasipointB in T (M) is called a quasipoint over x ∈M ,
if x ∈
⋂
U∈BU . We denote the set of quasipoints over x by Qx(T (M)).
Remark 2.7 If M is locally compact, B ∈ Q(T (M)) is a quasipoint over
some x ∈M if and only if B is of finite type.
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Proposition 2.11 Let M be a Hausdorff space. Then Qx(T (M)) 6= ∅ for
all x ∈M . Moreover,
⋃
x∈M Qx(T (M)) is dense in Q(T (M)).
Proof: The set of open neighbourhoods of x ∈ M is a filter base, hence it is
contained in some quasipoint B ∈ Q(T (M)). If UB, then U ∩ V 6= ∅ for all
open neighbourhoods V of x, so x ∈ U .
Let U ∈ T (M) and let x ∈ U . Take any quasipoint B that contains all
open neighbourhoods of x. Then B ∈ Qx(T (M)) ∩ QU (T (M)), hence⋃
x∈M Qx(T (M)) is dense in Q(T (M)). 
Since M is Hausdorff,
⋂
U∈BU contains at most one element for every
B ∈ Q(T (M)). Let px be the set of all open neighbourhoods of x ∈ M , i.e.
the point in T (M) defined by x. It is now obvious that B ∈ Qx(T (M)) if
and only if px ⊆ B. Let
Qpt(T (M)) :=
⋃
x∈M
Qx(T (M)).
We obtain a mapping
pt : Qpt(T (M))→M,
defined by pt(Qx(T (M))) := {x}.
Proposition 2.12 The topology of M is the identification topology with re-
spect to pt : Qpt(T (M))→M .
Proof: Let U be an open subset of M . Then
−1
pt(U) =
⋃
x∈U
Qx(T (M)) = Q
pt(T (M)) ∩QU (T (M)),
which is open in Qpt(T (M)). Hence pt is continuous and, therefore, the
identification topology is finer then the given topology of M .
Let X ⊆ M such that
−1
pt(X) is open in Qpt(T (M)). If x ∈ X and B is a
quasipoint over x, then there is some U ∈ T (M) such thatB ∈ Qpt(T (M))∩
QU(T (M)) ⊆
−1
pt(W ). The difficulty is, that we can only conclude that x
belongs to U !
Assume that X is not open and let x ∈ X \ intX . Consider the subset
Cx := {U
c | U ∈ T (M), x ∈ U ⊆ X}
of T (M). We show that Cx is a filter base in T (M). It is obvious that
∅ /∈ Cx. Let U
c, V c ∈ Cx. Then U
c ∩ V c = (U ∪ V )c, and x ∈ U, V ⊆ X
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implies x ∈ U ∪ V = U ∪ V ⊆ X , hence U c ∩ V c ∈ Cx. In the next step
we show that x ∈ U c for all U c ∈ Cx. Assume that this is not the case.
Then x ∈M \ V c = intV for some V c ∈ Cx, but V ⊆ X implies x ∈ intX , a
contradiction to the choice of x. ThusW∩U c 6= ∅ for all open neighbourhoods
W of x and all U c ∈ Cx. Altogether we have proved that there is a quasipoint
B over x that contains Cx. Since
−1
pt(X) is open in Qpt(T (M)), there is some
U ∈ T (M) such that Qpt(T (M)) ∩ QU(T (M)) ⊆
−1
pt(X). Then x ∈ U ⊆
X and, according to the construction of B, U c ∈ B. But this gives the
contradiction ∅ = U ∩ U c ∈ B. 
Corollary 2.5 Qpt(T (M)) = Q(T (M)) if and only if M is compact.
Proposition 2.13 Let E : R → T (M) be a strongly regular spectral family
and let x ∈ D(E). Then for all quasipoints Bx ∈ Q(T (M)) over x we have
fE(Bx) = fE(x).
Proof: Because of fE(x) = fE(px) we have
fE(Bx) ≤ fE(x).
For ε > 0 we can choose λ ∈ R such that λ < fE(Bx) + ε and Eλ ∈ Bx.
Then x ∈ Eλ and for λ < µ < fE(Bx) we obtain from the strong regularity
of E that x ∈ Eλ ⊆ Eµ ∈ Bx holds. Thus
fE(x) ≤ µ < fE(Bx) + ε
and therefore fE(x) ≤ fE(Bx). 
Let f : M → R be a bounded continuous function with spectral fam-
ily E. Then the associated function fE : Q(T (M)) → R is continuous.
This follows from the proof of proposition 2.4, using the fact that E is a
regular spectral family. The restriction of fE to Q
pt(T (M)) is, according to
proposition 2.13, constant on the fibres of pt : Qpt(T (M))→M .
Conversely, let ϕ : Q(T (M)) → R be any continuous function such that
ϕ |Qpt(T (M)) is constant on the fibres of pt. Since Q(T (M)) is compact, ϕ is
bounded. Then ϕ induces a unique bounded function fϕ :M → R such that
fϕ ◦ pt = ϕ |Qpt(T (M)) .
Due to proposition 2.12, pt is identifying, hence fϕ is a bounded continuous
function onM . Let Eϕ be the spectral family corresponding to Eϕ. It follows
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from proposition 2.13 that (fEϕ) |Qpt(T (M))= ϕ |Qpt(T (M)). Since Q
pt(T (M))
is dense in Q(T (M)), this implies fEϕ = ϕ. Moreover, this also shows that
a bounded continuous function ψ : Qpt(T (M)) → R, which is constant on
each fibre of pt, can be extended to a continuous function ϕ : Q(T (M))→ R.
Let Cpt(Q(T (M))) be the set of all continuous functions Q(T (M))→ C that
are constant on each fibre of pt. Clearly, Cpt(Q(T (M))) is a C∗-subalgebra
(with unity) of C(Q(T (M))). Since Cpt(Q(T (M))) is selfadjoint, the fore-
going considerations apply to complex valued functions in Cpt(Q(T (M))) as
well. It is now easy to see that the mapping
f∗ : Cb(M) → C
pt(Q(T (M)))
ϕ 7→ fEℜϕ + ifEℑϕ,
where ℜϕ and ℑϕ denote the real and imaginary part of ϕ respectively, is
a ∗-isomorphism of C∗-algebras. We can express f∗(ϕ) also as f∗(ϕ) = fEϕ
where Eϕ is the complex spectral family corresponding to ϕ.
By theorem 2.2, the set Sb(C, Tr(M)) of all bounded regular complex
spectral families is a C∗-algebra which is ∗-isomorphic to C(Q(Tr(M))).
C(Q(Tr(M))) is ∗-isomorphic to C(Q(T (M))), since Q(Tr(M)) is home-
omorphic to Q(T (M)). The foregoing results show how the continuous
functions Q(T (M)) → C that are induced by bounded strongly regular
complex spectral families in T (M), or equivalently by bounded continuous
functions M → C, can be characterized in C(Q(T (M))).
Theorem 2.4 Let M be a Hausdorff space, Cb(M) the C
∗-algebra of all
bounded continuous functions M → C and Cpt(Q(T (M))) the C∗-subalgebra
of C(Q(T (M))), consisting of all ϕ in C(Q(T (M))) that are constant on
each fibre of pt : Qpt(T (M))→M . Then the mapping
f∗ : Cb(M) → C
pt(Q(T (M)))
ϕ 7→ fEϕ,
where Eϕ is the complex spectral family corresponding to ϕ, is a ∗-
isomorphism of C∗-algebras.
Corollary 2.6 Let M be a completely regular Hausdorff space. Then the
Stone-Cˇech compactification Mˇ of M is homeomorphic to the Gelfand spec-
trum Γ(Cpt(Q(T (M)))) of the abelian C∗-algebra Cpt(Q(T (M))). If, in par-
ticular, M is discrete, Mˇ is homeomorphic to Q(T (M)).
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Proof: The first assertion follows from theorem 2.4 and the well known fact
that Mˇ is homeomorphic to the Gelfand spectrum of Cb(M). IfM is discrete,
Qx(T (M)) consists of exactly one element, namely Bx := {U ⊆M | x ∈ U},
hence Cpt(Q(T (M))) = C(Q(T (M))). 
Finally we prove, in analogy to the the case of measurable functions,
a spectral representation for continuous functions.
Let M be a Hausdorff space. Continuous functions ϕ : M → R are
characterized by strongly regular spectral families Eϕ with values in Tr(M)
and admissible domain M .
Similar to the case of measurable functions we consider for ε > 0 a sequence
(λk)k∈Z of real numbers with λk+1 − λk = ε for all k ∈ Z. The use of
the differences Eϕλk+1 \ E
ϕ
λk
, although natural4, would lead to some messy
technical problems. Moreover, their characteristic functions are, in general,
only Borel-measurable and not continuous. Therefore we use the spectral
family Bϕ of ϕ, considered as a Borel-measurable function:
∀ λ ∈ R : Bϕλ :=
−1
ϕ (]−∞, λ]).
Then
ϕ =
∫
R
λdχBϕ
λ
.
If the continuous function ϕ : M → R is bounded, we obtain a natural
spectral representation for ϕ via the spectral representation for the associ-
ated function fEϕ : Q(T (M)) → R. E
ϕ is a bounded generalized Tr(M)-
measurable function. We know from the previous section that
∀ B ∈ Q(Tr(M)) : fEϕ(B) =
∫
R
λdχQ
E
ϕ
λ
(B).
Thus fEϕ(B) is a Riemann-Stieltjes integral with respect to the bounded
increasing function λ 7→ χQ
E
ϕ
λ
(Tr(M))(B). Since ϕ ◦ pt = fEϕ |Qpt(Tr(M)), we
obtain
∀ x ∈M : ϕ(x) =
∫
R
λdχQ
E
ϕ
λ
(Bx),
where Bx is any quasipoint over x. This is the spectral representation for
bounded continuous functions.
4Since Eϕλ ⊆ E
ϕ
µ for all µ > λ, E
ϕ
µ \ E
ϕ
λ is just the Tr(M)-complement of E
ϕ
λ in E
ϕ
µ :
∀ µ > λ : Eϕµ ∧ (E
ϕ
λ )
⊥ = Eϕµ \ E
ϕ
λ .
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2.3 Common Structure of Quantum and
Classical Observables
LetM be a Hausdorff space, Tr(M)0 := Tr(M)\{∅}, and let E be a bounded
spectral family in Tr(M) with associated function fE ∈ C(Q(T (M))). Since
∀ U ∈ Tr(M)0 : HU =
⋂
B∈QU (Tr(M))
B,
we can define
rE(U) := sup{fE(B) | U ∈ B}.
As in the case of operator algebras, rE : Tr(M)0 → R is completely increasing:
rE(
∨
k∈K
Uk) = sup
k∈K
rE(Uk)
for all families (Uk)k∈K in Tr(M)0. Starting from an arbitrary function f ∈
C(Q(Tr(M)),R), the same construction gives a function rf : Tr(M)0 → R.
rf is completely increasing, too. The proof rests on the following
Lemma 2.5 If (Uk)k∈K is an arbitrary family in Tr(M), then⋃
k∈K
QUk(Tr(M)) = Q
∨
k∈K Uk
(Tr(M)).
Consequently, Tr(M) is a completely distributive lattice.
Proof: Since T (M) is a completely distributive lattice, the Stone spectrum
Q(T (M)) is a Stonean space, i.e. the closure of every open set is open. Hence
also Q(Tr(M)) is a Stonean space, because it is homeomorphic to Q(T (M)).
As Tr(M) is a distributive ortholattice, the open closed subsets of Q(Tr(M))
are of the form QV (Tr(M)). We therefore conclude that for every family
(Uk)k∈K in Tr(M) there is a V ∈ Tr(M) such that⋃
k∈K
QUk(Tr(M)) = QV (Tr(M)).
It follows that QUk(Tr(M)) ⊆ QV (Tr(M)) for all k ∈ K, hence Uk ⊆ V for all
k ∈ K. Therefore
∨
k∈K Uk ⊆ V . On the other hand, since Q
∨
k∈K Uk
(Tr(M))
is also closed, we have
⋃
k∈KQUk(Tr(M)) ⊆ Q
∨
k∈K Uk
(Tr(M)), thus
V =
∨
k∈K Uk. This implies, by corollary 3.1 in [7], that Tr(M) is completely
distributive. 
Now the same argument as in [8] for abelian von Neumann algebras
shows
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Remark 2.8 For every f ∈ C(Q(Tr(M)),R), the induced function
rf : Tr(M)0 → R
U 7→ supB∈QU (Tr(M)) f(B)
is completely increasing.
We denote by prx the set of all regular open neighbourhoods of x. Obviously,
B ∈ Q(Tr(M)) is a quasipoint over x if and only if p
r
x ⊆ B. Let U ∈ Tr(M)
be a neighbourhood of x ∈ M and let V ∈ Tr(M). U ∩ V
c = ∅ implies
U = (U∩V )∨(U ∩V c) = U ∩V , hence V contains U , i.e. is a neighbourhood
of x. Therefore, if B ∈ Qx(Tr(M)) and if V ∈ B is not a neighbourhood of
x, then there is a quasipoint over x that contains V c. This shows that
∀ x ∈M : prx =
⋂
B∈Qx(Tr(M))
B
holds. More generally, it is not difficult to show that
∀ x ∈M :
⋂
B∈Qx(T (M))
B = {U ∈ T (M) | U cc ∈ prx}
holds in the lattice T (M). Note that {U ∈ T (M) | U cc ∈ prx} is, in general,
strictly larger than px.
We know from theorem 2.4, that the continuous functions f : Q(Tr(M))→ R
that are induced by bounded continuous functions ϕ : M → R are precisely
those that are constant on each fibre of pt : Qpt(Tr(M)) → M . This
property can be formulated in terms of the corresponding completely
increasing function rf : Tr(M)0 → R as
(∗) ∀ x ∈M ∀ B ∈ Qx(Tr(M)) : inf
U∈prx
rf(U) = inf
V ∈B
rf (V ).
The main open problem for classical observables is a structural charac-
terization of those f ∈ Cb(Q(Tr(M)),R) that are associated to bounded
smooth functions on a smooth manifold M .
Discussion 2.1 We have seen in this and the previous part that bounded
quantum as well as bounded classical observables can be represented as
bounded continuous functions on the Stone spectrum of the corresponding
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lattice. A dual common feature is that both quantum and classical observ-
ables can be described by spectral families in the corresponding lattice.
The link between these two descriptions is the assignment of a function
fE ∈ Cb(Q(L),R) to every bounded spectral family E in an orthomodular
lattice L.
For the commutative case, i.e. for selfadjoint elements of an abelian
von Neumann algebra, for real valued (generalized) measurable functions
and for real valued continuous functions, the mapping E → fE is essentially
the Gelfand transformation. This follows from theorem 2.9 in [8] and
theorems 2.1, 2.4. Therefore, we see that measure theory is, in a definite
sense, a generalization of the theory of abelian von Neumann algebras:
the C∗-algebra of all bounded generalized A-measurable functions is an
abelian von Neumann algebra if and only if the Stone spectrum Q(A) of
the σ-algebra A is a hyperstonean space. (See [30] for the discussion of
hyperstonean spaces.)
If the Stone spectrum Q(A) is not hyperstonean but only a Stonean
space, we get the measure theory of completely distributive Boolean al-
gebras. Note that a completely distributive Boolean algebra is an ortholattice
L with the following two properties:
(i) L is distributive,
(ii)
⋃
k∈KQak(L) = Q
∨
k∈K ak
(L) for every increasing family (ak)k∈K in L.
Now replace property (i) by
(i’) L is complete and orthomodular.
Of course, each finite orthomodular lattice satisfies conditions (i′) and (ii).
If R is a von Neumann algebra, the projection lattice P(R) of R satisfies
(i′), (ii) if and only if R is finite ([7], theorem 1.3).
Bounded quantum observables belonging to a fixed “context”, i.e. to a
fixed (maximal) abelian von Neumann subalgebra M of some von Neumann
algebra R, and bounded (generalized) A-measurable functions have in
common that the corresponding maps f∗ : E 7→ fE to C(Q(M),R) and
C(Q(A),R), respectively, are surjective. If the von Neumann algebraR is not
abelian, f∗ is not surjective, and only those f ∈ Cb(Q(R),R) are in the range
of f∗ for which the induced function rf : P0(R)→ R is completely increasing.
Altogether we have shown that both quantum and classical observables
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can be described either by spectral families in an associated lattice (depending
on the context) or by continuous real valued functions on the Stone spectrum
of the associated lattice. The link between these different descriptions is given
by the mapping f∗, a canonical generalization of the Gelfand transformation.
Moreover, we have shown that f∗ coincides (essentially) with the Gelfand
transformation if and only if the corresponding algebra of observables is
abelian.
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