The Euler-Bernoulli beam model with non-dissipative boundary conditions of feedback control type is investigated. Components of the two-dimensional input vector are shear and moment at the right end, and components of the observation vector are time derivatives of displacement and slope at the right end. The codiagonal matrix depending on two control parameters relates input and observation. The paper contains five results. First, asymptotic approximation for eigenmodes is derived. Second, 'the main identity' is established. It provides a relation between mode shapes of two systems: one with non-zero control parameters and the other one with zero control parameters. Third, when one control parameter is positive and the other one is zero, 'the main identity' yields stability of all eigenmodes (though the system is non-dissipative). Fourth, the stability of eigenmodes is extended to the case when one control parameter is positive, and the other one is sufficiently small. Finally, existence and properties of 'deadbeat' modes are investigated.
Introduction
This paper is concerned with the asymptotics of the eigenmodes and the stability problem for the EulerBernoulli beam model subject to a special type of nondissipative boundary conditions. The beam is assumed to be clamped at the left end. At the right end, we impose linear feedback-type conditions with a nondissipative feedback matrix, which depends on two control parameters: k 1 , k 2 , ∈ R. Remark 1.1. This paper contains five results (i) the spectral asymptotics; (ii) the main identity; (iii) a theorem about the location of the spectrum if one of the control parameters is zero; (iv) a theorem about the location of the spectrum if one of the control parameters is small; and (v) an analysis of the existence of the deadbeat modes. The results (ii) and (iii) are established for the general Euler-Bernoulli model with varying structural parameters, whereas (i), (iv) and (v) are proved for the constant structural parameters case. There is no doubt that the results (i), (iv) and (v) can be extended to the general case. One only has to extend the spectral asymptotics to the varying parameters model. This asymptotics must look exactly like the one obtained in §3 with only two differences: the constant structural parameters in asymptotic formulae should be replaced by their averages (integrals); the remainder terms should decrease at a polynomial (rather than exponential) rate [4, 14, 16] . The only change that should be introduced to the proofs of (iv) and (v) consists of replacing the exact spectral equation (see (3.15) ) by the asymptotic spectral equation. However, the derivation of the spectral asymptotics in the varying parameters case with all necessary justifications would be quite lengthy and would increase the size of the paper significantly. For this reason, we limited our analysis of (i), (iv) and (v) to the constant parameter model. 
Statement of the problem (a) Equation of motion and boundary conditions
The Euler-Bernoulli beam model with spatially non-homogeneous structural parameters is defined by the Lagrangian [17] [18] [19] where h(x, t) is the transverse deflection at the axial location x ∈ [0, 1] and time t ≥ 0. The structural parameters of the beam are ρ(x), the linear mass density at the point x, and EI(x), the flexural rigidity or the bending stiffness at the point x (which is the product of the Young modulus E(x) and the area moment of inertia of the cross section I(x)). We point out that in (2.1) x is non-dimensionalized by the length of the beam l (see [6] ). This means that ifx ∈ [0, l] is a dimensional quantity, then x =x/l ∈ [0, 1]. The structural parameters are redefined accordingly: ρ(x) and EI(x)/l 3 are re-denoted by ρ(x) and EI (x) .
Assuming that the beam is clamped at the left end (x = 0) and is free at the right end (x = 1) and applying the Hamilton's variational principle to the action functional defined by the Lagrangian (2.1), we obtain the equation of motion ρ(x)h tt (x, t) + (EI(x)h xx (x, t)) xx = 0, 0 ≤ x ≤ 1, t > 0, (2.2) and the boundary conditions h(0, t) = h x (0, t) = 0 (left end clamped) (2.3) and
M(1, t) = Q(1, t) = 0 (right end free). (2.4)
Here, M(x, t) and Q(x, t) are the moment and the shear, respectively, [18] :
M(x, t) = EI(x)h xx (x, t) and Q(x, t) = (EI(x)h xx (x, t)) x . (2.5)
Now, we replace the free end conditions (2.4) with the following boundary feedback control law (for engineering origin, see [1, 2] ). Define the input and the output as R 2 -vectors
U(t) = (−Q(1, t), M(1, t)) T and Y(t) = (h t (1, t), h xt (1, t))
T , (2.6) where the superscript 'T' stands for the transposition. The feedback control law is given by
U(t) = KY(t), (2.7)
where K is the feedback 2 × 2 matrix. We select K = codiag(−k 2 , −k 1 ), where k 1 , k 2 ∈ R are the control parameters. With this choice of K, the feedback (2.7) can be written in the form EI(1)h xx (1, t) = −k 1 h t (1, t) and (EI(x)h xx (x, t)) x | x=1 = k 2 h xt (1, t) . (2.8) Summarizing all of the above, we arrive to the following initial boundary value problem for the Euler-Bernoulli beam: the equation of motion (2.2), the boundary conditions (2.3) and (2.8) , and standard initial conditions h(x, 0) = h 0 (x) and h t (x, t) = h 1 (x). (2.9)
The choice of feedback matrix K defines whether the system is dissipative or not. 
and therefore, the system is not dissipative. If, however, K is chosen to be negative definite (e.g.
, then E t (t) ≤ 0, and the system is dissipative.
Remark 2.1. According to the engineering origin (robotic arm example) of the feedback (2.7) and (2.8), the case of interest is k 1 ≥ 0, k 2 ≥ 0 (see [1, 2] ). However, all the analysis below is valid for (k 1 , k 2 ) ∈ R 2 . We will consider the case k 1 ≥ 0, k 2 ≥ 0 just for definiteness in our derivation of the spectral asymptotics and conclusions on the stability of the system.
(b) Operator form of the problem
Let us rewrite problem (2.2), (2.3), (2.8) and (2.9) as the first order in time evolution equation in the state space of the system (the energy space). In the sequel, we consider complex-valued solutions of the above problem corresponding to complex initial data (2.9). Let H be the Hilbert space of two-component complex vector-valued functions U(x) = (u 0 (x), u 1 (x)) T equipped with the following norm
Assuming that EI, ρ ∈ C 2 [0, 1] are positive functions, we obtain that the closure of smooth functions U(t) = (u 0 , u 1 ) T such that u 0 (0) = u 0 (0) = 0 will produce the energy space:
, and the equality is understood in the sense of topological equivalence.)
The problem (2.2), (2.3), (2.8) and (2.9) can be represented as an evolution problem 13) where the dynamics generator, L k 1 ,k 2 , is given by the following matrix differential expression
Remark 2.2. We introduce the factor 'i' into the definition (2.14) of the dynamics generator and into equation (2.13) for convenience. As is shown below, L k 1 ,k 2 is a rank-two perturbation of the self-adjoint operator L 0,0 . So owing to this factor we deal with a self-adjoint operator rather than with a skew-self-adjoint one.
For any (k 1 , k 2 ) ∈ R 2 , the operator adjoint to L k 1 ,k 2 (in the metric of H) is given by 17) where T k 1 ,k 2 is a rank-two operator. The following formulae hold for G ≡ (g 0 ,
A similar decomposition is valid for the adjoint operator, i.e. (L
, where
Proof. To prove the existence and then the compactness of the operator L
, we derive explicit formula for this operator. We have to show that the equation
. For the components f 0 and f 1 , we have the following system
Integrating the first equation once and using the boundary condition (EI(x)f 0 (x)) | x=1 = k 2 f 1 (1) and the second relation from (2.20), we obtain
Integrating (2.21) and using EI (1) 
Taking into account the boundary conditions f 0 (0) = 0, we obtain
Using f 0 (0) = 0, and integrating one more time, we derive that It can be verified directly that the eigenvalue problem for operator L k 1 ,k 2 in space H is equivalent to the eigenvalue problem for the following non-self-adjoint polynomial operator pencil [22] in L 2 ρ (0, 1):
Owing to lemma 2.3, the problem has a countable set of solutions. Let σ (L 0,0 ) = {λ 0 n } n∈Z be the spectrum of the operator L 0,0 and {ϕ n (x)} n∈Z be the corresponding set of the eigenfunctions. Obviously, ϕ n is a real-valued function that satisfies
To define ϕ n uniquely, we will normalize this function to unity in L 2 ρ (0, 1) and impose one more condition ϕ n (1) > 0. As is known [23] , λ 0 −|n| = −λ 0 |n| and ϕ −|n| = ϕ |n| . Similarly, let σ (L k 1 ,k 2 ) = {λ n } n∈Z be the spectrum of the operator L k 1 ,k 2 and {ψ n (x)} n∈Z be the set of normalized in L 2 ρ (0, 1) eigenfunctions of the corresponding eigenvalue pencil problem (2.25). It is known [23] that the set {λ n } n∈Z is symmetric with respect to the imaginary axis, i.e. if λ n = 0, then λ −|n| = −λ |n| , and in addition ψ −|n| (x) = ψ |n| (x) (by lemma 6.4, each λ n has geometric multiplicity 1).
Let {Φ 0 n (x)} n∈Z and {Φ n (x)} n∈Z be the sets of the eigenfunctions of the operators L 0,0 and L k 1 ,k 2 in H, respectively. The following formulae hold
Because L 0,0 is self-adjoint, the set {Φ 0 n (x)} n∈Z forms an orthonormal basis in H.
Remark 2.4.
Owing to the factor '−i' in the definition (2.14) of the dynamics generator, for each eigenvalue λ n of this operator (or pencil (2.25)), the corresponding eigenmode of the system is iλ n . So with respect to our spectral parameter λ, the upper half-plane corresponds to the stable eigenmodes and the lower half-plane to the unstable ones.
Asymptotics of the eigenvalues
The main result of this section is the spectral asymptotics for the polynomial operator pencil (2.25) (or equivalently, for operator (2.14) and (2.15)) in the case when the structural parameters ρ, E, I are positive constants. We assume for definiteness that k 1 , k 2 > 0. (All the results can be easily generalized to the case (k 1 , k 2 ) ∈ R 2 .) First, we redefine the spectral and control parameters to eliminate ρ, EI from (2.25). Defineλ,k 1 andk 2 by the relations
Substituting these relations into (2.25) and eliminating the 'tilde', we obtain the spectral problem The following asymptotic approximations are valid for the eigenvalues of pencil (3.1).
To obtain asymptotic formulae for the original problem (2.25) with ρ, EI = const, one should substitute the above expressions for λ, k j in terms ofλ,k j into (3.2)-(3.4) and then eliminate the 'tilde'.
Proof. It can be readily verified that equation (3.1) has the following solution satisfying the left-end conditions ϕ(0) = ϕ (0) = 0 :
From now on, we fix the branch of √ λ by the condition λ ≥ 0. Substituting (3.5) into the right-end boundary conditions (3.1), we obtain a system for the coefficients A(λ) and B(λ)
System (3.6) has non-trivial solutions if and only if λ satisfies the equation (λ) = 0, where (λ) is the determinant of system (3.6). After a straightforward calculation of (λ), one can represent this equation in the form
It is convenient to introduce new notations
In terms of (3.8), equation (3.7) can be written in the form
with K being defined in (3.2). (Note |L| > 1.) In the following, we formulate a technical lemma, whose proof is given after the proof of the theorem. In a strip parallel to the real axis with μ ≥ 0, we have both cosh μ and sinh μ equal to 1/2 e μ + O(e −μ ) and, therefore, the main equation (3.9) can be represented in the form
Consider the following model equation:
and we show that the roots of equations (3.10) and (3.11) are asymptotically close. More precisely, there exists n 0 such that for n ≥ n 0 , the roots of equation (3.10), denoted by {μ n } n≥1 , and the roots of equation (3.11) denoted by {μ 0 n } n≥1 , satisfy the estimate
with C being some absolute constant. Equation (3.11) can be transformed as follows:
To write the formulae for the solutions of equation (3.13), one has to distinguish four cases: (a) A > 1, which corresponds to
The following formulae hold for the roots of equation (3.13) in each of the four cases (a)-
and (c) μ
(By C ± , we denoted the upper and lower open half-planes.) Note that the set of roots (3.14) is not relevant to our problem, because equation (3.11) is an approximation to the main spectral equation (3.9) only in the first quadrant of the μ-complex plane. Formulae (3.15) show that for K > 0 there exists an infinite set of roots of the model equation (3.11) located in the first quadrant of the complex μ-plane. To justify formula (3.12), one has to use Rouche's theorem [24] . Let us take K > 1 and represent equation (3.10) in the form cos μ + iK sin μ = g(μ), (3.16) where g(μ) is a function analytic in a strip parallel to the real axis in the first quadrant such that
Consider two analytic functions G(μ) ≡ cos μ + iK sin μ and g(μ) from (3.16) on a sequence of discs D r n (μ 0 n ) centred at μ 0 n of radius r n . Let C r n (μ 0 n ) be the circumference of D r n (μ 0 n ). We show that there exists a sequence r n > 0 that goes to zero at an exponential rate, and there exists n 0 such that for n ≥ n 0 , the following estimate holds
It can be readily checked that when μ = μ 0 n + r n e iϕ , 0 ≤ ϕ < 2π , the following approximations are valid cos μ = cos(μ
Taking into account that μ 0 n is a root of equation (3.11) and counting estimates (3.19) , one can see that
We have used the notation: a n b n iff C 1 a n ≤ b n ≤ C 2 a n for some constants it means that the two functions, G and G + g, have the same number of roots in D r n (μ 0 n ). Thus, recalling (3.15), we obtain (3.12).
We have proven asymptotic formulae (3.3) and (3.4) for K > 0, n > 0. To extend them to the case K > 0, n < 0, one should take into account the symmetry of the spectrum with respect to the imaginary axis on the λ-plane.
To justify asymptotic formulae (3.3) and (3.4) for K < 0, we proceed as follows. Introduce new notations:λ = −λ,k j = −k j , j = 1, 2. It can be readily checked that the pencil eigenvalue problem (2.25) written in terms ofλ andk j has the same form. Based on the above analysis, we obtain asymptotic formulae (3.3), (3.4) withλ n ,k j , instead of λ n , k j whenK = (k 1 +k 2 )/(1 − k 1k2 ) > 0. However,K = −K and we can eliminate the 'hat' and get (3.3) and (3.4). (1) To prove the first statement of the lemma, one has to check that if μ 0 is a root of equation (3.9) , then iμ 0 is also a root of the equation. This can be checked by an elementary calculation. (2) To prove the second statement of the lemma, we use the contradiction argument.
Consider the subdomain Ω 1 of the μ-plane given by x > y > 0 (or μ > μ > 0). Assume that equation (3.9) has an infinite set of roots {μ n = x n + iy n } ∞ n=1 such that y n → ∞ as n → ∞. Because {μ n } ∞ n=1 ⊂ Ω 1 , we also have x n → ∞ as n → ∞. The following asymptotic approximations are valid as n → ∞ :
and
Substituting approximations (3.21) into equations (3.9), we obtain
Because
which is not true for K = −1. The obtained contradiction proves the result. It remains to prove the lemma for the cases when μ belongs to the subdomains Ω 2 (y > x > 0), Ω 3 (y > −x > 0) and Ω 4 (−x > y > 0). In Ω 2 , we just follow similar steps (starting from the assumption x n → ∞), because estimates (3.21) remains valid. In Ω 3 and Ω 4 , we have to change (3.21) by replacing μ n with (−μ n ). Then, we arrive at contradiction for the case K = 1.
Remark 3.4.
There may exist purely real (and purely imaginary) roots of equation (3.9) . The real roots correspond to purely oscillatory solutions of the beam equations (2.2), (2.3) and (2.8). Let us assume that there exists a purely real root ν of equation (3.9) . It means that the following system of equations has to be satisfied: cosh ν cos ν + L = 0, sinh ν sin ν = 0. Owing to the symmetry of the roots with respect to the bisector, existence of purely imaginary roots follows immediately.
Finally, we present the results for two cases: (a) |K| = 1 and (b) k 1 k 2 = 1. 
(ii) If L < −1, then there are two branches of the eigenvalues
, then the following formula holds for the eigenvalues {λ n } n∈Z of pencil (3.1):
Proof.
(1) When K = ±1, equation (3.9) can be easily transformed to 
Recalling that λ ± n = (μ ± n ) 2 we obtain formulae (3.22) and (3.23) with K = 1. For K = −1, similar calculation yields the result. In formulae (3.22) and (3.23), restrictions on 'n' follow from the condition μ ± ≥ 0. 
Substituting (3.26) into (3.27), we obtain (−1) n sin ε n = (4i/k 1 + k 2 ) e −(πn+ε n ) + O(e −3πn ). Because n −→ ∞ and |ε n | ≤ C, this equation implies that ε n −→ 0 and thus it can be written in the following asymptotic form: O(ε 2 n )), which yields
This equation generates the following asymptotic formula for ε n as n −→ ∞ :
The above result means that the sequence of roots splits into two subsequences {μ
is located in the upper half of the μ-plane, and another one {μ − n } ∞ n=1 is located in the lower half of the μ-plane. Taking into account that for the spectrum of a beam model only {μ + n } ∞ n=1 can be used, we obtain formula (3.24).
The main identity
In this section, we return to the general varying structural parameters problem introduced in §2. We use the notations Φ n , Φ 0 n , ψ n , ϕ n , λ n and λ 0 n introduced in §2c. The main result of this section is the following statement.
Theorem 4.1 (the main identity). Let
Then, the following identity holds
where we use the notation
Proof. Consider the spectral equation for the eigenfunction Φ m corresponding to the eigenvalue
3) can be modified as
is a linear-bounded operator in H. Using the spectral decomposition for the self-adjoint operator L 0,0 , we immediately obtain
Using (2.27) for Φ m and (2.19) for the operator T k 1 ,k 2 , we evaluate the scalar product, 
Substituting (4.6) and (4.5) into (4.4), we obtain
This expansion means that the following expansions hold for the components of vector
Note that because (4.7) converges in H, the first series converges in H 2 (0, 1) and the second one in L 2 (0, 1). (4.8) and (4.9) are two different expansions for the same function ψ m with respect to the same normalized system {ϕ n } n∈Z in L 2 ρ (0, 1). The non-uniqueness of an expansion is due to the fact that this system is doubly complete [25, 26] , i.e. it can be split up into two complete orthonormal systems.
In what follows, we deal with (4.8), because (4.9) leads to the same result. Let L be the linear functional defined by (B is given in (4.2))
Applying L to both sides of (4.8), we get 
Substituting (4.12) and (4.13) into (4.11), we obtain
Taking into account that ϕ n (x) = ϕ −n (x) and λ 0 −n = −λ 0 n , we modify the series from (4.14), C 1 , as follows: 
. 
The main identity (4.1) follows immediately from (4.17) if one notes that the infinite sums in the first and second brackets in the left-hand side of (4.17) are equal B (1) and B(1), respectively, owing to lemma 4.2 stated and proven below.
Lemma 4.2. The following representations are valid
Proof. Recall that the eigenfunctions {Φ 0 n (x)} n∈Z of the operator L 0,0 form an orthonormal basis in the energy space H. Owing to this fact and (2.27), we conclude that the set of functions {(1/iλ 0 n )ϕ n (x)} n∈Z is a doubly complete [25] system in the space H 2 0 (0, 1) (see §2b) equipped with the inner product With this d n , we obtain an expansion for B that converges in H 2 0 (0, 1) and, therefore, can be differentiated one time (owing to the embedding
So, we obtain
Substituting x = 1 into (4.20), we obtain (4.18).
Location of the spectrum (a) One of the control parameters is zero
The following result is a corollary of the main identity (4.1). In its proof, we use axillary propositions proven in §6. k 2 is located in the open upper half-plane, 
Remark 5.2. The cases k 1 > 0, k 2 = 0 and k 1 = 0, k 2 > 0 are of interest for engineering applications [2] . Owing to theorem 5.1, in both cases all the eigenmodes iλ m of the system (see remarks 2.1 and 2.4) are stable ( λ m > 0). This result might seem to be paradoxical, because our system is not dissipative. Indeed, for any λ m with λ m > 0, the energy (2.10) of the system evaluated on the corresponding solution e iλ m t Φ m of the evolution problem (2.13) is a strictly decreasing function of t that is going to zero exponentially as t → ∞. However, this is not true for an arbitrary solution of (2.13): the energy may be increasing on some time intervals. This may happen due to the fact that the eigenvectors of L k 1 ,k 2 are non-orthogonal in H.
Proof of theorem 5.1. We begin with the case
. By theorem 4.1, we have the main identity (4.1), in which the first term on the left vanishes. By lemma 6.3, we have ψ m (1) = 0 for any m. Thus, the factor ψ m (1) in (4.1) can be cancelled out. So, (4.1) takes the form
Let λ m = α m and λ m = β m . Separating the real and imaginary parts of equality (5.1), we obtain two relations 
Because ϕ n (1)ϕ n (1) > 0 for every n, (5.4) implies k 2 β m > 0, and we again get the desired conclusions. Now, we consider the case
. Based on the above proof for the case k 1 = 0, k 2 = 0 we conclude that (−k 1 )(−β m ) > 0, which gives us the desired result:
(b) One of the control parameters is small
In this section, we consider the spectral problem for the operator L k 1 ,k 2 assuming that the structural parameters are constant (ρ, EI = const). Our main result is a generalization of theorem 5.1. We show that the location of the spectrum predicted by that theorem does not change if one of the control parameters is sufficiently small. In the proof, we rely on theorem 5.1 and on some results from analytic function theory. We also employ the spectral equation and spectral asymptotics derived in §3. (That is why we need the assumption ρ, EI = const.) We expect that the theorem stated below is still valid in the general variable parameter case. The proof of this theorem is quite technical and is presented in the electronic supplementary material.
(c) Deadbeat modes
In this section, we investigate the existence of the so-called deadbeat modes for the constant structural parameter model. An eigenvalue λ n of the dynamics generator L k 1 ,k 2 will be called a deadbeat mode if λ n = iβ n , β n > 0. The corresponding solution e iλ n t Φ n = e −β n t Φ n of the evolution problem (2.13) tends to zero as t → +∞ without any oscillations.
We look for deadbeat modes as solutions of the spectral equation (3.7). This equation involves the control parameters k 1 and k 2 . We consider only the cases
The general case k 1 = 0, k 2 = 0 does not pose new technical difficulties but involves numerous subcases. So, the cases we consider give an idea of the situation with the existence of deadbeat modes.
Recall that (3.7) is written in terms of the spectral parameter μ = √ λ, μ ≥ 0. So, we are interested in the solutions of (3.7), which are located on the diagonal μ = x(1 + i), x > 0 in the complex μ-plane. 
, we denote the greatest integer less or equal than X). 
The following asymptotic formulae hold
and k (n)
Proof. Rewrite the spectral equation (3.7) in a different form using the following identities:
, and then substitute μ = x(1 + i), x > 0. We obtain the following equation: 
Here, on the left, we have a monotonically increasing function and on the right we have a sinusoid with the maximum 1 + 4/(k 1 − 1) and the period π . So, the two graphs have intersections on the interval [0, The system of two equation with two unknowns x and k 1 that defines the double roots of H(x; k 1 ) has the form H(x; k 1 ) = H (x; k 1 ) = 0. It follows from H (x; k 1 ) = 0 that the system has a solution only for x such that sin 2x < 0. Eliminating k 1 from the above system, we obtain that the following equation has to be satisfied:
First, we show that when cos 2x < 0 and sin 2x < 0, i.e. π (2n + 1) < 2x < 3π/2 + 2π n, n = 0, 1, 2, . . . equation (5.11) does not have any solutions. Indeed, it can be easily checked that in the above range of x we have cos 2x + sin 2x < −1 and | cos 2x − sin 2x| < 1. Using these inequalities, we obtain that G(x) = sin 2x + sinh 2x + 
Thus, g(s)
is a monotonically increasing function such that g(0)g(π/2) < 0, which means that g has a unique root on (0, π/2). Now, we derive an asymptotic distribution of roots as n −→ ∞. Let P n = exp{(3π/2) + 2π n}. The following approximations can be readily checked
and cos(2P
Substituting (5.14) and s = 2P −1 n into (5.13), we get after a straightforward calculation: g(2P
n ). This relation implies that there exists n 0 such that g(2P −1 n ) > 0 for n ≥ n 0 . Counting that g(0) < 0 we obtain that the root s n , n ≥ n 0 , of the function g(s) is located on the interval (0, 2P −1 n ). To obtain the location of this root more precisely, we use the linear interpolation. Namely, substituting (5.14) into the expression for g (s), we obtain g (2P
by the linear function, whose graph is tangent to the graph of g(s) at the point (2P
n )) and finding the root of this function, we get
Because by definition of s, we have x n = 3π/4 + π n + s n /2 the asymptotics (5.7) follows. Now, return to the equations H(x; k 1 ) = H (x; k 1 ) = 0, according to which
Substituting (5.14) and (5.15) into (5.16), we obtain (5.8).
The above result on the existence of double deadbeat modes (theorem 5.4(iv)) has a non-trivial corollary: the existence of associate vectors of the dynamics generator defined in (2.14) and (2.15). 
Proof. The pencil formulation (2.25) of our spectral problem fits into the general theory of eigenvalue problems for linear differential operators with boundary conditions involving the spectral parameter (see [27] , §2, section 2,3). According to this theory, if the characteristic determinant of the problem (which in our case is (λ) defined in (3.7) and reduced to H(x; k 1 ) in (5.6) for k 2 = 0 and λ = 2ix 2 ) has a root λ 0 of multiplicity m, then for λ 0 there exists a system of the eigenfunctions and associate functions that spans a subspace of dimension m. In our case, m = 2. So there are two possibilities: (i) there exist two linearly independent eigenfunctions corresponding to λ 0 ; (ii) there exist an eigenfunction and an associate function. However, the first option is excluded by lemma 6.4, according to which the geometric multiplicity of λ 0 is one.
Auxiliary propositions
It is convenient to reproduce (with a slight change of notations) the spectral equation and the clamped left-end boundary conditions (2.25) for the Euler-Bernoulli beam We list below three classical right-end conditions and name the corresponding problems.
(α) The clamped-free problem:
and (γ ) The clamped-sliding problem:
Depending on the choice of the right-end conditions, we have three different self-adjoint problems. The eigenvalues of each problem are real and are naturally numbered by the index j ∈ Z . If λ j and ϕ j (x) are an eigenvalue and the corresponding eigenfunction of any of the above problem, then the following symmetry relations hold: λ −j = −λ j , ϕ −j (x) = ϕ j (x) (see [23] ). For this reason, we use below the index j = 1, 2, . . . to number the positive eigenvalues.
Proposition 6.1 ([23, p. 382, 389]).
(1) Let ϕ j be an eigenfunction of the clamped-free problem. Then Proof. Using the contradiction argument, we assume that for some m ∈ Z , we have ψ m (1) = 0. In this case, using (6.7a), we claim that ψ m (x) is an eigenfunction of the self-adjoint problem corresponding to the clamped-pinned conditions:
. This means that the corresponding eigenvalue, λ m is real and by lemma 6.2, the eigenfunction ψ m is unique (up to a numerical multiple). Let us show that ψ m can be chosen as a real-valued function. Indeed, assume that the above statement is not valid, i.e. assume that ψ m (x) = u(x) + iv(x), with u and v being two linearly independent functions. Obviously, each function satisfies the same self-adjoint problem, which means that λ m has, at least, a double multiplicity. By lemma 6.2, this cannot happen. Thus, our assumption ψ m (1) = 0 implies that ψ m (x) is real-valued.
Turn to condition (6.7b). If k 2 = 0, then ψ m has to satisfy one more condition: (EI(x)f (x)) | x=1 = 0. Thus, on the one hand, ψ m is an eigenfunction of the clamped-pinned problem and, on the other hand, ψ m is an eigenfunction of the clamped-free problem, which cannot happen owing to (6.6). If k 2 = 0, then ψ m , being real-valued, cannot satisfy the boundary condition (6.7b). Thus, the fact that ψ m (1) = 0 is shown. Now, we show that ψ m (1) = 0. Assume the opposite, i.e. let ψ m (1) = 0. In this case, ψ m is an eigenfunction of the clamped-sliding beam problem, which means that λ m has to be real. Using an argument similar to the one used in the previous case (when ψ m (1) = 0), we can show that the eigenfunction, ψ m , can be chosen to be real-valued. If k 1 = 0, then for a real-valued function, boundary condition (6.7a) cannot be satisfied. If k 1 = 0, then we obtain that two different selfadjoint problems, the clamped-free and the clamped-sliding problem, share the same eigenvalue, which cannot happen owing to (6.6). Proof. Arguing by contradiction, let us assume that for some eigenvalue λ m there exist two linearly independent eigenfunctions ψ and χ . By lemma 6.3, we have ϕ(1)χ (1) = 0. Introduce a new function
Because g satisfies equations (6.1) and clamped-pinned boundary conditions (g (1) = g(1) = 0), the corresponding eigenvalue λ m must be real. Without loss of generality, g can be chosen to be real-valued (see proof of lemma 6.3 for a similar result). Now, we turn to condition (6.7b). If k 2 = 0, then a real-valued function cannot satisfy condition (6.7b). If k 2 = 0, then g satisfies an additional condition (EI(x)g (x)) | x=1 = 0, which means that g is an eigenfunction (and λ m is an eigenvalue) of two different self-adjoint problems (clamped-pinned and clamped-free problems). The obtained contradiction with (6.6) proves the result. Proof.
(1) Let k 2 = 0, k 1 = 0. Using the contradiction argument, we assume that some real λ 0 is an eigenvalue for both problems, with ϕ and ψ being eigenfunctions of the self-adjoint problem and of the non-self-adjoint problem respectively. Because k 2 = 0, both functions ϕ and ψ satisfy the problem given by equations (6.1) and the boundary condition (EI(x)f (x)) | x=1 = 0. Because both functions, ϕ and ψ, are linearly independent (ψ is complex and cannot be a constant multiple of real-valued function, whereas ϕ can be chosen real) and by lemma 6.3 ψ (1) = 0, one can define a new non-zero function
This function has the following properties: (i) g satisfies equations (6.1) and (EI(x)g (x)) | x=1 = 0, (ii) by construction, g (1) = 0. This means that g is an eigenfunction of a clamped-sliding problem with some eigenvalue, σ m . However, λ 0 cannot coincide with σ m owing to (6.6). The obtained contradiction proves the first statement of the lemma. The case k 1 = 0, k 2 = 0 can be treated in a similar way. (2) Let k 1 = 0 and k 2 = 0. Assume as above that real λ 0 is an eigenvalue for both problems and let ϕ and ψ be defined as before. Based on (6.5) and (6. it can be easily seen that in case of constant structural parameters the spectra of the clamped-clamped problem and the clamped-free problem do not intersect. Indeed, the spectral equation corresponding to the clamped-clamped problem (k 1 = k 2 = ∞) is cosh μ cos μ + 1 = 0, and the spectral equation corresponding to the clamped-free problem (k 1 = k 2 = 0) is cosh μ cos μ − 1 = 0. Obviously, these two equations do not share a root. Thus, the second statement of the lemma is shown. (3) To prove statement (3), we can proceed as in the proof of statement (2) except for the last step, because in the case of variable coefficients, we do not have the explicit spectral equations.
We note that all the statements proven in this section have been used in §5 except for statements (2) and (3) of lemma 6.5, which are given for completeness and because they might be of interest in their own right.
Conclusion
In this paper, we have considered the Euler-Bernoulli beam model with special feedbacktype boundary conditions depending on two gain parameters. Similar conditions are known to produce a destabilizing effect on such systems as Rayleigh and Timoshenko beam models. Namely, the spectra of the two aforementioned systems have infinite subsequences of the eigenmodes located in the right half-plane of the spectral parameter. The results of this paper show that the situation with the Euler-Bernoulli beam model is drastically different from that for the Rayleigh and Timoshenko beam models. For a broad range of the gain parameters, the entire spectrum of the Euler-Bernoulli system is located in the open left half-plane, i.e. consists of the stable eigenmodes.
Data accessibility. The work is purely analytical; it does not have any experimental data. Authors' contributions. Both authors were involved in developing the content of the paper and preparing its final version.
Competing interests. We declare we do not have any competing interests. Funding. We received no funding for this study.
