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Many active particles, both of biological and synthetic origin, can have a light controllable propul-
sion speed, a property that in biology is commonly referred to as photokinesis. Here we investigate
directed transport of photokinetic particles by traveling light patterns. We find general expressions
for the current in the cases where the motility wave, induced by light, shifts very slow or very fast.
These asymptotic formulas are independent on the shape of the wave and are valid for a wide class
of active particle models. Moreover we derive an exact solution for the one-dimensional “run and
tumble” model. Our results could be used to design time-varying illumination patterns for fast and
efficient spatial reconfiguration of photokinetic colloids or bacteria.
INTRODUCTION
Active particles can move with a persistent velocity
that has two main components: a drift velocity pro-
duced by external forces and a self-propulsion velocity.
A considerable amount of research in active matter dy-
namics has been focused on the effects of non homoge-
neous force fields [1] and in particular on the possibil-
ity of obtaining directed transport by means of rectifi-
cation phenomena [2]. The emergence of a net parti-
cle current, in absence of a net external force, requires
the simultaneous breaking of both time reversal and mir-
ror symmetries [3]. In active particles systems this can
be simply achieved by an external asymmetric poten-
tial that directly breaks mirror symmetry and indirectly
breaks time-reversal symmetry by generating, in con-
junction with self-propulsion forces, irreversible micro-
scopic trajectories [4]. It has been shown that these
rectified currents are potentially exploitable in micro-
engineering applications such as micro-cargo delivery [5]
and micro-machines actuated by swimming bacteria [6–
10] or catalytic self-propelled particles [11]. More recent
work has introduced several examples of synthetic self-
propelled particles and biological active particles with a
self-propulsion speed that is controllable in space and
time by shaping light exposure [12–16]. Swimming E.
coli cells, expressing a light-driven proton pump, can
have a light controllable speed [12] which allows to shape
their density in response to inhomogeneous illumina-
tion [17, 18]. However, static light patterns can only
prescribe the speed (photokinesis) at each space location
thus generating single particle trajectories that obey the
same microscopic dynamical laws when viewed in both
directions of time. This is not true when an orientational
response to light intensity gradients is also present, as in
the case of Janus particles for which artificial phototaxis
has been recently reported [19]. To see a net current in
a system of purely photokinetic active particles we have
to break time reversal symmetry at a microscopic level.
One possibility is to increase particle density, so that
inter-particle interactions become important [20]. The
other natural route is that of using light patterns evolv-
ing with a time asymmetric dynamics. This idea has been
recently investigated in [21] where it was shown that a
shifting (periodic) speed pattern generates a net current
in a model system of active Brownian particles. A more
interesting finding is that, for slow wave speeds, particles
drift in the opposite direction to that of the traveling
wave.
Here we show that flow inversion is a general phe-
nomenon for all models of non-interacting active parti-
cles having an exponentially correlated propulsion force.
This result holds whenever these particles are subjected
to a generic periodic shifting speed pattern of the form
v(x, t) = v(x−c t) where x is one of the coordinated axes,
c is the speed of the wave and t is time. We find analyt-
ical expressions for the current in both the low and high
wave speed limits which are independent on: i) the wave
profile (sinusoidal, rectangular, ...), ii) the reorientation
mechanism (run and tumble, active Brownian, ...), iii) the
dimensionality of space (1d, 2d, 3d). Finally we obtain
an exact solution for 1d “run and tumble” particles in
a square light intensity wave traveling with an arbitrary
speed. We confirm all our theoretical predictions by sim-
ulations of various models with different dimensionality
and different wave shapes.
It is important to remark that, in photokinetic parti-
cles systems, these currents arise in absence of any ex-
ternal force and therefore they are very different from
those generated by traveling force fields which have been
investigated in driven passive particles [22, 23] and re-
cently also in active particles systems [24, 25]. Our pho-
tokinetic particles currents are obtained by controlling
only the modulus of velocity in space and time so they
are also very different from the chemotactic fluxes that
may be generated by a traveling wave of chemoattrac-
tant [26]. Indeed in this case concentration gradients
determine also the direction of the motion of the par-
ticles. Our results could be specifically used to design
shifting illumination patterns for the optimal transport
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2of photokinetic colloids or bacteria.
THEORY
We consider the generic equation of motion for the x-
coordinate of the active particle:
x˙ = v(x− c t) ξ (1)
where v(x) has period λ and shifts with speed c. Here
ξ is the “active noise” source whose properties will be
detailed in the following. By introducing the variable
x′ = x− c t (i.e. by switching to the reference frame of
the wave) Eq. (1) becomes
x˙′ = v(x′) ξ − c (2)
If we indicate by P (x′, ξ) the distribution in phase space,
its equation of motion reads
∂tP = −∂x′ [(v ξ − c)P ] +WP (3)
whereW is an evolution operator, acting only on ξ. We
chooseW such that
∫
dξWP = 0 (4)∫
dξ ξWP = −α 〈ξ〉x′ ρ (5)
where ρ is the marginal probability ρ =
∫
dξ P (i.e. the
position probability density), 〈ξ〉x′ is the average value
of the noise at x′ and α is the relaxation rate of ξ. From
now on we will indicate the average over ξ with the single
brackets, 〈...〉x′ = ρ−1
∫
P (x′, ξ) ... dξ, while the average
over both x and ξ will be indicated by the double brack-
ets: 〈〈...〉〉 = ∫ ∫ P (x′, ξ) ... dξdx′. Note that, as shown
in Ref. [27], Eq.s (4) and (5) ensure that 〈〈ξ〉〉 = 0 and
〈〈ξ(0) ξ(t)〉〉 = 〈〈ξ2〉〉 exp(−α t) so that the results that
follow are generally valid for a broad class of active par-
ticles models with exponentially correlated noise. Widely
used examples of such models are the “run and tumble”
(RT) model [28], the “active Brownian” (AB) particle
model [29] and the “Gaussian colored noise” model [30].
From now on we consider the stationary state by setting
∂tP = 0. Integrating Eq. (3) with respect to ξ we obtain
− ∂x′J ′ = −∂x′ [ρ 〈ξ〉x′ v − ρ c] = 0 (6)
where we have introduced the density current in the wave
reference frame J ′ which must be a constant. Integrating
Eq. (3), after multiplication by ξ, we have
∂x′
[
ρ
v
(〈ξ2〉x′ v2 − c2)− c J ′
v
]
+
αJ ′
v
+
αρ c
v
= 0 (7)
If we now integrate Eq. (7) in x′ over the period λ the
term in the derivative is zero, since both ρ and v are
periodic over λ, thus we get
J ′ = − c
λ
〈〈v−1〉〉
v−1
(8)
where we have introduced the ensemble average of v−1
〈〈v−1〉〉 =
∫ λ
0
dx′
ρ
v
and the (non-weighted) spatial average
v−1 = λ−1
∫ λ
0
dx′
1
v
.
From Eq. (8) we can derive the asymptotic behavior
of J ′ both in the low and high c regimes by properly
approximating the probability density ρ. For low c we
set
ρ ≈ v
−1∫ λ
0
dx′ v−1
so that
〈〈v−1〉〉 ≈
∫ λ
0
dx′ v−2∫ λ
0
dx′ v−1
Thus for low c we have J ′ ≈ −(c/λ)
(
v−2/ v−1
2
)
. The
current in the laboratory reference frame is obtained as
J = (c/λ) + J ′, therefore
J ≈ c
λ
(
1− v
−2
v−1
2
)
(9)
which is negative since v−2 ≥ v−12 (Schwartz inequality).
This implies that for low c the particles drift in a direction
which is opposite with respect to the wave direction.
For high c we can approximate ρ by considering that
each active particle takes a long time to reorient and it
can “average” over many periods of the wave before ξ
changes appreciably. In this case the ξ can be considered
as “frozen” and the density becomes ρ ∝ 1/(c+ ξ v). By
normalizing this ρ and expanding to second order in v we
find:
ρ ≈ λ−1
(
1 +
ξ2v2
c2
− ξ
2vv
c2
+
ξ2v2
c2
− ξ
2v2
c2
− ξv
c
+
ξv
c
)
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FIG. 1. Current as function of the wave speed in simulations
(circles) and theory (full lines) for the RT1d model. Different
colors represent J for various values of v1 (see legend). Here
we fix α = 1. The shaded area highlights the negative current
region.
Averaging over ξ we get
ρ ≈ λ−1
[
1 + 〈〈ξ2〉〉
(
v2
c2
− vv
c2
+
v2
c2
− v
2
c2
)]
(10)
Inserting Eq. (10) in Eq. (8) we obtain for the current
J ′ ≈ −(c/λ)[1− 〈〈ξ2〉〉(v2 − v2)/c2], therefore in the lab-
oratory reference frame
J ≈ 〈〈ξ
2〉〉
c λ
(
v2 − v2
)
(11)
which is positive, since v2 ≥ v2, indicating that the par-
ticles drift in the direction of the wave at high c. Eq.s (9)
and (11) are “universal”, i.e independent on the specific
exponentially correlated noise, and prove that there must
be a particular c where the flow inversion occurs. More-
over from these two equations is clear that the asymp-
totic J is independent on the shape of the wave and on
the relaxation rate of the noise.
We now derive the full analytic solution for J for all
values of c for the RT model in 1d, for a square wave. In
this case Eq. (7) becomes
J ′
(
α
v
− c ∂x′ 1
v
)
= −∂x′
(
v2 − c2
v
ρ
)
− αc
v
ρ (12)
since 〈ξ2〉x′ = 1. Specializing the calculation to the case
of a square wave we consider v(x) = v1 if 0 < x < λ/2
and v(x) = v2 if λ/2 < x < λ. By using the same proce-
dure adopted in Ref. [4], we solve Eq. (12) for the prob-
abilities Pn (n = 1, 2) in the two regions and imposing
normalization and boundary discontinuous conditions at
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FIG. 2. Current as function of the wave speed in simulations
(circles) and theory (full lines) for the RT1d model. Different
colors represent J for various values of α (see legend). The
dashed line is the theoretical curve for smooth-swimmers (α =
0). Here we fix v1 = 1/2. The shaded area highlights the
negative current region.
0 and λ/2, we finally obtain an expression for J . For
c < v1 and c > v2 the expressions for the current J in
the laboratory frame is
J =
c
λ
[
sinh(A1 +A2)
K sinhA1 sinhA2 − sinh(A1 +A2) + 1
]
(13)
A1 =
αc
4
λ
v21 − c2
, A2 =
αc
4
λ
v22 − c2
K =
2(v2 − v1)2
αλc
For v1 < c < v2 we have to consider that, in the travel-
ing frame, right-oriented particles accumulate at x′ = 0.
To understand this we note that the the velocity field of
right-oriented particles is v(x′) − c that changes sign at
x′ = 0 and x′ = λ/2. Such velocity field points towards
x′ = 0 both from the left and from the right (see Sup-
plementary Figure), while it points away from x′ = λ/2.
This builds up a δ-function contribution to the proba-
bility density at x′ = 0. Considering this, after some
algebra, we obtain
J =
c
λ
[
1
Q2(1− e−2A2)−Q1(1− e2A1)− 1 + 1
]
(14)
Q1 =
(c− v1)2
αλc
, Q2 =
(v2 − c)2
αλc
In the case of “smooth swimmers”, i.e. non-tumbling
particles, we can derive a simpler expression of the cur-
rent J by taking the limit α → 0 in Eq.s (13) and (14).
We have, for c < v1 and c > v2
4Jss =
c
λ
(v2 − v1)2
4c2 − (v1 + v2)2 (15)
and for v1 < c < v2
Jss =
c
λ
c− v1v2/c
2c+ v1 + v2
(16)
SIMULATIONS
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FIG. 3. Current as function of the wave speed in 2d simula-
tions of the RT model (full lines), different colors represent
J for various values of v1 (see legend). Dashed lines are the
theoretical prediction for asymptotes. Here we fix α = 1. The
shaded area highlights the negative current region.
To verify the results of the previous section we per-
form computer simulations of various models in different
dimensions and with different wave shapes. In all our nu-
merical calculations we integrate directly the stochastic
equation of motion (2), for non-interacting active par-
ticles. We use a GPU-based simulation that allows to
evolve tenths of thousands of particles, for millions of
time-steps, in few minutes.
We start by considering the RT model in 1d to check
the analytic formulas (13) and (14) for the square wave.
In this case ξ is telegraphic noise that switches between
−1 and +1 at a rate α. In these simulations we fix the pe-
riod of the wave λ = 1 and square wave maximum speed
v2 = 1. In Fig. 1 we show the theory and the simula-
tion results for several different values of the low speed
value v1. As it can be seen the agreement between theory
and simulation is perfect validating our analytic result.
Moreover it is clear that as v1 decreases J increases in
the c > v2 region while it increases and then decreases
in modulus at low c. In Fig. 2 we show J as a function
of c at fixed v1 = 1/2 upon varying α. It is evident that
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FIG. 4. Current as function of the wave speed in 2d simula-
tions of the RT model (full lines), different colors represent
J for various values of α (see legend). Dashed lines are the
theoretical prediction for asymptotes. Here we fix v1 = 1/2.
The shaded area highlights the negative current region.
|J | increases both in the low and high c regimes up to a
limiting value represented by the α = 0 case.
To check the validity of the asymptotic formulas (9)
and (11) we run simulations of the RT model in 2d sub-
jected to a square wave speed pattern. In this case ξ in
Eq. (2) becomes ξ = cos(θ), where the orientation angle
θ changes abruptly during “tumble” events (happening
at rate α) taking a random value between 0 and 2pi (note
that here 〈〈ξ2〉〉 = 1/2 ). In Fig. 3 we show the asymp-
totic theory and the simulation results varying v1. We
see that the effect of varying v1 is qualitatively very sim-
ilar to the 1d case and that the asymptotic expressions
(9) and (11) capture J at low and high c. In the case
where v1 and v2 are fixed and α varies (Fig. 4) we find
again a strong analogy with the 1d case, i.e. |J | increases
as α decreases at all values of c, moreover Eq.s (9) and
(11) result to be correct asymptotically.
For testing the independence of the results (9) and
(11) on the particular form of v(x) we also run simu-
lation of the 1d RT model in the case where v is a cosine
with maximum and minimum speed values vb and va, i.e.
v(x) = (vb − va)[cos(2pix/λ) + 1]/2 + va. We choose va
and vb such that
(
v2 − v2
)
and
(
v−2/v−1
2
)
computed
for he cosine are the same of those of the square wave used
above with v1 = 1/2 and v2 = 1. In this way, according to
(9) and (11), the asymptotes of J for the two cases should
coincide. In Fig. 5 we see that the current for the two
v(x) collapse on the asymptotic curves both in the low
and high c regions. This “master plot” can be enriched
by adding the numerical results of the 2d RT model in the
square wave case. If we choose v1 =
√
2/2 and v2 =
√
2
then the asymptotic forms of the 1d and 2d cases should
be identical absorbing the factor 〈〈ξ2〉〉 = 1/2, as verified
in Fig. 5.
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FIG. 5. The colored curves represent the current in simula-
tions as function of the wave speed in different models, wave
shapes and dimensionality (see legend). Here we fix α = 1
for all models and we choose v(x) so that the variance of the
speed and the ratio v−2/v−1
2
is the same in all cases. The
dashed lines are the asymptotes from theory.
Finally we also check the validity of these asymptotes
for AB particles. In this model ξ = cos(θ), as in the 2d
RT case, but θ evolves more gradually because rotational
Brownian motion. For AB particles θ˙ = α−1 η, where η
is standard (delta-correlated) white noise: 〈η(0)η(t)〉 =
2δ(t). We use a square wave for v(x) with v1 =
√
2/2
and v2 =
√
2 as in the RT case above. Again in Fig. 5
we show that the numerical asymptotes fall on top of the
other curves.
CONCLUSIONS
We have derived the asymptotic expressions for the
current in active particles models with exponentially cor-
related self-propulsion, when these are subjected to trav-
eling periodic speed landscapes. Our equations show
that, when the traveling pattern moves slowly with re-
spect to the particle minimum speed, the flow occurs
oppositely to the wave shifting direction. Differently,
when the pattern shifts faster than the particle maxi-
mum speed, the current goes in the same direction of
the traveling wave. This demonstrates that flow inver-
sion is a general phenomenon occurring in a wide class
of active particles models. Moreover our asymptotic for-
mulas are independent on the shape of the wave and on
the propulsion relaxation in the specific model as con-
firmed by computer simulations. Finally we have derived
an exact solution for the “run and tumble” model in one
dimension in the case where the speed profile is a square
wave. This model gives valuable information about how
the current increases upon increasing the relaxation time
of the propulsion and allows to know precisely which pat-
tern speed maximize the positive or negative current. It
could be also interesting to perform simulations of inter-
acting particles [7] subjected to shifting speed patterns.
To describe these systems theoretically one could start
by using schematic lattice models with excluded volume
interactions [31].
Our results provide a strategy to design traveling light
patterns with shape and speed that are optimized for
the transport of photokinetic bacteria or self-propelled
colloids. From a practical point of view these currents
could be used for the delivery of colloidal cargoes in tar-
get regions that are reconfigurable and without the need
of permanent micro-fabricated structures.
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