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Abstract—The paper presents different no reference (NR) ob-
jective metrics addressing the most important artefacts for
raw (source) video sequences (noise, blur, exposure) and those
introduced by compression (blocking, flickering) which can be
used for assessing quality of experience. The validity of all
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1. Introduction and the General
Prototype Concept
The importance of “live” streaming, which operates on
the basis of wireless networks, has been veriﬁed in re-
cent years by the emergence of numerous applications
such as mobile TV and IP video monitoring systems in
urban areas. Unlike traditional applications such as web
browsing, multimedia applications require real-time con-
tent transmission mechanisms with a low negative impact
on user-perceived quality of video communication [1]. To
meet this requirement, increase user satisfaction and, conse-
quently, increase the proﬁts for service suppliers, a system
of evaluation/veriﬁcation of video artefacts must be devel-
oped and implemented. This solution should be designed
for wireless transmission infrastructures in order to control
the pseudo-subjective quality of “live” transmitted video se-
quences [1]. The term “pseudo-subjective” means control
with the use of objective metrics, veriﬁed on the basis of
subjective assessments.
Limitations of traditional solutions based on the notion of
quality of service (QoS) require arrangements such as de-
scribed in [2], i.e., taking into account the characteristics of
the transmission media, human vision (human visual sys-
tem, HVS), and the level of quality as perceived by the
user (quality of experience, QoE). However, most of the
currently available QoE assessment systems are designed
either for one speciﬁc type of visual content and applica-
tion, or for one speciﬁc scenario of a wireless service. In
recent years, models without a reference (also known as no
reference, NR, models) have gained particular focus. To
evaluate the QoE, they do not require access to the refer-
ence (undistorted) sequence.
It should be noted that the development of new QoE models
working in the NR scenario is still a challenging area of re-
search because of the limitations of current metrics (which
must be applicable in a non-laboratory environment), diver-
siﬁcation of the evaluation based on the content and user
proﬁle, resistance to variety of emerging distortions, and
the need to meet the requirements of low computational
complexity.
This paper highlights the need for assessment of imaging
artefacts for “live” streaming applications in a wireless en-
vironment and describes the models implemented in the
NR scenario assessment. The proposed solution is veri-
ﬁed using the results of psycho–physical experiments. The
results obtained show the usefulness of the proposed mech-
anisms for assessing the quality of streaming applications
in a wireless environment, and conﬁrm the high correlation
with the feelings of users.
The concept presented in this article is to create techniques
and tools that can be implemented by service providers
with a view to continuing the monitoring of overall video
sequence streaming service quality. The results (technology
and tools) are expected to be used (mainly) in the wireless
service.
The most innovative and distinctive functionality of the sys-
tem is the introduction of NR metrics to assess and monitor
the QoE. It should be noted that the proposed credible as-
sessment and control of the perceived quality of video se-
quences, based on the QoE numerical estimations and the
accuracy calculation of video reconstruction in the context
of speciﬁc parameters and playback rate conditions, play
a fundamental role in ensuring QoE for services based on
video sequence streaming.
As already mentioned, the quality estimation solution, al-
lowing to assess video sequences when there is a lack of
available references, remains a challenge. In contrast to all
methods based on reference solutions (full reference, FR,
and reduced reference, RR), which are limited by short-
comings in the quality of the source video sequence, the
NR approach evaluates absolute quality, as seen from the
perspective of the user. NR does not require the additional,
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ideal channel to transmit data to be used as a reference.
In addition, the NR solution allows for “live” transmitted
session tracking, allowing the delivery of estimated results
in real-time.
For real applications the authors are interested in absolute
quality throughout the supply chain of media (known as
end-to-end); in other words, from the beginning (the impact
of focus, noise, exposure), through the transition stages (the
impact of stream bandwidth scaling), to the end (the impact
of the presentation and application). NR-type methods of
assessing quality are therefore a natural response to the
needs of real video sequence streaming scenarios.
It is particularly important to assess the impact of scalable
stream bandwidth. Gaining increasing popularity, video
sequence streaming services are still faced with the prob-
lem of limited access links bandwidth. Although for wired
connections bandwidth is generally available in the order
of megabits, higher bit rates are not as common for wire-
less links. Users of wireless links cannot expect a stable
high-bandwidth connection.
Therefore the solution to run video sequence streaming ser-
vices for such access lines is transcoding video streams “on
the ﬂy”. The transcoding result is bit rate (and quality)
scaling to personalize the stream sent to the current param-
eters of the access link. Scaling the quality of the video
sequences is usually in the (often inseparable) domains of
compression, space and time. Scaling in the compression
domain usually boils down to operating the codec quanti-
zation parameter. Scaling in the spatial domain means re-
ducing the eﬀective image resolution, resulting in increased
granularity when one tries to restore the original content to
screen size. Scaling in the temporal domain amounts to
the rejection of frames, i.e., reducing the number of frames
transmitted per second (FPS).
The abovementioned scaling methods inevitably lead to
a lower perceived quality of end-user experience. There-
fore the scaling process should be monitored for QoE levels.
This gives the opportunity to not only control but also to
maximize QoE levels in real time, depending on the prevail-
ing transmission conditions. In case of failure to achieve
a satisfactory level of QoE, an operator may intentionally
interrupt the service, which may help in preserving and
allocating network resources to other users.
Unfortunately, determining the level of QoE in any case
cannot be reduced to a simple maximization of quantitative
parameters in each of the three domains. Consumer per-
ception based on HVS, is highly non–linear and depends
on many variables (such as visual content). Therefore at-
tempts are made to create models for automatically deter-
mining QoE levels through the analysis of visual content
as seen by the user [3].
Attempts to determine the impact of scaling in the compres-
sion domain on the perceived QoE quality are particularly
diﬃcult. The same compression ratio is not a suﬃcient
indicator of perceived quality. In the NR model it is nec-
essary to identify the impact of this manipulation on the
eﬀects shown in the image. The most important eﬀects
associated with lossy compression are block artefacts and
block ﬂickering. To determine the QoE it is necessary to
accurately and quantitatively assess the severity of these
eﬀects. Numerous models given in literature [3], [4], [5]
usually do not achieve a suﬃcient correlation with actual
user ratings.
It is far easier to model the impact of scaling in the temporal
domain, because here at least the FPS value is openly avail-
able. Attempts to model the impact of scaling in the domain
of perceived quality have been made in several studies, in-
cluding [6]. It is relatively less complicated to evaluate the
eﬀect of a reduction in motion picture eﬀective resolution
(i.e., increase in granularity) on the visual eﬀects. These
eﬀects were studied in [3], [7], although the former work
used other applications.
The methodology of studies presented in the section cov-
ering the evaluation of scalable video sequences of this
paper is based on subjective quality tests on independent
inﬂuences of the three abovementioned scaling methods. In
addition, the study was carried out on developing metrics,
evaluating each quality parameter and presenting the results
of statistical analysis of results.
The ﬁrst value-added feature of this research is the pro-
vision of an identical environment for the psycho-physical
experiment for all test artefacts and for scaling all three do-
mains of quality using an eleven-point quality scale. This
provides an opportunity to compare the results obtained for
all considered scaling methods, and to build an integrated
model (still being reﬁned) that takes into account the si-
multaneous combination of methods. Another innovative
element is the measure of evaluation of lower qualities due
to the large value of QP – a measure with a very high cor-
relation with subjective assessments. Another added value
is a detailed statistical analysis of the results obtained for
correlation with the mean opinion score (MOS) and statis-
tical reliability. It is an often overlooked element in work
on QoE modeling. Furthermore, diﬀerent video sequences
have been used and considered in subjective tests as an ad-
ditional independent variable, in some cases allowing for
the statistical analysis of the impact of a given sequence on
the accuracy of the resulting measurement.
In summary, the authors present a concept that involves cre-
ating and implementing QoE metrics based on user prefer-
ences, assessments of subjective and observer characteris-
tics, and the feedback loop formed by the iterative veriﬁ-
cation of metrics, modifying their parameters on the basis
of these subjective assessments.
The remainder of the article is structured as follows. Sec-
tion 2 deals with the measurement of quality and arte-
facts (based on video parameters – Subsection 2.1 and net-
work parameters – Subsection 2.2). Section 3 presents the
psycho-physical experiment veriﬁcation environment. Sec-
tion 4 presents a statistical analysis of the results in terms
of measurement and scaling artefacts in the compression,
spatial and temporal domain, and information on how to
implement the prototype, while Section 5 contains conclu-
sions and plans for further research.
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2. Quality Measures
This section includes a description of video quality metrics
dedicated to the assessment of certain video artefacts in
a no reference mode. The metrics are used to build a QoE
monitoring prototype. This section provides a summary
of the work on video quality metrics developed in recent
years. For detailed descriptions of the metrics please refer
to [1], [8], and [9].
2.1. Measures of Quality Based on QoV Parameters
Exposure. An exposure distortion is understood as the over-
all quality degradation caused by incorrect exposure time.
The metric was inspired by the shape of histograms of im-
ages taken for diﬀerent exposure times. A histogram of
a correctly exposed image spreads over the whole lumi-
nance range. Histograms of over- and under-exposed im-
ages are shifted to the bright and the dark side respectively.
The higher the exposure distortion, the more signiﬁcant
the shift. In other words, there are no completely black
and white regions on over- and under-exposed images re-
spectively. Consequently, the exposure metric is based on
histogram range inspection.
The metric is calculated locally for each video frame. In
the ﬁrst step mean luminance is calculated for each macro-
block of a given video frame. The average of the three
macro-blocks with the lowest and highest luminance repre-
sent luminance (histogram) bounds. The exposure metric




where Lb and Ld are bright and dark luminance bounds.
The video level metric is calculated by averaging frame
metrics over one scene. The proposed methodology as-
sumes that each natural video sequence has at least some
bright and dark regions. It is a signiﬁcantly more accu-
rate approach than a simple histogram average luminance
calculation. For instance, it eliminates the problem when
images showing black objects with very few bright regions
would be classiﬁed as under-exposed.
Blur. The most common approach of image blur estimation
utilizes the fact that blur makes image edges less sharp.
Recent work representing this approach is described in [10]
and [11]. The proposed metric is based on an average width
of sharp edges only. Sharp edge selection is critical in terms
of predicting accuracy since it eliminates strong content
dependency. In the ﬁrst step, strong edges are detected
using the Sobel operator. In the second phase, edge width
is measured as a number of neighbouring pixels (localized
on the left and right in the same horizontal line) that fulﬁls
the following criteria:
– the right-localized pixel intensity values systemati-
cally increase/decrease for rising/falling edges,
– ditto for left-localized pixels,
– the edge slope value does not fall below a certain
level, deﬁned by the standard deviation of surround-
ing pixel intensity.
Noise. The idea behind the proposed noise metric is based
on research presented by Lee in [12]. According to this
work, the most convenient method of estimating noise in
remotely sensed images is to identify homogenous image
areas and use them to calculate noise statistics. More recent
work utilizing this approach is presented by Farias in [10]
and Dosselmann in [11].
The presented approach of identifying homogenous regions
guarantees the selection of a comparable number of blocks
for images ranging from low to high spatial complexity.
It outperforms approaches based on a ﬁxed threshold in
terms of a visual nuisance prediction performance. In or-
der to eliminate moderate content dependence (a drawback
of existing metrics), the spatial masking phenomenon is ad-
dressed by weighting frame-level noise values according to
the spatial activity of a given frame. This compensates the
well-known property that images with low spatial complex-
ity are more exposed to visual distortion caused by noise.
Block artefact. Blockiness artefact measurement is based
on the well-known discrete cosine transform (DCT)-based
coding. Each blockiness artefact has at least one visible cor-
ner. Recent research utilizing this fact is described in [10]
and [11]. In the proposed approach the blockiness artefact
is calculated locally for each coding block. The absolute
diﬀerence of pixel luminance is calculated separately for
intra-pairs, represented by neighbouring pixels from one
coding block, and inter-pairs, represented by pixels from
neighbouring blocks. A ratio between the total value of
intra- and inter-diﬀerence is considered as the blockiness
level.
Block flickering. The ﬂickering metric described here was
inspired by the work presented by Pandel in [13]. The im-
plementation task was threefold. The ﬁrst aim was to deﬁne
the threshold used to decide whether a given macro-block
remains in state of no-update. In [13] the threshold was
deﬁned as the mean squared diﬀerence between the pixels
of the current and corresponding macro-blocks, although
the exact value was not revealed. The authors calculated
the threshold as an average of absolute diﬀerences in pixel
luminance for each 16×16 macro-block. Second, a diﬀer-
ent method for spatial pooling was proposed by calculating
the frame-level ﬂickering measure as a mean value over
a small number of macro-blocks with the highest values
(number of transitions between states). Third, the two pre-
vious parameters were adjusted in order to optimize predic-
tion performance deﬁned as a correlation with subjective
scores. Similarly to the blockiness metric, averaging over
a time window is required; the window size was equal to
the sequence length for the purposes of the experiment.
In order to maximize the correlation of the ﬂickering met-
ric F with MOS, the authors considered several threshold
values (between 0.5% and 2% of luminance change) and
several numbers of macro-blocks with the highest num-
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ber of transitions between states (between 0.5% and 10%
of macro-blocks). The highest correlation with MOS was
achieved for the threshold equal to 1% and frame-level ﬂick-
ering averaging over 3% of the total number of macro-
blocks.
2.2. Measurement of Video Content Characteristics
For the purpose of the subjective experiment the authors
were interested in choosing a good representation of videos
to be included in the sequence pool; this means video se-
quences which would obtain diﬀerent MOSs for the same
compression parameters. On the other hand, sequences
which are similar in terms of scene complexity should be
avoided because they would not provide any additional in-
formation to the experiment.
The key parameters describing any video sequence char-
acteristics are spatial and temporal information, i.e., the
number of details and the movement dynamics respec-
tively. In order to make the selection task easier, the authors
use a scene complexity measure [14]. Scene complexity is
a function of both spatial and temporal information which
provides information on how diﬃcult a given video se-
quence is to encode. It should be noted that it is repre-
sented by a single value, therefore the task of sequence
selection becomes signiﬁcantly simpler than for selection
based on spatial and temporal information. It is easier to
decide which scenes are close to each other and which are
not.
The question how to measure all these content characteris-
tics remains open. This paper utilizes a method presented













and TA(n) is temporal activity computed on the base of nth




In both Eqs. (3) and (4) F(n) denotes the nth video frame
luminance channel. Sobel is the Sobel ﬁlter [14] and
rmsspace is the root mean square function over an entire
video frame.
3. Veriﬁcation of Measurement by
Subjective Psycho–Physical
Experiments
In order to properly model the image quality parameters to
the assessment of subjects, an appropriate environment for
the psycho-physical experiment was created. The experi-
ments were performed at the AGH University of Science
and Technology in Kraków. They were attended by over
100 students. Very similar conditions (LCD monitors and
lighting) were provided for all test positions (see Fig. 1),
and the experiments themselves followed the Video Qual-
ity Experts Group (VQEG) methodologies [15] wherever
possible.
Fig. 1. Psycho–physical experiment environment.
Fig. 2. Thirteen VQEG test sequences.
The experiment used thirteen VQEG test sequences (see
Fig. 2) [15], [16], [17]: “Barcelona” (#2), “Harp” (#3),
“Canoa Valsesia” (#5), “Fries” (#7), “Rugby” (#9), “Mobile
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& Calendar” (#10), “Baloon–pops” (#13), “New York 2”
(#14), “Betes pas betes” (#16), “Autumn leaves” (#18),
“Football” (#19), “Saitboat” (#20) and “Susie” (#21).
These sequences reﬂect the broad spectrum of two diﬀerent
characteristics of the content (temporal video activity and
spatial video activity). Video sequences were encoded us-
ing the H.264 codec (X264 implementation), main-proﬁle
(Level 40). In accordance with the VQEG recommenda-
tions, QP was selected to obtain the order of the aver-
age bit rate streams of 5000 kbit/s (Compression Ratio,
CR = 50.38848), 1000 kbit/s (CR = 251.9424), 500 kbit/s
(CR = 503.8848), 300 kbit/s (CR = 839.808), 200 kbit/s
(CR = 1259.712) and 100 kbit/s (CR = 2519.424).
The initial FPS rate was 30 with FPS rates values of 15,
10, 7.5, 6 and 5 also examined.
The eﬀective initial resolution was the SD/D-1 NTSC reso-
lution (720×486). Additionally the HHR 525 (352×480),
SIF (352×240), QCIF (176×144) and SQCIF (128×96)
resolutions were examined.
The authors used the ACR methodology, as described
in ITU-T Recommendation P.910 [18]. This methodol-
ogy represents the single-stimulus (SS) approach, which
means that all video sequences in the test set are pre-
sented one after another without the option of compari-
son with the reference. Reference sequences are included
in the test set and evaluated on the same basis as the oth-
ers. This approach is known as ACR with hidden reference
(ACR-HR). An eleven-step, numerical quality scale was
used [18].
4. Statistical Analysis of Results
of the Evaluation – Implementation
of Prototype
This section contains a description of the methodology
used to build models which are the components of the
prototype used to evaluate the perceived QoE of stream-
ing video sequences. The prototype includes the following
components:
– single metrics to evaluate the quality of the source
material,
– metric scaling in the time domain,
– metric scaling in the space domain,
– integrated metrics for the evaluation of H.264 com-
pression (scaling in the domain of compression).
Descriptions of individual quality metrics and sequence
characteristics of the video sequences are presented in Sec-
tion 2. For scaling in the time and space domains, the values
are taken directly from the sequence parameters, and the
FPS number and resolution do not require speciﬁc metric
algorithms.
The prototype was implemented in MATLAB, using stan-
dard libraries for processing images and video sequences.
The system is able to analyze video sequences stored in
ﬁles on a local disk. The parameters passed when the start-
ing script is called allow any individual metrics, integrated
metrics, and metrics that will be counted for the analyzed
video sequence selection. In addition, there is the option of
script setting, which is able to analyze multiple sequences
and record the obtained results into the database.
4.1. Methodology of Model Building
Ratings obtained for en eleven-point scale are a signiﬁ-
cantly better approximation of normal distribution than re-
sults obtained for a ﬁve-point scale. This is because the
eleven-point scale has two extreme answers, which should
not be popular choices (responses 10 and 0). This allows
to obtain less skewed distribution than for a ﬁve-point scale
answer distribution. It should be noted that a skewed distri-
bution is distinctly diﬀerent from the Gaussian distribution.
Therefore in order to model the obtained results the authors
assumed a Gaussian distribution of results, making it pos-
sible to use the classical regression model.
In addition, all sequences were divided into test and learn-
ing sets. All models alongside the presented coeﬃcients
were obtained for the learning sets. Only after the ﬁnal
acceptance of the model was it confronted with the test set.
Such methodology guarantees correct checking of whether
the resulting model has the ability to predict subjective
quality, and generalizes the results obtained for the learn-
ing sequences.
4.2. Scaling in the Time Domain
Metric scaling in the time domain appears to be very sim-
ple, because the information on the number of frames dis-
played each second is known. However, the constructed
metric is not able to correctly model the quality perceived
by the user. The reason is the lack of information about
the sequence content. The model presented here also takes
into account another factor, which is the amount of image
detail. In addition, statistical analysis showed that the nat-
ural logarithm of the FPS number is a better predictor than
the FPS number itself.
For the entire collection of analyzed ﬁlms the obtained R2
coeﬃcient is lower than that obtained for the test sequences.
However, the coeﬃcient R2 = 0.88 is a very good result and
testiﬁes the accuracy of the resulting model.
4.3. Scaling in the Spatial Domain
As is the case for the time domain, scaling in the space do-
main is easy to spot because the resolution of the present
sequence is precisely known. Similarly to the time domain
scaling the information about the image resolution is found
to be inadequate because the content of the presented se-
quence aﬀects the quality change.
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The resolution change model takes into account both
the amount of detail (SA) and the dynamics of the se-
quence (TA). In addition, using the logarithm of the reso-
lution provided better results than the resolution value itself.
In this case, both the coeﬃcients of R2 obtained for the test
sequences and all sequences are equal.
4.4. Scaling in the Compression Domain
Creating a quality model for scaling in the domain of
compression was a signiﬁcantly more diﬃcult task. The
ﬁrst and most important reason is compression complexity.
Each compression scheme has numerous diﬀerent parame-
ters that deﬁne the encoding method. Therefore there is no
obvious parameter which aﬀects the QoE. Nevertheless, the
test sequences obtained by the authors had relatively high
single R2 values, ranging from 0.74 to 0.89.
4.5. Packet Loss
Packet losses have a signiﬁcant impact on the quality per-
ceived by users. It is obvious that for larger losses the
obtained quality is worse, but it is not true that a partic-
ular packet loss level indicates a particular quality of the
sequence.
Detailed analysis shows that it is important to identify the
location of the losses, both in the GOP structure and within
the frame. In order to take into account these relationships
it will be necessary to build a model based on additional
information. In further studies the authors aim to rely on
two possible scenarios. The ﬁrst is image analysis similar
to that used in the construction of a metric scale model
in the ﬁelds of time, space and compression. The second
solution is far more accurate inspection and detection of
packets which form part of the picture, and/or the lost GOP.
Research is being carried out on this analyzer as part of
AGH’s activities in the Joint Eﬀort Group (JEG) forum.
5. Conclusions and Further Research
The paper presents a system for assessing the QoE based
on measurements of artefacts present in video sequences.
The validity of objective metrics has been veriﬁed under
subjective tests. Statistical analysis of results demonstrates
relatively high correlation coeﬃcients as far as a no refer-
ence scenario is concerned.
Experiments reveal that the validity of quality measures is
inﬂuenced by video content. Future subjective experiments
will focus on a diversity of video sequences in terms of
their spatial (number of details) and temporal (motion level)
activity.
Co-operation with the VQEG JEG project will provide an
opportunity to enhance the derived metrics by packet loss
in the near future.
The proposed metrics, which have been coded in the MAT-
LAB environment, will be moved to optimized, fast C/C++
libraries. Preliminary tests of blocking and ﬂickering arte-
facts conﬁrm the acceleration of metric computation which
is important for a real time deployment.
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