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ABSTRACT A new formalism for the simultaneous determination of the membrane embedment and aggregation of membrane
proteins is developed. This method is based on steady-state Fo¨rster (or ﬂuorescence) resonance energy transfer (FRET)
experiments on site-directed ﬂuorescence labeled proteins in combination with global data analysis utilizing simulation-based
ﬁtting. The simulation of FRET was validated by a comparison with a known analytical solution for energy transfer in idealized
membrane systems. The applicability of the simulation-based ﬁtting approach was veriﬁed on simulated FRET data and then
applied to determine the structural properties of the well-known major coat protein from bacteriophage M13 reconstituted into
unilamellar DOPC/DOPG (4:1 mol/mol) vesicles. For our purpose, the cysteine mutants Y24C, G38C, and T46C of this protein
were produced and speciﬁcally labeled with the ﬂuorescence label AEDANS. The energy transfer data from the natural
tryptophan at position 26, which is used as a donor, to AEDANS were analyzed assuming a helix model for the transmembrane
domain of the protein. As a result of the FRET data analysis, the topology and bilayer embedment of this domain were
quantitatively characterized. The resulting tilt of the transmembrane helix of the protein is 186 2. The tryptophan is located at a
distance of 8.5 6 0.5 A˚ from the membrane center. No speciﬁc aggregation of the protein was found. The methodology
developed here is not limited to M13 major coat protein and can be used in principle to study the bilayer embedment of any
small protein with a single transmembrane domain.
INTRODUCTION
Membrane proteins play an important role in almost all cell
activities. They perform a staggering range of biological reac-
tions including respiration, signal transfer, and molecular and
ion transport (1). However, the structure determination of
membrane proteins is still at the frontier of structural
biology. Although 30–40% of all proteins are membrane pro-
teins, ,1% of the known protein structures are for mem-
brane proteins (2,3). (For the most recent state for membrane
proteins of known structure, see: http://blanco.biomol.uci.edu/
Membrane_Proteins_xtal.html.) The complexity and delicacy
of membrane-protein systems substantially impede the appli-
cation of standard methods of protein study, such as x-ray
crystallography and NMR (3,4). Furthermore, these tech-
niques are aimed at short-range structural information, and do
not seem to be useful for the study of long-range interactions;
for instance, in the case of protein association and clustering.
These factors impel to ﬁnd other approaches to study
proteins incorporated into lipid bilayers. A successful alter-
native is Fo¨rster (or ﬂuorescence) resonance energy transfer
(FRET) spectroscopy (5–7). This technique provides dis-
tance information within a range of 10–100 A˚, which is suf-
ﬁcient to study the structure of membrane proteins and their
complexes. FRET spectroscopy has been successfully ap-
plied to several problems in biology as a means of estimating
intra- and intermolecular distances in macromolecular sys-
tems, especially proteins (7–9). The idea of using FRET is in
the labeling of the macromolecules with ﬂuorescent labels of
two kinds—a donor and an acceptor, and analysis of radi-
ationless dipole-dipole energy transfer (10) between them.
One of the advantages of such an approach is that several
natural amino acid residues of a protein, such as Trp and Tyr,
can be utilized as ﬂuorescent labels (4,11).
Despite the elegant analytical models for a uniform planar
donor-acceptor distribution that were developed two decades
ago (12–14), the complexity of protein-lipid systems ham-
pers and limits an analytical interpretation of FRET data
(15,16). For example, in the present work several numerical
tests were performed to study the applicability of analytical
models for the analysis of membrane protein systems. It was
found that analytical expressions give incorrect results when
the size of acceptor-host molecules is comparable to the
Fo¨rster distance of the donor-acceptor pair. On the other
hand, simulation modeling of photophysical processes in an
experimental system during a ﬂuorescence measurement was
proven to be a powerful alternative to analytical modeling,
not restricted to special conditions (15–18). The standard
approaches to simulate FRET effects in complex systems are
various Monte Carlo simulation schemes (15–17). However,
Monte Carlo simulation modeling is a very time-consuming
operation. Furthermore, a time-resolved approach is not
needed for the analysis of steady-state FRET data.
The goal of the current work is to develop and test a
methodology for the analysis of steady-state FRET data
to build a low-resolution structural model of a protein-
membrane system with a quantitative characterization of its
parameters. To perform this goal, a steady-state FRET model
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is built and utilized in a simulation-based ﬁtting (SBF)
approach to approximate the experimental data by their
simulated analogs (17,18). By comparison with standard ana-
lytical data-ﬁtting techniques, simulation modeling has the
advantage that it operates with the physical parameters of the
system itself and gives a direct insight into how they affect
the experimental characteristics of the system.
The methodology developed is tested on a well-known coat
protein from bacteriophage M13. During a part of its life
cycle, the coat protein is stored as a membrane protein in the
Escherichia coli host. Therefore, it is an excellent model sys-
tem to study fundamental aspects of protein-lipid and protein-
protein interactions (19). This single membrane-spanning
protein consists of 50 amino-acid residues and has mainly an
a-helical conformation. The protein has been extensively
studied in model membrane systems by several biophysical
techniques (19–30). For FRET studies, the natural single
tryptophan residue of the protein at position 26 (Trp-26) was
used as a donor label. To introduce an acceptor label to the
protein, a number of mutants, containing unique cysteine
residues at speciﬁc positions, were produced. The cysteine
residues were labeled with the ﬂuorescent label n-(acetylami-
noethyl)-5-naphthylamine-1-sulfonic acid (AEDANS) (20).
This label was used as an acceptor. To separate intra- and
intermolecular energy transfer contributions, we performed
titration experiments in which we added wild-type protein to
mutant proteins at different L/P ratios. Both unlabeled mutant
and wild-type protein can be considered spectroscopically
identical as donor-containing molecules without acceptor
label. The labeled mutants contain both a donor and acceptor.
In a ﬂuorescence excitation experiment one can optically
select the labeled mutant proteins by monitoring the acceptor
ﬂuorescence. In a ﬂuorescence excitation spectrum FRET can
be deduced from the enhancement of acceptor ﬂuorescence at
the donor absorption wavelength. Upon addition of donor con-
taining wild-type protein, the intermolecular energy transfer
component is increased exclusively.
In this article we focus our analysis on the transmembrane
domain of the protein, which was recently found to be in an
almost perfect a-helix conformation (25,30). To take into
account the membrane embedment of the proteins and
possible protein aggregation, a model of a protein-lipid bi-
layer system is generated. This model is then used in an SBF
approach to analyze the ﬂuorescence data. To make the SBF
procedure more effective, a global analysis strategy is ap-
plied, in which all data are analyzed simultaneously. This
approach provides information about the membrane embed-
ment of the transmembrane protein domain in terms of
protein depth, tilt angle, and protein association.
EXPERIMENTAL
Sample preparation
The lipid bilayer systems were prepared from dioleoylphos-
phatidylcholine (DOPC, 18:1PC) and dioleoylphosphatidyl-
glycerol (DOPG) lipids in a 4:1 molar ratio, denoted as
DOPC/DOPG. DOPCwas purchased fromAvanti Polar Lipids
(Alabaster, AR) and DOPG was purchased from Sigma
(St. Louis, MO).
Site-speciﬁc cysteine mutants of M13 major coat protein
were prepared, puriﬁed, and labeled with AEDANS (Mo-
lecular Probes, Eugene, OR) as described previously (20).
Wild-type protein and AEDANS-labeled M13 coat protein
mutants were reconstituted into phospholipid bilayers as
reported earlier (31).
For this study we used AEDANS-labeled cysteine mutants
of M13 coat protein with the cysteine residue at positions 24
(Y24C), 38 (G38C), and 46 (T46C). Titration experiments
were performed in which the wild-type protein concentration
was increased, whereas the mutant concentration was kept
constant. The sample conditions for these titrations are given
in Table 1. For the purpose of correcting the ﬂuorescence
results (see e290A =e
340
A in Eq. 1), we also used a mutant (Y21A/
Y24A/W26A/G23C) having the AEDANS-labeled cysteine
at position 23, in combination with a threefold mutation of
the tryptophan at position 26 and the tyrosines at positions 21
and 24 into alanines. The labeling efﬁciency of the mutants
having the AEDANS label at position 24, 38, and 46 was
determined as reported previously (32) and amounted to 62,
55, and 69%, respectively. The labeling efﬁciency is ex-
plicitly taken into account in Table 1 in the ratio of the
number of unlabeled to labeled proteins (rul), as it affects the
acceptor concentration and therefore the energy transfer ef-
ﬁciency.
For the ﬂuorescence experiments, stock solutions of
protein mutants and wild-type protein solubilized in cho-
late buffer were mixed with solutions of lipids in the same
buffer, as described previously (31). Repeated dialysis of the
TABLE 1 Sample composition of M13 major coat protein
incorporated into DOPC/DOPG bilayers given in terms of rLP
and rul, and observed energy transfer efﬁciencies E for mutants
with acceptor positions nA at 24, 38, and 46
Data set 1 2 3 4
nA 24 38 38 46
rLP 3600 209 3213 105
rul 0.6 6 1 1.3
E 0.558 0.121 0.254 0.152
rLP 1059 128 553 80
rul 4.5 10 10 2.2
E 0.165 0.094 0.056 0.147
rLP 621 71 303 55
rul 8.4 19 18 3.9
E 0.099 0.071 0.043 0.135
rLP 340 45 159 38
rul 16 33 36 6
E 0.058 0.056 0.027 0.127
rLP 179 28 65 25
rul 32 54 88 10.4
E 0.033 0.047 0.020 0.116
For mutant G38C, two FRET titration experiments were carried out at
different values of rLP and rul.
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mixtures in cholate-free buffer was performed to remove the
cholate in the sample. The lipid loss during dialysis can vary
near 20% (31), and this fact should be taken into account
during the analysis of the experimental data.
Fret experiments
Optical spectroscopy
Absorption spectra were recorded on a Varian Cary 5E UV-
Vis-NIR spectrophotometer (Cary, NC) and ﬂuorescence
emission and ﬂuorescence excitation measurements were
performed on a Fluorolog 3.22 manufactured by Jobin Yvon-
Spex (Edison, NJ) as described elsewhere (30,33). For
ﬂuorescence excitation measurements, the detection wave-
length was set at the maximum of the acceptor (AEDANS)
ﬂuorescence of a particular mutant and the excitation
wavelength was scanned from 260 to 400 nm. The detection
wavelength was different for each mutant, because the
AEDANS ﬂuorescence maximum varies with bilayer depth
(i.e., local polarity) of the AEDANS label and therefore with
the residue number of the labeled cysteine. The AEDANS
ﬂuorescence for mutants 24 and 46 was observed at 490 nm;
for mutant 38, this was 470 nm. The applied slit-widths of
the detection and excitation monochromators corresponded
to 5- and 2-nm bandpass, respectively. The spectra were
automatically corrected on the Fluorolog 3.22 for variations
in the lamp output by dividing the sample signal by that of an
internal reference detection system. All excitation spectra
were corrected for background ﬂuorescence using an equi-
molar solution of pure wild-type protein (no AEDANS pres-
ent). Moreover, tryptophan ﬂuorescence is neglectable at the
detection wavelength (see Fig. 4 A), therefore the observed
radiation exclusively belongs to AEDANS. The temperature
during all measurements was 20C. Because of the small
protein concentrations used in our experiments (;1 mM),
errors caused by the inner ﬁlter effects can be neglected.
Analysis of AEDANS excitation spectra
The derivation of the mathematical expressions for the anal-
ysis of the experimental excitation spectra is given in
Appendix A. For our analysis, we used the energy transfer
efﬁciency E, which can be calculated from the ﬂuorescence
intensities (8) by
E ¼ 1
11 rul
F
290
F
340 
e290A
e340A
 
e340A
e290D
; (1)
where rul is the ratio of the number of unlabeled to labeled
proteins. For every sample, the ratio of the ﬂuorescence
intensity at 290 nm, F290 (mainly donor excitation) to that at
340 nm, F340 (exclusively acceptor excitation) was calcu-
lated, being a measure of the donor-to-acceptor energy
transfer. The ratio F290/F340 was corrected for direct ex-
citation of AEDANS at 290 nm by subtracting the ratio of the
extinction coefﬁcients e290A =e
340
A ¼ 0:20 (this ratio was cal-
culated using mutant Y21A/Y24A/W26A/G23C). Finally,
the ratio of the extinction coefﬁcients of the acceptor at 340
nm (e340A ) and donor at 290 nm (e
290
D ) have to be taken into
account in Eq. 1 (e340A =e
290
D ¼ 1:2).
METHODOLOGY
Model for the transmembrane domain of M13
coat protein incorporated into a lipid bilayer
The proposed simpliﬁed structural model for the transmembrane domain of
M13 coat protein consists of an ideal a-helix (Fig. 1) (19,25–27). The
complete set of structural parameters that determines the protein-lipid
system is presented in Table 2. In the protein model, we assume two
speciﬁc sites: a donor and an acceptor site that will enable us to calculate
the theoretical energy transfer and relate that to the FRET experiments. For the
M13 coat protein, which consists of 50 amino-acid residues, the donor is
the Trp-26 and the acceptor is introduced at an arbitrary position in the
FIGURE 1 (A) Schematic drawing of the transmembrane domain of M13
major coat protein consisting of an ideal a-helix (19,25–27). As an example,
the donor (Trp-26, solid circle, located on the N-terminal side at a distance lD
from the protein helix axis) and acceptor (AEDANS, shaded circle, located
on the C-terminal side at a distance lA from the protein helix axis) are
attached at positions 26 and 38, respectively. The membrane axis system is
indicated by X, Y, and Z. The XY plane at Z ¼ 0 corresponds to the center of
the lipid bilayer in which the protein is inserted. Parameter d is the distance
from the origin of the coordinate system of the protein to the center of the
lipid bilayer. Axis O is the helix axis of the protein domain, and u is the tilt
angle, i.e., the angle between the helix axis and the normal to the membrane.
The value Oxy is the projection of the helix axis on the XY plane. Angle c is
the protein tilt direction, i.e., the direction of the tilting of the helix. The
complete set of structural parameters that determines the protein-lipid
system is presented in Table 2.
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transmembrane protein domain via cysteine mutagenesis and labeling with a
ﬂuorescent label (in our case: AEDANS). Acceptor sites are empty for
nonlabeled or wild-type proteins.
As a model for proteins incorporated into a lipid bilayer, a square region
of a bilayer containing a certain number of proteins (NP) is considered. By
using a three-dimensional mathematical description, protein molecules as
shown in Fig. 1 are inserted randomly (both in location as well as in
orientation) into the lipid bilayer in the way that the angle u between the
membrane normal and their main axis O of the transmembrane domain
is between 0 and 90. The direction of the protein tilt is given by c. A value
c ¼ 0 means that protein is tilted toward the Ca of the reference (n0) amino-
acid residue. The depth of protein insertion is given by parameter d. It is
assumed that, when inserted into the membrane, the proteins occupy a
cylindrical region in both bilayer leaﬂets with a protein exclusion distance
DP. Within this region no lipids or other proteins can be located.
In the protein-lipid model, the direction of the tilt and the orientation of
the N-terminal domain of each protein in the coordinate system of the bilayer
are set randomly. Two algorithms of protein insertion were considered. In
the ﬁrst one, three reference points located in the transmembrane domain
were selected, and during insertion the distances between these reference
points of the inserted protein and similar points on the nearest proteins were
compared with DP to determine the overlapping situation. In case of a clash,
the algorithm selected a different protein direction or, if still unsuccessful
after a number of tries, a new protein position. In the second algorithm, the
proteins were simply inserted randomly at distances larger than DP. In this
case, their tilted transmembrane domains could, in principle, overlap. This
ﬁrst algorithm turned out to be quite time-consuming (from 2 to 20 times,
depending on the L/P ratio) without signiﬁcant changes in the energy
transfer results (,0.02 for the extreme case of L/P 25). Therefore, we de-
cided to use the simpliﬁed algorithm in all further ﬁtting procedures.
The area of the considered square region of the membrane is calculated
from the experimental L/P ratio (rLP), the protein exclusion distance (DP),
the area per two lipid molecules (SL), and the ratio of lipids lost during
dialysis to their initial quantity (i.e., the lipid loss L), as
S ¼ NP SLrLPð1 LÞ=21pD2P=4
 
: (2)
Furthermore, to be able to work with mixtures of labeled and unlabeled
protein molecules, the ratio rul between the number of unlabeled and labeled
proteins needed to be introduced into the model.
Similar to the experimental reconstituted protein-lipid system, protein
molecules can be inserted into the model membrane randomly with parallel
and antiparallel orientations; this means that the N-terminal domain of the
protein can be located either in the upper or in the lower leaﬂet of the mem-
brane with equal probabilities. The result of these equiprobable orientations
is that the membrane system contains two layers of donors and two layers of
acceptors.
A protein-protein association probability k is introduced to take into
account the ability of the membrane proteins to form oligomers or clusters.
The algorithm for this association is as follows. All proteins are divided into
two groups: free and associated. Initially, the coordinates of the free proteins
in the XY plane of the membrane are randomly generated. Before incor-
poration of a new protein into the membrane model, it is checked whether
the position for the protein is free (all previously incorporated proteins are
not closer than DP). If the position is occupied, random coordinates are
selected again. For associated proteins, the algorithm is slightly changed: the
XY coordinates are selected to incorporate the protein at a distanceDP next to
one of the previously incorporated proteins. The value of k ranges from 0 to
1, indicating no-association and complete-association (all proteins are clus-
tered together), respectively. The effect of protein association is exempliﬁed
in Fig. 2.
Apart from the structural parameters and parameters related to the
composition of the protein-lipid system, one additional physical parameter
needs to be introduced: this is the Fo¨rster distance R0 of the donor-acceptor
pair. Its physical meaning is discussed below.
TABLE 2 Deﬁnition of the parameters used in the model for the protein-lipid system
Parameter Range/value Unit Description
n0 26 — The position of a reference amino-acid residue. The projection of its Ca to the helix axis of the protein O gives the
origin of the coordinate system of the protein. Position n0 ¼ 26 was selected for the transmembrane domain of
M13 major coat protein.
H 1.5 A˚ Translation per amino-acid residue along the helix; this is 1.5 A˚ for a perfect a-helix.
nr 3.6 — Number of amino-acid residues per one turn; this is 3.6 for a perfect a-helix.
nD 26 — Donor position; position of amino-acid residue given by the donor. For M13 coat protein, the donor is Trp-26,
which is located in the transmembrane domain.
nA 1 – 50 — Acceptor position; position of amino-acid residue labeled by the acceptor. For the transmembrane domain of M13
coat protein, the acceptor positions are 24, 38 and 46.
D 6.5 A˚ Donor arm, the average distance from the donor moiety to the helix axis. A value lD ¼ 6.5 A˚ was taken (25).
lA 9.5 A˚ Acceptor arm, the average distance from the acceptor moiety to the helix axis. A value lA ¼ 9.5 A˚ was taken (25).
u 0 – 90  Protein tilt angle; the angle between the helix axis and the normal to the membrane.
D 0 – 30 A˚ Distance from the origin of the coordinate system of the protein to the center of the bilayer.
c 180 – 180  Protein tilt direction; the direction of the protein transmembrane domain tilting. A value c ¼ 0 means that protein
is tilted toward the Ca of the reference (n0) amino-acid residue.
NP 500 — Number of proteins in the system. All simulations were performed for models containing 500 proteins.
SL 72 A˚
2 Area occupied by a lipid in one leaﬂet of a bilayer; the average area for the DOPC/DOPG system is 72 A˚2 (24).
L 0.0 – 1.0 — Lipid loss; ratio of lipids lost during dialysis to their initial quantity.
DP 10 A˚ Protein exclusion distance; minimal protein-protein distance. For M13 coat protein, a value DP ¼ 10 A˚ was taken.
rLP $0 — Lipid/protein ratio.
rul $0 — Ratio between the number of unlabeled and labeled proteins.
k 0.0–1.0 — Protein-protein association probability, deﬁned as the percentage of clustered proteins with respect to the total
number of proteins (see Fig. 2).
R0 24 A˚ Fo¨rster distance. A value of 24 A˚ is calculated using data from the photophysical properties of the donor and
acceptor.
In the simulations, parameters u, d, c, L, and k are varied. Parameters nA, rLP, and rul are determined by the experiment; the other parameters are ﬁxed as
shown in the Table.
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Models for FRET
Basic model for energy transfer
Being in an excited state, a ﬂuorescent molecule has a dipole-dipole inter-
action with other molecules in close proximity—which can lead to energy
transfer from the excited molecule to the nonexcited ones. If we assume that
the emission spectrum of the donor overlaps with the absorption spectrum
of the acceptor, the photon absorbed by the donor can be transferred to
the acceptor with a rate constant kET depending on the sixth power of the
distance between the donor and acceptor,
kET ¼ 1
tD
R0
R
 6
; (3)
where tD is the lifetime of an isolated donor, and R is the distance between
the donor and acceptor. The so-called Fo¨rster distance R0 is given by
R0 ¼ 9780ðk2n4QDJÞ1=6: (4)
In this equation, k2 is the orientation factor describing the relative orientation
of the transition dipole moments of the donor and the acceptor, n is the
refractive index of the environment, QD is the quantum yield of an isolated
donor, and J is the integral expressing the degree of donor emission and
acceptor absorption spectral overlap (5).
Consider now a system of multiple donors and acceptors that are ﬁxed
at their positions. Let us number the donors i ¼ 1. . .ND, and acceptors
j ¼ 1. . .NA. Here, ND is the number of donor molecules and NA is the
number of acceptor molecules. The probability for each donor to transfer
energy to one of the acceptors can then be calculated as
pi ¼
+
NA
j¼1
ki;j
1
tD
1 +
NA
j¼1
ki;j
¼
+
NA
j¼1
ðR0=Ri;jÞ6
11 +
NA
j¼1
ðR0=Ri;jÞ6
; (5)
where Ri,j is the distance between the i
th donor and jth acceptor.
The mean probability of energy transfer events for all donor molecules
gives the energy transfer efﬁciency E for the entire system:
E ¼ ÆpiæND : (6)
Steady-state FRET simulation
To analyze the experimental steady-state ﬂuorescence data, steady-state
FRET simulation is employed. The main advantage of this approach over
Monte Carlo time-resolved simulation is its simplicity and high speed. The
simulation starts with the generation of the structural model for the protein-
lipid system. This model provides the coordinates of each donor and ac-
ceptor. The energy transfer efﬁciency E is then calculated using Eqs. 5 and 6.
Because of the stochastic nature of the structural model, the resulting energy
transfer efﬁciency contains stochastic deviations. Therefore the simulations
are executed several times to make the results statistically relevant. The ﬂow
diagram of the simulation is shown in Fig. 3 and described below.
1. The parameters of the system are set (block 1).
2. The structural model of a membrane with embedded proteins is created
in accordance with the input parameters. The coordinates and orienta-
tion of the proteins provide information about the locations of donors
and acceptors in the system (block 2).
3. For each donor (denoted as i) the distances to all acceptors are con-
sidered and the probability of energy transfer (to any of them) is
calculated using Eq. 5 (blocks 3–5).
4. The mean probability of energy transfer among all donors results in the
energy transfer efﬁciency for the whole system (Eq. 6).
5. Steps 2–4 (and blocks 2–6 in the ﬂow diagram) are repeated for a
number of times to decrease the effect of the randomness of the protein
distribution. In our calculations we executed the simulation for 100
times.
Analytical model of FRET in planar systems
An analytical expression for FRET in a planar system was initially
developed by Wolber and Hudson (12) and further enhanced by Davenport
et al. (14). In these models, acceptors were considered as molecular systems
of inﬁnitesimal size uniformly distributed in a plane. The original equations
by Davenport et al. can be modiﬁed to describe the energy transfer in the
systems of M13 coat protein incorporated into lipid bilayers. The resulting
analytical expression for the energy transfer efﬁciency E in the considered
system is
E ¼ 1 1
tD
Z N
0
rDðtÞ3 qsðtÞ3
rul1 qintraðtÞ
11 rul
dt; (7)
where rD is the ﬂuorescence decay of a single donor, tD is the donor
lifetime, and qs and qintra are the quenching contributions of inter- and in-
tramolecular energy transfer, respectively. The derivation of Eq. 7 and a
further description of the expressions for rD, qs, and qintra are given in
Appendix B.
FIGURE 2 Schematic illustration of the effect of protein association
resulting from the model described in the text. (A) Random distribution of
proteins with k ¼ 0, (B) partially associated proteins with k ¼ 0.5, and (C)
completely associated proteins (k ¼ 1). Proteins are schematically indicated
by solid dots. The ﬁgures show that at increasing values of k, the proteins
aggregate into clusters in a nonspeciﬁc way.
FIGURE 3 Flow diagram of a single simulation of energy transfer in a
protein-lipid system.
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Simulation-based ﬁtting approach to experimental
data analysis
The FRET model developed for M13 coat protein incorporated into lipid
bilayers is used to analyze experimental data via the simulation-based ﬁtting
(SBF) approach. The scheme of SBF has been discussed in detail recently
(18). As a measure of the goodness of the ﬁt, the criterion was introduced
x
2 ¼ +
N
i¼1
E
e
i  Esi
 2
; (8)
where N is the number of data points, Eei the experimentally obtained energy
transfer efﬁciency, and 1Esi the simulated energy transfer efﬁciency. To ﬁt
the modeled energy transfer efﬁciencies to the experimental ones, an op-
timization algorithm should be used. In our case, gradient optimization
techniques are not applicable to ﬁt the data, because of the stochastic
behavior of the error function x2. Therefore, to perform a simultaneous ﬁt of
all experimental data, the Nelder-Mead simplex method (34) is used. This
method provides a reasonable convergence and is not extremely time-
consuming. To increase the robustness of the method and the precision of the
solution, a global analysis approach is chosen, and therefore all experimental
data were ﬁtted simultaneously (35).
Because of the stochastic behavior of the FRETmodel, the error function x2
is stochastic as well, and the parameters obtained after each ﬁt contain random
deviations that are dependent on the sensitivity of the energy transfer to
variations of the parameters. Therefore, to deal with this stochastic effect and to
avoid possible local minima, the ﬁtting procedure is performed 100 times with
different initial estimations of the ﬁtting parameters. The methodology used for
the analysis of the resulting solutions and the selection of the representative
solutions in terms of an optimal 20% elite subset is given in Appendix C.
All models were realized as C11 classes. The Borland C11 Builder
6.0 environment was used to combine the developed models, OpenGL visu-
alization and SBF ﬁtting algorithms into a software tool called FRETsim.
The C11 classes and software are available from the authors upon request.
RESULTS
Experimental energy transfer efﬁciencies
An example of the experimentally obtained excitation spectra
at different L/P ratios is presented in Fig. 4. The increase of
the ﬂuorescence intensity at the donor absorption wavelength
(290 nm) clearly shows the increasing effect of energy transfer.
Themutants that were selected for our experiments (Y24C,
G38C, and T46C) have their cysteines, and therefore the
AEDANS labels, on the boundaries or close to the center
of the transmembrane a-helix, which ranges from ;25–45
amino residues (25,28,30). For mutant G38C, two FRET
titration experimentswere performed at different values of rLP
(and also acceptor concentrations) to study its effect of protein
association, given by parameter k. As a result of titration
experiments on Y24C, T46C, and the double experiment on
G38C mutants, four data series were obtained. The experi-
mental L/P ratios rLP, the unlabeled/labeled protein ratios rul,
and resulting energy transfer efﬁciencies are presented in
Table 1. The behavior of the energy transfer efﬁciency for
different mutants as a function of rul is illustrated in Fig. 5.
Fo¨rster distance
The value of Fo¨rster distance R0, needed for simulation of
energy transfer, was calculated using Eq. 4. In this equation
QD ¼ 0.23 was taken, which is the quantum yield of
tryptophan in dimyristoyl phosphatidylcholine (DMPC) bi-
layers (36). The overlap integral J is calculated from the
emission spectrum of the wild-type protein and the absorp-
tion spectrum of the AEDANS-labeled Y21A/Y24A/W26A/
G23C mutant, which has no tryptophan at position 26. This
results in a value of 5.96 3 1015 M1 cm3. For small
proteins and peptides, as is the case for M13 coat protein, the
orientation factor k2 can be approximated by its isotropic
dynamic average, giving a value of 2/3 (30,33,37–39). For
simplicity the refractive index of the medium is assumed to
be constant, and equal to 1.4 (5,14). These parameters result
in a Fo¨rster radius R0 of 24 A˚. It should be noted that
the excitation band of AEDANS, with its maximum at
FIGURE 4 (A) Emission spectrum of wild-type proteins (WT) showing
the Trp ﬂuorescence, and emission spectra of mutant proteins Y24C, G38C,
and T46C with AEDANS-labeled Cys at positions 24, 38, 46 after
subtraction of the ﬂuorescence of equimolar WT samples. Note that almost
no Trp ﬂuorescence can be observed at the AEDANS emission maxima. (B)
Experimental excitation spectra obtained for mutant 38 at different titration
points of wild-type proteins. The emission was detected at 470 nm. The
labels 1–5 correspond to rul values of 6, 10, 19, 33, and 54, respectively. The
lipid/protein ratios rLP are 209, 128, 71, 45, and 28, respectively (see data set
2 in Table 1). The sample showing the highest peak at 290 nm (spectrum 5)
has the highest protein density (lower rLP) and rul. Although the efﬁciency of
energy transfer (Fig. 5) for this case is smallest, the overall energy absorbed
by the donors in such a system, and therefore the transferred (intermolec-
ular), is higher than for the other values of rLP and rul.
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;340 nm, does not change with the position of the labeled
cysteine. This implies that the Fo¨rster distance for the donor-
acceptor pair is equal for all mutants.
Determination of bilayer topology of the protein
All four sets of experimental data were ﬁtted simultaneously.
The ﬁtting procedure included 50 iterations of the Nelder-
Mead simplex method. To avoid local minima, the ﬁtting
procedure was independently repeated 100 times with dif-
ferent initial estimations of the desired parameters: L, k, u, c,
and d. The values of initial estimations were randomly
selected from the parameter ranges, presented in Table 2.
The calculation of each single solution took ;20 min on a
computer with a Pentium 4 processor (each simulation takes
1–5 s). Because the calculation of each solution is an
independent task, the ﬁtting was parallelized between several
computers. The solutions found were analyzed as described
in Simulation-Based Fitting Approach to Experimental Data
Analysis. The resulting x2 for the elite set varies from 0.0039
to 0.0048, and the discarded solutions had a value x2 ranging
from 0.0048 to 0.1.
The resulting values together with the standard deviations
inside the elite set of solutions are presented in Table 3. This
table also shows a compilation of the values known from the
literature. The best ﬁtting results are presented in Fig. 5 to-
gether with the experimental data.
DISCUSSION
Measuring strategy
In this study we aimed at the development of a methodology
based on a combination of FRET spectroscopy and computer
simulation, thereby providing information about the position
and protein-protein associations in a membrane system. By
assuming a helical structure for the ﬂuorescent-labeled pro-
tein (or its domain), the proposed approach is able to de-
termine both its topology and bilayer embedment in terms of
protein tilt angle, direction of tilt, and protein depth in the
membrane.Moreover, themethod provides a quantitative anal-
ysis of the protein-protein associations, which can hardly be
performed by other spectroscopic methods. In the case of a
nondilute protein-lipid system with randomly distributed
proteins, the energy of donor excitation can be transferred
both intra- and intermolecularly. Because the aggregation
behavior of M13 coat protein in lipid vesicles is not well
documented, and cannot be excluded even at high L/P ratios,
the efﬁciency of the intermolecular energy transfer compo-
nent may partly arise from relatively short donor-to-acceptor
distances in protein aggregates.
Being incorporated into the membrane, the proteins form
two planes of donor and two planes of acceptor molecules,
originating from parallel and antiparallel orientations of the
proteins. The intermolecular energy transfer is inﬂuenced,
FIGURE 5 Experimental energy transfer efﬁciencies E
(solid dots and triangles) and their approximation by the
model (solid line) after global analysis versus the ratio
between unlabeled and labeled proteins rul. (A) Mutant 24;
(B) mutant 38; (C) mutant 46. The labels 1–4 refer to the
corresponding data sets in Table 1. In panel B, the dots
indicate data set 2 and the triangles data set 3. The error
bars correspond to the maximal deviations of the data
points observed during the experiments.
TABLE 3 Resulting parameters of the model for the
protein-lipid system applied to the transmembrane domain of
M13 major coat protein incorporated into DOPC/DOPG bilayers
and the corresponding values known from the literature
Parameter
Value
found
Previously
reported value Reference
L 0.28 6 0.03 ;0.2 Spruijt et al. (31)
k 0.03 6 0.01 ;0 Fernandes et al. (23)
u 18 6 2 19 6 1 Koehorst et al. (25)
26 Marassi and Opella (27)
20 6 10 Glaubitz et al. (26)
c 61 6 7 60 Koehorst et al. (25)
D 8.5 6 0.5 A˚ 8.9 A˚ Koehorst et al. (25)
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among other factors, by the distances between the donor and
acceptor planes, which are determined by the z-coordinates
of the ﬂuorescent labels. Structural parameters describing the
embedment and orientation of the protein, such as d, u, and c
(see Fig. 1), can change the positions of the planes, and there-
fore can be tracked by analyzing energy transfer processes.
The selection of mutants Y24C, G38C, and T46C was
given by two rationales. First, the selected labeling sites
should be located in an a-helical part of the M13 coat pro-
tein. This condition arises from the assumption of an a-
helical protein model. Second, the selected sites should
present maximally diverse intramolecular distances and
acceptor positions inside the membrane, to increase the pre-
cision of the parameter determination. Therefore, sites should
be located preferably at the edges of such a helical part. An
a-helical conformation was suggested for positions from
;25 to 45 in the transmembrane domain (25,28,30). There-
fore we selected the mutants Y24C, G38C, and T46C as label-
ing sites. To study possible effects of protein aggregation,
additional experiments were performed for the G38C mutant
at high and low L/P ratios (see Table 1).
For an ideal case of independent parameters and indepen-
dent experiments without any distortion in the obtained data,
the number of experiments N should be equal to n (N ¼ n),
where n is the number of unknown parameters. However, if
the data set contains noise, the number of equations should be
larger than the number of parameters (i.e., N . n). Ob-
viously, the more data provided, the higher the precision one
would get. In our speciﬁc situation, each of the data series (as
shown in Table 1 and Fig. 5) can be considered as two inde-
pendent points representing the intra- and intermolecular
energy transfer. Therefore, for the situation of an a-helical
protein model with ﬁve unknown structural parameters
(giving n ¼ 5, i.e., u, d, c, L, and k), at least one independent
data series coming from each of the three selected mutants is
needed (giving N¼ 6). Of course, including additional series
would enhance the precision of the determination of the
parameters. Thus, as a rule of thumb, at least three donor-
acceptor pairs would be needed that are regularly spread over
the protein transmembrane domain.
To determine the energy transfer parameters, ﬂuorescence
excitation spectroscopy was used by monitoring the acceptor
excitation at wavelengths 470–490 nm. Here the acceptor
ﬂuorescence was monitored, thereby optically selecting only
the acceptor-labeled mutants, and discriminating between
ﬂuorescence resulting from donor-to-acceptor energy trans-
fer and ﬂuorescence resulting from direct excitation. There
are two advantages of recording the acceptor ﬂuorescence
excitation over the donor ﬂuorescence. First, the intensity of
the background ﬂuorescence between 450 and 550 nm is less
than in the UV region (tryptophan/donor ﬂuorescence is
between 300 and 350 nm). Second, for an experiment in
which the donor is monitored, varying the wild-type protein
concentration or varying the mutant protein concentration
would change the concentration of that donor, while in our
approach the concentration of the monitored acceptors is kept
constant. The small lifetime of tryptophan (;3.6 ns) allows us
to assume that there is no lateral mobility in the system that
can signiﬁcantly change the donor-acceptor distance.
To separate intra- and intermolecular energy transfer
contributions, we performed titration experiments in which
mixtures of a ﬁxed amount of labeled protein mutants and
different amounts of wild-type protein were reconstituted
into lipid vesicles. Both unlabeled mutant and wild-type
protein can be considered spectroscopically identical as
donor-containing molecules without acceptor label; how-
ever, labeled mutants contain both a donor and acceptor.
Validation of the simulation model
Before applying the protein-lipid model and the SBF
approach to real experimental data, both the model and the
approach should be validated. As a ﬁrst step, the energy
transfer efﬁciency is calculated for a system with different
L/P ratios rLP (for simplicity, we consider a constant rul ¼ 0)
and compared with results of the modiﬁed Davenport’s
analytical model, Eq. 7. The comparison is carried out for
different values of rLP, which inﬂuence the acceptor surface
density. The resulting energy transfer efﬁciencies are plotted
in Fig. 6, using a value for DP, and consequently the
exclusion distance in Davenport’s model, of 10 A˚, which is
about the diameter of a transmembrane protein domain. The
plot shows a deviation of the analytically obtained energy
transfer efﬁciencies from the simulated ones. This ﬁnding
provoked us to perform an additional study on the applica-
bility of the analytical solution. As was mentioned before,
the analytical solution is based on a number of simpliﬁca-
tions; one of those is the assumption of an inﬁnitely small
acceptor size. To check this situation, a comparison is carried
out by assuming a small transmembrane protein domain with
an exclusion distance DP of 1 A˚. For such a system, a com-
plete correspondence between the simulated and analytically
calculated energy transfer efﬁciency is observed (Fig. 6).
From the comparison, it is clear that the steady-state
simulation model of FRET gives the same results as the
extended well-known analytical solution of Davenport et al.
(14) (Eq. 7) in the case of small acceptor-labeled molecules.
However, if the size of the molecules becomes comparable to
the Fo¨rster distance, the simulation-based approach should
be used rather than the analytical model. It is clear that the
limiting situation for small molecular sizes of the simulation-
based approach corresponds to the analytical solution. The
simulation-based approach is more general and powerful than
the analytical model, and can be applied for the analysis of
donor-acceptor systems with any geometry.
Testing of the simulation-based ﬁtting approach
A numerical test was performed to prove the applicability of
the SBF approach to the problem of M13 coat protein
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structure determination and to ﬁnd the optimal elite subset
size. In this test, synthetic FRET data were generated using
the model with values of parameters close to those deter-
mined experimentally for M13 coat protein. The simulation
was performed for 1000 proteins and the results were av-
eraged for 1000 simulations. This provided us with synthetic
data containing a very small randomness. Then these syn-
thetic data were analyzed via the SBF approach as mentioned
before, and the solutions were handled as shown in
Appendix C. The smallest deviation from the original values
of the parameters was found for a 20% elite subset. The
results are presented in Table 4. The random spread of the
solutions inside the elite set was close to that obtained during
the analysis of the experimental data (Table 3).
The values found for the association coefﬁcient k and lipid
loss L (see Table 4) are very close to the original ones, and
have a relatively small error. These two parameters inﬂuence
the surface density of the label and therefore have a strong
effect on the intermolecular FRET. Despite some correlation
between k and L, the method is able to determine both
parameters quite well. From the results in Table 4, it follows
that the values of the protein depth d and protein tilt angle u
are close to the original ones. The direction of protein tilting
c has a substantial large variation. The reason for the spread
in c is that this parameter does not signiﬁcantly inﬂuence the
position of the donor and acceptor planes.
To study the possible effect of experimental noise on the
resulting data, we introduced Gaussian noise to the synthetic
data, and performed a number of ﬁttings. Each SBF was
performed with its own random deviations in the data. The
standard deviation of each data point was calculated ac-
cording to maximal deviations observed in the FRET
experiments, which are ;10% for points with a low rul and
;5% for points with a high rul (see the error bars in Fig. 5).
The results of the ﬁtting of the noisy data are given Table 4.
As can be seen, the parameters L, k, and d are only slightly
affected by introducing noise, indicating that they can be
determined quite precisely from the FRET experiments. This
stability to noise can be explained by the fact that we use a
global analysis approach and that for each mutant we have
ﬁve data points. The angular parameters (u and c) tend to
deviate from the original value, indicating that they are
relatively more sensitive to noise in the experimental data.
From this test, it can be concluded that the application of
the described biophysical model together with the SBF ap-
proach to data analysis can determine the protein location in
a bilayer, and the protein-protein association. This result gives
us the conﬁdence to apply the methodology to analyze our
experimental FRET data.
Parameters determined
Table 3 summarizes the resulting parameters and the cor-
responding values known from the literature. Variation of the
parameters within the error limits given in Table 3 does not
result in values of x2 higher than 0.0048 (in fact, all accept-
able solutions have x2 values between 0.0039 and 0.0048,
see Fig. 7 A). For example, increasing u by 20 to 38
increases x2 to 0.0113. This x2 value is far above the limit of
0.0048 that was taken as acceptable.
The actual value of the parameter describing the lipid loss
during dialysis L is unknown and has to be determined using
the SBF approach from our experimental data. The value
found is 0.28, which means that ;28% of the lipids are
washed-out from the sample into the buffer during dialysis.
This value is in reasonable agreement with the lipid loss of
20% as estimated from biochemical analysis (31). All our
experiments were performed under identical conditions and
using the same protocol. This allows us to assume that the
FIGURE 6 Comparison of simulation results with analytical solutions for
different sizes of proteins. (Solid line) Analytical result for DP ¼ 10 A˚. (¤)
Simulation results with the same protein exclusion distance DP ¼ 10 A˚.
(dotted line) Analytical energy transfer efﬁciency. (s) Simulated energy
transfer efﬁciency for DP ¼ 1 A˚. All calculations were performed with the
following protein parameters: nA¼ 46, nD¼ 26, u¼ 16, c¼ 50, d¼ 10 A˚,
SL ¼ 72 A˚2, and R0 ¼ 24 A˚. The corresponding parameters for the analytical
model are hI ¼ 26.8 A˚, hII ¼ 13.1 A˚, and Rintra ¼ 33.9 A˚.
TABLE 4 Original and calculated values of the model
parameters after analysis of synthetic FRET data by means
of an SBF approach
Parameter
Original
value
in synthetic
data
simulation
Value found
after SBF analysis
with no noise
added to
synthetic data
Value found after
SBF analysis
with additional
noise in
synthetic data
L 0.3 0.29 6 0.01 0.30 6 0.03
k 0.05 0.05 6 0.01 0.07 6 0.02
u 20 19 6 3 16 6 3
c 60 61 6 8 47 6 15
D 9 A˚ 8.9 6 0.2 A˚ 9.2 6 1 A˚
To introduce noise in the synthetic data, a standard deviation of ;10% is
used for points with a low rul and ;5% for points with a high rul (see the
error bars in Fig. 5).
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lipid loss is constant for all experiments. The small value of
the association constant k indicates that the proteins have no
tendency to aggregate under the experimental conditions.
This is in agreement with earlier observations of the protein
in DOPC/DOPG mixtures (23). Again, some correlation be-
tween parameters k and L was found. This effect is included
in the uncertainty limits for the parameters in Table 3.
The resulting protein depth d of 8.5 A˚ is very close to the
value of 8.9 A˚ as found from ﬂuorescent experiments in
DOPC/DOPG (25). The tilt angle of the transmembrane
helix u ¼ 18 is somewhat smaller than the value u ¼ 26
arising from solid-state NMR (27). However, it is within the
range of 20 6 10, as found earlier from solid-state 13C
NMR (26). From Stokes-shift experiments, a range of tilt
angles from 18 to 28 was estimated (25). In this work (25),
the tilt angle is given as a function of the distance between
the AEDANS moiety and the a-helix axis. A tilt angle of
196 1 corresponding to the distance lA¼ 9.5 A˚, used in our
work, is in excellent agreement with our value of 18 6 2.
The direction of the protein tilt c is the least-sensitive
parameter in our case. Nevertheless, our value of 61 6 7 is
close to 60, as found previously (25). This comparison shows
that our model is performing well, certainly by taking into
account that only three different mutants were used.
From Fig. 5, it can be noticed that some ﬁts are not ideal.
The reason for these deviations between simulated and
experimental efﬁciencies could be related to the fact that the
long AEDANS label arm is mobile within a restricted space
angle, the size and direction of which differs for different
mutants (30). A future enhancement of the model could be
the implementation of the entire AEDANS conformational
space for each mutant instead of assuming a constant
acceptor arm normal to the helix axis. A further improvement
of the precision of our model can be achieved by using the
ﬂuorescent data of the AEDANS (25) in a general global
optimization algorithm. We are currently working on these
challenging ideas.
The methodology developed here is not limited to M13
major coat protein and can be used, in principle, to study the
bilayer embedment and structure of any a-helical single trans-
membrane protein (or peptide), and with some adaptations
to transmembrane domains of larger membrane proteins.
For example, the method was successfully applied to study
the aggregation of various WALP peptides in lipid bilayers
of different thickness (40).
APPENDIX A: DERIVATION OF ENERGY
TRANSFER EFFICIENCY
Consider a protein-lipid system containing two types of ﬂuorescently labeled
proteins—with a single donor (denote its quantity by Cu) and with a donor
and acceptor (denote the quantity by Cl). Let us introduce two efﬁciencies of
energy transfer Eu and El, characterizing energy transfer for the ﬁrst and sec-
ond protein population. The total energy transfer efﬁciency E for the system
is then given by
E ¼ Cu
Cu1Cl
Eu1
Cl
Cu1Cl
El: (A1)
Consider now the acceptor excitation spectrum for such a system in a general
case of
F
l ¼ QlA1Qlu1Qll
 
g; (A2)
where QA is the direct acceptor excitation at wavelength l, Q
l
u is the
excitation due to energy transfer from unlabeled proteins, Qll is the
excitation caused by energy transfer from labeled proteins (both intra- and
intermolecular), and g is a constant that depends on the apparatus and
experimental conditions. Taking into account the extinction coefﬁcients of
donor and acceptor and protein quantities, this equation can be rewritten in
the following form
F
l ¼ g ClelA1CuelDEu1ClelDEl
 
; (A3)
where elu is the extinction coefﬁcient of acceptors at wavelength l, and e
l
D is
the extinction coefﬁcient of the donors. At l ¼ 290 nm, the extinction
coefﬁcients are nonzero both for our donor (Trp-26) and acceptor
(AEDANS). However, at l ¼ 340 nm; e340D ¼ 0. Taking into account the
ﬂuorescence at these two wavelengths and expressing the partial efﬁciencies
via Eq. A1, the following descriptions for the ﬂuorescence of the protein-
lipid system can be obtained:
F
290 ¼ g Cle290A 1 e290D ðCu1ClÞE
 
; (A4)
F
340 ¼ gCle340A : (A5)
Dividing Eq. A4 by A5 and making simple rearrangements the following
equation is obtained:
FIGURE 7 (A) Distribution of x2 of the solutions
found after 100 runs of SBF on experimental data
and (B) behavior of the sum parameter deviation e
(Eq. C1) with respect to the elite subset size q. The
result in panel B is obtained after averaging the
results of three independent numerical simulations.
For all of them, the optimal q was ;20%.
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F
290
F340
 e
290
A
e340A
 
e340A
e290D
¼ 11Cu
Cl
 
E: (A6)
By introducing the ratio of the number of unlabeled to labeled proteins, rul,
Eq. A6 can then be presented in the form
E ¼ 1
11 rul
F
290
F
340 
e290A
e340A
 
e340A
e290D
: (A7)
APPENDIX B: ANALYTICAL EQUATION
FOR FRET IN SYSTEMS OF M13 COAT
PROTEIN PROTEINS INCORPORATED INTO
A LIPID BILAYER
Consider a system of labeled and unlabeled M13 coat protein incorporated
into a lipid bilayer. Let rul be the molar ratio of the labeled and unlabeled
proteins. The time decay of the ﬂuorescence intensity, r (t), of the donor in
this system can then be described by
rðtÞ ¼ rul
11 rul
ruðtÞ1
1
11 rul
rlðtÞ; (B1)
where ru is the ﬂuorescence decay of the unlabeled proteins, and rl the
ﬂuorescence decay of the labeled proteins. The coefﬁcients in front of ru,l
in Eq. B1 are the fractions of labeled and unlabeled proteins expressed in
terms of rul.
The ﬂuorescence decay of donors attached to unlabeled proteins ru is
affected by acceptors of other proteins, distributed around. For labeled pro-
teins, the intramolecular energy transfer should be taken into account as
well. Thus,
ruðtÞ ¼ rDðtÞ3 qsðt;R0;s; h;DPÞ; (B2)
rlðtÞ ¼ rDðtÞ3 qsðt;R0;s; h;DPÞ3qintraðtÞ; (B3)
where rD is the ﬂuorescence of a single donor, qs the quenching effect by
distributed acceptors, and qintra the quenching effect by intramolecular en-
ergy transfer in labeled proteins. We assume now that the donor ﬂuorescence
has a single lifetime and can be described by
rDðtÞ ¼ expðt=tDÞ; (B4)
where tD is a single donor lifetime. Alternatively, all expressions presented
below may easily be reproduced for multiexponential donor ﬂuorescence (41).
The quenching by intramolecular energy transfer is given by
qintraðtÞ ¼ exp tðR0=RintraÞ6=tD
 
; (B5)
where Rintra is the intramolecular donor-acceptor distance. Consider now
the quenching due to distributed acceptors. The overall surface density of
acceptors is given by
s ¼ NA
S
¼ Nl
SLNL=21 SPðNl1NuÞ; (B6)
where S is the area of the entire membrane, NA the number of acceptors in
the system, Nl the number of labeled proteins, Nu the number of unlabeled
proteins, NL the number of lipids, SL the area occupied by a single lipid mol-
ecule, and SP the area occupied by a single protein molecule. Taking into
account the deﬁnitions of rLP and rul, and considering cylindrical proteins,
Eq. B6 can be presented in the form
s ¼ ½ðSLrLP=21 SPÞð11 rulÞ1
¼ 2½ðSLrLP1D2Pp=2Þð11 rulÞ1: (B7)
Because of the possibility of parallel and antiparallel protein orientations,
the initial acceptor density s is divided over the two leaﬂets. For each leaﬂet,
the acceptor density s1 is given by
s1 ¼ s=2 ¼ SLrLP1D2Pp=2
 ð11 rulÞ 1: (B8)
Donors are divided over the two leaﬂets as well. The symmetry of the system
then leads to an equivalence of relative distances between each donor plane
and two acceptor planes. Therefore, the system can be substituted with a sys-
tem containing one layer of donors and two layers of acceptors at the dis-
tances of
hI ¼ jZD  ZAj; and hII ¼ jZD1 ZAj; (B9)
where ZD and ZA are the z coordinates (in the membrane axis system) of a
donor and acceptor, respectively, attached to a protein with an upright ori-
entation.
The analytical solution for the donor ﬂuorescence decay in the presence
of uniformly distributed acceptors in a plane was given by Davenport et al.
(14). Taking into account two layers of acceptors located at hI and hII, the
quenching effect on the donor ﬂuorescence is given as
qsðtÞ ¼ qIsðtÞ3 qIIsðtÞ ¼
exp 2ps1h2I
Z hIﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h
2
I 1D
2
P
p
a¼0
1 exp  t
tD
R0a
hI
 6" # !
a
3
(
da
 2ps1h2II
Z hIIﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h
2
II 1D
2
P
p
b¼0
1 exp  t
tD
R0b
hII
 6" # !
b
3
db
)
:
(B10)
The energy transfer efﬁciency can be calculated using the relative integrated
ﬂuorescence intensity of the donors in the presence and absence of acceptors
as
E ¼ 1
Z N
0
rðtÞdt
	Z N
0
rDðtÞdt: (B11)
The integrated ﬂuorescence of a single donor in the case of one exponential
decay equals to tD. After substitution of r, the energy transfer efﬁciency E
can be expressed in terms of rD, qs, and qintra,
E ¼ 1 1
tD
Z N
0
rDðtÞ3 qsðtÞ3
rul1 qintraðtÞ
11 rul
dt: (B12)
APPENDIX C: ANALYSIS OF THE SOLUTIONS
OBTAINED BY SBF
The FRET model that is used in our SBF ﬁtting has a random nature and
therefore the error function x2 (Eq. 8) is a stochastic one. To deal with this
stochastic effect, the ﬁtting procedure needs to be performed several times
(we take 100, which is found to be sufﬁciently large) with different starting
ﬁtting parameters. This approach results in a distribution of solutions and
each of the resulting solutions has a different x2 value. A typical distribution
of resulting x2 values is shown in Fig. 7 A.
In this case, the selection of the parameter set corresponding to the
minimal x2 is not statistically correct, because a low x2 can be the result of a
random deviation. At the same time, averaging of all solutions found will
lead to an incorrect result as well, because many solutions with a high x2 are
included. These solutions do not show a reasonable ﬁt between the modeled
and experimental data and appear only because the optimization algorithm is
falling into false local minima.
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To reduce the randomness of a single solution and to ﬁnd the best
solution in the parameter space, we use the following approach, which is
often found in evolutionary computing (42). A part of the solutions with the
lowest x2 values is selected. This corresponds to selecting the quantile x2q of
the x2 distribution. The solutions with x2 less than the selected quantile are
considered as an elite subset, and the mean value of the parameters inside
this elite subset is then taken as the result of the ﬁtting. The problem of this
approach now reduces to ﬁnding the optimal size for the elite solutions, i.e.,
the value q in the quantile x2q.
The selection of the optimal q is a problem-related task and cannot be
analytically solved in general. Therefore, we employ an empirical approach.
Using our numerical model, the analogs of experimental data were simulated
for a known parameter vector P, and these synthetic data were ﬁtted by the
same model. The resulting solutions were analyzed using the quantile ap-
proach with various values of q. This provides the resulting parameter vector
P*. To validate the precision of the representative solutions found, we
introduce a function e, which is the sum of the parameter deviations,
e ¼ +
np
i¼1
P

i  Pi
Pi
 2
; (C1)
where np is the number of parameters, and Pi is i
th parameter from the
parameter vector P. The sum parameter deviation e is related to the inac-
curacy in the resulting parameters. The behavior of the function e with re-
spect to q for our FRET model is depicted in Fig. 7 B. On increasing q the
error is decreasing, as would be expected, since the noise is reduced.
However, after taking more solutions into account, the error is increasing
again, because bad solutions are coming in. The minimal deviation in the
parameters is reached for q ¼ 20%.
To be fully applicable, the algorithm needs all elite solutions belonging to
the neighborhood of a single x2 minimum, and their differences should be
caused by simulation randomness. If the solutions would form several
separated clusters, the same approach should be applied to each of those
clusters, and the solutions found should be considered as possible states for
the system. However, this does not happen in our case. The additional ad-
vantage of the proposed algorithm is that it gives direct insight in the error
range. The standard deviation of parameters inside the elite subset of so-
lutions therefore can be used as a characteristic of the error range of the
resulting solution.
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