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Abstract
Let R be a 2-torsionfree ring with identity 1 and letTn(R), n  2, be the ring of all upper triangular n × n
matrices over R. We describe additive Jordan isomorphisms ofTn(R) onto an arbitrary ring and generalize
several results on this line.
© 2007 Published by Elsevier Inc.
AMS classification: 16S50
Keywords: Jordan isomorphism; Upper triangular matrix ring
1. Introduction
LetT andS be rings. A bijective additive map ϕ :T→S is called a Jordan isomorphism if
ϕ(xy + yx) = ϕ(x)ϕ(y) + ϕ(y)ϕ(x) for all x, y ∈T. Obviously, isomorphisms and antiisomor-
phisms are basic examples of Jordan isomorphisms. Jordan isomorphisms have been studied by
many authors for various rings and algebras (see [1–20]). The standard problem is to determine
whether a Jordan isomorphism is either an isomorphism or an antiisomorphism. In this paper
we continue the investigation of Jordan isomorphisms of Tn(R), n  2, the ring of all upper
triangular n × n matrices over a ring R with identity.
Using linear algebraic techniques, Molnár and Šemrl [17] proved that automorphisms and
antiautomorphisms are the only linear Jordan automorphisms of Tn(F ), n  2, where F is
field with at least three elements. Later Beidar et al. [4] generalized this result and proved that
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every linear Jordan isomorphisms of Tn(C), n  2, onto an arbitrary algebra over C is either
an isomorphism or an antiisomorphism, where C is a 2-torsionfree commutative ring which
is connected, that is, a ring in which the only idempotents are 0 and 1. Recently, Wong [20]
showed that every Jordan isomorphisms of Tn(R), n  2, onto any ring is either an isomor-
phism or an antiisomorphism, provided that R is a 2-torsionfree ring which contains no central
idempotents other than 0 and 1. Suppose that R contains a central idempotent ε /= 0, 1. Then
the map A ∈Tn(R) → εA + (1 − ε)UAtrU−1 (cf. [4,17,20]), where Atr denotes the transpose
of A and U = e1n + e2(n−1) + · · · + e(n−1)2 + en1 (here, eij denotes a matrix unit), is a Jordan
automorphism ofTn(R) which is neither an automorphism nor an antiautomorphism. Motivated
by the results stated above and applying important facts obtained by Wong [20], we will give a
full generalization as follow.
Main Theorem 1. Let R be a 2-torsionfree ring with identity 1R and let T =Tn(R), n  2,
be the ring of all upper triangular n × n matrices over R with identity 1T. If ϕ :T→S is a
Jordan isomorphism ofT onto an arbitrary ring S, then ϕ(1T) is the identity of S and there
exists a central idempotent α ofT such that ϕ(α) is a central idempotent ofS and
ϕ(xy) = ϕ(α)ϕ(x)ϕ(y) + ϕ(1T − α)ϕ(y)ϕ(x)
for all x, y ∈T. Furthermore,ϕ|αT : αT→ ϕ(α)S is an isomorphism of rings andϕ|(1T−α)T :
(1T − α)T→ ϕ(1T − α)S is an antiisomorphism of rings.
2. Proof of Main Theorem
Before proving our result, we fix some symbols. Let Z(R), Z(T) and Z(S) denote the center
of R,T andS respectively. As usual, let {eij |1  i < j  n} denote the set of usual matrix units
ofT. Then 1T =∑ni=1 eii and Z(T) = Z(R) · 1T. Since R is 2-torsionfree, clearlyT is also
2-torsionfree and so is S. Hence the Jordan isomorphism ϕ :T→S satisfies ϕ(x2) = ϕ(x)2
for all x ∈T. Further, from 2xyx = x(xy + yx) + (xy + yx)x − (x2y + yx2), ϕ also satisfies
ϕ(xyx) = ϕ(x)ϕ(y)ϕ(x) for all x, y ∈T.








whereA = e11Te11 = Re11,B = (1T − e11)T(1T − e11) ∼=Tn−1(R) andM = e11T(1T −
e11) =∑ni=2 Re1i an (A,B)-bimodule, which is faithful as a leftA- module as well as a right
B-module (see [20, p. 3382]). Moreover we haveAB = BA = BM =MA =MM = 0. By
1A we denote the identity e11 ofA and by 1B the identity 1T − e11 of B.
Let e = ϕ(1A) and f = ϕ(1B). In view of the proof of [20, Theorem 3.1, p. 3385, lines 25–
32], we see that ϕ(A) = eϕ(T)e = eSe is a subring of S with identity e = 1ϕ(A). Similarly,
ϕ(B) = f ϕ(T)f = fSf is a subring ofS with identity f = 1ϕ(B). Moreover, ef = f e = 0,
e + f = ϕ(1T) = 1S, the identity ofS, and
ϕ(A)ϕ(B) = ϕ(B)ϕ(A) = 0. (1)
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In particular, we have (see [20, p. 3386, lines 2–4])
ϕ(a)ϕ(m) = ϕ(am)f, ϕ(m)ϕ(a) = f ϕ(am),
ϕ(m)ϕ(b) = eϕ(mb), ϕ(b)ϕ(m) = ϕ(mb)e, (2)
eϕ(m) = ϕ(m)f, ϕ(m)e = f ϕ(m)
for all a ∈A, b ∈ B,m ∈M. Since ef = f e = 0, it follows form (2) that
eϕ(M)e = f ϕ(M)f = 0. (3)
By the proof of [20, Theorem 3.1, p. 3386, lines 6–19], ϕ−1(eϕ(M)) and ϕ−1(f ϕ(M)) are
both leftA-submodules ofM and also rightB-submodules ofM. MoreoverM= ϕ−1(eϕ(M))⊕
ϕ−1(f ϕ(M)) as submodules. Thus e12 = m1 + m2 ∈M, where m1 ∈ ϕ−1(eϕ(M)) and m2 ∈
ϕ−1(f ϕ(M)). Multiplying e11 from the left hand side and multiplying e22 from the right hand
side, we obtain e12 = m1 + m2 = e11m1e22 + e11m2e22. Since e11 ∈A and e22 ∈ B, we have
e11m1e22 ∈ ϕ−1(eϕ(M)) and e11m2e22 ∈ ϕ−1(f ϕ(M)). Then m1 − e11m1e22 = e11m2e22 −
m2 ∈ ϕ−1(eϕ(M)) ∩ ϕ−1(f ϕ(M)) = {0}. This implies m1 = e11m1e22 = αe12 ∈ ϕ−1(eϕ(M))
for some α ∈ R. Similarly, m2 = e11m2e22 = βe12 ∈ ϕ−1(f ϕ(M)) for some β ∈ R. So e12 =
αe12 + βe12, implying that 1R = α + β. Let r ∈ R. Note that re11 ∈A and re22 ∈ B. Then
(rα)e12 = (re11)αe12 ∈ ϕ−1(eϕ(M)) and (rβ)e12 = (re11)βe12 ∈ ϕ−1(f ϕ(M)). Similarly,
(αr)e12 = αe12(re22) ∈ ϕ−1(eϕ(M)) and (βr)e12 = βe12(re22) ∈ ϕ−1(f ϕ(M)). Hence from
re12 = rαe12 + rβe12 = αre12 + βre12,
it follows that (rα − αr)e12 = (βr − rβ)e12 ∈ ϕ−1(eϕ(M)) ∩ ϕ−1(f ϕ(M)) = {0}. This im-
plies rα − αr = βr − rβ = 0 for all r ∈ R. So we have α, β ∈ Z(R). On the other hand, from
αe12 = α2e12 + αβe12 and βe12 = βαe12 + β2e12,
it follows that (α − α2)e12 = (αβ)e12 ∈ ϕ−1(eϕ(M)) ∩ ϕ−1(f ϕ(M)) = {0} and (βα)e12 =
(β − β2) ∈ ϕ−1(eϕ(M)) ∩ ϕ−1(f ϕ(M)) = {0}. Thus α2 = α, β2 = β and αβ = βα = 0.
Next we claim that ϕ−1(eϕ(M)) = αM and ϕ−1(f ϕ(M)) = βM. Let r ∈ R. Since αe12 ∈
ϕ−1(eϕ(M)) and re2k ∈ B for 2  k  n, (αre1k) = (αe12)(re2k) ∈ ϕ−1(eϕ(M)). HenceαM=∑n
k=2(αR)e1k ⊆ ϕ−1(eϕ(M)). In a similarly way, βM ⊆ ϕ−1(f ϕ(M)). For m ∈ ϕ−1(eϕ(M)),
m = 1R · m = (α + β)m = αm + βm so we have (m − αm) = βm ∈ ϕ−1(eϕ(M)) ∩ ϕ−1(f ϕ
(M)) = {0}, implying thatm = αm. Thusϕ−1(eϕ(M)) ⊆ αM. Similarly,ϕ−1(f ϕ(M)) ⊆ βM,
proving the claim.
For simplicity, from now on we abbreviate ϕ(α · 1T) as ϕ(α) and ϕ(β · 1T) as ϕ(β). For x ∈
T, 2ϕ(αx) = ϕ(αx + xα) = ϕ(α)ϕ(x) + ϕ(x)ϕ(α) and ϕ(αx) = ϕ(αxα) = ϕ(α)ϕ(x)ϕ(α).
Setting x = α in the first relation, we get ϕ(α)2 = ϕ(α). Then from the above two relations,
we see that ϕ(α)ϕ(x) = ϕ(α)ϕ(x)ϕ(α) = ϕ(x)ϕ(α) for all x ∈T. Thus
ϕ(α)2 = ϕ(α) ∈ Z(S) and ϕ(αx) = ϕ(α)ϕ(x) for all x ∈T. (4)
Similarly, we also have
ϕ(β)2 = ϕ(β) ∈ Z(S) and ϕ(βx) = ϕ(β)ϕ(x) for all x ∈T. (5)
Recall that αϕ−1(f ϕ(M)) = α(βM) = {0} and βϕ−1(eϕ(M)) = β(αM) = {0}. Thus from
(4) and (5) it follows that ϕ(α)f ϕ(M) = ϕ(αϕ−1(f ϕ(M))) = {0} and ϕ(β)eϕ(M) =
ϕ(βϕ−1(eϕ(M))) = {0}. Hence for m ∈M, using (2), we have
ϕ(α)ϕ(m)e = ϕ(α)f ϕ(m) = 0 and ϕ(β)ϕ(m)f = ϕ(β)eϕ(m) = 0. (6)
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Since ϕ(m) = ϕ(1Am + m1A) = eϕ(m) + ϕ(m)e = ϕ(m)f + f ϕ(m) by (2), multiplying this
relation by ϕ(α) and ϕ(β) respectively from the left hand side and by (6) we have
ϕ(α)ϕ(m) = ϕ(α)eϕ(m) and ϕ(β)ϕ(m) = ϕ(β)f ϕ(m) for all m ∈M. (7)
For m,m′ ∈M, use (4), (7) and (3) to obtain ϕ(α)ϕ(m)ϕ(m′) = ϕ(α)ϕ(m)ϕ(α)ϕ(m′) =
ϕ(α)eϕ(m)ϕ(α)eϕ(m′) = ϕ(α)(eϕ(m)e)ϕ(m′) = 0. In a similar way, using (5), (7) and (3), we
have ϕ(β)ϕ(m)ϕ(m′) = 0. Hence ϕ(m)ϕ(m′) = ϕ(1T)ϕ(m)ϕ(m′) = ϕ(α + β)ϕ(m)ϕ(m′) = 0.
This implies that
ϕ(M)ϕ(M) = 0. (8)
Let a, a′ ∈A and m ∈M. By (2), ϕ(aa′)ϕ(m) = ϕ((aa′)m)f = ϕ((aa′)m)f 2 =
(ϕ(a(a′m))f )f = (ϕ(a)ϕ(a′m))f = ϕ(a)(ϕ(a′m)f ) = ϕ(a)ϕ(a′)ϕ(m). Then (ϕ(aa′) −
ϕ(a)ϕ(a′))ϕ(m) = 0. Recall that ϕ(A) = eSe forms a subring ofSwith identity e. Let a∗ ∈A
such that ϕ(a∗) = ϕ(aa′) − ϕ(a)ϕ(a′). Then ϕ(a∗)ϕ(m) = 0. By (6), ϕ(α)ϕ(m)e = 0. Hence
ϕ((αa∗)m) = ϕ((αa∗)m + m(αa∗))
= ϕ(αa∗)ϕ(m) + ϕ(m)ϕ(αa∗)
= ϕ(α)ϕ(a∗)ϕ(m) + ϕ(m)ϕ(α)ϕ(a∗)
= ϕ(α)ϕ(a∗)ϕ(m) + ϕ(m)ϕ(α)eϕ(a∗)e = 0.
Thus (αa∗)m = 0 for all m ∈M. Recall thatM is a left faithfulA-module. This implies αa∗ = 0.
Then ϕ(α)ϕ(a∗) = ϕ(αa∗) = 0. That is,
ϕ(α)(ϕ(aa′) − ϕ(a)ϕ(a′)) = 0 for all a, a′ ∈A. (9)
On the other hand, for a, a′ ∈A,m ∈M, by (2), ϕ(m)ϕ(aa′) = f ϕ((aa′)m) =
f 2ϕ((aa′)m) = f (f ϕ(a(a′m))) = f (ϕ(a′m)ϕ(a)) = (f ϕ(a′m))ϕ(a)) = ϕ(m)ϕ(a′)ϕ(a). So
ϕ(m)(ϕ(aa′) − ϕ(a′)ϕ(a)) = 0. Let a∗∗ ∈A such that ϕ(a∗∗) = ϕ(aa′) − ϕ(a′)ϕ(a). Then
ϕ(m)ϕ(a∗∗) = 0. By (6), ϕ(β)eϕ(m) = 0. Hence
ϕ((βa∗∗)m) = ϕ((βa∗∗)m + m(βa∗∗))
= ϕ(βa∗∗)ϕ(m) + ϕ(m)ϕ(βa∗∗)
= ϕ(β)ϕ(a∗∗)ϕ(m) + ϕ(m)ϕ(β)ϕ(a∗∗)
= ϕ(β)eϕ(a∗∗)eϕ(m) + ϕ(m)ϕ(β)ϕ(a∗∗) = 0.
Thus (βa∗∗)m = 0 for all m ∈M. So βa∗∗ = 0. Then ϕ(β)ϕ(a∗∗) = ϕ(βa∗∗) = 0. That is,
ϕ(β)(ϕ(aa′) − ϕ(a′)ϕ(a)) = 0 for all a, a′ ∈A. (10)
By symmetry, we also have
ϕ(α)(ϕ(bb′) − ϕ(b)ϕ(b′)) = 0 and ϕ(β)(ϕ(bb′) − ϕ(b′)ϕ(b)) = 0 (11)
for all b, b′ ∈ B. For a′ ∈A, b ∈ B,m,m′ ∈M, by (2) and (6), we have
ϕ(α)ϕ(m)ϕ(a′) = ϕ(α)f ϕ(a′m) = 0 and ϕ(α)ϕ(b)ϕ(m′) = ϕ(α)ϕ(m′b)e = 0. (12)
Similarly, using (2) and (6), we obtain
ϕ(β)ϕ(a′)ϕ(m) = ϕ(β)ϕ(a′m)f = 0 and ϕ(β)ϕ(m′)ϕ(b) = ϕ(β)eϕ(m′b) = 0.
(13)
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Let x = a + b + m and y = a′ + b′ + m′, where a, a′ ∈A, b, b′ ∈ B,m,m′ ∈M. Then
ϕ(α)ϕ(x)ϕ(y)
= ϕ(α)((ϕ(a) + ϕ(b) + ϕ(m))(ϕ(a′) + ϕ(b′) + ϕ(m′)))
= ϕ(α)(ϕ(a)ϕ(a′) + ϕ(a)ϕ(m′) + ϕ(m)ϕ(b′) + ϕ(b)ϕ(b′)) (by (1), (8), (12))
= ϕ(α)(ϕ(aa′) + eϕ(am′) + eϕ(mb′) + ϕ(bb′)) (by (2), (9), (11))
= ϕ(α)(ϕ(aa′) + ϕ(am′) + ϕ(mb′) + ϕ(bb′)) (by (7)).
On the other hand,
ϕ(β)ϕ(y)ϕ(x)
= ϕ(β)((ϕ(a′) + ϕ(b′) + ϕ(m′))(ϕ(a) + ϕ(b) + ϕ(m)))
= ϕ(β)(ϕ(a′)ϕ(a) + ϕ(b′)ϕ(m) + ϕ(m′)ϕ(a) + ϕ(b′)ϕ(b)) (by (1), (8), (13))
= ϕ(β)(ϕ(aa′) + f ϕ(mb′) + f ϕ(am′) + ϕ(bb′)) (by (2), (10), (11))
= ϕ(β)(ϕ(aa′) + ϕ(mb′) + ϕ(am′) + ϕ(bb′)) (by (7)).
Since ϕ(xy) = ϕ(aa′ + am′ + mb′ + bb′), it is easy to see that
ϕ(xy) = ϕ(α)ϕ(x)ϕ(y) + ϕ(β)ϕ(y)ϕ(x), (14)
as desired.
Finally, by (4), (5), (14) and ϕ(β)ϕ(α) = ϕ(α)ϕ(β) = ϕ(αβ) = 0, we may obtain that ϕ|αT :
αT→ ϕ(α)S is an isomorphism of rings and ϕ|βT : βT→ ϕ(β)S is an antiisomorphism of
rings. This completes the proof. 
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