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Mean Field Game is a rather new field initially developed in applied mathematics and engineering
in order to deal with the dynamics of a large number of controlled agents or objects in interaction.
For a large class of these models, there exists a deep relationship between the associated system
of equations and the non linear Schrödinger equation, which allows to get new insights on the
structure of their solutions. In this work, we deal with related aspects of integrability for such
systems, exhibiting in some cases a full hierarchy of conserved quantities, and bringing some new
questions which arise in this specific context.
2Mean Field Game (MFG) is a rather recent theoretical framework specifically developed to
address complex problems of game theory when the number of players becomes large [1–4]. Ac-
cordingly, they have natural applications in various fields, ranging from finance [5–7] to sociology
[8–10] and engineering science [11–13], and more generally whenever optimization issues involve
many coupled subsystems.
Such games can be characterized by the coupling between a time-forward diffusion process, for
a density m(~x, t) of agents with state variables ~x ∈ Rn at time t, and an optimization process
resulting in a value function u(~x, t) constructed backwards in time. In the simplified case of
quadratic mean field games (see [14] for a suitable introduction for physicists) this construction
leads to a system of two coupled equations: a forward Fokker-Planck equation for the density and
a backward Hamilton-Jacobi-Bellman equation for the value function:

∂tm− 1
µ
~∇.
[
m~∇u
]
− σ
2
2
∆m = 0
m(~x, t = 0) = m0(~x)
∂tu+
σ2
2
∆u− 1
2µ
||~∇u||2 = V [m]
u(~x, t = T ) = cT [m](~x)
, (1)
In such a case, the two PDE’s are coupled through two terms: in the first equation, the drift velocity
for the density is proportional to the gradient of the value function as ~a(~x, t) = −~∇u(~x, t)/µ; in
the second one, the source term for the value function in the right hand side involves a functional
of the density m at time t, V [m(·, t)](~x) (that may also have an explicit dependence in ~x). The
atypical forward-backward structure, with mixed initial and final boundary conditions, leads to
new challenges when trying to characterize solutions, either analytically or numerically.
This paper is dedicated to the study of a class of so-called integrable quadratic Mean Field Games
that can be solved entirely analytically. The main motivation behind this work is to make use of
the deep connection between quadratic MFG and the non-linear Schrödinger (NLS) equation -
which is integrable under some conditions, in order to grasp new formal results for this forward-
backward system of equations (1). These integrable games are very specific but can be seen as
limiting regimes of more general problems, such as the ones considered in [15]. Very few realistic
situations can accurately be described by such games, but they may serve as reference models for
more involved discussions.
By integrable quadratic Mean Field Games we specifically refer to games described by the system
of MFG equation in 1+1 dimensions, already studied in [16] in the repulsive case, featuring local
interactions but no explicit dependence on the position and in particular no external potential.

∂tm− 1
µ
∂x [m∂xu]− σ
2
2
∂xxm = 0
m(x, t = 0) = m0(x)
∂tu+
σ2
2
∂xxu− 1
2µ
(∂xu)
2 = gm
u(x, t = T ) = cT [m](x)
. (2)
This can be seen as a particular, admittedly very simple, case of the population dynamics model
introduced by O. Guéant in 2010 [10], in which players have no preferences whatsoever for a given
state x (representing maybe a physical position, capital, beliefs etc.), but only care about the
amount of other players in their close vicinity. The sign of the constant g monitors the type of
interactions between players. A positive sign would correspond to attractive interactions (herding
effect, peer pressure, etc.) while a negative value would describe repulsive interactions (collective
exploration, anti-conformism, etc.). Both instances has been the subject of extensive discussions
(respectively [14, 17, 18] and [15, 16] ) but the present considerations on integrability are new.
Those games are (completely) integrable in the Liouville sense [19]. They can be seen as infinite
dimensional Hamiltonian systems, for which an infinite number of commuting Poisson invariants
can be constructed. Those conserved quantities are said to be in involution and are known as
first integrals of motion. Another, more geometrical, way of saying this is that there exists a
regular foliation of the phase space by invariant manifolds, such that the Hamiltonian vector fields
3associated with the invariants of the foliation span the tangent distribution. By the Liouville-
Arnold theorem [20], for such systems there exists a canonical transformation to action-angle
variables (as in preserving Hamilton’s equations). In this system of coordinates, the Hamiltonian
depends only on the action variables (which are equivalent to the first integrals of motion), while
the dynamics of angle variables is linear. If this canonical transform was explicitly known, the
system could be solved by quadratures, in which case those games could be considered as “solvable
entirely analytically”.
In this paper, we will show the existence of those integrals of motion. This only constitutes a
first (and probably the simplest, albeit non-trivial) step in the aforedescribed procedure but also
the more useful. Computing conserved quantities has natural implications outside of the realm
of integrable systems and can serve, for instance, as a basis for variational approaches. As such,
Section I contains the basic informations: it introduces the non-linear Schrödinger representation
and provides the reader with a physical interpretation of the first integrals of motion as well as a
general recipe, without justification, on how to compute them. The aim of this section is to provide
readers with straightforward and immediately applicable results, without deepening into formal
issues. In section II, we discuss essential notions of integrable systems, e.g. the zero-curvature
representation, necessary to derive explicit expressions for the integrals of motion. Section III
provides a direct computation of conserved quantities and a proof of the fact that they are all in
involution, using a generalisation of the Hamiltonian formalism to infinite dimensional systems.
We conclude this paper with a summary of the results and a discussion on the next steps required
to completely solve the problem.
I. SCHRÖDINGER REPRESENTATION OF QUADRATIC MEAN FIELD GAMES
A. Canonical change of variables
The integrability of quadratic MFG can be traced back to the Schrödinger representation [14] of
Eqs. (2) 

− µσ2∂tΦ = µσ
4
2
∂xxΦ+ gmΦ
+ µσ2∂tΓ =
µσ4
2
∂xxΓ + gmΓ
, (3)
obtained by performing the Cole-Hopf like transform{
u(t, x) = −µσ2 logΦ(t, x)
m(t, x) = Γ(t, x)Φ(t, x)
. (4)
NLS being integrable in the absence of external potential, we may expect that its MFG counterpart,
equations (3), have the same property.
One of the most powerful methods when it comes to exploiting the integrability of MFG equation
was first introduced by V. Zakharov and A. Shabat in their seminal paper of 1972 [21]. It presents
what would later be known as the inverse scattering transform (IST) and constitutes the basis
of soliton theory [22]. This paper represents a first step in adapting this method, in its modern
acceptation, to MFG and rely heavily on the book by L. Faddeev and L. Takhtajan [23]. It presents
the IST formalism and how it can be applied to MFG, but does not provide a solution to the system
of equations (3). Instead it examines intermediate results, such as a way to generate first integrals
of motion, and discusses some of the issues appearing in the context of MFG) that will need to be
addressed for further developments.
B. Action functional and Noether theorem
One of the more immediate benefits of this alternative representation is that it enables, in a
fairly direct fashion, the introduction of various methods and notions originally developed to study
and characterise problems of physics. Most notably, it brings forward the concepts of action and
4energy to the context of MFG. The system of Eqs. (3) can be seen as deriving from an action
functionnal S defined as
S[Γ,Φ] ≡
∫ T
0
dt
∫
R
dx
[
µσ2
2
(Γ∂tΦ− Φ∂tΓ)− µσ
4
2
∂xΓ∂xΦ +
g
2
(ΓΦ)2
]
, (5)
so that
Eq. (3) ⇔


δS
δΦ
= 0
δS
δΓ
= 0
. (6)
Existence of this action S already implies, by way of Noether theorem, that of conserved quantities
corresponding to the various symmetries of the problem, the most notable example of which is the
energy (or Hamiltonian)
H =
∫
R
dx
[
−µσ
4
2
∂xΓ∂xΦ +
g
2
(ΓΦ)
2
]
=
∫
R
dx
[
σ2
2
(
∂xm∂xu+m
(∂xu)
2
µσ2
)
+
g
2
m2
] , (7)
associated with the time translation
m(x, t)→ m(x, t+ t′) u(x, t)→ u(x, t+ t′) , (8)
which leaves Eq. (5) invariant. Two other relevant conserved quantities with a clear physical
meaning are the (normalized) number of players
N =
∫
R
mdx =
∫
R
ΦΓdx = 1 , (9)
corresponding to the invariance through translation of u
u(x, t)→ u(x, t) + u′ , (10)
and the momentum
P =
∫
R
(Γ∂xΦ− Φ∂xΓ)dx = −
∫
R
[
∂xm+
2m
µσ2
∂xu
]
dx , (11)
which corresponds to space-translational invariance
m(x, t)→ m(x+ x′, t) u(x, t)→ u(x+ x′, t) , (12)
under which the action S is also invariant. The other conserved quantities exhibit more complicated
expressions and their signification is usually more abstract such that relying on Noether theorem
to find those is impractical, and we need a more systematic way of generating conserved quantities.
C. Recursion relations for the first integrals of motion
A technical discussion on the derivation of explicit expressions for the conserved quantities can be
found in Section III, using tools introduced in Section II. Hereafter, we provide a simple prescription
for their construction, without demonstration.
For the sake of simplicity, we consider Mean Field Games with rapidly decreasing fields at infinity

lim
x→∞
Φ(x, t) = 0
lim
x→∞
Γ(x, t) = 0
⇒


lim
x→∞
u(x, t) =∞
lim
x→∞
m(x, t) = 0
, (13)
5As we shall show later, under this assumption every first integral of motion, denoted Qn, can be
written in the form
Qn =
∫
R
wnΦdx =
∫
R
w˜nΓdx , (14)
where wn and w˜n are polynomials of Φ, Γ and their derivatives, the simplest of which are w0 = Γ
and w˜0 = Φ so that
Q0 =
∫
R
ΓΦdx = N . (15)
The higher order polynomials wn ans w˜n can then be obtained by recurrence in terms of lower
order ones 

wn+1 = −µσ
4
g
[
∂xwn +Φ
n−1∑
k=0
wkwn−k
]
w˜n+1 =
µσ4
g
[
∂xw˜n − Γ
n−1∑
k=0
w˜kw˜n−k
] . (16)
It is easy to check that this procedure quickly yields both the momentum (after symmetrization)
and the Hamiltonian introduced earlier through Noether theorem
Q1 =
1
2
∫
R
(w1Φ+ w˜1Γ)dx =
µσ4
2g
∫
R
(Γ∂xΦ− Φ∂xΓ)dx ∝ P , (17)
and
Q2 =
1
2
∫
R
(w2Φ+ w˜2Γ)dx =
µσ4
2g2
∫
R
dx
[
−µσ
4
2
∇Γ.∇Φ+ g
2
(ΓΦ)
2
]
∝ H . (18)
But it is equally easy to compute new, more complicated, conserved quantities such as
Q3 =
1
2
∫
R
(w3Φ + w˜3Γ)dx
=
µ2σ8
2g2
∫
R
dx
[
µσ4
g
(Γ∂xxxΦ− Φ∂xxxΓ) + 3
2
(
Γ2∂xΦ
2 − Φ2∂xΓ2
)] , (19)
This third integral of motion is reminiscent of the generator of the modified KdV operator, which
could be expected since mKdV and NLS are both part of the same AKNS hierarchy [24]. We may
also compute easily
Q4 =
1
2
∫
R
(w4Φ+ w˜4Γ)dx
=
µ2σ8
2g2
∫
R
dx
[
µ2σ8
g2
∂xxΦ∂xxΓ +
3µσ4
g
∂xΦ
2∂xΓ
2 + (ΦΓ)3
] . (20)
II. INTEGRABLE SYSTEMS FORMALISM
A. Nondimensionalization
As is often the case when dealing with non-linear PDEs, it will prove convenient to parametrize
the system of equations (3) using dimensionless units.
In analogy with Bose-Einstein condensates, we introduced elsewhere [16] the healing length
ν =
∣∣µσ4/g∣∣ as a typical length scale of the problem. In a similar fashion, we can now introduce
τ = 2µ2σ6/g2 as a typical time scale. Denoting both t′ = t/τ and x′ = x/ν we can then write
equations (3) in a dimensionless form{ − ∂t′Φ = +∂x′x′Φ∓ 2νmΦ
+ ∂t′Γ = +∂x′x′Γ∓ 2νmΓ , (21)
6where the sign in front of the interaction term depends on the sign of g. In this form, the healing
length ν appears as the only relevant parameter.
This representation (with all "primes" dropped) will be used for the rest of the paper. It will be
especially useful when dealing with the several transformations required by the IST method.
B. Zero curvature representation
The foundation of the IST method lies in the fact that dimensionless equations (21) can be seen
as compatibility conditions for an auxiliary, overdetermined, linear system. Let F = (f1, f2) be a
vector function of (x, t) defined by
{
∂xF = U(x, t, λ)F
∂tF = V (x, t, λ)F
, (22)
where U and V are 2 × 2 matrix functions depending on (x, t) but also on a spectral parameter
λ, the importance of which will be made clear later. By computing the cross derivative of F in
different ways, it is easy to check that in order for it to verify Schwartz’s theorem and the problem
to be well-defined, one needs to impose
∂tU − ∂xV + [U, V ] = 0 , (23)
and this relation to hold no matter the value taken by λ. If we assume that
U = κ
(
0 Φ
Γ 0
)
+
(
λ
2
0
0 −λ
2
)
, (24)
with κ =
√
ν if g < 0 or κ = i
√
ν if g > 0, and
V = κ
(
κΦΓ −∂xΦ
∂xΓ −κΦΓ
)
− λU , (25)
then, assuming that Φ and Γ vanish at infinity, equations (21) are fully equivalent to the com-
patibility condition (23). More general boundary conditions can be accounted for by modifying
V as described in the chapters The case of finite density of [23]. What this representation brings
is a fairly natural geometric interpretation. The matrices U and V can be seen as the x and t
components of a connection (or gauge field) in the vector bundle R2×R+2, while the left hand side
of compatibility condition (23) can be seen as the curvature (or strength field) of this connection
according to the Ambrose-Singer theorem [25]. Hence the name zero-curvature representation. In
the field of classical integrable systems this is known as Lax connection and the compatibility equa-
tion (23) is equivalent to Lax equation when the number of degrees of freedom becomes infinite
[26].
C. Parallel transport
A reasonable progression, once we interpret (U, V ) as a connection, is to consider the parallel
transport it induces. Let γ be a curve in R2 partitioned into N adjacent segments γ1...γN . We
define the parallel transport along γ as
Ωγ = lim
N→∞
[
P
N∏
n=1
(
1 +
∫
γn
(Udx + V dt)
)]
, (26)
where P denotes the path ordering (because the connection is non-Abelian) and 1 the identity. A
physicist’s (and more compact) notation for this expression would be
Ωγ = P exp
∫
γ
(Udx+ V dt) , (27)
7and this is the one we will use from now on. This last expression is particularly convenient for two
reasons. The first one is that it makes it clear that if γ represents a path from the origin (x0, t0)
to the point of observation (x, t), the parallel transport along this path is simply F , solution of the
auxiliary problem (22) with initial condition F (x0, t0) = (1, 1). More generally, given initial data
F (x0, t0), solution of equations (22) is given by the covariantly constant vector field
F (x, t) = ΩγF (x0, t0) . (28)
The second, and maybe more important, reason is that it makes computing the parallel transport
over a closed curve γ0 (holonomy of the connection) trivial by way of the non-Abelian Stokes
theorem (cf appendix A). Indeed
Ωγ0 = 1 , (29)
no matter the starting point thanks to the vanishing of the curvature. This property is akin to
that of Lagrangian manifolds in Hamiltonian mechanics and will prove to play a fundamental role
in the computations of integrals of motion.
D. Monodromy matrix
The main characteristics of the problem are the monodromy matrices defined as the propagators
in the two directions x and t

T (x, y, λ; t) = P exp
∫ y
x
U(z, t, λ)dz
S(t1, t2, λ;x) = P exp
∫ t2
t1
V (x, t, λ)dt
. (30)
These "global" objects will turn out to be easier to manipulate than their local counterparts U and
V , notably thanks to the non-Abelian Stokes theorem. To illustrate this, we shall consider a closed
rectangular loop γR as represented Figure (1). Because of its geometry, the parallel transport along
Figure 1. A rectangular loop γR in the (x, t) plane. The vanishing of the curvature imposes that the
parallel transport along it is the identity.
γR can be readily expressed in terms of the monodromy matrices
ΩγR = S(t2, t1, λ;x)T (y, x, λ; t2)S(t1, t2, λ; y)T (x, y, λ; t1) = 1 . (31)
By construction, the monodromy matrices exhibit the following inversion property{
T (x, y, λ; t) = T−1(y, x, λ; t)
S(t1, t2, λ;x) = S
−1(t2, t1, λ;x)
, (32)
8which one can use to write the parallel transport equation (31) as
T (x, y, λ; t1) = S
−1(t1, t2, λ; y)T (x, y, λ; t2)S(t1, t2, λ;x) . (33)
Now, if one can find two points x and y (for example x→ −∞ and y →∞) so that for all times t
V (x, t, λ) = V (y, t, λ) , (34)
then the time evolution of the monodromy matrix T given by equation (33) can be seen as equivalent
to a gauge transformation. This implies that the (gauge invariant) Wilson line that constitutes
Tr [T ] is a constant in time
Tr [T (x, y, λ; t1)] = Tr
[
S−1(t1, t2, λ;x)T (x, y, λ; t2)S(t1, t2, λ;x)
]
= Tr [T (x, y, λ; t2)] ,
(35)
and this for any λ. We will now show that Tr [T ] can be used as generating function for the
constants of motion.
III. FIRST INTEGRALS OF THE MOTION
A. Computing conserved quantities
The monodromy matrix contains all the information we need about the system of equations (21),
most notably, its trace can be used as generating functions for the first integrals of motion. To
extract those conserved quantities one first needs to write the monodromy matrix as a Poincaré
expansion in terms of λ. We will not discuss how this upcoming expansion came to be, for a
complete derivation we refer the interested reader to the aforementioned monograph [23].
We start by introducing E(y − x, λ), the monodromy matrix of equations (21) for the trivial
constant solutions Φ(x, t) = Γ(x, t) = 0
E(y − x, λ) = lim
Φ→0
lim
Γ→0
[
P exp
∫ y
x
U(z, t, λ)dz
]
= exp
[
λ
2
(y − x)σ3
] , (36)
where σ3 is the Pauli matrix
σ3 =
(
1 0
0 −1
)
. (37)
The monodromy matrix can then be written as
T (x, y, λ; t) = E(y − x, λ) +
∞∑
n=1
Tn(x, y; t)E(y − x, λ)
λn
+
∞∑
n=1
T˜n(x, y; t)E(x − y, λ)
λn
+ o(λ−∞) .
(38)
This expansion will allow us to associate a conserved quantity to each and every order in λ.
To get a more explicit expression of the coefficients Tn and T˜n we turn to an alternative definition
of the monodromy matrix T . The integral definition (30) is perfectly equivalent to the differential
equation
∂yT (x, y, λ; t) = U(y, t, λ)T (x, y, λ; t) , (39)
with initial condition
T (x, y, λ; t)|x=y = 1 . (40)
9To solve equation (39) at every order in λ, because we are eventually interested in taking the trace
of T , it is convenient to write the monodromy matrix as the gauge transformation of a diagonal
matrix, a process sometimes called abelianization [26]. If condition (34) is satisfied, one can write
T (x, y, λ; t) = (1 +W (x, λ; t)) expZ(x, y, λ; t) (1 +W (y, λ; t))
−1
, (41)
where W and Z are respectively an off-diagonal and a diagonal matrix, shown to be uniquely
defined, of Poincaré expansion [23]
W (y, λ; t) =
∑
n
Wn(y; t)
λn
, (42)
and
Z(x, y, λ; t) = E(y − x, λ) +
∑
n
Zn(x, y; t)
λn
. (43)
Inserting the expression (41) in equation (39), and separating diagonal and off-diagonal parts, one
obtains 

∂yZ(x, y, λ; t) =
λ
2
σ3 + U(y, t)W (y, λ; t)
∂yW (y, λ; t) +W (y, λ; t)∂yZ(x, yλ; t) = U(y, t) +
λ
2
σ3W (y, λ; t)
, (44)
by denoting U(y, t) ≡ U(y, t, λ = 0). The implicit expression of ∂yZ given by the diagonal part of
equations (44) can be used to write the off-diagonal part as a Riccati equation
∂yW − λσ3W +WUW − U = 0 . (45)
Using the expansion (42) and focusing on the nth order in λ yields the recursion relation
Wn+1 = σ3
[
∂yWn +
n−1∑
k=0
WkUWn−k
]
, (46)
with initial condition
W0 = −σ3U . (47)
More explicitly, if we write
W = κ
(
0 −∑n w˜nλn∑
n
wn
λn
0
)
, (48)
the recursion relation (46) becomes

wn+1 = −∂ywn − κ2Φ
n−1∑
k=0
wkwn−k
w˜n+1 = ∂yw˜n − κ2Γ
n−1∑
k=0
w˜kw˜n−k
, (49)
with {
w0 = Γ
w˜0 = Φ
. (50)
Now, let us go back to the diagonal part of equations (44), which can be readily integrated as
Z(x, y, λ; t) =
λ(y − x)σ3
2
+
∫ y
x
U0(z, t)W (z, λ; t)dz . (51)
10
If we expand W in the integral this last expression becomes
Z(x, y, λ; t) =
λ(y − x)
2
(
1 0
0 −1
)
+
(∑
∞
n=0
1
λn
∫ y
x
wnΦdz 0
0 −∑∞n=0 1λn ∫ yx w˜nΓdz
) . (52)
By way of equations (49) and (50), it is easy to check that∫ y
x
wn(x, t)Φ(x, t)dz =
∫ y
x
w˜n(x, t)Γ(x, t)dz , (53)
for all n. Like Tr [T ], Tr [expZ] constitutes a Wilson line and is intrinsically gauge invariant. As
such, by exponentiating equation (52) and taking the trace, we obtain from the abelianization
equation (41)
Tr [T ] = Tr [expZ]
= 2ch
[
λ(y − x) +
∞∑
n=0
1
λn
∫ y
x
wn(x, t)Φ(x, t)dz
]
, (54)
meaning that for all n the integral (53) has to be constant in time. By looking at the first three
orders and computing the monodromy matrix over the whole domain we are interested in (letting
x→ −∞ while y →∞)
Q0 =
∫
R
w0Φdx =
∫
R
ΓΦdx ∝ N
Q1 =
∫
R
w1Φdx =
1
2
∫
R
(Γ∂xΦ− Φ∂xΓ)dx ∝ P
Q2 =
∫
R
w2Φdx =
∫
R
(κ2m2 + ∂xΦ∂xΓ)dx ∝ E
. (55)
One can check that these are indeed equivalent to the conserved quantities N , P and E introduced
at the beginning of the chapter. Higher order terms correspond to more abstract quantities we will
not discuss but are still, by construction, invariant. To prove that those invariants are actually
first integrals of motion, and to recover the definition of Liouville integrability, one simply needs
to show that they all are in involution.
B. Poisson commutativity of the first integrals of motion
For the MFG equations (2) to be completely integrable in the Liouville sense, the (infinite number
of) conserved quantities generated section IIIA need to be in involution. Here, we introduce a
Poisson structure in the context of integrable MFGs and use it to show the Poisson commutativity
of the aforementioned conserved quantities.
1. Generalisation of Poisson brackets to infinite dimensional systems
For N-dimensional Hamiltonian systems, given two functions f(pi, qi, t) and g(pi, qi, t) of Darboux
coordinates (pi, qi) on the phase space, Poisson brackets take the form
{f, g} =
N∑
i=1
(
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
)
. (56)
However, MFG equations (2) constitute an infinite-dimensional system and definition (56) needs
to be extended. In this case the phase space M is an infinite-dimensional real space with positive
coordinates defined by pairs of functions Φ(x, t) and Γ(x, t) [27]. On this phase space, the algebra
11
of observables is made up of smooth, real, analytic functionals, on which one can define a Poisson
structure by the following bracket
{F,G} =
∫
R
(
δF
δΦ
δG
δΓ
− δF
δΓ
δG
δΦ
)
dx , (57)
which possesses the standard properties of Poisson brackets: it is skew-symmetric and satisfies
Jacobi identity. The coordinates Φ and Γ may themselves be considered functionals on M (albeit
with generalized functions for variational derivative) such that
{Φ(x, t),Γ(y, t)} = δ(x− y)
{Φ(x, t),Φ(y, t)} = {Γ(x, t),Γ(y, t)} = 0 . (58)
These formulae directly yield that, for any observable F
δF
δΦ
= {F,Γ} and δF
δΓ
= −{F,Φ} , (59)
and in particular, if this observable is the energy defined by equation (7), F = E, one obtains
Hamilton’s equations of motion 

δE
δΦ
= {E,Γ} = µσ2∂tΓ
δE
δΓ
= −{E,Φ} = µσ2∂tΦ
, (60)
which are perfectly equivalent to MFG equations (2). The Poisson structure defined by the non-
degenerate bracket (57) highlights the symplectic nature of the phase space M and each of the
Poisson commuting integrals of motion correspond to a sheet of the regular foliation of this phase
space. This provides yet another, Hamiltonian, representation of MFG problems.
2. Classical r-matrix
The simplest way to check that all the invariant observables generated section IIIA are in
involution (and prove that the system is completely integrable in the Liouville sense) is probably
to verify that the Poisson bracket of the trace of the monodromy matrix with itself vanishes
{Tr [T ] ,Tr [T ]} = 0 , (61)
as Tr [T ] can serve as generating functions for the constant of motion. In this section we will
introduce a powerful tool that will help us with these computations: the classical r-matrix.
To that end, let us define a tensorial Poisson bracket for any 2× 2 matrix functionals A and B
[28]
{A⊗B} =
∫
R
(
δA
δΦ
⊗ δB
δΓ
− δA
δΓ
⊗ δB
δΦ
)
dx , (62)
such that
{A⊗B}j,k,m,n = {Aj,m, Bk,n} . (63)
Hence, using relations (58), one can compute the bracket of U , x-component of the Lax connec-
tion, with itself
{U(x, λ)⊗ U(y, µ)} = ν(σ− ⊗ σ+ − σ+ ⊗ σ−)δ(x − y) , (64)
which can also be written as
{U(x, λ)⊗ U(y, µ)} = [r(λ − µ), U(x, λ)⊗ I + U(x, µ)⊗ I] δ(x − y) , (65)
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where the classical r-matrix takes the form
r(λ) = −ν
λ


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 . (66)
The point of this formulation is to express tensorial Poisson brackets, which may be difficult to
compute for the monodromy matrix T , as simple commutators. The existence of the r-matrix and
formulation (65) underlies integrability and has a natural Lie-algebraic interpretation. As such,
this relation takes the name of fundamental Poisson bracket.
3. Sklyanin fundamental relation
To compute the Poisson bracket of T with itself one can evaluate an integral version of the
fundamental Poisson bracket (65)
{Tab(x, y, λ), Tcd(x, y, µ)} =∫ y
x
δTab(x, y, λ)
δUjk(z, λ)
{Ujk(z, λ), Ulm(z′, µ)}δTcd(x, y, µ)
δUlm(z′, µ)
dzdz′ .
(67)
By varying the differential equation (39), that serves as definition of the monodromy matrix T
∂xδT (x, y, λ) = δU(x, λ)T (x, y, λ) + U(x, λ)δT (x, y, λ) , (68)
the solution of which is
δT (x, y, λ) =
∫ x
y
T (x, z)δU(z)T (z, y)dz , (69)
it follows that
δTab(x, y, λ)
δUjk(z, λ)
= Taj(x, z, λ)Tkb(z, y, λ) . (70)
Inserting this last expression in equation (67) one eventually gets
{T (x, y, λ)⊗ T (x, y, µ)} =
∫ x
y
(T (x, z, λ)⊗ T (x, zµ))
[r(λ − µ), U(z, λ)⊗ I + I⊗ U(z, µ)]
(T (z, y, λ)⊗ T (z, y, µ))dz
, (71)
that simplifies, noticing the integrand is a total derivative with respect to z,
{T (x, y, λ)⊗ T (x, y, µ)} = −[r(λ − µ), T (x, y, λ)⊗ T (x, y, µ)] . (72)
This formulation is sometimes called RTT Poisson structure or Sklyanin fundamental relation.
4. Involution of the first integrals of motion
From Sklyanin fundamental relation (now that integrals depending on unknown fields Φ and
Γ that constitute Poisson brackets are dealt with implicitly) it is easy to show the constants of
motion are in involution. In particular, recalling that, for any pair of matrices (A,B)
Tr(A⊗B) = Tr[A]Tr[B] , (73)
yields from equation (72), since the trace of a commutator is zero,
{Tr[T (x, y, λ)],Tr[T (x, y, µ)]} = 0 , (74)
proving the involution of the first integrals of motion.
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IV. CONCLUSION
The Inverse Scattering Transform (IST) is a powerful tool to solve non-linear PDEs and can be
seen as a sophisticated Fourier transform for non-linear equations. Devising an equivalent of such
a method suitable for Mean Field Games (MFG) would provide a better understanding of Eqs. (3)
and in particular their forward-backward structure. Its implementation as a method for solving
MFG equation can be divided in three major steps, just like Fourier transform for translational
invariant systems, which are summarized in the following commutative diagram:
[Φ(T, x),Γ(0, x)]
IST //
dynamics (complicated)

Scattering data
dynamics (simple)

[Φ(t, x),Γ(t, x)] Evolved scattering data
IST−1oo
.
First, one needs to relate the fields Φ and Γ to their associated scattering data (the integrals of
motion being part of this data), all of which can be extracted from the monodromy matrix T . In
terms of Hamiltonian mechanics, the IST essentially defines a canonical transformation to action-
angle variables. In a second step, one can compute the time evolution of this scattering data,
which is significantly simpler than the original equations (3) as the dynamics of T is actually linear
[29]. The last step is also the most arduous one. It consists in reconstructing the fields from the
evolved scattering data, and this usually amounts to solving some flavour of the Riemann problem
or Gelfand-Levitan-Marchenko integral equation [23, 26, 30].
This paper only provides a modest contribution towards the ambitious goal of constructing a
MFG version of the IST, simply introducing the basic formalism of integrable systems and high-
lighting conserved quantities. However, the fact that there exists a zero-curvature representation
is sufficient to say that this should eventually prove feasible because the vanishing curvature of the
Lax connection underlies a Poisson structure. Eqs. (3) constitute an infinite-dimensional Hamilto-
nian system for which there exist action-angle coordinates and therefore a transform similar to IST
should exist in the context of MFG. However, new technical difficulties arise in the context of MFG,
the most important are the two following ones, which need to be studied in further publications:
1. In traditional NLS the fields Ψ and Ψ¯, equivalent of Φ and Γ, are complex conjugate. It
naturally induces a symmetry between the elements of the monodromy matrix, which makes
simpler both obtaining scattering data, and the inverse transformation. Such a symmetry
does not exist in the context of MFG.
2. It is not yet clear how the issue of the forward-backward structure of Eqs (3) would affect
the IST but we can see two avenues to attempt solving that problem. The first one would
be to add a self-consistency equation, on top of the IST, but this may prove to be highly
non-trivial to solve. Another solution would be to try and study the monodromy matrix in
time along with T and use the notion of duality of Lax pairs as discussed by J. Avan and
V. Caudrelier in [31]. Both approaches seem reasonable to follow and may shed some new
light on the forward-backward structure, but they would require a good understanding of the
problem at hand.
Appendix A: Non-Abelian Stokes theorem
The aim of this appendix is to introduce the non-Abelian Stokes theorem in the context of the
IST. Here we stick to a rather concise discussion, and more details can be found in [32].
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1. Stokes theorem
We start by briefly recalling the traditional, Abelian, Stokes theorem. Let N be a d-dimensional
manifold, ∂N its (d − 1)-dimensional boundary and ω a (d − 1)-form with differential dω. Then
this theorem states that ∫
N
dω =
∫
∂N
ω , (A1)
converting an integral over a closed surface into a volume integral.
2. Generalization to non Abelian forms
To generalize the previous result, one can introduce the covariant derivative
Di = ∂i −Ai , (A2)
where Ai is the i component of a connection. Then, the non Abelian version of the relation (A1)
naturally reads
P exp
∮
A = P exp
∫
DA , (A3)
where P denotes the path ordering. Now, let us recall the compatibility condition (23) of the
auxiliary problem (22)
∂tU + ∂xV + [U, V ] = 0 . (A4)
As mentioned earlier, U and V can be interpreted as a connection (or gauge potential), used to
define the parallel transport Ω through equation (27). We can make this more explicit by noticing
that the compatibility condition (23) can be rewritten in a very compact way
[D0, D1] = 0 , (A5)
with {
∂0 −A0 = ∂x − U
∂1 −A1 = ∂t − V , (A6)
which is equivalent to saying that the differential form A = Aidx
i has a vanishing covariant
derivative
DA = DjAidx
i ∧ dxj = 0 . (A7)
By way of the non-Abelian Stokes theorem, this means that
P exp
∮
A = 1 , (A8)
hence the name zero-curvature condition.
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