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Abstract
The aim of this work is learning to reshape the object in
an input image to an arbitrary new shape, by just simply
providing a single reference image with an object instance
in the desired shape. We propose a new Generative Ad-
versarial Network (GAN) architecture for such an object
reshaping problem, named ReshapeGAN. The network
can be tailored for handling all kinds of problem settings,
including both within-domain (or single-dataset) reshap-
ing and cross-domain (typically across mutiple datasets)
reshaping, with paired or unpaired training data. The
appearance of the input object is preserved in all cases,
and thus it is still identifiable after reshaping, which has
never been achieved as far as we are aware. We present
the tailored models of the proposed ReshapeGAN for all
the problem settings, and have them tested on 8 kinds
of reshaping tasks with 13 different datasets, demonstrat-
ing the ability of ReshapeGAN on generating convinc-
ing and superior results for object reshaping. To the best
of our knowledge, we are the first to be able to make
one GAN framework work on all such object reshap-
ing tasks, especially the cross-domain tasks on handling
multiple diverse datasets. We present here both ablation
studies on our proposed ReshapeGAN models and com-
parisons with the state-of-the-art models when they are
made comparable, using all kinds of applicable metrics
∗equal contribution
†equal contribution
that we are aware of. Code will be available at https:
//github.com/zhengziqiang/ReshapeGAN.
Input
Ref.
Output
Figure 1: Object reshaping with ReshapeGAN, guided
by another object from a single reference image (Ref.).
The appearance is preserved (thus being still identifiable)
while the reshaping is controllable by just choosing a ref-
erence image with the desired shape. The reference can
be from an arbitrary domain (same as or different from
that of the input).
1 Introduction
Many of us may have admired some others’ faces or bod-
ies, though it may be hard for us to even dream about
changing our own faces/bodies to those desired ones, not
to say taking actions for actual reshaping. But what if the
reshaping can be seen instantly, as shown in Fig. 1, by just
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providing a picture of ours and another one of some other
person who has the desired shape? In greater details, if
the virtual reshaping can preserve our identity and appear-
ance, while at the same time transferring to the same nice
expression or pose as that of the admired person, won’t
you want to try and check this visible dream?
It is actually even beyond what dreaming can do, be-
cause as humans we can hardly imagine the details of the
changes caused by such a reshaping if we have never seen
similar results before. A skilled artist may be able to do
such translation and imagination, but it is definitely not
an easy task. Nevertheless, we have the ability to feel
how good such reshaping results look like, even without
a ground truth. We can be somehow sensitive about how
well the identity and appearance are preserved, how well
the changed shape matches that of the reference image,
and how realistic the generated image is. Clearly, it is fun
to try such a task.
In this paper, we propose a framework called Reshape-
GAN that can automatically learn to do such a reshaping,
of which some exemplar results are shown in Fig. 1. Re-
shapeGAN not only works on faces/bodies, but also ap-
plies to other objects like cats.
ReshapeGAN is a type of Generative Adversarial Net-
work (GAN), which was first introduced by Goodfellow
et. al. in 2014 [19]. GAN has been developed and proved
to be very effective on image generation tasks for many
applications [44, 79, 58, 74, 80, 25, 71, 52, 10, 23, 35, 39,
29]. Generally, conditionally generating images could fall
into two categories: supervised image generation and un-
supervised image-to-image translation. The former can
usually generate higher quality results [44, 68, 1], which
are more realistic [24] or with higher resolution [64], but
it has the limitation of relying on paired training data
(input and ground truth pairs) which may be hard or
impossible to collect in many applications. The latter
doesn’t require such paired training data and thus being
more widely applicable. Though unsupervised image-to-
image translation is more challenging, its merits have at-
tracted researchers to make a lot of progresses including
CycleGAN [80], DualGAN [71], DiscoGAN [25], MU-
NIT [23], DRIT [35], StarGAN [10], etc [22]. Specially,
the cross-domain or cross-dataset unsupervised image-to-
image translation is most challenging, as each domain or
dataset has its own style and attributes. Image generation
have to manipulate and control such styles and attributes
for a desired output [44, 79, 80, 25, 71, 52, 10, 23, 35].
The proposed ReshapeGAN learns to preserve the appear-
ance of the input object instance and get the shape infor-
mation from the reference image for the reshaping tasks.
Its framework can be tailored for both supervised image
generation and unsupervised image-to-image translation,
within a domain or across domains/datasets, as shown
in Fig 2. As far as we are aware, this is the first time that
object reshaping is made possible for all these settings,
especially for the cross-domain/cross-dataset setting.
Usually, cross-domain image-to-image translation re-
quires a large amount of training data from each individ-
ual for ensuring a reasonably good performance, due to
the possibly large style and attribute differences between
domains/datasets. Nevertheless, ReshapeGAN is made
effective for working with relatively small amount of data
from each individual, so that being as generally applicable
as possible.
To demonstrate the effectiveness and superiority of Re-
shapeGAN, we conduct extensive experiments for each
of the three main settings, resulting in totally 8 different
tasks on 13 datasets. Since there is no unique metric that is
widely recognized as the standard for generated image’s
quality assessment, we adopt all the applicable metrics
that we are aware of and use them for performance eval-
uation and comparison. We compare ReshapeGAN with
state-of-the-art methods on all the tasks which they can be
applied to or made applicable for, and do ablation studies
to verify the effectiveness of each component of Reshape-
GAN.
In brief, the main contributions of this work can be
summarized as follows.
• It presents as far as we know the first general
reference-guided object reshaping framework, which
preserves the object’s identity and works on most di-
verse input-reference pairs.
• It introduces tailored models of the proposed frame-
work, which are applicable to both supervised and
unsupervised reshaping, for both within-domain and
cross-domain or cross-dataset scenarios.
• Extensive experiments have been done on all the set-
tings with many tasks and datasets, to show the ef-
fectiveness of the proposal with ablation studies and
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Figure 2: The typical settings that ReshapeGAN handles: (a) reshaping by within-domain shape guidance with paired
data, (b) reshaping by within-domain shape guidance with unpaired data, and (c) reshaping by cross-domain shape
guidance.
its significant superiority in comparison with state-
of-the-art methods when they are or are made to be
comparable.
2 Related work
2.1 Generative Adversarial Networks
(GANs)
Thanks to the development of GAN [19], the recent exten-
sions of GAN have achieved a great progress in various
vision tasks such as image editing and in-painting [17,
51, 69, 3], super resolution [34, 9, 59], image restora-
tion and enhancement [40, 72], object detection [36, 47]
and other applications [12, 79, 74, 43, 55, 46]. Re-
garding with adversarial training, how to avoid model
collapse and reduce the training instability is an open
discussion [39, 11]. To achieve this goal, some stud-
ies focus on designing novel network architectures and
training mechanisms [8, 48] while more studies tried to
solve this problem by updating adversarial loss functions
such as Boundary-Seeking Generative Adversarial Net-
works [13], Wasserstein Generative Adversarial Networks
(WGAN) [2], Loss-Sensitive Generative Adversarial Net-
works (LS-GAN) [53], Least Square Generative Adver-
sarial Networks (LSGAN) [43], etc [29]. In our tasks, we
also include some efficient generative adversarial losses to
improve the training process and yield more plausible re-
sults. We take advantage of WGAN [2] and its extension
WGAN-GP [20] to make the adversarial training process
more stable. Furthermore, we use Perturbed loss from
DRAGAN [28] to improve the synthetic quality.
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2.2 GAN based image-to-image translation
Benefited from the success of conditional GANs
(cGANs) [44], many researches related with GANs fo-
cused on image-to-image translation tasks. According
to the data type, these tasks can be roughly divided into
paired [24, 64, 81] and unpaired [80, 71, 60, 37, 25, 54]
image-to-image translation. Paired image-to-image trans-
lation approaches usually require the paired images for
training. They always need one or more pixel-wise re-
striction such as L1 norm to implement supervised learn-
ing with data pairs [24]. However, paired data are expen-
sive and sometimes impossible to be collected. To over-
come this shortage, CycleGAN, DualGAN and Disco-
GAN applied a cycle consistency to translate images us-
ing unpaired images [80, 25, 71]. Besides, Choi et al.
proposed StarGAN [10] that used a single model and la-
tent code to handle one-to-many image-to-image transla-
tion tasks. Similar to ACGAN [48], which trained the
generator with the discriminator that combines with an
auxiliary classifier, StarGAN inherited the structure and
the cycle consistency loss from CycleGAN and used an
additional classifier to control the synthesize attribute.
Besides, combining variational autoencoders (VAE) [27]
with GANs is another important branch to translate im-
ages between different domains [32] with unpaired data.
Fader Networks [30] used the attribute-invariant represen-
tations, encoded by the input image, and the latent code
for image reconstruction. Zhu et al. proposed Bicycle-
GAN [81], which combines VAE-GAN [32] objects and
latent regressor objects [14, 16] for a bijective consistency
to obtain more realistic and diverse samples using paired
data. These studies have advanced the development of the
one-to-one image-to-image translation. However, no ex-
isting work can achieve identity-preserved object reshap-
ing for both the case of training with paired data and that
with only unpaired data across domains/datasets.
2.3 Conditional image editing
Conditional generative models are widely used for image
synthesize under one or more given conditions. Many
studies were developed based on two pioneer works: con-
ditional variantional Autoencoder (CVAE) [68] and con-
ditional Generative Adversarial Network (cGAN) [44].
Lassner et al. proposed a conditional architecture hy-
bridizing VAE with adversarial training to generated full-
body people in clothing [33]. Reed et al. [55] presented a
generative model to generate bird and flower images con-
ditioned on text descriptions by adding textual informa-
tion to both generator and discriminator. They further dis-
cussed the feasibility to control the features, structure and
the locations of the generated images with different condi-
tional text-to-image models [57, 56]. StackGAN [74] and
its extension StackGAN++ [73] can also use text descrip-
tions to generate high-quality photo-realistic images. As
mentioned before, StarGAN [10] used one-hot encoded
biases as conditions to translate images from one domain
to another with unpaired data.
Comparing with these works which use labels and texts
as the conditions for image generation, using multiple im-
ages as conditions for image synthesize is more challeng-
ing. Ma et al. [42] considered both pose images and per-
son images as conditions to guide the network to generate
a person image with a specified pose. Yang et al. [70]
further extended this idea to generate videos under the
constraint of pose series. Zhao et al. [78] explored gen-
erating multi-view cloth images from only a single view
input, while Ma et al. [41] and Park et al. [50] used an
extra image as exemplar for semantic-preserved unsuper-
vised translation, which have a similar motivation to our
task. However, most of image guided image editing ap-
proaches rely on paired images to implement a pixel-wise
supervised training, or limit to some low-level (color, tex-
ture, etc.) translation applications. Unlike those methods,
our proposed ReshapeGAN can work on unpaired train-
ing data for high-level object reshaping tasks. We achieve
this by making use of shape and appearance information
in a more efficient and flexible way. Our model can gen-
erate a desired image that preserves the appearance of a
specific object instance while borrowing the shape infor-
mation from another image, even across domains.
3 Network Architecture for Object
Reshaping
Given an input image x ∈ X and a reference image y ∈ Y
for geometric (shape) guidance represented by sy , ob-
ject reshaping targets at learning a generator G which can
generate a new image G(x, sy) inheriting x’s appearance
4
while at the same time changing to y’s shape sy . Our pro-
posal for object reshaping is called ReshapeGAN, which
can be tailored for three typical settings (Fig. 2). We intro-
duce each of the settings and our corresponding tailored
model in the following subsections.
3.1 Reshaping by within-domain guidance
with paired data
When the reference image is in the same domain (which
usually means the same dataset or style) as the input im-
age and the reference image is about the same object in-
stance (i.e., having the same identity) as the one in the in-
put image, we get the easiest setting for object reshaping,
which has paired training data. In this case, ReshapeGAN
can be learned by solving the following problem:
G∗ = arg min
G
max
D
LpairedReshapeGAN (G,D), (1)
with
LpairedReshapeGAN (G,D) = Lsadv(G,D) + γLperturb(D)
+ δLpairedpixel (G) + σLpairedpercep(G),
(2)
where D is its discriminator; Lsadv(G,D) is the adversar-
ial loss with shape guidance; Lperturb(D) is the perturbed
loss for regularizing D; Lpairedpixel (G) is the paired pixel-
level appearance matching loss; Lpairedpercep(G) denotes the
perceptual loss; γ, δ, and σ are super-parameters for bal-
ancing the corresponding losses. Details of the loss func-
tions are explained as follows and the overall model is
illustrated in Fig. 3.
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Lperturb(D)
<latexit sha1_base64="sE8ZjvMLLAz7ZK89OQE5Q7TX1lQ=">AAACAXicbVBNS8NAEJ3Ur1q/ol4EL4tFqJeSiKDHgh48eKhgP6ANYbPdtks3m7C7EUqICP4VLx4U8eq/8Oa/cdP2oK0PBh7vzTAzL4g5U9pxvq3C0vLK6lpxvbSxubW9Y+/uNVWUSEIbJOKRbAdYUc4EbWimOW3HkuIw4LQVjC5zv3VPpWKRuNPjmHohHgjWZwRrI/n2QTfEekgwT28yP42p1IkMssrViW+XnaozAVok7oyUYYa6b391exFJQio04VipjuvE2kux1IxwmpW6iaIxJiM8oB1DB Q6p8tLJBxk6NkoP9SNpSmg0UX9PpDhUahwGpjO/V817ufif10l0/8JLmYgTTQWZLuonHOkI5XGgHpOUaD42BBPJzK2IDLHERJvQSiYEd/7lRdI8rbpO1b09K9eaj9M4inAIR1ABF86hBtdQhwYQeIBneIU368l6sd6tj2lrwZpFuA9/YH3+AN6Cl5k=</latexit><latexit sha1_base64="sE8ZjvMLLAz7ZK89OQE5Q7TX1lQ=">AAACAXicbVBNS8NAEJ3Ur1q/ol4EL4tFqJeSiKDHgh48eKhgP6ANYbPdtks3m7C7EUqICP4VLx4U8eq/8Oa/cdP2oK0PBh7vzTAzL4g5U9pxvq3C0vLK6lpxvbSxubW9Y+/uNVWUSEIbJOKRbAdYUc4EbWimOW3HkuIw4LQVjC5zv3VPpWKRuNPjmHohHgjWZwRrI/n2QTfEekgwT28yP42p1IkMssrViW+XnaozAVok7oyUYYa6b391exFJQio04VipjuvE2kux1IxwmpW6iaIxJiM8oB1DB Q6p8tLJBxk6NkoP9SNpSmg0UX9PpDhUahwGpjO/V817ufif10l0/8JLmYgTTQWZLuonHOkI5XGgHpOUaD42BBPJzK2IDLHERJvQSiYEd/7lRdI8rbpO1b09K9eaj9M4inAIR1ABF86hBtdQhwYQeIBneIU368l6sd6tj2lrwZpFuA9/YH3+AN6Cl5k=</latexit><latexit sha1_base64="sE8ZjvMLLAz7ZK89OQE5Q7TX1lQ=">AAACAXicbVBNS8NAEJ3Ur1q/ol4EL4tFqJeSiKDHgh48eKhgP6ANYbPdtks3m7C7EUqICP4VLx4U8eq/8Oa/cdP2oK0PBh7vzTAzL4g5U9pxvq3C0vLK6lpxvbSxubW9Y+/uNVWUSEIbJOKRbAdYUc4EbWimOW3HkuIw4LQVjC5zv3VPpWKRuNPjmHohHgjWZwRrI/n2QTfEekgwT28yP42p1IkMssrViW+XnaozAVok7oyUYYa6b391exFJQio04VipjuvE2kux1IxwmpW6iaIxJiM8oB1DB Q6p8tLJBxk6NkoP9SNpSmg0UX9PpDhUahwGpjO/V817ufif10l0/8JLmYgTTQWZLuonHOkI5XGgHpOUaD42BBPJzK2IDLHERJvQSiYEd/7lRdI8rbpO1b09K9eaj9M4inAIR1ABF86hBtdQhwYQeIBneIU368l6sd6tj2lrwZpFuA9/YH3+AN6Cl5k=</latexit><latexit sha1_base64="sE8ZjvMLLAz7ZK89OQE5Q7TX1lQ=">AAACAXicbVBNS8NAEJ3Ur1q/ol4EL4tFqJeSiKDHgh48eKhgP6ANYbPdtks3m7C7EUqICP4VLx4U8eq/8Oa/cdP2oK0PBh7vzTAzL4g5U9pxvq3C0vLK6lpxvbSxubW9Y+/uNVWUSEIbJOKRbAdYUc4EbWimOW3HkuIw4LQVjC5zv3VPpWKRuNPjmHohHgjWZwRrI/n2QTfEekgwT28yP42p1IkMssrViW+XnaozAVok7oyUYYa6b391exFJQio04VipjuvE2kux1IxwmpW6iaIxJiM8oB1DB Q6p8tLJBxk6NkoP9SNpSmg0UX9PpDhUahwGpjO/V817ufif10l0/8JLmYgTTQWZLuonHOkI5XGgHpOUaD42BBPJzK2IDLHERJvQSiYEd/7lRdI8rbpO1b09K9eaj9M4inAIR1ABF86hBtdQhwYQeIBneIU368l6sd6tj2lrwZpFuA9/YH3+AN6Cl5k=</latexit>
Lsadv(D)<latexit sha1_base64="+hAtElXpK6PIIf7SSko88otoHiU=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8Ei1EtJRNBjQQ8ePFSwH9DGMNls26WbTdjdFEqICP4VLx4U8eq/8Oa/cdP2oK0PBh7vzTAzz48Zlcq2v43C0vLK6lpxvbSxubW9Y+7uNWWUCEwaOGKRaPsgCaOcNBRVjLRjQSD0GWn5w8vcb42IkDTid2ocEzeEPqc9ikFpyTMPuiGoAQaW3mReCsEou09lVrk68cyyXbUnsBaJMyNlNEPdM7+6QYSTkHCFGUjZcexYuSkIRTEjWambSB IDHkKfdDTlEBLpppMPMutYK4HVi4QurqyJ+nsihVDKcejrzvxeOe/l4n9eJ1G9CzelPE4U4Xi6qJcwS0VWHocVUEGwYmNNAAuqb7XwAARgpUMr6RCc+ZcXSfO06thV5/asXGs+TuMookN0hCrIQeeohq5RHTUQRg/oGb2iN+PJeDHejY9pa8GYRbiP/sD4/AHeKZeZ</latexit><latexit sha1_base64="+hAtElXpK6PIIf7SSko88otoHiU=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8Ei1EtJRNBjQQ8ePFSwH9DGMNls26WbTdjdFEqICP4VLx4U8eq/8Oa/cdP2oK0PBh7vzTAzz48Zlcq2v43C0vLK6lpxvbSxubW9Y+7uNWWUCEwaOGKRaPsgCaOcNBRVjLRjQSD0GWn5w8vcb42IkDTid2ocEzeEPqc9ikFpyTMPuiGoAQaW3mReCsEou09lVrk68cyyXbUnsBaJMyNlNEPdM7+6QYSTkHCFGUjZcexYuSkIRTEjWambSB IDHkKfdDTlEBLpppMPMutYK4HVi4QurqyJ+nsihVDKcejrzvxeOe/l4n9eJ1G9CzelPE4U4Xi6qJcwS0VWHocVUEGwYmNNAAuqb7XwAARgpUMr6RCc+ZcXSfO06thV5/asXGs+TuMookN0hCrIQeeohq5RHTUQRg/oGb2iN+PJeDHejY9pa8GYRbiP/sD4/AHeKZeZ</latexit><latexit sha1_base64="+hAtElXpK6PIIf7SSko88otoHiU=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8Ei1EtJRNBjQQ8ePFSwH9DGMNls26WbTdjdFEqICP4VLx4U8eq/8Oa/cdP2oK0PBh7vzTAzz48Zlcq2v43C0vLK6lpxvbSxubW9Y+7uNWWUCEwaOGKRaPsgCaOcNBRVjLRjQSD0GWn5w8vcb42IkDTid2ocEzeEPqc9ikFpyTMPuiGoAQaW3mReCsEou09lVrk68cyyXbUnsBaJMyNlNEPdM7+6QYSTkHCFGUjZcexYuSkIRTEjWambSB IDHkKfdDTlEBLpppMPMutYK4HVi4QurqyJ+nsihVDKcejrzvxeOe/l4n9eJ1G9CzelPE4U4Xi6qJcwS0VWHocVUEGwYmNNAAuqb7XwAARgpUMr6RCc+ZcXSfO06thV5/asXGs+TuMookN0hCrIQeeohq5RHTUQRg/oGb2iN+PJeDHejY9pa8GYRbiP/sD4/AHeKZeZ</latexit><latexit sha1_base64="+hAtElXpK6PIIf7SSko88otoHiU=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8Ei1EtJRNBjQQ8ePFSwH9DGMNls26WbTdjdFEqICP4VLx4U8eq/8Oa/cdP2oK0PBh7vzTAzz48Zlcq2v43C0vLK6lpxvbSxubW9Y+7uNWWUCEwaOGKRaPsgCaOcNBRVjLRjQSD0GWn5w8vcb42IkDTid2ocEzeEPqc9ikFpyTMPuiGoAQaW3mReCsEou09lVrk68cyyXbUnsBaJMyNlNEPdM7+6QYSTkHCFGUjZcexYuSkIRTEjWambSB IDHkKfdDTlEBLpppMPMutYK4HVi4QurqyJ+nsihVDKcejrzvxeOe/l4n9eJ1G9CzelPE4U4Xi6qJcwS0VWHocVUEGwYmNNAAuqb7XwAARgpUMr6RCc+ZcXSfO06thV5/asXGs+TuMookN0hCrIQeeohq5RHTUQRg/oGb2iN+PJeDHejY9pa8GYRbiP/sD4/AHeKZeZ</latexit>
Lpairedpixel (G)
<latexit sha1_base64="98SI+DMsHDubs57u2XPGqtDgmzk=">AAACCHicbVDLSgMxFM3UV62vUZcuDBahbsqMCLosuNCFiwr2Ae04ZDJpG5rJhCQjlmHAjRt/xY0LRdz6Ce78GzNtF9p6IHA454Z7zwkEo0o7zrdVWFhcWl4prpbW1jc2t+zt naaKE4lJA8cslu0AKcIoJw1NNSNtIQmKAkZawfA891t3RCoa8xs9EsSLUJ/THsVIG8m397sR0gOMWHqV+amg94Rlt6lAVJIwq1wc+XbZqTpjwHniTkkZTFH37a9uGOMkIlxjhpTquI7QXoqkppiRrNRNFBEID1GfdAzlKCLKS8dBMnholBD2Ymke13Cs/v6RokipURSYyfxsNevl4n9eJ9G9My+lXCSacDxZ1EsY1DHMW4GhyYs1GxmCsKTmVogHSCKsTXclU4I7G3meNI+rrlN1r0/KtebDpI4i2AMHoAJccApq4BLUQQNg8AiewSt4s56sF+vd+piMFqxphbvgD6zPH5/9mss=</latexit><latexit sha1_base64="98SI+DMsHDubs57u2XPGqtDgmzk=">AAACCHicbVDLSgMxFM3UV62vUZcuDBahbsqMCLosuNCFiwr2Ae04ZDJpG5rJhCQjlmHAjRt/xY0LRdz6Ce78GzNtF9p6IHA454Z7zwkEo0o7zrdVWFhcWl4prpbW1jc2t+zt naaKE4lJA8cslu0AKcIoJw1NNSNtIQmKAkZawfA891t3RCoa8xs9EsSLUJ/THsVIG8m397sR0gOMWHqV+amg94Rlt6lAVJIwq1wc+XbZqTpjwHniTkkZTFH37a9uGOMkIlxjhpTquI7QXoqkppiRrNRNFBEID1GfdAzlKCLKS8dBMnholBD2Ymke13Cs/v6RokipURSYyfxsNevl4n9eJ9G9My+lXCSacDxZ1EsY1DHMW4GhyYs1GxmCsKTmVogHSCKsTXclU4I7G3meNI+rrlN1r0/KtebDpI4i2AMHoAJccApq4BLUQQNg8AiewSt4s56sF+vd+piMFqxphbvgD6zPH5/9mss=</latexit><latexit sha1_base64="98SI+DMsHDubs57u2XPGqtDgmzk=">AAACCHicbVDLSgMxFM3UV62vUZcuDBahbsqMCLosuNCFiwr2Ae04ZDJpG5rJhCQjlmHAjRt/xY0LRdz6Ce78GzNtF9p6IHA454Z7zwkEo0o7zrdVWFhcWl4prpbW1jc2t+zt naaKE4lJA8cslu0AKcIoJw1NNSNtIQmKAkZawfA891t3RCoa8xs9EsSLUJ/THsVIG8m397sR0gOMWHqV+amg94Rlt6lAVJIwq1wc+XbZqTpjwHniTkkZTFH37a9uGOMkIlxjhpTquI7QXoqkppiRrNRNFBEID1GfdAzlKCLKS8dBMnholBD2Ymke13Cs/v6RokipURSYyfxsNevl4n9eJ9G9My+lXCSacDxZ1EsY1DHMW4GhyYs1GxmCsKTmVogHSCKsTXclU4I7G3meNI+rrlN1r0/KtebDpI4i2AMHoAJccApq4BLUQQNg8AiewSt4s56sF+vd+piMFqxphbvgD6zPH5/9mss=</latexit><latexit sha1_base64="98SI+DMsHDubs57u2XPGqtDgmzk=">AAACCHicbVDLSgMxFM3UV62vUZcuDBahbsqMCLosuNCFiwr2Ae04ZDJpG5rJhCQjlmHAjRt/xY0LRdz6Ce78GzNtF9p6IHA454Z7zwkEo0o7zrdVWFhcWl4prpbW1jc2t+zt naaKE4lJA8cslu0AKcIoJw1NNSNtIQmKAkZawfA891t3RCoa8xs9EsSLUJ/THsVIG8m397sR0gOMWHqV+amg94Rlt6lAVJIwq1wc+XbZqTpjwHniTkkZTFH37a9uGOMkIlxjhpTquI7QXoqkppiRrNRNFBEID1GfdAzlKCLKS8dBMnholBD2Ymke13Cs/v6RokipURSYyfxsNevl4n9eJ9G9My+lXCSacDxZ1EsY1DHMW4GhyYs1GxmCsKTmVogHSCKsTXclU4I7G3meNI+rrlN1r0/KtebDpI4i2AMHoAJccApq4BLUQQNg8AiewSt4s56sF+vd+piMFqxphbvgD6zPH5/9mss=</latexit>
y
<latexit sha1_base64="thLS80HyLWaSgIUEpwOdLuHenr M=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIoiMsW7ANqkWQ6rUPzIjMRStEfcKvfJv6B/oV3xhTUIjohyZlz7zk z914/CYRUjvNasBYWl5ZXiqultfWNza3y9k5bxlnKeIvFQZx2fU/yQES8pYQKeDdJuRf6Ae/443Md79zxVIo4ulKThPdDb xSJoWCeIqo5uSlXnKpjlj0P3BxUkK9GXH7BNQaIwZAhBEcERTiAB0lPDy4cJMT1MSUuJSRMnOMeJdJmlMUpwyN2TN8R7Xo5 G9Fee0qjZnRKQG9KShsHpIkpLyWsT7NNPDPOmv3Ne2o89d0m9Pdzr5BYhVti/9LNMv+r07UoDHFqahBUU2IYXR3LXTLTFX1 z+0tVihwS4jQeUDwlzIxy1mfbaKSpXffWM/E3k6lZvWd5boZ3fUsasPtznPOgXau6R9Va87hSP8tHXcQe9nFI8zxBHZdooG W8H/GEZ+vCCixpZZ+pViHX7OLbsh4+AG7Kj4I=</latexit>
Ground truth
x
<latexit sha1_base64="dWAOxaM1Wan6zmgdHuTSuCpjqg Q=">AAACxXicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLoQpdV7ANqkWQ6rUPzIpkUSxF/wK3+mvgH+hfeGaegFtEJSc6ce8+Z ufd6sS9S6TivOWtufmFxKb9cWFldW98obm410yhLGG+wyI+Stuem3Bchb0ghfd6OE+4Gns9b3vBUxVsjnqQiCq/kOObdwB2E oi+YK4m6vCvcFEtO2dHLngUVA0owqx4VX3CNHiIwZAjAEUIS9uEipaeDChzExHUxIS4hJHSc4x4F0maUxSnDJXZI3wHtOoYN aa88U61mdIpPb0JKG3ukiSgvIaxOs3U8086K/c17oj3V3cb094xXQKzELbF/6aaZ/9WpWiT6ONY1CKop1oyqjhmXTHdF3dz+ UpUkh5g4hXsUTwgzrZz22daaVNeueuvq+JvOVKzaM5Ob4V3dkgZc+TnOWdCslisH5erFYal2Ykadxw52sU/zPEIN56ijQd59 POIJz9aZFVjSGn2mWjmj2ca3ZT18AKpij5U=</latexit>
Input
sy
<latexit sha1_base64="U5GjLwVr/t5269faQYAKi5fovvQ=">AAA CxnicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLopsuK9gG1lGQ6rUPTJEwmSimCP+BWP038A/0L74wpqEV0QpIz595zZu69fhyIRDnOa85aWFx aXsmvFtbWNza3its7zSRKJeMNFgWRbPtewgMR8oYSKuDtWHJv7Ae85Y/Odbx1y2UiovBKTWLeHXvDUAwE8xRRl0lv0iuWnLJjlj0P3AyUkK16 VHzBNfqIwJBiDI4QinAADwk9HbhwEBPXxZQ4SUiYOMc9CqRNKYtThkfsiL5D2nUyNqS99kyMmtEpAb2SlDYOSBNRniSsT7NNPDXOmv3Ne2o8 9d0m9PczrzGxCjfE/qWbZf5Xp2tRGODU1CCoptgwujqWuaSmK/rm9peqFDnExGncp7gkzIxy1mfbaBJTu+6tZ+JvJlOzes+y3BTv+pY0YPfnO OdBs1J2j8qVi+NS9SwbdR572MchzfMEVdRQR4O8h3jEE56tmhVaqXX3mWrlMs0uvi3r4QOub5Bo</latexit>
Reference
VGG-19
G
<latexit sha1_base64="62MSal9IrrJAByTXj3PzAZZ4ydM=">AAACxHicjVHLSsNAFD 2Nr1pfVZdugkVwVZIq6LIoqMsWbCvUIsl0WkMnDzIToRT9Abf6beIf6F94Z0xBLaITkpw5954zc+/1ExFI5TivBWtufmFxqbhcWlldW98ob261ZZyljLdYLOL0yvckF0HEWypQgl8l KfdCX/COPzrV8c4dT2UQR5dqnPBe6A2jYBAwTxHVPL8pV5yqY5Y9C9wcVJCvRlx+wTX6iMGQIQRHBEVYwIOkpwsXDhLiepgQlxIKTJzjHiXSZpTFKcMjdkTfIe26ORvRXntKo2Z0iq A3JaWNPdLElJcS1qfZJp4ZZ83+5j0xnvpuY/r7uVdIrMItsX/pppn/1elaFAY4NjUEVFNiGF0dy10y0xV9c/tLVYocEuI07lM8JcyMctpn22ikqV331jPxN5OpWb1neW6Gd31LGrD7 c5yzoF2rugfVWvOwUj/JR13EDnaxT/M8Qh0XaKBlvB/xhGfrzBKWtLLPVKuQa7bxbVkPH/f7j1A=</latexit>
D<latexit sha1_base64="Ua3ZUDwv3oP+zXDWjFsiLRMRAws=">AAACxHicjV HLSsNAFD2Nr1pfVZdugkVwVZIq6LKoiMsWbCvUIsl0WkMnDzIToRT9Abf6beIf6F94Z0xBLaITkpw5954zc+/1ExFI5TivBWtufmFxqbhcWlldW98ob261ZZyljL dYLOL0yvckF0HEWypQgl8lKfdCX/COPzrV8c4dT2UQR5dqnPBe6A2jYBAwTxHVPLspV5yqY5Y9C9wcVJCvRlx+wTX6iMGQIQRHBEVYwIOkpwsXDhLiepgQlxIKT JzjHiXSZpTFKcMjdkTfIe26ORvRXntKo2Z0iqA3JaWNPdLElJcS1qfZJp4ZZ83+5j0xnvpuY/r7uVdIrMItsX/pppn/1elaFAY4NjUEVFNiGF0dy10y0xV9c/tL VYocEuI07lM8JcyMctpn22ikqV331jPxN5OpWb1neW6Gd31LGrD7c5yzoF2rugfVWvOwUj/JR13EDnaxT/M8Qh0XaKBlvB/xhGfr3BKWtLLPVKuQa7bxbVkPH/Db j00=</latexit>
Figure 3: The detailed ReshapeGAN model for reshaping
by within-domain guidance with paired data.
Shape guided adversarial loss Lsadv(G,D). Based on
our shape guided generator G and following the com-
mon definition of adversarial loss, we have Lsadv(G,D)
defined as
Lsadv(G,D) =Ey [logD (y, sy)]
+ Ex,y [log(1−D(G(x, sy), sy)] .
(3)
The adversarial loss is a basic requirement in an adversar-
ial network, which makes sure that the generated image
G(x, sy) cannot be distinguished from the reference im-
age y by the discriminator D, in terms of the shape infor-
mation, but not the appearance as in existing works.
Perturbed loss Lperturb(D). To further improve the ro-
bustness of the discriminator, we introduce to our model
the perturbed loss originated from Gulrajani et al.’s DRA-
GAN work [28]. The perturbed loss can be expressed as
Lperturb(D) = Exˆ,y
[
(‖5xˆD(xˆ, sy)‖2 − 1)2
]
,
with xˆ = (1− α)x+ αz,where α ∼ U [0, 1].
(4)
Here x represents a real image sample and z means the
random noise, which follows the Gaussian distribution; α
is the random hyper-parameter that controls the balance
between real and noise and follows the continuous uni-
form distribution between 0 and 1; 5xˆ is the gradient of
D(xˆ, sy). Please note that xˆ is only used for calculat-
ing Lperturb(D). We believe that such a perturbed loss
makes the convergence more stable and generate images
with higher quality. The experiment results in Section 4
also support this point.
Paired pixel-level appearance matching lossLpixel(G).
It is a widely used loss for ensuring that the generated im-
age matches the ground truth image or has a desire appear-
ance at the pixel-level, and usually the L1 norm is used.
When paired training data is available, the loss is simple
as:
Lpairedpixel (G) = Ex,y
[‖G(x, sy)− y‖1] , (5)
which is about the generation loss w.r.t. the provided
ground truth data y.
Paired perceptual loss Lpairedpercep(G). Unlike the pixel-
level loss which matches two images pixel by pixel, the
perceptual loss measures the similarly at the feature level.
In greater details, we follow Chen et al.’s work [7] and in-
clude an extra pre-trained VGG-19 network on ImageNet
to compute the perceptual loss [34, 15, 7]. Compared to
pixel-level loss, this loss combines the distance at mul-
tiple scales of feature representation, which could carry
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low-level and high-level information of images. The per-
ceptual loss is described as:
Lpairedpercep(G) =
N∑
n
λnEx,y [||Φn(y)− Φn(G(x, sy))||1] ,
(6)
where Φn is the feature extractor at the nth level of the
pre-trained VGG-19 network. Following [7], we compute
the perceptual loss between outputs at defined N = 5
selective layers. The weights of pre-trained model will
not be optimized during the learning process. The hyper-
parameter λn controls the influence of perceptual loss at
different scales. The perceptual loss from the higher layer
controls the global structure, and the loss from the low
layer controls the local details during generation. Thus,
the generator should provide better synthesized images
to cheat this hybrid discriminator and finally improve the
synthesized image quality. Please note, only for the paired
training, we compute the perceptual loss between the tar-
get images and generated images. The detail information
of the proposed method for reshaping by within-domain
guidance with paired data could be found in Fig. 3.
3.2 Reshaping by within-domain guidance
with unpaired data
For the case that the reference image is in the same do-
main as the input image but they are not about the same in-
stance/identity, the model has to be learned with unpaired
training data. In this case, we use a model similar to the
one introduced in Section 3.1, but having the pixel-level
appearance matching loss and perceptual loss in their un-
paired version. In great detail, the overall loss function
becomes
LunpairedReshapeGAN (G,D) = Lsadv(G,D) + γLperturb(D)
+ δLunpairedpixel (G) + σLunpairedpercep (G),
(7)
where the unpaired version of pixel-level appear-
ance matching loss Lunpairedpixel (G) and perceptual loss
Lunpairedpercep (G) are defined below, and this ReshapeGAN
model is illustrated in Fig. 4.
Unpaired pixel-level appearance matching loss
Lunpairedpixel (G). When there is no paired data for training,
inspired by CycleGAN [80], we use the cycle consistency
…
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y, sy
<latexit sha1_base64="m34yu07tDgdWJHpkKfhHKiwWYUI=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvHisYD+gDWWznbRLN5uwuxFCKPgXvHhQxKu/x5v/xk3bg7Y+GHi8N8PMvCARXBvX/XZKa+sbm1vl7crO7t7+QfXwqK3jVDFssVjEqhtQjYJLbBluBHYThTQKBHaCyW3hdx5RaR7LB5Ml6Ed0JHnIGTVW6mQXepBn00G15tbdGcgq8RakBgs0B9Wv/jBmaYTSMEG17nluYvycKsOZwGmln2pMKJvQEfYslTRC7eezc6fkzCpDEsbKljRkpv6eyGmkdRYFtjOiZqyXvUL8z+ulJrzxcy6T1KBk80VhKoiJSfE7GXKFzIjMEsoUt7cSNqaKMmMTqtgQvOWXV0n7su65de/+qtZoP83jKMMJnMI5eHANDbiDJ rSAwQSe4RXenMR5cd6dj3lryVlEeAx/4Hz+AKnIkDw=</latexit><latexit sha1_base64="m34yu07tDgdWJHpkKfhHKiwWYUI=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvHisYD+gDWWznbRLN5uwuxFCKPgXvHhQxKu/x5v/xk3bg7Y+GHi8N8PMvCARXBvX/XZKa+sbm1vl7crO7t7+QfXwqK3jVDFssVjEqhtQjYJLbBluBHYThTQKBHaCyW3hdx5RaR7LB5Ml6Ed0JHnIGTVW6mQXepBn00G15tbdGcgq8RakBgs0B9Wv/jBmaYTSMEG17nluYvycKsOZwGmln2pMKJvQEfYslTRC7eezc6fkzCpDEsbKljRkpv6eyGmkdRYFtjOiZqyXvUL8z+ulJrzxcy6T1KBk80VhKoiJSfE7GXKFzIjMEsoUt7cSNqaKMmMTqtgQvOWXV0n7su65de/+qtZoP83jKMMJnMI5eHANDbiDJ rSAwQSe4RXenMR5cd6dj3lryVlEeAx/4Hz+AKnIkDw=</latexit><latexit sha1_base64="m34yu07tDgdWJHpkKfhHKiwWYUI=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvHisYD+gDWWznbRLN5uwuxFCKPgXvHhQxKu/x5v/xk3bg7Y+GHi8N8PMvCARXBvX/XZKa+sbm1vl7crO7t7+QfXwqK3jVDFssVjEqhtQjYJLbBluBHYThTQKBHaCyW3hdx5RaR7LB5Ml6Ed0JHnIGTVW6mQXepBn00G15tbdGcgq8RakBgs0B9Wv/jBmaYTSMEG17nluYvycKsOZwGmln2pMKJvQEfYslTRC7eezc6fkzCpDEsbKljRkpv6eyGmkdRYFtjOiZqyXvUL8z+ulJrzxcy6T1KBk80VhKoiJSfE7GXKFzIjMEsoUt7cSNqaKMmMTqtgQvOWXV0n7su65de/+qtZoP83jKMMJnMI5eHANDbiDJ rSAwQSe4RXenMR5cd6dj3lryVlEeAx/4Hz+AKnIkDw=</latexit><latexit sha1_base64="m34yu07tDgdWJHpkKfhHKiwWYUI=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvHisYD+gDWWznbRLN5uwuxFCKPgXvHhQxKu/x5v/xk3bg7Y+GHi8N8PMvCARXBvX/XZKa+sbm1vl7crO7t7+QfXwqK3jVDFssVjEqhtQjYJLbBluBHYThTQKBHaCyW3hdx5RaR7LB5Ml6Ed0JHnIGTVW6mQXepBn00G15tbdGcgq8RakBgs0B9Wv/jBmaYTSMEG17nluYvycKsOZwGmln2pMKJvQEfYslTRC7eezc6fkzCpDEsbKljRkpv6eyGmkdRYFtjOiZqyXvUL8z+ulJrzxcy6T1KBk80VhKoiJSfE7GXKFzIjMEsoUt7cSNqaKMmMTqtgQvOWXV0n7su65de/+qtZoP83jKMMJnMI5eHANDbiDJ rSAwQSe4RXenMR5cd6dj3lryVlEeAx/4Hz+AKnIkDw=</latexit>
Concat
G(G(x, sy), sx)
<latexit sha1_base64="q07bmyCvFewr2f88yRhtIp+kIR4=">AAAB/HicbVDLSsNAFJ34rPUV7dLNYBFakJKIoMuCi7qSCvYBbQiT6aQdOpmEmYk0hPgrblwo4tYPceffOGmz0NYDl3s4517mzvEiRqWyrG9jbX1jc2u7tFPe3ds/ODSPjrsyjAUmHRyyUPQ9JAmjnHQUVYz0I0FQ4DHS86Y3ud97JELSkD+oJCJOgMac+hQjpSXXrLRqrdrsXLppktXzNsvqrlm1GtYccJXYBamCAm3X/BqOQhwHhCvMkJQD24qUkyKhKGYkKw9jSSKEp2hMBppyFBDppPPjM3imlRH0Q6GLKzhXf2+kKJAyCTw9GSA1kcteLv7nDWLlXzsp5VGsCMeLh/yYQRXCPAk4ooJgxRJNEBZU3wrxBAmElc6rrEOwl7+8SroXDdtq2PeX1eZdEUcJnIBTUAM2uAJNcAvaoAMwSMAzeAVvxpPxYrwbH4vRNaPYqYA/MD5/AF4hk/o=</latexit><latexit sha1_base64="q07bmyCvFewr2f88yRhtIp+kIR4=">AAAB/HicbVDLSsNAFJ34rPUV7dLNYBFakJKIoMuCi7qSCvYBbQiT6aQdOpmEmYk0hPgrblwo4tYPceffOGmz0NYDl3s4517mzvEiRqWyrG9jbX1jc2u7tFPe3ds/ODSPjrsyjAUmHRyyUPQ9JAmjnHQUVYz0I0FQ4DHS86Y3ud97JELSkD+oJCJOgMac+hQjpSXXrLRqrdrsXLppktXzNsvqrlm1GtYccJXYBamCAm3X/BqOQhwHhCvMkJQD24qUkyKhKGYkKw9jSSKEp2hMBppyFBDppPPjM3imlRH0Q6GLKzhXf2+kKJAyCTw9GSA1kcteLv7nDWLlXzsp5VGsCMeLh/yYQRXCPAk4ooJgxRJNEBZU3wrxBAmElc6rrEOwl7+8SroXDdtq2PeX1eZdEUcJnIBTUAM2uAJNcAvaoAMwSMAzeAVvxpPxYrwbH4vRNaPYqYA/MD5/AF4hk/o=</latexit><latexit sha1_base64="q07bmyCvFewr2f88yRhtIp+kIR4=">AAAB/HicbVDLSsNAFJ34rPUV7dLNYBFakJKIoMuCi7qSCvYBbQiT6aQdOpmEmYk0hPgrblwo4tYPceffOGmz0NYDl3s4517mzvEiRqWyrG9jbX1jc2u7tFPe3ds/ODSPjrsyjAUmHRyyUPQ9JAmjnHQUVYz0I0FQ4DHS86Y3ud97JELSkD+oJCJOgMac+hQjpSXXrLRqrdrsXLppktXzNsvqrlm1GtYccJXYBamCAm3X/BqOQhwHhCvMkJQD24qUkyKhKGYkKw9jSSKEp2hMBppyFBDppPPjM3imlRH0Q6GLKzhXf2+kKJAyCTw9GSA1kcteLv7nDWLlXzsp5VGsCMeLh/yYQRXCPAk4ooJgxRJNEBZU3wrxBAmElc6rrEOwl7+8SroXDdtq2PeX1eZdEUcJnIBTUAM2uAJNcAvaoAMwSMAzeAVvxpPxYrwbH4vRNaPYqYA/MD5/AF4hk/o=</latexit><latexit sha1_base64="q07bmyCvFewr2f88yRhtIp+kIR4=">AAAB/HicbVDLSsNAFJ34rPUV7dLNYBFakJKIoMuCi7qSCvYBbQiT6aQdOpmEmYk0hPgrblwo4tYPceffOGmz0NYDl3s4517mzvEiRqWyrG9jbX1jc2u7tFPe3ds/ODSPjrsyjAUmHRyyUPQ9JAmjnHQUVYz0I0FQ4DHS86Y3ud97JELSkD+oJCJOgMac+hQjpSXXrLRqrdrsXLppktXzNsvqrlm1GtYccJXYBamCAm3X/BqOQhwHhCvMkJQD24qUkyKhKGYkKw9jSSKEp2hMBppyFBDppPPjM3imlRH0Q6GLKzhXf2+kKJAyCTw9GSA1kcteLv7nDWLlXzsp5VGsCMeLh/yYQRXCPAk4ooJgxRJNEBZU3wrxBAmElc6rrEOwl7+8SroXDdtq2PeX1eZdEUcJnIBTUAM2uAJNcAvaoAMwSMAzeAVvxpPxYrwbH4vRNaPYqYA/MD5/AF4hk/o=</latexit>
Lunpairedpercep (G)
<latexit sha1_base64="JwGqTN6OirK1+tMkc3MmITY832I=">AAACC3icbVDNS8MwHE39nPOr6tFL2BDmZbQi6HHgQQ8eJrgP2GpJ03QLS9OQpMIoBY9e/Fe8eFDEq/+AN/8b020H3XwQeLz3S/J7LxCMKu0439bS8srq2nppo7y5tb2za+/tt1WSSkxaOGGJ7AZIEUY5aWmqGekKSVAcMNIJRheF37knUtGE3+qxIF6MBpxGFCNtJN+u9GOkhxix7Dr3M0HMqyK/y1IuEJUkzGuXx75dderOBHCRuDNSBTM0ffurHyY4jQnXmCGleq4jtJchqSlmJC/3U0UEwiM0ID1DOYqJ8rJJlhweGSWEUSLN4RpO1N83MhQrNY4DM1lsrua9QvzP66U6OvcyykWqCcfTj6KUQZ3AohgYmrxYs7EhCEtqdoV4iCTC2tRXNiW485EXSfuk7jp19+a02mg/TOsogUNQATXggjPQAFe gCVoAg0fwDF7Bm/VkvVjv1sd0dMmaVXgA/sD6/AEclJwp</latexit><latexit sha1_base64="JwGqTN6OirK1+tMkc3MmITY832I=">AAACC3icbVDNS8MwHE39nPOr6tFL2BDmZbQi6HHgQQ8eJrgP2GpJ03QLS9OQpMIoBY9e/Fe8eFDEq/+AN/8b020H3XwQeLz3S/J7LxCMKu0439bS8srq2nppo7y5tb2za+/tt1WSSkxaOGGJ7AZIEUY5aWmqGekKSVAcMNIJRheF37knUtGE3+qxIF6MBpxGFCNtJN+u9GOkhxix7Dr3M0HMqyK/y1IuEJUkzGuXx75dderOBHCRuDNSBTM0ffurHyY4jQnXmCGleq4jtJchqSlmJC/3U0UEwiM0ID1DOYqJ8rJJlhweGSWEUSLN4RpO1N83MhQrNY4DM1lsrua9QvzP66U6OvcyykWqCcfTj6KUQZ3AohgYmrxYs7EhCEtqdoV4iCTC2tRXNiW485EXSfuk7jp19+a02mg/TOsogUNQATXggjPQAFe gCVoAg0fwDF7Bm/VkvVjv1sd0dMmaVXgA/sD6/AEclJwp</latexit><latexit sha1_base64="JwGqTN6OirK1+tMkc3MmITY832I=">AAACC3icbVDNS8MwHE39nPOr6tFL2BDmZbQi6HHgQQ8eJrgP2GpJ03QLS9OQpMIoBY9e/Fe8eFDEq/+AN/8b020H3XwQeLz3S/J7LxCMKu0439bS8srq2nppo7y5tb2za+/tt1WSSkxaOGGJ7AZIEUY5aWmqGekKSVAcMNIJRheF37knUtGE3+qxIF6MBpxGFCNtJN+u9GOkhxix7Dr3M0HMqyK/y1IuEJUkzGuXx75dderOBHCRuDNSBTM0ffurHyY4jQnXmCGleq4jtJchqSlmJC/3U0UEwiM0ID1DOYqJ8rJJlhweGSWEUSLN4RpO1N83MhQrNY4DM1lsrua9QvzP66U6OvcyykWqCcfTj6KUQZ3AohgYmrxYs7EhCEtqdoV4iCTC2tRXNiW485EXSfuk7jp19+a02mg/TOsogUNQATXggjPQAFe gCVoAg0fwDF7Bm/VkvVjv1sd0dMmaVXgA/sD6/AEclJwp</latexit><latexit sha1_base64="JwGqTN6OirK1+tMkc3MmITY832I=">AAACC3icbVDNS8MwHE39nPOr6tFL2BDmZbQi6HHgQQ8eJrgP2GpJ03QLS9OQpMIoBY9e/Fe8eFDEq/+AN/8b020H3XwQeLz3S/J7LxCMKu0439bS8srq2nppo7y5tb2za+/tt1WSSkxaOGGJ7AZIEUY5aWmqGekKSVAcMNIJRheF37knUtGE3+qxIF6MBpxGFCNtJN+u9GOkhxix7Dr3M0HMqyK/y1IuEJUkzGuXx75dderOBHCRuDNSBTM0ffurHyY4jQnXmCGleq4jtJchqSlmJC/3U0UEwiM0ID1DOYqJ8rJJlhweGSWEUSLN4RpO1N83MhQrNY4DM1lsrua9QvzP66U6OvcyykWqCcfTj6KUQZ3AohgYmrxYs7EhCEtqdoV4iCTC2tRXNiW485EXSfuk7jp19+a02mg/TOsogUNQATXggjPQAFe gCVoAg0fwDF7Bm/VkvVjv1sd0dMmaVXgA/sD6/AEclJwp</latexit>
Lunpairedpixel (G)
<latexit sha1_base64="Z6gdo9ut60i5hry23LXsgn5Qdqg=">AAACCnicbVDLSgMxFM3UV62vUZduokWomzIjgi4LLnThooJ9QDsOmUzahmYyIcmIZRhw58ZfceNCEbd+gTv/xkzbhbYeCBzOueHecwLBqNKO820VFhaXlleKq6W19Y3NLXt7p6niRGLSwDGLZTtAijDKSUNTzUhbSIKigJFWMDzP/dYdkYrG/EaPBPEi1Oe0RzHSRvLt/W6E9AAjll5lfiroPWHZbZpwgagkYVa5OPLtslN1xoDzxJ2SMpii7ttf3TDGSUS4xgwp1XEdob0USU0xI1mpmygiEB6iPukYylFElJeOo2Tw0Cgh7MXSPK7hWP39I0WRUqMoMJP54WrWy8X/vE6ie2deSrlINOF4sqiXMKhjmPcCQ5MXazYyBGFJza0QD5BEWJv2SqYEdzbyPGkeV12n6l 6flGvNh0kdRbAHDkAFuOAU1MAlqIMGwOARPINX8GY9WS/Wu/UxGS1Y0wp3wR9Ynz9dkpvC</latexit><latexit sha1_base64="Z6gdo9ut60i5hry23LXsgn5Qdqg=">AAACCnicbVDLSgMxFM3UV62vUZduokWomzIjgi4LLnThooJ9QDsOmUzahmYyIcmIZRhw58ZfceNCEbd+gTv/xkzbhbYeCBzOueHecwLBqNKO820VFhaXlleKq6W19Y3NLXt7p6niRGLSwDGLZTtAijDKSUNTzUhbSIKigJFWMDzP/dYdkYrG/EaPBPEi1Oe0RzHSRvLt/W6E9AAjll5lfiroPWHZbZpwgagkYVa5OPLtslN1xoDzxJ2SMpii7ttf3TDGSUS4xgwp1XEdob0USU0xI1mpmygiEB6iPukYylFElJeOo2Tw0Cgh7MXSPK7hWP39I0WRUqMoMJP54WrWy8X/vE6ie2deSrlINOF4sqiXMKhjmPcCQ5MXazYyBGFJza0QD5BEWJv2SqYEdzbyPGkeV12n6l 6flGvNh0kdRbAHDkAFuOAU1MAlqIMGwOARPINX8GY9WS/Wu/UxGS1Y0wp3wR9Ynz9dkpvC</latexit><latexit sha1_base64="Z6gdo9ut60i5hry23LXsgn5Qdqg=">AAACCnicbVDLSgMxFM3UV62vUZduokWomzIjgi4LLnThooJ9QDsOmUzahmYyIcmIZRhw58ZfceNCEbd+gTv/xkzbhbYeCBzOueHecwLBqNKO820VFhaXlleKq6W19Y3NLXt7p6niRGLSwDGLZTtAijDKSUNTzUhbSIKigJFWMDzP/dYdkYrG/EaPBPEi1Oe0RzHSRvLt/W6E9AAjll5lfiroPWHZbZpwgagkYVa5OPLtslN1xoDzxJ2SMpii7ttf3TDGSUS4xgwp1XEdob0USU0xI1mpmygiEB6iPukYylFElJeOo2Tw0Cgh7MXSPK7hWP39I0WRUqMoMJP54WrWy8X/vE6ie2deSrlINOF4sqiXMKhjmPcCQ5MXazYyBGFJza0QD5BEWJv2SqYEdzbyPGkeV12n6l 6flGvNh0kdRbAHDkAFuOAU1MAlqIMGwOARPINX8GY9WS/Wu/UxGS1Y0wp3wR9Ynz9dkpvC</latexit><latexit sha1_base64="Z6gdo9ut60i5hry23LXsgn5Qdqg=">AAACCnicbVDLSgMxFM3UV62vUZduokWomzIjgi4LLnThooJ9QDsOmUzahmYyIcmIZRhw58ZfceNCEbd+gTv/xkzbhbYeCBzOueHecwLBqNKO820VFhaXlleKq6W19Y3NLXt7p6niRGLSwDGLZTtAijDKSUNTzUhbSIKigJFWMDzP/dYdkYrG/EaPBPEi1Oe0RzHSRvLt/W6E9AAjll5lfiroPWHZbZpwgagkYVa5OPLtslN1xoDzxJ2SMpii7ttf3TDGSUS4xgwp1XEdob0USU0xI1mpmygiEB6iPukYylFElJeOo2Tw0Cgh7MXSPK7hWP39I0WRUqMoMJP54WrWy8X/vE6ie2deSrlINOF4sqiXMKhjmPcCQ5MXazYyBGFJza0QD5BEWJv2SqYEdzbyPGkeV12n6l 6flGvNh0kdRbAHDkAFuOAU1MAlqIMGwOARPINX8GY9WS/Wu/UxGS1Y0wp3wR9Ynz9dkpvC</latexit>
VGG-19y<latexit sha1_base64="thLS80HyLWaSgIUEpwOdLuHenrM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIoiMsW7ANqkWQ6rUPzIjMRStEfcKvfJ v6B/oV3xhTUIjohyZlz7zkz914/CYRUjvNasBYWl5ZXiqultfWNza3y9k5bxlnKeIvFQZx2fU/yQES8pYQKeDdJuRf6Ae/443Md79zxVIo4ulKThPdDbxSJoWCeIqo5uSlXnKpjlj0P3BxUkK9GXH7BNQaIwZAhBEcERTiAB0lPDy4cJMT1MSUuJSRMnOMeJdJmlMUpwyN2TN8R7Xo5G9Fee0qjZnRKQG9KShsHpIkpLyWsT 7NNPDPOmv3Ne2o89d0m9Pdzr5BYhVti/9LNMv+r07UoDHFqahBUU2IYXR3LXTLTFX1z+0tVihwS4jQeUDwlzIxy1mfbaKSpXffWM/E3k6lZvWd5boZ3fUsasPtznPOgXau6R9Va87hSP8tHXcQe9nFI8zxBHZdooGW8H/GEZ+vCCixpZZ+pViHX7OLbsh4+AG7Kj4I=</latexit> sy<latexit sha1_base64="U5GjLwVr/t5269faQYAKi5fovvQ=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLopsuK9gG1lGQ6rUPTJEwmSimCP+BWP038A/0L74wpqEV0Qp Iz595zZu69fhyIRDnOa85aWFxaXsmvFtbWNza3its7zSRKJeMNFgWRbPtewgMR8oYSKuDtWHJv7Ae85Y/Odbx1y2UiovBKTWLeHXvDUAwE8xRRl0lv0iuWnLJjlj0P3AyUkK16VHzBNfqIwJBiDI4QinAADwk9HbhwEBPXxZQ4SUiYOMc9CqRNKYtThkfsiL5D2nUyNqS99kyMmtEpAb2SlDYOSBNRniSsT7NNPDXOmv3Ne2o89d0m9PczrzGxCjfE/qWbZf5Xp2tRGODU1 CCoptgwujqWuaSmK/rm9peqFDnExGncp7gkzIxy1mfbaBJTu+6tZ+JvJlOzes+y3BTv+pY0YPfnOOdBs1J2j8qVi+NS9SwbdR572MchzfMEVdRQR4O8h3jEE56tmhVaqXX3mWrlMs0uvi3r4QOub5Bo</latexit>
x
<latexit sha1_base64="dWAOxaM1Wan6zmgdHuTSuCpjqgQ=">AAACxXicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLoQpdV7ANqkWQ6rUPzIpkUSxF/wK3+mv gH+hfeGaegFtEJSc6ce8+Zufd6sS9S6TivOWtufmFxKb9cWFldW98obm410yhLGG+wyI+Stuem3Bchb0ghfd6OE+4Gns9b3vBUxVsjnqQiCq/kOObdwB2Eoi+YK4m6vCvcFEtO2dHLngUVA0owqx4VX3CNHiIwZAjAEUIS9uEipaeDChzExHUxIS4hJHSc4x4F0maUxSnDJXZI3wHtOoYNaa88U61mdIpPb0JKG3ukiSgvIaxOs 3U8086K/c17oj3V3cb094xXQKzELbF/6aaZ/9WpWiT6ONY1CKop1oyqjhmXTHdF3dz+UpUkh5g4hXsUTwgzrZz22daaVNeueuvq+JvOVKzaM5Ob4V3dkgZc+TnOWdCslisH5erFYal2Ykadxw52sU/zPEIN56ijQd59POIJz9aZFVjSGn2mWjmj2ca3ZT18AKpij5U=</latexit>
G
<latexit sha1_base64="62MSal9IrrJAByTXj3PzAZZ4ydM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIoqMsWbCvUIsl0WkMnDzIToRT9Abf6beIf6F94Z0xBLaITkpw5954zc+/1ExFI5TivBWtufmFxqbhcWlldW98o b261ZZyljLdYLOL0yvckF0HEWypQgl8lKfdCX/COPzrV8c4dT2UQR5dqnPBe6A2jYBAwTxHVPL8pV5yqY5Y9C9wcVJCvRlx+wTX6iMGQIQRHBEVYwIOkpwsXDhLiepgQlxIKTJzjHiXSZpTFKcMjdkTfIe26ORvRXntKo2Z0iqA3JaWNPdLElJcS1qfZJp4ZZ83+5j0xnvpuY/r7uVdIrMItsX/pppn/1elaFAY4NjUEVFNiGF0dy10y0xV9c/tLVYocEuI07lM8JcyMctpn22ikqV331jPxN5OpWb1neW6Gd31LGrD7c5yzoF2rugfVWvOwUj/JR13EDnaxT/M8Qh0XaKBlvB /xhGfrzBKWtLLPVKuQa7bxbVkPH/f7j1A=</latexit>sy
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Figure 4: The detailed ReshapeGAN model for reshaping
by within-domain guidance with unpaired data.
reconstruction loss with two rounds of reshaping guided
by sx and sy (shapes of x and y, respectively) as the
unpaired pixel-level appearance matching loss:
Lunpairedpixel (G) = Ex,y
[‖G(G(x, sy), sx)− x‖1] . (8)
Unpaired perceptual loss Lunpairedpercep (G). In the case that
there is no paired sample with the given input x, it is rea-
sonable to assume that the generated image G(x, sy) has
the same perceptual response as that of x due to the de-
sired appearance and identity preserving property, those
they shall have different shapes (sy vs. sx). Unlike
the pixel-wise matching loss which requires good align-
ment and thus minimum shape difference, perceptual loss
is about feature-level perception results, which can have
some robustness to shape changes. Therefore, we define
the unpaired perceptual loss to be the that between the
generated image G(x, sy) and the input image x:
Lunpairedpercep (G) =
N∑
n
λnEx,y [||Φn(x)− Φn(G(x, sy))||1] ,
(9)
where Φn is the feature extractor at the nth level of the
pre-trained VGG-19 network, the same as the one in
Equation 6.
3.3 Reshaping by cross-domain guidance
The hardest setting for object reshaping is about cross-
domain guidance, i.e., the case when the reference image
and input images are from two different domains (e.g. two
different styles or datasets). For this setting, we found that
it is hard for the unpaired ReshapeGAN model introduced
in Section 3.2 to learn stable appearance preserved object
reshaping due to the possibly large domain differences.
Therefore, we propose a two-stage strategy for dividing
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Shape
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Concat
G(G(x, sy), sx)
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<latexit sha1_base64="JwGqTN6OirK1+tMkc3MmITY832I=">AAACC3icbVDNS8MwHE39nPOr6tFL2BDmZbQi6HHgQQ8eJrgP2GpJ03QLS9OQpMIoBY9e/Fe8eFDEq/+AN/8b020H3XwQeLz3S/J7LxCMKu0439bS8srq2nppo7y5tb2za+/tt1WSSkxaOGGJ7AZIEUY5aWmqGekKSVAcMNIJRheF37knUtGE3+qxIF6MBpxGFCNtJN+u9GOkhxix7Dr3M0HMqyK/y1IuEJUkzGuXx75dderOBHCRuD NSBTM0ffurHyY4jQnXmCGleq4jtJchqSlmJC/3U0UEwiM0ID1DOYqJ8rJJlhweGSWEUSLN4RpO1N83MhQrNY4DM1lsrua9QvzP66U6OvcyykWqCcfTj6KUQZ3AohgYmrxYs7EhCEtqdoV4iCTC2tRXNiW485EXSfuk7jp19+a02mg/TOsogUNQATXggjPQAFegCVoAg0fwDF7Bm/VkvVjv1sd0dMmaVXgA/sD6/AEclJwp</latexit><latexit sha1_base64="JwGqTN6OirK1+tMkc3MmITY832I=">AAACC3icbVDNS8MwHE39nPOr6tFL2BDmZbQi6HHgQQ8eJrgP2GpJ03QLS9OQpMIoBY9e/Fe8eFDEq/+AN/8b020H3XwQeLz3S/J7LxCMKu0439bS8srq2nppo7y5tb2za+/tt1WSSkxaOGGJ7AZIEUY5aWmqGekKSVAcMNIJRheF37knUtGE3+qxIF6MBpxGFCNtJN+u9GOkhxix7Dr3M0HMqyK/y1IuEJUkzGuXx75dderOBHCRuD NSBTM0ffurHyY4jQnXmCGleq4jtJchqSlmJC/3U0UEwiM0ID1DOYqJ8rJJlhweGSWEUSLN4RpO1N83MhQrNY4DM1lsrua9QvzP66U6OvcyykWqCcfTj6KUQZ3AohgYmrxYs7EhCEtqdoV4iCTC2tRXNiW485EXSfuk7jp19+a02mg/TOsogUNQATXggjPQAFegCVoAg0fwDF7Bm/VkvVjv1sd0dMmaVXgA/sD6/AEclJwp</latexit><latexit sha1_base64="JwGqTN6OirK1+tMkc3MmITY832I=">AAACC3icbVDNS8MwHE39nPOr6tFL2BDmZbQi6HHgQQ8eJrgP2GpJ03QLS9OQpMIoBY9e/Fe8eFDEq/+AN/8b020H3XwQeLz3S/J7LxCMKu0439bS8srq2nppo7y5tb2za+/tt1WSSkxaOGGJ7AZIEUY5aWmqGekKSVAcMNIJRheF37knUtGE3+qxIF6MBpxGFCNtJN+u9GOkhxix7Dr3M0HMqyK/y1IuEJUkzGuXx75dderOBHCRuD NSBTM0ffurHyY4jQnXmCGleq4jtJchqSlmJC/3U0UEwiM0ID1DOYqJ8rJJlhweGSWEUSLN4RpO1N83MhQrNY4DM1lsrua9QvzP66U6OvcyykWqCcfTj6KUQZ3AohgYmrxYs7EhCEtqdoV4iCTC2tRXNiW485EXSfuk7jp19+a02mg/TOsogUNQATXggjPQAFegCVoAg0fwDF7Bm/VkvVjv1sd0dMmaVXgA/sD6/AEclJwp</latexit><latexit sha1_base64="JwGqTN6OirK1+tMkc3MmITY832I=">AAACC3icbVDNS8MwHE39nPOr6tFL2BDmZbQi6HHgQQ8eJrgP2GpJ03QLS9OQpMIoBY9e/Fe8eFDEq/+AN/8b020H3XwQeLz3S/J7LxCMKu0439bS8srq2nppo7y5tb2za+/tt1WSSkxaOGGJ7AZIEUY5aWmqGekKSVAcMNIJRheF37knUtGE3+qxIF6MBpxGFCNtJN+u9GOkhxix7Dr3M0HMqyK/y1IuEJUkzGuXx75dderOBHCRuD NSBTM0ffurHyY4jQnXmCGleq4jtJchqSlmJC/3U0UEwiM0ID1DOYqJ8rJJlhweGSWEUSLN4RpO1N83MhQrNY4DM1lsrua9QvzP66U6OvcyykWqCcfTj6KUQZ3AohgYmrxYs7EhCEtqdoV4iCTC2tRXNiW485EXSfuk7jp19+a02mg/TOsogUNQATXggjPQAFegCVoAg0fwDF7Bm/VkvVjv1sd0dMmaVXgA/sD6/AEclJwp</latexit>
Lunpairedpixel (G)
<latexit sha1_base64="Z6gdo9ut60i5hry23LXsgn5Qdqg=">AAACCnicbVDLSgMxFM3UV62vUZduokWomzIjgi4LLnThooJ9QDsOmUzahmYyIcmIZRhw58ZfceNCEbd+gTv/xkzbhbYeCBzOueHecwLBqNKO820VFhaXlleKq6W19Y3NLXt7p6niRGLSwDGLZTtAijDKSUNTzUhbSIKigJFWMDzP/dYdkYrG/EaPBPEi1Oe0RzHSRvLt/W6E9AAjll5lfiroPWHZbZpwgagkYVa 5OPLtslN1xoDzxJ2SMpii7ttf3TDGSUS4xgwp1XEdob0USU0xI1mpmygiEB6iPukYylFElJeOo2Tw0Cgh7MXSPK7hWP39I0WRUqMoMJP54WrWy8X/vE6ie2deSrlINOF4sqiXMKhjmPcCQ5MXazYyBGFJza0QD5BEWJv2SqYEdzbyPGkeV12n6l6flGvNh0kdRbAHDkAFuOAU1MAlqIMGwOARPINX8GY9WS/Wu/UxGS1Y0wp3wR9Ynz9dkpvC</latexit><latexit sha1_base64="Z6gdo9ut60i5hry23LXsgn5Qdqg=">AAACCnicbVDLSgMxFM3UV62vUZduokWomzIjgi4LLnThooJ9QDsOmUzahmYyIcmIZRhw58ZfceNCEbd+gTv/xkzbhbYeCBzOueHecwLBqNKO820VFhaXlleKq6W19Y3NLXt7p6niRGLSwDGLZTtAijDKSUNTzUhbSIKigJFWMDzP/dYdkYrG/EaPBPEi1Oe0RzHSRvLt/W6E9AAjll5lfiroPWHZbZpwgagkYVa 5OPLtslN1xoDzxJ2SMpii7ttf3TDGSUS4xgwp1XEdob0USU0xI1mpmygiEB6iPukYylFElJeOo2Tw0Cgh7MXSPK7hWP39I0WRUqMoMJP54WrWy8X/vE6ie2deSrlINOF4sqiXMKhjmPcCQ5MXazYyBGFJza0QD5BEWJv2SqYEdzbyPGkeV12n6l6flGvNh0kdRbAHDkAFuOAU1MAlqIMGwOARPINX8GY9WS/Wu/UxGS1Y0wp3wR9Ynz9dkpvC</latexit><latexit sha1_base64="Z6gdo9ut60i5hry23LXsgn5Qdqg=">AAACCnicbVDLSgMxFM3UV62vUZduokWomzIjgi4LLnThooJ9QDsOmUzahmYyIcmIZRhw58ZfceNCEbd+gTv/xkzbhbYeCBzOueHecwLBqNKO820VFhaXlleKq6W19Y3NLXt7p6niRGLSwDGLZTtAijDKSUNTzUhbSIKigJFWMDzP/dYdkYrG/EaPBPEi1Oe0RzHSRvLt/W6E9AAjll5lfiroPWHZbZpwgagkYVa 5OPLtslN1xoDzxJ2SMpii7ttf3TDGSUS4xgwp1XEdob0USU0xI1mpmygiEB6iPukYylFElJeOo2Tw0Cgh7MXSPK7hWP39I0WRUqMoMJP54WrWy8X/vE6ie2deSrlINOF4sqiXMKhjmPcCQ5MXazYyBGFJza0QD5BEWJv2SqYEdzbyPGkeV12n6l6flGvNh0kdRbAHDkAFuOAU1MAlqIMGwOARPINX8GY9WS/Wu/UxGS1Y0wp3wR9Ynz9dkpvC</latexit><latexit sha1_base64="Z6gdo9ut60i5hry23LXsgn5Qdqg=">AAACCnicbVDLSgMxFM3UV62vUZduokWomzIjgi4LLnThooJ9QDsOmUzahmYyIcmIZRhw58ZfceNCEbd+gTv/xkzbhbYeCBzOueHecwLBqNKO820VFhaXlleKq6W19Y3NLXt7p6niRGLSwDGLZTtAijDKSUNTzUhbSIKigJFWMDzP/dYdkYrG/EaPBPEi1Oe0RzHSRvLt/W6E9AAjll5lfiroPWHZbZpwgagkYVa 5OPLtslN1xoDzxJ2SMpii7ttf3TDGSUS4xgwp1XEdob0USU0xI1mpmygiEB6iPukYylFElJeOo2Tw0Cgh7MXSPK7hWP39I0WRUqMoMJP54WrWy8X/vE6ie2deSrlINOF4sqiXMKhjmPcCQ5MXazYyBGFJza0QD5BEWJv2SqYEdzbyPGkeV12n6l6flGvNh0kdRbAHDkAFuOAU1MAlqIMGwOARPINX8GY9WS/Wu/UxGS1Y0wp3wR9Ynz9dkpvC</latexit>
Stage 2
G(G(x, sy), sy), sy
<latexit sha1_base64="7oYrTdky232nQB6U3CS0rfLHjI0=">AAACAnicbVDLSsNAFL2pr1pfUVfiJliEClISEXRZcFFXUsE+oA1hMp20QyeTMDMRQyhu/BU3LhRx61e482+ctlnY6oHLPZxzLzP3+DGjUtn2t1FYWl5ZXSuulzY2t7Z3zN29lowSgUkTRywSHR9JwignTUUVI51YEBT6jLT90dXEb98TIWnE71QaEzdEA04DipHSkmce1Cv1ysOp9LJ0fDLXPLNsV+0prL/EyUkZcjQ886vXj3ASEq4wQ1J2HTtWb oaEopiRcamXSBIjPEID0tWUo5BIN5ueMLaOtdK3gkjo4sqaqr83MhRKmYa+ngyRGspFbyL+53UTFVy6GeVxogjHs4eChFkqsiZ5WH0qCFYs1QRhQfVfLTxEAmGlUyvpEJzFk/+S1lnVsavO7Xm5dpPHUYRDOIIKOHABNbiGBjQBwyM8wyu8GU/Gi/FufMxGC0a+sw9zMD5/ABuOlqY=</latexit><latexit sha1_base64="7oYrTdky232nQB6U3CS0rfLHjI0=">AAACAnicbVDLSsNAFL2pr1pfUVfiJliEClISEXRZcFFXUsE+oA1hMp20QyeTMDMRQyhu/BU3LhRx61e482+ctlnY6oHLPZxzLzP3+DGjUtn2t1FYWl5ZXSuulzY2t7Z3zN29lowSgUkTRywSHR9JwignTUUVI51YEBT6jLT90dXEb98TIWnE71QaEzdEA04DipHSkmce1Cv1ysOp9LJ0fDLXPLNsV+0prL/EyUkZcjQ886vXj3ASEq4wQ1J2HTtWb oaEopiRcamXSBIjPEID0tWUo5BIN5ueMLaOtdK3gkjo4sqaqr83MhRKmYa+ngyRGspFbyL+53UTFVy6GeVxogjHs4eChFkqsiZ5WH0qCFYs1QRhQfVfLTxEAmGlUyvpEJzFk/+S1lnVsavO7Xm5dpPHUYRDOIIKOHABNbiGBjQBwyM8wyu8GU/Gi/FufMxGC0a+sw9zMD5/ABuOlqY=</latexit><latexit sha1_base64="7oYrTdky232nQB6U3CS0rfLHjI0=">AAACAnicbVDLSsNAFL2pr1pfUVfiJliEClISEXRZcFFXUsE+oA1hMp20QyeTMDMRQyhu/BU3LhRx61e482+ctlnY6oHLPZxzLzP3+DGjUtn2t1FYWl5ZXSuulzY2t7Z3zN29lowSgUkTRywSHR9JwignTUUVI51YEBT6jLT90dXEb98TIWnE71QaEzdEA04DipHSkmce1Cv1ysOp9LJ0fDLXPLNsV+0prL/EyUkZcjQ886vXj3ASEq4wQ1J2HTtWb oaEopiRcamXSBIjPEID0tWUo5BIN5ueMLaOtdK3gkjo4sqaqr83MhRKmYa+ngyRGspFbyL+53UTFVy6GeVxogjHs4eChFkqsiZ5WH0qCFYs1QRhQfVfLTxEAmGlUyvpEJzFk/+S1lnVsavO7Xm5dpPHUYRDOIIKOHABNbiGBjQBwyM8wyu8GU/Gi/FufMxGC0a+sw9zMD5/ABuOlqY=</latexit><latexit sha1_base64="7oYrTdky232nQB6U3CS0rfLHjI0=">AAACAnicbVDLSsNAFL2pr1pfUVfiJliEClISEXRZcFFXUsE+oA1hMp20QyeTMDMRQyhu/BU3LhRx61e482+ctlnY6oHLPZxzLzP3+DGjUtn2t1FYWl5ZXSuulzY2t7Z3zN29lowSgUkTRywSHR9JwignTUUVI51YEBT6jLT90dXEb98TIWnE71QaEzdEA04DipHSkmce1Cv1ysOp9LJ0fDLXPLNsV+0prL/EyUkZcjQ886vXj3ASEq4wQ1J2HTtWb oaEopiRcamXSBIjPEID0tWUo5BIN5ueMLaOtdK3gkjo4sqaqr83MhRKmYa+ngyRGspFbyL+53UTFVy6GeVxogjHs4eChFkqsiZ5WH0qCFYs1QRhQfVfLTxEAmGlUyvpEJzFk/+S1lnVsavO7Xm5dpPHUYRDOIIKOHABNbiGBjQBwyM8wyu8GU/Gi/FufMxGC0a+sw9zMD5/ABuOlqY=</latexit>
G(G(G(x, sy), sy), sx)
<latexit sha1_base64="LtEl1rcjnuwAEY0Cr+5ixvOyx5E=">AAACBXicbVBNS8MwGE7n15xfVY96CA5hAxmtCHoceNCTTHAfsJWSZtkWlqYlSWWl9OLFv+LFgyJe/Q/e/DemWw9z8wnhfXie9yV5Hy9kVCrL+jEKK6tr6xvFzdLW9s7unrl/0JJBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N77O/PYjEZIG/EHFIXF8NOR0QDFSWnLN45tKdiZn0k3itDpXJmnVNctWzZoCLhM7J2WQo+Ga371+gCOfcIUZkrJrW6FyEiQUxYykpV4kSYjwGA1JV1 OOfCKdZLpFCk+10oeDQOjLFZyq8xMJ8qWMfU93+kiN5KKXif953UgNrpyE8jBShOPZQ4OIQRXALBLYp4JgxWJNEBZU/xXiERIIKx1cSYdgL668TFrnNduq2fcX5fpdHkcRHIETUAE2uAR1cAsaoAkweAIv4A28G8/Gq/FhfM5aC0Y+cwj+wPj6BYSYl1s=</latexit><latexit sha1_base64="LtEl1rcjnuwAEY0Cr+5ixvOyx5E=">AAACBXicbVBNS8MwGE7n15xfVY96CA5hAxmtCHoceNCTTHAfsJWSZtkWlqYlSWWl9OLFv+LFgyJe/Q/e/DemWw9z8wnhfXie9yV5Hy9kVCrL+jEKK6tr6xvFzdLW9s7unrl/0JJBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N77O/PYjEZIG/EHFIXF8NOR0QDFSWnLN45tKdiZn0k3itDpXJmnVNctWzZoCLhM7J2WQo+Ga371+gCOfcIUZkrJrW6FyEiQUxYykpV4kSYjwGA1JV1 OOfCKdZLpFCk+10oeDQOjLFZyq8xMJ8qWMfU93+kiN5KKXif953UgNrpyE8jBShOPZQ4OIQRXALBLYp4JgxWJNEBZU/xXiERIIKx1cSYdgL668TFrnNduq2fcX5fpdHkcRHIETUAE2uAR1cAsaoAkweAIv4A28G8/Gq/FhfM5aC0Y+cwj+wPj6BYSYl1s=</latexit><latexit sha1_base64="LtEl1rcjnuwAEY0Cr+5ixvOyx5E=">AAACBXicbVBNS8MwGE7n15xfVY96CA5hAxmtCHoceNCTTHAfsJWSZtkWlqYlSWWl9OLFv+LFgyJe/Q/e/DemWw9z8wnhfXie9yV5Hy9kVCrL+jEKK6tr6xvFzdLW9s7unrl/0JJBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N77O/PYjEZIG/EHFIXF8NOR0QDFSWnLN45tKdiZn0k3itDpXJmnVNctWzZoCLhM7J2WQo+Ga371+gCOfcIUZkrJrW6FyEiQUxYykpV4kSYjwGA1JV1 OOfCKdZLpFCk+10oeDQOjLFZyq8xMJ8qWMfU93+kiN5KKXif953UgNrpyE8jBShOPZQ4OIQRXALBLYp4JgxWJNEBZU/xXiERIIKx1cSYdgL668TFrnNduq2fcX5fpdHkcRHIETUAE2uAR1cAsaoAkweAIv4A28G8/Gq/FhfM5aC0Y+cwj+wPj6BYSYl1s=</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9 bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="YVEYLjwf3dhwFKbtCav4ZYvi/Ic=">AAAB+nicbVDLSsNAFL2pr1qrRre6CBahBSmJG10KLnRZwT6gDWEynbRDJ5MwM5GGkI0bf8WNC0X8EHf+jZO2i9p6hmEO59zh3nv8mFGpbPvHKG1sbm3vlHcre9X9g0PzqNqRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj+5LfzuExGSRvxRpTFxQzTiNKAYKS155uldvTjTC+llad5YeqZ5wzNrdtOewVonzoLUYIGWZ34PhhFOQsIVZkjKvmPHys2QUBQzklcGiSQxwhM0In1NOQ qJdLPZFrl1rpWhFURCX66smbr8I0OhlGno68oQqbFc9QrxP6+fqODazSiPE0U4njcKEmapyCoisYZUEKxYqgnCgupZLTxGAmGlg6voEJzVlddJ57Lp2E3nwYYynMAZ1MGBK7iBe2hBGzA8wyu8w4fxYrwZn/O4SsYit2P4A+PrF//sld8=</latexit><latexit sha1_base64="YVEYLjwf3dhwFKbtCav4ZYvi/Ic=">AAAB+nicbVDLSsNAFL2pr1qrRre6CBahBSmJG10KLnRZwT6gDWEynbRDJ5MwM5GGkI0bf8WNC0X8EHf+jZO2i9p6hmEO59zh3nv8mFGpbPvHKG1sbm3vlHcre9X9g0PzqNqRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj+5LfzuExGSRvxRpTFxQzTiNKAYKS155uldvTjTC+llad5YeqZ5wzNrdtOewVonzoLUYIGWZ34PhhFOQsIVZkjKvmPHys2QUBQzklcGiSQxwhM0In1NOQ qJdLPZFrl1rpWhFURCX66smbr8I0OhlGno68oQqbFc9QrxP6+fqODazSiPE0U4njcKEmapyCoisYZUEKxYqgnCgupZLTxGAmGlg6voEJzVlddJ57Lp2E3nwYYynMAZ1MGBK7iBe2hBGzA8wyu8w4fxYrwZn/O4SsYit2P4A+PrF//sld8=</latexit><latexit sha1_base64="rDKYDDp/BZz4c9Jcvc+YxfUubSE=">AAACBXicbVC7TsMwFHXKq5RXgBEGiwqplVCVsMBYiQEmVCT6kNooclynteo4ke2gRlEWFn6FhQGEWPkHNv4Gp80ALcey7tE598q+x4sYlcqyvo3Syura+kZ5s7K1vbO7Z+4fdGQYC0zaOGSh6HlIEkY5aSuqGOlFgqDAY6TrTa5yv/tAhKQhv1dJRJwAjTj1KUZKS655fF3Lz/RMummS1X+VaVZ3zarVsGaAy8QuSBUUaLnm12AY4jggXGGGpOzbVqScFAlFMSNZZRBLEiE8QSPS15 SjgEgnnW2RwVOtDKEfCn25gjP190SKAimTwNOdAVJjuejl4n9eP1b+pZNSHsWKcDx/yI8ZVCHMI4FDKghWLNEEYUH1XyEeI4Gw0sFVdAj24srLpHPesK2GfWdVm7dFHGVwBE5ADdjgAjTBDWiBNsDgETyDV/BmPBkvxrvxMW8tGcXMIfgD4/MHg1iXVw==</latexit><latexit sha1_base64="LtEl1rcjnuwAEY0Cr+5ixvOyx5E=">AAACBXicbVBNS8MwGE7n15xfVY96CA5hAxmtCHoceNCTTHAfsJWSZtkWlqYlSWWl9OLFv+LFgyJe/Q/e/DemWw9z8wnhfXie9yV5Hy9kVCrL+jEKK6tr6xvFzdLW9s7unrl/0JJBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N77O/PYjEZIG/EHFIXF8NOR0QDFSWnLN45tKdiZn0k3itDpXJmnVNctWzZoCLhM7J2WQo+Ga371+gCOfcIUZkrJrW6FyEiQUxYykpV4kSYjwGA1JV1 OOfCKdZLpFCk+10oeDQOjLFZyq8xMJ8qWMfU93+kiN5KKXif953UgNrpyE8jBShOPZQ4OIQRXALBLYp4JgxWJNEBZU/xXiERIIKx1cSYdgL668TFrnNduq2fcX5fpdHkcRHIETUAE2uAR1cAsaoAkweAIv4A28G8/Gq/FhfM5aC0Y+cwj+wPj6BYSYl1s=</latexit><latexit sha1_base64="LtEl1rcjnuwAEY0Cr+5ixvOyx5E=">AAACBXicbVBNS8MwGE7n15xfVY96CA5hAxmtCHoceNCTTHAfsJWSZtkWlqYlSWWl9OLFv+LFgyJe/Q/e/DemWw9z8wnhfXie9yV5Hy9kVCrL+jEKK6tr6xvFzdLW9s7unrl/0JJBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N77O/PYjEZIG/EHFIXF8NOR0QDFSWnLN45tKdiZn0k3itDpXJmnVNctWzZoCLhM7J2WQo+Ga371+gCOfcIUZkrJrW6FyEiQUxYykpV4kSYjwGA1JV1 OOfCKdZLpFCk+10oeDQOjLFZyq8xMJ8qWMfU93+kiN5KKXif953UgNrpyE8jBShOPZQ4OIQRXALBLYp4JgxWJNEBZU/xXiERIIKx1cSYdgL668TFrnNduq2fcX5fpdHkcRHIETUAE2uAR1cAsaoAkweAIv4A28G8/Gq/FhfM5aC0Y+cwj+wPj6BYSYl1s=</latexit><latexit sha1_base64="LtEl1rcjnuwAEY0Cr+5ixvOyx5E=">AAACBXicbVBNS8MwGE7n15xfVY96CA5hAxmtCHoceNCTTHAfsJWSZtkWlqYlSWWl9OLFv+LFgyJe/Q/e/DemWw9z8wnhfXie9yV5Hy9kVCrL+jEKK6tr6xvFzdLW9s7unrl/0JJBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N77O/PYjEZIG/EHFIXF8NOR0QDFSWnLN45tKdiZn0k3itDpXJmnVNctWzZoCLhM7J2WQo+Ga371+gCOfcIUZkrJrW6FyEiQUxYykpV4kSYjwGA1JV1 OOfCKdZLpFCk+10oeDQOjLFZyq8xMJ8qWMfU93+kiN5KKXif953UgNrpyE8jBShOPZQ4OIQRXALBLYp4JgxWJNEBZU/xXiERIIKx1cSYdgL668TFrnNduq2fcX5fpdHkcRHIETUAE2uAR1cAsaoAkweAIv4A28G8/Gq/FhfM5aC0Y+cwj+wPj6BYSYl1s=</latexit><latexit sha1_base64="LtEl1rcjnuwAEY0Cr+5ixvOyx5E=">AAACBXicbVBNS8MwGE7n15xfVY96CA5hAxmtCHoceNCTTHAfsJWSZtkWlqYlSWWl9OLFv+LFgyJe/Q/e/DemWw9z8wnhfXie9yV5Hy9kVCrL+jEKK6tr6xvFzdLW9s7unrl/0JJBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N77O/PYjEZIG/EHFIXF8NOR0QDFSWnLN45tKdiZn0k3itDpXJmnVNctWzZoCLhM7J2WQo+Ga371+gCOfcIUZkrJrW6FyEiQUxYykpV4kSYjwGA1JV1 OOfCKdZLpFCk+10oeDQOjLFZyq8xMJ8qWMfU93+kiN5KKXif953UgNrpyE8jBShOPZQ4OIQRXALBLYp4JgxWJNEBZU/xXiERIIKx1cSYdgL668TFrnNduq2fcX5fpdHkcRHIETUAE2uAR1cAsaoAkweAIv4A28G8/Gq/FhfM5aC0Y+cwj+wPj6BYSYl1s=</latexit><latexit sha1_base64="LtEl1rcjnuwAEY0Cr+5ixvOyx5E=">AAACBXicbVBNS8MwGE7n15xfVY96CA5hAxmtCHoceNCTTHAfsJWSZtkWlqYlSWWl9OLFv+LFgyJe/Q/e/DemWw9z8wnhfXie9yV5Hy9kVCrL+jEKK6tr6xvFzdLW9s7unrl/0JJBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N77O/PYjEZIG/EHFIXF8NOR0QDFSWnLN45tKdiZn0k3itDpXJmnVNctWzZoCLhM7J2WQo+Ga371+gCOfcIUZkrJrW6FyEiQUxYykpV4kSYjwGA1JV1 OOfCKdZLpFCk+10oeDQOjLFZyq8xMJ8qWMfU93+kiN5KKXif953UgNrpyE8jBShOPZQ4OIQRXALBLYp4JgxWJNEBZU/xXiERIIKx1cSYdgL668TFrnNduq2fcX5fpdHkcRHIETUAE2uAR1cAsaoAkweAIv4A28G8/Gq/FhfM5aC0Y+cwj+wPj6BYSYl1s=</latexit><latexit sha1_base64="LtEl1rcjnuwAEY0Cr+5ixvOyx5E=">AAACBXicbVBNS8MwGE7n15xfVY96CA5hAxmtCHoceNCTTHAfsJWSZtkWlqYlSWWl9OLFv+LFgyJe/Q/e/DemWw9z8wnhfXie9yV5Hy9kVCrL+jEKK6tr6xvFzdLW9s7unrl/0JJBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N77O/PYjEZIG/EHFIXF8NOR0QDFSWnLN45tKdiZn0k3itDpXJmnVNctWzZoCLhM7J2WQo+Ga371+gCOfcIUZkrJrW6FyEiQUxYykpV4kSYjwGA1JV1 OOfCKdZLpFCk+10oeDQOjLFZyq8xMJ8qWMfU93+kiN5KKXif953UgNrpyE8jBShOPZQ4OIQRXALBLYp4JgxWJNEBZU/xXiERIIKx1cSYdgL668TFrnNduq2fcX5fpdHkcRHIETUAE2uAR1cAsaoAkweAIv4A28G8/Gq/FhfM5aC0Y+cwj+wPj6BYSYl1s=</latexit>
G(x, sy), sy
<latexit sha1_base64="b6kRUsiaUlU8cI2IKKkh+Ijelfg=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBEqSElE0GXBhS4r2Ae0IUymk3boZBJmJsUQCn6IGxeKuPVP3Pk3TpsutPXA5R7OuZe5c4KEM6Ud59taWV1b39gsbZW3d3b39u2Dw5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g9HN1G+PqVQsFg86S6gX4YFgISNYG8m37dvq47ny82xyVjTfrjg1Zwa0TNw5qcAcDd/+6vVjkkZUaMKxUl3XSbSXY6kZ4XRS7qWKJpiM8IB2DRU4osrLZ5dP0KlR+iiMpSmh0Uz9vZHjSKk sCsxkhPVQLXpT8T+vm+rw2suZSFJNBSkeClOOdIymMaA+k5RonhmCiWTmVkSGWGKiTVhlE4K7+OVl0rqouU7Nvb+s1FtPRRwlOIYTqIILV1CHO2hAEwiM4Rle4c3KrRfr3fooRleseYRH8AfW5w8ko5PN</latexit><latexit sha1_base64="b6kRUsiaUlU8cI2IKKkh+Ijelfg=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBEqSElE0GXBhS4r2Ae0IUymk3boZBJmJsUQCn6IGxeKuPVP3Pk3TpsutPXA5R7OuZe5c4KEM6Ud59taWV1b39gsbZW3d3b39u2Dw5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g9HN1G+PqVQsFg86S6gX4YFgISNYG8m37dvq47ny82xyVjTfrjg1Zwa0TNw5qcAcDd/+6vVjkkZUaMKxUl3XSbSXY6kZ4XRS7qWKJpiM8IB2DRU4osrLZ5dP0KlR+iiMpSmh0Uz9vZHjSKk sCsxkhPVQLXpT8T+vm+rw2suZSFJNBSkeClOOdIymMaA+k5RonhmCiWTmVkSGWGKiTVhlE4K7+OVl0rqouU7Nvb+s1FtPRRwlOIYTqIILV1CHO2hAEwiM4Rle4c3KrRfr3fooRleseYRH8AfW5w8ko5PN</latexit><latexit sha1_base64="b6kRUsiaUlU8cI2IKKkh+Ijelfg=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBEqSElE0GXBhS4r2Ae0IUymk3boZBJmJsUQCn6IGxeKuPVP3Pk3TpsutPXA5R7OuZe5c4KEM6Ud59taWV1b39gsbZW3d3b39u2Dw5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g9HN1G+PqVQsFg86S6gX4YFgISNYG8m37dvq47ny82xyVjTfrjg1Zwa0TNw5qcAcDd/+6vVjkkZUaMKxUl3XSbSXY6kZ4XRS7qWKJpiM8IB2DRU4osrLZ5dP0KlR+iiMpSmh0Uz9vZHjSKk sCsxkhPVQLXpT8T+vm+rw2suZSFJNBSkeClOOdIymMaA+k5RonhmCiWTmVkSGWGKiTVhlE4K7+OVl0rqouU7Nvb+s1FtPRRwlOIYTqIILV1CHO2hAEwiM4Rle4c3KrRfr3fooRleseYRH8AfW5w8ko5PN</latexit><latexit sha1_base64="b6kRUsiaUlU8cI2IKKkh+Ijelfg=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBEqSElE0GXBhS4r2Ae0IUymk3boZBJmJsUQCn6IGxeKuPVP3Pk3TpsutPXA5R7OuZe5c4KEM6Ud59taWV1b39gsbZW3d3b39u2Dw5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g9HN1G+PqVQsFg86S6gX4YFgISNYG8m37dvq47ny82xyVjTfrjg1Zwa0TNw5qcAcDd/+6vVjkkZUaMKxUl3XSbSXY6kZ4XRS7qWKJpiM8IB2DRU4osrLZ5dP0KlR+iiMpSmh0Uz9vZHjSKk sCsxkhPVQLXpT8T+vm+rw2suZSFJNBSkeClOOdIymMaA+k5RonhmCiWTmVkSGWGKiTVhlE4K7+OVl0rqouU7Nvb+s1FtPRRwlOIYTqIILV1CHO2hAEwiM4Rle4c3KrRfr3fooRleseYRH8AfW5w8ko5PN</latexit>
y, sy
<latexit sha1_base64="m34yu07tDgdWJHpkKfhHKiwWYUI=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvHisYD+gDWWznbRLN5uwuxFCKPgXvHhQxKu/x5v/xk3bg7Y+GHi8N8PMvCARXBvX/XZKa+sbm1vl7crO7t7+QfXwqK3jVDFssVjEqhtQjYJLbBluBHYThTQKBHaCyW3hdx5RaR7LB5Ml6Ed0JHnIGTVW6mQXepBn00G15tbdGcgq8RakBgs0B9Wv/jBm aYTSMEG17nluYvycKsOZwGmln2pMKJvQEfYslTRC7eezc6fkzCpDEsbKljRkpv6eyGmkdRYFtjOiZqyXvUL8z+ulJrzxcy6T1KBk80VhKoiJSfE7GXKFzIjMEsoUt7cSNqaKMmMTqtgQvOWXV0n7su65de/+qtZoP83jKMMJnMI5eHANDbiDJrSAwQSe4RXenMR5cd6dj3lryVlEeAx/4Hz+AKnIkDw=</latexit><latexit sha1_base64="m34yu07tDgdWJHpkKfhHKiwWYUI=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvHisYD+gDWWznbRLN5uwuxFCKPgXvHhQxKu/x5v/xk3bg7Y+GHi8N8PMvCARXBvX/XZKa+sbm1vl7crO7t7+QfXwqK3jVDFssVjEqhtQjYJLbBluBHYThTQKBHaCyW3hdx5RaR7LB5Ml6Ed0JHnIGTVW6mQXepBn00G15tbdGcgq8RakBgs0B9Wv/jBm aYTSMEG17nluYvycKsOZwGmln2pMKJvQEfYslTRC7eezc6fkzCpDEsbKljRkpv6eyGmkdRYFtjOiZqyXvUL8z+ulJrzxcy6T1KBk80VhKoiJSfE7GXKFzIjMEsoUt7cSNqaKMmMTqtgQvOWXV0n7su65de/+qtZoP83jKMMJnMI5eHANDbiDJrSAwQSe4RXenMR5cd6dj3lryVlEeAx/4Hz+AKnIkDw=</latexit><latexit sha1_base64="m34yu07tDgdWJHpkKfhHKiwWYUI=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvHisYD+gDWWznbRLN5uwuxFCKPgXvHhQxKu/x5v/xk3bg7Y+GHi8N8PMvCARXBvX/XZKa+sbm1vl7crO7t7+QfXwqK3jVDFssVjEqhtQjYJLbBluBHYThTQKBHaCyW3hdx5RaR7LB5Ml6Ed0JHnIGTVW6mQXepBn00G15tbdGcgq8RakBgs0B9Wv/jBm aYTSMEG17nluYvycKsOZwGmln2pMKJvQEfYslTRC7eezc6fkzCpDEsbKljRkpv6eyGmkdRYFtjOiZqyXvUL8z+ulJrzxcy6T1KBk80VhKoiJSfE7GXKFzIjMEsoUt7cSNqaKMmMTqtgQvOWXV0n7su65de/+qtZoP83jKMMJnMI5eHANDbiDJrSAwQSe4RXenMR5cd6dj3lryVlEeAx/4Hz+AKnIkDw=</latexit><latexit sha1_base64="m34yu07tDgdWJHpkKfhHKiwWYUI=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvHisYD+gDWWznbRLN5uwuxFCKPgXvHhQxKu/x5v/xk3bg7Y+GHi8N8PMvCARXBvX/XZKa+sbm1vl7crO7t7+QfXwqK3jVDFssVjEqhtQjYJLbBluBHYThTQKBHaCyW3hdx5RaR7LB5Ml6Ed0JHnIGTVW6mQXepBn00G15tbdGcgq8RakBgs0B9Wv/jBm aYTSMEG17nluYvycKsOZwGmln2pMKJvQEfYslTRC7eezc6fkzCpDEsbKljRkpv6eyGmkdRYFtjOiZqyXvUL8z+ulJrzxcy6T1KBk80VhKoiJSfE7GXKFzIjMEsoUt7cSNqaKMmMTqtgQvOWXV0n7su65de/+qtZoP83jKMMJnMI5eHANDbiDJrSAwQSe4RXenMR5cd6dj3lryVlEeAx/4Hz+AKnIkDw=</latexit>
Dd<latexit sha1_base64="TgIwKo2xQLJqEOFculW1CjEplPw=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNBDx4rmLbQxrLZTNulm03Y3Qgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSq4Nq777ZTW1jc2t8rblZ3dvf2D6uFRSyeZYuizRCSqE1KNgkv0DTcCO6lCGocC2+H4Zua3n1BpnsgHM0kxiOlQ8gFn1FjJv+3n0bRfrbl1dw6ySryC1KBAs1/96kUJy2KUhgmqdddzUxPkVBnOBE4rvUxjStmYDrFrqaQx6iCfHzslZ1aJyCBRtq Qhc/X3RE5jrSdxaDtjakZ62ZuJ/3ndzAyug5zLNDMo2WLRIBPEJGT2OYm4QmbExBLKFLe3EjaiijJj86nYELzll1dJ66LuuXXv/rLWeCziKMMJnMI5eHAFDbiDJvjAgMMzvMKbI50X5935WLSWnGLmGP7A+fwB1pGOxw==</latexit><latexit sha1_base64="TgIwKo2xQLJqEOFculW1CjEplPw=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNBDx4rmLbQxrLZTNulm03Y3Qgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSq4Nq777ZTW1jc2t8rblZ3dvf2D6uFRSyeZYuizRCSqE1KNgkv0DTcCO6lCGocC2+H4Zua3n1BpnsgHM0kxiOlQ8gFn1FjJv+3n0bRfrbl1dw6ySryC1KBAs1/96kUJy2KUhgmqdddzUxPkVBnOBE4rvUxjStmYDrFrqaQx6iCfHzslZ1aJyCBRtq Qhc/X3RE5jrSdxaDtjakZ62ZuJ/3ndzAyug5zLNDMo2WLRIBPEJGT2OYm4QmbExBLKFLe3EjaiijJj86nYELzll1dJ66LuuXXv/rLWeCziKMMJnMI5eHAFDbiDJvjAgMMzvMKbI50X5935WLSWnGLmGP7A+fwB1pGOxw==</latexit><latexit sha1_base64="TgIwKo2xQLJqEOFculW1CjEplPw=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNBDx4rmLbQxrLZTNulm03Y3Qgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSq4Nq777ZTW1jc2t8rblZ3dvf2D6uFRSyeZYuizRCSqE1KNgkv0DTcCO6lCGocC2+H4Zua3n1BpnsgHM0kxiOlQ8gFn1FjJv+3n0bRfrbl1dw6ySryC1KBAs1/96kUJy2KUhgmqdddzUxPkVBnOBE4rvUxjStmYDrFrqaQx6iCfHzslZ1aJyCBRtq Qhc/X3RE5jrSdxaDtjakZ62ZuJ/3ndzAyug5zLNDMo2WLRIBPEJGT2OYm4QmbExBLKFLe3EjaiijJj86nYELzll1dJ66LuuXXv/rLWeCziKMMJnMI5eHAFDbiDJvjAgMMzvMKbI50X5935WLSWnGLmGP7A+fwB1pGOxw==</latexit><latexit sha1_base64="TgIwKo2xQLJqEOFculW1CjEplPw=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNBDx4rmLbQxrLZTNulm03Y3Qgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSq4Nq777ZTW1jc2t8rblZ3dvf2D6uFRSyeZYuizRCSqE1KNgkv0DTcCO6lCGocC2+H4Zua3n1BpnsgHM0kxiOlQ8gFn1FjJv+3n0bRfrbl1dw6ySryC1KBAs1/96kUJy2KUhgmqdddzUxPkVBnOBE4rvUxjStmYDrFrqaQx6iCfHzslZ1aJyCBRtq Qhc/X3RE5jrSdxaDtjakZ62ZuJ/3ndzAyug5zLNDMo2WLRIBPEJGT2OYm4QmbExBLKFLe3EjaiijJj86nYELzll1dJ66LuuXXv/rLWeCziKMMJnMI5eHAFDbiDJvjAgMMzvMKbI50X5935WLSWnGLmGP7A+fwB1pGOxw==</latexit>
G(G(x, sy), sy), sx
<latexit sha1_base64="/F+xoDMK6Q/UWij4wgGeME/EcVg=">AAACAnicbVDLSsNAFL2pr1pfUVfiJliEClISEXRZcFGXFewD2hAm00k7dDIJMxNpCEUX/oobF4q49Svc+TdOH4vaeuByD+fcy8w9fsyoVLb9Y+RWVtfWN/Kbha3tnd09c/+gIaNEYFLHEYtEy0eSMMpJXVHFSCsWBIU+I01/cDP2mw9ESBrxe5XGxA1Rj9OAYqS05JlH1VK1NDyXXpaOzubacOSZRbtsT2AtE2dGijBDzTO/O90IJyHhCjMkZduxY+VmSCiKGRkVOokkMcID1CNtTT kKiXSzyQkj61QrXSuIhC6urIk6v5GhUMo09PVkiFRfLnpj8T+vnajg2s0ojxNFOJ4+FCTMUpE1zsPqUkGwYqkmCAuq/2rhPhIIK51aQYfgLJ68TBoXZccuO3eXxUrjaRpHHo7hBErgwBVU4BZqUAcMj/ACb/BuPBuvxofxOR3NGbMID+EPjK9fQnGXLQ==</latexit><latexit sha1_base64="/F+xoDMK6Q/UWij4wgGeME/EcVg=">AAACAnicbVDLSsNAFL2pr1pfUVfiJliEClISEXRZcFGXFewD2hAm00k7dDIJMxNpCEUX/oobF4q49Svc+TdOH4vaeuByD+fcy8w9fsyoVLb9Y+RWVtfWN/Kbha3tnd09c/+gIaNEYFLHEYtEy0eSMMpJXVHFSCsWBIU+I01/cDP2mw9ESBrxe5XGxA1Rj9OAYqS05JlH1VK1NDyXXpaOzubacOSZRbtsT2AtE2dGijBDzTO/O90IJyHhCjMkZduxY+VmSCiKGRkVOokkMcID1CNtTT kKiXSzyQkj61QrXSuIhC6urIk6v5GhUMo09PVkiFRfLnpj8T+vnajg2s0ojxNFOJ4+FCTMUpE1zsPqUkGwYqkmCAuq/2rhPhIIK51aQYfgLJ68TBoXZccuO3eXxUrjaRpHHo7hBErgwBVU4BZqUAcMj/ACb/BuPBuvxofxOR3NGbMID+EPjK9fQnGXLQ==</latexit><latexit sha1_base64="/F+xoDMK6Q/UWij4wgGeME/EcVg=">AAACAnicbVDLSsNAFL2pr1pfUVfiJliEClISEXRZcFGXFewD2hAm00k7dDIJMxNpCEUX/oobF4q49Svc+TdOH4vaeuByD+fcy8w9fsyoVLb9Y+RWVtfWN/Kbha3tnd09c/+gIaNEYFLHEYtEy0eSMMpJXVHFSCsWBIU+I01/cDP2mw9ESBrxe5XGxA1Rj9OAYqS05JlH1VK1NDyXXpaOzubacOSZRbtsT2AtE2dGijBDzTO/O90IJyHhCjMkZduxY+VmSCiKGRkVOokkMcID1CNtTT kKiXSzyQkj61QrXSuIhC6urIk6v5GhUMo09PVkiFRfLnpj8T+vnajg2s0ojxNFOJ4+FCTMUpE1zsPqUkGwYqkmCAuq/2rhPhIIK51aQYfgLJ68TBoXZccuO3eXxUrjaRpHHo7hBErgwBVU4BZqUAcMj/ACb/BuPBuvxofxOR3NGbMID+EPjK9fQnGXLQ==</latexit><latexit sha1_base64="/F+xoDMK6Q/UWij4wgGeME/EcVg=">AAACAnicbVDLSsNAFL2pr1pfUVfiJliEClISEXRZcFGXFewD2hAm00k7dDIJMxNpCEUX/oobF4q49Svc+TdOH4vaeuByD+fcy8w9fsyoVLb9Y+RWVtfWN/Kbha3tnd09c/+gIaNEYFLHEYtEy0eSMMpJXVHFSCsWBIU+I01/cDP2mw9ESBrxe5XGxA1Rj9OAYqS05JlH1VK1NDyXXpaOzubacOSZRbtsT2AtE2dGijBDzTO/O90IJyHhCjMkZduxY+VmSCiKGRkVOokkMcID1CNtTT kKiXSzyQkj61QrXSuIhC6urIk6v5GhUMo09PVkiFRfLnpj8T+vnajg2s0ojxNFOJ4+FCTMUpE1zsPqUkGwYqkmCAuq/2rhPhIIK51aQYfgLJ68TBoXZccuO3eXxUrjaRpHHo7hBErgwBVU4BZqUAcMj/ACb/BuPBuvxofxOR3NGbMID+EPjK9fQnGXLQ==</latexit>
Concat
Lcls(Dd)
<latexit sha1_base64="g999SMOj7nI0MTKr7h9kw+eov6w=">AAACAXicbVBNS8NAEJ3Ur1q/ol4EL8Ei1EtJRNBjQQ8ePFSwH9CGsNls2qWbTdjdCCVEBP+KFw+KePVfePPfuGl70NYHA4/3ZpiZ5yeMSmXb30ZpaXllda28XtnY3NreMXf32jJOBSYtHLNYdH0kCaOctBRVjHQTQVDkM9LxR5eF37knQtKY36lxQtwIDTgNKUZKS5550 I+QGmLEspvcyzCTee3Ky4L8xDOrdt2ewFokzoxUYYamZ371gxinEeEKMyRlz7ET5WZIKIoZySv9VJIE4REakJ6mHEVEutnkg9w61kpghbHQxZU1UX9PZCiSchz5urO4V857hfif10tVeOFmlCepIhxPF4Ups1RsFXFYARUEKzbWBGFB9a0WHiKBsNKhVXQIzvzLi6R9WnfsunN7Vm20H6dxlOEQjqAGDpxDA66hCS3A8ADP8ApvxpPxYrwbH9PWkjGLcB/+wPj8AdHVl5I=</latexit><latexit sha1_base64="g999SMOj7nI0MTKr7h9kw+eov6w=">AAACAXicbVBNS8NAEJ3Ur1q/ol4EL8Ei1EtJRNBjQQ8ePFSwH9CGsNls2qWbTdjdCCVEBP+KFw+KePVfePPfuGl70NYHA4/3ZpiZ5yeMSmXb30ZpaXllda28XtnY3NreMXf32jJOBSYtHLNYdH0kCaOctBRVjHQTQVDkM9LxR5eF37knQtKY36lxQtwIDTgNKUZKS5550 I+QGmLEspvcyzCTee3Ky4L8xDOrdt2ewFokzoxUYYamZ371gxinEeEKMyRlz7ET5WZIKIoZySv9VJIE4REakJ6mHEVEutnkg9w61kpghbHQxZU1UX9PZCiSchz5urO4V857hfif10tVeOFmlCepIhxPF4Ups1RsFXFYARUEKzbWBGFB9a0WHiKBsNKhVXQIzvzLi6R9WnfsunN7Vm20H6dxlOEQjqAGDpxDA66hCS3A8ADP8ApvxpPxYrwbH9PWkjGLcB/+wPj8AdHVl5I=</latexit><latexit sha1_base64="g999SMOj7nI0MTKr7h9kw+eov6w=">AAACAXicbVBNS8NAEJ3Ur1q/ol4EL8Ei1EtJRNBjQQ8ePFSwH9CGsNls2qWbTdjdCCVEBP+KFw+KePVfePPfuGl70NYHA4/3ZpiZ5yeMSmXb30ZpaXllda28XtnY3NreMXf32jJOBSYtHLNYdH0kCaOctBRVjHQTQVDkM9LxR5eF37knQtKY36lxQtwIDTgNKUZKS5550 I+QGmLEspvcyzCTee3Ky4L8xDOrdt2ewFokzoxUYYamZ371gxinEeEKMyRlz7ET5WZIKIoZySv9VJIE4REakJ6mHEVEutnkg9w61kpghbHQxZU1UX9PZCiSchz5urO4V857hfif10tVeOFmlCepIhxPF4Ups1RsFXFYARUEKzbWBGFB9a0WHiKBsNKhVXQIzvzLi6R9WnfsunN7Vm20H6dxlOEQjqAGDpxDA66hCS3A8ADP8ApvxpPxYrwbH9PWkjGLcB/+wPj8AdHVl5I=</latexit><latexit sha1_base64="g999SMOj7nI0MTKr7h9kw+eov6w=">AAACAXicbVBNS8NAEJ3Ur1q/ol4EL8Ei1EtJRNBjQQ8ePFSwH9CGsNls2qWbTdjdCCVEBP+KFw+KePVfePPfuGl70NYHA4/3ZpiZ5yeMSmXb30ZpaXllda28XtnY3NreMXf32jJOBSYtHLNYdH0kCaOctBRVjHQTQVDkM9LxR5eF37knQtKY36lxQtwIDTgNKUZKS5550 I+QGmLEspvcyzCTee3Ky4L8xDOrdt2ewFokzoxUYYamZ371gxinEeEKMyRlz7ET5WZIKIoZySv9VJIE4REakJ6mHEVEutnkg9w61kpghbHQxZU1UX9PZCiSchz5urO4V857hfif10tVeOFmlCepIhxPF4Ups1RsFXFYARUEKzbWBGFB9a0WHiKBsNKhVXQIzvzLi6R9WnfsunN7Vm20H6dxlOEQjqAGDpxDA66hCS3A8ADP8ApvxpPxYrwbH9PWkjGLcB/+wPj8AdHVl5I=</latexit>
y
<latexit sha1_base64="thLS80HyLWaSgIU EpwOdLuHenrM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIoiMsW7ANqkWQ6rUPzIj MRStEfcKvfJv6B/oV3xhTUIjohyZlz7zkz914/CYRUjvNasBYWl5ZXiqultfWNza3y9k5bxl nKeIvFQZx2fU/yQES8pYQKeDdJuRf6Ae/443Md79zxVIo4ulKThPdDbxSJoWCeIqo5uSlXnKp jlj0P3BxUkK9GXH7BNQaIwZAhBEcERTiAB0lPDy4cJMT1MSUuJSRMnOMeJdJmlMUpwyN2TN8R 7Xo5G9Fee0qjZnRKQG9KShsHpIkpLyWsT7NNPDPOmv3Ne2o89d0m9Pdzr5BYhVti/9LNMv+r 07UoDHFqahBUU2IYXR3LXTLTFX1z+0tVihwS4jQeUDwlzIxy1mfbaKSpXffWM/E3k6lZvWd5b oZ3fUsasPtznPOgXau6R9Va87hSP8tHXcQe9nFI8zxBHZdooGW8H/GEZ+vCCixpZZ+pViHX7O Lbsh4+AG7Kj4I=</latexit>
y
<latexit sha1_base64="thLS80HyLWaSgIU EpwOdLuHenrM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIoiMsW7ANqkWQ6rUPzIj MRStEfcKvfJv6B/oV3xhTUIjohyZlz7zkz914/CYRUjvNasBYWl5ZXiqultfWNza3y9k5bxl nKeIvFQZx2fU/yQES8pYQKeDdJuRf6Ae/443Md79zxVIo4ulKThPdDbxSJoWCeIqo5uSlXnKp jlj0P3BxUkK9GXH7BNQaIwZAhBEcERTiAB0lPDy4cJMT1MSUuJSRMnOMeJdJmlMUpwyN2TN8R 7Xo5G9Fee0qjZnRKQG9KShsHpIkpLyWsT7NNPDPOmv3Ne2o89d0m9Pdzr5BYhVti/9LNMv+r 07UoDHFqahBUU2IYXR3LXTLTFX1z+0tVihwS4jQeUDwlzIxy1mfbaKSpXffWM/E3k6lZvWd5b oZ3fUsasPtznPOgXau6R9Va87hSP8tHXcQe9nFI8zxBHZdooGW8H/GEZ+vCCixpZZ+pViHX7O Lbsh4+AG7Kj4I=</latexit>
sy
<latexit sha1_base64="U5GjLwVr/t5269faQYAK i5fovvQ=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLopsuK9gG1lGQ6rUPTJEwmSimCP+BWP038A /0L74wpqEV0QpIz595zZu69fhyIRDnOa85aWFxaXsmvFtbWNza3its7zSRKJeMNFgWRbPtewgMR8oYSKuDtW HJv7Ae85Y/Odbx1y2UiovBKTWLeHXvDUAwE8xRRl0lv0iuWnLJjlj0P3AyUkK16VHzBNfqIwJBiDI4QinAA Dwk9HbhwEBPXxZQ4SUiYOMc9CqRNKYtThkfsiL5D2nUyNqS99kyMmtEpAb2SlDYOSBNRniSsT7NNPDXOmv3 Ne2o89d0m9PczrzGxCjfE/qWbZf5Xp2tRGODU1CCoptgwujqWuaSmK/rm9peqFDnExGncp7gkzIxy1mfbaBJ Tu+6tZ+JvJlOzes+y3BTv+pY0YPfnOOdBs1J2j8qVi+NS9SwbdR572MchzfMEVdRQR4O8h3jEE56tmhVaqX X3mWrlMs0uvi3r4QOub5Bo</latexit>
x
<latexit sha1_base64="dWAOxaM1Wan6zmg dHuTSuCpjqgQ=">AAACxXicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLoQpdV7ANqkWQ6rUPzIpk USxF/wK3+mvgH+hfeGaegFtEJSc6ce8+Zufd6sS9S6TivOWtufmFxKb9cWFldW98obm410yhLG G+wyI+Stuem3Bchb0ghfd6OE+4Gns9b3vBUxVsjnqQiCq/kOObdwB2Eoi+YK4m6vCvcFEtO2d HLngUVA0owqx4VX3CNHiIwZAjAEUIS9uEipaeDChzExHUxIS4hJHSc4x4F0maUxSnDJXZI3wHt OoYNaa88U61mdIpPb0JKG3ukiSgvIaxOs3U8086K/c17oj3V3cb094xXQKzELbF/6aaZ/9WpW iT6ONY1CKop1oyqjhmXTHdF3dz+UpUkh5g4hXsUTwgzrZz22daaVNeueuvq+JvOVKzaM5Ob4V3 dkgZc+TnOWdCslisH5erFYal2Ykadxw52sU/zPEIN56ijQd59POIJz9aZFVjSGn2mWjmj2ca3Z T18AKpij5U=</latexit>
x
<latexit sha1_base64="dWAOxaM1Wan6zmg dHuTSuCpjqgQ=">AAACxXicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLoQpdV7ANqkWQ6rUPzIpk USxF/wK3+mvgH+hfeGaegFtEJSc6ce8+Zufd6sS9S6TivOWtufmFxKb9cWFldW98obm410yhLG G+wyI+Stuem3Bchb0ghfd6OE+4Gns9b3vBUxVsjnqQiCq/kOObdwB2Eoi+YK4m6vCvcFEtO2d HLngUVA0owqx4VX3CNHiIwZAjAEUIS9uEipaeDChzExHUxIS4hJHSc4x4F0maUxSnDJXZI3wHt OoYNaa88U61mdIpPb0JKG3ukiSgvIaxOs3U8086K/c17oj3V3cb094xXQKzELbF/6aaZ/9WpW iT6ONY1CKop1oyqjhmXTHdF3dz+UpUkh5g4hXsUTwgzrZz22daaVNeueuvq+JvOVKzaM5Ob4V3 dkgZc+TnOWdCslisH5erFYal2Ykadxw52sU/zPEIN56ijQd59POIJz9aZFVjSGn2mWjmj2ca3Z T18AKpij5U=</latexit>
sy
<latexit sha1_base64="U5GjLwVr/t5269faQYAK i5fovvQ=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLopsuK9gG1lGQ6rUPTJEwmSimCP+BWP038A /0L74wpqEV0QpIz595zZu69fhyIRDnOa85aWFxaXsmvFtbWNza3its7zSRKJeMNFgWRbPtewgMR8oYSKuDtW HJv7Ae85Y/Odbx1y2UiovBKTWLeHXvDUAwE8xRRl0lv0iuWnLJjlj0P3AyUkK16VHzBNfqIwJBiDI4QinAA Dwk9HbhwEBPXxZQ4SUiYOMc9CqRNKYtThkfsiL5D2nUyNqS99kyMmtEpAb2SlDYOSBNRniSsT7NNPDXOmv3 Ne2o89d0m9PczrzGxCjfE/qWbZf5Xp2tRGODU1CCoptgwujqWuaSmK/rm9peqFDnExGncp7gkzIxy1mfbaBJ Tu+6tZ+JvJlOzes+y3BTv+pY0YPfnOOdBs1J2j8qVi+NS9SwbdR572MchzfMEVdRQR4O8h3jEE56tmhVaqX X3mWrlMs0uvi3r4QOub5Bo</latexit>
sx
<latexit sha1_base64="znr6jpBDjQP2S81gGIfE vIHxXiY=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIVdFl002VF+4BaSjKd1qFpEjITtRTBH3Crnyb+g f6Fd8YU1CI6IcmZc+85M/dePw6EVI7zmrPm5hcWl/LLhZXVtfWN4uZWQ0ZpwnidRUGUtHxP8kCEvK6ECngrT rg38gPe9IdnOt684YkUUXipxjHvjLxBKPqCeYqoC9m96xZLTtkxy54FbgZKyFYtKr7gCj1EYEgxAkcIRTiA B0lPGy4cxMR1MCEuISRMnOMeBdKmlMUpwyN2SN8B7doZG9Jee0qjZnRKQG9CSht7pIkoLyGsT7NNPDXOmv3 Ne2I89d3G9PczrxGxCtfE/qWbZv5Xp2tR6OPE1CCoptgwujqWuaSmK/rm9peqFDnExGnco3hCmBnltM+20Uh Tu+6tZ+JvJlOzes+y3BTv+pY0YPfnOGdB46DsHpYPzo9KldNs1HnsYBf7NM9jVFBFDXXyHuART3i2qlZopd btZ6qVyzTb+Lashw+sD5Bn</latexit>
sx
<latexit sha1_base64="znr6jpBDjQP2S81gGIfE vIHxXiY=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIVdFl002VF+4BaSjKd1qFpEjITtRTBH3Crnyb+g f6Fd8YU1CI6IcmZc+85M/dePw6EVI7zmrPm5hcWl/LLhZXVtfWN4uZWQ0ZpwnidRUGUtHxP8kCEvK6ECngrT rg38gPe9IdnOt684YkUUXipxjHvjLxBKPqCeYqoC9m96xZLTtkxy54FbgZKyFYtKr7gCj1EYEgxAkcIRTiA B0lPGy4cxMR1MCEuISRMnOMeBdKmlMUpwyN2SN8B7doZG9Jee0qjZnRKQG9CSht7pIkoLyGsT7NNPDXOmv3 Ne2I89d3G9PczrxGxCtfE/qWbZv5Xp2tR6OPE1CCoptgwujqWuaSmK/rm9peqFDnExGnco3hCmBnltM+20Uh Tu+6tZ+JvJlOzes+y3BTv+pY0YPfnOGdB46DsHpYPzo9KldNs1HnsYBf7NM9jVFBFDXXyHuART3i2qlZopd btZ6qVyzTb+Lashw+sD5Bn</latexit>
sy
<latexit sha1_base64="U5GjLwVr/t5269faQYAK i5fovvQ=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLopsuK9gG1lGQ6rUPTJEwmSimCP+BWP038A /0L74wpqEV0QpIz595zZu69fhyIRDnOa85aWFxaXsmvFtbWNza3its7zSRKJeMNFgWRbPtewgMR8oYSKuDtW HJv7Ae85Y/Odbx1y2UiovBKTWLeHXvDUAwE8xRRl0lv0iuWnLJjlj0P3AyUkK16VHzBNfqIwJBiDI4QinAA Dwk9HbhwEBPXxZQ4SUiYOMc9CqRNKYtThkfsiL5D2nUyNqS99kyMmtEpAb2SlDYOSBNRniSsT7NNPDXOmv3 Ne2o89d0m9PczrzGxCjfE/qWbZf5Xp2tRGODU1CCoptgwujqWuaSmK/rm9peqFDnExGncp7gkzIxy1mfbaBJ Tu+6tZ+JvJlOzes+y3BTv+pY0YPfnOOdBs1J2j8qVi+NS9SwbdR572MchzfMEVdRQR4O8h3jEE56tmhVaqX X3mWrlMs0uvi3r4QOub5Bo</latexit>
G(x, sy), sy
<latexit sha1_base64="b6kRUsiaUlU8cI2IKKkh+Ijelfg=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBEqSElE0GXBhS4r2Ae0IUymk3boZBJmJsUQCn6IGxeKuPVP3Pk3TpsutPXA5R7OuZe5c4KEM6Ud59t aWV1b39gsbZW3d3b39u2Dw5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g9HN1G+PqVQsFg86S6gX4YFgISNYG8m37dvq47ny82xyVjTfrjg1Zwa0TNw5qcAcDd/+6vVjkkZUaMKxUl3XSbSXY6kZ4XRS7qWKJpiM8IB2DRU4osrLZ5dP0KlR+iiMpSmh0Uz9vZHjSKksCsxkhPVQLXpT8T+vm+rw2suZSFJNBSkeClOOdIymMaA+k5RonhmCiWTmVkSGWGKiTVhlE4K7+OVl0rqouU7Nvb+s1FtPRRwlOIYTqIILV1CHO2hAEwi M4Rle4c3KrRfr3fooRleseYRH8AfW5w8ko5PN</latexit><latexit sha1_base64="b6kRUsiaUlU8cI2IKKkh+Ijelfg=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBEqSElE0GXBhS4r2Ae0IUymk3boZBJmJsUQCn6IGxeKuPVP3Pk3TpsutPXA5R7OuZe5c4KEM6Ud59t aWV1b39gsbZW3d3b39u2Dw5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g9HN1G+PqVQsFg86S6gX4YFgISNYG8m37dvq47ny82xyVjTfrjg1Zwa0TNw5qcAcDd/+6vVjkkZUaMKxUl3XSbSXY6kZ4XRS7qWKJpiM8IB2DRU4osrLZ5dP0KlR+iiMpSmh0Uz9vZHjSKksCsxkhPVQLXpT8T+vm+rw2suZSFJNBSkeClOOdIymMaA+k5RonhmCiWTmVkSGWGKiTVhlE4K7+OVl0rqouU7Nvb+s1FtPRRwlOIYTqIILV1CHO2hAEwi M4Rle4c3KrRfr3fooRleseYRH8AfW5w8ko5PN</latexit><latexit sha1_base64="b6kRUsiaUlU8cI2IKKkh+Ijelfg=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBEqSElE0GXBhS4r2Ae0IUymk3boZBJmJsUQCn6IGxeKuPVP3Pk3TpsutPXA5R7OuZe5c4KEM6Ud59t aWV1b39gsbZW3d3b39u2Dw5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g9HN1G+PqVQsFg86S6gX4YFgISNYG8m37dvq47ny82xyVjTfrjg1Zwa0TNw5qcAcDd/+6vVjkkZUaMKxUl3XSbSXY6kZ4XRS7qWKJpiM8IB2DRU4osrLZ5dP0KlR+iiMpSmh0Uz9vZHjSKksCsxkhPVQLXpT8T+vm+rw2suZSFJNBSkeClOOdIymMaA+k5RonhmCiWTmVkSGWGKiTVhlE4K7+OVl0rqouU7Nvb+s1FtPRRwlOIYTqIILV1CHO2hAEwi M4Rle4c3KrRfr3fooRleseYRH8AfW5w8ko5PN</latexit><latexit sha1_base64="b6kRUsiaUlU8cI2IKKkh+Ijelfg=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBEqSElE0GXBhS4r2Ae0IUymk3boZBJmJsUQCn6IGxeKuPVP3Pk3TpsutPXA5R7OuZe5c4KEM6Ud59t aWV1b39gsbZW3d3b39u2Dw5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g9HN1G+PqVQsFg86S6gX4YFgISNYG8m37dvq47ny82xyVjTfrjg1Zwa0TNw5qcAcDd/+6vVjkkZUaMKxUl3XSbSXY6kZ4XRS7qWKJpiM8IB2DRU4osrLZ5dP0KlR+iiMpSmh0Uz9vZHjSKksCsxkhPVQLXpT8T+vm+rw2suZSFJNBSkeClOOdIymMaA+k5RonhmCiWTmVkSGWGKiTVhlE4K7+OVl0rqouU7Nvb+s1FtPRRwlOIYTqIILV1CHO2hAEwi M4Rle4c3KrRfr3fooRleseYRH8AfW5w8ko5PN</latexit>
G
<latexit sha1_base64="62MSal9IrrJAByTXj3PzAZZ4ydM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIoqMsWbCvUIsl0WkM nDzIToRT9Abf6beIf6F94Z0xBLaITkpw5954zc+/1ExFI5TivBWtufmFxqbhcWlldW98ob261ZZyljLdYLOL0yvckF0HEWypQgl8lKfdCX/COPzrV8c4dT2UQR5dqnPBe6A2jYBAwTxHVPL8pV5yqY5Y9C9wcVJCvRlx+wTX6iMGQIQRHBEVYwIOkpwsXDhLiepgQlxIKTJzjHiXSZpT FKcMjdkTfIe26ORvRXntKo2Z0iqA3JaWNPdLElJcS1qfZJp4ZZ83+5j0xnvpuY/r7uVdIrMItsX/pppn/1elaFAY4NjUEVFNiGF0dy10y0xV9c/tLVYocEuI07lM8JcyMctpn22ikqV331jPxN5OpWb1neW6Gd31LGrD7c5yzoF2rugfVWvOwUj/JR13EDnaxT/M8Qh0XaKBlvB/xhGf rzBKWtLLPVKuQa7bxbVkPH/f7j1A=</latexit>
G
<latexit sha1_base64="62MSal9IrrJAByTXj3PzAZZ4ydM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIoqMsWbCvUIsl0WkM nDzIToRT9Abf6beIf6F94Z0xBLaITkpw5954zc+/1ExFI5TivBWtufmFxqbhcWlldW98ob261ZZyljLdYLOL0yvckF0HEWypQgl8lKfdCX/COPzrV8c4dT2UQR5dqnPBe6A2jYBAwTxHVPL8pV5yqY5Y9C9wcVJCvRlx+wTX6iMGQIQRHBEVYwIOkpwsXDhLiepgQlxIKTJzjHiXSZpT FKcMjdkTfIe26ORvRXntKo2Z0iqA3JaWNPdLElJcS1qfZJp4ZZ83+5j0xnvpuY/r7uVdIrMItsX/pppn/1elaFAY4NjUEVFNiGF0dy10y0xV9c/tLVYocEuI07lM8JcyMctpn22ikqV331jPxN5OpWb1neW6Gd31LGrD7c5yzoF2rugfVWvOwUj/JR13EDnaxT/M8Qh0XaKBlvB/xhGf rzBKWtLLPVKuQa7bxbVkPH/f7j1A=</latexit>
G
<latexit sha1_base64="62MSal9IrrJAByTXj3PzAZZ4ydM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIoqMsWbCvUIsl0WkM nDzIToRT9Abf6beIf6F94Z0xBLaITkpw5954zc+/1ExFI5TivBWtufmFxqbhcWlldW98ob261ZZyljLdYLOL0yvckF0HEWypQgl8lKfdCX/COPzrV8c4dT2UQR5dqnPBe6A2jYBAwTxHVPL8pV5yqY5Y9C9wcVJCvRlx+wTX6iMGQIQRHBEVYwIOkpwsXDhLiepgQlxIKTJzjHiXSZpT FKcMjdkTfIe26ORvRXntKo2Z0iqA3JaWNPdLElJcS1qfZJp4ZZ83+5j0xnvpuY/r7uVdIrMItsX/pppn/1elaFAY4NjUEVFNiGF0dy10y0xV9c/tLVYocEuI07lM8JcyMctpn22ikqV331jPxN5OpWb1neW6Gd31LGrD7c5yzoF2rugfVWvOwUj/JR13EDnaxT/M8Qh0XaKBlvB/xhGf rzBKWtLLPVKuQa7bxbVkPH/f7j1A=</latexit>
G
<latexit sha1_base64="62MSal9IrrJAByTXj3PzAZZ4ydM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIoqMsWbCvUIsl0WkM nDzIToRT9Abf6beIf6F94Z0xBLaITkpw5954zc+/1ExFI5TivBWtufmFxqbhcWlldW98ob261ZZyljLdYLOL0yvckF0HEWypQgl8lKfdCX/COPzrV8c4dT2UQR5dqnPBe6A2jYBAwTxHVPL8pV5yqY5Y9C9wcVJCvRlx+wTX6iMGQIQRHBEVYwIOkpwsXDhLiepgQlxIKTJzjHiXSZpT FKcMjdkTfIe26ORvRXntKo2Z0iqA3JaWNPdLElJcS1qfZJp4ZZ83+5j0xnvpuY/r7uVdIrMItsX/pppn/1elaFAY4NjUEVFNiGF0dy10y0xV9c/tLVYocEuI07lM8JcyMctpn22ikqV331jPxN5OpWb1neW6Gd31LGrD7c5yzoF2rugfVWvOwUj/JR13EDnaxT/M8Qh0XaKBlvB/xhGf rzBKWtLLPVKuQa7bxbVkPH/f7j1A=</latexit>
G(x, sy), sx
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Figure 5: The detailed ReshapeGAN model for reshaping by cross-domain guidance with unpaired data.
the whole task into two sub-tasks: domain-preserved re-
shaping and refining. The detailed framework is shown in
Fig. 5.
For the first stage, we add a domain classification loss
to the overall loss function of LunpairedReshapeGAN (G,D) to en-
sure proper domain preservation during the reshaping. In
greater details, the overall loss becomes
Lcross−domain 1ReshapeGAN (G,D,Dd)
= LunpairedReshapeGAN (G,D) + λLcls(Dd)
= Lsadv(G,D) + γLperturb(D)
+ δLunpairedpixel (G) + σLunpairedpercep (G) + λLcls(Dd),
(10)
where Dd is a domain classifier and Lcls(Dd) is the do-
main classification loss, with λ as its weight.
Domain classification loss Lcls(Dd). The domain classi-
fier Dd is expected to be able to help ensuring the domain
preserving, leading to the effect of appearance preserving,
i.e., maintaining the appearance and identity of the object
during the reshaping. More specifically, Lcls(Dd) is de-
fined as
Lcls(Dd)
= Ex [− logDd(x, dx)] + Ey [− logDd(y, dy)]
+ Ex,y [− logDd(G(x, sy), dx)] ,
(11)
where dx and dy denote the domain labels of x ∈ X and
y ∈ Y , respectively. Here we derive this loss from Star-
GAN [10], and we use the one-hot encoding to capture
the domain distribution. Our strategy is similar to that in
the work of MUNIT [23], which tries to learn disentan-
gled representation to get more expressive and represen-
tative style information. Following the CRN [7], we use
the channel-wise concatenation to integrate the image and
domain label (e.g. x and dx) for the classifier Dd.
In the second stage, we apply the object reshaping
again by making use of the LunpairedReshapeGAN (G,D), so that
a second round of reshaping (should be significantly mi-
nor than that in the first stage) can be performed. We take
the output of the first stage as the input of this stage. The
overall loss for this stage is just
Lcross−domain 2ReshapeGAN (G,D,Dd) = LunpairedReshapeGAN (G,D)
= Lsadv(G,D) + γLperturb(D)
+ δLunpairedpixel (G) + σLunpairedpercep (G).
(12)
The reason for splitting a difficult cross-domain object
reshaping task to two easier sub-tasks is that we can get
better performance than that of a one-stage generation
(using only the first stage). In the one-stage generation
(the first stage of our proposal), two types of information
(domain/style information d and shape/geometric infor-
mation s) are used as constrains, making it hard to ensure
quality reshaping. Ablation study will be given on verify-
ing this in the following experiment section.
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3.4 Implementation details
Our backbone network derives from StarGAN [10], but
different from [10], we concatenate geometric guidance
and raw input to get a new input for both generator and
discriminator. Besides, in order to capture domain la-
bel effectively, we devise a new architecture for genera-
tor. In our experiments, we find that the model performs
well when we choose γ = η = 1 and δ = 10. Our
final loss is the sum of these losses as described in Eq.
7, 10 and 12. We apply this final loss to the generator
with Adam optimizer of learning rate 0.0002. Our code
will be made available at https://github.com/
zhengziqiang/ReshapeGAN. All detailed imple-
mentation could be found in our code.
4 Experiments and results
4.1 Evaluation metrics
Learned Perceptual Image Patch Similarity (LPIPS)
is first proposed by [75], which computes the perceptual
similarity (actually in terms of distance) between two im-
age patches. Lower LPIPS means the two image patches
have higher perceptual similarity. Considering two im-
age domains, we can compute the LPIPS metric (averaged
over sampled patch pairs) to evaluate the perceptual simi-
larity between them.
Fre´chet Inception Distance (FID) computes the simi-
larity between the generated sample distribution and real
data distribution. This metric is consistent and robust for
evaluating the quality of generated images [39, 4], and it
can be calculated by:
FID = ||µx − µg||22 + Tr
(∑
x +
∑
g −2(
∑
x
∑
g)
1
2
)
,
(13)
where (µx,
∑
x) and (µg,
∑
g) are pairs of the mean and
covariance of the sample embeddings from the real data
distribution and generated data distribution, respectively.
Lower FID means smaller distribution difference between
the generated and the target images and therefore higher
quality of generated images.
Geometrical Consistency is required for our object re-
shaping tasks to evaluate the matching level geometri-
cally. In order to know whether the model can synthesize
images with desired geometric information, we use avail-
able state-of-the-art geometry estimation model to extract
the geometric information (such as landmarks and poses)
from both the synthesized images and the target images,
and compare the results from sample pairs in the shape
space. For facial expression generation, we use dlib [26]
to extract landmarks and measure the similarity between
two images by computing SSIM (see Traditional Evalu-
ation Metrics below for details) and LPIPS scores using
the landmark information, marked as SSIM (Landmark)
and LPIPS (Landmark) respectively.
Identification Distance is important for our object re-
shaping tasks to evaluate whether the appearance and
identity information are preserved while the objects are
reshaped. We adopt object instance recognition (i.e., iden-
tification) algorithms to evaluate the similarity or distance
between generated images and input images. In the case
of faces, we use an effective open-source face recogni-
tion algorithm1 to do that. A significantly large distance
according to the classifier, i.e., more than the normal cut-
off 0.6, indicates that the two faces are from two different
identities. That is, if the distance between two faces is
lower than 0.6, we can consider that the two faces have
the same identity. Moreover, theoretically, for the dis-
tance below 0.6, larger distance might indicate better re-
shaping with preserved identity, while too small distance
may mean that the model fails to do reshaping so that the
generated image is almost identical to the input image.
This can also be proved by computing the identification
distances on RaFD [31] dataset, where each identity has
8 different emotional expressions captured from 5 differ-
ent angles/viewpoints (0◦,±45◦ and±90◦), and the aver-
age distance between the neutral faces and the other emo-
tional expressions from 0◦ viewpoint of all identities is
about 0.3, while, the average distance between the neutral
faces from 0◦ viewpoint and the other emotional expres-
sions from ±45◦ viewpoint is about 0.5, and the average
distance between the neutral faces from 0◦ viewpoint and
the other emotional expressions from ±90◦ viewpoint is
about 0.6.
User Study (Identity / Shape) is the human evaluation
applicable for all the generated images. We also use this
golden standard for our object reshaping tasks. Here we
ask 20 volunteers (users) to give a True/False judgement
1https://github.com/ageitgey/face_recognition
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on the output images. Specifically, we give the user an
input image, a reference image and a synthesized image,
and ask them to judge true or false whether the synthe-
sized image keep the identity information (Identity) and
whether the synthesized image has the same shape ex-
pression with the reference image (Shape). The users are
given unlimited time to make the decision. For each com-
parison, we randomly generate 100 images and each im-
age is judged by at least 2 different users. Only higher
identity metric or only higher shape metric can not pro-
vide confident performance for our object reshaping tasks,
since they always require both identity preservation and
reshaping ability. So higher votes to both same identity
and consistent shape could indicate better reshaping per-
formance.
Traditional Evaluation Metrics. For the cases where
paired data exists, we can use some traditional image
quality assessment metrics for performance evaluation,
including MSE, RMSE, PSNR and SSIM. MSE (Mean
Square Error) and RMSE (Root Mean Square Error) [67]
compute pixel-wise errors between synthesized images
and real images, lower MSE and RMSE represent higher
image generation quality. PSNR (Peak Signal-to-Noise
Ratio) [21] can roughly evaluate the image quality inde-
pendently, and usually the higher PSNR the better. SSIM
(Structural Similarity Index Measure) [21] measures the
similarity between two images, and higher SSIM denotes
higher structural similarity between generated images and
real images.
4.2 Reshaping by within-domain guidance
with paired data
4.2.1 Facial expression generation
Table 1: Quantitative comparison of facial expression
generation on KDEF dataset. The symbol ↑ (↓) indicates
that the larger (smaller) the value, the better the perfor-
mance.
Method SSIM↑ PSNR↑MSE↓ RMSE↓LPIPS↓ FID↓
Pix2pix [24]0.8673 18.01380.0160 0.1133 0.2603 140.7901
PG2 [42] 0.9118 19.24690.0122 0.0946 0.2032 97.2435
ReshapeGAN0.9227 19.73740.0123 0.0949 0.1808 84.1437
Table 2: Quantitative comparison of facial expression
generation on RaFD dataset. The symbol ↑ (↓) indicates
that the larger (smaller) the value, the better the perfor-
mance.
Method SSIM↑ PSNR↑MSE↓ RMSE↓LPIPS↓ FID↓
Pix2pix [24]0.9565 19.07940.0130 0.1121 0.1379 105.0758
PG2 [42] 0.9631 19.61090.0115 0.1055 0.1297 102.6674
ReshapeGAN0.9641 20.10080.0103 0.0998 0.1030 49.2096
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Figure 6: Visual comparison of facial expression genera-
tion on KDEF dataset.
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Figure 7: Visual comparison of facial expression genera-
tion on RaFD dataset.
First, to evaluate the image generation performance for
reshaping, we conduct experiments on facial expression
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datasets using KDEF [5] and RaFD [31] datasets. For
these two facial datasets, we use paired data to train all
the models. KDEF contains 70 different identities with 7
different emotional representations and 5 different poses,
while RaFD contains 67 identities with 8 different emo-
tional expressions, 5 different poses and 3 eye gaze direc-
tions. For both of the two emotional datasets, we only use
the frontal images with neutral faces as input images and
generate images with other facial expressions. So we re-
organize the two datasets, thus make KDEF (420 totally,
336 for training and 84 for evaluating) and RaFD (469
totally, 392 for training and 77 for evaluating) for facial
expression reshaping.
Here we compare our ReshapeGAN with two state-
of-the-art supervised methods, i.e., Pix2pix [24] and
PG2 [42] for evaluation, and the quantitative comparison
results can be found in Table 1 and Table 2, in terms of
SSIM, PSNR, MSE, RMSE, LPIPS and FID, where our
ReshapeGAN gets the best performance among the three
methods. For ReshapeGAN and PG2, we use dlib [26]
to obtain the geometric information as guidance. While
for Pix2pix, to compare fairly, we encode the emotional
or viewpoint expression as one-hot code and inject it into
the bottleneck of generator as guidance. More visual re-
sults can be found in Fig. 6 and Fig. 7. As it can be seen,
Pix2pix can not generate acceptable results, while the out-
puts of PG2 have blur boundary and some dirty color
blocks. Our ReshapeGAN generates reasonably clear out-
puts which preserve the identity information of inputs.
To investigate the efficiency of different components in
our approach, we design additional experiments on RaFD
for ablation study, and the quantitative results are listed in
Table 3. It can be seen that the perturbed loss Lperturb
improves the PSNR score dramatically, and the geomet-
ric information helps to reduce the LPIPS distance, while
the perceptual loss Lpercep reduces the LPIPS and FID,
since the perceptual loss actually provides multi-scale
constraints to the generator by using a cascade architec-
ture.
4.2.2 Viewpoint transfer
Then, we devise viewpoint transfer task, aiming to gen-
erate different pose (viewpoint) faces on FEI dataset [61],
which contains 200 identities with 11 different pose direc-
tions. Since we can not extract the accurate geometric in-
Table 3: Quantitative comparison for ablation study of
our ReshapeGAN on facial expression generation from
RaFD dataset. The symbol ↑ (↓) indicates that the larger
(smaller) the value, the better the performance.
Method SSIM↑ PSNR↑MSE↓ RMSE↓LPIPS↓ FID↓
Backbone 0.9632 19.89620.0106 0.1017 0.1365 106.0801
Geometry 0.9655 19.79400.0109 0.1030 0.1242 89.5522
Geometry
+Lperturb
0.9636 20.13680.0101 0.0991 0.1241 81.6016
Geometry
+Lpercep
0.9628 19.51270.0116 0.1064 0.1184 61.8619
ReshapeGAN0.9641 20.10080.0103 0.0998 0.1030 49.2096
Table 4: Quantitative comparison of viewpoint transfer
(facial pose translation) on FEI dataset. The symbol ↑ (↓)
indicates that the larger (smaller) the value, the better the
performance.
Method SSIM↑ PSNR↑MSE↓ RMSE↓LPIPS↓ FID↓
Pix2pix [24] 0.9274 16.93580.016190.1228 0.2236 79.3540
DR-
GAN [62]
0.9384 17.49950.013850.1138 0.2001 83.5483
PG2 [42] 0.9354 17.33660.014470.1160 0.1887 70.7044
ReshapeGAN0.9578 19.22990.009700.0941 0.1721 73.5864
Reshape
GAN
Pix2pix
Target
DRGAN
Input Pose outputs
PG2
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Figure 8: Visual comparison of viewpoint transfer (facial
pose translation) on FEI dataset.
formation from the full left or full right images, we don’t
use them for training. We use frontal images as inputs to
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generate other 8 pose images. We compare our Reshape-
GAN with Pix2pix [24], PG2 [42] and DR-GAN [62]. For
ReshapeGAN, Pix2pix and PG2, we also use the same
settings as facial expression generation (Section 4.2.1)
for adding guidance to these three methods, and for DR-
GAN, we use the default setting of facial pose generation
from the authors but using our training data. Besides, we
use 160 identities for training and other 40 for testing.
The quantitative comparison results are listed in Table 4.
Our ReshapeGAN gets the lowest LPIPS and FID values
among the four methods. Visual synthesized results are
shown in Fig. 8 for comparison. Pix2pix generates im-
ages with blur boundary and some dirty color blocks, DR-
GAN and PG2 distort the faces, while our ReshapeGAN
synthesizes better results with detailed parts (such as eyes,
mouth and nose) as well as reasonable faces. By com-
bining the geometric information, our ReshapeGAN can
easily capture the relationships between different parts.
Note that, the geometric information does not limit to
landmarks, instance maps and pose skeletons. We can
also extract any other accurate geometric information and
regard them as additional guidance to obtain better results.
4.3 Reshaping by within-domain guidance
with unpaired data
4.3.1 Controllable face translation on CelebA
For this task, we aim to achieve the controllable facial
reshaping using unpaired data. We conduct the experi-
ments on CelebA dataset [38], which contains approxi-
mately 200 thousand images with high diversity. To get
precise facial expression, we reorganize this dataset for
getting a sub-dataset using dlib [26] to achieve face detec-
tion and crop the detected face regions then resize them
to 256 × 256. We use 157,619 images for training and
39,404 images for testing. In theory, our method could
generate 39404 × 39404 images on testing stage. Con-
sidering the huge consumption of computing resources,
we only generate 1,000 images with different geometric
representation for one input sample.
Fig. 9 shows that our ReshapeGAN can synthesize 25
plausible images, via 5 different input images, where each
row has the appearance and content consistency, while
each column has geometric consistency. It can also be
seen that, ReshapeGAN can generate images with re-
quired geometric representation by providing a geometric
guidance, even if there are no paired samples for training,
indicating that ReshapeGAN learns the facial expressions
from the entire dataset rather than some specific sample.
Moreover, Fig. 10 exhibits the random 96 generated im-
ages using different geometric guidance. Note the smaller
image framed by red box in the lower right corner of every
generated image is the given reference image (for provid-
ing geometric information). The synthesized images pre-
serve the appearance and identity of input images, and our
ReshapeGAN is able to generate corresponding outputs
with emotional and layout/pose information according to
the given reference images.
Input 
images
Reference 
images
Geometry 
consistency
Appearance 
consistency
Figure 9: The 5 × 5 outputs by our ReshapeGAN using
random 5 images as both inputs and references on CelebA
dataset. Images framed by dotted lines are input images
and references images, and each row shows images with
the identical appearance (e.g., the row framed by black
line) while each column exhibits images with same ge-
ometric representation (e.g., the column framed by red
line).
To our knowledge, we are the first to achieve arbitrary
identity reshaping using unpaired data, with only lim-
ited images from each identity. Some traditional meth-
ods could perform face swapping, while Deepfakes2 only
translates one identity to another identity using abundant
2https://github.com/deepfakes/Faceswap
11
Figure 10: Random 96 synthesized images by our Re-
shapeGAN from one input sample on CelebA dataset.
The middle enlarged image shows the source input im-
age. The smaller images framed by red box in the lower
right corner of every generated image is the given refer-
ence image. The synthesized images have the same emo-
tional and pose information with given reference images
while preserving the appearance and identity information
of input images. Please zoom in to see more details.
images from both source identity and target identity, but
it fails to translate between multiple identities. Thus, we
choose Faceswap from OpenCV3) as traditional method
for comparison. Besides, we also make comparison using
some popular image-to-image translation methods. Due
to the lack of paired data, we conduct experiments us-
ing Pix2pix and PG2 by removing the pixel-level loss be-
tween outputs and ground truth (denote as Pix2pix-- and
PG2--) respectively. Here we regard the geometric in-
formation as the conditional information and provide the
geometric information to generator by concatenating the
raw input and geometry, through this way, we conduct ex-
periments using StarGAN [10], and in consideration of
3https://opencv.org
that there is only one domain in CelebA dataset, we re-
move the classification loss of StarGAN (denote as Star-
GAN--).
The quantitative comparison is given in Table 5. SSIM
and LPIPS scores computed by landmarks show the geo-
metric consistency, higher SSIM and lower LPIPS scores
indicate better geometric consistency with reference im-
ages. FID computes the distance between generated sam-
ple distribution and real reference images, and lower FID
score represents better image generation quality. Our Re-
shapeGAN performs best in terms of SSIM, LPIPS and
FID. We also use average identification distance to evalu-
ate the identity similarity, Faceswap fails to preserve the
identity with distance larger than 0.6, and the other meth-
ods can keep the identity information while our Reshape-
GAN performs better on reshaping with larger distance
(but below 0.6). The user study of identity/shape judge-
ment can also arrive at similar conclusion that our Re-
shapeGAN works well considering both identity preser-
vation and object reshaping.
Visual comparison of different methods can be found
in Fig. 11. As shown, Faceswap is limited to only borrow
the face appearance from target reference and merging
it with the corresponding region without considering the
relationship between parts, and the output images seem
implausible and don’t preserve the identity information
of the inputs. Pix2pix-- and PG2-- fail to reshape the
input images and generate images with artifacts. And
StarGAN-- also fails to synthesize images with required
shape. Compared to these methods, our ReshapeGAN
achieves face reshaping by providing one single reference
image. The visual comparison of Fig. 11 provides the
same clues as quantitative comparison shown in Table. 5.
To show the powerful performance of our ReshapeGAN,
we exhibit more synthesized results in Fig. 12. We or-
ganize these generated results sorted by progressive in-
crease of identification distance with source input image
in Fig. 12(a), and the right image show the visualization
results of identification distance, which shows the rela-
tionship between the distance and the identity preserva-
tion with object reshaping.
Based on the above synthesized results, we see that not
all of the generated images can borrow the effective in-
formation reasonably, some generated images have ex-
tremely exaggerated regions. More interestingly, if the
geometric information of given reference image is from
12
Table 5: Quantitative comparison of controllable face translation on CelebA dataset. Higher SSIM and lower LPIPS
scores represent better geometric matching with guided geometric information. Lower FID score means better image
quality. Identification distance larger than 0.6 shows different identities, while larger distance below 0.6 indicates
better reshaping. Higher votes to both identity and shape of user study indicate better reshaping performance. Please
refer to Section 4.1 for details about evaluation metrics.
Method SSIM (Landmark) LPIPS (Landmark) FID Identification Distance Identity / Shape (User Study)
Faceswap 0.6949 0.1775 111.7921 0.7230 0.025 / 0.605
Pix2pix-- 0.6049 0.2561 338.4090 0.4419 0.771 / 0.093
PG2-- 0.6605 0.2097 194.1435 0.3369 1.0 / 0.102
StarGAN-- 0.6544 0.2156 157.4540 0.2576 1.0 / 0.075
ReshapeGAN 0.8332 0.0932 110.7313 0.5700 0.385 / 0.719
Faceswap
Reshape
GAN
Input Outputs
Reference
StarGAN
--
Pix2pix--
PG2
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Figure 11: Visual comparison of controllable face trans-
lation using different methods on CelebA dataset.
a man while the input image depicts a woman, there is a
chance that some sort of masculine pattern will be gener-
ated. We guess that the provided geometric information
may somehow carry the gender and age characteristics.
If the pose distance between input image and given refer-
ence image is too large, our model fails to generate plausi-
ble outputs. To obtain more intuitive results, we compute
the LPIPS distance between each reference image and the
input image, and visualize the results in Fig. 12(b). Here
we reorganize the generated images sorted by progressive
increase of LPIPS distance between target reference im-
age and source input image. As it can be seen, Reshape-
GAN performs well if the LPIPS is less than an implicit
threshold. However, when the LPIPS distance is too large,
ReshapeGAN is not able to translate the input image to
the given target geometric space with limited prior infor-
mation.
4.3.2 Controllable face translation on UTKFace
Then, to evaluate whether the geometric information car-
ries underlying information such as gender and age char-
acteristics, we conduct the face translation experiments
on another large dataset UTKFace [77]. This dataset con-
tains over 20,000 face images with long age span (range
from 0 to 116 years old). In this task, we also take ex-
periments to generate images with arbitrary geometric in-
formation. According to our above assumption, the geo-
metric information may contain underlying scale, position
and facial expression information. By providing informa-
tion to the generator and discriminator, they can build a
mapping function between input images and geometric in-
formation. Visual results are shown in Fig. 13, we can see
that the generated images have a large range of ages. We
also visualize the identification distance, from which, we
can see that the given geometric information does covers
intrinsic characteristics. In order to fool the discrimina-
tor, the generator should dig in the implicit information
and express it, reasonably.
For this task, we also conduct some comparative exper-
iments using aforementioned methods. The comparative
visual results are shown in Fig. 14. We can see that the
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Table 6: Quantitative comparison of controllable face translation on UTKFace dataset. Higher SSIM and lower LPIPS
scores represent better geometric matching with guided geometric information. Lower FID score means higher image
quality. Identification distance larger than 0.6 shows different identities, while larger distance below 0.6 indicates
better reshaping. Higher votes to both identity and shape of user study indicate better reshaping performance. Please
refer to Section 4.1 for details about evaluation metrics.
Method SSIM (Landmark) LPIPS (Landmark) FID Identification Distance Identity / Shape (User Study)
Faceswap 0.5595 0.2404 120.09001 0.7354 0.045 / 0.807
Pix2pix-- 0.6063 0.2197 251.4699 0.4144 0.786 / 0.188
PG2-- 0.5197 0.3127 173.5819 0.2628 1.0 / 0.024
StarGAN-- 0.5501 0.2793 186.4931 0.1850 0.991 / 0.048
ReshapeGAN 0.8103 0.0849 103.8411 0.5902 0.494 / 0.850
synthesized images using Pix2pix--, PG2-- and Star-
GAN-- do not achieve the facial reshaping. Comparing
with Faceswap, our ReshapeGAN can preserve the iden-
tity information better. Quantitative comparison of dif-
ferent methods are given in Table 6, as can be seen, our
ReshapeGAN performs best with highest SSIM, lowest
LPIPS and FID, indicating best geometric matching with
highest image quality. Besides, ReshapeGAN also gets
largest identification distance compared to all other meth-
ods below 0.6. Meanwhile, the reshaping ability with
identity preservation of ReshapeGAN can also be vali-
dated by user study.
4.3.3 Controllable cat reshaping
Moreover, we implement our ReshapeGAN on an inter-
esting application that is to reshape a cat by providing ge-
ometric information. We use data and annotations from
the cat head dataset [76], and each annotation file de-
scribes the coordinates of 9 defined points (6 for ears, 2
for eyes and 1 for mouth). Here we use 7,287 cropped im-
ages (according to the coordinates) for training and 1,000
images for testing. Experimental results are shown in
Fig. 15, our ReshapeGAN can reshape the cat image with
a given geometric information, while keeping the detailed
information of input image. For this task, we only provide
the limited 9 pointed annotation, which describes the loca-
tion of ears, eyes and mouth. So, without sufficient guid-
ance, our method can also work well. For this task, we
only compute the FID between generated cat images and
real images for reference, and the FID score is 76.7446.
4.3.4 Controllable pose reshaping
In addition, the skeleton guidance of human body pro-
vides more detailed pose information. Thus, we use pose
estimation model OpenPose [6] to extract pose informa-
tion of human images and regard them as geometric guid-
ance for pose reshaping application. Here we perform our
ReshapeGAN on Panama dataset4. Note that, we don’t
use the paired training for this task, and only add the
cycle-consistency constrains to our model. By fusing pose
information and appearance information from given refer-
ence images, our method can generate reasonable results
as shown in Fig. 16. Here we only generate images by
frames, we leave the pose sequence generation by adding
spatial and temporal constrains as our future work. For
this task, we also only compute the FID between gener-
ated pose images and real images for reference, and the
FID score is 145.3365.
4.3.5 Ablation study
On the one hand, to investigate the architecture of our
geometry-guided method, we compare three cases for
generator and discriminator without or with geometric in-
formation: 1) only add geometric information to genera-
tor, 2) only add geometric information to discriminator, 3)
add geometric information to both generator and discrimi-
nator. We conduct experiments on CelebA dataset for this
ablation study in the three cases, and the visual results
are shown in Fig. 17(a). Discriminator without geometric
4https://github.com/llSourcell/Everybody_
Dance_Now
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Table 7: Quantitative comparison of different cases for our ReshapeGAN without or with geometric information on
CelebA dataset. Only adding geometric information to generator G (Only G) and discriminator D (Only D) get very
low identification distance, showing that they fail to achieve geometric reshaping with given geometric constrain, that
is, they fall into the trivial solution to generate the very similar output to the input image (very lower identification
distance). The user study also validates the same point (higher votes to both identity and shape of user study indicate
better reshaping performance). Our ReshapeGAN, by adding geometric information to both G and D, gets higher
SSIM and lower LPIPS scores, indicating to reshape the input image with given geometric information better, and
also gets the lower FID score representing higher image quality.
Method SSIM (Landmark) LPIPS (Landmark) FID Identification Distance Identity / Shape (User Study)
Only G 0.6763 0.1855 168.2893 0.0438 1.0 / 0.1739
Only D 0.6543 0.1924 176.5256 0.0352 1.0 / 0.073
G+D (ReshapeGAN) 0.8332 0.0932 110.7313 0.5700 0.385 / 0.719
Table 8: Quantitative comparison of different cases for our ReshapeGAN without or with perceptual loss on CelebA
dataset. Although the model without the perceptual loss can get better performance in terms of FID, LPIPS and
SSIM, the identification distance is larger than 0.6. Thus the perceptual loss does helps to preserve the identity and
appearance information from source input image.
Method SSIM (Landmark) LPIPS (Landmark) FID Identification Distance Identity / Shape (User Study)
w/o Lpercep 0.8683 0.0706 84.6713 0.6075 0.145 / 0.879
w/ Lgrpercep 0.8509 0.0774 99.9562 0.6188 0.186 / 0.934
w/ Lgipercep 0.8332 0.0932 110.7313 0.5700 0.385 / 0.719
Table 9: Quantitative comparison of different cases for our ReshapeGAN without or with perturbed loss on CelebA
dataset. The perturbed loss can reduce the identification distance and reserve the source identity information while
helping improve image quality.
Method SSIM (Landmark) LPIPS (Landmark) FID Identification Distance Identity / Shape (User Study)
w/o Lperturb 0.8473 0.0827 115.4396 0.5790 0.256 / 0.896
W/ Lperturb 0.8332 0.0932 110.7313 0.5700 0.385 / 0.719
information guidance captures the pose information but
fails to provide effective gradient direction to generator,
so that the model can not generate required controllable
images. If we don’t provide the given geometric informa-
tion to generator, the model can not achieve controllable
reshaping. Thus the guidance is necessary for both gener-
ator and discriminator. Table 7 with quantitative compar-
ison also concludes this point.
On the other hand, we explore the efficiency of percep-
tual loss by considering three cases: 1) without perceptual
loss, 2) with perceptual loss computed between synthe-
sized fake image and real reference image (Lgrpercep), 3)
with perceptual loss computed between synthesized fake
image and real input image (Lgipercep). Visual results can
be found in Fig. 17(b), and quantitative results are listed
in Table 8. From the results, we can see that the model
falls in trivial solution and encounters over-fitting prob-
lem by adding constrains between generated images and
given target reference images, that is, the generated im-
ages are very similar to the given reference images. Mean-
while, computing the perceptual loss between synthesized
images and input images can guarantee content and iden-
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Figure 12: (a) The random 100 generated results (left)
sorted by progressive increase of identification distance
(right) between the generated image and the source input
image on CelebA dataset. (b) The random 100 generated
results (left) sorted by progressive increase of LPIPS dis-
tance (right) between the corresponding target reference
image and the source input image on CelebA dataset. We
can see that the generated image with lower identification
distance has higher similarity, while the generated im-
age with lower LPIPS distance has higher quality. Please
zoom in to see more details.
tity consistency. Comparing with L1 loss, perceptual loss
focuses on high-level semantic matching between images
rather than pixel-level matching.
Furthermore, we also devise similar experiments to ex-
plore the effectiveness of the perturbed loss, the results
are shown in Table 9 and Fig. 17(c). As shown, the
perturbed loss helps to preserve the identity information
and improves the generation quality. Although the model
without perturbed loss can get a little higher SSIM and
lower LPIPS scores (computed between geometric infor-
mation), we should pay more attention to preserve the ap-
pearance consistency and image generation quality.
Input
Figure 13: The random 100 generated results (left) sorted
by progressive increase of identification distance (right)
between the generated image and the source input image
on UTKFace dataset. Please zoom in to see more details.
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Figure 14: Visual comparison of controllable face trans-
lation using different methods on UTKFace dataset.
4.4 Reshaping by cross-domain guidance
4.4.1 Facial reshaping across multiple datasets
In this task, we use 5 facial image datasets including
Yale [18], WSEFEP [49], ADFES [63], KDEF [5] and
RaFD [31] for facial reshaping.
First, considering domain gaps between different
datasets, we devise three different experiments for eval-
uating the efficiency of our ReshapeGAN. First, we con-
duct experiments on RaFD and KDEF datasets, and we
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Table 10: Quantitative comparison of controllable face translation on KDEF-RaFD dataset. Higher SSIM and lower
LPIPS scores represent better geometric matching with guided geometric information. Lower FID score means higher
image quality. Identification distance larger than 0.6 shows different identities, while larger distance below 0.6 indi-
cates better reshaping. Please refer to Section 4.1 for details about evaluation metrics. The results above the dashed
line are computed in the first case: the input image is from KDEF and the reference image is from RaFD, while the
results below the dashed line are computed in the second case: the input image is from RaFD and the reference image
is from KDEF.
Method SSIM (Landmark) LPIPS (Landmark) FID Identification Distance
CycleGAN [80] 0.6181 0.2608 172.8081 0.4591
MUNIT [23] 0.6083 0.2754 182.4521 0.4721
DRIT [35] 0.6949 0.2692 115.8099 0.5427
StarGAN [10] 0.6623 0.2493 130.7385 0.0612
ReshapeGAN 0.7981 0.1184 100.8653 0.5909
CycleGAN [80] 0.6323 0.2372 140.2661 0.4602
MUNIT [23] 0.6315 0.2482 154.2534 0.4654
DRIT [35] 0.6521 0.1932 84.2044 0.6361
StarGAN [10] 0.6256 0.2503 100.9369 0.0489
ReshapeGAN 0.7895 0.1222 122.9286 0.5930
choose CycleGAN, MUNIT, DRIT and StarGAN for
comparison. In order to compare fairly, we provide the
geometric information to all the generators as the addi-
tional constrains for all compared methods. Additionally,
for StarGAN, we use the one-hot encoding to perform the
facial translation on the two different datasets. By com-
bining all the emotional categories appearing on both two
datasets, we get 7 different emotional labels (contemp-
tuous, disgusted, fearful, happy, sad, and surprised) and
conduct experiments following [10]. For the testing stage,
we randomly select 91 input-reference pairs from the test-
ing images of the two domains. Please note that there are
two cases for the cross-domain reshaping on KDEF-RaFD
datasets: 1) the input image is from KDEF and the refer-
ence is from RaFD, 2) the input image is from RaFD and
the reference image is from KDEF. The visual synthesized
images are exhibited in Fig. 18 and Fig. 19(a). CycleGAN
and MUNIT only achieve the domain adaption according
to the given reference image, and they fail to perform re-
shaping by combining the geometric information. DRIT
generates images with underlying position changes, but
it also fails to reshape input images with given reference
images. Above all, recent unpaired cross-domain meth-
ods among two different domains (CycleGAN, MUNIT
and DRIT) can achieve domain adaption (including the
low-level texture and background translation), but they
pay more attention to the low-level matching rather than
the high-level geometrical matching, that is, they fail to
generate images with required shape by providing the ge-
ometric guidance. StarGAN fails to achieve the facial
translation by providing additional emotional label, we
guess the reason is that the same two datasets contain
similar emotional expression but different background in-
formation and data distribution, so that the model is hard
to focus on the emotional representation. Compared to
above methods, our ReshapeGAN can achieve the fa-
cial reshaping by only providing a single reference im-
age. For the quantitative comparison, Table 10 lists all
the results. As shown, our method gets highest SSIM and
lowest LPIPS scores, which indicates that ReshapeGAN
achieves geometric consistency with reference images. At
the same time, our method can preserve the appearance
information (including the background and domain infor-
mation) well in terms of identification distance.
Second, we perform our method on WSEFEP, ADFES
and Yale datasets, where the three datasets have small
intra-domain distances, and the visual results are shown in
Fig. 19(b). For the above two cases, our method can per-
17
Figure 15: Random 96 synthesized images by our Re-
shapeGAN from one input sample on cat head dataset.
The middle enlarged image shows the source input image.
And the smaller image framed by red box in the lower
right corner of every generated image is the given target
reference image. Please zoom in to see more details.
form well on both object reshaping and generation quality.
Finally, we conduct experiments on all above five emo-
tional datasets, and the visual results can be seen in
Fig. 19(c). We observe that the synthesized images have
dirty color blocks if the domain gap is large (such as
KDEF and WSEFEP), since the samples from the two
datasets have extremely different location as well as pose
information, such that our method can not generate rea-
sonable outputs without sufficient prior information.
4.4.2 Caricature reshaping across multiple datasets
For this task, we aim to achieve caricature translation
between multiple datasets. The datasets include CUHK
Face Sketch database [65], KDEF [5], IIIT-CFW [45] and
PHOTO-SKETCH [66]. Among the four datasets, we
could get 5 different image style domains (there are 2 do-
mains from PHOTO-SKETCH dataset). For each dataset,
Figure 16: Random 96 synthesized images by our Re-
shapeGAN from one input sample on Panama dataset.
The middle enlarged image shows the source input image.
And the smaller image framed by red box in the lower
right corner of every generated image is the given pose
reference image extracted using OpenPose. We could
generate a different video sequence with poses from target
identity while using appearance and identity information
from source inputs. Please zoom in to see more details.
we randomly select approximately four fifths of samples
for training and others for testing. First, we conduct com-
parative experiments on PHOTO-SKETCH dataset. Due
to the lack of conditional label, here we don’t use Star-
GAN for comparison and follow the training/testing split-
ting in [71]. Using the same testing criteria, we randomly
get 199 input-reference images. Note that the input-
reference paired images are not from the same identity.
The visual synthesized results can be seen in Fig. 20. As
shown, our ReshapeGAN can reshape the input images
according to the shape of reference images, while Cycle-
GAN, MUNIT and DRIT only achieve the domain trans-
fer between two different image manifolds, failing to find
the geometric mapping function. The quantitative com-
parison is listed in Table 11, from which, our Reshape-
18
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Figure 17: Visual synthesized results of different cases without or with geometric information (a), of different cases
without or with perceptual loss (b), of different cases without or with perturbed loss (c), on CelebA dataset.
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Figure 18: Visual comparison of reshaping by cross-
domain guidance for using different methods on KDEF-
RaFD dataset.
GAN can keep better geometric consistency with effec-
tive identification distance. Although CycleGAN, MU-
NIT and DRIT have lower FID scores by achieving do-
main adaption, they all actually fail to reshape the input
images according to the reference images and preserve the
appearance and style information of input images.
Actually, in the testing stage, we can generate arbitrary
domain image with arbitrary geometric guidance, and we
can also generate n × n images based on n images from
5 image domains for this task. To reduce the computa-
tional cost, we randomly assemble 5 images from 5 im-
age domains to obtain a combination. So we can get
n = maxni combinations, where ni represents the num-
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Figure 19: Visual results synthesized by our Reshape-
GAN on RaFD and KDEF dataset (a), on WSEFEP, AD-
FES, and Yale (b), on above five datasets (c), for facial
reshaping.
ber of testing images from the 5 image domains sepa-
rately. In order to evaluate the performance of our Re-
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Table 11: Quantitative comparison of controllable face translation on PHOTO-SKETCH dataset. Higher SSIM and
lower LPIPS scores represent better geometric matching with guided geometric information. Lower FID score means
higher image quality. Identification distance larger than 0.6 shows different identities, while larger distance below
0.6 indicates better reshaping. Please refer to Section 4.1 for details about evaluation metrics. The results above the
dashed line are computed in the first case: the input image is from PHOTO domain and the reference image is from
SkETCH domain, while the results below the dashed line are computed in the second case: the input image is from
SKETCH domain and the reference image is from PHOTO domain.
Method SSIM (Landmark) LPIPS (Landmark) FID Identification Distance
CycleGAN [80] 0.4839 0.3567 45.6227 0.6320
MUNIT [23] 0.4623 0.3462 89.6343 0.6103
DRIT [35] 0.4823 0.3514 67.8397 0.6420
ReshapeGAN 0.8088 0.0871 125.4597 0.5749
CycleGAN [80] 0.4786 0.3703 77.2058 0.6038
MUNIT [23] 0.4823 0.3643 84.2434 0.6243
DRIT [35] 0.4927 0.3513 65.3231 0.6182
ReshapeGAN 0.7931 0.1123 101.5948 0.5818
Input Ref.  MUNIT  DRIT CycleGAN  Reshape
GAN
Figure 20: Visual comparison of reshaping by cross-
domain guidance for using different methods on PHOTO-
SKETCH dataset.
shapeGAN on cross-domain reshaping, we compute the
FID scores between generated images and real images.
Here we compute the FID scores of 4 different cases: 1)
between synthesized images without the domain classifi-
cation loss Lcls(Dd) and reference images (Without CLS
for abbreviation), 2) between synthesized images opti-
Input Ref.
Input Ref.
(a)
(b)
w/o Lcls(Dd)
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Figure 21: Visual comparison results generated by our
ReshapeGAN of different cases without or with Lcls(Dd)
(a), of different cases with Lcross−domain 1ReshapeGAN (G,D,Dd) or
with Lcross−domain 2ReshapeGAN (G,D,Dd) (b) on selected 5 facial
datasets.
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Figure 22: The visualization results of of FID distance using different methods on four datasets for caricature reshap-
ing.
mized by Lcross−domain 1ReshapeGAN (G,D,Dd) and reference im-
ages (Stage1 for abbreviation), 3) between synthesized
images optimized byLcross−domain 2ReshapeGAN (G,D,Dd) and ref-
erence images (ReshapeGAN for abbreviation), 4) be-
tween source input images and reference images (Real for
abbreviation). We visualize all the FID results in Fig. 22.
Each sub figure shows the translation from a source do-
main to another 4 target domains. We see that the FID
score of the model without domain classification loss is
higher than the model with domain classification loss (Re-
shapeGAN). So the domain classification loss does helps
to improve the image generation quality. Besides, if we
split a difficult cross-domain object reshaping task to two
easier tasks, we can get better generation performance.
Almost all the FID scores of proposed model are lower
than those of other models using only one stage. That is,
the second refining stage does improve the image gener-
ation quality. More ablation study can be found in Sec-
tion 4.5. With geometric information from target domain,
we see that the FID between generated images and refer-
ence images is lower than FID between source input im-
ages and reference images. Thus our ReshapeGAN can
reduce domain distances by combining the geometric in-
formation.
4.5 Ablation study
In order to show the effectiveness of our pipeline archi-
tecture, we design another ablation study with one-stage
generation architecture by combining domain classifica-
tion loss Lcls(Dd) and geometric information to a strong
conditional input. Fig. 21(a) shows the visual comparison
results, from which, we can see that that the one-stage
generation method without Lcls(Dd) can not preserve the
identity and domain information well, and the generation
is not sharp while the boundary is not clear. And with
Lcls(Dd), the model generates images without dirty color
blocks. In addition, we also explore the effectiveness of
the second refining stage, the visual comparison is exhib-
ited in Fig. 21(b). As shown, the generated images with
refining stage have better geometric changes according to
given guidance.
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5 Failure and limitation
In this section, we will discuss the limitation of our Re-
shapeGAN. Our model requires extra geometric informa-
tion as an input, e.g., we use dlib [26] to obtain face land-
mark as geometric information. So the face landmark
should be exist and accurate, and sometimes we have to
abandon the face images that dlib cannot extract land-
marks (e.g., the method fails to obtain geometric infor-
mation for the full left and right images on FEI dataset).
Obviously, it will affect the performance of our model if
the geometric information is wrong. For using the unsu-
pervised manner in our experiments to achieve the cross-
dataset image reshaping, we still lack prior knowledge
when the semantic domain gap is huge between differ-
ent image domains. Fig. 23 shows some failure cases of
ReshapeGAN, where our model fails to preserve the ap-
pearance of input images well, and the outputs look like
just the simple combination of source image and target
image. Visually, our ReshapeGAN fails to reshape the in-
put image to the reference geometric shape if the distance
between the inputs and the references is too large, since
our model has insufficient corresponding prior informa-
tion to achieve reasonable translation. In this case, we
will try to disentangle the content representation to make
the content information preserved, and we leave this as
our future work.
Input Ref. Output
Figure 23: The failure cases on object reshaping by our
ReshapeGAN across multiple datasets.
6 Conclusion
In this paper, we proposed a new architecture that can gen-
erate domain-specific or cross-domain images with geo-
metric guidance, which is the first general framework for
a wide range of object reshaping by providing a single
reference. Comprehensive experiments on both ablation
study and comparisons with comparable state-of-the-art
models, in terms of all kinds of applicable quantitative and
qualitative as well as human subjective evaluation metrics,
show that our model performs better for identity preserved
object reshaping.
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