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Abstract
We consider a class of nonlinear problems of the form Au þ gðx; uÞ ¼ f ; where A is an
unbounded self-adjoint operator on a Hilbert space H of L2ðOÞ-functions, OCRN an arbitrary
domain, and g :O R-R is a ‘‘jumping nonlinearity’’ in the sense that the limits
lims-N
gðx;sÞ
s
¼ a; lims-N
gðx;sÞ
s
¼ b exist and ‘‘jump’’ over the principal eigenvalue of the
operator A: Under rather general conditions on the operator L and for suitable aob; we
prove some multiplicity results. Applications are given to the wave equation, and elliptic
equations in the whole space RN :
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
The so-called jumping nonlinearity problem has a long and rich history starting
with the pioneering paper of Ambrosetti–Prodi [2] in 1973. Since then a number of
authors have contributed to the study of such problems, notably Berger–Podolak [5],
Kazdan–Warner [14], Amann–Hess [1], Dancer [8] and Fucik [11] (who coined the
term jumping nonlinearity in the case of ordinary differential equations). During the
1980s, we could cite the contributions of de Figueiredo [10], Gallouet–Kavian [13],
Lazer–McKenna [15], Ruf [22], and Solimini [23], among others. The interested
reader will ﬁnd a more complete bibliography up to 1990 in [16]. In its simplest form,
the jumping nonlinearity problem consists in studying the question of existence and
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multiplicity of solutions for the Dirichlet problem
Du þ gðuÞ ¼ f in O; u ¼ 0 on @O; ð1:1Þ
where OCRN ðNX1Þ is a bounded smooth domain, fAL2ðOÞ and the nonlinearity g
is a C1 function crossing some eigenvalue lk; ðk ¼ 1; 2;yÞ of the problem Du þ lu
¼ 0; u ¼ 0 on @O; in the sense that
0oa ¼ lim
s-N
g0ðsÞolko lim
s-N
g0ðsÞ ¼ b: ð1:2Þ
Of particular importance here is the problem at infinity, ðF Þa;b; given by Du þ bu
þ 
au ¼ 0; u ¼ 0 on @O; and its so-called Fucik spectrum
P
¼ fða; bÞAR2jðF Þa;b has a
nonzero solutiong: In fact the existence and nature of the solution set to problem (1.1)
depends on the location of the point ða; bÞ in R2 with respect to the Fucik spectrum.
In particular in the case of the ODE; i.e. N ¼ 1; where the Fucik spectrum is
completely known, using topological arguments Fucik [12] proved a large number of
results in the nonresonance case, that is when ða; bÞeS: In a previous work [7], we
considered a general class of nonlinear problems of the form
(P) Au þ gðx; uÞ ¼ f ; uADðAÞ;
where A is an unbounded self-adjoint operator on a Hilbert space H of L2ðOÞ-
functions, OCRN an arbitrary domain, and g :O R-R is a ‘‘jumping
nonlinearity’’ in the sense that the limits lims-N
gðx;sÞ
s
¼ a; lims-N
gðx;sÞ
s
¼ b exist
and ‘‘cross’’ an eigenvalue of the operator A: Under suitable conditions, we proved
an existence result for any right-hand side f : In order to state this result more
precisely, we note that in case of the Laplace operator, the principal eigenvalue l1
plays a special role (see [2]). Namely if (1.2) holds for k ¼ 1; one has nonexistence for
some f ’s and multiple solutions for others. Where as if
lk1oa ¼ lim
s-N
g0ðsÞolko lim
s-N
g0ðsÞ ¼ b; kX2;
then one can show the existence of at least one solution for any given f : Therefore
motivated by this case, we ﬁrst deﬁne the principal eigenvalue of A as the eigenvalue
with an eigenfunction in Kþ; the cone of positive functions;
Kþ ¼ fuADðAÞ : uðxÞ > 0 for almost all xAOg: ð1:3Þ
To get an existence result for any right-hand side f ; in [7] we assumed that the
crossed eigenvalue is not the principal eigenvalue of A: More precisely we assumed
the following (here sðAÞ denotes the spectrum of A; seðAÞ the essential spectrum of A
and sþ ¼ maxfs; 0g; s ¼ sþ  s):
ðA1Þ #l > 0 is an isolated point of sðAÞ and 0pap#lob;
ðA2Þ ½a; #l-sðAÞ ¼ f#lg; besðAÞ; and ð#l; bÞ-sðAÞ is a ﬁnite (possibly empty)
set of eigenvalues of ﬁnite multiplicity;
H.T. Tehrani / J. Differential Equations 188 (2003) 272–305 273
ðA3Þ 1pdim kerðA þ #lÞoN;
ðA4Þ ðb;NÞ-seðAÞ ¼ | [so A has a discrete point spectrum in ðN;bÞ].
Regarding g :O R-R; we assumed that it is a ‘‘Carathe´odory function’’ such that
g0ðx; sÞ :¼ gðx; sÞ  ðbsþ  asÞ satisﬁes:
ðG1Þ g0ðx; Þ is nondecreasing for a:a: xAO;
ðG2Þ For every e > 0 there exists 0pbeðxÞAL2ðOÞ such that
jg0ðx; sÞjpbeðxÞ þ ejsj a:e: xAO; sAR:
Furthermore, writing #l (resp. #lþ) to denote the closest point in sðAÞ to the left
(resp. right) of #l we proved
Theorem 0. Assume ðA1Þ–ðA4Þ for some #lobo#lþ: Further assume that the point ð#l; bÞ
does not belong to the Fucik spectrum of A, i.e.
Au þ buþ  #lu ¼ 0 has no nonzero solution in DðAÞ: ð1:4Þ
Then there exists #loa ¼ aðb; LÞo#l such that, if aAða; #l and ðG1Þ  ðG2Þ are
satisfied, then problem (P) possesses a solution for any fAH :
Note that the hypotheses imply that the closed interval ½a; b contains a single
eigenvalue of A (of any ﬁnite multiplicity) which cannot be the principal
eigenvalue. Otherwise, if cAKþ is the principal eigenfunction then c will be a
negative solution of Eq. (1.4). In addition, condition (1.4) indicates that (P) is a
nonresonant problem which, as a general rule, is easier to handle than the more
delicate case of resonance.
In the present paper, we consider the crossing of the principal eigenvalue in this
general setting. Then, as the results in the case of the Laplace operator indicates, one
expects to be able to show multiple solutions for certain f ’s. We will in fact prove
such a multiplicity result. To state our main theorem we need the following
additional conditions
ðG3Þ ðiÞ If O is bounded; then
%
limjsj-N
G0ðx;sÞ
1
2
g0ðx;sÞs
jsj X0; a:a: xAO;
ðiiÞ If O is unbounded; then G0ðx; sÞ  12g0ðx; sÞsXcðxÞAL
1ðOÞ; sAR;
ðG4Þ jg0ðx; s1Þ  g0ðx; s2Þjoðmþ  bÞjs1  s2j; for a.a. xAO; s1; s2AR; where
mþ ¼ inffl : lAsðAÞ; bolg; ½mþ ¼N if ðb;NÞ-sðAÞ ¼ |:
ðG5Þ g0ðx; 0ÞX0 for a.a. xAO;
where G0ðx; sÞ ¼
R s
0 g0ðx; tÞ dt: Finally, we set
K ¼ fuAH : uðxÞ > 0 for almost all xAOg; ð1:5Þ
and deﬁne the map
C : DðAÞCH-H; CðuÞ ¼ Au þ gðx; uÞ:
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Theorem 1. Assume ðA1Þ–ðA4Þ; where #l is the principal eigenvalue of A: Assume
ðG1Þ – ðG3Þ:
(a) If sðAÞ-ðb;NÞ ¼ |; further assume ao#l: Then the mapping C covers the set
CðKþÞ-K at least twice. In addition if ðG5Þ is satisfied, the same is true for the
set CðKþÞ:
(b) If sðAÞ-ðb;NÞa| and sðAÞ-ð#l; bÞ ¼ |; further assume ao#l and ðG4Þ:
Then the mapping C covers the set CðKþÞ-K at least twice. In addition if ðG5Þ
is satisfied, the same is true for the set CðKþÞ:
(c) If sðAÞ-ðb;NÞa| and sðAÞ-ð#l; bÞa|; further assume ðG4Þ: Then there
exists a1 ¼ a1ðL; bÞ; with a1o#l such that if a1pap#l; then the mapping C covers
the set CðKþÞ-K at least three times. In addition if ðG5Þ is satisfied, the same is
true for the set CðKþÞ:
A few comments are in order.
Remark 1. (a) Theorem 1, of course, is a multiplicity result for the problem (P). In
particular it is worth noting that part (c) provides such a multiplicity even when
a ¼ #l; that is ða; bÞ ¼ ð#l; bÞAS; and the problem is at resonance.
(b) Hypothesis ðA4Þ allows applications to problems with self-adjoint operators
which may have continuous spectrum or eigenvalues of inﬁnity multiplicity.
Our proof of Theorem 1 is variational. In fact, we will use critical point theory to
show the existence of multiple critical points for the corresponding ‘‘energy
functional’’ of problem (P). This, in the case of parts (a) and (b), is accomplished
through the use of some well-known results in classical critical point theory of C1
functionals deﬁned on Hilbert spaces.
The proof of part (c) is more involved and is inspired by a recent paper of
Micheletti and Saccon [21]. In [21], the authors use a new multiplicity result (see
[17–19]) which employs tools of the more delicate theory of critical points of C1;1loc
functionals deﬁned on submanifolds with boundary of a Hilbert space. Using this
theory they deal with a ﬂoating beam equation.
We will utilize some of their ideas here. The main difﬁculty is to establish
suitable compactness conditions (for example (PS) condition) for the energy
functionals. There lies the novelty of our approach which allows handling of
operators with eigenvalues of inﬁnity multiplicity or even continuous spectrum, as
well as the case of an unbounded domain O: To showcase our result, Theorem 1 will
be applied to the question of ﬁnding time-periodic solutions of the vibrating string
equation, without the usual symmetry assumptions, so that the corresponding wave
operator has an inﬁnite dimensional kernel. We will also apply our result to the
Schrodinger equation in the whole space RN therefore dealing with a continuous
spectrum. In this case, we will prove the following result on the multiplicity of H2-
solutions:
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Theorem 4. Assume V :RN-R satisfies:
ðV1Þ VACðRN Þ and V ðxÞ-0 as jxj-N;
ðV2Þ There exists jAH1ðRN Þ such that
R
ðjrjj2 þ V ðxÞj2Þo0;
Let l0ol1o?o0 denote the distinct eigenvalues of Dþ V ðxÞ in H2ðRNÞ and c0
its principal eigenfunction. Then, given a and b with jl1joao#l ¼ jl0job; assume
gðx; sÞ :RN  R-R; gðx; sÞ ¼ bsþ  as þ g0ðx; sÞ satisfies conditions ðG1Þ – ðG3Þ and
ðG04Þ (d > 0; jg0ðx; s1Þ  g0ðx; s2Þjpd js1  s2j; a.a. xARN ; s1; s2AR:
ðG05Þ g0ðx; 0Þ ¼ 0 for a.a. xAR
N :
Then for any function f ðxÞ in the set M ;
M ¼ fAL2ðRN Þ-LNðRN Þ : (ap0; such that limjxj-N
f ðxÞ
c0ðxÞ
Xa
 
;
the equation
Du þ V ðxÞu þ gðx; uÞ ¼ f ðxÞ þ tc0ðxÞ; uAH
2ðRN Þ;
has at least two solutions for all t sufficiently large.
The organization of this paper is as follows. In Section 2 we provide the abstract
framework for problem (P), with the required variational structure given in Section
3. Theorem 1 is proved in Section 4. Finally applications and proofs of the
corresponding theorems are given in Section 5.
2. The abstract framework
Let H be a Hilbert space of L2ðOÞ-functions, with inner product and norm denoted
by ð ; Þ2 and j  j2; respectively. Let L : DðLÞCH-H be an unbounded self-adjoint
operator. In view of the spectral theorem, we recall that, for any continuous function
j :R-R; we can deﬁne the self-adjoint operator
jðLÞ ¼
Z N
N
jðlÞ dEðlÞ ¼
Z
sðLÞ
jðlÞ dEðlÞ;
where fEðlÞjlARg is a spectral family for L; sðLÞ is the spectrum of L and
DðjðLÞÞ ¼ uAH
Z N
N
 j ðlÞj2dðEðlÞu; uÞ2oN
 
; ð2:1Þ
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ðjðLÞu; vÞ2 ¼
Z N
N
jðlÞ dðEðlÞu; vÞ2 8uADðjðLÞÞ; vAH: ð2:2Þ
We note that taking jðlÞ ¼ l in (2.2) implies
jLuj22 ¼
Z N
N
l2dðEðlÞu; uÞ2 8uADðLÞ:
Next, we pick jðlÞ ¼ jlj
1
2 and deﬁne the unbounded self-adjoint operator
B ¼ jLj
1
2 ¼
Z N
N
jlj
1
2 dEðlÞ;
that is,
DðBÞ ¼ uAH
Z N
N
 jlj dðEðlÞu; uÞ2oN
 
; ð2:3Þ
ðBu; vÞ2 ¼
Z N
N
jlj
1
2 dðEðlÞu; vÞ2 8uADðBÞ; vAH: ð2:4Þ
As is well-known, the closedness of the operator B implies that E :¼ DðBÞ is a Hilbert
space with the graph-inner product
ðu; vÞE :¼ ðu; vÞ2 þ ðBu; BvÞ2;
and corresponding graph-norm
jjujjE ¼ ðjuj
2
2 þ jBuj
2
2Þ
1
2 ¼
Z N
N
ð1þ jljÞ dðEðlÞu; uÞ2
 1
2
:
Let us write R ¼ Rþ,f0g,R and denote
Pþ ¼ wRþðLÞ; P0 ¼ wf0gðLÞ; P ¼ wRðLÞ; ð2:5Þ
where wS denotes the characteristic function of a set SCR: Then, Pþ; P0 and P are
orthogonal projections such that Pþ"P0"P ¼ I : Correspondingly, we have the
orthogonal decomposition
E ¼ Eþ"E0"E; ð2:6Þ
where Eþ ¼ PþðEÞ; E0 ¼ P0ðEÞ; and E ¼ PðEÞ:
Lemma 2.1. Assume that 0 is an isolated point of sðLÞ and define
jjujj2 :¼ jBPuj22 þ jP0uj
2
2 þ jBPþuj
2
2 ¼ jBuj
2
2 þ jP0uj
2
2:
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Then, the norm jj  jj is equivalent to the graph-norm jj  jjE on E: Furthermore, setting
lþ ¼ inffl : l > 0; lAsðLÞg and l ¼ inffjlj : lo0; lAsðLÞg we have
jPþuj
2
2p
1
lþ
jjPþujj
2; jPuj
2
2p
1
l
jjPujj
2 8uAE:
From now on we assume that 0 is an isolated point of sðLÞ; and consider the
Hilbert space E ¼ DðBÞ equipped with the norm jj  jj above. Also note that clearly
DðLÞ ¼ DðB2Þ and, for any uADðLÞ; vAE;
ððPþ  PÞBu; BvÞ2 ¼ ððPþ  PÞB
2u; vÞ2 ¼ ðLu; vÞ2: ð2:7Þ
Next, let OCRN be an arbitrary domain and let g :O R-R be a Carathe´odory
function (i.e. gð; sÞ is measurable for all sAR and gðx; Þ is continuous for almost all
xAO) satisfying
jgðx; sÞjpAðxÞ þ Cjsj; a:a: xAO; sAR; ð2:8Þ
where 0pAðxÞAL2ðOÞ and CX0: From (2.8), it follows that the Nemytskii operator
uðxÞ/gðx; uðxÞÞ
is well-deﬁned and continuous from L2ðOÞ to L2ðOÞ (see [25]). Given fAH and an
unbounded self-adjoint operator L :DðLÞCH-H (as in the beginning of this
section), we consider the equation
(P) Lu þ gðx; uÞ ¼ f ; uADðLÞ:
A solution of (P) is a function uADðLÞ that satisﬁes the equation in H : We now
verify that Eq. (P) has a natural variational structure in the sense that its solutions
correspond exactly to the critical points of a related functional I : E-R: Indeed,
consider the quadratic form Q : E-R deﬁned by
QðuÞ ¼ 1
2
ðjjPþujj
2  jjPujj
2Þ; uAE: ð2:9Þ
[Note that (2.7) implies QðuÞ ¼ 1
2
ðLu; uÞ2 whenever uADðLÞCE]. Next, let Gðx; sÞ ¼R s
0 gðx; tÞ dt; and consider the functional
IðuÞ ¼ QðuÞ þ
Z
O
Gðx; uÞ dx 
Z
O
fu dx: ð2:10Þ
Here is the main result of this section.
Lemma 2.2 (Variational structure and regularity). The functional I : E-R is well-
defined and of class C1 on E. If in addition
jgðx; s1Þ  gðx; s2ÞjpDjs1  s2j; a:a: xAO; s1; s2AR ð2:11Þ
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for some D > 0; then IAC1;1locðEÞ: Furthermore, critical points uAE of I are precisely the
solutions uADðLÞ of Eq. (P).
We refer the reader to [7] for a proof of this simple lemma.
3. Variational setup, main result
In this section, we state our main theorem on the multiplicity of solutions for the
problem
(P) Au þ buþ  au þ g0ðx; uÞ ¼ f ; uADðAÞ:
Keeping in mind the abstract framework of the previous section, here we will provide
the variational structures necessary for the study of this problem. The proof of the
main theorem will then be given in the following section. We start by writing Eq. (P)
in an equivalent form more suitable for our purposes. We set a ¼ #l a; aX0: Let
L :¼ A þ #l; %b ¼ b  #l; %l ¼ #l #l ¼ 0;
then we obtain the equivalent equation ðL  aÞu þ ð %b þ aÞuþ þ g0ðx; uÞ ¼ f and
assumptions corresponding to ðA1Þ–ðA4Þ hold for L; %b; and %l ¼ 0:
Therefore from now on we will consider the problem
(Q) ðL  aÞu þ ðb þ aÞuþ þ g0ðx; uÞ ¼ f
under the following assumptions on the unbounded self-adjoint operator
L : DðLÞCH-H:
ðL1Þ 0 is an isolated point of sðLÞ; 0paolþ; and b > 0;
ðL2Þ besðLÞ; ð0; bÞ-sðLÞ is a ﬁnite (possibly empty) set of eigenvalues of ﬁnite
multiplicity;
ðL3Þ 1pdim kerðLÞoN and there exists cAkerðLÞ-Kþ;
ðL4Þ ðb;NÞ-seðLÞ ¼ | [so L has a discrete point spectrum in ðN;bÞ];
where Kþ is the cone of positive functions deﬁned in (1.3) (with A replaced by L) and
lþ is given as in Lemma 2.1, i.e.
lþ ¼ inffl : l > 0; lAsðLÞg: ð3:1Þ
Regarding the function fAH ; the following two conditions will be considered:
ðF1Þ There exists eAKþ satisfying problem ðQÞ; that is
Le þ be þ g0ðx; eÞ ¼ f :
ðF2Þ fAK ; where K denotes the positive cone in H;
K ¼ fuAH : uðxÞ > 0 for almost all xAOg:
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As for g0ðx; uÞ we shall always assume ðG1Þ – ðG3Þ; with conditions ðG4Þ and ðG5Þ
used in some but not all results. Note that now the constant mþ in ðG4Þ is deﬁned as
mþ ¼ inffl : lAsðLÞ; bolg; ½mþ ¼N if ðb;NÞ-sðLÞ ¼ |: ð3:2Þ
We can now state the following equivalent of Theorem 1.
Theorem 2. Assume ðL1Þ – ðL4Þ; ðF1Þ; ðG1Þ – ðG3Þ and either ðF2Þ or ðG5Þ:
(a) If sðLÞ-ðb;NÞ ¼ |; then for a > 0 Eq. (Q) has at least two solutions.
(b) If sðLÞ-ðb;NÞa| and sðLÞ-ð0; bÞ ¼ |; further assume ðG4Þ: Then for
a > 0 Eq. (Q) has at least two solutions.
(c) If sðLÞ-ðb;NÞa| and sðLÞ-ð0; bÞa|; further assume ðG4Þ: Then there
exists a1 ¼ a1ðL; bÞ; such that for 0paoa1 Eq. (Q) has at least three solutions.
Taking the notation and development of the previous section into account, we
deﬁne the functional J : E-R whose critical points are the solutions uADðLÞ of
Eq. (Q):
JðuÞ ¼
1
2
ðjjPþujj2  jjPujj2Þ 
a
2
juj22
þ
b þ a
2
Z
juþj2 þ
Z
G0ðx; uÞ 
Z
fu;
where G0ðx; sÞ ¼
R s
0 g0ðx; tÞdt: Furthermore, since by ðF1Þ; eðxÞAK
þ is one solution of
ðQÞ; it is convenient to look for further solutions of the form w ¼ e þ u: These are
critical points of the functional IðuÞ ¼ Jðe þ uÞ  JðeÞ; which, after simple calcula-
tions, can be written as
IðuÞ ¼
1
2
ðjjPþujj
2  jjPujj
2Þ þ
b
2
Z
juj2 
b þ a
2
Z
jðe þ uÞj2 þ FðuÞ
with the functional F : E-R given by
FðuÞ ¼
Z
G0ðx; e þ uÞ  G0ðx; eÞ  g0ðx; eÞu:
We will prove Theorem 2 by showing the existence of (multiple) nontrivial critical
points for the functional I : As was noted in the introduction, in cases (a) and (b), this
is done through the use of some well-known versions of the ‘‘saddle point theorem’’
in classical critical point theory. The proof of part ðcÞ is more involved and uses a
recent multiplicity result of [18] which employs tools of the theory of critical points
of C1;1loc functionals deﬁned on submanifolds with boundary of a Hilbert space.
For the convenience of the reader and to make this paper reasonably self-
contained, we will end this section with a short presentation covering the basic
deﬁnitions and the main ideas of a simpliﬁed version of such a theory which will be
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used in Section 4. Our presentation follows [21]. For a more detailed study we refer
the reader to [18,21] and the references therein.
Let E be a separable Hilbert space and M the closure of an open subset of E that
can be endowed with the structure of a C2 manifold with boundary. Let I : W-R;
be a C1;1loc functional deﬁned on W ; an open neighborhood of M:
Deﬁnition 3.1. For uAM we deﬁne the lower gradient of I on M at u as
gradMIðuÞ ¼
rIðuÞ; uAintðMÞ;
rIðuÞ þ/rIðuÞ; nðuÞSnðuÞ; uA@M ;
(
where nðuÞ is the unit outward normal vector to @M at the point u:
We call u a lower critical point of I on M if gradMIðuÞ ¼ 0: Let fEng be an
increasing sequence of ﬁnite-dimensional subspaces of E such that
SN
n¼1 En is dense
in E: Assume that for each n; Mn ¼ En-M is the closure of an open subset of En
with the structure of a C2 manifold with boundary in En: Moreover, we assume the
existence of retractions rn : M-Mn for all n:
Deﬁnition 3.2. A sequence ðunÞCM is called a ðPSÞ
n
M ;c sequence w.r.t. fMng at the
level cAR for I iff there exists kn-N such that
unAMkn ; IðunÞ-c and gradMkn IðunÞ-0
as n-N: And we say that the functional I satisﬁes condition ðPSÞnM ;c w.r.t. fMng iff
any ðPSÞnM ;c sequence w.r.t. fMng possesses a subsequence that converges to a lower
critical point of I on M :
With these deﬁnitions in hand, we are now ready to state the main critical point
theorem that will be used in the proof of part (c) of Theorem 2 above.
Theorem 3.3. Let E be a Hilbert space, E ¼ X1"X2"X3; where Xi’s are closed
subspaces of E and dim X2oN: More over let fEng be an increasing sequence of finite-
dimensional subspaces of E such that for all n:
X2CEn; PXi 3 PEn ¼ PEn 3 PXi ; i ¼ 1; 2; 3;
where for a given subspace XCE; PX denotes the orthogonal projection of E on X. Set
M ¼ fuAE : jjPX2 ðuÞjjX1g;
and let I :W-R be a C1;1 functional defined on a neighborhood W of M. For
1oroR; R1 > 0; we define
D ¼ fx2 þ x3jx2AX2; x3AX3; jjx3jjpR1; 1pjjx2jjpRg;
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S ¼fx2 þ x3jx2AX2; x3 þ X3; jjx3jjpR1; jjx2jj ¼ 1g
,fx2 þ x3jx2AX2; x3AX3; jjx3jjpR1; jjx2jj ¼ Rg
,fx2 þ x3jx2AX2; x3AX3; jjx3jj ¼ R1; 1pjjx2jjpRg;
S ¼ fxAX1"X2 jjxjj ¼ rg:
Assume that
sup IðSÞoinf IðSÞ; ð3:3Þ
and that the ðPSÞnM ;c holds for I on M, with respect to fMng 8cA½a; b; where
a ¼ inf IðSÞ; b ¼ sup IðDÞ:
Assume also boN:
Then there exists two lower critical points u1; u2 for I on M such that
apIðuiÞpb; i ¼ 1; 2:
The proof of this multiplicity result follows along the usual lines of the
classical critical point theory, with the linking-type inequalities provided by the
topological index theory of limit relative category as follows. Using the above
notation, consider the topological pair ðM ;SÞ; then SCD are closed subsets
of M ; and we deﬁne the limit relative category of D in M relative to S with respect to
fMng as
CatNM;SðDÞ ¼ limn-N sup CatMn;Sn ðDnÞ;
where catX ;Y ðZÞ denotes the relative category of Z in X relative to Y ; and for a
closed set ACM; An :¼ A-En:
Next we introduce the sets:
Gi ¼ fACM jCatNM ;SðAÞXig i ¼ 1; 2;y ð3:4Þ
and the values:
ci ¼ inf
ACGi
sup
xAA
IðxÞ i ¼ 1; 2;y ð3:5Þ
Now using a nonsmooth version of the classical Deformation Lemma (see [9]) one
can show that if
sup
xAS
IðxÞocioN; ð3:6Þ
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for some i; and I satisﬁes ðPSÞnM ;ci with respect to fMng; then there exists a lower
critical point at the level ci: Furthermore if
ci ¼ ciþ1 ¼? ¼ ciþk1
then CatMðfuAM jIðuÞ ¼ ci; gradMIðuÞ ¼ 0gÞXk:
In our situation one can easily show that CatNM ;SðDÞ ¼ 2 and therefore G2af and
c1pc2psup IðDÞ ¼ b: ð3:7Þ
Furthermore, if CatNM ;SðAÞX1 for a closed set A; with SCACM; then A-Saf: (In
fact if A-S ¼ f; then one can easily construct deformations rn : ½0; 1 An-Mn;
with rð1; AÞCSn; implying CatNM;SðAÞ ¼ 0:) Therefore
a ¼ inf IðSÞpc1;
and so (3.6) is satisﬁed for c1 and c2: Since by assumption I satisﬁes ðPSÞ
n
M;c for all
apcpb; the conclusion follows.
4. Proof of main result
In this section, we will give the proof of Theorem 2. We start by introducing a
suitable splitting of the Hilbert space E ¼ X1"X2"X3; and present some results
that describe the geometry of the sublevel sets of the functional I coherent with this
splitting. Let
X1 :¼ Eþ"E0;
X2 :¼ E-spanffjLf ¼ mf;  bomo0g;
X3 :¼ E-spanffjLf ¼ mf; mo bg:
Using the notation of the last two sections, we recall deﬁnition of the functional
I : E-R whose critical points u provide solutions of the form e þ u for the equation
(Q);
IðuÞ ¼
1
2
ðjjPþujj2  jjPujj2Þ
þ
b
2
Z
juj2 
b þ a
2
Z
jðe þ uÞj2 þ FðuÞ uAE:
Hypotheses ðL1Þ – ðL4Þ; ðF1Þ and ðG1Þ–ðG3Þ are assumed throughout this section,
with other conditions stated as needed.
The next lemma gathers some of the properties of the functional F:
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Lemma 4.1. Let
F : E-R; FðuÞ ¼
Z
G0ðx; e þ uÞ  G0ðx; eÞ  g0ðx; eÞu:
Then
(a) FðuÞX0:
(b) If X3a| and ðG4Þ is satisfied, then jFðuÞjoðmþ  bÞjuj22:
(c) Let ðtnÞARþ and ðunÞ and ðvnÞ be sequences in E with tn-N; as well as
jjunjj-N: Furthermore, assume jjuntn jj; and jjvnjj are bounded. Then
FðunÞ
jjunjj
2
-0;
F0ðunÞ
tn
; vn
 
-0:
(d) for all uAE we have
IðuÞ ¼
1
2
ðI 0ðuÞ; uÞ þ
b þ a
2
Z
ðe þ uÞe
þ
Z
G0ðx; e þ uÞ 
1
2
g0ðx; e þ uÞðe þ uÞ
 
þ
1
2
Z
g0ðx; e þ uÞe 
1
2
Z
g0ðx; eÞu 
Z
G0ðx; eÞ:
Proof. First note that we can write
FðuÞ ¼
Z
ðg0ðx; e þ tuÞ  g0ðx; eÞÞu; ð4:1Þ
for some t ¼ tðxÞ; 0ptp1: This readily implies (a) by ðG1Þ: Part (b) is a
direct consequence of ðG4Þ and Eq. (4.1). To prove the ﬁrst part of (c)
we note that by integrating ðG2Þ; for every e > 0 there exists 0pbeðxÞAL2ðOÞ
such that
jG0ðx; uÞjpbeðxÞjuj þ ejuj2: ð4:2Þ
Set sn ¼ jjunjj; and wn ¼ unsn : We have
FðunÞ
jjunjj
2
¼
1
s2n
Z
G0ðx; e þ unÞ 
1
s2n
Z
G0ðx; eÞ 
1
sn
Z
g0ðx; eÞwn:
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The ﬁrst term on the right goes to zero by (4.2) and the other two terms clearly
converge to zero as n-N: Similarly using ðG2Þ; we have
F0ðunÞ
tn
; vn
 
 ¼
Z
g0ðx; e þ unÞ
tn
vn 
Z
g0ðx; eÞ
tn
vn


p jbeðxÞj2jvnj2
tn
þ e
jej2jvnj2
tn
þ e
un
tn


2
jvnj2 þ
1
tn
jg0ðx; eðxÞÞj2jvnj2;
which proves the second part of (c).
Finally, (d) follows from simple calculations. &
Next we recall, without proof, a result of McKenna–Walter [20] that will play a
vital role in the proof of the next few propositions.
Lemma 4.2. Let P be a compact set in L2ðOÞ and xAL2 be positive almost everywhere.
Then there exists a modulus of continuity o : ½0; 1-Rþ; depending only on P and x;
such that
jðtzþ xÞj2ptoðtÞ; jðtz xÞþj2ptoðtÞ; 0ptp1; zAP:
Proposition 4.3. There exists positive constants r and b; (depending only on L; a and b)
such that
uAX1"X2; jjujjpr ) IðuÞXbjjujj2:
Proof. Since E0"X2 is ﬁnite dimensional, its unit sphere is compact.
Applying the previous lemma, we obtain a modulus of continuity o : ½0; 1-Rþ;
such that
jðtzþ eÞj2ptoðtÞ; zAE0"X2; jzj2 ¼ 1: ð4:3Þ
This implies that for zAE0"X2 with jzj2p1; we have
jðzþ eÞj2 ¼ jzj2
z
jzj2
þ e
 

2
pjzj2oðjzj2Þ:
Now by Lemma 2.1, there exists a constant mX1 such that for all uAE; juj2pmjjujj:
Therefore, using the function o we can deﬁne a function o1 : ½0; r1-Rþ; limo1ðsÞ ¼
0 as s-0; such that
jðzþ eÞj2pjjzjjo1ðjjzjjÞ 8zAE0"X2; jjzjjpr1; ð4:4Þ
where r1 ¼ r1ðmÞ > 0:
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Next for uAX1"X2; we write u ¼ uþ þ u0 þ v; where uþ ¼ Pþu; u0 ¼ P0u and
vAX2: Taking jjujjpr; rpr1; and using Lemma 4.1(a) we estimate
IðuÞ ¼
jjuþjj
2
2

jjvjj2
2
þ
b
2
Z
juj2 
b þ a
2
Z
jðe þ uþ þ u0 þ vÞ
j2 þ FðuÞ
X
jjuþjj
2
2
þ
1
2
b
Z
v2  jjvjj2
 
þ
b
2
Z
u20 þ
b
2
Z
juþj2

b þ a
2
Z
jðe þ uþ þ u0 þ vÞ
j2:
From Eq. (4.4), we concludeZ
jðe þ uþ þ u0 þ vÞ
j2
p 1þ 4
d
 Z
jðe þ u0 þ vÞ
j2 þ ð1þ dÞ
Z
jðuþÞ
j2
p 1þ 4
d
 
o21ðrÞjju0 þ vjj
2 þ ð1þ dÞ
Z
jðuþÞj2
for any d > 0: Next we take d such that ðb þ aÞð1þ dÞ ¼ b þ aþl
þ
2
; i.e. d ¼ l
þa
2ðbþaÞ:
Therefore, setting d1 ¼ ðb þ aÞð1þ 8 bþalþaÞ; we obtain
IðuÞX
1
2
jjuþjj
2 
aþ lþ
2
Z
juþj
2
 
þ
1
2
b
Z
v2  ð1þ d1o21ðrÞÞjjvjj
2
 
þ
1
2
ðb  d1o21ðrÞÞju0j
2
2:
It is now easily seen that since o1ðsÞ-0 as s-0; we can take rpr1 sufﬁciently small
such that for jjujjpr; there exists b > 0 with
IðuÞXbjjujj2:
The proof is now complete. &
Remark 4.4. It is worth noting that the proof of Proposition 4.1 shows that for
0paplþ
2
; the constants r and b can be taken independent of a: This observation will
be used later on in the proof of Theorem 2.
Lemma 4.5. Assume X3a| and ðG4Þ: Then supuAX3IðuÞp0:
Proof. For uAX3 we have
IðuÞ ¼ 
jjujj2
2
þ b
juj22
2

ðb þ aÞ
2
Z
jðe þ uÞj2 þ FðuÞ:
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Now using Lemma 4.1(b) we obtain
IðuÞp jjujj
2
2
þ b
juj22
2
þ FðuÞp1
2
ðmþjuj22  jjujj
2Þp0: &
To state our next result we need the following deﬁnition given in [21].
Deﬁnition 4.6. Let X be a linear subspace of a Hilbert space E; ACE a closed subset
such that A-X ¼ |: For R > 0 we set
DRðA; X Þ ¼ fx þ swjxAX ; sX0; wAA; jjx þ swjjpRg;
SRðA; X Þ ¼ fx þ swjxAX ; sX0; wAA;
jjx þ swjj ¼ Rg,fxAX jjjxjjpRg:
Proposition 4.7. Assume X2; X3a|: There exists positive constants, r; roR (depending
only on L; a and b) with r defined as in Proposition 4.3, such that
uASRðS
r
2  c; X3Þ ) IðuÞp0;
where S
r
2 ¼ fuAX2 : jjujj ¼ rg:
Proof. Since cAKþ we can argue as in the proof of Proposition 4.3 and prove the
existence of r1 > 0 and a function o1 : ½0; r1-Rþ; limo1ðsÞ ¼ 0 as s-0; such that
jðz cÞþj2pjjzjjo1ðjjzjjÞ 8zAX2; jjzjjpr1: ð4:5Þ
We choose an arbitrary rpr1 and ﬁx it. Next arguing by contradiction and taking
Lemma 4.5 into account, we assume the existence of an increasing sequence
ðRnÞARþ; roR1; limn-N Rn ¼N; such that
supfIðu þ sðv  cÞÞjuAX3; sX0; vAS
r
2 ; jju þ sðv  cÞjj ¼ RngX0:
Therefore, there are sequences ðunÞAX3; ðvnÞAS
r
2 ; and ðsnÞAR
þ with
jjun þ snðvn  cÞjj ¼ Rn-N; 
1
n
pIðun þ snðvn  cÞÞ:
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Setting wn ¼ un þ snðvn  cÞ; we have

1
n
pIðun þ snðvn  cÞÞ
p jjunjj
2
2

1
2
s2njjvnjj
2 þ
b
2
Z
ðun þ snðvn  cÞÞ
2

b þ a
2
Z
jðe þ un þ snðvn  cÞÞ
j2 þ FðwnÞ: ð4:6Þ
We may assume uˆn ¼ unRn,uˆ weakly in E: But by ðL4Þ; the embedding X3+H is
compact, therefore uˆn-uˆ strongly in H : Similarly since dim X2oN; vn-#v strongly
in E; and sn
Rn
- #sX0: Next dividing (4.6) by R2n; using Lemma 4.1(c) and taking the
limit we obtain
0p  jjuˆjj
2
2

1
2
#s2jj#vjj2 þ
b
2
Z
juˆ þ #sð#v  cÞj2

b þ a
2
Z
jðuˆ þ #sð#v  cÞÞj2
p  jjuˆjj
2
2

1
2
#s2jj#vjj2 þ
b
2
Z
jðuˆ þ #sð#v  cÞÞþj2

a
2
Z
jðuˆ þ #sð#v  cÞÞj2: ð4:7Þ
As before, for any d > 0 we can writeZ
jðuˆ þ #sð#v  cÞÞþj2p ð1þ dÞ
Z
jðuˆÞþj2 þ 1þ
4
d
 Z
j #sð#v  cÞÞþj2
p ð1þ dÞ
Z
juˆj2 þ 1þ
4
d
 
#s2jj#vjj2o21ðrÞ:
Hence
0p  jjuˆjj
2
2

#s2
2
1 b 1þ
4
d
 
o21ðrÞ
 
jj#vjj2 þ
b
2
ð1þ dÞ
Z
juˆj2

a
2
Z
jðuˆ þ #sð#v  cÞÞj2:
And
0p  1
2
ðjjuˆjj2  bð1þ dÞjuˆj22Þ 
#s2
2
1 b 1þ
1
d
 
o21ðrÞ
 
jj#vjj2

a
2
Z
jðuˆ þ #sð#v  cÞÞj2p0: ð4:8Þ
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But since uˆAX3; we can choose d > 0 so that, for all zAX3; jjzjj2 > 2bð1þ dÞjzj22: Fixing
such a choice of d; it is then clear that by taking r sufﬁciently small Eq. (4.8) yields
uˆ ¼ #s ¼ 0: Now going back to Eq. (4.6) we get
0p
%lim Iðun þ snðvn  cÞÞ
R2n
p %lim 1
2
jj #unjj2
 
;
which implies #un-0 strongly in E; and therefore
jjunþsnðvncÞjj
Rn
-0; a contra-
diction. &
Remark 4.8. (a) We note that if X2 ¼ |; then the conclusion of the proposition is still
valid if we further assume a > 0: In fact if a > 0; inequality (4.8) still implies uˆ ¼
#s ¼ 0 since cAKþ: Hence if X2 ¼ | and a > 0; this proposition establishes the
existence of roR such that
uASRðc; X3Þ ) IðuÞp0:
(b) Let Ia denotes the functional I for the ﬁxed value of 0paolþ: Then
clearly IapI0 and therefore the values of r and R obtained for I0 work uniformly
for all Ia: In other words, the constants r and R can in fact be chosen independent
of a:
Next we note that by taking the manifold M to be the whole Hilbert space
E; deﬁnitions (3.1) and (3.2) reduce to the standard deﬁnitions of critical
points and ðPSÞnc condition for a C
1 functional I : E-R given on a separable
Hilbert space E: From now on we assume that fEng is a given sequence of ﬁnite-
dimensional subspaces of E such that
SN
n¼1 En is dense in E: Further more we
assume
PþðEnÞCEn; PðEnÞCEn; E0,X2CEn 8n ¼ 1; 2;y :
Proposition 4.9. Suppose fEng is as above. Furthermore assume ðG5Þ or ðF2Þ: Then the
functional
IðuÞ ¼
1
2
ðjjPþujj2  jjPujj2Þ þ
b
2
Z
juj2

b þ a
2
Z
jðe þ uÞj2 þ FðuÞ; uAE
satisfies ðPSÞnc w.r.t fEng for all cAR:
H.T. Tehrani / J. Differential Equations 188 (2003) 272–305 289
Proof. Let ðunÞ be a ðPSÞ
n
c sequence w.r.t. fEng: We have
IðunÞ ¼
1
2
ðjjPþunjj
2  jjPunjj
2Þ 
a
2
junj
2
2 þ
b þ a
2
Z
junj
2

b þ a
2
Z
jðe þ unÞ
j2 þ FðunÞ-c: ð4:9Þ
ðI 0ðunÞ;fÞ ¼/ðPþ  PÞðunÞ;fS aðun;fÞ2 þ ðb þ aÞ

Z
unfþ ðb þ aÞ
Z
ðe þ unÞ
fþ ðF0ðunÞ;fÞ ¼ oð1Þjjfjj;
8fA
[N
n¼1
En: ð4:10Þ
Let Pnþ : E-En-EþPn : E-En-E and P0 :E-E0 denote projections on respec-
tive subspaces. Using ðL1Þ; and Lemma (2.1) in Eq. (4.9), we obtain
1
a
lþ
 
jjPþunjj
2 þ ðb þ aÞ
Z
junj
2
p2IðunÞ þ 1þ
a
l
 
jjPunjj
2 þ ajP0unj22
þ ðb þ aÞ
Z
jðe þ unÞ
j2  FðunÞ: ð4:11Þ
Now since eðxÞX0 and FðunÞX0; we get
1
a
lþ
 
jjPþunjj
2 þ ðb þ aÞ
Z
junj
2
p2c þ 1þ a
l
 
jjPunjj2 þ ajP0unj22
þ ðb þ aÞ
Z
jun j
2 þ oð1Þ; ð4:12Þ
which yields
jjPþunjj2 þ
Z
juþn j
2pCð2c þ jjPunjj2 þ ajP0unj22Þ þ oð1Þ; ð4:13Þ
where C ¼ ð1þl
þ=lÞlþ
lþa þ
1þlþ=l
b
: Therefore, in order to show that jjunjj is bounded, it
sufﬁces to show that jjðP þ P0Þunjj is bounded.
Arguing by contradiction, assume that tn ¼ jjðP þ P0Þunjj-N and deﬁne zn ¼ untn :
Then, (4.13) implies that 1pjjznjj is bounded, so that (passing to a subsequence, if
necessary) we obtain zn,z weakly in E: Furthermore, since juj22pCjjujj2; for some
C > 0 and all uAE; zn; zþn and z

n are all bounded in H and we may assume (passing
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to a subsequence, if necessary)
zþn,
%
z; zn,%z weakly in H;
where %z; and %z are nonnegative functions in H; and z ¼
%
z  %z:
Now dividing (4.10) by tn we obtain
I 0ðunÞ
tn
;f
 
¼/ðPþ  PÞðznÞ;fS aðzn;fÞ2 þ ðb þ aÞ
Z
znf
þ ðb þ aÞ
Z
e
tn
þ zn
 
fþ
F0ðunÞ
tn
;f
 
¼ oð1Þjjfjj 8fA
[N
n¼1
En: ð4:14Þ
Since
R
ð e
tn
þ znÞ
f ¼
R
zn fþ 3ð1Þ; using Lemma 4.1(c) and taking the limit in (4.14)
we obtain
/ðPþ  PÞðzÞ;fS aðz;fÞ2 þ ðb þ aÞ
Z
%
zf ¼ 0 8fA
[N
n¼1
En: ð4:15Þ
We will consider two cases:
Case 1: a > 0: In this case writing z ¼
%
z  %z and taking f ¼ c in (4.15) we have
b
Z
%
zcþ a
Z
%zc ¼ 0; ð4:16Þ
which implies z ¼
%
z  %z  0; i.e. zn,0 weakly in E:Next, we note that the embedding
E"E0+H is compact in view of hypotheses ðL2Þ and ðL4Þ: Therefore
Pzn-0; P0zn-0 strongly in H:
Taking f ¼ Pun
tn
¼ Pzn ðAEkn ; since PEnCEn; nX1Þ in (4.10), and dividing by
tn we obtain
I 0ðunÞ
tn
;Pzn
 
¼
jjPðunÞjj2
jjðP þ P0Þunjj2
 b
Z
znPzn  ðb þ aÞ

Z
e
tn
þ zn
 
Pzn 
F0ðunÞ
tn
; Pzn
 
;
which taking the limit implies
lim
n-N
jjPðunÞjj2
jjðP þ P0Þunjj2
¼ lim
n-N
jjPznjj
2 ¼ 0: ð4:17Þ
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But since jjP0znjj2 ¼ jP0znj22-0 as n-N; from Eq. (4.17) we conclude
limn-N jjðP þ P0Þznjj-0 which is a contradiction since jjðP þ P0Þznjj ¼ 1: There-
fore jjunjj is bounded in this case.
Case 2: a ¼ 0: In this case Eq. (4.15) reads:
/ðPþ  PÞðzÞ;fSþ b
Z
%
zf ¼ 0 8fA
[N
n¼1
En: ð4:18Þ
Taking f ¼ c in (4.18) we get
R
%
zc ¼ 0 which implies
%
z  0; or, z ¼ %zp0; and
/ðPþ  PÞðzÞ;fS ¼ 0; 8fAE: ð4:19Þ
Now an application of the regularity Lemma (2.2) implies that zADðLÞ; therefore
zAKerðLÞ ¼ E0: Again using the compact embedding of E"E0 into H as before we
obtain
Pzn-0; P0zn-P0z ¼ z; strongly in H :
Therefore, arguing as in case 1 we have
lim
n-N
jjPðunÞjj
2
jjðP þ P0Þunjj
2
¼ lim
n-N
jjPznjj2 ¼ 0: ð4:20Þ
But this, in particular, implies that jjP0unjj cannot be bounded since otherwise
jjPunjj-N; yielding the contradiction limn-N
jjPðunÞjj2
jjðPþP0Þun jj2
¼ 1: In addition form
(4.20) we easily get
lim
n-N
jjPðunÞjj
2
jjP0unjj
2
¼ 0: ð4:21Þ
Now dividing Eq. (4.13) by jjP0unjj
2 ¼ jP0unj
2
2 and taking the limit (note that we have
a ¼ 0) we obtain
lim
n-N
jjPþðunÞjj2
jjP0unjj
2
¼ 0: ð4:22Þ
Furthermore, we note that unjjP0un jj ¼ znð
jjðPþP0Þun jj
jjP0ðunÞjj
Þ; which using Eq. (4.21) implies
un
jjP0unjj
,z weakly in E: ð4:23Þ
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Next by Lemma 4.1(d) we have
IðuÞ ¼
1
2
ðI 0ðuÞ; uÞ þ
b
2
Z
ðe þ uÞe
þ
Z
G0ðx; e þ uÞ 
1
2
g0ðx; e þ uÞðe þ uÞ
 
þ
1
2
Z
g0ðx; e þ uÞe 
1
2
Z
g0ðx; eÞu 
Z
G0ðx; eÞ:
Taking u ¼ un in the above equation and dividing by jjP0unjj; we obtain (recall that
jjP0unjj-N)
oð1ÞX
b
2
Z
e þ un
jjP0unjj
 
e þ
1
2jjP0unjj
Z
g0ðx; e þ unÞe 
1
2
Z
g0ðx; eÞ
un
jjP0unjj
þ
1
jjunjj
Z
G0ðx; e þ unÞ 
1
2
g0ðx; e þ unÞðe þ unÞ
 
: ð4:24Þ
Now using ðG2Þ and Eq. (4.23) we easily seeZ
g0ðx; e þ unÞ
jjP0unjj
e-0;
Z
g0ðx; eÞ
un
jjP0unjj
-
Z
g0ðx; eÞz:
Furthermore, if O is bounded, then by ðG3ÞðiÞ; for e given there exists M ¼ MðeÞ such
that
G0ðx; sÞ  12gðx; sÞX ejsj 8jsjXM :
So we have
1
jjP0unjj
Z
jeþun jpM
G0ðx; e þ unÞ 
1
2
g0ðx; e þ unÞðe þ unÞ
 
¼ oð1Þ;
1
jjP0unjj
Z
jeþun jXM
G0ðx; e þ unÞ 
1
2
g0ðx; e þ unÞðe þ unÞ
 
X e
Z
je þ unj
jjP0unjj
X Ce
e þ un
jjP0unjj


2
:
Therefore in this case:
%
limn-N
1
jjP0unjj
Z
G0ðx; e þ unÞ 
1
2
g0ðx; e þ unÞðe þ unÞ
 
X0: ð4:25Þ
On the other hand if O is unbounded, then ðG3ÞðiiÞ is satisﬁed and clearly Eq. (4.25)
is again valid. Next writing un ¼ ðPþun þ PunÞ þ P0un ¼ uˆn þ P0un; by (4.21) and
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(4.22), jjun jjjjP0un jj is bounded and
uˆn
jjP0un jj
¼ PþunjjP0un jj þ
Pun
jjP0un jj
-0 strongly in H: In addition since
dim E0oN we have P0unjjP0un jj-z strongly in E: Hence taking the lim inf in Eq. (4.24) we
obtain
b
2
Z
ez 
1
2
Z
g0ðx; eÞzp0: ð4:26Þ
Now if we assume ðG5Þ; then by ðG1Þ; g0ðx; eðxÞÞX0; which since eAKþ and zðxÞp0;
implies z  0; contradicting the fact that j P0unjjP0un jjj2 ¼ 1:
On the other hand using ðF1Þ and the fact that zAKerðLÞ; we can rewrite inequality
(4.26) in the form
b
2
Z
ezþ 
1
2
Z
fzp0:
But since zðxÞp0 this implies
R
fzX0; which assuming ðF2Þ yields z  0; a
contradiction.
We have shown that any ðPSÞnc sequence w.r.t. fEng is necessarily bounded, so that
we may assume that un,u weakly in E; P0un-P0u; Pun-Pu strongly in H: We
ﬁrst show that Pun-Pu strongly in E: Setting wn ¼ Pkn u  Pun; and taking
f ¼ wn in (4.10) we have
oð1Þ ¼ I 0ðunÞðwnÞ ¼ jjPunjj2 /Pun; Pkn uS
þ b
Z
unwn þ ðb þ aÞ
Z
ðe þ unÞ
wn þ ðF0ðunÞ; wnÞ:
Since Pkn u-Pu strongly in E; if we take the limit as n-N we obtain
lim jjPunjj
2 ¼ jjPujj
2; hence Pun-Pu strongly in E: Next note that I is of the
form IðuÞ ¼ 1
2
ððL  aÞðuÞ; uÞ þ FðuÞ þ UðuÞ where both functionals F and U : E-R;
UðuÞ ¼
b þ a
2
Z
juj2 
b þ a
2
Z
jðe þ uÞj2Þ; uAE;
are convex (note that convexity of F follows from ðG1Þ). Denoting Fþ U by P; we
have
PðPkn uÞ PðunÞXP0ðunÞ  ðPkn u  unÞ
¼ ðI 0ðunÞ  ðL  aÞðunÞ; Pkn u  unÞ
¼ ððL  aÞðunÞ; un  Pkn uÞ þ oð1Þ
¼ jjPþunjj2 /Pþun; Pkn uS jjPunjj2 þ/Pun; Pkn uS
 ajunj22 þ aðun; P
kn uÞ þ oð1Þ:
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Now since Pkn u-u strongly in E;
/Pþun; Pkn uS ¼ jjPþujj2 þ oð1Þ; /Pun; Pkn uS ¼ jjPujj2 þ oð1Þ;
and ðun; Pkn uÞ ¼ juj22 þ oð1Þ: Furthermore by strong convergence of Pun to Pu in
E; jjPunjj2 ¼ jjPujj2 þ oð1Þ; therefore
PðPkn uÞ PðunÞXjjPþunjj2  jjPþujj2  ajPþunj22 þ ajPþuj
2
2 þ oð1Þ:
But aolþ therefore by Lemma (2.1), jjj  jjj2 ¼ jj  jj2  aj  j22; deﬁnes a norm
equivalent to jj  jj on Eþ: We rewrite the above equation as
PðPkn uÞ PðunÞXjjjPþunjjj2  jjjPþujjj2 þ oð1Þ:
Taking lim sup in the above estimate, and recalling that P is weakly lower semi
continuous, we get
0XPðuÞ  lim inf PðunÞXlim sup jjjPþunjjj2  jjjPþujjj2;
which implies lim jjjPþunjjj
2 ¼ jjjPþujjj
2; hence
Pþun-Pþu strongly in E:
The proof is now complete. &
Remark 4.10. We note that the same proof implies that I satisﬁes ðPSÞc condition for
all cAR: That is, if ðunÞAE is a sequence with
IðunÞ-c; jjI 0ðunÞjj-0;
then it has a subsequence converging to a critical point of I :
We are now ready to give the proofs of the ﬁrst two parts of Theorem 2.
Proof of Parts (a) and (b) of Theorem 2. (a) In this case we have X3 ¼ |: Therefore,
E ¼ X1"X2 and by Proposition 4.3 there exists b; r > 0 such that for uAE;
jjujjpr ) IðuÞXbjjujj2:
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Next we show that for t > 0 large, IðtcÞo0: In fact as t-N;
IðtcÞ ¼
b
2
t2jcj22 
b þ a
2
Z
jðe  tcÞj2 þ FðtcÞ
¼
t2
2
ajcj22  ðb þ aÞ
Z
e
t
 c
  2j  cj2 þ FðtcÞ
t2
 
p t
2
2
ðajcj22 þ 3ð1ÞÞ;
which yields the result if a > 0: Since I satisﬁes ðPSÞc for all cAR (see Proposition 4.9
and Remark 4.10) then all the conditions of the Mountain Pass Lemma is satisﬁed
(see [3,24]). So taking
G :¼ fgACð½0; 1; EÞ : gð0Þ ¼ 0; Iðgð1ÞÞo0g;
and deﬁning
c :¼ inf
gAG
sup
0ptp1
IðgðtÞÞ;
then c is a positive critical level of I ; i.e., there exists a critical point u with IðuÞ ¼ c:
Therefore e þ uae is a second solution of ðQÞ:
(b) We now have X2 ¼ |; X3a|; and E ¼ X1"X3: In this case using Proposition
4.7, and Remark 4.8(a), we can successively apply the linking theorem of Benci (cf.
[4,24], p. 116) in the spaces En: More precisely, denoting the restriction of I to En by
In and the projection operator on En by Pn; Remark 4.8 implies the existence of R > 0
such that
InðSRðc; PnðX3ÞÞÞpIðSRðc; X3ÞÞp0:
Next we deﬁne the sets:
Gn :¼ ffACðDRðc; PnðX3ÞÞ; EnÞ : f jSRðc;PnðX3ÞÞ ¼ idg
and the values
cn :¼ inf
fAGn
sup Inf ðDRðc; PnðX3ÞÞÞ:
Then using Benci’s linking theorem and Proposition 4.3 we have
cnX inf
uAX1; jjujj¼r
IðuÞXbr2;
and there exists a sequence ðunÞ such that
unAEn; jIðunÞ  cnjp
1
n
; jjI 0nðunÞjjp
1
n
:
Note that 0odpcnpD for some d; D > 0 independent of n: Hence taking
Proposition 4.9 into account, we have un-u with I
0ðuÞ ¼ 0 and IðuÞ ¼ c > 0: As
before e þ uae is a second solution of ðQÞ: &
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Now in order to prove part (c) of Theorem 2, following an idea in [21], we
introduce a new functional. We deﬁne the map C : E=ðX1"X3Þ-E by
CðuÞ ¼ u 
PX2u
jjPX2ujj
¼ PX1"X3u þ 1
1
jjPX2ujj
 
PX2u: ð4:27Þ
Then we have
C0ðuÞðvÞ ¼ v 
1
jjPX2ujj
PX2v 
PX2u
jjPX2ujj
; v
 
PX2u
jjPX2ujj
 
: ð4:28Þ
Furthermore, we introduce the manifold
M ¼ fuAE j jjPX2ujjX1g; ð4:29Þ
and the functional
Iˆ : M-R; Iˆ ¼ I3C; ð4:30Þ
which is of class C1;1loc : Note that by (4.28), for uˆAE=X1"X3; the operator
C0ðuˆÞ :E-E is self-adjoint and we have
rIˆðuˆÞ ¼ C0ðuˆÞðrIðCðuˆÞÞÞ: ð4:31Þ
If jjPX2 uˆjj > 1 then it is easy to see that by (4.28), C
0ðuˆÞ is invertible. Therefore if uˆ is a
critical point of Iˆ in the interior of M; then u ¼ CðuˆÞ is a critical point for I : On the
other hand if jjPX2 uˆjj ¼ 1; from (4.28) we have
jjgradMIˆðuˆÞjjXjjPX1"X3rIðCðuˆÞÞjj 8uˆA@M: ð4:32Þ
Since we want to apply Theorem 3.3 in our situation, next we take up the question of
validity of ðPSÞnM ;c condition. The following simple lemma, which provides some
information on the critical levels of a restriction of I coherent with the splitting
E ¼ X1"X2"X3; plays a vital role in the rest of the presentation.
Lemma 4.11. Assume the conditions in Proposition 4.9. Let 0oAoB be given. There
exists 0oa1olþ (depending only on the operator L and the constant A; B; b) such that
for 0paoa1; the functional I jX1"X3 has no critical point uAX1"X3 with ApIðuÞpB:
Proof. First we consider the case a ¼ 0: Denoting the functional I for a ¼ 0 by I0; it
is clear that I0ð þ u3Þ is a convex functional in X1 (for ﬁxed u3AX3), and I0ðu1 þ Þ is
concave in X3 (for ﬁxed u1AX1). So assuming that u ¼ u1 þ u3 is a critical point of
I0jX1"X3 ; and using the fact that u ¼ 0 is another critical point with I0ð0Þ ¼ 0; we
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have
0 ¼ I0ð0ÞpI0ðu1ÞpI0ðu1 þ u3ÞpI0ðu3ÞpI0ð0Þ ¼ 0;
which proves the claim in this case.
Next we argue by contradiction and assume the existence of sequences
ðunÞAX1"X3; ðanÞARþ with an-0; such that
I 0njX1"X3 ðunÞ ¼ 0; ApInðunÞpB;
where In denotes the functional I deﬁned for a ¼ an: Note that we have
PX2 ðunÞ ¼ 0; PX1"X3I
0
nðunÞ ¼ 0:
But a careful examination indicates that the proof of Proposition 4.9 still goes
through for such a sequence ðunÞ and implies the existence of a subsequence
convergent to a point u:Now since an-0; we have I 00ðuÞ ¼ 0; and ApI0ðuÞpB; which
contradicts the result in case a ¼ 0: The proof is now complete. &
Proposition 4.12. Assume the conditions in Proposition 4.9. Let 0oAoB be given.
Assume 0oa1olþ with a1 as in Lemma 4.11. Then for 0papa1; the functional
Iˆ : M-R defined in (4.30), satisfies ðPSÞnM;c with respect to fMng for all ApcpB:
Proof. Suppose 0papa1 is ﬁxed and ðuˆnÞCM is a ðPSÞnM ;c sequence w.r.t. fMng for Iˆ
at some level ApcpB: Therefore there exists kn-N such that
uˆnAMkn ; IˆðuˆnÞ-c; and gradMkn IˆðuˆnÞ-0
as n-N: Setting un ¼ CðuˆnÞ; we have unAEkn and IðunÞ-c:
If uneX1"X3 for all n large, then since X2CE1; we have
PEknrIˆðuˆnÞ ¼ PEknC
0ðuˆnÞrIðunÞ ¼ C0ðuˆnÞðPEknrIðunÞÞ-0:
Hence from (4.28) we get
either PEknrIðunÞ-0; ð4:33Þ
or PX1"X3PEknrIðunÞ-0 and PX2 ðunÞ-0: ð4:34Þ
In the ﬁrst case it follows directly from Proposition 4.9 that un converges to a point u
with IðuÞ ¼ c; I 0ðuÞ ¼ 0: Now since ApcpB and 0papa1; Lemma 4.11 implies that
PX2ðuÞa0: Therefore, Eq. (4.27) readily implies uˆn ¼ C
1ðunÞ-uˆ ¼ C1ðuÞ with
uˆe@M : From (4.31) we conclude rIˆðuˆÞ ¼ 0; completing the proof in this case.
Next we show that (4.34) does not occur. Arguing by contradiction, suppose un
satisﬁes (4.34). Then, as was noted in the proof of the previous lemma, the proof of
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Proposition 4.9 still goes through. Thus un-u with IðuÞ ¼ c; I 0ðuÞ ¼ 0: Since
PX2ðuÞ ¼ 0; this contradicts Lemma 4.11.
Finally if for a subsequence of ðuˆnÞ (still denoted by ðuˆnÞ) we have ðuˆnÞA@M ; then
un ¼ CðuˆnÞAX1"X3 and by (4.32) PX1"X3PEknrIðunÞ ¼ 0: Therefore ðuˆnÞ satisﬁes
(4.34) which as we saw is impossible. &
We are ﬁnally ready to complete the proof of Theorem 2.
Proof Part (c) of Theorem 2. First we take 0paplþ
2
: Using Remarks 4.4 and 4.8, we
choose constants r (in Proposition 4.3) r and R (in Proposition 4.7) independent of a
and ﬁx such a choice. Next to emphasize the dependence of I on a; we will let Ia
denote the functional for the given value a: Furthermore, we let C1ðBÞ denote the
preimage of a set BCE under the restriction C : M-E:
We consider the sets Sr12 ¼ fuAX1"X2 : jjujj ¼ rg; and
Sˆr12 :¼ C
1ðSr12Þ
¼ u1 þ u2: u1AX1; u2AX2; jju1jjpr; jju2jj ¼ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2  jju1jj
2
q 
;
#DRr :¼C1ðDRðS
r
2  c; X3ÞÞ
¼ u¼ u3 þ sðv  cÞ þ
1
r
v: u3AX3; vAX2; jjvjj ¼ r; sX0; jju3 þ sðv  cÞjjpR
 
;
#SRr :¼C1ðSRðS
r
2  c; X3ÞÞ
¼ u ¼ u3 þ sðv  cÞ þ
1
r
v: u3AX3; vAS
r
2 ; jju3 þ sðv  cÞjj ¼ R
 
,fu3 þ u2AX3"X2: jju3jjpR; jju2jj ¼ 1g:
Using Propositions (4.3) and (4.7), we obtain
sup
#vA #SRr
Iˆað#vÞ ¼ sup
vASRðS
r
2
c;X3Þ
IaðvÞo inf
wASr
12
IaðwÞ ¼ inf
wˆASˆr
12
IˆaðwˆÞ:
We note that since cAX1; the pair ð #DRr; #SRrÞ clearly has the same topological
structure as the pair ðD;SÞ in Theorem 3.3. Furthermore since r; R;r are independent
of a; we can ﬁnd constants A; B > 0 independent of a; such that
Ap inf
wASr
12
IaðwÞp sup
wADRðS
r
2
c;X3Þ
IaðwÞpB:
Next we deﬁne a1 as in Lemma 4.11 for the constants A and B above and assume
0paominfa1; l
þ
2
g: Therefore, taking Proposition (4.12) into account, all the
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conditions of Theorem 3.3 are satisﬁed and for ﬁxed 0paominfa1; l
þ
2
g; we get two
lower critical points uˆa;1; uˆa;2 for Iˆa: Therefore, ua;i ¼ Cðuˆa;iÞ; i ¼ 1; 2; are critical
points of I if we show that uˆa;ie@M or equivalently ua;ieX1"X3: But if
ua;iAX1"X3; then by Eq. (4.32), ua;i’s are critical points of IajX1"X3 with
ApIðua;iÞpB; a contradiction to Lemma 4.11. The proof of Theorem 2 is now
complete. &
5. Applications
5.1. The wave equation
For our ﬁrst application, we consider a nonlinear wave equation. Since we would
like to give a simple result, we will only consider the special case of a piecewise linear
nonlinearity. In fact, given continuous function f ðx; tÞ which is 2p-periodic in t; we
look for time-periodic solutions with period 2p for the nonlinear wave equation in the
interval ð0; pÞ under Dirichlet boundary conditions:
uxx  utt þ buþ  au ¼ f ðx; tÞ; ðx; tÞAð0; pÞ  R;
uð0; tÞ ¼ uðp; tÞ ¼ 0; tAR;
uðx; t þ 2pÞ ¼ uðx; tÞ; ðx; tÞAð0; pÞ  R:
8><
>: ðNWEÞ
The corresponding eigenvalue problem for the wave operator A ¼ @2x  @
2
t has
inﬁnitely many eigenvalues lmn and eigenfunctions jmn; cmn given by
lmn ¼ n2  m2; mAN; nAf0g,N;
jmnðx; tÞ ¼ sin mx sin nt; m; nAN;
cmnðx; tÞ ¼ sin mx cos nt; mAN; nAf0g,N:
(
Letting O ¼ ð0;pÞ  ð0; 2pÞ; we note that fjmn;cmng is a complete orthogonal system
for H ¼ L2ðOÞ; and the operator A : DðAÞCH-H deﬁned by
DðAÞ :¼ u ¼
X
ðcmnjmn þ dmncmnÞAH
X
lmnðcmnjmn þ dmncmnÞAH
n o;
Au :¼
X
lmnðcmnjmn þ dmncmnÞ;
is a self-adjoint operator with pure point spectrum sðLÞ ¼ flmng: Except for l ¼ 0;
which is an eigenvalue of inﬁnite multiplicity, all other eigenvalues lmna0 have ﬁnite
multiplicity. In particular l10 ¼ 1; the ﬁrst negative eigenvalue, is simple with the
corresponding positive eigenfunction c10 ¼ sin x: Furthermore, the next negative
eigenvalue of L is l21 ¼ 3:
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Next, let us assume that 0obesðAÞ (that is, the equation m2  n2 ¼ b has no
solution in NN,f0g) and denote by m; respectively mþ; the closest point in
sðLÞ to the left, respectively, right of b:
Note that the kernel N of the operator A acting on L2 functions, satisfying the
boundary and periodicity condition, consists of functions (see [6])
N ¼ pðx þ tÞ  pðt  xÞ: p is 2p periodic;

pAL2locðRÞ; and
Z 2p
0
p ¼ 0

:
We deﬁne the set M as follows:
M ¼ fAL2ðOÞ-LNðOÞ : f ¼ g þ h;
Z
gh ¼ 0; hAN-C0;1ð %OÞ
 
:
For any fAM we write f ðx; tÞ ¼ s sin x þ hðx; tÞ; as an orthogonal decomposition in
H: We can now state
Theorem 3. (a) If 0oao1obo3; then for any fAM ; the nonlinear wave equation
(NWE) with f ðx; tÞ ¼ s sin x þ hðx; tÞ has at least two solutions, for large positive s.
(b) If 3omobomþ then there exists 0oa1o1; depending only on the wave
operator and the constant b, such that for a1pap1; and fAM ; the nonlinear wave
equation (NWE) with f ðx; tÞ ¼ s sin x þ hðx; tÞ has at least three solutions, for large
positive s.
Proof. It sufﬁces to show that for large positive s the nonlinear wave equation
(NWE) with right-hand side f in the set M and f ðx; tÞ ¼ s sin x þ hðx; tÞ has a
solution in the positive cone Kþ: To see this, note that by assumption, we have the
orthogonal decomposition f ðx; tÞ ¼ s sin x þ h1ðx; tÞ þ h2ðx; tÞ; h1ALN; and
h2ðx; tÞAN-C0;1ð %OÞ: Therefore, since besðLÞ; one can easily solve the equation
uxx  utt þ bu ¼ h1ðx; tÞ
with the solution u1AC0;1ð %OÞ: This is a simple consequence of the fact that (see [6]):
jjA1f jjC0;1pCjjf jjLN 8fALN; such that
Z
ff ¼ 0 8fAN:
Clearly for s sufﬁciently large, the function wðx; tÞ ¼ s sin x þ u1ðx; tÞ þ 1b h2ðx; tÞ is
positive and therefore
wxx  wtt þ bwþ  aw ¼ s sin x þ hðx; tÞ:
But wAKþ and the result follows from Theorem 1. &
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5.2. The Schrodinger equation
For our last application, we consider the nonlinear Schrodinger equation
Du þ V ðxÞu þ gðx; uÞ ¼ f ðxÞ; xARN : ðNSEÞ
We assume that V :RN-R satisﬁes:
ðV1Þ VACðRN Þ and V ðxÞ-0 as jxj-N;
ðV2Þ There exists jAH1ðRN Þ such that
R
ðjrjj2 þ V ðxÞj2Þo0:
Remark 5.1. We will recall a few basic results in the theory of Schrodinger operators
which are relevant to our discussion:
(1) Given VALNðRNÞ; let the operator A : DðAÞCL2ðRNÞ-L2ðRNÞ be deﬁned by
Au ¼ Du þ V ðxÞu; uADðAÞ ¼ H2ðRN Þ:
In addition, assume that lim inf jxj-N V ðxÞXg for some gAR: Then one has
sessðAÞC½g;NÞ: In particular, if limjxj-NV ðxÞ ¼ 0 then sessðAÞ ¼ sessðDÞ ¼ ½0;NÞ:
(2) The bottom of the spectrum sðAÞ of the operator A is given by
l0 ¼ inf
0auAH2ðRN Þ
ðAu; uÞ2
juj22
¼ inf
0auAH2ðRN Þ
R
jruj2 þ V ðxÞu2R
u2
:
Furthermore, if ðV2Þ is satisﬁed then l0o0 and, by using the Concentration
Compactness Principle of P.L. Lions, one shows that l0 is the principal eigenvalue of
A with a positive eigenfunction c0:
Ac0 ¼ l0c0;
c0AH
2ðRN Þ; c0 > 0:
(
Furthermore, by elliptic regularity theory, it follows that c0AC
1ðRNÞ; and
limjxj-N c0ðxÞ ¼ limjxj-Nrc0ðxÞ ¼ 0: In fact for any e > 0 one has
jc0ðxÞjpCee
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gl0e
p
jxj: ð5:1Þ
(3) The spectrum of A in ðN; gÞ; namely sðAÞ-ðN; gÞ is at most a countable
set, which we denote by
l0ol1pl2p?
where each lkog is an isolated eigenvalue of A of finite multiplicity counted as often
as its multiplicity.
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So, if the potential V ðxÞ veriﬁes ðV1Þ and ðV2Þ then the self-adjoint operator
A :DðAÞCL2ðRNÞ-L2ðRN Þ given by Au ¼ Du þ V ðxÞu; uADðAÞ ¼ H2ðRNÞ;
satisﬁes conditions ðA1Þ–ðA4Þ of Theorem 1 if we take #l ¼ jl0j and
jl1joaojl0joboN; where we are denoting by
l0ol1pl2p?o0
the eigenvalues of A which make up the spectrum of A in ðN; 0Þ [cf. Remark
above].
We can now state:
Theorem 4. Assume V ðxÞ satisfies conditions ðV1Þ – ðV2Þ and let A :DðAÞ
CL2ðRN Þ-L2ðRN Þ be the self-adjoint operator given by Au ¼ Du þ V ðxÞu;
uADðAÞ ¼ H2ðRN Þ; so that sðAÞ ¼ fl0; l1;yg,½0;NÞ; where ljoljþ1o0 denote
the distinct eigenvalues of L: Let jl1joaojl0job be given, and assume gðx; sÞ :RN 
R-R; gðx; sÞ ¼ bsþ  as þ g0ðx; sÞ satisfies conditions ðG1Þ; ðG2Þ; ðG3Þ and
(G04) (d > 0; jg0ðx; s1Þ  g0ðx; s2Þjpd js1  s2j; a:a: xARN ; s1; s2AR:
(G05) g0ðx; 0Þ ¼ 0 for a:a: xAR
N :
Then for any function f ðxÞ in the set M;
M ¼ fAL2ðRN Þ-LNðRN Þ : (ap0; such that
%
limjxj-N
f ðxÞ
c0ðxÞ
Xa
 
;
the equation
Du þ V ðxÞu þ gðx; uÞ ¼ f ðxÞ þ tc0ðxÞ; uAH
2ðRN Þ;
has at least two solutions for all t sufficiently large.
Proof. We consider fAM: There exists a constant t1 > 0 such that hðxÞ :¼ f ðxÞ þ
t1c0ðxÞ > 0 for a.a. xAR
N : We show that the equation
Au þ bu þ g0ðx; uÞ ¼ hðxÞ; ð5:2Þ
has a positive solution. In fact let g ¼ b þ d
2
where d is deﬁned in ðG04Þ: We can rewrite
Eq. (5.2) as
ðA  gÞðuÞ ¼ g0ðx; uÞ 
d
2
u  hðxÞ;
or equivalently
u ¼ ðA  gÞ1ðkðx; uÞÞ; ð5:3Þ
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where, kðx; uÞ ¼ g0ðx; uÞ  d2u  hðxÞ: Using ðG1Þ and ðG
0
4Þ we have
jkðx; u1Þ  kðx; u2Þj2p
d
2
ju1  u2j2 8u1; u2AL
2:
Furthermore, the operator ðA  gÞ1 is a self-adjoint continuous linear mapping
from L2 into itself with sððA  gÞ1ÞC½ 1l0bd=2; 0Þ: So the L
2 norm of ðA  gÞ1
is j 1l0bd=2jo
2
d
; and therefore the right-hand side of Eq. (5.3) deﬁnes a mapping with
Lipschitz constant strictly less than one. Hence, an application of the contraction
mapping theorem implies the existence of a unique solution u0AH2 for Eq. (5.2).
Now, as is well known, uþ0 and u

0 are in H
1ðRNÞ with ru0 ¼ ruþ0 ru

0 : So testing
(5.2) against u0 and using ðG1Þ; ðG
0
5Þ and the fact that A þ b is a positive operator on
H1ðRN Þ; we get
0p
Z
hu0 ¼
Z
ru0ru0 þ
Z
V ðxÞu0u0 þ b
Z
u0u

0 þ g0ðx; u0Þu

0
¼ 
Z
jru0 j
2 
Z
V ðxÞju0 j
2  b
Z
ju0 j
2 þ g0ðx; u0Þu0p0;
which implies u0  0; i.e. u0ðxÞX0 for a.a. xAR
N :
Furthermore setting
mðxÞ ¼ hðxÞ  g0ðx; u0ðxÞÞ  V ðxÞu0ðxÞ;
we see that mðxÞALpðRN Þ for 2pp if u0ðxÞALpðRN Þ: Since
Du0 þ bu0 ¼ mðxÞ
taking into account the fact that fAM and c0AL
p; for all 2pppN; standard elliptic
regularity theory implies that u0AW 2;pðRN Þ for all 2ppoN: In particular we have
u0AC1ðRNÞ and limjxj-Nu0ðxÞ ¼ limjxj-Nru0ðxÞ ¼ 0: Now an application of the
strong maximum principle implies u0ðxÞ > 0 for all xARN : Therefore u0 is a solution
of the nonlinear Schrodinger equation ðNSEÞ in Kþ with the right-hand side hðxÞAK :
The result now follows from Theorem 1. &
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