ABSTRACT In general, 3-D gaze tracking methods employ both a frontal-viewing camera and an eyecapturing camera facing the opposite direction to precisely estimate the point-of-regard (POR) in the 3-D space. The extrinsic calibration of these two cameras for accurate 3-D gaze tracking is a challenging task. This paper presents a robust extrinsic calibration method for non-contact gaze tracking in the 3-D space. Even in a noisy environment, the extrinsic calibration parameters are precisely estimated by minimizing the proposed cost function consisting of both the angular and Euclidean errors. Furthermore, using the estimated parameters, the 3-D POR is exactly determined based on the two-view geometry. Compared with the conventional methods, the proposed method provides superior results in experiments considering various factors such as the noise level, head movement, and camera configuration. In real experiments, we achieved an average Euclidean error of 12.6 cm and the average angular error of 0.98 • when estimating the 3-D coordinates of PORs that were 4-8 m away from the user.
I. INTRODUCTION
With the rapid development and popularization of augmented reality (AR), human-computer interaction (HCI) has become an important issue [1] , [2] . HCI based on a user's gaze is widely employed for AR applications with hands-free operation. These applications require the use of a threedimensional (3-D) gaze tracking technique to estimate the user's point-of-regard (POR) in the 3-D space. Recently, some 3-D gaze tracking methods have been developed, which use not only an eye-capturing camera but also a frontalviewing camera to acquire information about the objects in front of the user. These methods can be classified as 2-D regression-based methods and 3-D model-based methods.
In the 2-D regression based methods [3] - [8] , the center of the pupil in the eye image is first mapped into the image of the frontal-viewing camera to locate the 2-D POR by using a transformation function, which is defined using either a polynomial expression [3] - [5] , fundamental matrix [6] , [7] , or trifocal tensor [8] . Then, the 3-D POR is obtained using the back-projection of the 2-D POR. These methods are easy to implement because they utilize only the captured 2-D images without calculating the relative pose between two cameras in the 3-D space. However, they adopt a head-mounted system to exclude the problem caused by head movement.
A 3-D model-based method uses both the 3-D line-ofsight (LOS) of the user and a large number of 3-D points on the surface of the objects in front of the user. Then, the 3-D point that the LOS passes through becomes the POR of the user [9] - [13] . Unlike the 2-D regression-based method, the 3-D model-based method achieves head pose invariance without the use of a wearable device by directly utilizing the fully represented 3-D data. However, since the eye camera and scene camera have their own coordinate systems, the 3-D model-based method requires precise extrinsic calibration, which is a procedure for estimating the rigid-body transformation between the two cameras [13] , [14] . The extrinsic calibration of a non-contact tracking system is a challenging task, not only because the two cameras face in opposite directions, but also because the measurements obtained by the two cameras contain large errors. Although some methods [11] , [12] introduce 3-D model-based gaze tracking techniques without extrinsic calibration, they need specially manufactured FIGURE 1. Non-contact gaze tracking system which consists of two cameras.
wearable devices. A non-contact gaze tracking solution that adopts the 3-D model-based approach is essential to applications where it is difficult to use wearable devices, such as a shop window [15] , an advanced driver-assistance system [16] , and electronic aids for disabled persons [17] - [19] . To the best of our knowledge, there have been only a few related methods [9] , [10] in this area. However, these methods require restrictions on the camera configuration.
In this paper, we propose a robust extrinsic calibration method for non-contact gaze tracking in a 3-D space. The proposed method first determines the models for the errors, due to the human visual system and the measurement device, and then, estimates the extrinsic calibration parameters using the maximum likelihood estimator of the model parameters. Furthermore, using the resultant parameters, the 3-D position of the POR is effectively and precisely computed using the proposed candidate selection procedure based on the twoview geometry. Compared with the conventional methods, the proposed method provides superior results in experiments considering various factors such as the noise level, head movement, and camera configuration, implying that the proposed method is suitable for a variety of AR applications with gaze-based interfaces. This paper is organized as follows. Section II describes the remote gaze tracking system and presents a fairly compact review of the related works. In Section III, the proposed extrinsic calibration method and POR estimation method are introduced, and their advantages over the conventional methods are demonstrated in Section IV. Finally, we conclude this paper in Section V. Fig. 1 illustrates the non-contact gaze tracking system with two cameras: an eye camera for capturing the eyes from a distance and a frontal-viewing 3-D camera, called the scene camera, for observing objects in front of the user. Note that these two cameras, facing in opposite directions, have no overlapping shooting area. Since each camera has its own coordinate system, as previously mentioned, extrinsic calibration between these two cameras is required. To estimate the extrinsic parameters associated with the relative rotation and translation between the two cameras, the user is first requested to gaze on n predefined 3-D points in sequence. Then, the 3-D POR is imaged on the center of the highest acuity region of the retina (fovea) of each eye, and the LOS passes through the POR and the center of the corneal sphere [20] , as shown in Fig. 2 . Consider a set of three elements, 
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cp is obtained, each of which is a averaged measurement. Then, extrinsic calibration is performed using n sets of these measurements, S 1 ,S 2 , · · · ,S n . Note thatX i p is obtained by the scene camera, andX i c andL i cp are computed by employing a pupilcorneal reflection method using the eye image. A detailed explanation of the pupil-corneal reflection method can be found in the work of Shih and Liu [21] .
The true values in S i are closely associated with the relative position and orientation between the eye camera and scene camera. The relationship between elements in S i is given by,
where R is a 3 × 3 rotation matrix, T is a 3 × 1 translation vector, and k i is a scale parameter [9] , [10] . Based on this relationship, some cost functions, which are minimized in order to determine the best R and T for n sets of measurements, have been proposed [9] , [10] . In [9] , the cross product was explicitly given to eliminate k i in (1) and the cost function was defined as follows,
where M=[R|T]. The above linear equation can be solved for M using the direct linear transformation technique [22] . An advantage of this technique is that it obtains a linear and unique solution with low computational cost. However, since M is specified by 12 parameters without any constraint on the rotation matrix R, the solution is significantly affected by the measurement error. In addition, if the user's head movement is small enough, i.e.,X i c ≈ c, where c is a 3 × 1 VOLUME 6, 2018 constant vector, for i = 1, 2, · · · , n, a unique solution is not determined, e.g., M=[0|c] satisfies (2) for any measurement vectorX i p . In [10] , an alternative method was proposed that first computes an unknown scale parameter k i in (1) and then estimates R and T by minimizing the following cost function,
where k i ≈ RX i p + T . To minimize the cost function J 2 , Kowsari et al. [10] also introduced an iteration method based on the work of Arun et al. [23] . However, since this method does not take into account the distance between the eye and the eye camera, it produces unwanted results for a non-contact tracking system in which the eye camera captures the eye from a distance. Moreover, a common disadvantage of the conventional methods is that the solution may not generate the best model to minimize the gaze tracking error. In order to overcome the drawbacks of the conventional cost functions, we introduce a robust and accurate method in the next section.
III. PROPOSED METHOD
This section first discusses an experimental study of the human eye. Then, based on an analysis of the experimental results, the proposed calibration method and POR estimation method are presented.
A. EXAMINATION OF HUMAN EYE
According to research on the human eye [24] , [25] , even when a person fixes their gaze, the eyes constantly rotate. This visual reaction, called miniature eye movement, leads to the angular error inL cp , which is defined as the angle betweenL i cp and L i cp , as illustrated in Fig. 2 . To investigate the characteristics of the angular error, we conducted the following experiment. Ten participants were asked to fix their gaze on the center of the screen, which was located 50 cm away from the participants, as shown in Fig. 3 . Since the head movement of the participant has an impact on the accuracy of the measured 3-D data, the head movement was restricted via the help of a chin rest [26] . In a real environment, since it is difficult to obtain the 3-D coordinates of the true POR with respect to the eye camera, it is practically impossible to make the quantitative measurement of the angular error. Instead, we analyzed the characteristics of the angular error indirectly by using the measured POR on the screen as follows. During fixation,L i cp andX i c were first acquired using the Tobii EyeX Controller [26] , which is a commercially available eye tracker that can be easily operated by attaching it to the screen with the axis horizontally aligned. Then, the 3-D line equation of the LOS was obtained asl =X i c + tL i cp , where t is a scale parameter. In addition, the eye tracker provides the intrinsic parameters, including 1) the angle between the optical axis of the gaze tracker and the normal vector of the screen, ρ, and 2) the distance between the optical center of the gaze tracker and the screen, d e , as shown in Fig. 3 . Using these parameters, the screen plane equation in the gaze tracker coordinate frame was derived as
where n is the normal vector of the plane. Then, the POR can be measured as the point of intersection between the LOS and the screen plane. Note that the 3-D position of the true POR, i.e. the center of the screen, is obtained by the configuration software provided with the eye tracker. Finally, the characteristics of the angular error ofL i cp was analyzed using the angle θ that was computed based on the visual angle trigonometry [27] as shown in Fig. 3 . Note that although θ is not exactly the same value as the angular error ofL i cp , it is a significant value for statistical analysis of the characteristics of the angular error caused by the miniature eye movement. Fig. 4 (a) and (b) show the 2-D visualization of the position of the measured POR and the normalized histograms of the angular error, respectively. As can be seen in Fig. 4 , the subject's gaze continually jitters even during visual fixation, which leads to angular error. Since the distribution of the angular error is not only strongly skewed to the right, but also takes only non-negative values, the PDF of the angular error ofL i cp can be approximated by the skew-normal distribution, as the solid lines on the plots, as follows,
where φ
where α, a real number, is the skewness parameter, φ (·) and (·) are the standard normal PDF and cumulative distribution function, respectively. Since the skewness of the distribution is very large and the mode of the distribution is extremely small, the PDF can be simplified to a half normal distribution [28] . In addition, since the angular error is invariant to the scale of the parameter, (5) can be rewritten as,
B. EXTRINSIC CALIBRATION
In the proposed method, extrinsic calibration is performed by determining the best R and T, which maximize the probability of the angular error in (9) for n given sets of measurements. However, since the true values, X i p and X i c , are also unknown parameters, we first model the PDFs of the measurements, X i p andX i c , and obtain the true values using the maximum likelihood estimation. Since a large number of samples are used to compute the averaged values,X i p andX i c , the PDFs of these measurements can be approximated based on the central limit theorem as follows, (10) where and | | are the covariance matrices and its determinant, respectively, and x andx are the true coordinate and its corresponding measured coordinate, respectively. If it is further assumed that the error of each measurement is independent, then the log-likelihood function of the above probability models in (9) and (10) is
where p and c are the covariance matrix ofX i p andX i c , respectively, and c is a constant. The maximum likelihood estimates of the unknown parameters, R, T, and n pairs of true correspondence X i p , X i c are obtained by minimizing the following cost function,
where τ is a control parameter. Based on this cost function, the optimal extrinsic parameters,R andT, can be obtained using an iterative method such as the Gauss-Newton method or Levenberg-Marquardt method. However, because of the measurement error, the computed matrixR generally does not satisfy the properties of a rotation matrix that is an orthogonal matrix whose determinant is equal to one. Note that although the nearest orthogonal matrix can be obtained through singular value decomposition [29] , this approach does not guarantee an optimal solution to the cost function in (12) . This problem can be solved by adding the following constraints to (12) ,
where |R| is the determinant of R. However, it may be an inefficient approach to parameterize R with nine variables and add constraints to the cost function to obtainR with only three degrees of freedom. To effectively cope with this problem, we utilize a rotation vector [30] , which is a codirectional 3×1 vector with a rotation axis and its length is the same size of the rotation angle. The rotation vector is not only parameterized by fewer parameters than the rotation matrix, even without the additional constraints, but also can be easily mapped to the rotation matrix. Given a rotation vector ω, Rodrigues' rotation formula [30] for rotating a Euclidean vector v is
where θ ω is the length of ω and e = ω/θ ω . Then, by substituting (14) into (12), the cost function can be rewritten as follows,
Given n sets of measured dataS, the cost function is parameterized using 6n + 6 parameters including ω, T, and the n pairs of true correspondence X i p , X i c , while there are 7n measurements containing the Euclidean errors ofX i p andX i c , and the angular error ofL i cp . Therefore, given at least six sets of data, the optimal solutions,ω andT, can be obtained.
C. POR ESTIMATION
The scene camera captures both color and depth images, and the 3-D coordinates of the captured scene points in the color image can be calculated using the corresponding depth data [31] . The true POR, X o , can then be estimated by selecting the point with the smallest angular error among all the captured scene points as follows,
whereX o is the estimated POR andX i s is the measured 3-D coordinates of a scene point. However, searching all the scene points to estimate the POR is not only computationally very inefficient, but also often produces inaccurate results due to the measurement error inX i s . Therefore, we first define a region of interest (ROI) in the color image, which contains the pixels corresponding to the scene points that are likely to be the POR, based on the two-view geometry. We then calculate the angular error only for the scene points corresponding to the pixels in the ROI. Consider the projection of the LOS onto the normalized image plane of the scene camera, l proj , as shown in Fig. 5 . l proj is parameterized as a 3-vector, l : [a, b, c] T , which corresponds to its standard equation (l : ax + by + c = 0). Denote two 3-D points on the LOS by P 1 and P 2 and their 3-D coordinates relative to the scene camera frame by X 1 and X 2 , respectively. Then, according to the homogeneous representation [31] , l can be obtained by the cross product of X 1 and X 2 . Since X 1 and X 2 can be substituted by the transformed coordinates ofX i c and X i c +L i cp with respect to the scene camera, l is expressed as follows,
where λ is a non-zero constant. Note that l and λl represent the same line for any non-zero constant λ. Since l proj passes through the projection of the POR onto the image plane of the scene camera, the pixel of which perpendicular distance from l proj is larger than a certain threshold can be a good candidate, as a pixel in the parallelogram shaped region in Fig. 5 . Fig. 6 (a) shows a bird eye's view of the 3-D point cloud and a LOS measured in a real experimental setup. Note that the details of this experimental setup are given in the following section. To find the POR of the subject using the candidate selection, we first obtain a synthetic color image by mapping color data to the depth coordinate system as shown in Fig. 6(b) , and then compute l proj (solid line in Fig. 6(b) ) using (17) . Fig. 6(c) shows the calculated angular error of the candidate pixels. Note that for the 2-D visualization, the angular errors for all the pixels as well as the candidate pixels are computed and shown in Fig. 6(c) . Next, the median filter is applied to the map of the angular error to minimize the effect of the measurement noise, and the POR is determined as the point with the smallest angular error. As can be seen in Fig. 6(b) , a more accurate result can be achieved using only the candidates rather than all of the 3-D points.
IV. EXPERIMENTAL RESULTS

A. COMPUTER SIMULATIONS
In order to evaluate the robustness and accuracy of the proposed method depending on the various factors, such as the noise, head movement, camera configuration, and number of points to be used for the calibration procedure, simulation tests were conducted using MATLAB software. The simulation considered a scenario where the user gazed at points located approximately 3 to 7 m away under natural head movement. First, the positions of the POR and corneal center were randomly selected in the two virtual 3-D volumes, p and c , respectively, as shown in Fig. 7 . Then, the relative orientation and position between the scene camera and eye camera, R and T, were arbitrarily chosen under the following conditions: 1) the scene camera faced the center of p , and 2) the length of T was equal to 1. After the camera configuration was set up, X p and X c were calculated using the 3-D coordinates of the sampled POR and corneal center, respectively, and L cp was simply obtained by a line passing through the two points, X p and X c . Finally, a setS was generated by the three values acquired by adding white Gaussian noise to X p , X c , and L cp . Using six sets S 1 ,S 2 , · · · ,S 6 created in the same way, the extrinsic parameters, R and T, were estimated using the proposed method and the conventional methods [9] , [10] .
In the simulation tests, four kinds of experimental setups were used to address the issues mentioned above. First, in order to compare the robustness to the measurement noise, simulations were conducted while changing the signal-tonoise ratio (SNR) of the datasetS i from 20 to 40 dB and fixing the other parameters. Note that the SNR was fixed at 35 dB in the other setups. Second, to evaluate the effect of the head movement on the performance of each method, the tests were performed with varying the edge length of the cube c from 2 to 20 cm. Next, the accuracy depending on the length of T was measured to analyze the performance in various scenarios on the camera configuration. Finally, we varied the number of datasets to be used for the calibration procedure from 6 to 24. However, it should be noted that for the method [9] which required at least twelve points to obtain a unique solution, we only show the results for twelve or more points. In the other experimental setups, all of the methods were thus performed with twelve datasets for a fair comparison. A total of 1,000 trials were carried out for each experimental setup and the results were averaged. The initial estimations of R, T, and n pairs of true correspondence X i p , X i c were set to the 3 × 3 rotation matrix representing 180 • clockwise rotation around the y-axis, the 3 × 1 zero vector, and the measurements X i p ,X i c , respectively. τ in (15) is set to 1, and covariance matrices p and c are approximately calculated using X i p ,X i c . Given the estimates of the parameters,R andT, the orientation error, e rot , VOLUME 6, 2018 and the position error, e pos , were computed as
whereRr =r and Rr = r. Note that since the work of Kowsari et al. [10] often showed weak results as a result of the incorrect assumption for k i in (3) when applied in simulation setups, the assumption was corrected as shown in the following equation, k i ≈ RX i p + T −X i c . Fig. 8 presents the plots of the orientation and position errors for each experimental setup. In Fig. 8(a) , while the conventional methods show much worse results as the level of SNR decreases due to their sensitiveness to noise, the proposed method provides superior results for all of the noise levels. In Takagi et al.'s work [9] , since the extrinsic parameters are specified by twelve variables without any constraint on the rotation matrix, the solution is significantly affected by the noise. The results of Kowsari et al. [10] show a slightly better result than Takagi et al.'s work [9] , but they are also more susceptible to noise than the proposed method. In addition, the proposed method again outperforms the existing methods in various scenarios on both the head movement and camera configuration, as show in Fig. 8(b) and (c) respectively. On the other hand, when the head movement is small, Takagi et al.'s work [9] provides worse results owing to its degeneracy problem described in Section II, which is a situation where minimizing its cost function does not determine a unique solution. Fig. 8(d) shows the accuracy depending on the number of points to be used for the calibration procedure. Since it is not easy to request subjects to fixate on a large number of points sequentially to obtain datasets, a solution that uses as few points as possible is essential. As can be seen in Fig. 8(d) , the proposed method achieves more accurate results than the other methods, even with a smaller number of points.
B. REAL TESTS
We validated the performance of the proposed method in real experimental setups. As shown in Fig. 9 , our system employed the Tobii EyeX eye tracker [26] , which faced toward the user's eye, and the Microsoft Kinect sensor v2 [32] which was placed approximately 1 m away from the eye tracker. A see-though head-up display was utilized to provide the location of the estimated POR for the subject by displaying a virtual image. In our experiments, eleven people aged between twenty and thirty years of age with normal or corrected to normal vision (with contact lenses or glasses) participated. Extrinsic calibration was then performed by asking each subject to gaze at the centers of six markers that were randomly selected among eleven markers at distances of approximately 4 to 8 m as shown in Fig. 9(b) . The typical calibration phase was completed within 30 s. After the calibration was performed, the subjects were again asked to gaze at the centers of the five markers that had not been used during the calibration phase. Then, the POR was estimated using the proposed POR estimation method in real time. The test was conducted 10 times for each subject, and the average errors were calculated, including 1) the Euclidean error between X o and X o , and 2) the angular error, e r , which is defined as follow,
For comparison with the conventional method [10] , all the measurements were collected during the experiments and used to test the conventional method. Note that Kowsari et al.'s work [10] was evaluated using the modified version, as in the simulation test. Since it was difficult to locate many markers within the field of view of the depth camera, the other method [9] was excluded from the experiments. The error results for each subject are presented as mean ± standard deviation in Table 1 . As can be seen in Table 1 , the proposed method provides less mean error with a lower standard deviation compared to the conventional method, and achieves a Euclidean error of 12.6 cm and an angular error of 0.98 • on average for all the subjects. Fig. 10 shows examples of the gaze tracking results for the first participant. Even when the subject gazed at a marker that was 8 m away, the PORs were precisely located as shown by the plus sign markers in Fig. 10 . Note that six markers without the circle sign corresponding to the true POR in each figure were used for the calibration process. The experimental results demonstrate that the proposed method is sufficiently accurate to be applied to AR applications requiring hands-free operation, based on physiological evidence that the highest visual acuity region of the retina ranges from 0.6 • to 1.0 • [20] .
Note that the performance of the gaze tracking can be further improved by analyzing and minimizing errors in the 3-D data, obtained by the eye tracker and the 3-D camera. According to the manufacturer [33] , the accuracy of the data acquired by the eye tracker is influenced by the illumination condition, the head movement, the visual stimuli, and the head position. Therefore, the measurement errors of the eye tracker can be reduced by restricting the user's head position to the center of the screen via the help of a chin rest. On the other hand, the major causes of the errors of the 3-D camera are the internal temperature of the camera itself, the measurement noise, the exposure time, and the internal scattering of light between the sensor and the lens of the camera [34] . However, since these factors highly depend on the camera model, it is practically impossible for the consumer to correct them. Instead, the data quality of the 3-D camera can be enhanced by a method for RGB-D image filtering [35] . Even without above approaches for minimizing errors, the proposed method can precisely perform the extrinsic calibration and estimate the 3-D POR. VOLUME 6, 2018
V. CONCLUSION
In this paper, we proposed a robust and accurate extrinsic calibration method for non-contact gaze tracking in a 3-D space. The proposed method computes the extrinsic parameters using a maximum likelihood estimator based on the human visual system and accurately estimates the 3-D POR using the candidate selection technique. Compared with the conventional methods, the proposed method provided superior results in experiments that considered various factors such as noise level, head movement, and camera configuration. In real experimental setups, we achieved an average Euclidean error of 12.6 cm and the average angular error of 0.98 • when estimating the 3-D coordinates of PORs that were 4 to 8 m away from the subject, which was a satisfactory results for many HCI applications based on the user's gaze. 
