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Abstract
In this paper, we consider two types of the scattering problems
(relativistic case), namely, the stationary scattering problem, where
the distance r tends to infinity, and the dynamical scattering problem,
where the time t tends to infinity. Using our results on Lippmann-
Schwinger equation in the relativistic case, we found the connection
between the stationary scattering problem (the scattering amplitude)
and the dynamical scattering problem (the scattering operator). This
result is the quantum mechanical analog of the ergodic formulas in
the classical mechanics.
1 Introduction
This work is a continuation and application of our work [14] on Lippmann-
Schwinger equation in the relativistic case. The classical integral Lippmann–
Schwinger equation plays an essential role in the non-relativistic scattering
theory [7]. Among interesting recent references one could mention, for in-
stance, [1,4–6,9,13] (and many further references may be found therein). The
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relativistic analogue of the Lippmann–Schwinger equation was formulated in
terms of the limit values of the corresponding resolvent [3, 10]. In [14] we
found the limit values of this resolvent in the explicit form, which opened
way to interesting further developments. Some of these developments are
given in [15], and the present paper is dedicated to new important results in
this direction.
Consider the Dirac operator
i
∂
∂t
u(r, t) = Lu(r, t), (1.1)
where u(r, t) is a 4 × 1 vector function, r = (r1, r2, r3), and the operators L
and L0 are defined by the relations
Lu = [−eν(r)I4 +mβ + α(p+ eA(r))]u, L0u = (mβ + αp)u. (1.2)
Here Ik is the k × k identity matrix, p = −i grad, ν is a scalar potential,
A is a vector potential and (−e) is the electron charge. Next we define
α = [α1, α2, α3] and β. The matrices αs and β are the 4×4 matrices of the
forms
αs =
(
0 σs
σs 0
)
, s = 1, 2, 3; β =
(
I2 0
0 −I2
)
, (1.3)
where Pauli matrices σs are given by the formulas
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (1.4)
In this paper, we consider two types of the scattering problems (rela-
tivistic case), namely, the stationary scattering problem, where the distance
r tends to infinity, and the dynamical scattering problem, where the time
t tends to infinity. In Section 2, we formulate our results on relativistic
Lippmann-Schwinger equation [14], and our approach to the scattering prob-
lems is essentially based on these results. In Section 3, we study the men-
tioned above dynamical scattering problem and the corresponding scattering
operator. We present the conditions under which the wave operators exist
and are complete. Hence, the corresponding scattering operator S(L,L0)
also exists, and it is unitary. We construct the energetic representation of
S(L,L0). In Section 4, we consider the scattering amplitude f(ω, ω′, n, λ)
and describe the interconnections between the scattering amplitude and the
scattering operator S(L,L0). Finally, in Section 5 we study separately the
case where the potential V (r) satisfies the condition: V (r) = V (|r|).
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Remark 1.1 The ergodic results for Schro¨dinger equation have been ob-
tained earlier in [18].
2 Preliminaries
1. Let us introduce a relativistic analog of the Lippmann-Schwinger equation
(RLS equation) constructed in [14]. First, put
B+(r, λ) = Q(r) + (2π)
3/2λ2Q(r) ∗ J+(r, λ) + λJ+(r, λ), (2.1)
where λ = λ, |λ| > m, κ = √λ2 −m2,
J+(r, λ) = −
√
π
2
exp{iκ|r|}/|r|, λ > m, (2.2)
J+(r, λ) = −
√
π
2
exp{−iκ|r|}/|r|, λ < −m, (2.3)
and the matrix function Q(r) has the form
Q(r) =
√
π/2 exp{−m|r|}[mβ + i(m+ 1/|r|)rα/|r|]/|r|. (2.4)
Here, rα = r1α1 + r2α2 + r3α3, the matrices αk and β are defined by the
relations (1.3) and (1.4), and ∗ denotes the convolution:
F (r) ∗G(r) =
∫
R3
F (r − v)G(v)dv. (2.5)
The RLS equation takes the form [14]:
φ(r, k, n) = exp{ik·r}ĝn(k)−(2π)−3/2
∫
R3
B+(r−s, λ)V (s)φ(s, k, n)ds, (2.6)
where k = (k1, k2, k3) are vectors from R
3 such that |k| = κ = √λ2 −m2,
V (r) := −eν(r)I4 + eαA(r), (2.7)
3
the vectors ĝn(k) have the form ĝn(k) = gn(k)/|gn(k)| and gn(k) are given by
g1 =

(−k1 + ik2)/(m+ λ3)
k3/(m+ λ3)
0
1
 , g2 =

−k3/(m+ λ3)
(−k1 − ik2)/(m+ λ3)
1
0
 , (2.8)
g3 =

(−k1 + ik2)/(m− λ3)
k3/(m− λ3)
0
1
 , g4 =

−k3/(m− λ3)
(−k1 − ik2)/(m− λ3)
1
0
 ; (2.9)
λn = −
√
k2 +m2 for n = 1, 2; λn =
√
k2 +m2 for n = 3, 4,
and the positive branch of square root is chosen.
Remark 2.1 Clearly φ above depends on λ but we omit sometimes some
variables in the text for convenience.
Under some natural conditions, φ is a solution (in a distributive sense) of the
equation Lφ = λφ (see Theorem 2.8).
2. Further we assume that the matrix V (r) is self-adjoint:
V (r) = V ∗(r). (2.10)
Hence, V (r) can be represented in the form
V (r) = U(r)D(r)U∗(r), (2.11)
where U(r) is an unitary matrix and D(r) is a diagonal matrix:
D(r) = diag{d1(r), d2(r), d3(r), d4(r)}. (2.12)
Let us introduce the diagonal matrices
D1(r) := diag{|d1(r)|1/2, |d2(r)|1/2, |d3(r)|1/2, |d4(r)|1/2}, (2.13)
W (r) := diag{sgn d1(r), sgn d2(r), sgn d3(r), sgn d4(r)}. (2.14)
Formulas (2.11)-(2.14) imply that V admits representation
V (r) = V1(r)W1(r)V1(r), (2.15)
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where
V1(r) := U(r)D1(r)U
∗(r), W1(r) := U(r)W (r)U
∗(r). (2.16)
It is easy to see that
‖V1(r)‖2 = ‖V (r)‖, ‖W1(r)‖ = 1. (2.17)
We will need also a modified RLS integral equation. If the 4×1 matrix
function φ(r, k, n) is a solution of the RLS equation (2.6), then the matrix
function ψ(r, k, n) = V1(r)φ(r, k, n) is a solution of the following modified
RLS integral equation:
ψ(r, k, n) = exp{ik·r}V1(r)ĝn(k)− (2π)−3/2B+(λ)ψ(r, k, n), (2.18)
where
B+(λ)f =
∫
R3
V1(r)B+(r − s, λ)V1(s)W1(s)f(s)ds. (2.19)
We note that the operators B+(λ) act in the Hilbert space L
2(R3). (We say
that the matrix belongs to the Hilbert space L2(R3) if each element of the
matrix belongs to the Hilbert space L2(R3).) In [14], we proved the following
result.
Theorem 2.2 If the function ‖V (r)‖ is bounded and belongs to the space
L1(R3) then the operator B+(λ) is compact.
3. Let us introduce the following definition.
Definition 2.3 [14]. We say that λ∈E = (−∞,−m] ∪ [m,+∞) is an
exceptional value if the equation
[I + (2π)−3/2B+(λ)]ψ = 0
has a nontrivial solution in the space L2(R3). The set of exceptional points
is denoted by E+.
The set of points λ such that λ∈E and λ/∈E+ is denoted by E+.
We have [14]:
Lemma 2.4 Let the conditions of Theorem 2.2 be fulfilled. Then, equation
(2.18) has one and only one solution ψ(r, k, n) in L2(R3) for each λ ∈ E+.
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Corollary 2.5 Let the conditions of Theorem 2.2 be fulfilled. Then, equation
(2.6) has one and only one solution φ(r, k, n) which satisfies the condition
V1(r)φ(r, k, n)∈L2(R3) for each λ ∈ E+.
4. The interconnections between spectral and scattering results are described
in [14] by the following theorem.
Theorem 2.6 Assume that V (r) = V ∗(r) and the function ‖V (r)‖ is bounded
and belongs to the space L1(R3). Let λ∈E+ and the relation
‖V1(r)‖ = O(|r|−3/2), |r|→∞, (2.20)
hold. Then, the asymptotics of the solution φ(r, k, n, λ) of the RLS equation
(2.6) is given by the formula
φ(r, k, n, λ) = exp{ik·r}ĝn(k) +
(
exp{iκ|r|}/|r|)f(ω, ω′, n, λ) + o(1/|r|)
(2.21)
where |r|→∞, ω = r/|r|, ω′ = k/|k|, and
f(ω, ω′, n, λ) =
λ
4π
∫
R3
exp{−iκs·ω}V (s)φ(s, k, n, λ)ds. (2.22)
(Recall that k is a vector from the space R3 and κ = |k| = √λ2 −m2.)
Definition 2.7 The 4×1 vector functions f(ω, ω′, n, λ) given by (2.22) are
called the relativistic scattering amplitudes.
5. Now we will formulate the connections between the solutions of the equa-
tion
Lφ = λφ (2.23)
and the solutions of the RLS equation (2.6) (see [14]). As usual, the solution
φ of (2.23), which belongs to L2(R3), is called the eigenfunction of L.
Theorem 2.8 Let the conditions of Theorem 2.6 be fulfilled and let the func-
tion φ(r, k, n) be a solution of the RLS equation (2.6) such that
V1(r)φ(r, k, n)∈L2(R3).
Then, the vector function φ(r, k.n) is the solution of the equation (2.23) in
the distributive sense.
Recall that λ∈E+ is required in Theorem 2.6.
Corollary 2.9 Let all the conditions of Theorem 2.6, excluding the relation
λ∈E+, be fulfilled. If λ∈E is an eigenvalue of the corresponding operator L,
then λ∈E+.
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3 The scattering operator
1. In this section, we use the relativistic Lippmann-Schwinger equation to
study the scattering problem. We introduce the operator function
Θ(t) = exp{itL} exp{−itL0}. (3.1)
The absolutely continuous subspaces with respect to the operators L and L0
are denoted by by G and G0, respectively. The wave operators W±(L,L0)
are defined (see [12]) by the relation:
W±(L,L0) = lim
t→±∞
Θ(t)P0. (3.2)
Here, P0 is the orthogonal projector on the subspace G0, and the limit in
(3.2) is the limit in the sense of strong convergence.
Remark 3.1 In this paper, we consider the case of the operator L0 defined
by (1.2). In this case, we have: G0 = R
3 and P0 = I.
Theorem 3.2 [14]. Assume that V (r) = V ∗(r), and the function ‖V (r)‖
is bounded, belongs to the space L1(R3) and∫ +∞
−∞
[∫
|r|>ε|t|
‖V (r)‖2dr
]1/2
dt <∞, ε > 0. (3.3)
Then, the wave operators W±(L,L0) exist.
Corollary 3.3 Let the condition V (r) = V ∗(r) be fulfilled. If the function
‖V (r)‖ is bounded and
‖V (r)‖≤ M|r|α , |r|≥δ > 0, α > 3, (3.4)
then the wave operators W±(L,L0) exist.
Definition 3.4 The scattering operator S(L,L0) is defined by the relation
S(L,L0) =W ∗+(L,L0)W−(L,L0). (3.5)
Definition 3.5 Suppose that the wave operators W±(L,L0) exist. They are
complete if the images of these operators coincide with G.
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Theorem 3.6 [15]. Let the conditions of Theorem 3.2 be fulfilled. Then
the corresponding wave operators W±(L,L0) exist and are complete.
2. Now, we will find the energetic representation S(λ) of the scattering
operator S(L,L0). In order to do it, we use Definition 3.4 and write
(f, (S − I)g) = ((W+ −W−)f,W−g), (3.6)
where (f, g) stands for the scalar product of f and g. We assume that
conditions of the Theorem 3.2 are fulfilled. Hence, the wave operators W±
and the scattering operator S exist. We assume also that f(r) and g(r) belong
to C∞0 . Using these assumptions we can change the order of integration in
the calculations below. It follows from relation (3.6) and equality
d
dt
[exp{itL} exp{−itL0}] = i exp{itL}V exp{−itL0}, (3.7)
that
(f, (S − I)g) = i lim
T→∞
∫ T
−T
(exp{itL}V exp{−itL0}f,W− g)dt. (3.8)
Taking into account Abel’s limits, we obtain (see [12], section 6, Lemma 5)
(f, (S − I)g) = i lim
δ→+0
∫ ∞
−∞
exp{−δ|t|}( exp{itL}V exp{−itL0}f,W− g)dt.
(3.9)
Introduce the vector functions
F (r, t) = exp{itL}V exp{−itL0}f, G(r) = W−g, (3.10)
and consider the integral
F˜n(k, t) = (2π)
−3/2
∫
R3
φ∗(r, k, n, λn(k))F (r, t)dr, (3.11)
where λn(k) = −
√
k2 +m2, if n = 1, 2, and λn(k) =
√
k2 +m2, if n = 3, 4.
It follows from (3.10) and (3.11) that
F˜n(k, t) =(2π)
−3/2 (3.12)
×
∫
R3
φ∗(r, k, n, λn(k)) exp{itλn(k)}V (r)[exp{−itL0}f(r)]dr.
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Let us introduce the domain D(R, ε, k) such that |k| < R and |k−k0| > ε > 0
for all k0 satisfying the condition ±
√
k20 +m
2∈E+. We will use the following
notation: ∫
D
· dk = lim
∫
D(R,ε,k)
· dk, for R→∞, ε→+ 0. (3.13)
According to [15, (4.50)], we have
(F (r, t), G(r)) =
∫
D
4∑
n=1
[F˜ ∗n(k, t)g˜0n(k)]dk, (3.14)
where g˜0,n and φ0 are defined by the relations
g˜0,n(k) = (2π)
−3/2
∫
R3
φ∗0(r, k, n)g(r)dr (1≤n≤4), (3.15)
φ0(r, k, n) = exp{ir·k}ĝn(k). (3.16)
The inverse to the transformation (3.15) has the form (see [15]):
f(r) = (2π)−3/2
∫
D
exp{ir·q}
4∑
n=1
[ĝn(q)f˜n(q)]dq. (3.17)
Using (3.17) we have
exp{−itL0}f(r) = (2π)−3/2
∫
D
exp{ir·q}
4∑
n=1
exp{−iλn(q)t}[ĝn(q)f˜n(q)]dq.
(3.18)
We need the following notations
T (q, k, p) := (2π)−3Z∗p(q)
∫
R3
exp{−iq·r}V (r)Φp(r, k)dr, (3.19)
where
Z1(q) = [ĝ1(q), ĝ2(q)], Z2(q) = [ĝ3(q), ĝ4(q)], (3.20)
and
Φ1(r, k) = [φ(r, k, 1), φ(r, k, 2)], Φ2(r, k) = [φ(r, k, 3), φ(r, k, 4)]. (3.21)
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Integrating (3.9) over the variable t and using formulas (3.18)–(3.21) we
rewrite the relation (3.9) in the form:
(f, (S − I)g) = i lim
δ→+0
[ ∑
1≤s,n≤2
Jδ(s, n, 1) +
∑
3≤s,n≤4
Jδ(s, n, 2)
]
, (3.22)
where
Jδ(s, n, p) (3.23)
=
∫
D
∫
R3
2δ
δ2 + [λs(q)− λn(k)]2 [f˜s(q)]Ts,n(q, k)dq[g˜0,n(k)]dk,
T (q, k, 1) =
(
T1,1(q, k) T1,2(q, k)
T2,1(q, k) T2,2(q, k)
)
, (3.24)
T (q, k, 2) =
(
T3,3(q, k) T3,4(q, k)
T4,3(q, k) T4,4(q, k)
)
. (3.25)
Let us consider the case λs(k) = λn(k) in greater detail.
Lemma 3.7 If λ(|q|) =
√
q2 +m2, then
M := lim
δ→+0
∫ ∞
0
2δ
δ2 + [λ(|q|)− λ(|k|)]2d|q| = π
√
k2 +m2|k|−1. (3.26)
Proof. We represent λ(|q|)− λ(|k|) in the form
λ(|q|)− λ(|k|) = q
2 − k2
λ(|q|) + λ(|k|) . (3.27)
If |q|∼|k|, the relation
λ(|q|)− λ(|k|)∼|k|(|q| − |k|)√
k2 +m2
(3.28)
is valid. Hence, we obtain the equality
M = (k2 +m2) lim
δ→+0
∫ ∞
0
2δ
δ2(k2 +m2) + k2(|q| − |k|)2d|q|. (3.29)
If 4ac− b2 > 0, the equality∫
dx
ax2 + bx+ c
=
2√
4ac− b2 arctan
2ax+ b√
4ac− b2 (3.30)
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holds, and in our case (see (3.27)) we have this situation because
a = k2, b = −2|k|3, c = k4 + δ2(k2 +m2), that is,
4ac− b2 = 4k2δ2(k2 +m2) > 0. (3.31)
Relations (3.29) and (3.31) imply
M = π
√
k2 +m2|k|−1. (3.32)

According to (3.19), (3.24) and (3.25), the functions Ts,n(q, k, p) are bounded
and continuous. Then, using spherical system of coordinates in the space
k∈R3 and relation (3.26) we obtain
lim
δ→+0
Jδ(s, n, p) (3.33)
=
∫
D
[f˜s(|k|ω)]a(|k|)
∫
S2
Ts,n(|k|ω, |k|ω′)[g˜0,n(|k|ω′)]dΩ(ω′)dk,
where ω = q/|q|, ω′ = k/|k| and
a(|k|) = π
√
k2 +m2|k|. (3.34)
Here, S2 denotes the surface |q| = 1 in R3 and dΩ is the standard measure
on S2. Using (3.33) we construct the operators
Tp(λ)h1(ω) = a(|k|)
∫
S2
T (|k|ω, |k|ω′, p)h(ω′)dΩ(ω′), (3.35)
where h(ω) are 2×1 vector functions. Let us introduce the Hilbert space H
of the vector functions h(ω) = col[h1(ω), h2(ω)], where col stands for column.
The norm in the space H is defined by the relation
‖h‖2 =
∫
S2
(|h1(ω)|2 + |h2(ω)|2)dΩ(ω). (3.36)
The operators Tp(λ) act in the space H.
Proposition 3.8 Let the conditions of Theorem 2.6 be fulfilled. Then, the
energetic representation S(λ) of the scattering operator S(L,L0) is unitary
in the space H and has the form
S(λ) = S1(λ), λ < −m; S(λ) = S2(λ), λ > m, (3.37)
where
S1(λ) = I + iT1(λ), S2(λ) = I + iT2(λ). (3.38)
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Proof. Taking into account [15, Proposition 4.11], we see that the operator
S(λ) is unitary in the space H. Relations (3.22), (3.33) and (3.35) imply
relations (3.37) and (3.38). 
3. Next, we study the structure of the operators Tp(λ). For that purpose
we introduce the operator
Fp(λ)f(r) = (2π)−3/2
√
a(|k|)
∫
R3
exp{−iq·r}Z∗p(q)V1(r)f(r)dr, (3.39)
where q = |k|ω. The functions Zp(q) and a(|k|) above are defined by (3.20)
and (3.34), respectively. The adjoint to Fp(λ) operator has the form
F∗p (λ)h(ω) = (2π)−3/2
√
a(|k|)V1(r)
∫
S2
ei|k|ω·rZp(|k|ω)h(ω)dΩ(ω) (3.40)
The following assertion is valid.
Proposition 3.9 Let the conditions of Theorem 2.6 be fulfilled. If λ belongs
to E+ then the operators Tp(λ) can be represented in the form
Tp(λ) = Fp(λ)W1(r)[I + (2π)−3/2B+(λ)]−1F∗p (λ) (3.41)
Proof. According to (2.18), (3.20) and (3.21) we have
V1(r)Φp(r, k) = [I + (2π)
−3/2B+(λ)]
−1eikrV1(r)Zp(k). (3.42)
Relation (3.41) follows directly from (3.19), (3.35) and (3.42). 
We will need the following definition:
Definition 3.10 The potential V (r) belongs to the Rollnik class if the oper-
ator
A(λ)f =
∫
R3
|V (r)|1/2 exp{i|k||r − s|}|r − s| |V (s)|
1/2f(s)ds. (3.43)
belongs to the Hilbert-Schmidt class.
Theorem 3.11 Let the conditions of Theorem 2.6 be fulfilled. Then, for
each λ∈E+ the operators Tp(λ) belong to the Hilbetrt–Schmidt class.
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Proof. Using the equality Zp(q)Z
∗
p(q) = I2, we derive relation
[F∗pFpf ] (3.44)
= 4πa(|k|)
∫
R3
V1(r)
sin(|k||r − s|)
|k||r − s| V1(s)f(s)ds
for Fp given by (3.39). Since V (r) satisfies the conditions of Theorem 2.6,
the function ‖V (r)‖ belongs to the Rollnik class (see [19, Ch. 1]). Now, it
follows from (3.44) that the operators F∗pFp belong to the Hilbert–Schmidt
class. Using (3.41), we see that operators T1(λ) and T2(λ) belong to the
Hilbert–Schmidt class as well. 
4 Scattering amplitude
In this section, we will investigate the connection between the stationary
scattering problem (scattering amplitude) and dynamical scattering problem
(scattering operator).
We suppose further in the text that the conditions of Theorem 2.6 are
fulfilled. Consider the vector functions
fs,n(q, k) = ĝ
∗
s(q)f(ω, k, n), (4.1)
where f(ω, k, n) is defined by (2.22). Using relations (2.22) and (3.19) we
obtain
fs,n(q, k) = νTs,n(q, k), (4.2)
where
ν = 2π2λ. (4.3)
According to Theorem 3.6, the wave operators W±(L,L0) are complete.
Hence, the operators S1(λ) and S2(λ) given by (3.38) are unitary in the
space H. Then, there exist complete orthonormal systems of eigenvectors
Gj,1(ω, λ) and Gj,2(ω, λ) of the operators S1(λ) and S2(λ), respectively. We
denote the corresponding eigenvalues by µj,1(λ) and µj,2(λ). We note that
|µj,1(λ)| = |µj,2(λ)| = 1. We introduce the vector functions
Fs,1 = col[fs,1, fs,2], (s = 1, 2); Fs,2 = col[fs,3, fs,4], (s = 3, 4). (4.4)
From (2.22), (4.1) and (4.4) we have:
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Proposition 4.1 The vector functions Fs,p (p = 1, 2) belong to the space H.
Hence, the vector functions Fs,p can be represented in the form of the series:
Fs,p(ω, ω
′, λ) =
∑
j
Gj,p(ω, λ)aj(s, p, ω
′, λ), (4.5)
where q = |k|ω, k = |k|ω′ and
a∗j (s, p, ω
′, λ) =
∫
S2
F ∗s,p(ω, ω
′, λ)Gj,p(ω, λ)dΩ(ω). (4.6)
We represent the 2×1 vector functions Gj,p(ω, λ) in the form
Gj,1(ω, λ) = col[G
(1)
j,1 (ω, λ),G
(2)
j,1 (ω, λ)], (4.7)
Gj,2(ω, λ) = col[G
(3)
j,2 (ω, λ),G
(4)
j,2 (ω, λ)]. (4.8)
Relations (4.4), (4.7) and (4.8) imply that
F ∗s,1Gj,1 = [Ts,1G
(1)
j,1 + Ts,2G
(2)
j,1 ]ν, s = 1, 2, (4.9)
F ∗s,2Gj,2 = [Ts,3G
(3)
j,2 + Ts,4G
(4)
j,2 ]ν, s = 3, 4. (4.10)
The relation
Tp(λ)Gj,p(λ) = −i[µj,p(λ)− 1]Gj,p(λ) (4.11)
is valid. Using (3.35)–(3.38) and (4.9)–(4.11) we obtain:
a∗j(s, p, ω, λ) = −iν1[µj.p(λ)− 1]G(s)j,p(ω, λ), (4.12)
where
ν1 = ν/a(|k|) = 2πsgn(λ)/|k|. (4.13)
Relations (4.4), (4.5) and (4.12) imply that the following statement is valid.
Theorem 4.2 Let the conditions of Theorem 2.6 be fulfilled. Then we have
fs,n(ω, ω
′, λ) = (ν1/i)
∑
j
(µj,p(λ)− 1)G(s)j,p(ω′, λ)G(n)j,p (ω, λ), (4.14)
where s = 1, 2, n = 1, 2, λ > m, when p = 1 and s = 3, 4, n = 3, 4, λ < −m,
when p = 2.
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Remark 4.3 It follows from Theorem 3.11 that the series (4.14) converges
in the norm sense.
Using (4.1) and (4.14) we obtain the assertion below.
Corollary 4.4 Let the conditions of Theorem 2.6 be fulfilled. Then, we have
f(ω, ω′, n, λ) = (ν1/i)
∑
j
(µj,p(λ)− 1)Hj,p(ω′, λ)G(n)j,p (ω, λ), (4.15)
where p = 1, n = 1, 2 if λ > m; p = 2, n = 3, 4 if λ < −m and
Hj,1 = ĝ1G
(1)
j,1 + ĝ2G
(2)
j,1 , Hj,2 = ĝ3G
(3)
j,2 + ĝ4G
(4)
j,2 . (4.16)
Remark 4.5 Formulas (4.7)–(4.10) describe interconnections between the
stationary scattering data {fs,p(ω, ω′, λ)} and the dynamical scattering data
{Gj,p(ω, λ), µj,p(λ)}. Thus, formulas (4.7)–(4.10) are quantum mechanical
analogs of the ergodic formulas in classical mechanics. The quantum mechan-
ical analogs of ergodic formulas for the radial case (where V (r) = V (|r|)),
were obtained in our papers [16,17].
Remark 4.6 The analog of (4.14) for the 3D Schro¨dinger equation was de-
rived in our paper [18].
5 The scattering by a centre of force
In this section, we study the classical case where
V (r) = V (|r|), θ′ = 0, φ′ = 0. (5.1)
Here, θ and φ are angular polar coordinates. Consider the solution
φ(r, k, 4, λ) = col[u1(r, λ), u2(r, λ), u3(r, λ), u4(r, λ)] (5.2)
of the equation (2.23). It follows from (2.9) and (2.21) that
u3(r, λ)∼eik·r/N + |r|−1ei|k||r|f(θ, φ)/N, r→∞, (5.3)
u4(r, λ)∼|r|−1ei|k||r|g(θ, φ)/N, r→∞, (5.4)
where N = ‖g4‖ . We use the following assertion (see [11, p. 263]).
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Lemma 5.1 Let relations (5.3) and (5.4) be valid. The corresponding com-
plete orthonormal system of eigenfunctions Gj,2(ω, λ) of the scattering oper-
ators S2(λ), λ > m has the form:
Gℓ+1/2 = (4π)
−1/2[(ℓ+1)1/2Pℓ(cos θ)α̂−(ℓ+1)−1/2P 1ℓ (cos θ) exp{iφ}β̂], (5.5)
where ℓ = 0, 1, 2, ...
Gℓ−1/2 = −(4π)−1/2[ℓ1/2Pℓ(cos θ)α̂ + ℓ−1/2P 1ℓ (cos θ) exp{iφ}β̂], (5.6)
where ℓ = 1, 2, ...
Here Pℓ(cos θ) and P
1
ℓ (cos θ) are Legendre polynomials. The matrices α̂ and
β̂ are defined by the relations
α̂ := col[1, 0], β̂ := col[0, 1] (5.7)
It follows from (5.5) and (5.7) that
G1ℓ+1/2 = (4π)
−1/2(ℓ+ 1)1/2Pℓ(cos θ), (5.8)
G2ℓ+1/2 = −(4π)−1/2(ℓ+ 1)−1/2P 1ℓ (cos θ) exp{iφ}. (5.9)
Using (5.6) and (5.7) we obtain
G1ℓ−1/2 = −(4π)−1/2ℓ1/2Pℓ(cos θ), (5.10)
G2ℓ−1/2 = −(4π)−1/2ℓ−1/2P 1ℓ (cos θ) exp{iφ}. (5.11)
Taking into account the relations
Pℓ(1) = 1, P
1
ℓ (1) = 0, (5.12)
and using (4.13)–(4.16) and (5.8)–(5.11) we have
f(θ, φ) =
1
2i|k|
∞∑
ℓ=0
[ℓ+ 1)(µℓ+1/2 − 1) + ℓ(µℓ−1/2 − 1)]Pℓ(cos θ), (5.13)
g(θ, φ) =
1
2i|k|
∞∑
ℓ=1
(µℓ−1/2 − µℓ+1/2)P 1ℓ (cos θ) exp{iφ}, (5.14)
16
Recall the classical formulas (see [11, p. 263]) for the case (5.1)–(5.4):
f(θ, φ) =
1
2i|k|
∞∑
ℓ=0
[ℓ+ 1)(Sℓ+1/2 − 1) + ℓ(Sℓ−1/2 − 1)]Pℓ(cos θ), (5.15)
g(θ, φ) =
1
2i|k|
∞∑
ℓ=1
(Sℓ−1/2 − Sℓ+1/2)P 1ℓ (cos θ) exp{iφ}, (5.16)
where Sν is connected with the phase shifts δν by the relation
Sν = exp{δν}. (5.17)
Comparing formulas (5.13), (5.14) and (5.15), (5.16) we obtain the next
assertion.
Corollary 5.2 Let the conditions of Theorem 2.6 and condition (5.1) be
fulfilled. Then, we see that:
1. The following equality is valid
µν(λ) = Sν(λ). (5.18)
2. The classical results (5.15), (5.16) may be considered as a special case of
the formula (4.15) .
In [17], we proved (5.18) by the methods of theory of ordinary differential
equations.
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