Abstract. In this paper, based on algebraic arguments, a new proof of the spectral characterization of those real matrices that leave a proper polyhedral cone invariant [Trans. Amer. Math. Soc., 343 (1994), pp. 479-524] is given. The proof is a constructive one, as it allows us to explicitly obtain for every matrix A, which satisfies the aforementioned spectral requirements, an A-invariant proper polyhedral cone K.
Introduction and motivation.
The last decades have witnessed a long stream of research aiming at generalizing the results of the Perron-Frobenius theory for nonnegative matrices (see [6, 9, 15, 21] for a complete survey) to a larger class of linear transformations. As a result, an extensive literature on the subject is now available. In fact, the infinite-dimensional case, first developed by Krein and Rutman in [14] , is fully discussed in [17, 18] , while the finite-dimensional aspects of this theory can be found in [6] .
In the finite-dimensional context, research efforts led to the introduction of the notion of a matrix that leaves a proper cone invariant [2, 3, 7, 24] , and to the determination of necessary and sufficient conditions for a real square matrix A to exhibit this property. It turns out that the existence of a proper A-invariant cone depends only on the spectral structure of A and, in particular, on its maximal modulus eigenvalues [2, 3, 6, 24] .
More recently, some authors [4, 11] have investigated the above problem under the additional requirement that the proper A-invariant cone is polyhedral, namely, has a finite set of extremal vectors. It is worthwhile noticing that this problem arises in quite a few applications, such as in the nonnegative realization problem [1] , in the relative stability of the Leontieff models in economics [16] , in the description of dynamic systems by means of behavioral inequalities [23] , in the synthesis of feedback control laws under state and/or input constraints [5] , and in the analysis of positively invariant sets for continuous/discrete time systems [10, 22] . See [5] for further applications. For all these applications, in fact, the existence of a polyhedral cone, left invariant by a given square matrix A, represents the main ingredient of the problem itself.
In a recent paper [21] , Tam and Schneider analyzed, by means of geometric tools, the properties of the core of a cone-preserving map, thus obtaining, as a significant by-product of this more general analysis, a spectral characterization of those real matrices that leave a proper polyhedral cone invariant (see Theorem 7.8 in [21] ).
In this paper, based on algebraic arguments, we provide an alternative proof of the above characterization. Significantly enough, this proof is a constructive one, as it yields, when the assigned matrix A fulfills the aforementioned spectral conditions, a proper polyhedral A-invariant cone. Furthermore, by exploiting this algebraic approach, we devise what seems to be new conditions on the spectrum of A, which are equivalent to the existence of a proper polyhedral cone K such that A is K-irreducible, K-primitive, or K-positive.
We will not address explicitly here the interesting problem of characterizing all possible A-invariant cones, but we will deal with the preliminary step of constructing at least one of them. This represents an important starting point, especially for the aforementioned control problem under state constraints. On the first hand, a fundamental issue in this context is that of determining a suitable invariant region in which to constrain the state evolution. This region can be a polyhedral cone, for instance, but even when our interest is in a different kind of invariant region (typically a polytope), by preliminarily constructing a proper polyhedral A-invariant cone one can obtain, as a by-product, a positively invariant polytope for the state dynamics. Indeed, in order to construct an invariant polytope for the n × n system matrix A, it is sufficient to construct a polyhedral cone, left invariant by the extended matrix (of size n + 1)
, where r is any positive real number strictly larger than the spectral radius of A. The projection of the cone over its last n components provides the desired invariant polytope.
On the other hand, if we assume a somehow opposite point of view and suppose that the physical constraints on the system naturally define a set S in which we want our state evolution to be confined, a major issue is that of constructing a suitable invariant region (as large as possible) that is strictly included in S [8, 10] . By assuming this point of view, a possible choice is that of choosing as invariant region a polyhedral cone or a polytope (again, obtained by first constructing a suitable polyhedral cone, left invariant by the extended matrix, and by later considering its projection). In the concluding section, once the details of our algorithm have been clarified, we will show, by means of an example, how our constructive procedure allows us to tackle this problem.
Finally, it is worthwhile to remark that in the special case of economical models, for which positively invariant regions correspond to "conservative" economical situations [16] , the explicit construction of positively invariant regions allows us to determine areas of operating conditions where it can be convenient to lead the system, by means of suitable economic policies.
The paper is organized as follows. In section 2 we introduce some basic definitions of the theory of cones and some technical lemmas necessary for the subsequent analysis. Section 3 presents the main results of the paper.
Definitions and preliminary results.
Throughout the paper we let R n + denote the nonnegative orthant, namely the set of nonnegative vectors in the ndimensional Euclidean space R n . A set K ⊂ R n is said to be a cone if αK ⊂ K for all α ≥ 0; a cone is convex if it contains, with any two points, the line segment between them. A convex cone K is solid if it contains an open ball of R n , or, equivalently, if the interior of K, int(K), is nonempty, and it is pointed if K ∩ {−K} = {0}. A closed, pointed, solid convex cone is called a proper cone. A cone K is said to be polyhedral if it can be expressed as the set of nonnegative linear combinations of a finite set of generating vectors. This amounts to saying that a positive integer k and an n × k matrix C can be found such that K coincides with the set of nonnegative combinations of the columns of C. In this case, we adopt the notation K := Cone(C).
A convex cone F ⊂ K is a face of K if for every v ∈ F, condition v = u 1 + u 2 , for some u 1 , u 2 ∈ K, implies u 1 , u 2 ∈ F.
We call a bounded polyhedral set, namely, a bounded intersection of a finite family of closed halfspaces, a polytope. Every polytope can be expressed as the set of convex linear combinations of a finite family of (extremal) points.
If A is an n × n real matrix, we denote by σ(A) its spectrum and by ρ(A) its spectral radius, i.e., ρ(A) := max{|λ| : λ ∈ σ(A)}. For every λ ∈ σ(A), the degree of λ in A, deg λ, is the size of the largest diagonal block in the Jordan canonical form of A that contains λ (i.e., the multiplicity of λ as a zero of the minimal polynomial of A).
Given A ∈ R n×n and a cone K ⊆ R n , we say that
• K-primitive if the only nonempty subset of the boundary of K that A leaves invariant is {0};
from the origin, into int(K). As is well known [6] , for every proper cone K we have 
Main results.
In [24] Vandergraft proved that the spectrum of every matrix A that leaves a proper cone invariant satisfies two important requirements, i.e., ρ(A) is in σ(A) and for every maximal modulus eigenvalue λ of A we have deg λ ≤ deg ρ(A). The above pair of constraints constitutes the well-known Perron-Schaefer condition [21] . Conversely, when σ(A) fulfills this condition, a proper cone K can be found such that AK ⊆ K.
The following theorem shows that, by simply introducing further "regularity" constraints on the maximal modulus eigenvalues, it is possible to obtain a similar statement for matrices that leave proper polyhedral cones invariant. More precisely, polyhedrality depends on the fact that the argument of each maximal modulus eigenvalue λ ∈ σ(A) is a rational multiple of 2π or, equivalently, that λ/ρ(A) is a root of unity. Notice that this is not unexpected, as nonnegative matrices always leave the nonnegative orthant invariant and, indeed, their spectral structure satisfies all these requirements.
Theorem 3.1 (see [21] ). An n × n real matrix A leaves a proper polyhedral cone
As K is, in particular, a proper cone, (i) and (ii) follow from the well-known theorem credited to Birkhoff and Vandergraft (see also [6] , pp. 6-7). The necessity of (iii) was proved in [4] . The same result was later proved also in [20] (see Theorem 7.6) by means of a rather straightforward proof.
[Sufficiency.] By Lemma 2.2, it entails no loss of generality assuming that A is in real Jordan form. In fact, we can always reduce to this case by means of a suitable change of basis in R n . If A is nilpotent, it is nonnegative and hence leaves the nonnegative orthant R 
where the J i 's, i = 1, 2, . . . , r, are Jordan blocks corresponding to real eigenvalues, i.e.,
and satisfying the following three conditions: 
and satisfying
We aim at constructing a block-triangular matrix C such that Cone(C) is an Ainvariant (polyhedral) proper cone. To this end, we separately analyze each block appearing in A.
• Blocks corresponding to nonnegative real eigenvalues: every n i × n i block J i , corresponding to an eigenvalue λ i ≥ 0, is a nonzero nonnegative matrix and hence leaves the positive orthant R ni + = Cone(I ni ) invariant. Therefore,
. , t. (4)
• Blocks corresponding to negative real eigenvalues: each n i × n i block J i , corresponding to an eigenvalue λ i < 0, leaves the vector space R ni , which is a solid (of course, not pointed) polyhedral cone, invariant. Indeed, for i = t + 1, . . . , r,
where
As a consequence, for n i ≤ m we get
while for n i > m, a case that possibly occurs for negative real eigenvalues λ i different from −1, we have
where e 0 is by definition the zero vector, while, when i is positive, e i is the ith canonical (column) vector in R m (having all zero entries, except for the ith, which is 1), and
• Blocks corresponding to pairs of complex conjugate eigenvalues σ i ± jω i : let v 
holds true for suitable a (i) sum up to a quantity that is strictly smaller than 1 (see Lemma 2.3). Therefore, in both cases, the real matrix
is of full row rank and satisfies
Thus we get
where, of course, the block diagonal matrix in (11) , having all C i 's as diagonal blocks, has size (2n i ) × (n i k i ).
Let 1 k be the k-dimensional (row) vector with all entries equal to 1.
with c i :
≥ 0. On the other hand, ifn i > m, a situation that may occur only for σ 2 i + ω 2 i < 1 and hence for a (i) < 1, we have that the spectral radius of Γ i is strictly smaller than 1, and the identity
, devoid of zero columns. In fact, as the spectral radius of Γ i is strictly smaller than 1, the matrix equation in the unknown matrix X
is solvable [13] and admits as its (unique) solution
(This can be proved by simply replacing the above expression in (14) .) By the structure and the nonnegativity property of the matrices involved, X i is nonnegative and has no zero columns. So, if we now consider the block triangular matrix
. . .
In t
In t+1 − In t+1
In r
where the nonnegative matricesX i andX i (devoid of zero columns) are easily derived by the previous equations (4), (7), (8), (12), and (14), it is easy to check that C is of two full row rank and its kernel does not include nonnegative vectors, except for the zero one. Consequently, the A-invariant polyhedral cone Cone(C) is, by Lemma 2.1, proper. Remarks. The above proof provides, for a matrix A that fulfills (i)-(iii) of Theorem 3.1, an explicit procedure for constructing a proper polyhedral cone left invariant by A. As a matter of fact, this procedure does not lead to the construction of a unique cone: different choices of the vectors v (i) 1 lead to different A-invariant polyhedral cones. Also, small variations could be introduced in the design procedure that keep in with the spirit of the above constructive algorithm but better enlighten the existence of several choices and hence of different polyhedral cones. This aspect, however, falls outside the goals we aimed to achieve in this paper.
The basic steps of the constructive algorithm can be briefly summarized as follows:
• construct the Jordan form of the matrix A (by assuming the same ordering adopted in the proof); • construct, for every pair of complex conjugate eigenvalues of A, the matrices C i and, correspondingly, the matrices Γ i and X i ; • now that we have obtained a proper polyhedral cone that is left invariant by the Jordan form of A, apply the appropriate change of coordinates, and obtain a proper polyhedral A-invariant cone. It is worthwhile noticing that the procedure for obtaining a proper A-invariant cone given by Vandergraft in [6] and [24] does not generally lead to a polyhedral cone, not even when the eigenvalues of A satisfy all the abovementioned conditions. This fact is clearly pointed out in the following example.
Example 3.1. Consider the real matrix
Its spectrum is σ(A) = (1, j, −j) and hence fulfills all the assumptions of Theorem 3.1. A (complex) Jordan basis is
and hence the Vandergraft cone is given by
and is clearly not polyhedral. By applying the procedure described in the previous proof, we construct a proper polyhedral cone left invariant by A, namely, the one generated by the columns of the matrix
Theorem 3.1 clarifies under what conditions a matrix
A leaves a proper polyhedral cone, say K, invariant. When trying to strengthen this result, by requiring that A is also K-irreducible, we have to restrict our attention to a smaller class of matrices, namely, those that satisfy the conditions of Theorem 3.1 and whose maximal modulus eigenvalues have degree 1.
The proof of the following theorem resorts to a well-known characterization of a K-irreducible matrix [6] .
Theorem 3.2. Let A be an n × n real matrix. The matrix A leaves invariant a proper polyhedral cone K ⊂ R n , for which it is K-irreducible if and only if (i) ρ(A) ∈ σ(A); (ii) ρ(A) is simple and for every λ ∈ σ(A) with |λ| = ρ(A), deg λ = 1, and, if ρ(A) = 0, (iii) for every λ ∈ σ(A) with |λ| = ρ(A), λ/ρ(A) is a root of unity.
Proof. [Necessity.] As A leaves a proper polyhedral cone invariant, (i) and (iii) follow from Theorem 3.1. Moreover, since K is a proper A-invariant cone, (ii) follows from the characterization of K-irreducibility due to Vandergraft [24] and Elsner [12] .
[Sufficiency.] As in the proof of Theorem 3.1, we can assume that A is in real Jordan form. If A is nilpotent, then, by assumption (ii), A has to be the 1 × 1 zero matrix, which leaves K = R + invariant and is K-irreducible. Now suppose ρ(A) = 1 and assume
where J i , i = 2, . . . , r, is the n i × n i Jordan block corresponding to the nonnegative real eigenvalue λ i , and 1 > λ 2 ≥ · · · ≥ λ r ≥ 0, whereas A i , i = 1, 2, . . . , s, represents the n i × n i Jordan block associated either with negative eigenvalues or with pairs of complex conjugate eigenvalues. All Jordan blocks corresponding to the eigenvalue −1 have size 1, while those associated with any pair of complex conjugate eigenvalues of modulus 1 have dimension 2.
We aim at explicitly constructing an A-invariant proper polyhedral cone K = Cone(C), which includes only one (up to scalar multiples) eigenvector of A, lying in int(K). This guarantees [7, Theorem 3.16 
, p. 11] that A is K-irreducible.
As in the previous proof, we can find full row rank matricesC i , nonnegative matricesP i and P i , and positive row vectors X i (notice that m = 1) such that
Now consider the Jordan blocks J i 's. Once we introduce the n i × (2n i ) (full row rank) matrices
So, it is easy to check that the following matrix
generates an A-invariant proper polyhedral cone K = Cone(C). It is easily seen (due to the fact that A is in real Jordan form, and hence its eigenvectors have a very simple structure) that the only eigenvector of A lying in K is e 1 and it corresponds to the eigenvalue ρ(A) = 1. Moreover, by exploiting the property that the columns of each matrixC i ∈ R 2×· generate a convex polytope, having the origin as an internal point, and by recalling that the same holds true for each matrix D(λ i , n i ), we can apply Lemma 2.3, and finally express e 1 as a strictly positive combination of the columns of C. Consequently, e 1 belongs to int(K) (see [11] ), and A is K-irreducible.
We provide, now, a characterization of a matrix A for which a proper polyhedral cone K can be found such that A is K -primitive. As we will see, the spectral conditions allowing for K-primitivity, with K proper and polyhedral, are the same allowing for K -positivity, with respect to some proper polyhedral cone K , in general distinct from K. (b) ⇒ (c). If A leaves invariant a proper polyhedral cone K in R n for which it is K -primitive, then, in particular, it leaves a proper cone invariant for which it is primitive. So, by a well-known result (see Theorem 4.10 in [6] ), conditions (i) and (ii) are satisfied.
(c) ⇒ (a). As in the previous proofs, we assume that A is in real Jordan form. As ρ(A) is positive, we can suppose, without loss of generality, that ρ(A) is one and A has the following form
where J i , i = 2, . . . , r, is the n i × n i Jordan block corresponding to the real eigenvalue λ i of A, with 1 > λ i > −1, whereas F i , i = 1, 2, . . . , s, is the 2n i × 2n i Jordan block associated with the pair of complex conjugate eigenvalues σ i ± jω i , with σ
• We consider, first, any Jordan block J i . As 1 − λ i > 0, we can select ε i , 0 < ε i < 1 − λ i , and introduce the n i × (2n i ) full row rank matrix (see the proof of Theorem 3.2)
It is easy to see that
• Consider now the (2n i ) × (2n i ) Jordan block F i corresponding to the pair of conjugate complex eigenvalues σ i ± jω i . As σ
still constitutes a pair of conjugate complex eigenvalues, with modulus smaller than 1. The Hurwitz stability of
guarantees, as in Theorem 3.1, that for any v
−1 , > 1 satisfies the following condition: there exists some positive integer k i such that
for suitable a (i) > 0, = 0, 1, . . . , k i − 1, with a (i) < 1. Therefore,
is a full row rank matrix satisfying
and, consequently,
with
. Moreover, it is easy to verify that for every τ i > 0 the following equality holds
Once we select positive real numbers ε i , τ i , and δ i satisfying
the full row rank matrix
generates a proper polyhedral A-invariant cone K := Cone(C), since C is of full row rank and AC = CP for
Γs τs I ks Γs
τs I ks Γs
To prove that A is K-positive it is sufficient to show that the A-image of every column of C lies in int(K). By the same reasonings adopted in the proof of Theorem 3.2, the vector e 1 , which is the first column of C, is the only eigenvector of A lying in K and it belongs to int(K). Moreover, the A-image of the ith column of C, say y i , is a nonnegative linear combination of the columns of C involving the first column e 1 (as all entries in the first row of P are nonzero). This implies that y i belongs to the interior of K for every i. Remarks. The above theorem not only provides a complete spectral characterization of a matrix A for which a proper polyhedral cone K can be found such that A is K-positive (K-primitive), but it also particularizes to polyhedral cones the well-known result [6] that A is K-primitive for some proper cone K if and only if there is a proper cone K such that A is K -positive.
Moreover, up to now [6, 19] the pair of conditions (i) and (ii) on σ(A) was known as necessary and sufficient for the existence of a proper cone K such that A is Kpositive [19] . Under this point of view, Theorem 3.3 represents a strengthening of this result, and it proves that a matrix that is K-positive for some proper cone K is also K -positive for some proper polyhedral cone K . 
which implies A to be K-positive and hence K-primitive. Notice that A also leaves invariant the proper not polyhedral cone
for which it is K 1 -positive.
Concluding remarks.
To conclude the paper, it is worthwhile clarifying the relevance of our constructive procedure by means of a few additional comments and of an applicative example.
By referring to the constrained control problem, described in the introduction, consider the typical situation when the specific set S where we want to constrain the state evolution is naturally defined by the physical constraint acting on the system. As remarked in [8] , such a set is not typically an invariant, and hence we are obliged to look for an invariant set (as large as possible) that is strictly included in S. To reach this goal, the constructive procedure described within the proof of Theorem 3.1 (or Theorems 3.2 or 3.3, if we want to endow the invariant set with additional properties) can be exploited as follows. Assume without loss of generality that A is in real Jordan form (a situation that, as we have seen, can always be obtained, possibly by means of a suitable change of basis within the state space).
We can mechanically employ the algorithm and later rescale the generating vectors of the polyhedral cone K in order to make either K or any of its projections, according to the specific set S we started with, be included in S. Such a rescaling can be performed by applying to the block triangular matrix C, whose columns generate the cone K, a suitable block diagonal matrix
where m, n 2 , . . . , n r , 2n 1 , . . . , 2n s are the sizes of the Jordan blocks (see the proof of Theorem 3.1). In fact, if K = Cone(C) is invariant for the given matrix, then K = Cone(DC) also is.
A significant improvement of such a procedure can be obtained by simply performing the above algorithm several times, by exploiting the freedom degrees in the choice of the vectors v (i) 1 (cf. the proof of Theorem 3.1), and hence obtaining different invariant polyhedral cones (or invariant polytope) included in S. As a final invariant region, then, we can assume the convex sum of the invariant regions obtained at every sweep of the algorithm.
Finally, it is also worthwhile to remark that the constructive procedure can lead to good results, even though performed only once, if suitably tuned to the specific region S we are considering. In fact, once we have chosen as first generating vector of K the first canonical vector (which is, of course, the dominant eigenvector, and hence must belong to every A-invariant region) the specific nonzero coefficients of the remaining columns of C, in particular, the aforementioned vectors v (i) 1 , can be properly chosen in order to fall in S or on the boundary of S. Of course, also in this situation, a final rescaling will be necessary.
To better understand the meaning of these considerations, let us analyze the following example.
Consider the linear continuous time model of order 2, with a single input
describing a direct current electric motor, where x 1 represents the armature current, x 2 the armature speed, and u(t) the armature voltage. As in [8] , we assume that due to load torque disturbances, the admissible fluctuations from the set point of the state are 100% of the nominal value for the armature current and 20% of the nominal value for the speed. No sensible fluctuations are assumed to affect the control variable u.
As it is customary, we will resort to the Euler approximating system in order to solve the problem. This way, we come up with a discrete time system described by a pair of matrices A d and B d , for which reasonable values (taken from Example 3 in [8] ) are the following ones: T and by operating as in the proof of Theorem 3.1 (in the part corresponding to complex conjugate eigenvalues) we can obtain the recursive vector sequence v 1 , v 2 , v 3 , . . ..
It turns out that v 25 is the first vector of the sequence that belongs to the convex polytope generated by the previous ones (see the dashed polytope in Figure 1 , where the * 's represent the vectors of the sequence {v i }). Being interested only in the cone projection on the plane including all these vectors, we can arrest the algorithm at this point. We have obtained, in this way, a convex polytope that is not included in S. However, by assuming as rescaling matrix
we obtain an invariant polytope included in S . (See the polytope drawn with continuous lines in Figure 1 : in this case the * 's are mapped into the small circles o.) Of course, if we now refer to the representation with respect to the original state basis, we obtain the invariant polytope depicted in Figure 2 . Finally, if we perform our constructive procedure starting from a different initial vector, i.e., for v 1 = [−1 0] T , and follow the same steps just described, by putting together the results of the two runs, we finally obtain the invariant region (included in S) depicted in Figure 3 .
