Abstract-This paper establishes a type of total stability for the inputto-state stability property with respect to singular perturbations. In particular, if the boundary layer system is uniformly globally asymptotically stable and the reduced system is input-to-state stable with respect to disturbances, then these properties continue to hold, up to an arbitrarily small offset, for initial conditions, disturbances, and their derivatives in an arbitrarily large compact set as long as the singular perturbation parameter is sufficiently small.
, high-purity distillation columns 11 31, electromechanical networks [4] , flexible mechanical systems [7] , etc. Typically, such processes are modeled within the mathematical framework of' singular perturbations [12] . These models are then used as a basis for the design of control systems. However, the majority of models are characterized by disturbances, unknown model parameters, etc., complicating further the stability analysis and controller design for such systems.
Motivated by the above, the problem of analyzing the stability properties of nonlinear singularly perturbed systems has received considerable attention in the literature. Early results focused on local results or imposed growth conditions on the nonlinearities of the system (see 191 and [SI for example). More recently, for systems without disturbances, Saberi and Khalil [16] developed a set of sufficient interconnection conditions, expressed in terms of Lyapunov functions and their derivatives, to guarantee asymptotic stability of a point. Da and Corless [7] followed the same approach to study the asymptotic stability of a class of nonlinear singularly perturbed systems whose fast dynamics are marginally stable. Other methods based on the so-called geometric approach for singularly perturbed systems have also been proposed 131. For systems with disturbances, approaches based on Lyapunov's second method have been proposed (see [6] for example) to derive sufficient conditions that guarantee boundedness of the trajectories of the system.
In this note, we address the analysis of singularly perturbed nonlinear systems having a reduced system that is input-to-state stable (see [ 171) with respect to disturbances. We will show that this property is robust, in a sense to be made precise in Theorem I , to uniformly globally asymptotically stable singular perturbations. Our result is novel in that absolutely no interconnection or growth conditions are required, and the disturbances are not required to be small and/or slowly varying. The robustness we obtain is of a "total stability" type Manuscript received September 28, 1994; revised July 24, 199.5 ' ( u a ( ; i~' , ( s ) (.), u z ( . ) , the solution of (2) with ~( 0 ) = 50 exists for each t 2 0 and satisfies I4t)l I P(I40)Lt) + 7 u 1 ( l l~l I l ) + 7 u 2 ( l l 4 l ) .
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Proof! From the hypothesis of the lemma and the results of [17] or [I 1, Th. 4.101 , there exists a function p of class ILL such that for each 50 E IR" and for each pair of measurable, essentially bounded inputs ~u l (~) , u~( . ) , the solution of (2) with ~( 0 ) = zo exists for each t 2 0 and satisfies
Then the lemma follows from the fact that for any pair o f nonnegative real numbers ( g l ? . q 2 )
SINGULARLY PERTURBED SYSTEMS
We will focus on singularly perturbed nonlinear systems with the following state-space description: E ) t i = g ( r , z . 0 ( t ) . E) (7) where ; I ' E EL" and z E lRp denote vectors of state variables, 
( t ) .
A standard procedure that is followed for the analysis of systems in the form of (7) is the decomposition of the original system into separate reduced-order systems, each one associated with a different time scale. This procedure is called two-time scale decomposition [12] . Formally, it can be done by setting t = 0 in which case the dynamics of the state vector z becomes instantaneous and (7) takes the form where z , denotes a quasisteady state for the fast state vector 2 . Assumption 1 states that the singularly perturbed system in (7) is in standard form.
Assumption I : The algebraic equation g(z, z,, 0 . 0 ) = 0 possesses a unique root
with the properties that h : IR"' x ELq -+ IR? and its partial derivatives (g), are locally Lipschitz.
Substituting (9) into (S), the following locally Lipschitz system is obtained:
The dynamical system in (10) is. called the reduced system or slow subsystem. The inherent two-time scale behavior of the system of (7) can be analyzed by defining a fast time scale and the new coordinate y := z -h (~, 0 ) .
In the ( 2 , y) coordinates, and with respect to the T time scale, the ringularly perturbed system in (7) takes the form
Setting E equal to zero, the following locally Lipschitz system is obtained:
Here, z and 0 are to' be thought of as constant vectors. In what follows, we will refer to the dynamical system in (1 3) as the fast subsystem or the boundary layer system. The assumptions that follow state our stability requirements on the slow and fast subsystems.
Assumption 2: The reduced system in (10) is ISS with Lyapunov gain 7.
Assumption 3: The equilibrium y = 0 of the boundary layer system in (13) is globally asymptotically stable, uniformly in . c E
The main result of this note is given in the following theorem (the proof is given in Seclion V).
Theorem I : Consider the singularly perturbed sysl.eni in (7) and suppose Assumptions L-3 hold and that 0 ( t ) is absolutely continuous. Define y = z -11 (x. 0 ) and let 7 be the function given by Assumption (if 6' (exists) .
R e m a r k 2 : We emphasize that the result of Theorem 1 can be applied to arbitrarily la.rge initial conditions (. (U), y( O)), uncertainty 0 ( t ) , and rate of change of uncertainty B(t). Furthermore, this result is novel even in the undisturbed case (i.e., 0 ( t ) 5 0) in that no growth or interconnection conditions are imposed to establish boundedness of the trajectories (compare with the discussion in Section VI). Remark 3: In principle, a value for F* can be extracted from the proof of the theorem. However, as is the case for most general singular perturbation results for nonlinear systems (e.g., [ 161 and [7] ), this value will typically be quite conservative.
Iv. FURTHER FACTS ABOUT INPUT-TO-STATE STABILITY
In this section, we give three lemmas on the input-to-state stability property that will be used in the proof of Theorem 1. These lemmas are natural extensions of results given in [ 181 and should be useful as tools for other nonlinear stability results. Throughout, the lemmas will refer to (2). When applying these lemmas in the proof of Theorem 1, we may be considering systems with three groups of inputs. The results for these cases are completely straightforward extensions of the cases presented below.
The first lemma is reminiscent of [18, Lemma 3.21. 
where i u , 
But from the definition of 5u2 we have (22).
We finally note that whenever the function Tu, is of class IC,, the inequality 1 . 1 I 5 5;: (1x1) can be used in the second inequality of (24) (2) with ~( 0 )
= 20 exists for each t 2 0 and satisfies (4).
Prooj? Referring to (2), we note that a direct application of
Lemma 1 yields that there exist an m x rri matrix B ( s , u1 1 of smooth functions, invertible for all IC E IRrL, u l E E", and a function 7 6 , of class K , such that the following system:
is input-to-state stable with Lyapunov gain (rUl, 7~~) . 
Now, observe that for fixed s 2 0 and t 2 0, the term ;:7(s+TM, t -T) -P ( s , t ) is nondecreasing as T 5 f increases, and for fixed s 2 0 and T 2 0 it decreases to zero as t 4 cc. From these two facts, we have that for each pair of positive real numbers (6. i ) ,
there exists a positive real number T sufficiently large (without loss of generality, let T 2 1) such that
To establish the result of the lemma, we will show thait the bound in (35) 
Thus, (35) holds for all t E [0, p * ] . For the remaining two intervals, note that using time invariance and (36) and (38), we have that if
I4tll I w 4 P * ) l . t -P * ) + YUl (\\.'I* 11) + ? U 2 ( \ I . ; * 11)
(Notice that if (4) holds for all essentially bounded inputs U:, (.), (41 ) holds for all (z(O).u1,uz) that satisfy rnax{lcc(O)l,1)U11I,I]Ual/} 5 8.) From (41), using (36) and (39) (s>t) , and (37), we have, for all (44) 
. (49) Since we do not know a priori that z and are essentially bounded, to use the above inequalities we must work with the truncation of signals and exploit causality. Let (h. (I) 
Note that since b7J(s; 0) 2 s , for all s E IR, 5, > 6 and, using continuity with respect to initial conditions, we can define [O,T) with T > 0 to he the maximal interval in which llstll < 5, for all
t E [O,T).
To show by contradiction that T = '30 for sufficiently small, suppose T is finite.
Using the fact that u y is a continuous, nonincreasing function, it follows from the definition of T and causality that if 
which clearly possesses a globally asymptotically stable equilibrium (:r = 0). Thus, the assumptions of Theorem 1 are satisfied, and its result can be applied. However, the origin is not an asymptotically stable equilibrium for (57). This can be easily seen considering the linearization of (57) around the origin
which possesses an eigenvalue in the right half of the complex plane for all positive values of 6. It is clear from the above example that we cannot draw any conclusions about the stability properties of the equilibrium point of the full order system from knowledge of the stability properties of the reduced-order systems without some type of additional interconnection condition. There are several possible interconnection conditions that can be imposed to guarantee stability of and convergence to the origin. Most efficient conditions are essentially related to the small gain theorem (see [21] and [15] ) in one way or another. Saberi and Khalil provide Lyapunov conditions in [16] which are closely related to small gain conditions in an La setting. An L , nonlinear small gain condition is given in [20] and [ lo] . Perhaps the most straightforward, although conservative, interconnection condition i s the assumption that with B ( t ) 0, the origin of the slow and fast subsystems are locally exponentially stable. In this case, it can be shown [16] that there exists t sufficiently small such that the origin of (7) is locally exponentially stable and that the basin of attraction does not shrink as t becomes small. In general, when a local interconnection condition is given that has this "nonshrinking" property, the result of Theorem 1 can be used to show stability and convergence from an arbitrary large compact set under Assumptions 1-3. This is obtained by choosing d,, d , sufficiently small to guarantee convergence in finite time to the domain of attraction of the origin.
