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EXISTENCE RESULT
FOR HEMIVARIATIONAL INEQUALITY
INVOLVING p(x)-LAPLACIAN
Sylwia Barnaś
Abstract. In this paper we study the nonlinear elliptic problem with p(x)-Laplacian (hemi-
variational inequality). We prove the existence of a nontrivial solution. Our approach is based
on critical point theory for locally Lipschitz functionals due to Chang [J. Math. Anal. Appl.
80 (1981), 102–129].
Keywords: p(x)-Laplacian, Palais-Smale condition, mountain pass theorem, variable expo-
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1. INTRODUCTION
Let 
  RN be a bounded domain with a C2-boundary @
 and N > 2. In this paper
we study the following nonlinear elliptic diﬀerential inclusion with p(x)-Laplacian
(
 p(x)u   ju(x)jp(x) 2u(x) 2 @j(x;u(x)) a.e. in 
;
u = 0 on @
;
(1.1)
where p : 
 ! R is a continuous function satisfying
1 < p  := inf
x2

p(x)  p(x)  p+ := sup
x2

p(x) < N < 1 (1.2)
and
p+  ^ p :=
Np 
N   p ; (1.3)
and j(x;t) is a function which is locally Lipschitz in the t-variable (in general it can be
nonsmooth) and measurable in x-variable. By @j(x;t) we denote the subdiﬀerential
with respect to the t-variable in the sense of Clarke [4]. The operator
p(x)u := div
 
jru(x)jp(x) 2ru(x)

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is the so-called p(x)-Laplacian, which becomes p-Laplacian when p(x)  p. Problems
with p(x)-Laplacian are more complicated than with p-Laplacian, in particular, they
are inhomogeneous and possess “more nonlinearity".
In our problem appears , for which we assume that  <
p
 
p+, where  is
introduced by the following Rayleigh quotient (see Fan-Zhang [10]):
 = inf
u2W
1;p(x)
0 (
)nf0g
Z


jru(x)jp(x)dx
Z


ju(x)jp(x)dx
: (1.4)
It may happen that  = 0 (see Fan-Zhang [10]).
Our starting point is the paper of Gasiński-Papageorgiou [13], where the au-
thors consider a similar problem but with the constant exponent, i.e., when
p(x)  p. Problems with a constant exponent can be also found in the papers of
Gasiński-Papageorgiou [14–16] and Kourogenic-Papageorgiou [20].
More recently, the study of p(x)-Laplacian problems has attracted more and more
attention. In the papers of Fan-Zhang-Zhao [9] and Fan [6], we can ﬁnd a theory
concerning the eigenvalues of the p(x)-Laplacian with both Dirichlet and Neumann
boundary conditions. In Fan-Zhang [10] several suﬃcient conditions are indicated to
obtain existence results for a Dirichlet boundary value problem with p(x)-Laplacian.
In particular the existence of inﬁnitely many solutions is shown. In Fan [7] a multi-
plicity theorem is proved for the problem with singular coeﬃcients.
Finally we have papers where diﬀerential inclusions involving p(x)-Laplacian
are studied. In Ge-Xue [17] and Qian-Shen [22], a diﬀerential inclusion involving
p(x)-Laplacian and Clarke subdiﬀerential with Dirichlet boundary condition is consid-
ered. In the last paper the existence of two solutions of constant sign is proved. Diﬀer-
ential inclusions with Neumann boundary conditions were studied in Qian-Shen-Yang
[23] and Dai [5]. In Qian-Shen-Yang [23], the inclusions involve a weighted function
which is indeﬁnite. In Dai [5], the existence of inﬁnitely many nonnegative solu-
tions is proved. In Ge-Xue-Zhou [18], authors proved suﬃcient conditions to obtain
radial solutions for diﬀerential inclusions with p(x)-Laplacian. All the above men-
tioned papers deal with the so called hemivariational inequalities, i.e. the multivalued
part is provided by the Clarke subdiﬀerential of the nonsmooth potential (see e.g.
Naniewicz-Panagiotopoulos [21]).
The techniques of this paper diﬀer from those used in the above mentioned papers.
Our method is more direct and is based on the critical point theory for nonsmooth
Lipschitz functionals of Chang [3]. For the convenience of the reader in the next section
we brieﬂy present the basic notions and facts from the theory, which will be used in
the study of problem (1.1). Moreover, we present the main properties of the general
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2. MATHEMATICAL PRELIMINARIES
Let X be a Banach space and X its topological dual. By kk we will denote the norm
in X and by h;i the duality brackets for the pair (X;X). A function f : X ! R
is said to be locally Lipschitz, if for every x 2 X there exists a neighbourhood U of
x and a constant K > 0 depending on U such that jf(y)   f(z)j  Kky   zk for
all y;z 2 U. From convex analysis it is well known that a proper, convex and lower
semicontinuous function g : X ! R = R[f+1g is locally Lipschitz in the interior of
its domain domg = fx 2 X : g(x) < 1g.
For a locally Lipschitz function f : X ! R we deﬁne the generalized directional
derivative of f at x 2 X in the direction h 2 X by
f0(x;h) = limsup
x0!0;!0
f(x + x0 + h)   f(x + x0)

:
The function h 7 ! f0(x;h) 2 R is sublinear, continuous so it is the support function
of a nonempty, convex and w-compact set
@f(x) = fx 2 X : hx;hi  f0(x;h) for all h 2 Xg:
The set @f(x) is known as the subdiﬀerential of f at x. If f;g : X ! R are two locally
Lipschitz functions, then @(f + g)(x)  @f(x) + @g(x) and @(tf)(x) = t@f(x) for all
t 2 R.
A point x 2 X is said to be a critical point of the locally Lipschitz function
f : X ! R, if 0 2 @f(x). If x 2 X is local minimizer or local maximizer of f, then x
is a critical point.
We say that f satisﬁes the “nonsmooth Palais-Smale condition” (nonsmooth
PS-condition for short), if any sequence fxngn1  X such that ff(xn)gn1 is
bounded and m(xn) = minfkxk : x 2 @f(xn)g ! 0 as n ! 1, has a strongly
convergent subsequence.
The ﬁrst theorem is due to Chang [3] and extends to a nonsmooth setting the well
known “mountain pass theorem” due to Ambrosetti-Rabinowitz [1].
Theorem 2.1. If X is a reﬂexive Banach space, R : X ! R is a locally Lipschitz
functional satisfying the PS-condition and for some  > 0 and y 2 X such that
kyk > , we have
maxfR(0);R(y)g < inf
kxk=
fR(x)g =: ;
then R has a nontrivial critical point x 2 X such that the critical value c = R(x)  
is characterized by the following minimax expression
c = inf
2 
max
01
fR(())g;
where   = f 2 C([0;1];X) : (0) = 0;(1) = yg.
In order to discuss problem (1.1), we need to state some properties of the spaces
Lp(x)(
) and W1;p(x)(
), which we call generalized Lebesgue-Sobolev spaces (see
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Let
E(
) = fu : 
  ! R : u is measurableg:
Two functions in E(
) are considered to be one element of E(
), when they are equal
almost everywhere. Deﬁne
Lp(x)(
) =
n
u 2 E(
) :
Z


ju(x)jp(x)dx < 1
o
;
with the norm
kukp(x) = kukLp(x)(
) = inf
n
 > 0 :
Z



 
u(x)


 
p(x)
dx  1
o
:
Then (Lp(x)(
);k  kp(x)) is a Banach space.
The generalized Lebesgue-Sobolev space W1;p(x)(
) is deﬁned as
W1;p(x)(
) = fu 2 Lp(x)(
) : jruj 2 Lp(x)(
)g
with the norm
kuk = kukW 1;p(x)(
) = kukp(x) + krukp(x):
By W
1;p(x)
0 (
) we denote the closure of C1
0 (
) in W1;p(x)(
).
Lemma 2.2 (Fan-Zhao [11]). If 
  RN is an open domain, then:
(a) the spaces Lp(x)(
), W1;p(x)(
) and W
1;p(x)
0 (
) are separable and reﬂexive Ba-
nach spaces;
(b) the space Lp(x)(
) is uniformly convex;
(c) if 1  q(x) 2 C(
) and q(x)  p(x) (respectively q(x) < p(x)) for any x 2 
,
where
p(x) =
(
Np(x)
N p(x); p(x) < N;
1; p(x)  N;
then W1;p(x)(
) is embedded continuously (respectively compactly) in Lq(x)(
);
(d) Poincaré inequality holds in W
1;p(x)
0 (
), i.e., there exists a positive constant c
such that
kukp(x)  ckrukp(x) for all u 2 W
1;p(x)
0 (
);
(e) (Lp(x)(
)) = Lp
0(x)(
), where 1
p(x) + 1
p0(x) = 1 and for all u 2 Lp(x)(
) and
v 2 Lp
0(x)(
), we have
Z


juvjdx 
 1
p  +
1
p0 

kukp(x)kvkp0(x):
Lemma 2.3 (Fan-Zhao [11]). Let '(u) =
R


ju(x)jp(x)dx for u 2 Lp(x)(
) and let
fungn1  Lp(x)(
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(a) for u 6= 0, we have
kukp(x) = a () '
u
a

= 1;
(b) we have
kukp(x) < 1 () '(u) < 1;
kukp(x) = 1 () '(u) = 1;
kukp(x) > 1 () '(u) > 1;
(c) if kukp(x) > 1, then
kuk
p
 
p(x)  '(u)  kuk
p
+
p(x);
(d) if kukp(x) < 1, then
kuk
p
+
p(x)  '(u)  kuk
p
 
p(x);
(e) we have
lim
n!1kunkp(x) = 0 () lim
n!1'(un) = 0;
(f) we have
lim
n!1
kunkp(x) = 1 () lim
n!1
'(un) = 1:
Similarly to Lemma 2.3, we have the following result.
Lemma 2.4 (Fan-Zhao [11]). Let (u) =
R


(jru(x)jp(x) + ju(x)jp(x))dx for u 2
W1;p(x)(
) and let fungn1  W1;p(x)(
). Then:
(a) for u 6= 0, we have
kuk = a () 
u
a

= 1;
(b) we have
kuk < 1 () (u) < 1;
kuk = 1 () (u) = 1;
kuk > 1 () (u) > 1;
(c) if kuk > 1, then
kukp
 
 (u)  kukp
+
;
(d) if kuk < 1, then
kukp
+
 (u)  kukp
 
;
(e) we have
lim
n!1
kunk = 0 () lim
n!1
(un) = 0;
(f) we have
lim
n!1
kunk = 1 () lim
n!1
(un) = 1:444 Sylwia Barnaś
In what follows, we make use of the following simple fact.
Lemma 2.5. Let u 2 Lp(x)(
). Then:
(a) jujp(x) 1 2 Lp
0(x)(
);
(b)
 jujp(x) 1 
p0(x)  1 + kuk
p
+
p(x).
Proof. Part (a) is obvious. To prove part (b), note that if kjujp(x) 1kp0(x)  1, then
the inequality in (b) is evident. So, we can assume that kjujp(x) 1kp0(x) > 1.
If kukp(x) > 1, then from the fact that p0(x) =
p(x)
p(x) 1 and Lemma 2.3(c), we have

jujp(x) 1
p
0 
p0(x) 
Z


ju(x)j(p(x) 1)p
0(x)dx =
Z


ju(x)jp(x)dx  kuk
p
+
p(x):
Thus, we see that kjujp(x) 1kp0(x)  kuk
p+
p0 
p(x)  1 + kuk
p
+
p(x).
On the other hand, if kukp(x) < 1, then in a similar way, we obtain
kjujp(x) 1kp0(x)  kuk
p 
p0 
p(x)  1:
Consider the following function
J(u) =
Z


1
p(x)
jrujp(x)dx for all u 2 W
1;p(x)
0 (
):
We know that J 2 C1(W
1;p(x)
0 (
)) and operator  div(jrujp(x) 2ru) is the derivative
operator of J in the weak sense (see Chang [2]). We denote
A = J0 : W
1;p(x)
0 (
) ! (W
1;p(x)
0 (
)):
Then
hAu;vi =
Z


jru(x)jp(x) 2(ru(x);rv(x))dx for all u;v 2 W
1;p(x)
0 (
): (2.1)
Lemma 2.6 (Fan-Zhang [8]). If A is the operator deﬁned above, then A is a conti-
nuous, bounded, strictly monotone and maximal monotone operator of type (S+), i.e.,
if un ! u weakly in W
1;p(x)
0 (
) and
limsup
n!1
hAun;un   ui  0;
then un ! u in W
1;p(x)
0 (
).
In what follows, for every r 2 R, we introduce: r+ = maxfr;0g and r  =
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3. EXISTENCE OF SOLUTIONS
We start by introducing our hypotheses on the function j(x;t).
H(j) j : 
  R ! R is a function such that j(x;0) = 0 for almost all x 2 
 and:
(i) for all t 2 R, the function 
 3 x ! j(x;t) 2 R is measurable;
(ii) for almost all x 2 
, the function R 3 t ! j(x;t) 2 R is locally Lipschitz;
(iii) for almost all x 2 
 and all v 2 @j(x;t), we have jvj  a(x) with a(x) 2
L1
+ (
) = ff 2 L1(
) : essinf
x2

f(x) > 0g;
(iv) there exists  >
p
++
p  such that
limsup
jtj!0
p(x)j(x;t)
jtjp(x) <  ; uniformly for almost all x 2 
;
(v) there exists u 2 W
1;p(x)
0 (
) n f0g such that
ckukp
+

Z


j(x;u(x))dx; if kuk  1;
or
ckukp
 

Z


j(x;u(x))dx; if kuk < 1;
where c := maxf 1
p ;
 
p  g.
Remark 3.1. Hypothesis H(j) (v) can be replaced by a less restrictive but “more
complicated” one, namely
(v’) there exists u 2 W
1;p(x)
0 (
) n f0g such that
1
p 
Z


jru(x)jp(x)dx +
 
p 
Z


ju(x)jp(x)dx 
Z


j(x;u(x))dx:
We introduce two functionals K;L : W
1;p(x)
0 (
) ! R deﬁned by
K(u) =
Z


1
p(x)
jru(x)jp(x)dx for all u 2 W
1;p(x)
0 (
)
and
L(u) =
Z



p(x)
ju(x)jp(x)dx +
Z


j(x;u(x))dx for all u 2 W
1;p(x)
0 (
):
Functionals K;L are locally Lipschitz. Let us set R = K L. Then R : W
1;p(x)
0 (
) ! R
is also locally Lipschitz.446 Sylwia Barnaś
Lemma 3.2. If hypotheses H(j) hold and  2 ( 1;
p
 
p+) (see (1.2) and (1.4)),
then R satisﬁes the PS-condition.
Proof. Let fungn1  W
1;p(x)
0 (
) be a sequence such that fR(un)gn1 is bounded
and m(un) ! 0 as n ! 1: We will show that the sequence fungn1  W
1;p(x)
0 (
) is
bounded.
Suppose that this is not true. Then, passing to a subsequence if necessary, we can
assume that kunk ! 1 as n ! 1.
Let yn = un
kunk for all n  1: Then by passing to a further subsequence if necessary,
we may also assume that (see Lemma 2.2(c))
yn ! y in Lp(x)(
);
yn(x) ! y(x) for a.a. x 2 
;
yn ! y weakly in W
1;p(x)
0 (
);
(3.1)
as n ! 1: At the beginning, we try establish the asymptotic behaviour of the integral R


j(x;un(x))
kunk dx, where  > 1.
By virtue of the Lebourg mean value theorem (see Clarke [4]), we know that
for almost all x 2 
 and for all n  1, we can ﬁnd vn(x) 2 @j(x;knun(x)) with
0 < kn < 1, such that
jj(x;un(x))   j(x;0)j = jhvn(x);un(x)ij: (3.2)
So, from hypothesis H(j)(iii), for almost all x 2 
, we have
jj(x;un(x))j  jj(x;0)j + a(x)jun(x)j  a1 + a2jun(x)j; (3.3)
for some a1;a2 > 0: So for any  > 1, we can write that



Z


j(x;un(x))
kunk dx

  
Z


jj(x;un(x))j
kunk dx 
Z


a1 + a2jun(x)j
kunk dx 
a3
kunk +
a4
kunk 1
for some a3;a4 > 0. So
j(x;un(x))
kunk dx ! 0 as n ! 1: (3.4)
Because kunk ! 1 and jR(un)j  M for all n  1, without any loss of generality,
we can assume that kunk  1: We have
Z


1
p(x)
jrun(x)jp(x)dx  
Z



p(x)
jun(x)jp(x)dx  
Z


j(x;un(x))dx  M: (3.5)Existence result for hemivariational inequality involving p(x)-Laplacian 447
Let us consider two cases.
Case 1. Let us assume that  = + > 0.
So, in particular
Z


1
p+jrun(x)jp(x)dx  
Z


+
p  jun(x)jp(x)dx  
Z


j(x;un(x))dx  M: (3.6)
From the deﬁnition of  (see (1.4)), we have

Z


jun(x)jp(x)dx 
Z


jrun(x)jp(x)dx for all n  1: (3.7)
Using (3.7) in (3.6), we get
 1
p+  
+
p 
Z


jrun(x)jp(x)dx  
Z


j(x;un(x))dx  M: (3.8)
Let us consider two subcases.
Subcase 1.1. We can choose a subsequence fungn1  Lp(x)(
) such that
krunkp(x)  1 for all n  1:
Then using Lemma 2.3(d) in (3.8), we have
 1
p+  
+
p 

krunk
p
+
p(x)  
Z


j(x;un(x))dx  M:
Dividing the last inequality by kunkp
+
, we obtain
 1
p+  
+
p 

krynk
p
+
p(x)  
Z


j(x;un(x))
kunkp+ dx 
M
kunkp+ : (3.9)
We know that 1
p+  
+
p  > 0. From this fact and (3.4), if we pass to the limit as
n ! 1 in (3.9), we obtain
ryn ! 0 in Lp(x)(
;RN):
Subcase 1.2. If Subcase 1.1. does not hold, then we can choose a subsequence
fungn1  Lp(x)(
) such that
krunkp(x) > 1 for all n  1:
Then using Lemma 2:3(c) in (3.8), we have
 1
p+  
+
p 

krunk
p
 
p(x)  
Z


j(x;un(x))dx  M:448 Sylwia Barnaś
Dividing the last inequality by kunkp
 
, we obtain
 1
p+  
+
p 

krynk
p
 
p(x)  
Z


j(x;un(x))
kunkp  dx 
M
kunkp  : (3.10)
So again, if we pass to the limit as n ! 1 in (3.10) and use (3.4), we get that
ryn ! 0 in Lp(x)(
;RN):
Thus in both subcases, we obtained that
ryn ! 0 in Lp(x)(
;RN): (3.11)
Case 2. Now, we assume that   0.
From (3.5), we have
Z


1
p+jrun(x)jp(x)dx  
Z


j(x;un(x))dx  M: (3.12)
Again, let us consider two subcases.
Subcase 2.1. We can choose a subsequence fungn1Lp(x)(
) such that krunkp(x)1
for all n  1.
Then using Lemma 2:3(d) in (3.12), we have
1
p+krunk
p
+
p(x)  
Z


j(x;un(x))dx  M:
Dividing the last inequality by kunkp
+
, we obtain
1
p+krynk
p
+
p(x)  
Z


j(x;un(x))
kunkp+ dx 
M
kunkp+ : (3.13)
We know that 1
p+ > 0. From this fact and (3.4), if we pass to the limit as n ! 1 in
(3.13), we obtain
ryn ! 0 in Lp(x)(
;RN):
Subcase 2.2. If Subcase 2.1 does not hold, so we can choose a subsequence fungn1 
Lp(x)(
) such that krunkp(x) > 1 for all n  1.
Then using Lemma 2:3(c) in (3.12), we have
1
p+krunk
p
 
p(x)  
Z


j(x;un(x))dx  M:
In a similar way like in Subcase 2.1, we obtain
ryn ! 0 in Lp(x)(
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Thus in both subcases, we obtained that
ryn ! 0 in Lp(x)(
;RN): (3.14)
Using again (3.7) in (3.6) in another way, we get

p+  
+
p 
Z


jun(x)jp(x)dx  
Z


j(x;un(x))dx  M: (3.15)
In a similar way, considering two cases (depending on whether we choose a sub-
sequence fungn1  Lp(x)(
) for which kunkp(x) > 1 or kunkp(x) < 1 for all n  1)
and using Lemma 2.3(c), (d) and the fact that 
p+  
+
p  > 0, we conclude that
yn ! 0 in Lp(x)(
): (3.16)
From (3.11), (3.14) and (3.16), we get
yn ! 0 in W
1;p(x)
0 (
): (3.17)
But on the other hand, from the deﬁnition of yn, we know that kynk = 1 for all
n  1, a contradiction. Thus the sequence fungn1  W
1;p(x)
0 (
) is bounded.
Hence, by passing to a subsequence if necessary, we may assume that (see Lemma
2.2(c))
un ! u weakly in W
1;p(x)
0 (
);
un ! u in Lr(x)(
);
(3.18)
for any r 2 C(
), with r+ = max
x2

r(x) < ^ p :=
Np
 
N p :
Since @R(un)  (W
1;p(x)
0 (
)) is weakly compact, nonempty and the norm func-
tional is weakly lower semicontinuous in a Banach space, then we can ﬁnd u
n 2 @R(un)
such that ku
nk = m(un), for n  1.
Consider the operator A : W
1;p(x)
0 (
) ! (W
1;p(x)
0 (
)), deﬁned by (2.1). In partic-
ular, we know that A is maximal monotone (see Lemma 2.6). Then, for every n  1,
we have
u
n = Aun   junjp(x) 2un   v
n; (3.19)
where v
n 2 @ (un)  Lp
0(x)(
), for n  1, with 1
p(x) + 1
p0(x) = 1 and   : W
1;p(x)
0 (
) !
R is deﬁned by
 (un) =
Z


j(x;un(x))dx:
We know that if v
n 2 @ (un), then v
n(x) 2 @j(x;un(x)) (see Clarke [4]).
From the choice of the sequence fungn1  W
1;p(x)
0 (
), at least for a subsequence,
we have
jhu
n;wij  "nkwk for all w 2 W
1;p(x)
0 (
); (3.20)
with "n & 0.450 Sylwia Barnaś
Putting w = un   u in (3.20) and using (3.19), we obtain
hAun;un   ui   
Z


jun(x)jp(x) 2un(x)(un   u)(x)dx 
 
Z


v
n(x)(un   u)(x)dx  "nkun   uk:
(3.21)
Using Lemma 2.2(e), we see that

Z


jun(x)jp(x) 2un(x)(un   u)(x)dx  
 1
p  +
1
p0 

kjunjp(x) 1kp0(x)kun   ukp(x);
where 1
p(x) + 1
p0(x) = 1.
We know that fungn1  Lp(x)(
) is bounded, so using (3.18) and Lemma 2.5,
we can conclude that

Z


jun(x)jp(x) 2un(x)(un   u)(x)dx ! 0 as n ! 1
and Z


v
n(x)(un   u)(x)dx ! 0 as n ! 1:
So from (3.21), if we pass to the limit as n ! 1, we have
limsup
n!1
hAun;un   ui  0: (3.22)
Thus from Lemma 2.6, we have that un ! u in W
1;p(x)
0 (
) as n ! 1. So, we have
proved that R satisﬁes the PS-condition.
Lemma 3.3. If hypotheses H(j) holds and  <
p
 
p+, then there exists 1;2 > 0
such that for all u 2 W
1;p(x)
0 (
) with kuk < 1, we have
R(u)  1kukp
+
  2kuk;
with p+ <   ^ p :=
Np
 
N p .
Proof. Let " > 0 be such that
p
++
p  + " < . From hypothesis H(j)(iv), we can ﬁnd
 > 0, such that for almost all x 2 
 and all t such that jtj  , we have
j(x;t) 
1
p(x)
(  + ")jtjp(x):
On the other hand, from the proof of Lemma 3.2 (see (3.3)), we know that for almost
all x 2 
 and all t such that jtj > , we have
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for some a1;a2 > 0. Thus for almost all x 2 
 and all t 2 R we have
j(x;t) 
1
p(x)
(  + ")jtjp(x) + jtj;
with some  > 0 and p+ <  < ^ p. Using this, we obtain that
R(u) =
Z


1
p(x)
jru(x)jp(x)dx  
Z



p(x)
ju(x)jp(x)dx  
Z


j(x;u(x))dx 

Z


1
p+jru(x)jp(x)dx  
Z


+
p  ju(x)jp(x)dx+
+
1
p+
Z


(   ")ju(x)jp(x)dx   
Z


ju(x)jdx =
=
1
p+
Z


jru(x)jp(x)dx +
   "
p+  
+
p 
Z


ju(x)jp(x)dx   kuk
:
From the choice of ", we have
   "
p+  
+
p  > 0;
so
R(u)  1
hZ


jru(x)jp(x)dx +
Z


ju(x)jp(x)dx
i
  kuk
;
where 1 := minf 1
p+;
 "
p+  
+
p g:
As   p(x) =
Np(x)
N p(x), then W
1;p(x)
0 (
) is embedded continuously in L(
) (see
Lemma 2.2(c)). So, there exists c > 0 such that
kuk  ckuk for all u 2 W
1;p(x)
0 (
): (3.23)
Using (3.23) and Lemma 2.4(d), for all u 2 W
1;p(x)
0 (
) with kuk < 1, we have
R(u)  1kukp
+
  2kuk;
where 2 = c.
Using Lemmas 3.2 and 3.3, we can prove the following existence theorem for
problem (1.1).
Theorem 3.4. If hypotheses H(j) holds and  <
p
 
p+, then problem (1.1) has
a nontrivial solution.452 Sylwia Barnaś
Proof. From Lemma 3.3 we know that there exist 1;2 > 0, such that for all u 2
W
1;p(x)
0 (
) with kuk < 1, we have
R(u)  1kukp
+
  2kuk = 1kukp
+
1  
2
1
kuk p
+
:
Since p+ < , if we choose  > 0 small enough, we will have that R(u)  L > 0, for
all u 2 W
1;p(x)
0 (
), with kuk =  and some L > 0.
Now, let u 2 W
1;p(x)
0 (
) and c > 0 be as in hypothesis H(j)(v). We have
R(u) =
Z


1
p(x)
jru(x)jp(x)dx  
Z



p(x)
ju(x)jp(x)dx  
Z


j(x;u(x))dx 

1
p 
Z


jru(x)jp(x)dx +
 
p 
Z


ju(x)jp(x)dx  
Z


j(x;u(x))dx 
 c
Z


(jru(x)jp(x) + ju(x)jp(x))dx  
Z


j(x;u(x))dx;
where c = maxf 1
p ;
 
p  g:
Using Lemma 2.4(c) or (d) and hyphothesis H(j)(v), we get R(u)  0. This
permits the use of Theorem 2.1, which gives us u 2 W
1;p(x)
0 (
) such that R(u) > 0 
R(0) and 0 2 @R(u). From the last inclusion we obtain
0 = Au   jujp(x) 2u   v;
where v 2 @ (u): Hence
Au = jujp(x) 2u + v;
so for all v 2 C1
0 (
), we have hAu;vi = hjujp(x) 2u;vi + hv;vi and thus
Z


jru(x)jp(x) 2(ru(x);rv(x))RNdx =
Z


ju(x)jp(x) 2u(x)v(x)dx +
Z


v(x)v(x)dx
for all v 2 C1
0 (
).
From the deﬁnition of the distributional derivative we have
(
 div
 
jru(x)jp(x) 2ru(x)

= ju(x)jp(x) 2u(x) + v(x) a.e. in 
;
u = 0 on @
;
(3.24)
so (
 p(x)u   ju(x)jp(x) 2u(x) 2 @j(x;u(x)) a.e. in 
;
u = 0 on @
:
(3.25)
Therefore, u 2 W
1;p(x)
0 (
) is a nontrivial solution of (1.1).
Acknowledgments
I would like to thank Professor Leszek Gasiński for suggesting me the problem and for
valuable discussions.Existence result for hemivariational inequality involving p(x)-Laplacian 453
REFERENCES
[1] A. Ambrosetti, P.H. Rabinowitz, Dual variational methods in critical point theory and
applications, J. Funct. Anal. 14 (1973), 349–381.
[2] K.C. Chang, Critical Point Theory and Applications, Shanghai Scientiﬁc and Techno-
logy Press, Shanghai, 1996.
[3] K.C. Chang, Variational methods for nondiﬀerentiable functionals and their applications
to partial diﬀerential equations, J. Math. Anal. Appl. 80 (1981), 102–129.
[4] F.H. Clarke, Optimization and Nonsmooth Analysis, Wiley, New York, 1993.
[5] G. Dai, Inﬁnitely many solutions for a hemivariational inequality involving the
p(x)-Laplacian, Nonlinear Anal. 71 (2009), 186–195.
[6] X. Fan, Eigenvalues of the p(x)-Laplacian Neumann problems, Nonlinear Anal. 67
(2007), 2982–2992.
[7] X. Fan, Solutions for p(x)-Laplacian Dirichlet problems with singular coeﬃcients,
J. Math. Anal. Appl. 312 (2005), 464–477.
[8] X.L. Fan, Q.H. Zhang, Existence of solutions for p(x)-Laplacian Dirichlet problem,
Nonlinear Anal. 52 (2003), 1843–1853.
[9] X.L. Fan, Q.H. Zhang, D. Zhao Eigenvalues of p(x)-Laplacian Dirichlet problem, Non-
linear Anal. 52 (2003), 1843–1853.
[10] X. Fan, Q. Zhang, D. Zhao, Eigenvalues of p(x)-Laplacian Dirichlet problem, J. Math.
Anal. Appl. 302 (2005), 306–317.
[11] X.L. Fan, D. Zhao, On the generalized Orlicz - Sobolev space W
k;p(x)(
), J. Gansu
Educ. College 12 (1998) 1, 1–6.
[12] X. Fan, D. Zhao, On the spaces L
p(x)(
) and W
m;p(x)(
), J. Math. Anal. Appl. 263
(2001), 424–446.
[13] L. Gasiński, N.S. Papageorgiou, Nonlinear hemivariational inequalities at resonance,
Bull. Austr. Math. Soc. 60 (1999) 3, 353–364.
[14] L. Gasiński, N.S. Papageorgiou, Solutions and Multiple Solutions for Quasilinear Hemi-
variational Inequalities at Resonance, Proc. Roy. Soc. Edinb. 131A (2001) 5, 1091–1111.
[15] L. Gasiński, N.S. Papageorgiou, An existence theorem for nonlinear hemivariational
inequalities at resonance, Bull. Austr. Math. Soc. 63 (2001) 1, 1–14.
[16] L. Gasiński, N.S. Papageorgiou, Nonlinear Analysis, Chapman and Hall/ CRC Press,
Boca Raton, FL, 2006.
[17] B. Ge, X. Xue, Multiple solutions for inequality Dirichlet problems by the
p(x)-Laplacian, Nonlinear Anal. Real World Appl. 11 (2010), 3198–3210.
[18] B. Ge, X. Xue, Q. Zhou, The existence of radial solutions for diﬀerential inclusion
problems in R
N involving the p(x)-Laplacian, Nonlinear Anal. 73 (2010), 622–633.
[19] S. Hu, N.S. Papageorgiou, Handbook of Multivalued Analysis. Volume I: Theory, Kluver,
Dordrecht, The Netherlands, 1997.454 Sylwia Barnaś
[20] N. Kourogenic, N.S. Papageorgiou, Nonsmooth critical point theory and nonlinear
elliptic equations at resonance, J. Aust. Math. Soc. 69 (2000), 245–271.
[21] Z. Naniewicz, P.D. Panagiotopoulos, Mathematical Theory of Hemivariational Inequa-
lities and Applications, Marcel-Dekker, New York, 1995.
[22] Ch. Qian, Z. Shen, Existence and multiplicity of solutions for p(x)-Laplacian equation
with nonsmooth potential, Nonlinear Anal. Real World Appl. 11 (2010), 106–116.
[23] Ch. Qian, Z. Shen, M. Yang, Existence of solutions for p(x)-Laplacian nonhomogeneous
Neumann problems with indeﬁnite weight, Nonlinear Anal. 11 (2010), 446–458.
Sylwia Barnaś
Sylwia.Barnas@im.uj.edu.pl
Cracow University of Technology
Institute of Mathematics
ul. Warszawska 24
31-155 Kraków, Poland
Jagiellonian University
Faculty of Mathematics and Computer Science
Institute of Mathematics
ul. Łojasiewicza 6
30-348 Kraków, Poland
Received: November 5, 2011.
Revised: January 2, 2012.
Accepted: January 11, 2012.