Abstract. We show that a wave map with initial data close to that of a geodesic wave map in the sense of H s , with s > n 2 in spatial dimensions n ≥ 3 can be continued globally in time, and stays close to the geodesic wave map in the critical Besov norm, and in the range of Sobolev spaceṡ H s , with n 2 ≤ s ≤ s.
Introduction
In this article we consider wave maps from the Minkowski space R 1+n into a smooth Riemannian manifold (M, h), with initial data close to those of geodesic wave maps in a suitable norm. We prove global regularity of such maps in dimensions n ≥ 3, and show that they remain close to the geodesic wave maps for all time, thus establishing a stability result for geodesic wave maps.
A map φ : R → M between two Riemannian manifolds (R r , g) and (M m , h) is called a harmonic map if it is the critical point of the Lagrangian
with respect to compactly supported variations. Here g αβ are the components of the metric g in local coordinates x = (x α ) 1≤α≤r on R, and ∂ α = ∂ x α . Einstein's summation convention for the repeated indices will be enforced throughout the article. Assume M ⊂ R d isometrically for some d (by Nash's embedding theorem), then φ : R → R d with φ(R) ⊂ M , and the Euler-Lagrange equations for the above variational problem take the elegant form and respectively D α (φ * V ) = φ * (∇ ∂αφ V ). With this notation the EulerLagrange equations of the variational problem take the form
On the other hand, utilizing the local coordinates on the target manifold M , the equations can be written as
where Γ's are the Christoffel symbols on M associated with the chosen local coordinates. This equation (system) is semilinear elliptic and is well understood from the analytic point of view, see e.g. [28] and the references therein.
If instead of a Riemannian manifold R one takes the Minkowski space R = R×R n , with the Lorentz metric (g αβ ) = diag(−1, 1, ..., 1) as the domain, then the critical points of the Lagrangian (1) under compactly supported variations are called Minkowski harmonic maps, or wave maps. In this case the Euler-Lagrange equations take the form
where the Lorentz metric g αβ is used to raise and lower the indices: D α = g αβ D β . In local coordinates on the target manifold M , the equations can then be written as
where is the d'Alambertian:
We thus have a system of coupled hyperbolic semilinear equations. This system for the map φ : R 1+n → M generalizes both the harmonic map system (2) for maps from R 0+n → M , and the geodesic flow equation
jk (γ)γ jγk = 0 for a geodesic curve γ : R 1+0 → M , where in the last equation we committed an abuse of notation to identify the geodesic with its components in local coordinates γ = {γ j } m 1 . The last fact also accounts for a special class of solutions to the wave maps system, called geodesic wave maps. These are maps formed by a composition of a geodesic map γ : R → M with a solution to the free wave equation u = 0, where u is a scalar function from R 1+n → R. Indeed, for the map
we have ∂ α φ = ∂ α uγ(u), and D α ∂ α φ = ∇ ∂αuγ(u) ∂ α uγ(u) = uγ(u) + (∂ α u) 2 ∇γ (u)γ (u) = 0.
As before, one can use the embedding M ⊂ R d for some d, to write the wave map system in the extrinsic form (5) φ ⊥ T φ M,
where A(φ) is the second fundamental form of M ⊂ R d . The natural question to consider for this system is the Cauchy initial value problem (7) D α ∂ α φ = 0 (φ(0, x), ∂ t φ(0, x)) = (φ 0 , φ 1 ) : R n → T M.
In this paper we will be primarily concerned with solutions to the Cauchy problem (7) , when the initial data is close to those of the geodesic wave map φ = γ(u). The main questions that we pose in this article are the following: If ψ[0] = (ψ 0 , ψ 1 ) ∈ T M is close to the initial data of the geodesic wave map φ[0] = (φ 0 , φ 1 ) ∈ T M in a suitable norm, then does it follow that i) there exists a wave map ψ(t) continuing the initial data ψ[0] for all time? ii) provided ψ(t) exists, it remains close to the geodesic wave map φ(t)
for all time? It turns out that, with an appropriate choice of norms in which closeness of the two initial data is measured, the answers to both of these questions are affirmative, as stated in the following: Notice that we use different norms to measure the closeness of the initial data, and the closeness at later times. Of course, there is no hope of obtaining global closeness in the sense of the inhomogeneous Sobolev norm H s , since even the solution to the free wave equation has a polynomially growing L 2 norm. Thus, an interesting question would then be whether it suffices to require only closeness in the critical Besov norm for the initial data, relaxing the hypotheses of the theorem. In this case one would have Lyapunov-type stability for the geodesic wave maps in the Besov norm. This question, however, requires a somewhat different approach to the proof of the theorem, and we leave it to a subsequent article.
Another remark worth making at this point is that our result is a form of a large-data result, in which we establish regularity for wave maps that do not generally have small initial data, although some notion of smallness, namely closeness of the initial data to those of a geodesic wave map, is present in our hypothesis.
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1.1. Known results. In order for the reader to better understand where our result lies within the theory of wave maps, we list some of the known results. We begin this by defining the notion of well-posedness in the Sobolev spaces H s . Definition 1.2. We say that the Cauchy problem (7) is locally well-posed (7) in the sense of distributions. Moreover, we require that the solution map sending the initial data (φ 0 , φ 1 ) to the solution φ(·) to be continuous from
, and to preserve the higher regularity of the data. We say that (7) is globally well-posed (GWP) in H s , if the time of the existence in LWP can be made arbitrarily large.
Notice that the wave maps system (3) is invariant with respect to the scaling
and has a conserved energy
The Cauchy problem is called H s -critical, if the homogeneous Sobolev normḢ s of the initial data is invariant under the scaling (8) . For the wave map problem (7) the critical exponent is s c = n 2 , and as a general principle, one usually expects LWP for subcritical exponents s > s c , and GWP for the critical exponent s c , provided the initial data is small in the critical Sobolev spaceḢ sc . For exponents s < s c , on the other hand, some form of ill-posedness is expected. Notice that in dimension n = 2, the conserved energy (9) for the wave maps problem is invariant under the scaling, in which case the problem is called energy-critical. In this case it is expected that the conservation of energy should allow global regularity of finite energy solutions for target manifolds with negative curvature (the analog of the defocusing case for nonlinear wave and nonlinear Shrödinger equations)
In the high regularity setting s > n 2 , when considering only local in time behavior of solutions, one can work with the formulation (3) in local coordinates, and ignore the global geometry of the target manifold. This is achieved by using finite speed of propagation methods to localize in space as well (or, alternatively, impose a decay condition at spatial infinity), to guarantee that the solution stays in a single coordinate patch. The Sobolev spaces H s x (R n → M ) are then defined via the norms of the components in the local coordinates, which, thanks to the smoothness of the target manifold, are independent of the choice of coordinates. One can also work with the extrinsic formulation (6) , which has the same schematic form as (3). is sharp for general nonlinearities that are quadratic in the derivative by a counterexample of Lindblad [24] .
Alternatively, using the geometric condition (5), one can establish the LWP for initial data in H 2 (R n ) × H 1 (R n ) for dimensions n = 2, 3; cf. [37] , [30] .
The special structure of the nonlinearity in (3) allows one to go beyond the sharp bound s > n 2 + 1 2 for general quadratic derivative nonlinearities. The wave maps nonlinearity has the schematic form
where
is one of the standard null forms introduced by Klainerman in [12] (see also [13] , [3] ). This null-form damps the interactions, when the frequencies of the entries are closely aligned (parallel interactions), but preserves the cases when the frequencies point in different directions (transverse interactions). This fact allowed Klainerman-Machedon [14] to establish the LWP for s = [15] (n ≥ 3), and Klainerman-Selberg [17] (n = 2) were able to push the LWP to exponents s > n 2 , thus achieving almost critical LWP results. This was done by exploiting the smoothing in the b index in the energy estimates for X s,b -type spaces (see [18] for a unified approach to all dimensions n ≥ 2). We state their results precisely, since we will rely on them in our arguments. Consider the Cauchy problem
where the functions Γ : R m → R are smooth, and the initial data (W 0 , W 1 ) is taken in H s × H s−1 , for some exponent s. The local well-posedness result is the following. 
in the sense of distributions, and the initial conditions (13) are satisfied. Moreover, T 0 depends only on the size of the initial data (W 0 , W 1 ) H s ×H s−1 , and the solution map sending the initial data to the solution is continuous.
The existence of a solution to (12) locally in time is established through Picard iteration (fixed point) in time-localized Wave-Sobolev spaces. We will define these spaces and discuss their properties in the next chapter.
The first breakthrough global result is due to Tataru [49] (for dimensions n ≥ 4), [50] (n = 2, 3), who uses the critical Besov spaceḂ controls the L ∞ norm in dimension n, whileḢ n 2 barely fails to do so. This allows one to work with formulation (3) even for large times, provided the initial data is small in the Besov norm, as well as prevents logarithmic pile-up of frequencies. Tataru's results established GWP for small data in the critical Besov space via a fixed point argument in a solution space, the elements of which are made of dyadic blocks from a Besov analog ofẊ s,b spaces and the energy space L ∞ tḢ n 2
x , which are then summed in an l 1 fashion. In dimensions n = 2, 3 these dyadic blocks need to be supplemented with the so-called null-frame spaces, Lebesgue spaces in null frame coordinates. We will use these spaces in our arguments, and will define them properly in later sections. In this result Tataru ignores the trilinear nature of the nonlinearity (10), a luxury which is unavailable when one usesḢ n 2 . Indeed, the example of Nirenberg, the scalar equation φ = Q 0 (φ, φ), has a finite time blow-up from smooth initial data of arbitrarily smallḢ [14] ). Thus, any global result for the initial data in the critical Sobolev space should take into account the full structure of the nonlinearity. This was first done by Tao [41] (n ≥ 5), [42] (n ≥ 2), who showed the global existence and regularity of wave maps into the sphere S d−1 , provided the initial data was small in the critical Sobolev norm. Tao works with the extrinsic form (6) , which in the case of the sphere has the simple form
He uses Strichartz spaces in n ≥ 5, and a versions of Tataru's spaces in n ≥ 2, along with a bootstrapping method, and a continuity argument to extend the local smooth solution to any large time. To close the estimates in these spaces, a microlocal gauge renormalization was used to "gauge-away" the intractable interactions with derivative falling on the high-frequency factor. Tao's result in high dimensions was then generalized to arbitrary targets admitting bounded parallelizable structure by Klainerman-Rodnianski [16] , who, instead of working with the map itself, consider a divergence-curl system satisfied by the components of the derivatives of the map in a frame on the tangent bundle, and make use of the microlocal gauge. In general, it is possible to work with the derivative formulation
where one considers parallel evolution of the derivative components ψ α = ∂ α φ in an adapted frame e, along with the evolution of the frame itself, or more specifically the connection 1-form A of the pullback connection φ * ∇ in this frame, i.e. (φ * ∇) α e = A α e (see [9] for the origin of this approach in the context of harmonic maps). In such a formulation the problem has gauge invariance, and Shatah-Struwe [31] , as well as Nahmod-Stefanov-Uhlenbeck [26] employed the Coulomb gauge in this derivative formulation to establish the global existence and regularity of the wave maps into manifolds with bounded geometry in dimensions n ≥ 4 (the later result was proved for compact targets only, but this assumption may be relaxed, see [25] for relevant discussion). All the high-dimensional results (n ≥ 4) rely on endpoint Strichartz estimates of Keel-Tao [11] , and are not directly generalizable to the lower dimensions. Subsequently, Krieger [19] , [20] used the Coulomb gauge approach and the analytic framework of [42] to establish global regularity for wave maps into the hyperbolic plane H 2 in dimensions n = 2, 3. Recently, Tataru [51] used the microlocal gauge and the analytic framework of [42] to establish GWP in dimensions n ≥ 2 for wave maps into manifolds, which can be uniformly isometrically embedded into some R d . There are several large data ill-posedness results that establish finite time blow-up for smooth large initial data. For n = 3, and the target S 3 , Shatah [29] constructed smooth data that leads to finite time blow-up. CazenaveShatah-Tahvildar-Zadeh [2] establish a similar result for negatively curved targets in dimensions n ≥ 7. A simple rescaling of such solutions shows that initial data with arbitrary small H s ×H s−1 norm with s < n 2 may blow-up in arbitrary small time, which is a consequence of the equivalence of the large data global result to the small data local result for supercritical problems.
On the other hand, D'Ancona-Georgiev [6] showed that the solution map for (7) fails to be uniformly continuous in the neighborhood of zero iṅ H n 2 (R n ) ×Ḣ n 2 −1 (R n ), thus, methods based on fixed point arguments cannot be used to establish results for critical Sobolev spaces, since they would automatically imply analyticity of the solution map. Same authors [7] established a non-uniqueness result for wave maps from R 1+2 into S 2 with initial data in H 1− , or B 2,∞ 1 . Recently Rodnianski-Sterbenz [27] on one hand, and Krieger-Schlag-Tataru [23] on the other, established blow-up of large data equivariant wave maps from R 1+2 into S 2 .
There are several classes of nontrivial special solutions, for which the global existence and regularity is known. These include the stationary wave maps -the harmonic maps -that satisfy a system of elliptic equations, and are rather well understood analytically. The blow-up results [27] and [23] can be interpreted as instability results for the harmonic maps, since the blow-up is achieved by a time-dependent rescaling of the harmonic map.
Another example is the already mentioned geodesic wave map, the stability of which was first studied by Sideris [34] . He showed that in dimension n = 3, if one starts with an initial data close to that of the geodesic wave map in the sense of weighted Sobolev type norms E s , that have regularity s ≥ 10, then there exists a global solution continuing the initial data, and it remains close to the geodesic wave map in the same norms. To show this result, Sideris used the Fermi chart near the geodesic on the target manifold to rewrite the wave maps system in the geodesic normal coordinates. We use this same setup for our result, and will describe the normal coordinates in the next chapter. Analytically, this result relied on time-space Sobolev type estimates, and the so-called null form estimates for the weighted energy spaces E s , which were established earlier by Klainerman [13] . Using the fact that in the geodesic normal coordinates the Christoffel symbols Γ in (3) vanish along the geodesic, Sideris proved a Moser type estimate in the E s norms, which along with the Sobolev and null form estimates of Klainerman allowed him to obtain a priori global energy estimates in these norms for the perturbed wave map, thus establishing global existence of wave maps with initial data close to that of the geodesic wave map.
For wave maps with symmetry, global regularity was established by ShatahTahvildar-Zadeh [32] for equivariant (corotational) wave maps from R 1+2 into geodesically convex rotationally symmetric manifolds. This was subsequently generalized by Grillakis [8] and Shatah-Tahvildar-Zadeh [32] to more general targets, and finally by Struwe [40] to noncompact corotational targets. The global existence and stability under equivariant perturbations in the energy normḢ 1 of a special subclass of equivariant maps from R × S 2 into S 2 , those that are stationary in frames rotating with constant speed, was established by Shatah-Tahvildar-Zadeh [33] . In the case of spherical symmetry, Christodolou-Tahvildar-Zadeh established global regularity [4] and asymptotic behavior [5] of radial wave maps from R 1+2 into geodesically convex manifolds. The regularity result was later generalized by Struwe to include first the sphere S k [38] , and later any general manifolds [39] . In a recent result [21] , Krieger studies the stability of spherically symmetric wave maps from R 1+2 into the hyperbolic plane H 2 , the regularity and asymptotic behavior for which was established in [4] , [5] . Krieger's methods for the spherically symmetric wave maps can be directly applied to geodesic wave maps, and he obtains the following stability result: if one starts with an initial data close to that of the spherical (geodesic) wave map in a subcritical Sobolev space H 1+µ × H µ , then the local solution can be continued globally, and the derivative components of the solution in the Coulomb gauge will remain close to those of the spherical (geodesic) wave map in L 2 norm.
Precise statement of the result
We start by defining the coordinates on the target manifold M in which we will be working, and derive the wave maps system in these coordinates. Let M be a smooth Riemannian manifold of dimension m, and γ : R → M a geodesic into the manifold parametrized by arc length. We denote the geodesic wave map by φ(t, x) = γ(u(t, x)), where u : R 1+n → R is a free wave, i.e. u = 0. We will consider perturbations of this geodesic wave map in the Fermi chart in a neighborhood of γ in M . To define the chart, we first fix a frame σ(0) in the subspace of the tangent space T γ(0) M orthogonal to γ (0), the velocity vector of the geodesic γ. We then define σ(v 0 ) to be the parallel transport of this frame along γ, where v 0 varies in R, so that σ(v 0 ) is a frame in the subspace of T γ(v 0 ) M . For each v 0 , we then define the submanifold at γ(v 0 ) normal to γ, supplied with the geodesic normal coordinates 
In these coordinates the geodesic wave map φ = γ(u) will have the components φ ∼ (u, 0, 0, . . . , 0), so the difference of the components of the perturbed map ψ and the geodesic wave map in this coordinates will be given by 'ψ − φ' ∼ (v 0 − u, v 1 , . . . , v m−1 ). Setting w = v 0 − u, and rewriting the equations for the perturbed wave map ψ in the local coordinates, we arrive at the following system for (w,v) = (w, v 1 , . . . , v m−1 ):
where the coefficients Γ ∈ C ∞ (R m ), and satisfy Γ(u + w, 0) = 0.
Since the free wave u is given a priori by the geodesic wave map φ = γ(u), the problem of global existence of wave maps as perturbations of the geodesic wave map reduces to establishing the global existence of the solution (w,v) to the above system of equations with small initial data.
For simplicity of notation we denote V = (w,v) and consider the Cauchy problem
Here, as before 2 Γ ∈ C ∞ (R m ), satisfying Γ(0) = 0. It is clear, that our system (14) , along with the free wave equation u = 0, constitutes a particular example of (12) , in which we identify W = (V, u), and the coefficients Γ i j,k come from those of equation (14) . Hence, Theorem 1.3 applies in our case, and implies local wellposedness for our system, in particular local existence of the unique solution V .
Using the derived equations in the geodesic normal coordinates, we now restate Theorem 1.1 rigorously
c , and u be the solution to the Cauchy problem
Let n ≥ 3, and s > n 2 . There exists a positive small constant > 0, such that if
In our further analysis we will assume analyticity for Γ's, which amounts to assuming analyticity of the target manifold M . This assumption allows us to replace the term Γ(V ) by V in our estimates without having to go into the technicality of proving Moser type estimates. Notice that the particular examples of physical interest, namely the sphere M = S d and the hyperbolic space M = H d , posses this assumed analyticity.
then, there exists a global solution V :
where C = C(u, s), i.e. is independent of . Remark 2.2. The perturbed map remains close to the geodesic wave map also in the homogeneous Sobolev spacesḢ s for the exponents n 2 ≤ s ≤ s, i.e., V [t] remains small in the spacesḢ s ×Ḣ s −1 for all time. This will be automatic from our proof of the theorem, due to the use of subcritical norms in our arguments. Compare this with the last statement of Theorem 1 in [42] .
Remark 2.3. In contrast to Krieger's stability result in [21] , where the target is the hyperbolic space H 2 , and the closeness is obtained for the derivatives of the maps in the Coulomb gauge, which itself changes with the perturbed map, our result shows closeness of the maps themselves. In particular, we get geodesic closeness of the perturbed map to the geodesic wave map, due to the fact that the critical Besov norm controls the L ∞ norm.
Remark 2.4. In the most difficult case of dimension n = 2, our arguments are not directly applicable due to the lack of enough decay in time of the free wave. We include some discussion of this difficulty at the end of the article.
Remark 2.5. Finally, we note that our equations for V differ from those of the wave map system in local coordinates by an extra nonlinear term, which is essentially only linear in V , and quadratic in the free wave u. The difficulty of estimating this term arises from the fact that the norm of u is not small, thus requiring special treatment. This is achieved by considering two separate time regimes -[0, T 1 ] and [T 1 , ∞), for some large enough time T 1 , and exploiting the decay of the free wave u due to the dispersion in the second regime. These dispersive estimates are stated in the next lemma. One can find the proof of this well-known property of the wave equation in [10] , Theorem 6.2.1. Lemma 2.6. If u is a solution to the Cauchy problem (16) ,
. The constant C in the previous lemma depends on the initial profile of u, but this will be irrelevant, since the free wave u will be fixed by the geodesic wave map. Theorem 2.1 will be proved by successive continuation arguments: we first prove that the local solution can be continued to arbitrary large time T , then, restarting the problem at this large enough time T , we prove that the solution cannot blow up in finite time, and remains globally bounded. The general scheme of the proof is described in detail below, with the proofs of intermediate results delegated to later sections.
Our first step is to show that the local solution of Klainerman-Machedon and Klainerman-Selberg from Theorem 1.3 can be continued to arbitrary large times, provided the initial data is small enough in the subcritical Sobolev norm. More precisely: Proposition 2.7. Let u be the solution to the Cauchy problem (16) 
The needed smallness of the initial data in the above proposition depends on the size of the time interval to which the solution is continued, hence Proposition 2.7 alone does not establish global existence of the solution to (14)- (15) . Thus, we also need to show that the solution can be continued after the large time T 1 of Proposition 2.7, with the homogeneous Besov and Sobolev norms of the solution staying small globally in time. This is summarized in the following statement. 
2 , then V can be continued globally in time, and will satisfy the estimates
and
Remark 2.9. The T 2 will depend on the free solution u, and marks the time when the dispersion of u makes the extra term noted in Remark 2.5 small enough for the global estimates of the solution V to go through.
It is obvious that Propositions 2.7 and 2.8 imply our Main Theorem 2.1. To see this, first choose a time T 2 , and a small constant 2 > 0 as in Proposition 2.8. Then Proposition 2.7 establishes the existence of a small constant 1 > 0, for which the local solution can be continued up to time T 2 , and the estimate (19) holds. By possibly taking 1 smaller, we can always make C 1 1 < 2 . But then, by Proposition 2.8, the solution can be continued globally, and the estimate (18) will hold with C = C 1 C 2 .
The goal of this section is to prove Proposition 2.7. We start by defining the spaces to be used in this proof. We also state some of the properties of these spaces, which will be used later on.
For a function f : R n → R m we use the notationf for its spatial Fourier transformf
If the function also depends on time, thenf will denote its space-time Fourier transformf
We then define the usual Sobolev space H s , with s ∈ R, as
with the norm
where x = 1 + |x| denotes the Japanese bracket. The dotted notation will be used for the corresponding homogeneous spaces, e.g. the homogeneous Sobolev space isḢ
with the appropriate norm. For simplicity of notation, we define spaces
with corresponding norms
We will also make use of the so-called Wave-Sobolev spaces, which are quite common in the literature on nonlinear wave equations.
For s, θ ∈ R, define
with the corresponding norm
Similar to the H s space we define X s,θ = {f : f ∈ X s,θ , and ∂ t f ∈ X s−1,θ },
Homogeneous analogs of these spaces are defined similar to the homogeneous Sobolev spaces. We will need these in the subsequent sections, as well as the Besov analogs of these spaces, which will be properly defined later on.
In our arguments we will need time-localized versions of these spaces, which are defined as spaces of equivalence classes of functions equal on finite time intervals. That is, for a finite time interval I, we define the relation ∼ I on any Banach space X by
The time-localized space is then the quotient X I = X / ∼ I , with norm (22) u X I = inf
We next list some of the properties of the X s,θ spaces, the proofs of which are due to Klainerman, Machedon and Selberg, and can be found e.g. in [18] . Lemma 2.10.
where C b (R,
for all a, α satisfying
(By duality, also for all −θ ≤ α ≤ 0 and −s ≤ a < s + α.)
These multiplicative properties in particular imply the following algebra property:
Corollary 2.12. X s,θ is an algebra, if n ≥ 2, s > n 2 and
The algebra property of the spaces X s,θ and the associated null form estimates, along with an energy-type and Moser estimates for these spaces, which we will state in the next lemma, are the main ingredients that allowed Klainerman-Machedon and Klainerman-Selberg to close the estimates for quadratic nonlinearities in these spaces, and establish the almost critical local well-posedness. Lemma 2.13. The following hold in dimensions n ≥ 2
, and Γ ∈ C ∞ (R N ), satisfying
Here and in the sequel we employ the notation to specify that the inequality is understood to hold with an appropriate constant factor. From the last two properties, and the multiplicative properties described in Lemma 2.11, we easily obtain the following. Corollary 2.14. Let n ≥ 2, s > n 2 ,
Then for all Γ ∈ C ∞ , satisfying Γ(0) = 0, there exists a function g = g s,θ :
Returning to the proof of Proposition 2.7, we follow a scheme used by Krieger in [21] . Break the time interval [−T 1 , T 1 ] into k equal subintervals of length λ =
Applying the estimate (23) to the local solution of (14) on I i , we obtain the following estimate.
where s > n 2 , and θ, µ are chosen appropriately. Using the form of the nonlinearity in (14) , and Corollary 2.14 for the second term on the right, the estimate will take the form
. Now assume V (a i ) H s ≤ c, for some small constant c > 0. By taking λ smaller than the length of the local existence time for (14) , which is a particular example of (12), with initial data (V [a i ], u[a i ]), from local existence theory, and using the fact that u is a free wave with compact initial data, we obtain the boundedness of the g factor in the second term on the right, as well as of the factor in the parenthesis. Thus
By further decreasing the length of the subdivision λ, one can make the coefficient in front of V X s,θ I i in the second term on the right hand side smaller than 1 2 . Hence, we can hide that term on the left, obtaining the bound
But, since V (t) H s V X s,θ (I i ×R n ) for any t ∈ I i by Lemma 2.10, we obtain the estimate
So by taking 1 < c 2 k , the assumption V (a i ) H s ≤ c will be satisfied for all
λ ], hence we obtain the bound
, which finishes the proof of the proposition.
Proof of Proposition 2.8
Notice that the estimates in the previous section were at the subcritical regularity s > n 2 . In contrast to this, the main estimates in the global regularity argument will be carried out at the critical regularity. We start by defining the critical Besov data spaces. For this we will need to employ projection operators localizing frequencies to dyadic intervals. These operators are defined on the Fourier side as multipliers with a smooth bump function supported in an enlargement of the dyadic interval. Operators of these kind are rigorously defined in later subsections.
Let A k 's be projection operators localizing to the frequency annuli |ξ| ∼ 2 k , so that k∈Z A k = I is the identity operator. A ≤k = i≤k A i will denote the projections to the frequency balls |ξ| 2 k .
For s ∈ R, 1 ≤ p, q ≤ ∞, we define the norm
, and the space B p,q s as the completion of the space of Schwartz functions under this norm. Working at the critical level s = n 2 , we will need only the homogeneous analogs of these spaces, which have the norms
Directly from the definition we have the nesting propertẏ
We will be working exclusively with L 2 based Besov spaces, and observe the equivalenceḂ 2,2 s ≈Ḣ s . From the previous nesting property one then has the inclusionḂ 2,1 s ⊂Ḣ s , which is equivalent to the estimate
By a simple application of the Cauchy-Schwarz inequality, it is easy to see that the following embedding holds
which in the case of s 1 = n 2 in particular implies the following estimate
We refer to [1] for details on these and other properties of Besov spaces.
3.1. Bootstrapping and continuation. Proposition 2.8 will be proved by a bootstrapping scheme in some solution space F , similar to the schemes used in [41] , [42] , [16] [19], [20] and [21] . These spaces themselves will be different in dimensions d ≥ 4, and d = 3, but the bootstrapping scheme is the same. We will state the properties of the solution spaces required to run the bootstrapping argument and finish the proof of the proposition. The proofs of these properties for the spaces in different dimensions are postponed to subsequent subsections. We will be working with the solution spaces F and F s , n 2 ≤ s ≤ s, and the nonlinearity spaces N , N s , n 2 ≤ s ≤ s, which will contain the solution V , and the nonlinearity V respectively. We first need to guarantee that the solution spaces contain the solutions to the homogeneous wave equation.
Lemma 3.1. Let u be the solution to the Cauchy problem (16).
where χ is a smooth time cutoff with supp(χ) ⊂ [−2T, 2T ], and χ ≡ 1 on [−T, T ], and we define X T = X [−T,T ] , the time-localized space, as in (22) .
Of course, the solution spaces must embed into the data spaces. In other words the boundedness of the norm in the solution space implies the boundedness of the norm in the data space.
Lemma 3.2. For any functions φ ∈ F and φ s ∈ F s , we have
Our main regularity result for V is the following.
Proposition 3.3. Let T 2 > 0 be a large time, and V [T 2 ] H s ×H s−1 < 2 for a small enough positive constant 2 . Then for a large enough constant K, and any T > T 2 , we will have the bounds
Here K is independent of T, 2 .
Proposition 2.8 immediately follows from this result, since one can always continue the local solution using the boundedness of a subcritical Sobolev norm, which, by Lemma 3.2, is majorized by the norm in the solution space.
To prove Proposition 3.3, we use the following bootstrapping argument.
Proposition 3.4. Let T 2 > 0 be a large time, and V [T 2 ] H s ×H s−1 < 2 for some exponent s > n 2 , and 2 > 0 sufficiently small. Then, if (26) , and (27) hold with K large enough, then the same estimates hold with the factor
Proposition 3.3 follows from this via a continuity argument, for which we first need to guarantee continuous dependence of the norms of our solution spaces · F T on the cutoff time T .
Remark 3.6. One then, of course, has the continuity of φ F ([T 2 ,t]×R n ) with respect to t, for T 2 fixed, and T 2 ≤ t < T 0 .
To see how Proposition 3.4 implies Proposition 3.3 using the continuity, fix the interval [T 2 , T ], and an exponent n 2 < s < s in the hypothesis of Proposition 3.3. We define the following sets: To finish the proof of Theorem 2.1, it remains to prove Lemmas 3.1, 3.2, which will be immediate from the definition of the spaces F and F s , Lemma 3.5 and Proposition 3.4. The rest of the article is dedicated to proving these statements separately in dimensions n ≥ 4 and n = 3. Our function spaces, in which we will look for global solutions to (14) , will be constructed from dyadic building blocks. To define these dyadic pieces, we fix a smooth cutoff function χ, such that
, 2], and
The rescaled function χ k (x) = χ(2 −k x) will be supported in the interval [2 k−1 , 2 k+1 ], which we will also denote by {x ∼ 2 k }. Now for each integer k, define the space-time Littlewood-Paley projection operator P k to the frequency annulus {D + ∼ 2 k } by
The projection operators P ≤k = P <k+1 to the frequency balls {D + ≤ 2 k } are defined from the previous by
From the properties of the cutoff χ, we immediately have k∈Z P k = 1 in the L 2 sense, thus the projection to the frequencies {D + > 2 k } will be P >k = 1 − P ≤k . Also note that these projection operators localize in both τ and ξ, as opposed to localizing only in the spatial 3 Fourier variable ξ. We similarly define the projection operators Q j to the dyadic intervals with respect to the distance from the light cone:
The operators Q ≤j , Q <j , Q ≥j , Q >j are defined in analogy to P ≤k , etc. Notice that again j∈Z Q j = 1. Our first dyadic piece comes from a Besov analog of the homogeneous Wave-Sobolev spaceẊ s,b . For any s, b ∈ R, k ∈ Z, and 1 ≤ q ≤ ∞, we define the spaceẊ s,b,q k to be the completion of the space of Schwartz functions with Fourier support in 2 k−1 ≤ D 0 ≤ 2 k+1 with respect to the norm
, with the usual supremum convention when q = ∞. We define the second dyadic block of our function space as the space Y k , which is the completion of the space of Schwartz functions with Fourier support in 2 k−1 ≤ D 0 ≤ 2 k+1 under the norm
The dyadic components of our solution spaces are then defined as
That is, the space F k is an atomic Banach space, whose atoms belong to eitherẊ 0, 1 2 ,1 k or Y k . The norm of this space is hence defined as
The solution space F is defined as a homogeneous 1-Besov space with norm
3 This is one of the differences in Tao's approach [41] , [42] compared to Tataru's in [49] , [50] . One can define the spaces using the spatial projection operators instead of the space-time projections, by adding a piece that measures the time derivative of the solution in 1-less regularity spaces to the norms, to allow a transfer of a derivative between space and time, which is needed to close the multiplicative estimates.
For exponents s > n 2 , we define the homogeneous 2-Besov space with norm
The nonlinearity in (14) will be placed in the space N , which we again define through dyadic blocks. Define the space N k by
The norm of N k is defined in a similar fashion 4 to the norm of F k :
Similar to the solution spaces, we assemble these pieces together in homogeneous 1-Besov, and 2-Besov spaces for exponents n 2 , and s > n 2 respectively, with norms:
We list the needed properties of these spaces, and briefly discuss the ideas in their proofs. The complete proofs can be found in [49] .
Proposition 3.7. The following embedding holds uniformly in k
This is the energy estimate for the frequency localized spaces F k . These are standard for the Y k components, while for the X k components they follow from the representation of elements of X s,b spaces in terms of free solutions to the wave equation, or alternatively, by foliation of the Fourier space with translates of the characteristic cone τ 2 − ξ 2 = 0 in the τ direction.
We can now see that Lemmas 3.1 and 3.2 are immediate from the definitions of the spaces F and F s , and the energy estimate in Proposition 3.7. We give the less straightforward proof of Lemma 3.5 next.
Proof of Lemma 3.5. By a standard density argument, it is enough to prove the lemma for Schwartz functions. We want to show that the function
is continuous in 0 ≤ T < T 0 for φ ∈ S([−T 0 , T 0 ] × R n ). It suffices to prove the continuity of the dyadic norms 4 We will use φ, ψ for generic functions in the spaces F , F s , and Φ for functions in N , N s .
since the continuity of the full norm F will follow from this by the continuity of uniformly converging series of continuous functions
5
. To prove the continuity of dyadic norms we will employ the method used by Krieger in [21] , which was suggested by Tataru. Note that in general the definition of F k can be extended to any real values of k, and the norms satisfy the following scaling property
Then, provided T + T = λ, we have from the above scaling
where we used the notation φ λ (t, x) = φ(λt, λx). Using the above, we get
To finish the proof of continuity, we need to show smallness of the last expression as λ → 1. But when λ is close to 1, F k+log 2 λ differs from F k only by a small increase in the Fourier support, which we can safely ignore, and use the triangle inequality to bound the above by
The first term of this expression can be made small due to the factor |1−λ n 2 |. For the second term, we notice that since φ ∈Ẋ 0, 1 2 ,1 k as a Schwartz function, we can place the difference in the last term in this space and estimate
where we used the fact that only terms with j < O(k) survive, and the boundedness of Q j in L 2 t,x to sum in j. The last bound is then small, provided λ is close to 1.
To finish the proof of Theorem 2.1 in dimensions n ≥ 4 it remains to prove Proposition 3.4. For this we need the following multiplicative properties of the defined spaces.
a) The space F is a Banach algebra with respect to the pointwise multiplication of functions, i.e. for any φ, ψ ∈ F , we have the estimate
e. for any φ ∈ F , and Φ ∈ N , we have the estimate
c) For functions φ, ψ ∈ F ∩ F s , and Φ ∈ N ∩ N s the following multiplicative estimates hold:
The algebra property (31) , and corresponding bilinear estimate for the F s spaces (33) will also allow as to replace the Γ(V ) factor in the nonlinearity by V . This is summarized in the following. 
Proof. The proof follows directly from the algebra properties stated in Proposition 3.8. One simply expands Γ into a power series in V , and estimates this series term by term using the triangle inequality and the product estimates. Since Γ(0) = 0, one can factor out V F , respectively V F s , from the series, and call the remaining sum g( V F ) for the estimates in the F space, or G( V F , V F s ) for the F s estimates.
We define the operator −1 to be the Duhamel operator, which maps the function Φ to the solution of the initial value problem
The following lemma describes the expected mapping properties of −1 for our spaces, the proof of which can be found in [49] .
Lemma 3.10. The operator −1 maps the space N into the space F , and the space N s into the space F s i.e.
We finally return to the equation (14) satisfied by V . For the solution on the interval [T 2 , T ], we have
Where V T 2 is the solution to the homogeneous wave equation with Cauchy data (V (T 2 ), ∂ t V (T 2 )) at T 2 ; N (V, u) is the nonlinearity in (14), i.e.
By Corollary 3.1 applied to V T 2 , and Lemma 3.10 for the second term of (35), we have the estimate
6 See the footnote on page 9.
Here we use the shorthand notation for the time localized spaces
Using the hypothesis of the proposition, we obtain the following bound for the last expression:
The rest of the section will be dedicated to estimating the second term on the right hand side of (37) . For the first two terms in (36), we will use the following decomposition for the null-form Q 0 :
Using Proposition 3.8, along with Lemma 3.9 we can bound
Thus, from the hypothesis of the proposition, we obtain the bound
2 . We similarly bound the second term in (36):
where we used Lemma 3.1 to bound the factors with u. From the hypothesis we have
2 . Finally, for the last term in (36), we estimate:
To estimate the last factor, we use the frequency decomposition
The two terms are symmetric to each other, so it is enough to estimate only the first one. We place this term in
For simplicity of notation, we cease specifying the time localization, but it is implicitly understood that all norms are taken over the slab ([T 2 , T ] × R n ). Using the triangle inequality, and the fact that the Fourier transform of P l ∂ α uP ≤l ∂ α u is supported in {D + 2 l }, we estimate the last expression by
By disposability of P k , and summing in k, we obtain the bound
From Hölder, we estimate
Using the disposability of P ≤l , we have
which by part a) of Proposition 3.7 for the first factor, yields the estimate
. Now using Lemma 3.1 to get rid of the first factor, and the decay properties of u from Lemma 2.6 for the second factor, we obtain the following bound for the last term of (36)
Combining (38), (39) , and (40) with (37), we obtain the bound
We now take K = 4c 0 , and chose T 2 large enough, and 2 small enough, so that
which yields the required estimate for V :
The estimates for the F s norms are similar, with the only difference in that one has to use the multiplicative properties (33) and (33) instead of (31) and (32).
3.3. Proof of bootstrapping in dimension n = 3. In spatial dimension n = 3 the above defined spaces do not suffice to close the estimates for the global result due to the failure of the endpoint Strichartz estimates, and one has to equip the spaces with the so called null-frame spaces. Although the exact form of the null-frame spaces will not be used in our bootstrapping estimates, we define them here following Tataru [50] for completeness.
We start by defining the characteristic coordinates. Given a unit vector ω ∈ S n−1 , and the corresponding null-vector
the associated characteristic coordinates (t θ , x θ ) = (t θ , x 1 θ , x θ ) are defined as
The corresponding Fourier variables will be denoted by (τ θ , ξ θ ) = (τ θ , ξ 1 θ , ξ θ ). We can define Lebesgue spaces L p t θ L q xθ in these characteristic coordinates, and observe that the orthonormal change of coordinates implies that
This equivalence plays a crucial role in linking estimates in characteristic coordinates to those in the usual Euclidean coordinates. Our spaces in lower dimensions will be constructed from dyadic building blocks similar to the spaces in higher dimensions. In addition to the P k and Q j operators employed for the spaces in dimensions n ≥ 4, we need an additional set of projection operators, which localize the frequencies to conic sectors.
Given a unit vector ω j ∈ S n−1 we define a spherical cap of size (angle) α = 2 l as the set
We will use the notation κ α and κ l interchangeably, where it would be implicitly understood that the size of κ α is α = 2 l . Let K stand for the null-cone in the frequency space K = {τ 2 = |ξ| 2 }. Notice that a sector on the cone of angle α fits between two hyperplanes at angles O(α 2 ), i.e. if we restrict the frequencies to |ξ| = 1, then (τ, ξ) ∈ K, and ξ ∈ κ j α for some spherical cap κ of size α with the center ω j , imply that |(τ, ξ) − θ ω j | α 2 . For arbitrary frequencies unrestricted in size the last distance will of course depend on the size of the frequencies D + . Because of this scale, we consider a conical neighborhood of the null-cone K of size α 2 : {∠((τ, ξ), K) ≤ α 2 }, which we subsequently partition into conical sectors
Now for every real l < 0 we let Ω l be a maximal 2 l -separated subset of the unit sphere S n−1 . We denote the space of spherical caps by
With this notation we have the decomposition
for any l < 0. The power of the set K l is |K l | ≈ 2 (1−n)l (i.e. α 1−n ). When the sizes of the spherical caps α = 2 l has been fixed, and there is no room for confusion, we will use the notation
where the set J l is a set of indices with the same power as K l .
The multiplier localizing to the conical sector C l for any l < 0. We will be working with functions localized to both a frequency annulus and to a conic sector, so the following notation will be useful A
The dyadic components of the solution spaces at frequencies {D + ∼ 2 k } are defined as
with norms
The spaceẊ 0, 1 2 ,1 k , as in the higher dimensions, is the frequency localized version of the familiar Besov analog of the homogeneous X s,b spaces, and the Y k,l spaces are defined as follows.
Y k,l spaces are atomic spaces, whose atoms φ satisfy
The Y k,l norm is then defined by
We then define the space of solutions F from these dyadic pieces as a homogeneous 1-Besov space in exactly the same way as was done in higher dimensions. The F s spaces are defined correspondingly.
The nonlinearity spaces N , N s are defined similarly from the dyadic blocks The space Y k,l is an atomic space as well, with atoms having finite l 2 sums of L 1 t θ L 2
x θ norms of their conic sector projections. Just as in the higher dimensional case, the expected mapping properties of the Duhamel operator from Lemma 3.10 hold for these spaces as well. We also note that Lemma 3.1 holds for these spaces in dimensions n = 2, 3. Similar to Proposition 3.7, one has F k ⊂ L ∞ t L 2 x for these spaces as well, which implies Lemma 3.2 in lower dimensions. We refer to [50] for the detailed proofs. Lemma 3.5 also holds in the lower dimensions, and one can see this by following the arguments for the higher dimensional case. Notice that sincė X 0, 1 2 ,1 k is part of the dyadic space F k , the last term in (30) can be bounded by a small term as λ → 1 exactly as in the higher dimensions.
The multiplicative properties from Propositions 3.8 hold verbatim for the spaces in the lower dimensions, although the proofs are quite a bit more complicated due to the lack of endpoint Strichartz estimates and the necessity to supplement this with analogs from null-frame spaces. The proofs can be found in [50] . As a consequence of these multiplicative properties, Lemma 3.9 holds in lower dimensions as well. The proof of Proposition 3.4 in dimension n = 3 then proceeds along the lines of the proof in the higher dimensional case. The difference comes in estimating the extra term with the symbolic form V Q 0 (u, u), which is only linear in the solution V . We need to obtain a decay in time for this term in order to use the bootstrapping method. Using the estimate (32), we obtain the bound
F T , where we used Lemma 3.9, the identity Q 0 (f, g) = (f q) − f g − f g, and the fact that u is a solution to the free wave equation u = 0. To estimate this term further, we use the frequency decomposition It is enough to estimate the first term, for which we have Using the triangle inequality, we can take the summation in m out. Observing that the Fourier support of P m uP ≤m is in {D + ≤ 2 m } we obtain the bound Using the fact that the multiplier P k localizes to the frequencies {D + ∼ k}, thus, also {D − k}, we can bound the last term by Finally, using the boundedness of Q j P k in L 2 t,x , and summing in j we bound the previous by 2
Returning to the estimate (44), we obtain
Summing in k, and using Hölder's inequality, we bound the previous by
Now by the disposability of P ≤m we can separate the second factor of u from the sum to obtain
The sum in this expression is bounded by the Besov norm of the initial data of u. Using the decay properties of the free solutions for the second factor we can bound the previous by
Thus we arrive at the bound
, which allows us to run the bootstrapping and finish the proof in dimension d = 3.
3.4. The case n = 2. In two spatial dimensions the decay of u 2 is O( 1 t ), which is not enough to gain an explicit time decay for this product in model nonlinearity spaces L 1 t L 2 x , or L 2 t L 2 x for localized frequencies. Some of the frequency interactions can nevertheless be still treated in this bilinear fashion. One way to do this is to localize in dyadic time intervals as well, similar to Krieger in [21] , and exploit the relative sizes of time, frequency, modulation and angular separation. When the angular separation between the two factors of u is comparable to the reciprocal of the size of the time interval {t ∼ 2 i }, one can no longer obtain a time decay from the Q 0 (u, u) term alone, and has to take the full trilinear nature of the V Q 0 (u, u) into account. However the lack of an explicit null form structure between the factors V and Q 0 (u, u) prevents from obtaining a time decay in our spaces for some of the frequency interactions. This case may require a completely different approach, in which the target geometry of the manifold may enter nontrivially.
Since this work was completed we have learned about the recently announced results [43, 44, 45, 46, 47, 48] , [35, 36] and [22] , which establish global regularity of 2-dimensional finite energy wave maps. These results would generalize regularity results for wave maps with initial data close to those of geodesic wave maps in dimension n = 2.
