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Abstract. The commutative semiring D of finite, discrete-time dynami-
cal systems was introduced in order to study their (de)composition from
an algebraic point of view. However, many decision problems related to
solving polynomial equations over D are intractable (or conjectured to
be so), and sometimes even undecidable. In order to take a more abstract
look at those problems, we introduce the notion of “topographic” profile
of a dynamical system (A, f) with state transition function f : A → A
as the sequence prof A = (|A|i)i∈N, where |A|i is the number of states
having distance i, in terms of number of applications of f , from a limit
cycle of (A, f). We prove that the set of profiles is also a commutative
semiring (P,+,×) with respect to operations compatible with those of D
(namely, disjoint union and tensor product), and investigate its algebraic
properties, such as its irreducible elements and factorisations, as well as
the computability and complexity of solving polynomial equations over P.
1 Introduction
Given a description of a dynamical system, it is often interesting for scientific or
engineering purposes to analyse its dynamics, in order to detect its asymptotic
behaviour, such as the number and size of limit cycles or fixed points, or other
interesting behaviours, such as the reachability of states or its transient paths.
However, these problems are often computationally demanding when the system
is described in a succinct way, as one normally does, e.g., for Boolean automata
networks or cellular automata [5,11]. It is useful, then, to decompose the system
into smaller systems before applying such algorithms; if an appropriate decompo-
sition is chosen, the global behaviour of the system may be deduced from the
behaviour of its components [8].
Let us now consider finite, discrete-time dynamical systems in the most general
sense: as finite sets A of states (including the empty set) together with a state
transition function f : A→ A. The (countably infinite) set of finite dynamical
systems up to isomorphism is a semiring (D,+,×) with the operations [2]
(A, f) + (B, g) = (A unionmultiB, f + g) where (f + g)(x) =
{
f(x) if x ∈ A
g(x) if x ∈ B
(A, f)× (B, g) = (A×B, f × g) where (f × g)(a, b) = (f(a), g(b)).
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These operations can also be defined in terms of the graphs of the dynamics as
disjoint union + and graph tensor product ×, which equivalently corresponds to
the Kronecker product of the adjacency matrices [6].
Given this algebraic structure, one can try to decompose dynamical systems
in terms of factoring, or in terms of polynomial equations over D[ ~X] in several
variables. The decomposition of a dynamical systems in terms of the operations +
and × does indeed allow us to detect several interesting dynamical behaviours of
the system in terms of its components. For instance, the limit cycles in a sum
are just the union of the limit cycles of the addends, while in a product one can
predict the number and length of limit cycles as a function of the GCD and LCM
of the lengths of the cycles of the factors [3].
However, solving equations over D[ ~X] is not easy either, even if the dynamical
systems are given in input explicitly, either as a transition table, or equivalently
in terms of the graph of its dynamics G(A, f) = (A, {(a, f(a)) : a ∈ A}). General
polynomial equations are even undecidable [2], systems of linear equations are NP-
complete, and single equations (even linear) with a constant side are also suspected
to be NP-complete [9].
When (de)composing dynamical systems as products, one frequently works
starting from the limit cycles and backwards towards the gardens of Eden (states
without preimages). It is then useful to know how many states there are at
distance 0, 1, . . . from the limit cycles, as that gives us, for instance, necessary
conditions for the compositeness of a system. In this paper we formalise this as the
notion of profile of a dynamical system, in order to analyse systems from a more
abstract point of view. We obtain another semiring (P,+,×) with the “natural”
operations derived from those of (D,+,×), analyse some of its algebraic properties
(notably, the majority of profiles are irreducible) and prove that working with
equivalence classes of systems (with respect to profile equality) ultimately does
not reduce the complexity of equation problems: general polynomial equations
remain undecidable, and even solving a single linear equation is NP-complete.
2 Profiles of dynamical systems
Any finite dynamical system (A, f) consists of one or more disjoint limit cycles,
which constitute the asymptotic behaviour of the system. Each cycle of length 1
is called a fixed point, and its only state x satisfies f(x) = x. The transient
(non-asymptotic) behaviour of the system consists of zero or more directed trees
of least two nodes having a state of a limit cycle as its root. The existence of
limit cycles, which does not hold in general for infinite dynamical systems, gives
a (pre)ordering to the states, with respect to their distance (in terms of number
of applications of f) from the limit cycle in the same connected component of
the graph of the dynamics, which we will call its height.
Definition 1. Let (A, f) be a dynamical system and let x ∈ A. We say that the
height of x, in symbols hA(x) or even h(x) if A is implied, is the minimum h
such that fh(x) is a periodic state, that is, the length of a path from x to the
nearest periodic state in the graph of the dynamics of A.
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Fig. 1. Visual representation of the contour lines (isolines) of a dynamical system having
profile (8, 7, 8, 4): there are 8 states in limit cycles, 7 states of height 1, 8 of height 2,
and 4 of height 3.
It is also possible to generalise the notion of height to a dynamical systems.
Definition 2. Let (A, f) be a dynamical system. We say that the height of A, in
symbols h(A), is the maximum height of its states: h(A) = max{hA(x) : x ∈ A}.
We can now introduce the notion of profile of a dynamical system, whose
name is inspired by the topographic profile of a terrain (Fig. 1).
Definition 3. Let (A, f) be a dynamical system of height h, and let |A|i be the
number of states of A having height i. This implies |A|i ≥ 1 for 0 ≤ i ≤ h
and |A|i = 0 for i > h. Then, the profile of A is the eventually null sequence of
natural numbers prof(A, f) = (|A|i)i∈N counting the states of each height in A,
in order of height starting from the limit cycles (height 0). For brevity, we often
write a profile as a finite sequence prof(A, f) = (|A|0, |A|1, . . . , |A|h) by omitting
the null terms, except for the profile (0) of the empty dynamical system.
Taking the profile of a dynamical system allows us to work at a higher level of
abstraction, since it corresponds to taking a whole equivalence class of dynamical
systems. In the rest of this paper, we will denote profiles with bold letters and
its elements in italics, such as p = (pi)i∈N.
3 The semiring of profiles
It is easy to define a sum operation + over the (countably infinite) set of profiles P
that is compatible with the sum over D: since (A, f)+(B, g) is the disjoint union,
the profile of this sum is just the elementwise sum of prof(A, f) and prof(B, g).
Definition 4. Given two profiles p = (pi)i∈N and q = (qi)i∈N, define their sum
as p+ q = (pi + qi)i∈N.
Lemma 5. For each A,B ∈ D we have prof(A+B) = prof A+ prof B. uunionsq
It is less immediate to define a product over P, but it is indeed possible with
a little more work. First, we show that, in order to compute the height of a state
in a product, it suffices to take the maximum height of the two terms.
Lemma 6. Let (A, f), (B, g) ∈ D and let (C, t) = (A, f) × (B, g). Then, for
each (a, b) ∈ C, we have h(a, b) = max(h(a), h(b)).
Proof. Notice that the limit cycles of C consist exactly of the states (x, y) such
that y is a periodic state of A, and y a periodic state of B.
Suppose that h(a) ≥ h(b). Then fh(a)(a) is a periodic state of A, and this is
not the case for f i(a) whenever i < h(a), by definition of height. Furthermore,
gh(a)(b) is a periodic state of B, since this is the case for all gi(b) with i ≥ h(b).
Then, th(a)(a, b) = (fh(a)(a), gh(a)(b)) is a periodic state of C, and this is not the
case for ti(a, b) whenever i < h(a). This means that h(a, b) = h(a).
Analogously, if h(a) ≤ h(b) we obtain h(a, b) = h(b), and the statement of
the lemma follows. uunionsq
The following lemma allows us to count the states of height k in a product as
a function of the number of states of height k and at most k of the two factors.
Lemma 7. Let A,B ∈ D be dynamical systems and let C = A×B. Then
|C|k = |A|k × |B|≤k + |B|k × |A|≤k − |A|k × |B|k (1)
for each height k, where |D|≤k = |D|0 + |D|1 + · · ·+ |D|k for each D ∈ D.
Proof. Let a ∈ A with h(a) = k and b ∈ B with h(b) ≤ k. Then, by Lemma 6,
we have h(a, b) = k. This corresponds to the term |A|k × |B|≤k of the sum.
Analogously, we have h(a, b) = k if h(a) ≤ k and h(b) = k, which corresponds
to the term |B|k × |A|≤k. This way, we have counted twice the states (a, b)
with h(a) = k and h(b) = k, thus it is necessary to subtract the term |A|k × |B|k,
and that gives us the correct result. Notice that (1) works even if |A|k = 0
or |B|k = 0 (i.e., if k > h(A) or k > h(B)), giving the expected |C|k = |B|k×|A|≤k
and |C|k = |A|k × |B|≤k, or even |C|k = 0 if k > max(h(A), h(B)). uunionsq
Notice how Lemma 7 does not depend on the exact shapes of A and B,
but only on their profile. This allows us to define the product of profiles as
follows (Fig. 2):
× (0) (1) (2) (1,1) (3) (1,2) (2,1) (1,1,1)
(0) (0) (0) (0) (0) (0) (0) (0) (0)
(1) (0) (1) (2) (1,1) (3) (1,2) (2,1) (1,1,1)
(2) (0) (2) (4) (2,2) (6) (2,4) (4,2) (2,2,2)
(1,1) (0) (1,1) (2,2) (1,3) (3,3) (1,5) (2,4) (1,3,2)
(3) (0) (3) (6) (3,3) (9) (3,6) (6,3) (3,3,3)
(1,2) (0) (1,2) (2,4) (1,5) (3,6) (1,8) (2,7) (1,5,3)
(2,1) (0) (2,1) (4,2) (2,4) (6,3) (2,7) (4,5) (2,4,3)
(1,1,1) (0) (1,1,1) (2,2,2) (1,3,2) (3,3,3) (1,5,3) (2,4,3) (1,3,5)
Fig. 2. Multiplication table for profiles of size 0, 1, 2, and 3.
Definition 8. For two profiles p = (pi)i∈N and q = (qi)i∈N, let their product be
p× q =
(
pi ×
∑i
j=0 qi + qi ×
∑i
j=0 pi − pi × qi
)
i∈N
.
From Definition 8 and Lemma 7 we obtain the expected result:
Lemma 9. For each A,B ∈ D we have prof(A×B) = prof A× prof B. uunionsq
This finally gives us the algebraic structure of P.
Theorem 10. (P,+,×) is a commutative semiring.
Proof. The operation + inherits the associative and commutative properties
from N and has, as the neutral element, the null profile 0P = (0), i.e., the profile
of the empty dynamical system 0D = ∅. Thus (P,+) is a commutative monoid.
Let p,q, r ∈ P, and let A,B,C ∈ D such that prof A = p,prof B = q,
and prof C = r. Then we have p × q = prof A × prof B = prof(A × B) by
Lemma 9, then prof(A × B) = prof(B × A) by commutativity of × in D,
and prof(B × A) = prof B × prof A = q × p, and thus × is commutative.
Similarly, we have the associative property p× (q× r) = (p× q)× r, the neutral
element 1P = prof 1D = (1), i.e., the profile of a the dynamical system consisting
of a single fixed point, and the distributive property p×(q+r) = p×q+p×r. uunionsq
From Lemmata 5 and 9 we also obtain that “taking the profile” does indeed
respect the semiring operations and, being surjective, it gives us, in a sense, a
good abstraction of dynamical systems.
Corollary 11. The function prof : D → P is a surjective semiring homomor-
phism. uunionsq
A very important and useful result is that P contains an isomorphic copy of
the naturals, the initial semiring of its category:
Lemma 12. (P,+,×) has a subsemiring isomorphic to (N,+,×).
Proof. Let φ : N→ D be defined by φ(n) = (n), that is, the profile having n as its
first component and zero everywhere else. Then φ(0) = (0) = 0P, φ(1) = (1) = 1P,
φ(m + n) = (m + n) = (m) + (n) = φ(m) + φ(n), and φ(m × n) = (m × n) =
(m) × (n) = φ(m) × φ(n). Thus φ is a semiring homomorphism. Furthermore,
φ(m) = φ(n) implies m = n, i.e., φ is injective. As a consequence, its image φ(N)
is a subsemiring of P isomorphic to N. uunionsq
The size of a profile is the number of states of any dynamical system with
that profile, and it also enjoys some nice properties.
Definition 13. The size of a profile p = (pi)i∈N is given by |p| =
∑
i∈N pi.
Lemma 14. The function | · | : P→ N is a semiring homomorphism.
Proof. The size |p| of a profile p is just the number of states |A| of any dynamical
system A such that prof A = p. Since the sum and product of dynamical
systems have the disjoint union and the Cartesian product as their set of states,
respectively, we have |A+B| = |A|+ |B| and |A×B| = |A| × |B| for A,B ∈ D.
Furthermore, we have |0P| = 0 and |1P| = 1. The result then follows from
Lemmata 5 and 9. uunionsq
Since the profiles P contain the naturals (Lemma 12), they are not only a
semiring, but also an N-semimodule, a “vector space” with the naturals as its
“scalars” [7], with the semimodule axioms satisfied as a direct consequence of
the semiring axioms. This will be useful later when analysing the complexity of
solving linear equations over P (Section 5).
Theorem 15. (P,+) is an N-semimodule with its ordinary multiplication re-
stricted to N×P→ P, that is, n× (pi)i∈N = (npi)i∈N. uunionsq
Unfortunately, profiles are not particularly nice as a semimodule, since there
is only one minimal generating set, and it is not linearly independent.
Theorem 16. P as an N-semimodule has a unique, countably infinite minimal
generating set G = {p ∈ P : p0 = 1}, the set of profiles starting with 1, which is
linearly dependent.
Proof. The set G is a generating set, since any profile q = (q0, q1, q2, . . .) can be
written as (q0 − 1)× (1) + 1× (1, q1, q2, . . .), that is, any element of P is a linear
combination of at most two elements of G. This set is countably infinite.
To prove that any generating set of P must contain G, consider any ele-
ment p ∈ G. If it is a linear combination p =∑mi=1 aiqi of profiles qi ∈ P with
coefficients ai ∈ N, then one of the qi must start with 1 (i.e., qi,0 = 1) and its
coefficient ai must be 1 as well, otherwise we would have either p0 = 0 or p0 > 1;
furthermore, we must have (ajqj)0 = 0 for all j 6= i, which implies ajqj = 0
(since all elements of a profile are null after the first 0) and thus aj = 0. But then
we have p = 1qi, that is, qi = p: any linear combination giving p as its result
must contain p itself, and thus it must belong to any generating set.
However, G is not linearly independent, that is, there exist m profiles pi ∈ P
and corresponding natural numbers ai, bi ∈ N such that
∑m
i=1 aipi =
∑m
i=1 bipi
but ai 6= bi for some i. For instance, we have (1, 1) + (1, 2) = (1) + (1, 3). uunionsq
4 Reducibility and factorisation of profiles
When studying the reducibility of profiles with respect to semiring product, a
simple sufficient condition for irreducibility is given by the primality of its size.
Lemma 17. Let p ∈ P be a profile such that |p| is prime. Then p is irreducible.
Proof. Suppose p = q× r. Since | · | is a semiring homomorphism (Lemma 14),
we have |p| = |q| × |r|. But |p| is prime, thus either |q| = 1, or |r| = 1. Since the
only profile of size 1 is 1P = (1), this factorisation is trivial. uunionsq
It is easy to check by inspection of the product table (Fig. 2) that some
profiles admit multiple factorisations into irreducibles, a property that they share
with the semiring of dynamical systems [2].
Theorem 18. P is not a unique factorisation semiring.
Proof. The smallest counterexample is the profile (2, 4), which has two distinct
factorisations: (2, 4) = (2) × (1, 2) = (1, 1) × (2, 1). All the factors (2), (1, 2),
(1, 1), and (2, 1) are irreducible because of their prime size (Lemma 17). uunionsq
Another property in common with dynamical systems [3] is that most profiles,
a fraction asymptotically equal to 1, are irreducible.
Theorem 19. The majority of profiles is irreducible; specifically,
lim
n→∞
number of reducible profiles of size at most n
number of profiles of size at most n
= 0.
Proof. There are as many profiles of size i as there are ordered tuples of strictly
positive naturals having sum i, which correspond to the ways of writing i as an
ordered sum of strictly positive integers. The latter are the compositions of i,
and there are 2i−1 of them for i ≥ 1 [1, Chapter 4], and 1 for i = 0. Hence, the
number of profiles of size at most n is given by 1 +
∑n
i=1 2
i−1 = 1 + 2n − 1 = 2n.
Suppose that p ∈ P has size i = |p| and that i = `m. Then, there are at
most 2`−1 × 2m−1 = 2`+m−2 ways of choosing profiles q and r, of sizes ` and m
respectively, such that p = q× r.
Let k be the number of distinct factorisations of i into products of two
integers `j ≥ mj > 1. The number of ways of decomposing p into a product of two
non-trivial divisors is at most
∑k
j=1 2
`j+mj−2. Observe3 that `+m ≤ `m/2+2 for
3 This can be proved by induction on any of the two variables.
all `,m > 1; this implies
∑k
j=1 2
`j+mj−2 ≤ ∑kj=1 2`jmj/2 = ∑kj=1 2i/2 = k√2i.
We have k < i, since the number of non-trivial divisors of i is strictly less than i
(at least 1 and i have to be thrown out), hence the number of ways of obtaining a
profile of size i as a product of two non-trivial profiles, which is the same as the
number of reducible profiles of size i, is bounded by i
√
2i for k ≥ 1, and it is 1
for i = 0. The number of reducible profiles of size at most n is then4 bounded
by 1 +
∑n
i=1 i
√
2i = 1 + (3
√
2 + 4)(n
√
2n+1 + (n− 1)√2n + 1).
Let us divide that by the number of profiles of size n:
1 + (3
√
2 + 4)
(
n
√
2n+1 + (n− 1)√2n + 1)
2n
→ 3
√
2n
√
2n+1
2n
as n→∞.
The latter fraction has limit 0 as n→∞, as required. uunionsq
Thus, the semiring of profiles is quite complex from the point of view of
reducibility: most profiles are not reducible at all, but those that are sometimes
admit multiple factorisations. Furthermore, since height-1 profiles behave as the
natural numbers, we also obtain a complexity lower bound to profile factorisation.
Theorem 20. The problem of profile factorisation, that is, given a profile p ∈ P,
finding a divisor d of p with d 6= 1P and d 6= p (or answering that p is irreducible,
if this is the case) is at least as hard as integer factorisation.
Proof. Given a natural number n, let us consider the profile n = (n), that is, n
followed by zeros. This profile can only be divided by profiles d = (d) and q = (q)
of height 0 by Lemma 6. Then, n = d × q = (d × q + d × q − d × q) = (d × q)
for some profile d with d 6= 1P and d 6= n if and only if n = d × q for some d
with d 6= 1 and d 6= n, which is the integer factorisation problem. uunionsq
5 Solving polynomial equations over profiles
One of the reasons for introducing profiles is to abstract away from the exact
shape of dynamical systems, with the hope of making polynomial equations easier
to solve. As we will show in this section, this is not at all the case. First of all, let
us prove that polynomial equations with natural coefficients do sometimes have
non-natural solutions in P (e.g., 3X = Z has solution X = (1, 2), Z = (3, 6)), but
only if there also exist natural ones (e.g., X = 3, Z = 9), as in the semiring D [2].
Lemma 21. Let p, q ∈ N[ ~X] be polynomials with natural coefficients over the
variables ~X = (X1, . . . , Xm). Then the equation p( ~X) = q( ~X) has a solution in P
if and only if it has a solution in N.
Proof. If the equation has a solution in N, then this is already a solution in P. Con-
versely, let ~r = (r1, . . . , rm) be a solution in P. We claim that |~r| = (|r1|, . . . , |rm|)
is also a solution, in N; that is, by replacing each profile by (the dynamical system
corresponding to) its size, the equation remains valid.
4 This can be proved by induction on n.
If the equation p( ~X) = q( ~X) is of degree at most n, then it can be written
as
∑
~i∈[0,n]m
(
a~i
∏m
j=1X
ij
j
)
=
∑
~i∈[0,n]m
(
b~i
∏m
j=1X
ij
j
)
, that is, we compute all
products of the m variables, each variable with an exponent ranging from 0
to n (these exponents are collected in a vector ~i ∈ [0, n]m), and multiply it by
a corresponding coefficient a~i ∈ N or b~i ∈ N, and then all these monomials are
added together. Any of the coefficients a~i and b~i can be 0 (if there is more than
one variable, some of them will surely be, in order to keep the degree at most n).
If ~r is a solution the equation, i.e., if p(~r) = q(~r), then by expanding we
obtain
∑
~i∈[0,n]m
(
a~i
∏m
j=1 r
ij
j
)
=
∑
~i∈[0,n]m
(
b~i
∏m
j=1 r
ij
j
)
. By applying the size
function | · | to both sides of the equation, and exploiting the fact that it
is a semiring homomorphism (Lemma 14) and that |a~i| = a~i and |b~i| = b~i
since they already are natural numbers, we obtain the equation over the natu-
rals
∑
~i∈[0,n]m
(
a~i
∏m
j=1 |rj |ij
)
=
∑
~i∈[0,n]m
(
b~i
∏m
j=1 |rj |ij
)
, which is nothing else
than p(|~r|) = q(|~r|). Thus |~r| is indeed a natural solution to the original equa-
tion. uunionsq
As a consequence, “Hilbert’s 10th problem over P” has a negative answer:
there is no algorithm for deciding if a polynomial equation in P[ ~X] is solvable,
otherwise you could use the same algorithm for natural equations.
Theorem 22. Deciding whether an equation p( ~X) = q( ~X) with p, q ∈ P[ ~X] has
a solution in P is undecidable. uunionsq
We can get a subclass of algorithmically solvable equations by having one
constant side, that, by considering equations of the form p( ~X) = q with q ∈ P.
The constant side makes the search space of the solutions finite, which means
that at least a brute-force search algorithm is available.
Lemma 23. Let p,q, r ∈ P be profiles. Then p + q = r implies pi ≤ ri,
and p× q = r implies pi ≤ ri whenever q 6= 0P, for all i ∈ N.
Proof. If p + q = r, then pi ≤ pi + qi = ri for all i ∈ N, as required. Now
suppose p× q = r and q 6= 0P. By Definition 8, this means
ri = (p× q)i = pi ×
i∑
j=0
qi + qi ×
i∑
j=0
pi − pi × qi.
Since q 6= 0P, we have qj ≥ 1 for at least one j ≤ i. This means that pi ×∑i
j=0 qi ≥ pi. If qi = 0 then ri ≥ pi as required. So suppose qi ≥ 1; this
implies qi×
∑i
j=0 pi ≥ qi×pi and ri ≥ pi+qi×pi−pi×qi = pi, which completes
the proof. uunionsq
By applying Lemma 23 repeatedly, we obtain the following result.
Lemma 24. Let p( ~X) ∈ P[ ~X] over the variables ~X = (X1, . . . , Xm), and let q ∈
P be a constant. Then, if p(~r) = q for some ~r = (r1, . . . , rm) ∈ Pm, there
exists a (possibly different) solution ~s = (s1, . . . , sm) ∈ Pm such that p(~s) = q
and si,j ≤ qj for all 1 ≤ i ≤ m and j ∈ N.
Proof. If all coefficients of p are nonzero, and all profiles ri are also nonzero, then
let ~s = ~r, and the result follows from Lemma 23 by induction on the structure of
the expression p(~r).
Otherwise, the expression p(~r) is a sum with at least one null term, say a×
pe1i1 × · · · × pekik . If any of the terms pi occurring in this product have pi,j > qj
for some j ∈ N, then it means that pi never occurs in a non-null term of
the expression p(~r), since all sums are computed elementwise and this would
invalidate the equality. Hence pi only occurs multiplied by 0P, and it can thus
be replaced by any profile p′i satisfying p′i,j ≤ qj (for instance, p′i = 0P always
works) without changing the validity of the equation. By repeating this operation
with all profiles pi of this kind, we obtain another solution ~s which satisfies the
required inequalities. uunionsq
In the rest of the paper we encode profiles, as is natural, as finite sequences
of natural numbers p = (p0, . . . , ph) in binary notation. We can prove that
polynomial equation with a constant side can be solved in nondeterministic
polynomial time.
Lemma 25. Deciding whether an equation p( ~X) = q, with p ∈ P[ ~X] and
constant right-hand side q ∈ P, has a solution in P is an NP problem. The same
holds for a system of equations.
Proof. By Lemma 24, the equation has a solution if and only if it has a solution~r =
(r1, . . . , rm) where each element of r1, . . . , rm is bounded by an element of q.
Thus, guessing a solution to the equation amounts to guessing, for each ri =
(ri,0, . . . , ri,h), a natural number ri,j ∈ [0, qj ] for each height 0, . . . , h(q). This can
be performed in nondeterministic polynomial time. Then, the candidate solution
can be verified in deterministic polynomial time by evaluating the p( ~X) in ~r and
checking equality with q. This proves that the problem belongs to NP.
In the case of multiple equations, after guessing the solution we need to verify
that all equations are satisfied, which still takes polynomial time. uunionsq
Unfortunately, the NP upper bound is strict. We prove that first for systems
of linear equations.
Theorem 26. Deciding whether a system of linear equations
p1( ~X) = q1 · · · pn( ~X) = qn︸ ︷︷ ︸
with pi ∈ P[ ~X] and constant right-hand sides qi ∈ P has a solution in P
is NP-complete.
Proof. We prove that the problem is NP-hard by reduction from the NP-complete
problem One-in-three 3SAT, the problem of deciding whether a Boolean formula ϕ
in ternary conjunctive normal form has a satisfying assignment which makes only
one literal per clause true [10].
For each logical variable x of ϕ we have a pair of variables X and X ′ and an
equation X +X ′ = 1. This equation forces exactly one between X and X ′ to 1,
and the other to 0. We use X to represent x and X ′ to represent ¬x.
For each clause (`1∨`2∨`3) of three literals we have an equation L1+L2+L3 =
1, where Li = Xi if `i = xi, and Li = X ′i if `i = ¬xi. This forces exactly one
variable corresponding to a literal of the clause to 1, and the other two to 0.
Then, the system of equations obtained from ϕ is linear and has constant
right-hand sides; furthermore, it has a solution if and only if the formula has a
satisfying assignment. In fact, the satisfying assignments and the solutions to
the system of equations are actually the same, if we interpret 0 as false and 1 as
true. uunionsq
By exploiting the N-semimodule structure of P, we can combine several linear
equations together, proving that even a single one is already NP-hard.
Theorem 27. Deciding whether a single linear equation p( ~X) = q, with p ∈
P[ ~X] and constant right-hand side q ∈ P, has a solution in P is NP-complete.
Proof. We prove this problem NP-complete by adapting the proof of Theorem 26,
reducing the system of linear equations p1( ~X) = 1, . . . , pn( ~X) = 1 to a single
linear equation. Remark that all coefficients of the polynomials pi, as well as the
right-hand sides of the equations, are actually natural numbers in that proof.
As mentioned above (Theorem 15), P is an N-semimodule. Consider the ele-
ments ei = (1, . . . , 1)︸ ︷︷ ︸
i times
∈ P for 1 ≤ i ≤ n; these elements are linearly independent
over N, since the n× n matrix over R having the length-n prefixes of e1, . . . , en
as columns has determinant 1, and if there exists no linear combination with
nonzero real coefficients giving the null vector, certainly there does not exist one
with natural coefficients. Now consider the following equation:
n∑
i=1
eipi( ~X) =
n∑
i=1
ei.
It is a linear equation with constant right-hand side in P and left-hand side
in P[ ~X]. By linear independence over N of the elements ei, this equality holds if
and only if pi( ~X) = 1 for all 1 ≤ i ≤ n, that is, the equation has exactly the same
solutions as the original system of equations, and this completes the proof. uunionsq
6 Conclusions
The quest for a suitable algebraic abstraction of dynamical systems where poly-
nomial equations are tractable, such as a semiring R with a surjective homomor-
phism D→ R that does not erase too much information, is not over. However, we
feel like the semiring P itself still deserves further investigation. Is the borderline
between decidable and undecidable equation problems, for instance in terms of
polynomial degree or number of variables, the same as for natural numbers? Are
there interesting subclasses of equations that are solvable in polynomial time,
and others decidable but strictly harder than NP? Is there a polynomial-time
reducibility test? And, from a more algebraic perspective, what are the prime
elements of P? Do they exist at all?
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