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1. Introduction 
Naïve Bayes algorithm is a classification technique based on the Bayes’ Theorem with an assumption of 
independence among its predictors. In simple terms, a Naïve Bayes classifier assumes that the presence of a particular 
feature in a class is unrelated to the presence of any other features that are inherently codependent on one another. 
Abstract:Naïve Bayes is a technique of using algorithms based on the Naïve Bayes theorem, which utilizes naive 
assumptions of conditional independence among predictors to predict the class of unknown data sets. The problems 
that face classification techniques are the accuracy of the classification and the number of errors classifying. 
However, it is been utilized as a classification that involves a several models for data mining in health like, Naïve 
Bays classifier which is used for the purpose of identifying the positive and the negative sentiments of the patients. 
Moreover, it’s been used also integrated with machine learning for the purpose of opinion mining and sentiment 
classification as well as it utilized as a method for predicting the diseases. This paper aims for exploring the several 
different techniques that will give different results based on their respective algorithms. This research will focus on 
the comparative analysis of the differences in performance and type of variations of the Naïve Bayes classification. 
There are generally four applications that use Naïve Bayes, real-time prediction, multiclass prediction, text 
classification, and recommendation system. To overcome the drawbacks of these issues, this research will apply 
three Naive Bayes models namely as Gaussian, Multinomial, and Bernoulli model. These models fall under the 
same type of classification technique which uses the Bayes theorem. The Gaussian model is used in basic 
classification and assumes that the features of a dataset follow a normal distribution. The multinomial model, 
however, is used for discrete counts, such as counting how many numbers of times the outcome of x is observed 
over n number of trials. The Bernoulli model primarily focuses on searching for vector features that are binary. The 
objective is as follows, to apply and implement the original model Naïve Bayes with different existing models such 
as the Multinomial Naïve Bayes and the Gaussian, and the Bernoulli Naïve Bayes. The outcome of this study will 
focus on the differences, capabilities, and performance of the probabilistic classifier of the Naïve Bayes algorithms. 
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Naïve Bayes model is easy to build and is particularly useful for very large data sets as it can be categorized as one of 
the fastest in terms of completion because of its simplicity.  
Along with simplicity, Naïve Bayes is known to outperform even more highly sophisticated classification 
methods, such as stated by [1]. The use of data mining can play an important role in the enhancement and efficiency of 
healthcare systems. Different methods are related to the analysis of the diseases as stated in [2], as in their paper they 
state different method for the analysis of the data like the convolutional neural network in which it considered as a 
method for classification of the heartbeats using ECG signals, the support vector machine for the tooth detection 
images, breast cancer classification using naïve Bayes (NB) classifier. However, Naïve Bayes (NB) classifier is one of 
the supervised learning categories. Naive Bayes classifier assumes that the presence or absence of a particular feature 
of a class is unrelated to the presence or absence of other features. This means that the features selection of NB is 
mutually exclusive towards one another. This could be seen as a bonus or weakness depending on the data type and 
how it works.  
The Naive Bayes classifier [3] was adopted because of its computational efficiency as well as its optimality for 
classification tasks even when the conditional independence assumption is invalid[4]. In [5], the public health takes 
much consideration for the public with the use of data mining; the use of data mining in the healthcare systems is been 
critical for many aspects like the personalization, the studies of the medical data and many additional aspects. Based 
on[5]taking the advantages of applying the Bayes’ Theorem and prevalence statistics, dubbed naive Bayes classifiers, 
aim to accomplish this with readily available data. 
The objectives of this study are to determine the best classification algorithm using different classification 
techniques incorporated with different variations of the algorithm. Therefore, this study has several objectives as 
follows: 
1 To apply and implement the original model Naïve Bayes with different existing models such as the 
Multinomial Naïve Bayes and the Gaussian, and the Bernoulli Naïve Bayes using Scikit Learn (python 
library). 
2 To simulate the proposed framework in the (1) for the classification task. 
3 To evaluate the performance of the proposed simulation in (2) and benchmark the results with the (Naïve 
Bayes model). 
 
The scope of study in this research is focusing on the different types of variations of the same three classification 
technique algorithms in machine learning, which are; Naïve Bayes, Multinomial Naïve Bayes, and Bernoulli Naïve 
Bayes. The study aims to identify the highest accuracy for classifying the different Naïve Bayes model using the 
different variations, which uses different mathematical algorithms while comparing it to the original model of Naïve 
Bayes.  
The expected outcome of the research will focus on three main purposes. These objectives are reached where:  
 Results of the comparison of the accuracy between different technique that can classify: 
a. Gaussian Naïve Bayes 
b. Multinomial Naïve Bayes 
c. Bernoulli Naïve Bayes  
 Identify which is the best algorithm to classify with the highest accuracy using min-max normalization and 
true-positives and false-positives. 
 Evaluate and analyze sources of information to discover through data mining techniques, to build data-driven 
models and extract useful knowledge. 
 
2. Related Works 
In the terminology of machine learning, classification is considered an instance of supervised learning, i.e., 
learning where a training set of correctly identified observations is available. A study done by[6]shows the Naive 
Bayes model being compared between two variations, which was the Multinomial and Bernoulli Naive Bayes. These 
different variations are how the Naive Bayes will calculate the normal distributions based on their different algorithms. 
The Naive Bayes classifier falls into the probabilistic classifier category and is based on applying the Bayes Theorem 
with strong independence between assumptions of the features, hence the name of naive. A probabilistic classifier is a 
classifier that can predict, given an observation of an input, a probability distribution over a set of classes, rather than 
only outputting the most likely class that the observation should belong to.  
A study done by[7] found that the probabilistic classifier, Naive Bayes is providing improved accuracy with low 
computational effort and very high speed. In the following subsections, literature is been explained to fully understand 
the concept of machine learning and naïve Bayes classifier.  In [8]  Gaussian Naïve Bayes algorithm is been 
implemented for classifying cancer using two datasets namely WBCD and lung cancer dataset. 
 
 




2.1 Classification in Machine Learning 
In machine learning, classification is a problem in which the machine has to identify a set of categories that are 
based on a training set of data containing attributes or instances whose category membership is known. An example of 
this is given a data set of health-related, either the patient has the disease or not. Classification is also an example of 
pattern recognition. The naive Bayes classifier is a collection of classification algorithms based on the Bayes’ theorem. 
It is not a single algorithm but a family of algorithms where all of them share a common principle. The problem of this 
classifier can potentially be improved by using an ensemble to combine several classifiers and produce a better 
predictive performance. In [9]framework for the transfusion of the best CP integrated with machine learning is been 
used. 
 
2.2 Machine Learning Classification Algorithm 
Machine learning is defined as a set of algorithms or steps that can detect patterns, uncover patterns and even 
predict patterns of future automatically in data or performing different kinds of decision making under uncertainty 
[10].[11]SVM (linear) classifier is been used as the best diagnosis model for COVID19 as well as in [12]. A Naive 
Bayes classifier depicted as a Bayesian network in which the predictive attributes x1, x2, … xk are conditionally 
independent given the class attribute. 
Naive Bayes methods are a set of supervised learning algorithms based on applying Bayes’ theorem with the 
“Naive” assumption of conditional independence between every pair of features given the value of the class variable. 
Bayes’ theorem states the following relationship, given class variable y and dependent feature vector x1 through 𝑥𝑛,: 
 
𝑃( 𝑦 ∣ 𝑥1, … , 𝑥𝑛 ) =
𝑃(𝑦)𝑃( 𝑥1, … 𝑥𝑛 ∣ 𝑦 )
𝑃(𝑥1, … , 𝑥𝑛)
        (1) 
 
Using the Naive conditional independence assumption that 
 
𝑃(𝑥𝑖|𝑦, 𝑥1, … , 𝑥𝑖−1, 𝑥𝑖+1, … , 𝑥𝑛) = 𝑃(𝑥𝑖|𝑦),     (2) 
 
For all 𝑖, this relationship is simplified to 
 
𝑃( 𝑦 ∣ 𝑥1, … , 𝑥𝑛 ) =
𝑃(𝑦) ∏𝑛𝑖=1 𝑃( 𝑥𝑖 ∣ 𝑦 )
𝑃(𝑥1, … , 𝑥𝑛)
    (3) 
 
Since P(𝑥1, … , 𝑥𝑛) is constant given the input, we can use the following classification rule: 
 
𝑃( 𝑦 ∣ 𝑥1, … , 𝑥𝑛 ) ∝ 𝑃(𝑦) ∏
𝑛
𝑖=1









𝑃( 𝑥𝑖 ∣ 𝑦 ),                (5)
 
 
In addition, we can use Maximum A Posteriori (MAP) estimation to estimate P(y) and P(xi ∣ y); the former is 
then the relative frequency of a class 𝑦 in the training set. According to[13] the different Naive Bayes classifiers differ 
mainly by the assumptions they make regarding the distribution of P(xi ∣ y). 
 
2.3 Naive Bayes Classifier 
The Naive Bayes classifier provides a simple approach with clear semantics to represent the learning probabilistic 
knowledge of the Bayes theorem. Another assumption many view the classifier as a form of Bayesian network that is 
termed naive because it relies on two important simplifying assumptions. In particular, it assumes the predictive 
attributes are conditionally independent given the class and it shows no hidden or latent attributes that can influence 
the prediction process. A graphical representation of the Naive Bayesian classifier follows that depicted in Fig. 1 
below:  
 





Fig. 1 - The graphical model of Naive Bayes [13] 
 
In [14], there was an investigation carried out for the purpose of evaluation of the performance of the machine 
learning tool. However, the new naïve Bayes classifier can be used with the weight method in order to classify breast 
cancer. Moreover, the new tool is been used to enhance and improve the accuracy of breast cancer detection in the 
field of medical data mining. Additionally, the new tool has promised with strong accuracy in terms of the 
compression with other classifiers as the following Table 1. In [8] classification that is implemented with the use of 
naïve Bayes considered to be one of the best solutions when it comes to the health systems because it is the simplest 
form of Bayesian network classifier based on applying Bayes theorem, with strong independence of attributes 
assumption. 
 
Table 1 - The methodology Phases[14] 
S, no Data set Classifiers Percentage 
1 WBC Weighted associated 
classifier 
90.41% 
2 WBC Fuzzy associated classifier 95.10% 
3 WBC CBA 93.79% 
4 WBC CMAR 88.812% 
5 WBC CPAR 92.84% 
4 Large data set Radial basis 87.42% 
5 Large data set Decision tree 85.71% 
6 Large data set Nearest neighbor 84.57% 
 
A. Gaussian Naive Bayes Classifier 
The Gaussian Naive Bayes is a variant of Naive Bayes that implements the Gaussian normal distribution and 
supports continuous data for classification. The likelihood of the features used is assumed to be using Gaussian: 
 









)      (6) 
 
By using this formula, we can calculate the probability of the classification data to fall within the normal 
distribution of the Gaussian algorithm. 
 
B. Multinomial Naive Bayes Classifier 
The Multinomial Naive Bayes algorithm implements the Naive Bayes algorithm for multinomial distributed data 
and is one of the two classic Naive Bayes variants used in text classification[15]. The data are typically represented as 
word vector counts. The distribution of word vector count is parametrized by vectors θy = (θy1, … , θyn) for each 
class y, where n is the number of features (in text classification, the size of the vocabulary) and θyi is the 
probability P(xi ∣ y) of feature i appearing in a sample belonging to class y. 







                                      (7) 
Where Nyi = ∑ 𝑖x∈T xi is the number of times feature 𝑖 appear in a sample of class y in the training set, and Ny =
∑ 𝑛ni=1 Nyi is the total count of all features for class y. The smoothing priors α ≥ 0 account for features not present in 




the learning samples and prevent zero probabilities in further computations. Setting α = 1 is called Laplace 
smoothing, while α < 1 is called Lidstone smoothing[16]. 
 
C. Bernoulli Naive Bayes Classifier 
In the multivariate Bernoulli Naïve Bayes Classifier algorithm, features are independent binary variables, which 
represents that whether a term is present in the document under consideration, or not[6]. The decision rule for 
Bernoulli Naive Bayes is based on: 
 
𝑃( 𝑥𝑖 ∣ 𝑦 ) = 𝑃( 𝑖 ∣ 𝑦 )𝑥𝑖 + (1 − 𝑃( 𝑖 ∣ 𝑦 ))(1 − 𝑥𝑖)              (8) 
 
Multi-variate Bernoulli performs well with small vocabulary but that the multinomial performs usually performs 
even better at larger vocabulary sizes--providing on average a 27% reduction in error over the multi-variate Bernoulli 
model at any vocabulary size [16]. Bernoulli Naive Bayes might perform better on some datasets, especially those 
with shorter documents. 
 
3. Methodology 
The methodology part for this research uses the CRISP-DM [17] method to critically analyze the processes that 
are important in producing viable and feasible data mining research. By using the five processes in CRISP-DM 
methodology, the paper will introduce the adoption and implementation of the various classification models while 
applying the various techniques that were stated in section 2. Fig. 2 illustrates the graphical model for building a data 
mining technique. Firstly, understating the business in which it leads to fully understand how the comparative analysis 
will be carried out and it will benefit the next step in terms of the amount of data that will be utilized to achieve the 
best result of the comparative analysis. Secondly, data used has to be identified and classifies the sort of it which leads 
to better performance and result. Thirdly, data preparation data used has to be filtered first in which it leads to better 
performance and result. Fourthly, preparing the models that will be used in the comparative analysis as they are 
namely BernoulliNB, MultinomialNB and GaussianNB.  Fifthly, the evaluation of the models plays important role in 




Fig.2 - Framework for comparative analysis between Naive Bayes Techniques in health-related for 
classification task [17] 
 




The research framework is based on the methodology and implements the phases of the CRISP-DM. The steps are 
shown below in Table 2 and Fig. 3 on how to produce the results for this project. 




The finding of the data, where it was obtained, introduces the type 
of dataset, what type of attributes and number  
Data Preparation 
Preparation of the dataset, replacing missing values, data 
preprocessing, normalization of data, conversion of data 
Model Building 
Preparing the model by using multiple classification techniques 
chosen, introduces other techniques  
Evaluation 
Evaluates the results based on data analysis, uses common 




Fig. 3 - Framework for creating this project based on the classification models 
 
3.1 Data Understanding Phase 
The dataset was collected from various websites that had an abundance of data that was collected and stored. 
These websites are renowned for their officially cited dataset that was gathered by researchers throughout the years. 
The website that was gathered from UCI. The data used was health-based, and was suitable for supervised learning 
classification. The data that was taken involved the classification of breast cancer (benign or malignant) and heart 
disease. It is used to determine whether the patient suffered from these conditions.  
 
 




3.2 Data Preparation 
The dataset was replaced with all missing attributes and values. The dataset also went through the cleansing 
phase. The dataset was then preprocessed through normalization. Finally, it was parsed through again to make sure 
that all the classification techniques could handle polynomial to the numerical conversion of the data.  
 
3.3 Classification Algorithm  
The chosen machine learning algorithm for this research project is the Naive Bayes algorithm. In it, there are 
multiple variants of the same algorithm that is different in their calculations and classifications method. In the Naive 
Bayes algorithm, there are two classes that dictate what the outcome of the result will be. The two classes are labelled 
as i = (0,1). In this instance, the classes labelled is to construct a score set that is associated with class 1 and class 0 




Fig. 4 - Naive Bayes algorithm 
 
3.4 Model Building 
Model building is the phase which to train the dataset using the selected algorithm that was stated earlier. This 
project uses Scikit-Learn software to embed the Naive Bayesian classifier into the code. Scikit Learn is a software that 
uses Python Programming Language to create classification models. It is to also create the training and testing epochs 
that can be seen as a test for the machine learning abilities. 
Naive Bayes could be a straightforward probabilistic classifier that calculates a collection of chances by 
forwarding the frequency and combos of values from the given datasets. The algorithm uses the Bayes theorem and 
assumes all the independent or non-interdependent attributes given by the value of the class variable. Naive Bayes is 
based on a simplified assumption that attribute values are conditional on each other free of charge if given output 
value. In other words, given the output value, the probability of collectively observing is the product of the individual 
probability. Besides that, the Bayes algorithm is based on posterior probability, P(c|x) from(c), P(x)and P(x|c). Naive 
Bayes classifier assumes that the effect of the value of a predictor (x) on given class (c) is independent values of other 
predictors. According to Bayes theorem, the equation below shows how to calculate class independence. 
 
𝑃 (𝑐|𝑥) =  
𝑃 (𝑥|𝑐)𝑃 (𝑐)
𝑃 (𝑥)
      (9) 
where P(c|x) is the posterior probability of class (target) given predict (attribute), P(c) is the prior probability of a 
class, P(x|c) is the likelihood which is the probability of predictor given class and P(x) is the prior probability of 
predictor. 
The Multinomial, Bernoulli, and Gaussian Naïve Bayes classifiers have been generated using the following code 
of Fig 5 on the training set [14]. 
 
 





Fig. 5 - Code for building the NB classifiers in python 
4. Research Design and Implementation 
In this paper, the main measure of performance is evaluated in terms of accuracy, precision, and recall from the 
confusion matrix of classification. The measures are computed by using equations that are described below: 
 Accuracy: It is the total number of samples correctly classified to the total number of samples classified. 
The formula for calculating accuracy is shown in Equation 1. 
Accuracy =
(TP + TN)
(TP + TN + FP + FN)
 (10) 
where TP is True Positive, TN is True Negative and FN is False Negative. 
 Precision: It is the number of samples is categorized positively classed correctly divided by total samples 
are classified as positive samples. The formula for calculating precision is shown in Equation 2.  




where TP is True Positive and FP is False Positive. 
 Recall: It is the number of samples is classified as positive divided by the total sample in the testing set 
positive category. The formula for calculating recall is shown in Equation 3.  





Below is the algorithm that was used.  
Sklearn Gaussian algorithm 
cl_gauss = sklearn.naive_bayes.GaussianNB() 
res_gauss = cl_gauss.fit(X_train_voc, y_train).predict(X_test_voc) 
metrics.accuracy_score(y_test, res_gauss) * 100 
Sklearn Multinomial algorithm: 
cl_multi = sklearn.naive_bayes.MultinomialNB() 
res_multi = cl_multi.fit(X_train_voc, y_train).predict(X_test_voc) 
metrics.accuracy_score(y_test, res_multi) * 100 
 
Sklearn Bernoulli algorithm: 
cl_bern = sklearn.naive_bayes.BernoulliNB() 
res_bern = cl_bern.fit(X_train_voc, y_train).predict(X_test_voc) 
metrics.accuracy_score(y_test, res_bern) * 100 
 
5. Result and Discussions 
To investigate the accuracy of the three classification models, two benchmark datasets were used. These datasets 
are Breast Cancer, and Heart Disease has taken from the UCI machine learning repository. Naive Bayes performance 
will be indicated by using the different variations of calculating its normal distribution. Therefore, this experiment will 
focus on the accuracy of the variations. Table 3 summarizes the characteristics of the datasets used in the experiments. 
 
 




Table 3 - Characteristics of datasets 
Dataset Examples Train 
data 




Breast cancer 569 171 2 C1=86, C2=85 30 
Heart Disease 300 90 2 C1=30, C2=30 14 
 
For training of the algorithms, Table 3 mentions the features that were tested upon. The first dataset was trained 
initially using 30 features and then 15 and lastly 5 features to achieve the mean output of the testing. The second 
dataset was trained initially using 14 features and lastly 5 features. For training the three classification models, Table 4 
splits the data. In this section, we report the results in the form of accuracy, mean accuracy (from both datasets) and 
TPR value.  
Table 4 - Train and test split dataset 
Method 
Dataset 1 (Breast Cancer) Dataset 2 (Heart Disease) 
Train Test Train Test 
BernoulliNB 70% 30% 70% 30% 
MultinomialNB 70% 30% 70% 30% 
GaussianNB 70% 30% 70% 30% 
 
Table 5 shows the datasets that are split into training and testing. We have chosen 70:30 ratio because the Naive 
Bayes classifier is simplistic and cannot benefit from overfitting the data.  















BernoulliNB 96.90 96.42 96.66 0.887 0.884 
MultinomialNB 97.12 97.02 97.07 0.973 0.972 
GaussianNB 96.98 96.79 96.89 0.955 0.950 
 
Table 5 documents the results of classification, accuracy and TPR of the different models Naive Bayes. In this 
study, Multinomial Naive Bayes achieved the highest mean accuracy with 97.07%. This shows that the Multinomial 
outperformed the other Bernoulli and Gaussian models. Fig 6 shows the comparison of accuracies of three depicted by 
a Bar graph 
 
Fig. 6 - Comparison of accuracies of three depicted by a bar graph 
 




6. Conclusion  
In this paper, we used three algorithms to objectively show which algorithm is better at classifying these datasets. 
The parameters that were involved were the feature selection and removal. We tested with full features and then 
gradually decreased the set of features to deduce which algorithm is better at classifying with less and fewer features. 
The simulation results show that the Multinomial Naive Bayes has better accuracy and mean accuracy when compared 
with the other two techniques given the same dataset and parameters. In future work, there will be two aspects have to 
be taken into consideration, namely, more algorithms can be compared to achieve better results and potentially 
introduce a better algorithm in Naive Bayes. Moreover, the comparison will be carried out with new naïve algorithms 
to evaluate the performance of them to justify to be used among the health systems.    
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