The shallow-water equations are widely used to model surface water bodies, such as lakes, rivers and the swash zone in coastal flows. Physically congruent solutions are characterized by nonnegative water depth, and many numerical methods may fail to preserve this property at the discrete level when moving wet-dry transitions are present in the physical domain. In this paper, we present a spectral-volume method for the approximate solution of the one-dimensional shallow-water equations, which is third-order accurate in wet regions, far from discontinuities, and which is well balanced for water at rest states: the stability of the solution is ensured if reconstruction and limitation of variables preserves non-negativity of the depth and a suitable constraint for the time step length is satisfied. A number of numerical experiments are reported, showing the promising capabilities of the model to solve problems with non-trivial topographies and friction.
INTRODUCTION
The increase of safety demand against adverse flooding phenomena, and the request of better understanding of propagation of constituents in surface water bodies, have prompted the development of many mathematical models for the description of shallow flows in lakes, rivers and the swash zone of coastal areas. When the water depth is negligible with respect to the horizontal dimensions of surface water bodies, long waves can be efficiently described by means of the so-called shallow-water equations. Since the analytical solution of such mathematical models is available only in very schematic cases, numerical methods are required in general cases.
In one-dimensional gradually varied flows, the shallowwater equations can be obtained from the De Saint Venant equations (Cunge et al. ) by assuming a rectangular cross section with unitary width: despite these simplification, the one-dimensional shallow-water equations retain all the mathematical characteristics of the De Saint Venant equations and are universally considered a model for developing and testing numerical methods useful for the solution of the complete system of governing equations.
Moreover, the one-dimensional shallow-water equations are interesting per se, in that their solution is the fundamental ingredient for the numerical approximation of twodimensional shallow-water equations, which are used to simulate the flow characteristics in two-dimensional shallowwater bodies (Toro ) . In one space dimension, the shallow-water equations assume the form
velocity, g ¼ gravity acceleration constant, S f (h, U, x)¼ friction slope, x ¼ horizontal coordinate, t ¼ time. The first of Equation (1) represents the mass conservation, while the second represents the momentum balance. Since these hyperbolic equations are nonlinear, they admit the formation of discontinuities in the flow field (propagating bores, hydraulic jumps) even in the case of smooth initial conditions: such discontinuities are also encountered in the case of propagation of wetting-drying moving frontiers.
Different numerical schemes, based on the concept of finite differences (FD), finite volumes (FV) or finite elements (FE), when written in conservative form, with numerical fluxes evaluated using an exact or approximate Riemann solver (Toro ) , are able to cope with discontinuities in the flow field (Mynett ).
We observe that the momentum equation is characterized by the presence of source terms, due to the bed slope and friction, on the right-hand side: this term balances the advective fluxes when a steady-state condition is attained.
The numerical solution of the shallow-water equations with source terms has to take into account this fact, in order to avoid non-physical solutions, difficulties in attaining steady state conditions, spurious oscillations of the numerical approximation and instability of the algorithm. When water is at rest, the stationary state reduces to
where ζ ¼ h þ z b is the water surface elevation. Many classic FV schemes may fail in guaranteeing the mutual cancelation of fluxes and source terms when the water is at rest is the physically congruent solution: the numerical methods which preserve the water-at-rest condition are said to satisfy the so-called C-property (Bermúdez & Vázquez ) , and a number of different source term treatments which ensure this property have been proposed in the literature (see Caselles et al.  for a brief review).
Not properly designed schemes for the solution of the shallow-water equations produce negative depths near wet-dry transitions, which can reduce the accuracy of the method or introduce stability issues: physically admissible solutions of Equation (1) are characterized by h ! 0, and it is desirable that the numerical schemes are able to mimic this non-negativity property at the discrete level. Also, in the case that possible small negative depths are set to zero at every time step, the mass error accumulates: in the worst cases, the appearance of negative depths plainly leads to the instability of the scheme. In the present section, we describe a third-order SV method for the solution of the shallowwater equations, which preserves the C-property and which is able to cope with wet-dry moving frontiers.
Basics of the one-dimensional SV method
Consider the shallow-water equations system
where u is the column vector of the conserved variables, whose generic component is u, f(u) is the column vector of the fluxes, while s b (u, x) and s f (u, x) are the column vectors of the bed-slope and friction source terms, respectively.
The following definitions hold:
and T is the symbol of 'matrix transpose'. The one-dimen-
non-overlapping cells named 'spectral volumes' or 'spectral cells', indexed by i:
with x 1/2 ¼ a and x Nþ1/2 ¼ b. In order to attain the third order of accuracy for the space discretization, the spectral cells are in turn partitioned by means of three nonoverlapping FV, indexed by (i, j):
where x i,1/2 ¼ x iÀ1/2 and x i,3þ1/2 ¼ x iþ1/2 (see Figure 1 ).
Let u i be the cell-averaged value of the conserved variables vector u in S i and u i,j the FV-averaged value of u in C i,j . The following obvious relation between u i and u i,j holds:
where Δx i is the length of the SV S i , while Δx i,j is the length of the FV C i,j . Congruently with the finite-volume representation of conserved variables, defined by Equation (7), the bed elevation is represented in each FV C i,j by its finitevolume-averaged value z i,j .
Applying the method of lines, the balance laws (3) are spatially integrated in each FV and the Green theorem yields the following system of ordinary differential equations:
where f i,jþ1/2 is the vector of the numerical fluxes at the interface between the FV C i,j and C i,jþ1 , while s b i,j and s f i,j are the numerical discretization of the bed-slope and friction source terms in C i,j , respectively. From inspection of Equations (7) and (8), it is apparent that the evolution of the vector u i is driven by the evolution of three degrees of freedom per cell.
In order to evaluate the right-hand side of Equation (8), the values of the variables h, hU and ζ ¼ h þ z b are needed in properly defined quadrature points into the FV and at interfaces. If u is the generic variable to be reconstructed and u i,j is the cell-averaged value of u in C i,j , it is possible to build a function u i (x), which approximates u in S i , with the third order of accuracy, by means of a linear combination of three second-degree polynomials c i,j (x):
Of course, the polynomials c i,j ( m(a 1 , a 2 , :::, a n )
the TVB minmod function can be defined as
where M u > 0 is properly chosen as constant. With reference to the generic FV C i,j , if one of the conditions
is not verified, then the linear reconstruction 
Discretization of bed-slope and friction source terms
In order to apply the bed-slope source term treatment by Audusse et al. () , the conserved variables h and hU, and the water surface elevation ζ, are reconstructed in each SV. After the reconstruction, the values of the bed elevation at the generic interface can be calculated as
, and the modified valuesĥ of the water depth, which are actually used for flux and source term evaluation, are obtained by means of the following upwinding rule ('hydrostatic reconstruction'):
After calculating the unmodified interface fluid velocity
, one has the modified vectors of the conserved variables at the interfacê
which are those actually used to calculate the numerical flux
) at the interfaces between the FV. The numerical bed-slope source term s b i,j is calculated as
The evaluation of the integral in Equation (16) can be easily accomplished by means of a proper quadrature formula, with the desired order of accuracy. Here, the Romberg rule can be used, obtaining
where the following positions have been made:
and the subscript C stands for the quantities calculated at the centre of the FV, while the subscripts 1 and 2 refer to the quantities calculated at the left and at the right boundary, respectively. The numerical friction source term is
and the integral in Equation (19) is approximated by means of Simpson's quadrature rule:
Advancing in time of the numerical solution
After the space discretization, Equation (8) can be regarded as a system of ordinary differential equations, and advancing in time can be accomplished by means of a suitable algorithm. If V is the vector of the unknown variables u i,j , the system (8) can be succinctly rewritten as
and its solution is approximated by means of the explicit third-order TVD Runge-Kutta scheme. We obtain the following sequence of sub-steps (Gottlieb et al. ):
where the superscripts n and n þ 1 refer to the time levels t n and t nþ1 ¼ t n þ Δt, respectively, while L represents the space discretization operator. Variable reconstruction and limitation is needed at each sub-step in order to evaluate the space discretization operator.
Of course, the direct application of this approach is not appropriate when friction source terms are present, because the time step restriction needed to ensure the algorithm's stability is well below the ordinary CFL condition near wet-dry transitions (Murillo et al. ) . This issue can be overcome, and the time step restriction can be relaxed, observing that the Runge-Kutta algorithm coincides with a convex combination of Euler sub-steps, which can in turn be treated in a semi-implicit fashion: at each sub-step the fluxes and the bed-slope source term are treated explicitly, while the friction source term is treated implicitly. We obtain for the generic Euler sub-step
where the space operator L c refers to fluxes and bed-slope source terms, L f refers to friction source terms, the superscript s is related to the sth Euler sub-step of the Runge-Kutta scheme, while the asterisk refers to the quantities calculated after the explicit sub-step. In order to ensure the third-order accuracy in space of the implicit sub-step, we observe that at the generic abscissa x the implicit Euler sub-step is
We then also apply reconstruction and limitation of the variables h* and hU* after the explicit sub-step, use the formula (24) at each quadrature point of the friction source integral (20) in the FV C i,j and finally obtain
Since the implicit sub-step is unconditionally stable, the global time step is bounded only by the time step restriction defined by the CFL condition.
The well-balanced scheme in the case of moving
wet-dry transitions
The well-balanced SV model described in the preceding subsection cannot directly cope with the cases of moving wetdry frontiers, and slight modifications have to be introduced in order to ensure the positivity of the scheme and the C-property when wet-dry transitions are present: these modifications are based on the fact that in SV schemes a sub-gridding property can be exploited, and we can switch from spectral cell variable reconstructions to local finitevolume reconstructions, where needed.
First, a wet-dry tolerance height ε h , close to zero, is defined: if h i,j > ε h the finite-volume C i,j is considered wet, otherwise it is dry. Then, we consider a spectral cell as wet only if all the FV contained are wet: if one or more, but not all, FV are wet, the spectral cell is said to be partially wet; if no FV is wet, the spectral cell is dry.
Finally, the following supplementary rules are applied:
• the fluxes between two dry FV are null by definition, and do not need to be calculated;
• the high-order variable reconstruction is accomplished only in wet spectral cells;
• if a wet FV is contained in a partially dry spectral cell, a linear reconstruction of the variables is adopted, using only the information available in surrounding wet FV;
• if the FV C i,k is wet and C iþ1,1 is dry, then variables are limited in the cell C i,k ; similarly, if the FV C i,1 is wet and C iÀ1,k is dry, then variables are limited in the cell C i,1 ;
• if the FV C i,j is wet, while C i,jÀ1 and C i,jþ1 are dry, no reconstruction is accomplished in the FV;
• the reconstruction of the variables being at most quadratic, the minimum value h min i,j of the depth h is immediately known after the reconstruction: if h min i,j is less than ε h , then h, ζ and hU are limited ('limitation by depth'), in order to ensure the depth positivity of the reconstruction in the whole FV;
• if momentum hU is limited, then Equation (13) 
where σ i,j is a superior bound of the signal speed in the FV C i,j .
The definition of σ i,j , and the proof of 
NUMERICAL RESULTS
In this section, the results for a number of numerical standard tests, taken from the current scientific literature, are
presented in order to demonstrate the capability of the numerical method to satisfy the C-property also in the presence of emerging bottom, to verify the order of accuracy of the scheme and to confirm the ability of the scheme to solve problems with moving wet-dry frontier, also in the presence of friction. The gravity constant g was set equal to 9.81 m/s 2 .
All the numerical experiments were run on an x64-based workstation, with six Intel Xeon processors X5650 (2.67 GHz), 12.0 GB RAM and Windows 7 operating system. The numerical codes were written in Visual Basic 6, and run in executable form.
C-property
This test, inspired from that by Gallardo et al. () , is devoted to verify the C-property, when wet-dry transitions are included. In a channel, 10 m long, we consider a bellshaped mound, 5 m high, whose bed elevation is defined by The inspection of Table 1 shows that the stationary solution is preserved at the level close to the round-off error.
No negative depths appeared during the simulation, confirming that the procedure proposed for the reconstruction and limitation of variables satisfies the C-property and the positivity of the solution also in the presence of wet-dry transitions.
Accuracy test
This test, proposed by Xing & Shu (a) , is used in order to verify the third-order accuracy of the scheme for smooth solutions. In a channel which is 1 m long, the following periodic bed elevation and initial conditions are assumed:
together with periodic boundary conditions. For the friction source term, the Manning formula is used, with n ¼ 0.05. Table 2 : from inspection of this table, the thirdorder rate of convergence in the L 1 and L ∞ norms is clearly confirmed also in the presence of friction source terms. In 
). It is interesting to observe how a modest number of
SVs is needed to reach sufficient accuracy for this test case. 
À14
In order to explain the tendency in the orders of accuracy which are found in Table 2 , we observe that, for increasing numbers of SVs, the order of accuracy tends to increase from values which are lower than the nominal ones, reaching the third order of accuracy in the so-called In Table 2 are also reported (column labelled 'Computational time') the durations of the numerical experiments, expressed in milliseconds. Every spectral cell used for the SV3RK3 scheme contains three FV, and then a grid of NS spectral cells consists of NV ¼ 3 NS degrees of freedom: the first column of Table 2 ('NV') contains the number of degrees of freedom used during the calculations.
Comparison with lower-order schemes
In order to compare the proposed SV numerical scheme with existing methods, a standard second-order finitevolume scheme, called FV2RK2 (see, for example, Audusse et al. ), has been coded: the characteristics of this scheme are summarized in Table 3 .
As in the preceding section, the second-order accuracy calculations are summarized in Table 4 : from inspection of this table, the second-order rate of convergence in the L 1 and L ∞ norms for the conserved variables h and hU is confirmed.
The SV method coincides with a finite-volume method, where reconstruction of variables is made by grouping the 
Parabolic bowl
Sampson () has proposed the analytical solution of the one-dimensional shallow-water equations for the case of unforced frictional flow in a parabolic channel, where the
τU is assumed for the friction slope and τ is a roughness parameter. In a channel, 10,000 m long, the bed elevation is described by the quadratic function:
where h 0 ¼ 10 m and a ¼ 3,000 m. The analytical solution for the water depth is defined by
where
and the following definitions hold:
Equations (30) and (31) For this test, the initial conditions are described by
The left boundary condition is defined by setting the with great fidelity. In Figure 7 , the numerical specific discharge is plotted at the time t ¼ 300 s: the overall accuracy of the discharge evaluation is good, except at the hydraulic ure of a dam. Seven gauges (G2, G4, G8, G10, G11, G13 and G20) were collocated at different distances from the gate (see Table 5 ) in order to measure the water depth variations during the transient consequent to the dam failure: in particular, gauges from G2-G11 were collocated at the left of the sill top, gauge G13 was collocated at the sill top while gauge G20 was collocated at the right of the sill. and experimental data (circles). It is apparent how the numerical model captures with fidelity the time of arrival of the first and subsequent reflected waves at all the gauges from G2 to G13. The water height is accurately predicted at gauges G2 and G4, together with the sudden increases of the depth due to the wave arrival, while it is slightly overpredicted at gauges from G8 to G13. The numerical results are less satisfactory only at gauge G20, where the water height is consistently 
CONCLUSIONS
Many numerical schemes have recently been presented, aiming at the high-order accurate solution of the shallowwater equations: these schemes, which are well balanced for water-at-rest states, or also for more general steady states, often neglect the problem of moving wet-dry frontiers and friction, which are fundamental for practical applications. In this paper, a third-order SV model for the approximate solution of the one-dimensional shallow water equations has been 
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