Introduction

10
The water stored in soils controls the hydrometeorology of a region by partitioning the 11 rainfall into surface runoff and infiltration. In addition, soil water controls the amount of 
20
In weather and climate models the exchanges of water, heat, and momentum between 21 land and atmosphere are simulated by so-called land surface models (LSMs). Such 22 models have evolved over the last few decades (Best et al., 2011; Bonan et al., 2002;  23 Clark et al., 2011; Niu et al., 2011; Oleson et al., 2008; Pitman, 2003; SELLERS et al., 24 1997; Yang et al., 2011) in part due to comparison studies using flux tower 25 measurements (e.g., (Baker et al., 2008; 2003; Rosolem et al., 2012a; 2012b; Sakaguchi 26 et al., 2011; SELLERS et al., 1989; Wang et al., 2010) , such as the Ameriflux network 27 (BALDOCCHI, 2003) . However, until recently soil moisture measurements at spatial 28 scales comparable to the horizontal footprint of flux towers and grid sizes employed in
29
LSMs (Wood et al., 2011) had been difficult and costly (Robinson et al., 2008) .
30
Traditional point-scale soil moisture measurements are usually available at high 31 frequency (e.g., hourly) but suffer from having a small support volume (a few tens of 
27
In order to produce a continuous set of hourly meteorological forcing data for each site 
31
ii. If the gap was greater than 3 hours, the missing hours were replaced by values for the 1 same hours averaged over the previous and subsequent 15 days.
2
iii. If any additional gap filling was needed, the missing data were replaced by the 3 average value for the specific hour calculated in the monthly mean diurnal cycle.
5
Noah Land Surface Model
6
The Noah used operationally at the National Centers for Environmental Prediction
7
(NCEP) for coupled weather and climate modeling (Ek, 2003 ) was adopted in this study.
8
This LSM is also used in the NASA Land Information System (LIS) (Kumar et al., 2008) , 9 and in the Global (Rodell et al., 2004) and North American (Mitchell, 2004) Land Data
10
Assimilation Systems (GLDAS and NLDAS, respectively).
11
The model contains four soil layers that extend two meters below the surface; 12 specifically, a 10-cm thick surface layer, a 30-cm thick root zone layer, a 60-cm thick 13 deep root zone layer, and a 1-m thick sub-root zone layer. The present study focuses on 14 the first three layers of the model where roots are prescribed to be present (0 to 1 m total 15 depth). Soil moisture parameterization is based on the one-dimensional Richards 16 equation (Chen et al., 1996; Ek, 2003) . Soil and vegetation parameters were defined 17 from look-up tables and the Noah simulation run at hourly time steps at each selected 18 site. A full description of Noah can be found in (Chen and Dudhia, 2001 ) and in (Ek, 
24
In this study the COsmic-ray Soil Moisture Interaction Code (Shuttleworth et al., 2013 ) is 25 the forward observational operator used in data assimilation. COSMIC is characterized 26 by a simple, physically-based parameterization of belowground processes relevant for 27 soil moisture estimates using cosmic-ray sensors which includes (1) the degradation of 28 the incoming high-energy neutron flux with soil depth, (2) the production of fast neutrons 29 at given depth in the soil, and (3) the loss of the resulting fast neutrons before they reach 30 the soil surface. Despite its simplicity, COSMIC is robust and much more efficient than 31 the traditional Monte Carlo neutron particle model commonly employed in cosmic-ray 32 6 soil moisture applications (Franz et al., 2012b; 2013b; Rosolem et al., 2013) . Here, the 1 COSMIC is used to convert soil moisture profiles derived from the Noah into an 2 equivalent neutron intensity as seen by a cosmic-ray sensor. The code has been 3 developed as part of the COSMOS network and is available at 4 http://cosmos.hwr.arizona.edu/Software/cosmic.html.
6
Ensemble data assimilation 7
Data assimilation combines the information from observations and model predictions in 8 order to estimate the state of a physical system while recognizing both have some 9 degree of uncertainty. Given the complexity of geophysical models in general, ensemble 10 data assimilation techniques were originally developed to decrease the computational 11 cost of the nonlinear filtering problem patterned after the Kalman filter (Kalman, 1960;  12 Kalman and Bucy, 1961) by using a sample of model-state vectors to compute their 13 statistical moments (i.e., mean and covariance) (Evensen, 1994; 2003; Houtekamer and 14 Mitchell, 1998) . In the hydrometeorological community interest in ensemble data 15 assimilation methods is growing rapidly for flood forecasting (Clark et al., 2008) and soil 16 moisture applications (e.g., (Draper et al., 2012; Kumar et al., 2012; Li et al., 2012) .
17
The ensemble data assimilation method used in this study is an approximation to a 18 general filtering algorithm developed using Bayes Theorem (Wikle and Berliner, 2007), 19 and the method is described in detail by (Anderson, 2003) and (Anderson, 2009 
and
19
respectively. In the EAKF, the prior ensemble distribution of y is then shifted and linearly
20
contracted to create an updated ensemble with sample statistics as in Eqs. (2) and (3).
21
Observation increments are computed as
23
where the subscript i refers to ensemble member.
24
(4) Increments to the prior ensemble of each state-vector element (x j,i , where j refers to
25
an element of the state vector, while i refers to an ensemble member) are computed by
26
linearly regressing the observation increments (∆ ! ) onto each state-vector component 27 independently using the prior joint sample statistics, so that: distribution is used for all ensemble simulations throughout this study. As discussed in 6 Section 1, the higher the neutron counts at a specific location, the lower the integrated 7 soil moisture is expected to be. Rainfall events are therefore associated with sharp 8 decreases in the neutron counts following by a relatively slower dry-down period.
9
Noticeably, the Kendall site ( Figure 4a ) is characterized by an initial long period with very 10 low or no rain (pre-monsoon) until early-July, followed by more frequent rainfall events
11
(monsoon) between July and early-September. Both the Nebraska and Park Falls sites
12
( Figure 4b and 4c, respectively) show the opposite rainfall pattern with an initial period
13
with frequent rainfall (slightly more frequent at Park Falls) until about mid-June/early- (Table 3) . Overall, the 'DA 1-hour' case approaches more 21 rapidly to the true neutron counts and also exhibits a tendency for relatively smaller
22
differences when compared to the 'DA 2-day' case. Notably, at the onset of the monsoon
23
at Kendall (i.e., early-July), the low frequency assimilation case does not reproduce the 
28
The use of synthetic observations ensures that the neutron signal from the measurement 10 Figure 5 shows the comparison between the RMSE (black circles) and spread (red 11 diamonds) for all analyzed cases at all sites. Overall, the magnitudes for the spread
12
compare well with the ones for RMSE suggesting that this is a successful assimilation 13 experiment. Notice that these two quantities tend to be closest to each other for the 'DA 
23
with the lowest RMSE values found for the 'DA -1hour' case.
24
As expected, the time at which rainfall occurs appears to control the characteristics of 25 both statistical quantities. We therefore identified two patterns that emerged in Figure 5 .
26
The first pattern is associated with a rapid increase in both RMSE and spread during 27 large rainfall events (rapid reduction in neutron counts as shown in Figure 4 ). These are 28 more clearly observed for the 'DA 2-day' cases (middle-column) at Kendall (mid-May,
29
early-July, mid-August, and early-September) and at Nebraska (mid-July, late-August,
30
and mid-September). These peaks are substantially reduced when observations of 
1
Consequently, this pattern was not observed in Figure 5 .
2
The second pattern relates to the overall timing of the summer rainfall. At the Kendall 3 site, once the monsoon period begins (early-July), the assimilation of observations 4 successfully constrains the model which produces consistent equivalent neutron counts
5
( Figures 5b and 5c ). In other words, rainfall pulses provide "new information" to the 6 assimilation system. For the two other sites (Nebraska and Park Falls), an active rainfall 7 period lasts until early-July and is then followed by a period of low or no rainfall 8 (arguably, no substantial "information" to the assimilation system). In this case, we 9 observe a tendency for lower spread values in comparison to RMSE at both sites for the
10
'DA 2-day' case. This tendency disappears when high-frequency observations are 11 assimilated (i.e., 'DA 1-hour') at the Park Falls site. For the Nebraska site, although still 12 present, the tendency is reduced for the 'DA 1-hour'. These results highlight the quality
13
of the OSSE carried out in this study as well as the distinct performance of the 14 assimilation system due to different timing in rainfall events occurred at all three
15
Ameriflux sites.
16
Finally, the results summarized in Table 3 show better overall performance for 'DA 1- 
26
In the case of cosmic-ray sensors, the dynamics of equivalent neutron counts observed
27
can be assumed to be a proxy for integrated, depth-weighted variation of soil moisture at 
3
Overall results are summarized in Table 4 , and presented for each site in Figures 6, 7, 4 and 8.
5
In those figures, the left column is related to the first soil layer, and the right column is 6 related to the deepest layer analyzed. The top row corresponds to the actual soil 7 moisture simulated by Noah for the three cases (i.e., 'no DA', 'DA 2-day', and 'DA 1- Table 4 ).
The convergence calculated for the Kendall site suggests that, overall, soil moisture is 6 constrained more effectively when observations of cosmic-ray neutrons are assimilated 7
into Noah (Figure 6g-i 
22
The first noticeable result from Figure 9 is that the average performance of Noah (i.e.,
23
using the 2-day time windows) when trying to simulate true soil moisture profiles is best 24 when neutron measurements are assimilated at hourly timescales (i.e., 'DA 1-hour') at 25 all sites. At the Kendall site, which is characterized by a long dry period followed by the 26 monsoon onset early in July, the performance of Noah for the 'DA 2-day' case is similar
27
to that obtained with 'DA 1-hour' at the first two layers of the model (Figure 9a-b) , and 28 slightly worse at the deepest layer (Figure 9c) . Surprisingly, a different pattern emerges 29 from both the Nebraska and Park Falls sites where an initial period of frequent rainfall is
30
followed by a relatively long dry period which also starts in July (Figure 9d-i 
14
We use the RMSE calculated for every 2-day time-window as a metric for model proportional to the thickness of each soil layer. Therefore, the third layer of the model 21 plays a significant role in determining evapotranspiration rates at the surface.
22
Summertime is characterized by an initial relatively dry period which lasts for about 2 23 months followed by the monsoon.
24
Unlike the results at Kendall, the comparison between 'DA 1-hour' and 'DA 2-day' for 
This study focused on the analysis using synthetic observations mainly because (1) 
25
there is a lack of independent soil moisture observations corresponding to similar 26 effective horizontal area measured by the cosmic-ray sensor, and (2) the neutron 27 intensity signal is entirely derived from soil moisture dynamics, which allows us to focus to those obtained from assimilation of real neutron measurements. The assimilation of 10 actual cosmic-ray neutron measurements will be investigated in the near future.
11
Finally, these results can also give some additional insights into applications of data 12 assimilation to satellite remote sensing products whose measurements are provided 
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