Abstract A behavioral stochastic self-oscillator model is used for simulating interrupted ambiguous stimulusinduced percept reversals. The results provide further support for a dynamical systems foundation of cognitive and psychological problems as discussed in detail within the context of Gestalt psychology by Wagemans et al. (Concept Theor Found Psychol Bull 138(6):1218-1252, and for coordination dynamics of the brain (Kelso in Philos Trans R Soc B 367: [906][907][908][909][910][911][912][913][914][915][916][917][918] 2012). Statistical evaluation of simulated reversal time series predicts a maximum of the percept reversal rate that conforms with a number of results in the literature. The macroscopic model is based on two inhibitorily coupled sets of three coupled nonlinear equations, one triplet for each percept. The derivation of our specific dynamics equations is based on a drastically simplified field theoretical approach using wellknown phase synchronization for explaining brain dynamics on the macroscopic EEG level. The degree of coherence (contrast l, 0 B l B 1) of the superimposed fields required for onset of bistable dynamics is related to a phase synchronization index of EEG fields, and it is used in the present context as ambiguity control parameter. For quantitative agreement with the experimental data, the addition of a stochastic Langevin force term in the attention equation proved essential. Formal analysis leads to a quantification of well-known ''cognitive inertia'' and supports the interplay between percept choice (bifurcation) dynamics during stimulus onset and adaptive gain (attention fatigue) driven quasiperiodic percept reversals.
Introduction
Bistable perception is the spontaneous involuntary switching of conscious awareness between the different percepts of a constant ambiguous stimulus. It is excited with different methods and stimuli such as binocular rivalry (Blake and Logothetis 2002) and perspective reversal, e.g., with the famous Necker cube (Orbach et al. 1963; Borsellino et al. 1972) or ambiguous motion displays (Hock et al. 2003) . Bistability and multistability provide a unique approach to fundamental questions of perception and consciousness because it allows for the direct measurement of the switching of subjective perception under constant external stimulus (e.g., Koch 2004; Engel et al. 1999; Srinavasan et al. 1999) .
As the main objective of the present work, the modeling of bistable perception with periodically interrupted ambiguous Necker cube stimulus should provide support for the dynamical systems approach to cognitive and psychological problems. Computer simulations are based on a macroscopic (behavioral) model using a psychological perception-attention-memory (PAM) state-space description and address experimental results with stimulus-off times \1 s of Orbach et al. (1963 Orbach et al. ( , 1966 and Kornmeier et al. (2007) . Initial simulation results were presented in Fürstenau (2009) . In particular, the experimentally observed reversal rate maximum at ca. 200-ms stimulus-off time is theoretically predicted for the first time to my best knowledge, as well as the dwell time increase (reversal rate decrease) with increasing off-time [200 ms. Dynamical systems modeling was discussed in large detail by Wagemans et al. (2012) within the context of Gestalt psychology and by Kelso et al. (1995) and Kelso (1995 Kelso ( , 2012 with regard to metastability and dynamic coordination in the brain. The main reference and starting point of the present approach is the synergetic bistable perception model of Ditzinger and Haken (1989) with two pairs of coupled perception-attention equations, one for each percept. They showed that the interaction of macroscopic (behavioral) perception state order and control parameters within reentrant perception-attention loops models important aspects of conscious perception. As a special feature of the present model, the self-oscillator dynamics allows for a kind of minimum architecture by reduction to a single pair of perception-attention equations. It was used in previous simulations, which addressed the dwell time statistics and specifically long-range correlations of bistable perception under constant stimulus (Gao et al. 2006; Fürstenau 2010) . Referring to Lammé (2003) , the main cognitive processing mechanism for achieving perceptual awareness within a time scale of the order 200 ms is obtained by including a T = 40 ms feedback delay of the reentrant PAM loop, which provides the absolute time scale for comparison with the experiments. Reentrant processing was suggested before to play a major role in achieving a state of conscious awareness (e.g., Edelman 2004; Tononi and Edelman 1998) .
As a second objective, I will provide arguments for relating the behavioral PAM state-space parameters (i.e., psychological variables) to the physiological (EEG) level by deriving the model equations from a strongly simplified field theoretical hypothesis. It gives rise to a contrast parameter l as measure of perceived stimulus ambiguity in correspondence to an experimental a-and H-wave phase synchronization index described, e.g., in Nunez and Srinivasan (2006) . Phase synchronization was investigated with regard to multistable perception by van Leeuven (2005, 2006) . Periodic stimulus-off switching is modeled by the sudden decrease (i.e., time dependence) of the stimulus ambiguity parameter l(t). l is suggested to refer to the subjectively perceived (although probably still unconscious) ambiguity at the end of the feedforward processing chain before entering the reentrant disambiguating processing loop (Lammé 2003) .
The third objective addresses the modification of the PAM self-oscillator dynamics through the stimulus-onset (percept choice bifurcation) dynamics as proposed by Noest et al. (2007) . Both mechanisms together appear sufficient for capturing the basic features of the reported characteristic results of the interrupted ambiguous stimulus experiments.
As a fourth objective and in agreement with the previous findings (Schöner et al. 1986; Ditzinger and Haken 1989; Brown and Holmes 2001; Braskamp et al. 2006; Noest et al. 2007; Fürstenau 2010) , the present simulations underline the necessity of adding noise to the deterministic dynamical equations. A fluctuating generalized force term, i.e., dissipation of energy, has to be included for quantitative agreement with the experimental results of Orbach et al. (1963 Orbach et al. ( , 1966 and Kornmeier et al. (2007) . This leads to a discussion of the results in terms of thermodynamics and statistical physics, and to quantification of a cognitive index of inertia as suggested by Gao et al. (2006) .
In ''Theory'' section, first, the relevant literature is briefly reviewed, followed by details of the present modeling approach. The latter is extended with focus on analytical approximations and thermodynamic aspects of noise used for visualizing the dynamics and fitting the experimental data. Computer simulations of perception time series with interrupted stimulus and the statistical analysis are presented in ''Numerical simulation of reversal time series'' section. In ''Discussion'' section, the theoretical predictions are discussed with regard to the published results of Orbach et al. (1963) and Kornmeier et al. (2007) . A conclusion and outlook follows in ''Conclusion and outlook'' section. Mathematical details of the theoretical considerations are provided in ''Appendices 1, 2, 3''.
Theory

Relevant previous work
Ambiguous stimulus experiments allow for testing the predictions of dynamical systems models of cognitive multistability on the level of neural populations (e.g., Hock et al. 2003; Noest et al. 2007 ) or on a macroscopic behavioral level (Ditzinger and Haken 1989, 1995; Hock et al. 1997) . Periodic interruption of the ambiguous stimulus provides additional insight into the dynamics of the cognitive processing (Orbach et al. 1963; Kornmeier et al. 2007; Maier et al. 2003; Pastukov and Braun 2008) . Orbach et al. (1963) explained their results with a semiquantitative phenomenological model based on fatigue of perspective and attention. Noest et al. (2007) suggested a computational low-level neural model with sigmoidal thresholding and additive stimulus for explaining the results of Orbach et al. (1963) by means of the percept choice dynamics at stimulus onset. They presented some quantitative results on perceptual reversal rates for different stimulus-off intervals, however, without trying to reproduce in detail the experimental reversal rate versus off-time curves. A similar model was investigated by Brown and Holmes (2001) with regard to the monostable solutions, for simulating a simple forced choice task. A recent collection of articles on the basics and various applications of nonlinear dynamics in human behavior, including visual illusions and instabilities (Ditzinger 2010) , is given in Huys and Jirza (2010) .
The present macroscopic model follows the behavioral nonlinear dynamics approach of Ditzinger and Haken (1989, 1995) . For constant ambiguous stimulus, these authors derived two coupled pairs of macroscopic (percept) order and (attention) control parameter equations (one pair for each percept) from an associative memory approach. Like in the Ditzinger and Haken (1989) approach, the macroscopic perception state self-oscillator dynamics of the present model may be visualized in terms of a mechanical metaphor by means of a quasiparticle moving in a parametrically controlled potential energy landscape. The extension to periodically interrupted stimulus of the present model adds via the ambiguity control parameter l(t) the percept choice dynamics at stimulus onset as described by Noest et al. (2007) , although in the latter case on a microscopic level. Poston and Stewart (1978) were the first to discuss bistable perception in terms of the hysteresis of the Riemann-Hugoniot (cusp) catastrophe, graphically represented by a parametrically controlled potential (see our Figs. 4, 9) . This is one of the seven elementary classes of (potential) functions (Thom 1988) governing system dynamics (i.e., generalized equations of movement) with potential gradients and bifurcations allowing for sudden transitions between stable states (a brief survey is given in Haken (2004) ). The cusp instability basically describes the qualitative transition from an unambiguous function (unambiguous percept = stimulus-off) into a multivalued one (ambiguous stimulus with bistable percept). Link and Heath (1975) within their psychological Relative Judgement Theory of two alternative (P 1 , P 2 ) discrimination introduced the term of a psychological reference. Differences between the momentary stimulus value x 1,2 and the reference x r on a psychological continuum X accumulate over time until one of two thresholds (comparable to the stable states of the cusp hysteresis) is exceeded as result of a random walk (Brownian motion). Stimulus values and referent are represented in our model by field amplitudes which after superposition yields perception states v 1,2 as phase differences between percept and reference fields.
For the transition from the microscopic to the meso-and macroscopic description, neural synchronization is thought to be crucial for the selection of perceptually or behaviorally relevant information (Engel et al.1999 (Engel et al. , 2001 Srinavasan et al. 1999) . Neural synchronization was modeled within a mean field phase oscillator theory of coupled neuronal columns in the visual cortex (Schuster and Wagner 1990) . Via the phase oscillator equation dU/dt = D ? a sin(U), it describes the synchronization of neural self-oscillations as the physiological basis of dynamic temporal binding, with U = phase difference between coupled oscillators of frequency difference D. Haken (2008) derived a full theory of brain dynamics based on phase locking in neural phase oscillator networks as well as a wave equation for the dendritic currents (Jirza-Haken-Nunez equation). Kelso (2012) introduced the phase oscillator dynamics, referred to as Schöner-Kelso conjecture (Turvey 2004) , with the relative phase between coordinated entities, characterizing their synergetic interaction (coordination dynamics, e.g., between body parts such as synchronized finger movement, perception and action, or neural assemblies).
In the present model, a multiplicative stimulus function with cosinuidal phase feedback is derived based on a simplified field theoretic argument (Jirsa and Haken 1997; Nunez and Srinivasan 2006) . It is based on superimposed coherent waves with degree of coherency l as initial hypothesis. The approach is motivated by the (occipital a, frontal H) EEG-wave synchronization under multistable perception as observed by van Leeuven (2005, 2006) . They showed the relevance of feedback from higher cortical processing levels for percept reversals, which also demonstrated the role of attention in bistable perception of the Necker cube. Experimental evidence on perception-attention coupling was supported by eye blink rate measurement (Ito et al. 2003) . Synchronization between neural activities in distant brain areas was also assumed in a neural network model of Borisyuk et al. (2009) . According to Lammé (2003) , the emergence of conscious perception states within 200-ms timescales is closely related to thalamocortical loops with T = 40 ms feedback delay. In the present approach, this value is used as basic time unit for simulating absolute perceptual dwell times within reentrant perception-attention-memory loops.
The derivation of our specific dynamic equations (see Fürstenau 2010) may be traced back to ideas proposed by Nunez (1974 Nunez ( , 1989 Nunez ( , 2006 ) who uses a neural-field theoretical approach for explaining the brain dynamics on the macroscopic EEG level (for a recent overview, see Nunez 2010) . The required degree of coherence (contrast l, 0 B l B 1) of the superimposed fields in the present model is related to a phase synchronization index described by Nunez and Srinivasan (2006) . EEG waves, e.g., in the a-band (10 Hz), are reported under certain conditions to exhibit a degree of coherence in the range 0.33-0.65. This will be the range of our stimulus (contrast) parameter l in the stimuluson condition. Nunez and Srinivasan (2006) derive wavelength values of k = c v /f = 0.2-1 m from measured a-wave phase velocities in the range dx/dt = c v = 2-10 m/s (frequency around f = 10 Hz), which are attributed to the corticocortical (white matter) interconnections. Accordingly synchronized activities of distant neuronal assemblies as well as global neural excitation fields extending over large Cogn Process (2014) 15:467-490 469 cortical areas are assumed as a plausible working hypothesis for the derivation of the three dynamical equations of our behavioral model. This approach also follows the proposition of reentrant interactions between coherent actions of large neuronal groups within the thalamocortical (T-C) loops leading to conscious perception (e.g., Llinas and Paré 1998; Tononi and Edelman 1998; Edelman 2004; Koch 2004) . Recent experimental evidence on ephaptic coupling of cortical neurons (Anastassiou et al. 2011 ) and increased response gain correlated with low-frequency EEG oscillations supports the relevance of neural synchronization and coherency (Lacatos et al. 2008 ). According to Hillyard et al. (1999) , stimulus-evoked neuronal activity can be modified by an attentionally induced additive bias or by a true gain modulation (the present perception bias and attention control parameters v b and G, respectively, see ''Phase oscillator model'' section). Increase of gain g * G is correlated with increased blood flow through the respective cortical areas, i.e., increased energy consumption via blood glucose (Gailliot and Baumeister 2007; Laskowski and Pohlit 1974) . It seems worth mentioning that energy consumption in turn is quantitatively related to the amount of cognitive information processing via the Landauer limit (minimum dissipated energy per bit C k B T/2, k B = Boltzmann constant, T = absolute temperature), as recently discussed by de Castro (2013) within the context of Kahneman's fast (heuristics dominated) cognitive processing system 1 (Kahnemann 2012) . This thermodynamic perspective leads to the thermal origin of noise included as stochastic Langevin force in our dynamic model (Eq. (2), defined in ''Noise'' section).
The physical necessity of noise as part of any realistic cognitive processing model was discussed already by Haken (1978 Haken ( , 1996 Haken ( , 1998 Haken ( , 2006 . Schöner et al. (1986) presented a detailed stochastic theory of phase transitions in bistable human hand movement based on the Langevin equation of motion and integration of the equivalent Fokker-Planck equation for the time-dependent probability density of the order parameter. Wagemans et al. (2012) within their discussion of the theoretical foundation of Gestalt psychology point out the wide acceptance of internal noise sources within the psychophysical study of sensory processes using signal detection theory (Green and Swets 1966) . Braskamp et al. (2006) confirmed experimentally the importance of noise for explaining results of binocular rivalry experiments. A detailed overview on stochastic brain dynamics can be found in Rolls and Deco (2010) .
Phase oscillator model
Previous computer experiments with the PAM model (Fürstenau 2010 ) focused on reproducing the experimental statistics (C-density) of perceptual dwell times of bistable percepts under ambiguous stimulus. It was demonstrated that memory effects and long-range correlations (Gao et al. 2006) can be explained by means of a slowly varying attention bias v b due to its modulation of the attention control parameter G. The noisy attention dynamics dG (v, v b , G)/dt in turn modulates the perception state v(G) as adaptive feedback gain within a nonlinear and delayed reentrant loop, and it is slowly adjusted due to coupling to the bias as a memory or preference parameter (Fürstenau (2010) ).
I will show that the present model is sufficient for quantitatively reproducing the published experimental findings, even within a reduced version, with a single set of PAM equations like in Fürstenau (2010) , instead of the full set of two coupled triplets, one for each percept.
The present approach like Noest et al. (2007) assumes interacting reentrant loops to determine the multistable perception dynamics, however, on a macroscopic level. The two dynamic percept variables of the Noest et al. (2007) model in contrast represent local fields of membrane potentials which at stimulus onset are driven through a bifurcation by a slowly varying adaptation control parameter. Instead of this microscopic view, the dynamics of the present model like that one of Ditzinger and Haken (1989) is formalized on a macroscopic behavioral level with perception state v (order parameter), attention control parameter G, and memory control parameter v b . Adaptive feedback is realized by perception state-dependent gain g (*G) (Fürstenau 2009 (Fürstenau , 2010 Itti and Koch 2001) . The Ditzinger and Haken (1989) associative memory model to my best knowledge was never applied to periodically interrupted stimulus. Stimulus interruption in our case is achieved by the time-dependent multiplicative contrast (ambiguity) parameter l(t) representing the preprocessed ambiguous stimulus, which enters the recurrent processing level (Lammé 2003) . Figure 1 depicts a schematic diagram of the basic information flow and processing elements of the perception-attention-memory dynamics as implemented by means of the reentrant nonlinear dynamics equations below.
For this drastically simplified processing scheme of the behavioral model, I assume that the relevant cognitive dynamics for the emergence of one of the two alternative conscious metastable (stationary) perception states v 1 * and v 2 * can be reduced to a single reentrant circuit, e.g., the ventral thalamocortical (T-C)-loop with attentional topdown modulation (e.g., Robinson 1998; Koch 2004) . In this case, the feedforward preprocessing of the stimulus (Lammé 2003) up to the (e.g.,) primary visual cortex V1 or V5 may be neglected and reduced to low-pass filtering of the stimulus input function l(t) (Fürstenau 2010 ). An alternative reentrant loop might include the feedforward preprocessing (through superior colliculus/thalamus-V1) up to the prefrontal cortex and top-down again (through V1-LGN). However, apart from the basic assumption of an attentionally modulated macroscopic reentrant T-C loop (with or without inclusion of any early processing stages), any details of matching our strongly simplified macroscopic, behavioral model architecture to brain circuitry are not of importance here.
In order to formalize these ideas, the previous experimental and theoretical findings on coherent fields phase synchronization as reviewed in ''Relevant previous work'' section are used as starting point. Accordingly, as most simple approach, the present model starts with the superimposition of coherent plane wave field amplitudes a 1 (U 1 (t)) and a 2 (U 2 (t)) with phases U 1 (t)) and U 2 (t) and a reference wave a 0 (U 0 ). For simplicity, a reference field a 0 is assumed equal for the two percepts. As a kind of ''possibility waves,'' a 1 (U 1 (t)) and a 2 (U 2 (t)) represent the possible perception states P 1 and P 2 , which are realized by wave superimposition (interference), and represented by the phase differences v = DU/p = (U i -U 0 )/p, i = 1,2. a 0 (U 0 ) may be interpreted as a psychological reference as proposed by Link and Heath (1975) within the framework of ''Relative Judgement (sequential sampling) Theory,'' a stochastic diffusion model for two alternative decision making (see above).
A recurrent process is established by feedback of the delayed output U i * |a i ? a 0 | 2 , which modulates DU after amplification (feedback gain g) with delay T via a hypothetical phase modulation mechanism DU(U) = pv = pU/U p . U p = output U for DU = p. v = dimensionless output as phase difference representing the dynamical perception state order parameter. The phase feedback yields a circle map with phase oscillator dynamics dDU/dt (like in Schuster and Wagner (1990) ) describing the periodic P 1 (DU 1 ) -P 2 (DU 2 ) alternation (see Eq.
(1) below). Like in the synergetic model of Ditzinger and Haken (1989) , we utilize perception (v)-attention (G) coupling, however, with a delay T in the reentrant loop, modulating the phase differences v i (G). The adaptive bias v b (t) as slowly varying parameter of the attention control variable G(v, G, v b ) balances the preference between percepts via learning and memory. Under constant stimulus (l = const.), the slowly varying feedback gain g * G(v) (although much faster than v b ) serves as adaptive control parameter, which induces the quasiperiodic rapid transitions between the alternative stationary perception states v* 1 (P 1 ) and v* 2 (P 2 ) through attention fatigue with time constant c. In summary, the reentrant coherent field superimposition yields an overdamped feedback system with a nonlinear first-order phase oscillator Eq. (1), similar to the neural synchronization dynamics of Schuster and Wagner (1990) and the phase attractive circle map of Kelso et al. (1995 Kelso et al. ( , 2012 . The complete dynamics for two alternating percepts is described by two inhibitorily coupled sets of three coupled differential-delay (PAM) equations (perception state (phase) coupling -c ij v j , i = j, and i, j = 1, 2), one set for each percept P 1 and P 2 , respectively:
where the three first-order differential equations _ v; _ G; _ v b represent: (1) the perception state order parameter dynamics (phase difference dynamics dv(v, G, l(t))/ dt) modeling the reentrant attentionally modulated perception loop), (2) the attention control parameter dynamics dG (G, v, v b )/dt with exponential fatigue and recovery, including a stochastic Langevin force term L G (t) (see definition in ''Noise'' section), and (3) the perception/attention bias or preference dynamics dv b (v b , v)/dt. v b is responsible for attention (*G) modulation through memory and learning. In terms of Edelman's dynamical core hypothesis (Tononi and Edelman 1998) , each set of the three equations may be thought to formalize the dynamical core of a percept P i , i = 1, 2, on a macroscopic (behavioral) level, where slowly varying control parameters G, v b determine the perception dynamics through reentrant processing.
With vanishing inhibitory coupling constant c ij = 0 and G = const., the nonlinear right-hand-side (rhs.) of Eq. (1) describes the conventional interference between coherent fields a i (U i ), a 0 (U 0 ). For each percept six time constants for phase feedback s, T (=reentrant delay = 40 ms), attention fatigue c and recovery s G , bias s M (=memory) and s L (= learning) determine the system dynamics. In what follows I assume the phase bias v B = 0 mod 2.
The feedback delay T provides the basic unit for the other time constants, the stochastic Langevin force L t G , and the simulation time steps T S = T/2. Feedback damping s essentially filters the noise L t G and has to be low enough (usually s: & T/2) to allow for sufficient noise power as important simulation parameter (see ''Noise'' section). The noise power J x G quantifies the stochastic Langevin force L t G of the attention equation. The fatigue time constant c = 1-2 s together with T and s determines the frequency of the percept reversal rate (see Eqs. 8, 10). Via Eq. (20), (''Appendix 1'': ''Hysteresis''), it determines the order of magnitude of s G , which has to be larger than c in order not to suppress the fatigue (c) induced self-oscillations.
In agreement with Itti and Koch (2001) , the attention parameter G * j I 0 g is the product of feedback gain g and input (stimulus) strength I 0 (=1 in what follows), so that the effective gain g * G is controlled by the sensory input strength in agreement with Hillyard et al. (1999) . The product Gl represents the perceived ambiguity (see next ''Stimulus ambiguity: contrast parameter l(t)'' section). G m is the mean between extreme values of the stationary hysteresis of percept Eq. (1) (see ''Appendix 1'') and an instable equilibrium point between the two stationary minima of the perception energy diagram (see Fig. 4 in ''Reduced model and linearized Langevin equation'' section).
The attention bias or percept preference dynamics dv b (v)/dt is modeled as the sum of a learning term M(v t ,-v b ,v be )(v be -v b )/s L , and of a memory component ( v t h iÀv b )/s M which via dG/dt modulates the perception state v(G). In the long run, v b approaches the constant v be , which usually is selected as v be & 1.5 for the symmetrical case (no percept preference). The function M(v t ,v b ,v be ) turns on learning if a previously unknown alternative enters perceptual awareness through a sufficiently large fluctuation of attention (Fürstenau 2010) . For the purpose of parsimony, the simulations with periodically interrupted stimulus l(t) are performed with neglectable memory effect by choosing the time constants s M , s L sufficiently large, so that perception-attention (v-G) coupling with attention fatigue and percept-onset dynamics plays the dominant role. The v b -dynamics is then basically determined by the initial value, which may be selected in the range 1.2 \ v b0 \ 2.2.
Stimulus ambiguity: contrast parameter l(t)
The ambiguous stimulus is characterized by strength I 0 (:=1) and an ambiguity parameter l i (0 B l \ 1) of the possible percepts P i , i = 1, 2. l characterizes the psychological value (=ambiguity) of the stimulus, which depends on the subjects experience, expressed as contrast parameter of the superimposed phase-shifted percept and reference fields a i (U i ) and a 0 (U 0 ), respectively. The stimulus (I 0 , l) enters the recurrent disambiguation circuit ( Fig. 1 ) after feedforward preprocessing, which for simplicity is neglected and replaced by low-pass filtering.
As a difference-of-meaning parameter in the reduced model (see ''Reduced model and linearized Langevin equation'' section), l determines the appearance of a doublewell potential in the energy vs. perception state diagram (Fig. 4 , ''Reduced model and linearized Langevin equation'' section) and the corresponding width of the v*(G)-hysteresis in Fig. 9 (''Appendix 1''). These characteristics depend on the degree of coherence between the percept and reference wave of each percept P i which for typical simulations is in the range 0.4-0.7. Because decoherence (l ? \ 0.2) destroys the observable phase synchronization between percept and reference wave, l was selected as (preprocessed) stimulus parameter for on-off switching (see ''Self-oscillations and periodically interrupted stimulus'' section): l \ 0.2 for stimulus-off and l [ 0.2 for stimulus-on.
In the present model, the superimposed fields are suggested to be related to EEG waves, which allow comparison of our contrast parameter l (field coherency) with related research of Nunez et al. (2006 Nunez et al. ( , 2010 ; see ''Relevant previous work'' section). In the latter work, the degree of coherency is derived from the cross-spectrum between two electrodes, which equals a squared correlation coefficient. It was measured in the range 0.35-0.65 for resting state a-wave synchronization and demonstrated by means of a related phase synchronization index for H-waves to increase from low values (\0.2) to high values ([0.2) when changing from resting state to a cognitive task.
For l \ l n (=node bifurcation point), the barrier between the two energy minima in Fig Table 1 in ''Appendix 1''). Formally, l is expressed by the coherence function of the superimposed fields a i , a 0
where
In what follows the phasedependent coherence factor l v * exp{-c v (Dk/k) 2 }, with c & 1, is set to 1 (approximation for small spectral width Dk of the oscillating superimposed fields of wavelength k (see the ''Discussion'' section and ''Appendix 1'').
Self-oscillations and periodically interrupted stimulus
For a continuous stimulus, the percept reversal time period is determined mainly by the slow G(v; c, s G )-dynamics, with fatigue and recovery time constants c, s G , respectively, leading to the quasiperiodic P i $P 0 transitions which in turn drives the corresponding anticorrelated P j \-[ P 0 transitions through the inter-percept coupling c ij , c ji , i = j. An analytic first-order estimate for small l (near the bifurcation value l n ) of the eigenfrequency x 0 of the perceptual self-oscillations between the stationary states v*(P 1 ) , v*(P 2 ) yields x 0 \ 30 min with c = 30 T s , s G = 200 T S and periodic stimulus parameter switching between l = 0.1 (stimulus off, no ambiguity) and l = 0.6 (ambiguous stimulus-on), starting at time t = 500 T S (T s = T/2 = 20 ms).
As observed already by Ditzinger and Haken (1989) with their synergetic nonlinear third-degree-polynomial model for continuous stimulus, also in our case, the two time series v 1 (t) and v 2 (t) of the PAM model can be seen to be redundant, even with interrupted stimulus. Each series exhibits the mutually exclusive perception state P i (t) = P j (t), i, j = 1, 2, during stimulus-on at given time intervals so that for the purpose of parsimony and for simplifying the numerical simulations it seems justified to perform the numerical simulations in ''Numerical simulation of reversal time series'' section with a scalar model v 1 = v 2 = v as a minimum architecture. Antiphase P 1 -P 2 oscillations between metastable v 1 and v 2 states are observed while the noise leads to a stochastic variation of the v 1 and v 2 dwell times. For the selected parameters in the stimulus-on state (l = 0.6), the estimated average percept reversal rate R = 1/D m = 30 min -1 (D m = dwell time of P i ) corresponds reasonably well to the experimentally observed order of magnitude for continuous stimulus (15/ min, Borsellino et al. 1972 ) (compare with Figs. 6, 8 for small t off \ 50 ms).
An analysis of the noise-like small amplitude oscillations superimposed on the metastable stationary high and low v-states (v i , v 0 ) of Fig. 2 after stimulus-on exhibits P ilimit cycle, period doubling and chaotic oscillations. The chaotic component is characterized by a positive valued (1, 2, 3), i = 1, 2, over 3,000 T s = 1 min with interrupted stimulus starting at 500 T S : l on -l off stimulus-period = 600 T S = 12 s with offtime = 120 T S = 2.4 s, noise power J x G = 0.003 1/T S , c = 30
Cogn Process (2014) 15:467-490 473 Lyapunov exponent (Fürstenau 2010 Nunez (1974 Nunez ( , 1989 ) argument of EEG spectra as originating from postsynaptic (local) and axonal corticocortical (global) delays and global boundary conditions (see Srinivasan 2006, 2010) , also for further references).
During stimulus-off (l off = 0.1) with t off = 2.4 s, the perception state due to the damping time constant (s v , see ''Reduced model and linearized Langevin equation'' section: Eq. 8) and the fatigue (c: = 600 ms) approaches the percept-off value at the single attractor with v* & 1.5 (see Figs. 5, 6 ) with a certain time constant. Only the superimposed oscillations vanish immediately due to the short damping time s ( t off (Eq. (1)) and practically vanishing feedback (*lG). It can be seen that with the selected time constants and noise, switching on and off of the stimulus parameter l correlates with switching on and off of P 1 -P 2 percept alternations. Figure 3 depicts an expanded small section the percept reversal time series. Percept transition time between the lower and higher stationary level of each of the two perception state equations can be seen to be of the order of t Tr & 8-10 T S & 150-200 ms, in reasonable agreement with the time interval between stimulus onset and conscious perception as reported by Lammé (2003) .
Percept dwell time series of the kind shown in Fig. 2 , however, obtained with a simplified (reduced, scalar) model (see ''Reduced model and linearized Langevin equation'' section below) under continuous stimulus (t off = 0) were analyzed in previous publications with respect to the relative frequencies of dwell times D(P 1 ), D(P 2 ) and to long-range correlations (Fürstenau 2010) . The analysis reproduced the C-distribution statistics of percept dwell times, with absolute mean values D m of some seconds and relative standard deviation r/D m & 0.5, in agreement with numerous experimental results reported in the literature (e.g., Orbach et al. 1963 Orbach et al. , 1966 Borsellino et al. 1972) , and different theoretical modeling approaches (De Marco et al. 1977; Ditzinger and Haken 1989; Noest et al. 2007; Merk and Schnakenberg 2002) . Also in agreement with experimental results (Gao et al. 2006 ), significant long-range correlations of dwell time series were obtained in computer simulations (Fürstenau 2010) with sufficiently small memory time constant s M of the attention bias Eq. (3) (typically \ 5,000 T S = 100 s).
Reduced model and linearized Langevin equation
For the computer experiments of ''Numerical simulation of reversal time series'' section, like in previous work with continuous stimulus (Fürstenau 2010 ), a reduced model with a single set of PAM equations will be used because fatigue-induced switching between P i and P i0 is dominated by the adaptive feedback gain g * G(v) with fatigue time constant c, while the inhibitory inter-stimulus coupling c ij mainly serves for anticorrelation between P i and P j , i = j. In this reduced version, the contrast parameter l has to be reinterpreted as the difference of meaning between the two alternative perception states P 1 and P 2 (where P 1 of the reduced model replaces P 0 of the full one).
The system of stochastic nonlinear differential-delay Eqs. (1, 2, 3) can not be solved analytically. However, an initial insight into the dynamic behavior without performing numerical simulations can be gained by deriving a linear approximation via re-writing the state-space form of the PAM Eqs. (1, 2):
with constant c = v b /c ? G m /s G in order to derive a second-order generalized force equation. The perception state dynamics (Eq. 5) may be treated as being driven by a generalized conservative force F(v, G, l). A Taylor approximation of the delayed differentials yields (for details, see ''Appendix 2''): Fig. 3 Percept transition time for zero noise power. Lower graph shows attention parameter G(t), upper graph shows perception state (phase difference v(t)) for zero noise power J x G = 0. Noise-like superimposed oscillations of v(t) are due to chaotic limit cycle, period doubling, and delay-induced oscillations in the EEG-frequency range
which for constant G has the form of a damped oscillator equation with nonlinear restoring force. A generalized nonlinear stochastic equation of movement is obtained by combination of Eqs. (6) and (7) after differentiation of (7) and neglection of higher than second-order differentials. This approximation leads to the Langevin equation of a stochastic van der Pol oscillator (e.g., Magnus et al. 2008 , and Eq. 33, ''Appendix 2''), for sufficiently small deviations w = v -v* from the stationary perception state v* near the bifurcation value l n of the stimulus parameter with approximate damping coefficient (=inverse damping time)
where G* & 1.5 is the value of G near l n (see ''Appendix 1''). For obtaining an analytical estimate of the percept alternation frequency, we linearize the van der Pol equation, which leads to the stochastic linear damped harmonic oscillator approximation of the perception state dynamics
with stochastic Langevin force
The eigenfrequency of the damped oscillator is given by
The numerical values of this approximation will be compared with the results of the simulated reversal rates in ''Synchronization and long stimulus-off times'' section.
Within a mechanical metaphor as presented within a synergetic framework of cognitive dynamics by, e.g., Haken (2004) and Kelso (2012) , the linearization corresponds to a particle bound in a quadratic potential undergoing a fluctuating external disturbance (Langevin force L(t)). Definitions of our behavioral constants in terms of equivalent mechanical quantities can be given by: damping time constant (of the behavioral oscillator) s v = 1/c v: = m/a and eigenfrequency (of percept reversals) x 0 2 = K/m, with m = index of cognitive inertia, a = damping constant, K = spring constant (of the generalized restoring force). Positive damping constant (dissipation of energy) c m [ 0 requires l \ 0.22 so that this approximation is valid only in the immediate vicinity of l n . An improved estimate might be obtained by solving the van der Pol Eq. (33), which is, however, not within the scope of the present analysis.
The mechanical metaphor was used for visualizing coordination dynamics (e.g., of finger movement) formalized by the HKB equation dU/dt = -qE/qU ? L(t), (E(U) = potential function; Kelso (2012) . The Schöner-Kelso conjecture refers the coordination dynamics to the movement and synergetic interaction of two entities (e.g., body parts), in our case oscillatory fields in different brain areas, with only two stationary states characterized by their phase (difference) values U. Perception states in this picture may be visualized as Brownian particles with stochastic movement in an external field formalized by a dynamic potential energy landscape.
In our case, within a conservative force approximation (i.e., no dissipation of energy), the perception state v in Eq. (7) can be visualized by the coordinate Dx = vk/2 (= path difference of superimposed waves with wavelength k (Nunez and Srinivasan 2006, phase difference DU = p v = k Dx, wave number k = 2p/k) of the movement in the potential landscape E(Dx) which is driven by the generalized external force F (normalized by the index m of cognitive inertia) proportional to G(v, l(t)):F ¼ ÀoE=dv.
Integration yields
with const = 0, without loss of generality. The shape of the potential is determined by the time-dependent stimulus parameter l(t) and the adaptive attention control parameter G(l, v). For small contrast or ambiguity (i.e., stimulus-off: l \ l n ), v(t) approaches the harmonic oscillator dynamics of a particle in a parabolic potential (tilted through the linear v-term if G = 0). The dynamics during stimulus-on arises from to the v-G coupling in Eqs. (5, 6). Details depend on the ratio of the time constants c, s G (see ''Appendix 1''), the mean gain parameter G m (l) (see ''Appendix 1''), and the perception bias v b , which determines the ratio of the mean dwell times of percepts P 1 and P 2 . In the 3D potential energy diagrams E(v, l) of Fig. 4a , b, the perceptual response dynamics due to the simultaneous attention fatigue (G(l, v)-) induced self-oscillation and the periodic l(t)-stimulus switching is depicted by the position of the percept represented by a sphere for two selected control parameter values G = 1.4 and 1.6, respectively. It visualizes the mechanical metaphor of the bistable perception state v(t) through movement of the quasiparticle in the dynamically varying energy landscape E(G, l(t)).
With l [ l n and increasing deviation of G-values from the symmetric case G m (l) (& 1.9 for l = 0.6, see ''Appendix 1''), the energy difference between the two minima increases and the ''hill'' between them flattens so that the particle (=percept) slides down the hill into the deeper valley. Quasiperiodic switching between the two metastable attractor states v* 1 (P 1 ) and v* 2 (P 2 ) (=stationary v: = v*, corresponding to time derivatives dv/dt = 0 and v(t ? T) = v(t)) starts with increasing l after crossing of the node bifurcation point l = l n of the stationary solution v*(G, l). In terms of generalized forces (Eqs. 5, 6, 7), and ''Appendix 1'', Fig. 9 ) driving the percept along the phase (v(t)-) coordinate of the stationary solution v*(G, l), the percept alternation dynamics follows a hysteresis behavior (Fürstenau 2010) , which corresponds to the proposed cusp catastrophe topology of cognitive multistability of Poston and Stewart (1978) .
Noise
Following Ditzinger and Haken (1989) , the random noise due to physically required dissipative processes (damping constant c v ) was added to the attention dynamics dG/dt (= adaptive feedback gain) as a stochastic Langevin force L
Gaussian noise, with noise strength q and Dirac function d(t) (for details, see ''Appendix 3''). Schöner et al. (1986) (see ''Relevant previous work'' section) analyzed the stochastic phase (=order parameter) dynamics of a related problem by means of the FokkerPlanck equation. Here, we are interested in the dissipative aspects of noise and consider the consequences in terms of thermodynamics. Within a simplifying thermodynamic equilibrium assumption (random walk or Brownian motion of the perception state, quantified by L G (t), e.g., Haken (2004) ), the damping through friction c m is related to the noise autocorrelation function through the fundamental Fluctuation-Dissipation theorem of statistical mechanics (Reif 1976) :
where k B = Boltzmann constant = 1.38 10 -23 J/K, T= absolute temperature of the surrounding heat bath (in our case the rest of the brain), m = particle mass, and damping constant c m = 1/s m . The proportionality of damping constant and noise power leads to the prediction of reduced perceptual reversal rates with increasing noise, quantified by Eq. (10) for the harmonic oscillator approximation. For stationary processes, the Wiener-Khintchine
nects the autocorrelation function with the power spectral density J x (J x = q for d-correlated Gaussian noise) yielding
Here, according to the equipartition law of statistical mechanics, the average energy of the quasiparticle representing the cognitive state is given by k B T per degree of freedom. From an information theoretic viewpoint, this value corresponds to the Landauer limit (Landauer 2000) of minimum energy dissipation of an irreversible choice between two (logical) alternatives, as discussed by de Castro (2013) in the context of Kahnemann (2012) heuristics based (fast, ''system 1'') cognition (see also ''Relevant previous work,'' ''Synchronization and long stimulus-off times'' ''Conclusion and outlook'' sections).
The stochastic Langevin force L G (t) can now be quantified via its attention noise power spectral density J x G in terms of the absolute (body) temperature T, the damping time constant s v (Eq. 8), and index of inertia m v , using the phase (v)-position (x) transformation by means of k = 2p/ k = pv/Dx (see ''Relevant previous work,'' ''Reduced model and linearized Langevin equation'' sections):
The relationship to the Einstein diffusion coefficient of Brownian motion, i.e., the random walk of the perception state, is given in ''Appendix 3'': ''Thermal noise''. By choosing wavelength k according to Nunez and Srinivasan (2006) (see ''Relevant previous work'' sections) and time constants and noise power according to our simulation values (''Numerical simulation of reversal time series'' section) selected for fitting the experimental results, the constant m v (termed ''cognitive inertia'') may be quantified within the mechanical metaphor. ''Cognitive inertia'' was introduced by Gao et al. (2006) in the context of long-range correlations of cognitive bistability (Fürstenau 2010) . Because as a fitting parameter to the experimental results J x G certainly includes a significant contribution of measurement noise, only a lower limit can be obtained for m v .
Numerical simulation of reversal time series
In ''Simulated time series'' section, deterministic time series of simulated percept alternations (zero noise power J x G = 0) are compared to stochastic ones (J x G [ 0). In subsection 3.2, the average dwell times of 100 simulated time series without and with noise are compared with corresponding experimental results of Orbach et al. (1966) and Kornmeier et al. (2007) . The numerical evaluations of the PAM Eqs. (1, 2, 3) in its reduced scalar form are presented with stimulus-off times between 10 ms and 1 s and t on = 300 ms, realized by periodic switching of the stimulus parameter l between l off = 0.1 \ l n and l on = 0.6 [ l n .
Large memory time constants s M = 10,000 and s L = 100000 are selected so that effectively simple perception-attention coupling with vanishing memory is simulated with nearly constant bias v b (no longrange correlations, Gao et al. 2006; Fürstenau 2010 ).
Simulated time series
Zero noise case Figure 5a -d shows for a time interval of t Sim = 1,000 T S = 20 s the time series l(t), G(t) and v(t) for four different t off -times (20, 100, 200, 900 ms) with zero noise power J x G = 0, and time constants c = 60
Without noise, the v(t) dynamics in Fig. 5 exhibits periodic reversals between stationary perception states P 1 (v* & 1) and P 2 (v* & 2.5) which due to J x = 0 are fully deterministic. For the short off-time of 20 ms (Fig. 8a) , the periodic stimulus interruptions do not have significant effect on the fatigue-induced v(t)-G(t) self-oscillations as compared to the continuous case. Superimposed noise-like behavior is due to the small limit cycle and chaotic oscillations (see also Figs. 2, 3 and ''Self-oscillations and periodically interrupted stimulus'' section).
Increase of off-time to t off = 100 ms in Fig. 5b ) increases the reversal rate. Reversals occur after a fixed number of l-on-l-off cycles. During stimulus-on periods, again the expected small limit cycle and chaotic oscillations are observed. The switching to the alternative state appears to correlate with a corresponding 300-ms l on pulse. A l off -l on transition appears necessary but not sufficient for a reversal: If a transition to the alternate percept occurs, l off switches to l on , however, not each single 300-ms on-pulse triggers a P 1 $ P 2 transition. This demonstrates the superimposed dynamics of the P 1 $ P 2 self-oscillations with eigenfrequency f G due to the G-v coupling (Eq. 10).
While the magnitude of G-variation between the P 1 -P 2 transitions for 20-ms off-time corresponds to the extrema of the hysteresis curve (Fig. 9) , it is significantly smaller with the longer stimulus interruptions. This is not surprising because during t off v(t) iterates with several feedback cycles (see Fig. 3 : P 1 -P 2 transition time & 150-200 ms) through a decreasing hysteresis into the single attractor region (l off \ 0.2), so that the interval between the alternate states in their two metastable energy minima of the energy landscape in Fig. 4 decreases, the energy barrier vanishes, and the corresponding effective distance between the two G-extrema becomes significantly smaller, allowing for earlier P 1 -P 2 transitions.
With increasing t off , the time series exhibit an increase of percept reversal rate R (decreasing P i -dwell time) up to t off = 200 ms (Fig. 5c) where each off-on transition triggers a percept reversal. Apparently, at this t off , the percept reversals due to self-oscillations are synchronized with the frequency of the periodic external disturbance l(t) with period t on ? t off = 500 ms. The G-variation is again reduced as compared to the t off = 100 ms case and the G-time dependence approaches a harmonic oscillation. Counting the number of self-oscillation cycles (P 1 ) P 2 ) P 1 ) (=19) for the 20-s time interval shown in Fig. 5c ) one obtains ca. f G & 1 Hz, i.e., a reversal rate (percept transitions) of R max = 2 f G & 120 min -1 = 1/(t on ? t off ) = 2 Hz so that each off-on pulse triggers a transition. In contrast, the reversal rate for the short (20 ms) stimulus interruptions is roughly 10 reversals/ 20 s = 0.5 Hz in excellent agreement with the analytical self-oscillation frequency estimate of Eq. (10) yielding ca. 0.6 Hz (predicted for the continuous case with linearized self-oscillator equation).
The last time series example ( Fig. 5d ) with t off = 900 ms shows that after passing the R-maximum at t off & 200 ms, the l off -l on transitions now appear also sufficient for reversals: after each off-phase, the following l on correlates with a switch to the alternate percept. This results in continuously decreasing reversal rate R with increasing t off .
Nonzero noise case Figure 6 shows the same simulations of percept reversals like in Fig. 5 , however, now with nonzero noise power J x G = 0.001 1/T S (noise sample time t c = 0.1). Because in the PAM model, I assume the relevant processing to take place in the association cortex, neglecting the feedforward pathway from the retina to early visual areas such as V1 (Lammé 2003; Fürstenau (2010) see also ''Relevant previous work'' sections), low-pass filtering of the on-off switching is introduced in order to compensate for the neglection of the feedforward processing steps. The periodically changing contrast l(t) is low-pass filtered with a time constant of 40 ms, resulting in more realistic smoothed on-off l(t) variations. The filter is introduced between the stimulus creating subroutine (I 0 , l(t)) with output l(t) and the input into the perception (v), attention (G), and memory (v b ) modules of the simulation code (see Fürstenau 2010 ).
The filter effect on the square-wave stimulus signal l(t) can be seen by comparing Figs. 5 and 6.
Within the numerical simulations using the MatlabSimulink code, the random force contributing to dG/dt is realized by a random number generator producing bandlimited white noise with noise power J x and sample time t c = 0.1 T S (T S = simulation time steps = T/2 = 20 ms) with variance r 2 = J x /t c (see ''Noise'' section). t c defines the noise autocorrelation time and is chosen so that 1/t c : = 100 x max /2p is of the order of the delay-induced high-frequency (small amplitude) limit cycle oscillations (f max & 10 Hz). r is the stdev of the fluctuations of the generalized random force L G which for the present case is
01 in units 1/T S 2 . For the short off-time of 20 ms (Fig. 6a) due to the 40-ms filter time constant, the stimulus parameter is not completely modulated down to its off value. Like in Fig. 5a ) with zero noise also in Fig. 6a , the reversal time parameter l(t) alternating between l = 0.6 (on) and 0.1 (off) together with perception state v(t) exhibiting periodic self-oscillations with superimposed small limit cycle and chaotic oscillations during stimulus-on. The upper graph depicts the attention parameter G(t). For more details, see text series appears very similar to the continuous case, although, as expected no longer with constant dwell times due to the stochastic Langevin force L G (t) in Eqs. (2) and (7). It can be seen that besides the stochastic variation of the dwell times the added noise as observed in the G(t) time series leads to a significant increase of (average) dwell times and corresponding reduction of reversal rates, in agreement with the theoretical predictions (''Noise'' section). Figure 6 shows that the general dependence of the (average) dwell times and reversal rate on stimulusoff time remains the same: like in Fig. 5 , a reversal rate maximum is observed around t off = 200 ms, which from the third time series (Fig. 6c ) may be estimated as R max & R = 2(8 P 2 -states)/20 s & 1 Hz = 48 min -1 , less than half the value of the simulation with zero noise.
The last time series Fig. 6d shows that the noise destroys the sufficiency condition of the purely deterministic case (Fig. 5d) : Although the 300-ms stimulus-on intervals still seem to be necessary for reversal events (onset rivalry), the noise disturbs the deterministic movement of the perception state in the potential well (Fig. 4) , which is mediated through the combined attention-(G(v))-fatigue-induced potential well variation (rivalry through self-oscillations) and the stimulus-off switching-induced onset rivalry. For long enough off-times ([200 ms), the noise prevents about half of the periodic stimulus (l off -l on -) onset perturbations from inducing a transition into the alternative stationary state v*, as compared to Fig. 5d ).
Evaluation of perception state time series
Figures 7 and 8 show dwell time statistics for the t off range 10 ms-1 s as obtained by evaluating and averaging hundred v(t) time series of 5,000 T S each (=100 s simulated time), like the 1,000 T S sections in Figs. 5 and 6, for zero and nonzero noise power, respectively. The statistically varied initial values of v(t = 0), G(t = 0) and the noise seed values of the Matlab-Simulink random number generator used for simulating the Langevin force L G generate the ensemble of 100 different time series for averaging. Average reversal rates R t off ð Þ h iare obtained from evaluation of the P 2 dwell times D(P 2 ) by means of a separate program. It determines percept transitions from low-pass filtered (smoothed) v-time series by first symmetrizing the filtered v-series around zero (subtraction of an averaged offset) and then identifying zero-transitions by comparing succeeding v-values. A percept change corresponds to a high-frequency oscillation on the upper (lower) stationary state followed by a high-frequency oscillation on the lower (upper) state. Interrupted high-frequency oscillations at the same stationary level pertain to the same perception state.
Percept reversal rates for zero noise Figure 7 shows percept reversal rate mean values R h i :¼ 1= D m h i for zero noise (J x G = 0) as obtained from averaging the dwell times 1/D(P 2 ) & 2/(D(P 1 ) ? D(P 2 )), as function of t off -time with constant t on = 300 ms and t off variation between 10 and 800 ms like in Orbach et al. (1963 Orbach et al. ( , 1966 , however. It can be seen that the average reversal rates R t off ð Þ h iconfirm the single time series examples: for strong attention fatigue (low-fatigue time constant c = 60, like in Fig. 5 ) and weak recovery (large recovery time constant s G = 500), a pronounced reversal rate maximum of R max & 120 min -1 is predicted for a stimulus-off time t off & 200 ms. Reversals at R max occur in synchrony with the corresponding stimulus frequency f S = 1/(t off ? t on ) = 120 min -1 . R max indicates synchronization or triggering of a reversal with each transition from l off to l on (see Fig. 5 ). This is valid for a stimulus-off duration range, which corresponds to the percept transition time between P 1 and P 2 (ca five feedback cycles of together t Tr & 5 T = 200 ms, see Fig. 3 ). t Tr also corresponds to the latency between stimulus-on and conscious perception as discussed by Lammé (2006) . This result indicates the deterministic fatigue-induced phase oscillator mechanism v(G) together with the stimulus-onset (percept choice) dynamics v(l(t)) to capture essential aspects of the cognitive bistability mechanism.
The three cases with different fatigue and recovery time constants c, s G show that the maximum R max at t off & 200-300 ms depends only weakly on the time constants c and s G of the G(t)-dynamics: the R max -value decreases with decreasing s G due to stronger recovery or inhibited fatigue, and correspondingly decreases with increasing c due to decreasing eigenfrequency of the selfoscillations (Eq. 10). Within the present theoretical framework, the maximum separates the nonstationary stimulus-off regime (t off B percept transition time & 200 ms) from the quasi-stationary regime (t off [ 200 ms) where the transition time is shorter than the t off time.
Percept reversal rates for nonzero noise
An improved quantitative agreement between model-based simulations and experiments through the predicted reduction of reversal rates (see ''Reduced model and linearized Langevin equation,'' ''Noise'' section) is obtained, in addition to the correct position of the R-maximum and general shape (Fig. 7) , if attention noise L t G with J x G [ 0 is introduced into the PAM dynamics. For optimizing the fit to the experimental results of Orbach et al. (1966) and Kornmeier et al.(2007) with t on = 300, 400, and 700 ms, fatigue and recovery time constants are adjusted to c = 100 T S = s G = 100 T S = 2 s, with noise power selected as J x = 0.001 1/T S . The result is shown in Fig. 8 for the three different stimulus-on times.
Like in the zero noise case and in agreement with the published experimental results, the R-maximum is again predicted at t off & 200-300 ms and appears independent of the on-time conditions. Nevertheless, the parameter optimization (l on , T, s, c/s G , J x G ) for the simulations leaves some discrepancies at the low and high t off -ranges, which will be discussed in the next section. Orbach et al. (1963 Orbach et al. ( , 1966 explained the shape of the measured Necker cube reversal rate curve R(t off ) in Fig. 8 with a semiquantitative neural satiation-of-perspective or attention fatigue model. In the present work, we derived a behavioral stochastic nonlinear dynamics model, which appears sufficient for a quantitative reproduction of the experimental results with a formal combination of attention fatigue and stimulus-onset dynamics.
Discussion
Self-oscillator and stimulus-onset dynamics and the importance of noise
The averaged reversal rates shown in ''Evaluation of perception state time series'' section confirm the general validity of the selected simulation examples shown in Figs. 5 and 6, concerning the shape of the Necker cube percept reversal R(t off )-curve and the t off -location of R max . They provide surprisingly good quantitative agreement with the experimental results of Orbach et al. (1963 Orbach et al. ( , 1966 and Kornmeier et al.(2007) , even with the simulations and analysis performed with the reduced version (''Reduced model and linearized Langevin equation'' section) of the full set of model Eqs. (1, 2, 3) . In fact, in contrast to the earlier neural-based models with inhibitory coupling of the separate neural representations of percepts P 1 and P 2 , our results with the reduced model show that fatigue of attention (modeled as adaptive feedback gain of reentrant loops (e.g., Lammé 2003) is sufficient for initiating bistable cognitive oscillations (P i , P 0 ). Inhibitory coupling between two sets of PAM equations for P 1 and P 2 is required only for generating completely symmetric P 1 -P 2 dynamics (equal dwell time distributions).
The periodic self-oscillator dynamics as shown for the quasi-continuous case (=small t off ) of Figs. 5a, 8a) was analyzed in Fürstenau (2010) for the continuous case. It was originally reported already by Ditzinger and Haken (1989) within their synergetic model of bistable perception, which served as starting point of the present one.
With our typical simulation values (c = 60 T S = 1.2 s, T = 2 T S = 40 ms, s = 1 T S = 20 ms), the analytically approximated self-oscillator eigenfrequency near the bifurcation point (l & 0.21, G* & 1.5; Eq. 10) is obtained as f 0 = x 0 /2p = 0.59 Hz = 36 min -1 or T 0 = 1/f 0 = 1.7 s, slightly reduced by the damping to f G = 0.55 Hz = 33 min -1 . The damping time constant is approximated by Eq. (8) as s v & 6 s. The dwell time estimate for a single percept D(P i ) = T G /2 = 1/2f G due to the assumed low hysteresis (l & 0.2) lies at the lower end of the typical experimental results. It nevertheless predicts the correct order of magnitude of the reversal frequency as reported, e.g., by Borsellino et al. (1972) and De Marco et al. (1977) .
The slow (time constant c & 1-2 s) self-oscillator dynamics due to nonlinear v-G coupling (frequency = 10-20 min -1 ) occurs in parallel to the fast periodic l(t) stimulus on-off-induced onset dynamics. The l on -l off switching, with low-pass filter time constant s S = 40 ms (replacing of the neglected feedforward processing component in the simulations) represents sudden (presumably non-adiabatic) perturbations of the potential energy landscape (Fig. 4) , inducing transitions between the double-well (l [ l n & 0.2) and single attractor states (l \ l n ). Typical transition times between stationary perception states v 1 * & 1, v 2 * & 2.5 (the two minima of E(v| l [ l n ) in Fig. 4 ) are of the order t Tr = 150-200 ms (see Fig. 3 ). This corresponds to five or so iterations of the feedback loop (see Fig. 1 ) formalized by Eq. (1), in reasonable agreement with reported time delays of 150-200 ms between stimulus-onset and conscious reporting of the percept (Lammé 2003) . The stationary solution v*(G, l) of the present nonlinear dynamics model (Figs. 4, 9) creates intrinsic decision thresholds for the percept choice dynamics by means of the v*(G, l)-hysteresis and bifurcation.
A dynamical reduction of the v*-G hysteresis width (Fig. 9) is observed in the simulation examples of Fig. 5 (noise J x G = 0) and Fig. 6 (J x G [ 0): the G-variation between transitions decreases with increasing stimulus-off time and reversal rate (most pronounced in the zero noise Fig. 5c ) with quasi-harmonic G-variation). This behavior is caused by the fact that the G(t) variation is slow as compared to the v(t)-switching between stationary states v*, originating from the large time constants c and s G . The increasing off-time durations increasingly let the system relax into the single attractor state E(v*, l = 0.1) with G & G* while during the 300-ms on-time intervals, the slow G-dynamics does not allow for full G-recovery. This results in the reduced amplitude of the noisy Fig. 7 Average reversal rates R t off ð Þ ¼ 1=D P 2 ð Þ h i from 100 time series of t Sim = 5,000 T S per data point with 10 ms B t off B 800 ms (lines connecting simulation results from 100 time series of t Sim = 5000 T S per data point), obtained from evaluation of numerical simulations without noise: J x G = 0, for different fatigue and recovery time constants c = 60, s G = 200, 500; c = 100, s G = 500, compared with experimental results of Orbach et al. (1966) (crosses x) Fig. 8 Average reversal rate curves R(t off ) like in Fig. 7 , however, with attention noise J x G = 0.001 (lines connecting simulation results from 100 time series) for different t on -times (300, 400, 700 ms). Experimental data from the publications of Orbach et al. (1966) (crosses) and Kornmeier et al. (2007) (triangles and squares) oscillations around G* with increasing t off . A corresponding roughly exponential decay of G(t) during stimulus-off toward G* & 1.5, the G-value for l \ l n is observed in Fig. 5d ).
In agreement with the previous results of Noest et al. (2007) although obtained with a low-level neural model, also the present macroscopic behavioral model shows that the interplay between the deterministic self-oscillator dynamics (with time constants c, s G and percept transition time t Tr = 4-5 T) and the periodic sudden perturbations with l off -l on -induced onset effects with stimulus frequency f S = 1/(t on ? t off ) appears to be the basic reason for the observed behavior.
Within the conservative force/potential energy picture, the stimulus-off switching (l = 0.6 ? 0.1) at any momentary attention parameter value (e.g., G = 1.4 in Fig. 4a ) is represented by a transition of the double-well potential (l = 0.6) into the single attractor case (l = 0.1). Taking into account the noise with power J x G [ 0, the associated damping c v = 1/s v (Eq. 8) according to the fluctuation-dissipation relationship (13) in turn reduces the reversal rate R through the energy dissipation, as approximated by Eq. (10) for constant stimulus. The importance of noise as part of the cognitive dynamics is clearly underlined by comparing our results depicted in Figs. 7 and 8. This finding is in agreement with Ditzinger and Haken (1989) , Brown and Holmes (2001) , Braskamp et al. (2006) , Noest et al. (2007) , and with our previous results on longrange correlations (Fürstenau 2010) .
The fluctuation-dissipation theorem quantifies the damping time constant s v in terms of the noise autocorrelation function and power spectral density J x G , respectively. Within an equilibrium thermodynamics approximation and the mechanistic Brownian motion metaphor, J x G is proportional to the temperature T of the surrounding heat bath (rest of the brain) and inversely proportional to the cognitive index of inertia m v . In the present model, the Einstein diffusion coefficient D v of the perception state v quantifies the decoherence (de-coordination in terms of Kelso (2012) ) of the initial phase shift between the two (hypothetically) superimposed percept possibility waves in terms of random walk.
Short stimulus-off times: t off \ t Tr For short off-times t off ( 200 ms & t Tr (=P 1 -P 2 transition time), the simulated time series (Figs. 5a, b, 6a, b) are similar to the continuous case, which was investigated in Gao et al. (2006) and Fürstenau (2010) with regard to long-range correlations. t off is too short for the perception-attention [v, G]-state dynamics to completely iterate the v-position into the stationary off-state (the single potential minimum of Fig. 4 ) so that after return of the potential from the single attractor (l = 0.1) back to the double-well the perception state with high probability will return to the original attractor position v* (l = 0.6). This results in the dominance of self-oscillations and only little onset effect.
The dynamics of the energy landscape (see Fig. 4 ) during stimulus-off switching corresponds to the inward and outward movement of the potential walls during transition into the single attractor state, and back to the doublewell shape, respectively. Specifically, stimulus-off switching (l [ l n ) l \ l n ) generates the generalized force -qE(l(t))/qv originating from the l(t)G(v) variation, which pushes the percept into the direction of the alternative valley.
The effect of short (t off ( 200 ms & t Tr ) stimulus interruptions is observed as brief perturbations of the highfrequency oscillations (originating from the feedback delay T) at the low v 1 * state in Fig. 5a, b) , and somewhat less pronounced, due to the additional noise, in Fig. 6a, b) .
With increasing t off (however \ t Tr ), the perception state at position v(G, l = 0.6; P i ) in the double-well potential, accelerated by the stimulus-off-induced force -qE(l(t))/dv, has more time after the off-switching to move away from its initial attractor under its own inertia and momentum m v dv/dt and pass the parabolic minimum at l = 0.1 (l* = G* & 1.5, see ''Appendix 1''). After the sudden t off -perturbation, the momentum *m v dv/dt drives the percept toward the opposite potential wall. Visualized by the solid sphere within the mechanical metaphor, it will start climbing the opposite wall of the (during t off ) nearly parabolic l off potential, with increasing chance to stay in the alternative valley after stimulus-onset.
Synchronization and long stimulus-off times: t off [ t Tr
To my best knowledge, Orbach et al. (1963 Orbach et al. ( , 1966 were the first to report the reversal rate maximum at 200-to 300-ms stimulus-off time under subjects exposure to periodically interrupted ambiguous stimulus with a constant on-time of 300 ms. A similar result was obtained by Kornmeier et al. (2007) with different stimulus-on times.
Qualitatively, it appears not surprising that with synchronization between the periodic external forces and the self-oscillator-induced v(G) dynamics (with a minimum period of 2 t Tr ) a maximum of the reversal rate should be expected. Figure 5c and 7 show that in fact for zero noise with t off = 200-300 ms optimum synchronization is achieved between (*square wave) stimulus l(t)-frequency f s & 1/(t off ? t on ) & 2 Hz and percept reversal rate R: stimulus-onset triggers a percept transition with maximum frequency & 1/2 t Tr :
Relatively weak dependence on fatigue and recovery time constants is observed within the depicted variation range. Figure 8 shows that this synchronization is maintained with introduction of a noise level required for quantitatively fitting the experimental data, and it appears only weakly dependent on the stimulus-on time t on . The three reversal rate R(t off ) characteristics in Fig. 8 for t on = 300, 400, 700 ms do not change significantly with t on . Simulations (not shown) with further increase of t on exhibit a decrease of R max with increasing t on , i.e., with decreasing stimulus frequency, the t off value at R max , however, remains constant at 200-300 ms. This again indicates that for t off [ t Tr & 200 ms the onset dynamics as periodic external force dominates the [v, G]-trajectory. Both t off regions (\t Tr and [t Tr ) are separated by a synchronization between the periodic perturbation l(t) and the percept transition dynamics, with the P 1 -P 2 transition time determined by the number of reentrant (feedback) cycles (see Fig. 3 ).
The resonance-like behavior around 200-300 ms suggests a more detailed analysis of the (van der Pol) oscillator approximation Eq. (33) with regard to the self-oscillator frequency dependence on periodic l(t) variation. It is well known, e.g., that periodically excited nonlinear oscillators can exhibit stable oscillations at the driving frequency, which suppress the inherent self-oscillation, a so called lock-in effect (Magnus et al. 2008) .
With increasing t off ([transition time t Tr ), the percept transitions are more and more correlated with on-off switching events and onset dynamics gains increasing influence, in agreement with Noest et al. (2007) . Figures 5d  and 7 show that if t off grows to values larger than the transition time (t off [ t Tr & 200 ms), the perception state [v, G] has always enough time during t off to iterate through the minimum of the single harmonic attractor state E(l = 0.1) at v* & 1.5 with l \ l n .
The cognitive momentum *m v dv/dt during t off and the damping (c v ) determines the effect of the sudden external perturbing force -qE(l(t))/dv acting along the v-axis in Fig. 4 , in addition to the now less important fatigueinduced self-oscillation (transition between Fig. 4a, b) with frequency f G: if the off-time is not too large (\ca.1 s) but larger than the transition time t Tr , then with small l the perception state represented by the sphere will keep on moving along the v-axis to settle down in the alternate stimulus-on position v* during the next t on -period after return from the single stimulus-off attractor (Figs. 5c, d, 6c, d) .
For t off [ t Tr , the l-switching-induced percept change (onset effect) with reduced influence of the v(G) selfoscillations (alternations between Fig. 4a, b-situations) is dominated by the dynamic change of the energy landscape (v-attractor) due to the E(l(t))-dependence of Eq. (11). Due to the small value of the product l off G, the feedback required for the self-oscillation is suppressed during the increasing t off -intervals. Consequently, the reversal rate decreases with increasing t off due to the dominance of the percept choice dynamics, leading to an increased correlation of dwell times with increasing l-switching intervals in agreement with the experimental results of Orbach et al.(1966) and Kornmeier et al. (2007) .
Deviations from experimental results
The advantage of computational parsimony by evaluating only a reduced model with a single triplet of equations with correspondingly reduced number of parameters has to be payed for by slightly unsymmetric behavior of the P 1 and P 2 time series: slightly different mean dwell times of P 1 and P 2 with symmetric bias v b & 1.5. The corresponding slight non-symmetry of the double-well potential modifies the ratio of average P 1 and P 2 dwell times. Initial simulations with the full model with the v 1 (P 1 ) -v 2 (P 2 )-inhibition coupling constants c ij = 0.1 (i, j = 1,2; see Fig. 2 ) indicate that it will not significantly effect the basic conclusions.
An increasing deviation of the theoretical reversal rate curve from the experimental results is observed in Fig. 8 toward low (t off \ 50 ms) and high t off values near 1 s: at the low t off end the simulations predict lower reversal rates, toward the high t off end the theory predicts a slightly weaker decrease of reversal rate. The latter effect could be due to the neglection of long-range correlations (memory effects Fürstenau 2010), which show a significant influence in the simulations for smaller time constants s M ( 10,000 T S than those selected for the present computer experiments. Significant memory effects would introduce a stabilization of the current perception state v(G) via coupling of the bias v b to the G-dynamics and suppress the alternate one, thus increasing the tendency of increased dwell time with increasing t off [ t Tr under dominance of onset over fatigue dynamics (see above). Furthermore, the damping time constant s v (Eq. 8) is modulated by the memory time constants s M , s L through the G-dependence on bias v b (Eqs. 2, 6) . A detailed analysis, however, was out of the scope of the present work.
Also slightly different predictions of the full set of model equations with inhibitory phase coupling (via -c ij in Eq. 1) as compared to the reduced model could be a reason for differences between simulation results and the reported experiments. However, preliminary simulations with the full model exhibit no significant principal differences although the c/s G -ratio has to be adjusted and a suitable coupling coefficient c ij for the two (P 1 , P 2 ) sets of PAM Eqs. (1, 2, 3) selected for approaching the experimental data.
Another potential reason for remaining deviations of the simulations from the experimental results is our choice of the coherence function l v = 1 (Eq. 4) and the selection of stimulus ambiguity parameter values for stimulus-off (=small contrast l off = 0.1) vs. stimulus-on (=large contrast l on = 0.6). l on is based on matching the dwell time statistics to experimental results (C-distribution and longrange correlations) in previous simulations with continuous stimulus (Fürstenau 2010) , and it compares reasonably well with the squared correlation coefficient between synchronized a-waves reported, e.g., in Nunez and Srinivasan (2006) .
With our simplifying assumption of constant input strength I 0 and vanishing spectral width Dk/k of the superimposed coherent oscillations representing the potential percepts (see ''Phase oscillator model'' section), we neglect any dependence of l on v. Instead of a fixed lvalue during t on , we could allow for a modulation with an additional coherence factor l v * exp{- (c v (Dk/k) 2 )} with c & 1 (see (Fürstenau 2010) , ''Appendix 1''). For example, with Dk/k = 0.5, this factor changes from 0.62 to 0.39 with percept transition from v & 1 to v & 2. Because this would mean an additional asymmetry in the reduced model with respect to the percept dwell time statistics of P 1 versus P 2 , a consideration of the coherence factor requires the full set of six PAM equations for the simulations, which will be a topic of future investigations.
Finally, the neglection of the feedforward processing and replacement by simple low-pass filtering of l(t) has to be considered as a potential source of discrepancies. There is in fact rising empirical evidence of faster attention modulation (e.g., Lacatos et al. 2008; Anastassiou et al. 2011) , which might play a role also in bistable perception. Also, the absence of modeling for the slow intrinsic fluctuations in brain activity, e.g., the default mode network oscillations, which increase with decreasing attention level, can possibly explain deviations from the experimental results.
Conclusion and outlook
As the main objective and for the first time to my knowledge, the experimentally observed percept reversal rate variation of alternating perception states as dependent on stimulus-off time of periodically interrupted ambiguous stimulus (Orbach et al. 1966; Kornmeier et al. 2007 ) was quantitatively reproduced by computer simulations. A previously described behavioral (macroscopic) nonlinear dynamics phase oscillator model was used based on perception-attention-memory (PAM) coupling with phase feedback (Fürstenau 2010) .
For the purpose of model parsimony, investigating the relative importance of attention fatigue-induced selfoscillations compared to inhibitory coupling of alternative percepts (between the two sets i = 1, 2 of dynamical Eqs. (1, 2, 3 (Fürstenau 2010) .
As a second major objective, the present results provide further support for a dynamical systems foundation of cognitive and psychological problems as discussed in detail within the context of Gestalt psychology by Wagemans et al. (2012) , and for coordination dynamics of the brain (Kelso 2012) . Moreover, our strongly simplified field theoretic approach provides a connection to EEG fields (referring to Nunez and Srinivasan 2006) and allows for mapping the model architecture to simplified thalamocortical reentrant circuits (Robinson 1998 , Fürstenau 2010 including attentional top-down modulation (Itti and Koch 2001) .
The third objective was to provide evidence, from our behavioral dynamics viewpoint, for the importance of the stimulus onset (percept choice) dynamics put forward by Noest et al. (2007) based on a low-level neural dynamics approach. Our simulations with macroscopic psychological variables explain the basic reversal rate characteristics based on the percept choice dynamics with bifurcation into one of the alternative percepts after stimulus-onset l(t) perturbation of the potential energy landscape in combination with the slow self-oscillator dynamics (longer time constant c & 1-2 s). Extending the results of Noest et al. (2007) , our computer experiments exhibit quantitative agreement with the shape of the reversal rate (R vs. t off ) characteristics of the experimental data, including the R-maximum at t off & 200 ms. The latter corresponds roughly to the P 1 -P 2 transition time and the delay from stimulus-onset to conscious report (Lammé 2003) . The basic dynamics can be understood by the noise-free deterministic percept dynamics in formal analogy to an equivalent mechanical (or electrical) selfoscillator system.
The fourth objective was to demonstrate the importance of the system noise for quantitative agreement of the computer simulations with the reported experimental results. The relevance of noise for cognitive processing was investigated before, e.g., Ditzinger and Haken (1989) , Rolls and Deco (2010), Braskamp et al. (2007 ), Fürstenau (2010 . Within a mechanical metaphor, a generalized force and potential energy picture were derived which by means of a linear approximation allow for a discussion of the nonlinear perception-attention dynamics in terms of cognitive oscillator eigenfrequencies, cognitive inertia, momentum, damping, and energy dissipation.
The stochastic Langevin force of the dynamical equations (as defined by its autocorrelation function) is of fundamental importance for physical reasons (energy dissipation), and it is necessary for the quantitative agreement with the experimental R(toff) characteristics. Within an equilibrium thermodynamics approximation, the fluctuation-dissipation theorem is used to relate the noise power of the Langevin force to the phenomenological damping constant of the linearized second-order perception-attention oscillator equation. This leads to the definition of ''cognitive inertia'' (introduced by Gao et al. 2006) .
Apart from the basically very rough and simple dynamical structure of the present behavioral model, with the psychological variables perception state v, attention parameter G, and perception bias (preference and memory) v b , the mentioned simplifications leave room for several obvious improvements. First, the effect of inclusion of memory effects (dv b /dt) by decreasing the memory time constants s M , s L , leading to long-range correlations (Gao et al. 2006 , Fürstenau 2010 , should be investigated.
Second, the reduced scalar model (basically Eqs. 6, 7) may be replaced for the numerical simulations by the full set of six PAM Eqs. (1, 2, 3) , three for each percept P i , i = 1, 2, which requires the additional inhibiting phase coupling parameter c ij [ 0 for modeling the interaction between the percepts. This would also allow for the simulation of more than two competing perception states.
Third, simulations with the full model and a phase-(v-)dependent coherence factor l v (v) with more realistic finite line width Dk/k of superimposed fields should clarify the influence on the details of the reversal rate characteristics in Figs. 7, 8. Furthermore, it would certainly be of interest to find other psychological-behavioral dynamics problems where the present approach could provide new insights. For example, by using shorter memory (bias) time constants and additional modifications of our basic model for matching experimental parameters, it should also be possible to simulate the experiments of Maier et al. (2003) and of Pastukov and Braun (2008) , which focus on longer interruption intervals and are not covered by the present approach.
It would certainly also be of interest to compare possible predictions on periodic stimulus effects of the Ditzinger and Haken (1989) associative memory model of cognitive multistability (with polynomial third-degree restoring force) with the present one (with cosinuidal phase oscillator dynamics). Both approaches obtain qualitatively the same kind of symmetry braking of their corresponding potential functions, as depicted in our Fig. 4 . It remains an open question in how far the theoretical predictions are robust against variants of the specific nonlinear dynamics approach, i.e., if the R(t off )-characteristic is possibly a generic feature of certain classes of reentrant nonlinear (stochastic) systems.
we immediately see that the first three extrema are found near v* = 1, 2, 3, corresponding to
The middle between the first two extrema is approximated by
The precise values may be found via differentiation of (15) yielding the condition (dG*/dv* = 0):
The difference between the approximate and the precise values of G m are \0.04 in our range of interest.
For deriving the bifurcation point l n we use the fact that here the hysteresis vanishes, the G*(v*)-curve has a saddle point, so that the first two extrema of Eq. (17) The table shows that the node bifurcation into two alternative solutions, i.e., the transition from unambiguous to ambiguous stimulus occurs at a stimulus (contrast or difference of meaning) parameter value l n & 0.2.
Combination of Eqs. (15) and (16) yields a condition for the ratio of the time constants c and s G in order to allow for ambiguous stationary percepts v*, dependent on selectable attention reference G m , and bias v b :
G m is usually chosen in the middle between the v*-hysteresis extrema and we may use the approximation G m (l) by Eq. (18). Within this approximation, a singularity at v* = v b indicates the instable solution with negative slope in the v*(G)-diagram Fig. 9 and separates the two stationary v* regions v 1 * & 1 and v 2 * & 2.5. It turns out that the ratio of the time constants s G /c usually should be [1, i.e., fatigue stronger than recovery in order to start self-oscillations. This reduces the freedom in selecting parameter values for matching the theoretical model to the experimental results.
Linear approximation, eigenfrequency, and damping One goal here is to derive the analytical approximation of the eigenfrequency of the percept reversal self-oscillation for the limit of continuous stimulus (small t off ) and the phenomenological damping constant by means of a linearization of the dynamical perception-attention equations. This may be compared with the mechanical equivalent of the stochastic cognitive dynamics system which by means of the fluctuation-dissipation theorem (valid within an equilibrium thermodynamics approximation) leads to the definition of a cognitive index of inertia. In accordance with the simulations performed in the present work, I neglect the attention bias Eq. (3) dv b (t)/dt, i.e., assume large memory and learning time constants s M , s L [ 10000 T S .
Like with sequential sampling and diffusion models of decision making (Link and Heath 1975; Heath 1998 Heath , 2000 , an analogy with a stochastic mechanical system may be established by using the Brownian motion dynamics of a small particle moving in a liquid and undergoing stochastic velocity changes due to molecular collisions, i.e., undergoing a fluctuating external force L m (t). For a free particle, we have the Langevin equation of motion of the OrnsteinUhlenbeck process (Risken 1996) :
with y = velocity, c m = damping coefficient, L m (t) = stochastic external Langevin force (normalized by mass m), representing filtered white noise as used, e.g., by Heath (1992) for modeling two alternative decision making. In our case, a formal correspondence between the psychological perception-attention (phase-feedback gain) state vector [v, G] and the mechanical position-velocity state [x, y] can be derived for a particle bound in a (harmonic) potential as described by the Langevin equation in statespace form (Haken 2004; Risken 1996) :
The eigenfrequency x 0 of the deterministic part is given by x 0 2 = k/m, (k = elastic spring constant) and c m = 1/s m = a/m is the inverse damping time constant.
The behavioral perception (v = phase difference)-attention (G, proportional to feedback gain) dynamics Table 1 State-space coordinates of the first two turning points [G*, v*] of the hysteresis curve in Fig. 9 (=extrema which we use for the following discussion is obtained via afor small contrast l near the percept choice bifurcation point l n .
Thermal noise: equilibrium approximation, cognitive inertia, and percept diffusion
In this section, details of the equilibrium thermodynamics approximation of our nonlinear and nonequilibrium system are presented in order to quantify the autocorrelation function of the stochastic Langevin force of Eq. (2) and the noise power spectral density, respectively, by means of the fluctuation-dissipation theorem, based on the mechanical metaphor of the cognitive dynamics (''Noise'' section). This allows for quantifying the cognitive index of inertia (introduced in section ''Noise'') based on the assumption of thermal origin of the system noise.
The stochastic Langevin force of Eq. (2) is defined via its autocorrelation function. We assume d-correlated white noise with Gaussian density defined by (e.g., Reif 1976) J/K. For particles undergoing Brownian motion (the mechanical metaphor for visualizing the stochastic component of cognitive state dynamics), the equipartition law of energy yields for the average energy per degree of freedom: (e.g., Reif 1976) . Together with Eq. 37, the variance of the phase velocity fluctuations (e.g., Risken 1998) as dependent on the white Gaussian noise power spectral density is obtained as:
Equation 32 for the cognitive damping together with the autocorrelation function of the Langevin force L v (t) = L G (t)/(T ? s) (Eq. 35) allows us to quantify the parameters of the cognitive fluctuation-dissipation theorem via replacement of J x and c m in (37) by (k/2) 2 J x v and c v where again we use the wave number k = 2p/k introduced in ''Noise'' section (relating phase difference v to space coordinates Dx for transformation of Eq. 24 into 26) yielding Dx = k/2v.
For the Langevin force autocorrelation function in attention parameter (G) space
, we obtain (by means of x-v transformation via k):
which translates the attention parameter autocorrelation function with dimension s -1 into the force of our mechanical metaphor. The autocorrelation function of the generalized cognitive stochastic force acting in v-space is given by
with t 0 = t ? Dt and L t v = L t G /(T ? t), so that with J x v = q v we get from (37):
In this way, by using the mechanical Brownian motion metaphor for the cognitive state dynamics, a cognitive index of inertia m v is defined, which represents the normalization constant of the generalized cognitive force d 2 Dx/dt 2 in Eqs. 24, 26, 33, after transformation of the perception state phase v into spatial coordinates.
Experimentally, the Brownian motion (random walk) of a (quasi-)particle can be quantified, e.g., via the standard deviation of the position fluctuations dx, which within our psychomechanical metaphor corresponds to the percept (phase) fluctuations dv = 2 dDx/k. The fluctuations are connected with the noise power via the Einstein diffusion coefficient D (particle state (x, y = dx/dt)):
with D = q/2 (m c) 2 = k B T/m c, using Eq. (37). In our case, these fluctuations correspond to the stochastic percept noise (originating from the Langevin force) superimposed on the stationary state v* in addition to the deterministic limit cycle and chaotic oscillations as shown in Figs. 2, 6 .
