As the open standard for parallel programming of heterogeneous systems, OpenCL has been used in this study in the context of a particular and intensive computing task, namely the voxelization of tessellated objects. For this purpose, OpenCL platform has been utilized to develop a parallelized voxelization algorithm that relies on a fast and efficient triangular mesh facet/cube overlapping test. The extensive numerical tests conducted with heterogeneous hardware configurations on geometric objects of varying complexities, mesh/domain sizes, and voxel resolutions suggest that up to 99.6% or 260 times decrease in the computation time can be obtained when GPU-or CPU-based parallelized techniques are used instead of the conventional single-thread CPU approach. Future developments will attempt the integration of the current implementation into a virtual orthopaedic surgery platform.
Introduction
The recent advancements in the field of computer graphics have led to a number of changes in the way the geometry of objects is modeled and rendered. Among the technologies that have been used for these purposes, voxel-based modeling continues to receive an increased attention. According to a more or less generic definition, voxels are small cubes used to represent volumetric units. As such, a voxel-based representation consists of a set of cubes that belong to a -typically uniform -3D grid placed over the domain of the object. Since any point on the grid is easily identifiable, the structure of the voxelized geometry can be conveniently described in terms that are comparable to -if not simpler than -the polygonal mesh counterparts. This advantage of voxelized representations has been typically exploited in the context of computer-aided design and manufacturing such is the case of material removal simulation [2] , [10] , [15] , [19] , [23] , skeleton extraction from mesh [18] , composite model representations of functionally gradient materials [21] , 3D printing [20] , generation of porous surfaces [3] , mesh repair [11] , thickness analysis [14] , etc. Since in many cases, the geometry is solely available in a triangular mesh format, voxelization becomes one of the mandatory preprocessing steps to enable subsequent geometry manipulation/computation operations.
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As implied by Fig. 1 , the core of the voxelization is represented by the computation of the intersection between the triangular facets of the mesh and the voxel grid used to discretize the bounding box of the 3D object. To calculate the required intersections, conventional approaches relied on iterative single-thread routines that loop over all voxels of the grid by repeatedly testing for intersections with each of the mesh facets. In many cases, robust and reliable overlapping test techniques -such as the separating axis theorem [1] -were used to identify and process the required voxel-facet intersections. However, the efficiency of these techniques is somewhat limited when it comes to fine meshes and/or voxels.
To accelerate voxelization, some of the prior studies have involved the graphics pipeline for parallelization of the voxelization in rendering passes [4] [5] [6] [7] , [9] . Nevertheless, the point sampling method used by the conventional rasterizers of the pipeline is known to cause inaccurate voxelizations for thin structures. To address this, [22] proposed a "conservative voxelization" technique that in turn introduced redundant voxels, an issue that was later rectified in [8] by means of hardware-based tessellation and point-based rendering. Even though the latter technique is faster by two orders of magnitude, the fixedfunction tesselator of the pipeline was found to introduce inaccurate results such that while the involvement of the graphics pipeline might be sufficient for real-time voxelization, its limited flexibility might be responsible for inaccurate results.
In the recent years, General Purpose Graphics Processing Units (GPGPUs) gradually became a versatile tool for high-performance computations. Both CUDA [12] and OpenCL [13] programming platforms were designed to facilitate the access to the many GPU cores that can be used to parallelize a multitude of computing tasks for an efficient solving of the complex problems. As an illustration of the CUDA-capabilities, Schwarz and Seidel [17] have shown that the GPU-based parallelization of the triangle-cube overlapping test can reduce the computing time reported in [22] by one order of magnitude, while preserving the accuracy of the voxelization.
Contrasting with the vendor-specific nature of CUDA, OpenCL-based developments are compatible with a wide-range of graphics hardware from all major vendors. However, unlike CUDA, OpenCL tends to be more verbose in a sense that more low-level code is required to establish the parallel computing infrastructure. Because of this, OpenCL-based parallelization continues to remain a challenging task and this might explain its relatively limited deployment. With this in mind, the primary goal of the current work was to assess the feasibility of OpenCL platform to an extensive computational problem such as voxelization. While not apparent in the limited context of this study, the problem of fast and accurate voxelization to be performed on cross-vendor hardware represents one of the first milestones to be completed as part of an extensive virtual surgery simulator that is presently under development.
OpenCL framework
The OpenCL standard defines a set of data types, data structures, and functions that augment C and C++ to enable parallel processing by means of either CPUs or GPUs. The major components of a typical OpenCL program are depicted in Fig. 2 . While all these components will be briefly explained further, for more in-depth details on the OpenCL programming framework, the reader is invited to consult a more extensive resource, such as [16] .
Kernels are functions to perform parallel computing tasks and they are programmed in OpenCL C, a language established on C99 specifications [13] , but further enriched to accommodate parallel programming. Kernels are executed by OpenCL devices that can be either multi-core CPUs or GPUs. It is important to note that most computers have several OpenCL devices in their architecture. The OpenCL context allows to choose from these devices and manage them for a specific computational task. Control of the kernels and devices in a context are initiated by a segment of regular C/C++ code, termed host application.
According to OpenCL terminology, control instructions are called command queues, while the CPU running the host application is called OpenCL host. In a typical computing task, the input data for kernels is prepared on the host side and is stored within the host memory (i.e., general computer RAM). Following this, OpenCL buffers transfer the prepared data to the device memory and if the device is a GPU, the device memory becomes the memory of graphics card. Once the kernel is executed, the output can be either fetched by the host memory or stored in the device memory for subsequent computations.
The generic OpenCL device model is presented in Fig. 3 . According to this, the processing cores of a CPU or GPU are called compute units. After the kernel is invoked, the computing task is divided into several subtasks, called work-groups, each of them being executed by a compute unit. Furthermore, several processors are available inside of every compute unit, each of them being tasked to complete a certain work-item, i.e., a certain portion of the work-group.
To accommodate this complex type of hierarchical computing pattern, different layers of memory are embedded into the device. Every processor from the compute unit has a set of dedicated registers called private memory, while all processors belonging to the same compute unit share a segment of memory called local memory. All compute units can also access the global memory (i.e., device memory). A brief comparative analysis of all different types of memory available suggests that private memory remains the fastest, but also the most limited one. By contrast, global memory is the largest, but the also the slowest option. Because of this, efficient OpenCL programming needs to limit the number of times of access to global memory to a maximum of two: one for kernel input reading and another one for output writing.
It is also important to optimally parallelize a compute task by partitioning it into several work-groups. The number of work-items in a work-group is called local size and the total number of work-items is denoted by the term global size. While the best practice recommends the maximization of the local size, local memory tends to be limited such that the global memory has to be used in most cases and its extensive access will inevitably compromise the performance of the algorithm. As such, data partitioning often comes down to a challenging tradeoff between the maximum use of the local size and the minimal access to the global memory.
Implementation

Input data preparation
The vast majority of common triangular mesh formats store mesh data in two different arrays: a float array used for vertex coordinates (i.e., mesh geometry) and an integer array used to describe how the vertices are connected to form the triangles in the mesh (i.e., mesh topology). This particular type of data storage saves memory space but results in a cluttered memory access during kernel execution that in turns slows down the entire process. To address the issue, a data preparation step has been devised to construct a new float array in which vertex coordinates were sorted per triangle. To be more specific, if M is a mesh with n triangles, then a float array of length 9n will hold the vertex coordinates such that the elements 9i to 9i + 8 will correspond to the vertices of the i-th triangle. Because of this, the entire vertex information for each of the mesh triangles will be orderly available in one location and this will facilitate the coalesced memory access (Fig. 4 ).
Voxel data
Voxel grid construction
The voxel grid G is a set of cubes that reside within the Axis Aligned Bounding Box (AABB) of the mesh. To construct G, the AABB is first identified by means of minimum and maximum of mesh vertex coordinates and then divided into identical cubes whose size is userdefined/controlled. This manner of grid construction guarantees that all resulting voxels will be aligned with the axes of the coordinate system and thereby the calculation of the normal vectors for all voxels becomes trivial. In addition, Gcan be uniquely represented by means of three independent parameters: (i) corner/origin of the grid p 0 ∈ R 3 , (ii) grid dimension i.e., the number of voxels in each
were used for indexing. As a result, the spatial information of every voxel can be readily calculated. For example, the minimum corner of the voxel V(x, y, z) is yielded by:
where < > denotes the dot product operation.
Voxel information storage
Following the construction of the voxel grid, an array of length d x d y d z was dynamically allocated in order to store material-specific information to be subsequently associated with each voxel. The spatial information of every voxel can be determined by their location in this array. As such, the corresponding index of voxel V(x, y, z) ∈ G(p 0 , d, p) in the array is:
Conversely, the indices of the corresponding voxel in the 3D grid can be calculated by solving the following equations in the order
3) Therefore, the array represents a mapping between the 3D voxel grid and a contiguous 1D stack of memory which ensures coalesced access to the voxel data.
Voxelization kernel
Mesh facet/Voxel overlap test
The method utilized here was adopted from [21] and essentially represents an enhanced version of the separating axis theorem [11] that requires a lower number of operations and is thereby faster. The verification of the intersection between triangles and voxels is a four-step process centered on the verification of facet plane/voxel intersection/overlapping. For this purpose, let T with vertices v 0 , v 1 , v 2 be a triangular mesh facet and V be a voxel characterized by the extreme corners p and p + p, respectively. Under these conditions, the facet/voxel overlap test comes down to the calculation of T 's normal and critical point:
followed by the verification of validity for:
where a 1 =< n, c − v 0 > and a 2 =< n, p − c − v 0 >. The rest of the intersection test comes down to the evaluation of the projections of T and V onto the principal planes of the coordinate system. For instance, the following expressions are to be calculated with respect to XY plane: One of the important advantages of this routine is that if only one of the statements in Eqns. (3.5) or (3.8) are false, then it can be immediately concluded that T and V are separated. This approach saves the unnecessary computations and ultimately leads to a faster voxelization algorithm.
Algorithm parallelization
In the context of the present study, the primary target of data parallelization technique were the nested loop structures that could be sped up by either launching a work-item: i) per voxel of the grid, or ii) per mesh facet. In the first approach, the number of work-items required to accomplish voxelization is essentially equal to the total number of grid voxels. Every work-item starts up with voxel selection followed by a loop over mesh facets to verify their relative positioning with respect to the analyzed voxel. As soon as an intersection is detected, the testing loop breaks off and the voxel is assigned a boundary status. At the end of the loop, voxels found in a non-intersecting condition with mesh facets have to be removed from the voxel-based representation of the object. However, the limited size of the local memory requires the storage of the extensive mesh data in global memory and in turn this diminishes the performance of the technique. In the second approach, the vertices of each triangular facet are assigned to an individual work-item. Since the voxels outside of the AABB of a triangle will not be overlapping with the triangle itself, the voxelization problem reduces in this case to the verification of the relative positioning between the facet and its AABB within the voxel grid. The data in Tab. 1 demonstrates that the switch from Approach 1 (voxel-based = VB) to Approach 2 (facet-based = FB) enables reductions of more than four orders of magnitude for the number of intersection tests required.
Furthermore, each work-item in Approach 2 requires for processing only the coordinates of the vertices for a single triangular facet instead of those of the whole mesh. Since this small amount of information can be handled by the local memory, the number of I/O operations with global memory will be reduced to two: one read of the raw data followed by one write of the results. As such, facetbased parallelization is deemed more efficient than the conventional voxel-based method and Fig. 5 depicts the pseudocode of the kernel based on this method.
Overall structure of the OpenCL program
An overview of the OpenCL code used to implement parallel voxelization is shown in Fig. 6 . In brief, the program starts with the identification of the OpenCL platform that is available through the hardware followed by the selection of a device to perform the required computations. Next, the kernel code is compiled and brought to an executable form to be run on the selected device.
As discussed above, the number of work-items required to complete voxelization is equal to the number of mesh triangles n. Since OpenCL requires that global size is a multiple of the local size, the program has to determine first the maximum local size that is available in the device such that it can set the global size to the appropriate value that is greater than or equal to n. Evidently, OpenCL buffers and pointers will pass further all the variables and arrays required by the kernel. Once the entire data is passed to the device memory and kernel work-items are configured, the command queue will launch the kernel. Following the start of the kernel, a write-only buffer operation is used to pass the voxel data to the host. OpenCL allows two primary modes of device to host memory transfer: i) clEnqueueReadBuffer = reading from the buffer and ii) clEnqueueMapBuffer = mapping device to host memory. The direct comparison of the two options -illustrated in Fig. 7 implies that memory mapping consistently outperforms the read buffer approach. Because of this clear superiority, memory mapping was the only method employed for voxel data transfer following the kernel execution. Both techniques were tested when transferring variable amounts of data from the GDDR5 memory of a GeForce 970 GTX graphics card to a DDR4 RAM and as Fig. 7 demonstrates, the advantage of using memory mapping becomes more prominent as the amount of data to be transferred increases.
Results
This section presents several test results that were obtained during the evaluation of the performance for the developed voxelization toolkit. The analyzed configurations included high-and mid-range desktop video cards (NVIDIA GeForce 970 GTX, AMD Radeon R7 240), a high-end video card for laptops (Nvidia GeForce 960 GTXM) as well as an integrated desktop video card (Intel HD Graphics 530). Since OpenCL allows CPU, not only GPU parallelization, additional tests were also conducted on desktop Intel 6700 K and AMD FX 770 K processors, as well as the mobile Intel 6700 HQ. Table 2 summarizes the specifications of all the aforementioned hardware components.
Here, the number of compute units indicates the number of work-groups that can be concurrently executed in a device, the maximum local size represents the limit of the work-groups, while the local memory size constitutes the amount of dedicated memory that is available for each of the work-groups within a certain processing unit. As it can be inferred from the entire discussion above, these three parameters play a critical role on the parallelization capabilities of a certain hardware configuration that in turn are dependent on an appropriate partitioning of the problem into parallel work-items. The last two columns of the table, namely maximum clock frequency and global memory, denote the speed of the GPU/CPU processor along with its associated video memory size (for GPU)/system RAM (for CPU), respectively. As expected, the size of the global memory limits the maximum resolution of the voxel grid since -at some point during the execution of the code -the entire voxel data has to be stored in it. The numerical experiments whose results will be detailed further have been conducted on tessellated representative geometries whose principal characteristics are presented in Fig. 8 . In addition to the size of the mesh, the data also includes the size of the bounding box.
As it can be noticed, while the Utah teapot features a coarse mesh, both Stanford bunny and dragon are characterized by fine meshes. By returning to the general surgical orthopaedic context of the present study, the last two objects represent the cutting end of a surgical tool used in glenoid reaming procedures along with the geometry of a scapula obtained through the reverse engineering of a patient-specific CT model.
The main metric used during the numerical trials was the voxelization time, i.e. the time required to generate voxels at a preset size/resolution for each of the five faceted geometries. To eliminate subjectivity, voxelization time was measured by means of the built-in profiling tool available in OpenCL. The comparison baseline used for all voxelization tests was generated by a single-thread implementation running on an i7-6700 K processor with 16GB DDR4 RAM and the results obtained were summarized in Tab. 3 as well as graphically represented in a normalized form in Fig. 9 .
As it can be noticed from the table, although the Utah teapot geometry has the smallest mesh size, its larger domain has determined voxelization times surpassing those associated with Stanford bunny model. On the other hand, the topological complexity of the surgical tool object has led to voxelization times that were sometimes over six times larger than those obtained for Stanford dragon, a geometric object characterized by considerably larger domain and mesh sizes. While the exact root cause of the increase might be difficult to identify, it can be probably assumed that the aforementioned topological complexity of the model has a direct effect on the partitioning of the work-items that -in turn -will significantly prolong the voxelization time.
Moreover, while no definite conclusion can be drawn with respect to GPU performances -other than perhaps the mid-range Radeon R7 240 card seems to be somewhat overall weaker than the rest, the exception being the scapula model for which GeForce 960 GTXM has managed to underperform it -the data shown in Fig. 9 implies that GPU-based parallelization can speed up voxelization anywhere between 73.5% or 3.8 times (surgical tool on Radeon R7 240) and 99.6% or 260 times (Stanford bunny on a GeForce 970 GTX) when compared to singlethread CPU. With respect to OpenCL-CUDA comparisons, while the latter seems to perform better for most NVIDIA-based hardware configurations, its major drawback remains related to its portability to other hardware. A sample of final voxelized geometry obtained for different voxel resolutions is presented in Fig. 10 .
Since CPU-based parallelization is also an option, the next set of tests/numerical experiments have quantified the performances of the three CPUs included in Tab. 2. The results obtained are summarized in Tab. 4 and graphically represented in a normalized form in Fig. 11 .
A brief comparative analysis of the results shown in Tab. 3 and 4 suggests that the parallelized execution of the voxelization kernel takes longer on CPUs than on GPUs. However, same as in the GPU-based case, CPU-based parallelization led to voxelization times that were between 62.7% or 2.7 times (Utah teapot on AMD FX 77 K) and 97.5% or 40.1 times shorter than those obtained on the single-thread CPU (Stanford Dragon on Intel 6700 K). Interestingly, the OpenCL voxelization algorithm ran faster on a slower/older CPU (AMD FX 77 K) than it did in the single-thread implementation executed on more powerful CPU (Intel i7 6700 K).
Conclusion
The OpenCL algorithm developed in the context of this study represents one of the first attempts made to demonstrate the portability as well as the efficiency of this programming platform in the context of a voxelization task. The actual/final voxelization time is largely dependent on the size/complexity of the tessellated object used as an input, the target voxel resolution as well as the configuration of the computing hardware involved. The results obtained demonstrate that GPU-based parallelization can bring significant reductions of the voxelization -or in general computing -time such that whenever the efficiency of an algorithm is of concern, parallelization of the code should be considered. Furthermore, while CPU-based parallelization might not be as effective as its GPU-based counterpart, significant computation time decreases are still possible even on low-end/less powerful processors. For better or worse, the results of the present study do not identify any of the hardware devices as being an absolute "winner". This essentially means that the decision to select one over the other should always be relative to the computational task at hand that in turn would require a more extensive and in-depth testing of all hardware configurations/options available.
Future extensions of this work will attempt to integrate the current OpenCL voxelization algorithm into a fast material removal technique that it is hoped that will be capable to function in a real-time manner within the virtual orthopaedic surgery platform that is currently under development. Finally, while CUDA remains an efficient and robust parallelization platform, it is hoped that the current results will inspire future OpenCLbased applications whose versatility/independence of vendor-specific hardware offers certain developmental advantages.
