Parametric method of flood frequency analysis involves fitting of a probability distribution to observed flood data. When record length at a given site is relatively shorter and hard to apply the asymptotic theory, an alternative distribution to the generalized extreme value (GEV) distribution is often used. In this study, we consider the beta-P distribution (BPD) as an alternative to the GEV and other well-known distributions for modeling extreme events of small or moderate samples as well as highly skewed or heavy tailed data. The L-moments ratio diagram shows that special cases of the BPD include the generalized logistic, three-parameter log-normal, and GEV distributions. To estimate the parameters in the distribution, the method of moments, L-moments, and maximum likelihood estimation methods are considered. A Monte-Carlo study is then conducted to compare these three estimation methods. Our result suggests that the L-moments estimator works better than the other estimators for this model of small or moderate samples. Two applications to the annual maximum stream flow of Colorado and the rainfall data from cloud seeding experiments in Southern Florida are reported to show the usefulness of the BPD for modeling hydrologic events. In these examples, BPD turns out to work better than beta-κ, Gumbel, and GEV distributions.
Introduction
Estimations of the upper extreme quantiles corresponding to low probabilities of exceedance are needed in risk analysis, extreme value analysis, and reliability engineering . Some well-known distributions have been used to model the extreme values associated with the tail distribution. These include the generalized extreme value (GEV), generalized Pareto, generalized logistic (GLO), Pearson type-3 (PE3), beta-κ, and three-parameter log-normal (LN3) distributions. GEV distribution is widely used for modeling extreme events because it is supported by asymptotic theory; however, it has limitations when applied to small or moderate sample data (for example, Hosking and Wallis (1997) ). In real flood frequency analysis in the United Kingdom, the aforementioned (GEV, GLO, PE3, LN3) distributions were selected most often as the best fitted model (Institute of Hydrology, 1999) , which was confirmed by Kjeldsen and Prosdocimi (2015) . A problem with this approach is that different distributions may be selected and applied for nearby sites, which may produce non-smooth quantile estimates over a region. Thus, to overcome this problem, it is desirable to use one flexible distribution that covers the above four models. The beta-P distribution (BPD) studied here is such a flexible model. Actually the L-moments ratio diagram (Hosking and Wallis, 1997) of the BPD turns out in this study to include those of GEV, GLO, LN3, and (part of) PE3 distributions as special cases.
The BPD and beta-κ distribution were introduced by Mielke and Johnson (1974) as special cases of the generalized second kind beta distribution. Wilks (1993) evaluated the performance of nine three-parameter distributions, including the aforementioned models, and found that the beta-κ distribution and BPD worked the best for extreme daily rainfall data in the United States. A detailed study of the beta-κ distribution was already reported by Murshed et al. (2011) . However, no systematic study on the BPD has been reported. In this study, we focus on the systematic study of this distribution and its applicability for modeling hydrologic events. To estimate the parameters of the BPD, we use three methods: method of moments estimation (MME), L-moments estimation (L-ME), and maximum likelihood estimation (MLE). While the MLE is sensitive to outliers from the assumed population distribution especially for small samples, it is optimal for large samples. The L-ME proposed by Hosking (1990) has been shown to have robust performance compared with MME and MLE, particularly for small samples. The detailed derivations of the moments and L-moments for the BPD are provided in this study.
One goal of the present study is to illustrate the feasibility of the BPD in dealing with hydrologic events. Two real applications using the annual maximum stream flow data of Colorado and rainfall data from cloud seeding experiments in Southern Florida are illustrated. The comparison with other models such as the beta-κ, GEV, and Gumbel distributions shows that the BPD with the L-ME performs better than those distributions, particularly in small and skewed samples. This suggests that the BPD can be a useful alternative to GEV and other well-known distributions.
The remainder of the paper is organized as follows. Section 2 defines the BPD and presents its properties including moments. Section 3 describes the estimation methods. The simulation study is presented in Section 4. Section 5 illustrates the effectiveness of the distribution using real data examples. The discussion and conclusion are in Section 6.
Beta-P distribution

Definition
The BPD was given as a special case of the generalized second kind beta distribution (Mielke and Johnson, 1974) . The cumulative distribution function (cdf) and the probability density function (pdf) of the BPD are
respectively, where α, β, θ > 0. Here, α and θ are the two shape parameters, and β is the scale parameter. There is no location parameter. The quantile function of the BPD is Figure 1 illustrates the shapes of the beta-P pdf for some specified values of (α, θ) and β = 1 (because β is an invariant scale parameter). When α > 1 and θ > 3 hold, the pdf exhibits light tails (Figure 1(a) ), but heavy tails (Figure 1(b) ) when 0.5 ≤ α < 1.0 and 0 < θ ≤ 3.5 hold. When α = 1, Shapes of the probability density functions of the beta-P distribution as the shape parameters α and θ change, but β = 1.
the BPD is the same as the GLO distribution (Ahmad et al., 1988) . The CDF of the GLO distribution is
, which is the same as that in (2.1) when α = 1. The GLO distribution has been used widely for flood frequency analysis (Hosking and Wallis, 1997) . As an generalized model of the GLO distribution, the BPD is also widely usable for flood frequency analysis. The closed form of the BPD provides better computational facility with the order statistic distribution than the gamma and log-normal distributions do. Sometimes, it is possible to be interested in the asymptotics of the sample extreme order statistics of the distribution. Identification of the feasible limiting distribution of the maxima (minima) is given in the Appendix.
Moments
Let µ ′ r be the r th order population moment about zero for the BPD. Then, µ ′ r is given by
where h r (α, θ) = B (1 + r/θ, α − r/θ), for r = 1, 2, . . . , and B(·) is a beta function. Note that the moments exist when −θ < r < αθ.
L-moments
The parameter estimates obtained from L-moments are sometimes more accurate in small samples than using MME or MLE (Hosking, 1990) . As a result, L-ME has received considerable attention for analyzing skewed data or extreme data, such as extreme rainfall, flood frequency, and extreme wind speed data. See Hosking (1990) for a definition of L-moments as well of its properties and applications. Let λ r be the r th L-moment of the BPD. To calculate λ r , we need a special case of the r th probability weighted moment (Greenwood et al., 1979) :
for r = 0, 1, 2, . . .. Then, λ r is obtained by using the relation between λ r and p r (Hosking, 1990) , for αθ > 1 as,
where
where Γ(·) is a gamma function, for j = 1, 2, 3, 4. A convenient way of representing the L-moments of different distributions is the L-moments ratio diagram, exemplified by Figure 2 . This diagram shows the L-moments on a graph whose axes are L-skewness and L-kurtosis. A two-parameter distribution with a location and a scale parameter plots as a single point, while a three-parameter distribution with location, scale and shape parameters plots a line. Distributions with more than one shape parameters generally cover two-dimensional areas on the graph (Hosking and Wallis, 1997) . The shaded area of Figure 2 represents the L-skewness and L-kurtosis values attained from the BPD for all possible combinations of α and θ. This figure was drawn by using the "lmrd" function of the R package "lmom" developed by Hosking (2014) . Note that in Figure 2 , the GEV and LN3 distributions are located inside the shaded area. The upper part of the shaded area includes the GLO distribution line achieved when α = 1. The PE3 distribution is partly included in the area. This suggests that the beta-P model has wider applications than the aforementioned four (GEV, GLO, PE3, LN3) distributions have.
The L-moment ratio diagram is used as a tool for aiding in the identification of a suitable frequency distribution to model the available samples. It typically plots the sample L-kurtosis against the sample L-skewness values and compare these to equivalent theoretical relationships derived for a range of candidate distributions. The closeness of the sample values to the theoretical lines or areas can then be used as a selection criterion for the most appropriate type of distribution (Peel et al., 2001) . The points in Figure 2 are the sample L-skewness and sample L-kurtosis of the annual maximum daily precipitation for 57 weather stations of South Korea Seo et al., 2015) . Most points lie within or close to the shaded region drawn by the BPD. To fit these data well, one may recommend using the BPD instead of using the GEV, GLO, PE3, or LN3 distributions separately. The L-moment ratio diagram for the BPD. The shaded area shows the L-skewness and L-kurtosis values attained from the BPD, in which the GEV and LN3 distributions are inside the area. The upper part of the shaded area includes the line for the GLO distribution, which is achieved when α = 1 in the BPD. The points are the sample L-skewness and sample L-kurtosis of annual maximum daily rainfall for 57 weather stations in South Korea. BPD = beta-P distribution; GEV = generalized extreme value; LN3 = three-parameter log-normal; GLO = generalized logistic; E = exponential; G = Gumbel; L = logistic; N = normal; U = uniform; GPA = generalized Pareto; PE3 = Pearson type 3.
The higher-order L-moments, known as LH-moments (Wang, 1997) , provide another way in which to estimate the parameters. This method has been used by Murshed et al. (2014) , and Busababodhin et al. (2016) . The LH-moments for the BPD are given in Murshed et al. (2009) .
Estimation methods
Method of moments estimation
The MME can be obtained by equating the first three population moments of the BPD with the corresponding sample moments. Let m ′ r be the r th order sample moment about zero, given by m
To derive the estimates, we consider the following two functions of the first three population moments;
The MME of α and β, sayα andβ, are obtained by equating these functions to the corresponding sample moment functions and thus by solving the following system of equations;
3 . These equations are the functions of the two shape parameters, α and θ. It is solved by using a two-dimensional Newton-Raphson method. An estimate of the scale parameter (β) is obtained by substitutingα andθ into another equation, which is
Method of L-moments estimation
Let l r be the r th sample L-moment. Similar to the MME, the L-ME of α and β, sayα andβ, are obtained by equating the population L-moments (λ r ) to the corresponding sample L-moments. The sample L-skewness and sample L-kurtosis are written as t 3 = l 3 /l 2 and t 4 = l 4 /l 2 , respectively. To obtain the L-ME, we solve the following system of equations with respect to α and θ: τ 3 = t 3 and τ 4 = t 4 , under the restriction αθ > 1, where τ 3 and τ 4 are the population L-skewness and L-kurtosis, respectively. We again use a two-dimensional Newton-Raphson algorithm. An estimate of the scale parameter (β) is obtained by substituting (α,θ) into (2.6), which isβ = l 2 /[α(k 1 − 2k 2 )], where k 1 = k 1 (α,θ) and k 2 = k 2 (α,θ) are given as in (2.9).
Maximum likelihood estimation
For a given sample (x 1 , x 2 , . . . , x n ) from a BPD, the log-likelihood function is log L = n log α + n log θ + (θ − 1)
for α > 0, β > 0, and θ > 0 as well as for min(x 1 , . . . , x n ) > 0. To compute the MLE, we maximize (3.3) numerically with respect to parameters. We used the Fortran program supplied by Professor Wilks. It uses the Levenberg-Marquardt method, which may be viewed as a generalization of the Newton-Raphson algorithm (Wilks, 1993) .
Simulation study
We conducted Monte-Carlo simulations to investigate the performance of the three estimation methods (MME, L-ME, MLE) for high-quantile estimation. We generated random samples from the BPD by using the inverse transformation method. Sample sizes are n = 20, 30, 50, 100, and 200. For each sample size, 2,000 trials were conducted. To examine the performance of the estimation methods, we used two measures: the relative bias (Rbias) and relative root mean squared error (RRMSE). These are The Rbias and RRMSE plots of L-ME and MLE for different combinations of the shape parameters and sample sizes. Rbias = relative bias; RRMSE = relative root mean squared error; L-ME = L-moments estimator; MLE = maximum likelihood estimator.
where q e j and q t j are the estimated and true quantiles, respectively, and M is the successful convergence number among the 2,000 trials for each of the three estimation algorithms. The Rbias and RRMSE were calculated for two combinations of the shape parameters, namely α = 0.5, θ = 3.5 and α = 0.5, θ = 7.5, with a unit scale parameter. That is, we set β = 1.0 without loss of generality, because all estimation methods are scale equivariant for β. The Rbias and RRMSE were calculated for five upper quantiles, q 0.90 , q 0.95 , q 0.99 , q 0.995 , and q 0.999 , using the above three methods. In addition, we used the average scaled absolute error (ASAE) to judge the overall goodness of fit, as in Castillo et al. (2005) :
where x (i) is the ascending i th order observation andx (i) are the p i -quantile estimates obtained from the quantile function (2.3), for p i = i/(n + 1). To calculatex (i) , the MLE or L-ME of the parameters was plugged into the quantile equation (2.3), as in (5.1) in the next section. Figure 3 displays the upper-quantile Rbias and RRMSE for the samples of size n = 30, and 100. Figure 3(a) shows that most of the upper-quantile Rbias values of L-ME are smaller than those of MLE. The upper-quantile RRMSE values of L-ME are smaller than those of MLE for p > 0.95, particularly in the case of n = 30. The Figure 3(b) indicates that no one method is superior to the others in terms of both the Rbias and the RRMSE. No results were obtained for MME in the Figure  3 (a) because the multiplication of the two shape parameters α and θ yields αθ = 0.5 × 3.5 = 1.75, which violates the restriction of (3.1), αθ > 2. In the Figure 3(b) , MME achieves good performance for the combination of parameters (α = 0.5, θ = 7.5). The performance of L-ME is better than that of MLE and MME, particularly in small samples. However, it sometimes fails to reach a solution for the equations, particularly for small samples. This may be partially because there is no solution inside Boxplots of the ASAE values, using LME and MLE for various sample sizes (n = 20, 50, 100, 200) when the parameters are fixed as α = 0.5, θ = 3.5, and β = 1.0 for the heavy-tailed beta-P distribution. ASAE = average scaled absolute error; LME = L-moments estimator; MLE = maximum likelihood estimator.
the feasible region αθ > 1. For the moderate sample (n = 100), it is hard to see a global superiority between L-ME and MLE. For the large sample (n = 200, not presented in the figure) , MLE works better than L-ME. Figure 4 presents the boxplots of the ASAE, which were computed from 2,000 Monte-Carlo trials for n = 20, 50, 100, and 200. This figure shows that L-ME performs better than MLE, particularly for small samples, which is consistent to the previous result for different distributions (Murshed et al., 2011; Park et al., 2009) . In the combination (α = 0.5, θ = 3.5), no MME is reported because of the constraint (3.1). The overall performance of L-ME is superior to the other two methods, particularly for small sample and for skewed data.
Real data examples
Stream flow data in Colorado
This example is based on time series data that consists of annual maximum stream flow amounts in cubic feet per second. Data were obtained from the U.S. Geological Survey (USGS) station 06714310 (Sand Creek tributary at Denver, Colorado). It covers 22 years from May 1 to August 31 between 1971 and 1992; however, the sample size is 21 years because the records for 1989 are missing. The data is accessed through the USGS website, nwis.waterdata.usgs.gov (U.S. Geological Survey, 2010).
The MLE and L-ME of the respective parameters for some distributions (i.e., GEV, Gumbel, beta- Table 1 : Parameter estimates of the Gumbel, GEV, beta-P, and beta-κ distributions, using theL-ME and the MLE methods for annual maximum stream flow data of Colorado and rainfall data of Southern Florida. P, and beta-κ) and dataset combinations are displayed in Table 1 . Two goodness-of-fit measures, namely Kolmogorov-Smirnov (K-S) and Anderson-Darling (A-D), along with the p-values in Table  2 . It indicates that the BPD fits the data better than the GEV, Gumbel, and beta-κ distributions do. In addition, two information criteria, namely the AIC and BIC (Table 3) . For these statistics, a lower value represents a better fit. This table shows that the BPD has better capability to fit the data than the GEV, Gumbel, and beta-κ distributions do. Figure 5 shows the estimated return levels (in cubic feet per second), using the L-ME method, with a 95% confidence interval. Here, the T -year return levels are obtained by substituting parameter estimates into the quantile function (2.3) as the (1 − 1/T ) quantile of the distribution: (a) (b) Figure 5 : The approximated 95% confidence intervals (dotted lines) of the predictive return levels obtained by using L-ME for the beta-P distribution (a) and for the GEV distribution (b) for stream flow data of Colorado. The beta-P distribution provides a smaller confidence interval than the GEV distribution does. L-ME = L-moments estimator; GEV = generalized extreme value.
The T -year return level R T is expected to be exceeded, on average, once every T years (Castillo et al., 2005) . The approximated 95% confidence interval of R T is obtained using (R T ± 1.96 × se B ), where se B is the standard error ofR T calculated by using the bootstrap method. In Figure 5 , the BPD provides a shorter confidence interval than the GEV distribution does. Overall, we can say that the BPD describes the stream flow data better than the Gumbel, beta-κ and GEV distributions.
Rainfall data in Southern Florida
This example consists of 26 rainfall amounts (units in acre-feet) from seeded clouds of experiments conducted in Southern Florida (Simpson, 1972) . It is based on radar-evaluated rainfall data from 52 Southern Florida cumulus clouds. Mielke and Johnson (1974) used this data to evaluate the performance of beta-P, beta-κ, gamma, and log-normal distributions. Based on the K-S and A-D test criteria, the BPD is better in most cases (Table 2 ). In addition, the results from the AIC and BIC in Table 3 suggest the better fitting ability of the BPD to the data compared with the GEV, beta-κ, and Gumbel distributions. The overall performance of the Gumbel distribution is worse than that of the other three distributions used in this study to describe both annual maximum stream flow and rainfall data.
Summary and discussion
In this study, we examined the beta-P distribution (BPD) for modeling hydrologic events. The BPD, which is a particular case of the generalized second kind beta distribution, seems to be a representative model to describe extreme rainfall data (Wilks, 1993) . However, no systematic study of this topic has been conducted. We bridge this gap in the literature, using three estimation methods (MME, L-ME, and MLE), and find the following main results:
1. The presented simulation study suggests that the BPD via the L-ME is satisfactory.
2. The L-moment ratio diagram implies that the BPD has wider applications than the GLO, LN3, PE3, and GEV distributions.
3. Our findings suggest that the BPD can be a useful alternative to the GEV, GLO, PE3, and LN3 distributions for modeling (extreme) hydrologic events.
The BPD has no location parameters; rather, it has two shape parameters (α and θ) and one scale parameter (β). The lack of a location parameter can be a disadvantage of this distribution. Thus, adding a location parameter would form a four-parameter BPD, which might be an interesting topic of future research. In addition, the modified inverse moment estimation (Gui, 2016) can be applied to this distribution. of attraction problem, for the given cdf F(x). To solve this problem for the BPD, we use Theorem 9.5 (for maxima) and Theorem 9.6 (for minima) in Castillo et al. (2005) .
Suppose X 1 , X 2 , . . . , X n are random samples of size n, drawn from a BPD. For the quantile function (2.3), we have
