Approximations for the inverse cumulative distribution function of the gamma distribution used in wireless communication by Okagbue, H. I. et al.
Heliyon 6 (2020) e05523Contents lists available at ScienceDirect
Heliyon
journal homepage: www.cell.com/heliyonResearch articleApproximations for the inverse cumulative distribution function of the
gamma distribution used in wireless communication
Hilary Okagbue a,*, Muminu O. Adamu b, Timothy A. Anake a
a Department of Mathematics, Covenant University, Ota, Nigeria












Kullback-Leibler divergence* Corresponding author.
E-mail address: hilary.okagbue@covenantuniver
https://doi.org/10.1016/j.heliyon.2020.e05523
Received 11 April 2020; Received in revised form
2405-8440/© 2020 The Author(s). Published by ElsA B S T R A C T
The use of quantile functions of probability distributions whose cumulative distribution is intractable is often
limited in Monte Carlo simulation, modeling, and random number generation. Gamma distribution is one of such
distributions, and that has placed limitations on the use of gamma distribution in modeling fading channels and
systems described by the gamma distribution. This is due to the inability to find a suitable closed-form expression
for the inverse cumulative distribution function, commonly known as the quantile function (QF). This paper
adopted the Quantile mechanics approach to transform the probability density function of the gamma distribution
to second-order nonlinear ordinary differential equations (ODEs) whose solution leads to quantile approximation.
Closed-form expressions, although complex of the QF, were obtained from the solution of the ODEs for degrees of
freedom from one to five. The cases where the degree of freedom is not an integer were obtained, which yielded
values closed to the R software values via Monte Carlo simulation. This paper provides an alternative for simu-
lating gamma random variables when the degree of freedom is not an integer. The results obtained are fast,
computationally efficient and compare favorably with the machine (R software) values using absolute error and
Kullback–Leibler divergence as performance metrics.1. Introduction
The gamma distribution, in its simplest form, is characterized by two
positive parameters known as the degrees of freedom or the shape
parameter, k, and the rate or shape parameter. The distribution is directly
related to the normal, Chi, Chi-square, beta, Nakagami, Erlang and other
probability distributions. The distribution has been used for modeling in
financial modeling and engineering, epidemiology, biostatistics and
biometrics, computational biology and neuroscience, soft computing,
meteorology, geophysics, engineering, and so on.
Gamma Distribution has been applied to the domain of wireless
communication in diverse ways. A review of recent applications revealed
that the use could be classified into six major areas.
 Modeling fading channels, shadowing effects [1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11] and attenuation in wireless networks [12];
 Other forms of modeling such as: binary error modeling [13],
beamforming [14], spatial deployment modeling [15], delay [16],
source localization [17], line of sight interference power [18],sity.edu.ng (H. Okagbue).
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evier Ltd. This is an open accessatmospheric turbulence [19, 20] and color texture characterization
[21].
 Modeling by the direct use of gamma distribution fit via parameter
estimation [22, 23, 24].
 Approximating a phenomenon, for example, signal and interference
powers [25, 26], co-channel interference [27], rendezvous time [28],
simulation results in fading wireless channel conditions [29], action
duration and inter-arrival [30] and resource requirements for traffic
characteristics [31], and
 Derivation of closed forms of models that follows gamma distribution.
The closed forms are useful in modelling wireless network systems
and other related models as seen in beamforming [32], bit error rate
[33, 34] and average bit error rate [35].
2. Gamma distribution
Gamma distribution is a two-parameter family of continuous proba-
bility distributions. The basics of gamma distribution are presented in
this section. Generally, the support of the distribution and the range of
the parameters are given as; x 2 ð0; ∞Þ; k > 0; λ > 0:vember 2020
article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


























φ ¼ Digamma function.
Table 2. Closed form of the gamma function for degrees of freedom equals two.
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f ðw; k; λÞdw ¼ γðk; λxÞ
ΓðkÞ (2)
Where γðk; λxÞ is the lower incomplete gamma function. If the shape
parameter k is strictly a positive integer, the distribution reduces to the
Erlang distribution. The mean, mode, variance, skewness, excess kurtosis
(EK), entropy, moment generating function (MGF), characteristic func-Table 3. Closed form for the extreme tails of the gamma function for degrees of free
p QðpÞ (closed form)
0.01 1:13707033ðpþ1:0001Þ 1
0.02 1:190764724ðpþ1:0001Þ  1
0.03 1:230489115ðpþ1:0001Þ  1
0.04 1:262929122ðpþ1:0001Þ  1
0.05 1:290697563ðpþ1:0001Þ  1
0.06 1:315146195ðpþ1:0001Þ  1
0.07 1:337085024ðpþ1:0001Þ  1
0.08 1:357046386ðpþ1:0001Þ  1
0.09 1:37540323ðpþ1:0001Þ 1
2
tion (CF) and logarithmic expression (LE) of the distribution are pre-
sented in Table 1.
It can be seen from Table 1 that there is no simple closed-form
expression for the median and that explains its exclusion there. This is
due to the intractable nature of the CDF as it cannot be easily transformed
to obtain the quantile function (QF), of which the median is a particular
case. This is not limited to the median, but other quartiles such as the
decile, quintile, lower quartile, and upper quartile. The absence of the
closed-form expression for both the CDF and QF guarantee that the
closed-form expressions for the inverse survival function (ISF), survival
function (SF), odds function (OF), hazard function (HF) and reversed
hazard function (RHF) are disappointedly unavailable. The alternative,
followed by many researchers, is the use of approximations, which can be
in the form of a series, functional, proxy, or the use of numerical algo-
rithms and, recently, the use of numerical optimization methods [36].
Ultimately, the relevance of the QF is mostly due to its utilization in
simulation and modeling, random number generation and copulas [37,
38, 39].
This paper applies the Quantile Mechanics (QM) approach that
transforms PDF of complex distributions into second-order nonlinear
ordinary differential equations whose solutions, when modified, can
provide series, closed-form, or closed-form equations of the quantile
function of the studied distribution [40]. One of the major advantages of
QM is that it has proven to be very efficient in quantile approximation of
complex and distributions with shape parameters [41, 42]. The solutions
are given per value of the shape parameter because distributions with
shape parameters are often difficult in obtaining their approximation
[42]. The existing approximations are often slow [43, 44], plagued with
slow convergence [45, 46, 47] and cumbersome in dealing with the
extreme tails of complex distributions [48, 49, 50, 51, 52]. On the other
hand, the second-order nonlinear ODE generated using QM is often
complex. The solutions may be very difficult to obtain and hence,
limiting the acceptability of the method among researchers.
The R software uses the algorithm [53] based on the relationship
between the gamma and Chi-square distributions. Regrettably, no
closed-form is available except when the shape parameter equals one.
The absence of the closed-form limits its application. Also, the intracta-
bility of the distribution limits its compounding with other distribution,
which often improves its use in modeling real-life events.
QM was used in this paper to obtain the closed-form of the QF of the
gamma distribution. Degrees of freedom up to five and improper frac-
tions were considered. The complexity of the distribution necessitated
that the QF obtained for each degree of freedom is different from others.
A comparison with the machine values was done to evaluate the effi-
ciency and the performance of the quantile models obtained. Recently,
authors [54] applied the same methodology proposed in this paper to
obtained the near exact quantile values for the Erlang distribution. Un-
fortunately, the results cannot be applied to the gamma distribution since
Erlang is a subset of the gamma distributions. Erlang distribution con-
siders only the cases of gamma, where the shape parameter is a positivedom equals two.










Table 4. The values of RðpÞ ¼ eQðpÞðQ2ðpÞþ2QðpÞþ2Þ for different quartiles.
p RðpÞ p RðpÞ p RðpÞ
0.01 1.98 0.1 1.80 0.91 0.18
0.02 1.96 0.2 1.60 0.92 0.16
0.03 1.94 0.3 1.40 0.93 0.14
0.04 1.92 0.4 1.20 0.94 0.12
0.05 1.90 0.5 1.00 0.95 0.10
0.06 1.88 0.6 0.80 0.96 0.08
0.07 1.86 0.7 0.60 0.97 0.06
0.08 1.84 0.8 0.40 0.98 0.04
0.09 1.82 0.9 0.20 0.99 0.02
Table 5. Values of c1 for the QF of gamma distribution at degrees of freedom equals three.
p c1 p c1 p c1
0.01 1.402133611 0.1 1.292572158 0.91 0.167113333
0.02 1.390035714 0.2 1.168857754 0.92 0.149590026
0.03 1.377919596 0.3 1.042686044 0.93 0.131845876
0.04 1.365784976 0.4 0.913552872 0.94 0.113866423
0.05 1.353631568 0.5 0.780776406 0.95 0.09563561
0.06 1.341459077 0.6 0.643398113 0.96 0.077135531
0.07 1.329267203 0.7 0.50 0.97 0.058346114
0.08 1.317055636 0.8 0.348331476 0.98 0.039244744
0.09 1.304824063 0.9 0.184428877 0.99 0.019805788
Table 6. The values of RðpÞ ¼ eQðpÞðQ3ðpÞþ3Q2ðpÞþ6QðpÞþ6Þ for different quartiles.
p RðpÞ p RðpÞ p RðpÞ
0.01 5.94 0.1 5.4 0.91 0.54
0.02 5.88 0.2 4.8 0.92 0.48
0.03 5.82 0.3 4.2 0.93 0.42
0.04 5.76 0.4 3.6 0.94 0.36
0.05 5.70 0.5 3.0 0.95 0.30
0.06 5.64 0.6 2.4 0.96 0.24
0.07 5.58 0.7 1.8 0.97 0.18
0.08 5.52 0.8 1.2 0.98 0.12
0.09 5.46 0.9 0.6 0.99 0.06
H. Okagbue et al. Heliyon 6 (2020) e05523integer. The implication is that the result of [54] cannot be applied when
the shape parameter is not a positive integer.
3. Model formulation
Quantile Mechanics approach is applied to the PDF of the gamma







































Table 8. The values of RðpÞ ¼ eQðpÞðQ4ðpÞþ4Q3ðpÞþ12Q2ðpÞþ24QðpÞþ24Þ for different quartiles.
p RðpÞ p RðpÞ p RðpÞ
0.01 23.76 0.1 21.6 0.91 2.16
0.02 23.52 0.2 19.2 0.92 1.92
0.03 23.28 0.3 16.8 0.93 1.68
0.04 23.04 0.4 14.4 0.94 1.44
0.05 22.80 0.5 12.0 0.95 1.20
0.06 22.56 0.6 9.6 0.96 0.96
0.07 22.32 0.7 7.2 0.97 0.72
0.08 22.08 0.8 4.8 0.98 0.48
0.09 21.84 0.9 2.4 0.99 0.24
Table 9. Values of c1 for the QF of gamma distribution at degrees of freedom equals five.
p c1 p c1 p c1
0.01 4.869425607 0.1 4.597848965 0.91 1.083513893
0.02 4.839752571 0.2 4.2829214 0.92 1.00
0.03 4.809958549 0.3 3.951524107 0.93 0.912034857
0.04 4.780041666 0.4 3.60 0.94 0.818759093
0.05 4.75 0.5 3.223110997 0.95 0.718995393
0.06 4.719831576 0.6 2.812876483 0.96 0.611054535
0.07 4.689534369 0.7 2.356011826 0.97 0.492356127
0.08 4.659106298 0.8 1.827105745 0.98 0.35858706
0.09 4.628545228 0.9 1.16322658 0.99 0.201437362













ÞeQðpÞ ffiffiffiffiffiffiffiffiffiffiQðpÞp for different quartiles.
p RðpÞ p RðpÞ p RðpÞ
0.01 0.8520253 0.1 1.273077022 0.91 -0.778481135
0.02 1.014943147 0.2 1.143783386 0.92 -0.803514652
0.03 1.108230433 0.3 0.905747558 0.93 -0.828423737
0.04 1.168753556 0.4 0.630853727 0.94 -0.853211384
0.05 1.209707567 0.5 0.344020359 0.95 -0.877881961
0.06 1.237501819 0.6 0.056975554 0.96 -0.902441945
0.07 1.255785337 0.7 -0.22385365 0.97 -0.926901348
0.08 1.266853167 0.8 -0.494671174 0.98 -0.951276969
0.09 1.272251697 0.9 -0.753321149 0.99 -0.97560221
Table 11. Values of c1 for different quartiles for k ¼ 1.5
p c1 p c1 p c1
0.01 -0.1479747 0.1 0.273077022 0.91 -1.778481135
0.02 0.014943147 0.2 0.143783386 0.92 -1.803514652
0.03 0.108230433 0.3 -0.094252442 0.93 -1.828423737
0.04 0.168753556 0.4 -0.369146273 0.94 -1.853211384
0.05 0.209707567 0.5 -0.655979641 0.95 -1.877881961
0.06 0.237501819 0.6 -0.943024446 0.96 -1.902441945
0.07 0.255785337 0.7 -1.22385365 0.97 -1.926901348
0.08 0.266853167 0.8 -1.494671174 0.98 -1.951276969
0.09 0.272251697 0.9 -1.753321149 0.99 -1.97560221

































(7)Eq. (7) can be referred to the gamma distribution differential equa-
tion (GDDE) and the solution gives the required quantile function and
can be solved using the assumed initial value conditions Qð0Þ ¼ 0;
Q0 ð0Þ ¼ 1. Details on the review of the method and similar methodol-
ogies can be found in [55, 56, 57, 58, 59].
Figure 1. Graphical summary of the simulation for k ¼ 1.5.
Table 12. Values of AðpÞ for different quartiles for k ¼ 1.5
p AðpÞ p AðpÞ p AðpÞ
0.01 0.067387554 0.1 0.229512576 0.91 -4.169309587
0.02 0.091055257 0.2 0.439407507 0.92 -4.205705899
0.03 0.110581113 0.3 0.785899024 0.93 -4.261293982
0.04 0.128406633 0.4 1.481459427 0.94 -4.340589088
0.05 0.145426187 0.5 3.438712013 0.95 -4.450899011
0.06 0.162090007 0.6 25.85465069 0.96 -4.604823034
0.07 0.178668554 0.7 -8.185863347 0.97 -4.826450799
0.08 0.195345275 0.8 -4.691629426 0.98 -5.170633594
0.09 0.212256739 0.9 -4.149218853 0.99 -5.814289174
Table 13. Comparison of the statistical moments for k ¼ 2.5
Statistic R software Approximate Simulated
Mean 1.5 1.5 1.5323
Median 1.182986942 1.182986942 1.2158
Variance 1.5 1.5 1.5165
Skewness 1.63299 1.63299 1.45764
First quartile 0.606266452 0.606266452 0.6288
Third quartile 2.054172468 2.054172468 2.1075



















ð2QðpÞþ3Þ for different quartiles.
p RðpÞ p RðpÞ p RðpÞ
0.01 2.673527224 0.1 2.953772322 0.91 -1.560142904
0.02 2.899007467 0.2 2.451766414 0.92 -1.609883966
0.03 2.998470827 0.3 1.863038089 0.93 -1.659401181
0.04 3.044601377 0.4 1.261925998 0.94 -1.708695781
0.05 3.061240764 0.5 0.669179684 0.95 -1.757769461
0.06 3.059265593 0.6 0.092834283 0.96 -1.806624608
0.07 3.044560247 0.7 -0.463494181 0.97 -1.855264766
0.08 3.020666841 0.8 -0.998081196 0.98 -1.903695662
0.09 2.989880748 0.9 -1.510177087 0.99 -1.951928251
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Table 15. Values of c1 for different quartiles for k ¼ 2.5
p c1 p c1 p c1
0.01 1.673527224 0.1 1.953772322 0.91 -2.560142904
0.02 1.899007467 0.2 1.451766414 0.92 -2.609883966
0.03 1.998470827 0.3 0.863038089 0.93 -2.659401181
0.04 2.044601377 0.4 0.261925998 0.94 -2.708695781
0.05 2.061240764 0.5 -0.330820316 0.95 -2.757769461
0.06 2.059265593 0.6 -0.907165717 0.96 -2.806624608
0.07 2.044560247 0.7 -1.463494181 0.97 -2.855264766
0.08 2.020666841 0.8 -1.998081196 0.98 -2.903695662
0.09 1.989880748 0.9 -2.510177087 0.99 -2.951928251
Table 16. Values of BðpÞ for different quartiles for k ¼ 2.5
p BðpÞ p BðpÞ p BðpÞ
0.01 0.103664192 0.1 0.272584988 0.91 -3.051346804
0.02 0.129680407 0.2 0.477723794 0.92 -3.055062195
0.03 0.150586089 0.3 0.805111863 0.93 -3.070694425
0.04 0.16936913 0.4 1.448381137 0.94 -3.100678358
0.05 0.187093456 0.5 3.251339136 0.95 -3.149018668
0.06 0.204283531 0.6 27.63993502 0.96 -3.222676088
0.07 0.221248172 0.7 -6.542077796 0.97 -3.335000672
0.08 0.238192481 0.8 -3.651644855 0.98 -3.516376821
0.09 0.25526574 0.9 -3.05803769 0.99 -3.864453641
H. Okagbue et al. Heliyon 6 (2020) e055234. Results
Results are obtained for degrees of freedom from one to five. The
steps outlined in this paper can be followed to obtain the closed-form
expression of the gamma distribution for any given shape parameter or
degrees of freedom.Figure 2. Graphical summary of
6
4.1. Shape parameter equals one
Gamma distribution has closed form expression for the CDF and QF at
k ¼ 1. This is because at k ¼ 1, gamma distribution reduces to the








(8)the simulation for k ¼ 2.5.
Table 17. Comparison of the statistical moments for k ¼ 2.5
Statistic R software Approximate Simulated
Mean 2.5 2.5 2.5018
Median 2.175730096 2.175730096 2.1114
Variance 2.5 2.5 2.6194
Skewness 1.2649 1.2649 1.28723
First quartile 1.337301405 1.337301405 1.3396
Third quartile 3.312839882 3.312839882 3.3286
Table 18. Absolute error analysis for k ¼ 1.5
p R software This work Error
0.01 0.057415901 0.057415901 0
0.02 0.09241591 0.09241591 0
0.03 0.122549354 0.122549354 0
0.04 0.150075709 0.150075709 2.77556E-17
0.05 0.175923159 0.175923159 2.77556E-17
0.06 0.200586679 0.200586679 2.77556E-17
0.07 0.224369351 0.224369351 0
0.08 0.247473781 0.247473781 0
0.09 0.270043996 0.270043996 0
0.1 0.292187187 0.292187187 0
0.2 0.502587007 0.502587007 0
0.3 0.711826122 0.711826122 0
0.4 0.934584202 0.934584202 0
0.5 1.182986942 1.182986942 0
0.6 1.473083037 1.473083037 0
0.7 1.832435392 1.832435392 2.22045E-16
0.8 2.320813838 2.320813838 0
0.9 3.125694316 3.125694316 4.44089E-16
0.91 3.245728858 3.245728858 4.44089E-16
0.92 3.37934631 3.37934631 4.44089E-16
0.93 3.530157084 3.530157084 0
0.94 3.703440022 3.703440022 0
0.95 3.907363952 3.907363952 4.44089E-16
0.96 4.155585455 4.155585455 0
0.97 4.473643749 4.473643749 0
0.98 4.918704656 4.918704656 0
0.99 5.672433365 5.672433365 0
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inverted to obtain the CDF as FðxÞ ¼ 1 eλx.
The distribution has no closed form expressions for both the CDF and
QF except at k ¼ 1.4.2. Shape parameter equals two
This is the particular case of Eq. (7) when k ¼ 2 and λ ¼ 1. This












The solution of Eq. (9) was obtained explicitly without the use of the










Where W is the Lambert function used mostly in complex number anal-
ysis, e is the exponential function and c1 and c2 are the initial values. The
inability to use a specific value of the initial values is because of the7
absence of closed-form and the problematic nature of quantiles at
extreme tails and as such, boundary values are not feasible. The tolerable
alternative is to assign values to the initial value conditions. This is due to
infinitely many solutions that are available. Secondly, because of the
presence of the Lambert function, near zero values of the initial values
are used to annul the effect of the Lambert function. Mathematically, near
zero values are almost unaffected by Lambert function transformation.
Numerical values were therefore assigned to the initial values; c1 ¼ 
0:0001, c2 ¼ 1:0001 and the exponential function is commonly known to
be 2.718281828. Negative value was assigned to c1 to shield Eq. (10)
from having negative outcomes. The values are incorporated into Eq.
(10) to obtain;
QðpÞþ 1¼Wð0:000036788ðpþ 1:0001ÞÞ (11)
The complexity of Eq. (10) means that the quartiles has to be obtained
individually and fitting is done with the R software values in order to
obtain the closed form of the quantile function for the degrees of freedom
equal to two.
The computations are given as follows;
Figure 3. Line graph showing the R software and approximate values for k
¼ 1.5.
H. Okagbue et al. Heliyon 6 (2020) e055231). When p ¼ 0.1 and the R software quantile values at 0.1 is
0.531811608.
Substitute into Eq. (10) to obtain;
0:531811608þ 1¼Wð0:000036788ð1:1001ÞÞ (12)
1:531811608¼Wð0:00004047Þ (13)
The Lambert function is unaffected by small values.
1:531811608¼Að0:00004047Þ (14)
Because of the availability of infinite solutions, the difference be-
tween the L.H.S. and R.H.S of Eq. (14) is when the R.H.S. is multiply with
A¼ 37850.09848. Finally, the quantile function of gamma distribution at
p ¼ 0.10 (decile) and k ¼ 2 is given by;
QðpÞ¼ 1:392429423ðpþ 1:0001Þ  1 (15)
Similarly, other percentage points or quartiles were obtained using
the approach and can be seen in Table 2. Also, presented are the results
for the extreme tails of the distribution shown in Table 3.4.3. Shape parameter equals three
This is the particular case of Eq. (7) when k ¼ 3 and λ ¼ 1. This












The solution of Eq. (16) was obtained explicitly without the use of the
initial values. The solution is presented as a complex closed form
equation;
c1 þ p ¼
eQðpÞ
	








Fitting is done on Eq. (18) using the R software values of the quantile
function. Hence, the right-hand-side of Eq. (18) for different values of p
are given in Table 4.
It can be seen that the pattern from Table 4 connotes that R(p) de-
creases as p approaches 1 and also exist on a bounded interval given as;8
0 < RðpÞ < 2 (19)
The contents of Table 4 are used to solve for c1 of Eq. (18). Two ex-
amples are provided.
When p ¼ 0.1, using Table 4, Eq. (18) becomes;
c21 þ c1p ¼ 1:8, c21 þ 0:1c1 ¼ 1:8, c21 þ 0:1c1  1:8 ¼ 0. Solving for c1
gives;
c1 ¼0:1 2:6851443162 ¼ 1:292572158 (20)
When p ¼ 0.2, using Table 4, Eq. (18) becomes;
c21 þ c1p ¼ 1:6, c21 þ 0:2c1 ¼ 1:6, c21 þ 0:2c1  1:6 ¼ 0.
Solving for c1 gives;
c1 ¼0:2 2:5377155082 ¼ 1:168857754 (21)
Inserting the value of c1 makes the R.H.S and the L.H.S of Eq. (18) to
be given for p ¼ 0:1 and p ¼ 0:2 respectively. The process is repeated for
other quartiles and are summarized in Table 5. This becomes the closed
form expressions for the QF of the gamma distribution for this case.
It can be seen that the pattern from Table 5 connotes that c1 decreases
as p approaches 1 and also exist on a bounded interval given as;
0 < c1 < 2 (22)
4.4. Shape parameter equals four
This is the particular case of Eq. (7) when k ¼ 4 and λ ¼ 1. This












The solution of Eq. (23) was obtained explicitly without the use of the
initial values. The solution is presented as a complex closed form
equation;
c1 þ p ¼
eQðpÞ
	




c21 þ c1p ¼ eQðpÞ
	
Q3ðpÞþ 3Q2ðpÞþ 6QðpÞþ 6
 (25)
Fitting is done on Eq. (25) using the R software values of the quantile
function. Hence, the right-hand-side of Eq. (25) for different values of p
are given in Table 6.
It can be seen that the pattern from Table 6 connotes that R(p) de-
creases as p approaches 1 and also exist on a bounded interval given as;
0 < RðpÞ < 6 (26)
The contents of Table 6 are used to solve for c1 of Eq. (25). Two ex-
amples are provided.
When p ¼ 0.1, using Table 6, Eq. (25) becomes;
c21 þ c1p ¼ 5:4, c21 þ 0:1c1 ¼ 5:4, c21 þ 0:1c1  5:4 ¼ 0. Solving for c1
gives;
c1 ¼0:1 4:648655722 ¼ 2:27432786 (27)
When p ¼ 0.2, using Table 6, Eq. (25) becomes;
c21 þ c1p ¼ 4:8, c21 þ 0:2c1 ¼ 4:8, c21 þ 0:2c1  4:8 ¼ 0. Solving for c1
gives;
c1 ¼0:2 4:386342442 ¼ 2:09317122 (28)
Inserting the value of c1 makes the R.H.S and the L.H.S of Eq. (25) to
be given for p ¼ 0:1 and p ¼ 0:2 respectively. The process is repeated for
H. Okagbue et al. Heliyon 6 (2020) e05523other quartiles and are summarized in Table 7. This becomes the closed
form expressions for the QF of the gamma distribution for this case.
It can be seen that the pattern from Table 7 connotes that c1 decreases
as p approaches 1 and also exist on a bounded interval given as;
0 < c1 < 3 (29)
4.5. Shape parameter equals five
This is the particular case of Eq. (7) when k ¼ 5 and λ ¼ 1. This












The solution of Eq. (30) was obtained explicitly without the use of the
initial values. The solution is presented as a complex closed form
equation;
c1 þ p ¼
eQðpÞ
	




c21 þ c1p ¼ eQðpÞ
	
Q4ðpÞþ 4Q3ðpÞþ 12Q2ðpÞþ 24QðpÞþ 24
 (32)
Fitting is done on Eq. (32) using the R software values of the quantile
function. Hence, the right-hand-side of Eq. (32)
RðpÞ ¼ eQðpÞðQ4ðpÞþ4Q3ðpÞþ12Q2ðpÞþ24QðpÞþ24Þ for different
values of p are given in Table 8.
It can be seen that the pattern from Table 8 connotes that R(p) de-
creases as p approaches 1 and also exist on a bounded interval given as;






























The contents of Table 8 are used to solve for c1 of Eq. (32). Two ex-
amples are provided.
When p ¼ 0.1, using Table 8, Eq. (32) becomes;
c21 þ c1p ¼ 21:6, c21 þ 0:1c1 ¼ 21:6, c21 þ 0:1c1  21:6 ¼ 0. Solving
for c1 gives;
c1 ¼0:1 9:295697932 ¼ 4:597848965 (34)
When p ¼ 0.2, using Table 6, Eq. (32) becomes;
c21 þ c1p ¼ 19:2, c21 þ 0:2c1 ¼ 19:2, c21 þ 0:2c1  19:2 ¼ 0. Solving
for c1 gives;
c1 ¼0:2 8:76584282 ¼ 4:2829214 (35)
Inserting the value of c1 makes the R.H.S and the L.H.S of Eq. (32) to
be given for p ¼ 0:1 and p ¼ 0:2 respectively. The process is repeated for
other quartiles and are summarized in Table 9. This becomes the closed
form expressions for the QF of the gamma distribution for this case.
It can be seen that the pattern from Table 9 connotes that c1 decreases
as p approaches 1 and also exist on a bounded interval given as;
0 < c1 < 6 (36)
4.6. Cases when the shape parameter is not an integer
4.6.1. When K ¼ 1.5
This is the particular case of Eq. (7) when k ¼ 1.5 and λ ¼ 1. This








































Figure 4. Line graph showing the R software and approximate values for k
¼ 2.5.








erf ð ffiffiffiffiffiffiffiffiffiffiQðpÞp Þ  eQðpÞ ffiffiffiffiffiffiffiffiffiffiQðpÞp
c2
(38)













Fitting is done on Eq. (39) using the R software values of the quantile





¼ 12 ffiffiffipp erf ð ffiffiffiffiffiffiffiffiffiffiQðpÞp ÞeQðpÞ ffiffiffiffiffiffiffiffiffiffiQðpÞp for different values of p are given
in Table 10.
It can be seen from Table 10 that the values of R(p) decreases to zero
for low values of p and approximates to -1 as p tends towards 1. Hence;
limRðpÞ→0 ¼ 0 and limRðpÞ→1 ¼  1
Initial values are assumed for c2 ¼ 1 and c1 is obtained for different



















The values of c1 for different quartiles are presented in Table 11.
It can be seen from Table 11 that the values of c1 decreases to -1 for
low values of p and approximates to -2 as p tends towards 1. Hence;
limc1→0 ¼ 1 and limc1→1 ¼  2
The complexity of Eq. (40) implies that Q(p) cannot be easily
simplified. Hence simulation can be done using;
QðpÞ¼AðpÞRðpÞ (41)
Where AðpÞ is computed using the R software values. The values of AðpÞ
are presented in Table 12.
It can be seen from Table 12 that the values of AðpÞ decreases to 0 for
low values of p and approximates to -6 as p tends towards 1. Hence;
limAðpÞ→0 ¼ QðpÞ2 and limAðpÞ→1 ¼ QðpÞ (This was the result as p ¼ 1056
and p  1.
4.6.2. Simulation
Simulation was done using Eq. (41) using p 2 ð0; 1Þ (p is from the
continuous standard uniform distribution) and 5,000 sample size was
used. The summary is presented in Figure 1.
From Figure 1, it could be observed that the simulation yielded values
close to the theoretical values of quartiles and the comparison is pre-
sented in Table 13.
4.6.3. When k ¼ 2.5
This is the particular case of Eq. (7) when k ¼ 2.5 and λ ¼ 1. This












The solution of Eq. (42) was obtained explicitly without the use of the








erf ð ffiffiffiffiffiffiffiffiffiffiQðpÞp Þ  12eQðpÞ ffiffiffiffiffiffiffiffiffiffiQðpÞp ð2QðpÞ þ 3Þ
c2
(43)















Fitting is done on Eq. (44) using the R software values of the quantile





¼ 34 ffiffiffipp erf ð ffiffiffiffiffiffiffiffiffiffiQðpÞp Þ12eQðpÞ ffiffiffiffiffiffiffiffiffiffiQðpÞp ð2QðpÞþ3Þ for different values of
p are given in Table 14.10It can be seen from Table 14 that the values of R(p) decreases to zero
for low values of p and approximates to -2 as p tends towards 1. Hence;
limRðpÞ→0 ¼ 0 and limRðpÞ→1 ¼  2.
Initial values are assumed for c2 ¼ 1 and c1 is obtained for different





















The values of c1 for different quartiles are presented in Table 15.
It can be seen from Table 15 that the values of c1 decreases to -1 for
low values of p and approximates to -3 as p tends towards 1. Hence;
limc1→0 ¼ 1 and limc1→1 ¼  3.
The complexity of Eq. (45) implies that Q(p) cannot be easily
simplified. Hence simulation can be done using;
QðpÞ¼BðpÞRðpÞ (46)
Where BðpÞ is computed using the R software values. The values of AðpÞ
are presented in Table 16.
It can be seen from Table 16 that the values of AðpÞ decreases to 0 for
low values of p and approximates to -6 as p tends towards 1. Hence;
limAðpÞ→0 ¼ QðpÞ2 and limAðpÞ→1 ¼ 2QðpÞ (This was the result as p ¼
1056 and p  1.
4.6.4. Simulation
Simulation was done using Eq. (46) using p 2 ð0; 1Þ (p is from the
continuous standard uniform distribution) and 5,000 sample size was
used. The summary is presented in Figure 2.
From Figure 2, it could be observed that the simulation yielded values
close to the theoretical or R software values of quartiles and the com-
parison is presented in Table 17.
4.7. Error analysis
Error analysis was done to quantify the extent to which the results
obtained from this work are close to the R software values. Absolute error
and Kullback–Leibler divergence are used as performance metrics.
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The comparison using absolute error between the R software values
and the approximate values obtained in this paper for the degrees of
freedom equals 1.5 is presented in Table 18 and graphically in Figure 3.
A close look at Table 18 showed that the closed form expressions for
the QF of the gamma distribution obtained from this paper are correct up
to an average of 14 decimal points.
From Figure 3, the R software and the approximate ones are
indistinguishable.
Kullback–Leibler divergence (DKL) was used to determine how this
work performed with the R software values. This was done in two phases.
In each phase, the R software values and the approximate values obtained
from this work were used for p ¼ 0:01;0:02;0:03;:::;0:99. Hence, Ri : i ¼
1; 2;3; :::;99 are the R software quantile values whileAi : i ¼ 1;2; 3; :::;99
are the approximate values obtained in this work.
First, the DKL of R software values given the approximate was ob-
tained using the formula;
DKLðRj jAÞ¼R1 lnR1A1 þ R2 ln
R2
A2
þ :::þ R99 lnR99A99 (47)
This was computed as DKLðRj jAÞ ¼ 2:78614 1015
Second, the DKL of the approximate given the R software values was
obtained using the formula;
DKLðAj jRÞ¼A1 lnA1R1 þ A2 ln
A2
R2
þ :::þ A99 lnA99R99 (48)
This was computed as DKLðAj jRÞ ¼ 2:33974 1016
The two values of Kullback–Leibler divergence showed that the ex-
istence of small error between the R software and approximate values
obtained in this paper.
4.7.2. Case 2
The comparison using absolute error between the R software values
and the approximate values obtained in this paper for the degrees of
freedom equals 2.5 is presented in Table 19 and graphically in Figure 4.
A close look at Table 19 showed that the closed form expressions for
the QF of the gamma distribution obtained from this paper are correct up
to an average of 14 decimal points.
Similarly, in Figure 4, the R software and the approximate ones are
indistinguishable.
Similarly; DKLðRj jAÞ ¼ 2:78614 1015
DKLðAj jRÞ ¼ 2:33974 1016
The two values of Kullback–Leibler divergence showed that the ex-
istence of small error between the R software and approximate values
obtained in this paper.4.8. Limitation
The study is limited by the inability to obtain a single equation for
both parameters of the gamma distribution. An attempt to get a single
equation order ultimately reduces accuracy because any proposed curve
will have difficulties with the extreme tails of the distribution.
5. Conclusion
The Quantile mechanics approach was used to obtain the closed-form
expression for the quantile function of the gamma distribution for shape
parameter (degrees of freedom) equals one to five. The case of one was
not thoroughly analyzed because the closed-form is already existent in
the literature. The ordinary differential equations obtained from quantile
mechanics were solved explicitly and the product of quantile functions
that are very close to the R software values, as shown in the error anal-
ysis. In addition, the quantile function obtained is the same as the R
software values up to an average of 10 decimal points. The approach used
in this paper can be used for any given degrees of freedom (shape11parameter) of the gamma distribution. Secondly, the authors are more
concern about precision and hence, the absolute error was used instead of
root mean square to prove that the results from the present work are
almost the same thing with the R software and in addition, unlike the R
software, closed-form expressions obtained from the present work can be
used in modeling and simulation. This work has provided evidence that
the quantile function of the gamma distribution is a function of error and
exponential functions. Unsurprisingly, exponential is linked to the
exponential distribution whose sums yield the gamma distribution. This
result will open up new areas on the use of gamma distribution in
modeling fading channels, random number generation, distribution fit,
and simulation of wireless systems described by the distribution. More-
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