The regularity of the limit function of a linear subdivision scheme is essentially irrelevant to the initial data. How data dependent, then, is the regularity of the limit of a nonlinear subdivision scheme? The answer is the most obvious it depends. In this paper, we prove that the nonlinear convexity preserving subdivision scheme developed independently by Floater/Micchelli [12] and Kuijt/van Damme [14] exhibits a rather strong nonlinear, data-dependent, behavior: For any ν ∈ (1, 2), there exists initial convex data such that the critical Hölder regularity of the limit curve is exactly ν. We also show that the limit function of any initial data always has Hölder regularity less than 2, unless if restricted to a subset of the domain at which the initial data is sampled from the convex branch of a rational polynomial of degree 2 over degree 1.
Introduction
Subdivision is a method for taking coarsely described data and recursively generating (typically smooth) data at finer and finer resolution. It can be used to rapidly generate curves and surfaces with built-in multiple level-of-details. Linear subdivision in the regular grid setting is also well-known to be connected to wavelet construction via the MRA framework due to Mallat and Meyer; and this connection had been explored and exploited in various nonlinear settings [8, 17, 2, 18, 5] to construct various nonlinear 'wavelet' transforms. Despite the interests in both wavelets and computer-aided geometric design, there has been little theory on nonlinear subdivision schemes.
In recent years, it was either observed empirically or proved that certain nonlinear subdivision schemes exhibit the following weakly nonlinear property: for 'most' initial data, the limit curve produced by the nonlinear subdivision scheme has a critical Hölder regularity exactly the same as that produced by a related linear subdivision scheme. Notable examples include (i) median-and p-mean-interpolating subdivision schemes [21, 20, 8, 17, 16] , (ii) refinement schemes of manifold-valued data [18, 19, 22] , and (iii) refinement schemes arising from normal multiresolution analysis [5] . A conceptually related discovery is reported in [3] , where it is shown that an irregular grid variant of Dubuc's 4-point interpolatory subdivision scheme [9] has the exact same critical Hölder regularity as that in the regular grid setting, so long as the irregularity of the successively refined grids is somehow controlled; and it is conjectured [3, 23] that a similar phenomenon holds for a wilder class of irregular grid subdivision schemes.
Since the regularity of the limit function of a linear subdivision scheme is essentially irrelevant to the initial data, the aforementioned weakly nonlinear subdivision schemes share the same property of dataindependence.
In this paper, we show that the nonlinear convexity preserving subdivision scheme (2.1) by [14, 12] produces limit curves with critical Hölder exponent quite heavily dependent on the initial data, unlike the behavior of a linear or weakly nonlinear subdivision scheme. Note that the convexity preserving subdivision scheme when applied to strictly convex data is simply based on the harmonic mean and, similar to the aforementioned weakly nonlinear schemes, may not occur to be data dependent at first glance. There exist nonlinear refinement schemes that are more data adaptive in appearance, e.g. the edge adapted or ENO refinement schemes in [2, 7] .
While this paper is intended to be self-contained, the proof of our main result (Theorem 2.1) uses a key idea from [21] , which the latter is described by the commutative diagram in Figure 1 .
We reiterate the lame statement that a lot is known about linear subdivision, but little is known about their nonlinear counterparts; there are currently many unsolved open questions in the nonlinear subdivision literature, see the non-exhaustive list: [18, 19, 5, 21, 20, 8, 17, 13, 16, 15, 14, 12, 2, 22] . Subdivision schemes in various geometric and nonlinear settings are of recent practical interests because of their natural connection with multiscale representations of different data types.
Convexity Preserving Subdivision
In [14, 12] , the following nonlinear subdivision scheme is introduced:
Here ∆ is forward difference operator, and H(·, ·) denotes harmonic mean, i.e. H(a, b) = 2ab/(a + b) if ab > 0, and we define H(a, b) = 0 if ab 0.
It is helpful to bear in mind the linear counterpart of (2.1) based on replacing the nonlinear harmonic mean by the linear arithmetic mean:
This is the well-known subdivision scheme by Dubuc [9] ; we denote its subdivision operator by S : (Z) → (Z).
For r = 1, 2, there exist (nonlinear) subdivision operators S [r] such that
As a comparison, there exist linear subdivision operators S [r] , r = 1, 2, 3, 4, such that
It is easy to check, using (2.4)-(2.5), that S [2] is positivity preserving, consequently S [1] is monotonicity preserving and S is convexity preserving. These properties of S are not shared by its linear counterpart S. More in-depth discussions of the relationships among convexity preservation, nonlinear means and rational interpolation can be found in [14, 12, 11] . We shall later use the fact that S reproduces rational polynomials of degree 2 over degree 1.
We denote by R + the set of positive real numbers, and let + (Z) := {v | v : Z → R + }, and
. By the positivity preserving and locality properties of S [2] , we can view it as operators on either + (Z) or 
where the nonlinear map D : 
We have the following facts pertaining to this map:
[P1] (x, x) is a fixed point of π for any x > 0.
[P2] For any x, y > 0, there is a unique x > 0 such that lim n→∞ π n (x, y) = (x, x).
Proof: [P1] takes care of the case of x = y. Assume x > y, the other case is symmetrical. The observation that
implies that as n increases the first component of π n (x, y) decreases monotonically to a limit value x, whereas the second component of π n (x, y) increases monotonically to the same value.
[P3] For any 0 < a < b, π leaves the square R :
Proof: Let (x, y) ∈ R. Without loss of generality, assume x y. We seek to show that (x , y ) := π(x, y) continues to belong to R. By (2.9), we have (i) x x, (ii) y y and (iii) x y . Assume the contrary that (x , y ) / ∈ R, then either x < a or y > b. If x < a, then y < a by (iii), so y < a by (ii), contradicting the assumption that (x, y) ∈ R. A similar contradiction can be generated if y > b.
The following is a more quantitative version of [P2], and is due to Sinan Güntürk. In Lemma 2.5 we show that the curve xy/(2 + x + y) = 1/4 corresponds exactly to data sampled from rational polynomials of degree 2 over degree 1.
(Clearly we are abusing notations when ∆ acts on finite vectors, in this case ∆ r maps R N to R N −r for N r + 1.)
Next we consider the shrinking factor: for (x, y) = (1, 1), define
[S2] s(x, y) is discontinuous at (and only at) (x, y) = (1, 1). In a small neighborhood of (1, 1), s(x, y) ranges from a little below 1/8 to a little above 1/4; precisely one can check that Let M , N be integers, M < N . It is well-known in approximation theory, see e.g. [1, 6] , that for
where f j is the (length 2
This equivalence implies that the critical Hölder regularity exponent of f can be determined from the exact asymptotic decay rate of max 2 j M k 2 j N −r |(∆ r f j ) k | for a large enough differencing order r, i.e.
sup{α : f ∈ Lip α} = sup α : max
For continuous functions defined on the whole real line instead of a compact interval, the equivalence in (2.13) with M = −∞ and N = +∞ holds if we assume that f is bounded. For a (possibly unbounded)
Remark. Since S is (point-)interpolatory, the subdivision data S j f 0 is exactly the limit function f sampled on the grid 2 −j Z, so the above result is directly applicable to analyzing the smoothness of f . For other subdivision schemes, linear or nonlinear, more subtle arguments related to stability are needed. See [21, Section 3] and the references therein.
As suggested by Figure 1 , we shall use r = 3 (i.e. 3rd order differences) to analyze the limit functions generated by the nonlinear convexity preserving scheme S.
A essential fact based on the locality property of S is that if we specify the initial data f 0,k at the integers k = M − 2, . . . , N + 2, then the limit function restricted to the interval [M, N ] is uniquely determined. For v ∈ (Z), we denote by S ∞ v or f v : R → R the limit function; it is shown in [14] that f v is C 1 smooth for arbitrary strictly convex initial data v, i.e. ∆ 2 v ∈ + (Z)).
Remark. Property [S1] already says that ∆
With a refined argument, one can prove that
for an > 0 dependent on v and can be arbitrarily small. This, in turn, implies the above-mentioned C 1 result in [14] .
Our main result is: Proof: Write f j := S j v ∈ (Z). As r := 3 > 2 > log 2 2(1 + µ), it suffices to use r = 3 in (2.14) and prove 
then, in virtue of (2.6) we have: 20) where Ξ : Figure 3. 
So by (2.12), we upper bound all the shrinking factors as:
Notice also that 
So we have proved (2.17) . In contrast to the nonlinear S, it is well-known that for Dubuc's scheme S, Proof: Without loss of generality, we can assume t = 0 and h = 1. 
Then there exists a (unique) rational function R(t) = (at
The unique rational polynomial of degree 3 over degree 1 that interpolates f 0 , . . . , f 4 at 0, . . . , 4 is given by
The goal here is to the show that the numerator of the right-hand side of (2.33) is in fact a polynomial of degree 2 or lower, and also to prove that the pole of R is outside of the interval [0, 4] To prove the theorem, we claim that it suffices to show that 
Observations
For linear subdivision schemes, it is typical that the local Hölder exponents at dyadic irrationals are higher than the global critical Hölder regularity, see [4, Section 4] . (Here we assume that the subdivision scheme is binary.) A similar property holds for the nonlinear convexity preserving scheme in this paper, except that it can be more easily explained than those linear examples in [4, Section 4]: while Theorem 2.2 says that the global regularity of the limit function f v for any initial data v is less than 2, a classical result of A. D. Alexsandrov (see, e.g., [10] ) asserts that f v , being a convex function on R, must be twice differentiable almost everywhere. (This also partly explains the observed clustering of θ j,k about (1, 1) for arbitrary initial configuration x, y, z > 0 (see e.g. Figure 4 ) -a fact that seems difficult to explain by elementary means.)
