ABSTRACT
INTRODUCTION
Planning is currently of great interest because it combines two major areas of Artificial Intelligence, exploration and logic. The intersection of these two areas has led to improved performance over the last twenty years [2] . The planning emergence in Artificial Intelligence led to the so-called classical planning [3] . But the classical planning has multiple drawbacks like the unrealistic assumptions that recognize the full knowledge of the environment, it is insensitive to changes in the environment, it does not deal with the possibility of failure or uncertainty in the environment or the presence of other agents or unpredictable situations, etc. To address these problems, a planner must be able to reason in the real world with the notion of time and resources, support more expressive representation of knowledge, evolve using past experience, cooperate with other planners, etc [4] . The rejection of the classical planning paradigm has resulted in new planning techniques aimed at solving the problems which can't be solved by traditional planning systems. Among these techniques, we are interested in case-based planning. Case-based planning is based on the reuse of past successful plans for the development of new plans. A plan for a set of objectives is not built piece by piece but by changing a memory map that partially or fully satisfies the objectives. So, the case-based planning provides significant time savings by avoiding trying to solve problems already treated. Then, to take advantage of past experience and optimize computing time, instead of synthesizing plans from primitive operators, we adopt the case-based planning principle by combining the case-based reasoning and planning to implement our planning system guided by case-based reasoning.
In a previous work [1] , we proposed a new case-based planning technique based on case-based reasoning (CBR) and decision tree, that we called DTR (Decision Tree for Retrieval). It is a decision support system that fits in the medical context. We based our approach on case-based reasoning and decision tree for many reasons. On the one hand, in care planning it is common to encounter patients who need follow the same treatment plan than others. On the other hand, the knowledge of doctors is not based only on rules but also on their theoretical knowledge and experience. For this, we use the case-based reasoning which is a paradigm of problem solving based on past experience [5] . The case-based reasoning will allow us to optimize time, given that in the medical field time is an important factor which must not be neglected. Another factor to consider in the medical field is that the data generated in health organizations are increasing. To manage a large amount of data we used data mining. We introduced an induction decision tree in the retrieval phase of case-based reasoning process. This step requires the use of a similarity measure between cases. We therefore used a retrieval phase guided by decision tree as a measure of similarity [1] . However, we cannot always rely on the solutions proposed by the retrieval by decision tree that could provide impertinent solutions if there is not enough examples (cases) in the case base. To overcome this drawback, we propose to use different classifiers and combine their predictions with the majority vote in order to achieve a more relevant result. The objective of this work is to improve the results quality of the proposed approach by using a classifier combination. Indeed, the main idea behind the combination of classifiers is an increase in the quality of results [6] . To perform the experiment, we evaluated the approach on real cases in the medical field, specifically for tuberculosis treatment.
The paper is organized as follows. In Section 2, we mention some works about the similarity measures used for retrieval. Then, in Section 3 we give a description of the proposed approach. Section 4 presents some experimental results, which include a combination of classifiers. Finally, Section 5 is devoted to conclusions and perspectives of this work.
LITERATURE REVIEW
The retrieval step of case-based reasoning process requires the use of a similarity measure. This notion of similarity between cases has been the subject of several works implementing various similarity measures. Nunez et al. [7] propose a new similarity measure for case retrieval. It takes into account the different nature of the quantitative or qualitative values of the continuous attributes depending on its relevance. Thus, different criterions of distance are applied for continuous attributes. Guo & Neagu [8] propose a similarity-based classifier combination system. The classifiers studied include voting-based k-nearest neighbours, weighted k-nearest neighbours, k-nearest neighbours model-based classifier and contextual probability-based classifier. Juarez et al. [9] propose a temporal similarity measure for heterogeneous event sequences, based on the overall uncertainty of a temporal constraint network. The temporal similarity is measured by describing a unique temporal scenario of temporal relations and calculating the uncertainty produced. Petridis et al. [10] present a system built on a similarity metric using a graphical representation of shapes for retrieval. The special feature of this system is that similarity is derived primarily from graph matching algorithms. Zhong et al. [11] propose a two-layer case retrieving method applied to emergency field. This method is based on structural and attribute similarity degrees. First, the structural similarity degrees between the historical cases and the current problem are analyzed. Second, the attribute similarity degrees between them are analyzed. At last, the synthetic similarity degrees between them are calculated. This method can avoid failing to calculate the similarities among the cases with the missing values and the similarity degrees between the historical cases. Hashemi et al. [12] propose a new measuring similarity method between work pieces using numeric and some symbolic attributes. This method is a similarity measurement system used for fixture design. It is composed of template retrieval and nearest neighbor. Kumar Jha et al. [13] propose a case-based decision support system for patients with diabetes. This system uses similarity by ontology to retrieve similar cases from the case base and generates a basic care plan.
A novel planning method, called DTR, is proposed here to improve the retrieval step of casebased reasoning. Figure 1 illustrates the general architecture of the proposed approach. It consists of several steps going from the project description to the data classification. We call project, the set of actions to be undertaken to meet an identified need within a specified time. The organization and the sequence of tasks are generally in the form of tables or graphs. We describe the project representing the sequence of tasks in a table to generate the graph AND/OR [1] . Table 1 shows the project description of tuberculosis treatment. A graph AND/OR is a graph whose nodes represent tasks and the edges represent relationships between tasks. A task represents the action performed for a period of time and relationships between tasks are constraints to satisfy [3] . The graph AND/OR given in the Figure 2 is generated from the project of tuberculosis treatment described in the previous step. Then, planning algorithms [14] are applied to the graph AND/OR to determine the possible plans. Each path from the initial state to the final state is a plan. Let us consider the problem of planning tuberculosis treatment. In what follows, we describe the process flow of a training set (case base) consisting of cases representing patients treated for tuberculosis. Updating Id3Rules and C4.5Rules requires two samples denoted Ωa and Ωt, which are subsets of the case base. The first one, Ωa, used for training, will serve for the construction of classification rules. The second one, Ωt, used for test, will serve for testing the validity of the classification model.
These are real cases that we collected in the pneumo-phtisiology service of the University Hospital Center of Oran. Cases are described by five descriptive variables X1, X2, X3, X4, X5. X1: Sex, can take two values, H and F; X2: Age; X3: Weight, the weight of the patient; X4: Antecedent, can take two values, NT for tuberculosis and T if the patient has been treated for tuberculosis; X5: Type, can take four values, new if the patient has never taken treatment for tuberculosis or if he has taken for less than a month, interruption if the patient discontinued the treatment for two months or more, failure treatment failure appears for the fifth month or more, relapse patient declared cured but has tuberculosis again.
Each case is associated with a class Y which takes its values in the set of classes C={T1, T2, T3, T4, T5, T6} which determines the different treatments of pulmonary tuberculosis. The population ΩA considered for classification in Table 2 is a sequence of observations (or cases) ωi with their corresponding class Y (ωi). It's to propose an adequate treatment according to the different descriptors. [15] . Provided that the training set ΩA is representative of the original population, we can deduce classification rules which are of the form: If Condition Then Conclusion. Condition is a logical expression consisting of disjunction of a conjunction that will be called premise and Conclusion is the majority class in the node described by the condition.
The decision tree can be used in different ways [20] : classification of new data, estimation of an attribute, extraction of classification rules for the target attribute, etc. In our case, it is to classify new data. The new data is a new case which we do not know its solution part. To find the solution part we apply the retrieval step of case-based reasoning. The retrieval involves looking for similar cases to the new data. We treat this step using decision tree. The new data will be incorporated into the classification model which consists of a decision tree and classification rules. The classification model is responsible to classify new data by assigning a plan (class).
EXPERIMENT AND DISCUSSION OF RESULTS
During the construction of the classification model, we used only a single classifier to build the decision tree. But with one classifier and few examples in the case base, we can sometimes leads to an impertinent result. For this, we found useful to adopt a combination of classifiers in order to improve the quality of results and we test it on different datasets. First, we evaluate the proposed approach on six public datasets extracted from the UCI machine learning repository [18] . General information about these datasets is listed in Table 3 . Then, we perform some experiments on a dataset of real cases which represent patients treated for tuberculosis. An extract of the case base is given in Table 2 . In Table 3 , the meaning of the title in each column is as follows, NA: Number of attributes, NN: Number of Nominal attributes, NO: Number of Ordinal attributes, NB: Number of Binary attributes, NI: Number of Instances and CD: Class Distribution. We used the Percentage split method with a rate of 80% to evaluate the prediction accuracy of three classifiers Id3 [16] , C4.5 [17] , k-NN [19] and their combination. This method takes 80% of data inside the case base for the training set and 20% of the test set. K-NN is k nearest neighbors, we took k = 5 and the classifiers Id3 and C4.5 are designed for construction of the decision tree. Additionally, we adopted a combination of classifiers by majority vote. It is to count the number of votes for each class offered by different classifiers and choose the class with the highest number of votes (the most proposed class by the classifiers). We consider the C4.5 classifier as the most priority. If all classes have the same number of votes (each classifier gives a different result) then we take the proposed solution by the Id3 classifier. To assess the performance of the proposed approach, we compare our experimental results with four similarity-based classifier combination methods Maximal Similarity-based Combination (MSC), Average Similarity-based Combination (ASC), Weighted Similarity-based Combination (WSC) and MV proposed by Guo & Neagu [8] . The experimental results are given in Table 4 . Table 4 shows that the classification accuracy of the three classifiers Id3, C4.5 and K-NN is slightly better than other methods over five datasets while the other methods have a better performance with the Wine dataset. However, we note that the performance seems better with the combination of the classifiers Id3, C4.5 and k-NN than the ensemble classifiers and other methods in most of the cases. Next, we calculated the metrics Precision, Recall, F-measure and Accuracy for each classifier (Id3, C4.5, k-NN) and for the combination of these classifiers applied to the real case base about tuberculosis. The performance evaluation is given in the Table 5 . The experimental results presented in Table 5 show that C4.5 has a better performance than the other classifiers and the classifier combination obtains the highest Precision, Recall, F-measure and Accuracy among other classifiers on tuberculosis dataset. Thus, we can see that the classifier combination with the majority vote can improve the relevance of results. 
CONCLUSIONS
We have proposed a new approach of case-based planning based on case-based reasoning and decision trees. The objective of our approach is to provide support to practitioners in selecting the appropriate treatment. We implemented our approach on real cases involving patients treated for tuberculosis. We used the IGSS tool for building decision tree and generate classification rules from the training set. To improve the quality of results, we used combination of classifiers. Thus, the use of multiple methods simultaneously can possibly afford to combine the advantages without accumulating disadvantages. For this, we combined decision trees and k-NN in order to get the mostly proposed solution (most relevant). As a method for combining classifiers, we used the majority vote because it is a fairly simple feature fusion and the most used. Faced with new data, the system classifies this data by associating a class that corresponds to a plan. To assess the performance of the proposed approach, we calculated evaluation metrics. The results of experimentation show that the performance becomes higher with the combination of classifiers. Thus, the proposed solution for the new case is more relevant. As future work, we propose to combine with other classifiers which could probably give better results. Moreover, we intend to apply this approach in another important area for further search, it is the paediatric emergency planning.
