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MATHEMATICS 
HINREICHENDE BEDINGUNGEN FUR ANALYTISCHE, 
HARMONISCHE UND SUBHARMONISCHE FUNKTIONEN. IX 
VON 
L. R. J. WESTERMANN 
(Communicated by Prof. J. RIDDER at the meeting of January 26, 1963) 
Nach Erweiterung von Satz E folgen die Anwendungen. Man beachte 
die Analogie mit den Teilen V und VII. 
§ 40. (Verallgemeinerter) Satz E*. Der beschriinkte Bereich B 
mit Rand 0, und xOy seien wie in Satz E; die Annahmen uber XzOYz, oq 
und f3z, fur l= I, 2, ... , lo, seien dieselben wie die uber XOY, £X und f3 in 
->-
Satz E, wiihrend Vz(x, y) = (Pm(x, y), Q<Z>(x, y)) und der adjungierte 
Vektor iBz(x, y) = (~<O(x, y), QU>(x, y)) oder (QU>(x, y), - PU>(x, y)) in B 
->- ->-fur l= I, 2, ... , lo genau so seien wie V, ~ in Satz E. 
V orausgesetzt wird : 
-I o ~z(x, y) hat in B die Eigenschaft K' in bezug auf X 10Y1 (Def. I (§ 36)) 
[l=I, 2, ... , loJ84); 
2° f<O(x, y) ist eine uber B Lebesgue-integrierbare Funktion, fur die in 
fast allen Punkten (x, y) E B gilt 
[l= I, 2, ... , lo]; 
3° bei 0 1 die (offene) Teilmenge von B, deren jeder Punkt (x, y) eine in 
B liegende Umgebung Dz(x, y) hat mit 
Sfi fm(x, y)da ~ fR<i> P<Odx+Q<Ody, bei jedem Segment i C Dz(x, y) 
(R(i) positiv orientiert), 
->-
hat ~~ (x, y) in 0 = 01 · Oz · ... · Oz0 die Eigenschaft L (Def. 3 (§ 36)) 
[l= I, 2, ... , lo] 84). 
Nun ist 
fiB fm(x, y)da ~ fc Pmdx+QU>dy [l =I, 2, ... , lo]. 
Satz E* folgt unmittelbar mit dem allgemeinen Theorem (II, § 8) und 
folgender Erweiterung des Hilfssatzes I2. 
(Verallgemeinerter) Hilfssatz I2*. UnterdenBedingungenvon 
Satz E* ist fiir jedes in B liegende abgeschlossene Parallelogramm lz, 
84) In den Definitionen 1-3 (§ 36) benutzen wir dann Et statt E, mit Et abzahlbar, 
und r,.<mn statt r,.<J>(f = 1, 2, 3, 4; n = 1, 2, ... ) [l = 1, 2, ... , lo]. 
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mit positiv orientiertem Rand R(ll) und gerichtet in bezug auf X 10Y1, 
und fur die zugehOrigen Funktionen j(ll, P(l) und Q<ll, 
[l=1, 2, ... , lo]. 
Beweisanfang. Wir folgen die gleichen Linien wie im Beweise von 
Hilfssatz 12. Setzen wir unter den Bedingungen von Satz E* und somit 
von Hilfssatz 12* voraus, daB es eine nattirliche ZahlZ gibt mit 1~l~l0 , 
und ein zugehoriges gerichtetes Parallelogramm ll C B, derart daB 
(117) ffy1 f<ll(x, y)da > JR(11l P(l>dx + Q<lldy 
(R(Il) positiv orientierter Rand von 11), 
gilt, dann ist die MengeS der Punkte von B, in deren jeder Umgebung 
gerichtete Parallelogramme liegen, fur die eine Ungleichung wie (117) gilt 
(l= 1, 2, ... oder lo), nicht leer und sogar perfekt in B. U1 C B sei ein in 
bezug auf X10Y1 gerichtetes Parallelogramm, das im Innern Punkte von 
S enthalt; es sei F1= (U1·S). 
Mit dem Verfahren der letzten funf Absatze von § 37, bei U1, F~, F~~i>, 
X10Y1, ~1, {rn<iHll} und E 1 84) anstatt U, F, Fp, XOY, ~' {rn<il} und E, 
gelangen wir zu: 1 o einem Stuck Iii von F~, bestimmt durch ein Intervall 
u1 mit ih C U~, und einer nattirlichen Zahlpo<1> mit OClii = (u1· F1)~F~~\ll; 
dabei gelten fur die abgeschlossene Menge F~~h> ~ F1 die Relationen (106) 
bei (X, Y) E F Po und p = po ersetzt durch (X1, Y 1) E F~~~l> und p<ll = p 0<ll, 
daneben X, Y, ~x' 0y, rn<il ersetzt durch X~, Y1, ~li;, OW, rn<il<1>; 2° 
einem in bezug auf X10Y1 gerichteten Parallelogramm i0 <Il C u1, mit 
i0 <Il ·Iii =1- 0, Diameter von io<Il < 1/po<1>, und Distanz io<Il und R(u1) > 
>1fp0<Il; nun sei Jii*=(i0<Il.Jii); 3° einer Konstante M<Il~2p0<Il und 
---> 
derart daB fur jeden Punkt (xo, yo) E io<1> (107) gilt bei Ersetzung von ~ 
..... 
durch ~h, von M durch M<1>, und von Po durch po<1>. 
§ 41. Bei Ersetzung in § 38 von (3 durch (31, von 0 durch 0 = 01 · ... · 0 10 
---> ---> (wie in Satz E*), und von E, ~' io, po, M, II* durch bzw. E 1 84), ~b 
i0 <1l, p 0 <I>, M<Il, Il1*, lassen sich die Betrachtungen von§ 38 wiederholen, 
_,. 
bei (x0 , y0 ) E i0<Il · (0- E1 ) und einer in B gemaB Def. 2 (§ 36) zu ~1(x, y) 
---> 
gehOrigen Funktion W1(x, y; xo, yo), mit der ~1 in 0 die Eigenschaft L 
hat 84). 
Daraus folgt sodann: 
Lemma. Fur jeden Punkt (xo, yo) E io<1> · (O-E1) ist 
c5(x, Y; xo, Yo) ~ 1/po<1> 
M<I> 
und M1<Il = --,....--,-----,___ Min{cos~1 , sin~1 }. 
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§ 42. Auch die Betrachtungen von § 39 lassen sich nun iibertragen, 
und fiihren zu 
(1181) fR<i,<I>> P<I>dx+Q<I>dy ~ ffi-.(1) f<I>(x, y)da (R(i0 <I>) positiv orientiert), 
was auch gilt fiir jedes in bezug auf X10Y1 gerichtete ParallelogrammCio<I>. 
§ 43. BeweisschluB des Hilfssatzes 12 *. Wegen io<1> ·lit-¥= 0 
lassen sich die vorangehenden Betrachtungen der Par. 40 (letzter Absatz), 
..... 
41 und 42 fiir den Vektor ~Mx, y) wiederholen; man gehe dazu von einem 
in bezug auf X 20Y2 gerichteten Parallelogramm U2 C io<1>, mit U2·llt:!=O, 
aus, und gelangt zu einem in bezug auf X20Y2 gerichteten Parallelogramm 
io(2), mit io<2>.1Jt¥=0 und io<2> c u2, fiir welches 
(1182) fR<i,<2>> P<2>dx+Q<2>dy ~ ffi-.<2> f<2>(x, y)da (R(i0<2>) positiv orientiert) 
ist; eine gleichartige Relation gibt es fiir jedes in bezug auf X 20Y2 
gerichtete Teilparallelogramm C io<2>. 
So fortfahrend erhalt man nach lo Schritten eine nicht leere Teilmenge 
von lit (und somit von S), wobei in geniigend kleiner Umgebung ihrer 
Punkte fiir jedes in bezug auf XzOYz gerichtete Parallelogramm i0 <Z> 
(l=1, 2, ... , lo) gilt 
(1181) fR<i,m> P<ndx+Q<1>dy ~ ffi.m f(l>(x, y)da (R(io<n) positiv orientiert). 
Dies widerspricht jedoch der Definition von S. 
Folgerungen a us den Satzen E und E*. 
§ 44. Folgerung 1. Der Bereich B mit Rand 0 und xOy seien wie 
in Satz E und Satz E*; f(z) _ u(x, y) +iv(x, y) sei stetig in B. 
X10Y1 und X20Y2 seien positiv orientierte, im allgemeinen schiefwinklige 
..... 
Koordinatensysteme. Der Vektor ~h(x, y) = ( -v(x, y), -u(x, y)) hat Kom-
ponenten p~;(x, y), q~;(x, y) parallel zur X1- und Y1-Achse, und der Vektor 
..... 
~Mx, y) = (u(x, y), -v(x, y)) hat Komponenten p.!f~(x, y), qi)l~(x, y) parallel 
zur X2- und Y 2-Achse. 
W ir setzen voraus: 
1 o ~,(x, y) hat in B die Eigenschaft K' in bezug auf XiOYi (De£. 1 (§ 36)) 
(i=1,2)85); 
2 o in fast allen Punkten von B gilt 
(119) (i=1,2). 
..... 
85 ) Wir benutzen in Def. I (§ 36) fiir }81 und fiir }82 dieselbe abzahlbare Menge 
E C B; die in Def. I angegebenen Nullfolgen werden hier mit {rn<iHt>} bezeichnet 
(f = I, ... , 4; n = I, 2, ... ),die zugehorigen Differentiationen mit Dmx > und DI}'<Y·> 
( . 2 i • ~=I, ). 
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Nun ist 
fa f(z)dz = 0, 
~md f(z) analytisch in B. 
Beweis. 01, 02, Oa und 04 seien die offenen Teilmengen von B mit 
folgender Eigenschaft: jeder Punkt (x, y) einer Menge 01 hat eine in B 
liegende Umgebung Q1(x, y), derart daB fiir jedes Segment i C Qi(x, y) 
die jte hier folgende Ungleichheitsrelation gilt: 
0 ~ fR<i> udx-vdy; 0 ~ fR<i>-udx+vdy; 
0 ~ fR<i> vdx+udy; 0 ~ fR<i> -vdx-udy. 
Daraus folgt fiir jeden Punkt der offenen Menge 0 = 01 · 02 · Oa · 0 4, daB die 
Segmente i in einer willkiirlichen Umgebung C 0 des Punktes die Relation 
fR<i> f(z)dz = fR<i> udx-vdy+i fR<il vdx+~~dy = 0 
erfiillen, wodurch f(z) analytisch in 0 ist. 
Wir wollen nun Satz E* an wenden, mit l0 = 4; f<1l = f<2l = f<3l = f<4l = 0; 
P<Il _ u, Q<1l _ -v; P<2l = -u, Q<2> _ v; P<3) = v, Q<3l = u; P<4> _ -v, 
Q<4) = -u in B 86), und zeigen dazu daB Bedingung 3° von Satz E* 
erfiillt wird. 
..... 
Der nach Def. 2 (§ 36) in B zu ~l gehorenden Funktion Wz(x, y; x0, y0 ), 
mit (xo, yo) EO-E, kann man nun jedesmal (l=1, 2, 3, 4) die Werte 
I f~x+iy\- f.~xo +iy)o) I fiir (x, y) E B- {(x0, yo)}, und den Wert lf'(xo+iyo)l x-xo +~ y-yo 
fiir (x, y) = (xo, yo) geben. Wz ist sodann Modulus einer in 0 analytischen 
Funktion und nimmt darum ihren Maximalwert auf jedem k-fach 
zusammenhangenden abgeschlossenen Bereiche 15 C 0 in einem Punkte 
von 15-D an (k= 1, 2, ... ). 
Nach Satz E* folgt 
fa f(z)dz =fa udx-vdy+i fa vdx+udy = 0, 
und f(z) analytisch in B. 
Spezialfall 1a. Nimmt man in Folgerung 1 X10Y1 und X20Y2 als 
zusammenfallend an, und wird dieses System mit XOY bezeichnet, wobei 
<X der Winkel von positiver x-Achse zur positiven X-Achse, und (J der 
Winkel von positiver X-Achse zur positiven Y-Achse (bei positiver 
Umdrehung), mit O~<X< 2:n: und O<(J<:n:, so geht Bedingung (119) tiber in 
86) Fur die in Satz E*, bei Zo = 4, auftretenden Vektoren 18z (l = 1, 2, 3, 4) 
..... ..... ..... 
werden hier somit 181, - 181, 182, - 182 genommen, wobei 181 und 182 wie in Fol-
gerung 1. 
87) Man vergleiche (74his), Teil V. 
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d.h. in fast allen Punkten z oder (X, Y) E B ist die 'ij(X)-Ableitung von 
f(z) liings (gemaB Def. 1 (§ 36)) gegen z konvergierender Punktfolgen 
{X +rn<1>, Y}, {X -rn<2>, Y} gleich der 'ij(Y)-Ableitung von f(z) liings (gemaB 
Def. 1 (§ 36)) gegen z konvergierender Punktfolgen {X, Y +rn<S>}, 
{X, Y -rn(4l} 88). 
Beweis. (119), mit den Formeln (3) und (4) aus Teil I, liefert 
D (1> D (1> 1 . 0 = ff(X> Px + llW> qy = -,--{3 Dfi(X> [- v · sm (1X + {3) + u ·cos (1X + {3)] + 
sm 




- at { ei(a+f3> · Dfi(X> (u+i· .. - ei"' · Dmn (u+iv)}, 
sm {3 
und 
(2) (2) 1 . 0 = Dfi(X> p x + Dfi,Y> qy = -,--{3 Dg:(x> [ u · sm (£X+ {3) + v ·cos (£X+ {3)] + 
Sill 
+ -.-1- Dg:(Y> [ -u·sin £X-V·cos 1X]= 
sm {3 
= ~{3 .ts{ei(a+f3> · Dfi(X> (u+iv)- ei"' · Dfi(Y> (u+iv)}, 
sm 
also (119bis). Umgekehrt folgt auch (119) aus (119bis). 
Spezialfall 1 b. Wird in Spezialfall }a XOY als zusammenfallend 
mit xOy angenommen, und laBt man auBerdem die Punktfolgen {rn!i>} 
(j=l, ... , 4) zusammenfallen, so erhalt man den Satz: f(z) sei stetig in B; 
es existiere eine gegen 0 konvergierende Folge r1, r2 ... von positiven Zahlen 
mit den Eigenschaften: 
I 0 in jedem Punkte z E B-E, mit E C B abziihlbar, haben die Dif-
ferenzenquotientenf(z+rn)-f(z) und f(z-rn)-f(z) fur n -+oo gleiche end-
rn -rn 
liche Grenzwerte ; 
2° in jedem Punkte z E B-E haben auch f(z+i~n)- f(z) und 
~rn 
f(z- irn)- f(z) 
;,_;_-----:-=-. _:....:..__;_ fur n -+ oo gleiche endliche Grenzwerte; 
-~rn 
3° in fast allen Punkten von B haben die vier Di!Jerenzenquotienten 
fur n -+ oo gleiche Grenzwerte. 
Dann ist f(z) analytisch in B. 
88) Daneben kann Bedingung 10 (siehe Folgerung 1) nun folgende Form gegeben 
werden: in den Punkten von B - E, mit E abzahlbar, existieren endliche ~(X)- und 
~(Y)-Ableitungen von u und von v. Vergl. Fu13n. 21 (Teil II). 
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Dieser Spezialfall ist eine Verscharfung eines Resultates von K. E. 
MEIER 89), 
Folgerung 2. Der Bereich B mit Rand C und xOy seien wie in den 
Satzen E und E*; XOY mit <X und f3 wie im Satz E. u(x, y) sei eine in B 
nach x und nach y stetig differenzierbare Funktion, wobei die Ableitungen 
ou ou __,_ ( ou(x,y) ou(x y)) 
ox und oy auf C Grenzwerte haben sollen. ~(x, y)- - ox , - T 
hat die Komponenten px(x,y) und qy(x,y) parallel zur X- und Y-Achse. 
W ir setzen voraus : 
__,_ 
l o ~(x, y) hat in B die Eigenschaft K' in bezug auf XOY (Def. l (§ 36)); 
2 o in fast allen Punkten von B gilt 
(120) 
Nun ist 
und u(x, y) harmonisch in B fur die Veriinderlichen x, y. 
Beweis. 0 1 und 0 2 sind die offenen Teilmengen von B mit den Eigen-
schaften: jeder Punkt (x, y) E 01 bzw. E 02 hat eine in B liegende Um-
gebung .f.h(x, y) bzw . .Q2(x, y) derart daB fur jedes Segment i C .Q1(x, y) 
bzw. C .Q2(x, y) gilt 
ou ou ou ou 
0 ~ JR(i) oy dx- OX dy bzw. 0 ~ JR(i)- oy dx +OX dy. 
Also folgt fur jeden Punkt der offenen Menge 0 = 01 · 02, daB die Segmente i 
in einer willkurlichen Umgebung C 0 des Punktes die Eigenschaft 
ou ou 
0 ~ JR(i) oy dx- OX dy ~ 0 
erfullen; somit ist u(x, y) harmonisch in 0 fur die Veranderlichen x, y. 
In Satz E* nehmen wir Zo= 2, mit 01 und 0 2 wie oben, P<l> ~;, 
ou ou ou Q<1> - OX; P<2> = - oy' Q<2> =OX' und f<1) = f<2) = 0 in B 90), und 
zeigen, daB dann auch Bedingung 3° des Satzes erfullt ist. 
89) Siehe [20], S. 67; Vergl. auch Fu13n. 76. MEIER nimmt 30 in jedem Punkte 
von B an, und fordert au13erdem in jedem Punkte Endlichkeit der Grenzwerte. 
90 ) Die Vektoren ~t(l = 1, 2) von Satz E* sind hier dann ~ bzw. - ~, mit ~ 
wie in Folgerung 2; dadurch haben ~1 und ~2 in B die Eigenschaft K' in bezug auf 
XOY, mit abzahlbarer Ausnahmemenge E (Def. 1 (§ 36)). 
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Die Funktion f(x+iy)= ou~;y) -i 0u~~y)ist in 0 analytisch; fur die 
Werte der nach Def. 2 und 3 (§ 36), in B zu den 1Sz gehorenden Funktionen 
Wz(x,y;xo,yo), mit (xo,yo)EO-E, (l=l,2) kann man nun jedesmal 
nehmen: lf(x+iy)- ~(xo+iro)l fiir (x, y) E B- {(xo, yo)}, und [f'(xo+iyo)[ 
x-xo+~ y-yo 
fiir (x, y) = (x0 , y0 ). Jede Funktion Wz ist sodann Modulus einer in 0 
analytischen Funktion, und nimmt darum ihren Maximalwert auf jedem 
k-fach zusammenhangenden abgeschlossenen Bereiche 15 C 0 in einem 
Punkte von 15-D an (k= 1, 2, ... ). 
N ach Satz E* folgt nun 
ou ou 
o::;;fa-dx--dy::;;o 
- oy ox - ' 
und u(x, y) in B harmonisch fiir die Veranderlichen x, y. 
Spezialfall 2a. Nimmt man in Folgerung 2 XOY als rechtwinklig 
an, so ist in B 
ou ou 
Px =-oX und qy =- oY' 
und in fast allen Punkten von B (120) aequivalent mit 
-D~(Xl [;~]- D~(Yl [:~ J = 0. 
Der Beweis folgt etwa mit (4), (6c) und (6d) aus Teil I. 
Folgerung 3. Die Bedingungen sind dieselben wie in Folgerung 2 
mit zwei Ausnahmen: I o in (120) wird = durch ~ ersetzt; 2° ist 0 die 
ofjene Teilmenge von B, deren Punkte (x, y) eine Umgebung .Q(x, y) C B 
haben mit 
ou ou 
fR(i) oy dx- OX dy~ 0 (R(i) positiv orientiert) 
fur jedes Segment i C .Q(x, y), so soll m(x y) = (- ou - ou) in 0 die 
' - ox' oy 
Eigenschaft L (Def. 3 (§ 36)) haben. 
Nun ist 
(121) ou ou fa oy dx -OX dy ~ 0, 
und u(x, y) subharmonisch in B fur die Veriinderlichen x, y. 
Beweis. (121) folgt unmittelbar mit Satz E, und ebenso eine gleich-
artige Relation fiir jede in B liegende Kreisscheibe, mit positiv orientiertem 
Rand 0. Mit einem Satz von SAKS 8) schlieBt man nun, daB u(x, y) sub-
harmonisch in B ist. 
344 
Spezialfall 3a. Ist in Folgerung 3 XOY rechtwinklig, so geht in fast 
allen Punkten von B die in Folgerung 3, I 0 angedeutete Ungleichung uber 
in (vergl. ( I20bis)) 
-D~(Xl [:~J- D~(Y) [:; J ~ 0. 
Bemerkung. Die Bedingungen in Folgerung 3 sind nicht hin-
reichend fiir Harmonizitat von u(x, y) in B. 
Man beachte das Beispiel u(x, y) = (x2+y2) einer in jedem Bereiche 
von R<2> subharmonischen Funktion, welche da nicht harmonisch ist. 
Nimmt man in Folgerung 3 XOY = xOy an, so hat die dort auftretende 
-->-
Vektor ~(x, y) die Komponenten Px(x, y)= -2x und qy(x, y)= -2y 
->-
parallel zur x- und y-Achse. Nun hat ~(x, y) in B die Eigenschaft K' in 
bezug auf xOy (Def. I (§ 36)); dabei sind in jedem Punkte (x, y) E B die in 
-->- -->-
Def.I (§36) angegebenen Vektoren ID:h(x,y)= ( -2, 0) und m.h(x,Y) = (0,- 2). 
Die in Folgerung 3, I 0 angedeutete Ungleichung wird hier 
D~(ool ( -2x) + D~,vl ( -2y) ~ 0; 
diese ist somit in jedem Punkt von B richtig. 
Auch die Bedingung in Folgerung 3, 2° wird erfiillt; dabei ist 0= B, 
-->-
und die, nach Def. 2 (§ 36), zu ~ gehorende Funktion W(x, y; xo, yo), 
-->-
bei (x0, y0) E B, kann man in B gleich 2 wahlen. Dann folgt fiir ~(x, y) 
in B die Eigenschaft L (Def. 3 (§ 36)). 
Man vergleiche mit den Folgerungen I, Ia, Ib, 2, 2a, 3, 3a aus den 
Satzen E* und E die Folgerungen 2, 2a, 2b, 3, 3a, 4, 4a aus dem Satz A 
(II, § IObis). 
§ 45. Der Satz von BESICOVITCH-SAKS-ZYGMUND fiihrt auch hier zu 
einer Abschwachung der Bedingungen von Satz E und von Satz E*. Wir 
benutzen dabei die De.finitionen I- 3 (§ 36) in folgender etwas modi-
-+ 
.fizierter Fassung. Es seien B, xOy, XOY und ~(x, y) wieder wie in § 36 
in den Definition I vorangehenden Zeilen angegeben. 
->-
Definition Ibis. Der Vektor ~(x, y) hat in B die Eigenschaft (K')bis 
in bezug auf XOY, falls die Bedingungen von Def. I (§ 36) erfiillt sind 
00 
mitE allgemein eine Summe ~ E<q>, wobei jede Menge E<q) von end-
q=l 
lichem linearen MaB und abgeschlossen in B. 
--> 
Definition 2bis. ~(x, y) soli in B die Eigenschaft (K')bis in bezug 
->-
auf XOY haben, also mit E wie in Def. Ibis. Eine dem Vektor ~. einer 
offenen Menge 0 ~ B und einem Punkte (xo, yo) EO-E zugeordnete 
Funktion W(x, y; Xo, Yo) moge die gleichen Eigenschaften lX), {3), y) wie 
die gleichbezeichnete Funktion der Definition 2 (§ 36) haben. 
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-+ 
Definition 3bis. Ein Vektor ~(x, y), der in B die Eigenschaft 
(K')bis in bezug auf XOY hat, erfullt in einer offenen Teilmenge 0 ~ B die 
Eigenschaft Lbis, falls die bei (xo, yo) E 0- E (E wie in Def. 1 bis) nach 
-+ 
Def. 2bis aus ~ abgeleitete Funktion W(x, y; x0 , y0 ) den Bedingungen von 
Def. 3 (§ 36) in bezug auf 0 geniigt. 
Sa tz Ebis. Satz E behiilt sine Gultigkeit bei folgenden (partiellen) 
Anderungen der Voraussetzungen: ex) ij(x, y) hat in B die Eigenschaft 
(K')bis in bezug auf XOY; {3) f(x, y) ist in B (Lebesgue-integrierbar und) 
nach unten beschriinkt bei Vernachliissigung einer Teilmenge vom MaB 
-+ 
Null; y) ~ hat, bei 0 wie in Satz E, 3°, in 0 die Eigenschaft Lbis. 
Satz Ebis folgt unmittelbar mit dem allgemeinen Theorem (II, § 8) und 
Hilfssatz 12bis: Hilfssatz 12 (§ 37) behalt seine Giiltigkeit unter 
den gleichen Anderungen, welche aus Satz E zu Satz Ebis fiihrten. 
Beweis. Wie beim Beweise von Hilfssatz 12 (§ 37) setzen wir nun 
unter den Bedingungen von Satz Ebis die Existenz eines gerichteten 
Parallelogramms 1 C B voraus, fiir das gilt 
(122) Sf! f(x, y)da > fR(Il Pdx+Qdy (R(l) positiv orientiert). 
Es gibt sodann eine in B perfekte Menge S #- 0, deren jeder Punkt in jeder 
Umgebung gerichtete Parallelogramme enthalt, fiir die eine Relation wie 
(122) gilt. U C B sei ein gerichtetes Parallelogramm, das im Innern 
Punkte von S enthalt; es sei F = ( U · S). 
Wir wahlen die Zahl P > 0 derart daB f iir aile ganzen Zahlen p ~ P, bei 
(X, Y) E F, aus rn<il ~ 1/p hervorgeht: (X +rn<ll, Y}, (X -rn<2l, Y), 
(X, Y +rn<3>), (X, Y -rn<4l) E B. Wie in § 37 gelangen wir zu abge-
-+ 
schlossenen Mengen Fp (p ganz und ~ P), mit welchen ~die Relationen 
00 00 
(106) erfiillt; nun ist F= ! Fp+ ! F·E<qJ, somit Summe von abzahlbar 
v~P q~l 
vielen abgeschlossenen Mengen. Anwendung des Baireschen Theorems 18) 
liefert ein in U liegendes Stuck II von F, das zu einer Menge F Po gehort, 
oder ein in U liegendes Stiick II von F, das zu einer festen Menge E<qo) 
geh6rt. 
Im ersten Fall wiederholen wir die Betrachtungen der letzten zwei 
Absatze von § 37, die von § 38 und die des ersten Absatzes von § 39. 
Die Menge E ist hier abzahlbare Summe von Mengen E<qJ von endlichem 
linearen MaB, und hat somit ein Lebesguesches FlachenmaB Null. 
Setzen wir fiir das in § 37 angegebene Parallelogramm io, das im Innern 
Punkte von II enthalt: io = [X1~X~X2; Y1~Y~Y2]; sodann ist fiir 
fast jedes X', mit X1~X'~X2, die Menge von Punkten (X', Y) EE·io 
vom linearen MaB Null, und ebenso fiir fast jedes Y', mit Y1~Y'~Y2, 
die Menge von Punkten (X, Y') E E ·io. Dadurch ist fiir fast aile Segmente, 
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welche Linien parallel zur X- und Y-Achse mit io gemeinsam haben, 
Hilfssatz ll (§ 36) auf ~x und Qy anzuwenden; ~x und Qy geniigen 
somit auf diesen Segmenten einer Lipschitzbedingung mit einer Konstante 
M 1 (wie in der Formulierung des Lemmas von § 38). In ahnlicher Weise 
wie im letzten Absatz von § 39 gelangen wir zu einem Widerspruch mit 
S·io=FO. 
Im zweiten Fall sei II bestimmt durch ein Intervall U, somit 
II= ( U ·F) ~ E<qol, wodurch II von endlichem linearen MaB ist; ilo C U 
sei ein Segment mit Uo·II=FO. Fiir ein in geniigend kleiner Umgebung 
eines Punktes von uo- II liegendes Segment i, mit positiv orientiertem 
Rand R(i), gilt sodann 
if>(i) = JR,i> Pdx+Qdy ~Hi f(x, y)da. 
f(x, y) ist, bei Vernachlassigung einer Menge vom MaB Null, in B nach 
unten beschrankt, so daB in jedem Purikte von uo- II D-if> =F - oo, und 
in fast allen Punkten von uo-II D-if>~f(x, y). Den ersten Hilfssatz von 
Teil I (§ 7) und das allgemeine Theorem (II, § 8) anwendend, folgern wir 
fiir jedes in u0 liegende gerichtete Parallelogramm i 
if>(i) ~ Hi f(x, y)da, 
und damit ist auch in diesem Fall der Widerspruch mit uo · S =F 0 erreicht. 
§ 46. (Verallgemeinerter) Satz (Ebis)*. Auch Satz E* behiilt 
seine Gultigkeit bei folgenden (partiellen) Anderungen der Annahmen: 
__,. 
rxV151(x,y) hat in Bdie Eigenschaft (K')bis in bezugauf X10Y1 [l= 1, 2, ... ,l0]91); 
{J) f<Z>(x, y) ist in B (Lebesgue-integrierbar und) nach unten beschrankt, bei 
__,. 
Vernachlassigung einer Menge vom Maf3 Null [l= 1, 2, ... , Zo]; y) ~~(x, y) 
hat, bei 01 wie in Satz E*, in 0 = 01 · 0 2 • • • • • 010 die Eigenschaft £bis (Def. 3bis 
(§ 45)) [l= 1, 2, ... , Zo] 91). 
Satz (Ebis)* ist eine unmittelbare Folge des allgemeinen Theorems 
(II, § 8) und des nachfolgenden Hilfssatzes. 
(Verallgemeinerter) Hilfssa tz ( 12bis) *. Unter den Bedingungen 
des Satzes (Ebis)* gilt fiir jedes in B liegende abgeschlossene Parallelogramm 
]z, mit positiv orientiertem Rand R(J1) und gerichtet in bezug auf X10Yz. 
und fiir die zugehorigen Funktionen f<Zl, P(l), Q<Zl: 
[l=1, 2, ... , Zo]. 
91) In den Definitionen Ibis_3bis (§ 45) nehme man dann Ez statt E, mit Ez = 
00 
= I Ez(q) und jeder Menge Ez(q) von endlichem linearen MaJJ und abgeschlossen 
q=l 
in B (q = I, 2, ... ), und rn(JHZ> statt rnU> (j = I, ... , 4; n = I, 2, ... ) [l = I, 2, ... , lo]. 
Vergl. Fui3n. 84. 
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Beweis. S, ]z, U1 und F1 seien definiert wie im Anfang des Beweises 
von Hilfssatz 12* (§ 40). 
Die Zahl P<1> > 0 wird derart gewahlt, daB fiir aile ganzen Zahlen 
p<I> ~P<l> bei (x, y) (X1, Y1) E F 1 aus rn<iHl);;;;. 1jp<l> (j = 1, 2, 3, 4) her-
vorgeht: (X1 +rn<1><1>, Y1), (Xl-rn<2H1>, Y1), (Xr, Y1 +rn<3><1>), (Xr, Y1-
..... 
-rn<4Hll) E B. Wie in § 37, jedoch mit U, F, XOY, ~. {rn<i>} und E ersetzt 
-+ 00 
durch U1, F1, X10Y1, ~1, {rn<1H1>}, und E1= L E1tqtill 91), gelangen wir 
q(l) ~I 
00 00 
zu folgender Zerlegung: F1 = L F~~L + L F1·E1tqt1l) ; dabei erfiillen 
p(l)~p(l) q(l)~l 
die Mengen F~,il (p<l> ~P<l>) die in § 37 fiir die Mengen Fp (p ~ P) 
gegebenen Relationen (106), und zwar bei Ersetzung von X, Y, ~x, Qy, 
rn<i>, p bzw. durch Xr, Y1, ~~;, 0~;, rn<1H1>, p<I>. Anwendung des Theorems 
von BAIRE 18) liefert ein Stiick II1 von Fr, bestimmt durch ein Intervall 
u1, mit ih C U1, und daneben mit 0 C Il1 = (u1· F1) ~ Fj,l;\1) oder 
0 C Il1 = (u1·F1) ~ E1<qo<1>> [po<1>, qo<1> fest; po<1>~P<I>]. 
Sowohl im ersten wie im zweiten Fall gibt es ein in bezug auf X 10Y1 
gerichtetes Parallelogramm i0 <1> C u1 92), welches im Innern Punkte von 
Il1 enthalt, und mit 
(R(i0 <1>) pos. or.), 
und derselben Ungleichheitsrelation fiir jedes in bezug auf X 10Y1 gerich-
tete Teilparallelogramm von io<1>. 
Wegen i 0 <1> · II1 o;6 0 lassen sich die vorangehenden Betrachtungen fiir 
-+ -+ 
~1(x, y) wiederholen fiir den Vektor ~2(x, y); man gehe dazu von einem 
in bezug auf X20Y2 gerichteten Parallelogramm U2 C io<I>, mit U2·Il1o;60, 
aus. Man gelangt zu einem in bezug auf X20Y2 gerichteten Parallelogramm 
i0 <2>, mit i0 <2) · II1 o;6 0 und io<2> C U 2, fiir welches 
(R(i0 <2>) pos. or.) 
ist; eine gleichartige Relation gibt es wieder fiir jedes in bezug auf X 20Y2 
gerichtete Teilparallelogramm von io<2>. 
So fortfahrend erhalt man nach lo Schritten eine nicht leere Teilmenge 
von Ilr, wobei in geniigend kleiner Umgebung ihrer Punkte fiir jedes in 
bezug auf XzOYz gerichtete Parallelogramm io<l) (l= 1, 2, ... , lo) gilt 
(R(io<l)) pos. or.). 
Dies widerspricht der Definition von S und Il1. 
§ 47. Ersetzt man in den zugehorigen Beweisen von § 44 die Anwen-
dung der Satze E* und E durch die von Satz (Ebis)* bzw. Satz Ebis, so 
92) Man folge die Betrachtungen des Beweises von Hilfssatz 12bis (§ 45), mit 
0 =01·02· ... ·O,, 
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laBt sich zeigen, daf3 in den Folgerungen l, 1a, Ib, 2, 2a, 3 und 3a die Aus-
"" nahmemenge E allgemein als eine Summe L E<q> angenommen werden darf 
q-1 
mit jeder Menge E<q> von endlichem linearen Maf3 und abgeschlossen in B. 
Anwendung des Satzes von Brelot. 
§ 48. 93) Satz. Die Bedingungen seien entweder wie in Folgerung 3 
oder wie im Spezialfall 3a (§ 44) auBer der Bedingung tiber die Menge E: 
statt abzahlbar, sei diese hier Summe von abziihlbar vielen, in B abge-
schlossenen Mengen E<q> (q= l, 2, ... ), deren jede (und somit auch die 
Summe aller E<q>) von der Kapazitat Null sei. Dann ist 
()u ()u fa -dx--dy~O ()y ()x - ' 
und u(x, y) subharmonisch in B. 
Beweis. Dieser verlauft innahezu gleicher Weise wie der von Satz Ebis 
(§ 46), mit dem Unterschiede, daB die Anwendung des ersten Hilfssatzes 
von Teil I, § 7 ersetzt wird durch Anwendung des Hilfssatzes 7 (Satz 
von BRELOT) und des Hilfssatzes 8 (Teil III, § 15) 58). 
Mittels des Verfahrens, welches zu Satz (Ebis)* ftihrte (§ 46), gelangt 
man, bei Anwendung des obigen Satzes, zu dem folgenden Resultat fur 
harmonische Funktionen: 
Satz. Die Bedungungen seien entweder wie in Folgerung 2 oder wie 
im Spezialfall 2a (§ 44), mit Ausnahme der Bedingung tiber die Menge E: 
statt abzahlbar, sei diese hier Summe von abziihlbar vielen, in B abge-
schlossenen Mengen E<q> (q= l, 2, ... ), deren jede (und somit auch. ihre 
Summe E) von der Kapazitiit Null sei. Nun ist u(x, y) harmonisch in B. 
93) Vergleiche diesen Par. mit Teil V, § 25 und Teil VII, § 35. 
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