Introduction
Cheeger and Gromoll's splitting theorem [5] played an important role in the study of manifolds with nonnegative or almost nonnegative Ricci curvature. In this paper, we consider the manifolds with nonnegative BakryEmery Ricci curvature and prove two generalized versions of the splitting theorem on such manifolds.
A Riemannian manifold (M, g) has nonnegative Bakry-Émery Ricci curvature if Ric + Hess(φ) ≥ 0 for some smooth function φ, where Ric denotes the Ricci curvature of g and Hess denotes the Hessian of g. In general, the splitting theorem doesn't hold for manifolds with nonnegative Bakry-Émery Ricci curvature. A trivial counterexample is given by the hyperbolic n-space form H n , where Ric + 1 δ Hess(ρ 2 ) ≥ 0 for some small constant δ > 0 and distance function ρ. Obviously there are many lines in this space but it doesn't split off a line.
If the manifold M is compact and its Bakry-Émery Ricci curvature is positive, then π 1 (M) is finite by [8] , see also [12, 13, 15] . Also, from Lott's work [9, Theorem 1] , a compact manifold with nonnegative Bakry-Émery Ricci curvature has b 1 parallel vector fields where b 1 is the first Betti number of M, which are orthogonal to the gradient field of φ. This indicates that the universal Riemannian covering space of (M, g) should split off b 1 lines. We confirm this in this paper, as a corollary of the following theorem. Another generalized version of splitting theorem can be described as follows. Adopting the notation as in [10] , for m > n, define
2 ) along the line, for some complete Riemannian manifold (N, h N ). Furthermore, the function φ depends only on the N-factor coordinate according to this splitting.
The paper is organized as follows: In Section 2, we show that the Buseman function associated to the line has parallel gradient field. Then we prove Theorems 1.1, 1.3 and Corollary 1.2 in Section 3. In Section 4, we provide an example to show that our theorems are not trivial generalization of the classical splitting theorem.
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Estimation of the Laplacian of Buseman function
First we assume (M, g) is a complete Riemannian manifold and φ ∈ C 2 (M) satisfying that Ric + Hess(φ) ≥ 0 over M. Fix p ∈ M as a base point and denote ρ(x) = dist(p, x) the distance function. Given any q ∈ M, let γ : [0, ρ] → M be a minimal normal geodesic from p to q and {E i (t)} n−1 i=1 be parallel orthnormal vector fields along γ which are orthogonal toγ. Constructing vector fields {X i (t) = 
If we define the generalized Laplace operator L =: △ − ∇φ · ∇, where △ denotes the Laplace-Beltrami operator, then we have the estimate
for any q outside of the cut locus of p, where γ is any minimal normal geodesic from p to q. Consequently, if φ is bounded from above, then Lρ(q) → 0 as q → ∞. Hence we can hope that the following assertion hold. Remark 2.2. A continuous function f satisfies Lf ≥ 0 in the barrier sense, if for any given q ∈ M and ǫ > 0, there is a C 2 function f q,ǫ in a neighborhood of q, such that f q,ǫ ≤ f but f q,ǫ (q) = f (q), and that Lf q,ǫ ≥ −ǫ. We call Lf ≤ 0 in the barrier sense if L(−f ) ≥ 0 in the barrier sense.
Proof. The proof uses the same argument as in [3, 6] , see also Lemma 4.7 of [15] .
, which is Lipshitz with 1 as Lipshitz constant. Following [6] , for any fixed q ∈ M, we define barrier functions around q as follows.
Choose t k → ∞ and let δ k be the minimal geodesic joining q and γ(t k ). After passing a subsequence, we assume that δ k converges to another ray δ emanating from q. Note that q in not a cut point of δ(r) for any r > 0. Then the function b
is smooth around q and
For the proof, see [3, 6, 15] . On the other hand, by the estimate (1), we have
where σ is one minimal geodesic joining δ(r) and x. Thus for any given ǫ > 0, if r large enough, then Lb γ is smooth at q, then ∇b
, where δ is the ray emanating from q constructed in the proof of above Lemma. See [14] for this.
Let f be a continuous function on M such that Lf ≥ 0 in the barrier sense. Then f attains no maximum unless it is a constant.
Proof. See [3, 4, 6] . To save the length of the paper, we omit to repeat it. + is smooth and Lb + = 0 in the canonical way, cf. section 6.3-6.4 of [7] . Similarly b − is smooth satisfying that Lb − = 0.
Next we consider the case where Ric m,n (L) ≥ 0. We have the following
± associated to rays γ ± (t) = γ(±t), t ≥ 0, are both smooth and satisfy that Lb ± = 0.
Proof. The proof is similar to the one used in [11] . By [10, Remark 3.2](P. 1317-1318), we have the Laplacian comparison theorem
From this and using the standard argument as in [3, 6, 11] , we can prove that Lb + ≥ 0 and Lb − ≥ 0 hold in the sense of distribution: for all ψ ∈ C ∞ 0 (M) with ψ ≥ 0, and for all t > 0, we have
ψdµ.
That is
Taking t → ∞ in (2), we get Lb + ≥ 0. By the same argument as used in the above lemma, we can conclude the result. Substituting ψ = b ± into the formula and using the above lemma we see that 0 = L|∇b ± | 2 ≥ 2|∇ 2 b ± | 2 over M, since Ric + Hess(φ) ≥ 0 in both cases. Now the result follows.
In the following of this section, we remark that Lemma 2.5 and 2.6 can be extended to the case when the Ricci or Bakry-Émery Ricci curvature are just asymptocically non-negative, in particular when these two types of curvature has controlled decaying rate at infinity. To generalize Lemma 2.5, it's just noted that the Laplacian estimation (cf. Equation (1))
of the distance function (outside of the cur locus) also holds if the curvature condition is given by
where K(q) is some positive function satisfying
) for any normal shortest geodesic γ of length ρ. One special case is that
) as q → ∞. To generalize Lemma 2.6, we need the following Riccati differential inequality. 
where
denotes the radial derivative of u in the polar coordinates at o ∈ M. Moreover
Proof. See (10.55) and P. 1356-P. 1357 in [10] .
Theorem 2.9. Let M be a complete Riemannian manifold on which there exists a geodesic line γ : R → M such that

Ric m,n (L)(ρ(t)) ≥ −K(t),
where K :
for a ε > 0 small enough, for some constant C > m − 1, and for all r >> 1. Then, when t >> 1, we have
and consequently b ± are smooth functions satisfying that Lb ± = 0.
Proof. Let u := Lρ. By Theorem 2.8, for all x ∈ M \ cut(o), we have
Since ε > 0 is small enough, we have
Thus, when ρ >> 1, we have
Equivalently, we have
Then adopt a similar argument as above.
Corollary 2.10. Suppose that for a fixed point o ∈ M such that along a geodesic ray γ : R → M emanating from o we have,
where K(r) ≥ 0, for all r > 0, or for r >> 1,
Then b
± are smooth and Lb ± = 0.
Proof of the theorems
Now we are ready to give a
Proof of Theorem 1.1 and 1.3. Let X = ∇b + be the parallel unit vector field and φ(t) the one-parameter family of isometry transformation group generated by X. The level surface N = {x|b + (x) = 0} is a totally geodesic submanifold, and the induced metric h N from g is complete. Define a map
We claim that F is surjective. In fact for any x ∈ M, let q ∈ N be the nearest point to x and γ be the shortest normal geodesic from q to x, theṅ γ(q) = X(q) and so γ(t) = φ(t)q by the uniqueness of the geodesic, since φ(t)q is obviously one normal geodesic. So x ∈ γ ⊂ Im(F ). The injectivity of F follows from the group property F (·, t) • F (·, s) = F (·, t + s).
Next we prove F is an isometry. Note first that F (·, t) maps N isometrically onto {x ∈ M|b + (x) = t} via φ(t). So it suffice show that for any vector
) >=< dφ(t)(v), X >≡ 0. This is obviously from the fact that dφ(t)(T N) ⊥ X. So F is an isometry.
Identify (M, g) with (N × R, h N ⊕ dt 2 ). By equation (3) Furthermore
So φ is constant along any line of M and Theorem 1.3 follows.
Proof of Corollary 1.2. It suffice to show thatφ depends only on the Nfactor in the decomposition of ( M ,g). This obviously follows from the boundedness ofφ.
Finally we state an alternative result about the splitting theorem, where the boundedness of the potential function φ is removed. Recall that a Riemannian manifold (M, g) is a shrinking Ricci soliton if there exists a smooth function f such that Ric + Hess(f ) = cg for some positive constant c.
Proof. By the result of [12, 13] , such a manifold M has finite fundamental group. Identify ( M ,g) with (N ×R, h N ⊕dt 2 ). Then the lifting parallel vector field of X, say X = ∂ ∂t , is invariant under the action by the fundamental group π 1 (M). We claim that π 1 (M) acts trivially on the R-factor.
Suppose not, then there is g ∈ π 1 (M) and (z 0 , t 0 ) ∈ N × R such that g(z 0 , t 0 ) = (z 1 , t 1 ) with t 0 = t 1 . Then g must maps the line {z 0 } × R isometrically onto the line {z 1 } × R in the same direction and maps the slice N × {t 0 } onto the slice N × {t 1 }, because it preserves ∂ ∂t . Denote by p : N × R → R the projection to the R-factor and i : R → N × R the injection i(t) = (z 0 , t). Thenḡ = p • g • i is a translation on R with variation t 1 − t 0 = 0. Now
forms a subgroup of isometry transformation group of R, which is generated by a translation. This shows that g is a free element of π 1 (M), which contradicts the finiteness of π 1 (M). Hence π 1 (M) acts trivially on R-factor and consequently the base manifold (M, g) splits off a line.
It is natural to ask a question. → 0, where p is a fixed base point, then the theorem and all corollaries considered above still hold.
Examples for splitting theorem
In this section, we will construct a metric on S 2 with curvature negative somewhere, but Ric + Hess(φ) ≥ 0 everywhere for some function φ. This forms one N factor in the splitting theorem of our sense, which distinguishes from the classical one where N must be of nonnegative Ricci curvature.
Consider the Riemannian model for space forms (B( to be the Euclidean norm. Fix a small constant κ > 0, define a metric on R 2 by
In the spherical coordinate (r, θ) of R 2 , the metric has the form
Then we want to compute the Ricci curvature of g and the Hessian of φ(x) = φ(r), a radical function, with respect to this metric. Denote g(x) = f 2 (r)(dr 2 + r 2 dθ 2 ). Then the Ricci tensor is given by
The Hessian of φ is given by
We want that the inequality Ric + Hess(φ) > 0 holds everywhere on R 2 , which equivalents to the coupled inequalities:
When r ≤ 1, the equation reads
while for r ≥ 2 the equation reads
When r ≤ 2, we set φ(r) = 2r 2 , then the first inequality holds. To make sure the last equation folds, we choose φ to be monotonically increasing and be constant at infinity. In addition, |φ ′ | and |φ ′′ | should have decaying rate more faster than f 2 = (1 + 
It is obviously seen that
(1−κ) 2 on B(2)\B(1), so Ric + Hess(φ) > 0 on B(2)\B(1), if κ > 0 is chosen small enough. Combining above results, we have that Ric + Hess(φ) ≥ 0 over S 2 , but the Ricci curvature is negative on B(1) ⊂ S 2 .
