Abstract. We characterize the positive Borel measures such that the differentiation operator of order n ∈ N ∪ {0} is compact from the Hardy space H p into L q (µ), 0 < p, q < ∞.
Introduction
Let D denote the open unit disk of the complex plane and let T denote the unit circle. Also, let H p , 0 < p < ∞ denote the standard Hardy space of analytic functions in D.
The aim of this paper is to characterize the positive Borel measures µ on the unit disc D such that the differentiation operator D (n) (f ) = f (n) is compact from H p into L q (µ), n ∈ N ∪ {0} and 0 < p, q < ∞.
The analogous problem for the standard Bergman spaces A p α has been solved [9, 11, 14] . The formula ||f || A implies that for these spaces the question of when the differentiation operator D (n) from A p α into L q (µ) is bounded or compact, can be answered once the case n = 0 is solved. However, this method does not work for Hardy spaces, because such a LittlewoodPaley formula does not exist for p = 2. Nevertheless, an equivalent H p -norm in terms of the nth derivative can be given by using the square functions
where Γ σ (ζ) = {z ∈ D : | arg ζ − arg z| < σ (1 − |z|)} denotes the Stolz angle (lens type region) with vertex at ζ ∈ T and aperture σ > 0. Precisely, for 0 < p < ∞ [1, 8] Here and throughout in what follows m denotes the arclength measure on T. In view of (1.1) and the H p characterization through the non-tangential maximal function, it is natural that Luecking [10, 11] employed tent spaces to describe the positive Borel measures such that D (n) : H p → L q (µ) is bounded. It is worth noticing that Coifman, Meyer and Stein [6] introduced the theory of tent spaces in an harmonic analysis context. It was further extended by Cohn and Verbitsky [4] and has become a very useful tool in operator theory on Hardy spaces [4, 5] .
Let us now recall some definitions that will enable to state the solution to the primary question of this paper. Let us write Γ 1/2 (ζ) = Γ(ζ) for short, and for each z ∈ D let be I(z) = {ζ ∈ T : z ∈ Γ(ζ)} the related interval. The Carleson square S(I) based on an interval I ⊂ T is the set S(I) = {re it ∈ D : e it ∈ I, 1 − |I| ≤ r < 1}, where |E| denotes the Lebesgue measure of E ⊂ T.
If |I| < For 0 < q < ∞ and a positive Borel measure ν on D, finite on compact sets,
A quasi-norm in the tent space
The following result gives a description of the dual of T p q (ν) [6, 10] . We also refer to [13, Theorem 4] where an analogue was proved for a family of weighted tent spaces on the unit disc. 
For the sake of completeness, and because it is a key to describe those positive Borel measures such that D (n) : H p → L q (µ) is compact, we shall prove in Section 2 that each g ∈ T p ′ q ′ (ν) induces a bounded linear functional on T p q (ν). In the proof for p = 1, a stopping time involving A q,ν (f ) and C q,ν (f ) is a fundamental step. Let ∆(a, r) and D(a, r) respectively denote the pseudohyperbolic and Euclidean discs of center a and radius r. Our main result is the following. 
is compact if and only if, for any fixed r ∈ (0, 1), the function
satisfies that
(1−|z|) q p +nq = 0 for any fixed r ∈ (0, 1).
As for n = 0,
. In the previous condition µ (S(z)) may be replaced by µ (∆(z, r)) if p < q. In the triangular case 0 < q < p < ∞,
. For this last range of values it is probably known, at least to experts working on the field, that
is compact if and only it is bounded. Since we were not able to find a proof in the existing literature, we include a proof here. Theorem 2. Let 0 < q < p < ∞ and let µ be a positive Borel measure on D. Then the following conditions are equivalent:
Throughout the paper
Further, the letter C = C(·) will denote an absolute constant whose value depends on the parameters indicated in the parenthesis, and may change from one occurrence to another. We will use the notation a b if there exists a constant C = C(·) > 0 such that a ≤ Cb, and a b is understood in an analogous manner. In particular, if a b and a b, then we will write a ≍ b.
Preliminary results
Proposition B. Let 1 ≤ p, q < ∞ with p + q = 2 and let ν be a positive Borel measure on D, finite on compact sets of D. Then, there exists a positive constant
Proof. If 1 < p, q < ∞, then Fubini's theorem and two applications of Hölder's inequality give
If q = 1 and 1 < p < ∞, then Hölder's inequality yields
Let now p = 1 and 1 < q < ∞. For ζ ∈ T and 0 ≤ h ≤ ∞, let
For every g ∈ T ∞ q ′ (ν) and ζ ∈ T, define the stopping time by
where C 1 > 0 is a large constant to be determined later. Assume for a moment that there exists a constant C 2 > 0 such that
for all ν-measurable non-negative functions k. Then, applying Hölder's inequality
Now let us prove (2.3). Fubini's theorem yields
where H(z) = {ζ ∈ T : 1 1+h(ζ) ≤ |z|}, so it suffices to show that
for all z ∈ D. We will prove this only for z close enough to the boundary T, the proof for other values of z follows from this reasoning with appropriate modifications. For
. This together with Fubini's theorem gives 6) where the last inequality is valid because 1
. By the definition of h(ζ) and (2.6), and by choosing C 1 sufficiently large so that C
and the inequality (2.5) follows.
The reverse implication of Theorem A [11] can be proved by using geometric ideas, the boundedness of maximal functions and interpolation theorems on L p L q (ν, m) due to Benedek and Panzone [2] .
The analogue of the following result on R n × (0, ∞) was proved in [11, Proposition 1]. See also [13, Lemma 4] . 
for each λ > λ 0 .
We defined the tent space T p q (ν) by using the lenses Γ(ζ). Different types of non-tangential approach regions could be used and they would induce the same spaces. In particular, the proof of Lemma C shows that we may replace Γ(ζ) by Γ α (ζ) for any α ∈ (0, π) in (2.7), and consequently the space T p q (ν) is independent of the aperture of the lens appearing in the definition, and the quasi-norms obtained for different lenses are equivalent.
Recall that Z = {z k } ∞ k=0 ⊂ D is called a separated sequence if it is separated in the pseudohyperbolic metric, it is an ε-net if D = ∞ k=0 ∆(z k , ε), and finally it is a δ-lattice if it is a 5δ-net and separated with constant γ = δ/5. If ν = k δ z k , then we write T Lemma D. Let 0 < p < ∞ and let {z k } be a separated sequence. Define
We shall also use the following inequality. Here and on the following △ denotes the Laplacian.
Lemma 3. If q ≥ 2 and 0 < r < 1 there is a constant C(q, r) > 0 such that
Proof. Let r ∈ (0, 1) be fixed. The classical Hardy-Stein-Spencer identity f
|z| dA(z) and the fact that the Laplacian △|f | q is subharmonic when q ≥ 2 give
An application of this inequality to the function f (rz) gives
Replace now f by f • ϕ z to obtain
Proof of main results
We begin with proving Theorem 1(a). 
Proof. Recall the known estimate [9, Lemma 2.1]
Then, the above inequality and Fubini's theorem give
which converges uniformly on compact subsets of D to an analytic function f . 
Next, choose k 0 with |g k (z)| < ε for any k ≥ k 0 and |z| ≤ R 0 . Then, bearing in mind (3.2) and (2.1) and the inequality G k
is compact. This together with [10, Theorem 1(i)] proves (i).
(ii). An standard argument (see [3, Theorem 3.4] for details) gives that
Let k 0 be such that sup k≥k 0 ,|z|≤R 0 |g k (z)| < ε. Then, by (3.2), (2.4) and (1.1)
(iii). Let us observe that (2.8) and Fubini's theorem give
where Γ ′ (ζ) = {z : Γ(ζ) ∩ ∆(z, r) = ∅}. Using Lemma C and a result by
From now on, the proof is analogous to both previous cases, so it will be omitted.
Reciprocally, assume that
For each R ∈ [0, 1) and λ > λ 0 (λ 0 is that of Lemma D) consider the operator
Let us observe that S λ, 0 (f ) = S λ (f ). By Lemma D, there exists C > 0 such that
So by the assumption the closure of the set
Since {z k } is separated and λ > 1, there is R 0 such that for any R ≥ R 0
Joining this with Lemma C, we get
, for any |z| ≤ ρ and R ≥ R 0 , which together with (3.3) gives that
, where r k denotes the kth Rademacher function, and integrate with respect to t to obtain
, from which Fubini's theorem and an application of Khinchine's inequality yield
. Now, for any fixed r ∈ (0, 1),
and hence , a ∈ D, and a regular reasoning. So it is omitted. It is enough to prove (iii)⇒(i). We shall split the proof in two cases. Case 0 < p < q < ∞. The argument follows ideas from the proof of [9, Theorem 3.1]. Let r ∈ (0, 1) be fixed, choose s ∈ (p, q) and denote
Let {f k } ∞ k=1 such that sup k ||f k || H p < ∞. Then, there is subsequence {f n k } ∞ k=1 which converges uniformly on compact subsets of D to to an analytic function f . Let denote g k = f n k − f . Fix ε > 0, by hypothesis there is ρ such that µ (∆(z, r))
On the other hand, there is k 0 such that |g k (z)| < ε for any k ≥ k 0 and |z| ≤ ρ. So, bearing in mind (3.1) and Minkowski's inequality in continuous form 
