Förster resonance energy transfer (FRET) is a powerful tool for elucidating both structural and dynamic properties of unfolded or disordered biomolecules, especially in single-molecule experiments. However, the key observables, namely, the mean transfer efficiency and fluorescence lifetimes of the donor and acceptor chromophores, are averaged over a broad distribution of donor-acceptor distances. The inferred average properties of the ensemble therefore depend on the form of the model distribution chosen to describe the distance, as has been widely recognized. In addition, while the distribution for one type of polymer model may be appropriate for a chain under a given set of physico-chemical conditions, it may not be suitable for the same chain in a different environment so that even an apparently consistent application of the same model over all conditions may distort the apparent changes in chain dimensions with variation of temperature or solution composition. Here, we present an alternative and straightforward approach to determining ensemble properties from FRET data, in which the polymer scaling exponent is allowed to vary with solution conditions. In its simplest form, it requires either the mean FRET efficiency or fluorescence lifetime information. In order to test the accuracy of the method, we have utilized both synthetic FRET data from implicit and explicit solvent simulations for 30 different protein sequences, and experimental single-molecule FRET data for an intrinsically disordered and a denatured protein. In all cases, we find that the inferred radii of gyration are within 10% of the true values, thus providing higher accuracy than simpler polymer models. In addition, the scaling exponents obtained by our procedure are in good agreement with those determined directly from the molecular ensemble. Our approach can in principle be generalized to treating other ensemble-averaged functions of intramolecular distances from experimental data. https://doi
I. INTRODUCTION
It is increasingly realized that disorder plays a key role in biology, exemplified by the rich variety of functions performed by intrinsically disordered proteins (IDPs), from transcription regulators to molecular chaperones. 1 Studying the structure, dynamics, and function of these disordered polypeptide chains, as well as other disordered biopolymers, requires new experimental methods, and new methods of interpreting the data, since they are inherently averaged over a broad ensemble of heteropolymer configurations. [2] [3] [4] Examples of experiments which can help address this challenge include nuclear magnetic resonance (NMR), which can provide short-range structural information via scalar coupling, chemical shift, and nuclear Overhauser effect (NOE) data, 5 as well as longrange information by paramagnetic relaxation enhancement (PRE) measurements, 6 and global information from diffusion coefficient measurements; light-scattering 7 and two-focus a) Electronic addresses: wenweizheng@asu.edu; schuler@bioc.uzh.ch; and robertbe@helix.nih.gov. b) Current address: College of Integrative Sciences and Arts, Arizona State University, Mesa, Arizona 85212, USA.
fluorescence correlation spectroscopy (FCS), 4, 8 which also yield diffusion coefficients and hence the hydrodynamic radius; small-angle X-ray (or neutron) scattering (SAXS or SANS), which directly gives information on inter-and intramolecular pair distance distributions; 9 and Förster resonance energy transfer (FRET), in particular single-molecule FRET, which probes the distribution of distances between pairs of chromophore labels attached to the molecule of interest, as well as the associated dynamics, and often enables structured and unstructured subpopulations to be separated. 10, 11 Obtaining as detailed as possible a picture of the disordered ensemble would ideally combine information from all of these experiments, if available. This can be done most comprehensively via an explicit ensemble description of the disordered state, either by reweighting of an existing molecular simulation [2] [3] [4] [12] [13] [14] [15] [16] [17] or by performing an ensemble structural refinement with a very large number of replicas of the system. [18] [19] [20] [21] [22] [23] However, a simpler approach is frequently useful. For example, one may have limited experimental data available so that the result from ensemble simulation or reweighting methods would be strongly dependent on the quality of the simulation and force field used. In this case, a more straightforward analysis of the data, which does not involve running extensive simulations, may be preferred. In this paper, we consider how to infer ensemble properties from the most common quantities available from FRET data, namely, the mean ratiometric transfer efficiency 24 and fluorescence lifetimes. 25 As will be discussed in more detail below, we are considering the situation in which the FRET efficiency between donor and acceptor chromophores may be considered to depend only on the distance R between them. In this case, the average transfer efficiency can be obtained by integrating over a given distribution of distances P(r), ideally characterized by a small number of parameters, since often only the mean transfer efficiency is available as an observable. Perhaps the most widely used distribution is a Gaussian (ideal) chain, which has the advantage of having only a single adjustable parameter, usually taken to be the mean-squared distance, R 2 ≡ r 2 , between the FRET donor and acceptor. 26 The average radius of gyration, R g , can in turn be estimated from R using the properties of the polymer model employed. However, it has been recognized that using a Gaussian chain may distort the apparent inter-chromophore distance R when the unfolded protein concerned is close to the excluded volume (EV) limit (scaling exponent ∼2/3). [27] [28] [29] In this case, the very broad P(r) for a Gaussian chain contains an unphysical contribution at shorter distances which would tend to increase the apparent mean FRET efficiency (Fig. 1) . In order to match the experimental data for a polypeptide with the properties of a pure EV chain (with no attractive intramolecular interactions), an artificially enlarged R 2 would need to be chosen. This artifact is widely acknowledged, and it has been proposed that using a self-avoiding walk (SAW) model is a better description for protein chains at high denaturant concentrations, where they are typically close to the EV limit. [28] [29] [30] [31] In a recent study of an unfolded and an intrinsically disordered protein in chemical denaturants, we indeed found that applying a SAW model to FRET data at high denaturant concentrations led to inferred average properties (R and R g ) close to those obtained by a global analysis integrating both FRET and SAXS data in an ensemble description based on atomistic simulations, while the result from using a Gaussian chain overestimated these properties. 4 On the other hand, at low denaturant concentrations, R and R g inferred from a Gaussian chain model were closer to those from a global analysis than the SAW model. This trend is physically expected, given that unfolded proteins in water often have a scaling exponent characteristic of the Θ-state [31] [32] [33] (∼1/2), where an ideal chain description is expected to work best. 31, 34 This implies that, while using the same polymer model to infer average distances and R g from FRET data over a range of solvent conditions may seem consistent, doing so may distort the results because the one chosen model is not valid over the complete range of conditions.
For a given protein, it is in principle possible to determine the polymer scaling exponent which best describes its properties under given conditions of solvent and temperature, for example, by attaching FRET labels at different positions, separated by a variety of chain lengths. 31 This would allow the appropriate distribution P(r) to be identified. However, the range of accessible sequence separations is limited by the Förster radii of suitable dye pairs, and producing multiple labeling variants presents a considerable additional experimental burden. Ideally, we desire a method that can be used to infer accurate ensemble properties of the chain from a minimum of available experimental data. In this paper, we propose such a method, based on an approximate theoretical distribution parameterized by the scaling exponent ν of the chain. We test the proposed method against synthetic FRET data calculated from known conformational ensembles. These ensembles are generated using an implicit-solvent model including both excluded volume repulsion as well as realistic attractive interactions within the chain 35 or using an all-atom explicit-solvent model with an optimized force field for IDPs. 36 We further test the method using experimental FRET data of proteins for which SAXS data are also available 4 so that the reference radius of gyration can be determined more accurately by two different experimental methods. In all cases considered, we find that our method yields a radius of gyration in good agreement with the reference value, while simultaneously giving an accurate estimate of the polymer scaling exponent.
II. METHODS
To set the stage, we first provide a basic description of the principles behind a FRET experiment (Fig. 1, top panel) . A donor and an acceptor chromophore are covalently linked to the molecule of interest at specific sites. The donor chromophore is optically excited, and the excitation energy is either emitted as a photon or transferred to an acceptor chromophore, which then emits a photon. Non-radiative processes can also contribute to the donor or acceptor decay, but they are corrected for in the experiments, so we neglect them here. The efficiency of energy transfer is related to both the distance between the chromophores and their relative orientation. We consider only the situation in which the chromophores are rapidly sampling different orientations on the time scale of the average duration of the donor excited state (or donor lifetime), 37 as is frequently the case, especially for unfolded and intrinsically disordered proteins. 27 In this situation, the orientational contribution is averaged out, and the transfer efficiency of a given protein configuration with chromophores separated by distance r is given by
where R 0 is the spectroscopically determined Förster radius. 38 Because the transfer efficiency is an average over a highly heterogeneous conformational ensemble, a commonly used method of analysis averages E(r) over a distribution of distances P(r; {ξ i }) computed from a polymer model characterized by a set of parameters {ξ i },
A complementary piece of information is the donor fluorescence lifetime, 25 i.e., the mean time between excitation of the donor and emission of a donor photon, which can be related to the mean transfer efficiency E and its variance σ 2 c by 39, 40 
where the variance of the transfer efficiency, σ 2 c , is
Note that this analysis requires the inter-dye distance relaxation time to be much longer than the donor fluorescence lifetime, which is usually the case for the chromophores used and the chain lengths accessible in single-molecule FRET investigations of unfolded and intrinsically disordered proteins. 27 In the case of FRET measurements on less heterogeneous systems, such as between chromophores attached to a folded protein, the distance distribution is reasonably narrow and hence sufficiently well described by its mean and variance. However, the end-end distance distribution sampled by an unstructured biopolymer is asymmetric and extremely broad so that the shape and the tails of the distribution can have a significant effect on the mean transfer efficiency. To illustrate this effect, we show in Fig. 1 example distance distributions for two polymer models, a Gaussian chain and a SAW, corresponding to the same mean FRET efficiency. As is evident, the rootmean-square end-end distance r 2 1/2 ≡ R of these distributions can differ considerably between the two polymer models when the mean efficiency is identical, particularly at low E , i.e., very expanded chains. Consequently, using a Gaussian chain to interpret a given set of variations in E would lead to larger inferred variations in R than use of a SAW, a fact which is now well appreciated. 4, 28, 29 While the question of which of these (or other) models is a more accurate reflection of the true distribution has received some attention, neither model is likely to provide a fully adequate description of P(r) across all conditions. 4 In this paper, we propose to use a more general form for the P(r) of a self-avoiding walk (a polymer which cannot cross itself) that can accommodate a variation of the scaling exponent ν, 41, 42 
In the above expression, g = (γ 1)/ν 42 in three dimensions (γ ≈ 1.1615), 43 δ = 1/(1 ν), 41 and the constants A and α are determined, for given values of ν and R, from the conditions ∫ ∞ 0 P (r) dr = 1 and ∫ ∞ 0 P (r) r 2 dr = R 2 , as required for normalization, and from the definition of R, respectively. For comparison, the distance distribution for a Gaussian chain is
Note that Eq. (5) does not reduce to Eq. (6), even when ν = 1 2 , due to the factor r R g , which attenuates P(r) at short distances, as required for a real chain. A value of δ > 2 reduces the contribution of distances greater than R relative to the Gaussian chain. Strictly speaking, Eq. (5) was derived for a real chain in good solvent, but our analysis below indicates that it provides a useful approximation even outside the good solvent regime.
Eq. (5) has two adjustable parameters, ν and R. If both E and τ are available, it may in principle be possible to determine both parameters directly by fitting the model P(r) in Eq. (5) via Eqs. (2) and (3). In the more common situation that only E is available, we require some additional information. Here, we exploit the knowledge that the mean end-end distance in unfolded proteins approximately follows the scaling law, R = bN ν .
The prefactor b has been estimated for proteins to be approximately 0.55 nm, a value also supported by the analysis of our simulation data (see below). 31 With this closure relation, it is possible to solve for both R and ν. Note that Eq. (7) can also be applied to other biopolymers besides unfolded proteins by using an appropriately determined prefactor. The above discussion outlines how the average end-end distance R can be determined, but often one would like an estimate of the radius of gyration R g , which is the main quantity obtained from scattering experiments. Note that we use the symbol R g to refer to the root mean square ensemble average over the radii of gyration r g of individual conformations, i.e., R g ≡ r 2 g 1/2 . For this conversion, we employ the approximate
Equations (5) and (8) for self-avoiding walks are approximations, and strictly speaking, only applicable to homopolymers with large chain length. Therefore, the accuracy of the extracted parameters needs to be tested for a model which is a closer approximation to a real heteropolymeric protein chain (or another biopolymer). For this purpose, we utilize both molecular simulations and experimental data.
III. RESULTS AND DISCUSSION

A. Testing the model with implicit solvent simulation data
First, we use implicit-solvent molecular simulation data for three proteins to test the model, including a mutant of the 116-residue R17 spectrin domain 4, 46 which stays unfolded even at low denaturant concentration, the 79-residue IDP activator for thyroid hormone and retinoid receptor (ACTR) 4, 47 (see details in the supplementary material), and a 100-residue poly-Val peptide. The last sequence is included as a reference homopolymer. While an implicit solvent model is clearly an approximation, we note that the force field used (ABSINTH 35 ) has been shown to capture sequence-dependent variations of the radius of gyration (and hence, of the scaling exponent) reasonably well in previous studies. 48, 49 Dyes are not present in the simulations in the current work as the effect of dyes on the protein dimensions has been discussed in previous publications. [50] [51] [52] The positions for end-end distances are thus assumed to be the C α carbon atoms of the terminal residues. By running simulations at different temperatures, we obtained a set of ensembles with different polymer scaling exponents ν covering a wide range from ∼0.40 to ∼0.65 [ Figs. 2(a)-2(c) ]. We determined the exponents from fitting to the dependence of intramolecular distances on sequence separation as described in the supplementary material. Note that due to the finite length of the chain, the scaling exponent can exceed the theoretical EV limit of 0.588. 53 The observable E can be back-calculated from the average of the individual frames of each ensemble (a Förster radius of 5.4 nm is assumed in all cases both for generating synthetic E and for inferring ensemble properties from it). We utilize P(r) from different polymer models to obtain ν, R, and R g from this value of E and then compare them with those determined directly from the simulation coordinates. The polymer models tested are the Gaussian chain, the self-avoiding walk in the EV limit (SAW-EV), the worm-like chain (WLC, see supplementary material for details), and the SAW with variable ν [SAW-ν, Eqs. (6) and (7)].
In Figs In (a)-(c) , we show the fitted scaling exponent ν, in (d)-(f) the end-end distance R, in (g)-(i) the ratio λ = R 2 /R 2 g derived from ν, and in (j)-(l) the resulting R g obtained from R and ν. The legend shows the polymer model used. For the purposes of this plot, T θ is defined as the temperature for which ν = 1/2. The exponent ν in the simulations is determined from fitting internal distance scaling. 45 however, for more expanded chains, this is no longer the case and a deviation from the mean distance directly calculated from the simulation is observed. In particular, the Gaussian chain model overestimates the distance most, followed by the WLC and SAW-EV. SAW-ν still overestimates the distance by about 2% in both R17 and ACTR for T /T θ = 3 but provides the most accurate values. The increased accuracy of the variable-ν model is due to a more realistic P(R), especially when the chain is more expanded than the excluded volume limit for long chains (ν > 0.588), as shown in Fig. 3 and Fig.  S1 of the supplementary material. These results suggest that the SAW-ν model provides a good approximation not only for homopolymers but also for finite-length heteropolymers and that a well-chosen P(R) is important for accurately determining chain dimensions from the FRET efficiency.
Importantly, SAW-ν gives the scaling exponent ν in addition to the distance in the procedure of fitting the FRET efficiency. This distinguishes it from the other polymer models used with a constant ν. In Figs. 2(a)-2(c), we show that the polymer scaling exponent recovered from SAW-ν is in remarkable agreement with that calculated directly from the simulations (see supplementary material for details of calculating ν). This observation suggests that the SAW-ν model is self-consistent in obtaining both R and ν. The variable ν, instead of a constant ν as in the Gaussian chain and SAW-EV, is necessary to describe the scaling behavior of real proteins in different solvent conditions.
To calculate R g from R, one additional parameter is required, which is the ratio λ between R 2 and R 2 g . This parameter is also dependent on the polymer model and has recently been suggested to vary significantly for unfolded proteins in different solvent conditions. 4, 54 In Figs. 2(g)-2 (i), we show that the change in λ computed directly from the simulation is reproduced much better by the SAW-ν model [Eq. (8) ] than by the constant ratios of 6 and 6.26, 55 for the Gaussian chain and excluded-volume chain models, respectively. As estimated from the SAW-ν model, using a constant λ will introduce an error in R g of 5% for ν = 0.5 and 2% for ν = 0.588. The more accurate estimate of λ from the variable-ν model consequently leads to final estimates of R g [Figs. 2(j)-2(l)] that are in much better agreement with those calculated from the simulations than the two most commonly used polymer models, the Gaussian chain model and SAW-EV. Thus, improvements in the ν-dependent estimates of both P(R) and λ help to infer a more accurate radius of gyration from the FRET efficiency.
While ν ∈ [0.5,0.588] may seem to cover the likely situations for unfolded and disordered proteins, in the case of short chains, ν can lie outside this range, as has been found for real proteins. 31 To our knowledge, a rigorous theoretical distribution covering the entire range of relevant solvent conditions for the finite-length chains of interest here is currently not available. One polymer model that can describe a P(r) varying between theta solvent and excluded volume limits is that of Oono and Freed, 56 but the scaling exponent is only allowed to vary between 0.5 and 0.588, so it is difficult to apply it to finitelength chains. We therefore employ Eq. (5) as an approximation for analyzing single-molecule FRET data. Even though the equation is derived to describe a homopolymer, we do not see a significant difference in accuracy when applying the SAW-ν model to natural protein sequences (i.e., ACTR and R17) versus a homopolymer sequence (i.e., poly-Val). This observation suggests that unfolded/intrinsically disordered proteins with well-mixed sequences may still be described sufficiently well with models developed for homopolymers.
Since fluorescence lifetimes also report on the distance distribution P(r) [Eq. (3)], they can be used as an additional or alternative observable to determine R and R g . As for the FRET efficiency, we back-calculate the donor lifetime τ from the simulations, obtain ν, R, and R g using SAW-ν, and then compare them with their counterparts computed directly from the simulations (Fig. S2 of the supplementary material) . The parameters obtained from τ are very similar to those from the ratiometric FRET efficiency. This is not entirely surprising since the variance of the distance distribution is highly correlated with the average distance in the polymer model. The good agreement we observe for the parameters obtained independently from τ and E reflects the good agreement between the shapes of P(r) from the SAW-ν model and from the simulations (Fig. 3 and Fig. S1 of the supplementary material). Lifetime information can be very useful for identifying the presence of a broad distribution of rapidly interconverting distances in the sample in a model-free manner 40, 57 and provides a valuable experimental control, 27,58 but the variances of the different polymer distance distributions are too similar to be discriminated reliably (Fig. 3) . As a result, a combined analysis of τ and E does not allow both the scaling   FIG. 3 . Examples of distance distributions from different polymer models (see legend) and from the implicit solvent simulations (red) for scaling exponents of ∼0.5 (top row) or ∼0.6 (bottom row).
prefactor b and the scaling exponent ν to be determined independently. Here we thus limit our analysis to the mean transfer efficiencies.
Since one experimental observable, the mean transfer efficiency, only allows us to determine one free parameter of the model, we have used a fixed scaling prefactor b taken from earlier FRET experiments. 31 While one might try to determine b by fitting the average distance R between residue pairs i and j as a function of their sequence separation |i j| (Fig. S3  of the supplementary material) to R = b|i j| ν , correlations between b and ν make it difficult to accurately determine both parameters independently, especially for the limited range of sequence separations typically accessible for a single protein (a complication that is valid both for the simulations and, even more so, for the experimental data). A prefactor of b = 0.55 nm is suitable for recovering the properties of the original ensemble when used in our SAW-ν model. We show in Figs. S4 and S5 of the supplementary material the results for prefactors of 0.45 and 0.65 nm, respectively, to determine ensemble properties via the SAW-ν model. While the recovered end-end distances are quite robust and thus similar to those obtained using a prefactor of 0.55 nm (Fig. 2) , a smaller prefactor tends to overestimate the ratio λ between R 2 and R g 2 , whereas a larger prefactor underestimates λ, leading to corresponding errors in R g . This observation suggests that a prefactor of 0.55 nm is close to optimal for use in the SAW-ν model.
B. Testing the model with all-atom explicit solvent simulation data
Our tests so far are based on simulations of unstructured proteins in implicit solvent. However, simulation models in which the solvent is represented explicitly are in principle the most realistic. We have taken advantage of a large recently obtained set of explicit solvent trajectories using the force field Amber03ws 36 for proteins, TIP4P/2005 59 for water, and (in some cases) KBFFs (the scaled Kirkwood-Buff force field) 60 for denaturants. Previous simulations with the Amber03ws model have resulted in good agreement with FRET, 36,51 SAXS, 36, 61 and contact quenching 62 experiments for diverse protein sequences. A particular strength is that it captures local structure formation well, 36, 63 in addition to global properties such as the radius of gyration. While there are some deficiencies with respect to the secondary structure propensity of individual amino acids, 64, 65 for the present purposes, these would only matter for sequences with a preponderance of those residues, i.e., not for the well-mixed sequences studied here. We used 39 trajectories in total from 30 proteins covering a chain length from 11 to 89 in different solvent conditions (i.e., water, urea, and GdmCl) ( Table S1 of the supplementary material). These trajectories cover a wide range of scaling exponents from 0.39 to 0.63, which were determined by fitting the dependence of pairwise distances between C α atoms on sequence separation (Fig. S3 of the supplementary material) . A full list of the simulations and proteins used is given in Table S1 , with details in the supplementary material. These force fields have been specifically developed with the aim of accurately representing ensembles of unfolded and disordered proteins and have been validated in several independent studies. 36, [60] [61] [62] [63] We therefore believe that these simulations generate more realistic conformational ensembles of unfolded/intrinsically disordered proteins than most other explicit solvent force fields, which typically yield structures that are too collapsed. 66 The simulation data have been collected either with unbiased MD simulations of length much greater than typical relaxation times for global parameters such as R g , or via enhanced sampling methods, as detailed in the supplementary material, in order to obtain representative samples of the equilibrium distributions. For each trajectory, the same framework as in testing the implicit solvent ensembles is applied.
In Fig. 4 , we show the accuracy of recovering the scaling exponent, end-end distance, and radius of gyration using synthetic FRET efficiencies calculated from the end-end distances in the original trajectories, compared with the parameters directly obtained from the trajectories. All three polymer models (Gaussian chain, SAW-EV, and SAW-ν) show a good correlation between the recovered and directly calculated parameters [Figs. 4(b) and 4(d)]. However, only SAW-ν is able to capture the changing scaling exponent and ratio λ between R 2 and R 2 g , and a comparison of the absolute errors of the three models shows that SAW-ν always performs best [ Fig. 4(e) ]. We have found no correlation between the chain length and the relative errors (Fig. S6 of the supplementary  material) , which suggests that SAW-ν, which was derived for long homopolymers, is not sensitive to the chain length once it FIG. 4 . Recovering ensemble properties from synthetic FRET data, with E calculated from explicit solvent simulations. We plot the recovered properties versus those of the original ensemble for (a) the scaling exponent ν, (b) the root-mean-squared end-end distance, R, (c) λ = R 2 /R 2 g , and (d) the radius of gyration, R g . Errors in (e) and (f) are computed as root mean square averages over the different proteins. The absolute error defined as (x model − x sim ) 2 1/2 is shown in (e) and the relative error ((x model − x sim )/x sim ) 2 1/2 is shown in (f). The legend shows the polymer model used, i.e., Gaussian chain model (blue), SAW-EV (magenta), and SAW-ν (cyan).
is greater than ∼10. However, the model starts to break down when the chain length is less than ∼10, as reflected by a poor fit of intrachain distances as a function of sequence separation to Flory's scaling law (Fig. S7 of the supplementary material) .
C. Testing the model with experimental data
While we consider the simulation ensembles we have studied to be a realistic representation of unfolded states under various conditions, they are nonetheless based entirely on an empirical energy function. One would ideally like to use experimental ensembles, but determining such ensembles from experimental data alone is currently not possible. Instead, experimental data can be used in conjunction with a reasonably accurate force field to generate an ensemble, with the experimental data helping to correct deficiencies in the force field. In a recent publication, 4 we have performed both SAXS and FRET measurements on the unfolded R17 and the IDP ACTR. We used an ensemble reweighting method 4, 12 to obtain a unified molecular description of both experimental data sets, together with a simulation model (the ABSINTH force field 35 ). In these ensembles, the radius of gyration and end-end distance are strongly constrained by the SAXS and FRET data used to generate them and rely less on the properties of the force field. The reweighted ensembles from both SAXS and FRET experimental data therefore serve as a reference that can be used to test the accuracy of the SAW-ν model in interpreting real experimental data. This comparison can also tell us whether a good estimate of R g could have been obtained by a simpler method than ensemble reweighting.
In Fig. 5 , we present the comparison with the reweighted ensembles. Note that we have four data sets comprising FIG. 5 . Validation using ensembles determined from both SAXS and FRET data (proteins labeled with Alexa 488 and 594, R 0 = 5.4 nm) at different denaturant concentrations (GdmCl, urea). Ensemble properties estimated using polymer models from the FRET data alone are compared with those computed from molecular ensembles ("Ensemble" in legend) generated to match both SAXS and FRET data. We show R, R g , and the scaling exponent recovered from FRET efficiency at each denaturant concentration, and χ 2 defined as ((x ensemble − x sim )/σ ensemble ) 2 of all denaturant concentrations for the proteins R17 and ACTR. The legend shows the polymer model used, i.e., Gaussian chain model is in blue; SAW-EV in magenta; and SAW-ν in cyan.
unfolded R17 in urea, unfolded R17 in guanidinium chloride (GdmCl), ACTR in urea, and ACTR in GdmCl. On average, the SAW-ν model provides the most accurate estimate of R g and R over all experimental conditions (Table S2 of the supplementary material). The SAW-EV model performs much worse than the other two models in three cases, whereas the Gaussian chain model performs much worse in one case; this is likely to be a consequence of the respective systems being closer to the ideal-or EV-chain limits. By including the variability in the scaling exponent explicitly in the model, SAW-ν is better able to describe all of these cases, especially the ones exhibiting a crossover from near-Θ to good solvent conditions upon increasing denaturant concentration. The most significant discrepancy is a slight underestimation of the scaling exponent for the experiments in guanidinium chloride. However, the discrepancy is in the range of the deviations observed in the analysis of the large set of explicit-solvent simulations [ Fig. 4(a) ] and may thus reflect the limits of the method in terms of accuracy with a single prefactor. We have also compared the model with reference ensembles obtained only from FRET measurements, since the method is introduced here primarily for the analysis of FRET experiments. In Fig. S8 of the supplementary material, we show that the SAW-ν yields a χ 2 less than 1 in most cases, suggesting that the method is appropriate to achieve an estimate of R and R g within experimental error. In addition to R g , the scaling exponent obtained from SAW-ν, which is a constant in the other models, is in reasonable agreement with that calculated directly from the reweighted ensemble. This suggests that SAW-ν captures the scaling behavior of the protein and that a ν-dependent P(R) provides an improved description of unfolded or intrinsically disordered proteins compared to models assuming ν to be constant.
IV. CONCLUSION
We have demonstrated a straightforward scheme to estimate more accurately the end-end distance R and radius of gyration R g directly from FRET measurements on unfolded proteins. The method makes use of an approximate expression for the P(r) of an excluded volume chain due to des Cloizeaux. 42, 67 Not only is the scheme more accurate than polymer models commonly used to date but it also returns the scaling exponent of the chain. These advantages come partly via the assumption of a given scaling prefactor. The value we have chosen is based on experimental estimates, and its use has been validated here via the agreement between inferred properties such as R, R g , R 2 /R g 2 and their true values in our simulation ensembles. Thus it appears that the variation of the optimal prefactor for typical IDP sequences is small; a possible direction for future improvement may be the inclusion of a sequence-dependent prefactor to accommodate unusual sequences and the effects of different co-solvents. For example, we find that a smaller prefactor of 0.45 nm is better suited for extracting properties of a poly-Ala sequence via SAW-ν (results not shown). Sequences rich in proline (polyproline being an extreme example) would on the other hand be expected to have a larger prefactor. 37, 68 Nonetheless, it appears that a common value of 0.55 nm is a good first approximation for typical IDP sequence compositions, as the ones studied here. Similarly, in order to apply the method to other biomolecules, for example, RNA, it would be necessary to determine the prefactor for those cases. This could be done either experimentally 31 or via simulation models such as those used here. In addition, our approach can also be applied to interpreting intramolecular distances from other experimental methods, if the system of interest can be described by the polymer model.
Like the Gaussian chain and SAW-EV models, the SAW-ν model is strictly applicable only to homopolymers. Proteins are heteropolymers, and it has been shown that the patterning of sequence features such as charge can have significant effects on their global properties, 49 which clearly would not be captured by any of the homopolymer theories discussed here. Heteropolymer effects have also been suggested to be important for explaining the discrepancy between SAXS and FRET experiments as applied to denatured proteins. 54, 69, 70 Incorporating such effects would in general require a hybrid approach in which the experimental data are used to refine a reasonably accurate simulation ensemble. However, running such simulations adds computational cost and complexity to the analysis, making it less widely accessible. Provided that the protein under consideration has a reasonably well-mixed sequence, it should still be possible to approximate its global properties with a homopolymer theory. How well-mixed does the sequence need to be? We have studied here a wide range of intrinsically disordered and unfolded proteins, and we find empirically that indeed the approximate homopolymer theory applied here is sufficient to obtain remarkably accurate estimates in all cases considered. In fact, application of the SAW-ν model to a poly-Val homopolymer yields results of similar accuracy for R and R g as those obtained for the natural protein sequences. Of course, a pronounced patterning of sequence properties as found in some IDPs 71 likely would cause the method to fail. Signs of such cases could be a fitted scaling exponent outside the range [0.4-0.65] most commonly observed for unfolded and disordered proteins or a discrepancy between properties estimated from the ratiometric FRET efficiency and the donor fluorescence lifetime. The most stringent experimental test is to probe different segments of the chain by varying the positions of the FRET donor and acceptor in the protein and seeing whether they can be described globally with a single set of fit parameters. 4, 28, 72, 73 Discrepancies would suggest that a homopolymer P(r) cannot provide a self-consistent interpretation of the data and that more detailed analysis is needed, including, e.g., atomistic simulations or ensemble reweighting, ideally combined with additional segment-specific experimental information, e.g., from NMR. 3, 73 The SAW-ν method allows a scaling exponent to be determined using a FRET measurement from a single labeled variant of a protein, in addition to a more accurate estimate of the dye separation R and the radius of gyration R g than established methods. This raises the question of which is the optimal pair of residues to label, from the perspective of this method. We suggest based on our results that choosing a pair such that their average separation R is comparable to the Förster radius R 0 yields the most accurate ensemble properties. Choosing an average separation much larger or smaller than R 0 will make the results more sensitive to the accuracy of the tails of the distance distribution P(r) and hence less robust than choosing R close to R 0 .
After submission of our work, a novel method of analyzing small-angle X-ray scattering (SAXS) experiments was published which also allows a scaling exponent to be determined from a single experiment. 74 An approach similar to the SAW-ν model should also be applicable to analyzing SAXS experiments to obtain both the scaling exponent and R g . We are currently investigating this possibility.
SUPPLEMENTARY MATERIAL
See supplementary material for supporting methods, figures and tables.
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