In an attempt to exploit the automatic feature extraction ability of biologically-inspired deep learning models, and enhance the learning of target features, we propose a novel deep learning algorithm. This is based on a deep convolutional neural network (DCNN) trained with an improved cost function, and combined with a support vector machine (SVM). Specifically, class separation information, which explicitly facilitates intra-class compactness and inter-class separability in the process of learning features, is added to an improved cost function as a regularization term, to enhance the DCNN's feature extraction ability. The enhanced DCNN is applied to learn the features of Synthetic Aperture Radar (SAR) images, and the SVM is utilized to map features into output labels. Simulation experiments are performed using benchmark SAR image data from the Moving and Stationary Target Acquisition and Recognition (MSTAR) database. Comparative results demonstrate the effectiveness of our proposed method, with an average accuracy of 99% on ten types of targets, including variants and articulated targets. We conclude that our proposed DCNN method has significant potential to be exploited for SAR image target recognition, and can serve as a new benchmark for the research community.
Introduction
Synthetic-aperture radar (SAR) possesses all-time and allweather imaging capability, even in harsh environments. It is an important means of earth observation currently, and has been widely used in both military and civil fields. Automatic target recognition technology for SAR images (SAR-ATR), which can effectively obtain target information and improve the ability of automatic information processing, has received growing research attention. Teng Huang huangteng1220@buaa.edu.cn Jinping Sun sunjinping@buaa.edu.cn 1 range of applications, such as the deep restricted Boltzmann network (DRB) [11] , Deep Boltzmann Network DBN [12, 13] , stacked auto-encoders (SAE) [14] , and deep convolutional neural networks (DCNN) [15] [16] [17] . Among these, some models based on DCNN have made breakthroughs in both theory and practice of image target recognition applications. For example, the AlexNet model, which won the ImageNet ILSVRC contest in 2012, was recognized as the standard model of DCNN. The top-5 error rate of the AlexNet model was only 16%, 10% lower than the last winning algorithm. The residual neural network [18] won the same contest in 2015 and obtained an error rate of only 3.75%, which outperformed even the human eyes. DCNN can not only automatically extract target features without the need of experienced experts, but can also deal with the two-dimensional image data directly. This implies the features extracted by convolution kernels are irrelevant to the shift, scaling, and rotation of targets in images [19, 20] . This characteristic of DCNN provides a new idea to solve the shift and pose sensitivity problems of SAR targets in automatic feature extraction.
Currently, DCNN-based SAR-ATR systems are being proposed by a number of researchers. To auto-learn features of SAR images rapidly, general methods start with the framework of the AlexNet model. The enhancement of training efficiency and recognition accuracy are achieved by optimizing a certain model. For instance, Chen et al. [21] initialize the hyper-parameters of DCNN with an unsupervised sparse auto-encoder machine rather than the back propagation algorithm used in the AlexNet model. The unsupervised sparse auto-encoder machine possesses autolearning capability, which accelerates the DCNN's feature learning. The evaluation of this method [21] on the moving and stationary target acquisition and recognition (MSTAR) database obtained a target recognition accuracy of 90.1% for three classes and 84.7% for ten classes. Similarly, Li et al. [22] used the auto-encoder machine to initialize the DCNN. The difference is that fully connected layers work as a final classifier in [22] , which greatly reduces the training time of DCNN on the premise of ensuring accuracy. Although the accuracy of the two methods is not very high, there is less dependence on the experience of experts in the process of feature learning. Some researchers such as [23] , apply DCNN to automatic feature learning as well, whereby the final output layer becomes a SVM classifier rather than a fully connected layer, constituting a DCNN+SVM model. The model makes full use of the DCNN's superiority in auto-learning of various features and the strong generalization ability of SVM, thus avoiding the weak representation ability of SVM on high-dimensional samples [24] and poor stability of DCNN. With this framework, the classification accuracy of the method reaches 98.6% [23] . Due to these advantages of DCNN+SVM, such methods have recently been rapidly developed. On the basis of the work in [23] , Wangner et al. [25] introduce morphological component analysis to preprocess SAR images. It rejects some abnormal testing samples so that the accuracy reaches 99% and the recall up to 97.3%. Furthermore, shift sensitivity or pose sensitivity of targets can be solved by a data augmentation technique, which adds speckle on training samples, or the training samples can be extended by shifting and rotating targets. For example, the SAR targets are rotated in [23] to acquire augmented training samples. Ding et al. [26] extend the MSTAR training samples by shifting, attitude synthesis, and adding speckles, achieving a higher accuracy on the standard DCNN methods. Chen et al. [27] augment training samples by shifting, and obtained a 99% classification accuracy using all-convolutional networks. A higher accuracy is reported in [28] , which extends the classifier by displacement and rotation-insensitive capabilities, and is shown to be robust to shift and rotation. Moreover, the, data augmentation technique can suppress overfitting and further enhance the recognition accuracy.
In summary, the SAR-ATR system based on DCNN has achieved varying degrees of success to-date, but is still in its infancy. Research is generally conducted from the perspectives of the exostructure architecture of DCNN or data augmentation, yet little focus is on the optimization of the internal functions in DCNN. The CNN+SVM model proposed in [23] , for instance, uses the quadratic function as an error cost function. Although the classification accuracy is satisfactory, it would be time-consuming if the neurons make an obvious mistake during the training of DCNN [20] . Compared with the error cost function, the cross-entropy is applied as a loss function in [26, 27, 29] , while there is a lack of in-depth optimization. In order to improve the classification ability of CNN, we attempt to add class separability information to cross-entropy cost function, as a regularization term in the DCNN+SVM model.
The remainder of this paper is organized as follows. Section titled "Deep Convolutional Neural Network (DCNN)" gives an introduction to the basic principles of the DCNN. "Improved DCNN" describes our proposed DCNN+SVM in detail. Experimental results on the MSTAR database are presented in "Simulations Experi ments" and finally, some concluding remarks are presented.
Deep Convolutional Neural Network (DCNN)
DCNN is a kind of multilayer neural network, composed mainly of the input layer, convolutional layer, pooling layer and output layer. Among them, the convolutional layer and pooling layer are hidden layers. The input layer firstly receives pixel values from the original input image. Then, the convolution layer extracts features from the image with convolution kernels. Following this, the data needed to be processed is cut in the pooling layer according to the local correlation principle. Finally, the output layer maps appropriate features to the labels.
The mapping in DCNN is a forward propagation process, which describes the "flow of information" through the whole neural network from its input layer to its output layer. Hence the output of the upper layer is actually the input of the current layer. To avoid the defects of a linear model, neurons of each layer need to be added with a nonlinear activation function in the forward process. Since the first layer only receives pixel values from the image, there are no activation functions. Non-linear activation functions are employed from the second layer onwards, and the output of the lth layer can be expressed as follows:
where l represents the lth layer, and * denotes the convolution operation. When l = 2, x 2−1 = x 1 is the image matrix whose elements are pixel values, and when l > 2 , x l−1 is the feature map matrix extracted from the (l − 2)th layer, i.e., x l−1 = a l−1 = σ (z l−2 ). W l , b l , and z l are the weight matrix, bias matrix, and weighted input of the lth layer, respectively, and σ is a nonlinear activation function. Assuming L is the output layer, a L will represent the final actual output vector. The back propagation (BP) algorithm [30] , which is a supervised learning method, is commonly used to iteratively update parameters of W l and b l . It first applies the actual output and target values to construct a cost function, and then applies gradient descent (GD) along the negative gradient direction of the cost function to adjust parameters. The specific process is illustrated next.
Cost Function Selection
Normally, the quadratic function is selected to be the error cost function. However, it can be time-consuming if the neurons make an obvious mistake during the training of DCNN [20] . Thus, we take cross-entropy (E 0 L ) rather than quadratic function as the error cost function. According to the forward propagation algorithm (Eq. 2), the cross-entropy can be inferred as follows:
where n is the total number of training set and N is the number of neurons in the output layer, which implies the DCNN is divided into N classes. t L k is the target value corresponding to the kth neuron of the output layer, and a L k is the actual output value of the kth neuron of the output layer.
Calculation of Error Vectors
The error vector of each layer is defined and the error vector corresponding to the kth neuron of the output layer is expressed as follows:
In the BP process, δ L can be used to reversely deduce δ L −1.
Similarly, suppose δ l and δ(l + 1) are the error vectors of the lth and (l + 1)th layers respectively. Then, according to Eq. 1, Eq. 3, and the chain rule, δ l is written as follows:
where is the Hadamard product (or Schur product), which denotes the elementwise product of two vectors.
Updates of weights. The gradients of W l and b l are
∂b l respectively. The symbol ∂(·) represents the partial derivative operation. The partial derivative of E L 0 to W l and b l can be calculated according to Eqs. 1 and 3 as:
The updated values of W l and b l are represented by W l and b l , and calculated by minimizing the cost function respectively:
where η represents the learning rate.
Improved DCNN

The Introduction of Class Separability Information
To enhance the class separability of the features extracted by the conventional DCNN model, we propose class separability information is added to the cross-entropy cost function as a regularization term to train the DCNN. The class separability information comprises intra-class compactness and inter-class separability, expressed as E 1 and E 2 respectively:
where y n c denotes the actual output value of the nth training sample, which belongs to the nth class. M c and M c are average output values of the training samples in cth and (c )th classes. B is the number of training samples in (c )th classes. E 1 and E 2 respectively denote the intraclass distance and inter-class distance of output features. Shortening the intra-class distance and increasing the interclass distance in every iteration is necessary to enhance the separability of the output features. This is added in the cost function as a regularization term and the modified cost function is represented as follows:
where α and β are both weight parameters. The purpose of modifying the cost function is to adjust W l and b l to make the network improve classification accuracy, and the error vector of modified cost function is thus essential.
The error vector of E 1 in the output layer is as follows:
where n c is the number of samples that belong to class c. The error vector of E 2 in the output layer L is as follows:
According to Eqs. 3, 9, 10, and 11, the new error vector of E in the output layer L is as follows:
After obtaining the error vector in the output layer, we can calculate the error vector in each layer iteratively by using (4) . The updated parameters of W l and b l for each layer can subsequently be derived using Eqs. 5 and 6 respectively.
Application of Support Vector Machines (SVM)
In a standard DCNN model, the Softmax Regression model is usually applied as the classifier. It maps the extracted features into output classes in the fully connected mode. Such methods can be effectively combined with the BP process, which facilitates the update of the parameters. However, the problem of nonlinear classification remains unsolved. SVM implicitly maps the nonlinear classification interface of the original feature space to a higher dimensional feature space of the kernel functions, to generate a linear classification interface. It works well in solving nonlinear classification problems.
Proposed DCNN+SVM Model
A novel DCNN+SVM model for SAR image target recognition is proposed based on the above analysis. Firstly, the DCNN is trained in combination with the Softmax classifier, where the cross-entropy added with class separability information is used as the cost function. Once the DCNN is trained, Softmax is removed and the top features of DCNN are utilized to train the SVM. Finally, the proposed DCNN+SVM framework is constructed, where the DCNN is used to extract sample features and SVM is employed as the classifier, as shown in Fig. 1 .
Simulation Experiments
Experimental Data
In order to verify the validity of the proposed method, we use SAR data from the MSTAR database, co-developed by the National Defense Research Planning Bureau (DARPA) and the U.S. Air Force Research Laboratory (AFRL). As a benchmark dataset, MSTAR is widely applied for [31] . Therefore, adopting the MSTAR dataset is appropriate for comparison with benchmark algorithms.
The MSTAR database includes different types of targets and their variant serial numbers (vehicles that are of the same class and version, but have different serial numbers), variant versions (differences from the manufacturer, targets of same class but built to different blueprints), articulation, aspect angles and depression angles. Figure 2 shows detailed parameters of the MSTAR database. The size of each target chip is 128 * 128, and the resolution is 0.3 m * 0.3 m. The aspect angle ranges from 0 • to 360 • , and the interval from 1 • to 5 • , which implies there is one SAR image for every interval. This paper applies ten types of targets: 2S1, ZSU234, BMP2, BRDM2, BTR60, BTR70, D7, ZIL131, T62, and T72. As for their high-level classifications, 2S1 and ZSU234 represent artillery; BMP2, BRDM2, BTR60, BTR70, D7, and ZIL131 are assigned to trucks; T62 and T72 belong to tanks. The SAR image samples and corresponding optical images are shown in Fig. 3 . The simulation experiments are performed on the above ten types of targets, and a number of other variants, and some articulated targets. In order to explain our method more clearly and evaluate its performance in a comprehensive way, experiments are carried out under both standard operating conditions (SOC) and extended operating conditions (EOC). The SOC requires testing conditions and training conditions to be very similar [31] , for example, ten types of targets under 17 • depression are taken as training samples, while those under 15 • depression are used as testing samples. However, the EOC requires huge dissimilarities between the training set and the testing set [31] , such as significantly different depression angles, different variants of the same target, etc. The correct class probability (P cc ) is computed as the evaluation index of these experiments, and is expressed as follows [32] :
Where n cc is the number of targets classified correctly, n tt is the total number of tested targets. In general, P cc is often presented combined with the confusion matrix.
Experiments Under SOC
A This experiment aims to classify ten types of targets under SOC. The ten types of vehicle target chips at 17 • and 15 • depression angles mentioned in "Experimental Data" are used as the training and testing sets respectively. The detailed information on type, size, and amount is shown in Table 1 . In order to reduce the input dimension, 64 * 64 pixels in the central part of the chip are treated as the input sample under the premise that the complete target still resides at the central position. With the above data, this experiment is divided into two groups. One uses only the original data as the training dataset, whilst the other extends the training dataset through data augmentation. The DCNN+SVM model in [21] and the DCNN+Softmax model in [29] are used as benchmark methods for comparative evaluation.
The parameters of our model in this paper are experimentally determined and set as follows. The implemented model comprises the input layer, the output layer, four convolutional layers and two pooling layers. Generally, a convolutional layer and a pooling layer together are regarded as convolutional layers, hence there are six layers in total. The first convolutional layer Conv (other layers follow the labeling rule) comprise 18 neurons, and the size of convolution kernel and pool are set to 9 * 9 and 7 * 7 respectively. Following processing by the convolutional kernel and pool, the output is composed of a 8 * 8 feature map. For the second Conv, the size of its convolution kernel is 5 * 5, the number of neurons is 120, and a 2 * 2 feature map is output following processing by the 5 * 5 convolutional layer. Therefore, the size of the final feature map is 1 * 1. Further, ReLu is used as the activation function, and the initial bias and learning rate are set to 0 and 1 respectively. The initial weight value of each layer is generated randomly in the following interval: −4 6 fan in + fan out , 4 6 fan in + fan out (14) where fan in is the number of input feature maps of each layer. fan out is the number of output feature maps of each layer. Other parameters, α and β in Eq. 9, are set to α = 0.03 and β = 2.
SOC 1: Table 1 Data Used with No Extended Data
Experimental results of our proposed method are shown in Table 2 . In order to better demonstrate the recognition of each target, we use different color blocks in Table 2 to represent the different high-level classes, each of which contains the target of the line corresponding to the color block. For example, orange is Artillery, which contains the target of 2S1 and ZSU234; green represents Truck, which includes BRDM2, BTR60, BTR70, BMP2, D7, and ZIL131; purple represents Tank, which contains the target for T62 and objects. In each color block, the numbers in black bold represent number of targets correctly identified, and those in red bold indicate the number of incorrectly identified targets. If a number in red bold appears outside the color block, it indicates that the is wrongly identified as one of other high-level class targets. For example, the D7, which belongs to Truck class, is recognized as T62 in Tank class. In the following, all tables of recognition results are expressed in such colors and bold emphasis. Table 3 gives the results of the contrast method, which applies a standardized quadratic cost function in the training process, combined with use of Softmax as a final classifier [21] (here only recapitulating its sequence). The average accuracy of our method is 97.84%, 13.14% higher than that of DCNN+Softmax. As for inter-class error, we find from Table 2 that only one truck is wrongly classified into tanks. The intra-class Table 2 The experimental results of our method under SOC 1 A T T Table 3 Experimental results for benchmark methods reported in literature [21] A T T confusion found in Table 2 is overall satisfactory, with no confusions found in tanks, one seen in artilleries, and slightly more in trucks. The confusions of BTR70 and BTR60 are relatively higher, which may be due to BTR70 being an upgraded version of BTR60. For the DCNN+ Softmax model, however, there are serious confusions in both inter and intra classifications. This shows that adding class separability information to the cross-entropy error cost function is conducive for distinguishing high-level classes.
SOC 2: Experimental Data Augmentation by Rotating and Random Shifting
Shifting The number of extended samples of each chip can be increased up to (128 − 64 + 1) * (128 − 64 + 1) = 4225 by shifting, in case every sample contains a complete target. An operation sample of shifting is shown in Fig. 4 .
Rotating
We apply the method in [28] to extend training samples, which rotates each chip every 24º. Thus, 15 extended chips are generated for each chip.
Combining the rotation and the random shift operations, each chip can be expanded to 4225 * 15 chips at most. We select 3000 chips for each original sample of vehicle targets from the extended dataset. Following this, the same operation as experiment SOC 1 is carried out on the extended data. Table 4 shows experimental results for the proposed method. The average accuracy in Table 4 reaches 99.15%, which is higher than that in Table 2 . Further, it can be seen that there is no error in highlevel classification, and confusion only appears in trucks for intra-class classification. Compared with the results of experiment SOC 1, the intra-class confusion in trucks is reduced significantly in this experiment, and the accuracy is also further enhanced. As outlined in the introduction section, the classification model in [23] is very similar to ours. The distinction lies in that we adopt cross-entropy added with class separability information as the cost function rather than the quadratic function. Since experimental results in [23] do not include detailed information of the ten types of targets, we only pay attention to the average accuracy. Their average accuracy is 98.6%, which is 0.55% lower than ours. The DCNN+Softmax model in [29] employs crossentropy as the cost function, and its experimental results are given in Table 5 . Compared with Table 4 , we find that our recognition accuracy is 99.15%, which is higher than that of the method in [29] . In relation to the inter-class targets (artillery, truck, and tank), we find no confusion in our recognition results. In contrast, obvious inter-class confusion exists in the recognition results of the method in [29] . For the intra-class targets, there is no confusion in our method for the artillery class and the truck class, while other targets have slightly less confusion than the method in [29] . In particular, ten samples of the BTR60 targets are incorrectly recognized by [29] , whereas our method incorrectly recognizes seven samples. It is therefore evident that the modified cross-entropy function is effective for the improvement of intra-class and inter-class target recognition. We also analyze the recognition error for the BTR60 targets. As shown in Fig. 5 , there are five extremely serious abnormal samples in the BTR60 testing set. The numbers below them correspond to the names of respective files in the MSTAR database. Due to the abnormal samples, the resulting confusion is reasonable.
In addition, it is worth noting that our neural network is trained using the Adam [33] optimizer. To further verify the effectiveness of the modified cross-entropy function, we conduct a comparison between our method (CNN + Adam Table 5 Comparative experimental results using benchmark methods reported in the literature [29] A T T 
Experiments Under EOC
In this section, experiments are performed under extended operating condition (EOC), which is crucial to determine whether an ATR algorithm can be applied in practice. To verify the reliability, stability, and the generalization ability of our method, we divide the experiment into four groups according to experimental data illustrated in Fig. 2 . Note that all training samples of the EOC series experiment are expanded to 3000 using the method described in Section: "SOC 2: Experimental Data Augmented by Rotating and Random Shifting."
EOC 1: Significantly Different Depression Angles in Training and Test Sets
We select 2S1 (B 01), BRDM2 (E 71), T72 (#A64), and ZSU234 (D 08) as the four types of vehicle targets in this experiment, where the depression angles for the training set and testing set are 17 • and 30 • respectively. Table 6 shows the detailed data, and Table 7 presents experimental results of our proposed method. It can be seen from Table 7 that an accuracy of 99.57% is achieved, and no errors are present in the high-level classes while only five confusions exist in the intra-class of artilleries. Thus, we can conclude that our method is stable when working through the gaps of depression angles between training sets, even when training sets are large.
EOC 2: Inclusion of Articulated Targets in the Test Set
Articulation means some parts of a vehicle change from one state to another, such as a newly added fuel tank or a barrel in a different direction [34] . An articulated sample of ZSU234 is shown in Fig. 8 . It is considered important to perform this experiment for articulated targets which commonly appear in the battlefield. To better simulate practical conditions, we add some articulated targets into the training and testing sets, while maintaining 17 • and 30 • for the two sets respectively. For each high-level class, we select only one type of target in this experiment. The detailed experimental data is shown in Table 8 . From the experimental results shown in Table 9 , we find the accuracy of each class reaches 100%. Therefore, it can be concluded that our method performs well when articulated targets are included in the test samples.
EOC 3: The Testing Set Contains One Type of Vehicle and Its Version Variants, and the Depression Angle is Not Single
The training set comprises BMP2, BRDM2, one type of version variants of T72 (#64) and ZSU234, while the testing set only contains T72 and its version variants ( #A04, #A05, #A07, #A10, #A32). The version variants belong to the same class, however the manufacturers and blueprints of manufacturing are both different [32] . The variants mentioned above are shown in Fig. 9 . The depression angle Table 10 shows the detailed data information. From Table 11 , we find the testing accuracy is 100%, so the version variants of T72 do not impact high-level classification.
EOC 4: The Testing Set Contains Multitypes of Vehicles and Their Variants, and the Depression Angle is Not Single
The training set is the same as Eq. 3 under EOC 3, while the testing set contains two types of version variants of T72 (#A62, #A63) and two types of serial number variants of BMP2 (SN 9566, C 21). The detailed data is shown in Table 12 , and experimental results are given in Table 13 . The accuracy reaches 99.82%, and there is a small number of confusion only in the trucks. Hence, the version variants of T72 do not impact high-level classification, and the impact of serial number variants is also minimal.
Influence of Neural Network Parameters on Our Method
In general, the selection of neuron parameters, such as activation function, affects the recognition performance of the network. Li et al. [35] also propose that temperature is an important neural network parameter, which affects the performance of neurons. Hence, we design two groups of experiments under SOC 2 to evaluate the influence of activation functions and the temperature parameter on our Table 9 The experimental results of our method under EOC 2 A T T improved cross-entropy function: (1) the influence of different activation functions on our proposed method and (2) the influence of the temperature parameter on our method.
Influence of Activation Functions
We compare the recognition accuracy of our proposed CNN + SVM + ReLu method and the CSVM S (CNN + SVM + Sigmoid) method. Both methods employ cross-entropy function appended with the intra-class and inter-class separability information. The CNN+SVM+ReLu method uses the ReLu activation function, while the CSVM S method uses the sigmoid activation function. Comparative simulation results are shown in Figs. 6 and 10 respectively. When compared with the sigmoid activation function, the ReLu activation function can be seen to help accelerate the convergence process of the improved cross-entropy function. The reason for this is that the output of the sigmoid activation function is always greater than 0, which slows down the convergence process of the cross-entropy function. This conclusion is consistent with the findings reported in [27] [28] [29] . Thus, we employ the ReLu function as the activation function of the CNN model.
Influence of Temperature Parameters
According to literature [35] , temperature is an essential parameter controlling the selectivity of firing neurons in the hidden layers. Thus, it can neither be too high nor too low. Only in suitable conditions can the ability of neurons be better developed. We therefore introduce the temperature parameter setting in our method, and experiments are carried out based on the pytorch deep learning framework. Following [35] , the temperature parameter T/T 0 is set to 2.01.51.21.00.80.50.2. Figure 11 shows the training performance of our method under different temperatures over the last 50 iterations. It can be seen that, the suitable temperature parameter for our method ranges from 0.8 ∼ 1.2. Figure 12 illustrates experimental results in the temperature range (0.8, 1, 1.2). Note that when T/T 0 = 1.0, the error rate is relatively stable, which is consistent with the training / test accuracy curve shown in Fig. 6 . When T/T 0 = 0.8 and 1.2, although there is a small decrease in the error rate, our recognition accuracy remains almost unchanged. To further verify that the temperature in range 0.8 ∼ 1.2 is appropriate for our method, our neural network is calibrated based on a wellknown method reported in the literature [36] . A suitable temperature is found to be 1.02, which is close to T/T 0 = 0.8, 1.0, and 1.2. Thus, our method falls into a suitable temperature range, which can be considered a reason for its high recognition accuracy.
Comparison with State-of-the-art
In order to compare the performance of our proposed method with other benchmark algorithms, we conduct comparisons from two aspects. Firstly, we compare with benchmark algorithms reported in recently published works. Secondly, we compare with a number of simulated, well-known "CNN+ Classifier" models. Table 14 shows comparative classification accuracy results reported in recent published papers. The compared algorithms include: extended maximum average correlation height (EMACH) [37] , iterative graph thickening (IGT) [38] , sparse representation of monogenic signal (MSRC) [39] , monogenic scale space (MSS) [40] , and modified polar mapping classifier (M-PMC) [41] . In Table 14 , the italic numbers represent the recognition rate of our method. From Table 14 , we can see that the accuracy of our proposed method is higher than that reported for other state-of-the-art algorithms. To implement the "CNN+Classifier" model, we select Softmax, RandomForest, AdaBoost and Bagging as "classifiers", which are known to be popular classifiers among current machine learning models. The configuration of these models is shown in Table 15 . Experiments are performed under both SOC and EOC. As for SOC, the experimental data and conditions are the same as SOC 2. For EOC, the experiment is divided into four parts, where the training and testing sets follow the data shown in Tables 6, 8 , 10, and 12, respectively. These four kinds of data conditions are represented in order with EOC 1, EOC 2, EOC 3, and EOC 4. Comparative recognition accuracy results of these four models are shown in Table 16 , where the italic numbers represent the recognition rate of our method. It can be seen from Table 16 , that the classification accuracies of all models are over 94%, however the CNN+SVM still outperforms the other four models. Therefore, we can draw the conclusion that the modified cost function and data augmentation technique can significantly inhibit the overfitting phenomenon and successfully solve the training data scarcity problem. 
Conclusions
In an attempt to address the challenge of SAR image target recognition, this paper presents a novel method based on the DCNN. Specifically, the conventional DCNN is improved by adding class separability information into a cross-entropy cost function and applying the support vector machine (SVM) instead, of a Softmax classifier.
Comparative experimental results show that the proposed method achieves a recognition accuracy of 99.15% for ten types of targets, with extended training data. In other experiments under EOC, the average recognition accuracy is found to be over 99%. It can therefore be concluded that our developed DCNN-SVM has significant potential to serve as a benchmark for SAR target recognition applications. 
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