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Abstract
Process mining aims to extract knowledge from the event log of a process in order
to construct and improve an actual model. Many algorithms, such as heuristic-
based algorithms, have been elaborated in the process mining field; however,
challenges including the creation of a spaghetti-like model have been encountered
when applying these algorithms. One open issue that requires investigation is how
to effectively represent a spaghetti-like model to better support decision-making
and how to carefully represent neglected flow relations and dependencies between
a pair of activities or tasks.
In this research, a stage-based model of representation and interpretation is
proposed to support decision-makers and domain experts in handing the final
decision to end-users. Since process mining is a descendant of data mining and
they complement each other, the concept of knowledge representation in a model
and the relations between a pair of tasks in data mining and process mining is
exploited and improved to boost the reliance of the outcomes. The representation
of the proposed method visualises the decision points and knowledge extracted
from an event log in a process model with unique stages, thorough flow relations
and accurate dependencies. The stages in the process model are constructed by
using the bottom-up strategy, while considering the challenges in process model
discovery, namely, loops and parallelism. The proposed approach represents the
v
spaghetti-like model by aligning the process tasks in stages, comprehensively con-
siders the flow relations and constructs the proper dependencies.
In an experiment, the stage-based model and dependency were practically
applied on a novel evaluation using the Teleclaim process. The results from the
experiments on Teleclaim and the illustrative scenario provided promising results.
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Chapter 1
Introduction
1.1 Motivation
Decision-making is one of the vital aspects of organisations, because a decision can
make the difference between success and failure [19]. Therefore, decision-making
must be supported, and every promising discipline and technology should be ex-
ploited in order to guide decision-makers towards the decision that will make
their organisations succeed. Consequently, we included in this proposed research
the two related disciplines: data mining and process mining. According to [89],
data mining and process mining can complement one another to support decision-
making.
Process mining is used to extract knowledge from the event logs stored in an
information system to discover, monitor and improve real processes [11], using an
event log as a starting point [92, 96]. Process mining can be classified as an ex-
tension and descendant of data mining [85]. The ideas that have been developed
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in the field of data mining are widely applicable for assessing the outcomes of
process mining. In addition, there are certain process-mining techniques that are
drawn from classical data-mining techniques, such as the discovery and enhance-
ment approaches that centre on data and resources in event logs. Furthermore,
the analysis of different types of decisions regarding business processes is directed
by data mining [77].
The main concept, which is shared between data mining and process mining,
is knowledge discovery from the existence of massive data. In data mining, with-
out powerful data mining tools that analyse and extract useful information, the
numerous large data repositories that collect and store an enormous and fast-
growing volume of data would become “data tombs”. As a result, this data is
never visited and is wasted, because the decision-maker does not have enough
data mining tools to abstract the valuable knowledge present in this data. These
tools transfer “data tombs” to “golden nuggets” of knowledge [40]. On the other
hand, in process mining, the obvious trend in current systems is to benefit the
decision-making from massive data, within the process of these systems [89].
Thus, the process mining results, namely, adequate process models, can be used
to support decision-making, since these models show reality [104]. In addition,
the outcomes of process mining are strongly linked to support decision-making
and many process mining tools to support decision making have been released,
such as the Decision Miner [69, 70].
The current tools in process mining use data mining algorithms to help decision-
makers analyse processes [89]. Various process mining tools demonstrate inter-
esting model representations based on their purposes. For example, the Decision
Miner [69] uses a decision tree algorithm to analyse data at decision points in
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a process model. In addition, heuristic-based algorithms [114] use association
rules to show causal dependencies between all pairs of tasks and then create a
dependency graph. Therefore, these tools generate models or graphs based on
the purpose of their representations. The purpose of representing the model can
be compared to the purpose of representing a geographic map [89]. For instance,
the purpose of a map of airline routes is different from the purpose of a map of
city roads. Van der Aalst [104] emphasises that “the process model focuses at the
aggregated level, also referred to as the type level”. Indulska et al. [42] also states
that creating tasks in a process model provides advantages to decision-makers in
terms of managerial benefits.
In process mining and data mining, a model or graph is commonly used in
process mining and data mining. It graphically shows the extracted knowledge by
using nodes, edges and other notations. The nodes and edges in the graph repre-
sent heterogeneous kinds of flow, such as the data flow [10], control flow [45,114],
or mix of both the data flow and control flow [72] or other kinds of flow or perspec-
tive [89]. Based on the kind of flow and the objective of the flow representation,
different names are given to the graph (e.g. event graph [52], flow graph [58] or
dependency graph [115]).
The model or graph of a process can be used in diverse areas (e.g. analysis,
optimisation, guideline, training and discussion). Based on the aggregated level
and the type level, the process model is constructed to describe all possible or
observed cases of a process. The process model is classified into prescriptive or
descriptive. Influencing or controlling the processes is the main role of the pre-
scriptive model, which is used at configuration, whereas the descriptive model is
to understand and analyse the process in the other objectives [104]. In either
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class, the process model can be used in various aspects related to the process,
such as specification, animation and documentation. According to [89], since
processes in real life are complex, with many potential dimensions, the process
model is a view of this complicated reality. Therefore, we should not try to ex-
tract the process model. The extracted model should be derived by the answer
of the equation that was established at the starting point.
Many motivating studies and related tools have been introduced in data min-
ing and process mining such as, [58], [59], [82], [47], [118], [119], [55], [51], [103],
[115], [114], [106], [24], [117], [69], [70], [100], [105], [27], [67], [111], [48], [49],
[40], [53], [74] and [52]. In a process model or graph representation, the two dis-
ciplines commonly share the same concept of emphasising the relation types of
flow and dependencies among tasks in the extracted information. These tasks
can be nodes, tasks, activities, or transitions in process mining perspective or
data mining perspective. The relation types of flow and dependencies show and
control the structure and relations among tasks, including their data. Based on
the relation types of flow, the graph or model can show the dependency between
a pair of tasks. However, when the purpose of the representation is to align and
simplify the tasks of a process in stages with their comprehensive flow relations
and accurate dependencies that influence decision points, none of these research
and tools shows this representation. Additionally, due to the representational
bias in the previous methods and difficulties and complexities of this matter [89],
the flow representation tends to be insufficiently simplified and formulated.
In summary, data mining and process mining have performed a substantial
role in supporting decision-making. Many decision support systems tools in the
two disciplines have been introduced. Due to the understandable, comprehensive
1.2. Problem Statement and Proposed Solution 5
and expressive representation, these tools represent their outcomes into models
with more details, such as flow, confidence and dependency. However, supporting
decision-making is a process that has never ended. Therefore, this thesis intro-
duces a decision support system tool that is representing the tasks of a model
in stages with other important details. In addition, this representation helps to
evaluate the proposed solution and compare it with others.
1.2 Problem Statement and Proposed Solution
A review of published studies in process mining and data mining indicates that
challenges have been encountered when extracting knowledge to construct a pro-
cess models in the two disciplines, especially process mining. One of the chal-
lenges is that how to represent and arrange tasks and their flow relations and
dependencies in a process model is still an open issue when the process model
is spaghetti-like, misleading and difficult to comprehend and analyse [12]. Ac-
cording to [89], “Turning Spaghetti processes into Lasagna processes can be very
beneficial for an organisation”. Having a spaghetti-like model generates a need to
support decision-makers and domain experts with the useful tools and interpreta-
tion of the process model. This tool can break the issue of visualising and aligning
tasks in process model and clearly show the comprehensive flow relations with
accurate dependencies for decision-makers in terms of the business’s perspective.
Process mining emerges with different techniques, such as heuristic-based
algorithms [113–115], α-series algorithms [24, 114, 117] and decision tree algo-
rithms [69,70]. For example, if the algorithm concerns a time perspective, one of
important aims is to identify bottlenecks and performance issues to help decision-
making [89]. In data mining, many algorithms include and use flow graphs to
describe the relations of association rules and dependencies among tasks, namely,
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rough sets and decision algorithms [58,59]. Therefore, these algorithms and tools
in the two disciplines have generated models or graphs based on the purpose
of their representations. However, when the purpose of the representation is to
align and simplify tasks of the process in stages with their accurate flow relations
and dependencies that influence decision points, none of these tools shows this
representation.
In process mining Weijters et al. [115] generated a dependency graph based on
the concept of “the all-activities-connected heuristic”. The algorithms based on
this concept mainly consider the frequencies of the two contrary directions of flow.
Nevertheless, they consider only a one-to-one (1-1) flow type, which is derived
from a direct succession relation, the starting point for the other relation types
in process mining [89]. Heuristic-based algorithms do not represent other types
of flow, such as many-to-one (M-1) and one-to-many (1-M) flow types. Addition-
ally, they do not include associations by involving confidences when composing
the flow and dependency. Including the confidences in the flow and dependency
increases the precision, because the frequency can be misleading when changing
between low and high frequencies. On the other hand, in data mining, Pawlak in-
troduced a dependency based on an acyclic flow graph and probability theory [58].
Pawlak’s approach provided a representation of flow and dependency based on
confidences [58]. Even though Pawlak includes the M-1 flow and confidences, the
two contrary directions of flow are not included. Moreover, the formulation of
the dependency is not composed properly.
In this thesis, a significant and comprehensive simplification to show the possi-
ble M-1 and 1-M flow relations is introduced. In this simplification, the knowledge
extracted from an event log is simplified in matrices. After analysing the matrices
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and the stages, a novel dependency equation is also proposed. The equation pro-
vides the right dependency graph for the process and increases the dependency
precision. This dependency equation exploits the strengths in both the Weijters
et al. [115] and Pawlak [58] representations, and avoids their weaknesses. The
major modifications and formulations in the new dependency equation are sum-
marised in the form of the other relation types of the flow and contrary direction
associations. The novel dependency equation is built to enhance and complement
the whole picture of supported decision-making in the proposed representation.
In the proposed representation, we also propose a stage-based model that vi-
sualises and groups the process tasks of a model in stages with their accurate
flow relations and dependencies. In business organisations, this model supports
and empowers decision-making with a visual and accurate representation at the
decision points among tasks, with each stage in this novel representation being
stable and unique, and containing at least one or more tasks. In the normal
direction, the tasks in the stage are sequentially linked to the tasks in the fol-
lowing stage, until the last stage in the process model is reached. In the case of
a loop, the task is linked to the previous stage or the same stage. These links
demonstrate the dependency and flow relations between a pair of tasks in order to
support decision-making. Thus, the spaghetti-like model can be lasagna-like and
provide better support to decision-making. To achieve this contribution, the pro-
posed method is consecutively executed by creating new algorithms and matrices,
since composing the model manually is time-consuming [107]. When composing
the model with stages, this sequential execution considers the typical challenges,
namely, loops and parallelism, which should be addressed in any effective process
mining technique [92].
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In order to construct the stages, the proposed method is tailored to cover
the major aspects of process mining. It starts from an event log until the last
algorithm which is mainly for constructing the stage-based model. The last al-
gorithm uses the bottom-up strategy, which starts from the first (source) tasks
as the initial stage, and uses input and output tasks to identify the tasks of the
next stage. By iteratively using the input and output tasks to identify the tasks
of the following stage, the model is built when the final (sink) tasks are attained.
In the case of parallelism, the fusion technique is used to eliminate parallel tasks.
Once the model is constructed using existing algorithms, it can be used as a tool
to support decision-making by using stages, flow relations, confidences and de-
pendencies.
When the evaluation and the proposed method are classified in a single dis-
cipline, they are more closely related to process mining than data mining, since
the proposed method is process-centric rather than data-centric. Additionally,
the starting point in the proposed method is the event log of a process. Hence,
the evaluation of the proposed method is more related to process mining than
data mining; in spite of that, the evaluation is generally a challenging component
in the two disciplines, especially process mining [92]. One of the challenges is
that most of the current quality measures for evaluating discovered models in
process mining involve qualitative measures and not quantitative measures. Al-
though there are studies that have included quantitative measures, such as [94]
and [71], they are few, and most of them are limited to the Petri net modelling
language, which has built up biases and created limitations [88]. Thus, the pro-
posed representation that was initially introduced in [4] can be amplified and
used as an adequate quantifying measure to manage and control the evaluation
for the extracted knowledge or model. Grouping the tasks of the model in the
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stages and introducing the new dependency equation inspires and motivates us
to develop an effective technique that establishes a new evaluation property. The
primary assumption of the evaluation property is that the forward flow (out-flow)
in a stage is very close to the backward flow (in-flow) of the same stage in the
perfect situation. Based on the confidences among the tasks, the task dependen-
cies are identified for the stages in the model, which is subsequently considered
a dependency graph. Therefore, when the forward dependencies of the stage are
subtracted from the backward dependencies, the result should be zero or close to
zero. The main focus of the evaluation is how effectively the proposed representa-
tion is evaluated and how efficiently it is compared with and outperforms others.
In addition, the data of the experiments are intentionally changed to validate the
proposed representation using dependency and stages.
1.3 Contribution
The main contributions of this thesis are:
1. Representing and facilitating tasks of a process in stages are applied to
generate the stage-based model and the decision points in a lasagna-like
representation that supports decision-making.
2. The matrices simplify and formulate the possible M-1 and 1-M relations
between a pair of tasks.
3. A new dependency equation is introduced. It describes the right flow be-
tween a pair of tasks and increases their dependency precision.
4. The evaluation principle highlights a new property, which is applied to
evaluate and validate the proposed method using the concept in the stage-
based model and the new dependency equation.
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1.5 Thesis Structure
The rest of this thesis is organised as follows:
• Chapter 2 comprehensively surveys the previous works that are related to
the proposed representation. It briefly explores data mining and decision
making. Subsequently, it details process mining, since process mining is
the most related area, and shows the link between process mining and
supporting decision-making. Finally, the most related studies in previous
works are explained.
• Chapter 3 introduces the framework of the proposed method with a sce-
nario to understand how the chapter is presented and to show the proposed
aims. After that, the preliminary is stated with other related research foun-
dations.
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• Chapter 4 theoretically shows how knowledge extraction is described and
how the graph is characterised. Dependency construction is the last section
in this chapter.
• Chapter 5 demonstrates how the bottom-up strategy uses the extracted
knowledge and the graph characteristics in order to construct the stage-
based model.
• Chapter 6 explains the evaluation principle used in the evaluation chapter.
Initially, two equations related to dependency averages of out-flow and in-
flow are introduced. A property related to the proposed representation is
thereafter defined and proved. After that, the equation used to compare the
proposed representation with others is shown. Lastly, the measures used in
the evaluation and benefiting from the stage-based model and dependency
are depicted.
• Chapter 7 details the evaluation of the proposed representation. The
starting point is to show the datasets, baselines and dependency setup used
in the evaluation. Then, all of the procedures used in the evaluation are
consecutively listed. The rest of the chapter is about how these consecutive
procedures are executed, and presents their results and discussion.
• Chapter 8 concludes the thesis and highlights the intention of future work.
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Chapter 2
Literature Review
The literature review chapter focuses on the domain of the proposed research.
The domain of the proposed research is related to, overlaps, and comprises sev-
eral domains. Figure 2.1 explains how these domains are deemed in the proposed
research and shows its position. In Figure 2.1, process mining and data mining
are categorised based on sharing the concept of knowledge discovery. Therefore,
they are placed in the same layer. These domains address the results of bridging
the related disciplines, while the decision support systems tool considers the tar-
get domain. Since emerging disciplines of information technologies (i.e. process
mining [92] or data mining [40]) can achieve decision-makers’ expectations [8], the
proposed research tries to use the related domains of information technologies,
such as process mining and data mining, to attain a decision support systems
tool that can achieve the favourable expectations of the decision-makers.
Based on the review of the related studies introduced throughout the current
chapter, none of these studies covers the representation of aligning and simpli-
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Figure 2.1: Related domains of proposed research.
fying tasks of the process in the stages, considering thorough flow relations and
providing a proper dependency equation. Therefore, the proposed method aims
to provide a solution or tool that involves this representation in order to support
decision-making.
A comprehensive understanding of the proposed research requires the brief ex-
ploration of three disciplines: data mining, decision support systems and process
mining.
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2.1 Data Mining
Without powerful data mining tools that analyse and extract useful informa-
tion, the numerous large data repositories that collect and store an enormous
and fast-growing volume of data would become “data tombs”. As a result, this
data is never visited and is wasted, because the decision-maker does not have
the tools to abstract the valuable knowledge present in this data. The decision-
maker relies on insight for making important decisions. Work is being done to
develop expert systems and knowledge-based technologies that will enable the
inputting of knowledge into knowledge bases manually by the users or domain
experts. However, there are certain drawbacks to this system of inputting knowl-
edge manually, including the fact that it has a high vulnerability to biases and
errors and is time consuming. Therefore, the increasing difference between data
and information can be resolved by the systematic development of data mining
tools so that “data tombs” can become “golden nuggets” of knowledge [40].
In Gargano and Raggad’s opinion [34],“Using advanced information technolo-
gies, knowledge discovery in databases (KDD) can uncover veins of surprising
and golden insights in a mountain of factual data”. As shown by Below [9],
the extraction of useful knowledge from data and its subsequent deployment for
a constructive purpose are the key aims of data mining. “Data mining is the
process of discovering interesting patterns from massive amounts of data. As a
knowledge discovery process, it typically involves data cleaning, data integration,
data selection, data transformation, pattern discovery, pattern evaluation and
knowledge presentation” [34]. Tiwari et al. [85] state that data mining works by
extracting knowledge through identifying the patterns from huge data sets.
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Technological advances, especially the expansion of storage capacity, more
powerful processing transactions, breakthroughs in artificial intelligence and sta-
tistical modelling, and enhanced links between stored data have made data mining
more vital. Organisations from both public and private sectors have realised the
informational benefits of data mining. The settings that need huge amounts of
data to be analysed can benefit a great deal from data mining, because it sup-
ports the mining of patterns that are needed for building up predictive models.
Some settings in which data mining is currently used are: finance and information
management, banks, telecommunications, medicine, the retail industry, the use
of information on the Web and education [109].
Since the interesting patterns, which represent knowledge, are the results of
data mining, data mining functionalities [40], which represent the possible types
of mined patterns, should be mentioned:
1. Characterisation and discrimination.
2. Frequent patterns, associations and correlation.
3. Classification and regression.
4. Clustering analysis.
5. Outlier analysis.
The functionalities of data mining are helpful in identifying the patterns of
data mining tasks. Generally, there are two categories of these tasks, namely,
descriptive and predictive. Descriptive mining tasks define the properties of the
data in a target data set, whereas predictive tasks generate the existing data
for making predictions [28, 40, 44]. One example of the descriptive category is
a report that provides a historical insight for the inventory of an organisation.
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On the other hand, this report in the predictive category helps forecasting the
demand for the inputs of the inventory.
Kantardzic [44] reveals that after preprocessing and preparing the data set
for mining, one gets a huge number of techniques for data mining. The choice of
an appropriate technique or techniques is subject to the type of use and the data
characteristics. Therefore, based on the input data, the data mining tasks and
the desired outcomes of this proposed approach, the sequential pattern-mining
technique is considered.
2.2 Decision Support System
Making a decision is a vital aspect of all organisations, especially a profit-driven
one. Therefore, not only do decision-makers need knowledge in same field, but
they also need support to help them choose the best decision for their situation.
In dynamic domains, decision-making must dynamically process and integrate
information from various sources to assist decision-makers with a context-driven
analysis of the existing situation [77]. The model of decision-making has decision
elements as forks/splits, one of which has to be taken. This simulation intends to
improve the decision nodes in order to enhance the input time of a situation [60].
Decision-making needs to be supported for systems that provide decision-
makers with the best options to be adopted. Since the final aim of the proposed
research is supporting decision-making, decision support systems, referred to as
DSS, are described in this section. DSS are the interactive computer-based sys-
tems that assist decision-makers in using the data and models to identify prob-
lems, solve these problems and make decisions. DSS integrate data and models to
facilitate the decision-makers in both semi-structured and unstructured decision-
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making processes. DSS is intended to increase the effectiveness, rather than
the efficiency, of decisions. DSS do not make decisions, but only support the
decision-making process [57]. Sprague [81] provides us with the characteristics of
DSS below:
1. It highlights flexibility, adaptability and quick response.
2. It is controlled and instigated by the user.
3. It maintains the personal decision-making styles of individual managers.
4. It suggests that decision support is required at the top levels only, but that
decision support is essential to all levels of management in the organisation.
5. Different decisions taken frequently at different levels need to be coordi-
nated, and so decision support helps communication and coordination be-
tween decision-makers across organisational levels and at the same level.
6. It suggests that decision support from the information system is needed
by top managers only, but that decision-making is the single activity of
managers that uses the information system’s support.
Commonly, there are two concepts implied in understanding the decision-
making process. These concepts are referred to as the descriptive model and
the normative model. The descriptive model tries to define how the individuals
typically go about making decisions, whereas the normative model tries to spec-
ify the decision-making rules in order to optimise the quality of decisions [29].
Anderson [7] divides the decision-making process into five subtasks, which are:
1. Recognising the appropriate goals.
2. Finding alternate courses of action.
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3. Predicting the outcomes of following each alternative.
4. Evaluating all the alternatives in terms of its contribution to achieve the
goal.
5. Picking out the finest alternative for achieving the goal.
A direction can be obtained by distributing the decision-making process into
four stages, which can serve as the spine of virtually all of the decision pro-
cesses, and each decision-maker experiences these stages intentionally or other-
wise. These stages and the relationships between them, illustrated in Figure 2.2,
are known as framing, gathering intelligence, coming to conclusions and learning
from experience [75].
Figure 2.2: Four stages of decision-making process [75].
2.3 Process Mining
Process mining is related and linked to several jargon or discipline areas that
involve the concept of the process. Although they have different interests, they
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somehow intersection or overlap with the concept of the process. For example,
since business process management, workflow management, and process-aware in-
formation systems do fundamentally consider the concept of the process, process
mining can be related and linked to them [89]. However, process mining can be
classified as an extension and a descendant of data mining [85], since they share
many technical aspects in terms of knowledge extraction.
To understand process mining, the definition of the process should be high-
lighted. Davenport [22] stated that the process is “a structured, measured set
of activities designed to produce a specified output for a particular customer or
market” and as “a specific order of work activities across time and place, with a
beginning, an end and clearly identified inputs and outputs: a structure for ac-
tion”. Another comprehensive definition of the process was introduced by Green
et al. [39].
“A process is a self-contained, temporal and logical order (parallel or
serial) of those activities that are executed for the transformation of
a business object with the goal of accomplishing a given task.”
In the sequence of the history of process mining, the concept of process mining
started in 1995 with the model discovery [16]. In the late nineties, the concept
was extended in [17], [18], [1] and [21]. Subsequently, process mining at the
beginning of this century started to attract academics and industry, who be-
came aware of the feasibility of process mining and its applications. Therefore,
much research has been conducted and algorithms created to overcome the chal-
lenges [85, 106]. However, process mining or business process mining is still a
nascent discipline [11,64,92] and complicated issues have not been resolved in the
existing studies [99].
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In 2009, the IEEE Task Force on Process Mining was established, due to the
increasing importance of analysing event logs of processes. The process mining
task force is comprised of representatives from many commercial software ven-
dors, such as Pallas Athena, Software AG, Futura Process Intelligence, HP, IBM,
Fujitsu, Infosys and Fluxicon; ten consultancy firms, as well as Gartner and De-
loitte; and more than twenty universities, who are all committed to stimulating
the research, development, education and understanding of this phenomenon. In
recent times, this task force has released a Process Mining Manifesto that entails
six guiding principles and eleven challenges. This manifesto is backed by fifty-
three organisations, including the contributions of seventy-seven process mining
experts [90, 92,96].
The use of inductive process mining techniques to log data has dual benefits
as it involves both the analysis of complex processes and the design of new pro-
cess models. This is why the process-oriented systems have become a focal point
for data mining researchers [32]. Greco et al. [13] state that the appeal of mining
process logs has increased in the data mining community, because they offer high
prospects of the development of process mining techniques, enabling the analy-
sis and design of complex processes. From one point of view, process mining is
connected to computational intelligence and data mining, and from other point
of view, it connects process modelling and analysis [64, 92]. There are two bases
of process mining, namely, process modelling and analysis and data mining [89].
Although the practice of process mining is a descendant of data mining [85],
process mining is another type of data mining, because it requires totally different
types of representations and algorithms [92]. Process mining uses an event log as
a starting point and it is process-centric [89, 92, 96]. Basically, process mining is
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used to extract the knowledge from event logs stored in the information systems
for discovering, monitoring and improving real processes [11].
Three different types of process mining (discovery, conformance checking and
enhancement) can be conducted from event logs, which are illustrated in Figure
2.3. Process mining with these three types are enabled, due to three reasons [89].
The three reasons are:
1. The process model interest.
2. The massiveness of data related to events.
3. The low quality of a manually generated model.
Figure 2.3: Positioning of three main types of process mining [92].
The discovery type happens to be the first type of process mining. This
method uses an example of process execution in an event log as input to discover
the actual process model. Process discovery is a widely-used technique as a major
type of process mining. Conformance is the second type of process mining. This
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technique is used to compare what is recorded in the log against reality. Nu-
merous types of conformance-checking models can be used in procedural models,
organisational models, declarative process models, business rules/policies, laws
and others. Conformance works by comparing the existing process model against
an event log of the same process. The third type of process mining is enhance-
ment. Enhancement works by extending or improving the present process model
by means of information about the actual process recorded in the event log.
Whereas the purpose of conformance checking is to check whether there is align-
ment between the model and reality, enhancement tries to extend the a-priori
model [89, 90,92,96].
In order to establish guidelines in an emerging discipline, the six principles in
process mining were founded by the Process Mining Manifesto. The six principles
are:
1. “Event Data Should Be Treated as First-Class Citizens.
2. Log Extraction Should Be Driven by Questions.
3. Concurrency, Choice and Other Basic Control-Flow Constructs Should Be
Supported.
4. Events Should Be Related to Model Elements.
5. Models Should Be Treated as Purposeful Abstractions of Reality.
6. Process Mining Should Be a Continuous Process.”
As a nascent discipline, process mining usually encounters challenges. Thus,
the eleven challenges defined by the Process Mining Manifesto are:
1. “Finding, Merging and Cleaning Event Data.
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2. Dealing with Complex Event Logs Having Diverse Characteristics.
3. Creating Representative Benchmarks.
4. Dealing with Concept Drift.
5. Improving the Representational Bias Used for Process Discovery.
6. Balancing between Quality Criteria Such as Fitness, Simplicity, Precision
and Generalization.
7. Cross-Organizational Mining.
8. Providing Operational Support.
9. Combining Process Mining with other Types of Analysis.
10. Improving Usability for Non-experts.
11. Improving Understandability for Non-experts.”
2.3.1 Process Mining Perspectives
Process mining includes various perspectives [64]. The control-flow perspective
dominates the existing studies [6, 20], because the main idea behind the control-
flow perspective is the form of model discovery [98], which agitates stakeholders
(e.g. academics and users in the industry field) [92]. The control-flow perspective
is also the backbone of the process model [89]. Therefore, a high percentage of
process mining studies have been devoted to the control-flow perspective, such
as [46] and [83]. However, other perspectives can be seen in a process [30] or
have been also encouraged in process mining. According to the Process Mining
Manifesto [92], “Process mining is not limited to control-flow discovery”.
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The Process Mining Manifesto [92] indicates that process mining is classified
into four perspectives, whereas other researchers [27, 64] argue there are other
process mining perspectives. Nevertheless, the perspective of process mining is
biased or derived from the subject of a particular research. The four perspectives
classified in the Process Mining Manifesto are:
1. The control-flow perspective
2. The organisational perspective
3. The case perspective
4. The time perspective.
Other perspectives were discussed in other studies, namely, the semantic per-
spective [23], data or information perspective [70] and quality perspective [86].
2.3.2 Classification of Process Mining Techniques
Process mining approaches can be seen and classified in different dimensions [86].
However, the base of process mining can be classified as an extension of data
mining [89]. Most process mining algorithms are inspired, stimulated and de-
rived from data mining. The ideas that have been developed in the field of data
mining are widely applicable for assessing the outcomes of process mining. In
addition, there are certain process-mining techniques that are drawn from classi-
cal data-mining techniques, such as the discovery and enhancement approaches
that centre on data and resources. Furthermore, the analysis of different types of
decisions regarding business processes is directed by data mining [77].
According to [86], process mining can be seen and classified from the following
dimensions:
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1. The existence of a process model: the three types of process mining (model
discovery, or conformance checking, or enhancement) are divided based on
the existence of the process model. Model discovery assumes that the pro-
cess model does not exist, whereas conformance checking and enhancement
require the process model.
2. The perspective level: Functional (e.g. control-flow, data and resource) or
non-functional (e.g. time and quality) are classified on the perspective level.
3. Quantity of involved cases: a single case, or multiple cases, or all cases.
4. Online or oﬄine consideration.
5. Type of result action: based on the results of process mining and either
inform involved resources or take an action in the range of the process
management and control.
In process mining, many techniques have been applying log-based ordering
relations on the sequence of tasks in traces. According to [89], “Sequences are
the most natural way to present traces in an event log”. On the other hand, in
data mining some pioneering work with regard to the sequential pattern-mining
technique is the Agrawal and Srikant research in [2]. Since their achievement
of generating Apriori-like algorithms and establishing the concept of sequential
pattern mining in data, extensive studies have been conducted to improve the
mining of sequential patterns. One improvement in Apriori-like algorithms is to
find long frequent sequences in large size datasets [50,120].
2.3.3 Quality Measures of Process Model
The outputs of process mining techniques are process models or diagnostics in
the three types of process mining (discovery, conformance checking and enhance-
2.3. Process Mining 27
ment) [92]. Thus, most of the evaluation measures in process mining deal and
concern the quality of graph-structured models [102]. Moreover, discovering the
best process model needs other complex aspects in process mining or it is a diffi-
cult or even impossible job. However, the process model discovery can use various
measures based on the representational aims and bias of an analyst [89].
To measure the process model, many dimensions can be considered when
measuring the quality of the process model. The four popular dimensions that are
outlined in the Process Mining Manifesto [92] are fitness, simplicity, precision and
generalisation. Every one of these endeavours to measure and compare different
aspects in the behaviour of the event log and process model. Fitness shows
that the process model replays the event log, whereas simplicity means avoiding
complicity in the process model. Precision and generalisation endeavour to avoid
underfitting and overfitting in the process model, respectively. Underfitting in
process mining occurs when the process model replays too much behaviour or can
be described as over-generalisation. On the contrary, the overfitting in process
mining occurs when the process model describes a specific part of behaviour in
the event log. Therefore, the four dimensions should be balanced to discover
the convenient process model, and Figure 2.4 shows how the four dimensions
should be balanced [89]. However, one of the challenges in process mining is
“Balancing between Quality Criteria such as Fitness, Simplicity, Precision and
Generalization” [92].
2.3.4 Event Log
The event log is an essential part of process mining which is usually included as
an input into process mining techniques. The event log (e.g. audit trails, transac-
tion logs or process traces) is historical execution of information systems based on
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Figure 2.4: Quality measures of process model [89].
processes. The historical execution of one process is usually stored into one of two
kinds of file format (MXML or XES). In order to extract the control-flow model,
the main attributes in the event log are a case identification, event identification,
and activity or task description. The process in the event log has possible cases or
traces. Every case or trace has its recorded instances, which include a sequence
of activities or tasks and other attributes (e.g. timestamp, originator). Every
task in the recorded instance usually has a start and a complete, which can be
combined into one task if the time consumed for an executing task is not con-
sidered in the process mining techniques. The sequence of event identifications,
when it is ordered, or timestamp attributes, can organise the order of events in a
case. Additionally, other attributes can be included in the event log when they
are needed. For instance, the originator attribute is included in the event log in
case of using the organisational perspective.
Having a data set with numerous attributes, analysing data becomes an issue
which is called the “curse of dimensionality”. Therefore, eliminating irrelevant
and useless data by preprocessing is a valuable stage [89]. The common and
classical techniques in knowledge discovery use the preprocessing stage before
starting mining [40].
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2.3.4.1 Preprocessing or Filtering of Event Log
The filtered event log can be the result of diverse data sources starting from raw-
data sources, or having XES or similar file formats that represent event data. The
diverse data sources (e.g. tables in databases, spreadsheets, or emails) can origi-
nally be generated from various applications, such as legacy systems or web-based
services. These sources must firstly be introduced as an event log, which shows
event data of a process. Subsequently, this event log should be preprocessed and
filtered before using it in process mining techniques.
Figure 2.5 shows and orders the filtering steps of event logs and their relations
to process mining results and types. The filtering step is a refined process and it
starts when the event log is created. The filtered log is essentially used as an input
by the three types of process mining (discovery, conformance and enhancement).
It is constructed to answer questions that have been asked before starting filter-
ing. However, the asked questions are changed based on the outcomes of process
mining. Therefore, either the process mining workflow can be started again or the
filtered log can repeatedly be changed when the asked questions are updated [89].
Extracting and filtering the event log are not a straightforward operation. It
confronts critical challenges. Five vital challenges are introduced in [89]. The five
challenges are:
1. Event correlation: The events in the trace of an event log must be correlated.
The challenge here is that the events in database tables may be scattered
into different tables; thus, the events in this case need to be correlated.
One complicated example is the events in legacy systems, which need extra
efforts [31, 43,62,63].
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Figure 2.5: Position of filtering in process-mining workflow [89].
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2. Event timestamps: Many studies assume the existence of event timestamps,
whereas the reality is different. Some systems also do not include the times-
tamps in their databases or when they include the timestamps, they have
various timestamps formats or delayed logging.
3. Snapshot: The event log may represent a part of a longer process. Hence,
the start and end of tasks must be identified to define the snapshot of the
event log.
4. Scoping: The knowledge of the involved domain is needed to identify the
required data, when the data are included in different storages.
5. Granularity: The event being understandable to an end user may have a
different granularity level in an application.
Basically, filtering in process mining is a kind of traditional data mining that
only uses the event log as an input, and results in a great deal of discovered
knowledge; however, judging the correctness and perfection of the discovered
knowledge is still a hard question in data mining and process mining.
2.3.4.2 Quality Characteristics of Event Log
The noise and incompleteness concepts in process mining define quality charac-
teristics of the event log. Noise and incompleteness in the even log are two critical
challenges that require close attention when solving them in process mining tech-
niques. They negatively affect the event log representation when studying the
process. The Process Mining Manifesto [92] classifies the quality, privacy, relia-
bility and security of the event log into five levels. For every level, a number of
stars are assigned, based on the characteristics of the event log. The number of
stars starts from five stars (the best) and ends with one star (the worst). The
more stars the event log has, the more quality, privacy, reliability and security it
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has. Most techniques in process mining examine a different degree of the noise
and incompleteness challenges. Some process mining techniques (e.g. Heuristics
Miner [115] and fuzzy mining [35]) have endeavoured to tackle the noise, whereas
others disregard it (e.g. α-algorithm [103]).
Noise in the event log is rare and infrequent behaviour, which is different
from the normal process behaviour. In fact, noise does not mean incorrect event
logging, because there are no such errors in the event log. Noise is considered
outlier or unusual behaviour. Such noise brings a challenge that process min-
ing techniques cannot recognise incorrect event logging from unusual behaviour,
unless the noise in event log is manually defined before and after executing the
process mining techniques [89]. Maruster [54] distinguishes noise types into six
types: missing head, missing body, missing tail, swap tasks, remove task and mix
all. Sometimes, noise is needed in the event log, especially when there is a need
to have negative examples in the cross validation. Nevertheless, the event log
usually has possible scenarios and it does not have the negative examples that
explain impossible behaviour. Thus, some research [36, 37, 68] proposes adding
artificial negative examples in order to validate the discovered model.
Incompleteness in the event log can be classified as noise, because it means
that the event log has missing events that prevent process mining techniques
from discovering the process model within control-flow perspective. Noise in the
previous paragraph indicates extra data in the event log, whereas incompleteness
indicates less data. It is impossible to believe that the event log is complete,
because the existence of loops in the event log allows an unlimited number of
diverse traces [89].
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2.3.5 Model Discovery
As introduced in Section 2.3.1, model discovery in process mining can be seen
from different perspectives [64]. The high percentage of previous studies focus on
the control-flow perspective [6,20]. Therefore, the main literature review focuses
on the control-flow perspective. Van der Aalst [89] defined an algorithm in model
discovery as a function that extracts a process model from an event log “such
that the model is representative for the behavior seen in the event log”, whereas
Silva et al. [76] described the discovered model as a workflow graph that usually
represents work processes. According to [89], most of control-flow techniques are
biased by their representations and have limitations and inability to deal with
important aspects in model discovery, such as representing parallelism, dealing
with loops, representing silent actions, representing duplicate actions, modelling
OR-splits/joins, representing non-free-choice behaviour and representing hierar-
chy.
The model of a process can be used in diverse areas (e.g. analysis, optimisa-
tion, guidelines, training and discussion). Based on the aggregated level and the
type level, the process model is constructed to describe all possible or observed
cases of a process. The process model is classified into prescriptive or descriptive.
Influencing or controlling the processes is the main role of the prescriptive model,
which is used at configuration, whereas the descriptive model is to understand
and analyse the process in the other objectives [104]. In either class, the process
model can be used in various aspects related to the process, such as specification,
animation and documentation.
To sum up, van der Aalst [89] highlights in the next quote what should be
expected from a process model.
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“One should not seek to discover the process model. Process models
are just a view on reality. Whether a process model is suitable or not,
ultimately depends on the questions one would like to answer. Real-life
processes are complex and may have many dimensions; models only
provide a view on this reality.”
2.3.5.1 α-Algorithm
Alpha-algorithm or α-algorithm [103] is a simple technique that is a pioneer in
tackling and discovering the parallelism in the event log. The α-algorithm out-
puts are generated and influenced by using the theory of Petri net [88]. Although
α-algorithm has open issues of how to treat complex constructs in model discov-
ery, the current literature on model discovery shares most of the same issues [99].
In addition, the theoretical basis of α-algorithm is solid, even though it has some
practical problems, namely, duplicate tasks and non-free choice situations [87].
Moreover, α-algorithm has issues of how to deal with incompleteness and noise
like most process mining algorithms [116]. α-algorithm starts with a basic rela-
tion between a pair of tasks, which is the direct succession relation in Definition
3.2 in Chapter 3. It uses this relation to build up the other log-based ordering
relations. α-algorithm was implemented in the ProM framework [100,105] in or-
der to enhance process mining research.
In the last decade, many of the algorithms of process model discovery were
published. Most of them are an extension and embed a lot of the basic rela-
tions that were formally generated by α-algorithm, such as direct succession,
causality, parallelism and choice relations [103]. These algorithms are called α-
series algorithm [106]. Additionally, α-algorithm is used in process model dis-
covery as starting point to discuss issues and to stimulate other practical tech-
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niques [89]. Therefore, the concept of α-algorithm has been extended in other
studies, namely, [24], [117], [47], [118], [119] and [55] in order to resolve these
problems (e.g. invisible tasks, duplicated tasks, short loops and implicit depen-
dencies).
2.3.5.2 Heuristics Miner Algorithm
In 2003, the first version of the Heuristics Miner (HM) was published by Weijters
et al. [114]. In 2006, the solid version of HM was introduced in [115]; meanwhile,
the genetic algorithm improved the process model discovered from HM by using
a fitness measure and the genetic operators [25,26,93,95]. The genetic algorithm
endeavoured to solve some issues in HM (e.g. duplicate tasks) with higher com-
putational complexity [27]. After that, the representation of C-net was supported
by [88] and [91]. An augmented C-net with long distance dependency in 2011 was
extended from C-net in [113]. Since 2013, HM has seen some quality improvement
in [14] and [112].
The backbone of the discovered model in HM is the dependency graph [89],
which mainly uses the dependency equation in [115]. The dependency equation
is formulated based on frequency of the flow in two contrary directions of a pair
of tasks. The result of the dependency equation is between 1 and −1. Whenever
the result is high and close to 1, the dependency flow between the pair of tasks
is stronger.
The first step in HM is to identify the dependency between a pair of tasks in
order to fill the causal matrix or causal net, which is called C-net. When C-net
is generated, the dependency graph is constructed using three thresholds: the
dependency threshold, the positive observations threshold and the Relative to
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best threshold. The three thresholds help to filter C-net from a weak dependency
between a pair of tasks. The HM algorithm generates the dependency graph
based on the concept of “the all-activities-connected heuristic” [115], which rep-
resents the sequences of tasks. Subsequently, HM constructs split/join spots in
the dependency graph.
The HM algorithm is not only more robust and flexible compared with most
other control-flow techniques [89], but it is also widely used in practice to analyse
and compare with other process mining algorithms (e.g. [67] and [111]) [27]. In
addition, noise in event logs can be filtered by using the thresholds in HM. Fur-
thermore, all main constructs in extracted models and major behaviour in event
logs are supported by HM, excluding duplicate tasks [106].
C-net is a new representation, and few discovering techniques use it [80].
Even though C-net shares with other discovering graph techniques that have the
same ability to identify and model splits/joins from tasks, C-net is a different
semantic representation that is concluded in sequences of valid binding [78–80,
113]. However, C-net does not consider stages in its model, to make the model
more systematic and supportive for evaluating the dependency and discovered
model. In addition, the dependency equation used to construct the C-net did not
consider other important aspects, namely, M-1 and 1-M relations and confidences.
2.4 Link between Process Mining and Support-
ing Decision-Making
Process mining is linked to Business Intelligence, which “is a very broad term
that includes anything that aims at providing actionable information that can
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be used to support decision-making”. In addition, the obvious trend in current
systems is to benefit the decision-making from data within the process of these
systems [89]. According to van der Aalst [104]:
“The outcome of process mining is a better understanding of the pro-
cess and accurate models that can safely be used for decision support,
because they reflect reality.”
Therefore, the outcomes of process mining are strongly linked to support
decision-making and many process mining tools to support decision-making have
been released and may be implemented as a part of the ProM framework [100],
such as Decision Miner [69].
Van der Aalst [104] links process mining to supporting decision-making by
classifying decisions into four kinds in terms of operational processes. The four
kinds are classified based on which phase the decision has been determined. Pro-
cess mining can support decision-making at all four phases. The four kinds of the
decisions are:
1. Decisions at design phase: When identifying a bottleneck issue or having an
outcome of conformance checking in process mining, the redesign decision
in this case is supported by process mining.
2. Decisions at configuration phase: Process mining can help to decide the
impacts of various configurations and their fitness with the properties of
the actual processes.
3. Decisions at control phase: By comparing the current situation with the
previous situation, process mining can propose a decision to enhance pro-
cesses.
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4. Decisions at execution phase: A decision at level of one case can benefit
from executions in the past.
2.5 Relation of the Study to Previous Work
2.5.1 Decision Mining
In 2006, an important and related study by Rozinat et al. [69,70] introduced and
defined decision mining. Among their preliminary work, which is shown in Figure
2.6, is the analysis of a process model that is discovered by classical process mining
techniques (e.g. α-algorithm [103]). Data mining techniques, such as the decision
tree concept and machine learning techniques, were used in their approach to ex-
amine the impact of the selections made in the process, based on the past process
executions of the data attribute. They implemented their ideas into the Decision
Miner, which has been applied inside the ProM framework [100, 105]. They also
integrated the patterns of data modifications by scrutinising every choice in the
model and linking it to the properties of individual cases and activities if there
was an association. They did so to enhance their model. In spite of the fact that
they succeeded in presenting a new approach to decision mining, they noted that
the ability of a data attribute to affect the routing of a case has not received
enough consideration. Therefore, in the Decision Miner, the use of data-mining
techniques in business processes has more advantages than just enabling decision
analysis. These advantages include a free design of the learning problem on the
available data [69].
Another related work is that of Smirnov et al. [44] in 2007. They proposed
an approach in which profile information can be used to perform various tasks,
such as auditing user activities and estimating user skills in certain areas. This
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Figure 2.6: Rozinat and van der Aalst approach [69].
information is used for decision mining in their research. They stated that de-
cision mining is used to determine rules that will enable decision-makers to find
reasons for selecting one activity over another. They cited other previous tools
that have tried to implement decision-mining tasks, such as the Business and
GoldPan tools [77].
In 2011, in a related effort in the decision-mining field, Petrusel et al. [60]
defined decision mining as the activity that, based on the logs of user interaction
with decision-aware software, extracts and creates a model of the decision-making
process that shows the mental activity sequence (decision workflow) performed by
the manager during the process. They believe that the decision-mining process
yields two outputs: individual decision process models (one model for each trace
in the logs) and a reference decision model (one model for all of the traces in the
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logs).
2.5.2 Forward and Backward Dependency
The dependency between a pair of tasks in the opinion of Lou et al. [53] is “the
occurrence of one event type depends on the occurrence of another event type”.
They mined every temporal dependency between a pair of tasks to cover any
interleaving patterns in the event log. An initial basic model is generated from
temporal mined dependency using support and confidence and excluding loop
relations. Subsequently, the extracted model is refined to achieve the simplest
model. The dependency in [53] was classified into five types. Where ∀ traces
∈ the event log and ti, tj ∈ unique tasks in the event log, the five types of the
dependency are:
1. The forward dependency “ti →f tj”: if there is at least one tj occurrence
after the ti occurrence.
2. The backward dependency “ti →b tj”: if there is at least one ti occurrence
before the tj occurrence.
3. The strict forward dependency “ti →sf tj”: if ∀ ti occurrence is succeeded
by at least one tj occurrence.
4. The strict backward dependency “ti →bf tj”: if ∀ tj occurrence is preceded
by at least one ti occurrence.
5. No dependency “ti ‖ tj”: if ti and tj are not included in aforementioned
relations.
Although the previous five types of dependency in [53] are only applied in
program workflow mining, process mining in the previous methods and program
workflow mining influence each other [15] and share the similar fundamental
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concept (i.e. using traces to create a model of constrained graphic tasks) [38].
However, when Lou et al. [53] defined the dependency and constructed the model,
M-1 and M-1 relations and a dependency equation were not considered.
2.5.3 Bottom-up Strategy
The bottom-up strategy has been applied in some research. Vanderfeesten et
al. [107] proposed an algorithm called Foxtrot that uses the bottom-up strategy
to generate a process model from a product data model. However, Foxtrot can
not handle parallel execution. It also discovers a complex model. In [108], the
bottom-up strategy was used to extract a directed acyclic graph from event logs.
The authors argue that the directed acyclic graph is appropriate for the field
of Bayesian belief networks, even though low computational performance was
observed in the case of many tasks in the event log.
2.5.4 Representations of Discovered Model
A model or graph is commonly used in process mining and data mining. It graph-
ically shows the extracted knowledge by using nodes, edges and other notations.
The nodes and edges in the graph represent heterogeneous kinds of flow, such as
the data flow [10], control flow [45, 114], mix of both the data flow and control
flow [72] or other kinds of flow or perspective [89]. Based on the kind of flow and
the objective of the flow representation, different names are given to the graph
(e.g. event graph [52], flow graph [58] or dependency graph [115]).
The graph in process mining was originally created by the study of Agrawal et
al. [1] using the event log as an input. The study defined two kinds of graphs: a
dependency graph and conformal graph. However, this study did not distinguish
between different kinds of flow (e.g. data flow or the control flow) when con-
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structing the graph, whereas Hwang et al. [41] considered only the control flow
in the instances of process models. In another study, Liu et al. [52] developed an
event graph extracted from the event log to support operational decision by using
workflow simulation. Although the proposed representation in the event graph
included control flow and data flow, loops were not implemented in the proposed
representation. In the area of the dependency graph, one of the substantial and
widely-used techniques in process mining is heuristic-based algorithms [27]. This
technique is built based on the Heuristics Miner in which a dependency graph
generated from the concept of “the all-activities-connected heuristic” was intro-
duced by using causal matrix [113–115]. The ideas of the Heuristics Miner have
been applied inside the ProM framework [100, 105]. The main concern in this
dependency graph is discovering the process model and keeping in mind the need
to reduce noise in the event log.
From a data mining perspective, Pawlak [58, 59] built a flow graph using the
data flow based on deterministic dependency. This flow graph is for representing
the relations of associations among items. Subsequently, Pawlak’s flow graphs
have been extended and applied in different fields, such as [82] and [51]. How-
ever, Pawlak’s representation did not explicitly mention M-1 and 1-M flows. The
M-1 and 1-M flows are described in data mining to show associations mining.
The starting point of the associations is rules that include 1-1 flow [40]. However,
the M-1 and 1-M flows are introduced as associations mapping in [48] and [49].
In process mining, van der Aalst et al. [103] introduced α-algorithm, which
defined the relations between a pair of tasks and applied these relations in event
logs to discover process models based on control flow. Meanwhile, the HM al-
gorithm in [114] described the causal matrix, which became C-net later. The
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assumptions and limitations of α-algorithm (i.e. discovered models should be
presented in Petri nets) raised many issues. Additionally, using Petri nets and
other modelling languages as process model representations over the last decade
has built up biases and created limitations [88]. These assumptions and limita-
tions opened a new trend of using alternative representations of the discovered
model, such as C-net [78–80,91,113] or the event graph [52,56,84].
2.6 Summary
In the proposed representation, the model or graph is more related to process
mining than data mining, because the proposed method is process-centric rather
than data-centric and starts with the event log of a process. Nevertheless, the
proposed dependency graph exploits and uses the advantages of the solid relation
between process mining and data mining, although the representation of the
graph in process mining, namely, [58] and [59], has a totally different foundation
from the representation in data mining, such as [115] and [114]. The proposed
representation simplifies the flow in the dependency graph. Additionally, it is an
extension and mixture of the advantages of the other representations and also
avoids their defects or gaps. This summary can explain and connect the limit
and constraints of existing work to the proposed design.
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Chapter 3
Framework of Proposed Method
The entire proposed solution is founded on a tailored conceptual method that
ultimately provides the proposed representation and aims. The method starts
with preprocessing in Section 3.1.2 that prepares the event log. In Section 3.2,
knowledge is extracted from the event log and represented in three matrices,
which are reflected in an illustrative scenario. In Chapter 4, Section 4.1 shows
how the three matrices are defined as raw-data graphs with their characteristics,
and how the M-1 and 1-M flow relations are simplified in a formal representation.
Subsequently, a new dependency equation in Section 4.3 is explained using the
flow and characteristics of the matrices. In Chapter 5, the model construction
is described using bottom-up strategy to generate the lasagna-like model. Fi-
nally, the lasagna-like model with its flows and dependencies is used to support
decision-making with a proper representation and accurate knowledge.
Figure 3.1 shows the general depiction of the proposed method and the se-
quence of its phases. The following briefly outlines the sequence of the proposed
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method:
1. Preprocessing filters the event log from useless data and constructs the
starting inputs. It produces transactional records or traces that facilitate
the event log for the proposed method.
2. Knowledge extraction uses the filtered event log and the concept of log-
based ordering relations (refer to Section 3.1) as inputs. It generates and
stores extracted knowledge in three matrices: DSR[n, n], CPR[n, n], and
ALR[n, n] (refer to Sections 3.2.1 and 3.2.2 for detail definitions of the
three matrices DSR[n, n], CPR[n, n], and ALR[n, n]).
3. The three matrices are theoretically defined as three raw-data graphs with
their characteristics. The flow and dependency construction seeks to cor-
rectly represent the flow and dependency between a pair of tasks.
4. By using the three matrices and the parameter of the dependency threshold,
the stages construction employs the bottom-up strategy to build the unique,
sequential and stable stages in a model.
In process mining, the process graph is discovered by the abstract represen-
tation. The abstract representation commonly consists of three steps which are
the abstraction, induction and construction steps [106]. Thus, we follow the
same sequence as the three steps with slightly different details. By using the
filtered event log (FEL) and the definitions of the log-based ordering relations,
the abstraction step and induction step generate raw-data graphs in three ma-
trices (DSR[n, n], CPR[n, n] and ALR[n, n]). In construction, dependency and
stages are created in a single model using the three matrices and the parameter
of dependency threshold.
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Figure 3.1: Big picture of proposed method.
The stages in the model are constructed using basic model constructs in or-
der to represent them in an appropriate and useful way without referring to the
discussion and compression among modelling languages in business process mod-
elling. Additionally, the basic model constructs help to deliver the stages in the
explicit representation. They can be found in other modelling languages (e.g.
Petri net, UML, EPC, BPMN, and YAWL) or share the same meaning as the
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constructs in the other modelling languages. Details of the constructs are shown
at the bottom of a figure.
3.1 Preliminary
The preliminary initially discusses dependency in Section 3.1.1. Subsequently,
preprocessing the event log by filtering is explained in Section 3.1.2, whereas
Section 3.1.3 outlines the log-based ordering relations. The last section in the
preliminary is Section 3.1.4, which describes the dependency of the 1-1 flow.
3.1.1 Dependency
Dependency is a measure to find the extent of the association or co-relation be-
tween a pair of tasks. Dependency is that “the occurrence of one event type
depends on the occurrence of another event type” [53]. The dependency con-
tributes to the structure of a graph. It also provides a clear view of the data,
control and resource flow. Hence, dependency can show and control the structure
of the graph and the relations between tasks. Moreover, since most of the existing
quality measures of the process model discovery involve qualitative measures and
not quantitative measures, dependency can be used as a quantifying measure for
the discovered process model and reduce noise using the dependency threshold.
Although there are studies that have included quantitative measures, such as [94]
and [71], they are few, and most of them are limited to the Petri net modelling
language.
The dependency between a pair of tasks can be considered from various view-
points. Based on the objectives, the viewpoint tends to increase the correctness
and precision of the result by using different elements with different formulations.
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For example, heuristic-based algorithms [113–115] use a dependency graph that
is established based on the dependency between a pair of tasks and the 1-1 flow.
The activities in this case are tasks, which can be equivalent to the transitions in
the Petri net modelling language.
3.1.2 Preprocessing
In preprocessing, the main concern is the filtered event log, which is the start-
ing point and the main source of data in the proposed method. FEL can be
extracted and filtered from different kinds of data sources (e.g. flat files and web
or user logs). The event log (e.g. audit trails, transaction logs or process traces)
is historical execution of information systems based on processes. The historical
execution of a process is usually stored into two kinds of file format (MXML or
XES). The main contents of these kinds of file format are cases or traces. Every
case or trace has its recorded instance, which includes sequence of activities or
tasks and other attributes (e.g. timestamp, originator). Every task in the in-
stance should have a start task and a complete task.
Having a data set with numerous attributes, analysing data becomes an issue
that is called the “curse of dimensionality”. Therefore, eliminating irrelevant and
useless data by preprocessing is a valuable stage. In addition, extracting and fil-
tering the event log is a refined process [89]. The common and classical techniques
in knowledge discovery use the preprocessing stage before starting mining [40].
In our case, extracting and filtering consists of eliminating irrelevant and use-
less data and then generating one set of transactional records that includes only
tasks based on the trace identification and timestamps. This set of transactional
records matches an event log or a data source and every record matches a trace
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in the event log. FEL is constructed to answer the questions that were asked
before beginning the extracting and filtering. According to the Process Mining
Manifesto [92], the first two guiding principles are that “Event Data Should Be
Treated as First-Class Citizens” and “Log Extraction Should Be Driven by Ques-
tions”. The questions asked are changed based on the outcomes of process mining.
Therefore, either the process-mining workflow can be started again or FEL can
repeatedly be changed when the questions asked are modified [89]. Definition 3.1
explains FEL, and Table 3.1 shows an example of FEL1 that will be used in an
illustrative scenario to help understand and evaluate the proposed method.
Definition 3.1. Let FEL be a set of transactional records and let a transactional
record be σ = t1t2t3....tm where T [n] is a list of unique tasks in FEL and ti ∈ T [n];
ti may be repeated in σ and i 6 m 6 n.
Table 3.1: Example of filtered event log, FEL1
Sequence Transactional Record
1 t1, t2, t4, t7, t6
2 t1, t2, t7, t4, t6
3 t1, t3, t5, t3, t5, t6
4 t1, t3, t5, t1, t3, t8
5 t1, t3, t8
6 t1, t2, t2, t4, t7, t6
3.1.3 Log-based Ordering Relations
In Section 3.1.3.1, a direct succession relation is defined, whereas Section 3.1.3.2
outlines the three types of loop relations. Lastly, Section 3.1.3.3 shows the rela-
tions derived from the direct succession relation and loops.
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3.1.3.1 Direct Succession Relation
The starting point of the relation between a pair of tasks is the direct succession
relation (DSR) in Definition 3.2, and Figure 7.1 is an example. DSR is widely used
in the process model discovery research, such as α-series algorithms [24,103,116]
and heuristic-based algorithms [113–115]. This research sector has mainly been
attempting to analyse the causal dependencies between a pair of tasks and dis-
cover the process model, whereas DSR is the starting point of most of the other
relation types, namely, causality, choice and parallelism (refer to [89] for more
log-based ordering relations and details). DSR is stored in the direct-succession-
relation matrix (DSR[n, n]) (refer to Section 3.2.1 for more details about DSR
and DSR[n, n]).
Definition 3.2. (ti >L tj) iff there is a transactional record σ = t1, t2, t3, ...., tm
such that 1 6 i < m and j = i+ 1, where σ ∈ FEL.
Figure 3.2: Examples of direct succession relation and three types of loops.
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3.1.3.2 Loop Relations
Loop relations between a pair of tasks are one of the major concepts in the process
structure and may exist in any process. Three types of loops should be considered
in the proposed representation. They are described in Definition 3.3 and Figure
7.1. The length-one loop relation (LOR) and length-two loop relation (LTR) were
introduced in [24]. LOR describes the task relation with itself and it is easy to
discover in FEL. On the other hand, LTR includes two contradicted directions of
two unique tasks and shares some characteristics with parallelism [24] (see Defi-
nition 3.4). The long-loop relation (LLR) occurs when a task is repeated in the
same transactional record with more than one different task between the repeated
tasks. Due to the direction of the loop relations, all of the loops in the proposed
method are extracted and separated in the all-loops-relation matrix (ALR[n, n])
(refer to Section 3.2.1 for more details about LOR, LTR and ALR[n, n], and Sec-
tion 3.2.4 for more details about LLR).
Definition 3.3. Let a transactional record (σ ∈ FEL) and 1 6 i, k 6 n:
1. Length-one loop relation. (ti 	L t(i+1)) iff there is σ = t1t2t3....tm and
i ∈ {1, 2, ...., (m− 1)} such that ti = t(i+1).
2. Length-two loop relation. (ti 4L t(i+1)) iff there is σ = t1t2t3....tm and
i ∈ {1, 2, ...., (m− 2)} such that ti 6= t(i+1), but ti = t(i+2).
3. Long loop relation. (ti xL tj) iff there is σ = t1t2t3....tm such that ti 6=
t(i+1) 6= t(i+2), but ti = t(i+k) where 3 6 (i + k) 6 m and ¬((ti 	L t(i+1))
and (ti4L t(i+1))).
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3.1.3.3 Relations Derived from DSR and Loops
DSR and loop relations are fundamental relations, because the other relations
between a pair of tasks can be derived from them and the starting point of most
of the other relation types, namely, the causality relation (CR) and parallelism
relation (PR) [24], which are explained in Definition 3.4 and are stored in the
causality-parallelism-relation matrix (CPR[n, n]) (refer to Section 3.2.2 for more
details about CPR[n, n]).
Definition 3.4. Let FEL be a filtered event log over T [n], Let ti, tj ∈ T [n]:
• Causality. (ti →L tj) iff (ti >L tj) and (tj ≯L ti) or (ti4L tj) or (tj 4L ti)
• Parallelism. (ti ‖L tj) iff (ti >L tj) and (tj >L ti) and ¬((ti 4L tj) or
(tj 4L ti))
3.1.4 Dependency of 1-1 Flow
The formulation of the flow and dependency is seen as a 1-1 flow in some re-
search. When the 1-1 flow is considered in the dependency, the second task is
fully dependent on the first task, ignoring the other related tasks. For exam-
ple, Weijters et al. [115] in their Heuristics Miner algorithm proposed Equation
(3.1) (referred to as “Weijters” in this research), which measures the dependency
between a pair of tasks: ti and tj. The dependency in Weijters is formulated
based on the frequency of the flow in two contrary directions of a pair of tasks,
where |ti >L tj| is the number of flows that contain ti >L tj. The Heuristics
Miner algorithm generates the dependency graph based on the concept of “the
all-activities-connected heuristic” [115]. The dependency graph is constructed
after establishing the dependency threshold that reduces the noise in event logs.
The result of Weijters is between 1 and −1. Whenever the result is high and
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close to 1, the dependency flow between the pair of tasks (ti ⇒L tj) is stronger.
However, this representation does not consider the other related tasks when one
of the flow ends includes many flows. In addition, it does not include associations
and confidences when formulating the equation (yet, including the associations
and confidences in the dependency increases the precision). The frequency can
also be misleading when changing between low and high frequencies, whereas the
confidences provide proportional value.
(ti ⇒L tj) =
( |ti >L tj| − |tj >L ti|
|ti >L tj|+ |tj >L ti|+ 1
)
(3.1)
Weijters et al. [115] considered the two kinds of short loops (LOR and LTR)
in Definition 3.3 as exceptions when using the Weijters equation. Therefore,
they extended Weijters into Equation (3.2) for LOR and Equation (3.3) for LTR
where |ti4L tj| is the number of flows in ti4L tj. However, whenever Weijters is
mentioned in this dissertation, it also includes Equations (3.2) and (3.3) unless
they are specifically differentiated.
(ti ⇒L ti) =
( |ti >L ti|
|ti >L ti|+ 1
)
(3.2)
(ti ⇒2L tj) =
( |ti4L tj|+ |tj4L ti|
|ti4L tj|+ |tj4L ti|+ 1
)
(3.3)
3.2 Knowledge Extraction
Knowledge extraction consists of the abstraction step (described in Section 3.2.1)
and the induction step (Section 3.2.2). It starts when the preprocessing is finalised
and FEL is prepared. The knowledge extraction uses the log-based relations
between a pair of tasks (Definitions 3.2, 3.3 and 3.4). These essential relations
are borrowed from the log-based ordering relations developed by [24,103,116], who
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tried to analyse the causal dependencies between a pair of tasks. These relations
are widely used in process model discovery. In addition, fusion is described in
Section 3.2.3. The last part in Section 3.2.4 is the new way to discover LLR.
3.2.1 Abstraction Step
The fundamental relations in the proposed method are DSR and loop relations,
because most of the relations between a pair of tasks can be derived from them.
The loops also have contrary flow directions, which are one of the important high-
lighted aspects in the proposed representation. Therefore, the abstraction step
extracts DSR, LOR and LTR from FEL. DSR is stored in a direct-succession-
relation matrix (DSR[n, n]) and both LOR and LTR are stored in the all-loop-
relations matrix (ALR[n, n]).
DSR[n, n] and ALR[n, n] are two-dimensional matrices, which are considered
to be raw-data graphs. DSR[n, n] is a matrix of unique tasks and the cell in
DSR[n, n] only contains an accumulated counter for a pair of tasks using DSR.
The pair of tasks in a relation is the intersection between a row (the first task in
the relation) and a column (the second task in the relation) in DSR[n, n]. On
the other hand, ALR[n, n] has the same dimensions as DSR[n, n] with a different
cell structure. Every cell in ALR[n, n] has a relation-flow pair which retains two
values. The first value describes the relation type between a pair of tasks, whereas
the second value is a frequency of that relation. ALR[n, n] not only contains LOR
and LTR, but also contains the third type of loop relations, LLR (refer to Section
3.2.4 for the details of discovering LLR).
For the purpose of creating and filling DSR[n∗n] and ALR[n ∗ n], Algorithm 1
is constructed by applying the concept of DSR, LOR, and LTR in FEL. Algorithm
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1 starts with FEL and the unique tasks of FEL as inputs. The outputs are
DSR[n ∗n] and ALR[n ∗ n]. The first step in Algorithm 1 is to reset DSR[n ∗n]
and ALR[n ∗ n] by using the first two for loops. The next for loop contains the
main processing. It starts with storing every trace or transactional record (σ) in
a one-dimensional array (R[∗]), and every one occurrence in R[∗] is a task. As no
data flow exists after the last task in R[∗], the length of R[∗] is subtracted by one
in order to identify the length of the fourth for loop. The fourth for loop reads
R[∗] and accumulates the counters in DSR[n ∗ n] and ALR[n ∗ n], whereas the
while loop is to find the intended occurrences x, y in DSR[n∗n] and ALR[n ∗ n].
The scenario created with FEL1 is used in Algorithm 1 to generate DSR[8 ∗ 8]
and ALR[8 ∗ 8], as shown in Tables 3.2 and 3.3, respectively. Algorithm 2 is
a sub-algorithm or procedure to find the indexes of a matrix. It is used from
Algorithm 1 and other following algorithms.
3.2.2 Induction Step
The objective of the induction step is to derive the causality and parallelism
relations in Definition 3.4 from DSR[n, n] and ALR[n, n]. To derive CR and
PR, a new two-dimensional matrix (causality-parallelism-relation (CPR[n, n]))
is created. CPR[n, n] has the same structure as ALR[n, n] and is only related to
causality and parallelism relations. In order to attain CPR[n ∗ n], Algorithm 3 is
created. Algorithm 3 starts from the output of Algorithm 1 and uses DSR[n ∗ n]
and ALR[n ∗ n] as inputs. The output of Algorithm 3 is CPR[n ∗ n].
The starting step in Algorithm 3 is to reset CPR[n ∗ n] by using first two
for loops. The next two for loops are to fill CPR[n ∗ n]. The first if statement
is to identify the diagonal of DSR[n ∗ n] and ignore LOR. Filling CPR[n ∗ n]
entails building the relation-flow pair in cells of CPR[n ∗ n]. By using values
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Algorithm 1: Creating DSR[n, n] and ALR[n, n].
Input : FEL and (T [n] = {t1, t2, t3, ...., tn})
Output: DSR[n, n] and ALR[n, n]
begin
1 for (i = 1 to n) do
2 for (j = 1 to n) do
3 DSRij and ALRij := NULL ; /* Reset */
4 Let R[∗] be an array;
5 for (each trace (σ) in FEL) do
6 R[∗] := σ;
7 h := |R[∗]| ;
8 for (i = 1 to (h− 1)) do
9 LTR := False;
10 if (i 6 (h− 2)) then
11 if (Ri = R(i+2)) and (Ri 6= R(i+1)) then
12 LTR := True;
13 j := i+ 1;
14 Call IdentifyIndexes(T [n], i, j, x, y);
15 if (x 6= NULL) and (y 6= NULL) then
16 DSRxy := DSRxy + 1;
17 if x = y then
18 ALRxy := (“ 	L ”, DSRxy) ; /* LOR */
19 if (LTR) and (ALRxy = NULL) then
20 ALRyx := (“4L”, (ALRyx.2nd+ 1)) ; /* LTR */
21 return DSR[n, n] and ALR[n, n]
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Algorithm 2: Identifying the indexes (x, y) of a matrix.
Procedure IdentifyIndexes(T[n], i, j, x, y)
1 x, y := NULL;
2 m := 0;
3 while ((x = NULL) or (y = NULL)) and (m < n) do
4 m := m + 1;
5 if (Ri = Tm) then
x := m ; /* Identify row index */
6 if (Rj = Tm) then
y := m ; /* Identify column index */
7 return (x, y);
Table 3.2: DSR[8, 8] for FEL1.
DSR[8, 8] t1 t2 t3 t4 t5 t6 t7 t8 Out-flow
t1 3 4 7
t2 1 2 1 4
t3 3 2 5
t4 1 2 3
t5 1 1 1 3
t6 0
t7 1 2 3
t8 0
In-Flow 1 4 5 3 3 4 3 2
Total 25 25
Table 3.3: ALR[8, 8] for FEL1 before LLR discovery.
ALR[8, 8] t1 t2 t3 t4 t5 t6 t7 t8
t1
t2 (	L, 1)
t3
t4
t5 (4L, 1)
t6
t7
t8
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Algorithm 3: Creating CPR[n, n].
Input : DSR[n, n] and ALR[n, n]
Output: CPR[n, n]
begin
1 for (i = 1 to n) do
2 for (j = 1 to n) do
3 CPRij := NULL;
4 for (i = 1 to n) do
5 for (j = 1 to n) do
6 if (i = j) then
7 ignore; /* “ti 	L tj” */
8 else
9 if ((DSRij > 0) and (DSRji = 0)) then
10 CPRij := (“→L ”, DSRij) ; /* “ti →L tj” */
11 else if ((DSRij > 0) and (DSRji > 0)) then
12 if (ALRij.1st = “4L”) then
13 CPRji := (“→L ”, DSRji) ; /* “tj →L ti” and
“tj 4L ti” */
14 else if (ALRji.1st = “4L”) then
15 CPRij := (“→L ”, DSRij) ; /* “ti →L tj” and
“ti 4L tj” */
else
16 CPRij := (“ ‖L ”, DSRij) ; /* “ti ‖L tj” */
17 CPRji := (“ ‖L ”, DSRji) ; /* “tj ‖L ti” */
18 return CPR[n, n];
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from DSR[n ∗ n] and ALR[n ∗ n], CPR[n ∗ n] is filled in the next if statements.
The comparison in if statements is based on the conditions in relation definition.
In order to decide the parallelism in CPR[n ∗ n], Algorithm 3 uses ALR[n ∗ n],
because LTR shares the same characteristics of parallelism when using DSR [24].
In order to clarify this step, the results of Algorithm 1 in the scenario using FEL1
are used as inputs in Algorithm 3 to produce CPR[8 ∗ 8] in Table 3.4
Table 3.4: CPR[8, 8] for FEL1.
CPR[8, 8] t1 t2 t3 t4 t5 t6 t7 t8 Out-task
t1 (→L, 3) (→L, 4) {t2, t3}
t2 (→L, 2) (→L, 1) {t4, t7}
t3 (→L, 3) (→L, 2) {t8}
t4 (→L, 1) (‖L, 2) {t6}
t5 (→L, 1)† (→L, 1) {t1, t6}
t6 {∅}
t7 (‖L, 1) (→L, 2) {t6}
t8 {∅}
In-task {t5} {t1} {t1} {t2} {∅} {t4, t5} {t2} {t3} —
Parallel {∅} {∅} {∅} {t7} {∅} {∅} {t4} {∅} —
3.2.3 Fusion
Fusion relates to the parallel tasks in the proposed study. In one parallel por-
tion, all parallel tasks are fused into one flow or arc between the start and the
end of parallelism, because including parallel tasks in the stages conflicts with
parallelism. The flow and dependency between the start and the end of the par-
allel portion are usually equal. Simply, the fusion compresses a sub-graph to
represent a larger graph or sub-graph. The sub-graph is pre-conditional which
means it should be isolated and have one source and one sink. The source is
AND-split, whereas the sink is AND-join. The parallel portion must contain two
parallel tasks or more. In order to generate the sub-graph, all parallel tasks are
eliminated from the graph and replaced by one flow between the AND-split task
†CPR[5,1] will be removed in Algorithm 4.
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and AND-join task.
3.2.4 Discovery of LLR
In this section, a new technique is created to overcome the challenges to identify
LLR (Definition 3.3). Before explaining the technique, FELa, FELu and FELo
need to be clarified. All of them are extracted from FEL. FELa represents all
traces in FEL without parallelism. By assuming that all paths are completed in
FELa with the exclusion of loops and parallelism, the only unique paths in FELa
are represented in FELu, whereas the other traces are stored in FELo, which rep-
resents the difference between (FELa - FELu).
The built-up knowledge in DSR[n, n], ALR[n, n] and CPR[n, n] is used as a
starting point with using FEL. Initially, fusion (Section 3.2.3) is used to correctly
simplify and remove parallel tasks from FEL and then store the traces in FELa.
Subsequently, by assuming that all unique paths are completed in FEL without
loops and parallelism, the unique paths of all possible traces must be found by
excluding any trace that includes a repeated task (loop) and storing them in
FELu. The next step is to go through FELo to find LLR by comparing part of
FELo to FELu until there is no relation that represents a loop. If a found loop is
not LOR or LTL, it will be LLR.
Algorithm 4 is created to find LLR in FEL. The inputs of the algorithm are
FEL, DSR[n, n], ALR[n, n] and CPR[n, n], and the outputs are the updates in
ALR[n, n] and CPR[n, n]. Algorithm 4 goes through all of the traces in FEL by
using for loop that fuses parallel tasks into one flow and then appends the trace in
FELa. After that, it finds the unique paths that do not include a repeated task in
a trace and appends the trace in FELu. Therefore, FELu does not include loops
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and parallelism. Subsequently, the main step in Algorithm 4 is to recursively
compare every trace in FELo to FELu to find LLR. In the recursive procedure,
we try to start with the first two tasks in a trace in FELo and find this part in
FELu. Since the order of consecutive tasks in the intended part is important, we
consider it to be a substring of a trace. If the substring matches one substring in
FELu, this substring does not represent a loop, so the next task of the trace in
FELo is appended to the substring and the search is repeated. When the substring
is not matched, the last two tasks represent LLR, unless the last two tasks are
LOR or LTR. After that, LLR is stored in ALR[n, n], the causality relation is
deleted from CPR[n, n], and then the recursive procedure starts again from the
last task in the substring. The same steps are recursively repeated to compose a
new substring by repeating the matching to find LLR until the end of the trace in
FELo. The same steps that are executed on the trace in FELo are also repeated
for the next trace in FELo till the end of FELo. By using the illustrative scenario,
the results of the previous FEL1 steps are thereafter applied in Algorithm 4 to
update CPR[8, 8] and ALR[8, 8] in Tables 3.4, and 3.5, respectively.
Table 3.5: ALR[8, 8] for FEL1.
ALR[8, 8] t1 t2 t3 t4 t5 t6 t7 t8
t1
t2 (	L, 1)
t3
t4
t5 (xL, 1) (4L, 1)
t6
t7
t8
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Algorithm 4: Finding LLR.
Input : FEL, DSR[n, n], ALR[n, n] and CPR[n, n]
Output: ALR[n, n] and CPR[n, n]
begin
; /* Next for loop is to create FELa & FELu */
1 FELa, FELu, FELo := NULL;
2 Let R[∗] be an array;
3 for (each trace (σ) in FEL) do
4 R[∗] := σ; h := |R[∗]| ;
5 UniquePath := True;
6 Remove parallel tasks from σ and append σ into FELa;
; /* Exclude a trace that includes a loop */
7 for (i = 1 to (h− 1) do
8 for (j = i+ 1 to h) do
9 if (Ri = Rj) then
10 UniquePath := False;
11 Exit the two for loops;
12 if UniquePath then
13 Append σ into FELu ; /* If no loop, append */
; /* Next for loop is to recursively find LLR */
14 FELo := (FELa − FELu);
15 for (each trace (σ) in FELo) do
16 R[∗] := σ; h := |R[∗]| ;
17 if (σ ∈ FELo) then
18 CALL FindLLRRecursively(R[∗], 1);
19 return ALR[n, n] and CPR[n, n]
64 Chapter 3. Framework of Proposed Method
Algorithm 5: Recursive part of finding LLR.
Procedure FindLLRRecursively(R[*], First)
1 for (i = (First+ 1) to h) do
2 if ({RFirst, ... , Ri} * FELu) then
3 Call IdentifyIndexes(T [n], (i− 1), i, x, y);
4 if (ALRxy.1st 6= “ 	L ” and 6= “4L”) then
5 ALRxy := (“ xL ”, DSRxy) ; /* LLR */
6 First := i;
7 CALL FindLLRRecursively(R[∗], F irst);
8 Exit the for loop;
9 return ALR[n, n];
3.3 Summary
In this chapter, the integrated framework was introduced to show the proposed
method, which is sequentially executed until the targeted aims. The proposed
method is supported by other concepts, namely, preprocessing, log-based ordering
relations, knowledge extraction, fusion to eliminate parallel tasks, and a new
technique to discover LLR.
Chapter 4
Flow and Dependency
Construction
Three important parts of the proposed method are presented in this chapter. The
extended flow graph are detailed in Section 4.1, whereas Section 4.2 introduces
the dependency significance. In Section 4.3, the new dependency equation is
explained.
4.1 Extended Flow Graph
The representation of the flow in FEL is simplified in a graph. The graph is pre-
sented by matrices. Therefore, the matrices DSR[n, n], ALR[n, n] and CPR[n, n]
are created based on the details in Definitions 3.2, 3.3, and 3.4, respectively.
CPR[n, n] and ALR[n, n] are considered to be basic raw-data graphs with in-
flows and out-flows. The in-flow of the task is the total flow of the task column,
and the out-flow of the task is the total flow of the task row. In a perfect case,
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the total of all out-flows for all tasks in the raw-data graph should be equal to
the total of all in-flows for all tasks in the same raw-data graph. However, in a
real case, this assumption may not be equal due to some reasons, such as noise
or incompleteness of FEL.
Before introducing the characteristics of a graph, the acyclic graph (AG) ,
reverse graph (RG) and cyclic graph (CG) need to be defined to have the ability
to easily handle the characteristics of a graph. Subsequently, the graphs and their
flow directions are clearly identified. Definition 4.1 describes AG, RG, and CG.
Definition 4.1. Let AG = CPR[n, n], RG = ALR[n, n], and CG = (AG ∪ RG).
AGij or RGij represent an edge that consists of two attributes (relation type and
flow) where i, j 6 n.
Section 4.1.1 shows how 1-M and M-1 flows are represented. The possible
types of tasks are described in Section 4.1.2. The details of flow are explained in
Section 4.1.3.
4.1.1 1-M and M-1 Flows
The 1-1 flow can be extended to different types of flow. The extended flow types
can be M-1 or 1-M flows. For instance, consider the dependency between a father
and his child in terms of the flow of financial support. We assume that the flow
of the child’s finance is $100. When the father provides the child with $100, the
dependency is now 1-1 and fully dependent on the father, because the flow of
the child’s finance comes only from the father. When the child has a part-time
job with $50 income and the father provides the child with $50, the dependency
is now M-1 and the child is partially dependent on the father, because the flow
of the child’s finance depends on the father and the part-time job to flow $100.
4.1. Extended Flow Graph 67
If the child has to pay various expenses for other items, such as a school and a
gym, the type of financial flow in this case is 1-M. As a result, the flow should be
extended to M-1 and 1-M flows.
To represent 1-M and M-1 flows, we need to introduce the in-task and out-
task of a graph, whereby the graph is [n ∗ n] matrix and ti, tj ∈ T [n]. The M-1
relation shows the in-task, whereas 1-M shows the out-task. The in-task and out-
task can be identified in CPR[n, n] and ALR[n, n] with their frequencies. The
in-tasks of ti are gathered from the frequencies in the ti column, and the out-
tasks of ti are gathered from the frequencies in the ti row. The definitions of the
in-task and out-task of AG are given in Equations (4.1) and (4.2), respectively;
and the definitions of the in-task and out-task of RG are given in Equations
(4.3) and (4.4), respectively. Following the same procedure as for the in-task, the
parallelism (Definition 3.4), is also gathered from the relation-flow of a pair that
has the “ ‖L ” relation in the ti column and the tj column (refer to Equation 4.5).
The in-task and out-task definitions are mapped and defined as the following:
inTask, outTask :: T [n]→ 2T [n],
such that
inTaskAG(ti) = {tj | tj ∈ T [n], ((AGji).1st = “→L ”)} (4.1)
outTaskAG(ti) = {tj | tj ∈ T [n], ((AGij).1st = “→L ”)} (4.2)
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inTaskRG(ti) = {tj | tj ∈ T [n], ((RGji).2nd > 0) } (4.3)
outTaskRG(ti) = {tj | tj ∈ T [n], ((RGij).2nd > 0) } (4.4)
prlTaskAG(ti) = {tj | tj ∈ T [n], ((AGij).1st = “ ‖L ”)and ((AGji).1st = “ ‖L ”)}
(4.5)
4.1.2 Source, Internal and Sink Tasks
The proposed graph with stages (constructed in Chapter 5) has three types of
tasks: source, internal and sink tasks. The source and sink tasks are described
in Equations (4.6) and (4.7), respectively. The number “one” in the equations
means that ti is a true source or sink, whereas “zero” means that ti is not a source
or sink. The source tasks are the starting point of the graph and the sink tasks
are the end of the graph. The internal tasks are the tasks anywhere between
the source and sink tasks. If FEL includes noise or has incomplete transactional
records, the source and sink tasks may not be identified by using Equations (4.6)
and (4.7). However, the inequality between the out-flow in Equation (4.9) and
the in-flow in Equation (4.8) can identify the source and sink tasks. Subsequently,
comparing and analysing the low in-flow and high out-flow can help to identify
the source tasks and, vice versa, can be used for the sink tasks. Therefore, they
are the candidate source and sink tasks in the graph.
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isSrcAG(ti) =
 1 if inTaskAG(ti) = ∅0 Otherwise (4.6)
isSnkAG(ti) =
 1 if outTaskAG(ti) = ∅0 Otherwise (4.7)
4.1.3 Flow Detail
The detail of the flow among tasks is a substantial aspect, which contributes to
the structure and analysis of a process [73]. A major detail and characteristic
of flow is the in-flow and out-flow of a task, ti. The in-flow and out-flow of a
task explain the task frequencies of the flow. Equations (4.8) and (4.9) define the
in-flow and out-flow of AG, and Equations (4.10) and (4.11) define the in-flow
and out-flow of RG, respectively.
inF lowAG(ti) =
∑
tj∈ inTaskAG(ti)
((AGji).1st = “→L ”) (4.8)
outF lowAG(ti) =
∑
tj∈ outTaskAG(ti)
((AGij).1st = “→L ”) (4.9)
inF lowRG(ti) =
∑
tj∈ inTaskRG(ti)
((RGji).2nd > 0) (4.10)
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outF lowRG(ti) =
∑
tj∈ outTaskRG(ti)
((RGij).2nd > 0) (4.11)
The in-flow of CG is described in Equation (4.12) and the out-flow of CG
is described in Equation (4.13), which are generated based on the in-flow and
out-flow equations of AG and RG.
inF low(ti) = inF lowAG(ti) + inF lowRG(ti) (4.12)
outF low(ti) = outF lowAG(ti) + outF lowRG(ti) (4.13)
The flow between a pair of tasks is another significant trait of CG. It is
described in Equation (4.14).
Flow(tiL tj) = CGij (4.14)
Confidence in Equation (4.15) is assigned to the flow between a pair of tasks.
It is composed of a comparison of the flow between a pair of tasks Flow(tiL tj),
in Equation (4.14) to the out-flow in Equation (4.13).
conf(tiL tj) =
Flow(tiL tj)
outF low(ti)
(4.15)
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4.2 Dependency Significance
Dependency is not a new aspect. Many studies have been using dependency as a
measure to find the extent of the association or co-relation between a pair of tasks.
Dependency is that “the occurrence of one event type depends on the occurrence
of another event type” [53]. For example, heuristic-based algorithms [113–115] in
process mining use a dependency graph that is established based on the depen-
dency between a pair of tasks and the 1-1 flow. On the other hand, one example
of the dependency usage in data mining is where Pawlak [58,59] introduced a de-
pendency equation that uses the many-to-one (M-1) flow, disregarding the other
directions.
The dependency contributes to the structure of a graph. It also provides a
clear view of the data, control and resource flow. Hence, dependency can show
and control the structure of the graph and the relations between tasks. Moreover,
since most of the existing quality measures of the process model discovery involve
qualitative measures and not quantitative measures, dependency can be used as
a quantifying measure for the discovered process model and reduce noise using
the dependency threshold.
4.3 Dependency Construction
A new equation (Equation (4.16)), called “Dη”, is introduced to increase the
accuracy and precision of the dependency. Dη is a built-up operation. The char-
acteristics and features of the flow graph are the main components to formulate
Dη. Therefore, the characteristics and features that are involved in Dη must
be executed to generate Dη. Dη is originally an extension of other dependency
72 Chapter 4. Flow and Dependency Construction
equations. It exploits their strengths and avoids their weaknesses. Since the flow
relation between a pair of tasks (ti ⇒ tj) has two ends, the other types of flow
relation, namely, M-1 and 1-M are considered in Dη. For example, if the 1-M
flow relation is considered, the first end is ti with one task, whereas the second
end is tj, which is may be a part of a group of tasks (tx, ty, tz, ....). On the other
hand, the M-1 flow relation is considered the opposite situation of the 1-M flow
relation. Thus, the confidences of the flow for the contrary directions of the two
tasks is included in Dη. Equation (4.16) uses normalised parameters to compose
the equation, and the result is between 1 and −1.
Dη(ti ⇒ tj) = conf(ti tj)− conf(tj  ti)
conf(ti tj) + conf(tj  ti) + 1
(4.16)
Equation (4.16) is extended in Equation (4.17) for LOR and in Equation (4.18)
for LTR due to two reasons. The first reason is that the natural direction of the
flow is forward, because the main direction of a process progresses to the front
to reach the end and achieve the process objectives. The second reason is that
this extension aligns with Equation (3.1) as proposed by Weijters et al. [115] in
their consideration of the two kinds of short loops (LOR and LTR) as exceptions.
However, Equations (3.1) and (4.16) are the main dependency equations and the
other extended equations (Equations (3.2), (3.3), (4.17), and (4.18)) are treated
as special cases or exceptions when identifying the dependency.
Dη(ti ⇒ ti) = conf(ti tj)
conf(ti tj) + 1
(4.17)
Dη(ti ⇒2 tj) = conf(ti tj) + conf(tj  ti)
conf(ti tj) + conf(tj  ti) + 1
(4.18)
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4.4 Summary
This chapter proposed a new representation of the neglected flow relations and
proper dependency equation, exploiting and benefiting from both the data min-
ing and process mining perspectives. The ignorance of the other flow relations,
opposite direction, proper formulation and confidences could cause a misleading
or incomplete picture. Therefore, the proposed representation in this chapter
provided the comprehensive flow relations, and increases the trust and precision
of the dependency outcomes.
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Chapter 5
Stages Construction
The main target of stages construction is to build the model with unique, se-
quential and stable stages, called the stage-based model or “Mx”. In order to
reduce the potential noise in the extracted stages, the construction uses the de-
pendency threshold. The parameter of the dependency threshold is set to 0.10.
Essentially, the stages construction is based on the bottom-up strategy, the ex-
tracted knowledge and the graph characteristics. Mx is constructed and used as
a new representation to classify and separate the tasks in stages. Each stage is
unique and stable, and it contains at least one or more tasks. In the normal case
and direction, the tasks in one stage are sequentially linked to the tasks in the
following stage, until the last stage in the model is reached. In the case of a loop,
the task may be linked to the previous stage or the same stage. Definition 5.1
describes Mx where x is the number of stages.
Definition 5.1. Let T [n] = {t1, t2, ...., tn} be a set of unique tasks in FEL where
n is the number of unique tasks. LetMx = {S1,S2, ....,Sx} where Si ⊆ T [n], and
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1 6 i, j 6 x, and 1 6 h, k 6 n. Mx is unique, sequential and stable stages, iff
there are:
• {S1 ∪ S2 ∪ S3 ..... ∪ Sx} = T [n],
• {Si ∩ Sj} = ∅ and
• ∀ th ∈ Si , ∃ (tk ∈ Sj and Flow(thL tk) > 0)
By considering loops as exceptions inMx and excluding them from the flow,
the actual in-flow and out-flow in Mx are given in Equations (5.1) and (5.2),
respectively.
inGph(Mx) =
∑
isSrcAG(ti)=1
outF lowAG(ti)− inF lowRG(ti) (5.1)
outGph(Mx) =
∑
isSnkAG(ti)=1
inF lowAG(ti)− outF lowRG(ti) (5.2)
When gphF low is a throughflow of Mx, we assume Equation (5.3).
inGph(Mx) = outGph(Mx) = gphF low(Mx) (5.3)
The bottom-up strategy used in the stages constructing is initially introduced
in Section 5.1. After that, more details about loop and parallelism in the stage-
based model are clarified in Section 5.2, whereas Section 5.3 describes the details
of the algorithm that constructs the stages.
5.1 Bottom-up Strategy
The bottom-up strategy uses the extracted knowledge and the graph characteris-
tics to build Mx. The bottom-up strategy starts with the graph characteristics.
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Thus, the starting point is to identify the source and sink tasks in CPR[n, n].
Subsequently, the bottom-up strategy automatically determined the in-tasks and
out-tasks that are represented in CPR[n, n] and ALR[n, n]. The source and sink
tasks can be differentiated among other tasks in CPR[n ∗ n] by applying the
details in Section 4.1.2. Starting from the bottom tasks and going through their
out-tasks (upper tasks) is the strategy applied for constructing Mx. The strat-
egy firstly applies the bottom-up approach on the source tasks. After that, the
specific out-tasks of the source tasks are used as the second stage. The same pre-
vious strategy of the bottom-up approach is then applied to the rest of the tasks
in order to identify the following stages, until all of the sink tasks are obtained.
In other words, to identify the other stages from the bottom to top in CPR[n, n],
the out-tasks of the previous stage guide the next stage until the sink tasks ap-
pear. During the construction, the in-tasks are also used to keep stages unique,
sequential and stable. However, loops and parallelism are the major obstacles in
applying the bottom-up strategy. Thus, Algorithm 6 is created to achieve the
details in the Mx construction.
5.2 Loop and Parallelism in Mx
The loops and parallelism are two major aspects in the process structure. Any
process is highly likely to have loops or parallelism. Although they are handled
as special cases when representing Mx, they must be considered. Consequently,
loops and parallelism in the proposed method are treated and considered through
special techniques.
The loop conflicts with the characteristics of Mx, if Mx is acyclic. It breaks
the rule of one direction in the stages construction. For example, the existence
of the loop in a source or sink breaches Equations (4.6) and (4.7). Therefore,
if there is a loop in a source or sink, we can not identify the source and sink.
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Algorithm 6: Constructing stages using bottom-up strategy.
Input : CPR[n, n] and ALR[n, n]
Output: M[x]
begin
1 Let inTask(ti) = {tj | tj ∈ T [n], tj →L ti};
2 Let outTask(ti) = {tj | tj ∈ T [n], ti →L tj};
3 Let PRL = {ti, tj | ti, tj ∈ T [n], (ti ‖L tj) or (tj ‖L ti)};
4 Let SRC = {ti | ti ∈ T [n], isSrcAG(ti) = 1};
5 Let SNK = {ti | ti ∈ T [n], isSnkAG(ti) = 1};
6 Let S ⊆ T [n];
7 Let M[∗] be an one-dimensional array of S;
8 Let M1 := SRC;
9 x := 1;
10 More-Stages := True;
11 while (More-Stages) and (x 6 n) do
12 More-Stages := False;
13 for (∀ ti ∈Mx) do
14 for (∀ tj ∈ outTask(ti)) do
15 Unique-Task := False;
16 if (tj ∈ PRL) then
17 Call AvoidParallelTasks(tj) ; /* Recursive to fuse
parallel tasks */
18 Call FindUniquenessTaskInStages(tj, x, Unique-Task);
19 if (ALRij 6= NULL) then
20 Unique-Task := False;
21 if (Unique-Task) then
22 Suitable-Stage := True;
23 for (∀ tk ∈ inTask(tj)) and (Suitable-Stage) do
24 Not-Exist := False;
25 Call FindUniquenessTaskInStages(tk, x,
Not-Exist);
26 if (Not-Exist) or (tk ∈ outTask(ti)) then
27 Suitable-Stage := False;
28 if (Unique-Task) and (Suitable-Stage) then
29 More-Stages := True;
30 Let M(x+1) = (M(x+1) ∪ {tj});
31 x := x+ 1;
32 returnM[x];
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However, we can identify loops by using ALR[n, n] or by comparing the in-flow
and out-flow for the source or sink. The difference between the in-flow and out-
flow in this case must be high, unless there is very low flow frequency or high
noise or incompleteness in FEL.
Parallelism also conflicts with the stages construction in the proposed method,
because the behaviour of the parallel tasks conflicts with the behaviour of the
stages, which are sequential, whereas the parallel tasks are concurrent. In ad-
dition, the flow and dependency between the start and the end of the parallel
portion are usually equal. Therefore, fusion (Section 3.2.3) is applied on the par-
allel portion. If one portion of the parallel tasks exists in Mx, all of the parallel
tasks in the portion will be removed. The parallelism starts from the AND-split
task and ends at the AND-join task. The parallelism in a process includes two
tasks or more. It can be identified in the proposed method by using Definition
3.4 in the induction step. All of the parallel tasks are eliminated from Mx and
are replaced by one flow between the AND-split task and the AND-join task.
5.3 Details of Stages-Construction Algorithm
The inputs of Algorithm 6 are the CPR[n, n] and ALR[n, n] and the output is
M[x], which is a one-dimensional array where x is number of stages in the dis-
covered model. Every stage has at least one task that must have in-tasks and
out-tasks, if the task is not a source or sink. Algorithm 6 starts by defining dif-
ferent kinds of sets (in-task, out-task, parallel, sources, sinks and the first stage
in the new representation). The next step is initialising two variables (x and
More-stages). x is the sequential counter of the stages. More-stages is a Boolean
variable for indicating the existence of more stages or not. The first while loop is
controlled by More-stages and x, where x must not exceed the number of unique
tasks “n”. The content of the first for loops is used to apply the bottom-up
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strategy. The first for loop goes through all of the tasks of a stage, and the
second for loop goes through all of the out-tasks of a task. The first step in the
second for loop is a recursive function called “AvoidParallelTasks” to avoid par-
allel tasks until reaching the causality relation (AND-join) task. Subsequently,
to identify the cyclic branches in the graph and decide on the tasks in the stages,
the existence of the current out-task in previous stages is checked by a function
called “FindUniquenessTaskInStages”. This function checks the existence of a
task included in a previous stage and returns a Boolean value. If it exists, it is
considered to be a loop and ignored; the function then goes to the next out-task.
However, if it does not exist, the third for loop goes through all of the in-tasks
of the task in the second for loop to check two conditions. The first condition
is that if there is one in-task that is not included in the previous stages, then
the out-task is ignored and the function goes to the next out-task, because this
out-task will be added in the next rounds. The second condition is that, if there
is one in-task that is an out-task of a task in the first for loop, the out-task is
ignored and the function goes to the next out-task, because this out-task will
be added in the next rounds. However, if the two conditions are satisfied, the
current out-task is added to the next stage.
In regard to time complexity, Algorithm 6 uses the direct indexing of CPR[n, n]
and ALR[n, n]. Therefore, Algorithm 6 is efficient in the run-time complexity.
Since a loop and recursive statements in an algorithm consume the most run-
time, Algorithm 6 has four loops and one recursive statement. The first three
loops are compulsory to be executed, whereas the fourth loop is conditional. The
run-time complexity of the recursive statement in Algorithm 6 is based on the
number of parallel tasks in CPR[n, n]. The fewer parallel tasks in CPR[n, n], the
less run-time complexity in Algorithm 6. However, the time complexity is out of
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the scope of this research.
To help understand the construction of Mx, we continue using the FEL1
scenario. Thus, the last results of FEL1 and the bottom-up strategy are used
in Algorithm 6 to construct M4. Figure 5.1 shows M4 with four stages after
fusing parallel tasks in one flow and applying the flow between a pair of tasks,
confidence, and dependency.
Figure 5.1: M4 after fusing parallel tasks and identifying Dη.
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5.4 Summary
This chapter proposed the stage-based model to solve the open issue of spaghetti-
like processes. Instead of providing a spaghetti-like model, the stage-based model
can be considered a lasagna-like model that is used as a tool to support decision-
making. This model avoids confusion and difficulty in comprehending and analysing
the process in a decision-makers organisation. The proposed model clearly visu-
alises the decision points among the tasks in unique, sequential and stable stages.
Every stage has at least one or more tasks. The tasks in one stage are sequentially
linked to the tasks in the following stage.
Chapter 6
Evaluation Principle
The concept of the stages and dependency promotes the use of a novel evaluation
principle. Hence, this concept is exploited and extended to evaluate and validate
the proposed method by using the novel evaluation principle. The principle is
summarised in the proposition that the total out-flow and total in-flow of a task
in Mx should be balanced, and the source and sink tasks should be excluded.
Therefore, some equations used in the evaluation are introduced with proof and
clarification in the following sections.
This chapter includes the dependency averages of out-flow and in-flow in Sec-
tion 6.1. Subsequently, an important property in Section 6.2 is explained based
on equations in the previous section. Section 6.3 states a substantial equation,
which is used in the evaluation chapter. Finally, the measures used in evaluation
are introduced.
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6.1 Dependency Averages of Out-flow and In-
flow
Equations (6.1) and (6.2) are introduced for ti, where ti is a task in Mx. din(ti)
and dout(ti) are the average of the total in-flow dependency and the average of the
total out-flow dependency, respectively, where n is the number of unique tasks in
Mx.
din(ti) =
∑
tj∈ inflow(ti)
Dη(tj ⇒ ti)
n
(6.1)
dout(ti) =
∑
tj∈ outflow(ti)
Dη(ti ⇒ tj)
n
(6.2)
6.2 Difference between din(ti) and dout(ti)
Equation (6.3) is called the dependency difference of a stage, S. Equation (6.3)
uses the results of Equations (6.1) and (6.2) to find the difference between the
average out-flow and in-flow dependencies, where S = {t1, t2, t3, ..., tm} is a set
of unique tasks in a stage. Let ti ∈ T [n] and ∆d be the difference. Based on
Property 6.1, a significant fact of the stage is that outF low(S) and inF low(S)
should be balanced.
∆d(S) =
∑
ti ∈S
(dout(ti)− din(ti)) (6.3)
Property 6.1. Let assume the following conditions in a primary and perfect
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situation of FEL:
• All traces are completed.
• No noise is included.
• Let S = {t1, t2, t3, ..., tm}, ti ∈ T [n], and S ∈ Mx, where ∀ ti ∈ S, i 6 m 6
n, isSrcAG(ti) 6= 1, and isSnkAG(ti) 6= 1. We have:
inF low(S) = outF low(S).
Proof.
inF low(S) =
∑
ti ∈S
inF low(ti),
and
outF low(S) =
∑
ti ∈S
outF low(ti)
∵ ∀ ti ∈ S, inF low(ti) = outF low(ti)
if ti is not a source or sink task,
∴ inF low(S) = outF low(S).
FEL in the real world usually breaks the assumed conditions and includes
source and sink tasks, or FEL in the real world may include a degree of noise or
incomplete traces that slightly affect and deviate from accurate results. Therefore,
the significant property of the stages is that outF low(S) and inF low(S) should
nearly be balanced. We can conclude that:
inF low(S) ≈ outF low(S)
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This derived property can be transferred to the dependency in the stage,
because the dependencies are generated and related to the flow that is indicated
in outF low(S) and inF low(S). As a result, the average of the total out-flow and
in-flow dependencies in the stage should also be nearly balanced as follows:
∑
ti ∈S
din(ti) ≈
∑
ti ∈S
dout(ti)
Based on this derivation, we can measure and compare the performance of the
dependency representations and we believe that the difference in Equation (6.3)
should be close to zero.
6.3 Average of Absolute of Equation (6.3)
The next equation in the evaluation principle is Equation (6.4). It is used at the
end of the evaluation in Chapter 7. It increases the credibility of the proposed
method. Substantially, Equation (6.4) is the average of the absolute results of
Equation (6.3). In Equation (6.4), all of the absolute values of ∆d(S) are added
and divided by x, which is the number of stages in Mx.
∆d(Mx) =
∑
S ∈ Mx
|∆d(S)|
x
(6.4)
6.4 Measures Used in Evaluation
In order to evaluate and discuss most process mining techniques or the quality
of the discovered model, four classical quality dimensions are defined: fitness (re-
play event log), simplicity (avoid complicity), precision (avoid underfitting), and
generalisation (avoid overfitting). The four quality dimensions must be carefully
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balanced to get the best process model. However, one of the challenges in pro-
cess mining is “Balancing between Quality Criteria such as Fitness, Simplicity,
Precision, and Generalization” [92], because of the difficulty in measuring the
graph-structured model. Most of the evaluation measures in process mining deal
with the quality of the graph-structured model [102]. Moreover, as stated above,
discovering the best process model needs other complex aspects in process min-
ing; it is a difficult or even impossible job. However, the process model discovery
can use various measures based on the representational aims of an analyst [89].
Therefore, the dependency, precision and recall are used as measures to evaluate
the main aims of the proposed representation: Mx and Dη.
6.4.1 Precision and Recall
Precision and recall are widely applied and well understood as evaluation mea-
sures in knowledge discovery [40, 89]. A useful benefit of the proposed method
is that the concepts of precision and recall can be adapted and applied in our
evaluation. Precision and recall are used to measure the outcomes of Mx and
compare them with the other baselines. The precision and recall are determined
based on the fact that the stages in the Manual model are the best result that can
be decided by a human or can be considered state of the art. To determine the
precision and recall in a stage of a model, each stage of that model is compared
with the same stage of the Manual model.
The next explanation introduces the precision and recall used to evaluate the
proposed method. In order to compare two models, the stages of the two models
need to be normalised. Therefore, we assumed thatMx ∼=M′x and that a number
of conditions must be considered:
1. |Mx| = |M′x|.
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2. if |Mx| > |M′x|, then add |Mx| − |M′x| of empty sets to M′x.
3. if |Mx| < |M′x|, then add |M′x| − |Mx| of empty sets to Mx.
Based on the previous assumptions, Definition 6.2 describes the precision and
recall, whereas Figure 6.1 shows more illustration to how the precision and recall
can be calculated for a stage in a process model.
Figure 6.1: Precision and recall depiction.
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Definition 6.2. Let T [n] = {t1, t2, ...., tn} be a set of unique tasks in FEL where
n is the number of unique tasks and 1 6 n. Let Mx = {S1,S2, ....,Sx} and
M′x = {S ′1,S ′2, ....,S ′x} where Si,S ′i ⊆ T [n] and 1 6 i 6 x:
Precision is ⇒ P (S ′i|Si) =
|Si ∩ S ′i|
|Si|
Recall is ⇒ R(S ′i|Si) =
|Si ∩ S ′i|
|S ′i|
.
In our experiments, the idea of the precision and recall is used to compare the
Manual model with the α-algorithm andMx models. When this idea is reflected,
the averages of the precision and recall in all stages are generated in Equations
(6.5) and (6.6), respectively. Subsequently, the precision and recall averages of
Mx could be evaluated and compared with the precision and recall averages of
the other baselines.
P (M′x|Mx) =
x∑
1
P (S ′i|Si)
x
(6.5)
R(M′x|Mx) =
x∑
1
R(S ′i|Si)
x
(6.6)
6.4.2 Dependency
The dependencies among tasks obviously contribute in showing and controlling
the structure of the process model and tasks relations. Therefore, process mining
and data mining have been applying the dependency as a measure to construct
the process model or flow graph. For instance, in process mining Weijters et
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al. [115] generated a dependency graph based on the concept of “the all-activities-
connected heuristic”. Other algorithms in process mining have been using this
dependency as a basis since it was generated. Consequently, these kinds of al-
gorithms are called Heuristic-based algorithms. The Heuristic-based algorithms
mainly consider the frequencies of the two contrary directions of flow. On the
other hand, in data mining, Pawlak [58] included and used flow graphs to de-
scribe the relations of association rules and dependencies among tasks. Pawlak
introduced the dependency based on an acyclic flow graph and probability theory,
using an event-independent concept. Pawlak provided a representation of data
flow and dependency based on confidences. In this study, the dependency is con-
sidered as a substantial contribution and used as a significant measure, because
the proposed method includes comprehensive realisation of how the dependency
between a pair of tasks should be represented.
The dependency in Dη is seen as a comprehensive realisation for several rea-
sons. Dη does not only include the 1-1 relation, but it also covers the other
possible relations, such as M-1 and 1-M relations. Thus, when Dη is evaluated
and validated, these types of the flow relations are also evaluated and validated.
Moreover, Dη applies the confidence instead of the frequency, while the confidence
reflects the genuine association between a pair of tasks. Furthermore, Dη con-
siders the bidirectional flow between a pair of tasks and is composed in a proper
formularisation.
Along with the comprehensive realisation in dependency, the stages also en-
hance the evaluation using dependency as a measure where the flow in the process
should be among the stages. The dependency evaluation uses the stages contribu-
tion to align the dependency based on the unique, sequential, and stable stages.
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As a result, the dependency difference between out-flow and in-flow of a stage
should be near to zero or zero, as it is shown in Property 6.1.
6.5 Summary
In this chapter, the proposed contributions facilitated and encouraged the in-
troduction of the novel evaluation principle and arrangements that manage and
control the evaluation and experiment, since the evaluation in process mining is a
controversial issue. The experimental evaluation used dependency, precision and
recall measures.
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Chapter 7
Evaluation
Evaluation in knowledge discovery is a challenging component, especially in pro-
cess mining. According to the Process Mining Manifesto [92], some of the chal-
lenges in evaluation include finding baselines, avoiding bias, combining with other
kinds of analysis and balancing the measures. Additionally, evaluation in knowl-
edge discovery has encountered several open issues that are out of the scope of the
proposed method. However, these issues may be linked to this research in future
work. The main focus of this chapter is to show how effectively the major aims
of the proposed method are evaluated and how the proposed method compares
with and outperforms other methods.
The major aims that need to be evaluated and validated in this section are:
• The stages represented inMx are used to represent the process model and
decision points in a lasagna-like model that supports decision-making.
• The matrices simplify and formulate the possible M-1 and 1-M relations
between a pair of tasks in the graph. This simplification and formulation
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leads to the introduction of the new dependency equation “Dη”, which pro-
vides the right flow between a pair of tasks and increases their dependency
precision.
• The evaluation principle in Chapter 6 is applied to evaluate and validate
the proposed method using the concepts in Mx and Dη.
Based on the representational aims of an analyst, various measures can be
used in the process model discovery [89]. Since the main aims of the proposed
method are theMx representation and Dη representation, the two contributions
need to be evaluated, measured and compared with other representations using
quantifiable measures, such as dependency, precision and recall. This evaluation
starts when the proposed method is executed. Thus, Mx, flow among tasks,
confidences and dependencies must be created before starting the evaluation.
Since the proposed method introduces a new representation to facilitate vi-
sualisation of the process model in the stages with dependency among tasks, the
evaluation is not concerned with a method to discover the best process model or
compare process modelling languages. Although a discovery graph or model can
affect the stages and dependency, the evaluation mainly focuses on the stages and
dependency between a pair of tasks. Thus, discovering the best process model
would require other complex aspects in the process mining discipline; it is a dif-
ficult or even impossible job [89]. This can be identified as another open issue,
which is out of the scope of this research.
The stages evaluation and the dependency evaluation overlap. After identi-
fying the dependency between a pair of tasks, the dependency is used on the
level of a stage and compared with other baselines. Their evaluation intersects
in the fact that the out-flow and in-flow of a stage should be balanced based on
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Property 6.1 in Chapter 6.
In the evaluation, one of the important parts in our intensive experiments was
the validation. To examine the robustness and reliability, the proposed method
was validated by trying to interfere with the flow. We intentionally injected some
loops or exceptions that deviated or corrupted the outcomes of the dependency.
Subsequently, the outcomes were observed and discussed to identify the varia-
tions in the outcomes and the degree of robustness and reliability in the proposed
method compared to other baselines.
The testing environment and framework of the evaluation begin with the
datasets in Section 7.1. The baselines are depicted in Section 7.2, while Section
7.3 portrays the dependency setup used in the evaluation. The procedures of
the evaluation are listed in Section 7.4 and the results are shown in Section 7.5.
In Section 7.6, the list of features in Mx are discussed and compared with the
baselines. Section 7.7 implements the evaluation principle in Chapter 6. Finally,
the validation of the proposed representation is conducted in Section 7.8.
7.1 Datasets
Two datasets were applied in the experiments. The first dataset was FEL1 as
shown in Table 3.1 (Section 3.1.2 in Chapter 3). FEL1 was used in the illustrative
scenario to help understand the proposed method. The evaluation using FEL1
started fromM4 and the dependency results in previous chapters. In FEL1, only
the dependency was evaluated and validated, because the main components of the
evaluation stages do not exist as baselines. The second dataset in the evaluation
was the event log of the Teleclaim process. The Teleclaim process is inverted from
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the process mining group∗ at the Eindhoven University of Technology, which is a
pioneer in the process mining discipline. In the Teleclaim data,Mx and Dη were
thoroughly evaluated and validated.
7.1.1 Teleclaim Process
The Teleclaim process is commonly used in the process mining or business pro-
cess management field, such as [100], [33], [61], [65], [66] and [97]. Its event log
is synthetic and without noise. The event log was used in the evaluation of the
stages and dependency. The result details of the Teleclaim process are described
in Section 7.5.
Teleclaim represents the process of an Australian insurance company and
shows how the insurance company handles its claims. The process deals with
the handling of inbound phone calls, whereby different types of insurance claims
(e.g. household and car insurance) are lodged over the phone. The process is
supported by two separate call centres operating for two different organisational
entities (Brisbane and Sydney). Both centres are similar in terms of incoming
call volume and average total call handling time, but different in the way the
call centre agents deployed the underlying IT systems. After the initial steps
are conducted in the call centre, the remainder of the process is handled by the
back-office of the insurance company (refer to [33], [66] and [97] to understand
the process in various business process modelling languages).
7.1.2 Event Log of Teleclaim Process
The event log of the Teleclaim process contains 46, 138 events related to 3, 512
traces (cases or claims) with 15 unique tasks. The event log is duplicated in two
∗More information can be found at http://www.processmining.org
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kinds of file formats (MXML and XES). In the present research, the XES file
format was used as an input of the preprocessing in the proposed method. Figure
7.1 displays a part of the XES file format in the event log of the Teleclaim process.
This figure shows an example of the event log before preprocessing and filtering.
Figure 7.1: Part of XES file format in event log of Teleclaim process.
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7.2 Baselines
Based on the two contributions, the proposed method has two kinds of results that
need to be compared with two kinds of baselines: stage baselines and dependency
baselines. Since the evaluation of the dependency and stage share the same
equations in the evaluation principle in Chapter 6, they share the evaluation
using Equations (6.1), (6.2), (6.3) and (6.4).
7.2.1 Stages Baselines
In the last decade, many of the algorithms of process model discovery were pub-
lished. Most of them were an extension and embed a lot of the basic relations
that were formally generated by α-algorithm, such as direct succession, causality,
parallelism and choice relations [103]. In addition, most of them were inspired by
or derived from α-algorithm, even though α-algorithm is a basic concept in that
field. As yet, there are no methods that discover the actual or best process model
from the event log, since each method proposes a solution based on its represen-
tational aims and disregards other open and challenging issues [89]. Moreover,
none of the existing methods consider the stages in their representation. When
the outcome of α-algorithm is extracted, the process models of α-algorithm and
the proposed method can be analysed, discussed and improved in order to extract
the Manual model. Thus, the Manual model is assumed to be the ground-truth
or correct model. Consequently, the α-algorithm and Manual models were se-
lected as the baselines to compare with Mx.
The stages are manually applied as soon as the α-algorithm and Manual mod-
els are completed to match Mx. In the α-algorithm and Manual models, Petri
net modelling language is used, because it is a formal modelling language [114].
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7.2.2 Dependency Equation Baselines
Another opinion in the formulation of dependency uses the M-1 flow, while disre-
garding the other flow directions. An example of this is the Pawlak representation
in [58]. Pawlak introduced Equation (7.1), based on an acyclic flow graph and
probability theory using an event-independent concept. Pawlak includes and
uses the flow graph to describe the relations of association rules and dependen-
cies among tasks. The key elements in this equation, when having a pair of tasks,
(ti, tj), are the confidence of (tiL tj) and the normalised flow of dependent task,
tj. The elements of the equation are fraction values after normalisation. The same
as Weijters, the result of η(ti, tj) is also between 1 and −1. η(ti, tj) is independent
and equals zero when conf(ti L tj) = (inF low(tj)/gphF low(Mx)). Although
Pawlak considers the M-1 flow, fraction and confidence in the dependency for-
mulation, the dependency is formulated based on one direction, neglecting the
contrary direction and the 1-M flow.
η(ti, tj) =
conf(tiL tj)− (inF low(tj)/gphF low(Mx))
conf(tiL tj) + (inF low(tj)/gphF low(Mx)) (7.1)
Since Dη is proposed as a new dependency in Equation (4.16), its outcomes
need to be evaluated, measured and compared with the outcomes of other depen-
dency equations. Therefore, the Weijters equation (Equation (3.1)) and η equa-
tion (Equation 7.1)) are used as baseline equations when evaluating Dη equation.
In addition, Equations (6.1), (6.2), (6.3) and (6.4) are used when the evaluation
principle in Chapter 6 is applied for the dependency and stage.
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7.3 Dependency Setup
Some setup needed to be applied to achieve the evaluation principle in Chapter
6. Equations (6.3) and (6.4) were applied using the three dependency equations
(Weijters, η and Dη) and the three process models (α-algorithm, Manual and
Mx) in order to compare them and show the performance ofMx and Dη. Equa-
tion (6.3) is linked to the other equations in the proposed method and its result
cannot be achieved unless all of the graph characteristics, dependency equations
and the dependency averages are executed. Therefore, when the three dependency
equations are identified, the totals of the in-flow and out-flow dependencies for
every task are calculated, excluding parallel tasks. Subsequently, Equations (6.1)
and (6.2) are applied in the three dependency equations and the three process
models. After that, Equation (6.3) calculates the difference between the depen-
dency averages of the out-flow and the in-flow for the stages. Whenever the
difference for every stage in any dependency equation is nearly zero or zero, the
equation provides more accuracy, because all of the in-flow should correspond to
the out-flow in every stage. The second equation that was also applied using the
Weijters, η and Dη equations and the α-algorithm, Manual andMx models was
Equation (6.4). The application of Equation (6.4) is based on the outcomes of
Equation (6.3). Equation (6.4) is the average of the stages results from Equation
(6.3).
7.4 Evaluation Procedures
This section discusses the sequence of the procedures followed to evaluate the
proposed aims. It also presents the results to discuss them and then to validate
the proposed aims in the following sections. After introducing the main compo-
nents of the evaluation in the previous sections, such as datasets, baselines and
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measures, the following consecutive procedures were implemented in this evalua-
tion:
1. Mx was discovered for the Teleclaim process by using the proposed method.
2. The results of the dependency equations for the baselines and Dη were
identified for Mx.
3. α-algorithm was executed for the Teleclaim process in order to create its
model with stages.
4. The results of the dependency equations for the baselines and Dη were
identified for the α-algorithm model.
5. The Manual model was derived and discovered from analysing the α-algorithm
and Mx models.
6. The results of the dependency equations for the baselines and Dη were
identified for the Manual model.
7. Based on the stages of the Manual model, the precision and recall were
applied and then the precision and recall results of Mx and α-algorithm
were discussed.
8. The main features of Mx were discussed and compared with the Manual
and α-algorithm models.
9. The dependency setup was conducted by executing the proposed equations
for the evaluation (Equations (6.1), (6.2), (6.3) and (6.4)). Subsequently,
the results of these equations were discussed and compared to demonstrate
the significance of the proposed representation.
10. The proposed method was validated in terms of the flow directions using
FEL1 and the Teleclaim event log.
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7.5 Results
7.5.1 Mx Discovery
The following sections show how the proposed method in Figure 3.1 was executed,
starting from the event log of the Teleclaim process and ending at constructing
Dη and Mx.
7.5.1.1 Preprocessing
The preprocessing started with the event log of Teleclaim in the XES file format.
Firstly, we extracted all of the tasks to be created, T [15], and assigned new
conventional names for every task as it is shown in Table 7.1. Subsequently,
one set of transactional records was generated for the traces, excluding irrelevant
and useless data. The final result of the preprocessing was FEL of the Teleclaim
process (FEL2). Table 7.2 shows the first ten transactional records in FEL2,
which is a small part of 3,512 transactional records in FEL2.
7.5.1.2 Knowledge Extraction
The knowledge extraction includes the abstraction and induction steps. After
filtering the Teleclaim event log to generate FEL2, the abstraction and induction
steps commenced. The relations between a pair of tasks in the proposed method
were applied in FEL2. However, no loop relations existed in the Teleclaim process.
Firstly, the abstraction step started from the inputs: FEL2 and T [15]. By
using these inputs and the concepts of DSR, LOR and LTR, Algorithm 1 gener-
ated DSR[15, 15] in Table 7.3 and ALR[15, 15] (ALR[15, 15] was empty, because
there were no loops in the Teleclaim process).
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Table 7.1: Conventional name for Teleclaim tasks.
Conventional Name The real name of task
t1 Incoming Claim
t2 Brisbane Checking Information
t3 Sydney Checking Information
t4 Brisbane Registering Claim
t5 Sydney Registering Claim
t6 Determining Likelihood of Claim
t7 Assessing Claim
t8 Initiating Payment
t9 Closing Claim
t10 Advising Claimant on Reimbursement
t11 Brisbane Insufficient Information
t12 Not Laible
t13 Processed Claim
t14 Rejected Claim
t15 Sydney Insufficient Information
Table 7.2: First ten transactional records in FEL2.
Sequence Transactional Record
1 t1, t2, t4, t6, t12
2 t1, t3, t5, t6, t7t10, t8, t9t13
3 t1, t2, t4, t6, t7t8, t10, t9t13
4 t1, t2, t4, t6, t7t10, t8, t9t13
5 t1, t2, t4, t6, t12
6 t1, t3, t5, t6, t12
7 t1, t2, t4, t6, t7t10, t8, t9t13
8 t1, t3, t5, t6, t7t8, t10, t9t13
9 t1, t2, t4, t6, t12
10 t1, t3, t15
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Table 7.3: DSR[15 ∗ 15] for FEL2.
Task t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 OutFlow
t1 1720 1792 3512
t2 1525 195 1720
t3 1425 367 1792
t4 1525 1525
t5 1425 1425
t6 2461 489 2950
t7 982 994 485 2461
t8 1504 472 1976
t9 510 1466 1976
t10 994 472 510 1976
t11 0
t12 0
t13 0
t14 0
t15 0
InFlow 0 1720 1792 1525 1425 2950 2461 1976 1976 1976 195 489 1976 485 367
Total 21313 21313
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After that, the induction step was applied. Starting from the outputs of
the abstraction step in the induction step, CR, PR and LLR were derived from
DSR[15, 15] and ALR[15, 15] in order to create CPR[15, 15]. Thus, Algorithm 3
was executed to achieve the details in the induction step and generated CPR[15, 15]
in Table 7.4. Since no LLR existed in FEL2, Algorithm 4 did not lead to modifi-
cations on ALR[15, 15] when it was executed.
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Table 7.4: CPR[15, 15] for FEL2.
Task t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 Out-task
t1 (→L, 1720) (→L, 1792) {t2, t3}
t2 (→L, 1525) (→L, 195) {t4, t11}
t3 (→L, 1425) (→L, 367) {t5, t15}
t4 (→L, 1525) {t6}
t5 (→L, 1425) {t6}
t6 (→L, 2461) (→L, 489) {t7, t12}
t7 (→L, 982) (→L, 994) (→L, 485) {t8, t10, t14}
t8 (→L, 1504) (‖L, 472) {t9}
t9 (‖L, 510) (→L, 1466) {t13}
t10 (‖L, 994) (‖L, 472) (→L, 510) {t13}
t11 {∅}
t12 {∅}
t13 {∅}
t14 {∅}
t15 {∅}
In-task {∅} {t1} {t1} {t2} {t3} {t4, t5} {t6} {t7} {t8} {t7} {t2} {t6} {t9, t10} {t7} {t3}
Parallel {∅} {∅} {∅} {∅} {∅} {∅} {∅} {t10} {t10} {t8, t9} {∅} {∅} {∅} {∅} {∅} {t8, t9, t10}
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7.5.1.3 Flow and Dependency Construction
All the equations that contributed to the dependency equations between a pair
of tasks were executed in M6. Figure 7.2 shows some important results of these
equations included into M6 that results in the next step (Section 7.5.1.4). Ini-
tially, the in-flows and out-flows of every task were calculated. After that, the
equation of the flow between a pair of tasks was identified. The last calculated
equation to find the dependency was confidence. When the execution of the
aforementioned equations was completed, the outcomes of the three dependency
equations (Weijters, η and Dη) were conducted for M6. The three dependency
equations were also conducted when the α-algorithm and Manual models were
ready in Sections 7.5.2 and 7.5.3.
7.5.1.4 Stages Construction
The stages construction started with identifying the source, sink, in-, out- and
parallel tasks in CPR[15, 15] and ALR[15, 15]. Equations (4.6) and (4.7) ob-
tained the source and sink tasks, respectively. {t1} was the only source and
{t11, t12, t13, t14, t15} were the sink tasks in the Teleclaim process. The parallel
tasks, which were obtained by Equation (4.5), were {t8, t9, t10}; the rest of the
tasks were the internal tasks {t2, t3, t4, t5, t6, t7, t8, t9, t10, }.
In order to construct Mx, the bottom-up strategy was used in Algorithm
6 with the extracted knowledge stored in CPR[15, 15] and ALR[15, 15]. The
output of Algorithm 6 was M6 in Figure 7.2. Figure 7.2 includes one fused
parallel portion that starts from task t7, ends at task t13, and includes tasks
{t8, t9, t10}. M6 was built by using basic model constructs to show the concept of
the stages. The details of these constructs are shown at the bottom of Figure 7.2,
which also shows some important results from the equations in M6. Six stages
were automatically generated in M6 for the Teleclaim process.
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Figure 7.2: M6 using FEL2
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7.5.2 α-Algorithm Model
The α-algorithm model was created by the ProM framework† [100, 105] by us-
ing the event log in the XES file format. Figure 7.3 shows the outcome of the
ProM framework after adapting the results to show the stages. The outcome of
the α-algorithm model was represented by the Petri net modelling language. Af-
ter creating the α-algorithm model, the stages were manually added and aligned
with the outcome of α-algorithm. The α-algorithm model in Figure 7.3 consists of
eight stages. More stages were discovered, because it was difficult to identify the
non-free-choice situation in the Teleclaim process using α-algorithm. This issue
impeded α-algorithm from implementing the model with the right depiction. For
instance, α-algorithm did not discover the parallel tasks in the model. Therefore,
the parallel tasks were included in the stages. These tasks should not have been
included, because the parallel tasks are not supposed to be in a stage.
Ultimately, the outcomes of the three dependency equations (Weijters, η and
Dη) were generated for α-algorithm, because all of the equations, that contribute
in the dependency equations between a pair of tasks, were ready in Section 7.5.1.3.
†More information can be found at http://www.processmining.org
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Figure 7.3: α-algorithm model generated by ProM framework with using Teleclaim event log and XES file format.
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7.5.3 Manual Model
By using the Petri net modelling language, the Manual model for the Teleclaim
process in Figure 7.4 was derived from the α-algorithm model in Figure 7.3 with
the help of M6 in Figure 7.2. For the purpose of comparing and evaluating the
proposed method, the stages were added in the Manual model in Figure 7.4.
There is a critical issue generated in the α-algorithm model. The issue is
how to discover and model a non-free-choice construct. The Teleclaim process
has a non-free-choice situation. The non-free-choice situation is a mixture of
parallelism and choice [116]. This situation created a deadlock in the model
generated by α-algorithm. The situation arose after transition t7. According
to [110], the deadlock is an extremely detrimental circumstance in which a group
of tasks is infinitely waiting for one another to release resources. The situation of
non-free-choice also created ignorance of parallelism that starts from AND-split
in the dummy task and should end at t13, the position of AND-join. Due to
the limitation of the Petri net modelling language, the new dummy transition
or task in the Manual model was added in order to avoid the deadlock and the
parallelism ignorance issues, which were created by the non-free-choice situation.
On the other hand, the non-free-choice situation was discovered by the proposed
method, and the deadlock and the parallelism ignorance issues were avoided in
the Manual and Mx models.
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Figure 7.4: Manual model for Teleclaim process.
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The Manual model in Figure 7.4 generated seven stages. Due to the im-
plementation of the dummy task to solve the non-free-choice issue, the dummy
task was included in the stages of the Manual model and was treated as a special
case. The in-flow or out-flow of the dummy task were (outflow(t7)−inflow(t14)),
because t7 had a flow option to t14 or flow option to the parallel tasks. This tech-
nique enabled the dummy task to be considered and included in the stages of the
Manual model.
In the same way, the outcomes of the three dependency equations (Weijters,
η and Dη) were created for the Manual model, because all of the equations, that
contribute in the dependency equations between a pair of tasks were ready in
Section 7.5.1.3.
7.5.4 Results from Using Precision and Recall
Table 7.5 shows tasks included into stages for the Manual, α-algorithm and M6
models. The tasks of the stages in every model were used to find the precision
and recall. The precision “P (S ′i|Si)” and recall “R(S ′i|Si)” were assigned for every
stage in the α-algorithm andM6 models based on the fact that the Manual model
provided state of the art for the Teleclaim process. Therefore, Table 7.6 displays
the precision and recall of every stage in the α-algorithm model compared with
the Manual model, whereas Table 7.7 shows the same comparison forM6. If one
of the compared stages is an empty set, the precision or recall is zero.
The averages percentages of precision and recall in Equations (6.5) and (6.6),
respectively, were identified in the last row in Tables 7.6 and 7.7. Figure 7.5
represents the precision and recall comparison between the M6 and α-algorithm
models. As shown in Figure 7.5, the precision and recall of M6 outperformed
the precision and recall of α-algorithm. However, identifying the precision and
114 Chapter 7. Evaluation
Table 7.5: Tasks included into stages for three models.
Sequential stage Manual α algorithm M6
The 1st stage {t1} {t1} {t1}
The 2nd stage {t2, t3} {t2, t3} {t2, t3}
The 3rd stage {t4, t5, t11, t15} {t4, t5, t11, t15} {t4, t5, t11, t15}
The 4th stage {t6} {t6} {t6}
The 5th stage {t7, t12} {t7, t12} {t7, t12}
The 6th stage Dummy {t8, t10} {t13, t14}
The 7th stage {t13, t14} {t9, t14} {∅}
The 8th stage {∅} {t13} {∅}
Table 7.6: Precision and recall when comparing α-algorithm with Manual models.
Sequential stage Manual α algorithm Precision Recall
The 1st stage {t1} {t1} 1 1
The 2nd stage {t2, t3} {t2, t3} 1 1
The 3rd stage {t4, t5, t11, t15} {t4, t5, t11, t15} 1 1
The 4th stage {t6} {t6} 1 1
The 5th stage {t7, t12} {t7, t12} 1 1
The 6th stage Dummy {t8, t10} 0 0
The 7th stage {t13, t14} {t9, t14} 0.5 0.5
The 8th stage {∅} {t13} 0 0
Average% 69% 69%
Table 7.7: Precision and recall when comparing M6 with Manual models.
Sequential stage Manual M6 Precision Recall
The 1st stage {t1} {t1} 1 1
The 2nd stage {t2, t3} {t2, t3} 1 1
The 3rd stage {t4, t5, t11, t15} {t4, t5, t11, t15} 1 1
The 4th stage {t6} {t6} 1 1
The 5th stage {t7, t12} {t7, t12} 1 1
The 6th stage Dummy {t13, t14} 0 0
The 7th stage {t13, t14} {∅} 0 0
Average% 72% 72%
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recall in this case needs more tasks in a process. The more tasks included in
the process with fewer stages to compare, the more accurate the results of the
precision and recall. Since the number of tasks in the Teleclaim process was low,
with distributed tasks in more stages, the precision and recall were equal and did
not show the perfect comparison.
Figure 7.5: Precision and recall comparison for M6 and α-algorithm.
7.6 Use of Features in Mx
Table 7.8 lists the main features of Mx. The Manual and α-algorithm methods
are also listed in the table to compare them with Mx. As shown in Table 7.8,
some listed features did not exist in the Manual and α-algorithm methods. If
the feature option is marked as (X), it means it existed; if it is marked as (×),
it means the feature did not exist. When the feature option has (X/ ×), that
means the feature existed excluding specific cases. For example, the parallelism
in the α-algorithm method had a (X/ ×) option, which means that parallelism
can generally be discovered in α-algorithm, while it can not be discovered in some
cases, such as the parallelism which occurred in a non-free-choice situation. The
other example of the (X/×) option is when the Manual model had this option in
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T [n] and direct succession. The dummy tasks in the Manual model created extra
tasks that did not exist in T [n]. The dummy task also generated extra direct
succession relations that did not exist in the Teleclaim process. The inability to
discover the parallelism and right direct succession can confuse the main aspects
in the proposed methods [92].
Although the other important aspects in process model discovery were not
introduced, the main proposed aspects inMx were covered and aligned with the
main aspects in process model discovery. The main significant features (Table
7.8) which did not exist in the Manual and α-algorithm methods are the concepts
of the stages, the relation of 1-M or M-1, fusion and confidence.
Table 7.8: Comparison of Manual, α-algorithm and Mx methods.
Feature Manual α algorithm Mx
T [n] X/ × X X
Source and sink tasks X X X
Direct succession X/ × X X
Parallelism X X/ × X
Loops X × X
Deadlock X × X
Confidence × × X
Dependency × X X
Control and data flow X X X
Non-free-choice X × X
Fusion × × X
1-M and M-1 relations × × X
Stages × × X
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7.7 Implementation of Evaluation Principle
With the help of stages, dependency can be an adequate and useful measure,
since the stages and dependency include the significant and comprehensive repre-
sentation that can quantitatively evaluate the extracted knowledge. This section
implements the evaluation principle and shows how the dependency (with the
help of the stages) was used to evaluate and compare Mx and Dη with other
baselines as well as to prove that the proposed method outperforms the baselines.
Since Equation (6.4) is the accumulated averages of the dependency differences
between the out-flow and in-flow of the stages, the final results of Equation (6.4)
in Table 7.9 using M6 and Dη revealed the best result compared with other
baselines. In FEL2, the result of Equation (6.4) using M6 and Dη was 0.13,
which was the closest value to zero compared with the other baselines. In the
case of using FEL1, the result of Equation (6.4) using Dη was 0.08, which was
also the closest value to zero compared with the other baselines. To sum up,
the result from M6 at the level of a dependency equation was the best result
compared to the α-algorithm and Manual models. In the same way, the result
from the Dη at the level of a model was the best result compared to the Weijters
and η equations.
7.7.1 Results Using FEL2
This section focuses on two aspects: the three dependency equations (Weijters,
η and Dη) and the stages in the three models (Manual, α-algorithm and M6).
Firstly, din(ti) in Equation (6.1) and dout(ti) in Equation (6.2) were executed in
every dependency equation for all tasks in FEL2. Subsequently, the difference in
Equation (6.3) was calculated for the dependency equations in every model. The
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Table 7.9: Results of Equation (6.4) using all models and dependency equations.
Models for FEL2 Weijters η Dη Change%
α algorithm 0.67 0.22 0.18 21%
Manual 0.61 0.21 0.15 29%
M6 0.48 0.19 0.13 30%
Change% 22% 9% 10%
Model for FEL1
M4 0.12 0.10 0.08
results of that equation are shown in Table 7.10 for the α-algorithm model, in
Table 7.11 for the Manual model and in Table 7.12 for the M6 model. Lastly,
the results of Equation (6.4) for FEL2 and FEL1, which is the absolute average,
are shown in Table 7.9 to test and compare the results of the three dependency
equations in FEL2 and FEL1 and the three models in FEL2.
Table 7.10: Results of Equation (6.3) using α-algorithm and FEL2.
Sequential stagee Weijters η Dη
The 1st stage 0.13 0.00 0.04
The 2nd stage 0.13 0.09 0.03
The 3rd stage −0.13 −0.08 −0.01
The 4th stage 0.00 0.00 −0.03
The 5th stage 0.07 −0.02 0.01
The 6th stage −0.13 0.02 −0.04
The 7th stage −0.07 −0.01 −0.01
The 8th stage 0.00 0.00 0.00
Absolute average 0.67 0.22 0.18
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Table 7.11: Results of Equation (6.3) using Manual and FEL2.
Sequential stage Weijters η Dη
The 1st stage 0.13 0.00 0.04
The 2nd stage 0.13 0.09 0.03
The 3rd stage −0.13 −0.08 −0.01
The 4th stage 0.00 0.00 −0.03
The 5th stage 0.07 −0.02 0.01
The 6th stage −0.13 −0.02 −0.02
The 7th stage −0.07 −0.01 −0.01
Absolute average 0.61 0.21 0.15
Table 7.12: Results of Equation (6.3) using M6 and FEL2.
Sequential stage Weijters η Dη
The 1st stage 0.13 0.00 0.04
The 2nd stage 0.13 0.09 0.03
The 3rd stage −0.13 −0.08 −0.02
The 4th stage 0.00 0.00 −0.03
The 5th stage 0.07 −0.02 0.01
The 6th stage −0.07 −0.01 −0.01
Absolute average 0.48 0.19 0.13
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7.7.2 Results Using FEL1
The result of the scenario using FEL1, introduced as an example to help under-
stand the proposed method, was applied to evaluate and compare the three depen-
dency equations (Weijters, η and Dη). Since the proposed method was generated
using FEL1, all of the information needed was ready to be used for the evaluation
and comparison. The three dependency equations were firstly executed, with the
inclusion of the extended dependency equations for loops (Equations (3.2), (3.3),
(4.17) and (4.18)). After obtaining all dependencies between a pair of tasks in
FEL1 for the three dependency equations, we calculated the dependency total of
the in-flow and the total of the out-flow for every signal task, with the exclusion
of parallel tasks: t4 and t7. As shown in Table 7.13 and Figure 7.9, the average
in Equation (6.3) was generated for all stages in the three dependency equations.
FEL1 was only used to evaluate the dependency part, because the main com-
ponents of stage evaluation did not exist. FEL1 did not have a file format of
MXML or XES, which are the inputs to generate the α-algorithm model in the
ProM framework. Additionally, having the small number of traces in FEL1 did
not create enough options of the model behaviour.
Table 7.13: Results of Equation (6.3) using M4 and FEL1.
Sequential Stage Weijters η Dη
The 1st stage 0.13 0.02 0.05
The 2nd stage 0.17 0.05 0.10
The 3rd stage −0.09 −0.19 −0.05
The 4th stage −0.06 0.12 −0.10
Absolute average 0.12 0.10 0.08
7.7. Implementation of Evaluation Principle 121
7.7.3 Discussion
The discussion points in this section mainly focus on the stages and the depen-
dency. The discussion is based on the evaluation principle that the difference
in Equation (6.3) should be near to zero or zero. Therefore, the information
in Tables 7.10, 7.11, 7.12 and 7.13 are graphically represented in Figures 7.6,
7.7, 7.8 and 7.9, respectively. Obviously, the information in the tables is aligned
in the figures based on the dependency equations and the stages. The vertical
axis represents the dependency differences, and the horizontal axis represents the
stages. The results of Equation (6.3) fluctuate between positive and negative
values. The four curves in the aforementioned figures describe the outputs of the
three equations (Weijters, η and Dη) at every stage.
Figure 7.6: Depiction of Equation (6.3) results in Table 7.10 using α-algorithm.
Table 7.9 shows the results of Equation (6.4) for all the dependency equations
and models. These results are depicted in Figure 7.10 for FEL2 and in Figure 7.11
for FEL1. Figure 7.10 enables us to test and compare the average results of the
three dependency equations in the three models for FEL2, whereas Figure 7.11
enables us to test and compare the average results of the three dependency equa-
tions inM4 for FEL1. The details in Figure 7.10 and Figure 7.11 are thoroughly
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Figure 7.7: Depiction of Equation (6.3) results in Table 7.11 using Manual.
Figure 7.8: Depiction of Equation (6.3) results in Table 7.12 using M6.
Figure 7.9: Depiction of Equation (6.3) results in Table 7.13 using M4.
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demonstrated in the following discussion using Equation (6.4).
Figure 7.10: Depiction of Equation (6.4) results for three dependencies and three
models using FEL2.
Figure 7.11: Depiction of Equation (6.4) results for three dependencies and M4
using FEL1.
7.7.3.1 Dependency
The comparison in this section deals with the dependency equations in Figures
7.6, 7.7, 7.8 and 7.9. Every dependency equation is discussed in every figure,
while disregarding the comparison of one figure with the other figures. Compar-
ing one figure with the other figures is described in Figure 7.10.
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The first equation in Figures 7.6, 7.7, 7.8 and 7.9 is Weijters, which was built
based on the frequencies of the contrary flow between a pair of tasks. The higher
the frequencies included in the equation, the higher the accuracy. The substan-
tial components of Weijters create defects. Weijters does not include the M-1
and 1-M flows. It also loses accurate performance in the case of low frequency
flow. In addition, it does not include confidence when formulating the equation.
According to [115], the Weijters equation is far from complete and does not con-
sider other relations, such as long distance relations. Thus, in the present study,
the results of Equation (6.3) using Weijters provided more values separated from
zero compared to the other equations in Figures 7.6, 7.7, 7.8 and 7.9. In other
words, at the same stage level, most of the results for Weijters in the four figures
are higher values in the case of positive values and lower values in the case of
negative values.
The second dependency equation is η, shown in Figures 7.6, 7.7, 7.8 and 7.9.
Despite the results of η in Equation (6.3) being better than the results of Wei-
jters, η had more values separated from zero when compared with the results of
Dη. In other words, most of the values in η were less accurate than the values in
Dη with regard to closeness to zero. This flaw in η was caused by not including
the proper formulation. It also considers one-directional flow, since the model is
considered acyclic, when formulating the dependency equation [58].
Dη is the third dependency equation shown in Figures 7.6, 7.7, 7.8 and 7.9.
Most of the values of Dη were the best values that were almost zero. Therefore,
Dη combines and balances between Weijters and η to get the best dependency
formulation. This formulation avoids the negative aspects found in the other
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equations and enhances some neglected ones. For example, Dη considers the M-1
and 1-M flows and it includes confidences when formulating the equation instead
of frequencies. It also considers bidirectional flow. Hence, the proposed equation
provides us with more precise results.
7.7.3.2 Stages
The discussion in this section is not about a method to discover the best process
model: it is about the stages in a model. The stages in the M6, α-algorithm
and Manual models are examined and compared with each other. Figures 7.2,
7.3 and 7.4 show the M6, α-algorithm and Manual models, respectively. Ev-
ery figure shows how the stages are formed. Additionally, the results of Equation
(6.4) in Table 7.9 are used to compare the three models and present the outcomes.
Starting from comparing the number of stages among the three models, M6
in Figure 7.2 obviously comprises six stages, which is the lowest number of stages
compared with the other models. On the other hand, the α-algorithm model con-
sists of eight stages. The α-algorithm model (Figure 7.3) has more stages than
the others, because α-algorithm has difficulty identifying the non-free-choice sit-
uation in the Teleclaim process. This issue impeded α-algorithm from effectively
implementing the model. For instance, α-algorithm did not discover the parallel
tasks in the model. Therefore, the parallel tasks were included in the stages.
These tasks should not have been included, because the parallel tasks are not
supposed to be in the stages. The Manual model (Figure 7.4) has seven stages.
In this model, the dummy task increased the stages, which was added to solve the
non-free-choice situation. As shown in Figure 7.2,M6 clearly describes the Tele-
claim process in fewer stages, thus expressing the reality of the Teleclaim process.
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Figure 7.10 displays the results of Equation (6.4) in the Manual, α-algorithm
andM6 models for every dependency equation. In this figure, the comparison is
built based on the property that the perfect result of Equation (6.4) should be
zero or near zero. Whenever the result is closer to zero, it is closer to correctness.
As shown in the figure, the declining appearance in the results of the three models
using the three dependency equations shares the same scale. Therefore, the results
of the three models and the three dependency equations share common significant
aspects. The first shared aspect is that the results of the three models in every
dependency equation sloped to zero, starting from α-algorithm, going through
Manual, and ending at M6. It appears that all of the results from M6 were the
lowest results in every dependency equation. Compared with the α-algorithm
and Manual results, theM6 results using the Weijters equation visibly dropped,
while theM6 results using the η and Dη equations slightly declined. The second
significant shared aspect is that the results of the three equations in every model
also sloped to zero, starting from Weijters, going through η, and ending at Dη.
The Dη results appeared to be the lowest result compared with the Weijters and
η results. The results of the three dependency equations in the Manual model
dramatically dropped from the α-algorithm results, while theM6 results slightly
declined from the Manual model results.
7.7.3.3 Summary
Along with Figure 7.10, Table 7.9 shows the results of Equation (6.4) forM6, Dη
and all baselines using FEL2. As shown in Table 7.9, the results are promising.
On one hand, the results forM6 were the lowest results when compared with the
other baselines at the level of a dependency. On the other hand, the results of Dη
were the lowest results when compared with other related baselines at the level
of a model. Additionally, Table 7.9 shows the change percentages ofM6 and Dη
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when they are compared with the lowest results of the other related baselines.
The change percentages ofM6 were the highest results compared with the other
models. However, the change percentages of Dη in the case of the dependency
were not the highest results compared with the other equations. The depen-
dency in η was the highest result, because the structure of the η equation does
not consider bidirectional flow. Thus, the results of Equation (6.4) using η did
not change much when changing models, whereas the Weijters and Dη equations
consider bidirectional flow and they change from one model to another.
The last row in Table 7.9 shows the results of Equation (6.4) for Dη and the
other baseline equations using FEL1, while Figure 7.11 graphically depicts these
results. As shown in the table and figure, the results ofM4 using FEL1 repeated
the same scenario of M6 using FEL2. Dη provided 0.08, which was the lowest
value compared with the other baselines.
In conclusion, Table 7.9 reveals the lowest result among the models and de-
pendency equations. In Table 7.9, the intersection betweenM6 and Dη provided
0.13, which was the lowest and closest result to zero among the baseline results.
Moreover, the result of Dη in the last row of Table 7.9 using FEL1, provided
the lowest and closest results to zero compared to the other baselines. The re-
sults of M6 and Dη in the case of FEL2 and FEL1 indicate that the proposed
representation is significant and comprehensive, since M6 and Dη consider the
express and visible representation, 1-M and M-1 flow relations and confidences of
bidirectional flow between a pair of tasks.
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7.8 Validation
The proposed representations were validated by two methods. The first method
was to disrupt the dataset. Validation in the second method was done by inter-
rupting the dependency equation. In our case, FEL2 was disrupted by injecting
FEL2 with another contrary flow. In FEL1, the dependency equation was in-
terrupted by excluding the loop equations. Subsequently, the outcomes of the
two validation methods were compared to test and observe the performance of
the proposed representation with the other related baselines. The two validation
situations highlighted the significance of the proposed representation.
Loops are one of the essential constructs and issues in process mining [89,101].
Therefore, the influential flow that was appended and tested covered the three
kinds of loops. The flow in a process is usually forward to finalise the process.
The direction of flow in the stages is also forward. In contrast, the flow direction
in the case of the loop is backward. Thus, the loop can be called an exception
due to the natural direction of the flow. Since this exception must be included
in the flow of the process, this kind of influential flow must be considered when
identifying the dependencies of flow between tasks in the stages.
The validation starts at Section 7.8.1 by explaining the validation setup that
was used in the following four sections and when disrupting FEL2. By using FEL2,
the three dependency equations were validated in Section 7.8.1.1, 7.8.1.2 and
7.8.1.3. Additionally, mixes of the three kinds of exceptions in Section 7.8.1.4 were
conducted. After that, Section 7.8.1.5 discusses the results of the previous four
sections that used FEL2. In section 7.8.2, the setup when interrupting dependency
using FEL1 is described. The results of the validation using FEL1 are introduced
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in Section 7.8.2.1. Section 7.8.2.2 discusses the results of the validation using
FEL1. Finally, a summary of the whole validation process is stated in Section
7.8.3.
7.8.1 Setup When Disrupting FEL2
FEL2 did not contain any kind of loops or exceptions. To validate the proposed
representation, the performance of the proposed representation was tested and
observed by disrupting FEL2 when gradually appending 5% of diverse kinds of
exceptions in a round. New traces that include exceptions were appended in the
round. The appended traces were based on the percentages of the total number
of the traces in FEL2. In addition, for the purpose of generalising the selected
exceptions, the tasks to be included in these exceptions were carefully selected.
Since middle tasks highly dominate the large part of the dependencies, they were
nominated to be included in the appended exceptions. The selected tasks to be
included in the three kinds of exceptions are:
• (t7 	L t7) was selected to create the exception of LOR (e.g. σ = ..., t7, t7, t7, ...).
• The selected tasks for LTR were (t64L t7) (e.g. σ = ..., t6, t7, t6, t7, ...).
• The selected tasks for the LLR were (t2 xL t7) (e.g. σ = ..., t7, t2, ...).
In FEL2, two substantial pivots were tested, observed and compared. The
first pivot is the results of the three dependency equations (Weijters, η and Dη)
and the second pivot is the results of the three models (Manual, α-algorithm and
Mx). In order to organise the presentation and discussion of the two pivots, the
outcomes of Equation (6.4) were divided and conducted as following:
• Every dependency equation has its own section.
• Every section includes three experiments.
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• Every experiment represents one kind of the exception (LOR, LTR and
LLR).
• Every kind of the exception consists of six rounds.
• Every round represents gradually appending 5% of an exception on the
previous round.
• The fourth and last section shows the outcomes of mixing and appending
the three kinds of exception for every dependency equation.
Before showing the outcomes of disrupting FEL2 in the next sections, the
common aspects in the used figures should be explained. The comparison is built
based on the property that the perfect result of Equation (6.4) is zero. Whenever
the result is closer to zero, it is closer to the correctness. In each figure, 5%
of exceptions were gradually appended and then another 5% of exception were
sequentially appended in every round until 30% of exceptions were appended. In
every round, Equation (6.4) was executed and then the outcomes were represented
in a figure.
7.8.1.1 Results of Weijters Equation
The Weijters equation was examined for the three kinds of the exception. Fig-
ures 7.12, 7.13 and 7.14 were created to present the results of Weijters for the
three kinds of the exception when using Equation (6.4). Since the Weijters equa-
tion was extended in (3.2) and (3.3) to cope with the exceptions, the results of
Equation (6.4) for the three models (Manual, α-algorithm and M6) were gener-
ally stable when progressively appending the exceptions. The only results, that
is irregular, is Manual in the case of appending LTR and LLR. In Figure 7.13,
the results of Manual dropped towards zero when adding the first 5% and then
slowly increased. On the other hand, the results of Manual in Figure 7.14 shifted
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away from zero at the first 5% of appending LLR, and exceeded the results of
α-algorithm and then steadied. In general,M6 in Figures 7.12, 7.13 and 7.14 are
the best results that are near to zero compared to the other results.
Figure 7.12: Results of Equation (6.4) using Weijters and gradually appending
LOR.
Figure 7.13: Results of Equation (6.4) using Weijters and gradually appending
LTR.
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Figure 7.14: Results of Equation (6.4) using Weijters and gradually appending
LLR.
7.8.1.2 Results of η Equation
In Figures 7.15, 7.16 and 7.17, the results of η for the three models boosted when
we appended the first 5% of each exception. They were slightly incrementing
every time we added 5%. M6 in Figure 7.17 is obviously the only one that
dwindled. We can also notice that M6 is the lowest curve among the others.
However, Figure 7.15 shows while LOR was being appended, the results of Manual
and M6 moved towards each other until they intersected at 15%. Subsequently,
they had the same value after 15% of LOR. On the other hand, the results of
α-algorithm were always higher than the others results and increased most from
appending an extra 5% of all exceptions.
7.8.1.3 Results of Dη Equation
The Dη equation and its extended equations (4.17) and (4.18) were examined
for the three exceptions. Figures 7.18, 7.19 and 7.20 show the examination and
the results of Equation (6.4) for the three models. The three figures commonly
present that whenever more exceptions were appended in FEL2, the more results
of Equation (6.4) moved to zero. Moreover,M6 is lower than the others. In Fig-
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Figure 7.15: Results of Equation (6.4) using η and gradually appending LOR.
Figure 7.16: Results of Equation (6.4) using η and gradually appending LTR.
Figure 7.17: Results of Equation (6.4) using η and gradually appending LLR.
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ures 7.18 and 7.19, the results declined to zero after appending the first 5% and
then settled down whenever adding 5%. Nevertheless, the results continued drop-
ping in Figure 7.20. In Figure 7.18, we can also notice that Manual intersected
with M6 at 15% of LOR exception.
Figure 7.18: Results of Equation (6.4) using Dη and gradually appending LOR.
Figure 7.19: Results of Equation (6.4) using Dη and gradually appending LTR.
7.8.1.4 Results of Mixed Exceptions
In this section, the appended data were mixed exceptions rather than one kind
of exception. We repeated the same experimental steps and gradually appended
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Figure 7.20: Results of Equation (6.4) using Dη and gradually appending LLR.
5% of mixed exceptions. An equal distribution of each exception was established
when appending 5%. Figures 7.21, 7.22 and 7.23 describe the results of the
Weijters, η and Dη equations, respectively, when using the mixed exceptions. In
Figure 7.21, the results of Weijters were steady for α-algorithm and Dη, whereas
they declined in the Manual model after appending the first 5% and partly settled
after that. The results of η (Figure 7.22) dramatically increased at the first 5%
of mixed exceptions. Subsequently, all of the results were generally stable every
time more mixed exceptions were added. As shown in Figure 7.23, the results
of Dη obviously moved to zero at the first 5% and then slightly dropped while
adding more mixed exceptions. Finally, when comparing the results ofM6 to the
results of Manual and α-algorithm, M6 had the most results closest to zero.
7.8.1.5 Discussion of Results Using FEL2
This section discusses the results of Equation (6.4) when using the three depen-
dency equations (Weijters, η and Dη) and the stages in the three models (Manual,
α-algorithm andM6). The significant conclusion can be summarised from a brief
scan of all related figures in this section. The significant conclusion is that the
outcomes of the Dη equation and the M6 model in all figures outperformed the
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Figure 7.21: Results of Equation (6.4) using Weijters and gradually appending
mix exceptions.
Figure 7.22: Results of Equation (6.4) using η and gradually appending mix
exceptions.
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Figure 7.23: Results of Equation (6.4) using Dη and gradually appending mix
exceptions.
outcomes of the other baselines in regard to the closeness to zero.
The outcome of Equation (6.4) in the three dependency equations fluctuated
between 0.11 and 0.68. The lowest outcome 0.11 only appeared in Dη. In con-
trast, the highest two outcomes of Equation (6.4) were 0.68 and 0.67 and repeated
in η and Weijters. Compared to the other equations, not only did Weijters pro-
vide high outcomes, but it was also generally stable even when the exceptions
were appended. In the η equation, although the outcomes were close to the out-
comes of Dη, the outcomes moved away from zero as soon as the exceptions were
appended. On the other hand, the outcomes of Dη commonly dropped to zero
when the exceptions were appended, since the exceptions are considered as flow
and affect the accuracy of the dependency.
Every figure, generated from disrupting FEL2, compared the outcomes of the
stages in the three models when Equation (6.4) was used. The fundamental con-
clusion in all figures is that the outcomes ofM6 were mainly the lowest outcomes
among the baselines. In the α-algorithm model, the outcomes were mostly the
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highest ones, whereas the outcomes of the Manual model were usually lower than
the outcomes of α-algorithm. However, the Manual model did not outperform
M6 in terms of outcomes. It is noted that the Manual model is the improved
version of the α-algorithm model and both of them were constructed by using the
Petri net modelling language. Although Petri net is a formal modelling language
in process mining, it has some limitations and issues [88]. For instance, to avoid
the issue when the non-free-choice situation was encountered in the Teleclaim
model, a new dummy event was created. In our proposed method, this dummy
can affect the outcome of Equation (6.4), because it was included in the stages
and subsequently included in the dependency equations.
Briefly, based on the previous discussion, the outcomes of Dη proved the
significant contributions in Dη. The outcomes also proved that the M6 model is
a useful and promising representation that helps to neatly organise, visualise and
evaluate the model.
7.8.2 Setup When Interrupting Dependency Using FEL1
The setup to validate the dependency using FEL1 is that the dependencies of
the three equations were interrupted by executing them without the loop equa-
tions (Equations (3.2), (3.3), (4.17) and (4.18)), since the loops or exceptions
have different characteristics with regard to the direction of flow. Additionally,
we needed to show that the direction of the loops can affect the results of the
dependency equations. Therefore, the bidirectional flow was formulated in the
proposed dependency equation. This circumstance can be promoted when the
results of excluding loop equations are compared with the results of including
loop equations.
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7.8.2.1 Results of Dependency Equations Using FEL1
The three dependency equations were validated by showing how the loop equa-
tions affect and change the dependency results. The same experiment as reported
above in Section 7.7.2 was applied with the exclusion of the extended dependency
equations (Equations (3.2), (3.3), (4.17) and (4.18)). Table 7.14 and Figure 7.24
show the same structure of details as in Table 7.9 and Figure 7.9, respectively.
However, the outcome is slightly different because of excluding the loop equations
from the dependency equations.
Table 7.14: Results of Equation (6.3) excluding loop equations and using M4.
Sequential Stage Weijters η Dη
The 1st stage 0.13 0.02 0.05
The 2nd stage 0.14 0.05 0.06
The 3rd stage −0.06 −0.19 −0.01
The 4th stage −0.21 0.12 −0.10
Absolute average 0.13 0.09 0.05
Figure 7.24: Depiction of Equation (6.3) results in Table 7.14 using M4.
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7.8.2.2 Discussion of Results Using FEL1
In order to show the differences in the case of including loop equations or not, the
results of Equation (6.4) for the experiments in this section and in Section 7.7.2
are graphically presented in Figure 7.25. Whenever the result is close to zero,
the result is more precise. As shown in the figure, η shared the same outcomes
for both cases, because when it was formulated, it considered one direction of
flow. However, Weijters and Dη had variations between the two cases. Although
the number of traces in FEL1 was very low, the loop equations affected the
dependency. An improvement in Dη is that the balance between the out-flow and
in-flow increased as soon as the loop equations were considered in the dependency.
On the other hand, Weijters had a negative reaction by having a contradictory
situation, since Weijters did not perform properly with a low number of traces
in FEL. Lastly, Figure 7.25 shows that our proposed dependency outperformed
Weijters and η after and before including the loop equations.
Figure 7.25: Results of Equation (6.4) before and after excluding loop equations.
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7.8.3 Summary
In order to validate the proposed representation, FEL2 was changed by injecting
different percentages of loops. The loops equations were also excluded when using
FEL1 and then compared with the previous results of FEL1. The two validation
situations promote the significance of the proposed representation.
The first validation situation is appending exceptions in FEL2. This situation
was divided into two parts in order to validate and confirm the substantial con-
clusion of the outcomes. The first part is to append one kind of exception and the
second one is to append mixed exceptions. In every part, the dependency equa-
tions and the stages in the models were applied. All results of Equation (6.4)
were reflected in the figures to show the results of dependency equations and
the comparison among the stages in the models when appending the exceptions.
Whenever the result of Equation (6.4) is closer to zero, it is deemed more valid. At
last, the same substantial conclusion of the two experimental parts were recurred
and the outcomes of the proposed contributions outperformed the other baselines.
The second validation situation is to execute the dependency equations with-
out loops equations using FEL1. The results of the proposed equation positively
responded to excluding the loops equations. The result using the proposed equa-
tion provided a closer value to zero when excluding the loops equations. Since
the loops have a different flow direction and can affect and confuse the result,
the loops must be treated with special dependency equations, which are loops
equations. The proposed equation also provided the best results compared with
the other baselines.
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Chapter 8
Conclusion
Data mining and process mining share many common aspects, especially in terms
of representing the extracted knowledge in a model and showing the flow rela-
tions and dependencies between a pair of tasks. This combination motivated
us to cover the gap in the representation of the model with its flow relations
and dependencies. We identified a lack of a proper representation that supports
decision-making and reflects the actual flow relations and dependencies. Our
comprehensive representation is achieved by generating the proposed method,
which is sequentially executed until the targeted aims. The proposed method
is supported by other concepts, namely, log-based ordering relations [103], the
abstract representation to discover a model [106], the bottom-up strategy [107]
and other dependency equations [58,115].
Two significant solutions were proposed in this dissertation. The first so-
lution solves the open issue of spaghetti-like processes. Instead of providing a
spaghetti-like model, the first solution is the introduction of a lasagna-like model
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that is used as a tool to support decision-making. This model avoids confusion
and difficulty in comprehending and analysing the process in a decision-makers
organisation. The proposed model clearly visualises the decision points among
the tasks in unique, sequential and stable stages. Every stage has at least one
or more tasks. The tasks in one stage are sequentially linked to the tasks in the
following stage.
The second solution is a new representation of the neglected flow relations
and proper dependency equation, exploiting and benefiting from both the data
mining and process mining perspectives. One example in process mining is the
heuristic-based algorithms. The heuristic-based algorithms consider only the 1-1
flow relation between a pair of tasks, although they include other important parts,
namely, the contrary flow direction. Additionally, they rely on the frequency, not
the confidence, when computing the dependency. The ignorance of the other flow
relations and confidences could cause a misleading or incomplete picture. In data
mining, we have η dependency as an example that provides a good explanation
for the flow between two tasks by including the one-directional confidence. How-
ever, η includes only one-directional flow, disregarding the opposite direction. It
was also formulated improperly. Therefore, the proposed representation demon-
strates the model with the stages, provides the comprehensive flow relations, and
increases the trust and precision of the dependency outcomes.
With regard to the evaluation and validation, the proposed solutions facil-
itated and encouraged the introduction of novel evaluation arrangements that
manage and control the evaluation and experiment, since the evaluation in pro-
cess mining is a controversial issue. The experimental evaluation used depen-
dency, precision and recall measures. On the one hand, Manual and α-algorithm
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models were implemented as baselines for the stages using the Petri net modelling
language and the ProM framework. The manually-made stages of the two models
were compared with the stages of the proposed models. On the other hand, the
baselines of the dependency equation were the dependency equations of Weijters
and η. The aforementioned measures and baselines were applied to the data of
the Teleclaim process and the data of an illustrative scenario, which was used
as an example to help understand the proposed method. The stage-based model
and dependencies provided us with an equality assessment between the in-flows
and out-flows in the task. Hence, the new representation was evaluated based
on the distance of the average of the dependency differences between the in-flows
and out-flows from zero. The experiments on the data provided us with promis-
ing results, and demonstrated that the proposed method obtained more precise
results and outperformed other representations.
In summary, since representing the data of an event log in a model is a com-
plicated and open issue, the proposed representation addresses this issue by using
Mx and the proper and precise dependency to let decision-makers and domain
experts easily understand the model. The whole picture of the proposed repre-
sentation enables and enhances process mining to support decision-making. It
makes decision-making possible and enables decision-makers to comprehend and
interact with the process mining.
8.1 Contribution
The detail contributions of this research are as follows:
• Discovery of LLR: A new technique to identify LLR was defined, which
entails the creation of a new algorithm due to LLR complication in FEL.
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• Bottom-up strategy: Although bottom-up strategy has been used in the
previous research, it has not been used in a novel way that constructs the
stage-based model. The proposed method used the source, sink, and out-
and in- tasks to construct the stage-based model.
• M-1 and 1-M flow simplification: A significant and comprehensive
simplification to show the possible M-1 and 1-M flow relations is introduced.
In this simplification, the knowledge extracted from an event log is simplified
in matrices.
• Dependency equation: A novel dependency equation is proposed. The
equation provides the right dependency graph for the process and increases
the dependency precision. This dependency equation exploits the strengths
in both Weijters and η equations and avoids their weaknesses. The novel
dependency equation is built to enhance and complement the whole picture
of supporting decision-making in the proposed representation.
• Stage-based model: A stage-based model visualises and groups the pro-
cess tasks of a model in stages with their accurate flow relations and depen-
dencies. This model supports and empowers decision-making with a visual
and accurate representation at the decision points among tasks. These links
demonstrate the dependency and flow relations between a pair of tasks in
order to support decision-making. Thus, the spaghetti-like model can be
lasagna-like and provide better support to decision-making.
• Evaluation principle: A new property is used as an evaluation principle,
which uses the stages and dependency representation to evaluate the pro-
posed method. In addition, the stage-based model helps to use the precision
and recall as measures. The idea of the precision and recall was adapted
and applied in the evaluation.
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8.2 Limitations and Future Work
The event log is an essential part of process mining which is usually included as an
input into process mining techniques. Many challenges (refer to Section 2.3.4.1)
may be encountered to find a ready-to-use event log. Therefore, the proposed
method is limited to assume that all unique traces are completed in the event
log. In addition, the total of all out-flows for a task in FEL should be equal to the
total of all in-flows for the same task. However, in a real case, this assumption
may be not equal due to some reasons, such as noise or incompleteness of FEL.
Many studies have been conducted and algorithms created to overcome the
challenges [85,106]. However, process mining is still a nascent discipline [11,64,92]
and complicated issues have not been resolved in the previous studies [99]. We
are looking in the future work to improve the proposed representation by linking
it to solutions of these issues, such as invisible tasks and duplicated tasks.
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