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ABSTRACT
In this dissertation, we study the most important microscopic aspects that grant molecules such
as Single Molecule Magnets (SMMs) their preferential spin direction. We do so by proposing
and solving a model that includes correlations between electrons occupying atomic orbitals. In
addition, we study the relation between the non-equilibrium electronic transport signatures in a
SMM model weakly coupled to a three-terminal single electron transistor device, and the interfer-
ence features of the SMM model in the presence of a magnetic field. Finally, we investigate the
equilibrium transport features in a giant-spin model of a SMM in the Kondo regime. We study
how the magnetic field modulation of the energy in a highly anisotropic molecule can affect the
conductance of the molecule in the Kondo regime.
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CHAPTER 1: MOLECULAR NANOMAGNETS AND QUANTUM
TRANSPORT CONCEPTS
1.1 Introduction
Understanding molecular quantum systems has been a challenge for many years. A common
problem that arises in doing so is the large number of electronic degrees of freedom to be taken into
account, i.e., spin and orbital angular momentum degrees of freedom. Moreover, the lack of control
of some intrinsic properties of these systems and their short decoherence time make it difficult to
use them in technological applications. In order to overcome these hurdles, one usually looks
for systems with a small Hilbert space and an intrinsic robust structure that favors long quantum
coherence time. Strong candidates to achieve this control are single molecule magnets (SMMs).
These molecules, in contrast with others, show a classical macro-scale magnet behavior combined
with the quantum properties of a nanoscale particle. In crystal form, they are mono-disperse,
meaning that their constituents show identical physical properties, such as size, spin orientation,
and magnetic anisotropy. SMMs exhibit a number of important quantum effects such as quantum
tunneling of the magnetization (QTM) [1, 2], Berry phase interference [3], and quantum coherence
[4]. Being able to manipulate a system with relatively few degrees of freedom such as isolated
SMMs could mean the realization of quantum information storage, single-electron transistors, or
spin filter devices. In order to control these systems, it is important to understand their intrinsic
properties. One common approach to describe SMMs is the giant-spin approximation [5]. This
phenomenological approach fits well with most of the experimental data, although it is not adequate
to explain certain features. The giant-spin approximation neglects a rich physics that underlies
SMMs. In this sense, we are interested in studying SMMs from a more realistic point-of-view, as
a strongly correlated system of electrons. This investigation is motivated by the fact that electronic
1
correlations can play an important role in the transport properties of SMMs, in a way that cannot
be described appropriately by the giant-spin approximation. In this chapter, we are going to study
the most important concepts inherent to the microscopic properties of molecular nano-magnets, as
well as the theoretical foundations of quantum transport in a single-electron transistor context, in
the sequential tunneling and Kondo regimes.
1.2 3d ions in the presence of ligands: Crystal field theory
For transition metal ions in magnetic molecules such as SMMs, the net magnetic moment of the
system arises because the single particle 3d energy levels are split, due to the presence of a ligand
field environment. Crystal- field theory (CFT) attempts to explain how ligand ions affect the 3d
or 4f shell energy levels of transition metals or rare earth ions, respectively. The main model we
are going to consider is the point-charge model (PCM), which assumes a complete ionic bonding
picture between metal ions and ligands, thus the interaction between the magnetic core in SMMs
and the ligands is modeled as a central charge in the presence of Coulomb electrostatic potentials
as seen in Fig. 1.1. In this picture, the electrostatic potential in spherical coordinates W (r, φ, θ) of
a number of point charges (qj) located at ~Rj surrounding a metal ion at a point ~r is given by
W (r, φ, θ) =
∑
j
qj
| ~Rj − ~r|
. (1.1)
2
(a) (b) (c)
(d) (e) (f)
Figure 1.1: (a) Depiction of a ligand-field environment surrounding a transition metal ion in the
point-charge model picture. (b)-(f) Depiction of the five degenerate orbitals of a d shell surrounded
by a six-fold coordinated cubic crystal field.
We expand the ligand field potential in spherical coordinates as
1
| ~Rj − ~r|
=
∞∑
k=0
rk
Rk+1j
P 0k (cos(ω)), (1.2)
where ω is the angle between the vectors ~r and ~Rj . Using the spherical harmonics addition theorem
to express cos(ω) in terms of the polar angles of ~r and ~Rj we have
P 0k (cos(ω)) =
4pi
2k + 1
k∑
m=−k
(−1)mY −mk (θj, φj)Y mk (θ, φ). (1.3)
3
If the charge of the central and surrounding ions are q′ = Ze and qj = e, respectively, the Hamil-
tonian then reads
HLF(r, φ, θ) = Ze
2
∑
j
∑
k
rk
Rk+1
4pi
2k + 1
k∑
m=−k
(−1)mY −mk (θj, φj)Y mk (θ, φ). (1.4)
Going further we can write the crystal field Hamiltonian in a more compact form as
HLF(r, φ, θ) =
∑
k
l∑
m=−l
rkAmk C
m
k (θ, φ), (1.5)
with
Amk =
(
4pi
2k + 1
)1/2
Ze2
Rk+1
∑
j
(−1)mY −mk (θj, φj) (1.6)
and
Cmk (θ, φ) =
(
4pi
2k + 1
)1/2
Y mk (θ, φ). (1.7)
The Alm’s are commonly referred as the geometrical coordination factors, which in general are
different for each ligand around the ion, while the Cmk (θ, φ)’s are referred as the Racah tensors.
The first step is therefore to calculate the geometrical coordination factors to obtain the electrostatic
potential energy of the surrounding charges, and then calculate the matrix elements of the crystal-
field Hamiltonian. In the next two sections we are going to review the case of crystal-field effects
for transition metals with single-electron and many-electron electronic configurations.
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1.2.1 Crystal field effects for the one-electron electronic configuration
In order to evaluate the matrix elements of the Hamiltonian in Eqn. (1.5), we define the one-
electron hydrogen wave-functions
ψnlm(r) = Rnl(r)Y
m
l (θ, φ). (1.8)
The matrix element of HLF(r, φ, θ) between states with nml and n′m′l′ quantum numbers is
〈ψnlm|HLF|ψn′l′m′〉 =
∫
dτRnl(r)Y
m∗
l (θ, φ)HLFRn′l′(r)Y
m′
l′ (θ, φ), (1.9)
where the volume integral is evaluated in spherical coordinates. Inserting Eqn. (1.5) into Eqn.
(1.9) we have
〈ψnlm|HLF|ψn′l′m′〉 =
∑
k
l∑
m=−l
Amk 〈rk〉
∫ pi
0
∫ 2pi
0
Y m∗l (θ, φ)C
m
k (θ, φ)Y
m′
l′ (θ, φ) sin(θ)dθdφ,
(1.10)
with
〈rk〉 =
∫ ∞
0
Rnl(r)Rn′l′(r)r
kr2dr. (1.11)
To evaluate Eqn. (1.10) it is necessary to estimate Akm and calculate the integral
cmk (l
′m′, l′′m′′) =
∫ pi
0
∫ 2pi
0
Y m
′∗
l′ (θ, φ)C
m
k (θ, φ)Y
m′′
l′′ (θ, φ) sin(θ)dθdφ, (1.12)
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which is non-vanishing only when the following three conditions are fulfilled together
m = |m′ −m′′| (1.13)
k + l′ + l′′ = even integer (1.14)
|l′ − l′′| ≤ k ≤ |l′ + l′′|. (1.15)
From this conditions we can see, for example, that for a single d electron, the terms of HLF(r, θ, φ)
having the factor rk with k > 4 contribute nothing to the matrix elements of the Hamiltonian,
since, in the case of an electron in the d shell, l′ = l′′ = 2. In general, the matrix elements of the
ligand-field Hamiltonian for one d or f electron are given by
〈ψnl′m|HLF|ψn′′l′′m′′〉 =
∑
km
Amk 〈rk〉cmk (l′m′, l′′m′′). (1.16)
1.2.1.1 Example: Octahedral crystal field for a 3d1 ion
In a six-fold coordinated cubic crystal field, the central ion is surrounded by six charges located
in the xyz axes at the same distance. The coordinates {r, θ, φ} are {a, pi
2
, 0}, {a, pi
2
, pi}, {a, pi
2
, pi
2
},
{a, pi
2
, 3pi
2
}, {a, 0, 0}, {a, pi, 0}. For a single d electron the ground state term is 2D, therefore the
total angular momentum is L = 2. The basis states to generate the matrix elements are the
|nLLz〉 = |32m〉 states. Using Eqn. (1.15), we know that k ≤ 4. Therefore, we expand Eqn.(1.5)
up to k = 4. Omitting the k = 0,m = 0 contribution, which is diagonal in the matrix Hamiltonian,
the potential due to the crystal field is then
HLF,cubic =
7Ze2〈r4〉
2a5
C04(θ, φ) +
Ze2〈r4〉
2a5
√
35
2
[
C44(θ, φ) + C
−4
4 (θ, φ)
]
. (1.17)
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In the set of basis states {|32− 2〉, |32− 1〉, |320〉, |321〉, |322〉} the Hamiltonian matrix reads
HLF,cubic =

Ze2〈r4〉
6a5
0 0 0 5Ze
2〈r4〉
6a5
0 −2Ze2〈r4〉
3a5
0 0 0
0 0 Ze
2〈r4〉
a5
0 0
0 0 0 −2Ze2〈r4〉
3a5
0
5Ze2〈r4〉
6a5
0 0 0 Ze
2〈r4〉
6a5

. (1.18)
After diagonalization the eigenenergies are
(T2) = −2Ze
2〈r4〉
3a5
Three fold degenerate, (1.19)
(E) =
Ze2〈r4〉
a5
Two fold degenerate, (1.20)
with the following eigenstates
|(t2g)〉 =

1√
2
(
Y 22 − Y −22
)
= dxy
1√
2
(
Y −12 − Y 12
)
= dzx
1√
2
(
Y −12 + Y
1
2
)
= dyz
(1.21)
|(eg)〉 =

1√
2
(
Y 22 + Y
−2
2
)
= dx2−y2
Y 02 = d3z2−r2 .
(1.22)
The notation t2g and eg refers to the irreducible representations of the point group with cubic
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symmetry of our problem, which has O symmetry. The energy separation is given by
∆ = (E)− (T2) = 5Ze
2〈r4〉
3a5
. (1.23)
In most papers in the literature, this quantity is denoted as ∆ = 10Dq, with D = 35Ze2/4a5
and q = (2/105)〈r4〉. The CFT main parameter 10Dq can be found by calculating the optical
transition energies between the eg and t2g groups. The PCM fails to give a numerical estimate of
the splittings that agrees with experiment within a reasonably margin of error, but it successfully
gives a qualitative explanation of the splittings.
1.2.2 Example: Crystal field for 3dn ions
The crystal-field Hamiltonian contribution for various electrons occupying the 3d shell in the PCM
approach is given by
Hcf =
∑
i,k,m
Amk r
kCmk (i), (1.24)
where i is the counter for the ith electron in the metal ion. The basis states that are used to construct
the ligand-field Hamiltonian matrix become more complicated since in order to apply Eqn. (1.24)
we need to decompose the basis states |L,Lz〉 in terms of products of microstates (|li, liz, Si, Siz〉)
of each electron. To avoid this complication we make use of the Steven’s operator equivalent
method. This method allows us to recast the sum of Racah tensors
∑
iC
m
k (i) as functions of
total angular momentum operators f(L,Lx, Ly, Lz). As a result, the ligand-field Hamiltonian
can be diagonalized more easily since we only need the |L,Lz〉 basis states and not the explicit
microstates. To obtain the Steven’s equivalent operators we make use of the Tesseral harmonics
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defined as
Z0k(i) = Y
0
k (i)
Zckm(i) =
1√
2
(
Y −mk (i) + (−1)mY mk (i)
)
Zskm(i) =
1√
2
(
Y −mk (i)− (−1)mY mk (i)
)
, (1.25)
with m > 0. We write the Y mk in terms of Tesseral harmonics Zkm as
Y 0k (i) = Z
0
k(i)
Y −mk (i) =
1√
2
(Zckm(i) + Z
s
km(i))
Y mk (i) =
(−1)−m√
2
(Zckm(i)− Zskm(i)) , (1.26)
and substitute them in the ligand-field Hamiltonian whenever possible. As a last step we define
Cartesian spherical harmonics functions which are related to Tesseral harmonics in the following
way: we first use
Z
(s,c)
km (i) = (const)f
(s,c)
km (xi, yi, zi)/r
k. (1.27)
Then we replace the summations
∑
i f
s,c
km(xi, yi, zi) with the Steven’s operators
∑
i
f ckm(xi, yi, zi) ≡ θk〈rk〉Omk∑
i
f skm(xi, yi, zi) ≡ θk〈rk〉Omk (s), (1.28)
where θk is a multiplicative factor depending on the total angular momentum of the ion; for ex-
ample θ2 = αJ , θ4 = βJ , θ6 = γJ . We have used the notation Omk as the conventional Steven’s
9
operators equivalent to f ckm or fk0, and O
m
k (s) as the operator equivalent to f
s
km.
1.2.2.1 Example: Ligand-field Hamiltonian for a d2 ion in a crystal field with octahedral
symmetry
Using the results of example in section, the ligand-field Hamiltonian is given by
HLF,cubic =
∑
i
A04r
4C04(i) + A
4
4r
4
[
C44(i) + C
−4
4 (i)
]
, (1.29)
where ith refers to electrons in the metal ion. We have omitted the explicit angular dependance
of Cmk with the θ and φ spherical coordinates, and also we have A
4
4 = A
−4
4 for cubic symmetry.
Following the recipe given in the previous section we have
HLF,cubic =
∑
i
A04r
4 2
√
pi
3
Y 04 (i) + A
4
4r
4 2
√
pi
3
[
Y 44 (i) + Y
−4
4 (i)
]
=
∑
i
A04r
4 2
√
pi
3
Z40(i) + A
4
4r
4 2
√
2pi
3
Zc44(i). (1.30)
The Tesseral harmonics in Cartesian coordinates are
Z40(i) =
3
16
√
pi
f40(xi, yi, zi)
r4
(1.31)
Zc44(i) =
3
16
√
35
pi
f c44(xi, yi, zi)
r4
, (1.32)
and inserting them into Eqn. (1.30) we finally obtain
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HLF,cubic =
∑
i
A04
f40(xi, yi, zi)
8
+ A44
2
√
2pi
3
3
16
√
35
pi
f c44(xi, yi, zi)
= A04〈r4〉βJ
(
1
8
)
O04 + A
4
4〈r4〉βJ
(
1
8
)√
70O44. (1.33)
Defining Bmk ≡ θkAmk 〈rk〉 we obtain for the cubic ligand field
HLF,cubic = B
0
4
(
1
8
)
O04 +B
4
4
(
1
8
)√
70O44. (1.34)
The ligand-field parameters Bmk can vary considerably when the geometrical configuration and
the number of ions surrounding the central transition metal are different. In particular, we are
interested in symmetries that provide us with anisotropic spin Hamiltonians, which is the subject
of our investigation in this dissertation. For C4v and D2d symmetries, the Hamiltonian is
HLF (C4v, D2d) =
∑
i
(
A02r
2C02(i) + A
0
4r
4C04(i) + A
4
4r
4
[
C44(i) + C
−4
4 (i)
])
. (1.35)
We express Eqn. (1.34) in terms of Stevens operators following Hutchings [6] as
HLF (C4v, D2d) = B
0
2αJ
(
1
2
)
O02 +B
0
4βJ
(
1
8
)
O04 +B
4
4βJ
(
1
8
)√
70O44, (1.36)
with Bmk ≡ Amk 〈rk〉. Proceeding in the same way, in the case of D3 symmetry the ligand field
Hamiltonian reads
HLF (D3) = B
0
2αJ
(
1
2
)
O02 +B
0
4βJ
(
1
8
)
O04 +B
3
4βJ
(
1
4
)√
140O34. (1.37)
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The Stevens operators O02, O
0
4, O
4
4, and O
3
4 are given by
O02 = 3L
2
z − L(L+ 1), (1.38)
O04 = 35L
4
z − 30L(L+ 1)L2z + 25L2z − 6L(L+ 1) + 3L2(L+ 1)2, (1.39)
O44 =
1
2
(
L4+ + L
4
−
)
, (1.40)
O34 =
1
4
[
Lz(L
3
+ + L
3
−) + (L
3
+ + L
3
−)Lz
]
, (1.41)
where L± = Lx ± iLy are the orbital angular momentum ladder operators.
1.2.3 Coulomb and spin-orbit Hamiltonians
Besides the main effect we would like to study in this chapter, which is the perturbation of 3d
levels due to a crystal-field environment, we also point out the importance of the Coulomb and
spin-orbit contributions to the energy spectrum and, consequently, to the physics that underlies
transition metal complexes such as SMMs. Let us start first with the electronic repulsion in a 3d
atom, which can be stated as
H0 = −
N∑
i
h¯2
2m
∇2i −
N∑
i
Ze2
ri
+
N∑
i<j
e2
rij
. (1.42)
H0 contains the kinetic energies of electrons as well as the Coulomb interactions between the
electrons and the nucleus and between electrons in the same shell and different energy shells.
Since the Schro¨dinger equation cannot be solved exactly when there are N valence electrons,
one assumes that there exists a spherically symmetric one-electron potential U(ri) that effectively
describes the potential energy of the ith electron in the presence of the nucleus and the remaining
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N − 1 electrons. This central-field approximation allows us to write the effective Hamiltonian
H ′0 = −
N∑
i
(
h¯2
2m
∇2i + U(ri)
)
+
N∑
i<j
e2
rij
− 〈
N∑
i<j
e2
rij
〉, (1.43)
where
U(ri) = −
N∑
i
Ze2
ri
+ 〈
N∑
i<j
e2
rij
〉. (1.44)
Since U(ri) and the kinetic terms depend only on the radial distance to the nucleus and are one-
particle operators, they will just represent a shift in the energy of each atomic shell. Knowing this,
we further approximate H ′0 to
H ′0 =
N∑
i<j
e2
rij
. (1.45)
The matrix elements of H ′0 can be computed in the LS basis, given that, for 3d metals, the spin
and orbital angular momentum have a relatively weak coupling, and their ground state and excited
energies are related to their atomic terms, which are labeled with both L and S. The electrostatic
Hamiltonian matrix elements between equivalent electrons (electrons with the same principal quan-
tum number n and in the same shell) are given explicitly by
〈lNτLS|HC|lNτ ′LS〉 = 〈lNτLS|
∑
i 6=j
e2
rij
|lNτ ′LS〉 =
∑
k
fkF
(k)(nl, nl), (1.46)
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where F (k)(nl, nl) with k = 0, 2, 4, 6 are the Slater radial integrals given by
F (k) = e2
∫ ∞
0
∫ ∞
0
rk<
rk+1>
[Rnl(ri)]
2 [Rnl(rj)]
2 dridrj. (1.47)
The value of F (k) may be obtained using the Hartree-Fock method or can be determined experi-
mentally. The coefficients fk of the Slater integrals correspond to the angular part contribution to
the matrix elements and are defined as
fk(l, l) = 〈lNτLS|
∑
i 6=j
Ck(i).Ck(j)|lNτ ′LS〉. (1.48)
Using the Wigner-Eckart theorem we can express the fk(l, l) ’s in terms of the reduced matrix
elements of the tensor operator U(k) as
fk(l, l) =
1
2
(2l + 1)2
 l k l
0 0 0

2{
1
2L+ 1
∑
τ ′L′
|〈lNτLS||U(k)||lNτ ′L′S〉|2 − N
2l + 1
}
.
(1.49)
In the case of k = 0 we have
f0(l, l) =
N(N − 1)
2
. (1.50)
The values of U(k) for dN and fN configurations are tabulated in Ref. [7]. The fk(l, l) are non-zero
only when |l − l| ≤ k ≤ |l + l| and k is even. We can notice from Eqn. (1.49) that in the free-ion
basis states the non-zero electrostatic matrix elements are diagonal in the matrix, but this condition
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is only true when there are no repeated atomic terms for a given electronic configuration (dN).
For example, the allowed atomic terms (2S+1L) of the configuration 3d2 are: 3F , 3P , 1G, 1D, and
1S, thus there are no repeated terms. When a given atomic term is allowed n times (the term is
repeated), a nth order secular equation needs to be solved. The second term that we have to take
into account in the total Hamiltonian is given by
Hs-o =
∑
i
ξi~li · ~si (1.51)
and denotes the spin-orbit coupling within the metal ion.
1.3 Magnetic interactions between ions in crystals
In the preceding section, we reviewed the main concepts behind ligand field theory, and learned
how 3d orbital levels are split when in a crystal. In addition to this, there are a number of in-
teractions occurring between the transition-metal components of magnetic molecular compounds,
such as the Hund’s rules, as well as the direct exchange and super-exchange interactions between
magnetic ions. In this section we will review these important mechanisms that contribute to the
magnetism of molecular systems, which will be of use later in the development of strongly corre-
lated models of magnetism.
1.3.1 Hund’s rules
An important task when solving a problem involving transition metal ions is to determine their
ground state properties in the absence of ligands, i.e., the ground state energy and magnetic moment
of a free atom. The knowledge of the ground state total magnetic moment is commonly used, for
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instance, to define non-perturbed basis states in order to determine the Hamiltonian of a molecule
in the presence of other interactions. The Hund’s rules are a set phenomenological principles
found by Hund after working in atomic spectroscopic experiments [8, 9], that help in determining
the ground state total magnetic moment of an atom in a given electronic configuration. The Hund’s
rules are summarized as follows:
1) For an atom with a given electronic configuration, the ground state energy will have the highest
spin multiplicity 2S + 1, where S is the total spin angular momentum.
2) For a given spin multiplicity, the ground state will be the one with the highest orbital angular
momentum L.
3a) If the shell is less than half filled, the ground state will have the smallest value of the total
angular momentum ~J = |~L+ ~S|.
3b) If the shell is more than half filled, the ground state will have the largest value of the total
angular momentum ~J = |~L+ ~S|.
These guidelines do not hold true in every case [10]. In Appendix A, we work out a simple
problem in which we show that the origin of the first Hund’s rules is a consequence of an exchange
interaction between two orbitals localized in the same region of space. If the orbitals are located
in the same ion, the total ground state spatial wave function for fermions is antisymmetric due to
a parallel (symmetric) spin configuration. This indicates us that the interaction between orbitals is
reduced the most when the spatial wave function is antisymmetric. We will review the concept of
direct exchange interaction in the next section using a simple strongly correlated model such as the
Hubbard model.
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1.3.2 Direct exchange between magnetic ions
The concept of direct exchange interaction was first studied by Heisenberg [11] and Dirac [12], and
consists of a spin-dependent interaction of electrons localized in non-orthogonal orbitals situated in
different atoms. This occurs as a result of the use of antisymmetrized spatial wave functions. Thus,
there will be an energy splitting between parallel and antiparallel spin alignments of electrons, with
the singlet spin configuration having the lowest energy. In other words, a symmetric spatial wave
function corresponding to a singlet spin state will have the lowest total energy of the system. The
simplest example of direct exchange interaction can be found in the H2 molecule, and was studied
by Heitler and London [13]. In order to study direct exchange, we will use a model that allows
electronic correlations such as the Hubbard model [14]. The Hubbard model describes hopping
electrons between ions in a crystalline lattice. The simplest Hubbard model reads
H = 
∑
jσ
c†jσcjσ − t
∑
〈ij〉,σ
(c†iσcjσ + c
†
jσciσ) + U
∑
j
nj↓nj↑, (1.52)
where the Coulomb term (with factor U ) describes the interaction of electrons in the same ion, and
the hopping term (with prefactor t) describes an electron jumping in and out to of a neighbor. The
amplitude t is related to the overlap energy of the localized wave functions of electron in the ions.
Now we redefine the zero of our energy scale by making H → H − ∑jσ c†jσcjσ. Thus, the new
H reads
H = −t
∑
〈ij〉,σ
(c†iσcjσ + c
†
jσciσ) + U
∑
j
nj↓nj↑. (1.53)
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(a) (b)
Figure 1.2: Scheme of direct exchange interaction in two different systems. (a) Direct exchange
between two electrons occupying orbitals in ions A and B. (b) Direct exchange between two
electrons occupying orbitals in ions A and B. Here each ion is allowed to have two degenerate
orbitals.
We shall now study two simple examples of direct exchange interaction between two magnetic
sites. In one situation we consider two ions with one orbital per site, as shown in Fig. 1.2 (a),
yielding an antiferromagnetic interaction. In Fig. 1.2 (b) we study how having more than one
orbital per site can help stabilize a ferromagnetic coupling of spins as the ground state. We assume
that in both cases the weak coupling regime t << U applies, thus double occupancy states are vir-
tual states energetically unfavorable. In the multi-orbital case, we will have an additional intra-site
Coulomb interaction K between electrons occupying different orbitals in the same ion, as well as
a Hund’s interaction term which maximizes the total spin. We can therefore separate in blocks the
high double-occupancy and single-occupancy low energy configurations by means of a Schrieffer-
Wolff transformation [15]. Upon applying an Schrieffer-Wolff transformation (see Appendix B),
we obtain for the one-orbital-per-site case the usual Heisenberg-type effective Hamiltonian,
H ′eff = J ~SA.~SB, (1.54)
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with J = 4t
2
U
and J > 0. Therefore, the interaction is antiferromagnetic. The physics of this result
is that the energy of the two-ion system tends to be lowered when there is a hybridization between
orbitals, i.e., the bonding configuration has a lower energy than its antibonding counterpart. Since
the total wave function must be antisymmetric, for a bonding (symmetric) spatial wave function the
spin part must be antisymmetric, i.e., it must be in an antiparallel configuration. Now we turn our
attention to the case where we have two degenerate orbitals per ion. In the case that we have two
electrons in the same orbital level, we will have a strong Coulomb interaction U . Moreover, if the
two electrons are sitting on the same ion but in different orbitals, then, besides having a Coulomb
interaction K (not as strong as U ), their spin orientation will prefer to be parallel according to
Hund’s rule, thus we need to include this effect in the Hamiltonian. Labeling Aτ(Bτ) as ion
A(ionB) in orbital τ , we can write the Hamiltonian as
H = −t1
∑
σ
(c†A1σcB1σ +H.c.)− t2
∑
σ
(c†A2σcB2σ + h.c.)
+ U
∑
i
(ni1↑ni1↓ + ni2↑ni2↓) +K
∑
iσσ′
ni1σni2σ′ − 2J
∑
i
−→
Si1.
−→
Si2, (1.55)
where t1 and t2 are the hopping amplitudes for orbital 1 and 2 respectively. For simplicity we
do not consider cross terms, i.e., we neglect hopping between different orbitals of different ions.
To be more general, we consider also t1 6= t2. The last terms of Eqn. (1.55) correspond to
the ferromagnetic Heisenberg Hamiltonian between electrons sitting in the same site but different
orbitals (we include this by hand by invoking the first Hund’s rule). Applying the Schrieffer-Wolff
transformation, we obtain the following effective spin Hamiltonian:
H =
−4t2
U − 2J
(
3
4
+ ~SA.~SB
)(
1
4
− ~τA.~τB
)
− 4t
2
U
(
1
4
− ~SA.~SB
)(
3
4
+ ~τA.~τB
)
, (1.56)
where we have used the slave-boson approach [16] to write it in terms of spin and pseudo-spin
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orbital operators. In the case of an anisotropic Hund’s interaction, i.e., Jz 6= Jx = Jy, we obtain
the following effective Hamiltonians: In the S = 1 sector
HS=1 = (−DSAzSBz − F (SAxSBx + SAySBy)−GI) (1
4
− ~τA.~τB), (1.57)
where
D =
4t2(U + Jz − 3J⊥)
(U − 2J⊥)(U − Jz − J⊥) (1.58)
F =
4t2
(U − 2J⊥) (1.59)
G =
t2(3U − Jz − 5J⊥)
(U − 2J⊥)(U − Jz − J⊥) . (1.60)
(1.61)
In the singlet sector, the Hamiltonian does not change, thus we have
HS=0 = −4t
2
U
(
1
4
− ~SA.~SB
)(
3
4
+ ~τA.~τB
)
. (1.62)
At zero temperature, i.e., T = 0, orbital order is complete and 〈~τA.~τB〉 = −3/4, thus at this regime
we get rid of the singlet Hamiltonian. In the disordered phase we have 〈~τA.~τB〉 = 0.
1.3.3 Super exchange between magnetic ions
In general, most magnetic compounds are formed by magnetic ions bridged by diamagnetic ions.
Therefore it is difficult to predict spin interactions by just relying on the direct exchange model,
since for 3d ions, the direct exchange coupling becomes negligible at distances of r ≈ 0.2 − 0.3
nm.
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(a) (b)
(c) (d)
Figure 1.3: Scheme of superexchange interaction in two different systems. (a) Exchange between
between two electrons occupying dz2 orbitals through an intermediate pz orbital. The bond angle
between magntic anions is 180 degrees. (b) Exchange between between two electrons occupying
dx2−y2 orbitals overlapping separately with two intermediate p orbitals. In this case the bond angle
is 90 degrees. (c) Hopping scheme between cation sites and the intermediate anion for a bond
angle of 180 degrees. (d) Hopping scheme between cation sites and the intermediate anion for a
bond angle of 90 degrees.
The super-exchange interaction in transition metal compounds is the mechanism that couples mag-
netic moments of different magnetic sites in a molecule through an intermediate atom. The first
proponent of this theory was Kramers [17], which was later improved by Anderson [18]. In Fig.
1.3 we show the concept of the superexchange interaction for two different systems. The ions 3d
orbitals overlap strongly with the intermediate p orbitals, resulting in a series of virtual processes
that allow electrons in the cation to hop to the magnetic sites and back, producing an exchange
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interaction. The bond angle, defined as the ion-ligand-ion angle, is important in determining if
the sign of J is negative (ferromagnetic) or positive (antiferromagnetic), as proposed in the phe-
nomenological Goodenough-Kanamori rules [19, 20]. These rules state that for a 90 degree angle
the spin alignment will be parallel while the opposite results for a 180 bond angle arrangement, in
which the spins prefer to be aligned antiparallel. In a more quantitative manner, the effect of the
bond angle in determining the spin ground state can be studied by resorting to the useful Slater
integrals [21], which relate the overlap integrals between two orbitals with the direction cosines of
the vector that connects the positions in which they are centered. We shall now study the two cases
in Fig. 1.3 by using a model to describe the admixture between anions and cations, and the effect
of the bond angle in the resulting sign of the superexchange interaction.
• 180 degree interaction
We consider first a 180 degree angle between the position vectors of the magnetic ions relative to
the ligand. The Hamiltonian reads
H = t
∑
σ
(c†AσcBσ + c
†
BσcCσ + h.c) + p
∑
σ
nBσ
+ d
∑
σ
(nAσ + nCσ) + U (nA↑nA↓ + nC↑nC↓) , (1.63)
where c†iσ ( ciσ), with i = A,B,C, creates(destroys) an electron with spin σ in ions A,B,C. U
is the Coulomb repulsion between d electrons. We assume that the electrostatic repulsion in the
intermediate ion (p electrons) is relatively weak, and we do not include it in the Hamiltonian. p(d)
is the electronic energy of electrons in the p(d) orbitals. By using fourth-order perturbation theory
(see Appendix C) we obtain an antiferromagnetic interaction of magnitude
J =
4t4
(U + ∆)3
, (1.64)
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where ∆ = d − p.
• 90 degree interaction
Now we study the case of two orbitally non-degenerate ions connected through an non-magnetic
ion making a 90 degree ion-ligand-ion. In this case, each magnetic site will overlap with a different
orbital in the ligand. Figure 1(d) depicts this case. For simplicity, we consider an Ising-type Hund’s
model and neglect spin flipping hopping terms. The Hamiltonian is
H = tAB1
∑
σ
(c†AσcB1σ + h.c) + tCB2
∑
σ
(c†B2σcDσ + h.c) + pB
∑
σ
nBσ (1.65)
+ d
∑
σ,i
niσ + U
∑
i
ni↑ni↓ − 2JzSB1zSB2z. (1.66)
By using fourth-order perturbation theory (see Appendix C), we arrive at
J = − 2t
4
(U + ∆)2
(
Jz
4(U + ∆)2 − J2z
4
)
, (1.67)
which favors a parallel spin alignment.
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Figure 1.4: (a) Depiction of a SMM structure. The red and green dots represent magnetic cores,
while the black dots denote ligands. Figure taken from Ref. [24]. (b) Energy landscape of a SMM
with an uniaxial spin anisotropy.
1.4 Multi-spin and giant-spin Hamiltonian descriptions of magnetic molecules
From the various types of magnetic states in matter, ferromagnetism and its microscopic causes is
one of the most intriguing topics. A very singular class of magnetic systems are single-molecule
magnets (SMMs) [22, 23, 24]. Molecules in this class typically have a large net spin ground
state, and exhibit unusual attributes such as quantum tunneling of the magnetization (QTM) [1, 2],
a relatively large decoherence time [4], and Berry-phase interference effects in the presence of
magnetic fields [3, 25]. Commonly, SMMs are composed of transition metal ions (open 3d or
4f shells) bridged by ligand atoms and molecules as seen in Fig. 1.4 (a). The coupling between
magnetic sites is predominantly mediated by superexchange interaction mechanisms. In addition,
each site will have a spin anisotropy sensitive to the orientation of the ligands with respect to each
magnetic ion, thus the energy spectrum of SMMs varies greatly with magnetic site symmetries.
The simplest phenomenological Hamiltonian that describes the properties of SMMs is the so-called
giant-spin approximation (GSA) model. For instance, in a molecule with rhombic symmetry, the
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GSA Hamiltonian can be written as
HGSA = −DS2z + E
(
S2x − S2y
)
. (1.68)
The net magnetization has a preferential direction (an easy axis z in this example) as a consequence
of the dominant uniaxial anisotropy (D  E). The in-plane transverse anisotropy E allows the
total spin to transit between different values of Sz. In Fig. 1.4 (b), we show the energy landscape
of a SMM in the case of a zero transverse anisotropy (E = 0). In this case, the Hamiltonian in
Eqn. (1.68) yields a two-fold degenerate ground state involving spin states parallel (Sz = S) and
anti-parallel (Sz = −S) to the uniaxial anisotropy axis. If the transverse anisotropy term (E) is
nonzero, then the rotational Sz symmetry is broken and the two-fold degeneracy is lifted, with
the ground and first excited states now being antisymmetric and symmetric combinations of the
Sz = ±S states; this assertion however, is only valid when the total spin S is an integer number.
For non-integer total spins the ground state is a Kramers doublet. A more microscopic description
of SMMs comes from considering interactions at the ion level. In this case, one uses instead a
multi-spin Hamiltonian of the type
Hms =
∑
i
[−diS2iz + ei (S2ix − S2iy)]−∑
i 6=j
Jij ~Si · ~Sj. (1.69)
Here each magnetic site of the molecule has local uniaxial and transverse anisotropies di and ei,
respectively. In addition, there is an effective isotropic ferromagnetic interaction between pairs of
sites parametrized by Jij > 0, which contributes to the energy splitting of states with different
total spin. (Some molecules are better described by an anisotropic Jij .) We note that the on-site
anisotropy terms (proportional to di and ei) in Eq. (1.69) are meaningful only when the total spin
of each site is Si ≥ 1.
The accuracy of the GSA and the multi-spin models was investigated in Ref. [26] by studying
25
the connection between molecular and single-ion uniaxial anisotropies. Moreover, a multi-spin
Hamiltonian description was recently proposed to explain the role of internal degrees of freedom
in the quantum tunneling of the magnetization in SMMs [27]. In general, the parameters used in
the multi-spin approach depend on the intra-site or inter-site interactions between orbitals of the
ligands and transition metals, but due to the large Hilbert space involved and the strong interplay
between the many microscopic parameters, it is very challenging to take into account explicitly the
overlap between orbitals and their symmetries for large magnetic molecules. One often employs
the empirical Goodenough-Kanamori rules [28, 20] that dictate the nature of interaction between
magnetic ions. In addition, one also includes an effective interaction intermediated by diamagnetic
atoms (the Anderson superexchange interaction) [29].
1.4.1 Calculation of the zero-field splitting (zfs) parameters
The zero-field splitting (ZFS) parameter is a term widely used to describe the uniaxial and trans-
verse anisotropy parameters that cause the spin splittings in SMMs. In SMMs the net spin comes
from the d electrons, thus the spin-orbit coupling energy scales are much smaller than the crystal-
field splitting and Coulomb interaction scales, i.e., |HSO| < |HLF| < |HC| . Therefore, for a single
ion in the presence of a ligand field, we can obtain the ZFS parameters D and E by using perturba-
tion theory, with the spin-orbit coupling term being the Hamiltonian that perturbs the diagonalized
system, i.e., the ion in presence of the ligands and Coulomb interactions. The simplest perturbative
procedure to obtain the ZFS parameter typically consists in taking the unperturbed Hamiltonian as
H0 = HC +HLF (1.70)
and
H1 = HSO (1.71)
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as the perturbative term. The spin-orbit coupling Hamiltonian is given by Hs-o = λ~L.~S, where
λ > 0 if the d shell is less than half filled, and λ < 0 if the d shell is more than half filled. In the
case of an ion with five electrons in its d shell, i.e., when it is half full, we have that Hs-o = 0. The
uniaxial (D) and transverse (E) anisotropy parameters are given perturbatively by [31]
D = −λ2
(
Λzz − 1
2
[Λxx + Λyy]
)
, (1.72)
E = −λ
2
2
(Λxx − Λyy) , (1.73)
where
Λxx =
∑
n
|〈ψ0|Lx|ψn〉|2
n − 0 , (1.74)
Λyy =
∑
n
|〈ψ0|Ly|ψn〉|2
n − 0 , (1.75)
Λyy =
∑
n
|〈ψ0|Lz|ψn〉|2
n − 0 . (1.76)
In Eqns. (1.74-1.76), ψ0 and ψn are the ground and nth excited states of H0, respectively, while
0 and n are the eigenenergies corresponding to these states. We require the ground state to be
nondegenerate in order to apply perturbation theory. If the ground state is degenerate then another
method is needed to find the parameters. It is important to comment that here we only consider the
case when the ligand field is weak. A detailed calculation of the spectrum of transition metal ions
in the strong ligand-field regime can be found in Ref. [32].
27
1.5 SET’s transport: the sequential tunneling case
Single-electron transistors (SETs) are an important class of devices for the study of electronic
transport in nano-structures. In these systems, quantum effects dominate the transport features and
the flow of charge is discrete and well controlled. SET’s work similarly to field-effect transistors
(FET’s), where the amount of current running through the device is controlled by a gate voltage.
This control of current state in FET’s is the scheme of choice, for example, to define the 0 and 1
states in classical computers. The fact that FET’s are used in a variety of technological applications
is the main motivation to develop new ideas to construct SET’s devices. A single-electron transistor
consists of a central island (a quantum dot or molecule) that allows, in contrast to FETs, a finite
number of electrons to be confined in it. The island is connected to a three-terminal device as
shown in Fig. 1.5, with the following components: the left (L) and right (R) reservoirs, which
act as a source and drain, respectively, and a gate voltage electrode that controls the charge in the
island. The reservoirs are maintained at different potentials, thus the current can flow between them
through the island (quantum dot). In the sequential tunneling regime, charge is allowed to flow
through the island one electron at a time, thus electron is well defined in the dot. This condition is
met spatially by having the electrons localized to a small region of volume. However, in practice,
the electron wave functions will not be completely localized in the dot due to hybridization with the
reservoirs, thus the sharpness of the charge quantization depends on the tunneling barriers. In order
to have a quantitative estimate of the charge quantization condition we invoke the Heisenberg’s
energy uncertainty principle, i.e., ∆E∆t > h. The time required to charge the island is ∆t = RC,
where R is the resistance of one of the tunneling junctions and C its capacitance. The charging
energy is classically given by ∆E = e2/C, thus we require the resistance of the tunneling junction
to be R >> h/e2 if we want the charging energy to be well resolved. This condition is valid at
zero temperature, and assuming that the charging energy is independent of C and the size of the
island. For finite temperatures, which is typically the case, charge fluctuations can be present due
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to thermal agitation; electrons in the reservoirs that can jump randomly in and out of island, thus
jeopardizing our localization condition. Thus, we need to set the charging energy much greater
than the average thermal energy of electrons ∆E >> KBT .
We have so far considered the requirements needed to have a well-defined charge in the dot, which
can be considered as a classical observable. Now let us study the quantum mechanics of the
problem. First the island dimensions need to be such that quantum effects dominate the energy
spectrum leading to a well-defined quantized energy spectrum. Moreover, we have again to take
into account the hybridization with the reservoirs, in the sense that each energy level will have a
finite width Γ due to a lifetime broadening. Therefore, in order to describe the electronic transport
an include quantum effects such as the energy splittings ∆ in the island, we need to set Γ << ∆
and also KBT << ∆.
1.5.1 Energetics of the island
For a quantum dot embedded in an SET with N electrons, a general Hamiltonian that describes the
island is
Hdot = HK +HC +HV , (1.77)
where HK corresponds to the kinetic energy part of the Hamiltonian, HC corresponds to electro-
static interactions in the dot, and HV corresponds to other interactions that can be present, such as
spin interactions in the dot or the coupling of electrons to applied fields. A many-particle eigenstate
of the Hamiltonian describing the dot can be obtained by diagonalizingHdot with the ith eigenvalue
corresponding to an energy state of the dot given by
Ei = EiK + EiC + EiV , (1.78)
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where EiK is the kinetic energy contribution of the electrons in the quantum dot, EiC corresponds
to the Coulomb energy of the dot, and EiV refers to the contribution from other interactions to the
energy that may mix localized eigenstates in the dot. The electrostatic energy EC of the dot can be
calculated from the circuit in Fig. 1.5. The electric potential in the dot is given by
Φdot =
Q
CΣ
+ Φext, (1.79)
where Q is the net charge of the dot, CΣ = CL + CR + Cg is the equivalent capacitance of the
circuit shown in Fig. 1.5, and Φext is an external potential due to the gate and lead voltages, which
is given by
Φext =
CRVR + CLVL + CgVg
CΣ
. (1.80)
We define q ≡ CRVR + CLVL + CgVg as the charge induced in the island by the three electrodes,
which is also a continuous variable that can be tuned. The net charge in the dot is quantized as
Q = −Ne, with N being the number of electrons in the dot. To obtain the electrostatic energy of
the dot we integrate the electric potential as
EC =
∫ −Ne
0
ΦdotdQ =
∫ −Ne
0
(
Q
CΣ
+ Φext
)
dQ,
=
N2e2
2CΣ
−NeΦext
EC =
N2e2
2CΣ
− Neq
CΣ
. (1.81)
In small systems, we can use, for instance, an effective Anderson model where the charging energy
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is given by the Coulomb interaction between two electrons in the same orbital, for example
HC = U
∑
i
ni↑ni↓ − eq
CΣ
∑
i
ni.
= U
∑
i
ni↑ni↓ − eNηVg, (1.82)
where we have assumed an asymmetric bias voltage, i.e., VL = −VR = V/2, and η = Cg(CΣ)−1 as
a leverage gate voltage parameter. In more complex quantum dots, such as molecules or multiple
quantum dots, the Coulomb interaction U is viewed more as an internal parameter of the dot, and
the charging energy has in general another value which is more related to capacitive charging of
the system. Now we are in a good position to propose a simple Hamiltonian that captures well the
physics of a quantum dot system. Assuming the kinetic energy of the quantum dot to be
EK =
∑
i
ini, (1.83)
where i is the single-electron energy of orbital i and ni is the occupation number in this energy
level, we can write the total Hamiltonian of a quantum dot as
Hdot =
∑
i
(
i − eCgVg
CΣ
)
ni + U
∑
i
ni↑ni↓ +HV , (1.84)
where HV denotes spin-spin interactions or coupling to magnetic and/or electric fields.
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Island
Figure 1.5: Basic SET circuit diagram showing the source (L), the drain (R), and a voltage differ-
ence applied between these leads. The gate electrode controls the single-particle energies of the
island dot.
1.5.2 Coulomb blockade in SET’s
Each process changing the charge of the dot is characterized by a change in energy between the
initial and final states of the quantum dot. This energy difference is crucial to define the basis for
transport in SET’s. We define the chemical potential of the dot in an state |Nα1〉 as
µdot(N,α1) = Edot(N,α1)− Edot(N − 1, α2), (1.85)
where Edot(N,α1) is the total energy of the island with N electrons in an eigenstate α1 of Eqn.
(1.84). Consider the following situation: suppose there is an electron going into the dot from the
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left lead and then going from the dot to the right lead. The condition for the electron to hop in from
the left lead is
eVL > Edot(N,α1)− Edot(N − 1, α2), (1.86)
This means that the electron requires an energy greater or equal than the energy needed to add an
electron in the dot in the state |N,α2〉, otherwise Coulomb repulsion will block the current. In the
same fashion, the condition for an electron to go from the dot to the right lead is
Edot(N,α1)− Edot(N − 1, α2) > eVR. (1.87)
Therefore, the condition for current to flow is to have the chemical potential of the dot in-between
the Fermi levels of the leads, i.e.,
eVL > Edot(N,α1)− Edot(N − 1, α2) > eVR. (1.88)
1.5.3 Pauli equation and transport features
In order to evaluate single-electron transport, we start by diagonalizing the Hamiltonian for dif-
ferent charge-spin configurations. We then solve a set of coupled differential equations for the
time evolution of the quantum state probabilities of the molecule. This approach is suitable for
describing incoherent, sequential transport across the molecule. The only necessary assumption
for the rate equation approach to be valid is that the molecule should be weakly coupled to the
leads and the temperature sufficiently low. These conditions can be cast as γ, kBT  |∆| (see
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notation below).
The rate equation describing the time evolution of the probability of the molecule to be in an
arbitrary state m is given by [72]
dpm
dt
= −pm
∑
m′
Γm→m′ +
∑
m′
pm′ Γm′→m, (1.89)
where Γm→m′ is the transition rate between different eigenstates m and m′. The first term on the
r.h.s of Eqn. (1.89) comprises outgoing terms describing the transition from an initial state m to
a final state m′ by either taking away or adding an extra electron. The second term represents
processes where a final state m′ transitions back to an initial state m (again, by means of either
taking away or adding an extra electron). Equation (1.89) can be written in matrix form as
dP
dt
= Γ ·P, (1.90)
where P is a vector containing the probabilities {pm} and Γ is a matrix with entries {Γmm′} which
are related to the the transition rates in the following way:
Γmm′ = Γm′→m if m 6= m′
Γmm = −
∑
m 6=m′
Γm→m′ . (1.91)
In the stationary regime, we look for the steady-state probabilities pm such that dpm/dt = 0. In
matrix form, the normalized probabilities that satisfy Σmpm = 1 are found by solving the matrix
equation Γ˜.P = Ω. Here the modified transition matrix Γ˜ is obtained by replacing the entries
of an arbitrary row (m0) of Γ by a small number q, and Ω is a column vector with components
Ωm,m0 = qδm,m0 . The transition rates from a state m to a state m
′ when adding (or subtracting)
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electrons (e−) to (from) the molecule are given by
Γτm→m′ =
 γ
τ
m′,m fτ (µm′m − eVτ ), e− in,
γτm,m′ [1− fτ (µmm′ − eVτ )] , e− out
(1.92)
where the index τ = L,R refers to the left and right reservoirs, respectively. Here, fτ (x) =
1/(1 + ex/kBT ) is the Fermi distribution of the left (L) or right (R) reservoirs. The electrochemical
potential of the molecule, i.e., the energy required to go from a state m to state a m′, is defined as
µmm′ = m − m′ − eηVg, (1.93)
where m and m′ are the energy eigenvalues corresponding to eigenstates m and m′, respectively,
and Vg is the backgate voltage (we set the lever arm coefficient η = 1). The coefficients γτβ,β′ are
the tunneling rates between two eigenstates β and β′ of the molecule and are given in the Golden
rule approximation by (see Appendix C)
γτβ,β′ = 2piρ
∑
σ
|T σ,τββ′ |2, (1.94)
where ρ is the density of states of both reservoirs (here considered constant) and
T σ,τββ′ =
∑
j
tj,τ 〈β|c†jσ|β′〉 (1.95)
denotes the tunneling matrix elements. The operator c†αjσ creates an electron with spin σ on the
single-particle orbital j of ion α. To simplify the calculations we assume that tj,τ is independent
of the orbital, thus we drop the j index.
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Since different charge configurations of the molecule involve states with different spin quantum
numbers, selection rules for spin transitions become important in the transport calculations. The
tunneling matrix elements satisfy the selection rules |Sm − Sm′| = 1/2, |Szm − Szm′ | = 1/2 and
|Nm − Nm′| = 1, for any two eigenstates of the Hamiltonian belonging to different charge-spin
sectors. The net steady-state current through the left lead (we omit the L subscript) is given by
I = |e|
∑
mm′
ΓLm→m′pm, (1.96)
where m,m′ are indexes for different charge states. In Eqn. (1.96), multiply the r.h.s by −1 if an
electron is going out of the molecule and into the left reservoir.
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CHAPTER 2: MANY BODY PHENOMENA: THE KONDO EFFECT
2.1 Introduction
For conducting metals at high temperatures, the electrical resistance increases linearly with tem-
perature. As the temperature goes down, the electronic resistivity is dominated by electron-phonon
scattering and is proportional to (T/TD)5, where TD is the Debye characteristic temperature of the
metal. For temperatures much smaller than the Debye temperature, phonon vibrations in the crystal
are frozen, and the electron-phonon scattering contributions to the resistance become negligible,
followed by a saturation of the resistivity to a finite value that usually depends on the amount of
disorder present in the metal (See Fig. 2.1 (a)). For some materials such as lead (Pb), niobium
(Nb), or aluminium (Al), the temperature reaches a critical value and the metal becomes supercon-
ducting, thus the resistivity goes to zero.
Although the resistance was thought to either saturate or decrease to zero at low temperatures,
this was always not the case. Early evidences of the Kondo effect were experimentally found as a
result of electronic conduction measurements in copper (Cu) at low temperatures. De Haas found
[33] that below 10 K the resistance of gold increased instead of saturating to a finite value. This
observation was later found to be correlated to the concentration of dilute magnetic impurities
in the metal [34]. The origin of the resistance increase below a certain temperature threshold
was finally explained by Jun Kondo [35]. His solution consisted in taking into account not only
the momentum but also the spin degrees of freedom of the electrons in the metal and the impurity.
Although this was considered a great advance, Kondo’s calculation lead only to the famous ”Kondo
problem” since it was a perturbative calculation that resulted in a ”non-physical” divergence of the
resistance at the limit when T → 0.
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Figure 2.1: (a) The electronic resistance of a metal (red line) possesses a minima at a threshold
temperature due to the presence (in the simplest case) of a magnetic impurity in the bulk of the
conductor. In the case of a superconductor (blue line) the resistivity goes to zero at a critical tem-
perature and offers no resistance to electronic conduction. For a metal doped with non-magnetic
impurities the resistivity saturates to a constant value as the temperature approaches to zero. (b)
Conductance of a quantum dot as a function of temperature. The red curve starts to increase until it
converges to the conductance quantum at low temperatures, signaling a Kondo singlet formation.
Much recently, a novel Kondo effect was discovered in semiconductor quantum dots [36]. This
particular phenomena differs from the old Kondo effect in that instead of consisting of a spin flip
scattering event in bulk metals that eventually increases the resistance, the electronic conductance
increases at low temperatures and converges to the conductance quantum 2e2/h¯ (See Fig. 2.1 (b)).
In this chapter we shall investigate in detail the theory aspects of a very important many-body
problem in the context of electronic transport, namely, the Kondo effect. Since we are interested
only in single-electron transistor setups, the specific case of the Kondo effect in quantum dots will
be discussed. In Sec. 2.1 we will review the theoretical perturbative treatment of the conductance
through a quantum dot carrying a magnetic moment connected to non-magnetic leads. In Sec.
2.2 we will study the non-perturbative solution to the ”Kondo problem” such as the numerical
renormalization group technique.
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2.2 The Kondo effect in quantum dots
The Kondo effect in quantum dots consists of a coherent superposition of many spin-flip tunneling
process between electrons in the fermionic reservoirs and the dot. As a result, there is an effective
interaction between the local magnetic moment of the quantum dot and the spins of the itinerant
electrons. This interaction induces a many-body spin-state called the Kondo singlet. The formation
of this Kondo state occurs at a characteristic energy scale kBTK accompanied by an increase in the
conductance of the quantum dot. In order to describe the theory of the Kondo effect in a single
electron transistor setup, we shall use a Hamiltonian that allows correlations such as the Hubbard
model. We consider a model of a one-level quantum dot connected to two leads that allows both
charge and spin fluctuations. In addition, the system is electrostatically coupled to a third terminal
that acts as a back gate and shifts the energy levels in the dot. The Hamiltonian reads
H =
∑
kσ
αkσc
†
kσckσ +
∑
σ
˜dσd
†
σdσ + Und↑nd↓ +
∑
αkσ
(
Vαkσc
†
αkσdσ + h.c
)
. (2.1)
Here αkσ denotes the energy of an electron in the lead α = L,R with momentum k and z-
spin projection σ, where the operator c†kσ (ckσ) denotes creation (annihilation) of electrons in the
leads, and obeys the usual fermionic commutation relations. The dot is connected to the leads
and electrons tunnel through an energy barrier with a height parametrized by Vαk, where d†σ(dσ)
creates (destroys) an electron in the d level. The spacing between the gate-voltage-controlled
single-electron energies ˜dσ = dσ − eηVg is much smaller than the double occupation energies
parametrized by the Coulomb interaction U , thus the empty and double occupied configurations
are considered virtual states. We shall use perturbation theory in the form of a Schrieffer-Wolff
transformation to eliminate charge fluctuations in the quantum dot. We perform a transformation
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on the Hamiltonian as
HS = e
iSHe−iS = eiS (Hdot +HT +Hleads) e−iS, (2.2)
where
Hdot =
∑
σ
˜dσd
†
σdσ + Und↑nd↓, (2.3)
Hleads =
∑
kσ
αkσc
†
αkσcαkσ, (2.4)
and
HT =
∑
αkσ
(
Vαkσc
†
kσdσ + h.c
)
. (2.5)
In the expansion of HS we choose S as to eliminate the linear terms in HT . Thus, since
eiSHe−iS ≈ H + i [S,Hdot +Hleads] = Hdot +Hleads, (2.6)
the following condition must be satisfied:
i [S,Hdot +Hleads] = −HT . (2.7)
The question now is what form should the operator S have in order to satisfy the above equation.
This task was accomplished by Schrieffer and Wolff. In their work, they showed that if S is written
40
as
S = S+ + S−, (2.8)
with S+ = (S−)† and where
S− = −i
∑
αkσ
(
Vα
k − (˜dσ + U)ndσ¯c
†
αkσdσ +
Vα
k − ˜dσ (1− ndσ¯) c
†
αkσdσ
)
, (2.9)
the expression in Eqn. (2.7) holds. Notice that here we have assumed that the tunneling barriers
heights Vαkσ ≡ Vα are independent of the momentum and spin of the electrons. Now that we have
eliminated linear terms in HT , we proceed to expand HS up to second order in the the tunneling
barriers, i.e.,
HS = Hdot +Hleads +
i
2
[S,HT ] . (2.10)
We express HT in two parts: one that represents the tunneling of an electrons into the dot (H+T )
and one that indicates that the electrons are leaving the dot (H−T ). Thus, we can write the tunneling
Hamiltonian as
HT = H
+
T +H
−
T , (2.11)
where
H−T =
∑
αkσ
Vαc
†
αkσdσ, H
+
T =
∑
αkσ
V ∗α d
†
σcαkσ. (2.12)
Inserting Eqns. (2.8) and (2.12) in the last term of Eqn. (2.10) we find that the commutators
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such as [S+, H+T ] and [S
−, H−T ] contain two-particle tunneling terms, i.e., the occupation of the
dot changes from an empty to a double occupied configuration or vice versa. Since we are only
interested in restricting the occupation of the dot to one electron, we neglect those terms and obtain
an effective Hamiltonian defined by
H
(2)
S =
i
2
([
S+, H−T
]
+
[
S−, H+T
])
. (2.13)
Using the fact that
[
S+, H−T
]
= − [S−, H+T ]† we only need to evaluate one of the commutators.
In order to ease the calculations we further express the operator S− as the sum S−1 + S
−
2 with each
of these terms given by
S−1 = −i
∑
αkσ
(
Vα
k − (˜dσ + U)ndσ¯c
†
αkσdσ
)
, (2.14)
and
S−2 = −i
∑
αkσ
(
Vα
k − ˜dσ (1− ndσ¯) c
†
αkσdσ
)
. (2.15)
Evaluating the commutators
[
S−1 , H
+
T
]
and
[
S−2 , H
+
T
]
, we obtain the following:
[
S−1 , H
+
T
]
= −i
∑
αα′kk′σσ′
VαV
∗
α
k − (˜dσ + U)
(
ndσ¯c
†
αkσdσd
†
σ′cα′k′σ′ − d
†
σ′cα′k′σ′ndσ¯c
†
αkσdσ
)
; (2.16)
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and
[
S−2 , H
+
T
]
= −i
∑
αα′kk′σσ′
VαV
∗
α
k − ˜dσ
(
(1− ndσ¯)c†αkσdσd†σ′cα′k′σ′ − d
†
σ′cα′k′σ′ (1− ndσ¯)c
†
αkσdσ
)
.
(2.17)
Exploiting the fact that all operators of the dot and reservoirs anticommute, and also that
{
cα′k′σ′ , c
†
αkσ
}
=
δkk′δαα′δσσ′ and
{
dσ′ , d
†
σ
}
= δσσ′ , we can decompose Eqn. (2.17) and find that there are operators
in common with Eqn. (2.16) that can be factored out. We can then write the sum of commutators
in Eqn. (2.16) and (2.17) as
[
S−, H+T
]
= −i
∑
αα′kk′σσ′
(
VαV
∗
α
k − (˜dσ + U) −
VαV
∗
α
k − ˜dσ
)
×
(
ndσ¯c
†
αkσdσd
†
σ′cα′k′σ′ − d
†
σ′cα′k′σ′ndσ¯c
†
αkσdσ
)
− i
∑
αα′kk′σσ′
VαV
∗
α
k − ˜dσ
(
c†αkσdσd
†
σ′cα′k′σ′ − d
†
σ′cα′k′σ′c
†
αkσdσ
)
. (2.18)
Separating the sum in the above commutators in two parts; one with σ′ = σ and other with σ′ = σ¯,
we obtain the following:
[
c†αkσdσ, d
†
σ′cα′k′σ′
]
=

c†αkσcα′k′σ − nσδαα′δkk′ , if σ
′
= σ
0, if σ′ = σ¯.
(2.19)
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Then, proceeding in a similar way but this time using the identity
[
ndσ¯, d
†
σ¯
]
= d†σ¯, we have
[
ndσ¯′c
†
αkσdσ, d
†
σ′cα′k′σ′
]
=

ndσ¯
(
c†αkσcα′k′σ − nσδαα′δkk′
)
, if σ′ = σ
−d†σ¯dσc†αkσcα′k′ σ¯. if σ
′
= σ¯.
(2.20)
The total commutator reads
[
S−, H+T
]
= −i
∑
αα′kk′σ
(
VαV
∗
α
k − (˜dσ + U) −
VαV
∗
α
k − ˜dσ
)
×
(
ndσ¯
(
c†αkσcα′k′σ − nσδαα′δkk′
)
− d†σ¯dσc†αkσcα′k′ σ¯
)
− i
∑
αα′kk′σ
VαV
∗
α
k − ˜dσ
(
c†αkσcα′k′σ − nσδαα′δkk′
)
. (2.21)
Since we are interested only in the single-occupied configuration, i.e.,
∑
σ nσ = 1, the last term
in the parentheses shifts the energy of the dot by a constant amount, thus we do not take it into
account. We also neglect the product of number operators such as nσ¯nσ since they represent
double occupied contributions which are absent in our approximation. After these simplifications
we obtain
[
S−, H+T
] ≈ −i ∑
αα′kk′σ
(
VαV
∗
α
k − (˜dσ + U) −
VαV
∗
α
k − ˜dσ
)
×
(
ndσ¯c
†
αkσcα′k′σ − d†σ¯dσc†αkσcα′k′ σ¯
)
− i
∑
αα′kk′σ
VαV
∗
α
k − ˜dσ c
†
αkσcα′k′σ. (2.22)
Since we have a fixed number of electrons in the dot, i.e., ndσ + ndσ¯ = 1, we can write the number
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operator as
ndσ¯ =
1
2
(ndσ + ndσ¯ − ndσ + ndσ¯) = 1
2
+
1
2
(ndσ¯ − ndσ) . (2.23)
Therefore, Eqn. (2.22) becomes
[
S−, H+T
] ≈ i
2
∑
αα′kk′σ
(
VαV
∗
α
˜dσ + U − k −
VαV
∗
α
˜dσ − k
)
×
(
(ndσ¯ − ndσ) c†αkσcα′k′σ − 2d†σ¯dσc†αkσcα′k′ σ¯
)
+
i
2
∑
αα′kk′σ
(
VαV
∗
α
˜dσ + U − k +
VαV
∗
α
˜dσ − k
)
c†αkσcα′k′σ. (2.24)
Finally, we make use of the following identity which expresses the product of two spins in terms
of creation and annihilation operators:
~Sd · ~Skα,k′α′ =
1
2
∑
σ
d†σ¯dσc
†
αkσc
†
α′k′ σ¯ +
1
4
∑
σ
(
d†σdσ − d†σ¯dσ¯
)
c†αkσc
†
α′k′σ. (2.25)
Inserting this expression in Eqn. (2.24) and using
[
S+, H−T
]
= − [S−, H+T ]† we finally arrive at
H
(2)
S =
∑
αα′kk′
Jkk′αα′
~Sd · ~Skα,k′α′ +
∑
αα′kk′σ
Wkk′αα′c
†
αkσc
†
α′k′σ, (2.26)
where
Jαα′kk′ = 2
∑
αα′kk′σ
(
VαV
∗
α
˜dσ + U − k −
VαV
∗
α
˜dσ − k
)
. (2.27)
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(a) (b) (c) (d)
Figure 2.2: (a) The initial state of the quantum dot + leads. (b) Intermediate state in which the dot
changes to a double occupied configuration. For simplicity we have not depicted the situation in
which a hole is created in the dot. (c) Spin conserving processes involving transfer of electrons
to the right lead without flipping the spin of the dot. These processes do not contribute to the
enhancement of the conductance at low temperatures. (d) Depiction of electronic transfers from
the left to the right lead involving a spin flip in the dot. These process contribute to the formation
of the Kondo singlet.
Eqn. (2.27) represents the spin exchange interaction strength between the magnetic moments of
the quantum dot and the electrons. Notice that this interaction is antiferromagnetic, therefore an
antiparallel spin alignment will have the lowest energy. The term
Wαα′kk′ =
∑
αα′kk′σ
(
VαV
∗
α
˜dσ + U − k +
VαV
∗
α
˜dσ − k
)
, (2.28)
represents a potential scattering energy that is independent of the spin of the impurity. In Fig. 2.2
we describe both the exchange and potential scattering contributions. The first term of Eqn. (2.26)
is referred as the Kondo Hamiltonian, containing both spin preserving as well as spin flipping
virtual scattering processes on and off the quantum dot. This model was used by Kondo to explain
the resistance minimum, a result that we will study in Sec. (2.2).
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2.2.1 Current through the quantum dot: the Kondo divergence problem
In this section we evaluate the electronic current running through the quantum dot using the Kondo
Hamiltonian given in Eqn. (2.26). We find the T matrix up to second order, and use Fermi’s Golden
rule to calculate the scattering rate of electrons interacting with the dot system through H2S up to
third order in J . A major drawback of this perturbative approach is that the conductance is not
well defined (i.e., it diverges) as the temperature approached to zero, in contradiction with the
experiments. This divergence is commonly called the Kondo problem. We start by calculating
the transition amplitudes between initial and final states of the whole system (dot + leads). Let
us denote the initial state as |ψi〉 = |ie〉|σi〉 where |ie〉 is the initial state of the leads, and σi is
the initial spin state of the dot. We can write the final state of the electron system (the reservoirs)
as |f e〉 = c†αkσcα′k′σ′ |ie〉 which indicates that an electron with a spin-momentum state |k
′
σ
′〉 has
tunneled from lead α′ into the dot, interacted with it by means of H(2)S , and scattered to lead α
with a spin-momentum state |kσ〉. In this process the final spin of the dot is denoted as |σf〉. The
scattering rate of electrons transferring from left to right is
ΓRL = 2pi
∑
ikk′σσ′σiσf
Pi|T (1)|ψi〉→|ψf 〉 + T
(2)
|ψi〉→|ψf 〉|2δ(k − k′ ), (2.29)
where Pi is the distribution function of the initial states and T
(n)
|ψi〉→|ψf 〉 = 〈ψf |H
(2)
S |ψi〉 is the trans-
mission probability amplitude to order n in H(2)S . Notice that the argument of the delta function in
Eqn. (2.29) is Ef − Ei = k − k′ since we consider the initial and final energies of the dot to be
the same. To first order in H(2)S , the transmission amplitude for an electron to tunnel from left to
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right is
T
(1)
|ψi〉→|ψf 〉 = 〈ie|c
†
Lk′σ′cRkσ〈σf |H
(2)
S |σi〉|ie〉. (2.30)
We can write the Kondo Hamiltonian as
H
(2)
S =
∑
jk1k2σ1σ2
Jk1k2RLS
j
d
(
τ jσ1σ2
2
)
c†Rk1σ1cLk2σ2 +
∑
k1k2σ3
Wk1k2RLc
†
Rk1σ3
cLk2σ3 , (2.31)
where j = x, y, z. After inserting H(2)S in Eqn. (2.30) and knowing that we can separate the spin
and electronic parts, we have
T
(1)
|ψi〉→|ψf 〉 =
∑
jk1k2σ1σ2
Jk1k2RL〈σf |Sjd|σi〉
(
τ jσ1σ2
2
)
〈ie|c†
Lk′σ′cRkσc
†
Rk1σ1
cLk2σ2|ie〉
+
∑
k1k2σ3σ2
Wk1k2RL〈ie|c†Lk′σ′cRkσc
†
Rk1σ3
cLk2σ3|ie〉. (2.32)
Notice that in this notation the state |ie〉 = |ieL〉|ieR〉 refers to both leads. After taking advantage of
the anticommutation relations, rearranging the operators, and using the identity
∑
σ3
δσ′σ3δσσ3 =
δσσ′ , we obtain the first-order transmission amplitude
T
(1)
|ψi〉→|ψf 〉 =
(
Wkk′RLδσσ′δσiσf +
Jkk′RL
2
∑
j=x,y,z
〈σf |Sjd|σi〉
(
τ jσ1σ2
2
)
nk′σ′L [1− nkσR]
)
. (2.33)
Here nk′σ′L ≡ n(k′ −µL) refers to the occupation of an electron in the left lead, whereas 1−nkσR
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denotes the occupation number of a hole in the right lead. Going to the continuum in Eqn. (2.29)
and assuming a constant density of states ρ0 the lowest contribution to the scattering rate reads
Γ
(1)
RL = 2piρ
2
0
∫
d
∫
d
′
f(
′ − µL)(1− f(− µR))
∑
σσ′σiσf
|T (1)|ψi〉→|ψf 〉|2δ(− 
′
). (2.34)
Inserting Eqn. (2.33) into Eqn. (2.34) and using the completeness relation
∑
σ |σ〉〈σ| = 1 the
following can be written:
∑
σσ′σiσf
|
∑
j=x,y,z
〈σf |Sjd|σi〉
(
τ j
σσ′
)
|2 = 1
4
∑
σσ′σiσf
∑
jk
τ jσiσf τ
k
σfσi
τ j
σσ′τ
k
σ′σ
=
1
4
∑
jk
(
Tr[τ jτ k]
)2
= 3. (2.35)
We then obtain the final scattering rate up to first order in H(2)S ,
Γ
(1)
RL = 2piρ
2
0
∫
d
∫
d
′
f(
′ − µL)(1− f(− µR))
(
2W 2RL +
3J2RL
4
)
. (2.36)
2.2.1.1 Current through the dot up to third order in J
A novel contribution that explains why the conductance in quantum dots increases as the temper-
ature is lowered is found when we calculate the scattering rate up to third order in J . The leading
term for the tunneling rate in this case is obtained by expanding the absolute square in Eqn. (2.29)
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and retaining the terms up to third order in H(2)S , resulting in the following:
Γ
(3)
RL = 4pi
∑
ikk′σσ′σiσf
PiRe
([
|T (1)|ψi〉→ψf 〉
]∗
T
(2)
|ψi〉→|ψf 〉
)
δ(k − k′ ), (2.37)
where T (2)|ψi〉→|ψf 〉 is the second-order tunneling amplitude expressed as
T
(2)
|ψi〉→|ψf 〉 = 〈ie|c
†
Lk′σ′cRkσ〈σf |H
(2)
S
1
Ei −H0H
(2)
S |σi〉|ie〉, (2.38)
and T (1)|ψi〉→|ψf 〉 is given in Eqn. (2.33). In order for the the transmission amplitude to transfer an
electron from left to right to be non-zero, we require one term with JRL and the other term with
either JLL or JRR. This condition is required since each of the two terms H
(2)
S involves a spin
flipping scattering event. In Fig. 2.3, we depict in detail these two processes. The Hamiltonian
H
(2)
S can be written in a more compact form as
H
(2)
S =
∑
αα′
H
(2)
Sαα′ , (2.39)
H
(2)
Sαα′ =
∑
k1k2σ1σ2
c†αk1σ1cα′k2σ2Lαα′σ1σ2 , (2.40)
Lαα′σ1σ2 = Wαα′δσ1σ2 +
Jαα′
2
∑
j
Sjdτ
j
σ1σ2
. (2.41)
Since there are two mechanisms to transfer an electron from left to right while flipping the magnetic
moment of the dot, i.e., the quantum dot virtual state in each flipping scattering event is either zero
or double occupied, these two processes will interfere coherently. Therefore, we have to include
this information in the tunneling rate as
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T
(2)
|ψi〉→|ψf 〉 =
∑
β=L,R
[
〈ie|c†
Lk′σ′cRkσ〈σf |H
(2)
SRL
1
Ei −H0H
(2)
Sββ|σi〉|ie〉
]
+
∑
β=L,R
[
〈ie|c†
Lk′σ′cRkσ〈σf |H
(2)
Sββ
1
Ei −H0H
(2)
SRL|σi〉|ie〉
]
. (2.42)
We can perform the calculation for β = R, and after replacing Eqn. (2.40) into Eqn. (2.42) we
obtain
T
(2)
|ψi〉→|ψf 〉 =
∑[
〈ie|c†
Lk′σ′cRkσ〈σf |c
†
Rk1σ1
cLk2σ2LRLσ1σ2
1
Ei −H0 c
†
Rk
′
1σ
′
1
cRk′2σ
′
2
LRRσ′1σ
′
2
|σi〉|ie〉
]
+
∑[
〈ie|c†
Lk′σ′cRkσ〈σf |c
†
Rk
′
1σ
′
1
cRk′2σ
′
2
LRRσ′1σ
′
2
1
Ei −H0 c
†
Rk1σ1
cLk2σ2LRLσ1σ2|σi〉|ie〉
]
.
(2.43)
Here we use the short notation
∑ ≡ ∑k1k2k′1k′2σ1σ2σ′1σ′2 . Now we proceed to evaluate the terms
(Ei −H0)−1 by taking as virtual states the kets c†Rk′1σ′1cRk′2σ′2|i
e〉 and c†Rk1σ1cLk2σ2|ie〉. The electrons
that are removed from the right and left leads have initial states |k′2σ′2〉 and |k2σ2〉 with initial
energiesEi = k′2+d andEi = k′2+d, respectively. Then electrons are created in the intermediate
states |k′1σ′1〉 and |k1σ1〉. Therefore, we have
(Ei −H0)−1 c†Rk′1σ′1cRk′2σ′2|i
e〉 =
(
k′2
− k′1
)−1
c†
Rk
′
1σ
′
1
cRk′2σ
′
2
|ie〉 (2.44)
(Ei −H0)−1 c†Rk1σ1cLk2σ2|ie〉 = (k2 − k1)−1 c†Rk1σ1cLk2σ2 |ie〉. (2.45)
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Notice that since the energies of the quantum dot level are spin degenerate, we only have to con-
sider energy differences between electrons of the leads. Taking into account that |ie〉 = |ieL〉|ieR〉
and that fermionic operators acting on different systems (reservoirs, quantum dot) anticommute,
we obtain, after some arrangements, the following:
T
(2)
|ψi〉→|ψf 〉 = −
∑
〈ieL|c†Lk′σ′cLk2σ2|ieL〉
[
〈ieR|cRkσc†Rk′1σ′1
〈σf |LRLσ1σ2LRRσ′1σ′2|σi〉
k′2
− k′1
c†Rk1σ1cRk′2σ
′
2
|ieR〉
+ 〈ieR|cRkσc†Rk′1σ′1cRk′2σ′2
〈σf |LRRσ′1σ′2LRLσ1σ2|σi〉
k1 − k2
c†Rk1σ1|ieR〉
]
. (2.46)
Now we require some of indexes to match according to the conservation of energy in the system
between the initial and final states; this is explained in detail in Fig. 2.3. We need to set kσ = k′1σ
′
1
and k1σ1 = k
′
2σ
′
2, and since the delta function in Eqn. (2.37) requires that k = k′ , we can then
write
T
(2)
|ψi〉→|ψf 〉 = −nLk′ (1− nRk)
∑
k1σ1
[〈σf |LRLσ1σ′LRRσσ1|σi〉nRk1σ1
k1 − k + iη
+
〈σf |LRRσσ1LRLσ1σ′ |σi〉
k1 − k − iη
(1− nRk1σ1)
]
. (2.47)
We see in Eqn. (2.47) that the occupation number of the intermediate states in the right lead enters
into the transmission amplitudes, which is absent in the case of a conventional potential scattering
that does not flip the spin. Now we perform a continuum summation over the intermediate states
energies from a lower energy cutoff −D to an upper limit D, and assume a constant density of
states. We are left with two integrals which are given by the principal part of (k1 − k ± iη).
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(a3)(a2)(a1)
(b3)(b2)(b1)
Figure 2.3: (a) The transfer of an electron from the left to the right lead with two intermediate spin
flipping events: the first one being a co-tunneling of an electron to the right reservoir, followed
by another co-tunneling process in which the electron jumps in and back to the right lead. Both
processes flip the spin of the dot (b) In this case there is one spin flipping co-tunneling in which
the electron starts from and jumps back to the right reservoir, followed by a transfer of an electron
from left to right leads through a co-tunneling event that again flips the spin of the dot.
The first one is
I1T (2) = −nLk′ (1− nRk) ρ0
∫ D
−D
d1
1 − k
∑
σ1
〈σf |LRRσσ1LRLσ1σ′ |σi〉 ≈ 0, (2.48)
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since the integral for k << D is zero. Then we can write the transition amplitude as
T
(2)
|ψi〉→|ψf 〉 = −nLk′ (1− nRk)
∫ D
−D
1n(1 − µR)
1 − k
∑
σ1
〈σf |[LRLσ1σ′ , LRRσσ1 ]|σi〉, (2.49)
where we have that
∑
σ1
〈σf |[LRLσ1σ′ , LRRσσ1 ]|σi〉 =
JRLJRR
4
∑
jk
〈σf |[Sjd, Skd ]|σi〉
∑
σ1
τ kσσ1τ
j
σ1σ
′ . (2.50)
Notice here that we used that WRLJRR − JRLWRR = 0. Finally, by multiplying T (2)|ψi〉→|ψf 〉 by
T
(1)
|ψi〉→|ψf 〉, we evaluate two expressions:
∑
σσ′σiσf
∑
jk
〈σf |[Sjd, Skd ]|σi〉
∑
σ1
τ kσσ1τ
j
σ1σ
′ = 0, (2.51)
since
∑
jk〈σf |[Sjd, Skd ]|σi〉 = 0 when σi = σf , and the spin-flip contribution, which reads
∑
lσσ′σiσf
〈σfSld|σi〉
∑
jk
〈σf |[Sjd, Skd ]|σi〉
∑
σ1
τ kσσ1τ
j
σ1σ
′ = −3
2
. (2.52)
Combining Eqn. (2.33) with Eqn. (2.47) and inserting into Eqn. (2.37), we transform to integrals
the sums in k, k′ to obtain the tunneling rate up to third order in HS
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Γ
(3)
RL ≈
6pi
8
(JRLρ0)
2
∫
df(− µL) [1− f(− µR)]
×
(∑
β
Jββρ0
∫ D
−D
d1
f(1 − µβ)
1 − 
)
. (2.53)
Notice that the contribution from the process JLL yields the same contribution from Eqn. (2.47)
by changing LRR → LLL, thus we have included this term as a sum
∑
β over the leads in Eqn.
(2.53). The current through the quantum dot is obtained by computing the electron charge times
the tunneling rates, i.e., IRL = e(Γ
(1)
RL + Γ
(3)
RL), to obtain the following:
IRL =
e
2pi
∫
d [f(− µL)− f(− µR)]T (), (2.54)
where T () is the transmission probability, which is precisely the square of the absolute value of
the transmission amplitudes and it is given by
T () = 2(2piWRLρ0)
2 +
3
4
(2piJRLρ0)
2
(
1 +
∑
β
Jββρ0
2
∫ D
−D
d1
f(1 − µβ)
1 − 
)
. (2.55)
Eqn. (2.55) is the principal result of this section. For an equilibrium situation, i.e., when the
voltages applied on each lead are very small (µβ ≈ 0), the energies  are small, and for low
temperatures T << D we have
∫ D
−D
d1
f(1 − µβ)
1 −  ≈
∫ D
−D
d1
f(1)
1
≈
∫ −T
−D
d1
1
1
= ln
(
T
D
)
. (2.56)
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This result is know as ”the Kondo divergence problem” since at low temperatures the current
diverges, indicating that the perturbative treatment breaksdown. This divergence is present in our
calculation of the current because, for low temperatures, the system transitions to a regime where
the coupling J is the dominant energy scale. Therefore the Hamiltonian must be solved in an exact
way in the strong-coupling regime of J for low temperatures. In spite of this result, we can obtain
an estimate of the characteristic temperature for which the conductance is a minimum, i.e., when
the contribution of the spin-flipping term is the same as the non-spin flipping term of the Kondo
Hamiltonian. For that, we have to set the last parentheses in Eqn. (2.55) to zero, resulting in the
Kondo temperature
TK = De
(
− 2
ρ
∑
β Jββ
)
, (2.57)
where ρ is the density of states of the leads, assumed constant.
2.3 Numerical approach: The numerical renormalization group
In the previous section we evaluated the current through a magnetic quantum dot coupled to con-
duction electrons in the leads by employing an effective Kondo type Hamiltonian. We found that,
as the temperature approaches zero, our perturbative calculation breaksdown. The fact that at
high temperatures the magnetic moment of the quantum dot is regarded as free and uncoupled
from the conduction electrons, indicates that charge-spin fluctuations energy scales dominate the
physical landscape, allowing us to treat the Kondo coupling J , present in the calculations of the
conductance-resistivity, in a perturbative manner. As we go down in the temperature the rele-
vant physics (Kondo screening phenomena) occurs at the characteristic energy kBTK scale, which
depends also on the coupling J between the impurity and the conduction electrons as TK ≈ e−
1
ρJ .
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Figure 2.4: (a) Coupling of the dot to a continuum of states in the conduction bands of reservoirs.
(b) Logarithmic discretization of the Hamiltonian. Each interval is approximated to a single state.
(c) Semi-infinite chain model that results from discretizing the model. The dot is located in the first
site, and it is coupled to the first electron with energy 0 via the Hybridization V . This semi-infinite
chain can be described as a tight binding model with parameters n, tn. Because of the logarithmic
discretization, the hopping matrix elements decrease exponentially with increasing distance from
the quantum dot as tn ∝ Λ−n/2 .
Since all other scattering mechanisms that depend on temperature are frozen out, we need an exact
non-perturbative treatment to obtain all physical quantities of interest. In this sense, the numer-
ical renormalization group (NRG) technique first developed by Wilson [38], solves the ”Kondo
divergence problem” by systematically integrating all energy scales, i.e., from Curie law behavior
temperature to low-energy scales such as the Kondo temperature. This is achieved by an itera-
tive procedure in which at each step the Hamiltonian is diagonalized and lower energy scales are
included sequentially in the many-particle exact spectrum of the quantum dot.
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2.3.1 NRG: Introduction
We consider that the dot is itself a zero-dimensional object, while the environment can be in any
physically allowed dimension. Nevertheless, to study dot properties connected to a bath it is not
necessary to consider the bath in its original dimension, since the degrees of freedom of a non-
interacting environment(bath) can be integrated out with the effect that all the information of the
bath is encoded in its spectral function. The information about the dimensionality of the bath
is lost but the physical properties of the dot can be calculated by just having information on the
hybridization ∆(ω). When working under an NRG scheme one follows these procedures:
1) Division of the energy support of the bath spectral function into a set of logarithmic intervals.
2) Reduction of the continuous interval into a discrete set of states (logarithmic discretization).
3) Mapping of the discretized model onto a semi-infinite linear chain model.
4) Iterative diagonalization of the linear chain Hamiltonian, and analysis of the many-particle en-
ergies and matrix elements.
5) Calculation of physical observables.
Consider the general form of the Hamiltonian describing a quantum dot connected to two leads:
H = Himp +Hbath +Himp-bath. (2.58)
In the case of the Single Impurity Anderson Model (SIAM) [37] the Hamiltonian is given by
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Himp =
∑
σ
ff
†
σfσ + Uf
†
↑f↑f
†
↓f↓ (2.59)
Hbath =
∑
kσ
kc
†
kσckσ (2.60)
Himp-bath =
∑
kσ
Vk(f
†
σckσ + c
†
kσfσ). (2.61)
In this Hamiltonian the fermionic operators c†kσ correspond to an electron created with energy
k and spin σ, with k corresponding to the the kth conduction band, whereas the operator f †σ
correspond also to a fermionic operator creating an state in the impurity with spin σ and an energy
f . The Coulomb interaction between the two electrons in the impurity is parametrized by U .
Finally, Vk corresponds to the tunneling barrier height. All the information about the effect of the
bath on the impurity is encoded in the hybridization function
∆(ω) = pi
∑
k
V 2k δ(ω − k). (2.62)
We assume that ∆(ω) lies within the range [−D,D], where D > 0 is the conduction band half
width. We also choose D = 1 as the energy unit, thus all energy parameters from now on will
be measured in units of D. Considering that the reservoirs dimensions are very large, we can
approximate the momentum k of the electrons to a continuous spectrum of energies. Thus, we can
write the Hamiltonian in the energy representation as
H = Himp +
∑
σ
∫ 1
−1
g()a†σaσd+
∑
σ
∫ 1
−1
h()(f †σaσ + a
†
σfσ)d, (2.63)
where g() is a dispersion function and h() is a hybridization (not to be confused with ∆(ω)). The
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limits of integration of all energy variables in the integrals are naturally bounded by the conduction
band with cutoffs at energies ±1, as we have chosen to define the conduction band. The band
operators satisfy the usual anticommutation relations for fermions, {a†σ, a′σ′} = δ( − ′)δσ,σ′ .
The relation between h(), g(), and the hybridization has been shown to be [39]
∆(ω) = pi
d(ω)
dω
h[(ω)]2, (2.64)
where (ω) is the inverse function to g(), i.e., g[(ω)] = ω. For a given ∆(ω) there are many
possible ways to assign the ω dependance between (ω) and g[(ω)]. For a constant ∆(ω) = ∆0,
we need to have (ω) = ω (this corresponds to g() = ) and h[(ω)]2 = ∆0/pi.
2.3.1.1 Logarithmic discretization
We take the Hamiltonian in Eqn. (2.61) as a starting point to do the logarithmic discretization. The
discretization parameter Λ > 1 shown in Fig. 4(a) represents a set of discretized points given by
xn = ±Λ−n, with n=1,2,3,... The width of the intervals are
dn = xn − xn+1
=
1
Λn
− 1
Λn+1
= Λ−n(1− 1
Λ
). (2.65)
After discretizing (logarithmically) the range of the hybridization function, we approximate each
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interval by the complete set of orthonormal functions
ψ±np() =

e±iωnp√
dn
xn+1 <  < xn
0 outside this interval.
(2.66)
Since we are taking  = ω we have ∆(ω) = ∆(). The index p takes integer values from −∞
to∞, and ωn = 2pi/dn is the natural frequency of the nth interval. Now we expand the electron
conduction band operators in this basis,
aσ =
∑
np
anpσψ
+
np() + bnpσψ
−
np(),
a†σ =
∑
np
a†npσψ
−
np() + b
†
npσψ
+
np(), (2.67)
with
anpσ =
∫ 1
−1
[ψ+np()]
∗aσd, (2.68)
bnpσ =
∫ 1
−1
[ψ−np()]
∗aσd. (2.69)
The operators a†npσ, b
†
npσ defined as the conjugate of the previous equations, satisfy the usual
fermionic commutation relations.
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Now the Hamiltonian in Eqn. (2.61) can be transformed to a discretized form. For instance, the
hybridization term reads
∫ 1
−1
h()f †σaσd = f
†
σ
∑
np
∫ 1
−1
h()d[anpσψ
+
np() + bnpσψ
−
np()]
= f †σ
∑
np
[∫ +n
anpσψ
+
np()h()d+
∫ −n
h()bnpσψ
−
np()d
]
, (2.70)
where we defined
∫ +n
d ≡
∫ xn
xn+1
d (2.71)∫ −n
d ≡
∫ −xn+1
−xn
d. (2.72)
For a constant hybridization h() = h we have
∫ ±n
ψ±np()hd = h lim
p′→0
∫ ±n e±iωn(p±p′)√
dn
d =
dn√
dn
h lim
p′→0
δp,p′ = h
√
dnδp,0. (2.73)
Notice that
∫ ±n
e±iωn(p±p
′)d = dnδp,p′ . (2.74)
This previous result tells us that the dot couples only to the p = 0 components of the conduction
band electrons. We will consider h() a constant throughout the calculations. For a non-constant
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∆(ω) in each interval, we define the hybridization as
h() = h±n , xn+1 < ± < xn, (2.75)
with h±n being the average of the hybridization function ∆(ω) within the respective intervals,
h±2n =
1
dn
∫ ±n ∆()
pi
d. (2.76)
For the hybridization term we can write
∫ 1
−1
h()f †σaσd = f
†
σ
∑
np
[∫ +n
anpσψ
+
np()h
+
n d+
∫ −n
h−n bnpσψ
−
np()d
]
,
= f †σ
∑
np
[
anpσh
+
n
√
dnδp,0 + h
−
n
√
dnbnpσδp,0
]
. (2.77)
Defining γ±n =
√
dnh
±
n and h
±
n = I/
√
dnpi, where I =
∫ ±n
∆()d, we have
∫ 1
−1
h()f †σaσd = f
†
σ
∑
n
[
an0σγ
+
n + γ
−
n bn0σ
]
, (2.78)
with γ±2n =
∫ ±n
∆()d. Now, turning to the conduction electron term, we have
∫ 1
−1
g()a†σaσd =
∫ 1
−1
g()
[∑
n′p′
a†n′p′σψ
−
n′p′() + b
†
n′p′σψ
+
n′p′()
][∑
np
anpσψ
+
np() + bnpσψ
−
np()
]
d.
(2.79)
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We set n = n′ and separate the summation for p = p′ and for p 6= p′ to get the following
∫ 1
−1
g()a†σaσd =
∑
np
ξ+n a
†
npσanpσ + ξ
−
n b
†
npσbnpσ
+
∑
n,p 6=p′
[
α+n (p, p
′)a†npσanp′σ − α−n (p, p′)b†npσbnp′σ
]
. (2.80)
In the above equation the first term of the r.h.s of Eqn. (2.78) is diagonal in the index p and the
discrete energies ξ±n are given by [39]
ξ±n =
∫ ±
∆()d∫ ±
d∆()
. (2.81)
If the hybridization ∆() is constant then the discrete energies are
ξ±n = ±
1
2
Λ−n
(
1 + Λ−1
)
. (2.82)
Now the following approximation is made: in Eqn. (2.78) the terms with p 6= 0 are discarded,
since they only couple indirectly to the dot, i.e., they couple to the p = 0 states, which couples to
the dot in a direct manner.
64
Defining anpσ ≡ anσ, we obtain the logarithmically discretized Hamiltonian as depicted in Fig. 2.4
(b)
H = Himp +
∑
n
(
ξ+n a
†
nσanσ + ξ
−
n b
†
nσbnσ
)
+
∑
σ
f †σ
∑
n
[
anσγ
+
n + γ
−
n bnσ
]
+
∑
nσ
[
a†nσγ
+
n + γ
−
n b
†
nσ
]
fσ.
2.3.1.2 Mapping the Hamiltonian onto a semi-infinite linear chain
The next step is to map the discretized Hamiltonian of Eqn. (2.81) onto a semi-infinite linear chain
form as shown in Fig. 4(c). To do this, we first take into account that the impurity couples only to
the first site of the chain, thus we can define the hybridization term of the Hamiltonian as
c0σ =
1√
ξ0
∑
n
[
anσγ
+
n + γ
−
n bnσ
]
, (2.83)
in which the normalization constant (ξ0)−1/2 can be found from the anticommutation condition{
c0σ, c
†
0σ
}
= 1 as
ξ0 =
∑
n
[
(ξ+n )
2 + (ξ−n )
2
]
=
∫ 1
−1
∆()d. (2.84)
65
The hybridization term is then expressed as
1√
pi
∑
σ
f †σ
∑
n
[
anσγ
+
n + γ
−
n bnσ
]
=
√
ξ0
pi
f †σc0σ. (2.85)
In the same way one can find c†0σ. We know that sites belonging to the chain will be coupled to its
neighbors, thus a general form for the Hamiltonian of the linear chain is obtained by performing a
tridiagonalization procedure. Then, the chain Hamiltonian is written as
H = Himp +
∑
σn
[
nc
†
nσcnσ + tn(c
†
nσcn+1σ + c
†
n+1σcnσ)
]
+
√
ξ0
pi
∑
σ
(
f †σc0σ + c
†
0σfσ
)
, (2.86)
where the tn and n correspond to the hopping and on-site energy parameters of the chain, respec-
tively. The c(†)nσ terms denote a complete set of orthonormal annihilation (creation) operators of
electrons along the chain, obtained by means of a transformation to the
{
a
(†)
nσ, b
(†)
nσ
}
operators via
the following equations:
anσ =
∞∑
m=0
umncmσ (2.87)
bnσ =
∞∑
m=0
vmncmσ (2.88)
cnσ =
∞∑
m=0
(unmamσ + vnmbmσ) . (2.89)
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From Eqn. (2.81) we can readily find that
u0m =
γ+m√
ξ0
, v0m =
γ−m√
ξ0
. (2.90)
The hopping parameter tn and the on-site energies of the chain n, as well as the terms unm and
vnm for n > 0 are found following Ref. [40]. Summarizing their results, we have that for n = 0
the initial parameters of the chain are
u1m =
1
t0
(
ξ+m − 0
)
u0m,
v1m =
1
t0
(
ξ−m − 0
)
v0m,
0 =
1
ξ0
∫ 1
−1
∆()d,
t20 =
1
ξ0
∑
m
[
(ξ+m − 0)2(ξ+m)2 + (ξ−m − 0)2(ξ+−)2
]
, (2.91)
while for n ≥ 1 the parameters of the chain read
un+1,m =
1
tn
(
ξ+m − n
)
unm − tn−1un−1,m,
vn+1,m =
1
tn
(
ξ−m − n
)
vnm − tn−1vn−1,m,
n =
∑
m
(
ξ+mu
2
nm + ξ
−
mv
2
nm
)
,
t2n =
∑
m
[
(ξ+m)
2u2nm + (ξ
−
m)
2v2nm
]− t2n−1 − 2n. (2.92)
For a symmetric hybridization function, ∆(ω) = ∆(−ω), and also for a constant ∆(ω) = ∆0,
the on-site energies n are zero for all n. Moreover, if the hybridization is constant the hopping
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parameters can be found analytically as [41]
tn =
(1 + Λ−1) (1− Λ−n−1)
2
√
1− Λ−2n−1√1− Λ−2n−3 Λ
−n
2 . (2.93)
For a non-constant hybridization function, recursion relations have to be solved by using numerical
methods.
2.3.1.3 Iterative diagonalization of the Hamiltonian
Now we are able to start applying renormalization group transformations by iteratively diagonal-
izing the Hamiltonian in Eqn. (2.84). To do this we define a Hamiltonian HN with N = 0, 1, 2.. to
describe the quantum dot coupled to N sites of the chain,
HN = Λ
N−1
2
(
Himp +
∑
σn
[
nc
†
nσcnσ + tn(c
†
nσcn+1σ + c
†
n+1σcnσ)
]
+
√
ξ0
pi
∑
σ
(
f †σc0σ + c
†
0σfσ
))
, (2.94)
In the limit limN→∞ Λ−
N−1
2 HN = H , we are able recover the Hamiltonian for the whole system
(dot+leads). The recursive relation between Hamiltonians with a number of added sites of the
chain differing by one is
HN+1 =
√
ΛHN + Λ
N
2
∑
σ
[
N+1c
†
N+1σcN+1σ + tN(c
†
NσcN+1σ + c
†
N+1σcNσ)
]
. (2.95)
We can therefore assert then that Eq. (2.91) corresponds to a renormalization group transformation
HN+1 = R(HN).
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Truncation
(b) (c) (d) (e)(a)
Figure 2.5: (a) Scheme of iterative diagonalizations. Upon adding a new site to the chain the new
basis states for evaluation of HN+1 are given by the direct product between the eigenbasis of HN
and the Hubbard basis states for site N + 1. (b) Many-particle eigenenergies of HN . (c) Depiction
of scaling of eigenenergies EN by a factor Λ
1
2 . (d) Eigenenergies of HN+1. (e) Truncation of the
Hilbert space by keeping only a certain amount of eigenstates corresponding to the spectrum of
HN+1.
In the context of the Kondo effect, corresponds to a non-perturbative poor’s man scaling approach
[42]. The starting point of the sequence of Hamiltonians is taken as
H0 = Λ
− 1
2
(
Himp +
∑
σ
0c
†
0σc0σ +
√
ξ0
pi
∑
σ
(
f †σc0σ + c
†
0σfσ
))
. (2.96)
The above term corresponds to the quantum dot coupled to the first site of the chain. In order
to perform the iterative diagonalization we proceed to diagonalize the Hamilonian step by step
starting with the quantum dot, and adding sites of the chain iteratively (see Fig. 2.5 ). Suppose that
we have diagonalized the Hamiltonian up to siteN given byHN , meaning that we have a complete
69
set of orthonormal eigenstates with assigned eigen-energies that satisfy the Schro¨dinger equation
HN |r〉N = N(r)|r〉N . (2.97)
Upon adding a new site we construct the new basis states |r, s〉N+1 = |r〉N ⊗ |s(N + 1)〉 which
consist in the direct product between the eigenbasis |r〉N of HN and the basis states of the added
site |s(N + 1)〉. In our case, the latter can be the one orbital Hubbard model basis states, i.e.,
{| ↑〉, | ↓〉, | ↑↓〉, |0〉}. Once we have the new basis states for the added site, we can find the matrix
elements of HN+1 as
HN+1(rs, r
′s′) =N+1 〈sr|HN+1|s′r′〉N+1. (2.98)
One particular aspect of the NRG method is that the Hilbert space grows very fast upon adding a
new site to the many-particle Hamiltonian, thus it is convenient to truncate the dimension of the
Hamiltonian to a fixed number Ns of eigenstates describing the spectrum of energies. In this case
the size of the Hilbert space remains constant and the computation time increases linearly with the
length of the chain. Usually for the single level Anderson model, keepingNs = 1000 states at each
iteration will suffice to get converged results.
2.3.2 NRG: Calculation of some physical observables
Various standard thermodynamic and dynamical quantities can be calculated using the NRG method.
In this section we shall review the best methods to obtain accurate descriptions of the quantities
that describe the impurity degrees of freedom. We first start by pointing out one important ap-
proximation to the Hamiltonian at each stage of the NRG calculation. For the Hamiltonian HN
from Eqn. (2.90), the spectrum of energies will be characterized by the eigenvalues E(N)l scaled
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by a factor Λ
N−1
2 , and with a separation between lowest eigenvalues of the order of 1 because
of this scaling. We notice that for a given temperature T the states with eigenvalues satisfying
ENl −EN0 >> Λ
N−1
2 kBT , whereE
(N)
0 is the ground state energy, will not contribute to the physical
features since they will be suppressed by the Boltzmann factor. We can introduce a characteris-
tic energy scale at each iteration N defined by Λ
N−1
2 kBTN with an inverse temperature given by
β¯ ≡ (kBTNΛN−12 )−1 with β¯ of the order of 1. A condition for replacing the exact Hamiltonian H
by the truncated one (HN ) without losing information about the quantum dot, is that enough states
Ns must be kept at each step of the iteration so that
ENl − EN0 >> Λ
N−1
2 kBTN , (2.99)
where ENl refers to a high energy eigenvalue. It is convenient to set to zero the ground state energy
at each iteration, such that the the many-particle energy spectrum is subtracted from the ground
state energy. This avoids an exponential increase of the energies.
2.3.2.1 Thermodynamic quantities
In order to evaluate static thermodynamic properties such as entropy Simp or specific heat Cimp, we
first calculate the quantum dot contribution to these observables. The standard definitions for these
quantities are
Simp/kB = β〈H〉+ lnZ, (2.100)
Cimp/kB = β(〈H2〉 − 〈H〉2), (2.101)
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where Z is the partition function given by
Z = Tr
[
e−βH
]
. (2.102)
In the case of the constant temperature (isothermal) magnetic susceptibility, dynamical correlators
have to be calculated. Nevertheless, we can use the symmetries of the Hamiltonian to obtain simple
results. The general form of the susceptibility in the z direction is
χ(T )imp =
∫ β
0
[〈Sz(τ)Sz)〉dτ ]− β〈Sz〉2, (2.103)
where τ is the imaginary time (0 < β < τ ) and Sz is the z-component of the spin operator of the
dot. Moreover, the correlation 〈Sz(τ)Sz)〉 is defined as
〈Sz(τ)Sz)〉 = 1
Z
Tr
[
e−βHeτHSze−τH
]
. (2.104)
In the special case when Sz is a conserved quantity of the dot, i.e., when it commutes with the
Hamiltonian, or more formally, [H,Sz] = 0, the spin correlation is independent of time and we
have that 〈Sz(τ)Sz)〉 = 〈S2z 〉. Thus, we can write the magnetic susceptibility as
χ(T )dot = β
(〈S2z 〉 − 〈Sz〉2) . (2.105)
In general experiments, the susceptibility is calculated for the whole system. Taking this into
account we define the contribution of the dot to the susceptibility as the total susceptibility of
the system i.e., dot and leads, minus the susceptibility of the system without it, which we write
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formally as
χ(T )dot = χ(T )tot − χ(0)(T )tot. (2.106)
In the same way, the contributions of the dot to the entropy and the specific heat are defined as
S(T )dot = S(T )tot − S(0)(T )tot (2.107)
C(T )dot = C(T )tot − C(0)(T )tot. (2.108)
Now we turn to details of the actual NRG calculation of these properties. For each iterationN char-
acterized by the Hamiltonian H(N) we truncate the Hilbert space to a number of states satisfying
Eqn. (2.95) and approximate the entropy, specific heat, and magnetic susceptibilities as
S(N)/kB = β〈H(N)〉+ lnZ(N), (2.109)
C(N)/kB = β(〈(H(N))2〉 − 〈H(N)〉2), (2.110)
χ(N)(TN) = β
(〈(S(N)z )2〉 − 〈S(N)z 〉2) , (2.111)
where the averages 〈. . . 〉 are
〈. . . 〉 = 1
Z(N)
∑
α1α2r
e
−βEN (α1,α2,r)
N 〈α1, α2, r| . . . |α1, α2, r〉N , (2.112)
with
Z(N) =
∑
α1α2r
e−βEN (α1,α2,r). (2.113)
Here α1, α2 label conserved quantum numbers that commute with the Hamiltonian; in the case of
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the single-level Anderson model, these are the total charge Q of the dot with respect to half filling
and the total Sz spin operator of the dot. The total contributions to the entropy, specific heat, and
susceptibility read
Simp(TN)/kB = S
(N)/kB − S(N)cb /kB, (2.114)
Cimp(TN)/kB = C
(N)
tot − C(N)cb , (2.115)
χ(TN)imp = χ
(N)
tot − χ(N)cb , (2.116)
where the quantities O(N)cb with O = S,C, χ are calculated using only the bare conduction Hamil-
tonian
H
(N)
cb =
N∑
σn
[
nc
†
nσcnσ + tN(c
†
nσcn+!σ + c
†
n+1σcnσ)
]
(2.117)
for the leads without taking into account the quantum dot. An important aspect regarding numerical
accuracy is that NRG works better when doing an average between odd and even steps. For a
given physical quantity O(TN) with O = S,C, χ the calculation improves if these quantities are
calculated by defining them as
O(TN) ≈ 1
2
(
O(N) +O(N−1) +
O(N+1) −O(N−1)
TN+1 − TN−1 × (TN − TN−1)
)
. (2.118)
2.3.2.2 Dynamical properties
Various dynamical properties can be calculated in an equilibrium transport setup, i.e., we are al-
ways considering the zero bias voltage case. We are interested in particular in the spectral density
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of the quantum dot described by a single-level Anderson model, which is expressed as
Aσ(ω, T ) = − 1
pi
Im [Gσ(ω, T )] , (2.119)
where
Gσ(ω, T ) =
∫ ∞
−∞
d(t− t′)eiω(t−t′)Gσ(t− t′), (2.120)
Gσ(t− t′) = −iθ(t− t′)〈
[
fσ(t), f
†
σ(t
′)
]
+
〉%, (2.121)
denote the retarded Green’s functions for the quantum dot in frequency and time domains, and
% is the density matrix of the system. The operators fσ(t)(f †σ(t
′)) denote annihilation(creation)
operators of an electron with spin σ in the dot, and their time evolution is defined according to
the Heisenberg representation as fσ(t) = eiHtfσe−iHt. Suppose that we have diagonalized H and
know the many-particle eigenstates |r〉 and corresponding eigenvalues Er. Then, we can write the
density matrix as
%(T ) =
1
Z(T )
∑
r
e−βEr |r〉〈r|, (2.122)
with
Z(T ) =
∑
r
e−βEr . (2.123)
Using the definition of the expectation value of an operator,
〈O〉 = Tr [%O]
=
1
Z
∑
r
e−βEr〈r|O|r〉 (2.124)
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in the eigenbasis |r〉 of H , we can write
Gσ(t− t′) = −iθ(t− t
′)
Z(T )
∑
r
e−βEr〈r|
(
eiHtfσe
−iHteiHt
′
f †σe
−iHt′
+ eiHt
′
f †σe
−iHt′eiHtfσe−iHt
)
|r〉. (2.125)
Introducing the completeness relation for the set of many-particle eigenstates
∑
r′ |r′〉〈r′| = 1, we
obtain
Gσ(t− t′) = −iθ(t− t
′)
Z(T )
∑
rr′
e−βEr |Mrr′ |2
(
ei(Er−Er′ )(t−t
′) + ei(Er′−Er)(t−t
′)
)
, (2.126)
where |Mrr′ |2 = 〈r|fσ|r′〉〈r′|f †σ|r〉. Since the summation indexes r, r′ are dummy variables, we
can conveniently write
Gσ(t− t′) = −iθ(t− t
′)
Z(T )
∑
rr′
ei(Er−Er′ )(t−t
′)|Mrr′|2
(
e−βEr + e−βEr′
)
. (2.127)
Setting t′ = 0, we perform a Fourier transformation on the Green’s function of Eqn. (2.126) by
using Eqn. (2.120) as
Gσ(ω) =
−i
Z(T )
∑
rr′
|Mrr′ |2
(
e−βEr + e−βEr′
) ∫ ∞
−∞
θ(t)dtei(ω+Er−Er′ )t,
=
−i
Z(T )
∑
rr′
|Mrr′ |2
(
e−βEr + e−βEr′
) ∫ ∞
0
dtei(ω+Er−Er′ )t
=
1
Z(T )
∑
rr′
|Mrr′ |2
(
e−βEr + e−βEr′
)( 1
ω − (Er′ − Er) + iη
)
. (2.128)
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Using
1
(ω − (Er′ − Er) + iη) = P.V
[
1
(ω − (Er′ − Er))
]
− ipiδ(ω − (Er′ − Er), (2.129)
the spectral function of the quantum dot is thus obtained by taking the imaginary part of Eqn.
(2.128) and using Eqn. (2.119) which gives us the following
Aσ(ω) =
1
Z(T )
∑
rr′
|Mrr′ |2
(
e−βEr + e−βEr′
)
δ(ω − (Er′ − Er)). (2.130)
Let us now use this result to calculate the spectral function in the context of the NRG technique.
We are mainly interested in the zero temperature spectral function, therefore Eqn. (2.130) becomes
Aσ(ω, T = 0) =
1
Z(0)
∑
r′
|Mrr′ |2δ(ω − (Er′ − E0))
+
1
Z(0)
∑
r
|Mrr′ |2δ(ω + (Er − E0)). (2.131)
Here E0 is the ground state energy. Since in each iteration we are approximating the Hamiltonian
to a truncated form HN , we also define the spectral function of the dot at step N as
ANσ (ω, T = 0) =
1
Z(0)
∑
r′
|MN0r′|2δ(ω − ENr′ )
+
1
Z(0)
∑
r
|Mr0|2δ(ω + ENr ). (2.132)
Here we have set the ground-state energy to zero, andEr are eigenvalues ofHN such thatHN |r〉N =
EN |r〉N is satisfied. Moreover, we have that MNrr′ =N 〈r|fσ|r′〉N . In order to compare with
experiments, we replace the discrete delta peaks of Eqn. (2.132) by smooth distribution func-
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tions P (ω ± ENr ). The width ηN is chosen of the order of the characteristic energy scale ωN =
1
2
(1 + Λ−1)Λ−
(N−1)
2 of HN , while ω lies in the range ωN ≤ ω ≤ K(Λ)ωN . A typical choice for
Λ = 2−2.5, is ω = 2ωN . Two common choices of parameters [43, 44, 45] used for the distribution
functions are the Gaussian, given by
PG(ω ± ENr ) =
1
ηN
√
pi
e
−
[
(ω±ENr )
ηN
]2
, (2.133)
and the logarithmic Gaussian defined as
PLG(ω ± ENr ) =
e−
b2
4
bENr
√
pi
e
−
[
ln(|ω|/ENr )
b
]2
. (2.134)
In the case of the Gaussian, typical range of values for the widths are taken as ηN = 0.3ωN−0.8ωN
[44], while in the case of the logarithmic Gaussian typical width parameters b = 0.3 − 0.7, are
implemented [43, 45].
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CHAPTER 3: SINGLE-ELECTRON TRANSPORT IN A THREE-ION
MAGNETIC MOLECULE MODULATED BY A MAGNETIC FIELD
3.1 Introduction
In recent years, interest emerged in exploring how the magnetic properties of SMMs may affect the
molecule’s electronic transport properties. Effects due to the QTM [46], Berry-phase interference
[47, 48], and their interplay with the Kondo resonance [49, 50] have been proposed. Several
authors have also used first-principles calculations to investigate the electronic configuration, the
magnetic properties, and coherent transport in SMMs [51, 52, 53, 54]. In addition, many important
contributions have been made in studying the sequential transport for different molecular setups
[55, 56], as well as sequential transport dependence on spin-orbit coupling, the Jahn-Teller effect,
and ligand charge variations [57, 58, 59].
In this chapter, we investigate the dependence of sequential tunneling transport on an transverse
magnetic field applied to a three-ion model that contains the essential microscopic details necessary
for reproducing a SMM behavior. The microscopic model comprises two magnetic ions bridged
by a third diamagnetic ion and takes into account the valence, ligand fields, and orbital energies of
the ions, as well as direct and exchange Coulomb interactions present in the molecule. Our goal
is to develop a simple microscopic model of a SMM that goes beyond the giant spin Hamiltonian
model and is amenable to realistic electronic transport studies.
We explore the energy spectrum of this system for several points in the parameter space of the
Hamiltonian. We find that for a certain parameter range a magnetic bistability, similar to that ob-
served for SMMs, develops. This bistability is characterized by a ground state degeneracy point
and is driven by a magnetic field perpendicular to the molecule’s main anisotropy axis. The mod-
79
ulation of the transition between magnetic states through a transverse magnetic field is one of the
most unusual features of SMMs and is fully reproduced by our model. In the context of the giant
spin model of an SMM, this modulation is understood as the result of Berry-phase interference
of multiple spin tunneling paths, which in turn lead to the appearance of diabolical points in the
molecule’s spectrum [60]. In contrast, our model contains many degrees of freedom and there are
no easily identified topological phases. Instead, the modulation in our model arises from changes
in electronic correlations when a finite transverse field is present. We evaluate the incoherent elec-
tronic transport through the molecule near this bistability. At the degeneracy points, states with
opposite spins are decoupled, resulting in a clear qualitative change in the differential conductance
of the molecule.
Figure 3.1: Scheme of a simple three-ion SMM. For simplicity, we do not depict the rhombic ligand
environment surrounding ions a and c. The magnetic ions labeled by a and c interact through the
diamagnetic ligand ion b with a bond angle of θ = pi/2, so that the dx2−y2 orbitals (green/solid
lobes) overlap with the px and py orbitals (purple/dashed lobes) of the ligand separately.
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3.2 Three-ion model of a SMM
A minimal realistic molecular core capable of reproducing the main features of a SMM such as
large total spin (S > 1/2), uniaxial and in-plane anisotropies, and transverse field modulation con-
sists of two transition metal ions bridged by a diamagnetic ligand ion. Consider the system shown
schematically in Fig. 3.1. The two transition metal ions a and c have a 3d8 electronic configura-
tion and a total spin S = 1 each. They interact magnetically through a superexchange interaction
intermediated by a diamagnetic O2− ion (electronic configuration 2p6), represented by b in Fig.
3.1. The five-fold degeneracy of the 3d orbitals in the magnetic ions is broken due to the bonding
to ligands. To simulate such an effect, we assume that a weak orthorhombic ligand field acts on a
and c, inducing local uniaxial and transverse anisotropies on each site. Thus, for an orthorhombic
symmetry (D2h point group), the ground states of ions a and c have two occupied unpaired single-
particle orbitals (a1,2 and c1,2, respectively) which are symmetric and antisymmetric combinations
of dx2−y2 and d3z2−r2 d states. We also consider a 90o angle between their bonds. As a result, the
dx2−y2 components of the single-particle orbitals in both ions a and c overlap separately with the
px,y orbitals b1,2 of ion b. Under this assumption, we use the appropriate Slater-Koster two-center
integrals, which then yields Epx,dx2−y2 = Epy ,dx2−y2 = (pdσ)
√
3/2. This configuration favors a
ferromagnetic superexchange interaction. In our case the Epz ,d3z2−r2 and Epx,y ,dx2−y2 two-center
integrals are zero.
The scheme of these selective orbital overlaps is shown in Fig. 3.2. For simplicity we consider that
the a and c ions have identical rhombic symmetries and therefore they have the same interaction
strengths, orbital energies, and anisotropy parameters. We allow for a crystal field splitting of the
magnetic ion orbitals, but assume that the orbitals in the diamagnetic ion are degenerate.
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Figure 3.2: Scheme of the electron hopping (double-arrow lines) between magnetic ions and the
diamagnetic ion. For a 3d8 ion in a weak orthorhombic ligand field (i.e., with a small distortion
to rhombic symmetry), the unpaired single-particle orbitals (say for ion a) are (see Ref. [61])
ψa2 = κ1 dx2−y2 + κ2 d3z2−r2 and ψa1 = κ1 d3z2−r2 − κ2 dx2−y2 , where κ21 + κ22 = 1. Since the
rhombic contribution to the ligand field is small, we regard the mixing amplitude κ2 between the
initially degenerate unpaired orbitals as a small parameter: |κ2|  |κ1|.
The features of our model are captured by the effective Hamiltonian
Hmol = Ha +Hb +Hc +Hab +Hbc, (3.1)
where Hα, with α = a,c denotes the Hamiltonian for a magnetic ion,
Hα =
∑
i=1,2
εM,i nαi,σ + UM
∑
i=1,2
∑
σ=↑,↓
nαi,↑ nαi,↓
+ U ′M
∑
σ,σ′=↑,↓
nα1,σ nα2,σ′ − JM ~Sα1 · ~Sα2
− d S2z,α + e
(
S2x,α − S2y,α
)
, (3.2)
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and Hb describes the diamagnetic ion,
Hb = εO
∑
i=1,2
nbi,σ + UO
∑
i=1,2
∑
σ=↑,↓
nbi,↑ nbi,↓
+ U ′O
∑
σ,σ′=↑,↓
nb1,σ nb2,σ′ − JO ~Sb1 · ~Sb2 . (3.3)
In Eqn. (3.1), Hab and Hbc describe electron hopping between the magnetic ions and the diamag-
netic ion,
Hab = t
∑
σ=↑,↓
(
c†a2,σ cb1,σ + H.c.
)
(3.4)
and
Hbc = t
∑
σ=↑,↓
(
c†b2,σ cc2,σ + H.c.
)
, (3.5)
with α = a, c. In Eqns. (3.2)-(3.5), nαi,σ = c
†
αi,σ
cαiσ, where c
†
αi,σ
(cαiσ) creates (annihilates) an
electron with z spin projection σ in the orbital i of ion α = a, b, c and satisfy the standard fermionic
anticommutation relations. The total spin operator associated to an orbital i in ion α is ~Sαi while
~Sα = ~Sα1 + ~Sα2 .
The first term on the r.h.s of Eqns. (3.2) and (3.3) accounts for the single-particle orbital energies,
while the second and third terms represent the on-site and intra-site Coulomb repulsion within ion
α. The fourth term enforces Hund’s first rule, maximizing the total spin on each ion (Jα > 0).
The last two terms on the r.h.s. of Eqn. (3.2) are the uniaxial and transverse on-site anisotropies
produced by the rhombic ligand field environment and by the spin-orbit coupling within each
magnetic ion.
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3.3 Adjusting the model parameters
The model Hamiltonian in Eqn. (3.1) has a large number of parameters that have to be properly ad-
justed in order to produce the phenomenology expected of a SMM. Below, we discuss our choices
of parameter values. We first consider the Hamiltonian in the absence of transverse anisotropies
(eα = 0). Then we include non-zero eα terms, and an in-plane external magnetic field in order to
produce degeneracy points in the spectrum of the molecule.
The lowest energy states of a SMM typically have a large total spin S, with the maximum spin
projection |Sz| = S happening at the ground state, followed by excited states corresponding to
decreasing spin projections. A convenient way to produce such a spectrum in our model is to
start with Sz as a good quantum number by setting eα = 0. Then, for different choices of the
parameters εM,i, εO, UM, U ′M, UO, U
′
O, JM, JO and d, we calculate the total Sz spin of the molecule
as a function of t. For the states with maximum possible spin, S = 2 for our three-ion model,
we compare their composition to that expected for a state obtained by adding two S = 1 spin
states. Even though U ′M and U
′
O are nonzero in a real molecule, we have found that they have little
qualitative importance in our results. Thus, for the sake of simplicity and in order to decrease our
parameter space, we have set them equal to zero.
Realistic values for some parameters can be obtained from the review by Imada, Fujimori, and
Tokura [62] and the recent work by Kim and Min [63] using NiO systems as a reference. Thus,
from the data in Table III of Ref. [62] we set the on-site Coulomb repulsion between d electrons
to UM = 7 eV. Typical values for the on-site Coulomb repulsion of p-electrons are in the range
from 4 − 7 eV (see Refs. [64] and [65]). Here, we assume UO = 4 eV. From table III of Ref.
[62], the Hund’s rule parameter for the magnetic ion is set to JM = 0.95 eV. For the diamagnetic
ion, we choose a slightly larger value, JO = 1.5 eV in order yield a spectrum similar to that of
a ferromagnetic SMM. The orbital energies in the magnetic ions are obtained from Fig. 59 of
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Ref. [62]: εM1 − εO = 0.66 eV and εM2 − εO = 0.72 eV. For convenience, we shift the total
energy such that εO = 0. The energy splitting between the two orbitals of the magnetic ions,
εM2 − εO1 = ∆εcrystal is due to the crystal field splitting produced by the surrounding ligands. In
Ref. [66], rhombic crystal field parameters are found to be of the order of meV or smaller; we
choose the splitting to be about 10 meV.
Based on the EPR measurements in Ref. [26], the uniaxial anisotropy parameter is set to d = 0.6
meV (equivalent to 7 K). Figure 3.3 shows |Sz| for the ground state (two-fold degenerate), first
excited state (two-fold degenerate), and second excited state (nondegenerate) versus the hopping
parameter t. It is clear that for the parameter we chose, the ground state has the highest possible
total spin, S = 2. For t > 0.75 eV, states with total spin projection |Sz| = 1 become the first excited
states, while the state with total spin projection zero moves up to the second excited state position.
This is the typical case for a SMM within the description provided by the GSA Hamiltonian of
Eqn. (1.68).
3.4 Anisotropy and degeneracy points
We now consider the inclusion of local transverse anisotropies that make the eigenstates of the
Hamiltonian to be symmetric and antisymmetric combinations of |Sz〉 states. In addition, we
consider the effect of an applied transverse (in-plane) magnetic field on the molecule’s energy
spectrum. The transverse field Hamiltonian is given by
Hfield = b
(∑
α=a,c
gx,αSx,α cosφ+ gy,α Sy,α sinφ
)
, (3.6)
where b = µB| ~B| and ~B = (B cosφ,B sinφ, 0) is the external magnetic field.
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Figure 3.3: Total spin projection Sz of the molecule. For 0 < t < 0.7 eV, the lowest energy
level is a | ± 2〉 state, the first excited state has Sz = 0, while the next (degenerate) excited states
have Sz = ±1. We find the typical SMM behavior in the 0.77 eV < t < 1 eV range, where the
first excited states have Sz = ±1 and the highest energy level has Sz = 0. The crossing in the
graph denotes the point where total Sz spin changes for the first and second excited eigenstates.
For t = 0.77 eV,the energy splitting between the two lowest eigenstates (Sz = ±2 and Sz = ±1)
is 0.58 meV which is of the order of the uniaxial anisotropy parameters dα, while the splitting
between Sz = ±1 and Sz = 0 is 8.8 µeV.
The g-factors (gi,α) with i = x, y, x are in general different for a metal surrounded by ligands,
theoretical estimates have been found in Refs. [67] and [68], for simplicity we set all g-factors to
g = 2. We set the hopping amplitude to t = 0.8 eV, while the transverse anisotropy parameter is
set to e = 5 µeV, which is less than 1% of the uniaxial anisotropy parameter d. We do not consider
coupling of the magnetic field to the middle ion since it would change the energy levels of the high
energy sector by a very small amount, given that b  U . The goal is to find φ and b such that the
intrinsic in-plane anisotropy of the magnetic ions is compensated by the magnetic field , removing
the splitting between states with maximum projection |Sz|, thus restoring degeneracy to the ground
state.
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Figure 3.4: (Color online) Splitting of the two lowest energy levels versus the transverse field angle
φ. The angle is measured with respect to the positive x axis. We see that for various values of the
magnetic field, the lowest splitting occurs at φ = pi.
In Fig. 3.4, we show the resulting splitting of the two lowest energy levels versus the angle φ.
The angle φ = pi creates symmetric spin paths for the tunneling of the molecule’s magnetization,
leading to maximum destructive interference. In Fig. 3.5 the splitting is shown as a function of
the applied field magnitude b at this particular field direction (φ = pi). We observe that the second
degeneracy point occurs approximately at twice the value of the first one. We note that the periodic
modulation of the splitting with b is as characteristic feature of SMMs (see Refs. [?, 3, 60]).
We now consider how the symmetry of the eigenstates is affected by changes in the magnitude of
the magnetic field. For this purpose, we define the symmetry coefficient
CΣ =
1
2
|C1 + C2|, (3.7)
where C1,2 are the amplitudes of the two degenerate states along the Sz = ±2 basis states. If
CΣ = 0 the eigenstate is antisymmetric, whereas if CΣ = C1,2 the eigenstate is symmetric. The
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results are presented in Fig. 3.6. We observe that the ground state changes from symmetric to
antisymmetric at the first degeneracy point (left dashed line), while the first excited state does
the reverse. The energy splitting between the linear combination of Sz states (symmetric and
antisymmetric) vanishes at the degeneracy points.
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Figure 3.5: Splitting of the two lowest energy levels versus the magnitude of the magnetic field b at
an angle of φ = pi. We observe two degeneracy points where the splitting between the two lowest
energy levels goes to zero. The first point occurs at b ≈ 18 µeV (B ≈ 0.3 tesla), while the second
one occurs at b ≈ 34 µeV (B ≈ 0.6 tesla).
3.5 Sequential transport through the molecule
While a fully-coherent transport approach can be used, it is not essential in describing theoretically
the effect of the transverse magnetic field modulation on the SET I-V characteristics, which can be
fully captured by a rate equation approach (incoherent transport approach) in the dc limit. In the
context of our model, its use is justifiable because the phase of the itinerant electron does not play
an essential role in the existence of degeneracy points in the molecule’s spectrum.
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Figure 3.6: Symmetry of the ground state (filled squares) and first excited state (empty squares)
versus the magnetic field magnitude b. At b = 0 the ground and first excited states are |gs〉 =
−0.68(| + 2〉 + | − 2〉) + 0.27× (contam.) and |1〉 = 0.69(| + 2〉 − | − 2〉) + 0.22× (contam.),
respectively, where (contam.) represents a contribution from spin states other than | ± 2〉. As the
transverse magnetic field grows, the amplitude CΣ tends to decrease, allowing for an increasing
admixture with Sz = 0 states. At the second degeneracy point (right dashed line), the symmetry of
the states changes again.
In other words, the situation is similar to that of a quantum dot where external parameters such as
plunger gate voltages can tune the states available to an itinerant electrons tunneling in and out of
the system regardless of the electron’s phase coherence.
We study electronic transport in our model system by connecting the molecule to two reservoirs
of noninteracting electrons. The current through the molecule can be controlled by applying a
voltage difference between the reservoirs, as well as by changing the total charge of the molecule
through an applied back-gate voltage. We define a general charge-spin state by (n, S) where n and
S denote the excess charge and the total spin of the molecule, respectively. For simplicity, we only
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consider transitions between two charge states (n = 0, 1). Initially, the molecule is in the state
(0, 2) where it has a 3d8 − 2p6 − 3d8 electronic configuration. We then allow one electron to hop
from the reservoirs into the molecule and restrict it to be localized either on the a1 or c1 orbitals,
bringing the molecule to the (1, 3
2
) state, which comprises both 3d9−2p6−3d8 and 3d8−2p6−3d9
electronic configurations.
We assume that the coupling to the reservoirs is such that there is equal probability for an electron
to land in either one of the two magnetic ions. Since one of the ions changes its oxidation state
when an electron is added, its anisotropy terms and the g-factors change as well (see Refs. [46],
[49], [69], [70], and [71]).
Concerning model parameters, we assume a reduction in the local uniaxial anisotropy of the ion
upon changing its charge state and set d′α = 0.3 meV. Also, the coupling tj with the leads are set
to tL = tR = 10−5. It is worth noting that in the context of the GSA, the anisotropy parameters
change their values upon varying the charge state of the molecule (see Ref. [74]). In our transport
analysis, d′α does not play an essential role since we will focus on the contributions coming from the
two lowest spin states of the (1,3/2) charge-spin sector which can only have pure (or combinations
of) Sz = 32 z-spin components. The modified transverse anisotropy e
′
α does not take part in
the Hamiltonian for the (1, 3
2
) configuration since the total spin of the ion receiving an electron
becomes Sα = 12 , turning the local ground state of the ion a Kramers doublet. Finally, for the sake
of simplicity, we assume that the same g factors used for the (0, 2) configuration.
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3.6 Effect of spin tunneling modulation on transport
(a)
(b)
Figure 3.7: Allowed transitions (dashed arrows) between the two lowest energy levels for the
(0, 2) and (1, 3/2) charge-spin sectors. In (a), ∆0 is the splitting between eigenstates for zero field
(b = 0) while in (b) ∆b2 is the splitting when the field is tuned to the degeneracy point (b = b2).
Transport is evaluated for different values of the field between in the range [0 : b2], where b2 denotes
the magnitude of the field for which a degeneracy point occurs for the charge-spin sector with total
spin S = 2. In order to see signatures of magnetization tunneling interference on transport, we
only consider transitions between the two lowest energy levels of each charge-spin sector, as shown
in Fig. 3.7. The ground and first excited eigenstates of charge sector n are labeled as |gs(n)〉 and
|(n)1 〉, respectively. In Fig. 3.7, we see that for b = 0 the eigenstates of the (0, 2) configuration are
linear combinations of |Sz = ±2〉 spin states, while the ground state of the (1, 32) sector is two-fold
degenerate with the |Sz = ±32〉 spin states having the same energy.
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Figure 3.8: Splittings between the two lowest energy levels for the S = 3/2 (solid line) and S = 2
(dashed line) total spin sectors. The first degeneracy point for S = 2 is at b2 ≈ 18 µeV (equivalent
to 0.3 tesla).
For b = b2 the tunnel splitting of the (0, 2) configuration goes to zero and the ground state becomes
the two-fold degenerate |Sz = ±2〉 spin states. As for the (1, 32) sector, an energy splitting (∆b2)
is induced by the magnetic field, with the eigenstates being now a linear combination of |Sz =
±3
2
〉 spin states. In both cases, the corresponding selection rules allow transitions between all
eigenstates.
In Figs. 3.11 and 3.12, in order to show in detail the fine features that appear upon crossing a
degeneracy point, the gate voltage Vg was shifted and rescaled: V ′g = (Vg − Vs) × 103, where
eVs = 8.169 eV.
Interesting physics can also be found if all combinations of Sz states corresponding to a particular
total spin S of the molecule are considered. This is because anisotropy contributions tend to
contaminate the lowest energy levels with a small admixture of Sz = 0 states.
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Figure 3.9: Current through left lead versus bias voltage at b = 0 (solid line) and b = b2 (dashed
line) for T = 1 mK (current is shown in arbitrary units). The bias voltage is plotted in units of
kBT/|e|. The gate voltage for each curve is such that the ground states for the two charge sectors
involved are aligned.
This admixture opens new transitions in the transport that would otherwise have been forbidden
by selection rules. A study of these contributions to transport within the GSA can be found in Ref.
[49]. Since we are primarily interested in how the modulation of the transverse anisotropy splitting
affects transport, we only consider the two lowest energy Sz states. For other states, the energy
cost to access different transitions would be too large compared to the energy gap generated by the
transverse anisotropy.
We tune the gate voltage Vg so that the ground states energies for the (0, 2) and (1, 32) charge-spin
sectors are aligned and vary Vg slightly around this point. Since the tunnel splitting due to trans-
verse anisotropies is very small, of the order of the µeV (see Fig. 3.8), a very small temperature
as well as a very low coupling γτβ,β′ are required to resolve features in the electronic transport
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that can be associated to the tunneling of the magnetization. Thus, we set the temperature in the
reservoirs to T = 0.1 mK and choose the product ρ|T τββ′ |2 so that both kBT and γτββ′ are much
smaller than the energy level separation within the molecule. We note that while, in practice, a
small value for γτβ,β′ can be achieved by chemically engineering the SMM ligands, arriving at such
low temperatures in single-electron transistor setups is quite challenging.
The left-lead current (I) to/from the molecule is shown in Fig. 3.9. For b = 0, transitions between
excited and ground states are seen in the current steps at zero bias voltage and at Vb/kBT ≈ ±13.
When b = b2, these steps can be seen instead at Vb/kBT ≈ ±61. Figure 3.10 shows a plot of
the differential conductance (dI/dVb) as a function of the bias voltage and the magnetic field.
Resonance peaks seen at b′ = 0 and b′ = 1 correspond to the current steps of Fig. 3.9. As one
approaches the degeneracy point (b′ = 1), the conductance peak corresponding to the |gs(1)〉 ↔
|(0)1 〉 transition is shifted towards the larger conductance peak (at V ′b = 0). At the degeneracy point,
this peak is absorbed by the zero-bias conductance peak, increasing the current flow between the
ground states of the molecule. In addition, we notice that the conductance decreases when the
field is close to zero. We also observe that new resonances appear as a consequence of the field-
induced energy gap of the (1, 3
2
) charge-spin sector. These can be seen in the conductance peaks
coming out of the zero-bias and |gs(1)〉 ↔ |(0)1 〉 transition resonance peaks in the b′ = 0 plane.
For some values of the field, conductance peaks arise as resonances merge with each other. These
peaks appear when the electrochemical potentials in the dot are the same i.e., µgs(0),(1)1 = µ(0)1 ,(1)1 ,
µgs(0),gs(1) = µ(0)1 ,
(1)
1
, and µgs(1),(0)1 = µ(0)1 ,(1)1 . Figures 3.11 and 3.12 show contour plots of the
differential conductance versus bias and gate voltage. The positive slope line seen for b = 0 in
Fig. 3.11 corresponds to the |gs(1)〉 ↔ |(0)1 〉 transition and is eliminated upon tuning the field to
the degeneracy point. At the same time, the applied magnetic field creates an energy gap allowing
the |gs(0)〉 ↔ |(1)1 〉 transition, which corresponds to the negative slope line in Fig. 3.12.
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3.7 Summary
We have studied the incoherent electronic transport through an anisotropic magnetic molecule
using a microscopic model that provides spectral properties similar to those of a multi-ion single-
molecule magnet. By describing the molecule’s core as a set of a few multi-orbital quantum dots,
we open the door to a better understanding of the interplay between internal degrees of freedom of
the molecule and its transport properties. This cannot be done within the giant spin approximation
which is usually the starting point for characterizing the behavior of SMMs.
Another advantage of our model is its simplicity: by reducing the degrees of freedom to a manage-
able number, the model makes it possible to study in more detail the influence of the molecule’s
geometry and ion arrangement, as well as of the electron path across the molecule, on transport. In
addition, by keeping the number of degrees of freedom small, it might be possible to go beyond the
incoherent regime and use this model to study strongly correlated phenomena such as the Kondo
effect. These are currently out of the reach of fully atomistic calculations, such as those of Refs.
[53] and [54].
Our model captures the essential phenomenology of a SMM, including the quantum tunneling
of the net magnetization. We have illustrated this point by showing a modulation of the non-
linear I-V characteristics upon the application of an transverse magnetic field. The appearance
and disappearance of resonance lines is a clear indication of the existence of degeneracy points
in the molecule’s spectrum at certain values and directions of the transverse field. This behavior
is similar to what is expected for a SMM in the giant spin approximation, where the destructive
interference between tunneling trajectories of the giant spin create a periodic dependence on the
transverse field. However, the lack of a well-defined topological phase in our model prevents us
from making a direct connection between the modulation we observe and Berry phase interference.
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Our model does have some limitations. For instance, we restrict the orbitals that participate in the
hopping terms of the molecule’s Hamiltonian. In addition, not all configurations are included and
the interactions with ligands is only taken into account in at a phenomenological level.
The energy spectrum in our model is very sensitive to the choice of parameters and there is a
complex interplay between the different interactions present in the model. In general, on-site
anisotropies, Coulomb and overlap interactions intra and inter transition metals are not trivial to
estimate. We have tried to use realistic or reasonable values whenever possible. These parameters
depend on the electronic structure of the magnetic ions as well as on the geometrical configuration
of the ligands surrounding the magnetic core. The bond angle between two magnetic ions is also
of key importance in our calculations. For the particular three-ion model we studied, we chose a
right bond angle to be 90 degrees and magnetic ions with parallel anisotropies. This allowed us to
neglect the sigma overlap between the dx2−y2 orbitals of the magnetic ions and the pz orbital of the
bridging diamagnetic ion, as well as to prevent any contamination by d3z2−r2 orbitals. The result
was an effective superexchange ferromagnetic interaction that competed with the Sz = 0 ground
state favored by the local uniaxial anisotropies. Even with all these constraints, we found that the
model Hamiltonian yielded a high-spin, tunneling-split ground state, as it is typical for SMMs. A
crucial parameter for our study is the on-site in-plane anisotropy e, which controls the splitting and
competes with the in-plane magnetic field.
Our calculations show that at very low temperatures certain transitions are suppressed when a trans-
verse magnetic field is tuned to a special direction and value that make the ground state twofold
degenerate. This has a direct effect on non-equilibrium electronic transport across the molecule.
At small enough bias voltages, the effect of the external field when tuned in-between the degener-
acy points is to modulate the access to excited states. This in turn shifts the peaks in the dI/dV
response in an amount proportionally to the tunnel splitting of spin states.
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The fact that we have to rely on very low temperature (in the mili-Kelvin range) to visualize these
features indicates that they will be challenging to observe experimentally. Molecules with a large
tunnel splitting are better suited for exploring the interplay between transport and quantum tun-
neling of the magnetization. This will require a relatively strong in-plane anisotropy as compared
to the uniaxial anisotropy, which goes somewhat against the usual synthesis effort, which aims at
increasing the uniaxial anisotropy. It is worth noting that recent advances in experimental setups
indicate that small splittings may be observable [73, 74].
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(b)
Figure 3.10: (a) Plot of the differential conductance dI/dVb as a function of the dimensionless bias
voltage V ′b = Vb/Vmax (here Vmax = 80kBT/|e|) and the dimensionless magnetic field b′ = b/b2.
The gate voltage is varied so that the ground states of the two charge sectors, (0, 2) and (1, 3
2
), are
kept aligned. The differential conductance is given in arbitrary units. (b) Density plot of Fig. 3.10
(a) looked from above the graph.
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Figure 3.11: Contour plot of the differential conductance dI/dVb as a function of bias and gate
voltage at b = 0.
Figure 3.12: Contour plot of the differential conductance, dI/dV in arbitrary units, as a function
of bias and gate voltage at b = b2.
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CHAPTER 4: MAGNETIC FIELD MODULATED KONDO EFFECT IN A
SINGLE-MAGNETIC-ION MOLECULE
4.1 Introduction
In recent years, there has been a growing interest in the development and study of single-ion
magnets (SIMs) [79, 80]. SIMs are synthesized with 3d transition metal or 4f rare earth single-ion
magnetic centers, thus constitute a simpler class of molecules whose properties have been found to
be similar to those of single-molecule magnets (SMMs) [81, 82]. Among their characteristics SIMs
exhibit a slow spin relaxation [83, 84], quantum tunneling of the magnetization [85], spin crossover
regimes, and less decoherence, making them suitable for qubit applications [86, 78]. Moreover, one
of the most important characteristics of SIMs is that their magnetic anisotropies can be tailored by
chemical modification of their ligands [87]. Recently, a ligand-modified SIM showed remarkable
robustness in its magnetic behavior in both solid state and solution, with an observed magnetic
hysteresis up to 4K [88]. These properties motivate the study of electronic transport in SIMs
given the importance that nano-scale magnetic devices may have in future information technology
applications.
In this work we investigate the Kondo effect in a molecular magnet in the presence of spin anisotropies,
and the effect of macroscopic spin interference effects in the tunneling of the molecule’s magneti-
zation. For this studies we employ the numerical renormalization group method (NRG) [89], which
allows to include the coupling of the SIM to the itinerant electrons in the leads in a nonperturbative
and coherent way. We consider two different effective coordination geometries of the SIM: one
that induces only an uniaxial spin anisotropy and another that induces both uniaxial and transverse
spin anisotropies. Upon the application of a transverse magnetic field (perpendicular to the easy
100
axis of the molecule), the energy splitting of the ground and first excited states is modulated (as a
function of the field magnitude) and oscillates periodically due to a Berry-phase interference effect
[90], i.e., the interference of spin tunneling paths of opposite windings in the molecule.
Previous work by one of the authors studied Berry-phase oscillations of the Kondo effect in SMMs
using a poor man’s scaling approach [48]. In this context, the nature of the effective coupling
between the itinerant electrons and the molecule’s magnetization was also evaluated [50]. Further-
more, nonperturbative calculations have been done to simulate the many-body charge transport
properties of anisotropic magnetic impurities adsorbed onto a Cu/Cu(100) surface [92], as well as
different Kondo impurity Hamiltonians were used to model the static and dynamical properties of
magnetic atoms adsorbed in nonmagnetic surfaces [93]. The NRG method was used to study the
Kondo and Berry-phase interference effects in the electronic transport through SMMs [46, 94, 95]
(see Ref. [96] for a review). However, in those studies the interaction between the itinerant elec-
tron’s spin and the molecule’s magnetization was mainly phenomenological, namely, assumed to
take the isotropic form
HKondo = J ~SSMM · ~s, (4.1)
where ~s is the itinerant electron’s spin operator and ~SSMM is the total spin of the SMM. In this
chapter we propose a more fundamental model that allows us to describe the Kondo features of
a SIM in terms of more fundamental (microscopic) parameters. For this model, we find that at
zero magnetic field, an enhancement of the conductance at low temperatures occurs whenever the
SIM has a coordination geometry that induces a transverse spin anisotropy for both the ground and
charged states of the molecule. The enhancement of the conductance is caused by the existence of
an effective spin 1/2 Kondo effect (originating from the transverse spin anisotropy), even though
the total spin of the SIM is larger than 1/2.
101
pseudo-spin
virtual
(a)
(b)
Figure 4.1: (a) Schematic representation of the SIM with cotunneling processes that result in
the pseudo-spin SU(2) Kondo effect: spin-down electron tunnels into ‘predominantly’ |3/2〉 SIM
ground state (left), resuting in a | − 1〉+ |1〉 virtual state (center). The subsequent tunneling out of
a spin-up electron takes the SIM to a ‘predominantly’ | − 3/2〉 SIM ground state (degenerate with
the initial |3/2〉 state). A coherent sequence of these processes screens the pseudo-spin doublet
ground state. (b) An equivalent schematic representation in the pseudo-spin ‘language’, where the
gray rectangle indicates the tunneling barrier between SIM states with opposite Sz values.
Furthermore, we find that the conductance through the SIM is modulated due to interference effects
in the spin tunneling paths of the SIM under an applied magnetic field. As a result, the Kondo effect
reemerges at a nonzero magnetic field value that is very accessible to experiments.
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4.2 SIM model and Berry-phase modulation of the energy spectra
We consider a transition metal SIM consisting of an M = 1 magnetic moment coupled to a d
orbital through a ferromagnetic Hund’s interaction (see Fig. 4.1). The d orbital has a spin Sd = 1/2
when singly-occupied. In addition, the total magnetic moment of the molecule, ~S = ~M + ~Sd, has
uniaxial and transverse spin anisotropies induced by a ligand environment, with the easy axis
of the SIM along the z direction. In the weak ligand-field regime, the anisotropy parameters
arise from a perturbation of the spin-orbit coupling in the metal core using the orbital angular
momentum states of the free ion (no ligands) as the unperturbed eigenstates, thus the orbital degrees
of freedom are effectively integrated out in this case. The molecule is connected to two reservoirs
of noninteracting electrons only through the d orbital (we do not include in this coupling the d
orbitals that form the magnetic moment ~M ). Here we assume that the electron transport occurs
through the SIM magnetic core, thus we do not consider transport through the ligands. For the
sake of simplicity, we also assume that the anisotropy does not change with the charge state of the
molecule. The total Hamiltonian for the system is given by
H = HM +HRES +HML, (4.2)
where
HM =
∑
σ
˜d ndσ +
U
2
N(N − 1)− J ~Sd · ~M
− B1S2z +B2(S2x − S2y)− hxSx, (4.3)
HRES =
∑
α,k,σ
αkσ c
†
αkσcαkσ, (4.4)
103
and
HML =
∑
α,k,σ
(
Vαk c
+
αkσcdσ + H.c.
)
. (4.5)
In Eqns. (4.3-4.5), ˜d =  − ηNeVg, where  is the d level energy and η is the leverage arm
coefficient associated to the applied gate voltage Vg. The parameters Ud and J are on-site direct
and exchange Coulomb interactions, respectively, with ndσ being the number operator of the d
orbital and N =
∑
σ ndσ. We assume that the molecule is brought to the particle-hole symmetric
point through the gate voltage, such that ˜d = −U2 . The positive coefficients B1 and B2 denote the
easy-axis and transverse anisotropies of the components Sj = Mj + Sdj (j = x, y, z) of the total
spin S of the molecule. A transverse magnetic field of amplitude Hx is applied along the x axis,
with hx = gµBHx. The Hamiltonian HRES describes the leads, with c
†
αkσ(cαkσ) denoting creation
(annihilation) of an electron in lead α with energy αkσ, momentum k, and spin σ = ±1/2. The
tunneling HamiltonianHML contains the hopping coupling Vαk between the d orbital and the leads,
where cdσ (c
†
αkσ) annihilates (creates) an electron with spin σ in the SIM (reservoir).
Panels (a) and (b) in Fig. 4.2 show the magnetic field effect on the set (Q) of eigenvalues corre-
sponding to the charge sectors Q = ±1 and Q = 0, respectively (where Q = N − 1). Panel (c)
shows the tunneling splittings ∆ = |E0−E1| between the two lowest energy states corresponding
to total spin sectors S = 1 and S = 3/2. Note that these results were obtained for an isolated SIM,
i.e., not connected to the reservoirs. For a molecule described by the anisotropy terms in Eqn.
(4.3), the oscillations of the tunnel splittings in Fig. 4.2 (c) result from a Berry-phase interference
effect [90]. At zero field, spin parity dictates the nature of this interference [97]: The energy split-
ting is zero for a half-integer spin (S = 3/2) (the states form a Kramer’s doublet) while it has a
finite value for an integer spin (S = 1). When a magnetic field perpendicular to the easy axis is
applied, time-reversal symmetry is broken and oscillations of the splitting occur.
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Figure 4.2: Energy eigenvalues and the splittings for the bare molecule (not connected to the
leads) where Ei is the i-th energy eigenvalue, with i = 0 as the ground state. The parameters of the
molecule are the following: ˜/D = −0.25, U/D = 0.5, J/D = 5 × 10−2, B1/D = 4.6 × 10−3,
and B2/D = 4.6× 10−4. (a) Eigenvalues of the neutral Q = ±1, S = 1 charge-spin sector versus
hx/D. (b) Eigenvalues of the double occupied (or empty) Q = 0, S = 3/2 charge-spin sector
versus hx/D. (c) Energy splitting between the two lowest eigenenergies of the Q = ±1, S = 1
and Q = 0, S = 3/2 charge-spin sectors, respectively.
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Figure 4.3: Molecule’s contribution to the density of states of the quasiparticles versus ω for
various values of the transverse magnetic field hx (all values in units of D times 10−3) and the
transverse anisotropy parameter B2/D. The other molecule’s parameter are the same as those used
in Fig. 4.2. (a) Density of states for zero magnetic field and B2 = 0 and B2 > 0. (b),(c),(d)
Density of states for hx > 0 and B2 > 0.
Moreover, if the direction of the magnetic field is along the hard-anisotropy axis (making an angle
of pi with the x axis), the interference is maximum and the splitting goes to zero at the so-called
diabolical points h1 and h3/2 [98]. At these special points, seen also in the level crossings in
Figs. 4.2 (a) and 4.2 (b), time-reversal symmetry of the corresponding spin sector is effectively
restored and a change of the symmetry of the ground and first excited spin states occurs.
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4.3 Berry-phase modulation of electronic transport
Now, we turn on the coupling of the SIM to the reservoirs and study the low-temperature transport
features of the SIM model by using the NRG method [89]. We assume that the leads have a
semi-circular density of states ρc(ω) = (1/2piD2)
√
D2 − ω2, where D is the half-width of the
conduction band, which is taken as our energy unit. We consider the tunneling coupling Vk,α = V
to be independent of k and equal for both leads, as well as set kB = 1. The hybridization constant
Γ = piV 2ρc(0) is set to 9 × 10−2D. The dependence of the the d-level local density of states
(LDOS), around the Fermi energy (ω = 0), with the applied transverse magnetic field is shown
in Fig. 4.3. At zero magnetic field [panel (a)], the Kondo resonance is absent for zero transverse
anisotropy (B2 = 0) since there is no tunneling between the z-components of the virtual spin states
Sz = ±1, thus the pseudospin flipping of the initial state cannot take place. When the transverse
anisotropy is nonzero, the LDOS shows the characteristic Kondo peak at the Fermi energy. In this
case, one expects an enhancement of the electronic conductance through the molecule for energy
scales smaller than TK , where TK is the Kondo temperature. The existence of a finite transverse
anisotropy (B2 > 0) in the molecule makes the virtual spin state of the system a combination
of z components, i.e., |φ〉 = 1√
2
(|1〉 − | − 1〉). Thus, after an electron tunnels into the SMM, the
molecule has a 50% probability of being in a spin Sz = ±1 state, making the formation of a Kondo
singlet possible, through a sequence of cotunneling processes, as illustrated in Fig. 4.1.
As the magnetic field is turned on and increased, the initial ground state of the system becomes
gapped in energy, and a suppression of the Kondo peak takes place, as seen in panels (b) and (c).
Interestingly, the Kondo peak eventually resurfaces again, reaching a maximum height at about
hx/D = 3.3 × 10−3 [see panel (d)]. This is because the energy gap created by the magnetic field
is driven to zero at the renormalized h˜3/2 diabolical point [99]. Thus, Berry-phase interference is
behind the Kondo effect revival seen at this point.
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Notice that a peak is absent the first diabolical point h˜1. The increasing energy gap (in the S = 3/2
sector) in conjunction and the lack of connection between states with opposite spin projection
forbid the appearance of a Kondo peak at this point.
When the in-plane anisotropy is strong enough, the temperature threshold for the zero-field Kondo
singlet formation is TK/D ≈ 5.1×10−4, which corresponds to the J > TK regime. In this regime,
conduction electrons see the whole spin ~S of the molecule [100], but only screen the doublet
formed by maximum spin components of S, namely, an effective spin 1/2 local moment, due to the
in-plane anisotropy (see Fig. 4.1). In the opposite case, J < TK , the coupling between the local
moment ~M and the d orbital is be weak and only the spin 1/2 of the d orbital is screened. However,
this case is rather difficult to occur in practice.
The Kondo temperature is quite sensitive to the exchange coupling J and the transverse anisotropy
parameterB2. In Fig. 4.4 we show that TK increases considerably as J decreases below 2×10−2D,
as long as B2 is large enough and the condition J > TK is fulfilled.
The effect of the Berry-phase interference on the electronic transport through the SIM is seen in
Fig. 4.5 (a). The conductance is a maximum for zero field and starts to decrease as the transverse
magnetic field is turned on, vanishing for hx/D ≈ 2.7× 10−3. When the Berry-phase destructive
interference sets in, the energy splitting of the Q = 0, S = 3/2 doublet goes to zero and at the Γ-
renormalized diabolical point h˜3/2/D ≈ 3.3×10−3 the conductance reaches its maximum possible
value again. As one moves past this point, we observe that the conductance decreases. We note that
if one assumes that D is likely to be of the order of a few eV in experimental setups, the diabolical
points can be reached with relatively small fields (less than 1 tesla).
In Fig. 4.5 (b) we show the entropy contribution of the molecule’s magnetization. At high temper-
atures all spin states of the molecule are available and we have S = ln(23.56), which is consistent
with the total number of accessible states Ω ≈ 12.
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Figure 4.4: Kondo temperature versus as a function of (a) the exchange coupling J (for B2/D =
4.6×10−4) and (b) the transverse anisotropy parameterB2 (for J/D = 5×10−2). Other parameter
values are ˜/D = −0.25, U/D = 0.5, B1/D = 4.6× 10−3, and hx = 0. TK is obtained from the
LDOS data as the half-width at half-maximum of the ω = 0 peak.
As the temperature decreases we can approximately keep track of the energy thresholds at which
spin states of the molecule become thermally forbidden. For T/D < 6.16× 10−2, all high-energy
states (Q = ±1 sector) are suppressed. Thus, the only states available are the ones in the Q = 0
sector. At this temperature we can have states belonging to different spin multiplets, i.e., S =
1/2, 3/2 with an energy splitting induced by the exchange interaction J . Singlet-triplet fluctuations
are flushed away for T/D < 1.55× 10−2. Moreover, as we cross into the 0 < T/D < 8.14× 10−4
temperature range, the double-degenerate first excited state with the spin component Sz = ±1/2
is not accessible anymore due to the uniaxial anisotropy.
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Figure 4.5: (a) Conductance through the molecule versus the transverse magnetic field hx. (b)
Entropy contribution of the SIM versus temperature.
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Finally, at very low temperatures, the molecule can only be in the ground state Sz = ±3/2. Within
this range, B2 = 0 prevents the Kondo state, thus the entropy approaches ln 2. For T/D <
1.5 × 10−4, which is below the Kondo temperature, the entropy starts to approach zero since the
spin of the molecule is locked into a Kondo singlet with the spins of the conduction electrons.
Here we also note that the temperature ranges where the Kondo effect sets in are rather accessible
to experiments: for D of the order of a few eV, TK is of the order of a few kelvin.
4.4 Summary
We have studied two interrelated effects in the electronic transport through a SIM that arise from
the properties of spin anisotropies and spin-path interference behavior in this class of magnetic
systems. The first effect that we have found is that at T = 0 an enhancement of the conductance
of the molecule, namely, the Kondo effect, occurs whenever there is a ligand distortion in the SIM
that, in addition to creating a strong easy-axis spin preferential direction, induces a transverse spin
anisotropy in the molecule. Moreover, we observe that the lifting of the degeneracy due to the spin
anisotropies maps this problem from an underscreened total spin S = 3/2 onto a fully screened
pseudo-spin S = 1/2 Kondo effect. The second effect is dependent on the first condition, and
consists on the modulation of the conductance through the molecule upon the application of a
transverse magnetic field. This behavior is caused by the a Berry-phase interference analogous, to
that observed in quantum tunneling of the magnetization of SMM crystalline systems. Both effects
are rather accessible to experiments and present an opportunity to probe the interplay between
electronic transport and magnetization tunneling interference in molecular transistors.
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APPENDIX A: QUANTITATIVE TREATMENT OF HUND’S FIRST
RULE
112
We follow the derivation given in Ref. [101]. Consider a single-ion (3d atom) with two electrons
and two non-degenerate orthogonal orbitals. Let |ψ(j)〉i denote the electron j occupying the orbital
i, and |α〉i be the spin α =↑, ↓ of the electron in orbital i. Let denote the two non-degenerate
orbitals as a and b with the condition that they are orthogonal, i.e., 〈ψ(j′)〉a|ψ(j)〉b = 0. Using the
Slater determinant we can construct the basis states
|φ〉1 = 1√
2
det
 |ψ(1)〉a| ↑〉a |ψ(1)〉b| ↑〉b
|ψ(2)〉a| ↑〉a |ψ(2)〉b| ↑〉b
 , (A.1)
which we can write as
|φ〉1 = 1√
2
| ↑〉a| ↑〉b (|ψ(1)〉a|ψ(2)〉b − |ψ(2)〉a|ψ(1)〉b) . (A.2)
We can also have both electrons with their spins down, and, in this case, the basis state would be
|φ〉2 = 1√
2
| ↓〉a| ↓〉b (|ψ(1)〉a|ψ(2)〉b − |ψ(2)〉a|ψ(1)〉b) . (A.3)
For the anti-parallel spin configurations we have
|φ〉3 = 1√
2
det
 |ψ(1)〉a| ↑〉a |ψ(1)〉b| ↑〉b
|ψ(2)〉a| ↓〉a |ψ(2)〉b| ↓〉b
 , (A.4)
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and also
|φ〉4 = 1√
2
det
 |ψ(1)〉a| ↓〉a |ψ(1)〉b| ↓〉b
|ψ(2)〉a| ↑〉a |ψ(2)〉b| ↑〉b
 . (A.5)
Therefore, expanding the Slater determinants we obtain
|φ〉3 = 1√
2
(|ψ(1)〉a|ψ(2)〉b| ↑〉a| ↓〉b − |ψ(1)〉b|ψ(2)〉a| ↑〉b| ↓〉a) , (A.6)
|φ〉4 = 1√
2
(|ψ(1)〉a|ψ(2)〉b| ↓〉a| ↑〉b − |ψ(2)〉a|ψ(1)〉b| ↓〉b| ↑〉a) . (A.7)
The Hamiltonian that we need to calculate within this basis is
H = h0(ra) + h0(rb) + V (Rab), (A.8)
where Rab is the relative distance between electrons occupying orbitals a and b. If h0(rj) denotes
the single-particle Hamiltonian of an electron in orbital j in the position rj such that h0(ri)|ψ(j)〉i =
j|ψ(j)〉i, then our Hamiltonian will be
H = (a + b)

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

+

Cab − Jab 0 0 0
0 Cab − Jab 0 0
0 0 Cab −Jab
0 0 −Jab Cab

, (A.9)
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where
Cab =
∫
dra
∫
drb|ψ(1)a(ra)|2V (Ra,b)|ψ(2)b(rb)|2 (A.10)
are Coulomb integrals. We define the exchange integrals as
Jab =
∫
dra
∫
drbψ
∗
a(1)(ra)ψb(1)(rb)V (Rab)ψ
∗
b (2)(rb)ψa(2)(ra). (A.11)
Diagonalizing Eqn. (A9), the eigenvalues of H are
triplet = a + b + Cab − Jab, (A.12)
singlet = b + b + Cab + Jab. (A.13)
The difference between the triplet and singlet energies gives us the exchange interaction parameter
for two electrons in the same shell,
triplet − singlet = −2Jab. (A.14)
From this result we derive Hund’s first rule for a simple system, which states that electrons in
the same atom will tend to align their spins parallel. We can write this result in terms of spin
interactions as follow
H = −2Jab ~Sa. ~Sb. (A.15)
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APPENDIX B: DIRECT-EXCHANGE INTERACTIONS
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* Two ions with one orbital per ion
Consider one electron per each ion, each ion having only one orbital. With a hopping matrix t and
a Coulomb repulsion parametrized by U , the Hamiltonian for this case is given by
H = −t(c†A↑cB↑ + c†B↑cA↑ + c†A↓cB↓ + c†B↓cA↓) + U(nA↑nA↓ + nB↑nB↓), (B.1)
where nAσ = c
†
AσcAσ and nBσ = c
†
BσcBσ. We can separate this Hamiltonian into two parts,
H = H0 +H1, (B.2)
where
H1 = −t(c†A↑cB↑ + c†B↑cA↑ + c†A↓cB↓ + c†B↓cA↓), (B.3)
and
H0 = U(nA↑nA↓ + nB↑nB↓). (B.4)
We define the basis states for the single occupied configuration as |σ〉A|σ′〉B = c†Aσc†Bσ′|vac.〉
obeying the following order: ion A index comes before ion B thus we are antisymmetrizing the
orbital part. For the double occupied configuration one example for the basis states is |vac.〉A| ↑↓
〉B = c†B↓c†B↑|vac.〉 where the order of the spins is: up is applied first to the vacuum state. The
matrix representation of H is
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H =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −t −t
0 0 0 0 t t
0 0 −t t U 0
0 0 −t t 0 U

. (B.5)
We note that total Sz spin components are separated in blocks as
H =
 Sz = ±1 02×4
04×2 Sz = 0
 , (B.6)
where 0n×m is the n ×m null matrix. We are interested in the matrix (which we define by H for
convenience) describing the Sz = 0 sector,
H =

0 0 −t −t
0 0 t t
−t t U 0
−t t 0 U

. (B.7)
We apply the Schrieffer-Wolff transformation to the Hamiltonian to obtain an effective spin Hamil-
tonian, motivated by the fact that in the weak-coupling regime we should only expect a single oc-
cupancy configuration of the ions, a single occupancy configurations of the ions. Therefore, we
expect a spin Hamiltonian that defines well the ground state energy of the system. The Schrieffer-
Wolff transformation consists of a unitary transformation given by
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H ′ = e−iSHeiS, (B.8)
where S is Hermitian. Expanding the exponentials in Taylor series up to second order in S we get
H ′ = (1− iS − S
2
2
)H(1 + iS − S
2
2
) + ... = H + i[H,S] +
1
2
[S, [H,S]] + .. (B.9)
We separate the Hamiltonian into two parts
H = H0 +H1. (B.10)
A perturbation part given by
H1 =

0 0 −t −t
0 0 t t
−t t 0 0
−t t 0 0

, (B.11)
and one we know how to solve,
H0 =

0 0 0 0
0 0 0 0
0 0 U 0
0 0 0 U

. (B.12)
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Inserting H1 +H0 in Eqn. (B.9) we obtain, up to second order in S,
H ′ = H0 +H1 + i[H0, S] + i[H1, S] +
1
2
[S, [H0, S]] +O(S
3). (B.13)
We set H1 = −i[H0, S] to eliminate the linear dependance on H1. We finally get, up to second
order in t,
H ′ = H0 +
i
2
[H1, S]. (B.14)
The calculation of H1 = −i[H0, S] yields the new Hamiltonian
H ′ =

−2t2
U
2t2
U
0 0
2t2
U
−2t2
U
0 0
0 0 2t
2
U
+ U 2t
2
U
0 0 2t
2
U
2t2
U
+ U

. (B.15)
We now have a block-diagonalized Hamiltonian that separates the high-energy (double occupied)
from the low-energy sector (single occupied)
H ′ =

hsingle 02×2
02×2 hdouble

. (B.16)
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We can map the low-energy Hamiltonian to the Heisenberg Hamiltonian by projecting the Hamilto-
nian onto the low-energy subspace. This is done already using the Schrieffer-Wolff transformation
which gives us the low- energy sectors. The complete Hamiltonian after Schrieffer-Wolff transfor-
mation reads
H ′ =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 −2t
2
U
2t2
U
0 0
0 0 2t
2
U
−2t2
U
0 0
0 0 0 0 2t
2
U
+ U 2t
2
U
0 0 0 0 2t
2
U
2t2
U
+ U

. (B.17)
We take from Eqn. (B.17) the single occupied subspace (low-energy subspace), which gives us our
effective Hamiltonian
H ′ =

0 0 0 0
0 0 0 0
0 0 −2t
2
U
2t2
U
0 0 2t
2
U
−2t2
U
.

. (B.18)
Notice the spin subspaces Sz = ±1 and Sz = 0 are block diagonal. Recalling that the effective
Hamiltonian is still defined in the order of basis states {| ↑〉A| ↑〉B, | ↓〉A| ↓〉B, | ↑〉A| ↓〉B, | ↓〉A| ↑
〉B}. The eigenvectors of Eqn. (B.18) read
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|1〉 = | ↓〉A| ↑〉B + | ↑〉A| ↓〉B√
2
, |3〉 = | ↑〉A| ↑〉B〉 (B.19)
|2〉 = | ↓〉A| ↑〉B − | ↑〉A| ↓〉B√
2
, |4〉 = | ↓〉A| ↓〉B〉, (B.20)
with the corresponding eigenvalues 1 = 0, 2 = −4t2/U, 3 = 0, 4 = 0. Using projectors we can
find, in general, the effective Hamiltonian
H ′eff =
∑
k
PkH
′Pk, (B.21)
where Pk = |k〉〈k| are projections onto eigenstates of low energy of Eqn. (B.18). We have that
H ′eff = −J
( |4〉 − |3〉√
2
)(〈4| − 〈3|√
2
)
+ 0
( |4〉+ |3〉√
2
)(〈4|+ 〈3|√
2
)
(B.22)
H ′eff =
−J
2
(|3〉〈3|+ |4〉〈4| − |3〉〈4| − |4〉〈3|) (B.23)
H ′eff =
−J
2
(c†A↑c
†
B↓cB↓cA↑ + c
†
A↓c
†
B↑cB↑cA↓ − c†A↑c†B↓cB↑cA↓ − c†A↓c†B↑cB↓cA↑). (B.24)
We use the anticommutation relations for electrons {a†jσ, aj′σ′} = δjj′δσσ′ , where j, j′ label ions
and σ, σ′ label spins. Using this rules we can write the effective Hamiltonian of Eqn. (B.24) as
H ′eff =
−J
2
(c†B↓c
†
B↓c
†
A↑c
†
A↑ + c
†
B↑c
†
B↑c
†
A↓c
†
A↓ − c†B↓cB↑c†A↑cA↓ − c†A↓cA↑c†B↑cB↓). (B.25)
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In the half-filling regime i.e. nj↑ + nj↓ = 1, we have one electron per ion, and using the second-
quantization form of spin operators,
Sαj =
h¯
2
∑
σσ′
τ jσσ′c
†
ασcασ′ , (B.26)
with j = x, y, z, α = A,B and τ jσσ′ the entries of the Pauli matrix of component j, we obtain
H ′eff = −
J
2
[(
1
2
− SBz
)(
1
2
+ SAz
)
+
(
1
2
+ SBz
)(
1
2
− SAz
)
− SB−SA+ − SA−sB+
]
.
(B.27)
The individual spins of different ions commute, therefore we write
SB−SA+ + SA−sB+ = 2(SAxSBx + SAySBy) (B.28)
to finally obtain
H ′eff = J(
~SA.~SB − 1
4
). (B.29)
The term J/4 can be dropped, so we obtain the Heisenberg Hamiltonian
H ′eff = J
~SA.~SB. (B.30)
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APPENDIX C: SUPER EXCHANGE INTERACTION MECHANISM
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In the present appendix we derive in detail the mechanism of superexchange interaction for some
simple cases such as the 180 and 90 degree bond in the simple case of a CuO system.
* 180 degree bond angle between d orbitals
We consider a system of two ions with a single orbital connected by an intermediate non-magnetic
ion (oxygen for example). All transport of electrons occurs though the O atom.The Hamiltonian
reads
H = t
∑
σ
(c†AσcBσ + c
†
BσcCσ + h.c) + p
∑
σ
nBσ + d
∑
σ
(nAσ + nCσ) + U (nA↑nA↓ + nC↑nC↓) ,
(C.1)
where c†iσ, with i = B,C,D, create an electron with spin σ in the oxygen (3d ions) ions, and ciσ
destroys an electron with spin σ in the oxygen (3d) ions. U is the Coulomb repulsion between d
electrons on the same orbital. In addition, we assume that the oxygen (p electrons) electrostatic
repulsion is relatively weak, so we neglect that interaction in the Hamiltonian. p(d) is the single
particle energy of electrons in the p(d) orbitals.
We will categorize the basis states by sectors with total Sz spin
• Sz = +1 sector
|1〉 = | ↑〉A| ↓↑〉B| ↑〉C = c†A↑c†B↓c†B↑c†C↑|vac〉 (C.2)
|2〉 = | ↓↑〉A| ↑〉B| ↑〉C = c†A↓c†A↑c†B↑c†C↑|vac〉 (C.3)
|3〉 = | ↑〉A| ↑〉B| ↓↑〉C = c†A↑c†B↑c†C↓c†C↑|vac〉 (C.4)
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Possible transitions in this sector are |1〉 → |2〉, |1〉 → |3〉, |2〉 → |1〉, |3〉 → |1〉. We only need
to calculate two of them because the Hamiltonian is Hermitian. The transition |2〉 → |3〉 is not
allowed. We have from the possible transitions the following signs for the hopping amplitude t
(the general order is c†A↓c
†
A↑c
†
B↓c
†
B↑c
†
C↓c
†
C↑)
(c†A↓cB↓)c
†
A↑c
†
B↓c
†
B↑c
†
C↑|vac〉 = −c†A↓c†A↑c†B↑c†C↑|vac〉 = −|2〉 (C.5)
(c†C↓cB↓)c
†
A↑c
†
B↓c
†
B↑c
†
C↑|vac〉 = −c†A↑c†B↑c†C↓c†C↑|vac〉 = −|3〉. (C.6)
The other terms in the Hamiltonian parametrized by (U, d,p) are all diagonal, thus we have
〈1|H|1〉 = 2d + 2p (C.7)
〈2|H|2〉 = U + 3d + p (C.8)
〈3|H|3〉 = U + 3d + p. (C.9)
The Hamiltonian in the Sz = +1sector reads
HSz=+1 =

2d + 2p −t −t
−t U + 3d + p 0
−t 0 U + 3d + p
 . (C.10)
Subtracting in the diagonal 2d + 2p and setting ∆ = d − p we obtain
HSz=1 =

0 −t −t
−t U + ∆ 0
−t 0 U + ∆
 . (C.11)
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The eigenenergies are the following
1 = U + ∆
2 =
1
2
(
U + ∆−
√
8t2 + (U + ∆)2
)
3 =
1
2
(
U + ∆ +
√
8t2 + (U + ∆)2
)
. (C.12)
In the limit when t  U we can expand the ground state energy 2 using the approximation
(1± x)n = 1± nx for x 1
2(t U) = −2t
2
U + ∆
, (C.13)
thus the ground state is expected to be a triplet.
• Sz = −1 sector
The basis states in this sector are
|4〉 = | ↓〉A| ↓↑〉B| ↓〉C = c†A↓c†B↓c†B↑c†C↓|vac〉
|5〉 = | ↓↑〉A| ↓〉B| ↓〉 = c†A↓c†A↑c†B↓c†C↓|vac〉
|6〉 = | ↓〉A| ↓〉| ↓↑〉C = c†A↓c†B↓c†C↓c†C↑|vac〉. (C.14)
The Hamiltonian we obtain is the same as the Sz = 1 sector,
HSz=−1 =

0 −t −t
−t U + ∆ 0
−t 0 U + ∆
 . (C.15)
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• Sz = 0 sector
The basis states in this sector are
|7〉 = | ↓〉A| ↓↑〉B| ↑〉C = c†A↓c†B↓c†B↑c†C↑|vac〉
|8〉 = | ↑〉A| ↓↑〉B| ↓〉C = c†A↑c†B↓c†B↑c†C↓|vac〉
|9〉 = | ↓〉A| ↑〉B| ↓↑〉C = c†A↓c†B↑c†C↓c†C↑|vac〉
|10〉 = | ↑〉A| ↓〉B| ↓↑〉C = c†A↑c†B↓c†C↓c†C↑|vac〉
|11〉 = | ↓↑〉A| ↓〉B| ↑〉C = c†A↓c†A↑c†B↓c†C↑|vac〉
|12〉 = | ↓↑〉A| ↑〉B| ↓〉C = c†A↓c†A↑c†B↑c†C↓|vac〉
|13〉 = | ↓↑〉A| ↓↑〉B|vac〉C = c†A↓c†A↑c†B↓c†B↑|vac〉
|14〉 = |vac〉A| ↓↑〉B| ↓↑〉C = c†B↓c†B↑c†C↓c†C↑|vac〉
|15〉 = | ↓↑〉A|vac〉B| ↓↑〉C = c†A↓c†A↑c†C↓c†C↑|vac〉. (C.16)
The rest of the operations to the basis states will give the complex conjugate matrix elements.
Subtracting 2(d + p) from the diagonal, and setting ∆ = d − p, the Hamiltonian in the Sz = 0
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sector is given by
HSz=0 =

0 0 −t 0 −t 0 0 0 0
0 0 0 −t 0 −t 0 0 0
−t 0 U + ∆ 0 0 0 0 t t
0 −t 0 U + ∆ 0 0 0 −t −t
−t 0 0 0 U + ∆ 0 t 0 t
0 −t 0 0 0 U + ∆ −t 0 −t
0 0 0 0 t −t U 0 0
0 0 t −t 0 0 0 U 0
0 0 t −t t −t 0 0 2(U + ∆)

. (C.17)
To obtain the super-exchange splitting J = ↑↑ − ↑↓, we can compute numerically the ground
state energies of both sectors and plot their differences for various values of the parameters t, U,∆.
Another way to obtain the superexchange splitting is by using perturbation theory assuming t U
to calculate the energy corrections. Using perturbation theory we obtain the following result for
the superexchange interaction
J =
4t4
(U + ∆)3
(C.18)
which is an antiferromagnetic interaction between spins.
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* 90 degrees bond angle between d orbitals
We consider an Ising-type Hund’s model and neglect spin flipping hopping terms. The Hamiltonian
is
H = tAB1
∑
σ
(c†AσcB1σ + h.c) + tCB2
∑
σ
(c†B2σcDσ + h.c) + pB
∑
σ
nBσ (C.19)
+ d
∑
σ,i
niσ + U
∑
i
ni↑ni↓ − 2JzSB1zSB2z. (C.20)
We have in total 28 basis states, which we categorize into Sz sectors:
• Sz = +1 basis states
|1〉 = | ↑〉A| ↓↑〉B1| ↓↑〉B2| ↑〉C = c†A↑c†B1↓c†B1↑c†B2↓c†B2↑c†C↑|vac〉 (C.21)
|2〉 = | ↑〉A| ↓↑〉B1| ↑〉B2| ↓↑〉C = c†A↑c†B1↓c†B1↑c†B2↑c†D↓c†C↑|vac〉 (C.22)
|3〉 = | ↑〉A| ↑〉B1| ↓↑〉B2| ↓↑〉C = c†A↑c†B1↑c†B2↓c†B2↑c†D↓c†C↑|vac〉 (C.23)
|4〉 = | ↓↑〉A| ↑〉B1| ↓↑〉B2| ↑〉C = c†A↓c†A↑c†B1↑c†B2↓c†B2↑c†C↑|vac〉 (C.24)
|5〉 = | ↓↑〉A| ↑〉B1| ↑〉B2| ↓↑〉C = c†A↓c†A↑c†B1↑c†B2↑c†D↓c†C↑|vac〉 (C.25)
|6〉 = | ↓↑〉A| ↓↑〉B1| ↑〉B2| ↑〉C = c†A↓c†A↑c†B1↓c†B1↑c†B2↑c†C↑|vac〉. (C.26)
For t U we can make use of perturbation theory and find the corrections up to fourth order in t
for the unperturbed low energy state |1〉. State |1〉 connects to two states directly |2〉 and |4〉, and
both of them connect to |5〉. The unperturbed energies are (0)1 = 2d + 4p, (0)2 = 3d + 3p + U ,

(0)
4 = 3d + 3p + U , 
(0)
5 = 4d + 2p + 2U − Jz/2. Subtracting 2d + 4p from all the energies
and setting ∆ = d − p we have (0)1 = 0, (0)2 = U + ∆, (0)4 = U + ∆, (0)5 = 2(U + ∆)− Jz/2.
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Up to fourth order in the perturbation the correction to state |n〉 reads
En =
∑
i 6=n
|Vin|2

(0)
n − (0)i
+
∑
i,j,k 6=n
VniVijVjkVkn
(
(0)
n − (0)i )((0)n − (0)j )((0)n − (0)k )
(C.27)
−
∑
i,j 6=n
|Vni|2|Vjn|2
(
(0)
n − (0)i )((0)n − (0)j )((0)n − (0)i )
+O(t5). (C.28)
For state |1〉 the correction is the following:
E1 =
∑
i 6=1
|Vi1|2

(0)
1 − (0)i
+
∑
i,j,k 6=1
V1iVijVjkVk1
(
(0)
1 − (0)i )((0)1 − (0)j )((0)1 − (0)k )
(C.29)
−
∑
i,j 6=1
|V1i|2|Vj1|2
(
(0)
1 − (0)i )((0)1 − (0)j )((0)1 − (0)i )
. (C.30)
We will have the following matrix elements: Vi1 → V21, V41, for the fourth order we have V1iVijVjkVk1 →
V12V25V54V41, V14V45V52V21 and |V1i|2|Vj1|2 → |V12|2|V41|2, |V14|2|V21|2, |V12|2|V21|2, |V14|2|V41|2.
The correction to state |1〉 is
E1 = − 2t
2
U + ∆
− 2t
4
(U + ∆)2(2(U + ∆)− Jz/2) +
4t4
(U + ∆)3
. (C.31)
In the case of the Sz = −1 basis states, we obtain the same corrections to the energy. For the
antiparallel case, the calculation is done in the same way.
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The lowest energy state and the states it connects to are the following:
|13〉 = | ↑〉A| ↓↑〉B1| ↓↑〉B2| ↓〉C = c†A↑c†B1↓c†B1↑c†B2↓c†B2↑c†C↓|vac〉 (C.32)
|14〉 = | ↑〉A| ↓↑〉B1| ↓〉B2| ↑↓〉C = c†A↑c†B1↓c†B1↑c†B2↓c†C↓c†C↑|vac〉 (C.33)
|16〉 = | ↓↑〉A| ↑〉B1| ↓↑〉B2| ↓〉C = c†A↓c†A↑c†B1↑c†B2↓c†B2↑c†C↓|vac〉 (C.34)
|17〉 = | ↓↑〉A| ↑〉B1| ↓〉B2| ↓↑〉C = c†A↓c†A↑c†B1↑c†B2↓c†C↓c†C↑|vac〉 (C.35)
|20〉 = | ↓↑〉A| ↓〉B1| ↑〉B2| ↓↑〉C = c†A↓c†A↑c†B1↓c†B2↑c†C↓c†C↑|vac〉. (C.36)
For the correction to the antiparallel state |13〉 we have V13iVijVjkVk13. State |13〉 connects to
|14〉, |16〉 and both of them connect to |17〉. Also |17〉 connects to |20〉 through Hund’s rule, but
this connection would at least be visible in a perturbation up to sixth order. The correction to the
antiparallel state up to fourth order is
E13 = − 2t
2
U + ∆
− 2t
4
(U + ∆)2(2(U + ∆) + Jz/2)
+
4t4
(U + ∆)3
. (C.37)
The superexchange interaction parameter is given by
J = E1 − E13 = − 2t
4
(U + ∆)2
(
1
2(U + ∆)− Jz/2 −
1
2(U + ∆) + Jz/2
)
= − 2t
4
(U + ∆)2
(
Jz
4(U + ∆)2 − J2z
4
)
. (C.38)
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If Jz  U + ∆ we can expand in series to obtain
J = − 2t
4
(U + ∆)2
(
Jz
4(U + ∆)2
)
= − 4t
4
(U + ∆)3
(
Jz
8(U + ∆)
)
(C.39)
Therefore, because J < 0, the ground state will be ferromagnetic.
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APPENDIX D: SEQUENTIAL TUNNELING RATES
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We calculate the transition rates following Ref. [102], assuming the tunneling coupling between the
leads and the dot to be very small compared to other energy scales in the problem. The Hamiltonian
for the system (leads + quantum dot) is given by
H = H0 +HT . (D.1)
Here H0 represents the unperturbed Hamiltonian, and its given by
H0 = Hdot +HL +HR, (D.2)
with Hdot being the Hamiltonian of the island and Hα =
∑
kσ αkσc
†
αkσcαkσ denotes the Hamilto-
nian for the leads (with α = L,R ). HT denotes the tunneling Hamiltonian that couples the leads
and the molecule, given by
HT =
∑
jαkσ
Tαkσc
†
αkσdjσ + h.c. (D.3)
Tαkσ represents the tunneling coupling of an electron going to the lead α with momentum k and
spin σ, and c†αk(djσ) denote creation (destruction) of an electron in the lead α (orbital j) with spin
σ. In order to calculate the sequential tunneling rates we invoke the Fermi’s golden rule approach.
The transition rate (probability per unit time) of a system under a small perturbationHT to go from
an initial state |i〉 to a final state |f〉 is given to first order in HT by
Mi→j =
2pi
h¯
|〈f 0|HT |i0〉|2δ(E0f − E0i ). (D.4)
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The initial and final states are made up of direct products of many particle states from the molecule
(|mDi,f〉) and the leads (|nLi,f〉), then the the initial state has the form |i0〉 = |nLi 〉|nRi 〉|mDi 〉. These
states are eigenvectors of H0 with following eigenvalues:
HD|i0〉 = |nLi 〉|nRi 〉
(
HD|mDi 〉
)
= EDmi |nLi 〉|nRi 〉|mDi 〉 (D.5)
HL|i0〉 =
(
HL|nLi 〉
) |nRi 〉|mDi 〉 = ELni |nLi 〉|nRi 〉|mDi 〉 (D.6)
HR|i0〉 = |nLi 〉
(
HR|nRi 〉
) |mDi 〉 = ERni |nLi 〉||nRi 〉|mDi 〉. (D.7)
Let us calculate the transition rates for the case when the electron is going into the molecule through
the left lead. In this case the tunneling Hamiltonian reads
H+T =
∑
ςkσ
TςLkσcLkσd
†
ςσ. (D.8)
The initial and final state states of the dot can be written in terms of each other as |f (0)〉 = cLkσ|i(0)〉.
In addition to this, we define the final and initial energies of the total system as
Ef = 
D
mf
+ ELnf + E
R
nf
(D.9)
Ei = 
D
mi
+ ELni + E
R
ni
. (D.10)
The difference between final and initial energies of the dot is then
Ef − Ei = Dmf − Dmi + ELnf − ELni + ERnf − ERni . (D.11)
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Since the right reservoir does not change its electron occupation number we have that ERnf −ERni =
0. On the other hand, the left reservoir is losing an electron overall, thus we will have ELni −ELni =
−Lkσ. Finally, introducing H+T in Eqn. (D.4) we have
M+i→j =
2pi
h¯
∑
k′
|〈i0|c†Lk′σ
∑
ςkσ
TςLkσcLkσd
†
ςσ|i0〉|2δ(Dmf − Dmi − Lkσ). (D.12)
Where we have summed over all possible k′ states of electrons in the left lead. We can now
decompose the initial state of the system into its respective product of leads and dot states, thus we
have
|〈i0|c†Lk′σ
∑
ςkσ
TςLk′σcLkσd
†
ςσ|i0〉|2 = f(Lk′ − µL)|〈mDf |
∑
ςσ
TςLk′σd
†
ςσ|mif〉|2, (D.13)
where we have used that 〈nLi |c†Lk′σcLkσ|nLi 〉 = f(Lk′ − µL)δkk′ . Approximating the summation in
k′ in Eqn. (D.12) to a continuum integral we obtain
M+i→j =
2pi
h¯
|〈mDf |
∑
ςσ
TςLσd
†
ςσ|mif〉|2
∫
ρ()df(− µL)δ(Dmf − Dmi − ). (D.14)
Here we have assumed that the tunneling coupling TLσ does not depend on the momentum k.
Finally, for a constant density of states ρ() = ρ, the transition rate of transferring an electron from
the left lead to the dot is given by
M+i→j =
2pi
h¯
|〈mDf |
∑
ςσ
TςLσd
†
ςσ|mif〉|2ρf(Dmf − Dmi − µL). (D.15)
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In the same way, we can calculate the transition rate for an electron going out of the dot. For the
same case of an electron leaving the quantum dot to the left reservoir, the treatment is exactly the
same. Nevertheless, attention must be paid when calculating the difference in the total final and
initial energies. In this case we would have
Ef = 
D
mf
+ ELnf + E
R
nf
(D.16)
Ei = 
D
mi
+ ELni + E
R
ni
. (D.17)
The difference between final and initial energies of the dot will be different now since the left
reservoir is gaining an electron, thus we have the following:
Ef − Ei = Dmf − Dmi + Lk. (D.18)
Thus the transition rate in this case would be
M−i→j =
2pi
h¯
|〈mDf |
∑
ςσ
TςLσdςσ|mif〉|2ρf(Dmi − Dmf − µL). (D.19)
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