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We explore the field-temperature phase diagram of the XY pyrochlore antiferromagnet Er2Ti2O7
by means of magnetization and neutron diffraction experiments. Depending on the field strength
and direction relative to the high symmetry cubic directions [001], [11¯0] and [111], the refined field
induced magnetic structures are derived from the zero field ψ2 and ψ3 states of the Γ5 irreducible
representation which describes the ground state of XY pyrochlore antiferromagnets. At low field,
domain selection effects are systematically at play. In addition, for [001], a phase transition is
reported towards a ψ3 structure at a characteristic field H
001
c = 43 mT. For [11¯0] and [111], the spins
are continuously tilted by the field from the ψ2 state, and no phase transition is found while domain
selection gives rise to sharp anomalies in the field dependence of the Bragg peaks intensity. For
[11¯0], these results are confirmed by high resolution inelastic neutron scattering experiments, which
in addition allow us to determine the field dependence of the spin gap. This study agrees qualitatively
with the scenario proposed theoretically by Maryasin et al. [Phys. Rev. B 93, 100406(R) (2016)],
yet the strength of the field induced anisotropies is significantly different from theory.
I. INTRODUCTION
The family of pyrochlore compounds R2T2O7 (R is
a rare earth and T=Ti, Sn, Zr, ...) has aroused a lot
of interest in the last years1. In these materials, the
R magnetic moments reside on the vertices of corner
sharing tetrahedra, a configuration especially relevant to
study magnetic geometric frustration2,3. In this context,
the case of Er2Ti2O7 is noteworthy as it may be one
of the scarce examples where the frustration is resolved
by an “order by disorder” phenomenon4–6. This is a
degeneracy lifting mechanism where thermal or quan-
tum fluctuations select the ground state from a classi-
cally degenerate manifold that has the largest space to
fluctuate7,8. Recently, this picture has been questioned:
the relevance of an energetic selection mechanism that
would proceed through “virtual crystal field” excitations
of the Er3+ ion has been pointed out (VCF model)9–11.
It remains however difficult to distinguish between the
different mechanisms. Depending on the direction along
which it is applied, a magnetic field will compete, or not,
with this zero field selection mechanism. This results in
a rich field-temperature phase diagram, especially at low
field12, which is intimately related to the system’s micro-
scopic parameters. In this article, this physics is explored
experimentally in a systematic way.
Er2Ti2O7 was identified as an XY antiferromagnet
4,
the spin being confined by the crystal electric field (CEF)
within a site dependent local XY anisotropy plane, de-
fined by (ai, bi, zi) vectors, with zi the local CEF axis
(see Table I for the appropriate definition). Among the
possible states that minimize the XY anisotropy energy,
the Γ5 irreducible representation manifold (see Figure 1)
is expected to be the ground state for isotropic antiferro-
magnetic exchange. It possesses a U(1) degeneracy, any
FIG. 1. (Color online) (a,b) Sketch of one tetrahedron of
the pyrochlore structure in the ψ2 (a) and ψ3 (b) magnetic
configurations. ψ2 and ψ3 are the two basis vectors of the Γ5
irreducible representation. The disks represent the local XY
anisotropy planes. The black arrows denote the CEF zi axes.
For the site i = 4, the ai and bi axes are also shown. (c)
Sketch defining the φ angle within the XY (a, b) plane and
the polar angle θ relative to the CEF axis z.
configuration of the form Si = cosφ ai + sinφ bi being
a possible classical ground state4–6. Note that φ is an
arbitrary angle but is the same for all spins.
On the experimental side, Er2Ti2O7 orders below
TN = 1.2 K
13–16 in the non-collinear so called ψ2 mag-
netic structure, depicted in Figure 1(a), and character-
ized by the 6 domains defined by φ = npi/3, n = 0, .., 5
(see Table I).
ar
X
iv
:1
70
1.
07
22
0v
2 
 [c
on
d-
ma
t.s
tr-
el]
  1
2 M
ay
 20
17
2Site 1 2 3 4
CEF axis zi (1, 1, 1¯) (1¯, 1¯, 1¯) (1¯, 1, 1) (1, 1¯, 1)
Coordinates (1/4, 1/4, 1/2) (0, 0, 1/2) (0, 1/4, 3/4) (1/4, 0, 3/4)
ai (1¯, 1¯, 2¯) (1, 1, 2¯) (1, 1¯, 2) (1¯, 1, 2)
bi (1¯, 1, 0) (1, 1¯, 0) (1, 1, 0) (1¯, 1¯, 0)
n = 0 (1¯, 1¯, 2¯) (1, 1, 2¯) (1, 1¯, 2) (1¯, 1, 2)
n = 2 (1¯, 2, 1) (1, 2¯, 1) (1, 2, 1¯) (1¯, 2¯, 1¯)
n = 4 (2, 1¯, 1) (2¯, 1, 1) (2¯, 1¯, 1¯) (2, 1, 1¯)
TABLE I. Coordinates, written in the cubic Fd3¯m structure
of the pyrochlore lattice, of the site dependent local ai and bi
vectors spanning the local XY anisotropy planes. The CEF
axes zi of the rare earth are perpendicular to those planes.
The coordinates of the spin direction in each of the 6 ψ2 do-
mains for φ = 0, 2pi/3 and 4pi/3 (n = 0, 2 and 4) are also given.
The domains corresponding to φ = pi, 5pi/3, pi/3 (n = 3, 5 and
1) are obtained by taking the opposite vectors.
It has been recognized quite soon that the reason for
the stabilization of ψ2, hence for the U(1) degeneracy
breaking, could be due to thermal and quantum order
by disorder4–6,17–23. In that context, Savary et al.5 have
described Er2Ti2O7 by a generic quadratic Hamiltonian
H written in terms of the components of an effective spin
1/2 spanning the subspace of the ground Er3+ crystal
field doublet24–26:
H =
∑
i
g Si.H +
1
2
∑
i,j
JzzS
z
i S
z
j + Jz±S
z
i
(
ζijS
+
j + ζ
∗
ijS
−
j
)
+J±±
(
γijS
+
i S
+
j + γ
∗
ijS
−
i S
−
j
)− J± (S+i S−j + S−i S+j )
Si denotes the pseudo spin 1/2 written in its local basis
(ai, bi, zi), g is an effective anisotropic tensor, γij and ζij
are complex unimodular matrices, and (J±±, J±, Jz±, Jzz)
is a set of effective exchange parameters allowed by sym-
metry and determined based upon fitting the spin wave
excitations5 (see Appendix B). Using these parameters,
Savary et al. could predict a gap in the spin excitation
spectrum of about 20 µeV5, comparable to the 43 µeV
gap that was observed experimentally by inelastic neu-
tron scattering10,27 and the upper bound of which was
determined from electron paramagnetic resonance28 and
specific heat29 measurements.
Concurrently, it was shown that an energetic selec-
tion mechanism that proceeds through virtual crystal
field excitations can be at play, giving rise to a gap of
about 10 µeV9–11. Moreover, it was pointed out that
once projected onto the effective spin 1/2 subspace, the
virtual crystal field excitations of the Er3+ ion give rise
to multispin interactions like for instance a biquadratic
coupling11. It has been proposed that the discrepancy
between the theoretical and experimental gap could be
resolved with reasonable values of this coupling, main-
taining an excellent agreement with the spin excitation
spectrum11. This approach appears particularly relevant
since the importance of such multispin interactions has
been recently put forward for other pyrochlores30–32.
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FIG. 2. (Color online) Field - temperature (H,T ) phase di-
agram obtained for a field applied along the three main di-
rections of the cubic lattice. Inset: M vs H at 130 mK, and
H ‖ [111] showing the critical field at the inflection point of
the magnetization curve.
Maryasin et al.12 have shown that applying a magnetic
field H along the high symmetry directions of the cubic
lattice reveals a rich field-temperature H − T phase dia-
gram, characterized by the competition between the zero-
field selection mechanism and field induced anisotropies.
The strength of these anisotropies is directly related to
the microscopic parameters of H, so that the experimen-
tal determination of the phase diagram should allow to
go a step further in the understanding of Er2Ti2O7.
In this paper, we address this phase diagram through
magnetization and neutron scattering measurements and
determine the field induced magnetic structures. The
obtained characteristic fields can then be compared with
the theoretical predictions of Ref. 12.
The paper is organized as follows: we first discuss
briefly the field evolution of the spin dynamics in the
“high field” regime, i.e. at fields large enough to over-
come the anisotropy terms, so that the system is nearly
polarized by the magnetic field. We then turn to the evo-
lution of the magnetic structure when a magnetic field is
applied along the three high symmetry directions, focus-
ing on the “low field” part of the phase diagram. We
introduce the theoretical predictions and then describe
our experimental results. Finally, the similarities and
differences between theory and experience are discussed.
II. EXPERIMENTAL DETAILS
Experiments were performed on single crystals of
Er2Ti2O7 grown by the floating zone technique. The
3FIG. 3. (Color online) (a) Inelastic neutron scattering data recorded along (11`) as a function of magnetic field applied along
[11¯0] at 60 mK on IN5. The spin gap is determined at the magnetic zone center Q = (111). Arrows in the zero field data
point the acoustic branches arising from the different domains. (b) Spin gap ∆ as a function of H. Red points correspond to
the values determined from a Lorentzian fit to the data. Blue squares and green diamonds correspond respectively to the gap
obtained from RPA calculations in the virtual crystal field (VCF) model10 and from the linear spin wave (LSW) theory using
H5. The black line is a fit to the equation √a+ bH2 with a = 1.96 ± 0.02 × 10−3 meV2 and b = 0.033 ± 0.003 meV2/T2, for
µ0H < 0.5 T.
samples used for neutron scattering measurements come
from a large Er2Ti2O7 single crystal previously used in
Ref. 10 and 33 and cut in different pieces depending
on the type of experiment. Magnetization measurements
were performed on a small piece of the crystal of Ref. 29.
Inelastic neutron scattering experiments were carried
out on the IN5 disk chopper time of flight spectrometer
operated by the Institute Laue Langevin (ILL France).
The field was applied along [11¯0] and the sample mounted
to have the (hh0) and (00`) reciprocal directions in the
horizontal scattering plane. As a very good energy reso-
lution, about 20 µeV, is needed to observe the spin gap,
we used a wavelength λ = 8.5 A˚. The data were then
processed with the horace software34, transforming the
recorded time of flight, sample rotation and scattering
angle into energy transfer and Q-wave-vectors. The off-
set of the sample rotation was determined based on the
Bragg peaks positions. In all the experiments, the sample
was rotated by steps of 1 degree.
The neutron diffraction data were collected using
the D23 single crystal diffractometer (CEA-CRG, ILL
France) operated with a copper monochromator and us-
ing λ = 1.28 A˚. The Er2Ti2O7 sample was glued on
the Cu finger of a dilution insert and placed in a cry-
omagnet. The experiments have been conducted with
the (vertical) field H either parallel to the [001], [11¯0] or
[111] high symmetry crystallographic directions. Since
the magnetic structure is K = 0, additional magnetic in-
tensity is expected on crystalline Bragg peaks. For refer-
ence, a series of integrated intensities at 10 K and H = 0
was measured (about 70 reflections). Refinements were
performed using the Fullprof sofware suite35, working
on the subtraction with the T = 10 K data. In addi-
tion, for a set of chosen Bragg peaks, the intensity versus
sweeping the magnetic field (0.015 T/min was the min-
imum speed) was collected, to obtain the precise evolu-
tion of the magnetic intensity. For all the measurements,
specific care was taken to apply systematically the same
field sweeping conditions, to avoid possible irreversibil-
ities. The sample was first cooled down to 60 mK in
zero field. All the measurements were then performed
after the application of a 3 T field used to saturate the
sample. The shape of the samples was not optimized re-
garding the demagnetizing effects, leading to relatively
large demagnetizing factors, estimated between 5 and 10
(cgs units), depending on the orientation with respect to
the magnetic field. The applied magnetic field was then
significantly larger than the internal field. We have not
performed the demagnetization corrections which would
have led to sizable uncertainties.
Magnetization and ac susceptibility measurements
were performed down to 100 mK on a single crystal sam-
ple using a superconducting quantum interference device
(SQUID) magnetometer equipped with a dilution refrig-
erator developed at the Institut Ne´el-CNRS Grenoble36.
The sample had a flat ellipsoid shape and the field was
applied in the disk plane so as to minimize the demag-
netization effects. Magnetization curves were measured
using a 0.5 mT field step.
III. SPIN DYNAMICS BELOW THE FIELD
POLARIZED STATE
The high field phase diagram of Er2Ti2O7 is
well documented and has been characterized by
4FIG. 4. (Color online) Measured and calculated inelastic neu-
tron scattering spectra at µ0H = 0.25 T along [11¯0] for the
(hh1) and (11`) directions. The calculations are performed for
the two approaches (LSW and VCF) described in the text.
neutron scattering, magnetization and specific heat
measurements29,33,37–40. Figure 2 shows this phase di-
agram, obtained from magnetization measurements. At
high field, above a critical field HS , the system is in a
field polarized state. This critical field depends on the
orientation of the field: 1.7 T for H ‖ [001], 1.5 T for
H ‖ [11¯0] and 1.35 T for H ‖ [111] at 100 mK.
The field also induces a change of the spin dynamics, as
shown in Figure 3 for H ‖ [11¯0]. In this case, the applied
field selects the ψ2 domains with φ = 0 and pi (among the
6 present in zero field). A signature of this domain se-
lection in the excitation spectrum is the vanishing of the
acoustic branches arising from the unfavored domains.
This is visible when comparing the µ0H = 0.25 T with
the zero field data for instance (see the arrows on Fig-
ure 3(a) at 0 T).
When the field is further increased, the spins are grad-
ually tilted, before reaching the critical field HS . The lat-
ter manifests as a cusp in the intensity of certain Bragg
peaks, as shown in the diffraction measurements and the
field induced magnetic structures in Section IV. Our in-
elastic measurements evidence that below HS the spec-
trum resembles the zero field spectrum, with regular spin
waves, except that the spin gap increases, and that some
intensity is lost when approaching HS . These results
clarify the previous description of Ruff et al.37 (see also
Ref. 41) who could not detect the dispersion of the high
energy mode. At HS , the gap vanishes and the dispersion
of the field polarized phase is recovered.
An interesting issue is the field dependence of the spin
gap ∆. Fitting the spin wave modes at Q = (111) to
Lorentzian profiles, we obtain ∆ as a function of H (see
Figure 3 (b)). Starting from ∆o ≈ 43 µeV, it reaches
160 µeV at about 1.2 T and then decreases down to zero
at the saturation field µ0HS = 1.5 T.
The measured field dependence of the spin gap has
been compared with two models. The first one, the
VCF model, is based on a mean field treatment of the
full Hamiltonian written for the actual Er3+ ions and
is described in Ref. 10. It takes into account explic-
itly the CEF Hamiltonian42 (with the parameters of Cao
et al.43,44, see also Ref. 33, 38, and 40) and calculates
the spin dynamics in the Random Phase Approxima-
tion (RPA)45. The second one is a linear spin wave
(LSW) calculation46 based on the spin 1/2 Hamiltonian
H and on the parameters determined in Ref. 5 (see Ap-
pendix B). These two approaches reproduce successfully
the experimental spectra as shown in Figure 4. Never-
theless, in zero field, the spin gap is underestimated in
the VCF model11 and (as expected) is zero in the LSW
theory. In addition, while the qualitative behavior of the
field dependence of the spin gap is well captured by both
models, none is able to reproduce the strong increase of
∆ at intermediate fields, just before the saturation at
HS (see Figure 3). This discrepancy suggests that some
ingredients are missing in the Hamiltonian to describe
accurately the field behavior. Accounting for additional
interactions, such as multispin ones, which have been pro-
posed in the context of the VCF model11, may improve
the agreement between models and experiments.
IV. FIELD EVOLUTION OF THE MAGNETIC
STRUCTURES
In this section, we turn to the description of the phase
diagram by focusing mainly on the “low field” part, i.e.
when the field is small enough not to tilt the magnetic
moments with respect to their easy anisotropy plane.
This region of the phase diagram has been little explored
experimentally. Anomalies have been reported in the
isothermal magnetization curves below 0.1 T39, which
appear as maxima in the derivative of the magnetiza-
tion with respect to the magnetic field dM/dH, and in-
dicate that field induced transitions may occur at low
field. Subsequently, Maryasin et al.12 have performed a
detailed analysis of this phase diagram by considering the
anisotropy terms authorized by symmetry in presence of
a magnetic field. These new terms can possibly compete
with the zero field term responsible for the ψ2 magnetic
ordering. Maryasin et al. have made quantitative theo-
retical predictions which, if verified, would allow one to
determine the value of these anisotropy parameters.
We first summarize the main theoretical results
obtained in Ref. 12 when the field is applied along the
three directions of high symmetry [001], [11¯0] and [111],
and then describe our experimental results.
5H direction Prediction Predicted characteristic field Observed characteristic field
[001] Transition ψ2 → ψ3 H [001]c = 3
√
A6/A2 43 mT
[11¯0] Domain selection within ψ2 H
[11¯0] = 3
√
2A6/A2 74 mT
[111]
Domain selection within ψ2 only 100 mT
or intermediate phase not observed
TABLE II. Summary of the field induced behaviors expected in the low field regime, from the calculations of Ref. 12.
A. Theoretical background
Whatever its actual physical origin, the lifting of the
ground state degeneracy, which is responsible for the sta-
bilization of an ordered ψ2 state, can indeed be accounted
for by adding an effective 6-fold anisotropy term to the
free energy22:
∆F0 = −A6 cos 6φ
where φ is the angle defined in the Introduction part and
which defines the magnetic structures within the Γ5 man-
ifold. A6 is a parameter depending on the microscopic
details of the Hamiltonian H. A6 > 0 ensures that ψ2 is
the ground state, with minima at φ = npi/3, thus stabi-
lizing the 6 magnetic domains described above.
In the presence of a magnetic field H, new terms
arise in the free energy. Following a symmetry analy-
sis, Maryasin et al. have established the general form of
the lowest order terms12. New parameters (called Ai or
A′i) are introduced which are related to the Hamiltonian
and are all positive in the case of Er2Ti2O7. The first
terms which arise are quadratic in H:
∆F2 =A
′
6H
2 cos 6φ (1)
+A2
[(
H2z −
H2x
2
− H
2
y
2
)
cos 2φ
−
√
3
2
(H2x −H2y ) sin 2φ
]
where the first A′6 term is usually small compared to the
second A2 one.
The next term, which is generally negligible, is at third
order in H and writes:
∆F3 = 3
√
3A3HxHyHz cos 3φ (2)
When the field is smaller than the saturating field HS
(see Section III), the field behavior will be extremely dif-
ferent depending on the values of the coefficients Ai. In
particular, these coefficients determine which of the ψ2
domains are favored by the field, as well as a complex
phase diagram that depends on the field orientation. A
careful study of the low field behavior will then allow to
access directly to these coefficients. Based on Ref. 12, we
detail below the main characteristic of the field induced
properties that result from the above free energy when
H < HS (see also Table II for a summary).
1. H ‖ [001]
For H ‖ [001], and considering only the A2 term in
equation (1), the free energy writes:
∆F = −A6 cos 6φ+A2H2 cos 2φ
The two terms of ∆F compete with each other when the
field increases. For magnetic fields up to H < H001c , with
H001c = 3
√
A6/A2 (3)
the energy is minimized for four domains out of six with φ
varying continuously when the field increases, and which
originate from the n = 1, 2, 4, 5 domains of the ψ2 state.
Above this critical value, a transition is expected to-
wards a ψ3 state, with two domains corresponding to
φ = ±pi/2, until the system reaches the polarized state
described in the previous section at H001S .
2. H ‖ [11¯0]
For H ‖ [11¯0], and considering the same terms in the
free energy,
∆F = −A6 cos 6φ− 1
2
A2H
2 cos 2φ
so that both terms favor the ψ2 state until the field po-
larized state is achieved at H110S . Nevertheless a domain
selection is at play and the two domains with φ = 0, pi
(i.e. n = 0, 3, as discussed in section III) are selected
when the field reaches the value H110, with
H110 = 3
√
2A6/A2 =
√
2H001c (4)
3. H ‖ [111]
For H ‖ [111], the A2 contribution in ∆F2 vanishes
and the third order A3 term (equation (2)) becomes rel-
evant, along with the A′6 term of equation (1). The free
energy then writes:
∆F = −A6 cos 6φ+A′6H2 cos 6φ+A3H3 cos 3φ
In that case, the discussion is more complex and depends
on the ratio ζ =
4(A′6H
2 −A6)
A3H3
.
6For ζ < 1, three domains of the ψ2 state, corresponding
to φ = npi/3 with n = 1, 3, 5, are favored by the field,
until H111S is reached.
Interestingly, for ζ > 1, while the same selection occurs
at low field and just below H111S , a new phase is predicted
at intermediate fields. This intermediate phase is based
on the ψ3 states and arises from the competition between
A′6 and A6. It is essentially stabilized in the field region
where A′6H
2 overcomes A6.
The microscopic parameters estimated for Er2Ti2O7
place the system close to the boundary between these
two regimes, with ζ slightly larger than one, so that the
existence of this intermediate phase is an open question
at the moment. Note however that when the temperature
increases, the six-fold anisotropy A6 of ∆F0 is reinforced
by thermal fluctuations, so that the ψ2 state is expected
to be stable in the whole field range below H111S .
B. Experimental results
To determine the changes in the magnetic structures
corresponding to the anomalies reported at low field
in the isothermal magnetization curves39, and to test
the above theoretical ideas, neutron diffraction measure-
ments have been performed in the three directions of the
applied field.
The refinements obtained from the data collection give
magnetic structures which derive from the zero field mag-
netic structures ψ2 and ψ3 (see Figure 1) of the Γ5 repre-
sentation. Depending on the strength and on the field di-
rection, the magnetic moments are tilted with respect to
the zero field structures, resulting in a non zero magnetic
component along the applied field (see Appendix A).
They still can be related to the ψ2, respectively ψ3, state
provided the 4 moments of a tetrahedron have the same
component along the local ai, respectively bi, axis.
When the field is low enough, the field induced tilted
ψ2-like state becomes hardly distinguishable from the ψ2
structure so that the discussion in terms of the n = 0, .., 5
domains defined in Section IV A remains meaningful.
Two different phenomena can take place, the domain
selection and/or a phase transition corresponding to a
change of the magnetic structure.
It is worth noting that careful neutron diffraction mea-
surements are necessary to disentangle these two phe-
nomena, requiring one to collect a large number of Bragg
peaks integrated intensities. Of course, the refinements
also have to take into account the presence of several
domains, since the magnetic intensities of the Bragg
peaks can be extremely different depending on the do-
main which is considered, as reported in Table III for
the six domains of the ψ2 state and a selection of Bragg
peaks.
To determine precisely the value of the characteristic
fields, we have used magnetization measurements, which
allow a better field resolution, and for which, in our con-
ditions, the demagnetization effects are negligible. Nev-
Q n = 0, 3 n = 1, 4 n = 2, 5
6 domains
average
(002) 0 0 0 0
(111) 4 4 4 4
(0, 2, 2) 2.66 10.66 2.66 5.33
(2, 0, 2) 2.66 2.66 10.66 5.33
(2, 2, 0) 10.66 2.66 2.66 5.33
(0, 2, 2¯) 2.66 10.66 2.66 5.33
(2, 0, 2¯) 2.66 2.66 10.66 5.33
(2, 2¯, 0) 10.66 2.66 2.66 5.33
(3¯, 1, 1) 3.03 0.12 3.03 2.06
(1, 3¯, 1) 3.03 3.03 0.12 2.06
(1, 1, 3¯) 0.12 3.03 3.03 2.06
(3¯, 1¯, 1) 3.03 0.12 3.03 2.06
(1, 3¯, 1¯) 3.03 3.03 0.12 2.06
(1¯, 1, 3¯) 0.12 3.03 3.03 2.06
(33¯1) 1.75 3.44 3.44 2.88
TABLE III. Magnetic intensities (in arbitrary units) of several
Bragg peaks of the different ψ2 domains. n is the integer
defining the angle φ = npi/3. Note that neutron diffraction
cannot distinguish 180◦ domains.
ertheless, the magnetization shows only weak anomalies,
and it is necessary to use its derivative. A characteris-
tic field is then defined as the maximum of dM/dH vs
H and corresponds to the inflection point in the Bragg
peak field dependence. Systematic magnetization mea-
surements have been carried out as a function of temper-
ature to determine the temperature dependence of these
characteristic fields.
In the following, we show the follow-up of some mag-
netic Bragg peak intensities as a function of magnetic
field, obtained for each field direction, as well as sketches
of the refined magnetic structures for some values of the
magnetic field. While the data are presented in the whole
field range, to give a complete picture of the magnetic
field effect, the analysis is focused on the low field part
of the data, which is of specific interest with respect to
the above theoretical predictions.
1. H ‖ [001]
Neutron diffraction data indeed point out the predicted
phase transition at low field, far from the field polarized
state. To evidence this behavior, the field dependence
of a few characteristic Bragg peaks, measured at very
low temperature (T = 60 mK  TN) is shown in Fig-
ure 5(a). Starting from high field (3 T), the (1¯11) and
(02¯2) peaks first show a slope discontinuity atH001S mark-
ing the boundary of the field polarized state. More inter-
estingly, below about 0.15 T, we observe a sharp change
of the peak intensity. This effect is even more spectac-
ular for the (220) peak which does not show any field
dependence at high field. It is emphasized in the insets
of Figure 5(a). We can note that the (1¯11) peak varies
7FIG. 5. (Color online) (a) Field dependence of selected Bragg peaks intensities when sweeping the field from +3 to −3 T for
H ‖ [001] (blue points). The intensity has been rescaled to the integrated intensity obtained in full data collections. The brown
squares correspond to data collections and the red dots to the results of the fullprof refinements. The insets focus on the
low field behavior to emphasize the intensity evolution around H001c . (b) Field dependence of the polar angle describing the
spin orientation in its local frame. φ is the longitude within the XY anisotropy plane and θ the polar angle. The transition
from ψ2 to ψ3 occurs below 0.15 T: for the shown domain, it corresponds to a transition from φ = 0 to pi/2. The grey area
represents the range in which the refinements are not able to distinguish the ψ2 and ψ3 states. (c) Sketch of the fitted magnetic
configurations within a tetrahedron as a function of field.
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FIG. 6. (Color online) dM/dH vs H when the field is applied
along [001] for several temperatures. The field is swept from
positive to negative fields.
more smoothly at low field, but its intensity is not sensi-
tive to in-plane reorganizations of the moments.
Our refinements of the data sets at constant field show
that these observations correspond to a transition from
the ψ2 configuration (see Figure 1(a)) to a ψ3 state, as
predicted (see Appendix A 1). Note that in the ψ2 state,
the refinements did not allow us to determine the do-
main population accurately, so that an equipopulation
was assumed. Some discrepancies are observed between
the measured integrated intensity and the refinement (see
for example the (1¯11) Bragg peak in Figure 5), mainly on
the peaks which have a strong nuclear component. This
occurs because the refinements are performed on more
than twenty magnetic Bragg peaks. Nevertheless, the
shape of the field variation is recovered.
The transition is further illustrated in Figure 5(b)
which displays the spherical angles of the magnetic mo-
ment at the site labeled 1 in Table I. For the sake of
clarity, the n = 0 domain only is represented47. At low
field, φ = 0 and θ = pi/2 (see Figures 1(a) and 5(c) for
H = 0). Above the transition, in contrast, the moments
are essentially along the bi direction, hence φ = pi/2 (see
Figure 5(c) for µ0H = 0.5 T). It is found that with in-
creasing field, φ decreases continuously from φ = pi/2
down to zero at H001S . θ also decreases indicating the
rise of the weak out-of-plane component.
This ψ2 → ψ3 transition is similar to a spin-flop mech-
8FIG. 7. (Color online) (a) Field dependence of selected Bragg peaks intensities measured at 60 mK (blue points). The field
is varied from 3 down to −3 T along the [11¯0] direction. The intensity has been rescaled to the integrated intensity obtained
in full data collections. The brown squares correspond to data collections and the red dots to the results of the fullprof
refinements. (b) Sketch of the fitted magnetic configurations within a tetrahedron as a function of field.
anism. Starting from the ψ3 configuration, the spins can
accommodate the increase of the field along [001] while
essentially rotating within their anisotropy plane, hence
at low energy cost. This results in an increase of the net
moment along the field direction.
The characteristic field H001c is defined as the maxi-
mum of dM/dH vs H. This procedure gives the value
µ0H
001
c = 43± 5 mT at 200 mK. When the temperature
is increased, the position of H001c remains constant within
the experimental accuracy. However, above 500 mK, the
dM/dH peak broadens and its amplitude continuously
decreases until it disappears at the Ne´el temperature
TN = 1.2 K, as shown in Figure 6. This temperature de-
pendence is in strong contrast with the HS dependence
shown in Figure 2, and suggests that the ratio between
the A2 and A6 coefficients does not change with tem-
perature. Note that a sharp peak appears at zero field
at TN . This feature may be related with an anomalous
behavior at the transition, but it will be discussed in a
forthcoming publication.
2. H ‖ [11¯0]
Figure 7(a) shows the field dependence of selected mag-
netic Bragg peak intensities measured at T = 60 mK.
Decreasing field, besides the cusp at H11¯0S , the data show
a smooth evolution, which corresponds to the gradual
recovery of the ψ2 structure as previously reported
33,37.
The slow field sweeping rate allows to highlight a new
phenomenon. Below about 0.15 T, strong intensity vari-
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FIG. 8. (Color online) dM/dH vs H when the field is applied
along [001] (red), [11¯0] (blue) and [111] (green) at 500 mK.
The field is swept from positive to negative fields.
ations can be seen, upwards or downwards, depending on
the Bragg peak. This looks similar to the transition re-
ported above in the [001] direction. It is also observed in
the magnetization curves, although less sharply, as shown
in Figure 8 and in Ref. 39.
Nevertheless, the physical origin is different since, in
this direction, no phase transition occurs at low field.
The refinements show that the magnetic structure tilts
9FIG. 9. (Color online) (a) Field dependence of selected Bragg peaks intensities measured at 60 mK (blue points). The field is
varied from 2.5 down to −2.5 T along the [111] direction. The intensity has been rescaled to the integrated intensity obtained
in full data collections. The brown squares correspond to data collections and the red dots to the results of the fullprof
refinements. (b) Sketch of the fitted magnetic configurations within a tetrahedron as a function of field.
continuously from the ψ2 state up to the transition to
the field polarized state at H11¯0S (see Appendix A 2). Ac-
tually, this anomalous behavior can be attributed to the
selection at finite field of the domains with φ = 0, pi (i.e.
n = 0, 3) among the six possible domains of the ψ2 struc-
ture, in agreement with the theoretical analysis presented
in section IV A. Comparing the results of Figure 7(a) with
the calculations reported in Table III, we find indeed that
above about 0.15 T, the intensities are reproduced by the
response of the n = 0, 3 domains, while below, they are
compatible with the average of 6 equipopulated domains.
It is also worth noting that some Bragg peaks, like
(3¯1¯1) behave differently for positive and negative fields.
This may be due to some domain viscosity that we do
not understand at the moment.
Our magnetization data allow us to estimate the char-
acteristic field of this domain selection to µ0H
110 =
74±6 mT (see Figure 8). The temperature dependence of
the dM/dH curves is similar to the [001] case, i.e. H110
remains constant while the maximum of the derivative
gradually disappears when the temperature increases.
3. H ‖ [111]
To study the [111] case, we follow the same approach
and present the field dependence of selected magnetic
Bragg peaks intensities measured at T = 60 mK (see
Figure 9). The same qualitative observations are made:
when the field decreases from the saturation field, a first
regime is observed down to H111S where a discontinuity
is observed on several peaks. Then, the peak intensities
show a smooth evolution down to about 0.2 T, where the
system enters another regime with a spectacular intensity
increase or decrease, which is Bragg dependent.
Refinements from the data collections performed at
constant fields show that, like in the [11¯0] case, the sys-
tem remains in a tilted ψ2-like state in the whole field
range belowH111S , suggesting that the intermediate phase
predicted to occur at large ζ is not stabilized.
More precisely, the refinements show that, below HS ,
the magnetic structure is derived from the φ = pi/3 do-
main of the ψ2 state only. Below 0.2 T, comparing the
results of Figure 9(a) with the calculations reported in
Table III, we find that the population of the φ = pi and
5pi/3 domains increases while the φ = pi/3 domain pop-
ulation decreases. The low field anomalous behavior is
thus not due to a phase transition but to a domain selec-
tion.
This observation differs from the theoretical predic-
tion where an equipopulation of the three domains is ex-
pected, due to the absence of the three-fold symmetry
breaking when the field is exactly applied along [111].
Actually, due to a small misalignment of the field (the
angles between [112¯] and [22¯0] with the horizontal scat-
tering plane were measured to be −0.22◦ and 3.3◦ re-
spectively), the A2 term given by Eq. 1 is reintroduced
in the free energy. Simple calculation shows that the do-
main φ = pi/3 is favored with respect to the others, in
agreement with the experiment.
The odd behavior of the (202¯) Bragg reflection, which
exhibits a small bump around 0.35 T, has to be men-
tioned here. This feature is hysteretic and appears for
H < 0 (resp. H > 0) when sweeping the field from the
positive (resp. negative) side. Its origin remains unclear,
as it is not observed on other Bragg peaks, such as the
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FIG. 10. (Color online) Magnetic intensity of the (202¯) Bragg
peak for H ‖ [111], swept from 2.5 to −2.5 T, at several
temperatures: 60, 500 and 800 mK. The inset emphasizes the
small hysteretic anomaly which disappears at 500 mK.
(022¯) and (22¯0) ones. When increasing the temperature
at 500 mK and above, this hysteretic behavior vanishes
as shown in Figure 10.
The domain selection along this [111] direction is
hardly measurable in the magnetization, as shown in Fig-
ure 8. A very large bump is observed in dM/dH at about
0.1± 0.01 T, which does not move but progressively dis-
appears when the temperature increases. This is consis-
tent with neutron diffraction measurements at 500 and
800 mK, which show that the change of behavior at low
field of the magnetic peaks remains at the same charac-
teristic field but becomes smoother when the tempera-
ture increases (see Figure 10).
V. DISCUSSION
This experimental and systematic low field study is
in qualitative agreement with the analysis performed by
Maryasin et al.12.
When the field is applied along the [001] direction, the
magnetic structure determination from neutron scatter-
ing measurements confirms the existence of a spin-flop
like transition from the ψ2 to the ψ3 state.
Along the [11¯0] direction, our analysis shows that
the previously observed but unexplained magnetization
anomaly is due to an abrupt domain selection and not to
a phase transition.
Finally, while it had been proposed as a possible sce-
nario, no phase transition is observed along [111]. How-
ever, due to a small disorientation of the magnetic field,
we cannot conclude definitely on this point.
Importantly, the characteristic fields do not depend
Exp Calc
∆ 43 µeV 15-20 µeV
A6 0.605 µeV 0.068 µeV
A2 0.185 meV/T
2 0.021 meV/T2
A′6 - 0.0027 meV/T
2
TABLE IV. Experimental and theoretical anisotropy param-
eters. The following microscopic parameters have been used
J± ≈ 0.06 ± 0.005 meV, J±± ≈ 0.043 ± 0.002 meV and
g⊥ ≈ 65,6,10. The “experimental values” for A6 and A2 are
calculated based on the equations given in the main text and
assuming that J± and J±± are correct.
on the temperature up to TN. This means that the
anisotropy terms are independent of temperature, or have
all the same temperature dependence, which is not what
is expected a priori, since these terms depend on different
powers of the magnetic order parameter.
From the characteristic magnetic fields determined in
this study, it is now possible to make a quantitative
comparison with the theoretical estimations. First, the-
oretically, H110/H001c =
√
2. Experimentally we get
H110/H001c ∼ 1.7, which is slightly larger although in
the same range. It is possible to go further by consider-
ing the expression of the anisotropy terms in the context
of the microscopic Hamiltonian proposed for Er2Ti2O7
17.
The 6-fold anisotropy of ∆Fo is given by:
A6 = A
Th
6 +A
ObD
6
with
ATh6 =
N
216
kBTJ
3
±±
J3±
=
N
27
3 kBT
AObD6 ∼
NS
192
J3±±
J2±
=
N
48
3 J±
and the anisotropies relevant in the presence of an applied
field write12:
A2 =
N
96
(g⊥µB)2
J±
and A′6 = 
2A2 with  =
1
2
J±±
J±
With the following parameters J± ≈ 0.06 ± 0.005 meV,
J±± ≈ 0.043± 0.002 meV and g⊥ ≈ 6, we are now in po-
sition to compare theory and experiment (see Table IV).
The calculated H001c gives a value of about 170mT. Fol-
lowing Ref. 12, this value would correspond to the foot
of the (220) peak in Figure 5(a), which is hard to deter-
mine accurately from an experimental point of view. We
can estimate it at about 100 mT, while the characteris-
tic field from the inflection point criteria is 43 mT. The
calculated H001c (and so H
110) thus overestimates the
measured value. Since the measurements of the charac-
teristic fields only give access to the ratio A6/A2, it is not
possible to determine whether A6, A2 or both is respon-
sible for this discrepancy. Nevertheless, this result would
tend to indicate that the A2 term is underestimated theo-
retically. Nevertheless, the A′6 parameter, which has not
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been considered in the present approach, may also affect
this result.
We can now compare the neutron diffraction and mag-
netization measurements results with the inelastic neu-
tron scattering experiments. Indeed, as previously dis-
cussed, the A6 anisotropy term is responsible for the ψ2
magnetic ordering in zero field, and gives rise to a gap ∆
in the spin wave excitations. From the above study, it is
expected that the other terms will play a role in the pres-
ence of a magnetic field. It is thus of interest to focus on
the spin dynamics in this low field regime, to get a better
insight in these terms. Using the theoretical background
developed in Ref. 5, the evolution of the spin gap ∆ at
low field can be determined. For a field applied along
[11¯0], it writes (see Appendix B):
∆ ≈
√
54A6J± + 3A2H2J± (5)
Fitting our measurements (see Figure 3(b)), we obtain:
54A6J± = 1.96±0.02×10−3 meV2 and 3A2J± = 0.033±
0.003 meV2/T2 which leads to:
A6 = 0.605× 10−3 meV and A2 = 0.185 meV/T2
These coefficients are larger than the estimation from the
microscopic Hamiltonian in the order by disorder sce-
nario (see Table IV), consistently with our above conclu-
sion that A2 is underestimated by the theory. The A6/A2
ratio, however, leads to µ0H
001
c = 170 mT, in agree-
ment with the theoretical prediction but does not match
with the diffraction and magnetization data. This sug-
gests that the expressions used for µ0H
001
c and µ0H
110
(see Table II) to describe the field induced structures are
too simplified and may omit some terms which are not
negligible. This discrepancy may also suggest that some
ingredients are missing in the Hamiltonian to describe
accurately Er2Ti2O7 and in this sense, fits the conclu-
sions drawn from the field dependence of the spin gap
below HS .
VI. CONCLUSION
By combining neutron diffraction and magnetization
measurements, we have shown that a field induced tran-
sition occurs when the field is applied along the [001]
direction, as theoretically predicted. In the other direc-
tions, only domain selection occurs, which manifests as a
sharp variation of the magnetic intensities for some Bragg
peaks. However, the characteristic fields we have ob-
served are lower than the theoretical predictions, suggest-
ing that the field induced anisotropy terms are stronger
than predicted.
The characteristic fields do not depend on tempera-
ture: when increasing the temperature, the anomalies
broaden but remain at the same position before being
suppressed at the Ne´el temperature. This is a puzzling
result which indicates that the key parameter of the tran-
sition and domain selections, the A6/A2 ratio, remains
constant in the whole ordered regime. Further theoreti-
cal studies are thus needed to quantitatively understand
our observations.
Finally, the field dependence of the spin gap is not re-
produced by the LSW and VCF models, pointing out
that additional terms, such as multispin interactions,
may have to be considered in the Hamiltonian to describe
the field induced properties.
Note added. We were recently aware of a publication
appeared in Phys. Rev. B 95, 054407 (2017) about the
same topic. We basically agree on the existence of a tran-
sition for a field along [001]. However, this study reports
a transition field of 0.18 T, thus a larger field than our
study. It is worth noting that both works differ from the
methodology: we analyze and fit diffraction data while
this work reports on the evolution of the elastic reponse
at the 220 Bragg position measured by time-of-flight neu-
tron scattering at several magnetic fields. In a [111]
field, the same study reports on a series of “domain-based
phase transitions” for fields of 0.15 and 0.40 T whereas
we find only domain selection effects below 0.1 T.
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Appendix A: Magnetic structures
1. Magnetic structure for H ‖ [001]
Below H001c , the refinements were carried out using
the 6 domains of the ψ2 configuration belonging to the
Γ5 irreducible representation. Above H
001
c , the structure
was refined in the following model:
m1 = mxa1(n = 0) +myb1(n = 0) +mzz1
m2 = mxa2(n = 0) +myb2(n = 0) +mzz2
m3 = −mxa3(n = 0) +myb3(n = 0)−mzz3
m4 = −mxa4(n = 0) +myb4(n = 0)−mzz4
where (mx,my,mz) are the fitted parameters. At H
001
c ,
mx = 0. With increasing the field, however, my weakens
while mx and mz increases. my becomes exactly zero
above H001S . Note that the two 180
◦ domains cannot
be distinguished by neutron scattering and that the net
moment within one tetrahedron is along H.
2. Magnetic structure for H ‖ [11¯0]
For H ‖ [11¯0] and below H110, the refinements were
conducted using the 6 ψ2 domains. Above H
110, the
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structure was refined in the following model:
m1 = mxa1(n = 0)−myb1(n = 0)
m2 = mxa2(n = 0) +myb2(n = 0)
m3 = m
′
xa3(n = 0)−mzz3
m4 = m
′′
xa4(n = 0) +m
′
zz4
where (mx,m
′
x,m
′′
x,my,mz,m
′
z) are the fitted parame-
ters. Below 0.5 T, we assumed m′z = mz and m
′′
x = m
′
x,
while above these values could be different. Above H110S ,
mx = 0, m
′′
x = m
′
x and m
′
z = mz. This model is ψ2-like
provided that mx,m
′
x and m
′′
x have the same sign.
3. Magnetic structure for H ‖ [111]
For H ‖ [111] the structure was refined in the following
model:
m1 = mx1a1(n = 2) +my1b1(n = 2)
m2 = mx2a2(n = 2) +my2b2(n = 2) +mzz2
m3 = mx3a3(n = 2) +my3b3(n = 2)
m4 = mx4a4(n = 2) +my4b4(n = 2)
where (mxi,myi,mz) are the fitted parameters. This
model is ψ2-like provided mxi have the same sign which
is found to be the case below H111S . At low field, below
0.2 T, the refinements were carried out in the standard
ψ2 configuration.
Appendix B: Models
In this appendix, we describe the two models used to
calculate the field dependence of the spin gap ∆.
Following Ref. 5, Er2Ti2O7 is described by a bilinear
quadratic Hamiltonian H written in terms of the compo-
nents of an effective spin 1/2 spanning the subspace of
the ground Er3+ crystal field doublet:
H =
∑
i
g Si.H +
1
2
∑
i,j
JzzS
z
i S
z
j + Jz±S
z
i
(
ζijS
+
j + ζ
∗
ijS
−
j
)
+J±±
(
γijS
+
i S
+
j + γ
∗
ijS
−
i S
−
j
)− J± (S+i S−j + S−i S+j )
Si denote the pseudo spin 1/2 written in its local basis
spanned by the site dependent (ai, bi, zi) (see Table I). g
is an effective anisotropic tensor and (J±±, J±, Jz±, Jzz)
is a set of effective exchange parameters allowed by sym-
metry. Fitting the spin wave excitations5 leads to:
Jzz = −2.5± 1.8 × 10−2 meV
Jz± = −0.88± 1.5 × 10−2 meV
J±± = 4.2± 0.5 × 10−2 meV
J± = 6.5± 0.75 × 10−2 meV
in combination with:
g =
 5.97± 0.08 5.97± 0.08
2.45± 0.23

Coupling Ref. 5 VCF model
J±± 4.2 ± 0.5 4.45 ± 0.1
J± 6.5 ± 0.75 5.85 ± 0.1
Jz± -0.88 ± 1.5 0.92 ± 0.1
Jzz -2.5 ± 1.8 -0.87 ± 0.1
TABLE V. Anisotropic exchange parameters. Units are in
10−2 meV.
The spin wave spectrum is calculated following Ref. 46
using a Bogoliubov transform. In this approach, the spin
gap can be calculated analytically introducing an effec-
tive anisotropy term −λ2 cos 6φ. Expanding the cosine to
second order in φ, the authors of Ref. 5 obtain:
∆ =
√
18
λ
η
with η = 43
1
2J±+Jzz
, hence
∆ ≈
√
27λJ±
In Ref. 5, this cos 6φ dependence is obtained numerically,
by computing the contribution to the total energy of the
spin wave zero point energy. This calculation is done for
a number of magnetic structures described by φ, with
0 ≤ φ ≤ 2pi. With the notations of the present work, we
write λ2 = A6 to obtain:
∆ ≈
√
54A6J±
For a magnetic field H ‖ [11¯0], the anisotropy term
writes −A6 cos 6φ − 12A2H2 cos 2φ. Expanding this ex-
pression to second order in φ, we find that A6 is replaced
by A6 +
A2H
2
18 , hence:
∆ ≈
√
54A6J± + 3A2H2J±
The “VCF” model proceeds differently as explained in
Ref. 10 and 11. The Hamiltonian is written in terms of
the actual magnetic moments J i (written in the cubic
global frame) and takes into account explicitly the CEF
Hamiltonian HCEF33,38,40,43:
HVCF = HCEF +
∑
i
gJµBJ i.H +
1
2
∑
i,j
J iJi,jJ j (B1)
The convention here is to define Ji,j in the (a, b, c) frame
linked with a R-R bond:
J i · Ji,j · J j =
∑
µ,ν=x,y,z
Jµi
(Jaaµijaνij + Jbbµijbνij
+Jccµijcνij
)
Jνj + J4
√
2 bij .(J i × J j)
Considering for instance the pair of Er3+ ions at r1 =
(1/4, 3/4, 0)a and r2 = (0, 1/2, 0)a, where a is the cu-
bic lattice constant, we define the local bond frame
as: a12 = (0, 0,−1), b12 = 1/
√
2(1,−1, 0) and c12 =
13
1/
√
2(−1,−1, 0). This Hamiltonian, written in terms of
bond-exchange constants, has the advantage to provide
a direct physical interpretation of the different parame-
ters. Note that J4 is an anti-symmetric exchange con-
stant (Dzyaloshinskii-Moriya like), while Ja,b,c are sym-
metric terms. Fitting the spin wave excitations in the
RPA approximation45 leads to10:
Ja ∼ 0.003± 0.005 K Jb ∼ 0.075± 0.005 K
Jc ∼ 0.034± 0.005 K J4 ∼ 0± 0.005 K.
To compare these exchange parameters with those of Ref.
5, the VCF Hamiltonian can be projected onto the spin
components of the pseudospin Si using the effective g-
tensor J = g/gJS = λS, leading to the transformed cou-
plings:
Jzz = λ
2
z
Ja − 2Jc − 4J4
3
J± = −λ2⊥
2Ja − 3Jb − Jc + 4J4
12
Jz± = λ⊥ λz
Ja + Jc − J4
3
√
2
J±± = λ2⊥
2Ja + 3Jb − Jc + 4J4
12
With the Wybourne coefficients that enter HCEF pro-
posed in Ref. 43, the effective g-tensor writes:
g =
 6.78 6.78
2.73

and the transformed parameters are given in Table V.
∗ elsa.lhotel@neel.cnrs.fr
† sylvain.petit@cea.fr
1 J. S. Gardner, M. J. P. Gingras, and J. E. Greedan, “Mag-
netic pyrochlore oxides”, Rev. Mod. Phys. 82, 53 (2010).
2 Introduction to Frustrated Magnetism, edited by C.
Lacroix, P. Mendels, and F. Mila (Springer-Verlag, Berlin,
2011).
3 S. T. Bramwell and M. J. P. Gingras, Science 294, 1495
(2000).
4 J. D. M. Champion, M. J. Harris, P. C. W. Holdsworth,
A. S. Wills, G. Balakrishnan, S. T. Bramwell, E. Cˇizˇma´r,
T. Fennell, J. S. Gardner, J. Lago, D. F. McMorrow, M.
Orenda´cˇ, A. Orenda´cˇova´, D. McK. Paul, R. I. Smith, M.
T. F. Telling, and A. Wildes, Phys. Rev. B. 68, 020401(R)
(2003).
5 L. Savary, K. A. Ross, B. D. Gaulin, J. P. C. Ruff, and L.
Balents, Phys. Rev. Lett. 109, 167201 (2012).
6 M. E. Zhitomirsky, M. V. Gvozdikova, P. C. W.
Holdsworth, and R. Moessner, Phys. Rev. Lett. 109,
077204 (2012).
7 J. Villain, R. Bidaux, J.-P. Carton, and R. Conte, J. Phys.
41, 1263 (1980).
8 E. F. Shender, Sov. Phys. JETP 56, 178 (1982).
9 P. A. McClarty, S. H. Curnoe, and M. J. P. Gingras, J.
Phys.: Conf. Ser. 145, 012032 (2009).
10 S. Petit, J. Robert, S. Guitteny, P. Bonville, C. Decorse,
J. Ollivier, H. Mutka, M. J. P. Gingras, and I. Mirebeau,
Phys. Rev. B 90, 060410 (2014).
11 J. G. Rau, S. Petit, and M. J. P. Gingras, Phys. Rev. B
93, 184408 (2016).
12 V. S. Maryasin, M. E. Zhitomirsky, and R. Moessner, Phys.
Rev. B 93, 100406(R) (2016).
13 W. J. Blo¨te, R.F. Wielinga and W. J. Huiskamp, Physica
43, 549 (1969).
14 M. J. Harris, S. T. Bramwell, T. Zeiske, D. F. McMorrow,
and P. J. C. King, J. Magn. Magn. Mater. 177, 757 (1998).
15 R. Siddharthan, B. S. Shastry, A. P. Ramirez, A. Hayashi,
R. J. Cava, and S. Rosenkranz, Phys. Rev. Lett. 83, 1854
(1999).
16 A. Poole, A. S.Wills, and E. Lelie`vre-Berna, J. Phys.: Con-
dens. Matter 19, 452201 (2007).
17 V. S. Maryasin and M. E. Zhitomirsky, Phys. Rev. B 90,
094412 (2014).
18 H. Yan, O. Benton, L. D. C. Jaubert, and N. Shannon,
Phys. Rev. B 95, 094422 (2017).
19 A. W. C. Wong, Z. Hao, and M. J. P. Gingras, Phys. Rev.
B 88, 144402 (2013).
20 J. Oitmaa, R. R. P. Singh, B. Javanparast, A. G. R. Day,
B. V. Bagheri, and M. J. P. Gingras, Phys. Rev. B 88,
220404 (2013).
21 P. A. McClarty, P. Stasiak, and M. J. P. Gingras, Phys.
Rev. B 89, 024425 (2014).
22 M. E. Zhitomirsky, P. C. W. Holdsworth, and R. Moessner,
Phys. Rev. B 89, 140403(R) (2014).
23 B. Javanparast, A. G. R. Day, Z. Hao, and M. J. P. Gin-
gras, Phys. Rev. B 91, 174424 (2015).
24 S. H. Curnoe, Phys. Rev. B 78, 094418 (2008).
25 K. A. Ross, L. Savary, B. D. Gaulin, and L. Balents, Phys.
Rev. X 1, 021002 (2011).
26 S. Onoda and Y. Tanaka, Phys. Rev. B 83, 094411 (2011).
27 K. A. Ross, Y. Qiu, J. R. D. Copley, H. A. Dabkowska,
and B. D. Gaulin, Phys. Rev. Lett. 112, 057201 (2014).
28 S. S. Sosin, L. A. Prozorova, M. R. Lees, G. Balakrishnan,
and O. A. Petrenko, Phys. Rev. B 82, 094428 (2010).
29 P. Dalmas de Re´otier, A. Yaouanc, Y. Chapuis, S. H.
Curnoe, B. Grenier, E. Ressouche, C. Marin, J. Lago, C.
Baines, and S. R. Giblin, Phys. Rev. B 86, 104424 (2012).
30 S. Petit, E. Lhotel, B. Canals, M. Ciomaga Hatnean, J.
Ollivier, H. Mutka, E. Ressouche, A. R. Wildes, M. R.
Lees, and G. Balakrishnan, Nature Phys. 12, 746 (2016).
31 S. Petit, E. Lhotel, S. Guitteny, O. Florea, J. Robert, P.
Bonville, I. Mirebeau, J. Ollivier, H. Mutka, E. Ressouche,
C. Decorse, M. Ciomaga Hatnean, and G. Balakrishnan,
Phys. Rev. B 94, 165153 (2016).
32 E. Constable, R. Ballou, J. Robert, C. Decorse, J.-B.
Brubach, P. Roy, E. Lhotel, L. Del-Rey, V. Simonet, S. Pe-
14
tit, and S. de Brion, Phys. Rev. B. 95, 020415(R) (2017).
33 H. B. Cao, I. Mirebeau, A. Gukasov, P. Bonville, and C.
Decorse, Phys. Rev. B 82, 104431 (2010).
34 R. A. Ewings, A. Buts, M. D. Le, J. van Duijn, I. Bustin-
duy, and T. G. Perring, Nucl. Instrum. Methods Phys.
Res., Sect. A 834, 132 (2016). See also T. G. Perring, et
al. horace.isis.rl.ac.uk/MainPage.
35 J. Rodr´ıguez-Carvajal, Physica B 192, 55 (1993).
http://www.ill.eu/sites/fullprof/
36 Paulsen, C. in Introduction to Physical Techniques in
Molecular Magnetism: Structural and Macroscopic Tech-
niques - Yesa 1999, edited by F. Palacio, E. Ressouche,
and J. Schweizer (Servicio de Publicaciones de la Univer-
sidad de Zaragoza, Zaragoza, 2001), p. 1.
37 J. P. C. Ruff, J. P. Clancy, A. Bourque, M. A. White, M.
Ramazanoglu, J. S. Gardner, Y. Qiu, J. R. D. Copley, M.
B. Johnson, H. A. Dabkowska, and B. D. Gaulin, Phys.
Rev. Lett. 101, 147205 (2008).
38 A. Bertin, Y. Chapuis, P. Dalmas de Re´otier, and A.
Yaouanc, J. Phys.: Condens. Matter 24, 256003 (2012).
39 O. A. Petrenko, M. R. Lees, and G. Balakrishnan, Eur.
Phys. J. B 86, 416 (2013).
40 P. Bonville, S. Petit, I. Mirebeau, J. Robert, E. Lhotel, and
C. Paulsen, J. Phys.: Condens. Matter 25, 275601 (2013).
41 J. Gaudet, A. M. Hallas, D. D. Maharaj, C. R. C. Buhari-
walla, E. Kermarrec, N. P. Butch, T. J. S. Munsie, H. A.
Dabkowska, G. M. Luke, and B. D. Gaulin, Phys. Rev. B
94, 060407(R) (2016).
42 B. G. Wybourne, Spectroscopic Properties of Rare Earths,
(Interscience, New York, 1965).
43 H. Cao, A. Gukasov, I. Mirebeau, P. Bonville, C. Decorse,
and G. Dhalenne, Phys. Rev. Lett. 103, 056402 (2009).
44 The crystal field is modeled by the following coefficients:
B20 = 616 K, B40 = 2850 K, B43 = 795 K, B60 = 858 K,
B63 = −493 K, B66 = 980 K, in Wybourne conventions.
45 J. Jensen and A. R. Mackintosh, Rare Earth Magnetism,
Clarendon Press, Oxford, 1991.
46 S. Petit, in Collection SFN 12 (2011) 105, published by
EDP Sciences. http://dx.doi.org/10.1051/sfn/201112006.
47 The n = 0 domain is in principle not favored by a field
along [001] as previously discussed. However, since the ex-
perimental data were not able to refine the population
of the different domains at low field, we have chosen to
present the case of the n = 0 domain for the sake of sim-
plicity.
