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Chapter 1
Introduction
Sunlight is an ubiquitous energy source that has enabled the develop-
ment of life on earth. In the course of evolution, nature has developed
elaborate bioenergetic mechanisms to convert solar energy into biologi-
cally usable chemical energy. The most prominent photobiological mech-
anism is photosynthesis, a light-driven process by which plants convert
carbon dioxide and water into carbohydrates and molecular oxygen. At
the molecular level, photosynthesis is a highly complex process involving
many steps and a number of biomolecules, such as the light-harvesting
complex, the photosynthetic reaction center, and the oxygen-evolving
complex [1]. During photosynthesis, a pH gradient across a biomembrane
is generated by the photosynthetic proteins. Also other biomolecules use
light to generate a proton concentration gradient across a membrane,
such as the the membrane protein bacteriorhodopsin, which acts as a
light-driven proton pump [2]. The energy stored in this gradient can be
used by the biological nanomachine ATP synthase to synthesize adeno-
sine triphosphate (ATP), the generic energy-unit of the cell. Apart from
its use as an energy source, organisms use light to gather information
about their environment, for example in the vision process in animals,
phototaxis in archaea and bacteria, and phototropy in plants.
These examples shall illustrate how the biological machinery makes
use of the solar energy to build up essential molecules and to run vital
processes. However, sunlight also contains significant amounts of harm-
ful high-energy photons, such as ultraviolet (UV) light (wavelength ¡
400 nm). These UV photons can destroy biomolecules. Solar light thus
constitutes one of the most potent environmental carcinogens [3, 4, 5].
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Deoxyribonucleic acid (DNA, Figure 1.1) carries the genetic informa-
tion of all cellular forms of life, but due to the absorption of the DNA
bases in the UV region of the spectrum, DNA is potentially vulnerable
to structural damage induced by light. To protect the genetic informa-
tion, highly elaborate mechanisms have evolved to tolerate or even repair
damaged DNA [4]. More important, however, is the remarkable photo-
stability of DNA, i.e., despite the absorption of a photon there is usually
no structural damage [5]. This stability reduces the need for the ener-
getically costly repair and might explain why DNA became the carrier
of genetic information throughout the biosphere as a result of selection
pressure during a long period of molecular evolution. Photostability
arises from remarkably rapid deactivation pathways, which are only now
coming into the focus of experiments (mainly through femtosecond laser
spectroscopy) and theory. However, thus far very little is known about
the dynamics underlying the mechanisms of DNA photostability.
Figure 1.1: DNA double helix consisting of 22 base pairs.
Many organisms have evolved additional means to protect their
genomes against the sun, such as the sea anemone Anemonia sulcata
(Figure 1.2), which lives in shallow water and is thus frequently exposed
to the sun. In its outer epithelial cells, the anemone expresses a protein
named asFP595, a protein similar to the green fluorescent protein
(GFP). The fluoroprotein asFP595 converts absorbed green light into a
red fluorescence emission [6, 7, 8]. However, the fluorescence quantum
yield is very low (< 0.1%, Ref. [8]), and photoexcited asFP595 usually
undergoes rapid radiationless deactivation without any structural
damage [9]. Thus, the fluoroprotein functions as a highly efficient
sun-blocker. By this means, the anemone further reduces the danger of
DNA photodamage.
9Figure 1.2: Photomontage of the
sea anemone Anemonia sulcata
with its fluorescent tentacles. The
asFP595 fluoroprotein is modeled
into the center of the anemone. The
chromophore is shown as glowing
spheres. The image of the anemone
appears courtesy of Alexander Mus-
tard.
Mankind has undertaken large efforts to follow nature’s example and
to make use of the energy stored in photons. Solar cells, for example,
convert light into an electric current and in this respect resemble the
biological proton pumps mentioned above. There have also been ef-
forts to create artificial nanomachines that convert light (or other kinds
of electromagnetic radiation) into mechanical work at the molecular
level [10, 11, 12, 13]. The major reasons in favor of light are ease of
addressability, picosecond reaction times to external stimuli, and com-
patibility with a broad range of ambient substances such as solvents,
electrolytes, or gases. Therefore, nanomechanical devices or artificial
molecular machines will, for a broad range of applications, most likely
be powered by light, although the minimization of photodamage poses
additional technical demands.
Understanding the molecular mechanisms underlying photochemi-
cal processes in complex systems such as a biomolecule or an artificial
nanomachine is an intriguing and formidable task. Although remarkable
progress has been made in the past decades, and despite the number and
quality of available methods has tremendously increased, most mecha-
nisms are poorly understood on a physical basis, which would require
models based on first principles that allow a quantitative comparison
with experimental results.
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Experimental Techniques
Structural information is a prerequisite to study mechanisms at the
molecular level. Experimental ensemble methods have made remarkable
progress in determining the structure of biological macromolecules such
as proteins or DNA (e.g., X-ray crystallography [14, 15] and nuclear mag-
netic resonance (NMR) [16, 17]) and, furthermore, even allow to probe
dynamics (NMR relaxation [18, 19, 20], neutron scattering [21, 22], and
electron paramagnetic resonance (EPR) [23]). At the single-molecule
level, the atomic force microscopy (AFM)-based “mechanical triangu-
lation” method has been recently developed, which allows to measure
intramolecular distances with a sub-nanometer precision [24].
The concept that dynamics and function of most biomolecules are
intimately coupled is now widely accepted [1, 25, 26, 27], but hard
to prove. The molecular dynamics of many photoactivated processes
are very fast, with typical timescales of nanoseconds to picoseconds or
even faster. To track such ultra-fast atomic motion is a major chal-
lenge for experimental techniques. With typical time-resolutions of min-
utes (X-ray) or milliseconds (NMR), the conventional methods are too
slow to capture fast photoactivated processes. More recently, advanced
experimental techniques have been developed to follow fast processes.
Single-molecule fluorescence spectroscopy techniques, such as single-pair
fluorescence resonance energy transfer (spFRET) and single-molecule
fluorescence polarization anisotropy (smFPA) can achieve time reso-
lutions down to microseconds [28]. By measuring fluorescence inten-
sity fluctuations, fluorescence correlation spectroscopy (FCS) can be
used, e.g., to study diffusion processes or chemical reactions at the mi-
croseconds timescale [29]. Time-resolved X-ray diffraction allows to
directly follow the conformational motion of biomolecules at the pi-
coseconds timescale [30, 31], and time-resolved Fourier transform in-
frared spectroscopy (trFTIR) provides pico- to nanoseconds time resolu-
tion [32, 33, 34]. The trFTIR technique has for example been applied to
study protein folding kinetics [35, 36, 37] as well as photochemical reac-
tions in bacteriorhodopsin [38, 39] and photoactive yellow protein [40].
Time-resolved laser spectroscopy experiments have yielded very detailed
information about biomolecules and their solvation dynamics even at the
femtoseconds timescale [41, 42, 43, 44]. However, the wide-spread use
of these techniques is impeded by the massive experimental effort in-
volved. Furthermore, apart from X-ray techniques, the direct structural
interpretation of these experiments is often difficult. Here, atomistic sim-
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ulations can make significant contributions to the detailed understanding
of molecular mechanisms.
Steady-state absorption and emission spectroscopy are classical ex-
perimental techniques to study photoactivated processes. However, these
techniques generally do not provide any structural insight at the atomic
scale. Femtochemistry and improved molecular beam techniques in con-
junction with high-resolution spectroscopy [45, 46, 47, 48, 49, 50, 51, 52]
have led to a renaissance of photochemical experiments. The success-
ful measurement of the fluorescence lifetimes of various nucleosides is a
representative example [51].
Theoretical Approaches
Compared to this tremendous experimental progress and the enormous
variety of available techniques, theoretical approaches to study biological
processes are still in their children’s shoes. In particular, photoactivated
processes in condensed phase have hitherto not been extensively stud-
ied due to computational and methodological bottlenecks. Molecular
dynamics (MD) simulations yield the dynamics of molecular systems at
a femtoseconds time resolution and, simultaneously, at an atomic spa-
tial resolution. This level of resolution is well beyond what is currently
achievable experimentally, and thus MD is a very promising method
to study fast photoactivated processes in detail. As described in chap-
ter 2, classical MD trajectories are generated by integrating Newton’s
equations of motion. The large number of pair-wise interactions to be
calculated and the short time steps enforced by the fastest motions (such
as bond- and angle-vibrations) lead to a very large computational effort.
This currently limits atomistic MD to system sizes of about one mil-
lion atoms and to processes that occur at timescales up to several hun-
dred nanoseconds. Therefore, from a computational point of view, fast
processes are easier to study than slow processes thanks to the smaller
number of integration time steps.
However, the application of MD to photoexcited processes is not
straightforward. As detailed in section 2.1, conventional MD simula-
tions rely on empirical molecular mechanical (MM) force fields, which
approximate the potential energy surface by a number of simple energy
functions. On the one hand, this approximation enables to efficiently cal-
culate the interactions between the atoms and thus drastically speeds up
computation times, thereby rendering processes of up to several 100 ns
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accessible. On the other hand, by construction, most force fields cannot
describe processes involving electronic reorganizations, such as electronic
excitations, charge-fluctuations or -transfer, and the forming and break-
ing of chemical bonds. To accurately describe these processes requires
quantum mechanical (QM) methods. However, the enormous size of
a macromolecular system in water prohibits a complete quantum me-
chanical treatment during an MD simulation due to computational bot-
tlenecks. To overcome this limitation, the hybrid QM/MM technique
combines the advantages of both methods, i.e., the capability of QM to
accurately treat electronic reorganizations with the computational effi-
ciency of MM [53]. In the QM/MM approach, quantum mechanics is
only used to describe the small subsystem which undergoes electronic
reorganization, whereas the surrounding — usually by far the largest
part of the overall system — is treated by molecular mechanics. For
example, in a photochemical process, only the light-absorbing and emit-
ting chromophore moiety is treated by a QM method, whereas a force
field is used to model the surrounding. The QM/MM approach has been
successfully applied to study, e.g., chemical reactions in enzymes and in
solution [54, 55, 56, 57], surface reactivity [58, 59], zeolites [60, 61, 62],
and, recently, the activation pathway of a photoreceptor protein [63].
In contrast to adiabatic reactions in the electronic ground state, pho-
tochemistry involves electronically excited states. To correctly model the
dynamics of a photoactivated process requires the accurate description
of both the ground and excited state energy surfaces. The enormous
computational effort to obtain a reliable representation of electronically
excited states has thus far obviated an extensive treatment of photo-
chemical reactions in condensed phase by means of MD simulations,
except from a few cases [63, 64, 65]. In addition, because photochemical
reactions start in the excited state and end up in the ground state, it is
essential to model the transitions (“hops”) between the energy surfaces.
Section 2.3.3 details how the concept of the conical intersection [66] can
be used to achieve this goal.
Although being much more efficient than complete quantum mechan-
ical MD simulations, QM/MM MD simulations are computationally sig-
nificantly more demanding than conventional force field based simula-
tions. This aggravates the problem of limited timescales (see above). A
number of techniques have been devised to tackle this problem [67, 68].
However, most of them require as an input a reaction pathway, the
knowledge of the energy hypersurface, putative intermediate states, or,
at least, knowledge of the product. Given the complexity of biological
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processes, reaction pathways or intermediates usually cannot be guessed
from chemical intuition, but rather need to be predicted from the sim-
ulation. Furthermore, due to the many degrees of freedom involved,
the minimum potential energy pathway is never followed at 300 K, and,
accordingly, free energies become relevant. A method addressing this
problem is “flooding” [69, 70, 71], which is described in section 2.6.
Aims of the Present Thesis
The aim of the present thesis is to contribute to the understanding of
photochemical processes in condensed phase by elucidating the molecu-
lar mechanisms of three different processes by means of MD simulations,
the photoswitching mechanism of the fluorescent protein asFP595 (chap-
ters 4, 5), the deactivation of a photoexcited DNA cytosine-guanine base
pair (chapter 6), and the optical contraction of a photoswitchable polya-
zobenzene peptide (chapter 7). Spanning different fields from biology on
the one end to nanotechnology on the other, each of these studies ad-
dresses particular questions, which are detailed at the beginning of the
corresponding chapters, along with additional background information.
Mechanism of a Fluorescent Protein
The fluorescent protein asFP595 causes the fluorescence of the tenta-
cle tips of the sea anemone Anemonia sulcata (Figure 1.2). Fluorescent
proteins have been widely used as genetically encodable fusion tags to
monitor protein localization and dynamics in living cells [72, 73, 74].
Interestingly, and in contrast to most other fluorescent proteins known
this far, asFP595 fluorescence can be reversibly switched on and off
in response to irradiation of a particular wavelength [6, 7, 8]. Thus,
together with a few other proteins that have similar properties, these
fluoroproteins have been termed optical highlighters. As the reversible
photoswitching of photochromic organic molecules, such as fulgides or
diarylethenes, is usually not accompanied by fluorescence [75], switch-
ing reversibility is a very remarkable and unique feature that may al-
low fundamentally new applications. Hence, not surprisingly, optical
highlighters hold great promise in many areas of science beyond their
prominent use as triggerable markers in live cells. For example, the re-
versible photoswitching, also known as kindling, may provide nanoscale
resolution in far-field fluorescence optical microscopy much below the
diffraction limit [76, 77, 78]. The group of Stefan Hell has recently
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demonstrated in a proof-of-principle fluorescence microscopy experiment
that the photoswitching of asFP595 can yield spatial resolutions of about
50–100 nm in the focal plane, even at low laser intensities [79]. Since fluo-
rescence can be sensitively read out from a bulky crystal, the prospect of
erasable three-dimensional data storage is equally intriguing [80]. Cur-
rently, however, with the low quantum yield and rather slow switching
kinetics, the photochromic properties of asFP595 leave much room for
improvement. To systematically exploit the potential of such switch-
able proteins and to enable rational improvements to the properties of
asFP595, a detailed molecular understanding of the switching process
is mandatory. The aim of chapters 4 and 5 of the present thesis is to
obtain detailed insights into the photoswitching mechanism of asFP595
at the atomic level. We suggest a complete and new mechanism that is
grounded in a number of known experimental results and that contains
predictions that are rigorously testable by experimental means.
Photostability of DNA Base Pairs
DNA carries the genetic information of all cellular forms of life. Figure
1.1 shows DNA in its usual double helix form, in which the nucleoside
bases of the single strands are stacked upon each other, forming strong
hydrogen bonds with the bases in the complementary strand (Watson-
Crick configuration) [81, 82]. The nucleic acid bases are the primary
absorbing constituents of DNA and can be excited by light in the harm-
ful UV region of the spectrum. These photoexcited states are at the
beginning of the complex chain of events that could culminate in pho-
todamage [3, 5]. However, when arranged in the Watson-Crick (WC)
configuration, the base pairs are remarkably photostable. Recent exper-
iments by Abo-Riziq and co-workers indicate that the excited state of
the cytosine-guanine (C-G) base pair has an extremely short lifetime in
the order of a few tens of femtoseconds [83]. Potentially harmful photo-
chemical processes such as the photodimerization of nucleobases typically
occur at much slower timescales and thus cannot compete with such an
ultra-fast deactivation [4]. Static ab initio calculations by Domcke and
co-workers in vacuo suggest that ultra-fast deactivation may be triggered
by a barrierless single proton transfer in the excited state [84, 85, 86]. As
described in chapter 6, we have studied the origin of the intrinsic photo-
stability of C-G base pairs in vacuo and also embedded in the DNA by
means of excited state MD simulations.
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Photoswitchable Polymers
Azobenzene is a well-studied photoactive system, which can be selec-
tively photoswitched between an extended trans and a more compact
cis conformation at two different wavelengths (Figure 1.3) [87, 88]. In-
corporation of azobenzene units into a polypeptide backbone results in
a polymer whose length can be optically lengthened and contracted, as
demonstrated by recent single-molecule atomic force microscopy (AFM)
experiments by Hermann Gaub and co-workers [89, 90].
420 nm
365 nm
Figure 1.3: Azobenzene can be switched from trans to cis and back at 365 nm
and at 420 nm, respectively (top). An optically contractible polymer can be
generated by incorporating azobenzene moieties into the polymer backbone
(bottom).
In analogy to the cycle of an Otto-engine, the switching could even be
established in an optomechanical operating cycle, in which optical con-
traction against an external force delivered net mechanical work, thus
demonstrating that photoswitchable polymers hold great promise for fu-
ture applications in nanotechnology, e.g., as a light-triggered molecular
switches or cargo lifters. However, work-output due to the overall optical
contraction of the polymer was much smaller than expected. Chapter 7
reports the results of atomistic force-probe molecular dynamics simula-
tions of photoswitchable azobenzene polymers. The simulation results
are discussed in light of the AFM experiments and explain the observed
elastic properties in terms of the underlying structural dynamics at the
atomic scale.
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Chapter 2
Theory and Concepts
This chapter outlines the general theoretical framework of the present
thesis and the basics of the applied methods. It is subdivided into three
parts. First, classical molecular dynamics simulations are introduced.
Second, electronic structure methods that were used in this work are
briefly described. Third, relevant concepts and their translation into
algorithms are explained, such as conical intersections and diabatic sur-
face hopping, QM/MM, force-probe MD, and flooding. The aim of this
chapter is to selectively highlight those aspects that are of particular
concern for the present work, and this chapter is by no means intended
to be exhaustive. Further details on the particular methods and the sim-
ulation setup are given in the respective chapters. For a comprehensive
description of molecular simulation techniques and electronic structure
methods, see recent reviews [68, 91, 92] and text books [93, 94, 95, 96, 97].
2.1 Molecular Dynamics
Molecular dynamics (MD) simulations describe the evolution of a molec-
ular system in time by numerically solving Newton’s equations of motion.
Conventional MD simulations can accurately describe the dynamics of
large molecular systems of up to one million atoms and are based on
three approximations: (i) nuclear and electronic motion are decoupled
(Born-Oppenheimer approximation), (ii) nuclei behave as classical par-
ticles, and (iii) the interactions between the particles are described using
an empirical force field. These three approximations are detailed below.
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The Born-Oppenheimer Approximation
The evolution of a system in time is described by the time-dependent
Schro¨dinger equation,
Ĥψ = i~
∂ψ
∂t
, (2.1)
where Ĥ is the Hamiltonian operator, i.e., the sum of the kinetic and
potential energy operators, ψ is the wavefunction, and ~ is Planck’s con-
stant divided by 2pi. The wavefunction ψ is a function of the coordinates
and momenta of both, nuclei and electrons. The general idea behind the
Born-Oppenheimer approximation [98] is to separate the fast degrees of
freedom from the slow ones. In molecules, the nuclei and electrons can
be considered the fast and slow degrees of freedom, respectively, because
the nuclei are much heavier than the electrons. Hence, to a good ap-
proximation, nuclear and electronic motion can be decoupled, and the
electrons can be considered to move in the field of fixed nuclei, i.e., the
fast electrons instantaneously adjust to the slow nuclei. Consequently,
the electronic wavefunction ψe depends only parametrically on the nu-
clear coordinates. The total wavefunction ψtot can thus be separated
into an electronic and a nuclear part,
ψtot (r,R) = ψn (R)ψe (r;R) , (2.2)
where R = (R1,R2, . . . ,RN ) denotes the coordinates and momenta of
the N nuclei and r = (r1, r2, . . . , rM ) the coordinates and momenta of
the M electrons, respectively. As the electrons move much faster than
the nuclei, it is reasonable to approximate the electronic coordinates by
their average values (averaged over the electronic wavefunction), and the
nuclei move in the potential created by the average field of the electrons.
This potential is called a potential energy surface (PES). Within the
Born-Oppenheimer approximation, the nuclei move on a PES obtained
by solving the (time-independent) electronic problem,
Ĥeψe = Eeψe, (2.3)
where Ĥe is the electronic Hamiltonian and Ee is the energy eigenvalue,
which parametrically depends on the nuclear positions R. The Born-
Oppenheimer approximation usually holds very well, except for a few
special situations such as the crossing of two (or more) potential energy
surfaces, as described below.
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Classical Dynamics
For a typical macromolecular system with thousands of atoms, the solu-
tion of the time-dependent Schro¨dinger equation for the nuclear motion
is prohibitively expensive. The central assumption in classical MD is
that nuclei behave as classical particles, i.e., they obey Newton’s equa-
tions of motion (Newton’s second law)
−∇iV (R) = mi
d2Ri (t)
dt2
, or (2.4)
Fi = miai, (2.5)
where V (R) is the potential energy, and Ri and mi are the coordinates
and mass of atom i, respectively. The force Fi acting on this atom
determines its acceleration ai, which, within a discrete time step ∆t,
leads to a change of the velocity and position of the atom. The time
step ∆t has to be chosen small enough to capture the fastest motions in
the system. These fastest motions are bond and angle vibrations, espe-
cially those involving hydrogen atoms, which occur at the femtosecond
timescale and restrict ∆t to about 1 fs. Integrating Newton’s equations
of motion is at the heart of an MD code. A number of algorithms have
been devised to efficiently generate MD trajectories. In this work, the
leap-frog modification of the Verlet scheme was applied [99],
R (t+ ∆t) = R (t) + v
(
t+
1
2
∆t
)
∆t (2.6)
v
(
t+
1
2
∆t
)
= v
(
t−
1
2
∆t
)
+ a (t) ∆t, (2.7)
where the current position R (t) and accelerations a (t) are stored to-
gether with the mid-step velocities v (t−∆t/2). This stable algorithm
has the advantage that the expensive force calculation has to be done
only once per integration time step. Under normal conditions, Newton’s
second law is a good approximation for macromolecular systems. How-
ever, quantum effects such as the behavior at low temperatures or the
tunneling of hydrogen atoms can not be described.
Force Fields
Although numerous quantum chemical methods are available [95, 96] and
very efficient yet highly reliable electronic structure methods have been
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developed [100, 101, 102, 103, 104, 105, 106, 107], the quantum chemical
evaluation of the potential V (R) by solving the electronic Schro¨dinger
equation (eq 2.3) is currently still too expensive, rendering extended
MD simulations of biomolecules in water unfeasible. Therefore, a third
approximation is applied, and the total potential energy is expressed
as a sum of simple and easy-to-compute analytical functions, which, in
combination with a corresponding set of empirical parameters, make up
the so-called molecular mechanical (MM) force field, e.g.,
V =
∑
bonds i
V iB +
∑
bond angles j
V jγ +
∑
impropers k
V kimp+ (2.8)∑
dihedrals l
V lD +
∑
pairs α,β
(
V α,βCoul + V
α,β
LJ
)
. (2.9)
The individual energy terms are harmonic (VB , Vγ , Vimp) or cosine (VD)
functions for the bonded interactions, or, for the non-bonded interac-
tions, are motivated by physical laws. The van der Waals attraction and
Pauli repulsion VLJ is typically cast in the form of the Lennard-Jones
(6,12) term,
VLJ (R;C12, C6) =
∑
pairs α,β
[
C12 (α, β)
R12α,β
−
C6 (α, β)
R6α,β
]
, (2.10)
where the parameters C12 and C6 are the repulsion and attraction co-
efficients, respectively. The electrostatic interaction between (partial)
atomic charges is described by the Coulombic law
VCoul (R, q) =
∑
pairs α,β
qαqβ
4pi01Rα,β
, (2.11)
where qα is the partial charge of atom α. In these non-bonded functions
(eqs 2.10 and 2.11), the interactions are calculated pair-wise. This avoids
the tedious description of many-body effects and leads to a quadratic
scaling of the computational cost with the number of atoms. The num-
ber of energy terms in eq 2.9, their exact functional forms, and individual
parameters vary between different force fields. In this thesis, the OPLS
all-atom [108] (asFP595, azobenzene polymers) and AMBER99 [109]
(DNA) force fields were used. Other popular force fields for biomolecular
simulations are, e.g., CHARMM [110] and GROMOS [111, 112]. Since
all these force fields cover a variety of molecules (including, e.g., polypep-
tides, polysaccharides, nucleic acids, and lipids), each of them contains
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a large set of parameters. The parameter sets are usually determined
by multi-dimensional fitting to experimental data and the results from
quantum chemical calculations. Biomolecular systems are generally not
in the gas phase, and data for the condensed phase (experimental and
theoretical) are used whenever possible.
Since the parameters are determined by multi-dimensional fitting, a
single parameter, e.g., the partial charge of a single atom, has no physical
meaning but makes sense only in light of the force field as a whole.
This in turn means that, strictly speaking, changing the values of single
parameters or adding new parameters requires the reparametrization
of the complete force field or at least of parts of it. However, such a
procedure is not only vastly time-consuming but also does not guarantee
a significantly better force field, because those properties crucial for the
problem at hand will be strongly related to certain force field parameters
and only weakly to others. As described in chapters 4 and 7 of the present
thesis, we have used quantum chemical calculations to obtain the crucial
parameters for the asFP595 and azobenzene chromophores, respectively,
which were not included in the original OPLS force field.
2.2 Electronic Structure Methods
Solving the (time-dependent) Schro¨dinger equation exactly is impossible
for complex many-electron systems. The aim of electronic structure
methods is to yield approximate solutions for the electronic Schro¨dinger
equation (eq 2.3). Knowing the (approximate) wavefunction and thus
the energy of a molecule as a function of the nuclear coordinates enables
to determine critical points on the energy surface (minima, transition
states, higher order saddle points) and their energies, and, by calculating
the forces “on-the-fly” during a molecular dynamics simulation, even
allows to capture the evolution of a molecular system in time.
In this section, the multiconfigurational ab initio methods, semi-
empirical methods, and density functional methods that were applied in
the present work will be briefly described. These methods differ in the
way and extent to which they capture electron correlation, that is, the
correlated movement of electrons in a many-body system. As a start,
the Hartree-Fock method is introduced, which provides the basis for
the multiconfigurational and semi-empirical methods that are described
in the subsequent paragraphs. In this work, the multiconfigurational
CASSCF (section 2.2.4) and semi-empirical INDO/S methods (section
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2.2.2) were applied to describe the electronically excited states of the
asFP595 chromophore (chapters 4, 5) and of the cytosine-guanine base
pair (chapter 6). In addition, time-dependent density functional theory
(TDDFT) was applied to the asFP595 chromophore (section 2.2.3). To
account for the polarization of the wavefunction due to the surrounding,
the quantum chemical methods were applied within a QM/MM frame-
work, as described in section 2.4.
2.2.1 Hartree-Fock Theory
The essence of the Hartree-Fock (HF) approximation is to replace the
complicated many-electron problem by a one-electron problem in which
the electron-electron repulsion is treated in an average way. Per defini-
tion, the HF energy does not contain electron correlation, because the
correlated movement of electrons is not treated explicitly. The HF ap-
proach is a single-determinantal approach in which the many-electron
wavefunction is expressed as one determinant, the so-called Slater deter-
minant [96]. For an M -electron system, the determinant reads
Ψ (x1,x2, . . . ,xM ) = (M !)
−1/2
∣∣∣∣∣∣∣∣∣
χi (x1) χj (x1) · · · χk (x1)
χi (x2) χj (x2) · · · χk (x2)
...
... · · ·
...
χi (xM ) χj (xM ) · · · χk (xM )
∣∣∣∣∣∣∣∣∣ .
(2.12)
The Slater determinant is constructed from occupying M one-electron
spin orbitals (χi, χj , . . . , χk), without specifying which electron is in
which orbital. It is convenient to introduce a shorthand notation by
only showing the diagonal elements,
Ψ (x1,x2, . . . ,xM ) = |χi (x1)χj (x2) · · ·χk (xM )〉 . (2.13)
The spin molecular orbitals (MOs) only depend on the coordinates of
one electron,
x =
(
r
ω
)
, (2.14)
which is composed of spatial r and spin ω variables. A spin MO χi (xi)
is the product of a spatial MO ψi (r) and one of the spin functions α (ω)
or β (ω) (spin up or spin down, respectively). Slater determinants meet
the requirement of the anti-symmetry principle (exclusion principle of
Wolfgang Pauli), and incorporate exchange correlation, i.e., the corre-
lated motion of electrons with parallel spins (Fermi hole). In contrast,
2.2. ELECTRONIC STRUCTURE METHODS 23
the motion of electrons with opposite spins remains uncorrelated (no
Coulomb hole), and single-determinantal wavefunctions are thus cus-
tomarily referred to as uncorrelated wavefunctions [96].
The simplest wavefunction describing the ground state of an M -
electron system is the single Slater determinant |Ψ0〉 = |χ1χ2 · · ·χM 〉.
According to the variational principle, the best wavefunction of
this functional form is the one with the lowest energy eigenvalue
E0 = 〈Ψ0| Ĥ |Ψ0〉. Minimizing E0 by varying the spin orbitals leads to
the Hartree-Fock equation
f̂ (i) |χ (xi)〉 = i |χ (xi)〉 (2.15)
with the Fock operator
f̂ (i) = ĥ (i) + vHF (i) . (2.16)
The Fock operator is the sum of a core operator ĥ (i) that describes
the kinetic and potential energy for attraction to the nuclei of a single
electron,
ĥ (i) = −
1
2
∇2i −
N∑
A=1
ZA
riA
, (2.17)
and the Hartree-Fock potential
vHF (i) =
∑
b
Ĵb (i)− K̂b (i) , (2.18)
which is the average potential (mean field) experienced by electron i due
to the other electrons, and the sum runs over all spin-MOs b. eq 2.18
expresses the electron-electron interaction in terms of the two-electron
operators Ĵ and K̂. The coulomb operator
Ĵb (i) |χa (i)〉 =
[∫
dxj |χb (j)|
2
r−1ij
]
|χa (i)〉 (2.19)
represents the average local potential at xi due to an electron in χb, and
the exchange operator
K̂b (i) |χa (i)〉 =
[∫
dxjχ
∗
b (j) r
−1
ij χa (j)
]
|χb (i)〉 (2.20)
involves exchange of two electrons. Because Ĵ and K̂ depend on the
spin orbitals, the Fock operator f̂ (i) depends on its eigenfunctions and
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eq 2.15 has to be solved iteratively using a so-called self-consistent field
(SCF) method.
Within the restricted ansatz, the electron configuration of closed-
shell systems is described by occupying each MO with two electrons,
one with spin α and the other with spin β. The spatial parts of the spin
orbitals are identical for each pair of electrons. Spin can be eliminated
using the orthonormality of the spin functions (〈α| α〉 = 〈β| β〉 = 1 and
〈α| β〉 = 〈β| α〉 = 0), which leads to HF equations that only depend on
spatial coordinates,
f̂ (i) |ψ (ri)〉 = i |ψ (ri)〉 . (2.21)
To solve eq 2.21, the unknown molecular orbitals are expanded into a set
of spatial basis functions {ϕµ (r) |µ = 1, 2, . . . ,K} in a linear expansion
called linear combination of atomic orbitals (LCAO),
ψi (ri) =
K∑
µ
Civϕµ (r) . (2.22)
Usual choices for the basis functions ϕµ (r) are Slater (exp [−ζ |r−R|])
or Gaussian
(
exp
[
−α |r−R|
2
])
functions. Because the atomic orbitals
are fixed, the problem of calculating the HF molecular orbitals is replaced
by varying the coefficients Civ such that the minimal energy is obtained.
This approach was suggested by Roothaan [113] and converts eq 2.21
into a set of algebraic equations that can be solved by standard matrix
techniques:
FC = SC. (2.23)
The Roothaan eq 2.23 contains the matrix of expansion coefficients C,
the molecular orbital energies , the overlap matrix 〈ψµ| ψv〉, and the
Fock matrix Fµv =
∫
dr1ϕ
∗
µ (1) f̂ (1)ϕv (1), which is the matrix repre-
sentation of the Fock operator (eq 2.16). Again, the Fock matrix can be
separated into a one-electron (core) and a two-electron part,
Fµv = H
core
µv +Gµv (2.24)
Gµv =
∑
λσ
Pλσ
[
(µv|λσ) −
1
2
(µλ|vσ)
]
, (2.25)
with the density matrix Pλσ = 2
∑M/2
j CλjCσj . The two-electron inte-
grals in eq 2.25 are expressed in shorthand notation,
(µv|λσ) =
∫
dr1dr2ϕ
∗
µ (1)ϕv (1) r
−1
12 ϕ
∗
λ (2)ϕσ (2) . (2.26)
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Since the number of these two-electron integrals is large (formally N 4
where N is the number of basis functions), their evaluation dominates
the computer time needed for a HF calculation.
2.2.2 Semi-empirical Methods
The goal of semi-empirical methods is to make Hartree-Fock theory less
computationally expensive without necessarily sacrificing accuracy. Be-
cause the most time-consuming step in a HF calculation is the assem-
bly of the two-electron integrals (eq 2.25), semi-empirical methods esti-
mate the value of these integrals in an a priori fashion using a number
of parameters. These parameters are obtained from experimental data
or from high-level calculations. Thereby, electron correlation is implic-
itly included. Subsequently, the complete neglect of differential overlap
method (CNDO) [114, 115] and the intermediate neglect of differential
overlap method (INDO) [116] will be briefly introduced. Other popular
semi-empirical methods are AM1 [102], PM3 [106, 107], and OM2 [103].
The differences between the numerous semi-empirical methods arise from
different integral approximations.
CNDO
The CNDO method adopts the following approximations:
1. A minimal basis of one Slater-type function per valence orbital is
applied. Only atoms having s and p functions are parameterized.
2. The overlap matrix is defined by Sµv = δµv , where δ is the
Kro¨necker delta.
3. For the two-electron integrals, (µv|λσ) = δµvδλσ is applied, mean-
ing that the only non-zero two-electron integrals are those that
have the µ and v basis functions as identical orbitals on the same
atom, and the λ and σ functions are also identical orbitals on the
same atom, but the second atom can differ from the first.
4. The remaining two-electron integrals are approximated as
(µµ|λλ) = γAB , where A and B are the atoms at which
the basis functions µ and λ are centered, respectively. The
parameter γ can either be computed explicitly from s-type
functions (since γ depends only on the atoms A and B,
(sAsA|sBsB) = (pApA|sBsB) = (pApA|pBpB) , etc), or calculated
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from ionization potentials (IP) and electron affinities (EA) using
the Pariser-Parr approximation [117, 118].
5. One-electron integrals for diagonal matrix elements are given as
〈µ| ĥ |µ〉 = −IPµ −
N∑
A=1
(ZA − δZAZB ) γAB , (2.27)
where µ is centered on atom B.
6. One-electron integrals for off-diagonal matrix elements are defined
as
〈µ| ĥ |v〉 =
1
2
(βA + βB)Sµv , (2.28)
with µ and v centered on atoms A and B, respectively. In the
original CNDO parameterization, the β values were adjusted using
experimental data.
The CNDO formalism drastically reduces the number of non-zero two-
electron integrals compared to HF from (formally) N 4 to N2. In addi-
tion, the N2 integrals do not have to be evaluated by explicit integration,
but can be obtained easily according to point 3, which vastly reduces the
computational cost. However, as might be expected, the simplifications
also bring along some drawbacks. For example, CNDO usually cannot
predict accurate molecular structures and fails to distinguish between
different orbitals on the same center and between different orbitals (or
orbital orientations) on two centers (point 4).
INDO and INDO/S
The aim of chapter 4 of the present thesis is to predict the optical ab-
sorption spectra for a series of protonation states of the chromophore
of the asFP595 fluoroprotein. To this end, the semi-empirical INDO/S
method was applied, which is briefly described here. As a modification
of the CNDO formalism, the INDO method provides a more accurate de-
scription of the electron-electron interactions on the same center (point
4, above). The key change with respect to CNDO is to use different
values for the one-center two-electron integrals (ss|ss), (ss|pp), (pp|pp),
(pp|p′p′), and (sp|sp). The integral values can be estimated from spec-
troscopic data, rendering the INDO method useful for modeling UV/Vis
spectra.
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Zerner and coworkers reparametrized INDO specifically for spectro-
scopic problems and termed their model ZINDO or INDO/S [119, 120].
The INDO/S parametrization has proven to accurately describe the sepa-
rations between various electronic states for different compounds, rang-
ing from organic molecules [119] to transition metal complexes [121]
and metalloenzymes [122], as long as no Rydberg excitations are in-
volved [123].
2.2.3 Density Functional Theory
In chapter 4, to complement the results obtained at the semi-empirical
level and as an additional check, the optical absorption spectra of
asFP595 were also calculated at the time-dependent density functional
level (TDDFT, see below).
Density functional theory (DFT) is based on two fundamental the-
orems of Hohenberg and Kohn [124]. The first HK theorem states that
the total ground state energy of an electron gas, which contains exchange
and correlation contributions, is completely determined by the electron
density E0 = E [ρ0 (r)]. In other words, ρ0 determines the external
potential, i.e., the number of electrons, the ground state wavefunction,
and thus all other electronic properties. The minimum of the functional
E [ρ (r)] is the ground state energy of the system. The second HK the-
orem shows that a variational principle exists to determine the density.
However, the exact functional mapping the electron density to the en-
ergy is unknown, and it is the holy grail of DFT to find that functional.
In practice, different DFT methods use different functional forms to ap-
proximate ρ (r).
Kohn and Sham [125] have shown furthermore how the many-body
problem can be replaced by an equivalent set of self-consistent one-
electron equations. The Kohn-Sham functional of the total electronic
energy for a number of doubly occupied orbitals ψi can be written as
EKS [ρ (r)] = 2
∑
i
〈ψi| −
∇2
2
|ψi〉+
∫
drVne (r) ρ (r) (2.29)
+
1
2
∫ ∫
drdr′
ρ (r) ρ (r′)
|r− r′|
+EXC [ρ (r)] , (2.30)
where Vne is the external potential, i.e., the static contribution of the
interaction energy between electrons and nuclei, ρ (r) = 2
∑
i |ψi (r)|
2
is
the electron density, and EXC [ρ (r)] is the exchange-correlation func-
tional. In contrast to the other terms in eq 2.30, EXC cannot be derived
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analytically, but rather has to be given ad hoc. The different functional
forms and parameters for the exchange-correlation kernel account for the
various DFT methods available today (see, e.g., ref [97] for an overview).
The ground state electron density can be obtained from eq 2.30
through the variational principle. In analogy to Hartree-Fock theory
(cf. section 2.2.1), it eventually yields the Kohn-Sham equations
ĥKS |ψi〉 = i |ψi〉 (2.31)
with eigenvalues i and effective one-electron Kohn-Sham operator
ĥKS = −
∇2
2
+ Vne +
∫
dr′
ρ (r′)
|r− r′|
+ VXC (2.32)
that is similar to the Fock operator in wave mechanics (eq 2.16). In
principle, if the exact exchange-correlation functional was known, DFT
would be exact in that it fully accounts for the correlated movement of
the electrons. The main advantage of DFT is that electron correlation is
included at a low computational cost comparable to a Hartree-Fock cal-
culation. Due to the introduction of a Slater determinant and molecular
orbitals from a LCAO, eqs 2.31 and 2.32 are similar to the respective
eqs 2.15 and 2.16 in HF theory.
TDDFT
The Hohenberg-Kohn theorems hold for stationary (time-independent)
densities ρ (r). Runge and Gross formulated the analogous theorems for
time-dependent densities ρ (r, t) [126]. Their first theorem states that
ρ (r, t) uniquely determines the time-dependent external potential, and
the second theorem ensures the existence of a procedure to determine
ρ (r, t). Based on these theorems, the time-dependent Kohn-Sham equa-
tion
i
∂ψi (r, t)
∂t
= ĥKS (r, t)ψi (r, t) (2.33)
was derived, which provides the basis for time-dependent DFT (TDDFT)
methods.
In chapter 4 of the present thesis, linear response TDDFT was ap-
plied to calculate the excitations of the asFP595 chromophore. Linear
response TDDFT methods [127, 128] employ the fact that the pertur-
bation of the ground state electron density ρ (r, t) by a time-dependent
electric field E with frequency ω (t) induces a variation of the dipole
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moment, δµ = αE. The frequency-dependent mean polarizability α (ω)
has poles at the excitation energies of the unperturbed system [97],
α (ω) =
∑
I
fI
ω2I − ω
2
. (2.34)
In this sum-over-states expression, ωI are the excitation energiesEI−E0,
fI the corresponding oscillator strengths, and the sum is over all excited
states I of the system. TDDFT usually yields electronic excitation en-
ergies that are accurate to within a few tens of an eV. However, errors
tend to be larger for certain difficult situations, such as Rydberg states
(due to the wrong asymptotic behavior of most exchange-correlation
functionals [97]), charge transfer excitations (due to the locality of the
functionals [129]), or transitions with substantial double excitation char-
acter [130], as is also discussed in closer detail in chapter 4.
2.2.4 Configuration Interaction and CASSCF
All QM/MM excited state MD simulations presented in chapters 5 and
6 of the present thesis rely on a CASSCF description of the different
electronic states involved in the respective photoactivated processes. As
described below, CASSCF is a multiconfigurational method that relies
on the Hartree-Fock wavefunction as a reference wavefunction.
The Hartree-Fock ground state |Ψ0〉 (eq 2.13) represents, after find-
ing the set expansion coefficients that minimizes the energy, the best
single-determinantal approximation to the electronic ground state of the
system. However, the ground state Slater determinant, composed of oc-
cupying M one-electron spin orbitals, is only one of many determinants
that can be constructed from the set of 2K >M spin MOs. In fact, the
number of different single determinants is as large as
(
2K
M
)
, and the
HF ground state is just one of these. Taking the HF ground state as the
reference, other determinants can be formed by exciting electrons from
occupied to unoccupied orbitals, yielding singly (S), doubly (D), triply
(T), ..., M -tuply excited configurations. These many-electron wavefunc-
tions, called configurational state functions (CSFs), can then be used
as a basis in which the exact many-electron wave function |Φo〉 can be
expanded. The full configuration interaction (CI) wavefunction includes
all possible excitations and can be written in a symbolic form [96]
|Φ0〉 = c0 |Ψ0〉+
∑
S
cS |S〉+
∑
D
cD |D〉+
∑
T
cT |T 〉+ ... (2.35)
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where |S〉 represents the CSFs involving single excitations, |D〉 double
excitations, etc. This full CI approach is exact within the basis set
limit. However, since the number of configurations rapidly increases, full
CI is computationally viable only for the smallest systems. Therefore,
the number of configurations has to be restricted, which is the basic
idea of the multiconfigurational self-consistent field (MCSCF) method
[131, 132]. The MCSCF wave function is a truncated CI expansion,
|ΨMCSCF 〉 =
∑
I
cI |ΨI〉 , (2.36)
in which both the CI expansion coefficients cI and the orbital coefficients
in |ΨI〉 (eq 2.22) are simultaneously optimized using the variational
principle. In the complete active space self-consistent field (CASSCF)
method, full CI is performed within a subset of the molecular orbitals
(the active space). Exciting n electrons in a subset of m molecular or-
bitals is denoted CASSCF(n,m). CASSCF can yield reliable energy
surfaces not only for the ground state, but also for excited states. To
obtain, e.g., the first excited singlet state S1, the optimization procedure
to find the optimal set of coefficients has to be constrained not to the
lowest energy (ground state), but to the second lowest.
Section 2.2.1 has shown that a single-determinantal ansatz neglects
the correlation between electrons of parallel spin. By using many Slater
determinants to describe the wavefunction, a good portion of electron
correlation is recovered. In particular, the CASSCF method includes
to a large extent the so-called static correlation, i.e., the electron corre-
lation arising from the fact that different determinants contribute with
similar weights to the overall wavefunction (near-degeneracy effects). In
contrast, the recovery of dynamical correlation that arises from the cor-
related motion of the electrons is limited by the size of the active space.
Perturbation methods to correct for this drawback have been proposed,
such as CASMP2 [133] and CASPT2 [134]. For these methods, however,
analytical derivatives are not available, rendering MD simulations pro-
hibitively expensive. Furthermore, for the topology of most excited state
energy surfaces, static correlation is considered to be more important
than dynamical correlation. The CASSCF method has been successfully
applied to describe a number of excited state processes, such as surface
crossings [135, 136]. To accurately predict absorption spectra, however,
dynamical correlation needs to be included [137].
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2.3 Photochemistry
Photons can interact with matter. In particular, if the energy of a pho-
ton matches the energy gap between two electronic states in a molecule,
the photon can be absorbed and promote an electronic excitation from
the lower level to the higher energy level. Concomitant with this excita-
tion process, the electronic wavefunction of the molecule changes. The
changing charge distribution means that the excitation goes along with
a transition dipole moment µ. The transition probability per time unit
for going from the initial state i to the final state f , λi→f , can then be
described by Fermi’s golden rule,
λi→f =
2pi
~
|〈Ψf |µ |Ψi〉|
2 ρf , (2.37)
where 〈Ψf |µ |Ψi〉 is the matrix element of the transition, and ρf is the
density of final states.
Due to its higher energy, the excited state is metastable and, at
some point in time, will relax back to the ground state. As shown in
Figure 2.1, there are in principle three different relaxation mechanisms:
fluorescence, phosphorescence, and radiationless decay. Which of these
processes dominates, depends on the system and the nature of the tran-
sition.
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Figure 2.1: Possible excited state relaxation mechanisms. After photon ab-
sorption (cyan), the excited state S1 (red) can relax back to the ground state
S0 (blue) via (a) fluorescence, (b) phosphorescence involving the triplet state
T (green), or (c) decay at a conical intersection. In cases (a) and (b), a pho-
ton is emitted when the system returns back to S0. In contrast, the decay is
radiationless in case (c). Figure adopted from ref [138] with permission.
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2.3.1 Fluorescence
The concept of fluorescence is illustrated in Figure 2.1a. Vertical excita-
tion to the Franck-Condon region in the excited state S1 is followed by
rapid relaxation into a nearby local S1 minimum. If the energy barrier
in S1 is too large to be overcome within nanoseconds, a fluorescence pho-
ton can be spontaneously emitted and the system returns to the ground
state S0. Due to the relaxation in S1, the emitted photon is typically
red-shifted with respect to the absorbed one. This effect is called the
Stokes-shift.
2.3.2 Phosphorescence
For closed shell systems where all electrons are paired, the ground state
is a singlet (S). The excited state wavefunctions, however, can be singlets
or triplets (T), depending on whether all electrons are still paired or an
electron spin has flipped upon excitation.1 The conservation of overall
momentum during photon absorption gives rise to certain selection rules
for electronic transitions. The most important selection rule in this con-
text is that S → T transitions are spin-forbidden. However, this does
not strictly hold because of the coupling between the magnetic moment
generated by the motion of the electrons with the spin magnetic mo-
ment. This process is called spin-orbit coupling. The presence of heavy
nuclei such as sulfur can significantly enhance the probability of S → T
transitions, since the fast motion of electrons around heavy nuclei leads
to a stronger coupling.
In systems where singlet and triplet energy surfaces come energet-
ically close or even intersect, the molecule might switch spin state by
means of a process called intersystem crossing (IC), as shown in Figure
2.1b. Since the T1 is lower than the S1 minimum, the IC is irreversible,
and the system is temporarily trapped in the triplet state. From the
triplet minimum, the system can emit a photon and relax back to the
ground state. Phosphorescence typically occurs at the microseconds to
seconds timescale due to the spin-forbidden character of the transition.
In this work, ultra-fast (sub-picosecond) excited state decay mechanisms
(see next paragraph) were studied. Thus, ICs were neglected in our sim-
ulations.
1In principle, for double, triple, etc excitations, also higher multiplets such as
quintets, septets, etc are possible. These transitions, however, usually correspond to
higher energies and are thus not considered here.
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2.3.3 Radiationless Decay at a Conical Intersection
There is a third possibility to relax to the ground state, which, in
contrast to fluorescence and phosphorescence, is radiationless. Since
this mechanism is particularly relevant for this work, it is explained in
closer detail. Figure 2.1c shows that if the system encounters a point
where the energy surfaces of the ground and the excited state cross,
i.e., are energetically degenerate, radiationless decay back to the ground
state can occur. Such a surface crossing is called a conical intersection
(CI) [66, 136, 139, 140, 141, 142, 143] and is a highly efficient decay
funnel back to the ground state. The topology of the CI and its location
along a reaction coordinate determine whether either the initial ground
state configuration is restored (photophysical process), or a chemically
different species is formed (photochemical process, dashed line in Figure
2.1c). Photochemical reactions involve, for example, 2pi + 2pi cycloaddi-
tions, such as the photodimerization of DNA bases, photoisomerizations,
as the 11-cis → all-trans retinal isomerization involved in the process of
vision [64, 144, 145, 146] or the trans-cis isomerization of asFP595 (chap-
ters 4 and 5), as well as changes in the hydrogen bonding pattern, like
in the green fluorescent protein [147, 148, 149] or in DNA base pairs
(chapter 6). The quantum yield of a photoactivated process is the ratio
between the number of photons that lead to the formation of a desired
photoproduct with respect to the number of absorbed photons.
In general, for a molecule with a set of electronic states {Ψk (r,R)},
there is an energy gap between the states at an arbitrary nuclear con-
formation. In the Born-Huang approach [66], the total wavefunction for
state k is expanded in a basis of M electronic wavefunctions,
Ψk (r,R) =
M∑
i=1
Ψi (r;R)ψ
k
i (R) , (2.38)
where ψki (R) is the component of the overall nuclear wavefunction that
corresponds to the ith electronic state Ψi (r;R). The electronic states
are expanded into a large basis, e.g., according to eq 2.35. The Born-
Huang approach is in principle correct, provided the set of the M CSFs
is complete. However, as discussed in section 2.2.4, the expansion in eq
2.38 must be severely truncated.
To enable this truncation, the Ψk are chosen to be the adiabatic
states, i.e., the eigenfunctions of the electronic Hamiltonian Ĥe (r;R).
Thus,
[He (r,R)− Vk (R)] Ψk (r,R) = 0, (2.39)
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where the eigenvalue Vk (R) represents the kth potential energy surface.
The secular equations [
Ĥ (R)−V (R)
]
c (R) = 0 (2.40)
are obtained by substituting the equations 2.35 into the Schro¨dinger
equation 2.39. The Hamiltonian in eq 2.40 is defined as
Ĥk,l (R) = 〈Θk (r;R)|He (r;R) |Θ (r;R)〉r , (2.41)
and Vk,l (R) = Vk (R) δk,l. The CSFs Θ are constructed from the one-
electron molecular orbitals, which can be determined from an MCSCF
procedure, see section 2.2.4.
Consider a simple example in which eq 2.40 is formally evaluated in
the two CSFs Θi (r) , i = 1, 2. The Hamiltonian in eq 2.40 now becomes
Ŵ (R) =
(
H1,1 (R) H1,2 (R)
H2,1 (R) H2,2 (R)
)
= IS (R) +
(
−G (R) W (R)
W (R) G (R)
)
,
(2.42)
where S (R) = (H1,1 +H2,2) /2, G (R) = (−H1,1 +H2,2) /2, and
W (R) = H1,2. The Hamiltonian Ŵ has eigenvalues
V± (R) = S (R)±
√(
G (R)
2
+WG (R)
2
)
(2.43)
and eigenfunctions
Ψ1 = Θ1 cosΛ + Θ2 sin Λ
Ψ2 = −Θ1 sin Λ + Θ2 cosΛ (2.44)
with
tan 2Λ =
W (R)
G (R)
. (2.45)
The eigenfunctions in eq 2.44 are the adiabatic wavefunctions at the
CI. For the nuclear configuration RCI to be a point of intersection, the
energies of both states have to be equal. Thus, the degenerate solution
for eq 2.43 exists only under the conditions H1,1 = H2,2 and H1,2 = 0,
or
G (RCI) = W (RCI) = 0. (2.46)
To simultaneously fulfill these conditions requires that the two terms
are independent, i.e., they are functions of different (uncoupled) nuclear
coordinates. In diatomic molecules with only one internal degree of
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freedom, the two conditions can never be simultaneously satisfied for
states of the same symmetry. This leads to the non-crossing rule of
von Neumann and Wigner [150], which states that crossings can occur
only if the states belong to different irreducible representations, implying
H1,2 = 0. Most polyatomics are not symmetric, and all states thus
belong to the same irreducible representation. However, the number of
degrees of freedom is so large that the crossing conditions can always be
fulfilled irrespective of the symmetry.
Two independent coordinates are needed to lift the degeneracy at a
crossing. This can be shown by expanding the matrix elements around
RCI , the nuclear configuration at the intersection, in a Taylor series
truncated at first order,
(H1,1 −H2,2) = (H1,1 −H2,2) |RCI +∇ (H1,1 −H2,2) |RCI ∆R
H1,2 = H1,2|RCI +∇H1,2|RCI ∆R, (2.47)
where ∆R = R −RCI . Truncation at first order is valid if only small
steps in nuclear configuration space are taken. Since at RCI , H1,1 −
H2,2 = 0 and H1,2 = 0, only the linear terms from equations 2.47
remain. Thus, in the vicinity of the CI, the there are two coordi-
nates that lift the degeneracy, the gradient difference vector (GDV)
x1 = ∇ (H1,1 −H2,2) ∆R, and the derivative coupling vector (DCV)
x2 = ∇H1,2∆R. As shown in Figure 2.2a, the surfaces in the branching
space defined by the GDV and the DCV form a double-cone, because
changing the nuclear configuration in the branching space linearly in-
creases the energy gap. Along all other N int − 2 internal degrees of
freedom (N int = 3n− 6 for an n-atom system), the degeneracy remains.
Thus, the conical intersection is an N int−2-dimensional seam or hyper-
line in the configurational space spanned by the full number of degrees
of freedom. As shown in chapter 6, for the special case of the cytosine-
guanine base pair also N int − 1-dimensional conical intersections exist.
Typically, polyatomic molecules have a large number of atoms, leading
to high-dimensional and thus ubiquitous surface crossing seams. Figure
2.2 illustrates the topology of a CI in subspaces spanned by different
coordinates for the simple case of a hypothetical triatomic hydrogen-like
molecule [139]. For n = 3, there are three internal degrees of freedom, the
two bond lengths x1 and x2, and the bond angle α. Thus, the CI seam
is one-dimensional, and the other two coordinates define the branching
space.
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Figure 2.2: Conical intersection topologies in different configurational sub-
spaces, illustrated for a hypothetical triatomic molecule (left). (a) In the
branching space spanned by the gradient difference vector (GDV) and the
derivative coupling vector (DCV), the two energy surfaces S1 and S0 form a
double-cone with the CI as a point in the apex. (b,c) The subspace contains
the orthogonal degree of freedom α, making the CI a one-dimensional line
parallel to α. x1 and x2 are at their CI values in plots b and c, respectively.
Figure adopted from ref [138] with permission.
For the hypothetical triatomic considered here, for the sake of sim-
plicity, the branching space shall be spanned by the two bond lengths x1
and x2, which therefore represent the GDV and the DCV, respectively.
In general, the branching space coordinates are more complex linear
combinations of the internal degrees of freedom. Figure 2.2a shows the
S1 and S0 energy surfaces forming a double-cone in the branching space,
with the degeneracy in the apex. In Figure 2.2b, the surfaces are plotted
in the subspace spanned by the bond angle α and x2, while x1 is fixed
at the value corresponding the the CI geometry. Thus, the CI is now a
one-dimensional line parallel to α. Figure 2.2c shows the two surfaces
in the subspace spanned by x1 and α, with x2 being fixed at the conical
intersection. In this case, only x1 lifts the degeneracy, and the CI seam
again lies parallel to α.
Figure 2.3 shows two important consequences of the adiabatic wave-
functions (eq 2.44). First, the two wavefunctions Ψ1 and Ψ2 at points
on a circle close to the apex of the double-cone are diabatically related.
As an example, we start on the upper S1 surface at Ψ2 close to the CI
and increment Λ → Λ + pi. The S1 wavefunction at Λ + pi is identical to
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the S0 wavefunction at Λ, except for the sign:
Ψ2 (Λ + pi) = −Ψ1 (Λ) . (2.48)
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Figure 2.3: Adiabatic representation of a conical intersection in the branching
space. The adiabatic wavefunctions Ψ at points on a circle around the CI are
diabatically related (see text).
For eq 2.48 to hold, the radius r needs to be small such that the
points on the circle are close to the CI. The diabatic relation of the
wavefunctions through the conical intersection provides the key for a
practical surface hopping algorithm for non-adiabatic MD simulations,
as detailed below. The second consequence of the eigenfunctions is that
moving around the CI in a full circle (Λ → Λ + 2pi) changes the sign
of Ψ (Figure 2.3). Thus, obviously, the adiabatic wavefunction has a
singularity at the CI, i.e., Ψ is not a single-valued function of the nu-
clear coordinates. This singularity results from the Born-Oppenheimer
approximation and violates the basic postulate of quantum mechanics
that a wavefunction has to be a single-valued function of its variables.
The nuclear wavefunction ψ (R) ensures that the total wavefunction is
indeed a proper single-valued function and thus rescues the problem.
Born-Oppenheimer Breakdown at the Conical Intersection
Close to a CI, the electronic states are nearly degenerate, and the energy
gaps between different vibrational levels of the nuclear wavefunction are
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comparable in size to the gap between the electronic states. Thus, nu-
clear and electronic wavefunctions might resonantly interfere, and slight
changes in the nuclear positions can induce transitions between the dif-
ferent electronic surfaces. In other words, different electronic states are
coupled through the nuclear motion, a phenomenon which is called non-
adiabatic coupling [151]. At a conical intersection, this non-adiabatic
coupling is very strong, and two (or more) offsprings can emerge from
a single nuclear wavepacket that initially belonged to a single electronic
state [152]. In principle, the offsprings might coherently superpose. How-
ever, they evolve on different energy surfaces and, over time, diverge and
acquire different phases. In high-dimensional polyatomic systems such
as a biomolecule in condensed phase, the probability of coherence is neg-
ligible outside the non-adiabatic coupling regions, a process known as
quantum decoherence [152]. In the non-adiabatic molecular dynamics
simulations presented in the present work, the integration time step is
typically in the order of a femtosecond, and a surface crossing is passed
in a single MD step. Therefore, quantum coherence can be ignored.
Diabatic Surface Hopping
In our excited state molecular dynamics simulations, the nuclei are
propagated classically on Born-Oppenheimer surfaces by calculating
the forces on-the-fly from an CASSCF wavefunction (section 2.2.4)
and integrating Newton’s equations of motion (eq 2.5) using the leap
frog algorithm (eqs 2.6 and 2.7). This approach is valid as long as the
energy gap between different energy surfaces is large. If two states
come close, the system can change from one state to the other. In
the simulations described in this work, this hopping between different
electronic states occurs at the conical intersection seam, as illustrated
in Figure 2.4. A surface hop from S1 to S0 occurs if (i) the energy gap
is below a defined threshold, and (ii) the dot-products of the CASSCF
configuration interaction eigenvectors of the involved states indicate
that a surface crossing seam has been encountered. The eigenvector of
state I is composed of the expansion coefficients in eq 2.36. At MD
step i, the system is on the excited state surface, and the vector ci2
is optimized to calculate the gradient (Figure 2.4). Between steps i
and i + 1, the CI was passed. Thus, at step i + 1 the excited state
inner product ci2c
i+1
2 becomes small, whereas the mixed excited-ground
state inner product ci2c
i+1
1 is close to one. If in addition the energy
gap between the two states is below a given threshold, a surface hop
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took place. Now, the gradient is computed from S0 instead of from
S1. Note that the gradients have to be calculated twice at step i + 1,
because it can only be determined afterwards whether the system
has to be propagated on S1 or on S0. This diabatic surface hopping
approach is valid if the integration time step is small enough to ensure
the diabatic relation between the wavefunctions before and after the CI.
In our MD simulations, we typically use integration time steps of 0.5
or 1 fs, which are on the one hand small enough to ensure the diabatic
relation of the wavefunctions, and on the other hand large enough to
justify the neglect of quantum coherence (see above). Since the energy
surfaces are degenerate at the crossing seam, diabatic surface hopping
ensures energy conservation during the dynamics. This diabatic
surface hopping algorithm was developed by Gerrit Groenhof and
coworkers and implemented into the GROMACS/Gaussian QM/MM
interface [63, 138].
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Figure 2.4: Diabatic surface hopping algorithm with surface selection at the
conical intersection. At MD step i, the system is in the excited state, close
enough to the CI that the states are diabatically related. The forces are calcu-
lated on-the-fly from the CASSCF wavefunction of the excited state S1, which
is dominated by Ψ2 (right). The CI vector c
i−1
2 c
i
2 is close to one. Between
steps i and i+ 1, the CI was passed. Since the wavefunctions are diabatically
related around the CI, the excited state wavefunction is now dominated by
Ψ1, whereas Ψ2 represents the ground state. Thus, the CI vector c
i
2c
i+1
2 is
close to zero and ci2c
i+1
1 approaches one. A surface hop is assumed, and the
gradient at step i+1 is recomputed on S0, the surface on which the simulation
is subsequently continued. Figure adopted from ref [138] with permission.
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2.4 QM/MM
The aim of this work is to describe the excited state dynamics of con-
densed phase systems. However, molecular mechanical (MM) force fields
cannot accurately describe electronic reorganizations, such as electronic
excitations, charge-fluctuations or -transfer, and the forming and break-
ing of chemical bonds. To treat such processes requires quantum me-
chanical (QM) methods, such as, e.g., the CASSCF method used in this
work. However, QM calculations are computationally very demanding,
rendering the complete QM treatment of large biological macromolecules
prohibitively expensive. Luckily, for photoactivated processes in con-
densed phase, photon absorption is typically localized at a small part of
the overall system, such as the chromophore of a fluoroprotein or a DNA
base pair. Only this part requires a QM method, and an MM descrip-
tion suffices for the rest of the system. As already briefly introduced in
chapter 1, such a partitioning is employed in a QM/MM scheme. In this
subsection, the methodological basics of the QM/MM schemes applied
in the course of the present work are briefly introduced.
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Figure 2.5: Basic idea of QM/MM. The overall system is subdivided into
different regions. Only a small part of the overall system is described QM
(magenta atoms), whereas the rest is modeled by an MM force field (cyan
atoms). The open valences resulting from bonds across the QM/MM boundary
are capped with link atoms. Non-bonded electrostatic (red arrows) and van
der Waals interactions (green arrow) between the two regimes are included
(see text).
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The QM/MM approach was originally proposed by Warshel and
Levitt [53] and is illustrated in Figure 2.5. The overall QM/MM Hamilto-
nian can be described as the sum of the individual terms plus a coupling
term,
Ĥ = ĤQM + ĤMM + ĤQM/MM . (2.49)
The difficult part is the coupling (third term on the r.h.s. of eq 2.49), and
the numerous QM/MM schemes in the literature arise from differential
couplings between the QM and MM subsystems. In principle, there are
three types of QM/MM schemes, which capture the non-bonded inter-
actions between the two regions to different extents [153], (i) mechanical
embedding, (ii) electronic embedding, and (iii) polarized embedding.
In the mechanical embedding (ME) scheme, the QM subsystem is em-
bedded into the MM environment and sterically fixed by classical MM-
type interactions. Two different approaches exist for the non-bonded
interactions between the two regions. In the crudest approximation, the
electrostatic interactions between the two regions are neglected, and the
coupling is solely sterical via van der Waals interactions, which are de-
scribed at the force field level (eq 2.10). Such mechanical embedding
schemes, e.g., the ONIOM method by Morokuma and coworkers [154],
have been successfully applied in cases where electrostatics are not im-
portant for the studied process [155] — a scenario that, however, does
not apply for most biomolecules. A different suite of mechanical em-
bedding schemes captures the electrostatic interactions between the two
regions at the force field level. Atomic partial charges of the QM atoms
are derived from the wavefunction through charge-fitting, and the elec-
trostatic interactions are then described classically using the Coulombic
law (eq 2.11).
The electronic embedding scheme explicitly includes the polarization
of the wavefunction due to the charges of the surrounding MM atoms
into ĤQM . To this end, the charges are included into the one-electron
operators, which now read (cf. eq 2.17)
ĥQM/MM (i) = −
1
2
∇2i −
N∑
A=1
ZA
riA
−
∑
MM atoms
qα
riα
, (2.50)
where qα is the (partial) charge of MM atom α, riα is the distance
between electron i and MM atom α, and the second sum runs over all
MM atoms. The interactions between the QM nuclei and the charged
MM atoms are described by eq 2.11 and are added subsequently.
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In the electronic embedding scheme, the wavefunction is polarized
by the surrounding MM atoms. However, the reverse polarization (re-
sponse) of the MM atoms to the changed wavefunction is neglected if
common non-polarizable force fields are used. Thus, strictly speaking,
electronic embedding is not internally consistent. In fact, the use of MM
point charges and the neglect of back-polarization can in certain cases
lead to an overpolarization of the wavefunction. This problem can be
partly overcome by the use of gaussian-shaped charges instead of point
charges [156], as was also done for the TDDFT QM/MM calculations of
the absorption energies of asFP595 (chapter 4).
The polarized embedding scheme additionally allows polarization of
the MM region in response to the changing wavefunction, thus correct-
ing for the somewhat unbalanced coupling of the electronic embedding
scheme. The original QM/MM scheme of Warshel and Levitt [53] al-
ready included such back-polarization. Some of the currently avail-
able QM/MM programs include polarized embedding implementations
[157, 158, 159]. Since the mutual polarization of the two regions has
to be calculated in a self-consistent manner, polarized embedding is sig-
nificantly more costly than the other schemes. Thus, in this work, an
electronic embedding scheme similar to the one originally proposed by
Field and coworkers [160] was used.
An additional difficulty in treating the QM/MM coupling arises if the
boundary between the two regions cuts through a bond, as is illustrated
in Figure 2.5. In such a case, the following interactions are modeled
at the force field level: the bond at the boundary, angles involving two
MM atoms, and dihedrals involving at least two MM atoms. Further-
more, the open valence of the QM subsystem needs to be capped. The
most straight forward approach, which was also followed in this work,
is to introduce a hydrogen link atom at the QM/MM boundary (Figure
2.5) [161]. The link atom is invisible for the MM subsystem, and the
forces acting on it are redistributed over the two atoms of the original
bond according to the lever rule. A number of alternative approaches to
cap the QM subsystem have been developed, such as the frozen orbital
method [162, 163] or the generalized hybrid orbital method [164].
2.5 Force-Probe Molecular Dynamics
The major bottleneck of today’s atomistic molecular dynamics simula-
tions is that due to the enormous computational effort involved, only
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processes at nanoseconds to microseconds time scales or faster can be
studied directly. This sampling problem is even aggravated in QM/MM
simulations, where the costly quantum chemical calculation restricts the
accessible timescales by at least three orders of magnitude as compared
to conventional force field MD. Unfortunately, apart from a few excep-
tions, relevant processes, such as chemical reactions or many large scale
conformational transitions in proteins or other (bio-)polymers, occur at
slower time scales and therefore are currently far out of reach for MD.
The force-probe molecular dynamics (FPMD) technique [165, 166] ad-
dresses this problem by probing the dynamics under an external force.
This external force accelerates transitions and thus allows to probe en-
ergy barriers and reaction pathways. In this work, FPMD was applied to
probe the elastic properties of a photoswitchable polymer, as described
in chapter 7.
In FPMD, a harmonic spring is attached to one (or more) atoms i of
the simulation system,
Vspring,i (t) =
k0
2
[zi (t)− zspring (t)]
2
, (2.51)
where k0 is the force constant of the spring, zi the center of mass of
the pulled atoms, and zspring the position of the spring. The spring
is then moved with constant velocity v along a predefined direction,
zspring (t) = zi (0) + vt. Due to the moving spring, the pulled atoms
experience an additional force
Fi = −k0 [zi (t)− zspring (t)] . (2.52)
FPMD simulations closely mimic atomic force microscopy (AFM) or re-
lated experiments, such as optical or magnetic tweezers, and simulations
have proven to be an invaluable tool for the interpretation of such ex-
periments at the molecular level [167]. For example, FPMD has been
successfully applied to study the stiffness of carbohydrates [168], protein-
ligand unbinding [165], or the partial unfolding of proteins [169].
2.6 Flooding
The flooding technique addresses the sampling problem by inclusion of
a flooding potential into the force field. This flooding potential locally
destabilizes the educt state and thereby significantly accelerates the es-
cape from the initial energy well without affecting the reaction pathway.
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The implementation and testing of the flooding method in the official
version 3.3 of the freely available MD program package GROMACS was
done in close collaboration with Oliver Lange, who did the major part of
the coding. I focused on two examples that shall demonstrate the appli-
cation of flooding to accelerate conformational transitions and chemical
reactions (chapter 3). The second example was carried out within a
QM/MM framework. Furthermore, in chapter 5, flooding was used to
accelerate the escape from an excited state minimum in a QM/MM sim-
ulation.
Examples for slow processes which involve a barrier crossing from
an initial (educt) to a final (product) free energy well (Figure 2.6, top)
are collective conformational transitions or activated chemical reactions,
either in the ground or in the excited state. These rare events are often
not directly accessible to conventional MD, impeding the elucidation of
transition pathways. Many techniques to address this problem have been
devised (for an overview, see refs [67, 170]), the majority of which rely on
a priori knowledge of both, the educt and the product state. Therefore,
if only the educt state is known, these methods cannot be applied, and
the prediction of product states becomes a real challenge. This scenario
is addressed by the flooding technique [69, 70], which aims at predicting
both, the unknown product state as well as the transition pathway. The
basic principle of flooding is described in Figure 2.6.
A number of related techniques to accelerate transitions by desta-
bilizing potentials have been proposed, such as local elevation [171],
hyperdynamics [172, 173] or boosted dynamics [174], and metadynam-
ics [175]. These, however, have not been implemented in GROMACS
and are therefore not considered here.
In the framework of the present work, I will briefly summarize the
theory [69] and detail the implementation. Subsequently, user interface
and file formats are described. Finally, the two examples presented in
chapter 3 will serve to illustrate the application of the method and the
interpretation of the results. The first example is the acceleration of
the trans-gauche conformational transition of n-butane. The second ex-
ample is a chemical reaction, the opening of a three-membered ring in
aqueous solution. The latter example also demonstrates that flooding
can be used within the QM/MM framework. Here, the benefit of using
the flooding method is particularly pronounced, since chemical reactions
are often connected with tremendous energy barriers. Furthermore, the
mandatory application of vastly time consuming QM methods shortens
the accessible time scales drastically. Here, particularly large accelera-
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tion can be gained using the flooding technique. Finally, most of the
conventional methods mentioned above cannot be applied to reactions
in condensed phase such as done in the second example.
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Figure 2.6: Principle of flooding. The free energy F along a collective co-
ordinate, c, is approximated quasi-harmonically in the local educt minimum
to yield F˜ . From this, a gaussian-shaped flooding potential Vfl is constructed
which destabilizes the initial well and accelerates the transition across the
barrier.
2.6.1 Theory
First the conceptual framework is summarized, as detailed in refer-
ences [69, 70], to clarify notation (Figure 2.6). Flooding involves two
steps: First, the free energy landscape of the system is approximated
quasi-harmonically [69]. Second, a multivariate flooding potential Vfl is
constructed from this approximation, which serves to raise the bottom
of the educt energy well without affecting regions of higher energy and,
in particular, the barriers surrounding the energy well, which determine
the transition pathway.
For the quasi-harmonic approximation of the free energy landscape,
m linear collective coordinates
cj =
3N∑
i
aijxi j = (1, . . . ,m)
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are chosen. The xi denote the 3N Cartesian coordinates of the molecule
and the 3N × m coefficients aij form an orthogonal matrix A, which
defines the collective coordinates c = (c1, . . . , cm)
T. Here, we consider
two widely used methods to obtain such collective coordinates, principal
component analysis (PCA) [176, 177, 178] and normal mode analysis
(NMA) [179, 180, 181]. However, the theory is also valid for other suit-
ably chosen coordinates.
The quasi-harmonic approximation in the collective coordinates and
centered at c(0) = 〈c〉,
F˜ (c1, . . . , cm) =
1
2
kBT
m∑
j=1
λj
(
cj − c
(0)
j
)2
,
is chosen such that thermal motions within F˜ have the same amplitudes
as the original atomic motion within the original well of the atomistic
energy landscape. Accordingly, the curvatures λj are determined by the
fluctuational amplitudes
λ−1j = α
2
〈(
cj − c
(0)
j
)2〉
,
which can, e.g., be obtained from molecular dynamics. Here, the param-
eter α was included to allow global scaling of the quasi-harmonic free
energy approximation, e.g., to account for insufficient sampling (see end
of next chapter).
A gaussian-shaped flooding potential
Vfl(c1, . . . , cm) = Efl exp
−kBT
2Efl
m∑
j=1
λj
(
cj − c
(0)
j
)2 , (2.53)
is constructed such that its principal axes are parallel to those of F˜ , and
its extensions (standard deviations) along these axes are proportional to
those of the thermal fluctuations in F˜ . The flooding strength Efl controls
both, the width as well as the height of the flooding potential.
If the harmonic approximation is sufficiently good, e.g., for small
molecules in vacuo, or under certain conditions also for solvated proteins
[182], the curvatures λj of F˜ can also be obtained from the vibrational
frequencies ωj . This fact can be used to replace MD sampling by NMA,
which is computationally more efficient.
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Two strategies can be used to determine the flooding strength.
The first, rather straightforward strategy employs a constant flooding
strength Efl ≡ E
(0)
fl throughout the simulation [69]. In complex systems,
however, the relation between E
(0)
fl and the expected acceleration of the
transition is often unclear. To this end, the second strategy, adaptive
flooding [70], couples the flooding strength Efl to the flooding energy Vfl
with the aim to reach and maintain a specified target destabilization
free energy ∆F0 = −kBT ln
〈
e−Vfl/kBT
〉
≈ 〈Vfl〉 [69], where the angle
brackets denote an appropriate running time-average. From this free
energy, the expected acceleration is obtained via the Boltzmann factor
e∆F0/kBT . The coupling is achieved by updating the flooding strength
at each timestep i,
E
(i+1)
fl := E
(i)
fl +
∆t
τ1
[
∆F0 −∆F
(i)
]
,
and taking a sliding average for 〈Vfl〉,
∆F (i+1) :=
(
1−
∆t
τ2
)
∆F (i) +
∆t
τ2
V
(i)
fl .
Here, ∆t is the integration step size used for the molecular dynamics
simulation, and the time constants τ1 and τ2 = fτ1 (f ≥ 1) define the
coupling strengths.
2.6.2 Implementation
Overview
The flooding method was implemented into the program mdrun, which
is the main molecular dynamics engine of the MD package GROMACS
[183]. To take the additional forces due to Vfl, Fi = −∇iVfl, into account,
the force routine of mdrun calls our flooding implementation within the
edsam [184] module of GROMACS. All necessary information is con-
densed in a single input file, sam.edi, which is an extension of the
old edsam input file. sam.edi is generated by means of the program
make edi. Since it is an ascii file, it can also be edited manually. To per-
form flooding simulations with GROMACS, sam.edi is passed to mdrun
via the option -ei. The option -eo chooses a filename for the ascii out-
put, e.g., sam.edo, which contains, in that order: the MD time step, Efl,
Vfl, and ∆F .
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Input Generation
The flooding input file, sam.edi, which contains all necessary informa-
tion (such as the flooding matrix A and parameters) is generated by
the program make edi. The required collective coordinates and the mo-
tional amplitudes can be obtained, e.g., by principal component analysis
(PCA), normal mode analysis (NMA), or full correlation analysis (FCA).
To use PCA, the program g covar computes the covariance matrix
of fluctuational motion from an MD trajectory x(t). g covar removes
rotational and translational motion by least squares fitting to a refer-
ence structure xref, yielding a corrected trajectory x
′(t). The covariance
matrix C =
〈
(x′ − 〈x′〉) (x′ − 〈x′〉)
T
〉
, where the brackets denote the
time average, is diagonalized and its eigenvectors and eigenvalues are
stored together with xref and the average structure xav = 〈x
′〉 in the
files eigenvec.trr and eigenval.xvg. make edi reads these files and
storesm selected eigenvectors aij and the corresponding reciprocal eigen-
values σj , λj = σ
−1
j , as well as the reference and average structure in
the flooding input file sam.edi.
NMA can be performed with mdrun, yielding hessian.mtx, which
is subsequently diagonalized by g nmeig. Note, that for the application
of NMA within flooding no mass weighting should be applied [70]. The
normal modes and their frequencies are also stored in files eigenvec.trr
and eigenval.xvg. In order to treat the two cases NMA and PCA in
a common framework, as done also further below, make edi transforms
the frequencies ωj to curvatures according to λj = ω
2
j /kBT. This also
allows for one common format of the flooding input file.
In the following, a short overview of the command line interface of
make edi is given. The default behavior is to assume that the input files,
provided with options -f for the vectors and -eig for the eigenvalues
or frequencies, refer to PCA modes, created with g covar. If the input
files refer to normal modes, this has to be flagged by -hesse. The
option -flood <list> selects m principal or normal modes. Note that
the first six normal modes correspond to rotational and translational
motion. These are (within numerical accuracy) zero and should not be
used. Additional command line options are used to set parameters such
as those which control flooding strength and adaptive flooding (cf. Table
2.1).
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parameter command line option
E
(0)
fl -Eflnull
α -alpha
τ -tau
∆F0 -deltaF0
Table 2.1: Additional command line options for make edi.
Coordinate Transformation
Within each flooding simulation time step, the forces due to the flood-
ing potential Vfl need to be computed and added to the forces derived
from the original atomistic potential. Computing the forces by directly
evaluating ∂Vfl∂x is inefficient, however, mainly due to the O
(
N2
)
oper-
ations required for computing the matrix product xTATΛAx, where
Λ = diag (λ1, . . . , λm). Instead, we apply the chain rule and compute
ffl =
∂Vfl
∂x
=
∂Vfl
∂c
∂c
∂x
. (2.54)
The benefit of this is that the gradient can be computed efficiently by
evaluating the m equations
∂Vfl
∂cj
=
kBT
Efl
λjVfl(c1, . . . , cm)
(
cj − c
(0)
j
)
plus a single evaluation of eq (2.53) to gain Vfl(c1, . . . , cm). Carried out
in this way, the complete force evaluation scales with O (Nm).
To project the atomic coordinates x to collective coordinates, first
the rotational and translational motion are removed. Consequently, the
center of mass xcm is subtracted and a rotation R is applied, which is
obtained by least squares fitting to the reference structure xref: x
′ =
R (x− xcm) . The m collective coordinates are obtained by
c = AT (x′ − x′av) ,
where the average structure x′av and the column vectors aij of the matrix
A are read from the input file sam.edi during initialization of the MD
program mdrun. Accordingly, the second part of the chain rule eq (2.54)
reads
∂c
∂x
= ATR.
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Restraining Potentials
The original idea of flooding is to destabilize conformations by applying
the gaussian-shaped flooding potential Vfl. Additionally, a simple inver-
sion of its sign allows to stabilize, i.e., restrain the system at an arbitrary
position c(0) of the collective coordinates. This sign inversion is switched
by the option -restrain of the input file generator make edi. The ef-
fect is accomplished by inverting the signs of the parameters α2 and Efl
in the input file sam.edi. Note that the adaptive coupling to a target
energy ∆F0 can still be applied using inverted potentials, and might be
judiciously used to gradually switch the restraints on or off. Further-
more, the switch -harmonic chooses a harmonic potential (rather than
a Gaussian function)
Vfl = −
Efl
2
m∑
j
λj
(
cj − c
(0)
j
)2
, (2.55)
where the parameters Efl and λi of the input file are reinterpreted as
force constants. Note, that in order to obtain a restraining harmonic
potential, the sign of eq (2.55) has to be inverted by also setting the
option -restrain.
Multiple Flooding Potentials
More than one flooding potential defined by different sets of eigenvec-
tors a
(k)
ij and inverted eigenvalues λ
(k)
j can be applied and combined
by concatenation of several *.edi files. The input data sets within
this concatenated input file are read sequentially and lead to indepen-
dent sequential execution of the above steps for the respective flooding
and/or restraining potentials V
(k)
fl ; the overall flooding force is given by
ffl =
∑
k f
(k)
fl . Therefore, any combination of parameters for adaption
and constant flooding as well as different origin structures c(0) is possi-
ble. For a discussion of typical cases where multiple flooding potentials
are particularly useful, see end of the next chapter.
Chapter 3
Applications of Flooding
All simulations were carried out using a beta version of GROMACS 3.3,
which includes a QM/MM interface [63] to GAUSSIAN03 [185], and the
flooding implementation described in the present work. In this chap-
ter, two examples shall illustrate and test the flooding method and its
implementation. In the first example, n-butane, the trans-gauche con-
formational transition was accelerated. The second example shows the
breakage of a chemical bond in a dialkoxymethylene-cyclopropane in
aqueous solution. This chemical reaction is thus predicted in a QM/MM
framework.
3.1 Trans-Gauche Transition of n-butane
The trans-gauche dihedral transition of n-butane (Figure 3.1) is governed
by a high energy barrier of 15.9 kJ/mol [186], and thus is unlikely to
occur at timescales accessible to MD simulation. This renders n-butane
a suitable model system for our illustrative purposes.
Setup
The GROMOS87 united atom force field was used for n-
butane [111, 112]. First, the trans conformation of n-butane was
energy minimized with steepest descent until the maximum force was
smaller than 10−4 kJ(mol nm)−1. All molecular dynamics simulations,
starting from this energy minimized structure, and using the same
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initial velocities, were carried out with an integration time step of 1 fs
and temperature coupling to a 300 K heat bath (τc = 0.1 ps) [187].
CH3
H H
CH3
HH
CH3
H H
H
HH3C
Figure 3.1: trans-gauche conformational transition of n-butane.
Two different flooding potentials Vfl were generated, the first from
PCA, and the second from NMA. For PCA, the covariance matrix C
was computed from a 100 ps trajectory, during which n-butane stayed in
the trans conformation, as expected. For NMA, the Hessian matrix H
was computed from the energy minimized structure. Subsequently, four
flooding MD simulations were performed. First, two constant flooding
simulations with Vfl based on PCA coordinates (MD1) or based on NMA
coordinates (MD2), respectively. Second, two adaptive flooding simula-
tions with Vfl based on PCA coordinates (MD3) or NMA coordinates
(MD4). The flooding subspace was chosen to be spanned by all m = 6
internal degrees of freedom of united atom n-butane, i.e., the first six
PCA or last six NMA modes, respectively, and the energy minimized
structure of the trans conformer was used as the reference structure for
the rotation / translation correction.
Constant Flooding
To accelerate the trans-gauche dihedral transition of n-butane, a flooding
potential Vfl with constant flooding strength Efl = 12.0 kJ/mol was
applied throughout the simulations. Figure 3.2 shows the time evolution
of the dihedral angle (A) and the flooding energy Vfl (B) for the two
simulations MD1 and MD2, based on PCA and on NMA coordinates,
respectively. In both simulations, the applied flooding potential induced
a trans-gauche dihedral transition. As expected for a small molecule
like n-butane in vacuo, the PCA and NMA based flooding simulations
behave very similarly.
Starting with the trans conformation (dihedral =− 180◦), the dihe-
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dral angle displayed a high motional amplitude and, correspondingly, a
low frequency in the broadened minimum (Figure 3.2 A). Within the first
few picoseconds of the simulations, the fluctuational amplitude of the di-
hedral angle was slightly higher in MD2 compared to MD1, resulting in
a faster escape to the gauche minimum (dihedral = − 60◦ or −300◦),
which occurred after 5.9 ps in MD2 compared to 12.4 ps in MD1. The
system escaped from the influence of the flooding potential through the
dihedral transition. Therefore, Vfl dropped to (nearly) zero concomitant
with the structural transition.
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Figure 3.2: Time evolution of the dihedral angle (A) and Vfl (B) in the course
of the constant flooding simulations MD1 (black) and MD2 (gray).
MD1 and MD2 were started from the same initial configuration, i.e.,
same structure and velocities. Nonetheless, the slight differences of the
applied PCA or NMA based flooding potentials yielded two different
gauche conformers, which are mirror images and thus equally likely. Be-
fore the final transition at 12.4 ps, MD1 transiently visited the gauche
conformer at 9.8 ps and at 10.3 ps, respectively.
The choice of Efl strongly affects the mean escape time, because the
destabilization free energy, ∆F , which determines the acceleration due
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to the flooding potential, scales with the flooding strength as
∆F = Efl exp (−mkBT/2Efl) (3.1)
(eq 33 in Ref. [69]). To demonstrate this, MD2 was repeated with
Efl = 11.5 kJ/mol and 12.5 kJ/mol, respectively, starting from identi-
cal initial configurations. In the first case, the transition occurred after
19.5 ps, whereas in the latter, the escape time was only 1.5 ps (data not
shown), in line with eq 3.1. Therefore, the parameter Efl has to be
chosen very carefully. If Efl is chosen too small, one does not achieve
a sufficiently large acceleration to observe a transition within the lim-
ited simulation time span. In contrast, too strong flooding might alter
the free energy landscape also within the crucial transition state region,
and might thus lead to artefacts. To allow a more direct control of the
expected acceleration, one would wish to adjust the destabilization free
energy ∆F directly rather than Efl. This is achieved by the adaptive
flooding scheme, in which Efl is updated in every MD time step such as
to reach a desired target destabilization free energy ∆F0.
Adaptive Flooding
To illustrate its benefits, adaptive flooding with a target destabilization
free energy ∆F0 = 3 kJ/mol , E
(0)
fl = 0, and a time constant τ1 = 2 ps
was employed on n-butane. Figure 3.3 shows the time evolutions of the
dihedral angle (A) and the flooding energy Vfl as well as the flooding
strength Efl (B) for the two adaptive flooding simulations MD3 and
MD4. Also here, the results of the simulations based on PCA (MD3) and
on NMA (MD4) are very similar. The trans-gauche transition occurred
after 15 ps (MD3) or 59 ps (MD4), respectively, after which the gauche
conformation was adopted for the rest of the simulation time. Similar
to the constant flooding simulations discussed above, the fluctuational
amplitude of the dihedral angle within the first few picoseconds of the
simulations was slightly higher in the NMA based flooding simulation
MD4 compared to the PCA based MD3, resulting in a faster escape to
the gauche minimum.
Starting at zero, Efl increased at the beginning of the simulations,
until it reached a plateau at about 11 . . .12 kJ/mol (Figure 3.3 B). Vfl
increased accordingly, before it dropped to nearly zero concomitant with
the dihedral transition, and should have been switched off at this point.
However, for the sake of illustration this was not done here, with the ef-
fect that at longer time scales, contrary to constant flooding, the adaptive
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scheme caused Vfl to increase again. After about 50 . . . 60 ps in MD4, the
adaptively growing flooding potential started to affect the final gauche
conformer as well. Hence, to allow for an unperturbed relaxation, flood-
ing should be switched off after the structural transition.
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Figure 3.3: Time evolutions of dihedral angles (A) and Vfl (B, solid line) as
well as Efl (B, dashed line) for MD3 (black) and MD4 (gray).
Figure 3.4 shows the potential energy (with Vfl excluded) in the course
of the flooding simulation MD3. Here, the flooding potential Vfl was
switched off manually after the structural transition occurred. To explain
Figure 3.4 note that, according to the equipartition theorem, each of the
six internal degrees of freedom of n-butane has an average thermal energy
of kBT/2, resulting in an average thermal energy of 7.5 kJ/mol at T =
300 K . Therefore, setting the potential energy of the trans minimum to
zero, the potential energy of n-butane fluctuated around this value at
the start of the simulation. The gradually increasing flooding potential
caused a respective increase of the mean potential energy during the first
few picoseconds. Upon the dihedral transition, the system escaped the
region in conformational space influenced by the flooding potential (cf.
Figure 3.3 B) and rapidly relaxed into thermal equilibrium of the gauche
conformer. Note that the maximum potential energy in Figure 3.4 of ca.
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23 kJ/mol surely overestimates the true transition state energy, since
the minimum energy path is very unlikely to be followed in a flooding
MD simulation at finite temperature. A more reliable estimate of about
12 kJ/mol for the free energy barrier is provided by a sliding gaussian-
averaged time dependent partition function (eq 3.3 in Ref. [70]),
Z(t) =
∫ ∞
−∞
dt′gσ(t− t
′) exp (Epot(t
′)/kBT ) , (3.2)
see Figure 3.4.
0 20 40 60 80 100
0
5
10
15
20
25
time [ps]
e
n
e
rg
y
 [
k
J
/m
o
l] Epot
DG
Figure 3.4: Potential energy (black) in the course of MD3. The Epot of the
initial structure was set to zero. For the free energy estimate (gray), a width
σ = 0.4 ps was chosen for the Gaussian function gσ (cf. eq 3.2) .
3.2 MCP
To demonstrate the flooding method for the more challenging case of a
chemical reaction in solution, we investigated the rearrangement of the
dialkoxy-substituted methylene-cyclopropane (MCP) 1 to the dialkoxy-
trimethylenemethane (TMM) intermediate 2 in water, see Figure 3.5.
The electronic configuration of TMM 2 can be described as a superposi-
tion of the diradicalic structure 2a and the zwitterion 2b. The balance
between these two configurations is critically influenced by the solvent
polarity. Apolar solvents prefer the diradical, whereas increasing solvent
polarity stabilizes the zwitterion.
Since molecular mechanical (MM) force fields are unable to describe
chemical reactions, we applied a hybrid QM/MM [53] approach. The
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flooding potential destabilizes the MCP 1, and triggers the ring-opening
reaction towards TMM 2. Due to the high energy barrier, this bond-
breaking is not accessible to unperturbed QM/MM simulations.
Figure 3.5: MCP 1 and TMM 2.
Setup
The QM/MM flooding simulations involved the following steps. First,
the system was properly prepared, including the generation of an equi-
librated solvent configuration. Then, a free QM/MM equilibration run
was carried out to sample data for a PCA. Finally, the QM/MM flooding
MD simulation was performed.
Initially, the geometry of MCP was optimized in the gas phase at
the HF/3-21G* level and then solvated in a box of 1182 SPC water
molecules. Positionally restraining all MCP atoms, the solvent was first
energy minimized (steepest descent, 1000 steps) and subsequently equi-
librated for 250 ps at 300 K. During these simulations, the whole system
was described classically, using the GROMOS96 force field (ffG43a2) for
MCP. Application of the SETTLE [188] method allowed for an integra-
tion time step of 2 fs. The system was coupled to a 300 K heat bath
(τc = 0.1 ps) and to a 1-bar pressure bath (τp = 1 ps ) [187]. For the
evaluation of the nonbonded forces, a cutoff of 1.4 nm was applied.
The resulting structure was taken as a starting point for a subsequent
50 ps QM/MM free MD simulation, with MCP treated at the HF/3-21G*
level. All QM/MM simulations were carried out without constraints
on the QM-QM bonds, and an integration time step of 1 fs was used
(all other simulation parameters as described above). In the applied
QM/MM scheme [63], the van der Waals interactions between the QM
and the MM atoms were described at the force field level, whereas the
point charges of the SPC water molecules were included into the QM
Hamiltonian and thus polarize the solute wavefunction. For PCA, the
covariance matrix C of the motion of the eight atoms of the hydrocarbon
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methylene-cyclopropane ring only (C1, C2, C5, C6, H7 - H10, see Figure
3.5) was computed from the last 40 ps of this trajectory, using the gas
phase optimized MCP structure as the reference.
Adaptive flooding with a target destabilization free energy ∆F0 =
75 kJ/mol , a time constant τ1 = 0.1 ps, and α = 1 was employed. The
flooding subspace was chosen to be spanned by all 3N−6 = 18 eigenvec-
tors of the constructed covariance matrix C. In the QM/MM flooding
simulation, the MCP solute was treated at the UB3LYP/6-31G* level.
UB3LYP was chosen, since unrestricted density functional theory, in ad-
dition to its capability to accurately describe heterolytic bond cleavage,
turns out to work exceptionally well also for diradicalic singlet states re-
sulting from homolytic bond cleavage, at comparably low computational
cost [189, 190]. To relax putative strain due to the previously applied
Hartree-Fock level, 200 fs free density functional QM/MM molecular dy-
namics were performed before switching on the flooding potential.
Results
As expected, the applied flooding potential induced the ring-opening
reaction from 1 to 2, as can be seen from Figure 3.6 A, which shows
the distance between the C2 and C6 carbon atoms in the course of the
flooding simulation. The C2-C6 bond broke, and subsequently, the ini-
tially perpendicular C1-C2-C6 and C2-O3-O4 planes became coplanar
(Figure 3.6 B). The resulting TMM was then stable for the rest of the
simulation time. Through the bond breaking, the system escaped from
the influence of the flooding potential, which was switched off manually
after 1.5 ps to allow for an unperturbed relaxation (Figure 3.6 C).
In Figure 3.6 D, the potential energy of the solute in the course of
the flooding simulation is shown (gray) along with a free energy esti-
mate (black). For comparison, the two different widths of σ = 10 fs
and σ = 20 fs were chosen for gσ(t − t
′) in eq 3.2 to obtain the free
energy from the potential energy Epot(t), shown as solid and dashed
line, respectively. From the former, an activation free energy barrier of
ca. 125 kJ/mol is estimated, whereas the latter yields about 100 kJ/mol.
These computed values are close to the experimentally determined ac-
tivation energy of 107 kJ/mol in C6D6 [191]. As already stated above
for n-butane, the minimum energy pathway can not be expected to be
followed in a flooding simulation, and therefore, the obtained energy
barrier represents an upper bound. In contrast to the unsubstituted
trimethylenemethane in the gas phase [70], the TMM 2 is a stable in-
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termediate in water and persists throughout the rest of the simulation
time. The free energy of 2 is not only significantly lower than that of the
transition state, but, after full relaxation, even lower than that of MCP
1 (Figure 3.6 D). The stability of the resulting TMM 2 compared to the
unsubstituted trimethylenemethane in the gas phase due to the polar
water solvent and the dialkoxy substituents clearly advocates the forma-
tion of the zwitterion 2b, which is also underlined by the distribution of
Mulliken atomic partial charges (-0.63 for the allylic moiety (atoms C1,
C5, C6, H7 - H10) and +0.63 for the remaining atoms, values computed
for snapshot after 2 ps).
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Figure 3.6: Time evolutions of the C2-C6 bond breakage (A), the dihedral
angle between the C1-C2-C6 and C2-O3-O4 planes (B), Vfl (C), and potential
(gray, D) as well as free energy estimate (black, D) in the course of the adaptive
flooding simulation.
3.3 General Remarks
In the following, some aspects will be discussed which go beyond the
presented examples and might provide some additional help to the user
to successfully apply the flooding method. From our experience, suit-
able flooding potentials Vfl can be generated from relatively short, i.e.,
1 . . . 10 ns free molecular dynamics trajectories of the initial educt con-
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formation. This is backed up by a recent study, which has shown that
for the small protein crambin, convergence of a medium sized (m = 100)
conformational subspace is remarkably fast [192]. In particular, the di-
rections of conformational motion in the conformational subspace are
already correctly described by a 5 ns MD trajectory. Furthermore, the
method does not require fully converged ensembles. Accordingly, in our
flooding implementation, the fluctuation amplitudes, i.e., eigenvalues of
the covariance matrix, which need much longer to converge [193, 194],
are adjustable through an empirical parameter α. From our experience,
scaling the fluctuation amplitudes obtained from short MD simulations
by α2 = 2 is a good choice for proteins. For small molecules, which can
be sampled sufficiently long such that also the fluctuation amplitudes
are converged, scaling is not required.
Multiple flooding potentials are useful for the following cases (see
Sec. 2.6.2). First, to examine multi step pathways [195]. To this end,
the number of applied flooding potentials can be increased successively,
i.e., after the escape from the initial conformation and proper relaxation
of the accessed product state, a second flooding potential to additionally
destabilize this new state might be added to the first one, etc. This
procedure is required, since, by construction, Vfl acts on the energy
landscape only in the vicinity of the initial structure. To find alter-
native transitions and to avoid revisiting already known (and therefore
uninteresting) conformations, additional flooding potentials to destabi-
lize the known states can be applied simultaneously. Second, transitions
from anharmonic minima can be accelerated by multiple flooding poten-
tials, appropriately centered at different origin structures c(0). Third,
degenerate stereochemical rearrangements of the educt (i.e., leading to
enantiomers of the educt) can be obviated by simultaneous application
of multiple flooding potentials, which can be generated using symmetry.
We have described both, constant flooding as well as adaptive flood-
ing. Which of these two techniques shall be applied for a particular case?
In a constant flooding simulation, the system propagates on a station-
ary free energy landscape, and properly chosen parameters accelerate
spontaneous transitions after an initial equilibration phase. In contrast,
adaptive flooding implies a time-dependent free energy landscape. The
advantage of the latter approach is that a transition is guaranteed to oc-
cur within a controllable simulation time, as long as a sufficiently large
target destabilization free energy ∆F0 and small flooding time constant
τ are chosen. On the other hand, if ∆F0 is too large and/or τ is too small
(tight coupling), too little time is provided to sufficiently equilibrate in
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the rapidly changing free energy landscape. This might lead to artefacts,
i.e., the system might be driven towards high energy configurations be-
fore an exit channel from the altered region of the free energy landscape is
found. Thereby, artificially large activation energies and possibly wrong
pathways and product states would be predicted. Slow degrees of free-
dom, e.g., in proteins, require long equilibration times [196]. Therefore,
to induce conformational transitions in proteins, adaptive flooding with
sufficiently small ∆F0 and large τ or constant flooding should be applied.
On the other hand, for systems displaying fast degrees of freedom only,
e.g., the MCP example discussed above, adaptive flooding with tight
coupling is well suited and the technique of choice.
In both cases, the flooding strength Efl critically determines the mean
escape time (see Sec. 3.1). The proper choice of the parameter Efl is
therefore very important, since too weak flooding potentials will not suf-
ficiently accelerate conformational transitions, whereas too strong flood-
ing potentials heavily distort the energy landscape and lead to artefacts.
However, in the majority of cases, the heights of the energy wells which
have to be surmounted are unknown. We therefore suggest to first ap-
ply adaptive flooding with large destabilization free energy for an initial
exploration of the energy landscape, and to extract appropriate param-
eters from this for subsequent more gentle flooding simulations, which
will then yield improved reaction pathways. From our experience, to
accelerate conformational transitions in proteins by means of a constant
flooding potential, flooding strengths of 0.2 . . .3 kBT per degree of free-
dom influenced by the flooding potential are suitable.
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Chapter 4
The Fluoroprotein
asFP595: Spectra and
Proton Paths
Fluorescence is widely used by marine organisms for visual commu-
nication (e.g., to attract prey) or for protection against UV damage
[197, 198]. The discovery of the green fluorescent protein (GFP) from
the jellyfish in the early 1960s ultimately heralded a new era in cell biol-
ogy. GFP can be tagged to other proteins in living cells, and the readout
of its fluorescence emission with an optical microscope enables to mon-
itor cellular processes in living organisms, such as protein expression,
protein-protein interactions, and protein trafficking [72, 73, 74]. How-
ever, optical microscopy based on GFP fluorescence is usually limited
due to diffraction and photobleaching [77]. To overcome these draw-
backs requires a new generation of proteins that can be can be reversibly
photoswitched between a fluorescent (on) and a non-fluorescent (off)
state [6, 7, 8, 199, 200, 201, 202]. The GFP-like fluoroprotein asFP595,
isolated from the sea anemone Anemonia sulcata, is a prototype for such
a reversibly switchable fluorescent protein (RSFP). RSFPs can lead to
increased resolution in optical microscopy, since fluorescence emission
from regions that are out of the focus of the microscope can be selec-
tively (and reversibly) depleted. Thereby, the size of the focal spot is
squeezed to below 50 nm [77]. Likewise, RSFPs will enable the repeated
tracking of protein movement in single cells [203]. Since fluorescence can
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be sensitively read out from a bulky crystal, the prospect of erasable
three-dimensional data storage is equally intriguing [80].
The work presented in Chapters 4 and 5 of this thesis was done in
close collaboration with Dr. Gerrit Groenhof. Furthermore, a close col-
laboration with Dr. Martial Boggio-Pasqua and Prof. Mike Robb from
the Imperial College London was established. All static multiconfigura-
tional calculations in the gas phase were done by Martial. I carried out
all MD simulations, analyzed the data, and prepared the figures.
4.1 Structure and Spectroscopic Properties
The asFP595 protein is structurally and spectroscopically well charac-
terized [8, 7, 204, 205], but its detailed photoswitching mechanism at the
atomistic scale remains largely unknown. In particular, it is unclear to
which extent different protonation states of the chromophore and asso-
ciated proton transfer events between the chromophore and the protein
surrounding determine the optical properties of the protein and, if they
do, what their pathways are. The asFP595 protein can be switched
from its non-fluorescent off state to the fluorescent on state by irradia-
tion with green light of wavelength 568 nm (2.18 eV). From this so-called
kindled on state, the same green light elicits a red fluorescence emission
at 595 nm. Upon kindling, the absorption maximum at 2.18 eV is dimin-
ished, and an absorption peak at 445 nm (2.79 eV) appears. This peak
at 2.79 eV was tentatively attributed to the absorption of a different
protonation state [204]. However, the involved protonation states were
unknown.
The kindled on state can be promptly switched back to the initial off
state by blue light of wavelength 445 nm. Alternatively, the off state is
repopulated through thermal relaxation within seconds. In addition, if
irradiated with intense green light over a long period of time, asFP595
can also be irreversibly converted into a fluorescent state that cannot be
quenched by light [7]. The nature of this state is hitherto unknown.
The switching cycle of asFP595 is reversible and can be repeated
many times without significant photobleaching. These properties render
asFP595 a promising fluorescence marker for high-resolution optical far-
field microscopy, as recently demonstrated by Hell and coworkers [79].
Currently, however, with its low quantum yield (< 0.1% and 7% before
and after activation, respectively [8, 203]) and rather slow switching
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kinetics, the photochromic properties of asFP595 need to be improved.
To systematically exploit the potential of such switchable proteins and
to enable rational improvements to the properties of asFP595, a detailed
molecular understanding of the photoswitching mechanism is mandatory.
High-resolution crystal structures of wild-type (wt) asFP595 in its
off state [205, 206, 207], of the Ser158Val mutant in its on state, and
of the Ala143Ser mutant in its on and off states [205] were recently
determined. Similar to GFP, asFP595 adopts a β-barrel fold enclos-
ing the chromophore, a 2-acetyl-5-(p-hydroxybenzylidene)imidazolinone
(Figure 4.1). The chromophore is post-translationally formed in an
autocatalytic cyclization-oxidation reaction of the Met63-Tyr64-Gly65
(MYG) triad. As compared to the GFP chromophore, the pi-system of
MYG is elongated by an additional carbonyl group [208]. Reversible
photoswitching of asFP595 was possible even in whole protein crys-
tals, and x-ray analysis showed that the off-on switching of the fluo-
rescence is accompanied by a conformational trans-cis isomerization of
the chromophore [205]. The observed absorption blue-shift from 2.18 eV
to 2.79 eV upon kindling suggests that the photoswitching of asFP595 is
also accompanied by protonation state changes of the chromophore [204].
Additional evidence comes from the related GFP, where proton transfer
processes dominate photoswitching. In GFP, an anionic and a neutral
chromophore protonation state are interconverted through a proton relay
mechanism [147, 148, 149, 209, 210]. Because protons were not observed
in the crystal structures, their role and possible transfers during kindling
of asFP595 remained largely unclear. The aim of the present work is to
investigate the detailed molecular mechanism by which these two con-
formers are interconverted, as well as to study associated proton transfer
events.
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Figure 4.1: Zwitterionic asFP595 chromophore (MYG) in the dark state
trans conformation. a) MYG and adjacent side chains of binding pocket
residues. Glu215, Ser158, and the crystallographic water molecule W233 are
hydrogen bonded to MYG, and His197 is pi-stacked to the MYG phenolate.
The carbon skeleton of the QM subsystem used in the QM/MM calculations
(see Section 4.3.2) is shown in cyan, the MM carbon atoms are shown in
orange, and the hydrogen link atoms capping the QM subsystem are shown
in magenta. b) Schematic drawing of MYG, defining the atom names used
in the text. The protonation states of the chromophore pocket in wild-type
asFP595 considered in the present work are a zwitterionic state (Z), an anionic
state (A), and a neutral state, with His197 singly (N) or doubly protonated
(N+). Hydrogen atoms characterizing the protonation states are highlighted
as spheres.
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4.2 Proton Paths and Absorption Spectra
To investigate the role of different protonation states and proton translo-
cations, optical absorption (UV/Vis) spectra were calculated from MD
ensembles of a series of asFP595 protonation states, shown in Figure 4.1.
To this end, the semi-empirical INDO/S (ZINDO) method [120, 211] and
time-dependent density functional theory (TDDFT) [126, 212, 127, 213,
128] were employed. In particular, TDDFT has been used to predict ab-
sorption energies for a wide variety of biological chromophores, including
GFP [214, 215, 216, 217, 218]. Recently, single-structure TDDFT calcu-
lations on a small subsystem of asFP595 have been attempted [219].
Since the spectra of biological chromophores can be strongly
tuned by their protein environment, the TDDFT calculations were
performed within the QM/MM approach [53]. The chromophore was
treated quantum-mechanically, whereas the rest of the system was
described at the force field level (Figure 4.1a). To properly account
for the protein environment in the INDO/S calculations, the majority
of the chromophore binding pocket was treated at the QM level (see
Section 4.3.2). Comparison of the calculated UV/Vis spectra to the
available experimental data, in conjunction with computed protonation
probabilities of the titratable groups in the chromophore cavity, would
allow us (i) to unambiguously assign the protonation patterns of the off
and on states of wt asFP595, and (ii) to provide atomistic insights into
the proton transfers that interconvert the protonation states involved
in photoswitching.
4.3 Simulation Details
The UV/Vis spectra were calculated in three steps. First, extensive
classical MD simulations for different protonation states of wild-type
asFP595 (i.e., with the trans chromophore) and of a cis mutant struc-
ture were performed to generate thermodynamic ensembles. Second,
for each protonation state, a sufficient number (100) of structures were
extracted from these ensembles and modestly relaxed. Finally, the exci-
tation energies were calculated for these relaxed structures, and super-
imposed. In the QM/MM TDDFT calculations, the chromophore was
described quantum mechanically at the TD-BVP86/6-31G* level of the-
ory [220, 221, 222], and the rest of the protein, water, and ions were
described at the force field level (Figure 4.1a). In the INDO/S calcula-
tions, the majority of the chromophore binding pocket, composed of the
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entire MYG chromophore and the side chains of residues Lys67, Arg92,
Glu145, Ser158, His197, Glu215, and the crystallographic water molecule
W233 were described at the quantum level.
4.3.1 MD Simulations
To generate thermodynamic ensembles, force field based MD simulations
of monomeric wild type (wt) asFP595 (trans chromophore) and of a cis
mutant structure were carried out for five different protonation states
of the chromophore pocket. These five protonation states covered all
conceivable chromophore protonation states: the zwitterionic state “Z”,
the anionic state “A”, a neutral state “N”, a neutral state “N+” (where +
indicates a doubly protonated His197), and a double-anionic state “D”.
A doubly protonated cationic chromophore was not considered due to
its high acidity [223]. After minimization and equilibration, each system
was simulated for 7.5 ns. The starting coordinates for the simulations
were taken from the 1.3 A˚ x-ray crystal structure (PDB entry 2A50, Ref.
[205]). All simulations were performed using the Gromacs simulation
package [183] together with the OPLS all-atom force field [108].
The MD simulations were performed in a rectangular periodic box
of about 8 × 8 × 8 nm3. Each system contained in total about 15,000
TIP4P water molecules, including 340 crystallographic water molecules.
After assigning the protonation pattern of the chromophore pocket, all
other polar, aromatic, and aliphatic hydrogens were added to the pro-
tein with the HB2MAK [224] routine of WHATIF [225]. To each of the
systems, sodium and chloride ions at physiological concentration were
added to compensate for the net charge of the protein. The actual num-
ber of ions used depended on the total charge of the protein, which dif-
fered for the five chosen protonation patterns of the chromophore cavity.
The final systems contained around 68,000 atoms. Prior to the simula-
tions, the systems were energy minimized for 1000 steps using steepest
descent. Subsequently, a 200 ps MD simulation was performed with
harmonic position restraints on all heavy protein atoms (force constant
1000 kJmol−1nm−2) to equilibrate the water and the ions.
Simulations were run at constant temperature and pressure by cou-
pling to external baths [187] (τT = 0.1 ps, τp = 1 ps). LINCS [226] was
used to constrain bond lengths, thus allowing a time step of 2 fs for
the force field simulations. SETTLE [188] was applied to constrain the
internal degrees of freedom of the water molecules. A twin-range cut-off
method was used for the Lennard-Jones interactions. Interactions within
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1.0 nm were updated every time step, whereas Lennard-Jones interac-
tions between 1.0 and 1.6 nm were updated every ten steps. Coulomb
interactions within 1.0 nm were computed each step as well. Beyond
this cut-off, the particle mesh Ewald (PME) method [227] with a grid
spacing of 0.12 nm was used.
To obtain force field parameters for MYG, quantum chemical calcu-
lations were carried out for the isolated chromophore with Gaussian03
[185]. The model chromophore used for these calculations was capped
with methyl groups. The atomic partial charges for the ground state (op-
timized at the B3LYP/6-31+G* level) were estimated by fitting to the
molecular electrostatic potential of the chromophore in vacuo according
to the CHELPG scheme [228], both for the cis and trans conforma-
tions (see Appendix). The partial charges for the excited state were
obtained from a configuration interaction calculation including singly
excited Slater determinants (CIS/6-31+G*). Heavy-atom bond lengths
and angles were taken from the crystal structure, those involving hydro-
gen atoms from the QM-optimized structures. For the force constants
and Lennard-Jones parameters, OPLS force field parameters of residues
with similar chemical nature were adopted (His, Tyr, Met, styrene). Ex-
cept for partial charges, the same parameters were used for the trans
and cis conformations.
4.3.2 UV/Vis Spectra
The optical absorption spectra of asFP595 were calculated for ensembles
comprised of a sufficiently large number of structures (100 structures
taken at equally-spaced time frames from each force field trajectory).
The structures were modestly relaxed by means of very short QM/MM
geometry optimizations (50 steps steepest descent, HF/3-21G*//OPLS,
ONIOM) [154]. The value of 50 minimization steps was small enough
to leave the thermodynamic ensemble nearly unperturbed, yielding im-
proved configurations for the calculation of the excitation spectra. Fi-
nally, UV/Vis spectra were composed from the calculated absorption
energies ∆Emaxji via superposition of Gaussian functions,
G (∆E) =
100∑
i=1
3∑
j=1
fji exp
[
−
(
∆E −∆Emaxji
)2
2σ2
]
.
Here, the ∆Emaxji are the excitation energies of the first three excited
singlet states (j = 1, 2, 3) of structure i, and fji is the corresponding
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oscillator strength. A width of σ = 0.02 eV was chosen.
In the QM/MM TDDFT calculations, the BVP86 density functional
was used to describe the chromophore. This density functional method
has been applied to calculate excitation energies for various systems rang-
ing from atoms and small molecules [229] to large bio-organic systems
like the free base porphin [230]. In addition, a recent TDDFT study
comparing a number of density functionals showed that this functional
yields the best excitation energies for the GFP chromophore in the gas
phase [231]. To estimate convergence with respect to the basis set size,
the excitation energies of representative structures taken from each of
the MD ensembles were re-evaluated using the more complete 6-31+G*
and 6-311G* basis sets. The remainder of the system, consisting of the
apo-protein, water molecules, and ions was modeled with the OPLS force
field. The Cβ – Cγ bond of the Met63 side chain and the N – Cα bond
of the Gly65 backbone connecting the QM and MM subsystems were re-
placed by constraints, and the QM part was capped with hydrogen link
atoms. The force on the link atom was distributed over both atoms of
the respective bonds according to the lever rule. The QM subsystem ex-
perienced the Coulomb field of all MM atoms within a sphere of 1.6 nm
radius, and Lennard-Jones interactions between QM and MM atoms
were also included. To avoid over-polarization of the QM subsystem by
the MM charges, the partial charges of the MM atoms next to the link
atoms as well as of the hydrogen atoms bound to these atoms were set to
zero. The charge of the sulphur atom in the Met63 side chain was scaled
to maintain an integer charge on the MM subsystem. In addition, all
charges in the MM subsystem were described by Gaussian charge distri-
butions during the TDDFT calculations. These Gaussian distributions
were centered on the MM atom and had a width of σ = 0.3 nm [156].
In the INDO/S calculations, a large part of the chromophore cavity,
composed of the entire MYG chromophore and the side chains of residues
Lys67, Arg92, Glu145, Ser158, His197, Glu215, and the crystallographic
water molecule W233 were described at the quantum level. To this end,
the following bonds were cut and the open valences were capped with
hydrogen atoms: the Cγ – Cβ bonds of residues Glu145, His197, and
Glu215; the Cδ – Cγ bond of Arg92, the Cβ – Cα bond of Ser158; the C
– Cδ bond of Lys67; and the N – Cα bond of the Gly65 backbone. All
calculations were performed with Gromacs 3.3 [183] and its QM/MM
interface [63] to Gaussian03 [185]. Modifications were made in the one-
electron integral routines of Gaussian03 for the TDDFT computations
of the chromophore polarized by the Gaussian charge distributions of
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the MM atoms.
4.3.3 Poisson-Boltzmann Electrostatics
To quantify the population of the different protonation states of the
chromophore pocket, Poisson-Boltzmann electrostatics (PBE) calcula-
tions [232] were performed on wt-asFP595 (pdb entry 2A50 [205]) and a
mutant structure. The x-ray structure of the mutant shows density for
both cis and trans chromophores, thus allowing the effect of trans-cis
photoisomerization on the protonation state populations to be evaluated.
This work was done in close collaboration with Dr. Astrid Klingen from
the group of Prof. Matthias Ullmann, University of Bayreuth. The ac-
tual PBE calculations were done by Astrid, whereas I carried out the
minimizations of the protein structures and the DFT calculations of the
reference pK values in water.
To prepare the crystal structures for the PBE calculations, a
monomer was extracted from each structure, and hydrogen atoms
were added with WHATIF [224, 225]. Subsequently, the positions of
all hydrogen atoms and of the chromophore atoms were optimized
using GROMACS and the OPLS force field (l-bfgs, 200 steps).
Protonation probabilities were then calculated for all protonatable
sites in the protein using the multiflex routine of the MEAD program
package [233] and a Metropolis Monte Carlo (MC) algorithm to sample
the protonation state energies [234].
In the PBE calculations, partial charges from the CHARMM27 pa-
rameter set [110] were used for the protein. Partial charges for the chro-
mophore were derived as described above. Bondi radii [235] were used
except for hydrogen
(
RH = 1.0 A˚
)
. The dielectric constants were set to
 = 4 for the protein and  = 80 for the solvent, the ionic strength to
I = 0.1 M, and the temperature to 300 K. For characterizing the titration
behavior of the different sites in the protein, pKA-values of appropri-
ate model compounds in aqueous solution were used as reference values.
Standard model compound pKA-values [232] were used for the sidechains
of Asp, Glu, Lys, Arg, Tyr and Cys. Histidines were treated as described
by Bashford et al. [236] The pKA-value of the chromophore imidazoli-
none (N1, Figure 4.1B) was estimated according to the thermodynamic
cycle 1 described in Ref. [237] at the B3LYP/6-31G* level of theory using
the polarizable continuum water model [238, 239, 240, 241, 242]. The
calculated values strongly depend on the chromophore conformation and
are 9.1 and 4.7 for trans and cis, respectively. Because the pKA of the
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chromophore phenolate group (O12, Figure 4.1B) does not critically de-
pend on the conformation, we used the value of 8.2 measured for the
structurally similar GFP chromophore [223].
The MC calculations involved 500 equilibration scans and 20,000 pro-
duction scans for every pH-step [243]. Each MC scan comprised N steps,
with N being the total number of protonatable sites. In each MC step,
the protonation state of one group was changed, and the change in en-
ergy was evaluated. In double (triple) MC steps, the protonation state
of two (three) groups was changed simultaneously. Double (triple) MC
steps were applied to groups with an interaction energy larger than 2 (3)
pK-units.
From the calculated protonation probabilities at a given pH, a subset
of N residues likely to change their protonation state were identified in
each structure: these residues have a protonation probability 〈x〉(pH) ∈
[0.1, 0.9]. For residues in these subsets, we have calculated the relative
energies of all 2N possible protonation states directly from the MEAD
output [232]. The protonation forms of all other residues were kept fixed
(residues with 〈x〉(pH) < 0.1 were considered deprotonated, residues
with 〈x〉(pH) > 0.9 were considered protonated). The chromophore and
the potentially relevant residues Glu215 and His197 were always included
into the subset ofN residues for which all protonation state energies were
computed. The probability of state n was calculated from its relative
energy gn according to
pn(pH) =
exp (−gn(pH)/RT )∑2N
n [exp (−gn(pH)/RT )]
.
4.4 Results and Discussion
4.4.1 Protonation States from First-Principles
UV/Vis Spectra
Figure 4.2 shows the UV/Vis spectra for the considered chromophore
protonation states of asFP595, defined in Figure 4.1. The spectra shown
in panels a–e were calculated at the semi-empirical INDO/S level, and
those shown in panels e,f at the TDDFT level. Examination of the
molecular orbitals revealed that, for all cases, the dominant excitations
are pi → pi∗ transitions.
The UV/Vis spectra computed at the INDO/S level are close to the
measured spectra and allow us to assign the different protonation states
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Figure 4.2: Calculated optical ab-
sorption spectra of the asFP595
protonation states shown in Figure
4.1, calculated at the semi-empirical
INDO/S (panels a–d) and TDDFT
levels of theory (panels e, f). a)
Spectra for the wt protein (trans
chromophore). b) Spectra for the
cis mutant. The measured absorp-
tion spectrum is shown in gray with
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lines. Upon kindling, the zwitte-
rionic and anionic absorptions at
2.18 eV and at 2.33 eV (dashed red
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pleted, concomitant with a rising
peak at 2.79 eV (dashed cyan line).
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the same ensemble of structures as
in panels a and b. e,f) QM/MM
TD-BVP86 spectra. The experi-
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to the measured absorption bands. The TDDFT absorption spectra
show the same order of states as the INDO/S spectra, although the ab-
sorption energies of the anionic and the zwitterionic chromophores are
blue-shifted too much, as discussed in detail below. For wt asFP595, i.e.,
with the chromophore in the trans conformation, the zwitterion (state
Z, red curve) displays the most red-shifted absorption, with a strong and
narrow maximum at 2.30 eV and a distinct shoulder at 2.41 eV (Figure
4.2a). Transfer of the proton from the imidazolinone nitrogen (N1, Fig-
ure 4.1b) to the Glu215 side chain results in the anionic state A, for which
we find a strong absorption band at 2.44 eV, with a shoulder at 2.51 eV
(black curve). Further protonation of the phenolate oxygen (O12, Figure
4.1b) leads to the N+ state and causes a significant blue-shift towards
3.2 eV (blue curve); this absorption band is weaker and much broader
than those of the ionic species. The neutral chromophore state N, with
singly protonated His197, also absorbs at around 3.2 eV (cyan). A doubly
anionic state with a negative chromophore and a deprotonated Glu215
was not considered, because the close contact between the chromophore
and the Glu215 side chain observed in the crystal structure (2.7 A˚) re-
quires a hydrogen bond, as shown in Section 7.3.4.
To reveal the effect of trans-cis isomerization on the absorption char-
acteristics of asFP595, we calculated the spectra not only for the wild
type protein, but also for a cis mutant (Figure 4.2b). For all protonation
states, the absorption of the cis isomer is slightly red-shifted by about
0.05 eV to 0.2 eV with respect to that of the trans isomer, a result that
is in agreement with recent experiments [9]. Therefore, the trans-cis
isomerization alone — without concomitant protonation state changes
— cannot explain the observed blue-shift from 2.18 eV to 2.79 eV upon
kindling.
As the chromophore of the wt adopts the trans conformation in the
crystal structure [205, 206, 207], a comparison of the calculated absorp-
tion spectra of the trans wt (Figure 4.2a) with the experimental spectrum
allows us to assign the protonation state of the chromophore cavity in
wt asFP595. Under physiological conditions, asFP595 has a measured
sharp absorption maximum at 2.18 eV, and a shoulder which is blue-
shifted by 0.15 eV at 2.33 eV (gray curve in Figure 4.2a) [204]. Taken
together, the calculated sharp maximum of the zwitterion at 2.30 eV
and the weaker and broader band of the anion at 2.44 eV yields a spec-
trum that is only slightly blue-shifted with respect to the measured one
(by 0.12 eV). In particular, the oscillator strengths and peak shapes are
in good agreement with the experimental spectrum, and the calculated
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energy difference of 0.14 eV between the zwitterionic and anionic absorp-
tion maxima is very accurate. These results suggest that the zwitterion
is the dominant species under physiological conditions and that the anion
leads to the observed shoulder in the absorption spectrum. Additional
support for this assignment comes from the measured absorption spec-
trum of the anionic asFP595 chromophore in aqueous solution, which
has a maximum at 2.38 eV [208].
In both the trans and the cis conformations, the neutral chromophore
absorption at 3.20 eV (trans) and 3.03 eV (cis) is considerably blue-
shifted compared to that of the ionic species. Upon kindling, a rising
peak at 2.79 eV is observed (gray curve in Figure 4.2b), which within
the estimated accuracy of INDO/S (see below) can be assigned to a
population of the neutral cis species. The TDDFT spectra support this
assignment, see Figure 4.2e and f. Our results strongly suggest that
the trans-cis isomerization of the chromophore is accompanied by pro-
tonation state changes and that the absorbing species populated upon
kindling is the neutral cis chromophore.
To elucidate the electrostatic and steric effects of the protein envi-
ronment on the absorption characteristics, we studied the absorption
characteristics in vacuo, both for the MD ensembles and for optimized
structures. Both effects slightly blue-shift the absorption energies of the
zwitterion and the anion as compared to the gas phase. Figure 4.2c,d
show the spectra of the asFP595 chromophore in vacuo. The electro-
static influence of the protein matrix blue-shifts the absorption of the
zwitterion and of the anion by about 0.1 eV to 0.2 eV, whereas the neu-
tral states are slightly red-shifted. In addition to this electrostatic effect,
the non-planarity of the chromophore imposed by the protein matrix also
leads to a blue-shift in absorption, irrespective of the protonation state
(Table 4.1). This latter effect is especially pronounced for the neutral
chromophore. However, these shifts do not change the order of the ab-
sorption bands.
The degree of chromophore planarity in asFP595 is quantified in Fig-
ure 4.3, which shows the distributions of the two ring-bridging dihedral
angles of the chromophore in the ensembles used for the excitation calcu-
lations. The distributions are independent from the protonation state,
but depend on the chromophore conformation. In the trans confor-
mation, the protein matrix enforces the hydroxyphenyl ring to deviate
from planarity by as much as 20◦ (Figure 4.3a). In contrast, the cis
chromophore is considerably more planar (Figure 4.3b), explaining the
red-shift. The imidazolinone moiety slightly deviates from planarity by
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about 5–10◦, irrespective of the chromophore conformation (Figure 4.3c
and d). The result that the protein environment leads to a cis chro-
mophore that is more planar than the trans chromphore supports the
hypothesis that ultra-fast radiationless deactivation of the dark trans
state is facilitated by the non-planarity of the chromophore [9].
A comparison of the UV/Vis spectra calculated at the INDO/S level
(Figure 4.2a–d) to the spectra obtained at the TDDFT QM/MM level
(panels e,f) reveals that the TDDFT absorption bands of the zwitterion
and the anion are too much blue-shifted. In fact, none of the absorption
bands is close to the measured absorption at 2.18 eV. As shown in Ta-
ble 4.1, the use of larger basis sets in the TDDFT calculations did not
substantially improve the results.
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Figure 4.3: Histogram of the ring-bridging dihedral angles of the asPF595
chromophore in the protein matrix. (A) and (B) show the C9-C8-C7-C5 di-
hedral angle in the trans wild type and in the cis mutant, respectively. (C)
and (D) show the respective C8-C7-C5-C4 dihedral angle distributions. See
Figure 4.1b for atom numbering.
However, the absorption band of the neutral species is described more
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Z
A
N
N+
2.39    2.38    2.34
2.62    2.60    2.58
2.74    2.73    2.70
2.58    2.56    2.56
2.51    2.51     2.46      2.25       2.00      1.90       2.30       2.10      1.98
2.82    2.82     2.79      3.03       3.44      3.00       3.20       3.44      2.96
2.82    2.82     2.80      3.29       3.45      3.00       3.20       3.44      2.96
2.79    2.77     2.75      2.32       2.19      2.16       2.44       2.36      2.20
6-31G* 6-311G* 6-31+G*6-31G* 6-311G* 6-31+G*
non-planar
protein
non-planar
vacuum
planar
vacuum
non-planar
protein
non-planar
vacuum
planar
vacuum
Table 4.1: Calculated absorption energies in eV of different asFP595 proto-
nation states. To elucidate the basis set dependence of the TDDFT absorption
energies, representative structures were taken from the maxima of the respec-
tive absorption peaks in Figure 4.2. The planar species were optimized in
vacuo prior to the excitation calculation.
accurately at the TDDFT level as compared to INDO/S. Furthermore,
both methods predict the same relative order of the absorption bands
of the different protonation states (Z, A, N, N+), a result that pro-
vides further support for our protonation state assignment. The reason
for the failure of TDDFT for the zwitterion and the anion is that the
S0 → S1 transitions involve intramolecular charge transfer (CT) from the
phenoxy- to the imidazolinone-moiety. Such CT excitations are known
to be usually rather poorly described by TDDFT [244, 129]. We per-
formed RASSCF(18,7+4+5)[2,2]/6-31G* calculations to further analyze
the failure of TDDFT for the ionic protonation states. These calcula-
tions revealed that the S1(pi, pi∗) state is a strongly doubly-excited state,
explaining the too much blue-shifted TDDFT excitation energy.
Controls
We calculated the absorption energies of an anionic and a neutral pro-
tonation state of a GFP model chromophore, which is very similar to
MYG, to assess the accuracy of the applied methods for asFP595. Since
in GFP, the dependence of the chromophoric absorption on the surround-
ing amino acids is weak [245], we used an isolated model chromophore.
INDO/S predicts absorption energies of 2.65 eV and 3.65 eV for the
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geometry-optimized (HF/6-31G*) anionic and neutral chromophores, re-
spectively, whereas TD-BVP86/6-31G* predicts 3.12 eV and 3.39 eV, re-
spectively. The measured absorption maxima of the anionic and neu-
tral GFP are 2.59 eV and 3.12 eV, respectively [209]. Thus, the red-
shifted absorption of the ionic species is well described at the INDO/S
level, whereas the excitation energy of the neutral species is overesti-
mated by about 0.5 eV. In contrast, TDDFT is more accurate for the
neutral species but fails to predict the correct absorption of the anion
with an error of about 0.5 eV. As INDO/S apparently performs better
than TDDFT for the red-shifted absorption regime of asFP595 (around
2.18 eV), we based our protonation state assignment in this regime on
the INDO/S spectra only. For the more blue-shifted regime (around
2.78 eV), both INDO/S and TDDFT spectra were taken into account.
The MD simulation of the doubly anionic state allows to test our
assumption that the close contact between the chromophore imidazoli-
none ring and Glu215 under physiological conditions requires a hydrogen
bond, and, hence, the doubly anionic chromophore needs not be consid-
ered. Already at the start of the 7.5 ns force field MD simulation of
this protonation state, the distance between the imidazolinone moiety
and Glu215 quickly increased from the x-ray value of 2.7 A˚ to about
4 A˚, a result that rules out this protonation state under physiological
conditions.
To check whether and how the description of the pi-stacking of the
His197 imidazole ring and the chromophore affects the calculated excita-
tion energies, we performed an additional QM/MM TDDFT calculation
in which we included the imidazole side chain of His197 into the QM
subsystem. A structure from the zwitterion ensemble was taken for this
purpose. According to this calculation, inclusion of the His197 imida-
zole ring did not alter the nature of the pi → pi∗ absorption of MYG, and
induced only a slight red-shift of about 0.02 eV. Although dispersion
effects such as pi-stacking can not be expected to be captured correctly
at the density functional level, this finding supports the INDO/S cal-
culations in that His197 influences the chromophore excitation mainly
through electrostatic interactions. These interactions are captured at
the force field level. Furthermore, as enlarging the QM subsystem did
not significantly change the results, this control also demonstrates that
the size of the original QM subsystem was sufficient for calculating the
TDDFT spectra.
To test how the calculated absorption wavelengths depend on the
basis set, we repeated the calculations on representative frames from the
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MD ensembles using the more complete 6-31+G* and 6-311G* basis sets.
The results of these calculations are given in Table 4.1. The absorption
energies hardly changed upon increasing the basis set size from 6-31G*
to 6-31+G* or 6-311G*.
4.4.2 Protonation States from Continuum Electro-
statics Calculations
As an independent check of the protonation state assignment, we
computed the protonation probabilities of all titratable groups in the
asFP595 protein by Poisson-Boltzmann electrostatics (PBE). These
calculations also predict the zwitterion to be the predominant state for
the trans chromophore in wt asFP595 under physiological conditions,
thereby confirming the assignment based on the UV/Vis spectra. The
populations of the states Z, N, and A are about 96 %, 3 %, and 1 %,
respectively.
To study the effect of trans-cis isomerization on the protonation pat-
tern in the chromophore binding cavity, we repeated the PBE calcula-
tions for both the trans and cis crystal structures of the mutant. In the
mutant, the trans isomer is also zwitterionic (population about 99 %),
which provides further support for the wt results. For the cis conformer,
by contrast, the calculations suggest that not the zwitterion, but rather
the neutral and the anionic chromophore (states N and A, respectively)
are equally populated under physiological conditions. However, in the
crystal of the mutant, the cis chromophore is populated to only a minor
degree. The weak electron density obtained for the cis structure allowed
to assign alternative conformations, as compared to the trans structure,
only for the chromophore and a few additional residues. Therefore, to
allow the protein matrix to relax further in response to trans-cis isomer-
ization, we have repeated the PBE calculations on a cis mutant structure
that has been energy minimized with positional restraints on all heavy
protein atoms (force constant 1000 kJmol−1nm−2). In this slightly re-
laxed environment, the cis chromophore adopts the neutral state with
a population of 92 %, while the anionic and zwitterionic states are pop-
ulated to only 6 % and 2 %, respectively. Thus, trans-cis isomerization
is accompanied by a change in protonation pattern from zwitterionic to
neutral, although the anionic cis state might be accessible under physi-
ological conditions as well.
Minimization of the trans structure prior to the PBE calculations
had no effect on the preferred protonation state of the chromophore.
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However, His197 was predicted to be doubly protonated in the minimized
structure, whereas the calculations from the x-ray structure predicted it
to be singly protonated. This suggests that the actual protonation state
of His197 depends critically on the local environment in the chromophore
pocket. We therefore cannot unambiguously assign the protonation state
of this residue. Most probably, both singly and doubly protonated states
are populated under physiological conditions. A cationic His197 could
stabilize a partially negatively charged chromophore phenolate moiety
and might therefore be favored in Z and A states.
The different populations of the protonation states in the trans and
cis conformations are due to the higher acidity of the zwitterionic imi-
dazolinone NH proton in the cis isomer compared to that in the trans
isomer. Our density functional calculations yielded pK values of 4.7 and
9.1 for the cis and trans chromophores in aqueous solution, respectively.
This shift of about 4.4 pK units is due to steric repulsion between the
NH hydrogen and one of the phenolate ortho protons because these are
forced into close proximity in the cis isomer.
Our continuum electrostatics estimates of protonation probabilities
for the chromophore in the protein matrix depend critically on the ac-
curacy of the reference pKA-value in aqueous solution. Although it is
in principle possible to calculate these values accurate to within half
a pK-unit [237], such computations require Complete Basis Set (CBS)
methods which are prohibitively expensive for large molecules, such as
the asFP595 chromophore. Instead, we used the less accurate density
functional calculations described in Section 4.3.3. Assuming similar and
systematic errors for both the cis and trans conformation, we consider
the observed differences for the two isomers sufficiently accurate.
In summary, the PBE results corroborate that the chromophore
trans-cis photoisomerization upon kindling of asFP595 is accompanied
by proton transfer events. After or during isomerization, a proton is
transferred from the imidazolinone ring of the zwitterion to Glu215,
thereby yielding the anionic chromophore. Since the calculations
revealed the neutral chromophore (state N) as the most stable species in
the cis conformation, the anion is probably a metastable intermediate
that is readily protonated at the phenolate oxygen to give the neutral
cis chromophore. Combining the calculated optical absorption spectra
and the results of the Poisson-Boltzmann electrostatics allows to
proceed further and to address the mechanism of asFP595 kindling in
detail. Subsequently, we will focus on the proton wires mediating the
interconversion of the chromophore protonation states.
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4.4.3 Proton Wires
Protonation of the phenolate oxygen of MYG requires a proton donor
in close proximity. Figure 4.1 shows that, intuitively, His197 could pro-
vide the proton, but it seems to be too far away for a direct proton
transfer. To address this issue, we performed a 20 ns force field MD sim-
ulation of the anionic cis state and identified relevant hydrogen bonds
(data not shown). Indeed, His197 did not form a hydrogen bond to the
chromophore in the course of the simulation due to their coplanar ar-
rangement. Instead, a stable hydrogen bond was established between
His197 and Glu145 (Figure 4.4), and the glutamic acid might therefore
serve as a proton shuttle. However, proton shuttling would additionally
require a chain of two or three water molecules to be established between
Glu145 and the phenolate oxygen O12, which was not observed in either
the MD simulation or in the crystal structure. Figure 4.4 suggests an
alternative protonation pathway.
Close examination of the simulations revealed that protons in the
chromophore pocket could exchange with protons in the bulk through
two distinct proton wires connecting the chromophore cavity to the ex-
terior solution. These wires involve several protonatable side chains and
one buried crystallographic water molecule. The proton entrance path-
way involves Ser158, which is directly hydrogen bonded to the phenolate
oxygen of the chromophore. In the simulations, this residue is connected
to the bulk solution through a short chain of water molecules (W3 and
W4, Figure 4.4), thereby enabling proton uptake by the chromophore
from the solvent. In the crystal structure, the water molecule W233
(Figure 4.1a) is also hydrogen bonded to the phenolate oxygen and could
therefore also be involved. The putative proton-release pathway of the
His197 proton starts at Glu145, and proceeds through Lys67, Glu195
and Tyr72 towards Asp78. The crystal water molecule W241 temporar-
ily bridges Tyr72 and Asp78 in the simulation, as is shown in Figure 4.4.
Located on the surface of the protein, Asp78 finally releases the proton
to the exterior solution. The hydrogen bonded network remained intact
during the simulations, such that the donor and acceptor distances were
always optimal for proton transfer. These results suggest that the pro-
ton exchange occurs by rapid one-dimensional diffusion of protons along
the two wires.
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Figure 4.4: Snapshot from an MD simulation showing the proposed proton-
entry and -release wires in asFP595. Color code: Carbon atoms of the chro-
mophore (MYG) in cyan and of the amino acid sidechains involved in the pro-
ton wires in orange, oxygen atoms in red, nitrogen atoms in blue. Aliphatic
hydrogen atoms are not shown. The distances between the proton-donor and
-acceptor atoms are given in A˚.
4.5 Conclusions
Understanding the kindling mechanism of asFP595 at an atomic level
represents a major challenge but is essential for a targeted improvement
of this fluoroprotein towards an efficient use as a fluorescence marker in
optical microscopy. Structural studies of asFP595 mutants revealed that
kindling involves a trans-cis isomerization of the covalently bound chro-
mophore, but did not address the crucial role of protons in the kindling
process. Here, by calculating optical absorption spectra in combination
with Poisson-Boltzmann electrostatics, we elucidated the crucial role of
proton transfer processes in the photoswitching mechanism.
Similarly to GFP, the asFP595 chromophore is neutral in the cis
ground state conformation. Both in asFP595 and GFP, proton wires
connect the chromophore to the exterior solution, thereby mediating
protonation state changes. These similarities suggest that proton trans-
fers might be essential for the mechanistic understanding also of other
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fluorescent proteins. Indeed, it was shown recently that the mechanisms
of the GFP-like proteins Dronpa [199], DsRed [246], and EosFP [247]
involve proton translocations as well. However, for all three cases the
molecular mechanisms and proton pathways remain to be elucidated at
the atomic level.
The conformational flexibility of the asFP595 chromophore is, in con-
trast to that of GFP, sufficiently high to allow trans-cis isomerization
which triggers a proton transfer cascade, preventing the immediate re-
isomerization to the initial dark state induced by a second photon. Other
photoactive proteins have also evolved mechanisms to avoid the imme-
diate photochemical back-reaction. As in asFP595, such mechanisms
require that the initial photoproduct is not the most stable ground state
minimum, but rather an intermediate in the overall process. Photoi-
somerization leading to changes in the protonation probabilities is also
known as the critical step in the signal transduction mechanism of bacte-
riorhodopsin [144, 146, 248] and photoactive yellow protein [40, 63, 249].
The quite different structure of these three examples suggests that evo-
lution has exploited this idea as a general principle.
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Chapter 5
Photoisomerization of
asFP595
In the previous chapter, we have studied the protonation state changes
that accompany the photoswitching of asFP595. We found that the po-
sitions of the protons in the chromophore cavity crucially determine the
spectroscopic properties of asFP595 and elucidated the proton translo-
cation pathways in the protein matrix. In this chapter, we will focus on
the excited state dynamics of the trans-cis photoisomerization process
of the chromophore within the protein matrix.
Previously, in close collaboration with Frauke Gra¨ter, we studied the
trans-to-cis isomerization of the asFP595 chromophore by force field MD
simulations in which a simplified potential was used to model the excited
state potential energy landscape [205]. This simplified excited state po-
tential was based on atomic partial charges derived from configuration
interaction singles (CIS) calculations in the gas phase, which was one
of my contributions to this previous work. Taken together, the force
field simulations revealed that the isomerization follows a space-saving
“hula-twist” mechanism, in which the ring-bridging CH group preferably
rotates towards His197.
The aim of this chapter is to obtain a even more detailed mechanistic
picture of the photoswitching mechanism of asFP595 at the atomic level,
i.e., to understand the dynamics of both, the activation process (off -to-
on switching) as well as the de-activation process (on-to-off switching).
The simulations presented in this chapter will address the following key
questions: How does light absorption induce the isomerization of the
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chromophore within the protein matrix, and how do the different pro-
tonation states affect the internal conversion mechanism? Which is the
fluorescent species, and how can the fluorescence quantum yield be in-
creased?
To address the above questions, hybrid quantum-classical (QM/MM)
excited state MD simulations were carried out. By identifying key
residues in the chromophore cavity, the simulations elucidate how
the protein governs the photoreactivity. Based on the simulations, a
complete and new mechanism is provided that explains a number of
experimental results and that provides predictions rigorously testable
by experimental means.
5.1 Methods
To model the dynamics of the photoactivated asFP595 chromophore, we
carried out excited state QM/MM [53] molecular dynamics (MD) simula-
tions. Energies and forces of the excited (S1) and ground states (S0) were
calculated on-the-fly at the CASSCF/3-21G level of theory [131, 132]
with a reduced active space of 6 electrons in 6 orbitals. The studied
processes start in S1 and end up in S0. The transitions (hops) between
the two energy surfaces were modeled by surface selection at the conical
intersection (CI) seam. For all MD simulations, Gromacs 3.3 [183] with
an interface [63] to Gaussian03 [185] was used. Modifications were made
to the one-electron integral routines of Gaussian03 to account for the
polarization of the CASSCF wavefunctions due to the point charges on
the MM atoms.
The reduced active space used in the MD simulations was validated
using geometry optimizations of relevant excited state minima and min-
imum energy crossing points for the isolated chromophores. The full
CASSCF active space for the pi-system of the asFP595 chromophore
would require 18 pi electrons in 16 pi orbitals, rendering geometry op-
timizations prohibitively expensive. To make the respective calcula-
tions feasible, the number of excitations in the wavefunction was re-
stricted by employing the RASSCF method [250, 251, 252]. Martial
Boggio-Pasqua has characterized minima and conical intersections at the
RASSCF(18,7+4+5)[2,2]/6-31G* level of theory. The final 6 electron, 6
orbital active space used in the CASSCF QM/MM MD simulations was
selected from the RASSCF calculations such as to enable the simultane-
ous description of the electronic ground and first excited states.
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zwitterion “Z”              anion “A”
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b)
His197
Ser158
Glu215
MYG
W233
neutral “N”
Figure 5.1: a) Chromophore
(MYG) in the trans conformation
and adjacent side chains of some
amino acids in the chromophore
cavity. Glu215, Ser158, and the
crystallographic water molecule
W233 are hydrogen-bonded to
MYG, and His197 is pi-stacked
to the MYG phenoxy-moiety.
The carbon skeleton of the QM
subsystem used in the QM/MM
simulations is shown in cyan, and
the MM carbon atoms are shown
in orange. b) Schematic drawings
of the different MYG protonation
states considered in this work.
All MD simulations were based on the crystal structure of a mutant
of asFP595. The mutant has similar photochromic properties as the
wild-type, but high-resolution crystal structures are available for both
the trans and the cis conformations (see chapter 4). For both trans
and cis conformations, MD simulations were initiated for three different
chromophore protonation states; anionic (A), neutral (N), and zwitteri-
onic (Z). The simulations were performed in a rectangular periodic box
of about 730 nm3. Each system contained about 21,500 TIP4P water
molecules, including 340 crystallographic water molecules. After assign-
ing the protonation pattern of the chromophore pocket, all other polar,
aromatic, and aliphatic hydrogen atoms were added to the protein with
the HB2MAK [224] routine of WHATIF [225]. To each of the systems,
sodium and chloride ions were added at physiological concentration to
compensate for the net positive charge of the protein. The actual num-
ber of ions depended on the total charge of the protein, which differed
for the chosen protonation patterns of the chromophore cavity. The final
systems contained about 90,000 atoms.
Prior to the MD simulations, the systems were energy minimized
(1000 steps steepest descent). Subsequently, force field based MD sim-
ulations were carried out. First, 500 ps MD simulations with har-
monic position restraints on all protein heavy atoms (force constant
1000 kJmol−1 nm−2) were carried out to equilibrate the solvent and the
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ions. Then, 500 ps free MD were run at 300 K. All simulations were
carried out using the OPLS all-atom force field [108]. Parameters for
the chromophore are described in chapter 4.
The simulations were run at constant temperature and pressure by
coupling to an external heat bath (τT = 0.1 ps, τp = 1 ps) [187]. In the
force field simulations, LINCS [226] was used to constrain bond lengths,
thus allowing a time step of 2 fs. SETTLE [188] was applied to constrain
the internal degrees of freedom of the water molecules. A twin-range
cut-off was used for the Lennard-Jones interactions. Interactions within
1.0 nm were updated every step, whereas interactions between 1.0 nm
and 1.6 nm were updated every ten steps. Coulomb interactions within
1.0 nm were computed at each step as well. Beyond this cut-off, the
particle-mesh Ewald (PME) method [227] with a grid spacing of 0.12 nm
was used.
The QM subsystem in the excited state QM/MM simulations con-
sisted of the chromophore, and the rest of the system was modeled with
the OPLS force field (Figure 5.1). The N − Cα bond of Gly65 and the
Cα−Cβ bond of Met63, respectively, were replaced by a constraint, and
the QM part was capped with hydrogen link atoms [161]. The forces
on the link atoms were distributed over the two heavy atoms at the
boundary according to the lever rule. The QM system experienced the
Coulomb field of all MM atoms within a sphere of 1.6 nm, and Lennard-
Jones interactions between QM and MM atoms were added. In the
QM/MM simulations, a time step of 1 fs was used, and no constraints
were applied in the QM subsystem. Prior to the excited state simu-
lations, the systems were simulated in the ground state, first for 1 ps
at the RHF/3-21G//OPLS level of theory and then for an additional
2.5 ps at the CASSCF(6,6)/3-21G//OPLS level. From the latter trajec-
tory, frames at equal time intervals (∆t = 0.5 ps) were used as starting
configurations for the excited state MD simulations.
To accelerate the escape from the S1 minima, additional excited state
conformational flooding simulations (see chapters 2 and 3) were carried
out for the Ncis, Zcis, and Ztrans systems. A gaussian-shaped flooding
potential Vfl was constructed from a principal component analysis (PCA)
[176, 177, 178] of free S1 simulations. For all systems, the covariance
matrix of the motion of all QM atoms except the exocyclic carbonyl
group of the chromophore and the hydroxyphenyl-OH proton (for Ncis)
was computed from two independent 10 ps excited state trajectories.
All internal degrees of freedom of the chromophore were affected by the
flooding potential to ensure that the escape from the initial minimum was
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accelerated in an unbiased manner. Unless stated differently, adaptive
flooding with target destabilization free energies of 300 kJ/mol (Ztrans)
or 100 kJ/mol (Ncis) and time constants of τ = 0.1 ps was applied. In all
flooding simulations, Vfl was switched off after the conical intersection
seam was encountered to allow for an unperturbed relaxation on the
ground state potential energy surface.
5.2 Results and Discussion
Our results reveal that the excited state behavior of asFP595 is deter-
mined by the protonation pattern of the chromophore and some amino
acids in the surrounding protein matrix rather than by the chromophore
conformation (trans or cis). The latter, however, modulates the ex-
cited state properties by changing the hydrogen-bonded network in the
chromophore cavity.
For both conformers, we identified three possible protonation species,
explaining the complex photochemical behavior of asFP595. First, the
neutral species Ntrans and Ncis undergo reversible trans-cis photoiso-
merization and thus account for the photoswitching between the dark
off and fluorescent on states. Second, anionic chromophores Atrans and
Acis lead to the observed ultra-fast radiationless deactivation. Third,
fluorescence emission can in principle originate from both zwitterions
Ztrans and Zcis. The protonation species are interchangeable via proton
transfers. In the following we will describe the excited state behavior of
all three protonation species.
5.2.1 Trans-Cis Isomerization of the Neutral Chro-
mophore
Five excited state simulations were initiated from the ground state tra-
jectory of the trans neutral chromophore Ntrans. In these simulations,
excited state (S1) lifetimes between 0.224 ps and 0.718 ps were observed
(Table 5.1). A simple exponential fit to the observed lifetimes yielded
a decay time of τ = 0.37 ± 0.01 ps. Recent femtosecond time-resolved
pump/probe experiments by Schu¨ttrigkeit and coworkers have yielded
excited state decay time constants of 0.32 ps (78%), 2.6 ps (19%), and
12.1 ps (3%) as well as a fluorescence lifetime of 2.2 ns for asFP595 [9].
However, although the simulated decay times seem to be in good agree-
ment to the experimental results, we believe that the results cannot be
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starting in Ntrans
run S1 lifetime (ps) final conformation
a 0.516 trans
b 0.475 cis
c 0.309 trans
d 0.224 trans
e 0.718 trans
Table 5.1: Excited state lifetimes and final conformations from the MD sim-
ulations initiated in the neutral trans chromophore conformation.
compared. In chapter 4 it was demonstrated that the Ntrans species
is hardly populated in asFP595 and therefore cannot contribute to the
observed excited state decay. Instead, the species that is predominantly
responsible for the ultra-fast radiationless decay observed in the experi-
ments is the anionic trans chromophore Atrans, as shown in detail below.
Trans-to-cis photoisomerization of the chromophore was observed in one
of the simulations (run b, Table 5.1). Figure 5.2 shows a schematic rep-
resentation of the S0 (green) and S1 (red) potential energy surfaces of
the neutral chromophore, along with a photosiomerization MD trajec-
tory (yellow dashed line). The multi-dimensional surfaces are projected
onto the isomerization coordinate and a skeletal deformation coordinate
of the imidazolinone moiety (see below). The dynamics can be separated
into three distinct phases: (i) evolution on the electronic ground state
S0, (ii) excitation and evolution on the excited state S1, and (iii) decay
back to S0 at the surface crossing seam followed by subsequent relax-
ation on the ground state surface. The position of the surface crossing
seam controls the passage of the trajectory from S1 to S0. The seam is
accessed from a global twisted minimum on S1, which is separated by a
small S1 barrier from a local planar minimum near the Franck-Condon
region. Figure 5.3a shows the snapshot from the isomerization tra-
jectory shortly before the surface crossing seam was encountered. After
photon absorption (blue arrow in Figures 5.2 and 5.3b), the chromophore
spontaneously rotated around torsion A (imidazolinone-twist), and the
ring-bridging CH group pointed downwards (away from His197) by al-
most 90◦. The time-evolution of the S0 and S1 potential energies and of
the two ring-bridging torsion angles during trans-cis photoisomerization
5.2. RESULTS AND DISCUSSION 91
e
n
e
rg
y
torsion A sk
el
et
al
de
fo
rm
at
io
n
h
n
S1
S0
barrier
trans
cis
twisted
minimum
conical
intersection
seam
Franck-Condon
region
Figure 5.2: Schematic
representation of the po-
tential energy surfaces
of the excited (S1, red)
and ground (S0, green)
states of the neutral chro-
mophore along the trans-cis
isomerization coordinate
(torsion A) and a skeletal
deformation coordinate
of the imidazolinone moi-
ety. The dashed yellow
line represents the path
sampled in a QM/MM pho-
toisomerization trajectory.
Radiationless decay occurs
at an extended S1/S0
conical intersection seam
(dashed white line).
are shown in Figures 5.3b,c. After excitation to S1, the chromophore
rapidly relaxed from the Franck-Condon region into a nearby planar S1
minimum, as is evident from the decreasing S1 energy in panel b (red
curve). The system stayed in this planar minimum for about 0.2 ps,
before the global twisted S1 minimum was adopted through rotation
around torsion A (Figures 5.2 and 5.3b,c). The system oscillated around
this minimum until the conical intersection seam was encountered. After
the surface hop to S0, rotation around torsion B (hydroxyphenyl-twist)
followed with a short delay of about 0.5 ps. Previously, an ideal “hula-
twist” isomerization mechanism was proposed [205], which would involve
a simultaneous rotation around both torsion angles A and B. Although
rotation around both torsions was observed in our simulations, the tor-
sional twisting occurred consecutively rather than simultaneously. Thus,
the isomerization proceeded via the twisted conformer with perpendic-
ular imidazolinone and hydroxyphenyl moieties shown in Figure 5.3a.
During the initial equilibration of the Ntrans species, the hydrogen
bonding network obtained from the x-ray crystal structures of the anionic
and zwitterionic chromophores (see above) was altered to accommodate
the non-native neutral chromophore. First, a stable hydrogen bond was
formed between the hydroxyphenyl OH group of MYG and Glu145 (Fig-
ure 5.3a). Second, the hydrogen bonds between the imidazolinone nitro-
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gen and Glu215 as well as between His197 and Glu215 broke. Interest-
ingly, these two hydrogen bonds were transiently re-established during
the end of the second isomerization phase (blue and orange curves in
Figures 5.3d and e, respectively) in which torsion B followed torsion A.
In the twisted intermediate structure, the imidazolinone nitrogen atom
was sterically more exposed as compared to the planar conformation,
which facilitated the formation of the hydrogen bonds. During an ex-
tended 10 ns force field simulation, the His197–Glu215 and MYG–Glu215
hydrogen bonds repeatedly broke and re-formed at a timescale of sev-
eral hundred picoseconds (data not shown). Figures 5.3d,e furthermore
show that during the isomerization, the hydrogen bonding network in
the chromophore cavity was stable as none of the hydrogen bonds estab-
lished at the instant of photoexcitation ruptured. A similar stability was
found in all simulations, irrespective of the chromophore conformation
or protonation state.
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Figure 5.3: Trans-cis isomerization of the neutral chromophore. a) Chro-
mophore (MYG) conical intersection geometry adopted during the MD sim-
ulation. MYG forms hydrogen bonds to Arg92, Glu145, Ser158, and Glu215.
Color code as in Figure 5.1 b) Ground (S0, black) and excited (S1, red) poten-
tial energy traces along the QM/MM molecular dynamics trajectory. Photon
absorption (green arrow) excites the chromophore into S1 (yellow area) un-
til it decays back to S0 at the conical intersection seam (dashed line). c)
Time-evolution of the ring-bridging torsion angles A (magenta) and B (blue).
d,e) Hydrogen bonding network in the chromophore cavity during trans-cis
isomerization. The MYG–Arg92 (black), MYG–Glu145 (magenta), MYG–
Ser158 (red), Lys67–Glu195 (cyan, residues not shown in a), and Lys67–
Glu145 (green) hydrogen bonds were stable during isomerization. Additional
hydrogen bonds between MYG and Glu215 (blue) as well as between His197
and Glu215 (orange) were transiently formed.
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starting in Ncis
run S1 lifetime (ps) final conformation
a 0.374 trans
b 3.561 cis
c* 1.573 trans
d* 0.867 cis
e* 1.206 trans
Table 5.2: Excited state lifetimes and final conformations from the MD sim-
ulations initiated in the neutral cis chromophore conformation. *In runs c,d,
and e, the escape from the S1 minimum was accelerated by conformational
flooding.
For the neutral cis chromophore Ncis, five excited state simulations
were initiated from the ground state trajectory (Table 5.2). Only two of
these trajectories returned to the ground state within 10 ps (Table 5.2,
runs a and b), which was considered the maximum affordable trajectory
length in terms of computation time (about two CPU-months). In one
of these two simulations, a spontaneous cis-to-trans photoisomerization
was observed (run a). As expected, the isomerization pathway was sim-
ilar to the reverse trans-to-cis pathway in that the conical intersection
seam was accessed via rotation around torsion A, followed by a slightly
delayed rotation around torsion B in S0. However, in contrast to the
activation pathway, the ring-bridging CH group rotated upwards (i.e.,
towards His197). Thus, despite the anisotropic protein surrounding,
both rotational orientations of the chromophore CH bridge are feasible.
In the second simulation, the CI seam was also encountered after rota-
tion around torsion A, but the chromophore returned to the initial cis
conformation.
In the other three trajectories, the chromophore remained trapped
in a planar S1 minimum conformation near the Franck-Condon region
throughout the simulation (not shown in Table 5.2). The starting struc-
tures of these trajectories were used for three additional simulations in
which the escape from the planar S1 minimum was accelerated by means
of conformational flooding (Table 5.2, runs c–e). In these accelerated
simulations, the flooding potential successfully induced the escape from
the local S1 minimum, and the surface crossing seam was encountered
in all cases. Isomerization was observed in two of these simulations. In
total, cis-to-trans photoisomerization was seen in three out of five sim-
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ulations initiated in the Ncis state. Although the number of trajectories
is statistically low, our simulations suggest that the probability for cis-
to-trans isomerization is higher than for the reverse trans-to-cis process
(see above).
S1/S0 Conical Intersection Topology and S1 Minima
To further characterize the potential energy surfaces underlying the
photochemical conversion processes of the neutral chromophore (Figure
5.2), three S1 minima and a minimum energy S1/S0 conical intersection
(MECI) were optimized in the gas phase. A local planar S1 minimum
for the trans isomer lies 76 kJ/mol below the Franck-Condon (FC) re-
gion. The global S1 minimum is twisted around torsion A by 85
◦ and
lies -131 kJ/mol relative to the FC region. The nearby MECI is twisted
around torsion A by 81◦. The MECI is energetically lower than the
Franck-Condon region by 62 kJ/mol, and the CI seam is therefore read-
ily accessible. Twisting around torsion B instead of torsion A also leads
to a local minimum on S1, whose energy is 28 kJ/mol below the FC
geometry.
The MD simulations reflect this surface topology. Immediately af-
ter the excitation, the system relaxed from the FC region to the global
S1 minimum by rotation around torsion A (Figure 5.3c). The system
oscillated around this minimum until the conical intersection seam was
encountered and a surface hop back to S0 took place. The gradients
on S0 and S1 are almost parallel at the CI, which indicates that the
CI is sloped. The gradient difference vector and the derivative coupling
vector that span the branching space largely correspond to skeletal defor-
mations of the imidazolinone moiety. Thus, as shown in Figure 5.2, the
rotation coordinate around torsion A or B is parallel to the seam and
does not lift the S1/S0 degeneracy. The seam is accessible anywhere
along the torsional rotation coordinates, and therefore such torsional
rotation is in principle not essential for the radiationless decay. The
extended surface crossing seam parallel to the isomerization coordinate
accounts for the low isomerization quantum yield seen in our simula-
tions. In the majority of our MD simulations, the seam was encountered
rather “early” along the torsional rotation coordinate (Figure 5.2), and
the system thus returned to the ground state before overcoming the S0
barrier maximum. In these cases, relaxation on S0 after the surface hop
led back to the starting conformation.
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Role of the Protein Environment
To elucidate the role of the protein environment in the photoisomeriza-
tion process of the chromophore, we have re-calculated the S1 and S0
energies along two excited state trajectories (run b, Table 5.1 and run
a, Table 5.2) in the gas phase. In these simulations, the chromophore
followed the same trajectory as before, but did not interact with the rest
of the system (protein and solvent).
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Figure 5.4: Influence of the protein environment on the photoisomerization
process of the neutral asFP595 chromophore. a,c) Ground and excited state
energies along trans-to-cis (a) and cis-to-trans (c) isomerization trajectories
(run b, Table 5.1 and run a, Table 5.2). The protein environment stabilizes
S0 and S1 (black and red lines, respectively) relative to the gas phase (dashed
blue and green lines, respectively). b,d) Energy difference between the protein
and the gas phase. ∆E (S0) = E (S0, protein) − E (S0, gas phase) is plotted
in black, ∆E (S1) = E (S1, protein) − E (S1, gas phase) in red. The protein
environment energetically stabilizes S1 more strongly than S0. The vertical
dashed black line represents the surface crossing. The energy offset in (a) and
(c) is 1.9699 × 106 kJ/mol.
Figures 5.4a,c show the obtained energy traces. In the protein, both
S1 and S0 are stabilized with respect to the gas phase. For the trans-
to-cis isomerization process, the protein stabilized the energies of the
S1 and S0 states on average by −339 kJ/mol and −307 kJ/mol, respec-
5.2. RESULTS AND DISCUSSION 97
tively. For the cis-to-trans process, the average stabilization energies
were −173 kJ/mol and −126 kJ/mol, respectively. Thus, the protein
(and solvent) environment stabilized S1 stronger than S0 by about 30–
50 kJ/mol. The energy differences between the protein and the gas
phase, ∆E = E (protein)− E (gas phase) are plotted in Figures 5.4b,d.
The S1 stabilization was rather strong at the surface crossing seam
(dashed lines in Figure 5.4). We found S1 to be stabilized stronger than
S0 by 78 kJ/mol and 93 kJ/mol at the conical intersection in both MD
simulations. In summary, the protein environment energetically stabi-
lizes S1 stronger that S0, thereby facilitating fast radiationless decay.
5.2.2 Ultra-fast Radiationless Deactivation of the
Anionic Chromophore
In total, 20 simulations of the anionic chromophore protonation state
were carried out, 10 of which were initiated in the trans conformation
and the other 10 were initiated in the cis conformation. The individ-
ual excited state lifetimes in Table 5.4 show that ultra-fast radiationless
deactivation occurred in all 20 trajectories. However, trans-cis photoi-
somerization was never observed. A simple exponential fit to the S1
lifetimes of the trans anion yielded a decay time of τ = 0.47± 0.02 ps.
Since Atrans is one of the two dominant protonation species in the off
state, besides Ztrans, we expect it to significantly contribute to the ex-
perimentally observed decay. The measured decay time of 0.32 ps [9]
agrees well with the decay time from the simulations. For Acis an ex-
cited state decay time of τ = 2.29±0.04 ps was obtained, which is about
five times longer as compared to the decay time of Atrans.
Figure 5.5a shows the conical intersection geometry adopted during a
typical trajectory. In contrast to the neutral chromophore, the CI seam
was accessed through a phenoxy-twist (rotation around torsion B, see
Figure 5.5c), and the CH bridge remained in the imidazolinone plane.
Shortly after the excitation, rotation around torsion B drove the system
towards the surface crossing seam (Figures 5.5b,c). Back on S0, the sys-
tem returned to the initial configuration. The hydrogen bonding network
in the chromophore cavity was very similar to the network observed in
the x-ray crystal structures and remained stable during the excited state
MD simulations.
Since rotation around torsion B does not lead to trans-cis isomeriza-
tion and rotation around torsion A did not occur, the quantum yield for
isomerization was zero in our simulations. However, due to the limited
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run S1 lifetime (ps) initial conformation final conformation
a 0.363 trans trans
b 0.483 trans trans
c 1.190 trans trans
d 0.461 trans trans
e 0.508 trans trans
f 3.141 cis cis
g 1.997 cis cis
h 0.731 cis cis
i 2.811 cis cis
j 3.451 cis cis
k 0.581 trans trans
l 0.565 trans trans
m 0.493 trans trans
n 0.837 trans trans
o 0.300 trans trans
p 3.743 cis cis
q 4.900 cis cis
r 1.176 cis cis
s 2.965 cis cis
t 1.750 cis cis
Table 5.4: Excited state lifetimes and conformations from the MD simulations
of the anionic chromophores Atrans and Acis. In runs a–j, His197 was modeled
cationic, whereas it was modeled as neutral (protonated at Nδ) in runs k–t.
number of trajectories (20), we cannot exclude the trans-cis photoiso-
merization of the anionic species. Our results agree with recent MRPT2
computations of Olsen and coworkers on an anionic DsRed-like model
chromophore in the gas phase, who have shown that the imidazolinone-
twisted S0/S1 CI (i.e., twisted around torsion A), which leads to cis-trans
isomerization, is more than 150 kJ/mol higher in energy as compared to
the phenoxy-twisted CI [253].
The difference between the S1 lifetimes of the cis and trans conform-
ers can be attributed to the steric constraints imposed by the protein
matrix. In the trans conformation the phenoxy-ring deviates from pla-
narity by as much as 20◦, whereas the cis chromophore is essentially
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planar (see chapter 4). For the trans conformer to reach the CI, only
a slight additional twisting was required to access the surface crossing
seam. Thus, the pre-twisting of the phenoxy-moiety due to the protein
matrix facilitated fast internal conversion in our simulations of the trans
conformer.
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Figure 5.5: Ultra-fast internal conversion mechanism of the trans anion. a)
At the conical intersection snapshot, the chromophore is twisted around torsion
B, yet the hydrogen bonded network in the chromophore cavity remains intact.
b) Ground (S0, black) and excited (S1, red) potential energy traces along the
QM/MM molecular dynamics trajectory. Photon absorption (green arrow)
brings the chromophore into S1 (yellow area) until it decays back to S0 at
the conical intersection seam (dashed line). c) Time-evolution of the torsion
angles A (magenta) and B (blue). d) S0 and S1 energies along a representative
excited state trajectory of Atrans. The protein environment strongly stabilizes
S0 and S1 (black and red lines, respectively) relative to the gas phase (dashed
blue and green lines, respectively). The energy offset is 1.9686 × 106 kJ/mol.
e) Energy difference ∆E between the protein and the gas phase for S0 (black)
and S1 (red).
5.2. RESULTS AND DISCUSSION 101
S1/S0 Conical Intersection Topology and S1 Minima
Martial Boggio-Pasqua has optimized the S1/S0 MECI, a planar, and
two twisted S1 minima (imidazolinone-twist and phenoxy-twist) for an
isolated anionic chromophore. The planar minimum lies 31 kJ/mol below
the FC geometry. The global S1 minimum is twisted around torsion B by
269.1◦ and lies -82 kJ/mol relative to the FC region. The nearby MECI
is twisted about torsion B by 269.4◦ and is energetically lower than the
FC geometry by 61 kJ/mol, explaining the ultra-fast decay seen in our
MD simulations. Twisting around torsion A leads to a local S1 minimum
that is 46 kJ/mol below the FC geometry. The CI of the anion is sloped,
and the gradient difference vector corresponds to a skeletal deformation
of the imidazolinone ring, analogous to the neutral chromophore (see
above). In contrast to the neutral chromophore, the derivative coupling
vector involves rotation around torsion B. However, the amplitude of
this vector is very small. Thus, the two electronic states remain very
close in energy along torsion B, allowing the system to decay at various
phenoxy-twist angles.
Role of the Protein Environment
To study the influence of the protein matrix on the deactivation process
of the anionic chromophore, we have re-evaluated the S0 and S1 energies
along two representative excited state trajectories (trans and cis) with
all interactions between the QM atoms of the chromophore and the MM
surrounding switched off, as done previously for the neutral species (see
above). As Figures 5.5d,e show, the protein (and solvent) environment
stabilized the chromophore with respect to the gas phase. The S0 and S1
states of the trans chromophore are strongly stabilized by −840 kJ/mol
and −832 kJ/mol, respectively. The S0 and S1 states of the cis chro-
mophore were stabilized relative to the gas phase by −407 kJ/mol and
−433 kJ/mol, respectively, during a representative Acis trajectory (data
not shown). Similar to the neutral chromophore the protein environment
prefers the trans conformation of the anion over cis. Before reaching the
CI seam, the S0 and S1 states of the chromophore were stabilized to
the same extent. At the CI, however, the protein environment lowered
the energy of the S1 state more strongly than the energy of the S0 state
by 26 kJ/mol and 20 kJ/mol for Atrans and Acis, respectively. This
preferential stabilization of S1 enhanced the ultra-fast radiationless de-
activation.
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5.2.3 Fluorescence Emission of the Zwitterionic
Chromophores
Ten simulations were carried out for the zwitterionic species. Five simu-
lations were started in the Ztrans conformation, and the other five sim-
ulations were initiated in the Zcis conformation. No decay back to the
ground state was observed within a maximum trajectory length of 10 ps,
neither for Ztrans nor for Zcis. In none of the excited state simulations,
the chromophore escaped from a planar S1 minimum in the vicinity of
the Franck-Condon region. This suggests that Ztrans and Zcis could be
the fluorescent species in asFP595, although the measured fluorescence
lifetime of 2.2 ns [9] is still orders of magnitude longer than our maximal
trajectory length (10 ps).
For Ztrans and for Zcis, we have carried out three additional sim-
ulations, respectively, in which we applied the conformational flooding
technique to accelerate the escape from the S1 minimum. Figure 5.6
shows the results obtained for Zcis. Similar results were obtained for
Ztrans (data not shown). Starting in the planar S1 cis minimum, the
flooding potential Vfl induced an isomerization in the S1 state to the
trans conformation within less than 0.5 ps. During the isomerization the
S0/S1 energy gap decreased significantly (Figure 5.6b), but no sponta-
neous surface crossing back to S0 was observed. Figure 5.6a shows the
structure along an isomerization trajectory at which the S0/S1 energy
gap was minimal. The chromophore adopted a hula-twist conformation
with the ring-bridging CH group pointing upwards (towards His197).
In the hula-twist mechanism, both ring-bridging torsion angles rotated
simultaneously, as shown in Figure 5.6c. After excitation to S1, the
flooding potential Vfl (inset of Figure 5.6b) induced the crossing of the
S1 barrier that separates the planar minimum from the hula-twisted
conformation. Upon the barrier crossing, the chromophore escaped the
influence of the flooding potential and Vfl dropped to (almost) zero. We
imposed a surface hop at the structure with the minimal S0/S1 energy
gap and switched off the flooding potential to allow an unperturbed re-
laxation on the S0 surface (dashed line in Figure 5.6).
The results thus obtained for the zwitterionic chromophore suggest
that a hula-twist CI may be spontaneously accessed if the trajectories
were extended to (significantly) longer times. In the next paragraph, we
characterize the CI and show that the minimum energy crossing point
for the zwitterionic chromophore has a high energy, thus hampering ra-
diationless decay.
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Figure 5.6: Isomerization of the cis zwitterion induced by conformational
flooding. a) Hula-twist structure adopted during isomerization trajectory b)
Ground (S0, black) and excited state (S1, red) potential energy traces along
the trajectory. S0 and S1 come energetically close, but the surface crossing
seam was not encountered. The surface hop was therefore imposed at the
structure with the minimum energy gap (dashed black line). The time evolu-
tion of the flooding potential Vfl is shown in the inset. c) Time evolution of
the torsion angles A (magenta) and B (blue). d) S0 and S1 energies (black
and red lines, respectively) along the isomerization trajectory. The protein
environment stabilizes S0 and S1 relative to the gas phase (dashed blue and
green lines, respectively). The energy offset is 1.97 × 106 kJ/mol. e) Energy
difference ∆E between the protein and the gas phase for S0 (black) and S1
(red). S0 is stabilized slightly stronger than S1 along the whole isomerization
pathway.
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S1/S0 Conical Intersection Topology and Influence of the Pro-
tein Environment
A planar S1 minimum and a hula-twist S0/S1 MECI were optimized for
the isolated zwitterion. In contrast to the anion and the neutral chro-
mophore, no twisted S1 minima were found. The gradient difference
vector and the derivative coupling vector at the MECI do not involve
torsional rotation of either torsion A or torsion B, indicating that the
CI seam lies parallel to the isomerization coordinate. The MECI lies
70 kJ/mol above the planar S1 minimum and 23.4 kJ/mol above the
Franck-Condon geometry. Hence, in contrast to the anion and the neu-
tral chromophore, no low-lying CI is present for the zwitterion, demon-
strating that radiationless decay in the gas phase cannot occur in an
unactivated manner. For the CI seam to become accessible, a significant
stabilization of S1 relative to S0 by the protein environment would be
required. However, as shown in Figures 5.6d,e the protein surrounding
does not reduce the S0/S1 energy gap anywhere along the isomerization
coordinate.
Deactivation of Ztrans through Proton Transfer
These results suggest that the zwitterionic chromophore is potentially
fluorescent, irrespective of the conformation. However, from the x-ray
crystal structures we know that only the cis chromophore fluoresces,
whereas the trans chromophore is dark [205]. A possible explanation for
this discrepancy is the presence of an alternative deactivation channel
that does not involve isomerization. This deactivation pathway is more
easily accessible for Ztrans than for Zcis. Only the latter is therefore
trapped in S1 and fluoresces.
The hydrogen bond between the NH group of the imidazolinone ring
and Glu215 strongly suggests that the alternative decay involves an ex-
cited state proton transfer (ESPT). Such ESPT would quench the flu-
orescence, because the resulting anion rapidly deactivates, as shown in
Section 5.2.2. However, by including only the chromophore into the QM
subsystem, we have excluded the possibility of observing such ESPT
in our QM/MM simulations. To study the possible effect of the chro-
mophore conformation on the hydrogen bonding network, we have per-
formed extended force-field MD simulations of both Ztrans and Zcis and
analyzed the relevant hydrogen bonds. As shown in Figure 5.7a, during
the simulation of Ztrans two stable hydrogen bonds were formed between
the protonated OH group of Glu215 and His197 as well as between the
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Figure 5.7: Distance between the
NH proton of MYG and Glu215
(blue) as well as between OH-group
of Glu215 and the Nδ atom of
His197 (red) during force-field MD
simulations of Ztrans (a) and of Zcis
(b). The inset in a) shows the cor-
responding distances.
NH proton of MYG and Glu215. Along these two hydrogen bonds, con-
certed proton transfer from Ztrans to Atrans is possible. The OH proton
of Glu215 could transfer to the Nδ atom of His197, which is followed
by or occurs simultaneous with the transfer of the NH proton of the
imidazolinone moiety to Glu215. In the force-field simulation of Zcis
the hydrogen MYG–Glu215 bond remained intact, whereas the Glu215–
His197 hydrogen bond broke up after about 1 ns (Figure 5.7b). The
same results were found in two additional statistically independent MD
simulations of Ztrans and Zcis (data not shown). Based on these results,
we conclude that only the trans zwitterion can be converted to the anion
through a short proton wire. Therefore, an ultra-fast deactivation chan-
nel is available only for the trans zwitterion, and not for the fluorescent
cis zwitterion. Studying the proton hops along the identified pathways
in asFP595, both in the ground and the excited state, is intriguing but
beyond the scope of the present work.
Having established that fluorescence can only originate from the zwit-
terionic chromophores, we can now predict the structure of the irre-
versibly fluorescent state of asFP595. We expect that intense irradia-
tion over a prolonged period of time leads to a decarboxylation of the
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Glu215 side chain (Figure 5.8). Such process is also known to occur in
GFP [254, 255] and DsRed [246]. A decarboxylated Glu215 can no longer
take up the NH proton from the zwitterionic chromophores. The absence
of an S1 deactivation channel leads to fluorescence. The experimental
finding that the irreversibly fluorescent state cannot be switched off by
light (see Introduction) is underlined by our observation that even in
the flooding-induced isomerization trajectories, there was no radiation-
less decay back to S0.
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Figure 5.8: Scheme of the proposed decarboxylation of Glu215, which yields
an irreversibly fluorescent zwitterion.
5.2.4 Influence of pi-stacked His197
Due to its close proximity to the chromophore and its co-planar orienta-
tion, we expected the charge state of His197 to influence on the excited
state properties of the asFP595 chromophore. The Poisson-Boltzmann
electrostatics calculations presented in chapter 4 have shown that slight
structural changes in the local environment change the preferred proto-
nation of the His197 imidazole ring between cationic and neutral and
that both protonation states are populated at room temperature.
In all our simulations of the anionic and zwitterionic chromophores
we considered both states of the His197, i.e., we ran the same number
of trajectories with a cationic and with a neutral imidazole ring. In all
cases, the His197 protonation state did not influence the decay mecha-
nism. Furthermore, we found that the S1 lifetimes were hardly affected.
For Atrans, decay times of τ = 0.50±0.02 ps and τ = 0.45±0.02 ps were
obtained from the simulations with a cationic and a neutral His197, re-
spectively. For Acis, the respective decay times were τ = 2.09± 0.03 ps
and τ = 2.48± 0.04 ps. A closer analysis of the hydrogen bonds in the
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chromophore cavity revealed the reason for the similar behavior. The
protonated N of the cationic His197 imidazole ring formed a hydrogen
bond to the anionic Glu145 side chain, which reduced the positive charge
density due to the cationic His197 above the phenoxy-ring of MYG. In
case of the neutral His197, a hydrogen bond between the deprotonated
N of His197 and the cationic ammonium group of Lys67 was estab-
lished, leading to the location of the positive Lys67 charge above the
chromophore. Thus, in both cases, the electrostatic environment of the
chromophore is similar, explaining the similar excited state lifetimes.
5.2.5 Switching Efficiency of asFP595
In the dark resting state, the chromophore adopts the trans conforma-
tion. To enter the fluorescent on state, the chromophore has to isomerize
from trans to cis. Photoisomerization was only observed for the neutral
form of the chromophore (Ntrans → Ncis). However, the Ntrans state is
only marginally populated (see chapter 4), explaining the low quantum
yield for switching asPF595 to the on state. Moreover, green light is
used to switch on asFP595, whereas the absorption maximum of Ntrans
is significantly blue-shifted. The use of blue light, however, would lead
to an unfavorable back-reaction due to the absorption of the blue light
by Ncis, leading to reverse cis-to-trans isomerization. Ncis is the pre-
dominant protonation species in the cis conformation, thus explaining
the high efficiency for the on-to-off switching. Fluorescence originates
from the Zcis species, which like Ntrans is also hardly populated (see
chapter 4). Taken together, the low populations of the involved states
give rise to the low overall fluorescence quantum yield of asFP595.
The insight thus obtained from our simulations can be exploited for
a targeted improvement of asFP595 for applications as a fluorescence
marker in optical microscopy. In particular, to improve the signal-to-
noise ratio a higher fluorescence quantum yield is desired. One way to
enhance fluorescence is to increase the stability of Zcis, e.g., by intro-
ducing additional hydrogen bond donors near the phenoxy-group of the
chromophore. Another possibility is to implement an internal proton
relay, similar to that in GFP. In GFP, a hydroxyphenyl-bound serine
residue, a water molecule, and a glutamic acid form an internal pro-
ton wire that enhances the formation of the fluorescent Acis species
from the neutral chromophore via excited state proton transfer. GFP
has a significantly higher fluorescence quantum yield as compared to
asFP595 [149, 148, 147, 209, 210]. Although the fluorescent species in
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Figure 5.9: Scheme of the re-
versible photoswitching mechanism
of asFP595 proposed in this work.
The fluorescent state Zcis is high-
lighted in red. The major proto-
nation species are indicated by the
bold boxes.
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asFP595 and GFP are different, the similarity between the chromophores
suggests that implementing a similar internal proton relay in asFP595
might increase the fluorescence quantum yield. However, due to the
competition between different reaction channels in asFP595, shifting the
relative populations of the protonation species will also affect the pho-
toswitchability. For example, increasing the population of the fluores-
cent species at the cost of the neutral species will decrease the back-
isomerization efficiency. Thus, a compromise has to be found between
increasing the fluorescence quantum yield on the one hand while main-
taining the photoswitchability of asFP595 on the other hand.
5.3 Conclusions
Understanding the excited state dynamics of ultra-fast photoactivated
processes in biomolecular systems such as the reversible photoswitching
of the fluorescent protein asFP595 represents a major challenge, but is
essential to unveil the underlying molecular mechanisms. The present
work demonstrates that by using an ab initio QM/MM excited state
molecular dynamics strategy together with explicit surface hopping, it
is not only possible to explain experimental quantities such as quantum
yields and excited state lifetimes, but also to make predictions that are
rigorously testable by experimental means, such as the nature of the
irreversibly fluorescent state or possible improvement to the fluorescence
quantum yield.
Figure 5.9 summarizes the proposed photoswitching mechanism. The
proton distribution at the active site of asFP595 governs the photo-
chemical conversion pathways of the chromophore in the protein matrix.
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Changes in the protonation state of the chromophore and some proximal
amino acids lead to different photochemical states, which are all involved
in the photoswitching process. These photochemical states are (i) the
neutral chromophore species Ntrans and Ncis, which can undergo trans-
cis photoisomerization, (ii) the anionic chromophores Atrans and Acis,
which rapidly undergo radiationless decay after excitation, and (iii) the
potentially fluorescent zwitterions Ztrans and Zcis. The overall stability
of the different protonation states is controlled by the isomeric state of
the chromophore.
Interestingly, other fluoroproteins contain a chromophoric moiety
similar to asFP595, like, e.g., Dronpa [200], DsRed [256, 246], Kaede
or KiKG [257, 258], eqFP611 [259, 260, 261, 262], Rtms5 [263], and
HcRed [264]. In these structures cis or trans conformations of the chro-
mophore have been observed. Our simulations on asFP595 suggest that
chromophore photoisomerization could also be possible in these fluoro-
proteins. In particular, the similar structure of the reversibly photo-
switchable protein Dronpa suggests that also the Dronpa chromophore
can undergo trans-cis photoisomerization.
110 CHAPTER 5. ASFP595: PHOTOISOMERIZATION
Chapter 6
Photostability of the
Cytosine-Guanine DNA
Base Pair
This project was done in close collaboration with Dr. Martial Boggio-
Pasqua and Prof. Mike Robb from the Imperial College London. The
static multiconfigurational calculations in the gas phase were carried
out by Martial. Dr. Gerrit Groenhof carried out preliminary QM/MM
excited state MD simulations to establish the validity of the applied
methods. I carried out the excited state MD simulations and analyzed
the data presented in Tables 6.2 and 6.5. The figures presented in this
chapter were prepared together with Gerrit. The preparation of the
DNA structure and the subsequent force field equilibration (prior to the
QM/MM simulations) was done by Maik Go¨tte.
6.1 Introduction
Deoxyribonucleic acid (DNA) carries the genetic information of all cel-
lular forms of life. DNA usually forms a double helix, in which the
nucleoside bases of the single strands are stacked upon each other, form-
ing strong hydrogen bonds with the bases in the complementary strand
(Watson-Crick configuration [81, 82]). Because the bases absorb light
in the harmful ultra-violet (UV) region of the spectrum (wavelength ¡
400 nm), DNA is vulnerable to photochemical damage. To protect the
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genetic information, highly elaborate mechanisms have evolved to repair
damaged DNA [3, 4, 5]. More important, however, is the robustness
of DNA with respect to UV damage. Indeed, when arranged in the
Watson-Crick configuration, the isolated base pairs have an extremely
short excited-state lifetime, suggesting a high photostability. Excited
state decay measurements of bases and model base pairs suggest a sub-
picosecond repopulation of the ground state [49, 84]. Recent experiments
by Abo-Riziq and co-workers indicate that the excited state of an iso-
lated cytosine-guanine (C-G) base pair even has a lifetime in the order
of a few tens of femtoseconds [83]. Recent static quantum chemistry
calculations by Domcke and co-workers suggest that this ultra-fast de-
activation may be triggered by a barrierless single proton transfer in the
excited state [85, 86].
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Figure 6.1: The cytosine-guanine base pair in the Watson-Crick configura-
tion. a) Snapshot taken from one of the QM/MM molecular dynamics simu-
lations of a 22 base pair DNA. The QM subsystem is shown in ball-and-stick
representation; MM atoms are shown as sticks. Color code: carbon skeleton
of the QM subsystem in green, MM carbon atoms in brown, nitrogen atoms in
blue, phosphor atoms in magenta, oxygen atoms in red, and hydrogen atoms
in white. b) Schematic representation of the base pair in vacuum, defining the
atom names used in the text.
This chapter presents ab initio and QM/MM molecular dynamics
simulations of a photoexcited cytosine-guanine (C-G) base pair in gas
phase and embedded in DNA (Figure 6.1). The results of the simulations
provide detailed structural and dynamical insights into the ultra-fast ra-
diationless deactivation mechanism at a spatial and temporal resolution
well beyond that of current experiments. According to the simulations,
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photon absorption to the charge transfer state (CT, Figure 6.3, a → d)
promotes transfer of a proton from the guanine to the cytosine (Fig-
ure 6.2). Although in principle not actually essential for the decay, the
proton transfer (PT) indirectly enhances ultra-fast radiationless deacti-
vation of the excited state through an extended conical intersection (CI)
seam. The conical intersection has an unusual topology, in that there
is only one degeneracy-lifting coordinate. This topology is the central
mechanistic feature for the decay in both vacuum and DNA. Radiation-
less decay occurs along an extended hyperline that lies nearly parallel
to the proton transfer coordinate in the vicinity of the minimum of the
charge transfer state (Figure 6.4), indicating that the proton transfer it-
self is not directly responsible for the deactivation. The seam is displaced
from the minimum energy proton transfer path along a skeletal defor-
mation of the bases. Decay can thus occur anywhere along the single
proton transfer coordinate, accounting for the remarkably short lifetime
of the excited base pair. In vacuum, decay occurs after a complete pro-
ton transfer, whereas in DNA, decay can also occur much earlier. The
origin of this effect lies in the temporal electrostatic stabilization of the
dipole in the charge transfer state in DNA.
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Figure 6.2: Photochemistry of the cytosine-guanine base pair in vacuum.
Upon excitation to the CT state (S1, cyan carbons) an electron transfer takes
place from guanine to cytosine that is followed by a proton translocation (snap-
shot after 20 fs). The proton transfer leads to fast deactivation to S0 (green
carbons) through the conical intersection seam (48 fs). After returning to S0,
the proton is rapidly transferred back to the guanine base. The images are
snapshots from one of our non-adiabatic molecular dynamics trajectories (run
r, Table 6.2).
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Figure 6.3: Valence bond representations of the relevant electronic states of
the C-G base pair.
6.2 Methods
To model the dynamics of the photoactivated C-G base pair in our MD
simulations, energies and gradients of both the excited CT (S1) and
ground states (S0) were calculated on the fly at the CASSCF/3-21G
level of theory [131, 132] with a reduced active space of 8 electrons in 8
orbitals. The reaction starts on the CT state but ends on S0. The hops
between the two electronic states were modeled by surface selection at
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the conical intersection (CI) seam. For all MD simulations Gromacs 3.3
[183] with an interface [63] to Gaussian03 [185] was used.
The rather small active space of 8 electrons in 8 orbitals was val-
idated using geometry optimizations of relevant excited state minima
and minimum energy crossing points for the isolated base pair. The full
CASSCF active space for the C-G base pair would require 24 pi elec-
trons distributed in 19 pi orbitals. Neglecting the lowest energy nodeless
strongly occupied orbitals on each base and the corresponding virtual or-
bitals yields a manageable 20 electron, 15 orbital active space in which
a single energy point calculation is feasible [265]. The final 8 electron,
8 orbital reduced active space was selected from a calculation using this
larger active space to enable the simultaneous description of the elec-
tronic ground state and the lowest excited charge transfer state. The σ
orbitals involved in the transfer of the central proton were not included
within the active space because the proton transfer involves heterolytic
bond cleavage.
At the Franck-Condon geometry, the CT state appears, in our cal-
culations, as the lowest excited state (S1) because of our particular se-
lection of active space and orbitals, which biases this state relative to
the locally excited (LE) states. Highly correlated CASPT2 computa-
tions by Domcke an coworkers [85, 86] show two LE states in between
S0 and the CT state (Figure 6.3, b and c). The relative energies of these
states are within 40 kJ/mol of the CT state. These LE states would be
initially populated upon excitation because of their much larger oscil-
lator strengths. However, the LE states become higher in energy than
the CT state upon after vibrational relaxation (see Figure 6 in refer-
ence [85, 86]). Thus, as we will discuss in the next section, the active
space used in our MD simulations is a good representation of the CT
state, and there is good agreement with the CASPT2 calculations by
Domcke and co-workers (barrierless proton transfer pathway, CT mini-
mum structure, and surface crossing with the ground state). Moreover,
as Domcke and co-workers have also shown, there is virtually no barrier
to reach a surface crossing, which justifies initiating our MD simulations
directly in the CT state. Thus, we have not studied the vibrational re-
laxation taking place in one of the LE states, but rather we have focused
on the single proton transfer channel only.
The starting coordinates for the QM/MM simulations of the fully
hydrated 22 base pair B-DNA molecule were extracted from the crystal
structure of the human DNA/topoisomerase I complex (entry 1A31 of
the PDB [266]), in which the 5-iodo-2-deoxy-uracils were replaced by
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thymines and a break in the strand was fixed. As shown in Figure 6.1a,
the C8-G37 base pair in the center of the molecule was described at the
QM level, whereas the remainder of the system was modeled with the
Amber99 force field [109]. The chemical bonds between the bases and
the deoxyribose sugar rings connecting the QM and the MM subsystems
were replaced by a constraint [226], and the QM part was capped with
two hydrogen link atoms. The forces on the link atoms were distributed
over the two atoms of the original bonds using the lever rule. The non-
bonded interactions (Coulomb and Lennard-Jones) between the QM and
the MM subsystems were calculated within a sphere of 1.6 nm. To avoid
over-polarization of the QM subsystem, the charges on the MM atoms
at the QM/MM boundary were set to zero, and the charges on the
neighboring MM atoms were scaled to maintain an integer charge in the
MM subsystem. In the QM/MM simulations, a time step of 0.5 fs was
used, and no constraints were applied in the QM subsystem.
To equilibrate the DNA and the solvent prior to the QM/MM simu-
lations, the system was simulated classically for 1000 ps. The simulation
was performed in a rectangular 5.0× 4.3× 9.1nm3 periodic box. After
adding 6045 TIP4P water molecules [267], 42 sodium ions were inserted
to compensate for the net negative charge of the DNA. The final system
contained 25627 atoms. First, the system was energy-minimized (200
steps, steepest descent). Subsequently, a 250 ps MM simulation was
performed with harmonic position restraints on all DNA heavy atoms
(force constant 1000 kJmol−1nm−2) for an initial equilibration of the
water molecules and the ions. All simulations were run at constant tem-
perature and pressure by coupling to an external bath [187] (τT = 0.1 ps
and τp= 1.0 ps). The LINCS algorithm [226] was used to constrain bond
lengths, allowing a time step of 2 fs in the classical simulations. SET-
TLE [188] was applied to constrain the internal degrees of freedom of the
water molecules. A twin-range cut-off method was used for non-bonded
interactions. Lennard-Jones interactions within 1.6 nm were calculated
every time step, as were the Coulomb interactions within 1.0 nm. The
particle mesh Ewald (PME) method [227] with a reciprocal grid spacing
of 0.12 nm was used to calculate long range Coulomb interactions.
To generate the initial conditions for the excited state simulations,
the systems (gas phase and condensed phase) were simulated for an
additional 2 ps in the ground state at the CASSCF(8,8) level. From
these ground state trajectories, frames at equal time intervals were used
as starting structures for the excited state MD simulations.
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6.3 Results and Discussion
Figure 6.4 shows a “cartoon” of the potential energy surfaces of the
cytosine-guanine base pair for the ground (grey) and excited states (red)
along with the path of a typical MD trajectory (dashed yellow/green
line). The multi-dimensional surfaces are projected onto the proton
transfer coordinate and the single degeneracy-lifting coordinate.
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Figure 6.4: Schematic representation of the potential energy surfaces of the
excited and ground states of the cytosine-guanine base pair versus proton
transfer (N1-H-N3) and a skeletal deformation of the bonds (see Figure 6.7).
The dashed yellow/green line represents the path sampled in a typical trajec-
tory. Motion along the proton transfer coordinate connects the Franck-Condon
geometry to the minimum of the CT state. Non-radiative decay occurs along
the seam between the surfaces (conical intersection hyperline). The trajectory
encounters the seam more than once and recrosses between CT and S0.
The first coordinate involves transfer of the central proton (N1 −
H · · ·N3, Figure 6.1b), whereas the latter describes a skeletal deformation
of the base pair. The position of the S1/S0 intersection seam controls
the passage of the trajectory from the excited state to the ground state.
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6.3.1 Dynamics of the Isolated Base Pair
In the gas phase, 20 excited state simulations were initiated, each from a
different frame of the 2 ps ground state trajectory. In these simulations,
excited state lifetimes between 29 and 223 fs were observed (Table 6.2).
Most trajectories showed several recrossings between the S1 and S0 sur-
faces (Table 6.2, 4th column). Such recrossing phenomenon has also been
observed experimentally for the diatomic sodium iodide gas [268, 269].
On average three such recrossings were observed. Simple exponential fits
yielded decay times of τ = 29± 3 fs and τ = 89± 4 fs until the first and
final surface hop to S0, respectively. These timescales favorably com-
pare to the measurements of a fast decay time decay time of a few tens
of femtoseconds [83]. The number of trajectories may seem small but
nevertheless yields a consistent mechanistic picture.
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Figure 6.5: S0 (blue) and S1 (red) potential energies during a typical simu-
lation (top panel, run h in Table 6.2); distances of the central proton to the
donor (guanine N1) and acceptor (cytosine N3) (bottom). Surface hops are
indicated by the dashed lines, time inervals on S1 are colored yellow.
The excitation to the charge transfer state (CT), in which a single
electron has been transfered from the guanine to the cytosine (a → d,
Scheme 6.3), induces a spontaneous transfer of the central proton from
guanine to cytosine within a few femtoseconds (Figure 6.2 and Scheme
6.3, d → d’). The bottom panel of Figure 6.5 shows the distance of this
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run τ(S1) 1st hop (fs) τ(S1) last hop (fs) rec. dN3−H last hop (A˚)
a 19 56 2 1.09
b 49 223 9 0.92
c 27 29 1 1.19
d 51 188 6 0.95
e 28 70 2 0.98
f 28 49 1 1.12
g 30 207 8 1.04
h 21 107 3 0.88
i 37 163 6 1.09
j 28 57 2 1.22
k 25 31 1 1.23
l 45 69 2 1.10
m 46 166 4 1.04
n 35 64 3 1.09
o 28 50 2 0.98
p 31 163 5 0.98
q 30 106 4 0.99
r 48 48 0 1.08
s 49 128 2 0.95
t 46 81 2 0.96
Table 6.2: Excited state lifetimes and number of surface hops in 20 simula-
tions of the isolated cytosine-guanine base pair in vacuum. The two lifetimes
in columns 2 and 3 refer to the time until the first and last surface hop to the
ground state, respectively.
proton to its donor (guanine N1) and acceptor (cytosine N3) during a
typical simulation. The last column of Table 6.2 lists the N3-H distance
at the time of the last hop, which ranges from 0.88–1.23 A˚. In the CI
minimum the N3-H distance is 1.01 A˚ (Table 6.3), thus the hopping
geometries are all close to that CI minimum. After the proton transfer,
the system hits the conical intersection seam (Figure 6.2) and returns to
the ground state, as indicated by the first dashed line. However, within
a few femtoseconds, the seam is encountered again, and a second hop
takes the system back to S1, where it stays until another hop occurs.
These recrossings are a manifestation of a specific CI surface topology
that we will discuss below. Because of this topology, diabatic trapping is
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possible [270], and in principle the system could remain locked, switching
back and forth between the S1 and S0 states and never reaching the
S0 minimum. However, this locking was not observed in any of our
simulations, and after a finite number of such recrossings all trajectories
eventually ended up on the ground state surface. On average the system
spent 60 fs in this diabatic trap.
The hops to S0 are accompanied by a shift of negative charge from
the cytosine back to the guanine (d’ → a’, Scheme 6.3). This charge
transfer provides the driving force for the central proton to return to the
guanine after the final hop, which happens within a few femtoseconds
(Figures 6.1 and 6.2, Scheme 6.3, a’ → a).
In five out of twenty simulations the original Watson-Crick configu-
ration was not restored, and the base pair eventually adopted a different
tautomeric state, as shown in Figure 6.6.
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Figure 6.6: Formation of a different tautomer by a concerted double proton
transfer. After deactivation of S1 (cyan carbon atoms) through the conical
intersection, the proton returns to the guanine. The excess thermal energy that
is released upon returning to S0 (green carbon atoms) induces a spontaneous
double proton transfer (82 fs), which leads to the formation of a different
tautomer (200 fs).
In three of these cases the central proton remained bound to the
cytosine (N3-H), and after the final surface hop to the ground state,
a proton was transferred from the cytosine amino group (NH2) to the
guanine O6 oxygen atom instead. In the two other cases the excess ther-
mal energy released during the deactivation process induced a concerted
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double proton transfer in the ground state after the final radiationless
transition, yielding the same tautomer. The system remained in this
local minimum for the rest of the simulation, suggesting a barrier for re-
tautomerization. This observation is in agreement with the experiments
of Zewail and coworkers on model base pairs [271] and was also seen
in recent CPMD simulations [272]. In solvated double stranded DNA,
where the bases are held tightly together by the phosphate backbone, the
excess thermal energy can be channeled away more efficiently, and such
potentially mutagenic double proton transfer events were not observed
(see below).
6.3.2 S1/S0 Intersection Topology
This subsection discusses the conical intersection that occurs between a’
and d’ (Figure 6.3) in the region of the CT minimum. Photon absorp-
tion triggers a transition from the covalent ground state (Scheme 6.3, a)
with 10 and 14 electrons in the pi systems of the cytosine and guanine,
respectively, to the zwitterionic CT state (Scheme 6.3, d) with 11 and
13 pi electrons, respectively. This CT state is diabatically correlated to
the non-zwitterionic CT minimum with the central proton transferred
to the cytosine (Scheme 6.3, d’).
The excited state CT minimum and an adjacent minimum energy
conical intersection were optimized. Table 6.3 lists the bond lengths at
these critical points.
derivative coupling vectorgradient difference vector
BA
Figure 6.7: The computed gradient difference (a) and derivative coupling
vectors (b) at the optimized conical intersection geometry, which is almost
identical to the S1 minimum (Table 6.3). The plotted amplitudes are arbitrary.
The vectors in (a) and (b) are obviously co-linear and of opposite phase. Thus
they are linearly dependent and span a one-dimensional branching space.
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bond CT min CI min bond CT min CI min
N1-C2 1.358 1.356 N1-C2 1.307 1.307
C2-O2 1.238 1.238 C2-N2 1.317 1.317
C2-N3 1.353 1.354 C2-N3 1.414 1.416
N3-H 1.011 1.010 N3-C4 1.274 1.273
N3-C4 1.412 1.415 C4-C5 1.442 1.441
C4-N4 1.373 1.377 C5-C6 1.439 1.441
C4-N5 1.368 1.365 C6-O6 1.247 1.246
C5-C6 1.402 1.405 C6-N1 1.381 1.383
C6-N1 1.419 1.419 C5-N7 1.368 1.366
N7-C8 1.325 1.326
C8-N9 1.398 1.397
C4-N9 1.367 1.368
Table 6.3: Bond lengths (in A˚) of the cytosine (left) and the guanine (right)
bases at the optimized minima of the charge transfer state and the conical
intersection seam.
The central proton is completely transferred to the cytosine in these
configurations, with the same N3−H bond distance of 1.01 A˚ in the CT
minimum and at the conical intersection (Table 6.3). This is in good
agreement with Domcke’s highly correlated calculations [85, 86], which
locate the CT minimum at an N1−H bond distance of 2.0 A˚, compared
to 1.98 A˚ in our calculations. In the isolated base pair we found the CI
minimum to lie only 1 kJ/mol above the CT minimum. Thus, within the
accuracy of the applied methods, the CT minimum and the CI minimum
have about the same energy. The same energies indicate that the seam
is encountered after adiabatic reaction on the CT state surface. Other
minima or other topological features between the Franck-Condon region
and the CT minimum were not found.
At the conical intersection, the gradients of the ground and CT state
are parallel, indicating that the CI is sloped. The gradient difference
vector and the interstate coupling vector that span the branching space
of the conical intersection are co-linear and correspond to a skeletal de-
formation of the two bases (Figure 6.7). These vectors do not contain
a first order component of the proton transfer. The conical intersection
therefore lies on a hyperline that is parallel to the proton tranfer coordi-
nate (Figure 6.4). A quadratic analysis of the intersection seam revealed
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that the coupling to proton transfer is of second order and that the seam
curves along this coordinate.
Because the derivative coupling and gradient difference vectors that
lift the S1/S0 degeneracy of the seam are co-linear, the branching space
is one-dimensional. The conical intersection hyperline thus has a dimen-
sion of (N int-1) instead of (N int-2), where N int is the number of internal
degrees of freedom of the system (see Section 2.3.3). The unusual char-
acter of this (N int-1) dimensional sloped intersection seam means that
it cannot be avoided, creating a diabatic trap for the CT state.
In summary, the S1/S0 intersection seam in the base pair is sloped
and there is only one coordinate that lifts the degeneracy. This topol-
ogy accounts for the recrossings (partial diabatic trapping) that were
observed in the dynamic simulations. As schematically shown in Figure
6.4, vibrational motions along this coordinate repeatedly drive the sys-
tem in-and-out of the CI, until the base pair eventually returns to its
stable ground state minimum. The proton transfer coordinate is perpen-
dicular to the one-dimensional branching space and therefore does not
lift the degeneracy. The seam is accessible anywhere along the proton
transfer coordinate, and in principle proton transfer is not essential for
the S1 decay. Rather, since in the excited CT state proton transfer is
a barrierless downhill process, part of the excitation energy is rapidly
channeled into excess vibrational energy of the other degrees of freedom
(through intra-molecular vibrational relaxation), including the skeletal
deformation that leads to the intersection seam. Therefore, the proton
transfer indirectly facilitates the ultra-fast radiationless decay.
6.3.3 Dynamics of the C-G Base Pair in DNA
Thus far, this chapter described the mechanism that underlies the ultra-
fast excited state decay process of an isolated base pair. To study how
the DNA surrounding influences this process, we have performed 20 ex-
cited state QM/MM MD simulations of a cytosine-guanine base pair
embedded in a fully hydrated double stranded B-DNA molecule (Figure
6.1a). Also in DNA, the excited state rapidly decays through the conical
intersection seam. The average excited state lifetimes of τ = 48±4 fs and
τ = 137±6 fs until the first and last surface hop, respectively (Table 6.5)
are somewhat longer than in vacuum. However, there is no fundamental
difference between the processes in vacuo and in condensed phase, which
can both be considered ultra-fast excited state decay processes. An aver-
age of four S1/S0 recrossings were observed in the DNA, one more than
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run τ(S1) 1st hop (fs) τ(S1) last hop (fs) rec. dN3−H last hop (A˚)
a 26 352 12 0.99
b 27 87 3 0.94
c 28 102 5 1.35
d 26 26 0 1.15
e 30 98 3 1.04
f 28 138 1 1.05
g 58 172 10 1.09
h 174 176 1 0.94
i 181 205 1 0.88
j 30 211 4 1.15
k 12 101 2 1.00
l 11 11 0 1.89
m 23 197 7 1.04
n 27 128 6 0.90
o 25 68 1 1.07
p 67 498 13 1.08
q 122 259 6 1.19
r 30 84 2 1.00
s 11 87 2 1.14
t 145 145 0 1.83
Table 6.5: Excited state lifetimes and number of surface hops in 20 simula-
tions of a cytosine-guanine base pair in hydrated DNA. The two lifetimes in
columns 2 and 3 refer to the time until the first and last surface hop to the
ground state, respectively.
in vacuum. The N3 − H distances at the final crossings (last column)
ranged between 0.88 A˚ and 1.89 A˚, spanning the full extent of the CI
seam.
The N3-H distances at the last hop can be divided in two sub popu-
lations. Most of the hops occur near the CT minimum, but in two out
of the twenty DNA trajectories the S1/S0 seam was hit before proton
transfer could occur (runs l and t, Table 6.5). In these cases no recross-
ings were observed, which is a natural consequence of the extended seam
(Figure 6.4). However, this part of the seam is not accessible in the gas
phase. These observations suggest that the DNA environment can tem-
porarily lower the energy of the charge transfer state and thus bring the
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crossing seam closer to the Franck-Condon region than in vacuum. This
conjecture was tested by computing the overall electrostatic stabilization
of a CT dipole model that was created by placing a point charge in the
center of each six-membered ring of the base pair. The total electrostatic
potential was then evaluated at every frame of the trajectories. In runs
l and t, the CT dipole is stabilized by the DNA environment by around
100 kJ/mol.
In DNA, the base pair always returned to the initial Watson-Crick
configuration after deactivation, and no double proton transfer events
were observed. The interactions with the rest of the DNA kept the base
pairs tightly together. In this respect the base pair is more photostable
in DNA than in vacuum, where the recovery of the original ground state
Watson-Crick configuration was only observed in 75% of the cases. In
the other 25% a wrong tautomer was formed.
By including only a single base pair in the QM region, the possibil-
ity of observing possible intra-strand excimer formation was excluded.
Recent experiments by Kohler and co-workers on an (AT)18 B-DNA
molecule have revealed that excited state relaxation mainly involves such
intra-strand excimer formation [273]. The measured excited state life-
time was about 50-150 ps, indicating that the ultra-fast proton transfer is
not the predominant decay channel in (AT)18. This observation suggests
that also for DNA containing C-G base pairs, such excimer formation
could play an important role in the decay process. We must assume that
there could be a competition between entering the charge transfer state
of the base pair and the excimer formation. The efficiency of the first
process is strongly dependent on the hydrogen bonding configuration, as
Domcke and co-workers have shown [85, 86]. All our QM/MM simula-
tions were initiated from ideal Watson-Crick configurations, with three
hydrogen bonds between the bases. These configurations were by far
more predominant during a 50 ns classical ground state DNA simulation
than partially unpaired base pairs. Entering the CT state from such
partially unpaired configurations could be more difficult, leading to a
different decay process. Studying alternative pathways such as excimer
formation is a formidable task, and is beyond the scope of this work.
6.4 Conclusions
Understanding the dynamics of the ultra-fast deactivation processes in
the cytosine-guanine base pair represents a major challenge. This chap-
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ter has shown that by using an ab initio MD strategy with explicit
surface hopping, it is not only possible to reproduce the experimental
excited state lifetime of the isolated cytosine-guanine base pair, but also
to provide detailed mechanistic insights into the deactivation process.
The important mechanistic aspect of the CI surface topology is the pres-
ence of an extended seam parallel to the reaction path, so that decay
can occur in principle anywhere along the proton transfer coordinate via
a skeletal deformation. In the gas phase the reaction path is sufficiently
steep along the proton transfer coordinate for the system to become
partially equilibrated in the charge transfer state minimum before radia-
tionless decay. In the DNA, this process appears to be prevalent as well.
However, decay was also observed occasionally near the Franck-Condon
region due to electrostatic stabilization of the CT resonance structure
by the DNA surroundings. We expect that this work will stimulate fur-
ther experimental and theoretical studies to validate our conclusions, in
particular, the ultra-fast decay time and the predicted oscillatory repop-
ulations of the excited state.
Chapter 7
Elastic Properties of
Azobenzene Polymers
7.1 Introduction
Nanomechanical devices or molecular machines will, for a broad range
of applications, most likely be powered by light or other kinds of elec-
tromagnetic radiation [10, 11, 12, 13]. The major reasons are ease of
addressability, picosecond reaction times to external stimuli, and com-
patibility with a broad range of ambient substances, such as solvents,
electrolytes, or gases. Azobenzene is a well-studied photoactive sys-
tem, which can be photoswitched selectively from an extended trans
and a more compact cis conformation using light of wavelength 365 nm,
whereas the reverse cis-to-trans isomerization is induced by light of wave-
length 420 nm (Figure 7.1a) [87, 88]. Many processes, such as light-
driven ion transport through biological membranes [274, 275, 276], can
be steered by conformational switching of azobenzene chromophores.
Azobenzene has been used frequently in synthetic photoresponsive sys-
tems for the regulation of the geometry and function of biomolecules
[277, 278, 279, 280, 281, 282, 283, 35, 284, 285].
The isomerization of individual azobenzenes has also been studied
by scanning tunneling microscopy [286, 287]. Recently, a bistable polya-
zobenzene peptide was synthesized as a model system for a light-powered
molecular machine, and its mechanical properties were characterized by
means of single-molecule atomic force microscope (AFM) experiments
127
128 CHAPTER 7. AZOBENZENE POLYMERS
(Figure 7.1b, c) [89, 90]. Optical switching of the azobenzene poly-
mers between their extended trans and compact cis conformations was
demonstrated, and the corresponding change in the contour length of
the polymer was detected. Thereby, in analogy to an Otto cycle, Gaub
and co-workers established an optomechanical operating cycle, in which
optical contraction against an external force delivered net mechanical
work [89, 90]. Thus, they demonstrated that azobenzene polymers in-
deed hold great promise for future applications in nanotechnology, for ex-
ample, as light-triggered molecular switches or cargo lifters. In a related
experiment, Vancso and co-workers characterized a redox-mechanical
cycle by using electrochemical AFM-based single-molecule force spec-
troscopy [288].
However, the measured overall length change upon switching between
the cis and trans polymers — and thus the work output — was consider-
ably smaller than could be expected on the basis of the length change of
a single azobenzene monomer and the number of individual monomers.
To resolve this discrepancy, and, more generally, to obtain a detailed
microscopic understanding of the underlying polymer mechanics at the
atomistic scale, we carried out explicit solvent force-probe molecular dy-
namics (FPMD) simulations [165, 166] of polyazobenzene model peptides
under mechanical stress, the results of which resemble those of the AFM
experiments described in Figure 7.1c. The simulations provided detailed
mechanistic insight that is prerequisite for the efficient and targeted op-
timization of photoswitchable polymers for future applications in nan-
otechnology. Because we were only interested in the elastic properties
of these model polymers, and not in the photoisomerization kinetics, we
kept the azobenzenes fixed in the cis or trans conformation during the
simulations. We did not include the photoisomerization itself into our
simulations on the assumption that this process occurs on much faster
time scales than the subsequent structural rearrangement of the polymer.
Indeed, sub-picosecond kinetics have been observed for azobenzene pho-
toisomerization [289, 290] which, is a complex process involving several
electronically excited states [291, 292, 289, 293, 294, 295, 290].
By comparing our simulations to the AFM experiments, we gleaned
insight into the overall elastic properties of azobenzene polymers and
could relate our results directly to the measured elasticity characteristics.
We were able to elucidate the crucial role of the peptides that interlink
the azobenzene units and to predict the elastic behavior beyond the
experimentally accessible force regime. Finally, we used the detailed
mechanistic understanding thus obtained to design a photoswitchable
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polyazobenzene peptide with improved optomechanical properties.
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Figure 7.1: a) Photochromic azobenzene can be switched between a compact
cis and an extended trans conformation. b) A polyazobenzene peptide com-
posed of Lys-Azo-Gly azotripeptide units. c) Sketch of the AFM experiment
which motivated the study described herein [89, 90]. The azobenzene polymer
was attached to the AFM tip through a cysteine linker (top), and mounted to
an amino-functionalized surface (bottom); adopted with permission of the au-
thors of ref. [89]. d) Space-filling representation of the all-trans conformation
of the model polymer used for the force-probe MD simulations. To mimic the
AFM experiments, a harmonic spring was attached to the N-terminus (top)
and pulled upwards with constant velocity, while the C-terminus was kept
fixed (bottom).
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7.2 Simulation Details
7.2.1 Setup
The model azobenzene polymers used in our simulations were
constructed from four azotripeptide units (n = 4 in Figure 7.1b).
These (Lys-Azo-Gly)4 dodecamers have the same stoichiometry as the
polymers used in the AFM studies. As in in the experiments, DMSO
(dimethylsulfoxide) was used as a solvent. To study the effect of
the azobenzene conformation (cis or trans) on the elastic properties,
we considered three stereochemically different polymers, an all-cis,
an all-trans, and a mixed cis-trans-cis-trans system. The mixed
polymer was considered because complete photoisomerization upon
optical pumping was not achieved in the experiments as a result of
the overlapping absorption bands of the cis and trans states [89, 90].
The study of this polymer would also reveal possible cooperative effects
between adjacent monomers.
All simulations were carried out with the Gromacs simulation suite
[183], using the OPLS all-atom force field [108] and periodic bound-
ary conditions. NpT ensembles were simulated with the polymer and
solvent coupled separately to a 300 K heat bath (τT = 0.1 ps) [187].
The systems were isotropically coupled to a pressure bath at 1 bar
(τp = 1.0 ps) [187]. Application of the Lincs [226] algorithm allowed for
an integration time step of 2 fs. Short-range electrostatic and Lennard-
Jones interactions were calculated within a cutoff of 1.0 nm and 1.4 nm,
respectively, and the neighbor list was updated every 10 steps. The
particle mesh Ewald (PME) method was used for the long-range elec-
trostatic interactions [227]. To compensate for the net positive charge
of the protonated polymers, four chloride ions were added.
The OPLS force constants of the angles involving the central azo-
moiety are crucial for the elastic properties and were determined us-
ing quantum chemical calculations. Relaxed potential energy surface
scans along a stretching coordinate defined by the distance between the
azobenzene p-carbon atoms were performed at the B3LYP/6-311+G*
density functional level [221, 296] using Gaussian03 [185]. As shown
in Figure 7.2, the OPLS parameters were chosen such as to accurately
describe the potential energy along the stretching coordinate as well as
the corresponding structures. For the rotation around the central N=N
bond, a dihedral potential barrier of 100 kJ/mol was chosen, in accor-
dance with the measured barrier of 108 KJ/mol [297]. Atomic partial
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charges of azobenzene were obtained from B3LYP/6-31G* calculations
according to the CHELPG scheme [228]. The employed force field pa-
rameters are summarized in the Tables in the Appendix.
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Figure 7.2: Parametrization of the OPLS force field for azobenzene against
B3LYP/6-311+G* density functional calculations. a) Potential energy along
the C4-C4’ stretching coordinate of azobenzene in vacuo. The curves for cis
and trans azobenzene are shown in blue and red, respectively. The OPLS force
field was parametrized such that the force field potential energy (dashed lines)
closely matches the B3LYP/6-311+G* energy (solid lines). The energy offset
between the cis and trans conformers was taken from the DFT calculation.
Note that cis azobenzene is significantly softer as compared to trans. b) All-
atom rmsd between the force field and DFT structures along the stretching
coordinate.
The starting configurations for the FPMD simulations were obtained
as follows. First, the azobenzene polymers were constructed using py-
mol [298]. In these structures, the lysines and glycines were modeled
in their extended anti conformations, with ψ and ϕ backbone dihedral
angles of 135◦ and −140◦, respectively. Second, the polymers were sol-
vated in a cubic box of DMSO and energy minimized (1000 steps steepest
descent), followed by 500 ps of MD with positional restraints on all poly-
mer heavy atoms to equilibrate the solvent. Then, the whole system was
equilibrated for 1 ns, after which the solvent was removed. The poly-
mer was aligned along the z-axis, and the simulation box was extended
in the z-direction to enable the accommodation of the fully stretched
conformation. Finally, DMSO was added to this elongated box and
equilibrated with positional restraints on all polymer heavy atoms for
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another 500 ps to yield the starting configurations for the FPMD sim-
ulations. Depending on the capping of the lysine side chains and the
azobenzene conformations, total system sizes were between 35,000 and
57,000 atoms.
7.2.2 Force Probe MD Simulations
During the force-probe simulations, the N-terminus Nα was subjected
to a moving harmonic spring potential (eq 2.51 in Section 2.5) with a
spring constant of k0 = 500 kJ mol
−1nm−2. The C-terminus Cω was
fixed by a stationary harmonic potential (kfix = 1000 kJ mol
−1nm−2).
Mechanical stress to probe the elastic behavior of the model polymers
was applied by moving the spring with constant velocity v in positive
z-direction, zspring(t) = z(0) + vt, with z(0) := zNα(0). During the
FPMD simulations, zspring , zNα , and the position of the C-terminus were
recorded every 0.1 ps, whereas the positions of all polymer atoms were
recorded every 0.5 ps. For further analysis, the force at the spring poten-
tial (calculated using eq 2.52) was averaged using a 50 ps time window.
The data for the wormlike-chain (WLC) fits were truncated at 500 pN,
which was the maximal force in the AFM experiments. The FPMD sim-
ulations were carried out with pulling velocities of v = 0.1 nm/ns and
v = 0.5 nm/ns to yield simulation times of 50–70 and 10–14 ns, respec-
tively, per trajectory. The total simulation time was about 500 ns.
7.3 Results and Discussion
7.3.1 Elastic Properties
The force-versus-extension traces obtained from the AFM experiments
reflect the elastic properties expected for a polymer subjected to a me-
chanical load. Figure 7.3a shows the overall force-extension traces of
the all-cis, all-trans, and mixed azobenzene model polymers obtained
from our force-probe MD simulations (over 50–70 ns each). These traces
closely resemble the curves from the AFM experiments (Figure 7.3a, in-
set) [89, 90]. At higher forces above 600 pN, deviations from the WLC
behavior are seen. These deviations are discussed below. As expected,
the force trace of the mixed cis-trans-cis-trans polymer lies midway be-
tween those of the all-cis and the all-trans polymers. This result already
suggests that cooperative effects between monomers are unlikely. There-
fore, such effects cannot explain the unexpectedly small length changes
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observed in the AFM experiments.
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Figure 7.3: Force-probe MD force-extension curves for (Lys-Azo-Gly)
4
, ob-
tained at a pulling velocity of 0.1 nm/ns. a) Curves of the all-cis (blue),
all-trans (red), and mixed cis-trans-cis-trans (black) polymers. The overall ex-
tension is defined as the distance between the C-terminus and the N-terminus
along the pulling direction. The extension difference obtained from a WLC
fit (smooth lines) of 1.45 A˚ per unit between the cis and trans polymers (at
200 pN) is shown as a green dashed line. Arrows indicate events discussed in
the text. Inset: WLC curves obtained from experiment [90] (black line) and
simulation (red dashed line) for the all-trans polymer, for the contour length
of Lc = 89.1 nm taken from ref. [90]. b) The output of mechanical work (blue
trapezoid) due to optical contraction against an external load increases with
the extension difference, ∆L, which is the extension difference per monomer,
∆l, multiplied by the number of monomers, n . The cantilever stiffness is
reflected in the slope of the dashed black line. c,d) Force-extension curves of
the individual polymer building blocks azobenzene (c), lysine (d), and glycine
(d, inset). The smooth lines represent 100,000-point averages.
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The force field and simulation protocol used were validated by com-
parison with the AFM results. To this end, the force-extension data
obtained from our simulations were fitted to a WLC model [299],
F (r) =
kBT
Lp
[
1
4
(
1−
r
Lc
)−2
−
1
4
+
r
Lc
]
, (7.1)
in which F is the force, T = 300 K the temperature, r the polymer exten-
sion, Lc the contour length, and Lp the persistence length. Table 7.3.4
lists the WLC parameters obtained as well as the extension difference per
switched azobenzene monomer, ∆l, for all simulated systems, together
with the values obtained from experiment. Because experimental WLC
data are only accessible for the all-trans polymer (Figure 4 in ref. [90]),
we compare in Table 7.3.4 only the parameters of the all-trans poly-
mers. The contour length Lc per azotripeptide unit given in ref. [89]
was not extracted from the measured force traces, but determined by
molecular modeling. Therefore, we only compare the persistence lengths
Lp. These lengths obtained from the simulations range from 0.40 nm to
0.97 nm and agree with the experimental value of 0.5 nm (Table 7.3.4)
within our statistical accuracy. We found Lp to be quite sensitive to the
details of the fit. The quality of the fit did not drop significantly when
the experimental value of Lp = 0.5 nm was used (R
2
fix in Table 7.3.4).
This good agreement between theory and experiment validates the force
field applied and renders finite size effects of the dodecamers used as
model systems for the more extended azobenzene polymers used in the
AFM experiments unlikely. Further tests to confirm the validity of our
approach are presented in Section 7.3.4.
Because the chemistry of the lysine side chains of the polymers used
in the AFM experiments could not be unambiguously established, we
repeated all simulations with (i) all lysine side chains charged, and (ii)
all lysine side chains capped with an adamanyl-oxycarbonyl (Adoc) pro-
tection group. Hence, taken together with the uncharged model polymer
described above, the lysine side chains were modeled in all conceivable
ways. The WLC parameters (Table 7.3.4) show that the elastic proper-
ties of the charged and Adoc-capped model systems do not differ signifi-
cantly from the uncharged model polymer. As we will detail below, this
is because the elastic behavior is dominated by the polymer backbone,
and not by the side chains.
The WLC fits were also used to extract the extension differences ∆l
between the trans and cis polymers from the simulations. As illustrated
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system ∆l (A˚) Lc (nm) Lp (nm) R
2
free R
2
fix
exp. (ref. [89]) 0.60 1.90 0.50
uncharged (sim 1) 1.45 2.05 0.97 0.88 0.85
uncharged (sim 2) 1.48 2.07 0.68 0.92 0.91
uncharged (sim 3) 1.49 2.12 0.40 0.89 0.88
charged 1.34 2.11 0.41 0.92 0.92
Adoc-capped 1.38 2.10 0.45 0.87 0.87
Table 7.1: WLC parameters were obtained by modeling the force-extension
data with the extended WLC model (Eq. 7.1). The extension difference ∆l
per switched azobenzene monomer is given at a force of 200 pN to enable direct
comparison with the experimental data. Two different values are given for R2;
these values reflect the quality of the fits. R2free was obtained from a WLC
fit with both Lc and Lp as adjustable parameters, whereas R
2
fix was obtained
from a fit with Lp = 0.5 nm, which is the value obtained from the experimental
data. For the uncharged model polymer, Force-Probe MD simulations were
carried out at pulling velocities of 0.1 nm/ns (sim 1) and at 0.5 nm/ns (sim 2
and sim 3).
in Figure 7.3b, ∆l determines the work output upon contraction against
an external load. Therefore, an increase in ∆l improves the efficiency of
the optomechanical energy conversion caused by the polymers.
The extension difference between the cis and trans states of an
isolated azobenzene molecule was estimated from quantum chemical
calculations to be 2.5 A˚ [291]. However, the polymer typically does
not undergo the corresponding length change, because at low forces
(F < 200 pN) the azobenzene monomers are not aligned perfectly, and
thus only part of the cis-trans length change of the monomer is available
in the pulling direction. In contrast, at higher forces the polymers are
aligned to a larger extent, and thus could undergo larger length changes.
However, trans azobenzene is considerably stiffer than cis azobenzene
(Figure 7.2a), which again reduces the achieved length change. From
our simulations, in which these effects were taken fully into account, we
predict an extension difference of about 1.3 A˚ to 1.5 A˚ per switched
azobenzene. As the measured extension difference of about 0.6 A˚ is still
smaller by more than a factor of two (Table 7.3.4), the work output
might obviously be improved. Closer inspection shows that only part
of this reduction in polymer length change ∆l can be explained by the
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above two effects.
7.3.2 Contributions of Individual Residues
To identify the origin of the as yet unexplained reduction in ∆l, we
decomposed the overall force-extension curves into the contributions of
the individual polymer building blocks. Indeed, the extension difference
solely due to the azobenzenes is 1.70 A˚ per monomer (dashed green
line Figure 7.3c), which is the value expected from polymer tilt and
differential stiffness. This contribution to ∆l is larger than the total
extension difference of 1.45 A˚ for the polymer (Figure 7.3a). Figure 7.3d
shows that the difference of about 0.25 A˚ can be attributed to the lysine
residues, which therefore partly compensate the optical lengthening and
contraction of the azo groups. The force-extension curves of the glycine
residues are rather independent of the azobenzene conformation (Figure
7.3d, inset).
As schematically shown at the right-hand side of Figure 7.4d, the
compensation by the lysines is due to the isomerization of the lysine
backbone between an extended anti and a more compact syn confor-
mation around the backbone dihedral angle ψ. These two conformers
are populated to different extents, depending on whether the adjacent
azobenzene moiety is cis or trans (Figure 7.4). Figure 7.4b,c shows ex-
emplarily the backbone dihedral angles ψ of Lys7 in the all-cis and in
the all-trans polymers, respectively, as a function of the applied force
(black), together with the average of the ψ angle and the statistical er-
ror (blue and red for cis and trans, respectively). In Figure 7.4d, the
average of the backbone dihedral angle ψ of all lysine residues is shown
as a function of the applied force. For the all-cis polymer, the lysines
already adopted the extended anti conformation at very low forces be-
tween 0 and 300 pN (blue lines). These transitions reveal themselves
also as steps in the force-extension trace of the all-cis model polymer
(blue arrows in Figure 7.3).
In the mixed polymer, Lys7, which is directly bonded to a cis azoben-
zene (Figure 7.4a) also adopted the anti conformation very early (dash-
dotted black line in Figure 7.4d), in a similar manner to Lys4 in the all-cis
polymer. In contrast, Lys4 and Lys10 with adjacent trans azobenzene
units underwent syn-to-anti transitions only at rather large forces be-
tween 600 and 800 pN (solid and dashed black lines, respectively). The
same behavior was observed for all lysine amino acids in the all-trans
polymer (red lines).
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Figure 7.4: Syn-anti conformational switching of lysine amino acids. a)
Sketch of the all-cis (upper), mixed (middle), and all-trans (lower) polymers.
Azobenzenes in cis conformation are shown as yellow circles, those in trans
conformation as cyan rectangles. b,c) Exemplarily, the backbone dihedral an-
gles ψ of Lys7 in the all-cis and all-trans polymers are plotted as a function of
the applied force. Averages of ψ were calculated using a 50 pN window. Error
bars represent the errors of the mean and are typical also for the data shown
in panel d. (d, right) Extended anti and compact syn lysine conformations
interconvert via rotation around the backbone dihedral angle ψ. d) Averaged
ψ angles of all individual lysine monomers are plotted as a function of the
applied force for the all-cis (blue), all-trans (red), and mixed (black) polymers
for Lys4 (solid), Lys7 (dash-dotted), and Lys10 (dashed line). All forces were
obtained at a pulling velocity of 0.1 nm/ns. The gray-shaded areas indicate
the extended anti and the more compact syn conformations. Lys1 is directly
attached to the harmonic pulling potential (Figure 7.1d) and was therefore
excluded from the analysis.
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In summary, our simulations showed that lysine residues bonded to
trans azobenzene moieties tend to adopt the compact syn conformation
(up to 600–800 pN), whereas lysines adjacent to cis azo groups undergo
syn-to-anti conformational transitions already at low to moderate forces
below 300 pN. This preference of the extended anti conformation of
lysines adjacent to cis azobenzenes explains the observed compensation
effect. The difference in the length of the polymer chain due to cis-
trans isomerization of the azobenzene units is reduced from 1.7 A˚ to
1.3–1.5 A˚. However, in the AFM experiments, a value of only 0.6 A˚
was measured. We conclude that in the AFM experiments only about
40 % of the azobenzenes were effectively photoisomerized upon optical
pumping. The major reason for the failure to attain the maximum value,
which is about 70–80 % as a result of the overlapping absorption bands
of the cis and trans isomers [300], in the AFM experiments is probably
that only about half of the polymer was excited by the evanescent light
field, which agrees with the estimate of the authors [89, 90, 301].
7.3.3 Predictions
The simulations also allow the investigation of the polymer mechan-
ics at high forces and thus enable prediction of the elastic behavior
even well beyond the force regime accessible to AFM. Only at forces
larger than 1000 pN were mechanically induced cis-to-trans transitions
of the azobenzene moieties observed in our simulations (data not shown).
These isomerizations occurred by rotation around the central N=N bond,
in agreement with recent ab initio calculations [301]. The high forces ob-
served are consistent with the large thermal barrier to isomerization of
108 kJ/mol [297], which, as a result of the orthogonality of the rotation
coordinate with respect to the pulling coordinate, is largely unaffected
by the applied force [301]. Also in the AFM experiments no mechanical
transitions were observed up to 500 pN [89, 90]. At large forces of about
600–800 pN, the simulations also predict syn-to-anti transitions of the
lysine residues in the all-trans polymer. For the short polymer used in
this study, these transitions are visible as steps in the force-extension
curve (red arrows in Figure 7.3a). For the much larger polymers used in
the AFM experiment, these individual steps would not be be resolved,
but a tendency towards larger extensions would be observed in the force-
extension traces of the trans polymers at forces larger than about 600 pN.
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7.3.4 Controls
To test the influence of the pulling velocity on the elastic properties,
that is, to check whether the system was sufficiently close to equilibrium
during the simulations, we carried out two additional simulations of the
uncharged (Lys-Azo-Gly)4 dodecamer at a pulling velocity of 0.5 nm/ns.
The overall and individual force-extension curves as well as the analysis
of the ψ backbone dihedral angle for one of the simulations are shown in
the Appendix. The parameters obtained from the WLC fits are shown
in Table (sim 2 and sim 3). The elastic properties obtained from these
simulations at v = 0.5 nm/ns closely match those from the simulations
at the slower pulling velocity of v = 0.1 nm/ns. Thus, we consider the
structural dynamics underlying the elastic properties of the polymers to
be correctly captured already at the faster pulling velocity.
To test whether the system is sufficiently close to equilibrium during
the simulation, we have performed both forward and backward pulling
and analysed the hysteresis. As shown in the Appendix, there is vir-
tually no hysteresis between the forward and backward force-extension
traces, showing that the system was indeed close to equilibrium during
the simulation.
To study finite size effects, we carried out force-probe MD simula-
tions of a model system containig three instead of four azotripeptide
units, (Lys-Azo-Gly)3, at a pulling velocity of 0.1 nm/ns. Here, only
all-cis and all-trans model polymers were simulated. The overall and
individual force-extension curves are also shown in the Appendix. The
elastic properties obtained from WLC fits to the force-extension traces
of the shorter nonameric polymer are similar to those of the dodecamer
(Lc = 2.08 nm and Lp = 0.59 nm). Also in the nonamer, the lysine
residues partly compensated the contraction of the azo groups upon op-
tical trans-to-cis switching. Hence, we consider the dodecameric model
polymer sufficiently as large and finite size effects as negligible.
7.3.5 Design of an Improved Polymer
The dependence of the extension of the lysine amino acids on the con-
formation of the azobenzene moiety to which the lysines are bonded to
demonstrates that the peptides interlinking the photoactive azobenzenes
are not just “passive glue”, but rather, through intermonomeric corre-
lations, actively affect the elastic properties of the polymer. In the case
at hand, the compensating effect of the lysines reduces the overall op-
tical length contraction and thereby diminishes the work output of the
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polymer. We next investigated the possibility of using the structural
and dynamical insight obtained from our studies to tailor and optimize
photoswitchable polymers. For example, with the aim to increase the
rigidity of the polymer backbone, we replaced the lysine and glycine
residues with presumably stiffer proline residues, so that less compensa-
tion and, accordingly, larger work output could be expected.
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Figure 7.5: Force-probe MD force-extension curves for the (Pro-Azo-Pro)
4
polymer obtained at a pulling velocity of 0.5 nm/ns. a) Curves of the whole
all-cis (blue), all-trans (red), and mixed cis-trans-cis-trans (black) polymers.
Smooth lines describe the WLC fits. The extension difference between the cis
and trans polymers is 1.70 A˚/unit at 200 pN (dashed green line). b) Force-
extension curves of individual azobenzene units and of proline residues (inset).
The smooth lines represent 20,000-point averages.
Figure 7.5 shows the elastic behavior of the all-cis, all-trans, and
mixed cis-trans-cis-trans (Pro-Azo-Pro)4 dodecamers as determined
from a set of force-probe MD simulations similar to those described
above. The stiffer proline linkers indeed led to an increased extension
difference between the cis and trans polymers of 1.70 A˚ per azo unit
(dashed green line), as compared to 1.45 A˚ for the lysine-containing
polymer (see Figure 7.3 and Table 7.3.4). Figure 7.5b shows the
individual force-extension curves of the azobenzene and proline moieties
in (Pro-Azo-Pro)4. Apparently, and in contrast to (Lys-Azo-Gly)4,
the extension difference between the cis and trans azobenzene units
is no longer compensated by the interlinking residues, which explains
the increased ∆l value of 1.70 A˚. Accordingly, the work output is
expected to be enhanced by about 15–20 % relative to that of the
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lysine-containing polymer.
7.4 Conclusions
The efficient and targeted optimization of photoswitchable polymers is
a major challenge and requires a detailed microscopic interpretation of
the polymer mechanics. We provided insight into the mechanics of pho-
toswitchable polyazobenzene peptides under mechanical stress on the
basis of force-probe molecular dynamics simulations. Comparison of the
WLC parameters revealed that the overall elastic properties of the sim-
ulated azobenzene model polymers agree very well with the results of
AFM experiments [89, 90]. Our simulations showed that the maximal
obtainable extension difference between the cis and trans conformations
is about 1.7 A˚ per switched azobenzene unit. However, in the AFM ex-
periments, a value of only 0.6 A˚ was measured. By decomposing the force
versus extension traces into the contributions of the individual building
blocks, we identified the interlinking lysine amino acids as one reason
for this discrepancy. The lysine linkers partly compensate the contrac-
tion and lengthening of the polymer upon optical cis-trans switching of
the azobenzenes to 1.3–1.5 A˚ and thus are promising targets for opti-
mizations. As an example, we constructed an optimized polyazobenzene
peptide with stiffer proline linkers, which indeed led to a larger extension
difference between the cis and trans forms and thus should enhance the
work output by about 15–20 %.
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Chapter 8
Summary and
Conclusions
Understanding light-driven processes in condensed phase is a major
goal of the bio- and nanosciences. The underlying molecular
mechanisms in terms of the molecular dynamics are typically governed
by sub-picosecond atomic motion. Mechanisms that occur at such
ultra-fast timescales are very challenging to measure experimentally.
The present thesis aimes at characterizing by means of molecular
dynamics (MD) simulations the molecular mechanisms of three
photochemical processes in condensed phase, the photoswitching
mechanism of the fluoroprotein asFP595, the deactivation of an excited
cytosine-guanine base pair in DNA, and the optical contraction of a
photoswitchable polyazobenzene peptide. The simulations provided
detailed structural and dynamic information about these processes
at a resolution well beyond what is achievable experimentally. By
using an ab initio QM/MM excited state MD strategy together with
explicit surface hopping (asFP595 and DNA) or force-probe MD
(polyazobenzene peptides), it was not only possible to quantitatively
explain experimental results (such as quantum yields, excited state
lifetimes, and force-extension curves), but also to make predictions
that are rigorously testable, and in parts have already been tested,
by experimental means. The detailed understanding of the molecular
mechanism is a key step towards the rational improvement and
design of photoactivatable systems, as exemplarily demonstrated for a
polyazobenzene peptide.
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Photoswitching Mechanism of the Fluoroprotein
asFP595
The fluoroprotein asFP595 is a prototype of a reversibly switchable fluo-
rescent protein. Its fluorescence can be switched on and off in response
to irradiation of a particular wavelength. X-ray analysis showed that the
off-on switching is accompanied by a conformational trans-cis isomer-
ization of the chromophoric moiety within the protein matrix. However,
the detailed mechanism underlying photoswitching was not understood
at the atomistic level. In particular, it was unclear to what extent dif-
ferent protonation states of the chromophore and putative associated
proton transfer events between the chromophore and the protein sur-
rounding determine the optical properties of the protein.
The present thesis amined at elucidating the photoswitching mech-
anism of asFP595 (chapters 4 and 5). In chapter 4, in a first step,
the influence of the protonation pattern of the chromophore and some
proximal amino acids on the absorption characteristics of asFP595 was
studied by means of combined force field MD simulations and quantum
chemical as well as hybrid quantum/classical (QM/MM) calculations. In
a second step (chapter 5), the photoinduced trans-cis photoisomerization
dynamics of the chromophore within the protein matrix was simulated.
To this end, QM/MM excited state MD simulations with explicit surface
hopping at the conical intersection seam between the ground and excited
states were carried out.
In the first step described in chapter 4, the simulated UV/Vis spectra
were compared to the available experimental data (Figure 4.2). Together
with computed protonation probabilities of the titratable groups in the
chromophore cavity, the protonation patterns of the off and on states
of asFP595 were unambiguously determined. In the trans off state, the
zwitterionic and the anionic chromophores predominate, whereas the
neutral chromophore form is populated in the cis on state. Thus, the
simulations revealed that the trans-cis conformational switching of the
chromophore is accompanied by proton transfer events. The different
chromophore protonation in the off and the on state explains the ex-
perimentally observed absorption shift upon photoswitching.
An analysis of the hydrogen bonding network within the protein re-
vealed that two distinct proton wires were formed that connect the chro-
mophore cavity to the exterior solution (Figure 4.4). Along these proton
wires, protons can enter to and exit from the chromophore cavity, thereby
mediating the interconversion of the different chromophore protonation
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states during photoswitching. The wires involve several protonatable
amino acid side chains and one buried crystallographic water molecule.
In the next step, the following key questions were addressed in chap-
ter 5: How does light absorption induce the isomerization of the chro-
mophore within the protein matrix, and how do the different protonation
states affect the internal conversion mechanism? Which is the fluorescent
species, and how can the fluorescence quantum yield be increased?
The simulations revealed that the different protonation patterns of
the chromophore cavity govern the photoreactivity. Changes in the pro-
tonation state of the chromophore and some proximal amino acids lead
to different photochemical states, which all are involved in the photo-
switching process (Figure 5.9). These states are (i) the neutral chro-
mophore species, which can undergo trans-cis photoisomerization, (ii)
the anionic chromophores, which rapidly undergo radiationless decay
after excitation, and (iii) the potentially fluorescent zwitterions. The
overall stability of the different protonation states is controlled by the
isomeric state of the chromophore.
Our excited state MD simulations showed that the zwitterionic
chromophore is potentially fluorescent, irrespective of the conformation.
However, we found an alternative deactivation channel for the trans
zwitterion. This alternative channel does not involve isomerization, but
rather excited state proton transfer from the zwitterion to the nearby
glutamic acid Glu215. This deactivation pathway is not accessible
for the cis chromophore. Only the latter is therefore trapped in the
excited state and fluoresces. Furthermore, our simulations suggest that
intense irradiation over a prolonged period of time could lead to a
decarboxylation of the Glu215 side chain, thus rupturing the alternative
channel. The absence of a radiationless deactivation channel leads to
fluorescence also in the trans conformation, which provides a structural
prediction of the irreversibly fluorescent state [7] of asFP595. Studying
the proton transfers along the identified pathways in asFP595, both in
the ground and the excited state, is the objective of future studies.
Taken together, the results presented in chapters 4 and 5 show
that isomerization changes the preferred protonation state of the
chromophore, which in turn determines the photochromic properties.
These results suggest that a reversibly switchable protein must fulfill
three criteria. First, to enable switching, trans-cis photoisomerization
is necessary. Second, this photoisomerization has to be coupled to
proton transfer events, that is, the preferred protonation state is
different for the two conformers. Third, only one of the two conformers
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fluoresces while the other can undergo rapid radiationless decay.
Recent experiments on Dronpa [302, 303] provide strong support for
this proposed protonation/deprotonation mechanism. The similarity
between the chromophores in a variety of fluoroproteins suggests that
during molecular evolution, the (p-hydroxybenzylidene)imidazolinone
chromophoric moiety served as a template and that the photochromic
properties — and thus the function — were fine-tuned by the protein
environment.
Deactivation of an Excited Cytosine-Guanine Base
Pair in DNA
A second objective of the present thesis was to understand the origin of
the intrinsic photostability of cytosine-guanine (C-G) Watson-Crick base
pairs, both in the gas phase and embedded in DNA. This photostability
results from a short excited state lifetime in the order of a few tens of
femtoseconds [83] and might explain why DNA became the carrier of the
genetic code as a result of selection pressure during molecular evolution.
In chapter 6, an extended conical intersection seam parallel to the
proton transfer coordinate was identified (Figure 6.4) by means of ex-
cited state ab initio MD simulations and optimizations. This surface
crossing seam explains the ultra-fast deactivation of the excited state,
since decay can occur anywhere along the single proton transfer coor-
dinate. In contrast to a previously proposed mechanism [85, 86], the
proton transfer is not required for the decay, but rather a skeletal in-
plane deformation of the base pair which drives the system towards the
conical intersection seam.
The excited state lifetimes obtained from the simulations agree very
well with the experiment. Furthermore, dynamic recrossings between
the excited state and the ground state were observed in our simulations.
Such recrossing phenomenon has also been observed experimentally for
the diatomic sodium iodide gas [268, 269], which has only one internal
degree of freedom. For large polyatomic systems such as the C-G base
pair, however, such recrossings are an unusual phenomenon. An analysis
of the minimum energy conical intersection revealed that the intersection
has a rather unusual topology, in that there is only one degeneracy-lifting
coordinate (instead of two), thus accounting for the observed partial
diabatic trapping.
In the simulations, ultra-fast decay was observed both in the gas
phase and in DNA. In the gas phase, however, decay occurred only after
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a complete proton transfer, whereas in DNA, decay can also occur much
earlier. We found that the origin of this effect lies in the temporal
electrostatic stabilization of the dipole in the charge transfer state in
DNA.
By considering only a single base pair in the quantum mechanical
calculations, we excluded the possibility of along-strand excimer forma-
tion. Recent experiments on an (AT)18 B-DNA molecule have revealed
that excited state relaxation mainly involves such intra-strand excimer
formation [273]. Thus, also for DNA containing C-G base pairs, excimer
states could play an important role in the decay process. Along-strand
relaxation as well as the decay mechanism of the A-T base pair will be
addressed in future investigations.
Elastic Properties of Photoswitchable Azobenzene
Polymers
As the third contribution, the present thesis aimed at explaining the
elastic properties of photoswitchable polyazobenzene peptides in terms
of the underlying structural dynamics (chapter 7). Polyazobenzene pep-
tides have been synthesized that can be optically contracted by means of
light-induced trans-cis isomerization of the azobenzene units. In single-
molecule atomic force microscopy (AFM) experiments, this contraction
could even be established in an opto-mechanical operating cycle in which,
in analogy to an Otto-cycle, repeated contraction-elongation against an
external force delivered net mechanical work [89]. However, the work
output of the polymer was considerably smaller than was expected on
the basis of the length change of a single azobenzene monomer and the
number of individual monomers. This reduced work output limits the
applicability of the light-driven nanodevice as a molecular switch or cargo
lifter.
We have carried out force-probe MD simulations of model polymers
under mechanical stress that closely mimic the AFM experiments. Com-
parison of the wormlike chain parameters revealed that the overall elas-
tic properties of the simulated model polymers agree very well with the
results of the AFM experiments (Figure 7.3). Furthermore, the simula-
tions explain the observed elastic properties in terms of the underlying
structural dynamics at the atomistic scale. In particular, our force-probe
simulations enabled to identify the lysine amino acids that interlink the
azobenzene units as one reason for the reduced work output (Figure 7.4).
In our simulations, the lysine linkers partly compensated the contraction
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and lengthening of the polymer upon optical trans-cis switching of the
azobenzene units from 1.7 A˚ to 1.3–1.5 A˚.
The insight obtained from the simulations is a prerequisite for the
efficient and targeted optimization of photoswitchable polymers for fu-
ture applications in nanotechnology. As a first example, we suggested
a polyazobenzene peptide with stiffer proline linkers, which in our sim-
ulations indeed led to a larger extension difference between the cis and
trans forms and thus should enhance the work output by about 15–20 %.
From a more general perspective, to ensure the proper functioning of
a machine composed of force-generating units and interlinking units, the
linkers have to be constructed in such a way as to sustain the mechanical
stress generated. This thesis demonstrated in detail that this principle
also holds for machines at the molecular level, such as photoswitchable
azobenzene polymers.
Concluding Remarks
The investigation of three photoactivated processes in condensed phase
by means of MD simulations, photoswitching of a fluoroprotein, ultra-
fast photodeactivation of a DNA base pair, and photo-induced changes of
the elastic properties of polyazobenzene peptides, yielded a microscopic
picture of the underlying mechanisms. By exploring the relevant regions
of the free energy landscape at a high level of accuracy, our simulations
shed light on the molecular properties of the chromophoric moiety and
on the influence of the surrounding, which, taken together, guide the
processes along the pathway. Thus, complemented by and cross-checked
against experimental data, our simulations significantly contributed to
the understanding of the respective function of the macromolecule in
terms of the underlying structural dynamics.
To model the excited state dynamics correctly requires to fully char-
acterize the temporal evolution from the instant of light absorption until
deactivation. To achieve this goal, we used the complete active space self
consistent field (CASSCF) quantum chemical method within a QM/MM
scheme in conjunction with a diabatic surface hopping algorithm to de-
scribe the transitions between the excited and ground state energy sur-
faces. This methodological approach was developed recently by Gerrit
Groenhof and co-workers, and was applied to study the photoactiva-
tion pathway in photoactive yellow protein [63]. From a methodological
point of view, this thesis aimed at exploring how this new approach
can be extended to fluorescent proteins and to nucleic acids. In partic-
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ular, to study the fluoroprotein asFP595 required new methodological
advances, namely the application of accelerated molecular dynamics sim-
ulation techniques, such as conformational flooding, which is detailed in
chapters 2 and 3 of the present work.
Although the applications presented in this thesis clearly push the
limits of what is feasible today for on-the-fly QM/MM molecular dynam-
ics simulations, they also hint at current limitations. The calculation of
CASSCF energies and forces severely constrains the size of the QM sub-
system and enforces the use of minimal active spaces and basis sets.
Therefore, prior to the MD simulations, the applied methods were cali-
brated against static ab initio calculations at higher levels of theory. For
the applications described in the present work, the limited size of the QM
subsystem impeded the direct simulation of possible excited state proton
transfer processes in asFP595 and the study of along-strand relaxation
pathways in DNA.
Thus, one main future challenge for theory, among others, is to
develop efficient yet highly reliable methods for electronically excited
states. In this respect, semi-empirical methods and valence-bond meth-
ods are very tempting due to their potential to yield results of similar
quality as high-level methods at a drastically reduced computational
cost. To achieve this goal, however, requires further methodological ad-
vances and careful parameterization. To enable an increasingly quantita-
tive comparison of simulations with experiments, further advancements
in the experimental assessment of the often ultra-fast molecular dynam-
ics of photoactivated processes is desirable. Single-molecule techniques
will undoubtedly play a key role in this endeavor.
Providing their comprehensive application and associated develop-
ment, the potential of molecular dynamics simulations, as demonstrated
in the present thesis, as a microscopic complement to experiments will
then ultimately lead to a more fundamental understanding of photoacti-
vated reactions at the atomistic level, and, furthermore, enable to predict
and rationally modify the underlying processes.
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Chapter 9
Appendix
9.1 asFP595
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Figure 9.1: Schematic drawing of MYG defining the atom names used in the
Tables.
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atomic charges
type atom qtrans,S0 qtrans,S1 qcis,S0
1 opls 236 O -0.419 -0.352 -0.369
2 opls 973 CA1 0.405 0.428 0.449
3 opls 136 CB1 -0.084 -0.086 -0.076
4 opls 140 HB1 0.060 0.060 0.060
5 opls 140 HB2 0.060 0.060 0.060
6 opls 210 CG1 0.098 0.098 0.098
7 opls 140 HG1 0.060 0.060 0.060
8 opls 140 HG2 0.060 0.060 0.060
9 opls 202 SD1 -0.435 -0.435 -0.435
10 opls 209 CE3 0.038 0.038 0.038
11 opls 140 HF1 0.060 0.060 0.060
12 opls 140 HF2 0.060 0.060 0.060
13 opls 140 HF3 0.060 0.060 0.060
14 opls 967 C1 0.217 0.144 0.111
15 opls 970 N2 -0.679 -0.484 -0.552
16 opls 513 H2 0.452 0.363 0.415
17 opls 968 CA2 0.354 0.171 0.266
18 opls 972 CB2 -0.504 -0.283 -0.365
19 opls 140 HB 0.179 0.144 0.134
20 opls 145 CG2 0.365 0.217 0.249
21 opls 145 CD1 -0.239 -0.185 -0.151
22 opls 146 HD1 0.142 0.133 0.160
23 opls 145 CD2 -0.229 -0.171 -0.184
24 opls 146 HD2 0.189 0.109 0.114
25 opls 145 CE1 -0.296 -0.251 -0.275
26 opls 146 HE1 0.146 0.123 0.125
27 opls 145 CE2 -0.303 -0.250 -0.257
28 opls 146 HE2 0.147 0.120 0.122
29 opls 166 CZ 0.786 0.671 0.694
30 opls 167 OH -0.691 -0.618 -0.621
31 opls 969 C2 0.423 0.376 0.311
32 opls 236 O2 -0.546 -0.543 -0.525
33 opls 971 N3 -0.073 -0.014 -0.013
34 opls 223B CA3 0.010 0.010 0.010
35 opls 140 HA1 0.064 0.054 0.054
36 opls 140 HA2 0.064 0.054 0.054
Table 9.2: OPLS parameters for MYG. Atomic charges were obtained from
QM calculations of an isolated MYG model in the trans ground and excited
states (qtrans,S0 and qtrans,S1) and the cis ground state qcis,S0 .
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9.2 Azobenzene Polymers
Figure 9.2: a) Schematic drawing of azotripeptide defining the decomposition
into individual building blocks. The lysine, azobenzene, and glycine residues
are shown in orange, green, and black, respectively. Note that the boundaries
of the residues are different from the ’chemical boundaries’ defined by the
amide bonds, such that the azobenzene is solely defined by the N=N moiety
plus the phenyl rings. b) Schematic drawing of azobenzene, defining the atom
names used in the Tables below.
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Figure 9.3: FPMD force-extension curves obtained at a pulling velocity of
0.5 nm/ns. The extension is defined as the distance between the C- and N-
terminus of the polymer along the pulling direction. The curves for the all-cis,
all-trans, and mixed polymers are shown in blue, red, and black, respectively.
The data underlying the WLC fits (solid lines) were truncated at a force of
500 pN.
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Figure 9.4: Force-extension curves of individual residues obtained at a pulling
velocity of 0.5 nm/ns. (a) Average extension of azobenzenes. (b) Average
extension of lysines and glycines (inset). The curves for the all-cis, all-trans,
and mixed cis-trans-cis-trans dodecamers are shown in blue, red, and black,
respectively.
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Figure 9.5: The average of the ψ dihedral angle is plotted as a function of the
applied force for Lys4 (solid), Lys7 (dash-dotted), and Lys10 (dashed lines) of
the all-cis (blue), all-trans (red), and mixed (black) polymers. The force was
obtained at a pulling velocity of 0.5 nm/ns.
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Figure 9.6: Forward (dashed line) and backward (solid line) FPMD force-
extension curves of the all-cis polymer, obtained at a pulling velocity of
0.5 nm/ns. At this pulling velocity, there is virtually no hysteresis between the
forward and backward directions, and thus the stretching is fully reversible.
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Figure 9.7: FPMD force-extension curves for the nonamer
(Lys−Azo−Gly)
3
, obtained at a pulling velocity of 0.1 nm/ns. The
curves for the all-cis and all-trans systems are shown in blue and red,
respectively.
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Figure 9.8: Force-extension curves of individual residues of the nonamer,
obtained at a pulling velocity of 0.1 nm/ns. (a) Average extension of azoben-
zenes. (b) Average extension of lysines and glycines (inset). The curves for
the all-cis and all-trans systems are shown in blue and red, respectively.
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# OPLS type Atom type q(cis) q(trans)
6 opls 998 / 999 NAC / NAT -0.28 -0.22
7 opls 145 / 997 CA / CAT 0.53 0.34
8 opls 145 / 997 CA / CAT -0.33 -0.10
9 opls 145 / 997 CA / CAT -0.02 -0.09
10 opls 145 / 997 CA / CAT -0.14 -0.13
11 opls 145 / 997 CA / CAT -0.02 -0.03
12 opls 145 / 997 CA / CAT -0.33 -0.21
13 opls 998 / 999 NAC / NAT -0.28 -0.22
14 opls 145 / 997 CA / CAT 0.53 0.34
15 opls 145 / 997 CA / CAT -0.33 -0.10
16 opls 145 / 997 CA / CAT -0.33 -0.21
17 opls 145 / 997 CA / CAT -0.02 -0.09
18 opls 145 / 997 CA / CAT -0.02 -0.03
19 opls 145 / 997 CA / CAT 0.04 0.07
Table 9.4: Atomic charges of azobenzene used for the force field simulations.
Entries in the “OPLS type” and “Atom type” columns before and after the
slash refer to cis and trans azobenzene, respectively. Standard OPLS types
were used for atoms 1–5 and 20–29.
OPLS type Atom type V W
opls 997 CAT 0.355 0.293076
opls 998 NAC 0.325 0.711756
opls 999 NAT 0.325 0.711756
Table 9.6: Added Lennard-Jones (6,12) parameters used in the OPLS force
field of azobenzene.
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Atom type Atom type b0, nm fc, kJ/mol/nm
2
NAC NAC 0.134 459710.6
NAT NAT 0.118 459710.6
CA NAC 0.143 357552.7
CA NAT 0.140 357552.7
Table 9.8: Added equilibrium bond lengths and force constants used in the
OPLS force field of azobenzene.
Atom type Atom type Atom type θ0, deg fc,kJ/mol/rad
2
CA CA NAC 124.0 586.152
CA NAC NAC 115.0 427.000
CAT CAT NAT 124.0 586.152
CAT NAT NAT 108.0 1000.000
CAT CAT CAT 120.0 700.000
CA CA CA 120.0 527.537
N CT 2 CA 114.0 527.184
N CT 2 CAT 114.0 527.184
CA CT 2 N 114.0 527.184
CAT CT 2 N 114.0 527.184
CT 2 CA CA 120.0 585.760
CT 2 CAT CAT 120.0 585.760
HC CT 2 CA 109.5 292.880
HC CT 2 CAT 109.5 292.880
Table 9.10: Equilibrium angles and force constants used in the OPLS force
field of azobenzene.
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type type type type C0 C1 C2 C3
NAC NAC CA CA 16.038 -4.394 -14.394 2.395
CA NAC NAC CA 100.000 0 -100.000 0
NAC CA CA CA 30.354 0 -30.354 0
NAC CA CA HA 30.354 0 -30.354 0
NAT NAT CAT CAT 16.038 -4.394 -14.394 2.395
CAT NAT NAT CAT 100.000 0 -100.000 0
NAT CAT CAT CAT 30.354 0 -30.354 0
NAT CAT CAT HA 30.354 0 -30.354 0
CAT CAT CAT CAT 30.354 0 -30.354 0
CAT CAT CAT HA 30.354 0 -30.354 0
HA CAT CAT HA 30.354 0 -30.354 0
CAT CAT CAT C 30.354 0 -30.354 0
HA CAT CAT C 30.354 0 -30.354 0
CAT CAT C O 8.782 0 -8.792 0
CAT CAT CAT CT 2 30.354 0 -30.354 0
HA CAT CAT CT 2 30.354 0 -30.354 0
CAT CAT C N 4.605 0 -4.605 0
Table 9.12: Ryckaert-Bellemans dihedral parameters (given in kJ/mol) used
in the OPLS force field of azobenzene. C4 and C5 were zero in all cases and
thus are not listed.
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