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we know that mp >_ n is a necessary and sufficient condition for the pole placement map pv to be onto generically. Indeed, Hermann and Martin [13] first showed that pG is almost onto using the dominant morphism theorem. Brockett and Byrnes [2] later showed that pG is even onto and the mapping degree of pv in the case mp--n is equal to the degree of the Grassmann variety Grass(p, p / m).
The pole placement problem with dynamic compensators (q > 0) is much less understood. The following result of Brash and Pearson [1] , published 1970, is still one of the strongest results available. For the generic situation their result can be quoted in the following manner. (See, e.g., [3] .) THEOREM 1.1 (Brash and Pearson [1] ). The generic degree n linear system with m-inputs and p-outputs can be arbitrarily pole assigned (over any field) using a compensator of order q, where q is any natural number satisfying (1.4) max(m,p)(q + 1) >_ n. It is interesting to see that the necessary condition q(m + p) + mp >_ n -t-q of Willems and Hesselink [37] is also sufficient as soon as min(m, p) 1 [16] proved the result that m + p-1 >_ n is a sufficient condition for the pole placement map p( to be generically onto. Since that time, several authors have improved his results and methods in different directions. Using a geometric approach Wang [35] very recently achieved the strong result that the pole placement map p( is generically onto over the reals as soon as mp-1 >_ n. A crucial part in Wang's proof is the fact that the pole placement map pG is a central projection when q 0. As we will show in this paper, the same is true in general. [27] and used in [28] to achieve new results for certain low-dimensional feedback problems In Theorem 3.6 we will describe the defining equations of the variety K' p,m and in Theorem 3.10 we give an interpretation in terms of certain autoregressive systems.
In 4 the pole placement problem is formulated in a geometric language. To deal with compensators that are not admissible, the notion of q-degeneracy, a generalization of the concept of degeneracy [2] , is introduced. We will show that for a q-nondegenerate plant, the pole placement map can be extended in a continuous manner to the whole compactification.
The main results of the paper are given in 5. It is first shown that the qdegenerate systems form an algebraic subset in the quasi-projective variety of transfer functions. Then necessary and sufficient conditions are given when the q-nondegenerate systems are generic. We will show that the pole placement map is a central projection. Using this fact we are able to formulate conditions when the pole placement map for a q-nondegenerate strictly proper (or proper) system is onto (almost onto). These results constitute a generalization of the results of Hermann and Martin [13] and Brockett and Byrnes [2] from the problem of static to the problem of dynamic feedback compensation.
Finally some words about the base field. Most constructions we do in 3 and 4 can be done over an arbitrary field IK. For most applications, of course, the relevant base fields are the real or complex numbers, i.e., lK ]R or ]K . The results in 5 will use the projective dimension theorem (see, e.g., [9] ) and this theorem is only valid if the field is algebraically closed.
2. Preliminaries. Let lK be an arbitrary field. With l we will denote the algebraic closure of lK. If V is a lK-vector space, we will denote with lP(V) the set of one-dimensional subspaces of V. lP(V) is called the projective space associated to V. A topology defined on V induces a topology on IP(V), namely, the quotient topology of the canonical projection pr" V-{0} --+ lP(V). As it is well known, lP(@n+l) and IP(IR'+1) are compact manifolds with the induced topology coming from the natural topology on ,+1 or lRn+. If V lK + we sometimes use the notation lPg or simply lP.
We will identify lK n as a subset of ]P' using the inclusion:
In particular lK is identified with {(x, 1) x e ]K} c ]PK-We will call the point (1, 0), which is the only point in the difference set ]PK-i(lK), the point at infinity and lPK the projective line over IK. [21] . If n 1 this algebraic set is a hypersurface described by the well-known resultant locus of two polynomials: (2.5) det ReS(fl, f2) 0.
A natural generalization of the projective space is the Grassmann variety. Consider again a lK-vector space V. The set of p-dimensional subspaces in V is called the Grassmann variety which we will denote by Grass(p, V). If V lK n we will just write Grass(p, n). In particular, we have Grass(l, n)--lPn-.
The set Grass(p, n) indeed has the structure of a projective variety. For this consider the Pliicker embedding of the Grassmann variety Grass(p, n), which is defined in the following way:
It is easy to verify that is an embedding. Moreover, Im() is irreducible and described by a famous set of quadratic relations sometimes called "shuffle relations."
(See, e.g., the survey article [17] or [25] [4] , [8] , [11] , [12] , [20] , [26] , [29] )considered the problem of compactifying the space Sp,,. In this section we will describe a compactification of the space Sp,m, which turns out to be suitable for the study of dynamic feedback compensation. The basic idea is to embed Spnm into a projective space. The closure of the image with respect to the Zariski topology serves as a compactification. Our approach is geometric, indeed, we will view each transfer function G(s) e Sp,m as a rational curve of degree n into a Grassmann variety. In other words we will identify each G(s) with its HermannMartin curve [23] . Because this curve is of crucial importance for all that follows and because we want to develop our theory over an arbitrary field lK, we explain this concept in more detail.
Consider a left coprime factorization D;l(s)NL(S) G(s)
, where D L (s) and NL (s) are polynomial matrices. The following results are well known and proofs can be found, for example, in [5] . From coprimeness it follows that the p (m + p)
is a second coprime factorization, then there is a p p unimodular matrix U(s), As shown by Kuijper and Schumacher [18] , [19] [7] , [14] , [30] , [39] .) Every irreducible autoregressive system P(s) Pp,m gives rise to a rational map [7] .) In the following we extend h to the whole projective line ]PK; in other words, we extend h to "infinity."
Without loss of generality we assume P(s) is row reduced (see, e.g., [15] ). Denote with hi(s) the ith row of P(s) and with i the degree of the polynomial vector hi(s), i.e., the highest degree of all polynomial entries. Consider the homogenization Denote with P(s,t) the matrix constructed from the rows (s,t). In this way we receive an extended Hermann-Martin map : (3.6) h P Grs(p, m + p), (s, t) rowspP(s, t). [26] the set of all "homogeneous autoregressive systems" of degree n constitutes a desingularisation of K,m and we refer to [26] [2] , is now easy to verify and the proof will be omitted. On one side the equation
gives a combined description of the plant and the compensator equations by means of autoregressive equations. This point of view can be found, e.g., in [31] , [39] . Actually, we will show in the next section that the generic 1-input, 3-output system of order 6 is 1-nondegenerate. 5 . On the minimal order dynamic compensator. In this section we will assume that the ground field lK is algebraically closed. The following theorem, called the projective dimension theorem, will be used several times in this section. Our formulation can be found in Hartshorne [9] , where a proof is also given. [36] . The crucial part for the formulation of the theorem was the "right" definition of the intersection multiplicity i. For a broader discussion of this theorem and its generalizations we refer the reader to Vogel [33] . The following theorem is a reformulation of [33, Prop. which defines an algebraic set in the product. Because Kqm,p is projective, the projection on the first factor is still an algebraic set by the main theorem of elimination theory (see, e.g., [24] ).
[:]
The next lemma shows that every system is q-degenerate for some large natural number q E lN.
LEMMA 5.4 [2] , from which it then followed that the pole placement map with static compensators is generically onto if mp n. In the following we will extend this result to the dynamic case. The proof that we present combines ideas from a proof given by Rosenthal in [27] and a proof given by Wang in [34] In particular, using earlier notation we have (5.21) dim(me N Kqm,p) <_ q(m + p) +mp n q 1.
Following the proof of Theorem 5.7 and using again the projective dimension theorem it follows that (5.22) dim(r-1 (y) N Kqm,p) > q(m + p) + mp n q 1.
From above two inequalities it now follows in particular that for every closed-loop polynomial p(s) there is an admissible autoregressive system F (s) Kqm, p EC with p-(F(s)) p(s). The map P-c is therefore onto. Finally because the fibers of P-c in Kqm,p EC have dimension at least q(m + p) + mp n q and the dimension of the range of P-c is n + q, the map Pc Sqm,p Bc --* ]pn+q is almost onto by a dimension argument.
