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Abstract
Based upon a new coordinate system, we explore periodic orbits near relative equilib-
rium solutions. We consider only Lagrange relative equilibrium of the three-body prob-
lem and Euler relative equilibrium of the N-body problem, although we believe that there
are similar results for general relative equilibrium solutions. All of these periodic orbits
lie on a 2d-dimensional central manifold of the planar N-body problem. Besides d one
parameter family of periodic orbits which are well known as Lyapunov’s orbits or Wein-
stein’s orbits, we further prove that periodic orbits are unexpectedly abundant:generically
the relative measure of the closure of the set of periodic orbits near relative equilibrium
solutions on the 2d-dimensional central manifold is close to 1. These abundant periodic
orbits are named Conley-Zender’s orbits, since to find them is based on an extended re-
sult of Conley and Zender on the local existence result for periodic orbits near an elliptic
equilibrium point of a Hamiltonian. In particular, the results provide some evidences
to support the well known claim of Poincare´ on the conjecture of periodic orbits of the
N-body problem.
Key Words: N-body problem; periodic orbits; Central configurations; KAM; Nor-
mal Forms; Hamiltonian.
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1 Introduction
We consider N particles with positive mass moving in an Euclidean space R2 interacting
under the laws of universal gravitation. Let the k-th particle have mass mk and position rk ∈R2
(k = 1,2, · · · ,N), then the equation of motion of the N-body problem is written
mkr¨k = ∑
1≤ j≤N, j 6=k
mkm j(r j− rk)
|r j− rk|3 , k = 1,2, · · · ,N. (1.1)
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where | · | denotes the Euclidean norm in R2. Since these equations are invariant by transla-
tion, we can assume that the center of mass stays at the origin.
The importance of periodic orbits (or solutions) are especially emphasized by Poincare´ in
his celebrated work [22]. As a matter of fact, Poincare´ wrote extensively on periodic orbits
in his Les me´thodes nouvelles de la me´canique ce´leste [22].
In particular, on periodic orbits of the three-body problem, Poincare´ wrote : “. . . In fact,
there is a zero probability for the initial conditions of the motion to be precisely those corre-
sponding to a periodic solution. However, it can happen that they differ very little from them,
and this takes place precisely in the case where the old methods are no longer applicable.
We can then advantageously take the periodic solution as first approximation, as intermediate
orbit, to use Gylde´n’s language.
There is even more: here is a fact which I have not been able to demonstrate rigorously,
but which seems very probable to me, nevertheless.
Given equations of the form defined in art. 13 and any particular solution of these equa-
tions, we can always find a periodic solution (whose period, it is true, is very long), such that
the difference between the two solutions is as small as we wish, during as long a time as we
wish. In addition, these periodic solutions are so valuable for us because they are, so to say,
the only breach by which we may attempt to enter an area heretofore deemed inaccessible.”
([22], ch. 3, a. 36).
This conjecture was often quoted by Birkhoff as a main motivation for his works on fixed
point theorems and related topics (see [4]).
Poincare´ suggested two approaches to establish the existence of periodic orbits in the
N-body problem. One approach is global and the other is local.
The first approach is purely variational: since a solution of the N-body problem is a crit-
ical point of the corresponding Lagrangian action, an action minimizer should be a classical
solution. However, due to the potential of the N-body problem is singular at collision configu-
rations, the main problem involved in variational minimizations is that collisions could occur
for an action minimizer and this may prevent an action minimizer from being a true solution.
As a result, the successful time of obtaining periodic orbits by variational methods in the N-
body problem was much later than that in general Hamiltonian systems. Indeed, as recently
as 2000, Chenciner and Montgomery got the first and well known result on periodic orbits of
the N-body problem by variational methods [8], then variational approaches are extensively
exploited to study the N-body problem with numerous work appearing in recent years, please
see [5, 6, 7, 11, 31, etc] and the references therein.
The second approach is based on the principle of analytic continuation of periodic orbits.
The method is effective and feasible all the time. Since the work of Poincare´, by the continua-
tion method, there is a good deal of literature on the existence and nature of periodic orbits of
the N-body problem, especially the restricted three-body problem. please see [22, 26, 12, 15,
etc] and the references therein.
Besides, the fixed-point method developed by Birkhoff also goes back to Poincare´. And
many different methods have been used to establish the existence of periodic orbits in the
N-body problem, such as: averaging-see Moser [20], the Lagrangian manifold intersection
theory-see Weinstein [28], majorants-see Lyapunov [14] and Siegel [25], and so on.
However, we remark that the orbits Poincare´ investigates are not periodic in the standard
sense [22, 26, 15, 17]. Indeed, the concept of periodic orbits is related to the selected refer-
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ence frame physically. For example, the motion of an object is periodic in an inertial frame,
but probably not in another inertial frame. Thus periodic orbits in the N-body problem are
‘relative periodic orbits’ traditionally: a motion r(t) will be called ‘relative periodic’ with
period T if there is an orthogonal transformation A such that r(t+T ) = Ar(t). Or in Meyer’s
words, relative periodic orbits are not necessarily periodic in fixed space, but are periodic
when the rotational symmetry is eliminated, i.e., in the ‘reduced space’.
Therefore, we follows from Poincare´ and Siegel and others that to find relative periodic
orbits of the N-body problem as periodic orbits of the N-body problem.
2 Classical Results of Hamiltonian System
In this section, let’s recall some aspects of Hamiltonian system.
We consider a Cl-smooth (2 ≤ l ≤ ω and Cω means analytic) Hamiltonian system, with
n degrees of freedom, having the origin as an equilibrium point:
H(p,q) = H2(p,q)+ · · ·+Hm(p,q)+O(‖(p,q)‖m+1), (2.2)
where Hk is a homogeneous polynomial of degree k in (p,q) for every 2 ≤ k ≤ m; hereafter
O(‖(p,q)‖m+1) stands for the terms which vanish at the origin together with all its partial
derivatives of the first m-th order.
We will not specify the order of differentiability explicitly in each point. From the context
it will be clear what regularity is needed in a certain step.
Theorem 2.1 (Lyapunov[14, 26]) Consider a Cω -smooth Hamiltonian H, suppose that the
2n eigenvalues λ1, · · · ,λn,−λ1, · · · ,−λn of the quadratic part H2 of the Hamiltonian are all
distinct. Let λ1 be purely imaginary, and assume that none of n− 1 quotients λ2λ1 , · · · ,
λn
λ1
is
an integer. Then there exists a family of real periodic orbits to the Hamiltonian system which
depend analytically on one real parameter ε , with ε = 0 corresponding to the equilibrium
solution. The period T (ε), likewise, is analytic in ε and, moreover, T (0) = 2pi|λ1| .
Theorem 2.2 (Weinstein[27, 28]) Consider a C2-smooth Hamiltonian H, if the quadratic
part H2 of the Hamiltonian is positive definite, then for sufficiently small ε > 0, there are at
least n geometrically distinct periodic orbits on energy surface ε ) whose periods are close to
those of the linear system corresponding to H2.
Given m≥ 4, assume that λ1, · · · ,λn are nonresonant up to order m:
k1λ1+ · · ·+ knλn 6= 0, f or (k1, · · · ,kn) ∈ Zn such that 1≤ |k1|+ · · ·+ |kn| ≤ m. (2.3)
The well-known Birkhoff theorem [4, 26, 15] states that, in some neighbourhood of the origin,
there exists a symplectic change of variables (p,q) 7→ (x,y), near to the identity map, such that
in the new variables the Hamiltonian function is reduced to a Birkhoff normal form Hm(ρ)
of degree m up to terms of degree higher than m:
H(p,q) =H(x,y) =Hm(ρ)+O(‖(x,y)‖m+1),
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here
Hm(ρ) =
n
∑
k=1
λkxkyk + · · ·
is a polynomial of degree m in symplectic variables x,y that is actually a polynomial of degree
[m/2] in the variables xkyk.
First we confine ourself to the eigenvalues of the quadratic part H2 of the Hamiltonian are
all distinct and purely imaginary. Let’s recall the important concepts of non-degenerate and
isoenergetically non-degenerate (see [1]):
Definition 2.1 The Hamiltonian system (2.2) is called to be non-degenerate in a neighbour-
hood of the equilibrium point if
det
(
∂ 2Hl
∂ρ2
|ρ=0
)
6= 0;
The Hamiltonian system (2.2) is called to be isoenergetically non-degenerate in a neighbour-
hood of the equilibrium point if
det
(
∂ 2Hl
∂ρ2 |ρ=0 ϖ>
ϖ 0
)
6= 0.
Then it is well known that:
Theorem 2.3 (KAM [2, 21]) Consider a sufficiently smooth Hamiltonian with a nonresonant
frequency vector up to order 4 in a neighbourhood of an equilibrium point, if the Hamiltonian
is non-degenerate or isoenergetically non-degenerate, then the Hamiltonian has invariant tori
close to the tori of the linearized system. These tori form a set whose relative measure in the
polydisc ‖ρ‖< ε tends to 1 as ε→ 0. In an isoenergetically non-degenerate system such tori
occupy a larger part of each energy level passing near the equilibrium position.
Furthermore, on the relative measure of the set of invariant tori in the polydisc ‖ρ‖ < ε we
have
Theorem 2.4 ([23, 10, 13]) If the frequency vector of the Hamiltonian in KAM Theorem 2.3
is nonresonant up to order l ≥ 4, then the relative measure of the set of invariant tori in
the polydisc ‖ρ‖ < ε is at least 1−O(ε l−34 ). If the frequency vector ϖ satisfies the strong
incommensurability condition, i.e., (c,υ)-Diophantine condition, then this measure is 1−
O(exp(−c˜ε −1υ+1 )) for a positive number c˜ = const, now it’necessary that the Hamiltonian is
analytic.
It turns out that the invariant tori constructed by the KAM Theorem lie in the closure of
the set of periodic orbits. This is the following well known result of Conley and Zender.
Theorem 2.5 ([9]) Consider a sufficiently smooth Hamiltonian with a nonresonant frequency
vector up to order m ≥ 4 in a neighbourhood of an equilibrium point, if the Hamiltonian is
non-degenerate, then the relative measure of the closure of the set of periodic orbits in the
polydisc ‖ρ‖< ε is at least 1−O(ε m−34 ).
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Remark 2.1 As Conley and Zender pointed out, the periods of these periodic orbits could be
very large. Furthermore, according to the proof of the above theorem, for any given T > 0,
it’s easy to see that there must exist a periodic orbit such that whose period is an integer
multiple of T .
Next, let’s consider more general Hamiltonian H whose quadratic part H2 has eigenval-
ues being not purely imaginary. Suppose the 2n eigenvalues λ1, · · · ,λn,−λ1, · · · ,−λn of the
quadratic part H2 of the Hamiltonian are of the following form
Reλk = 0 1≤ k ≤ d
Reλk 6= 0 d < k ≤ n.
We introduce the notation λk = iωk,1 ≤ k ≤ d for the purely imaginary eigenvalues, we
assume that ω1, · · · ,ωd are nonresonant up to order 4:
k1ω1+ · · ·+ kdωd 6= 0, f or (k1, · · · ,kd) ∈ Zd such that 1≤ |k1|+ · · ·+ |kd| ≤ 4; (2.4)
The well-known Birkhoff theorem [4, 26, 15] states that, in some neighbourhood of the origin,
there exists a symplectic change of variables
(p1, · · · , pd, pd+1, · · · , pn,q1, · · · ,qd,qd+1, · · · ,qn) 7→ (x,X ,y,Y )
near to the identity map, such that in the new variables the Hamiltonian function is reduced
to a Birkhoff normal form:
H(p,q) =H(x,X ,y,Y ) =
∑dk=1ωkρk +X
>ΩY + 12 ∑
d
j,k=1ω jkρ jρk +O(‖(x,y)‖5+‖(X ,Y )‖3+‖(x,y)‖‖(X ,Y )‖2),
(2.5)
where Ω is an (n−d)× (n−d) matrix, ρk = x
2
k+y
2
k
2 , (ω jk) is a real symmetric d×d matrix.
As a general result, Mielke [16] showed that there are always symplectic coordinates
(x,X ,y,Y ) such that the center manifold is given by (X ,Y ) ≡ 0. In these coordinates the re-
duction is trivial: The reduced Hamiltonian isH(x,y) =H(x,0,y,0) and (x,y) are symplectic
coordinates on the center manifold. This result goes back to Moser [19].
Lemma 2.6 ([16]) LetH(x,X ,y,Y ) ∈ Cl(R2n,R) be a Hamiltonian having an equilibrium in
the origin with a (non-trivial) center manifold. Then for any m < l there exists an analytical
symplectic transformation (x,X ,y,Y ) = ψ(u,U,v,V) such that the center manifold is given
by (U,V) = Fc(u,v) = O(‖(u,v)‖m). Taking (u,v) as symplectic coordinates on the center
manifold and using H˜(u,v) =H(ψ(u,0,v,0)) as Hamiltonian gives the correct terms up to
order 2m of the true reduced Hamiltonian system.
Theorem 2.7 ([16, 24]) Consider a Cl-smooth (4 ≤ l ≤ ω) Hamiltonian H(x,X ,y,Y ) (2.5)
in a neighbourhood of the origin. Assume d < n, then there exists a 2d-dimensional invari-
ant center manifold Wcloc : (X ,Y ) = F
c(x,y) = O(‖(x,y)‖3) of class Cl−1, and we can take
(x,y) as symplectic coordinates on the center manifold and using H˜(x,y) =H(x,0,y,0) as
Hamiltonian gives the correct terms up to order 6 of the true reduced Hamiltonian system.
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Remark 2.2 In general, we cannot claim that the center manifold is analytical for analytical
Hamiltonian systems. However, there is some hope that center manifolds for analytic Hamil-
tonian systems are again analytic. For example, if the center manifold is two-dimensional and
is filled with periodic solutions of bounded period the the results is true, please see [18, 3].
Indeed, one conjectured [16]: “If the center manifold of an analytic Hamiltonian system is
completely filled with bounded solutions for more restrictive: the reduced Hamiltonian has a
positive (negative) definite second derivative at the fixed point), then the center manifold is
analytic.”
Theorem 2.8 Consider the Hamiltonian H(x,X ,y,Y ) (2.5) in a neighbourhood of the ori-
gin, if det(ω jk) 6= 0, then the Hamiltonian system has abundant periodic orbits on the d-
dimensional center manifold, indeed, the relative measure of the closure of the set of periodic
orbits in the polydisc ‖ρ‖ < ε on the d-dimensional center manifold is at least 1−O(ε 14 );
if ω1, · · · ,ωd are nonresonant up to order m ≥ 4, then the relative measure is at least 1−
O(ε
m−3
4 ).
3 Preliminaries
In this section we recall some notations and definitions given in [30, 29] that will be
needed later.
Let (R2)N denote the space of configurations for N point particles in Euclidean space R2:
(R2)N = {r = (r1, · · · ,rN) : r j ∈ R2, j = 1, · · · ,N}. It would be well if the cartesian space
(R2)N is considered as a column space. Then r ∈ (R2)N can be written as
r = (ξ1,ξ2, · · · ,ξ2N)>,
here “>” denotes transposition of matrix. It’s also true that r j = (ξ2 j−1,ξ2 j)> for j =
1,2, · · · ,N.
Consider the opposite of the potential energy (force function), kinetic energy, total energy,
angular momentum, the moment of inertia and Lagrangian, respectively, defined by
U(r) = ∑
1≤ξk< j≤ξN
mkm j
r jk
,
K(r˙) =
N
∑
j=1
1
2
m j|r˙ j|2,
H(r, r˙) =K(r˙)−U(r),
J(r) =
N
∑
j=1
m jr j× r˙ j,
I(r) =
N
∑
j=1
m j|r j− rc|2,
6
L(r, r˙) = L=K+U=∑
j
1
2
m j|r˙ j|2+∑
k< j
mkm j
r jk
.
where |r j|=
√
ξ 22 j−1+ξ
2
2 j, r jk = |rk−r j|, r j× r˙ j = ξ2 j−1ξ˙2 j− ξ˙2 j−1ξ2 j and rc is the center
of mass.
Then it’s well known that the equations (1.1) of motion are the Euler-Lagrange equations
of the the action functional A defined by
A(r(t)) =
∫
L(r(t), r˙(t))dt.
Let M be the matrix
diag(m1,m1,m2,m2, · · · ,mN ,mN),
here “diag” means diagonalmatrix. Let’s introduce a scalar product and a metric on the space
(R2)N :
〈r,r〉=
N
∑
j=1
m j|r j|2 = (ξ1,ξ2, · · · ,ξ2N)M(ξ1,ξ2, · · · ,ξ2N)>,
‖r‖=
√
〈r,r〉,
then the cartesian space (R2)N is a new Euclidean space.
Observe that the equations (1.1) of motion are invariant by translation, there is usually an
assumption that the center of mass rc is at the origin. LetX denote the space of configurations
whose center of mass is at the origin; that is, X= {r= (r1, · · · ,rN)∈ (R2)N :∑Nk=1 mkrk = 0},
or,
X= {r ∈ (R2)N : 〈r,E1〉= 0,〈r,E2〉= 0},
where
E1 = (1,0, · · · ,1,0)>,E2 = (0,1, · · · ,0,1)>.
Note that, for a configuration r ∈ X, we have
‖r‖=
√
I(r).
Let ∆ be the collision set in (R2)N . Then the set X\∆ is the space of collision-free configura-
tions.
Let’s recall the important concept of the central configuration:
Definition 3.1 A configuration r ∈ X\∆ is called a central configuration if there exists a
constant λ ∈ R such that
N
∑
j=1, j 6=k
m jmk
|r j− rk|3 (r j− rk) =−λmkrk,1≤ k ≤ N, (3.6)
or
∇U=−λr, (3.7)
where ∇U is the gradient of U with respect to scalar product 〈,〉.
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The value of λ in (3.6)(or (3.7)) is uniquely determined by
λ =
U(r)
I(r)
. (3.8)
Given m j( j = 1,2, · · · ,N) and a fixed λ , let CCλ be the set of central configurations
satisfying equations (3.6).
There are several equivalent definitions of central configurations, one of the equivalent
definitions considers a central configuration as a critical point of the function I
1
2U.
Let O(2) and SO(2) be the orthogonal group and special orthogonal group of the plane
respectively. Set
A(θ) =
(
cosθ −sinθ
sinθ cosθ
)
∈ SO(2).
Given a configuration r, let rˆ := r‖r‖ be the unit vector corresponding to r henceforth. In
particular, the unit vector rˆ is called the normalized configuration of the configuration r.
For a configuration r = (r1, · · · ,rN), let
r⊥ = (r⊥1 , · · · ,r⊥N )
denote
A(
pi
2
)r = (A(
pi
2
)r1, · · · ,A(pi2 )rN),
as an illustration, we have E2 = E⊥1 . Similarly, set
A⊥(θ) = A(
pi
2
)A(θ) =
dA(θ)
dθ
.
A central configuration E3 will be called nondegenerate, if the kernel of the Hessian of
I
1
2U evaluated at E3 is exactly span{E3,E4}, where E4 = E⊥3 is another central configuration.
Given a central configuration
E3 = r = (r1, · · · ,rN) = (ξ1,ξ2, · · · ,ξ2N)>,
a straight forward computation shows that the Hessian of I
1
2U evaluated at E3 is
I
1
2 (λM+B)−3I− 12λME3E>3 M,
where B is the Hessian of U evaluated at E3 and can be viewed as an N×N array of 2× 2
blocks:
B=
 B11 · · · B1N... . . . ...
BN1 · · · BNN

The off-diagonal blocks are given by:
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B jk =
m jmk
r3jk
[I− 3(rk−r j)(rk−r j)>
r2jk
],
where I is the identity matrix of order 2. However, as a matter of notational convenience, the
identity matrix of any order will always be denoted by I, and the order of I can be determined
according context. The diagonal blocks are given by:
Bkk =− ∑
1≤ j≤N, j 6=k
B jk.
Let us investigate the matrix
D := I
1
2 (λ I+M−1B)−3I− 12λxx>M
which can be viewed as the linearization of the gradient ∇U at the central configuration E3.
Since the matrix D is symmetric linear mapping with respect to the scalar product 〈,〉, there
are 2N orthogonal eigenvectors of D with respect to the scalar product 〈,〉. It’s easy to see
that:
DE1 = I
1
2λE1,
DE2 = I
1
2λE2,
DE3 = 0,
DE4 = 0.
Therefore an orthogonal basis {E1,E2,E3,E4, · · · ,E2N} can be chosen as 2N orthogonal eigen-
vectors of D, that is,
D(E1, · · · ,E2N) = (E1, · · · ,E2N)diag(λ1, · · · ,λ2N),
where λ j ∈ R is the eigenvalue of D corresponding to Ek (k = 1,2, · · · ,2N), in addition,
λ1 = λ2 = I
1
2λ , λ3 = λ4 = 0.
Suppose
(E1,E2,E3,E4, · · · ,E2N)>M(E1,E2,E3,E4, · · · ,E2N) = diag(g1,g2,g3,g4, · · · ,g2N),
then
g1 = g2 = ∑Nk=1 mk =m,
g3 = g4 = I(E3) = I,
and Ek is a unit vector if and only if gk = I(Ek) = 1.
It follows that
(E1, · · · ,E2N)>(I 12 (λM+B)−3I− 12λMxx>M)(E1, · · · ,E2N) = diag(g1λ1, · · · ,g2Nλ2N),
(3.9)
(E1, · · · ,E2N)>(λM+B)(E1, · · · ,E2N) = diag(g1λ ,g1λ ,3g3λ ,0, g5λ5√g3 , · · · ,
g2Nλ2N√
g3
).
(3.10)
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It is noteworthy that the subspaces span{E1,E2}, span{E3,E4} and span{E5, · · · ,E2N}
of the space (R2)N are invariant under the action of the transformation
ρAr = (ρAr1,ρAr2, · · · ,ρArN),
where A ∈O(2) (or SO(2)) and ρ > 0.
Then let’s give a moving frame to describe the motion of the particles in some neighbour-
hood of a relative equilibrium solution of the Newtonian N-body problem effectively.
For any configuration r ∈X\span{E5, · · · ,E2N}, it’s easy to see that there exists a unique
point A(θ(r))E3 on S such that
‖A(θ(r))E3− r‖= minθ∈R‖A(θ)E3− r‖,
where S = {A(θ)E3 : θ ∈ R} is a circle in the space (R2)N with the origin as the center.
θ in the point A(θ(r)) can be continuously determined as a continuous function of the in-
dependent variable r. SetΞ3 =A(θ)E3,Ξ4 =A(θ)E4, · · · ,Ξ2N =A(θ)E2N , then {Ξ3,Ξ4, · · · ,Ξ2N}
is an orthogonal basis of X, and
span{Ξ3,Ξ4}= span{E3,E4}, span{Ξ5, · · · ,Ξ2N}= span{E5, · · · ,E2N}.
{Ξ3,Ξ4, · · · ,Ξ2N} is the moving frame for us.
Set r = ‖r‖, then r= rrˆ. In the moving frame, rˆ can be written as rˆ=∑2Nk=3 zkΞk. It’s easy
to see that z4 = 0 and
z3 =
√
1−∑2Nk=5 gkz2k
g3
. (3.11)
Then the total set of the variables r,θ ,z5, · · · ,z2N can be thought as the coordinates of r ∈
X\span{E5, · · · ,E2N} in the moving frame.
Geometrically, to make the direct-viewing understanding of the coordinates r,θ ,z5, · · · ,z2N ,
please see Figure 1. Note that the z-axis in Figure 1 denotes the space span{E5, · · · ,E2N}.
Note that minθ∈R‖A(θ)E3−r‖≥√g3 if r∈ span{E5, · · · ,E2N}. Therefore, if minθ∈R‖A(θ)E3−
r‖<√g3, then r∈X\span{E5, · · · ,E2N}. So we have legitimate rights to use the coordinates
(r,θ ,z5, · · · ,z2N) in a neighbourhood of a relative equilibrium.
As in [30, 29], we can write the equations of motion in the above given coordinates.
Recall that, by using the coordinates r,θ ,z5, · · · ,z2N , the kinetic energy and force function
can be respectively rewritten as
K(r) =
r˙2
2
+
r2
2
(g3z˙23+
2N
∑
k=5
gkz˙2k +2θ˙
2N
∑
j,k=5
〈E j,E⊥k 〉z˙ jzk + θ˙ 2),
U(r) =
U(z3E3+∑2Nj=5 z jE j)
r
.
It’s noteworthy that the variable θ is not involved in the function U(z3E3 +∑2Nj=5 z jE j),
this is a main reason of introducing the moving frame. In particular, the variable θ is not
involved in the Lagrangian L, that is, the variable θ is an ignorable coordinate.
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E3
E4
z
~r = r~ˆr
S
~ˆr
z3Ξ3
θ
∑2Nj=5 z jΞ j
A⊥(θ)E3
A(θ(~r))E3 = Ξ3
θ
Figure 1: the coordinates in the moving frame
Since U(z3E3+∑2Nj=5 z jE j) only contains the variables z j ( j = 5, · · · ,2N), we will simply
write it as U(z) henceforth. Of course, we always think that z = (z5, · · · ,z2N)>.
We can expand U(z) as
U(z) = U(Eˆ3)+∑2Nk=5 dU|Eˆ3(Ek)zk +dU|Eˆ3(Eˆ3)
(
−∑2Nj=5 g jz2j
2 −
(∑2Nj=5 g jz
2
j)
2
8
)
+
1
2 [∑
2N
j,k=5 d
2U|Eˆ3(E j,Ek)z jzk +2∑
2N
k=5 d
2U|Eˆ3(Eˆ3,Ek)(
−∑2Nj=5 g jz2j
2 )zk +d
2U|Eˆ3(Eˆ3, Eˆ3)(
−∑2Nj=5 g jz2j
2 )
2]
+ 13! [∑
2N
i, j,k=5 d
3U|Eˆ3(Ei,E j,Ek)ziz jzk +3∑
2N
j,k=5 d
3U|Eˆ3(Eˆ3,E j,Ek)(
−∑2Ni=5 giz2i
2 )z jzk]
+ 14! [∑
2N
h,i, j,k=5 d
4U|Eˆ3(Eh,Ei,E j,Ek)zhziz jzk]+ · · ·
where “· · ·” denotes higher order terms of z j ( j= 5, · · · ,2N), and dU|Eˆ3,d2U|Eˆ3,d3U|Eˆ3,d4U|Eˆ3
denote respectively the differential, second order differential, third order differential, fourth
order differential of U at Eˆ3.
11
Then it follows from (3.7) (3.8) (3.10) (3.11) that
U(z) = g
3
2
3λ +
1
2 ∑
2N
k=5 g3gkλkz
2
k +
1
6 ∑
2N
i, j,k=5 d
3U|Eˆ3(Ei,E j,Ek)ziz jzk
+
g
3
2
3 λ
8 (∑
2N
j=5 g jz
2
j)
2+
g
3
2
3 λ
4 (∑
2N
j=5 g jz
2
j)
2+ 34 ∑
2N
j,k=5 d
2U|Eˆ3(E j,Ek)(∑
2N
i=5 giz
2
i )z jzk + · · ·
= g
3
2
3λ +
1
2 ∑
2N
k=5 g3gkλkz
2
k +
1
6 ∑
2N
i, j,k=5 d
3U|Eˆ3(Ei,E j,Ek)ziz jzk
+
3g
3
2
3 λ
8 (∑
2N
j=5 g jz
2
j)
2+ 34g
3
2
3 (∑
2N
j=5 g jz
2
j)∑
2N
k=5(
gkλk√
g3
−gkλ )z2k
+ 14! ∑
2N
h,i, j,k=5 d
4U|Eˆ3(Eh,Ei,E j,Ek)zhziz jzk + · · · (3.12)
Set q jk = 〈Ê j, Ê⊥k 〉, then the square matrix Q := (q jk)(2N−4)×(2N−4) is an anti-symmetric
orthogonal matrix. Set ai jk = d3U |Ê3(Êi, Ê j, Êk), then ai jk is symmetric with respect to the
subscripts i, j,k.
Thus the Lagrangian L can be rewritten as
L =
r˙2
2
+
r2
2
(g3z˙23+
2N
∑
k=5
gkz˙2k +2θ˙
2N
∑
j,k=5
q jk
√
g jgkz˙ jzk + θ˙ 2)+
U(z)
r
=
r˙2
2
+
r2
2
(g3z˙23+
2N
∑
k=5
gkz˙2k +2θ˙
2N
∑
j,k=5
q jk
√
g jgkz˙ jzk + θ˙ 2)+
1
r
[g
3
2
3λ +
1
2
2N
∑
k=5
g3gkλkz2k
+
1
6
2N
∑
i, j,k=5
ai jk
√
gig jgkziz jzk +
3g
3
2
3λ
8
(
2N
∑
j=5
g jz2j)
2+
3
4
g
3
2
3 (
2N
∑
j=5
g jz2j)
2N
∑
k=5
(
gkλk√
g3
−gkλ )z2k + · · · ].
Generally, for convenience’s sake, we would better introduce the following transformation to
reduce the Lagrangian L:
zk =
xk√
gk
, k = 3,5, · · · ,2N. (3.13)
Then the Lagrangian L becomes
L =
r˙2
2
+
r2
2
(x˙23+
2N
∑
k=5
x˙2k +2θ˙
2N
∑
j,k=5
q jkx˙ jxk + θ˙ 2)+
U(x)
r
(3.14)
=
r˙2
2
+
r2
2
(x˙23+
2N
∑
k=5
x˙2k +2θ˙
2N
∑
j,k=5
q jkx˙ jxk + θ˙ 2)+
1
r
[g
3
2
3λ +
1
2
2N
∑
k=5
g3λkx2k
+
1
6
2N
∑
i, j,k=5
ai jkxix jxk +
3g
3
2
3λ
8
(
2N
∑
j=5
x2j)
2+
3g
3
2
3
4
(
2N
∑
j=5
x2j)
2N
∑
k=5
(
λk√
g3
−λ )x2k + · · · ],(3.15)
where
x3 =
√√√√1− 2N∑
k=5
x2k , (3.16)
12
U(x) = U(x3Ê3+
2N
∑
j=5
x jÊ j). (3.17)
By computing ddt
∂L
∂ x˙k
− ∂L∂xk ,
d
dt
∂L
∂ r˙ − ∂L∂ r , ddt ∂L∂ θ˙ − ∂L∂θ , it follows that the equations of motion are
the following:
r2[
xk∑2Nj=5(x¨ jx j+x˙
2
j)
x23
+
3xk(∑2Nj=5 x j x˙ j)
2
x43
+ x¨k + θ¨ ∑2Nj=5 qk jx j +2θ˙ ∑
2N
j=5 qk jx˙ j]
+2rr˙[
xk∑2Nj=5 x˙ jx j
x23
+ x˙k + θ˙ ∑2Nj=5 qk jx j]− 1r ∂U(x)∂xk = 0, k = 5, · · · ,2N
r¨− r(x˙23+∑2Nj=5 x˙2j +2θ˙ ∑2Nj,k=5 q jkx˙ jxk + θ˙ 2)+ U(x)r2 = 0,
2rr˙(∑2Nj,k=5 q jkx˙ jxk + θ˙)+ r
2(∑2Nj,k=5 qk jx¨kx j + θ¨) = 0,
(3.18)
It’s noteworthy that the degeneracy of x3,x4 according to intrinsic symmetrical character-
istic of the N-body problem (i.e., the Newton equations (1.1) are invariant under the transfor-
mation (r, t) 7→ (ρAr,ρ 32 t)) has been reduced in the coordinates r,θ ,x5, · · · ,x2N .
Note that, by using the coordinates r,θ ,x5, · · · ,x2N , the angular momentum J can be rep-
resented as
J=
N
∑
j=1
m jr j× r˙ j =
N
∑
j=1
m jr⊥j · r˙ j = 〈r⊥, r˙〉= r2(θ˙ +
2N
∑
j,k=5
q jkx˙ jxk) =
∂L
∂ θ˙
where r⊥j · r˙ j denotes the Euclidean scalar product of r⊥j and r˙ j in R2.
Since the variable θ is an ignorable coordinate, we can reduce the Lagrangian L to just a
function of the variables x,r:
L(r,x) = L− ∂L
∂ θ˙
θ˙ (3.19)
=
r˙2
2
+
r2
2
(x˙23+
2N
∑
k=5
x˙2k− θ˙ 2)+
U(x)
r
=
r˙2
2
+
r2
2
[x˙23+
2N
∑
k=5
x˙2k− (
J
r2
−
2N
∑
j,k=5
q jkx˙ jxk)2]+
U(x)
r
. (3.20)
It follows from the Legendre Transform that the corresponding Hamiltonian is
H(r,x,s,y) = sr˙+
2N
∑
k=5
ykx˙k−L(r,x) (3.21)
=
s2
2
+
r2
2
[x˙23+
2N
∑
k=5
x˙2k +
J2
r4
− (
2N
∑
j,k=5
q jkx˙ jxk)2]−U(x)r , (3.22)
where
s = ∂L∂ r˙ = r˙,
yk = ∂L∂ x˙k = r
2[
xk∑2Nj=5 x˙ jx j
x23
+ x˙k +∑2Nj=5 qk jx j(
J
r2 −∑2Ni, j=5 qi jx˙ix j)].
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This Hamiltonian has been obtained in [29] by another method essentially.
A straight forward computation shows that:
x˙23 =
(∑2Nk=5 x˙kxk)
2
x23
= (∑2Nk=5
xkyk
r2 −
J∑2Nj,k=5 qk jxkx j
r2 )
2+O(‖ (x,y) ‖6) = (∑2Nk=5 xkykr2 )2+O(‖ (x,y) ‖6),
x˙k =
yk−J∑2Nj=5 qk jx j
r2 −
xk∑2Nj=5 x˙ jx j
x23
+∑2Nj=5 qk jx j∑
2N
i, j=5 qi jx˙ix j
=
yk−J∑2Nj=5 qk jx j
r2 − xk∑2Nj=5 x j
y j−J∑2Ni=5 q jixi
r2 +∑
2N
j=5 qk jx j(∑
2N
i, j=5 qi jx j
yi−J∑2Nl=5 qilxl
r2 )+O(‖ (x,y) ‖5)
=
yk−J∑2Nj=5 qk jx j
r2 − xk
∑2Nj=5 x jy j−J∑2Ni, j=5 q jixix j
r2 +∑
2N
j=5 qk jx j(
∑2Ni, j=5 qi jx jyi−J∑2Nj=5 x2j
r2 )+O(‖ (x,y) ‖5)
=
yk−J∑2Nj=5 qk jx j
r2 − xk
∑2Nj=5 x jy j
r2 +∑
2N
j=5 qk jx j(
∑2Ni, j=5 qi jx jyi−J∑2Nj=5 x2j
r2 )+O(‖ (x,y) ‖5)
H(r,x,s,y) =
s2
2
+
r−2
2
[J2+
2N
∑
k=5
(yk−J
2N
∑
j=5
qk jx j)2+(
2N
∑
j,k=5
qk jx jyk−J
2N
∑
j=5
x2j)
2
− (
2N
∑
k=5
xkyk)2+O(‖ (x,y) ‖6)]−U(x)r
or
H(r,x,s,y) =
s2
2
+
r−2
2
[J2+
2N
∑
k=5
y2k−2J
2N
∑
j,k=5
qk jx jyk +J2
2N
∑
k=5
x2k +(
2N
∑
j,k=5
qk jx jyk−J
2N
∑
k=5
x2k)
2
− (
2N
∑
k=5
xkyk)2+O(‖ (x,y) ‖6)]− 1r [g
3
2
3λ +
1
2
2N
∑
k=5
g3λkx2k +
1
6
2N
∑
i, j,k=5
ai jkxix jxk
+
3g
3
2
3λ
8
(
2N
∑
k=5
x2k)
2+
3g
3
2
3
4
(
2N
∑
j=5
x2j)
2N
∑
k=5
(
λk√
g3
−λ )x2k +
1
24
2N
∑
h,i, j,k=5
ahi jkxhxix jxk +O(‖ x ‖5)](3.23)
We will consider the existence of periodic orbits in a neighbourhood of a relative equilib-
rium ρA(ωt)E3 of the Newtonian N-body problem. Without loss of generality, suppose that
ρ = 1 and ‖E3‖ = 1 or g3 = 1. Then a straight forward computation shows that the angular
momentum J of the relative equilibrium ρA(ωt)E3 is just ω and λ = ω2.
By the coordinates (r,θ ,x5, · · · ,x2N), the relative equilibrium ρA(ωt)E3 is just a solution
of (3.18) such that
r = 1,θ = ωt,x5 = 0, · · · ,x2N = 0.
By the coordinates (r,x,s,y), the relative equilibrium ρA(ωt)E3 is just an equilibrium solution
of the Hamiltonian system of (3.21) such that
r = 1,x = 0,s = 0,y = 0.
As a matter of notational convenience, the above equilibrium point of the Hamiltonian (3.23)
will be translated to the origin by substituting r for r+ 1. Then the Hamiltonian (3.23) be-
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comes:
H(r,x,s,y) =
−ω2
2
+
s2
2
+
1
2
[ω2r2+
2N
∑
k=5
y2k−2ω
2N
∑
j,k=5
qk jx jyk +
2N
∑
k=5
(ω2−λk)x2k ]
− [r(ω2r2+
2N
∑
k=5
y2k−2ω
2N
∑
j,k=5
qk jx jyk +
2N
∑
k=5
(ω2− λk
2
)x2k)+
1
6
2N
∑
i, j,k=5
ai jkxix jxk]
+
1
2
[(
2N
∑
j,k=5
qk jx jyk−ω
2N
∑
k=5
x2k)
2− (
2N
∑
k=5
xkyk)2]+
r
6
2N
∑
i, j,k=5
ai jkxix jxk
+
3r2
2
[ω2r2+
2N
∑
k=5
y2k−2ω
2N
∑
j,k=5
qk jx jyk +
2N
∑
k=5
(ω2− λk
3
)x2k ]
− [3ω
2
8
(
2N
∑
k=5
x2k)
2+
3
4
(
2N
∑
j=5
x2j)
2N
∑
k=5
(λk−ω2)x2k ]−
1
24
2N
∑
h,i, j,k=5
ahi jkxhxix jxk + · · · (3.24)
where · · · denotes higher order terms.
It is easy to see that the manifold {(r,x,s,y) : x = y = 0} is an invariant manifold and the
problem is reduced to the following problem of single degree of freedom:
H(r,0,s,0) =
s2
2
+
ω2
2(1+ r)2
− ω
2
1+ r
=
−ω2
2
+
s2
2
+
ω2r2
2
−ω2r3+ 3ω
2r4
2
+ · · · .
Therefore the invariant manifold {(r,x,s,y) : x = y = 0} is constituted by periodic orbits.
However, this fact is trivial. Indeed, when x = y = 0, the primary three-body problem is
reduced to the two-body problem, the periodic orbits are just Keplerian elliptic orbits gener-
ated by the central configuration E3. We call them the trivial family of periodic orbits in a
neighbourhood of the equilibrium point.
4 Three-body Problem
4.1 Lagrange relative equilibrium
Set β = m1m2 +m3m2 +m1m3. As which has been obtained in [29], without loss of
generality, suppose
m1+m2+m3 = 1,
r = (−
√
3m3
2
√
β
, 2m2+m3
2
√
β
,−
√
3m3
2
√
β
,−2m1+m3
2
√
β
,
√
3(m1+m2)
2
√
β
,−m1−m2
2
√
β
)>.
Then
E3 = r,
E4 = r⊥,
λ = ω2 = β 3/2,
(4.25)
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λ5 =
3
2
(1−α)β 3/2, λ6 = 32 (α+1)β
3/2,
E5 =
√
3m1m2
4βm3(2α2+α−3αm2)
(
m1−m3
m1
m3
, 3m2−2α−1√3m1
m3
, m2−α−m1m2
m3
, α+3m3−1√3m2
m3
,α−m2+m3, α+3m1−1√3
)>
,
E6 = E
⊥
5 ,
where
α =
√
1−3β .
Let Ω be the space of masses of the planar three-body problem, then Ω could be represent
as
Ω= {(β ,m1) : β ∈ (0, 13 ],m1 ∈ [
1
3
,1),β −m1(1−m1)> 0,4β ≤ 1+2m1−3m21}.
As a result, the quadratic part H2 of the Hamiltonian (3.24) is
H2 =
s2
2
+
1
2
[ω2r2+ y25+ y
2
6−2ω(x5y6− x6y5)+(ω2−λ5)x25+(ω2−λ6)x26],
and the 6 eigenvalues are
±ω0i, ±ω1i, ±ω2i,
where i denotes the imaginary unit, and
ω0 = ω = β 3/4, ω1 =
√
1− γ
2
ω0, ω2 =
√
1+ γ
2
ω0,
γ =
√
1−27β .
A. β > 127 . When
β >
1
27
,
or more precisely,
m1m2+m3m2+m1m3 >
(m1+m2+m3)2
27
.
The eigenvalues ±ω0i are only purely imaginary, periodic orbits in a neighbourhood of the
origin are all in the central manifold Wcloc : x = y = 0, thus there are only the trivial family
of periodic orbits in a neighbourhood of the the origin and these periodic orbits constitute the
central manifolds Wcloc : x = y = 0.
the problem is reduced to the following problem of single degree of freedom:
H(r,0,s,0) =
s2
2
+
ω2
2(1+ r)2
− ω
2
1+ r
=
−ω2
2
+
s2
2
+
ω2r2
2
−ω2r3+ 3ω
2r4
2
+ · · · .
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Therefore the central manifolds Wcloc : x = y = 0 is constituted by periodic orbits. However,
this fact is trivial. Indeed, when x = y = 0, the original three-body problem is reduced to
the two-body problem, the periodic orbits are just Keplerian elliptic orbits generated by the
central configuration E3.
the trivial family of periodic orbits in a neighbourhood of the equilibrium point.
B. β = 127 .
When
β =
1
27
,
Except the trivial family of periodic orbits in a neighbourhood of the the origin (near the
origin), we don’t know other periodic orbits in a neighbourhood of the the origin (near the
origin).
C. β < 127 .
When
β <
1
27
,
or more precisely,
m1m2+m3m2+m1m3 <
(m1+m2+m3)2
27
.
Without loss of generality, suppose m1 ≥ m2 ≥ m3. Then it’s easy to see that
m1 >
1
18
(√
69+9
)
> 0.961478,m2+m3 < 0.038521.
The 6 eigenvalues are
±ω0i, ±ω1i, ±ω2i,
are all purely imaginary.
First, it’s easy to see that ω1ω0 ,
ω2
ω0 ∈ (0,1). By Lyapunov Theorem 2.1, to the eigenvalues±ω0i there corresponds a one parameter family of periodic orbits that lie near the origin and
have the approximate period 2piω0 . However, these periodic orbits are just the trivial family of
periodic orbits.
It’s easy to see that ω1ω2 ∈ (0,1),
ω0
ω2 ∈ (1,
√
2). By Lyapunov Theorem 2.1, to the eigenval-
ues ±ω2i there corresponds a one parameter family of periodic orbits that lie near the origin
and have the approximate period 2piω2 .
It’s easy to see that ω1ω1 ,
ω0
ω1 /∈N provided β /∈{β : β =
1−(1− 2
n2
)2
27 or
1−(1− 2
n2+1
)2
27 , integer n≥
2}. By Lyapunov Theorem 2.1, to the eigenvalues ±ω1i there corresponds a one parameter
family of periodic orbits that lie near the origin and have the approximate period 2piω1 .
The above results by Lyapunov Theorem have been obtained by Siegel [26].
Thus generically there are three one parameter family of periodic orbits that lie near the
origin, in other words, there are three two-dimensional invariant manifold constituted by pe-
riodic orbits. However, we can further prove that periodic orbits are unexpectedly abundant:
generically the relative measure of the closure of the set of periodic orbits near the origin is
close to 1.
To prove this fact, it’s necessary to get the Birkhoff normal form of the Hamiltonian
(3.24).
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If we confine ourselves to the following space of masses of the planar three-body problem
Ωps = {(β ,m1)∈Ω : β ∈ (0, 127)\{
1
75
,
32
2187
,
16
675
,
1
36
,
64
1875
},m1 ∈ (
√
69+9
18
,1)}, (4.26)
then it has been obtained in [29] that the Birkhoff normal form of the Hamiltonian (3.24) is
H(ρ,ϕ) = ω0ρ0−ω1ρ1+ω2ρ2+ 12 [ω00ρ
2
0 +ω11ρ
2
1 +ω22ρ
2
2
+2ω01ρ0ρ1+2ω02ρ0ρ2+2ω12ρ1ρ2]+ · · · ,
(4.27)
where ρ j ( j = 0,1,2) are action variables, and
ω00 =−3,
ω01 =−
√
γ+1
(
21γ3−40γ2+15γ+4)
12
√
6
√
βγ(2γ−1) ,
ω02 =−
√
γ+1
(
21γ2+19γ−4)
4
√
2γ(2γ+1)
,
ω12 =
√
3β
4(18225β 2−1107β +16)m1m2m3 [(360855β
2−32265β +624)m31+
(−360855β 2+32265β −624)m21+3β (120285β 2−10755β +208)m1−4β 2(432β +43)],
ω11 =
(γ−1)(1211γ4−1336γ3+279γ2+158γ−76)
72γ2 (10γ2−11γ+3) −
3β 3
(
31γ2+286γ−236)
8(γ−1)γ2(5γ−3)m1m2m3 ,
ω22 =−
(γ+1)
(
1211γ4+1336γ3+279γ2−158γ−76)
72γ2 (10γ2+11γ+3)
− 3β
3 (31γ2−286γ−236)
8γ2(γ+1)(5γ+3)m1m2m3
.
det
 ω00 ω01 ω02ω01 ω11 ω12
ω02 ω12 ω22
= −27β
128(16−675β )2(1−36β )2γ4m21m22m23
fdeg (4.28)
where
fdeg =
2(1−36β )2
3
(52542675β 3+178185258β 2−9896841β −47632)β 4
−11(397050199920β 5−40790893923β 4+4055047758β 3−243771759β 2+6417616β
−59392)β 3m1+(5465578392450β 6+19309935720393β 5−3995019640449β 4
+327340481715β 3−13039336341β 2+250520816β −1857536)β 2m21+(2408448
−15298708984020β 6−29436067209393β 5+7048034089254β 4−562788423405β 3
+20645100208β 2−359200768β )βm31+3[(1821859464150β 6+4980794507091β 5
−1182106602432β 4+94244985459β 3−3452615664β 2+59975680β −401408)
m41(2β +m
2
1−2m1+1)].
18
ΩΩss
β -m1 +m12 = 0
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.4
0.5
0.6
0.7
0.8
0.9
1.0
μ
y
Figure 2: spaces Ω of masses
Therefore, the Hamiltonian (3.24) is non-degenerate if and only if
fdeg 6= 0.
Thus the set Vfdeg of points (β ,m1) such that the Hamiltonian (4.36) is degenerate is a real
algebraic variety. Moreover, the real algebraic variety Vfdeg is union of a finite number of
zero-dimensional points and one-dimensional “curves”.
For convenience’s sake, to make the direct-viewing understanding of sizes of geometric
areas Ω and Ωps etc, we would better draw their pictures in a new system of variables µ,y via
the diffeomorphism: {
β = yµ,
m1 = 1−µ.
The spaces Ω and Ωps of masses in the variables µ,y can be seen Figure 2. Please note that
the space Ωps is much smaller than Ω.
To make the direct-viewing understanding of the real algebraic variety Vfdeg , we give the
plot of zero locus set of fdeg, please see Figure 4.
As a result, it follows from Theorem 2.5 that
Theorem 4.1 For every choice of positive masses of the planar three-body problem satisfying
(β ,m1) ∈ Ωps \Vfdeg , there are abundant periodic orbits near the Lagrange relative equilib-
rium, and the relative measure of the closure of the set of periodic orbits in the polydisc
‖ρ‖< ε is at least 1−O(ε 14 ).
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Furthermore, it follows from Theorem 2.4 and the following Theorem 4.2 that the relative
measure in the above theorem is at least 1−O(exp(−c˜ε −1υ+1 )) generically, here υ > 6 and c˜
are positive constants.
Theorem 4.2 ([29]) The set Γr of β ∈ (0, 127) corresponding to resonant frequency vectors
ϖ = (ω0,−ω1,ω2) is countable and dense. The set Γd of β ∈ (0, 127) corresponding to (c,υ)-
Diophantine frequency vectors ϖ = (ω0,−ω1,ω2) is a set of full measure for υ > 6.
4.2 Euler relative equilibrium
As r is an Euler central configuration such that ‖r‖= 1 and whose center of masses is at
the origin, without loss of generality, suppose
m1+m2+m3 = 1,
r = (ξ1,0,ξ3,0,ξ5,0)>,
where
ξ1 =−κ
(
m2(σ + 12)+m3
)
,
ξ3 = κ
(
m1(σ + 12)+m3(σ − 12)
)
,
ξ5 = κ
(
m2(12 −σ)+m1
)
,
and the parameters σ ∈ (−12 , 12),κ > 0 satisfy the equations (3.6):
m2
(σ+ 12 )2
+m3 = λκ3
(
m2(σ + 12)+m3
)
− m1
(σ+ 12 )2
+ m3
( 12−σ)2
=−λκ3 (m1(σ + 12)+m3(σ − 12))
m1+
m2
( 12−σ)2
= λκ3
(
m2(12 −σ)+m1
) (4.29)
and
I(r) = κ2(m1m2(σ +
1
2
)2+m2m3(σ − 12)
2+m1m3) = 1.
Then
E3 = r,
E4 = r⊥,
λ = m1m2
κ(σ+ 12 )
+ m1m3κ +
m3m2
κ( 12−σ)
,
(4.30)
and the matrix λ I+M−1B is
λ +
m3+
m2
(σ+ 12 )
3
κ3/2 0 − 2m2κ3(σ+ 12 )3 0 −
2m3
κ3 0
0 λ −
m2
(σ+ 12 )
3+m3
κ3 0
m2
κ3(σ+ 12 )3
0 m3κ3
− 2m1
κ3(σ+ 12 )3
0 λ +
m1
(σ+ 12 )
3+
m3
( 12−σ)3
κ3/2 0 −
2m3
κ3( 12−σ)3
0
0 m1
κ3(σ+ 12 )3
0 λ −
m3
( 12−σ)3
+
m1
(σ+ 12 )
3
κ3 0
m3
κ3( 12−σ)3
−2m1κ3 0 − 2m2κ3( 12−σ)3 0 λ +
m1+
m2
( 12−σ)3
κ3/2 0
0 m1κ3 0
m2
κ3( 12−σ)3
0 λ −
m2
( 12−σ)3
+m1
κ3

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As a result of (3.10), λ5,λ6 and {E5,E6} can be obtained by calculating eigenvectors of the
above matrix.
A straight forward computation shows that the remaining eigenvalues and eigenvectors
are
λ5 =−λ + 2(m1+m3)κ3 +
2(m1+m2)
κ3(σ+ 12 )3
+ 2(m2+m3)
κ3( 12−σ)3
= 3λ −2λ6,
λ6 = 3λ−λ52 =
−64σ4+160σ2+28
κ5(4σ2−1)3
,
E5 =
(√
m2m3
m1
κ(12 −σ),0,−
√
m1m3
m2
κ,0,
√
m1m2
m3
κ(σ + 12),0
)>
E6 = E
⊥
5 .
For convenience’s sake, since the equations (4.29) can not be solved explicitly, one can
use the parameters σ ,κ as independent variables. Then
λ = −64σ
4+160σ2+28
κ5(4σ2−1)3
− 8(4σ
2+7)
κ3(16σ4−40σ2−7) ,
m1 =− (2σ+1)
2(κ3λ (2σ−1)3+8)
32σ4−80σ2−14 ,
m2 =−(1−4σ
2)
2
(κ3λ−1)
16σ4−40σ2−7 ,
m3 =
(1−2σ)2(κλ (2σ+1)3−8)
32σ4−80σ2−14 ,
and the parameters σ ,κ satisfy one of the following conditions:
• σ = 0∧κ > 2;
• 0 < σ < 12 ∧ fκ(σ)< κ2 < gκ(σ);
• 0 > σ >−12 ∧ fκ(−σ)< κ2 < gκ(−σ).
where
fκ(σ) =− 4(−16σ
4+40σ2+7)
2
(4σ2−1)3(16σ4−8σ2+49)
,
gκ(σ) =− (−16σ
4+40σ2+7)
2
4σ(2σ−1)3(16σ4+32σ3+40σ2+24σ+21) .
As a result, the quadratic part H2 of the Hamiltonian (3.24) is
H2 =
s2
2
+
1
2
[ω2r2+ y25+ y
2
6−2ω(x5y6− x6y5)+(ω2−λ5)x25+(ω2−λ6)x26],
and the 6 eigenvalues are
±ω0i, ±ω1i, ±ω2,
where
ω0 = ω =
√
λ ,
ω1 =
√√
9λ 26−10λ6ω2+ω4+λ6+ω2√
2
,
ω2 =
√√
9λ 26−10λ6ω2+ω4−λ6−ω2√
2
,
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ω1 > ω0. Furthermore, it’s shown that ω1,ω0 satisfies a resonance relations of order 3 at
most:ω1 = 2ω0.
So by Lyapunov Theorem 2.1, to the eigenvalues±ω1i there corresponds a one parameter
family of periodic orbits that lie near the origin and have the approximate period 2piω1 . Thus
generically there are two one parameter family of periodic orbits that lie near the origin, in
other words, there are two two-dimensional invariant manifold constituted by periodic orbits.
The above results by Lyapunov Theorem have been obtained by Siegel [26].
However, we can further prove that periodic orbits are unexpectedly abundant: generically
the relative measure of the closure of the set of periodic orbits near the origin in the four-
dimensional central manifold is close to 1.
To prove this fact, by Theorem 2.8, it’s necessary to get the Birkhoff normal form of the
Hamiltonian (3.24) in the central manifold.
First, some tedious computation further yields
U(x3E3+ x5E5+ x6E6) = λ +
λ5x25+λ6x
2
6
2
+a30x35+a12x5x
2
6+a40x
4
5+a22x
2
5x
2
6+a04x
4
6+ · · · ,
where
a30 =
m23ξ
3
5
(σ+ 12 )
4+
m21ξ
3
1
(σ− 12 )4
−m22ξ 33
κ4√m1m2m3 =−
2
3a12;
a40 = a4+ 38(5λ −4λ6),
a04 = 38(a4−λ +2λ6),
a22 = 34(−4a4+2λ −λ6),
a4 =
m33ξ
4
5
(σ+ 12 )
5−
m31ξ
4
1
(σ− 12 )5
+m32ξ
4
3
κ5m1m2m3
.
Thus
H(r,x,s,y) =
−ω2
2
+
s2
2
+
1
2
[ω2r2+ y25+ y
2
6+2ω(x6y5− x5y6)+(ω2−λ5)x25+(ω2−λ6)x26]
− r[ω2r2+ y25+ y26+2ω(x6y5− x5y6)+(ω2−
λ5
2
)x25+(ω
2− λ6
2
)x26]− (a30x35+a12x5x26)
+
1
2
[(x6y5− x5y6+ω(x25+ x26))2− (x5y5+ x6y6)2]− [a40x45+a22x25x26+a04x46]
+ r[a30x35+a12x5x
2
6]+
3r2
2
[ω2r2+ y25+ y
2
6+2ω(x6y5− x5y6)+
3ω2−λ5
3
x25+
3ω2−λ6
3
x26]+ · · ·
As a matter of notational convenience, set
q0 = r,q1 = x5,q2 = x6, p0 = s, p1 = y5, p2 = y6.
Then the Hamiltonian H for the three-body problem is
H =−ω
2
0
2
+H2+H3+H4+ · · · , (4.31)
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where
H2 = 12 [p
2
0+ p
2
1+ p
2
2+2ω0 (p1q2− p2q1)+ω20 q20+(ω20 −λ5)q21+(ω20 −λ5)q22],
H3 =−q0[ω20 q20+ p21+ p22+2ω0(q2 p1−q1 p2)+(ω20 −
λ5
2
)q21+(ω
2
0 −
λ6
2
)q22]− (a30q31+a12q1q22),
H4 =
1
2
[(q2 p1−q1 p2+ω0(q21+q22))2− (q1 p1+q2 p2)2]− [a40q41+a22q21q22+a04q42]
+q0[a30q31+a12q1q
2
2]+
3q20
2
[ω20 q
2
0+ p
2
1+ p
2
2+2ω0(q2 p1−q1 p2)+
3ω20 −λ5
3
q21+
3ω20 −λ6
3
q22].
We now look for a change of variables from (p,q) to (p,q) such that H2 takes the form
ω0(p20+q
2
0)
2
+
ω1(p21+q
2
1)
2
+ω2p2q2.
Let J denote the usual symplectic matrix
( −I
I
)
. A straight forward computation
shows that the eigenvalues of the matrix J ∂
2H2
∂ 2(p,q) are ±ω0i,±ω1i,±ω2.
Note that we can restrict our attention to the variables p1, p2,q1,q2. For the eigenvalues
ω1i,ω2,−ω2, the corresponding eigenvector are(
ω0(2λ6+ω21−3λ)
−2λ6+ω21+3λ
,
iω1(−2λ6+ω21+λ)
−2λ6+ω21+3λ
,− 2iω1ω0−2λ6+ω21+3λ ,1
)⊥
,(
ω0(−2λ6+ω22+3λ)
2λ6+ω22−3λ
, 2ω2λ
2λ6+ω22−3λ
+ω2, 2ω2ω02λ6+ω22−3λ
,1
)⊥
,(
ω0(−2λ6+ω22+3λ)
2λ6+ω22−3λ
,ω2
(
− 2λ
2λ6+ω22−3λ
−1
)
,− 2ω2ω0
2λ6+ω22−3λ
,1
)⊥
.
It follows that we can introduce the following symplectic transformation to reduce the
Hamiltonian H:
p0 =
√
ω0p0
q0 =
q0√
ω0
p1 =
ω0(2λ6+ω21−3λ)q1√
r1(−2λ6+ω21+3λ)
+
ω0(−2λ6+ω22+3λ)p2√
r2(2λ6+ω22−3λ)
+
ω0(−2λ6+ω22+3λ)q2√
r2(2λ6+ω22−3λ)
p2 =
ω1(−2λ6+ω21+λ)p1√
r1(−2λ6+ω21+3λ)
+
ω2
(
− 2λ
2λ6+ω
2
2−3λ
−1
)
p2
√
r2
+
(
2ω2λ
2λ6+ω
2
2−3λ
+ω2
)
q2
√
r2
q1 =− 2ω1ω0p1√r1(−2λ6+ω21+3λ) −
2ω2ω0p2√
r2(2λ6+ω22−3λ)
+ 2ω2ω0q2√
r2(2λ6+ω22−3λ)
q2 =
q1√
r1
+ p2√r2 +
q2√
r2
(4.32)
here
r1 =
ω1(−λ6+2ω21−λ)
−2λ6+ω21+3λ
,
r2 =−2ω2(λ6+2ω
2
2+λ)
2λ6+ω22−3λ
.
Then the Hamiltonian H becomes
H(p,q) =−ω
2
0
2
+
ω0(p20+q
2
0)
2
+
ω1(p21+q
2
1)
2
+ω2p2q2+H3(p,q)+H4(p,q)+ · · · ,
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But we’d better introduce the following complex symplectic transformation to reduce the
Hamiltonian H: 
p0 =
ζ0√
2
+ iη0√
2
q0 =
η0√
2
+ iζ0√
2
p1 =
ζ1√
2
+ iη1√
2
q1 =
η1√
2
+ iζ1√
2
p2 = ζ2
q2 = η2
(4.33)
Then the Hamiltonian H becomes
H(ζ ,η) =−ω
2
0
2
+ iω0ζ0η0+ iω1ζ1η1+ω2ζ2η2+H3(ζ ,η)+H4(ζ ,η)+ · · · ,
We perform the change of variables (ζ ,η) 7→ (u,v) with a generating function
u0η0+u1η1+u2η2+S3(u,η)+S4(u,η)+ · · · ,
such that in the new variables (u,v) the Hamiltonian function reduces to a Birkhoff normal
form of degree 4 up to terms of degree higher than 4:
H(ζ ,η) = H(ζ (u,v),η(u,v)) =H(u,v)
= iω0u0v0+ iω1u1v1+ω2u2v2− 12 [ω00(u0v0)
2+ω11(u1v1)2+ω22(u2v2)2
+2ω01(u0v0u1v1)+2ω02(u0v0u2v2)+2ω12(u1v1u2v2)]+ · · · ,
where S3 and S4 are forms of degree 3 and 4 in u,η , and
ζ = u+
∂S3
∂η
+
∂S4
∂η
+ · · · , v = η+ ∂S3
∂u
+
∂S4
∂u
+ · · · .
First, it’s shown that up to resonance relation of order 4, ω1,ω0 satisfies a resonance
relation of order 3 at most:ω1 = 2ω0 for a curve in the space of masses. Fortunately, this
resonance relation do not appear in the process of obtaining the Birkhoff normal form. So for
every choice of masses, there is no resonance for the Hamiltonian function H.
We make use of the relation
H(u+
∂S3
∂η
+
∂S4
∂η
+ · · · ,η) =H(u,η+ ∂S3
∂u
+
∂S4
∂u
+ · · ·) (4.34)
to find the Birkhoff normal form of degree 4.
Equating the forms of order 3 in u,η of (4.34) we obtain
iω0(
∂S3
∂η0
η0− ∂S3∂u0 u0)+ iω1(
∂S3
∂η1
η1− ∂S3∂u1 u1)+ω2(
∂S3
∂η2
η2− ∂S3∂u2 u2)+H3(u,η) = 0.
(4.35)
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It follows that S3 can be determined. Then by equating the forms of order 4 in u,η of
(4.34) we obtain
iω0(
∂S4
∂η0
η0− ∂S4∂u0 u0)+ iω1(
∂S4
∂η1
η1− ∂S4∂u1 u1)+ω2(
∂S4
∂η2
η2− ∂S4∂u2 u2)+H3→4+H4(u,η)
+
1
2
[ω00(u0v0)2+ω11(u1v1)2−ω22(u2v2)2+2ω01(u0v0u1v1)−2iω02(u0v0u2v2)
−2iω12(u1v1u2v2)] = 0,
where H3→4 is the forms of order 4 of H3(u+ ∂S3∂η ,η).
It follows that S4 and the Birkhoff normal form of degree 4 can be determined.
However, we remark that it needs only determine ω00,ω01,ω11 for the Birkhoff normal
form on the center manifold.
For the Birkhoff normal form of degree 4 on the center manifold:
H(u,v) = iω0u0v0+ iω1u1v1− 12 [ω00(u0v0)
2+ω11(u1v1)2+2ω01(u0v0u1v1)]+ · · · ,
we can switch to action-angle variables, the above Birkhoff normal form becomes
H(ρ,ϕ) = ω0ρ0+ω1ρ1++
1
2
[ω00ρ20 +ω11ρ
2
1 +2ω01ρ0ρ1]+ · · · , (4.36)
where ρ j = iu jv j ( j = 0,1) are action variables, and
ω00 =−3,
ω01 =−
(2τ−1)
√
2τ2+7τ−4
τ
(
7τ4+42τ3+41τ2−76τ−28)
(τ−1)(2τ2+7τ+2)(8τ2+19τ−16) ,
ω11 =
−16τ8−125τ7+58τ6+1436τ5+454τ4−2739τ3+2640τ2−1140τ+128
2(τ−1)2τ(τ+4)(2τ−1)(8τ2+19τ−16)
+
27τ
(
9a230τ(28τ
6+131τ5+434τ4+544τ3−472τ2+140τ−120)
(4τ+1)(4τ2+7τ−6) −a4λ (τ+4)
(
3τ4+8τ3+24τ2+8
))
8λ 2(τ+4)2(2τ−1)(τ2−1)2
,
where
τ =
1
4
(
5− 9λ6
λ
)
+
3
4
√
9
(
λ6
λ
)
2− 10λ6
λ
+1.
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Then
ω00ω11−ω201 =−
(τ+4)(2τ−1)3 (7τ4+42τ3+41τ2−76τ−28)2
(τ−1)2τ (2τ2+7τ+2)2 (8τ2+19τ−16)2
+
3
8λ 2τ(τ+4)2(2τ−1)(4τ+1)(τ2−1)2 (4τ2+7τ−6)(8τ2+19τ−16)
[−243a230τ3(224τ8+1580τ7+5513τ6+10502τ5−384τ4−16552τ3+9252τ2−4520τ
+1920)+27a4λτ2(384τ10+4240τ9+19016τ8+45319τ7+49694τ6−16688τ5
−54352τ4+20392τ3−17776τ2+5824τ+3072)+4λ 2(τ+1)2(256τ12+3536τ11
+12848τ10−15853τ9−161192τ8−157864τ7+277966τ6+136889τ5−377438τ4
+243876τ3−35208τ2−17888τ+3072)].
A straight forward computation shows that for every choice of masses, ω00ω11−ω201 6= 0.
Aa a result, it follows from Theorem 2.8 that
Theorem 4.3 For every choice of positive masses of the planar three-body problem, there
are abundant periodic orbits near the Euler relative equilibrium, and the relative measure of
the closure of the set of periodic orbits in the polydisc ‖ρ‖ < ε on the 4-dimensional center
manifold is at least 1−O(ε 14 ).
Furthermore, we can prove the following result that generically frequency vectors ϖ =
(ω0,ω1) are (c,υ)-Diophantine. Therefor the relative measure in the above theorem is at least
1−O(exp(−c˜ε −1υ+1 )) generically.
Theorem 4.4 The masses set Γr corresponding to resonant frequency vectorsϖ =(ω0,ω1) is
a union of countable number of zero-dimensional points and one-dimensional “curves” and
dense. The masses set Γ corresponding to (c,υ)-Diophantine frequency vectors ϖ = (ω0,ω1)
is a set of full measure for υ > 6?.
5 Euler Relative Equilibrium of the N-body Problem
It’s natural to conjecture that generically there are abundant periodic orbits near an relative
equilibrium solution, although it’s not easy to prove this. For example, suppose an relative
equilibrium solution corresponds a nondegenerate central configuration, then the elements
such as λ ,ω,λk,Ek,ω jk etc smoothly depend on the masses near the masses correspond-
ing to a nondegenerate central configuration having d unequal imaginary eigenvalues, and
it should prove that there are abundant periodic orbits near the relative equilibrium on the
2d-dimensional center manifold by Theorem 2.8.
In this section we will prove rigorously that there are abundant periodic orbits near Euler
relative equilibrium on the 2N−2-dimensional center manifold of the N-body Problem.
Theorem 5.1 For almost every choice of positive masses of the planar N-body problem, there
are abundant periodic orbits near Euler relative equilibrium, and the relative measure of the
closure of the set of periodic orbits in the polydisc ‖ρ‖< ε on the 2N−2-dimensional center
manifold is at least 1−O(ε 14 ).
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By Theorem 2.8, the key point is judging that the reduced Hamiltonian the planar N-body
problem on the center manifold is nondegenerate. Because Euler central configurations, i.e.,
collinear central configurations are nondegenerate, the elements such as λ ,ω,λk,Ek,ω jk etc
smoothly depend on the masses on the whole, indeed, algebraically depend on the masses
on the whole. As a result, it is easy to believe that the reduced Hamiltonian on the center
manifold is nondegenerate except a proper algebraic subset of the mass space for the planar
N-body problem. However, one can not simply claim Theorem 5.1 is correct, since we can
not simply exclude constant value functions, or more precisely, the elements such as the
frequency ωk might be constant and resonant for all the masses of the N-body Problem, then
we even can’t obtain the Birkhoff normal form of degree 4; even if the frequency ωk are
not resonant and we could obtain the Birkhoff normal form of degree 4, the determinant of
ω jk on the center manifold might be invariably zero, that is, the reduced Hamiltonian on the
center manifold is degenerate for all the masses of the N-body Problem. So one need prove
rigorously that the elements such as ωk,det(ω jk), as algebraic functions of the masses, are
not constant. We prove this by the inductive method.
5.1 Collinear Central Configurations 1
When the central configuration E3 is collinear, suppose E3 = r=(ξ1,0,ξ2,0, · · · ,ξN ,0)> ∈
(R×0)N ⊂ R2N , then the matrix B jk = m jmkr3jk
( −2 0
0 1
)
, so M−1B becomes:

A11
m2
r312
D · · · mN
r31N
D
m1
r312
D A11 · · · mNr32N D
...
... . . .
...
m1
r31N
D m2
r32N
D · · · ANN

where D =
( −2 0
0 1
)
and the diagonal blocks are given by:
Akk =− ∑
1≤ j≤N, j 6=k
m j
r3jk
D.
[29] has pointed out that {E5,E6, · · · ,E2N−1,E2N} can be considered as {E5,E6 =E⊥5 , · · · ,E2N−1,E2N =
E⊥2N−1}, then Q becomes block diagonal with block J =
(
0 −1
1 0
)
:
Q =
 J . . .
J
 .
λ2k =
3
√
g3λ −λ2k−1
2
< 0, λ2k−1 > 3
√
g3λ . (5.37)
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As a preliminary to the following sections, let’s recall the results of collinear central con-
figurations. For simplicity, we confine ourselves to the configuration space RN and suppose
e2 = (ξ1,ξ2, · · · ,ξN)> ∈ RN is a collinear central configuration.
The equations (3.6) of central configurations become:
N
∑
j=1, j 6=k
m j
|r j− rk|3 (r j− rk) =−λrk,1≤ k ≤ N, (5.38)
here rk = ξk ∈ R.
Without loss of generality, we fix λ = 1, m1 = 1 and assume ξ1 < ξ2 < · · · < ξN . Then
the equations (5.38) are N algebraic equations of N Unknowns rk ∈ R (k = 1,2, · · · ,N) with
N − 1 parameters mk (k = 2, · · · ,N). The equations (5.38) are independent at the central
configuration e2 if and only if the matrix
D=

1+∑1≤ j≤N, j 6=1
2m j
r3j1
−2m2
r312
· · · −2mN
r31N
−2m1
r312
1+∑1≤ j≤N, j 6=2
2m j
r3j2
· · · −2mN
r32N
...
... . . .
...
−2m1
r31N
−2m2
r32N
· · · 1+∑1≤ j≤N, j 6=N 2m jr3jN

is nonsingular at the central configuration e2. And the central configuration e2 is degener-
ate if and only if the matrix D is degenerate at the central configuration e2. When masses
parameters mk > 0 (k = 2, · · · ,N), it’s easy to see that all the eigenvalues of D are positive,
this is also true even for one of masses parameters mk (k = 2, · · · ,N) being zero (and for
some of masses parameters mk (k = 2, · · · ,N) being zero under some additional conditions).
So collinear central configuration are all nondegenerate, and algebraic functions of masses
parameters.
Since the matrix D is symmetric linear mapping with respect to the scalar product 〈,〉,
there are N orthogonal eigenvectors e1,e2, · · · ,eN of D with respect to the scalar product
〈,〉. The eigenvectors e1,e2, · · · ,eN and the corresponding eigenvalues ι1, ι2, · · · , ιN are also
algebraic functions of masses parameters. One can fix e1 = (1,1, · · · ,1)> and ι1 = 1 = λ .
The eigenvalue ι2 = 3λ = 3.
It’s noteworthy that ιk/ι1 or ιk/λ do not depend on scale of the central configuration e2.
The similar is true for λk/(
√
g3λ ). It’s obvious that for k = 1,2, · · · ,N
E2k−1 = ek,
λ2k−1 = (
√
g3λ )ιk,
λ2k = 3−ιk2 (
√
g3λ ).
5.2 Collinear Central Configurations 2
A. The two-body case. First, let’s consider the two-body problem: N = 2. Then by the
equations of central configurations
m2(ξ2−ξ1)
r312
=−ξ1
m1(ξ1−ξ2)
r312
=−ξ2
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we have
e2 = (ξ1,ξ2)> r12 = ξ2−ξ1 = 3
√
m1+m2,
where
ξ1 =− m2
(m1+m2)
2
3
ξ2 =
m1
(m1+m2)
2
3
.
Suppose m2 = ε1 is small, then
e2(ε1) = (0,1)>+O(ε1),
r12(ε1) = ξ2−ξ1 = 3
√
1+ ε1 = 1+ c1ε1+O(ε21 ),
(5.39)
where c1 = 13 .
B. The three-body case. Let’s firstly consider the restricted three-body problem: N =
3,m3 = 0. The equations (5.38) of central configurations reduce to the equations of central
configurations for the two-body problem and
m1
(r12+ r23)3
(ξ1−ξ3)+ m2r323
(ξ2−ξ3) =−ξ3.
Then r12 is same as that in (5.39) and we further have
ε1
r323
= 1+
2
r312
+O(r23),
r23(ε1) = c2ε
1
3
1 + c
5
2ε
2
3
1 +O(ε1),
where c2 = 13√3ι1 =
1
3√3 .
By
D=

1+ 2m2
r312
−2m2
r312
0
−2m1
r312
1+ 2m1
r312
0
−2m1
r313
−2m2
r323
1+ 2m1
r313
+ 2m2
r323

it follows that
ι3(ε1) = 1+ 2m1r313
+ 2m2
r323
= 9−12c2ε
1
3
1 +O(ε
2
3
1 ) = 3ι2−12c2ε
1
3
1 +O(ε
2
3
1 ),
e2(ε1) = (ξ1,ξ2,ξ3)> = (0,1,1)>+(0,0,c2ε
1
3
1 )
>+O(ε
2
3
1 ),
e3(ε1) = (0,0,1)>.
Let’s further consider the three-body problem: N = 3,m3 > 0. Suppose m3 = ε2 =O(ε1001 )
is small, then it follows from the implicit function theorem that
ι3(ε1,ε2) = ι3(ε1)+O(ε2) = 32ι1−12c2ε
1
3
1 +O(ε
2
3
1 ),
e2(ε1,ε2) = e2(ε1)+O(ε2) = (0,1,1)>+(0,0,c2ε
1
3
1 )
>+O(ε
2
3
1 ),
e3(ε1,ε2) = e3(ε1)+O(ε2) = (0,0,1)>+O(ε2),
r12(ε1,ε2) = r12(ε1)+O(ε2) = 1+ c1ε1+O(ε21 ),
r23(ε1,ε2) = r23(ε1)+O(ε2) = c2ε
1
3
1 + c
5
2ε
2
3
1 +O(ε1).
(5.40)
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C. The four-body case. Let’s firstly consider the restricted four-body problem: N =
4,m4 = 0. The equations (5.38) of central configurations reduce to the equations of central
configurations for the three-body problem and
m1
(r12+ r23+ r34)2
+
m2
(r23+ r34)2
+
m3
r234
= ξ4.
Then r12,r23 are same as that in (5.40) and we further have
ε2
r334
= 1+
2
(r12+ r23)3
+
2ε1
r323
+O(r34)
ε2
r334
= 32ι1−12c2ε
1
3
1 +O(ε
2
3
1 )
r34(ε1,ε2) = c3ε
1
3
2 +O((ε1ε2)
1
3 ),
where c3 = 13√32ι1 =
1
3√32 .
By
D=

1+ 2m2
r312
+ 2m3
r313
−2m2
r312
−2m3
r313
0
−2m1
r312
1+ 2m1
r312
+ 2m3
r323
−2m3
r323
0
−2m1
r313
−2m2
r323
1+ 2m1
r313
+ 2m2
r323
0
−2m1
r314
−2m2
r324
−2m3
r334
1+ 2m1
r314
+ 2m2
r324
+ 2m3
r334

it follows that
ι4(ε1,ε2) = 3ι3(ε1,ε2)+O(ε
1
3
2 ) = 1+
2m1
r314
+ 2m2
r324
+ 2m3
r334
= 27−36c2ε
1
3
1 +O(ε
2
3
1 ),
e2(ε1,ε2) = (ξ1,ξ2,ξ3,ξ4)> =,
e4(ε1,ε2) = (0,0,0,1)>.
Let’s further consider the three-body problem: N = 3,m3 > 0. Suppose m4 = ε3 =O(ε1002 )
is small, then it follows from the implicit function theorem that
ι4(ε1,ε2,ε3) = ι4(ε1,ε2)+O(ε3) = 3ι3(ε1,ε2)+O(ε
1
3
2 ) = 27−36c2ε
1
3
1 +O(ε
2
3
1 ),
e2(ε1,ε2) = e2(ε1)+O(ε2) = (0,1,1)>+(0,0,c2ε
1
3
1 )
>+O(ε
2
3
1 ),
e3(ε1,ε2) = e3(ε1)+O(ε2) = (0,0,1)>+O(ε2),
r12(ε1,ε2,ε3) = r12(ε1,ε2)+O(ε3) = r12(ε1)+O(ε2) = 1+ c1ε1+O(ε21 ),
r23(ε1,ε2,ε3) = r23(ε1,ε2)+O(ε3) = r23(ε1)+O(ε2) = c2ε
1
3
1 + c
5
2ε
2
3
1 +O(ε1),
r34(ε1,ε2,ε3) = r34(ε1,ε2)+O(ε3) = c3ε
1
3
2 +O((ε1ε2)
1
3 ).
(5.41)
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An easy induction gives
ιk(ε1, · · · ,εn) = ιk(ε1, · · · ,εn−1)+O(εn), n+1≥ k ≥ 3
ιn+2(ε1, · · · ,εn) = 3ιn+1(ε1, · · · ,εn)+O(ε
1
3
n ), n≥ 1
ek(ε1, · · · ,εn) = ek(ε1, · · · ,εn−1)+O(εn), n+1≥ k ≥ 2
en+2(ε1, · · · ,εn) = (0, · · · ,0︸ ︷︷ ︸
n+1
,1)>, n≥ 1
r(n+1)(n+2)(ε1, · · · ,εn) = cn+1ε
1
3
n +O((εn−1εn)
1
3 ), n≥ 2
cn+1 = 13√3nι1 =
1
3√3n , n≥ 1
(5.42)
To sum up, we have
ι1 = 1
ι2 = 3
ιn(ε1, · · · ,εN) = 3n−1(ι1−4c2ε
1
3
1 )+O(ε
2
3
1 ), n > 2
eN(ε1, · · · ,εN−1) = (0, · · · ,0︸ ︷︷ ︸
N−1
,1)>+O(εN−1),
e2(ε1, · · · ,εN−1) = (ξ1, · · · ,ξN)>,
ξn+1−ξn = rn(n+1), n≥ 1
r12(ε1, · · · ,εN) = 1+ c1ε1+O(ε21 ),
rn(n+1)(ε1, · · · ,εN) = cnε
1
3
n−1+O(ε
2
3
n−1), n≥ 2.
(5.43)
5.3 The Frequency Are not Resonant
Suppose λ (Ê3) = λ ∗ and λk(Ê3) = λ ∗k (k ≥ 3), then
λ ∗ = g
3
2
3λ
λ ∗2k−1 = ιkλ
∗,
λ ∗2k =
3−ιk
2 λ
∗,
and the Hamiltonian becomes
H(r,x,s,y) =
s2
2
+
r−2
2
{J2+
2N
∑
k=5
y2k +
N
∑
k=3
2J(x2ky2k−1− x2k−1y2k)+J2
2N
∑
k=5
x2k (5.44)
+ [
N
∑
k=3
(x2ky2k−1− x2k−1y2k)+J
2N
∑
k=5
x2k ]
2− (
2N
∑
k=5
xkyk)2+O(‖ (x,y) ‖6)}
− 1
r
[λ ∗+
λ ∗
2
N
∑
k=3
(ιkx22k−1+
3− ιk
2
x22k)+
1
6
2N
∑
i, j,k=5
ai jkxix jxk +
3λ ∗
8
(
2N
∑
k=5
x2k)
2
+
3λ ∗
4
(
2N
∑
j=5
x2j)
N
∑
k=3
[(ιk−1)x22k−1+
1− ιk
2
x22k]+
1
24
2N
∑
h,i, j,k=5
ahi jkxhxix jxk +O(‖ x ‖5)]
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For the relative equilibrium A(ωt)Ê3, we know that the angular momentum J is just ω
and λ ∗ = ω2, so the Hamiltonian (5.44) becomes:
H(r,x,s,y) =
−ω2
2
+
s2
2
+
1
2
[ω2r2+
2N
∑
k=5
y2k +
N
∑
k=3
2ω(x2ky2k−1− x2k−1y2k)
+
2N
∑
k=5
(ω2−λ ∗k )x2k ]
− [r(ω2r2+
2N
∑
k=5
y2k−2ω
2N
∑
j,k=5
qk jx jyk +
2N
∑
k=5
(ω2− λ
∗
k
2
)x2k)+
1
6
2N
∑
i, j,k=5
ai jkxix jxk]
+
1
2
[(
2N
∑
j,k=5
qk jx jyk−ω
2N
∑
k=5
x2k)
2− (
2N
∑
k=5
xkyk)2]+
r
6
2N
∑
i, j,k=5
ai jkxix jxk
+
3r2
2
[ω2r2+
2N
∑
k=5
y2k−2ω
2N
∑
j,k=5
qk jx jyk +
2N
∑
k=5
(ω2− λ
∗
k
3
)x2k ]
− [3ω
2
8
(
2N
∑
k=5
x2k)
2+
3
4
(
2N
∑
j=5
x2j)
2N
∑
k=5
(λ ∗k −ω2)x2k ]−
1
24
2N
∑
h,i, j,k=5
ahi jkxhxix jxk + · · · (5.45)
where · · · denotes higher order terms. The quadratic part H2 of the Hamiltonian (5.45) is
H2 =
1
2
[s2+ω2r2]
+
N
∑
k=3
1
2
[y22k−1+ y
2
2k +2ω(x2ky2k−1− x2k−1y2k)+ω2(1− ιk)x22k−1+ω2(
ιk−1
2
)x22k]
(5.46)
and the 2N−2 eigenvalues are
±ω0i, ±ω2k−1i, ±ω2k,
where
ω0 = ω =
√
λ ∗,
ω2k−5 = ω2
√√
9ι2k −34ιk +25− ιk +5, f or k ∈ {3, · · · ,N}
ω2k−4 = ω2
√√
9ι2k −34ιk +25+ ιk−5, f or k ∈ {3, · · · ,N}
A straight forward computation shows that ω0,ω2k−5 (3 ≤ k ≤ N) are not resonant. As a
result, the frequency are not resonant and we could obtain the Birkhoff normal form of degree
4 for all the masses of the N-body Problem except at most a proper algebraic subset of the
mass space.
5.4 The Reduced Hamiltonian is Nondegenerate
In this section, we prove that the determinant ofω jk on the center manifold can be not zero
for appropriate masses. Then it follows that the reduced Hamiltonian on the center manifold
33
is nondegenerate for all the masses of the N-body Problem except at most a proper algebraic
subset of the mass space.
Suppose that the reduced Hamiltonian on the center manifold is nondegenerate for the
masses m1, · · · ,mN−1 of the N − 1-body Problem, by mathematical methods of induction,
we will prove that the reduced Hamiltonian on the center manifold is nondegenerate for the
masses m1, · · · ,mN , of the N-body Problem such that mN = ε is sufficiently small.
Note that if we consider the restricted N-body problem, that is, when ε = 0, then the
definitions of q jk = 〈Ê j, Ê⊥k 〉, and ai jk = d3U |Ê3(Êi, Ê j, Êk) may be singular. This is because
that g2N−1,g2N ∼ ε , and ‖E2N−1‖,‖E2N‖ ∼
√
ε ≈ 0, as a result,
Ê2N−1 = (0,0, · · · , 1√ε ,0,)
>+O(
√
ε).
Suppose the central configuration Ê3(ε) = (e2,1(ε),0,e2,2(ε),0, · · · ,e2,N(ε),0,)> ∈ (R×
0)N ⊂ R2N , and
Ê2k−1(ε) = (ek,1(ε),0,ek,2(ε),0, · · · ,ek,N(ε),0,)>, f or k ∈ {3,4, · · · ,N},
Ê2k(ε) = Ê⊥2k−1 = (0,ek,1(ε),0,ek,2(ε),0, · · · ,0,ek,N(ε))>, f or k ∈ {3,4, · · · ,N}.
then
ek, j(ε) = ek, j(0)+O(ε), f or j ∈ {1, · · · ,N} and k ∈ {2, · · · ,N−1},
eN, j(ε) = O(
√
ε), f or j ∈ {1, · · · ,N−1},
eN,N(ε) = 1√ε +O(
√
ε),
ek,i j(ε) = ek, j(ε)− ek,i(ε) = ek,i j(0)+O(ε), f or k ∈ {2, · · · ,N−1},
|e2,i j(0)|> 0
where Êk(0) (3≤ k≤ 2N−2) and E2N−1(0) = (0,0, · · · ,0,0,1,0,)>,E2N(0) = E⊥2N−1(0) are
just eigenvectors of the restricted N-body problem.
The corresponding eigenvalues λ ∗k (ε) and λ
∗(ε) are
λ ∗(ε) = (∑Nj=1 m jξ 2j )
3
2 = λ ∗(0)+O(ε),
λ ∗k (ε) = λ
∗
k (0)+O(ε), f or k ∈ {5,4, · · · ,2N}.
where the central configuration (ξ1,ξ2, · · · ,ξN)> is the unique solution of the equations of
central configurations:
N
∑
j=1, j 6=k
m j
|r j− rk|3 (r j− rk) =−rk,1≤ k ≤ N,
such that ξ1 < ξ2 < · · ·< ξN .
Recall that
U(x) = U(x3Ê3+
2N
∑
k=5
xkÊk) = ∑
1≤i< j≤N
mim j
ri j
,
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here
x3 =
√√√√1− 2N∑
k=5
x2k , (5.47)
ri j =
√√√√(e2,i jx3+ N∑
k=3
ek,i jx2k−1)2+(
N
∑
k=3
ek,i jx2k)2. (5.48)
Since
mim j
ri j
=
mim j
|e2,i j|{1−
N
∑
k=3
ek,i jx2k−1
e2,i j
+
1
2
2N
∑
k=5
x2k +
(∑Nk=3 ek,i jx2k−1)
2
e22,i j
− (∑
N
k=3 ek,i jx2k)
2
2e22,i j
−
2N
∑
k=5
x2k
N
∑
k=3
ek,i jx2k−1
e2,i j
− (
N
∑
k=3
ek,i jx2k−1
e2,i j
)3+
3(∑Nk=3 ek,i jx2k−1)(∑
N
k=3 ek,i jx2k)
2
2e32,i j
+(
3
8
)(
2N
∑
k=5
x2k)
2+
3
2
(
N
∑
k=3
ek,i jx2k−1
e2,i j
)2(
2N
∑
k=5
x2k)−
3
4
(
N
∑
k=3
ek,i jx2k
e2,i j
)2(
2N
∑
k=5
x2k)+(
N
∑
k=3
ek,i jx2k−1
e2,i j
)4
+
3
8
(
N
∑
k=3
ek,i jx2k
e2,i j
)4−3(
N
∑
k=3
ek,i jx2k−1
e2,i j
)2(
N
∑
k=3
ek,i jx2k
e2,i j
)2}+ · · ·
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we have
U(x) = U(x3Ê3+
2N
∑
k=5
xkÊk) = λ ∗+
1
2
2N
∑
k=5
λ ∗k x
2
k +
1
6
2N
∑
i, j,k=5
ai jkxix jxk
+
3λ ∗
8
(
2N
∑
k=5
x2k)
2+
3
4
(
2N
∑
j=5
x2j)
2N
∑
k=5
(λ ∗k −λ ∗)x2k +
1
24
2N
∑
h,i, j,k=5
ahi jkxhxix jxk +O(‖ x ‖5)
= λ ∗+
1
2
2N
∑
k=5
λ ∗k x
2
k +
1
6
2N−2
∑
i, j,k=5
ai jkxix jxk +
1
2 ∑
5≤ i, j ≤ 2N−2,
2N−1≤ k ≤ 2N
ai jkxix jxk
+
1
2 ∑
5≤ i≤ 2N−2,
2N−1≤ j,k ≤ 2N
ai jkxix jxk− 16
σ1√
ε
x32N−1+
1
6
3σ1√
ε
x2N−1x22N
+
3λ ∗
8
(
2N
∑
k=5
x2k)
2+
3
4
(
2N
∑
j=5
x2j)
2N
∑
k=5
(λ ∗k −λ ∗)x2k +
1
24
2N−2
∑
h,i, j,k=5
ahi jkxhxix jxk
1
6 ∑
5≤ h, i, j ≤ 2N−2,
2N−1≤ k ≤ 2N
ahi jkxhxix jxk +
1
4 ∑
5≤ h, i≤ 2N−2,
2N−1≤ j,k ≤ 2N
ahi jkxhxix jxk
+
1
6 ∑
5≤ h≤ 2N−2,
2N−1≤ i, j,k ≤ 2N
ahi jkxhxix jxk
+
1
24
σ2
ε
x42N−1+
1
24
3
8σ2
ε
x42N−
1
24
3σ2
ε
x22N−1x
2
2N +O(‖ x ‖5)
ai jk(ε) = ai jk(0)+O(ε), f or i, j,k ∈ {5, · · · ,2N−2},
ai jk(ε) = O(
√
ε), f or i, j ∈ {5, · · · ,2N−2} and k ∈ {2N−1,2N},
ai jk(ε) = O(1)+O(ε), f or i ∈ {5, · · · ,2N−2} and j,k ∈ {2N−1,2N},
ahi jk(ε) = ahi jk(0)+O(ε), f or h, i, j,k ∈ {5, · · · ,2N−2},
ahi jk(ε) = O(
√
ε), f or h, i, j ∈ {5, · · · ,2N−2} and k ∈ {2N−1,2N},
ahi jk(ε) = O(1)+O(ε), f or h, i ∈ {5, · · · ,2N−2} and j,k ∈ {2N−1,2N},
ahi jk(ε) = O(1/
√
ε), f or h ∈ {5, · · · ,2N−2} and i, j,k ∈ {2N−1,2N},
σ1 = ∑N−1i=1
mi
|e2,iN(0)|4 > 0,
σ2 = ∑N−1i=1
mi
|e2,iN(0)|5 > 0.
36
Then
H(r,x,s,y) = H◦+
1
2
[y22N−1+ y
2
2N +2ω
◦(x2Ny2N−1− x2N−1y2N)
+ (ω◦2−λ ◦2N−1)x22N−1+(ω◦2−λ ◦2N)x22N ]
− r[y22N−1+ y22N +2ω◦(x2Ny2N−1− x2N−1y2N)+(ω◦2−
λ ◦2N−1
2
)x22N−1+(ω
◦2− λ
◦
2N
2
)x22N ]
− 1
6
[
2N
∑
i, j,k=5
ai jkxix jxk−
2N−2
∑
i, j,k=5
ai jkxix jxk]
+
1
2
[(
2N
∑
j,k=5
qk jx jyk−ω◦
2N
∑
k=5
x2k)
2− (
2N
∑
k=5
xkyk)2− (
2N−2
∑
j,k=5
qk jx jyk−ω◦
2N−2
∑
k=5
x2k)
2+(
2N−2
∑
k=5
xkyk)2]
+
r
6
[
2N
∑
i, j,k=5
ai jkxix jxk−
2N−2
∑
i, j,k=5
ai jkxix jxk]
+
3r2
2
[y22N−1+ y
2
2N +2ω
◦(x2Ny2N−1− x2N−1y2N)+(ω◦2−
λ ◦2N−1
3
)x22N−1+(ω
◦2− λ
◦
2N
3
)x22N ]
− [3ω
◦2
8
(
2N
∑
k=5
x2k)
2+
3
4
(
2N
∑
j=5
x2j)
2N
∑
k=5
(λ ◦k −ω◦2)x2k−
3ω◦2
8
(
2N−2
∑
k=5
x2k)
2− 3
4
(
2N−2
∑
j=5
x2j)
2N
∑
k=5
(λ ◦k −ω◦2)x2k ]
− 1
24
[
2N
∑
h,i, j,k=5
ahi jkxhxix jxk−
2N−2
∑
h,i, j,k=5
ahi jkxhxix jxk]+O(ε)+ · · · (5.49)
where O(ε) denotes the terms that whose coefficients are bounded with respect to ε , and
H◦ =
−ω◦2
2
+
s2
2
+
1
2
[ω◦2r2+
2N
∑
k=5
y2k +
N
∑
k=3
2ω◦(x2ky2k−1− x2k−1y2k)
+
2N−2
∑
k=5
(ω◦2−λ ◦k )x2k ]
− [r(ω◦2r2+
2N−2
∑
k=5
y2k−2ω◦
2N−2
∑
j,k=5
qk jx jyk +
2N−2
∑
k=5
(ω◦2− λ
◦
k
2
)x2k)+
1
6
2N−2
∑
i, j,k=5
a◦i jkxix jxk]
+
1
2
[(
2N−2
∑
j,k=5
qk jx jyk−ω◦
2N−2
∑
k=5
x2k)
2− (
2N−2
∑
k=5
xkyk)2]+
r
6
2N−2
∑
i, j,k=5
a◦i jkxix jxk
+
3r2
2
[ω◦2r2+
2N−2
∑
k=5
y2k−2ω◦
2N−2
∑
j,k=5
qk jx jyk +
2N−2
∑
k=5
(ω◦2− λ
◦
k
3
)x2k ]
− [3ω
◦2
8
(
2N−2
∑
k=5
x2k)
2+
3
4
(
2N−2
∑
j=5
x2j)
2N−2
∑
k=5
(λ ◦k −ω◦2)x2k ]−
1
24
2N−2
∑
h,i, j,k=5
a◦hi jkxhxix jxk
is same as the Hamiltonian of the N−1-body Problem up to degree 4.
As a matter of notational convenience, set
q0 = r, p0 = s,
qk = xk+4, pk = yk+4, f or k ∈ {1, · · · ,2N−4}
37
First, an argument similar to the one used in the previous sections,
p0 =
√
ω0p0
q0 =
q0√
ω0
p2k−1 =
ω0(2λ ∗2k+4+ω
2
2k−1−3λ ∗)q1√
r1(−2λ ∗2k+4+ω22k−1+3λ ∗)
+
ω0(−2λ ∗2k+4+ω22k+3λ ∗)p2√
r2(2λ ∗2k+4+ω
2
2k−3λ ∗)
+
ω0(−2λ ∗2k+4+ω22k+3λ ∗)q2√
r2(2λ ∗2k+4+ω
2
2k−3λ ∗)
p2k =
ω2k−1(−2λ ∗2k+4+ω22k−1+λ ∗)p1√
r1(−2λ ∗2k+4+ω22k−1+3λ ∗)
+
ω2k
(
− 2λ∗
2λ∗2k+4+ω22k−3λ∗
−1
)
p2
√
r2
+
(
2ω2kλ
∗
2λ∗2k+4+ω22k−3λ∗
+ω2k
)
q2
√
r2
q2k−1 =− 2ω2k−1ω0p1√r1(−2λ ∗2k+4+ω22k−1+3λ ∗) −
2ω2kω0p2√
r2(2λ ∗2k+4+ω
2
2k−3λ ∗)
+ 2ω2kω0q2√
r2(2λ ∗2k+4+ω
2
2k−3λ ∗)
q2k =
q1√
r1
+ p2√r2 +
q2√
r2
(5.50)
here
r2k−1 =
ω2k−1(−λ ∗2k+4+2ω22k−1−λ ∗)
−2λ ∗2k+4+ω22k−1+3λ ∗
,
r2k =−2ω2k(λ
∗
2k+4+2ω
2
2k+λ
∗)
2λ ∗2k+4+ω
2
2k−3λ ∗
.
Or further 
p0 =
ζ0√
2
+ iη0√
2
q0 =
η0√
2
+ iζ0√
2
p2k−1 =
ζ2k−1√
2
+
iη2k−1√
2
q2k−1 =
η2k−1√
2
+
iζ2k−1√
2
p2k = ζ2k
q2k = η2k
(5.51)
Then the Hamiltonian H becomes
H(p,q)=−ω
2
0
2
+
ω0(p20+q
2
0)
2
+
N
∑
k=3
[
ω2k−1(p22k−1+q
2
2k−1)
2
+ω2kp2kq2k]+H3(p,q)+H4(p,q)+· · · ,
or
H(ζ ,η)=−ω
2
0
2
+iω0ζ0η0+
N
∑
k=3
[iω2k−1ζ2k−1η2k−1+ω2kζ2kη2k]+H3(ζ ,η)+H4(ζ ,η)+· · · ,
By the way, it’s obvious that the reduced Hamiltonian on the center manifold is positive
definite. Therefore, one can obtain N−1 one parameter family of periodic orbits that lie near
Euler relative equilibrium by Theorem 2.2.
Since the Hamiltonian H◦ could reduce to a Birkhoff normal form of degree 4:
H◦(u,v) = iω0u0v0+
N−3
∑
k=1
[iω2k−1u2k−1v2k−1+ω2ku2kv2k]− 12 [
2N−6
∑
k=0
ωkk(ukvk)2+
2N−6
∑
j,k=0
2ω jk(u jv jukvk)]
it is easy to see that there is a change of variables (ζ ,η) 7→ (u,v) such that the Hamiltonian
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H of (5.49) becomes
H =H◦+
1
2
[y22N−1+ y
2
2N +2ω
◦(x2Ny2N−1− x2N−1y2N)
+ (ω◦2−λ ◦2N−1)x22N−1+(ω◦2−λ ◦2N)x22N ]
− r[y22N−1+ y22N +2ω◦(x2Ny2N−1− x2N−1y2N)+(ω◦2−
λ ◦2N−1
2
)x22N−1+(ω
◦2− λ
◦
2N
2
)x22N ]
− 1
6
[
2N
∑
i, j,k=5
ai jkxix jxk−
2N−2
∑
i, j,k=5
ai jkxix jxk]
+
1
2
[(
2N
∑
j,k=5
qk jx jyk−ω◦
2N
∑
k=5
x2k)
2− (
2N
∑
k=5
xkyk)2− (
2N−2
∑
j,k=5
qk jx jyk−ω◦
2N−2
∑
k=5
x2k)
2+(
2N−2
∑
k=5
xkyk)2]
+
r
6
[
2N
∑
i, j,k=5
ai jkxix jxk−
2N−2
∑
i, j,k=5
ai jkxix jxk]
+
3r2
2
[y22N−1+ y
2
2N +2ω
◦(x2Ny2N−1− x2N−1y2N)+(ω◦2−
λ ◦2N−1
3
)x22N−1+(ω
◦2− λ
◦
2N
3
)x22N ]
− [3ω
◦2
8
(
2N
∑
k=5
x2k)
2+
3
4
(
2N
∑
j=5
x2j)
2N
∑
k=5
(λ ◦k −ω◦2)x2k−
3ω◦2
8
(
2N−2
∑
k=5
x2k)
2− 3
4
(
2N−2
∑
j=5
x2j)
2N
∑
k=5
(λ ◦k −ω◦2)x2k ]
− 1
24
[
2N
∑
h,i, j,k=5
ahi jkxhxix jxk−
2N−2
∑
h,i, j,k=5
ahi jkxhxix jxk]+O(ε)+ · · ·
We perform the change of variables (u,v) 7→ (u,v) with a generating function
2N−4
∑
k=0
ukvk +S3(u,v)+S4(u,v)+ · · · ,
such that in the new variables (u,v) the Hamiltonian function reduces to a Birkhoff normal
form of degree 4 up to terms of degree higher than 4.
By assumption, ωk (0 ≤ k ≤ 2N− 4) are not resonant, so we need only pay attention to
the resonant terms of H3→4,H4 where H3→4 is the forms of order 4 of H3(u+ ∂S3∂v ,v). After
careful consideration, it’s necessary to consider the Birkhoff normal form of the Hamiltonian
Hsim =H◦+
1
2
[y22N−1+ y
2
2N +2ω
◦(x2Ny2N−1− x2N−1y2N)
+ (ω◦2−λ ◦2N−1)x22N−1+(ω◦2−λ ◦2N)x22N ]− [−
1
6
σ1√
ε
x32N−1+
1
6
3σ1√
ε
x2N−1x22N ]
− [ 1
24
σ2
ε
x42N−1+
1
24
3
8σ2
ε
x42N−
1
24
3σ2
ε
x22N−1x
2
2N ]
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or even only
Hε =
1
2
[y22N−1+ y
2
2N +2ω
◦(x2Ny2N−1− x2N−1y2N)
+ (ω◦2−λ ◦2N−1)x22N−1+(ω◦2−λ ◦2N)x22N ]− [−
1
6
σ1√
ε
x32N−1+
1
6
3σ1√
ε
x2N−1x22N ]
− [ 1
24
σ2
ε
x42N−1+
1
24
3
8σ2
ε
x42N−
1
24
3σ2
ε
x22N−1x
2
2N ],
Since we will prove that the determinant of the Birkhoff normal form is the order of 1ε , but
the omitted part only yields error of O(1) with regard to ε .
An argument similar to the one used in the previous sections show that
Hε = iω2N−5u2N−5v2N−5+ω2N−4u2N−4v2N−4− 12 [ω2N−5,2N−5(u2N−5v2N−5)
2
+ ω2N−4,2N−4(u2N−4v2N−4)2+2ω2N−5,2N−4(u2N−5v2N−5u2N−4v2N−4)],
where
ω2N−5,2N−5 =
1
192(ιN−3)(ιN−1)ι2N(9ιN−25)
(
27ι2N−95ιN +50
)
λ ◦2ε
{9σ2ιN
(
27ι2N−95ιN +50
)
λ ◦[∆
(−7ι2N +19ιN−12)+3ι3N−2ι2N−29ιN +60]
+4σ21 [∆
(
1539ι4N−7461ι3N +11275ι2N−8115ιN +2250
)
+2187ι5N−19188ι4N +55412ι3N
−65834ι2N +41745ιN−11250]},
∆=
√
(ιN−1)(9ιN−25).
λ ◦ = (
N−1
∑
j=1
m jξ 2j )
3
2 = λ ∗(0)+O(ε)
where the central configuration (ξ1,ξ2, · · · ,ξN−1)> is the unique solution of the equations of
collinear central configurations of the N−1-body problem such that ξ1 < ξ2 < · · ·< ξN .
A straight forward computation shows that |ω2N−5,2N−5ε|> δ > 0, so we have
|det(ω jk)ω2N−5,2N−5ε| ≥ δ2 +O(ε),
where det(ω jk) is the determinant of the Birkhoff normal H◦.
In a word, we have proved Theorem 5.1.
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