The design and the implementation of a genetic algorithm are described. The applicability domain is on structure-activity relationships expressed as multiple linear regressions and predictor variables are from families of structure-based molecular descriptors. An experiment to compare different selection and survival strategies was designed and realized. The genetic algorithm was run using the designed experiment on a set of 206 polychlorinated biphenyls searching on structure-activity relationships having known the measured octanol-water partition coefficients and a family of molecular descriptors. The experiment shows that different selection and survival strategies create different partitions on the entire population of all possible genotypes.
Introduction
First simulations of evolution were found in studies of Nils Aall BARRICELLI [1] [2] [3] [4] . Shortly later, Alex FRASER it published a series of papers about simulation of artificial selection of organisms with a measurable trait loci. Fraser and collaborators simulations (Fraser, -1970 include all essential elements of modern genetic algorithms [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Even most of the heuristics are in significant measure ad-hoc and dependent to the given problem, the developing of the informatics lead scientists to formulate three heuristics which are very general and applicable to a large variety of hard problems; due to their generality they now are called meta-others.
heuristics. All three are stochastic in nature, being based on occurring natural processes, and together with genetic algorithms (GA), of which great expansion of studies started around 1970's [20, 21] and reinvented later [22, 23] , this family also contains simulated annealing (SA) [24, 25] and tabu search (TS) [26] [27] [28] .
The quality of an heuristic algorithm is defined through three criteria: it's speed (how fast it obtain the solution), it's precision (how far is the solution to the global optimum), and it's scope or applicability domain (how large is the subset of the input data relative to the entire set of possible values for which the algorithm performs according to previous two criteria). An important issue is of algorithmic complexity appears here, and is sustained by the No Free Lunch Theorem (NFLT) [29, 30] . The NFLT theorem shows that by using all three criteria, all algorithms are equivalent (being A and B algorithms, and being a dataset for which A performs better than B, it exists a dataset for which B performs better than A). The important consequence is about the design methodology: in order to construct a good algorithm, the key is the well-defining of the applicability domain, for which a given algorithm which we intend to create, may perform better than
The genetic algorithms supposes adaptive heuristic search being based on the ideas of the evolution; thus they bring the concepts of natural selection and genetics into the mathematical simulation by the uses of the computer. Mimics of the observed processes in natural evolution of the organic matter it serves as tool for solving decision, classification, optimization, and simulation problems. The key elements which are called to contribute in a genetic algorithm are: the genetic model (the phenotypegenotype dualism) such as was formulated and augmented from first steps of modern genetics [31, 32] ; crossover (the traits -genes dualism) such as it was observed by the precursors of modern genetics [33] [34] [35] ; mutation, such as was observed beginning with modern genetics precursors to date (random [36] , deliberate through exposing to certain conditions [37, 38] , or under environment factors stress [39] ); and finally, the last but not the list, natural selection and survival of the fittest [40] .
The obtaining of a good structure-activity relationship is a hard problem containing through its complexity all ingredients for a model of a hard-problem. Thus, characterizing of the relationship between structure and biochemical activity implies all categories of hard-problems: optimization (of the structure-activity model by maximizing its capacity of estimation and prediction), classification (use of the model to classify the compounds into classes of activity), decision (use of the model to take a decision regarding the synthesising of a new compound for which the model predicts better activity).
The hard problem of structure-activity relationship is as follows: having a structural information (obtained from molecular topology and geometry) and a biochemical information (obtained from a designed experiment), which is the best structure-activity relationships describing the activity (biochemical information) depending on structure (structural information).
A suitable way for genetic algorithms applicability domain is to construct a family of structural descriptors, such as Molecular Descriptors Family (MDF), described in [41] .
The aim of this research is to define the frame of the implementation of a genetic algorithm of which applicability domain is on structure-activity relationships on families of molecular descriptors.
Material and Method
The work [42] may serve as example of a hard problem of biochemical structure vs. measured property. Here, starting from experimental data of observed retention times of polychlorinated biphenyls (PCBs) reported in [43] , a database containing structure based information was build; figure  1 depicts the procedure of obtaining the information. In order to a genetic algorithm to become suitable for structure-activity relationships, we must define its search space. Thus, the problem of structure-activity relationship finding must be formulated using genetic terms.
Every gene (one of the values from Gene columns of Table 1 ; ex. I M for FPIF family of structural descriptors) encodes an operator used to construct the chromosome (gene sequence of a family in Table 1 ; ex. D M A P I D I M F C S M L O for MDF) of a molecular descriptor (Table 1) . Every descriptor of a family of descriptors is a genotype (a possible series of values for every gene of a chromosome; ex. TCJtAAfDI for MDFV) and all together constitutes the genetic material (the set of all possible combinations of values from Genome column in Table 1 ; ex. {R, D} × {T, G} × {M, E, C, Q} × {__p__, __d__, _1/p_, _1/d_, _p*d_, _p/d_, _p/d2, p2/d2} × {si, se, ji, je, fi, fe} × {S, P, A, G, H} ×{P_, P2, E_, E2} × {I, R, L} × {t, g} for FPIF) of the given family. Searching on the molecular descriptors space is done with multiple linear regressions of type (1a) or type (1b), where Y is the array of the activity experimental measurements (the dependent variable; under assumption of experimental random error), {X 1 , …, X n } a set of descriptors drawn from a family (independent variables; under assumption of linear association with observed Y), and (b i ) i≤n are the model parameters (to be obtained under assumption of least squares error):
Following characterizes the equations (1) PCBs from a total of 209 expressed in logarithmic scale, as is entered into analysis in [48] ); the measurement error of Y is random and normal distributed too; the X 1 , …, X n variables are normal distributed and no affected by errors.
Probability Density Function
Histogram Normal Obtaining of the regression parameters (b i ) i≤n is always accompanied by a risk being in error, and under hypothesis that exists the linear relationship defined by (1a) or (1b) their statistical significance and confidence intervals may be obtained by using Student t distribution [49, 50] . In order to (1a) or (1b) have unique solution is necessary (but not enough) that |b| ≤ m-1; in order to (b i ) i≤n have statistical significance is necessary (but not enough) that |b| ≤ m-6. If b 0 of (1a) has no statistical significance, then we should use equation (1b) as alternative of the more general case (1a). The no statistical significance of a coefficient b i for 1 ≤ i ≤ n in equation (1a) associated with the absence of its statistical significance in (1b) should lead to rejecting of the hypothesis of the existence of the linear relationship between X i and Y.
The size of the search space (V s ) is a function of descriptors family size (N, Table 1 ) and the multiplicity of the linear regression (n, eq.1):
The equation (2) allows expressing of the calculus complexity to browse the entire searching space; the value of the eq.2 may be doubled if the search are conducted by both (1a) and (1b) equations. It may be checked that eq.2 defines a hard problem (problem of thich solution obtained by the best imaginable algorithm require an execution time increasing exponentially by the size of the input data).
Representing graphically ( Figure 3 ) the equation (2) for different values of n (number of independent variables in the expression of the multiple linear regression) it comes the proof (of exponential dependence) too. 
Genetic Algorithm Implementation
The design of a genetic algorithm supposes initialization (of random or deterministic type) of a sample (a subset of the genetic material of the molecular descriptors family; ex. {tCDrmmI, gHdRMMi, gMddMMi} is a sample of size 3 from MDF) of chromosomes from genetic material; let be p the size of the sample; then X 1 , …, X p enters into the evolution process (genetic complex process which implies selection, crossover and mutation processes) into the cultivar (seen as memory or virtual space in which the genotypes are transformed into phenotypes through applying of the operators defined by the gene values for the entire set of m molecules; the phenotype associated with the genotype is thus a array of m numerical values, one each for every molecule of the set).
The genetic algorithm (seen thus as an algorithm which describes through instructions the evolution process applied to the sample) operates on the sample which content are modified in every generation (a generation being one iteration of the genetic algorithm).
Every set of n distinct descriptors is a point in the search space (the set of all possible selections of n descriptors from a total of N -eq. 2) and in same time a possible solution (a regression equation of generic type defined by eqs.1). Basic operations of a genetic algorithm are chromosomes crossover and mutation ( Figure 4) . Crossover (the process through which a sequence of the chromosome are replaced by the corresponding sequence of another chromosome and vice versa; crossover is made hoping that by recombining of sequences of good genotypes is likely to produce even better descendants than the parents from which it comes) of two genotypes suppose the choosing (random or deterministic) of a contiguous sequence to be crossed over from the gene array; the values of the sequences are exchanged and two descendants are obtained. Mutation (the operator which introduces new modifications -inexistent in the sample in the generation; a characteristic is its occurrence with low probability, being thus applied with a low probability) of a genotype suppose changing of a value of a gene of the chromosome with other value from the list of possible values for the gene. The result of the mutation and crossover are the descendants (being thus the genotypes obtained from crossover and eventually mutation of the individuals from sample) or childs.
Selection (the operator with which one or more individuals are extracted from the sample in order to participate at proliferation) is the implicit operation required in order to mutate and crossover, and acts based on a selection score (a numerical value associated to the individual and calculated or expressed from the fitness of the phenotype into its cultivar environment). At least a part of the descendants should be viable descriptors (phenotypic viability -refers its potential to be used in regressions; a descriptor is viable if has real and finite values for all molecules from the dataset and not all its values are identical; supplementary further conditions can be imposed, such as: reasonable variability -by using the coefficient of variation, reasonable departure from normality -by using a normality test such as Jarque-Bera [ 51 ] , and a reasonable explanation power -by using its determination coefficient from simple linear regression with measured activity), being then able to be part of candidate solutions.
Viable descendents replaces a corresponding part of the individuals from the sample through a process of survival (the operator with which one or more individuals are removed from the sample their places being taken by the descendants) applied to the individuals based on a survival score (a numerical value associated to an individual based on both genotyping -measuring its genotypic similarity with all other individuals from cultivar with the purpose of maintaining the diversity of the genetic material from cultivar) and phenotyping -measuring its phenotypic similarity with the purpose of maintaining the diversity of traits).
The last but not the list parameter of the genetic algorithm is the evolution objective (the parameter under optimization; minimization -ex. sum of squares error; maximization -ex. determination coefficient) measured by a objective function (seen as the algorithm of calculation of the trait which constitutes the objective of the sample evolution).
An option is available: too keep (and in this case being excluded from survival procedure) or not into the cultivar the individuals with the best value of the objective function.
As it results, not all individuals of a generation survive and are included into the next generation. The reason to do this is in order to keep constant the number of the individuals in cultivar (or cultivar size). Thus, the number of the replaced individuals is equal with the number of viable descendants.
Selection and survival based on the selection and survival scores is implemented via selection and survival strategies (strategy -extraction method of an individual from sample using scores). What Table 3 formally presents express the fact that three alternatives are used (proportional, deterministic, and tournament) applicable to scores or to scores ranks (when ranks replaces values); more, the value of the score can enter into a process of normalization (of which purpose is correcting -relative adjusting -of the individuals scores relative to two references -one for minimum, and one for maximum -which are global updated in every generation during the entire evolution process). Score functions (f(i) = f i in Table 3 ) may have different expressions from evolution objective ( Table 4 evolution objective scores) to selection (Table 5 -selection scores) and to survival (Table 6 -survival scores). (Table 6 ) are made same calculations as for selection scores (FS). Proportional survival strategy same procedure (on VS) were applied as for proportional selection (on FS). Deterministic survival strategy same procedure (on VS) were applied as for deterministic selection (on FS). Tournament survival strategy same procedure (on VS) were applied as for tournament selection (on FS).
Ranks are obtained from: ÷ Ranking the values as in Spearman correlation coefficient algorithm [52, 53] ; ÷ Multiplies by two, decrease first one from all and add one (to be integers starting from 1); ÷ Rank sorting: QuickSort [54] algorithm (requiring 2·[log 2 (n)] crossovers, as in Figure 6 ).
The evolutionary program (the program which implements the genetic algorithm) was build in order to be able to work with any family of molecular descriptors, and was parameterized through a series of configuration files. 0 1 2 3 4 5 6 7 8 9 Positions
Step 1
Step 2
Step 3 Step 4 1 1 2 3 4 5 5 6 9 5
Step 5 Step 6 Figure 7 . Design of client-server connectivity topology A connection to a database on a server requires security protocols. The c_galg.cfg configuration file specifies the required information (Figure 8a ). The next configuration file (c_galg.cgt) contains the definition of the genetic topology of the descriptors family. Figure 8b shows the content of the c_galg.cgt file for MDF genetic topology (Table 1) , as it was run the program, results being described in following section.
The values of a series of parameters defining the evolution of the genetic algorithm were stored in a third configuration file, c_galg.cga ( Figure 9 ). 
Results and discussion
In order to test the program, an experiment of selection and survival strategy was designed (Table  7) and were run on five dual core processor based machines. In order to avoid the overwriting of the files from a program to another, a random number were added automatically by the program to the name of the output file, as is given in Table 7 . The program was run for 20000 generations on 206 PCBs by using logarithm of octanol/water partition coefficient data, already available in MDF database from previous investigation ( [48] , http://l.academicdirect.org/Chemistry/SARs/MDF_SARs/). Figure 10 contains the screen prints of the obtained results, the files being available upon request. 32 893   48  43  37  34  34  33  33  30  29  29  27  27  27  27  26  26  26  26  25  25  25  24  24  24  23  23  23  23  23  23  23  23   893   48  43  37  34  34  33  33  30  29  29  27  27  27  27  26  26  26  26  25  25  25  24  24  24  23  23  23  23  23  23 The frequency of the genotypes without linearization operator (last gene of the MDF family) may be a measure of the adaptation and in same time a measure for variability of the genetic material produced by the selection and survival strategy. In order to avoid the bias of the chance, 46 runs were done for every pair of selection and survival strategies. Above table (Table 8) contains this information resulted after descriptive processing of *_evo.txt files.
The chi-square statistic [55] [56] [57] may be used to test the homogeneity of the genotype populations obtained via different selection and survival strategies.
The following tables (Table 9 -Table 14 ) check homogeneity hypotheses regarding the number of genotypes found in the evolution leading generations. The tables contain the observed numbers and into parentheses the expected numbers under homogeneity hypothesis. 
