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A KRAEMER-TYPE RESCALING THAT TRANSFORMS THE ODDS RATIO
INTO THE WEIGHTED KAPPA COEFFICIENT
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This paper presents a simple rescaling of the odds ratio that transforms the association measure into
the weighted kappa statistic for a 2 × 2 table.
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1. Measures of 2 × 2 Association
In a validity study a dichotomous variable Y is often compared to a ‘gold standard’ vari-
able X. For example, in a medical test evaluation one has a ‘gold standard’ evaluation of the
presence/absence or type of a disease against which a test is assessed. A 2 × 2 study can be sum-
marized in a table like Table 1 (Warrens, 2008a, 2008b, 2009). In Table 1, the four proportions
a, b, c, and d characterize the joint distribution of the variables X and Y . The row and column
totals are the marginal distributions that result from summing the joint proportions. We denote
these by p1 and q1 for variable X and by p2 and q2 for variable Y (Warrens, 2008c, 2008d).
The odds ratio is a widely used measure of 2 × 2 association, and probably the most widely
used measure in epidemiology (Edwards, 1963; Fleiss, 2003; Kraemer, 2004). The formula of
the odds ratio in terms of proportions a, b, c, and d is OR = ad/bc. The odds ratio is the ratio
of the odds of an event occurring in one group to the odds of it occurring in another group.
These groups might be any other dichotomous classification. An odds ratio of 1 indicates that
the condition or event under study is equally likely in both groups. An odds ratio greater than 1
indicates that the event is more likely in the first group.
Another statistic of 2 × 2 association is the weighted kappa index (Spitzer, Cohen, Fleis,
& Endicott, 1967; Vanbelle & Albert, 2009). It is the unique measure that is based on an ac-
knowledgment that the clinical consequences of a false negative may be quite different from the
clinical consequences of a false positive (Bloch & Kraemer, 1989; Kraemer, Periyakoil, & Noda,
2004). A real number r ∈ [0,1] must be specified a priori indicating the relative importance of
false negatives to false positives. The sample estimator of the weighted kappa (Bloch & Kraemer,
1989) is
κ(r) = ad − bc
rp1q2 + (1 − r)p2q1 . (1)
The measure κ(1/2) is also known as Cohen’s (1960) kappa (see also, Kraemer, 1979; Warrens,
2008e). Since the denominator of (1) can be written as
rp1q2 + (1 − r)p2q1
= r(a + b)(b + d) + (1 − r)(a + c)(c + d)
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TABLE 1.
Break-down of proportions for binary variables X and Y .
Proportions Y = 1 Y = 0 Totals
X = 1 a b p1
X = 0 c d q1
Totals p2 q2 1
= rad + r(ab + b2 + bd) + (1 − r)ad + (1 − r)(ac + c2 + cd)
= rad + rb(1 − c) + (1 − r)ad + (1 − r)c(1 − b)
= ad − bc + rb + (1 − r)c,
Equation (1) is equivalent to
κ(r) = ad − bc
ad − bc + rb + (1 − r)c . (2)
2. Rescaling the Odds Ratio
The odds ratio is a measure without fixed endpoints. Under statistical independence the value
of the odds ratio is 1, but all other values of the odds ratio lie between 0 and ∞. Several authors
have therefore proposed rescalings of the odds ratio that transform the measure to a correlation-
like codomain (Yule, 1900, 1912; Digby, 1983). The association measures by Yule (1900, 1912)
and Digby (1983) have value 0 when two variables are statistically independent and maximum
value 1 (perfect association).
Kraemer (1988) showed how 2 × 2 association measures like the sensitivity (a/p1), speci-
ficity (d/q1), predictive value of a positive Y (a/p2), predictive value of a negative Y (d/q2)
and the four risk ratios can be transformed such that the new index has value 0 under statistical
independence and a maximum value of 1. In each case, the new 2 × 2 measure coincides with a
special case of the weighted kappa κ(r).
Let p > 0 and e > −1 be real numbers. Kraemer (1988, p. 46) noted that any rescaling of
the odds ratio of the form
ORp − 1
ORp + e (3)
has fixed endpoints at 0 (random test) and 1 (perfect association). Kraemer (1988, p. 47) conjec-
tured that “it is not possible to derive some simple rescaling of the odds ratio that simultaneously
fixes the endpoints and corresponds to some quality index”. However, it turns out that
κ(r) = OR − 1
OR − 1 + (r/c) + ((1 − r)/b) . (4)
The proof is as follows. Using p = 1 and e = −1 + (r/c) + ((1 − r)/b) in (3) we obtain (4).
Multiplying both the numerator and denominator of (4) by bc we obtain (2), which is equivalent
to (1). Hence, Equation (4) is a simple Kraemer-type rescaling of the odds ratio that transforms
the association measure into the weighted kappa statistic for a 2 × 2 table, effectively proving
Kraemer’s conjecture to be false.
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