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1. Introduction
It is well known [7] that polynomials orthogonal with respect to some positive
Borel measure supported on the unit circle are related to Hermitian Toeplitz matrices.
On the other hand, they are connected with the characteristic polynomials of principal
submatrices of a structured upper Hessenberg matrix [8]. In the case of measures sup-
ported on the real line the Hessenberg matrix becomes a Jacobi matrix.
 The research was supported by Dirección General de Investigación (Ministerio de Ciencia y Tecnología)
of Spain under grant number BFM2000-0015, as well as BFM2003-06335-C03-C02.
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These polynomials are usually required for least squares data fitting. In partic-
ular, they are very useful in linear prediction theory of discrete stationary stochastic
processes [7].
There are several situations where the Toeplitz matrices for certain given measures
are explicitly known and one wants to determine a set of polynomials which are orthog-
onal with respect to a measure which is a combination of the given measures. In the case
of measures supported in the real line, this problem has been introduced in [4].
In particular, in [1] this problem was studied for the sum of a measure µ supported
on the unit circle and the normalized Lebesgue measure. The translation in terms of the
entries of the resulting Toeplitz matrix means that we only perturb the main diagonal of
the Toeplitz matrix associated with µ by adding a constant term. This fact is strongly
connected with a method introduced by Pisarenko [9] for retrieving harmonics from a
covariance function. It is based on a classical result by Carathéodory about the trigono-
metric moment problem. The relation with the “maximum entropy” spectral estimator
and the effect of the addition of a noise component is analyzed there.
The generalization of the problem studied in [1] can be done in two different ways.
The first one consists in the perturbation of the Toeplitz matrix T (µ) associated with µ
by adding a finite number of moments of the second measure to the corresponding mo-
ments of T (µ). This approach has a numerical interest in perturbation theory for eigen-
values of Toeplitz matrices.
The second one has an analytical flavour. If ν is a positive Borel measure supported
on the unit circle and {ϕn}∞n=0 is the sequence of orthonormal polynomials with respect
to ν, i.e.
〈ϕn, ϕm〉ν =
∫ 2π
0
ϕn
(
eiθ
)
ϕm
(
eiθ
)
dν(θ) = δm,n,
then
dνk = 1|ϕ∗k (eiθ )|2
dθ
2π
,
with ϕ∗k (z) = zkϕk(z−1), k = 1, 2, . . . , is a sequence of positive Borel measures sup-
ported on the unit circle such that ν is the ∗-weak limit of the sequence {νk} [6].
Furthermore,
∫ 2π
0
P
(
eiθ
)
dνk(θ) =
∫ 2π
0
P
(
eiθ
)
dν(θ),
for every polynomial P of degree at most k. The relation with numerical quadrature on
the unit circle has been pointed out by several authors [3]. Thus, it seems to be natural
to consider the sequence of measures dµk = dµ + dνk and the corresponding sequences
of orthogonal polynomials. A varying orthogonality appears and thus we are interested
to analyze the sequence of monic polynomials associated with the measure dµk for a
fixed k.
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Taking into account the characterization of monic orthogonal polynomials as ex-
tremal polynomials, which can be read as a linear backward predictor in linear prediction
theory, the aim of our contribution is to present a constructive approach to the sequence
of monic polynomials orthogonal with respect to dµk in terms of monic polynomials
orthogonal with respect to dµ.
Notice that the sequence of polynomials orthonormal with respect to νk is known
as Bernstein–Szegö sequence. They are explicitly given by zn−kϕk(z) for n  k.
The structure of the paper is as follows.
In section 2 we obtain some properties concerning the measure µ˜, which is the sum
of a positive finite Borel measure µ and a Bernstein–Szegö measure ν. We prove that
µ˜ belongs to the Szegö class and we obtain several relations between the norms of the
sequence of monic orthogonal polynomials (SMOP) with respect to the three measures.
We also deduce some properties about the coefficients of the expression which relates
the SMOP with respect to measures µ˜ and ν.
In section 3 we study some properties of the Carathéodory function of the mea-
sure µ˜. Remember that the Carathéodory function of a measure µ is defined as
F(z) = 1
2π
∫ 2π
0
eiθ + z
eiθ − z dµ(θ).
In section 4 we consider that the measure µ is a polynomial modification of the Lebesgue
measure. In this case we obtain some interesting properties for the SMOP with respect
to the measure sum.
Finally, in the last section, we assume that the Bernstein–Szegö measure is
dν(θ) = 1|A1(eiθ )|2
dθ
2π
with A1(z) a polynomial of degree one. In this case we give an explicit expression for
the SMOP related to µ˜.
2. Orthogonality with respect to µ˜ = µ + ν, with ν a Bernstein–Szegö measure
We consider the following measure
dµ˜ = dµ + dν, (1)
where
dν = 1|Ak(eiθ )|2
dθ
2π
and Ak(z) =
k∑
i=0
ak−izi
is a polynomial of degree k, such that Ak(z) = 0 in D = {z ∈ C: |z|  1}.
In the sequel we denote by {φn}∞n=0 the SMOP(µ), by {ψn}∞n=0 the SMOP(ν) and
by {φ˜n}∞n=0 the SMOP(µ˜). For every Borel positive and finite measure µ on [0, 2π ] it
is very well known (see [6]) that the sequence of the norms of the SMOP is decreasing.
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This fact is a consequence of the extremal property of the norms of the SMOP. Therefore
{‖φn‖µ}∞n=0 is decreasing and hence there exists limn→∞ ‖φn‖2µ = m(µ)  0.
The measure µ belongs to the Szegö class S if and only if
∫ 2π
0 log µ
′(θ) dθ > −∞,
where we denote by µ′ the Radon–Nikodym derivative of µ with respect to the Lebesgue
measure. The measures in the Szegö class can be characterized by different equivalent
conditions (see [6, 10]). If µ ∈ S, then the Szegö function is
	(z;µ) = exp
(−1
4π
∫ 2π
0
eiθ + z
eiθ − z log µ
′(θ) dθ
)
,
where µ′ is defined as above. When the measure belongs to the Szegö class S then the
preceding limit, m(µ), is positive.
In the sequel we denote the limit of the norms of the SMOP in the following way:
lim
n→∞ ‖φn‖
2
µ = m(µ), lim
n→∞ ‖ψn‖
2
ν = m(ν), and lim
n→∞
∥∥φ˜n∥∥2µ˜ = m(µ˜).
Since for n  k ψn(z) = 1/akzn−kA∗k(z), then ‖ψn(z)‖2ν = 1/|ak|2 for n  k, and
therefore m(ν) = 1/|ak|2.
Next we present some relations between the norms of the above polynomials.
Proposition 1. It holds that
(i) For n  0
m(µ) + 1|ak|2 
∥∥φ˜n∥∥2µ˜  ‖ψn‖2µ + c0(ν), (2)
where c0(ν) =
∫ 2π
0 dν(θ).
In particular, for n  k we get
m(µ) + 1|ak|2 
∥∥φ˜n∥∥2µ˜  1|ak|2
(
1 + ∥∥A∗k
∥∥2
µ
)
. (3)
(ii) The following relations between the norms are valid for every n  0
(a) ‖φn‖2µ 
∥∥φ˜n∥∥2µ  ‖ψn‖2µ, (4)
(b) ‖ψn‖2ν 
∥∥φ˜n∥∥2ν  ‖φn‖2ν. (5)
Proof. We take into account the minimal property of the norms of monic orthogonal
polynomials.
(i) To get (2), we consider the following inequalities, which are valid for every n  0,
∥∥φ˜n∥∥2µ˜  ‖ψn‖2µ˜ = ‖ψn‖2µ + ‖ψn‖2ν  ‖ψn‖2µ + c0(ν) and∥∥φ˜n∥∥2µ˜ =
∥∥φ˜n∥∥2µ +
∥∥φ˜n∥∥2ν  ‖φn‖2µ + ‖ψn‖2ν  m(µ) + 1|ak|2 .
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Since, for n  k, ‖ψn‖2ν = 1/|ak|2, then
m(µ) + 1|ak|2 
∥∥φ˜n∥∥2µ˜  ‖ψn‖2µ + 1|ak|2 ,
which yields (3).
(ii) To obtain (4) it is enough to consider the following inequalities
‖φn‖2µ + ‖ψn‖2ν 
∥∥φ˜n∥∥2µ + ‖ψn‖2ν 
∥∥φ˜n∥∥2µ +
∥∥φ˜n∥∥2ν  ‖ψn‖2µ + ‖ψn‖2ν.
Proceeding in a similar way,∥∥φ˜n∥∥2µ + ‖ψn‖2ν 
∥∥φ˜n∥∥2µ +
∥∥φ˜n∥∥2ν  ‖φn‖2µ + ‖φn‖2ν 
∥∥φ˜n∥∥2µ + ‖φn‖2ν,
and we get (5). 
Corollary 1. µ˜ belongs to the Szegö class S and the inverse of the weight of orthogo-
nality is integrable, that is,
(i) µ˜ ∈ S.
(ii) (1/µ˜′(θ)) ∈ L1[0, 2π], where µ˜′ denotes the Radon–Nikodym derivative of µ˜ with
respect to the Lebesgue measure.
Proof. (i) If we take limits in (3) we get
1
|ak|2 + m(µ)  m(µ˜).
Therefore m(µ˜) > 0 and hence µ˜ ∈ S.
(ii) Since
dµ˜(θ) = dµ(θ) + 1
2π |Ak(eiθ )|2 dθ,
then
µ˜′(θ) = µ′(θ) + 1
2π |Ak(eiθ )|2 , a.e.
Therefore
1
µ˜′(θ)
= 2π |Ak(e
iθ )|2
1 + 2π |Ak(eiθ )|2µ′(θ)  2π
∣∣Ak(eiθ)∣∣2, a.e.,
which implies that (1/µ˜′(θ)) ∈ L1[0, 2π]. 
Proposition 2. The following statements hold
(i) ∥∥φ˜n − ψn∥∥2µ˜  ‖ψn‖2µ − m(µ), (6)
(ii) ∥∥φ˜n − φn∥∥2µ˜  ‖φn‖2ν − 1|ak|2 . (7)
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Proof. (i) Taking into account that the polynomials φ˜n, ψn, and φn are monic we com-
pute
∥∥φ˜n − ψn∥∥2µ˜ =
〈
φ˜n − ψn, φ˜n − ψn
〉
µ˜
= −〈ψn, φ˜n − ψn〉µ˜
= ‖ψn‖2µ˜ −
∥∥φ˜n∥∥2µ˜ = ‖ψn‖2µ + ‖ψn‖2ν −
∥∥φ˜n∥∥2µ˜.
Since ‖φn‖2µ + ‖ψn‖2ν  ‖φ˜n‖2µ + ‖φ˜n‖2ν = ‖φ˜n‖2µ˜, then
∥∥φ˜n − ψn∥∥2µ˜  ‖ψn‖2µ − ‖φn‖2µ  ‖ψn‖2µ − m(µ).
(ii) Proceeding in a similar way we have
∥∥φ˜n − φn∥∥2µ˜ =
〈
φ˜n − φn, φ˜n − φn
〉
µ˜
= −〈φn, φ˜n − φn〉µ˜
= ‖φn‖2µ˜ −
∥∥φ˜n∥∥2µ˜ = ‖φn‖2µ + ‖φn‖2ν −
∥∥φ˜n∥∥2µ˜.
Now, applying again that ‖φn‖2µ + ‖ψn‖2ν  ‖φ˜n‖2µ˜, we get
∥∥φ˜n − φn∥∥2µ˜  ‖φn‖2ν − ‖ψn‖2ν  ‖φn‖2ν − 1|ak|2 . 
If we write
φ˜n(z) = ψn(z) +
n−1∑
j=0
βn,jψj (z), βn,j ∈ C, (8)
we are going to study the coefficients βn,j .
Proposition 3. The following statements hold:
(i) For every n  1, the coefficients βn,j with j = 0, 1, . . . , n − 1 in (8) are bounded
by
|βn,j | 
(
c0(µ) + c0(ν)
)|ak|. (9)
(ii) The sequences of coefficients {βn,n−j }jn−k are convergent.
(iii) For each n > k it holds that
∣∣φ˜(j)n (0)
∣∣  (c0(µ) + c0(ν))|ak|
j+k∑
i=j
∣∣ψ(j)i (0)
∣∣, for every j = 0, 1, . . . , n − k − 1,
(10)
and therefore, for n > 2k,
|φ˜(j)n (0)|
j ! 
(
c0(µ) + c0(ν)
) k∑
i=0
|ai |, for k  j  n − k − 1. (11)
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Proof. (i) From (8) we get
〈
φ˜n(z), ψj (z)
〉
ν
= βn,j‖ψj‖2ν, 0  j  n − 1.
Then
|βn,j | = |〈φ˜n(z), ψj (z)〉ν |‖ψj‖2ν
 ‖φ˜n‖ν‖ψj‖ν 
∥∥φ˜n∥∥ν |ak|.
Moreover, since ‖φ˜n‖ν  ‖φ˜n‖µ˜ then
|βn,j | 
∥∥φ˜n(z)∥∥µ˜|ak|  c0(µ˜)|ak| =
(
c0(µ) + c0(ν)
)|ak|, j = 0, 1, . . . , n − 1,
and (9) holds.
(ii) On the other hand, for every j such that j  n − k, we have
βn,n−j = 〈φ˜n(z), ψn−j (z)〉ν‖ψn−j‖2ν
=
〈
zn + ∑ji=1(φ˜(n−i)n (0)/(n − i)!)zn−i , ψn−j (z)〉ν
‖ψn−j‖2ν
=
j∑
i=0
〈(φ˜(n−i)n (0)/(n − i)!)zn−i , zn−j−kA∗k(z)〉ν
ak‖ψn−j‖2ν
=
j∑
i=0
φ˜(n−i)n (0)
(n − i)!
〈zj+k−i , A∗k(z)〉ν
ak‖ψn−j‖2ν
.
Therefore, if we denote by Ai = limn→∞(φ˜(n−i)n (0)/(n − i)!), i = 1, 2, . . . , j , then we
get
lim
n→∞ βn,n−j =
1
m(ν)
j∑
i=0
Ai
〈
zj+k−i , A∗k
〉
ν
.
(iii) Since ψ(j)n (0) = 0, ∀n > k + j with j  0, from relation (8), we have for
every j such that 0  j  n − k − 1
φ˜(j)n (0) =
k∑
i=0
βn,j+iψ
(j)
j+i(0).
Now applying (9) we get
∣∣φ˜(j)n (0)
∣∣ 
k∑
i=0
|βn,j+i |
∣∣ψ(j)j+i(0)
∣∣  (c0(µ) + c0(ν))|ak|
k∑
i=0
∣∣ψ(j)j+i(0)
∣∣,
which yields (10).
For n > 2k, to get (11) it is enough to consider (10) and take into account that for
each j such that k  j  n − k − 1 it holds ψ(j)j+s(0) = j !ak−s/ak for every s such that
0  s  k. 
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Corollary 2. The coefficients of (8) satisfy
(i)
n−1∑
j=0
|βn,j |2  |ak|2
(∥∥φ˜n∥∥2µ˜ − ‖ψn‖2ν
)
. (12)
For n  k the above expression becomes
n−1∑
j=0
|βn,j |2  |ak|2
∥∥A∗k
∥∥2
µ
. (13)
(ii)
n−1∑
j=0
|βn,j |2  |ak|2
(
c0(µ) + c0(ν) − 1|ak|2
)
. (14)
Proof. (i) If we take ν norms in (8), then we have
∥∥φ˜n − ψn∥∥2ν =
n−1∑
j=0
|βn,k|2‖ψk‖2ν  m(ν)
n−1∑
j=0
|βn,j |2 = 1|ak|2
n−1∑
j=0
|βn,j |2.
Besides, since
∥∥φ˜n − ψn∥∥2ν =
〈
φ˜n − ψn, φ˜n − ψn
〉
ν
= 〈φ˜n − ψn, φ˜n〉ν =
∥∥φ˜n∥∥2ν − ‖ψn‖2ν,
we obtain (12), because
n−1∑
j=0
|βn,j |2  |ak|2
(∥∥φ˜n∥∥2ν − ‖ψn‖2ν
)
 |ak|2
(∥∥φ˜n∥∥2µ˜ − ‖ψn‖2ν
)
.
Since ‖φ˜n‖2µ˜  ‖ψn‖2µ˜, from (12) for every n we get
n−1∑
j=0
|βn,j |2  |ak|2
(‖ψn‖2µ˜ − ‖ψn‖2ν),
and since ‖ψn‖2µ˜ = ‖ψn‖2µ + ‖ψn‖2ν , we deduce that
∑n−1
j=0 |βn,j |2  |ak|2‖ψn‖2µ and for
n  k (13) follows.
(ii) Taking into account that for n  0, ‖φ˜n‖2µ˜  c0(µ˜) and ‖ψn‖2ν  m(ν),
from (12)
n−1∑
j=0
|βn,j |2  |ak|2
(
c0(µ˜) − m(ν)
) = |ak|2
(
c0(µ) + c0(ν) − 1|ak|2
)
,
and hence we get (14). 
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3. The Laguerre–Hahn affine character of the measure sum
We denote by £ν the linear functional associated with the Bernstein–Szegö measure
dν(θ) = 1
2π |Ak(eiθ )|2 dθ,
and by Fν its Carathéodory function. Let us consider the linear functional of second
kind, Lν (see [6]).
It is well known that the Szegö function of £ν is given by 	(z; £ν) = Ak(z)/a¯k,
and the Szegö function of Lν is given in a similar way by 	(z;Lν) = Bk(z), with Bk a
polynomial of degree k. Since
Fν(z) = 	(z;Lν)
	(0;Lν)
	(z; £ν)
	(0; £ν) ,
then the Carathéodory function Fν is rational. Therefore it is well known that £ν is a
Laguerre–Hahn affine linear functional of second degree (see [2]).
We recall the following definition:
Definition 1 [2]. A quasi-definite and Hermitian linear functional is said to be a
Laguerre–Hahn affine linear functional if there exist polynomials A, B, and H, with
A = 0, such that the formal series G(z) and its formal derivative G′(z) satisfy
A(z)G′(z) + B(z)G(z) + H(z) = 0, (15)
where
G(z) = F(z) + F(1/z)
2
.
Notice that F is rational if and only if G is rational.
Besides, the following characterization is known.
Proposition 4. Let L be a quasi-definite and Hermitian linear functional with a
Carathéodory function F which is a non rational formal series. The following condi-
tions are equivalent:
(i) L is Laguerre–Hahn affine and equation (15) is satisfied
A(z)G′(z) + B(z)G(z) + H(z) = 0 with A = 0.
(ii) There exist polynomials A,B, andH such that A = 0,
z2A
(
1
z
)
B(z) +A(z)B
(
1
z
)
= 0, and A(z)F′(z) + B(z)F(z) +H(z) = 0.
Proof. See [2]. 
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In what follows we denote by £ the linear functional associated with the measure µ
and by £˜ the corresponding to µ˜ = µ + ν.
Proposition 5. £˜ satisfies the following properties.
(i) If the linear functional £ belongs to the Laguerre–Hahn affine class, then £˜ also
belongs to the Laguerre–Hahn affine class.
(ii) If the linear functional £ is of second degree, then £˜ is of second degree.
(iii) If the Carathéodory function F associated with £ has an analytic extension up to
|z| > r > 1, then the Carathéodory function F˜ of £˜ has also an analytic extension
to the exterior of the open unit disk.
Proof. If £ is a rational linear functional, and since £ν is a rational linear functional,
then the linear functional £˜ is also rational. Therefore £˜ belongs to the Laguerre–Hahn
affine class and it is also of second degree.
So let assume that £ is not a rational linear functional.
(i) If £ is a nonrational Laguerre–Hahn functional, then (see [2]), there exist poly-
nomials A = 0, B, and H such that
A(z)F′(z) + B(z)F(z) + H(z) = 0, with z2A
(
1
z
)
B(z) + A(z)B
(
1
z
)
= 0.
Since F˜(z) = F(z) + Fν(z), we can write F˜(z) = F(z) + P(z)/Q(z), with P,Q poly-
nomials of degree at most k and hence the following differential equation holds
A(z)
(
F˜
′(z) −
(
P(z)
Q(z)
)′)
+ B(z)
(
F˜(z) − P(z)
Q(z)
)
+ H(z) = 0,
or, equivalently,
A(z)˜F′(z) + B(z)˜F(z) + H(z) − A(z)P
′(z)Q(z) − P(z)Q′(z)
Q2(z)
− B(z)P (z)
Q(z)
= 0.
Therefore
Q2(z)A(z)˜F′(z) + Q2(z)B(z)˜F(z) + Q2(z)H(z) − A(z)(P ′(z)Q(z) − P(z)Q′(z))
−B(z)P (z)Q(z) = 0,
that is, the formal series F˜(z) satisfies the first-order linear differential equation
A˜(z)˜F′(z) + B˜(z)˜F(z) + H˜ (z) = 0,
where:
A˜(z) = Q2(z)A(z),
B˜(z) = Q2(z)B(z), and
H˜ (z) = Q2(z)H(z) − A(z)(P ′(z)Q(z) − P(z)Q′(z)) − B(z)P (z)Q(z).
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Finally, since
z2A˜
(
1
z
)
B˜(z) + A(z)B˜
(
1
z
)
= z2Q2
(
1
z
)
A
(
1
z
)
Q2(z)B(z) + Q2(z)A(z)Q2
(
1
z
)
B
(
1
z
)
= Q2
(
1
z
)
Q2(z)
(
z2A
(
1
z
)
B(z) + A(z)B
(
1
z
))
= 0
then (see [2]), the linear functional £˜ belongs to the Laguerre–Hahn affine class.
(ii) If £ is a non rational and second degree linear functional then there exist poly-
nomials α = 0, β, and γ = 0 such that
α(z)F2(z) + β(z)F(z) + γ (z) = 0 and β2 − 4αγ = r2,
for every polynomial r . It is straightforward to prove that
α(z)
(
F˜(z) − P(z)
Q(z)
)2
+ β(z)
(
F˜(z) − P(z)
Q(z)
)
+ γ (z) = 0.
Thus
α(z)˜F2(z) +
(
β(z) − 2α(z)P (z)
Q(z)
)
F˜(z) + γ (z) − β(z)P (z)
Q(z)
+ α(z)
(
P(z)
Q(z)
)2
= 0,
and, as a consequence,
Q2(z)α(z)˜F2(z) + (Q2(z)β(z) − 2α(z)P (z)Q(z))˜F(z)
+ γ (z)Q2(z) − β(z)P (z)Q(z) + α(z)P 2(z) = 0.
Thus the formal series F˜(z) satisfies the quadratic equation
α˜(z)˜F2(z) + β˜(z)˜F(z) + γ˜ (z) = 0,
with
α˜(z) = Q2(z)α(z),
β˜(z) = Q2(z)β(z) − 2α(z)P (z)Q(z),
γ˜ (z) = γ (z)Q2(z) − β(z)P (z)Q(z) + α(z)P 2(z).
Hence F˜(z) is a second degree linear functional and
β˜2(z) − 4α˜(z)γ˜ (z) = (β2(z) − 4α(z)γ (z))Q4(z) = r2,
for every polynomial r .
(iii) If we take into account that Fν(z) = (Bk(z)/Bk(0))(1/Ak(z)) and the fact that
the zeros αj of Ak(z) are such that |αj | > 1 for j = 1, 2, . . . , k, then F˜(z) has an analytic
extension up to |z| > min{r, |αj ||j=1,2,...,k } > 1. 
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4. A particular case for measure µ
Now we consider the measure µ in relation (1) is the polynomial modification of
the Lebesgue measure
dµ
(
θ
) = ∣∣Bk′(eiθ)∣∣2 dθ2π ,
where we assume that Bk′(z) is a polynomial of degree k′  1 and Bk′(0) = 0. Then the
measure µ˜ considered in (1) becomes
dµ˜(θ) = ∣∣Bk′(eiθ)∣∣2 dθ2π +
1
|Ak(eiθ )|2
dθ
2π
. (16)
Proposition 6. For each n  k + k′ the polynomial ψn(z) can be written in terms of, at
most, k + k′ + 1 polynomials {φ˜j (z)}, with n − (k + k′)  j  n. That is, there exist
k + k′ complex numbers αn,n−1, αn,n−2, . . . , αn,n−(k+k′) such that
ψn(z) = φ˜n(z) + αn,n−1φ˜n−1(z) + · · · + αn,n−(k+k′)φ˜n−(k+k′)(z). (17)
Proof. Since for each n the sequence of polynomials {φ˜j }nj=0 is a basis of the space Pn
of polynomials of degree at most n, then we can write
ψn(z) = φ˜n(z) +
n−1∑
j=0
αn,j φ˜j (z).
Therefore we have
〈
ψn(z), φ˜j (z)
〉
µ˜
= αn,j
∥∥φ˜j∥∥2µ˜, j = 1, 2, . . . , n − 1.
On the other hand, taking into account the definition of µ˜ and since 〈ψn(z), φ˜j (z)〉ν = 0
for j = 0, 1, . . . , n − 1, we get
αn,j
∥∥φ˜j∥∥2µ˜ =
〈
ψn(z), φ˜j (z)
〉
µ
, ∀j = 0, 1, 2, . . . , n − 1. (18)
For n  k + k′, since ψn(z) = (1/ak)zn−kA∗k(z), then
〈
ψn(z), φ˜j (z)
〉
µ
= 1
ak
∫ 2π
0
zn−kA∗k(z)φ˜j (z)
∣∣Bk′(z)∣∣2 dθ2π .
Taking into account the form of the polynomials A∗k(z) and Bk′(z) it is easy to obtain〈
ψn(z), φ˜j (z)
〉
µ
= 0 for every j = 0, 1, . . . , n − (k + k′) − 1.
Hence αn,j = 0 for every j = 0, 1, . . . , n − (k + k′) − 1, and thus we get (17). 
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Corollary 3. The coefficients in relation (17) satisfy the following properties:
(i) For n > k + k′
αn,n−j = 〈ψn(z), φ˜n−j (z)〉µ‖φ˜n−j‖2µ˜
, j = 1, 2, . . . , k + k′. (19)
(ii) For every j = 1, 2, . . . , k + k′
|αn,n−j | 
(|ak|2‖ψn‖2µ + 1)1/2. (20)
(iii) Moreover, the coefficients satisfy the following inequalities
(a) For every j = 1, 2, . . . , k,
∣∣∣∣αn,n−j − ak−jak
∣∣∣∣ 
(
c0(µ) + c0(ν)
)1/2 j−1∑
l=0
|ak−l|. (21)
(b) For every j = k + 1, k + 2, . . . , k + k′, we get
|αn,n−j | 
(
c0(µ) + c0(ν)
)1/2 k∑
l=0
|ak−l|. (22)
Proof. (i) (19) is a straightforward consequence of (18).
(ii) Since
|〈ψn(z), φ˜n−j (z)〉µ˜|2
‖φ˜n−j‖4µ˜

‖ψn‖2µ˜‖φ˜n−j‖2µ˜
‖φ˜n−j‖4µ˜
= ‖ψn‖
2
µ˜
‖φ˜n−j‖2µ˜
= ‖ψn‖
2
µ + ‖ψn‖2ν
‖φ˜n−j‖2µ˜

‖ψn‖2µ + 1/|ak|2
‖ψn−j‖2ν
= ‖ψn‖
2
µ + 1/|ak|2
1/|ak|2 = |ak|
2‖ψn‖2µ + 1
and 〈ψn(z), φ˜n−j (z)〉µ˜ = 〈ψn(z), φ˜n−j (z)〉µ for every j  1, then we deduce
|αn,n−j | = |〈ψn(z), φ˜n−j (z)〉µ˜|‖φ˜n−j‖2µ˜
.
Hence (20) is obtained.
(iii) (a) For each j = 1, 2, . . . , k, we get
αn,n−j = 〈ψn(z), φ˜n−j (z)〉µ˜‖φ˜n−j‖2µ˜
= (ak−j /ak)〈z
n−j , φ˜n−j (z)〉µ˜ + ∑j−1l=0 (ak−l/ak)〈zn−l , φ˜n−j (z)〉µ˜
‖φ˜n−j‖2µ˜
= ak−j
ak
+
∑j−1
l=0 (ak−l/ak)〈zn−l , φ˜n−j (z)〉µ˜
‖φ˜n−j‖2µ˜
.
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Thus ∣∣∣∣αn,n−j − ak−jak
∣∣∣∣ 
j−1∑
l=0
|ak−l|
|ak|
|〈zn−l , φ˜n−j (z)〉µ˜|
‖φ˜n−j‖2µ˜
. (23)
Taking into account that for each l = 1, 2, . . . , j − 1 it holds
|〈zn−l , φ˜n−j (z)〉µ˜|2
‖φ˜n−j‖4µ˜

‖zn−l‖2
µ˜
‖φ˜n−j‖2µ˜
‖φ˜n−j‖4µ˜
= ‖z
n−l‖2
µ˜
‖φ˜n−j‖2µ˜
= ‖z
n−l‖2µ + ‖zn−l‖2ν
‖φ˜n−j‖2µ + ‖φ˜n−j‖2ν
 c0(µ) + c0(ν)‖φn−j‖2µ + ‖ψn−j‖2ν
 c0(µ) + c0(ν)
m(µ) + 1/|ak|2 
c0(µ) + c0(ν)
1/|ak|2 =
(
c0(µ) + c0(ν)
)|ak|2,
then
|〈zn−l , φ˜n−j (z)〉µ˜|
‖φ˜n−j‖2µ˜

(
c0(µ) + c0(ν)
)1/2|ak|.
Substitution in (23) yields (21).
(b) For j = k + 1, k + 2, . . . , k + k′ we have
αn,n−j = 〈ψn(z), φ˜n−j (z)〉µ˜‖φ˜n−j‖2µ˜
= 〈z
n + (ak−1/ak)zn−1 + · · · + (a0/ak)zn−k, φ˜n−j (z)〉µ˜
‖φ˜n−j‖2µ˜
=
k∑
l=0
ak−l
ak
〈zn−l , φ˜n−j (z)〉µ˜
‖φ˜n−j‖2µ˜
,
which implies
|αn,n−j | 
k∑
l=0
|ak−l|
|ak|
|〈zn−l , φ˜n−j (z)〉µ˜|
‖φ˜n−j‖2µ˜
, j = k + 1, k + 2, . . . , k + k′. (24)
From
|〈zn−l , φ˜n−j (z)〉µ˜|2
‖φ˜n−j‖4µ˜

‖zn−l‖2
µ˜
‖φ˜n−j‖2µ˜
‖φ˜n−j‖4µ˜
 c0(µ) + c0(ν)‖ψn−j‖2ν
 |ak|2
(
c0(µ) + c0(ν)
)
,
we obtain
|〈zn−l , φ˜n−j (z)〉µ˜|
‖φ˜n−j‖2µ˜
 |ak|
(
c0(µ) + c0(ν)
)1/2
, j = k + 1, k + 2, . . . , k + k′,
and substituting in (24) we have (22). 
Corollary 4. The Szegö function 	(z; µ˜) of measure µ˜ is a rational transformation of
the Szegö function 	(z; ν) corresponding to the measure ν.
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Proof. From relation (17), we have, for each n  k + k′
zn +
k∑
j=1
ak−j
ak
zn−k = φ˜n(z) +
k+k′∑
j=1
αn,n−j φ˜n−j (z).
By identifying the coefficients of zn−1 we obtain
ak−1
ak
= φ˜
(n−1)
n (0)
(n − 1)! + αn,n−1, ∀n  k + k
′,
that is,
αn,n−1 = ak−1
ak
− φ˜
(n−1)
n (0)
(n − 1)! , ∀n  k + k
′.
Taking limits and using that µ ∈ S we get that the sequence of coefficients {αn,n−1} is
convergent. Thus we denote its limit by limn→∞ αn,n−1 = B1.
Proceeding in the same way with the coefficients of zn−j with j = 2, 3, . . . , k+k′,
we get
ak−j
ak
= φ˜
(n−j)
n (0)
(n − j)! +
j−1∑
i=1
αn,n−i
φ˜
(n−j)
n−i (0)
(n − i)! + αn,n−j , 2  j  k,
and
0 = φ˜
(n−j)
n (0)
(n − j)! +
j−1∑
i=1
αn,n−i
φ˜
(n−j)
n−i (0)
(n − i)! + αn,n−j , k + 1  j  k + k
′.
Hence there exists limn→∞ αn,n−j = Bj for each j = 1, 2, . . . , k + k′.
We divide by zn in relation (17)
ψn(z)
zn
= φ˜n(z)
zn
+
k+k′∑
j=1
αn,n−j
zj
φ˜n−j (z)
zn−j
,
and take into account that for compact subsets of |z| > 1 it holds
lim
n→∞
ψn(z)
zn
= 	(1/z; ν)
	(0; ν) and limn→∞
φ˜n(z)
zn
= 	(1/z; µ˜)
	(0; µ˜) .
Therefore, if we take limits then we obtain
	(1/z; ν)
	(0; ν) =
(
1 +
k+k′∑
j=1
Bj
zj
)
	(1/z; µ˜)
	(0; µ˜) ,
which yields our result. 
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4.1. An example
Let us consider the measure defined as a sum of the polynomial modification of the
Lebesgue measure dµ(θ) = |eiθ − β|2 dθ/(2π), with β = 0, and the rational modifica-
tion of the Lebesgue measure dν(θ) = (1/|eiθ − α|2) dθ/(2π), with |α| < 1 and α = 0,
that is
dµ˜(θ) = dµ(θ) + dν(θ)
= ∣∣eiθ − β∣∣2 dθ
2π
+ 1|eiθ − α|2
dθ
2π
, |α| < 1, α = 0, and β = 0. (25)
We denote by {cn(ν)}∞n=0 the sequence of moments of measure ν
cn(ν) =
∫ 2π
0
einθ dν(θ) = α
n
1 − |α|2 , ∀n  0.
In the sequel we assume that the measure is normalized, and therefore the moments are
cn(ν) = αn, ∀n  0.
We also denote by {cn(µ)}∞n=0 the moments of the measure µ, that is, c0(µ) = 1 + |β|2,
c1(µ) = −β, and cn(µ) = 0 ∀n  2. We also assume that the measure is normalized,
and thus
c0(µ) = 1, c1(µ) = −β1 + |β|2 , cn(µ) = 0 ∀n  2.
It is very well known that (see [10])
• ψn(z) = zn−1(z − α), for n  1.
• (z − β)φn(z) = zn+1 − (βn+1/Kn(β, β))Kn(z, β), for n  0, where Kn(z, β) =∑n
j=0 z
j β¯j and Kn(β, β) = ∑nj=0 |β|2j .
• The norms satisfy the following relations:
(1) ‖ψn‖2ν = 1 − |α|2 for n  1, and ‖ψ0‖2ν = 1.
(2) ‖φn‖2µ =
1
1 + |β|2
(
1 + |β|
2(n+1)∑n
j=0 |β|2j
)
for every n  0.
(3) m(ν) = limn→∞ ‖ψn‖2ν = 1 − |α|2 and
m(µ) = lim
n→∞ ‖φn‖
2
µ =


1
1 + |β|2 , if |β|  1;
|β|2
1 + |β|2 , if |β| > 1.
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The moments of the measure µ˜ can be obtained as cn(µ˜) = cn(µ) + cn(ν) and therefore
c0(µ˜) = 2, c1(µ˜) = α − β + α|β|
2
1 + |β|2 and cn(µ˜) = α
n, ∀n  2.
We also consider the normalized sequence of moments, that is,
c0(µ˜) = 1, c1(µ˜) = α − β + α|β|
2
2(1 + |β|2) and cn(µ˜) =
αn
2
, ∀n  2.
(Notice that an interesting case is obtained when α = 1/2 and β = 1. In this situation
the moments are c0(µ˜) = 1, c1(µ˜) = 0, and cn(µ˜) = 1/2n+1, ∀n  2.)
Proposition 7. The polynomials {ψn}∞n=0 and {φ˜n}∞n=0 are related, for n  2, by
ψn(z) = φ˜n(z) + −(α + β) + αβ(φ˜
(n−2)
n−1 (0)/(n − 2)! − β¯)
(1 + |β|2)‖φ˜n−1‖2µ˜
φ˜n−1(z)
+ αβ
(1 + |β|2)‖φ˜n−2‖2µ˜
φ˜n−2(z). (26)
Proof. In this case, for k = k′ = 1, relation (17) becomes
ψn(z) = φ˜n(z) + αn,n−1φ˜n−1(z) + αn,n−2φ˜n−2(z).
We obtain the coefficients taking into account (19) and the following relations
〈
ψn(z), φ˜n−1(z)
〉
µ
= −(α + β) + αβ(φ˜
(n−2)
n−1 (0)/(n − 2)! − β¯)
1 + |β|2 ,
〈
ψn(z), φ˜n−2(z)
〉
µ
= αβ
1 + |β|2 .
Finally, by substitution we get (26). 
Corollary 5. It holds that
(i) For each n  2, the polynomials φ˜n(z) are determined by the polynomials φ˜n−1(z),
φ˜n−2(z), and their norms as follows
φ˜n(z) = zn−1(z − α) − −(α + β) + αβ(φ˜
(n−2)
n−1 (0)/(n − 2)! − β¯)
‖φ˜n−1‖2µ˜
φ˜n−1(z)
− αβ‖φ˜n−2‖2µ˜
φ˜n−2(z). (27)
(ii) φ˜1(z) = z − (α − β + α|β|2)/(2(1 + |β|2)).
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(iii) (a) The limit of the squares of the norms, m(µ˜), satisfies the quadratic equation
(
m(µ˜)
)2 −
(
1 + α¯β + αβ¯
2(1 + |β|2)
)
m(µ˜)
+ (|αβ|2 + ∣∣−(α + β) + αβ(A − β¯)∣∣2) = 0, with A = lim
n→∞
φ˜
(n−2)
n−1 (0)
(n − 2)! .
(28)
(b) Moreover, it holds
m(µ) + 1  m(µ˜)  1 + 1 + |α + β|
2 + |αβ|2
1 + |β|2 . (29)
Proof. (i) To obtain (27), it suffices to take into account the form of the polynomials
ψn(z) and relation (26).
(ii) It is immediate since c0(µ˜) = 1 and c1(µ˜) = (α − β + α|β|2)/(2(1 + |β|2)).
(iii) (a) We take µ˜ norms in (27)
∥∥zn−1(z − α)∥∥2
µ˜
= ∥∥φ˜n∥∥2µ˜ +
|−(α + β) + αβ(φ˜(n−2)n−1 (0)/(n − 2)! − β¯)|2
‖φ˜n−1‖2µ˜
+ |αβ|
2
‖φ˜n−2‖2µ˜
.
Since ‖zn−1(z − α)‖2
µ˜
= 1+ (α¯β +αβ¯)/(2(1+|β|2)), if we take limits in the preceding
equality when n → ∞ and use that µ˜ ∈ S, then it follows that there exists
lim
n→∞
φ˜
(n−2)
n−1 (0)
(n − 2)! = A.
Therefore
m(µ˜) = 1 + α¯β + αβ¯
2(1 + |β|2) −
|−(α + β) + αβ(A − β¯)|2
m(µ˜)
− |αβ|
2
m(µ˜)
,
and (28) follows.
(b) Relation (29) is evident if we take into account (3), ak = 1, and
‖z − α‖2µ =
1 + |α + β|2 + |αβ|2
1 + |β|2 . 
5. The case of a particular Bernstein–Szegö measure
Let us consider now that the Borel positive measure µ˜ is defined by
dµ˜(θ) = dµ(θ) + 1|eiθ − α|2
dθ
2π
,
with 0 < |α| < 1, and µ a Borel positive measure. We denote, as before, by {φn}∞n=0 the
SMOP(µ) in the standard sense.
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We also denote by {φˆn}∞n=0 the SMOP(µˆ), where µˆ is the polynomial modification
of the measure µ, dµˆ(θ) = |eiθ − α|2 dµ(θ), and by {φ˜n}∞n=0 the SMOP(µ˜).
Proposition 8. The SMOP(µ˜) is given by
φ˜n+1(z) = φn+1(z) − KTn(z)
((
1 − |α|2)M˜−1n +Kn)−1n+1, (30)
with
K
T
n(z) =
(
Kn(z, α),K
T
n(z, 0)
)
= (Kn(z, α),Kn(z, 0),K(0,1)n (z, 0), . . . , K(0,n)n (z, 0)),
where
Kn(z, y) =
n∑
j=0
φj (z)φj (y)
‖φj‖2µ
is the n-reproducing polynomial kernel associated with the measure µ;
M˜n =
(
1 0
0 D Mn D˜
)
, Mn =


α − 1
α¯
α2 − 1
α¯2
. . . αn+1 − 1
α¯n+1
0 α − 1
α¯
. . . αn − 1
α¯n
...
...
. . .
...
0 0 . . . α2 − 1
α¯2
0 0 . . . α − 1
α¯


, (31)
where
D = diag
(
1,
1
1! , . . . ,
1
n!
)
, D˜ = diag
(
1
1! ,
1
2! , . . . ,
1
(n + 1)!
)
;
Kn =


Kn
(
1
α¯
, α
)
K
T
n
(
1
α¯
, 0
)
K
′
n(0, α) (K
(i+1,j)
n (0, 0)) i=0,...,n
j=0,...,n

 , (32)
and
˜n+1 =
(
φ˜n+1
(
1
α¯
)
, ˜Tn+1(0)
)
=
(
φ˜n+1
(
1
α¯
)
, φ˜
(1)
n+1(0), φ˜
(2)
n+1(0), . . . , φ˜
(n+1)
n+1 (0)
)
.
Proof. Taking into account that an orthogonal basis of Pn is{
Kn(z, α)
} ∪ {(z − α)φˆj (z)}n−1j=0,
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(see [5]), we have
φ˜n+1(z) = φn+1(z) + λn,nKn(z, α) +
n−1∑
j=0
λn,j (z − α)φˆj (z). (33)
Notice that for 0  j  n − 1,
λn,j = 1‖φˆj‖2µˆ
∫
T
φ˜n+1(y)(y − α) φˆj (y) dµ(y) and
λn,n = φ˜n+1(α) − φn+1(α)
Kn(α, α)
.
Therefore
φ˜n+1(z) = φn+1(z) + λn,nKn(z, α) + (z − α)
∫
T
φ˜n+1(y)(y − α)K̂n−1(z, y) dµ(y),
where K̂n−1(z, y) is the (n − 1)-reproducing polynomial kernel of the measure µˆ.
In the last integral we substitute dµ(y) by dµ˜(y) − (1/|y − α|2) dθ/(2π), and we
apply the orthogonality of {φ˜n}∞n=0. Hence we obtain
φ˜n+1(z) = φn+1(z) + λn,nKn(z, α) −
∫
T
φ˜n+1(y)
(z − α)(y − α)
|y − α|2 K̂n−1(z, y)
dθ
2π
. (34)
On the other hand, if we take into account the following result (see [5])
(z − α)(y − α)K̂n−1(z, y) = Kn(z, y) − Kn(z, α)Kn(α, y)
Kn(α, α)
,
then the substitution in (34) yields
φ˜n+1(z) = φn+1(z) + λn,nKn(z, α)
−
∫
T
φ˜n+1(y)
|y − α|2
(
Kn(z, y) − Kn(z, α)Kn(α, y)
Kn(α, α)
)
dθ
2π
. (35)
Since
λn,n = 1
Kn(α, α)
∫
T
φ˜n+1(y)Kn(α, y) dµ(y) = − 1
Kn(α, α)
∫
T
φ˜n+1(y)
Kn(α, y)
|y − α|2
dθ
2π
,
from (35) it follows that
φ˜n+1(z) = φn+1(z) −
∫
T
φ˜n+1(y)Kn(z, y)
|y − α|2
dθ
2π
= φn+1(z) − 12π i
∫
T
φ˜n+1(y)Kn(z, y)
(y − α)(1 − α¯y) dy. (36)
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Taking conjugates in the last integral and applying the residue theorem we get
1
2π i
∫
T
φ˜∗n+1(y)Kn(y, z)
(y − α)(1 − α¯y)yn+1 dy
= φ˜
∗
n+1(α)Kn(α, z)
(1 − |α|2)αn+1 +
1
n!
dn
dyn
(
φ˜∗n+1(y)Kn(y, z)
(y − α)(1 − α¯y)
)∣∣∣∣
y=0
= φ˜n+1(1/α)
1 − |α|2 Kn(α, z) +
1
n!
n∑
k=0
(
n
k
)
K(k,0)n (0, z)
(
φ˜∗n+1(y)
(y − α)(1 − α¯y)
)(n−k)∣∣∣∣
y=0
.
(37)
On the other hand, we have
(
φ˜∗n+1(y)
(y − α)(1 − α¯y)
)(n−k)∣∣∣∣
y=0
=
n−k∑
j=0
(
n − k
j
)(
φ˜∗n+1(y)
)(j)∣∣∣∣
y=0
(
1
y − α +
α¯
1 − α¯y
)(n−k−j)∣∣∣∣
y=0
1
1 − |α|2
= 1
1 − |α|2
n−k∑
j=0
(
n − k
j
)(
φ˜∗n+1(y)
)(j)∣∣∣∣
y=0
(n − k − j)!(α¯n−k−j+1 − (α−1)n−k−j+1),
(38)
and taking into account that if
φ˜n+1(y) = yn+1 + an+1,nyn + · · · + an+1,0,
then
φ˜∗n+1(y) = 1 + a¯n+1,ny + · · · + a¯n+1,0yn+1,
we have, for j = 0, 1, . . . , n + 1, (φ˜∗n+1(y))(j)|y=0 = j !a¯n+1,n+1−j .
Hence, substitution in (38) yields
(
φ˜∗n+1(y)
(y − α)(1 − α˜y)
)(n−k)∣∣∣∣
y=0
= 1
1 − |α|2
n−k∑
j=0
(
n − k
j
)
j !(n − k − j)!a¯n+1,n+1−j
(
α¯n−k−j+1 − (α−1)n−k−j+1)
= (n − k)!
1 − |α|2
n−k∑
j=0
a¯n+1,n+1−j
(
α¯n−k−j+1 − (α−1)n−k−j+1).
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Therefore, substituting this last expression in (37) we get
1
2π i
∫
T
φ˜∗n+1(y)Kn(y, z)
(y − α)(1 − α¯y)yn+1 dy
= φ˜n+1(1/α)
1 − |α|2 Kn(α, z)
+ 1
1 − |α|2
n∑
k=0
1
k!K
(0,k)
n (z, 0)
n−k∑
j=0
φ˜
(n+1−j)
n+1 (0)
(n + 1 − j)!
(
α¯n−k−j+1 − (α−1)n−k−j+1).
Inserting this expression in (36) we get
φ˜n+1(z) = φn+1(z) − φ˜n+1(1/α¯)1 − |α|2 Kn(z, α) −
1
1 − |α|2
n∑
k=0
1
k!K
(0,k)
n (z, 0)
×
(
n−k∑
j=0
φ˜
(n+1−j)
n+1 (0)
(n + 1 − j)!
(
αn−k−j+1 − (α¯−1)n−k−j+1)
)
. (39)
Using a matrix notation, this last formula can be represented in the following more
simple form:
φ˜n+1(z) = φn+1(z) − φ˜n+1(1/α¯)1 − |α|2 Kn(z, α) −
1
1 − |α|2 K
T
n(z, 0)D Mn D˜˜n+1(0),
where
K
T
n(z, 0) =
(
Kn(z, 0),K(0,1)n (z, 0), . . . , K(0,n)n (z, 0)
)
,
˜Tn+1(0) =
(
φ˜
(1)
n+1(0), φ˜
(2)
n+1(0), . . . , φ˜
(n+1)
n+1 (0)
)
,
D = diag
(
1,
1
1! , . . . ,
1
n!
)
, D˜ = diag
(
1
1! ,
1
2! , . . . ,
1
(n + 1)!
)
,
and Mn is given in (31), or, equivalently
φ˜n+1(z) = φn+1(z) − 11 − |α|2 K
T
n(z)M˜n˜n+1, (40)
with
K
T
n(z) =
(
Kn(z, α),K
T
n(z, 0)
)
, ˜n+1 =
(
φ˜n+1
(
1
α¯
)
, ˜Tn+1(0)
)
,
and M˜n is given in (31).
If we evaluate (40) at z = 1/α¯ then we obtain
φ˜n+1
(
1
α¯
)
= φn+1
(
1
α¯
)
− 1
1 − |α|2 K
T
n
(
1
α¯
)
M˜n˜n+1.
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On the other hand, if we take derivatives up to the j th order in (40) and evaluate at z = 0,
then we get
φ˜
(j)
n+1(0) = φ(j)n+1(0) −
1
1 − |α|2
(
K
T
n
)(j)
(0)M˜n˜n+1, for j = 1, 2, . . . , n + 1,
or, equivalently, using a vector notation
˜n+1 = n+1 − 11 − |α|2KnM˜n˜n+1,
where Kn is given by (32).
Therefore
˜n+1 =
(
I + 1
1 − |α|2KnM˜n
)−1
n+1,
and, thus (40) becomes
φ˜n+1(z) = φn+1(z) − 11 − |α|2 K
T
n(z)M˜n
(
I + 1
1 − |α|2KnM˜n
)−1
n+1.
Finally, since M˜n is nonsingular, this last expression can be rewritten as (30). 
Remark 1. Notice that
1. The rows of the matrixKn are evaluations of the vector KTn(z) at 1/α¯ and evaluations
of the derivatives from order 1 up to n + 1 at z = 0. Therefore, the entries of the
last row are zeros.
2. n+1 = (n+1(1/α¯),Tn+1(0)).
3. In a preceding paper [1] we have obtained the explicit expression of K(i,j)n (0, 0).
4. The reasoning about the nonsingularity of the matrix (1 − |α|2)M˜−1n + Kn is the
same as in [1].
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