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ABSTRACT
The Double Pulsar, PSR J0737–3039A/B, is a unique system in which both neutron stars have been detected as
radio pulsars. As shown in Ferdman et al., there is no evidence for pulse profile evolution of the A pulsar, and the
geometry of the pulsar was fit well with a double-pole circular radio beam model. Assuming a more realistic polar
cap model with a vacuum retarded dipole magnetosphere configuration including special relativistic effects, we
create synthesized pulse profiles for A given the best-fit geometry from the simple circular beam model. By fitting
synthesized pulse profiles to those observed from pulsar A, we constrain the geometry of the radio beam, namely
the half-opening angle and the emission altitude, to be ∼30◦ and ∼10 neutron star radii, respectively. Combining
the observational constraints of PSR J0737–3039A/B, we are able to construct the full three-dimensional orbital
geometry of the Double Pulsar. The relative angle between the spin axes of the two pulsars (ΔS) is estimated to
be ∼(138◦ ± 5◦) at the current epoch and will likely remain constant until tidal interactions become important in
∼85 Myr, at merger.
Key words: binaries: general – pulsars: general – stars: neutron
1. INTRODUCTION
PSR J0737–3039 is the only neutron-star–neutron-star
(NS–NS) binary in which both NSs have been detected as ra-
dio pulsars (Burgay et al. 2003; Lyne et al. 2004). This unique
system provides an opportunity to determine the beam geom-
etry of the individual pulsars, allowing us to construct the full
three-dimensional orbital and spin geometry of the binary. This
information is vital in order to understand binary formation/
evolution involving supernova natal kicks (Podsiadlowski et al.
2004; Farr et al. 2011) and to study gravitational wave (GW)
signals and outcomes from NS–NS mergers (e.g., Palenzuela
et al. 2013; Anderson et al. 2008; Ioka & Taniguchi 2000). This
system also provides the most precise test to date of general
relativity in the strong-field regime (Kramer et al. 2006).
The first-born, recycled pulsar of the system, PSR
J0737–3039A (hereafter pulsar A), has a spin period (Ps) of
22.7 ms. The second-born and slower PSR J0737–3039B (here-
after pulsar B) rotates every 2.8 s. The two pulsars orbit each
other in a tight (Porb = 2.4 hr) and moderately eccentric
(e ∼ 0.088) orbit (Kramer et al. 2006). Relativistic spin preces-
sion is expected from such binary systems, and the geodetic spin
precession rates of the two pulsars are theoretically predicted
to be 4.◦8 yr−1 and 5.◦1 yr−1 for pulsars A and B, respectively
(e.g., Barker & O’Connell 1975). Relativistic precession has
been measured for two binary systems based on observation:
for pulsar B from a detailed study of pulsar A eclipses (Breton
et al. 2008) and for the NS–NS binary PSR B1534+12 from the
observed secular and periodic variations in pulse profiles due to
spin precession and aberration (Stairs et al. 2004). A long-term
pulse profile analysis of pulsar B reveals that the relativistic spin
precession results in a dramatic evolution in the pulse profile,
finally culminating in the radio emission disappearance with
respect to our line-of-sight (Perera et al. 2010). By fitting an
elliptical emission beam model, the geometry of pulsar B, in-
cluding the emission altitudes, was constrained (Perera et al.
2012).
Although the spin precession rates of the A and B pulsars
are comparable, there is no evidence for secular variation in
the pulse profile of A (Manchester et al. 2005; Ferdman et al.
2008, 2013). The most plausible explanation for this stable pulse
profile is that pulsar A’s spin misalignment, δA, from the orbital
normal is very small. Assuming the two pulse components in
A’s profile are formed from the two radio beams corresponding
to each magnetic pole, Ferdman et al. (2008) determined its
geometry with a double-pole circular beam model. Using six
years of data, Ferdman et al. (2013) found that pulse profiles
show no evidence for shape evolution. By fitting their model
to measured pulse profile widths at different intensity levels
(30%, 35%, 40%, 45%, and 50% with respect to the peak)
individually, they constrained the magnetic misalignment and
the spin colatitude of the pulsar to be αA = 90◦ ± 16◦ and
δA < 2.◦3 at a 68% confidence level, respectively. This geometry
supports the orthogonal configuration of pulsar A.
Recent Fermi observations of the Double Pulsar revealed
pulsed gamma-ray emission from pulsar A (Guillemot et al.
2013). The gamma-ray emission is explained by outer magneto-
sphere models: the “outer gap” (OG) model (Cheng et al. 1986;
Romani 1996) in which the emission is generated within the gap
region between the null-charge surface and the light cylinder, or
the “two-pole caustic” (TPC) model (Dyks & Rudak 2003) in
which the emission is generated within the gap region extending
from the NS surface to the light cylinder. Guillemot et al. (2013)
found that the peaks of the gamma-ray and the radio profiles
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are not aligned in pulsar A’s spin phase. This implies that the
radio and gamma-ray emission are generated in different lo-
cations in pulsar A’s magnetosphere. Therefore, we strongly
believe that pulsar A’s radio emission originates within the
inner magnetosphere. They also constrained pulsar A’s geo-
metric angles αA and ζE by fitting OG and TPC models sepa-
rately to observed gamma-ray light curves combining a single-
altitude hollow-cone radio beam model to observed radio pulse
profiles. In contrast, we use only radio observation in this
study and model the radio pulse profile by using a radio beam
model in which the emission is active across its entire beam.
Both outer magnetosphere models derived geometry given in
Guillemot et al. (2013) also favor an orthogonal configuration
for pulsar A.
The main purpose of this work is to develop a realistic model
of the radio beam geometry of pulsar A. We first repeat the
analysis of Ferdman et al. (2013), but analyze pulse widths in-
cluding lower intensity levels such as 5% in order to incorporate
any subtle changes in pulsar A’s pulse profiles. Then, for a more
realistic model, we consider a polar cap (PC) beam model that
involves the dipole magnetic field structure to fully describe the
shape of the pulsar magnetosphere. We assume that pulsar radio
emission is generated at a lower altitude within the PC region,
where the open field lines are located. In general, pulsar mag-
netosphere models are constructed at the following two limits:
(1) a vacuum limit (Deutsch 1955) and (2) a force-free mag-
netohydrodynamics (MHD) limit with a plasma-filled magneto-
sphere (Spitkovsky 2006). However, a true magnetosphere oper-
ates between these two limits (see Li et al. 2012; Kalapotharakos
et al. 2012). The MHD solutions are considered to be more
realistic, but are computationally expensive to implement
(see Harding et al. 2008). Further, Harding et al. (2011) found
the rotating dipole magnetosphere in vacuum provides better fits
to observed high-energy pulse profiles than the force-free mag-
netosphere. Therefore, we incorporate a semi-analytic, widely
used, vacuum retarded dipole magnetic field structure (e.g.,
Yadigaroglu 1997; Dyks & Harding 2004; Bai & Spitkovsky
2010) with a PC radio emission model to construct the beam ge-
ometry of pulsar A. This allows us to estimate the half-opening
angle and the emission height for pulsar A.
In Section 2, we present the data and the profile width
variation of pulsar A. In Section 3, we constrain the pulsar
geometry using the same simple circular beam model given in
Ferdman et al. (2013) with more pulse width measurements. In
Section 4, we describe our analysis with the PC model based
on a vacuum retarded dipole configuration. We then compare
pulsar A’s beam geometry obtained from the circular and PC
beam models. Combining our results with those from Perera
et al. (2012), we determine the orbital geometry of the Double
Pulsar, including the relative angle of the spin axes of two pulsars
in Section 5. Finally, we discuss results in Section 6.
2. PULSE PROFILES OF PULSAR A
In this section, we describe our analysis of pulsar A’s pulse
profiles. We use the same data set that Ferdman et al. (2013)
used in their analysis (from 2005 June (MJD 53524) to 2011
June (MJD 55721) at an observing frequency of 820 MHz). All
pulse profiles are constructed with 2048 bins across the spin
phase, resulting in a time resolution of ∼10 μs. As shown in
Figure 1 therein, pulsar A’s pulse profile has not significantly
changed within that time span.
The brightest component (P1) of A’s pulse profile is narrower
than the secondary component (P2) (see Figure 1). We note
Figure 1. Integrated pulse profile of pulsar A on 2006 May 6 (MJD 53861)
at 820 MHz observing frequency. The primary narrower pulse component is
denoted as P1 and the secondary broader component is denoted as P2. There
are 2048 bins across the spin phase. Note that the fluctuations around pulse
phase 0.38 are artifacts and not real. The different intensity levels with respect
to each component’s peak height are marked with horizontal lines, namely 5%
(solid), 25% (dotted), 45% (dashed), and 65% (dot-dashed). The pulse widths
are obtained with respect to these intensity levels.
that some studies defined P2 as the brightest component (e.g.,
Ferdman et al. 2013; Guillemot et al. 2013). At each epoch, we
calculate pulse widths of P1 and P2, separately, at different
intensity levels (5%, 25%, 45%, and 65%) relative to each
component’s peak height. The uncertainties of these widths
are calculated from the off-pulse root-mean-square deviation.
We selected these particular intensity levels in order to reflect
the width evolution. For instance, the 5% width includes any
subtle changes of the profile at lower intensity, and the other
intensity levels were chosen with 20% increments between 5%
and 65% to avoid noise properties such as the plateau region
around 10% and the feature around 70% of component P2 (see
Figure 1). Figure 2 shows the pulse widths obtained from P1 (left
panel) and P2 (middle panel) at the 5% intensity level. The root-
mean-square deviations of the measured widths for P1 and P2
are 0.◦5 and 0.◦1, respectively, which are smaller than the typical
uncertainties of these measurements. In addition, the least-
square fits show that the 5% widths of P1 and P2 decrease with
a rate of 0.◦1(1) yr−1 and 0.◦01(3) yr−1, respectively. Together,
these indicate that there is no significant variation in pulse widths
over time. This is consistent with the results obtained in previous
studies (Manchester et al. 2005; Ferdman et al. 2013). Note also
that P1 and P2 are separated by almost 180(4)◦ at the 5% level
(see Figure 2), supporting the assumption that A is an orthogonal
rotator and the two pulse components are due to seeing a radio
beam from each pole of the NS.
3. BEAM GEOMETRY OF PULSAR A WITH
A SIMPLE CIRCULAR BEAM
In this section, we repeat the analysis of Ferdman et al. (2013)
using the same simple circular radio beam model and measured
pulse widths from P1 and P2 at different intensity levels (5%,
25%, 45%, and 65%) to constrain αA and δA independently of
the line-of-sight. The only difference between our analysis and
that of Ferdman et al. (2013) is that they calculated pairs of (αA,
δA) for each intensity level, while we obtain a single pair of
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Figure 2. Pulse profile widths at 5% of their peak heights. The errors of widths are computed from the off-pulse rms of pulse profiles. Left: profile widths of the
brightest component (P1) over time. Middle: profile widths of the second brightest component (P2) over time. Right: the separation of the centers of the two components
at their 5% intensity level. The least-square fitting to the data is shown as a solid line. The mean value is shown as a dotted horizontal line in each panel. The best-fit
slopes are −(0.1 ± 0.1)◦ yr−1 (left), −(0.01 ± 0.03)◦ yr−1 (middle), and −(0.2 ± 0.2)◦ yr−1 (right). We note that P1, P2, and the separation do not show a variation
over time within their errors.
(αA and δA) considering all four intensity levels. This results in
values with smaller error bars. Once we obtain αA and δA, we
fix both angles in order to estimate the half-opening angle of the
beam ρA at the 5% intensity level. We assume the 5% intensity
level is roughly the boundary of the beam.
Detecting a stable pulse profile over time implies that our
line-of-sight always observes nearly the same cross section
of pulsar A’s radio beam. Therefore, as long as one is only
concerned with global geometric angles such as αA and δA, the
circular radio beam is a simple, yet valid, choice. Thus, we do
not investigate other complex shapes such as an elliptical beam
which was used for pulsar B where our line-of-sight cuts through
significantly different parts of the beam in a short-timescale of
years (Perera et al. 2012).
Following the analysis described in Ferdman et al. (2013),
we calculate the model-estimated pulse profile width wj (t) at
a given epoch t for a given αA, δA, ρA,j , and T0 and then fit
the observed pulse width at the same epoch t to the model-
estimated width. Here, j represents different intensity levels and
T0 is a reference epoch when the spin axis is in the plane of the
line-of-sight and the orbital normal axis. We follow this method
for measured pulse profiles at all epochs. By using a likelihood
analysis combined with a grid search as described in Perera et al.
(2010) and Perera et al. (2012), we obtain αA and δA. During
the fitting procedure, we use a single δA and T0 for both pulse
components P1 and P2, assuming A is an orthogonal rotator.
We assume that the two radio beams of the pulsar are circular
and have independent beam sizes: this model is denoted as CBM.
Therefore, we vary the north (ρA,N) and south (ρA,S) beams for
each parameter combination (αA, δA) until we get the maximum
likelihood. After searching the entire parameter space, we obtain
the best-fit values as follows: αA = 88.◦1+3.
◦0
−0.◦6, δA  2.
◦8 with a
best-fit of 0.◦9, and T0 = 61,800 (see Table 1). The beam sizes
ρA,N and ρA,S at the 5% intensity are 27◦ ± 1◦ and 32◦ ± 1◦
for P1 and P2, respectively. Note that, our best-fit αA and δA
are consistent with the results reported in Ferdman et al. (2013)
within their 68% uncertainties.
4. BEAM GEOMETRY OF PULSAR A WITH A
RETARDED VACUUM DIPOLE PC MODEL
The circular radio beam model discussed in the previous
section provides the information about the geometry (αA, δA)
of the pulsar with beam size ρA. In order to estimate the
radio emission altitudes in detail, we need to account for the
magnetic field line structure. In this section, we investigate the
radio emission beam of A by applying a dipole magnetosphere
configuration and assume that the 5% intensity levels of the
profile, or wings, are generated from the radio emission near
the boundary of the last open and closed field lines.
Following what was derived in Deutsch (1955) and used
in Yadigaroglu (1997), Dyks & Harding (2004), and Bai &
Spitkovsky (2010), we model pulsar A’s magnetosphere by a
vacuum dipole field at retarded time tr = t − r/c. For a pulsar
rotating around the z-axis with an angular velocity of Ω and
magnetic inclination αA, the time dependent magnetic moment
is given as μ(t) = μ(sin αA cos Ωt xˆ + sin αA sin Ωt yˆ + cos αAzˆ)
in Cartesian coordinates. Then the magnetic field of the retarded
dipole can be written as
Bret =−
[
μ(t)
r3
+
μ˙(t)
cr2
+
μ¨(t)
c2r
]
+ r·
[
3
μ(t)
r3
+ 3
μ˙(t)
cr2
+
μ¨(t)
c2r
]
r,
(1)
where r = |r| is the radial distance and c is the speed of light (see
Bai & Spitkovsky 2010). As shown in Dyks & Harding (2004),
we can write the Cartesian components of Bret as follows:
Bret,x = μ
r5
(
3xz cos αA + sin αA
([(3x2 − r2) + 3xyrn
+ (r2 − x2)r2n
]
cos(Ωt − rn) +
[
3xy − (3x2 − r2)rn
− xyr2n
]
sin(Ωt − rn)
))
Bret,y = μ
r5
(
3yz cos αA + sin αA
([
3xy + (3y2 − r2)rn − xyr2n
]
× cos(Ωt − rn) +
[(3y2 − r2) − 3xyrn + (r2 − y2)r2n ]
× sin(Ωt − rn)
))
Bret,z = μ
r5
((3z2 − r2) cos αA + sin αA[(3xz + 3yzrn − xzr2n )
× cos(Ωt − rn) +
(
3yz− 3xzrn − yzr2n
)
sin(Ωt − rn)
])
.
(2)
Here rn ≡ r/RLC, where RLC is the light cylinder radius. Using
pulsar A’s spin period (Ps = 22.7 ms), we fix pulsar A’s
light cylinder radius to be RLC = cPs/2π = 1100 km in
the calculation. Then the ratio rn is small in the vicinity of
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Table 1
Geometric Parameters of Known Pulsar Binaries with Geodetic Precession
PSR Name Ωprec α δ ζE T0 ρ h References
(◦ yr−1) (◦) (◦) (◦) (MJD) (◦) (RNS)
Pulsar A: from
CBM 4.8 88(3) 1(2) [87.8, 89.6]a 61800 27(1), 32(1) 10(2), 11(2) This work
TPCb · · · 80(9) 0c 86(14) · · · 32(1), 32(1) 11(2), 11(2) This work, 1
OGb · · · 88(17) 0c 74(14) · · · 33(2), 38(1) 12(2), 15(2) This work, 1
RVMb · · · 99(8) 0c 96(13) · · · 30(1), 33(1) 10(2), 12(3) This work, 1
Pulsar A · · · 90(8) <6.1 · · · · · · <90 · · · 2
· · · 90(16) <2.3 · · · · · · 12d, 19d · · · 3
Pulsar B 5.1 61(8) 138(5) [50, 133] 57399 14.3 [15, 38]e 4
B1913+16 1.2 153(8) 22(8) [130, 154] 98296 9 · · · 5
B1534+12 0.5 103(1) 25(4) [52, 102] · · · 4.9 · · · 6, 7
J1141−6545 1.4 160(16) 93(16) [20, 166] 53000 · · · · · · 8
J1906+0746 2.2 81(66) 89(85) · · · · · · · · · · · · 9
Notes. Ωprec is the expected relativistic spin precession rate, α is the magnetic misalignment angle, δ is the colatitude of the pulsar’s spin axis, ζE is the
viewing angle of the line-of-sight, T0 is a reference epoch, ρ is the half-opening angle of the pulsar’s radio beam, and h is the radio emission altitude at
the edge of the beam in units of neutron star radius RNS, assumed to be 10 km. The 68% error is given within parentheses; if the two limits of the error
are asymmetric, the largest value is quoted. Note that the first half of the table shows pulsar A’s geometric parameters constrained based on different
methods. The two values of h correspond to those estimated for the beams from north and south magnetic poles, respectively.
a The angle ζE is calculated using Equation (4) given in Ferdman et al. (2013) with the best-fit parameters.
b The pulsar geometric angles α, δ, and ζE for TPC, OG, and RVM models are taken from Guillemot et al. (2013). The radio beam geometry ρ and h
are estimated from our PC model (see text).
c TPC, OG, and RVM results are based on δA = 0◦ (Guillemot et al. 2013).
d This ρ is estimated for 30% intensity level.
e The limits of the emission height are given. Due to large spin misalignment of pulsar B, the emission heights corresponding to the two bright phases
vary with time.
References. (1) Guillemot et al. 2013; (2) Ferdman et al. 2008; (3) Ferdman et al. 2013; (4) Perera et al. 2012; (5) Kramer 1998; (6) Stairs et al. 2004;
(7) Thorsett et al. 2005; (8) Manchester et al. 2010; (9) Desvignes et al. 2013.
the NS surface and the retarded field configuration is almost
the same as the static field configuration in the “near” zone
(i.e., r  RLC). As explained in Dyks & Harding (2004), the
location of any corotating point within the magnetosphere does
not depend on time. In other words, the retarded magnetic dipole
field configuration is fixed in space and time in corotating frame.
However, the field line structure rotates around the rotation axis
as a whole with the pulsar spin.
As shown in Ferdman et al. (2013), and also in Section 3,
pulsar A’s spin colatitude δA is almost zero. Thus, to simplify
the model, we assume that pulsar A’s spin axis is aligned with
the orbital angular momentum (δA = 0◦). In order to determine
the magnetic field lines, we use Equation (2) with the fourth-
order Runge–Kutta integration method. Two angles (θm, φm)
are used to define the footpoint of the magnetic field line on
the NS surface, where we assume a NS radius of RNS =10 km.
Here, θm is the colatitude angle from the magnetic axis and φm
is the azimuth of the field line footpoint. Then we determine the
field line which starts from this initial point. First, we determine
the last closed field lines, by varying θm for a given φm (i.e.,
bisection in θm at fixed φm) until the field line becomes tangent
to the light cylinder. We then define the PC region by calculating
the footpoint of these last closed field lines on the NS surface.
The shape of the PC region predicted by a retarded magnetic
field is typically not symmetric around the magnetic axis and
is dependent on αA (see Figure 2 in Dyks & Harding 2004).
As pointed out in Dyks et al. (2004), we use bisection in φm
at fixed θm around the “notch” region to correct the PC rim.
A field line with a smaller θm is open with respect to the light
cylinder and referred as an open field line. We then model these
open field lines which are located within the PC region. In order
to do that, we define a set of field line footpoint rings within
the PC region with a fixed colatitude ratio of θm/θrim, where
θrim is the colatitude of the PC rim of a given φm. We calculate
footpoints with a fixed 4◦ increment in the azimuthal direction
and obtain 90 field lines in each ring. Then, we define several sets
of footpoint rings according to the colatitude ratio from 0.1 to 1
with an increment of 0.05. We note that increasing the number
of footpoints in a ring and the number of rings within the PC
would smooth the modeled pulse profile and the shape variation
becomes negligible. By testing several values, we found that the
above given increments on these two parameters were sufficient
for this analysis. Starting from these footpoints, we draw the
open field lines using numerical integration.
Although the exact radio emission mechanism is not well
understood, we believe that the charged particles stream along
magnetic field lines and emit radiation tangential to the local
magnetic field line at the emitting point. Therefore, we first
determine the photon emission direction at any given emission
point on a field line in the PC region. In order to do that, we
perform numerical integration with a fixed step size. By using
a smaller step size, we can safely assume that the unit vector of
the field line segment at a given point is indeed tangent to the
field line. This guarantees that the unit vector of emitted photons
(ηˆ′) are also tangential to the field line at this point. The unit
vector of photons are represented by two angles: the colatitude
of the tangent from the rotation axis or the viewing angle ζ and
the azimuth angle or the spin longitude φ. Here, we consider the
inertial observer frame, where the direction of the photon is not
ηˆ′. In order to get the photon direction correctly in this frame
(ηˆ), we use the aberration formula (see Equation (1) in Dyks
& Rudak 2003) that accounts for the local corotational velocity
with respect to the inertial observer frame as follows:
ηˆ = ηˆ
′ + [γ + (γ − 1)(β · ηˆ′)/β2]β
γ (1 + β · ηˆ′) , (3)
4
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where γ = (1−β2)−1/2 is the Lorentz factor and β = (× r)/c
is the local corotation velocity in units of the speed of light at
the emission point r . Due to aberration, we observe emission
slightly earlier in time, or in spin phase. The aberration is
in particular important when the emission point r is large,
i.e., the maximum aberration occurs close to the light cylinder
radius with the maximum corotation velocity. Since pulsar A is
nearly orthogonal, the corotation velocity of charged particles is
important and hence, we include aberration in the model. This is
the aberration correction method given in many previous studies.
However, Bai & Spitkovsky (2010) pointed out that this method
leads to an inconsistency since the retarded dipole field was
traced in the lab frame, but the aberration was computed treating
the field in the instantaneous corotating frame. They showed
that this can be corrected by taking a coordinate transformation
first, and then correct for the aberration. However, this is a
second-order correction in r/RLC, so that it is not important
for low-altitude radio emission and does not affect our results.
Therefore, we do not include this second-order correction in our
model.
The next step is to include the photon propagation time
delay between low- and high-altitude emission reaching the
observer. This delay is given as r · ηˆ/RLC and is added to the
aberration corrected azimuth φ of the emission point to get
the correct phase of each photon (see Dyks & Rudak 2003).
One of the important observable consequences of the delay is
that trailing photons are piled up at a particular spin phase,
giving rise to large number of photons (“caustic” regions) and
producing emission peaks at the line-of-sight as the pulsar
rotates. Both aberration and propagation time delay are most
important in outer magnetospheric models that describe high-
altitude emission, but they cannot be neglected at low altitudes.
We then map aberration and propagation delay corrected
photons in a parameter space of ζ versus φ, which is usually
called a sky map. We use a bin size of 1◦ in both ζ and φ
directions. We assume the coherent radio emission is generated
at a particular height above the PC region (see Figure 3).
We further assume that the emissivity of the photon emission
is constant across this region. The modeled pulse profile is
generated by limiting the photon emission to a particular region
at this height above the PC (see Section 4.1 for more detail).
Then, a horizontal cut of the sky map at a given viewing angle
ζ returns the model pulse profile. By fitting the model pulse
profile to pulsar A’s observed profile, we can determine the
radio emission altitude h and the size of the radio beam ρA
based on the last closed field lines. This ρA is an independent
estimate for pulsar A’s beam size from what we determined in
Section 3 through a simple circular beam model.
4.1. Fitting Pulse Profiles of Pulsar A
As the PC region is bounded by the last closed field lines, we
assume the outer edges (i.e., 5% intensity levels), or wings, of a
pulse profile are generated from the emission within a thickness
of Δh along these last closed magnetic field lines at a emission
altitude h (see Figure 3). The inner part of the pulse component
is assumed to be generated from the emission within the same
thickness of Δh along open field lines above the NS surface. If
we fit the entire pulse profile including outer and the inner parts
of the pulse component at once, the region around the peak of
the profile dominates the result, providing unrealistically large
beam sizes and emission altitudes. Thus, we fit pulse profiles in
two steps to avoid this issue.
Neutron Star
Radio Beam
O
μ
A
C
Emission region
Δh
ρ
B
A
Figure 3. Schematic diagram of the radio emission beam (not in scale). Dashed
lines are the two last closed magnetic field lines. The radio beam is tangent to
these two field lines at point A and B. In other words, the radio beam is bounded
by these two points. The coherent radio emission is generated within the filled
area with thickness Δh. The colatitude of any given radio photon is less than
the half-opening angle ρA of the beam, i.e., all the photons are emitted within
this boundary of the beam. The emission height at the edge of the beam (h) is
shown as the length OA (= OB). The emission height along the magnetic axis
(r0) is shown as the length OC. We assume the height of the emission region
decreases exponentially from the beam edge toward the center.
The first step (Step 1) is to estimate the emission altitude
h and the emission width Δh which correspond to the profile
wings at 5% intensity level. In order to do this, we map the
photon emission from the last closed field lines by varying h
and Δh. Then we fit the modeled profile wings to the observed
profile wings and obtain the best-fit h and Δh by a maximum
likelihood method that we used in Section 3. We determine the
half-opening angle or the beam size ρA of the radio beam from
the direction of the photon emission at this best-fit h.
The second step (Step 2) is to model the entire region of
the open magnetic field lines fixing the emission altitude to
be the best-fit h and Δh obtained from Step 1. We then
compare the entire model pulse profile with the observed profile.
However, using a single emission height from the edge of the
beam is unrealistic as the emission is not necessarily generated
at one particular altitude across the entire open field line region
(Lyne & Manchester 1988). Therefore, we investigate different
emission altitudes across the beam in addition to a constant
emission altitude. In this model, we simply assume the radio
emission altitude falls off exponentially with height toward the
center of the beam from the edge (see Figure 3). Then we write
an expression for the emission altitude at any point across the
beam as r = h exp(−(ρr − ρA)2/2σ 2). Again we assume that
emission is generated within the thickness of Δh at altitude r. We
emphasize that h is the emission height at the edge of the beam
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Figure 4. Modeled pulse profile based on the circular beam model (dotted).
The observed integrated pulse profile at 820 MHz is shown as a solid curve.
Note that the observed profile has 256 bins across the spin phase. All profiles
are normalized to the brightest peak obtained by each model. The emission
altitude is estimated to be ∼10 RNS.
where the pulse profile wing is formed and is obtained from
Step 1. The parameter ρr is the colatitude of the photon at r with
respect to the pulsar’s magnetic axis and can be obtained from
the direction of the photon emission. This definition implies an
inequality relation: ρr  ρA. The parameter σ determines the
shape of the cross section of the emission thickness and can be
written as σ = ρA/
√−2 ln(r0/h), assuming ρr = 0◦ along the
magnetic axis at lower altitude. The height r0 is the emission
altitude at the magnetic axis. Once h and ρA are obtained from
Step 1, we vary r0 and fit the full model pulse profile to the
observed profile as explained in Step 2 and estimate the best-fit
r0. Instead of assuming two identical beams, we assume the
emission altitudes at wings of north (hN) and south (hS) beams
can be different and calculate each separately. Likewise, we
define the emission altitude at the magnetic axis from the two
beams as r0,N and r0,S.
Below is a summary of our prescription for the pulse profile
fitting using the PC model: (1) model the field line structure
based on a retarded vacuum dipole for a given magnetic
inclination αA (see Equation (2)); (2) model the photon emission
from the open and last closed field lines including the effects
of aberration and light propagation delay; (3) assume the radio
emission is generated from these field lines within a thickness
of Δh at a given altitude above the PC region, map the photon
emission from this region in the space of ζ versus φ; (4) obtain a
model pulse profile for the viewing angle of the line-of-sight ζE;
(5) fit the model pulse profile to the observed one and constrain
the radio beam geometry.
In this work, we obtain four sets of h, ρA, andr0 using results
from the model CBM and constraints from Guillemot et al.
(2013) combined with the PC model. The results are described
in the next subsection, where subscripts of N and S denote the
north and south poles.
4.2. Results
The geometry of CBM yields that ζE is consistent with being
constant in time, due to an aligned or nearly aligned spin axis
(δA  2.◦8). Therefore, a choice of MJD does not affect the
model pulse profile significantly, if at all. As shown in previous
studies and again confirmed in Section 2, the pulse profiles of
pulsar A do not show a significant time evolution. Therefore, we
Figure 5. As described in Figure 4, but for the geometry derived from TPC
(dotted), OG (dashed), and radio polarization along with RVM (dotted dashed).
The estimated emission altitudes from these three models range between
10–15 RNS.
consider the observed pulse profile on MJD 53861 (Figure 1) as
the time-independent observed pulse profile of A and obtained h
and Δh by fitting the model pulse profile to this one. According to
the geometry, the best-fit radio beam parameters are estimated
to be hN = 10+1−2 RNS, hS = 11 ± 2 RNS, Δh = 1 ± 1 RNS,
r0,N = 2+7−1 RNS, and r0,S = 5+6−4 RNS. The beam half-opening
angles are ρN = 31◦ ± 1◦ and ρS = 33◦ ± 1◦. Figure 4 presents
the best-fit pulse profile obtained from the PC model with the
geometry determined by CBM, overlaid with A’s pulse profile
(solid).
Due to the lack of evolution in A’s pulse profile, Guillemot
et al. (2013) set δA = 0◦ and fit TPC and OG emission models
to gamma-ray light curves, separately, in order to obtain the
geometry of the pulsar (see Table 1). The best-fit results from
the TPC model are αA = 80(9)◦ and ζE = 86(14)◦. With
these parameters, we apply our PC beam model to search
for the radio emission altitude and the radio beam size. The
emission heights are estimated to be hN = 11+1−2 RNS and
hS = 11+2−1 RNS with Δh = 1.2+0.6−0.9 RNS, r0,N = 2+8−1 RNS, and
r0,S = 1 RNS (i.e., on the NS surface) with an upper bound
error of 1 RNS. The half-opening angles are ρN = 32◦ ± 1◦
and ρS = 32◦ ± 1◦. The OG model (i.e., αA = 88(17)◦
and ζE = 74(14)◦) gives the best-fit parameters as follows:
hN = 12+2−1 RNS and hS = 15 ± 2 RNS with Δh = 2 ± 2 RNS,
r0,N = 2+9−1 RNS, and r0,S = 1 RNS (i.e., on the NS surface)
with an upper bound error of 12 RNS. The half-opening angles
with the OG model are estimated to be ρN = 33◦ ± 2◦ and
ρS = 38◦ ± 1◦. Figure 5 shows the comparison between A’s
pulse profile (solid) with the best-fit pulse profiles obtained
from the PC model with the geometry estimated by the TPC and
OG magnetosphere models, respectively. By comparing our PC
beam model pulse profile with the hollow-cone beam model
profile given in Guillemot et al. (2013; see Figure 2 therein),
it is clearly seen that the PC beam model fits the pulse profile
wings of both pulse components better. The brightest pulse of
the modeled pulse profiles from both models are consistent
with the observed profile. However, due to the hollow-cone
nature of the radio beam model given in Guillemot et al.
(2013), the shape of P2 from the TPC-model-resulted pulse
profile has a broad double peak structure. In contrast, our PC
model results in a single peak structure for P2 and is more
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similar to the observed pulse component than the double peaked
structure.
Lastly, if the constraints from the rotating vector model
(RVM) based on polarization measurements provided by Guille-
mot et al. (2013), αA = 99(8)◦ and ζE = 96(13)◦, are in-
cluded with the PC model, we obtain the emission heights to be
hN = 10+1−2 RNS and hS = 12+3−1 RNS with Δh = 1.25 ± 1.0 RNS,
r0,N = 2±1 RNS, and r0,S = 1 RNS with an upper bound error of
1 RNS. The half-opening angles of the two beams are estimated
to be ρN = 30◦ ± 1◦ and ρS = 33◦ ± 1◦, respectively. Figure 5
shows the best-fit pulse profile obtained from the PC model
with the geometry estimated by the polarization observation.
As shown in Guillemot et al. (2013), the polarimetric profile for
pulsar A is complicated. They fit their model only to the rapid
polarization angle sweep seen in the linearly polarized region
around the peak of each pulse component and then constrained
the geometry, and the emission altitudes based on the phase lag
between the polarization angle sweep and the magnetic axis.
Their results showed that the emission altitude corresponding
to the central region of the second brightest pulse component
(i.e., P2 in this work) is ∼1 RNS, which is in agreement with our
result (i.e., r0,S = 1 RNS). However, their best-fit emission alti-
tude corresponding to the central region of the brightest pulse
component is ∼12 RNS, which is greater than our best-fit value
of r0,N = 2 RNS. We note that the geometry and the emission
altitudes constrained by Guillemot et al. (2013) were meaning-
ful only for small sections of the pulse profile, close to the peak
of each pulse component. However, we fit the PC model for the
entire pulse profile assuming this geometry. This inconsistency
could be the reason for the differences in resulting emission
altitudes for P1 from the two models.
5. THE ORBITAL GEOMETRY OF THE DOUBLE PULSAR
When the beam geometry of A and B pulsars are known, it is
possible to calculate the relative angle (ΔS) between the spin axes
of the two pulsars and to fully configure the orbital geometry
of the Double Pulsar. The main results for A’s geometry are
summarized in Table 1. Perera et al. (2010, 2012) presented the
geometry of pulsar B and Kim et al. (2013) provided constraints
on the beaming fraction.
Utilizing the results described in earlier sections, we can write
ΔS(t) as follows:
cos (ΔS(t)) = cos δA cos δB + sin δA sin δB cos(Δφprec(t)), (4)
where ΔS(t) is the relative angle between the spin axes of A
and B at time t. The angles δA and δB are spin misalignment
angles of A and B with respect to the orbital angular momentum.
The angle Δφprec(t) is the relative spin precession angle and is
defined by Δφprec(t) = φprec,A(t) − φprec,B(t), where φprec,i(t) =
Ωprec,i(t −T0) is the spin precession phase and Ωprec,i is the spin
precession rate for i = A and B pulsars. Note that the angle ΔS(t)
is not affected by the details of our assumptions on the pulsar
radio beams or magnetic misalignment. Geodetic precession of
the two pulsars would cause ΔS to change over time.
With the particular geometric framework, the minimum and
maximum ΔS(t) are given by δB − δA and δB + δA, respectively.
Based on our results and Perera et al. (2012), δB > δA (Table 1).
At the current epoch, ΔS(t) for CBM is 138(5)◦. Considering
the 2σ uncertainties of δA and δB given in Table 1, we estimate
the uncertainty of ΔS(t) to be ±6◦. If δA does not equal 0, then
ΔS will show a variation with time with a period of 1385 yr,
based on the precession periods of pulsar A (75 yr) and pulsar B
(71 yr). The evolution of ΔS of the Double Pulsar is expected to
follow Equation (4) until tidal interactions become important in
∼85 Myr at merger phase (see Kim et al. 2013).
6. DISCUSSION AND CONCLUSIONS
In this work, we constrain A’s beam geometry assuming a
double-pole geometry to estimate the magnetic misalignment
angle (αA) and the colatitude of the spin axis (δA). Ferdman
et al. (2013) estimated these angles to be αA = 90◦ ± 16◦ and
δA  2.◦3 at 68% confidence. Our results have smaller errors, but
are consistent with these (see Table 1). As shown in Manchester
et al. (2005), Ferdman et al. (2008, 2013) and Section 2 in this
work, the orthogonal geometry of the pulsar provides no secular
variation in the observed pulse profiles. In the studies of other
pulsar binaries given in Table 1, similar geometrical frameworks
have been used to constrain the geometry based on the observed
pulse profile variations due to spin precession. The pulse profile
evolution of these systems are all detectable due to their large
spin misalignment. However, the evolution is somewhat long-
term due to the much smaller spin precession rates compared
to that of the double pulsar; see Kramer (1998) for the details
of the long-term profile evolution of PSR B1913+16. As shown
for pulsar A, we note that the pulsar geometry, and the spin
precession rate, both play an important role in the profile
evolution of binary pulsars.
The recent Fermi detection of pulsed gamma-ray emission
from pulsar A revealed that the peaks of the high-energy
and radio profiles are not aligned in spin phase (Guillemot
et al. 2013). This implies that high- and low-energy emission
is produced at two different locations in the magnetosphere.
Guillemot et al. (2013) used the OG and TPC models to
describe the high-energy emission and gamma-ray light curves
from pulsar A. The RVM, based on the radio polarization
measurement, is used to constrain A’s beam geometry. We
incorporate αA and ζE from these models and the model given in
Section 3 in our PC magnetosphere beaming model to synthesize
the pulse profile of A and then estimate the radio beam
size and the emission altitude. All our model pulse profiles are
qualitatively in agreement with A’s observed profile, but none
of them are perfect fits. We find that including the aberration
effects results in a better fit to the leading step-like part of
the P1 component, but the peak of P2 component does not fit
well with observation. However, the edges of P2 fit reasonably
well with the observed pulse component. Thus, a high photon
density toward the leading edge of the south emission beam
compared to its trailing edge can result in more photons around
the leading edge of P2 component. This may move the peak of
P2 to lower spin phases and fit with the observed peak better. In
reality, different beam shapes can exist; two asymmetric beams
may provide a better fit for observation. Further, a partially
filled patchy beam structure can be another option in pulsar
beam modeling. However, these beam structures are not easily
modeled due to the large number of free parameters associated
with them.
Using pulsar A’s spin period, period derivative, and the
observing frequency of 820 MHz in the expression derived
by Kijak & Gil (2003), we obtain A’s emission altitude (hA ∼
10 RNS). Empirical fits to canonical, non-recycled, pulsars imply
a correlation between the radio beam size and the pulsar’s spin
period: ρ = 5.◦4P−0.5s (Kramer et al. 1998). It is not clear
whether the recycled pulsars follow this empirical relation,
but if we assume this, the beam size of A is estimated to be
∼38◦. In this case, hA and ρA obtained from the PC beam
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model for pulsar A are consistent with those predicted by
the above relations. Regardless of assumption on the ρ–Ps
relation, the emission altitudes for recycled pulsars J0437–4715
(Ps = 5.75 ms) and B1913+16 (Ps = 59 ms) were estimated to
be h < 9 RNS (Gangadhara & Thomas 2006) and h < 20 RNS
(Kijak & Gil 1997), respectively. Our results on pulsar A’s
emission altitudes (<15 RNS) are consistent with those of above
two pulsars and the differences in estimates are associated with
different magnetosphere sizes (≡ cPs/2π ), based on their pulse
periods.
Our measurement of ΔS = 138◦, at the current moment, is
the first measurement of the spin orientation in a NS–NS binary.
This information is useful in studying the final evolution of
NS–NS binaries. Since the detection of GWs from merging
binary NSs is a major goal of GW observatories such as
Advanced LIGO (Harry et al. 2010) and Advanced Virgo
(Degallaix et al. 2013), constraining this parameter for known
or new NS–NS binaries in the future is important. Recently,
Brown et al. (2012) showed that including spin effects in GW
search templates could provide increases in sensitivity. They
also discussed that GWs from all known NS–NS binaries in the
Galactic disk can be described with non-spinning waveforms.
Even for the Double Pulsar, with the fastest spinning recycled
pulsar among the known NS–NS binaries, the aligned spin with
respect to the orbital normal and the long spin period of B make
a non-spinning waveform a suitable template to search for GWs.
However, spin effects are likely to be more important for NS–NS
binaries with two faster-spinning NSs, so that our measurement
provides a useful path to study such complicated systems.
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