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Inleiding en probleemstelling 
1. Definitie van runs 
1 
In dit rapport beschouwen wij reeksen van elementen, die 
alle hetzij kenmerk a,hetzij kenmerk b bezitten. Een derge-
lijke reeks wordt een "reeks van .alternatieven 11 genoemd., 
Wij nemen aan dat voor de elementen op een of andere wijze 
een volgorde is gedefinieerd en dat de elementen in deze volg-
orde zijn geplaatst; in een dergelijke reeks zullen nu groepen 
elementen met hetzelfde kenmerk optreden; zo 1n groep elementen, 
aan weerszijden begrensd door elementen met een ander kenmerk 
of door het begin of einde van de reeks van alternatieven 
noemen wij een "runll. Naar de elementen die in de run voor-
komen., onderscheiden wij 11 runs van a" en ''runs van b 11 ., Het 
aantal runs van a, dat in een reeks van alternatieven optreedt, 
duiden wij aan met de letter r; het aantal runs van b met de 
letters; het totaal aantal runs met de letter t = r + s. 
- - - -
Verder geven we het aantal elementen met kenmerk a in de reeks 
aan met n, het aantal elementen met kenmerk b zij ~; het 
totale aantal elementen zij N = m + n. 
Voorbeeld: 
Wij kunnen een reeks van alternatieven verkrijgen door 
het werpen met een munt. De elementen zijn dan de worpen; de 
kenmerken a en b corresponderen met kruis en munt. Als volg-
orde in de reeks nemen wij b.v. de tijdsvolgorde der worpen; 
indien wij dan vinden 
a a b b b a b b a a a 
ism= 6; n = 5; N = 11., r = 3 en~= 2. 
Het is gemakkelijk in te zien dat r ens ten hoogste een 
kunnen verschillen. 
1.2 Inhoud van het rapport 
Dit rapport bevat een overzicht van de literatuur betref-
fencle de verdeling van het aantal runs, onder verschillende 
hypothesen omtrent de wijze waarop de reeks van alternatieven 
tot stand gekomen is, en hiermee verband houdende toetsings 
methoden. Wij beperken ons uitdrukkelijk tot de aantallen 
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runs die in de reeks voorkomen, en behandelen dus niet de 
theorie van de lengten van de runs, d.w.z. de aantallen ele-
menten die in een run optreden. De inhoud van dit rapport 
berust hoofdzakelijk op de meer recente literatuur (vanaf 
+ 1940). Uit de oudere literatuur zijn alleen de belangrijkste 
punten overgenomen. Een volledige lijst van de geraadpleegde 
literatuur vindt men aan het einde van dit rapport. Bewijzen 
word.en in het algemeen niet of slechts schematisch gegeven, 
met vermelding van de plaats waar zij volledig.,te vinden zijn,. 
1.3 Notatie 
Als symbolen voor stochastische variabelen (dit zijn 
variabelen die een kansverdeling bezitten) worden steeds on-
derstreepte latijnse letters gebruikt. Voor willekeurige door 
een stochastische grootheid aangenomen waarden wordt hetzelfde 
symbool gebruikt als voor die grootheid, doch zonder onder-
streping. 
Voor de kans dat de stochastische variabele x een waarde 
x aanneemt, gebruiken wij het symbool Pt~= x], of korter 
Ptx],. Op overeenkomstige wijze worden de symbolen Pl~~ x], 
Pl~~ x] enz. gedef inieerd. Het symbool r f x = x \l. = y 1 of korter 
PtxlYf stelt voor de kans dat x de waarde x aanneemt, onder 
de voorwaarde dat l. de waarde y aanneemt. Men gebruikt ook 
het symbool Pfx = xjH0] voor de kans dat ~ de waarde x aanneemt 
als de hypothese H0 juist is., terwijl men achter de. streep in 
de notatie Pfx = x l••·] ook voorwaarden betreffende niet 
stochastische grootheden kan vermelden. 
De elementen van deze reeks van alternatieven warden in de 
voorgeschreven volgorde aangegeven met E1, E2, •••• , EN. 




X· :::: l 
-l 
0 
indien Ei het kenmerk a bezit 
It 
(i = 1,2, • •• ,N) 
It b II 
Wij gebruiken verder de afkorting: 
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1.4 Onderzochte hypothesen 
H0 : De reeks letters a en b vormt het resultaat van een reeks 
onderling onafhankelijke experimenten, waarbij steeds met kans 
peen element met kenmerk a, en met kans q = 1 - peen element 
met kenmerk b optreedt. De reeks correspondeert dus met een 
serie van N onderling onafhankelijke betrekkingen met terug-
legging uit een vaas met ballen waarvan een fractie p het 
kenmerk a en een fractie q het kenmerk b bezit. Dit wordt uit-
gedrukt door de formule 
(1.4;1) 
waarin iedere x1 dezelfde verdeling bezit (? l ~i = 1 f = p en 
Pf ?.<1 ~ o 1 = 9 ) • 
Wij merken hierbij op, dat het aantal !J =~f ~ j der 
elementen met kenmerk a dat in een dergelijke reeks van N 
elementen voorkomt, een binomiale verdeling bezit, dus dat 
geldt: 
H0 1 : De reeks letters a en b vormt een aselecte permutatie van 
n letters a en m letters b. Zij correspondeert dus met een 
serie van N onderling onafhankelijke trekkingen zonder terug-
legging uit een vaas die n ballen met kenmerk a en m ballen 
met kenmerk b bevat. 
H1 : De reeks van alternatieven is een enkelvoudige Markoff-keten. 
Dit wil zeggen dat de waarde die elk element aanneemt alleen 
afhankelijk is van de waarde van het direct daaraan vooraf-
gaande element. In formule: 
waarbij de verdeling van x 1 onder de voorwaarde dat x1_1 gelijk 
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is aan 1 resp. O, niet van i afhangt. Deze verdeling is dus 
bepaald door de kansen p00 , p01 , p10 en p11 , de z.g. over-
gangswaarchijnlijkheden, welke als volgt warden gedefinieerd: 
(1.4;4) 
Hierbij is p0 . + p1j = 1 (j-::.0,1). 
Om de kans 1>tx.,,x2 ., ••• ,'><NjH1 } te kunnen vinden dient 
bovendien nog de verdeling van x1 ., dus p d:,f -.Pi 25 1 = 1 J 
men 
te kennen,. 
Op:lllerkins; 1: De in 1.1 gegeven definitie van runs is., hoewel 
de meest gebruikte., niet de enige definitie. Sommige auteurs 
gebruiken andere definities; wij beperken ons echter tot de 
bovengegevene. 
Opmer~lng 2: Indien niet anders wordt aangegeven, beschouwen 
wij uitsluitend rangschikkingen van elementen a en b langs een 
rechte lijn. Formules betreffende rangschikkingen langs een 
cirkel zullen worden aangegeven door een index c onder het be-
treffende symbool. Wlj zullen dan spreken van een circulaire 
reeks. 
Opmerking 3: Aangezien over de verdeling onder H0 1 het meeste 
bekend is, terwijl tevens de behandeling van H0 beter aansluit 
bij de behandeling van H1 , behandelen wij eerst de hypothese H0 1 
en daarna pas H0 • 
2. Verschillende methoden (hypothesen H0 en tt0_:1 
2.1 De verdeling van E. onder H0 1 
Het probleem wordt op een uiterst overzichtelijke wijze 
besproken in een artikel van W.L.STEVENS [17]. Latere auteurs 
verwijzen herhaaldelijk hiernaar en de door hen genoemde re-
sultaten maken alle van die van Stevens gebruik. 
" Stevens gaat uit van een circulaire reeks van alternatie-
ven. Bij een dergelijke reeks is steeds r = s. De kans op juist 
r groepjes a's is nu 
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(2.1;1) 
Het bewijs hiervan verloopt in grote trekken als volgt: 
Er zijn (n-1)! manieren om n 0ndersqheiden gedacht~ elementen 
a op de cirkel te rangschikken en er zijn (~) manieren om r 
tussenruimten tussen de a 1 s te maken, dus (n-1)1(~) manieren 
om de n elementen a met r tussenruimten op de cirkel te rang-
schikken. Evenzo zijn er voor de m elementen b (m-1)!(~) ma-
nieren om deze te rangschikken met r tussenruimten. Men kan 
nu nog op r manieren de b 1 s tussen de a 1s plaatsen, en aange-
zien het totaal aantal rangschikkingen van n elementen a en 




De verwachting van r wordt volgens O.LUDWIG [10]: 
(2.1;2) ~ 
\\I - 1 
en de variantie 
(2.1;3) r.o:- '1. ( j LI 1 \ n(n -1) rn(Y>-1-'1) v C. !' n, m , n O J : ______ ..,...... __
(l\1-1 )?. ( N-2) 
Om de overeenkomstige formules voor rangschikking langs 
een rechte lijn te verkrijgen, dient men slechts m door m+1 
te vervangen. Dat dit zo is, ziet men eenvoudiger in door van 
een circulaire reeks uit te gaan, een b willekeurig hierbij 
te plaatsen, en vervolgens op een der m+1 elementen b door te 
knippen, waarbij men dan meteen dit element weglaat. Door deze 
handeling ondergaan de aantallen n en m geen wijziging, ter-
wijl de rangschikking nu evenveel runs van a bevat als in het 
circulaire geval met aantallen n en m+1. 
6 
Opm.: Bij een rangschikking langs een rechte lijn kunnen zoals 
men gemakkelijk inziet, £en~ ten hoogste 1 verschillen, en 
dus zal t ten hoogste verschillen van 2r. 
Voor rangschikking van n elementen a en m elementen b 
langs een rechte lijn worden de formules dus nu: 
(2.1;4) 
voor de kans op juist r runs van a; (deze formule wordt ook 
vermeld door A.M. MOOD [11]., S.S. WILKS [20] en W. FELLER [5] ). 
Men vindt verder voor gemiddelde en variantie van r; 
(2.1;5) 
(vgl. ook MOOD. [11]). 
Volgens (2.1;4) is de verdeling van~ hypergeometrisch 
en dus asymptotisch normaal voor N~'>OD _., ffi ➔0::>en n-➔ Cl.?t met 
gemiddelde en variantie gegeven door (2.1;5) 
2.2 Toetsingsmethoden voor H0~ 
Wij willen vervolgens voor een bepaalde reeks de hypothese 
H0 1 toetsen, en gebruiken daarbij r als toetsingsgrootheid. 
Voor kleine waarden van N kan men de overschrijdingskans van (;en 
gevonden waarde van r exact bepalen: Indien men rechtseenzijdig 
wil toetsen, sommeert men alle P [r1l met r 1 :;; r ; bij tweezijdige 
toetsing sommeert men alle P[r1J met P [r1J ~ P [r] - Het kritieke 
gebied (onbetrouwbaarheidsdrempel ex.) wordt bij rechtseenzijdige 
toetsing gevormd door alle waarden van r, waarvoor de zo,juist 
gedefinieerde overschrijdingskans resp. voor rechtseenzijdige en 
tweezijdige toetsen) niet groter is dan Ol. 
Voor grote waarden van N maakt men gebruik van de a;syrripto-
tische normaliteit van de verdeling van r. 
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2.3 De verdeling van! onder H0 1 
In het geval van rangschikking langs een rechte lijn 
wordt de kans dat het totale aantal runs tin de reeks een :.i 
bepaalde waarde aanneemt, gegeven door: 
(2.3;1) 
voor t-=- 'l.'v 'P[i = ri.\J(H;]"' 'l(O:~)(~.:-~) ., 
(~) 
I (n\?1)(~:n + (~:~)C~\11) 
voor t: =-·2.V+1 P[t :'l.v+1 /H 0 J-:: (~) 
Deze formules vinden wij onder meer bij S.S. WILKS (20], 
F.N. DAVID [4], E. ISING (8] en W.L. STEVENS[17]. F.c. SWED 
en C. EISENHART [18]hebben de verdeling getabelleerd, even-
als M. OLEKIEWICZ [15]. 
A. WALD en J. WOLFOWITZ[19] geven gemiddelde en variantie: 
(2.3;2) '2. n n-, + 1 
N 
(2.3;3) 
WALD en WOLFOWITZ [19] bewijzen dat voor m en n zeer 
groot, de verdeling bij benadering normaal is met gemiddelde 
en spreiding volgens (2.3;2) en (2.3;3). Het bewijs maakt 
gebruik van de formule van STIRLING en geldt alleen voor het 
m geval dat n = 0( constant gehouden wordt. Zowel MOORE [12] en 
MORICE [14] bewijzen hetzelfde, op enigszins andere wijze en 
met iets minder beperking t.a.v. ~-
Evenals bij r besproken is kan men op de verdeling van t 1 
een toets voor H0 1 baseren. 
Als de elementen a en b langs een cirkel gerangschikt 




STEVENS leidt af., dat hiervoor 
(2.3;6) 
(2.3;7) 
Tabellen: OLEKIEWICZ [15] geeft voor n en m~20 tabellen 
van)J-(!Jn.,m.,H0 1 ) en cr'(t(n.,m.,H0 1 ); ook van P[t > f-'-(t)]. 
SWED en EISENHART [18] geven voor m en n ~ 20 tabe llen van 
P[t ~t/n.,m.,H0 !] in zeven decimalen. 
2.4 Toets van WALD en WOLOWITZ. 
WALD e·n WOLFOWITZ [19] hebben een verdelingsvrije toets 
voor twee steekproeven opgesteld., welke op de voorafgaande 
theorie gebaseerd is. 
Laten y1 , .•. , Yr, resp. 2 1 , ..• ~ 2~ de steekproeven zijn., 
genomen uit (continu onderstelde) verdelingen met verdelings-
functies F(x)resp G(x). Vervolgens rangschikt men de waarnemingen 
van beide steekproeven gezamenlijk naar opklimmende grootte. 
Men beschouwt de zo verkregen rij als een reeks alternatieven 
waarin het kenmerk a overeenkomt met een waarneming uitde 
steekproef der y's., en het kenmerk b met een waarneming uit de 
steekproef der z 1s., en definieert verder de ~i als in (1.3), 
De toetsingsgrootheid is het totale aantal runs t. Indien f= G; 
is voldaan aan de hypothese H0 1 ., zodat gemiddelde en variantie 
van t voor dat geval gegeven worden door (2.3;2) en (2.J;J). 
In het artikel wordt het onderscheidingsvermogen van de toets 
niet behandeld. Wel wordt bewezen dat de toets onder zekere 
voorwaarden bruikbaar (E: consistent) is. Voor een omschrijving 
van deze voorwaarden verwijzen wij naar het artikel van WALD 
en WOLFOWITZ; wij vermelden slechts dat deze in de praktijk 
meestal wel vervuld zijn. 
2.5 De verdeling van r onder H0 
Deze verdeling wordt besproken in een artikel van 
W~ GONTCHAROFF [6]. Alle in dit artikel voorkomende formules 
warden niet bewezen; de bewijzen zijn verschenen in een ander 
9 
artikel van GONTCHAROFF ( 7]. 
De mathematische verwachting van r is 
(2 .5;1) 
en de variantie 
(2.5;2) 
De kans dat de reeks juist r runs van a bevat, is gelijk 
aan de coijffici~nt van xr in het polynoom ~, dat gedefinieerd 
wordt door de volgende recursierelatie: 
(2.5;3) 
'?N (:ic)-;;; (p+q') 'PN-'I (x) - pq(1-x") P.._1_1 
r-; (}() : C\ -t- pX° • 
Voor grote N is r asymptotisch normaal verdeeld met boven · 
genoemde gemiddelde en spreiding, hetgeen eveneens in het 
tweede artikel van GONTCHAROFF bewezen wordt. 
Evenals in het voorgaande kan men dus voor grote N de 
hypothese H0 toetsen met r als toetsingsgrootheid, hierbij 
gebruikmakende van de asymptotische normaliteit. 
2.6 De verdeling van t onder H0 
W. GONTCHAROFF [ 6 J gee ft voor de verde 1 ing van t onder 
H0 als gemiddelde: 
(2.6;1) 
en als variantie: 
(2.6;2) er~(£ IH0 ,p,9)NJ.: 2.p9['l(p"-p9 +-9"<-)N- hp'Z.-LtP9 +:iq~)] 
voor N ~ 2. . 
1)eze verdeling vinden wij ook bij VON BORTKIEWICZ [2]en 
LUDWIG [ 10 ]. 
In het bijzondere geval dat p-= 9-=- 1.. wordt dit de binomi-
2 
ale verde 1 ing: 
(2.6;3) 
G. SCHULTZ [_16] leidt langs andere weg de formules 
(2.6;1) en (2.6;2) eveneens af, en geeft bovendien nog de 




welke eenvoudig uit (2.6;1) en (2.6;2) kunnen worden afgeleid 
door de termen waarin N niet voorkomt weg te laten. 
2.7 Uitbreiding tot meer dan twee kenmerken 
Zowel LUDWIG [12']en MOOD [11] als WISHART en HIRCHFELD [21] 
behandelen het geval van h: kenmerken (k > 2). Wij zullen enke-
le der voornaamste resultaten hieronder laten volgen. 
Wij beschouwen nu dus een serie van N elementen waarvan 
elk een der kenmerken 0. 1 > ... , CLk bezit. Wij behandelen hier 
alleen de verdeling van het totaal aantal runs t onder een 
hypothese analoog aan H0 in par 1.4, waarbij dus het kenmerk 
0... 1 met een kans ;:\ optreedt Ci-:::: \27 .. . > k; ;[ Pi ::::1) 
Voor wij hierop neder,ingaan, willen wij het geval be-
schouwen dat p 1 = -.. = Pk -::: P -:::. ·;-< . Onder H0 is dan de kans 
dat En-=- o..;_ is, gelijk aan p. De kans dat men dus na het op-
treden van een 0.. 1 direct weer een a. 1 krijgt, is gelijk aan r.> _; 
de kans dat na o..i nu o..5 komt O jj ') is 1 - p • Heeft men N e lementen., 
dan zijn er 1u5 N-1 van dergelijke overgangen. Is het aantal 
overgangen van o..i op o.j nu t- -1 dan z ijn er dus t runs in de reeks, 
en,bet aal'.tal runs t is dus binomiaal verdeeld volgens 
( 2 ) "' [ l 7 /\Y -1 )11 \ -t - 1 / f) N - ,t 
• 7; 1 r' t -=- -t k , N, Ho J ":! Ct -1 ij t...1 - ~ J 
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(verg. 2.6;3), 
Gemiddelde en variantie zijn dus die van de binoiale ver-, 
deling. 
In het geval dat de kansen p1 ongelijk zijn en het e1ement 
a1 dus met kans f'i. kan optreden, is de kans dat er prec ies t runs 
optreden en dat het eerste element het kenmerk aibezit, gelijk 
aan 
waarin °'"i een der kenmerken o.j is, (j / i. , en de kans op O runs 
bij O elementen gelijk aan 1 wordt verondersteld. Het systeem 
(2.7;2) is een systeem van k partielelineaireidifferentie-ver-
gelijkingen in de P's. 
Als men het eerste element niet vastlegt, is de kans opt 
runs gelijk aan 
Het bewijs der formules (2.7;2) en (2.7;3) is vrijwel 
triviaal en wordt hier niet gegeven. 
SCHULTZ [16] geeft voor zeer grote N benaderingsformules 





k k (2.7;5) 62(:t/k)N)HD')~N ~p'2.('i-_LP~)+'2_ P~-2(-f_p~\'-? 
t:::1 T J.::1 1 1='1 1 rd 1 ~ 
(verg. (2.6;4) en (2.6;5)), 
, Voor kleine N kan men dus een exacte toets voor H0 toe-
passen door gebruik te maken van de formules (2.7;2) en (2.7;3); 
voor grote N kan men gebruik maken van de asymptotische nor-




2.8 Uitbreiding tot twee dimensies 
Wij beschouwen een rechthoekig systeem van vierkantjes. 
Zij het aantal vierkantjes = m n (mop een zijde van de recht-
hoek en n op de andere), de kans op een zwart vierkantje = p 
en op een wit= q. Zij verder x het aantal keren dat een zwart 
vierkantje met tenminste eeri zijde aan een wit vierkantje grenst. 
Laat y de overeenkomstige grootheid voorstellen indien de 1e 
rij grenzend aan de me en de 1e kolom grenzend aan de ne gedacht 
wordt, zodat men een gesloten (toro!daal) systeem krijgt, 
P.A.P. MORAN [13] bewijst dat de eerste 3 momenten van y zijn 
(2. 8; 3) Z ( y_'!:, J H0 ,.,,.,,, n, p, 9 )::- by l"Yl3 h~p3 q ~+(icp. p'l.9'2..- b·p p3 9'?>')m'l.n'l + 
+(64pq-:;i2.op'2.9 2 +18'i"6p1 ,q'1)rrin. 
Berekent men deze momenten t.o.v. het gemiddelde (z.g. 
gereduceerde momenten) dan vindt men: 
~ 
( 2 • 8; 5 ) £ ( 2'- ! HO , ~ , Y), t?, 9 ) -= M n c' b '-1 P 9 _ 71 o P 12. 9 2 +- , g.., 6 P 3 er"::,) 
waar ~ =- i - 2 :£ , 
Uit deze formules kan men de overeenkomstige momenten 
voor ~ afleiden. Deze warden echter vrij ingewikkeld, en wij 
volstaan daarom met het geven van 
( 2 • 8 j 6 ) 2 (~ ( H O , rn, vi, p, 9) ~ 2.. p9 ( 'l vn n - l'Y1 - ti ) 
( 2 • 8 ; 7 ) cr7. (~ / H O , f'YI , V'l, p , 9) = '2.p 9 [ 8 1-'Yl n - 1 rv, - 1 ,. -r t,, ] + 
+- Lfp'2.9 2 [l~m+1~Yl-lt;t'Y'ln-8] 
p.1; 1) 
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Vervolgens bewijst MORAN dat voor yY\,n ->o.:. ~ asymptotisch 
normaal verdeeld is met gemiddelde en spreiding gegeven door 
( 2. 8; 6) en ( 2. 8; 7) • 
MORAN geeft als besluit een generalisatie hiervan tot 
3 d imens ies. 
Opmerking 1: In dit artikel heeft MORAN ten onrechte niet 
vermeld, dat de formules (2.8;1) t/m (2.8;5) niet gelden voor 
n = 1 en n = 2, en dat (2.8;6) en (2.8;7) niet goed zijn voor 
n = 1. Het geval n = 1 stemt geheel overeen met het in 2.6 
behandelde geval en dus gelden hiervoor de formules (2.6;1) 
en (2.6;2) in plaats van (2.8;6) en (2.8;7). 
Opmerking 2: Voor het geval dat m = n (dus een vierkant met 
zijde n) zijn door BOSE [3] en LEVENE [9] enige formules afge-
leid. De uittreksels in resp. de Mathematical Reviews en de 
Annals of Math. Statistics (Zie [ 3] resp [9]) zijn niet 
correct; de oorspronkelijke artikelen zijn door ons niet ge-
raadpleegd omdat zij te ver buiten het bestek van dit rapport 
vallen. 
3. Verschillende methoden. Hypothese H1 
3.1 De verdeling van t onder H1 
De verwachting van het aantal runs onder de hypothese 
H1 (enkelvoudige Markoff-keten, zie par. 1.4) wordt o.m. be-
handeld door G. SCHULTZ [16J,Deze voert in ci?\J)-=. 1-'ll ~N = L] , 
(zie par. 1.4), en verder 9 = li.m 9 (N) , Hier is het kenmerk 1_ 
L 'N-::>CO ~ 
gelijk aan O of 1. De determinant van de matrix der overgangs-
waarschijnlijkheden (zie par. 1.4) wordt nu 
(3.1;2) 6-=P, p - 0 P -=- 1 -R -P 0.0 11 101 10 01 10 (-1 < ,6 ,:_ + 1 ) 
hetgeen volgt uit de in 1.4 gegeven betrekkingen tussen deze 
grootheden. 
Tevens kan warden afgeleid 
(3.1;3) 
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SCHULTZ voert verder in de grootheid 
(3.1;4) de£ ( ) o. = 2. '1 - b. C\o 91 > 
en bewijst dan, dat asymptotisch (voor N ➔ oo) gemiddelde en 
variantie van de verdeling van het totaal aantal runs t ge-
geven worden door: 
(3.1;5) 
en 
(3.1;6) cr'2.('.!:: IH 1,N)~ N[o..(1-0..')+ 0-.(1-49 0 ~")], 
SCHULTZ bewijst tevens dat de verdeling van t onder H1 
asymptotisch normaal is. Indien men dus de hypothese H1 wenst 
te toetsen met! als toetsingsgrootheid, kan men gebruik ma-
ken van (3.1;5) en (3.1;6). 
Opmerking 1: Het geval van de hypothese H0 (zie par. 1.4) is 
een bijzonder geval van een enkelvoudige Markoff-keten, n.l. met 
en p =- p = 9 , en dus tevens q1(N) = 9 1 -:::. p en Po1-= P11 ==p oo 10 
(N) 9o -:::: 9 0 =- Cf 
Opmerking 2: Voor '"P\i ~ t / H1 iN') zijn door DAVID [4] enige for-
mules gegeven. Aangezien deze vrij ingewikkeld zijn en van 
weinig praktische betekenis, zullen wij deze hier niet vermelden. 
Opmerking 3: Voor de overeenkomstige grootheden onder de hypo-
these H2 , die inhoudt dat de waarnemingen een dubbele Markoff-
keten vormen (d.w.z. dat elke waarneming slechts afhankelijk 
is van de twee direct daaraan voorafgaande waarnemingen) zijn 
te weinig gegevens uit de literatuur beschikbaar, zodat wij 
ons beperken tot de behandeling van H1 • BATEMAN [1] geeft 
formules voor '?ft= t /H 2 , N] ; wij verme lden deze echter niet. 
3.2~Uitbreiding tot meer dan twee kenmerken 
G. SCHULTZ [16 J berekent de asymptot isc he verde ling van 
het totaal aantal runs, voor het meer algemene geval van k 
16 
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kenmerken. Hiertoe stelt hij, analoog aan (3.1;1), 
. 9 ( N) :::. ? (' X N ::. l 1 .e r-i 9 -:::. Li. Yh a ( N ) 
L t- <:. l N➔ = I ~ ' 
Hier is L -=-- \ 1 , ... , " . De matrix der overgangswaarschijnlijk-
heden geven wij aan met <"? 1 =- '? ; de Ne. mac ht hiervan met 
N ) t LK 
'P = (' p (N 1 . De matrix P moet regulier zijn in de zin van l l~ N 
Frechet, d.w.z. dat de elementen van 'P voor voldoende grote 
N al le pos i tief z ijn. Verder is \. i. m "PN = '"P 00 • Van deze '"P Cl:> 
N ➔C\:> 
kunnen de elementen eenvoudig berekend worden uit 
'? P00 = '?00 of (?- E')-Pco = O , waarin E =- <:' e "'2 de eenhe idsmatrix l l'K5 00 
voorstelt. Is P regulier, dan bevat de j~ rij van~ dezelfde 
elementen, als gelijk aan ~;. Hiermee zijn dan de qL bepaald. 
Tens lotte def in ieert SCHULTZ nog een matrix { f L x 1-= 'F , 
waarvan de elementen berekend kunnen worden uit 
(E - P) t = E. - pCO 
) 
en de grootheid 
(3.2;2) 
In het artikel wordt nu bewezen, dat het gemiddelde en 
de variantie van het totaal aantal runs asymptotisch (van N➔oo) 
gegeven worden door 
(3 .. 2;3) 
en 
(3.2;4) 
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