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Abstract 
We derive functional limit theorems for the integrated periodogram of linear processes whose 
innovations may have finite or infinite variance, and which may exhibit long memory, The results 
are applied to obtain corresponding Kolmogorov-Smimov and Cram&r-von Mises goodness-of-fit 
tests. 
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1. Introduction 
We consider the stationary process 
Xf = 2 CjZ*_j, tE3, (1.1) 
j=O 
with a noise sequence (Z,)rca of i.i.d. random variables which may have finite or 
infinite variance. The conditions on the real coefficients cj and on the noise will be 
specified later. Among the processes with representation (1.1) are the causal ARMA 
processes as well as the fractional ARIMA (FARIMA) processes. The latter models 
exhibit long-range dependence or, an equivalent term, long memory. If the Zt have 
finite variance, long memory can be defined by requiring that the covariance function 
y(h) = cov(X,,&+,,) decays to zero, so slow that C,“=, I?(h)1 = co. This is typically 
the case when the cj in (1 .l ) are of the form cj = id-IL(j), where 0 < d < i and 
L is a slowly varying function. In sharp contrast, for causal ARMA processes, both 
the coefficients cj and the covariances y(h) decay at an exponential rate. In this case, 
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c,“=, Iv(h)] < 00 which is a phenomenon we refer to as short memory. The goal 
of the present paper is to derive functional central limit theorems for the integrated 
periodogram of the process (1.1) under general assumptions on the coefficients cj, which 
admit slow hyperbolic decay characteristic of long memory as well as exponential short 
memory decay. The technique we use allows to treat four different classes of time 
series (with short or long memory; with finite or infinite variance) in a unified way. 
Our results are applied to construct goodness-of-fit tests for the model (1.1) based on 
the integrated periodogram. 
The tests are modelled after the corresponding tests in empirical process theory; see 
Shorack and Wellner (1986). Among them, the Kolmogorov-Smimov and the Cramer- 
von Mises tests are the most popular ones. They can be derived from a functional 
central limit theorem for the empirical process with a Brownian bridge in the limit. 
The corresponding test statistics are then nothing but continuous functionals of the 
underlying empirical process, and the continuous mapping theorem yields the limit 
distributions for the test statistics. A similar approach is possible in time series analysis. 
It has been known for a long time that the integrated periodogram of a stationary 
sequence has very much in common with the empirical df of an i.i.d. sequence and that 
there exist many analogous features in time series analysis and in empirical process 
theory. Therefore the integrated periodogram is sometimes also called the empirical 
spectral distribution function; see e.g. Anderson (1993). For example, Grenander and 
Rosenblatt ( 1984) and Bartlett ( 1954, 1955) constructed Kolmogorov-Smimov type 
tests for the integrated periodogram of the finite variance process (X,) which are based 
on the idea that this process converges in distribution to a Gaussian process. This 
idea has also been utilised by Dahlhaus (1988) who proved uniform central limit 
theorems for versions of the integrated periodogram indexed by classes of functions; see 
also Mikosch and Norvaisa (1995). Anderson (1993) recently gave a clear description 
of the limit behaviour of the integrated self-normalised periodogram in form of a 
functional central limit theorem with a Brownian bridge plus an additional independent 
Gaussian term. Under a finite variance assumption he derived the limit distributions 
of test statistics of Kolmogorov-Smimov and Cramer-von Mises type. Giraitis and 
Leipus ( 1990, 1992) used the deterministically normalised periodogram to study the 
change-point problem for linear processes whose innovations have all finite moments 
and whose spectral density is in L4[-X,X] and hence may be unbounded. Observe, 
however, that the restriction to spectral densities in L4[-rt, rt] excludes time series that 
exhibit long-range dependence and whose spectral density is in general only square 
integrable. Recently, Giraitis and Surgailis (1994) and Giraitis et al. (1995) obtained 
limit theorems for empirical processes of linear processes whose innovations have at 
least nine moments and which may exhibit long-range dependence. This allowed for the 
study of the change-point problem for long memory processes including the important 
example of fractional ARIMA. A different class of estimators of the time of change in 
the mean of long-memory Gaussian sequences was considered in Horvith and Kokoszka 
(1996). Kltippelberg and Mikosch (1996) studied the limit behaviour of the integrated 
periodogram in the case when the noise ZI does not have a finite variance. For stable 
noise variables they obtained a limit process which can be interpreted as a stable 
analogue of the Brownian bridge with a.s. continuous sample paths. 
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The integrated periodogram is also the basis for the important Whittle estimate, which 
has been applied to the parameter estimation of ARMA and FARIMA processes in the 
case when the Z, have at least finite fourth moment; see Brockwell and Davis (1991) 
for the ARMA case and Beran (1994) for the FARIMA case. Recently, Mikosch et al. 
(1995) proved that the Whittle estimator is also consistent in the case of infinite vari- 
ance short memory models and derived the limit distribution assuming that the Z, are in 
the domain of normal attraction of a stable law. Kokoszka and Taqqu (1996) extended 
the results of Mikosch et al. (1995) to FARIMA processes with long-range dependence. 
It must be noted, however, that many techniques used to study the Whittle estimator 
do not carry over to our setting; see the Remark following the proof of Lemma 6.1 
below. 
Now we briefly discuss the main ideas of the paper. Consider the periodogram 
I I 
2 
Z,,,(l)= a;' k&ei" , nE[-7crr,7Tl, n21, (1.2) 
I=1 
with the normalising sequence (a,) defined in (2.5) below. Define the transfer function 
C(A) = 2 cjeeiU, 1 E L-3 4, 
j=O 
and notice that the power transfer function 1 C(L)1 * is (up to a constant multiple) noth- 
ing but the spectral density of a finite variance stationary process with representation 
(1.1). We suppose throughout that 0 < ] C(n) 1 < co with the possible exception that 
C(0) = co. Under this assumption we introduce the following version of the integrated 
periodogram: 
K,(1) = s i Azx(x) ---ddx, ~E[+c,R]. -_I[ W)l' 
The quantity K,(l) can be interpreted as the integrated relative error of the empir- 
ical spectral density I,,+&) compared with the true spectral density in the interval 
[-x,A], provided that the X, have a finite second moment. (We choose the lower in- 
tegration limit --x only for convenience. The whole theory below can be derived in 
the straightforward way if we integrate over [0,1].) Bartlett (1954, 1955) proposed a 
discrete version of the process K, for goodness-of-fit tests of stationary processes. For 
example, his q-test is based on such a process; see Priestley (1981). 
The following approximation argument has been used for proving many of the results 
mentioned above: 
s A A Lt,z(x)lc(x)12 kdx) dx ~ s J 1 --I[ IC(x)l2 _ - ‘ T I  IC(x)(2 dx = _nzn,z(x)dx 
‘--l sin(At) = (2 + ~)Yn,z(O) + 2 c -j- yn,z(t), 
t=1 
(1.3) 
(1.4) 
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where 
n--t 
yn,z(t> = a,’ c ZjZi+ty t =Oy...,?Z, ?Z>l, 
i=l 
denote the (properly normalised) sample autocovariances of the noise. The asymp- 
totic relation (1.3) is the basis for deriving the main results in Section 3. Under gen- 
eral conditions, a finite vector of sample autocovariances (y,~(h))~=t,...,,, converges in 
distribution to a vector.of i,i.d. random variables (Yh)h= t,,,.,m. The K are i.i.d. Gaussian 
if a2 = EZ: -C 00 (see Brockwell and Davis, 1991) and they are stable if Zt is in the 
domain of attraction of an infinite variance stable law (see Davis and Resnick, 1985, 
1986). Therefore it is not very surprising that the processes 
(&(A) - Yn,z(O)(l + E))&-n,n] 
converge in distribution to the process 
(1.5) 
whose restriction to [0,x] in the case ts* < 00 can be shown to be a Brownian bridge; 
see e.g. Hida (1980). Observe that in (1.5) we have to centre by y&O) = a;’ c:=, Zf 
which depends on the unobservable noise (Z,). If EZf < 00, a;’ c:=,(Z: - o*) and 
y&h), h # 0, are asymptotically independent and normally distributed, thus of the 
same asymptotic order, and so one could replace y&O) by the quantity ~;‘a*. But 
since a;’ C:=,(Z: - c*) has itself a G aussian limit distribution this will perturb the 
limit process (1.6) by an additional Gaussian random variable multiplied by (A + rt). 
This explains why such a process occurs as limit in Anderson’s (1993) paper. However, 
we prefer here the approach with a random centring sequence in order to get the nice 
limit process (1.6) to which standard theory can be applied. We choose the randomly 
centred sequence 
since, for the same reasons as given above, 
s 
E 
&l(n) = &z(x) dx = 27~,z(O). 
--I 
Moreover, in the infinite variance case such a random centring sequence is necessary 
since y&h) = o~(y,~(O)) for h # 0 (see Davis and Resnick, (1985, 1986) i.e. 
y,z(O)(A + rt) will be the dominating term in the expansion (1.4) and K,, does not 
converge in distribution. 
Our paper is organised as follows. In Section 2 we introduce the necessary as- 
sumptions and notation. In particular, we make clear what “infinite variance case” and 
“long-range dependence” mean. Our main results are stated in Section 3. In Sections 
4-6 we give the proofs. In particular, in Section 6 we give a rigorous proof of the 
heuristic argument (1.3) which is the backbone of our theory. In Section 7 we consider 
some statistical applications. 
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2. Notation and assumptions 
Throughout we consider a linear process (X,) as defined in (1.1) driven by i.i.d. 
noise (2,). We also write 2 for a generic random variable from the latter sequence. 
In the sequel we will frequently use the notation a(x) N b(n) as x + no which 
means that a(x)/&) + 1 as x + ~0. Moreover, c will stand for any positive constant 
whose value is not of interest. 
We briefly recall the definition of a stable random variable (distribution) and its 
domain of normal attraction; see e.g. Feller (1971), Bingham et al. (1987). The random 
variable Y, is symmetric cc-stable (SW) if it has characteristic function 
Eei’& =exp{-ai]t]OL}, tEB, (2.1) 
for some scale parameter clx > 0 and an CI E (0,2]. In particular, if a = 2 then Y, is 
Gaussian &‘(0,2a~). We are interested in noise variables Z in the domain of normal 
attraction of an scls law (ZgDNA(a)). This means there exist constants b, such that 
K”“(Z, + . . .+Z,-b,)%YY, (2.2) 
for an sols random variable Y, with characteristic function (2.1). In this paper we 
consider only c1 E (1,2]. Consequently, one can always choose b, = nEZ in (2.2). For 
Z E DNA(2) (which is equivalent to the assumption EZ2 < 00) we suppose that EZ = 0. 
For CI E (1,2) and Z E DNA(a) we use some subtle tail estimates for quadratic forms in 
symmetric random variables, and therefore we assume that the Z1 are symmetric. For 
a symmetric Z satisfying (2.2), 
xaP(Z > X) N ; crci;, x --f 03, (2.3) 
where 
c,= u (s a3(1- 
-1 
) { 
1-X 
cosx)_P-1 = r(2--a)cos(mp) 
ifu#l, 
0 2/7E ifu=l; 
(2.4) 
see Samorodnitsky and Taqqu (1994, p. 16). We will often make use of (2.3). 
Now we define the normalising sequence (a,) for the periodogram (1.2). We set 
I (n In .)‘ja if 01 < 2, a, = nV2 if a = 2. (2.5) 
The normalisation with a,, is motivated by the central limit results for the sample auto- 
covariances y,,~(h), h # 0, see Lemma 4.3. 
We will frequently make use of slowly varying functions and their properties; cf. 
Bingham et al. (1987) for an encyclopaedic treatment. The positive measurable function 
L varies slowly (at infinity) if L(cx)/L( x -+ 1 as x -+ 0;) for every c > 0. In particular, ) 
a slowly varying function satisfies the relations 
lim x”L(x) = oc), lim n-“L(x) = 0 V/E > 0. (2.6) X-+00 X-+00 
The function L is in the Zygmund class or is a normalised slowly varying function 
if L is positive, measurable and, for every E > 0, x&L(x) is ultimately increasing and 
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x-&L(x) is ultimately decreasing; cf. the Definition and Theorem 1.5.5 on p. 24 of 
Bingham et al. (1987). Every function in the Zygmund class is slowly varying, but 
not vice versa. 
Now we introduce some conditions on (cj). If c2 = var(Z) < 0;) then the condition 
C,:, cj < 00 is necessary and sufficient for the a.s. convergence of the series (1.1) 
(recall that EZ = 0). If Z E DNA(a),cr E (1,2), is symmetric then a necessary and 
sufficient condition for the as. convergence of the series (1.1) is 
cc 
Cl 4 CJ M < co. (2.7) 
j=O 
We close this section by recalling the definition and basic properties of the fractional 
ARIMA process. The finite variance FARIMA sequence (X,) is the unique solution of 
the equations 
C$(B)( 1 - B)%, = B(B)Zt, t E 2ky (2.8) 
where d < i and (Z,) is defined as above. Here B stands for the backshift operator 
and 
4(z) = 1 - $iZ - . . . - c#$zp, 
e(z)=1 +&z+. . . + oqzq, ZE%?, 
are the polynomials determined by the ARMA coefficients 4i and 6i and chosen in 
such a way that 
&BY& = @)ZI, t E z (2.9) 
defines a causal, invertible ARMA process, i.e. c$(.) and ~9(.) do not have common 
zeros and ~(z)&z) # 0 for IzI < 1. It is well known (see Samorodnitsky and Taqqu, 
“-’ 1994, formula (7.13.3)) that cj N CJ as j + co. If d E (0, i) then (cj’) is summable, 
hence X, is well defined, but (cj) is not absolutely summable, and the FARIMA process 
(X,) exhibits long-range dependence. 
It can be shown (see Brockwell and Davis, 1991, Proposition 12.5.2) that the ARMA 
equations (2.9) have a unique causal, invertible solution under the same assumptions 
on 4(e) and 0(.) and with the same coefficients cj as in the finite variance case. 
Moreover, it has been shown in Kokoszka (1996) that the FARIMA equations (2.8) 
have the unique solution with representation (1.1) provided d < 1 - l/a. The coefficients 
are the same as in the finite variance case and the condition d < 1 - l/cc essentially 
follows from condition (2.7). In analogy to the finite variance case, we will speak of 
long-range dependence in the case d E (0,l - l/a). This can be justified as follows: as 
mentioned in Section 1, one way to define long-range dependence in the finite variance 
case is via summability properties of the autocovariances. In the infinite variance such 
a definition is not possible. However, for linear processes (1.1) an alternative definition 
is suggested by considering the rate of decay of the coefficients cj. In this sense we say 
that the infinite variance linear process (X,) exhibits long-range dependence or long 
memory if the same can be said about a linear process with the same coefficients cj 
and finite variance innovations. 
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Recall that the transfer function of a FARIMA process is of the form 
which implies that 
Hence the power transfer function (the spectral density a2]C(1)12/(27t) in the finite 
variance case) has a singularity at zero which, in contrast to the ARMA case, creates 
plenty of technical problems and therefore the classical limit theory for the periodogram 
needs some modification. 
3. Main results 
For the interpretation of the conditions used in the following and for the definition 
of a normalised slowly varying function we refer to Section 2. Throughout %[--R,~c] 
denotes the space of continuous functions on [-n, n] equipped with the sup-norm 
topology and the corresponding o-algebra of the Bore1 sets (cf. Billingsley, 1968). 
Theorem 3.1. Let (X,) be a linear process (1.1) with the coeficients Cj satisfying: 
Cj =L(j)jd-', j + 00, (3.1) 
I C(A) I > 0, 1 E [--7c, d\(O), (3.2) 
d 1 I I -- dl C(L) <C(E) I R Id--l-$ nE[-Jt,nl\{O}, (3.3) 
for small values E > 0, where d E (0, i) and L is a normalised slowly varying function. 
Suppose also that E]Z]J’ < CXJ for some p > 2(1 - d)/(l - 2d), EZ = 0 and o2 > 0. 
Then the limit relation 
(3.4) 
holds in ‘X-x, TC], where (Y,) is a sequence of i.i.d N(0, 1) random variables. The 
limit process in (3.4) represents a Brownian bridge. 
Theorem 3.2. Assume that ZcDNA(a), 1 < a < 2 is symmetric and satisjes condi- 
tion (2.2). Let (X,) be a linear process (1.1) with the coeficients cj satisfying (3.2) 
and (3.1) for some d ~(0,l - l/a). Then the limit relation 
holds in U[-x, x], where (Y,) is a sequence of i.i.d. sus random variables with char- 
acteristic function EeitY1 = e-c=-‘Itl” and C, is defined in (2.4). 
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For completeness we also formulate the corresponding results for the short-range 
dependence case. The following theorem is basically proved as Theorem 3.2 in Kluppel- 
berg and Mikosch (1996). There a more general result is formulated, but assuming a 
differentiability condition on ]C(n)12 and that the 2, are i.i.d. stls. A careful examination 
of the proof shows that these assumptions are not needed in the present setting. 
Theorem 3.3. Assume that ZcDNA(a), 1 < c1< 2 is symmetric and satis$es condi- 
tion (2.2). Let (X,) be a linear process (1.1) with the coefJicients (cj) satisfying (3.2) 
and 
2 j ‘J I 4 6<CQ 
j=l 
for some 6 < 1. Then the limit relation (3.5) holds. 
An analogous result also holds in the finite variance case. The proof is essentially 
given in Kliippelberg and Mikosch (1996). There again a differentiability condition on 
]C(1)12 is supposed which is not needed in the present setting. 
Theorem 3.4. Assume that EZ = 0 and 0 < g2 < co. Let (X,) be a linear process 
(1.1) with the coefficients cj satisfying (3.2) and the condition 
g jc, <co. I 4 
j=l 
Then the limit relation (3.4) holds. 
Remarks. (1) The results of Theorems 3.1-3.4 can easily be extended to two-sided 
linear processes X, = ~J~_oo cjZt_j. The conditions on the coefficients cj have to be 
modified in the straightforward way. 
(2) Despite the similar form of the limit processes s(n) = CE, (sin(lt)/t)I; their 
properties are quite different for Gaussian and for scls random variables I;. For i.i.d. 
Gaussian &;, S restricted to [0,x] represents a Brownian bridge (so-called Levy- 
Ciesielski or Paley-Wiener representation, see e.g. Hida, 1980). This shows once more 
the analogous limit behaviour of the integrated periodogram of a square integrable 
stationary process and of the empirical process for i.i.d. sequences. For GI E (1,2) and 
i.i.d. SCCT random variables Y,;, the process S is sm harmonisable with a.s. continuous 
sample paths; see Kltippelberg and Mikosch (1996). 
(3) The conclusions of Theorems 3.1 and 3.2 are valid for FARIMA processes; see 
Section 2. Observe that the assumption that L is normalised slowly varying is used in 
the proofs of Lemmas 5.1 and 5.2. The conclusions of Lemma 5.1 hold for fractional 
ARIMA; cf. Kokoszka and Taqqu (1995). In the proof of Lemma 5.2 the assumption 
that L is normalised slowly varying can be replaced by L(j) - L( j - 1) = 0( j-l ) 
which is satisfied by FARIMA processes; see Kokoszka (1996). 
(4) The assumption 1 < IX < 2 in Theorems 3.2 and 3.3 is a reasonable one since 
the limit process is not defined for c( < 1. Moreover, the discussion in Section 2 shows 
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that for the linear process (1.1) long-range dependence can be meaningfully defined 
only for aE(1,2). 
(5) In applications, the power transfer function lC(n)12 will have to be estimated, for 
instance by fitting a FARIMA model to the data. Then one would test the goodness-of- 
fit; see Section 7. The effect of replacing lC(A)l2 by its estimate is beyond the scope 
of this paper. 
(6) If EZ4 < 00 it is possible to use deterministic centring in Theorem 3.1. However, 
the limit process is then not a Brownian bridge. Random centring is necessary if 
EZ4 = OCI; see Section 7 for more details. The advantage of the random centring 
approach above is that a limit process exists independent of a2 finite or infinite. 
Moreover, random centring makes the limit processes for the uniform empirical pro- 
cess and for the empirical spectral distribution of i.i.d. noise directly comparable. In 
Section 7 we briefly touch on the point that it can be advantageous 
normalisation in the limit theory above. In that case the normalisation is 
of the assumption of finite or infinite variance. In particular, one does 
know the value of CI which, however, will be present in the distribution 
process. 
4. Proof of Theorems 3.1 and 3.2 
to use self- 
independent 
not have to 
of the limit 
The proofs are based on the following decomposition which can be verified identi- 
cally as in the case of a finite variance ARMA process (see e.g. the proof of Theorem 
10.3.1 in Brockwell and Davis, 1991): 
Lemma 4.1. Under the assumptions of Theorems 3.1 and 3.2, 
L,x(n) = &,z(41c(@12 + k(n), 1 E L-F 7119 
where 
For the integrated periodogram we may conclude from Lemma 4.1 that 
J 
i, 
K,(A) = &z(x) dx + J ’ K,(x) - --x -_n IW)12 dx 
‘--l sin(At) =(~+~h,z(O) +2x ~Yn,ZW +J ' R,(x) t=1 _-K 1C(n)12dx. (4.1) 
The proof of the following lemma is quite lengthy and is therefore given in the separate 
Section 6. 
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Lemma 4.2. Under the assumptions of Theorems 3.1 and 3.2, 
From this lemma and from (4.1) we observe that 
Kn(7c) = 27cYn,z(O) + OP(l). 
By the same arguments we see that 
&I(~) - 
‘--l sin(At) 
+“(x)=2c- t y,,z(t) + OP( 1) 
t=1 
(4.2) 
uniformly for A. E [-n, 7~1. 
Lemma 4.3. Under the assumptions of Theorem 3.1, 
(Yn,z(h))h=l,..., m 5 &?A=1 I..., m, 
where (Y;) are i. id. M(O, 1) random variables. Under the assumptions of Theorem 
3.2, 
(Yn,z(h))h= l,...,m 5 a$,2”(r,)k= l,...,m, 
where (Yi) are i.i.d. random variables as in Theorem 3.2. 
Proof. The first part follows e.g. from a standard central limit theorem for m-dependent 
random vectors (e.g. Billingsley, 1968, Section IV.20) and the second statement is a 
direct consequence of Theorem 3.3 in Davis and Resnick (1986). 
Lemma 4.2 and the continuous mapping theorem (see Billingsley, 1968, Theorem 
5.1) imply that 
in %?[--x, rt], where cl = c2 under the conditions of Theorem 3.1, and cl = o:Ci” 
under the conditions of Theorem 3.2. In view of (4.2) it remains to apply a Slutsky 
argument (see Billingsley, 1968, Theorem 4.2): 
lim lim sup P 
( I 
sup 
m-+cc n-M 
2 +$$&,(,) > & + 0, E > 0. 
%-%x1 t=m I ) 
(4.3) 
Under the conditions of Theorem 3.2, (4.3) follows from the proof of Theorem 3.2 in 
Khippelberg and Mikosch (1996). Under the assumptions of Theorem 3.1, (4.3) follows 
in precisely the same way but instead of Theorem 3.1 in Rosinski and Woyczytiski 
(1987) (see Lemma 5.4 below) one can use Cebyshev’s inequality. 
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5. Tools 
In this section we collect some auxiliary results which are needed in Section 6. 
Lemma 5.1. Suppose cj = L(j)jd-’ where d E (0,l) and L is a normalised slowly 
varying function. Then, for 1 E [--7c, x]\(O), any integers nl < n2 and any small E > 0, 
n2 
I I c cje iAj < cn F-lfe14--l~ (5.1) i=nj 
6 cIIZI-d-E. (5.2) 
Moreover, if IC(A)l > 0 for 1~ L-n, ~I\{01 then 
IC(/l)l 3 CJAJ-d+E, 1 E [-n, 7c]\{O}. (5.3) 
The constant c depen& on E and on (cj). 
Proof. Since L is normalised slowly varying, it is quasi-monotone (see the Definition 
on p. 104 and Corollary 2.7.4(c) on p. 109 in Bingham et al., 1987) and therefore the 
arguments used in the proof of Theorem 4.3.2 on p. 208 of Bingham et al., 1987, lead 
to (5.1). 
Relation (5.2) can be proved by modifying the proof of Theorem 2.6 on p. 187 of 
Zygmund (1988) (see Kokoszka and Taqqu, 1996 for the details). 
Now we prove (5.3). By Theorem 2.6 on p. 187 of Zygmund (1988) 
C(n) - A-dL(A-1)r(d)eidrr/2, i -+ 0 + 
Hence there is 21 such that for 0 < Iill < At, 
IC(A)] > $.l-dL(lAl-‘)f(d). 
Since any slowly varying function L satisfies limX,,xEL(x) = 00 (see (2.6)) for 
every E > 0 there exists x, such that for x > x, 
;L(x)T(d)x’ > 1. 
Thus we conclude that (5.3) holds for 0 < 111 < lo = min(A.1, l/&). The series C(A) 
converges uniformly on each compact subset of [--K, R]\(O). Since IC(A)l > 0 for 
A # 0, (5.3) follows. 
Set q(x) = C(-x)/]C(x)12 = (C(x))-’ and introduce the functions 
n-1 
Hk,n(X) = q(X) C CjCixj. 
j=k+l 
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Lemma 5.2. Suppose the assumptions of Theorem 3.1 are satisfied. For each E > 0, 
there exists c = C(E) such that 
IH/&)I d CIXI-E, XE L--71, xl\{Ol, (5.4) 
p$,(x)I d Cnd+cIXI-E-l, XE [-7c,7L]\{O}. (5.5) 
Proof. Relation (5.4) follows from (5.2) and (5.3). 
To verify (5.5) we assume w.1.o.g. that k = 0. By (3.3) and Lemma 5.1, 
n-1 
( 1 
n-1 
IH~,,(X)l = q’(X) C Cjewixj - iv(X) CjCje-“j 
j=l j=l 
( 
n-1 
< C(E) IxI-~-’ + IxldeE CjdL(j)eBiXj . 
j=l 
ii 
Now we establish an upper bound on ) ~~~~jdL(j)e-‘~l. Set uk = c;=, jdeeiq. 
By Abel’s inequality (see e.g. p. 4 of Zygmund, 1988), IUkl <c~~IxJ-~. Hence, using 
summation by parts, 
n-1 n-2 
c 
‘d Je -‘“jL(j) = Cq(L(j)--L(j+ l))+ U,_rL(n- 1) 
j=l j=l 
n-2 
d clX-1 CjdlL(j)-L(j+l)l+(n-l)dL(n-l) . 
j=l 
) 
Since every function in the Zygmund class is quasi-monotone (see Corollary 2.7.4 on 
p. 109 of Bingham et al., 1987) 
FjdlL(j) -L(j - l)l d c/ntdlcK(t)l 
j=l 
1 
d Crld 
J 
n I( 
1 
< cndl(n) bc(&)nd+“. 
Consequently, 
IHi JX)I < C(E){ JxJ-l--E + ~Xld-%d+~(X(-l} 
< C(E)ndfelXI-l--E. 
This proves the lemma. 
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We further need the notation 
J 
A’ 
= eixck+‘)ffk &) dx. 
1 
(5.6) 
Lemma 5.3. Under the assumptions of Theorem 3.1, for arbitrarily small E > 0 and 
a constant c = C(E), 
lak,J(& A’)1 < c(n’ - jL)l-E, -ndl<I’<rL, 
bk,/(& A’)1 y 
< Ckd-lfe 
) -n<A<i’<?T, 
jak,J(&n’)j < cnd+Elk + II-‘+‘, -~dil < 1’ < 7c, Ik + II > 0. 
Proof. The first relation follows from (5.4) and an elementary argument; the second 
from (5.1) and (5.3). To prove the third one set 
f(X) = IIA,jLt](X)ffk,n(x), x E (-T ~1, 
and extend f to a 2rr-periodic function on the real axis. Observe that (2X)-‘ak,J(& A’) 
is the (k+l)th Fourier coefficient of the function f. To find an upper bound on the rate 
of decay of the ak,J(&n’), as k + 1 + 00, we use formula (4.1) on p. 45 of Zygmund 
(1988): 
(5.7) 
where WI is the integral modulus of continuity of the 2n-periodic function f: 
01(&f) = sup _L J 
x 
O<t&2~ --II 
If@+h) - f(x)ldx. 
Clearly, it suffices to verify the assertion of the lemma for 1 = -rt which condition 
we assume in the sequel. To evaluate ol(6; f) write 
J 
n 
J 
i/-h 
J 
1’ _-K If (x + h) - f (x)1 dx = IHk,n(x + h) - ffk,n(X)I dx + IHk,n(X)I dx 
= II;;) + 12(h). 
A’-h 
By (5.4), 12(h) <ch’-“. Z*(h) can be bounded from above as follows: 
11th) G I ’ IHk,n(X+h)-Hk,ntX)ldX~ + -n J I IW 1x1 <h 
Using (5.5) and the mean value theorem, it is not difficult to verify that the integral over 
{ 1x1 > h} is bounded by c(E)n dfshl--e. By (5.4), the integral over { 1x1 <h} is bounded 
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by ch’+. Summarising all these estimates we conclude that 
wr(6; f) <cndf?P, 
which together with (5.7) completes the proof. 
The following inequality is due to Rosinski and Woyczynski (1987), Theorem 3.1. 
Lemma 5.4. Let (2,) be i.i.d. symmetric random variables such that ZEDNA(CC) for 
some a < 2. Let (aij)i,j=1,2,,,, be real coeffkients such that aii = 0 for every i. Then 
the inequality 
P 
i 
c aijZiZj > X <CX-“( 1 + In+ x)N,(n), X > 0, 
l<i#j<n 
) 
holds, where c does not depend on n and on the distribution of Z, and 
N,(n) = C laijl”(l + In+ laijl-'). 
lQi#j<n 
Lemma 5.5. Let (Z,) be i.i.d. symmetric random variables such that ZEDNA(~) for 
some 1 < a < 2. Let (ai) be real numbers. Then 
E~$Rzi~ ~c($ailu~ 
for some constant c which does not depend on n, but on the distribution of Z. 
Proof. Under the assumptions of the lemma the following inequality holds which is a 
version of the “weak P-inequality” (e.g. Rosinski, 1980): 
Applying this inequality, we see that 
n 
E ( ) Cl .I a, a i=l -“‘$aiZi =I-, ( ( ~laila)l”$aizi >‘) dx 
<1+c x-’ dx < 00. 
6. Proof of Lemma 4.2 
Lemma 4.2 follows from Lemmas 6.1 and 6.2 below. 
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Lemma 6.1. Under the corresponding conditions of Theorems 3.1 and 3.2, we have 
a;’ - 
s 
?I l&(41* d3, P+ 0 
--x IC(n)l* . 
Proof. Notice that, in view of condition (5.3), it suffices to show that 
for E > 0 arbitrarily close to zero. In the case of Theorem 3.2, one can follow the lines 
of the proof of Lemma 3.4 in Kokoszka and Taqqu (1996). This is also true under the 
conditions of Theorem 3.1 with the following modification: in the proof there occur 
sums of the type a;’ C,Z:vn(t) and quadratic forms of the type a;’ CrPkZtZk~n(t,k) 
which have to be shown to converge to zero in probability. In view of Markov’s 
first moment inequality and the condition a* < 00, it s&ices to show that the terms 
a;’ C, Iv,Jt)l converge to zero which is verified as in the proof of Lemma 3.4 in 
Kokoszka and Taqqu (1996). The quadratic terms can be treated by Cebyshev’s in- 
equality: 
the convergence to zero being verified as in the proof of Lemma 3.4 in Kokoszka and 
Taqqu (1996). 
Remark. The outline of the proof of Lemma 6.1 shows that it holds with normalis- 
ing constants a, = nlla , 1 < a <2, so the In n factor is not required to insure the 
convergence to zero. In sharp contrast, the presence of the factor Inn plays a crucial 
role in the proof of Lemma 6.2 for 1 < a < 2. Its absence in the finite variance 
case accounts for additional complications. Consequently, in both the finite and infinite 
variance cases, the method of proof is very different from that used in Kokoszka and 
Taqqu (1996), and requires more sophisticated arguments than the proof of Lemma 
6.1. 
Lemma 6.2. Setting ~(1) = C(-A)/lC(A)l* for I # 0 and q(O) = 0, we have under 
the conditions of Theorems 3.1 or 3.2, 
Proof. We write 
n-j 
C ZkepiM - 2 ZkeeiM 
k=l-j k=l I 
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where 
j=n k=l 
j=l k=l-j 
n-1 n 
~~(2) = - c Cje-"" x zke-i”k, 
j=l k=n-j+l 
M n-j 
j=n k=l-j 
Notice that, in view of (5.3), 
Is(n)/ Gc IF, J”E [-F 711, 
where we can choose E > 0 as close to zero as we wish. Setting 
we must show that 
sup IJl(n)l -r: 0, I= 1,...,4. 
&--n.KI 
The injnite variance case 
We assume that the conditions of Theorem 3.2 hold. 
Estimation of J1 
We have 
s K + c zkzl 
l<k#l<n 
_-n l+qle-ix(k-O 2 cje-ixj dn 
I I j=n 
= &’ “d’%k) + c zkzl “d’t I), 
k=l l<k#l<n 
(6.8) 
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and, by (6.8) and (5.1), for small E > 0 
J 
x 
dc _-z (~l~-~(n~-~+‘IxI-‘)dx 
< Cnd-l+c 
\ 
Thus, since n-‘/’ Ci=, 2: converges in distribution, for small E > 0, 
k=l k=l 
Lemma 5.4 yields for p < tl and p close to a: 
&&V,(k, 1) > E <C c In-%,(k, Z)lp 
lQk#l<n 
dc C In--lland--l+y <cn2+iC-l~+d-‘+d _..+ 0. 
l<k#l<n 
(6.9) 
(6.10) 
Hence SUP~,[_,,] ILh(~)l 5 0. 
Estimation of JZ 
We have 
Applying Lemmas 5.5 and 5.1 we obtain the following estimates: 
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n-2 
E c Z_keixk 
k=O 
Hence E su~~~[-~,~] la&(n)) = O(@), and SUP~~[_~,~] IJ2(A)I 5 0 fdow~~ 
Estimation of J3 
We have, by (6.8), 
la,Jd~)l 6 11 Iv(x)1 
( 
kzke-” 5 cje-i”’ 
k=2 j=n-kfl 
dC cje-&j dn 
= 4J31 +J32) . 
Using Lemma 5.1, we obtain 
a,,J31 <c -&Z&I -k + l)d-‘-E . 
k=2 
Notice that 
dx 
n 
P n+~z;(n -k+ l)d-l-E > x --f 0, 
k=l 
since C,“=, Z~kd-l--E converges a.s. for d < 1 - l/a and for sufficiently small E > 0. 
To estimate J32 we use a decoupling argument; see e.g. McConnell and Taqqu (1986). 
Let (Z:) be an independent copy of (Z;). Then, applying Lemma 5.5 twice, we obtain 
s II a,EJ32 < c _-n IXld-EE 
s 7l <C _-71 lXld--EE 
2 2 zkz,e-i.+‘) 5 cje-kj dx 
k=2 I=l,lfk j=n-k+l 
2 2 z;zle-‘x(k-‘) 2 cje-ix’ dx 
k=2 l=l, lfk j=n-kfl 
P. Kokoszka, T. MikoschIStochastic Processes and their Applications 66 (1997) 55-78 13 
This proves s~p~,l_,,~ I&(A)1 -% 0. 
Estimation of J4 
We again use Lemma 5.5 for the following estimates: 
Elan sup J4(n)l 
kc-n,n] 
d s = Ixld-‘E g&e”* 2 n cje-l(i E I I c Zle” dx (6.11) --E k=O j=max(n,k+l) l=I 
<cnlia cje-i”’ 
k=O j=max(n,k+l) 
(6.12) 
<cn’la 7z s lb _-K Ixld-l-Edx g((max(aR + l))(d-l+E)a 
k=O 
<Cn2/afd-l+~ 
. 
This proves ~up~~t_~,~~ IJ4Cn)l 5 0. 
The jnite variance case 
We assume that the conditions of Theorem 3.1 are satisfied. 
Estimation of J1 
We proceed in a similar way as in the infinite variance case above. Notice that (6.9) 
holds in view of the law of large numbers. In (6.10) we can simply apply Cebyshev’s 
inequality. 
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Estimation of J2 and J3 
We focus on J3. Estimation of J2 is essentially the same, in fact simpler because 
there are no diagonal terms. Write 
-n”*J#) = ?Z; 
k=2 
n-1 
c 
j=n-k+l 
+ 2 2 ZkZl J' e’(‘-k)q(x) 
k=2 /=1,1$-k -’ 
= -n”*J&) - n1’*Jx2(4. 
We see that 
E sup IJ,l(A)l d cn-“* EZk’ 
--R<AQ7l 1 
n 
c J 
TI I~l~--l-~(n -k + l)d-l+Bdx 
k=2 -71 
< cn -l/*+d+E ---t 0 2 
provided E > 0 is sufficiently small. We prove SU~~+~,~, IJs2(A)] 5 0 in two steps. 
First we show the convergence of the finite-dimensional distributions of Js2 to those 
of the null function and then we show the tightness in V[-rt, TC]; cf. Billingsley (1968, 
Theorem 8.1). The relation J,,(A) 5 0 for fixed 1 follows by verification of the fact 
that EIJ&A)l* -+ 0. Here one also makes use of the second and third inequality in 
Lemma 5.3. 
To verify tightness it suffices to show that 
EIJ3*(/I) - J32(A’)12+D <c (1’ - ,I)lfs (6.13) 
for some D, 6 > 0 and A< 1’; cf. Theorem 12.3 in Billingsley (1968). By a standard 
moment inequality for random quadratic forms (see e.g. Mikosch, 1991, Lemma 1.3) 
and the assumption that ElZ12+o < 00 we obtain 
EIJx2(A) - J32(A’)12+o< ITn(A,A’)ll+“*, 
where 
T,(A., 2) = n-l g $lk I[’ e”(l-k+(X)  j:g+l cjepi-) 
Thus (6.13) will follow once we have verified that 
]T,(A, ;l’))l+D’* <c (A’ - A)r+s. 
2 
(6.14) 
Choosing a positive v such that (d - 1 + &)(2 - v) < -1 and using the first and the 
second inequality of Lemma 5.3, we obtain 
ITA& A’)1 1+D/2 <c(;l’ - 2) (1--E)Y(1+0/2)El+D/* n 3 
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where 
E, = ,-I $-I k Qr _ k + l)(d-‘f&)(2-“) < g j(d-i++“) < oo. 
/=I k=l j=l 
Thus, (6.14) holds if D is chosen such that (1 --E)v( 1+ ;D) > 1. Taking E > 0 arbitrarily 
small it is not difficult to see that the assumptions on v are satisfied if ElZlP < 00 for 
p=D+2>2(1-d)/(l-2d). 
Estimation of J4 
One can proceed in the same way as in the infinite variance case, using Lyapunov’s 
inequality ElAl <(ELI~)“~ twice in (6.11). Then we can set CI = 2 in (6.12). 
7. Some applications 
In this section we consider some statistical consequences of Theorems 3.1-3.4. We 
first formulate a corollary which follows by a close inspection of the proofs in Sec- 
tions 4-6 and an extension of Lemma 4.3. Indeed, using the law of large numbers 
in the finite variance case and the results in Davis and Resnick (1985,1986) for Z E 
DNA(a), there is joint convergence of a,n-‘y&O) and a finite vector of y,,(h) for 
h # 0. In the finite variance case, a,n-‘y&O) 3 a2 and, in the infinite variance 
case, 
(a,n -2’ayn,z(0),Yn,Z(h),h = 1,. . . , ml 5 (Yfi)h=O ,_._, m, 
where the limit vector consists of independent random variables, (Yh)h=i,...,,, is de- 
scribed in Lemma 4.3 and Ya is a/2-stable and positive. 
Corollary 7.1. Under the assumptions of any of the Theorems 3.1-3.4 and setting 
a = 2 in the jkite variance case, the relation 
holds. Here YO and (Yr)ra 1 are independent, and (Yr)ral is defined in the same way 
as in the corresponding theorems. Moreover, under the conditions of Theorems 3.1 
(7.15) 
and 3.4, YO = a2 and cl = a2. Under the conditions of Theorems 3.2 and 3.3, YO is 
a positive u/2-stable random variable and cl = a:Cz”. 
Now we are able to consider the limit distributions of some standard goodness-of-fit 
test statistics. The following is a consequence of the continuous mapping theorem: 
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Kolmogorov-Smirnov tests : Under the assumptions of Corollary 7.1, the relations 
sup 
-Z$l<rr 
sup Is(n)I 7 
-n<,l<n 
hold, where the process S is defined in the right-hand-side of (7.15). 
Cram&-von Mises tests : Under the assumptions of Corollary 7.1, the relations 
The limit distributions of these test statistics can be dealt with in the standard way 
if a2 < 0~). Their quantiles, as functionals of the Brownian bridge, can e.g. be found 
in Shorack and Wellner (1986). The limit distributions in the infinite variance case 
are much less familiar. Some quantiles of the limit distributions can be found in 
Kliippelberg and Mikosch (1996) which were derived in a simulation study. How- 
ever, in the infinite variance case one can use the confidence bands of the functionals 
of the Brownian bridge. Since the rate of convergence is much faster in this case, 
the quantiles of the finite variance case give some conservative asymptotic confidence 
bands provided n is large enough. 
In the goodness-of-fit tests above we also looked at statistics self-normalised with 
K,(n). The basic idea comes from Corollary 7.1. An inspection of the proofs of 
Theorems 3.1 and 3.2 tells us that 
In the finite variance case, K* C:=, Z,” + 0’ a.s. which suggests to replace &(R)/ 
(27~) by cr2/fi. This is indeed possible if EZ4 < co since then n-“‘C:,,(Z: - 0’) 
converges in distribution to a Gaussian random variable which is independent of the 
limit process S described above. To be precise, the following limit relation holds: 
where Y is standard normal, independent of S. Calculation of the covariance stru- 
cture of the Gaussian limit process shows that it is Brownian motion if and only if 
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var(Z2) = 20’. The latter condition is satisfied if Z is Gaussian. If EZ4 = cc, 
n-1’2 C;=,(Z; - a2) d oes not converge in distribution and random centring with K,,(x) 
becomes necessary. 
Similar goodness-of-fit tests can be based on the integrated periodogram 
which can be considered as a natural estimator of the spectral distribution function and 
is sometimes referred to as the empirical spectral distribution function. Corollary 7.1 
and the continuous mapping theorem ensure that the processes 
converge in U[--rr, 7c] in distribution to the process 
I 
I 
2cis(1)(c(L))2 - 2Cl s(x)&(]C(A)]2)dx = 2~11” S(x)(C(x)12 dx . 
--I[ --II 
This is in the same spirit as the goodness-of-fit tests of Anderson (1993) who, in 
the L2-case, utilises a functional central limit theorem for the self-normalised integrated 
periodogram 
(7.16) 
He shows that the limit process is the time transformed process B(1) + LY where B is 
a standard Brownian bridge independent of the Gaussian variable Y. The limit theory 
of the process (7.16) has also been studied by Grenander and Rosenblatt (1984) and 
Dahlhaus (1985). 
In the short-memory finite variance case, Dahlhaus (1988) and Mikosch and Nor- 
vaiga (1995) prove central limit results for weighted integrated periodograms uniformly 
over a class of weight functions. This offers the opportunity to consider goodness-of-fit 
tests for models with estimated parameters. We are not aware of similar results in the 
long-memory case. 
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