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Abstract
In this paper, we consider the renewal risk process with stochastic interest. For this risk process, we
derive exact expressions and integral equations for the Gerber–Shiu expected discounted penalty function
and the ultimate ruin probability. When the interest is received at a constant rate and the inter-occurrence
times of claims follow an Erlang distribution, we obtain an integro-differential equation for the expected
discounted penalty function. We also give lower and upper bounds for the ultimate ruin probability. Finally,
we present exact expressions for the discounted density associated with the expected discounted penalty
function in two special cases of stochastic interest processes.
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1. Introduction
In the past decade, the continuous-time risk processes with stochastic interest have been
studied by many authors. For example, see Paulsen [6,7], Paulsen and Gjessing [8], Wang and
Wu [11], Kalashnikov and Norberg [5], Cai [1], Yuen et al. [15], and Yuen and Wang [14]. In
their risk models, it is often assumed that the business of an insurer follows a Le´vy process. As
an alternative, the renewal process has recently received a fair amount of attention in modeling
claim counts. In view of this, it is natural to extend the study of ruin problems with stochastic
return to the renewal risk process.
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We first introduce the renewal risk process of study. Let (Ω ,=, P) be a complete probability
space containing all the variables defined in the paper. Assume that the surplus of an insurance
business is given by
Pt = y + ct −
Nt∑
k=1
Zk, (1.1)
for t ≥ 0, where y ≥ 0 is the initial surplus; c > 0 is a fixed rate of premium payments;
{Nt , t ≥ 0} is an ordinary renewal process; Nt represents the number of claims occurring in (0, t];
and Zk’s are independent and identically distributed (i.i.d.) claim-amount random variables with
common distribution function FP with FP (0) = 0. As usual, Nt and Zk’s are assumed to be
independent.
Suppose that the surplus of the insurance business is allowed to invest in an asset or an
investment portfolio with price process {exp{Rt }, t ≥ 0}, where {Rt , t ≥ 0} is a right-continuous
Le´vy process independent of {Pt , t ≥ 0}. This assumption implies that a unit capital invested
at time t = 0 has an accumulated value of exp{Rt } at time t , or equivalently, a unit capital at
time t has a present value of exp{−Rt } at time t = 0. Then, the risk process (or surplus process)
associated with the investment portfolio is defined as
Yt = exp{Rt }
(
y +
∫ t
0
exp{−Rs−}dPs
)
, (1.2)
for t ≥ 0, with Y0 = y. In the case of Nt in (1.1) being a Poisson process, Yt of (1.2) is associated
with the risk processes considered by Kalashnikov and Norberg [5], Yuen et al. [15], and Yuen
and Wang [14].
Denote by {τn, n ≥ 1} the sequence of the inter-occurrence times of claims. By definition,
{τn, n ≥ 1} is an i.i.d. sequence of nonnegative random variables. Its common distribution is
denoted by Fτ with Fτ (0) = 0. Let fτ be the density function of Fτ . Define T0 = 0 and
Tn = τ1 + · · · + τn for n ≥ 1. Then, Tn is the occurrence time of the n-th claim. Consider the
embedded discrete-time process {YTn , n ≥ 1} with YT0 = y. It is easy to verify that
YTn = exp{RTn − RTn−1}
(
YTn−1 +
∫
(Tn−1,Tn ]
exp{−(Rs− − RTn−1)}dPs
)
. (1.3)
Assume that the number of jumps of Rt is finite on (0, t] for 0 ≤ t <∞ and that all jumps of Rt
are finite. Then, from (1.3), one obtains
YTn = ξnYTn−1 + ηn, (1.4)
for n ≥ 1, where {(ξn, ηn), n ≥ 1} is a sequence of i.i.d. pairs of random variables distributed as
(ξ, η) defined by
ξ = ξ1 = exp{Rτ1} and η = c
∫ τ1
0
exp{Rs}ds − Z1 ∧= cζ1 − Z1. (1.5)
From (1.4), we obtain
YTn = y
n∏
k=1
ξk +
n∑
k=1
(
ηk
n∏
l=k+1
ξl
)
, (1.6)
for n ≥ 1, with the understanding that∏nk=m = 1 and∑nk=m = 0 for n < m.
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In Section 2, we obtain integral equations and exact expressions for the Gerber–Shiu expected
discounted penalty function and the ultimate ruin probability. We present an integro-differential
equation for the expected discounted penalty function with constant interest rate and Erlang inter-
occurrence times of claims in Section 3. In Section 4, we derive some bounds for the ultimate
ruin probability. Finally, the discounted density associated with the expected discounted penalty
function are investigated in two cases of Rt , namely the Brownian motion case and the compound
Poisson case, in Section 5.
2. Gerber–Shiu expected discounted penalty function
Denote the time of ruin of risk process (1.2) by Ty = inf{t : Yt < 0} with Ty = ∞ if Yt ≥ 0
for all t ≥ 0. Let Ψ(y) = P(Ty <∞) = P(inft≥0 Yt < 0) be the ultimate ruin probability with
initial surplus y. It is assumed throughout the paper that the initial surplus is nonnegative, that is,
y ≥ 0.
Let H = H(x1, x2) be a nonnegative measurable function on [0,∞)× [0,∞). Consider the
Gerber–Shiu expected discounted penalty function for (1.2)
Φα(y) = E y[H(YT−y , |YTy |) exp{−αTy}I (Ty <∞)]
∧= E[H(YT−y , |YTy |) exp{−αTy}I (Ty <∞)|Y0 = y], (2.1)
with I (B) being the indicator function of set B. The function Φα(u) introduced by Gerber and
Shiu [4] embraces various quantities of ruin including the probability of ultimate ruin and the
joint distribution of the surplus immediately prior to ruin and the deficit at ruin. For work on
such a penalty function, see, for example, Cai and Dickson [2] and Yuen and Wang [14].
Write YT−1
as Xτ1 . Define
Bα(y, x)dx = E y[exp{−ατ1}I (Xτ1 ∈ dx)], (2.2)
for x > 0, and
Gn(α, y; H) = E y[exp{−αTn}H(YT−n , |YTn |)I (Ty = Tn)]. (2.3)
Since ruin can only happen at times Tn (n ≥ 1), following Wu et al. [12] we have
Φα(y) =
∞∑
n=1
E y[exp{−αTn}H(YT−n , |YTn |)I (Ty = Tn)]
=
∞∑
n=1
Gn(α, y; H). (2.4)
Put
A(y) =
∫ ∞
y
H(y, z − y)dFP (z). (2.5)
Denote by fP the density function of FP .
Theorem 2.1. Assume that the expected value in (2.1) exists. Then,
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(1) Gn(α, y; H) of (2.3) satisfies the recursive formula
Gn(α, y; H) =
∫ ∞
0
Bα(y, x1)dx1
∫ x1
0
Gn−1(α, x1 − z1; H)dFP (z1), (2.6)
for n ≥ 2 with
G1(α, y; H) =
∫ ∞
0
Bα(y, x1)A(x1)dx1; (2.7)
(2) The Gerber–Shiu expected discounted penalty function of (2.1) satisfies the integral equation
Φα(y) =
∫ ∞
0
Bα(y, x)dx
(∫ x
0
Φα(x − z)dFP (z)+ A(x)
)
. (2.8)
Proof. Since {Ty = Tn} = {YT−1 > 0, YT1 > 0, . . . , YT−n > 0, YTn < 0}, we have
G1(α, y; H) = E y[exp{−αT1}H(YT−1 , |YT1 |)I (YT−1 ≥ 0, YT1 < 0)]
= E y[exp{−αT1}H(YT−1 , |YT1 |)I (YT−1 ≥ 0, Z1 > YT−1 )]
=
∫ ∞
0
∫ ∞
x1
E y[exp{−αT1}I (YT−1 ∈ dx1)]H(x1, z − x1)dFP (z)
=
∫ ∞
0
Bα(y, x1)A(x1)dx1. (2.9)
For n ≥ 2, we get
Gn(α, y; H) = E y[exp{−αTn}H(YT−n , |YTn |)
× I (YT−1 > 0, YT1 > 0, . . . , YT−n > 0, YTn < 0)]
=
∫ ∞
0
∫ x1
0
E y[exp{−αTn}H(YT−n , |YTn |)I (YT−1 ∈ dx1, YT1 ∈ dy1)
× I (YT−2 > 0, YT2 > 0, . . . , YT−n > 0, YTn < 0)]. (2.10)
Using (1.4)–(1.6) and the assumption of independence, one can rewrite the expectation in the
integrand on the right-hand side of (2.10) as
E y[exp{−αT1}I (YT−1 ∈ dx1, YT1 ∈ dy1)]E
y[exp{−α(Tn − T1)}H(YT−n , |YTn |)
× I (YT−2 > 0, YT2 > 0, . . . , YT−n > 0, YTn < 0)|YT−1 = x1, YT1 = y1]
= E y[exp{−αT1}I (YT−1 ∈ dx1, YT1 ∈ dy1)]
× E y1 [exp{−αTn−1}H(YT−n−1 , |YTn−1 |)I (Ty = Tn−1)]
= Bα(y, x1)Gn−1(α, y1; H) fP (x1 − y1)dx1dy1. (2.11)
Therefore, (2.10) together with (2.11) give
Gn(α, y; H) =
∫ ∞
0
∫ x1
0
Bα(y, x1)Gn−1(α, y1; H) fP (x1 − y1)dx1dy1
=
∫ ∞
0
Bα(y, x1)dx1
∫ x1
0
Gn−1(α, x1 − z1; H)dFP (z1),
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that is, (2.6). Finally, (2.1), (2.6) and (2.7) imply that
Φα(y) =
∫ ∞
0
Bα(y, x)dx
[∫ x
0
( ∞∑
n=2
Gn−1(α, x − z; H)
)
dFP (z)+ A(x)
]
=
∫ ∞
0
Bα(y, x)dx
[∫ x
0
Φα(x − z)dFP (z)+ A(x)
]
.
that is, (2.8). 
To show the usefulness of (2.8), we will use it to derive an integro-differential equation for
Φα(y) under certain choices of Rt and Fτ in Section 3.
Corollary 2.1. The Gerber–Shiu expected discounted penalty function of (2.1) can be expressed
as
Φα(y) =
∞∑
n=1
∫ ∞
0
dx1
∫ x1
0
dFP (z1) · · ·
∫ ∞
0
dxn−1
∫ xn−1
0
dFP (zn−1)
∫ ∞
0
dxn
×
(
n∏
k=1
Bα(xk−1 − zk−1, xk)
)
A(xn), (2.12)
with x0 = y and z0 = 0.
Proof. From (2.6) and (2.7), we get
Gn(α, y; H) =
∫ ∞
0
dx1
∫ x1
0
dFP (z1) · · ·
∫ ∞
0
dxn−1
∫ xn−1
0
dFP (zn−1)
∫ ∞
0
dxn
×
(
n∏
k=1
Bα(xk−1 − zk−1, xk)
)
A(xn),
with x0 = y and z0 = 0. This together with (2.4) yield (2.12). 
For α = 0, write B0(y, x) in (2.2) as B(y, x), that is,
B(y, x)dx = P y(Xτ1 ∈ dx), (2.13)
for x > 0. With α = 0 and H ≡ 1, we have Φα(y) = Ψ(y) and A(y) = F P (y) = 1 − FP (y).
From (2.8) and (2.12), we obtain the following integral equation and exact expression for the
ultimate ruin probability
Ψ(y) =
∫ ∞
0
B(y, x)dx
(∫ x
0
Ψ(x − z)dFP (z)+ F P (x)
)
, (2.14)
and
Ψ(y) =
∞∑
n=1
∫ ∞
0
dx1
∫ x1
0
dFP (z1) · · ·
∫ ∞
0
dxn−1
∫ xn−1
0
dFP (zn−1)
∫ ∞
0
dxn
×
(
n∏
k=1
B(xk−1 − zk−1, xk)
)
F P (xn). (2.15)
K.C. Yuen et al. / Stochastic Processes and their Applications 116 (2006) 1496–1510 1501
3. Integro-differential equation for Φα( y)
In this section, we consider (1.2) with constant interest rate, that is,
Rt = r t, (3.1)
for t ≥ 0, where r is a positive constant. In this case,
Yt = exp{r t}
(
y + c
∫ t
0
exp{−rs}ds −
Nt∑
k=1
exp{−rTk}Zk
)
, (3.2)
which is sometimes called the renewal risk process with constant interest rate and was studied in
Cai and Dickson [3]. It may be regarded as a natural extension of the classical risk process with
constant interest rate of Sundt and Teugels [9,10]. For (3.2), Bα(y, x) given in (2.2) becomes
Bα(y, x) =
(
r y + c
rx + c
) α
r
fτ
(
1
r
ln
(
r x + c
ry + c
))
1
r x + c I (x > y). (3.3)
Thus, we see from (2.8) that Φα(y) satisfies the integral equation
Φα(y) =
∫ ∞
y
(
r y + c
rx + c
) α
r
fτ
(
1
r
ln
(
r x + c
ry + c
))
1
r x + c
×
(∫ x
0
Φα(x − z)dFP (z)+ A(x)
)
dx . (3.4)
Even in the case of constant interest rate, it is difficult to derive a helpful integro-differential
equation for Φα(y) for general distribution Fτ . For simplicity, we consider Fτ being an Erlang
distribution with parameters n and λ with density
fτ (x) = λ
nxn−1
(n − 1)! exp{−λx}, (3.5)
for x ≥ 0, n ≥ 1 and λ > 0. Then, we have
fτ
(
1
r
ln
(
r x + c
ry + c
))
= λ
n
rn−1
(
r y + c
rx + c
) λ
r
(
ln
(
r x + c
ry + c
))n−1
. (3.6)
Hence, (3.4) and (3.6) give the following integral equation
Φα(y) =
∫ ∞
y
λn
rn−1
(r y + c) α+λr
(r x + c) α+λr +1
(
ln
(
r x + c
ry + c
))n−1
×
(∫ x
0
Φα(x − z)dFP (z)+ A(x)
)
dx . (3.7)
Using (3.7), one can verify the following lemma.
Lemma 3.1. Let Fτ be an Erlang distribution with parameters n and λ and the penalty function
H be bounded. Assume that A(x) and fP (x) are continuous on [0,∞). Then, the nth derivative
of Φα(y) denoted by Φ
(n)
α (y) is continuous on [0,∞).
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We now assume that Φ(n)α (y) is continuous on [0,∞). For 1 ≤ k ≤ n − 1, define Φk(y) as
Φk(y) =
∫ ∞
y
λk
rk−1
(r y + c) α+λr
(r x + c) α+λr +1
(
ln
(
r x + c
ry + c
))k−1
×
(∫ x
0
Φα(x − z)dFP (z)+ A(x)
)
dx . (3.8)
Then, from (3.7), we obtain
Φ(1)α (y) =
α + λ
r y + cΦα(y)−
λ(n − 1)
r y + c Φn−1(y), (3.9)
or, equivalently,
Φn−1(y) = 1
λ(n − 1) ((α + λ)Φα(y)− (r y + c)Φ
(1)
α (y))
∧= 1
λ(n − 1) ((α + λ)I− (r y + c)D)Φα(y). (3.10)
Similarly, we see from (3.8) that Φk satisfies the recursive relation
Φk(y) = 1
λk
((α + λ)I− (r y + c)D)Φk+1(y), (3.11)
for 1 ≤ k ≤ n − 2, with∫ y
0
Φα(y − z)dFP (z)+ A(y) = 1
λ
((α + λ)I− (r y + c)D)Φ1(y). (3.12)
Using (3.9)–(3.12), one can derive the following integro-differential equation for Φα(y)
((α + λ)I− (r y + c)D)nΦα(y) = λn(n − 1)!
(∫ y
0
Φα(y − z)dFP (z)+ A(y)
)
, (3.13)
with the understanding that
((α + λ)I− (r y + c)D)kΦα(y)
∧= ((α + λ)I− (r y + c)D)(((α + λ)I− (r y + c)D)k−1Φα(y)),
for k ≥ 2.
If α = 0 and H ≡ 1, then Φα(y) = Ψ(y) and A(y) = F P (y). From (3.13), we have the
following integro-differential equation for the ultimate ruin probability Ψ(y)
(λI− (r y + c)D)nΨ(y) = λn(n − 1)!
(∫ y
0
Ψ(y − z)dFP (z)+ F P (y)
)
. (3.14)
Example. Assume that FP (x) = 1 − exp{−βx} with β > 0 and that A(x) is continuously
differentiable on [0,∞). Then, (3.13) yields the following differential equation for Φα(y)
(D((α + λ)I− (r y + c)D)n + β((α + λ)I− (r y + c)D)n)Φα(y)
= λn(n − 1)!(βΦα(y)+ βA(y)+ A′(y)). (3.15)
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If α = 0 and H ≡ 1, then βA(y)+ A′(y) = 0. From (3.15), we obtain the following differential
equation for Ψ(y)
(D(λI− (r y + c)D)n + β(λI− (r y + c)D)n)Ψ(y) = λn(n − 1)!βΨ(y). (3.16)
From (3.9) and (3.11), the boundary conditions for (3.15), for example, can be chosen as
((α + λ)I− (r y + c)D)nΦα(y)|y=0 = λn(n − 1)!A(0),
lim
y→∞Φ
(k)
α (y) = 0, 1 ≤ k ≤ n − 1,
lim
y→∞Φα(y) = 0.
(3.17)
4. Bounds for ruin probability
Kalashnikov and Norberg [5], Yuen et al. [15] and Cai [1] studied the classical risk process
with the logarithm of the asset price being some special Le´vy processes. They obtained some
bounds for the ultimate ruin probability. These bounds for the ultimate ruin probability are
in general power functions and sub-exponential functions with negative exponent. Due to
(1.4)–(1.6), their bounds for the ultimate ruin probability can be extended to risk processes (1.2).
Following Kalashnikov and Norberg [5], we assume that interest may be negative and that losses
can be big enough:
P(ξ < 1) > 0 and P(η ≤ uξ) > 0, for all −∞ < u <∞, (4.1)
which correspond to conditions (i) and (ii) in Theorem 1 of Kalashnikov and Norberg [5]. Under
(4.1), we can choose two constants ξ¯ < 1 and η¯ > 0 such that
q¯ = P(ξ ≤ ξ¯ , η ≤ η¯) > 0 and q∗ = P
(
η ≤ − 2η¯ξ
1− ξ¯
)
> 0. (4.2)
Using (4.1) and (4.2) and following the proof of Theorem 1 of Kalashnikov and Norberg [5], we
obtain
Theorem 4.1. Under (4.1), we have
Ψ(y) ≥
{
Ay−B, y > C0,
q∗, 0 ≤ y ≤ C0,
where
C0 = η¯
1− ξ¯ , B =
ln q¯
ln ξ¯
and A = q¯q∗
(
η¯
1− ξ¯
)B
.
For α = 0 and H ≡ 1, write Gn(α, y, H) of (2.3) as φn(y). From (2.3), (2.6) and (2.7), we
get
φn(y) =
∫ ∞
0
B(y, x)dx
∫ x
0
φn−1(x − z)dFP (z), (4.3)
for n ≥ 2, with
φ1(y) =
∫ ∞
0
F P (x)B(y, x)dx . (4.4)
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Put ψn(y) = P y(⋃nk=1{YTk < 0}) =∑nk=1 φk(y). From (4.3) and (4.4), we obtain
ψn(y) = φ1(y)+
∫ ∞
0
B(y, x)dx
∫ x
0
ψn−1(x − z)dFP (z), (4.5)
for n ≥ 2, with ψ1(y) = φ1(y). Note that (4.5) extends equation (2.1) in Theorem 2.1 of Cai [1]
to the present situation.
Suppose that there exists a constant R > 0 such that
E[exp{−Rη}] = 1. (4.6)
Put
1
α
= inf
t≥0
{∫∞
t exp{Rz}dFP (z)
exp{Rt}F P (t)
}
.
From (2.8) of Cai [1], we get
F P (x) ≤ α exp{−Rx}E[exp{RZ1}].
Using (4.5), one can mimic the proofs of Corollaries 2.3 and 2.4 of Cai [1] to obtain
Theorem 4.2. Let Rt be a nonnegative Le´vy process. Under (4.6),
(1)
Ψ(y) ≤ αE[exp{−RYτ1}]
≤ α exp{−Ry};
(2) Suppose further that∫ ∞
x+y
F P (t)dt ≥ F P (x)
∫ ∞
y
F P (t)dt,
for all x ≥ 0. Then,
Ψ(y) ≤ E[exp{−RXτ1}].
Theorem 4.2 generalizes Theorem 4.2 of Cai and Dickson [3] and Corollaries 2.3 and 2.4 of
Cai [1] to our case. Since Ψ(y) is a decreasing function of y, (2.14) implies that
Ψ(y) ≥
∫ ∞
0
B(y, x)F P (x)dx +
∫ y
0
B(y, x)dx
∫ x
0
Ψ(x − z)dFP (z)
≥
∫ ∞
0
B(y, x)F P (x)dx +Ψ(y)
∫ y
0
B(y, x)FP (x)dx . (4.7)
From (4.7), we get another lower bound for the ultimate ruin probability
Ψ(y) ≥
∫∞
0 B(y, x)F P (x)dx
1− ∫ y0 B(y, x)FP (x)dx , (4.8)
which is analogous to (2.3) of Cai [1].
Remark 4.1. From Theorems 4.1 and 4.2, we see that if interest may be negative with a positive
probability, the decrease in the probability of ultimate ruin is not faster than a power function.
K.C. Yuen et al. / Stochastic Processes and their Applications 116 (2006) 1496–1510 1505
On the other hand, if interest is positive, the probability of ultimate ruin decreases exponentially.
Therefore, the behaviors of the ultimate ruin probabilities in these two cases may be quite
different.
5. Some exact expressions for Bα( y, x)
Based on (2.8), (2.12), (2.14) and (2.15), it is obvious that the density function B(y, x) in
(2.13) and the discounted density function Bα(y, x) in (2.2) are useful in the study of Ψ(y) and
Φα(y). In this section, we derive explicit expressions for Bα(y, x) for two choices of Rt , namely,
a Brownian motion with positive drift and a compound Poisson process with positive drift.
5.1. Brownian motion case
Let Rt be a Brownian motion with positive drift, that is,
Rt = r t + σWt ,
for t ≥ 0, where r, σ > 0 are constants and Wt is a standard Brownian motion with W0 = 0. In
this case, {exp{Rt }, t ≥ 0} is the Black–Scholes stock price process. Put
X t = exp{r t + σWt }
(
y + c
∫ t
0
exp{−rs − σWs}ds
)
,
for t ≥ 0. Then, (2.2) becomes
Bα(y, x)dx = E y[exp{−ατ1}I (Xτ1 ∈ dx)]
=
∫ ∞
0
exp{−αt} fτ (t)I0dt, (5.1)
where
I0 = P
(
exp{r t + σWt }
(
y + c
∫ t
0
exp{−(ru + σWu)}du
)
∈ dx
)
.
Letting t = 4σ−2s, we have
I0 = P
(
exp{2(ν0s + Bs)}
(
y + 4cσ−2
∫ s
0
exp{−2(ν0u + Bu)}du
)
∈ dx
)
, (5.2)
where v0 = 2σ−2r and Bs = 2−1σW4σ−2s . Note that, by the scaling of Brownian motion, Bs is
a standard Brownian motion with B0 = 0.
For t > 0 and x ∈ (−∞,∞), define
h(t, x) = (2pi t)−2−1 exp{−(2t)−1x2}, (5.3)
at (x, u) = (2pi t)
1
2
u
exp{(2t)−1x2 − (2u)−1(1+ exp{2x})}θu−1 exp{x}(t), (5.4)
with
θx (t) = x
(2pi3t)
1
2
exp{(2t)−1pi2}
∫ ∞
0
exp{−(2u)−1y2 − x cosh y}(sinh y) sin(t−1piy)dy.
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Using (5.3) and (5.4), we can rewrite I0 of (5.2) as
I0 = dx
∫ ∞
2−1 ln(x−1y)
h(4−1σ 2t, w + 4−1σ 2ν0t)a4−1σ 2t (w, (4c)−1σ 2(exp{2w}x − y))
× (4c)−1σ 2 exp{2w}dw
∧= C(t, y, x)dx, (5.5)
with the understanding that 2−1 ln(x−1y) = −∞ for y = 0. The proof of (5.5) is given in the
Appendix. From (5.1), (5.2) and (5.5), we get
Bα(y, x) =
∫ ∞
0
exp{−αt} fτ (t)C(t, y, x)dt. (5.6)
We next present an expression for B(y, x), that is, Bα(y, x) with α = 0, when Fτ follows
an Erlang distribution with density (3.5). In this case, the first inter-occurrence time τ1 can be
expressed as τ1 = τ 01 + · · · + τ 0n , where τ 01 , . . . , τ 0n are i.i.d. random variables with common
exponential distribution with parameter λ. Set τ ∗j,n =
∑n
k= j τ 0k . By the strong Markov property
of X t , we get
B(y, x)dx = P
(
exp{Rτ∗1,n }
(
y +
∫ τ∗1,n
0
exp{−Ru}du
)
∈ dx
)
=
∫ ∞
0
P y(Xτ 01
∈ dx1)P
(
exp{Rτ∗2,n }
(
x1 +
∫ τ∗2,n
0
exp{−Ru}du
)
∈ dx
)
.
(5.7)
Along the same line, one can keep repeating the derivation of (5.7) to obtain
B(y, x)dx =
∫ ∞
0
P y(Xτ 01
∈ dx1) · · ·
∫ ∞
0
P xn−2(Xτ 0n−1
∈ dxn−1)
× P xn−1(Xτ 0n ∈ dx). (5.8)
For x1 > 0, define
V (y, x1) =
∫ ∞
(x−11 y)
1
2
λ
c
ρ−(λ0+v0) pλ0
(4c)−1σ 2(ρ2x1−y)(1, ρ)dρ, (5.9)
where λ0 = (θ2 + v20)
1
2 with θ2 = 8σ−2λ, and
pβt (a, r) =
( r
a
)β r
t
exp{−(2t)−1(a2 + r2)}Iβ
(ar
t
)
,
with Iβ(x) being the Bessel function of index β. Then, we have
P y(Xτ 01
∈ dx1) = V (y, x1)dx1. (5.10)
The proof of (5.10) is given in the Appendix. From (5.8) and (5.10), it can be shown that
B(y, x) =
∫ ∞
0
dx1 · · ·
∫ ∞
0
dxn−1
n−1∏
k=1
V (xk−1, xk)V (xn−1, x),
with x0 = y.
K.C. Yuen et al. / Stochastic Processes and their Applications 116 (2006) 1496–1510 1507
5.2. Compound Poisson case
We now assume that Rt is given by a compound Poisson process with positive drift
Rt = r t +
NR,t∑
k=1
ln(1+ ZR,k),
for t ≥ 0, where {NR,t , t ≥ 0} is a Poisson process with parameter λR ; ZR,k’s are i.i.d. random
variables with common distribution FR . In this case,
exp{Rt } = exp{−r t}
NR,t∏
k=1
(1+ ZR,k)
is the price process studied in Kalashnikov and Norberg [5], Yuen et al. [15], and Yuen and
Wang [14]. It is assumed that FR(−1) = 0. Denote by fR the density of FR .
Put Sk = 1+ ZR,k for k ≥ 1. Assume that ak > 0 for k ≥ 0. Define
Dn = P
(
a0 + a1S1 + a2S1S2 + · · · + an
n∏
k=1
Sk ∈ dx
)
.
For x > a0, straightforward calculations give
Dn = hn(a0, a1, . . . , an, x)dx,
where
hn(a0, a1, . . . , an, x)
=
∫ (x−a0)a−11
0
fR(z1 − 1)dz1
∫ ( x−a0
z1
−a1
)
a−12
0
fR(z2 − 1)dz2 · · ·
×
∫ ( x−a0
z1···zn−2−
a1
z2···zn−2−···−
an−3
zn−2 −an−2
)
a−1n−1
0
fR(zn−1 − 1)
× fR
((
x − a0
z1 · · · zn−1 −
a1
z2 · · · zn−1 − · · · −
an−2
zn−1
− an−1
)(
1
an
)
− 1
)
× 1
z1 · · · zn−1an dzn−1.
With
X t = exp{r t}
(
NR,t∏
k=1
(1+ ZR,k)
)(
y +
∫ t
0
exp{−rs}
(
NR,s∏
k=1
1
1+ ZR,k
)
ds
)
,
we have
Bα(y, x)dx = E y[exp{−ατ1}I (Xτ1 ∈ dx)]
=
∞∑
n=0
E y[exp{−ατ1}I (Xτ1 ∈ dx, NR,t = n)]
∧=
∞∑
n=0
Qn(y, x, dx). (5.11)
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It is easy to show that
Q0(y, x, dx) =
(
r y + c
rx + c
) λR+α
r
fτ
(
1
r
ln
(
r x + c
ry + c
))
1
r x + c I (x > y)dx, (5.12)
and that
Qn(y, x, dx) =
∫ ∞
0
fτ (t) exp{−(α + λR)t} (λR t)
n
n! P
y(X t ∈ dx |NR,t = n)dt, (5.13)
for n ≥ 1. Furthermore, (A.5) of Yuen and Wang [14] gives
P y(X t ∈ dx |NR,t = n) =
(
n!
tn
exp{−r t}
∫ t
0
dt1
∫ t
t1
dt2 · · ·
∫ t
tn−1∨(t−r−1 ln(1+(rc−1)x))
× hn(cbn+1, cbn, . . . , cb2, c(b1 + u), x exp{−r t})dtn
)
dx, (5.14)
where a ∨ b = max{a, b}, bk =
∫ tk
tk−1 exp{−rs}ds (k ≤ n + 1), t0 = 0, and tn+1 = t . From
(5.11)–(5.14), we obtain
Bα(y, x) =
(
r y + c
rx + c
) λR+α
r
fτ
(
1
r
ln
(
r x + c
ry + c
))
1
r x + c I (x > y)
+ λnR
∫ ∞
0
fτ (t) exp{−(α + λR + r)t}dt
×
∫ t
0
dt1
∫ t
t1
dt2 · · ·
∫ t
tn−1∨(t−r−1 ln(1+(rc−1)x))
hn(cbn+1,
cbn, . . . , cb2, c(b1 + u), x exp{−r t})dtn . (5.15)
If λR = 0, (5.15) reduces to (3.3).
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Appendix
Proof of (5.5). By the symmetry of Brownian motion, if follows from (5.2) that
I0 = P(exp{−2B(−ν0)s }(y + 4cσ−2A(−ν0)s ) ∈ dx), (A.1)
where B(v)s = Bs + vs and A(v)s =
∫ s
0 exp{2(Bu + vu)}du. By the law of total probability, (A.1)
can be rewritten as
I0 =
∫ ∞
−∞
P(B(−ν0)s ∈ dw)P(exp{−2w}(y + 4cσ−2A(−ν0)s ) ∈ dx |B(−ν0)s = w)dw.
(A.2)
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Using Equation (6.a’) of Yor [13], we have
P(A(v)t ∈ du|B(v)t = x) = at (x, u)du,
for −∞ < v <∞. This together with (A.2) yield
I0 = dx
∫ ∞
−∞
h(s, w + ν0s)as(w, (4c)−1σ 2(exp{2w}x − y))(4c)−1σ 2 exp{2w}dw. (A.3)
Since A(−ν0)s > 0, the integrand on the right side of (A.3) equals zero for w < 2−1 ln(x−1y) and
y > 0. Hence, (A.3) with s = 4−1σ 2t is equivalent to (5.5). For y = 0, (5.5) still holds with the
understanding that 2−1 ln(x−1y) = −∞. 
Proof of (5.10). Let θ2 = 8σ−2λ and τθ = 4σ−2τ 10 . Then, τθ is an exponential random variable
with parameter 2−1θ2 and independent of Wt . Similar to (A.1), we have
P y(Xτ 01
∈ dx1) = P(exp{−2B(−ν0)τθ }(y + 4cσ−2A(−ν0)τθ ) ∈ dx1), (A.4)
Using the law of total probability, we obtain from (A.4)
P y(Xτ 01
∈ dx1) =
∫ ∞
0
P(exp{B(−ν0)τθ } ∈ dρ, A(−ν0)τθ ∈ (4c)−1σ 2(ρ2dx1 − y)).
Applying Theorem 2 of Yor [13] gives
P(exp{B(−ν0)τθ } ∈ dρ, A(−ν0)τθ ∈ (4c)−1σ 2(ρ2dx1 − y))
= θ
2
2
1
ρ2+λ0+ν0
pλ0
(4c)−1σ 2(ρ2x1−y)(1, ρ)
σ 2ρ2
4c
dρdx1.
Then, it follows that
P y(Xτ 01
∈ dx1) =
∫ ∞
0
λ
c
1
ρλ0+ν0
pλ0
(4c)−1σ 2(ρ2x1−y)(1, ρ)dρdx1. (A.5)
Since A(−ν0)τθ > 0, the integrand on the right side of (A.5) equals zero for ρ < (x−11 y)
1
2 . This
together with (A.5) yield (5.10). 
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