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КОМПАКТНЫЕ РАЗНОСТНЫЕ СХЕМЫ ДЛЯ УРАВНЕНИЯ КЛЕЙНА–ГОРДОНА  
С ПЕРЕМЕННЫМИ КОЭФФИЦИЕНТАМИ
Аннотация. В настоящей работе на трехточечном шаблоне рассматриваются компактные разностные схемы 
4 + 2 порядка аппроксимации для уравнения Клейна–Гордона с переменными коэффициентами. Несмотря на линей-
ность дифференциальной и разностной задач в этом случае не удается применить известные результы по теории 
устойчивости трехслойных операторно-разностных схем А. А. Самарского. Основной целью работы является дока-
зательство устойчивости компактной разностной схемы по начальным данным и правой части в сеточных нормах 
1
2 2( ), ( ), ( ).h h hL W Cω ω ω  Используя метод энергетических неравенств в работе получены соответствующие априорные 
оценки, выражающие устойчивость и сходимость решения разностной задачи при предположении 0 0, const, .h h h h≤ = τ ≥  
На примере вычислительного эксперимента показывается как использовать правило Рунге для определения разных 
порядков скорости сходимости решения разностной схемы в случае двух независимых переменных.
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COMPACT DIFFERENCE SCHEMES FOR KLEIN–GORDON EQUATION  
WITH VARIABLE COEFFICIENTS
Abstract. In this paper, we consider the compact difference approximation of the fourth and second-order schemes on 
a three-point stencil for Klein–Gordon equations with variable coefficients. Despite the linearity of the differential and 
difference problems, it is not possible in this case to apply the well-known results on the theory of stability of three-layer 
operator-difference schemes by A. A. Samarskii. The main purpose is to prove the stability with respect to the initial data and 
the right-hand side of compact difference schemes in the grid norms 12 2( ), ( ), ( ).h h hL W Cω ω ω  Using the method of energy 
inequalities, the corresponding a priori estimates, expressing the stability and convergence of the solution to the difference 
problem with the assumption 0 0, const,h h h h≤ = τ ≥ , is obtained. The conducted numerical experiment shows how Runge 
rule is used to determine the different orders of the convergence rate of the difference scheme in the case of two independent 
variables.
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Введение. В отличие от работ [1; 2] под компактными будем понимать разностные схемы, 
которые пишутся на стандартных шаблонах. В одномерном случае для нахождения неизвестного 
сеточного решения можно применить экономичный метод прогонки. Основополагающей рабо-
той по этой тематике для классических уравнений математической физики с самосопряженным 
эллиптическим оператором являются работы А. А. Самарского [3; 4]. Построению компактных 
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разностных схем для волнового уравнения посвящены работы [5; 6]. В настоящей работе на 
трехточечном шаблоне рассматриваются компактные разностные схемы 4 + 2 порядка аппрокси-
мации для уравнения Клейна–Гордона с переменными коэффициентами. Несмотря на линейность 
дифференциальной и разностной задач в этом случае не удается применить известные результаты 
по теории устойчивости трехслойных операторно-разностных схем А. А. Самарского [4]. Основ-
ной целью работы является доказательство устойчивости компактной разностной схемы по 
начальным данным и правой части в сеточных нормах 12 2( ), ( ), ( ).h h hL W Cω ω ω  Используя метод 
энергетических неравенств в работе получены соответствующие априорные оценки, выража ющие 
устойчивость и сходимость решения разностной задачи при предположении 0 0, const, .h h h h≤ = τ ≥  
На примере вычислительного эксперимента показывается как использовать правило Рунге для 
определения разных порядков скорости сходимости решения разностной схемы в случае двух 
независимых переменных.
 Постановка задачи и разностная схема. В области {( , ) : 0 , 0 }TQ x t x l t T= ≤ ≤ ≤ ≤  рас-
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В соответствии с работами В. И. Паасонена и А. А. Самарского [2; 3; 5] нетрудно показать, 
что разностная схема (4)–(6) аппроксимирует исходную задачу (1)–(3) с четвертым порядком 
по пространству и вторым по времени, т. е. для ее невязки 
2
( , ) ( )
12tt tt
hu u puσ σψ = − + Λ − Λ −  
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( , ) ( , )( )
12
hm u puσ σ σ σ
 
− + Λ + ϕ 
  
 и второго начального условия имеют место априорные оценки:
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4 2( ), co ,nst 0M h Mψ ≤ + τ = >
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1 1 1|| || || || , const 0.tu u M M
ο
= − ≤ τ = >ψ
В работе используются обозначения из [4; 7].
Устойчивость. Для избежания громоздких выкладок ограничимся случаем зависимости ко-
эффициента   ( )k k x=  только от пространственной переменной. В силу неоднородности гранич-
ных условий оператор
 ,( ) ,i xx iAy y= −
не является самосопряженным, что не позволяет получить соответствующие априорные оценки 
для разностного решения, из которых следует устойчивость разностной схемы по входным дан-
ным. Для избежания данных проблем рассмотрим возмущенное решение ,y  полученное по раз-
ностной схеме (4)–(6) с возмущенной правой частью f  и возмущенными начальными условиями 
0 1.,u u   Тогда задача для возмущения y y y= −  примет вид:
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 0 1( , 0) ( ), , ( ,, 0) ( ),h t hy x u x x y x u x x= ∈ω = ∈ω  (8)
 (0, ) 0, ( , ) 0, .y t y l t t τ= = ∈ω  (9)
Здесь
 0 0 0 1 1 1, , .u u u u u u= − = − ϕ = ϕ−ϕ   
К сожалению, несмотря на линейность разностной задачи, к ней неприменима теория трехслой-
ных операторно-разностных схем А. А. Самарского [4]. При использовании метода энергетиче-
ских неравенств в дальнейшем нам понадобятся некоторые известные факты из теории разност-
ных схем.
Л  е  м  м  а  1  [4, с. 101]. Неравенство Коши–Буняковского с ε 
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4










u v hu v
−
=
= ∑  – скалярное произведение в 2 ( ).hL ω
Л  е  м  м  а  2  [8, с. 159]. Разностный аналог леммы Гронуолла. Пусть nQ  и nf  – неотрица-
тельные функции, определенные на сетке { , 0,1, ...},nt n nτω = = τ =  и 0ρ >  – число. Тогда, если 
выполняются неравенства
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Л  е  м  м  а  3  [4, с. 99]. При 0 0Nz z= =  первая разностная формула Грина имеет вид
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Л  е  м  м  а  4 .  Рассмотрим энергетическое соотношение
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при выполнении второго из условий (12).
Лемма доказана.
Для получения априорной оценки для y  умножим разностное уравнение (7) скалярно на 2
t
yοτ  
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Рассмотрим в (14) слагаемые, не входящие в нормы 1.,n nQ Q +  Применяя неравенство Коши–
Буняковского с ε (10), легко получить следующие оценки:
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ε  и в каждом конкретном случае своя.
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Учитывая неравенства (15)–(17) в (14), при выполнении условий (12) приходим к рекуррент-
ному соотношению
 1 2 2(1 ) || || || || .n n c nQ c Q c e Q c+ τ≤ + τ + τ ϕ ≤ + τ ϕ  (18)
Итак, имеет место следующее утверждение.
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Тогда имеет место оценка
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выражающая ρ-устойчивость решения разностной схемы (4)–(6) по начальным данным, правой 
части в сеточных нормах 12 2( ), ( ), ( ).h h hL W Cω ω ω  
Д  о  к  а  з  а  т  е  л  ь  с  т  в  о .  Доказательство теоремы следует из неравенства (18), леммы 
Гронуолла и вложения [4, с. 107]
 || || || ] | .
2C x x
ly y y y− ≤ −   
Теорема о сходимости. Поставляя y z u= +  в разностные уравнения (4)–(6), где u – реше-
ние задачи (1)–(3), получим для погрешности z задачу 
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Задачи (20)–(22) и (7)–(9) идентичны. Поэтому можно применить теорему 1 для оценки по-
грешности метода. Тогда в соответствии с неравенством (19) получаем оценку
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где 1 const 0.M = >
Итак, мы можем сформулировать теорему о сходимости.
Т  е  о  р  е  м  а  2 .  Пусть выполнены условия теоремы 1. Тогда решение разностной схемы 
(4)–(6) сходится к точному решению дифференциальной задачи (1)–(3) в сеточных нормах 
1
2 2( ), ( ), ( )h h hL W Cω ω ω  и для ее решения имеет место оценка точности
 4 22|| || ( ), 0,1, ..., ,n n Cy u M h n K− ≤ + τ ∀ =  
здесь 2 const 0.M = >
Вычислительные эксперименты. В этом пункте приводятся результаты численных рас-
четов при решении начально-краевой задачи с коэффициентом ( ) 2 3,k x x= +  правой частью 
2( , ) 5 (cos 2 sin 2 )(4 7 2 2)xf x t e t t x= − + + +  и выбранными параметрами: 3, 2, 10.m l T= = =  На-
чальные и краевые условия определяются из точного решения 2( , ) 5 (cos 2 sin 2 ).xu x t e t t= +
Здесь порядок сходимости по временной и пространственной переменным в норме L∞ опреде-
ляется по следующим формулам:
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Так как разностное решение сходится к точному решению с четвертым порядком по про-
странству и вторым по времени, то для проверки скорости сходимости вдоль временного на-
правления мы берем такие шаги h и τ, чтобы выполнялось неравенство h4 ≤ τ2. И тогда получается 
схема O(τ2) и мы работаем со вторым правилом Рунге (23). 
Однако в связи с теоремой 1 об устойчивости при рассмотрении порядка по h, в расчетах сле-






  τ ≥  
  
 Тогда мож-
но применить первое правило Рунге (23). 
В табл. 1, 2 отражена скорость сходимости приближенного решения к точному.
Т а б л и ц а 1. Скорость сходимости по пространственному направлению
T a b l e 1. The spatial convergence rate
h τ ||z||L∞
h
Lp ∞ ||z||L2 2
h
Lp
h0 = 0,25 τ0 = 0,0625 9,40E-02 – 8,19E-02 –
h0/2
1 τ0/41 5,49E-03 4,09707 3,94E-03 4,37543
h0/2
2 τ0/42 3,65E-04 3,91055 2,74E-04 3,84501
h0/2
3 τ0/43 2,31E-05 3,98547 1,73E-05 3,98513
h0/2
4 τ0/44 1,45E-06 3,99283 1,09E-06 3,99744
Т а б л и ц а 2. Скорость сходимости по временному направлению
T a b l e 2. The temporal convergence rate




h0 = 0,015625 τ0 = 0,015625 5,73E-03 – 3,88E-03 –
h0 τ0/2
1 1,42E-03 2,00689 1,06E-03 1,87484
h0 τ0/2
2 3,63E-04 1,97285 2,70E-04 1,9671
h0 τ0/2
3 9,10E-05 1,99606 6,81E-05 1,98902
h0 τ0/2
4 2,28E-05 1,99651 1,71E-05 1,99493
Отсюда видно, что построенная разностная схема имеет четвертый порядок точности по про-
странственной переменной и второй – по временной (рис. 1, 2). 
Рис. 1. Решения при T = 15, x = 2, h = 0,5, τ = 0,375
Fig. 1. Solutions with T = 15, x = 2, h = 0.5, τ = 0.375
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Рис. 2. Решения при T = 15, x = 2, h = 0,25, τ = 0,09375
Fig. 2. Solutions with T = 15, x = 2, h = 0.25, τ = 0.09375
Данный вычислительный эксперимент подтверждает наши теоретические выводы. 
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