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We call a graph superhamiltonian if any permutation of its vertices can be 
approximated by a cyclic permutation, allowing a uniform error of at most one 
edge. We show that the sixth power of any connected graph is superhamiltonian, 
and apply this and other results to problems in the approximation of measure 
preserving homeomorphisms. 
1. INTRODUCTION 
The investigations of  this paper were prompted by the following question, 
which arose in the study of  measure preserving homeomorphisms: I  there 
some integer n such that for any connected graph G and any permutation a 
of  the vertices, V(G), of G, there exists a cyclic permutation or* of V(G) which 
approximates crin the sense that 
d~(a(v), a*(v)) ~ n, for all v in V(G) (1.1) 
where dc denotes the path-length metric on V(G)? In pursuing this question 
we introduce the notion of  a superhamiltonian graph as one for which 
inequality (1.1) can be solved for any a when n ~ 1. In particular it follows 
that for superhamiltonian graphs (1.1) can be solved when n = 1 and ~ is 
the identity permutation, in which case or* induces a hamiltonian circuit. 
Thus superhamiltonian implies hamiltonian. 
Our first result (Theorem 1) asserts that n ~ 6 answers our original 
question, or equivalently, that the sixth power of  a connected graph i s  
superhamiltonian. In particular, we prove that the square of any graph which 
contains a hamiltonian path is superhamiltonian. Using this result, we 
determine a sufficient condition for a directed graph to be hamiltonian. 
Specifically, suppose that a directed graph D has the property we call c- 
compressivity, that the edges out of  any k vertices end at at least k --  c 
distinct vertices, for any k. Let G be any graph defined on the same set of 
vertices as D, Then if G is connected, Theorem 2 says that G6+~D is hamil- 
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tonian, where G"~D denotes the directed graph with the same vertex set as G 
and D, and whose edges consist of an edge of D followed by no more than m 
edges of G. This condition is admittedly difficult or impossible to check for 
most directed graphs. However for a class of graphs which arise naturally 
in the study of measure preserving homeomorphisms, the condition given 
by Theorem 2 can be applied to give stronger esults than previously obtained 
by non graph theoretic techniques. 
The applications deal with the following situation. Suppose a space X is 
endowed with both a metric d and a Baire measure 2~. We assume that 
(X, d) is a compact connected metric space and that (X,)9 is a Lebesgue 
(measure) space, that is, it is measure theoretically the same as the unit 
interval with Lebesgue measure. Let T be a homeomorphism of X which 
preserves the measure A, and let )(1 ..... XN be a partition of X with A(Xi) 
l/N, i = 1 ..... N. The problem is to approximate T by a cyclic permutation 
of N points distributed so that exactly one is in each Xi 9 We use Theorem 2 
to answer this question as follows. 
THEOREM 3. Under the above hypothesk (with "~"  defined in Section 4 as 
"quasi-equi-measured," for now take A(Xi) ~ 1/N) there exist points xi in Xi 
and a cyclic permutation 7 of the xi with 
d(T(xi), ~(xi)) <~ 7 maximum diameter of X1 ..... XN . (1.2) 
If  Y1 ..... YM is an arbitrary partition of X then the corresponding question 
is whether T can be approximated by a cyclic permutation of a set of points 
which are "proportionately" distributed among the Y's. Theorem 4 answers 
this question. 
THEOREM 4. Let Yj, j ~ 1 ..... M, be an arbitrary partition of X and let 
~ 0 be given. Then there exist points Yl .... , YN, P~ of them in Yj,  and a 
cyclic permutation ~ of the Yi with 
d(T(yO, ~'(Y3 < ~, (1.3) 
I A(Y~.) -- p~/NI < 1/N < ,. (1.4) 
These applications extend similar results of Oxtoby and Ulam [8], Katok 
and Stepin [6], Lax [7] and the author [1-3]. Our technique is based in part 
on the method of Lax. 
Since we will be concerned in this paper with both undirected and directed 
graphs we will try to avoid confusion by reserving the term "graph" for an 
undirected graph and always calling the other kind a "directed graph." Also, 
we have labeled results which are extraneous to the main line of reasoning as, 
"Propositions." 
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2. SUPERHAMILTONIAN GRAPHS 
We devote this section to the definition, examples and elementary properties 
of superhamiltonian graphs. The main result of this section (Theorem 1) 
asserts that the sixth power of a connected graph is superhamiltonian. 
DEFINITION. We say that a graph G is superhamiltonian if given any 
permutation e of the vertices V(G), there is a cyclic permutation or* of V(G) 
satisfying 
dc(~(v), c~*(v)) ~< 1, for all v ~ V(6). (2.1) 
As noted in the Introduction, superhamiltonian implies hamiltonian by 
taking a equal to the identity permutation and considering the orbit of any 
vertex under a*. To see that the two notions are not equivalent i is natural to 
check the "weakest" hamiltonian graphs; the graphs C~ consisting of n 
points on the circle. (Formally, we have V(C) = {0 ..... n -- 1} and E(C) = 
{(i,j): [ i - - j l  = 1 mod n}.) For n < 4 C~ is the complete graph and is 
obviously superhamiltonian, C4is seen to be superhamiltonian by checking 
a few cases, and for n > 4 is not superhamiltonian. These properties of C, 
are demonstrated in Proposition 1. A less trivial example of a superhamil- 
tonian graph is the n-dimensional lattice graph Ln consisting of a rectangular 
array of lattice points in R n. If L,~ is made into a graph by considering points 
to be adjacent if all their coordinates differ by at most 1, then for n > 2, 
Ln is a superhamiltonian graph. This is proved in [2]. 
PROPOSITION 1. C~ is superhamiltonian if and only if n < 5. 
Proof If n < 4 then C, is trivially superhamiltonian. If n is 4 then there 
are only 6 distinct (considering symmetries) non-cyclic permutations of 
V(C.), which we list with their a*: 
~1 ----- identity al* = [(0123)] 
~ = [(01)(23)] cry* = [(0231)] 
a a ~- [(02)(13)] era* = [(0123)] 
or, = [(123)] cq*= [(0123)] 
~5 = [(01)] ~5. = [(0213)] 
~6 = [(02)] ~*  = [(0123)] 
For n greater than 4 it is enough to show that there can be no cyclic permu- 
tation or* which satisfies (2.1) with respect o cr ----- [(01)]. Assume such a a* 
exists, and fix any integer k, 2 < k < n -- 1. Since a(k) = k, we must have 
cr*(k) ~ {k -- 1, k, k + 1}. The possibility a*(k) = k can be ruled out, since 
in that case a* would have a 1-cycle. We can assume without loss of generality 
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that cr*(k) = k + l. Now since cr(k + 1) = k + 1 we must have ~r*(k + 1) E 
{k, k + 1, k + 2}. But this necessitates setting cr*(k + 1) = k + 2, since 
the other two possibilities give or* a 2-cycle and a 1-cycle, respectively. 
Similar reasoning applied to the possible value of ~r* at k + 2, k + 3 ..... 
forces ~* to be everywhere defined by cr*(i) = i + 1 mod n. But then ~* 
cannot satisfy (2.1) with respect o or, because a(1) = 0 and ~*(1) = 2. 
DEFINITION. If G is a graph and m is a positive integer, we define the m'th 
power of G, denoted G% by V(G m) ~ V(G) and (v,v') is in E(G ~) if 
do(v, v') ~ m. 
THEOREM 1. I f  G is a connected graph, then G 6 is superhamiltonian. 
Furthermore, if  G contains a hamiltonian path then G ~" is superhamiltonian. 
Proof. According to the theorem of Sekanina [9] and Karangis [5] which 
asserts that the cube of any connected graph is hamiltonian, it is sufficient 
to prove only the second assertion of the theorem. To do this, we demonstrate 
that the graph IN 2 is superhamiltonian, where 1N is the "straight line" graph 
with N vertices. The graph IN and various drawings and labelings of 1N 2 are 
shown in Figs. 1 through 4. For simplicity we consider only the case where 
1 2 3 N- t  N 
FIGURE 1 
1 3 ,, N.~I 
FIGURE 2 
2 4 N 
1 3 5 N-1 
FIGURE 3 
01 0 2 0 m 
bo bt b2 bm- I 
FIGURE 4 
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N = 2m is even, as the adaptation of the proof to odd N is trivial. For the 
proof we refer to the labeling of Fig. 4. Let a be an arbitrary permutation of 
the vertices al ..... a~,, b0 .... , b~,_l of IN 2. We will construct a cyclic permu- 
tation a* which approximates ~ in the sense of (2.1) by using the following 
idea: If  elements x and y lie in distinct cycles of a permutation ~r, then they 
lie in the same cycle of [(x, y)]~r. Furthermore, if two other elements z and w 
were in the same cycle of 7r, then they are also in the same cycle in the 
permutation [(x, y)]~r. We apply this idea recursively to the pairs (al ,  b0, 
(a~, b2) ..... (a~_l, bin-l) and then to the pairs (al,  b0), (a2, bl),..., (a .... b,~-0. 
That is, we define 
a* = [(amb,n_~)] 5 ....... [(alb0)] ~1 [ (am_ ibm_ l ) ]  i-~-1 - - '  [(albl)]il~ (2.2) 
where the exponents i~ ,..., i~_~, Jl ..... j,,~ are recursively chosen to be either 0 
or 1 depending respectively on whether the corresponding pair of vertices 
lie in the same or different cycles of the permutation consisting of everything 
written to the right of that exponent. This choice of the exponents insures 
that vertices of IN 2 which are adjacent via a vertical or slanted edge lie in the 
same cycle of ~r*. But since any two vertices of lu 2 can be joined by a path 
consisting entirely of vertical and slanted edges, it follows that a* is cyclic. 
Furthermore, under the permutation [(am, bin_0] ~ . . . . .  [ (a l ,  bl)] q a vertex is 
either not moved at all or is moved to an adjacent vertex. This is because a
vertical move followed by a slanted move in 1N 2 (as drawn in Fig. 4) is 
equivalent to a horizontal move. Thus the a* defined by (2.2)satisfies (2.1) 
with respect o or. Thus 1N 2 is superhamiltonian, and the theorem follows 
from the remarks at the beginning of the proof. 
It is not hard to show that for N ~ 4, the removal of any edge from IN 2 
leaves a graph that is not superhamiltonian. This fact suggests that perhaps 
2N --  3 is the minimum number of edges needed for a graph on N vertices 
to be superhamiltonian. It is also possible that IN 2 is the only superhamil- 
tonian graph on N vertices with 2N-  3 edges, though perhaps a small 
counterexample can be found. Another question is whether there is a number 
of edges which guarantees that a graph is superhamiltonian, as is the case 
for hamiltonian graphs. Also, we do not know whether the sixth power is the 
smallest needed to make any connected graph superhamiltonian, so that 
Theorem 1 can possibly be improved. 
3. c-COMPRESSIVE DIRECTED GRAPHS 
In this section we define the notion of c-compressivity for directed graphs 
and prove (Theorem 2) that if D is a c-compressive directed graph and G is a 
connected graph with V(G) = V(D), then G6+~D is a hamiltonian directed 
graph. We begin with four definitions. 
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DEFINITION. Whenever D is a directed graph and S is any subset of 
V = V(G), we define D(S) = {v ~ V: (v', v) e E(D) for some v' ~ S). 
DEFINITION. A directed graph D is called c-compressive if for every 
nonempty subset S of V(D), D(S) is non-empty and 
#D(S)  >/ #S -- c. (3.1) 
I f  c is 0, we call D non-compressive. 
DEFINITION. A directed graph D is said to "contain a permutation" if
there is a permutation crof V(D) with 
(v, a(v)) ~ E(D) for all v c V(D). (3.2) 
DEFINITION. I f  G is a graph, D is a directed graph, and V(G) ~- V(D) = V, 
then we define the directed graph G~D by V(G~D) = V and (v, v') ~ E(G'~D) 
iff there is a v" ~ V with (v, v") ~ E(D) and dG(v', v") ~ n. 
LEMMA 1. A directed graph D contains a permutation if and only if it is 
non-compressive. 
Proof This lemma is one of the many equivalent formulations of the 
"marriage lemma", also known as the theorem on "systems of distinct 
representatives." 
LEMMA 2. I f  G is a connected graph and D is a c-compressive directed 
graph, with V(G) = V(D) = V, then GcD is non-compressive. 
Proof First observe that if (GnD)(S) is any nonempty proper subset of V 
then 
#(Gn+ID)(S) > #(GnD)(S) @ 1 (3.3) 
It follows from (3.1) and c applications of (3.3) that 
#(G~D)(S) >/ #D(S) + c >/ #S (3.4) 
PROPOSITION 2 .  Under the hypotheses of Lemma 2, G~+ID is strongly 
connected. (This means that any two vertices in V are mtuually reachable 
by directed paths in Gc+ID.) 
Proof The assertion of the lemma is equivalent o the existence of an 
integer m with the property that 
(G~+ID)m{V} = V for any v ~ V. (3.5) 
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But we have from (3.3) and (3.4) that 
#(G~+ID)~{v} >/j  @ 1 
so that (3.5) follows from the choice m = #V-  1. 
(3.6) 
THEOREM 2. I f  G is a connected graph and D is a e-compressive directed 
graph with V(D) -- V(G), then the directed graph G6+cD is Hamiltonian. 
Proof. The product Gn+~D may also be factored as G~(GcD). G~D is 
non-compressive by Lemma 2 and therefore by Lemma 1 it must contain a 
permutation. G6 is superhamiltonian by Theorem 1. Furthermore it is clear 
from our definitions that i fS  is a superhamiltonian graph and P is a directed 
graph which contains a permutation, then SP is Hamiltonian. 
4. QUASI-EQUI-MEASURED PARTITIONS 
In this and the following section we will be concerned with a space X 
which is endowed with a metric d and a Baire measure A. We assume that 
(X, d) is a compact connected metric space and that (X, A) is a Lebesgue space, 
i.e., is measure theoretically the same as the unit interval with Lebesgue 
measure. I f  T is a A-preserving homeomorphism of X onto itself and 
P = {Xi, i - -  1 ..... N} is a partition of)(,  then we define a graph A = A(T, P) 
and a directed graph H = H(T, P), both on the same vertex set V = {1 ..... N}, 
as follows: 
(i, j )  ~ E(A) iff Xi n )(j :/= ~.  (4.1) 
(i,j) ~ E(H) iff TXi n Xj ~ ~. (4.2) 
We observe that the graph A defined by (4.1) is connected because X is a 
connected metric space. We devote this section to the determination of  
sufficient conditions on P so that H(T, P) contains a permutation. The main 
results of  this section (Lemmas 4 and 5) assert that the condition 
I A(Xi) --  1/NI < 1/N (quasi-equi-measure) is sufficient, and that every 
partition has a refinement which has this property. 
PROPOSITION 3. I f  A(Xi) = 1/N, then H contains a permutation. That is, 
there is a permutation ~with 
T(Xi) n Xo(i) ~ 2J , i = 1,..., N. (4.3) 
Proof First observe that the N • N matrix B defined by b~ = N.  
)(TXi c~ X~) is doubly stochastic--its rows and columns all sum to 1. 
Furthermore, the doubly stochastic N • N matrices form a convex set 
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(of dimension N 2 -  2N-k  1) which has the permutation matrices as its 
extreme points. It follows that B can be expressed as a convex sum (of no 
more than N ~ -- 2N + 2) permutation matrices: B ~ clP1 + "'" +cmP, , .  
I f  ~ is the permutation corresponding to P~, then it follows that bi,~(i) /> el ,  
i ~-- 1 .... , N. But this implies (4.3), since a set of  positive measure cannot be 
empty. 
I f  we make use of  the two parenthetical remarks of the above proof, 
regarding the dimension of the doubly stochastic matrices and the number of 
extreme points needed to express B, then we can strengthen the conclusion 
(4.3). I f  there are at most N 2 -- 2N -k 2 o's, then at least one of them, say c~, 
is greater than or equal to (N 2 --  2N + 2) -1. It follows that A(TXi n Xo(~)) = 
b~.~(i)/N ~- Cl/N >~ (N 3 -- 2N 2 + 2N)-L This strengthening of  the con- 
clusion of  Proposition 3 can also be used to show that the same conclusion 
(4.3) holds under slightly weaker assumptions on A(Xi). However, we choose 
to follow the ideas of  Lax [7], and determine conditions on the A(X~) which 
insure that H in non-compressive. Lemma 1 can then be used to show that 
H contains a permutation. With this in mind we make the following 
definition. 
DEFINITION. A partition P = {X~, i = 1 ..... N} of  X is called c-compres- 
sive if the sum of any k of the numbers A(X,.) is greater than the sum of any 
k - -c - -  1 of  them, for anyk ,  c - -  1 ~k~N.  I f c=0,  we call P non- 
compressive. 
LEMMA 3, I f  P = {Xi , i = 1,..., N} is a c-compressive partition o f  X and T 
preserves the measure h then H(T, P)  is c-compressive. 
Proof  It follows from the hypotheses that the sum of any k of the 
numbers A(TX, i) is greater than the sum of any k --  c --  ! of the numbers 
A(Xi). Therefore the set T(Xq w ... w X~) must intersect at least k --  c of  
the sets Xi ,  for any distinct choice of/1 ..... ik. In graph theoretic terms this 
says that #H(T ,  P){il ..... ik} >~ k -- e, so that H(T, P) is c-compressive. 
PROPOSITION 4. I f  P is as in Lemma 3 and Q = {Y~ , i = 1 ..... N ~- b}, 
satisfies A( Yi) = A(Xi), i ~ N, and h( Yi) = O, i > N, then the partition Q 
is (c + b)-eompressible. 
Proof  The sum of any k of  the A(Yi) is greater than or equal to the sum 
of  some k -- b of the h(Xi), which in turn is greater than the sum of any 
(k -- b) -- e --  1 of the A(Xi) or the A(Yi). 
DEFINITION. 
measured if
A partition P ~ {Xi ,  i = 1 ..... N} is said to be quasi-equi- 
~ I A(X~) - -  a/u[  < 1/N. (4.4) 
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LEMMA 4. A quasi-equi-measured partition is non-compressive. 
Proof. Let A(Xi) = 1IN + e~i, and let il ,..., ik, ja .... ,J'k-1 be distinct 
integers. Then 
a(Xi0 + "" + A(Xi) - A(Xj 1) . . . . .  a(x,k 1) > l/U -- Z l~i [ > O. 
(4.5) 
LEMMA 5. Every partition has arbitrarily fine quasi-equi-measured 
refinements. 
Proof. Let Q = {Yj, j = 1 ..... M} be an arbitrary refinement of a given 
partition P. We show that Q has a quasi-equi-measured refinement. According 
to the Dirichlet technique of simultaneously approximating a finite set of 
numbers by rationals with the same denominator ([4, Theorem 200]), we 
may assert the existence of a solution to the equations, 
I p jq  - A(Y~)I < 1/q 1+1/M, j = 1 ..... M, (4.6) 
with q > M i .  Since a Lebesgue space may always be partit ioned into sets 
of given measure, we partition each 11,. into p~- set Y~,k, k = 1 ..... p j ,  with 
A(Y~.,k) = h(Yj)/p~. We claim that the refinement Q' = {Yj,~} is quasi-equi- 
measured. To check the definition, condition (4.4), we must first determine 
the order of the partition Q', the sum Z P~. The following computation 
shows that the order of Q' is q. 
q- -  ~P '  I = J q (~ A(r,)- Z p/q)  (4.7) 
q ~ ] A(Yj) -- p /q]  (4.8) 
< qM/q!+l/i < 1. (4.9) 
But since q --  Y~ p; is an integer, it must be 0. Now we can check condition 
(4.4) with q replacing N. 
M ~j 
,~, ~ [ A(Y~. k) - -  1/ql -: ~ p, r A(Yj)/pj -- 1/ql (4.10) 
j=l /c=1 
= Z'[ A(Y~.) - -  p/q  ] (4.11) 
< M/q 1+1/M (4.12) 
< 1/q. (4.13) 
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5. APPLICATIONS 
The graph theoretic results developed in the previous ections may now be 
applied to the approximation of measure preserving homeomorphisms. The 
assumptions on (X, d, A) and T and the definitions of A and H remain the 
same as in Section 4. 
THEOREM 3. Let P = {Xi , i = 1 .... , N} be a quasi-equi-measured partition 
o f  (X, d, A) with diameter (Xi) <~ 3, i = 1 ..... N. Let T be a A-preserving 
homeomorphism of X onto itself Then there exist points xi ~ Xi , i z 1 ..... N, 
and a eyclie permutation 7 o f  the xi such that for i = 1,..., N, 
d ( rx i ,  ~,(xi)) <~ 7& 
Proof. Define A and H by formulas (4.1) and (4.2). According to 
Lemmas 3 and 4, H is non-compressive, and therefore by Lemma 1 it contains 
a permutation ~. Furthermore, Theorem 2 implies that AnH is hamiltonian. 
Thus ASH has a directed hamiltonian circuit (cyclic permutation) or* which 
is related to ~ by 
dA(a(i), cr*(i)) • 6. (5.2) 
We claim that the theorem follows by choosing, 
xi E x i  c~ T-I(Xo(i)), (5.3) 
and 
~,(xi) = x~.(,). (5.4) 
The choice (5.3) is always possible since the set on the right is non-empty 
by (3.2) and (4.2). By (5.3) we have 
T(xi) ~ Xo(i) and x~.(i) E Xo,(i) 9 (5.5) 
The required estimate (5.1) now follows from (5.2), (5.5), and hypothesis 
on the diameter of the X~. 
We now make use of the result (Lemma 5) that every partition has a quasi- 
equi-measured refinement to extend Theorem 3 to arbitrary partitions. Of 
course in that case we would expect not to have one xi in each set of the 
partition, but a number proportional to the measure of the set. 
THEOREM 4. Let Q = {Y~,j = 1 ..... M} be an arbitrary partition o f  X 
and let E > 0 be given. Then there exist points Yl ..... y• , with p~ of  them in 
Yj , and a cyclic permutation 7 of  the Yi such that 
d(T(yi), 7(Yi)) < e (5.6) 
Z ] A(Yj) - -p f fN[  < 1IN < r (5.7) 
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Proof Since Xis compact we may find a refinement Q' of Q with diameter 
less than c/7 and more than 1/~ elements. By Lemma 5 there is a quasi- 
equi-measured refinement Q" of Q'. The theorem now follows by applying 
Theorem 3 to the partition Q". 
In certain applications to ergodic theory ([6, Theorem 5.1]) it is necessary 
to approximate T by a permutation which has exactly two cycles and their 
lengths differ by 1. In [6], a separate (and ingenious) argument is used to 
obtain this result, given a result similar to (but weaker than) Theorem 3. 
Our method of proving Theorem 4, however, needs no new argument o 
produce cycles of length N + b: 
PROPOSITION 5. Let T, Q, E, and N be as in Theorem 4. Then in addition 
to the conclusion of Theorem 4, we have the following: Given any positive 
integer b we can find points z~ , k ~- 1,..., N + b, with qj of  them in Yy , and 
a cyclic permutation ~ of the ze such that for j ~- 1,..., M, k = 1 ..... N -? b, 
and 
d(T(z~), . (z~))  < ,,  (5.8) 
I ; ( r j )  - qH(N + b) r < ~. 
Proof Let Q" be as in the proof of Theorem 4. By removing b points 
from the sets in Q", and considering these as b new one-point sets, we arrive 
at a new partition Q" of X into N + b sets. Since one-point subsets of a 
Lebesgue space have measure zero, Proposition 4 insures that the partition Q" 
is b-compressible. Therefore if A and D are the graphs corresponding to T 
and Q" we have by Theorem 2 that A6+~D is Hamiltonian. We obtain 7r 
from the Hamiltonian circuit of A6+bD just as in Theorem 3. 
For the sake of completeness we conclude by quoting an unpublished 
graph theoretic result of [1] which could have been used to prove Theorem 4
(though not Theorem 3) without introducing superhamiltonian graphs. 
Observe that Theorem 4 would still follow from a weakening of Theorem 3 
in which 7 permutes (cyclically) a set of points exactly m of which lie in 
each X~. Such a ~, corresponds to a circuit in A6H which includes each vertex 
exactly m times. (If m is 1, then this is a Hamiltonian circuit.) The following 
result determines m in terms of a property of A. 
PROPOSITION 6 (Corollary 3 of [1 ]). Let G be a connected graph and let D 
be a non-compressive directed graph, both defined on the same vertices. Let m 
be the minimum over the set of spanning trees S of G, of  the maximum valency 
(degree) of S. Then for any k greater than or equal to m, the directed graph GD 
contains a directed circuit which includes each vertex exactly k times. 
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As a final remark, we note that since G a is Hamiltonian, it necessarily has a 
spanning tree with maximum valency two, so that Proposit ion 6 has the 
following consequence. 
PROPOSITION 7. Let G and D be as above. Then GaD contains a circuit 
which includes every vertex exactly twice. 
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