This work builds an automated anomaly detection method for chaotic time series, and more concretely for turbulent, high-dimensional, ocean simulations. We solve this task by extending the Echo State Network [1] by spatially aware input maps, such as convolutions, gradients, cosine transforms, et cetera, as well as a spatially aware loss function. The spatial ESN is used to create predictions which reduce the detection problem to thresholding of the prediction error. We benchmark our detection framework on different tasks of increasing difficulty to show the generality of the framework before applying it to raw climate model output in the region of the Japanese ocean current Kuroshio, which exhibits a bimodality that is not easily detected by the naked eye. The code is available as an open source Python package, Torsk, available at https://github.com/nmheim/torsk, where we also provide supplementary material and programs that reproduce the results shown in this paper.
Introduction
Disruption prediction in fusion reactors, engine fault prediction, fraud detection, and storm surge prediction are just a few exemplary problems from of the large variety of fields that benefit immensely from anomaly detection in time series. In this work we will focus on large-scale, high-resolution ocean simulations that cover the whole Earth with more than 30 different variables such as temperature, velocity and density easily take up tens of gigabytes for a single time-step. The vast majority of the simulated ocean, much like the real ocean, is almost completely unexplored. Unknown physical behaviour hidden in these data sets could potentially be found by an automated anomaly detection. An example of such an anomaly is the bimodal ocean current called Kuroshio on the coast of Japan. In irregular periods of several years it switches from an elongated to a contracted state. The origin of this phenomenon is still subject of debate [2] . A detection of similar anomalies would be an important finding in itself, but could also contribute to a deeper understanding of the Kuroshio anomaly and the ocean circulation as a whole.
As we do not wish to restrict the methods to a particular type of anomaly, we must define what is "normal" just by examining the available data. Combined with the abundance of climate simulation data, this makes neural networks a promising candidate to solve the problem. Echo State Networks (ESN) have performed well in predicting lowdimensional chaotic dynamical systems [3] and are comparatively easy to train, which enables us to create an adaptive anomaly detection framework. In this work, we extend the method to work well on high-dimensional spatio-temporal data sets, targeting ocean simulation data.
Defining Normality
We aim to create automated anomaly detection algorithms that find contextual anomalies in large spatio-temporal data sets. We do not assume prior knowledge about the physics that produce the data, so we do not know in advance the precise nature of anomalies we are looking for. This requires that we quantify what is normal, so that whatever deviates significantly from this can be considered anomalous. Our scheme will be to identify normality with predictability: if we can build a reliable machinery for predicting future time steps, the normality of a subsequence can be measured by how well we were able to predict it in the context of the history preceding it. Given an input sequence U of length M U = (u 0 , u 1 , ..., u M )
the prediction problem can be formulated as the search for a model F , that returns a good estimate Y of the next N true values D = (u M +1 , u M +2 , ..., u M +N ) (further also refered to as labels).
The model F will in our case be based on a type of Recurrent Neural Network (RNN) called Echo State Network, which we extended to exploit spatial correlations in the input as explained in depth in Sec. 2.2. The acquired prediction is subsequently treated as the expected (normal) behaviour of the system. Given a good prediction, detecting anomalies becomes easy. The error sequence E = (e 0 , ..., e M ) can be defined as a distance between prediction and truth: e t = d(d t , y t ). This transforms the contextual anomaly detection problem to simple anomaly detection. We discuss appropriate error metrics d(d t , y t ) in Section 2. The final step is to automatically find good thresholds for the error. We do this by way of a normality score Σ ∈ [0; 1], which estimates the likelihood that a given time step is normal:
Here, σ m and µ m are the standard deviation and mean of a sliding window (e t−m , ..., e t ) representing recent history of the error sequence E. The local mean µ n is calculated from a shorter window (e t+1 , ..., e t+n ), where n m. If µ n ≤ µ m , then Σ t = 1 and step t is considered normal. If µ n µ m , i.e., the error is large compared to recent history, Σ t ≈ 0, and time step t is likely to be part of a contextual anomaly. For spatially resolved anomaly detection on image input series, Σ t can be calculated for localized neighbourhoods. The Kuroshio (Japanese: black tide) is one of the strongest ocean boundary currents in the world, and is the result of the western intensification [4] of the ocean circulation in the North Pacific. The 3-day mean of simulated Sea Surface Height (SSH) data (Fig. 1) shows the Kuroshio and its extension that reaches into the North Pacific basin. It carries with it large amounts of energy, nutrients and biological organisms, which have a strong impact on the local and global climate and exhibits an interesting and not yet understood bimodality. In front of the coast of Japan, it oscillates between an elongated and a contracted state (Fig. 2) . The transition between the two states typically takes one to two years and occurs, as it seems, randomly every few years. In 2017, it transitioned to its elongated state for the first time in over a decade, as reported by a Japanese newspaper [5] . The simulations that created the SSH data were carried out by Team Ocean at the University of Copenhagen [6] . The Community Earth System Model (CESM) was used to simulate the global domain with a horizontal resolution of 0.1
Bimodality of the Kuroshio
• and 62 depth layers. It writes out 3-day means for all variables, but in this work only the SSH fields are considered, which results in images of a total size of 3600 × 2400 cells. A more detailed description of the experimental setup can be found in [6] . As indicated by Fig. 2 , the Kuroshio anomaly was reproduced by the CESM simulations. The two plots of the elongated and the contracted state are annual means of the simulation in years exhibiting the two different modalities. Taking the difference of them should give us an intuition for how a successful anomaly detection should look like. Detecting the state changes of the Kuroshio with an automated anomaly search could be the first step in building machinery that can discover novel behaviour in the vast climate model output data, which is as unexplored as the oceans of our real world. Such novelties could, apart from their potential of displaying new physical processes, contribute to a further understanding of the behaviour of contracted elongated difference Figure 2 : The two distinct states of the Kuroshio created by averaging SSH over years on each side of the modetransition. The images have a size of 100 × 100 which are sliced out of the global simulation domain of 3600 × 2400 cells.
the Kuroshio itself and the ocean circulation patterns as a whole. Our programs show promise to apply in many other fields, as the methods are quite general.
The algorithms presented in this paper are implemented as an open source anomaly detection software Python package Torsk, available on https://github.com/nmheim/torsk. All calculations and results can be reproduced by running scripts available from [7] , where we also have made supplementary videos available that show the dynamical predictions better than is possible on paper.
Methods
We first briefly review Recurrent Neural Networks, before discussing Reservoir Computing and Echo-State Networks, the restricted type of RNN on which the present work is based. We then look at how to compute long term and cyclic trends, and separate these directly computable trends from the more complicated signals.
Recurrent Neural Networks
Where feed-forward neural networks are state-less and simply pipe their input through a sequence of layers, Recurrent Neural Networks (RNN) allow cycles in the weights: the network can be any directed graph, which cannot necessarily be partitioned into layers. RNN weights describe transition functions of dynamical systems, more well suited than FNN for modeling processes underlying e.g. time series.
Notation: We partition the RNN nodes into m input nodes u and output nodes y, and n internal state nodes x. Their values at time t are written u t , x t , and y t . The RNN weights define its time-step transition, which in this work is an affine transformation of the input and internal state followed by an activation function:
When predicting in free-running mode, the output is fed back as input, y t = u t . The internal state x acts as a dynamic short-term memory (STM): Every new input is mixed in to the previous internal state, gradually encoding the input sequence into x t . The length of input sequences that can be encoded into x t depends on the STM capacity. As a rule, the state size n must be much larger than the input size m, in order to create effective RNN.
The weight matrix W is partitioned from (m + n) × (m + n) into three blocks W in : n × m, W h : n × n, and W out : m × (m + n), such that Eq. (4) can be written as
The activation function σ is written as a vector, allowing a different activation for each node. While a wide variety of choice is possible, in the present work we will let σ h (acting on x) be the hyperbolic tangent, and σ o (acting on the output y) be the identity:
This simplifies training greatly, as we will see in Section 2.2, yet is sufficiently expressive.
Complications of RNN:
Training general RNN encounters complications: The network can be driven through bifurcations in the error surface during training [8] , which can prevent the training from converging, as detailed in the appendix. In addition to convergence-problems, gradient calculation requires Backpropagation Through Time [9] , similar to full loop-unrolling. This adds a layer for each time step and quickly leads to excessively deep networks, prone to vanishing and exploding gradient problems [10] in addition to computational blowup.
LSTM:
The vanishing gradient problem can be overcome with network architectures such as the Long Short-Term Memory (LSTM) cell [11] . The LSTM introduces additional forget and input layers, and has two distinct internal states, the sigmoid and cell states. The forget and input layers are trained to decide which parts of a previous sigmoid state are important and store the information in the cell state. The cell state conserves information (and gradient signals) through an arbitrary number time steps by way of a constant self connection. Despite the difficulties that arise during LSTM training, they have achieved remarkable results in a wide range of domains, and represent the current state of the art in time series forecasting. However, he most severe problems of RNN training (high complexity and bifurcations 1 ) unfortunately still remain for LSTM.
Our approach goes in a different direction, through a modified version of echo-state networks. This avoids the training problems by working with a severely restricted subset of RNN that can be trained deterministically (and much faster), yet is strong enough for our purposes. We will use LSTM only to benchmark our methods against.
Echo-State Networks and Reservoir Computing
The Echo State Network (ESN) is a Reservoir Computing (RC) method, and aims to avoid the problems with RNN training, while still maintaining the network's temporal awareness. This is achieved by making a separation between the recurrent part of the RNN and the subsequent output layer that maps the internal state to the desired outputs. Traditionally, the recurrent weight matrices (Eq.(6)) are random projections and are kept constant for all times. Only the weights W out of the output layer are optimized during the training phase of the network. The ESN promises to eliminate all the problems of high computational complexity, vanishing gradients, and bifurcations during training [1] . It strongly reduces the range of computational processes that can be expressed, but if this were not the case, efficient training would be out of the question. A universality result for time-invariant fading-memory filters has been shown by [12] for similar RC networks, but the exact computational power of the ESN is not yet established. In practice we see that Reservoir-RNNs are strong enough to model the very complicated chaotic and turbulent ocean simulations we study.
Although the reservoir is not optimized at all, it still provides a non-linear expansion into a higher dimensional space and serves as the network's short-term memory. As the goal is to make predictions based on the history of a given time series, we have to construct an internal state that gradually forgets the previously seen inputs. An ESN that exhibits this behaviour is said to satisfy the echo state property, traditionally achieved by initializing the recurrent weight matrices W h and W in with a random uniform distribution U(−1, 1) and scaling according to two hyper-parameters: The spectral radius ρ(W), and a scaling factor κ for W in . The spectral radius determines the influence of the previous internal state on the current one. The scaling factor κ in turn represents the influence of the current input on the current internal state. Finding the right ρ and κ are typical hyper-parameter tuning problems, although one can make some general considerations to restrict their ranges. For example, a ρ > 1 increases the non-linearity of the network, but in turn reduces its STM capacity. STM is maximized at ρ ≈ 1 [13] . This effect is discussed in detail by [14] , in practice we found ρ ≈ 1.5 to work well for the chaotic dynamical systems we studied.
In this work, we keep the random form of W h , but design W in to make the method better suited for simulation and image data, described in Section 2.3.1.
Training: Probably the most favorable property of ESN is that they can be trained using plain linear least-squares optimization in one shot: deterministic and extremely fast. With the linear output layer W out , the predictions of the network can be written as
1 Appendix A contains a brief introduction to bifurcations and demonstrates how they impair RNN training wherex t = [x t , u t ] is the internal state concatenated with the corresponding input. We can write the system to solve in terms of the concatenated states X = (x 1 , ...,x T ) and desired outputs
To find the optimal weights W out , we can simply solve the overdetermined system in Eq. (8) via linear least squares:
equivalent to solving the exact normal equations
To avoid over-fitting (which leads to diverging predictions when feeding the output of the ESN back into the input), it can be useful to use Tikhonov regularization, which penalizes large coefficients [15] :
This is also a least squares problem, equivalent to the normal equations (XX
The leastsquares problems are solved directly instead of solving the normal equations (to avoid squaring up the condition number), and the numerical properties have been good for most systems we have studied. However, for some data series the condition number becomes large, leading to numerical blowup. For these cases, we have implemented a slower but highly numerically stable SVD-based least-squares-approximator that projects on a well-conditioned subspace, ensuring no more than half the available accuracy is ever lost. The choice of optimization method for training is specified by the user as calculation input. Effectively, β becomes another hyper-parameter that may need tuning for good results.
Adaptive Detection: The one-shot optimization drastically simplifies not only the training of our framework, but also the anomaly detection itself, which operates on sliding input windows. For every window we can find the model that best approximates the data (in a least-squares sense) within a matter of seconds. This enables us to retrain the model on the fly resulting in an adaptive outlier detection, which would be much more complicated to achieve with with e.g. LSTM. The amortised computational cost of the optimization step can be reduced one order by using recursive least squares for the online ESN training. This is left as future work: our current implementation solves the full least-squares system in each iteration.
Extending the ESN

Spatially Aware Input Map
Traditional ESN work well for one-and two-dimensional chaotic systems, but when we applied them to highdimensional, spatio-temporal data sets, we encountered their limits. The predicted frames sometimes either quickly diverge, or converge to what appears to be the mean of the training sequence and the prediction either stays there, or randomly jumps out of this fixpoint. We believe this to be caused by the ESN architecture, designed for 1D or few-D systems, which randomly distributes information from the input frames into the internal state vector, totally discarding spatial correlation among variables. We replace the random W in by a function Win, which is a concatenation of smaller input map functions that extract common image features in the process of mapping to the higher-dimensional hidden space. These aim to exploit the spatial correlation inherent in simulation data and images. In our spatial ESN (Fig. 3) , these maps can be any function from input to hidden state, but should amplify information in the input that aid the network in learning. We implemented five input maps: Resampling the input image to a certain size, a simple convolution with either random or Gaussian kernels, a discrete cosine transform (DCT), a spatial gradient of the input image, and the traditional random matrix. Since all of these are linear maps, Win could still be represented by a (large) matrix, and is therefore still an RNN. However, we compute the transforms directly, bypassing the need to store the n × m matrix representing Win, and exchanging the O (mn) matrix-vector products by a number of linear or O (k log k)-operations (for feature size k). As the dimension of the hidden state must be in the tens of thousands for the simulation data prediction, this saving is substantial -in addition to the method working better. The flattened, concatenated outputs form the input contribution to the next internal state. Hence, the spatial ESN state size is not manually defined, but derived from the output sizes of the chosen processing functions. The individual input map contributions are scaled to contribute to the internal state with a similar magnitude. The spatial ESN is illustrated in Fig. 3. 
Spatially Aware Loss Function
The choice of loss function is instrumental in obtaining effective neural networks. The simplest choice is to use the (possibly weighted) Euclidean distance for each time-step between the ground-truth d and prediction y,
DCT Grad.
R.W. Figure 3 : Schematic of the spatial ESN with various input maps. The shown input map consists of a downscaled input image, a random convolution, a DCT, a spatial gradient and a random input matrix.
i.e., the element-wise squared differences, summed over both space and time. This is a sensible choice if we don't a priori know how the multiple time-series under analysis relate to each other. However, for finite-difference simulation data, just as for image data, this will assign very large errors to images that are nearly identical: Consider, for example, a high-contrast image shifted a single pixel to one side. A number of improved metrics have been developed in the image analysis community to solve exactly this problem, see for example [16, 17, 18] . We have implemented the IMage Euclidean Distance (IMED) of [19] in Torsk, which includes the spatial correlation between pixels/cells by way of a normal distribution over the image coordinate space:
where the time steps d t and y t are M × N images flattened to M N -vectors, and x i , y i are the image coordinates corresponding to index i. Then the IMED between two images is
that is, G is an M N × M N linear transformation that mixes pixel/cell-values within their spatial vicinity. The IMED is the Euclidean distance between G 1/2 -transformed images:
so that the IMED loss function
is minimized simply by solving a G 1/2 -transformed linear least-squares system, and can be subjected to Tikhonov regularization to ensure small coefficients and prevent over-fitting in the same way as the "flat" Euclidean distance. Hence, the IMED is incorporated into ESN-learning simply by transforming the labels by G 1/2 and optimizing as usual. Since Higher frequencies are less-and-less well described by yearly cycles, as can be seen in [7] .
whereby a linear least-squares or Tikhonov minimization with fixed d and x yields the optimal W out G ≡ G 1/2 W out . To recover the output weights that predict the expected, non-transformed images, we transform back as
1/2 requires a diagonalization, which at first sight is O (M N ) 3 and prohibitively expensive, but it can be efficiently implemented by seperation of variables:
That is, the For time-series (time simulation data or video), we will often want to include the temporal correlation. The separation makes it straight-forward to do this, by transforming the whole space-time volume
with i, j ranging over 1, . . . , M N T for T time-steps. However, for long time-series, some extra steps are needed to make it efficient. The present work includes only the spatial IMED; time correlation is delegated to future work.
Long term trends and cyclic behaviour
Many time series are driven by cyclical forcings, resulting in simple long term trends and "seasonal" variations that can be analysed separately from a much smaller chaotic or turbulent component. In the case studied here, ocean behaviour is strongly driven by the annual cycle of Earth orbiting the Sun. The seasonal behaviour resulting from this can be analysed directly without the need for neural networks, as will be described below, leaving a much stronger signal of the difficult chaotic component. However, for individual simulation cells (or image pixels), the seasonal component is obscured by local turbulence, as seen in Figure 4(a) . Instead, it is large-scale features that are seasonal. The lowest frequency components in a spatial cosine transformation are extremely well-described by an average yearly cycle on top of a long-term quadratic trend. Examples are shown in Figure 4 (b) and (c).
Separating out the trend and cyclic components lets our neural network machinery focus on the signals that are important for anomaly prediction. However, it also provides a baseline method for prediction: given a starting point, we can simply continue along the average cycle added to the long term polynomial trend. We will use this as a benchmark against which to assess our neural networks' predictive accuracy.
We describe how to do this for a 1D time-series f = [f (t 1 ), . . . , f (t n )] given a known cycle length l C : a full image is processed by applying the same procedure independently to each variable to be detrended. In our case, we DCTtransform the spatial domain (i.e., 2D-DCT every time-step) and detrend each component. 
This long-term overall trend p(t) is subtracted from f before computing the average seasonal cycle. In general, the cycle length l C may not be an integer; for example, a year is 365.24 days. 2 In this case, we first scale the time by a factor a C so that the cycle length L C = a C l C in the new time scale is an integer, and resample f smoothly onto the new N time steps using an n-point forward DCT followed by a zero-padded N = a C n point inverse DCT. Reconstruction: Given a trend-decomposed tuple (f , b, C), the original time series f is recovered by 1) resampling f to the N -timescale as described above, 2) adding p(t) + C (t mod L C ) , and 3) resampling back to the n-timescale. Of course, if the cycle length is already an integer in the original time series, only Step 2 is needed.
Prediction: Using the trend and mean cycle, we already obtain a quite decent method for predicting future behaviour simply by continuing the trend from a starting time t 0 :
corresponding to reconstruction with constantf t =f t0 in the prediction range. Fig. 5 shows this method applied to the (0, 0) and (1, 1) DCT-components of the Kuroshio ocean surface height data. Note that higher frequencies become increasingly dominated by turbulence; the supplementary material contains the full calculation. We use this method as a benchmark against which to evaluate our neural network prediction methods in Section 3.
Results
In this section, we benchmark our anomaly detection framework. Starting by ensuring that anomaly detection framework works for the one-dimensional chaotic Mackey-Glass system (MG), we gradually increase the difficulty of the prediction task towards the high-dimensional ocean simulation data set. We show that we can outperform trivial, cycle-based, and even LSTM predictors in chaotic systems without prior knowledge of the underlying physics of the data.
The approach is the same throughout: In each prediction iteration, a number L trans + L train of input frames are fed to the network to generate internal states. The first few L trans states are discarded to get rid of transient effects of the initial state, and the remaining L train states are used for training the output layer as described in Sec. 2.2. Now the network can predict the next L pred steps by feeding the output back into the input of the network. This process is repeated until the sliding window of L trans + L train + L pred frames has passed over the whole data set. We will refer to this approach as online ESN, because the output layer is re-optimized continuously as the sliding window moves over the data, such that it predicts the frames that come directly after the training sequence. Transient length and spectral radius ρ are of course tightly coupled, as a smaller ρ results in shorter memory retention and makes a smaller L trans possible. We set ρ = 1.5 to make the reservoir sufficiently non-linear and found L trans = 200 to be sufficiently long to eliminate transient effects. The sparsity of the reservoir matrix was set to 90%. L pred should be set with respect to the prediction performance on the individual data set. In addition, the prediction length has to be chosen long enough such that the error sequence becomes sufficiently anomalous when unexpected behaviour is encountered, but also short enough that short anomalies are not averaged out by correct predictions. The detection will therefore work best for anomalies with length a few times L pred .
For each iteration, we compute the prediction error and perform the final anomaly detection on the resulting error sequence E by calculating the normality score Σ t . For the normality score we need to set a large window size m and a small window size n (as described in Sec. 1.1). Throughout this paper we use m = 100 and n = 5 unless stated otherwise. Some reasonable defaults for the input maps are shown in Fig. 13 .
We benchmark the performance of the ESN predictions against the cycle-based prediction described in Section 2.4, as well as to an LSTM. In addition, we compare it as a sanity-check to the trivial prediction, which just constantly predicts the last value of the training sequence. The LSTM is trained only on the first training data of length L train , as online training with LSTM would be too resource-intensive. For each prediction, the trained LSTM was then fed input frames until prediction start, then switched to feeding output back as input for the L pred prediction steps. While we use online ESN for actual anomaly detection, we also compare the to offline ESN, also only trained once on the initial training set, to make the comparison with the LSTM more clear.
Mackey Glass
The Mackey-Glass (MG) system is a simple delay-differential equation that exhibits chaotic behaviour under certain conditions, defined as where β and γ are constants and x τ denotes the value x(t−τ ), representing the delay. The system is studied extensively in non-linear dynamics and serves as a benchmark for chaotic prediction algorithms. We will use the MG system to construct example tasks that builds up our methods towards finally applying it to the ocean simulation data. Fig. 6A shows the true time series together with a single 300-step prediction using ESN and LSTM, respectively, both with hidden state size 1000. The networks were trained on a training sequence of length L train = 2000. For the LSTM this sequence is subsampled randomly into batches of size 32 with a subsequence length of 200. It took approximately 300 seconds to train the LSTM, while the ESN is optimized in less than one second. Plot 6B shows that despite the reduced complexity of the ESN, its prediction error is lower than the LSTM's. This is likely because the ESN always finds the exact optimum for its output layer directly though linear least squares, while the LSTM is optimized via gradient descent and may get stuck in a local minimum, and in addition has to overcome the inherent RNN difficulties that were described in Sec. 2.1. Finally, the low computational complexity of the ESN makes it possible to train it online on a moving window and then predict the frames that come immediately after the training sequence. This results in even better prediction performance and makes an online, adaptive anomaly detection possible.
To simulate anomalies, we slightly change one parameter of the MG equation from γ = 0.10 to γ = 0.13 for 50 steps during the integration. Time periods where γ = 0.13 are shaded in gray in Fig. 7A . The resulting normality sequences for ESN, LSTM, and cycle-based predictions are shown in Fig. 7B , C, and D. For detection, we set the prediction length to L pred = 25 (half the anomaly length). We classify a point as anomalous if Σ < 0.001. The ESN reliably detects all anomalies at the correct times (shaded regions), the LSTM finds them (but a little late), and the cycle-based prediction is not close.
Lissajous Figures
We now progress to predicting image sequences, i.e. time-series with hundreds of spatially correlated variables. Specifically, the input frames we use have a size of 30 × 30 pixels. We first train our ESN to predict video of Gaussian blobs that move along Lissajous curves, i.e., the center of the Gaussian moves according to
To make it possible for the ESN to store a sufficiently long history in its internal state, we use a network with a hidden state size of 10000. Fig. 8A shows that our spatial ESN is able to learn (almost arbitrarily) complicated periodic systems. For fully periodic systems the cycle-based prediction by construction cannot be beat, because it reconstructs the paths perfectly. However, the ESN also predicts the trajectories nearly to machine precision without knowing the cycle lengths before-hand. The input map for this task is a combination of all the available functions that we introduced in Sec. 2.3. A table with all input map parameters that we use as parameters for the spatial ESN throughout this paper is listed in Fig. 13 . As before, the ESN was trained on L train = 2000 frames and the LSTM on sub-sequences of length 200. As a LSTM state size of 10000 might be too large, we also trained smaller networks, but without significantly better performance compared to the other prediction methods in Fig. 8A . While it looks like the LSTM is as bad as the trivial prediction, it actually achieves errors about half of the trivial method. This is of course still nowhere near the machine precision predictions of the other methods. Animations that compare ESN, cycle-based, and LSTM predictions can be found at [7] . One optimization of the ESN output layer in this case takes roughly 1.5 minutes, while training of an LSTM of the same size takes longer than 2700 minutes on an AMD Ryzen Threadripper 1950X (32 core CPU).
Next we create a chaotic Lissajous figure by replacing x(t) with the Mackey Glass time series. The resulting prediction performance can be seen in Fig. 9A . The basic ESN is not able to reliably predict the chaotic time series. The LSTM is again outperformed by our spatial ESN. Next, we introduce anomalies in the MG time series, just as before in the 1D case. 3 The spatial ESN detects both anomalies, as seen in Fig. 10 . The networks were trained on L train = 2000 frames and we use L pred = 25 for the anomaly detection. All other hyper-parameters remain the same.
Kuroshio
The Kuroshio time series consists of 6435 days (17.6 years) in steps of 3-day SSH means, resampled to 1287 5-day steps to make the length of a year an integer. We let L trans = 146 (two years) and L train = 730 (10 years). The averaged performance over 100 iterations is shown in Fig. 11 . The LSTM converged to predicting the mean of the training sequence, which is a common problem of RNNs. The spatial ESN is better than the cycle-based predictions and the basic ESN when predicting up to around 200 days ahead, but becomes worse after that. The animations in the supplementary material [7] show how the cyclic predictions repeat the same periodic fluctuations on top of the starting frame, while ESN predictions are much more dynamic and actually look like possible continuations of the systems evolution. For the anomaly detection we use L pred = 36 (about half a year).
Running the anomaly detection over the whole data set of 5-day averages results in Fig. 12 . The real Kuroshio anomaly starts somewhere around Day 5200 (3 rd predicted year) and continues until the end. Both Fig. 12B and C show a clear signal of decreased normality during the anomaly, but not sharp enough to trigger the normality score threshold. The reason for the inconclusive normality score sequences is that our error metric averages over a whole frame. The anomaly is localized to a smaller region, which means that the well-predicted areas away from it dillute the errorsignal. This indicates that we need to resolve our error measurement down into smaller spatial regions. Many schemes are possible, and we discuss some of them in Section 4.
For the present work, we simply look at the errors of individual grid cells over time, compute element-wise normality scores and threshold them with the usual Σ = 0.001. After summing up all instances of Σ < 0.001 we are left with a map in which each cell represents the number of anomalies at that pixel over the whole time series. These maps are shown in Fig. 14 The anomaly count map allows us to automatically discover where to look, providing regions where we are likely to find anomalies. To locate the Kuroshio anomaly in time we can examine a column of the input frames that lies in the region with high anomaly count. Fig. 15A shows the true evolution of column 5 over time. Plot B and C show ESN prediction and error respectively, which clearly indicates an anomaly from the 3 rd prediction year (around day 5475), where it actually is.
Discussion and Future Work
With the simple means of the spatial ESNs described in this paper, it was possible to predict spatio-temporal time series, including turbulent ocean surface height simulations comprising 900 variables per time step, with surprising precision: well enough that true anomalies could be detected whenever our predictions failed, without being overwhelmed with false positives.
Having successfully detected the Kuroshio anomaly with automatic methods, the next stage for this work is to scale up the methods to discover new ocean physics "in the wild", i.e., to search the full ocean simulation data for unknown anomalies. While the per-pixel anomaly count was sufficient to localize the Kuroshio without false positives, we expect that it would yield more false positives in areas with higher turbulence, as even near-perfect predictions would not yield pixel-correct predictions due to chaoticity, but "similar" turbulence patterns displaced in space and time. The automatic spatial localization mechanism can be made more resilient to turbulence in many ways: a combination of localization and de-localization can be realized by e.g. computing Σ t on a wavelet basis instead of per-pixel. This would also make it possible to build a hierarchical error measure, letting us "zoom in" from larger areas to small ones, according to the calculated likelihood of them containing an anomaly. One can additionally include errors for other properties than cell values: e.g. velocities, momenta, frequencies, field curl, and so on. As well, extending the IMED to include smoothing over time would make errors more robust to feature displacement in both space and time; this can be done efficiently due to the separability of the kernel.
Our present work used only sea surface height information, but the full datasets include also pressure, temperature, density, and many other physical properties that cross-correlate with each other, and together can improve prediction. Handling multiple image series does not require new theory, but does need some technical work.
Finally, while the computations shown in the present paper can be performed on a laptop with timings measured in minutes, the large scale problem of analysing multi-property full-world simulation data requires improvements in efficiency. We are in the process of porting Torsk from pure NumPy to NumPy+Bohrium [20, 21, 22] for automatic deployment on GPU and massively parallel systems, yielding both orders of magnitude faster runtimes and scalability to huge system sizes through automatic streaming.
The search for unknown ocean phenomena will be carried out in collaboration with Team Ocean at University of Copenhagen, who has identified six world regions, where the likelihood of modal ocean currents existing is high.
While our present work focuses on oceanographic simulation data, the methods are very general and can be applied to a wide range of problems. We invite the reader to do so using our open source implementation at https://github. com/nmheim/torsk. points can be changed. The blue line in the right plot of Fig. 18 splits in two as w is increased. The point at w = 1 is called a bifurcation point. There are two things that are happening here: the stable fixed point at x = 0 becomes unstable (indicated by the dashed line) and two new stable fixed points above and below zero are created. For an in depth introduction to chaotic systems we refer to [23] .
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A mathematical analysis of fixed points can be done by assuming that x * is a fixed point we can analyze Eq. (24):
Solving once for w and once for b results in two equations for fixed points:
which can be plotted for different values of w and b (Fig. 18) . The period-2 cycles cannot be found by analysing Eq. (25). Instead they can be found analytically by solving
but also by an intuitive, graphical approach called cobwebbing (Fig. 17) . Starting from an initial point x 0 a vertical line is drawn to the value of the activation function. Now drawing a horizontal line until we intersect with the graph of y = x gives the new input x 1 and so forth. Now that we have an understanding of what fixed points and bifurcations are we can examine their effect on RNN learning. Suppose we initialize the network with a constant b = 0.1 and a w = 3. If x 0 is negative, the nearest fixed point is on the lower branch of the yellow line in the right plot of Fig. 18 . Further assume we train the network to output x ∞ = −0.25. In this case, w will be lowered to approach x * = −0.25 until the bifurcation point is reached and the stable fixed point vanishes (yellow line becomes dashed line). The fixed point becomes unstable and the network output will change discontinuously as it jumps to the attractor on the upper branch. This will result in a discontinuity in the loss function and an infinite gradient. After jumping to the upper branch w will grow towards infinite values as the GD algorithm tries to approach the target value of x = −0.25. Similar examples can be constructed in which parameters oscillate between two bifurcation points. The weights of RNNs are normally initialized to very small values which results in few fixed points. As the network learns some of the weights increase which drives the RNN through bifurcations. The discontinuities that result in very large gradients cause large jumps of the GD algorithm which can nullify the learning of hundreds of steps in a single iteration. Aside from the vanishing and exploding gradient problems, bifurcations are another major reason for the intricacy of RNN training. Keeping the weights fixed eliminates all three of theses problems. Although ESN do not have the same expressiveness as a general RNN, it is computationally strong enough to capture very complex behaviour.
