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Summary
Society is now dependent on the continued development and access to modern technology. Mate-
rials science therefore stands at the forefront of resolving and tuning functional materials properties,
and designing technologies to improve our health, economy and environment. The content of this the-
sis covers a wide range of methods and approaches for understanding the chemical complexities, and
tuneable properties of a unique subset of materials named metal-organic frameworks.
The number of available precursor components for synthesising MOFs has led to a plethora of
possible final crystal structures, with vast differences in observed material properties. The use of com-
putational approaches in the prediction of potential functional frameworks, and also for resolving the
origin behind observed phenomena, is essential for directing further work in the field.
Work in this thesis includes the parameterisation of an approach that would allow a large-scale
and cheap screening procedure of the thermodynamic properties of MOFs. Other work in this thesis
includes the calculation of defective framework structures and the thermodynamics associated with
their formation. Defects that occur in MOFs, when compared to inorganic binary materials such as
oxides, can be considered as severe and non-dilute. The concentration and distribution of potential
defects and the stability of the framework as a function of these factors, is a poorly understood area in
the research field of MOFs. Finally, interfacing MOFs with surfaces is a relatively new approach for
designing functional devices for applications such as gas absorption and photovoltaics. In this thesis
we calculate interface binding sites and energetics of adhesion of an archetypal example of a MOF
interfacing a metal oxide.
Each approach and direction taken in the work forming this thesis were taken to resolve the theory
behind observed phenomena in experiments, and to provide a platform for investigating the potential
material properties of yet unsynthesised MOFs.
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1.1 Motivation for materials science
The degradation of the environment and the politics of the world around us makes it difficult to briefly
summarise the motivation for developing sustainable materials and the importance of research into ma-
terials science. Three main challenges facing our environment can be highlighted as the most applicable
for justifying materials development: global warming, extensive production of waste and the energy
deficit.
The concept of global warming is that the temperature of the Earth will increase with increas-
ing concentrations of greenhouse gases, which have high infrared absorption capacity, such as carbon
dioxide (CO2). Svante Arrhenius, often referred to as the founder of physical chemistry, is famous
for the Arrhenius equation relating the activation energy and rate constant of a process. Arrhenius is
lesser known for developing the theory of why ice ages occur, and in doing so was the first known
scientist to propose the greenhouse effect. In 1886, Arrhenius calculated the arithmetic progression of
carbon dioxide levels due to human activities, and the effect on the global temperature this has and will
continue to have.1 Over a century later, using the same laws as derived by Arrhenius, we continue to
monitor the increase in both CO2 concentration in the atmosphere and average global temperature. In
the late 1950’s Charles Keeling2, empirically measured the atmospheric CO2 levels on a monthly basis.
Records show a constant increase in values measured from the late 50’s to the present day, confirming
predictions made over a century ago.3
A record value for atmospheric levels of CO2 was measured in November 2015 at the Mount Loa
Observatory, the location of the first measurement as made by Charles Keeling. The current con-
centration of atmospheric CO2 has exceeded 400 ppm, an increase of almost 100 ppm since the first
measurement made. The consequence of increasing CO2 concentrations and global temperature are
severe and has already lead to many environmental disasters such as: melting icecaps, flooding, violent
weather conditions, extinction of species and loss of biodiversity. Increasing human population, indus-
1
Figure 1-1: Low Earth orbit (left) of man-made space debris orbiting the Earth, modelled by NASA in
2015.4 Landfill waste in London, UK5 (right).
trial revolutions and the high consumerism of modern lifestyles are all facilitating the rapid increase in
CO2 levels.
The effects that humans have had on the Earth far exceeds the described atmospheric pollution. The
production of waste, both industrial and individual is beyond comprehension. It was calculated by the
world bank that in 2012 the world produced over 1.18 trillion kg of waste, with 59% sent to landfill and
not recycled.6 This total weight would roughly approximate to the equivalent of 93,000 Shard buildings
in London or 22,000 Sydney harbour bridges. Figure 1-1 shows that the waste produced by humans is
not only affecting the land and sea of the Earth, but also surrounds the planet. Hundreds of thousands
of pieces of man made space debris and human waste orbit the Earth, making each new space adventure
more challenging.
Finally, the population of the Earth this year in 2016 has exceeded 7.4 billion people. Energy is
required for both feeding and sheltering each person, but also to ensure industrial growth for employ-
ment and consumerism. Methods for generating energy often require fossil fuels. Fossil fuel reserves
are non-renewable and an unreliable source to base future prosperity on. Renewable sources such as
the sun, water, wind and heat offer a clean alternative to the burning of fossil fuels and consequent pro-
duction of waste greenhouse gases. Materials development to enable the substitution of fossil fuels for
renewable sources is needed to offset the higher costs often associated with clean technology. Whilst
little evidence currently exists that we are nearing the point where fossil fuels will completely run out,
air quality and the continued need for energy is the current motivation for developing renewable tech-
nology. Countries that are currently within an industrial revolution such as China, India and Africa
are dependent on the use of fossil fuels. The repercussion for such dependence has been immediately
evident in China, whose air quality mimics that of London, UK in 1952 in the era of the great smog.
We are currently facing an energy deficit, where the energy produced is much lower than the demand of
the population. The further development of sustainable and renewable materials to contribute to energy
production is critical and already overdue.
Human contribution to waste and environmental effects such as global warming are indisputable.
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Figure 1-2: Representative bandstructures of insulators, semi-conductors (undoped, n and p-type) and
conductors. Plotted are the valence band (VB), conduction band (CB), optical band gap (Eg), Fermi-
level (E f ) and defect level (Ed). Image is reproduced from the given reference.7
a reduced environmental footprint. Thus, materials chemistry stands at the forefront of adapting the
current way we as humans use and dispose of materials to maintain and improve current lifestyles.
The remainder of the introduction to this thesis will cover the electronic, mechanical and vibrational
properties of solid-state materials, and introduce metal-organic frameworks (MOFs) as novel materials,
which display a broad range of functional properties making them suitable for many sustainable and
renewable applications.
1.2 Electronic structure of materials: metals, semiconductors and con-
ductors
The response of materials to light and heat differs according to their intrinsic electronic structure.
Materials are distinguished as insulators, semi-conductors or metals according to the band structure
theory. When forming a 3D solid periodic material, discrete energies of molecules and individual atoms
are no longer distinguishable, and continuous bands of allowed energy states are formed. Electron
occupation of the bands obeys the Pauli exclusion principle, whereby electrons of opposite spins are
paired in each molecular orbital, and the occupation distribution obeys Fermi-Dirac statistics.
The energy separation between the highest occupied crystalline orbital (HOCO), known as the
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valence band, and lowest unoccupied crystalline orbital (LUCO), known as the conduction band, is
defined as the optical band gap. The magnitude of the band gap varies according to the electronic
configuration of the atoms forming the solid. It is the variation in band gap that defines a material as
an insulator, semi-conductor or metal, thus allowing the response of a material to light and heat to be
rationalised (Figure 1-2).8
Insulators have a fully occupied valence band and unoccupied conduction band, separated by an
energy >3 eV. Insulators are ineffective for electronic conduction due to the absence of electron mo-
bility in fully occupied bands. Intrinsic semi-conductors have band gaps <1 eV and at 0 K behave as
if they were insulators. With increasing temperatures, electrons can occupy the conduction band, al-
lowing electronic conductivity from thermal excitations. Additional energy states can also be inserted
into the band gap of a semi-conductor or insulator, increasing the probability of electron occupation of
the conduction band. Additional energy levels are present either due to extrinsic doping, such as the
incorporation of transition metal colour centres, or by intrinsic defects such as the movement of the
atoms off lattice sites into interstitial space.9 Greater detail on electronic conductivity and defects in
crystals will be discussed later. Finally, metals posses no band gap between filled and empty states and
electrons can be thought of as ‘free’ or delocalised across multiple states.10,11
A concept in band structure theory for rationalising the electronic conductivity and response to
light of a material is the Fermi-level. The Fermi-level is hypothetical, and is derived as a reference for
a material from Fermi-Dirac statistics (Equation 1.1), where, ε is the energy of a state, µ the chemical





The solution of the Fermi-Dirac function gives each state, depending on its energy and chemical
potential, a probability for occupancy at thermal equilibrium at a defined temperature. The Fermi-level
(E f ) of a material is the state that has a 50% probability (i.e. when ε=1 to give f (ε)=0.5) of being
occupied at thermal equilibrium. The notion of the Fermi-level is a convenient method for depicting
and rationalising the electronic and optical properties with temperature based on the probability of
conduction band occupation.12
As shown in Figure 1-2, the Fermi-level of a metal resides within the band of delocalised states
produced by the absence of a band gap. For an insulator and undoped semi-conductor, the Fermi-level
resides within the band gap. At 0 K in both insulators and semi-conductors the Fermi-level is lo-
cated half way between the HOCO and LUCO bands. For extrinsically doped semi-conductors, where
electron or hole donors are added to the material, the position of the Fermi-level changes.13 For an
example of a doped semi-conductor we can consider the most popular example, silicon. As a semi-
conductor silicon has an optical band gap of 1.1 eV and in its non-defective form the Fermi-level will
be half way between the valence and conduction bands at 0 K. The addition of an electron donor such
as phosphorous, forms an n(negative)-type semi-conductor and additional bands are inserted into the
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Quartz Feldspar mineral Zeolite
Figure 1-3: The crystal structures of quartz (left), a feldspar mineral containing partial occupancy of
the Al/Si sites (blue) with charge compensation cation (yellow) (centre) and a neutral zeolite structure
formed of SiO2 tetrahedra (right).
band gap near the conduction band. The Fermi-level will now be closer to the conduction band, and
charge carrier separation and mobility is increased due to a greater probability of electrons being pro-
moted to the conduction band from the new defect states. The addition of a hole donor (or electron
withdrawing) species, such as boron in silicon, forms a p(positive)-type semi-conductor. In this case,
additional defect bands are inserted near the valence band edge, and the Fermi-level shifts near to the
valence band.14 The increased probability of lower energy transitions between the valence band and
defect state increases charge carrier separation and mobility. Doping semi-conductors is therefore a
method to increase charge carrier mobility and is often used in photovoltaic and thermoelectric devices
to increase the efficiency of the device.15 In the same approach insulators can be doped to produce
semi-conducting properties. Additional defect levels inserted into the band gap not only change the
conductivity properties but also the frequencies of light absorbed, and therefore the colour of the mate-
rial.
1.3 Porous materials
1.3.1 Quartz, feldspars and zeolites
Quartz is the ground state structure of a naturally forming mineral of SiO2 with hexagonal symmetry.
Each silicon 4+ cation is in tetrahedral coordination with four oxygen anions. Quartz is the second
most common naturally forming mineral in soil due to its stable periodic motif. Quartz in its mineral
form is densely packed and does not possess inherent micro porosity, but adsorbs water molecules at
exposed surfaces. Porosity can be induced through treatment processes on amorphous polymorphs of
SiO2. These polymorphs are used as drying agents due to their high capacity for water absorption.
Feldspars are minerals that also contain SiO2 tetrahedra with identical connections but 25% of all Si
cations are replaced by Al3+, hence their name: aluminosilicates. The described cation substitution ren-
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metal oxide cluster periodic
Figure 1-4: The formation of periodic zeolites via the coordination of metal oxide tetrahedra.
ders a negative charge on the unit cell, which is compensated by a metal cation such as Ca2+/Na+/K+.
The comparative stability of quartz and feldspars does not reflect the fact that the latter is the most
common mineral in soil. Due to the removal of the charge compensating cation with exposure to water,
feldspars show reduced stabilities and are therefore susceptible to weathering.16
Quartz and feldspar minerals have no micro-porosity but do possess mesoporosity. It is reported that
natural samples of both minerals contain between 4-19% porosity, with the pores measuring between 2-
300 nm in diameter. Such macro-porosity allows a low volume of gas and water absorption throughout
bulk samples, but both quartz and feldspar cannot be formally defined as porous materials.17
Zeolites are a family of naturally forming minerals that possess the same chemical composition as
quartz and feldspars but are defined as porous. A comparative depiction of quartz, a feldspar mineral
and a zeolite structure are shown in Figure 1-3. Zeolites are inorganic porous materials formed of a
range of cations in tetrahedral coordination with oxygen anions (Figure 1-4). Traditionally zeolites, as
initially reported by Hey18 and Smith19, were formed of aluminosilicate tetrahedra, but more recently
zeolites have been synthesised with a variety of metal cations in differing oxidation states such as Ti4+
and Fe3+.20 zeolites, unlike quartz and feldspars, crystallise to form interconnected cages of metal
oxides, which are separated by vacant channels also referred to as pores. If charge compensation
cations are required for charged frameworks, it is in these pores that the additional cations will be
located. Zeolites are stable materials that are naturally forming, but can also be synthesised by self-
assembly methods from precursor molecules (Figure 1-4). It has been reported that by varying the
ratio of Si:Al, the stability of zeolites in differing pH environments can be tuned. Those with a greater
silicon content show resistivity to degradation after heating in water/ammonia solutions with an alkaline
pH, whilst those with a greater aluminium content show resistivity to degradation in neutral aqueous
solutions.21
Zeolites are defined as molecular sieves owing to a distribution of pore sizes between different crys-
talline forms. It is their inherent porosity that makes zeolites suitable for a range of applications includ-
ing gas separation and absorption, chemical sensors, catalytic reaction chambers22–24, electrodes25,26,
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electrical insulators27, separation membranes28,29 and novel reaction-diffusion devices. The stability
with temperature of zeolites differs according to the crystal symmetry and final packing density. It has
been reported that most zeolites are stable up to approximately 550-600 K, above which amorphous
structures can crystallise. Between 750-850 K polymorphs of SiO2 can form and the integrity of the
zeolite structure is lost with de-alumination.30,31
1.3.2 Covalent-organic frameworks
Covalent organic frameworks (COFs) are formed of purely organic components that stack and interact
to create rings, stacks and sheets that self-assemble into 3D periodic motifs with intrinsic porosity.
As their name would suggest, COFs are mainly formed of covalent bonding between organic ligands.
The organic ligands comprising their structure require binding atoms/groups to create extended in-
teractions, common groups include direct ester connections (C-O-C), boronate ester groups (B-O-B),
triazinegroups (C3H3N3) and imine groups (R2C=NR). COFs are generally synthesised via dehydration
reactions to create extended networks,32,33 with pore sizes ranging between 0.5 - 4.0 nm in diameter.
Each structure can contain more than one pore size, and therefore more than one internal chemical
environment. COFs often have between planes/sheets vdW interactions that allow layers of organic
ligands to stack on top of each other, which in many cases is the origin of 3D porosity.
There are three main applications for COFs: gas absorption, heterogeneous catalysis and photo-
conduction. COFs absorb “green” fuels such as H2 and waste gases such as CO2, with binding sites
across aromatic rings. The capacity of COFs for volumetric gas uptake of both CO2 and H2 has been
shown to be comparable to common metal-organic frameworks (MOFs), further details on which will
be given later.34 A noteworthy example of heterogeneous catalysis in COFs was reported by Ding et
al. who reported the coordination of a catalytically active Pd molecule between nitrogen binding atoms
in a COF.35 It was demonstrated that catalytic activity was not altered by binding the catalyst to the
framework.32
1.3.3 Porous liquids?
A novel breakthrough in 2015 offers an extension to solid state porous materials. James et al. reported
a “porous liquid” with vacant internal pores that displayed exceptional methane solubility properties.36
Solid organic cages were dissolved in a bulky 15-crown-5 solvent such that only 12 solvent molecules
were needed to dissolve each cage in solution. Other solid cages dissolved in more common less bulky
solvents such as DMF require thousands of solvent molecules per cage. The large size of the chosen
crown ether solvent prevents it accessing the internal pore aperture of the organic cage, resulting in
the solvent interacting around the external surface. The solution with dissolved organic cages and
crown ether solvent flows as if it were liquid, and dissolved internal pores of the organic cage remain
unoccupied by solvent, hence the naming; porous liquid.
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Figure 1-5: Cage structures forming the porous liquid from two different diamines: dimethyl (green)
and cyclohexane (red). Figure edited from the given reference.36
Each organic cage comprising the “porous liquid” is formed of differing concentrations of two
diamines: dimethyl and cyclohexane, which coordinate to the base trialdehyde (TFB) ligand (Figure
1-5). The authors report the advantage of such materials to be that liquids are easier to integrate into
an existing industrial plant for gas separation and absorption. The disadvantages of these materials are
that the volumetric uptake of gas, such as methane, is lower than solid state materials and that vast
quantities of solvent required has a negative environmental impact.36
1.3.4 Molecular crystals
Molecular crystals can be formed purely of organic components or both organic and inorganic compo-
nents and often possess intrinsic porosity with extended periodic structures. The distinction of molec-
ular crystals from COFs and MOFs is that the structure is formed of molecular fragments that are not
formally covalently bonded to each other. Instead, the extended structure is connected by van der Waals
and charge interactions between the molecular fragments within the crystal.37 Iron spin cross-over sys-
tems are common examples of inorganic molecular crystals (Figure 1-6).38
Although many molecular crystals contain a distribution of pore sizes, these are often smaller than
are observed in zeolites and MOFs. Also, the stability of the structures, owing to weak intermolecular
interactions, is reduced when compared to other solid state materials.
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Figure 1-6: The structure of an Fe(III) spin cross over system [Fe(qsal-Br)2]NO3.39 Shown are two
molecular fragments of the same chemical formulae and a solvent molecule.
b
c
Figure 1-7: Crystal structure of silver oxalate (Ag2C2O4) as published in Griffith 194341 (left) and
remade to highlight the layers of metal nodes and ligand molecules (right).
1.4 Hybrid porous materials: metal-organic frameworks
1.4.1 Discovery and development
MOFs are porous materials formed via coordination bonding between organic ligands and metal cations
(Figure 1-8). MOFs have extended periodic structures and unlike molecular crystals, MOFs do not pos-
sess unbonded molecular fragments. Frameworks of identical composition can crystallise in different
forms with unique symmetries, these forms are referred to as topologies. The final topology of a MOF
will not only depend on its composition, but also on experimental conditions such as the choice of
solvent and temperature. Methods to define the topology of a MOF will be discussed later. MOFs
are unparalleled by other porous materials, possessing structural diversity, tunability and functional
properties with reasonable reported stabilities.40







Figure 1-8: The formation of MOFs via the coordination of metal nodes and ligands. Clusters further
aggregate to form an extended periodic structure (as labelled).
1-7). In 1943 Griffith41 noted when resolving its crystal structure that “These chains appear to be
held together by longer silver-oxygen bonds to form the three-dimensional structure.” By publishing
this statement Griffith was the first to recognise a 3D periodic motif comprised of both organic and
inorganic building blocks. These motifs are now referred to as MOFs or coordination polymers.
The most commonly referred to and researched MOF is MOF-5 (as pictured in Figure 1-8). MOF-
5 has a structural formula, Zn4O(BDC)3, and is formed of [OZn4]6+ metal centres coordinated to
1,4-benzenedicarboxylate (BDC) linkers (O2C–C6H4–CO2)2− to create a cubic porous framework.42
The synthesis of MOF-5 was first reported in 1999 by Yaghi et al.43 and was ironically referred to as
“exceptionally stable”, ironically because MOF-5 is now considered to be one of the least stable MOFs,
with decomposition observable after 24 hours of air exposure. The synthesis of MOF-5 by the group
of Yaghi pioneered the initial extensive research into the applications that MOFs would be suitable
for. The number of MOFs that have been synthesised and characterised to this day is over 50,000.
Some examples of MOF structures are given in Figure 1-9, which highlight the variation in crystallised
topologies.
1.4.2 Topologies and characterisation
Designing versatile and functional MOFs is a complex and time consuming process. Metal identity
and geometry are the first considerations when designing a MOF. Many metals have high associated
coordination numbers and variable geometries, resulting in a range of densities, pore sizes and thermo-
dynamic stabilities when forming a periodic framework. Valence occupation of the metal determines
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Figure 1-9: A range of metal-organic frameworks with different connectivities and topologies. Metal
nodes include Zn (silver), Al (grey), Zr (green) and Ti (blue).
not only the final geometry around the metal but also magnetic and electronic properties that a frame-
work containing the metals is likely to possess. Copper in the +2 oxidation state is d9, and due to
to Jahn-Teller distortions, Cu2+ often adopts a distorted octahedral geometry where the axial bonds
are elongated.44 Such a bonding is common in Cu paddle-wheel MOFs (e.g. HKUST-1) where axial
ligands are often loosely bound solvent molecules. Long range interactions between the electronic
spins on neighbouring Cu cations often results in a coupling and pairing of neighbouring spins and an
anti-ferromagnetic spin ground state.45 Metal geometry and coordination is particularly important for
catalysis, where catalytic activity can be affected by the reactivity of the active site. Typical metals
composing MOFs are Fe, Cr, Co, Mn, Zn, Al, Cu and Mg.46–48
A ligand within a MOF must contain a binding site, which can donate electron density to the
metal forming a bonded network. The variation in available ligands is vast and includes aromatic
groups, redox active and radicals. Ligands are not always used as inactive/inert building blocks, but
also themselves contribute to the electronic structure of a MOF. Indeed, the addition of substituents
onto the typical BDC ligand has been shown to modulate the fundamental band gap of photoactive
MOFs such as MIL-125.49,50 Other properties such as gas absorption and thermodynamic stability are
also affected by ligand identity.51–53
The manner in which metal and ligand components combine to form a periodic crystal controls
the final symmetry of the synthesised MOF. The word “topology” is used to describe such underlying
symmetry within MOFs. Multiple examples of the variation in topologies produced by different metals
and ligands are given in Figure 1-10.54
Assigning a topology is comparable to allocating MOFs into families with similar bonding connec-
tions. An alternative mathematical method for assigning the symmetry of a MOF, is to formally classify
each MOF according to a net. Nets are three letter codes that assign a crystallographic classification
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Figure 1-10: Numerous examples of MOF topologies labelled with their associated nets notation. Ball
and stick representations are given with symmetry building blocks.55
based on the symmetry operations present in each framework. A net is therefore a graph that is applied
to the surface of the primitive unit cell of a material, with the vertices (v) of the graph being the atoms
and bonds the edges (e). The graph is applied to the primitive unit cell and the genus (g), which is a
description of the number of vertices in the unit cell, is derived with the formulae:
g = 1− v+ e (1.2)
The net of the MOF in question is then assigned based on the genus and metal node shape. Note
that the metal node shape refers to the entire secondary building unit (SBU) rather than each individual
metal centre. For example, for MOF-5 the geometry of each metal is tetrahedral but the shape of the
metal node, which consists of four Zn metals and one inorganic oxygen, is octahedral. The net code
assignment of MOF-5 is therefore pcu. See Table 1.1 for further examples and assignments. Nets were
initially assigned to zeolites and quartz and therefore typical symbols include sod from the zeolite,
sodalite, and qtz from quartz.56,57
Additional notation is then used to further describe the assigned net and occurs after the assigned
code e.g. dia-n, where n can be a, b, c, d, e, f, g, x etc.. A brief description is given in Table 1.2 of
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Table 1.1: The most common nets to describe the topology of MOFs. Given is the space group associ-
ated with the nets, the number of vertices in the primitive cell, the genus of the net, metal node shape
and examples of MOFs with the given nets.55,58
Net Space group No. of vertices Genus Metal node shape MOF example
srs I4132 1 3 trigonal Ni(D-cam)(H2O)2 59
dia Fd-3m 1 3 tetrahedral ZIF-8/ZIF-6760
nbo Im-3m 1 4 square planar MOF-50561
pcu Pm-3m 1 3 octahedral MOF-562
tbo Fm-3m 2 11 square planar HKUST-163
fcu Fm-3m 1 6 cubooctahedron UiO-6664
bcu Im-3m 1 4 cubic [Co2(OH)2(pmc)4]65
each additional notation.57 More than one additional notation may apply to a structure.
When considering the composition of a MOF, it is the intended application that will dictate the
choice of metal/ligand. Final crystal topology is difficult to control and is often dependent on synthesis
and crystallisation conditions. The Reticular Chemistry Structure Resource is a database that reports g
and v for each MOF topology.66
1.4.3 Post-synthetic modifications and defects
Post synthetic modification of MOFs allows a more diverse range of properties to be afforded. Common
methods of modification are to either substitute an additional group onto a ligand or to remove a ligand
completely (Figure 1-11). Additional methods include varying synthesis conditions such as solvent
identity and temperature, substituting the metal in the framework, cross-linking ligands by a bridging
molecule and interpenetrating multiple frameworks. The purpose of modifying the structure of a MOF
is to tune the electronic and mechanical properties, e.g. band gap modulation, water and thermal
stability, and also, in extreme examples, to change the ground-state topology.
An example of changing the electronic properties of a MOF by changing the solvent in the reaction
was reported by Mallick et al. The authors report Mg-NDI, a MOF containing Mg2+ metal centres
and fluorescent naphthalenediimide (NDI) ligands to act as a chemical sensor to different absorbed
solvent molecules, with vibrant colour changes within seconds of molecule exchange. Final colour
was found to be dependent on the polarity of the absorbed molecule (Figure 1-12). Measured band
gaps were shown to increase with increasing polarity from 1.63 eV for Mg-NDI, 1.87 eV for Mg-NDI-
DMA (where, DMA is dimethylacetamide) to 2.06 eV for Mg-NDI-EtOH (where, EtOH is ethanol).
An analysis of UV-vis spectra identify a shift in a shoulder peak associated with the intermolecular
electron-transfer transition from solvent to ligand. The electronic properties of the ligand allow Mg-


























Figure 1-11: Methods to post-synthetically modify a MOF by removing linkers, changing chemical
substituents on the ring, changing the metal, and cross-linking the ligands. R represents a neutral
capping molecule, R’ a -1 charged capping molecule, Y represents an additional substitute e.g. Br, I,
CH3 etc. and M represents a metal. Image is edited from the following reference.67
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α MUF-9 PIP-MUF-9 β MUF-9
Figure 1-12: Schematic of a) Band gap modification of Mg-NDI by identity of solvent,68 b) square
pore and narrow pore forms of DMOF-1,69 c) visible light absorption of MIL-125,70 d) band gap mod-
ification of UiO-66 with increasing concentration of acetic acid modulator,71 and e) MUF-9 framework
with differing concentrations of interpenetration.72
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Table 1.2: Additional notation to further describe a net of a material.55,58
Notation Description
a Augmented net, the vertices are replaced by a group of vertices
e.g. Substituting one metal centre for a cluster of multiple metals within the same topology
b Binary version of the net
e.g. uni-nodal net with just one vertex
c Concatenated net
e.g. two nets crystallising as interpenetrated structures
d Dual net
e.g. Natural tilting of the net
e Edge net
e.g. putting new vertices in the middle of the edges of the original net
f,g etc. The original net is ‘decorated’ by replacing a vertex with multiple vertices
x Extended coordination, Multiple descriptions of the topology
e.g. The vertices of a nearest neighbour unit connects to an alternative topology description.
applications such as sensing pharmaceutical molecules in waste water.68
An alternative method for modulating the band gap of a MOF is to substitute the ligand in the
system. This can be done with minimal strain on the framework, for example by the addition of a
halogen group onto a ligand. Similar size substitution allows a simple exchange in solvent with the
new precursor ligand in solution. Substitution can be conducted in a manner that leaves a mix-ligand
MOF product or a complete substitution affording a new MOF. Either product may crystallise in a
different symmetry to the original substituted MOF, allowing access to new mechanical and electronic
properties.
A recent joint experimental and computational publication by Cadman et al.69 reports different
ground state topologies for a MOF named DMOF-1 with varying ratios of BDC-X:BDC, where X is
a halogen substitutent. DMOF-1 is formed of Zn2+ centres and BDC and diazabicyclo[2.2.2]octane
(DABCO) ligands with the structural formula Zn2(BDC)2(DABCO).73 DMOF-1 crystallises in an Or-
thorhombic symmetry with square pores, at certain ratios of substituting BDC for BDC-X, where X =
Cl, Br and I, the structure instead crystallises in a rhombohedral symmetry with narrow pores. DMOF-
1 with 100% BDC is a flexible MOF and can “breathe”. Breathing is a way to describe a variation in
pore shape by a flexing of ligand-metal-ligand angles at the metal centres.74 The consequence of this is
that with small temperature and pressure changes, the internal pore space and underlying symmetry of
the MOF can change. Flexible MOFs can be used for applications such as directed drug delivery in the
body. The ability to control such a structural change in DMOF-1 via the addition of a halogen allows
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the structure to be “locked” into different topologies with different pore shapes. The relative energies
between the square and narrow pore structures determine the ground state and thermodynamic stability
of each topology.
The electronic structure of a material can also be modulated by the substitution of a ligand. It
has been demonstrated that the addition of an electron donating group onto BDC in MIL-125, a MOF
containing Ti4+ metal centres, increases charge separation between ligand and metal with exposure to
light. Subsequent photo-generated electrons result in the reduction of Ti4+ to Ti3+. Photoactivity is not
common for a MOF but could lead to applications such as active layers in photovoltaic devices.75
The notion of defects was first described for inorganic materials such as metal oxides. Materials do
not form perfect crystals, where all available lattice sites are symmetrically filled above 0 K. Instead,
throughout a material such as a metal oxide, atoms can be missing or displaced from a lattice site. The
crystal must remain neutral for defects present to be stable. When considering defects in a MOF, a
similar concept can be applied. Instead of missing anions, the ligand as the negatively charged com-
ponent of the framework, could also be missing (Figure 1-11). Charge compensation could be served
either by additional capping molecules (when synthesised in solution) or by metal cation vacancies.
The removal or absence of a ligand is an extreme example of a defect in the structure and is likely to
cause a significant disruption to the local bonding and stability. Experimental evidence of this defect
is reported for MOFs such as UiO-66, where the high coordination of the metal prevents structural
instability following ligand removal. The phenomena referred to as the “missing linker” is supported
by a measured increase in surface area and catalytic activity.76–78
Interpenetration of multiple frameworks during crystallisation, has until recently been viewed as
an unwanted side effect that reduces internal pore volume and surface area. Recently, Telfer et al.
reported a MOF named [Zn4O(rac-1)3] (also called MUF (Massey University Framework)), formed
of Zn2+ centres and biphenyl-4,4’- dicarboxylic acid (H2BPDC) with a phenyl-substituted diazocine
bridge (rac-1). The extent of interpenetration can be controlled by reaction time. Three different
crystal structures were accessible during synthesis: α-MUF-9 with no interpenetration, PIP-MUF-9
with partial interpenetration and β -MUF-9 with double interpenetration (Figure 1-12 e). The ligand
is chiral, i.e. it is non-super imposable on its mirror image form, resulting in a random occupation
of enantiomers throughout the structure and observable colour change in the sample.72 Tuning the
degree of interpenetration can therefore tune the frequency of light absorbed and molecular absorption
properties.
Finally, cross-linking ligand molecules in a MOF has been shown to alter absorption and storage
properties of molecules within the pores. Clay et al.79 reported that UiO-66 crossed-linked by acetic
anhydride molecules (CH3CO)2O) can store a greater volume of polar molecules such as water. Hy-
drogen bonding between anhydride molecules and absorbed water increases the capacity of the MOF
for water absorption. The authors also show the MOF to possess a three-fold increase in proton con-
ductivity if the additional carboxylic acid molecules do not bridge across the MOF pore, but remain
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protonated carboxylic acid molecules. Applications proposed for such a system include water storage,
electric dehumidifiers, and thermal batteries.
1.4.4 Epitaxial growth on surfaces
The epitaxy of a metal-organic frameworks on a surface such as a binary oxide (Figure 1-13) is chem-
ically complex and involves multiple considerations. Firstly, the termination of a MOF is difficult to
experimentally characterise and may depend on the synthesis conditions such as pH, humidity and tem-
perature. Attfield et al. report high resolution atomic force microscopy amplitude images of HKUST-1;
a Cu2+/BTC (where, BTC is the 1,3,5-benzenetricarboxylate ligand) containing MOF.80 Crystal growth
regions at fractures in the crystals allowed the authors to identify, by measuring step height of crystal
spacing, that a ligand (111) termination was present, which leaves one BTC ligand uncoordinated to
a Cu center. Independently, Schmid et al. report a theoretical investigation predicting the surface ter-
mination and resolving the growth mechanism of HKUST-1.81 Both Attfield and Schmid propose the
same surface termination of HKUST-1. Such agreement between experiment and computational further
supports the accuracy and viability of modern computations.
It has been demonstrated that MOFs can be grown on a variety of different surfaces including
on plastic bottles formed of PET (C10H8O4)n), the principle component of which is the BDC ligand,
commonly incorporated into many MOF frameworks.83 Deleu et al. reported the growth of thin films
of UiO-66(Zr4+/BDC) and MIL-53(Al3+/BDC) on partially depolymerised surfaces of PET with the
plastic bottle itself being the synthesis reactor. The versatility of MOFs and their growth onto surfaces
extends to binary materials such as oxides, chalcogenides and selenides.
Growth of MOFs on surfaces is affected not only by substrate identify but also the preparation of the
surface prior to interfacing and the method of interfacing the two materials. The self-assembly of MOFs
on surfaces is a powerful route for the fabrication of functional layered devices. The most popular
method for MOF synthesis is a solutional layer-by-layer approach also referred to as a solvothermal
process, where a MOF is seeded with precursors in a heated solvent solution. Early approaches for
growing MOFs on surfaces was therefore to dip a chosen substrate into precursor solutions, until a
given film thickness had been achieved.85,86 Beton et al. report Atomic Force Microscopy images
during the growth of HKUST-1 on an Au substrate.87 Reported is the film thickness as a function of
dipping cycle of the substrate into both metal and ligand precursor solutions. Growth is confirmed by
an increasing film thickness with each dipping cycle.
Other methods for the epitaxial growth of MOFs on surfaces include electrochemical deposi-
tion88,89, contact printing90,91, inkjet coatings92 and spray coatings82. Ameloot et al. and Ritala et
al. independently report the gas phase deposition of ZIF-8 (Zn2+/me-IM) (where, me-IM is the 2-
methylimidazolate ligand) and MOF-5 (Zn2+/BDC) onto surfaces.93,94 Gas phase deposition allows
greater control over uniformity and thickness for device manufacturing. The authors report the growth
of thin films of MOFs using chemical vapour deposition (CVD) and atomic layer deposition (ALD)
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Figure 1-13: Methods for growing thin films of MOFs on surfaces. a) The growth of a MOF crystals
on a clean Au surface (above), and the growth of MOF crystals on a SAM-terminated Au surface, with
the removal of excess MOF crystals in solution (below). b) Layer-by-layer growth of a SURMOF on a
SAM functionalised Au coated substrate.82
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Figure 1-14: SEM images of [Cu3(BTC)2] grown on a) bare α-SiO2 (solvothermal) b) bare Al2O3
(solvothermal) c) bare Al2O3 (ALD) and optical images of d) “positive” CF3/COOH SAM function-
alised α-SiO2 e) “negative” COOH/CF3 SAM functionalised SiO2. Image is from the given refer-
ence.84
methods. The ability to grow thin films of MOFs with gas phase deposition is a significant advance
in the field of making functional devices. Fischer et al. reported the difference in film thickness
of [Cu3(BTC)2] grown on SiO2 and Al2O3 surfaces with solvothermal and ALD methods (Figure 1-
14).84 An increased film thickness and density was observed on Al2O3 surfaces when deposition was
achieved via ALD (Figure 1-14 c) rather than solvothermal routes (Figure 1-14 b). An absence of
growth was observed on α-SiO2 wafers in identical solvothermal experimental conditions (Figure 1-14
a)), suggesting a chemical incompatibility between the two surfaces of the materials.
In addition to directly interfacing two surfaces, preparing the substrate surface with a function-
alised monolayer, such as a long-chain hydrocarbon with charged terminating groups, e.g. -COOH
and -CF−3 , allows greater control over self-assembled growth. Indeed, to our knowledge, one of the
first reports of growing thin films of MOFs was by Shekhah et al.95 The authors report the growth of
MOF-5 on -COOH and -CF−3 functionalised Pd and Au (111) metallic surfaces. Self-assembled organic
monolayers (SAMs), which terminate with the -COOH and -CF−3 groups, were previously known for
their ability to bind metallic clusters from solution.96 The authors extended this concept, contacting
MOF-5 with the functionalised surfaces during crystal growth, thus creating a surface coverage of a
MOF on a functionalised metallic surface. MOF thin films grown on functionalised surfaces are re-
ferred to as SURMOFs, and the approach is seen as advantageous to interfacing two clean cleaved
surfaces as quality and uniformity of the final films is improved with templated and directional growth.
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More recent reports of the growth of SURMOFs involve chemical systems with increased complexity
for example Liu et al. report the growth of the two enantiomers of a chiral MOF with the chem-
ical formulae of [Zn2((+)cam)2(DABCO)n]((+)cam = (1R,3S)-(+)-camphoric acid) on MHDA (16-
mercaptohexadecanoic acid) and pyridyl terminated PPMT ((4-(4-pyridyl)phenyl)methanethiol) SAMs
on a Au surface. A preference for growth of either enantiomer was demonstrated, allowing the authors
to separately analyse the properties of two enantiomers of the MOF. As previously stated, Fischer et
al. report unsuccessful growth of [Cu3(BTC)2] on bare α-SiO2 wafers (Figure 1-14 a)). However, the
authors demonstrate that growth is possible on α-SiO2 if the surface is first functionalised with neutral
terminating SAMs such as COOH or negative terminating SAMs such as CF−3 groups (Figure 1-14 d)
and e)).84
1.4.5 Applications of MOFs
Catalysis
The use of metal centres to accelerate the rate of chemical reactions was first proposed for homoge-
neous catalysis. Due to low catalyst recovery, metals were then adhered to solid substrates initialising
heterogeneous catalysis. An alternative option to adhering the catalyst onto a substrate is to use porous
materials such as MOFs where the active site on the metal is incorporated within the solid framework
(Figure 1-15). Catalysis in a MOF was first reported by Fujita et al. in 1994.97 The MOF consisted
of near square planar geometry of the Cd2+, Cu2+ or Zn2+ metal centres with 4,4-bipyridine ligands.
This 2D structure is formed via pi-stacking of the net structure. Axial vacancies on the metal centres
render an active site for catalysis.
Pore size, shape and MOF composition all dictate the activity of the metal centres as catalysts. The
ability to tune the internal vacant volume of MOFs allows selectivity over what molecules are favoured
for absorption. Selectivity leads to control over reaction pathways for conversion of reactant molecules
within the structure of a MOF. It is this control that has lead to the industrial use of MOFs in catalytic
reactions when a specific product is required. Multiple examples exist of catalysis reactions within a
MOF, these include99:
• Cyanosilylation of aldehydes ([Cd(bpy)2](NO3)2)])97
• Huisgen 1,3-dipolar cycloaddition of alkynes and azides ([Cu(2-PYMO)2], [Cu(IM)2], [Cu3(BTC)2]
and [Cu(BDC)])100
• Heck coupling reaction (Cr3(F,OH)(H2O)2O[(O2C) C6H4 (CO2)]3× nH2O (n = 25) and [Cu(BDC)]
respectively)101,102
• Ring opening of epoxides ([Cu(2-PYMO)2] and [Co(PhIM)2])103
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Figure 1-15: Methods for conducting catalysis using MOFs by a) removing coordinated molecules
to render active sites, and b) incorporating catalytically active molecules onto the framework. Image
edited from the given reference.98
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• Oxidation and reductions of hydrocarbons (Mn(porphyrin)@[In48(HImDC)96] and [In2(OH)3(BDC)1.5]
respectively)104,105
• Friedel-Crafts alkylation ([Zn4O(BDC)3] and [Zn4O(NDC)3])106
Further details, such as yields, mechanism, MOF structures and turnover will not be detailed here,
but some appropriate references have been given. There are several advantages of conducting catalytic
reactions in a MOF, these are: a reduction in the number of synthesis steps, a greater catalyst recovery,
reduction in solvent use and a faster reaction processing time. Often identical activity is seen in com-
parison with the isolated metal center homogeneous catalysts, particularly for Cu containing MOFs
such as the previously described HKUST-1.107 MOFs can therefore be considered as ‘green’ catalysts.
Most commonly, catalytically active MOFs are synthesised with vacant metal sites for the appropri-
ate coordination of reactants to occur. Other post synthetic modifications including addition of metals
to the ligands and supported nanoparticles have also been shown to allow catalytic activity in MOFs
(Figure 1-15).98–100
More recently, chiral selective MOFs with catalytic activity have been synthesised.98 Synthesising
specific enantiomer products with high yields is particularly important in the medicinal industry. When
incorporated into a medicinal product, one enantiomer is often pharmaceutically active whilst the other
is either inactive or toxic. Stereoselective synthesis of compounds often consists of expensive purifi-
cation and separation steps. The use of MOFs as catalyst ‘chambers’ for stereoselective compound
synthesis may reduce costs associated with such productions. Reagents are selected to produce chiral
pockets within a pore, which often favour binding to a particular enantiomer over another. The first
MOF reported that was capable of stereoselective catalysis was Cd2+(APD)(NO3)2H2.OEtOH (where,
APD is 1-hydroxy-3-amino-propilydenediphosphonic acid).108 Alternative production methods exist
such as using homo-chiral reagents and influencing reaction kinetics of enantiomeric pair formation.
High yields have been reported with < 10% of unwanted enantiomeric excess. The disadvantage of
these MOFs is associated with poor thermal and water stability. Many of the reported catalytically
active MOFs also decompose and deform with solvent evacuation; reaction conditions are therefore
mild. Reaction times are often days/weeks to obtain a final product in a high yield (> 50%).98
Gas absorption and separation
The ability to store a gas is a crucial consideration mainly for removal and separation of waste gases
and the development of clean fuel technology such as hydrogen storage. In order to absorb a gas a
material must contain sites/features for interactions between the gas and the host material to occur.
For gas-absorption to be reversible, physisorption, where weak long-range interactions occur between
adsorbent and adsorbate is favoured over chemisorption, where formal chemical bonds form between
species. Recent publications have reported favoured binding sites of gases in a MOF.42,109,110
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Figure 1-16: Shown are Ar (yellow sphere) absorption sites in MOF-5 (left and centre) and H2 absorp-
tion sites in HKUST-1 (right). Note that for the centre image first and secondary layer absorption is
depicted.110,111
The question of what is the principle component of a MOF that increases gas storage capabilities
is not as simple to answer as one would initially assume. Firstly, it has been shown that gas absorption
sites are located at the metal-organic interaction, at the aromatic ring on the ligands, and at the metal
node sites (Figure 1-16). Absorption site preference will depend on the composition and topology of
the MOF but also the identity of adsorbate. HKUST-1, has vacant metal sites due to labile coordination
of water in the axial positions of the pseudo octahedral node. These sites are favoured for absorption
owing to stronger interactions forming with the framework (Figure 1-16). Gases such as H2 bind at the
axial positions where the interaction between the species would be greater. Techniques such as inelastic
neutron scattering and computational modelling are often used to identify favourable binding sites in
MOFs.42,112–114
Regardless of composition, initial data for the wt% uptake of hydrogen gas remain low. For example
measurements have been reported for MOF-5 of 1.3 wt% H2 uptake at 77 K and 1 atm pressure.115 For
other topologies such as HKUST-1 an uptake of 4 wt% H2 at 15 K and 1 bar pressure was measured.111
The wt% for gases such as CO2 is much higher (48.0 wt%) measured at 14 bar and 298 K for MOF-
5, however higher pressures are often required.116 The record CO2 uptake within mild environmental
conditions for MOFs is dominated by two structures; Mg/DOBDC (Mg/MOF-74) (8.7 wt% at 298 K,
1 atm)117 and SIFSIX compounds.118 Mg/DOBDC, also known as MOF-74, is formed of Mg2+ metal
centres and 2,5 - dihydroxylateterephalic acid ligands in a five coordinate geometry. It is reported that
the hydroxylate group of the DOBDC ligand and the high ionicity of the metal centres both contribute
to stronger electrostatic interactions between metal/ligand and CO2.117,119
SIFSIX compounds have been recently reported by the group of Zaworotko et al. and have unique
compositions. Formed of di-nitrogen linear ligands, hexaflouride(Si, Ti and Sn)2− ligands and Zn2+/Cu2+
metal node. The selectivity for and uptake of CO2 are reported to exceed all those previously reported,
with measured values of approximately 11.0 wt% at 298 K, 1 atm. Concatenated or interpenetrated
structures within the SIFSIX series, where two frameworks have crystallised within each other, are
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shown to absorb additional CO2. Additionally, SIFSIX structures are hydrophobic and thermally stable
up to between 550 - 600 K. The authors report synthesising these SIFSIX compounds to be within the
“sweet spot” for gas absorption in MOFs. More specifically, SIFSIX topologies provide intermediate
accessible surface areas, a range of pore sizes, strong electrostatic interactions, low processing costs,
high reproducibility and high stability.118
Drug delivery and molecular sensing
Directed and controlled drug delivery is necessary for the treatment of many diseases including cancer
and chronic pain relief. Porous polymer materials such as silica are already used for drug delivery
across the body. Recently, MOFs have been proposed as selective porous materials capable of high
wt% uptake of pharmaceutical molecules. Prior to the consideration of a MOFs ability to absorb
pharmaceutical molecules for drug delivery, the toxicity of potential frameworks for such an application
must be measured. The most common MOFs currently considered for drug delivery contain iron metal
centres, which have the highest probability of being biocompatible.120–122 Gref et al.120 report Fe(III)
containing MOFs with a hydrophilic aliphatic linker, fumarate (MIL-88A), a hydrophilic aromatic
linker, benzene tri-carboxylate (MIL-100) and a flexible MOF formed of BDC ligands, MIL-53. In
vivo experiments show no long-term enlargement of livers in rats with no detection of the components
of the MOFs within 3 months. Furthermore, the authors report no immune or inflammatory reactions
suggesting no toxicity effects. The capacity of the MOFs for the anti-tumoural drug, Busulfan (Bu),
was then investigated. MIL-100 was measured to uptake 25.5 wt%, MIL-53 14.3 wt% and MIL-88A
8.0 wt%, in comparison to the polymer nanoparticles currently used for cancer treatment, which can
uptake 5-6 wt% of Bu.123 MIL-100(Fe(III)), with vacant pore volumes measuring 8200 and 12700 A˚3,
can therefore hold five times more Bu than materials already in use. The authors also show that there
is a loss of crystallinity of MIL-100 after three days incubation at 37◦C. Slow release for directed drug
delivery may therefore not be possible with this particular MOF. MIL-101 (Cr(III) and Fe(III)) possess
the same symmetry as MIL-100 but instead of BTC contains BDC ligands. Huxford et al.124 report
MIL-101 (Fe, Cr) to maintain crystallinity for 6 days at 37 ◦C, suggesting it to be more stable than MIL-
100(Fe) for use in the body. A comparison of uptake for the anti-inflammatory drug Ibuprofen between
MIL-100(Cr(III)) 0.347 g Ibuprofen/g MOF, MIL-101(Cr(III)) 1.376 g Ibuprofen/g MOF and MIL-
53(Cr(III)) 0.220 g Ibuprofen/g MOF also indicates MIL-101 as a strong candidate for drug delivery.
MOFs have also been used for tracking the delivery of Pt(IV)-containing anti-cancer molecules.
Amino nano MIL-101(Fe(III)) was synthesised and grafted with a florescent molecule and a Pt(IV)
drug, which were both adhered onto the amino group on the MOF. Such a system allows real time
tracking of drug release of the anti-cancer drug.124 Results indicate a large release of drug within days
of ingesting the hybrid MOF material and no indication of further release after 1 week.124 MOFs can
therefore not only be used for drug delivery, but also as sensors for resolving where the drugs were
released in the body and across what time period.
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With extensive evidence for bio-compatibility and high capacity for pharmaceutical drug uptake,
there is strong potential for MOFs to be used for drug delivery. Extensive further testing on toxicity in
the human body and material ability to deliver controlled dosages to specified areas is required. New
pharmaceutical materials often take between 5-10 years of development and testing before human trials
are allowed to progress and the drug or drug delivery method is widely available.
Electrical conductivity
The mechanism behind electrical conductivity differs depending on whether the material in question is
an insulator, semi-conductor or metal. The complexity of understanding these mechanisms renders a
need for models.
Electrical conductivity in metals is the easiest to envision. The Drude model approximates con-
ductivity in such materials by considering the nuclei as frozen charges with only electron movement
possible. In reality electron-electron interactions should be considered, but this is not taken into ac-
count within the Drude model. Essentially, in a metal we consider the electrons to flow through the
material, scattered only by classical interactions with positively charged nuclei. Electronic conductiv-
ity is measured as the movement of charge per unit time across a given area. A simple relationship
between electrical conductivity (σ ), and charge-carrier mobility (µ) exists:
σ = neµ, (1.3)
where, n is the number of free electrons per unit volume and e is the charge of an electron. Typical
electrical conductivities of monovalent metals range between 107 - 108 Scm−1.
Electrical conductivity in non-metals can be induced through ionic conductivity but this can no
longer be associated with the Drude model as previously described. In some materials, charged ions
can hop across vacant lattice sites (vacancy defects) or diffuse into the space between lattice sites
(interstitial defects). Temperature, defect concentration and electrical conductivity are all proportional;
in contradiction to the Drude model for metals. An activation barrier must be overcome to allow the
ions to migrate through the material and induce electrical conductivity. For materials used in fuel cell
solid-state devices, where the movement of ions allows energy production, calculating and lowering
these activation energies is critical for device performance.
The composition of the HOCO orbitals often show density located on the metal and LUCO on the
ligand, and are often semi-conductors or insulators. To our knowledge a metallic MOF has yet to be
reported. The occurrence of electrical conductivity in MOFs, particularly in those that contain large
pores, is rare. Several prominent examples will be detailed here, but the field of understanding and
developing electrical conductivity in MOFs is barely explored.
One such MOF reported for its electrical conductivity properties is formed of units of Cu[Ni(PDT)2].








Figure 1-17: Conductivity mechanisms of electronic conductivity in MOFs, a) between 2D sheets,
shown is a typical COF/MOF 2D structure with the repeat unit of Ni3(HITP)2 underneath, which pos-
sesses the same 2D structure b) along inorganic 1D layers, shown is the structure of Cu(HT) and c)
delocalisation of charge density along a redox active, conjugated guest molecules, shown is a TCNQ
molecule in HKUST-1 (note that the position of TCNQ is not converged in the depiction).
carrier movement. Conductivity of this MOF was measured at 1× 10−8 Scm−1 at room temperature. In
comparison, a similar 1D coordination polymer (Ni phenyl-1,2,4,5-tetrathiolate), which has a measured
of 2 × 10−3 Scm−1 at room temperature. It seems that 3D coordination polymers have yet to be made
into functional conductive materials.125 A descriptive article has recently been published analysing the
de-localisation of charge density between multiple metals and CxHyS4 ligands in a similar 1D coor-
dination polymer. The computational approach of Tiana et al. concluded the use of softer elements
in the ligands to lower the band gap energy and the choice of metal to be crucial in determining the
composition of the HOCO and LUCO orbitals.126
Two MOFs far exceed all others reported for electrical conductivity. Ni3(HITP)2 (Figure 1-17) re-
cently reported by Sheberla et al., where HITP=2,3,6,7,10,11-hexaiminotriphenylene127 and Cu(HT)
(Figure 1-17) reported in 2010 by Low et al.128, where HT=4-hydroxythiophenolate. Both structures
have 2D connectivity forming layered sheets. The Ni and Cu metals in the respective MOFs both have
near square planar geometry with vacant axial sites available for further coordination. Ni3(HITP)2 has
been described as an analogue to graphene as it has a dense, electron rich aromatic ligand. Unlike
graphene each unit as indicated in Figure 1-17 contains a radical as a neutral molecule. Deposited films
on a quartz substrate were measured to possess conductivities of 40 Scm−1 at room temperature for
Ni3(HITP)2. The record conductivity of a MOF, however, belongs to Cu(HT), bulk electrical conduc-
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tivities on pelletised powder samples were measured at 120 Scm−1 (room temperature). As a relative
comparison ITO is one of the best conducting oxides, which is often used as a light absorbing layer of
solar cells. ITO has a conductivity ranging between 400-600 Scm−1 depending on the sample prepa-
ration during synthesis. The potential for further MOFs with functional electrical conductivities to be
predicted/synthesised is therefore promising.
Other attempts at including conjugated, redox active molecules into the framework of COFs to
make organic conductive coordination polymers have been made by Cai et al..129 The authors re-
port the inclusion of a tetrathiafulvalene molecule (TTF) as a ligand into the framework of a COF.
Delocalisation of electronic density between the 2D layer is confirmed with UV-vis-IR and electron
paramagnetic resonance spectra, and the reported electrical conductivity value was 2.8 x 10−3 Scm−1.
Some of the highest recorded electrical conductivities of MOFs, other than Cu(HT) and Ni3(HITP)2,
are achieved by inclusion of redox active, conjugated guest molecules into the pores. Talin et al. report
the inclusion of 7,7,8,8-tetracyanoquinododimethane (TCNQ) as a guest molecule in the Cu contain-
ing framework: HKUST-1. Thin films of HKUST-1 without TCNQ inclusion are reported to possess
electrical conductivity values of 10−8 Scm−1. The authors report a six order magnitude increase of
measured electrical conductivity for thin films of HKUST-1 with TCNQ inclusion, with a measured
electrical conductivity value of 0.07 Scm−1.130 Hendon et al. report the composition of the frontier
orbitals with TCNQ inclusion in HKUST-1, and show the LUCO to be formed of delocalised density
across the TCNQ, thus shifting the predicted optical band gap from 3.5 eV for HKUST-1 to 1.4 eV for
HKUST-1 with TCNQ inclusion.45 The delocalisation of electronic density across the TCNQ molecule
explains the origin of the observed increase in electrical conductivity of HKUST-1 with TCNQ inclu-
sion. TCNQ is a molecule known to form conductive materials, and is often used in conductive organic
thin films, with typical conductivity values ranging from between 10−3-102 Scm−1. One system known
to produce the highest electrical conductivities when forming a 2D network with TCNQ is TTF, hence
the interest of using these molecules to induce conductivity in MOFs.131,132
The examples described above show that there are three primarily methods for inducing electrical
conductivity in MOFs, as depicted in Figure 1-17, and that functional inherent electrical conductivity
values in 3D frameworks are yet to be reported. The primary origins conductivities in MOFs are
between conjugated layers in 2D MOFs and COFs (as is the case for Ni3(HITP)2), along inorganic
layers in 2D and 3D MOFs and COFs, as is the case for Cu(HT), and finally, by introducing a redox
active, conjugated guest molecule.
1.4.6 Material challenges
MOFs are materials that possess potential for a large range of applications. There are however multiple
considerations that are preventing commercialisation of MOFs for certain applications. Firstly, the so-
lution processing method by which many MOFs are synthesised is a small-scale batch method, which
is difficult to scale up. The volume of solvent and time needed for crystallisation renders the production
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of MOFs in kg scale batches expensive and time consuming. Recent reports have suggested successful
synthesis of a variety of MOFs in flow rather than batch production, which would reduce the envi-
ronmental impact of the process.67 Many MOFs are also sensitive to synthesis condition, with small
changes in temperature and precursor concentrations resulting in different topologies with different
mechanical and electronic properties.133 A recent article by Zheng et al.134 shows the vast difference
in crystal topologies with time during the formation of the cubic MOF-5. This article highlights how
different approaches to synthesis can affect the quality and topology of a MOF sample.134
Once synthesised, the stability of the MOF and maintaining the integrity of the framework is a fur-
ther consideration. MOFs can be reactive in air and samples often degrade within weeks of synthesis,
at extremes, MOFs can degrade within hours. Stability of the framework can be improved as previ-
ously discussed. One must however consider that for some applications MOFs would ideally replace
inorganic binary oxides. Binary oxides such as TiO2 and Al2O3 can be placed in full exposure to air
with no evidence of degradation for centuries. With this in mind, the stability of MOFs is a challenge
that remains and will continue to be a limitation for use in many theoretically proposed applications.
Further issues relating to stability included high reactivity with water, which leads to framework col-
lapse. The stability of MOF-5 with exposure to air has been extensively studied. One such study by
Long et al.135 shows the initial loss of crystallinity by comparing the broadness and number of peaks in
recorded XRD spectra, as a function of time the structure is exposed to air. The authors show evidence
for a small loss of symmetry after 12 hours, with evident loss after 24 hours at room temperature and
standard pressure. A further comparison of measured gas uptake and Brunauer Emmett Teller (BET)
surface area supports the degradation of the framework. MOF-5 has also been predicted to collapse
under conditions with greater than 4% water by mass.136
The final consideration associated with the stability of MOFs is structural changes with temperature
and pressure. One primary application for MOFs is gas storage. Sustainable gases such as H2 are
often stored under high pressure conditions to increase storage capacity. With many MOFs undergoing
phase changes, amorphisation and collapse with pressure and temperatures above 700 K, MOFs must
be used in industry under relatively moderate conditions. Binary oxides however remain stable above
temperatures of 1000 K and under extreme pressure conditions. Examples of MOFs do exist where
the described structural instabilities do not apply, but in general, the coordination of metal and ligand
renders an inherent structural weakness leading to instability in extreme environments.
1.4.7 Sustainability of MOFs
MOFs are considered as sustainable materials that possess large potential to contribute to numerous
fields of materials chemistry. The applications of MOFs and how they contribute to sustainable chem-
ical technologies has been detailed previously. One challenge that faces the ability to define MOFs as
sustainable is the method of synthesis. Although a low cost route in terms of energy requirement, solu-
tion processing, commonly used for MOF synthesis, uses vast volumes of solvents. The method is also
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slow, often taking a few days for crystal growth. Scaling up synthesis procedures have therefore always
been an environmental issue with many solvents being toxic. MOF Technologies is a company who
supply some MOFs on an industrial scale for applications such as waste gas removal and separation.
They have developed a novel solid state method for the synthesis of MOFs that uses “mechanochem-
istry”.137 The process involves continuous agitation of the precursor powders for between seconds and
minutes depending on desired product crystal sizes. Scaling up using this procedure has been success-
ful and has allowed the company to commercialise (the selling of) MOF samples, which are available
in masses ranging from grams to kilograms. Other approaches for the sustainable synthesis of MOFs
includes using microwave technology.138
1.5 Thesis format
The format of this thesis in presented in four chapters, the content of which covers the work undertaken
throughout my three year PhD position.
Chapter 3 presents work on the development of a classical transferable forcefield, capable of accu-
rately predicting vibrational and mechanical properties of MOFs. The parameterisation of the forcefield
includes the reproduction of first principles vibrational frequencies for an initial subset of MOFs and
compares complex temperature dependent vibrational properties such as the Gru¨neisen parameter, bulk
modulus and thermal expansion coefficient.
Chapter 4 presents work that used both classical and electronic structure methods to analyse the
thermodynamics associated with defect formation in a Zr-containing MOF: UiO-66. The defect in-
volves the loss of a finite number of ligand components of the MOF, and can be enforced in the ma-
terial using different synthesis approaches. We present work on predicting the likely charge capping
mechanisms that would occur following ligand removal, and final material vibrational and electronic
properties as a function of defect concentration. Following the calculation of symmetry unique config-
urations for multiple ligand removals, the locality of the defects within the system is discussed.
Chapter 5 presents work with both classical and electronic structure methods on the epitaxial growth
of MOFs on surfaces. Work includes a screening procedure to identify lattice mismatch values between
a range of MOFs and binary materials such as oxides, chalcogenides and selenides. Following the de-
scribed procedure, we parameterise a forcefield model from first principles calculations on an archety-
pal interfacing system between MOF-5 and rutile (TiO2). Significant results suggest a reconstruction
of the oxide surface following the interfacing procedure is thermodynamically favourable.
Chapter 6 presents work on the functional tuneability of the pore-shapes of metal-organic frame-
works. The thermodynamics associated with changing the pore geometry and underlying symmetry of
a Zn-containing MOF: DMOF-1. Reported is the description of non-covalent and steric interactions in
the system with varying concentration of ligand substitutions.
The content of the four results chapters contributes greatly to the understanding of the complex
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properties of MOFs and uses a wide variety of theoretical methods from simple classical laws of motion




2.1 The history of computational modelling
The first computational application of quantum mechanics was modelling of the di-hydrogen molecule
in 1927 by Heitler and London.139 Pauling in 1928140 continued the work of Heitler and Fritz, reporting
the ionisation potential of hydrogen. In this time period it seemed almost infeasible that the Schro¨dinger
equation would ever be applied to systems other than hydrogen or the helium atom due to the expense
of integrating the repulsion energy between electron clouds when solving the Schro¨dinger equation.
It was in 1939, when the UK announced war with Germany that the government began to heavily
fund scientific research. Computational modelling and computer development was predicted to win the
war with technological superiority. It was this decision that initiated a period of rapid improvement
of computational resources and allowed the development of computational chemistry. It wasn’t until
1955 that the first ab initio calculations were realised on more complex diatomic molecules. W. C.
Scherr141 spent two years conducting the first ab initio calculation on N2. By 1966 the calculation
was repeated taking just two minutes. The speed up over this 11 year period when comparing the two
calculations was by a factor of 525,600. Theories such as Density Functional Theory and Hartree Fock
had pre-dated efficient computing resources and it wasn’t until the 70’s that pi-conjugated molecules
could be modelled. With each decade the complexity and expense of calculations continues to grow
with increasing computational resources. Systems containing hundreds of atoms can now be routinely
modelled with ab initio methods and those containing hundreds of thousands of atoms can be modelled
with molecular mechanics.142
2.2 The potential energy surface
In 1935 Eyring proposed the energy landscape of reaction pathways must be considered by a surface
that describes the position of the nuclei with energy.143,144 Features in the surface surrounding the
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lowest energy structure would describe the degrees of freedom of the system, with local minima being
stable compounds. The theory of Eyring is still critical in describing reaction pathways and locating
ground state and transition state structures in both experimental and computational work. Now referred
to as the potential energy surface (PES), the variation in energy with differing nuclei arrangements is
plotted as a multi-dimensional function with 3N-6 coordinate dimensions, where N>=3. Features of
the PES include local minima, which correspond to stable configurations of the system with the global
minima corresponding to the ground state structure. Other features include saddle-points, or maxima,
which conversely represent unstable transition states between stable configurations.The nature in which
the energy of the landscape is calculated differs between computational methods, but the description
of the PES remains of fundamental importance when finding stable material configurations.145 Once
resolved, many properties such as dielectric and elastic constants can be derived as a function of this
surface plot if the minimum energy structure of a system has been determined. The real potential
energy surface is a quantum object, describing and reproducing such an object is complex and requires
multiple approximations.
The PES can be explored by mapping out the evolution of the energies and forces of a given system.
There are many ways in which the energies and forces can be calculated during energy minimisation,
ranging from very accurate and expensive to more approximate but cheaper methods. We now consider
some of these methods.
2.3 Energy minimisation
Energy minimisation involves the application of an algorithm to calculate the lowest energy of the
system, where the forces acting on all atoms are zero. When considering the PES, atom positions
corresponding to zero force on the system correspond to an energy minimum. Energy minimisation
often produces the lowest energy system, also called the ground state configuration. However, if a
system has a complex PES, with many local minimum surrounding the global minimum, it is common
for an optimisation procedure to become “stuck” in a local minimum configuration.
In order to calculate material properties and study a system, the initial structure must be converged
with all atoms in their lowest energy ground state positions following energy minimisation. The steep-
est descent method is the simplest procedure for geometry optimisation, which involves calculating the
gradient of the PES between two points following a movement of atom positions. If the move produces
a negative gradient, then the produced structure is lower in energy than the previous, and the move was
favourable for finding the energy minimum. Movements are continued as an iterative process until any
movement results in a positive gradient, meaning a lower energy structure cannot be calculated.146 The
functional for the steepest descent method is given (Equation 2.1).
xn+1 = xn− γn5F(xn),n≥ 0 (2.1)
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where, F(xn) is the energy function, which is defined in a point in space xn. With each iteration
of minimising the total energy a new point (xn+1) in configurational space on the PES is reached as
determined by the step spacing between points (γ).
Other more complex methods exist for conducting energy minimisation. For example the Newton-
Raphson method, which often requires the least amount of steps but is also the most expensive to
calculate per step. With each move this algorithm also calculates the curvature of the potential energy
surface, using a second-order Taylor expansion to resolve the ground state structure.147 Regardless of
mathematical approach the principle of geometry optimisation is apparent.
The energy minimisation of a system using the Kohn-Sham equations in DFT follows a procedure
of calculating the convergence of the electronic density with each geometry movement. The conver-
gence of electronic density is conducted in cycles when running a calculation; these cycles are called
self consistent field (SCF) cycles. The procedure of a SCF cycle is given in Figure 2-1, which describes
the iterative process required to satisfy the electronic optimisation criteria of a calculation, whilst min-
imising the total energy of the system.
2.4 Electronic structure methods
Electronic structure methods are the most expensive methods that implement geometry optimisation to
resolve materials properties of a system.
Following the wave-particle duality theory of the electron and other quantum particles, it was clear
that classical molecular mechanics (that will be detailed later) was an insufficient approximation for
the prediction of electronic properties of a system. Without a defined position or momentum with
time, electrons are described by quantum mechanics opposing classical Newtonian theories. Prior
to introducing the computational methods used to model electrons, there are fundamental aspects of
quantum mechanics that must first be detailed.
2.4.1 The Schro¨dinger equation
In quantum mechanics, the wave function (Ψ) of a system is a mathematical concept that applies an
amplitude of probability to a possible outcome, where the Ψ2 corresponds to the electron density at a
given point in space. The time independent Schro¨dinger equation148 gives the relationship between the
wave function and the total ground state energy (E) of the system using the Hamiltonian operator (Hˆ):
HˆΨ(ri)(r j) = EΨ(ri)(r j) (2.2)
































































Where, i and j run over electrons, k and l over nuclei, h¯=h/2pi , me and mk are the mass of an
electron and nuclei respectively, 52 is the Laplacian operator, e the charge on an electron, Z is the
atomic number and r the distance between particles.
The Hamiltonian, as written (Equation 2.3), is formed of five terms that each describe the contribu-
tion to the total energy from atomic nuclei and electrons. The first and second terms correspond to the
electronic and nuclear kinetic energy, the third term is the nuclear-electron attraction, the fourth is the
electron-electron repulsion and finally the firth term is nuclear-nuclear repulsion.











Therefore in theory, to calculate the total energy of a system and predict material properties one
only needs to solve the Hamiltonian of a system and calculate the wave function.
2.4.2 The Born-Oppenheimer Approximation
In chemical systems, the electrons of an atom move much faster than the nuclei owing to the relative
mass of the quantum particles. The Hamiltonian operator, as previously given, considers the mass
of both particles. Electronic relaxation can be considered as instantaneous when compared to nu-
clear movement. Therefore, when conducting a electronic relaxation it is appropriate to consider fixed
nuclear positions and decouple the nuclear and electronic energy terms in the Hamiltonian. The decou-
pling of electronic and nuclear energy terms when solving the Schro¨dinger equation is called the Born
Oppenheimer Approximation, or more formally, the adiabatic approximation.149,150 The consequence
of such an approximation is that the electronic Schro¨dinger equation can be solved independently:

















Following each nuclear movement, the electronic Schro¨dinger equation is solved. Without the
consideration of a nuclear-electron coupling term, the cost and complexity of the calculation is reduced.
The eigenvalue solutions to the electronic Schro¨dinger equation are known as electronic eigenvalues.




In 1928, two years after the publication of the Schro¨dinger equation, the Hartree method was pub-
lished.151,152 The Hartree method assumes that each electron moves in an average potential (Ve f f ) with
the only interaction between electrons being electrostatic. This notion is also called the independent










+Vne(r2)+Ve f f (r2)
]
+ .... (2.7)
Under this consideration the wave function is now given by:
Ψ(r1,r2) = ψ1(r1)ψ2(r2) (2.8)
The Hartree method incorporated the SCF approach, where the equations of motion of the electrons
are solved iteratively until the lowest energy solution is found. The theory was however unable to
describe the anti symmetric nature of the wave function i.e. if a transfer of electron was to occur
then the sign of the wave function must change. The new electron-electron interaction due to the anti
symmetrisation of the wave function is called the exchange energy.146
In 1930, Fock reported modifications to the described Hartree method for solving the Schro¨dinger
equation, the new approach was named as the Hartree-Fock approach.153 To account for the anti-
symmetric nature of the wave function the Hartree-Fock method uses a single Slater determinant, which
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The total energy of the system is calculated iteratively using the variational principle, which states
that trial energies must be greater than or equal to the ground state energy. Minimising the trial energies
leads to the resolution of the ground state energy and allows the calculation of the potential energy
surface.
Owing to the inclusion of Coulomb and exchange integrals from the incorporation of the anti sym-
metric nature of the wave function and additional considerations such as orbital energies, the Hartree-
Fock equation differs from the initial Hartree equation:
Fˆψi = εiψi (2.9)
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where, ε is the orbital energy and Fˆ the Fock operator.
It is the Hartree-Fock equation that is solved via the SCF method using a single Slater determinant.
The construction of the determinant when calculating the Hamiltonian results in a linear combination
of atomic orbitals that allows resolution of the orbital coefficients. The formalism of the Hartree-
Fock method results in an exact description of the exchange energy between electrons, owing to the
antisymmetric nature of the wave function captured by the determinant method. However, the absence
of describing the correlation between electrons results in large overestimations of fundamental band
gap energies.154
The formalism introduced for the Hartree-Fock method shows no dependence on spin and therefore
is known as restricted Hartree-Fock. In 1954, Pople and Nesbet developed the spin unrestricted Hartree-





The spin unrestricted Hartree-Fock method allowed the modelling of open-shell atoms with par-
tially occupied orbitals.
2.4.4 Density Functional Theory
A fundamental concept was missing from the Hartree-Fock theory; the electron correlation. In 1964,
Hohenberg and Kohn proposed new approaches that would allow the implementation of a method
that would become invaluable for computational prediction of materials properties: density functional
theory.155
It was realised that a multi-body wave function was frightful to envisage. To avoid calculating such
a notion, Hohenberg and Kohn proposed a method to solving the Schro¨dinger equation by calculating
the electron density (ρ) opposing the wave function. It was demonstrated that the electron density could
reproduce the wave function and Hamiltonian of a system. The theorem was called the Hohenberg-
Kohn existence theory and showed that electron density is a physical quantity, that when integrated




Hohenberg-Kohn also proposed a free-energy functional that stated that the energy minimisation
procedure must abide by the variational principle, which has been previously described. In simplifi-
cation, the total energy of the system as a function of electron density, which is based on the Born-







where, Eni[ρ(r)] is the kinetic energy of non-interacting electrons, Eee[ρ(r)] is the electrostatic
repulsion between electrons, Ene[ρ(r)] is the Coulombic attraction between nuclei and electrons and
Exc[ρ(r)] (the exchange-correlation functional) describes remaining electronic interactions not cur-
rently accounted for. The exchange-correlation functional is the only energy term that is approximated
when resolving the total ground state energy.146
Kohn and Sham also proposed an energy functional for solving Eni, by considering a fictitious
system of non-interacting electrons and resolved the total energy functional in terms of an orbital ex-


































where, N is the number of electrons. As with Hartree-Fock theory, the consideration of independent
electrons in a system allows a Slater determinant method to be used to resolve the eigenvalues of the
Hamiltonian. Owing to the functional form of the Kohn-Sham equations the determinant for eigenvalue
solutions in DFT is known as the Kohn-Sham Slater determinant method.
The exchange-correlation term (Exc) can be considered as the energy of exchange and movement
of electrons in a system, but also contains a classical correction for the self-interaction energy. Self-
interaction arises from the classical expression for electron-electron repulsion. In Hartree-Fock theory,
where the exchange of an electron is exactly described, there is no self interaction. However, in DFT
the exchange-correlation term is not exactly described, and therefore renders a self interaction of the
exchanging electron. There is no exact method to calculate the exchange-correlation term in DFT,
but there are a wide range of functionals available to approximate this term in different approaches.
Consequently, each functional considers the distribution of charge density differently.
ELDAxc [ρ↑,ρ↓] =
∫
d3rρεuni fxc (ρ↑,ρ↓) (2.14)
where, the exchange-correlation energy of an uniform electron gas (εxc), ρ↑ and ρ↓ are the electronic

















Figure 2-2: Jacob’s ladder flow diagram of the cost, accuracy and simplicity of different electronic
structure approaches, ranging from local LDA functionals to fully non-local functionals such as random
phase approximation methods.
where, ∆2 is the Laplacian is a mathematical second-order differential operator and the Kohn-Sham








The appropriate functional for use in DFT calculations will be system and available resources de-
pendent. Many functionals are available within the prominent DFT codes which are based on methods
such as: Local Density Approximation (LDA) (Equation 2.14), Generalised Gradient Approximation
(GGA) (Equation 2.15), meta-GGA (Equation 2.16) etc.157
GGA is arguably the most popular method to employ as results often reproduce experimental data
and the computations are of reasonable expense.158,159 GGA considers the gradient of charge density
when deriving Exc, allowing properties such as polarisation to be considered. PBEsol is a GGA func-
tional developed by Perdew, Becke and Ernzerhof, which was specifically developed for solids. It
has been demonstrated that PBEsol accurately reproduces structural and materials properties of solids
including those with large internal vacuums and complex long-range chemical interactions such as
MOFs.160–162
The Jacob’s ladder of exchange-correlation functionals, which was originally presented by Perdew
and Schmidt163 is given in Figure 2-2. Each rung of the Jacob’s ladder represents a different exchange-
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correlation functional, with their accuracy and computational expense increasing with ascension. The
first rung of the ladder is the LDA approach, where systems are modelled as homogenous electron gases
and long-range interactions are not considered. The second rung of the ladder is the GGA approach,
which includes some long-range interactions by calculating the gradient of electronic density of a sys-
tem. The third rung is the meta-GGA approach where the curvature of electronic density is calculated,
which includes further long-range interactions, thus improving the non-bonding interaction description
of the system. The final rung of the ladder are fully non-local exchange-correlation approaches, where
the exchange and correlation are exactly described. These are considered the most accurate at describ-
ing long-range interactions in a system, but due to their expense, can only model very small molecular
systems.
2.4.5 Slater type and Gaussian type orbitals
When calculating the Hamiltonian of a system, the orbital coefficients from the linear combination of
atomic orbitals (LCAO) need to be known. The basis set is a mathematical collection of functions that
describe each atomic orbital and therefore construct the wave function. There are two main types of
basis orbitals used in the LCAO approach: Slater type (STO) and Gaussian type orbitals (GTO).
Slater type orbitals:
χn,l,m(r,θ ,ψ) = Nn,l,m,ζYl,m(θ ,ψ)rn−1exp(−ζr) (2.18)
where, n, l and m are quantum numbers, ζ characterises the radial size of the orbital and Nn,l,m,ζ is
the normalisation constant.
Gaussian type orbitals:
χa,b,c(r,θ ,ψ) = N′a,b,c,αx
aybzcexp(−αr
2) (2.19)
where, a, b and c are quantum numbers, which give the angular shape and direction of an orbital
and α characterises the size of the orbitals. Changing the exponential form from exp−r to exp−r2 from
Slater to Gaussian orbitals, changes the form of the orbitals to have a Gaussian function, which is more
efficient at solving the integration of electronic terms of the Kohn-Sham and Hartree-Fock equations.
A common expression when referring to the convergence of the system is to use a big enough
basis set, such that the charge density of a system is appropriately modelled. Different basis sets will
apply a different number of basis functions and different cut-off radii of atomic orbital. This concept

















Figure 2-3: Plane wave orthogonal form compared with the Bloch states near nuclei. Highlighted
are the interstitial regions between nuclei where the two functional forms match (left). The effect of
pseudopotentials on the wave function and Coulomb terms of the system (right). Figure recreated from
the given reference.166
2.4.6 Plane waves and pseudopotentials
Another basis set method that does not consider atom centred basis sets is the plane wave method. Plane
waves are the most popular basis set choice for periodic calculations owing to the simplicity of the
functional form. Plane waves are constant frequency orthogonal waves and are used as mathematical
expressions to construct the wave function and charge density.164,165 Mathematically, plane waves are
the approximated eigenfunctions of the wave function and so can be used to calculate the Hamiltonian
of a system.
Plane waves are expressed mathematically as:
χ(r,θ ,φ) = Nexp[i(kxrsinθcosφ + kyrsinθsinφ + kxrsinθ)] (2.20)
where, N is a normalisation constant and kx, ky and kz are quantum numbers along the cartesian x,
y and z directions.
In 1928 Felix Bloch proposed the theory of electron occupation in bands of a solid material in his
PhD thesis. In doing so Bloch also derived a function for applying periodic conditions to a plane wave
basis set.167 Shown in the wave function notation, the plane wave can be considered as the following
functional form under periodic considerations:
Ψ(r) = u(r)eikr (2.21)
where, eikr is the plane wave function form and u a periodic potential.
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Figure 2-4: Two, three and four-body interactions considered with a forcefield when calculating the
total energy of a system.
Many periodic potentials exist with the simplest being a Fourier series. It is shown, however, that
near the nuclei of atoms in a system the wave function varies rapidly (Figure 2-3). This variation
cannot be accurately captured with the described Fourier series of plane waves. Instead, a method
was proposed by Herring in 1940, called the orthogonalised plane wave method (OPW). In the OPW
method, Bloch sums of the inner core electrons are subtracted from the plane waves, resulting in only
the orthogonalised plane wave form being left to describe the wave function between nuclei (interstitial
region), which results in the wave function being constant at the nuclei (Figure 2-3). Pseudopotentials
are the effective potentials applied to system to subtract the Bloch states of the wave function from
the inner core electrons. The use of pseudopotentials reduces the number of considered electrons in a
system, and significantly reduces the computer time of a calculation.168–170
2.5 Classical methods: molecular mechanics
A rapid method for the analysis of mechanical and structural properties of materials is to use a classical
approach called molecular mechanics.
Molecular mechanics is a method based on Newton’s classical laws. Atoms are modelled as hard
spheres with associated point charges, which are bonded by harmonic springs with associated force
constants. Methods to introduce polarisation effects and charge distribution are available as additional
energy descriptions. The principle behind molecular mechanics is to describe bonding and non-bonding
interactions in a system as simple analytical functions (Figure 2-4). When sufficiently parametrised,
each functional calculates the energy as a consequence to different interactions of connected atoms in
the system171. Interactions often considered in a bonding forcefield are bond stretching 2-body terms,
bond angles 3-body terms, torsion 4-body terms, out-of-plane 4-body terms and non-bonding pair-wise
terms.
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The functional form for each bonding and many available non-bonding terms are given:




where, kr is the force constant, r the distance and req the equilibrium distance of the bond.
Angle bending between three connected species:
Ebend = ∑
bend
kθ (θ −θ eq)2 (2.23)
where, kθ is the force constant, θ is the angle and θeq the equilibrium angle between three connected
atoms.
Torsion angles between four connected connected atoms i.e. the angle created between the two





Vn[1+ cos(nΦ− γ)] (2.24)
where, Φ is the equilibrium phase angle, n is the integer periodicity i.e. the number of minima a bond
passes through during a 360◦ rotation, Vn is the barrier height and γ is the phase factor, which gives the
minimum of the cosine function.
Out of plane bending describes the energy required to raise a central atom from a planar 4-coordinate








VdW (van der Waals) pair-wise non-bonding interactions described as Lennard-Jones172 and Buck-
ingham173 potentials. These functions consist of a short-range repulsive (r−120 or exponential) and long-
range attractive interactions (r−60 ) and are used with a defined cut-off to describe dispersive interactions










where, A, B are constants calculated as:
A = 4εσ12 (2.27)
and
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B = 4εσ6 (2.28)
where, ε is the well-depth of the potential energy profile for the bonding interaction i.e. the bonding


















Another function for describing the vdW interactions in a system is the non-bonding MM3 Buck-
ingham function.173 The MM3 Buckingham function form consists of defined constants for A (1.84
× 105), B (12) and C (2.25) and was proposed as a softer energy function to that used in MM2.
MM3 has been shown to accurately reproduce hydrogen and carbon positions in many aromatic com-
pounds.174,175 The advantage of using the MM3 Buckingham function over the Buckingham function
is that only two constants (ε and r0i j) need parametrising, but the exponential repulsive term, which
better describes short range interactions, is retained.












The Coulombic non-bonding function additionally describes the non-bonding interactions in a sys-






where qi and q j are the point charges of atoms i and j, respectively, and ε0 is the vacuum permittivity.
All energy functions are summed into the final energy functional description in which the total
potential energy (E) of a system is calculated:
E =∑Estretch+∑(Ebend +Estretch−stretch+Estretch−bend)+∑Eoop+∑Etorsion+∑(EvdW +ECoul)
(2.32)
Due to the functional form of the bonding terms, forcefields are often stuck in the harmonic regime,
which only describe a bonding interaction accurately if the bond is near its equilibrium position. Further
details on the harmonic approximation will be detailed later. As a discussion point, non-bonding inter-
actions can be modelled within an anharmonic regime if Morse functions are used instead of Lennard-
Jones or Buckingham functions.176
EMorse(r) = De(1− e−α(r−re))2 (2.33)
where, De is the dissociation energy of the bond, which can be calculated using first-principles
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methods or experimentally resolved from methods such as measuring heats of formation, and α is the
width of the potential energy well.177,178
Forcefields are often derived for specific systems and the treatment of these differs depending on
the ionicity of the system. For example metal oxides and salts are often formed primarily of ionic
interactions and a non-bonding forcefield (vdW and Coulombic energy terms) is sufficient to describe
the structure.179 Organic compounds such as hydrocarbons and proteins are formed primarily of cova-
lent interactions and are therefore often described purely with bonding forcefield parameters.180 It is
clear that a choice is often made between using a bonding or non-bonding forcefield. The advantage
of a bonded forcefield is that orbital directional effects are considered. However, the ability to model
bond formation and breaking is often inaccurate and requires a non-bonding forcefield. When deriving
a forcefield for MOFs the choice between bonding or non-bonding forcefield is no longer available.
Consisting of both organic and inorganic components, MOFs need to be described by both bonding
and non-bonding potential terms to accurately reproduce structural and material properties. Examples
of such forcefields include: Amber, MM3174, DRIEDING181 etc. Although not specifically derived for
MOFs, it has been shown that they can reproduce the organic components of MOFs without the need
to reparameterise. It is the inorganic-organic interaction and metal centres of MOFs that often pose the
greatest challenge when parameterising MOF forcefields.
2.5.1 Existing forcefields for metal-organic frameworks
A brief summary of prominent reported forcefields for MOFs will be summarised to demonstrate the
diversity of existing models.
UFF. The universal forcefield (UFF),182 first reported by Rappe et al. in 1992, is a forcefield with a
plethora of parameters for every element in the periodic table, excluding those most recently discovered
in 2015. Parametrisation of the UFF involves the consideration of element, hybridisation, connectivity
and charges of connected atoms. The UFF considers second, third and fourth order bonding terms such
as bond stretching, bending and torsions as typical harmonic oscillators. Non-bonding interactions are
treated with Lennard-Jones functions with combination rules for the radii and energy well depth terms.
The reported non-bonding function was developed in the Buckingham exponential-6 form:
EvdW = Aexp−Bx−C6/x6 (2.34)
where, the exponential term describes the Pauli repulsion between interacting electron clouds and
C6 attractive term describes the long-range induced dipole-induced dipole dispersive interaction.
Several concepts feature in the UFF that are not common to other forcefields. Firstly, the concept
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of a bond radius (ri j) is used to derive final bond strength and length:
ri j = ri+ r j + rBO+ rEN (2.35)
where, ri and r j are the individual atomic radii for bonded atoms, rBO is a bond order correction and
rEN is an electronegativity correction. The individual bond radii of each atom is derived to reproduce
the natural bond length of the gas-phase diatomic molecules or to reproduce the bond length of a
given element with carbon in an experimental crystal structure. The concept of bond order is used to
scale final bond lengths and strengths between bonded species by the assignment of a proportionality
constant, and are derived from the number of pi-electrons in the molecule (e.g. benzene consisting
formally of 3 double and 3 single C-C bonds has an average bond order of 1.5 per C-C bond). Finally,
an electronegativity correction is required to scale the bond lengths and strengths according to the
distribution of charge across the bond. The electronegativity correction was derived by O’Keefe and
Brese183:
rEN = rir j(
√
χi−√χ j)2/(√χiri−√χ jr j) (2.36)
where, χi and χ j are the electronegativities of atom i and j.
Nuclear effective charges were derived using the charge equilibrium model of Rappe and God-
dard.184
To derive a partial charge with the charge equilibrium model, the energy of the neutral atom (EA0)

















where, the energy of atom A is EA and charge of atom A is QA.
The same principle is then applied to the atom with formal charges of +1 and -1 with the respective
















The energy of the +1 system is assumed to be the ionisation potential (IP) and -1 system the electron














= IP−EA = J0AA (2.40)
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The idempotential (J0AA) is the energy of the Coulomb repulsion between two electrons occupying
the same orbital (i.e. the self-Coulomb integral). Additional considerations are then employed in the
model such as electrostatic balancing and shielding corrections. The partial charges of the system are
then derived under the assumption that the chemical potentials (calculated as the derivative of energy
with respect to the charge) equalise (Equations 2.39 and 2.40). The described conditions lead to a set
of simultaneous equations, which are solved iteratively to assign partial charges (qA) to each atom in














The simplicity of each functional term in the UFF forcefield allows a rapid optimisation of a struc-
ture containing any element types. Due to the complex interactions in MOFs, the UFF is unable to
accurately reproduce metal-oxygen bond lengths.186
UFF4MOF. The UFF4MOF186 reports eighteen additional parameters to extend the UFF forcefield
that are fitted to reproduce the bond lengths between metal and ligand in symmetry representative
clusters of MOFs. Retaining the same functional forms of the UFF, parameters for the bond radius,
angles, coordination numbers and bond orders between atom types of the elements were refitted to
eighteen different atom types in common MOF motifs. Structures considered include the most common
Zn4O(CO2)6 octahedral node found within the IRMOF-series and the Cu-paddlewheel motif found in
a MOF popular for catalysis and gas absorption: HKUST-1. The authors extend the application of the
forcefield to reproduce the lattice parameters of nineteen different periodic MOF frameworks, including
MOF-5, HKUST-1 and MIL-53 to within a 5% error. Structural properties such as unit-cell parameters
and bond lengths are compared to first-principles calculations, but mechanical and thermodynamic
properties are not calculated leaving an uncertainty of the applicability of the forcefield for predicting
the materials properties of MOFs.
MOF-FF. MOF-FF187 is a forcefield parameterised to reproduce first-principles structural and vi-
brational properties of MOFs. The second, third and fourth order bonding terms of the forcefield as
were implemented in UFF4MOF (see above) are harmonic functions using force constants taken from
the MM3 library of existing forcefield potentials for common hydrocarbons and small molecules.174
Non-bonding interactions are represented by the MM3 Buckingham function (Equation 2.30). In addi-
tion to the MM3 Buckingham form, in MOF-FF the non-bonding interactions also include a dispersion
damping term (Equation 2.42) to correct observed over-binding from the attractive r−6 term rising faster
than the exponential repulsive part at very short distances.
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Parameterisation of ε and ri j reproduced the interaction energy and bond lengths as predicted by
first-principles calculations.
The partial charges used in MOF-FF are derived for each MOF separately using the electrostatic po-
tential (ESP) approach. The ESP method firstly requires a quantum mechanical calculation to generate
the electrostatic potentials of the system in bonding regions. Partial charges (q j) are then varied to re-
produce the electrostatic potential (φQM) in regions exceeding the vdW radii (r) for each atom type and
the function as given in Equation 2.43 is minimised. In Equation 2.43, the final term (γ(∑ j q j− qtot))
is a Lagrange multiplier that ensures charge neutrality of the system.













The ESP method has been shown to accurately reproduce molecular and surface charges. ESP
charges can fluctuate for embedded atoms in a crystalline material leading to unrepresentative charges.188
MOF-FF also implements derived partial charges with a Gaussian decay function to dampen elec-
trostatic interactions at short distances and additional Morse functions (Equation 2.33) between metal
and ligand with a dissociation energy of 2.17 eV across all metal-oxygen bonding pairs.
Once initial forcefield parameters and charges had been derived, parameters were refitted using a
genetic algorithm to reproduce the structure of the periodic frameworks as predicted by first-principles
calculations.
The authors of MOF-FF show the forcefield to be capable of accurately reproducing the structure
of five clusters representing the symmetry of common MOFs including the octahedral node of the
IRMOF-series (Zn4O(O2C7H5)6), Cu paddlewheel structures such as HKUST-1 (Cu2(O2C7H5)4) and
the Zr UiO-series (Zr6O4(O2CH)12). Structural properties such as lattice parameters and bond lengths
are presented as further verification of the accuracy of the forcefield. The dependence of MOF-FF
on first-principles calculations and also the general complexity of the general form of the forcefield,
leaves a poor transferability between structures and a computational expense that may be too great for
large-scale screening methods.
QuickFF. Quick-FF reported by Van Speybroeck et al. is a program for deriving forcefield param-
eters for MOFs using first-principles calculations.189 The forcefields generated with Quick-FF have
similar functional form to MOF-FF with bonding terms described by harmonic functions, the MM3
Buckingham or Lennard-Jones function for non-bonding interactions are available and partial charges
are derived using the ESP approach with Gaussian charge distribution. Other charge distribution meth-
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ods are available including Hirshfeld190 and RESP191.
Following the optimisation of a MOF framework with an electronic structure approach, forcefield
parameters can be directly extracted from the ab initio Hessian for each internal coordinate by the
definition of perturbation trajectories across the multi-dimensional PES. The approach for deriving
the forcefield parameters involves the evaluation of strain for each degree of freedom and quantifying
the strain as a function of trajectory along the potential energy surface, allowing a covalent forcefield
energy (VFFcov(q˜n)) to be calculated and harmonic 2, 3 and 4-body force constants (Equation 2.44) to be
derived:




where, kn is the force constant and qn,0 the rest trajectory value i.e. atomic positions prior to the
applied perturbation.
The final trajectories are then fitted to recreate the ab initio PES with a refinement included as an
error functional due to the approach.
The implementation of Quick-FF through a series of python scripts allows for an easy derivation
of forcefield parameters in a form that the authors of MOF-FF have previously shown to reproduce
accurate properties of MOFs. The authors report the application of forcefields derived with Quick-FF
to frameworks including MOF-5 and show similar results are obtained to those calculated with MOF-
FF and structural properties predicted with DFT.189
MOF-FF-CGNB One of the most recent advances in the field of transferable MOF forcefields is
the development of a coarse grained forcefield, which was reported by Schmid et al.192 The principle
of coarse grained modelling is to reduce the number of degrees of freedom in a system by reducing
the number of atoms, and grouping these according to chemical environment. The grouped atoms are
modelled as one entity and referred to as a pseudo atom. A reduced number of degrees of freedom,
leads to cheaper calculations, which allow a transferable application of a forcefield model. Coarse
grained models are commonly applied to systems such as proteins, where chemical processes such as
protein folding, require coarse forcefield models to reduce complexity.
In MOF-FF-CGNB (metal-organic framework forcefield-coarse grain-non bonding), beads are used
to replace individual atoms in a representative system: HKUST-1. Different models are considered for
different levels of coarse-graining possible to represent the structure of HKUST-1. The first, referred
to as the minimal scheme, places beads at each vertex i.e. in the center of each ligand and at the center
of the Cu connections in the metal nodes. The second, referred to the intermediate scheme, places a
bead at each site of the minimal scheme with an additional location at the carboxylic acid head of the
ligand. Finally, there is the building block scheme, where in addition to the beads at the intermediate
locations, there is an additional bead on each ligand at the carbon that links the carboxylic acid carbon
and remainder of the benzene ring.192
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The forcefield details remained similar to MOF-FF but required an additional term to account for





1+ cos(4θa+θ re fa )
]
(2.45)
where, θa is the valence angle, θ re fa is the phase shift and Va the energy barrier.
The coarse-grain Hamiltonian (Hcg) has the dimensions [3Nb, 3Nb], where Nb is the number of
beads considered to represent the structure. The Hamiltonian is calculated using a double sided finite
difference approach, where all virtual positions of the beads are displaced by a distance, d, in a positive
and a negative direction away from the optimised positions. A L-BFGS algorithm is then used to
optimise the system under the coarse grain approach.192
Additionally, a modified Buckingham term is used for the non-bonding interactions in the system:
EvdW+Ci j = Ae
−B(di j−d0i j)− C
(di j−d0i j)6
(2.46)
where, d0i j is an off-set parameter, A and B are repulsive constants and the constant C controls the
strength of the dispersive interaction.
MOF-FF-CGNB is shown to accurately reproduce the mechanical and structural properties of two
different topologies (tbo and pto), which are possible with the connectivity of HKUST-1. The level
of coarse graining is shown to be be important, and the minimal scheme shown to be insufficient for
reproducing the negative thermal expansion properties of HKUST-1. Finally, as the MOF-FF-CGNB
could reproduce the bulk elastic properties of HKUST-1, nano-indentation simulations were conducted,
where a modelled metallic nano-tip was penetrated into the surface of a constructed supercell. Potential
energy of the system was calculated as a function of penetration depth and deformation of the surface
layers reported. Coarse-grain methods are appropriate for nano-indentation simulations due to the large
system sizes.192
MOFomics. The inclusion of MOFomics in this section is questionable as there is no structural
relaxation or forcefield implemented, however, the MOFomics program is capable of screening thou-
sands of MOFs for gas absorption properties.193 The prediction of accurate gas absorption isotherms is
currently the most popular use of a forcefield for MOFs, making MOFomics an attractive alternative to
deriving forcefields for MOFs for a rapid prediction of such properties.
The process behind MOFomics is simple, and starts with the application of symmetry operations to
the experimental coordinates of a crystallographic information file to extract all cartesian coordinates of
the atoms in the non-primitive unit cell. Bonds are then identified if the atom distance is shorter than the
sum of the covalent radii of two neighbouring atoms. Isolated atom clusters coordinates are removed
to desolvate the structures, and partial occupancy disorder removed by favouring atom positions with
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Figure 2-5: Pore systems of ZIF-8 (Zn), MIL-53 (Al) and MOF-5 (Zn) as considered by the approach
in the MOFomics program.193
higher occupancies and disregarding those of lower occupancy.
Following the preparation of input coordinates, the channels and portals in the structure are iden-
tified and characterised. Portals are defined as closed looped paths through the structure with no in-
tersection across atom positions, and channels identified as links between the portals. The vdW radius
of the atoms forming the walls of the channels are subtracted from the calculated cylinder volume of
void space. A final consideration is the internal volume within cages of the framework. The three-
dimensional method of Delaunay triangulation is used to calculate the largest sphere of free-volume
in each cage. The combination of calculating the free-volumes of the portals, channels and cages of
a MOF allows the internal free-volume and surface area to be calculated. The authors then show the
application of MOFomics in characterising and identifying the gas absorption properties of over 800
experimental MOFs and 1600 hypothetical MOFs, and make conclusions of structural features of the
MOFs with the volumetric gas uptake capabilities calculated.193
MOFomics uses simple mathematical rules to characterise each structure and approximated gas
absorption properties. The accuracy is therefore questionable, however, the method has allowed a
large-scale screening approach for functional properties of MOFs that may not be possible or as rapid
with more complex forcefield models.
2.5.2 Molecular dynamics
The theory behind molecular dynamics is also based on the Newtonian laws of motion and the potential
parameters used to compute the forces on atoms remain the same as those used in molecular mechanics.
Solving Newton’s second law of motion (Equation 2.47) affords the velocity and acceleration of the







where, Fxi is the force on an atom in a direction (xi) of a given mass (mi).
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Ensembles
Within MD there are multiple ensembles available within the molecular dynamics method, which apply
conditions to the simulations:
NVE Microcanonical NVE ensembles fix the number of atoms, volume and energy of the system
throughout the simulation.
NVT Canonical NVT ensembles fix the number of atoms, volume and temperature of the system
throughout the simulation. The No`se Hoover thermostat is the most popular thermostat used to control
a predefined temperature of system. A heat bath is applied using a Hamiltonian with an additional
degree of freedom.194–196
NPT Isothermal-Isobaric NPT ensembles fix the number of atoms, pressure and temperature of the
system throughout the simulation. A barostat, in addition to a thermostat, is required to control a
predefined pressure throughout the simulation. The Berendsen coupling bath method is commonly
employed as a barostat during MD simulations. The Berendsen barostat uses a scaling factor, which is
a function of pressure.197
Integration algorithms
Integration methods calculate the molecular dynamic trajectories with a predefined time step. A time
step is a length of simulation time at which the acceleration and trajectories of the atoms are calculated.
To calculate the acceleration and velocities of the atoms at time (t), an algorithm to integrate Newton’s
equation of motion is required, all algorithms use Taylor expansions:185:









∂ t4c(t)+ ... (2.48)






∂ t3c(t)+ ... (2.49)
a(t+∂ t) = a(t)+∂ tb(t)+
1
2
∂ t2c(t)+ ... (2.50)
b(t+∂ t) = b(t)+∂ tc(t)+ ... (2.51)
where, the velocity (v) is the first derivative, the acceleration is calculated from the second deriva-
tive (a), b is calculated from the third derivative and c is calculated from the fourth derivative etc.
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The Verlet algorithm is the most common integration scheme employed within MD. Using both the
accelerations and positions of the atoms at time t and time of the previous step, (t - δ t) (Equation 2.52),
to calculate those at the time of the next step, (t + δ t) (Equation 2.53).185
r(t−∂ t) = r(t)−∂ tv(t)+ 1
2
∂ t2a(t)− ... (2.52)
r(t+∂ t) = r(t)+∂ tv(t)+
1
2
∂ t2a(t)+ ... (2.53)
The sum of these equations gives:
r(t+∂ t) = 2r(t)− r(t−∂ t)+∂ t2a(t) (2.54)
The velocities at (t + ∂ t) can then be calculated by dividing the sum of the functions for (t - ∂ t) and
(t + ∂ t) (Equation 2.54) by 2∂ t.
The disadvantage of the Verlet algorithm is that it cannot simultaneously calculate positions and
the kinetic energy contribution to the total energy. The velocity Verlet algorithm developed by Swope
et al.185 evaluates positions, velocity and accelerations simultaneously:
r(t+∂ t) = r(t)+∂ tv(t)+
1
2
∂ t2a(t)+ ... (2.55)
v(t+∂ t) = v(t)+
1
2
∂ t[a(t)+a(t+∂ t)] (2.56)
The positions at (t + ∂ t) are then calculated from the velocities and acceleration at time t. Veloc-
ities are then calculated at (t + 12∂ t), at which point new forces are calculated from these positions to
calculate the accelerations at (t + ∂ t). The final step is to resolve the velocities at (t + ∂ t), which is
done so with the final equation185:






∂ ta(t+∂ t) (2.57)
Assigning initial velocities and equilibration
When initially starting a MD simulation, fluctuations in temperature and pressure and unit cell volume
can lead to unphysical observation in materials properties. Such fluctuations are due to the manner in
which the initial velocities are assigned to the atoms in a system. A Maxwell-Boltzmann distribution
of velocities are assigned to each atom randomly, such that each atom is subjected to a different initial
thermodynamic temperature.198 A period of time must be run and disregarded prior to continuing
the simulation after randomly assigning velocities in the system. This period of time is called the
equilibration time of the simulation. Wild fluctuations in total energy or other properties such as unit
54
cell parameters should not be observed if the system is at equilibrium. Once at equilibrium, properties
of the system in time can be calculated.
2.5.3 Reciprocal k-space
The use of cartesian space for visualising atomic positions is logical, but not efficient for computational
modelling. An alternative approach is to use crystal planes with (hkl) notion used to describe a plane
of the unit-cell of the crystal with respect to the main crystallographic axis. Each crystal plane has an
associated unit vector (nˆhkl) and spacing between planes (dhkl). For simulations the definition of crystal





k = k1a∗+ k2b∗+ k3c∗ (2.59)
The definition of a vector (Ghkl) allows each point within the unit-cell to be described by a family
of planes in real space (a, b and c) (Equation 2.58), where a∗ = 2pi(b×c)a.(b×c) , and b
∗ and c∗ are calculated
by an iterative procedure. This can be further extended to define a general vector (k) in reciprocal
space (k-space) as a function of lattice lengths opposing crystal planes (Equation 2.59).199 The use of







Properties such as atomic densities (n(r)) in reciprocal space are calculated as Fourier transforma-
tions under periodic considerations as a function of the general reciprocal lattice vector, k (Equation
2.60).200
2.5.4 Band structures
The dependence of electronic (or vibrational) energy as a function of wave vector through the periodic
Brillouin zone is called the band structure (Figure 2-6). Visualisation of a band structure is achieved by
plotting electronic (or vibrational) energy vs wave vector for particular trajectories along high symmetry
paths of the Brillouin zone.201 High symmetry paths will depend on the underlying symmetry of the
material, but once plotted the band structure consists of a series of points of allowed energy states
(Figure 2-6). The allowed energy states form a continuous band with varying curvature as a function
of crystal wave vector. The curvature of a band is also referred to as the dispersion, and contains




Figure 2-6: a) High symmetry paths in the Brillouin zone of a crystal belonging to the space group
number 216. Image was generated using the Crystallographic Bilbao Server.202 b) Band structure and
DOS of black phosphorus, calculated using the PBE functional with the D2 vdW correction using the
VASP code.165,203,204
A common property derived from the curvature of an electronic band structure is called the effective
mass (m∗e). The “true” mass (m) of a particle such as electron can be calculated with the Newtonian law
of motion (F = ma), considering both the force (F) and acceleration (a) of the particle.205 In a crystal
the momentum of a electron moving through the Brillouin is changed by the variation in potential of
the changing chemical environment of the crystal.199 As a consequence, the true mass of the electron












where, E(k) is the energy an electron at wavevector k.
The calculation of the effective mass of a 1D parabolic band can be simplified (Equation 2.61) to
be a function of the curvature of a band.206 As the approximation is dependent on a parabolic shape of
the band, the effective mass should only be derived from the maxima or minima of a dispersed band,
and final values will vary with energy ranges sampled.
The inverse relationship between the effective mass and the curvature of a band means that flat
bands with little dispersion have a high effective mass. The smaller the value of the effective mass, the
greater the acceleration of the electron in the system, suggesting an increase in electrical conductivity
in that region of the Brillouin zone. Effective masses are often reported for both electrons and holes
(m∗h). Furthermore a band can possess more than one value of effective mass with different eigenvectors
through the Brillouin zone, in this case the lower value of effective mass is referred to as a light electron
or hole and greater value as a heavy electron or hole.
56
Figure 2-7: Heat travelling through a solid periodic material generated from a computer simulation by
Chandler et al.208 Lattice is partitioned by rods (white) to block phonon mobility in distinct regions of
the crystal.
2.5.5 Density of states
The electronic density of states (DOS (D(E))) is the number of states (either vibrational or electronic)







The DOS is calculated via the integration in reciprocal-space over the Brillouin zone (Equation
2.62), where Vcell is the volume of the unit-cell, εi,k is the energy of an electron (or phonon) as a
function of k-space, k, E is the energy difference between two electrons (or phonons) (E = ε j - εi). An
example of a DOS plotted for black phosphorus is given in Figure 2-6.207
The DOS can be decomposed into element contributions to the total DOS, allowing a detailed
analysis of electronic contributions to be analysed. Furthermore the DOS allows visualisation of the
fundamental band gap, which is identified as a gap in the spectra due to an absence of available states.
2.6 Lattice dynamics and phonons
The oscillations/vibrations of atoms in a periodic solid material increase as a function of temperature.
A phonon, is a quantum of vibrational energy (hω , where ω is the angular frequency, and h is Planck’s
constant) and is a quantum particle possessing wave-particle duality properties.
The transport of heat (an example shown in Figure 2-7) through a solid material other than a metal







Figure 2-8: Reduced zone representation of phonon band structure plotted as a function of wavevector
(k). Figure recreate from the given reference.209
system is therefore critical in understanding thermodynamic stability and calculating the temperature
dependence of material properties.
There are two types of vibrational modes possible in a solid crystal, these are referred to as acoustic
and optical modes (Figure 2-8). Acoustic modes correspond to a uniform displacement of the whole
crystal in the directions x, y and z. Hence when plotting a phonon bandstructure, which depicts the
variation in frequency of a mode as a function of wavevector, three modes are present at 0 energy at the
Γ-point. These 0 energy modes are called the Γ-point or acoustic modes, and for a thermodynamically
stable structure, should be at the lowest energy. Optical modes correspond to the out of phase movement
of oscillating atoms. All modes other than the three described acoustic modes are optical modes of the
crystal. The frequency that each mode occurs at depends on the nature of the collective out-of-phase
motion occurring in the crystal. As a further consideration a vibrational mode can either propagate
transverse (perpendicular) or longitudinal (parallel) to the direction of atom movement.166,210
2.7 The harmonic approximation
When considering the interatomic potential (U) between two bonding atoms separated by an inter-
atomic distance (r), different approximations are made to simplify modelling the potential energy sur-
face of such a system. In a “real” system an interatomic potential has an anharmonic form with a
complex shape (Figure 2-9). Describing the potential energy surface in a functional form for an anhar-
monic system is complicated. A common approximation to such a description is called the harmonic
approximation. The harmonic approximation originates form a Taylor expansion of the interatomic






































Figure 2-9: Potential energy profiles of a 2-body potential between atoms under the harmonic, quasi-
harmonic and anharmonic approximations (left) and Helmholtz free-energy vs volume following the
fitting of an equation of state (right). Highlighted (blue dotted line) is the shift in minima of free-
energy with volume expansion. Figure is recreated from the given reference.211
The first term corresponding to the internal energy or lattice energy, is a constant and therefore
can be disregarded for lattice dynamics. The second term is the gradient of the interatomic potential
and corresponds to a force. Forces are minimised in the configuration at r0 and so the second term
vanishes. The third term ( 12(
δ 2U
δr2 )0x
2) is the curvature, or second derivative of the interatomic poten-
tial.212,213 The second-order term is called a force constant and its dependence on the square of the
displacement distance results in a parabolic fit to the minimum of interatomic potential surface. Un-
der the harmonic approximation only the force constants are considered when calculating the potential
energy of the system (Figure 2-9), hence the approximation’s inability to describe an anharmonic po-
tential energy surface. Third-order and higher expansions of the Taylor series are assumed to give a
negligible contribution to the total energy and are not included in the harmonic approximation.
2.8 Calculating phonon frequencies and vibrational properties
There are different approaches to calculating phonon frequencies, but the general concept is the same
across all methods. The second-order force constants must be calculated from the curvature of the
potential energy surface. A dynamical matrix (D), which is a Fourier transformed mass weighted force
constant matrix (F), is then constructed to calculate the vibrational frequencies. For periodic materials
additional considerations need to be made to ensure the dynamical matrix is a function of a reciprocal
lattice vector from the Brillouin zone. This is done by multiplying the dynamical matrix by the phase
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factor exp(ikri j), where ri j is the interatomic vector. The dynamical matrix is now a function of lattice
vector k and is referred to with the notation D(k). The vibrational frequencies are the square root of
the eigenvalues of the dynamical matrix D(k).214,215
Mathematically, the dynamical matrix is expressed as:





Fiα jβ (k) (2.64)
where,





exp(ik(ri j +R)) (2.65)
To calculate the vibrational frequencies of phonons in a system there are three main approaches:
the frozen phonon method (real space), finite displacement method (reciprocal space) and density func-
tional perturbation theory (DFPT) (reciprocal space). The earliest method for calculating phonon fre-
quencies with ab initio methods was the frozen phonon method.216 The frozen phonon method is a
direct method and assumes the eigenvector of the phonon and atomic displacements are frozen. A plot
of cohesive energy vs amplitude and phonon frequencies could be extracted without force evaluation.217
More recent methods for phonon frequency calculation use the fact that the force constants be-
tween atoms are dependent on the displacements and forces. The finite displacement method involves
displacing all atoms in all directions by given distance and conducting single point calculations on each
generated displacement.213 Crystal symmetry often reduces the number of unique displacements pos-
sible. The dynamical matrix of force constants is then constructed and the eigenvalues, of which the
coupled vibrational modes of the system are the square root, are calculated by diagonalisation of the
matrix.
The final approach detailed here for calculating vibrational frequencies is DFPT (also referred to as
the “linear response method”). In DFPT derivatives of the DFT electronic energies with respect to dif-
ferent perturbations are calculated. When calculating properties such as Born charges the perturbation
is the application of an external potential.218 When calculating phonons, however, the perturbation is
the displacement of the atoms (as was the case for the finite displacement method).219 The difference
between the finite displacement method and DFPT is the phonon frequencies are directly calculated
by direct diagonalisation of the dynamical force constant matrix. The theory is based on the perturba-
tive expansion of the Kohn-Sham energy functional and uses the Hellmann-Feynman approximation,
which states the ground state wave function can be used to calculate the first-order correction to the
total energy following perturbation.220
Classical methods can directly calculate the phonon frequencies through direct diagonalisation of
the dynamical matrix using analytical second-order force constants. The square root solutions of the
eigenvalues following diagonalising the matrix give the vibrational modes of the collective system.
Once the vibrational frequencies are calculated, using one of the methods that have been described
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above, the vibrational partition function (Zvib) can be calculated by summing over each vibrational
energy level (Uvibm ) of each vibrational mode (m), U
vib








1− exp(−hω/2kBT ) (2.66)
To calculate properties such as heat capacities, free-energies and thermal expansion coefficients,
vibrational entropy and temperature must be included into the model, which leads to the calculation of
free-energy as opposed to internal or lattice energy. Fixing the 0 K unit-cell volume gives Helmholtz
free-energies and allowing the unit-cell to relax at a defined temperature leads to the calculation of
Gibbs free-energies.
The Helmholtz free-energy (A) is the sum of the total internal energy of the system (U0), vibrational
zero point energy (Ezp) and temperature dependent vibrational entropy (TSV ) at constant volume (V).
A(T,V ) =U0(V )+Ezp(V )−T SV (T,V ) (2.67)
and the Gibbs free-energy at constant pressure (P) is given by:
G(T,P) =U0(V )+Ezp(V )−T SV (T,V )+PV (2.68)
A simple relationship now exists between Zvib and A:
A =−kBT lnZvib (2.69)
With the Helmholtz and/or Gibbs free-energy of the system calculated, properties such as the heat











where wk is the weighting of each k-point used to sample the k-space.
2.9 Quasi-harmonic approximation
The quasi-harmonic approximation (QHA) is a way to account for anharmonicity of the “real” inter-
atomic potential originating from thermal expansion. The QHA involves minimising the Helmholtz
free-energy at constant volume at a given number of lattice expansions and contractions away from the
global minimum structure. An equation of state is then fitted across the calculated temperature depen-
dent Helmholtz free energies, which shifts the minimum in Helmholtz energy with volume according
to a defined temperature (Figure 2-9). The available equation of states are volume and free-energy






























where, B0 is the bulk modulus.
The theory is still dependent on calculations conducted under the harmonic approximation, but the
consequent volume dependence of vibrational frequencies is considered an anharmonic effect, where
the force and displacement of bonds are not linear. The consideration of volume change to the minimum
in Helmholtz free-energy with each temperature allows the free-energy to be considered as a Gibbs free-
energy. Accurate temperature dependent properties such as the Gru¨neisen parameter, bulk modulus and
constant pressure heat capacity of the system can be calculated using the Gibbs free-energy.
62
Chapter 3
Transferable forcefield models for MOFs
The continued synthesis of novel frameworks with increasing chemical complexity and multiple ener-
getically accessible topologies has lead to tens of thousands of characterised frameworks. European and
government funded databases, such as The Materials Project221 and Cambridge Structure Database222,
have collated many experimentally characterised and theoretically predicted MOF frameworks and pre-
pared the structures to be “modelling ready” for computations. Modelling ready refers to the removal
of thermal disorder in crystallographic files, removal of solvent molecules in the pores and the addition
of charge capping molecules/atoms to leave neutral frameworks. Once edited the structures can be
modelled, and material properties predicted.
Due to the increasing number of available databases of MOF structures, the application of dif-
ferent modelling approaches in a transferable and scripted manner, to screen through the structures to
determine specific material properties, is becoming ever more prevalent in the literature. The most com-
putationally expensive approach for materials screening has been the application of DFT for prediction
of electronic structure properties such as fundamental band gap and electronic band structures.221,223
A vast amount of computational resources are required for electronic structure screening as well as the
large requirement of data storage facilities, and although the concept of “big data” storage requirements
is not a new concept in computational sciences, it remains a prominent problem in materials screening.
An alternative approach to electronic structure screening, when predicting structural and mechan-
ical properties of materials is to use a cheaper transferable approach, applying simple mathematical
models or general forcefield parameters across the database of structures.224,225 The application of
transferable forcefields across databases of MOF structures is a popular approach for the prediction of
gas absorption isotherms and elastic constants.226 Parameterisation of molecular mechanics forcefields
is known to produce more accurate structures, but the derivation of such models often renders a force-
field that is too specific to be appropriate for materials screening procedures. Much effort is therefore
now spent on “juggling” between accuracy and transferability of forcefield models.
In the two papers presented in this chapter we derive the foundations of two different transferable
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Figure 3-1: Logo of the BTW-FF (left) and VMOF (right) forcefield parameterised to reproduce the
structural and mechanical properties of MOFs
forcefields for MOFs: BTW-FF and VMOF (Figure 3-1). VMOF can be considered as an extension
to BTW-FF, which was derived to improve the transferability of our parameterised forcefield. In both
papers we describe the problems associated with ensuring all parameters remain transferable but also
how to ensure the parameters have a physical basis, i.e. no force constant has been increased above
chemical sense to force a bond length or angle to take the values predicted by first-principles calcula-
tions. The intention of both papers is to provide accurate but transferable and easy to use forcefields
that can be used by the community for large-scale screening applications.
3.1 Paper 1 - Transferable Force Field for Metal-Organic Frameworks
from First-Principles: BTW-FF
The following paper reports the derivation and testing of the BTW-FF forcefield for recreating structural
and mechanical properties of MOFs as predicted with first-principles calculations.227 The forcefield is
applied to a subset of six initial structures that possess different bonding connections and pore topolo-
gies. A particular discussion point is the distinction between deriving charges for periodic frameworks
and for symmetry representative clusters of the materials. Cluster models are commonly adopted for
deriving charges as they reduce computational cost, and it is assumed that parameters derived for large
clusters would suffice for the periodic motifs. We show by comparing Bader charges for small and
large clusters of MOF-5 with the periodic framework, that the long-range interactions of the charged
carboxylic acid head groups lead to a systematic error in derived charges of the cluster models. The
purpose of the following paper is to discuss the ease of derivation of the forcefield and the accuracy of
the properties produced for each topology considered.
In general, the forcefield produces accurate structural, mechanical and vibrational properties of the
considered MOFs and was one of the first transferable forcefields published for MOFs, that had been




The general format of the BTW-FF forcefield is to use MM3 bonding parameters for the ligands and
derive MM3 Buckingham terms for the metal node and interaction between metal and ligand.174 Addi-
tional bonding terms are also used for the interaction between metal and ligand. The explicit functional
form of each bonding interaction of the MM3 forcefield is given in the paper. Effective atomic charges
are derived using the atoms in molecules theory by Bader.228,229 When calculating Bader charges, a
topological analysis is carried out whereby the first derivatives of charge density is calculated in real
space using a first-principles approach, which allows the identification of regions of zero flux, where
the gradient of charge density is zero (bond critical points). Bond critical points are defined boundaries
where the density in a bond is at its minimum. These are therefore regions where the density associated
with each atom type can be defined. Once a region of charge density has been associated with each
atom type a numerical value of charge can then be assigned via integration methods.
Negative thermal expansion
The increase or decrease of lattice parameters of a solid material with temperature variation is referred
to as thermal expansion. For most solids, due to increased amplitude of atom oscillations with increas-
ing temperature, the lattice parameters and volume of the unit cell increase, and is referred to a positive
thermal expansion. A rarer phenomenon is the converse scenario and is referred to as negative thermal
expansion (NTE) (Figure 3-2).
The term NTE was rarely used between 1960-1990 and the most popular material to be investi-
gated for this property was ZrW2O8.230,231 With the development of perovskites, zeolites and MOFs
the number of publications using the term NTE rapidly increased. Thermal expansion can either be
described by a linear term (αL) derived considering the change in lattice parameters (L) or volumetric


















The extent of thermal expansion in a material is dependent on the strength of bonding interactions
within the system. Metal oxides such as ZrO2 often show little thermal expansion due to strong metal-
oxygen bonds.233
Several mechanisms have been reported for a range of materials that undergo NTE. The first mech-
anism to rationalise NTE is often seen in perovskites such as BaTiO3. With increasing temperature









node rotation in MOFs
-ve expansion in MOFs
+ve expansion
Figure 3-2: Representative thermal expansion profiles of materials (left) and depiction of node rotation
with temperature in MOF-C22 (Zn2+/PDC1) that results in negative thermal expansion (right).232
perovskites coupled to structural phase changes is the driving force for the ordering. The decreased
length of metal-oxygen bonds with increasing temperature results in NTE. Once crystallised into the
high temperature cubic phase, BaTiO3 no longer undergoes negative thermal expansion.234,235 Another
origin of NTE occurs in materials such as LiAlSiO4, in which intercalated Li2+ cations migrate.236,237
With increasing temperature, the mobility of the Li2+ cations increases, and their distribution through
the structure alters such that the lattice contracts. In materials such as Ta16W18O94 the origin of NTE
is attributed to bulk structure defects e.g. grain boundary dislocations.
The most common mechanism for NTE in materials is, however, attributed to transverse vibrational
modes. In materials such as zeolites, CuO2, GaP and InSb, a coupling of transverse vibrational modes
and consequent metal polyhedra rotation results in structural phase changes and contraction of the unit
cell with increasing temperature.238,239 The transverse vibrational modes originate from metal-O(or
P)-metal connections, where the angle between the connections decreases with increasing temperature,
causing a rotation of metal polyhedra and an increase in material density.230 The majority of described
mechanisms result in NTE between particular temperature ranges. As depicted (Figure 3-2), most ma-
terials reach a thermodynamic limitation where above a certain temperature, it is no longer favourable
for the material to continue to contract and instead unit cell expansion is observed.
Most known MOFs undergo negative thermal expansion, and are therefore unusual materials where
examples of positive thermal expansion is rare. MOFs belong to the final discussed mechanism of NTE,
associated with transverse vibrational modes. Goddard et al. reported modelling a MOF (MOF-C22)
that undergoes negative thermal expansion with molecular dynamics simulations.232 The simulations
captured a rotation of metal node coupled to a distortion of ligand out of plane with the unit cell axis
(figure 3-2). The described structural distortions were attributed to transverse vibrational modes across
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ligand-metal-ligand interactions analogous to those connections in zeolites, CuO2, GaP and InSb. An-
other feature of thermal expansion in MOFs is that there is not often a temperature at which the structure
would begin to expand following contraction. The poor stability of MOFs with increasing temperature
often results in structural decomposition or collapse due to dissociation of the weak VdW interactions
between metal and ligand. As depicted (Figure 3-2) the thermal expansion profile of MOFs from ex-
perimental and computation work only features NTE. The mechanism proposed by Goddard for NTE
has been supported by numerous other investigations, both computational and experimental.240–242
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3.1.2 Forcefield parameter files
The forcefield parameter files can be found as open-source resources at the following Github address:
https://github.com/WMD-group/BTW-FF
3.1.3 Personal contribution
My personal contribution to the paper entitled “Transferable Force Field for Metal-Organic Frame-
works from First-Principles: BTW-FF” included the initial derivation of the BTW-FF forcefield and
calculation of structural, mechanical and vibrational properties. DFT calculations for the initial optimi-
sation of the MOF frameworks were conducted by D.Tiana and calculation of effective atomic charges
using the Atoms in Molecules theory by Bader was a collective effort between myself and D. Tiana.
3.1.4 Access statement
This is an open access article published under an ACS AuthorChoice License, which permits copying
and redistribution of the article or any adaptations for non-commercial purposes.
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ABSTRACT: We present an ab-initio derived force ﬁeld to
describe the structural and mechanical properties of metal−
organic frameworks (or coordination polymers). The aim is a
transferable interatomic potential that can be applied to MOFs
regardless of metal or ligand identity. The initial para-
metrization set includes MOF-5, IRMOF-10, IRMOF-14,
UiO-66, UiO-67, and HKUST-1. The force ﬁeld describes the
periodic crystal and considers eﬀective atomic charges based
on topological analysis of the Bloch states of the extended
materials. Transferable potentials were developed for the four
organic ligands comprising the test set and for the associated Cu, Zn, and Zr metal nodes. The predicted materials properties,
including bulk moduli and vibrational frequencies, are in agreement with explicit density functional theory calculations. The
modal heat capacity and lattice thermal expansion are also predicted.
1. INTRODUCTION
Metal−organic frameworks (MOFs), or coordination polymers,
are hybrid materials that display a range of unique properties
that can be used for a variety of applications ranging from gas
storage and catalysis to photovoltaics and drug delivery
systems.1−3 MOFs are formed via the coordination of metals
and organic ligands in a self-assembled manner to create an
extended crystalline material. The number of possible
combinations of building blocks is therefore vast, and the
associated crystal structures and properties are often unpredict-
able. To reduce eﬀorts spent on reﬁning the optimum
conditions for the synthesis of a particular MOF, and to
identify compositions of particular interest, accurate property
predictions from computer simulations would be highly
beneﬁcial.
The emerging ﬁeld of “materials design” has largely been
based around the application of modern electronic structure
techniques, such as density functional theory (DFT), to predict
the structures and properties of new materials.4−8 Such
approaches are appropriate for high-symmetry close-packed
inorganic materials but are challenging for the large and
complex crystal structures associated with MOFs. For example,
a “complex” quaternary semiconductor such as Cu2ZnSnS4 can
be described using only 8 atoms in its primitive unit cell,9 while
a “simple” MOF can require several hundred atoms. For
example, the popular framework MOF-5 has 106 atoms in its
primitive cell and 424 atoms in its conventional crystallographic
cell. A high-quality calculation of a single MOF poses a heavy
computational burden; a large-scale screening is prohibitively
expensive.
An alternative to a direct quantum mechanical treatment,
which usually involves a self-consistent numerical solution of
the Kohn−Sham or Hartree−Fock equations, is the use of an
analytical interatomic potential or force ﬁeld that can describe a
range of properties of interest.10,11 An accurate and transferable
force ﬁeld for MOFs would provide a means of rapidly
screening material compositions and properties for particular
applications.
A number of initial MOF force ﬁelds have been recently
reported.12−16 These have been mainly ﬁtted for speciﬁc MOF
structures that were highlighted experimentally as possessing
functional properties. An example by Vaduyfhuys et al. is a
force ﬁeld for the Al containing MIL-53.17 One common
approximation for MOF potentials, to reduce the complexity of
parametrization, is to ﬁx the atom positions within the unit cell.
This approach is generally used for probing gas adsorption
using Grand Canonical Monte Carlo (GCMC) or Molecular
Dynamic (MD) simulations. The advantage is that the
intraframework interactions need not be considered, facilitating
fast screening,2,18−23 but materials response functions are not
described. As an extension to this approach one can conduct
hybrid GCMC and MD calculations to model structural
transitions of ﬂexible MOFs.24−26
A second approach is to use a generic force ﬁeld derived for
molecules such as proteins, hydrocarbons, and common gases;
OPLS-aa (Optimized Potentials for Liquid Simulationsall
atom), DREIDING, and MM3 (Molecular Mechanics 3) are
examples of these.27−29 The application of generic force ﬁelds
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to MOFs, which consist of both organic and inorganic
components, is highly convenient but approximate. While
large-scale screenings can be again performed,30,31 complex
geometries and interactions are often not modeled with
quantitative accuracy. Recent progress includes UFF4MOF,
an extension of the universal force ﬁeld (UFF)30 to describe
some common metal−organic framework motifs.32
A third common approach to MOF force ﬁelds is to
construct representative ﬁnite clusters (fragments) of the full
MOF crystals.33 The advantage is faster derivation with a
reduced number of interaction parameters (and degrees of
freedom) in the model. The disadvantage is that the neglect of
periodicity and long-range interactions is unphysical and
standard mechanical, thermal, and dielectric properties cannot
be described in the absence of a sophisticated embedding
procedure.
In this paper, we report a force ﬁeld to describe metal−
organic frameworks parametrized by ﬁrst-principles crystal
structures and electron density. The aim is a transferable
potential form suitable to describe the majority of ligand and
metal combinations for MOFs, including predicting properties
of novel compositions. In contrast to the universal force ﬁeld
approach in which general parameters not ﬁtted for MOFs and
ﬁxed generic charges are employed, we develop a force ﬁeld
that has been ﬁtted explicitly to the periodic frameworks. Some
initial parameters have been reﬁned from existing force ﬁelds
(MM3 and MOF-FF) and the functional format of MM3 is
preserved.34−36 Ligand and metal interatomic potentials are
parametrized and validated across multiple MOF structures and
atomic charges are determined based on topological analysis
using Bader’s atom in molecules theory (AIM)37 of the
equilibrium electron density from solid-state DFT calculations.
2. METAL−ORGANIC FRAMEWORKS
We consider six representative MOFs covering three of the
most common isoreticular frameworks: [MOF-5 (Zn4O-
Figure 1. Comparative illustrations of the repeating units of Zn-containing MOF-5, IRMOF-10 and IRMOF-14 with the organic ligands shown
underneath each structure. Torsion angle (atom types 170-913-902-912) labeled as x has been highlighted.
Figure 2. Comparative illustrations of the repeating units of Cu-containing HKUST-1 and Zr-containing UiO-66 and UiO-67 with the organic
ligands shown underneath each structure. Torsion angle (atom types 912-903-903-912) labeled as y has been highlighted.
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(BDC)3), IRMOF-10 (Zn4O(BPDC)3), IRMOF-14 (Zn4O-
(PDC)3), UiO-66 (Zr6O4(OH)4(BDC)6) , UiO-67
(Zr6O4(OH)4(BPDC)6), and HKUST-1 (Cu3(BTC)2)], as
illustrated in Figures 1 and 2.
MOF-5 was ﬁrst reported by the group of Yaghi.38 It is
formed of Zn4O clusters and 1,4-benzenedicarboxylate (BDC)
organic ligands. The Zn metal centers are in tetrahedral
coordination with respect to oxygen (Figure 1), which is similar
to the bulk metal oxide. The crystal structure can be described
by its primitive rhombohedral unit cell of dimensions a =
18.289 Å, α = 60.0°. The cubic unit cell of MOF-5 has the
associated dimension of a = 25.832 Å and space group Fm3 ̅m.39
The ligands form the edges of the cubic structure and the metal
clusters the corners. Each unit cell contains half the ligand
molecules orientated face-on and half rotated 90° into the
plane. The structures of IRMOF-10 and IRMOF-14 are
analogous to that of MOF-5, diﬀering only in the ligand
identity. The organic ligand comprising IRMOF-10 is 4,4′-
biphenyldicarboxylate (BPDC), whereas for IRMOF-14 it is
pyrene-2,7-dicarboxylate (PDC). The cell parameter for the
cubic unit cell of IRMOF-10 is a = 34.281 Å, while IRMOF-14
is a = 34.381 Å.39
Beyond the isoreticular Zn-MOFs, UiO-66, UiO-67, and
HKUST-1 were also modeled (see Figure 2). UiO-66 is formed
of Zr6O4(OH)4 clusters 12-coordinated to BDC ligands, such
that each Zr ion is in octahedral coordination with capping η3-
OH and η3-O anions.40,42,43 The cubic cell dimension for UiO-
66, with the space group F4̅3m, is a = 20.978 Å.40 The crystal
structure of UiO-67 is similar but composed of the biphenyl
ligand (BPDC); the extension is analogous to that of MOF-5 to
IRMOF-10. The behavior of the BPDC ligand diﬀers for UiO-
67 due to a ligand twist (labeled y in Figure 2). First-principles
calculations predict the twist across the central carbon atoms
connecting the two aromatic rings to be approximately 31°.
UiO-67 also has the space group F4 ̅3m, with cell dimension a =
27.094 Å.40,44 The UiO series is of increasing interest for MOF
applications due to their high thermal stability up to 813 K and
resistivity to water decomposition.45
HKUST-1 diﬀers in relation to the structures previously
discussed. Here, the ligand is 1,3,5-benzenetricarboxylic acid
(BTC), as shown in Figure 2. This MOF, ﬁrst reported by Chui
et al.,41 is of interest not only for its high gas storage capacities
but also for its unique electronic structure originating from
Cu−Cu interactions. The room temperature experimental
crystal structure infers metal−metal separation of 2.63 Å. The
metal nodes in HKUST-1 are Cu, which are in a square planar
coordination resulting in a 3D network with a paddlewheel
geometry and three voids of diameters 5, 11, and 13.5 Å,
respectively. Each metal center has 4 BTC ligands, with
additional water coordination in vertical alignment with the
Cu−Cu interaction, resulting in a pseudo-octahedral geometry
for hydrated crystals. The water can be removed and/or
substituted to further expose the metals.46,47 In this paper, we
will consider only the dehydrated HKUST-1 structure.
HKUST-1 has a cubic crystal symmetry (space group Fm3 ̅m)
with a lattice dimension of a = 26.343 Å. Table 1 gives a
summary of unit cell parameters of each structure described.
3. THEORETICAL APPROACH
3.1. Reference Solid-State Electronic Structure Calcu-
lations. In order to provide systematic benchmark data,
electronic structure calculations for the periodic crystals were
performed using DFT as implemented in the VASP (Vienna
Ab-Initio Simulation Package) code.48,49 All calculations were
performed using the PBEsol functional,50 which is a semilocal
functional that usually predicts equilibrium structures in very
good agreement with experiment; its success for MOFs has
been well demonstrated.3,51 Comparison of diﬀerent exchange-
correlation functionals for a range of materials shows that the
structures and frequencies of PBEsol are among the most
accurate currently available for solids.52,53
The computational setup diﬀered between structures due to
variations in the unit cell size. A 2 × 2 × 2 k-point grid was used
for the optimization of UiO-66. Due to the larger unit cells of
MOF-5, IRMOF-10, IRMOF-14, UiO-67, and HKUST-1, only
Γ-point sampling was performed. The quasi-Newtonian
relaxation employed for structural optimization was converged
to forces of 0.005 eV/Å or lower. A kinetic energy cutoﬀ of 500
eV was employed for the plane-wave basis set. Scalar-relativistic
projector-augmented wave (PAW) potentials were used to
model the interactions between the core and valence electrons
on each atom, with the 3d electrons treated explicitly for Zn.
Eﬀective atomic charges for each atom type were derived using
the AIM theory on the total electron density (i.e., the sum of
the PAW and valence density) for the optimized structure.54
Vibrational frequencies were calculated with Γ-point sampling
of the Brillouin zone using the ﬁnite displacement method.
3.2. Force Field Parametrization and Testing. The
functional form of MM3 is maintained in our parametrization.
Thus, the overall energy expression is
∑ ∑
∑ ∑ ∑
= + + +
+ + + +
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opb tor vdW Coul
(1)
where str = stretch, tor = torsion, opb = out of plane bend,
Coul = Coulomb, and vdW = van der Waals interactions and
where the usual bond stretching and bending modes are
described, in addition to longer range van der Waals
(dispersion) and Coulombic interactions. Nonbonding inter-
actions were calculated using the Buckingham equation:




























vdW radii and ε values are given in Table 4. Default values for
the A, B, and C constants were used (184000.0, 12.0, 2.25,
respectively) as deﬁned in TINKER.
The MM3 force ﬁeld has been shown to recreate organic
systems accurately and, more recently, has been applied to
MOF structures.33−36,55 The TINKER package56,57 contains
the full set of the MM3 force ﬁeld parameters and has a range
of capabilities for crystal structure and property calculations.
Table 1. Experimentally Determined Crystal Structure
Parameters of Six Metal−Organic Frameworksa
MOF metal oxidation ligand
space
group a (Å) N
MOF-539 Zn II BDC Fm3̅m 25.832 424
IRMOF-1039 Zn II BPDC Fm3̅m 34.281 664
IRMOF-1439 Zn II PDC Fm3̅m 34.381 760
UiO-6640 Zr IV BDC F4 ̅3m 20.978 456
UiO-6740 Zr IV BPDC F4 ̅3m 27.094 684
HKUST-141 Cu II BTC Fm3̅m 26.343 576
aOxidation refers to the formal metal oxidation state, while N refers to
the number of atoms in the unit cell described.
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The XTALMIN program inside of TINKER was used to apply
periodic boundary conditions allowing the full crystal to be
modeled and optimized. The internal positions are described
using connectivity (in the absence of space group symmetry).
When considering the interaction between organic and
inorganic building blocks both “bonding” and “nonbonding”
contributions were included. Atom types were assigned based
on the element and the environment of the crystal. The
reparameterization of the MM3 force ﬁeld include the terms
describing the carboxylic head and interaction between metal
node and ligand. New parameters were also derived for the
metal node, particularly for the metal−inorganic oxygen
interaction. TINKER default values of the Buckingham
potentials were used in association with Coulomb long-range
terms to describe nonbonding interactions.
Vibrational frequencies were calculated at the Γ-point using
the VIBRATE program, and bulk moduli with the DYNAMIC
program in the TINKER package through molecular dynamic
simulations. A series of Canonical (NVT) ensemble calcu-
lations were employed to ﬁx the unit cell volume at 1 K with
negligible kinetic energy contribution. Unit cell volumes were
sampled every 0.01 Å for ±1% from the equilibrium volume
(V0). Simulations were run for 250 000 dynamic steps with a
time step of 1 fs at 1 atm with an Ewald cutoﬀ of 11 Å.
Constant temperature of the system was maintained with a
Nose−́Hoover thermostat. The Velocity Verlet algorithm was
used to integrate the Newton equations. Average values of the
potential energy were taken from the ﬁnal 50 ps (500 dynamic
steps). The bulk moduli (B0) of each structure was calculated
using the isothermal Birch−Murnaghan equation of state (eq
3). Data processing was implemented in Octave using the
Asturﬁt program, which performs a least-squares ﬁt to the
Birch−Murnaghan equation of state.58,59






















































Linear (α) (eq 4) and volumetric (β) (eq 5) thermal
expansion coeﬃcients were calculated from a series of
anisotropic isothermal−isobaric (NPT) ensemble calculations.
The Berendensen bath coupling method was used as a barostat
to maintain deﬁned pressures. The temperatures were sampled
at 1 K and between 80−500 at 50 K increments with 500 K as
an additional temperature point. The program DYNAMIC was
used to calculate the average lattice parameters over 50 ps
following equilibration for 200 ps.


























For isotropic expansion 3 × α = β; this relationship was used
when calculating the volumetric thermal coeﬃcients from the
linear thermal coeﬃcients. The value of the lattice parameter a
when calculating the linear thermal expansion coeﬃcient was
taken as the average of the 298 K MD simulation and ∂a/∂T is
the average slope over the temperature range 80−500 K.
Finally, isochoric heat capacities (CV) were calculated within
the harmonic approximation from the vibrational frequencies of
each structure for temperatures ranging between 80 and 500 at




























3.3. Molecular versus Periodic Charges. One distinction
of our MOF potential is the choice of eﬀective atomic charges.
When deriving eﬀective charges the core atomic density is often
not considered due to the use of a pseudopotential or eﬀective
core potential. This leads to a systematic error in the calculation
of the atomic surfaces, making bonds appear more ionic in
nature.60 With the PAW method, we can reconstruct the total
charge density of the system as a sum of the valence and PAW
density. The eﬀective charges derived from topological analysis
of charge density for diﬀerent structural representations of
MOF-5, including those of BTW-FF (with and without the
core density) are listed in Table 2.
Analysis of data ﬁrst conﬁrms the importance of including
core charges for MOFs. The diﬀerences are large, especially for
the carboxylic head of the ligand. Second, comparing charges
derived from the Bloch states versus ﬁnite molecular orbitals,
we show that similar results can be obtained when a large
cluster is used. In contrast, the standard molecular UFF
parametrization has a more ionic description with charges larger
in magnitude for all atoms.
4. RESULTS
To begin, topological analysis of charge density of the
equilibrium MOF structures from the electronic structure
Table 2. Comparative Bader Charges Derived for a Small Cluster (SC) (79 Atom, Zn4O13C42H30) and Large Cluster (LC) (328
Atom, Zn32O104C120H72) of MOF-5 Compared with Those Derived for the Periodic System Used in the BTW-FF and UFF
Modelsa
Bader charges (au)
atom type element BTW-FFinc.core BTW-FFexc.core SC LC UFF
172 Zn 1.281 1.408 1.291 1.291 1.308
913 C (acid) 1.497 2.683 1.558 1.536 1.912
912 C (benz) −0.053 −0.011 −0.058 −0.055 1.912
902 C (C−Cacid) −0.008 −0.007 0.010 −0.003 1.912
170 O (acid) −1.151 −1.768 −1.195 −1.168 −2.300
171 O (inorganic) −1.115 −1.336 −1.171 −1.207 −2.300
915 H (H−C) 0.126 0.083 0.090 0.123 0.712
aAlso given are the periodic charges with and without the inclusion of core density. Charges are given in atomic units.
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calculations was performed to obtain the eﬀective atomic
charges to be used in the force ﬁeld. The values are presented
in Table 3. Comparable charges were derived for MOF-5,
IRMOF-10, and IRMOF-14, and also for UiO-66 and UiO-67.
The higher charge of Zr is consistent with its higher oxidation
state. Similar derived charges for each atom type allowed
average charges to be used, resulting in a fully transferable
model, analogous to that of an UFF implementation.
The values used for the van der Waals radii and polarizability
(ε) parameters describing the nonbonding interactions in each
structure are given in Table 4. The derived parameters of Zn
and Cu are similar to those derived by Schmid et al.34 Zr is
heavier and its higher oxidation state in UiO-66 results in
greater polarizability; hence, its values are larger. The Zr
parameters are similar to those already used within inorganic
crystals.61
The ﬁnal set of force ﬁeld parameters to describe all MOFs
reported here are included as Supporting Information (SI) and
an online repository, which will be updated with future
potentials.62
4.1. IRMOF Series. The lattice parameter agreement
between the equilibrium BTW-FF and DFT (PBEsol)
structures is very good (errors of less than 1%). The full
internal structural parameter comparison for MOF-5, IRMOF-
10, and IRMOF-14 is provided as SI. Atom type assignment is
shown in Figure 3.
An interesting observation was made when deriving the
potentials for both MOF-5 and IRMOF-10. Initial para-
metrization resulted in slightly distorted ligand structures
with a nonplanar torsion angle occurring between the O-
C(carb)-C(phen)-C(phen) (170-3-902-2) (labeled as x in
Figure 1). For comparison a DFT(PBEsol) calculation was
run starting from a 2.73° angle, where the equilibrium structure
gave a distortion of 1.04°. Our data suggests that the ground-
state of the ligands in MOF-5, IRMOF-10, and IRMOF-14 is
slightly distorted, with a space group of lower symmetry than
the average one identiﬁed at room temperature. This distortion
is likely to ﬂuctuate at higher temperatures, with an average
structure that is planar (double well potential). The force ﬁeld
parameters presented contain a torsion potential to suppress
this distortion and recreate experimental data; however, it can
be removed without disrupting the remainder of the frame-
work.
4.2. UiO-Series. Compared to the IRMOF series, the
structural ﬁt of UiO-66 and UiO-67 proved more challenging to
converge. The equilibrium lattice constants are within 0.51% of
the DFT(PBEsol) values. The ligand potentials used to model
the IRMOF structures are transferable to UiO-66 and UiO-67
with small errors in bond lengths and angles (see SI). Atom
type assignments are shown in Figure 4. The results and the
error associated with the Zr−inorganic oxygen bond (2.23 and
2.67% in UiO-66 and UiO-67, respectively) suggest a more
robust nonbonding interaction for these bonds may be required
to improve the overall accuracy of the models (e.g., higher-
order multipoles in the electrostatic summations).
To stress the close relationship between MOF-5 and UiO-66,
the ligand potentials for the BDC ligand remained unchanged
Table 3. Atomic Charges Derived Via Topological Analysis for Each Atom Type in Each MOFa
eﬀective atomic charges (au)
element atom type MOF-5 IRMOF-10 IRMOF-14 UiO-66 UiO-67 HKUST-1 avg. charges
C (benz) 912 −0.054 −0.046 −0.044 −0.058 −0.060 −0.023 −0.050
C (acid) 913 1.497 1.538 1.538 1.576 1.548 1.540 1.539
C (Cbenz−Cacid) 902 0.008 −0.028 0.051 −0.056 0.006 −0.011 −0.008
C (Cbenz−Cbenz′) 903 −0.012 −0.035 −0.024
O (acid) 170 −1.151 −1.163 −1.156 −1.181 −1.182 −1.091 −1.154
O (inorganic) 171 −1.115 −1.214 −1.224 −1.189 −1.881 −1.186
O (O−H) 75 −1.242 −1.244 −1.243
H (H−C) 915 0.126 0.105 0.092 0.129 0.096 0.158 0.118
H (H−O) 21 0.622 0.623 0.622
metal 1.281 1.295 1.297 2.601 2.610 1.036 1.291 (Zn), 2.605 (Zr)
aAtomic charges are given in atomic units and total average charges of all structures are given.
Table 4. van der Waals Radii and ε Values Used for the
Transition Metals within the MOF Structuresa




aEpsilon refers to the polarizability of the atoms, which is an energy
term within the van der Waals function in the MM3 format (eq 1).
Figure 3. Atom type deﬁnitions used for MOF-5/IRMOF-10/IRMOF-14.
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between the structures. This is also the case for IRMOF-10 and
UiO-67. The one exception is that in order to recreate the 31°
twist across the central bond of the biphenyl ligand within UiO-
67, the applied k-force for the torsion (912-903-903-912 atom
types) was reduced. The resultant twist of UiO-67 was 32.2°.
The Zr potential is fully transferable between UiO-66 and UiO-
67.
4.3. HKUST-1. The equilibrium lattice constants of
HKUST-1 show errors of less than 0.1%, with the internal
structure parameters also well described (see SI). See Figure 5
for atom type assignment. The nature of the Cu−Cu bonding is
somewhat in debate; chemically each Cu ion is formally
divalent (d9) and the unpaired spin form open-shell and closed-
shell singlets, as well as a (ferromagnetic) triplet state.63,64
Here, it was necessary to model Cu−Cu as 5 coordinate, that is,
bonded to 4 carboxylic acid oxygens in the equatorial positions
and 1 Cu in the axial position. Reasonable k-force was required
to model this metal−metal interaction. Future work could
extend these HKUST-1 potentials to include water coordina-
tion as described in the introduction of this paper to form a
pseudo Cu octahedral environment.
4.4. Property Calculations. To validate the accuracy and
transferability of the potential model beyond equilibrium
structures, a series of materials property calculations have
been performed. We have determined the bulk moduli and
vibrational frequencies for each structure using our force ﬁeld
and compared these to available reference data. These
properties are extremely computationally expensive to calculate
on the DFT potential energy landscape but are straightforward
using our potential model.
The calculated bulk moduli are given in Table 5, with the
energy/volume curves provided in Figure 6. An excellent
agreement with reference values for all structures besides UiO-
66 is shown. The trends in the obtained bulk moduli of the
MOFs is also consistent with available experimental and DFT
calculated values. UiO-66 appears to be an unique case due to
the large increase in mechanical strength for UiO-66 when
comparing this value with the structurally similar UiO-67. To
our knowledge, experimental values for the bulk modulus of
UiO-66 are not available currently to provide a deﬁnitive
reference. The large diﬀerence between the bulk moduli of
MOF-5 and UiO-66 is due to the coordination and oxidation
state diﬀerences of the metal centers in either structure. In
MOF-5 the metals are 4-coordinate and formally Zn2+ and in
UiO-66 the metals are 6-coordinate with 6 further capping
ligands to create a total outer coordination of 12. In addition,
the formal oxidation state of the metals in UiO-66 is Zr4+. UiO-
66 can therefore be considered as being formed of stronger
interactions, which increase the mechanical strength of the
material.
It should be noted that the bulk modulus of a material is
temperature dependent. Direct comparison with experimental
data is therefore not often appropriate when discussing
accuracy to athermal calculations.67 Furthermore, where values
Figure 4. Deﬁnition of atom types for UiO-66 and UiO-67.
Figure 5. Deﬁnition of atom types for HKUST-1.
Table 5. Bulk Moduli of MOF-5, IRMOF-10, IRMOF-14,










aValues reported are those using BTW-FF and available reference data
from DFT calculations. Reference calculations used Density Func-
tional based Tight Binding (Kuc et al.)66 and PBE functional (Wu et
al.).65 Note that the bulk modulus is related to the second derivatives
of the energy with respect to volume and hence is sensitive to the
theoretical approach.
Figure 6. Energy/volume curves for MOF-5, IRMOF-10, IRMOF-14,
UiO-66, UiO-67 and HKUST-1, from which the bulk moduli were
derived via an equation of state.
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from other DFT studies are compared, it should be
remembered that these values are sensitive to the choice of
functional, where the bulk modulus is proportional to the
equilibrium cell volume, that is
= − ∂∂K V
P
V0 (7)
where standard local and semilocal functionals can produce
large errors.
Vibrational frequencies were calculated and compared with
those from DFT (PBEsol) (see Figure 7). A generally good
agreement is found for all structures. There are, however,
frequencies in the 1900 cm−1 to 3000 cm−1 range for UiO-67
and IRMOF-10, which are not calculated with DFT. We can
assign these anomalous modes to stretches involving the central
C−C bond (atom types 903-903). The force constants
involving the connection of this central bond were
strengthened to prevent the previously discussed carboxylate
head twisting distortion occurring. Further additional modes for
UiO-67 and also for UiO-66 were predicted by BTW-FF in the
same frequency region. Analysis of the associated eigenvectors
conﬁrms these to be due to stretching modes within the Zr−
O(O−H) (atom types Zr-75) bonds. These bonds have the
largest error (2.23% and 2.67% for UiO-66 and UiO-67,
respectively, Supporting Information Table S2) when com-
pared to the equilibrated DFT structure. HKUST-1 was not
included in the vibrational frequency analysis as the DFT
proved to be too expensive to compute due to the larger crystal
structure. It should be noted that soft modes associated with
the carboxylate torsion of the ligands were present in all cases.
This torsion has previously been described and labeled as x in
Figure 1.
As a further analysis, we compare the vibrational frequencies
of the IRMOF and UiO-series with DFT (B3-LYP) data
previously reported and analyzed by Civalleri et al. and
Valenzano et al. for the respective series of structures (Table
6 and Table 7).44,68 Assignment of the vibrational frequencies
for prominent stretching and bending modes shows an
excellent agreement in our reported results using BTW-FF
and those from DFT (B3-LYP). This agreement further
supports the accuracy of our model.
Occupation of the lattice phonons at ﬁnite temperatures
leads to changes in the crystal structure parameters. Linear and
volumetric thermal expansion coeﬃcients have been calculated
to determine the change in unit cell size with increasing
temperature. Many MOFs are known to contract with
increasing thermal energy due to transverse vibrational modes
of the ligands. Details describing the causes of negative thermal
expansion in solid materials are detailed in a referenced
review.69 The phenomenon is not to be confused with
structural changes that occur following the evacuation of
internal solvent molecules.
Negative thermal expansion was calculated for each structure
as shown by the thermal expansion coeﬃcients (Table 8). The
extent of unit cell contraction with temperature is shown in
Figure 8. IRMOF-10 experiences the greatest thermal
contraction due to bending modes of the biphenyl ligand.
IRMOF-14 and MOF-5, although containing the same metal
node as IRMOF-10, have more rigid ligands and therefore
contract less with temperature. The UiO series contract the
Figure 7. Γ-point vibrational frequencies between 500−3500 cm−1 for
MOF-5, IRMOF-10, IRMOF-14, UiO-66, UiO-67, and HKUST-1.
DFT calculated (left) and BTW-FF calculated (right). Note: DFT
(PBEsol) frequencies for HKUST-1 could not be computed owing to
the computational expense.





(MOF-5) MOF-5 IRMOF-10 IRMOF-14
Oacid−Zn−Oacid bend 114 111 123 136
Zn−Oinorganic−Zn bend 136 174 181 178−179
Zn−Oacid−Cacid bend 263 283 302−305 284
Zn−Oinorganic
asymmetric stretch
512 497 497−498 493
Zn−Oacid symmetric
stretch








1421 1394 1471−1473 1355−1382
aReference DFT calculations B3-LYP level of theory in the CRYSTAL
code (Civalleri et al.). Reported DFT values are for MOF-5.68









μ3−O stretch 673 671−672 667−671
O−H bend 771, 814 778−779, 810−812 872
Cacid−Oacid symmetric
stretch
1408 1380, 1408 1363
aReference DFT calculations B3-LYP level of theory in the CRYSTAL
code (Valenzano et al). Reported DFT values are for UiO-66.44
Table 8. Calculated Linear (α) and Volumetric (β) Thermal
Expansion Coeﬃcients of MOF-5, IRMOF-10, IRMOF-14,
UiO-66, UiO-67, and HKUST-1
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least due to the high charge on the Zr metal node resulting in a
rigid extended structure. The inﬂuence of the charge on the
metal is highlighted by the diﬀerence in behavior of UiO-67
and IRMOF-10. These structures contain the same ligand, but
due to the higher ionicity of UiO-67, soft bending modes of the
biphenyl ligand are no longer present. The ﬁnal structure,
HKUST-1 also exhibits very weak negative thermal expansion
at high temperatures. A low charge was calculated on the Cu
metal centers (Table 3) suggesting that HKUST-1 exhibits
harder structural properties due to the rigidity of the
tricarboxylate ligand and not increased ionicity. Calculated
values are consistent with those previously found from
experiment and MD simulations.70−72
Finally, volumetric heat capacities were calculated at constant
volume from the vibrational frequencies (eq 6) for each
structure under the harmonic approximation. The heat capacity
describes the energy required to increase the temperature of a
material by a given quantity and is determined from the
changes in vibrational occupancy with increasing temperature.
The values plateau at relatively low temperatures (200−300 K)
suggesting low Debye temperatures (Figure 9). Unfortunately,
little experimental data is available on the heat capacity of
MOFs to date for comparison.
5. CONCLUSIONS
We have parametrized a new interatomic potential to describe
the crystal structures and properties of metal−organic frame-
works. The force ﬁeld is shown to accurately reproduce the
structural parameters of MOF-5, IRMOF-10, IRMOF-14, UiO-
66, UiO-67, and HKUST-1. The ligand parameters are
transferable between the Zr and Zn frameworks and are
expected to be valid for other systems of interest. Bulk moduli
and vibrational frequencies have been calculated and are in
agreement with calculations on the DFT (PBEsol) potential
energy surface. Finally, we highlighted the importance of
periodic boundaries when deriving empirical parameters for
MOFs. Future work will concern extending this model to other
systems and extending the range of materials response
functions that can be calculated for hybrid frameworks.
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3.2 Paper 2 - A general forcefield for accurate phonon properties of
metal-organic frameworks
The following paper is an extension to the previous paper, building on concepts of the previous BTW-
FF227 forcefield, a new transferable forcefield, named VMOF, was derived. Several improvements to
both the accuracy and transferability were made to the BTW-FF. Firstly, the effective atomic charges
that were derived by Bader analysis of the charge density243–245 using first-principles calculations in
BTW-FF, were replaced with Gasteiger246 charges in VMOF. Gasteiger charges are derived using a
pseudo charge equilibrium scheme, where the orbital electronegativity is only partially equalised using
an iterative procedure depending on the identity of the nearest neighbour bonding. The advantage
of Gasteiger charges over Bader charges is that the Gasteiger charges can be derived using a single
processor on a local machine using the GULP molecular mechanics programme.
When deriving VMOF we found imaginary phonons associated with enforcing a planar torsion
across the head of the carboxylic acid group (Ocarb-Ccarb-Cbenz-Cbenz). First-principles calculations,
as reported in the paper, confirm the phonon instability to be due to this torsion, which following
imaginary eigenvectors allowed rotation of the carboxylic acid heads to leave angles ranging from
1-10◦ in the archetypal MOF-5. Force constants in VMOF for this torsion were derived from first-
principles calculations, but all other bonding forcefield parameters remain from the CHARMM library.
MM3 non-bonding parameters are derived by a relaxed fitting procedure to reproduce the bond
lengths and mechanical and vibrational properties of an initial subset of MOFs. Furthermore, the MM3
non-bonding parameters are derived with the respective metal oxide included in the fitting procedure,
structural, mechanical and vibrational properties were again fitted. The final MM3 parameters are
therefore capable of reproducing the bulk materials of the MOFs studied, and of their respective oxides,
for example the parameters for MOF-5, which is comprised of Zn metal nodes, can also reproduce the
material properties and structure of ZnO. During the fit of VMOF we observed a greater accuracy if the
MM3 Buckingham constants, which were originally derived for hydrocarbons,174 were varied slightly.
A full discussion of the change to the MM3 constants is given in the paper.
Other changes to the BTW-FF to derive the VMOF forcefield, include using the CHARMM bond-
ing forcefield parameters opposing those from the MM3 forcefield for BTW-FF. Additionally, the
change from using the TINKER247 programme to using GULP248,249 for the VMOF forcefield makes
the forcefield more accessible, owing to GULP being a more popular programme to use for solid-state
materials.
The main focus of the following paper is the accuracy of the vibrational properties, including those
calculated using the QHA, thus allowing the consideration of volume change with temperature as an
anharmonic effect. It is anticipated that the simplicity of the derivation of VMOF would encourage
the community of MOF modellers to use the forcefield, and also would allow for the preparation of a
large-scale screening procedure of the vibrational properties of MOFs.
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3.2.1 Forcefield parameter files
The forcefield parameter files can be found as open-source resources at the following Github address:
https://github.com/WMD-group/VMOF
3.2.2 Personal contribution
My personal contribution to the paper entitled “A general forcefield for accurate phonon properties of
metal-organic frameworks” included the derivation of the VMOF forcefield and calculation of struc-
tural, mechanical and vibrational properties with both DFT and VMOF. Other work done by myself
includes structural optimisation with DFT and quasi-harmonic approximation (QHA) calculations with
VMOF and DFT QHA calculations on NOTT-300. J.M.Skelton conducted the DFT QHA calculations
on MOF-5, IRMOF-10 and UiO-66 and provided python scripts for producing IR and DOS plots and
integrating Phonopy with GULP.
78
This journal is© the Owner Societies 2016 Phys. Chem. Chem. Phys.
Cite this:DOI: 10.1039/c6cp05106e
A general forcefield for accurate phonon
properties of metal–organic frameworks†
Jessica K. Bristow,a Jonathan M. Skelton,a Katrine L. Svane,a Aron Walsh*ab and
Julian D. Gale*c
We report the development of a forcefield capable of reproducing accurate lattice dynamics of metal–
organic frameworks. Phonon spectra, thermodynamic and mechanical properties, such as free energies,
heat capacities and bulk moduli, are calculated using the quasi-harmonic approximation to account for
anharmonic behaviour due to thermal expansion. Comparison to density functional theory calculations
of properties such as Gru¨neisen parameters, bulk moduli and thermal expansion supports the accuracy
of the derived forcefield model. Material properties are also reported in a full analysis of the lattice
dynamics of an initial subset of structures including: MOF-5, IRMOF-10, UiO-66, UiO-67, NOTT-300,
MIL-125, MOF-74 and MOF-650.
1 Introduction
Metal–organic frameworks (MOFs), formed from metal cations
and anionic organic molecules, are versatile materials with a
range of functional properties. There are a vast number of
possible candidate structures from known metals and ligands,
which may self-assemble into a variety of 3D MOF structures.
Developing a cheap, transferable and accurate method for
initial property screening of potential MOF candidates for
applications such as gas absorption, explosives detection and
use in solar energy conversion is therefore desirable to reduce
the cost and time of experimental work. Given the tractable, but
still computationally expensive, nature of density functional
theory (DFT) and higher levels of first principles theory, the
development of forcefields capable of reproducing structural,
mechanical and vibrational properties of MOFs would be highly
advantageous to the large community of computational chemists
interested in the thermoelastic properties of MOFs.
A current dilemma for the development of forcefields for
MOFs is the choice between transferability and accuracy. Large
scale screening procedures oﬀer a powerful tool for guiding
experimental work but often involve multiple approximations,
creating a level of uncertainty when used to calculate complex
properties. Ab initio derived forcefields for prediction of charges
and force constants oﬀer accurate reproduction of the properties
of individual or families of MOFs with similar topologies, but
lack transferability. However, one must also consider that the
purpose of using a forcefield for materials with large primitive
unit cells is to remove the need to conduct expensive higher
level calculations in the first place. A final consideration is
associated with the diversity of MOFs. Due to diﬀering compo-
sitions and topologies, the nature of the interaction between
metal and ligand ranges between ionic and covalent. To derive
one forcefield capable of reproducing all such interactions is a
challenging task.
A vast number of forcefields for MOFs have already been
reported; here we give a summary of the most prevalent and
recent developments as a brief but broad overview. When
parameterising a forcefield for MOFs there are many diﬀerent
approaches one can take. Firstly, existing transferable force-
fields, such as CHARMM,1,2 MM3,3,4 GAFF5 and UFF,6 which
have been extensively derived for common organic and, to a
lesser extent, inorganic compounds, oﬀer an abundant source
of reasonable parameters for the individual components of
MOFs. It is therefore only the interaction between metal and
ligand for which additional potential parameters must be
derived. UFF4MOF7 is an example of such a forcefield, reported
by Addicoat et al., where the forcefield is an extension to the
Universal forcefield (UFF). The UFF consists of multiple para-
meters capable of adequately reproducing the structures of
organic molecules and inorganic clusters with little specific
fitting. Indeed its incorporation in many user-friendly visualisa-
tion programs has increased the popularity of the UFF forcefield
over many other more specifically parameterised transferable
forcefields such as CHARMM. UFF4MOF employs additional
atom types with parameterised valence coordination, equilibrium
bond distances, eﬀective charges and bond angles of the UFF to
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achieve a more accurate reproduction of the structure of clusters
and periodic models of diﬀerent MOFs. A more specific
modification of UFF to reproduce the interaction of IRMOF-10
with CO2 was reported by Borycz et al.
8
Another approach is to derive bonding force constants and
partial charges for each individual MOF using DFT calcula-
tions. MOF-FF is an example of a DFT-derived forcefield and
was developed by Schmid et al.9 MOF-FF is capable of reprodu-
cing the structure and properties of many MOF topologies with
initial parameterisation using the MM3 forcefield. The force-
field is then further fitted for individual MOFs based on data
obtained from first principles calculations. The transferability
for many families of MOFs has therefore not been extensively
tested. Quick-FF was published by Van Speybroeck et al.10 and
oﬀers a method for rapid application of a forcefield to a MOF
based on force constants extracted from a first principles
Hessian. Quick-FF is still based on the MM3 non-bonding
functional form but bonding parameters must be input by
the user for the MOF of interest. The application of Quick-FF
to MOF-5 and MIL-53 was reported, and was shown to reproduce
both the structural parameters and the breathing behaviour of
MIL-53.10 Here derivation of charges and bonding parameters
remains dependent on first principles calculations. BTW-FF, our
own previously reported MOF forcefield, which has been shown
to reproduce the structure and properties of many diﬀerent MOF
topologies, also used partial charges obtained from DFT, using a
Bader analysis of the charge density of each MOF considered.11
Finally, large scale screening procedures can be based on a
primitive mathematical description of the bonding in a frame-
work or using a transferable forcefield, such as UFF, for all
structures. High-throughput computational screening oﬀers a
valuable method for an approximate initial analysis of properties
such as volumetric gas uptake or surface area. Screening also
oﬀers a means of structure prediction for hypothetical frame-
works based on possible bonding considerations.12–15
Comparisons of forcefields for simple MOFs, such as MOF-5,
are now standard practice and oﬀer little evaluation of the
diﬃcultly in derivation of the forcefield. Furthermore, the
transferability of parameters across variations in the topology
and crystallinity are rarely extensively tested. In particular, a
recent focus is on defects and disorder in MOFs. Alterations of
the frameworks must still render accurate and reliable results
with the same forcefield parameters.
We highlight the calculation of phonon properties to be a
relatively sparsely populated area of study for MOF forcefields;
indeed, many forcefields, including previous work of ours, have
merely compared vibrational G-point frequencies and plotted
IR spectra. Phonon properties are critical for the analysis of
dynamic stability, particularly if soft-modes are present, energetic
stability (via free energies) and finite-temperature properties.16–20
Calculating phonon properties, such as phonon dispersion
curves, with DFT is costly, and is only affordable and practical
for specific MOFs of interest. Routine screening of phonon
properties for large numbers of MOFs is currently only affordable
with forcefield methods. One must also remember that experi-
mental structures are often determined using X-ray diffraction.
This can lead to inaccurate structure refinement of hydrogen
positions and assignment of space groups that represent average
structures. For some MOFs this may lead to loss of information
regarding subtle distortions, such as non-planarity of carboxylate
groups. Analysing the phonon stability of the structure, particularly
for DFT calculations, is expensive and often avoided during
electronic structure analysis. A transferable forcefield, not
specifically fitted for each individual MOF, may allow small
distortions of a framework to be identified, though the extent to
which this is possible may depend on whether polarisability is
included in the model or not. Optimising MOFs with a force-
field prior to using DFT may therefore be beneficial.
A final note regarding the importance of phonon property
calculations is that MOF forcefields are often fitted at 0 K to an
experimental structure determined at room temperature.
Furthermore, temperature dependent properties (such as bulk
moduli) from a 0 K optimisation are also often compared to
room temperature experiments. Incorporating the consideration
of temperature through free energy minimisation is a desirable
alternative solution to having to make such approximate
comparisons.
Here we present a new forcefield derived with the intention
to bridge the gap between accuracy and transferability, while
also incorporating an extensive analysis of phonon properties.
The forcefield, named VMOF (vibrational metal–organic frame-
work), is derived with the intention to be transferable, accessible
and accurate when reproducing the structure and dynamical
properties of MOFs. VMOF is a development of our previously
reported BTW-FF forcefield for MOFs. In this paper we report the
foundations and derivation of VMOF, along with a comparison
of initial structure parameters and mechanical properties calcu-
lated for a range of MOFs. Themain focus of the paper is then on
discussing the accuracy of the forcefield for reproducing phonon
properties obtained from DFT. We report densities of states
(DOS), infra-red (IR) spectra and temperature dependent thermo-
dynamic properties, such as free energies, vibrational entropy, and
constant volume heat capacities. We show this new forcefield to be
capable of accurately reproducing properties for an initial subset of
MOFs. Finally, we perform quasi-harmonic calculations that, to
the best of our knowledge, have not been previously reported for
the given structures, and report additional temperature dependent
structural properties.
2 Methodology
2.1 First principles reference calculations
Reference quantum mechanical calculations were conducted
to have a standard method of validation of the new forcefield.
The Vienna ab initio Simulation Package (VASP)21 code was used
to perform Kohn–Sham density functional theory (DFT) calcula-
tions using the PBEsol exchange–correlation functional.22 The
projector-augmented wavemethod23 was used for the interaction
between core and valence electrons of all atoms in the system.
During optimisation, all forces were converged to values
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cut-off of 600 eV. G-Point sampling of the Brillouin zone was
considered sufficient for the MOFs owing to the unit cell
dimensions of the systems, excluding MOF-74, which required
a 4  4  4 k-point grid. A D3 van der Waals correction24 was
included and found to be necessary to remove phonon
instabilities for some MOF structures. Reference calculations
for the binary oxides: ZnO, Al2O3, TiO2 and ZrO2, were
performed with the same convergence criteria in VASP, with
the chosen polymorphs being wurtzite, corundum, rutile and
baddelite, respectively. The k-point grid and plane wave cut-off
were converged separately for each metal oxide, with final
values being given in the ESI† along with the optimised unit
cell parameters.
2.2 Forcefield calculations
VMOF was derived using the General Utility Lattice Program
(GULP) code, which has extensive capabilities suited to both
inorganic and organic materials.25,26 VMOF considers the metal
node and organic component as essentially separate entities
interacting only by modified MM3 Buckingham potentials, in
addition to the Coulomb terms.











The MM3 Buckingham functional (eqn (1)) form consists
of defined constants, A (1.84  105), B (12) and C (2.25), and
was proposed as a ‘‘softer’’ energy function to that used in
MM2. MM3 has been shown to accurately reproduce hydrogen
and carbon positions in many aromatic compounds.3,4 The
two remaining parameters per atom type, epsilon and the van
der Waals radius, were fitted to reproduce phonon stable
metal oxide structures by deriving these parameters for
both the metal and the inorganic oxygen. The reference
to inorganic oxygen here describes oxygen atoms that are
coordinated only to metal atoms. Epsilon and van der Waals
terms for the carboxylate oxygen and hydroxyl oxygen atom
types were fitted in a relaxed fitting procedure to reproduce
structural and mechanical properties of all the MOFs being









, to reduce the number of
parameters that require fitting, thus increasing the transfer-
ability. The long-range cut-oﬀ of the MM3 Buckingham poten-
tials was set to 12 Å.
The derivation of parameters for the organic ligands was
considered separately. Intramolecular bonding parameters for
the ligands are taken directly from the CHARMM library and
are implemented as harmonic functions. We consider the
intramolecular bonding parameters between neighbouring
atoms, angles between three connected neighbours and torsions
between four connected atoms. A small modification was made
to the CHARMM parameters for the 4-body torsion across the
carboxylate head of all ligands considered, the derivation of
which will be discussed later.


























where, kr, ky and kC are interatomic force constants, r the
distance between pairs of atoms, y andC are angles, q represents
point charges and e0 is the vacuum permittivity. Note that the
harmonic bonding terms in GULP possess a multiplication factor
of 12, and so CHARMM force constants were appropriately scaled.
The charges of the ligands are derived within GULP using
the charge equilibration model of Gasteiger,27,28 while formal
charges are used for the metal nodes and inorganic oxygen
atoms. Gasteiger charges were selected since the charges are
geometry independent and depend only on connectivity. Whilst
other charge equilibration schemes suﬀer from charge delocalisa-
tion errors, Gasteiger charges do not.28 Initial charge parameter-
isation involved taking the average charge of each atom type in a
subset of common MOF ligands including; 1,4-dicarboxylate
(BDC), 1,3,5-tricarboxylate (BTC), 4,40-biphenyl dicarboxylate
(BPDC), 2,6-azulenedicarboxylate (AZ), 4,40-biphenyl tricarboxylate
(BPTC) and 2,7-pyrene-dicarboxylate (PDC). Once derived for a
specific atom type, the same charges are used for all the
structures modelled. Although Gasteiger charges are approxi-
mate, the advantage is that they are eﬃcient to compute and
well suited for our purpose.
2.3 Property calculations
2.3.1 Mechanical properties. Bulk moduli (B0) were calcu-
lated from the relevant components of the elastic constant and
compliance tensors, which were determined from the analytical
second derivatives of the energy with respect to strain on the
system. The elastic compliance tensor is just the inverse of the
elastic constant tensor. The reported bulk moduli calculated
with the forcefield follow the Hill convention, i.e. they are the
averages of the Reuss and Voigt definitions. First principles
bulk moduli for each structure were calculated at 0 K by fitting
a third-order Birch–Murnaghan equation of state to energy-
volume data calculated at a series of expansions and contrac-
tions about the equilibrium structure. For each expansion and
contraction the atomic positions were optimised. First principles
elastic constants were calculated using the finite differences
method to construct the second derivatives of the energy with
respect to the atomic positions. Only symmetry inequivalent
displacements were considered.
2.3.2 Vibrational properties. IR frequencies and intensities,
as well as DOS, were post-processed from both forcefield and
first principles methods to apply a consistent broadening factor
of 10 cm1 with a frequency sampling resolution of 1 cm1. First
principles calculations of dynamical matrices were performed
using density functional perturbation theory within VASP to
obtain eN and phonopy was used to calculate the eigenvalues.
IR frequencies and intensities were then plotted with identical
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2.3.3 Lattice dynamics and thermodynamic properties.
To calculate the thermodynamic properties, such as Helmholtz
and Gibbs free energies, vibrational entropy and volumetric
heat capacity, and the dependence with temperature, we use
phonopy.29,30 Phonopy is a python package for setting up
post-processing finite-displacement phonon calculations that
can be integrated with multiple first principles codes, and
includes an extension for the quasi-harmonic approximation.
Further details are given in the ESI.†
The quasi-harmonic approximation31 allows a greater
number of thermodynamic properties to be computed along
with their temperature-dependence. The practical reality of the
quasi-harmonic approximation is to minimise the internal
energy at constant volume at a given number of lattice expan-
sions and contractions away from the global minimum struc-
ture. An equation of state is then fitted across the calculated
temperature-dependent Helmholtz free energies, which changes
the minimum free energy volume according to a defined tempera-
ture. The temperature dependence of the phonon frequencies is
then expressed in terms of Gibbs free energy. The theory is still
dependent on calculations conducted under the harmonic approxi-
mation, but the consequent volume dependence of the vibrational
frequencies is an anharmonic eﬀect. In general it is possible to use
the analytical derivatives of the free energy with respect to strain to
optimise all cell parameters independently within the ZSISA32 (zero
static internal stress) approximation. While this can be routinely
achieved using some forcefield implementations,33 the require-
ment to compute third-order derivatives makes this particularly
demanding with quantum mechanical approaches.
Throughout the calculation of thermodynamic properties a
consistent Brillouin-zone phonon sampling (q-point) mesh of
32  32  32 was used, with a symmetry tolerance of 103 Å for
determining the space group symmetry during atomic displa-
cement generation.
To remove imaginarymodes, observed only during compression
in the DFT calculations, the corresponding Hessian eigenvectors
were used to displace the atoms, thereby lowering the symmetry,
and the structure relaxed accordingly. Removing imaginary modes
with the forcefield required the use of a rational function optimisa-




3.1.1 Universal forcefield and metal oxide parameters.
When considering the initial derivation of parameters for each
metal, besides fitting the epsilon and van der Waals radius for
each species, we have also examined the influence of changing
the Universal MM3 constants. This was found to be beneficial
to the overall quality of the results. After extensive testing, we
found that the modification of the MM3 constants by changing
the B parameter to 11.5 and C parameter to 2.55, reproduced
DFT and experimental structural and mechanical properties of
the MOFs and metal oxides more accurately. In support of the
modification of the MM3 constants, we report structural and
mechanical properties for the binary oxides with the original
Table 1 Comparison of structural and mechanical properties of metal oxides between experiment (exp.) and the VMOF forcefield with modified MM3
parameters (VMOF). Given are the elastic constants (Cij), bulk moduli (B0), unit cell parameters and metal–oxygen (M–O) bond lengths. All lengths are
reported in Å and elastic constants and bulk moduli are reported in GPa. Percentage errors in the cell parameters relative to the experimental values are
given in parenthesis under each value reported. DFT values are calculated with the PBEsol functional
a b c M–O C11 C12 C13 C33 C44 C55 B0
ZnO
Exp.34 3.250 3.250 5.207 1.992 209.6 121.1 105.1 210.9 — 42.5 183.0
DFT 3.225 3.225 5.211 1.972 187.8 123.1 108.6 209.0 — 27.9 143.4
% error (0.77) (0.77) (0.08)
VMOF 3.219 3.219 5.014 1.967 242.6 108.2 100.7 199.2 — 78.4 143.2
% error (0.95) (0.95) (3.71)
ZrO2
Exp.35 5.070 5.070 5.070 2.195 533.5 97.9 — — 64.3 — 243.7
DFT 5.064 5.064 5.064 2.193 575.6 139.8 — — 80.1 — 279.3
% error (0.12) (0.12) (0.12)
VMOF 5.123 5.123 5.123 2.218 630.8 131.2 — — 125.7 — 297.7
% error (1.05) (1.05) (1.05)
TiO2
Exp.36 4.594 4.594 2.959 1.980, 1.949 366.0 225.0 — — 189.0 — 282.0
DFT 4.585 4.585 2.941 1.971, 1.944 274.5 208.8 — — 236.3 — 251.9
% error (0.20) (0.20) (0.61)
VMOF 4.414 4.414 3.168 1.980, 1.934 362.4 337.2 — — 213.7 — 335.1
% error (3.92) (3.92) (7.06)
Al2O3
Exp.37 4.764 4.764 13.001 1.858 497.3 162.8 116.0 500.9 146.8 — 240.0
DFT 4.755 4.755 12.962 1.966 482.2 157.0 121.0 493.3 162.6 — 269.4
% error (0.19) (0.19) (0.30)
VMOF 4.870 4.870 12.899 1.848 564.3 224.3 152.2 463.3 123.9 — 291.3
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MM3 constants (see ESI†) and modified constants (Table 1) in
comparison with experimental values. Using the original MM3
constants results in large errors for second order elastic proper-
ties such as the elastic constants and bulk moduli.
The forcefield model that we have chosen to adopt to increase
transferability involves formal charges at the metal node. The unit
cell parameters and elastic constants of the metal oxides repro-
duced by the forcefield are generally reasonable (Table 1), though
with a tendency to overestimate the hardness of materials. Formal
charge models usually include the shell model for polarisation of
the oxide ions, which can eﬀectively soften the mechanical proper-
ties, but we maintain the use of a rigid ion model for consistency
with the CHARMM parameters for the organic ligands.
A final comparison of the mechanical properties between
experiment and DFT further highlights the variation in calcu-
lated values of the elastic constants and bulk moduli of the
metal oxides (Table 1). The mechanical properties calculated
with VMOF remain within a reasonable range with both experi-
ment and DFT values.
3.1.2 Ligand parameters. Force constants for the ligand
parameters are taken directly from the CHARMM library.
During the derivation of forcefield parameters for the metal
nodes, there was one 4-body interaction with the ligand that
showed a particular propensity for producing phonon unstable
structures if varied. The torsion across the head of the carbox-
ylate groups did not always remain planar during optimisation,
and enforcing planarity by increasing the force constant across
this bonding connection often rendered structures phonon
unstable. We therefore calculated the force constant across
this interaction in an isolated BDC2 ligand in the gas phase.
The PBE0 functional38 was used in the NWChem program39
with the Dunning correlation consistent cc-pVTZ basis sets40 to
fully relax the ligand with a 0 and 901 torsion of the carboxylate
heads in relation to the aromatic ring (depicted in the ESI†). We
calculate the energy diﬀerence between the two configurations
to be 0.530 eV. To maintain transferability of the forcefield we
assume little variation of this energy would occur across
diﬀerent aromatic dicarboxylate ligands. Therefore, it is this
value that the force constant is fitted to for the torsion between
Ocarb–Ccarb–Cbenz–Cbenz for all structures with these atom types.
3.2 Structural properties
Following the derivation of the forcefield parameters, mechanical
and vibrational properties have been calculated for eight diﬀerent
MOFs (Fig. 1), representing a range of ligand and metal node
types: MOF-5, IRMOF-10, UIO-66, UIO-67, MOF-650, MIL-125
and NOTT-300.
Prior to the calculation of thermodynamic properties, several
observations regarding the vibrational stability of IRMOF-10 and
MIL-125 were made during optimisation. Firstly, for IRMOF-10
we initially calculated a significant number of imaginary vibra-
tional modes. To relax the structure into the ground-state and
remove all sources of instability, all imaginary modes were
simultaneously relaxed following an initial displacement along
the corresponding phonon eigenvectors. The final structure was
re-converged and no imaginary modes were found. We attribute
the initial structural instability to the BPDC ligand; following
optimisation we observed a rotation about the central C–C bond
Fig. 1 Structures of MOF-5, IRMOF-10, UiO-66, UiO-67, MOF-650,
MOF-74, MIL-125 and NOTT-300. Metal polyhedra are highlighted for
Zn (silver), Zr (green), Ti (blue) and Al (grey), with atoms coloured black for
carbon, white for hydrogen and red for oxygen. Compositions and
symmetries are given in Table 2.
Fig. 2 Overlaid planar (blue) and twisted (black) 4,40-BPDC ligands show-
ing the change in geometry of the ligand after following the imaginary
phonon modes in the initial structure of IRMOF-10.
Table 2 MOFs modelled with the VMOF forcefield in this work. Given are the metal cations with the corresponding formal oxidation state and the
ligands comprising the MOFs, along with the reported space group number and name
Name Metal Ligand Space group
MOF-5 (IRMOF-1) Zn2+ 1,4-Benzene dicarboxylate 225 (Fm%3m)
IRMOF-10 Zn2+ 4,40-Biphenyl dicarboxylate 225 (Fm%3m)
MOF-650 Zn2+ 2,6-Azulene dicarboxylate 225 (Fm%3m)
UiO-66 Zr4+ 1,4-Benzene dicarboxylate 225 (Fm%3m)
UiO-67 Zr4+ 4,40-Biphenyl dicarboxylate 225 (Fm%3m)
MIL-125 Ti4+ 1,4-Benzene dicarboxylate 139 (I4/mmm)
MOF-74 Zn2+ 2,5-Dihydroxyterephthalic acid 2 (P%1)
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connecting the two aromatic rings. The final torsion across this
bond was 30–311 between rings (Fig. 2). We propose that the
planar experimental configuration may be a thermally averaged
structure, and that the true ground-state actually involves twisted
ligands. For IRMOF-10 we calculate the structure with twisted
ligands to be 0.275 eV (0.046 eV per ligand) more stable than the
planar structure. UiO-67 is formed of the same BPDC ligands,
which are experimentally characterised as twisted with near
identical angles to those in IRMOF-10 between torsion planes.
Electronic structure calculations were recently reported by
Hemelsoet et al., highlighting the flexibility of the BPDC ligand
in UiO-67. This study reported the difference in relative occurrence
Table 3 Comparison of unit cell parameters (a, b, c with all values in Å) from the VMOF forcefield with those calculated using DFT (PBEsol functional);
percentage errors of FF values compared to DFT are given in brackets
Name DFT unit cell parameters VMOF unit cell parameters
MOF-5 (IRMOF-1)(Zn2+) 25.894, 25.894, 25.894 25.935 (0.16), 25.935 (0.16), 25.935 (0.16)
IRMOF-10 (Zn2+) 34.385, 34.385, 34.385 34.417 (0.09), 34.417 (0.09), 34.417 (0.09)
MOF-650 (Zn2+) 30.695, 30.695, 30.695 30.766 (0.23), 30.766 (0.23), 30.766 (0.23)
MOF-74 (Zn2+) 6.740, 15.142, 15.142 6.764 (0.35), 15.031 (0.73), 15.031 (0.73)
UiO-66 (Zr4+) 20.798, 20.798, 20.798 20.909 (0.53), 20.909 (0.53), 20.909 (0.53)
UiO-67 (Zr4+) 27.094, 27.094, 27.094 26.878 (0.80), 26.878 (0.80), 26.878 (0.80)
MIL-125 (Ti4+) 18.852, 18.843, 17.921 18.859 (0.01), 18.859 (0.08), 18.043 (0.68)
NOTT-300 (Al3+) 14.836, 14.836, 11.871 14.862 (0.18), 14.862 (0.18), 11.500 (3.23)
Table 4 Comparison of bulk moduli (GPa) obtained with the VMOF
forcefield with those calculated with DFT. DFT bulk moduli were calcu-
lated with the PBEsol functional with D3 dispersion correction, by fitting
calculated energy/volume curves to a Birch–Murnaghan equation of state
with 3% sampling away from the equilibrium volume
Name (metal) DFT (GPa) VMOF (GPa)
MOF-5/IRMOF-1 (Zn2+) 16.9 8.8
IRMOF-10 (Zn2+) 8.6 5.1
MOF-650 (Zn2+) 12.5 6.8
UiO-66 (Zr4+) 40.4 19.0
UiO-67 (Zr4+) 21.9 11.7
MIL-125 (Ti4+) 25.1 18.5
MOF-74 (Zn2+) 28.1 14.9
NOTT-300 (Al3+) 47.8 25.2
Fig. 3 Overlaid IR spectra and phonon density of states (DOS) calculated with DFT (top, black) and FF (bottom, purple) methods, plotted between 0–3200 cm1
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in torsion angles between the aromatic rings between 0–901 during
a molecular dynamics simulation. As IRMOF-10 is formed of
weaker intermolecular interactions, an increased flexibility of
torsion angles would be expected.41 Furthermore, we calculate
the BPDC2 ligand in the gas phase to possess a torsion angle of
approximately 331 in its ground-state configuration (further details
in the ESI†).
Similar structural instabilities were observed for MIL-125,
which is reported as belonging to the tetragonal space group
number 139. Initially we obtained 17 associated imaginary
modes, and re-optimised to produce a structure with two
imaginary modes. This structure was found to have a broken
symmetry with the hydrogen on the hydroxyl groups flipped
into the pore of the MOF rather than being held in the pore
windows. The remaining two imaginary modes could not be
removed with further optimisation, and the calculations
became too expensive to continue. However, the lower symme-
try structure was 0.407 eV per primitive unit cell more stable,
with no external pressure on the cell.
The selected MOFs studied here were chosen to ensure a
variety of diﬀerent topologies and bonding interactions were
present, thus testing the broad applicability of the forcefield.
The metal cations and ligands comprising these MOFs are
given, along with the experimentally determined space groups,
in Table 2.
A comparison of optimised unit cell parameters between
DFT and forcefield methods are given in Table 3. All structures
are reproduced by the forcefield with low errors on the unit cell
parameters, thus demonstrating the accuracy of the forcefield
and its ability to reproduce diﬀerent structural features of
MOFs, despite the simplicity of its derivation.
3.3 Mechanical properties
Bulk moduli have been calculated with DFT and VMOF to
compare the mechanical strength of the materials predicted
with the two approaches (Table 4).
The forcefield predicts smaller bulk moduli than DFT. The
discrepancy in bulk moduli between DFT and forcefield is likely
to be due to an inaccurate description of the long-range
dispersion interactions. The converged unit cell volumes calcu-
lated with DFT are generally smaller than those predicted with
the forcefield, leading to larger bulk moduli. We do, however,
highlight that experiment often finds MOFs to have a softer
bulk modulus than those predicted with electronic structure
methods. Yot et al. reported experimental bulk moduli, as
measured using high pressure XRD methods, for UiO-66 and
Fig. 4 Overlaid IR spectra and phonon density of states (DOS) calculated with DFT (top, black) and FF (bottom, purple) methods, plotted between
0–3900 cm1 for UiO-66 (a), UiO-67 (b), MIL-125 (c) and NOTT-300 (d). All spectra are normalised to lie between 0 and 1 and area under the DOS is
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MIL-125 to be 17.0 and 10.0 GPa, respectively, which are closer
to the forcefield values than those calculated by DFT.42 The
trend in mechanical strength for each framework is the same
between the two methods, with increasing mechanical strength
from IRMOF-10o MOF-74o MOF-650o MOF-5o UiO-67o
MIL-125 o UiO-66 o NOTT-300.
Higher charged cations form primarily ionic interactions
between metal and ligand. It can therefore be rationalised that
UiO-66, UiO-67 and MIL-125 would possess stiﬀer bulk moduli
(greater resistance to compression) than the Zn-isoreticular
MOFs, which possess large internal voids and weaker van der
Waals interactions between Zn2+ and organic ligands.
3.4 Phonon properties
3.4.1 IR spectra. The first approach to assessing the ability
of a forcefield to reproduce accurate vibrational properties is
to calculate the phonon density of states and the associated
IR spectra (weighted by the mode intensities) to ensure the
fingerprint of vibrational modes is similar between DFT and
forcefield methods. Good agreement is observed between
vibrational IR spectra and DOS between DFT (Fig. 3) and
the forcefield (Fig. 4). The plots highlight the stability of the
modelled MOFs with both methods, but also the small devia-
tion between the two sets of calculated DOS and IR spectra.
The biggest discrepancy between VMOF and DFT IR spectra is
in the fingerprint (lower frequency region). This is due to the
metal–oxygen bond stretching modes, and since IR activity p
charge  displacement, the discrepancy is primarily due to the
use of formal charges for the metal ions. Importantly, we
highlight that the DOS spectra between DFT and forcefield
remain comparable, which suggests the use of a formal charge
model has had little effect on the forces.
The decomposition of the DOS into elemental contributions
is shown in the partial DOS plots (Fig. 5 and 6). Several features
are evident in both spectra calculated with DFT and FF methods
that are chemically well established. Firstly, the range of
modes involving the metal cations all occur at low frequencies
(o500 cm1). Also observed in this region for all MOFs is a
small contribution from C, H and O from the rocking motions
of the ligands. At finite temperature it is these low frequency
modes that are populated, and therefore control the MOF
dynamics (e.g. the shape of the thermal ellipsoid). Therefore,
the motions of the MOF will occur primarily at the metal nodes,
as well as subtle rotations at the MOF-ligand connections.
In the mid-frequency range, between 1300–1500 cm1, the high
contribution of C and O to the density of states is due to
motions of the asymmetric and symmetric Ccarb–Ocarb stretches
of the carboxylate groups in the MOFs. Finally, modes above
Fig. 5 Partial phonon density of states (PDOS) projected according to the elemental contribution calculated with DFT (top) and FF (bottom) methods,
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3000 cm1 are associated with C–H and O–H stretches at the
ligand and within somemetal nodes, respectively. The important
conclusion from the density of states plots is that we see good
agreement between DFT and forcefield methods, suggesting
the vibrational properties of the MOFs are well reproduced
by VMOF.
It is common to characterise the vibrational properties of a
material by assigning specific IR frequencies. However, we
demonstrate that a vast amount of vibrational information is
not accounted for by doing this for MOFs. The comparison of
DOS and IR spectra show the diﬀerence in detail and highlight
the importance of considering vibrational modes that are not
IR active when parameterising a forcefield. The DOS also shows
the significant number of soft vibrational modes that MOFs
possess, which give rise to structural instability with tempera-
ture and pressure. We note a shift of the frequencies of the C–H
stretch between the two methods. As the C–H stretch occurs as
one of the highest frequency modes, it is contributing the most
to the zero-point vibrational energy and is likely to be the
biggest contribution to the C–H stretch calculated error
between methods. The reliability of the forcefield is not likely
to be affected by the disagreement in zero point energy between
the methods for the study of complex processes such as phase
changes. It is unclear if it is DFT or the FF model that contains
the greatest error on the C–H stretch. The forcefield parameters
for the C–H interaction remain unchanged from the CHARMM
forcefield and therefore have not been derived specifically for
BDC incorporated into a MOF. On the other hand, a scaling
factor is often used on the vibrational frequencies in DFT
calculations that would have the greatest effect on the stretching
mode of the C–H bond. Such scaling factors can correct for
anharmonicity, while forcefield parameters can be derived
explicitly to reproduce experimental anharmonic frequencies.
3.4.2 Helmholtz free energy. Reproducing accurate relative
free energies of a system with temperature is crucial for the
prediction of thermodynamic processes such as phase changes
and reaction energies for the formation of defects within
frameworks, for example in our previous work investigating
the ‘‘missing linker phenomenon’’ in UiO-66.43
The constant volume (Helmholtz) free energy, vibrational
entropy and constant-volume heat capacities as a function of
temperature are plotted for all MOFs considered with both first
principles and forcefield methods (Fig. 7). The forcefield is
shown to reproduce the calculated thermodynamic properties
from DFT very well. Little deviation across all structures is
observed, further supporting that the forcefield can accurately
reproduce the vibrational properties of the subset of MOFs
studied.
Fig. 6 Partial phonon density of states (PDOS) decomposed according to the elemental contribution calculated with DFT (top) and FF (bottom)
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3.4.3 Quasi-harmonic approximation properties. Fitting
forcefield models to ground state properties of the equilibrium
structure does not account for the variation in volume and unit
cell shape with temperature. As a method for extending the
harmonic model of vibrations, the quasi-harmonic approxi-
mation (QHA) allows anharmonicity associated with volume
change (thermal expansion) to be considered when calculating
structural and thermodynamic properties.
Whilst conducting tests for the quasi-harmonic approxi-
mation we noted a particular sensitivity of the fitted forcefield
parameters to the free energy equation of state with framework
compressions. Consequently, calculated properties varied
depending on the volume sampled for the expansions and con-
tractions away from the local minimum structure. For MOF-5 the
initial volume sampled was3% away from the energy minimum
in 0.05% steps. We observed, with both DFT and forcefield
methods, that beyond approximately 2% compression multiple
imaginary vibrational modes emerged. When following these
imaginary modes, a subtle twist at the carboxylate head relative
to the benzene ring (approximately 3–51) was observed. The same
observation was made for IRMOF-10, suggesting that with
compression ‘‘softer’’ MOFs undergo this subtle rotation of the
benzene rings leaving a non-planar torsion between the ring and
carboxylate heads of the ligand. We note that we could remove
imaginary modes for all structures during compression with the
forcefield, but the same process with electronic structure methods
became too expensive for IRMOF-10, which possessed 2 imaginary
modes at the highest compression of 3%.
Fig. 7 Comparison of calculated Helmholtz free energy (black), vibrational entropy (blue) and constant volume heat capacity (Cv) (red) of (a) MOF-5,
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To investigate this phenomenon further we modelled the
same rotation of BDC in MOF-5 away from the initial planar 01
structure. Calculations were conducted on the periodic systems
with the VMOF forcefield. To model the same rotation with
DFT, we cut a representative cluster with the chemical formula
Zn4O(BDC-H2). The PBE0 functional was used in the NWChem
program with the Dunning correlation consistent cc-pVTZ basis
sets.39,40,44 The rotation leaves the carboxylate heads in the
same position in a direct bonding interaction with the metal
centres, and only moves the benzene ring; following the rota-
tion, there is a non-planar torsion between ring and carboxylate
head (see ESI†). Rotating the ligand in this manner in MOF-5 is
shown to cost little energy with both DFT and VMOF up to 101
(Fig. 8). The potential energy surface is shallow, with a 51
change being comparable to kBT. Therefore it can be expected
that the group will be rotationally active at room temperature.
We highlight the similarity in the calculated trend between DFT
and VMOF for the modelled rotation, supporting our observa-
tions of the instability of the planar structure with compression
with DFT.
Once the physical significance of structural distortion with
compression was investigated, we were able to rationalise
trends observed from quasi-harmonic calculations. Due to the
expense of the quasi-harmonic approximation calculations with
first principles, we report only forcefield thermodynamic properties
for UiO-67, MIL-125, MOF-650 and MOF-74 (Fig. 10).
There is a limited amount of data in the literature for
experimental verification of the predicted thermal expansion
profiles. Our calculated thermal expansion profile for MOF-5
however resembles the profile measured by Zhou et al., where
an increasing thermal expansion coeﬃcient is observed above
100 K. At 300 K, Zhou et al. measure the thermal expansion
coeﬃcient of MOF-5 to be approximately 15  106 K1, the
corresponding thermal expansion coeﬃcient calculated with
VMOF and DFT are 23  106 and 36 106 K1, respectively.45
The use of the quasi-harmonic approximation allows the
calculation of a more extensive range of properties, such as the
Gru¨neisen parameter, bulk modulus, heat capacity and thermal
expansion coeﬃcient, as a function of temperature. For all
structures we found that the QHA properties that showed the
greatest sensitivity were the bulkmodulus and thermal expansion.
These properties are derived directly and indirectly from the
curvature of the potential energy surface, respectively, and there-
fore exaggerate the diﬀerence between the methods. We highlight
that VMOF, which was not specifically parameterised to reproduce
negative thermal expansion of MOFs, manages to exhibit this
Fig. 9 Comparison of structural and thermodynamic properties as a function of temperature calculated with the quasi harmonic-approximation for
MOF-5, IRMOF-10, UiO-66 and NOTT-300 using DFT and the VMOF forcefield (FF). (a) Linear thermal expansion coeﬃcient (b) Gru¨neisen parameter
(c) bulk modulus (d) heat capacity at constant pressure.
Fig. 8 Energy cost per ligand when rotating all C–C–C–O torsions in the
ligands by successive angle increments away from the initial planar 01
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phenomenon and accurately in comparison to DFT for MOF-5,
IRMOF-10, UiO-66 and NOTT-300. Due to the expense of the
quasi-harmonic approximation calculations with first principles,
we report only forcefield thermodynamic properties for UiO-67,
MIL-125, MOF-650 and MOF-74 (Fig. 10).
Whilst fitting an equation of state for IRMOF-10, we observed
a sensitivity of the calculated properties with DFT to the extent of
compression considered. Properties such as the bulk modulus,
Gru¨neisen parameter and thermal expansion were calculated to
vary significantly when including high-pressure points (i.e. large
compressions). We also observed a significant shift in minimum
of Helmholtz energy with change in volume at the defined
temperatures. Such a shift and variation in calculated properties
suggests the zero point energy contribution to have a large eﬀect
on the structure.
Several interesting features more specific to each structure
are observed from the QHA calculations (Fig. 9 and 10). Firstly,
a comparison of thermal expansion coeﬃcients show the vast
diﬀerence in structural changes with temperature. The ‘‘softer’’
Zn-isoreticular MOFs, such as MOF-5 and IRMOF-10 with both
DFT and FF methods, are calculated to possess the largest
negative thermal expansion coeﬃcients at low temperature,
suggesting the extent of thermal expansion reflects the
mechanical strength of the materials. Indeed, the ‘‘hardest’’
MOFs, UiO-66 and NOTT-300, show little variation in thermo-
dynamic properties with temperature. The temperature dependent
bulk moduli are shown to diﬀer between DFT and forcefield
methods (Fig. 9), following the calculated trend in static bulk
moduli. Specifically, VMOF yields softer mechanical properties at
finite temperatures than electronic structure methods. We note
that the trend and shape of each profile with temperature is
reproduced by the forcefield, and that the temperature dependent
Gru¨neisen parameter and heat capacity at constant pressure are
reproduced accurately and appear unaﬀected by the discrepancy
in bulk moduli. Due to the accuracy of the quasi-harmonic
approximation being restricted to 1/2–2/3 the melting point
temperature (depending on the material), we cannot model the
full behaviour of the heat capacity at high temperatures. The
temperature dependence of the thermodynamic properties of
MOF-650 appears to show a significantly different trend to all
other structures, which all show similar behaviour. MOF-650 has
a large internal void with cell parameters exceeding 30 Å. The
azulene ligand comprising MOF-650 is also rigid and would
allow little structural flexibility when compared to IRMOF-10,
which is of similar size. It is likely to be these two factors that
result in positive thermal expansion and Gru¨neisen parameter
at low temperature. Finally, the Gru¨neisen parameter shows a
similar trend for each structure, excluding MOF-650. The
increase in Gru¨neisen parameter with temperature reflects
the increase in mechanical strength following contraction of
the cell parameters.
4 Conclusions
A new transferable forcefield for metal–organic frameworks
named VMOF has been parameterised to reproduce accurate
lattice dynamics and phonon properties. Such a forcefield
Fig. 10 Structural and thermodynamic properties as a function of temperature calculated with the quasi-harmonic approximation for MOF-650, MOF-74,
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contributes greatly to the current extensive field of MOF force-
fields as it is unique in the number of thermodynamic properties
that can be accurately determined in a rapid and transferable
manner. For an initial training set of MOFs including MOF-5,
IRMOF-10, UiO-66, UiO-67, NOTT-300, MIL-125, MOF-650 and
MOF-74 we calculate numerous thermodynamic properties
including bulk modulus, free energies and constant volume heat
capacities. We further conduct quasi-harmonic calculations and
find excellent agreement in thermal expansion, bulk moduli,
Gru¨neisen parameter and heat capacity with temperature
between DFT and the newly parameterised forcefield. This
now opens the way for the future high-throughput computa-
tional screening of materials vibrational properties for a wide
range of MOFs.
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4.1 Paper 3 - Free energy of ligand vacancy formation in the metal–
organic framework UiO-66
In the following paper the defect formation free energies of the missing ligand phenomenon, as depicted
in Figure 4-1, in a Zr MOF: UiO-66 are calculated. Following the removal of a BDC ligand, charge
compensation must occur to leave a neutral and stable framework. We consider the available anions for
charge compensation that would be present in different experimental studies, where an acid modulator
is commonly used to increase the concentration of the defect in the system: Cl−, OH− and CH3COO−.
Defect free energies consider a full thermodynamic cycle including solvation free energies of the ligand
and charge compensation molecules using a continuum model. Furthermore, the defect free energies
are calculated as a function of concentration. In the most extreme cases, 6 missing ligands per unit
cell was considered, which corresponds to a defect concentration of 25%. Finally, materials properties
with an increasing concentration of missing ligand defects were calculated. The data presented in this
paper could be used to characterise the likely concentration of missing linker defects in experiments by
comparing measured properties with those calculated and reported in the following paper.
4.1.1 Additional ESI
Forcefield parameters
The forcefield used to model UiO-66 and its defective structures is an initial version of the VMOF
forcefield that was presented in paper 2 entitled “A general forcefield for accurate phonon properties
of metal-organic frameworks”, but the non-bonding interactions in the framework differ considerably
from VMOF. The differences between the forcefields will now be highlighted.
The Buckingham173 non-bonding function (Equation 2.29) was used to describe the attractive and
repulsive components, as opposed to the MM3 Buckingham function in VMOF, between metal and
93
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Figure 4-1: Schematic of the formation of the missing linker defects in MOFs.
ligand and within the metal node. Each parameter of the Buckingham function was derived to repro-
duce structural properties of UiO-66 and the charge capping terminations. Additional non-bonding
interactions were needed between some charge capping terminations to prevent unphysical binding
when in close proximity. The small repulsive interactions that were added were derived to reproduce
first-principles structural data. All new bonding parameters for the charge capping anions were taken
from the CHARMM library. All charges were derived with the Gasteiger approach246, which has also
already been described.
The TIP3P model was used for internal forcefield parameters of water (as a neutral capping molecule),
with additional non-bonding Buckingham terms to describe the coordination to Zr metal centers. Wa-
ter models in both classical and electronic structure methods are notoriously difficult to derive, and
many models have been parameterised to reproduce different thermodynamic properties or phases of
water. TIP3P is a three-point model with partial charges assigned to each atom in the molecule, and
was derived to reproduce bulk water at 298 K and 1 atm with a density of 0.997 g/ml. Properties of
water that were reproduced when deriving the TIP3P model were the heat of vapourisation of 109.53
kcal/mol and the oxygen-oxygen radial distribution in bulk water from light scattering experiments.
A modification was made to the non-bonding Lennard-Jones parameters original250 TIP3P model in
1996, it is the modified251 TIP3P model that is used in the following paper.
All other forcefield parameters used are the same as those used for the VMOF forcefield and have
already been described. The forcefield itself is specifically derived to reproduce the structural properties
of UiO-66 and its defective structures, and is not transferable to other MOF structures.
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Figure 4-2: Thermodynamic cycle for the removal of 1 BDC ligand from UiO-66, where X is the anion
used for charge compensation.
Defect formation energies
The thermodynamic cycle for calculating defect free energies of each ligand removal as considered in
the following paper is given in Figure 4-2. The description of each Gibbs free energy value used to
calculate the final defect energy of formation are provided in Table 4.1.
Table 4.1: Free-energy components considered to calculate the total defect energy of formation.
Process Description Method of calculation
∆G1 desolvation of XH NWChem
∆G2 gas phase dissociation of XH NIST database
∆G3 defect formation energy GULP
(∆G3 = (Gper f ect + EXH) - (Gde f ective + EBDCH2))
∆G4 gas phase double protonation of BDC NIST database
∆G5 solvation free-energy of BDC in DMF NWChem
Continuum models for implicit solvent modelling
To model the interaction of the defect molecules and ligands with DMF solvent, an implicit solvation
model, also known as a continuum model, was used. Instead of explicitly modelling solvent molecules
in solution, a continuum model replaces the chemical identity of a solvent by embedding the solute
molecule in a dielectric continuum of permittivity, ε .252 The cavity, which is created by the solute
molecule in the continuum, has a solvent accessible surface (SAS) that could interact with solvent
molecules. The response of a charged solute molecule in a dielectric continuum results in a polarisation
of the dielectric medium. The conductor-like screening model (COSMO)253 is used in the following
paper to calculate solvation energies in the dimethylformamide (DMF) solvent. In COSMO the SAS
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is constructed approximately by segments, and the polarisation of the continuum is calculated by a
scaled-conductor approximation. The electric charge on each in the molecule (q) is calculated with a
first-principles approach and therefore the charge on the surface segments, which are a function of the





The dielectric constant can be measured experimentally or calculated with a first-principles ap-
proach for different solvents. In the following paper we use the experimentally measured temperature
dependent dielectric constant of DMF. Solubility at the infinite dilution limit can then be calculated as
the difference in free energy between the the molecule in gas phase and in the continuum model with a
given solvent.253
The advantages of a continuum model is that solvent-solvent interactions are not considered, which
considerably simplifies the solvent model, and that large-scale MD simulations of the movement of the
solvent molecules are not needed to calculate free energies of solvation and free-energies.
4.1.2 Forcefield parameter files
The forcefield parameter files can be found as open-source resources at the following address:
https://researchdata.ands.org.au/free-energy-ligand-uio-66/654382
4.1.3 Personal contribution
My personal contribution to the paper entitled “Free energy of ligand vacancy formation in the metal–
organic framework UiO-66” included the derivation of the forcefield model for UiO-66 and defective
frameworks, included charge compensating anions following linker removal. I also used the COSMO
continuum approach for calculating the solubility of reference state molecules in solvent and calculated
defect free-energies. All structure optimisation on clusters and periodic systems with both DFT and
forcefield was carried out by myself, including the calculation of material properties. K. Svane provided
the symmetry unique structures of each defect concentration in the cubic unit cell of UiO-66.
4.1.4 Access statement
Reprinted with permission from Bristow, Jessica K., et al., J. Phys. Chem. C., 120.17 (2016): 9276-
9281. Copyright 2016 American Chemical Society.
96
Free Energy of Ligand Removal in the Metal−Organic Framework
UiO-66
Jessica K. Bristow,† Katrine L. Svane,† Davide Tiana,† Jonathan M. Skelton,† Julian D. Gale,*,‡
and Aron Walsh*,†,∥
†Centre for Sustainable Chemical Technologies and Department of Chemistry, University of Bath, Claverton Down, Bath BA2 7AY,
United Kingdom
‡Nanochemistry Research Institute/Curtin Institute for Computation, Department of Chemistry, Curtin University, P.O. Box U1987,
Perth, Washington 6845, Australia
∥Global E3 Institute and Department of Materials Science and Engineering, Yonsei University, Seoul 120-749, Korea
*S Supporting Information
ABSTRACT: We report an investigation of the “missing-linker phenomenon” in the Zr-based
metal−organic framework UiO-66 using atomistic force ﬁeld and quantum chemical methods. For a
vacant benzene dicarboxylate ligand, the lowest energy charge-capping mechanism involves acetic
acid or Cl−/H2O. The calculated defect free energy of formation is remarkably low, consistent with
the high defect concentrations reported experimentally. A dynamic structural instability is identiﬁed
for certain higher defect concentrations. In addition to the changes in material properties upon
defect formation, we assess the formation of molecular aggregates, which provide an additional
driving force for ligand loss. These results are expected to be of relevance to a wide range of metal−
organic frameworks.
■ INTRODUCTION
Metal−organic frameworks (MOFs) are materials formed via
the coordination of metal centers and organic linkers in three
dimensions. The varied chemical compositions and structural
topologies of MOFs make them suitable for a broad range of
applications including gas storage and separation, solar energy
conversion, and heterogeneous catalysis.1−6
One MOF that has attracted particular attention is UiO-66
(Figure 1), which was ﬁrst synthesized by Cavka et al.7 This
material features a high coordination of 12 benzene-1,4-
dicarboxylate (BDC) ligands around each ZrIV node and is
thermally stable up to 813 K.8 The internal surface area (800
m2 g−1) is large with the structure containing both tetrahedral
and octahedral cages. Each octahedral cage is edge-sharing with
eight tetrahedral cages and face-sharing with eight octahedral
cages.9 The inner-sphere coordination of Zr in UiO-66 is 6, but
additional face-sharing oxide and hydroxide ligands lead to an
outer-sphere coordination of 12.
Wu et al. and Vermoortele et al. reported a signiﬁcant
internal surface area increase for UiO-66 synthesized with an
acidic modulator such as acetic or hydrochloric acid.10,11 This
phenomenon, leading to increased gas storage capabilities with
little stability loss, has been attributed to a missing BDC linker
from the unit-cell, with a subsequent reduction in coordination
of the Zr metal.9,12,13 The acid modulator has been shown to
promote linker removal.10 Recent reports have focused on the
charge-capping mechanism following the removal of the linker.
Experimental evidence, such as quantum tunnelling peaks in
inelastic neutron scattering, associated with terminating methyl
groups, suggest acetic acid becomes incorporated into the
framework.11 The incorporation of Cl− ions when using HCl
has also been suggested.14 Considering that an excess of ZrCl4
is often used during synthesis and that experimental conditions
Received: February 18, 2016
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Figure 1. Crystal structure of UiO-66 (left) and locations on the metal
node where charge compensating or neutral molecules can bind
following BDC linker removal (right). The locations of charge
compensating molecules are highlighted in maroon and neutral
molecule locations are highlighted in black. Top right shows the BDC
linker connection between Zr-metal nodes prior to removal. Centre
and bottom right shows the locations considered for charge
compensating molecules following linker removal.
Article
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do not completely exclude water, there is an abundance of
potential charge-capping ions.
NU-100015 is a structurally similar Zr-containing MOF,
which is often compared to UiO-66. The Zr node in NU-1000
has the formula [Zr6(η3-O)4(η3- OH)4(OH)4(H2O)4]
8+ and in
UiO-66 has the formula [Zr6(η3-O)4(η3−OH)4]12+. The
additional incorporation of four hydroxide and four water
molecules in NU-1000 is due to the use of ZrOCl2 as the Zr
precursor source, as opposed to the ZrCl4 precursor used to
synthesize UiO-66.15−17
The fraction of BDC linkers missing from UiO-66 is highly
debated. Reports vary from 1−4 vacancies per metal node
depending on synthesis conditions; however, all measurements
are indirect (e.g., thermogravimetric analysis) and usually yield
an average over a large sample volume. Regardless of the
method employed, it is clear that the defect concentrations are
high and beyond those typically found in crystalline materials.
In this paper, we investigate the free energy of formation of
missing ligand defects in UiO-66 using a combination of ﬁrst-
principles and molecular mechanics computational techniques.
We consider a range of charge compensating schemes involving
commonly used species. The results validate recent exper-
imental observations of high defect concentrations and reveal a
thermodynamic driving force for defect aggregation in the UiO-
66 system.
■ METHODOLOGY
The predictive power of computational chemistry applied to
metal−organic frameworks is well established.18−23 Here, we
combine empirical and ﬁrst-principle methods. The analytical
force ﬁeld calculations allow us to probe large and complex
defect structures including vibrations and hence calculate the
Gibbs free energy of ligand removal. The higher-level density
functional theory calculations provide a means of validation,
while also giving an estimation of solvation and cluster energies
for reaction products that are challenging to compute using
empirical interatomic potentials.
Force-Field Calculations. We have considered the cubic
unit cell of UiO-66, which contains 24 linkers and 4 metal
nodes. Force-ﬁeld calculations were performed with GULP.24,25
Parametrisation of the interatomic potential was conducted to
recreate the structural and material properties of nondefective
UiO-66, including bond lengths, bond angles, phonon
frequencies, bulk modulus, and elastic constants. The details
of the force ﬁeld and a comparison of the predicted structure of
UiO-66 against experimental data is given in the Supporting
Information (SI). The bulk and defective structures were ﬁrst
optimized with respect to the internal energy, and then the free
energy of the ﬁnal structure was calculated including the
vibrational entropy. For all defect reactions considered,
reactants and products were optimized at constant external
pressure, thus providing the Gibbs free energy (ΔG) of
reaction.
Density Functional Theory Calculations. Reference
solid-state density functional theory (DFT) calculations on
the pristine and defective structures of UiO-66 were performed
using VASP.26 These periodic DFT calculations were to
provide high-quality ﬁtting data for the force ﬁeld and to
validate the defect structures. The PBEsol functional27 was used
with a plane-wave cutoﬀ of 600 eV and wave functions were
calculated at the Γ-point of the Brillouin zone. Projector
augmented wave potentials were used to model the interaction
between valence and core of all atoms with 4d25s2 as the
valence conﬁguration of Zr. Internal forces were converged to
less than 0.005 eV/Å. The optimized unit-cell parameters from
PBEsol/DFT (a = 20.80 Å and α = 90.0°) reproduce the
experimental structure (a = 20.98 Å and α = 90.0°) of UiO-66
to within 1%. Comparisons of the crystal structures produced
by DFT and force ﬁeld methods are given in the SI.
Free energies of solvation for molecular fragments in DMF
(dimethylformamide) were calculated with the continuum
solvation model, COSMO, in NWChem28 (cc-pVTZ basis
set).29,30 The self-consistent ﬁeld energy convergence was set to
10−6 Ha and the M06-2X functional,31,32 which is known to
produce accurate thermodynamic properties, was used to
obtain geometries. In the solvation model, we used the
temperature-dependent experimental dielectric constant of
DMF, as reported by Bass et al.33 Other thermodynamic
quantities, such as the energy of protonation of BDC, were
taken from the NIST database.34 Finally, molecular cluster
binding energies were calculated with the B3LYP functional.35
This approach gives a good description of hydrogen bonding
interactions at low computational cost. The dielectric constant
of DMF at 300 K was used. A single point counterpoise
correction for the basis set superposition error (BSSE)36 was
calculated on the converged cluster geometries.
■ RESULTS
Charge-Capping Mechanism. For a balanced defect
reaction, conservation of charge and mass is required. Acetic
acid (CH3COOH) and/or HCl are commonly used as acidic
modulators to promote linker removal from the structure. In
addition, the commonly used solvent, DMF, and also H2O can
be incorporated. The removal of one BDC linker results in a
system with an overall +2 charge and reduces the coordination
sphere of 4 Zr centers from 12 to 11. We consider seven
capping mechanisms for charge compensation and stabilizing
the structure by saturating the coordination of each metal
center with a neutral molecule (Table 1).
There are two choices for adding the charge-capping and
neutral molecules into the structure, labeled as trans and cis in
Figure 1. We ﬁnd the lowest energy arrangement for trans
substitution, which can be understood from simple electro-
statics, as it maximizes the distance between the charge-capping
species, and also steric eﬀects. All results refer to the most
stable (trans) conﬁguration.
Defect Formation Energies. The defect free energies as a
function of temperature, calculated using mass and charged
Table 1. Charge Compensation Models for a Missing Linker
from UiO-66a
charged
model precursor anion neutral
1 HCl Cl−









7 HCl Cl− DMF
aGiven are the charge compensating molecules coordinated onto the
two Zr centers, the precursors, and the neutral molecules included in
some models to saturate the Zr coordination spheres.
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balanced chemical reactions, are given in Figure 2. The charge
compensating models are detailed in Table 1 and full reactions
are listed in the SI. The reaction energy is sensitive to the
charge compensation model. The inclusion of OH− as a
binding ligand is particularly unfavorable. The higher calculated
defect energy associated with OH− is due to the energy
required to split its precursor (water) in DMF as a solvent.
The charge-capping mechanisms that had the lowest
associated formation free energy were with acetic acid and
Cl−/H2O. The acetic acid cap was optimized from multiple
initial conﬁgurations. In each case, the CH3COO
− ligand
converged to a structure with bidentate coordination and
identical bond lengths. Little structural distortion or loss of
symmetry occurs to the framework of UiO-66 with the
incorporation of acetic acid due to it possessing an identical
headgroup to BDC. Slight losses of symmetry calculated when
using CH3COO
− as the charge-capping ion are due to the loss
of a mirror plane from the introduction of the methyl group. It
is therefore the similarity between the chemical structure and
solvation energies of the BDC and acetate head groups that
makes acetic acid the lowest energy charge-capping mechanism
in UiO-66.
Interestingly, we found that binding a Cl− ion with a neutral
molecule had a much lower energy than binding only Cl− ions.
Following the insertion of a monodentate charge-capping ion
alone we observed it bridging between two neighboring Zr
centers. When water/DMF were introduced, such that the Zr
centers remained fully coordinated, the defect energy was
lowered. This conﬁrms, as expected, that an undercoordinated
metal center is energetically unfavorable. Our ﬁndings also
suggest that a small concentration of water during synthesis
may increase the number of linker vacancies within the
material. We found the eﬀect of coordinating DMF as a neutral
molecule to have little inﬂuence on the defect energy. It can be
seen that when comparing the energies for single Cl− and Cl−/
DMF substitution, DMF, as a neutral coordinating molecule,
lowers the defect energy of removing one BDC linker. Note
that between 350−400 K, the energies of the respective charge-
capping mechanisms cross and the single Cl− model becomes
more favorable than the Cl−/DMF model, suggesting DMF
coordination to be unfavorable at high temperatures.
Multiple Ligand Vacancies. Taking the lowest energy
charge-capping mechanisms (CH3COO
− and Cl−/H2O), as
identiﬁed in Figure 2a, we further investigated the defect
energies associated with the removal of additional BDC ligands.
We present the defect energies for each of the symmetry
unique locations of 2 BDC removals in Figure 2b,c. The details
of these conﬁgurations are given in the SI. The lowest energy
conﬁgurations are identiﬁed to occur when removing linkers
from the faces of the same tetrahedral cage, which also form the
vertices of the central octahedral cage. The most favorable
position renders one metal node as 10 coordinate and two
other metal nodes as 11 coordinate.
For the removal of three BDC linkers, we calculate 32
symmetry unique conﬁgurations in a single unit cell. We have
calculated the defect formation energy of all conﬁgurations for
the lowest energy charge-capping mechanisms (CH3COO
− and
Cl−/H2O), Figure 2d,e. Each conﬁguration is numbered in
order of increasing magnitude of the defect energy, (i.e.,
conﬁguration 1 has the lowest energy and conﬁguration 32 has
the highest). We ﬁnd a broader distribution of defect energies
for the acetate capping than for Cl−/H2O. We observe the
short-range structural disorder in the acetate conﬁgurations,
where the acetate molecule points into the pore and does not
stay in planar alignment, to be larger with clustered defects due
to local interactions and a loss of symmetry. Conﬁguration 1
has the lowest defect energy by 23.8 and 26.5 kJmol−1 for the
acetate and Cl−/H2O capping, respectively, when compared to
conﬁguration 2. This conﬁguration corresponds to three BDC
linkers being removed from the same tetrahedral cage within
the structure with strong local interactions between the defects.
In contrast, the highest energy conﬁgurations feature parallel
vacancies that create a long-range structural instability.
Beyond three ligands, there is a combinatorial explosion and
we become limited by our simulation cell size. However, we
have considered some representative conﬁgurations. For acetic
acid, removing four ligands equating to two BDC linkers per
metal node has no signiﬁcant energy penalty (Figure 2f). This
result agrees, at least qualitatively, with experiment in that a
large increase in surface area can be obtained by using acetic
Figure 2. Free energy of defect formation for (a) a single vacancy with
a range of capping models (labeled 1−7 corresponding to Table 1).
(b,c) Two vacancies with acetate and Cl−/H2O capping models.
Highlighted are the two lowest and highest energy conﬁgurations, all
other conﬁgurations are shown as black lines. (d,e) Three vacancies
with acetate and Cl−/H2O capping models. (f,g) removal of 1−8
ligands for the CH3COO
− and Cl−/H2O charge-capping models
toward the formation of the ordered vacancy NU-1000 type
conﬁguration. All energies are presented per defect and include
contributions from the vibrational internal energy and entropy.
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acid as a modulator to remove linkers from the structure. The
removal of ﬁve and six linkers from the unit cell results in a
small increase in defect energy per linker removal before
phonon stability and therefore structural integrity is lost with
the removal of 7−8 linkers for acetic acid compensation. For
Cl−/H2O (Figure 2g), there is a reduction in energy per defect
when removing 7 and 8 BDC linkers (i.e., 3.5−4 linkers per
metal node), together with a phase change from cubic to
monoclinic symmetry, which occurs in a similar manner to the
breathing motion of “winerack” MOFs. There is also an
increased structural ﬂexibility due to the high number of vacant
ligand sites. The predicted phase change occurs at a very high
concentration of defects and so may not be experimentally
observable. Simulated powder X-ray spectra are given in the
SI.37 The symmetry reduction to monoclinic does not happen
in the case of the acetic acid charge cap, because this is a
bidentate ligand and the structural integrity of the cubic phase
is maintained.
A Boltzmann distribution for two and three linker vacancies
shows that 99% of defects will be clustered at 300 K for the
acetate and Cl−/H2O, respectively. Under equilibrium con-
ditions, a distribution of isolated vacancies is unlikely and a
dominant preference for clustered vacancy motifs would be
expected, which is consistent with recent X-ray scattering
analysis.38 Furthermore, the dynamic nature of charge capping,
including rapid proton transfer has been suggested from very
recent simulation studies.39
Ordered Defect Structure. A further simulation was
performed for the OH−/H2O charge-capping system with 8
linkers missing from the cubic unit cell. This corresponds to the
node structure of NU-1000, a MOF synthesized from a
diﬀerent Zr precursor. As an analysis of the energy required to
form this structure, we repeat the removal of 1−8 linkers in the
same manner as previously performed but instead for the
OH−/H2O charge capping. The ﬁnal structure is equivalent to
NU-1000 and was constructed along the highest symmetry path
(the same path as was followed for the acetate and Cl−/H2O
charge capping). Interestingly, we do not see the same phase
change as was observed with the Cl−/H2O capping; instead
hydrogen bonding between the hydroxyl groups and water
maintains the cubic symmetry with only small structural
distortions. The defect energy associated with the formation
of this structure (8 vacant linkers from the cubic unit cell) is
similar to the cost of a single defect (see SI), highlighting the
unusual tolerance of UiO-66 for high defect concentrations. We
note that the defect energy for this charge capping considers
the OH− capping source to be from the splitting of water.
Synthesis methods for NU-1000 involve the use of a Zr−OH
precursor, which oﬀers an alternative OH− source. We
therefore highlight the observed trend as being of interest
rather than the speciﬁc energetics of ligand removal for making
a NU-1000 type structure.
Molecular Association in Solution. Because of the high
concentration of defects predicted for UiO-66, we should
consider processes beyond the typical dilute limit of non-
interacting defects. Cluster formation following the removal
and subsequent protonation of BDC may occur both in the
framework but also between the removed species in the solvent.
Possible clusters that may form in solution are depicted in
Figure 3. A strong binding energy of −104.7 kJmol−1 between
two acetic acid molecules and one BDC-H2 linker has been
calculated (Figure 3f).
Formation of molecular clusters in solution may provide an
additional driving force for BDC linker to leave the UiO-66
framework when this acid is used as a modulator. Other clusters
considered are shown to have a weaker binding energy between
components (Table 2). Experimental evidence has been
reported that even when synthesized without an acidic
modulator UiO-66 can possess the missing linker defect at a
low concentration. A contributing factor may be the strong
calculated binding energy (−75.3 kJmol−1) between DMF and
BDC-H2 (Figure 3d). The formation of this cluster can provide
a thermodynamic driving force for a reduced number of linkers
to be incorporated into the framework during the formation of
UiO-66. The values reported are qualitative because hydrogen
bonding between the solvent and molecule is not described in a
continuum model. An explicit solvent model could provide a
more accurate description of aggregate formation in future
studies.
Spectroscopic Signatures. The volume of the crystal
lattice is found to increase and bulk modulus to decrease for the
majority of capping models (see Table 3). The single anion
capping (Cl− and OH−) is an exception as the anion eﬀectively
bridges between two metal centers, taking less physical space
than BDC, and the lattice volume decreases. The bulk moduli
are all lower for the defect structures but remain within 5 GPa
of pristine UiO-66.
A key question is whether the missing ligands have an
observable spectroscopic signature. The simulated infrared (IR)
Figure 3. Equilibrium geometries of molecular clusters for which
binding energies are given in Table 2.
Table 2. Binding Energies (after BSSE Correction) of
Molecular Clusters Shown in Figure 3 Formed Following
Linker Removal from UiO-66 at 300 K (in DMF Solvent)
cluster ΔE (kJmol−1)
a BDC BDC −47.6
b BDC BDC −22.5
c BDC DMF −29.5
d BDC DMF DMF −75.3
e BDC CH3OOH −52.8
f BDC CH3OOH CH3OOH −104.7
g CH3OOH DMF −38.3
h DMF DMF −4.7
i CH3OOH CH3OOH −56.1
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spectra of 1−4 missing linkers for the two lowest energy
charge-capping mechanisms (acetate and Cl−/H2O) are
presented in Figure 4. We highlight several important features
for the identiﬁcation of either charge cap. First, for the acetate
capping acetate peaks are evident at 1463 cm−1 and between
1583−1586 cm−1 due to the asymmetric and symmetric
stretching of the C−O carboxylate bonds, respectively, which
can be distinguished from the C−O carboxylate stretch of
BDC, occurring between 1617 and 1650 cm−1. The C−H bond
stretch of acetate occurs at 2900 cm−1, and the BDC C−H
stretch at 2947 cm−1. Additional peaks between 720−994 cm−1
are associated with bending and twisting of the Zr node.
Shoulder peaks are associated with the loss of symmetry at the
Zr node, but are diﬃcult to distinguish. For the Cl−/H2O
charge cap, allocating speciﬁc frequencies is more diﬃcult. As
was the case for acetate, additional peaks between 500−900
cm−1 are present due to the reduction in symmetry of the Zr
node (as evident for eight missing linkers in Figure 4). The Zr−
Cl stretch is diﬃcult to assign to one speciﬁc mode but occurs
in the same frequency range as the Zr−O stretches between
582−612 cm−1. The most obvious diﬀerence for this system is
the O−H bond stretch of water at 3378 cm−1 (see SI for the
full spectral range and associated Raman spectra). The results
suggest that high-resolution vibrational spectroscopy may
provide the means to assign the local charge-capping
mechanism and give insights into defect concentrations.
■ CONCLUSION
From an analysis of the defect chemistry of linker removal in
UiO-66, we conclude that the lowest energy processes are for
acetate and Cl−/H2O charge-capping mechanisms. We show
that H2O capping at high concentrations results in an ordered-
defect structure consistent with the NU-1000 framework. A
cluster between two acetic acid molecules and a protonated
BDC linker is found to have a strong binding aﬃnity and is a
candidate product of ligand loss. The results are expected to be
transferable to other UiO frameworks with relevance to a wider
range of hybrid organic−inorganic solids.
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Chapter 5
Epitaxial growth of MOFs on surfaces
5.1 Paper 4 - Chemical bonding at the metal-organic framework / metal
oxide interface: simulated epitaxial growth of MOF-5 on rutile TiO2
Understanding the binding mechanisms and adhesion strengths between two interfacing surfaces, par-
ticularly when designing functional devices, such as photovoltaic cells, is crucial. The choice of which
materials to interface does not only depend on their independent material properties, but also if uni-
form surface coverage can be achieved during growth. Different growth mechanisms can occur when
growing thin films of a material on a substrate.254,255 The first and most common is the Stranski-
Krastanov mechanism, where a few uniform layers will grow on a substrate before crystal nucleation
and adsorbate-adsorbate interactions dominate, leading to the nucleation of clusters. Surface roughness,
if the Stranski-Krastanov mechanism was dominating crystal growth, would increase as a function of
film thickness. Secondly, the Volmer-Weber mechanism, which due to dominating adsorbate-adsorbate
interactions, forms rough surfaces with spontaneous nucleation forming many clusters across the sub-
strate material. Finally, the Frank-van der Merwe mechanism for thin film growth produces atomically
smooth surfaces, as in this mechanism the surface-adsorbate interactions dominate over those between
adsorbates.254,255 Ohnsorg et al.256 report the growth of a thin film of HKUST-1 on modified Au sur-
faces. The authors use scanning probe microscopy and ellipsometry to measure the growing surface
roughness and thickness, respectively, to identify the growth of HKUST-1 by the Volmer-Weber mech-
anism. If the Volmer-Weber mechanism is to dominate the growth of thin films of MOFs on surfaces,
then initial growth will depend on the interaction of the MOF with surface adsorption sites.
The energetics of interacting a material with surface sites of a substrate, such as a metal oxide, will
depend on many factors. Firstly, the lattice mismatch, which is defined as the percentage difference
between the unit cell lattice parameters of two interfacing materials, must be low with values ideally
< 5%. Additionally, the chemical termination at each surface and where the strongest interactions
between two surfaces, based on the formation of chemical bonds, will occur. Finally, the phase purity
103
and crystallinity of the growing thin film must be considered, with epitaxial growth a distribution of
material symmetry phases may form under different synthesis conditions, leading to thin films with
different materials and optical properties.
In the following paper we conduct a screening procedure for calculating lattice mismatch between
two interfacing surfaces developed by Butler et al.257 The screening procedure was carried out for be-
tween multiple oxides and MOF structures, and identified a low lattice mismatch between the (110)
surface of TiO2 and the (011) surface of MOF-5. A combination of first-principles and classical meth-
ods are then used to model the interface between the cleaved surfaces, and calculations include thermo-
dynamically favourable positions of the ligands and possible reconstruction mechanisms of the oxide
surface when interfaced.
5.1.1 Additional ESI
Gaussian and plane waves method
The Quickstep module in CP2k was used in the paper for structure optimisation, which uses a hybrid
Gaussian and plane-waves (GPW) approach.258 Standard approaches to conducting DFT calculations
on systems are efficient but do not scale linearly with system size owing to the computation of the
Coulomb energy and orthogonalisation of the wave functions. The GPW approach was developed to
prevent “bottlenecks” in computation efficiency of DFT by efficient treatment of electrostatic interac-
tions to allow linear scaling and a reduction in computation time.
The GPW approach uses Gaussian atom-centered basis sets as primary basis functions for the wave
functions and plane waves for the charge density. The advantage of using Fast Fourier Transform
methods with plane waves for calculation of the Hartree Coulomb energy and Kohn-Sham matrix has
been discussed in the methodology section of this thesis.
The representation of the Gaussian orbital basis sets in the GPW approach for the electron density




where, φµ(r) = ∑idiµgi with primitive Gaussian functions (gi(r)) and contraction coefficients (diµ ).
The plane wave representation considering V, the volume of the unit cell and reciprocal lattice





The Kohn-Sham energy functional under the GPW approach considering the interaction of ionic
cores and electronic density using the Gaussian basis-set construct (Equation 5.1) and the plane wave
construct (Equation 5.2) is given by Equation 5.3.258
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where ET [ρ] is the electronic kinetic energy, EV [ρ] is the electronic interaction with the cores
of the ions, EH[ρ] is the electronic Coulomb energy, EXC the exchange correlation energy and EII is
the electrostatic interactions between the cores with charges, Z and positions, R. The local (VPPloc) and
non-local (VPPnonloc) components of E
V are described by norm-conserving pseudopotentials. The norm-
conserving pseudopotentials used for the paper were those of Goedecker, Teter and Hutter (GTH).
The GTH pseudopotentials are parameterised using all-electron wave functions from fully relativistic
calculations, and show improved accuracies for heavy atoms above other pseudopotentials.258
The use of plane wave pseudopotentials is wasteful of computer time and resources for models
involving large vacuums such as surface slabs, but remain efficient at removing the need to model core
electrons. The use of the GPW hybrid plane wave pseudopotentials and Gaussian basis sets allows
efficient treatment of the core electrons, and vacuum region, by using local basis sets that do no extend
across the vacuum region.
Surface slab construction
Slab models are commonly used to model surfaces and interfaces of solid-materials, and are formed
of a cleaved surface with an appropriate number of layers of material such that the lower layers would
represent the bulk. The constructed slab is periodic in the x and y directions with vacuum added in the z
direction and the atomic positions have generally been optimised for the bulk structure prior to a super
cell construction, from which a surface is cleaved. There are multiple considerations when constructing
a surface slab including; the thermodynamic stability of the cleaved surface, if the cut has left a dipole
across the material and how large the vacuum region must be to ensure any electrostatic interactions
do not extend across periodic images. Once constructed, it is common practice with thinner material
slabs that when optimising the surface, the atomic positions in the lowest layers are fixed such that they
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remain in the bulk positions. With thicker slabs where little atomic displacement of the lowers layers
would occur during optimisation, all atom positions can be relaxed.
For the following paper, the thermodynamically most stable surface of TiO2, which is the (110)
surface, was cleaved from optimised atomic positions of the bulk material. For the slab models of the
surface a large vacuum region of 30 A˚ was used, and a full relaxation of atomic positions was adopted
owing to the thickness of the material considered.
5.1.2 Coulomb energy correction
An electrostatic energy correction was required for calculating the proton transfer energy between
BDC ligand and TiO2 surface. We place a F− anion in the centre of a cubic unit cell and calculate
the internal energy as a function of inverse unit cell length, a. The internal energy of a charged unit
cell with infinite dimensions can be extrapolated from the intercept of 1/a vs internal energy plot. The
difference in energy of an F− anion in the unit cell used for the BDC on TiO2 surface calculations
and the total energy of the charged unit cell with infinite dimensions is the correction per +/- 1 charge
on a system (-0.408 eV). As two charges need to be accounted for (from surface and ligand charged
reference states) in the correction, a factor of two is applied when calculating the final proton transfer
energy. The charge correction was calculated as the difference between the infinite box limit (intercept
of the plot given in Figure 5-1) and the energy of the anion in the unit cell used for the first-principles
calculations of BDC on TiO2.
Table 5.1: Total energy of F− anion in a cubic unit cell of dimensions (a) used to calculate the electro-
static Coulomb energy correction of charged reference states.
a 1/a ( A˚−1) Total energy (Ha) Total energy (eV)
10 0.1 -24.227 -659.253
15 0.066666667 -24.205 -658.660
20 0.05 -24.194 -658.341
25 0.04 -24.186 -658.145
30 0.033333333 -24.182 -658.012
35 0.028571429 -24.178 -657.916
40 0.025 -24.175 -657.844
45 0.022222222 -24.173 -657.788
50 0.02 -24.172 -657.743
Thermodynamic cycle of proton transfer
The thermodynamic cycle considered for calculating the proton transfer energy between BDC ligand
and TiO2 surface is given in Figure 5-2. Note the inclusion of the electrostatic Coulomb energy correc-
tion.
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y = -0.6969x - 24.158
Figure 5-1: Electrostatic Coulomb energy correction plot from data given in Table 5.1.
Table 5.2: Calculation of electrostatic Coulomb energy correction from the infinite box limit as deter-
mined from data reported in Table 5.1.
Intercept (infinite box limit) energy (Ha) -24.158
In box same size as simulations (Ha) -24.173
∆ E (Coulomb) (Ha) 0.015
∆ E (Coulomb) (eV) 0.408
Figure 5-2: Thermodynamic cycle considered for calculating proton transfer energies between BDC
and the TiO2 surface.
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5.1.3 Forcefield parameter files
The forcefield parameter files can be found as open-source resources at the following Github address:
https://github.com/WMD-group/Epitaxy-MOF-5-TiO2/
5.1.4 Personal contribution
My personal contribution to the paper entitled “Chemical bonding at the metal-organic framework /
metal oxide interface: simulated epitaxial growth of MOF-5 on rutile TiO2” included all first-principles
calculations on the (110) surface of TiO2 and locating energy minima of the BDC ligand on the surface.
I also parameterised the forcefield models for both MOF-5 and TiO2, conducted all structure optimisa-
tions of the interfaced periodic materials and calculated the energy of adhesion between the interfaces.
K. Svane assisted with surface construction prior to optimisation.
108
Chemical bonding at the metal-organic framework / metal oxide inter-
face: simulated epitaxial growth of MOF-5 on rutile TiO2
Jessica K. Bristow,a Keith T. Butlera, Katrine L. Svane,a, Julian D. Gale∗c and Aron Walsh,∗a,b
a Centre for Sustainable Chemical Technologies and Department of Chemistry, University of Bath, Claverton Down, Bath, BA2 7AY, UK.
Tel: 01225 385432; E-mail: a.walsh@bath.ac.uk, b Global E3 Institute and Department of Materials Science and Engineering, Yonsei
University, Seoul 120-749, Korea, c Curtin Institute for Computation, Department of Chemistry, Curtin University, PO Box U1987, Perth,
WA 6845, Australia. Email: j.gale@curtin.edu.au
Received Xth XXXXXXXXXX 20XX, Accepted Xth XXXXXXXXX 20XX
First published on the web Xth XXXXXXXXXX 200X
DOI: 10.1039/b000000x
Thin-film deposition of metal-organic frameworks (MOFs) is now possible, but little is known regarding the microscopic nature
of hybrid heterointerfaces. We first assess optimal substrate combinations for coherent epitaxy of MOFs based on a lattice
matching procedure. We then perform a detailed quantum mechanical / molecular mechanical investigation of the growth of
(011) MOF-5 on (110) rutile TiO2. The lowest energy interface configuration involves a bidentate connection between two TiO6
polyhedra with deprotonation of terephthalic acid to a bridging oxide site. The epitaxy of MOF-5 on the surface of TiO2 was
modelled with a forcefield parametrised to quantum chemical binding energies and bond lengths. The microscopic interface
structure and chemical bonding characteristics are expected to be relevant to other framework-oxide combinations.
1 Introduction
Metal-organic frameworks (MOFs) are formed of inorganic
metal clusters and organic ligands, self assembled into ex-
tended porous networks. Progress in the understanding of
crystallisation mechanisms1 and methods for controlling pore
geometry and morphology2,3 has allowed the fabrication of
thin film MOFs for applications including molecular sensors,
smart membranes and catalytic coatings.4,5
There are two distinct approaches for fabricating MOF het-
erointerfaces.6 The first is the deposition of a preformed MOF
onto a surface, e.g. using a one-pot solvothermal reaction.
The second is templated growth where the surface of a sub-
strate can be functionalised, for example, with -thio, -COOH
or -CF3 monolayers.7–9 The latter is considered advantageous
for uniform thin-film growth since it offers selective and direc-
tional growth with a reduced number of defects at interfacing
sites.
There are numerous examples of MOF interface formation
in the recent literature. For example, Ameloot et al. demon-
strated controlled thickness and crystal size of thin film growth
of HKUST-1 (a Cu2+ paddle-wheel structure with attractive
physical properties10) on Cu metal electrodes using electro-
chemical deposition.11 In accordance with classical nucle-
ation theory, they report decreasing MOF crystal size with an
increased applied voltage due to an increased rate of crystal
growth. In 2010, Yoo et al. reported the heterostructured lay-
ered growth of the isorecticular IRMOF-3 and MOF-5 struc-
tures on the surface of Al2O3.12 Using a core/shell approach,
where one MOF is seeded on top of the other, a layered struc-
ture formed of Al2O3 substrate/IRMOF-3/MOF-5 layers was
grown. Growth was demonstrated regardless of which MOF
formed the core and shell. This approach allows for the con-
struction of complex heterostructured devices with differing
porosity and functional properties throughout the material.
More recently, Fischer et al. reported a heterostructure be-
tween HKUST-1 and [Cu2ndc2dabco] (ndc: 1,4-naphtalene
dicarboxylate, dabco: 1,4-diazabicyclo(2.2.2) octane), which
were grown upon a pyridyl-functionalized Au substrate.13 The
layered systems displayed enhanced adsorption affinity for
small organic molecules, such as methanol, at standard con-
ditions. A significant development has been the application of
vapour phase deposition techniques: Ameloot et al. and Ritala
et al. independently reported the gas phase deposition of ZIF-
8 and MOF-5 onto surfaces using the chemical vapour depo-
sition and atomic layer deposition, respectively. The optimi-
sation of vapour phase approaches to the growth of MOF thin
films would allow greater control over uniformity and thick-
ness for device manufacturing.14,15
Resolving the interface structure following epitaxial growth
is challenging, especially for hybrid solids that are inher-
ently ‘soft’ materials. Different experimental approaches have
been attempted for determining the surface termination of
MOFs, including an atomic-force microscopy examination of
1–8 | 1
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HKUST-1.16 Computational approaches to predicting the ter-
mination of MOF crystals have also provided useful guid-
ance. Schmid et al. used classical and first principles meth-
ods to predict the surface structure and growth mechansim of
HKUST-1.17 The calculated surface formation energies sug-
gested that a ligand termination of the (111) surface is the
lowest energy cleavage of the crystal. It should also be noted
that complex defects are possible in MOFs, such as missing
ligands and metal clusters during growth, further complicate
surface structure characterisation.18
Following an initial screening procedure to identify lattice-
matched MOF / substrate combinations, we report a com-
bined classical and first principles investigation of the mech-
anism of epitaxy of MOF-5 on the (110) surface of rutile
TiO2. Favourable binding positions of the BDC linker forming
MOF-5 are calculated with density functional theory (DFT)
and used to re-parameterise an existing MOF forcefield to de-
scribe the interface. The (011) surface of MOF-5 is then inter-
faced with the (110) surface of TiO2 and the resulting chemi-
cal interactions and surface reconstruction are reported.
2 Methodology
2.1 Lattice matching procedure
Screening for optimal materials combinations based on min-
imization of lattice mismatch was conducted to find viable
combinations of MOFs and binary materials including mainly
metal oxides. We employed the electronic-lattice-site (ELS)
procedure.19 The process involves cleaving all low-index sur-
faces of both the MOFs and substrates using the atoms object
in the atomic simulation environment (ASE).20 The mismatch
of surface cell vectors (u× v) can then be calculated as a per-
centage difference, taking into account possible orientations
and supercell expansions. The definition of surface cell pa-
rameters is given by the Zur and McGill scheme of defining a
set of primitive vectors of the cell such that they are indepen-
dent of any rotations or reflections of the lattice, thus allowing
a complete identification of compatible surfaces for epitaxial
interfacing.21,22 We define an arbitrary cut-off of 8 % mis-
match, which takes into account the mechanical softness and
flexibility of many hybrid frameworks.
2.2 First principles calculations
Total energy calculations were performed within the Kohn-
Sham density functional theory framework using the PBEsol
functional for the exchange-correlation potential with a D3
van der Waals correction in the QUICKSTEP module of
the CP2K program.23–25 PBE pseudopotentials of the an-
alytical form of Goedecker, Teter and Hutter (GTH) were
used to model the interaction between the valence elec-
trons [Ti(2s23s23p63d2), C(2s22p2), O(2s22p4), F(2s22p5),
and H(1s)] and the atomic cores.26 Kohn-Sham orbitals are
expanded with local Gaussian functions from the cc-TZ li-
brary for C, H, F and O with those from the DZV-GTH-PADE
library for Ti.27,28 The planewave cut-off for the auxiliary den-
sity basis set was set to 300 Ry with SCF convergence set to
1×10−7 Ha.
2.3 Forcefield calculations
Analytical forcefield calculations used GULP29,30 and the
VMOF forcefield31 as parameterised for common MOFs.
VMOF represents the interaction between metal and ligands
by modified MM3 Buckingham potentials, as given in Equa-
tion 1, plus the Coulomb terms, and is an extension to a previ-
ous parameterised forcefield, BTW-FF.32–34












Combination rules, where εi j =
√εii× ε j j and d0i j =√
d0ii×d0j j, were used for the εi j and d0i j values of the MM3
potential, that were parameterised for each metal to reproduce
the structural and mechanical properties of a subset of MOFs
including: MOF-5, IRMOF-10, MOF-650, UiO-66, UiO-67,
MIL-125, NOTT-300, and MOF-74.
Intramolecular bonding parameters of the ligands are taken
directly from the CHARMM library and charges derived us-
ing the charge equilibrium scheme of Gasteiger.35–37 Formal
charges were used for the metal cations and oxide anions
within the metal nodes; we can therefore consider the node
and ligands as essentially separate components.



















where, kr, kθ and kΨ are interatomic force constants, r the
distance between a pair of atoms, θ are 3-body and Ψ are 4-
body angles, q represents point charges and ε0 the vacuum
permittivity.
Long-range interactions of the ligand were treated as
Lennard-Jones functions with combination rules for ε and σ
of each individual atom. Lennard-Jones interactions of the
ligands were truncated at 12.5 A˚ and the cut-off of the MM3
Buckingham interactions of the metal node was set to 12.0 A˚.
For the TiO2 surface, a formal charge model was adopted,
with Ti and O interacting via a MM3 Buckingham term as was
used for the MOF metal node. Combination rules were used
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for the εi j and d0i j values of the MM3 functional, which were
parameterised to reproduce structural and mechanical proper-
ties of bulk rutile TiO2.
3 Results and Discussion
3.1 Epitaxial matching
A screening procedure was executed to calculate the lattice
mismatch between a range of common MOFs and inorganic
materials, such as oxides and chalcogenides, with the purpose
being to identify systems with small variations of the interfac-
ing surface cell parameters (Figure 1). The procedure does not
consider chemical identity, but focuses on lattice strain, calcu-
lated as the percentage difference between interfacing surface
parameters. If lattice mismatch of the cleaved surfaces is cal-
culated to exceed 8% between a “soft” MOF and compara-
tively hard binary material surface, is it unlikely that a uni-
form coverage of that MOF on the surface would be observed.
Furthermore, large lattice mismatch between surface parame-
ters is likely to introduce extended defects at interfacing sites,
mechanical instability and weak chemical bonding.
The results of the epitaxial screening are summarised in
Figure 1. Numerical values of lattice mismatch, surface in-
dices and surface expansions are provided as supporting infor-
mation. Several interesting trends are found. Firstly, common
binary materials used as templates for surface growth, includ-
ing Al2O3, TiO2 and α-SiO2, are identified to have low lattice
mismatch with many MOF topologies. This includes common
MOFs such as COF-1, MIL-125, DMOF-1 (orthorhombic and
rhombohedral polymorphs) and MOF-649, suggesting these
to be functional templating materials. Secondly, we highlight
that MOF-649 and DMOF-1 with wine-rack pore topology
show the greatest surface compatibility across most binary
materials considered. These MOFs are good candidates for
porous thin film materials. The screening procedure has also
identified ZnO and ZrO2 to be poor substrate materials for the
epitaxial growth of MOFs.
Our results confirm experimental observations made by
Hermes et al. who reported the successful growth of MOF-
5 on Al2O3 surfaces but state that growth was not possible on
α-SiO2 wafers with the same reaction conditions.38 There is a
favourable lattice mismatch between the (011) and (110) sur-
faces of MOF-5 and the (010) and (100) surfaces of Al2O3.
However, we do not find any favourable lattice planes that
would interface effectively between MOF-5 and SiO2 in ac-
cord with the experimental observations.
3.2 Epitaxial growth of MOF-5 on TiO2
We now consider the interface between the (110) surface of
TiO2 and the (011) surface of MOF-5 in more detail as a rep-
Fig. 1 Assessment of epitaxial matching between a range of
metal-organic frameworks and inorganic materials. The square
markers signify lattice mismatch within 8%. The size of the marker
is inversely proportional to the mismatch in surface area (u× v
expansion) between the interfacing surfaces. The colour of the
marker reflects the lattice strain, from blue (low strain) to red (high
strain). The most favourable matches therefore appear as large blue
squares. The interface with the smallest mismatch is plotted for each
combination. The polymorphs chosen are the experimental
structures at T = 300 K, with both the anatase (A) and rutile (R)
phases considered for TiO2.
resentative system (see Figure 2). TiO2 is a photocatalytic
material and popular for its surface reactivity.39–41 The (110)
surface of TiO2 is known to favourably bind the benzene di-
carboxylate (BDC) ligands that form MOF-5.42 MOF-5, first
synthesised by Yaghi et. al., is composed of BDC ligands and
Zn2+ cations in tetrahedral coordination, with each metal node
containing 4 Zn ions and 1 central inorganic oxygen anion.43
3.2.1 Carboxylate attachment on TiO2: first princi-
ples. The (110) surface of TiO2 was cut with a 6× 3 surface
expansion using GDIS.44 The final surface slab contained 540
atoms with cell dimensions of 17.7 and 19.5 A˚. The com-
plexity of surface defects and the presence of water adlay-
ers is extensively reported for TiO2.45–48 To reduce the cost
and complexity of the calculations we consider the bare unre-
constructed (110) surface of TiO2 as a representative interface
with MOFs. To create a 3-D periodic model, a vacuum gap
of 32 A˚ was inserted in the z-direction. Such a large vacuum
region is necessary as the length of BDC exceeds 7 A˚. Once
placed on the oxide surface, the gap must be sufficient that
electrostatic interactions of the BDC/oxide surface do not ex-
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Fig. 2 Representation of the unit cell of rutile TiO2 (left) and
MOF-5 (right) with highlighted lattice planes (pink) along (110) and
(011), respectively.
tend across periodic images. Multiple configurations for plac-
ing BDC on the (110) surface of TiO2 were investigated in-
cluding atomic relaxation (see Figure 3 and Table 1).
We consider six models, which we describe in terms of the
initial and final configurations: Model 1. Initial: Monoden-
tate binding configuration of BDC to one Ti polyhedron with
the capping hydrogen of BDC at an appropriate distance for
an oxide-H(BDC) interaction Final: The ligand remained in
a monodentate configuration with the proton of the BDC di-
rected at a surface oxide ion. Model 2. Initial: Monodentate
binding configuration to one Ti polyhedron with the proton of
BDC pointing away from the surface. Final: The ligand trans-
lated from being above one Ti polyhedra to approach a second
one in a bidentate manner. The movement across the surface
distorted the ligand into a local minimum with reduced sym-
metry. Model 3. Initial: Bidentate binding of BDC between
two Ti polyhedra in the x direction with the proton initialised
to point away from the surface. Final: A small displacement
of the molecule was observed and bidentate contact with the
surface was maintained. Model 4. Initial: The ligand was ini-
tialised as a bidentate connection between two Ti polyhedra in
the xy plane with the proton initialised to point away from the
surface. Final: Deprotonation occured as illustrated in Figure
4. A loss of bidentate coordination resulted in the proton in-
teracting with a nearby oxide and rotation of the ligand into
the same position as model 6. Model 5. Initial: Deprotonated
model 2 with the hydrogen located on a three-coordinate oxy-
gen of the surface that is located between Ti polyhedra. Final:
A small displacement of the ligand. Model 5 (low symmetry).
Initial: The same as model 5 but with symmetry breaking of
the Ti-O to check for alternative local minima. Final: The
bond lengths were very similar to model 5 with an energy low-
ering of only 54 meV. Model 6. Initial: Deprotonated model 2
with the hydrogen located on a two-coordinate bridging oxy-
gen on the surface. Final: Minor structure relaxation. Model
6 (low symmetry). Initial: The same as model 6 but with















Fig. 3 Initial configurations of the BDC ligand on the (110) surface
of TiO2. Highlighted (purple) is a central region of the TiO2 surface
for depicting the relative positions of Ti polyhedra that the BDC
were bound to. For each surface model we highlight (blue) the Ti
polyhedra that the BDC is initialised as bound to, with the capping
of the carboxylate/carboxylic acid group that was considered at this
binding site (lower right of each image). Yellow highlighted oxygen
atoms indicate an initial H-bonding interaction with protonated
BDC and green shows the initial position of protons when
considering a deprotonated ligand at the surface. Arrows across





Fig. 4 Deprotonation of BDC (model 4 in Figure 3) during
optimisation: (a) the initial configuration of the ligand; (b) the loss
of the bonding interaction between the protonated carboxylic acid
oxygen and Ti as the ligand begins to rotate; (c) the proton on the
carboxylic acid oxygen beginning to interact with a bridging oxygen
on the surface; (d) the proton transfer from the ligand to the surface.
minima. Final: The original structure was largely recovered,
and no energy gain was found.
The most favourable site for BDC adsorption (Table 1) is
model 6 (Figure 3) with monodentate binding and deproto-
nation. The high relative energies of the other configurations
suggests that for an isolated ligand on the surface of TiO2,
only this ground-state configuration would be accessible.
3.2.2 Carboxylate attachment on TiO2: forcefield.
Exploring the configurational space of the interface between
MOF-5 and TiO2 using first principles techniques is pro-
hibitively expensive from a computational perspective. We
therefore developed an analytical forcefield model to describe
the interface. The starting point was an existing forcefield de-
rived for metal-organic frameworks, VMOF, which describes
the bulk properties of a wide range of metal-organic frame-
works.31 A forcefield for TiO2 was fitted to reproduce the lat-
tice parameters and elastic constants of bulk TiO2 (rutile) the
results of which are shown in Table 2.
The next step was to model the MOF / oxide interaction,
which includes reproducing the first principles binding ener-
gies of BDC to the TiO2 surface. For consistency, experimen-
tal lattice parameters of TiO2 were used for both sets of calcu-
lations on the surface, with the atomic positions fully relaxed
in each case. Charges in the cross-linking BDC ligand were
re-fitted to reproduce the Ti-O(carb) bond lengths and bind-
Table 1 Relative energy (∆UR) of the six models considered for
binding of BDC on TiO2 (shown in Figure 3). The internal energy
of binding (∆U) is calculated with reference to BDC (details in SI).
Note models 5 and 6 include the energy of proton transfer to the
surface.




4 Transforms to model 6
5 0.870 -1.804
5 (ls) 0.816 -1.858
6 0.000 -2.673
6 (ls) 0.005 -2.668
Table 2 Comparison of structural and mechanical properties of TiO2
from forcefield (FF) calculations against experimental (Exp.) values.
The percentage deviation in the cell parameters is given in
parenthesis. The elastic constants are given in GPa, while cell
lengths are in A˚.
Property Exp. FF
a 4.587 4.421 (3.61)
b 4.587 4.421 (3.61)









ing energies of the most stable protonated (model 3) and de-
protonated (model 6) configurations. The reference states, in-
cluding a required Coulomb correction, are detailed in the SI.
When a complete thermodynamic cycle is considered, both the
binding energies and proton transfer energies calculated from
DFT and FF techniques agree to within 0.1 eV.
3.2.3 MOF-5 on TiO2: interface structure. The lattice
spacing of the MOF-5 epilayer was expanded uniformly to
match the more rigid TiO2 substrate. Note that the calculated
bulk moduli are 217.7 GPa for TiO2 and 8.8 GPa for MOF-
5. The uniform expansion in the x and y direction will lead
to consistent strain throughout the MOF layer regardless of
height of material considered, which may not be consistent
with realistic growth, but is unavoidable when implementing
periodic boundaries. The atom positions of the vacuum slabs
of the protonated oxide and deprotonated MOF were then sep-
arately optimised using our forcefield.
The MOF-5 termination consists of two ligands that contact
the surface. The ligands are perpendicular, with a difference in
rotation of 90◦ at the surface. Although one ligand (ligand a)
was initialised as bidentate between two Ti atoms – as iden-
tified as the lowest energy position for the isolated ligand –
the other (ligand b) must be initialised as monodentate above
one Ti cation. Only the most stable deprotonated carboxylate
model was considered.
For an initial model of the interface between the surfaces of
MOF-5 and TiO2, we first consider the minimum layer thick-
ness of MOF-5 to contain one internal pore as shown by struc-
ture 1 in the SI. During optimisation, ligand b significantly
changes geometry. The ligand begins to tilt relative to the
surface normal as the carboxylic acid head rotates. The ro-
tation causes electrostatic repulsion between the carboxylic
acid oxygen and the protonated bridging oxygen (O(O-H))
of the TiO2 surface. As a consequence of this repulsion the
O(O-H) is displaced, fulfilling the valence of a neighbouring
5-coordinate Ti site, and the carboxylic acid oxygen becomes
incorporated into the surface in place of the O(O-H) bridging
group. Two configurations were possible depending on the di-
rection that the ligand initially tilts in, as determined by which
side of the carboxylic acid oxygen that the proton was ini-
tialised on, with one configuration being 0.094 eV more sta-
ble than the latter. The two possible models for ligand b as
described will be referred to as ligand b model 1 and 2 and
are depicted in the SI. Ligand a remains in bidentate coordi-
nation following optimisation and little change in geometry is
observed, further confirming the stability of the ground-state
configuration of isolated BDC on TiO2.
First principles calculations were conducted to verify the
predicted reconstruction on three positions of the isolated lig-
and b on the surface, systems 1–3 correspond to results given
in Table 3: 1. Ligand b on the surface prior to reconstruction;
Table 3 First principles relative energies prior to and following the
predicted reconstruction of the TiO2 surface at the site of ligand b
adsorption. Relative energies are given between the three
configurations (∆ U) and also relative to the thermodynamic
ground-state configuration (∆ Uground−state), illustrated as model 6
in Figure 3.







Fig. 5 Structure models considered for different layer thickness of
MOF-5 and TiO2. Ligand a and ligand b are labelled for each
model. Note that each structure is periodic in the xy plane.
2. Ligand b model 1 following surface reconstruction; 3. Lig-
and b model 2 following surface reconstruction. Comparison
of relative energies (Table 3) prior to and following the recon-
struction of the TiO2 surface, confirm forcefield predictions of
the described reconstruction mechanism at the site of ligand
b adsorption. Following the reconstruction, the final configu-
ration is the second most energetically favourable position of
isolated BDC on the (110) surface of TiO2, when compared to
the identified ground-state configuration (ligand a position).
3.2.4 MOF-5 on TiO2: interface energetics. Following
the identification of the ground-state surface configuration of
TiO2 when interfaced with MOF-5, the strength of interaction
between the layers can be assessed. Several models were con-
structed to simulate the simultaneous growth of the layers of
MOF-5 and TiO2 (Figure 5). From a plot of layer thickness
against total internal energy (see SI), the energy of adhesion















Fig. 6 The (110) surface of TiO2 with highlighted oxygen sites
where proton migration from ligand a (green) and ligand b (purple)
costs < 0.1 eV as predicted by forcefield calculations. TiO4
polyhedra are highlighted if ligand a (green) or ligand b (purple)
remain bonding to the Ti sites following optimisation. At the site of
ligand b, an oxygen atom is highlighted (yellow), which belongs to
carboxylate group of ligand b and has become incorporated into the
surface following reconstruction. Ligand orientation (white line) is
given for both ligand a and b. The full structure of the MOF has
been removed for clarity.
and TiO2.
To put 1.43 Jm−2 into perspective, values of between be-
tween 2–5 Jm−2 are typical for metal/metal oxide interfaces,
whilst values less than 1 Jm−2 are expected for weakly bound
interfaces dominated by van der Waals interactions. For ex-
ample, Kohyama et al.49 calculate the energy of adhesion be-
tween Si-terminated SiC with Ti and Al metal surfaces to be
2.52 and 3.74 Jm−2, respectively. In contrast, the interface
between multi-layered graphene and SiO2 has an energy of
adhesion of 0.44 Jm−2.50 The value we report for a MOF /
oxide interface therefore suggests a reasonably strong chemi-
cal binding.
3.2.5 MOF-5 on TiO2: proton distribution. To further
validate the identified ground-state configurations of the in-
terfacing surfaces, the possibility of proton migration across
neighbouring oxide sites were considered for the model of
interfacing MOF-5 and TiO2. An extensive analysis of dif-
ferent proton positions was conducted by migrating the pro-
tons along neighbouring oxide bridges of the TiO2 surfaces
and comparing relative energies. Owing the expense of the
size of the systems considered, relative energies were calcu-
lated with the parameterised forcefield, which can reproduce
the binding energy of the proton to the surface as previously
predicted by first-principles calculations. The movement of
the protons from ligand a and b were considered separately
with configuration descriptions and relative energies reported
in the SI.
We calculate for both ligand a and b that the lowest energy
positions of the proton (following deprotonation of the BDC
ligands), is to remain on a neighbouring oxide site. Figure
6 highlights the oxide positions surrounding ligand a and b
where proton movement from the identified ground-state con-
figurations costs < 0.1 eV. Interestingly, at the site of ligand b
a further reconstruction of the surface is observed when substi-
tuting in a neighbouring site as highlighted (Figure 6), result-
ing in the newly protonated oxygen being displaced off-site
and tilt of the ligand changing as it rotates into the new posi-
tion at the surface in its place. The thickness of the MOF layer
was found not to affect the binding mechanism of MOF-5 on
the surface of TiO2 (see SI). The same ground-state configura-
tions is maintained for all layer thicknesses considered in this
study.
4 Conclusions
A number of viable metal-organic framework / inorganic sub-
strate combinations have been identified that could be used
for epitaxial thin-film growth. We have focused on the proto-
type case of the (011) surface of MOF-5 on the (110) surface
of rutile TiO2, including the initial contact of the ligands, fol-
lowed by the structure and thermodynamics of complete films.
Ideal growth with clean termination of surfaces were consid-
ered for this initial analysis of the thermodynamics associated
with the growth of MOFs on oxide surfaces. We find that fol-
lowing deprotonation of the BDC ligand, it is thermodynami-
cally favourable for the TiO2 surface to reconstruct, resulting
in the incorporation of a ligand into the surface. The energy
of adhesion between MOF-5 and TiO2 surfaces is calculated
to be 1.43 Jm−2, which reflects the significant chemical inter-
action at the hybrid heterointerface.
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Modulating the pore shape of MOFs
6.1 Paper 5 - Compositional control of pore geometry in multivariate
metal–organic frameworks: an experimental and computational study
Controlling the materials properties of MOFs extends further than optical absorption or mechanical
hardness often tuned for inorganic materials. Other properties such as pore shape and chemical inter-
actions within the pore can be tuned by changing the composition of the frameworks. In the following
paper we report how varying the concentration of halogen (X) substituents on the ligands comprising
a Zn2+/BDC(1-X)/DABCO MOF named DMOF-1, changes the ground state pore shape. Varying the
favoured pore shape means changing the ground state symmetry of the MOF, which can be appropriate
for many applications including responsive drug delivery and reversible gas absorption. In the follow-
ing paper, we conduct calculations to support experimental work, to firstly identify the ground state
pore shape with increasing concentration of Cl, Br and I substituents. We then further calculate the
energy profiles for converting between different pore shapes using the nudged elastic band method, and
finally analyse the non-covalent interactions in the system to explain the variation in observed ground
state pore shape.
Non-covalent interactions (as depicted between 2 example molecules in Figure 6-1), originate from
dispersive interactions between instantaneous-instantaneous, and induced-instantaneous dipoles due
to spontaneous polarisation of atoms in molecules.259 In the following paper we show non-covalent
interactions control the pore shape of the different compositions of halogen substituted DMOF-1, which
demonstrates the importance of non-covalent interactions and the control they have on final material






Figure 6-1: Schematic of an electrostatic interaction between two organic molecules
6.1.1 Additional ESI
The climbing image solid-state nudged elastic band method
The nudged elastic band (NEB) method is used to calculate the minimum energy reaction pathways
(MEP) between two relaxed configurations.260 A linear interpolation along a path between initial and
final configurations allows the generation of images, which represent intermediate configurations. The






where, Fs||i is the spring force parallel to the path and F
O⊥
i is the force due to the gradient of the




i − (FOi .τˆi)τˆi (6.2)
Spring constants are then added along the path to ensure even spacing between the generated images
during relaxation, considering the vector on each image (Ri):
Fs||i = k(|Ri+1−Ri|− |Ri−Ri−1|)τˆi (6.3)
The relaxation of each image along the path allows the MEP between initial and final configuration
to be calculated. The climbing image (CI) NEB is an extension used to find “true” saddle-points, which
represent transition points on the potential energy surface. During a CI-NEB calculation the highest
118
energy image is considered to be the transition state. Parallel forces from applied spring constants
(Equation 6.3) are not applied to this image, allowing the spacing between neighbouring images to
differ and the configuration to fully relax by maximising the perpendicular forces (Equation 6.2).260
v1 = (h1x,0,0) (6.4)
v2 = (h2x,h2y,0) (6.5)
v3 = (h3x,h3y,h3z) (6.6)
In solid-state (SS) NEB calculations, a final consideration required is the variation in volume of the
unit cell along the calculated MEP. Any unit cell (h), can be considered as 3 vectors, v1 (Equation 6.4),
v2 (Equation 6.5) and v3 (Equation 6.6) and 6 degrees of freedom in a triangular matrix: h1x 0 0h2x h2y 0
h3x h3y h3z

The changes in unit cell volume are then accounted for by Hooke’s law as a function of strain on
the system:
(hde f −h) = Y−1(h.σ) (6.7)
where, hde f is the change in unit cell lattice vectors, Y is the Young’s modulus, and σ is the
stress tensor. Further considerations for coupling the scaled unit cell volumes and atomic positions are
required.260
The SS-CI-NEB is an approach that allows accurate MEP between two known configurations to be
calculated, and is particularly useful for obtaining energy pathways during phase changes of materials,
providing that the number of atoms in the unit cell remain the same along the pathway. In the following
paper the CI-SS-NEB method is used to calculation energy pathways between different symmetries of
DMOF-1 with varying concentrations of halogen substituents.
6.1.2 Personal contribution
My personal contribution to the paper entitled “Compositional control of pore geometry in multivariate
metal-organic frameworks: an experimental and computational study” included calculating the ground
state pore topology of each MOF with differing substituent and calculating energy profiles between
the different topologies with a nudged elastic band approach. D. Tiana calculated the non-covalent
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interaction plots using a topological analysis with DFT. L. Cadman, N. Stubbs and M. Mahon did all
experimental synthesis, characterisation and analysis on the structures.
6.1.3 Access statement
This article is licensed under a Creative Commons Attribution 3.0 Unported Licence. Material from this
article can be used in other publications provided that the correct acknowledgement is given with the
reproduced material. Cadman, Laura K., et al., Dalton Trans., 45.10 (2016): 4316-4326. - Published
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Compositional control of pore geometry in
multivariate metal–organic frameworks: an
experimental and computational study†
Laura K. Cadman, Jessica K. Bristow, Naomi E. Stubbs, Davide Tiana,
Mary F. Mahon,* Aron Walsh* and Andrew D. Burrows*
A new approach is reported for tailoring the pore geometry in ﬁve series of multivariate metal–organic
frameworks (MOFs) based on the structure [Zn2(bdc)2(dabco)] (bdc = 1,4-benzenedicarboxylate, dabco =
1,8-diazabicyclooctane), DMOF-1. A doping procedure has been adopted to form series of MOFs con-
taining varying linker ratios. The series under investigation are [Zn2(bdc)2–x(bdc-Br)x(dabco)]·nDMF 1 (bdc-
Br = 2-bromo-1,4-benzenedicarboxylate), [Zn2(bdc)2–x(bdc-I)x(dabco)]·nDMF 2 (bdc-I = 2-iodo-1,4-ben-
zenedicarboxylate), [Zn2(bdc)2–x(bdc-NO2)x(dabco)]·nDMF 3 (bdc-NO2 = 2-nitro-1,4-benzenedicarboxy-
late), [Zn2(bdc)2–x(bdc-NH2)x(dabco)]·nDMF 4 (bdc-NH2 = 2-amino-1,4-benzenedicarboxylate) and
[Zn2(bdc-Br)2–x(bdc-I)x(dabco)]·nDMF 5. Series 1–3 demonstrate a functionality-dependent pore geome-
try transition from the square, open pores of DMOF-1 to rhomboidal, narrow pores with increasing pro-
portion of the 2-substituted bdc linker, with the rhomboidal-pore MOFs also showing a temperature-
dependent phase change. In contrast, all members of series 4 and 5 have uniform pore geometries. In
series 4 this is a square pore topology, whilst series 5 exhibits the rhomboidal pore form. Computational
analyses reveal that the pore size and shape in systems 1 and 2 is altered through non-covalent inter-
actions between the organic linkers within the framework, and that this can be controlled by the ligand
functionality and ratio. This approach aﬀords the potential to tailor pore geometry and shape within MOFs
through judicious choice of ligand ratios.
Introduction
Metal–organic frameworks (MOFs) have structures that contain
extended co-ordination networks of metal centres connected
by bridging organic ligands.1,2 Materials chemistry has seen a
rapid growth in the study of MOFs in recent years due largely
to their potential for porosity and the extensive range of appli-
cations, such as gas storage,3 separations4 and drug delivery,5
that derive from this.
Making changes to the structure and geometry of the brid-
ging ligand is a powerful route to optimising pore size and
shape.6 The IRMOF series, for example, consists of MOFs of
the general formula [Zn4OL3] where L is a linear dicarboxy-
late.7 The pore size of the MOF can be increased through
extension of L, or decreased by introducing a substituent onto
L that projects into the pores. To illustrate the utility of this,
analysis of the IRMOF series allowed identification of the MOF
with optimum pore size for methane adsorption.7 The
lengthening of organic linkers can lead to less stable frame-
works and on some occasions result in diﬀerent topologies or
interpenetration.
Multivariate MOFs (MTV-MOFs), mixed-component MOFs
in which two or more linkers play the same structural role,
allow for the incorporation of multiple functionalities into the
structure whilst maintaining the framework topology.8–10 Here
we present a route to the tuning of pore geometry in DMOF-1
type structures of the general formula [Zn2L2(dabco)] (L = dicar-
boxylate, dabco = 1,8-diazabicyclooctane) in which two linkers
of the same length, but diﬀering in the functional groups
attached to the aromatic ring, are used in the synthesis.
DMOF-1 is a zinc-based pillared MOF of the form
[Zn2(bdc)2(dabco)] (bdc = 1,4-benzenedicarboxylate).
11,12 The
as-synthesised form of the MOF contains a cubic framework
with square pores in which the bdc linkers are bent away
slightly from the square grid, and solvent molecules (DMF,
H2O) are present as guests within the pores. The framework
geometry is maintained upon removal of the included solvent,
†Electronic supplementary information (ESI) available: Syntheses, characteris-
ation and computational details. CCDC 1401468–1401475 and 1431185. For ESI
and crystallographic data in CIF or other electronic format see DOI: 10.1039/
c5dt04045k
Department of Chemistry, University of Bath, Claverton Down, Bath BA2 7AY, UK.
E-mail: a.d.burrows@bath.ac.uk
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though the activated MOF contains linear bdc linkers and a
regular square grid. The framework also displays guest-
induced flexibility, resulting in a compressed structure upon
the inclusion of benzene into the pores.
Flexible MOFs have received increasing attention due to
their interesting properties.13,14 For example, they often
display reversible structural alterations in response to solvent
changes, temperature or pressure. Several studies have shown
that replacing the bdc ligands in DMOF-1 with another dicar-
boxylate can result in alterations of the pore size and shape,
similar to the guest-induced behaviour (Fig. 1).6,15–17
Given the success in replacing the bdc linker in DMOF-1
with structurally similar dicarboxylate ligands,15,18,19 a syn-
thetic strategy was developed to investigate the potential for
forming mixed-ligand frameworks related to this material.
Multivariate analogues of DMOF-1 have been prepared pre-
viously, either through use of mixtures of dicarboxylic acids in
the synthesis6,12 or incomplete post-synthetic modification of
[Zn(bdc-NH2)2(dabco)] (bdc-NH2 = 2-amino-1,4-benzenedicar-
boxylate).15 However, the eﬀect of the linker ratio on the pore
geometry has, to the best of our knowledge, not previously
been studied. Here we report a systematic approach through
which pore compression can be enhanced and pore size
control can be achieved. A multivariate approach is adopted to
fine tune the structures and properties of several series of
MOFs relating to the DMOF-1 framework. A second dicar-
boxylic acid which is functionally substituted at the ortho-posi-
tion on the benzene ring, referred to generically as H2bdc-X,
was introduced into the reaction mixture in varying ratios of
H2bdc : H2bdc-X. By employing this doping procedure, MOF
libraries of the form [Zn2(bdc)2–x(bdc-Br)x(dabco)]·nDMF 1
(bdc-Br = 2-bromo-1,4-benzenedicarboxylate), [Zn2(bdc)2–x(bdc-
I)x(dabco)]·nDMF 2 (bdc-I = 2-iodo-1,4-benzenedicarboxylate),
[Zn2(bdc)2–x(bdc-NO2)x(dabco)]·nDMF (bdc-NO2 = 2-nitro-1,4-
benzenedicarboxylate) 3 and [Zn2(bdc)2–x(bdc-NH2)x(dabco)]·
nDMF 4 were prepared and characterised. In a similar manner,
the series [Zn2(bdc-Br)2–x(bdc-I)x(dabco)]·nDMF 5 was prepared




The reaction of Zn(NO3)2·6H2O with dabco and mixtures of
dicarboxylic acids in varying ratios in DMF at 120 °C for 3 days
aﬀorded crystalline products for all members of series 1–5. All
products were formed in good yields of approximately 60–80%.
For members of series 1, 3 and 5, colourless block crystals
were produced, whereas the compounds in series 2 yielded col-
ourless needles and those in series 4 gave orange-brown block
crystals. The composition of all compounds in series 1–5 were
determined using 1H NMR spectroscopy on acid-digested
samples of the dried MOFs. In addition to studying bulk
samples, NMR spectra were also recorded on one individual
acid-digested crystal for select members of series 1, 3, 4 and 5.
These 1H NMR spectra showed the presence of both bdc and
bdc-X ligands in each sample, demonstrating the successful
formation of multivariate MOFs as opposed to physical mix-
tures containing two discrete phases.
The integral analyses from the spectra taken of both bulk
and individual crystal samples of series 1, 3 and 4 showed that
all members of these series had a ligand ratio composition
similar to that present in the reaction mixture, thus demon-
strating that there were no significant ligand preferences and
that the composition can be controlled through the relative
reactant concentrations. This is in contrast to observations on
the IRMOF system, for which there were significant diﬀerences
between the ratios of linkers used in the reaction mixture and
those observed in the products.9,10
Series 1, 3 and 4 showed little compositional variation
within the bulk phase itself, with a comparison of the integrals
from individual crystal samples to those of the bulk products
indicating only small variations between samples from the
same batch (<3% of the mean value quoted).
In contrast, analysis of the integrals in the 1H NMR spectra
of series 2 and 5 revealed evidence of strong ligand prefer-
ences. In both of these series the bdc-I ligand is preferentially
excluded in favour of the other dicarboxylate. In series 2 this
resulted in an incorporation of up to 20% more bdc into the
framework than was present in the reaction mixture, and in
series 5 there was up to 24% more bdc-Br in the framework
than was expected from the reaction mixture (Fig. 2).
X-ray diﬀraction analysis of [Zn2(bdc)2–x-
(bdc-Br)x(dabco)]·nDMF 1
All members of series 1 gave powder XRD patterns containing
the same general features, suggesting all compounds possess
similar framework topologies. A closer inspection revealed the
presence of two unique phases, which can be identified in the
PXRD patterns through diﬀerences in their peak positions
(Fig. 3). Above a bdc-Br content of 54%, peaks at 2θ 8.4° and
16.7° shift to lower values. These subtle alterations in the
PXRD patterns suggest that the products with a higher bdc-Br
content contain structural diﬀerences (concurrent with altered
unit cell parameters) to those with lower bdc-Br content. The
PXRD patterns from the samples with 39% and 54% bdc-Br
Fig. 1 Pore structure of [Zn2(bdc)2(dabco)]·4DMF·0.5H2O (left) and
[Zn2(bdc-Br)2(dabco)] (right), the latter showing a slight diagonal com-
pression of the pore with the addition of bromine substituents into the
framework. The bromine atom in [Zn2(bdc-Br)2(dabco)] is disordered
over four positions.
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show elements of the traces from both pore types (Fig. 3),
suggesting that both phases are present in these samples.
Four of the ligand ratios used yielded crystals that were suit-
able for single crystal X-ray diﬀraction, and these compounds
were structurally characterised as [Zn2(bdc)(bdc-Br)(dabco)]·DMF
1a, [Zn2(bdc)0.8(bdc-Br)1.2(dabco)]·DMF 1b, [Zn2(bdc)0.4(bdc-
Br)1.6(dabco)] 1c and [Zn2(bdc)0.3(bdc-Br)1.7(dabco)] 1d. The
crystal structures of all contain the expected DMOF-1 frame-
work topology, consistent with PXRD results. Thus the struc-
tures all contain paddlewheel units formed from two Zn(II)
centres bridged by four carboxylate groups and with nitrogen
donors from dabco ligands occupying the axial sites. The
bridging dicarboxylate and dabco ligands link these secondary
building units (SBUs) into three-dimensional networks. In all
four structures, the bromine atoms exhibited positional dis-
order over the four available positions of the benzene ring.
A clear diﬀerence in the crystal structures is observed
between the lower bdc-Br content structures 1a and 1b and the
higher bdc-Br content structures 1c and 1d. Compounds 1a
and 1b crystallise in a tetragonal space group and display a dis-
torted square grid topology (Fig. 4a), similar to that observed
in the solvated DMOF-1 structure. For both of these structures
the dicarboxylate linker is bent, arching away from a linear
arrangement and causing a distortion to the regular square
grid topology of the framework. These distortions alternate
into and out of the pore between each layer of the framework
leading to square channels throughout the structure (Fig. 4b).
In contrast to 1a and 1b, compounds 1c and 1d crystallise
in an orthorhombic space group and display pores of a rhom-
boidal, narrow geometry (Fig. 4c). A comparison of the frame-
works of 1c and 1d to that of [Zn2(bdc-Br)2(dabco)]
19 show that
the pores in the mixed-ligand structures are compressed to a
higher degree than in the single ligand parent (Table 1).
The change in pore size and shape in series 1 with
increased bdc-Br content is accompanied by a loss of the dicar-
boxylate distortion shown in 1a and 1b. The subtle changes
observed in the experimental PXRD patterns from low to high
bdc-Br content reflect changes in the unit cell parameters that
occur with the change in pore geometry. Further analysis of
these structures has been addressed by a computational study
(vide infra).
In contrast to most of the MOFs in this paper, the experi-
mental powder X-ray diﬀraction patterns of 1c and 1d showed
a number of diﬀerences in the positions of the peaks to those
in the X-ray powder diﬀraction patterns simulated from the
Fig. 2 The percentage inclusion of bdc-I into [Zn2(bdc)2–x(bdc-I)x(dab-
co)]·nDMF 2 and [Zn2(bdc-Br)2–x(bdc-I)x(dabco)]·nDMF 5, plotted against
the percentage bdc-I in the reaction mixture.
Fig. 3 PXRD patterns of the compounds [Zn2(bdc)2–x(bdc-Br)x(dab-
co)]·nDMF 1, with the number shown against each powder pattern
denoting the % bdc-Br in the sample. The plot of 2θ against % bdc-Br
shows the key peaks which shift with the change in pore topology.
Fig. 4 (a) The individual distorted square pores in [Zn2(bdc)(bdc-Br)-
(dabco)]·DMF 1a, (b) square channels in [Zn2(bdc)(bdc-Br)(dabco)]·DMF
1a viewed over multiple layers, (c) the rhomboidal pores in
[Zn2(bdc)0.4(bdc-Br)1.6(dabco)] 1c.
Paper Dalton Transactions























































































single crystal studies. These diﬀerences were suspected of
being related to the diﬀerence in temperature at which the
diﬀraction patterns were generated – the experimental pattern
was collected at ambient temperature whereas the single
crystal X-ray diﬀraction data were collected at 150 K. To test
this theory, the single crystal data for 1c was re-collected at
ambient temperature (1c′). While the overall topology of 1c′ is
similar to that of 1c, crystallising in an orthorhombic space
group and presenting rhomboidal pores, significant changes
in the unit cell parameters were observed. The compression of
the pores is more acute in 1c than in 1c′ (Table 1) accounting
for the changes in unit cell parameters observed. After the
room temperature data collection, the crystal of 1c′ was cooled
to 150 K and the unit cell parameters collected at that tempera-
ture matched those of 1c. The reversible unit cell parameter
shift from 1c to 1c′ leads to a movement of peaks in the gener-
ated diﬀraction pattern, and the experimental patterns
recorded for the bulk samples of 1c and 1d at room tempera-
ture match well to that simulated from the single crystal struc-
ture of 1c′ (Fig. S24†). The slight diﬀerence in bdc : bdc-Br
ratio between 1c and 1c′ is insignificant, and a consequence of
diﬀerent crystals being used in the analyses and the softness
in determining site occupancy factors against a backdrop of
the disorder noted.
X-ray analysis of [Zn2(bdc)2–x(bdc-I)x(dabco)]·nDMF 2
Similar structural trends to those found in series 1 are
observed in [Zn2(bdc)2–x(bdc-I)x(dabco)]·nDMF 2. All members
of series 2 display powder diﬀraction patterns with the same
gross features as those in DMOF-1, suggesting all multivariate
species are isoreticular. As with series 1 there is a transition
point within the PXRD patterns indicating a change from one
crystal system to another (Fig. 5). This transition is character-
ised through peak position shifts similar to those observed in
the brominated series and can therefore be identified as a
change in the pore geometry of the framework from square to
rhomboidal.
The bdc : bdc-I ratio in the products of series 2 were deter-
mined by bulk NMR spectroscopy. Integral analysis shows a
clear preference for bdc inclusion into the product framework
at the expense of the bdc-I ligand, and is consistent for all pro-
ducts of series 2. Due to the strong ligand preferences
observed, the square pore to rhomboidal pore transition does
not occur until loadings of approximately 90% in the reaction
mixture; equivalent to 60% bdc-I in the MOF. Taking the ratio
of bdc : bdc-I in the framework into account, the shift from
square to rhomboidal pore geometries occurs at approximately
the same product stoichiometry for series 1 and series 2. The
small size and needle-like nature of the crystals from series 2
meant that single crystal X-ray diﬀraction was not possible for
any of the compounds in this series.
X-ray diﬀraction analysis of [Zn2(bdc)2–x-
(bdc-NO2)x(dabco)]·nDMF 3
The PXRD patterns from [Zn2(bdc)2–x(bdc-NO2)x(dabco)]·nDMF
3 show a similar trend to those observed in the bdc-Br and
bdc-I analogues, 1 and 2. Products which contain a stoichio-
metry of >60% bdc-NO2 give diﬀraction patterns with a shift of
peaks along with the loss and appearance of others (Fig. 6)
when compared with those with low bdc-NO2 content.
These changes are consistent with the premise that a
change in the pore geometries and lattice parameters are
occurring. In the sample containing 59% bdc-NO2, the PXRD
pattern clearly shows the presence of both square-pore and
rhomboidal-pore phases of the MOF (Fig. 6).
Single crystal X-ray analysis was carried out on
[Zn2(bdc)1.2(bdc-NO2)0.8(dabco)]·2.5DMF 3a confirming this
compound contains a distorted square pore framework
(Fig. 7), similar to those of 1a and 1b and consistent with the
PXRD data. Single crystal X-ray diﬀraction of compound
[Zn2(bdc)0.6(bdc-NO2)1.4(dabco)]·nDMF 3b was also carried out
and it showed unit cell parameters similar to those for 1c and
1d, indicating that the rhomboidal pore form of this species is
accessible. As data quality for 3b were poor, with disorder pre-
cluding any additional insight into the factors aﬀecting pore



















[Zn2(bdc)0.4(bdc-Br)1.6(dabco)] 1c Rhomboidal 12.759
[Zn2(bdc)0.3(bdc-Br)1.7(dabco)] 1d Rhomboidal 12.858
[Zn2(bdc)0.48(bdc-Br)1.52(dabco)] 1c′ Rhomboidal 14.229
[Zn2(bdc-Br)2(dabco)]
19 Rhomboidal 14.627
Fig. 5 PXRD patterns of the compounds [Zn2(bdc)2–x(bdc-I)x(dab-
co)]·nDMF 2 with the number shown against each powder pattern
denoting the % bdc-I in the sample. The plot of 2θ against % bdc-I
shows the key peak which shifts with the change in pore topology.
Dalton Transactions Paper























































































geometry, this crystal structure has not been presented herein
(see ESI†).
In contrast to series 1 and 2, a second transition in series 3
is observed at 100% bdc-NO2 content i.e. [Zn2(bdc-NO2)2-
(dabco)] which crystallises in a tetragonal crystal lattice with
square pore geometry.18 This means that rhomboidal pores
with bdc-NO2 are only possible in a multivariate system, and
furthermore the multivariate approach allows the attainment
of pore geometries containing particular functional groups
that cannot otherwise be accessed.
X-ray diﬀraction analysis of [Zn2(bdc)2–x-
(bdc-NH2)x(dabco)]·nDMF 4
In contrast to series 1–3, the PXRD patterns for compounds of
series [Zn2(bdc)2–x(bdc-NH2)x(dabco)]·nDMF 4 show no evi-
dence for a transition between structures containing square
and rhomboidal pores (Fig. S19†). Instead, all of the frame-
works display powder diﬀraction patterns that correspond to
the square pore form. Further evidence is provided by single
crystal analyses completed upon [Zn2(bdc)1.6(bdc-NH2)0.4(dabco)]·
2.6DMF 4a and [Zn2(bdc)0.2(bdc-NH2)1.8(dabco)]·1.5DMF 4b.
Both of these MOFs show similar connectivity and topology to
that of DMOF-1, and display distorted square pores, despite
significantly diﬀerent loadings of the bdc-NH2 ligand in the
framework.
Whilst a comparison to series 1–3 might lead to the
assumption that both 4a and 4b would crystallise in tetragonal
settings, there is a change in space group from tetragonal in
the case of 4a to monoclinic in the case of 4b. The structure of
4b is overall very similar to that of 4a but shows a minor devi-
ation in the alignment of the crystal sheets as viewed along the
b-axis causing a distortion of the neighbouring dabco units
(Fig. 8). This corresponds in the β angle shifting away from the
required 90° of the tetragonal species, to 94.727(2)°.
X-ray diﬀraction analysis of [Zn2(bdc-Br)2–x-
(bdc-I)x(dabco)]·nDMF 5
The series [Zn2(bdc-Br)2–x(bdc-I)x(dabco)]·nDMF 5 was formed
through varying the ratios of the two substituted ligands bdc-
Br and bdc-I. As with series 1–4, the formations of the multi-
variate products were identified through 1H NMR spec-
troscopy. PXRD analysis of the products showed similarities to
that of DMOF-1, indicating that isoreticular structures had
been formed. No evidence for a transition between structural
types was observed (Fig. S20†).
The products from a reaction mixture ratio of 50% H2bdc-
Br and H2bdc-I yielded crystals suitable for single crystal X-ray
diﬀraction. The crystal structure was solved in an ortho-
rhombic space group and identified as [Zn2(bdc-Br)1.4(bdc-
I)0.6(dabco)]·2.6DMF 5a. The structure shows the presence of
rhomboidal pores, similar to those observed in 1c and 1d.
Unlike the mixed bdc/bdc-Br and bdc/bdc-I series, 1 and 2
respectively, the compounds in series 5 always contain 100%
halogenated ligands, but with varying ratios of bdc-Br and
bdc-I. The lack of any changes in the peak positions within the
PXRD patterns of 5 suggests that all species from this series
crystallise in the rhomboidal pore form. This is consistent
with findings from compounds with high loadings of bdc-Br
and bdc-I from series 1 and 2.
Materials modelling
Given the changes observed in pore geometry with compo-
sition in compounds from series 1–3 and the contrasting lack
of changes observed in series 4 and 5, atomistic simulations
were undertaken in order to gain insight into these
observations.
Further to assessing the energy diﬀerence between diﬀerent
phases, we also probed potential transitions between the struc-
tures in order to gain insight into the dynamic stability. Solid-
state nudged elastic band (SS-NEB) calculations between sym-
metry representative structures were performed using VASP at
the DFT/PBEsol level of theory.20–24 The saddle point in poten-
tial energy obtained between two stable polymorphs (within
SS-NEB) can be used to predict the activation energy associated
Fig. 6 PXRD patterns of the compounds [Zn2(bdc)2–x(bdc-NO2)x(dab-
co)]·nDMF 3 with the number shown against each powder pattern
denoting the % bdc-NO2 in the sample. The plot of 2θ against % bdc-
NO2 shows the key peaks which shift with the change in pore topology.
Fig. 7 Structure of the network in [Zn2(bdc)1.2(bdc-NO2)0.8(dab-
co)]·2.5DMF 3a showing a view of one layer of the framework as viewed
along the c-axis, demonstrating the distorted bdc linkers.
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with the possible structural transformation. Full compu-
tational details can be found in the ESI.†
Two diﬀerent 100% halogenated structures were modelled
for series 1 and 2. The first halogenated model has Br/I substi-
tuted alternatively on each side of neighbouring aromatic
rings (A), resulting in 50% of the halogens within each neigh-
bouring pore. The second model has halogen substitution
with the same overall concentration but with the halogens on
neighbouring rings located within the same pore (S) (Fig. 9).
These models allow us to assess the eﬀect of local halogen
orientation and concentration, which may influence the phase
stability.
Three pore topologies were considered: perfect square, dis-
torted square and rhomboid for each halogen substituent and
un-substituted (100% bdc) framework. The relative energies of
each topology with respect to the distorted pore structures are
given in Table 2, with calculated activation energies between
each phase.
Calculated relative energies (Table 2) of the structures
support the observed behaviours of the frameworks with
higher concentrations of halogenated-bdc (i.e. in series 1 and
2). In particular, the relative energy between the square and
rhomboidal pore structures is lowest for the 100% bdc struc-
ture whereas the perfect square pore structure becomes less
accessible with increasing halogen content, supporting the
experimental observation that with increasing halogen content
the square pore structure is not formed.
When considering the relative energies between square and
rhomboid structures with 100% bdc, 100% bdc-Br (A) or 100%
bdc-I (A), the rhomboid form is the higher energy configur-
ation. In contrast, for either the 100% bdc-Br (S) or 100% bdc-I
(S), where there is a high concentration of Br in half of the
pores, the rhomboidal form is more stable. This observation
suggests that above a certain concentration of halogen within
a pore, there is a thermodynamic driving force for the for-
mation of the narrow, rhomboidal pore framework.
Potential energy profiles showing the activation energies
between structures (as given in Table 2) for the three hypothe-
tical structural transformations are depicted in Fig. 10 to
further evaluate the thermodynamic stabilities of each struc-
ture. Three structural transitions were considered:
Transition 1: ‘Distorted square’ to ‘square’ pore structure.
This defines activation energy Eact(1) required to remove the
structural distortion following solvent evacuation.
Transition 2: ‘Distorted square’ to ‘rhomboid’ pore struc-
ture. This defines activation energy Eact(2) for the compression
of the pores observed in some mixed-ligand structures.
Transition 3: ‘Perfect square’ to ‘rhomboid’ pore structure.
This defines activation energy Eact(3) associated with compres-
sing the structure from a higher symmetry square pore form. It
is also associated with MOF ‘breathing’ and structural
flexibility.
The energy profiles further support the observed behaviour
of the frameworks. Each structure is locally stable and
Fig. 8 (a) Structure of the distorted square pore form of [Zn2(bdc)0.2(bdc-NH2)1.8(dabco)]·1.5DMF 4b as viewed down the c-axis. (b) View of 4b
along the b-axis showing the oﬀset nature of the neighbouring dabco ligands. (c) View of [Zn2(bdc)1.6(bdc-NH2)0.4(dabco)]·2.6DMF 4a along the
b-axis showing the neighbouring dabco ligands in-line with one another. In all cases included solvent molecules and hydrogen atoms have been
removed for clarity.
Fig. 9 Halogen substitution positions modelled in DMOF-1. (a) Substi-
tution within alternating pores (A) and (b) substitution in the same pore
(S), with the halogen atoms shown in purple.
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dynamic conversion between pore topologies would not be
possible for structures with halogen substituents. Interestingly,
for the 100% bdc structure, no activation barrier between
square and rhomboid pore topology is evident. This supports
the capability of the 100% bdc structure to ‘breathe’ with
applied external stimulus such as a temperature or pressure.
We also consider the change in chemical interactions with
increasing halogen concentration within the pore. Non-
covalent interaction (NCI) analysis allows the visualisation of
charge density within a chemical system that is not attributed
to formal covalent bonding.25–28 Two interactions were found
to be of importance for the structural behaviour of DMOF-1.
Firstly, attractive dispersive interactions between the carboxy-
late oxygen atoms and the hydrogen atoms on the dabco
ligand are present. This interaction is present regardless of the
substituent on the bdc ligand and could be a driving force for
the COO–Zn–COO angle to change in DMOF-1, subsequently
contributing to reversible structural ‘breathing’. We show here
that the relative energies of the diﬀerent pore topologies are
consistent with experimental observations. The calculated acti-
vation energies confirm that the structures are not interconver-
tible and a single pore topology is thermodynamically
favorable for all systems, supporting the X-ray analyses.
Secondly, the preference for a rhomboidal pore structure
for the halogenated mixed-ligand DMOF-1 structures can be
explained by the dispersive interactions between the halogen
atom and the hydrogen atom on the dabco ligand. Fig. 11
depicts this interaction between Br and H in the 100% bdc-Br (S)
system. With increasing concentration of halogen, the
number of these interactions increases and this provides the
thermodynamic driving force for the observed behaviour. As
Table 2 Relative total energies between perfect square, distorted square and narrow pore structures in kJ mol−1. Note that the reported energy of
each structure is relative to the distorted pore structure of DMOF-1. Activation energies reported for Transition 1 are from the distorted to perfect
square, from distorted to the rhomboid pore structure for Transition 2 and from square to rhomboid pore structure for Transition 3




bdc 52.1 0 −8.2 18.5 −0.1 —
bdc-Br (A) −34.8 0 −10.8 42.7 −0.2 37.8
bdc-Br (S) −29.4 0 −68.5 37.4 — 14.6
bdc-I (A) −65.7 0 −32.6 49.2 2.1 67.0
bdc-I (S) 23.0 0 −51.8 69.2 3.1 22.0
Fig. 10 The potential energy surfaces associated with the three structural transformations with varying halide concentration, as predicted from
nudged elastic band calculations (DFT/PBEsol). Transition 1 (left) is for a perfect square to distorted square structure, Transition 2 (centre) relates to a
distorted square to rhomboid structure and Transition 3 (right) corresponds to a square to rhomboid pore structure. Structures labelled A have the
halogens on neighbouring rings projecting into alternating pores whereas structures labelled S have the halogens on neighbouring rings projecting
in to the same pores.
Fig. 11 Non-covalent interactions (a) in the node of DMOF-1 deter-
mined from topological analysis of DFT calculations and (b) between H
and Br in DMOF-1–Br. The depicted density represents repulsive inter-
actions between the paired Zn metals (blue) and attractive interactions
as highlighted between the carboxylate O and Zn atoms (green). Also
shown are attractive interactions between the carboxylate O and
H-(dabco).
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the halogen–halogen distances within the pore are greater
than 6 Å in series 1, this rules out halogen–halogen inter-
actions as a contributing factor to pore compression. Indeed,
these interactions were also not evident in the NCI analysis.
Further support can be found in series 3 and 4, with NO2 and
NH2 groups as substituents on the bdc ligand. At 100% con-
centration of substituent on each aromatic ring these struc-
tures do not collapse into rhomboidal geometry, but remain in
a square pore topology. For the amino-containing framework
4, H(NH2)–H(dabco) only weak interactions are present that
would not provide enough attractive force to drive the structure
to collapse. For the case of series 3, the analysis of observed
pore topologies is more complex. During geometry optimi-
sation, a rotation of the NO2 substituent renders the non-
covalent interactions diﬀuse and weak due to the lone pair
repulsion between the O(NO2)–O(carboxylate). The relative
energies of pore topologies with high concentration of NO2 are
sensitive to the extent of rotation and are therefore not
reported.
Structural stability of series 1–5
Previous reports have shown that the DMOF-1 structure is sus-
ceptible to hydrolysis from atmospheric water leading to the
collapse of the framework over time.29 Studies were therefore
undertaken on selected members of series 1–5 to determine if
the addition of a second bdc-X ligand aﬀected the stability in
air. A similar protocol has been used to assess the structural
stability of MOF-177.30
Compounds [Zn2(bdc)(bdc-Br)(dabco)]·DMF 1a, [Zn2(bdc)1.5-
(bdc-I)0.5(dabco)]·nDMF 2a, [Zn2(bdc)1.2(bdc-NO2)0.8(dabco)]·
2.5DMF 3a, [Zn2(bdc)1.16(bdc-NH2)0.84(dabco)]·nDMF 4c and
[Zn2(bdc-Br)1.4(bdc-I)0.6(dabco)]·2.6DMF 5a were monitored by
powder X-ray diﬀraction at one week intervals over several
weeks. DMOF-1 was also monitored under the same conditions
as a control sample. Compounds 2a, 4c and 5a showed slightly
increased framework stabilities in air relative to DMOF-1, with
all three compounds showing significant structural changes
after one week and a total collapse in crystallinity after 2–3
weeks.
Powder X-ray diﬀraction of 3a showed no change in the
structure of the framework after one week. As with 2a and 4c,
this represents an increase in stability compared to DMOF-1,
although complete loss of crystallinity in 3a was observed after
three weeks of air exposure. In contrast, the diﬀraction pattern
of compound 1a remained unchanged for over four weeks of
air exposure, suggesting that the framework has considerably
greater structural stability in air than the parent DMOF-1.
Although powder X-ray diﬀraction studies will not reveal the
presence of amorphous decomposition phases, the similar
signal to noise ratios in the PXRD patterns of 1a over time
suggest the possibility of the bulk of the material decomposing
to an amorphous product leaving only a small amount of crys-
talline product is unlikely.
The stability of [Zn2(bdc-Br)2(dabco)] was similarly moni-
tored for comparison. Although the framework stability of this
compound was greater than that of DMOF-1 with no altera-
tions to the diﬀraction pattern for up to two weeks, it is signifi-
cantly lower than 1a. Multivariate MOFs, such as 1a, therefore
can allow access to more air- or moisture-stable structures
than those of the single-linker structures. These results are
summarized graphically in Fig. 12.
Experimental
All chemicals used were commercially sourced (Sigma-Aldrich)
unless otherwise stated, and were used without purification.
DMOF-1 and its multivariate analogues were prepared using
similar syntheses to that previously reported with modifi-
cations to the dicarboxylic acid ratios as detailed in the ESI.†
The synthetic procedure for compounds in series 1–4 involved
the combination of H2bdc and H2bdc-X along with dabco and
Zn(NO3)2·6H2O in DMF. Each reaction mixture was sonicated
to aid dissolution before being sealed and heated at 120 °C for
3 days. For each of series 1, 3 and 4, nine compounds were syn-
thesised by varying the compositional factor, x in [Zn2(bdc)2–x-
(bdc-X)x(dabco)]. Series 2 contained four compounds and
series 5 contained three compounds. Characterisation was
carried out using 1H NMR spectroscopy, powder X-ray diﬀrac-
tion and single crystal X-ray crystallography (see ESI†).
Individual crystal samples for 1H NMR spectroscopy used
only one signal crystal of the compound, with the sample pre-
pared in a similar manner to the bulk samples. The bulk
samples were first dried at 120 °C before being digested using
an acid-based digestion solution of DMSO-d6 and DCl (see ESI†).
Individual crystal samples were air dried prior to being digested.
Single crystal X-ray analysis were carried out on compounds
1a–d, 1c′, 3a, 4a, 4b and 5a with details of the data collections
and refinements given in Table 3. Further details of these ana-
lyses are provided in the ESI.†
Representative samples from series 1–5 were selected for
framework stability experiments. The samples were air dried
Fig. 12 Structural stability tests of selected compounds as monitored
by PXRD. Minor changes to the PXRD patterns include peak broadening
and the appearance of additional peaks, while the main peaks remain
present.
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Table 3 Data collection and reﬁnement details for compounds 1a–d, 1c’, 3a, 4a, 4b and 5a



















Formula Mass 723.14 738.92 697.38 705.27 691.07 789.88 767.19 598.17 947.19
Temperature/K 150(2) 150(2) 150(2) 150(2) 298(2) 150(2) 150(2) 150(2) 150(2)
Crystal system Tetragonal Tetragonal Orthorhombic Orthorhombic Orthorhombic Tetragonal Tetragonal Monoclinic Orthorhombic
Space group P4/ncc P4/ncc Ammm Ammm Ammm I4/mcm P4/ncc I2/a Pncb
a/Å 14.9880(4) 14.9760(4) 9.6280(2) 9.6230(3) 9.6342(14) 15.0210(4) 14.9813(3) 15.3434(4) 9.6270(3)
b/Å 14.9880(4) 14.9760(4) 12.7590(2) 12.8580(6) 16.488(3) 15.0210(4) 14.9813(3) 14.7669(3) 13.2670(4)
c/Å 19.2400(5) 19.2380(6) 17.5720(3) 17.4800(8) 14.229(3) 19.2220(8) 19.2011(6) 19.2363(4) 17.2190(5)
α/° 90 90 90 90 90 90 90 90 90
β/° 90 90 90 90 90 90 90 94.7265(19) 90
γ/° 90 90 90 90 90 90 90 90 90
Unit cell volume/Å3 4322.1(3) 4314.7(3) 2158.61(7) 2162.84(16) 2260.2(8) 4337.1(3) 4309.5(2) 4343.63(17) 2199.24(11)
No. of formula units
per unit cell, Z
4 4 2 2 2 4 4 4 2
No. of reflections
measured
71 851 20 056 19 984 15 147 2827 39 254 14 611 23 630 31 992
No. of independent
reflections
1901 1904 1399 1403 1229 1356 2088 4259 1953
Rint 0.0967 0.0561 0.0437 0.0752 0.0532 0.1208 0.0789 0.0526 0.0996
Final R1 values
(I > 2σ(I))
0.0917 0.0967 0.0653 0.0735 0.0905 0.0529 0.0650 0.0523 0.0950
Final wR(F2) values
(I > 2σ(I))
0.2620 0.2472 0.1840 0.2074 0.2471 0.1299 0.1891 0.1624 0.2457
Final R1 values
(all data)
0.1212 0.1109 0.0697 0.0786 0.0981 0.0806 0.0810 0.0595 0.1186




































































































































and kept open to the atmosphere under ambient conditions.
Monitoring of the framework crystallinity was conducted using
powder X-ray diﬀraction at one week intervals over a period of
six weeks.
Computational methods, based on density functional
theory (DFT), are detailed in the ESI.†
Conclusions
Multivariate MOFs based on the structure of DMOF-1 and con-
taining varying ratios of diﬀerent dicarboxylate ligands have
been successfully synthesised and characterised. The series
[Zn2(bdc)2–x(bdc-Br)x(dabco)]·nDMF 1, [Zn2(bdc)2–x(bdc-NO2)x-
(dabco)]·nDMF 3 and [Zn2(bdc)2–x(bdc-NH2)x(dabco)]·nDMF 4
show the incorporation of ligands into the product framework
in the same ratio as that present in the reaction mixture. Both
series [Zn2(bdc)2–x(bdc-I)x(dabco)]·nDMF 2 and [Zn2(bdc-Br)2–x-
(bdc-I)x(dabco)]·nDMF 5 demonstrate a strong ligand prefer-
ence with the bdc-I ligand being preferentially excluded during
framework formation.
The systematic approach to mixed-ligand MOF formation
has demonstrated that by variation of dicarboxylic acid ratios
in the reaction mixture the pore topology of the framework can
be controlled. Computational studies on series [Zn2(bdc)2–x-
(bdc-Br)x(dabco)]·nDMF 1 have shown that above a certain
halogen concentration there is a thermodynamic driving force
for pore compression. However, at very high concentrations of
halogen within the pore, the activation energy for this tran-
sition is lowered. These results support the experimental find-
ings of a lower pore compression in [Zn2(bdc-Br)2(dabco)] than
in the multivariate MOFs. The correlation of pore geometry to
the ligand ratio opens up the possibility of pore size and shape
tuning through reaction stoichiometry control. Pore geome-
tries which may only otherwise be accessed via solvent
changes or complete substitution of the ligand can therefore
be formed through the use of a multivariate approach.
This approach allows the potential for pore shape altera-
tions without the loss of desirable properties introduced
through ligand choices. These pore transitions are dependent
upon the functionality of the substituent, as demonstrated by
series [Zn2(bdc)2–x(bdc-NH2)x(dabco)]·nDMF 4 and [Zn2(bdc-
Br)2–x(bdc-I)x(dabco)]·nDMF 5 which show no pore transitions.
The multivariate MOFs of series 1, 2, 3 and 4 are more
stable to air than DMOF-1. In the specific case of [Zn2(bdc)-
(bdc-Br)(dabco)]·DMF 1a, the compound shows enhanced
stability over both [Zn2(bdc)2(dabco)] and [Zn2(bdc-
Br)2(dabco)], demonstrating that multivariate species can have
properties which extend beyond the combination of the corres-
ponding single ligand systems.
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6.2 Paper 6 - Compositional control of pore geometry through steric in-
teractions in a multivariate metal-organic framework series
The following paper entitled “Compositional control of pore geometry through steric interactions in
a multivariate metal-organic framework series” is a continuation to paper 5. Instead of halogen sub-
stituents on the BDC ligands, paper 6 instead considers the substitution of different concentrations of
1,4-naphthalene dicarboxylate on the BDC ligands. The non-covalent interactions between NDC sub-
stituent and H(DABCO) ligand are analysed and the nudged elastic band method used to calculate the
energy difference between pore shapes with differing concentrations of BDC:BDC-NDC.
6.2.1 Personal contribution
My personal contribution to the paper entitled “Compositional control of pore geometry through steric
interactions in a multivariate metal-organic framework series” included calculating the ground state
pore topology of each MOF with differing concentration of NDC and calculating energy profiles be-
tween the different topologies with a nudged elastic band approach. D. Tiana calculated the non-
covalent interaction plots using a topological analysis with DFT. L. Cadman, N. Stubbs and M. Mahon














A	multi-compoent	 series	 of	metal-organic	 frameworks	 is	 reported	 in	which	 control	 of	 steric	 bulk	within	 the	 framework	




at	 ndc	 content	 >70%	 in	 the	 structure.	 Computational	 anaylsis	 revelas	 this	 structural	 transition	 is	 due	 to	 the	 steric	
interactions	 present	 upon	 increased	 ndc	 content	 in	 the	 MOFs.					
Introduction	
Metal-organic	 frameworks	 (MOFs)	 are	 a	 class	 of	 porous	
materials	 which	 have	 been	 attracting	much	 attention	 due	 to	
their	 simplistic	 synthesis,1,	 2	 desirable	 properties3-7	 and	
potential	 for	control	and	structural	design.8	Of	these,	systems	
which	 contain	 more	 than	 one	 type	 of	 ligand	 have	 gained	
significant	 interest.8-11	 Many	 of	 these	 multi-ligand	 MOFs	
contain	ligands	which	are	structurally	different	to	one	another	
such	 as	 UMCM-1;	 [Zn4O(bdc)(btb)4/3]	 which	 contains	 an	
extended	 tricarboxylate	 ligand;	 btb	 (4,4ʹ,4ʹʹ,-Benzene-1,3,5-
triyl-tris(benzoic	 acid)	 and	a	 smaller	dicarboxylate	 ligand;	bdc	
(benzene	dicarboxylate).12	Other	classes	of	multi-ligand	MOFs	
contain	 ligands	 which	 play	 similar	 structural	 roles	 within	 the	
framework.	 These	have	been	 termed	multi-component	MOFs	
and	allow	for	the	ratio	of	ligands	to	be	varied,	opening	up	the	
possibility	 for	 property	 tuning	 through	 ligand	 ratio	 control.13	
Previous	 examples	 of	 these	 multi-component	 MOFs	 include	
several	 based	 around	 the	 structure	 of	MOF-5	 [Zn4O(bdc)3]	 in	
which	 a	 second,	 functionalised	 bdc-X	 ligand	 is	 introduced	 to	
the	framework.9,	11,	14	
	 We	 have	 previously	 reported	 the	 successful	 tailoring	 of	






H2bdc:H2bdc-X.	 The	 product	 composition	 was	 controlled	
through	 reaction	 stoichiometry	 and	 the	 resulting	 frameworks	
were	 of	 the	 form	 [Zn2(bdc)2-x(bdc-X)x(dabco)].nDMF	 where	





to	 a	 narrow,	 rhomboidal	 form.	 Ligands	with	 an	 amino	 group	
substitution	(H2bdc-NH2)	showed	no	change	to	the	pore	shape	
with	 varying	 concentration	 of	 the	 ligand	 in	 the	 framework.	
Computational	 studies	 revealed	 that	 these	 pore	 effects	 are	 a	
result	 of	 non-covalent	 interactions	 between	 the	 functional	
group	 in	 the	 ortho-position	 of	 the	 dicarboxylate	 ligand,	 and	
the	 hydrogen	 on	 the	 dabco	 ligand.	 These	 effects	 are	
particularly	pronounced	for	the	halide	substituted	dicarboxylic	
acids.	 For	 the	 amino-containing	 frameworks	 these	 non-
covalent	 interactions	 are	 weak	 and	 do	 not	 provide	 enough	
attractive	force	to	drive	the	pore	structure	to	collapse.	
	 Here	 we	 report	 a	 similar	 mixed-ligand	 strategy	 to	 that	
previously	 described.15	 Based	 around	 the	 DMOF-1	 system,	 a	
second	 dicarboxylic	 acid	 was	 employed	 in	 the	 reaction	
synthesis	 alongside	 the	 benzene	 dicarboxylic	 acid	 (H2bdc)	 in	
varying	 amounts.	 The	 second	 ligand	 used	 in	 this	 case	 is	 1,4-
naphthalenedicarboxylic	acid	(H2ndc).	The	single	ligand	system	
[Zn2(ndc)2(dabco)]	 has	 been	 reported.
16,	 17	 This	 method	
successfully	 synthesised	 nine	 new	 MOFs	 of	 the	 general	
composition	 [Zn2(bdc)2-x(ndc)x(dabco)].nDMF.	 Analysis	 of	 the	
products	was	then	carried	out	with	a	combination	of	1H	NMR	
spectroscopy,	powder	X-ray	diffraction	(PXRD),	single	crystal	X-
ray	 diffraction	 and	 computational	 studies	 to	 determine	 the	











Synthesis	 of	 the	 compounds	 [Zn2(bdc)2-x(ndc)x(dabco)].nDMF	
were	 carried	 out	 using	 similar	 reaction	 conditions	 to	 those	
reported	for	that	of	DMOF-1.18	Zn(NO3)2.6H2O	(0.6	mmol)	was	
added	 to	 H2bdc	 and	 H2ndc	 (0.6	 mmol	 of	 combined	
dicarboxylate	 ligand	content	 in	varying	 ratios)	and	dabco	 (0.3	
mmol)	in	8	ml	anhydrous	DMF.	The	reactants	were	sealed	in	a	
vial	 and	 heated	 to	 120oC	 for	 60	 hours.	 The	 reaction	 yielded	
colourless	 block	 crystals	 which	 were	 filtered	 whilst	 hot	 to	
remove	 unreacted	 starting	 materials.	 The	 product	 was	 then	
washed	 with	 hot	 DMF	 and	 allowed	 to	 cool	 to	 room	
temperature.	
Results	and	discussion	
Nine	 members	 of	 the	 mixed-ligand	 series	 [Zn2(bdc)2-
x(ndc)x(dabco)]nxDMF	were	successfully	synthesised	by	varying	
the	 ratio	 of	 H2bdc	 and	H2ndc	 ligands	 in	 the	 reaction	mixture	
from	 1:9	 through	 to	 9:1.	 The	 compositions	 of	 the	 products	
formed	are	given	in	the	ESI.		
	 The	compositions	of	all	products	were	determined	through	
1H	 NMR	 on	 acid	 digested	 bulk	 samples.	 To	 ensure	 that	
products	 were	mixed-component	 systems	 and	 not	 a	 physical	
mixture	 of	 two	 single	 ligand	 systems,	 1H	 NMR	 spectroscopy	
was	 also	 conducted	 on	 individual	 crystals	 to	 determine	 the	
presence	 of	 both	 ligands	 (fig	 1).	 This	method	 involved	 taking	
one	individual	crystal	from	each	sample	and	digesting	it	using	a	
DCl/d6-DMSO	solution.	This	was	repeated	on	multiple	crystals	
from	 the	 same	 bulk	 sample	 to	 determine	 compositional	












ligand	content	 to	that	of	 the	reaction	mixture,	 indicating	 that	
there	 is	 no	 preferential	 inclusion	 of	 one	 dicarboxylate	 ligand	
over	 the	 other	 into	 the	 framework.	 A	 comparison	 of	 the	
individual	crystal	 1H	NMR	spectra	and	the	corresponding	bulk	
spectra	 for	 each	 product	 showed	 a	 similar	 content	 of	 each	
dicarboxylate	 ligand	 indicating	 that	 little	 compositional	
variation	was	present	within	each	sample	(fig	1).	
Structural	 characterisations	 of	 all	 products	 were	 carried	
out	through	powder	X-ray	diffraction	(PXRD).	All	products	gave	
PXRD	 patterns	 containing	 similar	 general	 features	 suggesting	
that	 all	 mixed-ligand	 products	 possess	 similar	 framework	
topologies	to	one	another	(fig	2).	A	comparison	to	the	powder	
diffraction	trace	generated	from	the	single	crystal	structure	of	
DMOF-1	confirms	that	 it	 is	 topologically	similar	 to	 that	of	 the	
mixed-ligand	products.	A	 change	 in	 relative	 intensity	of	 some	
peaks	 in	products	with	a	ndc	content	of	50%	and	70%	can	be	
explained	by	differences	in	solvent	in	the	pores.	
A	 closer	 inspection	 of	 the	 powder	 diffraction	 patterns	
shows	three	distinct	phases	which	are	identified	through	peak	
position	 changes	 between	 the	 patterns.	 At	 low	 ndc	 content	
<20%	the	peak	positions	resemble	those	of	DMOF-1,	at	a	ndc	
content	between	29%	and	70%	 the	peak	positions	occur	at	 a	
lower	 2θ	 value	 and	 at	 ndc	 >70%	 the	 peak	 positions	 shift	
gradually	back	to	a	higher	2θ.	A	similar	effect	was	observed	in	
the	 previously	 reported	 structures	 [Zn2(bdc)2-x(bdc-
X)x(dabco)].nDMF	and	was	found	to	correspond	to	a	change	in	
the	pore	shape	and	size	of	the	products	formed.		
	 To	 identify	 whether	 similar	 effects	 are	 occurring	 in	 this	
series,	 two	 structures,	 one	 from	 each	 of	 the	 phases,	 were	











































.2.3DMF	 1a	 showing	 the	 rhomboidal	 pore	
structure.	 (c)	 view	 along	 the	 c-axis	 of	 [Zn2(bdc)0.23(1,4-ndc)1.77(dabco)]
.1.6DMF	 1b	
showing	 the	 square	 pore	 structure.	 In	 both	 (b)	 and	 (c)	 the	 naphthalene	 ligand	 is	
disordered	over	several	positions	and	hydrogen	atoms	have	been	removed	for	clarity.		
Both	 structures	 present	 topologically	 similar	 frameworks	 to	
that	 of	 DMOF-1	 which	 supports	 the	 PXRD	 findings.	 The	
structures	present	a	3-dimensional	grid-like	structure	in	which	
zinc	 paddlewheel	 SBU’s	 are	 bridged	 by	 four	 dicarboxylate	
ligands	(fig	3).	These	SBUs	are	joined	together	in	2-dimenisonal	
sheets	which	are	then	connected	by	pillaring	dabco	ligands	to	
form	 the	 overall	 3-dimensional	 structure.	 In	 all	 cases,	 severe	
disorder	of	 the	dicarboxylate	 ligands	 is	present.	Both	 the	bdc	
and	 1,4-ndc	 ligands	 are	 disordered	 over	 all	 four-positions	
around	 the	 paddlewheel	 and	 the	 naphthalene	 ring	 is	 further	
disordered	over	multiple	positions	(fig	3a).		
	 There	 are	 prominent	 structural	 differences	 between	 the	
two	 structures	 of	 1a	 and	 1b.	 In	 the	 case	 of	 1a	 the	 grid-like	
structure	 crystallises	 in	 an	 orthorhombic	 crystal	 system	 and	
has	 compressed,	 rhomboidal	 shaped	 pores	 (fig	 3b).	 Such	
compressed	 pore	 structures	 have	 been	 shown	 to	 form	 in	
mixed-ligand	 systems	 of	DMOF-1	 as	 previously	 reported.	 The	




be	 achieved	 through	 the	 formation	 of	 a	 multi-component	
system	containing	 the	naphthalene	dicarboxylate	 ligand,	as	 is	
observed	in	the	systems	with	a	functional	group	substituent	on	
the	ring.	The	three	phases	observed	in	the	PXRD	patterns	can	
therefore	 be	 categorised	 as	 square-rhomboidal-square	 pore	
shape	transitions.		




	 0%	 50%	 100%	
Rhomboidal	Pore	 52.2	 -60.4	 51.3	
Square	Pore	 0.0	 0.0	 0.0	
	
[Zn2(ndc)2(dabo)].	 Relative	 total	 energies	 are	 given	 in	 table	 1	
and	 show	 that	 the	 final	 symmetry	 and	 pore	 shape	 of	 the	
structure	 is	 dependent	 upon	 ndc	 concentration	 within	 the	
framework.	 At	 50%	 ndc	 concentration	 we	 show	 the	
rhombohedral	 pore	 structure	 to	 be	 more	 stable.	 In	 stark	
contrast,	at	100%	ndc	content	the	structure	is	shown	to	favour	
a	 square	 pore	 framework.	 These	 results	 confirm	 the	
observations	from	experimental	studies.		
The	 explanation	 for	 this	 stability	 trend	 is	 due	 to	 the	
physical	 steric	 size	of	 the	ndc	 ligand.	 In	all	 cases	at	both	50%	
and	 100%	 concentration	 of	 ndc,	 the	 ligand	 twists	 within	 the	
structure.	The	twisting	occurs	to	allow	the	additional	side	ring	
fused	 to	 the	main	body	of	 the	aromatic	dicarboxylate	unit	 to	
reside	within	the	pore	of	the	MOF,	thus	reducing	destabilizing	
steric	 interactions.	 As	 the	 content	 of	 the	 ndc	 within	 the	
framework	 increases,	 the	 larger	 pore	 structure,	 with	 open	
square	pores	has	a	lower	total	energy.	
Previous	 computational	 studies	 have	 shown	 that	 the	
structural	 symmetry	 changes	 observed	 in	 [Zn2(bdc)2-x(bdc-
X)x(dabco)]	 were	 due	 to	 non-covalent	 interactions	 between	
the	 substituent	atom	and	 the	hydrogen	on	 the	dabco.15	Here	
we	are	considering	possible	 interactions	 in	 the	pore	 involving	
naphthalene	 groups.	 Non	 covalent	 interaction	 (NCI)	 analysis	
has	shown	no	significant	interaction	between	H(ndc)-H(dabco),	
supporting	 the	 conclusion	 that	 these	 interactions	 would	 not	
account	 for	 the	calculated	 energy	 differences	 between	
symmetries.	We	 therefore	 conclude	 the	observed	pore	 shape	
changes	 with	 ndc	 content	 to	 be	 purely	 due	 to	 steric	
interactions.		
Conclusions	
Multivariate	 MOFs	 based	 of	 the	 general	 form	 [Zn2(bdc)2–
x(ndc)x(dabco)]·nDMF	 1	 and	 containing	 varying	 ratios	 of	 the	
two	 dicarboxylate	 ligands	 have	 been	 successfully	 synthesised	




by	 varying	 the	 bdc:ndc	 ratio	 the	 pore	 size	 and	 shape	 of	 the	
resulting	MOF	can	be	tailored	and	controlled.	A	low	content	of	
<20%	 ndc	 and	 high	 contents	 of	 ≥77%	 ndc	 produce	 a	 square	
pore	 framework	 similar	 to	 that	 of	 the	 known	 single	 ligand	
structures	 [Zn2(bdc)2(dabo)]	 and	 [Zn2(ndc)2(dabo)].	 The		
structures	 with	 a	 ndc	 content	 of	 >20%	 and	 <77%	 present	 a	











evidence	 for	 the	 possibility	 of	 pore	 size	 and	 shape	 tuning	 in	
multi-component	 systems	 through	 reaction	 stoichiometry	
control.		
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Summary and the future for
metal-organic frameworks
7.1 Conclusions and future work
7.1.1 Chapter 3: transferable forcefields for MOFs
The parameterisation of two transferable forcefield models derived for metal-organic frameworks were
discussed in chapter 1. The reproduction of vibrational properties is a critical consideration for MOFs,
which possess soft-modes that may lead to subtle structural distortions. The harmonic approximation is
known to only be accurate when the geometry is close to the global minimum structure. The considera-
tion of temperature and pressure effects on MOFs, especially when calculating temperature dependent
vibrational properties, questions the accuracy and applicability of the harmonic approximation. Using
the quasi-harmonic approximation in paper 2 has allowed the consideration of volume expansion with
temperature as an anharmonic effect on the vibration properties calculated. Extending the harmonic
approximation is advantageous for materials such as MOFs to ensure the accuracy of accurately re-
producing the soft-modes of the systems. The forcefields offer a means for a large-scale screening
procedure of the thermodynamic properties of MOFs.
Future work for the forcefields would include accounting for the magnetic spin state on the metal
cations using the atomic overlap model, which is already integrated into the GULP programme.261
The inclusion of angular functions to the purely radial MM3 Buckingham and Coulomb function,
allows non-spherical cations to be calculated and subsequent distortions, e.g. Jahn-Teller effect can be
modelled.
Other future work includes fitting non-bonding forcefield parameters in the same manner as was
reported in paper 2 in the VMOF forcefield, to reproduce temperature and pressure response of flexible
frameworks. MIL-53 is an example of a flexible framework, which undergoes “breathing” motions
and phase changes, where the ground state pore shape changes with temperature and pressure varia-
137
tion.262,263 The sensitivity of flexible frameworks to the vibrational frequencies, in particular the soft-
modes, is severe. Using a forcefield such as VMOF, which has been derived to accurately reproduce
soft-modes of MOF frameworks would be advantageous for accurately reproducing the breathing and
phase changes profiles with applied stimulus.
7.1.2 Chapter 4: defects and disorder in MOFs
The formation of missing ligand defects and their distributions in the framework, UiO-66 (Zr4+/BDC),
were discussed in chapter 2. A combination of first-principles and classical calculations were used in
paper 3. The defect formation energies of the missing ligand defect as a function of concentration and
relative defect location in the framework were calculated. When removing one BDC ligand from UiO-
66, 4 Zr cations are left under-coordinated and the system has a +2 charge. The most favourable charge
capping mechanism following the removal of the ligand was identified to be with two acetate anions
in bidentate coordination. The second most favourable charge capping mechanism was 2(Cl−/H2O),
where the water molecule reduces metal center reactivity as the Cl− anion is only singly coordinated to
Zr. All symmetry inequivalent relative locations from two and three ligand removals were calculated.
The calculated defect free energies for each symmetry unique configuration predict the missing ligand
defects would cluster locally to each other and at a non-dilute concentration in the system.
Future work would involve calculating the defect formation energy of missing metals as well as
missing ligands in the structure of UiO-66. Goodwin et al. report the characterisation of nano-regions
of clustered Schottky defects with rocksalt symmetry, which would suggest complimentary metal and
ligand vacancies in the UiO-66 structure.264 Other future work would include calculating the free ener-
gies of formation of the missing ligand defect in other structures that have more functional properties,
for example in MIL-125(Ti4+/BDC), which is a photocatalyst. Reaction rates and product yield may be
modulated by introduction of the missing ligand defect. Additionally, phase transitions may be possible
in other materials with a high concentrations of defects leading to a large structure prediction challenge.
7.1.3 Chapter 5: simulated epitaxial growth of MOFs on surfaces
Epitaxial growth of MOFs on oxide surfaces was discussed in chapter 3. The prediction of favourable
surfaces to interface between MOFs and inorganic binary substrates is important for directing the ex-
perimental growth of uniform and dense thin films. A simple screening procedure was carried out in
paper 4, where lattice mismatch percentages of cleaved surfaces of MOF and inorganic binary sub-
strates, mainly metal oxides, were reported. The screening procedure identified the interface between
the (110) surface of the rutile structured TiO2 and the (011) surface of MOF-5. The interfacial energet-
ics predicted a favourable reconstruction of the oxide, originating from the ligand carboxylate group
repelling a bridging oxide anion on the oxide surface. Following surface reconstruction, the ligand be-
came incorporated into the surface after displacing an oxide anion. Surface reconstruction is difficult to
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characterise with experimental techniques, but would control the adhesion mechanism and energetics
between the two surfaces. The prediction of surface reconstruction of an interface involving a MOF
with a substrate is therefore important to understand observed surface growth coverage and uniformity.
Finally, the energy of adhesion between the interfacing surfaces of MOF-5 and TiO2 was calculated to
be of reasonable strength.
Future work for the epitaxy of MOFs on oxide surfaces would first involve improving the initial
screening procedure to include atom identity when identifying favourable surfaces to be interfaced. The
inclusion of atom identity would allow favourable chemical binding sites to be predicted. The approach
of Butler et. al., as was used for the lattice mismatching, is capable of considering atom identity, by
using the electronegativity of the ions in the systems to identify favourable bonding sites. The complex-
ity of knowing the favourable termination for cleaving the surfaces of MOFs, has currently prevented
us from applying this approach for atom identity inclusion to the screening procedure. Further calcu-
lations would be required on all possible cleaved surfaces, across a broad range of compositions and
topologies of MOFs, before assumptions could be made to include atom identity in screening methods
including atom identities.
Other future work for the epitaxy of MOFs on surfaces, would be to screen across a variety of oxide
surface and MOFs to calculate if the observed reconstruction of the TiO2 surface when interfaced with
MOF-5, would also be favourable for other interfacing systems. Furthermore, additional calculations
could be conducted to predict if intrinsic defects at the surface, such as an oxygen vacancy or missing
ligand defect, would be more energetically favourable following the surface reconstruction. If these
points were addressed then more general predictions on the interface stability and purity could be
made.
7.1.4 Chapter 6: modulating the pore shape of MOFs
Finally, two papers describing the the modulation of the pore shapes of MOFs were discussed, the first
being a method to control the pore shape by varying the concentration of halogen substituent on the
ligands forming DMOF-1, and the second using a bulky side substituent; NDC. X-Ray diffraction was
used to characterise the space-group and unit cell dimensions of synthesised DMOF-1(Zn2+/DABCO/
(BDC:BDC-X)), where X = Cl, Br, or I, and DMOF-1(Zn2+/DABCO/ (BDC:BDC-NDC)) frameworks.
In paper 5 it was found that pore compression to produce a framework with rhombohedral symmetry
and diamond shaped pore, was thermodynamically favourable at higher halogen (BDC-X) concentra-
tions. At lower concentrations of halogen, a framework with monoclinic symmetry with a square pore is
thermodynamically favourable. Using geometry optimisation and nudged elastic band calculations, the
energy difference in either topology was calculated, which confirmed experimental observations, that
at a high halogen concentration the ground state pore topology changed to favour rhomboid symmetry.
Non-covalent interaction analysis attributed this observation of change in ground state pore topology
to long-range dispersive interactions between halogen anions and protons on the DABCO ligands. At
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a given concentration, the number of interactions were sufficient to cause an internal pressure around
the pore edges, such that compression of the pore shape was favourable.
In paper 6, the square pore form of DMOF-1(Zn2+/DABCO/(BDC:BDC-NDC)) was calculated
and experimentally observed to be favourable for low (< 20%) concentrations and high (> 77%) con-
centrations of NDC in the framework structures, whilst compression favourable for intermediate con-
centrations. We calculate the non-covalent interactions between NDC and H(DABCO) to again be the
thermodynamic driving force for pore compression. However, at high concentrations the steric inter-
actions between NDC groups within the pores of the MOFs overcome the effects of the non-covalent
interactions and the non-compressed, square-pore form becomes thermodynamically favourable.
Future work would involve varying the ligand identity in DMOF-1, other than BDC/BDC-X/BDC-
NDC, to try and increase substituent-H(DABCO) interactions to observe if any more severe phase
changes occur, or if a different crystal product with different chemical composition would be favoured.
Other future work would include making the compression more functional, for example replacing the
BDC ligand with a redox active ligands, for which pore compression and phase changes may result in
modulation of the fundamental band gap.
7.2 Closing remarks
Working with both forcefields and MOFs requires a great deal of patience and determination, work-
ing with MOF forcefields has therefore been an emotional rollercoaster, full of many failures before
producing successful results. Although the technology of MOFs has advance rapidly even during the
duration of my PhD, it seems there is always an “if” or a “but” when it comes to finding a large indus-
trial scale application for MOFs other than gas absorption and catalysis, which were developed decades
ago for these materials. MOFs do, however, possess complex chemical functionality and a vast amount
of potential for small-scale applications. It is therefore my prediction for MOFs that opposing the
current research focus on MOFs for finding a “magic” framework capable of changing the world as
we know it, the current lesser focus on internal absorption of functional and active molecules, using
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