ABSTRACT This paper presents a chaotic encryption-based blind digital image watermarking technique applicable to both grayscale and color images. Discrete cosine transform (DCT) is used before embedding the watermark in the host image. The host image is divided into 8 × 8 nonoverlapping blocks prior to DCT application, and the watermark bit is embedded by modifying difference between DCT coefficients of adjacent blocks. Arnold transform is used in addition to chaotic encryption to add double-layer security to the watermark. Three different variants of the proposed algorithm have been tested and analyzed. The simulation results show that the proposed scheme is robust to most of the image processing operations like joint picture expert group compression, sharpening, cropping, and median filtering. To validate the efficiency of the proposed technique, the simulation results are compared with certain state-of-art techniques. The comparison results illustrate that the proposed scheme performs better in terms of robustness, security, and imperceptivity. Given the merits of the proposed scheme, it can be used in applications like e-healthcare and telemedicine to robustly hide electronic health records in medical images.
I. INTRODUCTION
We are living in an age where the Internet has such a great impact on our lives, that we are dependent on it in every aspect. This internet has transformed the entire world into a global village and in last few years, there has been an extraordinary increase in the transfer and sharing of digital data like text, videos, images, audio, etc. over it. However, with the advent of modern access technology, multimedia data is more prone to security risks as data can be modified or redistributed without prior permission. The security risks may include copyright violations, piracy, hacking, unapproved production and distribution, information theft and several other statistical and differential attacks [1] - [4] . According to the Motion Picture Association of America (MPAA) and the Institute of Policy Innovation (IPI), billions of dollars and thousands of jobs are lost annually due to piracy and copyright violation faced by movie, music and software industries. In May 2014 'Guardian' reported an annual loss of 20.5 billion US dollars to movie industry alone. To check these losses, US congress came up with the Stop Online Piracy Act (SOPA) and Protect IP Act (PIPA) bills. Besides copyright and copy protection of multimedia objects, their privacy and security is of supreme importance. For example, in the case of medical images used in an e-healthcare system, the image data and Electronic Patient Record (EPR) is sent to desired locations via insecure channels of Internet [5] - [13] . A minute alteration of these medical images could result in a wrong diagnosis and thus result in a fatal health problem. In such a scenario, development of state of the art algorithms for secure and reliable multimedia content is desperately needed. Though cryptography has been used as a potential tool to tackle some of the issues but cryptographic methods involve the modification of data visually and statistically, which often arouses suspicion and invite attacks [14] - [16] . Information hiding, which involves steganography [17] - [20] and watermarking [21] - [23] , has flourished as an effective and alternative method for security, authentication, and IPR issues in multimedia images.
Digital watermarking has been shown to be one of the best solutions for protecting IPR and authenticating the content. Digital watermarking is a technique of hiding information in host media like video, images, etc., in a way that it is unnoticeable to human visual system (HVS). It ensures the security of the information hidden in the images/videos and acts as an important tool to take care of various multimedia related IPR issues. A digital watermark can be an institute logo, signature of a doctor, case history, someone's personal logo, etc. The efficiency of a watermarking technique is decided by various important parameters like robustness, payload, imperceptibility, and security [24] . A watermark is said to be robust if it survives the image processing attacks i.e., a recognizable watermark is extracted from an attacked image. The number of bits of secret data that can be embedded into a given host media is termed as payload. A watermark is said to be highly imperceptible if the human visual system (HVS) cannot detect the presence of the watermark in a host media while maintaining the quality of the host media. The watermark is secure if an adversary somehow extracts the watermark but is not possible for him to put it in a recognizable form without the encryption key. There is always a tradeoff between these parameters as described by the famous conflict triangle [25] .
Digital watermarking techniques are divided into three types on the basis of degree of robustness of watermark to attacks: robust, fragile or semi-fragile technique [26] - [29] . Robust watermarks survive most of the image processing operations and are best suited for copyright protection and ownership verification, while fragile watermarks vanish when the watermarked media experiences a slight modification and are best suited for authentication and integrity. Watermarks are generally embedded in two domains: pixel domain and transform coefficient domain. In pixel domain watermarking, the host image pixels are directly altered in accordance with that of watermark bits. Pixel domain techniques are easy to implement, having high payload and less computational cost. However, most of the pixel domain methods offer least robustness. In coefficient domain methods, the frequency coefficients of any transform are altered according to the watermark bits. Most of the coefficient domain watermarking methods offer high robustness at the cost of increased computational complexity and reduced payload. Discrete Wavelet Transform (DWT) and Discrete Cosine transform (DCT) are most commonly used transforms for the coefficient domain watermarking methods [30] - [32] . The pixel domain and coefficient domain methods are respectively called spatial domain and transform domain methods. A genetic algorithm based multiple watermarking techniques utilizing DWT and SVD has been presented in [33] . Though the scheme has been shown to be robust and has better imperceptivity, it has no provision for security of the watermark and the scheme is computationally complex. Among the various transform domain techniques, DCT has proven to be efficient as it favors low hardware design cost. There are usually three methods for computing DCT of an image. DCT is computed either on the whole image or is computed on the blocks of the image or only the DC coefficient of blocks of image are computed directly in spatial domain [55] . In each method, watermark embedding is done by altering the DCT coefficients. DCT of a digital image is broadly classified into three bands of frequency coefficients (DC, Middle and Higher). For copyright protection, a watermark must resist most of the image processing attacks and, therefore, can be achieved by embedding it in low frequency coefficients. Since low frequency coefficients contain most of the visual information of an image, therefore, modification of these coefficients may lead to a low quality watermarked image. For authentication purposes, one can embed watermark in high-frequency coefficients because a slight alteration to image would modify the high-frequency coefficients by a significant amount. For the optimal value of robustness and imperceptivity, one can embed the watermark in midfrequency coefficients [34] , [35] .
The security of a watermark is one of the major concerns regarding digital image watermarking techniques. For security purposes, cryptographic methods have proven to be a demanding factor, especially for images from defense and medical applications, where privacy is a critical parameter [36] , [37] . The conventional data encryption algorithms like data encryption standard (DES), AES, etc. have been shown to perform poorly in case of digital images due to correlation and redundancy problems. Chaos based encryption algorithms, on the other hand, show highly efficient results due to their excellent characteristics viz. initial condition sensitiveness, periodicity, pseudorandom behavior, and ergodic nature. Due to these properties, the adoption of chaotic methods has been considered widely in recent years. Chaotic map based, different image encryption methods have been proposed, and could be seen in [38] - [41] . Numerous watermarking techniques have been reported with the aim of tackling IPR and security issues. Some of the state of art work in this regard could be found in [42] - [62] . A thorough survey of the mentioned work leads to the fact that most of the reported work focuses only on improvement of only one parameter viz. security, payload, imperceptivity, robustness or computational efficiency.
To the best of our knowledge, we did not come across any work that presents an optimal solution that could lead to a secure, imperceptible, robust and computationally efficient technique. This is due to the following presented facts:
1. Either no security mechanism or a poor encryption tool has been utilized, which leads to security issues. 2. Complex mathematical tools for image transformation or complex data hiding approach has been utilized, leading to computational complexity. 3. The systems fail to utilize and/or use only a portion of transformed image for data embedding. In addition, some reported scheme uses bigger block sizes, resulting in low embedding capacity. 4. Modification of low frequency coefficients, or modifying pixels of cover image by a large amount, leading to low imperceptivity. 5. Modification of high frequency coefficients or modifying a pixel by a very small amount, resulting in less robustness of the watermark towards signal processing attacks. In this paper we have tried to come up with an optimal solution by proposing a novel watermarking technique that takes care of various issues like payload, security, imperceptivity, and robustness, etc. The main contributions of this work are:
1. The scheme is adaptive as there is an option for embedding a single watermark (in case of grayscale images or in luminance component of color image) or multiple watermarks (using R, G, B components of color image) as per need of the application. 2. Inter-block coefficient correlation has been exploited for watermark embedding to facilitate better robustness and payload. 3. Watermark bits have been embedded by altering the difference between two preselected DCT coefficients of the two adjacent blocks. The modification is done in such a way that even various image processing and geometric attacks are successfully resisted by our system making our system highly robust. 4. Nonlinear dynamics of chaos and Arnold transform have been put to use for improving watermark security. The broad sections of this paper are arranged as follows. A detailed literature review is presented in the Section II. The proposed watermarking algorithm is discussed in the Section III. The simulation results of the proposed scheme have been presented in Section IV to Section VI. The paper concludes in Section VIII.
II. LITERATURE REVIEW
Numerous watermarking techniques for IPR protection, content authentication and/or security of hidden information have been proposed in various works either implemented in the pixel or coefficient domain [42] - [49] . For real-time applications, a watermark is inserted into an image at the time of its capture. The cost of the hardware implementation of an algorithm is of critical importance; SVD, DWT, and Ridgelet transform are not a good choice as far as cost, computational efficiency and hardware complexity is concerned. Embedding using DCT has proven to be better choice for real-time implementation. Furthermore, the popularity of embedding in the DCT domain also gained momentum as Joint Picture Expert Group (JPEG) compression is inherent in most of the image capturing modules, wherein DCT is the opening step of this compression [50] , [51] .
Bio-inspired optimization principle based DWT domain watermarking technique for RGB images has been presented in [52] , where watermark embedding has been done in three level DWT coefficients of the host image. About 25% of the watermark is embedded four times in the LL3 sub-band coefficients of the 3-level DWT while the 75% of watermark is embedded in rest of the three components 3-level DWT coefficients. This technique offers a high degree of robustness while maintaining the quality of the marked image. The disadvantage of this technique is that it is very slow and hence not suited for real-time applications. Further, it offers low payload and imperceptibility.
A watermarking approach for ownership verification and copyright protection has been reported in [53] . Watermark embedding is achieved by using Principal Component Analysis (PCA) and Gray Level Co-occurrence Matrix (GLCM). The scheme has limitation of low embedding capacity.
A watermarking technique for monochrome images has been reported in [54] . This scheme has been shown to have better performance in terms of imperceptibility and robustness, but it offers low capacity. In [55] , a blind RGB image watermarking approach is presented by integrating the features of both spatial and frequency domain. In the first stage of the embedding process, the luminance component (Y) of the host image is divided into 8 × 8 sub-blocks followed by calculation of DC coefficients of each block without using DCT. Watermark embedding has been carried out by modifying the calculated DC coefficients according to the watermark bits. The imperceptivity and robustness of the technique is low, and security analysis of the watermark has not been carried out. In [56] , a blind watermarking scheme has been proposed wherein embedding has been done in DCT domain by correlating the two DCT coefficients lying in the same position of adjacent blocks. The technique has been proven resilient to different attacks like rotation, Cropping, JPEG Compression, and few combined attacks. The drawback of this technique is that it is unable to embed a watermark bit in all the blocks, resulting in reduced capacity. In [57] , an improved technique has been presented using the concept of coefficient correlation wherein all the blocks are used for the embedding purpose which improves the payload capacity. The results show improved robustness and imperceptibility in addition to increased capacity. But the algorithm has the limitation of increased complexity and computation time. Also, there is no provision for providing confidentiality to the watermark.
There are several applications like data authentication, copyright protection and digital content tracking for illegal distribution where the watermarking algorithms which are not secure cannot be used [1] . Numerous encryption methods have been used to ensure confidentiality and security of embedded watermarks. Chaos has been at center of attraction for researchers to secure the information prior to embedding to facilitate a double layer security mechanism.
In [58] , an encryption technique based on chaos is presented for both standard and medical images. Although security analysis of the scheme shows better results, other parameters like payload and imperceptivity have not been discussed in the proposed work.
In [59] , DCT and logistic map based encryption technique is used for securing the medical images through watermarking algorithm. The authors have done ROI based watermarking and tested the design for various attacks. Although the scheme has been found to be secure, the imperceptivity is poor and payload has not been properly considered.
Mathematical remainder based watermarking scheme has been reported in [60] , in which watermark embedding is done in low-frequency coefficients of the DCT domain. This approach is robust against common processing attacks but its imperceptivity and payload is low. A DCT domain based watermark embedding algorithm has been proposed by Lin and Chen [61] , wherein embedding of watermark information has been done by Least Significant Substitution (LSB). As quantization has been carried on low-frequency coefficients so this system of watermark embedding compromises the robustness in case of JPEG compression.
In [62] , a watermark embedding algorithm for monochrome images has been presented, which offers high security for the watermark through encryption, but the robustness of this scheme against image processing operations is not up to the mark. The authors have used a hybrid combination of DCT and DWT to enhance the robustness of the scheme implemented using encryption domain technique. The proposed algorithm has, however, high computational cost. Further, the imperceptivity and payload of the scheme is not up to the mark.
To detect cyber-attacks in the devices used in Internet of Things (IOT), Ferdowsi and Saad [63] proposed a new deep learning algorithm for watermarking of IOT signals utilizing long short-term memory (LSTM) blocks. The authors showed that their method is best suited for IOT security because of its high accuracy, less delay and low complexity. Based on neural networks (NN) and GA, Maity et al. [64] proposed perceptually adaptive watermarking technique where embedding is done in the mutually independent host components. For partitioning of the host image, gradient thresholds are properly selected via GA while the weight factor is calculated in minimum mean square error combining (MMSEC) decoder by using NN which ensures stable decision variables that result to improved watermark extraction and interference cancelation. The technique is robust to fading like gain operation but its main drawbacks are low capacity, low imperceptibility, low robustness and very high computational complexity. Mun et al. [65] proposed a convolutional neural network (CNN) based watermarking approach using iterative learning framework. Each loop of learning process comprises of watermark embedding, attack simulation and weight update. Although the robustness of this scheme high against common signal processing operations but its performance against jpeg compression of this method is poor.
As discussed, several techniques exist which offer robustness or security or adaptivity in a standalone mode, but as per the best of our knowledge, no such a technique exists which offers better robustness, imperceptivity, adequate payload and sufficient security simultaneously. Further, most of the reported techniques are seen to be applicable either for grayscale or medical or color images. In addition, they only provide facility for embedding single or multiple watermarks. Keeping all the discussed facts in mind, the most pressing need is to develop a secure watermarking scheme that offers high imperceptibility besides having the features of high payload and robustness to single and simultaneous attacks. Towards this end, we present a robust and secure watermarking technique utilizing neighboring block correlation for watermark embedding. The proposed scheme is capable of embedding a watermark in color/grayscale image and also supports embedding multiple watermarks. The proposed scheme promises to be a better solution as we obtain better subjective and objective quality parameters as a result of the facts below.
The imperceptivity is better because we embed a watermark bit by modifying the difference between two midfrequencies DCT coefficients of the adjacent blocks by an adaptive modification factor. Further, it is worth mentioning here that the modification of difference is done in such a way that it is brought to its nearest predefined zone, which results in less degradation to host image.
The improved payload of our scheme is a result of the fact that we utilize all the blocks of image for data embedding. Further, there is a choice for embedding the number of watermarks. For instance, in the case of an RGB image, if only one watermark is to be embedded, then we embed the watermark in the luminance component. As for inserting multiple watermarks, R, G, B planes of the image are used as cover medium.
The proposed scheme shows better robustness to singular and simultaneous attacks as a result of guard bands utilized in extraction process. This is due to the fact that, when the watermarked media experiences an attack, then the difference between the coefficients may be modified; but this difference has to cross the guard bands on either side of the difference zone to extract a wrong bit
To ensure a better security, the watermark is encrypted at two levels, it is first encrypted by using Chaos and then by using Arnold transform, which results in enhanced security to the embedded watermark.
III. PROPOSED METHOD
The proposed watermarking system could be described by the block diagram shown in Figure 1 . The watermark embedding unit and watermark security unit form two important subsystems of the proposed system. The watermark security unit is aimed at improving the security of the embedded VOLUME 6, 2018 watermark so as to make it impossible for an adversary to get the exact watermark even if it has the knowledge of embedding algorithm. Chaotic theory and Arnold encryption have been used to achieve a better security. The mathematical preliminaries of Chaos and Arnold encryption are presented in the following sub-section.
A. CHAOS AND ARNOLD ENCRYPTION
A chaotic based encryption algorithm is an effective method for data encryption. Chaos signals possess the qualities of pseudo-randomness, irreversibility and dynamic behavior. The systems having chaotic nature possess high sensitivity to initial parameters. The output chaotic sequence is similar to white noise having random behavior with improved correlation and complexity and is defined as reported in [34] and [35] and given by:
where 0< µ < 4 typically µ is set to value 3.9 in order to achieve highest randomness and 0 < C n < 1 is the nth value generated from Eqn. 1. Different values of C n could be obtained by varying the value of n from 0 to L-1. Here, L is the maximum number of chaotic values. By setting the initial values of µ and C 0 , we can get the required chaotic signal.
As it offers the joint advantage of speed and security, the use of chaotic encryption has been shown to offer increased security [63] . The security of information can be increased by using various encryption techniques, and one of the effective techniques is Arnold transform [66] - [68] . This encryption method, is two dimensional and works well in applications for encrypting images of type N×N. The Arnold transformation is mathematically represented as
where (x n , y n ) and (x, y) respectively represent the input image and encrypted image pixel coordinates represented as 2D matrices. The transform results in the change of the pixel positions to generate an image which is disordered and different from original one. The result of Arnold transform is an encrypted image which has a one-to-one correspondence with the original image. The pseudo-random nature of the Arnold encryption results in a scrambled image which is not possible to be cracked down without knowing the sequence used [70] , [71] . The strength of encryption depends on the number of iterations, which can be defined at the start of the process. Inverse Arnold transform is used to decrypt the encrypted message by using the equation (3) . For further details, please refer to [75] and [76] .
B. WATERMARK AND COVER GENERATION
As shown in Figure 1 , the input image 'I' is passed through the pre-processing unit which acts as a buffer for grayscale images and as a converter for color images. To carry out watermark embedding into the luminance part of the image the pre-processing unit converts the input RGB image into YCbCr image, where Y stands for luminance information, Cb stands for chrominance blue information and Cr stand for chrominance red information of the image. The luminance part 'Y' is put forward as cover for the watermark because modification of this part of the image brings less noticeable changes to actual image compared to the chrominance information. On the other hand, if one wants to embed three watermarks into an RGB image, one in each plane, then the pre-processing unit extracts the RGB planes and then arranges all the three planes in a two-dimensional matrix so that each plane could be treated by the system as a P × Q grayscale plane, where P and Q respectively denote rows and columns of cover image. The resulting matrix values are brought in a range of −128 to 127 by subtracting 128 from the matrix. After pre-processing the resultant matrix is divided into 16 × 16 blocks. For an input image of dimensions P × Q, the number of blocks will be Figure 1 . Therefore, the total number of 8×8 blocks will be equal to 4 × (
The total number of bits that could be inserted into a host image is equal to the total number of 8 × 8 blocks. The proposed technique utilizes the advantages of the DCT coefficient correlation of adjacent blocks. Therefore, DCT of each block (8 × 8) is calculated. Let the DCT coefficient blocks corresponding to block B x be represented by C x1 , C x2 , C x3 , and C x4 (respectively for B x1 , B x2 , B x3, and B x4 ) as shown in Figure 2 . To embed a watermark bit, the difference between two preselected DCT coefficients of two neighboring blocks is calculated and is given as
where (i, j) = (k, l), gives the position of the selected coefficient within a sub-block and 1≤i,j,k,l≤8. x = 1,2,3,4, . . . ., P/16×Q/16; whose value represents to which 16 × 16 pixel block the coefficient belongs while as y = 1,2,3,4 (whose value represents the 8 × 8 DCT block to which the coefficient belongs). For the current work i, j, k and l are respectively taken as 3, 3, 3 and 2. Note that C x5 = C x1 as 4 Mod y = 0 as is clear from Figure 2 .
From Equation (3) and Figure 2 , it is clear that for embedding the first watermark bit the difference between coefficient chosen from Block C x1 and a coefficient chosen from block C x2 is calculated. Similarly, to embed the second watermark bit, the coefficients from the block C x2 and the block C x3 are chosen for the difference, for embedding third bit in block B x the coefficients from block C x3 and block C x4 are chosen and for embedding fourth bit the blocks Cx4 and C x1 are taken for difference purpose. The difference 'D' is modulated according to the information bit to be embedded and the 'D' itself.
The difference is changed by adding one coefficient and subtracting another coefficient by a value of /2, where is the amount of modification that needs to be brought between the two DCT coefficients iteratively until the difference reaches a particular zone as described by Figure 3 . This is done to ensure that the two coefficients are modified by an optimal value rather than by modifying only one coefficient by a large amount. In Figure 3 , the regions defined above axis are for bit '1,' while the regions defined below the axis are for bit '0'. The modification factor is calculated as
where α (ranges from 0.2 to 2.5) is the multiplication factor which decides the robustness of the system i.e., higher the value of α higher the degree of robustness and vice versa, DC(C xy ) is DC coefficient of DCT block C xy and Median(C xy ) is median of first thirteen low-frequency coefficients [57] . From Equation (5), it is clear that the modification factor is adaptive that means it is different to different blocks and hence results into high-quality watermarked images.
Before embedding watermark 'w', two-level encryption of the watermark is performed to boost its security. First, chaos encryption is applied to the watermark according to the following equations:
b(x) = xor of all the bits of C (x)
where 'C' is the sequence generated by using chaos equation (1), C is a four digit integer obtained by multiplying C with 104 and then rounded towards the nearest integer, C is the binary representation of sequence C and 'b(x)' is the binary bit generated from C (x) as per equation (7), by XOR-ing all the bits of C (x). The length of chaos sequence has been taken about one lakh, and out of this sequence only preselected 4096 values have been used. The first level encryption of the watermark is achieved by performing XOR operation between the sequences 'w' and 'b' as given by equation (9) .
Where 'w e1 ' is the watermark, after the first level of encryption. Secondly, the Arnold transform is performed on the sequence 'w e1 ' to get the second level encrypted watermark 'w e '. The input and encrypted watermarks are presented in Figure 4 . The principle advantage of these two encryption methods is that we do not need a large overhead of keys. The number of iterations, initial value, and the logistic mapping parameter are the only keys that have to be used at the receiver to decrypt the encrypted data. However, the security of watermark, in this case is not so high because once we know the values of µ, C 0 , and L, we can generate the exact sequence by using equation 1 and hence decrypt the watermark easily. To secure the parameters we have used different keys for the selection of different parameters in equation 1. The logistic parameter 'µ' is restricted to a range of 1.34 to 3.9 and is calculated by using an 8-bit key as given below:
Where K 1 is an 8-bit key and gives security to the logistic parameter. Similarly, the initial value C 0 calculated by using a four-bit key K 2 is given by the following equation:
The value of C 0 ranges between 0.1 and 0.9. The number of chaotic values 'L' in the chaotic sequence is calculated by using a 19-bit key K 3 , as given by the following equation:
The chaotic sequence 'C' is divided into chunks, each chunks of 2048 sample long. Let the total number of chunks be n c . Out of these chunks only two chunks are selected and eight bits are used to select each chunk. Therefore, a total of 16 bits are required to select the two chunks. Let K 4 represent the address of one chunk then the address of second chunks is calculated as
where K 5 represents the address of the second chunk. These two chunks are combined to form a sequence of 4096 value which is exactly the length of our watermark. The equations 5-8 are used to encrypt the watermark at the first level. At the second level of encryption, the only key for Arnold transform is the number of iterations which is selected by using a 6-bit key K 6 . Therefore, a master key K of 53 bits is used to enhance the security of our watermark, where
C. JUSTIFICATION ABOUT THE PARAMETERS 'µ ', AND 'C0'
The logistic parameter 'µ' in equation (10) is restricted to a range of 1.35 to 3.9 because this range of 'µ' produces the chaotic values with highest chaotic behavior at 3.9 which in turn provides high security to the watermark that is why we have chosen 'µ' between 1.35 to 3.9. The initial value C 0 in equation (11) can be any value between 0 and 1 that is why we chosen this by using a key in order to improve the security of the watermark. DCT blocks as shown in Figure 2 . Figures 5 and 6 respectively show flow chart for embedding bits '1' and '0'. For hiding bit '1', the 'D' is to be taken either to zone 2 or zone 5 depending upon the pre-embedding difference between two coefficients. If 'D' lies in zone 1 or 3 then the coefficients C xy (i, j) and C xy+1 (k, l) are modified in such a way that the difference between them reaches to zone 2, which is the nearest zone. If the difference 'D' lies in zone 4 then the two selected coefficients are modified so that the difference reaches to zone 5. Thus, either zone 2 or zone 5 would carry the information about bit '1'. By modifying the difference to the nearest zone degrades the quality of the image by a small amount compared to its counterpart where the difference is modified to the farthest zone. Similarly, to embed bit '0', if the difference lies in zone 2, then it is modified to zone 1, and if it lies either in zone 3 or VOLUME 6, 2018 zone 5, then it is modified to zone 4. This implies bit '0' information is stored either in zone 1 or zone 4. It is clear from Figures 3, 5 and 6 that the difference zones for a particular bit (zone 2, zone 5 for bit 1: or zone 1, zone 4 for bit 0) are separated by a guard band of 2S where S is the embedding strength which decides the robustness of the proposed watermarking system. This guard band brings extra robustness to our watermark, which has been discussed in the extraction part. The value of S in our work has been chosen in a range from 5 to 20. Robustness of the system is directly proportional to the value of S, while imperceptivity is inversely proportional to S. After complete embedding, inverse DCT (IDCT) of each modified DCT blocks is computed as shown in Figure 1 . IDCT is followed by post-processing operations, which include addition of 128 to each element of the modified Blocks B * x so that the pixel intensities ranging from 0 to 255. It also includes YCbCr to RGB conversion in case of luminance component embedding and conversion of a resulted matrix into three planes, which are basically the three-color planes for watermarked color image in case of RGB plane (i.e. one logo in each plane) embedding. The completion of post-processing operations produces the final watermarked image. Figure 5 , it is clear that the value of α plays a significant role in the calculation of the modification factor xy which is incremented to one predefined DCT coefficient and decremented from other coefficient iteratively, until the difference between these coefficient reaches to a specified zone which is decided by the threshold (T) and the embedding strength (S). The value of α can be chosen anything greater than zero but to prevent difference zones to overlap we have chosen it between 0.2 to 2.5. For this range the guard band of 2S is maintained between two information carrying difference zones that leads to the correct extraction of watermark.
E. JUSTIFICATION ABOUT THE PARAMETERS A, S, AND T

From equation 5 and
The value of embedding strength (S) decides the width of an information carrying zone and has been chosen from 5 to 20 because of the reason that for such range of S the quality of the watermarked images is maintained to an acceptable level. The highest quality is obtained at at S = 5 and it reduces as S is increased while robustness is directly proportional to S. Beyond S = 20, the quality of the images is degraded by a large amount while robustness is increased by very small amount compared to the range 5 ≤ S ≤ 20.
F. WATERMARK EXTRACTION
Watermark extraction involves steps like pre-processing, the partition of the watermarked image into 16×16 blocks and 8×8 blocks; DCT computation is carried out in exactly the same way as in case of the watermark embedding process. Only those DCT coefficients which are modified during embedding are used for watermark extraction. A watermark bit is obtained by analysing the difference between the two predefined coefficients. If the difference lies anywhere in zone 2 or zone 5, bit '1' is obtained while bit '0' is obtained if the difference lies either in zone 1 or zone 4. As already discussed that between the information carrying zones there exists a guard band of 2S which is separating them from each other; hence, for extraction, S is considered as zero (i.e., each difference zone is extended on either side by S) so that a transition of difference from zone boundaries due to image processing operations may not lead to wrong bit extraction. This, in turn, makes our system more robust. After extracting all the bits from the marked image, the decryption process is utilized to obtain the original watermark.
IV. RESULTS AND DISCUSSIONS
The proposed watermark embedding algorithm has been examined for different grayscale and color images, each 512 × 512 in size as shown in Figures 7 and 8 . The logo, as shown in Figure 7 , has been used as the watermark for grayscale images while as the logos shown in the Figure 8 have been used for color images. All the three binary logos are 64×64 in size.
The objective performance of the proposed technique has been analyzed by using different objective image quality indices like Peak Signal to Noise Ratio (PSNR), Bit Error Rate (BER) and Normalized Cross-Correlation (NCC) defined as under:
where w o (i ,j) is actual embedded logo bit at coordinates (i, j) and w x (i,j) is the extracted logo bit at coordinates (i,j) and m×n is dimensions of logo. The values of BER and NCC of the system decide how robust the system is to image processing operations. Higher NCC and lower BER show that the system is highly resilient to attacks.
Here, 'v' is the minimum number of bits that can represent possible maximum intensity in a given image, H and E represent the host and marked image respectively and M and N respectively represent the number of rows and columns of the host image. PSNR is calculated to examine the quality of the watermarked image. Further, the quality of the watermarked images has also been evaluated using the structural similarity index SSIM as defined in [72] and [73] .
A. PAYLOAD ANALYSIS
In this sub-section, we evaluate our technique for payload capability. The proposed technique is able to embed four bits of the logo in every 16 × 16 block. Consequently, the maximum number of logo bits that can be hidden in a 512 × 512 grayscale image is 4 × (512/16 × 512/16) = 4096 bits. The same number of bits could be hidden into an R, G, B image of the same size when embedding is carried in luminance component of the image; however, the payload is increased three times (i.e., 3 × 4096 = 12288 bits) when watermark is embedded into constituent channels: Red(R), Green (G) and Blue (B). A comparison of the payload of our technique with some existing schemes has been carried out. The results obtained are shown in Figures 9a and 9b , respectively for grayscale and color images. From the results, it is apparent that our technique performs better especially when watermark embedding is done in three channels (R, G, B) of the color image. In [54] , for a N×N image, the maximum number of bits that can be embedded is N/4 because in general, a single bit is embedded in 4 rows and 4 columns of the image while Das et al. [56] fail to embed the watermark bits in all the blocks which lead to the reduced payload. In [53] , the watermark embedding is carried out only in less correlated high and low-frequency bands, while in [55] watermark embedding is done only in the luminance component of host image, which leads to reduced payload compared to our scheme where three copies of the watermark can be embedded in an RGB image.
B. IMPERCEPTIBILITY ANALYSYIS
This sub-section evaluates the quality of the marked images obtained after utilizing the proposed method of embedding.
To examine the quality of watermarked images, SSIM and PSNR have been adopted as objective parameters. The proposed system produces high-quality images with high PSNR ranging from 39dB to 47.7dB in case of general test images, and 40.6 dB to 51 dB in case of medical images. The various grayscale watermarked images and respective extracted at S = 15 are presented in Figure 10 .
The objective performance metrics for grayscale images have been reported in Table 1 and 2 for different values of 'S' when no attack is applied on the marked media. From Figure 10 and Table 1 and 2, it is clear that the subjective quality as well as objective quality of the watermarked images is high. Further, logos are extracted from the marked media without any error, which validates the correctness of extraction algorithm. The value of embedding strength S has a great effect on the PSNR of watermarked images as is clearly seen in Tables 1 and 2. A comparison of PSNR has been made with certain existing techniques as shown in Figure 11 . The comparison results show that our technique produces high-quality grayscale images compared to the schemes under comparison. Figures 12 and 13 respectively show the watermarked images and the corresponding extracted logos for luminance component based embedding and RGB plane based embedding at S = 15. Besides high objective and subjective quality of color images, the proposed schemes are successfully able to extract the logos without any error as is evident from Figures 12 and 13 .
A PSNR comparison has also been made with some deep learning methods [64] and [65] and results are reported in Table 3 which clearly reveals that the proposed technique produces better quality watermarked images compared to those under comparison.
We also computed and compared the SSIM of our technique. The SSIM comparison for the two embedding approaches, for various test images (with different values of S), is presented in Figure 14 .
A comparison of SSIM with [52] and [55] for color images is shown in Figure 15 . The comparison results prove that our schemes outperform the schemes under comparison. Thus, the proposed scheme offers better quality watermarked images in both the cases, whether embedding is carried on grayscale images or on color images. Because in our watermarking system a watermark bit is embedded by modifying the two mid-frequency DCT coefficients of adjacent blocks by an optimal value which in turn leads to a small change in pixel domain compared to the techniques under comparison. In [52] and [62] watermark embedding is done in LL sub-band of DWT of the host image, which contains most of the visual information. Modification of the LL sub-band coefficients leads to a significant change in the pixel domain. In [52] , 25% of the watermark is 4 times embedded in the LL3 sub-band coefficients of the 3-level DWT, while the 75% of watermark is embedded in rest of the three components of 3-level DWT coefficients. In [56] mid-frequency DCT coefficient of a block is modified by a large amount, which in turn reduces the quality of the watermarked image.
V. ROBUSTNESS ANALYSIS
A watermarking system is said to be robust if a recognizable watermark is obtained after applying an attack on the watermarked media. To investigate the robustness of our schemes, different attacks such as rotation, cropping, resizing, filtering, the addition of noise, etc. were applied on the watermarked images. The objective metrics like NCC and BER were adopted to evaluate the robustness of the system. Further, it is worth mentioning here that we attacked the watermarked images using two approaches: (a) single attack at a time and (b) a combination of two or more different attacks simultaneously. To make robustness analysis more exhaustive we considered three variants of the proposed scheme. The variants names are as per the Table 4 . 
A. ANALYSIS FOR ROTATION ATTACK
The watermarked images are rotated by 1, 5, 10, 30 and 45 degrees. The watermarked images and the corresponding extracted watermarks after rotation of 10 degrees are shown in Figure 16 at S = 15.
It is evident from Figure 16 that recognizable logos are obtained from the rotated images, and the BER obtained is also less which implies that our system is resilient to rotation attacks. Further, BER of logos, extracted from rotated Lena image at different values of S is compared so that the effect of S on robustness could be seen. The comparison results are presented in Figure 17 . The results clearly state that BER significantly reduces as the value of S increase which means robustness increases as value of S increases. Further, the results obtained have been compared with some related state of art techniques as shown in Figure 18 . The comparison results clearly show the superiority of our technique.
B. ANALYSIS FOR CROPPING AND RESIZING ATTACK
Image cropping was done in such a way that 25% of the watermarked Lena image is cropped at different corners (i.e., bottom left, bottom right, top left and top right). A well identifiable logo is obtained from the cropped images as shown in Figure 19 . The NCC results obtained are reported in Table 5 . Although the objective analysis shows a lesser robustness but the subjective quality of the watermarked images obtained is good and are quite recognizable. Robustness of the system has also been tested for the resizing attack where the watermarked Lena image is resized to 0.5, 0.8, 1.2 and 1.6 times to that of original dimensions of the image. The images resized to 0.5 times and the watermarks obtained from them are presented in Figure 19 . The figure clearly states that recognizable logos are obtained from the resized images which imply that our schemes are resilient to resizing as well.
The NCC results obtained for resizing attack are compared with some related techniques as given in Table 6 . From the Table 6 , it is clear that our schemes (1-3) outperform the techniques under comparison.
C. ANALYSIS FOR JPEG COMPRESSION ATTACK
JPEG compression is the most commonly used image processing operation to compress the image so that its storage requirement and its transmission time are reduced. Sometimes adversaries try to compress the watermarked images so that the copyright holder fails to prove his ownership. This is because of the fact that by compressing watermarked images by a large factor may lead to extraction of the nonrecognizable watermark as JPEG compression truncates the high-frequency coefficients. Hence, the robustness of any watermarking system should also be examined for JPEG compression attack as well.
The performance of proposed schemes has been tested for JPEG compression at different quality levels (Q) and The results of our scheme 1 were compared with [56] and [62] in terms of BER. Figure 20c shows BER comparison of proposed scheme with [56] , which implies that proposed scheme outperforms the scheme under comparison up to compression ratio 16.5. Further, it is worth mentioning here that BER of [62] for the quality level of 60 to 90 are respectively as 1% and 2.8%, while BER of the proposed scheme is zero for JPEG 60 to JPEG 90, which clearly state the superiority of the proposed scheme. Figure 20d shows the comparison of BER for various images against different values of S at the quality level of 40. It is evident that the robustness of our schemes for JPEG compression increases significantly as the value of S increases just by 5. Further, the NCC results of our scheme 2 were compared with [52] and [55] for the quality level of 60 and 90. The comparison results are reported in Table 7 for images like Lena, Baboon, and Peppers. The Table 7 shows that our schemes are more robust to compression attack than the schemes under comparison. Since mid-frequency coefficients are modified in our technique by an optimal value which leads to a high degree robustness toward the JPEG compression. In [52] , the watermark is embedded in all the components (i.e., LL3, LH3, HL3, HH3) of 3-level DWT, which contains high-frequency coefficients. These coefficients are affected by a large factor when experiencing JPEG compression, hence low robustness. In [55] DC coefficient of a block of luminance component is modified by a parameter whose value depends on the DC coefficient and the quantization step. The chosen quantization step does not make it resilient to higher compression levels.
D. ROBUSTNESS ANALYSIS AGAINST NOISE AND FILTERING ATTACKS
The watermarked images were subjected to salt and pepper noise of noise density 0.01 and with Gaussian noise of mean zero and variance 0.001. The results obtained are shown in Figure 21 , which shows that the proposed schemes are robust to such distortions as recognizable watermarks have been extracted from the distorted Lena images. The robustness of the system was also tested for image filterings, such as 3×3 median filtering and low-pass filtering attacks. In the results shown in Figure 21 , it is evident that our schemes are resilient to filtering attacks as well. Further, it was shown that the proposed schemes are also robust to histogram equalization and sharpening attack. The results are presented in Figure 21 . Figure 22a shows BER comparison of the proposed scheme 1 for various test images for different values of S when attacked with the Gaussian noise of variance 0.001. While as Figure 22b shows NCC comparison of proposed scheme 2 for different variances of Gaussian noise. The results obtained for the proposed schemes have been compared with [52] , [55] , and [52] , and the comparison results have been presented in Figure 23 .
It is obvious from Figure 23 that our schemes outperform the schemes taken for comparison. This is due to the fact that, compared to the other techniques, the guard band of 2S in our technique plays a significant role during watermark extraction from the attacked images. This is because of the fact that during extraction the embedding strength S is kept VOLUME 6, 2018 as zero with this intention that each watermark information carrying difference zone (i.e., Zone 1,2,4,5) is to be extended from both sides by an amount of S. This zone extension enhances the robustness because, if the watermarked image is distorted, the difference between the coefficients (that have been used for embedding purpose) may be altered. This alteration must be large enough so that the difference could cross the boundary of the desired zone and then it would lead to a wrong bit extraction.
Further, it is worth mentioning here that the robustness of the proposed schemes has also been compared with some start of art deep learning techniques [64] and [65] . The comparison result is shown in Figure 24 which validates that the proposed schemes outperforms those under comparison.
E. ROBUSTNESS ANALYSIS FOR COMBINED ATTACKS
The performance of our techniques was also checked for simultaneous attacks wherein two or three different processing operations are applied to the marked image simultaneously. The following combination of two or three attacks was applied on watermarked images, and the results are presented in Figure 25 and Figure 26 .
1. Watermarked Lena image has been attacked by salt and pepper noise of noise density 0.01, and then the distorted image is filtered by using 3×3 median filtering. 2. Watermarked Lena image has been firstly attacked by salt and pepper noise (density = 0.01), and then the attacked image is distorted by Gaussian noise (variance = 0.001).
Watermarked Lena image has been first distorted with
Gaussian noise (variance = 0.001), and then it is compressed by using JPEG at the quality level of 70. 4. Watermarked Lena image has been compressed by using JPEG at the quality level of 70, and then 25% of the compressed image is cropped at top left corner. 5. Watermarked Lena image has been compressed by using JPEG at quality level of 70, and then the compressed image is resized to its 0.5 times. 6. Watermarked Lena image has been first rotated by 10 degrees, and then the rotated image has been resized to its 0.5 times. 7. Firstly, salt and pepper noise is applied to the watermarked image, secondly median filtering is performed, and finally, the filtered image is sharpened. 8. Histogram equalization is performed on the watermarked image, then this image is rotated by 10 degrees and finally, rotated image is cropped 25 % at top left corner. 9. Watermarked Lena image is first rotated by 10 degrees, then the rotated image is cropped 25 % at top left corner and finally the cropped image has been compressed by JPEG 70. 10. Histogram equalization is performed on the watermarked image, then the image is cropped 25 % at top left corner, and finally, the image is resized to its 0.5 times. After ten various combined attacks as discussed above we were able to retrieve recognizable watermarks as shown in Figure 25 and Figure 26 . Hence the proposed schemes are robust to hybrid attacks.
VI. SECURITY ANALYSIS
According to the well-known Kirchhoff's principle [71] , it is assumed that the technique of watermark embedding is known to the adversary. The only thing that an adversary needs to know is the encryption key used for watermark encryption. So, the selection of the key is an important factor that will decide the degree of security of an enciphered system. We carried the security analysis for the proposed scheme, and the results are presented below.
A. KEY SPACE ANALYSIS
In our proposed scheme we are using six different subkeys for the selection of different parameters as discussed in section 3. These six sub-keys are used to form master key, 53 bits in length. This implies that the maximum possible number of keys is equal to 2^53. If we assume that computation power available with an adversary is such VOLUME 6, 2018 that it could generate one million keys per second, then it will take 289 years for it to break the proposed system. In addition to this, it is worth mentioning here that during the calculation of each and every key, involvement of human visual system is necessary as one has to get a well meaningful watermark. Hence, we can conclude from the argument that our scheme can resist any brute force attack. 
B. KEY SENSITIVITY ANALYSIS
As far as key sensitivity is concerned, if a single bit of a key is changed, then decryption of an enciphered data must not be possible. In other words, we can say that if an adversary tries to decrypt an encrypted message with a key that differs from original key just by one bit, a wrong message must be extracted by the adversary. The key sensitivity of our encryption model is confirmed by modifying the LSBs of different keys one at a time. In our scheme the master key 'K' comprises six keys K 1 = 255, K 2 = 7, K 3 = 405504, K 4 = 110, K 5 = 90, K 6 = 32, and is given as
The key sensitivity analysis has been performed by modifying keys K 1 , K 2 , K 4 , K 5 , K 6 whose new values are respectively given as K' 1 = 254; K' 2 = 8; K' 4 = 111; K' 5 = 91; K' 6 = 31. The resulting decrypted logos corresponding to each modified key are presented in Figure 27 . From the figure, it is apparent that the key sensitivity of our encryption model is very high as an unrecognizable logo is extracted after decrypting it with a key that is different from original key just by one bit.
VII. FUTURE WORK
In future, the proposed algorithm will be tested for real time applications by implementing it on Field Programmable Gate Array (FPGA) platform.
VIII. CONCLUSION
A secure and blind watermarking scheme in the DCT domain was proposed in this paper. Arnold transform and chaotic encryption were utilized to add double layer security to the watermark. The proposed embedding technique is based on the difference between the coefficients of adjacent blocks. A watermark bit is embedded by modulating the difference between two preselected mid-frequency coefficients; one from reference block and other from its succeeding block. Depending upon the value of watermark bit to be embedded the difference between two coefficients of the selected blocks is made to lie in a predefined range to facilitate proper extraction. The performance of various variants of our scheme was tested for many image processing operations such as rotation, cropping, filtering, Gaussian noise, etc. The experimental results reveal that besides being resilient to singular attacks, our scheme is highly resilient to combined attacks as well. The comparison results depict that proposed scheme outperforms many state-of-art schemes in terms of imperceptibility, robustness, and payload. Further, the double layer of security of the embedded watermark ensures that the scheme is highly secure in nature. Given the merits of the proposed scheme, we conclude that it is well suited for the application of copyright protection and ownership verification. The scheme could be used to solve various medical image integrity and electronic patient record (EPR), security issues in contemporary telemedicine and e-healthcare setups.
