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ABSTRAKT 
Tato diplomová práce se zabývá hledáním efektivní techniky pro strojové rozpoznávání 
řeči, konkrétně pak strojovým přepisem mluvené řeči do textu a následným hledáním 
klíčových slov. Toto řešení lze následně použit pro analýzy telefonních hovorů nebo jiné 
podobné aplikace. Celá diplomová práce se věnuje nástroji Sphinx-4 pro strojové 
rozpoznávání řeči, který využívá k popisu akustických modelů skrytých Markovových 
modelů (HMM – Hidden Markov Model). Práce detailně vysvětluje, jak takové modely 
připravit pro nový jazyk nebo dialekt jazyka a jak tyto modely softwarově implementovat 
v jazyce Java. 
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ABSTRACT 
This diploma thesis is aimed to find an effective method for continuous speech 
recognition. To be more accurate, it uses speech-to-text recognition for a keyword 
spotting discipline. This solution is able to be applicable for phone calls analysis or for a 
similar application. Most of the diploma thesis describes and implements speech 
recognition framework Sphinx-4 which uses Hidden Markov models (HMM) to define a 
language acoustic models. It is explained how these models can be trained for a new 
language or for a new language dialect. Finally there is in detail described how to 
implement the keyword spotting in the Java language. 
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Strojové rozpoznávání řeči je vědeckotechnická disciplína, která se neustále vyvíjí. 
Umožňuje lidstvu automatizovat úlohy, které souvisí s porozuměním mluvené řeči 
a jejího významu nejrůznějším systémům. V současné době, kdy informační 
a telekomunikační systémy tvoří majoritní komunikační prostředek mezi uživateli, by 
bylo velmi obtížné a neefektivní provádět potřebné přepisy mluvené řeči do textové 
podoby člověkem. Takový přepis by byl velmi pomalý a byl by náchylný k chybám 
lidského faktoru. Jednou z oblastí, kde může mít strojové rozpoznávání řeči velký přínos 
je zachytávání klíčových slov. Techniky zachytávání klíčových slov z řeči lze využít 
v mnoha oblastech, počínaje bezpečností a konče marketingovou analýzou, sledování 
reakcí zákazníků a podobně. Pro strojové rozpoznávání řeči lze použít nejrůznější 
aplikační sady či frameworky, které jsou k dispozici v rámci nejrůznějších licenčních 
podmínek. Velmi oblíbeným způsobem rozpoznávání řeči v současné době je detekce 
založená na pravděpodobnostních modelech [1], [3]. Tato práce zabývá nástrojem 
Sphinx-4 pro strojový přepis řeči na text, který koncepčně vychází ze sady nástrojů CMU 
Sphinx jež jsou velkým podílem vývoje zaštiťovány univerzitou Carnegie Mellon v 
Pittsburghu. Tato sada nástrojů je v současné době (rok 2014) stále ve vývoji. Sada 
Sphinx-4 je založena právě na pravděpodobnostních modelech, konkrétně pak na 
skrytých Markovových modelech, které používá při trénování akustických modelů 
jazyků. Umožňuje vyvíjet a implementovat jednoduché i složité aplikace pro strojové 
rozpoznávání řeči v programovacích jazycích C++ a Java, navíc je šířena pod svobodnou 
licencí typu BSD. [1] 
Hlavním přínosem této práce je praktická implementace dvou funkčních aplikací 
postavených na frameworku Sphinx-4 pro strojové rozpoznávání řeči a následná 
demonstrace zachytávání klíčových slov. Práce detailně demonstruje vytvoření českého 
akustického modelu ve formě skrytých Markovových modelů (HMM), je vytvořen 
teoretický návrh systému pro zachytávání klíčových slov z telefonních hovorů a to v 
interakci s mobilní sítí UMTS a nakonec se práce věnuje ověření přesnosti rozpoznávání 
obou aplikací na příkladech řečových promluv různých řečníků. 
Práce se nejprve věnuje teorii z oblasti vzniku řeči, řečových signálů a popisu 
nástroje Sphinx-4, včetně teoretických informací o způsobu rozpoznávání řeči tímto 
nástrojem. Dále práce pojednává o současných metodách rozpoznávání řeči a uvádí 
alternativy k nástroji Sphinx-4. V kapitole 2 Vlastnosti nástroje pro rozpoznávání řeči 
sphinx-4, je pojednáváno o možnostech trénování a adaptování akustických modelů 
takovým způsobem, aby mohly být použity s českým jazykem, který v tuto dobu pro 
nástroj Sphinx-4 není volně dostupný. Další kapitoly práce se zabývají samotnými 
procesy trénování a adaptace akustických pravděpodobnostních modelů, návrhem dvou 
typů aplikací v jazyce Java pro zachytávání klíčových slov z řeči a v posledních dvou 
kapitolách je navržen automatizovaný systém pro zachytávání klíčových slov z řeči 
z telefonních hovorů, zejména pak implementace takového systému do mobilní sítě 
UMTS. Poslední kapitola zhodnocuje přesnost nástroje Sphinx-4 při použití konkrétního 
natrénovaného akustického modelu.  
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1 TEORETICKÝ ÚVOD  
1.1 Vznik řeči a vlastnosti řečových signálů člověka 
Řeč vzniká v artikulačních orgánech člověka, konkrétně pak v hlasovém traktu. Hlasový 
trakt se dále dělí na dechové, hlasové a artikulační ústrojí. Dechové ústrojí tvoří zdroj 
energie řeči. Při výdechu prochází vzduch z plic skrze hlasové ústrojí, kde se modifikuje 
(rozechvěje) a dále vychází ven z těla člověka a přes rty vzniká řeč. Hlasové ústrojí 
se nachází v hrtanu, kde je také uložen orgán nazvaný hlasivky. Hlasivky jsou tvořeny 
párem řas, které procházejí napříč hrtanovou trubicí v jejím nejužším místě a které tvoří 
spojení mezi chrupavkou hlasivkovou a chrupavkou štítnou. Řasy hlasivek jsou tvořeny 
hlasivkovým vazem a hlasivkovým svalem. Prostor mezi hlasivkami se nazývá 
hlasivková štěrbina. V případě, kdy člověk nemluví, je tato štěrbina maximálně otevřená 
a vzduch vytlačovaný z dechového ústrojí touto štěrbinou volně prochází. [2] 
Proces vytváření hlasu je nazýván fonace. Při fonaci se hlasivky přemisťují 
do fonačního stavu - zužují štěrbinu mezi sebou, čímž při vytlačování vzduchu 
z dechového ústrojí dochází při jeho průchodem skrze hlasivky k jejich rozkmitání. 
Rozkmit hlasivek je způsoben rychlým otevíráním a zavíráním mezery mezi nimi. Toto 
kmitání je deklarováno jako základní tón hlasivek a jedná se o nosnou frekvenci pro zvuk 
řeči člověka. Základní tón hlasivek má frekvenční rozsah přibližně 60-400Hz a velice se 
liší, pokud se porovná např. u dospělého jedince a dítěte.[2] 
Posledním ústrojím v hlasovém traktu je ústrojí artikulační. Toto ústrojí se skládá 
z nejrůznějších dutin (např. nos) a orgánů (rty, jazyk). Zatímco právě nos je pasivní 
artikulační ústrojí (nikterak se nepohybuje), tak ústa, jazyk či rty se na tvorbě řeči podílejí 
aktivně. Kombinací doby vytlačování vzduchu z dechového ústrojí, naladěním hlasivek, 
pozice jazyka či rtů vznikají nejrůznější řečové signály. 
 
Obrázek 1.1: Schéma artikulačního ústrojí člověka [2] 
Řeč se dále skládá z fónů nebo také fonémů. Více fónů obvykle tvoří jednotlivá 
slova, ale nemusí to být vždy pravda. Vždy záleží na kontextu fónu, stylu řeči nebo hlasu 
jednotlivých řečníků. Samotná slova jsou ve zpracování řeči velmi důležitým elementem, 
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protože přesně popisují kombinace jednotlivých fónů v daném slově. Více po sobě 
jdoucích fónů se často nazývají jako difóny. Má-li být řečí vyjádřen kontext nějaké 
informace, obvykle se tak vyjádří pomocí tri- a více fónů (např. trifóny). Pokud určitý 
kontext vyžaduje definici vícefónů, nazýváme takto vzniklý objekt z fónů jako senóny 
(senones). [1]  
Dalším prvkem mluvené řeči jsou vyplňující elementy (fillers). Jedná se 
o reprezentaci takových segmentů v mluvené řeči, které nelze definovat jazykovým 
modelem nebo slovníkem. Jsou to zejména zvuky dýchání řečníka, mlaskání atd. Slova a 
vyplňující elementy pak tvoří promluvy (utternaces) a jedná se o souvislou mluvenou řeč 
mezi pauzami. Důležité je neplést si pojmy promluva a věta. Zatímco promluva je jasně 
definovaná (řeč mezi pauzami), věta je komplexnější řečový signál, kde je potřeba hledat 
složitější sémantický význam. 
1.2 Reprezentace řečových signálů v počítači 
Řeč je v počítači reprezentovaná jako soubor s digitálními daty. Při projevu řeči 
do mikrofonu počítače jde z mikrofonu analogový signál na vstup zvukového 
subsystému, kde probíhá vzorkování. V jediný časový okamžik se tak ze signálu odebere 
určitý počet vzorků (aktuálních úrovní vstupního analogového signálu). 
 
Obrázek 1.2: Analogový průběh mluvené řeči 
Rychlost vzorkování závisí na použitém zvukovém subsystému, nicméně obvyklé 
frekvence vzorkování se pohybují od 8kHz do 96kHz s tím, že čím rychleji daný 
analogový signál vzorkujeme, tím snáze a přesněji jej lze následně zpětně rekonstruovat. 
Při vzorkování je ale nutné dodržet tzv. vzorkovací teorém, který popisuje rovnice dole, 
kde fVZ je potřebná vzorkovací frekvence a fS je frekvence nejvyšší harmonické složky 
vzorkovaného signálu. [23] 
𝑓𝑉𝑍 ≥ 2 ∙ 𝑓𝑆 (𝐻𝑧) (1) 
Ten říká, že vzorkovací frekvence signálu musí být minimálně 2x vyšší, než je 
frekvence signálu vzorkovaného. V případě nedodržení vzorkovacího teorému nastává 
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jev, který se v oblasti zpracování signálů nazývá aliasing. Pokud dojde u vzorkování 
signálu k aliasingu, ztrácí se tím určitá část informace, protože dochází k překryvu 
kmitočtových spekter daného vzorkovaného signálu. Dalším důležitým parametrem 
digitalizace řeči a potažmo všech zvukových signálů, je rozlišení jednoho vzorku, tedy 
jakého rozpětí hodnot může odebraný vzorek nabývat. Obvyklé rozlišení vzorkování 
signálu je 16 až 48bitů. To znamená, že úroveň původního analogového signálu může být 
digitálně reprezentovaná na stupnici v rozsahu 216 až 248. Opět platí, že čím vyšší rozlišení 
vzorku je pro digitalizaci použito, tím snadněji a přesněji lze původní analogový signál 
zpětně rekonstruovat, viz. Obrázek 1.2. Dalším parametrem při vzorkování může být 
počet kanálů, odstup signálu od šumu atd. Nástroj Sphinx-4 standardně podporuje pouze 
práci se záznamy řeči ve formátu 16kHz nebo 8kHz s rozlišením 8bit/16bit na vzorek 
a pouze jeden kanál (mono). 
1.3 Současné moderní metody pro strojové zpracování řeči 
V současné době lze řeč zpracovávat a rozpoznávat pomocí několika přístupů. Prvním 
přístupem je přímá analýza řečových signálů, kdy lze aplikovat techniky kódování tvarů 
vln, Fourierovu transformaci, lineární prediktivní analýzu, homomorfní zpracování řeči, 
fonetickou analýzu nebo vektorovou kvantizaci. [2] Druhým přístupem jsou statistické 
metody rozpoznávání řeči, kde se jako velice výhodné jeví použití skrytých Markovových 
modelů. Statistický přístup implementuje dvě hlavní součásti – akustický procesor a 
lingvistický dekodér – kdy akustický procesor provádí transformaci řečového signálu na 
vektorovou posloupnosti určitých příznaků a lingvistický dekodér transformuje tyto 
posloupnosti vektorů na jednotlivá slovní spojení. Statistické metody tak pro 
rozpoznávání řeči používají jak akustické techniky, tak techniky statistické 
s lingvistickou analýzou. [2] 
Strojové rozpoznávání řeči je mnohem komplexnější problém, než rozpoznávání 
jednotlivých slov. Zatímco u rozpoznávání jednotlivých slov (např. při ovládání počítače 
příkazy) se promlouvající snaží, aby bylo každé promluvené slovo maximálně zřetelné 
pro daný typ příkazu, při rozpoznávání řeči se můžeme setkat s různými nežádoucími 
efekty, jako je např. spodoba slov. Spodoba slov neboli artikulační asimilace je typická 
pro sousední souhlásky a projevuje se vyrovnáním artikulačních rozdílů mezi těmito 
souhláskami. Příklad asimilace je slovo anděl, výslovnost: [aňďel] nebo také [anďel]. 
[2] 
Další perspektivní disciplínou v této oblasti je rozpoznávání řeči více současné 
mluvících řečníků najednou. [3] Důležitou úlohou v této disciplíně je správná separace 
zdrojů řeči, kde se jako účinná metoda jeví negativní reprezentace spektrogramů. To 
umožňuje separovat zdroje souběžné řeči, aniž by bylo potřeba separovat vlastní signál. 
Výhodou tohoto řešení je také menší výpočetní náročnost, z čehož vyplývá vhodnost 
nasazení tohoto řešení na méně výkonných zařízeních (např. telefony, embedded 
systémy). 
Jiným způsobem využití rozpoznávání řeči může být problém rozpoznávání řečníka. 
V tomto případě se porovnává řeč řečníka a referenční řeč, jestli jsou shodné. V takových 
případech se opět jeví jako výhodné převádět řeč na spektrogramy a ty následně 
porovnávat, popřípadě provádět rozpoznávání řečníka za pomoci vektorové kvantizace 
nebo pravděpodobnostních modelů. [2] 
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V současnosti je možné pro specifické úlohy rozpoznávání řeči vybrat jedno nebo 
více nejrůznějších řešení. Existují řešení nebo frameworky, které jsou dostupné zdarma, 
především pak pod některou ze svobodných softwarových licencí. Tabulka 1.1 porovnává 
moderní nástroje pro rozpoznávání řeči, uvádí jejich licenční model a krátký popis 
vlastností jednotlivých systémů. 
Tabulka 1.1: Porovnání současných nástrojů pro strojové rozpoznávání řeči 
Název 
nástroje 
Internetová stránka Popis nástroje 
Kaldi http://kaldi.sourceforge.net/ Kaldi je nástroj, který 
umožňuje implementovat 
strojové rozpoznávání řeči 
v jazyce C++. Je založen na 
Gaussovských modelech 
rozptylu. Je dostupný pod 
licencí typu Apache License 
2.0 
Julius http://julius.sourceforge.jp/en_index.php Julius je výkonný nástroj 
napsaný v jazyce C, který 
implementuje strojové 
rozpoznávání řeči založené na 
skrytých Markovových 
modelech (stejně jako CMU 
Sphinx). Vyznačuje se velmi 
malými požadavky na výkon 
počítače a je uvolněn pod 
licencí typu BSD.  
RASR http://www-i6.informatik.rwth-
aachen.de/rwth-asr/ 
RASR (RWTH ASR) je 
dalším z nástrojů, který 
implementuje dekodér pro 
rozpoznávání řeči. Je také 
založen na skrytých 
Markovových modelech, 
přidává navíc i několik dalších 
vlastností, jako jsou 
technologie CUDA (možnosti 
výpočtů pomocí grafických 
procesorů) nebo OpenMP, což 
je API, které umožňuje 
paralelní programování. RASR 
je uvolněn pod kombinací 
licencí typu Q Public License 




http://www.nuance.com/dragon/index.htm Dragon Naturally je jedním 
z nejlépe prodávaných 
komerčních nástrojů pro 
strojové rozpoznávání řeči. 
Výrobce programu uvádí, že 
Dragon Naturally dosahuje až 
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99% přesnosti rozpoznávání. 
Nástroj je prodáván pod 
proprietární licencí. 
1.4 Možnosti využití nástrojů pro strojové rozpoznávání 
řeči 
1.4.1 Ovládání systémů pomocí příkazů 
Ovládání systémů za pomoci vyřčených příkazů se jeví jako nejjednodušší aplikace 
strojového rozpoznávání řeči. Pro tuto aplikaci jsou všechny příkazy předem známy, 
trénovací množina akustických modelů pro tento typ rozpoznávání řeči je konečná, 
příkazům jsou uděleny předem známé operace, které se mají na základě vyřčení provádět, 
a dekodér má definován jediný úkol v podobě porovnání vzorků řečového signálu 
a nalezení sady nejvíce podobných vzorků referenčního řečového signálu daného příkazu. 
 
Obrázek 1.3: Příkazové ovládání určitých akcí 
1.4.2 Strojový přepis kontinuální řeči 
Strojový přepis kontinuální řeči již vyžaduje aplikaci speciálních algoritmů a technik. 
Je to z toho důvodu, že se jedná o souvislou řeč, ve které mohou nastat např. překryvy 
slov. Dekódování řeči musí být prováděno relativně rychle a slovník nelze natrénovat 
na každé slovo v daném jazyce. Z tohoto důvodu má větší přínos v této aplikaci 
implementace pravděpodobnostních modelů (např. HMM, Viterbiho algoritmus atd.) 
[7][8], které při trénování modelu nedefinují řeč jako sekvenci určitých vzorkovaných 
informací z řeči ale jako pravděpodobnostní model, který popisuje, jak na sebe elementy 
slov v řeči navazují. Těmito elementy jsou nejčastěji fonémy. Tento typ rozpoznávání 
řeči má tu výhodu, že pokud je prvotní řešení správně natrénováno, tak je nezávislé 




Obrázek 1.4: Schéma strojového přepisu kontinuální řeči 
1.4.3 Detekce klíčových slov v kontinuální řeči 
Tímto typem strojového rozpoznávání řeči se také zabývá tato diplomová práce. Metoda 
vychází z kapitoly 1.4.2 Strojový přepis kontinuální řeči, avšak přidává ještě 
naprogramovaný modul, ve kterém jsou specifikovány klíčová slova, jež jsou v řeči 
hledána [21]. Program zachycuje hledaná a zachycená slova, ukládá je do databáze 
(souboru) a následně v reportu informuje uživatele, jaké z hledaných slov se 
v zaznamenané nebo mikrofonem zachycené řeči vyskytla. Možnost využití takového 




Obrázek 1.5: Schéma detekce klíčových slov z kontinuální řeči 
1.4.4 Detekce kontinuální řeči se sémantickým porozuměním 
Tento typ rozpoznávání řeči kombinuje kontinuální detekci řeči současně s aplikací 
algoritmů strojového učení, nebo jiných algoritmů pro zjišťování sémantického významu 
řečového projevu člověka. V současnosti je zmíněný směr zjišťování sémantiky z různých 
informačních zdrojů velmi perspektivní disciplínou, protože lze pomocí ní odhadovat 
potřeby, informace či emoční stavy mluvícího člověka a tohoto se dá využít v mnoha 
dalších vědních oborech. Určitou nevýhodou v tomto směru může být, že z důvodu, že 
tyto systémy nejsou zcela úplně přesné, může mít špatně odhadnutý sémantický význam 
promluvy zásadní vliv na změnu jejího kontextu. 
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Obrázek 1.6: Schéma detekce kontinuální řeči se sémantickým porozuměním 
1.4.5 Problémy strojového rozpoznávání řeči 
Je nutné zdůraznit, že výše zmíněné metody v dnešní době stále nejsou úplně přesné. Je 
to dáno tím, že řeč je stochastický proces a rozpoznávání řeči je problém, který se řeší 
pomocí deterministického stroje (počítač). Z toho vyplývá, že přesnost těchto systémů 
není stoprocentní a že i ty nejlepší současné komerční systémy pracují s přesností kolem 
90-98%. Například komerční produkt NewtonDictate pracuje s výrobcem uváděnou 
přesností 98%. [4] 
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2 VLASTNOSTI NÁSTROJE PRO 
ROZPOZNÁVÁNÍ ŘEČI SPHINX-4 
2.1 Skryté Markovské modely v nástroji Sphinx-4 
Skrytý Markovský model (HMM, Hidden Markov model) je typ statistického modelu, 
který definuje množinu stavů určitého objektu a pravděpodobnosti vzájemných přechodů 
mezi těmito stavy.[3] [16] [17] Díky tomu, že tyto pravděpodobnosti přechodů mezi stavy 
jsou po procesu trénování HMM modelů předem známy, je možné v reálném čase 
odhadovat, do kterého z dalších stavů se daný objekt přenastaví – k tomu navíc stačí znát 
současné data, které do algoritmu vstupují - netřeba tedy znát historii vstupů algoritmu. 
Před trénováním HMM jsou pravděpodobnosti těchto stavů neznámé – skryté – proto 
mluvíme o skrytých Markovských modelech.[5] Tento přístup je výborně využitelný 
právě při strojovém rozpoznávání řeči, kdy k predikci následujícího slova v řeči stačí znát 
současně probíhající slovo a není potřeba znát slova, která již byla vyřčena.[7] Z toho 
také vyplývá schopnost predikce v reálném čase, kdy může být strojové rozpoznávání 
řeči schopno provádět rozpoznávání v reálném čase namísto rozpoznávání v určitých 
úsecích zpětně - to přináší výhodu v efektivním využívání výpočetních prostředků. 
Statistické modely, potažmo také skryté Markovské modely, mají výhodu, že průběh 
rozpoznávané řeči nemusí být popsán deterministickým způsobem (např. frekvencí hlasu, 
amplitud signálu) ale pomocí pravděpodobnostního modelu [21]. Skrytý Markovský 
model je tedy náhodný konečný automat, který můžeme zapsat následovně: 
𝐻𝑀𝑀 = (𝑁, 𝑀, 𝐴, 𝐵, 𝜋), (2) 
kde N je počet stavů HMM v množině 𝑆 = {𝑆1, … , 𝑆𝑛} s hodnotou qt v čase t,  
M je počet pozorovaných symbolů 𝑣1, … , 𝑣𝑛 s hodnotou Ot v čase t a jedná se o výstup 
automatu,  
𝐴 = {𝑖, 𝑗} je rozdělení pravděpodobnosti přechodů mezi jednotlivými stavy q, 
𝐵 = {𝑏𝑗(𝑘)} je pravděpodobnost rozdělení pozorovaných symbolů v jednotlivých 
stavech,  
𝜋 = {𝜋𝑖} je počáteční rozdělení pravděpodobnosti jednotlivých stavů.  
Z toho vyplývá, že se automat v čase q1 nachází ve stavu Si. π je N-rozměrný vektor. [5] 
HMM je tedy náhodný konečný automat, který může disponovat jen jediným 




Obrázek 2.1: Schéma třístavového HMM včetně pravděpodobností přechodů mezi 
jednotlivými stavy [8] 
Objekty Q1, Q2 a Q3 značí stavy. Jedná se o tří stavový model HMM. Entity O1, O2 
a O3 jsou sledované objekty, tedy výstupy z automatu, přechody pxx mezi stavy automatu 
jsou pravděpodobnosti přechodu stavů mezi sebou a ukazatele bxx jsou pravděpodobnosti 
výstupu. Lze říci, že pravděpodobnosti b11 až b33 jsou výstupními pravděpodobnostmi, 
kdy na výstupu automatu bude nastaven takový model (O1 až O3), kterému odpovídá 
patřičná pravděpodobnost při překlopení určitých stavů: 
𝑎𝑖𝑗 = {𝑝11, 𝑝12, 𝑝21, 𝑝23, 𝑝32, 𝑝33}, (3) 
Protože by bylo velmi složité trénovat HMM pro každé slovo v daném jazyce, 
zaměřuje se systém CMU Sphinx na trénování HMM pomocí fónů (phonetic’s HMM), 
kde každý HMM model reprezentuje právě jeden fón. Dále je každý HMM (a tedy i jeho 
fón) vnitřně rozdělen na tři části - začátek (beginning), prostředek (middle) a konec (end 
of the phone). 
 
Obrázek 2.2: HMM fónu využívaný v nástroji CMU Sphinx [7] 
Skryté Markovské modely lze použít i v jiných disciplínách, než jen pro rozpoznávání 
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řeči. Jedná se zejména o rozpoznávání ručně psaného textu na strojový text (tedy přepisy 
ručně psaného textu), v kryptoanalýze, v syntéze řeči atd. 
2.2 Popis funkčních bloků nástroje Sphinx-4 
Nástroj CMU Sphinx přináší řešení pro strojové rozpoznávání řeči, přičemž je kladeno 
velké úsilí na to, aby bylo takové rozpoznávání řeči nezávislé na řečníkovi, dále aby 
umělo rozpoznávat i slova, která nejsou ve slovníku při trénování a v neposlední řadě také 
aby trénování mohlo být realizováno s poměrně malým počátečním slovníkem.[15] 
Sada nástrojů CMU Sphinx se skládá z velkého množství knihoven a spustitelných 
souborů. V podstatě lze říci, že celý projekt Sphinx z univerzity Carnegie Mellon vyvíjí 
souběžně několik projektů, které jako celek zaštiťují CMU Sphinx: 
 framework Sphinx-4 (popřípadě starší Sphinx-3 atd.), který je 
implementován v jazyce Java. Tento framework obsahuje třídy pro 
implementaci detektorů řeči založených na různých vstupních modulech, 
jako je např. mikrofon, proud dat souboru WAV atd. Aby framework  
Sphinx-4 správně fungoval, musí být korektně nakonfigurován, včetně 
použití kvalitních akustických a jazykových modelů. 
 trénovací utility SphinxTrain, které jsou implementovány v jazyce C/C++, 
celý proces trénování akustických modelů je pak skriptován jazyky Perl 
a Python. 
 
Obrázek 2.3: Součásti projektu CMU Sphinx 
Zatímco první zmíněný projekt Sphinx-4 je implementován v jazyce Java a je tak 
nezávislý na vývojářské platformě, zdrojové kódy druhého zmíněného projektu jsou 
připraveny pro fungování pouze na operačních systémech Windows a Linux. Nicméně 
stránky tohoto projektu doporučují trénování jazykových a akustických modelů provádět 
na operačním systému Linux, protože tento operační systém pracuje s rozdílným řízením 
znaků a odřádkování, což může být v některém z kroků přípravy akustických nebo 
jazykových modelů poměrně klíčové. [1] Nástroj Sphinx-4 používá dva přístupy pro 
rozpoznávání řeči. Prvním přístupem je používání gramatických slovníků (grammar 
dictionary), kdy se předpokládá, že při rozpoznávání řeči budou řečníkem vyřčeny pouze 
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slova, která jsou uvedena ve slovníku – tedy program očekává konečnou množinu 
vyslovených slov a tomuto předpokladu patřičně přizpůsobuje detekční strategii. Druhým 
a zajímavějším přístupem při rozpoznávání řeči je použití akustických modelů. CMU 
Sphinx a Sphinx-4 implementují akustické modely definované pomocí skrytých 
Markovských modelů. Skryté Markovské modely jsou detailněji popsány v kapitole 2.1 
Skryté Markovské modely v nástroji Sphinx-4. 
2.3 Získávání koeficientů MFCC z řečového signálu 
Pro popis hlavních znaků řečového signálu je potřeba zvolit určitý způsob 
parametrizace, která řečový projev dostatečně reprezentuje. Mezi nejznámější a nejčastěji 
využívanou patří popis pomocí melovských kepstrálních koeficientů. Ty se snaží 
kompenzovat nelineární vnímaní frekvencí lidským uchem (citlivějším pro nižší 
kmitočty) využitím banky trojúhelníkových pásmových filtrů. Melovská škála má 
lineární měřítko pod frekvenci 1kHz a logaritmické nad 1kHz [22]. Jako referenční bod 
1000 melů je definována úroveň tónu o frekvenci 1kHz a 40dB nad slyšitelnou mezí. 
Odtud vchází i definiční vztah mezi frekvencemi v lineární (jednotky v Hz) a melovské 
(jednotky v mel) škále: 




kde f je frekvence v lineární škále a fm je odpovídající frekvence v nelineární 
melovské škále. 
Blokový diagram na obrázku dole znázorňuje proces získání melovských 
kepstrálních koeficientů. 
 
Obrázek 2.4: Proces získání melových kepstrálních koeficientů 
Na vstup systému jsou přiváděny vzorky řečového signálu rozděleného na rámce 
o délce 10 až 30ms. Na tyto mikrosegmenty je aplikována preemfáze a následně nejčastěji 
Hammingovo okénko. Následuje zpracování diskrétní Fourierovou transformací pro 
získání spektra signálu. Takto získaný signál je dále zpracován bankou trojúhelníkových 
pásmových melovských filtrů pro převedení z lineární do melovské škály. Další krok 
spočívá ve výpočtu logaritmů jednotlivých filtrů. Posledním krokem pro získání mel-
frekvenčních kepstrálních koeficientů je zpětná diskrétní Fourierova transformace. 
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Vzhledem k vlastnostem spektra (reálné a symetrické) se zpětná diskrétní Fourierova 
transformace zredukuje na diskrétní kosinovou transformaci (DCT). Detailnější popis 
včetně matematických výpočtů je uveden v příslušné literatuře, např.[2][9]. 
2.4 Jazykové modely 
Jazykovým modelem se rozumí takové datové struktury, které popisují chování slov 
daného jazyka, zejména pak popisují pravděpodobnosti sledu určitých slov. Každé slovo 
ze slovníku je tak popsáno pravděpodobnostním modelem. Obrázek 2.5 znázorňuje 
jednoduché blokové schéma jazykového modelu včetně pravděpodobností přechodů mezi 
jednotlivými slovy ve slovníku. 
 
Obrázek 2.5: Zjednodušený model jazykového modelu včetně přechodných pravděpodobností 
mezi slovy ze slovníku 
2.5 Akustické modely 
Akustický model je jedna ze stěžejních datových struktur rozpoznávání řeči v nástroji 
Sphinx-4. Na straně jedné je výsledkem trénování na trénovací množině, na straně druhé 
se jedná o data, která jsou dále zpracovávány Java front endem Sphinx-4 nebo 
PocketSphinx a na základě jejichž popisu probíhá samotné rozpoznávání řeči. Konkrétně 
v nástroji Sphinx-4 je pak akustický model popsán pomocí pravděpodobnostního modelu 
typu HMM – skrytých Markovových modelů. Sada CMU Sphinx podporuje dva typy 
akustických modelů – průběžné a polo-průběžné. [1] 
2.5.1 Průběžné akustické HMM modely 
U průběžných akustických modelů má každý list stromu HMM přiřazený vlastní model 
Gaussovského rozložení. Pro výslednou pravděpodobnost daného listu HMM (j) platí 
vztah:  
𝑝(𝑥|𝑗) = ∑ 𝑐𝑗𝑖𝑁(𝑥; 𝜇𝑗𝑖;  Σ𝑗𝑖)
𝑁𝑗
𝑖=1  (5), 
kde Nj je počet Gaussovských rozložení přiřazených listům HMM j, 𝜇𝑗𝑖 a Σ𝑗𝑖 jsou střední 
a kovariantní matice rozložení. Algoritmus postupuje tak, že zpočátku rozložení přiřazuje 
jednotlivé složky danému rozložení a v dalších krocích počet složek navyšuje až do 
dosažení celkového počtu rozložení. [18] 
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Nástroj Sphinx-4 podporuje pouze průběžné akustické HMM modely, proto jim bude 
věnována část této diplomové práce právě o trénování průběžných akustických modelů. 
2.5.2 Polo-průběžné akustické HMM modely 
Podstatou polo-průběžných akustických HMM modelů je, že je k dispozici velká množina 
Gaussovských rozložení a každý člen této množiny může být sdílen mezi jedním, více 
nebo všemi listy stromu HMM. Z toho vyplývá, že každý list stromu HMM může 
disponovat jednotlivými váhami rozhodování. Výpočet výsledné pravděpodobnosti polo-
průběžného modelu tak lze vypočítat pomocí následujícího vzorce: 
𝑝(𝑥|𝑗) = ∑ 𝑐𝑗𝑖𝑁(𝑥; 𝜇𝑖;  Σ𝑖)
𝑁
𝑖=1  (6), 
kde cji je váha rozložení i pro strom HMM j. Protože jsou v tomto případě střední 
a kovariantní matice sdílené, zvýšení počtu stavů HMM vyvolá jen malou změnu v počtu 
parametrů. Polo-průběžné akustické modely nejsou v nástroji Sphinx-4 podporovány, 
podporuje je ale nástroj PocketSphinx. [1], 
 [18]. 
2.6 Adaptace akustických modelů 
Adaptace akustických modelů je nejrychlejší metodou, jak připravit již existující 
akustický model pro nový jazyk nebo dialekt jazyka. Adaptace počítá s tím, že na jejím 
vstupu se bude nacházet již trénovaný akustický model, např. slovenského jazyka. 
Adaptací tohoto modelu pomocí adaptační databáze sestávající se např. z promluv 
českého jazyka, je možné původní slovenský akustický model adaptovat tak, aby při 
použití v konkrétní aplikaci rozpoznával českou řeč. Adaptování akustických modelů je 
doporučeno [1] v těch případech, kde není k dispozici dostatek trénovacích dat.  
2.7 Trénování akustických modelů 
Trénování akustických modelů je pokročilý proces, kdy dochází k sestavování 
akustického modelu od začátku. Na rozdíl od adaptace tedy není na začátku trénování 
žádný existující akustický HMM model. Trénovací program však vyžaduje na vstupu 
velké množství informací, které je nutné určitým způsobem a vhodně připravit. Trénování 
modelů je nutné v těch případech, kdy je potřeba vytvořit akustický model pro nový jazyk 
nebo dialekt nového či stávajícího jazyka. Výhodou trénování modelů (namísto adaptace) 
je mnohem vyšší přesnost rozpoznávání. Nevýhodou je složitější proces trénování, který 
potřebuje k dosažení dobrých výsledků rozpoznávání velký objem dat v trénovací 
množině. [1] Kdy je tedy potřeba akustický model trénovat/jaké má trénování akustického 
modelu nároky? 
 Je potřeba vytvořit model pro nový jazyk nebo dialekt jazyka 
 Je potřeba vytvořit malý model s konečnou množinou slov ve slovníku 
 Je k dispozici dostatek trénovacích dat (až 50 hodin nahrávek promluv od 
celkem 200 různých řečníků) 
 Je potřeba znát fonetické složení jazyka, pro který se akustický model trénuje 
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 Je k dispozici dostatek času pro trénování a optimalizaci (až 1 měsíc) 
Z těchto informací je zřejmé, že trénování akustického modelu není triviální záležitost, 
ale vyžaduje přesné vymezení trénovací množiny, nalezení vhodných dat a alokaci času, 
během kterého se připraví trénovací databáze. 
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3 PROCES ADAPTACE AKUSTICKÝCH 
MODELŮ 
3.1 Tvorba slovníku 
Při tvorbě slovníku pro nový jazyk musí být dodržena souborová struktura: 
[etc\] 
- nazev_db.dic - fonetický slovník jednotlivých slov 
- nazev_db.phone - sada difónů 
- nazev_db.lm.DMP - jazykový model 
- nazev_db.filler – pauzy v řeči 
- nazev_db_train.fileids - seznam souborů trénovacích dat 
- nazev_db_train.transcription - přepis promluv trénovacích dat 
- nazev_db_test.fileids - seznam testovacích souborů 
- nazev_db_test.transcription - přepis promluv pro testování 
[wav\] 
- [recnik_1] 
  - soubor1.wav - záznam mluvené řeči 
Detailní popisy uvedených souborů a jejich přesný formát: 
*.fileids - textový soubor se seznamem souborů nahrávek mluvené řeči. Cesty 
k souborům jsou relativně vztažené k adresáři wav\. Názvy souborů v seznamu nesmí 




*.transcription - konfigurační soubor s přepisy mluvené řeči, kterou obsahují 
zvukové promluvy v souborech ve složce wav\. Odkaz přepisu na soubor s mluvenou řečí 
v souboru, který je uveden v závorce se uvádí bez označení podsložky (např. recnik_1). 
Počet řádků v souborech *.transcription a *.fileids musí být stejný. Seznamy 
nahrávek promluv a seznamy přepisů řeči musí být řádkově klíčované. 
Příklad: 
<s> to zboží se mi nelíbí </s> (promluva_1) 
<s> zboží je vadné </s> (promluva_2) 
*.wav - zvukové soubory samotných nahrávek řeči. Promluvy řeči musí být nahrány 
ve formátu WAV, se vzorkováním 16kHz, s rozlišením 16 bitů na vzorek a pouze s jedním 
zvukovým kanálem (mono). Jiné parametry souborů se zvukovými nahrávkami promluv 
mohou vést k nepřesnosti rozpoznávání. Současně by zvukové záznamy neměly být příliš 
krátké a zároveň příliš dlouhé - optimální doba trvání záznamu je mezi 5 a 30 sekundami. 
nazev_db.dic - textový soubor, který obsahuje na jednom řádku vždy jedno slovo, 
které je následováno jeho fonetickým, neboli difónovým přepisem. Zápis jednotlivých 
difónů by měl být sjednocen pouze na velká nebo malá písmena a difóny by se v zápisu 
neměly opakovat, tj. každý difón by měl být jedinečný. 
nazev_db.phone - zapsaná sada difónů. Počet difónů by měl být shodný by měl být 
totožný s počtem uvedených difónů ve fonetickém přepisu (nazev_db.dict) a navíc by 
měl obsahovat i difón „SIL” který označuje klidovou pauzu v řeči nebo ticho (silence). 
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nazev_db.lm.DMP - jazykový model, který by měl být zapsán ve formátu ARPA nebo 
DMP. 
nazev_db.filler - jedná se o zvuky, které se mohou vyskytovat v dané promluvě, 
ale nejedná se o mluvenou řeč. Příkladem může být např. smích, zvukový projev dýchání 
apod. 
3.2 Sestavení českého jazykového modelu 
Jakýkoliv nový jazykový model pro CMU Sphinx může být popsán dvěma metodami. 
Buď pomocí gramatických znalostí daného jazyka (grammars) nebo pomocí jazykových 
statistických modelů. První z uvedených metod je vhodná pro omezenou malou množinu 
řečových dat, které chceme rozpoznávat jako např. čísla či povely pro ovládání nějakého 
konkrétního software s předem jasně definovanými povely. Zatímco implementace první 
metody je relativně snadná a dobře zdokumentovaná, druhá metoda již vyžaduje složitější 
nastavení rozpoznávání a použitého algoritmu, na druhou stranu je ale vhodná 
k implementaci tam, kde je potřeba zajistit spolehlivé rozpoznávání klíčových slov v řeči 
s předem neznámým obsahem. Implementací právě této metody se bude zabývat tato 
diplomová práce. Pro sestavení českého statistického jazykového modelu budeme 
potřebovat několik nástrojů, které jsou k dispozici na internetu. 
3.2.1 Nástroj cmuclmtk 
Nejprve je nutné nainstalovat si sadu utilit cmuclmtk. Ta je k dispozici ke stažení 
na internetových stránkách projektu CMU Sphinx [1] pro operační systémy Microsoft 
Windows a GNU/Linux. Balíček utilit je potřeba dekomprimovat a zkopírovat 
do požadovaného adresáře. Dále je vhodné vložit jej do globálního nastavení cest (path) 
v rámci operačního systému, aby bylo možné spouštění těchto utilit v relativní cestě. 
3.2.2 Příprava textu pro český jazykový model 
Dalším krokem pro sestavení českého jazykového statistického modelu pro nástroj 
CMUSphinx je příprava samotného českého textu pro model. Je nutné striktně dodržet 
následující sadu pravidel při přípravě textu tak, aby byl model co nejkvalitnější: 
 text musí být v souborech uložen s kódováním UTF-8, 
 text musí být zbaven zkratek - ty musí být nahrazeny relevantními slovy 
(např. zkratka “Ing.” musí být v textu převedena na slovo “inženýr”), 
 veškeré čísla v textu musí být převedeny na relevantní slova (např. číslovka 
“8” musí být převedena na slovo “osm”), 
 všechny členy v textu, které nejsou slovy nebo nemohou být slovy nahrazeny, 
musí být z textu odstraněny, 
 větné interpunkční znaménka mohou být v textu ponechány (jejich 
odstranění provede sada utilit cmuclmtk). 
Jako zdroj textu pro český jazykový model byl vybrán text, který je obsažen v článku 
„Robot“ internetové encyklopedie Wikipedia.[6] Stažení článku bylo provedeno na této 
adrese: http://cs.wikipedia.org/wiki/Robot . Článek byl následně uložen do souboru 
robot.txt a tento soubor byl použit jako vstup nástroje LMTOOL [25] 
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(http://www.speech.cs.cmu.edu/tools/lmtool-new.html).  
Výstupem nástroje LMTOOL jsou následující soubory: 
6068.DIC 
 
ACKERMANůV AE K AH R M AH N V 
ADMINISTRATIVNí AE D M AH N IH S T R AH T AH V N 
AERODYNAMICKéM EH R AH D IH N AH M AH K M 
AGENT. EY JH AH N T 
AKCELEROMETRY AE K S EH L AH R AH M EH T R IY 
AKCELEROMETRů AE K S AH L EH R AH M AH T R 




-3.6904 ACKERMANůV -0.3006 
-3.6904 ADMINISTRATIVNí -0.3009 
-3.6904 AERODYNAMICKéM -0.3009 
-3.6904 AGENT. -0.2854 
-3.6904 AKCELEROMETRY -0.3006 
-3.6904 AKCELEROMETRů -0.2995 




ACKERMANV - By LtoS rules 
ADMINISTRATIVN - By LtoS rules 
AERODYNAMICKM - By LtoS rules 
AGENT - Morpheme: AGENT  
AKCELEROMETRY - By LtoS rules 
AKCELEROMETR - By LtoS rules 




<s> OBSAH </s> 
<s> ETYMOLOGIE </s> 
<s> DěLENí ROBOTů </s> 
<s> MOžNOSTI POHYBU </s> 
<s> AUTONOMIE </s> 
<s> ÚčELY </s> 
<s> ZPůSOBY PROGRAMOVáNí A UčENí </s> 
<s> VNíMáNí </s> 











Dalším krokem je generování IDNGRAMu (přechodových pravděpodobností): 
c:\Development\robot\LMTOOL>text2idngram.exe -vocab 6068.vocab -
idngram robot.id 
ngram < robot.txt 
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text2idngram 
Vocab                  : 6068.vocab 
Output idngram         : robot.idngram 
N-gram buffer size     : 100 
Hash table size        : 2000000 
Temp directory         : cmuclmtk-a05660 
Max open files         : 20 
FOF size               : 10 
n                      : 3 
Initialising hash table... 
Reading vocabulary... 
Allocating memory for the n-gram buffer... 
Reading text into the n-gram buffer... 
20,000 n-grams processed for each ".", 1,000,000 for each line. 
 
Sorting n-grams... 
Writing sorted n-grams to temporary file cmuclmtk-a05660/1 
Merging 1 temporary files... 
 
2-grams occurring:      N times         > N times       Sug. -
spec_num value 
text2idngram : Done. 
Poté je potřeba převést formát IDNGRAM do formátu ARPA: 
c:\Development\robot\LMTOOL>idngram2lm.exe -vocab_type 0 -idngram 
robot.idngram 
-vocab 6068.vocab -arpa robot.arpa 
  n : 3 
  Input file : robot.idngram     (binary format) 
  Output files : 
     ARPA format   : robot.arpa 
  Vocabulary file : 6068.vocab 
  Cutoffs : 
     2-gram : 0     3-gram : 0 
  Vocabulary type : Closed 
  Minimum unigram count : 0 
  Zeroton fraction : 1 
  Counts will be stored in two bytes. 
  Count table size : 65535 
  Discounting method : Good-Turing 
     Discounting ranges : 
        1-gram : 1     2-gram : 7     3-gram : 7 
  Memory allocation for tree structure : 
     Allocate 100 MB of memory, shared equally between all n-gram 
tables. 
  Back-off weight storage : 
     Back-off weights will be stored in four bytes. 
Reading vocabulary. 
. 
read_wlist_into_siht: a list of 1262 words was read from 
"6068.vocab". 
read_wlist_into_array: a list of 1262 words was read from 
"6068.vocab". 
Allocated space for 3571428 2-grams. 
Allocated space for 8333333 3-grams. 
table_size 1263 
Allocated 57142848 bytes to table for 2-grams. 
Allocated (2+33333332) bytes to table for 3-grams. 
Processing id n-gram file. 
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20,000 n-grams processed for each ".", 1,000,000 for each line. 
 
Calculating discounted counts. 
Discounted value : 0.00 
Unigrams's discount mass is 0.999208 (n1/N = 1) 
1261 zerotons, P(zeroton) = 0.000792393 P(singleton) = 0.000792393 
prob[UNK] = 1e-099 
Incrementing contexts... 
Calculating back-off weights... 
Writing out language model... 
ARPA-style 3-gram will be written to robot.arpa 
idngram2lm : Done. 
Následuje konvertování jazykového modelu do CMU DMP formátu: 
c:\Development\robot\LMTOOL>sphinx_lm_convert.exe -i robot.arpa -o 
robot.lm.DMP 
INFO: cmd_ln.c(691): Parsing command line: 
sphinx_lm_convert.exe \ 
        -i robot.arpa \ 
        -o robot.lm.DMP 
 
Current configuration: 
[NAME]          [DEFLT] [VALUE] 
-case 
-debug                  0 
-help           no      no 
-i                      robot.arpa 
-ienc 
-ifmt 
-logbase        1.0001  1.000100e+000 
-mmap           no      no 
-o                      robot.lm.DMP 
-oenc           utf8    utf8 
-ofmt 
 
INFO: ngram_model_arpa.c(477): ngrams 1=1262, 2=1, 3=1 
INFO: ngram_model_arpa.c(135): Reading unigrams 
INFO: ngram_model_arpa.c(516):     1262 = #unigrams created 
INFO: ngram_model_arpa.c(195): Reading bigrams 
ERROR: "ngram_model_arpa.c", line 228: Unknown word: <UNK>, skipping 
bigram (Z < 
UNK>) 
INFO: ngram_model_arpa.c(533):        0 = #bigrams created 
INFO: ngram_model_arpa.c(534):        1 = #prob2 entries 
INFO: ngram_model_arpa.c(542):        1 = #bo_wt2 entries 
INFO: ngram_model_arpa.c(292): Reading trigrams 
ERROR: "ngram_model_arpa.c", line 325: Unknown word: <UNK>, skipping 
trigram (Z 
<UNK> <UNK>) 
INFO: ngram_model_arpa.c(555):        0 = #trigrams created 
INFO: ngram_model_arpa.c(556):        1 = #prob3 entries 
INFO: ngram_model_dmp.c(494): Building DMP model... 
INFO: ngram_model_dmp.c(524):     1262 = #unigrams created 
INFO: ngram_model_dmp.c(625):        0 = #bigrams created 
INFO: ngram_model_dmp.c(626):        1 = #prob2 entries 
INFO: ngram_model_dmp.c(633):        1 = #bo_wt2 entries 
INFO: ngram_model_dmp.c(637):        0 = #trigrams created 
INFO: ngram_model_dmp.c(638):        1 = #prob3 entries 
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3.3 Sestavení českého akustického modelu 
Až doposud se práce věnovala sestavování českého jazykového modelu, který popisuje 
rozdělení pravděpodobnosti slovních spojení na jednotlivé, seznam fonémů atd. Sestavení 
a adaptace dat akustického modelu je potřeba zejména když: 
 je potřeba vytvořit akustický model pro nový jazyk nebo dialekt jazyka, 
 je potřeba vytvořit speciální malý jazykový model (např. číslovky). 
K těmto dvěma bodům jsou zapotřební znalosti fonetické struktury českého jazyka, 
dále je zapotřebí mít k dispozici dostatek trénovacích dat a v neposlední řadě také dostatek 
času na ladění nového akustického modelu, kdy literatura zmiňuje až měsíc pro ladění 
modelu. [1] 
Sada nástrojů, které jsou distribuovány s programem CMU Sphinx poskytuje 
nezbytné programové vybavení k tomu, aby bylo možné pro front-end Sphinx-4, který je 
naprogramován v jazyce Java, použít zcela nový akustický model. K tomu, aby bylo 
možné zcela nový jazykový model použít, potřebujeme dále implementovat také 
akustický model daného jazyka. Akustický model jazyka popisuje, jak jsou fonémy 
v mluvené řeči přiřazovány jednotlivým trigramům použitého slovníku. 
3.3.1 Prerekvizity sestavení akustického modelu 
K trénování nového akustického modelu je zapotřebí stažení si celkem třech stěžejních 
utilit z internetových stánek projektu CMU Sphinx a jedné podpůrné knihovny s názvem 
bison. Trénování českého akustického modelu bylo provedeno na operačním systému 
Linux Fedora 19 64bit. Tento operační systém byl vždy plně aktualizován. 
3.3.2 Instalace komponenty „bison“ 
Komponenta bison slouží pro vývoj v jazyce C/C++ pod operačními systémy 
GNU/Linux. Tuto knihovnu je potřeba v operačním systému Fedora 19 instalovat jako 
první, protože následující nástroje PocketSphinx, SphinxTrain a SphinxBase jsou 
distribuovány ve formě zdrojových kódů a pro jejich použití je tedy nutné je nejprve 
zkompilovat. Instalaci knihovny Bison provedeme následujícím příkazem (je nutné být 
přihlášen jako uživatel root): 
yum install bison 
Potvrdíme instalaci balíčku v textovém instalátoru a vyčkáme, než bude instalace 
dokončena. V dalším kroku pak můžeme kompilovat samotné nástroje PocketSphinx, 
SphinxTrain a SphinxBase a to v následujícím pořadí: 
 SphinxBase (základní programy a knihovny) 
 PocketSphinx (sada nástrojů pro implementaci Sphinx do mobilních 
zařízení) 
 SphinxTrain (sada programů pro trénování akustických modelů) 
Pořadí kompilování nástrojů je nutné dodržet z toho důvodu, že PocketSphinx 
a SphinxTrain přímo závisí na komponentách obsažených v balíčku SphinxBase a tudíž 
ten musí být kompilován a instalován jako první. 





Balíčky je potřeba dekomprimovat v libovolné složce v rámci operačního systému 
Fedora 19, přepneme se do rozbaleného adresáře sphinxbase-0.8 a v tomto adresáři 
spustíme následující posloupnost příkazů (je nutné být přihlášen jako uživatel root): 
./configure 
- Příkaz připraví adresář se zdrojovými kódy pro kompilaci. 
make 
- Příkaz zkompiluje zdrojové kódy, tato operace může trvat delší dobu cca 2 
minuty. 
make install 
- Příkaz nainstaluje zkompilované programy do standardních cest v Linuxu, např. 
/usr/local/bin 
Úplně stejnou proceduru je nutné provést pro zbývající dva balíčky, resp. ve dvou 
zbývajících složkách pocketsphinx-0.8 a sphinxtrain-1.0.8. Mezi spouštěním třech 
příkazů pro kompilování a instalaci binárních programů do operačního systému je potřeba 
vždy vyčkat na dokončení dané operace. Pokud jsou nyní zkompilovány všechny tři 
nástroje a jsou nainstalovány v operačním systému, je vhodné, aby jejich binární 
spouštěcí soubory i knihovny byly zahrnuty v obecné cestě operačního systému (PATH). 
Tuto operaci provedeme následujícím sledem příkazů: 
export PATH=/usr/local/bin:$PATH 
- Příkaz přidá do obecné cesty ke spustitelným binárním souborům utilit CMU 
Sphinx. 
export LD_LIBRARY_PATH=/usr/local/lib 
- Příkaz přidá do obecné cesty ke sdíleným knihovnám utilit CMU Sphinx. 
export PKG_CONFIG_PATH=/usr/local/lib/pkgconfig 
- Příkaz přidá do obecné cesty ke knihovně pkgconfig, která částečně automatizuje 
kompilování programů pod Linuxem - automaticky vybírá vhodné parametry 
kompilátoru. 
Sada nástrojů CMU Sphinx rovněž vyžaduje, aby byl v operačním systému přítomen 
interpret skriptovacích jazyků Perl a Python. To v operačním systému Fedora 19 není 
potřeba řešit, protože tyto interprety už v něm jsou přítomny po instalaci. 
3.4 Adaptace výchozího anglického akustického modelu 
Adaptace akustických modelů se provádí ze dvou stěžejních důvodů. Prvním důvodem 
může být vylepšení přesnosti rozpoznávání řeči pomocí již natrénovaného akustického 
modelu. Adaptaci ale lze také provádět z důvodu trénování výchozího akustického 
modelu (např. namluveného anglickým jazykem) pro porozumění novému jazyku a to v 
případech, kdy není k dispozici dostatek dat pro samotné trénování akustických modelů. 
Kdy pro implementaci nového jazyka použít trénování akustického modelu a kdy použít 
adaptaci výchozího akustického modelu popisuje Tabulka 3.1: 
Tabulka 3.1: Přehled rozdílů mezi trénováním a adaptací akustických modelů 
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Trénování akustického modelu Adaptace akustického modelu 
Malé slovníky (např. čísla, abecedy) Je potřeba zlepšit přesnost rozpoznávání řeči 
Velká vstupní trénovací množina (1-50 hod 
mluvené řeči s až 200 hlasy řečníků) 
Je potřeba implementovat akustický model 
pro nový jazyk, ale není k dispozici dostatek 
vstupních trénovacích dat 
Jsou k dispozici znalosti fonetické struktury 
daného trénovaného jazyka 
Není potřeba přesně znát fonetické parametry 
implementovaného jazyka 
Je k dispozici dostatek času pro trénování 
modelu a jeho následnou optimalizaci 
(typicky 1 měsíc) 
Adaptace akustického modelu je z pohledu 
časové náročnosti velmi výhodná 
 
V současné době jsou pro nástroj Sphinx-4 dostupné akustické modely pro 
nejrozšířenější světové jazyky: 
 Americká angličtina (US English) 






 Mexická španělština 
 Mandarínská čínština 
Akustický model pro češtinu prozatím neexistuje. [1] 
3.4.1 Příprava pro adaptaci akustického modelu 
Pro adaptaci akustického modelu je nutné si připravit pracovní složku, např. 









Dále je nutné složky zkopírovat adresář s výchozím akustickým modelem, v tomto 
případě se jedná o akustický model HUB4WSJ_SC_8K. Dále je potřeba spustit v pracovní 
složce příkaz sphinx_fe, jež je součástí utilit PocketSphinx a který z dodaných WAV 
souborů promluv (UTTx.WAV) vygeneruje soubory MFC - jedná se o funkční modely 
daných zvukových souborů. Příkaz se spouští včetně něnkolia parametrů, které zde budou 
popsány. 
sphinx_fe -argfile hub4wsj_sc_8k/feat.params -samprate 16000 -c 
vutbr-adapt.fileids -di . -do . -ei wav -eo mfc -mswav yes 
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Obrázek 3.1: Souborová struktura WAV souboru před adaptováním akustického modelu 
Argumenty spuštěného nástroje sphinx_fe popisuje Tabulka 3.2. 
Tabulka 3.2: Popis argumentů nástroje sphinx_fe 
-argfile 
hub4wsj_sc_8k/feat.params 
Cesta k souboru s parametry výchozího 
akustického modelu (hub4wsj_sc_8k) 
-samprate 16000 Vzorkovací frekvence WAV souborů 
-c vutbr-adapt.fileids Seznam WAV souborů včetně cest 
-di . Vstupní adresář 
-do . Výstupní adresář 
-ei wav Typ zvukového souboru (WAV) 
-eo mfc Typ souboru generovaného funkčního 
modelu (MFC) 
-mswav yes Formát souborů WAV (Microsoft WAV) 
 
Po spuštění příkazu sphinx_fe se vytvoří v pracovním adresáři adaptace 
akustického modelu stejný počet MFC souborů, jako je v něm WAV souborů. Ke každému 
WAV souboru se vytvořil funkční model. 
Dále je potřeba do pracovního adresáře zkopírovat soubor mixture_weights 
(15,8MB). Soubor obsahuje dodatečné informace k adaptaci akustického modelu v 
případě, že množina vstupních dat je nedostatečně velká pro adaptaci modelu. 
Dále je nezbytné zkonvertovat binární soubor MDEF výchozího akustického modelu 
na formát prostého textu, který používá sada utilit SphinxTrain. Zkonvertování 
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se provede následujícím příkazem: 
[lukas@localhost vutbr-adapt]$ pocketsphinx_mdef_convert -text 
hub4wsj_sc_8k/mdef hub4wsj_sc_8k/mdef.txt 
INFO: mdef.c(517): Reading model definition: hub4wsj_sc_8k/mdef 
INFO: mdef.c(528): Found byte-order mark BMDF, assuming this is a 
binary mdef file 
INFO: bin_mdef.c(336): Reading binary model definition: 
hub4wsj_sc_8k/mdef 
INFO: bin_mdef.c(513): 50 CI-phone, 143047 CD-phone, 3 
emitstate/phone, 150 CI-sen, 5150 Sen, 27135 Sen-Seq 
Dalším krokem adaptace akustického modelu je shromáždění statistických informací 
z připravených adaptačních dat. K tomuto vytvoření jakéhosi souhrnu slouží utilita BW, 
která je součástí sady utilit SphinxTrain a kterou najdeme v následujícím adresáři: 
/usr/local/libexec/sphinxtrain 
Utilita BW se spouští s několika parametry, které jsou popsány v následující tabulce. 
./bw \ 
 -hmmdir hub4wsj_sc_8k \ 
 -moddeffn hub4wsj_sc_8k/mdef.txt \ 
 -ts2cbfn .cont. \ 
 -feat 1s_c_d_dd \ 
 -cmn current \ 
 -agc none \ 
 -dictfn vutbr-adapt.dic \ 
 -ctlfn vutbr-adapt.fileids \ 
 -lsnfn vutbr-adapt.transcription \ 
 -accumdir . 
Tabulka 3.3: Popis argumentů nástroje BW 
-hmmdir hub4wsj_sc_8k Určení adresáře s akustickým modelem 
(HMM) určeným pro adaptaci. 
-moddeffn 
hub4wsj_sc_8k/mdef.txt 
Soubor s definicí modelu 
-ts2cbfn .cont. Určení, zda-li se bude jednat o semi-
kontinuální akustický model (.semi.) nebo 
kontinuální akustický model (.cont.). V 
současné době podporuje nástroj Sphinx-4 
pouze kontinuální akustické modely (HMM). 
-feat 1s_c_d_dd Definice rozměrů kepstra (39 rozměrné) 
-svspec 0-12/13-25/26-38 Fonetické skupinové rozdělení 
-cmn current Cepstral Mean Normalization - použití 
technik pro potlačení zkreslení v souboru s 
řečí 
-agc none Automatic Gain Control - tato vlastnost 
definuje, jestli se mají při dekódování řeči z 
WAV souborů použít pokročilé mechanizmy 
pro úpravu vstupní úrovně hlasitosti. 
-dictfn vutbr-adapt.dic Cesta k souboru fonetického slovníku 
-ctlfn vutbr-adapt.fileids Cesta k souboru, který popisuje umístění WAV 
souborů pro adaptaci 
-lsnfn vutbr-
adapt.transcription 
Cesta k souboru s přepisem promluv WAV 
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souborů 
-accumdir . Definicie adresáře pro výstup statistik 
 
Je možné, že příkaz se nevykoná správně a to z důvodů chyb, které aplikace BW 
vypíše do konzole. Zejména se může jednat o chybějící slova, která jsou obsažena 
v transkripci daných promluv (soubor vutbr-adapt.transcription), ale už 
se nevyskytují ve fonetickém slovníku (vutbr-adapt.dic), popřípadě je ve fonetickém 
slovníku použitá špatná výslovnost ve fonetickém přepisu. V takovém případě je potřeba 
všechna slova, pro které aplikace BW nemůže vytvořit fonetickou transkripci, doplnit 
do slovníku, včetně správného fonetického vyjádření, resp. upravit u slov, u kterých 
nastala chyba jejich fonetický přepis. Sadu všech možných fónů pro použití v rámci 
fonetického přepisu uvádí Tabulka 3.4. 
Tabulka 3.4: Překladová tabulka fonémů anglického jazyka 
Foném Příklad slova Fonémové složení 
AA odd  AA D 
AE at AE T 
AH hut HH AH T 
AO ought AO T 
AW cow K AW 
AY hide HH AY D 
B  be B IY 
CH cheese CH IY Z 
D  dee D IY 
DH thee DH IY 
EH Ed EH D 
ER hurt HH ER T 
EY ate EY T 
F fee F IY 
G  green G R IY N 
HH he HH IY 
IH it IH T 
IY eat IY T 
JH gee JH IY 
K  key K IY 
L  lee L IY 
M  me M IY 
N  knee N IY 
NG ping P IH NG 
OW oat OW T 
OY toy T OY 
P  pee P IY 
R  read R IY D 
S sea S IY 
 28 
SH she SH IY 
T tea T IY 
TH theta TH EY T AH 
UH hood HH UH D 
UW two T UW 
V vee V IY 
W we W IY 
Y yield Y IY L D 
Z zee Z IY 
ZH seizure S IY ZH ER 
 
V ukázkovém příkladu například program BW vrátil následující hlášení: 
INFO: cmn.c(175): CMN: 52.51  2.07 -1.44 -0.88 -2.25 -2.22  0.05 -
0.92  0.04 -0.57 -0.23 -0.44  0.51  
WARNING: "mk_phone_list.c", line 178: Unable to lookup word 'Robot' 
in the lexicon 
WARNING: "next_utt_states.c", line 83: Unable to produce phonetic 
transcription for the utterance '<s> Robot je stroj pracující s 
určitou mírou samostatnosti vykonávající určené úkoly a to 
předepsaným způsobem a při různých mírách potřeby interakce s okolním 
světem a se zadavatelem </s>' 
Výsledkem spuštění aplikace BW pro získání statistik z připravované adaptace poté 
bude: 
[lukas@localhost vutbr-adapt]$ /usr/local/libexec/sphinxtrain/bw -
hmmdir hub4wsj_sc_8k/ -moddeffn hub4wsj_sc_8k/mdef.txt -ts2cbfn 
.semi. -feat 1s_c_d_dd -svspec 0-12/13-25/26-38 -cmn current -agc 
none -dictfn vutbr-adapt.dic -ctlfn vutbr-adapt.fileids -lsnfn 
vutbr-adapt.transcription -accumdir . 
INFO: main.c(229): Compiled on Oct 22 2013 at 13:07:18 
INFO: cmd_ln.c(691): Parsing command line: 
/usr/local/libexec/sphinxtrain/bw \ 
 -hmmdir hub4wsj_sc_8k/ \ 
 -moddeffn hub4wsj_sc_8k/mdef.txt \ 
 -ts2cbfn .semi. \ 
 -feat 1s_c_d_dd \ 
 -svspec 0-12/13-25/26-38 \ 
 -cmn current \ 
 -agc none \ 
 -dictfn vutbr-adapt.dic \ 
 -ctlfn vutbr-adapt.fileids \ 
 -lsnfn vutbr-adapt.transcription \ 
 -accumdir . 
… 
WARNING: "accum.c", line 617: Over 500 senones never occur in the 
input data. This is normal for context-dependent untied senone 
training or for adaptation, but could indicate a serious problem 
otherwise. 
INFO: s3mixw_io.c(232): Wrote ./mixw_counts [5150x3x256 array] 
INFO: s3tmat_io.c(174): Wrote ./tmat_counts [50x3x4 array] 
INFO: s3gau_io.c(478): Wrote ./gauden_counts with means with vars 
[1x3x256 vector arrays] 
INFO: main.c(1014): Counts saved to . 
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3.4.2 Zahájení procesu adaptace akustického modelu 
Konečná fáze adaptace akustického modelu se realizuje pomocí aplikace MAP_ADAPT. 
Před samotnou adaptací si však vytvoříme adresář pro nově adaptovaný model, adresář s 
původním akustickým modelem zůstane pro pozdější potřeby nezměněn. Spustíme proto 
příkaz: 
cp -a hub4wsj_sc_8k hub4wsj_sc_8kadapt 
Tím se vytvoří kopie složky původního akustického modelu s novým názvem pro 
adaptovaný akustický model. Po tomto kroku už můžeme spustit samotnou adaptaci 
akustického modelu. Příkaz má opět několik parametrů. 
./map_adapt \ 
    -meanfn hub4wsj_sc_8k/means \ 
    -varfn hub4wsj_sc_8k/variances \ 
    -mixwfn hub4wsj_sc_8k/mixture_weights \ 
    -tmatfn hub4wsj_sc_8k/transition_matrices \ 
    -accumdir . \ 
    -mapmeanfn hub4wsj_sc_8kadapt/means \ 
    -mapvarfn hub4wsj_sc_8kadapt/variances \ 
    -mapmixwfn hub4wsj_sc_8kadapt/mixture_weights \ 
    -maptmatfn hub4wsj_sc_8kadapt/transition_matrices 
Výsledkem spuštění příkazu pro vytvoření adaptovaného modelu je pak soubor 
hlášení: 
3.4.3 Testování nově adaptovaného akustického modelu 
Jakmile je adaptování akustického modelu dokončeno, je nezbytné, aby byl nově 
adaptovaný akustický model otestován. Testování akustického modelu se provádí nad 
stejnými daty, na jaké byl model adaptován. Výstupem z testování akustického modelu 
je statistika udávající: 
 poměr správně rozpoznaných slov, 
 poměr špatně rozpoznaných slov, 
 informace o úpravách (smazání, nahrazení) v akustickém modelu. 
Výpočet WER - Word Error Rate 
Parametr WER, neboli Word Error Rate (poměr špatně rozpoznaných slov) typicky 
hodnotí kvalitu trénovaného akustického modelu. Nově natrénovaný akustický model je 
testován na stejné sadě dat, na jaké byl natrénován a z toho testování je právě parametr 





,  (7) 
kde I je počet slov, které byly do testovacího jazykového modelu přidány, 
D je počet slov, které byly z testovacího jazykového modelu odebrány (např. duplicity), 
S je počet slov, které byly v testovacím jazykovém modelu nahrazeny,  
N je celkový počet slov na testovaném textu. [1] 
Platí, že čím nižší hodnota WER je po testování akustického modelu dosažena, tím 
je akustický model kvalitnější a přesnější 
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Výpočet přesnosti (Accuracy) 
Přesnost rozpoznávání je podobná veličina jako WER s tím rozdílem, že hodnota 
přesnosti nepočítá s nově vloženými slovy v testovacím textu. Narozdíl od WER platí, 
že čím vyšší je přesnost (v procentech), tím je akustický model kvalitnější a přesnější. 
Tuto hodnotu vypočítají skripty nástroje SphinxTrain automaticky po testování 





kde A je přesnost rozpoznávání v procentech (čím vyšší, tím lépe), 
D je počet slov, které byly z testovacího jazykového modelu odebrány (např. duplicity), 
S je počet slov, které byly v testovacím jazykovém modelu nahrazeny, 
N je celkový počet slov na testovaném textu. [1] 
Na základě takto získaných informací se lze rozhodnout, jestli je kvalita adaptace 
akustického modelu dostačující a použitelná pro navrhovanou Sphinx-4 aplikaci, nebo 
jestli adaptaci akustického modelu bude nutné opakovat s jinými nastaveními pro větší 
přesnost rozpoznávání. 
Testování adaptovaného modelu 
Stejně jako při adaptaci akustického modelu, tak i při jeho testování je nutné vytvořit si 
pracovní adresář, v jehož obsahu budeme spouštět příslušné skripty. Vytvoříme si tedy 
v domovské složce, např. adresář vutbr-adapt-test. 
mkdir ~/vutbr-adapt-test 





Všechny tři soubory je potřeba přejmenovat tak, abychom je odlišili tím, že se jedná 




V dalším kroku je nutné upravit soubor s názvy WAV souborů (vutbr-adapt-
test.fileids) tak, aby obsahoval jen názvy souborů bez přípony. Jejich podadresář je 
definován v rámci testovacího skriptu samostatným parametrem. 
Posledním krokem je doplnění souboru jazykového modelu (*.lm) do pracovního 
adresáře. V rámci této práce byl do pracovního adresáře přiložen soubor jazykového 
modelu vygenerovaný ze souboru vutbr-adapt-test.transcription. Obsah 







Popis všech parametrů skriptu pro testování adaptovaného akustického modelu uvádí 
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Tabulka 3.5. 
Tabulka 3.5: Popis argumentů nástroje pocketsphinx_batch 
-adcin yes Vstupní soubor WAV obsahuje A/D vzorky 
nebo kepstra 
-cepdir wav Adresář se soubory WAV v pracovním adresáři 
-cepext .wav Přípona zvukových souborů pro testování 
(WAV) 
-ctl vutbr-adapt-test.fileids Soubor se seznamem WAV souborů pro 
testování 
-lm vutbr-adapt-test.lm Název souboru s jazykovým modelem 
-dict vutbr-adapt-test.dic Název souboru s jazykovým slovníkem 
-hmm hub4wsj_sc_8kadapt Cesta ke statistickým souborům popisujícím 
daný akustický model 
-hyp vutbr-adapt-test.hyp Výstupní soubor s mapováním přepisů 
promluv a zvuky 
 
Nyní je potřeba spustit příkaz pocketsphinx_batch s příslušnými parametry. 
Ve výpisu příkazu se může vyskytnout následující chyba: 
ERROR: "dict.c", line 202: Line 1217: Failed to add the word 
'ZAKLADNE' (duplicate?); ignored 
Chybu však lze ignorovat, jedná se jen o upozornění, že slovo nalezené v transkripci 
řečových promluv již není nutné dosazovat do slovníku, protože v něm již existuje. 
Výstupem skriptu je soubor vutbr-adapt-test.hyp, který obsahuje transkripci 
textu promluv s mapováním k jednotlivým zvukovým souborům. Po této operaci je 
namístě spustit zarovnání slov mezi soubory vutbr-adapt-test.transcription a 
vutbr-adapt-test.hyp, které definitivně informuje o tom, jestli je adaptace 
akustického modelu přesná a jakou hodnotu tato přesnost má. Skript pro zarovnání slov 
v souborech se nazývá WORD_ALIGN.PL a lze jej najít v následujícím adresáři: 
/usr/local/lib/sphinxtrain/scripts/decode/word_align.pl 
Skript se spouští se dvěma parametry. Prvním parametrem je název souboru 
se transkripcí (vutbr-adapt-test.transcription), druhým parametrem je pak název 
souboru, který byl vygenerován skriptem pocketsphinx_batch (vutbr-adapt-
test.hyp). Zápis skriptu společně s argumenty vypadá takto, pokud je splněn 
předpoklad, že skript je volán z pracovního adresáře: 
/usr/local/lib/sphinxtrain/scripts/decode/word_align.pl vutbr-
adapt-test.transcription vutbr-adapt-test.hyp 
Výstupem skriptu word_align.pl jsou informace o přesnosti adaptovaného 
akustického modelu. 
Words: 57 Correct: 7 Errors: 60 Percent correct = 12.28% Error = 
105.26% Accuracy = -5.26% 
Insertions: 10 Deletions: 0 Substitutions: 50 
TOTAL Words: 314 Correct: 68 Errors: 268 
TOTAL Percent correct = 21.66% Error = 85.35% Accuracy = 14.65% 
TOTAL Insertions: 22 Deletions: 8 Substitutions: 238 
Pokud je kvalita rozpoznávání akustického modelu pro zamýšlený účel 
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nedostatečná, lze celý proces adaptace akustického modelu opakovat s tím rozdílem, že 
nástroji SphinxTrain bude nutné dodat na vstup větší množství dat, zejména: 
 větší množství zvukových nahrávek promluv (*.wav), 
 větší jazykový slovník (*.dic), 
 větší vzorek jazykového modelu (*.lm). 
V případě, že je přesnosti akustického modelu jazyka uspokojující, tak je nově 
adaptovaný akustický model nyní připraven pro použití v nástroji Sphinx-4. Model 
se nachází v pracovním adresáři v podadresáři hub4wsj_sc_8kadapt. Následující 
podkapitola se věnuje aplikaci nově adaptovaného akustického modelu do vývojového 
prostředí nástroje Sphinx-4. 
3.4.4 Použití akustických modelů adaptovaných pomocí SphinxTrain 
v nástroji Sphinx-4 
Použití adaptovaných i trénovaných akustických modelů pomocí utilit SphinxTrain je 
možné i v nástroji Sphinx-4. Akustický model je po adaptaci reprezentován několika 










Formát konfigurace pro potřeby nástroje Sphinx-4 používá k namapování 
akustického modelu definice cest k souborům, které jsou ve formátu JAR. Je tedy potřeba 
výše zmíněné soubory akustického modelu patřičně připravit do souboru 
v komprimovaném formátu JAR. 
Příprava souboru *.JAR s akustickým modelem vyžaduje několik prerekvizit. První 
z nich je nástroj ANT, který automatizuje celý proces sestavení JAR souboru s akustickým 
modelem. V operačním systému Fedora 19 64bit lze nástroj ANT nainstalovat 
jednoduchým příkazem: 
sudo yum install ant 
Instalátor patrně nainstaluje i nezbytné knihovny pro vývoj v jazyce Java (Java 
Development Kit, JDK) v případě, že ještě nainstalovány nejsou. Další prerekvizitou je 
příprava pracovního adresáře pro potřeby vytvoření JAR souboru ze souborů akustického 
modelu. Je potřeba vytvořit pracovní adresář vutbr-adapt-cz: 
mkdir vutbr-adapt-cz 
a v něm ze souborů akustického modelu vytvoříme následující adresářovou 
strukturu: 
|-- dict 
|   |-- fillerdict 
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|   |-- noisedict 
|   `-- vutbr-adapt-cz.dic 
|-- etc 
|   |-- mdef 
|   `-- mdef.txt 
|-- feat.params 
|-- hub4wsj_sc_8k 
|   |-- means 
|   |-- mixture_weights 
|   |-- transition_matrices 
|   `-- variances 
`-- sendump 
Podadresář dict obsahuje tři soubory: 
 fillerdict (soubor s definicí mezer) 
 noisedict (soubor se slovníkem šumu - byl vygenerován při adaptaci 
akustického modelu) 
 vutbr-adapt-cz.dic (soubor s jazykovým slovníkem “Robot”, který byl 
použit už v předchozích kapitolách této práce) 









V samotném pracovním adresáři ještě zůstaly soubory feat.params a sendump, ale 
pro použití daného akustického modelu nejsou zapotřebí, proto je mohou být ponechány 
na místě. 
Dále v pracovním adresáři vytvoříme soubor model.props. Je to soubor, který bude 
popisovat vlastnosti a parametry akustického modelu. V tomto případě je potřeba řídit se 
dokumentací k projektu Sphinx-4 a nově vytvořený soubor doplnit o následující 
informace: 
description = VUTBR CZ Acoustic Model 
modelClass = edu.cmu.sphinx.model.acoustic.VUTBR_CZ.Model 
modelLoader = edu.cmu.sphinx.model.acoustic.VUTBR_CZ.ModelLoader 
dataLocation = hub4wsj_sc_85 
modelDefinition = etc/mdef 
isBinary = true 
featureType = 1s_c_d_dd 
vectorLength = 39 
sparseForm = false 
numberFftPoints = 512 
numberFilters = 40 
gaussians = 8 
minimumFrequency = 130 
maximumFrequency = 6800 
sampleRate = 16000 
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Až doposud byly veškeré činnosti s akustickým modelem prováděny pomocí sady utilit 
SphinxTrain. Pokud je však zapotřebí, aby byl adaptovaný akustický model součástí 
aplikace s určitým zaměřením - např. biometrická aplikace, je nutné, aby byl akustický 
model zprovozněn v nástroji Sphinx-4. Nástroj Sphinx-4 se dodává buď předkompilován 
nebo v podobě zdrojových kódů. V obou případech se jedná o projekt v jazyce Java. 
Nástroj Sphinx-4 tedy umožní implementovat rozpoznávání řeči založené na projektu 
CMU Sphinx do jakékoliv Java aplikace. Aby bylo možné vůbec natrénovaný akustický 
model začít používat, je nutné vhodně nastavit konfigurační soubor. Na konfigurační 
soubor Sphinx-4 budou zaměřeny následující řádky. 
Cesta ke konfiguračnímu souboru je definována jako metoda getResource 
v hlavním programu ve funkci main. Následující zdrojový kód ukazuje, jakým způsobem 
je zápis konfiguračního souboru proveden: 
public static void main(String[] args) { 
    try { 
        URL url; 
        if (args.length > 0) { 
            url = new File(args[0]).toURI().toURL(); 
        } else { 
            url = RobotCZ.class.getResource("robot2.config.xml"); 
        } 
Z definice tedy vyplývá, že konfigurační soubor má název robot2.config.xml a je 
umístěn ve stejném adresáři, jako program s funkcí main. Soubor je rozdělen do několika 
skupin: 
 Frequently Tuned Properties (Často používané vlastnosti ladění programu), 
 Word Recognizer Configuration (Nastavení rozpoznávání slov), 
 Decoder Configuration (Nastavení dekodéru CMU/Sphinx), 
 Search Manager (Nastavení vyhledávání), 
 Active Lists (Nastavení aktivních seznamů), 
 Pruner (Nastavení ořezávání slov), 
 Scorer (Nastavení parametrů ohodnocování rozpoznávaných slov), 
 Linguist Configuration (Nastavení lingvistiky - jazykových parametrů), 
 Dictionary Configuration (Nastavení slovníku), 
 Language Model Configuration (Nastavení jazykového modelu), 
 Acoustic Model Configuration (Nastavení akustického modelu), 
 Unit Manager Configuration (Nastavení používaných jednotek), 
 Front-end Configuration (Nastavení frontendu). 
3.5 Struktura programu pro kontinuální rozpoznávání řeči 
V předchozích kapitolách bylo vysvětleno, jak lze adaptovat akustický model pro český 
jazyk a z jakých částí sestává konfigurační soubor rozpoznávacích parametrů. V této 
kapitole bude probrána struktura programu, se kterým bude možné řeč rozpoznávat. 
V projektu vývojového prostředí Eclipse byl vytvořen soubor Robot_CZ.java 
s následujícím obsahem. 
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Samotný kód třídy 
public class RobotCZ { 
 public static void main(String[] args) { 
     try { 
         URL url; 
         if (args.length > 0) { 
             url = new File(args[0]).toURI().toURL(); 
         } else { 
             // Mapovani konfiguracniho souboru: 
url = RobotCZ.class.getResource("robot2.config.xml"); 
         } 
         System.out.println("Spousteni..."); 
         ConfigurationManager cm = new ConfigurationManager(url); 
  Recognizer recognizer = (Recognizer) cm.lookup("recognizer"); 
  Microphone microphone = (Microphone) cm.lookup("microphone"); 
         recognizer.allocate(); 
         if (microphone.startRecording()) { 
 
  System.out.println 
  ("Mluvte: \n"); 
   
  while (true) { 
   System.out.println 
   ("Průběžně mluvte (Ctrl+C pro ukončení).\n"); 
   Result result = recognizer.recognize(); 
   
   if (result != null) { 
   String resultText = result.getBestFinalResultNoFiller(); 
   System.out.println("Bylo řečeno: " + resultText + "\n"); 
   } else { 
   System.out.println("Vstup neni slyset.\n"); 
   } 
  } 
  } else { 
  System.out.println("Nelze ziskat pristup k zarizeni mikrofonu 
(JSAPI problem?)."); 
  recognizer.deallocate(); 
  System.exit(1); 
  } 
     } catch (IOException e) { 
         System.err.println("Chyba pri nacitani: " + e); 
         e.printStackTrace(); 
     } catch (PropertyException e) { 
         System.err.println("Chyba pri konfiguraci: " + e); 
         e.printStackTrace(); 
     } 
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 } 
Program nejprve načítá nezbytné knihovny: 
 frontend mikrofonu (zdroj řeči pro program bude mikrofon), 
 Sphinx-4 recognizer (rozpoznávací modul), 
 Result (kolektor výsledků rozpoznávání), 
 ConfigurationManager (třída pro načítání nastavení z konfiguračního 
souboru), 
 PropertyException (třída ošetřující vyjímky v případě chybných nastavení), 
 File (třída sloužící k načtení konfiguračního souboru, pokud je tento souboru 
argumentem programu), 
 IOException (ošetřuje vyjímky v případě problémů s otevřením souborů), 
 URL (pomocná třída pro otevírání konfiguračních souborů pomocí 
argumentu programu). 
Následně je inicializováno zařízení mikrofonu, systém rozpoznávání (recognizer), 
zachytávání řeči a výpis výsledků rozpoznávání do konzolového okna. Obrázek 3.2 
znázorňuje, jak vypadá spuštěné konzolové okno aplikace s běžícím programem pro 
přepis mluvené řeči do textu. 
 
Obrázek 3.2: Okno konzolové aplikace zobrazující transkripci mluvené řeči do textu 
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4 POUŽITÍ ADAPTOVANÉHO 
AKUSTICKÉHO MODELU V NÁSTROJI 
SPHINX-4 
4.1 Testování adaptovaného akustického modelu 
Akustický model byl adaptován na promluvách nahraných z článku robot na Wikipedii 
[6]. Jednalo se o těchto 11 promluv: 
Promluva 1 
ROBOT JE STROJ PRACUJI S URCITOU MIROU SAMOSTATNOSTI 
VYKONAVAJICI URCENE UKOLY A TO PREDEPSANYM ZPUSOBEM A PRI 
RUZNYCH MIRACH POTREBY INTERAKCE S OKOLNIM SVETEM A SE 
ZADAVATELEM. 
Promluva 2 
ROBOT JE SCHOPEN SVE OKOLI VNIMAT POMOCI SENZORU ZASAHOVAT 
DO NEJ PRIPADNE SI O NEM VYTVARET VLASTNI PREDSTAVU MODEL. 
Promluva 3 
SLOVO ROBOTA BYLO ZNAMO JIZ V 17 STOLETI VE VYZNAMU OTROCKA 
PRACE PODDANYCH MIRNE POZMENENE JEJ POPRVE VE VYZNAMU STROJ 
POUZIL CESKY SPISOVATEL KAREL CAPEK V DIVADELNI HRE RUR. 
Promluva 4 
ZASADNIM PROBLEMEM POHYBU ROBOTA JE NESPOCETNE MNOZSTVI 
MOZNOSTI UMISTENI CHAPADLA DO PROSTORU NAPRIKLAD KVULI 
NASLEDNE MOZNOSTI INTERAKCE KOLIZE SE SEBOU SAMYM ZDE MA 
VLIV KONSTRUKCE POHYBLIVYCH CASTI. 
Promluva 5 
S PODROBNEJSIM POVEDOMIM O DYNAMICE SYSTEMU PAK LZE POHYB 
ZEFEKTIVNIT A USETRIT NEJEN CAS ALE I ENERGII NAPRIKLAD PRO 
POHYB DOLU MUSI SAMOSVORNY POHON ZACIT DODAVAT ENERGII 
KDEZTO DYNAMICKY JI NAOPAK BUDE DODAVAT MENE NEBO DOKONCE 
REKUPEROVAT. 
Promluva 6 
RIZENY STROJ PRIME VEDENI BEZ ROZHODOVACI SCHOPNOSTI KROME 
CLOVEKA NEPOTREBUJE INTERAKCI S OKOLIM NAPRIKLAD VYTAH JEDE 
POUZE PRI STISKNUTEM TLACITKU. 
Promluva 7 
OVLADANY STROJ VYKONAVA CINNOST PODLE ZADANEHO POKYNU 
LOGICKA ROZHODOVACI SCHOPNOST KONECNY AUTOMAT NAPRIKLAD 
VYTAH ZASTAVI AZ V POZADOVANEM PATRE INTELIGENCE S PAMETI 
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JEDNOHO BITU PRIDRZNE TLACITKO. 
Promluva 8 
VLADU NA POLI ROBOTIKY BRZY PREVZALO JAPONSKO KTERE 
NEUZNAVALO PATENTY UNIMATE REGISTROVANE V USA DODNES JE 
JAPONSKO NA CELE OBORU JAK NA POLI PRUMYSLOVYCH 
MANIPULATORU TAK HUMANOIDNI KONSTRUKCE. 
Promluva 9 
SPOJITA TRASA CONTINUOS PATH ZADANI PRESNE POZICE RAMENA VE 
VSECH OKAMZICICH CINNOSTI ROBOTA VEDENI RAMENA NEPRIME 
PROGRAMOVANI PRIME PLANOVANI. 
Promluva 10: 
I KDYZ VAZANY NA JEDINE MISTO ANEBO BEZ MOZNOSTI SVOU POLOHU 
OVLIVNIT I STACIONARNI ROBOTI STALE MAJI MOZNOST INTERAKCE S 
OKOLIM A SVE OKOLI OVLIVNOVAT. 
Promluva 11: 
KYBORG KYBERNETICKY ORGANISMUS UMELA BYTOST CI MYSL 
BIOLOGICKE PRIRODNI TELO PLNE POD VLADOU STROJE SKRZE NEJAKE 
BIO KYBERNETICKE PROPOJENI NAPROTI TOMU OPACNY POL JE ZIVA 
PRIRODNI BYTOST CI MYSL S UMELE UPRAVENYM TELEM NAPRIKLAD 
OBOHACENYM O MECHANICKE CI ELEKTRONICKE SOUCASTKY ZE 
KTEREHO V EXTREMNIM PRIPADE MOHL ZUSTAT I JEN MOZEK VIZ 
BIONIKA ALE STALE POVAZOVANA ZA CLOVEKA. 
Promluvy byly zaznamenány do formátu WAV se vzorkovací frekvencí 16kHz, 
s rozlišením 16 bitů na vzorek a v jednom kanálu (mono). Následně byl akustický model 
adaptován dle 3.4 Adaptace výchozího anglického akustického modelu. Testování 
akustického modelu probíhalo pomocí náhodných částí promluv, kdy byla zapsána 
promluvená řeč a přepis řeči detekované programem. 
Tabulka 4.1: Výsledek rozpoznávání pro uvedené části vyslovené řeči 
Část vyslovené řeči Detekována řeč 
“pohyblivých známo ovládaný” pod vazany ovladany 
“výtah je ovládaný” vytah 
“výtah má způsobem” vytah zpusobem 
“stroj pracující s určitou mírou 
samostatnosti” 
ramena a o samostatnosti 
“čím dynamičtější stroj je” to dynamicky ve stroje ma 
“zadání konkrétních pozic” zadani pozice 
 
Z experimentu vyplývá, že software na adaptovaném akustickém modelu dosahuje 
určité míry uspokojující přesnosti, nicméně adaptačními skripty uváděna přesnost 
(accuracy) s hodnotou 15% se jeví pro reálné použití jako nedostačující. 
Pro statistické testování rozpoznávání řeči bylo definováno 10 promluv, které byly 
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náhodně sestaveny na základě jazykového modelu, jež byl použit při trénování 
akustického modelu. Následující seznam uvádí obsah těchto testovacích promluv: 
 „Možnosti pohybu robota jsou vázány na jediné místo.“ 
 „Robot nemůže svou polohu ovlivnit.“ 
 „Robot má mechanické a elektronické součástky.“ 
 „Kolize robota se sebou samým.“ 
 „Výtah zastaví v okamžicích činnosti robota.“ 
 „Kyborg je kybernetický organizmus.“ 
 „Přímé programování robota.“ 
 „Robot má schopnost rekuperovat energii.“ 
 „Elektronické součástky mají i stacionární roboti.“ 
 „Robot je stroj bez rozhodovací schopnosti.“ 
Následně byl experiment vyhodnocován pomocí pravidel uvedených v tomto 
seznamu: 
 Všech 10 promluv bylo testováno pomocí dvou hlasů – ženského 
a mužského. Mužský hlas je zároveň hlasem, který byl použit při adaptaci 
akustického modelu. 
 Každá promluva byla každým z hlasů vyřčena na tři pokusy, přičemž byly 
v každém pokusu zaznamenán správně rozpoznaný počet slov. 
 Byly zaznamenány také špatně rozpoznané slova, jež ale měly shodný kořen 
slova. 
 Každá promluva pro daný hlas byla ohodnocena podle nejlépe ohodnoceného 
pokusu. 
Tabulka 4.2 obsahuje výsledky hodnoceného rozpoznávání pro mužský hlas. 
Tabulka 4.3 obsahuje stejné výsledky pro hlas ženský. Z experimentu vyplývá, že 
přesnost daného akustického modelu je na úrovni teoretického odhadu trénovacích 
skriptů SphinxTrain (15%), kdy průměrná přesnost akustického modelu pro mužský hlas 
je 9,75% zatímco průměrná přesnost modelu pro ženský hlas byla změřena na 16,2%. 
Tabulka 4.2: Výsledky rozpoznávání testovacích promluv mužského (trénovacího) hlasu 
Číslo 
promluvy 





1 1 0 1 8 1 12,5% 
2 0 0 0 5 0 0% 
3 0 2 0 6 2 30% 
4 0 0 0 5 0 0% 
5 2 2 1 6 2 30% 
6 1 0 0 4 1 25% 
7 0 0 0 3 0 0% 
8 0 0 0 5 0 0% 
9 0 0 0 6 0 0% 
10 0 0 0 6 0 0% 
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Tabulka 4.3: Výsledky rozpoznávání testovacích promluv ženského hlasu 
Číslo 
promluvy 





1 2 2 1 8 2 25% 
2 0 0 0 5 0 0% 
3 1 1 2 6 2 30% 
4 0 1 0 5 1 20% 
5 1 1 2 6 2 30% 
6 1 1 0 4 1 25% 
7 0 0 0 3 0 0% 
8 0 0 0 5 0 0% 
9 1 1 1 6 1 16% 
10 0 0 1 6 1 16% 
 
Testovaná data byly poté vyhodnocena v grafu. Tento graf zobrazuje Obrázek 4.1:
 Přesnost rozpoznávání slov v testovaných řečových promluvách a reprezentuje tři 
sady dat. První sadou dat (v grafu označena jako „Ideálně“) je vynesen celkový počet slov 
(osa Y) v jednotlivých promluvách (osa X). Jedná se v podstatě o ideální výsledek 
rozpoznávání řeči. Další dvě sady dat v grafu reprezentují pokusy řečníků (muž, žena) a 
v grafu jsou vyneseny počty správně rozpoznaných slov daného řečníka. 
 
Obrázek 4.1: Přesnost rozpoznávání slov v testovaných řečových promluvách na 

































Porovnání přesnosti rozpoznávání slov v promluvách
Ideálně Muž (trénovací hlas) Žena
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5 PROCES TRÉNOVÁNÍ AKUSTICKÝCH 
MODELŮ 
Až doposud byla práce věnována adaptaci akustických modelů. Adaptace předpokládala, 
že již je k dispozici trénovaná množina (akustický model) nějakého jazyka, který je pouze 
vylepšován nebo rozšiřován – např. z důvodu přesnosti. Někdy je ale lepší začít od čistého 
stolu. Proto umožňuje nástroj Sphinx-4 také trénování nových akustických modelů od 
samého začátku. 
5.1 Příprava trénovací databáze 
Je potřeba, aby trénovací databáze měla přesnou strukturu. Adresář s trénovací databází 
se může nacházet na libovolném místě v rámci systému souborů operačního systému. Je 
však lepší zvolit takovou cestu, aby se adresář s trénovací databází nacházel v domovské 
složce současně přihlášeného uživatele, např. /home/uzivatel/tren_db. Pro proces 
trénování HMM pro nástroj Sphinx-4 bude nutné sestavit trénovací databázi podobným 
způsobem, jako se sestavovala pro adaptaci akustických modelů, popsaných v kapitole 3 
Proces adaptace akustických modelů. Hlavními úkoly je také příprava slovníků, seznamu 
fonémů (Tabulka 3.4 popisuje fonémy anglického jazyka, Tabulka 5.1 popisuje fonémy 
českého jazyka), záznamy řečových nahrávek a jejich transkripce. Blokový diagram 
znázorňující jednotlivé části trénovací databáze je na obrázku dole. 
Tabulka 5.1: Překladová tabulka fonémů českého jazyka 
Foném PAC Příklad 
a a táta 
á aa táta 
b b bába 
c c ocel 
dz dz leckde 
č ch čichá 
dž dzh rádža 
d d jeden 
ď dj dělat 
e e lev 
é ee méně 
f f fauna 
g g guma 
h h aha 
ch x chudý 
i nebo y i bil, byl 
í nebo ý ii vítr, lýtko 
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j j dojat 
k k kupec 
l l dělá 
m m máma 
m mg tramvaj 
n n víno 
n ng banka 
ň nj koně 
o o kolo 
ó oo óda 
p p pupen 
r r bere 
ř rzh moře 
ř rsh keř 
s s sud 
š sh duše 
t t dutý 
ť tj kutil 
u u duše 
ú nebo ů uu růže 
v v láva 
z z koza 
ž zh růže 
ou ow pouze 
au aw auto 




Obrázek 5.1:Blokové schéma všech součástí trénovací databáze 
5.1.1 Příprava slovníku 
Při přípravě slovníku (nazveme jej například xkrysk00.dic) je možné postupovat dvěma 
způsoby. Oba způsoby předpokládají znalost fonetického složení jazyka, pro který se 
akustický model bude trénovat. První způsob počítá s ručním přepisem celé konečné 
množiny slov na jednotlivé fonémy, kdy každé slovo a jeho fonetické složení je zapsán 
na jednom řádku souboru slovníku. Struktura tohoto souboru může vypadat následovně: 
 
A A 
ABY A B I 
ABYCH A B I X 
ABYCHOM A B I X O M 
AC A CH 
ACKOLI A CH K O L I 
AFRIKOU A F R I K OW 
Nejprve je v řádku zapsáno slovo, následně je použit oddělovač tabulátor (Tab), a 
poté je zapsán fonetický přepis. Každé foném je pak oddělen mezerou. Je velmi důležité, 
aby byla všechna slova, která se vyskytují v transkripci řeči, zapsána ve slovníku. 
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V případě, že některé trénované slovo z transkripce bude ve slovníku chybět, nastane 
během trénování chyba. Opačná implikace (více slov ve slovníku než v transkripci) není 
na škodu a nebude mít na proces trénování žádný vliv. 
5.1.2 Příprava fonetického slovníku 
Fonetický slovník obsahuje seznam všech fonémů použitého jazyka a to také neřečových 
fonémů jako jsou např. kašel, nádech a delší mezera mezi slovními spojeními. Při návrhu 
fonetického slovníku (a trénovací databáze obecně) je potřeba dbát na to, aby počet 
fonémů byl stejný napříč všemi soubory v rámci trénovací databáze. Nesmí nastat situace, 
kdy se bude ve slovníku vyskytovat foném, který není v seznamu fonémů. V případě, že 
by tato situace nastala, proces trénování akustického modelu by skončil chybou. 















5.1.3 Příprava jazykového modelu 
Jazykový model statisticky popisuje pravděpodobnosti přechodů mezi jednotlivými slovy 
– slovy ve slovníku. Protože by bylo ruční sestavení jazykového modelu náročné, existují 
automatizované metody pro jeho sestavení. Vstupem u obou metod jsou korpusy vět nebo 
promluv, pro český jazyk zbavené interpunkčních znamének, teček a čárek v souvětích. 
Výstupem pak je soubor popisující zmíněné pravděpodobnosti mezi slovními přechody. 
Soubor má tuto strukturu: 
 
-1.7634 MA -0.2935 
-1.7634 MNOZSTVI -0.2858 
-1.4624 MOZNOSTI -0.2858 
-1.7634 NAPRIKLAD -0.2935 
-1.7634 NASLEDNE -0.2858 
Jazykový model je nejsnadnější vygenerovat pomocí online utility LMTOOL [25]. 
Tato utilita se nachází na webové adrese: http://www.speech.cs.cmu.edu/tools/lmtool-
new.html. 
Po otevření stránky stačí pomocí tlačítka „Vybrat soubor“ najít soubor s korpusy 
promluv a odeslat soubor tlačítkem „COMPILE KNOWLEDGE BASE“. Po chvíli 
webová aplikace uživateli nabídne stažení jazykového modelu tak, jak to znázorňuje 
Obrázek 5.2. K získání sestaveného jazykového modelu stačí stáhnout soubor 4722.lm. 
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Obrázek 5.2: Stažení sestaveného jazykového modelu z utility LMTOOL 
Protože se sestavený jazykový model nachází ve formátu prostého textu (plain text), 
je potřeba jej zkonvertovat do formátu DARPA proto, aby s tímto souborem jazykového 
modelu uměl pracovat nástroj Sphinx-4. Jak převádět formáty jazykových modelů mezi 
sebou již bylo demonstrováno v kapitole 3.2.2 Příprava textu pro český jazykový model. 
5.1.4 Příprava záznamů řečových promluv a transkripce 
V rámci trénování akustických modelů musí trénovací databáze obsahovat také vzorky 
řeči – nahrávky promluv a jejich transkripce. Promluvy pro trénovací databázi lze 
získávat odkudkoliv. Mohou být převzaty ze záznamů televizních vysílání, z audio knih 
a podobně. Je však důležité přesně dodržet parametry souborů s promluvami. Promluvy 
musí být ve formátu WAV PCM (Microsoft WAV), se vzorkovacím kmitočtem 8kHz 
nebo 16kHz a s rozlišením 8 nebo 16bitů na vzorek. [1] 
Pro trénování českého akustického modelu v rámci této diplomové práce byly 
použity promluvy z částí audio knih, které jsou k dispozici ke stažení zdarma a to na 
internetových stránkách Českého rozhlasu [24]. Byly použity promluvy tří řečníků v 
celkové délce kolem 1:15hod čisté řeči. Před použitím těchto promluv bylo potřeba části 
audio knih převzorkovat na formáty podporované nástrojem Sphinx-4 a také patřičně 
nastříhat. Promluvy poté byly umístěny do podadresářů (podle jejich obsahu) a tím byla 




|   |-- A1.wav 
|   |-- … 
|   `-- A33.wav 
|-- flvek1 
|   |-- 1FL1.wav 
|   |-- … 
|   `-- 1FL77.wav 
|-- flvek5 
|   |-- 5FL1.wav 
|   |-- … 
|   `-- 5FL23.wav 
`-- kosmas 
    |-- K1.wav 
    |-- … 
    `-- K20.wav 
Jakmile je v adresáři wav (jeho nadřazený adresář je adresář trénovací databáze) 
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připravena sada promluv, je nezbytné vložit do trénovací databáze transkripci těchto 
promluv. Transkripce se zapisuje v trénovací databázi v adresáři etc do souboru 
s příponou .transcription. Přesný název souboru s transkripcí je odvislý od názvu celé 
trénovací databáze. Proto soubor bude pojmenován podle následujícího schématu: 
nazev_db_train.transcription 
Obsahem souboru bude transkripce, která musí být zapsána speciálním způsobem. 
<s> ANGLIE <sil> PRVNI DOJMY <sil> LONDYN ++NADECH++ MUSI SE ZACINAT 
OD ZACATKU RADIL MI KDYSI MISTR COLIJAK ++NADECH++ ALE JELIKOZ JSEM 
UZ DESET DNI NA TOMTO BABYLONSKEM OSTROVE ++NADECH++ ZTRATIL SE MI 
ZACATEK <sil> CIM MAM NYNI ZACIT </s> (A1) 
Řádek transkripce tedy vždy začíná tagem <s>, následuje text přepisu řeči, přičemž 
se v tomto textu mohou nacházet neřečové fonémy jako např. <sil> nebo ++NADECH++, 
avšak vždy takové, které jsou uvedeny ve fonetickém slovníku (nazev_db.phone) a ve 
slovníku mezer/neřečových fonémů (nazev_db.fillers). Na konci řádku je nutné 
promluvu zakončit tagem </s>, a dále do závorky uvést, který WAV soubor v adresáři wav 
v rámci trénovací databáze obsahuje danou promluvu. Tento název WAV souboru se uvádí 
bez souborové přípony. 
5.2 Konfigurace trénovací databáze 
Konfiguraci trénovací databáze definuje soubor sphinx_train.cfg. Tento soubor se 
nachází ve v adresáři etc v trénovací databázi, např. /home/user/tren_db/etc a vytvoří 
se automaticky po spuštění trénovacího procesu. Z tohoto důvodu není možné 
konfigurační parametry nastavovat před trénovacím procesem, ale až po jeho prvním 
spuštění kdy dojde k vygenerování souboru sphinx_train.cfg. Je ale možné si tento 
konfigurační soubor připravit z nějakého jiného předcházejícího trénovacího procesu. Pro 
trénování akustických modelů pro nástroj Sphinx-4 je potřeba nastavit několik parametrů, 
které budou probrány dále. 
Po editaci konfiguračního souboru (např. editorem vi) se nastaví první konfigurační 
parametr, kterým je definice vzorkovacího kmitočtu promluv pro trénování. Tento 
parametr se nachází na tomto řádku: 
 
# Feature extraction parameters 
$CFG_WAVFILE_SRATE = 16000.0; 
Dále je potřeba nastavit počet stavů HMM pro frontend Sphinx-4. Tomuto použití 
odpovídají 3 stavy HMM: 
 
# This configuration is fastest and best for most acoustic models in 
# PocketSphinx and Sphinx-III.  See below for Sphinx-II. 
$CFG_STATESPERHMM = 3; 
Posledním nastavením jsou vlastnosti získávání příznaků MFCC z řečových signálů. 
Protože se práce zabývá trénováním akustického modelu pro front-end Sphinx-4 (zpětně 
také lze použít pro Sphinx-3), bude se trénovat průběžný HMM akustický model. 
Průběžný model je anglickým výrazem označován jako „continuous“, zkratka „c“ se tedy 
používá v hodně nastavení CFG_FEATURE. Proto je nutné tuto vlastnost nastavit na 
hodnotu „1s_c_d_dd“. Počet streamů 1 pro Sphinx-4 musí být také správně nastaven. 
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# Single stream features - Sphinx 3 
  $CFG_FEATURE = "1s_c_d_dd"; 
  $CFG_NUM_STREAMS = 1; 
  $CFG_INITIAL_NUM_DENSITIES = 1; 
  $CFG_FINAL_NUM_DENSITIES = 8; 
Tímto je proces nastavení konfigurační databáze dokončen a trénovací databáze je 
připravena pro zahájení trénování. Následující kapitola 5.3 Spuštění trénovacího procesu 
znázorňuje, jak je proces trénování akustického modelu inicializován. Na obrázku dole 
lze vidět, jaký obsah má finálně nastavená trénovací databáze, resp. konfigurační adresář 
etc. 
 
Obrázek 5.3: Struktura adresáře „etc“ připravené trénovací databáze 
5.3 Spuštění trénovacího procesu 
Spuštění trénovacího procesu se provádí spuštěním příkazu ze složky trénovací databáze 
(např. /home/user/tren_db): 
sphinxtrain run 
Trénovací skript v prvních krocích zkontroluje, jestli jsou splněny všechny prerekvizity, 
které musí trénovací databáze obsahovat. Tento krok se nazývá Module 00. 
 
MODULE: 00 verify training files 
    Phase 1: Checking to see if the dict and filler dict agrees with 
the phonelist file. 
        Found 2253 words using 42 phones 
    Phase 2: Checking to make sure there are not duplicate entries 
in the dictionary 
    Phase 3: Check general format for the fileids file; utterance 
length (must be positive); files exist 
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    Phase 4: Checking number of lines in the transcript file should 
match lines in fileids file 
    Phase 5: Determine amount of training data, see if n_tied_states 
seems reasonable. 
        Estimated Total Hours Training: 0.706866666666667 
        This is a small amount of data, no comment at this time 
    Phase 6: Checking that all the words in the transcript are in 
the dictionary 
        Words in dictionary: 2249 
        Words in filler dictionary: 4 
    Phase 7: Checking that all the phones in the transcript are in 
the phonelist, and all phones in the phonelist appear at least once 
Pokud v tomto kroku/modulu nenastanou chyby, trénování HMM se pravděpodobně 
spustí bez dalších problémů. Je ověřen obsah slovníku (xkrysk00.dic), seznam fonémů 
(xkrysk00.phone). Zároveň dochází ke kontrole duplicit ve slovníku. Dále se kontroluje 
počet souborů promluv s počtem záznamů v transkripcích trénovacích promluv – tyto 
počty musí souhlasit. První část trénovacího procesu zároveň informuje o přibližné době 
trénovacího procesu.[1] 
5.3.1 Extrakce MFCC příznaků z řečových nahrávek 
Princip extrakce Melových kepstrálních koeficientů z nahrávek řeči byl již popsán 
v kapitole 2.3 Získávání koeficientů MFCC z řečového signálu. Po spuštění trénovacího 
procesu je uživatel informován o právě probíhajících operacích a jednou z nich je také 
získávání příznaků z řečových nahrávek a výpočet MFCC (Mel Frequency Cepstrum 
Coeficients). Tento krok je ve výpisu procesu trénování reprezentován následující 
informací: 
[lukas@localhost xkrysk00-acoustic]$ sphinxtrain run 
Sphinxtrain path: /usr/local/lib/sphinxtrain 
Sphinxtrain binaries path: /usr/local/libexec/sphinxtrain 
Running the training 
MODULE: 000 Computing feature from audio files 
Extracting features from  segments starting at  (part 1 of 1)  
Extracting features from  segments starting at  (part 1 of 1)  
Feature extraction is done 
Pokud trénovací skript informuje o tom, že získávání příznaků z řeči je hotovo, 
parametry souborů WAV jsou v pořádku a procesu trénování akustického modelu by již 
nemělo nic bránit.  
5.3.2 Hledání skrytých stavů HMM pomocí Baum-Welch algoritmu 
Baum-Welchův algoritmus je nejčastěji používaným algoritmem pro získání parametrů 
skrytého Markovova modelu. Tento algoritmus poprvé publikoval Leonard Baum v roce 
1972, detailní popis Baum-Welchova algoritmu je popsán např. v literatuře [10] [11] [12]. 
Provádění iterací tohoto algoritmus během trénovacího procesu je signalizováno 
následující informací: 
MODULE: 30 Training Context Dependent models 
    Phase 1: Cleaning up directories: 
 accumulator...logs...qmanager... 
    Phase 2: Initialization 
    Phase 3: Forward-Backward 
        Baum welch starting for iteration: 1 (1 of 1)  
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        0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%  
        Normalization for iteration: 1 
        Current Overall Likelihood Per Frame = -2.24870280423779 
Z výpisu vyplývá, že celková pravděpodobnost pro první iteraci pro daný rámec 
vychází přibližně -2,25. Pro průběžné akustické modely v rámci trénování pro front-end 
Sphinx-4 se nastavuje počet iterací na 7, přičemž se trénuje celkem 8 Gaussovských 
rozložení. Je to dáno následujícím nastavením, které bylo popsáno v kaptiole 3.4.4 Použití 
akustických modelů adaptovaných pomocí SphinxTrain v nástroji Sphinx-4:[1] 
  $CFG_INITIAL_NUM_DENSITIES = 1; 
  $CFG_FINAL_NUM_DENSITIES = 8; 
5.4 Dokončení trénovacího procesu 
Dokončení trénovacího procesu je zakončeno informací o parametru WER (bylo již 
popsáno v kapitole 3.4.3 Testování nově adaptovaného akustického modelu). Čím 
kvalitnější byla data v trénovací množině, tím by měl parametr WER vyjít příznivěji. 
Platí, že čím menší je WER, tím je akustický model kvalitnější. Finální informace o WER 
poskytuje trénovací program na úplném konci v následující podobě: 
MODULE: DECODE Decoding using models previously trained 
        Decoding 153 segments starting at 0 (part 1 of 1)  
        0%  
        Aligning results to find error rate 
        SENTENCE ERROR: 74.5% (114/153)   WORD ERROR RATE: 45.5% 
(2229/4896) 
Z výsledku vyplývá, že odhadovaná chybovost dekódování na natrénovaném akustickém 
modelu je 45,5%. 
Jakmile je trénování akustického modelu dokončeno, je potřeba z trénovací databáze 
získat soubor jazykového modelu (xkrysk00.lm.DMP) a soubory HMM. Soubory 
akustického HMM se po trénování nacházejí v podadresáři trénovací databáze 









Tyto soubory modelu stačí zkopírovat do příslušného projektu programu pro 
rozpoznávání řeči založeného na frameworku Sphinx-4 (např. do projektu ve vývojovém 
prostředí Eclipse) a začít s programováním. Na přiloženém CD médiu jsou uvedeny 
zdrojové kódy obou programů pro zachytávání klíčových slov z řeči, které jsou dále 
popsány v kapitole 6 Návrh aplikací pro zachytávání klíčových slov z řeči. Na CD médiu 
se také nachází vytvořená trénovací databáze českého akustického modelu. 
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6 NÁVRH APLIKACÍ PRO ZACHYTÁVÁNÍ 
KLÍČOVÝCH SLOV Z ŘEČI 
6.1 Použití trénovaných akustických modelů v Java front-
endu 
Každý program pro rozpoznávání řeči, který používá knihovny Sphinx-4, obsahuje 
konfigurační soubor s nejrůznějšími nastaveními, které slouží pro parametrizaci 
jednotlivých vlastností dekodéru [19] [20]. Definice umístění tohoto konfiguračního 
souboru se provádí ve funkci main pomocí vytvoření instance objektu 
ConfigurationManager a předání cíle zdroje. 
 
url = CzechKeywordSpotting.class.getResource("czech.config.xml"); 
        ConfigurationManager cm = new ConfigurationManager(url); 
V tomto konfiguračním je kromě řečových parametrů také definice umístění akustických 
a jazykových modelů. Konfigurační soubor je soubor typu XML verze 1.0 s kódováním 
textu UTF-8. Konfigurační soubor je rozdělen do několika částí, dle typů parametrů: 
 Frequently tuned properties (časté nastavení) 
 Word recognizer configuration (nastavení rozpoznávání slov) 
 Decoder configuration (nastavení dekodéru) 
 Search manager (nastavení vyhledávače) 
 Active lists (aktivní seznamy) 
 Pruner (nastavení prořezávání) 
 Scorer (nastavení vyhodnocování rozpoznávání) 
 Linguist configuration (nastavení lingvistiky) 
 Dictionary configuration (nastavení slovníků) 
 Language model configuration (nastavení jazykových modelů) 
 Acoustic model configuration (nastavení akustických modelů) 
 Unit manager configuration (nastavení rutin jednotek) 
 Frontend configuration (nastavení frontendu) 
 Monitors (monitory, sledování) 
 Miscellaneous components (další různá nastavení) 
Pro použití vlastních trénovaných akustických modelů je potřeba změnit nastavení 
v následujících sekcích konfiguračního souboru: Dictionary configuration, Language 
model configuration a Acoustic model configuration. 
Jak již bylo zmíněno, výstupem z trénovacího procesu SphinxTrain je akustický a 












Tyto soubory je potřeba vložit do projektu vyvíjeného programu. V adresáři projektu 
bude tedy vytvořen adresář s názvem acoustic-trained (adresář bude na stejné 
adresářové úrovni v projektu, jako je např. adresář se zdrojovými kódy – src) a všechny 
výše uvedené soubory do něj budou zkopírovány. Nyní je možné upravit konfigurační 
soubor tak, aby odkazoval na akustický a jazykový model. 
Nejprve se tedy zaměřme na část Dictionary configuration. V této části se 
nastavuje cesta ke dvěma slovníkům. V prvé řadě se jedná o slovník rozkladu slov na 
jednotlivé zápisy fonémů (xkrysk00.dic). Ten je definován jako vlastnost s názvem 
dictionaryPath a celý zápis tohoto nastavení s nasměrováním správné cesty ke slovníků 
vypadá následovně: 
<property name="dictionaryPath" 
                  value="acoustic-trained/xkrysk00.dic"/> 
Druhým nastavením v této části konfiguračního souboru je slovník mezer v řeči 
(filler dictionary). Cesta k němu se nastavuje ve vlastnosti fillerPath: 
 
        <property name="fillerPath"  
           value="acoustic-trained/noisedict"/> 
Tímto je nastavování cest ke slovníkům dokončené. Dalším krokem je nastavení 
cesty k popisu jazykového modelu. V konfiguračním souboru je tedy potřeba najít část 
s názvem Language model configuration, ve vlastnosti s názvem location: 
 
        <property name="location" 
          value="acoustic-trained/xkrysk00.lm.DMP"/> 
Poslední částí konfiguračního souboru, kterou je potřeba správně nastavit pro použití 
vlastního akustického modelu je Acoustic model configuration. Zde se nastavuje 
cestka k akustickému modelu. Umístění akustického modelu se nastavuje jako cesta 
k celému adresáři, např. tímto způsobem – pomocí vlastnosti location: 
        <property name="location" value="acoustic-trained"/> 
Dále je potřeba programu předat informace definice modelu. Je to popis vlastností 
použitého akustického modelu. Nastavuje se pomocí vlastnosti modelDefinition a 
ukazuje na umístění souboru mdef – nyní už bez specifikace jména složky. 
         <property name="modelDefinition" value="mdef"/> 
Tímto je základní konfigurace použití vlastního akustického modelu dokončena. 
Takto popsaný konfigurační soubor je následně možné použít v aplikaci, která bude 
využívat vlastní, natrénovaný akustický model. 
6.2 Návrh aplikace pro rozpoznávání řeči pomocí 
mikrofonu 
Prvním typem aplikace, která byla v rámci této diplomové práce vytvořena, je hledání 
klíčových slov z řeči, jež je zachytávána skrze mikrofon počítače a kde je použita 
mikrofonní smyčka. Základním principem tohoto rozpoznávání je, že program začne 
přehrávat záznam řeči z WAV souboru a zároveň aktivuje rozpoznávání řeči z mikrofonu. 
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Počítač tak přehrává řeč k rozpoznání z reproduktorů (externích nebo interních v laptopu) 
a zároveň tuto řeč zachytává mikrofonem. Je potřeba dbát na to, aby měla reprodukovaná 
řeč dostatečnou hlasitost a zároveň aby nebyly ve stejné místnosti jiné akustické rušivé 
vlivy. Tento typ rozpoznávání je spíše vhodný pro rozpoznávání řeči přímo od 
jednotlivých řečníků. Konfigurace aplikace pro rozpoznávání řeči se provádí ve funkci 
main a dále pak v konfiguračním souboru (czech.config.xml), zejména pak 
následujícím objektem: 
Microphone microphone = (Microphone) cm.lookup("microphone"); 
Dále pak nastavením v konfiguračním souboru (czech.config.xml): 
    <component name="microphone" 
                type="edu.cmu.sphinx.frontend.util.Microphone"> 
        <property name="closeBetweenUtterances" value="false"/> 
    </component> 
a 
         <item>microphone </item> 
Tato nastavení obecně nazýváme výrazem frontend configuration. V  kapitole 6.3 
Návrh aplikace pro rozpoznávání řeči pomocí čtení datového proudu WAV souboru bude 
vysvětleno, jak lze frontend nakonfigurovat také pro jiný vstup.  
6.2.1 Fyzické sestavení testovacího pracoviště 
Pro tento typ aplikace je nezbytné, aby byl počítač vybaven mikrofonem a reproduktory. 
V případě použití počítače typu laptop jsou dostačující zabudované reproduktory i 
mikrofon. Pokud je pro provoz aplikace použit počítač typu desktop (stolní), je potřeba 
aby měl aspoň mono reproduktory a externí mikrofon. Obrázek 6.1 znázorňuje schéma 
zapojení pracoviště s mikrofonní smyčkou. 
 
Obrázek 6.1: Zapojení pracoviště rozpoznávání řeči mikrofonní smyčkou 
6.2.2 Seznam tříd programu 
Program používá celkem 8 tříd v jazyce Java, které plní partikulární úlohy celého 
programu. Následující tabulka uvádí seznam těchto tříd a jejich metod. 
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Tabulka 6.1: Třídy a metody programu pro rozpoznávání klíčových slov z mikrofonu 
Třída Účel Metody 
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Promluva.java Třída zachytává 
transkripci řeči 
na text za účelem 
hledání 
klíčových slov a 






Pomocí přídavného modulu ObjectAid UML ve vývojovém prostředí Eclipse byl 




Obrázek 6.2: Vývojový UML diagram pro zachytávání klíčových slov  
6.3 Návrh aplikace pro rozpoznávání řeči pomocí čtení 
datového proudu WAV souboru 
Tato podkapitola demonstruje možnost konfigurace frontendu Sphinx-4 pro čtení 
mluvené řeči ze souboru typu WAV namísto použití mikrofonu. Obecně se dá říct, že 
tento způsob transkripce řeči na text je výhodnější z pohledu eliminace rušivých 
akustických vlivů, které mohou vzniknout při používání mikrofonu – např. vnější hluk, 
šum atd. Díky tomu lze také předpokládat, že opakované výsledky transkripce/detekce 
klíčových slov z řeči se nebudou vzájemně lišit. Hlavní rozdíl konfigurace programu pro 
čtení souborů typu WAV namísto použití mikrofonu je absence objektu Microphone ve 
funkci „main“. Místo objektu mikrofonu je použit objekt typu AudioFileDataSource. 
AudioFileDataSource dataSource = (AudioFileDataSource) 
cm.lookup("audioFileDataSource"); 
Dále je konfigurace rozdílná také v konfiguračním souboru 
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(czech.config.xml), zejména části nastavení frontendu.  





        <propertylist name="pipeline"> 
            <item>audioFileDataSource </item> 
            <item>dataBlocker </item> 
            <item>speechClassifier </item> 
            <item>speechMarker </item> 
            <item>nonSpeechDataFilter </item> 
            <item>preemphasizer </item> 
            <item>windower </item> 
            <item>fft </item> 
            <item>melFilterBank </item> 
            <item>dct </item> 
            <item>liveCMN </item> 
            <item>featureExtraction </item> 
        </propertylist> 
    </component> 
Program používá stejný způsob zachytávání klíčových slov z transkripce řeči, jako 
první, výše zmíněný s mikrofonní smyčkou. Zahrnuté třídy jazyka Java jsou tedy pro 
tento způsob navrženy stejně. Obrázek 6.3 znázorňuje UML diagram programu pro 
zachytávání klíčových slov z řeči ze souboru typu WAV. 
 
Obrázek 6.3: Vývojový diagram UML programu pro rozpoznávání řeči ze souboru typu WAV 
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7 TEORETICKÝ NÁVRH SYSTÉMU PRO 
ROZPOZNÁVÁNÍ KLÍČOVÝCH SLOV 
Z NAHRÁVEK TELEFONNÍCH HOVORŮ 
7.1 Předpoklady a vlastnosti systému 
Tento teoretický návrh systémů pro rozpoznávání klíčových slov z řeči, která byla 
zachycena z telefonních hovorů, počítá s implementací několika softwarových i 
hardwarových modulů. Zvažuje se, že zdroj řeči bude mobilní telefon – budou se tedy 
hledat klíčová slova ze záznamů hovorů mobilního telefonu. Z tohoto teoretického 
základu vyplývá, že je potřeba získat přístup do sítě mobilního operátora. Obrázek 7.1 
znázorňuje schéma mobilního systému UMTS [13] kombinovaného se systémem GSM a 
možnost umístění technologie pro zachytávání řeči z telefonních hovorů. 
Jakmile systém získá nahrávky hovorů ze sítě UMTS, je potřeba tyto nahrávky 
patřičně upravit. Ideální proces přípravy nahrávek pro proces rozpoznávání by počítal 
s příslušnou parametrizací vlastností záznamů. V systému by byl implementován modul, 
který by prováděl omezení počtu audio kanálů na jeden kanál, konvertoval by signál 
stereo na signál mono. Takto kanálově omezený signál by se v dalším modulu 




Obrázek 7.1 Blokové schéma mobilního systému UMTS s umístěním technologie pro 
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zachytávání klíčových slov z telefonních hovorů 
V dalším modulu by systém prováděl segmentaci telefonních hovoru a to segmentaci 
takovou, že by byl telefonní hovor rozdělen na úseky o délce cca 30 sekund. Samozřejmě 
je potřeba segmentační modul implementovat tak, aby nebyla segmentace provedena 
uprostřed probíhajícího slova, ale v pauze mezi slovy. Proto je potřeba implementovat 
detektor pauz v řečovém signálu. K tomuto účelu lze použít např. pokročilé techniky 
identifikace pauz v řečovém signálu. V současném stavu jsme tedy získali segmenty řeči 
vzorkované 16kHz, s rozlišením 16 bitů na vzorek a s jedním kanálem (mono). Segmenty 
jsou navíc takové, že začínají i končí v pauzách řečového signálu. Nyní už můžeme 
segmenty zasílat na server, který bude provádět samotné rozpoznávání řeči a hledání 
klíčových slov. Na tomto serveru může být implementován software, který byl vyvinut 
v rámci této diplomové práce. Výstupem tohoto software pak budou statistiky výskytu 
klíčových slov, které lze předávat do dalších analyzačních programů, pro využití ve 
statistice, bezpečnosti a podobně. 
7.2 Popis bloků systému 
Tabulka 7.1: Popis bloků systému pro zachytávání klíčových slov z telefonních hovorů 
Název bloku Účel 
BTS Base Transceiver Station – základnová 
stanice mobilního systému GSM 
BSC Base Station Controller – kontrolér 
základnových stanic systému GSM. Provádí 
spojení příslušné BTS a MSC. 
NodeB Základnová stanice s vysílačem mobilního 
systému UMTS 
RNC Radio Network Controller – řadič, který 
provádí řízení stanic NodeB v systému 
UMTS 
PCU Packet Control Unit – provádí řízení 
přenášených dat (řazení paketů do bloků) 
SGSN Serving GPRS Support Node – jednotka pro 
správu paketových přenosů 
GGSN Gateway GPRS Support Node – brána GPRS 
paketů 
VLR Visitor Location Register -  
Iu CS Coding Scheme (CS) - rozhraní UTRAN pro 
hlasové služby. 
Iu PS Packed Switched (PS) service – režim 
přenosu dat pomocí paketové služby. 
MSC Mobile Switching Center – digitální ústředna 
mobilního operátora 
HLR Home Location Register -  
RAFS Recording and File Server – jedná se o 
teoretický server, který by prováděl nahrávky 
telefonních hovorů z MSC a tyto nahrávky 
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organizovaně ukládal. 
AudioRef Audio Referencing – tento modul by byl 
zodpovědný za normalizaci všech nahrávek 
do formátu vhodného pro nástroj Sphinx-4, 
tedy 8/16KHz, 16bitů, mono, popřípadě by 
prováděl další vhodné filtrování nahrávek. 
AudioSeg Audio Segmentation – segmentační prvek 
v systému by prováděl segmentaci promluv 
z hovorů na základě identifikací pauz v řeči. 
Poskytoval by tak segmenty řeči o přibližně 
stejné délce. 
SegStor Segment Storage – databáze hotových 
segmentů řeči. Díky relační databázi lze takto 
ukládané segmenty dále spojovat např. 
s dalšími údaji o účastníkovi, jeho poloze atd. 
JobServer Job Server – jedná se o server, který by se 
staral o plynulé zasílání segmentů do 
detektoru řeči. 
Sphinx Server Sphinx Server – server by prováděl 
transkripci řeč na text a to způsobem, jakým 
to je popsáno v této diplomové práci. 
KWSE Keyword Spotting Engine – modul by 
detekoval hledaná klíčová slova z řeči.[14] 
KWDef Keyword Definitions – databáze definicí 
hledaných klíčových slov, jejich dalších 
tvarů a podobně. 
Analýza Posledním modulem by byla analýza 
klíčových slov z řeči, jejich další zpracování 
či jiné využití. 
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8 STATISTICKÉ ZHODNOCENÍ 
VÝSLEDKŮ ROZPOZNÁVÁNÍ 
Po natrénování vlastního akustického modelu a naprogramování dvou typů aplikací pro 
zachytávání klíčových slov z řeči (keyword spotting) bylo provedeno testování 
navržených dekodérů a to na několika testovacích promluvách a od několika různých 
řečníků. Testování také uvažovalo s dvěma typy programů (mikrofonní smyčka, čtení 
souboru typu WAV). Tabulka 8.1 uvádí dané výsledky z rozpoznávání. Jednotlivé 
parametry rozpoznávacího procesu jsou uvedeny v záhlaví tabulky, a jsou to následující 
atributy: 
 J – číslo projektu (zadává se při spouštění programu pro správné rozlišení 
souboru LOG) 
 T (M/W) – typ rozpoznávání (M = mikrofonní smyčka, W = přímé čtení 
souboru typu WAV) 
 P – identifikátor promluvy 
 Y – popis promluvy (název promluvy, informace, jestli byla promluva 
součástí trénovací databáze a jestli se jedná o promluvu se známým hlasem) 
 KW – hledaná klíčová slova z dané promluvy (jsou obsaženy v keywords.txt) 
 H – hits [-], neboli správné zásahy/detekce klíčových slov 
 R – ratio [-], poměr nalezených klíčových slov a všech definovaných 
klíčových slov v dané promluvě 
 A – accuracy [%], dosažená přesnost rozlišení správných klíčových slov 
Tabulka 8.1: Výsledky rozpoznávání promluv více řečníků 
J T(M/W) P Y KW H R A 
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Z výsledků hodnocení vyplývá, že přesnost nástroje Sphinx-4 je relativně dobrá 
(dosahuje i 100% nálezu klíčových slov) v těch případech, kdy testovací promluvy byly 
zároveň zahrnuty v trénovací množině akustického modelu, včetně hlasů daných řečníků. 
Průměrná přesnost v těchto případech činí 66,5% což je vzhledem k velikosti trénovací 
množiny (cca 1:15hod promluv) a s faktem, že literatura [1] doporučuje až 
padesátinásobně větší trénovací množinu, dobrá hodnota. Z toho lze odvodit, že čím větší 
bude trénovací databáze z pohledu obsahu slovníku a promluv, tím lepší přesnosti dokáže 
nástroj Sphinx-4 dosáhnout. Některé výsledky testovacích promluv, zejména na ženském 
hlase, nerozpoznaly žádné z hledaných klíčových slov. Důvodem patrně je, že na 
trénovací množině se nepodílel žádný ženský hlas. Průměrná přesnost rozpoznávání na 
promluvách cizího ženského hlasu byla 12,4%, oproti tomu průměrná přesnost 
rozpoznávání klíčových slov z cizího mužského hlasu byla 33,13%.  Pokud srovnáme 
celkovou přesnost rozpoznávání stejných promluv pro obě aplikace, tedy mikrofonní 
smyčku a čtení WAV souboru, pak dosahuje lepší přesnosti přímé čtení souboru WAV 
(52,5%) oproti mikrofonní smyčce (27,6%), což je zcela v mezích teoretických 
předpokladů, protože přímé čtení WAV souboru je méně náchylné na akustické rušení 
mikrofonu, které může mít vliv na správné vyhodnocování MFCC koeficientů. Obrázek 
8.1 a Obrázek 8.2 znázorňují výslednou přesnost rozpoznávání klíčových slov pro 
jednotlivé hlasy řečníků a také pro oba typy navržených aplikací. 
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Obrázek 8.1: Přesnost rozpoznávání klíčových slov z řeči pro jednotlivé hlasy 
 






Cílem této diplomové práce bylo seznámit se s nástrojem pro rozpoznávání řeči Sphinx-
4, seznámit se s metodami rozpoznávání řeči a vytvořit zkušební aplikaci pro strojové 
rozpoznávání řeči. Práce nejprve rozebírá téma lidské řeči, včetně informací o řečovém 
traktu člověka. Dále se zaměřuje na popis moderních metod a nástrojů pro rozpoznávání 
lidské řeči a na popis nástroje Sphinx-4 včetně ostatních vedlejších programů sady CMU 
Sphinx, které jsou zaměřeny především na trénování akustických modelů a implementaci 
nástroje CMU Sphinx v mobilních zařízeních (PocketSphinx). Následně práce rozebírá 
jednotlivé funkční bloky aplikační sady Sphinx-4, jaké běžné operace se signály nástroj 
Sphinx-4 používá a jak obecně probíhá návrh aplikace v jazyce Java pro strojové 
rozpoznávání řeči. V následujících kapitolách je prezentován postup adaptace a trénování 
akustických modelů. Nedílnou součástí této adaptace a trénování je také návrh 
jazykových modelů, jež jsou statistické modely pro popis pravděpodobností přechodů 
mezi slovními spojeními. V práci je následně demonstrován postup vytvoření trénovací 
databáze pro adaptaci i trénování akustického modelu pro český jazyk na množině 
1:15hod trénovacích promluv. Výsledkem tohoto trénování je akustický HMM model 
(Hidden Markov Model), který byl použit pro rozpoznávání řeči v rámci dvou aplikací 
pro zachytávání klíčových slov z řeči (keyword spotting). Tyto aplikace byly v práci 
detailně popsány, včetně vývojových diagramů a nacházejí se také na přiloženém 
optickém médiu. První aplikace (Sphinx4_CZ) rozpoznává řeč pomocí vstupního zařízení 
mikrofonu, druhá aplikace (Sphinx4_CZ_WAVRead) pak dokáže otevírat soubory typu 
WAV. Účelem obou aplikací je v reálném čase provádět transkripci řeči na text a 
upozorňovat na hledaná klíčová slova. Této funkcionality je možné využít např. pro 
sémantický výzkum ze záznamů telefonních hovorů, automatizovaně zkoumat telefonní 
hovory pro marketingové účely nebo je analyzovat za účelem zajišťování všeobecné 
bezpečnosti (terorismus, organizovaný zločin). Teoretický návrh takového systému 
popisuje kapitola 7. 
Z reálného použití a testování vyvinutých aplikací byla vyhodnocena přesnost. 
Statistické informace o přesnosti rozpoznávání řeči byly získány z několika scénářů 
testování. První scénář testování rozpoznával řeč celkem tří řečníků – jednoho vlastního 
řečníka, který byl zahrnut v trénovací databázi a dvou cizích řečníků, kteří v trénovací 
databázi zahrnuti nebyli. Z těchto dvou cizích řečníků byl jeden s ženským hlasem a jeden 
s mužským hlasem. Pro tento první scénář zároveň proběhlo porovnání výsledků z obou 
aplikací, tedy jak pro vstup s mikrofonem, tak pro vstup s WAV souborem. První scénář 
testoval rozpoznávání řeči na promluvách a porovnával úspěšnost zásahu klíčového slova 
(hit) pro všechny řečníky. Druhý scénář testování počítal se stejnými řečníky, ale 
porovnávala se přesnost rozpoznávání klíčových slov podle typu aplikace (mikrofon, 
čtení WAV). 
Z výsledků přímo vyplývá, že přesnost nástroje Sphinx-4 je přímo úměrná velikosti 
trénovací databáze. Čím více dat (promluv, transkripcí) bude pro trénovací proces 
použito, tím se přesnost nástroje Sphinx-4 zvyšuje. Vyhodnocením se také potvrdil 
teoretický předpoklad, že přímé čtení souboru typu WAV podává při hledání klíčových 
slov lepší výsledky rozpoznávání, než mikrofonní smyčka/řeč přes mikrofon. Zatímco po 
trénování akustického modelu odhadly trénovací skripty přesnost nového modelu na 
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45%, měřením byl zjištěn rozptyl přesnosti 12,4 % až 66,5%. Průměrná hodnota těchto 
přesností je 37,3%, což se blíží k odhadu trénovacích výsledků. Jako velice nevhodné se 
ukázala adaptace akustického modelu pomocí malého množství (cca 6 minut) českých 
řečových promluv. Tato adaptace měla velmi špatné výsledky rozpoznávání. Opět se tak 
potvrzuje fakt, že čím více dat trénovací databáze bude mít, tím vyšší přesnosti lze 
dosáhnout. 
Pro vytvoření velmi přesného akustického modelu českého jazyka je zapotřebí mít 
dostatek trénovacích dat (10-50 hodin záznamů včetně transkripce) [1]. Trénování takto 
obsáhlých řečových dat pak dle literatury trvá i několik měsíců. Takto trénovaný 
akustický model by však měl být schopen strojového přepisu řeči nezávisle na hlasu 
řečníka. Nevýhodou nástroje Sphinx-4 je, že podporuje zpracování souborů WAV se 
záznamem řeči pouze pokud byla řeč vzorkována s frekvencí 8kHz nebo 16kHz (rozlišení 
vzorků 8bitů nebo 16bitů). Z tohoto omezení vyplývá, že pro reálné nasazení programu, 
který je sestaven pomocí Sphinx-4 knihoven, je potřeba implementovat modul na 
případné převzorkování záznamu řeči aby záznam splňoval omezení nástroje Sphinx-4. 
Hlavním přínosem této práce je natrénování i adaptace českého akustického modelu 
s konečným počtem trénovaných slov (slovníku) ve formě skrytých Markovských modelů 
(HMM), dále v návrhu a realizaci dvou aplikací pro dva způsoby zachytávání klíčových 
slov z řečových promluv – mikrofon, soubory typu WAV a statistické zhodnocení 
dosažené přesnosti rozpoznávání. Doplňující kapitolou pak je teoretický návrh systému 
pro rozpoznávání klíčových slov z řeči z telefonních hovorů, jež jsou přebírány 
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK 
 
API Application Programming Interface (rozhraní pro programování aplikací) 
ARPA speciální formát souborů jazykových modelů používaných v nástroji 
Sphinx-4 
CMU Carnegie Mellon University 
DIC Dictionary (slovník) 
DMP dump (uložení určitého obsahu) 
HMM Hidden Markov Models (Skryté Markovovy modely) 
Hz Hertz (jednotka frekvence) 
JDK Java Development Kit (sada nástrojů pro vývoj v jazyce Java) 
JSAPI Java Speech API (API pro práci se zvukovými zařízeními v jazyce Java) 
kHz Kilohertz (jednotka frekvence) 
LM Language Model (jazykový model) 
LMTOOL Language Model Tool (nástroj pro vytváření jazykového modelu) 
SIL Silence (zkratka zastupující mezeru v řeči) 
UCS Universal Character Set (sada univerzálních znaků v počítači) 
UTF-8 UCS Transformation Format 8 (formát kódování textu v počítači) 
WAV formát zvukových souborů (MS Wave) 
WER Word Error Rate (poměr chybně rozpoznaných slov) 




Přiložené CD obsahuje následující adresáře: 
doc Adresář obsahuje elektronickou verzi této diplomové práce 
Sphinx-4_CZ Program pro rozpoznávání klíčových slov z mikrofonu 
(mikrofonní smyčky), obsahuje také dále trénovaný český akustický model. 
Sphinx-4_CZ_WAVRead Program pro rozpoznávání klíčových slov z řeči 
prostřednictvím souborů WAV, obsahuje dále také český akustický model. 
Train_DB Adresář obsahuje nakonfigurovanou a natrénovanou databázi 
(český akustický model) pro trénování v rámci nástrojů SphinxTrain. 
