We propose a semidefinite programming (SDP) al gorithm for community detection in the stochastic block model, a popular model for networks with latent community structure.
I. INTRODUCTION

A. Community detection
The stochastic block model is among the most actively studied network models with latent community structure. Such models lend themselves to the statistical task of recovering the community structure given a single such graph, a task known as community detection. This task manifests itself as that of finding human communities in social networks, and that of determining sets of proteins that function together in protein protein interaction networks; more generally, community de tection is the analogue of clustering for network data.
The block model has received a recent surge of interest as a meeting point of machine learning, algorithms, and statistical physics. A series of conjectures [DKMZll] predicted sharp threshold phenomena, separating a range of model parameters in which community estimation is possible from a range in which it is impossible, using non-rigorous techniques from statistical physics. Some of these threshold effects have been proven [MNSI4], [MasI4] , [ABHI6] , [ASI5a] , and among the first algorithms to estimate all the way up to these thresholds were those based on the powerful algorithmic machinery of semidefinite programming (SDP), following attempts from a wide range of other algorithmic approaches. Indeed, maximum likelihood estimation problems for block models amount to cut problems on graphs, which have a rich history of study through SDPs (e.g. [GW95] , [FJ94] ); it is natural for these to appear among the most powerful tools for community detection.
In work of Abbe and Sandon [ASI5a] , alternative methods of spectral clustering and local refinement took the lead in exact community recovery, providing general and sharp algorithmic results. It is natural to wonder how well SDP approaches can match these results, particularly in the light 978-1-5386-1565-2/17/$31.00 ©2017 IEEE 64 Alexander S. Wein
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Email: awein@mit.edu of strong robustness properties that convex programs enjoy, as compared to the brittleness of spectral clustering []. In this paper, we establish that a certain SDP recovers the community structure exactly, in the case of multiple communities of unequal sizes, up until known information-theoretic lower bounds [ASI5a] . We further show how that this SDP adapts readily to more uncontrolled semirandom models, highlighting their robustness as an advantage over spectral techniques, but also exposing in the full version [PWI5] how this same robustness can pose fundamental limits to SDP approaches.
B. Models
1) Block models: The stochastic block model is a gen erative model for graphs, in which we suppose a vertex set of size n has been partitioned into r disjoint 'communities' Sl, ... , Sr. An undirected graph is randomly generated from this hidden partition as follows: every unordered pair (u, v ) of distinct vertices is independently connected by an edge with probability Qij where u, v belong to communities i, j respectively, with Q a symmetric r x r matrix. Given a graph from this model, the goal is to recover the underlying partition.
We will mostly specialize to the planted partition model, the case where Qii = p for all i and Qij = q for all i i= j.
2) Semirandom models: While the Erd6s-Renyi-style ran dom models defined above are mathematically convenient, most real-world networks do not take this form. Concerningly, some algorithms developed for the models above are highly brittle and do not generalize to other graph models: as seen in [RJMI6] , one spectral method with strong theoretical guaran tees degrades rapidly when the model is perturbed slightly by adding small cliques, which are prevalent in many real graphs. The idea is to generate a preliminary graph according to a random model, but then allow a monotone adversary to make unbounded, arbitrarily structured changes of a nature that should only further reveal the ground truth. Although these changes may seem to make the problem easier, they may significantly alter the distribution of observations revealed to the algorithm, breaking statistical assumptions made about the observations. Semirandom models are thus a means of penalizing brittle algorithms that are over-tuned to particular random models. Semirandom models are no easier than ran dom models, as the adversary can opt to make no changes.
In the semirandom planted partition model [FKOl] , a graph is first generated according to the planted partition model, and then a monotone adversary may arbitrarily add edges within communities, and remove edges between com munities. The semirandom model can simulate aspects of other graph models, such as a wide range of degree or subgraph profiles, while ensuring that the true community structure remains present in the graph. Thus the semirandom model aims to capture the unpredictable nature of real data.
3) Regimes: This work focuses on the task of exact re covery, in which the community partition Sl,"" Sr must be recovered perfectly. We consider sparse graphs with a within-community edge probability p = p l og n I n and a between-community edge probability q = ijlog n ln. We write 7ri = lSi lin, the proportion of vertices lying in community i. We hold p, ij, and 7ri constant (asymptotically) as n ---+ 00. In this regime, one observes a sharp threshold behavior: within some range of parameters p and q, the problem is statistically impossible, and outside of that range one can find algorithms that succeed with high probability [AS ISa]. These graphs are essentially the sparsest for which exact recovery is possible.
We specialize to the assortative planted partition model, where p > q; some techniques may transfer to the dissortative p < q case, by judicious negations, but we do not elaborate on this. We require either the community proportions 7ri or the probabilities p, ij to be known to the algorithm, and we demon strate fundamental barriers that prevent robust approaches from addressing the case of fully unknown parameters.
C. Contributions and prior work
The main result of this paper is that two variants of a certain SDP achieve exact recovery, up to the information-theoretic threshold established in [AS ISa], against the planted partition model with multiple cOlmnunities of potentially different sizes.
These SDPs are furthermore robust to monotone adversaries.
A wide range of algorithmic techniques have been brought to bear on the block model; see for instance [ABHI6] and works cited there. SDPs have been used for exact recovery since [FKOl] , who achieved robust exact recovery in the case of two communities of equal sizes, falling slightly short of the threshold. More recently, SDPs have been found especially effective on sparse graphs [CSXI2] , [ABHI6] , and have been proven to match lower bounds for the planted partition appear strictly more general than ours, their algorithm involves 6S a highly-tuned spectral clustering step that is likely not robust to monotone adversaries or other forms of perturbation, and so our work can be seen as an improvement from the robustness standpoint. There are barriers against semirandom results as general as those of [ASlSa] . We discuss in Section III that no algorithm robust to monotone adversaries can handle the case of fully unknown parameters, nor can it extend from the planted partition model to the slightly more general strongly assortative block model. Thus our SDP approach is essentially as general as can be without compromising robustness.
Community detection in semirandom models was previously discussed in [FKOl] , [ 
D. Overview of techniques
We show that with high probability, the unique SDP op timum exactly encodes the correct community structure; in contrast to some SDP-based algorithms, there is no rounding.
Against the random model, our proof proceeds by construct ing a dual certificate. Our SDP is a maximization problem for which the true solution is feasible; we show that this primal solution is optimal by constructing a dual solution satisfying complementary slackness with the true primal solution. Our dual certificate depends on the random graph; its construction is guided by complementary slackness, and we show that the result is dual-feasible with high probability. Our construction is somewhat more delicate than for less general models ones [HWXI6] , as our more general case has more dual variables that are not automatically determined by complementary slack ness but that need to be chosen with some care and creativity. Crucially, by making a change of variables we are able to find a connection between the complementary slackness conditions and the non-negativity of differences of certain binomial random variables, which in turn are closely related to the information-theoretic threshold. It then becomes clearer which parts of the dual solution need to be set a particular way, and which ones have wiggle room. Dual feasibility of the result relies in part on the spectral concentration of the adjacency matrix, e.g. Theorem S.2 in [LRlS].
To cover the semirandom model, we show that if the SDP succeeds against a particular graph, then it continues to succeed after monotone changes to the graph. This follows from a simple argument in [FKOl] , that monotone changes improve the objective value of the true solution more than they improve the objective value of any other SDP solution.
The main proofs and full discussions are somewhat in volved, and may be found in the full version [PWlS].
II. SEMIDEFINI TE ALGORI THMS AND RES ULTS
In this section we derive semidefinite programs for exact recovery, by taking convex relaxations of maximum likelihood estimators. We use letters u, v for vertices and i, j for commu nities, rv denotes adjacency in the observed graph, :n. denotes the indicator function, J the all-ones matrix, I the identity, and (M, N) = tr(M N T ) denotes the matrix inner product.
A. Maximum likelihood estimators
The statistically optimal approach to exact recovery is the maximum-likelihood estimate (MLE). The log-likelihood log £. of a candidate partition is:
With unequal community sizes, this strengthening becomes more difficult. Instead, we revisit the somewhat arbitrary decision to encode the partition matrix with entries 0 and 1.
Indeed, SDPs for the unbalanced two-community case tend to use entries -1 and 1 [FK01], [ABHI6] , [HWXI6] . Some choices of entry values will result in a non-PSD partition matrix, so we opt for the choice of entries for which the partition matrix is only barely PSD, so that the PSD constraint is strong. We define the centered partition matrix
if u and v are in the same community, otherwise.
We can represent a partition by its n x n partition matrix Aiming to recover this matrix, we reformulate as follows:
In terms of X and the observed ( 0 , 1 )adjacency matrix A, we can write Program 2 (Known sizes, primal, strong form). 
I -p
Depending on which parameters are known or unknown, we can phrase the MLE in two different ways:
• Known sizes: maximize (A, X) over partition matrices x with community sizes 8i, (1)
These are NP-hard cut problems. We will pass to a polynomial time relaxation and show that it succeeds with high probability.
B. Semidefinite algorithms
The seminal work of [GW95] began a successful history of semidefinite relaxations for cut problems. Proceeding roughly in this vein to write a convex relaxation for the true feasible re gion of partition matrices of given sizes, one might reasonably arrive at the following relaxation of the known-sizes MLE: Here X ;::: 0 indicates that X is entry-wise nonnegative, and X t 0 indicates that X is symmetric positive semidefinite. This SDP appears in [ALl4] (under the name SDP-2'). Under the assumption of equal-sized communities, a stronger form involving row sum constraints appears in [ALI4], [HWXI6] , [ABKKI5] , and the latter two papers find that this strengthening achieves exact recovery up to the information theoretic lower bound in the case of equal-sized communities. 66 maximize subject to
-, -I Program 3 (Unknown sizes, primal, strong form).
maximize (A, X) -w(J, X) subject to 't/u Xuu = 1, -1 X>--, XtO .
r-l These SDPs bear a strong similarity to classical SDPs for maximum r-cut [FJ94] , and our main result proves the conjecture of [ABKKI5] of their optimal exact recovery:
Theorem 1. Given input from the planted partition model, Programs 2 and 3 recover the true centered partition matrix as the unique optimum, with probability 1 -0(1 ) over the random graph, within the information-theoretically feasible range of parameters (p, q, 7r ) described in [AS15aj.
The proof is deferred to the full version [PWI5] . Program 3 can tolerate some mis-specification in the value of w.
III. SEMIRANDOM RO BUS TNESS AND ITS CONSEQUENCES
A. The semirandom model Let X be the ground truth partition of the vertices into com munities. Following [FK01] we define a monotone adversary to be a process which takes as input a graph (for instance, a random graph sampled from the stochastic block model with ground truth X) and makes any number of monotone changes of the following types: the adversary can add an edge between two vertices in the same community of X, or remove an edge between two vertices in different communities of X.
These monotone changes appear to only strengthen the presence of the true community structure X in the observed graph, yet they may destroy statistical properties of the random model. The semirandom model is designed to penalize brittle algorithms that over-rely on specific stochastic models. It does not intend to mimic any real adversarial scenario, but it does intend to model the inherent unpredictability of real data.
It may help to consider examples of how such an adversary could break an algorithm:
• Many algorithms perform PCA on the adjacency matrix [LRlS] . The adversary could plant a slightly denser sub community structure in a community, splitting one cluster of vertices into sub-clusters in the PCA, thus introducing doubt as to which granularity of clustering is right.
• An adversary could introduce a noise distribution that changes the shape of clusters in the PCA or spreads them out, resulting in either a failure to cluster correctly, or else a failure in subsequent steps of estimating parameters and refining the cOlmnunity estimates (as in [AS ISb D.
These synthetic examples correspond to realistic concerns. Real community structure is sometimes hierarchical, e.g. tight friend groups within a larger social community. And many real networks have hubs, or a degree distribution that is nowhere near Gaussian, so hypothesis tests designed for distributions of roughly Gaussian shape may have trouble generalizing.
B. Robustness
SDPs tend to possess such robustness properties against semjrandom models. We show that our SDPs are no exception, following roughly the same type of argument as [FKOl] : Proposition 2. Programs 2 (known sizes) and 3 (unknown sizes) are robust to monotone adversaries: if X is the unique optimum for a graph A, then X is the unique optimum for any A' obtained from A via a sequence of monotone changes.
Proof By induction it suffices to show that X is the unique optimum for any A' obtained from A via a single monotone change. Note that changing the graph affects only the objective function, not the set of feasible solutions. Let P A (X) denote the objective value of a candidate solution X for A; namely PA(X) is (A,X) for Program 2 and (A,X) -w(J,X) for Program 3. First consider the case where A' is obtained from A via a single monotone edge-addition step. Since the added edge lies within a corrununity of X we have PA' (X) = PA (X)+2. For any feasible X, we have PA,(X) :s; PA(X) + 2; this follows from X :s; 1 (entry-wise), which is implied by the constraints Xvv = 1 and X � O. If X i= X we have PA,(X) = PA(X) + 2> PA(X) + 2;::: PA'(X) and so X is the unique optimum of PA" Similarly, for the case where A' is obtained from A via a single monotone edge-removal, we , '2 2 have PA'(X) = PA(X) + r-l and PA'(X) :s; PA(X) + r-l (using the constraint X ;::: r-::"\ ) and the result follows. 0
It follows that our SDPs also succeed against the semiran dom model in the same range as for the random model.
