Chip Heterogeneous Multiprocessors (CHMs) are increasingly used to execute multichannel, heterogeneous workloads, often in the service of single users. Multichannel inputs can be processed at different rates and in a variety of combinations. We show that performance evaluation of the CHMs that process multichannel workloads requires a new performance metric, capacity, which we introduce in this paper. We show how capacity is a successor to throughput, through an automobile production analogy. We include experimental results to illustrate the form and usefulness of the new metric as well as contrast it with Pareto optimization.
Introduction
Performance metrics are required in order to compare and evaluate different designs. If performance is incorrectly modeled, resources are wasted and the best designs are not achieved. The distillation of computer performance into a single score has long been controversial [1] , [2] . Cumulative metrics have been serviceable so long as they represented a reasonable approximation of cumulative workloads, processed as single-channel input streams on monolithic computers. Chip Heterogeneous Multiprocessors (CHMs) with single user, often portable, usage require a revisitation of the assumptions that the two primary input streams to computers are a single program stream and a single data stream and along with it the assumption that performance can be distilled to a single number. Multichannel inputs occur when different combinations of inputs, often of different types, can arrive at different rates. The overall performance of a CHM that processes multichannel inputs must be understood as a collection of performance points which represents the variety of multichannel combinations the system can support.
We develop a capacity metric as a surface with dimensionality related to the number of input streams, or channels, processed by the CHM. We develop some fundamental capacity curves in two dimensions and include some experimental results that show how capacity shapes reveal interaction of not only program and data, but the interaction of multiple data streams as they compete for access to resources on a CHM. We introduce our capacity metric for CHMs by drawing an analogy to automobile production and the concept of Pareto optimality, motivating that capacity is the successor to throughput.
Analogy
CHMs have the potential to integrate tens to hundreds of heterogeneous processor cores into single chips. Often they are used by single users in real time and in a wide variety of situations. The design goal is often to integrate as much functionality as possible for processing within a window of time, but also over a wide variety of anticipated processing scenarios [3] . Overall functionality is increasingly characterized as the processing of multichannel inputs, which can arrive from the internet and from the user as multimodal inputs. The processing of multichannel input streams on multicore computers can be thought of as analogous to the production of multiple types of automobiles in a production plant composed of multiple manufacturing pipelines -and this analogy also serves to illustrate how capacity is a successor to throughput.
Figure 1(a) shows a single automobile pipeline model. The pipeline is assumed to produce Model-T automobiles. The pipeline consists of three stages, S j . The input to the model is a demand for cars of type Model-T and the output is the automobiles themselves. During time interval, I, N is the volume of the demand and K is the pipeline production, or production throughput. The pipeline throughput, U, during time interval, I, is defined by the duration of the bottleneck stage, or the slowest stage in the pipeline. Thus, U=1/I m , where I m is the duration time of the bottleneck stage. In order to calculate the throughput of the system, all pipeline stages should be busy during time interval, I, which means that the input should not be the limiting factor. This analogy results in a single value for the throughput metric. shows a heterogeneous two-pipeline plant -one pipeline produces Model-T automobiles and the other pipeline produces Model-A automobiles. Multi-product scheduling on heterogeneous pipelines has been previously studied for automobile production [4] . The architecture of each pipeline differs as would be expected in the production of different types of cars with different features. In the figure, they differ in terms of the number of stages and the duration time of a stage; the jth station on the line i is S i,j . At the plant level, some coupling is expected between the overall production of the two types of cars. For example, the stage duration time of the Model-T pipeline could be different from that of Figure 1 (a) due to starvation that arises because of the existence of other pipelines sharing the same inventories or workers.
The capacity of this plant can no longer be considered to be distilled to a single number. This plant can produce a wide variety of combinations of Model-Ts and Model-As in a given time interval. The production of one type of automobile affects the plant's ability to produce the other type of automobile. Characterization of the production capacity of this automobile plant as the maximum production of Model-Ts and Model-As requires a set of points, or a curve.
There is no single-dimensional (single-unit, single variable) metric to model the capacity of this plant because it now processes two input streams which share some common resources. If the demand is a specific question -can this plant satisfy the demand of N T Model-Ts and N A Model-As in so many days, then the question can be answered by evaluating the production of the (K T , K A ) demand point for the specific plant in question. However, characterization of the capacity of the specific plant in producing Model-Ts and Model-As includes many such points that model the answer to many such questions. In the case of two channels of input, capacity is a curve and in the case of n input channels, where n is greater than two, capacity is an n-D surface where each point on the surface represents the maximum output the system can produce.
Capacity Metric
In this section, we provide a descriptive, graphical and denotational definition of capacity, contrast it with Pareto optimization, show some basic forms of capacity curves, and introduce analytical analysis of n-D capacity surfaces.
Definition
Capacity is a surface that shows the production feasibility of combinations of different types of outputs for a given plant over some interval of time. When two types of outputs are considered, capacity results in a curve. If the production of the different types of outputs does not vary with each other over time, then the capacity curve results in a collection of rates of production. The capacity graph shows the maximum production of one type that can be achieved for a specific production level of the other type(s), given the resources available as well as the way the different production types compete for those resources. Mathematically, a capacity curve can be defined as a function in two variables:
{T|A or A|T: P(I)}
where T is the production variable (or function) of Model-T, A is the production variable (or function) of Model-A, P is a specific production plant design, and I is a given time interval in which we measure capacity by collecting the production of combination of different output types: Model-T and Model-A. Note that the production of Model-T, T, is given by the value of the production of Model-A, A, and vice versa. Later on in this section we define the function for a capacity curve.
According to this mathematical denotation, capacity curves are generated for a specific plant design during a time window using measurement. In other words, the production of one model type is measured for different levels of production of the other model type(s) for the same design. The measurement includes the overhead of sharing resources between different output streams.
An Illustrative Example
For illustration, consider the plant example in Figure 1(b) . Assume that the Model-T assembly line can produce four Model-T automobiles an hour, and can also be used to produce only two Model-A automobiles an hour. The Model-A assembly line can produce six Model-A automobiles an hour, and can also be used to produce only two Model-T automobiles. We generate all production possibilities of combinations of Model-T and Model-A outputs for this plant. Figure 2 shows the capacity of this plant during a time window of one hour in the form of a curve.
A capacity curve shows all feasible combinations of two automobile models produced concurrently during a given time window. In order to increase the production of one model, production of the other model must be reduced. For example, production of automobiles of Model-A must be reduced to produce more Model-T automobiles. Thus, for a given increase in production of one model, capacity shows how much of the other model(s) must be reduced.
Figure 2: A capacity curve
Assuming that the productivity or supply of the plant is fixed, making more Model-Ts requires that resources be redirected from making Model-A to making Model-T. All points on the capacity curve (such as A, B, C and D) are efficient. In other words, no more production can be accomplished with the given resources and supply. All points inside the curve (such as E) are feasible but inefficient and all points outside the curve (such as F) are unfeasible with the given resources and time window and are, thus, inaccessible. Note that point E is dominated by points A or C, whichever the model of interest. The user can choose between combinations or points on the capacity curve. Point A is when Model-A is of interest, point D is when Model-T is of interest, in the middle of the curve (such as point C) an intermediate mix is attained, and so forth.
The example used above represents one form of capacity. It shows the impact of the plant specialization on the production of the two models. The cost of producing more Model-Ts will increase as resources that are more specialized in Model-A production are used in the production of Model-T because it is less efficient in producing it. When assembly lines are homogeneous, production of different models can be replaced for each other with no added cost or production costs are constant, resulting in a straight-line capacity curve. When a capacity curve is concave, costs are falling as more is produced of an intermediate mix of models thus resources favor unbalanced inputs more. By contrast, when a capacity curve is convex, resources favor balanced inputs more. Here greater specialization in producing more units of the same model drives down its cost. Later on in this paper, we investigate some capacity forms in computer systems.
Therefore, capacity curves can represent how assembly line specialization that favors production possibilities of one model can move the curve more towards the axis of that model. Further, if one model utilizes one assembly line more and if the capacity of that assembly line improves faster than other assembly lines, improvement in production might be inclined in the direction of that model.
If the productivity or supply of assembly lines improves, the plant's capacity to produce both models improves as well at different rates, depending on which model takes more advantage of the improvement. This improvement ideally extends the capacity curve away from the origin. By contrast, a limitation in the production of the assembly lines like the lack of supply in inventories might shrink the capacity curve towards the origin, reflecting a reduction in a plant's productive capacity. In the experiments section, we find more relationships between design features and capacity curves.
Capacity Function
The reduction in the production of a given model represents a cost. This cost is measured in the ratio of the number of units of the second model reduced for the production of one or more units of the first model. Cost is what defines the shape of the capacity curve. Unless the curve is straight line, the cost varies all along the curve. In Figure 2 , in general, producing more units of Model-T costs reduction in the number of units of Model-A. Interestingly, at point B, the plant can produce more of Model-T without any reduction in the production of Model-A; thus cost is zero. Therefore, capacity represents how much of the Model-A must be reduced for a given increase in production of the Model-T. This ratio of costs can be determined using curve slopes at different points on the curve.
As shown in Figure 2 , as the production of Model-T rises (or falls) the production of Model-A may fall (or rise). The production of one variable may determine the production of the other, but there is no explicit formula for one in terms of the other such that A=f(T) or T=f(A). This is because of the fact that our definition of capacity may result in a multi-valued function. Thus, the capacity curve can be represented by an implicit function: The slope, A'(t i ), at a point (t i , a i ) is given by the partial derivative of the one model production with respect to the other model production. It numerically describes the rate at which output of one model is reduced to increase the output of the other model(s) and vice versa. Again, unless the curve is straight line, the rate varies all along the curve resulting in a multiple-valued function. Capacity curves are generated by measurement. But with sufficient experiments using them to model systems they also have the potential to form the basis of analytical analysis. One reason for the variable cost rate along the curve is that heterogeneous resources includes quantization effects such as workers cannot finish a product in the remaining time of their shift. Further, integrating different quantities of different model types onto heterogeneous production resources incurs different amount of overhead that impacts the measured production, due to starvation that arises because of the existence of other pipelines sharing the same inventories. Interestingly, capacity determines the cost of integrating more of one model type on the production of the other model type(s), which is something cannot be displayed using a single performance score. Various numerical methods exist for solving implicit functions. Later on in this paper we introduce our own analysis.
Here, we used only two-model example for simplification, necessary for graphical analysis. The example can be generalized to the n-model case using n-D analysis. The tradeoff between the production of different types of commodities in an economic system has been investigated using Pareto optimality [5] . Next, we contrast our definition of capacity with the concept of Pareto optimality.
Capacity vs. Pareto
We show how capacity is different than Pareto using the same automobile plant example. We first define Pareto optimality for the above automobile plant example consisting of two assembly lines, L T and L A , which produce two automobile models; Model-T and Model-A. The outputs of the two automobile models that may be produced by the plant are:
where L i j is a pipeline originally designed to produce automobiles of type i but can also be used to produce automobiles of type j. A and T production functions can be simply thought of as the allocation of the assembly lines to produce different quantities of different model types and are assumed to be increasing. In other words, allocating more assembly lines to produce specific model type increases the production of that model.
Given an initial combination of output models, a change in the allocation of input models to resources that makes at least one output model better off without making any other outputs worse off is called a Pareto improvement. A combination is defined as Pareto efficient or Pareto optimal when no further Pareto improvements can be made. Thus, for the production of the two automobile models to be Pareto efficient we require that we cannot increase the production of one model such that more of one is produced without giving up some of the other. Alternatively expressed as:
where T * is the level of production of that model which must not be reduced. This is a multi-objective optimization problem that can be solved mathematically using the method of Lagrange. By doing so, we get from this analysis that the slope of both curves, A and T, must be equal at a Pareto efficient point. Each curve represents a relationship between the production of one type and an optimization function such as utility of labor or capital.
Note that in order to achieve the maximum of function A, T * should be zero and this is the definition of throughput in the production of automobiles in assembly lines where individual production types are evaluated, resulting in a single unit of performance. This is analogous to performance evaluation of computer systems where computer architects evaluate performance using parallel programs. Each program can be multithreaded but runs individually and so its overall rate of execution is evaluated. Similarly, microarchitects identify the maximum throughput, usually using a common work unit such as instructions per cycle. These maximums can be used to compare different architectures or an average value can be generated. In contrast to our capacity metric, throughput is distilled into single score values using a common work unit. Missing from throughput is not only the effects of combining different production types on the same plant, but also cause and effect analysis. Further, throughput is presumed to be invariant over arbitrary time intervals. By contrast, capacity surfaces can change with interval size, as the relationships between types produced by a given plant can change with the period of time over which production is evaluated. For illustration, consider the plant example in Figure 1 (a). We use the same fixed plant resources to generate an alternative configuration. Here, assume that the production of Model-T assembly line has been improved by deploying more workers to produce six Model-T automobiles an hour, and can also be used to produce only two Model-A automobiles an hour. Since the number of workers is fixed, the Model-A assembly line can now produce only four Model-A automobiles an hour, and can also be used to produce only two Model-T automobiles. Figure 3 portrays the differences between Pareto efficiency and our capacity metric. Figure 3(a) shows Pareto curve as a relationship between design configurations such as the production capabilities of individual assembly lines and the production of the two automobile models. Each point on the curve is Pareto efficient and represents a different plant configuration. Therefore, the performance of each plant design is distilled into one single point (K A , K T ). Note that the performance metric in Pareto is automobiles, so this point can be averaged in order to come up with a single score for each plant design. Interestingly, since each design is represented by only one single production value, the output curve is concave, assuming the gradual re-allocation of workers from Model-T to Model-A results in a gradual decrease in the production of Model-T while Model-A increases. Figure 3 (a) also shows the mechanism behind Pareto optimality. It shows that each model type is individually produced by plant configuration, P i , and the output is represented using a common type that is automobiles. shows capacity curve as a relationship between the production of the two automobile models. In this case, each plant configuration is represented by a separate curve. Figure 3 (b) includes all production possibilities of the same design for two different plant configurations. Note in capacity curves, different sets of production possibilities or modes have different magnitudes and curve types; convex, concave or straight line, in contrast to the Pareto production curve in Figure 3 (a), which shows a regular shape over all production combinations. This is due to the fact that capacity includes all production possibilities in the same design. It includes the cost of increasing the demand for one model type on the production of the other model type(s). And this requires that both model types simultaneously compete for plant resources, as shown in the bottom part of Figure 3(b) .
Note that also on the curves of Figure 3(b) we contrast capacity curves with throughput. Throughput is shown as a straight line (a plane in higher dimensions). It connects the maximum production points of individual models. This straight line represents the average production of this plant over a presumed common work unit for the heterogeneous production types. For example, the unit "automobiles" could be used instead of specific units for Model-T and Model-A. This average results in a linear relationship as production of Model-T and Model-A are varied. This correctly models the production of completely independent channels in a decoupled system, but it does not capture the relationships of different production types as they access the common (shared) plant resources. In the experiments section, we show many directly measured capacity curves that do not result in linear relationships as demand for different production types varies. Accordingly, for a given set of production values, any linear relationship will either underestimate the true capacity of a given plant, or it will overestimate what the plant is capable of.
In summary, capacity includes the relationship between different production types that can be produced by a given plant or design. Thus, it tells which design is better at what range of production possibilities (or modes) and by how much. For example, the production of Design I is two times that of Design II when an intermediate mix of Model-T's and Model-A's is needed. If the production of Model-T is prioritized, Design I achieves 33% more production than Design II, while Design II achieves 33% more production when Model-A is prioritized. Whereas, Pareto models the impact of (design) variables on what is presumed to be a prefixed relationship between models being produced. Thus, it only tells which design is better at a specific combination of production types. Further, it cannot answer the question: can this plant satisfy the demand of N T Model-Ts and N A Model-As in so many days?, since it does not show the breakdown of performance for different combinations of multichannel input streams.
Further, capacity includes the effects on production of overhead, or resource sharing, as different production types compete for resources. Thus, capacity curves lend insight into the cost of combining different production types on a common set of resources. Capacity shapes reveal interaction of not only program and data, but the interaction of multiple data streams as they compete for access to resources on a CHM. Eventually, analytical techniques will be developed so that designers may better understand the origins of those inefficiencies and how designs may compensate for them. Next, we develop some fundamental forms of the capacity metric, in order to illustrate how capacity shapes can be used to better understand design for multi-type production.
Capacity Form
In this section, we introduce some fundamental forms of the capacity metric. Ultimately the capacity metric will have its greatest potential when capacity curves and surfaces can be developed and compared analytically. Consider some fundamental forms of the metric in Figure 4 where capacity measures the performance of two demand streams, or channels, JPEG and text processing, which might represent elements on webpages being processed by a single user on a mobile device. On the independent axis is the number of JPEG images to be processed (or "JPEGs") and on the dependent axis is a number of text files. Note that the dependent and independent axes are interchangeable, one production, P, can be considered to be a function of the other, or
P(text)=f1(P(JPEG)) and P(JPEG)=f2(P(text)).
The functional relationship between the maximum processing potential of different input channels describes the capacity of a CHM. We describe some idealized forms that this functional relationship can take on for single and dual core CHMs that process the two channels of text and JPEG. First, consider the capacity of a single core (uP) system that ideally processes unlimited combinations of text and JPEG -there are no quantization effects and there is no penalty for switching from processing one type of input to the other. The capacity of this ideal uP is shown on the figure as 1core_dynamic_zero_overhead (1dz), which is a straight line, formed between two maximums. The maximum of each type is the throughput when the core is always processing only that type. The production of the two demand streams on the idealized single core design is related by a constant, P(text) = C*P(JPEG), where C = max(JPEG)/max(text)= J/X. This constant-value relationship is a consequence of the idealized resource sharing and quantization effects as the system switches between processing different combinations of inputs.
Figure 4: Capacity curves for different designs
Next, consider a homogeneous two-core processor in which tasks are mapped to restricted cores -for example, one core processes only text and the other processes only JPEG imagesand this processing is completely decoupled. Figure 4 shows the capacity for this system, 2core_static_decoupled (2sd), as two straight lines which are parallel to each axis and terminate at a point; (max(JPEG), max(text)) or (J,X). This point is the maximum production of each core for each input type, which is the same as the processing potential of the single core on that type in the absence of any demand for processing of the other type of input. The lines are independent of each other because there is no relationship between the production of JPEG and text since each has 100% of its own processor resource and there is no sharing of any resources in this ideally decoupled system. This system has exactly double the capacity of the single uP system. It has two cores of the same type compared to the single uP system and the total area in the box doubles that of the straight line of the single core system. In each of these systems, throughput can be used to model the essential features of the overall system capacity. In the 1dz system, the two streams can be combined and averaged. In the decoupled system, throughput can be used to model the maximum production of completely independent channels. The capacity of real systems, however, must include the effects of sharing resources such as communications networks, schedulers and memories as multiple cores come together to form a system.
A more realistic capacity curve is 2core_static_coupled (2sc), where input channels are presumed to be statically mapped to processor resources, but there is some cost due to resource sharing. This shape asymptotically approaches the ideal boxed area of the two-core decoupled system of 2sd, and the measure of the penalty, or overhead, due to coupling is captured in how far the curve deviates from the ideal boxed shape. Several works in communication systems address the identification of the curve knee [6] -resource sharing can be considered to be analogous to communications sharing. Processing of one channel type is a function of the actual demand for the processing of the other channel type, however, in this case, the relationship does not result in a straight line. Rather, a convex curve is shown, in which there is a single mode -and all effects of resource sharing can be considered to be lumped into this single mode for the purposes of this illustration. For now, the presumption of homogeneity in both the cores and the effects of resource sharing on the different input types serve to keep this analysis simpler, since it results in symmetric curves.
Next, consider another idealized CHM in which the input streams can be dynamically mapped to either of two processor resources as the curve, 2core_dynamic_zero_overhead (2dz). Again, the production of the two demand streams can be related to each other by the constant, C. Now, the capacity of the two core system can be considered to be double the capacity of the single core system (1dz) -once again, a highly idealized situation. The combination of the two cores is capable of processing double the demand of each input type taken individually, and all points inbetween. As scheduling and resource sharing becomes less ideal, a system such as 2core_dynamic_coupled (2dc) results. Here, the system can process maximums for each input type which are the same as for the idealized two core system. But now, as different combinations of inputs are considered, the system shows capacity less than the ideal 2dz system because of the effects of sharing resources in the coupled CHM. A single modal, concave shape is shown for the 2dc curve, reflecting a maximum amount of overhead penalty when the different input streams are balanced. This reflects penalties due to task migration -the same design feature which facilitates greater potential to process situations where the inputs are less balanced, at the extremes, produces its greatest penalty when the inputs are most balanced.
The curves of most interest are the 2sc and 2dc curves, because they include effects of system coupling. The 2sc curve is convex while the 2dc curve is concave. Also, the maximum values that can be processed for unbalanced loads differ considerably. There is information in both the values and the shapes of the curves, information that can be related to some observations about the overall system organization. As analytical understanding of the shapes of capacity curves progresses, we expect to find additional relationship between system characteristics and the sizes and shapes of capacity curves -what design features lead to: different extremes for unbalanced loads, convex and concave shapes for capacity curves, multiple modes as multiple overheads interact, and asymmetry for heterogeneous cores and overheads. These will be the basis future analytical reasoning about capacity curves. In the remainder of this paper, we show how capacity curves can be analyzed and how experimental generation of the capacity metric can be used to compare different CHMs. In the experiments section we quantify the amount of performance gains that can be expected over that of traditional design.
Capacity Metric Analysis
As illustrated in section 3.3 where fundamental shapes of the capacity metric are discussed, the overall magnitude capacity metric differs according to the flexibility of the scheduler. In general, the more chip-level schedulers have the flexibility to schedule tasks on any resource in the system, the higher the magnitude of the capacity curve when loads are unbalanced. Thus, magnitude can be thought of as a means of measuring scheduler flexibility. The overall shape of the curve/surface, whether it is more convex or concave, can be thought of as a measure of the way the system handles load balance. In general, the more convex a curve/surface is, the more the system is suited to handle balanced loads and the more concave a curve/surface is, the more it is suited to handle unbalanced loads. If a curve/surface is more linear, it can approach an ideal system. However, this can also reflect a system that is lightly loaded, since it can so easily handle any load that is presented to it.
The 2-D capacity curves we showed in section 3.3 all had only single modes -there was only one peak in the curves. However, in general capacity curves/surfaces will have multiple modes. We show examples of multimodal curves in the experiments section. These modes result when there is a cancellation effect of one design feature with another. For example, burst width can facilitate an unbalanced system, while a certain processor core type can facilitate a balanced system, but these effects do not cancel out perfectly. Thus, there may be multiple peaks, or modes, in the capacity curve/surface. Modeling and understanding these effects are some of the most important concerns of single user, multicore designs, since maximum performance is often only achieved when designers have better understanding of how specific design decisions interact. Finally, the slope defines the cost of increasing the demand for one model type on the production of the other model type(s). This is an important feature that gives the designer the ability to tradeoff not just between design choices but also between the usage preferences. In addition to these features, we will explore the potential for others.
Related Work
Considerable prior work exists in metrics and evaluation of workloads and multicore computing. Although prior work has called upon the need to develop new performance metrics [2] , none has considered the development of new metrics to model the performance of a CHM that processes a multichannel workload.
Alameldeen and Wood argue for simple work-related metrics [7] . However, these metrics accurately predict performance only if the unit of work is representative of the entire system functionality, and which is not the case when multichannel inputs implicitly carry different units of work. Kumar et al. evaluate the throughput of CHMs by increasing each application type until it reaches the maximum [8] . The overall throughput is then evaluated by finding the average score of the individual throughput scores. But averaging implies a functional overlay of the way different demand streams will be combined that can obscure the variety of situations a real system can encounter. Skadron et al. pointed out that average values used for many current systems that run multiple processes simultaneously (such as average IPC) conceal bursty behavior and can therefore be misleading by aggregating underestimates and overestimates [2] . Hill and Marty developed a speedup model of multicore hardware resources to complement Amdahl's software model, but assume that the input is a single channel [9] . SPECRate is also a single valued metric [10] .
Prior work has also examined the throughput of Simultaneous Multithreading (SMT) and CHM architectures using both parallel programs as well as multiprogrammed workloads [11] , [12] , [13] , [8] . Both multiprogrammed and parallel workloads provide thread-level parallelism, but they access global resources, especially memories, differently. A multiprogrammed workload accesses caches more frequently because it does not share memory references across threads. Moreover, each thread has different phase patterns, making dynamic scheduling more complex unless it is statically mapped. In [8] , each thread type within the multiprogrammed workload is statically mapped to a specific core, but this makes multiprogrammed workloads less likely to compete for processing resources. Evaluating computer architectures using multiprogrammed workloads is different than our evaluation for capacity metric because the number of threads of different types is fixed and the execution time is not limited by a time window that is perceived by the user. In parallel applications [14] , [15] , [16] , all threads share memory references and have similar phase patterns because they share the same program code. This may create bottlenecks in global resources. Note that parallel programs do not model heterogeneous, multichannel workloads. Traditionally, throughput could be used to model these classes of parallelism, because the similarity between elements of the parallel computation permitted evaluation to take place over a common work unit. However, in modern computer systems with multiple, diverse production streams that persist in the computer over long period of time, the differentiation in the types of production requires evaluation and analysis to consider the effects of workload heterogeneity. Next, we show many directly measured capacity curves that do not result in linear relationships as demand for different production types varies. We quantify the amount of performance gains that can be expected over that of traditional design.
Experiments
We used The Modeling Environment for Software and Hardware (MESH) simulator [17] , which permits performance evaluation when threads execute on heterogeneous multicore models using a variety of custom schedulers. MESH explores CHM design above the level of the instruction set simulator (ISS), where designers manipulate threads, processors, scheduling, and communications strategies instead of instructions, functional units, and registers. MESH has been previously shown its ability to enable designers to evaluate the performance effects of design trade-offs in the numbers and types of processors and communications resources (memory arbitration and network-style protocols), the scheduling decisions, and the software tasks (arrival time and complexity) on the overall performance of CHM systems. MESH has also been previously proven accuracy typically within 10 percent of ISSlevel simulations, but executes two orders of magnitude faster.
Experimental Setup
Three different processors were chosen because of the diversity of the computational capabilities and area requirements: Philips PNX1700 is a media processor (M), Blackfin533 is a DSP processor (D), and the ARM926EJ-S is a general-purpose processor (G). While our target implementation is a single-chip heterogeneous multiprocessor with a fixed area budget, the processor cores we modeled are meant to represent different categories of types, not necessarily those that would be used on a CHM.
Within a fixed area, we generated four different architectures as combinations of number of processors, type of processors and L2-cache sizes. For simplification, the architecture used in this paper connects processors via a traditional bus. The bus model can be replaced by a Network on Chip (NoC). Our model parameters are: (4) two chip-level schedulers. A dynamic scheduler that maps tasks to the best available processors, permitting task migration, and a static scheduler that maps each task to a specific processor(s) specified at design time and does not allow task migration. We modeled these schedulers in MESH. Further, we modeled three types of demand streams; JPEG, Text and Frames, each with different working set sizes. Finally, capacity is measured during two time intervals, I: half second and one second. In general, the time interval will affect the shape of the capacity curves, since the balance of processing is subject to change. The total number of design choices is 72.
The relative performance for each task on each processor is done through application profiling. We extend Sim-Profile [18] of SimpleScalar to extract the number of cycles for each application. Sim-Profile profiles each application when runs on a different processor type. The complete process of profiling applications starts with an off-the-shelf piece of C code taken from existing benchmarks such as MiBench [19] and MediaBench [20] . The designer must first identify where annotations need to be inserted in the code. We insert annotations at the end of every loop and in every path of the branch to capture the control flow of the application and to ensure that the number of cycles elapsed between annotations stays the same, regardless of the input data set.
Overhead Modeling
Overhead is an important factor in the evaluation of multiprocessor designs, and we include it in our models. We model the overhead due to: (1) gathering global chip state, (2) evaluating and sending scheduling decisions, (3) bus contention, (4) cache memory misses, and (5) task migration.
The architecture used connects processors via a 32-bit wide 200-Mhz bus. In order to capture the effects of contention on the chip level scheduling overhead and overall system performance, the usage of the system bus was carefully modeled. Since the bus is designed to primarily move large continuous amounts of data between the processors and the memory, it operates within a burst mode. The burst mode allows a processor to gain bus access for multiple cycles, allowing the arbitration for the bus to occur much less frequently. Our simulations perform bus arbitration every 50 bus cycles. The bus is used every time a task needs to access memory. It is also used once that one task completes its work and must pass on its output data to a task residing on a different processor. This also happens during task migration. Finally, the bus is used every time the chip level scheduling must gather global chip state or send the task mapping decision out from the central controller. Bus contention not only affects the latency of individual tasks, it also interferes with the chip level scheduling. We take all of this into account when analyzing the scheduling overhead. Even though the scheduling task has the highest priority on the bus, it still has to wait up to 50 cycles for the current bus burst to complete. Since our bus operates in burst modes of 50 cycles, we make an assumption that one burst is enough to transfer the global chip state of one processor to the scheduling master (50 cycles * 32 bits = 200 bytes.)
To ensure fair arbitration, the bus uses a simple lottery-based arbitration strategy outlined in [21] which is implemented within a hardware arbiter. Scheduling decisions are given highest priority, since they do not use the bus for very long, but can be a bottleneck to other work being done in the system.
MESH is also capable of evaluating contention effects on overall system performance, allowing the designer to fully explore the impacts of various design changes very quickly. In MESH, once a shared resource access is reached, a heavyweight annotation must be inserted, forcing an expensive context switch to other processors to determine contention [17] . We chose to model task migration by simply aborting and restarting the task to be migrated. Milojicic et al. note that aborting and restarting small tasks requires less overhead than moving the rest of the task execution [22] . This requires task state rollback which is implemented in MESH kernel [23] . We use a full address traces taken from an ISS to generate metrics that describe the memory behavior of individual program fragments in the concurrent application set. These metrics are annotated into the original source code, then this code and the hardware architecture are executed in the MESH simulator. The simulator can then find the cache behavior for each architecture when executing concurrent applications. The proposed per fragment metric, introduced in [24] , is a derivative of stack distance histograms.
Results and Discussions
In this section, we include and discuss several sets of experimental results. In our experiments, we evaluate the performance of different CHMs, discussed in section 5.1, using our capacity metric. We first focus only on two inputs, JPEG and text. We generated all capacity curves of all designs, totally 72 different CHM designs. We show some of these curves to give insight about the cause and effect of different design parameters on the system capacity. While viewing these curves we classify them based on patterns. Figure 5 shows two capacity curves of a CHM differentiated by increasing the bus burst width from 16B (B1) to 32B (B2). The CHM consists of 2G, 4D, and 6M processors and 128K of L2-cache memory. Each processor has its own L1-cache memory. In this CHM, as the bus's burst width is changed from 16B (B1) to 32B (B2) the system changes from favoring balanced loads to unbalanced loads, similar to the difference between the concave and convex shapes of the 2dc and 2sc curves discussed previously. The B2 curve is the more ideal shape for the overall design goals since task migration is included, but the burst width impeded this result unless it was great enough. Figure 6 shows two capacity curves for two different architectures (Arch2 and Arch3). In Arch3, we increased the number of GPP and Media processors, while reducing the number of DSPs. Note that adding this feature favors text and JPEG but not their mix. The slope of the capacity curve of Arch2 drops faster than that of Arch1. DSP processors have medium performance for processing both text and JPEG thus they perform better than GPP and Media when a mix of text and JPEG is being produced. In Figure 7 we show the effects of increasing the number of Media processors, while reducing the number of DSPs. The figure shows two capacity curves for architectures: Arch3 and Arch4. Compared to Arch4, the number of Media processors in Arch3 has increased by two times, while reducing the number of DSPs by the half. Note that adding this feature favors JPEGs but not text since Media processors perform better than DSPs in JPEG processing but worse in text processing. Note that the two curves differ not just in terms of magnitudes but also shapes. The slope of the capacity curve of Arch3 drops slower than that of Arch4 resulting in a convex shape.
Figure 7: Capacity when more Media processors added and
DSPs are reduced Figure 8 shows the capacity of the CHM of Figure 5 when the overall communication bandwidth increases. C1 is 0.4GB/s and C2 is 1.2GB/s. In each case, the system approaches the straight line of an idealized system even though the processing of input channels is coupled via competition for global resources such as schedulers and memories. The two curves in this figure overlap at the beginning and then diverge. This asymmetry results because communications capacity affects JPEG more than text. With respect to a given amount of text processing, JPEG processing can be considered to be internally I/O bound more than text is with respect to a fixed amount of JPEG processing. However, if the region of interest over which the two CHMs are being evaluated is limited to the maximum number of text and a small number of JPEG inputs, the two systems do not differ. In general, capacity curves will be asymmetric. The asymmetry arises from the heterogeneity of both the input and the architecture. Figure 9 shows the capacity of the CHM of Figure 5 when the cache size increases by 1.5 times. As a consequence, the chip area has increased. The Figure shows too little improvement in capacity since the selected working set sizes of the text and JPEG tasks are small. However, this feature favors JPEGs more since their processing can be considered to be internally I/O bound more than text processing. In the next Figure, we consider increasing the cache size at the expense of the number of processors on chip. Figure 10 shows two capacity curves for two different architectures (Arch1 and Arch2) differentiated by increasing the cache size from 128K to 192K at the expense of the number of processors on chip. Interestingly, the capacity of both architectures to produce only text files is the same then the curves diverge significantly. In general, Arch2 shows major performance improvement because the selected size of working data sets of tasks is larger. Thus, the increase in the cache size helps in improving the performance. Note that in the case of producing text only, increasing the cache size does not result in any improvement since the working set size of text files is already smaller than JPEGs. Again, increasing the cache size favors the production of task types with larger working data sets. Figure 11 shows that both schedulers resulted almost in the same capacity curves because the working set size is small and this in turn makes task migration occurs less. In contrast, when using larger working size sets, the dynamic scheduler outperforms the static scheduler especially when more of JPEGs are produced, as shown in Figure 12 . Note that other results (not shown) show that communication bandwidth, cache size and burst width significantly impacts the performance of dynamic schedulers. Figure 13 shows the capacity when the time window in which we measure capacity is doubled. Note that doubling the time window does not result in double capacity because of the overhead generated due to resource sharing and running heterogeneous concurrent tasks. Note in the Figure that 
Experiments Summary
The experimental results, shown in this section, represent different forms of capacity curves. These curves give the designer the ability to understand the effects of adding architectural features on the performance of a computer system that simultaneously processes (produces) multiple output streams. Significantly, these curves do not result in linear relationships as demand for different production types varies. Distillation of rates of production over multiple production types to a common work unit -such as automobiles, instructions, tasks or programs, results in a linear relationship as rates of production of more specific types within those categories varies. But if a straight line was superimposed on any of our capacity curves, the real capacity of the plants (designs) being examined will either underestimate the true capacity of a given plant for a given set of production values, or it will overestimate what the plant is capable of.
For each design, Pareto optimization or throughput can only show the maximum production of individual tasks in the form of a vector or single value that is generated by taking an average. For example when throughput is evaluated using a common work unit such as Instructions per Second (IPS) which can lead to erroneous insight. For example, in Figure 5 , if the maximum production of each type is only considered, the capacity curve of B2 is better than that of B1. Note this is not true when we consider specific combination(s) of tasks that maybe most important to the end user of the design. For example, for an intermediate mix of tasks, the curve of B1 shows better capacity than in B2.
Addressing Higher Dimensionality
The capacity metric results in a surface with n dimensions modeling the interaction of n multichannel streams as they compete for resources. Surface analysis will be done in order to extract features in a feature vector. Feature analysis is necessary in order to give insight to designers about the cause and effect of design features in a CHM, to include processor choice, communications design and scheduler decisions. Future systems are expected to have many channels of inputs and graphical comparisons of the capacity metric will not scale beyond three dimensions. While the breakdown of performance into multichannel input streams is required in order to understand how real user demand affects the design of CHMs, this breakdown must ultimately result in a means by which numerical analysis can be used as a basis of comparison for performance.
Figure 14: 3-D Capacity surfaces
When a CHM is evaluated for its ability to process n channels of input, a n-D capacity surface results. Figure 14 shows two different views of two 3-D capacity surfaces that result when the same heterogeneous CHM (Arch1) is differentiated by increasing the bus burst width from 16B (B1) to 32B (B2) and is evaluated for its ability to process one more demand stream -"frames" such as in Macromedia Flash. Note that the shapes of the curves on the JPEG-Text plane are not the same as the previous capacity curves, even in the absence of the frames channel. The presence of the ability to process an additional input stream results in overhead, even in the absence of data on that input stream. The convex and concave shapes in the Text-Frames plane, shown in Figure 14(b) , suggest that the system changes from favoring balanced loads to unbalanced loads, with respect to frames and text. But Figure  14 (a) suggests that the processing of text with respect to a variety of combinations of JPEG and frames takes on a more idealized, linear, shape, regardless of burst width. The JPEG-Frames plane (not included) shows asymmetry in system capacity curves. All of the shapes suggest that multiple factors contribute to a less than ideal shape, overall. In general, the more factors affect the interaction of multichannel inputs, the less regular the resulting capacity curves will be, and the more modalities will contributes to those irregularities.
For future analysis of capacity surface shapes, we propose the development of a feature vector that includes the significant aspects of the way a given CHM architecture handles specific loading combinations. This feature vector initially includes four elements: [Magnitude, Convex/concavity, Modes, Slope], described in section 3. These features can be identified using discrete curvature analysis of space curves [25] . The curvature value by itself defines the direction or slope, magnitude and shape for a specific production mode. By identifying these features in the capacity curves of systems, we will be able to use capacity curves to analyze the significant features of CHMs. Future systems are anticipated to have many input streams, resulting in capacity curves of higher dimensions that cannot be seen by graphical techniques. By establishing a feature vector, we intend to facilitate analysis of these higher-dimension surfaces. However, more techniques will be required to deal with higher dimensions. Techniques such as Sammon Mapping [26] have been used to transform higher dimensional search spaces into smaller ones. We will also explore the use of Kiviat diagrams [27] to facilitate depiction of the capacity metric in higher dimensions.
In computer architecture, little research has been undertaken on visualization of simulation data in exploring alternative architectural solutions, since computer architects usually distill the performance of different architectures into single values. The work of [28] , [29] provides advanced and generic visualization support, but tries to do so for a wide range of computer system related information which may not necessarily be applicable to computer architecture simulations and in particular to design space exploration. Tools that can be used to explore an n-dimensional performance data [30] aim at the clustering and reduction of multidimensional performance data [31] . In [32] , an interactive visual tool is presented to visualize the results from system-level design space exploration experiments. The simulation results are visualized using a coordinated, multiple-view approach which enables users to understand the information through different perspectives. It is possible to compare different design points with respect to various characteristics and gain more insight in the performance landscape of the design space. We will investigate these techniques in subsequent work on capacity and also other techniques that are used to reduce the dimensionality of a space.
Conclusions
We introduced a capacity metric to evaluate the performance of Chip Heterogeneous Multiprocessors (CHMs) that simultaneously process heterogeneous outputs. Our metric is motivated as the successor to throughput via an analogy to automobile pipelines that produce single types of cars as compared to the capacity of plants that produce multiple types of cars, using multiple pipelines. We illustrate some fundamental capacity forms and show how they may be used as the basis for evaluation and analysis of capacity curves generated via measurement. Our capacity curves are experimentally generated via measurement and are not linear. Thus we show that distillation of multi-type production over a given plant (design) to a common work unit, an average, precludes the designer from identifying cases where the system has more capacity than the average or cannot meet the predicted average production -where the non-linear curves rise above or fall below the straight line (average) that results when a common work unit for throughput is used. Our goal is to motivate the development and use of the capacity metric for performance evaluation of modern CHMs, specifically, we advocate investigation into how shapes of capacity curves can be used to classify systems and identify how features of designs can be manipulated in order to change the shape of the capacity curves.
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