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Abstract
The fusion rules for the vertex operator algebras M(1)+ (of any rank) and V +L
(for any positive definite even lattice L) are determined completely.
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1 Introduction
In this paper we study orbifold vertex operator algebras M(1)+ and V +L for a positive
definite even lattice L. The vertex operator algebra V +L (see [FLM]) is the fixed point
subalgebra of the lattice vertex operator algebra VL under the automorphism lifted from
the −1 isometry of the lattice and the vertex operator algebra M(1)+ can be regarded as
a subalgebra of VL. The vertex operator algebra V
+
L in the case that L is the Leech lattice
was first studied in [FLM] to construct the moonshine module vertex operator algebra V ♮
which is a direct sum of V +L and an irreducible V
+
L -module in [FLM]. This construction
was extended to some other lattices in [DGM].
Previously, the vertex operator algebras M(1)+ and V +L have been studied extensively
in the literature. The irreducible modules for both M(1)+ and V +L have been classified
in [DN1]–[DN3] and [AD]. If L is of rank 1, the fusion rules for these vertex operator
algebras have been also determined in [A1] and [A2]. In this paper we determine the
fusion rules for general M(1)+ and V +L . It turns out that all of the fusion rules are either
0 or 1.
The fusion rules for M(1)+ are obtained in the following way. First we construct
certain untwisted and twisted intertwining operators which are similar to the untwisted
and twisted vertex operators constructed in Chapters 8 and 9 of [FLM]. The main problem
is to find the upper bound for each fusion rule. In order to achieve this we use a general
result about the fusion rules for a tensor product vertex operator algebra to reduce the
problem to the case when the rank is 1. Applying the fusion rules obtained in [A1] we
get the required upper bound. In particular, the constructed intertwining operators are
the only nonzero intertwining operators up to scalar multiples.
The determination of fusion rules for V +L is much more complicated. The main strategy
is to employ the results (on fusion rules) for M(1)+. (Notice that M(1)+ is a vertex
operator subalgebra of V +L and each irreducible V
+
L -module is a completely reducible
M(1)+-module.) First, we show that the fusion rules of certain types are nonzero by
exhbiting nonzero intertwining operators. Then we prove that the fusion rules for V +L are
either 0 or 1. Observe that the intertwining operators constructed in [DL1] for VL restrict
to nonzero (untwisted) intertwining operators for V +L .We then construct certain (nonzero)
intertwining operators among untwisted and twisted VL-modules and again restrict to
nonzero (twisted) intertwining operators for V +L . The main difficulty is in proving that
the constructed intertwining operators are the all nonzero intertwining operators. This
is achieved by a lengthy calculation involving commutativity and associativity of vertex
2
operators.
As an application of our main result we show that if L is self dual and if V +L extends
to a vertex operator algebra by an irreducible module from the (unique) twisted VL-
module, then the resulted vertex operator algebra is always holomorphic in the sense that
it is rational and the vertex operator algebra itself is the only irreducible module. The
moonshine module vertex operator algebra is such an extension for the Leech lattice and
thus it is holomorphic (this result has been obtained previously in [D3]). It is expected
that the main result will be useful in the future study of orbifold conformal field theory
for L not self dual.
The organization of the paper is as follows. Section 2 is preliminary; In Section 2.1
we recall definitions of modules for vertex operator algebras, and in Section 2.2 we review
the notion of intertwining operators and fusion rules and we also prove that fusion rules
for a tensor product of two vertex operator algebras are equal to the product of fusion
rules for each vertex operator algebra. In Section 3.1, we present the construction of
vertex operator algebras M(1)+ and V +L and their irreducible modules following [FLM].
The classifications of irreducible M(1)+-modules and irreducible V +L -modules given in
[DN1]–[DN3] and [AD] are also stated here. In Section 3.2 we identify the contragredient
modules of irreducibleM(1)+-modules and V +L -modules. This result is useful to reduce the
arguments to calculate fusion rules. In Section 4 we determine the fusion rules for M(1)+
completely. The nontrivial intertwining operators among irreducible M(1)+-modules are
constructed in Section 4.1, and it is proved that all of the fusion rules are either 0 or 1.
Throughout the paper, Z≥0 is the set of nonnegative integers.
2 Preliminaries
2.1 Vertex operator algebras and modules
In this section we recall certain basic notions such as the notions of (weak) twisted module
and contragredient module (see [FLM], [FHL], [DLM3]).
For any vector space W (over C) we set
W [[z, z−1]] =
{∑
n∈Z
vnz
−n−1
∣∣∣∣∣ vn ∈ W
}
,
W ((z)) =
{∑
n∈Z
vnz
−n−1
∣∣∣∣∣ vn ∈ W, vn = 0 for sufficient small n
}
,
W{z} =
{∑
n∈C
vnz
−n−1
∣∣∣∣∣ vn ∈ W
}
.
We first briefly recall the definition of vertex operator algebra (see [B], [FLM]). A
vertex operator algebra is a Z-graded vector space V =
⊕
n∈Z V(n) such that dimV(n) <∞
for all n ∈ Z and such that V(n) = 0 for n sufficiently small, equipped with a linear map,
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called the vertex operator map,
Y ( · , z) : V → (EndV )[[z, z−1]], a 7→ Y (a, z) =
∑
n∈Z
anz
−n−1.
The vertex operators Y (a, z) satisfy the Jacobi identity. There are two distinguished
vectors; the vacuum vector 1 ∈ V(0) and the Virasoro element ω ∈ V(2). It is assumed that
Y (1, z) = idV and that the following Virasoro algebra relations hold for m,n ∈ Z:
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δm+n,0cV , (2.1)
where Y (ω, z) =
∑
n∈Z L(n)z
−n−2 (=
∑
n∈Z ωnz
−n−1) and cV is a complex scalar, called
the central charge of V . It is also assumed that for n ∈ Z, the homogeneous subspace
V(n) is the eigenspace for L(0) of eigenvalue n. We say that a nonzero vector v of V(n) is
a homogeneous vector of weight n and write wt(v) = n.
Let V be a vertex operator algebra, fixed throughout this section. An automorphism
of vertex operator algebra V is a linear isomorphism g of V such that g(ω) = ω and
gY (a, z)g−1 = Y (g(a), z) for any a ∈ V . A simple consequence of this definition is
that g(1) = 1 and that g(V(n)) = V(n) for n ∈ Z. Denote by Aut (V ) the group of
all automorphisms of V . For a subgroup G < Aut (V ) the fixed point set V G = {a ∈
V | g(a) = a for g ∈ G} is a vertex operator subalgebra.
Let g be an automorphism of vertex operator algebra V of (finite) order T . Then V
is decomposed into the eigenspaces for g:
V =
T−1⊕
r=0
V r, V r = { a ∈ V | g(a) = e−
2πir
T a }.
Definition 2.1. A weak g-twisted V -module is a vector space M equipped with a linear
map
YM : V → (EndM){z},
a 7→ YM(a, z) =
∑
n∈Q
anz
−n−1 (where an ∈ EndM) ,
called the vertex operator map, such that the following conditions hold for 0 ≤ r ≤
T − 1, a ∈ V r, b ∈ V and u ∈M :
(1) YM(a, z)v ∈ z
− r
TM((z)),
(2) YM(1, z) = idM ,
(3) (the twisted Jacobi identity)
z−10 δ
(
z1 − z2
z0
)
YM(a, z1)YM(b, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
YM(b, z2)YM(a, z1)
= z−12
(
z1 − z0
z2
)− r
T
δ
(
z1 − z0
z2
)
YM(Y (a, z0)b, z2).
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A weak g-twisted V -module is denoted by (M,YM), or simply by M . When g = 1, a
weak g-twisted V -module is called a weak V -module. A g-twisted weak V -submodule of a
g-twisted weak module M is a subspace N of M such that anN ⊂ N hold for all a ∈ V
and n ∈ Q. If M has no g-twisted weak V -submodule except 0 and M , M is said to be
irreducible.
It is known (see [DLM2]) that the operators L(n) for n ∈ Z on M with YM(ω, z) =∑
n∈Z L(n)z
−n−2 also satisfy the Virasoro algebra relations (2.1). Moreover, we have the
L(−1)-derivative property
YM(L(−1)a, z) =
d
dz
Y (a, z) for all a ∈ V. (2.2)
Definition 2.2. An admissible g-twisted V -module is a weak g-twisted V -module M
equipped with a 1
T
N-grading M =
⊕
n∈ 1
T
NM(n) such that
amM(n) ⊂M(wt(a)−m− 1 + n) (2.3)
for any homogeneous a ∈ V and for n ∈ 1
T
N, m ∈ Q.
In the case g = 1, an admissible g-twisted V -module is called an admissible V -module.
A g-twisted weak V -submodule N of a g-twisted admissible V -module is called a g-twisted
admissible V -submodule if N =
⊕
n∈ 1
T
NN ∩M(n).
A g-twisted admissible V -module M is said to be irreducible if M has no nontrivial
admissible submodule. A g-twisted admissible V -module M is said to be completely
reducible if M is a direct sum of irreducible admissible submodules.
Definition 2.3. The vertex operator algebra V is said to be g-rational if any g-twisted
admissible V -module is completely reducible. If V is idV -rational, then V is said to be
rational.
Definition 2.4. A g-twisted V -module is a weak g-twisted V -module M which is C-
graded by L(0)-eigenspace M =
⊕
λ∈CM(λ) (where M(λ) = {u ∈ M | L(0)u = λu}) such
that dimM(λ) < ∞ for all λ ∈ C and such that for any fixed λ ∈ C, M(λ+n/T ) = 0 for
n ∈ Z sufficiently small.
In the case g = 1, a g-twisted V -module is called a V -module. A V -module M is said
to be irreducible if M is irreducible as a weak V -module. The vertex operator algebra V
is said to be simple if V as a V -module is irreducible.
Let M =
⊕
λ∈CM(λ) be a V -module. Set M
′ =
⊕
λ∈CM
∗
(λ), the restricted dual of M .
It was proved in [FHL] that M ′ is naturally a V -module where the vertex operator map,
denoted by Y ′, is defined by the property
〈Y ′(a, z)u′, v〉 = 〈u′, Y (ezL(1)(−z−2)L(0)a, z−1)v〉 (2.4)
for a ∈ V, u′ ∈ M ′ and v ∈ M . The V -module M ′ is called the contragredient module of
M . It was proved therein that if M is irreducible, then so is M ′. A V -module M is said
to be self-dual if M and M ′ are isomorphic V -modules. Then a V -module M is self-dual
if and only if there exists a nondegenerate invariant bilinear form on M in the sense that
(2.4) with the obvious modification holds. The following result was proved in [L]:
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Lemma 2.5. Let V be a simple vertex operator algebra such that L(1)V(1) 6= V(0). Then
V is self-dual.
2.2 Intertwining operators and fusion rules
We recall the definitions of the notions of intertwining operator and fusion rule from [FHL]
and we prove a theorem about fusion rules for a tensor product vertex operator algebra.
Definition 2.6. Let M1, M2 and M3 be weak V -modules. An intertwining operator
Y( · , z) of type
(
M3
M1 M2
)
is a linear map
Y( · , z) : M1 → Hom (M2,M3){z}
v1 7→ Y(v1, z) =
∑
n∈C
v1nz
−n−1
(
where v1n ∈ Hom(M
2,M3)
)
satisfying the following conditions:
(1) For any v1 ∈M1, v2 ∈M2 and λ ∈ C, v1n+λv
2 = 0 for n ∈ Z sufficiently large.
(2) For any a ∈ V, v1 ∈M1,
z−10 δ
(
z1 − z2
z0
)
YM3(a, z1)Y(v
1, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y(v1, z2)YM2(a, z1)
= z−12 δ
(
z1 − z0
z2
)
Y(YM1(a, z0)v
1, z2).
(3) For v1 ∈M1, d
dz
Y(v1, z) = Y(L(−1)v1, z).
All of the intertwining operators of type
(
M3
M1 M2
)
form a vector space, denoted by
IV
(
M3
M1 M2
)
. The dimension of IV
(
M3
M1 M2
)
is called the fusion rule of type
(
M3
M1 M2
)
for V .
The following result, which is given [FHL] and [HL], gives the following symmetry:
Proposition 2.7. Let M, N and L be V -modules. Then there exist canonical vector space
isomorphisms such that
IV
(
L
M N
)
∼= IV
(
L
N M
)
∼= IV
(
N ′
M L′
)
.
The following proposition can be found in [DL1, Proposition 11.9]:
Proposition 2.8. Let M i (i = 1, 2, 3) be V -modules. Suppose that M1 and M2 are
irreducible and that IV
(
M3
M1 M2
)
6= 0. Let Y( · , z) be any nonzero intertwining operator of
type
(
M3
M1 M2
)
. Then for any nonzero vectors u ∈M1 and v ∈M2, Y(u, z)v 6= 0.
Assume that U is a vertex operator subalgebra of V (with the same Virasoro element).
Then every V -module is naturally a U -module. Let M1, M2, M3 be V -modules and let
N1 and N2 be any U -submodules of M1 and M2, respectively. Clearly, any intertwining
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operator Y( · , z) of type
(
M3
M1 M2
)
in the category of V -modules is an intertwining operator
of type
(
M3
M1 M2
)
in the category of U -modules. Furthermore, the restriction of Y( · , z)
onto N1 ⊗ N2 is an intertwining operator of type
(
M3
N1 N2
)
in the category of U -modules.
Then we have a restriction map
IV
(
M3
M1 M2
)
→ IU
(
M3
N1 N2
)
,
Y( · , z) 7→ Y( · , z)|N1 ⊗N2.
Now, assume that M1, M2 are irreducible V -modules and M3 is any V -module (not
necessarily irreducible) and assume that N1 and N2 are nonzero U -modules, e.g., irre-
ducible U -modules. It follows immediately from Proposition 2.8 that the restriction map
is injective. Therefore we have proved:
Proposition 2.9. Let V be a vertex operator algebra and let M1, M2, M3 be V -modules
among which M1 and M2 are irreducible. Suppose that U is a vertex operator subalgebra
of V (with the same Virasoro element) and that N1 and N2 are irreducible U-submodules
of M1 and M2, respectively. Then the restriction map from IV
(
M3
M1 M2
)
to IU
(
M3
N1 N2
)
is
injective. In particular,
dim IV
(
M3
M1 M2
)
≤ dim IU
(
M3
N1 N2
)
. (2.5)
Let V 1 and V 2 be vertex operator algebras, let M i (i = 1, 2, 3) be V 1-modules and let
N i (i = 1, 2, 3) be V 2-modules. For any intertwining operator Y1( · , z) of type
(
M3
M1 M2
)
and for any intertwining operator Y2( · , z) of type
(
N3
N1 N2
)
, by using commutativity and
rationality one can prove that Y1( · , z) ⊗ Y2( · , z) is an intertwining operator of type(
M3⊗M3
M1⊗N1 M2⊗N2
)
, where (Y1 ⊗ Y2)( · , z) is defined by
(Y1 ⊗ Y2)(u
1 ⊗ v1, z)u2 ⊗ v2 = Y1(u
1, z)u2 ⊗Y2(v
1, z)v2
for ui ∈M i and vi ∈ N i (i = 1, 2). Then we have a canonical linear map
σ : IV 1
(
M3
M1 M2
)
⊗ IV 2
(
N3
N1 N2
)
→ IV 1⊗V 2
(
M3 ⊗M3
M1 ⊗N1 M2 ⊗N2
)
Y1( · , z)⊗Y2( · , z) 7→ (Y1 ⊗Y2)( · , z).
The following is our main theorem of this section:
Theorem 2.10. With the above setting, the linear map σ is one-to-one. Furthermore, if
either
dim IV 1
(
M3
M1 M2
)
<∞ or dim IV 2
(
N3
N1 N2
)
<∞,
then σ is a linear isomorphism.
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To prove this theorem we shall need some preparation. Denote by ωi the Virasoro
element of V i for i = 1, 2, and write
Y (ωi, x) =
∑
n∈Z
Li(n)x−n−2.
The following proposition is a modification and a generalization of Proposition 13.18
[DL1]. It can be also proved in the same way.
Proposition 2.11. Let V 1 and V 2 be vertex operator algebras and let W i (i = 1, 2, 3)
be V 1 ⊗ V 2-modules on which both L1(0) and L2(0) act semisimply. Let Y( · , x) be an
intertwining operator of type
(
W 3
W 1 W 2
)
for V 1 ⊗ V 2. Then for any h ∈ C,
x−L
1(0)PhY(x
L1(0) · , x)xL
1(0)·
is an intertwining operator of type
(
W 3(L2(0),h)
W 1 W 2
)
for V1-modules, where W
3(L2(0), h) is the
L2(0)-eigenspace of W 3 with eigenvalue h, which is naturally a (weak) V1-module, and Ph
is the projection of W 3 onto W 3(L2(0), h).
For a vector space U , we say that a formal series a(x) =
∑
n∈C a(n)z
n ∈ U{z} is lower
truncated if a(n) = 0 for n whose real part is sufficiently small. Furthermore, for vector
spaces A and B, a linear map g(z) from A to B{z} is said to be lower truncated if g(z)
sends every vector in A to a lower truncated series in B{z}.
With these notions we formulate the following result, which will be very useful in our
proof of Theorem 2.10:
Lemma 2.12. Let W =
⊕
h∈CW(h) be a C-graded vector space satisfying the condition
that dimW(h) < ∞ for any h ∈ C and that W(h) = 0 for h whose real part is sufficiently
small. Let A and B be any vector spaces, let gi(x) (i = 1, . . . , r) be linearly independent
lower truncated linear maps from A to B{x}. Suppose that fi(x) ∈ W{x} (i = 1, . . . , r)
are lower truncated formal series such that for any h ∈ C, there exists s ∈ C such that
Phfi(x) ∈ x
sW(h) for all i, where Ph is the projection map of W onto W(h), and such that
f1(x)⊗ g1(x) + · · ·+ fr(x)⊗ gr(x) = 0
as an element of Hom (A, (W ⊗ B){x}). Then fi(x) = 0 for all i.
Proof. For any η ∈ W ∗, we extend η to a linear map fromW⊗B to B by η(w⊗u) = η(w)u
for w ∈ W and u ∈ B, and then canonically extend it to a linear map from W ⊗ (B{x})
to B{x}. For any h ∈ C, η ∈ W ∗ and u ∈ A, we see that
η(Ph(f1(x)⊗ g1(x)(u) + · · ·+ fr(x)⊗ gr(x)(u)))
= xs(η(w1)g1(x)(u) + · · ·+ η(wr)gr(x)(u)) = 0,
where we set Phfi(x) = x
swi with wi ∈ Wh. Since gi(x) (i = 1, . . . , r) are linearly
independent linear maps from A to B{x}, η(wi) = 0 for all i. Thus wi = 0 for any h ∈ C
and i, that is, Phfi(x) = 0. This implies fi(x) = 0 for all i.
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Now we prove Theorem 2.10.
Proof. For h ∈ C, let Ph be the projection map of M
3 ⊗N3 onto (M3)(h) ⊗N
3.
Suppose that Y i1( · , x) for i = 1, . . . , r are intertwining operators of type
(
M3
M1 M2
)
and
suppose that Y i2( · , x) for i = 1, . . . , r are linearly independent intertwining operators of
type
(
N3
N1 N2
)
. Assume that
r∑
i=1
(Y i1 ⊗ Y
i
2)( · , x) = 0.
That is,
r∑
i=1
Y i1(w
1, x)w2 ⊗ Y i2(v
1, x)v2 = 0 (2.6)
for wj ∈M j , vj ∈ N j with j = 1, 2. Write
Y i1(w
1, x)w2 =
∑
n∈C
f in(w
1, w2)x−n−1. (2.7)
From [FHL], for homogeneous vectors w1, w2, we have
L1(0)f in(w
1, w2) = (wt(w1) + wt(w2)− n− 1)f in(w
1, w2).
Then for any h ∈ C,
PhY
i
1(w
1, x)w2 = f iwt(w1)+wt(w2)−h−1(w
1, w2)xh−wt(w
1)−wt(w2) ∈ xh−wt(w
1)−wt(w2)(M3)(h).
Now it follows immediately from (2.6) and Lemma 2.12 that
Y i1(w
1, x)v1 = 0 for i = 1, . . . , r.
Thus Y i1( · , x) = 0 for all i. This proves that σ is injective.
Assume dim IV 2
(
L2
M2 N2
)
< ∞. We are going to show that σ is also surjective. Let
Y( · , x) be any intertwining operator of type
(
M3⊗N3
M1⊗N1 M2⊗N2
)
for V 1⊗ V 2. We must prove
that Y( · , x) ∈ Im σ.
Let Y i2( · , x) (i = 1, . . . , r) be a basis of IV 2
(
N3
N1 N2
)
. We fix vectors w1 ∈M1, w2 ∈M2
arbitrarily. By Proposition 2.11, for h ∈ C,
x−L
1(0)PhY(x
L1(0)w1 ⊗ · , x)(xL
1(0)w2 ⊗ · )
is an intertwining operator of type
((M3)(h)⊗N3
N1 N2
)
for V2-modules. (Notice that (M
3)(h)⊗N
3
is the L1(0)-eigenspace of eigenvalue h.) Since dim(M3)(h) <∞, we have
IV 2
(
(M3)(h) ⊗N
3
N1 N2
)
∼= (M3)(h) ⊗ IV 2
(
N3
N1 N2
)
.
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Thus for any v1 ∈ N1 and v2 ∈ N2, we can write
x−L1(0)PhY((x
L1(0)w1)⊗ v1, x)(xL1(0)w2 ⊗ v2) =
r∑
i=1
fi(w
1, w2, h)⊗ Y i2(v
1, x)v2
for some fi(w
1, w2, h) ∈ (M3)(h). That is,
PhY(w
1 ⊗ v1, x)(w2 ⊗ v2) =
r∑
i=1
xhfi(x
−L1(0)w1, x−L1(0)w2, h)⊗ Y i1(v
1, x)v2.
Then
Y(w1 ⊗ v1, x)(w2 ⊗ v2) =
∑
h∈C
r∑
i=1
xhfi(x
−L1(0)w1, x−L1(0)w2, h)⊗ Y i1(v
1, x)v2
for any v1 ∈ N1 and v2 ∈ N2. Now we set
Y i1(w
1, x)w2 =
∑
h∈C
fi(x
−L1(0)w1, x−L1(0)w2, h)xh.
Since M3 is an ordinary V -module, for each i, Y i1(w
1, x)w2 is a lower truncated element
of M3{x}. For example, when w1 ∈M1, w2 ∈M2 are homogeneous, we have
Y i1(w
1, x)v1 =
∑
h∈C
fi(w
1, w2, h)xh−wt(w
1)−wt(w2).
Then
PhY
i
1(w
1, x)w2 ∈ xh−wt(w
1)−wt(w2)(M3)(h).
Furthermore, for homogeneous vector a ∈ V1 and for n ∈ Z, we have
PhanY
i
1(w
1, x)w2 = anPh−wt(a)+n+1Y
i
1(w
1, x)w2 ∈ xh−wt(a)+n+1−wt(w
1)−wt(w2)(M3)(h).
We are going to prove that Y i1( · , x) are intertwining operators, so that we will have that
Y( · , x) ∈ Im σ.
Noticing that L(−1) = L1(−1) ⊗ 1 + 1 ⊗ L2(−1), using the L(−1) (resp. L2(−1))-
derivative property for Y( · , x) (resp. Y i2( · , x)), we get
r∑
i=1
Y i1(L
1(−1)w1, x)w2 ⊗ Y i2(v
1, x)v2
= Y(L(−1)(w1 ⊗ v1), x)(w2 ⊗ v2)−
r∑
i=1
Y i1(w
1, x)w2 ⊗ Y i2(L
2(−1)v1, x)v2
=
d
dx
Y(w1 ⊗ v1, x)(w2 ⊗ v2)−
r∑
i=1
Y i1(w
1, x)w2 ⊗
d
dx
Y i2(v
1, x)v2
=
r∑
i=1
(
d
dx
Y i1(w
1, x)w2
)
⊗ Y i2(v
1, x)v2.
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Since Y i2( · , x), (i = 1, . . . , r) are linearly independent, by Lemma 2.12 we get
Y i1(L
1(−1)w1, x)w2 =
d
dx
Y i1(w1, x)w2 (2.8)
for any i = 1, . . . , r and wj ∈ M
j (j = 1, 2).
Finally, we show that each Y i1( · , x) satisfies the Jacobi identity. Let a ∈ V
1, w1 ∈
M1, w2 ∈ M2. By linearity we may assume that a, w1 and v1 are homogeneous. From
the Jacobi identity
x−10 δ
(
x1 − x2
x0
)
Y (a⊗ 1, x1)Y(w
1 ⊗ v1, x2)(w
2 ⊗ v2)
− x−10 δ
(
x2 − x1
−x0
)
Y(w1 ⊗ v1, x2)Y (a⊗ 1, x1)(w
2 ⊗ v2)
= x−12 δ
(
x1 − x0
x2
)
Y(Y (a⊗ 1, x0)(w
1 ⊗ v1), x2)(w
2 ⊗ v2),
we get
r∑
i=1
x−10 δ
(
x1 − x2
x0
)
Y (a, x1)Y
i
1(w
1, x2)w
2 ⊗ Y i2(v
1, x2)v
2
−
r∑
i=1
x−10 δ
(
x2 − x1
−x0
)
Y i1(w
1, x2)Y (a, x1)w
2 ⊗ Y i2(v
1, x2)v
2
=
r∑
i=1
x−12 δ
(
x1 − x0
x2
)
Y i1(Y (a, x0)w
1, x2)w
2 ⊗ Y i2(v
1, x2)v
2 (2.9)
for any vj ∈ N j (j = 1, 2). For n ∈ Z, h ∈ C, we have
Res x1x
n
1 (x1 − x2)
mPhY (a, x1)Y
i
1(w
1, x2)w
2
=
∞∑
j=0
(
m
j
)
(−x2)
jPhan+m−jY
i
1(w
1, x2)v
1
=
∞∑
j=0
(
m
j
)
(−x2)
jan+m−jPh−wt(a)+n+m−j+1Y
i
1(w
1, x2)v
1
∈ x
h−wt(a)−wt(w1)−wt(w2)+n+m+1
2 (M
3)(h). (2.10)
Similarly, we have
Res x1x
n
1 (x1 − x2)
mPhY
i
1(w
1, x2)Y (a, x1)w
2 ∈ x
h−wt(a)−wt(w1)−wt(w2)+n+m+1
2 (M
3)(h),(2.11)
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and
Res x0Res x1x
m
0 x
n
1x
−1
2 δ
(
x1 − x0
x2
)
PhY
i
1(Y (a, x0)w
1, x2)w
2
= Res x0x
m
0 (x2 + x0)
nPhY
i
1(Y (a, x0)w
1, x2)w
2
=
∞∑
j=0
(
n
j
)
xn−j2 PhY
i
1(am+jw
1, x2)v
1
∈ x
h−wt(a)−wt(w1)−wt(w2)+n+m+1
2 (M
3)(h). (2.12)
With (2.9)–(2.12), it follows from Lemma 2.12 that each Y i1( · , x) satisfies the Jacobi
identity. Then Y i1( · , x) are intertwining operators. This shows that σ is onto, completing
the proof.
3 Vertex operator algebras M(1)+ and V +L
3.1 Vertex operator algebras M(1)+ and V +
L
and their modules
In this section we review the construction of the vertex operator algebras M(1)+ and V +L
associated with a positive definite even lattice L, following [FLM].
Let h be a d-dimensional vector space equipped with a nondegenerate symmetric
bilinear form (· , ·). Consider the Lie algebra hˆ = h ⊗ C[t, t−1] ⊕ CC defined by the
commutation relations
[β1 ⊗ t
m, β2 ⊗ t
n] = m(β1, β2)δm,−nC and [C, hˆ] = 0
for any β1, β2 ∈ h, m, n ∈ Z. Set
hˆ+ = C[t]⊗ h⊕ CC,
which is clearly an abelian subalgebra. For any λ ∈ h, let Ceλ denote the 1-dimensional
hˆ+-module on which h⊗ tC[t] acts as zero, h (= h⊗Ct0) acts according to the character
λ, i.e., heλ = (λ, h)eλ for h ∈ h and and C acts as the scalar 1. Set
M(1, λ) = U(hˆ)⊗U(hˆ+) Ce
λ ∼= S(t−1C[t−1]⊗ h),
the induced hˆ-module.
For h ∈ h, n ∈ Z, we denote by h(n) the corresponding operator of h⊗ tn on M(1, λ),
and write
h(z) =
∑
n∈Z
h(n)z−n−1.
Define a linear map
Y ( · , z) : M(1, 0)→ (EndM(1, λ))[[z, z−1]] (3.1)
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by
Y (v, z) = ◦◦
1
(n1 − 1)!
(
d
dz
)n1−1
β1(z) · · ·
1
(nr − 1)!
(
d
dz
)nr−1
βr(z)
◦
◦ ,
for the vector v = β1(−n1) · · ·βr(−nr)e
0 with βi ∈ h, ni ≥ 1, where the normal ordering
◦
◦ ·
◦
◦ is an operation which reorders the operators so that β(n) (β ∈ h, n < 0) to be placed
to the left of β(n) (β ∈ h, n ≥ 0).
Following [FLM], we denote M(1) =M(1, 0) and set
1 = e0 ∈M(1), ω =
1
2
d∑
i=1
hi(−1)
2e0 ∈M(1),
where {h1, . . . , hd} is an orthonormal basis of h. (Note that ω does not depend on the
choice of the orthonormal basis.) Then (M(1), Y ( · , z), 1, ω) is a simple vertex operator
algebra, and (M(1, λ), Y ( · , z)) is an irreducible M(1)-module for any λ ∈ h (see [FLM]).
We next recall a construction of the vertex operator algebra VL associated to an even
lattice and its irreducible modules, following [DL1] (see also [FLM] and [D1]). First we
start with a rank d rational lattice P with a positive definite symmetric Z-bilinear form
(· , ·). We suppose that L is a rank d even sublattice of P such that (L, P ) ⊂ Z.
Let q be a positive even integer such that (λ, µ) ∈ 2
q
Z for all λ, µ ∈ P and let Pˆ be a
central extension of P by the cyclic group 〈κq〉 of order q :
1→ 〈κq|κq
q = 1〉 → Pˆ
−
→P → 0
with commutator map c(· , ·) such that c(α, β) = κ
(α,β)
2 for α, β ∈ L, where κ = κq
q/2. It
is known that such a central extension exists if q is sufficiently large (see Remark 12.18
in [DL1]). Let e : P → Pˆ , λ 7→ eλ be a section such that e0 = 1 and ǫ : P × P → 〈κq〉
be the corresponding 2-cocycle, i.e., eλeµ = ǫ(λ, µ)eλ+µ for any λ, µ ∈ P . We can assume
that ǫ is bimultiplicative. Then ǫ(α, β)ǫ(β, α) = κ(α, β), ǫ(α + β, γ) = ǫ(α, γ)ǫ(β, γ). We
may further assume that
ǫ(α, α) = κ
(α,α)
2
for any α ∈ L.
Denote by C[P ] =
⊕
λ∈P Ce
λ the group algebra. For any subset M of P , we write
C[M ] =
⊕
λ∈M Ce
λ. Then C[P ] becomes a Pˆ -module by the action
eλe
µ = ǫ(λ, µ)eλ+µ and κqe
µ = ωqe
µ (3.2)
for λ, µ ∈ P , where ωq ∈ C
× is a q-th root of unity. It is clear that for any λ ∈ P , C[λ+L]
is an Lˆ-module on which κ(= κq
q/2) acts by the scalar −1.
Set h = C⊗Z L and extend the Z-bilinear form (· , ·) to a C-bilinear form of h. Then
VP := M(1)⊗ C[P ]
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is endowed with an hˆ-module structure such that
h(n)(u⊗ eλ) = (h(n)u)⊗ eλ and h(0)(u⊗ eλ) = (h, λ)(u⊗ eλ)
for h ∈ h, n 6= 0, λ ∈ P and that C acts as the identity. We have
VP ∼=
⊕
λ∈P
M(1, λ),
as an M(1)-module. For any subset M of P , we set VM = M(1) ⊗ C[M ], which is an
M(1)-submodule of VP , where C[M ] =
⊕
λ∈M Ce
λ.
For λ ∈ P , we define Y (eλ, z) ∈ (EndVP ){z} by
Y (eλ, z) = exp
(∑∞
n=1
λ(−n)
n
zn
)
exp
(
−
∑∞
n=1
λ(n)
n
z−n
)
eλz
λ, (3.3)
where eλ is the left action of eλ ∈ Pˆ on C[P ] and z
λ is the operator on C[P ] defined by
zλeµ = z(λ,µ)eµ. The vertex operator associated to the vector v = β1(−n1) · · ·βr(−nr)e
λ
for βi ∈ h, ni ≥ 1 and λ ∈ P is defined by
Y (v, z) = ◦◦
1
(n1 − 1)!
(
d
dz
)n1−1
β1(z) · · ·
1
(nr − 1)!
(
d
dz
)nr−1
βr(z)Y (e
λ, z) ◦◦ ,
where the normal ordering ◦◦ ·
◦
◦ is an operation which reorders the operators so that
β(n) (β ∈ h, n < 0) and eλ to be placed to the left of X(n), (X ∈ h, n ≥ 0) and z
λ. This
defines a linear map
Y ( · , z) : VP → (EndVP ){z}. (3.4)
Let α, λ ∈ P be such that (α, λ) ∈ Z. Then for u ∈M(1, α), v ∈M(1, λ), we have
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)− (−1)
(α,λ)c(α, λ)z−10 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)
= z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2).
(3.5)
Set
L◦ = { λ ∈ h | (α, λ) ∈ Z },
the dual lattice of L, and we fix a coset decomposition L◦ = ∪i∈L◦/L(L + λi) such that
λ0 = 0. In the case P = L
◦, we see that VP =
⊕
i∈L◦/L Vλi+L and that the restriction
of Y ( · , z) to VL gives a linear map VL → (EndVλi+L)[[z, z
−1]] for any i ∈ L◦/L. From
[FLM], (VL, Y ( · , z), 1, ω) is a vertex operator algebra and (Vλ+L, Y ( · , z)) are irreducible
VL-modules. Note thatM(1) is a vertex operator subalgebra of VL (with the same vacuum
vector and the Virasoro element).
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Now we define a map θ from Lˆ◦ to itself by
θ(κsqeλ) = κ
s
qe−λ
for any s ∈ Z and λ ∈ L◦. Since the 2-cocycle ǫ is bimulticative, θ is in fact an automor-
phism of Lˆ◦. Now we define the action of θ on VL◦ by
θ(β1(−n1)β2(−n2) · · ·βk(−nk)e
λ) = (−1)kβ1(−n1)β2(−n2) · · ·βk(−nk)e
−λ
for βi ∈ h, ni ≥ 1 and λ ∈ L
◦. Then we see that
θY (u, z)v = Y (θ(u), z)θ(v) (3.6)
for any u, v ∈ VL◦ . In particular, θ gives an automorphism of VL which induces an
automorphism of M(1).
For any θ-stable subspace U of VL◦ , let U
± be the θ-eigenspace of U (of eigenvalues
±1). Then both (M(1)+, Y ( · , z), 1, ω) and (V +L , Y ( · , z), 1, ω) are simple vertex operator
algebras. We have the following proposition (see [DM] and [DLM1]):
Proposition 3.1. (1) M(1)±, M(1, λ) for λ ∈ h − {0} are irreducible M(1)+-modules,
and M(1, λ) ∼= M(1,−λ).
(2) (Vλi+L + V−λi+L)
± for i ∈ L◦/L are irreducible V +L -modules. Moreover if 2λi 6∈ L
then (Vλi+L + V−λi+L)
±, Vλi+L and V−λi+L are isomorphic V
+
L -modules.
Next we recall a construction of θ-twisted modules for M(1) and VL following [FLM]
and [D2]. Denote by h[−1] = h⊗ t
1
2C[t, t−1]⊕CC the twisted affinization of h defined by
the commutation relations
[β1 ⊗ t
m, β2 ⊗ t
n] = m(β1, β2)δm,−nC and [C, hˆ] = 0
for any β1, β2 ∈ h, m, n ∈
1
2
+ Z. Set
M(1)(θ) = S(t−
1
2C[t−1]⊗ h)
ThenM(1)(θ) is (up to equivalence) the unique irreducible hˆ[−1]-module such that C = 1
and (β ⊗ tn) · 1 = 0 if n > 0. This space is an irreducible θ-twisted M(1)-module (see
[FLM]).
Set K = {a−1θ(a) | a ∈ Lˆ}. For any Lˆ/K-module T such that κ acts by the scalar
−1, we define V TL = M(1)(θ) ⊗ T . Then there exists a linear map Y ( · , z) : VL →
(EndV TL )[[z
1
2 , z−
1
2 ]] such that (V TL , Y ( · , z)) becomes a θ-twisted VL-module (see [FLM]).
The cyclic group 〈θ〉 acts on M(1)(θ) and V TL by
θ(β1(−n1)β2(−n2) · · ·βk(−nk)) = (−1)
kβ1(−n1)β2(−n2) · · ·βk(−nk)
and
θ(β1(−n1)β2(−n2) · · ·βk(−nk)t) = (−1)
kβ1(−n1)β2(−n2) · · ·βk(−nk)t (3.7)
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for βi ∈ h, ni ∈
1
2
+Z≥0 and t ∈ T . We denote by M(1)(θ)
± and V T,±L the ±1-eigenspaces
for θ of M(1)(θ) and V TL , respectively.
Following [FLM], let Tχ be the irreducible Lˆ/K-module associated to a central char-
acter χ satisfying χ(κ) = −1. Then any irreducible θ-twisted VL-module is isomorphic to
V
Tχ
L for some central character χ with χ(κ) = −1 (see [D2]). From [DLi] we have:
Proposition 3.2. (1) M(1)(θ)± are irreducible M(1)+-modules.
(2) Let χ be an central character of Lˆ/K such that χ(κ) = −1, and Tχ the irreducible
Lˆ/K-module with central character χ. Then V +L -modules V
Tχ,±
L are irreducible.
The following classification of the irreducible M(1)+-modules is due to [DN1] and
[DN3]:
Theorem 3.3. The M(1)+-modules
M(1)±,M(1)(θ)±,M(1, λ)(∼= M(1,−λ)) for λ ∈ h− {0} (3.8)
are all the irreducible M(1)+-modules (up to equivalence).
Furthermore, the following classification of the irreducible V +L -modules was obtained
in [DN2] and [AD]:
Theorem 3.4. Let L be a positive-definite even lattice and let {λi} be a set of represen-
tatives of L◦/L. Then any irreducible V +L -module is isomorphic to one of the irreducible
modules V ±L , Vλi+L with 2λi /∈ L, V
±
λi+L
with 2λi ∈ L or V
Tχ,±
L for a central character
χ of Lˆ/K with χ(κ) = −1. Furthermore, Vλi+L and Vλj+L is isomorphic if and only if
λi ± λj ∈ L.
We refer to the irreducible V +L -modules V
±
L , Vλ+L (2λ /∈ L) and V
±
λ+L (2λ ∈ L) as
the irreducible modules of untwisted type and refer to V
Tχ,±
L as the irreducible modules of
twisted type.
3.2 Contragredient modules
In this section we identify the contragredient modules of the irreducible M(1)+-modules
and V +L -modules explicitly.
First we have:
Proposition 3.5. Every irreducible M(1)+-module W is self dual, i.e., W ′ ∼= W .
Proof. First, since M(1)+ is simple and M(1)+(1) = 0, by Lemma 2.5 M(1)
+ is self-
dual. Similarly, the vertex operator algebra M(1) is also self-dual because L(1)M(1)(1) =
L(1)h = 0. Then as an M(1)+-module
M(1)′ = (M(1)+)′ ⊕ (M(1)−)′ ≃M(1) =M(1)+ ⊕M(1)−.
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Since M(1)+ and M(1)− are nonisomorphic irreducible M(1)+-modules, we must have
that M(1)− is self-dual.
We claim that for any λ ∈ h, M(1, λ)′ ≃ M(1,−λ) as an M(1)-module. Note that
the lowest L(0)-weight subspace of M(1, λ) is Ceλ whose L(0)-weight is (λ, λ)/2. Define
a linear functional ψ ∈ M(1, λ)′ by ψ(eλ) = 1 and ψ(u) = 0 for u ∈ M(1, λ)(n) with
n− (λ, λ)/2 ∈ Z>0. From (2.4) we get h(0)ψ = −(λ, h)ψ and h(n)ψ = 0 for h ∈ h, n ≥ 1.
Thus M(1, λ)′ ≃ M(1,−λ) as an hˆ-module, since M(1, λ)′ and M(1,−λ) are irreducible
hˆ-modules. Now that M(1, λ) and M(1,−λ) are isomorphic M(1)+-modules, we see that
M(1, λ) as an M(1)+-module is self-dual.
It remains to show that the irreducible M(1)+-modules M(1)(θ)+ and M(1)(θ)− are
self-dual. It is known that the lowest L(0)-weights ofM(1)(θ)+ andM(1)(θ)− are dim h/16
and 1/2 + dim h/16, respectively. Noticing that any irreducible module and its contra-
gredient module have the same lowest weight L(0)-weight, we see that M(1)(θ)± must be
self-dual.
Combining Proposition 3.5 with Proposition 2.7 we immediately have:
Proposition 3.6. Let M i (i = 1, 2, 3) be irreducible M(1)+-modules. Then the fusion
rule of type
(
M3
M1 M2
)
as a function of (M1,M2,M3) is invariant under the permutation
group of {1, 2, 3}.
Next we identify the contragredient modules of the irreducible V +L -modules:
Proposition 3.7. The irreducible V +L -modules V
±
L and Vλ+L for λ ∈ L
◦ with 2λ /∈ L
are self dual. For any λ ∈ L◦ with 2λ ∈ L, V ±λ+L are self dual if 2(λ, λ) is even and
(V ±λ+L)
′ ∼= V ∓λ+L if 2(λ, λ) is odd. Let χ be a central character of Lˆ/K such that χ(κ) = −1.
Then the irreducible modules (V
Tχ,±
L )
′ are isomorphic to V
Tχ′ ,±
L , where χ
′ is a central
character of Lˆ/K defined by χ′(a) = (−1)
(a¯,a¯)
2 χ(a) for any a ∈ Z(Lˆ/K).
Proof. We first prove that for λ ∈ L◦ (Vλ+L)
′ ∼= V−λ+L as a VL-module. Since Vλ+L =
⊕α∈LM(1, λ+α) and since (M(1, λ))
′ ∼= M(1,−λ) as an M(1)-module (from the proof of
Proposition 3.5), we have (Vλ+L)
′ ∼= ⊕α∈LM(1,−λ+α). By the classification of irreducible
VL-modules (see [D1]), we must have (Vλ+L)
′ ∼= V−λ+L. Since Vλ+L ∼= V−λ+L as a V
+
L -
module we see that Vλ+L as a V
+
L -module is self dual.
Now suppose that 2λ ∈ L. Then λ + L = −λ + L, so that V ′λ+L
∼= Vλ+L. We have
a nondegenerate VL-invariant bilinear form 〈 · , · 〉 on Vλ+L. From the invariance property
we have
〈h(n)u, v〉 = −〈u, h(−n)v〉
for h ∈ h, n ∈ Z, u, v ∈ Vλ+L, noticing that L(1)h = 0 and L(0)h = h. Thus we get
〈eλ, e−λ+α〉 = 0 for nonzero α ∈ L. Since the bilinear form is nondegenerate, we must
have that 〈eλ, e−λ〉 6= 0. By (3.3) and (3.2) we have
Y (e2λ, z)e−λ = ǫ(2λ,−λ)z−2(λ,λ) exp
(∑
n≥1
2λ(−n)
n
zn
)
eλ.
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Using this and the invariance property we have
〈Y (e2λ, z)e−λ, e−λ〉 = ǫ(2λ,−λ)z−2(λ,λ)〈exp
(∑
n≥1
2λ(−n)
n
zn
)
eλ, e−λ〉
= ǫ(2λ,−λ)z−2(λ,λ)〈eλ, exp
(∑
n≥1
2λ(n)
n
zn
)
e−λ〉
= ǫ(2λ,−λ)z−2(λ,λ)〈eλ, e−λ〉.
On the other hand, we have
〈e−λ, Y (ezL(1)(−z−2)L(0)e2λ, z−1)e−λ〉 = 〈e−λ, (−1)2(λ,λ)z−4(λ,λ)Y (e2λ, z−1)e−λ〉
= (−1)2(λ,λ)ǫ(2λ,−λ)z−2(λ,λ)〈e−λ, eλ〉,
noticing that L(1)e2λ = 0 and L(0)e2λ = 2(λ, λ)e2λ, where 2(λ, λ) is a nonnegative integer.
By the invariance property we have
〈eλ, e−λ〉 = (−1)2(λ,λ)〈e−λ, eλ〉.
This shows that
〈eλ ± e−λ, eλ ± (−1)2(λ,λ)e−λ〉 = ±2.
The irreducibility of V ±λ+L and the V -invariance of 〈 · , · 〉 prove that if 2(λ, λ) is even
(resp. odd), then 〈 · , · 〉 gives a nondegenerate invariant bilinear form on V ±λ+L × V
±
λ+L
(resp. V ±λ+L × V
∓
λ+L). Therefore, (V
±
λ+L)
′ ∼= V ±λ+L if 2(λ, λ) is even and (V
±
λ+L)
′ ∼= V ∓λ+L if
2(λ, λ) is odd.
Let χ be a central character of Lˆ/K such that χ(κ) = −1. Then (V
Tχ
L )
′ is a θ-twisted
VL-module (see [X]; cf. [FHL]). The classification of irreducible θ-twisted modules (see
[D2]) implies that (V
Tχ
L )
′ is isomorphic to V
Tχ1
L for some central character χ1. We are
going to show that χ1 = χ
′, using the same method that was used for the untwisted
modules.
For α ∈ L, we have ([FLM, Section 9.1].)
Y (eα, z) = 2−(α,α)z−(α,α)/2 exp

 ∑
n∈1/2+Z≥0
α(−n)
n
zn

 exp

− ∑
n∈1/2+Z≥0
α(n)
n
z−n

 eα,
so that
Y (eα, z)t = χ(eα)2−(α,α)z−(α,α)/2 exp

 ∑
n∈1/2+Z≥0
α(−n)
n
zn

 t
for t ∈ Tχ and α ∈ R¯ = { a¯ | a ∈ Z(Lˆ/K) }. Then for any α ∈ R¯, t ∈ Tχ and t1 ∈ Tχ1, we
have
〈Y (eα, z)t1, t〉 = 2
−(α,α)z−(α,α)/2〈t1, t〉
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and
〈t1, Y (e
zL(1)(−z−2)L(0)eα, z−1)t〉 = (−1)(α,α)/2χ(eα)2−(α,α)z−(α,α)/2〈t1, t〉.
Therefore, we get χ(eα)〈t1, t〉 = (−1)
(α,α)
2 χ1(e
α)〈t1, t〉 for any α ∈ R¯, t ∈ Tχ and t1 ∈ Tχ1.
This proves χ1 = χ
′ and (V
Tχ
L )
′ ∼= V
Tχ′
L . Then it is clear that (V
Tχ,±
L )
′ ∼= V
Tχ′ ,±
L as a
V +L -module.
4 Fusion rules for vertex operator algebra M(1)+
4.1 Construction of intertwining operators
In this subsection we prove that the fusion rules of certain types are not zero for vertex op-
erator algebra M(1)+ by constructing a nonzero intertwining operator. This construction
of intertwining operator is essentially due to [FLM].
For any λ, µ, ν ∈ h we call the triple (λ, µ, ν) ∈ h × h × h an admissible triple if
pλ + qµ + rν = 0 for some p, q, r ∈ {±1}. Clearly, if (λ, µ, ν) is admissible, so is every
permutation of (λ, µ, ν). Note that in view of Theorem 3.3, M(1, λ) and M(1, µ) are
isomorphic M(1)+-modules if and only if (0, λ, µ) is an admissible triple.
For λ, µ ∈ h, we define a linear map pλ : M(1, µ) → M(1, λ+ µ) by pλ(u ⊗ e
µ) =
u⊗ eλ+µ. The vertex operator associated to the vectors eλ and v = β1(−n1) · · ·βr(−nr)e
λ
for βi ∈ h, ni ≥ 1 is defined by
Yλ,µ(e
λ, z) = exp
(
∞∑
n=1
λ(−n)
n
zn
)
exp
(
−
∞∑
n=1
λ(n)
n
z−n
)
pλz
λ, (4.1)
Yλ,µ(v, z)
= ◦◦
(
1
(n1 − 1)!
(
d
dz
)n1−1
β1(z)
)
· · ·
(
1
(nr − 1)!
(
d
dz
)nr−1
βr(z)
)
Yλ,µ(e
λ, z) ◦◦ ,
(4.2)
where zλ is the operator on Ceµ defined by zλeµ = z(λ,µ)eµ, and the normal ordering ◦◦ ·
◦
◦
is an operation which reorders the operators so that β(n) (β ∈ h, n < 0) and pλ to be
placed to the left of β(n), (β ∈ h, n ≥ 0) and zλ.
From the arguments in [FLM, Section 8], we see that the operator
Yλ,µ( · , z) : M(1, λ)→ Hom (M(1, µ),M(1, λ+ µ)){z} (4.3)
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satisfies
z−10 δ
(
z1 − z2
z0
)
Yλ,µ+ν(u, z1)Yµ,ν(v, z2)
− (−1)(λ,µ)z−10 δ
(
z2 − z1
−z0
)
Yµ,λ+ν(v, z2)Yλ,ν(u, z1)
= z−12 δ
(
z1 − z0
z2
)
Yλ+µ,ν(Yλ,µ(u, z1)v, z2)
(4.4)
for λ, µ, ν ∈ h with (λ, µ) ∈ Z, u ∈ M(1, λ) and v ∈ M(1, ν). We also have the L(−1)-
derivative property d
dz
Yλ,µ(u, z) = Yλ,µ(L(−1)u, z). Noting Y0,ν( · , z) is the vertex operator
map of the irreducible M(1)-module M(1, ν), we see that Yλ,µ( · , z) is a nonzero inter-
twining operator of type
(
M(1,λ+µ)
M(1,λ) M(1,µ)
)
for M(1). Consequently, the fusion rule of type(
M(1,λ+µ)
M(1,λ) M(1,µ)
)
for M(1)+ is not zero. Since M(1, ν) ∼= M(1,−ν) as an M(1)+-module for
any ν ∈ h,
(
M(1,−λ+µ)
M(1,λ) M(1,µ)
)
for M(1)+ is not zero. Therefore we have proved:
Proposition 4.1. For any admissible triple (λ, µ, ν), the fusion rule of type
(
M(1,ν)
M(1,λ) M(1,µ)
)
for M(1)+ is nonzero.
For any λ ∈ h, we define a linear map
θ : M(1, λ)→M(1,−λ); θ(u⊗ eλ) = θ(u)⊗ e−λ for u ∈M(1). (4.5)
For h ∈ h, u ∈M(1), we have
(θ ◦ h(0) ◦ θ−1)(u⊗ eλ) = θh(0)(θ−1(u)⊗ e−λ) = (h,−λ)u⊗ e−λ = −h(0)(u⊗ eλ)
and for n 6= 0, we have
(θ ◦ h(n) ◦ θ−1)(u⊗ eλ) = θ((h(n)θ−1(u))⊗ e−λ) = (θh(n)θ−1(u))⊗ eλ = −h(n)(u⊗ eλ).
Therefore, we see that θ ◦ h(z) ◦ θ−1 = −h(z) for any h ∈ h. Since θ ◦ pλ ◦ θ
−1 = p−λ for
any λ ∈ h, one has θ ◦Yλ,−µ(e
λ, z) ◦ θ−1 = Y−λ,µ(e
−λ, z). By using (4.2) we can prove that
the intertwining operator Yλ,µ( · , z) satisfies that
θYλ,−µ(u, z)θ
−1(v) = Y−λ,µ(θ(u), z)v (4.6)
for any u ∈M(1, λ) and v ∈M(1, µ). By using the isomorphism θ, we define an operator
θYλ,µ( · , z) : M(1, λ)→ Hom(M(1, µ),M(1,−λ + µ)){z}
by
θYλµ(u, z)v = Y−λ,µ(θ(u), z)v
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for u ∈ M(1, λ) and v ∈ M(1, µ). Then one can see that θYλµ( · , z) is a nonzero inter-
twining operator of type
(
M(1,−λ+µ)
M(1,λ) M(1,µ)
)
for M(1)+ by using (4.6).
Now we consider the case λ = µ = ν = 0 in Proposition 4.1. Since M(1) is simple,
Y (u, z)v 6= 0 for nonzero vectors u, v ∈M(1) by Proposition 2.8. Clearly, we have
Y (u, z)v ∈
{
M(1)+((z)) if u ∈M(1)± and v ∈M(1)±,
M(1)−((z)) if u ∈M(1)± and v ∈M(1)∓.
The restrictions of Y ( · , z) give nonzero intertwining operators of types
(
M(1)+
M(1)± M(1)±
)
and(
M(1)−
M(1)± M(1)∓
)
. Thus we have:
Proposition 4.2. The fusion rules of types
(
M(1)+
M(1)± M(1)±
)
and
(
M(1)−
M(1)± M(1)∓
)
are nonzero.
Next we consider the case λ = 0 and µ 6= 0 in Proposition 4.1. Notice that the vertex
operator map Y ( · , z) of the irreducibleM(1)-moduleM(1, µ) is an intertwining operator.
Then the restrictions of Y ( · , z) give intertwining operators of types
(
M(1,µ)
M(1)± M(1,µ)
)
. By
Proposition 2.8, Y (u, z)v 6= 0 for any nonzero vectors u ∈ M(1) and v ∈ M(1, µ).
Therefore the following proposition holds:
Proposition 4.3. For any µ ∈ h−{0}, the fusion rules of types
(
M(1,µ)
M(1)± M(1,µ)
)
are nonzero.
We shall discuss the construction of intertwining operators of type
(
M(1)(θ)ǫ2
M(1,λ) M(1)(θ)ǫ1
)
for
λ ∈ h and ǫi ∈ {±} (i = 1, 2). Let λ ∈ h. Following [FLM], we define a linear map
Y twλ ( · , z) : M(1, λ)→ (EndM(1)(θ)){z} (4.7)
as follows. First we set
Y twλ (e
λ, z)
= e−|λ|
2 log 2z−
|λ|2
2 exp

 ∑
n∈ 1
2
+Z≥0
λ(−n)
n
zn

 exp

− ∑
n∈ 1
2
+Z≥0
λ(n)
n
z−n

 . (4.8)
Next we define W (u, z) for u = β1(−n1) · · ·βr(−nr)e
λ (βi ∈ h, ni ≥ 1) by
W (u, z)
= ◦◦
(
1
(n1 − 1)!
(
d
dz
)n1−1
β1(z)
)
· · ·
(
1
(nr − 1)!
(
d
dz
)nr−1
βr(z)
)
Y twλ (e
α, z) ◦◦ , (4.9)
where the normal ordering ◦◦ ·
◦
◦ reorders the operators so that β(n) (β ∈ h, n < 0) to be
placed to the left of β(n), (β ∈ h, n > 0). Now we introduce an operator ∆z defined by
∆z =
d∑
i=1
∞∑
m,n=0
cmnhi(m)hi(n)z
m+n
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by using an orthonormal basis {hi} of h and the coefficients cmn subject to the following
formal expansion
∑
m,n≥0
cmnx
myn = − log
(
(1 + x)
1
2 + (1 + y)
1
2
2
)
,
Finally we set Y twλ (u, z) = W (e
∆zu, z). Then by using the same arguments in [FLM,
Chapter 9], we get the following twisted Jacobi identity
z−10 δ
(
z1 − z2
z0
)
Y (a, z1)Y
tw
λ (u, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y twλ (u, z2)Y (a, z1)
=
1
2
∑
p=0,1
z−12 δ
(
(−1)p
(z1 − z0)
1/2
z
1/2
2
)
Y twλ (Y (θ
p(a), z0)u, z2)
for any a ∈ M(1) and u ∈ M(1, λ) and the L(−1)-derivative property d
dz
Y twλ (u, z) =
Y twλ (L(−1)u, z) for u ∈ M(1, λ). These imply that Y
tw
λ ( · , z) is a nonzero intertwining
operator of type
(
M(1)(θ)
M(1,λ) M(1)(θ)
)
for M(1)+. By definition we have
θY twλ (u, z)θ
−1(v) = Y tw−λ(θ(u), z)v (4.10)
for any u ∈ M(1, λ) and v ∈M(1)(θ).
Let pǫ : M(1)(θ) →M(1)(θ)
ǫ be the canonical projection and ιǫ : M(1)(θ)
ǫ →M(1)(θ)
the canonical inclusion for ǫ ∈ {±}. Then for any ǫ1, ǫ2 ∈ {±}, the composition pǫ2 ◦
Y twλ ( · , z) ◦ ιǫ1 is an intertwining operator of type
(
M(1)(θ)ǫ2
M(1,λ) M(1)(θ)ǫ1
)
for M(1)+. By direct
calculation, one has
Y tw(eλ, z)1 ≡ e−|λ|
2 log 2z−
|λ|2
2
(
1 + λ (−1/2) z1/2
)
mod z−
|λ|2
2
+1M(1)(θ)[[z
1
2 ]]
and
Y tw(eλ, z)λ(−1/2) ≡e−|λ|
2 log 2z−
|λ|2
2
(
−|λ|2z−1/2 + (1− 2|λ|2)λ (−1/2) z0
+ 2(1− 2|λ|2)λ (−1/2)2 z1/2 +
(
4λ (−1/2)3 −
2
3
λ (−3/2)
)
z
)
mod z−
|λ|2
2
+2M(1)(θ)[[z
1
2 ]].
These show that if λ is nonzero then the intertwining operator pǫ2 ◦ Y
tw
λ ( · , z) ◦ ιǫ1 is
nonzero for any ǫ1, ǫ2 ∈ {±}. Therefore, the following proposition holds:
Proposition 4.4. For any λ ∈ h − {0}, the fusion rules of types
(
M(1)(θ)±
M(1,λ) M(1)(θ)±
)
and(
M(1)(θ)∓
M(1,λ) M(1)(θ)±
)
are nonzero.
In the case λ = 0, Y tw0 ( · , z) is the vertex operator map Y ( · , z) of the θ-twisted
M(1)-module M(1)(θ). In particular, Y tw0 (1, z) = id and Y
tw
0 (h(−1)1, z) = h(z) for any
h ∈ h. Thus Y tw0 ( · , z) ◦ ιǫ is a nonzero intertwining operator of type
(
M(1)(θ)
M(1,λ) M(1)(θ)ǫ
)
for
any ǫ ∈ {±}. By using the conjugation property (4.10) we immediately have:
Proposition 4.5. The fusion rules of types
(
M(1)(θ)+
M(1)± M(1)(θ)±
)
,
(
M(1)(θ)−
M(1)± M(1)(θ)∓
)
are nonzero.
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4.2 Main theorem
In this section we determine the fusion rules for irreducible M(1)+-modules, generalizing
a result of [A1].
The following result was proved in [A1]:
Theorem 4.6. Let h be a 1-dimensional vector space equipped with a symmetric non-
degenerate bilinear form (·, ·). For any irreducible M(1)+-modules M i (i = 1, 2, 3), the
fusion rule of type
(
M3
M1 M2
)
is either 0 or 1 and it is invariant under the permutations of
{1, 2, 3}. The fusion rule of type
(
M3
M1 M2
)
is 1 if and only if M i (i = 1, 2, 3) satisfy the
following conditions:
(i) M1 =M(1)+ and M2 ∼= M3.
(ii) M1 =M(1)− and (M2,M3) is one of the following pairs:
(M(1)+,M(1)−), (M(1)−,M(1)+),
(M(1, µ),M(1, ν)) for µ, ν ∈ h− {0} such that µ = ±ν,
(M(1)(θ)+,M(1)(θ)−), (M(1)(θ)−,M(1)(θ)+).
(iii) M1 =M(1, λ) (λ ∈ h− {0}) and (M2,M3) is one of the following pairs:
(M(1)±,M(1, µ)), (M(1, µ),M(1)±) for µ ∈ h− {0} such that λ = ±µ,
(M(1, µ),M(1, ν)) for µ, ν ∈ h− {0} such that (λ, µ, ν) is an admissible triple,
(M(1)(θ)±,M(1)(θ)±), (M(1)(θ)±,M(1)(θ)∓).
(iv) M1 = M(1)(θ)+ and (M2,M3) is one of the following pairs:
(M(1)±,M(1)(θ)±), (M(1)(θ)±,M(1)±),
(M(1, µ),M(1)(θ)±), (M(1)(θ)±,M(1, µ)) (µ ∈ h− {0}).
(v) M1 = M(1)(θ)− and (M2,M3) is one of the following pairs:
(M(1)±,M(1)(θ)∓), (M(1)(θ)±,M(1)∓),
(M(1, µ),M(1)(θ)±), (M(1)(θ)±,M(1, µ)) (µ ∈ h− {0}).
This section is devoted to prove the following generalization:
Theorem 4.7. Let h be any finite-dimensional vector space equipped with a symmetric
nondegenerate bilinear form (· , ·). Then all the assertions of Theorem 4.6 hold.
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We write Mh(1) for the vertex operator algebra M(1) associated with h and similarly
for the modules. It is clear that if h′ is a subspace of h such that the bilinear form of h
restricted to h′ is nondegenerate, then Mh′(1)
+ is a vertex operator subalgebra Mh(1)
+
(with different Virasoro element if h′ 6= h). Furthermore, if h = h1 ⊕ h2 such that
(h1, h2) = 0, then the irreducible Mh(1)
+-modules are decomposed into direct sums of
irreducible Mh1(1)
+ ⊗Mh2(1)
+-modules as follows:
Mh(1)
+ ∼= Mh1(1)
+ ⊗Mh2(1)
+ ⊕Mh1(1)
− ⊗Mh2(1)
−, (4.11)
Mh(1)
− ∼= Mh1(1)
+ ⊗Mh2(1)
− ⊕Mh1(1)
− ⊗Mh2(1)
+, (4.12)
Mh(1, λ) ∼= Mh1(1, λ1)⊗Mh2(1, λ2), (4.13)
Mh(1)(θ)
+ ∼= Mh1(1)(θ)
+ ⊗Mh2(1)(θ)
+ ⊕Mh1(1)(θ)
− ⊗Mh2(1)(θ)
−, (4.14)
Mh(1)(θ)
− ∼= Mh1(1)(θ)
+ ⊗Mh2(1)(θ)
− ⊕Mh1(1)(θ)
− ⊗Mh2(1)(θ)
+, (4.15)
where we decompose λ ∈ h into λ = λ1 + λ2 so that λi ∈ hi.
First we prove the following result:
Proposition 4.8. For any irreducible M(1)+-modules M, N and L, the fusion rule of
type
(
L
M N
)
is either 0 or 1.
Proof. We shall use induction on d = dim h. Noticing that Theorem 4.7 in the case
d = dim h = 1 has been proved in [A1] (Theorem 4.6), we assume that d > 1. Assume
that Theorem 4.7 for Mh′(1)
+ with dim h′ < d has been proved. We decompose h into
a direct sum of mutually orthogonal subspaces h1 and h2 with dim h1 = 1. Theorem 4.7
applies for both Mh1(1)
+ and Mh2(1)
+. Recall (4.11)–(4.15) for the decompositions of the
irreducible Mh(1)
+-modules into direct sums of irreducible Mh1(1)
+ ⊗Mh2(1)
+-modules.
Notice that each of M, N and L is isomorphic to one of those Mh(1)
+-modules.
Pick up irreducible Mh1(1)
+ ⊗Mh2(1)
+-submodules M1 ⊗M2 of M and N1 ⊗ N2 of
N , where M i and N i are irreducible Mhi(1)
+-modules for i = 1, 2. Decompose L as a
direct sum of irreducible Mh1(1)
+ ⊗Mh2(1)
+-modules:
L ∼=
⊕
j
L1j ⊗ L
2
j ,
where Lij are irreducible Mhi(1)
+-modules for i = 1, 2. By Proposition 2.9 and Theorem
2.10 we have
dim IM(1)+
(
L
M N
)
≤ dim IMh1 (1)+⊗Mh2(1)+
(
L
M1 ⊗M2 N1 ⊗N2
)
=
∑
j
dim IMh1 (1)+
(
L1j
M1 N1
)
· dim IMh2 (1)+
(
L2j
M2 N2
)
.
(4.16)
We take suitable irreducible Mh1(1)
+⊗Mh2(1)
+-modules M1⊗M2 and N1⊗N2 from
M and N respectively, and consider inequality (4.16). From inductive hypothesis, all the
summands in the right hand side of (4.16) are less than or equal to 1. Furthermore, using
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Theorem 4.6 for Mh1(1)
+ we see that at most one of summands in the right hand side of
(4.16) is possibly nonzero. For example, in the case M = N = M(1)− and L = M(1)+,
we have
dim IM(1)+
(
M(1)+
M(1)− M(1)−
)
≤ dim IMh1 (1)+⊗Mh2 (1)+
(
M(1)+
Mh1(1)
+ ⊗Mh2(1)
+ M−h1 ⊗M
−
h2
)
= dim IMh1 (1)+
(
M(1)+
M(1)+ M(1)−
)
· dim IMh2 (1)+
(
M(1)+
M(1)− M(1)+
)
+ dim IMh1 (1)+
(
M(1)−
M(1)+ M(1)−
)
· dim IMh2(1)+
(
M(1)−
M(1)− M(1)+
)
= 1.
Therefore, the right hand side of (4.16) is zero or one. This proves the proposition.
Next, we show that fusion rules of certain types for M(1)+ are zero.
Lemma 4.9. The fusion rules of types
(
M(1)−
M(1)+ M(1)+
)
and
(
M(1)−
M(1)− M(1)−
)
are zero.
Proof. Again we shall use induction on d = dim h. As it was proved in [A1] in the
case dim h = 1, we assume that dim h ≥ 2. Take h ∈ h such that (h, h) 6= 0 and set
h1 = Ch, h2 = h
⊥
1 . Then by using (4.16) for M
1 = Mh1(1)
+, M2 = M±h2 , N
1 = M±h1 and
N2 =M±h2 and the inductive hypothesis, we get IM(1)+
(
M(1)−
M(1)± M(1)±
)
= 0 respectively.
Using a similar argument we have:
Lemma 4.10. For λ ∈ h− {0}, the fusion rules of types
(
M(1,λ)
M(1)± M(1)±
)
and
(
M(1,λ)
M(1)± M(1)∓
)
are zero.
We shall need the following simple result in linear algebra:
Lemma 4.11. Let h be a (nonzero) finite-dimensional vector space over C equipped with a
nondegenerate symmetric bilinear form (·, ·). Let S be a finite set of nonzero vectors in h.
Then there exists a one-dimensional vector subspace h1 of h such that (·, ·) is nondegenerate
on h1 and such that u1 6= 0 for any u ∈ S, where u1 denotes the orthogonal projection of
u into h1. In particular, for λ, µ, ν ∈ h, if the triple (λ, µ, ν) is not admissible then there
exists a one-dimensional vector subspace h1 of h such that (·, ·) is nondegenerate on h1
and such that the triple (λ1, µ1, ν1) is not admissible.
Proof. Let h1, . . . , hd be an orthonormal basis of h. Then the bilinear form (·, ·) restricted
on the R-subspace E = Rh1⊕ · · ·⊕Rhd is positive definite. For any u ∈ h, we consider u
as a linear functional on h through the bilinear form on h. If u 6= 0, we have (u, hi) 6= 0
for some 1 ≤ i ≤ d, so that ker u ∩ E is a proper R-subspace of E. By a well known fact
in linear algebra we have
E 6= ∪u∈S(ker u ∩ E).
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Take h ∈ E − ∪u∈S(ker u ∩ E) and set h1 = Ch. We have (u, h) 6= 0 for all u ∈ S. Then
h1 meets our need.
For λ, µ, ν ∈ h, set
S = {aλ+ bµ+ cν | a, b, c ∈ {1,−1}}.
We see that the triple (λ, µ, ν) is not admissible if and only if S consists of nonzero vectors.
Then the particular assertion follows immediately.
Next we prove the following lemma:
Lemma 4.12. (1) For any λ, µ ∈ h−{0}, the fusion rules of types
(
M(1,µ)
M(1)± M(1,λ)
)
are zero
if (λ, µ, 0) is not an admissible triple.
(2) Let λ, µ, ν ∈ h − {0} such that (λ, µ, ν) is not an admissible triple. Then the fusion
rule of type
(
M(1,ν)
M(1,λ) M(1,µ)
)
for M(1)+ is zero.
Proof. We also use induction on dim h. As it has been proved (Theorem 4.6) in the case
dim h = 1, we assume that dim h ≥ 2. Since (λ, µ, 0) is not an admissible triple, in view of
Lemma 4.11, there exists an orthogonal decomposition h = h1 ⊕ h2 such that dim h1 = 1
and (λ1, µ1, 0) is not an admissible triple. Using (4.16) and the initial case, we obtain
dim IM(1)+
(
M(1, µ)
M(1)± M(1, λ)
)
≤ dim IMh1 (1)+⊗Mh2 (1)+
(
Mh1(1, µ1)⊗Mh2(1, µ2)
Mh1(1)
± ⊗Mh2(1)
+ Mh1(1, λ1)⊗Mh2(1, λ2)
)
≤ dim IMh1 (1)+
(
M(1, µ1)
M(1)± M(1, λ1)
)
· dim IMh2(1)+
(
M(1, µ2)
M(1)+ M(1, λ2)
)
= 0,
proving the assertion (1). From this proof the assertion (2) is also clear.
We also have:
Lemma 4.13. The fusion rules of types
(
M(1)(θ)±
M(1)− M(1)±
)
,
(
M(1)(θ)∓
M(1)− M(1)±
)
and
(
M(1)(θ)±
M(1)− M(1)(θ)±
)
are zero.
Proof. We shall also use induction on dim h. As it was proved in Theorem 4.6 for rank
one, we assume that dim h > 1. As we have done before, we decompose h = h1 ⊕ h2
(an orthogonal sum) with dim h1 = 1. For any γ ∈ h, γ is decomposed as γ1 + γ2 with
γi ∈ hi for i = 1, 2. Using the decomposition (4.14), the inequality (4.16) and inductive
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hypothesis, we have
dim IM(1)+
(
M(1)(θ)±
M(1)− M(1)(θ)±
)
≤ dim IMh1 (1)+⊗Mh2(1)+
(
M(1)(θ)±
Mh1(1)
+ ⊗Mh2(1)
− Mh1(1)(θ)
+ ⊗Mh2(1)(θ)
±
)
≤ dim IMh1 (1)+⊗Mh2(1)+
(
Mh1(1)(θ)
+ ⊗Mh2(1)(θ)
±
Mh1(1)
+ ⊗Mh2(1)
− Mh1(1)(θ)
+ ⊗Mh2(1)(θ)
±
)
+ dim IMh1 (1)+⊗Mh2(1)+
(
Mh1(1)(θ)
− ⊗Mh2(1)(θ)
∓
Mh1(1)
+ ⊗Mh2(1)
− Mh1(1)(θ)
+ ⊗Mh2(1)(θ)
±
)
= dim IMh1 (1)+
(
M(1)(θ)+
M(1)+ M(1)(θ)+
)
· dim IMh2(1)+
(
M(1)(θ)±
M(1)− M(1)(θ)±
)
+ dim IMh1 (1)+
(
M(1)(θ)−
M(1)+ M(1)(θ)+
)
· dim IMh2 (1)+
(
M(1)(θ)∓
M(1)− M(1)(θ)±
)
= 0,
respectively. Similarly, the fusion rules of types
(
M(1)(θ)±
M(1)− M(1)±
)
,
(
M(1)(θ)∓
M(1)− M(1)±
)
are also zero.
Now we put everything together to prove Theorem 4.7.
Proof. By Propositions 4.8, 3.5 and 2.7, all the fusion rules among irreducible M(1)+-
modules are either 0 or 1 and are stable under the permutation of modules.
We see that the fusion rule of arbitrary type for M(1)+ coincides with one of those
in Lemmas 4.9–4.13 or Propositions 4.1–4.5 after permuting irreducible modules. Fur-
thermore, we can show that any type of fusion rule indicated in (i)–(v) of Theorem 4.7
agrees with one of that in Propositions 4.1–4.5 by permuting irreducible modules. This
completes the proof.
5 Fusion rules for vertex operator algebra V +L
5.1 Main theorem
In this section we state the main result on the fusion rules for irreducible V +L -modules. To
do this we need to introduce a few notations. First, recall the commutator map c( · , · )
of Lˆ◦. This defines an alternating Z-bilinear form c0 : L
◦ × L◦ → Z/qZ by the property
c(a, b) = κ
c0(a¯,b¯)
q for a, b ∈ Lˆ◦. For λ, µ ∈ L◦, we set
πλ,µ = e
(λ,µ)πiωc0(µ,λ)q . (5.1)
Note that πλ,α = ±1 for any α ∈ L if 2λ ∈ L. Next for a central character χ of Lˆ/K with
χ(κ) = −1 and λ ∈ L◦ with 2λ ∈ L we set
cχ(λ) = (−1)
(λ,2λ)ǫ(λ, 2λ)χ(e2λ). (5.2)
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It is easy to see that cχ(λ) = ±1. For any λ ∈ L
◦ and a central character χ of Lˆ/K,
let χ(λ) be the central character defined by χ(λ)(a) = (−1)(a¯,λ)χ(a). We set T (λ)χ = Tχ(λ).
We call a triple (λ, µ, ν) an admissible triple modulo L if pλ + qµ + rν ∈ L for some
p, q, r ∈ {±1}.
Theorem 5.1. Let L be a positive-definite even lattice. For any irreducible V +L -modules
M i (i = 1, 2, 3), the fusion rule of type
(
M3
M1 M2
)
is either 0 or 1. The fusion rule of type(
M3
M1 M2
)
is 1 if and only if M i (i = 1, 2, 3) satisfy the following conditions;
(i) M1 = Vλ+L for λ ∈ L
◦ such that 2λ /∈ L and (M2, M3) is one of the following pairs:
(Vµ+L, Vν+L) for µ, ν ∈ L
◦ such that 2µ, 2ν /∈ L and (λ, µ, ν) is an admissible triple
modulo L,
(V ±µ+L, Vν+L), ((Vν+L)
′, (V ±µ+L)
′) for µ, ν ∈ L◦ such that 2µ ∈ L and (λ, µ, ν) is an
admissible triple modulo L,
(V
Tχ,±
L , V
T
(λ)
χ ,±
L ), (V
Tχ,±
L , V
T
(λ)
χ ,∓
L ) for any irreducible Lˆ/K-module Tχ.
(ii) M1 = V +λ+L for λ ∈ L
◦ such that 2λ ∈ L and (M2, M3) is one of the following pairs:
(Vµ+L, Vν+L) for µ, ν ∈ L
◦ such that 2µ /∈ L and (λ, µ, ν) is an admissible triple
modulo L,
(V ±µ+L, V
±
ν+L) for µ, ν ∈ L
◦ such that 2µ ∈ L, πλ,2µ = 1 and (λ, µ, ν) is an admissible
triple modulo L,
(V ±µ+L, V
∓
ν+L) for µ, ν ∈ L
◦ such that 2µ ∈ L, πλ,2µ = −1 and (λ, µ, ν) is an admis-
sible triple modulo L,
(V
Tχ,±
L , V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (V
Tχ,±
L )
′) for any irreducible Lˆ/K-module Tχ such that
cχ(λ) = 1,
(V
Tχ,±
L , V
T
(λ)
χ ,∓
L ), ((V
T
(λ)
χ ,±
L )
′, (V
Tχ,∓
L )
′) for any irreducible Lˆ/K-module Tχ such that
cχ(λ) = −1.
(iii) M1 = V −λ+L for λ ∈ L
◦ such that 2λ ∈ L and (M2, M3) is one of the following pairs:
(Vµ+L, Vν+L) for µ, ν ∈ L
◦ such that 2µ /∈ L and (λ, µ, ν) is an admissible triple
modulo L,
(V ±µ+L, V
∓
ν+L) for µ, ν ∈ L
◦ such that 2µ ∈ L, πλ,2µ = 1 and (λ, µ, ν) is an admissible
triple modulo L,
(V ±µ+L, V
±
ν+L) for µ, ν ∈ L
◦ such that 2µ ∈ L, πλ,2µ = −1 and (λ, µ, ν) is an admis-
sible triple modulo L,
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(V
Tχ,±
L , V
T
(λ)
χ ,∓
L ), ((V
T
(λ)
χ ,∓
L )
′, (V
Tχ,±
L )
′) for any irreducible Lˆ/K-module Tχ such that
cχ(λ) = 1,
(V
Tχ,±
L , V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (V
Tχ,±
L )
′) for any irreducible Lˆ/K-module Tχ such that
cχ(λ) = −1.
(iv) M1 = V
Tχ,+
L for an irreducible Lˆ/K-module Tχ and (M
2, M3) is one of the following
pairs:
(Vλ+L, V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (Vλ+L)
′) for λ ∈ L◦ such that 2λ /∈ L,
(V ±λ+L, V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (V ±λ+L)
′) for λ ∈ L◦ such that 2λ ∈ L and that cχ(λ) = 1,
(V ±λ+L, V
T
(λ)
χ ,∓
L ), ((V
T
(λ)
χ ,∓
L )
′, (V ±λ+L)
′) for λ ∈ L◦ such that 2λ ∈ L and that cχ(λ) =
−1.
(v) M1 = V
Tχ,−
L for an irreducible Lˆ/K-module Tχ and (M
2, M3) is one of the following
pairs:
(Vλ+L, V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (Vλ+L)
′) for λ ∈ L such that 2λ /∈ L◦,
(V ±λ+L, V
T
(λ)
χ ,∓
L ), ((V
T
(λ)
χ ,±
L )
′, (V ∓λ+L)
′) for λ ∈ L◦ such that 2λ ∈ L and that cχ(λ) = 1,
(V ±λ+L, V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,∓
L )
′, (V ∓λ+L)
′) for λ ∈ L◦ such that 2λ ∈ L and that cχ(λ) =
−1.
Remark 5.2. In the case that the rank of L is one, Theorem 5.1 was previously proved in
[A2].
We will give a proof of this theorem in Sections 5.2 and 5.3, where we deal with the
fusion rules for irreducible modules of untwisted types and for those of twisted types
respectively.
5.2 Fusion rules among modules of untwisted types
In this section we determine the fusion rules for the irreducible V +L -modules of untwisted
types. We first prove that the fusion rules of certain types for irreducible V +L -modules
of untwisted types are nonzero by giving nonzero intertwining operators. Such inter-
twining operators come from intertwining operators constructed in [DL1] for irreducible
VL-modules.
We recall a construction of intertwining operators for irreducible VL-modules following
[DL1]. Let Y ( · , z) : VL◦ → (EndVL◦){z} be the linear map as in (3.4) (with P = L
◦).
However Y ( · , z) satisfies the L(−1)-derivative property, the identity (3.5) implies that
Y ( · , z) does not give intertwining operators among irreducible VL-modules. We attach
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an extra factor to Y ( · , z) to get intertwining operators. Let λ ∈ L◦. We define a linear
map π(λ) ∈ EndVL◦ which acts on M(1, µ) (µ ∈ L
◦) as the scalar πλ,µ(= e
(λ,µ)πiω
c0(µ,λ)
q )
and we then define a linear map Yλ( · , z) : Vλ+L → (EndVL◦){z} by
Yλ(u, z)v = Y (u, z)π
(λ)(v) (5.3)
for any u ∈ M(1, λ) and v ∈ M(1, µ). Then the restriction of Yλ( · , z) gives rise to a
nonzero intertwining operator of type
(
Vλ+µ+L
Vλ+L Vµ+L
)
.
Let λ, µ, γ ∈ L◦ (the dual lattice of L). It was proved in [DL1, Proposition 12.8]
that IV
L
(
Vγ+L
Vλ+L Vµ+L
)
is nonzero if and only if γ − λ− µ ∈ L and that IV
L
(
Vλ+µ+L
Vλ+L Vµ+L
)
is one
dimensional. Thus the fusion of type
(
Vλ+µ+L
Vλ+L Vµ+L
)
for V +L is nonzero. Using a V
+
L -module
isomorphism between Vµ+L and V−µ+L, we see that the fusion rule of type
(
Vλ−µ+L
Vλ+L Vµ+L
)
is
also nonzero. Furthermore we have:
Proposition 5.3. For any λ, µ, ν ∈ L◦, the fusion rule of type
(
Vν+L
Vλ+L Vµ+L
)
for V +L is
nonzero if and only if (λ, µ, ν) is an admissible triple modulo L.
Proof. Let (λ, µ, ν) be an admissible triple modulo L. Then Vν+L is isomorphic to Vλ+µ+L
or Vλ−ν+L as a V
+
L -module. Hence the fusion rule of type
(
Vν+L
Vλ+L Vµ+L
)
is nonzero.
Conversely, let us assume that the fusion rule of type
(
Vν+L
Vλ+L Vµ+L
)
is nonzero. We take
λ, µ to be nonzero if necessary. Note that for any γ ∈ L◦, Vγ+L ∼=
⊕
α∈LM(1, γ + α)
as an M(1)+-module. Since Vλ+L and Vµ+L contain irreducible M(1)
+-modules M(1, λ)
and M(1, µ), respectively, by Proposition 2.9, the fusion rule of type
(
Vν+L
M(1,λ) M(1,µ)
)
for
M(1)+ is nonzero. By Theorem 4.7, Vν+L must contain an irreducible M(1)
+-submodule
isomorphic toM(1, λ+ µ) orM(1, λ− µ). Then λ+µ ∈ ν+L, or −ν+L, or λ−µ ∈ ν+L,
or −ν + L. This shows that (λ, µ, ν) is an admissible triple modulo L.
Furthermore, if 2λ ∈ L, by Proposition 2.9, we see that the fusion rules of types( Vλ+µ+L
V ±
λ+L Vµ+L
)
are not zero. Similarly, the fusion rules of types
( Vλ−µ+L
V ±
λ+L Vµ+L
)
are also nonzero.
Clearly, if one of the fusion rules of types
( Vλ−µ+L
V ±
λ+L Vµ+L
)
is nonzero, the fusion rule of type(
Vν+L
Vλ+L Vµ+L
)
for V +L is nonzero. In view of Proposition 5.3 we immediately have:
Proposition 5.4. For any λ, µ, ν ∈ L◦ with 2λ ∈ L, the fusion rules of types
( Vν+L
V ±
λ+L Vµ+L
)
are nonzero if and only if (λ, µ, ν) is an admissible triple modulo L.
We next prove the following result:
Proposition 5.5. Let M1, M2 and M3 be irreducible V +L -modules of untwisted types.
Suppose that one of M i (i = 1, 2, 3) is isomorphic to Vλ+L for λ ∈ L
◦ with 2λ /∈ L or V ±L .
Then the fusion rule of type
(
M3
M1 M2
)
is either 0 or 1.
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Proof. For λ ∈ L◦, the V +L -module Vλ+L is decomposed into a direct sum of irreducible
M(1)+-modules as
Vλ+L ∼=
⊕
α∈L
M(1, λ + α).
Moreover, if 2λ ∈ L, we can take a subset Sλ ⊂ λ + L so that Sλ ∩ (−Sλ) = ∅ and
Sλ ∪ (−Sλ) = λ+ L (= L− {0} if λ ∈ L), and we have
V ±L
∼= M(1)± ⊕
⊕
µ∈Sλ
M(1, µ) if λ ∈ L,
V +λ+L
∼= V −λ+L
∼=
⊕
µ∈Sλ
M(1, µ) if λ /∈ L
as M(1)+-modules. Therefore, the multiplicity of any irreducible M(1)+-module in any
irreducible V +L -module of untwisted type is at most one and any irreducible V
+
L -module
of untwisted type contains an irreducible M(1)+-submodule isomorphic to M(1, β) with
0 6= β ∈ L◦.
Let M1, M2 and M3 be irreducible V +L -modules of untwisted type. From the previ-
ous paragraph, each M i contains M(1, λi) as an irreducible M(1)
+-submodule for some
nonzero λi ∈ L
◦ for i = 1, 2, 3. In view of Proposition 2.9, we see that the fusion rule of
type
(
M3
M1 M2
)
for V +L -modules is not bigger than that of type
(
M3
M(1,λ1) M(1,λ2)
)
for M(1)+-
modules. Assume that the fusion rule of type
(
M3
M1 M2
)
for V +L -modules is not zero. From
Theorem 4.6 we must have aλ1+bλ2 ∈ λ3+L for some a, b ∈ {1,−1}. That is, (λ1, λ2, λ3)
is an admissible triple modulo L.
By using Propositions 2.7 and 3.7 we may assume that M1 is isomorphic to one of the
irreducible modules V ±L and Vλ+L for λ ∈ L
◦ with 2λ /∈ L. We divide the proof in the
following three cases.
Case 1: M1 = V +L . From Remark 2.9 of [L] we have that for any vertex opera-
tor algebra V and for any V -modules W and M , the fusion rule of type
(
M
V W
)
equals
dimHom V (W,M). It follows from Schur lemma (see [FHL]) that the fusion rule of type(
M
V W
)
for irreducible V -modules W and M is either 0 or 1.
Case 2: M1 = V −L . From Theorem 4.6 (ii), for any irreducible M(1)
+-module W the
fusion rule of type
(
W
M(1)− M(1,λ2)
)
for M(1)+-modules is 1 if W ∼= M(1,−λ2) and it is zero
otherwise. We also know that the multiplicity ofM(1,−λ2) in M
3 is one. Thus the fusion
rule of the type
(
M3
M1 M2
)
is at most 1.
Case 3: M1 = Vλ+L for λ ∈ L
◦ with 2λ /∈ L. Because (λ1, λ2, λ3) is an admissible
triple modulo L, we have that either 2λ2 /∈ L or 2λ3 /∈ L. By using Propositions 2.7 and
3.7 we may assume that 2λ3 /∈ L. This implies that Vλ3+L contains either M(1, λ1 + λ2)
or M(1, λ1 − λ2), as an M(1)
+-submodule with multiplicity one. In view of Theorem 4.6
and Proposition 2.9, the fusion rule of type
(
M3
M1 M2
)
is either 0 or 1.
Let λ, µ ∈ L◦ such that 2λ, 2µ ∈ L. Then we see that Yλ( · , z) gives rise to a nonzero
intertwining operator of type
( Vλ+µ+L
V
ǫ1
λ+L V
ǫ2
µ+L
)
for any ǫ1, ǫ2 ∈ {±}. We consider the conjugation
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θYλ( · , z)θ
−1. By definition, we have for any β ∈ L and v ∈M(1, µ+ β),
θ(π(λ)(θ−1(v))) = e(λ,−µ−β)πiωc0(−µ−β,λ)q v
= e(λ,−2µ−2β)πiωc0(−2µ−2β,λ)q e
(λ,µ+β)πiωc0(µ+β,λ)q v
= e(λ,−2β)πiωc0(−2β,λ)q e
(λ,−2µ)πiωc0(−2µ,λ)q π
(λ)(v)
= πλ,−2µπ
(λ)(v)
= πλ,2µπ
(λ)(v),
noticing that
e(λ,−2β)πi = 1, ωc0(−2β,λ)q = ω
c0(β,−2λ)
q = (−1)
(β,−2λ) = 1.
Using (3.6) and (5.3), we get
θYλ(u, z)θ
−1(v) = πλ,2µYλ(θ(u), z)v. (5.4)
Next we prove the following result:
Proposition 5.6. Let λ, µ, ν ∈ L◦ such that 2λ, 2µ ∈ L. (1) If (λ, µ, ν) is not an
admissible triple modulo L then the fusion rule of type
( V ǫ3
ν+L
V
ǫ1
λ+L V
ǫ2
µ+L
)
is zero for any ǫi ∈
{±} (i = 1, 2, 3).
(2) Let (λ, µ, ν) be an admissible triple modulo L. Then the fusion rules of types( V +
ν+L
V ±
λ+L V
±
µ+L
)
and
( V −
ν+L
V ±
λ+L V
∓
µ+L
)
are nonzero if and only if πλ,2µ = 1. The fusion rules of types( V −
ν+L
V ±
λ+L V
±
µ+L
)
and
( V +
ν+L
V ±
λ+L V
∓
µ+L
)
are nonzero if and only if πλ,2µ = −1. Furthermore, the fusion
rules of type
( V ǫ3
ν+L
V
ǫ1
λ+L V
ǫ2
µ+L
)
is either 0 or 1 for ǫi ∈ {±}.
Proof. The assertion (1) follows immediately from Propositions 5.3.
We now prove (2). By (5.4) we see that Yλ( · , z) gives nonzero intertwining opera-
tors of types
( V +
ν+L
V ±
λ+L V
±
µ+L
)
(
( V −
ν+L
V ±
λ+L V
±
µ+L
)
resp.) if πλ,2µ = 1 (πλ,2µ = −1 reps.), so that the
corresponding fusion rules are nonzero.
It is enough to prove that the fusion rule of type
( Vλ+µ+L
V
ǫ1
λ+L V
ǫ2
µ+L
)
for V +L is one for any
ǫ1, ǫ2 ∈ {±}. We shall demonstrate the proof only for ǫ1 = ǫ2 = +. The other cases can
be proved similarly.
As in the proof of Proposition 5.5, for any nonzero ν ∈ L◦ with 2ν ∈ L, we take a
subset Sν ⊂ ν + L such that Sν ∩ (−Sν) = ∅ and Sν ∪ (−Sν) = ν + L (L− {0} if ν ∈ L).
We may assume that ν, 3ν ∈ Sν . Then we have an M(1)
+-isomorphism φ : V +ν+L →⊕
γ∈Sν
M(1, γ) ( V +L → M(1)
+ ⊕
⊕
γ∈Sν
M(1, γ) if ν ∈ L) such that φ(u + θ(u)) = u for
any γ ∈ Sν and u ∈M(1, γ). Set
V +ν+L[γ] = M(1)
+ ⊗ (eγ + e−γ)⊕M(1)− ⊗ (eγ − e−γ) ⊂ Vν+L
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for γ ∈ ν + L. Then φ gives an M(1)+-isomorphism from V +ν+L[γ] to M(1, γ).
Let γ ∈ λ+ L and δ ∈ µ+ L. By Theorem 4.6, the vector space IM(1)+
( Vλ+µ+L
V +
λ+L[γ] V
+
µ+L[δ]
)
is of 4 dimension and is spanned by Yi( · , z) (i = 1, 2, 3, 4) defined by
Y1(u, z)v = Yγ,δ(φ(u), z)φ(v),
Y2(u, z)v = Yγ,−δ(φ(u), z)θ(φ(v)),
Y3(u, z)v = Y−γ,δ(θ(φ(u)), z)φ(v),
Y4(u, z)v = Y−γ,−δ(θ(φ(u)), z)θ(φ(v))
for any u ∈ V +λ+L[γ] and v ∈ V
+
µ+L[δ].
For α ∈ L we set Eα = eα+e−α ∈ V +L . Then for u ∈ V
+
λ+L[λ], v ∈ V
+
µ+L[µ], there exists
a nonnegative integer k such that
(z1 − z2)
kY (E2µ, z1)Y1(u, z2)v
= (z1 − z2)
kY (E2µ, z1)Yλ,µ(φ(u), z2)φ(v)
= (z1 − z2)
k
(
ǫ(2µ, λ+ µ)Y2µ,λ+µ(e
2µ, z1)Yλ,µ(φ(u), z2)φ(v)
+ǫ(−2µ, λ+ µ)Y−2µ,λ+µ(e
−2µ, z1)Yλ,µ(φ(u), z2)φ(v)
)
= (z1 − z2)
k(−1)(2µ,λ)
(
ǫ(2µ, λ+ µ)Yλ,3µ(φ(u), z2)Y2µ,µ(e
2µ, z1)φ(v)
+ǫ(−2µ, λ+ µ)Yλ,−µ(φ(u), z2)Y−2µ,µ(e
−2µ, z1)φ(v)
)
.
As well, we have
(z1 − z2)
kY (E2µ, z1)Y2(u, z2)v
= (z1 − z2)
k(−1)(2µ,λ)
(
ǫ(2µ, λ− µ)Yλ,µ(φ(u), z2)Y2µ,−µ(e
2µ, z1)θ(φ(v))
+ǫ(−2µ, λ− µ)Yλ,−3µ(φ(u), z2)Y−2µ,−µ(e
−2µ, z1)θ(φ(v))
)
,
(z1 − z2)
kY (E2µ, z1)Y3(u, z2)v
= (z1 − z2)
k(−1)(2µ,−λ)
(
ǫ(2µ,−λ+ µ)Y−λ,3µ(θ(φ(u)), z2)Y2µ,µ(e
2µ, z1)φ(v)
+ǫ(−2µ,−λ + µ)Y−λ,−µ(θ(φ(u)), z2)Y−2µ,µ(e
−2µ, z1)φ(v)
)
,
(z1 − z2)
kY (E2µ, z1)Y4(u, z2)v
= (z1 − z2)
k(−1)(2µ,−λ)
(
ǫ(2µ,−λ− µ)Y−λ,µ(θ(φ(u)), z2)Y2µ,−µ(e
2µ, z1)θ(φ(v))
+ǫ(−2µ,−λ− µ)Y−λ,−3µ(θ(φ(u)), z2)Y−2µ,−µ(e
−2µ, z1)θ(φ(v))
)
.
For simplicity, we set
Ai,j = Y(−1)iλ,(2+(−1)j )µ(θ
i(φ(u)), z2)Y2µ,(−1)jµ(e
2µ, z1)θ
j(φ(v)),
Bi,j = Y(−1)iλ,(−2+(−1)j)µ(θ
i(φ(u)), z2)Y−2µ,(−1)jµ(e
−2µ, z1)θ
j(φ(v))
for i = 0, 1. Then we see that Ai,j ∈ M(1, (−1)iλ+ (2 + (−1)j)µ){z1}{z2} and B
i,j ∈
M(1, (−1)iλ+ (−2 + (−1)j)µ){z1}{z2} and that A
i,j and Bi,j for i, j = 0, 1 are linearly
independent in Vλ+µ+L{z1}{z2}.
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Now we let Y( · , z) be an intertwining operator of type
( Vλ+µ+L
V +
λ+L V
+
µ+L
)
. Then for γ ∈ λ+L,
δ ∈ µ + L, there are ciγ,δ ∈ C such that the restriction of Y( · , z) to V
+
λ+L[γ] ⊗ V
+
µ+L[δ] is
expressed by Y( · , z) =
∑4
i=1 c
i
γ,δYi( · , z). Thus,
(z1 − z2)
kY (e2µ, z1)Y(u, z2)v
= (z1 − z2)
k(−1)(2µ,λ)(ǫ(2µ, λ+ µ)c
(1)
λ,µA
0,0 + ǫ(−2µ, λ+ µ)c
(1)
λ,µB
0,0
+ ǫ(2µ, λ− µ)c
(2)
λ,µA
0,1 + ǫ(−2µ, λ− µ)c
(2)
λ,µB
0,1
+ ǫ(2µ,−λ+ µ)c
(3)
λ,µA
1,0 + ǫ(−2µ,−λ+ µ)c
(3)
λ,µB
1,0
+ ǫ(2µ,−λ− µ)c
(4)
λ,µA
1,1ǫ(−2µ,−λ− µ)c
(4)
λ,µB
1,1).
Since µ, 3µ ∈ Sµ, we see that
φ(Y (E2µ, z)v) = Y (e2µ, z)φ(v) + Y (e2µ, z)θ(φ(v))
= ǫ(2µ, µ)Y2µ,µ(e
2µ, z)φ(v) + ǫ(2µ,−µ)Y2µ,−µ(e
2µ, z)θ(φ(v)).
Thus we get
(z1 − z2)
kY(u, z2)Y (E
2µ, z1)v
= (z1 − z2)
k(c
(1)
λ,3µǫ(2µ, µ)Yλ,3µ(φ(u), z2)Y2µ,µ(e
2µ, z1)φ(v)
+ c
(2)
λ,3µǫ(2µ, µ)Yλ,−3µ(φ(u), z2)Y−2µ,−µ(e
−2µ, z1)θ(φ(v))
+ c
(3)
λ,3µǫ(2µ, µ)Y−λ,3µ(θ(φ(u)), z2)Y2µ,µ(e
2µ, z1)φ(v)
+ c
(4)
λ,3µǫ(2µ, µ)Y−λ,−3µ(θ(φ(u)), z2)Y−2µ,−µ(e
−2µ, z1)θ(φ(v))
+ c
(1)
λ,µǫ(2µ,−µ)Yλ,−µ(φ(u), z2)Y2µ,−µ(e
2µ, z1)θ(φ(v))
+ c
(2)
λ,µǫ(2µ,−µ)Yλ,−µ(φ(u), z2)Y−2µ,µ(e
−2µ, z1)φ(v)
+ c
(3)
λ,µǫ(2µ,−µ)Y−λ,−µ(θ(φ(u)), z2)Y2µ,−µ(e
2µ, z1)θ(φ(v))
+ c
(4)
λ,µǫ(2µ,−µ)Y−λ,−µ(θ(φ(u)), z2)Y−2µ,µ(e
−2µ, z1)φ(v))
= (z1 − z2)
k(c
(1)
λ,3µǫ(2µ, µ)A
0,0 + c
(2)
λ,3µǫ(2µ, µ)B
0,1
+ c
(3)
λ,3µǫ(2µ, µ)A
1,0 + c
(4)
λ,3µǫ(2µ, µ)B
1,1
+ c
(1)
λ,µǫ(2µ,−µ)A
0,1 + c
(2)
λ,µǫ(2µ,−µ)B
0,0
+ c
(3)
λ,µǫ(2µ,−µ)A
1,1 + c
(4)
λ,µǫ(2µ,−µ)B
1,0).
Since Y( · , z) is an intertwining operator for V +L , we have (z1 − z2)
kY (E2µ, z)Y(u, z)v =
(z1 − z2)
kY(u, z)Y (E2µ, z)v for sufficiently large integer k. Therefore, the linearly inde-
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pendence of Ai,j and Bi,j for i, j = 0, 1 gives the following equations:
(−1)(2µ,λ)ǫ(2µ, λ+ µ)c
(1)
λ,µ = c
(1)
λ,3µǫ(2µ, µ),
(−1)(2µ,λ)ǫ(−2µ, λ+ µ)c
(1)
λ,µ = c
(2)
λ,µǫ(2µ,−µ),
(−1)(2µ,λ)ǫ(2µ, λ− µ)c
(2)
λ,µ = c
(1)
λ,µǫ(2µ,−µ),
(−1)(2µ,λ)ǫ(−2µ, λ− µ)c
(2)
λ,µ = c
(2)
λ,3µǫ(2µ, µ),
(−1)(2µ,λ)ǫ(2µ,−λ+ µ)c
(3)
λ,µ = c
(3)
λ,3µǫ(2µ, µ),
(−1)(2µ,λ)ǫ(−2µ,−λ + µ)c
(3)
λ,µ = c
(4)
λ,µǫ(2µ,−µ),
(−1)(2µ,λ)ǫ(2µ,−λ− µ)c
(4)
λ,µ = c
(3)
λ,µǫ(2µ,−µ),
(−1)(2µ,λ)ǫ(−2µ,−λ− µ)c
(4)
λ,µ = c
(4)
λ,3µǫ(2µ, µ).
From these equations we get
c
(2)
λ,µ = (−1)
(2µ,λ)ǫ(−2µ, λ)c
(1)
λ,µ, c
(4)
λ,µ = (−1)
(2µ,λ)ǫ(2µ, λ)c
(3)
λ,µ. (5.5)
Next we shall apply a similar argument to the associativity
(z0 + z2)
kY (E2λ, z0 + z2)Y(u, z2)v = (z2 + z0)
kY(Y (E2λ, z0)u, z2)v
for u ∈ Vλ+L[λ], v ∈ Vµ+L[µ] and sufficiently large integer k. By using (4.4) we have
(z0 + z2)
kY (E2λ, z0 + z2)Yλ,µ(φ(u), z2)φ(v)
= (z2 + z0)
k(ǫ(2λ, λ+ µ)Y3λ,µ(Y2λ,λ(e
2λ, z0)φ(u), z2)φ(v)
+ ǫ(−2λ, λ+ µ)Y−λ,µ(Y−2λ,λ(e
−2λ, z0)φ(u), z2)φ(v)).
Similarly,
(z0 + z2)
kY (E2λ, z0 + z2)Yλ,−µ(φ(u), z2)θ(φ(v))
= (z2 + z0)
k(ǫ(2λ, λ− µ)Y3λ,−µ(Y2λ,λ(e
2λ, z0)φ(u), z2)θφ(v))
+ ǫ(−2λ, λ− µ)Y−λ,−µ(Y−2λ,λ(e
−2λ, z0)φ(u), z2)θ(φ(v))),
(z0 + z2)
kY (E2λ, z0 + z2)Y−λ,µ(θ(φ(u)), z2)φ(v)
= (z2 + z0)
k(ǫ(2λ,−λ+ µ)Yλ,µ(Y2λ,−λ(e
2λ, z0)θ(φ(u)), z2)φ(v)
+ ǫ(−2λ,−λ + µ)Y−3λ,µ(Y−2λ,−λ(e
−2λ, z0)θ(φ(u)), z2)φ(v)),
(z0 + z2)
kY (E2λ, z0 + z2)Y−λ,−µ(θ(φ(u)), z2)θ(φ(v))
= (z2 + z0)
k(ǫ(2λ,−λ− µ)Yλ,−µ(Y2λ,−λ(e
2λ, z0)θ(φ(u)), z2)θ(φ(v))
+ ǫ(−2λ,−λ− µ)Y−3λ,−µ(Y−2λ,−λ(e
2λ, z0)θ(φ(u)), z2)θ(φ(v))).
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Hence,
(z0 + z2)
kY (E2λ, z0 + z2)Y(u, z2)v
= (z2 + z0)
k(c
(1)
λ,µǫ(2λ, λ+ µ)Y3λ,µ(Y2λ,λ(e
2λ, z0)φ(u), z2)φ(v)
+ c
(1)
λ,µǫ(−2λ, λ+ µ)Y−λ,µ(Y−2λ,λ(e
−2λ, z0)φ(u), z2)φ(v))
+ c
(2)
λ,µǫ(2λ, λ− µ)Y3λ,−µ(Y2λ,λ(e
2λ, z0)φ(u), z2)θφ(v))
+ c
(2)
λ,µǫ(−2λ, λ− µ)Y−λ,−µ(Y−2λ,λ(e
−2λ, z0)φ(u), z2)θ(φ(v))),
+ c
(3)
λ,µǫ(2λ,−λ+ µ)Yλ,µ(Y2λ,−λ(e
2λ, z0)θ(φ(u)), z2)φ(v)
+ c
(3)
λ,µǫ(−2λ,−λ+ µ)Y−3λ,µ(Y−2λ,−λ(e
−2λ, z0)θ(φ(u)), z2)φ(v)),
+ c
(4)
λ,µǫ(2λ,−λ− µ)Yλ,−µ(Y2λ,−λ(e
2λ, z0)θ(φ(u)), z2)θ(φ(v))
+ c
(4)
λ,µǫ(−2λ,−λ− µ)Y−3λ,−µ(Y−2λ,−λ(e
2λ, z0)θ(φ(u)), z2)θ(φ(v))).
Now we set
C i,j = Y(2+(−1)i)λ,(−1)jµ(Y2λ,(−1)iλ(e
2λ, z0)θ
i(φ(u)), z2)θ
j(φ(v)),
Di,j = Y(−2+(−1)i)λ,(−1)jµ(Y−2λ,(−1)iλ(e
−2λ, z0)θ
i(φ(u)), z2)θ
j(φ(v)).
for i = 0, 1. Since C i,j ∈ M(1, (2 + (−1)i)λ, (−1)jµ)((z0))((z2)) ⊂ Vλ+µ+L((z0))((z2))
and Di,j ∈ M(1, (−2 + (−1)i)λ, (−1)jµ)((z0))((z2)) ⊂ Vλ+µ+L((z0))((z2)), C
i,j and Di,j
for i = 0, 1 are linearly independent in Vλ+µ+L((z0))((z2)). Using C
i,j and Di,j, we can
rewrite the identity above as
(z0 + z2)
kY (E2λ, z0 + z2)Y(u, z2)v
= (z2 + z0)
k(c
(1)
λ,µǫ(2λ, λ+ µ)C
0,0 + c
(1)
λ,µǫ(−2λ, λ+ µ)D
0,0
+ c
(2)
λ,µǫ(2λ, λ− µ)C
0,1 + c
(2)
λ,µǫ(−2λ, λ− µ)D
0,1
+ c
(3)
λ,µǫ(2λ,−λ+ µ)C
1,0 + c
(3)
λ,µǫ(−2λ,−λ + µ)D
1,0
+ c
(4)
λ,µǫ(2λ,−λ− µ)C
1,1 + c
(4)
λ,µǫ(−2λ,−λ− µ)D
1,1.
As before we note that
φ(Y (E2λ, z0)u) = ǫ(2λ, λ)Y2λ,λ(e
2λ, z0)φ(u) + ǫ(2λ,−λ)Y2λ,−λ(e
2λ, z0)θ(φ(u)).
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So
(z0 + z2)
kY(Y (E2µ, z0)u, z2)v
=(z0 + z2)
k(c
(1)
3λ,µǫ(2λ, λ)Y3λ,µ(Y2λ,λ(e
2λ, z0)φ(u), z2)φ(v)
+ c
(2)
3λ,µǫ(2λ, λ)Y3λ,−µ(Y2λ,λ(e
2λ, z0)φ(u), z2)θ(φ(v))
+ c
(3)
3λ,µǫ(2λ, λ)Y−3λ,µ(Y−2λ,−λ(e
−2λ, z0)θ(φ(u)), z2)φ(v)
+ c
(4)
3λ,µǫ(2λ, λ)Y−3λ,−µ(Y−2λ,−λ(e
−2λ, z0)θ(φ(u)), z2)θ(φ(v))
+ c
(1)
λ,µǫ(2λ,−λ)Yλ,µ(Y2λ,−λ(e
2λ, z0)θ(φ(u)), z2)φ(v)
+ c
(2)
λ,µǫ(2λ,−λ)Yλ,−µ(Y2λ,−λ(e
2λ, z0)θ(φ(u)), z2)θ(φ(v))
+ c
(3)
λ,µǫ(2λ,−λ)Y−λ,µ(Y−2λ,λ(e
−2λ, z0)φ(u), z2)φ(v)
+ c
(4)
λ,µǫ(2λ,−λ)Y−λ,−µ(Y−2λ,λ(e
−2λ, z0)φ(u), z2)θ(φ(v))
=(z1 − z2)
k(c
(1)
3λ,µǫ(2λ, λ)C
0,0 + c
(2)
3λ,µǫ(2λ, λ)C
0,1
+ c
(3)
3λ,µǫ(2λ, λ)D
1,0 + c
(4)
3λ,µǫ(2λ, λ)D
1,1
+ c
(1)
λ,µǫ(2λ,−λ)C
1,0 + c
(2)
λ,µǫ(2λ,−λ)C
1,1
+ c
(3)
λ,µǫ(2λ,−λ)D
0,0 + c
(4)
λ,µǫ(2λ,−λ)D
0,1).
Since C i,j andDi,j for i, j = 0, 1 are linearly independent, the associativity formula implies
the equations
c
(1)
λ,µǫ(2λ, λ+ µ) = c
(1)
3λ,µǫ(2λ, λ), c
(1)
λ,µǫ(−2λ, λ+ µ) = c
(3)
λ,µǫ(2λ,−λ),
c
(2)
λ,µǫ(2λ, λ− µ) = c
(2)
3λ,µǫ(2λ, λ), c
(2)
λ,µǫ(−2λ, λ− µ) = c
(4)
λ,µǫ(2λ,−λ),
c
(3)
λ,µǫ(2λ,−λ + µ) = c
(1)
λ,µǫ(2λ,−λ), c
(3)
λ,µǫ(−2λ,−λ+ µ) = c
(3)
3λ,µǫ(2λ, λ),
c
(4)
λ,µǫ(2λ, λ− µ) = c
(2)
λ,µǫ(2λ,−λ), c
(4)
λ,µǫ(−2λ, λ+ µ) = c
(4)
3λ,µǫ(2λ, λ).
This proves that
c
(3)
λ,µ = ǫ(−2λ, µ)c
(1)
λ,µ = ǫ(−λ, 2µ)c
(1)
λ,µ. (5.6)
Combining (5.6) with (5.5) we see that
Y(u, z)v =c
(1)
λ,µ(Yλ,µ(φ(u), z2)φ(v) + (−1)
(2µ,λ)ǫ(−2µ, λ)Yλ,−µ(φ(u), z2)θ(φ(v))
+ ǫ(−λ, 2µ)Y−λ,µ(θ(φ(u)), z2)φ(v) + (−1)
(2µ,λ)Y−λ,µ(θ(φ(u)), z2)θ(φ(v)).
Thus the image of IV +
L
( Vλ+µ+L
V +
λ+L V
+
µ+L
)
in IM(1)+
( Vλ+µ+L
V +
λ+L[λ] V
+
µ+L[µ]
)
is spanned by one intertwining
operator, in particular, the dimension is one. This concludes that the fusion rule of type( Vλ+µ+L
V +
λ+L V
+
µ+L
)
is at most one. This completes the proof.
In view of Propositions 2.7, 5.3, 5.4, 5.6 and 5.5 we immediately have:
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Proposition 5.7. Let M i (i = 1, 2, 3) be irreducible V +L -modules of untwisted type. Then
the fusion rule of type
(
M3
M1 M2
)
is either 0 or 1. The fusion rule of type
(
M3
M1 M2
)
is 1 if
and only if M i (i = 1, 2, 3) satisfy the following conditions;
(i) M1 = Vλ+L for λ ∈ L
◦ such that 2λ /∈ L and (M2, M3) is one of the following pairs:
(Vµ+L, Vν+L) for µ, ν ∈ L
◦ such that 2µ, 2ν /∈ L and (λ, µ, ν) is an admissible triple
modulo L,
(V ±µ+L, Vν+L), ((Vν+L)
′, (V ±µ+L)
′) for µ, ν ∈ L◦ such that 2µ ∈ L and (λ, µ, ν) is an
admissible triple modulo L.
(ii) M1 = V +λ+L for λ ∈ L
◦ such that 2λ ∈ L and (M2, M3) is one of the following pairs:
(Vµ+L, Vν+L) for µ, ν ∈ L
◦ such that 2µ /∈ L and (λ, µ, ν) is an admissible triple
modulo L,
(V ±µ+L, V
±
ν+L) for µ, ν ∈ L
◦ such that 2µ ∈ L, πλ,2µ = 1 and (λ, µ, ν) is an admissible
triple modulo L,
(V ±µ+L, V
∓
ν+L) for µ, ν ∈ L
◦ such that 2µ ∈ L, πλ,2µ = −1 and (λ, µ, ν) is an admis-
sible triple modulo L.
(iii) M1 = V −λ+L for λ ∈ L
◦ such that 2λ ∈ L and (M2, M3) is one of the following pairs:
(Vµ+L, Vν+L) for µ, ν ∈ L
◦ such that 2µ /∈ L and (λ, µ, ν) is an admissible triple
modulo L,
(V ±µ+L, V
∓
ν+L) for µ, ν ∈ L
◦ such that 2µ ∈ L, πλ,2µ = 1 and (λ, µ, ν) is an admissible
triple modulo L,
(V ±µ+L, V
±
ν+L) for µ, ν ∈ L
◦ such that 2µ ∈ L, πλ,2µ = −1 and (λ, µ, ν) is an admis-
sible triple modulo L.
5.3 Fusion rules involving modules of twisted type
We construct nonzero intertwining operators among irreducible V +L -modules involving
modules of twisted type in this section. We use χ for a central character of Lˆ/K with
χ(κ) = −1 and use Tχ to denote the corresponding irreducible Lˆ/K-module.
Let λ ∈ L◦. We define an automorphism σλ of Lˆ by
σλ(a) = κ
(λ,a¯)a
for any a ∈ Lˆ. Since σλ(θ(a)) = θ(σλ(a)), σλ stabilizes K. Hence σλ induces an automor-
phism of Lˆ/K.
For any Lˆ/K-module T we denote by T ◦ σλ the Lˆ/K-module twisted by σλ. That is,
T ◦ σλ = T as vector spaces but with a new action defined by a.t = σλ(a)t for a ∈ Lˆ/K
and t ∈ T . Since Tχ ◦σλ is also irreducible, there is a unique central character χ
(λ) of Lˆ/K
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(with χ(λ)(κ) = −1), such that Tχ ◦ σλ ∼= Tχ(λ). Let f be an Lˆ/K-module isomorphism
Tχ ◦ σλ
∼
→Tχ(λ). Then f is a linear isomorphism from Tχ to Tχ(λ) satisfying
f(σλ(a)t) = af(t) (5.7)
for a ∈ Lˆ/K and t ∈ Tχ.
We now fix λ ∈ L◦ and an Lˆ/K-module isomorphism f : Tχ ◦σλ → Tχ(λ). For any α ∈
L, we define a linear isomorphism ηλ+α : Tχ ◦ σλ → Tχ(λ) by ηλ+α = ǫ(−α, λ)eα ◦ f , where
we write ǫ(µ, ν) = ω
ǫ0(µ,µ)
q for µ, ν ∈ L◦ as before. Then we have a linear isomorphism
ηγ : Tχ → Tχ(λ)
for any γ ∈ λ+ L.
Lemma 5.8. For any γ ∈ λ + L and α ∈ L,
eα ◦ ηγ = (−1)
(α,γ)ηγ ◦ eα, (5.8)
eα ◦ ηγ = ǫ(α, γ)ηγ+α = ǫ(−α, γ)ηγ−α. (5.9)
Proof. Set β = γ − λ ∈ L. Since eα ◦ f = (−1)
(α,λ)f ◦ eα and eαeβ = (−1)
(α,β)eβeα, we
have eα ◦ ηγ = (−1)
(α,γ)ηγ ◦ eα. This proves (5.8). By definition we have
eα ◦ ηγ = ǫ(−β, λ)eα ◦ eβ ◦ f
= ǫ(−β, λ)ǫ(α, β)eα+β ◦ f
= ǫ(−β, λ)ǫ(α, β)ǫ(α+ β, λ)ηγ+α
= ǫ(α, γ)ηγ+α.
Thus the first equality in (5.9) holds. The second equality in (5.9) follows from the fact
that e−α = θ(eα) = eα on Tχ.
Remark 5.9. In the case L = Zα of rank one, there are two irreducible Lˆ/K-modules
T 1, T 2 on which eα acts as 1 and −1 respectively. Then for any λ =
r
|α|2
α ∈ L◦, ηλ
stabilizes T i for i = 1, 2 if r is even and switches T 1 and T 2 if r is odd. Thus the map ηλ
coincides with ψλ in [A2] up to a scalar multiple.
Let λ ∈ L◦. Recall operators Yλ,µ( · , z) and Y
tw
λ ( · , z) defined in (4.3) and (4.7).
Following the arguments in [FLM, Chapter 9], we have the following identity for any
α ∈ L, λ ∈ L◦, a ∈M(1, α) and u ∈M(1, λ)
z−10 δ
(
z1 − z2
z0
)
Y twα (a, z1)Y
tw
λ (u, z2)
− (−1)(α,λ)z−10 δ
(
z2 − z1
−z0
)
Y twλ (u, z2)Y
tw
α (a, z1)
=
1
2
∑
p=0,1
z−12 δ
(
(−1)p
(z1 − z0)
1/2
z
1/2
2
)
Y twλ+(−1)pα(Y(−1)pα,λ(θ
p(a), z0)u, z2)
(5.10)
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and
Y twλ (L(−1)u, z) =
d
dz
Y twλ (u, z) (5.11)
on M(1)(θ).
Now we define an operator Y˜ tw(u, · , z) from V
Tχ
L to V
T
(λ)
χ
L by
Y˜ twλ (u, z) = Y
tw
λ+β(u, z)⊗ ηλ+β (5.12)
for any u ∈ M(1, λ+ β) ⊂ Vλ+L. So we have a linear map
Y˜ twλ ( · , z) : Vλ+L → Hom (V
Tχ
L , V
T
(λ)
χ
L ){z}.
We remark that if λ = 0 then T
(λ)
χ = Tχ, ηλ+α = eα and Y˜
tw
λ (a, z) = Y
tw
α (a, z1)⊗ eα is
exactly the twisted vertex operator Y (a, z) associated to a ∈M(1, α) ⊂ VL which defines
the twisted module structure on V
Tχ
L (see [FLM]).
Proposition 5.10. Let λ ∈ L◦ and χ be a central character of Lˆ/K with χ(κ) = −1.
Then for any a ∈ VL and u ∈ Vλ+L, the identities
z−10 δ
(
z1 − z2
z0
)
Y (a, z1)Y˜
tw(u, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y˜ tw(u, z2)Y (a, z1)
=
1
2
∑
p=0,1
z−12 δ
(
(−1)p
(z1 − z0)
1/2
z
1/2
2
)
Y˜ tw(Y (θp(a), z0)u, z2)
and
d
dz
Y˜ tw(u, z) = Y˜ tw(L(−1)u, z)
hold on V
Tχ
L . In particular, Y˜
tw( · , z) is an intertwining operator of type
( V T (λ)χ
L
Vλ+L V
Tχ
L
)
for
V +L .
Proof. By (5.8)–(5.10) we see that for any a ∈ M(1, α) ⊂ VL and u ∈ M(1, γ) with
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γ ∈ λ+ L,
z−10 δ
(
z1 − z2
z0
)
Y (a, z1)Y˜
tw
λ (u, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y˜ twλ (u, z2)Y (a, z1)
= z−10 δ
(
z1 − z2
z0
)(
Y twα (a, z1)⊗ eα
) (
Y twγ (u, z2)⊗ ηγ
)
− z−10 δ
(
z2 − z1
−z0
)(
Y twγ (u, z2)⊗ ηγ
) (
Y twα (a, z1)⊗ eα
)
= z−10 δ
(
z1 − z2
z0
)
Y twα (a, z1)Y
tw
γ (u, z2)⊗ (eα ◦ ηγ)
− z−10 δ
(
z2 − z1
−z0
)
Y twγ (u, z2)Y
tw
α (a, z1)⊗ (ηγ ◦ eα)
=
(
z−10 δ
(
z1 − z2
z0
)
Y twα (a, z1)Y
tw
λ (u, z2)
−(−1)〈α,γ〉z−10 δ
(
z2 − z1
−z0
)
Y twγ (u, z2)Y
tw
α (a, z1)
)
⊗ (eα ◦ ηγ)
=
1
2
z−12 δ
(
(z1 − z0)
1/2
z
1/2
2
)
Y twγ+α(Yα,γ(a, z0)u, z2)⊗ (ǫ(α, γ)ηγ+α)
+
1
2
z−12 δ
(
−
(z1 − z0)
1/2
z
1/2
2
)
Y twγ−α(Y−α,γ(θ(a), z0)u, z2)⊗ (ǫ(−α, γ)ηγ−α)
=
1
2
z−12 δ
(
(z1 − z0)
1/2
z
1/2
2
)
Y twγ+α(Y (a, z0)u, z2)⊗ ηγ+α
+
1
2
z−12 δ
(
−
(z1 − z0)
1/2
z
1/2
2
)
Y twγ−α(Y (θ(a), z0)u, z2)⊗ ηγ−α
=
1
2
∑
p=0,1
z−12 δ
(
(−1)p
(z1 − z0)
1/2
z
1/2
2
)
Y˜ twλ (Y (θ
p(a), z0)u, z2).
It follows from (5.11) that Y˜ tw( · , z) satisfies the L(−1)-derivative property. The last
assertion is clear.
We recall the canonical projection p± : M(1)(θ) → M(1)(θ)
± and the canonical injec-
tion ι± : M(1)(θ)
± →M(1)(θ). We then have the projection p±⊗ id : V
T
L → V
T,±
L and the
injection ι± ⊗ id : V
T,±
L → V
T
L for any irreducible Lˆ/K-module on which κ = −1, noting
that V YL = M(1)(θ)⊗T . We also write for them by p± and ι± respectively. Let ǫ1, ǫ2 ∈ {±}
and λ ∈ L◦. It is clear from the definition that the restriction ptwǫ2 ◦ Y˜
tw( · , z) ◦ ιǫ1 is a
nonzero intertwining operator of type
( V T (λ)χ ,ǫ2
L
Vλ+L V
Tχ,ǫ1
L
)
for V +L . Thus we have:
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Proposition 5.11. For any λ ∈ L◦, the fusion rules of types
( V T (λ)χ ,±
L
Vλ+L V
Tχ,±
L
)
and
( V T (λ)χ ,∓
L
Vλ+L V
Tχ,±
L
)
for V +L are nonzero.
We now consider the case 2λ ∈ L. Let Y˜ twλ ( · , z) be the intertwining operator of type( V T (λ)χ
L
Vλ+L V
Tχ
L
)
defined in (5.12). By the conjugation formula (4.10), one has
θY˜ twλ (u, z)θ
−1(v ⊗ t) = (Y tw−λ−α(θ(u), z)v)⊗ ηλ+α(t) (5.13)
for α ∈ L, u ∈M(1, λ + α), v ∈M(1)(θ) and t ∈ Tχ.
By (5.9)
η−λ−α(t) = ǫ(2λ+ α, λ)e−2λ−αηλ(t)
= ǫ(2λ+ α, λ)ǫ(α, 2λ)(−1)(α,2λ)e−2λe−αηλ(t)
= ǫ(2λ, λ)ǫ(α, 3λ)e2λeαηλ(t)
= ǫ(2λ, λ)ǫ(α, 4λ)e2ληλ+α(t)
= ǫ(2λ, λ)e2ληλ+α(t).
Note that e2λ is in the center of Lˆ as (2λ, β) ∈ 2Z for any β ∈ L. Therefore, e2λ acts on
T (λ) by the scalar χ(λ)(e2λ) = (−1)
(λ,2λ)χ(e2λ) = χ(e2λ). Hence
η−λ−α(t) = ǫ(2λ, λ)(−1)
(λ,2λ)χ(e2λ)ηλ+α(t) = cχ(λ)ηλ+α(t), (5.14)
where cχ(λ) is the constant defined in (5.2). It follows from (5.13) and (5.14) that
θY˜ twλ (u, z)θ
−1w = cχ(λ)
−1Y˜ twλ (θ(u), z)w (5.15)
for any u ∈ V λiL , w ∈ V
T,ǫ2
L . It is clear that cχ(λ) depends on λ up to modulo L.
Recall that cχ(λ) ∈ {±1}. We have the following proposition:
Proposition 5.12. Let χ be a central character of Lˆ/K such that χ(κ) = −1. For any
λ ∈ L◦ with 2λ ∈ L, the fusion rules of types
( V T (λ)χ ,±
L
V +
λ+L V
Tχ,±
L
)
and
( V T (λ)χ ,∓
L
V −
λ+L V
Tχ,±
L
)
are nonzero
if cχ(λ) = 1, and the fusion rules of types
( V T (λ)χ ,∓
L
V +
λ+L V
Tχ,±
L
)
and
( V T (λ)χ ,±
L
V +
λ+L V
Tχ,±
L
)
are nonzero if
cχ(λ) = −1.
We are now in the position to prove that the fusion rules of type
(
M3
M1 M2
)
is less than
1 if one of M1, M2 and M3 is of twisted type.
Proposition 5.13. Let M1, M2 and M3 be irreducible V +L -modules. The fusion rule of
type
(
M3
M1 M2
)
is 0 if one of M1, M2 and M3 is of twisted type and if the others are of
untwisted type or if all of M1, M2 and M3 are of twisted type.
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Proof. First we consider the case that one of M1, M2 and M3 is of twisted type and the
others are of untwisted type. In view of Propositions 2.7 and 3.7, we may assume thatM1
andM2 are modules of untwisted types. Then there exist λ, µ ∈ L◦ such thatM1 andM2
contains irreducible M(1)+-submodules isomorphic to M(1, λ) and M(1, µ), respectively.
By Proposition 2.9, the fusion rule of type
(
M3
M1 M2
)
is less than or equal to the fusion rule
of type
(
M3
M(1,λ) M(1,µ)
)
for M(1)+. Since M3 is a module of twisted type and is a direct
sum of irreducible M(1)+ modules isomorphic M(1)(θ)+ or M(1)(θ)−, the fusion rule of
type
(
M3
M1 M2
)
is 0 by Theorem 4.7.
Next we consider the case all M1, M2 and M3 are of twisted type. Then each M i is
a direct sum of M(1)(θ)+ or M(1)(θ)−. Proposition 2.9 and Theorem 4.7 show that the
fusion rule of type
(
M3
M1 M2
)
is 0.
Let χ1 and χ2 be central characters of Lˆ/K such that χi(κ) = −1 andM an irreducible
V +L -module of untwisted type. We shall prove that for any ǫ1, ǫ2 ∈ {±}, the fusion rule
of type
( V Tχ2 ,ǫ2
L
M V
Tχ1 ,ǫ1
L
)
is 0 if χ2 6= χ
(λ)
1 .
Suppose that the fusion rule of type
( V Tχ2 ,ǫ2
L
M V
Tχ1 ,ǫ1
L
)
is nonzero, and let Y( · , z) be a nonzero
intertwining operator of the corresponding type. Since M is an irreducible V +L -module of
untwisted type, there is an M(1)+-submodule W isomorphic to M(1, λ) for some λ ∈ L◦.
Let ξ be an M(1)+-module isomorphism from W to M(1, λ), and define Y˜( · , z) by
Y˜(u, z)v = Y(ξ−1(u), z)v
for u ∈ M(1, λ) and v ∈ V
Tχ1 ,ǫ1
L . Then Y˜( · , z) is a nonzero intertwining operator of type( V Tχ2 ,ǫ2
L
M(1,λ) V
Tχ1 ,ǫ1
L
)
for M(1)+. Since V
Tχi ,ǫi
L
∼= M(1)(θ)ǫi⊗Tχi asM(1)
+-modules, we have the
following isomorphism of vector spaces
IM(1)+
(
V
Tχ2 ,ǫ2
L
M(1, λ) V
Tχ1 ,ǫ1
L
)
∼= IM(1)+
(
M(1)(θ)ǫ2
M(1, λ) M(1)(θ)ǫ1
)
⊗ Hom C(Tχ1, Tχ2). (5.16)
We recall that IM(1)+
(
M(1)(θ)ǫ2
M(1,λ) M(1)(θ)ǫ1
)
is one dimensional and has a basis pǫ2 ◦Y
tw
λ ( · , z)◦ιǫ1.
By using (5.16) we see that there exists fλ ∈ Hom (Tχ1, Tχ2) such that
Y˜(u, z)(v ⊗ t) =
(
pǫ2(Y
tw
λ (u, z)ιǫ1(v))
)
⊗ fλ(t) (5.17)
for any u ∈M(1, λ), v ∈M(1)(θ)ǫ1 and t ∈ Tχ1 . The vertex operator Y (a, z) associated to
a ∈ V +L [α] acts on V
Tχ2 ,ǫ2
L as Y (a, z) =
(
Y twα (b, z) + Y
tw
−α(θ(b), z)
)
⊗ eα, where a = b+ θ(b)
with b ∈M(1, α). Thus we have
Y (a, z1)Y(u, z2)(v ⊗ t)
=
(
pǫ2
(
Y twα (b, z1) + Y
tw
−α(θ(b), z1)
)
Y twλ (ξ(u), z2)ιǫ1(v)
)
⊗ eαfλ(t)
(5.18)
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for any u ∈ W, v ∈M(1)(θ)ǫ1 and t ∈ Tχ1. Similarly, we get
Y(u, z2)Y (a, z1)(v ⊗ t)
=
(
pǫ2Y
tw
λ (ξ(u), z2)
(
Y twα (b, z1) + Y
tw
−α(θ(b), z1)
)
ιǫ1(v)
)
⊗ fλ(eαt).
(5.19)
From (5.10), we see that for sufficiently large integer k,
(z1 − z2)
kY tw±α(b, z1)Y
tw
λ (ξ(u), z2)v = (−1)
(α,λ)(z1 − z2)
kY twλ (ξ(u), z2)Y
tw
±α(b, z1)v
for b ∈ M(1,±α), u ∈ W and v ∈ M(1)(θ)ǫ1, respectively. Therefore, (5.18) and (5.19)
shows that
(z1 − z2)
kY(u, z2)Y (a, z1)(v ⊗ t)
= (z1 − z2)
k
(
pǫ2Y
tw
λ (ξ(u), z2)
(
Y twα (b, z1) + Y
tw
−α(θ(b), z1)
)
ιǫ1(v)
)
⊗ fλ(eαt)
= (−1)(α,λ)(z1 − z2)
k
(
pǫ2
(
Y twα (b, z1) + Y
tw
−α(θ(b), z1)
)
Y twλ (ξ(u), z2)ιǫ1(v)
)
⊗ fλ(eαt)
= (−1)(α,λ)(z1 − z2)
kY (a, z1)Y(u, z2)(v ⊗ f
−1
λ ((eα)
−1fλ(eαt))).
(5.20)
Since Y( · , z) is an intertwining operator for V +L , we have
(z1 − z2)
kY(u, z2)Y (a, z1)(v ⊗ t) = (z1 − z2)
kY (a, z1)Y(u, z2)(v ⊗ t)
for large k. Thus (5.18), (5.20) and Proposition 2.8 imply the identity
eαfλ(t) = (−1)
(λ,α)fλ(eαt) = fλ(σλ(eα)(t)) (5.21)
for any α ∈ L and t ∈ Tχ1 . Therefore, fλ ∈ Hom Lˆ/K(T
(λ)
χ1 , Tχ2). Consequently, we see
that there exists an injective linear map
IV +
L
(
V
Tχ2 ,ǫ2
L
M V
Tχ1 ,ǫ1
L
)
→ IM(1)+
(
M(1)(θ)ǫ2
M(1, λ) M(1)(θ)ǫ1
)
⊗ Hom Lˆ/K(T
(λ)
χ1
, Tχ2). (5.22)
We have dimCHom Lˆ/K(T
(λ)
χ1 , Tχ2) = Cδχ(λ)1 ,χ2
. Hence the dimension of the right hand side
in (5.22) is less than or equal to 1 by Theorem 4.7. We obtain the following proposition:
Proposition 5.14. Let M be an irreducible V +L -module containing an M(1)
+-submodule
isomorphic to M(1, λ) and let ǫ1, ǫ2 ∈ {±}. Then the fusion rule of type
( V Tχ2 ,ǫ2
L
M V
Tχ1 ,ǫ1
L
)
is
zero if χ2 6= χ1
(λ) and is less than or equal to 1 if χ2 = χ1
(λ).
Corollary 5.15. For any λ ∈ L◦ with 2λ /∈ L and ǫ1, ǫ2 ∈ {±}, the fusion rule of type( V Tχ2 ,ǫ2
L
Vλ+L V
Tχ1 ,ǫ1
L
)
is δ
χ
(λ)
1 ,χ2
.
Proof. It is clear from Propositions 5.11 and 5.14.
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Finally we prove the following proposition:
Proposition 5.16. Let λ ∈ L◦ with 2λ ∈ L and χ a central character of Lˆ/K such that
χ(κ) = −1. Then
(1) the fusion rules of types
( V T (λ)χ ,∓
L
V +
λ+L V
Tχ,±
L
)
and
( V T (λ)χ ,±
L
V −
λ+L V
Tχ,±
L
)
are 0 if cχ(λ) = 1,
(2) the fusion rules of types
( V T (λ)χ ,±
L
V +
λ+L V
Tχ,±
L
)
and
( V T (λ)χ ,∓
L
V −
λ+L V
Tχ,±
L
)
are zero if cχ(λ) = −1.
Proof. We shall only prove that the fusion rule of type
( V T (λ)χ ,+
L
V +
λ+L V
Tχ,+
L
)
is 0 when cχ(λ) = −1.
The others can be dealt similarly.
Let Y( · , z) be an intertwining operator of type
( V T (λ)χ ,+
L
V +
λ+L V
Tχ,+
L
)
and fλ the linear map
defined as in (5.17). As in the proof of Proposition 5.6, we take a subset Sλ ⊂ λ+L such
that V +λ+L
∼=
⊕
µ∈Sλ
M(1, µ) (∼= M(1)+ ⊕
⊕
µ∈Sλ
M(1, µ) if λ ∈ L) as M(1)+-modules.
We recall the M(1)+-module isomorphism φ : V +λ+L[λ] → M(1, λ) for λ ∈ Sλ. We may
also assume that λ, 3λ ∈ Sλ. By (5.10), we have for any a ∈ M(1, 2λ), u ∈ M(1, λ) and
sufficiently large integer k
(z0 + z2)
kY tw2λ (a, z0 + z2)Y
tw
λ (u, z2)(v ⊗ t)
=
1
2
∑
p=0,1
(z2 + z0)
kY tw(1+(−1)p2)λ(Y(−1)p2λ,λ(θ
p(a), z0)u, z2)(v ⊗ t)
=
1
2
(z2 + z0)
k
(
Y tw3λ (Y2λ,λ(a, z0)u, z2) + Y
tw
−λ(Y−2λ,λ(θ(a), z0)u, z2)
)
(v ⊗ t)
for v ∈ M(1)(θ)+ and t ∈ Tχ. This and (5.18) show that for a = b + θ(b) ∈ V
+
L [2λ] with
b ∈M(1, 2λ), u ∈ V +λ+L[λ] and v ∈M(1)(θ)
+,
(z0 + z2)
kY (a, z0 + z2)Y(u, z2)(v ⊗ t)
= (z0 + z2)
k
(
ptw+
(
Y tw2λ (b, z0 + z2) + Y
tw
−2λ(θ(b), z0 + z2)
)
Y twλ (φ(u), z2)v
)
⊗ e2λfλ(t)
=
1
2
(z2 + z0)
k
(
ptw+ Y
tw
3λ (Y2λ,λ(b, z0)φ(u), z2)v + p
tw
+ Y
tw
−λ(Y−2λ,λ(θ(b), z0)φ(u), z2)v
+ptw+ Y
tw
−λ(Y−2λ,λ(θ(b), z0)φ(u), z2)v + p
tw
+ Y
tw
3λ (Y2λ,λ(b, z0)φ(u), z2)v
)
⊗ e2λfλ(t)
= (z2 + z0)
k
(
ptw+
(
Y tw3λ (Y2λ,λ(b, z0)φ(u), z2)v + Y
tw
−λ(Y−2λ,λ(θ(b))φ(u), z2)v
))
⊗ e2λfλ(t).
(5.23)
Consider φ(Y (a, z)u) for any a ∈ V +L [2λ] and u ∈ V
+
λ+L[λ]. Note that u = φ(u) +
θ(φ(u)). We have
Y (a, z)u =ǫ(2λ, λ) (Y2λ,λ(a, z)φ(u) + Y−2λ,−λ(θ(a), z)θ(φ(u)))
+ ǫ(−2λ, λ) (Y2λ,−λ(a, z)θ(φ(u)) + Y−2λ,λ(θ(a), z)φ(u)) .
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Since 3λ, λ ∈ Sλ, we have
φ(Y (a, z)u) = ǫ(2λ, λ)Y2λ,λ(a, z)φ(u) + ǫ(−2λ, λ)Y2λ,−λ(a, z)θ(φ(u)).
Using (4.6) gives
φ(Y (a, z)u) = ǫ(2λ, λ)Y2λ,λ(a, z)φ(u) + ǫ(−2λ, λ)θY−2λ,λ(θ(a), z)φ(u).
Note that p+Y
tw
ν (u, z)w = p+Y
tw
−ν(θ(u), z)w for any u ∈ M(1, ν) and w ∈ M(1)(θ)
+.
Hence
Y(Y (a, z0)u, z2)(v ⊗ t)
= ǫ(2λ, λ)ptw+ Y
tw
3λ (Y2λ,λ(a, z0)φ(u), z2)v)⊗ f3λ(t)
+ ǫ(−2λ, λ)ptw+ Y
tw
−λ(Y−2λ,λ(θ(a), z0)φ(u), z2)v)⊗ fλ(t).
(5.24)
On the other hand, (5.23) gives
(z0 + z2)
kY (a, z0 + z2)Y(u, z2)(v ⊗ t)
= (z2 + z0)
k
(
ptw+ Y
tw
3λ (Y2λ,λ(a, z0)φ(u), z2)v ⊗ e2λfλ(t)
+ ptw+ Y
tw
−λ(Y−2λ,λ(θ(a), z0)φ(u), z2)v ⊗ e2λfλ(t)
)
.
(5.25)
Since Y is an intertwining operator we have the identity
(z0 + z2)
kY (a, z0 + z2)Y(u, z2)(v ⊗ t) = (z2 + z0)
kY(Y (a, z0)u, z2)(v ⊗ t)
for sufficiently large integer k. It follows from (5.24) and (5.25) that
ptw+ Y
tw
3λ (Y2λ,λ(a, z0)φ(u), z2)v)⊗ (ǫ(2λ, λ)f3λ(t)− e2λfλ(t))
= ptw+ Y
tw
−λ(Y−2λ,λ(θ(a), z0)φ(u), z2)v)⊗ (e2λfλ(t)− ǫ(−2λ, λ)fλ(t)).
Since the least powers of z0 in
Y tw3λ (Y2λ,λ(e
2λ, z0)e
λ, z2)v and Y
tw
−λ(Y−2λ,λ(e
−2λ, z0)e
λ, z2)v
are (2λ, λ) and −(2λ, λ) respectively, we see that if λ 6= 0,
χ(λ)(e2λ)fλ(t) = e2λfλ(t) = ǫ(−2λ, λ)fλ(t) (5.26)
for any t ∈ Tχ. That is,
cχ(λ)fλ(t) = fλ(t). (5.27)
The condition cχ(λ) = −1 forces fλ = 0. This shows Y( · , z) = 0.
By Propositions 2.7, 5.11–5.14, 5.16 and Corollary 5.15 we immediately have:
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Proposition 5.17. Let M i (i = 1, 2, 3) be irreducible V +L -modules and assume that one of
them is of twisted type. Then the fusion rule of type
(
M3
M1 M2
)
is either 0 or 1. The fusion
rule of type
(
M3
M1 M2
)
is 1 if and only if M i (i = 1, 2, 3) satisfy the following conditions;
(i) M1 = Vλ+L for λ ∈ L
◦ such that 2λ /∈ L and (M2, M3) is one of the following pairs:
(V
Tχ,±
L , V
T
(λ)
χ ,±
L ), (V
Tχ,±
L , V
T
(λ)
χ ,∓
L ) for any irreducible Lˆ/K-module Tχ.
(ii) M1 = V +λ+L for λ ∈ L
◦ such that 2λ ∈ L and (M2, M3) is one of the following pairs:
(V
Tχ,±
L , V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (V
Tχ,±
L )
′) for any irreducible Lˆ/K-module Tχ such that
cχ(λ) = 1,
(V
Tχ,±
L , V
T
(λ)
χ ,∓
L ), ((V
T
(λ)
χ ,±
L )
′, (V
Tχ,∓
L )
′) for any irreducible Lˆ/K-module Tχ such that
cχ(λ) = −1.
(iii) M1 = V −λ+L for λ ∈ L
◦ such that 2λ ∈ L and (M2, M3) is one of the following pairs:
(V
Tχ,±
L , V
T
(λ)
χ ,∓
L ), ((V
T
(λ)
χ ,∓
L )
′, (V
Tχ,±
L )
′) for any irreducible Lˆ/K-module Tχ such that
cχ(λ) = 1,
(V
Tχ,±
L , V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (V
Tχ,±
L )
′) for any irreducible Lˆ/K-module Tχ such that
cχ(λ) = −1.
(iv) M1 = V
Tχ,+
L for an irreducible Lˆ/K-module Tχ and (M
2, M3) is one of the following
pairs:
(Vλ+L, V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (Vλ+L)
′) for λ ∈ L◦ such that 2λ /∈ L,
(V ±λ+L, V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (V ±λ+L)
′) for λ ∈ L◦ such that 2λ ∈ L and that cχ(λ) = 1,
(V ±λ+L, V
T
(λ)
χ ,∓
L ), ((V
T
(λ)
χ ,∓
L )
′, (V ±λ+L)
′) for λ ∈ L◦ such that 2λ ∈ L and that cχ(λ) =
−1.
(v) M1 = V
Tχ,−
L for an irreducible Lˆ/K-module Tχ and (M
2, M3) is one of the following
pairs:
(Vλ+L, V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,±
L )
′, (Vλ+L)
′) for λ ∈ L such that 2λ /∈ L◦,
(V ±λ+L, V
T
(λ)
χ ,∓
L ), ((V
T
(λ)
χ ,±
L )
′, (V ∓λ+L)
′) for λ ∈ L◦ such that 2λ ∈ L and that cχ(λ) = 1,
(V ±λ+L, V
T
(λ)
χ ,±
L ), ((V
T
(λ)
χ ,∓
L )
′, (V ∓λ+L)
′) for λ ∈ L◦ such that 2λ ∈ L and that cχ(λ) =
−1.
Now Theorem 5.1 follows from Propositions 5.7 and 5.17.
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5.4 Fusion product for V +
L
Let V be a vertex operator algebra and {Wi}i∈I the set of all the equivalence classes of
irreducible V -modules. For any representatives M i of Wi (i ∈ I), we write N
k
ij for the
fusion rule of type
(
Mk
M i Mj
)
for i, j, k ∈ I. The fusion rules Nkij are independent of a choice
of representatives. Here and further we assume that I is a finite set and that all the fusion
rules are finite.
Set R(V ) =
⊕
i∈I CWi a vector space over C with basis {Wi}i∈I . Then the product
of R(V ) is defined by
Wi ×Wj =
∑
k
Nkij Wk
for any i, j ∈ I. By Proposition 2.7 the product is commutative. The commutative
algebra R(V ) is called the fusion algebra of V .
Denote byW ′i the equivalence class of the contragredient module of a representative of
Wi. Then for any i ∈ I there exists uniquely i
′ ∈ I such that W ′i = Wi′. By Proposition
2.7, we have Nkij = N
j′
ik′ for any i, j, k ∈ I.
We now describe the fusion products for V +L . For simplicity, we introduce notations
of equivalence classes of irreducible V +L -modules. For λ ∈ L
◦, we set [λ] be the equivalent
class of irreducible V +L -modules isomorphic to Vλ+L. When 2λ ∈ L, we denote by [λ]
±
the equivalent class of irreducible V +L -modules isomorphic to V
±
λ+L. By abuse of notations
we set [λ] = [λ]+ + [λ]− for λ ∈ L◦ with 2λ ∈ L. We then have that [λ] = [−λ] and
[λ+ α] = [λ] for any λ ∈ L◦ and α ∈ L. This implies that [λ + µ] = [λ− µ] for λ, µ ∈ L◦
if 2λ ∈ L or 2µ ∈ L. For a central character χ of Lˆ/K with χ(κ) = −1, we write [χ]± for
the equivalence classes of irreducible V +L -modules V
Tχ,±
L , respectively.
We set S0 = {λ ∈ L
◦|2λ ∈ L} and S1 = {λ ∈ L
◦|2λ /∈ L}. By Theorem 5.1 we have
the following fusion products:
[λ]× [µ] = [λ+ µ] + [λ− µ] for λ, µ ∈ S1 (5.28)
[λ]± × [µ] = [λ+ µ] for λ ∈ S0, µ ∈ S1, (5.29)
[λ]+ × [µ]± = [λ+ µ]± for λ, µ ∈ S0 such that πλ,2µ = 1, (5.30)
[λ]+ × [µ]± = [λ+ µ]∓ for λ, µ ∈ S0 such that πλ,2µ = −1, (5.31)
[λ]− × [µ]− = [λ+ µ]+ for λ, µ ∈ S0 such that πλ,2µ = 1, (5.32)
[λ]− × [µ]− = [λ+ µ]− for λ, µ ∈ S0 such that πλ,2µ = −1, (5.33)
[λ]× [χ]± = [χ(λ)]+ + [χ(λ)]− for λ ∈ S1, (5.34)
[λ]+ × [χ]± = [χ(λ)]± for λ ∈ S0 such that cχ(λ) = 1, (5.35)
[λ]+ × [χ]± = [χ(λ)]∓ for λ ∈ S0 such that cχ(λ) = −1, (5.36)
[λ]− × [χ]− = [χ(λ)]+ for λ ∈ S0 such that cχ(λ) = 1, (5.37)
[λ]− × [χ]− = [χ(λ)]− for λ ∈ S0 such that cχ(λ) = −1. (5.38)
The other products are derived from these products with the symmetries of fusion rules
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in Proposition 2.7. For example, the product of [χ1]
+ and [χ2]
+ is given by
[χ1]
+ × [χ2]
+ =
∑
[λ] +
∑
[µ]+ +
∑
[ν]−,
where λ runs through S1 such that χ
(λ)
1 = χ
′
2, µ runs through S0 such that χ
(µ)
1 = χ
′
2
and that cχ1(µ)(−1)
2(µ,µ) = 1, and ν runs through S0 such that χ
(ν)
1 = χ
′
2 and that
cχ1(µ)(−1)
2(µ,µ) = −1.
Theorem 5.18. The fusion algebra R(V +L ) is a commutative associative algebra.
Proof. For any equivalence classes W1,W2 and W3 of irreducible V
+
L -modules, we have to
prove that W1× (W2×W3) = (W1×W2)×W3. We can do this case by case. For example
we shall prove
[λ]+ × ([µ]+ × [ν]−) = ([λ]+ × [µ]+)× [ν]− (5.39)
for λ, µ, ν ∈ S0 such that πλ,2µ = 1 and πµ,2ν = −1 and
[λ]+ × ([µ]+ × [χ]−) = ([λ]+ × [µ]+)× [χ]− (5.40)
for λ, µ ∈ S0 and a central character χ of Lˆ/K with χ(κ) = −1 such that πλ,2µ = 1 and
cχ(µ) = −1. We first show (5.39). By using (5.30) and (5.31), we have
[µ]+ × [ν]− = [µ+ ν]+, [λ]+ × [µ]+ = [λ + µ]+.
Since
πλ,2µ+2ν = e
(λ,2µ+2ν)πiωc0(2µ+2ν,λ)q = πλ,2µπλ,2ν = πλ,2ν ,
πλ+µ,2ν = e
(λ+µ,2ν)πiωc0(2ν,λ+µ)q = πλ,2νπµ,2ν = −πλ,2ν ,
we see that
[λ]+ × ([µ]+ × [ν]−) = [λ]+ × [µ+ ν]+ = [λ + µ+ ν]±,
([λ]+ × [µ]+)× [ν]− = [λ+ µ]+ × [ν]− = [λ + µ+ ν]±
if πλ,2ν = ±1 respectively. Thus (5.39) holds.
Next we show (5.40). Equation (5.36) imply
[µ]+ × [χ]− = [χ(µ)]+.
Then we see that
[λ]+ × ([µ]+ × [χ]−) = [λ]+ × [χ(µ)]− = [
(
χ(µ)
)(λ)
]±
if cχ(λ) = ±1 respectively. On the other hand,
([λ]+ × [µ]+)× [χ]− = [λ+ µ]+ × [χ]− = [χ(λ+µ)]∓
if cχ(λ+µ) = −cχ(λ) = ±1 respectively. Since
(
χ(µ)
)(λ)
(a) = χ(µ)(σλ(a)) = χ(σµσλ(a)) =
χ(σλ+µ(a)) = χ
(λ+µ)(a) for any a ∈ Z(Lˆ/K), we have
(
χ(µ)
)(λ)
= χ(λ+µ). Therefore, (5.40)
holds.
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5.5 Application
In this section we apply the results on fusion rules for V +L -modules to study orbifold vertex
operator algebras constructed from VL and automorphism θ when L is unimodular.
Let L be a positive-definite even unimodular lattice. That is, L = L◦. Then VL is
a holomorphic vertex operator algebra in the sense that VL is rational and VL is the
only irreducible VL-module up to isomorphism (see [D1] and [DLM2]). Moreover, VL
has a unique irreducible θ-twisted module V TL up to isomorphism where T is the unique
simple module for Lˆ/K such that κK acts as −1 (see [FLM] and [D2]). Recall that
V TL = M(1)(θ)⊗ T and d is the rank of L. The weight gradation of V
T
L is given by
V TL =
∑
n∈ 1
2
Z≥0
(V TL )n+ d
16
(5.41)
(see [DL2]). Since L is unimodular, d is divisible by 8. Hence the L(0)-weights of either
V T,+L or V
T,−
L are integers (half integers for the other). We denote by V
T,e
L (resp, V
T,o
L )
the irreducible V +L -submodules of V
T
L with integral (half integral) L(0)-weights. It is clear
that V T,eL = V
T,+
L if d/8 is even and V
T,e
L = V
T,−
L if d/8 is odd. By Theorems 3.4 (also see
[AD]) and 5.1, we have:
Proposition 5.19. Let L be a positive-definite even unimodular lattice.
(i) The vertex operator algebra V +L has exactly 4 irreducible modules V
±
L , V
T,±
L up to iso-
morphism.
(ii) The fusion rules among modules are
V +L ×W =W × V
+
L = W, V
−
L × V
−
L = V
+
L ,
V −L × V
T,e
L = V
T,e
L × V
−
L = V
T,o
L , V
−
L × V
T,o
L = V
T,o
L × V
−
L = V
T,e
L ,
V T,eL × V
T,e
L = V
T,o
L × V
T,o
L = V
+
L , V
T,e
L × V
T,o
L = V
T,o
L × V
T,e
L = V
−
L ,
where W is any irreducible V +L -module.
Remark 5.20. If L is the Leech lattice, the irreducible modules for V +L has been classified
previously in [D3] by using the representation theory for the Virasoro algebra of central
charge 1/2.
The main result in this subsection is the following:
Proposition 5.21. Let L be a positive-definite even unimodular lattice. Assume that V +L
is rational and V = V +L + V
T,e
L is a vertex operator algebra. Then V is a holomorphic
vertex operator algebra and C2-cofinite.
Proof. It is known that V +L is C2-cofinite (see [Ya] and [ABD]). Since V is C2-cofinite as
a V +L -module by [Bu], it is also C2-cofinite as a vertex operator algebra.
We assume that V = V +L + V
T,−
L . The case that V = V
+
L + V
T,+
L can be proved
similarly. We first prove that V is the only irreducible V -module up to isomorphism. Let
W be an irreducible V -module. Then W is a completely reducible V +L -module. Let M
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be an irreducible V +L -submodule of W. If M = V
+
L or V
T,−
L using the fusion rule given
in Proposition 5.19 shows that V +L is always contained in W as a V
+
L -submodule. So W
contains a vacuum like vector and thus isomorphic to V (see [L]).
If M = V −L , then V
T,−
L × V
−
L = V
T,+
L is a V
+
L -submodule of W. Note that V
T,−
L has
integral weight and V T,+L has strictly half integral weights. SoW has both integral weights
from V −L and half integral weights from V
T,+
L . But this is impossible as W is irreducible.
Similarly, M cannot be V T,+L .
We now prove that V is rational. That is, any admissible V -module is completely re-
ducible. Let W be an admissible V -module and M be the maximal semisimple admissible
submodule. Then V =M⊕X for a V +L -submodule ofW as V
+
L is rational. If X 6= 0 then
W/M is a V -module. So as V +L -module W/M = X contains a V
+
L -submodule isomorphic
to V +L . This shows that X contains a vacuum-like vector x and the V -submodule Z of
W generated by u is isomorphic to V. Clearly, M ∩ Z = 0 and M ⊕ Z is a semisimple
admissible V -submodule of W and strictly contains M. This contradiction shows that
W = M.
Again, if L is the Leech lattice, this result has been given in [D3] before.
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