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Resumo
Trata-se de uma ferramenta para ambiente Windows, cuja fInalidade é a de facilitar o estudo, o
desenvolvimento e o emprego de redes neurais na solução de problemas reais. O NeuroLab, através de
uma filosofia cliente-servidor, oferece recursos e facilidades para o emprego integrado de redes neurais e
aplicações convencionais na solução de problemas complexos, de uma forma simples, funcional e ele-
gante. A ferramenta, pela sua facilidade de uso, funcionalidade e flexibilidade, tem grandes possibilidades
de agradar tanto os especialistas no assunto, como as comunidades acadêmica e empresarial e, inclusive,os iniciantes. .
Introdução áreas do conhecimento, interessados no conhe-
cimento das redes neurais. Como conseqiiência
Apesar das dificuldades e das restrições abre-se a oportunidade para o aparecimento de
tecnológicas ainda grandes sobre a trajetória das ferramentas que busquem facilitar o aprendizado
redes neurais, constata-se hoje uma presença já e o uso de tais técnicas.
considerável e um interesse ainda crescente,
tanto da comunidade acadêmica como da socie- O NeuroLab foi concebido exatamente
dade em geral, no seu estudo e no emprego de nesta direção, ou seja, de ser um ambiente para
suas técnicas na resolução de problemas reais. facilitar o projeto e o desenvolvimento de redes
neurais e tornar o mais simples e transparente
Na área acadêmica, a nível de pós- possível o seu emprego e sua integração com
graduação, há anos que o estudo e a pesquisa qualquer programa ou aplicação convencional.
sobre diferentes técnicas e modelos neurais re-
cebe a atenção de um grande contingente de Nas próximas seções deste artigo serão
alunos e professores. A nível de graduação é destacados: a filosofia do NeuroLab e a funcio-
notório o aumento do número de cursos que nalidade que este oferece aos seus usuários; seus
oferecem uma ou mais disciplinas abordando o principais componentes -o SiReNe -que ofere-
tema de forma específica, que também é bas- ce um ambiente amigável e integrado para cria-
tante usado para trabalhos de iniciação cientifi- ção, preparação e validação de redes neurais de
ca. diferentes modelos e arquiteturas; e -o SeReNa
-que se encarrega de disponibilizar as redes
Cursos de pós-graduação "lato sensu", geradas pelo SiReNe para serem utilizadas, na
mesmo em diferentes áreas do saber, também forma cliente-servidor, por uma aplicação con-
vêm apresentando um crescente interesse pelo vencional qualquer. Será também feita uma si-
assunto e, principalmente, pela potencialidade mulação do emprego do NeuroLab e fInalmente
de seu emprego na solução de problemas com- serão citados alguns tópicos para continuidade
plexos e ainda carentes de solução automatiza- dos trabalhos.
da.
Constata-se também que a medida em NeuroLab
que as técnicas neurais deixam de ser ilustres
desconhecidas, cresce a demanda comercial por O NeuroLab é constituído por duas fer-
produtos que a tenham como base ou como ramentas independentes, SiReNe e SeReNa,
parte integrante da solução. que, utilizadas em fases distintas, permitem a
Como reflexo de um tal contexto, ob- construção de uma rede neural para solução de
serva-se pesquisadores, alunos, e mesmo profis- um determinado problema específico e a colo-
sionais de mercado, oriundos das mais distintas cação desta rede em disponibilidade, de forma
transparente, para utilização pelo sistema apli- para construção de aplicações MDI (Multiple
cativo do usuário fmal. Documents Interface) e servidores OLE.
O SiReNe é a ferramenta que viabiliza Late Binding é a alocação de memória
a construção, o treinamento e a validação da em tempo de execução da aplicação. Ou seja, a
rede neural na resolução do problema específi- alocação de memória para uma variável não é
co. realizada previamente, e sim, na primeira refe-
rência àquela variável durante a execução da
O SeReNa é a ferramenta que disponi- aplicação.
biliza a interface para a aplicação cliente intera-
gir com a rede neural, criada pelo SiReNe, de Este tipo de alocação de memória é
modo transparente e simples. muito importante para a implementação do si-
mulador, já que as matrizes de pesos das redes
NeuroLab neurais podem ser de diversos tamanhos. Se a
linguagem não oferecesse tal facilidade, tería-
históricos I .
9 mos que a ocar prevIamente um espaço de me-
SiReNe mória suficiente para armazenar estas matrizes.
Isso poderia acarretar um desperdício de memÓ-
ria, no caso das matrizes virem a ter tamanhos
~ menores que o reservado para elas, ou poderia
~ impossibilitar a execução do simulador, caso o
Dados I espaço reservado fosse insuficiente para a alo-
1 cação destas matrizes. Em linguagens que não
, possuam esta característica, outros mecanismos,
como alocação dinâmica de memória podem ser
utilizados para o mesmo fIm
B Existe um tipo de aplicação para Win-
atuais dows capaz de manipular documentos. Este tipo
r Aplicação I de aplicação é conhecido como MDI. Uma apli-L ~JI..~M,\"MV .cação MDI é aquela que permite abrir vários
documentos ( do mesmo tipo) ao mesmo tempo e
É dispensável citar aqui toda a gama de que controla todos os documentos que estão
aplicativos e utilitários desenvolvidos para a abertos. A ferramenta SiReNe foi implementada
plataforma Windows, assim, o NeuroLab foi como sendo uma aplicação MDI.
desenvolvido para esta plataforma com vistas a
conseguir se integrar ao maior número de apli- Existe um tipo de aplicação para Win-
cações possível. dows com facilidades para comunicação com
outras aplicações Windows. Este tipo de aplica-
A ferramenta SiReNe sendo feita para ção é conhecida como Servidor OLE. Os Servi-
Windows, se torna um simulador muito fácil de dores OLE são aplicações que provêem objetos,
ser usado, pois sua interface segue a interface com seus métodos e propriedades, para outras
padrão dos sistemas para Windows, formada por aplicações Windows. A ferramenta SeReNa foi
janelas, menus, controles como botões, barras de implementada como um Servidor OLE.
rolamento, tudo muito conhecido pelos usuários
desse ambiente. A ferramenta SiReNe, por ser MDI,
permite ao usuário manipular cada simulação de
A ferramenta SeReNa, sendo também rede como um documento distinto e criar um
um sistema para Windows, se torna muito útil arquivo com a descrição da rede neural capaz de
para os desenvolvedores das aplicações, já que a resolver o problema. E a ferramenta SeReNa,
maioria destas aplicações são hoje desenvolvi- por ser um Servidor OLE, permite ao usuário
das para ambiente Windows. utilizar este arquivo em sua aplicação sem co-
nhecer detalhes sobre seu formato.
A linguagem escolhida para a imple-
mentação do NeuroLab foi o Visual Basic, por SiReNe
oferecer paradigmas modernos de programação,
ser de fácil aprendizado e permitir rápido des- Trata-se de um Simulador de Redes
envolvimento de aplicações para Windows. O Neurais para ambiente Windows, que oferece
VB possui late binding e oferece facilidades recursos e facilidades para criar, configurar,
treinar, testar e salvar redes neurais, para poste- do tipo "Fonn Main" se encarregam de oferecer
rior utilização por aplicações convencionais as facilidades para manipulação dos dados e da
desenvolvidas para resolverem problemas espe- execução do treinamento e do teste.
cíficos nas mais diversas áreas do saber.
Para cada modelo de rede existe uma
A facilidade de interação, aliada a fle- classe onde estão defInidos os procedimentos e
xibilidade oferecida pelos recursos disponíveis, funções necessários para a utilização do respec-
fazem do SiReNe um simulador versátil e com tivo modelo neural.
grandes possibilidades de aceitação tanto por
especialistas na área como por iniciantes.
Através de menus e de janelas gráficas,
o SiReNe oferece ao usuário recursos e facilida- Fonn onn
des para preparar uma rede neural para a solu- Backp. Elamn Jordan Dados Teste &
ção de um problema específico qualquer. Trein
Três modelos de rede: Elman, Jordan e
MLP (backpropagation) estão atualmente dispo-
níveis para escolha na barra de ferramentas.
Após a escolha do modelo, três ambientes são
oferecidos: um para definir a arquitetura da rede A implementação modular do SiReNe
(número de camadas, número de elementos de possibilita a adição de novos modelos neurais de
processamento por camada e tipo de função de forma bastante simples, bastando para isto criar
ativação), outro para selecionar os dados a se- uma MDI Child Fonn e uma Classe para cada
rem utilizados no treinamento e no teste da rede novo modelo.
e, fmalmente outro, para defInir os parâmetros e
executar o treinamento ou o teste. O usuário tem SeReNa
ainda a opção de salvar as condições correntes
para continuar o treinamento em. uma.~utra-oca- É a parte do Neurolab que se encarrega
sião ou salvar a rede para postenor utillZaçao de de disponíbilizar a rede neural gerada pelo Si-
dentro de uma aplicação convencional qualquer. ReNe para ser usada por uma aplicação conven-
..cional qualquer, sob a forma cliente-servidor .
No ambiente de tremamento eXIstem
facilidades e recursos para manipular, mesmo de O SeReNa oferece métodos (serviços)
forma interativa durante a ex.ecução do treina- de manipulação de uma rede neural. Para fazer
mento, alguns parâmetros talS como: taxa de uso destes métodos o desenvolvedor da aplica-
aprendizado; momento; percentual de ruído adi- ção convencional ~recisa saber o modelo de
cional; freqiiência de apresentação gráfica da rede que deseja empregar e a sintaxe dos res-
evolução do erro; número de ciclos (passos) de pectivos comandos para se comunicar com o
treinamento; erro máximo para parada; etc. A servidor.
qualquer instante o treinamento pode ser sus-
penso ou interrompido e, neste caso, reiniciali-
zado a partir de um outro ponto aleatoriamente ~ ~
selecionado ou do ponto onde estava.
Como todos os sistemas desenvolvidos
para Windows, o SiReNe é capaz de manipular
um detenninado tipo de documento. Por exem-
pIo, o Word manipula textos, o Excel planilhas e
o SiReNe redes neurais.
O SiReNe é uma aplicação MDI (Mul- ~ ~
tiple Document Interface). Em sua janela princi-
paI (MDI Fonn) ele oferece um menu e uma
barra de ferramenta com opções de criar, abrir, Os seguintes serviços estão disponíveis
salvar e organizar simulações. Os modelos atu- no SeReNa: load( ) -para carregar a rede gerada
almente disponíveis estão .implementados em pelo SiReNe; Processa( ) -para executar a rede
três janelas filhas (MDI Child Fonn): b~ckpro- no processamento de um vetor de entrada ( ob-
pagation(MLP), Elman e Jordan. Duas Janelas servação); DataInput( ) -para fornecer um vetor
de entrada à rede; DataOutput( ) -para pegar o real. As entradas possuem valores entre 1 e 10 e
resultado gerado pela rede. as saídas só podem ser 2 (benigno) ou 4 (malig-
no).
Quando uma aplicação que faz uso do
SeReNa estiver em execução e fIZer a chamada Entradas / Significado Valores
de algum serviço do mesmo, o servidor é auto- Saídas
maticamente ativado e sua janela de apresenta- el Código numérico Inteiro
ção é colocada na tela do monitor. e2 Espessura da massa 1 a 10
de células
Uso do NeuroLab -Um Exemplo e3 Uniformidade do 1 a 10
tamanho da célula
O objetivo é mostrar como o SiReNe e e4 Uniformidade do 1 a 10
o SeReNa juntos podem auxiliar o desenvolvi- formato da célula
mento de uma aplicação convencional qualquer, eS Adesão marginal I a 10
que precise fazer uso do paradigma neural como 6 Tamanh d 1 10da ' . d 1 - d d .e o euma a
parte estrategla e reso uçao e um etemu- ' lul ~...;t I .
Ice a eIJI e Ia
nado problema. 7 N ' I .
I 10e uc eo vazIO a
.e8 Cromatina branda 1 a 10
A fIm de melhor mostrar a capacIdade ,
e O desempenho do SiReNe na preparação do e9 N~cleolo normal 1 a 10
modelo neural e da facilidade de integração do e 10 Mlt~se .Ia 10
SeReNa com a aplicação do usuário, optou-se sI Maligno ou Benigno 2 ou 4
por usar um problema real, razoavelmente com-
plexo e com um conjunto de dados relativa- A partir da obtenção dos dados, o Neu-
mente extenso. roLab passa a ser usado na construção da rede
neural. A construção e o treinamento da rede são
Na busca de um caso real que atendes- feitos com o auxilio do SiReNe.
se a tais pré-requisitos, decidiu-se avaliar alguns
dos problemas oferecidos pelo Probenl, que é
uma fonte de problemas reais, próprios para Uma fase de preparação e normaliza-
serem resolvidos com o uso das técnicas Neu- ção dos dados é importante para obtenção de um
rais. Esta fonte está disponível através da Inter- melbor desempenho e melhores resultados fi-
net no endereço: nais. Foi assim, realizado um tratamento nos
dados originais do problema, e um novo con-
http://www.cse.cuhk.edu.hk/pub/probenl junto de dados foi gerado. Neste tratamento fo-
ram realizadas as seguintes operações:
Dentre os diversos problemas existen-
tes, o diagnóstico do câncer foi o escolhido. Ele 1. Eliminação dos exemplos (linhas) que ti-
consiste em diagnosticar o tumor como sendo nham alguma entrada ou saída com valor
maligno ou benígno com base em um conjunto indeterrninado, como o exemplo 24.
de informações laboratoriais sobre as células do 2. Eliminação da primeira entrada (coluna),
organismo doente. que é apenas um código numérico.
3. Divisão por 10 de todos os valores das en-
O conjunto de dados a respeito do pro- tradas restantes.
blema está disponível a qualquer pessoa e pode 4. Subtração por 3 de todos os valores das
ser obtido através do endereço: saídas.
http:llwww.cse.cuhk.edu.hk/pub/probenl/cancer Com esse tratamento, o novo conjunto
de dados passou a ter 683 exemplos, as entradas
Neste endereço existem vários arquivos ficaram limitadas a valores entre 0.1 e 1, e as
disponíveis, dentre eles o cancer.raw, que foi o saídas a valores -1 (benigno) e + I (maligno).
utilizado para esta simulação. Neste conjunto
de dados encontram-se 699 exemplos, cada um Para treinamento da rede reural não fo-
com lO entradas e I saída. Cada entrada, exceto ram utilizados todos os dados do problema, mas
a primeira, que contém apenas um código numé- apenas os 99 primeiros exemplos. E, para teste,
rico, representa o resultado de análises labora- foram utilizados todos os dados, ou seja, todo o
toriais feitas sobre as células de um tumor. A conjunto de 683 exemplos.
saída é a classificação do tumor, como sendo
maligno ou benígno, resultante do diagnóstico
o SiReNe foi usado para criar e prepa- benigno foi erroneamente classificado como
rar a rede neural adotando-se heuristicamente, a maligno e 21 malignos foram classificados como
seguinte arquitetura: benigno, o que representa uma taxa de acerto de
.rede MLP com três camadas 95.9%.
.9 neurônios na camada de entrada
.18 neurônios na camada intermediária Isso mostra que a rede conseguiu resol-
.I ne~ônio na camada de saída ver o problema de diagnóstico do Câncer, ob-
.função de ativação tipo Sigmóide Bipolar tendo um excelente resultado na generalização
entre as camadas de entrada e intermediária dos casos que ela não treinou.
.função de ativação Sigmóide Bipolar entre
as camadas intermediária e de saída Com a rede configurada e pronta para
tratar o problema, resta ver a forma de integrá-Ia
Para o treinamento da rede foram escolhidos os a aplicação final via a ferramenta SeReNa.
seguintes parâmetros:
.tamanho da epoch = 99 Projetou-se uma aplicação bastante
. t = O 6 simples, já que o objetivo maior é mostrar amomen o. ...
fi . t d d . d O 9 facIlidade de mtegração com o SeReNa. O pro-.coe lclen e e apren 1Za o = ' d -O grama desenvolvIdo para a aplIcaçao fOI cons-
rul o ~ .-
O 0001 truído em Visual Easic, é importante destacar no
.erro nummo -. I d .. d d I .
dentanto, que e e po ena ter SI o esenvo VI o
N . d I em qualquer outra linguagem capaz de manipu-
o tre1DaInento a re e a cançou o erro I w .
dar recursos m ows.de 0.0202058 com 249 passos. Apesar do erro
não ser menor ou igual ao erro mínimo estabele- A I .- ti ..
da ti...ap lcaçao 01 c na para ornecer 0
c Ido como parametro de tremamento (0.0001), di ' tI . b tum ,
.., .agnos co so re um or cancengeno, comos resultados obtIdos no teste foram satIsfatonos b infi - I b t .. ti .
dase nas ormaçoes a ora onals Ornec1 as
e, asslnl, decldlu-se encerrar a fase de trema- I ' . A fi b . tr . t ~ pe o usuano. 19ura a a1Xo mos a a m ellace
mento. 'da d .' I ' .
Aconstrui para. o Ia ogo com o usuano. tra-
A nfi - da d .v és dela ele fornece os dados e recebe o dia-
co guraçao e os pesos re e trel- , ti
nada foram salvos em um arquivo (treina99.net), gnos CO.
para que a mesma pudesse ser posteriormente .~ :-- -""xlf
utilizada via SeReNa Como resultado do trei- ~. -""jC&iC",;;;;,;, "
namento apenas 2 d~s 55 exemplos benignos ,:J,
foram classificados como malignos, e todos os
..'l C8I/ r-.=",', , ""c(
44 exemplos malIgnos foram classIficados cor- 'c,~d , "',I""i~i',c,,',"' ,; "" ii";;
Me:gono!;6dh..íon ,',r---,ii,c"" ' " ""c~
retamente ' ' ,,' " , ,,) "cJ""- ,""",
Para valores de salda menores que -0.5,
considerou-se que a rede forneceu diagnóstico N dr " E tr d " tã., .o qua o n a as es o os campos
Eemgno. Para valores de salda maIores que d ' .
d tr t da infi.., ..on e o usuano eve en ar com o s a orrna-
+0.5, conslderou-se diagnostIco MalIgno, e os -, .' I .
d tum O..çoes necessanas para a ana lse o or.
erros que tIveram valores no mtervalo de -0.5 a b t-" Id tI.fi " d . d ' I .
..o ao en lca lspara o processo e ana 1se
+0.5 excluslve, conslderou-se que a rede ficou d tum ~
d fi I d' ..o or J.omecen o, ao IDa esse processo, o
em duvIda. Na tabela abaIxO, que representa a di ' tI. d " E ." "
M.-.seu agnos co que po e ser emgno , a-
matnz de confusao, ve-se o resultado alcançado I ." "N - Id tI.fi d " d -
dad d IgnO ou ao en lca o, caso a re e nao
com os os e teste. nha .d .d .fi . dte conseguI o 1 entI lcar o tIpo e tumor.
Eeni os A I .- d d., .
.., ap lcaçao, para proce er o lagnostI-E~ s. ;) ) co do tumor, faz uso da rede neural previamente
Nao. ntificados 2 preparada pelo SiReNe e disponibilizada pelo
Mal s 21 194 SeReNa. A sintaxe a ser observada pelo cons-
trutor da aplicação é a seguinte:
Dos 584 casos testados, apenas 2 não
foram identificados pela rede, somente 1 caso
I -Na parte de declaração das variáveis da ja- Embora o código aqui apresentado seja
nela da aplicação, ele deve declarar wna variá- de wna aplicação em Visua1Basic, esta mesma
vel objeto do tipo Backpropagation: aplicação poderia estar escrita do mesmo modo
em VisualC++ , Delphi ou PowerBuilder. Assim,
Private RedeCancer As New SeReNa.classBP3 com wna sintaxe bastante simples e de fácil im-
plementação, o implementador de qualquer apli-
2 -No evento de inicialização da janela da apli- cação convencional passa a poder fazer uso de
cação, ele precisa carregar a rede já treinada no técnicas neurais como estratégia na solução de




RedeCancer.Load (arqRede) O NeuroLab é um ambiente de suporte
ao desenvolvimento de aplicações para ambiente
3 -No evento "click" do botão "Identify", os Windows, que apresentem a necessidade de usar
dados de entrada devem ser tratados, e o valor redes neurais como parte da estratégia de re-
de cada wna das entradas da rede deve ser espe- solução de um de terminado problema.
cificado, utilizando para isto o método Da-
talnput. O ambiente NeuroLab oferece duas fer-
ramentas, wna para criação de redes neurais, o
RedeCancer.Datalnput(l) = Clnt(el.Text)/ 10 SiReNe, e outra, o SeReNa, para permitir que
RedeCancer.Datalnput(2) = Clnt(e2.Text)/ 10 estas redes sejam acessadas pelas aplicações
RedeCancer.Datalnput(3) = Clnt(e3.Text)/ 10 fInais de forma simples e transparente ao usuá-
RedeCancer.Datalnput(4) = Clnt(e4.Text) /10 rio.
RedeCancer.Datalnput(5) = Clnt(e5.Text)/ 10
RedeCancer.Datalnput(6) = Clnt(e6.Text) /10 Estas caracteristicas, aliadas à facilida-
RedeCancer.Datalnput(7) = Clnt( e7. Text) /10 de de utilização de ambas as ferramentas, fazem
RedeCancer.Datalnput(8) = Clnt(e8.Text)/ 10 do NeuroLab um poderoso instrumento de di-
RedeCancer.Datalnput(9) = Clnt(e9.Text) /10 vulgação da técnica de Redes Neurais e de inte-
gração desta com as aplicações práticas.
A seguir deve ser passado para o Se-
ReNa, o comando para processar as entradas Os próximos passos previstos para este
através da rede, o que é feito por intermédio do trabalho incluem: introduzir um ambiente para
método Run. tratamento e análise dos dados; acrescentar no-
vos modelos de rede aos já existentes e, tam-
RedeCancer.Run bém, ampliar a forma de armazenamento para
aceitar também o padrão ODBC.
Após o processamento da rede, o re-
sultado gerado deve ser buscado através do Bibliografia
método DataOutput.
Neural Networks: A Comprehensive Foundati-sI = RedeCancer.DataOutput(l) on, Simon Haykin, IEEE Press
Finalmente, o ~rograma aplicativo deve Neural Computing: Theory and Practice, Philip
tratar a resposta recebIda da rede e, no caso, D. Wasserman, Van Nostrand Reinhold
fornecer o diagnóstico do tumor ao usuário.
FundamentaIs of Artificial Neural Networks,
If Abs(l-sl) -::: 0.5 Then Mohamed H. Hassoun, MIT Press, 1995
saida.ForeColor = vbRed
saida. Text = "MALIGNO" Redes Neurais aplicadas à Aquisição de Conhe-
Elself Abs(l -1 s) < 0.5 Then cimento em Sistemas Elétricos de Potência




saida.ForeColor -= vbYellow Simulador de Redes Neurais, Adriana Moura
saida.Text = "NAOIDENTlFICADO" Viera DEL-UFRJ 1998
Endlf ' ,
Microsoft Visual Basic, Microsoft Corp., 1995
Usando Visual Basic 5, M. McKelvy, Campus,
1997
