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BI-PARAMETER PARAPRODUCTS
CAMIL MUSCALU, JILL PIPHER, TERENCE TAO, AND CHRISTOPH THIELE
Abstract. In the first part of the paper we prove a bi-parameter version of a well
known multilinear theorem of Coifman and Meyer. As an example of an application of
our main theorem, we generalize the Kato-Ponce inequality in nonlinear PDE. Then, we
show that the double bilinear Hilbert transform does not satisfy any Lp estimates.
1. Introduction
Let f ∈ S(IR2) be a Schwartz function in the plane. A well known inequality in elliptic
PDE says that
‖
∂2f
∂x1∂x2
‖p . ‖∆f‖p (1)
for 1 < p <∞, where ∆ = ∂
2
∂x2
1
+ ∂
2
∂x2
2
is the Laplace operator.
To prove (1) one just has to observe that
∂2f
∂x1∂x2
= cR1R2∆f
where
Rjf(x) =
∫
IR2
ξj
|ξ|
f̂(ξ)e2πixξ dξ
j = 1, 2 are the Riesz transforms and they are bounded linear operators on Lp(IR2) [20].
An estimate of a similar flavour in non-linear PDE is the following inequality of Kato
and Ponce [10]. If f, g ∈ S(IR2) and D̂αf(ξ) := |ξ|αf̂(ξ) α > 0, is the homogeneous
derivative, then
‖Dα(fg)‖r . ‖D
αf‖p‖g‖q + ‖f‖p‖D
αg‖q (2)
for 1 < p, q, r <∞ with the property 1/r = 1/p+ 1/q.
Heuristically, if f oscillates more rapidly than g, then g is essentially constant with
respect to f and so Dα(fg) behaves like (Dαf)g. Similarly, if g oscillates more rapidly
then f then one expects Dα(fg) to be like f(Dαg) and this is why there are two terms on
the right hand side of (2). In order to make this argument rigorous, one needs to recall
the classical Coifman-Meyer theorem [4], [7], [12]. Let m be a bounded function on IR4,
smooth away from the origin and satisfying
|∂βm(γ)| .
1
|γ||β|
(3)
1
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for sufficiently many β. Denote by Tm(f, g) the bilinear operator defined by
Tm(f, g)(x) =
∫
IR4
m(ξ, η)f̂(ξ)ĝ(η)e2πix(ξ+η) dξdη. (4)
Then, Tm maps L
p × Lq → Lr as long as 1 < p, q ≤ ∞, 1/r = 1/p+ 1/q and 0 < r <∞.
This operator takes care of the inequality (2) in essentially the same way in which the
Riesz transforms take care of (1). The details will be presented later on in the Appendix
(see also [10]).
But sometimes (see [11]), in non-linear PDE one faces the situation when a partial
differential operator such as ̂Dα1D
β
2 f(ξ1, ξ2) := |ξ1|
α|ξ2|
β f̂(ξ1, ξ2) α, β > 0, acts on a
nonlinear expression such as the product of two functions. It is therefore natural to ask
if there is an inequality analogous to (2) for these operators. The obvious candidate,
according to the same heuristics, is the following inequality.
‖Dα1D
β
2 (fg)‖r . ‖D
α
1D
β
2 f‖p‖g‖q + ‖f‖p‖D
α
1D
β
2 g‖q + ‖D
α
1 f‖p‖D
β
2 g‖q + ‖D
α
1 g‖p‖D
β
2f‖q.
(5)
If one tries to prove it, one realizes that one needs to understand bilinear operators whose
symbols satisfy estimates of the form∣∣∂α1ξ1 ∂α2ξ2 ∂β1η1 ∂β2η2m(ξ, η)∣∣ . 1|(ξ1, η1)|α1+β1 1|(ξ2, η2)|α2+β2 . (6)
Clearly, the class of symbols verifying (6) is strictly wider then the class of symbols
satisfying (3). These new m’s behave as if they were products of two homogeneous
symbols of type (3), one of variables (ξ1, η1) and the other of variables (ξ2, η2).
The main task of the present paper is to prove Lp estimates for such operators in this
more delicate product setting. Our main theorem is the following.
Theorem 1.1. If m is a symbol in IR4 satisfying (6), then the bilinear operator Tm defined
by (4) maps Lp × Lq → Lr as long as 1 < p, q ≤ ∞, 1/r = 1/p+ 1/q and 0 < r <∞.
It will be clear from the proof of the theorem that the n-linear analogue of this result
is also true (see Section 8 for a precise statement). Particular cases of this theorem have
been considered by Journe´ (see [9] and also [3]) who proved that in the situation of tensor
products of two generic paraproducts, one has L2 × L∞ → L2 estimates. Our approach
is different from his and is based on arguments with a strong geometric structure. The
reader will notice that part of the difficulties of the general case comes from the fact that
there is no analogue of the classical Caldero´n-Zygmund decomposition in this bi-parameter
framework and so the standard argument [4], [12], [7] used to prove such estimates, has
to be changed.
The paper is organized as follows. In the next section, we discretize our operator and
reduce it to a biparameter general paraproduct. In the third section we present a new
proof of the classical one parameter case. This technique will be very helpful to handle an
error term later on in section six. Sections four, five and six are devoted to the proof of our
main theorem (1.1). Section seven contains a counterexample to the boundedness of the
double bilinear Hilbert transform and then, the paper ends with some further comments
and open questions. In the Appendix we explain how theorem 1.1 implies inequality (5).
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2. Reduction to bi-parameter paraproducts
In order to understand the operator Tm, the plan is to carve it into smaller pieces well
adapted to its biparameter structure. First, by writing the characteristic functions of the
planes (ξ1, η1) and (ξ2, η2) as finite sums of smoothed versions of characteristic functions of
cones of the form {(ξ, η) : |ξ| ≤ C|η|} or {(ξ, η) : |ξ| ≥ C|η|} , we decompose our operator
into a finite sum of several parts. Since all the operators obtained in this decomposition
can be treated in the same way, we will discuss in detail only one of them, which will be
carefully defined below (in fact, as the reader will notice, the only difference between any
arbitrary case and the one we will explain here, is that the functions MM , SS, MS, SM
defined later on at page 6, have to be moved around).
Let φ, ψ be two Schwartz bumps on [0, 1], symmetric with respect to the origin and
such that supp(φ̂) ⊆ [−1/4, 1/4] and supp(ψ̂) ⊆ [3/4, 5/4]. Recall the translation and
dilation operators τh, D
p
λ given by
τhf(x) = f(x− h)
Dpλf(x) = λ
−1/pf(λ−1x)
and then define
C ′(ξ1, η1) =
∫
IR
D∞
2k′
φ̂(ξ1)D
∞
2k′
ψ̂(η1) dk
′
and
C ′′(ξ2, η2) =
∫
IR
D∞
2k′′
ψ̂(ξ2)D
∞
2k′′
φ̂(η2) dk
′′.
As we said, we will study now the operator whose symbol is m ·C ′ ·C ′′. It can be written
as
Tm·C′·C′′(f1, f2)(x) =∫
IR6
m(ξ, η)D∞
2k′
φ̂(ξ1)D
∞
2k′
ψ̂(η1)D
∞
2k′′
ψ̂(ξ2)D
∞
2k′′
φ̂(η2)f̂1(ξ1, ξ2)f̂2(η1, η2)e
2πix(ξ+η) dξdηdk′dk′′ =
∫
IR6
m(ξ, η)Φ̂1,k′,k′′(ξ1, ξ2)Φ̂2,k′,k′′(η1, η2)f̂1(ξ1, ξ2)f̂2(η1, η2)e
2πix(ξ+η) dξdηdk′dk′′ =∫
IR6
m(ξ, η) ̂f1 ∗ Φ1,k′,k′′(ξ) ̂f2 ∗ Φ2,k′,k′′(η)e
2πix(ξ+η) dξdηdk′dk′′
where Φ1,k′,k′′ := D
1
2−k′
φ⊗D1
2−k′′
ψ and Φ2,k′,k′′ := D
1
2−k′
ψ ⊗D1
2−k′′
φ.
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In particular, the trilinear form Λm·C′·C′′(f1, f2, f3) :=
∫
IR2 Tm·C′·C′′(f1, f2)(x)f3(x) dx
associated to it, can be written as∫
ξ+η+γ=0
mk′,k′′(ξ, η, γ) ̂f1 ∗ Φ1,k′,k′′(ξ) ̂f2 ∗ Φ2,k′,k′′(η) ̂f3 ∗ Φ3,k′,k′′(γ) dξdηdγdk
′dk′′
(7)
where Φ3,k′,k′′ := D
1
2−k′
ψ′ ⊗ D1
2−k′′
ψ′ and ψ′ is again a Schwartz function such that
supp(ψ̂′) ⊆ [−7/4,−1/4] and ψ̂′ = 1 on [−3/2,−1/2], while mk′,k′′(ξ, η, γ) = m(ξ, η) ·
λk′,k′′(ξ, η, γ) where λk′,k′′(ξ, η, γ) is a smooth function supported on
2supp(Φ̂1,k′,k′′(ξ)Φ̂2,k′,k′′(η)Φ̂3,k′,k′′(γ))
which equals 1 on supp(Φ̂1,k′,k′′(ξ)Φ̂2,k′,k′′(η)Φ̂3,k′,k′′(γ)).
Then, we write (7) as
∫
IR10
m∨k′,k′′((n
′
1, n
′′
1), (n
′
2, n
′′
2), (n
′
3, n
′′
3))
3∏
j=1
(fj∗Φj,k′,k′′)((x
′, x′′)−(n′j , n
′′
j )) dn
′
jdn
′′
jdx
′dx′′dk′dk′′ =
∫
IR10
2−4k
′
2−4k
′′
m∨k′,k′′((2
−k′n′1, 2
−k′′n′′1), (2
−k′n′2, 2
−k′′n′′2), (2
−k′n′3, 2
−k′′n′′3))·
3∏
j=1
(fj ∗ Φj,k′,k′′)((2
−k′x′, 2−k
′′
x′′)− (2−k
′
n′j , 2
−k′′n′′j )) dn
′
jdn
′′
jdx
′dx′′dk′dk′′ =∫
IR10
2−3k
′
2−3k
′′
m∨k′,k′′((2
−k′n′1, 2
−k′′n′′1), (2
−k′n′2, 2
−k′′n′′2), (2
−k′n′3, 2
−k′′n′′3))·
2k
′/22k
′′/2
3∏
j=1
〈fj,Φj,~k,~x, ~nj〉 d ~njd~xd
~k
where we denoted
Φj,~k,~x, ~nj := 2
−k′/22−k
′′/2τ(2−k′x′,2−k′′x′′)−(2−k′n′j ,2−k
′′n′′j )
Φj,k′,k′′.
Notice that our functions Φj,~k,~x, ~nj are now L
2(IR2) normalized. The above expression can
be discretized as ∑
( ~n1, ~n2, ~n3,~k,~l)∈Z10
Λ ~n1, ~n2, ~n3,~k,~l(f1, f2, f3) (8)
where
Λ ~n1, ~n2, ~n3,~k,~l(f1, f2, f3) :=
∫
[0,1]10
2−3(k
′+κ′)2−3(k
′′+κ′′)m∨k′+κ′,k′′+κ′′(· · · )
2(k
′+κ′)/22(k
′′+κ′′)/2
3∏
j=1
〈fj,Φj,~k+~κ,~l+~λ, ~nj+ ~νj〉 d~νjd~κd
~λ.
Consequently, the operator Tm·C′·C′′(f1, f2) splits as
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Tm·C′·C′′(f1, f2) =
∑
( ~n1, ~n2, ~n3,~k,~l)∈Z10
T ~n1, ~n2, ~n3,~k,~l(f1, f2)
where T ~n1, ~n2, ~n3,~k,~l is the operator whose trilinear form is Λ ~n1, ~n2, ~n3,~k,~l. Clearly, by Fatou’s
theorem it is enough to prove estimates for the operator∑
( ~n1, ~n2, ~n3)∈Z6;|~k|,|~l|<N
T ~n1, ~n2, ~n3,~k,~l(f1, f2) (9)
as long as they are independent of the constant N . Now fix a large constant N and write
(9) as
∑
( ~n1, ~n2, ~n3)∈Z6
 ∑
|~k|,|~l|<N
T ~n1, ~n2, ~n3,~k,~l(f1, f2)
 . (10)
We also observe that by using (6) and integrating by parts several times, we have∣∣∣2−3k′2−3k′′m∨k′,k′′((2−k′n′1, 2−k′′n′′1), (2−k′n′2, 2−k′′n′′2), (2−k′n′3, 2−k′′n′′3))∣∣∣ . (11)
3∏
j=1
1
(1 + | ~nj |)M
,
for M arbitrarily large.
We are going to prove explicitly that the operator∑
|~k|,|~l|<N
T~0,~0,~0,~k,~l(f1, f2) :=
∑
|~k|,|~l|<N
T~k,~l(f1, f2) (12)
satisfies the required estimates. It will be clear from the proof and (11) that the same
arguments give
‖
∑
|~k|,|~l|<N
T ~n1, ~n2, ~n3,~k,~l‖Lp×Lq→Lr .
3∏
j=1
1
(1 + | ~nj|)100
‖
∑
|~k|,|~l|<N
T~k,~l‖Lp×Lq→Lr (13)
for any ( ~n1, ~n2, ~n3) ∈ Z
6. Together with (10) this would prove our desired estimates. It is
therefore enough to deal with ∑
|~k|,|~l|<N
T~k,~l(f1, f2).
Fix now p, q two numbers bigger than 1 and very close to 1. Let also f1, f2 such that
‖f1‖p = ‖f2‖q = 1. We will show that
‖
∑
|~k|,|~l|<N
T~k,~l(f1, f2)‖r,∞ . 1 (14)
where 1/r = 1/p+ 1/q.
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Using Lemma 5.4 in [1] and scaling invariance, it is enough to show that for every set
E3 ⊆ IR
2, |E3| = 1, one can find a subset E
′
3 ⊆ E3 with |E
′
3| ∼ 1 and such that
|
∑
|~k|,|~l|<N
Λ~k,~l(f1, f2, f3)| . 1 (15)
where f3 := χE′
3
. If this is true, then by using the symmetry of our form, the symmetry
of our arguments plus multilinear interpolation as in [16], we would complete the proof.
In order to construct the set E ′3 we need to define the ”maximal-square function” and
the ”square-maximal function” as follows.
For (x′, x′′) ∈ IR2 define
MS(f1)(x
′, x′′) := sup
k′,l′
1
2−k
′
1
/2
(∑
k′′,l′′
sup
~κ,~λ, ~ν1
|〈f1,Φ1,~k+~κ,~l+~λ, ~ν1〉|
2
2−k′′
1Ik′′,l′′ (x
′′)
)1/2
1Ik′,l′ (x
′),
and
SM(f2)(x
′, x′′) :=
∑
k′,k′′
(supk′′,l′′ sup~κ,~λ, ~ν2
|〈f2,Φ2,~k+~κ,~l+~λ, ~ν2
〉|
2−k′′/2
1Ik′′,l′′ (x
′′))2
2−k′
1Ik′,l′ (x
′)
1/2 .
Then, we also define the following ”double square function”
SS(f3)(x
′, x′′) :=
( ∑
k′,l′,k′′,l′′
sup
~κ,~λ, ~ν3
|〈f3,Φ3,~k+~κ,~l+~λ, ~ν3〉|
2
2−k′2−k′′
1Ik′,l′ (x
′)1Ik′′,l′′ (x
′′)
)1/2
where in general Ik,l is the dyadic interval 2
−k[l, l+ 1]. Finally, we recall the biparameter
Hardy-Littlewood maximal function
MM(g)(x′, x′′) := sup
(x′,x′′)∈R
1
|R|
∫
R
|g(y′, y′′)| dy′dy′′
where R ranges over all rectangles in the plane, whose sides are parallel to the coordinate
axes.
The reader should not worry too much about the presence of the suprema over κ, λ, ν1, ν2, ν3
in the above definitions. They need to be there for some technical reasons, but their
appearance is completely harmless from the point of view of the boundedness of the
corresponding operators.
It is well known that both the biparameter maximal function MM and the double
square function SS map Lp(IR2) into Lp(IR2) whenever 1 < p <∞, see [2].
Similarly, it is not difficult to observe, by using Fubini’s theorem and the Fefferman-
Stein inequality [6], that the operatorsMS, SM , are also bounded on Lp(IR2) if 1 < p <∞
(first, one treats the SM function iteratively, as we said, and then one simply observes
that the MS function is pointwise smaller than SM).
We then set
Ω0 = {x ∈ IR
2 : MS(f1)(x) > C} ∪ {x ∈ IR
2 : SM(f2)(x) > C}
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∪{x ∈ IR2 : MM(f1)(x) > C} ∪ {x ∈ IR
2 : MM(f2)(x) > C}.
Also, define
Ω = {x ∈ IR2 : MM(1Ω0)(x) >
1
100
} (16)
and finally
Ω˜ = {x ∈ IR2 : MM(1Ω)(x) >
1
2
}.
Clearly, we have |Ω˜| < 1/2, if C is a big enough constant, which we fix from now on.
Then, we define E ′3 := E3 \ Ω˜ = E3 ∩ Ω˜
c and observe that |E ′3| ∼ 1.
Since the form
∑
|~k|,|~l|<N Λ~k,~l(f1, f2, f3) is an average of some other forms depending on
parameters (~κ,~λ, ~ν1, ~ν2, ~ν3) ∈ [0, 1]
10, it is enough to prove our inequality (15) for each of
them, uniformly with respect to (~κ,~λ, ~ν1, ~ν2, ~ν3). We will do this in the particular case
when all these parameters are zero, but the same argument works in general. In this case,
we prefer to change our notation and write the corresponding form as
Λ~P(f1, f2, f3) =
∫
IR2
Π~P(f1, f2)(x)f3(x) dx =
∑
~P∈~P
1
|I~P |
1/2
〈f1,Φ ~P1〉〈f2,Φ ~P2〉〈f3,Φ ~P3〉,
(17)
where the ~P ’s are biparameter tiles corresponding to the indices k′, l′, k′′, l′′. More pre-
cisely, we have
~P1 = (P
′
1, P
′′
1 ) = (2
−k′[l′, l′ + 1]× 2k
′
[−1/4, 1/4], 2−k
′′
[l′′, l′′ + 1]× 2k
′′
[3/4, 5/4])
~P2 = (P
′
2, P
′′
2 ) = (2
−k′[l′, l′ + 1]× 2k
′
[3/4, 5/4], 2−k
′′
[l′′, l′′ + 1]× 2k
′′
[−1/4, 1/4])
~P3 = (P
′
3, P
′′
3 ) = (2
−k′[l′, l′ + 1]× 2k
′
[−7/4,−1/4], 2−k
′′
[l′′, l′′ + 1]× 2k
′′
[−7/4,−1/4])
and |I~P | := |I ~P1| = |I ~P2| = |I ~P3| = 2
−k′2−k
′′
.
P will be a finite set of such biparameters tiles. Note that ~P1, ~P2, ~P3 are the biparameter
Heisenberg boxes of the L2 normalized wave packets Φ ~P1 , Φ ~P2, Φ ~P3 respectively. These
new functions Φ ~Pj are just the old functions Φj,~k,~l previously defined, for j = 1, 2, 3. We
therefore need to show the following inequality
∑
~P∈~P
1
|I~P |
1/2
|〈f1,Φ ~P1〉||〈f2,Φ ~P2〉||〈f3,Φ ~P3〉| . 1, (18)
in order to finish the proof. This will be our main goal in the next sections.
At the end of this section we would like to observe that it is very easy to obtain the
desired estimates when all the indices are strictly between 1 and ∞. To see this, let
f1 ∈ L
p, f2 ∈ L
q, f3 ∈ L
r where 1 < p, q, r <∞ with 1/p+ 1/q + 1/r = 1. Then,
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∣∣∣∣∫
IR2
Π~P(f1, f2)(x)f3(x) dx
∣∣∣∣ . ∑
~P∈~P
1
|I~P |
1/2
|〈f1,Φ ~P1〉||〈f2,Φ ~P2〉||〈f3,Φ ~P3〉| =∫
IR2
∑
~P∈~P
|〈f1,Φ ~P1〉|
|I~P |
1/2
|〈f2,Φ ~P2〉|
|I~P |
1/2
|〈f3,Φ ~P3〉|
|I~P |
1/2
χI~P (x) dx .
∫
IR2
MS(f1)(x)SM(f2)(x)SS(f3)(x) dx . ‖MS(f1)‖p‖SM(f2)‖q‖SS(f3)‖r .
‖f1‖p‖f2‖q‖f3‖r.
3. Proof of the one-parameter case
In the particular case when ~P = P′ × P′′ and all the funtions fj are tensor product
type functions (i.e. fj = f
′
j ⊗ f
′′
j , j = 1, 2, 3), our biparameter paraproduct splits as
Λ~P(f1, f2, f3) = ΛP′(f
′
1, f
′
2, f
′
3)ΛP′′(f
′′
1 , f
′′
2 , f
′′
3 ).
In this section we describe an argument which proves Lp estimates for these one-parameter
paraproducts ΛP′ and ΛP′′. One one hand, this method will be very useful for us in Section
6 and on the other hand it provides a new proof of the classical Coifman-Meyer theorem.
A sketch of it in a simplified ” Walsh framework ” has been presented in the expository
paper [1].
If I is an interval on the real line, we denote by χ˜I(x) the function
χ˜I(x) = (1 +
dist(x, I)
|I|
)−M
where M > 0 is a big and fixed constant. For simplicity of notation we will suppress the
”primes” and write (for instance) ΛP′(f
′
1, f
′
2, f
′
3) simply as
ΛP(f1, f2, f3) =
∑
P∈P
1
|IP |1/2
〈f1,ΦP1〉〈f2,ΦP2〉〈f3,ΦP3〉. (19)
Notice that in this case, as P runs inside the finite set P, the frequency supports suppΦ̂Pj ,
j = 2, 3 lie inside some intervals which are essentially lacunarily disjoint, while the fre-
quency intervals suppΦ̂P1 are all intersecting each other.
In order to deal with this expression (19) we need to introduce some definitions.
Definition 3.1. Let P be a finite set of tiles as before. For j = 1 we define
sizeP(fj) := sup
P∈P
|〈fj,ΦPj〉|
|IP |1/2
and for j = 2, 3 we set
sizeP(fj) := sup
P∈P
1
|IP |
∥∥∥∥∥∥∥
 ∑
IP ′⊆IP
|〈fj,ΦP ′j〉|
2
|IP ′|
1IP ′
1/2
∥∥∥∥∥∥∥
1,∞
.
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Also, for j = 1, 2, 3, we define
energy
P
(fj) := sup
D⊆P
∥∥∥∥∥∑
P∈D
〈|fj|, χ˜IP 〉
|IP |
1IP
∥∥∥∥∥
1,∞
where D ranges over all subsets of P such that the intervals {IP : P ∈ D} are disjoint.
The following John-Nirenberg type inequality holds in this context (see [16]).
Lemma 3.2. Let P be a finite collection of tiles as before and j = 2, 3. Then
sizeP(fj) ∼ sup
P∈P
 1
|IP |
∑
IP ′⊆IP
|〈fj,ΦP ′j〉|
2
1/2 .
We will also need the following lemma (see also [16]).
Lemma 3.3. Let P be a finite collection of tiles and j = 2, 3. Then, we have∥∥∥∥∥∥∥
 ∑
IP ′⊆IP
|〈f,ΦP ′j〉|
2
|IP ′|
1IP ′
1/2
∥∥∥∥∥∥∥
1,∞
. ‖fχ˜IP ‖1.
The following proposition will be very helpful.
Proposition 3.4. Let j = 1, 2, 3, P′ a subset of P, n ∈ Z and suppose that
sizeP′(fj) ≤ 2
−nenergy
P
(fj).
Then, we may decompose P′ = P′′ ∪P′′′ such that
sizeP′′(fj) ≤ 2
−n−1energy
P
(fj) (20)
and that P′′′ can be written as a disjoint union of subsets T ∈ T such that for every
T ∈ T, there exists an interval IT (corresponding to a certain tile) having the property
that every P ∈ T has IP ⊆ IT and also such that∑
T∈T
|IT | . 2
n. (21)
Proof The idea is to remove large subsets of P′ one by one, placing them into P′′′ until
(20) is satisfied.
Case 1: j = 1. Pick a tile P ∈ P′ such that |IP | is as big as possible and such that
|〈fj,ΦPj〉|
|IP |1/2
> 2−n−1energy
P
(fj).
Then, collect all the tiles P ′ ∈ P′ such that IP ′ ⊆ IP into a set called T and place T into
P′′′. Define IT := IP . Then look at the remaining tiles in P
′\T and repeat the procedure.
Since there are finitely many tiles, the procedure ends after finitely many steps producing
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the subsets T ∈ T. Clealy, (20) is now satisfied and it remains to show (21). To see this,
one can write ∑
T∈T
|IT | = ‖
∑
T∈T
1IT ‖1 = ‖
∑
T∈T
1IT ‖1,∞
since by construction, our intervals IT are disjoint. Then, the right hand side of the above
equality is smaller than
2nenergy
P
(fj)
−1
∥∥∥∥∥∑
T∈T
〈|fj|, χ˜IT 〉
|IT |
1IT
∥∥∥∥∥
1,∞
. 2n.
Case 2: j = 2, 3. The algorithm is very similar. Pick again a tile P ∈ P′ such that |IP |
is as big as possible and such that
1
|IP |
∥∥∥∥∥∥∥
 ∑
IP ′⊆IP
|〈fj,ΦP ′j〉|
2
|IP ′|
1IP ′
1/2
∥∥∥∥∥∥∥
1,∞
> 2−n−1energy
P
(fj).
Then, as before, collect all the tiles P ′ ∈ P′ such that IP ′ ⊆ IP in a set named Tand place
this T into P′′′. Define, as in Case 1, IT := IP . Then look at the remaining tiles P
′ \ T
and repeat the procedure which of course ends after finitely many steps. Inequality (20)
is now clear, it remains to understand (21) only.
Since the intervals IT are disjoint by construction, we can write∑
T∈T
|IT | = ‖
∑
T∈T
1IT ‖1 = ‖
∑
T∈T
1IT ‖1,∞ .
2nenergy
P
(fj)
−1
∥∥∥∥∥∥
∑
T∈T
1
|IT |
‖(
∑
IP ′⊆IT
|〈fj,ΦP ′j〉|
2
|IP ′|
1IP ′ )
1/2‖1,∞1IT
∥∥∥∥∥∥
1,∞
.
2nenergy
P
(fj)
−1
∥∥∥∥∥∑
T∈T
〈|fj|, χ˜IT 〉
|IT |
1IT
∥∥∥∥∥
1,∞
. 2n,
by using Lemma 3.3, and this ends the proof.
By iterating the above lemma, we immediately obtain the following consequence.
Corollary 3.5. Let j = 1, 2, 3. There exists a partition
P =
⋃
n∈Z
Pn
such that for every n ∈ Z we have
sizePn(fj) ≤ min(2
−nenergy
P
(fj), sizeP(fj)).
Also, we may write each Pn as a disjoint union of subsets T ∈ Tn as before, such that∑
T∈Tn
|IT | . 2
n.
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We now prove the following proposition.
Proposition 3.6. Let P be a set as before. Then,
∑
P∈P
1
|IP |1/2
|〈f1,ΦP1〉||〈f2,ΦP2〉||〈f3,ΦP3〉| .
3∏
j=1
sizeP(fj)
1−θjenergy
P
(fj)
θj
(22)
for any 0 ≤ θ1, θ2, θ3 < 1 such that θ1 + θ2 + θ3 = 1 with the implicit constant depending
on θj, j = 1, 2, 3.
Proof During this proof, we will write for simplicity Sj := sizeP(fj) and Ej := energyP(fj),
for j = 1, 2, 3. If we apply Corollary 3.5 to the functions
fj
Ej
, j = 1, 2, 3 we obtain a de-
composition
P =
⋃
n
Pjn
such that each Pjn can be written as a union of subsets in T
j
n with the properties described
in Corollary 3.5. In particular, one can write the left hand side of our described inequality
(22) as
E1E2E3
∑
n1,n2,n3
∑
T∈Tn1,n2,n3
∑
P∈T
1
|IP |1/2
|〈
f1
E1
,ΦP1〉||〈
f2
E2
,ΦP2〉||〈
f3
E3
,ΦP3〉| (23)
where Tn1,n2,n3 := T1n1 ∩ T
2
n2 ∩ T
3
n3 . By using Ho¨lder inequality on every T ∈ T
n1,n2,n3
together with Lemma 3.2, one can estimate the sum in (23) by
E1E2E3
∑
n1,n2,n3
2−n12−n22−n3
∑
T∈Tn1,n2,n3
|IT | (24)
where (according to the same Corollary 3.5) the summation goes over those n1, n2, n3 ∈ Z
satisfying
2−nj .
Sj
Ej
. (25)
On the other hand, Corollary 3.5 allows us to estimate the inner sum in (24) in three
different ways, namely ∑
T∈Tn1,n2,n3
|IT | . 2
n1, 2n2, 2n3
and so, in particular, we can also write
∑
T∈Tn1,n2,n3
|IT | . 2
n1θ12n2θ22n3θ3 (26)
whenever 0 ≤ θ1, θ2, θ3 < 1 with θ1 + θ2 + θ3 = 1. Using (26) and (25), one can estimate
(24) further by
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E1E2E3
∑
n1,n2,n3
2−n1(1−θ1)2−n2(1−θ2)2−n3(1−θ3) .
E1E2E3(
S1
E1
)1−θ1(
S2
E2
)1−θ2(
S2
E2
)1−θ3 =
3∏
j=1
S
1−θj
j
3∏
j=1
E
θj
j ,
which ends the proof.
Using this Proposition 3.6, one can prove the Lp boundedness of one-parameter para-
products, as follows. We just need to show that they map L1 × L1 → L1/2,∞, because
then, by interpolation and symmetry one can deduce that they map Lp×Lq → Lr as long
as 1 < p, q ≤ ∞, 0 < r <∞ and 1/p+ 1/q = 1/r.
Let f1, f2 ∈ L
1 be such that ‖f1‖1 = ‖f2‖1 = 1. As before, it is enough to show that
given E3 ⊆ IR |E3| = 1, one can find a subset E
′
3 ⊆ E3 with |E
′
3| ∼ 1 and∑
P∈P
1
|IP |1/2
|〈f1,ΦP1〉||〈f2,ΦP2〉||〈f3,ΦP3〉| . 1 (27)
where f3 := χE′
3
. For, we define the set U by
U := {x ∈ IR :M(f1)(x) > C} ∪ {x ∈ IR : M(f2)(x) > C}
where M(f) is the Hardy-Littlewood maximal operator of f . Clearly, we have |U | < 1/2
if C > 0 is big enough. Then we define our set E ′3 := E3 ∩ U
c and remark that |E ′3| ∼ 1.
Then, we write
P =
⋃
d≥0
Pd,
where
Pd := {P ∈ P :
dist(IP , U
c)
|IP |
∼ 2d}.
After that, by using Lemma 3.3, we observe that sizePd(fj) . 2
d for j = 1, 2, while
sizePd(f3) . 2
−Nd for an arbirarily big number N > 0. We also observe that
energy
Pd
(fj) . ‖M(fj)‖1,∞ . ‖fj‖1 = 1.
By applying Proposition 3.6 in the particular case θ1 = θ2 = θ3 = 1/3, we get that the
left hand side of (27) can be majorized by∑
d≥0
∑
P∈Pd
1
|IP |1/2
|〈f1,ΦP1〉||〈f2,ΦP2〉||〈f3,ΦP3〉| .
∑
d≥0
22d/322d/32−2Nd/3 . 1
as wanted and this finishes the proof of the one-parameter case.
The reader should compare this Proposition 3.6 with the corresponding Proposition 6.5
in [18]. Our present “lacunary setting” allows for an L1-type definition of the “energies”
(instead of L2-type as in [18]) and this is why we can obtain the full range of estimates
this time.
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4. Proof of Theorem 1.1
We reduced our proof to showing (18). Clearly, this inequality is the bi-parameter
analogue of the inequality (27) above. Unfortunately, the technique just described in
Section 3, so useful when estimating (27), cannot handle our sum in (18) this time. In
fact, we do not know if there exists a satisfactory bi-parameter analogue of Proposition
3.6 and this is where some of the main new difficulties are coming from. Hence, we have
to proceed differently.
We split the left hand side of that inequality into two parts, as follows∑
~P
=
∑
I~P∩Ω
c 6=∅
+
∑
I~P∩Ω
c=∅
:= I + II (28)
where Ω is the set defined in (16).
5. Estimates for term I
We first estimate term I. The argument goes as follows.
Since I~P ∩ Ω
c 6= ∅, it follows that
|I~P∩Ω0|
|I~P |
< 1
100
or equivalently, |I~P ∩ Ω
c
0| >
99
100
|I~P |.
We are now going to describe three decomposition procedures, one for each function
f1, f2, f3. Later on, we will combine them, in order to handle our sum.
First, define
Ω1 = {x ∈ IR
2 :MS(f1)(x) >
C
21
}
and set
T1 = {~P ∈ ~P : |I~P ∩ Ω1| >
1
100
|I~P |},
then define
Ω2 = {x ∈ IR
2 :MS(f1)(x) >
C
22
}
and set
T2 = {~P ∈ ~P \T1 : |I~P ∩ Ω2| >
1
100
|I~P |},
and so on. The constant C > 0 is the one in the definition of the set E ′3 in Section 2.
Since there are finitely many tiles, this algorithm ends after a while, producing the sets
{Ωn} and {Tn} such that ~P = ∪nTn.
Independently, define
Ω′1 = {x ∈ IR
2 : SM(f2)(x) >
C
21
}
and set
T′1 = {~P ∈ ~P : |I~P ∩ Ω
′
1| >
1
100
|I~P |},
then define
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Ω′2 = {x ∈ IR
2 : SM(f2)(x) >
C
22
}
and set
T′2 = {~P ∈ ~P \T
′
1 : |I~P ∩ Ω
′
2| >
1
100
|I~P |},
and so on, producing the sets {Ω′n} and {T
′
n} such that ~P = ∪nT
′
n. We would like to
have such a decomposition available for the function f3 also. To do this, we first need to
construct the analogue of the set Ω0, for it. Pick N > 0 a big enough integer such that
for every ~P ∈ ~P we have |I~P ∩ Ω
′′c
−N | >
99
100
|I~P | where we defined
Ω′′−N = {x ∈ IR
2 : SS(f3)(x) > C2
N}.
Then, similarly to the previous algorithms, we define
Ω′′−N+1 = {x ∈ IR
2 : SS(f2)(x) >
C2N
21
}
and set
T′′−N+1 = {~P ∈ ~P : |I~P ∩ Ω
′′
−N+1| >
1
100
|I~P |},
then define
Ω′′−N+2 = {x ∈ IR
2 : SS(f3)(x) >
C2N
22
}
and set
T′′−N+2 = {~P ∈ ~P \T
′′
−N+1 : |I~P ∩ Ω
′′
−N+2| >
1
100
|I~P |},
and so on, constructing the sets {Ω′′n} and {T
′′
n} such that ~P = ∪nT
′′
n.
Then we write the term I as
∑
n1,n2>0,n3>−N
∑
~P∈Tn1,n2,n3
1
|I~P |
3/2
|〈f1,Φ ~P1〉||〈f2,Φ ~P2〉||〈f3,Φ ~P3〉||I~P |, (29)
where Tn1,n2,n3 := Tn1∩T
′
n2
∩T′′n3 . Now, if
~P belongs to Tn1,n2,n3 this means in particular
that ~P has not been selected at the previous n1 − 1, n2− 1 and n3 − 1 steps respectively,
which means that |I~P ∩Ωn1−1| <
1
100
|I~P |, |I~P ∩Ω
′
n2−1| <
1
100
|I~P | and |I~P ∩Ω
′′
n3−1| <
1
100
|I~P |
or equivalently, |I~P ∩ Ω
c
n1−1| >
99
100
|I~P |, |I~P ∩ Ω
′c
n2−1| >
99
100
|I~P | and |I~P ∩ Ω
′′c
n3−1| >
99
100
|I~P |.
But this implies that
|I~P ∩ Ω
c
n1−1
∩ Ω
′c
n2−1
∩ Ω
′′c
n3−1
| >
97
100
|I~P |. (30)
In particular, using (30), the term in (29) is smaller than
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∑
n1,n2>0,n3>−N
∑
~P∈Tn1,n2,n3
1
|I~P |
3/2
|〈f1,Φ ~P1〉||〈f2,Φ ~P2〉||〈f3,Φ ~P3〉||I~P ∩Ω
c
n1−1∩Ω
′c
n2−1∩Ω
′′c
n3−1| =
∑
n1,n2>0,n3>−N
∫
Ωcn1−1
∩Ω
′c
n2−1
∩Ω
′′c
n3−1
∑
~P∈Tn1,n2,n3
1
|I~P |
3/2
|〈f1,Φ ~P1〉||〈f2,Φ ~P2〉||〈f3,Φ ~P3〉|χI~P (x) dx
.
∑
n1,n2>0,n3>−N
∫
Ωcn1−1
∩Ω
′c
n2−1
∩Ω
′′c
n3−1
∩ΩTn1,n2,n3
MS(f1)(x)SM(f2)(x)SS(f3)(x) dx
.
∑
n1,n2>0,n3>−N
2−n12−n22−n3|ΩTn1,n2,n3 |, (31)
where
ΩTn1,n2,n3 :=
⋃
~P∈Tn1,n2,n3
I~P .
On the other hand we can write
|ΩTn1,n2,n3 | ≤ |ΩTn1 | ≤ |{x ∈ IR
2 : MM(χΩn1 )(x) >
1
100
}|
. |Ωn1 | = |{x ∈ IR
2 : MS(f1)(x) >
C
2n1
}| . 2n1p.
Similarly, we have
|ΩTn1,n2,n3 | . 2
n2q
and also
|ΩTn1,n2,n3 | . 2
n2α,
for every α > 1. Here we used the fact that all the operators SM , MS, SS, MM are
bounded on Ls as long as 1 < s <∞ and also that |E ′3| ∼ 1. In particular, it follows that
|ΩTn1,n2,n3 | . 2
n1pθ12n2qθ22n3αθ3 (32)
for any 0 ≤ θ1, θ2, θ3 < 1, such that θ1 + θ2 + θ3 = 1.
Now we split the sum in (31) into∑
n1,n2>0,n3>0
2−n12−n22−n3 |ΩTn1,n2,n3 |+
∑
n1,n2>0,0>n3>−N
2−n12−n22−n3|ΩTn1,n2,n3 |.
(33)
To estimate the first term in (33) we use the inequality (32) in the particular case θ1 =
θ2 = 1/2, θ3 = 0, while to estimate the second term we use (32) for θj , j = 1, 2, 3 such
that 1 − pθ1 > 0, 1 − qθ2 > 0 and αθ3 − 1 > 0. With these choices, the sum in (33) is
O(1). This ends the discussion of I.
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6. Estimates for term II
It remains to estimate term II in (28). The sum now runs over those tiles having the
property that I~P ⊆ Ω. For every such
~P there exists a maximal dyadic rectangle R such
that I~P ⊆ R ⊆ Ω. We collect all such distinct maximal rectangles into a set called Rmax.
For d ≥ 1 an integer, we denote by Rdmax the set of all R ∈ Rmax such that 2
dR ⊆ Ω˜ and
d is maximal with this property.
By using Journe´’s Lemma [9] in the form presented in [14], we have that for every ǫ > 0
∑
R∈Rdmax
|R| . 2ǫd|Ω|. (34)
Our initial sum in II is now smaller than
∑
d≥1
∑
R∈Rdmax
∑
I~P⊆R∩Ω
1
|I~P |
1/2
|〈f1,Φ ~P1〉||〈f2,Φ ~P2〉||〈f3,Φ ~P3〉|. (35)
We claim that for every R ∈ Rdmax we have
∑
I~P⊆R∩Ω
1
|I~P |
1/2
|〈f1,Φ ~P1〉||〈f2,Φ ~P2〉||〈f3,Φ ~P3〉| . 2
−Nd|R|, (36)
for any number N > 0. If (36) is true, then by combining it with (34), we can estimate
(35) by ∑
d≥1
∑
R∈Rdmax
2−Nd|R| =
∑
d≥1
2−Nd
∑
R∈Rdmax
|R|
.
∑
d≥1
2−Nd2ǫd . 1,
which would complete the proof.
It remains to prove (36). Fix R := I × J in Rdmax. Since 2
dR := I˜ × J˜ ⊆ Ω˜, it follows
that 2dR ∩ E ′3 = ∅ and so χE′3 = χE′3χ(I˜×J˜)c . Now we write
χ(I˜×J˜)c = χI˜c + χJ˜c − χI˜c · χJ˜c .
As a consequence, the left hand side in (36) splits into three sums. Since all are similar,
we will treat only the first one.
Recall that every I~P is of the form I~P = IP ′ × IP ′′ and let us denote by L the set
L := {IP ′ : I~P ⊆ R}.
Then split
L =
⋃
d1≥0
Ld1
where
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Ld1 := {K
′ ∈ L :
|I|
|K ′|
∼ 2d1}
and observe that
∑
K ′∈Ld1
|K ′| . |I|. (37)
Then, we can majorize the left hand side of (36) by∑
d1≥0
∑
K ′∈Ld1
∑
I~P⊆R;IP ′=K
′
1
|I~P |
1/2
|〈f1,Φ ~P1〉||〈f2,Φ ~P2〉||〈f3,Φ ~P3〉| =
∑
d1≥0
∑
K ′∈Ld1
∑
I~P⊆R;IP ′=K
′
|IP ′|
1
|IP ′′|1/2
|〈
〈f1,ΦP ′
1
〉
|IP ′|1/2
,ΦP ′′
1
〉||〈
〈f2,ΦP ′
2
〉
|IP ′|1/2
,ΦP ′′
2
〉||〈
〈f3,ΦP ′
3
〉
|IP ′|1/2
,ΦP ′′
3
〉|,
where we redefined f3 := χE′
3
· χI˜c .
Let us observe that if ~P is such that IP ′ = K
′ then the one-parameter tiles P ′j, j = 1, 2, 3
are fixed and we will denote for simplicity ΦP ′j := Φ
j
K ′ . We also denote by
PK ′ := {P
′′ : I~P ⊆ R, IP ′ = K
′}.
With these notations, we rewrite our sum as
∑
d1≥0
∑
K ′∈Ld1
|K ′|
∑
P ′′∈PK′
1
|IP ′′ |1/2
3∏
j=1
|〈
〈fj,Φ
j
K ′〉
|K ′|1/2
,ΦP ′′j 〉|. (38)
Next we split PK ′ as
PK ′ =
⋃
d2≥0
Pd2K ′
where
Pd2K ′ := {P
′′ ∈ PK ′ :
|J |
|IP ′′ |
∼ 2d2}.
As a consequence, (38) splits into
∑
d1≥0
∑
K ′∈Ld1
|K ′|
∑
d2≥0
∑
P ′′∈P
d2
K′
1
|IP ′′ |1/2
3∏
j=1
|〈
〈fj,Φ
j
K ′〉
|K ′|1/2
,ΦP ′′j 〉| = (39)
∑
d1≥0
∑
K ′∈Ld1
|K ′|
∑
P ′′∈
⋃
d2≤d1
P
d2
K′
1
|IP ′′|1/2
3∏
j=1
|〈
〈fj,Φ
j
K ′〉
|K ′|1/2
,ΦP ′′j 〉|+
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∑
d1≥0
∑
K ′∈Ld1
|K ′|
∑
P ′′∈
⋃
d2≥d1
P
d2
K′
1
|IP ′′|1/2
3∏
j=1
|〈
〈fj,Φ
j
K ′〉
|K ′|1/2
,ΦP ′′j 〉|.
To estimate the first term on the right hand side of (39) we observe that
size⋃
d2≤d1
P
d2
K′
(
〈f1,Φ
1
K ′〉
|K ′|1/2
) . 2d1+d,
size⋃
d2≤d1
P
d2
K′
(
〈f2,Φ
2
K ′〉
|K ′|1/2
) . 2d1+d,
size⋃
d2≤d1
P
d2
K′
(
〈f3,Φ
3
K ′〉
|K ′|1/2
) . 2−N(d1+d),
where N is as big as we want. Similarly, we have
energy⋃
d2≤d1
P
d2
K′
(
〈f1,Φ
1
K ′〉
|K ′|1/2
) . 2d1+d|J |,
energy⋃
d2≤d1
P
d2
K′
(
〈f2,Φ
2
K ′〉
|K ′|1/2
) . 2d1+d|J |,
energy⋃
d2≤d1
P
d2
K′
(
〈f3,Φ
3
K ′〉
|K ′|1/2
) . 2−N(d1+d)|J |.
Using these inequalities and applying Proposition 3.6, we can majorize that first term by∑
d1≥0
∑
K ′∈Ld1
|K ′|2d1+d2d1+d2−N(d1+d)|J | = (40)
2−(N−2)d|J |
∑
d1≥0
2−(N−2)d1
∑
K ′∈Ld1
|K ′| .
2−(N−2)d|J |
∑
d1≥0
2−(N−2)d1 |I| . 2−(N−2)d|I||J | = 2−(N−2)d|R|,
also by using (37). Then, to handle the second term on the right hand side of (39), we
decompose ⋃
d2≥d1
Pd2K ′ =
⋃
d3
PK ′,d3 (41)
where PK ′,d3 is the collection of all tiles P
′′ ∈
⋃
d2≥d1
Pd2K ′ so that 2
d3(K ′ × IP ′′) ⊆ Ω˜ and
d3 is maximal with this property.
It is not difficult to observe that in fact we have the constraint d1 + d ≤ d3. Taking
this into account, the second term can be written as
∑
d1≥0
∑
K ′∈Ld1
|K ′|
∑
d3≥d1+d
∑
P ′′∈PK′ ,d3
1
|IP ′′ |1/2
3∏
j=1
|〈
〈fj,Φ
j
K ′〉
|K ′|1/2
,ΦP ′′j 〉|. (42)
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Now we estimate as before the sizes and energies as follows
sizePK′,d3 (
〈f1,Φ
1
K ′〉
|K ′|1/2
) . 2d3 ,
sizePK′,d3 (
〈f2,Φ
2
K ′〉
|K ′|1/2
) . 2d3 ,
sizePK′,d3 (
〈f3,Φ
3
K ′〉
|K ′|1/2
) . 2−Nd3 ,
where, as usual, N is as big as we want. Similarly, we have
energy
PK′,d3
(
〈f1,Φ
1
K ′〉
|K ′|1/2
) . 2d3|J |,
energy
PK′,d3
(
〈f2,Φ
2
K ′〉
|K ′|1/2
) . 2d3|J |,
energy
PK′,d3
(
〈f3,Φ
3
K ′〉
|K ′|1/2
) . 2−Nd3|J |.
Using all these estimates, the term (42) is seen to be smaller than∑
d1≥0
∑
K ′∈Ld1
|K ′|
∑
d1+d≤d3
2d32d32−Nd3 |J | = (43)
|J |
∑
d1≥0
2−(N−2)(d1+d)
∑
K ′∈Ld1
|K ′| .
|I||J |2−(N−2)d = 2(N−2)d|R|,
by using (37), and this completes the proof.
7. Counterexamples
The next step in understanding this bi-parameter multi-linear framework is to consider
more singular multipliers. The most natural candidate is the double bilinear Hilbert
transform, defined by
Bd(f, g)(x, y) =
∫
IR2
f(x− t1, y − t2)g(x+ t1, y + t2)
dt1
t1
dt2
t2
= (44)
=
∫
IR4
sgn(ξ1 − ξ2)sgn(η1 − η2)f̂(ξ1, η1)ĝ(ξ2, η2)e
2πi(x,y)·((ξ1,η1)+(ξ2,η2)) dξdη.
It is the biparameter analogue of the bilinear Hilbert transform studied in [13] and given
by
B(f1, f2)(x) =
∫
IR
f1(x− t)f2(x+ t)
dt
t
= (45)∫
IR2
sgn(ξ − η)f̂(ξ)ĝ(η)e2πix(ξ+η) dξdη.
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This time, the functions f1, f2 are defined on the real line. It is known (see [13]) that B
satisfies many Lp estimates.
However, regarding Bd we have the following theorem.
Theorem 7.1. The double bilinear Hilbert transform Bd defined by (44), does not satisfy
any Lp estimates.
Proof It is based on the following simple observation. Let f(x, y) = g(x, y) = eixy. Since
(x− t1)(y − t2) + (x+ t1)(y + t2) = 2xy + 2t1t2
one can formally write
B(eixy, eixy)(x, y) = e2ixy
∫
IR2
e2it1t2
dt1
t1
dt2
t2
=
4e2ixy
∫ ∞
0
∫ ∞
0
sin(t1t2)
t1t2
dt1dt2 =
4e2ixy
∫ ∞
0
(
∫ ∞
0
sin(t1t2)
t2
dt2)
dt1
t1
=
4e2ixy
π
2
∫ ∞
0
dt
t
.
To obtain a quantitative version of this, we need the following lemma.
Lemma 7.2. There are two universal constants C1, C2 > 0 such that∣∣∣∣∫ N
0
∫ N
0
sin(xy)
xy
dxdy
∣∣∣∣ ≥ C1 logN (46)
as long as N > C2.
Proof Since
∫∞
0
sin t
t
dt = π
2
, there is a constant C > 0 such that∫ x
0
sin t
t
dt ∈ [
π
4
,
3π
4
] (47)
whenever x > C. Then,∫ N
0
∫ N
0
sin(xy)
xy
dxdy =
∫ N
0
(
∫ N
0
sin(xy)
y
dy)
dx
x
=
∫ N
0
(
∫ Nx
0
sin t
t
dt)
dx
x
=∫ C/N
0
(
∫ Nx
0
sin t
t
dt)
dx
x
+
∫ N
C/N
(
∫ Nx
0
sin t
t
dt)
dx
x
=
∫ C
0
(
∫ x
0
sin t
t
dt)
dx
x
+
∫ N
C/N
(
∫ Nx
0
sin t
t
dt)
dx
x
. (48)
Since the function x→ 1
x
∫ x
0
sin t
t
dt is continuous on [0, C] it follows that the first term in
(48) is actually O(1). To estimate the second term in (48) we observe that since x > C/N
it follows that Nx > C and so, by using (47) we can write
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∫ N
C/N
(
∫ Nx
0
sin t
t
dt)
dx
x
≥
π
4
∫ N
C/N
dx
x
=
π
4
(2 logN − logC),
and this ends the proof of the lemma, if N is big enough.
Now, coming back to the proof of the theorem, we define
fN (x, y) = gN(x, y) = e
ixyχ[−N,N ](x)χ[−N,N ](y)
and observe that
|Bd(fN , gN)(x, y)| ≥ C
∣∣∣∣∣
∫ N/10
0
∫ N/10
0
sin(zt)
zt
dzdt
∣∣∣∣∣ +O(1) ≥ C logN +O(1)
as long as x, y ∈ [−N/1000, N/1000]. This pointwise estimate precludes having ‖Bd(fN , gN)‖r ≤
C‖fN‖p‖gN‖q uniformly in N .
At the end of this section, we would like to observe that, in the same manner, one
can disprove the boundedness of the following operator considered in [17]. Let V be the
trilinear operator V defined by
V (f, g, h)(x) =
∫
ξ1<ξ2<ξ3
f̂(ξ1)ĝ(ξ2)ĥ(ξ3)e
2πix(ξ1−ξ2+ξ3) dξ1dξ2dξ3 (49)
The following theorem holds (see [17]).
Theorem 7.3. The trilinear operator V constructed above does not map L2×L2×L2 →
L2/3,∞.
Proof First, by a simple change of variables one can reduce the study of V to the study
of V1 defined by
V1(f, g, h)(x) =
∫
ξ1<−ξ2<ξ3
f̂(ξ1)ĝ(ξ2)ĥ(ξ3)e
2πix(ξ1+ξ2+ξ3) dξ1dξ2dξ3. (50)
Also, we observe that the behaviour of V1 is similar to the behaviour of V2 defined by
V2(f, g, h)(x) =
∫
IR3
sgn(ξ1 + ξ2)sgn(ξ2 + ξ3)f̂(ξ1)ĝ(ξ2)ĥ(ξ3)e
2πix(ξ1+ξ2+ξ3) dξ1dξ2dξ3,
(51)
since the difference between V1 and V2 is a sum of simpler bounded operators.
But then, V2 can be rewritten as
V2(f, g, h)(x) =
∫
IR2
f(x− t1)g(x− t1 − t2)h(x− t2)
dt1
t1
dt2
t2
.
The counterexample is based on the following observation, similar to the one before.
Consider f(x) = h(x) = eix
2
, g(x) = e−ix
2
. Because
(x− t1)
2 − (x− t1 − t2)
2 + (x− t2)
2 = x2 + 2t1t2,
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we can again formally write
V2(e
ix2, e−ix
2
, eix
2
)(x) = eix
2
∫
IR2
e2it1t2
dt1
t1
dt2
t2
= 4eix
2 π
4
∫ ∞
0
dt
t
.
To quantify this, we define fN (x) = hN (x) = e
ix2χ[−N,N ](x) and gN(x) = e
−ix2χ[−N,N ](x)
and observe as before that
|V2(fN , gN , hN)(x)| ≥ C
∣∣∣∣∣
∫ N/10
0
∫ N/10
0
sin(xy)
xy
dxdy
∣∣∣∣∣+O(1)
if x ∈ [−N/1000, N/1000] and this, as we have seen, contradicts the boundedness of the
operator.
8. Further remarks
First of all, we would like to remark that theorem (1.1) has a straightforward general-
ization to the case of n-linear operators, for n ≥ 1.
Let m ∈ L∞(IR2n) be a symbol satisfying the bi-parameter Marcinkiewicz-Ho¨rmander-
Mihlin condition
|∂αξ ∂
β
ηm(ξ, η)| .
1
|ξ||α|
1
|η||β|
, (52)
for many multiindices α and β. Then, for f1, ..., fn Schwartz functions in IR
2, define the
operator Tm by
Tm(f1, ..., fn)(x) :=
∫
IR2n
m(ξ, η)f̂1(ξ1, η1)...f̂n(ξn, ηn)e
2πix·((ξ1,η1)+...+(ξn,ηn)) dξdη.
(53)
We thus record
Theorem 8.1. The bi-parameter n-linear operator Tm maps L
p1 × ...×Lpn → Lp as long
as 1 < p1, ..., pn ≤ ∞, 1/p1 + ...+ 1/pn = 1/p and 0 < p <∞.
Here, when such an n + 1-tuple (p1, ..., pn, p) has the property that 0 < p < 1 and
pj = ∞ for some 1 ≤ j ≤ n then, for some technical reasons (see [16]), by L
∞ one
actually means L∞c the space of bounded measurable functions with compact support.
On the other hand, one can ask what is happening if one is interested in more singular
multipliers. Suppose Γ1 and Γ2 are subspaces in IR
n and one considers operators Tm
defined by (53) where m satisfies
|∂αξ ∂
β
ηm(ξ, η)| .
1
dist(ξ,Γ1)|α|
1
|dist(η,Γ2)|β|
. (54)
Our theorem says that if dim(Γ1) = dim(Γ2) = 0 then we have many L
p estimates
available. On the other hand, the previous counterexamples show that when dim(Γ1) =
dim(Γ2) = 1 then we do not have any L
p estimates. But it is of course natural to ask
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Question 8.2. Let dim(Γ1) = 0 and dim(Γ2) = 1 with Γ2 non-degenerate in the sense
of [16]. If m is a multiplier satisfying (54) does the corresponding Tm satisfy any L
p
estimates ?
9. Appendix: differentiating paraproducts
In this section we describe how the Kato-Ponce inequality (2) can be reduced to
Coifman-Meyer theorem and also how the more general inequality (5) can be reduced
to our theorem 1.1.
The argument is standard and is based on some ”calculus with paraproducts”.
In what follows, we will define generic classes of paraproducts. First we consider the
sets Φ and Ψ given by
Φ := {φ ∈ S(IR) : suppφ̂ ⊆ [−1, 1]},
Ψ := {ψ ∈ S(IR) : suppψ̂ ⊆ [1, 2]}.
The intervals [−1, 1] and [1, 2] are not important. What is important, is the fact that Φ
consists of Schwartz functions whose Fourier support is compact and contains the origin
and Ψ consists of Schwartz functions whose Fourier support is compact and does not
contain the origin. Then, for various φ ∈ Φ and ψ, ψ′ψ′′ ∈ Ψ, we define the paraproducts
Πj j = 0, 1, 2, 3 as follows
Π0(f, g)(x) :=
∫
IR
(
(f ∗D12kψ)(g ∗D
1
2kψ
′)
)
∗D12kψ
′′(x) dk, (55)
Π1(f, g)(x) :=
∫
IR
(
(f ∗D12kφ)(g ∗D
1
2kψ)
)
∗D12kψ
′(x) dk, (56)
Π2(f, g)(x) :=
∫
IR
(
(f ∗D12kψ)(g ∗D
1
2kφ)
)
∗D12kψ
′(x) dk, (57)
Π3(f, g)(x) :=
∫
IR
(
(f ∗D12kψ)(g ∗D
1
2kψ
′)
)
∗D12kφ(x) dk. (58)
All these paraproducts are bilinear operators for which the Coifman-Meyer theorem ap-
plies. For instance, one can rewrite Π0(f, g) as
Π0(f, g)(x) =
∫
IR2
m(ξ1, ξ2)f̂(ξ1)ĝ(ξ2)e
2πix(ξ1+ξ2) dξ1dξ2,
where the symbol m(ξ1, ξ2) is given by
m(ξ1, ξ2) =
∫
IR
(D∞2−kψ̂)(ξ1)(D
∞
2−kψ̂
′)(ξ2)(D
∞
2−kψ̂
′′)(−ξ1 − ξ2) dk,
and satisfies the Marcinkiewicz-Ho¨rmander-Mihlin condition.
The reduction relies on the follwing simple observation
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Proposition 9.1. Let α > 0. Then, for every paraproduct Π1 there exists a paraproduct
Π′1 so that
DαΠ1(f, g) = Π
′
1(f,D
αg), (59)
for every f, g Schwartz functions on IR.
Proof It is based on the following equalities
DαΠ1(f, g) =∫
IR
(
(f ∗D12kφ)(g ∗D
1
2kψ)
)
∗ Dα(D12kψ
′) dk∫
IR
(
(f ∗D12kφ)(g ∗D
1
2kψ)
)
∗ 2−kαD12k(D
αψ′) dk =∫
IR
(
(f ∗D12kφ)(g ∗ 2
−kαD12kψ)
)
∗D12k(D
αψ′) dk =∫
IR
(
(f ∗D12kφ)(g ∗ D
α(D12k(D
−αψ)))
)
∗D12k(D
αψ′) dk =∫
IR
(
(f ∗D12kφ)(D
αg ∗D12k(D
−αψ))
)
∗D12k(D
αψ′) dk :=
Π′1(f,D
αg),
where D−αψ is the Schwartz function whose Fourier transform is given by D̂−αψ(ξ) =
|ξ|−αψ̂(ξ), which is well defined since ψ ∈ Ψ.
Clearly, one has similar identities for all the other types of paraproducts Πj j 6= 1.
However, one has to be particularly careful about the case of Π3 since there, the corre-
sponding functions |ξ|αφ̂(ξ) are no longer smooth, and as a consequence, their inverse
Fourier transforms have only limited decay of type 1/(1 + |x|)1+α. To prove the Kato-
Ponce inequality (2), one just has to realize that every product of two functions f and g
on IR, can be written as a sum of such paraproducts
fg =
3∑
j=0
Πj(f, g)
and then, after using the above proposition 9.1, to apply the Coifman-Meyer theorem. In
fact, the argument of this paper can be naturally strenghten to prove more, namely that
(2) holds as long as 1 < p, q ≤ ∞, 1/r = 1/p + 1/q and 1/(1 + α) < r < ∞. See the
second volume of [15] for details. The constraint 1/(1 + α) < r <∞ is clearly related to
the limited decay mentioned above.
A similar treatment is available in the bi-parameter case too. Here, one has to handle
bi-parameter paraproducts Πi,j for i, j = 0, 1, 2, 3 formally defined by Πi,j := Πi ⊗Πj .
One first observes the following extension of proposition 9.1
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Proposition 9.2. Let α, β > 0. Then, for every paraproduct Π1,2 there exists a para-
product Π′1,2 so that
Dα1D
β
2Π1,2(f, g) = Π
′
1,2(D
β
2 f,D
α
1 g), (60)
for every f, g Schwartz functions on IR2.
There are also similar equalities for the remaining paraproducts Πi,j when (i, j) 6= (1, 2).
Since every product of two functions f and g on IR2 can be written as
fg =
3∑
i,j=0
Πi,j(f, g),
everything follows from theorem 1.1. In fact, as before, the techniques of the present
paper can be strenghten and one can similarly prove that an even more general inequality
holds, namely
‖Dα1D
β
2 (fg)‖r . ‖D
α
1D
β
2 f‖p1‖g‖q1 + ‖f‖p2‖D
α
1D
β
2 g‖q2 + ‖D
α
1 f‖p3‖D
β
2 g‖q3 + ‖D
α
1 g‖p4‖D
β
2f‖q4
(61)
whenever 1 < pj, qj ≤ ∞, 1/pj + 1/qj = 1/r for j = 1, 2, 3, 4 and max(1/(1 + α), 1/(1 +
β)) < r <∞. See again the second volume of the book [15] for details.
Finally, we would like to mention that when the first version of this article has been
released, we have not been particularly careful about the precise conditions under which
these more general forms of the Kato-Ponce inequalities hold (both in the one-parameter
and multi-parameter case). We would like to thank Loukas Grafakos and Seungly Oh for
pointing this oversight to us. In fact, their recent paper [8] obtains independently, similar
estimates.
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