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Abstract
This paper presents a variational framework for the three-dimensional macroscopic modeling of supere-
lastic shape memory alloys in an isothermal setting. Phase transformation is accounted through a unique
second order tensorial internal variable, acting as the transformation strain. Postulating the total strain
energy density as the sum of a free energy and a dissipated energy, the model depends on two material scalar
functions of the norm of the transformation strain and a material scalar constant. Appropriate calibration of
these material functions allows to render a wide range of constitutive behaviours including stress-softening
and stress-hardening. The quasi-static evolution problem of a domain is formulated in terms of two physical
principles based on the total energy of the system: a stability criterion, which selects the local minima of the
total energy, and an energy balance condition, which ensures the consistency of the evolution of the total
energy with respect to the external loadings. The local phase transformation laws in terms of Kuhn-Tucker
relations are deduced from the first-order stability condition and the energy balance condition.
The response of the model is illustrated with a numerical traction-torsion test performed on a thin-
walled cylinder. Evolutions of homogeneous states are given for proportional and non-proportional loadings.
Influence of the stress-hardening/softening properties on the evolution of the transformation domain is
emphasized. Finally, in view of an identification process, the issue of stability of homogeneous states in a
multi-dimensional setting is answered based on the study of second-order order derivative of the total energy.
Explicit necessary and sufficient conditions of stability are provided.
Keywords: Shape Memory Alloys, Superelasticity, Stability criterion, Variational methods, Second-order
stability condition, Stability of homogeneous states
Contents
1 Introduction 4
Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Phenomenological approach 7
2.1 Phenomenological material response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Preprint submitted to Journal of the Mechanics and Physics of Solids October 12, 2015
3 Formulation of the model and evolution problem 12
3.1 Hypotheses and density of strain energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Evolution problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 Evolution laws: Phase transformation criteria and consistency conditions 14
4.1 Derivations of phase transformation criteria and consistency conditions . . . . . . . . . . . . . 15
Mechanical Equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Phase transformation criterion in Ω0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Phase transformation criterion in Ωp . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Phase transformation criterion in Ω+1 ∪ Ω−1 . . . . . . . . . . . . . . . . . . . . . . . . 17
From phase transformation criterion to first-order stability condition . . . . . . . . . . 18
5 Numerical traction-torsion tests 22
5.1 Non-Proportional loading material response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.2 Influence of µ(‖p‖) on the transformation domain . . . . . . . . . . . . . . . . . . . . . . . . . 26
6 Stability analysis of homogeneous states 28
6.1 General statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.2 Stability of elastic states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.3 Stability of phase-transforming states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.3.1 Applied forces over ∂Ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.3.2 Applied displacement over ∂Ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Identification of Γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.3.3 Combined applied forces and displacements over ∂Ω. . . . . . . . . . . . . . . . . . . . 35
6.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Stress-hardening: σ¯′′(‖p‖) > 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Stress-softening: σ¯′′(‖p‖) < 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
7 Conclusions 39
2
Nomenclature
E0 elastic Young’s modulus
µ(y) elastic shear modulus as material function
K elastic bulk modulus
σ¯0, ∆σ material constants
σFw, σRv forward and reverse phase transformation
stresses
σ¯(y) critical phase transformation stress as material
function
p1 material function
u displacement
ε, ε (total) strain
σ, σ stress
εD, σD deviatoric strain and stress
p, p phase transformation strain
p¯ cumulated phase transformation strain
N dimension of the space
Ω reference configuration of the N -dimensional
body
W total strain energy density
E total energy
R Rayleigh ratio
C, C0 admissible spaces of displacement and displace-
ment rate fields
Z,Z0 admissible spaces of phase transformation
strain and strain rate fields
Z¯ admissible space of cumulated phase transfor-
mation strain field
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1. Introduction
Shape memory alloys (SMA) are materials which exhibits non-conventional thermo-mechanical properties,
with two of the most remarkable being pseudoelasticity and shape memory effect. While the former refers
to the capability of the material to regain the initial strain after a loading-unloading hysteretic cycle, the
latter is related to the recovery of initial shape after occurrence of “apparently” permanent strains, simply
by heating the material above a critical temperature. Both phenomena are associated to complex phase
transitions at both micro- and macro-scale.
Due to these properties, polycrystalline SMA have been extensively studied with a great scientific impact
and today are widely used for several advanced engineering applications like, among the others: biomedical
devices, aerospace structures, mechanical components, MEMS as well as civil engineering structural elements
or devices, ([27] for a recent review of SMA about research, applications and opportunities). One of the key
requirement of superelastic SMA is the size of its hysteresis loop. Indeed, a large hysteresis loop will lead to
a substantial capability to dissipate energy. This is particularly important when SMA are used as dampers
in civil engineering. Experimental investigations show that SMA with large hysteresis loop correspond
to phase transformation occurring with a stress plateau and a localized phase transformation front [36].
However, a large number of loading cycles leads, as a result, to a smaller hysteresis loop with weakened
dissipative properties and to an increasingly stress-hardening behaviour associated to a homogeneous phase
transformation, [28].
The origin of macroscopic localization and stress plateau in SMA is related to an intrinsic stress-softening
behaviour. Such kind of behaviour can be found in other type of dissipative phenomenon, such as damage,
with similar consequences, e.g. macroscopic instabilities and non-homogeneous evolutions, [33]. On the
other hand, stress-hardening has a stabilizing effect and is usually associated to a unique diffuse response.
Experimentally, such stress-softening behaviour leads to important issues in the identification of the material
parameters of the model, [10, 20]. Indeed, a classical tensile test on a SMA specimen provides direct
information only if the response is homogeneous, so that the material behaviour can be read through the
structural response, [24, 1]. Stress-softening and macroscopic instabilities limit the use of such tensile test and
non-conventional experimental setups are required to overcome such issues, [20]. The main idea in the recent
experiments of Hallai and Kyriakides [17] is to force a homogeneous transformation, despite stress-softening,
by bonding in parallel two strips, properly designed, of stress-hardening stainless steel with a softening SMA
core strip. As a result, the global behaviour of the laminate exhibits a structural hardening response which
is associated with a diffuse phase transformation. By subtracting the known and well-defined response of the
stainless steel, one has access to the intrinsic behaviour of the SMA. The result is an up-and-down material
response with a stress-hardening part only for a very short nominal strain range (< 1%) followed by a large
stress-softening part (∼ 5%). Due to residual plastic strains in the stainless steel strips, only the forward
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intrinsic phase transformation has been in this work extracted.
Another important feature of SMA is related to their macroscopic response under multi-axial loading.
Specifically, although the literature is less dense than when it comes to uniaxial loading, several authors [37,
38, 25, 9, 19, 42, 14, 13] have studied the SMA behaviour in the multi-axial context with traction-torsion tests
on thin-walled cylinders, where they highlighted a complex evolution of the specimen due to the reorientation
of the martensite variants towards the direction of the mechanical loading. In particular, a dissymmetry in
the material response has been observed with a stress-hardening homogeneous response in pure shear and
a stress-softening response with localizations in simple tension. Unfortunately, few information is given on
the transformation domain and its evolution in terms of shape and size except for the onset of the phase
transformation. As in plasticity, the knowledge of such transformation domain is however fundamental for a
rigorous construction of a phenomenological model. Another well established experimental evidence is that
the mechanical response is almost independent with respect to hydrostatic pressure, hence with respect to
the first invariant of the stress tensor. Indeed, as pointed out in the experiments in [16], pure hydrostatic
pressure was unable to trigger the martensitic transformation at pressures of up to 700 MPa.
A consistent macroscopic model of SMA should then be able to account for all the aforementioned main
characteristics, namely stress-softening, reorientation and incompressibility of the phase-transformation. Dif-
ferent classes of macroscopic models exist, either formulated phenomenologically or through a multi-scale
approach. Usually two classes of constitutive models that account for superelasticity of SMA are distin-
guished. The first class of models correspond to constitutive behaviours derived from a micromechanical
approach by means of homogenization techniques, [29, 23, 40, 41, 6, 7]. An advantage of these models is to
give a direct access to the evolution of the microstructure during the macroscopic phase transformation and
to relate the effective properties at the macroscopic scale to physical material parameters at the microscopic
scale, [21]. However, these multi-scale approaches require usually too much computational efforts to be used
for structural engineering calculations. In these latter cases it is more advisable to rely on macroscopic
phenomenological models for which the phase transformation is described through internal variables [11],
either scalar (for the martensitic volume fraction) or tensorial (for the martensite orientation strain tensor).
Numerous models, based on the definition of a free-energy and a dissipation potential in the spirit of standard
generalized materials, [18], have been proposed during the last decades including, for instance, shape mem-
ory effect (temperature-induced transformation), cycling effect, finite strains etc. etc., [5, 39, 34, 44, 45, 35].
Despite these models are able to describe a wide range of phenomena (superelasticity, thermo-mechanical
coupling, shape memory effect, training), most of them are based on an intrinsic stress-hardening behaviour,
hence leading to a homogeneous or diffuse phase transformation evolution.
Premises these considerations, we aim to provide in this paper a phenomenological isothermal 3D model
capable of describing superelasticity in a general context where stress-softening, instabilities and martensite
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reorientation can occur. In order to deal with these behaviours, such model has to be formulated in a way
to allow complex evolutions for which regularity in time and uniqueness of the response is not ensured.
To this end, an ideal framework consists in well-established energetic approaches for the description of rate-
independent processes, such as the Energetic Formulation mathematically formalized for standard generalized
materials in [26]. Once the total energy has been postulated, the quasi-static evolution problem is governed
by two physical principles, a stability condition and an energy balance. While the former consists in selecting
local (or global) minima of the total energy among admissible functional spaces the latter expresses the first
law of thermodynamics by enforcing, with (absolute) continuity, the conservation of the total energy with
respect to the loading parameter. In particular, the stability condition is an essential feature to deal with
stress-softening behaviour for which non-uniqueness and multiple equilibrium states are the rule rather than
the exception. Such kind of variational formulation has been fruitful applied in several contexts where stress-
softening occurs and complex patterns are observed, such as fracture [8], damage mechanics [31], plasticity
[12], coupled damage-plasticity models [3] as well as phase transformation in the hardening context [4]. The
model presented in this article can be considered as a 3D extension of [30], where a one dimensional local SMA
model is formulated and investigated in the same spirit. Here, the model relies on a second-order, symmetric
and deviatoric tensorial internal variable interpreted as a transformation strain, as in [39]. Given the total
energy of the system, the evolution laws will be variationally deduced from the stability criterion and energy
balance condition. This approach gives also enough flexibility for future straightforward improvements of the
model, such as dissymmetry in torsion-traction and phase transformation regularization, simply by modifying
directly the total energy of the system.
The paper is organized as follows. In Section 2, a phenomenological one-dimensional model is proposed
as a prototype in order to highlight some important features and to justify the motivations to the energetic
approach. Section 3 presents the formulation of the model and defines the evolution problem. First, state
variables, with their associated functional spaces, are introduced and the total strain energy density specified.
Then, the associated evolution problem is formulated by means of the stability criterion and energy balance.
In Section 4, differential (first- and second-order) stability conditions are derived from the stability criterion
by expanding in series the total energy. It is shown that first-order stability condition and time regularity
of the energy balance are equivalent to a classical Karush-Kuhn-Tucker (KKT) system, consisting of a
transformation domain, consistency condition and normality rule. Section 5 shows several numerical results
of a thin-walled cylinder submitted to a traction-torsion test under a non-proportional strain loading path
and for different material models. The simulations, based on an incremental energy minimization algorithm,
highlight the evolution of both the transformation domain and the phase transformation strain rate direction.
For first-order stable states, the second order stability condition is investigated in Section 6. Stability of
homogeneous states are explicitly evaluated under different types of loading and closed form results are
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provided. Conclusions are drawn in Section 7.
Notations. Throughout the paper, the following notations are used. N denotes the dimension of the space,
1 ≤ N ≤ 3, N = 1 corresponds to the one-dimensional case and N > 1 to the multi-dimensional case. In
the multi-dimensional case, vectors and second order tensors are denoted by boldface letters, e.g., u for the
displacement, σ for the stress and p for the phase transformation strain. Their components are denoted by
the respective plain letters with lower indices like ui or σij , 1 ≤ i, j ≤ N . The second order identity tensor
is denoted 1. The summation convention is implicitly used. The inner product between vectors or between
second order tensors is indicated by a dot. Accordingly, one reads u ·v = uivi, σ ·σ = σijσij . The euclidean
norm of a vector or a second order tensor is denoted ‖ · ‖ and thus ‖p‖ = √p · p. The trace operator for a
second order tensor is denoted Tr and thus Trσ = σ · 1 = σii. The deviatoric operator is represented by the
superscript D and thus σD denotes the deviatoric part of σ, i.e.
σD = σ − Trσ
N
1
The dependence on the time parameter t is indicated by a subscript whereas the dependence on the spatial
coordinate x is indicated classically by parentheses, e.g. x 7→ ut(x) stands for the displacement field at
time t. In general, the local state functions or material parameters are represented by serif letters, like W
for the total strain energy density and µ for the shear modulus. The prime denotes either the derivative
with respect to phase transformation norm or the directional derivative of a functional with respect to the
the specified fields, the dot stands for the time derivative, e.g.
µ′(y) =
dµ
dy
(y), E ′(u,p, p¯)(δu, δp, ‖δp‖) = lim
h→0
E(u+ hδu,p + hδp, p¯ + h ‖δp‖)− E(u,p, p¯)
h
and
u˙t(x) = lim
h→0
1
h
(
ut+h(x)− ut(x)
)
The symbol∇ and∇s will be respectively used to indicate the spatial gradient and its symmetric part when
this last makes sense. Accordingly, the total strain tensor field reads as ε = ∇su. The Nomenclature table
summarizes the main symbols used in this article.
2. Phenomenological approach
2.1. Phenomenological material response
To justify the motivations to our energetic approach, let us start with a simple phenomenological model
in a one-dimensional setting (N = 1) able to describe superelasticity and phase transformation. The mate-
rial, initially unstressed and in a pure austenite state, undergoes a martensitic phase transformation when
submitted to a strain loading path. The forward and reverse phase transformation occur at constant stresses
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σFw and σRv, with σFw > σRv, and are here, for sake of simplicity, symmetric in traction and compression.
The phase transformation is described through a scalar internal variable p, which accounts for the phase
transformation strain and is assumed to be bounded by a material constant p1 > 0 such that |p| ≤ p1. A
pure austenite state corresponds to p = 0 while a pure martensite state corresponds to |p| = p1. For a
prescribed strain ε and a given value of the phase transformation strain p, the elastic strain is given, in a
small strain setting, by εe = ε− p. The stress-strain relation at fixed p is simply linear elastic and reads
σ = E0εe = E0(ε− p) (1)
where E0 is the Young’s modulus of the material, taken as a constant in this example. The material response
under a strain path is depicted schematically in Figure 1. In relation with superelasticity, we require that
once the phase transformation starts (|p| > 0), the unstressed state (σ = 0) cannot be retrieved elastically
i.e. a backward phase transformation must occur. For such perfect phase transformation model, this leads
to σRv > 0. In a rate-independent setting, we suppose that the phase transformation laws are described by
σFw
σRv
ε
σ
E0
p1
E0
−σRv
−σFw
−p1
σ¯0
∆σ
∆σ
1
Figure 1: Schematic representation of the stress-strain response for the perfect and symmetric SMA mechanical model in the
one-dimensional setting.
the following set of Karush-Kuhn-Tucker relations:
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• p = 0: 
|σ| ≤ σFw,
p˙ > 0 ⇒ σ = σFw,
p˙ < 0 ⇒ σ = −σFw
(2)
• 0 < p < p1: 
σRv ≤ σ ≤ σFw,
p˙ > 0 ⇒ σ = σFw,
p˙ < 0 ⇒ σ = σRv
(3)
• −p1 < p < 0: 
−σFw ≤ σ ≤ −σRv,
p˙ > 0 ⇒ σ = −σRv,
p˙ < 0 ⇒ σ = −σFw
(4)
• p = p1: σ ≥ σRv,p˙ 6= 0 ⇒ p˙ < 0, σ = σRv (5)
• p = −p1: σ ≤ −σRv,p˙ 6= 0 ⇒ p˙ > 0, σ = −σRv (6)
The set of (large) inequalities in the aforementioned phase transformation laws defines the transformation
domain, a closed evolving set in which the current stress must always belong to. Accordingly to the consis-
tency conditions, the phase transformation strain p can evolve only if the stress is on the boundary of the
transformation domain, that is, only if a stress equality holds. For rate-independent materials, the KKT
relations (2)-(6) are equivalent to an associative flow-rule which defines the direction of p˙, [26].
An important feature of such rate-independent constitutive behaviour is the possibility to reformulate
the problem in a variational way. In that perspective, let us introduce the cumulated phase transformation
strain p¯ = p¯0 +
∫ t
0
|p˙| dτ from 0 to time t, with p¯0 being the initial cumulated phase transformation strain,
as well as the two material constants:
σ¯0 =
σFw + σRv
2
, ∆σ =
σFw − σRv
2
(7)
Since we assumed that σFw > σRv and σRv > 0, the following inequalities hold
σ¯0 > ∆σ > 0 (8)
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Given a triple (ε, p, p¯), let us introduce the state function W (ε, p, p¯) as
W (ε, p, p¯) =
1
2
E0(ε− p)2 + σ¯0 |p|+ ∆σp¯ (9)
The first and the last term of the right-hand side in (9) are equal, respectively, to the elastic strain energy
and the dissipation energy of a perfect-plasticity model. Instead, the second term is an additional simplified
free-energy term representative of both the phase interaction energy among the phases and the effective
chemical energy, [6]. The physical meanings of E0, σ¯0 and ∆σ are highlighted in Figure 1. Then, we are able
to reformulate (1)-(6) in the following variational form:
Proposition 2.1. The evolution problem formulated in terms of the stress-strain relation and the phase
transformation laws (1)-(6) is equivalent to the variational problem
Stress-strain relation: σ =
∂W
∂ε
(ε, p, p¯) (10)
Material stability: ∀p∗ with |p∗| ≤ p1 : W (ε, p, p¯) ≤W (ε, p∗, p¯ + |p∗ − p|) (11)
Energy balance: W (ε, p, p¯) = W (ε0, p0, p¯0) +
∫ t
0
σε˙dτ (12)
Proof. See Appendix 1.
The evolution laws of a material point are hence characterized by two physical principles:
• a material stability criterion which selects the minima of W with respect to (p, p¯) for a given ε.
• an energy balance condition which defines W as the sum of the total strain work ∫ t
0
σε˙dτ and the
total strain energy density at initial time W (ε0, p0, p¯0). Thus, W correspond to the total strain energy
density of the system at time t.
In particular, such variational formulation allows to write in a more condensed way the several cases in
(2)-(6) that has to be distinguished depending on the value of p.
Remark 1. Such kind of total strain energy density has strong analogies with those investigated by the co-
authors [32, 3] about damage and coupled damage-plasticity models. But above all, the strongest analogies
are with the classical multi-dimensional Von-Mises model of perfect incompressible plasticity, which is built
on the following total strain energy density, [12],
W (ε,p, p¯) = µ(εD − p) · (εD − p) + 1
2
K(Tr(ε))2 + σep¯ (13)
where σe > 0, p and p¯ are respectively the Von Mises yield stress, the plastic strain and the cumulated plastic
strain. In the perfect Von-Mises plasticity model the dissipated energy is due only to plasticity and reads σe p¯.
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The above example is a simplified model which aims to introduce and motivate, in addition to what
has been already stated in the introduction, our choice to work with the total strain energy of the system
and deal with energetic variational concepts. The perfect phase transformation behaviour has obvious
limitations in terms of possible choices of stress-strain responses. Specifically, one-dimensional experiments
on polycrystalline SMA exhibits a more complex macroscopic behaviour with a loss of stiffness along with
a stress-hardening and/or stress-softening behaviour, [17]. To broaden the class of phenomena that can
be captured, a more general model than (9) should be considered. In this energetic framework, a way to
extend the model is to modify directly the strain energy density, on which the stability criterion and energy
balance conditions are based. A possible choice for an enriched strain energy density W , able to describe
both stiffness variations and hardening/softening behaviours, is the following:
W (ε, p, p¯) =
1
2
E(|p|)(ε− p)2 + σ¯(|p|) + ∆σ p¯ (14)
where E : [0, p1] 7→ R+ and σ¯ : [0, p1] 7→ R+ are now material functions. The loss of stiffness during
martensitic transformation is then understood as
E′(|p|) < 0 ∀p ∈ [0, p1] (15)
Moreover, we recall that the zero-stress state must be necessarily retrieved through a dissipative process
in superelastic SMA once the martensitic transformation has been triggered. In other words, σ = 0 must
not belong to the transformation domain when p > 0. Based on a direct calculation of the transformation
domain based on (11), such condition leads to
σ¯′(|p|) > ∆σ ∀p ∈ [0, p1] (16)
which is a generalization of (8) for a non-perfect behaviour.
The purpose of next sections is to derive the evolution laws in a multi -dimensional setting, starting from
a strain energy of the kind of (14), with a systematic use of a stability criterion and an energy balance
condition.
Remark 2. To identify the two material functions y 7→ E(y) and y 7→ σ¯(y) as well as the material constant
∆σ, one needs at least two experimental curves. From a uniaxial tensile test on a material point submitted
to a loading-unloading, two stress-strain curves can be extracted, namely the forward stress-strain response
σ = F(ε) and the backward stress-strain response σ = B(ε). Such curves allow to identify the material
functions. Indeed, a direct calculation (see [30] for the detailed calculation) of the forward and backward
material response of the model (14) shows that the strain and the stress during the forward transformation
are given by in terms of the transformation strain p by
εF(p) = p− E(p)
E′(p)
(√
1− 2E
′(p)(σ¯′(p) + ∆σ)
(E(p))2
− 1
)
, σF(p) = E(p)(εF(p)− p) (17)
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while the strain and the stress during the backward transformation are given by
εB(p) = p− E(p)
E′(p)
(√
1− 2E
′(p)(σ¯′(p)−∆σ)
(E(p))2
− 1
)
, σB(p) = E(p)(εB(p)− p). (18)
Therefore we deduce that the F = σF ◦ ε−1F and B = σB ◦ ε−1B . As a result, one have to choose optimally
y 7→ E(y) and y 7→ σ¯(y) to ensure such relations. In addition, ∆σ can be identified by computing to the total
dissipated energy in a strain cycle which corresponds to the hysteresis loop area in the stress-strain diagram
i.e.
∮
σ dε = 2∆σ p1. This identification procedure is possible provided that one can extract such material
response from a structural test. This is straightforward if the response of the body is homogeneous. However,
for SMA with a stress-softening behavior, experiments show that the homogeneous response under uniaxial
loading are unobservable and require special apparatus to stabilize it [17]. This is confirmed theoretically by a
stability analysis in a one-dimensional setting [30, 1]. In Section 6, we will show through a stability analysis
in the multi-dimensional setting that a way to overcome such instabilities issues in uniaxial tests is to choose
instead non-proportional loading path for which the homogeneous response is shown to be stable.
3. Formulation of the model and evolution problem
3.1. Hypotheses and density of strain energy
Generalizing the previous one-dimensional example, we suppose that a material point, in a N -dimensional
setting (N = 2 or 3), is described at time t by the following three state variables:
• a total strain variable ε ∈MNs ;
• a phase transformation strain variable p ∈ MNs bounded by a maximum value p1 > 0 i.e. ‖p‖ ≤ p1.
Since the hydrostatic pressure has little influence on the phase transformation in SMA [16], we also
assume that p is deviatoric i.e. Tr(p) = 0;
• a hardening variable p¯ ∈ R+ defined as the cumulated phase transformation strain: p¯ = p¯0 +
∫ t
0
‖p˙‖ dτ
for a process occurring from 0 to time t with p¯0 being the initial cumulated phase transformation
strain.
Motivated by the variational setting of the one-dimensional model, we directly postulate the total strain
energy of the three-dimensional model generalizing (14) as a function of the state (ε,p, p¯):
W (ε,p, p¯) = µ(‖p‖)(εD − p) · (εD − p) + 1
2
K(Tr(ε))2 + σ¯(‖p‖) + ∆σ p¯ (19)
Such model depends on four scalar material parameters, namely:
• a shear modulus µ : [0, p1] 7→ R+ taken as a material function with µ′ < 0;
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• a bulk modulus K taken as a material constant because of the phase transformation incompressibil-
ity, [16];
• a material constant ∆σ > 0;
• a material function σ¯ : [0, p1] 7→ R with σ¯′ > ∆σ;
3.2. Evolution problem
We consider the quasi-static time evolution problem of an open bounded domain Ω ∈ Rn in absence of
body forces and obeying to a phase transformation model characterized by the total strain energy density
(19). The time evolution parameter is denoted by t with t = 0 being the initial time instant. Such domain
is submitted to time-dependent prescribed displacement Ud on a part ∂DΩ and prescribed tractions Td on
the remaining part ∂TΩ. Let us first introduce the admissible spaces of displacement C and displacement
rate C0 which respectively read as
C = {u ∈ H1(Ω,Rn) : u = Ud on ∂DΩ}, C0 = {u ∈ H1(Ω,Rn) : u = 0 on ∂DΩ} (20)
with H1 being the Sobolev space of functions which are square integrable and the weak derivative of which
is also square integrable. The admissible spaces of phase transformation strain Z and phase transformation
strain rate1 Z0(p) are respectively defined as
Z = {p ∈ L∞(Ω,MNs ) : Tr(p) = 0; ‖p‖ ≤ p1}, (21)
Z0(p) = {δp ∈ L∞(Ω,MNs ) : Tr(δp) = 0; δp · p ≤ 0 if ‖p‖ = p1}
while the admissible space of cumulated phase transformation strain reads
Z¯ = L1(Ω,R+) (22)
with L1 and L∞ being, respectively, the space of integrable functions and the space of essentially bounded
integrable functions.
At initial time t = 0, the domain is supposed to be in an admissible given state (u0,p0, p¯0) ∈ C ×Z × Z¯.
For a given set of admissible variables (u,p, p¯) ∈ C ×Z ×Z¯ at time t, the total energy of the system is given
by
E(u,p, p¯) =
∫
Ω
W (ε(u)(x),p(x), p¯(x)) dx−
∫
∂TΩ
Td(x) · u(x) dx (23)
where ε(u) = ∇su. The quasi-static evolution problem of the domain Ω is formulated energetically at the
global level. Following the material variational formulation (11)-(12), the structural evolution problem is
1δp will be an admissible test direction from p when ‖p‖ = p1 if and only if limh→0+ ‖p+hδp‖−‖p‖h ≤ 0
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based on two physical principles, namely a stability criterion and an energy balance condition. Here, the
stability criterion consists in selecting the directional local minima of the total energy at each time and is
formally defined as
Definition 3.1 (Stability criterion). A state (u,p, p¯) ∈ C × Z × Z¯ will be locally directionally stable if for
a given set of test directions (δu, δp) ∈ C0 ×Z0, there exists r > 0 such that for any h ≤ r we have
E(u,p, p¯) ≤ E(u+ hδu,p + hδp, p¯ + h ‖δp‖) (24)
Note that compared to the material stability criterion (11), the structural stability criterion (24) is slightly
different. For instance, it is more selective in the sense that it looks for local minima with respect to the
triplet (u,p, p¯) and not the pair (p, p¯). On the other hand it is less restrictive in the sense that we choose
to select directional local minima instead of global minima. Alternative criteria based on global minima or
local minima with a different topology can be considered, but are here not investigated.
The energy balance condition enforces the time evolution to be consistent with the applied loading in
terms of energy exchanges, [26, 15, 31, 2]. In a quasi-static setting, it reads as
Definition 3.2 (Energy balance condition). The total energy of the system satisfies the energy balance
condition if the following equality holds at any instant t
E(u,p, p¯) = E(u0,p0, p¯0) +
∫ t
0
(∫
∂DΩ
T · U˙d dx−
∫
∂TΩ
T˙d · udx
)
dτ (25)
where T is the force vector on the boundary ∂DΩ.
Similarly to the stability criterion, the energy balance condition is a global version of the material energy
balance condition introduced in (12).
4. Evolution laws: Phase transformation criteria and consistency conditions
In this section, we derive the local evolution laws based on the stability criterion and the energy balance
condition. For a given state (u,p, p¯) ∈ C ×Z ×Z¯ and test direction (δu, δp) ∈ C0×Z0, the series expansion
of the total energy E(u+ hδu,p + hδp, p¯ + h ‖δp‖), for h > 0 sufficiently small, gives
E(u+ hδu,p + hδp, p¯ + h ‖δp‖) = E(u,p, p¯)
+ hE ′(u,p, p¯)(δu, δp, ‖δp‖)
+
h2
2
E ′′(u,p, p¯)(δu, δp, ‖δp‖) + o(h2)
(26)
Based on such expansion, let us introduce
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Definition 4.1 (First- and Second-order stability condition). A state (u,p, p¯) ∈ C×Z ×Z¯ is said to satisfy
the First-order condition of stability if the first-order derivative of the total energy is positive in any test
direction:
∀(δu, δp) ∈ C0 ×Z0, E ′(u,p, p¯)(δu, δp, ‖δp‖) ≥ 0 (27)
A state will satisfy the Second-order condition of stability if for any test direction such that the first-order
derivative is zero, the second-order derivative of the total energy is positive:
∀(δu, δp) ∈ C0 ×Z0, E ′(u,p, p¯)(δu, δp, ‖δp‖) = 0 ⇒ E ′′(u,p, p¯)(δu, δp, ‖δp‖) ≥ 0 (28)
Upon the introduction of such definitions, we readily obtain
Proposition 4.2 (Necessary and sufficient conditions of directional stability). A state (u,p, p¯) ∈ C ×Z ×Z¯
will be directionally stable only if it fulfills the first- and second-order conditions of stability. Reciprocally, a
state will be directionally stable if for any test direction (δu, δp) ∈ C0 ×Z0, either
E ′(u,p, p¯)(δu, δp, ‖δp‖) > 0 (29)
or
E ′′(u,p, p¯)(δu, δp, ‖δp‖) > 0 if E ′(u,p, p¯)(δu, δp, ‖δp‖) = 0 (30)
hold.
The condition E ′ = 0 is also generally known as a stationary condition.
4.1. Derivations of phase transformation criteria and consistency conditions
We derive in this section phase transformation criteria from the first-order stability condition.
Proposition 4.3 (Phase transformation criteria). A state (u,p, p¯) ∈ C × Z × Z¯ will satisfy the first-order
condition of stability if and only if it satisfies the stress-strain constitutive relation
σ = 2µ(‖p‖)(εD − p) +K Tr(ε)1 (31)
the mechanical equilibrium
∇ · σ = 0, in Ω and σn = Td on ∂TΩ (32)
as well as the following phase transformation criteria:
• on the subset Ω0 of Ω where ‖p‖ = 0:
‖σD‖ ≤ ∆σ +R(0, ‖σD‖) (33)
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• on the subset Ωp of Ω where 0 < ‖p‖ < p1:∥∥σD −R(‖p‖, ‖σD‖)np∥∥ ≤ ∆σ (34)
• on the subset Ω−1 of Ω where ‖p‖ = p1 and p ·
(
σD −R(p1, ‖σD‖)np
)
≤0:
∥∥σD −R(p1, ‖σD‖)np∥∥ ≤ ∆σ (35)
• on the subset Ω+1 of Ω where ‖p‖ = p1 and p ·
(
σD −R(p1, ‖σD‖)np
)
>0:∥∥∥proj⊥p(σD −R(p1, ‖σD‖)np)∥∥∥ ≤ ∆σ (36)
with np = p/‖p‖, the scalar function R(y1, y2) = σ¯′(y1) −
(
(y2)
2/4
)
(1/µ)
′
(y1) and proj⊥p(·) being the
orthogonal projection to p.
Proof. We first assume that the first-order stability condition holds and deduce the phase transformation
criteria. A direct calculation of the first-order derivative of the total energy (19) and (23) in the test direction
(δu, δp) ∈ C0 ×Z0 gives
E ′(u,p, p¯)(δu, δp, ‖δp‖) = E ′(u,p, p¯)(δu,0,0) + E ′(u,p, p¯)(0, δp, ‖δp‖) =∫
Ω
σ · ε(δu) dx−
∫
∂TΩ
Td · δu dx
+
∫
Ω0
(
− σD · δp +
(
∆σ +R(0, ‖σD‖)
)
‖δp‖
)
dx
+
∫
Ωp
(
− σD · δp +R(‖p‖, ‖σD‖)np · δp + ∆σ ‖δp‖
)
dx
+
∫
Ω+1 ∪Ω−1
(
− σD · δp +R(p1, ‖σD‖)np · δp + ∆σ ‖δp‖
)
dx
(37)
with σ given by (31) and σ · δp = σD · δp since δp is deviatoric.
Mechanical Equilibrium. By setting δp = 0, the first-order stability condition reduces to
∀δu ∈ C0, E ′(u,p, p¯)(δu,0,0) =
∫
Ω
σ · ε(δu) dx−
∫
∂TΩ
Td · δu dx ≥ 0 (38)
Having the choice of the sign of the test direction δu, inequality (38) is in fact an equality valid for any
δu ∈ C0. It is precisely the weak formulation of the mechanical equilibrium (32). This leads to
∀δu ∈ C0, E ′(u,p, p¯)(δu, δp, ‖δp‖) = E ′(u,p, p¯)(0, δp, ‖δp‖) (39)
16
Phase transformation criterion in Ω0. We now consider test directions δp which are zero on Ωp ∪Ω+1 ∪Ω−1 .
The first-order stability condition reads for such δp
E ′(u,p, p¯)(0, δp, ‖δp‖) =
∫
Ω0
(
− σD · δp +
(
∆σ +R(0, ‖σD‖)
)
‖δp‖
)
dx ≥ 0 (40)
Such variational inequality enforces (33) in Ω0. Indeed, by contradiction, let us assume that it exists a
subset Ω∗0 of Ω0 of non-zero measure where ‖σD‖ > ∆σ+R(0, ‖σD‖) (for sake of clarity, we omit the spatial
dependence in the variable x of σD(x) and p(x)). We necessarily have ‖σD‖ > 0 since σ¯′(0) ≥ −∆σ by
hypothesis. Then by taking the particular test direction δp∗ as equals to σD/‖σD‖ (hence being deviatoric)
in Ω∗0 and zero elsewhere, we would have
E ′(u,p, p¯)(0, δp∗, ‖δp∗‖) =
∫
Ω∗0
(
− ‖σD‖+
(
∆σ +R(0, ‖σD‖)
))
dx < 0 (41)
which is in contradiction with (40).
Phase transformation criterion in Ωp. We now consider test directions δp which are zero on Ω0 ∪Ω+1 ∪Ω−1 .
The first-order stability condition reads for such δp
E ′(u,p, p¯)(0, δp, ‖δp‖) =
∫
Ωp
(
− σD · δp +R(‖p‖, ‖σD‖)np · δp + ∆σ ‖δp‖
)
dx ≥ 0 (42)
As previously, we show that this variational inequality leads to (34) in Ωp. Indeed, let us proceed again by
contradiction by assuming the existence of a non-empty subset Ω∗p of Ωp where
∥∥σD −R(‖p‖, ‖σD‖)np∥∥ >
∆σ. Then, by taking the particular test direction δp∗ as equals to σD − R(‖p‖, ‖σD‖)np divided by its
norm (which is non-zero as its norm is greater that ∆σ > 0 by hypothesis) on Ω∗p and zero elsewhere, we
would also have
E ′(u,p, p¯)(0, δp∗, ‖δp∗‖) =
∫
Ω∗p
(
− ∥∥σD −R(‖p‖, ‖σD‖)np∥∥+ ∆σ)dx < 0 (43)
which is in contradiction with (42).
Phase transformation criterion in Ω+1 ∪Ω−1 . Finally, we consider test directions δp which are zero on Ω0∪Ωp.
In Ω+1 ∪ Ω−1 , due to the constraint ‖p‖ ≤ p1, we must have δp · p ≤ 0 whenever ‖p‖ = p1. The first-order
stability condition reads for such δp
E ′(u,p, p¯)(0, δp, ‖δp‖) =
∫
Ω+1 ∪Ω−1
(
− σD · δp +R(p1, ‖σD‖)np · δp + ∆σ ‖δp‖
)
dx ≥ 0 (44)
To derive the criterion (35) in Ω−1 , the same proof by contradiction as in Ωp applies.
It remains to investigate the case of the subset Ω+1 . The vectorial space of deviatoric tensors can be
decomposed as the direct sum of the vectorial space generated by p and its orthogonal part. The field
σD − R(p1, ‖σD‖)np is then written as Bnp +C⊥ with B ∈ R+ and C⊥ = proj⊥p(σD − R(p1, ‖σD‖)np)
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being the orthogonal projection to p. Now let us suppose that ‖C⊥‖ > ∆σ on a subset Ω+∗1 of Ω+1 . We
define the particular test direction δp∗ as C⊥ normalized by its norm on Ω+∗1 and zero elsewhere. Such δp
∗
is admissible by construction. Taking the scalar product between σD −R(p1, ‖σD‖)np and δp∗, we find(
σD −R(p1, ‖σD‖)np
) · δp∗ = ‖C⊥‖ (45)
Then we deduce that
E ′(u,p, p¯)(0, δp∗, ‖δp∗‖) =
∫
Ω+∗1
(
− ‖C⊥‖+ ∆σ
)
dx < 0 (46)
which is in contradiction with (42).
From phase transformation criterion to first-order stability condition. It remains to prove that the phase
transformation criteria are sufficient conditions for first-order stability. This task is achieved by making use
of the Cauchy-Schwarz inequality on each subset Ω0, Ωp and Ω1. Given a test direction δp ∈ Z0, we have,
in virtue of the Cauchy-Schwarz inequality and the phase transformation criterion (33) in Ω0, that∫
Ω0
(
−σD · δp︸ ︷︷ ︸
≥−‖σD‖‖δp‖
+
(
∆σ +R(0, ‖σD‖)
)
‖δp‖
)
dx ≥ 0 (47)
The same argument applies in Ωp and Ω
−
1 . Let us notice in Ω
+
1 that∫
Ω+1
(
−
(
σD −R(‖p‖, ‖σD‖)np
)
· δp + ∆σ‖δp‖
)
dx =∫
Ω+1
(
−
((
σD −R(‖p‖, ‖σD‖)np
) · np)(np · δp)
− proj⊥p
(
σD −R(‖p‖, ‖σD‖)np
) · proj⊥p(δp) + ∆σ‖δp‖) dx ≥ 0 (48)
Since ‖p‖ = p1 in Ω+1 , we have δp · np ≤ 0. Moreover, we also have
(
σD − R(‖p‖, ‖σD‖)np
) · np ≥ 0
in Ω+1 . Then we deduce, in virtue of criterion (36) and Cauchy-Schwarz inequality, that the right-hand side
is necessarily positive. Finally, by summing each contribution in Ω0, Ωp, Ω
−
1 and Ω
+
1 , in addition to the
weak form of the mechanical equilibrium (38), we obtain the first-order stability condition (27).
The set of criteria given by (33)-(36) define a set of transformation domains in the deviatoric stress-space.
To illustrate the shape of such domains, let us consider a model in dimension N = 2 with µ : y 7→ µ0 being
a material constant. Figures 2-4 depict the transformation domains respectively for ‖p‖ = 0, 0 < ‖p‖ < p1
and ‖p‖ = p1 in the orthonormal basis {a1,a2} of deviatoric space with
a1 =
1√
2
(
0 1
1 0
)
, a2 =
1√
2
(
1 0
0 −1
)
(49)
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σ¯′(0) + ∆σ
p˙
a2
a1
1
Figure 2: Transformation domain (blue area) in the deviatoric space (N = 2) for ‖p‖ = 0.
When the material is in its austenitic state with ‖p‖ = 0, the transformation domain is a disk centered at
(0, 0) of radius σ¯′(0) + ∆σ (similar to the elastic domain of a Von-Mises plasticity model). However, as soon
as the transformation is triggered with 0 < ‖p‖ < p1, the transformation domain shifts to a smaller disk
centered at the deviatoric stress σ¯(‖p‖)np and of constant radius ∆σ. As a result, the transformation domain
moves when the direction of p evolves. When the martensitic transformation is complete with ‖p‖ = p1, the
transformation domain is unbounded in the direction np. Moreover, depending on the sign of y 7→ σ¯′′(y),
transformation domains can move away (σ¯′′ > 0) or get closer (σ¯′′ < 0) to σ = 0 as qualitatively depicted in
Figure 11. Such stress-hardening and stress-softening behaviours have a strong impact on stability results,
as investigated in Section 6.
In addition to phase transformation criteria, consistency conditions must be supplied. In particular, those
are fundamental to determine how transformation domains move in the deviatoric space when the direction
of p evolves. These consistency conditions are not postulated but directly derived from the energy balance
condition (25) and obey to a normality rule. Indeed we have
Proposition 4.4 (Consistency conditions). Providing regularity in time of an evolution path that satisfies
the first-order stability conditions, the energy balance (25) holds if and only if the phase transformation rate
p˙ ∈ Z0 satisfies the following normality rules
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p˙a2
a1
σ¯′(‖p‖)−∆σ
σ¯′(‖p‖)
σ¯′(‖p‖) + ∆σ
1
Figure 3: Transformation domain (blue area) in the deviatoric space (N = 2) for 0 < ‖p‖ < p1 with constant µ.
p˙
a2
a1σ¯
′(p1)
1
Figure 4: Transformation domain (blue area) in the deviatoric space (N = 2) for ‖p‖ = p1 with constant µ.
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• on the subset of Ω0 where ‖p‖ = 0:‖σ
D‖ = ∆σ +R(0, ‖σD‖) ⇒ ∃ η ≥ 0, p˙ = ησD,
‖σD‖ < ∆σ +R(0, ‖σD‖) ⇒ p˙ = 0
(50)
• on the subset of Ωp where 0 < ‖p‖ < p1:
∥∥σD −R(‖p‖, ‖σD‖)np∥∥ = ∆σ ⇒ ∃ η ≥ 0, p˙ = η(σD −R(‖p‖, ‖σD‖)np),∥∥σD −R(‖p‖, ‖σD‖)np∥∥ < ∆σ ⇒ p˙ = 0 (51)
• on the subset of Ω−1 where ‖p‖ = p1 and p ·
(
σD −R(‖p1‖, ‖σD‖)np
)
< 0:
∥∥σD −R(p1, ‖σD‖)np∥∥ = ∆σ ⇒ ∃ η ≥ 0, p˙ = η(σD −R(p1, ‖σD‖)np),∥∥σD −R(p1, ‖σD‖)np∥∥ < ∆σ ⇒ p˙ = 0 (52)
• on the subset of Ω+1 where ‖p‖ = p1 and p ·
(
σD −R(p1, ‖σD‖)np
)
≥ 0:‖proj⊥p
(
σD −R(p1, ‖σD‖)np
)‖ = ∆σ ⇒ ∃ η ≥ 0, p˙ = η proj⊥p(σD −R(p1, ‖σD‖)np),
‖proj⊥p
(
σD −R(p1, ‖σD‖)np
)‖ < ∆σ ⇒ p˙ = 0
(53)
Proof. First we assume that the energy balance holds. Taking the time derivative of (25), we find
dE
dt
(u,p, p¯) = E ′(u,p, p¯)(u˙, p˙, ‖p˙‖) =
∫
∂DΩ
(σ · n) · U˙d dx−
∫
∂TΩ
T˙d · u dx (54)
With computations similar to (37) and making use of the mechanical equilibrium (32), as a necessary
condition of first-order stability, we obtain
0 =
∫
Ω0
(
− σD · p˙ +
(
∆σ + σ¯′(0)− 1
4
(
1
µ
)′
(0)‖σD‖2
)
‖p˙‖
)
dx
+
∫
Ωp
(
−
(
σD −R(‖p‖, ‖σD‖)np
)
· p˙ + ∆σ ‖p˙‖
)
dx
+
∫
Ω−1
(
−
(
σD −R(p1, ‖σD‖)np
)
· p˙ + ∆σ ‖p˙‖
)
dx
+
∫
Ω+1
(
−
(
σD −R(p1, ‖σD‖)np
)
· p˙ + ∆σ ‖p˙‖
)
dx (55)
Due to the phase transformation criteria (33), (34), (35) and as well as the Cauchy-Schwarz inequality, the
integrand of each of the first three integrals of the right-hand side in (55) is positive. For the last integral
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over Ω+1 , given the equality
−
(
σD −R(‖p‖, ‖σD‖)np
)
· p˙ + ∆σ ‖p˙‖ =
−
(
(σD −R(‖p‖, ‖σD‖)np) · p
)
︸ ︷︷ ︸
≥0
(p · p˙)︸ ︷︷ ︸
≤0
−proj⊥p
(
σD −R(‖p‖, ‖σD‖)np
)
· p˙ + ∆σ ‖p˙‖ (56)
the criterion (36) also ensures that the integrand of the last integral in the right-hand side of (55) is positive.
As the sum of the four integrals has to be zero, we then deduce that the four positive integrands must
necessarily be zero on their respective domain of integration. The nullity of each integrand in combination
with the criteria (33)-(36) leads to a normality rule in each domain when p˙ 6= 0 in virtue of the Cauchy-
Schwarz inequality.
Reciprocally, to retrieve the energy balance, it suffices to integrate the normality rules (50), (51), (53)
and (52) over each domain respectively. By adding each contribution and making use of the mechanical
equilibrium, the energy balance is reciprocally obtained.
In this Section, we have shown that first-order stability condition and energy balance are equivalent to a
set of phase transformation criteria with appropriate consistency conditions. However, since the first-order
stability condition is only a necessary condition of stability, a state might satisfy the phase transformation
criteria without being directionally stable. Therefore, the second-order stability condition must be inves-
tigated. This task is accomplished in Section 6 after having discussed in the next section the mechanical
properties of the model through some meaningful numerical examples.
5. Numerical traction-torsion tests
In this section we show some numerical results of the mechanical response of a thin-walled cylinder
subjected to a combined three-dimensional traction-torsion test ([25, 9]) with the aim to provide more
a qualitative illustration of the model behaviour rather than a quantitative comparison, which is out of
scope of this work. Specifically, a non-proportional loading path is considered and different material models
investigated, which describe both stress-hardening and stress-softening regimes. These analyses allow to
understand and visualize not only the evolving and shifting transformation domain, predicted in Section 4,
but also the orthogonality of the phase transformation strain rate with respect to the transformation domain.
A full and exhaustive comparison with experiments is impossible due to the few experimental data concerning
non-proportional loadings and the objective difficulty to characterize stress-softening behaviours. In this case,
indeed, localizations are triggered and little information of the material response can be deduced from the
structural response. Hence, only qualitative simulations are here considered with a homogeneous material
response satisfying the first order stability condition and energy balance condition. The investigation and
discussion of the second-order stability condition, which is rather technical and furnishes only upper and
22
lower bounds for the three-dimensional traction-torsion experiment since it is associated to mixed force-
displacement loadings, is postponed in the next section.
An engineering notation is here used where generic strain components are labeled as εii → εi and
εij → γij/2 when i 6= j, while the stress components as σii → σi and σij → τij when i 6= j. The prob-
lem is described through cylindrical coordinates (r, θ, z), due to the specific geometric configuration. The
numerical simulations are strain driven by prescribing both ε(t) = εz and γ(t) = γzθ = 2εzθ, with t being
the evolution time parameter. Moreover, accordingly to the boundary conditions of the traction-torsion test,
the stress is such that σr = σz = τrθ = τrz = 0. Then, the general structure of the total strain, the phase
transformation strain and the stress are equal, in matrix form, to
ε =

εr 0 0
0 εθ γ(t)/2
0 γ(t)/2 ε(t)
 , p =

−pz − pθ 0 0
0 pθ pθz
0 pθz pz
 , σ =

0 0 0
0 0 τ
0 τ σ
 (57)
where σ = σz, τ = τθz, since no ambiguity can occur. The strain components εr and εθ can be make explicit
through the boundary conditions σr = 0, σθ = 0 and the stress-strain law (31) as a function of the the phase
transformation strain and the applied strains,
εr = −3K (pz + 2pθ + ε) + 2µ(‖p‖) (2pz + pθ − ε)
2(3K + µ(‖p‖)) εθ =
3K (pz + 2pθ − ε)− 2µ(‖p‖) (pz − pθ − ε)
2(3K + µ(‖p‖))
(58)
Then, the only unknown of the problem remains the phase transformation strain p.
With the aim of keeping the analysis simple, but sufficiently general, the constitutive functions in (19)
are chosen as
σ¯ : y 7→
√
2
3
(
σ¯0(y − y2/2) + σ¯1y2/2
)
(59)
and
µ : y 7→ µ0(1− y) + µ1y (60)
which are able to describe both hardening and softening behaviours as well as changes of the material
stiffness. The constitutive parameters, which are common to all examined material models, are specified in
Table 1. The remaining constitutive parameters, which are specific to the four different constitutive material
models, namely the perfect model (PM), the hardening model (HM), the softening model 1 and 2 (SM1,
SM2) are listed in Table 2. Furthermore, the material is initially assumed unstressed and purely austenitic,
for all numerical simulations.
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K 1
µ0 K/2
σ¯0 0.75
∆σ 0.20
p1 1
Table 1: Constitutive parameters common to all examined material models.
perfect model (PM) µ1 = µ0 σ¯1 = σ¯0
hardening model (HM) µ1 = µ0 σ¯1 = 1.2 σ¯0
softening model 1 (SM1) µ1 = µ0 σ¯1 = 0.8 σ¯0
softening model 2 (SM2) µ1 = µ0/2 σ¯1 = 0.8 σ¯0
Table 2: Examined material models with their specific material parameters.
5.1. Non-Proportional loading material response
The non-proportional (circular) strain loading path t 7→ (ε(t), γ(t)), considered in this simulations, is
represented in Figure 5a, accordingly to the experimental setup of [25], and is the same for the four compared
material models of Table 2. To highlight and describe the material response of the present model, it is
useful to introduce five stages in the strain space (ε, γ/
√
3), pointed out by the 5 (strain) state markers in
Figure 5: O, A, B, C and D.
In stage OA, the material is elastically loaded in pure tension from the unstressed austenitic state O
to the first transformation state A where the material reaches the boundary of the transformation domain,
Figure 2, and the phase transformation is triggered. From state A, where the transformation domain reduces
instantaneously its size as in Figure 3, to state B, the material continues to be radially loaded, i.e. stage AB.
In this stage, the phase transformation strain increases on a fixed direction such that the norm of the phase
transformation strain ‖p‖ stays below its critical value p1. Then, the material is enforced to follow a non-
proportional circular strain path, i.e. stage BC, where the phase transformation strain mostly changes its
orientation instead of its norm and the transformation domain turns around the origin accordingly to the
phase transformation strain rate. At state C, the material starts to be proportionally unloaded with the
same initial radial strain loading direction until state D, where the transformation strain becomes again 0,
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Figure 5: (a) The strain load path. (b) An experimental material response for a qualitatively equal circular strain loading path
after some cycles, [25].
i.e. stage CD. The last stage DO corresponds to a simple elastic tensile radial unloading up to the initial
unstressed and pure austenitic state.
The evolution problem of the material response is determined by an incremental minimization procedure.
The strain load path is discretized in several steps. At each step the actual phase transformation strain is
evaluated as the minimum of the total strain energy (19). Such simple and straightforward solution procedure
has been implemented within the software Mathematica, [43] taking full advantage of the built-in function
NMinimize for constrained optimization.
The four material responses of Table 2 are represented in Figure 6, 7, 8, 9, and are described in their
respective captions. Common features to all models are: (i) the shifting and turning of the transformation
domain (gray closed paths) for 0 < ‖p‖ < p1 accordingly to direction of the transformation strain rate and
always inside an outer and inner transformation stress envelopes; (ii) the phase transformation strain rate
following the normality rule as a result (black arrows); (iii) the distortion of the transformation domain from
a disk for a non-constant µ.
The hardening model (HM) in Figure 5b is in good agreement with the experimental evidence of [25],
although a precise comparison is impossible for several reasons as the material response of the experiment
corresponds to a cycled material and is not enough detailed compared to our numerical simulation.
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Figure 6: (a) Stress response of the perfect model (PM). The blue dots represent the stress response of the material point. Since
σ¯′ and µ are constants, no hardening or softening occurs (indeed A≡ B). The black circles represent the fixed inner and outer
transformation stress envelopes for 0 < ‖p‖ < p1. Some specific stress states are highlighted with red points. At each of these
states, the corresponding evolving transformation domain is depicted in gray as well as the associated phase transformation
strain rate direction, black arrow. (b) Phase transformation strain rate directions. (c) Stress response for the same material
model for a proportional tensile loading-unloading strain path.
5.2. Influence of µ(‖p‖) on the transformation domain
The aim of this section is to investigate the influence of the shear modulus µ(‖p‖) on the transformation
domain. More specifically, we wish to highlight only the role of the term µ′ in defining the shape of the
transformation domain described by (34) in the stress space. For this purpose, first we only consider the
softening model 2 (SM2) with a phase transformation strain that has just occurred, consequently a pure
torsion test, namely p = η(aθ ⊗ az + az ⊗ aθ) with 0 < η  1. Then, the first derivative of the shear
modulus is left to vary with respect to the parameter n ≥ 0 accordingly to the following law
µ : y 7→ (µ0 − µ1)(p1 − y)n + µ1 (61)
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Figure 7: (a) Stress response of the hardening model (HM). The blue dots represent the stress response of the material point.
Since σ¯′ is increasing, a hardening effect, in sense of Figure 11, is remarkable by the increasing stress level from state A
to state B. Some specific stress states are highlighted with red points. At each of these states, the corresponding evolving
transformation domain is depicted in gray as well as the associated phase transformation strain rate direction, black arrow.
(b) Phase transformation strain rate directions. (c) Stress response for the same material model for a proportional tensile
loading-unloading strain path with a hardening behaviour.
and the transformation domain derived accordingly to the phase transformation criterion. The main result
of such analysis is shown in Figure 10. The initial round transformation domain, corresponding to n = 0,
tends to a non-convex domain with a shape of a lens by increasing n. Actually, the transformation domain
remains always convex with respect to the driving force of the phase transformation.
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Figure 8: (a) Stress response of the softening model 1 (SM1). The blue dots represent the stress response of the material
point. Since σ¯′ is decreasing, a softening effect, in sense of Figure 11, is remarkable by the decreasing stress level from state
A to state B. Some specific stress states are highlighted with red points. At each of these states, the corresponding evolving
transformation domain is depicted in gray as well as the associated phase transformation strain rate direction, black arrow.
(b) Phase transformation strain rate directions. (c) Stress response for the same material model for a proportional tensile
loading-unloading strain path with a softening behaviour.
6. Stability analysis of homogeneous states
6.1. General statement
We provide in this section a full stability analysis of homogeneous states. Those latter correspond to
states for which the strain field ε, the phase transformation strain field p and hence the stress field σ are
homogeneous in the body. As a result, the displacement u is linear and is equal to εx up to a rigid body
motion. Such homogeneous states are of key importance in an identification procedure of a mechanical model
and its material parameters as those states allow to directly link the material behavior to the global behavior
of the body. Specifically, elastic properties e.g. Young modulus, Poisson ratio; material’s yield strength or
hardening parameters in plasticity models are identified from such homogeneous states. However, depending
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Figure 9: (a) Stress response of the softening model 2 (SM2). The blue dots represent the stress response of the material
point. Since both σ¯′ and µ are decreasing with the increasing of the phase transformation strain norm, a softening effect, in
sense of Figure 11, is remarkable by the decreasing stress level from state A to state B together with a distorted transformation
domain, Section 5.2. Some specific stress states are highlighted with red points. At each of these states, the corresponding
evolving transformation domain is depicted in gray as well as the associated phase transformation strain rate direction, black
arrow. (b) Phase transformation strain rate directions. (c) Stress response for the same material model for a proportional
tensile loading-unloading strain path with a softening behaviour and decreasing stiffness.
on the material behavior, observability of such states might not always be possible. For SMA such as NiTi
under a classical uniaxial tension test, the elastic phase is usually followed by a localized evolution, hence
making sensitive the use of such test for an appropriate identification of material parameters. Recently, Hallai
and Kyriakydes have shown that such localized evolutions highlight an underlying stress-softening material
behavior of the NiTi [17]. Such experimental evidence is in accordance with recent one dimensional stability
analysis2 of softening SMA models in which stress-softening behavior is shown to lead to instability of a
2in terms of local minimality of the total energy
29
0 1.20.4 0.8
σ
−1.2 −0.4−0.8
τ
√ 3
0
1.2
0.4
0.8
(a)
0 0.2 0.4
σ
−0.2−0.4
τ
√ 3 0
0.2
0.4
−0.2
−0.4
(b)
Figure 10: Influence of µ′ on the transformation domain accordingly to (61). (a) The round, thick, black domain corresponds
to n = 0 while the lenticular, thick, black domain to n = 5. Transition curves from the limit domains are in gray. (b) The same
domains shifted and centered to each other.
homogeneous phase-transformation [30, 1]. We propose in this section to expand such stability analysis to the
three-dimensional case and investigate under which boundary conditions and for which material parameters
a SMA model allows for stable and hence observable homogeneous states in view of model identification.
Let (u,p, p¯) ∈ C×Z×Z¯ be a homogeneous state in equilibrium3 and for which the phase transformation
criterion is satisfied. According to Proposition 4.3, the first-order derivative of the total energy of such state
is then positive. The homogeneous state will be stable if the first-order derivative of the total energy is
strictly positive i.e. E ′(u,p, p¯)(δu, δp, ‖δp‖) > 0 for any test direction (δu, δp). Otherwise, if there exists a
test direction (δu, δp) for which the first-order derivative is zero, then the sign of the second-order derivative
must be investigated. Such situations are given by the following lemma
Lemma 6.1. For a homogeneous state (u,p, p¯) ∈ C × Z × Z¯ in equilibrium and satisfying the phase-
transformation criterion, we have
E ′(u,p, p¯)(δu, δp, ‖δp‖) = 0 (62)
if and only if a) δp = 0 when the corresponding phase transformation criterion is a strict inequality, b) there
exists a positive scalar field η : Ω 7→ R+ such that the following normality rules hold when the corresponding
phase transformation criterion is an equality:
3with consistent homogeneous force or displacement prescribed at the boundary to ensure such equilibrium
30
• when ‖p‖ = 0 and ‖σD‖ = ∆σ +R(0, ‖σD‖):
δp(x) = η(x)σD; (63)
• when 0 < ‖p‖ < p1 and
∥∥σD −R(‖p‖, ‖σD‖)np∥∥ = ∆σ:
δp(x) = η(x)
(
σD −R(‖p‖, ‖σD‖)np
)
; (64)
• when ‖p‖ = p1, p ·
(
σD −R(‖p1‖, ‖σD‖)np
)
< 0 and
∥∥σD −R(p1, ‖σD‖)np∥∥ = ∆σ:
δp(x) = η(x)
(
σD −R(p1, ‖σD‖)np
)
; (65)
• when ‖p‖ = p1, p ·
(
σD −R(p1, ‖σD‖)np
)
≥ 0 and ‖proj⊥p
(
σD −R(p1, ‖σD‖)np
)‖ = ∆σ:
δp(x) = η(x) proj⊥p
(
σD −R(p1, ‖σD‖)np
)
. (66)
Proof. The proof is directly based on the proof of Proposition 4.4 as (δp, ‖δp‖) play a similar role as (p˙, ‖p˙‖)
in (54).
6.2. Stability of elastic states
In the case where the phase transformation criterion is a strict inequality i.e. elastic states, the sign of
the second-order derivative must be investigated only in the test direction δp = 0, see Lemma 6.1. It reads
E ′′(u,p, p¯)(δu,0, 0) =
∫
Ω
(
2µ(‖p‖)∥∥εD(δu)∥∥2 +K(Tr(ε(δu)))2)dx
This is a positive-definitive quadratic form over C0 quotiented by the rigid body motions. Therefore, we
deduce
Proposition 6.2. A homogeneous elastic state (u,p, p¯) ∈ C × Z × Z¯ in equilibrium is stable.
6.3. Stability of phase-transforming states
We now investigate the main case of the study which correspond to phase-transforming states for which
the corresponding phase-transformation criterion is an equality. The sign of the second-order derivative must
be evaluated only in test direction δp satisfying the normality rule in this case, see Lemma 6.1. A direct
calculation gives4
4we use the fact that up to the second-order in h > 0, we have
‖p + hδp‖ =

h‖δp‖ if p = 0
‖p‖+ hp · δp‖p‖ +
h2
2
(‖δp‖2
‖p‖ −
(p · δp)2
‖p‖3
)
+ o(h2) if p 6= 0
(67)
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• if p = 0:
E ′′(u,p, p¯)(δu, δp, ‖δp‖) =
∫
Ω
(
2µ(‖p‖)∥∥εD(δu)− δp∥∥2 +K(Tr(ε(δu)))2)dx
+
∫
Ω
(
2
µ′(0)
µ(0)
σD · (εD(δu)− δp)‖δp‖+
( µ′′(0)
4(µ(0))2
∥∥σD∥∥2 + σ¯′′(0)) ‖δp‖2)dx (68)
• if 0 < ‖p‖ ≤ p1:
E ′′(u,p, p¯)(δu, δp, ‖δp‖) =
∫
Ω
(
2µ(‖p‖)∥∥εD(δu)− δp∥∥2 +K(Tr(ε(δu)))2)dx
+
∫
Ω
(
2
µ′(‖p‖)
µ(‖p‖) σ
D · (εD(δu)− δp)p · δp‖p‖ +
( µ′(‖p‖)
4(µ(‖p‖))2
∥∥σD∥∥2 + σ¯′(‖p‖))(‖δp‖2‖p‖ − (p · δp)2‖p‖3
)
+
( µ′′(‖p‖)
4(µ(‖p‖))2
∥∥σD∥∥2 + σ¯′′(‖p‖)) (p · δp)2‖p‖2
)
dx (69)
According to Lemma 6.1, the test direction δp in which the second-order derivative of the total energy
must satisfy the normality rule and hence be proportional to a fixed direction through a positive scalar field
η : Ω 7→ R+. This leads to simplifications in the expression of E ′′(u,p, p¯)(δu, δp, ‖δp‖) which becomes a
bilinear function of (u, η) and which can be put under the following condensed form:
E ′′(u,p, p¯)(δu, δp, ‖δp‖) =
∫
Ω
A(ε(δu)− ηe) · (ε(δu)− ηe) dx+ G
∫
Ω
η2 dx (70)
where A, e and G are respectively a positive definite homogeneous forth-order tensor, a homogeneous second-
order deviatoric tensor and a homogeneous scalar. All these quantities, which are functions of the current
state (u,p, p¯), are given explicitly in the Appendix 2. Therefore, the study the sign of the second-order
derivative consists in analyzing the following Rayleigh ratio defined over C0 × L2(Ω,R+)\(0, 0) as
R : (u, η) 7→
∫
Ω
A(ε(δu)− ηe) · (ε(δu)− ηe) dx∫
Ω
η2 dx
. (71)
and the stability of a phase-transforming homogeneous state is given by
Lemma 6.3. A homogeneous phase-transforming state (u,p, p¯) ∈ C×Z×Z¯ in equilibrium is stable if ( resp.
only if)
inf
C0×L2(Ω,R+)\(0,0)
R(u, η) > (resp. ≥) − G. (72)
We remark that the infimum of the Rayleigh ratio depends on the applied boundary conditions to ensure
a homogeneous stress-strain field (σ, ε) as those boundary conditions define the admissible displacement
space C0 over which the minimization is performed. We will explore successively the the following situations:
homogeneous applied forces σn over ∂Ω, homogeneous applied displacement εx over ∂Ω and a combination
of both.
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6.3.1. Applied forces over ∂Ω
In this case, there is no constraint on the displacement test direction δu on the boundary ∂Ω and the
admissible displacement space reads
C0 = H1(Ω,Rn) (73)
The minimization of the Rayleigh ratio over such space is straightforward and we obtain
Proposition 6.4. Under applied forces over ∂Ω, a homogeneous phase transforming state in equilibrium is
stable if ( resp. only if)
G > (resp. ≥) 0 (74)
Proof. It suffices to remark that the infimum of the Rayleigh ratio is reached and is zero by taking the linear
test function δu∗ = ex (hence ε(δu)∗ = e) and the test function η∗ = 1 . Such arbitrary choice gives
R(δu∗, e) = 0 and thus, the stability of the state is given by the sign of the scalar G.
6.3.2. Applied displacement over ∂Ω
In this case, as the displacement is constraint at the boundary ∂Ω, then the admissible displacement
space reads
C0 = {u ∈ H1(Ω,Rn) : u = 0 on ∂Ω}. (75)
The minimization of the Rayleigh ratio over such space in this case is not trivial and requires advanced
results of calculus of variations. Such minimization of a similar Rayleigh ratio has been achieved in the
context of damage by Pham and Marigo [32] based on a mathematical result established by Kohn [22] on
quasi-convexification of a double well energy. Therefore, we encourage the interested reader to refer to these
two references for a detailed proof of such minimization. Here, we only recall the main result
Proposition 6.5. Under applied displacement on ∂Ω, a homogeneous phase transforming state in equilib-
rium is stable if ( resp. only if)
Ae · e− Γ + G > (resp. ≥) 0 (76)
where Γ is a positive scalar such that Ae · e ≥ Γ and given by
Γ = max
‖k‖=1
Aξ(k) · ξ(k) (77)
with ξ(k) being defined as
ξ(k) = argmin
w∈V(k)
A(e−w) · (e−w) (78)
where V(k) is the space of compatible tensors generated by k ∈ Rn i.e.
V(k) = {w ⊗ k + k ⊗w, w ∈ Rn}. (79)
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Proof. It consists in proving that the infimum of the Rayleigh ratio is given by
inf
C0×L2(Ω,R+)\(0,0)
R(u, η) = Ae · e− Γ (80)
Thus, we invite the reader to refer to Lemma 1 in [32] for a sketch of the proof based on Kohn’s result
[22].
As a result, compared to the previous case of prescribed forces on the boundary, the stability under
prescribed displacement involves the additional calculation of a parameter Γ which only depends on the
stiffness tensor. In a general context where A can be anisotropic, no explicit value can be found to our
knowledge. However, for the limiting case of isotropic constitutive law A, which is precisely our case of
interest, Kohn established in [22] an explicit procedure to obtain its value. We recall here briefly the result.
Identification of Γ. Starting from Lemma 4.3 in [22], the minimizer ξ(k) in (78) can be explicitly computed.
Then, (77) can be simplified as
Γ = µ(‖p‖) max
‖k‖=1
F (k) (81)
with the function F : MNs 7→ R given by
F : k 7→ 4(‖ek‖2 − (ek · k)2) + 4
2 + γ
(ek · k)2, γ = NK − 2µ(‖p‖)
Nµ(‖p‖) (82)
The maximization of (81) is achieved upon the introduction of a Lagrange multiplier. Specifically, the
maximizer k is among the states that satisfy the first variation of (81) i.e. for which there exists a λ such
that
F ′(k) = λk ⇔ e2k + βek = λk (83)
with
β = −
(
1 +
γ
2 + γ
)
ek · k (84)
Calling respectively (ei)1≤i≤N and (e∗i )1≤i≤N the eigenvalues and the eigenvectors of the symmetric tensor
e and rewriting (83) in the eigenspace with k =
∑N
i=1 kie
∗
i gives
e2i + βei = λ or ki = 0, 1 ≤ i ≤ N (85)
For a given couple (β, λ), the polynomial equation of degree two X2 + βX − λ = 0 can have at most two
distinct solutions. Therefore, as all the eigenvalues of e must satisfy that polynomial equation, one deduces
that two situations can only occur: i) either k is an eigenvector of e or ii) k is a linear combination of two
eigenvectors with two distinct eigenvalues.
• Case i): If k is an eigenvector of e associated to an eigenvalue ei, then the value F (k) is directly
deduced from (82) and reads
F (k) =
4e2i
2 + γ
(86)
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• Case ii): Otherwise k is a linear combination of two eigenvectors of e, say (e∗1, e∗2) of eigenvalues (e1, e2)
with e1 < e2, that satisfies the following conditions
k = e∗1 + e
∗
2, ‖e∗1‖2 + ‖e∗2‖2 = 1, ‖e∗1‖ > 0, ‖e∗2‖ > 0 (87)
As e1 and e2 solves X
2 + βX − λ = 0, we have necessarily β = −(e1 + e2) and λ = −e1e2. From (84),
one then obtains
ek · k = e1‖e∗1‖2 + e2‖e∗2‖2 =
(e1 + e2)(2 + γ)
2(1 + γ)
(88)
The system (87) and (88) admits a solution if and only if
e1 <
(e1 + e2)(2 + γ)
2(1 + γ)
< e2 (89)
Provided that (89) holds, taking the scalar product between (83) and k gives
‖ek‖2 = −e1e2 + (e1 + e2)ek · k (90)
Combining (88) and (90) allows the computation of F (k) for this case.
Γ is finally obtained by taking the largest value of F (k) among all the possibilities given by Case i) and Case
ii) through the Kohn’s procedure.
Remark 3. In the two-dimensional case N = 2, the deviatoric tensor e has two eigenvalues (e1, e2) with
e1 = −e2. While the Case i) leads to F (k) = 4e21/(2 + γ), Case ii) gives F (k) = 4e21 > 4e21/(2 + γ). As a
result we have Γ = 4µe21 = Ae · e. We deduce that for N = 2 the minimization of the Rayleigh ration gives
infC0×L2(Ω,R+)\(0,0)R(u, η) = 0. As a result, the stability under prescribed displacement on ∂Ω is identical
as under prescribed forces and hence is given by the sign of G.
6.3.3. Combined applied forces and displacements over ∂Ω.
In the general case where a part of the boundary ∂DΩ is submitted to prescribed displacements and the
remaining part ∂TΩ is submitted to prescribed forces, the infimum of the Rayleigh ratio cannot be computed
explicitly to our knowledge for any situation. However, upper and lower bounds can be found based on the
two previous cases. Indeed, the admissible displacement space C0 always satisfies in this general case the
following inequalities in terms of subsets
H1(Ω,Rn) ⊂ C0 ⊂ H10 (Ω,Rn) (91)
where H1(Ω,Rn) and H10 (Ω,Rn) correspond to the admissible displacement spaces for prescribed forces and
prescribed displacement over ∂Ω respectively. Therefore, the previous cases can be used as lower and upper
bounds for the minimizer of the Rayleigh ratio and we find
G ≤ inf
C0×L2(Ω,R+)\(0,0)
R(u, η) + G ≤ Ae · e− Γ + G (92)
As a result, we obtain the following stability criterion for homogeneous states
35
Proposition 6.6. Under mixed boundary conditions over ∂Ω, a homogeneous phase transforming state in
equilibrium is stable if G > 0 and unstable if Ae · e− Γ + G < 0.
Remark 4. In the two-dimensional case, we know from Remark 3 that the infimum of the Rayleigh ratio under
prescribed forces over ∂Ω or prescribed displacements over ∂Ω is zero. Then, a straightforward application
of Proposition 6.6 in dimension N = 2 shows that a homogeneous phase-transforming state in equilibrium is
directionally stable under any kind of combined applied forces and displacements over ∂Ω if ( resp. only if)
G > (resp. ≥)0.
6.4. Examples
We illustrate here the stability results with a specific phase-transformation law for which µ : y 7→ µ0 is
a material constant, leaving σ¯ : y 7→ σ¯(y) as the only material function. For such law, a uniaxial tension
test exhibits stress-hardening or stress-softening depending respectively if σ¯′′ > 0 or σ¯′′ < 0, see Figure 11.
The goal is to show that, despite stress-softening, it is possible to stabilize homogeneous phase-transforming
states and avoid localized states. From Proposition 6.2, we know that elastic states are unconditionally
stable so we only have to look at the stability of phase-transforming states for which the transformation
criterion is an equality.
Stress-hardening: σ¯′′(‖p‖) > 0. In this case, one can immediately deduce from (110)-(111) that G > 0
when σ¯′′ > 0. As a result, given Proposition 6.6, homogeneous phase-transforming state will always be
unconditionally stable in this case, regarding the kind of applied boundary conditions.
Stress-softening: σ¯′′(‖p‖) < 0. For sake of simplicity, we limit our study to dimension N = 2 for which the
stability of the state depends only on the sign of G and not on the kind of applied boundary conditions
(force, displacement or mixed), see Remark 4.
First, suppose that ‖p‖ = 0, then a calculation shows that G = (∆σ)2σ¯′′(0) < 0 and thus, the homogeneous
state is unstable.
Now suppose that 0 < ‖p‖ < p1. In virtue of the phase-transformation criterion, we have ‖σD−σ¯′(‖p‖)np‖ =
∆σ. Let us introduce the angle θ ∈ [0, pi] between σD − σ¯′(‖p‖)np and np such that
cos θ =
(σD − σ¯′(‖p‖)np) · np
∆σ
(93)
A direct computation of G gives
G
(∆σ)2
=
σ¯′(‖p‖)
‖p‖
(
1− (cos θ)2
)
+ σ¯′′(‖p‖)(cos θ)2. (94)
Therefore, we deduce that the homogeneous state will be stable for 0 < ‖p‖ < p1 if (resp. only if) θ is such
that
|cos θ| < (resp. ≤) cos θc (95)
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with θc ∈ [0, pi2 ] being a critical stability angle defined as
θc = arccos
(√
σ¯′(‖p‖)
σ¯′(‖p‖)− σ¯′′(‖p‖)‖p‖
)
(96)
Finally suppose that ‖p‖ = p1. On the one hand, if (σD − σ¯′(‖p‖)np) · np ≥ 0, then the normality rule
(66) gives δp · p = 0. Therefore, G = σ¯′(‖p‖) |∆σ|‖p‖ > 0 and the state is stable. On the other hand, if
(σD − σ¯′(‖p‖)np) · np < 0, by analogy with the case 0 < ‖p‖ < p1, the state will be stable if (resp. only if)
(95) holds with ‖p‖ = p1.
Figure 12 gives a geometric interpretation of such stability results in the deviatoric space. Blue lines and
blue areas correspond to stable states while red lines correspond to unstable states. Such stability analysis
gives some interesting perspectives on how to ensure homogeneous transformation in stress-softening SMA in
view of a more consistent identification of the material parameters. First our stability analysis confirms that
uniaxial tension experiments lead to inhomogeneous phase-transformation. Indeed, in a uniaxial test, the
transformation strain p and the deviatoric stress σD evolve in such a way that they stay collinear to a fixed
direction np. As a result σ
D will always stay on the red line in the deviatoric space on Figure 12 and the
homogeneous state will be unstable. However, Figure 12 also suggests the existence of alternative evolution
path to overcome such unstability issues. By changing the loading direction so that, in the deviatoric stress
space, σD always stays on the blue line delimiting the stable area, the homogeneous state will be stable.
Such non-proportional loading will change the direction of p˙, hence changing the direction np and shifting
the transformation domain. Provided that (σD − σ¯′(‖p‖)np) · np > 0, such loading path will increase ‖p‖
until it reaches p1, hence completing the transformation.
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‖pi‖ < ‖pj‖a2
a1
σ¯′
(‖pj‖)
σ¯′(‖pi‖)
1
‖pi‖ < ‖pj‖a2
a1
σ¯′(‖pi‖)
σ¯′
(‖pj‖)
1
Figure 11: (left) Stress-hardening and (right) stress-softening behaviour of the transformation domain in the deviatoric space
(N = 2) with constant µ and, respectively, σ¯′′ > 0 and σ¯′′ < 0.
np
θ
0 < ‖p‖ < p1
2θc
‖p‖ = p1
2θc
np
1
Figure 12: Stability results (N = 2) for stress-softening SMA model with constant µ and σ¯′′ < 0 in the deviatoric plane. The
blue boundary lines denote stable states while the red-dashed boundary lines denote the unstable states.
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7. Conclusions
A three dimensional superelastic model for SMA has been derived in a consistent energetic framework.
The isotropic model is defined from its strain energy density which is the sum of a free energy and a dissipated
energy. Phase-transformation is assumed to be incompressible and is accounted through a unique internal
tensorial variable p. The model rely on two material functions of the norm of p as well as a material
constant. As a result, we have departed from most simple hypothesis and main characteristic of SMA to
build the constitutive behaviour of this three dimensional model. The richness of the model comes from the
rigorous derivation of the evolution laws and second-order stability conditions in a general context where
stress-softening and thus instabilities may occur.
Following previous works in fracture, damage, plasticity and more generally in the context of rate-
independent materials, the quasi-static evolution problem of a domain is formulated compactly in terms
of two physical principles written at the global level: a stability criterion and an energy balance condition.
While the stability criterion selects the local minima of the total energy, the energy balance condition enforces
the evolution of the total energy to be consistent with the work of external loading. First-order condition
of stability leads to local phase transformation criteria with appropriate consistency conditions derived from
the energy balance condition. Those phase transformation criteria define transformation domains, with
clear geometric interpretation, in which the deviatoric stress must always belong. Instead, the consistency
conditions gives the direction of rate p˙ according to a normality rule. It is worth noting that all these
conditions are deduced and not postulated.
We have illustrated the numerical response of the model on a combined traction-torsion problem for a
thin-walled cylinder for which homogeneous evolutions are investigated. The cylinder has been subjected to
a circular strain loading path in order to highlight the main features of the three dimensional model. Indeed,
we have observed that the transformation domain in the stress space moves accordingly to the transformation
strain rate direction which, in turn, always follows the normality rule. These properties of the model are
qualitatively in agreement with traction-torsion experimental results for SMA. Moreover, the analysis has
taken into account the influence of stress-hardening and stress-softening behaviours. For instance it has
been shown that stress-softening can lead to non-convex transformation domains in the stress space, in the
common case of a shear modulus strongly dependent on the phase transformation strain.
Finally, we have studied the stability of homogeneous states which are classically used for identification
of the model parameters. As the study of first-order condition of stability are not sufficient to ensure
local minimality of a phase-transforming homogeneous state, one has to focus on second-order conditions of
stability which naturally arise in this energetic framework. The stability analysis has been performed in a
multi-dimensional setting. While a stress-hardening model ensures stability of homogeneous states, a stress-
softening model might lead to macroscopic instabilities depending on the applied boundary conditions. These
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instabilities of homogeneous states tend to develop when proportional loading are considered. However, by
considering specific non-proportional loading, we showed that homogeneous can be stable, hence allowing
for a more consistent identification of the model. Necessary and sufficient conditions have been provided to
compute such stabilizing loading directions and have been fully illustrated in a two-dimensional context.
For future works, regularization of the model to deal with macroscopic instabilities as well as a modifi-
cation of the constitutive behaviour to capture the dissymmetry in traction and shear will be investigated.
Those two issues should be tackled consistently in the current energetic framework by doing an appropriate
modification of the density of strain energy. Evolution laws at the local level should be deduced as in this
article directly from the stability criterion and energy balance condition.
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Appendix 1: Proof of Proposition 2.1
We have to prove an equivalence between the energetic formulation and the constitutive behavior written
in terms of Kuhn-Tucker conditions.
Energetic formulation (10)-(12) ⇒ Constitutive behaviour of the SMA (1)-(6).
Proof. We assume that the energetic formulation (10)-(12) holds. We first prove the inequalities in the
phase-transformation criteria (1)-(6). For a given state (ε, p, p¯) with |p| < p1, we consider a test direction
p∗ = p + hδp with δp ∈ R and 0 < h 1. Since the martensite strain is bounded, we have δp ≤ 0 if p = p1
and δp ≥ 0 if p = −p1. Expanding the total strain work around the state (ε, p, p¯) up to the first order in h,
we find
W (ε, p + hδp, p¯ + h|δp|) = W (ε, p, p¯) + h(−σδp + ∆σ|δp|) + h

σ¯|δp| if p = 0,
σ¯
p
|p|δp if p 6= 0
+ o(h) (97)
First, let us focus on the case p = 0. In this case, invoking the material stability criterion (11), we have
− σδp + ∆σ|δp|+ σ¯|δp| ≥ 0, ∀δp (98)
from which we deduce that
|σ| ≤ (σ¯ + ∆σ) = σFw (99)
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Now suppose that p 6= 0. Then, from the material stability criterion we have
− σδp+∆σ|δp|+ σ¯ p|p| |δp| ≥ 0, ∀δp (100)
from which we deduce
δp
|δp| (σ −
p
|p| σ¯) ≤ ∆σ, ∀δp 6= 0 (101)
Now, if 0 ≤ p < p1, we get
|σ − σ¯| ≤ ∆σ ⇔ σRv ≤ σ ≤ σFw (102)
Conversely, if −p1 < p ≤ 0, we get
|σ + σ¯| ≤ ∆σ ⇔ −σFw ≤ σ ≤ −σRv. (103)
For the limiting case p = p1 and p = −p1, due to the imposed sign of the test direction δp, we haveσ − σ¯ ≥ −∆σ ⇔ σRv ≤ σ if p = p1,σ + σ¯ ≥ ∆σ ⇔ σ ≤ −σRv if p = −p1. (104)
Thus, the material stability provide all the constitutive inequalities in any case that define the elastic domains
of the SMA. To derive the consistency conditions of the constitutive behaviour, we now apply the energy
balance condition. Taking the derivative of the total strain work (9) with respect to t, we have
W˙ = σε˙− σp˙ + ∆σ|p˙|+

σ¯|p˙| if p = 0,
σ¯
p
|p| p˙ if p 6= 0.
(105)
For p = 0, the energy balance condition gives σp˙ = (σ¯+ ∆σ)|p˙|. Therefore, we deduce that for |σ| < σ¯+ ∆σ,
we have necessarily p˙ = 0 while for σ = σ¯ + ∆σ (resp. σ = −σ¯ − ∆σ), we have p˙ ≥ 0 (resp. p˙ ≤ 0). For
p 6= 0, the energy balance condition gives
σp˙ = (σ¯
p
|p|
p˙
|p˙| + ∆σ)|p˙| (106)
and the procedure is the same than the case p = 0 to obtain the expected consistency conditions in (3)-
(6).
Constitutive behaviour of the SMA (1)-(6) ⇒ Energetic formulation (10)-(12) .
Proof. We assume now that the constitutive conditions (2)-(6) holds. A direct calculation shows that
W (ε, p∗, p¯ + |p∗ − p|)−W (ε, p, p¯) = 1
2
E0(ε− p)2 + σ(p− p∗) + σ¯(|p∗| − |p|) + ∆σ|p∗ − p| (107)
The function F : p∗ 7→ W (ε, p∗, p¯ + |p∗ − p|)−W (ε, p, p¯) is continuous on [−p1, p1] and is differentiable on
[−p1, p1] except at p∗ = 0 and p∗ = p. Again, several cases have to be discriminated. Let us assume that
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0 < p < p1. If p
∗ > p, then F ′(p∗) = −σ + σ¯ + ∆σ and F ′(p∗) ≥ 0 in virtue of (3). Otherwise if p∗ < p and
p∗ > 0, then F ′(p∗) = −σ + σ¯ −∆σ and again F ′(p∗) ≤ 0 in virtue of (3). Finally, if p∗ < p and p∗ < 0,
then F ′(p∗) = −σ+ σ¯−∆σ. Since in σ ≥ σ¯−∆σ ≥ −σ¯−∆σ, then we have F ′(p∗) ≤ 0. Thus, p∗ 7→ F (p∗)
is decreasing on [−p1, p] and increasing on [p, p1]. Then F (p) = 12E0(ε − p)2 ≥ 0 is the global minimum of
F and we deduce that the material stability in the case 0 < p < p1. We invite the reader to verify that the
remaining cases lead to the same conclusions on the material stability by applying similar arguments.
The energy balance condition is derived from the consistency conditions of (2)-(6). For instance, in the
case 0 < p < p1, the chain rule gives W˙ = σε˙ − σp˙ + σ¯p˙ + ∆σ|p˙|. The consistency conditions (3) give
p˙(σ − σ¯) = ∆σ|p˙| and thus, W˙ = σε˙. Based on similar arguments, the remaining cases are shown to give
the same result.
Appendix 2: Values of constants A, e and G
To study the sign of such quadratic form, let us rewrite the second-order derivative as follows
E ′′(u,p, p¯)(δu, δp, ‖δp‖) =
∫
Ω0
(
2µ(0)
∥∥εD(δu)− δp− s′(0)σD ‖δp‖∥∥2 +K(Tr(ε(δu)))2
+
(
σ¯′′(0)− s
′′(0)
2
‖σD‖2
)
‖δp‖2
)
dx
+
∫
Ω\Ω0
(
2µ(‖p‖)
∥∥∥∥εD(δu)− δp− s′(‖p‖)σD p · δp‖p‖
∥∥∥∥2 +K(Tr(ε(δu)))2
+
(
σ¯′(‖p‖)− s
′(‖p‖)
2
‖σD‖2
)(‖δp‖2
‖p‖ −
(p · δp)2
‖p‖3
)
+
(
σ¯′′(‖p‖)− s
′′(‖p‖)
2
‖σD‖2
) (p · δp)2
‖p‖2
)
dx
(108)
with s(‖p‖) = 1/2µ(‖p‖).
We give here the value of the constants A, e and G involved in the Rayleigh ratio (71). Let us define f
as
f =

σD if ‖p‖ = 0,
σD −R(‖p‖, ‖σD‖)np if 0 < ‖p‖ < 1 or ‖p‖ = p1 with p ·
(
σD −R(‖p1‖, ‖σD‖)np
)
< 0,
proj⊥p
(
σD −R(p1, ‖σD‖)np
)
if ‖p‖ = p1 with p ·
(
σD −R(‖p1‖, ‖σD‖)np
)
≥ 0
(109)
Then, if ‖p‖ = 0, we have 
Aε = 2µ(0)εD +K(tr(ε))1,
e = f + s′(0)‖f‖σD,
G = σ¯′′(0)− 12 s′′(0)(‖σD‖‖f‖)2
(110)
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while if ‖p‖ > 0, we have
Aε = 2µ(‖p‖)εD +K(tr(ε))1,
e = f + s′(‖p‖)(np · f)σD,
G = 1‖p‖
(
σ¯′(‖p‖)− 12 s′(‖p‖)‖σD‖2
)(
‖f‖2 − (np · f)2
)
−
(
σ¯′′(‖p‖)− 12 s′′(‖p‖)‖σD‖2
)
(np · f)2
(111)
with s(‖p‖) = 1/2µ(‖p‖).
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