Weighted Max-Sat problem is defined as follows: Given a set of N logical variables and a set of M logical statements. Each of the M statements is the logical OR of n out of the N variables (or their negation). Moreover, each statement has a weight associated with it. Required is finding optimal logical assignment (true or false) to each of the N variables so that the sum of the weights associated with each of the statements satisfied (take value true) using such logical assignment is maximum over all possible assignments.
Particle Swarm Optimization Algorithms:
PSO refers to a set of randomized search algorithms. PSO is motivated by the sociological observation of how individuals' approach to pursuing a certain goal is influenced by the best achieving members of their society in addition to the individual's own experience. A common feature among such algorithms is that they all start out with a set of N random solutions (the swarm of particles). Moreover, each algorithm implements a fitness function evaluating the performance of each of the individual solutions. Finally, an update formula is implemented by each PSO algorithm. The update formula decides how each solution is changed iteration-by-iteration depending on how other particles (solutions) in its "neighborhood" are achieving, on the solution's history of performance and on some empirically set rates of change and magnitude of influence. Update formulas should follow a path to convergence decreasing diversification to intensification ratio over the course of the search process near apparently optimal solutions. Yet, they should also account for a degree of random variations in the solutions and thus avoiding falling in local optima. The best performing particle (solution) in the swarm is returned.
PSO algorithms differ mainly in the definition of neighborhood of a particle. Examples of such neighborhoods, studied in this experiment, include: Global Best, Local Best, Square Grid and Adaptive Hierarchy. Global Best is the simplest neighborhood organization where particles are only influenced by (besides themselves) the best achieving particle in the swarm. Local Best neighborhood organizes particles in a ring-like fashion where each particle is influenced only by two other particles. Square Grid neighborhood organizes the particles in a square-grid with each particle (except for boundary particles) having four neighbors. Adaptive Hierarchy neighborhood organizes the particle swarm in a tree with a decreasing degree over iterations. Particles are influenced by their parents in the tree. Also, particles move up the tree as their performance improves and vice versa. For more details, refer to [1] and [2] .
Application of PSO to Weighted Max-Sat problem:
The goal of this experiment is to identify the best performing PSO algorithm among the 4 aforementioned ones (if any) on the weighted Max-Sat problem. In all algorithms, 30 particles were constructed as N-dimensional boolean vectors representing the logical assignment to the N variables. The update formula computes a continuous value for each variable. A sigmoid function of the output of the update formula is used to decide whether to change the logical value of the variable.
Experimental Setup
Convergence was defined to be no change in the global best solution for 1500 iterations. Internal models parameters 1 were set (according to literature recommendation) as follows: Vmax and Vmin are set to 4 and -4 and inertia starts with .9 and decreases with iterations by .0005 (except for the adaptive hierarchy which has a different inertia calculation). The starting degree of the adaptive tree is set to 15. Every algorithm was run for three times on each of 5 in-house datasets (available from 
Conclusion
The experiment has shown that none of the above algorithms achieves statistically significant behavior over the others on weighted max-sat problem even with confidence level of 0.05. Further experimental evaluation might be needed to run parameter selection for the empirically set parameters in order to conclusively decide on the aforementioned conclusion.
