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In this paper, we study the stationary orbits of quantum Lindblad systems. We show that they
can be characterized in terms of trees and forests on a directed graph with edge weights that depend
on the Lindblad operators and the eigenbasis of the density operator. For a certain class of typical
Lindblad systems, this characterization can be used to find the asymptotic end-states. There is a
unique end-state for each basin of the graph (the strongly connected components with no outgoing
edges). In most cases, every asymptotic end-state must be a linear combination thereof, but we
prove necessary and sufficient conditions under which symmetry in the Lindblad and Hamiltonian
operators hide other end-states or stable oscillations between end-states.
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I. INTRODUCTION
As the interest in quantum computation [1] and quan-
tum control [2] has grown, the obstacle of protecting
quantum phenomena from the environment [3] has taken
a crucial role. The Lindblad model of open systems,
which models a Markovian evolution [4][5] has been
widely studied. The prospect of engineering open quan-
tum systems [6][7][8] raises the question of what quan-
tum states can be reached for a given system. Of par-
ticular importance are the asymptotic states of a system
[9][10][11][12].
One way to characterize the space of density operators
is in terms of its unitary orbits; for example, the pure
quantum states constitute one such orbit. The dynamics
can be decomposed into inter- and intra-orbit dynam-
ics [13][14]. It turns out the vector Λ of eigenvalues of
the density operator, which indexes the space of orbits,
obeys a linear ODE Λ˙ = ΩΛ, where Ω is a (possibly time-
dependent) matrix. −Ω is a weighted Laplacian matrix:
it has non-negative diagonal entries, non-positive off-
diagonal entries, and its column-sums vanish. Laplacian
matrices are often used in a graph-theoretical context.
A weighted digraph has a corresponding Laplacian ma-
trix where the negative edge weights are the off-diagonal
entries, and the diagonal entries are sums of all outgo-
ing (or ingoing) edges for each vertex. Laplacians for
unweighted, undirected graphs are well-known for their
role in Kirchhoff’s Matrix-tree theorem [15], which states
that the number of spanning trees of the graph is equal
to any (j, j)-minor divided by the vertex number. More
general matrix-tree theorems can be found; in particular,
we will require a version [16] that relates any principal
minor of a weighted, directed Laplacian to the forests on
the corresponding graph.
In this paper, we consider the set of stationary orbits:
{Λ : Λ ∈ ker(Ω)}. Like the minors of Ω, the stationary
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space can be characterized by trees and forests of the di-
graph corresponding to −Ω. While Ω is time-dependent
in general, we show that for a natural class of Lindblad
systems, there is a basis for which Ω is constant. This
class is the set of generalized permutation matrices: i.e.
Lindblad operators that have at most one non-zero en-
try in every row or column. This includes, for example,
diagonal operators, the Pauli matrices, generalized Pauli
matrices, annihilation and creation operators, and jump
operators in the form |j〉〈k|. When the Lindblad opera-
tors are generalized permutation matrices, it is possible
to find all cases of time-independent cases of Ω, which
allows us to characterize all possible end-states of the
system in terms of trees and forests.
Interestingly, [17] has recently introduced a so-called
quantum Laplacian matrix in terms of networks in open
quantum systems. This is a fundamentally different ob-
ject from the one in this paper: the vertices in their
graphs are qubits, while ours are eigenstates of the den-
sity operator. Their Laplacian matrix is symmetric, acts
on the (complex) Hilbert space, and is built out of spe-
cial Lindblad operators that have real values (so that the
edge weights are real). Our Laplacian matrix is not nec-
essarily symmetric, acts on the simplex of unitary orbits,
and is built out of arbitrary Lindblad operators.
Section II is devoted to preliminaries: (A) the descrip-
tion of how the dynamics splits into that of the orbits
and that of the projectors, (B) a discussion of general-
ized permutation matrices, (C) an outline of results on
the end-states of general Lindblad systems, and finally
(D) a description of the necessary graph-theoretic con-
cepts. In section III, we prove that the stationary orbits
of a Lindblad system are a linear combination of unique
orbits on the basins, each of which has coefficients de-
scribed by trees on a weighted digraph. In section IV, we
show that the constraints dictating the aforementioned
linear combination can be described by forests on the
same graph. In section V, we prove necessary and suf-
ficient conditions for the existence of hidden asymptotic
end-states and oscillations, in the case of generalized per-
mutation matrix Lindblad operators. Finally, in section
VI, we give three examples, chosen to illuminate the re-
2sults of sections III, IV, and V.
II. PRELIMINARIES
A. Orbit decomposition
Our starting point is the Lindblad-von Neumann equa-
tion describing Markovian dynamics of an open quantum
system:
d
dt
ρ(t) = [−iH, ρ(t)] + LD(ρ(t))
LD(ρ) :=
N∑
α=1
(
LαρL
†
α −
1
2
(
L†αLαρ+ ρL
†
αLα
)
.
)
,
The density operator ρ describes the quantum state. It
is positive semi-definite with trace one, properties which
are preserved by the dynamics. The Hamiltonian H de-
scribes the internal system dynamics; we will take it to be
time-independent. The Lindblad operators Lα describe
the interaction with the environment.
The eigenvalues and eigenvectors of ρ have a physical
interpretation: an eigenvalue λj is the probability the
system can be found in the corresponding eigenvector
|ψj〉. We can write down evolution equations for these
quantities [14][13]. If Λ is a vector of eigenvalues, we have
the following linear ODE:
d
dt
Λ = ΩπΛ. (1)
The matrix Ωπ depends on the eigenprojectors πj of ρ:
Ωπjk :=
{
wπjk, j 6= k
−∑l 6=k wπlk, j = k.
wπjk :=
N∑
α=1
Tr (πjLαπk)
ρ =
n∑
j=1
λjπj .
Note that the column-sums of Ωπ are zero, which is due
to the requirement that
∑
j λj = 1.
The eigenprojectors obey the following equation:
d
dt
πj =
∑
k 6=j
(
i (πjHπk − πkHπj)
+
n∑
l=1
λl
λk − λj (πjLD(πl)πk + πkLD(πl)πj)
)
.
(2)
We should make a few technical remarks. First, we
are treating Λ as a vector so that we can write down the
linear ODE. In order to do this, we need to choose an or-
dering of the eigenvalues. The naive way to do this is to
enforce λj ≥ λj+1 (or something of the kind). However,
this results in discontinuities in Λ˙ and πj at eigenvalue
crossings. Instead, if we pick an initial ordering at t = 0,
the future trajectory of Λ is unique if we demand differ-
entiability of Λ at all future times [18].
Even after resolving the ambiguity in Λ, there remains
the question of defining πj at eigenvalue crossings. Notice
that the projector ODE is undefined at crossings as well.
We require the πj ’s to be continuous, which resolves the
ambiguity. From [18], the projectors will not necessarily
be differentiable at crossings. However, the sum of the
crossing projectors will be, and one can write down the
corresponding derivative formula, where πj is replaced by
the higher-rank projector corresponding to the crossing
eigenvalues [14]. In this paper, we will largely ignore
these technicalities.
We describe Λ as a vector, but it does not live on a
vector space. Rather it occupies the n-simplex T :=
{(λ1, . . . , λn) : 0 ≤ λj ≤ 1,
∑
j λj = 1}, which of course is
imbedded in the vector space ⊂ Rn. It is a manifold with
boundary, but there are no difficulties at the boundary, as
the Lindblad-von Neumann equation ensures trajectories
do not leave the simplex.
B. GPM-Lindblad operators
In this paper we derive a formula for the stationary
orbit(s) of ρ, for which ddtΛ = 0. By “orbit”, we mean
a point in the simplex T , since the unitary orbits of the
possible density operators can be identified with the vec-
tors Λ modulo re-ordering.
By “stationary”, we mean instantaneously stationary:
i.e. Λ such that Λ˙ = 0. The formula that we prove holds
for all Lindblad systems, but since there is clear interde-
pendence between Λ and the projectors πj , it will only
give persistently stationary orbits (i.e. constant solu-
tions to the Lindblad-von Neumann equation) if we have
stationary eigenprojectors πj as well. It is difficult to
determine such projectors in the general case.
However, for a natural class of Lindblad operators that
we refer to as GPM-Lindblad operators, it is possible to
determine the stationary eigenprojectors. GPM stands
for generalized permutation matrix: a GPM is a ma-
trix where there is at most one non-zero element per col-
umn and row. This class includes several types of Lind-
blad operators that are used to model open systems: the
Pauli operators, the extended Pauli operators, the cre-
ation/annihilation operators, all jump operators in the
form |j〉〈k|, and of course all diagonal matrices.
We must fix an eigenbasis of the Hamiltonian {|j〉 :
j = 1, . . . , n}, and in this basis the Lindblad operators
will have the following structure: Lα = AαDα, where the
Aα’s are permutation matrices and the Dα’s are diagonal
matrices, with possibly complex diagonal elements.
We will establish the following notation, which we will
need later. For every Lα, let σα ∈ Sn be the permuta-
tion corresponding to Aα. Every permutation consists of
3disjoint simple cycles. Let Mα be the number of cycles
in σα. Let Nα,γ ⊆ Zn be the domain of the γth cycle, so
that {Nα,γ : γ = 1, . . . ,Mα} is a partition of Zn, and let
σα,γ be the restriction of σα to Nα,γ . Let mα,γ = |Nα,γ |
be the length of the cycle in question. We will occasion-
ally suppress the α subscript when it is not important to
the discussion.
GPM’s typically are required to have exactly one
nonzero entry per row or column. We have relaxed this
requirement to allow columns and rows of all zeros, since
we want to include operators like |j〉〈k|, j 6= k. This
however introduces an ambiguity in the choice of AD-
decomposition that we want to eliminate.
Proposition II.1. Let nz = n−rank(L) be the the num-
ber of empty columns (and rows) of a GPM L. The de-
composition L = AD is unique if and only if nz ≤ 1.
Otherwise, there are nz! ways to choose A (whereas D is
always unique). However, if one imposes the rule that,
for any γ, the set {j : j ∈ Nγ , Dj = 0} has at most
one element, then the choice of A is unique. It is always
possible to impose this rule.
Proof. D is always unique: the jth diagonal element of
D is the nonzero element in the jth column of L if said
column is not empty. Otherwise, the relevant diagonal
entry in D is zero.
Now let g(L) be the digraph where there is an edge←−
jk if and only if Ljk 6= 0 and j 6= k. Since there is at
most one nonzero element per row or column, every node
has at most one ingoing edge, and one outgoing edge.
Each component of g(L) must be an isolated node, a
simple cycle (every edge has one outgoing and one ingoing
edge), or a unary tree (one root, every node except the
last has one daughter). Now construct the permutation
σ(g(L)) as follows. For every isolated node k, include
the 1-cycle (k) in σ(g(L)). For a simple cycle with edges←−−
k1k2, . . .
←−−−−
kl−1kl,
←−−
klk1, assign the l-cycle (k1k2 . . . kl). For
the unary tree with edges,
←−−
k1k2, . . .
←−−−−
kl−1kl, also assign
the l-cycle (k1k2 . . . kl). This permutation is well-defined,
since every node is accounted for in some cycle, and all
cycles are disjoint.
Since the permutation is well-defined, the choice of A
corresponding to it is unique. Moreover, there can only
one zero element in D for each cycle. The isolated nodes
correspond to 1-cycles, so there is no room for more than
one zero. The simple cycles in g(L) correspond to cycles
with no zeros, and the unary cycles in g(L) correspond to
precisely one zero (the missing edge from root to daugh-
terless node).
When the Lindblad operators are GPM’s, the eigen-
projectors πDj : |j〉〈j|, j = 1, . . . , n are stationary. H
is diagonal in this basis, so πDj Hπ
D
k = πkHπ
D
j = 0 for
j 6= k. The Lindblad super-operator is also diagonal:
L(πDj ) =
N∑
α=1
|Dα,j |2
(
πDσα(j) − πDj
)
.
If follows that any ρ that is diagonal remains diagonal.
The question of whether there are other stationary eigen-
projectors, we leave until section V: the short answer is
that, under certain symmetries in the Lindblad opera-
tors, there are; otherwise, the diagonal projectors are the
only stationary ones.
C. Stationary states of Lindblad systems
Work has been done by Baumgartner and Narnhofer
[19][12] regarding the structure of the asymptotic behav-
ior of general Lindblad systems, which we summarize
here. The Hilbert space H can always be decomposed
into a direct sum:
H = D ⊕R
R =
⊕
j
Rj ,
where the first decomposition is unique. D is called the
decay space: PDρ(t)PD → 0 for any initial condition
(where PA represents a projector onto a subspace A).
The decay space is also maximal, in that there is no sec-
tor of R where the population in that sector will vanish
asymptotically for all initial states.
The spaces Rj are called dissipation blocks: if ρ(0) =
PRjρ(0)PRj , then ρ(t) approaches a unique operator
ρ∞,j that is full-rank on Rj . The projector PRj must
commute with PRHPR as well as all PRLαPR. Any sum
of dissipation blocks is an enclosure: if an initial density
operator has support within any enclosure, its trajectory
at all forward times will also have support within that
space.
If there are two or more blocks that are unitarily equiv-
alent, then either the decomposition of these blocks is
not unique, or there can be oscillations between the two
blocks. By “unitary equivalence”, we mean there ex-
ist constants hj and hk, and a matrix U that obeys
U †U = PRj , UU
† = PRk , such that U + U
† com-
mutes with PRHPR − hjPRj − hkPRk and PRLαPR,
∀α : α = 1, . . . , N . If this property exists, then:
1. If hj = hk, there is a continuous transformation of
dissipation blocks. Any matrix ρ˜⊗ρ∞ is a possible
asymptotic state, where ρ˜ is an arbitrary density
operator on C2, and ρ∞ is unitarily equivalent to
ρ∞,j and ρ∞,k.
2. If hj 6= hk, there are stable oscillations
between dissipation blocks. The trajectories
R(−ωjkt)ρ˜R(ωjkt) ⊗ ρ∞ obey the Lindblad-von
Neumann equation, where ρ˜ is an arbitrary den-
sity operator on C2, R(θ) := diag(1, eiθ), and
ωjk := hj − hk.
Any initial state of the system must approach a linear
combination of dissipation states ρ∞,j and/or oscillations
between unitary equivalent dissipation blocks.
4D. Trees and Forests
We now move to graph-theoretical concepts. In this
paper, we will connect stationary values of Λ to rooted
trees and forests on a weighted directed graph. A tree is
an undirected connected graph without cycles (i.e. closed
paths). It necessarily has |V | edges, where V is the vertex
set. A rooted tree is a directed graph whose underlying
undirected graph is a tree, and where all edges are ori-
ented towards one particular vertex r, called the root.
That is, all vertices save r have precisely one outgoing
edge, while the root has only incoming edges. We define
a forest to be an undirected graph whose connected com-
ponents are all trees on their respective vertex sets, while
a forest with roots is a directed graph whose (weakly)
connected components are rooted trees. A useful fact re-
garding trees is Cayley’s formula [20], which states that
the possible number of trees on n vertices is nn−2. The
number of rooted trees with a specified root is then nn−2,
and the total number of rooted trees with arbitrary root
is nn−1. Let Tr(G) be the set of sub-trees of a graph G
with root r and let TV ′(G) be the set of forests whose set
of roots is V ′ ⊆ V . These sets may be empty if G is not
sufficiently connected.
For a Lindblad system on an n-dimensional Hilbert
space, we define GπΩ to be the graph with n vertices
V (GπΩ) = {vj : j = 1, 2, . . . , n}, each vertex correspond-
ing to one eigenprojector πj . For every non-zero w
π
jk,
construct an edge e =
←−
jk with weight w(e) := wπjk. We
will suppress the superscript π henceforth, leaving the
dependence on π implicit, in order to reduce clutter.
We also assign weights to trees and forests. For any
tree or forest τ , define:
W (τ) :=
∏
e∈τ
w(e).
Also define W (τ) = 1 if τ has no edges (i.e. each compo-
nent has only one vertex). It turns out that stationary
orbits depend only on the weights of sub-trees. If n = 3
for example, products such as w12w13 and w12w23 con-
tribute, but products such as w12w21 and w12w32 do not,
since their indices do not correspond to a tree.
We define a basin of GΩ to be any strongly connected
component with no outgoing edges to its complement.
We will denote the basins G
(η)
Ω , η = 1, . . . , nB. Let Nη :=
V(G(η)Ω ) andNB := ∪nBη=1Nη. Let TB(GΩ) be the set of all
forests where each member tree is rooted in NB(GΩ). It
should be clear that nB ≥ 1 regardless of connectivity. In
a GPM-system, it turns out that the basins usually (but
not always) correspond to the dissipation blocks Rj , and
the complement of NB always corresponds to the decay
space D.
The connection between graphs and linear algebra can
be seen with the matrix-tree theorem for weighted di-
graphs [16], which we will need in our first proof. Chaiken
[21] has given a general theorem for all possible minors of
a Laplacian matrix, but we only require a simpler version
that only applies to principal minors:
Theorem II.2. Let I ⊂ V (GΩ), and let Ω(−I)
be the matrix obtained by removing the rows and
columns of Ω corresponding to I. Note that Ω(−I)
is not necessarily Laplacian. Then det(Ω(−I)) =
(−1)|G|−|I|∑τ∈TI(GΩ)W (τ).
III. STATIONARY ORBITS
Our task in this section is to describe the kernel of Ω,
and the first step is to identify the rank of Ω:
Proposition III.1. The matrix Ω has rank n−nB, and
the kernel has dimension nB.
Proof. First consider the structure of Ω with respect to
the strongly connected components of GΩ. It is possible
to order the rows and columns of the matrix so that the
strongly connected components form blocks on the diag-
onal, and the elements below the block-diagonal are zero.
To see why this is true, consider that any digraph G in-
duces a digraph Gsc(G) where its nodes are the strongly
connected components of G, and there is an edge be-
tween two nodes iff there is an edge in G between the
two components. This digraph must be a tree, because
if there was any cycle, that cycle would be strongly con-
nected, which contradicts the assumption that the nodes
were the strongly connected components. It follows that
Gsc(GΩ) can be used to order the rows and columns of
Ω: form blocks out of the strongly connected compo-
nents, and order the blocks so that any block precedes
any blocks upstream from it in Gsc(GΩ). In this way, all
of the basins come first, and any edges between blocks
must be above the block-diagonal.
We can conclude the following due to this block-
diagonal structure: rank(GΩ) =
∑nB
η=1 rank(Ω
(η)) +∑nNB
j=1 rank(Ω˜
(j)), where the Ω(η) are the blocks corre-
sponding to the basins, and Ω˜(j) are the strongly con-
nected components that are not basins. nNB is the num-
ber of non-basin components.
Now use the matrix-tree theorem to deduce the rank
of the basin blocks. They cannot be full-rank, because
the vector of ones is in the kernel of Ω(η)T (note that the
basin blocks are Laplacian matrices, but the non-basin
blocks are not). If the basin has only one vertex, then
the matrix is zero, and has rank zero. If the basin has
more than one zero, remove an arbitrary row and column
j, and apply the matrix-tree theorem. Because of the
strong connectedness, there is at least one tree with root
j in G
(η)
Ω , and therefore −
∑
τ∈Tj(G
(η)
Ω )
W (τ) < 0. Since
the principal minor is non-zero, and only one row/column
was removed, it follows that the rank of Ω(η) is |G(η)Ω |−1.
Now we show that the non-basin blocks are full-rank.
Every non-basin block can be written Ω˜(j) = Ω˜
(j)
B +Ω˜
(j)
D ,
5where the first matrix is a Laplacian matrix contain-
ing only edge-weights corresponding to edges within the
strongly connected component, and the second matrix
is a diagonal matrix containing only the edge weights
(times −1) of edges pointing outside the component. Let
Ij be the domain of Ω˜
(j), and let ID,k := {l : wlk 6= 0, k ∈
Ij , l 6= Ij} be the set of destinations of the outgoing edges
from the non-basin. Then we have:
| det(Ω˜(j))| =
∑
I∈2Ij ,I 6=∅

 ∑
τ∈TI(GΩ˜(j) )
W (τ)

×

∏
k∈I
∑
i∈ID,k
wik

 .
Here we have used the determinant of sums formula
det(A+ B) =
∑
I∈2Zn CI , where C is the matrix formed
by taking columns of A for column indices in I, and
columns of B for the complement. The columns from
Ω˜
(j)
D only contribute diagonal elements, so we can fac-
tor each term. The first factor comes from applying the
matrix-tree theorem to the columns from Ω˜
(j)
B . The sec-
ond factor comes from Ω˜
(j)
D and is just the product of its
relevant diagonal elements. Note that all terms have the
same sign: − if Ω˜(j) has odd dimension, and + if even.
Hence the absolute value. We have also excluded I = ∅
because the determinant of Ω˜
(j)
B is zero (it is a Laplacian
matrix).
The above determinant must be non-zero. All terms
in the sum are non-negative, so all we need to find is a
positive term. We know there is at least one out-going
edge wik, i ∈ ID,k. Choose I = {k}. The second factor
is positive since it is greater than or equal to wik. The
first factor also must be positive, since Tk(GΩ(j) ) is non-
empty (due to the strong-connectedness). Hence we have
a positive term, and therefore the non-basin block must
have full rank.
Summing up the ranks of all blocks, we get n−nB for
the entire matrix. The kernel has dimension n minus the
rank, so it has dimension nB.
Now that we have the kernel dimension, we can de-
scribe the stationary orbits:
Theorem III.2. The intersection of ker(Ω) with T is
the simplex:
{
nB∑
η=1
sηΛη,∞ : sη ≥ 0,
nB∑
η=1
sη = 1}
Λη,∞ :=
∑
j∈Nη
∑
τ∈Tj(G
(η)
Ω )
W (τ)ej∑
j∈Nη
∑
τ∈Tj(G
(η)
Ω )
W (τ)
,
where ej is the vector with one in the j’th place, and zeros
elsewhere.
Proof. In the previous proposition, we showed that each
basin has a one-dimensional kernel, and every non-basin
has an empty kernel. The total kernel is just the span of
Λη,∞, provided Ω
(η)Λη,∞ = 0. The stationary orbits are
just the intersection of the kernel with T , which is all lin-
ear combinations of the Λη,∞’s such that the coefficients
sum to one.
So all we have to do is show that Ω(η)Λη,∞ = 0. An
arbitrary row j of Ω(η) times Λη,0 becomes:
−

 ∑
τ∈Tj(G
(η)
Ω )
W (τ)



 ∑
k∈Nη ,k 6=j
wkj

+
∑
k∈Nη,k 6=j

wjk ∑
τ∈Tk(G
(η)
Ω )
W (τ)

 = 0
∑
τ∈Tj(G
(η)
Ω )
k∈Nη,k 6=j
wkjW (τ) =
∑
k∈Nη,k 6=j
τ∈Tk(G
(η)
Ω )
wjkW (τ) (3)
where we have discarded the denominator (which must
be non-zero since there is at least one tree in G
(η)
Ω ).
We have a sum of products of w-elements on each side,
and there are nη := dim(Ω
(η)) elements in each product.
The number of terms on each side is (nη−1)nnη−2η . That
is, nη − 1 possible values of k times the nnη−2η trees per
root. We will show that there is a bijection between the
products on the left and those on the right. The products
on the left can be represented as Ej(G
(η)
Ω ) × Tj(G(η)Ω ),
where Ej()˙ represents the set of outgoing edges from
node j. We will represent the products on the right as
∪k 6=jTk(G(η)Ω ). The products are a tree times the weight
of edge
←−
jk, but once the k-rooted tree is chosen, that edge
is uniquely determined, therefore we only worry about
the tree.
Let r(τ) represent the root of tree τ , let p(j, τ) rep-
resent the parent vertex of node j in a tree τ , and let
d(j, k, τ) represent the daughter of j in a j-rooted tree τ
in whose branch the vertex k lies. The bijection fj that
we are looking for, and its inverse f−1j , are as follows:
fj(
←−
kj, τ) = τ +
←−
kj −←−−−−−−−j, d(j, k, τ)
f−1j (τ) =
(←−−−−−
p(j, τ), j, τ −←−−−−−p(j, τ), j +←−−−j, r(τ)
)
.
fj is well-defined: the vertex j is no longer a root be-
cause it now has an out-going edge, while d(j, k, τ) lost
its outgoing edge so it is now the root. We now have a
tree in ∪k 6=jTk(G(η)Ω ), since d(j, k, τ) cannot be the same
of j. One may argue that j may not have a daughter, but
this can only happen if Nη = {j}, and this case is trivial
(we have defined the weight of a trivial tree to be one,
and our formula yields Λη,∞ = ej , which must be the
stationary state of a basin of one). We have not formed
a cycle because we removed an edge from the cycle that
was temporarily formed via the new edge
←−
kj.
6f−1j is well-defined.
←−−−−
p(j, τ) is in Ej(G
(η)
Ω ), by definition
of Ej(). The old root r(τ) gains an outgoing edge and is
no longer the root, while j loses its outgoing edge, so it
must be the new root. As before, we have not formed any
new cycles, since the added and removed edges would be
in the same cycle.
To show bijectivity:
fj ◦ f−1j (τ) =τ −
←−−−−−
p(j, τ), j +
←−−−
j, r(τ) +
←−−−−−
p(j, τ), j
−
←−−−−−−−−−−−−−−−−−−−−−−−
j, d(j, k, τ −←−−−−−p(j, τ), j +←−−−j, r(τ))
= τ +
←−−−
j, r(τ) −
←−−−−−−−−−−−−−−−−−−−−
j, d(j, k, τ −←−−−−−p(j, τ), j +←−jk)
= τ +
←−−−
j, r(τ) −←−−−j, r(τ)
= τ
f−1j ◦ fj(
←−
kj, τ) =
(←−−−−−−−−−−−
p(j, fj(
←−
kj, τ)), j, τ +
←−
kj
−←−−−−−−−j, d(j, k, τ) −
←−−−−−−−−−−−
p(j, fj(
←−
kj, τ)), j
+
←−−−−−−−−−
j, r(fj(
←−
kj, τ))
)
=(
←−
kj, τ +
←−
kj −←−−−−−−−j, d(j, k, τ))
−←−kj +←−−−−−−−j, d(j, k, τ)))
=(
←−
kj, τ).
So we can map every product wkjW (τ) on the left-hand
side of (3) to a term wjkW (τ) on the right-hand side,
and vice versa. It follows that everything cancels, and
the equation is satisfied. Thus Λη,∞ is in the kernel of
T .
IV. CONSTRAINTS
We have found an interpretation of the kernel of Ω
in terms of trees in GΩ. It is also possible to describe
the kernel of ΩT in terms of forests. Since the kernel of
both has dimension nB, there should be nB independent
vectors κη ∈ ker(ΩT ) such that κTη Λ is instantaneously
stationary. And if Ω is time-independent, these quanti-
ties should be conserved.
Define the shorthand TB(GΩ) := TNB(GΩ)(GΩ). Also
define TB(GΩ, η, l) to the set of forests in TB(GΩ) such
that node l is in the same tree as basin η. Then we have
the following theorem:
Theorem IV.1. The kernel of ΩT is spanned by the
following linearly independent vectors:
κη :=

 ∑
τ∈TB(GΩ)
W (τ)

 ∑
j∈Nη
ej +
∑
l 6∈NB(GΩ)
τ∈TB(GΩ,η,l)
W (τ)el.
If Ω has no time dependence, the quantities κTη Λ are con-
served.
Proof. The linear independence of these vectors is fairly
clear. Each κη has non-zero components in Nη, but zero
components in the other basins Nη′ , η
′ 6= η. Since we
know the dimension of the kernel is nB, and we have nB
linearly dependenet vectors, we just need to show that
an arbitrary row of ΩT multiplied by κη gives zero for
any η. There are two cases: rows corresponding to nodes
inside and outside the basins.
In the first case, the non-zero elements are in the same
basin (otherwise, there would be an edge leading out of
the basin). For arbitrary j ∈ Nη, we have:
eTj Ω
Tκη′ = δηη′
∑
k∈Nη
τ∈TB(GΩ)
W (τ)eTj Ω
T ek
= δηη′
∑
τ∈TB(GΩ)
W (τ)

∑
k∈Nη
eTkΩej


= 0,
where
∑
k∈Nη
eTkΩej = 0 due to the vanishing column-
sums of Ω, and the fact that the only non-zero elements
are in Nη.
In the second case, we have an arbitrary row j outside
of the basins. This gives:
eTj Ω
Tκη =
∑
k∈Nη
τ∈TB(GΩ)
W (τ)eTj Ω
T ek+
∑
k 6∈NB(GΩ)
τ∈TB(GΩ,η,k)
W (τ)eTj Ω
T ek.
Unlike in the previous case, there is no vanishing column-
sum, as the first sum does not cover all of the non-zero Ω-
elements, nor does the second (and the coefficients W (τ)
depend on k). If we expand the sums so that we have a
sum of products of w-elements, and set the expression to
zero, we get:∑
k∈Nη
τ∈TB(GΩ)
wkjW (τ) +
∑
k 6∈NB(GΩ)
k 6=j
τ∈TB(GΩ,η,k)
wkjW (τ)
=
∑
k 6=j
τ∈TB(GΩ,η,j)
wkjW (τ) (4)
To show this equation is true, our strategy will be the
same as the previous theorem: we show that there are
the same number of terms on each side, and there is a
bijection between them.
Let nF := |TB(GΩ)| and nF,η := |TB(GΩ, η, j)|. Note
that the latter is independent of j, and nF =
∑nB
η=1 nF,η.
Furthermore, we have
nF,η
nF
=
|Nη|
|NB(GΩ)| .
7This is true because the number of forests with node j
in the tree rooted in basin η must be proportional to the
number of vertices in the basin (if j’s path to the root
reaches the basin first at node k, there are |Nη|− 1 other
forests, where we reattach j’s path to the other nodes in
the basin instead of k).
So to count the number of terms in (4), we have |Nη|nF
in the first sum of the LHS, and (n− |NB(GΩ)| − 1)nF,η
in the second sum. On the RHS, we have (n − 1)nF,η
terms. This combines to:
|Nη|nF + (n− |NB(GΩ)| − 1)nF,η = (n− 1)nF,η
|Nη|nF = |NB(GΩ)|nF,η
|Nη|nF = |Nη|nF ,
where we have used the ratio of forest numbers above in
the last line.
So we have the same number of terms on each sides,
and each term has the same number of w-factors. We
must find a bijection between the terms to show cancel-
lation. We can represent the set on the LHS as SL,1∪SL,2
and the set on the right as SR, where:
SL,1 := {(←−kj, τ) : k ∈ Nη, τ ∈ TB(GΩ)}
SL,2 := {(←−kj, τ) : k 6∈ NB(GΩ), k 6= j, τ ∈ TB(GΩ, η, k)}
SR := {(←−kj, τ) : k 6= j, τ ∈ TB(GΩ, η, j)}.
Define our bijection f : SL,1 ∪ SL,2 → SR as follows:
1. If k is upstream from j, then f(
←−
kj, τ) := (
←−
kj, τ).
2. Otherwise, f(
←−
kj, τ) := (
←−−−−−
p(j, τ), j, τ+
←−
kj−←−−−−−p(j, τ), j).
Note that if we write (e′, τ ′) = f(e, τ), then τ ′ must be
a forest if τ is: node j in τ ′ has one outgoing node, and
no cycles have been formed, since j is not attached to an
upstream node.
We can also define f−1 in the same way as f . Be-
cause f and f−1 have different domains, they are not the
same function, but both require swapping the input edge
with j’s outgoing edge provided the input edge is not up-
stream. We must still show that f and f−1 have SR and
SL,1 ∪ SL,2 as images.
First, f(SL,1) ⊆ SR. The edge e points to a node in
Nη, so it can’t be upstream from j, which is not in a
basin. So e is swapped in, and since it points to Nη, j
is now in the same tree. Therefore τ ′ ∈ TB(GΩ, η, j).
And e′ does not point to j since it is outgoing from j, so
(e′, τ ′) ∈ SR.
Next, f(SL,2) ⊆ SR. If k is upstream from j, then τ
must be in TB(GΩ, η, j), since it is also in TB(GΩ, η, k),
and j and k are in the same tree. No swap is made, τ ′ =
τ , and so τ ′ is in TB(GΩ, η, j). Therefore (e
′, τ ′) ∈ SR. If
k is not upstream from j, the edges are swapped. Since
τ ∈ TB(GΩ, η, k), attaching j to k puts τ ′ ∈ TB(GΩ, η, j),
so (e′, τ ′) ∈ SR. Therefore we have f(SL,1 ∪ SL,2) ⊆ SR.
Finally, f−1(SR) ⊆ SL,1 ∪ SL,2. Here, we identify
f−1(e′, τ ′) = (e, τ). There are three cases: (1) e′ point-
ing from j to a node in Nη and (2) e
′ pointing from j
to a node outside of NB(GΩ) that is not upstream from
j, and (3) e′ pointing from j to a node upstream. In
the first case, we remove e′ and replace with e (since
k cannot be upstream if it in the basin), and since e′
points to Nη, and τ is some forest in TB(GΩ), then
(e, τ) ⊆ SL,1. In the second case, the edges are swapped.
Since τ ′ ∈ TB(GΩ, η, j), it is also in TB(GΩ, η, p(j, τ ′)) (j
must have a parent, else it would form its own basin). So
we have f−1(
←−
kj, τ ′) = (
←−−−−−−
p(j, τ ′), j, τ). If p(j, τ ′) is in Nη,
then the edge and tree must be in SL,1. If it is a non-basin
node, then τ ∈ TB(GΩ, η, p(j, τ ′)) and the edge and tree
must be in SL,2. In the third and final case, no swap is
made. Since k is upstream, and τ ′ ∈ TB(GΩ, η, j), then
τ ′ is also in TB(GΩ, η, k). k must also be a non-basin
node, so (e′, τ ′) = (e, τ) ∈ SL,2.
We can conclude that f is a bijection, and therefore
(4) is true.
From a computational standpoint, it is easier to calcu-
late a parallel set of κ′η-vectors that factor out the piece
inside the basins. Define G′Ω to be the graph GΩ with all
edges inside the basins removed (but not edges from out-
side the basins to the basins). TB(G
′
Ω) is defined in the
same way, and TB(G
′
Ω, η, l) is the set of all forests with
roots in the basins such that node l is in a tree rooted in
a node corresponding to basin η. Then we have:
Corollary IV.2. The kernel of ΩT is spanned by the
following linearly independent vectors:
κ′η :=

 ∑
τ∈TB(G′Ω)
W (τ)

 ∑
j∈Nη
ej +
∑
l 6∈NB(GΩ)
τ∈TB(G
′
Ω,η,l)
W (τ)el.
Proof. The proof proceeds in the same way as the theo-
rem.
The forests in these sums will have fewer branches,
and there will be fewer of them, so the calculations are
quicker.
If we have a set of stationary projectors, we can
uniquely identify the asymptotic state, provided the ini-
tial eigenprojectors coincide:
Corollary IV.3. Suppose a density operator has initial
state ρ =
∑n
j=1 Λ0,jπj , where {πj} are mutually orthog-
onal rank-one projectors that commute with the Hamil-
tonian and Lindblad operators. Then the system ap-
proaches the following state asymptotically:
ρ∞ :=
nB∑
η=1
∑
j∈Nη
τ∈Tj(GΩ)
cηW (τ)πj
cη :=
∑
j∈Nη
Λ0,j +
∑
l 6∈NB(GΩ)
∑
τ∈TB(G′Ω,η,l)
W (τ)Λ0,l∑
τ∈TB(G′Ω)
W (τ)
8Proof. We set κ′Tη
(∑nB
η′=1 cηΛη,∞
)
= κ′Tη Λ0. This yields:

 ∑
τ∈TB(G′Ω)
W (τ)

 cη ∑
j∈Nη
Λη,∞,j =

 ∑
τ∈TB(G′Ω)
W (τ)

 ∑
j∈Nη
Λ0,j +
∑
l 6∈NB(GΩ)
τ∈TB(G
′
Ω,η,l)
W (τ)Λ0,l.
cη =
∑
j∈Nη
Λ0,j +
∑
l 6∈NB(GΩ)
τ∈TB(G
′
Ω,η,l)
W (τ)Λ0,l∑
τ∈TB(G′Ω)
W (τ)
V. ASYMPTOTIC BEHAVIOR OF GPM
SYSTEMS
The final corollary of the preceding section might be
considered of limited use, since it requires the system
to start with stationary projectors. An arbitrary initial
state will not have stationary projectors, and, in gen-
eral, it may difficult to determine what the stationary
projectors are. In this section, we look at the stationary
projectors for GPM-systems, since they are often used to
model Lindblad processes.
We start with the “generic” case:
Proposition V.1. Suppose we have a diagonal Hamil-
tonian H, and N Lindblad operators Lα = AαDα,
where Aα are permutation matrices and Dα are diag-
onal. Form the graph GΩ corresponding to the diago-
nal projectors |j〉〈j|, and define Pη :=
∑
j∈Nη
|j〉〈j| and
PB :=
∑nB
η Pη. Then the decay space is the subspace
corresponding to I − PB. Moreover, Pη commutes with
PBHPB and PBLαPB for any α.
Proof. We have shown in subsection IIB that the pro-
jectors |j〉〈j| are stationary. Therefore if ρ(0) is an
arbitrary superposition of such projectors, by Theo-
rem III.3., the system will approach a superposition of∑
j∈Nη
Λη,∞,j |j〉〈j|. Each of these component states are
full-rank on the images of the corresponding Pη. Since
there is no asymptotic piece in the image of I − PB , we
can conclude that this space is inside the decay space.
Since there are asymptotic states that are full-rank in
the image of PB , we can conclude the decay space is no
bigger than the image of I − PB.
Moreover, PBLαPB is block-diagonal with respect to
Pη: each block is a basin, and therefore there cannot
be edges between them. The non-basin sector has been
projected away, so there are no in-going edges to any of
the basins. Hence [Pη, PBLαPB] = 0.
H , Pη, and PB are all diagonal, so [Pη, PBHPB] = 0,
and we are finished.
The question arises: are these the only stationary pro-
jectors? The answer is that usually they are, but there
are cases where symmetries “hide” other enclosures (and
possibly oscillations between enclosures). There are three
cases: (1) when Pη can be written as a sum of smaller
commuting projectors, in which case there are smaller
enclosures, (2) when there is a continuous transforma-
tion between two (or more) different Pη where each tran-
sient projector commutes with the Lindblad and Hamil-
tonian operators, in which case there is a continuum of
enclosures, and (3) there is a continuum of projectors
that commute with PBLαPB, and an altered Hamilto-
nian PBHPB − h1Pη1 − h2Pη2 , in which case there are
oscillations. In the first two cases, we will refer to spaces
corresponding to commuting projectors other than Pη as
hidden enclosures.
Before stating the conditions for hidden enclosures, we
define some objects. The symmetry will be described by
an equivalence relation ∼ on a subset N∼ of Zn. This re-
lation will be uniform, by which we mean that all equiv-
alence classes will have the same number of elements.
µ∼ will be the number of equivalence classes, and ν∼
will be the number of elements in each class, so that
|N∼| = µ∼ν∼.
Besides the symmetry, hidden enclosures also require
a type of resonance among the Lindblad operators to
exist. To describe this resonance, we define the induced
coherence graph G∼:
• The vertices are double-indexed and represent the
coherences of equivalent states: NC := V(G∼) =
{(j, k) : j, k ∈ N∼; j ∼ k, j 6= k}
• Edges are directed; self- and multi-edges are
allowed: E(G∼) := {(j1, k1) →α (j2, k2) :
∃α, σα(j1) = j2, σα(k1) = k2, Dα,j1 , Dα,k1 6= 0}.
• The weights are U(1)-valued: w(j1, k1, j2, k2, α) :=
Dα,j1D
∗
α,k1
|Dα,j1 ||Dα,k1 |
.
An induced coherence graph is resonant if and only if
there exists a function fC : NC ×NC → U(1) such that:
1. fC is transitive in the sense that
fC((j1, k1), (j2, k2))fC((j2, k2), (j3, k3)) =
fC((j1, k1), (j3, k3)) for any triplet of vertices
in G∼. This also implies that fC((j, k), (j, k)) = 1
and fC((j1, k1), (j2, k2)) = fC((j2, k2), (j1, k1))
∗.
2. The function matches the weights for any edge in
G∼: fC((j1, k1), (j2, k2)) = w(j1, k1, j2, k2, α), re-
gardless of α.
For example, any self-edge must have weight one, which
means that if Lα has two or more 1-cycles whose ele-
ments are equivalent, their phases must match. This is
an example of inter-cycle resonance. Let us define a cycle-
averaged phase as:
θ¯α,γ :=
1
mα,γ
∑
j∈Nα,γ
arg(Dα,j).
9If we have two cycles in a Lindblad operator such that
Nα,γ1 , Nα,γ2 ⊂ N∼, and the equivalence classes straddle
these cycles (i.e. each node in the first cycle is equiva-
lent to some node in the second), then resonance of G∼
implies that:
θ¯α,γ1 = θ¯α,γ2 mod
(
2π
lcm(mα,γ1 ,mα,γ2)
)
Here is a lemma we will require:
Lemma V.2. The weakly connected components of G∼
are strongly connected. That is, if there is a path from
one node to another, there must be a path in the opposite
direction.
Proof. Consider a path between nodes (j1, k1) and
(j2, k2). We can represent it as a product τ of nτ per-
mutations τ =
←−
Πnτj=1σαj , where the arrow indicates the
product order is the reverse of the conventional order.
We have j2 = τ(j1) and k2 = τ(k1). For the path to
exist, the D-elements along the way must be non-zero,
i.e. Dαj,j˜j , Dαj ,k˜j 6= 0, where j˜j = σαj ◦ · · · ◦σα1(j1) and
similarly for k˜j .
Since all nodes j and k are in basins, which are strongly
connected, there is a path τ ′ that leads from j2 back to
j1: τ
′(j2) = j1. Similar to τ , the D-elements must be
non-zero en route. Now, τ ′(k2) may not equal k1, so
we cannot use τ ′ to generate the reverse path in G∼.
However, τ ′ will generate a path from k2 to some other
node that is in the same equivalence class as j2 and k2.
This is because, as we apply permutations iteratively to
k2, the D-elements along the way are non-zero, so there
is an edge for each permutation. The reason we know
the elements are non-zero is because each node en route
is equivalent to the corresponding node in the path from
j2 to j1. Since we know the D-elements in that path are
non-zero, and the D-elements in k2’s are equivalent, the
symmetry assures the latter are non-zero.
So, τ ′ cannot lead us back to k1 directly, but if we
consider products of the form τ ′(ττ ′)l, we will get there.
Note that τ ′◦(τ ◦τ ′)l(j2) = j1, for any exponent l. More-
over, the products τ ′ ◦ (τ ◦ τ ′)l(k2) permute k2 cyclically,
and because τ ′ ◦ (τ ◦ τ ′)−1(k2) = k1, k1 must be in that
cycle. If the cycle has length n′, then we must have
τ ′ ◦ (τ ◦ τ ′)n′−1(k2) = k1. Does this product represent
a path in G∼? Yes, because τ applied to k1 and τ
′ ap-
plied to k2 represent paths, and if they are applied to
nodes equivalent to these nodes, the symmetry assures
the D-elements are non-zero. These products respect the
equivalence structure, so we have a path.
In summary, since τ ′◦(τ ◦τ ′)n′−1 maps j2 to j1, and k2
to k1, and all D-elements en route are non-zero, we have
constructed a path in G∼ from (j2, k2) to (j1, k1).
In the theorem, we refer to connected components of
G∼; because strong and weak connectedness are equiva-
lent, we do not need to qualify the type of connectedness.
Now we can state necessary and sufficient conditions
for hidden enclosures:
Theorem V.3. There is a hidden enclosure in a GPM-
system if and only if there is a uniform equivalence re-
lation ∼ with ν∼ ≥ 2 such that the following properties
hold:
Hamiltonian symmetry: j ∼ k =⇒ Hj = Hk.
Dissipation symmetry: for any α, j ∼ k =⇒
|Dα,j | = |Dα,k|. Additionally, j ∼ k =⇒ σα(j) =
σα(k) whenever σα(j), σα(k) ∈ NB.
Dissipation resonance: The induced coherence graph
G∼ has a connected component that is resonant.
Proof. We first show that the existence of ∼ is necessary.
Let P be any projector that commutes with PBHPB and
PBLαPB and is neither a basin projector Pη nor a sum
thereof (but whose image is contained in the image of
PB). P must have at least one off-diagonal element. If
P were diagonal, we would have:∑
j∈NB
[Pjj |j〉〈j|, Lα] =
∑
j∈NB
Pjj
(
Dα,σ−1α (j)|j〉〈σ−1α (j)|
−Dα,j|σα(j)〉〈j|
)
=
∑
j∈NB
Dα,j |σα(j)〉〈j|
(
Pσα(j)σα(j) − Pjj
)
.
For this to vanish, we require Pσα(j)σα(j) = Pjj as long as
Dα,j 6= 0. Since a basin is strongly connected, all diago-
nal elements would be the same. Diagonal projectors can
only have ones or zeros on the diagonal, which would give
us a Pη or a sum thereof, which contradicts our assump-
tion. Therefore there is at least one off-diagonal element
Pj′k′ .
Using similar logic as above, there is a recurrence re-
lation for the off-diagonal elements:
Pσα(j)σα(k)Dα,k = PjkDα,j . (5)
Additionally, using the Hermitian property of projectors:
Pσα(j)σα(k)D
∗
α,j = (Pσα(k)σα(j)Dα,j)
∗ = (PkjDα,k)
∗
= PjkD
∗
α,k (6)
Using (5) and (6), we get:
Pjk|Dα,j|2 = Pσα(j)σα(k)Dα,kD∗α,j
= PjkD
∗
α,kDα,k
Pjk|Dα,j|2 = Pjk|Dα,k|2. (7)
Equation (7) says that if Pjk 6= 0, then |Dα,j| = |Dα,k|.
If j′ ∈ Nηj and k′ ∈ Nηk , we define a binary relation≈ on
N∼ := Nηj ∪Nηk by saying j ≈ k if and only if Pjk 6= 0.
This relation obeys the symmetry property of binary re-
lations due to the Hermitian property of projectors. It is
also reflexive. Due to the strong connectivity combined
with (5), there is some pair (j, k) for any j ∈ N∼ such
that j ≈ k. Either k = j and therefore j ≈ j, or k 6= j,
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which means that Pjk 6= 0, which means that Pjj 6= 0
and j ≈ k, since diagonal entries of projectors dominate
off-diagonal entries |Pjk|2 ≤ PjjPkk. The binary relation
may not be transitive, so it may not be an equivalence
relation. However, we can easily extend the relation: de-
fine the equivalence relation ∼ such that j ∼ k if and
only if there is a sequence j ≈ l1 ≈ l2 · · · ≈ k. It is
clear that, due to the transitivity of equality, we have
j ∼ k =⇒ |Dα,j | = |Dα,k|.
We now prove the preservation of equivalence classes
(within basins) by the permutation σα. Because of
(5), j ∼ k =⇒ σα(j) ∼ σα(k) if Dα,j, Dα,k 6= 0.
It is possible however that the respective D-elements
are zero. In this case, we can iterate the permuta-
tion backward. Relations (5) and (6) can be written
PjkDσ−1α (k) = Pσ−1α (j)σ−1α (k)Dσ−1α (j), and PjkD
∗
σ−1α (j)
=
Pσ−1α (j)σ−1α (k)D
∗
σ−1α (k)
. This implies that if j ≈ k, then
σ−1α (j) ≈ σ−1α (k) unless both Dσ−1α (j) and Dσ−1α (k) are
zero. But due to Proposition II.1, we know that there
can only be one zero D-element per cycle. Therefore if
we go backward, we can’t hit zero D-elements until we
get to our starting point. It follows that the relation ≈
holds for each pair in the cycle, and also that both cycles
must be the same length. Since the binary relation ≈ is
preserved by permutations within basins, the extension
∼ must also be preserved.
The uniformity of ∼ follows. Since permutations are
bijections, equivalence classes that are connected by per-
mutations must have the same size. Since we have at
most two basins, and our base equivalence class [j′k′] has
elements in those basins (by definition), every element in
N∼ is in an equivalence class that has the same size as
[j′k′]. And since the base equivalence class has at least
two elements, ν∼ ≥ 2. Note that while µ∼ clearly divides
|N∼|, it also must divide |Nηj | and |Nηk |.
This proves the necessary existence of a uniform equiv-
alence relation with dissipation symmetry. The Hamilto-
nian symmetry is relatively straightforward. We require
that P commute with PBHPB :
[PBHPB , P ] =
∑
j,k∈N∼
(Hj −Hk)Pjk|j〉〈k|.
This means that j ≈ k =⇒ Hj = Hk. This implies in
turn that j ∼ k =⇒ Hj = Hk.
We now turn to resonance. To show the resonance of
G∼ is necessary and sufficient, we will look at the ODE
governing the coherences ρjk, j 6= k, j ∼ k:
ρ˙jk =
∑
α
(
Dα,σ−1α (j)D
∗
α,σ−1α (k)
ρσ−1α (j)σ−1α (k)
+
(
iHk − iHj − |Dα,j|
2 + |Dα,k|2
2
)
ρjk
)
=
∑
α
(
|Dα,σ−1α (j)|2w(σ−1α (j), σ−1α (k), j, k, α)×
ρσ−1α (j)σ−1α (k) − |Dα,j|2ρjk
)
,
where we have used the symmetries Hj = Hk and
|Dα,j| = |Dα,k| since j ∼ k. This is an ODE of di-
mension equal to |NC |, the order of G∼. We then define
matrices A∼α and A
∼ where the rows and columns are
labelled according to the vertices of G∼, which has the
following elements:
(A∼α )(j1,k1),(j2,k2) = |Dα,j2 |2×(
δj1,σα(j2)δk1,σα(k2)w(j2, j1, k2, k1, α)
− δj1j2δk1k2
)
(A∼)(j1,k1),(j2,k2) =
N∑
α=1
(A∼α )(j1,k1),(j2,k2).
Note that we are ignoring coherences for j 6∼ k. If a
coherence ρjk where j 6∼ k were to have a non-zero sta-
tionary solution, the projector element Pjk would have
to be non-zero, which would contradict the definition of
∼.
Since hidden enclosures imply stationary off-diagonal
elements of ρ (and vice versa), the existence of hidden
enclosures is equivalent to A∼ being rank-deficient and
having a non-empty kernel. One may object that the
elements of the kernel could correspond to non-Hermitian
ρ, but because (2LAL† − L†LA − AL†L)† = 2LA†L† −
L†LA† − A†L†L for any operator A, any element in the
kernel implies the existence of a stationary Hermitian ρ
with off-diagonal nonzero elements.
We will show that the resonance of a component of G∼
is equivalent to a non-empty kernel of A∼†. The kernels
of a matrix and its conjugate of course are not equivalent,
but they must have the same dimension. The reason for
working with the conjugate will become clear shortly.
First we note that A∼† is block-diagonal with blocks
corresponding to the connected components of G∼. For
this reason, we only need to consider vectors with support
on individual blocks. Let v be such a vector, and let
Nv ⊆ NC be the indices of the relevant block. Choose a
node (¯, k¯) ∈ Nv such that |v(¯,k¯)| = sup(j,k)∈Nv{|v(j,k)|}.
Without loss of generality, we can set v(¯,k¯) = 1.
Now let’s look at what happens when the (¯, k¯)’th row
of A∼† is multiplied by v:
∑
(j,k)∈Nv
A∼∗(j,k),(¯,k¯)v(j,k) =
N∑
α=1
|Dα,¯|2×
(
w(¯, k¯, σα(¯), σα(k¯), α)
∗vσα(¯),σα(k¯) − 1
)
Because |v(j,k)| ≤ 1, for this equation to be satisfied, we
have, for all α such that Dα,¯ 6= 0:
w(¯, k¯, σα(¯), σα(k¯), α)
∗vσα(¯),σα(k¯) = 1,
which implies that |vσα(¯),σα(k¯)| = 1 and
arg(vσα(¯),σα(k¯)) = w(¯, k¯, σα(¯), σα(k¯), α).
Because of the strong connectedness of the compo-
nent of G∼, this process can clearly be iterated to show
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that all elements of v corresponding to Nv have magni-
tude one. Moreover, for any path (j0, k0) = (¯, k¯) →α1
(j1, k1) · · · →αnp (˜, k˜) = (jnp , knp), we have:
v(˜,k˜) =
np∏
l=1
w(jl−1, kl−1, jl, kl, αl).
This equation essentially proves our theorem. If there is
a function fC that matches the edge weights, regardless
of α, we can set
v(˜,k˜) = fC((¯, k¯), (˜, k˜))
=
np∏
l=1
fC((jl−1, kl−1), (jl, kl))
=
np∏
l=1
w(jl−1, kl−1, jl, kl, αl),
and we have constructed a vector in the kernel of A∼.
On the other hand, if there is no such function, the
kernel must be empty. If we define a function fv on
Nv ×Nv:
fv((j1, k1), (j2, k2)) := v
∗
(j1,k1)
v(j2,k2),
which must obey transitivity:
fv((j1, k1), (j2, k2))fv((j2, k2), (j3, k3))
= v∗(j1,k1)v(j2,k2)v
∗
(j2,k2)
v(j3,k3)
= v∗(j1,k1)v(j3,k3)
= fv((j1, k1), (j3, k3)).
So a non-empty kernel guarantees the existence of the
required function.
Remark We mentioned previously that there were two
cases of hidden enclosures: (1) those contained in (and
smaller than) the Pη enclosures, and (2) continuous
transformations between the Pη. When j
′ and k′ are in-
side the same basin, this corresponds to the first case. It
can be shown that there is one or more hidden enclosures
of dimension µ∼ < rank(Pη).
When j′ and k′ are inside different basins, there will
be some continuous transformation of commuting pro-
jectors, but not necessarily between Pηj and Pηk . If the
equivalence classes have one element each in Nηj and
Nηk , then the two basins are unitarily equivalent. Oth-
erwise, one or both basins contain smaller hidden en-
closures, and there is one (or possibly more) continuous
transformation between hidden enclosures.
Remark From a practical standpoint, let us consider
how to determine the existence of the required function
fC , given an arbitrary GPM -Lindblad system. There
are two steps: (1) constructing fC using some subset of
the phases of the Lindblad operators and (2) determining
whether the remaining phases satisfy the fC .
Even though the function has a domain of size |NC |2 =
O(ν4∼), the transitivity means the function only has
|NC | − 1 = O(ν2∼) degrees of freedom. For some or-
dering of nodes (j1, k1), . . . , (j|NC |, k|NC |), we only need
to store the values f((j1, k1), (j2, k2)), f((j1, k1), (j3, k3)),
. . . , f((j1, k1), (j|NC |, k|NC |)). It is always possible to
draw a non-self-intersecting path that intersects all nodes
in some order, so we can compute the above function val-
ues in |NC | − 1 steps in a recursive manner:
fC((j1, k1), (jl, kl)) = fC((j1, k1), (jl−1, kl−1))×
fC((jl−1, kl−1), (jl, kl))
= fC((j1, k1), (jl−1, kl−1))×
exp
(
i
(
arg(Dαl−1,jl−1)− arg(Dαl−1,kl−1)
))
.
The second step means taking the remaining edges,
and ensuring they obey the phase function. For an arbi-
trary edge (jl1 , kl1) →α (jl2 , kl2), this means computing
the equation:
exp
(
i
(
arg(Dα,jl1 )− arg(Dα,kl1 )
))
= fC((jl1 , kl1), (jl2 , kl2))
= fC((j1, k1), (jl1 , kl1))
∗fC((j1, k1), (jl2 , kl2)).
There are most N |NC | edges that need to be checked.
Overall, there are at most |NC | − 1 + N |NC | =
O(N |NC |) = O(Nν2∼) steps to this process.
Instead of checking the phases of a given set of Lind-
blad operators, a related problem is to write down how
the subset of dependent phases (i.e. those involved in the
second step) depend on the free phases (i.e. the phases
involved in the first step). This is a linear algebra-type
problem with a twist. The first equations that one writes
down are in the form eiAx = eib, where the x is the vector
of dependent phases. Of course when one takes the loga-
rithm of both sides, one has a linear equation modulo 2π.
This means that there are multiple discrete solutions, as
a term of 2πkn′ will appear. n
′ will be some integer that
depends on the connectivity of G∼.
The theorem covers the case of hidden enclosures, each
of which has a unique full-rank asymptotic state. There
may also be oscillations between these states, whether
they are between hidden enclosures or the generic enclo-
sures represented by the Pη’s. Say we have projectors
Pa and Pb, where either can be a hidden enclosure, or
correspond to a basin Pη. These projectors have cor-
responding equivalence relations ∼a and ∼b on domain
Na and Nb respectively: if it corresponds to a hidden
enclosure, it is the equivalence relation required by the
theorem; otherwise, it is the trivial equivalence relation
(i.e. each equivalence class is a singleton).
Corollary V.4. There are stable oscillations between
dissipation blocks a and b if there is an equivalence re-
lation ≍ on Na ∪Nb such that
1. ≍ restricted to Na or Nb is identical to ∼a and ∼b
respectively.
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2. ≍ obeys the dissipation symmetry and resonance
properties of the theorem.
3. There is a constant ∆ such that, for any j ≍ k,
j ∈ Na, k ∈ Nb, we have Hj −Hk = ∆.
Proof. The key here is that oscillations in general Lind-
blad systems only exist when the Hamiltonian-less sys-
tem has a continuous transformation between the dis-
sipation blocks. In particular, the operator Pab :=
1
2
(
Pa + Pb + U + U
†
)
is a projector, where U is the uni-
tary operator from block a to block b:
P 2ab =
1
4
(
P 2a + P
2
b + PaPb + PbPa + U
2 + U †2 + UU †
+U †U + Pa(U + U
†) + Pb(U + U
†)
+(U + U †)Pa + (U + U
†)Pb
)
=
1
4
(
Pa + Pb + Pb + Pa + U
† + U + U + U †
)
= Pab,
and it commutes with the Lindblad operators (but not
necessarily the Hamiltonian). The theorem guarantees
the existence of the equivalence relation ≍ on Nab :=
Na ∪ Nb, such that the dissipation symmetry and res-
onance properties are satisfied (but not necessarily the
Hamiltonian symmetry). Since the projector is propor-
tional to Pa and Pb when restricted to Na and Nb, re-
spectively, the relation ≍ when similarly restricted must
match ∼a and ∼b.
All that is left is to prove the last condition. Oscilla-
tions on Lindblad systems must satisfy the commutation
of U + U † with H − haPa − hbPb for some constants ha,
hb, which means that the following must vanish:
[U + U †, H − haPa − hbPb] = [U + U †, H ]+
(ha − hb)(U − U †)
= [Pab, H ] + (ha − hb)(U − U †),
where we have used the fact that Pa and Pb must com-
mute with H . Because of the equivalence relation, Pab
only has non-zero elements Pab,jk when j ≍ k:
[Pab, H ] =
∑
j,k∈Nab,j≍k
Pab,jk(Hj −Hk)|j〉〈k|.
For arbitrary j, k with j ≍ k, j ∈ Na, k ∈ Nb, there
is a sequence j ≍ l1 ≍ l2 · · · ≍ lf ≍ k such that
Pab,jl1 , Pab,l1l2 , . . . Pab,lfk 6= 0. For each pair (l′, l”) in
this sequence, we have Hl′−Hl” = (hb−ha)(δl′,a−δl”,a),
where the delta is one if and only if the respective ele-
ment is in Na. Adding these up, we get Hj − Hk =
(Hj−Hl1)+(Hl1−Hl2)+· · ·+(Hlf−Hk) = hb−ha =: ∆,
and we have shown the final condition.
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FIG. 1. GΩ for L1 and L2 under the diagonal projectors.
VI. EXAMPLES
A. Single Basin Example
Let us consider two n = 4 Lindblad operators:
L1 = |1〉〈2|+ 2|2〉〈3|+ 3|3〉〈4|+ 4|4〉〈1|
L2 = 5|1〉〈3|+ 10|3〉〈2|+ 2|2〉〈4|+ 6|4〉〈1|
GΩ is shown in Fig. 1. This graph is strongly connected,
and there is clearly no equivalence relation ∼ that would
satisfy the Lindblad operators. Therefore, there is a sin-
gle asymptotic state that every initial state will approach
(we have not specified the Hamiltonian, but assuming it
is diagonal, this will not change the asymptotic state).
In general, for n = 4, there are 43 = 64 trees, with 16
rooted at each vertex. Our graph has only seven out of
twelve possible edges, which gives fifteen total trees (six
rooted at one, three each for the other three vertices).
This gives the following w-products:
• Rooted at 1: w12w23w34 = 36, w12w23w24 = 16,
w12w24w13 = 100, w12w13w34 = 225, w13w32w24 =
10, 000, w13w32w34 = 22, 500.
• Rooted at 2: w23w34w41 = 1872, w24w41w13 =
5, 200, w24w41w23 = 20, 800.
• Rooted at 3: w34w41w12 = 468, w34w41w32 =
46, 800, w32w24w41 = 20, 800.
• Rooted at 4: w41w12w23 = 208, w41w12w13 =
1, 300, w41w13w32 = 130, 000.
The asymptotic state is then:
1
260, 325
(32, 877|1〉〈1|+ 27, 872|2〉〈2|+ 68, 068|3〉〈3|
+131, 508|4〉〈4|)
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FIG. 2. GΩ for L3 and L4 under the diagonal projectors.
B. Forest constraints
Now consider two n = 8 Lindblad operators:
σ3 := (12)(34)(5678)
D3 := diag(2, 3, 4, 5, 6, 7, 8, 9)
σ4 := (15)(26)(37)(48)
D4 := diag(0, 0, 0, 0, 10, 11, 12, 13)
GΩ is shown in Fig. 2. Clearly, {1, 2} and {3, 4} are
basins, as they are strongly connected with no outgoing
edges. {5, 6, 7, 8} is also strongly connected but has out-
going edges, and therefore this subgraph corresponds to
the decay space. Asymptotically, the system will leave
this space.
In each basin, there is a full-rank asymptotic state
(again we ignore the Hamiltonian while assuming it is
diagonal). There is no symmetry in either basin, so there
are no hidden enclosures. Hence the asymptotic state in
either basin is unique. These states are:
ρ12 :=
1
13
(9|1〉〈1|+ 4|2〉〈2|)
ρ34 :=
1
41
(16|3〉〈3|+ 25|4〉〈4|).
The coefficients correspond to trees with only one edge.
While the trees are straightforward, the forests that
determine the constraints are somewhat less so. We
need to find forests with roots in {1, 2, 3, 4}. We discard
the edges within basins as this speeds up the calcula-
tion. There are fifteen such forests: there are 24 = 16
choices for outgoing edges {5, 6, 7, 8}, and one of those
choices corresponds to the cycle. One example forest
is shown in figure 3. The corresponding w-product is
w15w56w67w48 = 29, 811, 600. The remaining products
are w15w26w37w48, w15w26w37w78, w15w26w67w48,
w15w56w37w48, w85w26w37w48, w15w26w67w78,
w15w56w37w78, w85w26w37w78, w85w26w67w48,
w85w56w37w48, w15w56w67w78, w85w26w67w78,
w85w56w37w78, and w85w56w67w48. To calculate
the constraint for κ′1, where N1 := {1, 2}, we add the
forests where l ∈ {5, 6, 7, 8} leads to that basin. For
example, there are 3 forests where l = 8 leads to node 1
5
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FIG. 3. One forest in the set TB(G
′
Ω), where Ω is formed from
L3 and L4 with diagonal projectors.
or 2: ∑
τ∈TB(G′Ω,1,8)
W (τ) = w15w26w67w78 + w26w67w78w85
+ w15w56w67w78
= 8, 718, 080.
The κ′η vectors are:
κ′1 = (140073700, 140073700, 140073700, 140073700,
74395890, 125013820, 31739260, 8718080)T
κ′2 = (140073700, 140073700, 140073700, 140073700,
65677810, 26211240, 108334440, 111443300)T
C. Hidden Enclosures
Now let us consider a system with hidden enclosures.
Let us define two n = 9 Lindblad operators:
σ5 := (147)(258)(369)
D5 := diag(4e
iθ5,1 , 5eiθ5,2 , 6eiθ5,3 , 4eiθ5,4 , 5eiθ5,5 , 6eiθ5,6 ,
4eiθ5,7 , 5eiθ5,8 , 6eiθ5,9)
σ6 := (123)(456)(789)
D6 := diag(e
iθ6,1 , 2eiθ6,2 , 3eiθ6,3 , eiθ6,4 , 2eiθ6,5 , 3eiθ6,6 ,
eiθ6,7 , 2eiθ6,8 , 3eiθ6,9)
GΩ is shown in Fig. 4. Clearly, the entire graph is
strongly connected, so there no decay space. This graph
has one basin, but does that mean there is only one en-
closure for the entire system?
The Lindblad operators have a symmetry, and there is
an equivalence relation 1 ∼ 4 ∼ 7 6∼ 2 ∼ 5 ∼ 8 6∼ 3 ∼ 6 ∼
9 6∼ 1. First of all, |Dα,1+δ| = |Dα,4+δ| = |Dα,7+δ|, for
α = 1, 2 and δ = 0, 1, 2. Both permutations also preserve
the equivalence structure, but not in the same manner.
σ6 cycles between the three classes, while σ5/ ∼ is the
identity permutation on the quotient space.
So there will be a hidden enclosure if we can satisfy
Hamiltonian degeneracy and dissipation resonance. Let
us suppose we have the following Hamiltonian, which has
the appropriate degeneracy:
H = |1〉〈1|+ |4〉〈4|+ |7〉〈7| − |3〉〈3| − |6〉〈6| − |9〉〈9|.
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FIG. 4. GΩ for L5 and L6 under the diagonal projectors.
Now let us consider resonance. One component of G∼
is shown in Fig. 5 (weights not shown, to reduce clutter).
There are two components total, but the other is the
image of the first under exchange of indices. If one is
resonant, so is the other, hence we only consider the first
component.
Note that both operators are required for connectivity.
Each one by itself would give three smaller components
of three nodes each, and the requirement for resonance
would be looser. In fact, because L5 maps equivalence
classes to themselves, the resonance condition is auto-
matically satisfied. It is only because L6 connects each
of its components that there are conditions imposed on
its phases.
There are nine nodes, so we need eight degrees of free-
dom to construct the function fC :
fC((1, 4), (7, 1)) = exp(i(θ5,1 − θ5,4))
fC((7, 1), (4, 7)) = exp(i(θ5,7 − θ5,1))
fC((4, 7), (6, 9)) = exp(i(θ6,4 − θ6,7))
fC((6, 9), (3, 6)) = exp(i(θ5,6 − θ5,9))
fC((3, 6), (9, 3)) = exp(i(θ5,3 − θ5,6))
fC((9, 3), (8, 2)) = exp(i(θ6,9 − θ6,3))
fC((8, 2), (5, 8)) = exp(i(θ5,8 − θ5,2))
fC((5, 8), (2, 5)) = exp(i(θ5,5 − θ5,8)).
All other function values are fixed via transitivity. To
construct fC , we have used six solid edges, and two
dashed edges. There are three other solid edges, but
they automatically satisfy resonance. We have seven re-
maining edges to check. For example:
exp(i(θ6,1 − θ6,4)) = fC((1, 4), (3, 6))
= fC((1, 4), (7, 1))fC((7, 1), (4, 7))
× fC((4, 7), (6, 9))fC((6, 9), (3, 6))
= exp(i(θ5,7 + θ6,4 + θ5,6 − θ5,4 − θ6,7 − θ5,9)).
We can write down seven linear equations that the phases
(1,4) (3,6)
(2,5)
(8,2)(5,8)
(4,7)
(7,1)
(9,3)
(6,9)
FIG. 5. One component of G∼ for the operators L5 and L6.
The solid edges pertain to L5 and the dashed to L6. Weights
not shown.
must satisfy (all equations mod 2π):
θ6,1 − θ6,4 = θ5,7 + θ6,4 + θ5,6 − θ5,4 − θ6,7 − θ5,9
θ6,3 − θ6,6 = θ5,3 + θ6,9 + θ5,5 − θ5,6 − θ6,3 − θ5,2
θ6,2 − θ6,5 = θ6,4 + θ6,6 − θ6,1 − θ6,3
θ6,6 − θ6,9 = θ5,6 + θ6,3 + θ5,8 − θ5,9 − θ6,6 − θ5,5
θ6,5 − θ6,8 = θ5,5 + θ6,2 + θ5,7 − θ5,8 − θ6,5 − θ5,4
θ6,8 − θ6,2 = θ5,8 + θ6,5 + θ5,1 − θ5,2 − θ6,8 − θ5,7
θ6,7 − θ6,1 = θ5,7 + θ6,4 + θ5,3 − θ5,1 − θ6,7 − θ5,9.
There are seven equations, but only six degrees of free-
dom, since we can add a constant to the phases θ6,j and
get another solution. There is a further redundancy due
to the fact these are linear equations mod 2π. If we have
a solution for θ5,j and θ6,j , we can find another solution
by adding 2πk3 to θ6,4, θ6,5, and θ6,6, and subtracting
2πk
3
from θ6,7, θ6,8, and θ6,9, for k = 1 or 2.
Define the following function g : N ′C → U(1), where
N ′C := NC ∪ {(j, j) : j ∈ Z9}:
g(j, j) := 1
g(j, σ5(j)) := exp
(
i
(
−θ5,j + 1
3
2∑
k=0
θ5,σk5 (j)
))
g(σ5(j), j) := g(j, σ5(j))
∗
j := 1, . . . , 9
Note that this function is transitive in the same sense as
fC : for any j ∼ k ∼ l, g(j, k)g(k, l) = g(j, l).
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Now define a basis of nine vectors, for j = 1, 2, 3, k =
0, 1, 2:
|j, k〉 := 1√
3
2∑
l=0
g(j + 3l, j)e2πikl/3|j + 3l〉.
This is an orthonormal basis:
〈j, k|j′, k′〉 = 1
3
2∑
l,l′=0
g(j + 3l, j)∗g(j′ + 3l′, j′)×
e2πi(−kl+k
′l′)/3〈j + 3l|j′ + 3l′〉
=
1
3
δjj′
2∑
l=0
g(j + 3l, j)∗g(j + 3l, j)×
e2πi(−k+k
′)l/3
=
1
3
δjj′
2∑
l=0
e2πi(−k+k
′)l/3
= δjj′δkk′ .
Furthermore in this basis, we have the following:
H =
2∑
k=0
(|1, k〉〈1, k| − |3, k〉〈3, k|)
L5 =
2∑
k=0
e2πik/3
(
4ei(θ5,1+θ5,4+θ5,7)|1, k〉〈1, k|
+ 5ei(θ5,2+θ5,5+θ5,8)|2, k〉〈2, k|
+ 6ei(θ5,3+θ5,6+θ5,9)|3, k〉〈3, k|
)
L6 = 2e
iθ6,2 (|1, 0〉〈2, 1|+ |1, 1〉〈2, 2|+ |1, 2〉〈2, 0|)
+ 3eiθ6,3 (|2, 0〉〈3, 1|+ |2, 1〉〈3, 2|+ |2, 2〉〈3, 0|)
+ eiθ6,1 (|3, 0〉〈1, 1|+ |3, 1〉〈1, 2|+ |3, 2〉〈1, 0|) .
In this basis, we have a GPM-system: the Hamiltonian is
diagonal, and the Lindblad operators are GPM’s. How-
ever, now there are three basins instead of one (see Fig.
6).
In the transformed system, one cannot find hidden en-
closures. There is no symmetry inside the basins, since
the edge weights are all different. There is a symmetry
between the basins, but the existence of L5 ruins the res-
onance of the new G∼. Fig. 7 shows one component of
the new G∼. There are now three nodes; moreover, each
node has a self-edge with a weight that is not one. It
follows that this component cannot be resonant, since a
transitive function must be one when the two input nodes
are identical. The other five components of G∼ also have
self-edges where the weight are e±2πi/3.
So we can conclude that each basin in the new GΩ is a
minimal enclosure, and that any asymptotic state must
be a linear superposition of the unique dissipative states
for each basin. The dissipative states for each basin will
have the same co-efficients. There are only three trees
1,0 2,1
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2,0 3,1
1,2
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FIG. 6. GΩ for L5 and L6 after transforming to the |j, k〉
basis.
(1,0),(2,1)
(3,2),(1,0)(2,1),(3,2)
e−2pii/3
e−2pii/3e−2pii/3
FIG. 7. One component of G∼ for the operators L5 and L6,
after transforming to the |j, k〉 basis. The solid edges pertain
to L5 and the dashed to L6. Weights not shown.
for each basin, one rooted at each node. These trees will
have weights 4, 9, and 36.
So, the system must approach one of the following
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states:
ρ =
c1
49
(36|1, 0〉〈1, 0|+ 9|2, 1〉〈2, 1|+ 4|3, 2〉〈3, 2|)
+
c2
49
(36|1, 1〉〈1, 1|+ 9|2, 2〉〈2, 2|+ 4|3, 0〉〈3, 0|)
+
c3
49
(36|1, 2〉〈1, 2|+ 9|2, 0〉〈2, 0|+ 4|3, 1〉〈3, 1|)
3∑
j=1
cj = 1.
VII. CONCLUSIONS
We have derived combinatoric formulas for stationary
orbits of the quantum density operator under the influ-
ence of the Lindblad super-operator. These formulas
relate Lindblad operators to trees and forests on a di-
rected graph GΩ. Each node on the graph represents
a (one-dimensional) eigenspace of the density operator,
and the edge weights represent (modulus-squared) off-
diagonal matrix elements of the Lindblad operators. The
stationary orbits have non-zero eigenvalues on the basins
of the graph (the strongly-connected components that
have no outgoing edges). Each basin has a unique sta-
tionary orbit whose coefficients are derived from the trees
in the basin rooted at the relevant node.
The piece of the density operator outside of the basins
will vanish if the relevant eigenprojectors are held sta-
tionary. In this case, one can write down linear con-
straints which can be used to calculate the asymptotic
end-state given an initial state. These constraints have
coefficients that depend on the forests on graph GΩ,
where the trees in the forests have root nodes in the
basins.
The interplay between projectors and orbits is thorny
for the general case: finding stationary eigenprojectors
can be difficult. However, we have examined a class of
Lindblad operators that take the form of generalized per-
mutation matrices. The diagonal projectors in these sys-
tems are stationary, and therefore our tree and forest
formulas can be used to describe the asymptotic end-
states of the system. The diagonal projectors are typ-
ically the only stationary projectors, but if there is a
particular symmetry on the Lindblad and Hamiltonian
operators, there may be other end-states: either hidden
enclosures, or oscillations between enclosures. This sym-
metry is described by an equivalence relation on a subset
of the nodes of GΩ, where the Hamiltonian amplitudes
are symmetric, the Lindblad amplitudes are symmetric,
and there is a resonance between the phases of the Lind-
blad operators.
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