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For the past decades, wave models and ocean circulation models have been developed 
separately. Wave models don’t recognize the vertical structure of ocean currents and 
ocean models neglect the effect of waves. However, the waves and ocean currents can 
interact in many ways, one of which is through radiation stresses. The conventional 
radiation stresses (2D) are defined in the vertically integrated form. The coupling of wave 
model and ocean circulation model is usually accomplished by including the depth-
averaged radiation stresses as the forcing term in the momentum equation. Unfortunately, 
2D radiation stresses can not properly represent the effect of waves on currents. 
In this thesis, expressions for depth-dependent radiation stresses (3D) are derived in the 
Cartesian coordinates on the basis of linear wave theory. After vertical integration, these 
expressions revert to the conventional 2D radiation stresses. In viewpoint of physics, the 
effect of waves varies along the water depth, especially in deep water. However, the 
conventional radiation stresses fail to reflect this phenomenon. In contrast, 3D radiation 
stresses are able to explain the wave-current interaction.   
The newly derived 3D radiation stresses are suitable for simulating the effect of waves on 
currents, such as wind-induced circulation in a water basin, wave induced cross-shore 
currents and long-shore currents. The performance of the numerical model is 
demonstrated by comparison with theoretical results, experimental data and conceptual 
analysis. They display a favorable match. It is shown that the turbulence needs to be 
considered when we study wave-induced currents in the nearshore zone. Compared with 
 iii 
2D radiation stresses, 3D radiation stresses have larger effect on ocean currents. More 
work should be carried out about the wave-current interaction through depth-dependent 
radiation stresses.  
Keyword: Wind waves, Ocean current, 3D radiation stresses, Wave-current  
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Singapore Straits lies in the meeting point of Pacific Ocean and Indian Ocean. Because 
of its strategic position, Singapore harbor has grown into one of the busiest in the 
world. Singapore islands are protected by Malay Peninsula in the north, Sumatra in the 
west and Rhio Archipelago in the south. The maximum wave height recorded in this 
region is about 1m with a period of 2.5-3s during the monsoon season. In contrast, the 
tidal fluctuation in Singapore Straits is significant with 2.5-3.0m during the spring and 
0.7-1.2m during the neap. The current speed varies from 1.5-2.0m/s in the narrow 
channels to less than 0.5m/s in the eastern part of the straits (Chan, 1991). Generally, 
Singapore is situated in an environment with less natural disasters. However, part of its 
littoral zones is still flooded during the monsoon season. From meteorological and 
maritime point of view, four main factors may contribute to this natural disaster, such 
as storm surge, high tide, strong waves and heavy rain. A storm surge is the abrupt 
bulge of water driven ashore by a tropical hurricane or frontal storm. This advancing 
surge combines with the tide to create the hurricane storm tide, which sometimes can 
increase the surface elevation 2.5m or more. In addition, wind driven waves are 
superimposed on the storm tide. The rise in water level can cause severe flooding in 
coastal areas, particularly when the storm surge coincides with the high tide. Since the 
coastal areas of Singapore are low lands, the danger from storm tide can not be ignored. 
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Based on these conditions, the purpose of this dissertation is to present a wave model 
and improve an ocean circulation model to simulate wind-induced waves and the storm 
surge, which could be valuable in forecasting the occurrence of flooding.  
1.1 HISTORICAL REVIEW OF WAVE MODEL 
The principles of wave prediction were already well known at the beginning of the 
1960s. Since then, wave prediction models have been formulated in terms of the basic 
transport equation for the two-dimensional wave spectrum. The general structure of 
this energy balance equation is: 
dsnlin SSSSFVt
F ++==∇⋅+∂
∂                                                                            (1.1)                        
Where F(ƒ, θ; x, t) is the two-dimensional wave spectrum, dependent on frequency  ƒ 
and wave propagation direction θ; V = V(ƒ, θ) is wave group velocity in deep water; S 
is the source function, consisting of a superposition of the energy input by wind, Sin, 
normally represented as the sum of a Phillips’ (1957) and Miles’ (1957) term, the 
nonlinear transfer Snl due to resonant wave-wave interactions, and the dissipation Sds 
by means of whitecapping, bottom friction, depth-induced wave breaking, and so on.  
The wind input term is commonly represented as the summation of a linear and 
exponential growth: Sin (ƒ, θ) = A+B·F(ƒ, θ), in which A and B rely on wave frequency 
and direction, and wind speed and direction. The dissipation term Sds is usually the sum 
of three contributions: whitecapping, bottom friction and depth-induced wave breaking. 
Whitecapping is the creation of white froth by wind on the top of a wave crest, which 
is mainly controlled by the wave steepness. For continental shelf, depth-induced 
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dissipation can be caused by bottom motion, bottom friction, seabed percolation and 
bottom irregularities. In deep water, quadruplet wave-wave interactions dominate the 
wave spectrum evolution, transferring wave energy from spectral peak to lower 
frequencies, whereas in shallow water, triad wave-wave interactions play a major role 
and transfer energy from lower frequencies to high frequencies (Wornom, 2001).  
In the first-generation wave models (MRI, VENICE) developed in the 1960s and 
1970s, it was assumed that each spectral component evolves essentially independent of 
all other components in accordance with the linear source function as soon as it reaches 
a universal saturation level, which is again defined independently of the energy in 
other spectral components (SWAMP Group, 1985). The whole wave field transmits 
like many frequency-direction packets, each of which advances along it own particular 
path. The saturation spectrum, represented by Phillips's one-dimensional ƒ-5 frequency 
spectrum and an empirical equilibrium directional distribution, was prescribed. In fact, 
a universal high-frequency spectrum doesn’t exist because the high-frequency region 
of wave spectrum depends on not only whitecapping but also wind input and the low-
frequency regions of spectrum via nonlinear transfer (The WAMDI Group, 1988). 
Since the nonlinear energy transfer between waves was unclear, it was either neglected 
entirely or simply parameterized, for example, according to Hasselmann’s (1963) 
computations of the nonlinear transfer for a fully developed spectrum. The first 
generation wave models overestimated the wind input and underestimated the 
nonlinear energy transfer.  
In the early 1970s, viewpoint of wind-wave spectral energy balance was completely 
changed by field measurements of wave growth in fetch limited conditions, theoretical 
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analysis and experiments. It led to the development of the second generation wave 
models. In the new generation of wave models, much attention is put to simulate 
properly the “overshoot” phenomenon and the dependence of the high frequency of the 
spectrum on the low frequency. The wind energy absorbed by the spectrum is less than 
that assumed in the first-generation models. It was recognized that the wave growth 
evolution depends on not only sufficient representation of wind input and dissipation 
mechanism but also a reliable representation of the nonlinear wave energy transfer. 
Since winds are usually strong and nonuniform in nature, the effect of advection can 
not be neglected. In the second-generation wave models, the paramerization of 
nonlinear energy transfer requires the spectral shape of the wind sea spectrum to be 
prescribed, which leads these models to be unfit for simulating wind waves generated 
by fast varying wind fields, such as hurricanes, tropical cyclones and small-scale fronts. 
None of the first and second-generation wave models developed before 1980s 
computed the wave spectrum from the full energy balance equation. Additional 
assumptions were always introduced to ensure energy input and dissipation in 
accordance with simple empirical expressions and preconceived spectral densities 
(Booij, 1999). These restrictions sometimes don’t comply with the physics of wave 
generation and propagation. Two reasons may account for these shortcomings. First, 
some physical processes were not recognized clearly at that time. Second, the 
computer was not powerful enough to simulate these complex physical processes, such 
as the nonlinear wave-wave energy transfer.  
Considering the flaws of wave models developed in the 1960s and 1970s, the third-
generation wave models are developed. These wave models compute the wave 
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spectrum by directly integrating the spectral energy balance equation, without any 
prior restriction on the spectral shape. In third-generation wave models, the spectrum 
considered is the action density spectrum rather than the energy density spectrum 
because in the presence of currents, action density is conserved whereas energy density 
is not (Tolman, 1991). The action density spectrum is equal to the energy density 
spectrum divided by the intrinsic frequency. To directly integrate the basic spectral 
transport equation, two necessary steps must be taken. First, a parameterization of the 
proper nonlinear energy transfer function has to include the same number of degrees of 
freedom as the spectrum itself. Wave model would be unstable if they are not matched. 
Second, the spectral transport equation has to be closed by specifying different 
unknown source functions. The popular wave models, like WAM (The WAMDI 
Group, 1988), SWAN (Booij et al, 1999; Ris et al, 1999) and WAVEWATCH III 
(Tolman, 1991), are all developed based on the above principles.   
1.2 REVIEW OF OCEAN CIRCULATION MODEL 
The ocean circulation is the persistent pattern of flow on the scale of basins. It is 
heated by the sun and driven by the wind and circulates endlessly on the earth. Over 
the past decades, the study of ocean circulation has attracted more attention from 
governments and industries because utilization of ocean resource is becoming 
increasingly important for human beings. A knowledge of ocean circulation is useful 
for preventing the environmental disaster like spills of oil. Fishermen may depend on 
this knowledge to harvest more in the fishing season. Sediment transport in coastal 
region is also influenced by the pattern of ocean circulation. Practical demands have 
led the study of ocean circulation to change drastically. On the one hand, the number 
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of available models has been increased greatly. On the other hand, enhanced interest in 
ocean dynamics and powerful computers has attracted the international community to 
put more emphasis on this field.  
In essence, the ocean circulation is the application of modified version of the Navier-
Stokes equations, which have been developed for the study of fluid dynamics over 
centuries. Because the ocean circulation is often assessed on the large scale, elements 
which are negligible in a small domain can not be excluded from the large-scale 
simulation, such as Coriolis force. The inclusion of the effects of rotating earth and 
some appropriate approximations are the essential differences between the ocean 
circulation and ordinary fluid dynamics. Since the chief objective of ocean circulation 
is to explain and predict the flow in light of fundamentals of fluid dynamics, associated 
elements like density, pressure, salinity and temperature are also necessary for the 
motion of oceans. The basic equations of ocean circulation are composed of mass 
conservation, momentum equations which have been modified for the earth’s rotation 
and those equations governing the evolution of thermodynamic elements (Haivogel 
and Beckmann, 1999).   
Since the pioneer paper published by Sverdrup in 1947, considerable progress has been 
made over the past decades in understanding the mechanism of ocean circulation. 
Different theories (Pedlosky, 1996) have been developed to describe the ocean 
circulation caused by various environmental conditions, for example, theory of the 
wind-driven circulation, quasi-geostrophic theory of the wind-driven circulation of a 
stratified ocean, adiabatic theory of the thermocline, and so on. Following the deep 
understanding of ocean physics, the modeling of ocean circulation is also developed 
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from the early two-dimensional patterns (DeVries et al., 1994; Hellmer et al., 1989) to 
the present three-dimensional patterns (SCRUM, Song et al., 1994; ROMS, Haidvogel 
et al., 2000), which represent the mainstream of the current circulation research. The 
2D models are also called depth-averaged models since they are based on hydrostatic 
pressure distribution and weak variation in vertical space. Wheless and Klinck (1995) 
used a two-dimensional numerical model to study the temporal evolution of buoyancy-
driven coastal flow over sloping bottom topography. ADCIRC is also a two-
dimensional hydrodynamic model, which can be used to simulate tide, storm surge and 
current velocities (Luettich et al., 2000). However, with the advancement of computer 
technology, 3D ocean circulation models are prevailing gradually over the 2D pattern 
since the former can provide us with the vertical structure of the circulation. The 3D 
models are also important in the understanding of nonlinear wave-current interactions 
in the ocean, especially the coastal areas. Consequently, how to describe the vertical 
mixing process becomes a critical element in the ocean models (Mooers, 1999). 
Parameterizations have been developed for this physical process, such as CVD 
(Constant Diffusivity/Viscosity) and TC (Turbulence Closure). A second order 
turbulence closure scheme (Mellor and Yamada, 1982) is used in POM to calculate the 
vertical mixing coefficients.  
 Although the basic principles of these theories may not be difficult, it is impossible to 
solve these governing equations by analytical methods. The reason is simple. These 
equations are nonlinear partial differential equations and many non-analytic functions 
are included to describe a given problem, such as topography, wind forcing, coastline 
figuration, etc. Therefore, numerical methods have to be used even though such an 
approximation can inevitably introduce significant errors. 
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The used numerical methods for ocean circulation include baroclinic, finite difference, 
Cartesian grids and finite element, etc. Here, an introduction is focusing on finite 
difference method (FDM) and finite element method (FEM). Bryan (1969) utilized a 
geopotential vertical coordinate and a simple straightforward discretisation with the 
lower-order finite differences to study the circulation. Blumberg and Mellor (1987) 
employed mode splitting technique based on spatial and temporal finite differencing to 
simulate coastal ocean circulation. In this model, two modes are utilized to solve fast 
moving external gravity waves and slow moving internal gravity waves respectively. 
By finite difference techniques, Huang (1995) used a semi-implicit algorithm for the 
exterior flow and an implicit procedure for the interior flow to predict estuary 
circulation and water quality induced by surface discharge. In 1970s, based on FDM, 
both layered and sigma coordinate theories are used to simulate ocean circulation. The 
former premises that the ocean is made up of a set of non-mixing layers whose 
interfaces oscillate with time; the latter assumes that coordinate surfaces are fixed in 
time, but follows the underlying topography. Models developed at the University of 
Miami (MICOM) and the Naval Research Lab (Haidvogel et al, 1999) are classified as 
the layered ones. However, POM and ROMS belong to the terrain-following category. 
Ezer et al. (2002) gave a detailed description of developments in terrain-following 
ocean models and suggested to use high order advection schemes to maintain 
numerical stability. 
Recently, finite element method, which is more advanced and less traditional, has been 
used to model ocean circulation. Compared with FDM, the FEM uses an unstructured 
grid. The advantage of this kind of grid is that it allows for relatively easy grid 
refinement to give high resolution in regions of interest without loss of accuracy. It 
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also permits to represent much more easily irregular coastlines. With equations 
governing stratified, wind-driven flow combined into a single "advection-diffusion" 
equation for the pressure, Salmon (1998) tried to use the finite element scheme to 
explain linear ocean circulation. When developing an ocean model for the large-scale 
ocean circulation, Danilov et al. (2004) utilized the finite element scheme to minimize 
effects of unresolved boundary layers and make the matrices to be inverted in time-
stepping better conditioned. The oceanic circulation model QUODDY (Haidvogel et 
al., 1999), which is developed in Dartmouth University, represents the most physically 
advanced finite element model to date. The Ocean Modeling Group at Rutgers 
University also uses a mixed spectral/finite element solution to build an ocean model 
(SEOM) with more capabilities.  
1.3 COUPLING OF WAVE MODEL AND OCEAN CIRCULATION MODEL 
The mutual influence of waves and currents has been recognized for a long time and 
research has been conducted on this subject (Longuet-Higgins et al., 1961; Kantardgi 
et al., 1993; Madden et al., 1998). Currents can deflect wave direction, stretch wave 
length or change wave celerity. Surface waves can influence the current by the gradient 
of radiation stresses, by changing the wind stress and by affecting the bottom friction 
(Ozer et al., 2000).   
In the past decades, although great progress has been made in the understanding and 
numerical modeling of ocean surface waves and ocean circulation, the two streams 
have never been syncretized. Usually, wave models can not directly calculate the ocean 
currents and ocean circulation models assume waves having no influence on the 
circulation (Mellor, 2003). Considering the shortcomings of wave model and ocean 
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circulation model, researchers have been trying to solve this problem. Zhang and Li 
(1996) combined a third-generation wave model with a two-dimensional storm surge 
model to simulate the interaction of wind waves and storm surge. In this coupling, the 
current speeds from storm surge model are put into the wave model, and then radiation 
stresses from wave model and modified wind stress are brought back to the storm 
surge model. Choi et al. (2002) employed a coupled wave-tide-surge model to 
investigate the tide, storm surge and wind wave interaction during a winter monsoon in 
the Yellow Sea and East China Sea. Before the coupling, the tide-surge model runs 
first to confirm that tide has propagated to the entire modeled region. During the 
simulation, surface elevation and currents from tide-surge model are used as the input 
data for the wave model; wave information (wave height, wave period and total surface 
stress) from the wave model is put back into the tide-surge model as initial or boundary 
conditions. Xie et al. (2001) incorporate WAM model with the Princeton Ocean Model 
to study the wave-current interaction through surface and bottom stresses. Wave-
induced wind stress increases currents both at the sea surface and near the seabed. But 
wave-induced bottom stress reversely weakens currents both at the sea surface and 
near the seabed. The net effect of wind waves depends on the relative importance of 
wave-induced wind stress and bottom stress. 
Since waves can directly influence the currents by radiation stresses, many attempts 
have been tried to develop depth-varying radiation stresses. The concept of radiation 
stress was introduced by Longuet-Higgins and Stewart (1960, 1961) when studying the 
wave-current interactions and mass transport in gravity waves. In contrast to the 
conventional two-dimensional radiation stresses, the depth-dependent radiation stresses 
are more suitable for explaining the effect of waves on the currents. Dolata and 
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Rosenthal (1984) attempted to derive the three-dimensional distribution of radiation 
stresses, but their results are different from the conventional radiation stresses given by 
Phillips (1977) after vertical integration. Nobuoka et al. (1998, 2002 & 2003) tried to 
use the depth-dependent radiation stresses developed by the authors to establish a wave 
induced nearshore current model. More recently, Mellor (2003) strived to obtain 
surface wave equations appropriate to three-dimensional ocean circulation models. In 
his paper, expressions for vertically dependent radiation stresses and vertically 
dependent surface pressure forcing are given in sigma coordinates based on the linear 
wave theory.   
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CHAPTER TWO  
WAVE MODEL DESCRIPTION AND VERIFICATION 
Since 1960s, numerical wave models have been developed to simulate wave generation, 
propagation and transformation in oceans or coastal areas from given wind-, bottom-, 
and current conditions. Appropriate to various environmental conditions, different 
versions of wavesmodel are available now, in which WAM (The WAMDI group, 1988) 
and SWAN may be the most famous. WAM was primarily developed for open-sea 
wave prediction whereas SWAN was developed specially for nearshore zones. Both 
codes can be used for shallow water and deepwater calculations. 
In this chapter, SWAN model is briefly introduced first and then its governing equation 
and numerical implementation are presented. The property of SWAN can be shown in 
several well-known cases. Finally, this wave model is applied to simulate wave 
generation and transmission in South China Sea and Singapore waters.  
2.1 SWAN WAVE MODEL        
2.1.1 MODEL DESCRIPTION  
SWAN (Booij et al., 1999 and Ris et al., 1999) is a third generation wave model that 
can be used to predict wave conditions varying slowly in spatial and temporal space 
near coastal regions for environmental impact studies of sediment transport, shoreline 
transformation and marine disaster prevention. Based on the spectral action balance 
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equation, this model was specially designed to compute spectra of random short-
crested wind generated waves on rectangular or curvilinear grids. SWAN substitutes 
the wave action density spectrum for the energy density spectrum. Since in the 
presence of currents, the action density spectrum is conserved whereas the energy 
density spectrum is not (SWAN User Manual, 2003). SWAN assembles in the right-
hand side of this action density equation nearly all of the physical processes that 
account for wind input, whitecapping, bottom friction, depth-induced wave breaking 
and nonlinear wave-wave interactions in coastal and inland waters. Since these 
physical processes appear to be modular in the programming code, further 
improvements are possible in a structural manner. In comparison with WAM, SWAN 
accounts for depth-induced wave breaking and triad wave-wave interactions that may 
be important for nearshore wave predictions. 
2.1.2 GOVERNING EQUATION 
SWAN was designed to simulate the evolution of waves over coastal regions with 
wind input, energy dissipation, wave-wave interactions and wave parameter changes 
due to variation of water depth and the effect of currents. Its two-dimensional wave 













∂ )()()()(                                                     (2.1) 
Where N is the action density spectrum, which is equal to energy density spectrum 
divided by the relative frequency. In this equation, σ and θ denote wave relative 
frequency and wave direction, respectively. The first term in the left-hand side of the 
above equation represents the local rate of change of wave action density spectrum in 
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time. The second and third terms represent propagation of wave action in geographical 
space with velocities Cx and Cy in x and y- directions, respectively. The fourth term 
represents shifting of the relative frequency due to variations in depths and currents 
with propagation velocity Cσ in σ- space. The fifth term represents depth-induced and 
current-induced refraction with propagation velocity Cθ in θ- space. The expressions 
for all of propagation velocities are taken from linear wave theory. The term at the 
right-hand side of the wave action balance equation is the source term of energy 
density signifying wave generation, energy dissipation and the non-linear wave-wave 
interaction.  
nldsin SSSS ++=                                                                                                       (2.2)  
Waves obtain energy input from wind (Sin). Three processes for energy dissipation Sds 
in SWAN are whitecapping, bottom friction and depth-induced wave breaking. Bottom 
friction dominates in shallow water whereas whitecapping is the main source of energy 
dissipation in deep water. Energy is transformed between waves by nonlinear 
interactions Snl. In shallow water, triad wave-wave interactions play a major role. 
However, quadruplet wave-wave interactions are important in deep water. 
2.1.3 SWAN NUMERICAL IMPLEMENTATION 
In SWAN, the action balance equation is implemented with finite difference schemes 
in all dimensions (time, geographic space and spectral space). The time step in SWAN 
is constant for the propagation and the source terms. The computational grid can be 
regular or curvilinear. For regular grid, spatial discretization takes constant resolutions 
∆x and ∆y in x and y- direction, respectively. A logarithmic frequency distribution 
(∆σ/σ =0.1) should be used in SWAN because the calculation of quadruplet wave-
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wave interactions is based on the Discrete Interaction Approximation (DIA). For triad 
wave-wave interactions in shallow water, the Lumped Triad Approximation (LTA) is 
used. No matter the spectral direction is the full circle or a premeditated sector, the 
directional resolution ∆θ is always constant. 
In SWAN, a semi-implicit, upwind scheme is used in both geographic and spectral 
space. Since a higher accuracy is needed in spectral space, a second-order central 
approximation is supplemented. An implicit scheme also means that the computation 
of SWAN is unconditionally stable, so that high geographic resolution does not 
indicate an excessively small (and therefore expensive) time step. The discretization of 
the wave action conservation equation is:  
[ ] [ ] [ ] [ ]
( )[ ] [ ] ( )[ ]

















































































          (2.3) 
Where it is the time step of propagation and the source term; ix, iy, iσ and iθ are grid 
counter；∆t, ∆x, ∆y, ∆σ and ∆θ are the increments in all five dimensions, respectively. 
n* is equal to n or n-1 for the explicit or implicit approximations, depending on the 
source term. n is the number of iteration. SWAN can be run in stationary or non-
stationary mode. For the stationary, time is removed. In this case, the default scheme is 
a second-order upwind scheme with second order diffusion (SORDUP) and two terms 
representing spatial derivatives are replaced by  
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                                                           (2.4) 
For the non-stationary, the default scheme is S&L-scheme (Stelling and Leedertse, 
1992): a second-order upwind scheme with third order diffusion. Similarly, spatial 
derivatives are replaced by   
[ ] [ ] [ ] [ ]
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2.2 TESTING OF SWAN WAVE MODEL 
SWAN is the numerical model for waves propagating over coastal and inland waters. 
Based on state-of-the-art formulations, SWAN is able to simulate various physical 
problems. SWAN includes the source terms adopted in WAM for deepwater. 
Moreover, SWAN model has also provided options for shallow water, which are not 
considered in WAM. Since it is available for both shallow and deep water, SWAN has 
been widely used for wave prediction. By adjusting model formulas and comparing the 
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results with field data, Palmsten (2001) has taken systematic testing of SWAN over the 
southwest Washington inner continental shelf where high wave energy environment 
exists. Lin et al. (2002) used SWAN to simulate waves in Chesapeake Bay, comparing 
the results with measurement and another wave model GLERL. Ou et al. (2002) also 
applied SWAN to model typhoon waves in coastal waters of Taiwan, finding wave 
height and period underestimated since longer swell components are not accounted for 
in this model. However, there are still some numerical properties of SWAN that have 
not been interpreted or tested thoroughly. One of purposes of this section is to further 
test how wave transmission depends on spatial resolutions, directional resolutions as 
well as the physical processes. The numerical results are also compared with field 
measurement, analytic solution and empirical equations.  
2.2.1 WAVE REFRACTION IN COASTAL AREA 
When waves approach the beach they slow down. Because waves move slower in 
shallow water than in deep water, that means the waves will be bent to parallel the 
shoreline. By the time the waves break the crests are almost parallel to the beach. Since 
it is important to understand the sensitivity of numerical results to the spatial and 
directional resolution in wave model, the following case is designed to simulate a 
single frequency wave propagating obliquely from deep to shallow water. Suppose a 
geographic space is discretized with rectangular grids ∆x ×∆y in Cartesian coordinate. 
A wave with Ts=10s is propagating with the incident angle 30o (to the normal direction 
of the shoreline) from deep water (50.1m) to shallow water (0.1m) in an area of 15km 
alongshore times 4km offshore. The beach slope is 1:80. The variation of horizontal 
resolution has almost no effect on the numerical results since waves are nearly 
homogenous in this direction. However, the effect of the spatial resolution in y-
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direction is obvious as shown in Figure 2.1. It is shown that the closer waves approach 
the shoreline, the more sensitive the numerical results are to the spatial resolutions 
because of the quicker change of wave direction. The approximate value is obtained in 
the following procedure. At any fixed water depth, wave dispersion equation is solved 
by iteration method until high accuracy is achieved (at the order of 10-6), so the wave 
number can be obtained. Then, wave ray theory is used to get the corresponding wave 
incident angle. From Figure 2.1, the numerical result approximates the iterative value 
when the spatial resolution is reduced to zero, but ∆y =100m can adequately resolve 
the wave refraction for this test. 
   


























Figure 2.1: The propagation of obliquely incident wave from deep to shallow water. The wave 
                   incident angel is 30o and ∆y represents spatial resolution in y-direction. ∆θ=1o is 




The directional resolution is another important parameter to consider. The same case as 
mentioned above is studied but the directional resolution varies from 1o to 8o. It is 
shown in Figure 2.2 that the numerical result approaches the approximate value as the 
magnitude of the directional resolution reduces. When the directional resolution 
reduces to 4o, further reduction of ∆θ will not change the results significantly.                     
   



























 Figure 2.2: The propagation of obliquely incident wave from deep to shallow water.  
                   The wave incident angel is 30o and ∆θ represents directional resolution. 
                   ∆y=125m is used for all the above cases 
2.2.2 WIND GENERATED WAVES 
Wind transfers energy to water by means of their interactions at the interface. The 
characteristics of the wind-induced wave will depend on the wind velocity, duration of 
the wind, the fetch length, water depth, variation of the wind field, etc. Since this 
process is very complex, many empirical equations have been developed to predict 
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wave parameters (Sorensen, 1997; Shore protection manual, 1984). If the wind 
duration (td) exceeds the time required for the waves to travel the entire fetch length 
(i.e., td >F/cg, F is the fetch length and cg represents wave group velocity), the 
characteristics of the waves at the end of the fetch will depend on the fetch length and 
the wind speed. For the fetch limited condition and sufficient wind duration, the 
significant wave height (Hs) and wave period (Ts) in deep water are given by the 























π                                                                                (2.7) 
U and g are wind speed and gravity, respectively. Suppose a wind with constant speed 
(25m/s) is blowing over a stretch of deep water (16× 16km2) with four open boundaries. 
The wind duration is sufficiently long and the fetch is limited. The wind direction is 
perpendicular to the south boundary. The numerical results of SWAN at different 
distance along the fetch length are compared with those from empirical equations in 
Figure 2.3 and Figure 2.4. Since SWAN can’t directly yield the significant wave period, 
the Ts value is obtained by the product of the numerical wave peak period Tp and 




         




















             Figure 2.3: The comparison of significant wave height by SWAN (solid line)  
                                with the empirical equation (dash-dotted line) 
           




















                 Figure 2.4: The comparison of significant wave period by SWAN (solid line)  
                                    with the empirical equation (dash-dotted line)        
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Based on Ippen (1966), the energy is transmitted by normal stress at the very early 
stages and the transmission by tangential stress is dominant when ratio of wave speed 
to wind speed is over 0.37. The energy added by wind goes into building the wave 
height and increasing the wave speed. Figures 2.3 and 2.4 show that the calculated 
results of both significant wave height and period increase along the fetch length, 
which is consistent with the theory. However, the numerical value of significant wave 
height is larger than the empirical value. It might be caused by the underestimation of 
wave period.  
2.2.3 EFFECT OF CURRENTS AND MEAN WATER LEVEL FLUCTUATION ON     
WAVE PROPAGATION 
SWAN is specially designed for simulating wave propagation in coastal areas. It 
assembles nearly all of relevant physical processes of wave generation, dissipation and 
wave-wave interactions. However, there are still some physical processes SWAN does 
not take into consideration, such as wave-induced current that is quite important in 
coastal areas where currents are usually strong. Also, the temporal variation of tides is 
needed to be considered because the mean water level changes greatly between low 
tide and high tide. To demonstrate the effect of the currents and the mean water level 
fluctuation on the wave transformation, the following numerical experiments are 
conducted. Consider an estuary where, in flooding season, the river current flows to the 
sea almost in the shore-normal direction. A constant slope extends from the river 
mouth to the deep sea. We assume the mean current at the shallow water boundary 
(water depth = 10m) is 3m/s and the mean current at the deepwater boundary (water 
depth = 30m) is 1m/s. The distance between the shallow and deepwater boundary is 
8km. A wave is propagating towards the river mouth with the opposite direction of the 
  
 23 
mean current. Figure 2.5 shows the numerical result when the current effect is 
considered or not. It is well known that the wave will become higher when the water 
depth is getting smaller (the solid line) even if the current effect is ignored. However, 
if the river current is taken into consideration, the wave will become even higher (the 
dotted line).   
What is the effect of mean water fluctuation on wave propagation? Let us assume a 
coastal area of 15km alongshore and 6km offshore with a constant slope. Water level 
in this area changes significantly because of the astronomical tide.  In lowest 
astronomical tide (LAT), the water depth is 0.2m at the shallow water boundary and is 
50m in the deepwater boundary. However in the highest astronomical tide (HAT), the 
mean water level will rise 1.5m. The current in this area is assumed too weak to be 
considered. A same wave is propagating normally onshore on both conditions. Figure 
2.6 shows the difference of significant wave height between LAT and HAT. Because 
mean water level is larger in HAT, waves transmit further onshore and the breaking 
point is postponed until the water depth becomes much smaller. The above two cases 
make it clear that, for the sake of accurate estimation of wave parameters, both ocean 
current and mean water level fluctuation need to be taken into account.  
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Figure 2.5: The comparison of significant wave height as the current is considered (dotted line) 
or ignored (solid line). Wave propagates in the opposite direction of the river currents. 
          




















     
Figure 2.6: The comparison of significant wave height between LAT (dotted line) and HAT 
(solid line). The current effect is assumed too weak to be involved.   
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2.2.4 SELECTION OF THE WAVE BREAKING COEFFICIENT 
Marine structures are often situated where the water depth is limited. So they must be 
designed to withstand the force from breaking waves. The commonly adopted breaking 
coefficient is 0.78, which is based on the theoretical consideration for solitary waves in 
shallow water. By experimental study, Nelson (1987) got the following equation for 
the maximum breaking wave height on different slopes (θ represents the slope angle) 
))cot(012.0exp(88.055.0)/( maxmax θγ −+== dH                                                    (2.8) 
In natural environment, wave heights are irregular and are often assumed to be 
consistent with the Rayleigh type distribution. Battjes et al. (1985) found in random 
waves, the wave breaking coefficient γ depends on the wave steepness in deep water, 
S0=Hrms0/L0p. If hr, Hrmsr and fpr denote water depth, root mean square of wave height 
and the peak frequency of the incident wave at an offshore reference point (denoted by 
subscript r), the deep-water wave height can be calculated by the measured wave 
height at the reference point using the linear shoaling theory for periodic waves with 
frequency fpr, i.e., Hrms0= Hrmsr(Cgr/Cg0)1/2 and L0p=g/(2π f2pr). The breaking height 
coefficient γ can be expressed 
)33tanh(4.05.0 0S+=γ                                                                                             (2.9) 
A field experiment was conducted at Leadbetter Beach (at Santa Barbara, California) 
from 30 January to 23 February in 1980 as part of the Nearshore Sediment Transport 
Study (Thornton and Guza, 1986). During the first week the winds are not strong; 
consequently, the incident waves almost came from the deep ocean resulting in a 
narrow-band swell. So we can assume the incident waves are narrow banded in 
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frequency and direction. At the February 4, wave and beach conditions are measured at 
one site as follows 
Water depth  Hrms Incident angle       fp Beach slope 
Feb 4, 1980 
3.8m 0.56m 9.0o 0.07(Hz) ≈ 0.038 
 
Figure 2.7 is the comparison of wave heights Hrms when three different breaking 
standards are taken. Since Nelson’ method is a for the maximum wave breaking, the 
numerical value should be much larger than observation. It has been pointed out that 
when bottom bathymetry and the incident wave conditions vary, the wave will break in 
different types, such as spilling, plunging, etc. Therefore, the breaking standard may 
also be different. It is a misconception to consider the breaking coefficient constant in 
this sense. By comparison, Battjes’s method seems to be more suitable for the 
prediction of the breaking wave height although the bottom slope is not reflected in 
this formula.  
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Figure 2.7: Comparison of SWAN simulation with observations (cross) at Santa Barbara. r=0.52 
represents Battjes method; r=0.78 represents the commonly adopted value; r=1.19 represents 
Nelson’ maximum breaking coefficient method. r is defined as the ratio of the breaking wave 
height to the corresponding water depth. 
2.3 SIMULATION OF WIND WAVES IN SOUTH CHINA SEA  
2.3.1 THE SOUTH CHINA SEA 
South China Sea (SCS) is a regional sea in the western Pacific Ocean centered at about 
115oE and 12oN. It is bordered to the west by Vietnam, Thailand and the Malay 
Peninsula, to the south by a line joining the southern tip of the Malay Peninsula to 
Borneo, to the east by Borneo, the Philippines and Taiwan, and to the north by the 
Taiwan Strait and China. From Figure 2.8, extended continental shelves exist in the 
west and south boundaries of SCS, while deep water is found in the central and east. 
SCS covers an area of 3,685,000km2, has a volume of 3,907,000km3, a mean depth of 
1060m, and a maximum depth of 5016m. 
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There are two kinds of monsoons in SCS: the summer monsoon and the winter 
monsoon. Since our purpose is to predict the wave conditions in Singapore Straits, the 
consequent wind information will concentrate on the winter monsoon, which directly 
affects the Singapore waters during the period form November to March.  
The computational domain (Figure 2.9) is defined by a spherical area with the latitudes 
from 5oS to 25oN and with longitudes from 100°E to 125°E. The area is equally 
discretized by 151 points in the longitudinal direction and 181 points in the latitudinal 
direction. The bathymetry of SCS is obtained from NASA website. The driving forcing 
is the winter monsoon form March 14 to March 19, 2003 provided by Meteorological 
Service of Singapore. The wind data are collected on the spatial grid (0.5o x 0.5o) with 
the latitudes from 5oS to 22.5oN and with the longitudes from 100° E to 125°E.   



































                                             Figure 2.8: Topography of South China Sea 
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                                        Figure 2.9: Map of South China Sea 
2.3.2 WIND FIELD 
In this study, the wind duration is from 00 hour, 14/03/2003 to 18 hour, 19/03/2003. 
The temporal resolution is 6 hourly. Generally, the direction of winter monsoon is 
southwestward, although the deflexion of wind direction is found in SCS. In contrast to 
the mild wind around Singapore areas, wind speed is usually much bigger in the 
central and northeast of SCS. Consequently, waves induced by strong winds in the 
SCS can travel to the southernmost part of this area and influence wave conditions in 
Singapore Straits.  
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                              Figure 2.10.: Wind field in the SCS at 00 hrs, March 14, 2003 
           




























                              Figure 2.11: Wind field in the SCS at 00 hrs, March 15, 2003 
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                     Figure 2.12:  Wind field in the SCS at 00 hrs, March 16, 2003 






























                      Figure 2.13: Wind field in the SCS at 00 hrs, March 17, 2003 
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                         Figure 2.14: Wind field in the SCS at 00 hrs, March 18, 2003 





























           
                         Figure 2.15: Wind field in the SCS at 00 hrs, March 19, 2003 
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                  Figure 2.16: Wind field in the SCS at 18 hrs, March 19, 2003 
2.3.3 NUMERICAL SIMULATION OF WIND INDUCED WAVES  
During the simulation, the wind speed increases gradually from the beginning. It 
reaches the maximum around 16 March. After that, the wind intensity subsides slowly. 
Correspondingly, the wave height increases in the early days and then decreases 
gradually. Moreover, the mean wave direction is always in accordance with wind 
direction. It is consistent with the theory of wind-induced waves. In the early days, the 
wave height in the northern part of SCS is larger because stronger winds exist in this 
area. However, it is shown on Figures 2.21 and 2.22 that, in the terminal days, the 
wave height in the south is a little bigger than that in the early days. Since wind is the 
only driving force in this numerical simulation, it can be caused by wave transmission 
from the north to the south during the period of simulation.  
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                 Figure 2.17: Wave field in the SCS at 12th hrs, March 14, 2003 































                Figure 2.18: Wave field in the SCS at 12th hrs, March 15, 2003 
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                   Figure 2.19: Wave field in the SCS at 12th hrs, March 16, 2003 































                   Figure 2.20: Wave field in the SCS at 12th hrs, March 17, 2003 
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                   Figure 2.21:  Wave field in the SCS at 12th hrs, March 18, 2003 































                   Figure 2.22: Wave field in the SCS at 18th hrs, March 19, 2003 
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2.4 SIMULATION OF WIND WAVES IN SINGAPORE WATERS 
Singapore is protected by the Malay Peninsula in the north, Sumatra in the west and 
Rhio Archipelago in the south (Figure 2.23). Because of its special geography, 
Singapore lies in an environment with less natural disasters. The wind intensity is 
always mild in this area. The maximum wave height recorded is about 1m and the 
wave period is about 2.5-3.0s in Singapore waters during the monsoon season. But 
tidal fluctuation in Singapore Straits is found to be obvious. The measured tidal range 
is about 2.5-3.0m during springs and 0.7-1.2m during neaps (Chan, 1991). Tidal 
currents also vary significantly. Tide pattern alternates in the straits with strong 
easterly currents in the flood tide and strong westerly currents in the ebb tide. 
Under the protection of the Malacca Straits and Rhio Archipelago, little wave energy 
enters Singapore waters from the south and west lateral boundaries. However, during 
the winter monsoon season, strong waves induced by storms in the SCS can arrive here. 
Together with the high tide and heavy rain, they may flood part of Singapore coastal 
areas. The geography of Singapore Straits is very complex (Figure 2.24), especially in 
the constricted channels between islands. The geographical formation shows that the 
bathymetry of the straits changes from place to place. Water depth is quite large in the 
east part and at the west entrance. In the middle of Singapore Straits, many islets and 
reefs are distributed. Adjacent to the main island of Singapore, the bottom slope of 





























                       
                              Figure 2.23: Map of Singapore surroundings 





























    
                        Figure 2.24: 3D geographical formations of Singapore Straits  
  
 39 
In this study, the computational domain covers a rectangular area defined by the 
latitude from 0°59’N to 1°44’N and the longitude from 103°18’E to 104°20’E. It 
includes a small part of Malaysia, Singapore and parts of Rhio Archipelago, Indonesia. 
The area is equally discretized by 110 points in the x-direction and 72 points in the y-
direction (∆x=∆y=1km). In this simulation, the average wind in the first day is used to 
achieve the initial wave conditions. Then the wave growth is modeled by the average 
wind in the succeeding five days. The boundary conditions are obtained from the 
simulation for wind-induced waves in SCS. Since boundary conditions don’t change 
significantly throughout the wind duration, the input wave parameters (significant 
wave height, mean wave period and peak wave direction) are taken as constant during 
the simulation.  
Figure 2.25 is the stationary wind conditions in Singapore Straits. The magnitude and 
direction of arrows represent wind speed and direction, respectively. Figure 2.26 is the 
corresponding wave conditions in this area. In the west part of Singapore Straits, the 
weak wind and small domain can’t result in strong waves in this area. However, in the 
east part, there are waves coming from South China Sea. Together with the strong local 
wind, large waves will be caused. But they run out rapidly from the southeast boundary. 
For the summer monsoon, the wind from the equator is not strong as well. It may 
explain why the wave condition is always weak in Singapore Straits.  
It should be pointed out that the above results are obtained on condition that there are 
no current and tidal undulations in Singapore Straits. As mentioned above, when high 
tide or low tide happens, the water level fluctuates greatly and the tidal currents are 
also significant. Their effect on wave propagation could not be ignored. Since 
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Princeton Ocean Model (POM, Mellor, 2003) was developed to simulate large-scale 
ocean circulation, it would be coupled with SWAN in chapter 4 to model the wind- 
induced ocean circulation and the wave-current interactions.            




















                          Figure 2.25: Wind conditions at the Singapore Straits 
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DEPTH-DEPENDENT RADIATION STRESSES 
Waves and ocean currents interact in the open sea. Ocean currents can change the 
kinematical properties of water waves. Surface waves can influence the ocean currents 
in many ways, one of which is through the spatial gradient of radiation stresses (Ozer 
et al., 2000). However, for decades, wave models ignore the vertical structure of ocean 
currents and ocean circulation models don’t take into account the effect of waves. 
In this chapter, based on the linear wave theory and ideal fluid assumption, the depth-
dependent radiation stresses (3D) are derived first. After the vertical integration, the 
3D radiation stresses revert to the traditional 2D radiation stresses. Based on the 
theoretical analysis and the profile of 3D radiation stress with water depth, it is inferred 
that the depth-dependent radiation stresses might be more suitable for representing the 
physical properties of surface waves than the conventional 2D radiation stresses.  
3.1 DERIVATION OF DEPTH-DEPENDENT RADIATION STRESSES 
3.1.1 EVOLUTION OF RADIATION STRESSES 
Surface waves can influence ocean currents in many ways, one of which is through the 
radiation stresses. The concept of radiation stress was introduced by Longuet-Higgins 
and Stewart (1960, 1961, 1962) when they studied the wave-current interactions and 
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mass transport in gravity waves. Whitham (1962) provided a direct derivation of these 
results obtained by Longuet-Higgins and Stewart from the viewpoint of physics. It 
should be pointed out that the conventional radiation stresses are defined in the 
vertically integrated form. The coupling of waves and currents is thus accomplished by 
including the wave-induced depth-averaged radiation stresses as the forcing term in the 
momentum equations, which therefore can not properly represent the function of 
waves in the three dimensional space. In reality, since surface waves have less effect 
on currents as water goes deeper, the depth-dependent radiation stresses need to be 
derived to reflect this process. Dolata and Rosenthal (1984) attempted to derive 3D 
radiation stresses, but their results are different from two-dimensional radiation 
stresses given by Phillips (1977) after vertical integration. Nobuoka et al. (1998, 2002 
& 2003) tried to establish a nearshore current model based on the vertical distribution 
of radiation stresses developed by the authors. However, their results are somewhat too 
complex to be applied easily. Mellor (2003) introduced the depth-dependent radiation 
stresses in sigma system when studying the wave-current interactions. In the following 
section, expressions for depth-dependent radiation stresses are newly derived in 
Cartesian coordinates, which is proved true after vertical integration. They can be used 
easily as the driving force for wave induced nearshore currents. 
3.1.2 GOVERNING EQUATIONS FOR FLUID INFLUENCED BY WAVES 
It is well known the instantaneous velocity and pressure fields satisfy the Navier-
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                                                                                                                    (3.2) 
where Ũi is the instantaneous velocity. p is the pressure. µ is the dynamic viscosity. As 
it is proposed by Svendsen and Lorentz (1989), the instantaneous velocity Ũi can be 
separated into three parts: a mean current Ui, a purely periodic current ui corresponding 
to the wave motion, and a turbulence fluctuation ui'. The time-averaged quantities are  
PPpuuUU iiii
~,0,0,~ ' +====                                                                               (3.3) 
The pressure is assumed to be composed of two parts: one is the time-averaged 
quantity P without the effect of waves and the other is induced by waves. Noting that  














                                                                                                        (3.5)    
if the wave-turbulence interaction is not taken into account, the equations (3.1) and 













































                                                                                                                                            (3.7)                        
   
Equation (3.6) can be referred to as the Reynolds equation with the wave fluctuation 
considered. The term in the bracket on the right hand side is created by waves. It is the 
wave radiation stress. Like Reynolds stress, the wave radiation stress is a symmetric 




3.1.3 DERIVATION OF DEPTH-DEPENDENT RADIATION STRESSES 
Let us begin with the Navier-Stokes equations of motion. ui (i=1,2) denotes horizontal 
velocities and w means the vertical velocity in Cartesian coordinates. In this study, we 
assume water density ρ is constant and the fluid viscosity is neglected. The vertical 
















∂                                                                    (3.8) 
The origin of the coordinate lies in the still water level with positive upward. x1 and x2 
represent the horizontal plane. z is any vertical depth in still water and x3 is the 
corresponding time-dependent position of z when wave is in action. P and g represent 
pressure and gravity, respectively. ζ(x1, x2, t) represents any curved plane with water 
consisting of the same water particles and can be defined as ζ(x1, x2, t)-x3=0, which 
leads to  
0),,(),,( 2121 =− txxwtxxdt
d ζ                                                                                   (3.9) 
The free surface is expressed as ζ0(x1, x2, t) and the bottom is ζ–h= -h(x1, x2). The 
atmospheric pressure at the surface is taken as 0 for convenience.  
For a horizontal bottom of depth h, we can obtain the following surface wave solutions 
when neglecting all nonlinearities and friction 


















+−+= σσ                                                              (3.12) 
hkkg tanh2 =σ                                                                                                      (3.13) 
Where k = (k1, k2) is a wave number vector and σ is frequency. Now, we consider a 
curved plane ζz(x1, x2, t)-x3 = 0 which consist of the same water particles throughout 
the motion and being an equipotential level x3  = z at the beginning of the motion t = t0.  
gztxxg z =),,( 021ζ                                                                                                   (3.14) 
Together with equations (3.9) and (3.12), we can get equation (3.15) if nonlinear terms 
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To estimate the mean pressure at water depth z, correct to the second order in (a|k|), we 
need to integrate the vertical momentum equation (3.8) from z to the free surface ζ0. 
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Based on Airy wave theory, the time average of the second term on the right of (3.19) 
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Traditionally, the two dimensional radiation stresses are defined to be integrated from 
the bottom to the free surface. Similarly, we can get the excess horizontal momentum 
flux from the unsteady motion in a water column beneath a plane ζz within one wave 
period.  
[ ] ijh jiijij zhgdzuuPT z δρρδζ )(2 22' −−+= ∫−           (i, j =1, 2)                                   (3.21) 
We now calculate the first part of equation (3.21). 
∫−= zh jiij dzuuT ζ ρ '1 = ∫∫ − zh jiT dzuudtT
ζ ρ '
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z ζζ    (3.22)                       
T is the wave period and ζz can be expressed as equation (3.15). After the 
approximation 
)(cosh)()(sinh)(sinh hzkzkhzkhk zz +−++≈+ ζζ                                        (3.23) 
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E is the wave energy density. Now let us calculate the second part of equation (3.21). 
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E               (3.26) 
To obtain the value of the equation (3.25), we have only to add to T2ij the quantity    
∫= zzx PdzZ ζ '                                                                                                             (3.27) 
This term P gives a positive contribution to Zx since when ζz is positive (the surface is 
above the mean level z) so also is the pressure, and when ζz is negative so also is P. 
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Actually near the mean level P is almost given by the hydrostatic pressure expression 
ρg(ζz –z' ); therefore       
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When water depth is large (|k|h>π), we have the following expressions.  
2/cosh hkehk ≈    2/sinh hkehk ≈   1tanh ≈hk  
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It proves true when the velocity potential for deep water is used at the beginning. 
When equation (3.30) is integrated from the bottom –h to the mean water level (it is 0 














0 −+=∫−                                                                      (3.32) 
which is in accordance with the result obtained by Phillips (1977).  
3.2 PROFILE OF 3D RADIATION STRESSES WITH WATER DEPTH 
Radiation stresses represent the excess momentum flux by wave motion and the 
dynamic pressure. In deep water, both water particle velocity and the pressure 
attenuate rapidly along water depth. For water depth of the half wavelength, the 
particle velocity is only 4% of the surface value and the pressure only 0.2% of the 
surface wave pressure. Therefore, radiation stresses diminish swiftly downward when 
water depth is large. However, neither the particle velocity nor dynamic pressure varies 
promptly in shallow water. It means the radiation stresses decrease slowly along water 
depth. Assume a regular wave is propagating along x-direction (wave height=1.2m and 
wave period=10s). The wave is going at different water depth (d1=2m, d2=40m, and 
d3=80m). The corresponding wavelength is L1=43.70m, L2=146.37m and L3 =155.64m. 
Since d1/L1=0.046, d2/L2 =0.273 and d3/L3=0.514, it is reasonable to think the wave is 
propagating in shallow water, intermediate depth water, and deep water, respectively. 
The radiation stresses are nondimensionalized (τ'ij = τij/Sij). For each condition in the 
above, τij is the cumulative 3D radiation stresses below any water depth and Sij is the 
corresponding 2D radiation stresses. Figure 3.1 visualizes the variation of τ'xx with 
  
 51 
water depth. As d1=2m, it is equivalent to a long wave. Although the water particle 
velocity is almost uniform across the water depth, the dynamic pressure is still much 
bigger on the surface than on the bottom, which causes the variance of radiation stress 
across water depth. τ'xx varies almost linearly from water surface to the bottom. As 
water goes deep, the radiation stress attenuates rapidly since the wave is becoming 
"short". In comparison with the shallow water, more wave energy is concentrated on 
the upper part of the water body when water depth becomes larger. This is consistent 
with the theoretical analysis. 
  
































Figure 3.1: Profile of the cumulative 3D radiation stress with water depth. Nondimensionalized 
                  radiation stress represents τ'xx= τxx/Sxx. Sxx  is the 2D radiation stresses.  
Over the past decades, great progress has been made in the understanding and 
numerical simulation of ocean circulation. However, most ocean models don’t 
recognize surface waves as having any influence on the ocean currents. Apparently, 
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this is inconsistent with the realistic conditions. Based on the development of 3D 
radiation stresses, Princeton Ocean Model (POM) is employed and improved in 
chapter 4. The Improved Princeton Ocean Model (IPOM) can be used to show the 
effect of waves on ocean currents through the newly developed depth-dependent 




3D OCEAN CIRCULATION MODELLING 
Ocean circulation models are established to explain and predict the flow of ocean in 
terms of the principle of fluid mechanics. Various numerical ocean models have been 
developed over the past decades because of the increasing demand from governments 
and individuals to understand coastal marine systems. They can be used to predict 
sediment transport and the variation of the coastline. Knowledge of the circulation is 
useful to the management of fishery and the protection of marine environment. Ocean 
models can also help us better understand the change of weather.      
In this chapter, Princeton Ocean Model (POM) is briefly introduced first, which is 
based on the conventional governing equations for dynamic and thermodynamic 
properties of ocean circulation. A turbulence closure sub-model (Mellor and Yamada, 
1982) is included to solve the vertical mixing coefficients. Then, the conventional 
governing equations are modified to include the three-dimensional radiation stresses, 
which can be applied to representing the effect of waves on currents in manner of the 
vertical structure. Several typical cases are presented to show the wave-current 
interaction through the Improved Princeton Ocean Model (IPOM). Finally, the 
improved POM is applied to the South China Sea to simulate the wind induced ocean 
currents and the wave-current interaction.  
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4.1 DESCRIPTION OF PRINCETON OCEAN MODEL 
4.1.1 SIGMA COORDINATES 
It is noted by modeling studies that the choice of a vertical coordinate system is the 
single most important aspect of an ocean model's design (Griffies et al., 2000). The 
POM model was developed in sigma-coordinate system. For ocean models of this kind, 
the vertical coordinate follows the underlying topography, keeping the same number of 
vertical grid points everywhere in the domain, no matter how the water depth varies. 
The layer thickness alters horizontally from grid point to grid point since the bottom 
bathymetry is not constant. The sigma levels do not have to be evenly distributed over 
the water column, that is to say, sigma coordinates can be more closely spaced near the 
surface and bottom than in the interior. Thus it is useful in dealing with flows on 
continental shelves where topographical variability is important. By comparison, the 
common z-level model must have an excessively large number of levels if the 
boundary layers are to be better resolved everywhere in the domain. However, sigma-
coordinate models have difficulty handling drastic bottom changes from one grid point 
to another. Moreover, there are errors associated with the evaluation of horizontal 
gradients in sigma coordinate, especially the pressure gradient force (Mooers, 1999). 
Increasing the horizontal resolution or smoothing the bathymetry helps to mitigate this 
problem. 
4.1.2 GOVERNING EQUATIONS 
In POM, the governing equations describe the current velocity, sea surface elevation, 
salinity and temperature (Blumberg and Mellor, 1980). A turbulence closure model is 
inserted to solve the vertical mixing coefficient. Two simple approximations are used 
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in this model. One is the hydrostatic assumption which supposes the pressure is 
balanced by the weight of the fluid. The other is Boussinesq approximation which 
assumes density difference is unimportant unless the difference is multiplied by the 
gravity. Since thermodynamic elements are usually negligible when the ocean model is 
employed to simulate wind induced currents and storm surge, only the dynamic 
equations are described in detail.  
Suppose in a Cartesian coordinate with the surface at z = η(x, y, t) and the bottom at 
z = –h(x, y). If U
G
 denotes the horizontal velocity vector with components (U, V) and  
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z
Pg ∂
∂−=ρ                                                                                                                   (4.4) 
Where ρ0 represents the reference density and ρ is the in situ density. P, g and ƒ denote 
the pressure, gravity and Coriolis parameter, respectively. Km is the vertical eddy 
viscosity.  
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Fy νν                                                                        (4.7) 
v is the horizontal kinematical viscosity.  
















∂= ηηη                                                                                             (4.8b) 
Where τsx and τsy are the surface wind stress and w denotes the vertical velocity. At the 
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4.1.3 SIGMA COORDINATE REPRESENTATION 
                  
 η
σ =  −1
σ =  0z = 0
z = h(x,y)
  
    
  
 
                                     Figure 4.1: The sigma coordinate system 
The basic equations can be transformed from Cartesian coordinates to sigma system 
according to  
tt
D
zyyxx  =  ,- =   , =  , = *** ησ                                                                  (4.10 a, b, c, d) 
Where x, y, z are the conventional Cartesian coordinates; D=h + η where h(x, y) is the 
bottom topography and η(x, y, t) is the surface elevation. The relationship between 
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Where G is any variable in the field and σ ranges from σ = 0 at z = η to σ = -1 at z = -h. 
When the basic equations are transformed from Cartesian to sigma coordinates, the 












∂−= ησησησω                                     (4.12) 
The boundaries in the new sigma coordinate become 
0),1,,(0),0,,( ****** =−= tyxtyx ωω                                                        (4.13a, b) 
In the new sigma coordinates, together with the thermodynamic equations and 
turbulence closure model developed by Mellor and Yamada (1982), the governing 
equations for POM can be written as (all asterisks are deleted) 
∂DU
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∂DV
∂y  +  
∂ω
∂σ  +  
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ρσσ                     (4.20)            
where T, S, q2 and l represent temperature, salinity, twice turbulence kinetic energy and 
a turbulence macroscale, respectively. Kh is the turbulent mixing coefficient for both 
temperature and salinity. ρ' is obtained after ρmean is subtracted from ρ. ρmean is the 
initial area averaged density field. It should be noted that Fx, Fy, FT and FS represent 
small scale horizontal mixing processes and they are invariant to coordinate 
transformation.  
4.1.4 MOMENTUM EQUATIONS INCLUDING RADIATION STRESSES 
Usually, the effect of waves on currents is not considered in the governing equations 
for ocean circulation models. However, when 3D radiation stresses are taken into 










































































∂=                                                       (4.24) 
τ denotes 3D radiation stresses with four components. U and V now represent 
horizontal components of the velocity when wave-current interactions are considered.   
4.2 VERIFICATION OF 3D RADIATION STRESSES BY IPOM 
The traditional 2D radiation stresses can be used to explain some of nearshore wave 
processes, such as the change of mean water level and longshore currents (Longuet-
Higgins, 1970). However, the 3D radiation stresses have to be employed instead when 
it is to consider the vertical structure of nearshore currents, which is important for 
sediment transport estimation. This section is devoted to showing the function of the 
newly developed 3D radiation stresses. Several cases are performed to verify the 
priority of 3D radiation stresses in simulating the effect of waves on currents and in 
predicting wave induced nearshore process. 
4.2.1 THE STEADY-WIND-DRIVEN FLOW IN A CLOSED BASIN 
This case is the steady-wind-driven flow in a closed basin with constant water depth. 
Neglecting advection, Coriolis, horizontal diffusion and cross terms, the momentum 
equation requires a balance among the surface elevation gradient, the vertical diffusion 
of momentum, the surface wind stress and the bottom friction terms. For a constant 
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vertical eddy viscosity and linearized bottom friction, the analytical solution (Huang 
and Spaulding, 1995) at the center of this basin is,  


























τη            (4.25) 
and u=horizontal velocity; η=surface elevation; Km=vertical eddy viscosity; g=gravity; 
τw =wind stress; h=water depth; ρ=water density; and kl= linearized bottom friction 
coefficient. The linearized bottom friction means that the bottom friction equals to τb 
=ρkl ub. In the numerical simulations, the flowing parameters are used: ρ =1000 kg/m3, 
g=9.8 m/s2, τw =1.0 N/m2, Km =0.03 m2/s, kl =0.005 m/s 
The above equation is based on the assumption that there is no wave induced by wind. 
However, when a wind blows over a stretch of water, wind-induced waves will 
influence the current velocity through radiation stresses. As water depth becomes 
larger, stronger waves will be induced by the same wind. So 3D radiation stresses have 
to be incorporated into the momentum equations to reflect this physical process.  
The equation (4.25) doesn’t take into consideration the thermodynamic effect, such as 
temperature and salinity. For the purpose of accurate comparison, POM program has to 
be modified. POM mode 4 is activated in which temperature and salinity are fixed. The 
water density can be kept constant in the computation domain by modifying the 
subroutine dens. The linearized bottom friction and constant vertical eddy viscosity can 
also be implemented in the relevant parts (subroutines profu, profv, etc).  
In Figure 4.2, the velocity profile doesn’t change significantly since wind-induced 
wave is small and radiation stresses vary slowly down the depth in shallow water. By 
comparison, however, the velocity structure in Figures 4.3 to 4.5 shows an obvious 
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shift along the water depth. Different from the situation in shallow water, the wind 
induces stronger waves in deep water. Because of the rapid attenuation of 3D radiation 
stresses, the velocity profile will shift more as the water depth is becoming larger. 
           

























Figure 4.2: Velocity profile when water depth is 5m. Solid line represents the analytic solution; 
dash line represents wind induced circulation simulated by POM; cross represents the numerical 




                
























      
Figure 4.3: Velocity profile when water depth is 10m. Solid line represents the analytic solution; 
dash line represents wind induced circulation simulated by POM; cross represents the numerical 
simulation when 3D radiation stresses are considered 
                























Figure 4.4: Velocity profile when water depth is 40m. Solid line represents the analytic solution; 
dash line represents wind induced circulation simulated by POM; cross represents the numerical 
simulation when 3D radiation stresses are considered 
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Figure 4.5: Velocity profile when water depth is 80m. Solid line represents the analytic solution; 
dash line represents wind induced circulation simulated by POM; cross represents the numerical 
simulation when 3D radiation stresses are considered  
4.2.2 WAVE SET-UP AND SET-DOWN 
When waves propagate onshore, the wave height increases continuously before 
breaking which leads the radiation stresses to be larger. The mean water level has to be 
lower than the still-water elevation to balance the gradient of radiation stresses. After 
wave breaks, however, the wave height decreases gradually towards the shoreline. The 
mean water level rises correspondingly to a level above the still-water elevation.   
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Inside the surf zone, it is assumed )( ηγ += hH (γ = 0.3~0.6), the radiation stress in 







12( =−=                                                                                           (4.28)  











d                                                                          (4.29) 
If the beach slope is constant, dh/dx= tg(β), β is the angle between the x-direction and 
the beach. The mean water level is a straight line with slope tg(β).  
This case can be tested by a single frequency wave propagating normally from deep to 
shallow water. A rectangular water area (30km × 30km) is employed. The slope is 
constant with the maximum depth 16m and the minimum depth 1m. The incident wave 
height is 1.2m. The variation of wave height is calculated by wave model SWAN and 
the Improved Princeton Ocean Model (IPOM) is used to simulate the change of the 
mean water level. In Figure 4.6, it is shown that the mean water level lowers gradually 
when the wave height increases before breaking. The maximum depression happens at 
the breaking point. In the surf zone, the mean water level rises above the still water 
level as the wave height diminishes rapidly towards the shoreline. The 3D radiation 
stresses can yield the same result as the 2D radiation stresses. The surface elevation is 
calculated by the external mode (vertically integrated equations) in IPOM. Since 3D 
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radiation stresses revert to 2D radiation stresses after vertical integration, it is 
reasonable that 2D and 3D radiation stresses yield the same result.  
             






































    
Figure 4.6: Wave set-up and set-down. 3D and 2D stress represent numerical results by IPOM 
when three- or two-dimensional radiation stresses are used, respectively 
4.2.3 NUMERICAL SIMULATION OF UNDERTOW 
The phenomenon of undertow has been recognized for many years. When waves 
propagate onshore, the breaking waves in the surf zone propel water towards the 
shoreline and the mass flux is balanced by the bottom current which is flowing in the 
seawards direction form the coastline. This current is defined as the undertow. The 
undertow may be important for onshore sediment transport and produce an 
accretionary beach profile. Many experiments (Stive and Wind, 1986; Péchon and 
Teisson, 1994) have been conducted to study the wave-driven undertow. Hansen and 
Svendsen (1984) tried to explain undertow by a balance between three different forces: 
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the radiation stresses, the pressure gradient due to set-up and the turbulent shear 
stresses.   
As far as the wave induced current is concerned, only the 3D radiation stresses can be 
used as the driving force for the undertow. Compared with the gradient of radiation 
stresses near the bottom, the gradient of radiation stresses is much larger on the top of 
the water column, which causes the water to flow in a circular form.  
Ting and Kirby (1994) performed physical experiments to study undertow in the surf 
zone. Cnoidal waves were used in their trials. The experimental arrangement is shown 
in Figure 4.7. Two tables list the information about wave conditions and testing 
locations when the wave breaks in manner of spilling. Current velocities are measured 
at eight locations. At each location, the flow velocity is measured at different depth. 
For the purpose of numerical simulation, the experimental scheme is enlarged 15 times 
in geographic space and 3.873 times in temporal space correspondingly. The wave 
propagation is simulated by SWAN and the breaking point must be at the same 
position as the experiment. The wave-driven currents are then simulated by IPOM. 
Figure 4.8 illustrates the comparison between numerical results and experiment data at 
8 locations. 
   
                                        Figure 4.7: Experimental arrangement 
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Table 4.1: Wave conditions; H is the wave height, T is the wave period, L is the wave length, x 
is the horizontal coordinate, d is the undisturbed water depth (the subscripts 0, 1 and b denote 
deep water, horizontal region and breaking point) 
Wave parameters 
Numerical value 
H0 (m)             H1(m)              T(s)              H0/L0         xb (m)            db(m) 
0.127           0.125           2.0          0.020          6.400        0.196 
 
Table 4.2: Locations of measurements and water depth (h is the local mean water depth)                                    




-1.265   5.945   6.665   7.275   7.885   8.495   9.110   9.725 
 0.400   0.208   0.185   0.169   0.152   0.137   0.119   0.097 




       









































       








































     
Figure 4.8 (a): Variation of horizontal current velocity with depth in spilling breaker; the circles 
represent experimental data; the dash lines represent the numerical simulation. The x-coordinate 
denotes ū/(gh)1/2; the y-coordinate denotes (z-ζ)/h  
  
 70 
       









































        









































Figure 4.8 (b): Variation of horizontal current velocity with depth in spilling breaker; the circles 
represent experimental data; the dash lines represent the numerical simulation. The x-coordinate 




In the experiment, the coordinates of 8 testing points are as follows: 
(a) (x-xb)/hb=-38.518, h/hb =2.011; (b) (x- xb)/hb =-2.286, h/hb =1.065  
(c) (x-xb)/hb = 1.332,  h/hb =0.965; (d) (x- xb)/hb = 4.397,  h/hb =0.879  
(e) (x-xb)/hb =7.462,   h/hb =0.809; (f) (x- xb)/hb =l0.528,   h/hb =0.744   
(g) (x-xb)/hb =13.618, h/hb =0.668; (h) (x- xb)/hb =16.709, h/hb =0.563 
In Figure 4.8, ζ is the mean water level measured from the undisturbed water surface. 
The undertow ū is normalized by wave speed C, where C=(gh)1/2. hb represents the 
mean water depth at the breaking point. Obviously, 3D radiation stresses can be to 
some extent used to predict the wave-driven currents. From these graphs, two opposite 
circulations exist in the nearshore zone. The order of magnitude of numerical results is 
the same as the experimental data. Inside the surf zone, water flows onshore near the 
surface and flows seaward near the bottom. Since the turbulence induced by wave 
breaking is ignored in this study, the numerical outcome varies linearly whereas the 
experimental data are curvilinear. Outside the surf zone, when it is far from the wave 
breaking point, radiation stresses can accurately predict the vertical profile of undertow. 
However, when it is near the wave breaking point, the strong vertical turbulence can 
affect the current significantly.  
4.2.4 WAVE-INDUCED LONGSHORE CURRENTS 
Since Longuet-Higgins, 2D radiation stresses have been extensively used to predict the 
longshore currents (Visser, 1984; Hubertz, 1984; Thornton and Guza, 1986). Various 
physical experiments indicate 2D radiation stresses are effective in explaining this 
phenomenon. However, for the purpose of predicting the nearshore circulation, it is 
necessary to understand the spatial distribution of the driving force. Since the wave is 
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usually the dominant element in coastal regions, 3D radiation stresses can therefore be 
used to forecast this process.   
We assume monochromatic and unidirectional waves are advancing on the sloping 
seabed that extends 10km offshore. The maximal depth is 101m and the minimal depth 
is 1m. The incident wave period and wave height are 10s and 4m, respectively. Wave 
incidence angle is 45o. SWAN is used to simulate the wave conditions until the 
stationarity is reached. Then the improved POM model is used to simulate wave 
induced nearshore currents. It can be seen on Figure 4.9 that strong longshore currents 
appear in the surf zone. Because of the horizontal mixing, it is reasonable to find 
strong currents on the edge of the surf zone. The maximum velocity is shown between 
the mean shoreline and the breaker line. All mentioned above is coincident with what 
is described by Longuet-Higgins (1970). However, the vertical profile of the nearshore 
current can also be predicted by three-dimensional radiation stresses. Three points are 
taken for this purpose. Dot 1 is 100 meters offshore from the wave breaking line. Dot 2 
and dot 3 are 200 meters and 600 meters onshore from the breaking line, respectively. 
Dots 2 and 3 are also equally distributed on both sides of the maximum current 
velocity. It is shown in Figure 4.10 that the profile of the longshore current is parabolic. 
The current near the surface is much bigger than that below the trough. In Figure 4.11, 
the cross-shore current is clockwise inside the surf zone whereas it is anticlockwise 
outside the surf zone. This phenomenon is consistent with the simulation of undertow 
in section 4.2.3.    
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                                 Figure 4.9: The wave induced longshore currents 
       






























      Figure 4.10: The profile of longshore currents at dot 1, dot 2 and dot 3, respectively 
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    Figure 4.11: The profile of cross-shore currents at dot 1, dot 2 and dot 3, respectively 
4.3 WIND DRIVEN OCEAN CIRCULATION IN SOUTH CHINA SEA 
The ocean circulation in SCS transits with season in response to alternating monsoon 
winds, Kuroshio intrusion, thermal forcing and other elements. Because of the 
limitation of available environmental data, it is assumed that wind is the only driving 
force and all other elements are not taken into account. Every year from November to 
March, the winter monsoon prevails in SCS and Singapore waters can be directly 
exposed to the effect of ocean circulation and storm surge in SCS induced by 
northeasterly winds. In principle, the ocean surface current flows southwestwards and 
the mean water level will increase along the south and west coastline of SCS.  
Usually, the conventional POM model can be used to simulate the wind-induced ocean 
circulation and storm surge. However, during the period, the strong monsoon would 
also induce waves in SCS. As it is stated in Chapter 3, waves have more effect on the 
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water surface than on the bottom. Therefore, it is interesting to know whether the 
current pattern has been changed through the wave-current interaction, especially the 
water surface current. Based on this theoretical analysis, the Improved Princeton 
Ocean Model (IPOM) will be applied for the simulation of the wind-induced currents 
as the wave-current interaction is taken into account. Since 2D radiation stresses are 
ever taken as the driving forces by some researchers, the 3D and 2D radiation stresses 
are incorporated respectively into the governing equations to investigate the difference 
between their impacts on the current pattern. In the meantime, the numerical results 
from the conventional POM are presented as well to highlight the effect of surface 
waves on the ocean currents.  
The computational domain is the same as that for the wind wave simulation in SCS. It 
extends with latitudes from 5°S to 22.5°N and with longitudes from 100°E to 125°E. 
The domain is equally discretized by 151 points in the longitudinal direction and 166 
points in the latitudinal direction. It means the horizontal resolution is about 18.5km. 
There are 20 sigma layers in the vertical direction.  
In this simulation, the circulation is driven by the wind from 00 hour, 14/03/2003 to 18 
hour, 19/03/2003. Since the wind speed and direction don’t change much in the period, 
it is assumed to be a constant wind by taking the average of wind data in these 6 days. 
The wind data are collected on the spatial grid (0.5° x 0.5°) with the latitudes from 5°S 
to 22.5°N and with the longitudes from 100°E to 125°E, so they have been interpolated 
to other model grids in the computational domain. The lateral boundaries are left open. 
Many other conditions, such as tidal elevation, sea surface forcing, river runoff and so 
on, are not taken into consideration.  
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Shown on Figure 4.12, the strong northeastern wind changes its direction gradually 
when heading for the equator. In comparison with that in the north and central of SCS, 
the wind speed subsides greatly when it arrives at Singapore. The waves follow the 
wind’s direction and propagate southwesterly as well. Both wind and wave swerve 
after passing the equator.  






























                            Figure 4.12: The average wind field in SCS 
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                                      Figure 4.13: The wave conditions in SCS                 
   
Figure 4.14: The variation of the surface water level. The color map scale is in meter. 
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Figures 4.15-4.17 represent the current pattern at three different layers in SCS when 
the conventional POM model is applied (No wave effect is considered). For the areas 
with deep water, the surface current is pretty weak. But at the areas near the coastline 
of Southern Vietnam, the surface current is strong. Since the wind blows southwesterly 
all the time, the mean water level increases along the coastline from Southern China to 
Sumatra. The sea surface level rises more than 0.25m near the coast of Thailand, 
Cambodia and South Vietnam and it is about 0.11m in Singapore Straits (Figure 4.14). 
Probably influenced by the bathymetry, the current pattern is very complex in the 
middle layer and the bottom layer of SCS. The mean current velocity is about 7.87cm/s, 
3.67cm/s and 2.28cm/s from the surface to the bottom.  
Figures 4.18-4.20 represent the current pattern in SCS when 2D radiation stresses are 
used to show the effect of waves on currents. Obviously, the current patterns at 
different layers are almost the same as figures 4.15-4.17. In contrast with the wind 
force, the depth-averaged 2D radiation stresses are usually pretty small, so the current 
patterns are almost not affected by the waves. The mean current velocity is about 
7.88cm/s, 3.64cm/s and 2.27cm/s for the water surface, the middle layer and the 
bottom layer, respectively. 
Figures 4.21-4.23 represent the current pattern at three different layers when 3D 
radiation stresses are applied instead of the 2D radiation stresses. Compared with the 
above two cases, the surface currents become stronger. The mean current velocity is 
about 9.16cm/s. However, the mean current velocity doesn’t change much for the 
middle layer and the bottom layer. Their numerical values are about 3.91cm/s and 
2.48cm/s, respectively. Because of the deep water, the wave driving force is 
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concentrated on the water surface in terms of 3D radiation stresses. Influenced by the 
waves, the surface currents transform both in the speed and in the direction. As water 
goes deep, however, the currents are clear of the effect of waves since the radiation 
stresses are attenuating rapidly. It should be noted that in the above simulations, the 
wind is the dominant force, so the current pattern is fundamentally determined by the 
wind shear stress. 
       




























         
 Figure 4.15: The current pattern at the water surface when wind is the only driving force  
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Figure 4.16: The current pattern at the sigma layer σ=10 when wind is the only driving force 
           






























Figure 4.17: The current pattern at the sigma layer σ=18 when wind is the only driving force 
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Figure 4.18: The current pattern at the water surface when 2D radiation stresses are applied 





























Figure 4.19: The current pattern at the sigma layer σ=10 when 2D radiation stresses are applied  
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Figure 4.20: The current pattern at sigma layer σ=18 when 2D radiation stresses are applied  






























Figure 4.21: The current pattern at the water surface when 3D radiation stresses are applied  
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Figure 4.22: The current pattern at the sigma layer σ=10 when 3D radiation stresses are applied  






























Figure 4.23: The current pattern at the sigma layer σ=18 when 3D radiation stresses are applied  
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Figures 4.24-4.31 represent the variation of currents along longitudinal direction at two 
sections latitude=8o N and latitude=17o N. 2D and 3D mean the radiation stresses are 
two-dimensional or three-dimensional, respectively. 2D radiation stresses show almost 
no effect on the currents. However, when 3D radiation stresses are applied, it can be 
seen on the surface, the current pattern is changed because of the effect of the waves, 
especially in the deep ocean where the wind waves have resulted in stronger currents. 
Since the effect of waves attenuates rapidly across the water depth, the current pattern 
is almost unchanged when water goes deep. The numerical result is consistent with the 
theoretical analysis.  

































Figure 4.24: The variation of current velocity (x-component) at the surface along longitude 
                     when latitude = 8 degree, N. 
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Figure 4.25: The variation of current velocity (y-component) at the surface along longitude 
                     when latitude=8 degree, N. 
         





























Figure 4.26: The variation of current velocity (x-component) in the sigma layer σ=10 along 
                     longitude when latitude=8 degree, N. 
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Figure 4.27: The variation of current velocity (y-component) in the sigma layer σ=10 along 
                     longitude when latitude=8 degree, N. 
































Figure 4.28: The variation of current velocity (x-component) at the surface along longitude 
                     when latitude=17 degree, N. 
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Figure 4.29: The variation of current velocity (y-component) at the surface along longitude 
                     when latitude=17 degree, N. 


































Figure 4.30: The variation of current velocity (x-component) in the sigma layer σ=10 along 
                     longitude when latitude=17 degree, N. 
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Figure 4.31: The variation of current velocity (y-component) in the sigma layer σ=10 along 
                     longitude when latitude=17 degree, N. 
Figures 4.33-4.38 display the profile of current velocity along the water depth. These 
three points are shown on Figure 4.32. u and v represent the x-component and y-
component of the current velocity, respectively. Again, 2D and 3D mean the radiation 
stresses are two-dimensional or three-dimensional. As mentioned above, the current 
pattern is fundamentally determined by the wind since the wind force is much stronger 
than the wave’s influence. It is shown that 2D radiation stresses have barely 
transformed the currents, but 3D radiation stresses have somehow altered the current 
profile. Since the wave fields around these points are changing much more rapidly in 
the latitudinal direction than in the longitudinal direction, the current profile is 
transformed more in the y-component than in the x-component. In principal, when it is 
in shallow water or in the intermediate depth water, the waves will more or less 
influence the currents in the whole domain. But if it is in deep water, the effect of 
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waves on currents is almost restricted to the water surface. In this sense, 3D radiation 
stresses are correct to represent the physical process. More work should be carried out 
in the future for the wave-current interaction through depth-dependent radiation 
stresses.  
  































                  Figure 4.32:  The location of three points in South China Sea 
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           Figure 4.33: The profile of x-component of current velocity at point D1 
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            Figure 4.34: The profile of y-component of current velocity at point D1 
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current speed (m/s)  
            Figure 4.35: The profile of x-component of current velocity at point D2 
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             Figure 4.36: The profile of y-component of current velocity at point D2 
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             Figure 4.37: The profile of x-component of current velocity at point D3 
























            Figure 4.38: The profile of y-component of current velocity at point D3 
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 4.4 SIMULATION OF OCEAN CIRCULATION IN SINGAOPRE WATERS 
Because of geographic and economic importance, Singapore Straits has attracted much 
attention for its hydrodynamic characteristics.  In 1979, a joint team was established to 
investigate the tides and tidal currents in the Straits of Malacca and Singapore. The 
harmonic parameters were given out for tidal currents and tides. From then on, the 
geography of Singapore waters has experienced a huge change because of land 
reclamation and coastal construction. It is necessary to evaluate the hydrodynamic and 
mass transport characteristics of the new environmental system. Various numerical 
ocean models have been developed for this purpose. Chan (1991) developed a 2D 
hydraulic model to simulate tidal elevation and associated currents in Singapore waters. 
The numerical results from curvilinear and Cartesian system are compared with field 
measurements. Chao (2000) developed a 3D multi-level turbulence model to simulate 
tidal motions in Singapore waters. Another 3D model is carried out by Zhang and Gin 
(2000) to simulate the circulation driven by local tide forcing and seasonal wind 
forcing. 
Recently, the hydrodynamic characteristics of Singapore Straits are further tested by 
researchers in National University of Singapore (Ma, 2002; Didier, 2003) in terms of 
POM and COHERENS. Since the leading driving force is the variation of water level 
for Singapore waters, these ocean models are driven by the time-dependent tidal 
elevation on the boundary.  By contrast with field measurements of surface elevation 
and surface current speed (Ma, 2002), the numerical results are quite accurate. The 





For the last decades, wave models and ocean circulation models have been developed 
separately. Actually, waves and ocean currents can interact in many ways, one of 
which is through radiation stresses. The conventional radiation stresses (2D) are 
developed in the vertically integrated form. They are suitable for two-dimensional 
problems, such as wave set-up, longshore currents, and so on. However, for the 
purpose of recognizing the vertical distribution of the wave-induced nearshore process, 
such as undertow, 2D radiation stresses are inapplicable. It is necessary to develop a 
new kind of radiation stresses that can represent the effect of waves in the three-
dimensional space. 
In this thesis, the depth-dependent radiation stresses (3D) are developed on the premise 
of the linear wave theory. Since the wave’s effect attenuates as water goes deeper, it is 
more appropriate to use the 3D radiation stresses as the driving force for the wave-
induced nearshore process. Moreover, 3D radiation stresses can accurately represent 
the effect of waves on ocean currents. The depth-dependent radiation stresses are 
useful not only for two-dimensional questions but also for three-dimensional questions.  
It is shown in chapter 4 that both 3D and 2D radiation stresses can be used to simulate 
the change of mean water level for a normally incident wave. However, only 3D 
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radiation stresses are available to simulate the undertow because 2D radiation stresses 
can’t properly represent the change of radiation stresses along water depth. For wave-
induced longshore currents, 3D radiation stresses can provide the vertical structure of 
current velocity, which is important for sediment transport. According to the numerical 
results, the current field changes somehow when 3D radiation stresses are taken as the 
driving force. The reason may be simple. Compared with the 2D radiation stresses, 
more wave energy is concentrated on the top of the water body in terms of the 
distribution of 3D radiation stresses, so stronger currents could be generated at the 
surface. Through the vertical mixing process and advection, the momentum is 
conveyed to the whole water body. Field measurements are needed to verify the 
explanation.  
The above radiation stresses are derived on the basis of Airy wave theory. However, 
when waves advance on a sloping sea bottom, it is pointed out that Biesel theory (1952) 
is better to calculate wave motion. In the future work, wave models and ocean 
circulation models could be coupled in terms of more precise three-dimensional 
radiation stresses. Bottom friction can also be incorporated to achieve better results. As 
for wave induced nearshore currents, turbulence is necessary to be included. Further 
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