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(3) For other organisms the same two kinds of mutagenic effects should exist. Their relative rate among the "spontaneous" mutations cannot be predicted, since it depends on the natural formation of mutagens in different organisms.
(4) The results are of obvious importance for the coding of proteins by DNA. It should be possible to group all amino acids into different classes, so that mutations of one kind can only intraconvert amino acids of the same class, while interconversions of different classes are only possible by mutations of the other kind.
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of class C1 defined in the unit ball B, x12 + ... + x,2 < 1.
DEFINITION. The system X is said to be structurally stable in Bn if (i) the vector field of X has no contact with the boundary Sn-5 of Bn and, say, always points inwards;
(ii) there exists 5 > 0 such that, whenever a system Y =-(Y1, ..., Yn) satisfies
we can find a homeomorphism T of Bn onto itself mapping trajectories of X onto trajectories of Y. This concept was introduced under a more restrictive form for the case n = 2 by Andronov and Pontrjagin:1 they require that the homeomorphism T can be made arbitrarily small (ehomeomorphism). In a forthcoming paper, we did show that (for n = 2) this last definition is actually equivalent to the one we gave above. From the results of reference 1 it follows that, for n = 2, there exist infinitely many types of structurally stable systems which are topologically distinct.
For n = 2, we gave2 just one example of such a system, namely,
and we left open the question of whether or not there exist infinitely many other types. In terms of Theorem 22 the affirmative answer to this question implies the existence of infinitely many (necessarily denumerable) connected components for the set E of all structurally stable systems whereas we knew the existence of only one such component.
In this note we indicate, without proofs, examples showing that for n > 2 there are in fact infinitely many types of structurally stable systems. In the cases considered it happens that given e > 0 the homeomorphism T can be made an E-homeomorphism provided that 6 is small enough, so that the examples are good for both definitions of structural stability.
Our first example can be roughly described as obtained by "piling up" the situation described in (3) for a series of (n -l)-dimensional balls obtained by intersecting Bn with parallel hyperplanes. Let p be a positive integer and 0 < a, < ... < a, < 1. Consider the system In the above example there are no periodic orbits. We now indicate, for n = 3, how the vector field of (4) can be modified inside a small 3-dimensional ball containing a node in such a way as to obtain in it a saddle point and a closed orbit.
Consider (4) in the case n = 3 and, say, p = 2. It is clear that all trajectories are obtained from the trajectories situated in the plane x2 = 0 by rotation around the x3-axis. The origin is a stable node and so with center at it we may find a small sphere without contact with respect to (4). Now by considering a smaller concentric sphere r and changing the vector field between them we may get another vector field, V, such that at r it has intensity 1 and enters it perpendicularly at every point. We now indicate how to extend V inside r. In the section of r by the plane X2 = 0, shown in Figure 1 , consider two small circles, c, c', with centers on the x3-axis at distances + p from the origin. Consider now a plane vector field, symmetric with respect to X3, defined inside r and outside c, c', agreeing with V in the intersection of r with X2 = 0, and such that every trajectory, except the ones on the xi-axis that go to the saddle point at 0 will enter either one of the circles c, c' perpendicularly to it. Now rotate around the xi-axis the above vector field and define it to be the extension of V. It is defined everywhere inside r with the exception of the points situated inside the torus generated by c and c'. We finally extend V to the inside of the torus in such a way that every trajectory tends asymptotically to the circle a, x22 + X32 = p2, X1 = 0. These trajectories have to approach y quickly enough, in such a way that two of the characteristic exponents be negative.
The above construction can be made around every node so that from (4), n = 3, we get a structurally stable system with p + 1 closed orbits.
It is clear how to extend the conx cept of structural stability to a differential equation defined in a manifold with a given set of coordinate systems. The examples above would give, by identifying the boundary of B" with a single point, examples of structurally stable systems in the sphere s8; a new singularity, an unstable node, is introduced. It is easy to see that the Hopf-Poincar6 index formula is satisfied. In the above examples, the X and a limit sets of every trajectory are each either a closed orbit or a singular point. It seems natural to conjecture that this is true for every structurally stable system. A result somehow in this direction has been announced recently by L. Markus.3
We say that a singularity is of type (k, n -k) if k of its eigenvalues, 0 < k < n, have positive real part and the remaining n-k, negative ones; similarly we define a closed orbit of type (p, n -p -1), 0 < p < n -1, where instead of eigenvalues we consider characteristic exponents. Above we have singular points of type (0, n) and (1, n -1) and closed orbits of type (0, 2). For the development of this theory it would be important to exhibit structurally stable systems presenting simultaneously singularities of type (k, n -k), with 1 < k < n, and closed orbits of type (p, n -p -1), with 0 < p < n -1. Reeb4 has considered in S3 systems without singularities and presenting closed orbits of types (0, 2), (2,0) and (1, 1); those for which no trajectory y is such that w(y) and a(y) are closed orbits of type In Part I we proposed a new co-ordinate system to describe the colors we obtained in images, since these colors were not those predicted by classical color theory. As a strong working hypothesis we proposed that the color, at least in images derived from two primaries, depends neither on the wave lengths of these primaries nor on the relative energy of these primaries at a given point in the image. This new coordinate system implies instead that color at a point in an image depends on a ratio of ratios; namely, as numerator, the amount of a long-wave stimulus at a point as compared with the amount that might be there; and, as denominator, the amount of a shorter wave stimulus at that point as compared with the amount that might be there. (This was Fig. 13 in Part I and is reproduced here as Fig. 1 
