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Abstract
We propose a protocol for solving systems of linear algebraic equations via quantum mechanical
methods using the minimal number of qubits. We show that (M + 1)-qubit system is enough to
solve a system of M equations for one of the variables leaving other variables unknown provided
that the matrix of a linear system satisfies certain conditions. In this case, the vector of input data
(the rhs of a linear system) is encoded into the initial state of the quantum system. This protocol
is realized on the 5-qubit superconducting quantum processor of IBM Quantum Experience for
particular linear systems of three equations. We also show that the solution of a linear algebraic
system can be obtained as the result of a natural evolution of an inhomogeneous spin-1/2 chain in
an inhomogeneous external magnetic field with the input data encoded into the initial state of this
chain. For instance, using such evolution in a 4-spin chain we solve a system of three equations.
PACS numbers:
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I. INTRODUCTION
The creation of quantum counterparts of classical algorithms solving various algebraic
problems, and their programming on IBM quantum computers is an important directions
in development of quantum information processing. In our paper, we refer to a problem of
solving a linear system of algebraic equations Ax = b via the quntum-mechanical approach.
A well known algorithm of this kind was proposed by A.W.Harrow, A.Hassidim and S.Lloyd
(HHL algorithm) [1]. It solves a linear system reducing the state of input data |b〉 (the
quantum state encoding the vector b) to the state proportional to A−1|b〉. Essentially, this
algorithm presents a specific method for inverting the matrix A of the algebraic system using
an extended quantum system and well established quantum protocols, such as Hamiltonian
simulation [2, 3] and phase estimation [4, 5] based on the quantum Fourier transform [6, 7].
In addition, a special algorithm for preparing |b〉 in the basis of eigenvectors of A is required
[8, 9]. Some applications of HHL-algorithm can be found in [10, 11].
The HHL algorithm consists of several steps. (i) The initial data representation (the vec-
tor b) in the basis of eigenvectors of A; (ii) applying the phase estimation to compute the
(approximate) eigenvalues of A; (iii) rotation of an ancillary qubit over the angle defined by
the eigenvalues of A; (iv) inverse phase estimation. The number of qubits involved into this
algorithms is mainly defined by the desired number of decimals kept in the eigenvalues of
A. This algorithm was realized in the optical system [12] and in superconducting quantum
processor Ref.[13] for a particular linear system with A =

 1.5 0.5
0.5 1.5

 having simple eigen-
values 1 and 2. These eigenvalues can be encoded into the two-qubit register, therefore the
HHL algorithm is implemented into the four-qubit computer in both cases quoted above. A
modification of HHL algorithm aimed on the reducing the number of qubits involved into
calculations was worked out in [14]. This version is applicable if one needs only one bit
of eigenvalues of A be calculated by the phase estimation. In this case the system of two
equations can be solved using a three qubit quantum computer.
Our protocol differs from HHL algorithm. To solve a system of linear equations, we use
the unitary transformation encoding the columns of the inverse matrix A−1. Although this
step requires additional calculation using classical methods (we need to compute elements
of the inverse matrix), this method has an advantage that the number of qubits required in
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a quantum computer does not depend on the accuracy of calculation and is defined only by
the dimensionality of the considered linear system. Namely, the number of qubit is no more
then twice as large as the number of equations. Been found, the unitary transformation can
be used to solve a class of linear equations having the same matrix A and different right
hand sides b.
We note that the unitary transformations at the receiver side were used in Ref.[15] for
structural restoring the elements of the density matrix transferred through the spin chain
from the sender to the receiver and to perform simple operations with the density matrix
elements [16][18]. Now we optimize such transformations for solving a particular algebraic
problem.
To minimize the quantum system needed for solving the system of M linear equations,
we split the protocol into M steps, each one solving the system for a particular variable xk
via the particular unitary transformation U (k), in which the kth row of the inverse matrix
A−1 is encoded. To find all xk, k = 1, . . . ,M , we need M unitary transformations U
(i),
i = 1, . . . ,M . In this case, it is enough to take a quantum system of only M + 1 qubits.
We emphasize that using a system of 2M qubits we can implement a more complex unitary
transformation completely solving the linear system for all M variables xi, i = 1, . . . ,M .
This procedure is not considered here.
Having a formally constructed unitary transformation U (k) we still have to provide a
method for its realization. We show that the required unitary operator can be represented
as a superposition of CNOTs (two-qubit operators) and one-spin rotations. However, involv-
ing a set of CNOTs decreases the accuracy of calculations [17]. We study the realization of
our protocol on the basis of the 5-qubit superconducting quantum processor of IBM Quan-
tum Experience considering systems of three equations with real matrices A and columns
b. Although the accuracy of the directly obtained result is rather poor, we introduce a
correction function which allows to compensate this disadvantage. Subtracting this function
from the measured results we obtain the accuracy . 25% for x2i & 0.2, i = 1, . . . ,M .
Another aspect considered in this paper is the realization of the unitary transformation
needed for solving a given algebraic system as a natural evolution of an inhomogeneous spin
chain governed by the XX Hamiltonian in the inhomogeneous external magnetic field. In
this case, similar to the previous one, the column b must be encoded into the initial state
of the particular spin chain and the parameters of the Hamiltonian are adjusted to find one
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of the unknowns xk in the linear system with the given A. An example of a four-spin chain
solving a system of three equations with the real matrix A and column b is presented.
The paper is organized as follows. In Sec.II we discuss the general structure of the
unitary transformation solving a system of linear equations, find the constraint on the matrix
A and define a minimal number of qubits in a quantum processor required for solving a
system of M equations. The representation of the above unitary transformation in terms of
CNOTs and one-qubit rotations is described in Sec.III using examples of the linear systems
of two and three equations. The implementation of our protocol on the superconducting
quantum processor of IBM Q experience is given in the same section. The method for
solving linear systems through the natural evolution of the inhomogeneous chain under the
nearest-neighbor XX Hamiltonian in the inhomogeneous external magnetic field is presented
in Sec.IV, where an example of a system of three equations is considered. General conclusions
are given in Sec.V.
II. SOLVING LINEAR SYSTEMS OF ALGEBRAIC EQUATIONS VIA UNITARY
TRANSFORMATION OF QUANTUM SYSTEM
A. Linear system of algebraic equations
The inhomogeneous system of M linear algebraic equations for M unknowns can be
written in the following form
Ax = b, (1)
where A is a square M ×M matrix, x and b are M-dimensional columns of, respectively,
unknowns and constants:
x = (x1 . . . xM)
T , b = (b1 . . . bM)
T , (2)
the superscript T means transpose. This system has the unique solution for any b if detA 6=
0: x = A−1b.
In eq.(1), A is a fixed operator, which will be given a quantum-mechanical representation
in terms of a unitary transformation. The vector b is a vector of input data, its elements must
be encoded into the initial state of a quantum system as probability amplitudes. Finally, x
4
is the vector of output data. Its elements appear as probability amplitudes in a final state
of the quantum system and can be extracted through the proper measurements.
B. Encoding A into unitary transformation
The matrix A of the linear system (1) is not unitary in general. However, if this matrix
satisfies certain conditions, then its inverse can be encoded into the unitary transformation.
In this case, applying such unitary transformation to a quantum system, whose pure state
contains the entries of b as probability amplitudes, we transform this state to the state
where the probability amplitudes equal unknowns xi, i = 1, . . . , K. Let us obtain those
conditions for A.
First, we write the general form of a unitary 2M × 2M block matrix (here M is the
dimensionality of A)
U =

 U (11) U (12)
U (21) U (22)

 , (3)
where U (ij), i, j = 1, 2, are M ×M matrix blocks (non-unitary in general). The matrix U
must be such that the equation
 U (11) U (12)
U (21) U (22)



 b
0M

 =

 x
U (21)b

 (4)
yields the correct solution x of system (1) in the rhs. Here 0M is a zero column ofM entries.
Substituting (1) for b we rewrite this equation as
 U (11) U (12)
U (21) U (22)



 Ax
0M

 =

 x
U (21)Ax

 . (5)
It follows from (5) that
U (11)Ax = x. (6)
Therefore
U (11) = A−1 (7)
or
U
(11)
ij = A
−1
ij =
(−1)i+jMji
det A
, (8)
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where we use the definition of the inverse matrix A−1 elements in terms of the minors Mij
of the matrix A, and the minor Mij is the determinant of the matrix A obtained by deleting
the ith row and jth column of this matrix. Since U (11) is a block of a unitary matrix, the
vector norm of its column and rows can not exceed one. Then relation (7) and formula (8)
yield the following constraints on the rows and columns of the matrix A−1:
1
| detA|
√√√√ M∑
i=1
M2ji = r0j ≤ 1, j = 1, . . . ,M, (9)
1
| detA|
√√√√ M∑
j=1
M2ji = ri0 ≤ 1, i = 1, . . . ,M. (10)
The elements of all other blocks U (12), U (21) and U (22) must provide the hermiticity of U :
UU+ = EM+N (here and below EK is the K ×K identity matrix). Consequently, the block
U (12) must be found from the equation
U (12)(U (12))+ + U (11)(U (11))+ = EM . (11)
The rows of the blocks U (21) and U (22) can be found by the Gram-Schmidt orthogonalization
algorithm. They satisfy the equations
U (21)(A−1)+ + U (22)(U (12))+ = 0, U (21)(U (21))+ + U (22)(U (22))+ = EM , (12)
C. Decreasing dimensionality of unitary transformation
The dimensionality of the unitary transformation can be reduced to M+1 if we calculate
the needed elements of x one by one. This might be important for solving a system of linear
equations via a minimal quantum system. To find the xk element of x = (x1 . . . xM), we
introduce the unitary operator
U (k) =

 U (k;11) U (k;12)
U (k;21) U (k;22)

 (13)
and consider the following equation:

 U (k;11) U (k;12)
U (k;21) U (k;22)



 Ax
0

 =

 xk
U (k;21)Ax

 , (14)
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which differs from eq. (5) by the structure of the column in the rhs and by the dimensional-
ities of the blocks Uk;ij. Now U (k;11) is a row of M elements, U (k;12) is a scalar, U (k;21) is an
M×M matrix, and U (k;22) is a column ofM elements, so that U (k) (13) is an (M+1)×(M+1)
matrix. It follows from Eq.(14):
∑
i,j
U
(k;11)
i Aijxj = xk, (15)
or
∑
i
U
(k;11)
i Aij = δkj, (16)
where δkj is the Kronecker symbol. Therefore
U
(k;11)
j = A
−1
kj =
(−1)k+jMjk
det A
. (17)
Thus, if we need to find only one component xk, then conditions (9) and (10) reduce to a
single inequality:
rk0 ≤ 1. (18)
Instead of (11), we have a scalar equation for the element U (k;12):
(U (k;12))2 +
M∑
i=1
(U
(k;11)
i )
2 = 1 ⇒ U (k;12) =
√√√√1−
M∑
i=1
(
Mik
det A
)2
. (19)
Other rows of U (k) can be constructed by the Gram-Schmidt orthogonalization algorithm to
satisfy the condition U (k)(U (k))T = EM+1.
Of course, if we need to find all the elements of x, then we have to construct M unitary
transformations U (k), k = 1, . . . ,M . Then (18) must hold for all k = 1, . . . ,M .
III. SOLVING ALGEBRAIC SYSTEMS ON SUPERCONDUCTING QUANTUM
PROCESSOR OF IBM QUANTUM EXPERIENCE
According to Solovay-Kitaev theorem [6], any unitary operator can be approximated
by a superposition of CNOTs and single-qubit operations. Here we show how the unitary
operators solving systems of linear algebraic equations can be exactly simulated using CNOT
and single-qubit rotations. Emphasize that we are interested in such operators that commute
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with Iz, [U, Iz] = 0. Together with one-excitation initial state, this requirement reduces the
set of basis states involved into the process so that the quantum system evolves in the
one-excitation state subspace.
A. Family of unitary transformations commuting with Iz
Denote the CNOT between the ith and jth qubits with control qubit i as Cij. Been
written in the basis
|0〉, |i〉, |j〉, |ij〉, (20)
corresponding to the ith and jth excited spins, Cij reads
Cij =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


. (21)
We introduce also the one-qubit rotations
Rα(φ) = exp(iφIαi), α = x, y, z, i = 1, 2, 3, (22)
where σα, α = x, y, z, are the Pauli matrices. The 2-parametric unitary transformation of
the ith spin reads
Ri(α, β) = Rzi(β)Ryi(α)Rzi(−β). (23)
Now we can write a family of unitary transformations commuting with Iz =
∑
i Izi:
Uij(α, β) = CijRi(α, β)CjiR
+
i (α, β)Cij. (24)
In Uij , the first index corresponds to the rotated qubit, and the second index corresponds
to the qubit coupled with the rotated one by three CNOTs. This family can be extended
adding the z-rotation Rzi of any qubit.
For simplicity, hereafter we consider real matrices A and column b. In this case, we can
put β = 0 in the operators Uij , Uij(α, 0) ≡ Uij(α). The scheme of such operator Uij is shown
in Fig.1, where we omit the subscript i in the operator of y-rotation of the ith spin and put
Ry(α) ≡ Ry(α, 0).
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FIG. 1: The scheme of the unitary transformation Uij(α) ≡ Uij(α, 0) which entangles the
qubits qi and qj . We don’t write the subscript i in the y-rotation operator Ry, and
Ry(α) ≡ Ry(α, 0).
B. Three-qubit quantum scheme for solving system of two linear equations.
We show that a linear system of two equations with real A and b,
A =

 a11 a12
a21 a22

 , b =

 b1
b2

 , (25)
can be solved using a three-qubit quantum system.
1. Initialization of the vector b
Representing b as a quantum state is the first step of the protocol. In our example, we
consider such b that |b1|
2 + |b2|
2 < 1. In this case, we can encode the vector b = (b1 b2)
T
into the following pure state with single excitation:
|Ψ〉b = b0|0〉+ b1|1〉+ b2|2〉, (26)
b0 =
√
1− |b1|2 − |b2|2. (27)
To produce this state we apply the unitary operator
Ub(β1, β2) = U12(β2)Ry(β1) (28)
to the ground state |0〉 obtaining
|Ψb〉 = U12(β2)R1(β1)|0〉 = (29)
cos
β1
2
|0〉+ sin β2 sin
β1
2
|1〉 − cos β2 sin
β1
2
|2〉.
The scheme of U12 is given in Fig.2. Now we require
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FIG. 2: Initialization of the input vector b. The third q-bit is not used.
FIG. 3: Complete scheme for solving a system of two equations. The vertical line separates
the block initializing the input column b. The structure of the blocks U(αi), i = 1, 2, is
shown in Fig.1. As the result of measurement we obtain x21 (if αi, i = 1, 2 are defined in
(35)), or x22 (if αi, i = 1, 2 are defined in (36)) as the probability for the measured qubit to
be in the state |1〉.


sin β2 sin
β1
2
= b1
− cos β2 sin
β1
2
= b2
⇒


tanβ2 = −
b1
b2
sin
β1
2
= ±
√
b21 + b
2
2.
(30)
Thus, for a given b1 and b2, we can find βi, i = 1, 2.
2. Unitary operators solving algebraic system
Let us introduce the two-parametric unitary transformation
U123(α1, α2) = U23(α2)U12(α1) (31)
and apply this transformation to the state |Ψb〉.The scheme of this operation together with
the initialization of the input data b is shown in Fig.3. Since, according to linear equation
(1),
bi = ai1x1 + ai2x2, i = 1, 2, (32)
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we obtain the three-qubit state ΨU having the following structure
|ΨU〉 = U123|Ψb〉 = (xD11 + yD12)|1〉+ (xD21 + yD22)|2〉+ (xD31 + yD32)|3〉, (33)
where Dij are the following expressions of aij and αi:
D11 = a21 cosα1 − a11 sinα1, D12 = a22 cosα1 − a12 sinα1, (34)
D21 = −D1 sinα2, D22 = −D2 sinα2,
D31 = D1 cosα2, D32 = D2 cosα2,
D1 = a11 cosα1 + a21 sinα1, D2 = a12 cosα1 + a22 sinα1.
With two arbitrary parameters αi, i = 1, 2, we can set a desired value to two of the coefficients
Dij in (33). Thus,
if


D21 = 1
D22 = 0
⇒


tanα2 = −
a12
a22
sinα2 = ±
√
a222 + a
2
12
det A
⇒ 〈2|ΨU〉 = x1, (35)
if


D21 = 0
D22 = 1
⇒


tanα2 = −
a11
a21
sinα2 = ±
√
a211 + a
2
21
det A
⇒ 〈2|ΨU〉 = x2. (36)
In this way, we can obtain the value of either x1 or x2 using different values of the parameters
αi, i = 1, 2, in the unitary transformation. In both cases, the variable xi appears as a
probability amplitude for the state transfer |ΨU〉 → |2〉.
3. Example
We consider the following A and b:
A =

 −1.8 0.6
−0.4 1.4

 , b =

 −0.6
0.8

 . (37)
For such matrix A, condition (18) holds for both rows of A−1.
First, we define the parameters βi, i = 1, 2, in the unitary transformation Ub (28). Since
b21 + b
2
2 = 1 in this case, we set β1 = −pi which yields b0 = 0. Then the second of equations
(30) holds, while the first one yields
β2 = − arctan
b1
b2
= 0.64350. (38)
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Next, we find the parameters αi, i = 1, 2, in U123 (31). Formulas (35) yield:
α1 = 2.73670, α2 = 5.55160 ⇒ x1 = 〈2|ΨU〉 = 0.5789 (39)
Formulas (36) yield:
α1 = 1.78947, α2 = 5.34119 ⇒ x2 = 〈2|ΨU〉 = 0.7368. (40)
Of course, in both (39) and (40), αi, i = 1, 2, are not unique.
C. Four qubit quantum scheme and system of three linear equations
1. Initialization of b and construction of unitary transformations
We need the set of three unitary transformations Ri (23), i = 1, 2, 3, and three unitary
transformations commuting with Iz: U12, U23 and U34. To initialize the input vector |Ψb〉,
we apply the transformation
Ub(β1, β2, β3) = U23(β3)U12(β2)R1(β1) (41)
to the ground state:
|Ψb〉 = Ub|0〉 =
3∑
i=0
D
(b)
i |i〉, (42)
where D
(b)
i , i = 0, . . . , 3 are the known expressions of βi. Then the system of equations for
βi, i = 1, 2, 3, reads
D
(b)
i = bi, i = 1, 2, 3. (43)
Next, to find xi, i = 1, 2, 3, we apply the transformation
U1234(α1, α2, α3) = U34(α3)U23(α2)U12(α1) (44)
to |Ψb〉 obtaining |ΨU〉:
|ΨU〉 = U1234|Ψb〉. (45)
The state |ΨU〉 is a superposition of states |n〉, n = 0, . . . , 4, where the probability amplitude
of, for instance, the state transfer |ΨU〉 → |3〉 reads
〈3|Ψ〉 = D1x1 +D2x2 +D3x3, (46)
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FIG. 4: Complete scheme for solving a system of three equations. The vertical line
separates the block initializing the input column b. The structure of the blocks U(βi) and
U(αi) is shown in Fig.1. For the αi satisfying one of systems (47), (48) or (47), we obtain
one of the quantities x21, x
2
2 or x
2
3 as the result of measurement.
where Di, i = 1, 2, 3, are the known functions of αi, i = 1, 2, 3. We do not represent the
explicit expressions for Di. Three parameters αi, i = 1, 2, 3, can control three functions Di,
i = 1, 2, 3. Thus,
if D1 = 1, D2 = 0, D3 = 0 ⇒ 〈3|ΨU〉 = x1, (47)
if D1 = 0, D2 = 1, D3 = 0 ⇒ 〈3|ΨU〉 = x2, (48)
if D1 = 0, D2 = 0, D3 = 1 ⇒ 〈3|ΨU〉 = x3. (49)
The scheme of this protocol is shown in Fig.4.
2. Example
We consider the following A and b:
A =


0.9 −0.6 −1.8
1.6 −0.5 −0.6
0.8 −1.4 −0.5

 , b =


−0.5
0.7
−0.5

 . (50)
In this case condition (18) holds for all the columns of A−1 and
√∑3
i=1 b
2
i = 0.77 < 1.
System (43) yields the following particular values for the parameters βi, i = 1, 2, 3, in the
transformation Ub (41):
β1 = 2.94126, β2 = 3.66810, β3 = 4.09214. (51)
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In turn, systems (47)-(48) yield the following particular values for the parameters αi ,i =
1, 2, 3 in U1234 (44):
α1 = 1.83056, α2 = 6.05229, α3 = 5.13645 ⇒ 〈3|ΨU〉 = x1 = 0.8185, (52)
α1 = 1.25816, α2 = 5.13077, α3 = 4.85991 ⇒ 〈3|ΨU〉 = x2 = 0.6578,
α1 = 5.88224, α2 = 2.89173, α3 = 5.36144 ⇒ 〈3|ΨU〉 = x3 = 0.4677.
3. Simulation on 5-qubit superconducting quantum processor of IBM Quantum Experience
Now we discuss the realization of the protocol for solving a system of three equation on the
quantum processor of IBM Quantum Experience, see Fig.4. The solution xi of the equation
can be registered as the result of measurement on a particular qubit of this processor. We
measure |xi|
2 rather then xi itself because of the probabilistic method of obtaining the result.
In addition, since we consider the real A, b and xi, we write x
2
i instead of |xi|
2.
We compare the quantities x˜2i , i = 1, 2, 3, calculated using the above quantum processor
with the true values of the variables x2i , i = 1, 2, 3, obtained via the classical methods. In
all calculations, we average the result over four series of measurements each includes 1024
independent runs of the algorithm.
We use the matrix A (50) considered in Sec.IIIC 2, while the input vector b varies. Only
one entree xi of x can be measured in our protocol and x
2
i can not exceed 1 since it is
the probability of a certain state. Therefore 0 ≤ x2i ≤ 1. To characterize the accuracy of
calculations, we take a set of values multiple of 0.1 for each variable xi:
x21 = 0.1n, n = 0, . . . , 8, (53)
x22 = 0.1n, n = 0, . . . , 9, (54)
x23 = 0.1n, n = 0, . . . , 6. (55)
The upper boundary for each x2i in (53)-(55) depends on a particular choice of the matrix A
(Eq.(50) in our case). For each value of x21, x
2
2 or x
2
3, we fix the values of two other variables
in a random way and find the appropriate vector b using Eq.(1). Thus, we construct three
sets of vectors bi, i = 1, 2, 3, corresponding to sets (53)-(55). Next, for the found sets bi and
matrix A, we perform the protocol, presented in Sec.IIIC, on a quantum processor using the
above described averaging procedure and find the appropriate values x˜i thus constructing
14
FIG. 5: The errors εi ≡ x˜
2
i − x
2
i , i = 1, 2, 3 as functions of x
2
i for set of x
2
i (53)-(55). In
Figs. 5- 8, circles, squares and triangles correspond, respectively, to x21, x
2
2 and x
2
3. All
points are settled around the line (58). In Figs 5-7, the linear system with matrix A given
in (50) is considered
three sets of quantities x˜i, i = 1, 2, 3. Schematically these steps can be represented as the
following maps:
x2i → bi → x˜i, i = 1, 2, 3. (56)
In the ideal case, x2i ≡ x˜
2
i . But this equality doesn’t hold in reality and we introduce the
error εi,
εi = x˜
2
i − x
2
i , (57)
to characterize the deviation of the measured values from the true ones. The error εi is
shown in Fig.5, where circles, squares and triangles correspond, respectively, to x21, x
2
2 and
x23. This figure shows that, instead of an identical zero values εi, i = 1, 2, 3, expected in
the ideal case, we have a set of points significantly different from zero line. However, all
these points are settled around the straight line constructed by the least-square method and
shown in the same Fig.5:
ε = 0.40013− 0.70437x2. (58)
The character of the point distribution in Fig.5 prompts us to consider the line shown in
this figure as the correction function which must be subtracted from the result calculated
15
FIG. 6: The corrected errors ε˜i, i = 1, 2, 3 as functions of x
2
i for set of x
2
i (53)-(55);
ε˜i < 0.08.
on the quantum processor. In other words, for any measured value x˜2i we introduce the
quantity Xi by the formular
Xi(xi) = x˜
2
i − ε (59)
and consider Xi as the result of execution of the protocol on the quantum processor.
The errors
ε˜i = Xi(xi)− x
2
i , i = 1, 2, 3 (60)
as functions of x2i are depicted in Fig.6. We see that the absolute values of these errors do
not exceed 0.08. However, the relative error
ε˜
(r)
i =
ε˜i
x2i
(61)
is significant for x2i . 0.2 as shown in Fig.7 (the errors ε˜
(r)
i (0) tend to infinity and are
not shown in this figure). Thus, the proposed algorithm for solving the systems of linear
algebraic equations gives reasonable results for x2i & 0.2.
To demonstrate the usage of the introduced correction function (59) we implement this
function to correct the results obtained for a completely different matrix A constructed using
the pseudorandom number generator :
A =
2
3


−1.43 −1.10 −1.06
0.818 0.367 −1.42
−0.392 1.60 −0.654

 . (62)
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FIG. 7: The relative errors ε˜
(r)
i , i = 1, 2, 3 as functions of x
2
i for set of x
2
i (53)-(55). ε˜
(r)
i is
large for x2i . 0.2. The errors ε˜
(r)
i (0), i = 1, 2, 3, tend to infinity and are not shown here.
The absolute ε˜i and relative ε˜
(r)
i errors obtained using the protocol of this section with
formulas (60) and (61) are shown in Fig.8. We notice that Fig.8a and Fig.8b are very
similar, respectively, to Fig.6 and Fig.7.
IV. SOLVING LINEAR SYSTEMS BY MEANS OF SPIN-EVOLUTION OPERA-
TOR
The evolution of the inhomogeneous spin-1/2 chain in the inhomogeneous external mag-
netic field can be a tool for solving the algebraic systems (1). In this case, the inverse
of A is implicitly encoded into the evolution operator, while the input vector b must be
encoded into the pure state of the spin chain. We consider the evolution governed by the
nearest-neighbor XX-Hamiltonian in the inhomogeneous magnetic field:
H =
M−1∑
i=1
di(Ix,iIx,(i+1) + Iy,iIy,(i+1)) +
N∑
i=1
(ωi − ω)Iz,i, (63)
[H, Iz] = 0, Iz =
∑
i
Iz,i, (64)
where di are the coupling constants, ωi are the Larmor frequencies ωi = γhi, γ is the
gyromagnetic ratio, hi, i = 1, . . . ,M , represent the inhomogeneous part of the external
magnetic field. We set ω = 1
2
∑N
i=1 ωi. The evolution of a spin system reads
V (t) = e−iHt, (65)
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(a)
(b)
FIG. 8: The linear system with the matrix A given in (62). The absolute ε˜i (a) and relative
ε˜
(r)
i (b) errors, i = 1, 2, 3 as function of x
2
i . These graphs are very similar to ones depicted
in Fig.6 and Fig.7. The errors ε˜
(r)
i (0), i = 1, 2, 3, tend to infinity and are not shown here.
so that |Ψ(t)〉 = V (t)|Ψb〉. Using the proper values for the parameters di and ωi we can
provide such evolution, that, at some time instant, one of the amplitudes of the pure state
|Ψ(t)〉 equals one of the variables xi, i = 1, 2, 3, similar to the strategy of Sec.IIIC.
Now we consider the particular example of a 4-qubit chain and adjust it for solving a
system of three equations considered in Sec.IIIC 2. For this aim, we find the projection
〈3|Ψ〉 =
4∑
i=1
Pixi, (66)
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xi d2 d3 ω1 ω2 ω3 ω4 tmin
x1 1.92609 1.10051 1.88349 -0.82883 -1.05897 0.37563 1.51485
x2 0.63225 1.59251 0.05200 2.89465 1.41259 -1.63479 2.05543
x3 1.52851 1.22234 1.74816 1.62240 2.16566 2.87055 3.64261
TABLE I: Parameters of Hamiltonian (63) solving system (67) for different i = 1, 2, 3.
where Pi depends on the time t and the parameters of the Hamiltonian. To obtain the
value of a particular variable xk in (66) we solve the system
Pi = δik, i = 1, 2, 3, (67)
for the parameters di and ωi (at a fixed time instant t). Then
〈3|Ψ〉 = xk. (68)
We note that, unlike Sec.IIIC 2, the coefficients Pi are complex. Therefore we need six
parameters to satisfy conditions (67). Below we fix d1 = 1 (which corresponds to the
dimensionless time) and find the parameters d2, d3 and ωi, i = 1, . . . , 4, which satisfy (67) at
the minimal possible time instant t. Doing this we impose the constraints on the values of
the parameters di and ωi caused by the nearest neighbor approximation (Hamiltonian (63))
0.1 < di < 2, i = 1, 2, −3 < ωi < 3, i = 1, . . . , 4. (69)
Results of direct computations are collected in Table I. For the initial state used in Sec.IIIC 2,
|Ψ0〉 = b0|0〉+ b1|1〉+ b2|2〉+ b3|3〉,
3∑
i=0
|bi|
2 = 1, (70)
with b1 = b3 = −0.5, b2 = 0.7, we result in xi, i = 1, 2, 3, presented in (52). We note that the
time tmin needed to perform the considered operation increases with the length of the chain,
which is defined by the number of equations in the algebraic system. If we need to find all
variables xi, i = 1, . . . , K, in a K-dimensional algebraic system, then the required whole
time interval equals the sum of the time intervals needed for constructing each variable xi.
Therefore, if we need the shortest time interval, it might be more profitable to use 2K-qubit
system and find the whole set of xi, i = 1, . . . , K, at ones, see the protocol in Sec.II B.
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V. CONCLUSION
We propose a protocol for solving a system of linear algebraic equations using the quantum
system with the minimal number of qubits. The number of required qubits exceeds the
number of equations in the linear system only by one. In this protocol, we use the properly
constructed unitary transformation to find each particular variable xk leaving the other
variables undetermined. Therefore, to completely solve a system of M linear equations we
need to construct a set of M different (M +1)-qubit unitary transformations. Constructing
each unitary transformation requires calculating M minors of the system matrix A, which
is equivalent to calculating M elements of the inverse matrix A−1. If we are interested
in a particular xk, then we need only one unitary transformation and other elements of
A−1 remains uncalculated. Otherwise, if all xi must be calculated, then we have to find
all the elements of A−1 using classical methods. Thus, in our protocol we combine the
classical and quantum methods to reach the final purpose. However, been constructed, the
unitary transformation(s) can be used further for calculating xi, i = 1, . . . ,M , for different
b. Formally, the above set of M unitary transformation in the quantum algorithm replace
the multiplication of A−1 by a vector b in the classical case.
We also study the implementation of the proposed protocol on the superconducting quan-
tum processor of IBM Quantum Experience. In this case, we represent the needed unitary
transformation as a superposition of the CNOTs (two-qubit operations) and one-spin ro-
tations (y-axis rotations in the case of real A and b). Analyzing solutions for systems of
three equations obtained in this way we found the accuracy available in such simulations.
To increase the accuracy, the correction function is introduced which must be subtracted
from the result obtained via the quantum processor. Taking this function into account we
reduce the absolute error to ∼ 0.08 and the relative error to ∼ 25% for large enough x2i
(x2i & 0.2). The calculations for small xi . 0.2, i = 1, . . . ,M , are still not reliable.
The advantage of such protocol is most obvious if we turn to the realization of the unitary
transformation as an natural evolution operator for an (M+1)-qubit spin-1/2 chain governed,
for instance, by the nearest-neighbor XX Hamiltonian in the inhomogeneous magnetic field,
see Sec.IV. In this case, the required value of the variable xk appears as a probability
amplitude of an excitation at a particular qubit. In this way we solve a system of three
equations using a spin chain of four qubits.
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