Abstract-The auditory evoked potential (AEP) is an electric potential generated in the brain in response to auditory stimuli. It has clinical importance in the detection of newborn infant hearing loss, among other applications. The signal-to-noise ratio (SNR) of the AEP is low, so signal averaging is typically employed to estimate it. Often, thousands of trials must be averaged before a sufficiently high SNR estimate is obtained. In this research, we have developed an AEP averaging method called subspace averaging. The subspace averaging method projects onto the signal subspace: the span of the principal eigenvectors of the signal autocorrelation matrix. The signal subspace has low dimensionality and captures the key features of the signal. Also, we introduce a new SNR estimator for AEP trials. Using our estimator, we compare SNR estimates of conventional averaging and subspace averaging. The subspace average has higher SNR compared to the conventional average.
I. INTRODUCTION
The auditory evoked potential (AEP) is generated in the brain in response to an auditory stimulus and is recorded by electrodes on the subject's scalp while stimuli are transmitted through audiometric earphones [1] , [2] , [3] . The AEP has very low signal-to-noise ratio, and in addition to spontaneous EEG, is very likely to be interfered by external factors such as measuring equipment, low-frequency noise due to body movements, etc. AEP signals have clinical importance including hearing loss detection in newborn infants [4] , [5] .
II. CONVENTIONAL AVERAGING
Signal averaging is the most common method to reduce background noise in order to improve the SNR of the AEP [6] , [7] . A full-length AEP record consists of thousands of single AEP trials, each of which is recorded after the presentation of a stimulus. To apply averaging to an AEP record, it is necessary to divide the full-length record into time-aligned single trials. An AEP single trial can be modeled as x i = s i + z i , where s i is the AEP signal and z i is the background EEG. We assume that x i ∈ R n , the space of n × 1 vectors. Assume the signal components across trials are identical s i = s, and the noise components are zero-mean and uncorrelated across trials. Let σ T . The conventional average calculates the mathematical mean of all trials, and is given by:
Note that signal components are identical across trials so that s = s i = s. After averaging, the signal power remains the same and noise power is reduced by a factor of m. The signal to noise ratio of the ensemble average can be written as:
Compared to a single trial, the signal to noise ratio of the ensemble average is increased by a factor of m. The assumption that the signal is invariant across trials is not correct, and the above analysis does not strictly hold. Since the single-trial AEP SNR is so low, conventional averaging requires thousands of trials to yield an ensemble average with a satisfactory SNR.
III. SUBSPACE AVERAGING
The proposed method computes the orthogonal projection of the AEP matrix onto a low dimensional subspace, which is spanned by the principle eigenvectors of the signal autocorrelation matrix. This approach differs from the method in [8] where the signal subspace was spanned by sinusoidal signals at harmonics of the stimulus frequency used to produce steady state VEPs. In the following analysis, it is assumed that the noise component z i is uncorrelated and zero-mean across trials whereas the signal component s i varies from trial to trial. We can assume that the signal components s i exist in a low dimensional signal subspace. Whereas the noise exists in the entire space, z i ∈ R n . Hence, the SNR of a trial can be increased by computing the projection of the trial onto the signal subspace. Estimating the signal subspace is the key step in subspace averaging. Given a single trial x = s + z, the signal subspace can be inferred from the autocorrelation matrix of
where S is a matrix whose columns span the signal subspace. The positive definite matrix P corresponds to the autocorrelation of a random vector w, P = E[ww T ], and I is the n × n identity matrix. Hence the signal component s can be expressed as s = Sw. The signal subspace can be estimated by finding the principle eigenvectors of the actual AEP sample autocorrelation matrix, which is given byR = A T A. The eigenvectors and eigenvalues of the autocorrelation matrix arê
The principle eigenvectors corresponding to the r largest eigenvalues ofR span the signal subspace [9] . The single trial estimate is found by projecting x i onto the span of the principle eigenvectors:
Let Q s be the matrix of principal eigenvectors:
Then, a projection matrix can be obtained as
. The matrix P s maps the single trial AEP vectors onto the span of principle eigenvectors [10] . Therefore, if an AEP matrix (or a single trial) is multiplied by the projection matrix, the orthogonal projection of the AEP matrix (or a single trial) onto the signal subspace is obtained. Let B be the matrix of projected trials:
T . The projected trials matrix has the same dimension as the AEP matrix A. The projection matrix is idempotent, so the signal power of a projected trial is:
The noise power of a projected trial is:
Where tr{P s } is the trace of projection matrix, which is equal to its rank, r. The noise power is reduced by a factor of r/n. Generally, n r so the SNR of the projection of a single trial onto the signal subspace is significantly increased. The SNR is given by:
Averaging all these projected trials improves the SNR even further. The ensemble average can be obtained by computing the mean of projected trials. Therefore, as m projected trials are averaged, the SNR of the resulting ensemble average is now:
It is challenging to estimate the SNR of actual AEP trials due to the unknown signal components. Alternatively, if the noise power and signal power can be estimated separately, then an SNR estimator can be derived for measuring the performance of our method.
IV. SNR ESTIMATION
Next, we describe a method for estimating the SNR. Let P trial be the ratio of the power of the ensemble average to the power of a single trial:
In practice, it can be estimated by:
It can be easily shown that the single-trial SNR is:
and can be estimated as,
Hence, our SNR estimator can be used for quantifying the performance of subspace (as well as conventional) averaging.
V. EXPERIMENTS
In this research, a series of experiments were performed to demonstrate the performance of subspace averaging with both synthetic signals and actual AEP signals. The synthetic AEP was generated by:
where f 1 = 8Hz, f 2 = 48Hz, a 1 = 1, a 2 = 0.5 and φ i is uniformly distributed on [0 0.5π], to let the phases of the signals vary from trial to trial without signal components cancelling out during averaging. The sampling frequency f s = 400 Hz and the time interval t was [0 1.25] to achieve trial lengths of 500. The noise component z[n] was zero-mean white Gaussian noise. In all, 900 trials were generated and divided into 9 groups of 100 trials. Conventional averaging and subspace averaging was then applied to each group. The theoretical SNR and estimated SNR was computed for the single trial data as well as for the conventional and subspace averages derived from the 9 groups. The results are shown in Fig. 1 . Next, conventional and subspace averaging was applied to actual AEP data. The AEP data is accessible on the PhysioNet website [11] , additional signal recording details are found in [12] . In our experiment, a full-length AEP record was divided into multiple time-aligned single trials into an AEP matrix of dimension m × 2002. The AEP trials were downsampled by 4 to reduce the sample rate from 48 KHz to 12 KHz, resulting in each trial having a length of 500. Thus, the dimension of the AEP matrix was m × 500. Sixty Hz noise and its harmonics were then removed by notch filtering. Additionally, outliers due to body or scalp movements were removed from the data matrix prior to averaging. The method used for detecting outlier trials was the mean Euclidean distance (MED), which is given by:
The MED was computed between the first AEP trial x 1 and the rest of the trials. The first trial x 1 is usually not an outlier, and most MEDs are fluctuating within a stable range. If MEDs exceed this range, they are simply removed from the AEP matrix. On the other hand, if the first trial is found to be an outlier, the MED can be computed using the second trial, etc. The sample autocorrelation can be computed asR = A T A. However, the SNR of the AEP single trial is so low that the noise can influence the eigenvalues of the autocorrelation matrix since ongoing EEG is typically correlated from trial to trial. To minimize the influence on the signal subspace due to the noise components, the autocorrelation matrix can be calculated usingR
where a is chosen so that the noise component is assumed to be uncorrelated after a trials. The autocorrelation matrix is then estimated asR =R T +R. To see the contribution of the noise components onR, the eigenvalues ofR, can be inspected. As shown in Fig. 2 , the noise component contributes less to the autocorrelation matrix computed via this approach compared to the traditional sample autocorrelation matrix. Therefore, the autocorrelation matrix gives a more accurate estimate of the signal subspace. The experiments were performed on a preprocessed AEP matrix of dimension 900 × 500 as described above. To compare the SNR results, the AEP matrix was split into 9 groups, each of which had 100 trials. Then, each method was implemented on these 9 groups and yielded 9 conventional and 9 subspace averages. The SNR estimators of the actual AEP trials, conventional averages and subspace averages, using the modified autocorrelation matrix, were calculated. In this case, evaluating the eigenvalue distribution suggested the largest eight eigenvalues can be considered effective. The results are shown in Fig. 3 . Examples of conventional and subspace averages of actual AEP data are shown in Fig. 4 . 
VI. RESULTS AND DISCUSSION
The synthetic signal simulations demonstrated the performance of subspace averaging, which enhanced the SNR of synthetic AEPs from -13.80 dB to 24 dB. Conventional averaging, on the other hand, enhanced the SNR to 6 dB. The simulation results matched the expected mathematical improvement. For actual AEP data, our SNR estimator demonstrated the improvement of subspace averaging over conventional averaging by as much as 10 dB (for r = 2). On the other hand, if r is too small, important signal information may be lost (although r = 2 seems sufficient for the auditory brainstem response seen over the first 5 ms). Our approach to choosing r was rather ad hoc. However there are methods for choosing r in an optimal manner, which are based the Aikake Information Criterion (AIC) or mean description length (MDL). The AICbased method uses the following cost function The details can be found in [9] .
VII. CONCLUSION
In this research, a new AEP signal averaging method called 'subspace averaging' has been proposed. We have also introduced a new SNR estimator that can be applied to ensemble averages of actual AEP data. The experiments showed that subspace averaging is capable of yielding AEP ensemble averages with higher SNR.
