We present a new proof of PSPACE-hardness of the emptiness problem for alternating finite automata with a singleton alphabet. This result was shown by Holzer (1995) who used a proof relying on a series of reductions from several papers. The new proof is simple, direct and self-contained.
1L-Afa-Emptiness, it is a bit unpleasant to find that Holzer uses the emptiness problem for so called EP0L systems [7] which was shown to be PSPACEcomplete in [6] , where the proof of PSPACE-hardness (solving a long-term open question) uses a series of reductions among several problems, one of these reductions being handled by a reference to [2] . In this note we observe that the PSPACE-hardness of 1L-Afa-Emptiness can be shown directly by a "master reduction," and we note that the idea was implicitly present already in the seminal paper on alternation [1] . In fact, a little adjustment of the construction could also serve to show the PSPACE-hardness of all problems in the above mentioned series in [6] .
The main observation
Let us consider a fixed deterministic Turing machine M with space bounded by f (n). For any input w for M we will show how to construct a one-letteralphabet AFA (1L-AFA) A w with O(f (|w|)) states so that M accepts w iff L(A w ) = ∅; by |w| we denote the length of w. We start by recalling the basic definitions.
For a set X we use Bool + (X) to denote the set of (positive) boolean formulas that only use ∧ and ∨ as boolean connectives and elements of X as variables. By [φ] ν we denote the truth value (0 or 1) of formula φ ∈ Bool + (X) under the boolean assignment ν : X → {0, 1}.
An alternating finite automaton (AFA) is a structure A = (Q, Σ, δ, q 0 , F ) where Q is the finite set of states, Σ is the finite alphabet, δ : Q×Σ → Bool + (Q) is the transition function, q 0 is the initial state, and F ⊆ Q is the set of accepting states. We define the predicate Acc ⊆ Q×Σ * by induction on the length of the second component; Acc(q, w) is to be read as "A starting in q accepts w."
AFA A accepts the language L(A) = {w ∈ Σ * | Acc(q 0 , w)}. When |Σ| = 1, we say that A is a 1L-AFA (1L being read "one letter"). We are interested in the problem 1L-Afa-Emptiness:
A deterministic Turing machine (deciding a problem, or accepting a language) is a structure M = (Q, Σ, Γ, δ, q 0 , q acc , q rej ) where Q is the finite set of (control) states, Σ is the finite input alphabet, Γ is the finite tape alphabet where Σ ⊆ Γ, δ : (Q − {q acc , q rej }) × Γ → Q × Γ × {−1, 0, +1} is the transition function, and q 0 , q acc , q rej ∈ Q are the initial state, the accepting final state and the rejecting final state, respectively. The tape alphabet Γ contains a special blank symbol 2 ∈ Σ. We assume that M starts with scanning the tape cell with the leftmost symbol of an input word w ∈ Σ + and never moves left from that cell. W.l.o.g. we only consider nonempty input words. Technically we view the tape cells as numbered by nonnegative integers, i.e. by elements of N = {0, 1, 2, . . .}. A configuration C is then a function C : N → ∆ where ∆ = Γ ∪ (Q × Γ); the state and the head position are determined by the pair C(j) ∈ (Q × Γ). Given a (nonempty) input w = a 1 a 2 . . . a n , the initial configuration For any z ∈ ∆ we can thus define the following easily constructible set:
For technical convenience we also assume that if M enters q acc then the head scans cell 1 which currently contains 2. Thus we can define that M accepts w iff there is i ∈ N such that C w i (1) = (q acc , 2). Now we come to the crucial construction. We assume a fixed deterministic Turing machine M = (Q, Σ, Γ, δ, q 0 , q acc , q rej ) with space bounded by a function f ; this means that M can only visit the cells numbered 1, 2, . . . , f (n) in the computation starting on an input w with |w| = n. The function f : N → N is supposed to satisfy f (n)≥n for all n, which also means that C w i (j)=2 for j>f (n) in the computation of M on w with |w| = n. For any w = a 1 a 2 . . . a n we define the following 1L-AFA 2) , ♦) = 1 (constantly true) and δ ′ ((j, z), ♦) = 0 (constantly false) for z = 2 , • for 1 ≤ j ≤ f (n) we define: 
Proposition 1 For all i ∈ N and (j, z) ∈ Q ′ we have:
Corollary 2 M accepts w iff ∃i :
Theorem 3 1L-Afa-Emptiness is PSPACE-complete.
PROOF. Any problem P in PSPACE is decided by a deterministic Turing machine M with space bounded by a polynomial p(n). Given such M, our (algorithmic) construction of A w can be obviously done in polynomial time, and logarithmic space, wrt |w|. Hence every problem in PSPACE is logspacereducible to 1L-Afa-Emptiness. The membership of the emptiness problem in PSPACE is straightforward, even in the case of general AFA; it was shown in [5] . 2
For deriving other PSPACE-hardness results, it is useful to have special simple forms of 1L-AFA for which the emptiness problem is still PSPACE-hard. We present one such form. We call a 1L-AFA A = (Q, {♦}, δ, q 0 , F ) simple if each formula δ(q, ♦) is either a variable q ′ or is in the form q 1 ∧ q 2 or in the form q 1 ∨ q 2 .
Proposition 4
The emptiness problem for simple 1L-AFA is PSPACE-hard.
PROOF. We reduce 1L-Afa-Emptiness to the emptiness problem for simple 1L-AFA. Let us consider a 1L-AFA A = (Q, {♦}, δ, q 0 , F ). By f q we denote a "fullyparenthesized form" of the formula δ(q, ♦); any subformula f of f q is either a variable q ′ or is in the form (f 1 ∧ f 2 ) or in the form (f 1 ∨ f 2 ). By depth(f ) we denote the depth of nesting in f : depth(q) = 1 and depth(
The above 1L-AFA A can be transformed to a simple 1L-AFA
f is a subformula of some f q and m ≥ i ≥ depth(f )}, q
It is obvious that the length of every word in L(A ′ ) is divisible by m, and that
Additional remarks
We note that the idea of the above construction showing PSPACE-hardness of 1L-Afa-Emptiness is implicitly present in the seminal paper [1] . The proof of Theorem 3.4. in [1] shows that, given a deterministic Turing machine M with time (and thus also space) bounded by f (n), we can construct an equivalent alternating Turing machine M ′ with space O(log f (n)). The work of M ′ can be interpreted in our terms as follows: given w, M ′ checks if there is i ≤ f (|w|) such that A w (defined wrt M) accepts ♦ i . M ′ cannot construct A w explicitly; it just generates the binary description of a guessed i ≤ f (n) and then simulates i steps of A w . M ′ has to be able to remember the current state (j, z) of A w but this is no problem since it can use the tape for storing (the binary description of) j. The ability of M ′ to simulate A w is obvious since the corresponding instructions of M ′ depend only on M, not on w.
(where j, j ′ ∈ {1, 2, . . . , f (n)}). We also note the following determinism (important for BSTA): for every pair ((j, z 1 ), (j ′ , z 2 )) there is at most one (j, z) such that (j, z) ⇐ ((j, z 1 ), (j ′ , z 2 )) is a rule.
