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Abstract. We prove several new Bertini theorems over arbitrary fields
and discrete valuation rings.
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1. Introduction
1.1. Background. Let X be a quasi-projective subscheme of a projective space over a
field k. Let P be a property of algebraic varieties (e.g., regular, smooth, normal, weakly
normal, semi-normal, strongly F-regular, F-pure, integral, reduced). In the present
language of algebraic geometry, a Bertini theorem for P (sometimes called the Bertini-P
theorem) broadly says that if X satisfies the property P, then ‘almost all’ hypersurface
sections of X inside the projective space also satisfy P. The Bertini theorems are known
to be very powerful tools in the study of algebraic varieties. They play a very significant
role in reducing a problem about higher dimensional varieties to curves and surfaces.
The Bertini theorem for smoothness over infinite fields is a classical result. However,
this problem over finite fields was unknown for many years until Gabber [14] and Poonen
[32] independently solved it. In his solution to this problem, Poonen introduced the
‘geometric closed point sieve method’. Since its introduction, this method has turned
out to be a very useful tool to study Bertini theorems for other properties of quasi-
projective varieties.
Using the sieve method, Poonen [33] proved Bertini-smoothness theorems over finite
fields for hypersurfaces containing a given closed subscheme satisfying certain necessary
conditions. This result of Poonen was later generalized by Gunther [20] and Wutz [40].
The analogous results over infinite fields were earlier obtained by Bloch [8] and Altman-
Kleiman [1]. In another work, Charles-Poonen [10] used Poonen’s techniques to prove
the Bertini-irreducibility theorem over finite fields.
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1.2. The main results. Apart from the Bertini theorems for smoothness and irre-
ducibility discussed above, such results are still mostly unknown for other properties of
schemes. In this manuscript, we address this question by proving several new Bertini
theorems over fields and discrete valuation rings.
Our main results are the Bertini theorems for regularity, normality, reducedness, ir-
reducibility and integrality over (possibly imperfect) fields and discrete valuation rings.
Furthermore, we prove these results in the generality where the hypersurfaces are al-
lowed to contain a prescribed closed subscheme (with some necessary conditions) of the
ambient projective space. As a consequence of this flexibility, we obtain a generalization
of the Bertini irreducibility theorem over finite fields by Charles-Poonen. We summarize
our main results below and refer to various sections for precise statements.
1.2.1. Bertini for regularity. Our first set of results consists of Bertini theorems for reg-
ularity over imperfect base fields. Note that this is stronger than the Bertini smoothness
theorem over such fields. As a consequence of this, we generalize the ‘strong Bertini
theorems’ over algebraically closed fields due to Diaz-Harbater [11] to arbitrary infinite
fields (see § 4).
1.2.2. Bertini for normality. The Bertini problem for normality was raised for the first
time in a joint paper of H. Muhly and O. Zariski [30] as part of their attempt to prove res-
olution of singularities. The question of Muhly-Zariski over infinite fields was answered
by Seidenberg [36]. However, this question does not yet have an answer over finite fields.
Recall that the higher dimensional resolution of singularities is also unknown in posi-
tive characteristics. We provide an answer to the question of Muhly-Zariski over finite
fields (see Corollary 6.5). In our Bertini-normality theorem, the hypersurface sections
are allowed to contain a prescribed closed subscheme with some condition. Over infi-
nite fields, our proofs provide a much simplified and generalized version of Seidenberg’s
Bertini theorem.
1.2.3. Bertini for reducedness and integrality. The Bertini theorems for geometrically
reduced and geometrically integral schemes are known over infinite fields (e.g., see [1,
Theorem 1] and [26, The´ore´me 6.3]). A version of Bertini theorem for the geometric
integrality for a family of projective schemes over arbitrary fields is due to Benoist
[3]. However, such results are not available today if the given variety is only reduced (or
integral), especially if we ask our hypersurfaces to contain a prescribed closed subscheme.
Our results resolve these problems.
1.2.4. Bertini for schemes over a dvr. At present, very little is known about Bertini
theorems for various properties of quasi-projective schemes over a base which is not a
field. Such theorems turn out to be very useful whenever we need to use models for quasi-
projective schemes defined over the quotient field of a discrete valuation ring. They have
many applications in the study of class field theory and algebraic cycles over local fields.
The Bertini-regularity theorem for schemes which are regular, flat and projective over
a discrete valuation ring and whose reduced special fibers are strict normal crossing
divisors was proven by Jannsen-Saito [25] and Saito-Sato [34]. The normal crossing
condition in the results of Jannsen-Saito and Saito-Sato was removed by Binda-Krishna
in [4, Proposition 2.3]. A form of Bertini-normality theorem for affine and flat normal
schemes over a discrete valuation ring was obtained by Horiuchi-Shimomoto [24] under
some conditions on the ring.
To our knowledge, apart from the above results, no other Bertini type result seems to
be known for schemes over a discrete valuation ring. In this manuscript, we generalize
the results of Jannsen-Saito, Saito-Sato and Binda-Krishna to arbitrary quasi-projective
schemes (§ 9 for precise results).
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It will be interesting to obtain such Bertini type results for quasi-projective schemes
over more general bases than the spectra of discrete valuation rings. Some results of this
nature and their applications have been obtained in the past by Gabber-Liu-Lorenzini
(see [15, § 2] and [16, § 3.]).
1.3. Applications. The results of this manuscript were motivated by the need for
Bertini-normality and integrality theorems over finite fields in geometric class field theory
and the theory of Chow group of 0-cycles on singular varieties over finite and imperfect
infinite fields. The main problem of geometric class field theory is to describe the abelian
field extensions of the function field of a variety over a finite field in terms of motivic
objects such as 0-cycles associated to the variety. This problem is very well studied for
smooth varieties. But there has not been much progress on this question in the presence
of singularities.
We use the Bertini-normality theorem of this manuscript to study this problem for
normal projective varieties over finite fields in [27]. The Bertini theorems of this man-
uscript are critically used in the main proofs of [6] which studies the class field theory
of smooth quasi-projective schemes over finite fields. The results of this manuscript are
also used in [7] which studies the Levine-Weibel Chow groups of singular varieties over
non-algebraically closed fields. In yet another application, we use the new Bertini theo-
rems to generalize the main results of [4] to imperfect base fields. The Bertini theorem
for normal crossing schemes over finite fields proven in this paper is used in the main
proofs of [22] which studies algebraic cycles on schemes over finite fields. The Bertini
regularity theorem over imperfect base field has been used recently in [31].
Poonen’s closed points sieve method that we use in our proofs over finite fields can
be useful in proving Bertini theorems for other properties of schemes over finite fields as
well. We shall use this method to attempt Bertini theorems for strongly F -regular and
F -pure schemes over finite fields in a future work. Such results over algebraically closed
fields are due to Schwede-Zhang [35].
1.4. Organization of the paper. We prove some key lemmas in § 2. As the first
application, we prove the Bertini-regularity theorem over (possibly imperfect) infinite
fields in this section. In § 3, we define the notion of good hypersurface sections and
prove the remaining of our Bertini theorems over infinite fields. The results of Diaz-
Harbater are generalized in § 4.
We begin our proofs over finite fields in § 5. Our first step is to prove a generalization
(Proposition 5.2) of the Bertini-smoothness theorems with Taylor conditions by Poonen
[32] and Wutz [40] to singular schemes. We use this generalization to prove Bertini
theorems for normal crossing schemes. In § 6, we prove the Bertini theorems for normality
and reducedness over finite fields using the key lemmas of § 2 and Proposition 5.2. In
§ 7, we extend the Bertini-irreducibility theorem of Charles-Poonen [10] for surfaces,
where we allow the hypersurfaces to contain a prescribed closed subscheme. We prove
the general versions of the Bertini-irreducibility and Bertini-integrality theorems over
finite fields in higher dimensions in § 8.
In § 9, we prove Bertini theorems for quasi-projective schemes over a discrete valua-
tions ring. This is obtained by suitably combining the Bertini theorems of the previous
sections over the fraction field and the residue field of the discrete valuation ring.
1.5. Notations. In this manuscript, all rings will be assumed to be commutative (with
unity) and Noetherian. If k is a field, we shall let Schk denote the category of finite
type separated schemes over k. For X,Y ∈ Schk, we shall write X ×Spec (k) Y simply as
X × Y . If k ⊂ k′ is a field extension, we shall let Xk′ = X × Spec (k
′). For a Noetherian
scheme X, we shall let Irr(X) denote the set of all irreducible components of X. We
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shall let Xred denote the closed subscheme of X locally defined by the nilradical of OX .
We let Xreg be the subset of X consisting of points whose local rings are regular. If X
is excellent (which is the case for objects of Schk), Xreg has the canonical structure of
an open subscheme of X which is dense. We let Xsing be the complement of Xreg with
the reduced closed subscheme structure.
If Hf ⊂ P
n
k = Proj(k[x0, . . . , xn]) is the hypersurface defined by a homogeneous poly-
nomial f , and if k ⊂ k′ is a field extension, we shall usually denote (Hf)k′ simply by Hf
whenever k′ is given. We shall let k denote a fixed algebraic closure of k. For X ⊂ Pnk′ (or
a subset of Pnk) and f ∈ k[x0, . . . , xn] homogeneous, we shall write X∩(Hf)k′ (or X∩Hf )
as Xf . For a locally closed subscheme X ⊂ P
n
k , we shall let X denote the scheme-theoretic
closure of X in Pnk . We shall write X
(q) (resp. X(q)) for the set of codimension (resp.
dimension) q points on X. For a scheme X over k and a field extension k ⊂ k′, we shall
let X(k′) denote the set of morphisms Spec (k′)→X in the category of all schemes over
k.
2. The key lemmas
In this section, we prove the key lemmas. These include a Bertini theorem for regu-
larity over infinite (but possibly imperfect) fields. We shall use these results in the latter
sections to prove our main Bertini theorems.
2.1. Preliminary results. Serre’s (Ra) and (Sb) conditions for commutative Noether-
ian rings are well known concepts in commutative algebra (e.g., see [29, p. 183]). Given
an integer b ≥ 0, a Noetherian scheme X is called an Sb-scheme if for all points x ∈ X,
one has depth(OX,x) ≥ min(b,dim(OX,x)). We shall say that a Noetherian scheme X
is an (Ra + Sb)-scheme for a ≥ 0 and b ≥ 0 if it is regular in codimension a and is an
Sb-scheme. The following result is elementary.
Lemma 2.1. Let R be a Noetherian local Sb-ring for some b ≥ 1 and let f ∈ R be a
non-zero divisor. Then R/(f) is an S(b−1)-ring.
Proof. We let R = R/(f). For an ideal I ⊂ R, we let I = (I + (f))/(f). Let p ⊂ R be a
prime ideal containing f . Note that Rp = Rp/(f). It is also clear that f is a non-zero
divisor in Rp. Since every regular sequence in Rp can be extended to a maximal regular
sequence (see [38, Lemma 090R]), it follows that depth(Rp) = depth(Rp) + 1. We also
know that dim(Rp) = dim(Rp)+ 1 (see [2, Proposition 11.3]). These two identities prove
the lemma. 
Recall (see [37, § 02IV]) that a topological space X is called catenary if for every
inclusion of irreducible closed subsets T ⊂ T ′, there exists a maximal chain of irreducible
closed subsets T = T0 ⊂ T1 ⊂ ⋯ ⊂ Te = T
′ and every such chain has the same length. A
scheme X is called catenary if it is so as a topological space with its Zariski topology.
It follows from [37, Lemmas 02IX, 02J0] that a scheme X is catenary if and only if the
coordinate rings of all affine open subschemes of X are catenary rings as defined in [29,
Chapter 5]. Equivalently, the local ring OX,x is catenary for all x ∈X.
It is easy to check from the above definition that every closed subscheme of a catenary
scheme is catenary. Furthermore, a Noetherian scheme is catenary if and only if all its
irreducible components are catenary. The following lemma should be well known.
Lemma 2.2. Let X be a Noetherian catenary scheme and let Z1 ⊊ Z2 be an inclusion
of two irreducible closed subschemes of X. Let z1 and z2 denote the generic points of Z1
and Z2, respectively. Then dim(OX,z2) + dim(OZ2,z1) = dim(OX,z1).
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Proof. SinceXred is also Noetherian and catenary and the assertion of the lemma does not
change if we replace X by Xred, we can assume that X is reduced. If X
′ is an irreducible
component of X containing Z2, then X
′ is also Noetherian and catenary. Furthermore,
the assertion of the lemma can be checked on X ′. We can therefore assume that X is
integral.
Since the assertion of the lemma is a local question, we can replace X by the local
integral domain OX,z1 . Since this latter ring is also Noetherian and catenary, the lemma
is reduced to showing that if R is a catenary Noetherian local integral domain with
maximal ideal m and p ⊊ m is a prime ideal, then dim(Rp) + dim(R/p) = dim(R). But
this is a well known consequence of the catenary property of a Noetherian local integral
domain (see [29, Chapter 5, pp. 31]). 
2.2. The key lemma. We shall say that a scheme X is locally embeddable in a regular
scheme if every point of X has an affine neighborhood which is a closed subscheme of a
Noetherian regular scheme (see [18, Proposition 5.11.1]). The key lemma for proving the
Bertini theorem for (Ra+Sb)-schemes over any field is the following result of independent
interest.
Lemma 2.3. Let X be a Noetherian separated scheme of pure dimension d ≥ 0. Assume
that X is catenary and locally embeddable in a regular scheme. Assume that X is an
Sr-scheme for some integer r ≥ 0. Let
ΣrX = {x ∈ X ∣ dim(OX,x) ≥ r + 1 and depth(OX,x) = r} .
Then ΣrX is a finite set.
Proof. For any integer n ≥ r + 1, we let
Tn = {x ∈ X ∣ dim(OX,x) = n and depth(OX,x) = r}.
Then ΣrX =
d
∪
n=r+1
Tn. Hence, it suffices to show that each Tn is a finite set.
For any integer m ≥ 0, let
Wm = {x ∈ X ∣ codepth(OX,x) ∶= dim(OX,x) − depth(OX,x) ≥m}.
Here, we assume that the codepth of a field is zero. Since X is locally embeddable
as a closed subscheme of a regular scheme, it follows from Auslander’s theorem (see [18,
Proposition 6.11.2]) that x ↦ codepth(OX,x) is an upper semi-continuous function on X.
In particular, each Wm is a closed subset of X. Furthermore, no irreducible component
of X can be contained in Wm if m ≥ 1 since the codepth of every generic point of X is
zero. We shall consider Wm as a closed subscheme of X with the reduced induced closed
subscheme structure.
To prove the lemma, suppose on the contrary that Tn is infinite for some n ≥ r + 1.
Since Tn ⊆ Wn−r and the latter subset is closed, it follows that Wn−r is a closed subset
of X of dimension at least one. Moreover, as Wn−r can have only finitely many generic
points and Tn is infinite, we see that infinitely many points of Tn do not belong to the set
of generic points of Wn−r. It follows that we can find distinct points x ∈ Tn and y ∈Wn−r
such that x ∈W ′n−r ∶= {y} and dim(W ′n−r) ≥ 1.
Note now that as dim(OX,x) = n and {x} ⊊ {y}, we must have dim(OX,y) ≤ n − 1.
Suppose that dim(OX,y) = n − 1. Then we obtain a point y ∈ X such that dim(OX,y) =
n − 1 ≥ r and depth(OX,y) ≤ (n − 1) − (n − r) = r − 1. But this is absurd as every local
ring of X of codimension at least r has depth also at least r by our assumption.
Suppose next that dim(OX,y) ≤ n − 2. Let X ′ ⊂ X be an irreducible component of
X which contains W ′n−r. We then get a chain of irreducible closed subschemes {x} ⊊
W ′n−r ⊊X
′ in X. Note here that n − r ≥ 1.
6 MAINAK GHOSH, AMALENDU KRISHNA
Let m = codim({x},W ′n−r) > 0 denote the codimension of {x} in W ′n−r and let {x} =
X0 ⊊ ⋯ ⊊ Xm = W
′
n−r be a chain of irreducible closed subsets. Let x1 ∈ X1 denote the
generic point of X1. We must then have dim(OX1,x) = codim({x},X1) = 1. Since X is
Noetherian and catenary, Lemma 2.2 says that dim(OX,x1) = dim(OX,x)−dim(OX1,x) =
n − 1.
We therefore get distinct points x ≠ x1 inW
′
n−r such that {x} ⊊ {x1} and dim(OX,x1) =
n − 1. It follows as before that depth(OX,x1) ≤ r − 1. Since n − 1 ≥ r, we again obtain
a point x1 ∈ X such that dim(OX,x1) ≥ r and depth(OX,x1) ≤ r − 1 and this contradicts
our assumption. The lemma is therefore proven. 
Since a complete Noetherian local ring is a quotient of a Noetherian regular local
ring (see [29, Theorem 29.4]) and in particular, is universally catenary, we obtain the
following. This result will be used in our proof of the Bertini theorem over a discrete
valuation ring in § 9.
Corollary 2.4. Let X be essentially of finite type over a Noetherian regular ring. Then
it satisfies the assertion of Lemma 2.3. In particular, if X is essentially of finite type
over a Noetherian complete local ring, then it satisfies the assertion of Lemma 2.3.
2.3. Bertini-regularity over infinite fields. Recall that a Noetherian scheme is reg-
ular if all its local rings are regular local rings. We shall first prove a Bertini theorem for
regularity using a result of Seidenberg [36]. This result for regular projective schemes
was proven by Flenner (see [12, Corollary 3.4.14]). We emphasize however that the result
below can not be deduced from Flenner’s Bertini theorem because the scheme-theoretic
closure of a locally closed immersion X ↪ Pnk of a regular scheme may become singular.
If not specified, k will denote an infinite field in the rest of § 2.
Lemma 2.5. Let X be a reduced equidimensional quasi-projective scheme over k with
a locally closed embedding X ⊂ Pnk . Let d ≥ 1 be any integer. We can then find a dense
open subscheme U of the linear system ∣H0(Pnk ,OPnk (d))∣ such that every H ∈ U(k) has
the property that the hypersurface section X ∩H is regular at every point of H ∩Xreg.
Proof. We can replace X by Xreg which allows us to assume that X is regular. We can
replace Pnk by its d-uple Veronese embedding which allows us to assume that d = 1. We
now let X denote the scheme-theoretic closure of X in Pnk . Since X is reduced, X is the
topological closure of X with its reduced induced closed subscheme structure.
By [36, Theorem 1], we can find a dense open subscheme U of the linear system∣H0(Pnk ,OPnk (1))∣ such that for every H ∈ U(k), the hypersurface section X ∩H is regular
at every point of Xreg ∩H. We remark that Seidenberg assumes in the statement of his
theorem that X is irreducible, but never uses it in his proof. He uses this extra condition
only in the latter sections of his paper. Since X is open in X, it follows that X ∩H is
regular at every point of Xreg ∩H. 
2.4. Bertini for hypersurfaces containing a subscheme. Let k be an infinite field
and let X ⊂ Pnk be a locally closed subscheme. Let Z ⊂ P
n
k be a closed subscheme defined
by the sheaf of ideals IZ . Recall from our notations that for a locally closed subscheme
Y ⊂ Pnk , we write Y for the scheme-theoretic closure of Y in P
n
k . For every d ≥ 0, we have
the canonical maps of Zariski sheaves
IZ(d)↪ IZ∩X(d)↠ IZ∩X/IX(d)
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such that the composite map is surjective. For d≫ 0, these maps yield the rational maps
between the linear systems
(2.1) ∣H0(Pnk ,IZ(d))∣   φ1 //
φ2 ((
∣H0(Pnk ,IZ∩X(d))∣
φ3uu∣H0(X,I
Z∩X/IX(d))∣,
where the top horizontal arrow is a closed immersion and the two broken arrows are
rational maps which define smooth surjective morphisms when restricted to the open
dense subsets consisting of hypersurfaces not containing X.
Suppose now that there is a dense open subscheme U ⊂ ∣H0(Pnk ,IZ∩X(d))∣ such that
every H ∈ U(k) has the property that H ∩X = φ3(H) satisfies some property P when
restricted to X. We can replace U by its intersection with the locus UX where φ3 is
defined, and can assume that U ⊂ UX . Since φ3 is smooth and surjective on UX , it
follows that φ3(U) is dense open in ∣H0(X,IZ∩X/IX(d))∣. We let U ′ ∶= φ−13 (φ3(U)) and
V ′ = φ−12 (φ3(U)). Then U ′ and V ′ are dense open subschemes of ∣H0(Pnk ,IZ∩X(d))∣ and∣H0(Pnk ,IZ(d))∣, respectively such that φ1(V ′) ⊂ U ′.
We let H ′ ∈ U ′(k) and write y = φ3(H). Since φ−13 (y) ≅ Ark for some r ≥ 0 and k is
infinite, it follows that U ∩φ−13 (y) is dense open in φ−13 (y) (note that U ∩φ−13 = φ−13 (y) if
r = 0). Hence, φ3(H ′) = y = φ3(H) for some H ∈ (U ∩ φ−13 (y))(k). But this implies that
H ′∩X satisfies P on X. We have therefore shown that every H ′ ∈ U ′(k) has the property
that H ′ ∩X satisfies P on X. Since φ1(V ′(k)) ⊂ U ′(k), we conclude the following.
Lemma 2.6. Suppose that for all d ≫ 0, there exists a dense open subscheme U ⊂∣H0(Pnk ,IZ∩X(d))∣ such that H ∈ U(k) has the property that H ∩X satisfies a property
P. Then for all d ≫ 0, there exists a dense open subscheme V ⊂ ∣H0(Pnk ,IZ(d))∣ such
that every H ∈ V(k) has the property that H ∩X satisfies P.
The following result is a Bertini-regularity theorem for hypersurfaces containing a
closed subscheme with some finiteness condition. This result will be significantly gen-
eralized in Theorem 4.3 where we shall allow the closed subscheme to have positive
dimension.
Proposition 2.7. Let X ⊂ Pnk be as in Lemma 2.5. Let Z ⊂ P
n
k be a closed subscheme
such that Z ∩X is a reduced finite subscheme contained in Xreg. Then for all d≫ 0, we
can find a nonempty dense open subscheme U of the linear system ∣H0(Pnk ,IZ(d))∣ such
that every H ∈ U(k) has the property that X ∩H is regular at every point of Xreg ∩H.
Proof. Using our assumptions and Lemma 2.6, we can assume that Z ⊂Xreg. The propo-
sition is trivial if dim(X) = 0. We shall therefore assume that dim(X) ≥ 1. Since X is re-
duced, X is the topological closure of X with its reduced induced closed subscheme struc-
ture. Let IZ ⊂ OPn
k
denote the sheaf of ideals defining Z. We let Sd = H
0(Pnk ,OPnk (d)),
Id =H
0(Pnk ,IZ(d)) and V =X∖Z. We shall assume that d is large enough so that IZ(d)
is globally generated.
Since IZ(d)⊗OPn
k
OV is an invertible sheaf on V , the canonical surjection Id⊗kOV ↠
IZ(d)⊗OPn
k
OV defines a morphism φ∶V → P(Id). Combining it with the given inclusion
V ⊂ X ⊂ Pnk and following the result with the Segre embedding, we get a locally closed
embedding φ∶V ↪ P(Id) × Pnk ↪ P(Id ⊗k S1). This embedding is clearly defined by the
natural surjection Id ⊗k S1 ⊗k OV ↠ IZ(d + 1) ⊗OPn
k
OV . This latter surjection factors
through the natural map φ′∶ Id+1 ⊗k OV → IZ(d + 1) ⊗OPn
k
OV . We conclude that φ
′ is
surjective.
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We thus get a commutative diagram
(2.2) V
α

φ
//
$$❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
P(Id ⊗k S1)
P(Id+1) P(Id+1) ∖ Y,
ρ
OO
j
oo
where all maps are locally closed embeddings and Y ⊂ P(Id+1) is some closed subscheme.
Since α is a locally closed embedding, it follows from Lemma 2.5 that there is a dense
open subscheme U of the linear system ∣H0(P(Id+1),O(1))∣ such that for every H ∈ U(k),
the hyperplane section V ∩H is regular at every point of Vreg ∩H. Since the embedding
V ⊂ Pnk followed by the Veronese embedding P
n
k ↪ P(Sd) factors through α, it follows that
for all d≫ 0, we can find a dense open subscheme U of the linear system ∣H0(Pnk ,IZ(d))∣
such that for every H ∈ U(k), the hypersurface section X ∩H is regular at every point of
Vreg∩H. To complete the proof of the proposition, it remains to show that for every x ∈ Z
(note that Z is finite) and d≫ 0, there is a dense open subscheme Ux ⊂ ∣H0(Pnk ,IZ(d))∣
such that for every H ∈ Ux(k), the hypersurface section X ∩H is regular at x.
We write Z = {x} ∪ Z ′ with x ∉ Z ′. Since Z is a finite reduced subscheme of Pnk , we
can write IZ = I{x}IZ′ . This implies that
I{x}
I2
{x}
+ IZ
=
I{x}
I{x}(I{x} + IZ′) =
I{x}
I{x}OPnk
= 0,
where the second equality occurs because {x} and Z ′ are disjoint. This implies that
IZ(d)⊗OPn
k
O{x}
≅
Ð→
I{x}
I2
{x}
(d) for all d ≥ 0. On the other hand, the map H0(Pnk ,IZ(d))⊗k
OPn
k
→ IZ(d) is surjective for d≫ 0. Hence the map of sheaves
(2.3) H0(Pnk ,IZ(d)) ⊗k O{x} → IZ(d)⊗OPn
k
O{x}; (s⊗ a ↦ as)
is surjective for d≫ 0. We conclude that the canonical map of sheaves H0(Pnk ,IZ(d))⊗k
O{x} → I{x}/I2{x}(d) is surjective for d≫ 0.
Let mx denote the maximal ideal of the local ring OX,x. Then we have the surjection
I{x}/I2{x} ↠ mx/m2x. Since I{x}/I2{x}(d) ≅ I{x}/I2{x} and mx/m2x(d) ≅ mx/m2x, it follows
from the above that the canonical map of k(x)-vector spaces
(2.4) H0(Pnk ,IZ(d)) ⊗k k(x) → mx/m2x
is surjective for d≫ 0. But this implies from (2.3) that its restriction H0(Pnk ,IZ(d)) →
mx/m2x can not be zero. Note that dimk(x)mx/m2x = dim(X) ≥ 1. Let us call this restric-
tion map ψx. If we choose any element f ∈H
0(Pnk ,IZ(d)), then f will not die in mx/m2x
if and only if the hypersurface Hf contains Z and X ∩Hf is regular at x. Note that
this uses our assumption that x ∈ Xreg. Since P(Ker(ψx)) is a proper closed subscheme
of ∣H0(Pnk ,IZ(d))∣, it follows that there is a dense open subscheme Ux ⊂ ∣H0(Pnk ,IZ(d))∣
for d≫ 0 such that every H ∈ Ux(k) contains Z and X ∩H is regular at x. This finishes
the proof. 
2.5. Bertini for hypersurfaces containing a good subscheme. Let X ⊂ Pnk be an
equidimensional locally closed subscheme of Pnk with dim(X) = m. Let Z ⊂ Pnk be a
closed subscheme. We shall say that Z is ‘good’ if
(1) no point of Z is the generic point of an irreducible or an embedded component
of X and,
(2) no point of Z is the generic point of any irreducible component of Xsing.
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Let T ⊂ Pnk be a finite closed subscheme. Let Σ ⊂ X be a finite set of (not necessarily
closed) points such that (T ∪Σ)∩Z ∩X = ∅. Assume that X is generically reduced and
Z is good.
Lemma 2.8. For all d ≫ 0, there exists a nonempty dense open subscheme U of the
linear system ∣H0(Pnk ,IZ(d))∣ such that every H ∈ U(k) satisfies the following properties.
(1) X ∩H ∩ T = ∅.
(2) X ∩H is an effective Cartier divisor on X of dimension m − 1.
(3) X ∩H does not contain any irreducible component of Xsing.
(4) X ∩H ∩Σ = ∅.
Proof. There is nothing to prove ifm = 0. So we assume thatm ≥ 1. SinceX is generically
reduced, it follows thatXsing is a closed subscheme ofX such that dim(Xsing) ≤m−1. We
considerXsing as a closed subscheme with its reduced induced structure. Let T1 be the set
of generic points of the irreducible and embedded components of X. Then T1 is a finite
set. We let T0 denote the set of generic points of Xsing. We let T2 = (T ∪T0∪T1 ∪Σ)∩X.
Note that Z ∩ T2 = ∅ by our assumption.
Since d≫ 0, we know that IZ(d) is globally generated, where IZ is the sheaf of ideals
on Pnk defining Z. Since Z ∩ T2 = ∅, we can choose a closed point in the closure of each
of the points of the set T2 such that this closed point does not lie in Z. If x is such a
point, then there is a short exact sequence of Zariski sheaves
0→ IZ∪{x}(d) → IZ(d) → k(x)→ 0.
This yields a short exact sequence (for d≫ 0)
0→H0(Pnk ,IZ∪{x}(d)) →H0(Pnk ,IZ(d)) → k(x) → 0.
It follows from this that for d≫ 0, there is a dense open subscheme Ux ⊂ ∣H0(Pnk ,IZ(d))∣
such that every H ∈ Ux(k) does not contain x. Let U be the intersection of these open
subschemes running over the chosen closed points. Then every H ∈ U(k) will have the
property that it will not meet T2. Since X ∩H does not contain the generic point of any
irreducible or embedded component of X, it follows that X ∩H is an effective Cartier
divisor on X of dimension m − 1. This finishes the proof. 
For a Noetherian scheme X and a point x ∈ X, we let edim′x(X) = dimk(x)mX,xm2
X,x
. We
shall call this number the ‘analytic embedding dimension’ of X at x. If X is essentially
of finite type over k, we let Ω1X(x) = Ω1X/k ⊗OX k(x) and let edimx(X) be the number
dimk(x)(Ω1X(x)). This is called the ‘embedding dimension’ of X at x. Note that this
notion makes sense if k is any field. If k is perfect, then edim′x(X) ≤ edimx(X). If x
is moreover a closed point, then edim′x(X) = edimx(X). If x ∉ X, we let edim′x(X) =
edimx(X) = −1.
For any integer e ≥ 0, we let Xe denote the subscheme of points x ∈ X such that
edimx(X) = e. Since x ↦ edimx(X) is an upper semi-continuous function on X (see
[23, Example III.12.7.2]), it follows that Xe is a locally closed subscheme of X. We let
edim(X) =max
e≥0
{e + dim(Xe)}.
Let X ⊂ Pnk be a locally closed subscheme. If f ∈H
0(Pnk ,OPnk (d)) and x ∈X is a closed
point, we shall say that f ∈ mrX,x if the restriction of x
−d
i f to OX,x lies in m
r
X,x. Here,
i ∈ {0,⋯, n} is chosen such that x ∈ D+(xi). Note that if we choose another j ∈ {0,⋯, n}
such that x ∈ D+(xj), then xix−j is a unit in OPn
k
,x and hence in OX,x. The above notion
is therefore well defined.
If x ∈ X is a closed point and Z ⊂X is the closed subscheme defined by the ideal mrX,x,
then we note that Z is a closed subscheme of Pnk too. However, the reader should be
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warned that its defining ideal sheaf on Pnk is different from m
r
X,x (unless r = 1). In fact,
if X is the scheme-theoretic closure of X in Pnk with the defining sheaf of ideals IX and
if we let Z ′ = Spec (OPn
k
,x/mrPn
k
,x), then there is a short exact sequence
(2.5) 0→
IX,x +m
r
Pn
k
,x
mr
Pn
k
,x
→ OZ′ → OZ → 0.
In what follows, we shall always work with the scheme Z and will keep in mind that
it is a closed subscheme of Pnk even if X itself may not.
Lemma 2.9. Let X ⊂ Pnk be as in Lemma 2.8. Let Z ⊂ P
n
k be a closed subscheme. Let
x ∈ X be a closed point. Assume that edim′x(Z ∩X) < edim′x(X). Then for all d≫ 0, we
can find a nonempty dense open subscheme U of the linear system ∣H0(Pnk ,IZ(d))∣ such
that every H ∈ U(k) has the property that its defining polynomial f ∈H0(Pnk ,IZ(d)) does
not lie in m2X,x.
Proof. We can replace X by its scheme-theoretic closure X in Pnk . We can therefore
assume that X is a closed subscheme of Pnk . We let Z
′ = Z ∩X. If x ∉ Z, we are done by
Lemma 2.8 (with T = {x}). Note that Lemma 2.8 (1) only requires that Z ∩ T = ∅. We
now assume that x ∈ Z. We write mx = mX,x.
We consider the short exact sequence of coherent sheaves
0→ IZ → I{x} → I{x}/IZ → 0.
Letting F = I2{x}+IX and tensoring this sequence with OPnk /F , we get an exact sequence
(2.6) IZ →
mx
m2x
→
mx
m2x + IZ
→ 0.
We let G be the image of the map of sheaves IZ →
mx
m2x
. We therefore have a short
exact sequence
0→ G(d) → mx
m2x
→
mx
m2x + IZ
→ 0
for every d ≥ 0. Furthermore, the map H0(Pnk ,IZ(d)) → H0(Pnk ,G(d)) is surjective for
all d ≫ 0. On the other hand, since the last term of (2.6) is same as mZ′,x/m2Z′,x, our
assumption on the analytic embedding dimension implies that the second arrow in (2.6)
is not injective. We conclude that the map H0(Pnk ,IZ(d)) → mxm2x is not zero for all
d≫ 0. If we call this map ψx, then it follows that P(Ker(ψx)) is a nowhere dense closed
subscheme of the linear system ∣H0(Pnk ,IZ(d))∣. Moreover, if we let U be the complement
of this closed subscheme, then every H ∈ U(k) satisfies the desired property. 
3. Bertini theorems over infinite fields
In this section, we shall work with the following set-up. We fix an infinite field k.
Let X be an equidimensional quasi-projective scheme over k of dimension m ≥ 1 with
a locally closed embedding X ⊂ Pnk . Let X be the scheme-theoretic closure of X in P
n
k .
Let Z,T ⊂ Pnk be two closed subschemes such that dim(T ) = 0 and X ∩ Z ∩ T = ∅. Let
Xsm ⊂ X be the open subscheme consisting of points x ∈ X such that X is smooth over
k at x. Note that Xsm ⊂Xreg and the equality occurs if k is perfect.
Definition 3.1. Let H ⊂ Pnk be a hypersurface containing Z. Consider the following
conditions.
(1) T ∩X ∩H = ∅.
(2) X ∩H is an effective Cartier divisor on X of dimension m − 1.
(3) X ∩H does not contain any irreducible component of Xsing.
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(4) Xreg ∩H is regular.
(5) Xsm ∩H is smooth.
In this paper, we shall refer to the i-th property listed above as (Gi). Let P be a
property of schemes. We shall say that X ∩H satisfies P for a general hypersurface in
Pnk containing Z if for all d ≫ 0, there is a nonempty dense open subscheme U of the
linear system ∣H0(Pnk ,IZ(d))∣ such that X ∩H satisfies P for all H ∈ U(k). We shall say
that X ∩H is good if it satisfies the conditions (G1) - (G3) above.
3.1. Bertini without smoothness condition. We shall now prove our Bertini theo-
rems over infinite fields. In this subsection, we prove these theorems without assuming
that Xreg is smooth. In particular, the results of this subsection are very useful over
imperfect fields. The price we pay however is that we need to impose some further
condition on Z. This condition is nonetheless often met in applications.
Recall from § 1 that for any n ≥ 0, the set XSn has the structure of an open subscheme
of X containing all points x ∈X such that OX,x satisfies Serre’s (Sn)-condition. For any
integer b ≥ 0, let ΣbX ⊂X be the set defined in the proof of Lemma 2.3.
Theorem 3.2. Assume that X is an (Ra+Sb)-scheme for some a, b ≥ 0 and Z ⊂ Pnk be a
closed subscheme such that Z ∩X is a reduced finite subscheme contained in Xreg. Then
a general hypersurface H ⊂ Pnk containing Z satisfies the following.
(1) X ∩H is good.
(2) Xreg ∩H is regular.
(3) X ∩H is an (Ra + Sb)-scheme.
Proof. By Lemma 2.6, we can assume that Z ⊂X . We can therefore assume that Z is a
reduced finite closed subscheme of Pnk contained in Xreg.
Since X is equidimensional of dimension m ≥ 1, it follows that Z is good. It also
follows that Z ∩ ΣbX = ∅. Since X is an (R0)-scheme, it is generically reduced. We
can therefore apply Lemma 2.8. It follows from Proposition 2.7 and Lemma 2.8 (with
Σ = ΣbX) that for d≫ 0, there is a dense open subscheme U ⊂ ∣H0(Pnk ,IZ(d))∣ such that
every H ∈ U(k) satisfies (G1) ∼ (G4) and X ∩H ∩ΣbX = ∅.
Let H ∈ U(k) and write Y = X ∩H. Since X has pure dimension m and is regular
in codimension a, it follows that dim(Xsing) ≤ m − a − 1. Since Y does not contain any
generic point of Xsing, it follows that dim(Y ∩Xsing) ≤m − a − 2. Since Y is catenary, it
follows that (Y ∩Xsing) has codimension at least (m−1)− (m−a−2) = a+1 in Y . Since
Y ∩Xreg is regular by (G4), we conclude that Y is regular in codimension a. We shall
now show that Y is an Sb-scheme.
We fix a point y ∈ Y . If y ∈ Xreg, then OY,y is regular by (G4) and hence an Sb-
ring. We can therefore assume that y ∈ Xsing. Since y ∉ Σ
b
X by the choice of U , we
see that either dim(OX,y) ≤ b or depth(OX,y) ≥ b + 1. If dim(OX,y) ≤ b, then we must
have depth(OX,y) = dim(OX,y) since X is an Sb-scheme. Equivalently, OX,y is Cohen-
Macaulay. Since Y is an effective Cartier divisor on X, it follows that OY,y is also
Cohen-Macaulay.
If dim(OX,y) ≥ b + 1, then we just saw that depth(OX,y) ≥ b + 1. But this implies by
Lemma 2.1 that depth(OY,y) ≥ b. We have therefore shown that for every y ∈ Y , the
local ring OY,y is either Cohen-Macaulay or depth(OY,y) ≥ b. But this is equivalent to
saying that Y is an Sb-scheme. This finishes the proof. 
Corollary 3.3. Assume that X is reduced and Z ∩X is a reduced finite subscheme of
Pnk contained in Xreg. Then a general hypersurface H ⊂ P
n
k containing Z satisfies the
following.
(1) X ∩H is reduced (and good).
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(2) Xreg ∩H is regular.
Proof. Apply Theorem 3.2 for (a, b) = (0,1) and note that a Noetherian scheme is reduced
if and only if it is (R0 + S1). 
Corollary 3.4. Assume that X is normal and Z ∩X is a reduced finite subscheme of
Pnk contained in Xreg. Then a general hypersurface H ⊂ P
n
k containing Z satisfies the
following.
(1) X ∩H is normal (and good).
(2) Xreg ∩H is regular.
Proof. Apply Theorem 3.2 for (a, b) = (1,2) and note that a Noetherian scheme is normal
if and only if it is (R1 + S2). 
Corollary 3.4 (see also Corollaries 3.11, 6.5 and 9.13) provides a generalization and a
simpler proof of the Bertini-normality theorem of Seidenberg [36].
3.2. Bertini for irreducibility and integrality. We need further argument to prove
the Bertini theorems for irreducibility and integrality.
Lemma 3.5. Assume that X is irreducible of dimension m ≥ 2 and the codimension of
Z ∩X is at least two in X. Then a general hypersurface H ⊂ Pnk containing Z has the
property that X ∩H is irreducible.
Proof. Let p denote the exponential characteristic of k. We let k ⊂ k′ ⊂ k be the inclusions
of fields such that k is an algebraic closure of k and k′ = kp
−∞
is the perfect closure of
k in k. We consider the projection maps X
k
π1
Ð→ Xk′
π2
Ð→ X and set π = π2 ○ π1. We let
Y1,⋯, Yr denote the irreducible components of Xk.
It follows from [1, Theorem 1] that for all d ≫ 0, there is a dense open subscheme
U1 ⊂ ∣H0(Pnk ,IZk(d))∣ such that everyH ∈ U1(k) has the property thatH∩Yi is irreducible
for each i. We let V = H0(Pnk ,IZ(d)). It easily follows from the commutativity of
the higher direct images with flat pull-back (e.g., see [23, Proposition III.9.3]) that
H0(Pn
k
,IZ
k
(d)) ≅ V
k
and H0(Pnk′,IZk′ (d)) ≅ Vk′ .
Since k′ is perfect, there is a finite Galois extension k′ ⊂ k′′ inside k and an open
subscheme U ′1 ⊂ P(Vk′′) such that U1 = U ′1×Spec (k′′)Spec (k). We let U2 = ⋂
σ∈Gal(k′′/k′)
σ ⋅U ′1.
It is then clear that U2 is defined over k
′. Hence, we get a dense open U2 ⊂ P(Vk′) such
that U2 ×Spec (k′) Spec(k) ⊆ U1 is an inclusion of open subschemes of P(Vk).
We shall now show that U2 is actually defined over k. This is clear if p = 1. So we
assume that p > 1. In this case, it is clear that there is a finite extension k ⊂ k1 inside
k′ such that U2 is defined over k1. So we can assume that U2 ⊂ P(Vk1) is open. We let
W = P(Vk1)∖U2 with the reduced induced closed subscheme structure. ThenW is defined
by finitely many homogeneous polynomials f1,⋯, ft ∈ k1[x0,⋯, xs], where s = dimk(V ).
Since k1 is a finite purely inseparable extension of k, it follows that f
q
j ∈ k[x0,⋯, xs]
for all j and some q = pa. This implies that there exists a closed subscheme (possibly
non-reduced) W ′ ⊂ P(V ) such that W = (W ′k1)red. Letting U = P(V ) ∖W ′, we get
U2 = U ×Spec (k)Spec (k1). We have therefore shown that there is a dense open subscheme
U ⊂ P(V ) such that U
k
⊂ U1. In particular, every H ∈ U(k) has the property that Hk ∩Yi
is irreducible for each 1 ≤ i ≤ r.
We now show that X ∩H is irreducible if H ∈ U(k). Since Xk′ → X is a universal
homeomorphism andX is irreducible, it follows that Xk′ is irreducible. We let Y =X∩H.
Suppose that Yk′ =Xk′ ∩Hk′ has two distinct irreducible components, say, C1 and C2. In
this case, no element of Irr((C1)k) can be Galois conjugate to an element of Irr((C2)k)
with respect to the action of the Galois group of k/k′ on X
k
.
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On the other hand, Irr((C1)k) ∪ Irr((C2)k) ⊂ Irr(Yk), and our choice of U shows that
there is a bijection Irr(X
k
) ≃Ð→ Irr(Y
k
) which sends D to D ∩ Y
k
. Since the elements of
Irr(X
k
) are the Galois conjugates of each other, so are the elements of Irr(Y
k
). This
leads to a contradiction. We conclude that Yk′ is irreducible. Hence, Y must also be
irreducible. This finishes the proof. 
Theorem 3.6. Assume that X is irreducible and generically reduced of dimension m ≥ 2.
Assume also that Z ∩X is a reduced finite subscheme contained in Xreg. Then a general
hypersurface H ⊂ Pnk containing Z satisfies the following.
(1) X ∩H is irreducible (and good).
(2) Xreg ∩H is regular.
Proof. It is easily seen from our assumptions that Z is good. Since X is also generically
reduced, we can apply Lemma 2.8. It follows from Proposition 2.7, Lemma 2.8 (with
Σ = ∅) and [1, Theorem 1] that a general hypersurface H ⊂ Pnk containing Z has the
property that X ∩ H is good (see the proof of Theorem 3.2). Combining this with
Lemma 3.5, we finish the proof. 
Corollary 3.7. Assume that X is integral of dimension m ≥ 2 and Z ∩X is a reduced
finite subscheme contained in Xreg. Then a general hypersurface H ⊂ P
n
k containing Z
satisfies the following.
(1) X ∩H is integral (and good).
(2) Xreg ∩H is regular.
Proof. Combine Corollary 3.3 and Theorem 3.6. 
3.3. Bertini with smoothness condition. We shall now prove the Bertini theorems
over infinite fields by allowing Z∩X to have positive dimension, but under some smooth-
ness condition, a price higher than that we paid in § 3.1. We shall continue with the
set-up described in the beginning of § 3. Let ms denote the minimum among the di-
mensions of the connected components of Xsm. Note that ms ≤ m = dim(X) and this
inequality may be strict (but only if k is imperfect). In all results of this subsection, we
shall assume the following two conditions.
(3.1) Z ∩Xsm = Z ∩X and edim(Z ∩Xsm) <ms.
Recall that the closure above is the scheme-theoretic closure in Pnk . Note that the first
condition was automatic in § 3.1. Under the preceding situation, we have the following
result from [1, Theorem 7].
Lemma 3.8. A general hypersurface H ⊂ Pnk containing Z has the property that Xsm∩H
is smooth.
We can now prove the Bertini theorem for (Ra + Sb)-property as follows.
Theorem 3.9. Assume that X is an (Ra + Sb)-scheme for some a, b ≥ 0. Assume also
that Z is good and Z ∩ ΣbX = ∅. Then a general hypersurface H ⊂ P
n
k containing Z
satisfies the following.
(1) X ∩H is an (Ra + Sb)-scheme (and good).
(2) Xsm ∩H is smooth.
Proof. Under our assumptions, the proof of the first part of the theorem is identical to
that of Theorem 3.2. The second part follows from Lemma 3.8. 
Corollary 3.10. Assume that X is reduced, Z ∩X ⊂ XS2 and Z does not contain any
generic point of X and Xsing. Then a general hypersurface H ⊂ P
n
k containing Z satisfies
the following.
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(1) X ∩H is reduced (and good).
(2) Xsm ∩H is smooth.
Proof. This follows by directly applying Theorem 3.9 for (a, b) = (0,1) provided we verify
that Z is good and Z ∩Σ1X = ∅. Now, the reducedness of X implies that the embedded
and irreducible components of X coincide (e.g., see [21, Lemma 3.3]). It follows therefore
from our assumptions that Z is good (see the first paragraph of § 2.5). Since Z∩X ⊂XS2 ,
it follows that Z ∩Σ1X = ∅. 
Corollary 3.11. Assume that X is normal, Z ∩X ⊂ XS3 and Z does not contain any
generic point of X and Xsing. Then a general hypersurface H ⊂ P
n
k containing Z satisfies
the following.
(1) X ∩H is normal (and good).
(2) Xsm ∩H is smooth.
Proof. This follows by directly applying Theorem 3.9 for (a, b) = (1,2) provided we verify
that Z is good and Z ∩Σ2X = ∅. Since X is normal, it is also reduced. Hence, following
the proof of Corollary 3.10, we see that Z is good. The condition Z ∩ Σ2X = ∅ follows
immediately from our assumption that Z ∩X ⊂XS3 . 
Theorem 3.12. Assume that X is irreducible and generically reduced of dimension
m ≥ 2. Assume also that Z is good and the codimension of Z ∩X is at least two in X.
Then a general hypersurface H ⊂ Pnk containing Z satisfies the following.
(1) X ∩H is irreducible (and good).
(2) Xsm ∩H is smooth.
Proof. The property (1) follows from Lemma 2.8 (with Σ = ∅) and Lemma 3.5. The
second property follows from Lemma 3.8. 
Corollary 3.13. Assume that X is integral of dimension m ≥ 2. Assume also that Z
does not contain any generic point of X and Xsing, the codimension of Z ∩X is at least
two in X and Z ∩X ⊂ XS2 . Then a general hypersurface H ⊂ P
n
k containing Z satisfies
the following.
(1) X ∩H is integral (and good).
(2) Xsm ∩H is smooth.
Proof. Combine Corollary 3.10 and Theorem 3.12. 
4. Generalizations of results of Diaz-Harbater
We shall now apply the Bertini regularity theorems of the previous sections to extend
the ‘strong Bertini theorems’ of Diaz-Harbater [11] to arbitrary infinite base fields.
Let k be an infinite field. Recall that if X is a quasi-projective scheme over k and L
is a line bundle, then a linear system ∣V ∣ ⊂ ∣H0(X,L)∣ associated to a linear subspace
V ⊂H0(X,L) is called base-point free if its scheme-theoretic base locus is empty. Equiv-
alently, the canonical map V ⊗k OX → L is surjective. Recall also that ∣V ∣ is said to
be very ample if it is base-point free and the resulting map f ∶X → Pk(V ) induced by a
k-basis of V is a locally closed embedding. Note that the very ampleness of ∣V ∣ implies
that the line bundle L is very ample (but not conversely).
For a closed immersion of irreducible Noetherian schemes Z ⊂ Y and a point x ∈ Z,
let codimx(Z,Y ) denote the codimension of Z in Y at the point x in the sense of [17,
Chaptaire´ 0, De´finition 14.2.4].
Let us now assume that X is an equidimensional reduced projective scheme of dimen-
sion d ≥ 1 over k. Let L be a line bundle on X and let V ⊂H0(X,L) be a subspace with
the associated linear system of divisors ∣V ∣ = Pk(V ). Let B ⊂X be the scheme-theoretic
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base locus of ∣V ∣ and let π∶X ′ →X be the blow-up of X with center B. Let E =X ′×XB
be the exceptional divisor of the blow-up. Then every member of π∗∣V ∣ dominates E,
and we let π∗∣V ∣ −E ∶= {π∗(D) −E∣D ∈ ∣V ∣} ⊂ ∣H0(X ′, π∗(L)⊗OX′ Oπ(1))∣ be the linear
system of divisors on X ′. Here, Oπ(1) is the canonical line bundle on X ′ associated to
the blow-up π. We let B′ denote the scheme-theoretic intersection B ∩Xreg.
The following result is due to Diaz-Harbater [11, Theorem 2.1] when k is algebraically
closed. Even in the latter case, the assertion (2) below is slightly stronger.
Theorem 4.1. Assume that either char(k) = 0 or the linear system π∗∣V ∣ − E is very
ample on X ′. Then the following hold.
(1) For a general member D ∈ ∣V ∣(k), one has
Dsing ∩Xreg ⊂ B ∩Xreg.
(2) Let x ∈ B′reg and let B0 be the (unique) irreducible component of B
′ containing
x. Then for every irreducible component S of Dsing ∩B0 containing x, one has
codimx(B0,Xreg) = codimx(S,B0).
Proof. Suppose first that char(k) = 0. Since π∗∣V ∣ − E is base-point free, it follows
from Jouanolou’s Bertini theorem [26, Theorem 6.10(2)] that a general member of(π∗∣V ∣ − E)(k) is regular along X ′reg. If char(k) > 0, then π∗∣V ∣ − E is very ample
by our assumption. In this case, we can apply Lemma 2.5, which tells us that a general
member of (π∗∣V ∣ −E)(k) is regular along X ′reg. Note here that X ′ is reduced because
X is so (e.g., see [39, Lemma 10.69.6]). It follows that in all cases of the theorem, the
singularities of X ′ as well as a general member of (π∗∣V ∣ − E)(k) lie over B ∪ Xsing.
Letting D be the image of any such general member under π, we immediately get (1).
The proof of (2) is completely identical to that of [11, Theorem 2.1](2) except that
we need to replace some set-theoretic arguments of loc. cit. by scheme-theoretic ones
in order to take care of the fact that our base field is not algebraically closed. Since the
current version of property (2) is also slightly stronger, we briefly sketch the proof1.
We let x ∈ B′reg. Let D
′ be a general member of (π∗∣V ∣−E)(k) and let D be its image
under π. Suppose that x ∈ D. The first claim is that x is a singular point of D if and
only if D′ contains the entire fiber π−1(x).
To prove the claim, we do an explicit local calculation in the complete local ring of
X at x, which we denote by R. Let z1, z2,⋯, zn be a regular system of parameters for R
such that
B = {zr+1 = zr+2 = ⋯ = zn = 0} and D = {f(z1, z2, . . . , zn) = 0}.
Note that this description of B is possible (e.g., see [9, Proposition 2.2.4]) since B′ is
a regular closed subscheme of Xreg. Since B ⊂ D, every monomial of f is divisible by
some zi for i ≥ r + 1. If every divisor in ∣V ∣ were singular everywhere along B, then B
would not be reduced. We may therefore assume that D is regular at the generic point
of B. Localizing at the prime ideal p = (zr+1, zr+2, . . . , zn), we have fp ∈ pRp ∖ p2Rp by
[9, Propositions 2.2.4, 2.2.5]. Thus, at least one monomial of f has degree one in the
variables zr+1, zr+2, . . . , zn. We note that D is singular at x if and only if every monomial
of f has degree at least two, again by [9, Propositions 2.2.4 and 2.2.5].
We now look at the local structure of the blow-up X ′. To determine the equation of
D′ in the affine patch Uj of the blow-up, we make the following substitutions into f :
zi ↦ { zi if i ∈ [1, r]zizj if i ∈ [r + 1, n] ∖ {j};
zj ↦ zj .
1We thank Takumi Murayama for communicating this proof.
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The equation for E is then zj = 0. By the discussion in the previous paragraph, we see
that the polynomial fj obtained from f by making the above substitution is divisible by
zj exactly once. Writing fj = zjf
′
j , the equation f
′
j = 0 defines D
′ on Uj. We also have
π−1(x) ∩Uj = {z1 = z2 = ⋯ = zr = zj = 0}.
Thus, D′ ∩ Uj does not contain π
−1(x) ∩ Uj if and only if f ′j contains a constant term
or a monomial containing only the variables zi for i ∈ [r + 1, n] ∖ {j}. Considering again
how we obtained f ′j from f , we see that this is the case if and only if f has a monomial
of degree exactly one. This in turn holds if and only if D is regular at x, as we observed
before. This completes the proof of the claim.
We now want to determine how often D contains fibers over the points of B′reg. Since
the definition of codimension in [17, Chaptaire´ 0, De´finition 14.2.4] is local, we may
replace X by an open subset to assume that it is regular and that B is regular and
irreducible. Set
a = codimx(B,X) and b = codimx(S,B),
where S is an irreducible component of Dsing ∩B containing x. Our goal is to show that
a = b.
If dimk(V ) = a, then B is a complete intersection of a elements of ∣V ∣ and all divisors
of ∣V ∣ must be regular everywhere along B. We can therefore assume that dimk(V ) > a.
To show b ≥ a, we consider the morphism
φ∶X ′ → Pk(V )
induced by the linear system π∗∣V ∣ −E. To see how is φ defined, recall that there is a
surjection V ⊗kOX ↠ L⊗OXb, where b is the sheaf of ideals onX definingB. Twisting by
L−1, taking the symmetric algebras, applying the ProjX construction on these algebras,
and noting that X ′ = ProjX(Sym●OX(b)), we get the map
X ′ ↪ PX(V ⊗k L−1) ≅ Pk(V ) ×X → Pk(V ),
where the last arrow is the first projection. The composite arrow is the map φ.
Restricting this construction over B and noting that E = π−1(B) = PB(b/b2), we get
a surjection V ⊗k OB ↠ L∣B ⊗OB b/b2. This yields the embedding
(4.1) φE ∶E ≅ PB(b/b2)↪ Pk(V ).
Moreover, we have φ∗E(OPk(V )(1)) ≅ (π∣B)∗(L∣B) ⊗OE OE(1) (e.g., see [13, § 4.4]). It
follows that for any field extension k ↪ K and a K-point b∶Spec (K) → B, the map φ
induces a closed embedding
(4.2) φK ∶π
−1(b) = PK(b/b2 ⊗OB K)↪ PK(VK).
This is characterized by the surjection VK ↠ b/b2 ⊗OB K.
We now consider the incidence correspondence I ⊂ PB((V ⊗k OB)∨) corresponding
to the surjections (flags) V ⊗k OB ↠ Q ↠ b/b2, where the first map is a locally free
quotient of co-rank one. One way to construct this correspondence is as follows. The(a,dimk(V ) − 1)-flag scheme over B associated to V ⊗k OB admits a closed embedding
FlagB,(a,dimk(V )−1)(V ⊗k OB)↪ GrB,a(V ⊗k OB) ×B PB((V ⊗k OB)∨)
(see [19, Proposition 9.9.3]) and I is the pre-image of the subscheme
PB((V ⊗k OB)∨) ≅ {V ⊗k OB ↠ b/b2} ×B PB((V ⊗k OB)∨)
⊂ GrB,a(V ⊗k OB) ×B PB((V ⊗k OB)∨).
Under the identification PB((V ⊗k OB)∨) ≅ B × Pk(V ∨), the fiber of a K-point
b∶Spec (K) → B under the first projection π1∶ I → B corresponds to all hyperplanes
H ⊂ PK(VK) such that PK(b/b2 ⊗OB K) ⊂ H via φK . Since b/b2 is locally free on B
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of rank a, it follows that dim(I) = dim(B) + dim(V ) − a − 1. Thus the dimension of a
general fiber under the second projection π2∶ I → Pk(V ∨) is at most dim(B) − a.
On the other hand, it follows from the claim shown above and the description of φK
in (4.2) that π1(π−12 (H)) is the singular locus of the divisor D corresponding to such a
general hyperplane H ⊂ Pk(V ). We conclude that a ≤ b.
To show b ≤ a, consider the following exact sequence of sheaves on B:
0→ b2 ⊗OX L→ b⊗OX L→ b/b2 ⊗OB L∣B → 0.
A divisor D in ∣V ∣(k) gives a global section of b⊗OX L and therefore also a global section
of b/b2 ⊗OB L∣B vanishing exactly on the singularities of D contained in B. The zero
locus of a section of a vector bundle of rank a on a regular scheme is either empty or
has codimension at most a. Since b/b2 ⊗OB L∣B is a vector bundle of rank a on B, we
conclude that b ≤ a. We have thus shown part (2) of the theorem. 
An important corollary of Theorem 4.1 is the following.
Corollary 4.2. Under the hypotheses of Theorem 4.1, assume that B′ has an irreducible
component whose dimension is less than 1
2
dim(X). Then a general element of ∣V ∣(k) is
regular along this component and along Xreg.
Another consequence of Theorem 4.1 is the following significant generalization of
Proposition 2.7 for projective schemes. This proves [1, Theorem 7] for schemes which
are regular but not necessarily smooth over the base field. This also generalizes [11,
Theorem 3.1] (whose statement needs a correction) to arbitrary infinite fields.
Theorem 4.3. Let k be an infinite field and X ⊂ Pnk an equidimensional regular projective
scheme of dimension d. Let Z ⊂ X be a regular closed subscheme of dimension r. Let
e be an integer such that 2r ≤ e < d. Then for a general sequence of hypersurfaces
H1, . . . ,Hd−e in P
n
k containing Z, the scheme-theoretic intersection X ∩H1 ∩ ⋯ ∩Hi is
regular for every i = 1, . . . , d − e.
Proof. Working inductively on e, it suffices to show that a general hypersurface H ⊂ Pnk
of sufficiently high degree containing Z has the property that H ∩ X is regular. We
choose a hyperplane in Pnk defined over k and which does not contain X. Let D be its
intersection with X. We consider the compete linear system ∣mD∣ for m ≥ 1. Then for
m ≫ 1, the linear system ∣mD∣Z ⊂ ∣mD∣, consisting of hypersurface sections containing
Z, has the scheme-theoretic base locus exactly equal to Z.
We let π∶X ′ → X be the blow-up of X with center Z and let E denote its exceptional
divisor. Then it follows from [23, Exercise II.5.12, Proposition II.7.10] that π∗∣mD∣Z−E =
π∗∣mD∣−E is very ample onX ′. We can therefore apply Theorem 4.1(1) and Corollary 4.2
to find desired hypersurfaces. 
5. The theorems of Poonen and Wutz
In this section, we shall use the Bertini-smoothness theorems with Taylor conditions by
Poonen and Wutz to prove their generalization which is applicable to singular schemes.
This will play a crucial role in our proofs of Bertini theorems over discrete valuation
rings later in this paper. We shall also use this generalization to prove a Bertini theorem
for normal crossing varieties.
We shall assume throughout this section that k is a finite field of order q = ps, where
p is a prime number and s ≥ 1 is an integer.
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5.1. Poonen’s density function. Let S = k[x0, . . . , xn] be the homogeneous coordinate
ring of Pnk . Let Sd ⊂ S be the k-subspace of homogeneous polynomials of degree d ≥ 0
and let Shomog = ∪
d≥1
Sd ⊂ S. For each f ∈ Sd, let Hf ⊂ P
n
k denote the hypersurface
{[x0 ∶ ⋯ ∶ xn]∣f(x0, . . . , xn) = 0} inside Pnk . Let Z ⊂ Pnk be a closed subscheme defined by
the sheaf of ideals IZ . For any integer d ≥ 0, let I
Z
d = H
0(Pnk ,IZ(d)). It is clear that
IZ = ⊕
i≥0
IZd is the homogeneous ideal of S which defines Z. In particular, SZ ∶= S/IZ is
the homogeneous coordinate ring of Z. We let S̃Z = ⊕
i≥0
H0(Z,OZ(d)). The short exact
sequence
(5.1) 0→ IZ(d) → OPn
k
(d) → OZ(d) → 0
shows that there is a canonical inclusion of graded k-algebras SZ ↪ S̃Z . This inclusion
is an isomorphism in all sufficiently high degrees.
Recall that there is a surjective map of Zariski sheaves O
⊕(n+1)
Pn
k
↠ OPn
k
(1) on Pnk , given
by (f0, . . . , fn) ↦ n∑
i=0
fixi. Tensoring this surjection with IZ and twisting by d ≫ 1, we
see that there exists cZ ≫ 1 such that
(5.2) IZd+1 = S1I
Z
d for all d ≥ cZ .
We let IZhomog = ∪
d≥1
IZd . For a subset P ⊂ I
Z
homog, we let
(5.3) µZ(P) = lim
d→∞
#(P ∩ IZd )
#IZ
d
,
if the limit exists. We call µZ(−) the density function on the power set of IZhomog. When
we replace the limit on the right hand side of (5.3) by the limit superior (resp. inferior),
we shall denote the associated density function by µZ(−) (resp. µZ(−)). When Z = ∅,
we shall write µZ(P) as µ(P). It is clear that in this case, we have IZd = Sd for every
d ≥ 0. The following lemma is elementary.
Lemma 5.1. Given two subsets P and P ′ of IZhomog, the following hold.
(1) If µZ(P) exists, then one has 0 ≤ µZ(P) ≤ 1. Moreover, µZ(P) > 0 implies that
there exists d0 ≫ 0 such that (P ∩ IZd ) ≠ ∅ for all d ≥ d0.
(2) If µZ(P) and µZ(P ′) both exist and µZ(P ′) = 1, then µZ(P ∩P ′) = µZ(P).
Proof. The first part of (1) is clear. For the second part, suppose on the contrary that
there exists an integer d0 ≥ 1 such that P ∩ I
Z
d = ∅ for all d > d0. Then we get
µZ(P) = lim
d>d0,d→∞
#(P ∩ IZd )
#IZ
d
= 0,
which contradicts the assumption. For (2), let ǫ > 0 be a real number and choose d0 ≫ 0
to be an integer such that (µZ(P) − ǫ/2)(#IZd ) < #(P ∩ IZd ) < (µZ(P) + ǫ)(#IZd ) and(1 − ǫ/2)(#IZd ) <#(P ′ ∩ IZd ) for all d > d0. Then,for all d > d0, we get
#(P ∩P ′ ∩ IZd ) ≤#(P ∩ IZd ) < (µZ(P) + ǫ)(#IZd ).
Also, since #((P ∪P ′) ∩ IZd ) ≤#IZd , we get
#(P ∩P ′ ∩ IZd ) = #(P ∩ IZd ) +#(P ′ ∩ IZd ) −#((P ∪P ′) ∩ IZd )
> (µZ(P) − ǫ/2 + 1 − ǫ/2 − 1)(#IZd )
= (µZ(P) − ǫ)(#IZd ).
This shows that µZ(P ∩P ′) exists and is same as µZ(P). 
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5.2. Bertini-smoothness with Taylor conditions. Recall that if X is a scheme of
finite type over k, then its arithmetic zeta function is defined to be the power series
ζX(t) = ZX(q−t) ∶= exp(∞∑
s=1
#X(Fqs)
s
ts) = ∏
x∈X(0)
(1 − q−tdeg(x))−1.
It is a consequence of Galois theory that ζX(t) ∈ Z[[t]]. Furthermore, it was shown
by Dwork that ZX(t) ∈ Q(t). If X = Y ∪U , where Y ⊂ X is closed and U =X ∖ Y , then
ζX(t) = ζY (t)ζU(t).
For a finite closed subscheme of T ⊂ Pnk and a homogeneous polynomial f ∈ Sd, we
let f ∣T be the element of H0(T,OT ) that on each connected component Ti of T equals
the restriction of x−dj f to Ti, where j = j(i) is the smallest j ∈ {0,1, . . . , n} such that the
coordinate xj is invertible on Ti. We refer the reader § 2.5 for the definitions of Xe and
edim(X). We shall follow the notations of § 1.5. By a smooth scheme of dimension m,
we shall mean a smooth scheme whose all connected components have dimension m.
Let X1, . . . ,Xt be locally closed subschemes of P
n
k . Let Y ⊂ P
n
k be a finite closed
subscheme such that {Xi ∖Y }1≤i≤t are smooth and pairwise disjoint. Let mi = dim(Xi ∖
Y ) ≥ 0 for 1 ≤ i ≤ t. Let T ⊂ H0(Y,OY ) be a nonempty subset. Let Z ⊂ Pnk be a closed
subscheme such that Y ∩Z = ∅ and edim(Z ∩Xi) <mi for 1 ≤ i ≤ t. Let Ui =Xi ∖Y and
Vi = Ui ∩Z.
Define
(5.4) P = {f ∈ IZhomog∣f ∣Y ∈ T and Ui ∩Hf is smooth of dimension mi − 1 ∀ 1 ≤ i ≤ t}.
We begin with the following generalization of the Bertini results of Poonen [32] and
Wutz [40].
Proposition 5.2. Under the above assumptions, we have
µZ(P) = #T
#H0(Y,OY )
t∏
i=1
1
ζUi∖Vi(mi + 1) mi−1∏
e=0
ζ(Vi)e(mi − e)
> 0.
Proof. This is a straightforward generalization of the Bertini-smoothness theorems with
Taylor conditions for hypersurfaces containing a prescribed closed subscheme, proven by
Wutz ([40, Theorem 1.1]). We give a very brief sketch.
Let cZ be the integer found in (5.2). We define the following sets.
(5.5) Pr = {f ∈ IZhomog∣f ∣Y ∈ T and Ui ∩Hf is smooth of dimension mi − 1 at x ∀ i
and ∀ closed point x ∈ (Ui)<r}.
Qmedi,r = ⋃
d≥1
{f ∈ IZd ∣∃ a closed point x ∈ Ui with r ≤ deg(x) ≤ d − cZmi + 1 such that
Ui ∩Hf is not smooth of dimension mi − 1 at x}.
Q
high
Ui∖Vi
= ⋃
d≥1
{f ∈ IZd ∣∃ a closed point x ∈ (Ui ∖ Vi)>(d−CZ)/(mi+1) such that Ui ∩Hf
is not smooth of dimension mi − 1 at x}.
Q
high
Vi
= ⋃
d≥1
{f ∈ IZd ∣∃ a closed point x ∈ (Vi)>(d−CZ)/(mi+1) such that Ui ∩Hf
is not smooth of dimension mi − 1 at x}.
Since {Ui}1≤i≤t are pairwise disjoint, an easy calculation (e.g., see [40, Lemmas 2.3,
2.4]) shows that
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µZ(Pr) = #T
#H0(Y,OY )
t∏
i=1
⎡⎢⎢⎢⎢⎣ ∏x∈(Ui∖Vi)<r
(1 − q−(mi+1)deg(x)) ⋅ ∏
x∈(Vi)<r
(1 − q−(mi−e)deg(x)).
⎤⎥⎥⎥⎥⎦
On the other hand, it follows from [40, Lemma 3.2] that lim
r→∞
µZ(Qmedi,r ) = 0 for each
i. Moreover, it follows from [40, Lemmas 4.1, 4.2] that µZ(QhighUi∖Vi) = 0 = µZ(QhighVi ) for
each i.
Since P ⊂ Pr ⊂ P ⋃( t⋃
i=1
(Qmedi,r ∪QhighUi∖Vi ∪QhighVi )), it follows that µZ(P) and µZ(P)
differ from µZ(Pr) at most by t∑
i=1
(µZ(Qmedi,r ) + µZ(QhighUi∖Vi) + µZ(QhighVi )).
We conclude that µZ(P) = lim
r→∞
µZ(Pr).
Since edim(Vi) <mi by our assumption, we get dim((Vi)e) <mi − e for every 1 ≤ i ≤ t.
We also have the inequality dim(Ui ∖ Vi) < mi + 1 for every 1 ≤ i ≤ t. We conclude from
the above computation of µZ(Pr) that the above limit converges and its value is
#T
#H0(Y,OY )
t∏
i=1
1
ζUi∖Vi(mi + 1) mi−1∏
e=0
ζ(Vi)e(mi − e)
.
Since this is clearly positive, we conclude the proof. 
5.3. Bertini for snc schemes. Let X ⊂ Pnk be a quasi-projective scheme of dimension
m ≥ 0 and let X1, . . . ,Xr be its irreducible components. Recall that X is said to be
a strict normal crossing (snc) scheme if for all ∅ ≠ J ⊂ {1, . . . , r}, the scheme-theoretic
intersection XJ ∶= ⋂
i∈J
Xi is regular of pure dimension m+1− ∣J ∣. By a scheme of negative
dimension, we shall always mean to be an empty scheme.
Let X ⊂ Pnk be a locally closed subscheme and let D ⊂ X be a closed subscheme. Let
Y ⊂ Pnk be a finite closed subscheme such that U =X ∖ Y is smooth of dimension m ≥ 0.
Let E = D ∖ Y . Assume that E ⊂ U is a strict normal crossing divisor. Let E1, . . . ,Er
be the irreducible components of E. Let EJ be defined as above and set E∅ = U . Let
Z ⊂ Pnk be a closed subscheme such that Y ∩ Z = ∅ and edim(Z ∩ EJ) < m − ∣J ∣ for all
J ⊂ {1, . . . , r}.
Define
(5.6) P = {f ∈ IZhomog∣f ∣Y ∈ T and U ∩Hf is smooth and E ∩Hf is a strict
normal crossing divisor on U ∩Hf}.
Corollary 5.3. Under the above assumptions, we have µZ(P) > 0.
Proof. Define E′J = EJ ∖ ( ∪
J1⊋J
EJ1). Then U is a disjoint union of locally closed sub-
schemes E′J such that each E
′
J is smooth of dimension m− ∣J ∣ and edim(Z∩E′J) <m− ∣J ∣.
Let
P
′ = {f ∈ IZhomog∣f ∣Y ∈ T and E′J ∩Hf is smooth of dimension m − ∣J ∣ − 1 ∀ J}.
It follows from Proposition 5.2 that µZ(P ′) > 0. It remains to show that P ′ = P. It is
clear that P ⊂ P ′. The inclusion P ′ ⊂ P is an easy consequence of a descending induction
on ∣J ∣ and the elementary fact that if a locally principal divisor Y on a k-scheme X is
regular at a point, then X is also regular at that point. 
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Corollary 5.4. Let X ⊂ Pnk be a smooth quasi-projective scheme and let D ⊂ X be a
strict normal crossing divisor. Let Z ⊂ Pnk be a closed subscheme such that Z ∩X is a
finite reduced subscheme of X and Z ∩D = ∅. Let
P = {f ∈ IZhomog∣X ∩Hf is smooth and D ∩Hf is a snc divisor on X ∩Hf}.
Then µZ(P) > 0.
Proof. Apply Corollary 5.3 with Y = ∅. 
LetX ⊂ Pnk be a locally closed subscheme. Let Y ⊂ P
n
k be a finite closed subscheme such
that U =X ∖Y is a strict normal crossing scheme of dimension m ≥ 0. Let U1, . . . ,Ur be
the irreducible components of U . Let Z ⊂ Pnk be a closed subscheme such that Y ∩Z = ∅
and edim(Z ∩UJ) <m + 1 − ∣J ∣ for all ∅ ≠ J ⊂ {1, . . . , r}. Define
(5.7) P = {f ∈ IZhomog∣f ∣Y ∈ T and U ∩Hf is a snc scheme of dimension m − 1}.
An argument almost identical to the proof of Corollary 5.3 shows the following con-
sequence of Proposition 5.2.
Corollary 5.5. Under the above assumptions, we have µZ(P) > 0.
5.4. Bertini for singular schemes. We now let X ⊂ Pnk be a locally closed subscheme.
Let Y ⊂ Pnk be a finite closed subscheme. Assume that U ∶= X ∖ Y is a disjoint union
of locally closed subschemes U1, . . . ,Ut such that Ui is smooth of dimension mi ≥ 0 for
1 ≤ i ≤ t. Note that U itself may not be smooth. Let Z ⊂ Pnk be a closed subscheme such
that Y ∩Z = ∅ and edim(Z ∩Ui) < mi for 1 ≤ i ≤ t. Let T ⊂ H0(Y,OY ) be a nonempty
subset.
Define
(5.8) P = {f ∈ IZhomog∣f ∣Y ∈ T and f ∉ m2U,x for all closed points x ∈ U}.
The following Bertini theorem is useful for singular schemes. We shall use this in the
proof of Bertini theorems over discrete valuation rings.
Lemma 5.6. Under the above assumptions, there exists P ′ ⊆ P such that µZ(P ′) > 0.
Proof. Let
P
′ = {f ∈ IZhomog∣f ∣Y ∈ T and Ui ∩Hf is smooth of dimension mi − 1 ∀ 1 ≤ i ≤ t}.
It follows from Proposition 5.2 that µZ(P ′) > 0. We only need to show that P ′ ⊆ P.
Suppose that f ∈ P ′. If x ∈ U is a closed point, it must lie in some Ui. In that case,
Ui ∩Hf is smooth at x of dimension mi − 1 by the definition of P
′. This implies that f
can not lie in m2Ui,x. But this clearly implies in turn that f can not lie in m
2
U,x too (note
that x is a closed point). 
6. Bertini for (Ra + Sb)-property over finite fields
In this section, we shall use the results of § 2 and Proposition 5.2 to prove a Bertini
theorem for Serre’s (Ra + Sb)-property over finite fields. As a consequence, we shall
obtain Bertini theorems for normality and reducedness over finite fields. This extends
Seidenberg’s Lefschetz hyperplane section theorem [36] for normal varieties to finite fields.
These results were not known over finite fields in any form before.
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We shall assume throughout this section that k is a finite field of order q = ps, where
p is a prime number and s ≥ 1 is an integer. We shall need a generalization of [10,
Lemma 3.1] to prove this Bertini theorem for (Ra + Sb)-property.
Lemma 6.1. Let Z and W be two closed subschemes of Pnk such that W is finite and
Z ∩W = ∅. Let P = {f ∈ IZhomog∣W ∩Hf = ∅}. Then µZ(P) = ∏
w∈W
(1 − (#k(w))−1).
Proof. We can assume that W is reduced in order to prove the lemma. Since Z ∩
W = ∅, we get IZ ⋅ OW = OW . Since we also have OW (d) ≅ OW , we conclude from
[33, Lemma 2.1] that the map φd∶ I
Z
d → H
0(W,OW ), induced by the map of sheaves
IZ → IZ ⋅ OW , is surjective for d ≥ cZ + dimkH
0(W,OW ), where cZ is as in (5.2). Since
H0(W,OW ) ≅ ∏
w∈W
k(w) and φd(f) = f ∣W , where f ∣W is defined in § 5.2, it follows that
P ∩ IZd = φ
−1
d ( ∏
w∈W
k(w)×).
We therefore get
µZ(P) = lim
d→∞
#(φ−1d ( ∏
w∈W
k(w)×)
#IZ
d
= lim
d→∞
∏
w∈W
k(w)×
∏
w∈W
k(w) = ∏w∈W(1 − (#k(w))
−1).
This finishes the proof. 
Lemma 6.2. Let W be a positive dimensional irreducible locally closed subscheme of Pnk
(resp. Pn
k
). Let Z be a closed subscheme of Pnk such that Wred /⊂ Z (resp. Wred /⊂ Zk).
Let P = {f ∈ IZhomog∣W ⊂Hf}. Then µZ(P) = 0.
Proof. We can assume W to be reduced to prove the lemma. Let W denote the closure
of W in Pnk (resp. P
n
k
). We can then replace W by W to prove the lemma. We can
therefore assume that W is closed in the ambient projective space. If W lies in Pn
k
, then
it lies in the projective space defined over a finite field extension of k. Since Hf is defined
over k, we can therefore replace W by its scheme-theoretic image in Pnk in order to prove
the lemma. In conclusion, we can assume that W ⊂ Pnk .
Since W is irreducible and not contained in Z, it follows that U ∶=W ∖Z is a positive
dimensional irreducible subscheme of Pnk disjoint from Z. Moreover, W ⊂Hf if and only
if U ⊂Hf for any f ∈ I
Z
homog. We can therefore assume that W ∩Z = ∅.
For any closed point w ∈W , we know that µZ(P) is bounded by µZ({f ∈ IZhomog∣w ∈
Hf}) = (#k(w))−1 by Lemma 6.1. Since dim(W ) > 0, we can choose (#k(w))−1 to be
arbitrarily small and this implies that µZ(P) = 0. In particular, we get µZ(P) = 0. 
Our setting for the Bertini theorem for (Ra + Sb)-property is as follows. Let X be
a locally closed subscheme of Pnk of pure dimension m ≥ 0. Let Z ⊂ P
n
k be a closed
subscheme. Assume that edim(Z ∩Xsm) < m. Let W ⊂ Pnk be a finite closed subscheme
such that Z ∩W ∩X = ∅. For any r ≥ 0, let ΣrX ⊂X be the subset defined in Lemma 2.3.
Note that ΣrX ⊂ Xsing. We refer to § 2.5 for the conditions for Z being good and
Definition 3.1 for the definition of a good hypersurface section (where we take T =W ).
Theorem 6.3. Assume that X is an (Ra + Sb)-scheme for some integers a, b ≥ 0 such
that Z is good and Z ∩ΣbX = ∅. Let P ⊂ I
Z
homog be the set of homogeneous polynomials f
such that the subscheme X ∩Hf satisfies the following.
(1) X ∩Hf is good.
(2) Xsm ∩Hf is smooth.
(3) X ∩Hf is an (Ra + Sb)-scheme of pure dimension m − 1.
Then P contains a subset P ′ such that µZ(P ′) > 0.
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Proof. SinceW ∩X is a closed subscheme of Pnk , we can replace W byW ∩X and assume
that W ⊂X. In particular, Z ∩W = ∅ in Pnk .
It follows from our R0-assumption that X is generically reduced. Since k is perfect, it
follows that Xsm =Xreg ⊂X is a dense open subscheme of X. In particular, dim(Xsing) ≤
m − 1. We consider Xsing as a closed subscheme with its reduced induced structure.
Let W1 be the set of generic points of the irreducible and embedded components of
X. Then W1 is a finite set. We let W0 denote the set of the generic points of Xsing. We
let W2 =W ∪W0 ∪W1 ∪Σ
b
X . We further write W2 =W3 ∐W4, where W3 consists of the
closed points of X lying in W2 and W4 consists of the non-closed points of X lying in
W2. We write W3 = {P1, . . . , Pr}. It follows by our assumptions that Z ∩W2 = ∅.
For any point x ∈ X, we let mx denote the maximal ideal of the local ring OX,x. Define
Ti = Spec (OX,Pi/mPi) for 1 ≤ i ≤ r. Then T ∶= r∐
i=1
Ti is a finite closed subscheme of P
n
k , con-
tained in X. Moreover, H0(T,OT ) = r∏
i=1
OX,Pi/mPi. We let T ′ = r∏
i=1
((OX,Pi/mPi) ∖ {0}).
We now apply Proposition 5.2, with one scheme Xsm. We take T as Y and T
′ as T
of Proposition 5.2. Then U = Xsm ∖ (T ∩Xsm) = Xsm ∖W3. Since Z ∩W2 = ∅, we have
that Z ∩ T = ∅. Letting
P0 = {f ∈ IZhomog∣Hf ∩U is smooth of dimension m − 1, and f ∣T ∈ T ′} ,
it follows from Proposition 5.2 that
(6.1) µZ(P0) = #T ′
#H0(T,OT )
ζV (m + 1)
ζU(m + 1) m−1∏
e=0
ζVe(m − e)
> 0.
For any point x ∈ Pnk , we let Px = {f ∈ IZhomog∣x ∉ Hf} and define P ′ = ( ∩
x∈W4
Px) ∩ P0.
Since no point of W4 is either closed in X or lies in Z, it follows from Lemma 6.2 that
µZ(Px) = 1 for all x ∈W4. We conclude from (6.1) and Lemma 5.1 that µZ(P ′) > 0.
We shall now show that P ′ ⊆ P, which will finish the proof. We fix an element f ∈ P ′
and let Y =X ∩Hf . It is clear from the definition of P0 that Y ∩Xsm is smooth except
possibly at the points of W3. However, it follows from the definition of T
′ and P0 that
Hf contains no point of W3. It follows that Y ∩Xsm is smooth, proving (G4). Note that
(G4) and (G5) are equivalent conditions over finite fields.
We have seen above that Y contains no point of W3. Since P
′ is also contained in Px
for every x ∈W4, it follows that Y contains no irreducible component of Xsing. That is,
it satisfies (G3). By the same reason, Y contains no irreducible or embedded component
of X. This implies that Y is an effective Cartier divisor on X. Hence, (G2) holds. The
property (G1) follows because W ⊂ W3. We have thus shown that X ∩Hf is good. It
remains to show that Y is an (Ra + Sb)-scheme.
SinceX has pure dimensionm and Y ⊂X is a Cartier divisor, it follows that Y has pure
dimensionm−1. SinceX has pure dimensionm and is regular in codimension a, it follows
that dim(Xsing) ≤m−a−1. It follows from (G3) that dim(Y ∩Xsing) ≤m−a−2. Since Y
is catenary, it follows that (Y ∩Xsing) has codimension at least (m−1)−(m−a−2) = a+1
in Y . We conclude from (G4) that Y is regular in codimension a.
We now show that Y is an Sb-scheme. We fix a point y ∈ Y . If y ∈ Xsm, then OY,y is
an Sb-ring by (G4). We can therefore assume that y ∈ Xsing. Since f ∈ ∩
x∈W4
Px and also
f ∈ (OX,Pi/mPi)× for every 1 ≤ i ≤ r, it follows that y ∉ W2. In particular, y ∉ ΣbX . But
this implies that either dim(OX,y) ≤ b or depth(OX,y) ≥ b + 1.
If dim(OX,y) ≤ b, then we must have depth(OX,y) = dim(OX,y) since X is an Sb-
scheme. Equivalently, OX,y is Cohen-Macaulay. It follows from (G2) that OY,y is also
24 MAINAK GHOSH, AMALENDU KRISHNA
Cohen-Macaulay. If dim(OX,y) ≥ b + 1, then we just saw that depth(OX,y) ≥ b + 1. But
this implies by Lemma 2.1 that depth(OY,y) ≥ b. We have therefore shown that for every
y ∈ Y , the local ring OY,y is either Cohen-Macaulay or depth(OY,y) ≥ b. But this is
equivalent to saying that Y is an Sb-scheme. This finishes the proof of the theorem. 
Corollary 6.4. Assume that X is reduced, Z ∩X ⊂ XS2 and Z does not contain any
generic point of X and Xsing. Let P be the set of polynomials f ∈ I
Z
homog for which the
following hold.
(1) X ∩Hf is reduced (and good).
(2) Xsm ∩Hf is smooth.
Then P contains a subset with positive density.
Proof. This follows by directly applying Theorem 6.3 for (a, b) = (0,1) provided we verify
that Z is good and Z ∩Σ1X = ∅. But this is shown in the proof of Corollary 3.10. 
Corollary 6.5. Assume that X is normal, Z ∩X ⊂ XS3 and Z does not contain any
generic point of X and Xsing. Let P be the set of polynomials f ∈ I
Z
homog for which the
following hold.
(1) X ∩Hf is normal (and good).
(2) Xsm ∩Hf is smooth.
Then P contains a subset with positive density.
Proof. This follows by directly applying Theorem 6.3 for (a, b) = (1,2) provided we verify
that Z is good and Z ∩Σ2X = ∅. But this is shown in the proof of Corollary 3.11. 
7. Bertini-integrality over finite fields in dimension two
Our next goal is to prove a generalization of the Bertini-irreducibility theorem of
Charles-Poonen [10], where we allow the hypersurface to contain a prescribed closed
subscheme of the ambient projective space. The Bertini theorems of this kind are very
useful in the study of algebraic cycles and class field theory where one looks for hy-
persurfaces which contain a given algebraic cycle on the underlying variety. We shall
later combine the Bertini-irreducibility theorem with Corollary 6.4 to prove a Bertini-
integrality theorem.
Our proof of the Bertini-irreducibility theorem for hypersurface sections containing a
prescribed closed subscheme is based on the combination of ideas from the papers [33]
and [10]. But some crucial new steps and manipulations are required to take care of the
presence of the prescribed closed subscheme. In this section, we prove some preliminary
results and derive the Bertini-irreducibility theorem in dimension two. The general case
will be treated in the next section. We fix a finite field k of order q = ps, where p is a
prime number and s ≥ 1 is an integer. We fix an algebraic closure k = Fq of k.
7.1. Some Lemmas. For a Noetherian scheme X, recall that Irr(X) denotes the set of
irreducible components of X.
Lemma 7.1. Let X be an equidimensional locally closed subscheme of Pn
k
of dimension
m ≥ 2. Let U ⊂ X be a dense open subscheme. Let Z ⊂ Pnk be a closed subscheme such
that Z
k
∩X has codimension at least two in X. Then, for f in a subset of IZhomog of
density one, there is a bijection Irr(Xf)→ Irr(Uf) sending D to Uf ∩D.
Proof. Let T = {x ∈ X ∖ U ∣dim(OX,x) = 1}. Since X ∖ U is a closed subscheme of X of
codimension at least one, it can contain only finitely many codimension one points of
X. It follows that T is a finite set. Since T ⊂X(1) and Z
k
∩X has codimension at least
two in X, it follows that T ∩ Z
k
= ∅. Therefore, for any t ∈ T , we get that {t} /⊂ Z
k
. It
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follows from Lemma 6.2 that there is a subset Pt ⊂ I
Z
homog of density one, none of whose
elements vanishes on {t}.
We let P = ∩
t∈T
Pt so that µZ(P) = 1 by Lemma 5.1. Let us now fix f ∈ P and let
D ∈ Irr(Xf). Then dim(D) = m − 1 so that the generic point of D lies either in Uf or
in T . Since the points of T do not lie in Hf by the choice of f , the generic point of D
must lie in Uf . Since D ∈ Irr(Xf) was arbitrary, it follows that Uf is dense in Xf . 
The following lemma generalizes the weaker version of the hard result [10, Lemma 3.5]
to hypersurfaces containing a prescribed closed subscheme. But we will show that this
weaker version is sufficient for the proof of the Bertini-irreducibility theorem (even the
stronger version).
Lemma 7.2. Let Y be a smooth irreducible locally closed subscheme of Pnk of dimension
m ≥ 1. Let Z ⊂ Pnk be a closed subscheme such that Y ∩ Z = ∅. Let X ∈ Irr(Yk). Then,
for f in a subset of IZhomog of density one, the scheme (Xf)sing is finite.
Proof. Let P = {f ∈ IZhomog∣(Yf)sing is finite}. For f ∉ P, we see that (Yf)sing has positive
dimension, and hence it contains closed points of arbitrarily high degrees. It follows that
f is contained in the set
Qhigh ∶= ⋃
d≥1
{f ∈ IZd ∣Yf contains a closed point y of degree > d − cZm + 1
such that Yf is not smooth of dimension m − 1 at y},
where cZ is as in (5.2). We conclude that P ∪ Q
high = IZhomog. On the other hand, [33,
Lemma 4.2] says that µZ(Qhigh) = 0. In particular, µZ(Qhigh) = 0. We must therefore
have µZ(P) = 1 (see the proof of Lemma 5.1). It remains to show that (Xf)sing is finite
for every f ∈ P. We fix an f ∈ P and let W = (Yf)sing. Then W is finite and Yf ∖W is
smooth open in Yf . In particular, Wk is finite and (Yf)k ∖Wk = (Yf ∖W )k is smooth.
If X ∈ Irr(Y
k
), then Xf ∖Wk is an open subset of (Yf)k ∖Wk and must therefore be
smooth. 
7.2. The dimension two case. The following result proves a version of Bertini-irreducibility
theorem in dimension two.
Lemma 7.3. Let X ⊂ Pnk be a closed integral subscheme of dimension two and let Z ⊂ P
n
k
be a closed subscheme such that Z ∩X is finite. Then, for f in a subset of IZhomog of
density one, there is a bijection Irr(X
k
) ≃Ð→ Irr((Xf )k) which sends D to D ∩ (Xf)k.
Proof. We shall prove this lemma using [10, Proposition 4.1]. We consider the commu-
tative diagram
(7.1) H0(Pnk ,IZ(d)) αd //
βd

H0(X,IZ ⋅ OX(d))
γd

H0(Pnk ,OPnk (d)) δd // H0(X,OX(d))
for d ≥ 0 obtained by the obvious restrictions and inclusions of sheaves. The vertical
arrows are injective (for all d) and the horizontal arrows are surjective for d≫ 0. We fix
d0 ≫ 0 such that the horizontal arrows in (7.1) are surjective for all d ≥ d0.
Define the subsets SX,homog = ⋃
d≥1
H0(X,OX(d)) and IZX,homog = ⋃
d≥1
H0(X,IZ ⋅ OX(d))
of S̃X = ⊕
d≥0
H0(X,OX(d)). The diagram (7.1) gives rise to a commutative diagram
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(7.2) IZhomog
α
//
β

IZX,homog
γ

Shomog
δ
// SX,homog
of sets in which the vertical arrows are injective and the horizontal arrows are surjective
in degrees d ≥ d0.
We define two new density functions µ′ and µ′Z on the subsets of SX,homog and I
Z
X,homog
as follows. Given P1 ⊂ SX,homog and P2 ⊂ I
Z
X,homog, we let
(7.3)
µ′(P1) = lim
d→∞
#(P1 ∩H0(X,OX(d)))
#H0(X,OX(d)) and µ
′
Z(P2) = lim
d→∞
#(P2 ∩H0(X,IZ ⋅ OX(d)))
#H0(X,IZ ⋅ OX(d)) ,
if the limits exist.
We consider the sets P = {f ∈ IZhomog∣Irr(Xk) → Irr((Xf)k) is a bijection} and P ′ ={f ∈ Shomog∣Irr(Xk) → Irr((Xf)k) is a bijection}. Then P = β−1(P ′). Let P ′′′ = δ(P ′)
and P ′′ = γ−1(P ′′′). If there are f, g ∈ Shomog such that g ∈ P ′ and δ(f) = δ(g), then both
f and g must have the same degree (say, d) unless δ(f) = δ(g) = 0. In the latter case,
the equality Xf =Xg is automatic. In the former case, the exact sequence
0→H0(Pnk ,IX(d)) →H0(Pnk ,OPnk (d)) δdÐ→H0(X,OX(d))
implies that f − g ∈ H0(Pnk ,IX(d)) so that Xf = Xg. This forces f to also lie in P ′. It
follows therefore that δ−1(P ′′′) = P ′. In particular, α−1(P ′′) = P.
It follows from [10, Proposition 4.1] that µ(P ′) = 1. Since δd is surjective for d ≥ d0,
we get
µ′(P ′′′) = lim
d→∞
#(P ′′′∩H0(X,OX(d)))
#H0(X,OX(d))
= lim
d→∞
#δ−1
d
(P ′′′∩H0(X,OX(d)))
#δ−1
d
(H0(X,OX(d)))
= lim
d→∞
#(P ′∩Sd)
#Sd
= µ(P ′) = 1.
The short exact sequence of sheaves
0→ IZ ⋅ OX(d) → OX(d)→ OZ∩X(d)→ 0
and the finiteness of Z ∩X together imply that there exists an integer b ≥ 1 such that
#Coker(γd) ≤ qb for all d ≥ 1. Let ǫ > 0 be given. Since µ′(P ′′′) = 1, there exists
d1 ≫ 1 such that for all d ≥ d1, we have
#(P ′′′∩H0(X,OX(d)))
#H0(X,OX(d))
> 1 − ǫ
qb
. Equivalently,
#((P ′′′)c∩H0(X,OX(d)))
#H0(X,OX(d))
< ǫ
qb
, where (P ′′′)c is the complement of P ′′′ in SX,homog.
Since (P ′′)c ∩H0(X,IZ ⋅ OX(d)) = γ−1d ((P ′′′)c ∩H0(X,OX(d))) and γd is injective,
we get
#((P ′′)c∩H0(X,IZ ⋅OX(d)))
#H0(X,OX(d))
< ǫ
qb
. Since #H0(X,OX(d)) ≤ qb(#H0(X,IZ ⋅ OX(d))),
it follows that
#((P ′′)c∩H0(X,IZ ⋅OX(d)))
#H0(X,IZ ⋅OX(d))
< ǫ.
Equivalently, we get
(7.4)
#(P ′′ ∩H0(X,IZ ⋅ OX(d)))
#H0(X,IZ ⋅ OX(d)) > 1 − ǫ for all d ≥ d1.
This shows that µ′Z(P ′′) = 1.
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To conclude, we note that αd is surjective for all d ≥ d0 and we have shown that
P = α−1(P ′′). This implies that
µZ(P) = lim
d→∞
#(P∩IZ
d
)
#IZ
d
= lim
d→∞
#α−1
d
(P ′′∩H0(X,IZ ⋅OX(d)))
#α−1
d
(H0(X,IZ ⋅OX(d)))
= lim
d→∞
#(P ′′∩H0(X,IZ ⋅OX(d)))
#H0(X,IZ ⋅OX(d))
= µ′Z(P ′′) = 1.
This finishes the proof of the lemma. 
8. Bertini-integrality over finite fields
In this section, we shall prove the Bertini-irreducibility and Bertini-integrality theo-
rems over finite fields. We shall closely follow the proof of the main result of [10] for the
irreducibility. We need some results in order to reduce the proof to the case of dimen-
sion two. The following lemma is a direct generalization (with essentially same proof)
of a weaker version of [10, Lemma 5.3] to hypersurfaces containing a prescribed closed
subscheme.
Lemma 8.1. Let Y be a smooth irreducible locally closed subscheme of Pnk of dimension
m ≥ 3 and let X ∈ Irr(Y
k
). Let Z ⊂ Pnk be a closed subscheme such that Y ∩ Z = ∅
and Y ∩ Z has codimension at least two in Y . Then there exists a hypersurface J ⊂ Pnk
satisfying the following.
(1) X ∩J
k
is irreducible of dimension m−1, dim(J
k
∩(X ∖X)) ≤m−2 and dim(X ∩
J
k
∩Z
k
) ≤m − 3.
(2) The subset P = {f ∈ IZhomog∣Xf is irreducible or Xf∩Jk is reducible} of IZhomog
has density one.
Proof. Let π∶Pn
k
→ Pnk be the projection map. We know that the Galois group Gal(k/k)
acts on Pn
k
and on the set of all its subsets. We can write Irr(Y
k
) = {σ1(X), . . . , σr(X)},
where σi ∈ Gal(k/k) and σ1 = id. Since Y is smooth, all elements of Irr(Yk) are mutually
disjoint. It is also easy to see that π−1(Y ) = (Y
k
). Indeed, if there is an open subset
U ⊂ Pn
k
which meets π−1(Y ) and does not meet Y
k
, then π(U) is an open subset of
Pnk which meets Y but not Y . But this is not possible. We therefore get Irr((Y )k) ={σ1(X), . . . , σr(X)}, (Y )k = r∪i=1 σi(X) and π−1(Y ∩ Z) =
r
∪
i=1
(σi(X) ∩ Zk). This implies
that dim(X) =m and dim(X ∩Z
k
) = dim(Y ∩Z) ≤m − 2.
The rest of the proof is identical to that of [10, Lemma 5.3] and we simply reproduce
it briefly. Using Lemma 6.1 and [10, Lemma 3.1], we choose h0, . . . , hm ∈ Shomog, all of
same degree (say, d) such that dim( p∩
i=0
(X ∩ (Hhi)k)) = m − p − 1 for all 0 ≤ p ≤ m − 1
and
m
∩
i=0
(X ∩ (Hhi)k) = ∅. This defines a rational map ψ = (h0, . . . , hm)∶Pnk ⇢ Pmk . Our
choice of hi’s implies that ψ defines a honest morphism ψ∶X → P
m
k
which is surjective
and generically finite.
Let W1 ⊂ P
m
k
be the set of closed points x ∈ Pm
k
such that ψ−1(x) has codimension one
in X. One checks that W1 is a finite closed subset of P
m
k
. We let W = π(W1), where
π∶Pm
k
→ Pmk is the projection map. Then it is immediate that W ⊂ P
m
k is the set of all
closed points each of whose fibers for the composite map π ○ψ∶X → Pmk has codimension
one in X.
Let B1, . . . ,Bs be the images in P
m
k of the irreducible components of X∖X and X∩Zk.
By Lemma 6.1, [32, Proposition 2.7] and [10, Lemma 3.1], the density of the set Q of
homogeneous polynomials g ∈ k[x0, . . . , xm] such that Hg is geometrically integral, it
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contains no Bi and Hg ∩W = ∅, is positive. For g ∈Q, we let Xg = (π ○ψ)−1(Hg). Then
Xg contains no irreducible component of X ∖X and X ∩Zk.
Since Hg ∩W = ∅, we also have that the image of every irreducible component of Xg
in Pmk under the map π ○ψ has positive dimension. By applying [10, Lemma 5.2] to the
morphisms X
ψ
Ð→ Pm
k
id
Ð→ Pm
k
, we see that by shrinking Q without changing its density,
we can assume that Xg ∶= ψ
−1((Hg)k) is irreducible of dimension m − 1. Note here that(Xf)horiz of the above cited result is same as our X while (Yf)horiz is same as our Hg by
the choice of g. If we take any g ∈ Q and let h = g(h0, . . . , hm) be the image of g under
the map ψ∗∶k[x0, . . . , xm]→ k[x0, . . . , xn] with ψ∗(xi) = hi, then h ∈ Shomog.
It is easy to check from our choice of g that J ∶=Hh ⊂ P
n
k is a hypersurface which has
the property that dim(J
k
∩ (X ∖X)) ≤m− 2 and dim(X ∩ J
k
∩Z
k
) ≤m− 3. Since Xg is
irreducible, this also implies that X ∩ J
k
is irreducible of dimension m − 1. This proves
part (1).
To prove (2), we fix a hypersurface J = Hh ⊂ P
n
k as above. We let P1 be the set of
polynomials f ∈ IZhomog such that f does not vanish on any (m−2)-dimensional irreducible
component of J
k
∩ (X ∖X) and (Xf)sing is finite. Since dim(X ∩ Jk ∩Zk) ≤m− 3, none
of these components is contained in Z
k
.
It follows by Lemmas 6.2 and 7.2 that µZ(P1) = 1. It remains to show that P1 ⊂ P.
But the proof of this is exactly identical to that of [10, Lemma 5.3 (b)] because our
choice of P1 implies that any f ∈ P1 also satisfies the properties of f chosen in the proof
of [10, Lemma 5.3 (b)]. 
Lemma 8.2. Let Y be an integral scheme of finite type over k and let Y ′ ∈ Irr(Y
k
).
Then Y ′ maps onto Y under the projection map π∶Y
k
→ Y .
Proof. There exists a finite field extension k ⊂ k′ inside k such that if π′∶Y
k
→ Yk′ is the
projection map, then the assignment W ↦ π′−1(W ) defines a bijection π′−1∶ Irr(Yk′) ≃Ð→
Irr(Y
k
). In particular, there exists a unique W ∈ Irr(Yk′) such that Y ′ = π′−1(W ). It
is then clear that W is geometrically integral and W
k
= Y ′. In particular, the map
π′∶Y ′ →W is surjective. Note here that Y is geometrically reduced because k is perfect.
Since the projection map Yk′ → Y is finite and surjective, every element of Irr(Yk′) maps
onto Y . In particular, W maps onto Y . Hence, so does Y ′. 
Lemma 8.3. Let X ⊂ Pnk be an irreducible locally closed subscheme of dimension m ≥ 2.
Let Z ⊂ Pnk be a closed subscheme such that Z ∩X has codimension at least two in X.
Then there is a subset P ⊂ IZhomog such that µZ(P) = 1 and every f ∈ P defines a bijection
Irr(X
k
) ≃Ð→ Irr((Xf )k) which sends D to D ∩ (Xf )k.
Proof. We can assume X to be reduced, and hence integral, in order to prove the lemma.
We shall prove the lemma by induction on m. The base case follows easily from Lem-
mas 7.1 and 7.3. We can therefore assume that m ≥ 3.
Since Xsm is dense open inX, there is a bijection Irr(Xk) ≃Ð→ Irr((Xsm)k). It follows by
Lemma 7.1 that for f in a density one subset of IZhomog, there is a bijection Irr((Xf)k) ≃Ð→
Irr((Xsm)f)k. We can therefore assume that X is integral and smooth. Lastly, if X ′ =
X ∖ Z, then X
k
∖X ′
k
has codimension at least two in X
k
. In particular, X
k
∖X ′
k
does
not contain any element of Irr(X
k
) and ((X ∖X ′) ∩Hf)k does not contain any element
of Irr((Xf )k). It suffices therefore to prove the lemma for X ′. We can therefore assume
without loss of generality that X is an integral and smooth subscheme of Pnk such that
X ∩Z = ∅.
Let D ∈ Irr(X
k
). Then D is a smooth integral subscheme of Pn
k
of dimension m ≥ 3.
We can therefore find a hypersurface J ⊂ Pnk satisfying the conditions of Lemma 8.1.
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In particular, D ∩ J
k
is irreducible of dimension m − 1 and dim(D ∩ J
k
∩ Z
k
) ≤ m − 3.
Since the map π∶Pn
k
→ Pnk is surjective, we must have π(D ∩ Jk)red = (X ∩ J)red. It
follows from this that X ∩ J is irreducible of dimension m − 1. Furthermore, D being
an irreducible component of π−1(X), it follows from Lemma 8.2 that π(D) = X . In
particular, π(D ∩ J
k
∩ Z
k
)red = (X ∩ J ∩ Z)red. It follows that dim(X ∩ J ∩ Z) ≤ m − 3.
We let X ′ = X ∩ J . Since D ∩ J
k
is an irreducible closed subset of X
k
∩ J
k
= X ′
k
and
both have dimension m−1, it follows that D∩J
k
∈ Irr(X ′
k
). By the induction hypothesis
applied to X ′, we see that for f in a density one subset P of IZhomog, there is a bijection
Irr(X ′
k
) ≃Ð→ Irr((X ′f)k) which sends D′ to D′ ∩ (X ′f)k. It follows that for any f ∈ P,
the scheme Df ∩ Jk = (D ∩ Jk)f is an irreducible component of (X ′f)k = (Xf ∩ J)k. By
shrinking P if necessary and applying part (2) of Lemma 8.1 to D, we conclude that Df
is irreducible for every f ∈ P.
We now claim that for each f ∈ P, there is a bijection Irr(X
k
) ≃Ð→ Irr((Xf)k) as stated
in the lemma. Indeed, we know that Irr(X
k
) is the set of Galois conjugates of D under
the canonical Galois action on Pn
k
. Since Df is irreducible, it follows that each σ(Df) is
irreducible and (Xf)k = ∪
σ∈Gal(k/k)
σ(Df). We conclude that
(8.1) IrrX
k
= {σ(D)∣σ ∈ Gal(k/k)} and Irr((Xf )k) = {σ(Df )∣σ ∈ Gal(k/k)}.
Since all elements of Irr(X
k
) are disjoint because X is smooth, it follows that D ↦ Df
gives a bijection between the two sets in (8.1). This proves the claim, and hence the
lemma. 
Theorem 8.4. Let X be a locally closed subscheme of Pnk of dimension m ≥ 2. Let Z ⊂ P
n
k
be a closed subscheme such that Z ∩X has codimension at least two in X. Assume that
X is irreducible (resp. geometrically irreducible). Let
P = {f ∈ IZhomog∣Hf ∩X is irreducible (resp. geometrically irreducible)}.
Then µZ(P) = 1.
Proof. IfX is geometrically irreducible, then the theorem follows directly from Lemma 8.3.
We therefore have to consider the case when X is irreducible but not necessarily geo-
metrically irreducible. Let P ⊂ IZhomog be as in Lemma 8.3 and let f ∈ P. A word-
by-word repetition of the last part in the proof of Lemma 3.5 shows that Xf must be
irreducible. 
8.1. Bertini-integrality over finite fields. LetX be an equidimensional locally closed
subscheme of Pnk of dimension m ≥ 2. Let Z ⊂ P
n
k be a closed subscheme such that Z ∩X
has codimension at least two in X. Assume that Z does not contain any generic point
of Xsing and Z ∩Σ
1
X = ∅. Assume further that edim(Z ∩Xsm) < dim(Xsm).
Let
Pint = {f ∈ IZhomog∣X ∩Hf is good and integral}, and
Pg−int = {f ∈ IZhomog∣X ∩Hf is good and geometrically integral}.
The final result of this section is the following Bertini-integrality theorem over finite
fields. This result was not known before in any form.
Theorem 8.5. If X is integral, then Pint contains a subset P
′ such that µZ(P ′) > 0. If
X is geometrically integral, then Pg−int contains a subset P
′′ such that µZ(P ′′) > 0.
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Proof. It is easy to check under the given assumptions that Z is good. SinceX is integral,
it is reduced. We let
P1 = {f ∈ IZhomog∣Xf is irreducible}, P2 = {f ∈ IZhomog∣Xf is geometrically irreducible}
and Q = {f ∈ IZhomog∣Xf is good and reduced}. We let Qi = Pi ∩Q for i = 1,2.
Since k is perfect, Xf is reduced if and only if it is geometrically reduced. It follows
that Xf is geometrically integral if f ∈ Q2. It follows from Lemma 5.1, Corollary 6.4
(see its proof) and Theorem 8.4 that Q1 contains a subset P
′ such that µZ(P ′) > 0 if
X is integral and Q2 contains a subset P
′′ such that µZ(P ′′) > 0 if X is geometrically
integral. This finishes the proof. 
9. Bertini theorems over a dvr
Let A be a discrete valuation ring with maximal ideal m = (π). Let K denote the
quotient field and k the residue field of A. Let S = Spec (A). We shall let j∶{η} ↪ S and
ι∶{s} ↪ S denote the inclusions of the generic and the closed points of S, respectively.
We let S′ = A[x0, . . . , xn] so that PnA = ProjA(S′) = PA(V ), where V = Ax0 ⊕⋯⊕Axn
is a free A-module of rank n + 1. We let S′η = S ⊗A K and S
′
s = S
′ ⊗A k. We define a
hypersurface H ⊂ PnS of degree d to be a closed subscheme of the form ProjA(S′/(f)),
where f ∈ S′d is homogeneous polynomial of degree d not all of whose coefficients are in
m. For f ∈ S′, we let f denote its image under the surjection S′↠ S′s.
9.1. The specialization of hypersurfaces. For an integer N ≥ 1, let sp∶PNk (K) →
PNk (k) be the standard specialization map. This takes a K-rational point x to the
restriction of the closure {x} in PNS to the special fiber PNk . Note that this map is
well defined because PNS is projective over S. In precise terms, this map is defined as
follows. Let x = [a0, . . . , an] ∈ PNK(K). We let l = min0≤i≤N v(ai), where v∶K → Z is the
normalized discrete valuation with valuation ring A. Then a′i ∶= π
−lai ∈ A and not all of
them lie in m. It is clear that sp(x) = [a′1, . . . , a′N ] ∈ PNk (k). The following is elementary.
Lemma 9.1. If x ∈ PNK is a closed point such that {x} ∩ PNk ∈ PNk (k), then x ∈ PNK(K).
The map sp is surjective.
Proof. It is clear that the projection map {x} → S is finite (since it is quasi-finite and
projective) and surjective. So the first assertion follows from a commutative algebra
statement that if f ∶A → A′ is a finite and injective homomorphism between Noetherian
rings (with A as above) such that the induced map k → A′⊗A k is an isomorphism, then
f is an isomorphism. But this latter statement is a simple consequence of Nakayama’s
lemma.
To prove the second assertion, let x = [a0, . . . , aN ] ∈ PNk (k), where ai ∈ A. It is clear
that not all ai can lie in m. Moreover, we have that y = [a0, . . . , aN ] ∈ PNK(K) and
sp(y) = x. 
Lemma 9.2. Let h ∈K[x1, . . . , xN ] be a nonzero polynomial and let I1, . . . , IN be infinite
subsets of K. Let W ⊂ I1 ×⋯× IN be a finite set. Then h can not vanish everywhere on(I1 ×⋯× IN) ∖W .
Proof. We first show that h does not vanish on all points of I ∶= I1 ×⋯× IN by induction
on N . If N = 1, this is clear. So we suppose N ≥ 2. Now, h is either a polynomial in
x2, . . . , xN or we can write
h(x1, . . . , xN) = d∑
i=0
hi(x2, . . . , xN)xi1,
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where we can assume that hd is nonzero. In the first case, we are done by induction. In
the second case, we can again apply induction to find a point (a2, . . . , aN) ∈ I2 ×⋯× IN
such that hd(a2, . . . , aN) ≠ 0. We let h′(x1) = h(x1, a2, . . . , aN) ∈ K[x1]. Then h′ is a
nonzero polynomial in x1. Since I1 is infinite, it contains a point a1 such that h
′(a1) ≠ 0.
But this means that h(a1, a2, . . . , aN) ≠ 0. This completes the induction step.
Suppose now that h vanishes outside I ∖W . Let W1 be the projection of W on I1.
Then h vanishes everywhere on I ′1 × I2 × ⋯ × IN , where we let I
′
1 = I1 ∖W1. Since I
′
1
is infinite, this contradicts what we showed above. The proof of the lemma is therefore
complete. 
Lemma 9.3. Given any point x ∈ PNk (k) and any nonempty open subset U ⊂ PNK , the
intersection sp−1(x) ∩U(K) is infinite.
Proof. Let x = [a0, . . . , aN ], where ai ∈ A. It is clear that not all ai can lie in m. We
assume without loss of generality that a0 ∈ A
×. Consider the map
(9.1) ψx∶A
N
→ sp−1(x) ; ψ((c1, . . . , cN)) = [a0, a1 + πc1, . . . , aN + πcN ].
Since the first coordinate of ψx((c1, . . . , cN)) is a0, which does not depend on (c1, . . . , cN),
it is clear that ψx is injective. Even if this suffices to complete the proof of the lemma,
we show that ψx is actually bijective. This provides an explicit description of sp
−1(x).
To prove that ψx is surjective, let [b0, . . . , bN ] ∈ sp−1(x). We let l = mini v(bi).
Then x = sp([b0, . . . , bN ]) = [π−lb0, . . . , π−lbN ]. Hence, there exists u ∈ A× such that
uπ−lbi − ai ∈ m for all 1 ≤ i ≤ N . Write uπ
−lbi = ai + πdi for some di ∈ A. Since a0 ∈ A
×,
we must have a0 + πd0 ∈ A
×. We let c = −d0(a0 + πd0)−1. This yields
(1 + πc)(a0 + πd0) = a0 + πd0 + πc(a0 + πd0) = a0 + πd0 − πd0 = a0.
We let ci = di + cai + πcdi ∈ A for 1 ≤ i ≤ N . We then get (1 + πc)(ai + πdi) = ai + πci
for all i. This yields
[b0, . . . , bN ] = [uπ−lb0, . . . , uπ−lbN ] = [a0 + πd0, . . . , aN + πdN ]
= [(1 + πc)(a0 + πd0), . . . , (1 + πc)(aN + πdN)]
= [a0, a1 + πc1, . . . , aN + πcN ] = ψx((c1, . . . , cN)).
We have thus shown that ψx is bijective.
Suppose now that sp−1(x) ∩ U(K) is a finite set. Call it W . Since U is dense open,
it implies that sp−1(x) ∖W is contained in a nowhere dense closed subset of PNK . In
particular, it is contained a hypersurface Hf for some nonzero homogeneous polynomial
f ∈ K[x0, . . . , xN ]. We let g(x1, . . . , xN) = f(a0, x1, . . . , xN). Since a0 ≠ 0 and f is
homogeneous, it follows that g ∈ K[x1, . . . , xN ] is a nonzero polynomial. In particular,
the polynomial h(x1, . . . , xN) ∶= g(a1 + πx1, . . . , aN + πxN) is also not zero.
We now note that since W is finite and ψx is injective, it follows that ψ
−1
x (W ) is finite.
Let us now take any element (c1, . . . , cN ) ∈ AN ∖ ψ−1x (W ). Then [a0, a1 + πc1, . . . , aN +
πcN ] = ψx((c1, . . . , cN)) ∈ sp−1(x) ∖W ⊂Hf . Hence,
h(c1, . . . , cN) = g(a1 + πc1, . . . , aN + πcN) = f(a0, a1 + πc1, . . . , aN + πcN) = 0.
We have thus shown that h vanishes on AN ∖ ψ−1x (W ). Since ψ−1x (W ) is finite, an
application of Lemma 9.2 with I1 = ⋯ = IN = A ⊂ K leads to a contradiction. We
conclude that sp−1(x) ∩U(K) can not be finite. This finishes the proof. 
Let Z ⊂ PnA be a reduced closed subscheme defined by a homogeneous ideal I ⊂ S
′.
Assume that no irreducible component of Z lies in Pnk . In particular, every irreducible
component of Z maps onto S under the projection PnA → S. Let Zη and Zs denote the
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generic and the special fibers of Z, respectively, over S. Let IZ denote the sheaf of ideals
on PnA defining Z. We define IZη and IZs similarly. Let Is ⊂ S
′
s be the homogeneous
ideal defining Zs. Under our assumption, the following is easily seen.
Lemma 9.4. For every d ≥ 0, the inclusion m ⋅Id ⊂ mS
′
d∩Id is an equality. In particular,
Id ⊗A k
≅
Ð→ Is,d.
Proof. Use the primary decomposition of I in S′, keeping in mind that I =
√
I and no
minimal prime of I contains π by our assumption. We leave out the details. 
We know that H0(PnA,IZ(d)) ≅ Id ⊂ S′d and H0(Pnk ,IZs(d))) ≅ Is,d ⊂ S′s for all d ≥ 0.
We have a short exact sequence of coherent sheaves
(9.2) 0→ (IZ ∩ IPn
k
)(d) → IZ(d)→ IZs(d) → 0
on PnA for all integers d ≥ 0. We choose a large enough integer d0 such that IZ(d) is
globally generated and the above sequence remains short exact all d ≥ d0 after applying
the global section functor (see [23, III.5.2, 5.3]).
For all d ≥ d0, we therefore get a commutative diagram of short exact sequences
(9.3) 0 // Id ∩mS
′
d
//

Id //

Is,d //

0
0 // H0(PnA, (IZ ∩ IPnk )(d)) // H0(PnA,IZ(d)) // H0(Pnk ,IZs(d)) // 0.
The middle and the right vertical arrows are easily seen to be isomorphisms for all d ≥ 0
(see § 5.1). We conclude from Lemma 9.4 that
(9.4) H0(Pnk ,IZs(d)) ≅ Id ⊗A k ∀ d ≥ d0.
We know that PA(H0(PnA,IZ(d))) (resp. Pk(H0(Pnk ,IZs(d)))) is the subspace of S′d
(resp. S′s) consisting of hypersurfaces of degree d in P
n
A (resp. P
n
k) which contain Z
(resp. Zs) for all d ≥ 1. If we let d ≥ d0, then (9.4) shows that under the structure
map φZ,d∶PA(H0(PnA,IZ(d))) → S, the special fiber coincides with Pk(H0(Pnk ,IZs(d))).
It is clear that the generic fiber of φZ,d coincides with PK(H0(PnK ,IZη(d))). Applying
Lemma 9.3 to φZ,d, we obtain the following. This result applies to more general situations
than [5, Lemma 2.2], including the case of finite residue field.
Corollary 9.5. Let Hf ⊂ P
n
k be a hypersurface containing Zs, defined by a homogeneous
polynomial f ∈ Is of degree d ≥ d0. Let U ⊂ PK(H0(PnK ,IZη(d))) be a nonempty open
subset. Then sp−1(Hf) ∩U(K) is infinite.
In what follows, we shall combine the above results with the Bertini theorems over
fields to prove various Bertini theorems over S.
9.2. Bertini-regularity over S. Let X be an equidimensional quasi-projective scheme
over S of dimension m + 1 ≥ 2. Let φ∶X → S be the structure map. Assume that φ
is surjective. Let Xη = X ×S {η} and Xs = X ×S {s}. We let X = (Xs)red. Since X
is quasi-projective over S, there is a locally closed embedding X ↪ PnS over S. We letX ⊂ PnS denote the scheme-theoretic closure of X .
We shall say that a subscheme of PnS is vertical if it lies over the closed point of S.
We shall say that a subscheme of PnS is horizontal if it meets the generic as well as the
special fiber (fiber over the closed point) of PnS.
Our Bertini theorem over a discrete valuation ring with minimal assumptions is the
following. This result is completely new if either of the quotient field and the residue
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field of A is imperfect. This result is also new if the residue field of A is perfect but X
is not projective over S. When A has infinite perfect residue field and X is projective
and flat over S, this result was shown in [25, Theorem 1], [34, Theorem 4.2] and [5,
Proposition 2.3].
Theorem 9.6. There exists an integer d0 ≫ 0 such that for all d ≥ d0, there are infinitely
many hypersurfaces H ⊂ PnS of degree d such that Xreg ∩H is regular. If the generic fiber
of Xreg is smooth, then so is the generic fiber of Xreg ∩H.
Proof. We can replace X by X to prove the theorem. We therefore assume that X is
projective over S. There are two cases to consider. Suppose first that Xreg ⊂ Xη. In this
case, we have that Xreg = (Xη)reg. We can therefore apply Lemma 2.5 to get a dense open
subscheme U ⊂ PK(S′η,d) for every d ≥ 1 such that every H ⊂ U(K) has the property that
H ∩Xreg is regular. We let U ′ ⊂ PA(S′d) be the scheme-theoretic closure of U . Then it is
clear that every H ∈ U ′(S) has the property that H ∩Xreg is regular. If Xreg is smooth,
then Xreg ∩H is smooth by [1, Theorem 1].
We now assume that φ∶Xreg → S is surjective. Since (Xη)reg = Xreg ∩Xη, Lemma 2.5
again says that there is a dense open subscheme U ⊂ PK(S′η,d) for every d ≥ 1 such that
every Hη ⊂ U(K) has the property that Xreg ∩Xη ∩Hη is regular. If Xreg ∩Xη is smooth,
then Xreg ∩Xη ∩Hη is moreover smooth by [1, Theorem 1].
Suppose now that the residue field k is infinite. We can write X as a disjoint union
of irreducible locally closed subschemes X =
r
∐
i=1
Ui such that each Ui is regular. By
Lemma 2.5, we can find a dense open subscheme U ′ ⊂ ∣H0(Pnk ,OPnk (d))∣ for all d ≫ 0
such that every H ∈ U ′(k) has the property that H ∩Ui is regular and has codimension
one in Ui for all 1 ≤ i ≤ r. Let H ∈ U ′(k) and let it be defined by the homogeneous
polynomial f ∈ S′s,d. Let x be a closed point in X. Then there is some 1 ≤ i ≤ r such that
x ∈ Ui. Since H ∩Ui is regular of dimension dim(Ui) − 1 at x, we have that the image of
f in OUi,x is not in m2Ui,x. This implies that the image of f in OX,x is not in m2X,x. Note
that U ′(k) is infinite because k is infinite and U ′ is a rational k-variety.
If the residue field k is finite, Lemma 5.6 (with T = Z = ∅) says that for all d ≫ 0,
there is some hypersurface H ⊂ Pnk of degree d having the property that if f ∈ S
′
s,d is the
defining homogeneous polynomial of H, then image of f in OX,x is not in m2X,x for every
closed point x ∈ X. Let Fd ⊂ ∣H0(Pnk ,OPnk (d))∣ be the subset of hypersurfaces of degree
d satisfying this property. We have then shown without any condition on k that ∣Fd∣ > 0
for all d≫ 0.
We let F ′d = sp
−1(Fd) ⊂ PK(S′η,d)(K). Then F ′d ↠ Fd by Lemma 9.1. Let Hη ∈ F ′d
and let H be its closure in PA(S′d). Then H ∈ PA(S′d)(S) so that it is defined by a
homogeneous polynomial f ∈ S′d. Let x ∈ Xreg ∩H ∩X be a closed point. We claim thatX ∩H is regular at x. To show this, it suffices to check that f ∉ m2X ,x.
Suppose to the contrary that f ∈ m2X ,x. Then its image in OX,x lies in m2X,x. But
this is not possible since sp(Hη) ∈ Fd. We have therefore proven the claim. We now
choose any Hs ∈ Fd. Let U ⊂ PK(S′η,d) be as above. It follows from Lemma 9.3 that
sp−1(Hs) ∩ U(k) is infinite. Given H ′ ∈ sp−1(Hs) ∩ U(K), let H ∈ PA(S′d) be the unique
hypersurface such that Hη =H
′. Let f ∈ S′d be the homogeneous polynomial defining H.
We shall show that Xreg ∩H is regular, which will finish the proof of the theorem.
It is clear by our choice that Xreg ∩Xη ∩Hη is regular. We let x ∈ Xreg ∩X be a closed
point. Note that such a point is closed in X . We have shown above in this case thatX ∩H is regular at x.
By [28, Exercise 8.2.17, Corollary 8.2.38], (X ∩H)reg is open in X ∩H. It follows that
there is an open subscheme Ux ⊂ X containing x such that Ux∩H is regular. We now let
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y ∈ Xreg∩H be any point which lies in X. Then we can find a closed point x ∈ Xreg∩H∩X
such that y ∈ Ux. But this forces OX∩H,y to be regular. We have therefore shown thatOX∩H,y is regular for every point y ∈ Xreg ∩H. This is equivalent to saying that Xreg ∩H
is regular. 
The following results prove the Bertini-regularity theorem over S for hypersurface
sections containing a prescribed closed subscheme with some necessary conditions.
Let φ∶X → S be as above. Assume that Xs = X (e.g., when X is smooth over S).
Let Z ⊂ PnA be an equidimensional reduced closed subscheme such that no irreducible
component of Z is vertical. Assume that Z ∩X is a reduced closed subscheme contained
in Xreg and is finite and surjective over S. Assume also that Z ∩X is a reduced closed
subscheme contained in Xreg.
Theorem 9.7. There exists an integer d0 ≫ 0 such that for all d ≥ d0, there are infinitely
many hypersurfaces H ⊂ PnS of degree d such that Z ⊂ H and Xreg ∩H is regular. If the
generic fiber of Xreg is smooth, then so is the generic fiber of Xreg ∩H.
Proof. Under our extra assumptions, the proof is identical to that of Theorem 9.6 if we
use Proposition 2.7 in place of Lemma 2.5 over the quotient field (and the residue field
if it is infinite) of A, and Corollary 9.5 in place of Lemma 9.3. 
9.3. Bertini for (Ra+Sb)-property over S. The following result extends Theorems 3.2
and 6.3 to schemes over S.
Theorem 9.8. Assume that X is an (Ra + Sb)-scheme for some a, b ≥ 0. Then there
exists an integer d0 ≫ 0 such that for all d ≥ d0, there are infinitely many hypersurfaces
H ⊂ PnS of degree d such that Y ∶= X ∩H satisfies the following.
(1) The structure map Y → S is surjective.
(2) Y is an effective Cartier divisor on X of dimension m.
(3) Y does not contain any irreducible component of Xsing.
(4) Y ∩Xs is an effective Cartier divisor on Xs.
(5) Y ∩Xreg is regular.
(6) Y is an (Ra + Sb)-scheme.
(7) If Xη is irreducible, then so is Yη.
Proof. Let ΣbX ⊂ X be the set defined in Lemma 2.3. It follows from our assumptions
and Corollary 2.4 that ΣbX is a finite set. Since X is an (R0)-scheme, it is generically
reduced. In particular, it is generically regular. This implies that dim(Xsing) ≤ m. We
let W0 ⊂ X be the set of generic points of the following closed subschemes of X .
a) Irreducible and embedded components of X .
b) Irreducible and embedded components of Xs.
c) Irreducible components of Xsing.
Let X = (Xs)red. We write W =W0∪ΣbX and W = (W ∩Xη)∐(W ∩X). It follows from
Theorem 3.2 that there exists an integer d1 ≫ 0 such that for all d ≥ d1, we can find a
dense open subscheme U1 ⊂ ∣H0(PnK ,OPnK(d))∣ so that every Hη ∈ U1(K) has the property
that it does not intersect W ∩Xη and Xη∩Hη is an (Ra+Sb)-scheme. Since dim(Xη) > 0,
by Lemma 9.10 below, there is a dense open subscheme U2 ⊂ ∣H0(PnK ,OPnK (d))∣ so that
every Hη ∈ U2(K) has the property that Hη ∩Xη ≠ ∅. Let U = U1 ∩ U2.
If Xη is irreducible, it follows from Lemma 3.5 that there exists an integer d′1 ≫ 0 such
that for all d ≥ d′1, we can find a dense open subscheme U ′ ⊂ ∣H0(PnK ,OPnK (d))∣ so that
every Hη ∈ U ′(K) has the property that Xη ∩Hη is irreducible. In the rest of the proof,
we shall replace d1 by max(d1, d′1) and U by U ∩ U ′ if Xη is irreducible.
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If k is infinite, then as in proof of Theorem 9.6, we get an integer d2 such that for all
d ≥ d2, there is a dense open subscheme U3 ⊂ ∣H0(Pnk ,OPnk (d))∣ so that every Hs ∈ U3(k)
has the property that if f ∈ S′s,d is the defining homogeneous polynomial of Hs, then
image of f in OX,x is not in m2X,x for every closed point x ∈ X. Also by Lemma 2.8 with
Z = T = ∅ and Lemma 9.10, we find an integer d3 such that for all d ≥ d3, there is a
dense open subscheme U4 ⊂ ∣H0(Pnk ,OPnk (d))∣ so that every Hs ∈ U4(k) has the property
that Hs ∩X ∩W = ∅ and Hs ∩X ≠ ∅. Take d4 = max(d2, d3) and Fd = U3(k) ∩ U4(k).
Then Fd is a nonempty set.
If k is finite, then let Y be the finite closed subscheme of X consisting of closed points
inW ∩X with reduced induced subscheme structure and let T =∏P ∈Y OX,P /mX,P ∖{0} ⊂
H0(Y,OY ). Then by Lemma 5.6, [10, Theorem 3.1], [10, Theorem 3.2] and Lemma 5.1,
we get a subset P ⊂ S′s such that every f ∈ P satisfies the properties that f ∣Y ∈ T , Hf
does not intersect (W ∩X)∖Y , Hf ∩X ≠ φ and f ∉ m2X,x for every closed point x ∈ X∖Y .
But we can then conclude that Hf ∩ Y = ∅. So, Hf ∩W ∩X = ∅ and f ∉ m
2
X,x for every
closed point x ∈ X. It follows that there is an integer d4 ≫ 0 such that for every d ≥ d4,
Fd ∶= S
′
s,d ∩P ≠ ∅. We have therefore shown that this set is nonempty for every d ≥ d4 in
both cases.
Now, we let d0 = max(d, d4). For some d ≥ d0, choose some Hs ∈ Fd. It follows from
Lemma 9.3 that sp−1(Hs) ∩ U(K) is an infinite set for every Hs ∈ ∣H0(Pnk ,OPnk (d))∣(k)
and d ≥ d0. We choose any such Hs, and any Hη ∈ sp
−1(Hs)∩U(K). Let H ∈ PA(S′d) be
the unique hypersurface such that Hη =H ∩ P
n
K . Let Y = X ∩H. To prove the theorem,
it suffices to show that Y satisfies the properties (1) ∼ (7).
Since Y ∩Xη = Hη ∩Xη and Y ∩X = Hs ∩X, it follows from our choice of Hs and Hη
that Y ∩ Xη and Y ∩X are both nonempty. In particular, Y → S is surjective. Since
H ∩W0 = ∅, the properties (2) (3) and (4) are immediate. The property (5) follows
from the proof of Theorem 9.6 given our choice of H. Using (2) and (5), the proof of
(6) becomes identical to the one given (for the field case) in the proofs of Theorems 3.2
and 6.3. The property (7) is clear from the refined choice of U if Xη is irreducible. 
Remark 9.9. The reader can check from the proof that none of the properties in the
statement of Theorem 9.8 except (6) requires X to be an (Ra + Sb)-scheme.
Lemma 9.10. Let K be an infinite field and let X be a quasi-projective subscheme
of PnK such that dim(X) > 0. Then for any d > 0, there is a dense open subschemeUd ⊂ P(H0(PnK ,O(d))) such that H ∩X ≠ ∅ for every H ∈ U(k).
Proof. Since dim(X) > 0, it has a subscheme Y such that Y is a curve. Now if H∩Y ≠ ∅,
thenH∩X ≠ ∅. So without loss of generality, we can assume thatX is a curve. Replacing
X by Xred, we can assume X is a reduced curve. Let X be the scheme-theoretic closure
of X in PnK . Then, X is a closed subscheme of P
n
K and W =X ∖X is a finite set of closed
points. For every point P ∈W , let VP be the closed subscheme of P(H0(PnK ,O(d))) such
that H ∈ VP (K) are the degree d hypersurfaces passing through P . Let V = ⋃P ∈W VP .
Then V is a proper closed subscheme of P(H0(PnK ,O(d))). Let U = P(H0(PnK ,O(d)))∖V.
Then for any H ∈ U(K), H does not pass through any point of W . However, since X is
a closed curve in PnK , H ∩X ≠ ∅. This implies that H ∩X ≠ ∅. So, we are done. 
Corollary 9.11. Assume that X is flat over S. Then there exists an integer d0 ≫ 0
such that for all d ≥ d0, there are infinitely many hypersurfaces H ⊂ P
n
S of degree d such
that X ∩H is flat over S.
Proof. Let H ⊂ PnA be such that Y ∶= X ∩H satisfies properties (2) and (4) of Theorem 9.8
(see Remark 9.9). It follows that Y∩Xs is an effective Cartier divisor on Xs of codimension
1. Since X is flat over S, we conclude from [29, Theorem 22.6] that Y is flat over S. 
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Corollary 9.12. Assume that X is reduced. Then there exists an integer d0 ≫ 0 such
that for all d ≥ d0, there are infinitely many hypersurfaces H ⊂ P
n
S of degree d such thatX ∩H is reduced.
Proof. Apply Theorem 9.8 with (a, b) = (0,1). 
Corollary 9.13. Assume that X is normal. Then there exists an integer d0 ≫ 0 such
that for all d ≥ d0, there are infinitely many hypersurfaces H ⊂ P
n
S of degree d such thatX ∩H is normal.
Proof. Apply Theorem 9.8 with (a, b) = (1,2). 
Corollary 9.14. Assume that X is irreducible and flat over S of relative dimension
m ≥ 2. Then there exists an integer d0 ≫ 0 such that for all d ≥ d0, there are infinitely
many hypersurfaces H ⊂ PnS of degree d such that X ∩H is irreducible and flat over S.
Proof. Let H ∈ PA(S′d) be such that Y ∶= X ∩H satisfies Theorem 9.8 (7) and Corol-
lary 9.11. Then Yη is irreducible and Y is flat over S. The flatness implies that no
irreducible component of Y can be vertical. But this forces Y to be irreducible. 
Corollary 9.15. Assume that X is integral and flat over S of relative dimension m ≥ 2.
Then there exists an integer d0 ≫ 0 such that for all d ≥ d0, there are infinitely many
hypersurfaces H ⊂ PnS of degree d such that X ∩H is integral and flat over S.
Proof. Combine Corollaries 9.12 and 9.14. 
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