Abstract
Introduction
Sentence similarity plays an important role in many text-related research and applications such as information retrieval, information recommendation, natural language processing, machine translation and translation memory, and etc. Calculating similarity between sentences is the basis of measuring the similarity between texts which is the key of document classification and clustering. Sentence similarity is one of the key issues for sentence alignment, sentence clustering, question answering, and etc.
Natural languages have different meaning granularities such as word, phrase, sentence and document. Word can be regarded as the minimum meaning unit in natural language, while sentence can be regarded as the minimum unit to communicate some complete meaning in natural language. Separators like period and comma are symbols to split word sequences into meaningful chunks. A sequence of words and separators formulate a sentence.
Accordingly, there are several levels of similarities in natural languages. Words can be classified into synonyms and antonyms based on the similarity between words and phrases. Similarities between documents are the basis of text classification and clustering. Sentence similarity is between the word similarity and document similarity. Similarities calculating methods vary in different levels.
 Word similarity. Similarity between words can be calculated from the spelling of words or the meaning of words. Edit distance can be used to measure similarity between words from the spelling of words. If two words are similar in spelling, they are possible similar in meaning in our intuition. While lexicon dictionary such as WordNet can be used to calculate the meaning similarity between words just like WordNet::similarity does [2] .  Sentence similarity. The similarities between words in different sentences have great influence on the similarity between two sentences. Words and their orders in the sentences are two important factors to calculate sentence similarity.  Document similarity. The similarity between sentences has great influence on the similarity between documents. Commonly used approaches are often based on similarity between the keyword sets (e.g., Dice similarity) or similarity between the vectors of keywords (e.g., cosine similarity). These methods seldom consider the semantic meaning of words. Sentences are the mediate level of meaning units between words and documents. Sentences connect words and documents in the meaning space of natural language. Most existing approaches ignore sentence similarity for the reason of the time cost. However, the similarity of sentence level is interesting and important. Besides, the study on sentence similarity can enhance the word similarity research, especially on the statistical approaches based on large corpus.
In this paper, we focus on the measures of the sentence similarity from symbols. We propose two measures of sentence similarity based on the words orders and the words distances. Considering sentence similarities based on word sets, word vectors, and edit distances, we use six approaches to calculating statistical similarity between sentences. Then, we evaluate and compare the six approaches on a corpus with 40 sentences selected from NIST05 BLEU corpus. Evaluation results show that different measures of sentence similarity could indicate different statistical characteristics of sentences. The calculating approaches for sentence similarity based on statistical characteristics are helpful for the applications of natural language processing.
Related Work
Similarity analysis between long texts has been widely used in documents retrieval. It considers mainly on the statistical information of keywords in long texts. Keywords are generally selected using weight assigning schemes like TF-IDF [12] .
Sentence similarity has been used in the fields of text-related knowledge representation and discovery, such as machine translation [13] , translation memory, text summarization [4] , text categorization, question answering and even image search on the Web [3] . Similarity analysis between sentences is different from that between long texts in statistical information. The weight assigning approach such as TF-IDF is not suitable for the similarity analysis between sentences.
A corpus is needed in calculating sentence similarity statistically. A method is presented for measuring the semantic similarity of texts using a corpus-based measure of semantic word similarity and a normalized and modified version of the Longest Common Subsequence (LCS) string matching algorithm in [6, 7] .
Sentence similarity partially depends on the word similarity. Ref. [11] investigates several methods for computing the words similarity in two aspects: the dictionary-based methods using WordNet, Roget's thesaurus, or other resources; and the corpus-based methods using frequencies of cooccurrence in corpora (cosine method, latent semantic indexing, mutual information, and etc). The methods can be used in several fields, such as solving TOEFL-style synonym questions, detecting words that do not fit into their context in order to detect speech recognition errors, and synonym choice in context for writing aid tools. Ref. [14] presents an approach for measuring the semantic relatedness between words based on the implicit semantic links. The authors introduced Omiotis, a measure of semantic relatedness between texts, which capitalizes on the word-to-word semantic relatedness measure and extends it to measure the relatedness between texts.
There are three categories of similarity calculation between texts: word co-occurrence methods, corpus-based methods, and methods based on descriptive features [10] . Word co-occurrence method calculates similarity with vectors. Corpus-based text similarity can find the semantic associations between words. However, the high dimension and sparse sentence vectors leads to the bad performance of similarity calculation. A method is discussed for measuring text semantic similarity based on corpus and knowledge [11] , and the experiments show that semantic similarity outperforms methods on simple lexical matching. Word to word similarity based on prior knowledge was discussed in [1, 9] . Pointwise mutual information [15] and latent semantic analysis [8] are used to measure the word to word similarity. Ref. [18] presents vector based models for semantic composition. A Chinese similarity computing system model was proposed for Chinese sentence similarity computation [19] . A modified method was proposed for concepts similarity calculation [20] . Ref. [21] designed dissimilarity measures to increase their utility for instance-based learning methods.
In this paper, sentence similarity analysis depends on the word similarity and structural information of sentences. Here, word similarity only considers the spellings and ignores the semantic meanings of words. Structure information considers the orders of words and the distances between words, and it ignores the syntactic information of sentences.
Sentence Similarity Measures
In this paper, a sentence is defined as a sequence of words and separators, denoted by s. In preprocessing phase, a sentence should be segmented into words and phrases, especially for the Chinese sentences that have no blanks between two neighbored words. Separators are also important parts to represent the semantics of a sentence. The length of sentence s, denoted by |s|, is defined as the number of words and separators in sentence s. There are three types of the sentence similarity measures:
 Symbolic similarity. If two sentences are more similar, then words in the two sentences are more similar, and vice versa. Here, words in two sentences are similar means that the words are similar in symbolic or in semantics.  Semantic similarity. Two sentences with different symbolic and structure information could convey the same or similar meaning. Semantic similarity of sentences is based on the meanings of the words and the syntactic of sentence.  Structure similarity. If two sentences are similar, structural relations between words are similar, and vice versa. Structural relations include relations between words and the distances between words. If the structures of two sentences are similar, they are more possible to convey similar meanings. Words formulate sentences, while sentences formulate documents. There are many researches focusing on word similarity and document similarity.
Word similarity has two types: symbolic similarity and semantic similarity. The symbolic similarity of words can be calculated by edit distance, and the semantic similarity of words can be calculated by WordNet::similarity. Document similarity is often calculated by the Vector Space Model (VSM). Documents are represented by the bag of words, and the meanings of documents are presented by vectors. The document similarity can be calculated by using cosine of the vectors. If the weights of words are ignored, the document similarity can be calculated based on the sets of keywords by using Dice similarity or Jaccard Coefficient similarity.
Sentence similarity is close to word similarity and document similarity. Words are the components of sentences, while sentences are the components of documents. If words in two sentences are similar, the two sentences are more possibly similar. If sentences in two documents are similar, the two documents are more possibly similar.
The sentence similarity is partially based on the word similarity, and the relations between words should be also considered. However, word similarity cannot replace sentence similarity. Because the word similarity reflects the closeness of two discrete words or concepts, while the sentence similarity reflects the closeness of two sequences of words and separators, and the meaning of sentences are closely related to the orders of words.
The similarity of two documents depends on the similarity of their sentences. Document similarity is calculated by vectors of documents, and the VSM model is efficient in calculating document similarities in large scaled document sets. To deeply understand the meanings of documents, it is necessary to concentrate on the similarities of sentences.
Semantic sentence similarity is difficult to be calculated on large scale corpus, because taxonomy is hard to cover all domains. Statistical similarity between sentences considers only words in the two sentences without any prior knowledge such as lexicon dictionary or syntactical parsing. The cost of calculating statistic similarity is lower than that of calculating semantic similarity. Statistical similarity combines the symbolic characteristics (such as word sets and vectors) and structural characteristics (such as the orders and distances).
Calculating Statistic Similarity between Sentences
In this section, we present six measures of statistical similarity between sentences.  Sentence similarity based on word set is calculated with the sets of words in two sentences respectively.
 Sentence similarity based on vector is calculated with vectors representing two sentences respectively. The weights of words are assigned in two ways: one way is to assign the weights of words averagely; the other is to assign the weights of words by TF-IDF approach.  Sentence similarity based on edit distance is calculated based on the edit distances between two sentences.  Sentence similarity based on word order is calculated with the orders between word pairs in the sentences.  Sentence similarity based on word distance is calculated based on the distances between word pairs in the same sentences. The former four sentence similarity measures are symbolic similarity, while the latter two sentence similarity measures are structural similarity. Symbolic similarity between sentences only considers the spelling of words ignoring the meanings of words. The symbolic similarity of words has two types: the set of words and the bag of words. The set of words representing the meaning of a sentence with a word set, while the bag of words can be transformed into a vector to represent the meaning of the sentence. The structure information of a sentence includes word orders, word distances and syntactic structure of the sentence. Here, we only consider word orders and word distances.
Before calculating statistical similarity between sentences, suppose s a is a sentence with length m (m ≥2), and s b is a sentence with length n (n ≥2).
where w ai (i∈ [1, m] ) and w bj ( j∈ [1, n] ) are the words or separators in s a and s b . Let w(s a ) be the set of words containing all the words w ai (i∈ [1, m] ), and w(s b ) be the set of words containing all the words w bj (j∈ [1, n] ).
To distinguish the different sentence similarities, we use two simple exemplary sentences as follows.
s a = That is the old file .
s b = This is the new file .
Sentence Similarity based on Word Set
To calculate sentence similarity based on word set, the word sets of sentences should be constructed first. Since the sentences may have different tenses and voices, there are two ways to calculate word based sentence similarity. One is to calculate sentence similarity with the words in sentences; the other is to calculate sentence similarity with stemmed words in sentences. Here, we choose the original words in the sentences, because the stemmed words would miss the tense and voice information of the sentence.
After the word sets of two sentences are formulated, Jaccard similarity between sentences can be calculated by
Another similarity based on the word set can be calculated by Dice similarity.
The word sets of two example sentences are "That", "is","the","old","file","." "This","is","the","new","file","."
The word based sentence similarities are , 5/7 , 5/6
Sentence Similarity based on Word Vector
Words in a sentence have different semantic roles, and the weights of words should be different. The weights of words in calculating document similarity can be calculated by TF-IDF [12] . However, it is difficult to use TF-IDF to represent the weights of words in a sentence because the frequency is 1for almost all words. It is necessary to find a new approach to assigning different weights to different words. The semantic roles of words can be analyzed by NLP techniques, and different roles of words have different weights [5] . We adopt two strategies for vector based sentence similarity: one is to assign weights of words averagely based on the numbers of all the words and separators, the other is to assign weights of words by TF-IDF based on a corpus.
To calculate sentence similarity based on word vectors, the word vectors of sentences should be constructed first. If the words in w(s a ) and w(s b ) are assigned with weights, s a and s b can be represented by the bags of words: We choose all the weights of words in the sentences 1. If a word occurs two or more times in one sentence, the weight of the word is accumulated. The sentence similarity based on the vectors is , 2/3. Sentence similarity based on word vector considers words and their weights in two sentences. Vector based similarity is popular in information retrieval. However, it does not consider the orders and distances between words. It is also symbolic similarity, and different word weights distinguish the importance of words.
Stop Words are words which do not contain important significance in the sentence. Usually these words are filtered out because they bring vast amount of unnecessary information for calculating sentence similarity of long texts. Some words occur in different sentences, called stop words, which are less important to distinguish the meaning of sentences. In similarity measures for long texts based on word sets and vectors should filter the stop words to formulate the word sets and vectors, because too many stop words will become the noise for calculating sentence similarity. However, the stop words in sentences are important, for they imply the structure information of sentences. If all the stop words are eliminated from sentence, the structure information might partially lost in the calculating of the sentence similarity.
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We choose the top-4 most similar sentences for each sentence according to the different sentence similarity measures. The top-4 sentences contain the sentence itself. We compare the fetched 4 sentence set with the original 4 sentence set, and the precision rate, recall rate and F-measure are calculated in each sentence group, and the number of similar sentence groups is 40. Then we calculate the average precision rate, recall rate and F-measure as the precision rate, recall rate and F-measure of the sentence similarity on the test corpus. Table 2 is the experiment results of different measures of sentence similarity. Figure 3 shows the precision rate, recall rate and F-measure of different measures of sentence similarity. The evaluation results show that sentence similarity based on word set and sentence similarity based on word order have better performance than other sentence similarity. Sentence similarity based on edit distance has the lowest precision rate, recall rate and F-measure. Sentence similarity based on TF-IDF has lower precision rate, recall rate and F-measure. Although the evaluation result is closely relevant to the test corpus, it also shows the differences between different sentence similarity measures. The evaluation result could be explained as follows:
  Sentence semantic similarity can be calculated by considering the semantics of words. Sentences with similar meaning may not share common words, and it is difficult to detect the semantic similarity between sentences just using lexical information and statistic information of words.  Sentence similarity can be used to cluster sentences for syntactic patterns [16] and analyze the patterns in the languages [17] .
Conclusion
Sentence similarity is important during information organization and retrieval. It is closely related to both word similarity and document similarity. According to the symbolic characteristics and structural information of sentences, the statistical similarity between sentences could be calculated. The statistical similarity measures between sentences could measure the similarity between sentences without any prior knowledge but only on the statistical information of sentences. This paper presents six approaches to calculating statistical similarity between sentences. The different statistical similarity measures are evaluated on a test corpus of 40 sentences. The evaluation results show that differences between these sentence similarity measures. The proposed similarity measures can be used in short text related applications such as corpus construction and title/abstract based document recommendation.
