Results of numerous evaluation studies indicated that satellite-rainfall products are contaminated with significant systematic and random errors. Therefore, such products may require refinement and correction before being used for hydrologic applications. In the present study, we explore a rainfall-runoff modeling application using the Climate Prediction Center-MORPHing (CMORPH) satellite rainfall product. The study area is the Gilgel Abbay catchment situated at the source basin of the Upper Blue Nile basin in Ethiopia, Eastern Africa. Rain gauge networks in such area are typically sparse. We examine different bias correction schemes applied locally to the CMORPH product. These schemes vary in the degree to which spatial and temporal variability in the CMORPH bias fields are accounted for. Three schemes are tested: space and time-invariant, time-variant and spatially invariant, and space and time variant. Bias-corrected CMORPH products were used to calibrate and drive the Hydrologiska Byråns Vattenbalansavdelning (HBV) rainfall-runoff model. Applying the space and time-fixed bias correction scheme resulted in slight improvement of the CMORPH-driven runoff simulations, but in some instances
Introduction
Any rainfall-runoff modeling requires accurate rainfall data as model input. However, accurate rainfall information in many world regions is hampered by limitations of ground-based observational networks. Rain gauge networks often have inadequate coverage and density, represent only point scale estimates and suffer from problems relating to data quality and inconsistency [1, 2] . Alternative to in situ network data are satellite rainfall estimates (SREs), which potentially can be a viable alternative. However, SREs are known to suffer from sampling and estimation inaccuracies, which are manifested in the form of systematic (bias) and random errors [3] [4] [5] [6] [7] . Though a number of studies report on usage of SREs for runoff and soil moisture simulations [6, 8, 9] , aspects of accuracy and representativeness of SREs for hydrologic modeling are not well investigated.
In the present study, we focus on bias correction of a particular SRE-the Climate Prediction Center (CPC) Morphing technique (CMORPH; [10] ), and the effect of bias correction on hydrologic simulations for the Gilgel Abbay catchment, Lake Tana basin, Ethiopia. CMORPH is considered in this study owing to its relatively high space-time resolutions (30 min, 8 km) . In this study CMORPH estimates are accumulated to a daily resolution, which matches the rain gauge sampling interval and the time step of the rainfall-runoff model used herein. A number of studies investigated the accuracy of CMORPH products across a range of space-time scales. Examples include seasonal or daily estimates at 0.25° × 0.25° spatial resolution [11] [12] [13] , three-hourly estimates at 0.25° × 0.25° [14, 15] , and one-hourly estimates at 8 km × 8 km [1, 5] . Results from these studies suggest that CMORPH estimates have significant systematic biases but also that estimates have random errors. Smith et al. [16] stated that CMORPH biases might be due to a diurnal sampling bias, tuning of the instrument or the rainfall algorithm, or unusual surface or atmospheric properties, which the algorithm does not correctly interpret. A Kalman filter approach has been recently adopted by the CMORPH developers to optimally integrate satellite-based estimates with rain gauge observations [17, 18] . In the scientific literature, some evidence is presented that CMORPH bias exhibits spatio-temporal variation. For instance, Haile et al. [1] show that the total bias and its different components exhibit spatial variation in the Gilgel Abbay catchment, which is also selected for the present study. The authors concluded that over mountain areas CMORPH bias mostly is affected by missed rainfall detection. Particularly for lower elevated areas bias is affected by missed rainfall, false rainfall and differences in hit-rainfall estimates. For the Nile basin area, Habib et al. [11] showed that CMORPH bias (and other SREs) is largely affected by topography and latitude. The same study showed that CMORPH bias in the wet and dry seasons can be quite different.
The aforementioned studies indicate that it is crucial to reduce the systematic and random errors in SREs before products can be used in hydrologic and water resources applications. Methodologies for bias correction are developed in multi-sensor, radar-gauge approaches [19] [20] [21] and triggered applications in satellite remote sensing. Examples are on monthly-based bias correction [22] , disaggregation of bias at daily scale to hourly scale [23] , and merging satellite and gauge data by means of a non-parametric kernel smoother [24] . Vila et al. [25] compared five merging schemes: additive bias correction, ratio bias correction, gauge-to-satellite monthly correction factors, and a combined scheme. The authors concluded that the combined scheme, which considers both additive and multiplicative bias, outperformed the others. Other studies of bias-correction to satellite rainfall products are reported in Hong et al. [26] , Chiang et al. [27] , Tobin and Bennett [28] , and Tian et al. [29] . These studies suggest that selection of bias correction scheme should depend on the desired level of accuracy and assumptions to represent spatial and temporal rainfall characteristics. However, selection also depends on the data requirements, computational expenses, and, more importantly, the hydrologic application the bias-adjusted product is used for. Overall, bias-corrected satellite rainfall products are expected to better match station records compared to satellite only products even in complex terrain [30] and as such correction should improve hydrological applications by improved rainfall representation. However, results by hydrological applications are not consistent and require further assessment.
Artan et al. [31] showed that negative bias of a satellite rainfall product in rainfall-runoff modeling could result in deterioration of modeling results. They also showed that a hydrologic model requires recalibration when satellite rainfall data is used to replace use of in-situ rainfall data. Zeweldi et al. [32] reported increased performance of a rainfall-runoff model when the model was calibrated using satellite data than when it was calibrated using rain gauge data. However, calibration could result in parameter values that are unrealistic and beyond limits as the model attempts to compensate for the large errors in rainfall input. Behrangi et al. [33] found that bias-adjustment of satellite-based precipitation products is critical and can yield substantial improvement in capturing both the streamflow pattern and magnitude at six-hourly and monthly time scales. Yong et al. [34] showed an improvement in the performance of a rainfall-runoff model after applying gauge-based bias correction to satellite-only rainfall products. However, Bitew and Gebremichael [8] reported improved model performance when using a satellite-only product (TRMM 3B42RT) as compared to a satellite-gauge bias corrected product (TRMM 3B42). Such results could be partly attributed to the fairly poor quality and/or lack of spatial representativeness of the sparse gauges that were used for the bias correction.
In the present study, the focus is mainly on analysis of the spatial and temporal variability of bias in CMORPH 30-min, 8 km × 8 km satellite-based rainfall product and on identifying the critical aspects of such variability from a hydrologic perspective in rainfall-runoff modeling. Results of such analyses are of relevance to product users to guide efforts for product adjustment before being used in further applications [35, 36] and also for product developers to identify future needs for algorithmic enhancements. The specific objectives of this study are (i) to assess three bias correction schemes to the CMORPH 30-min, 8 km × 8 km product to adjust for spatial and temporal biases; and (ii) to assess how rainfall-runoff model calibration results are affected when bias-corrected CMORPH data is used instead of uncorrected and in situ rainfall data. The area of study is the Gilgel Abbay catchment in Ethiopia. The paper is structured as follows. Section 2 describes the data sets, the bias correction schemes, the hydrologic model, and the calibration approach. Section 3 presents results and discusses the findings and Section 4 concludes on the study.
Data and Methods

Study Setting
The study area is Gilgel Abbay catchment, which is the largest contributor to Lake Tana [37] , the source of Upper Blue Nile River in Ethiopia. In the present study, the focus is on the gauged part of Gilgel Abbay for which daily time series of streamflow have been available since the 1970s (Figure 1 ). This part of the watershed is situated between latitudes of 10°56′N-11°22′N and longitudes of 36°49′E-37°24′E. It covers an area of about 1655 km 2 with predominantly agricultural land cover and with clay to clay-loam as the prevailing soil type. The seasonal rainfall distribution of Gilgel Abbay is affected mainly by the location of the Intertropical Convergence Zone (ITCZ) with a rainy season, which coincides with the summer in the northern hemisphere (June-August). At short time scales (daily and sub-daily), rainfall distribution in this watershed is affected by orographic factors and the presence of Lake Tana [38, 39] . The lowlands of Gigel Abbay receive more intense and short lasted rainfall as compared to its highlands [40] .
CMORPH and Local Gauge Data
The satellite-rainfall product used in this study is the National Oceanic and Atmospheric Administration's (NOAA) Climate Prediction Center (CPC) morphing technique (CMORPH) [10] . CMORPH combines rainfall estimates from multiple passive microwave (PMW) sensors, which include the Advanced Microwave Sounding Unit (AMSU-B), the Special Sensor Microwave Imager (SSM/I), the TRMM Microwave Imager (TMI), and the Advanced Microwave Scanning Radiometer-Earth Observing System (AMSR-E), respectively. To fill the time and space gap in the combined PMW based rainfall estimates, the algorithm used cloud motion vectors derived from spatial lag correlation of successive geostationary satellite IR images. These vectors are used to propagate the PMW based rainfall features for time periods between two successive PMW overpasses. The shape and intensity of the rainfall patterns is then morphed through linear interpolation using weights that are obtained from forward advection (previous to most current PMW overpass) and backward advection (most current to previous overpass) of rainfall features. The main advantage of CMORPH is its near real-time global coverage at relatively fine temporal and spatial scales (as fine as 30-min and 8 km × 8 km), which makes it a desirable candidate for hydrologic applications. In the current analysis, the 30-min, 8 km × 8 km CMORPH estimates are aggregated to daily time step to be consistent with rain gauge observation interval. In addition, streamflow time series are at daily time interval so aggregation results in optimal use of available satellite data to represent and to correct rainfall in respective time and space domains for stream flow modeling. Based on availability of rain gauge and streamflow data in the watershed, the current analysis period covers two years from January 2003 to December 2004. Data is obtained from 10 rain gauges in the watershed ( Figure 1 ) which are operated by the Ethiopian Meteorological Agency (EMA). Daily rainfall from these gauges has been evaluated and used in [37, [41] [42] [43] and serve as reference to evaluate satellite rainfall estimates. For the study period, the average annual rainfall over Gilgel Abbay was about 1700 mm. The average daily rainfall rate exceeded 10 mm/day for 20% of the time and reached as high as 35 mm/day. The gauge network ( Figure 1 ) is sparse and stations are unevenly distributed over the watershed. As a result, the "true" or real world rainfall distribution may not be well represented by the network, as rainfall varies over the area following topographic variation [1, 38, 39] .
Meteorological observations at three stations in the watershed (Dangila, Adet, and Bahir Dar; Figure 1 ) were used to estimate monthly potential evapotranspiration (PET) using the Penman-Montheith method [44] , which were then used as input to the hydrologic model. Streamflow daily data is available for the upper part of Gilgel Abbay, which is gauged at Wotet Abbay, a small town near Bahir Dar. Consistency of streamflow daily time series was checked by visual inspection of concurrent rainfall and streamflow plots. We noticed that the baseflow record showed an abrupt increase in late 2005. Local people near the gauging site stated that the gauging station was moved by hundreds of meters downstream of the original site towards the end of 2005 due to road construction. However, this was not confirmed by officials in the Ministry of Water Energy. As a result we limited our analysis period to 2003 and 2004 for which CMORPH data is available and for which we have confidence in the quality of stream flow data.
Bias Formulation and Estimation
Satellite-based rainfall estimates exhibit large systematic and random errors. The systematic errors (i.e., bias) persist when the estimates are aggregated over time and, hence, may cause large uncertainties in hydrologic modeling. In addition, models could augment or suppress rainfall biases to larger or smaller streamflow based on the response mode of the model. Therefore, bias in rainfall products should be assessed and corrected before satellite rainfall products can be used in hydrologic applications.
In the current study, we estimate and correct the bias in CMORPH estimates as follows. For a selected day (d) and gauge (i), the multiplicative daily bias factor (BF) at a certain CMORPH pixel with a collocated gauge can be formulated as follows Equation (1):
where G and S represent daily gauge and CMORPH rainfall estimates, respectively, i refers to gauge location, t refers to a Julian day number; and l is length of a time window for bias calculation. The subscript "TSV" stands for "Time-Space Variable" since the bias in this formulation is estimated for a particular location and a particular day. Based on some preliminary analysis by the authors on rainfall distributions in the study area, a fixed time window of l = 7 days was selected to allow for adequate rainfall accumulation for bias calculation while still accounting for temporal variability in BF. The BF factor was calculated for a certain day only when a minimum of five rainy days were recorded within the preceding seven-day window with a minimum rainfall accumulation depth of 5 mm, otherwise no bias is estimated (i.e., assigned a value of 1). We chose five rainy days with minimum accumulation depth of 5 mm to ensure stability of the bias factors and avoid exaggerated values as a result of dividing large satellite estimates by small gauge values. We evaluated sensitivity of BF to different window lengths of 3, 7, and 10 days. We noticed that BF shows relatively lower sensitive during the wet season compared to the dry season. In the wet season, BF shows high variation and becomes highly erratic when the window length is reduced to three days as a result of small accumulation period. In the wet season, BF exceeds 2.0 for a three-day window length but is mostly well below 2.0 for a seven-and 10-day window length. It is noted that Equation (1) ignores errors introduced by using a single gauge to represent rainfall amounts at the scale of the CMORPH pixel. Haile et al. [1] showed that the error variance of the gauge representativeness error in Gilgel Abbay could contribute as much as 30%-52% to the total variance of CMORPH-gauge rainfall hourly differences. Using the current dataset, we found that the spatial correlation of rainfall in the study area, at 8 km separation distance, increases from 0.55 at a daily scale to 0.91 for a seven-day accumulation scale. Therefore, it is reasonable to assume that the gauge representativeness error will be much smaller at a seven-day time window than that of the hourly base, and, thus, we proceed with using single-gauge observations as a reference for the bias estimation using Equation (1).
Schemes for Bias Correction
In the current analysis we test three schemes for bias correction:
(i) The first one allows for correcting the bias at a pixel based (i.e., space variable) and at a daily scale (i.e., time varying), and is based on the using the BF TSV factor estimated from Equation (1).
To apply a correction that accounts for spatial and temporal variability in the CMORPH bias, the pixel-based daily BF TSV factors were spatially interpolated using the inverse distance weight (IDW) method to yield a spatial and temporally varying field of BFs that cover the entire study area. We followed the approach of Haile et al. (2009) [38] in the same study area who showed good interpolation results by IWD. The CMOPRH daily rainfall fields were then multiplied by the BF TSV bias fields for the respective time windows to result in a new set of CMORPH estimates that as such are bias-corrected in a temporally and spatially varying scheme. This procedure is similar to the local-bias correction algorithm developed by Seo and Breidenbach [19] , which is adopted in the operational version of the National Weather System-Multisensor Precipitation Estimation (NWS-MPE) system. The use of Equation (1) applies a bias correction factor that varies in space and time domains. We refer to this formulation as time and space variant (TSV) bias correction. To assess the implications for ignoring or for accounting of variability of bias, two more bias estimation and correction schemes were tested: (ii) Time and space fixed (TSF) bias correction: in this formulation the bias is obtained by using gauge and CMORPH estimates over the entire domain and over the total duration of the sample Equation (2):
where n is the total number of gauges within the entire domain of the study and T is the full duration of the study period. The bias correction in this case is applied by multiplying the CMORPH estimates by the bias factor, BF TSF , to result in a new set of CMORPH estimates that are bias-corrected in a spatially and temporally-lumped scheme. (iii) Time variable (TV) bias correction: in this formulation the BF is spatially lumped over the entire domain but is still estimated for each daily time step Equation (3):
The bias correction in this case is applied by multiplying each daily CMORPH field by the daily bias factor, BF TV , to result in a new set of CMORPH estimates that are bias-corrected in a spatially-lumped but temporally-varying scheme.
Hydrologiska Byråns Vattenbalansavdelning (HBV-96) Hydrologic Model
In the present study, the Hydrologiska Byråns Vattenbalansavdelning (HBV-96) rainfall-runoff model [45] is used to perform the rainfall-runoff analysis using rainfall estimates by the three correction schemes. The HBV-96 model has been extensively evaluated for different regions on the globe [46] [47] [48] [49] [50] including Gilgel Abbay catchment [37, 41, 43] . HBV-96 can be classified as a conceptual model that relies on water balance equations to simulate runoff and mass exchanges across a set of surface and subsurface zones. Inputs to the model include rainfall, temperature, potential evapotranspiration, and percentage of forested and non-forested catchment areas.
The storage based HBV-96 has four routines that include (i) a precipitation accounting routine; (ii) a soil moisture routine; (iii) a quick runoff routine; and (iv) a base flow routine. The approach is characterised by three stores, which are the soil moisture reservoir, the upper zone store and the lower zone store. From the upper zone store quick runoff is simulated from the lower zone store base flow runoff is simulated. Routing of streamflow is optional and can be de-activated in model simulations. The precipitation accounting routine partitions precipitation into rainfall and snow based on a threshold value (TT). Precipitation is in the form of snow in case the actual temperature (T) is lower than TT. In the Gilgel Abbay area, the temperature is much higher than common values for TT and, as such, precipitation only is in the form of rainfall.
The soil moisture routine controls the formation of direct and indirect runoff. Direct runoff occurs when the simulated soil moisture (SM) in the soil moisture reservoir exceeds the maximum storage capacity as represented by field capacity (FC). Otherwise, rainfall infiltrates (IN) the soil moisture reservoir to add to the actual storage and to add to the flow of water to the upper zone store (indirect runoff).
Indirect runoff (R) is defined as follows:
This equation indicates that indirect runoff increases with increasing soil moisture storage (SM) but it reduces to zero when infiltration ceases. BETA is a parameter accounting for the non-linearity of indirect runoff from the soil layer.
Evapotranspiration losses are calculated from the soil moisture reservoir. Actual evapotranspiration (E a ) is highest (i.e., reaches its potential value (E p )) when SM reaches or exceeds a certain ratio of FC. The ratio, denoted as LP, is used as a calibration parameter. Otherwise, E a declines linearly as a function of soil moisture deficit represented by SM/FC:
Percolation (PERC) to the lower zone store occurs when water is available in the upper zone store. PERC is treated as a time-invariant process with a fixed value throughout the simulation period. Capillary transport is estimated as a function of soil moisture deficit (FC-SM) and a maximum value for capillary flow (CFLUX):
Quick runoff (Q q ) and slow (base) flow (Q s ) are defined as follows: (8) (9) where UZ is the actual storage in the upper zone store, ALFA is a measure for the non-linearity of flow, K q is a recession coefficient for quick runoff, LZ is the actual storage in the lower zone store and K s is a recession coefficient for base flow. According to this formulation, the model has 8 parameters that can be used for model optimization and calibration, namely: FC, BETA, LP, ALPHA, K q , K s , PERC, and CFLUX.
Considering the large catchment area and significant topographic variation, and to make use of the spatially distributed data from CMORPH, the catchment has been partitioned in eight sub-catchments ( Figure 1 ). The eight sub-catchments have size of 76, 121, 150, 165, 240, 242, 245, and 414 km 2 .
Model Calibration and Evaluation
The model was calibrated using four sets of rainfall data based on gauge observations, and three variants of bias corrected CMORPH estimates. In both cases, rainfall data were aggregated from their original spatial resolutions (gauge-point, or CMORPH pixel) to the scale of each sub-catchment.
The following two metrics were used to assess performance of the HBV-96 rainfall-runoff model: Nash-Sutcliffe (NS) efficiency, which provides a measure of random differences between simulated and observed streamflows, and Q Bias , which measures systematic differences (bias) in the simulated streamflow volumes: (10) (11) where Q sim and Q obs represent simulated and observed daily flows, respectively, at a certain day i, and n represents the number of days in the sample. The over-bar symbol denotes the mean statistical operation. The values of NS, which is dimensionless, can range between -∞ and 1, where a value of 1 indicates a perfect fit. Similarly, a Q Bias value of 1 reflects bias-free streamflow simulations whereas streamflow overestimation and underestimation are reflected by bias values that are larger or smaller than 1, respectively.
A Monte-Carlo procedure was used to calibrate the HBV-96 model. In this procedure, prior ranges of the eight calibration parameters are selected based on the parameter value ranges specified
by Rientjes et al. [37] who applied the HBV-96 model in a regionalization study in the (entire) Lake Tana basin area. In that particular study 60,000 parameters sets are generated randomly assuming a uniform distribution of parameter values within the specified, posterior, value ranges. The HBV-96 model was run for each parameters set and the corresponding objective function values (NS and Q Bias ) are calculated. Following Rientjes et al. [37] , the optimum parameters set is selected as the average value of the 25 parameter sets that are ranked highest in terms of the NS values. It is noted that a similar approach is followed in this study when calibrating the model in case CMORPH rainfall data is used as model input.
Results
Evaluation of CMORPH Estimates
Before presenting the results of the different bias correction schemes, we first examine the temporal and spatial variability in the CMORPH bias field, as reflected by BF TSV (Figure 2 Overall, these results indicate that the bias in the CMORPH product exhibits pronounced variability in space and time over the study area. Possibly, this could be related to variations in rain generation mechanisms [11] but further investigations are needed for confirmation.
Results on Rainfall Bias Correction
To examine the implications of space and time variability presented above (Figure 2 ), we applied the three bias correction schemes described above (Equation (1)), time-space fixed (TSF), time variable (TV), and time-space variable (TSV), to the CMORPH product. We first assess how the different bias correction schemes impact the catchment-average rainfall at a monthly scale. Table 1 shows a summary of the ratios of CMORPH monthly catchment-average rainfall amounts (before and after correction) to the corresponding gauge amounts. Without bias correction, CMORPH mostly underestimated monthly rainfall by up to 37%. In 2003, the deviation of CMORPH during the wettest months (June-August) is reduced when TSF, TV, or TSV corrections are used. TSV correction shows noticeable change (up to 0.19) than TSF correction (only 0.01) in July 2003. In 2004, TSF correction leads to deterioration of the monthly agreement probably since their temporal variation is too pronounced to be ignored. The importance of accounting for temporal variation in CMORPH bias is illustrated again by the fact that TV and TSV corrections reduced the bias in 2004 by up to 0.07 and 0.07-0.14, respectively. 
Model Parameter Optimization Using Different Rainfall Inputs
We calibrated the HBV-96 model using gauge and CMORPH rainfall inputs for the year 2003-2004 (Table 2) . Calibration based on the rain gauge network data serves as a reference for further assessments on effectiveness of bias-correction to the CMORPH estimates. The model was recalibrated using the satellite rainfall fields to examine how the model parameters are affected by bias in the rainfall input. In theory, each rainfall input represents a different model forcing and may result in different parameter values and model performance level as measured by NS and Qbias. Independent calibration of the HBV-96 model for different rainfall inputs resulted in satisfactory model performance (NS = ~0.8 and Q Bias = ~0.9). All optimum parameter values obtained using the correction schemes are within the allowable value ranges. The values of the optimized model parameters are inter-compared and percent change of each parameter value is shown with respect to the reference case. To allow comparison of parameter values over a common scale, changes are calculated after normalizing the parameter values using their allowable minimum and maximum values, which are set equal for all simulations. We note that the results of parameter optimization are affected by the rainfall input as shown by the percentage errors in Table 2 . In particular, parameters (FC, Beta and LP) which control the volume of the simulated hydrograph showed large changes of up to 81% compared to the parameters using the reference gauge data sets. There is also a significant change in the quick recession coefficient (K q ), whereas those that control groundwater contributions (K s , PERC and CFLUX) are less affected. 
Effects of Rainfall Bias Corrections on Streamflow Simulations
Next, we applied the calibrated parameter set of the reference case to simulate streamflow using the uncorrected and bias-corrected CMORPH rainfall estimates. We chose to use the reference set of parameters to in all model simulations (gauge and CMORPH) to isolate the effect of rainfall bias from other sources of model uncertainty (e.g., parameter uncertainty). Figure 3 shows streamflow hydrographs for the reference case and for uncorrected CMORPH estimates. At the beginning and middle of the 2003 wet season, differences between CMORPH gauge rainfall amounts are negative for most of the time. For this reason, lower streamflow discharges are simulated. Towards the end of the rainy season of 2003, positive rainfall differences start to appear but this did not cause higher streamflow discharges than observed. It appears that the excess rainfall was stored in the different model stores instead of generating runoff. Relatively large positive differences in rainfall dominate towards the beginning of the wet season of 2004. This rainfall difference resulted in higher streamflow simulations than observed. The rainfall difference becomes negative throughout August 2004, but it did not produce negative streamflow biases, as the model stores had the excess rainwater from previous time steps stored. Overall, these results indicate that CMORPH bias propagates into model simulations. The bias correction affects moisture conditions which yielded lower (excess) runoff than observed. (Figure 4 ). Here we show the streamflow hydrograph that is simulated using TSV bias-corrected CMORPH data, which produced the best result. Despite the applied bias correction, there are large differences (>10 mm·d ) between catchment-average daily rainfall estimates obtained from TSV and gauges. However, it is apparent that the large CMORPH bias in 2003 was substantially reduced. As a result, the patterns and volumes of the observed hydrographs were better captured when using the bias-corrected CMORPH estimates than the uncorrected ones. Some observed peak flows were better captured as a result of correcting for the rainfall bias. The improvements are particularly substantial for the 2003 hydrographs where the uncorrected CMORPH had large negative bias. We note that use of bias corrected rainfall data has some advantages over gauge only data; however, some aspects of observed hydrograph were better captured by using gauge only data (e.g., the second half of July 2003). The simulated hydrographs based on both rainfall inputs show smaller fluctuation than the observed hydrograph. Such mismatches could be caused by deficiencies in the HBV-96 model structure, poor rainfall representation by the low density of the rain gauge network, or errors in streamflow observations, among others. Next, we quantify the propagation of CMORPH rainfall biases in model simulations (Table 3) . To separate the effect of rainfall errors from effects of model parameter uncertainty on model performance, gauge-based model simulations served as reference to compare the model performance objective functions. In June-August 2003, CMORPH rainfall amounts are smaller than those from gauges by −18% (CMORPH bias ratio = 0.82), which causes difference in streamflow volume of −27% (streamflow bias = 0.73) and increased for the same period of 2004 (from −5% to −27%). This rainfall-to-streamflow bias amplification persists for all of the CMORPH rainfall inputs but its extent became smaller when the temporal variability of the bias is considered (i.e., when using time-varying bias correction, BF TSV ). For example, for CMORPH TSV rainfall input, the bias increased from −13% to only −17% in 2003 while it increased from −8% to 20% in 2004. The observed changes of rainfall-to-streamflow biases are probably due to the non-linearity in the rainfall-runoff relation and subsequent runoff generation in the HBV-96 model. For instance, small bias in rainfall input can propagate to result in larger streamflow bias when the catchment is wet than when it is dry. Streamflow bias, Q Bias (Equation (9)), obtained using the uncorrected as well as the bias-corrected CMORPH rainfall inputs are shown in Figure 5 (see also Table 3 ). As compared to gauge-based simulations, the uncorrected and bias-corrected CMORPH data resulted in consistently smaller streamflow in the rainy season (June-August) of 2003 but larger streamflow towards the end of the rainy season. Note that this pattern has some resemblance to that of the rainfall biases (Figure 2) . However, the temporal pattern of the streamflow biases in both 2003 and 2004 are smoother than those of the rainfall inputs. This possibly is a result of the filtering effect of the runoff model as it converts highly variable rainfall input to streamflow. The significantly large rainfall bias in October of 2004 is translated to a smaller streamflow bias probably as the model became relatively dry and therefore did not convert the excess rainfall input into surface runoff. CMORPH-based streamflow in 2003 is mostly 0.25 to 0.5 times the gauge observations showing underestimation though this streamflow differences became much smaller in 2004. Overall, these differences were reduced when the bias-corrected CMORPH rainfall amounts served as model inputs. An exception is that TSF, which is obtained using a space-time constant correction factor, only slightly altered the streamflow bias. For most parts of the wet season, the streamflow bias significantly decreased when time variable bias correction is applied. Accounting for both spatial and temporal variation of the CMORPH bias factor further reduced the streamflow bias. (9)) of streamflow simulations driven by different CMORPH rainfall inputs. Q Bias was calculated using a moving window of past 7 days. Streamflow simulations driven by gauge observations served as the reference.
Conclusions
Various studies have indicated that satellite rainfall products are contaminated with systematic and random errors. However, not much has been done to illustrate how these products can be made applicable for various purposes by reducing their errors. In this study, the effect of rainfall bias correction in a high-resolution satellite-based product (CMORPH) on the performance of a rainfall-runoff model was assessed. The study is unique as we assess the importance of space and time aspects of CMORPH bias for rainfall-runoff modeling in a data scarce catchment. Our findings contribute to efforts that aim towards enhancing the real-world applicability of satellite rainfall products. The study site is the Gilgel Abbay catchment at the source of the Blue Nile in Eastern Africa-an example of many world regions that can benefit from satellite-based rainfall products for resource assessments and monitoring. Results and conclusions of the present study are summarized below.
CMORPH has large rainfall biases (−2.3 mm·d ) with spatial as well as inter-annual and intra-annual variations in Gilgel Abbay catchment. Such biases could be related not only to rain generation mechanisms but also to the sampling and retrieval errors of satellite products [51] . We have showed through cross validation that it is not always the case that gauge-only, or satellite-only estimates, outperform one another. This suggests rainfall estimation can benefit from combined use of satellite and rain gauge data.
We applied three bias correction schemes to correct the bias CMORPH estimates. Space-time fixed, time variable and space-time variable bias factors were estimated to correct CMORPH estimates. One of the significant achievement of analysis indicated that the most important aspect of the CMORPH bias is its temporal variation as accounting for it substantially reduced the rainfall bias. In some instances, it was not possible to noticeably reduce the catchment-average bias. Particularly, absence of gauges in the middle and south-east parts of the catchment is presumed to have contributed to the observed mismatches between bias-corrected CMORPH and gauge rainfall amounts.
An application of the HBV hydrologic model indicated that the model should be calibrated independently for satellite-only or satellite-gauge rainfall data in order to achieve high model performance. However, we observed that the calibration procedure compensated for rainfall input errors by changing the optimum values of model parameters as rainfall input changes. In particular, parameters that control the volume of the simulated hydrograph showed largest sensitivity to the different rainfall inputs. However, it was noted that the optimal parameter values stayed within the physically allowable ranges.
HBV better captured observed hydrograph patterns and volume when bias-corrected CMORPH estimates were used instead of the uncorrected estimates. We observed that the runoff model translates small rainfall errors to larger streamflow errors. The magnitudes of such error amplifications became smaller for bias-corrected satellite data than those for the satellite-only data. In the present study, −18% bias of CMORPH rainfall inputs is translated to −27% streamflow bias. The bias amplification was reduced (from −13% rainfall bias to only −17% streamflow bias) when space and time varying bias corrections were applied to the CMORPH rainfall input. Accounting for the temporal variability of CMORPH bias has the largest influence on model simulations and should be taken into account. The error propagation is found to depend, not only on errors in rainfall inputs, but also on the accumulated rainfall which affect the actual moisture and water storage in the model stores. Future studies should assess comparative advantages of various bias correction algorithms that account for the temporal aspects of bias and that received applications in climate change and radar rainfall studies. There is also a need to devote efforts towards operationalizing the bias correction algorithms.
