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Abstract
Multivariate Circulant Singular Spectrum Analysis (M-CiSSA) is a non-parametric automated
technique that allows to extract signals of time series at any frequency specified beforehand. It is
useful to uncover co-movements at different frequencies and understand their commonalities and
specificities. We apply M-CiSSA to understand the main drivers and co-movements of energy
commodity prices at trend and cyclical frequencies that are key to assess energy policy at different
time horizons. We clearly distinguish the detached behaviour of US natural gas from the rest of
energy commodities at both frequencies while coals and Japan natural gas only decouple at the
cyclical frequency.
Keywords: Block circulant matrices, multivariate signal extraction, singular spectrum analysis,
co-movement, decoupled markets, energy prices
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1 Introduction
Energy commodities accounted for 40.9% of the world trade between 2014 and 2016, according to
IMF data. Energy prices are key for the competitiveness in industry and notably influence the energy
prices paid by consumers affecting their energy consumption patterns and total expenditures. In fact,
final prices paid by consumers are both affected by movements in commodity markets as well as by
policy decisions. The International Energy Agency recognizes [1] that understanding and monitoring
the fluctuations in energy prices around the world is of key importance for analysts, investors and
policy makers, especially, as countries move away from regulated pricing.
Policy makers aim to modify energy consumer’s patterns. Some global international initiatives
set their targets towards transforming the society and the economy into a more sustainable resource-
efficient system. Goal 7 of the sustainable development goals of United Nation’s 2030 Agenda [2] is
directly promoting secure access to affordable, reliable, sustainable and modern energy for all. Within
Europe, the European Green Deal, sets a strategy for no net emissions of greenhouse gases in 2050 and
for decoupling resources from economic growth [3]. To assess policies in this context it is convenient
to recognize the current situation and understand the dynamics in energy commodity prices and their
co-movements at different long and medium-term frequencies.
The evolution of energy prices impact other non-energy primary commodities [4], exchange rates [5]
and inflation [6], among others. Not only energy prices affect economic activity but are also influenced
by it (as [7, 8] show for general commodity prices), being one of the main determinants of the real price
of commodity shifts in the demand for commodities associated with unexpected fluctuations linked
to the business cycle. This relation suggests that besides analyzing the long-run behaviour for policy
issues, studying the cyclical frequency in energy prices is also of paramount importance. A second
issue is related to decoupling among different energy prices as, on a theoretical and empirical basis,
oil and natural gas are close substitutes in the long run. In this regard, some authors have found
that oil prices drove US gas prices and that oil prices also led the co-movement between European
and North American natural gas prices [9, 10]. Despite this evidence, US oil and gas prices seem to
have decoupled since 2009 starting a new discussion on whether this is permanent [11, 12, 13]. Since
target policies should be different if decoupling amongst markets occurs at the long run or at medium
frequency, we tackle this problem addressing the particular frequencies at which markets might be
decoupled.
To extract signals in a multivariate setup and understand their formation we introduce Multivariate
Circular Singular Spectrum Analysis (M-CiSSA). Our proposal is an automated multivariate version
of Singular Spectrum Analysis (SSA). SSA is a non-parametric procedure for signal extraction, see
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for instance the survey by [14] or [15]. It is based on subspace algorithms and extracts the underlying
signals of a time series like the long, medium or short-run cycles. SSA methodology chooses a window
length L and builds a related trajectory matrix by putting together lagged pieces of the original time
series and works with the Singular Value Decomposition of this matrix. The multivariate extension of
this technique (M-SSA) [16] appears simultaneously with univariate SSA [17, 18]. M-SSA is able to
extract patterns along time and amongst time series [19]. While originally only applied to climatology,
since the work of [14] that compared different versions, the technique extended its application to a wide
range of disciplines: Biometrics [20], image processing [21], geolocalization [22] and economic related
problems [23, 24, 25, 26, 27, 28] amongst others. SSA and M-SSA are based on the singular value
decomposition of different matrices of second order moments of a single or group of time series. Two
alternatives are popular in the literature: Basic and Toeplitz SSA. However, both alternatives need to
identify the frequencies associated to the estimated components after they have been extracted. To
solve this problem in the univariate case, it is possible use an alternative circulant second order matrix
that allows for closed formulae for eigenvalues and eigenvectors so as they can be linked to specific
frequencies and, therefore, automate the procedure of assigning frequencies to the extracted principal
components originating the so called Circulant SSA, CiSSA, [29].
The Multivariate Circulant Singular Spectrum Analysis, M-CiSSA, is a novel methodology that
builds a multivariate trajectory matrix and performs a singular value decomposition by means of block
circulant matrices whose singular values will identify the cross spectral density at different frequencies.
This approach is going to have several advantages. First, eigenvalues and eigenvectors of each of these
blocks will contain all the variability of the corresponding frequencies. This will allow to understand
co-movements at different frequencies and even the cyclical position amongst the different variables.
Second, we prove a theorem that states the reconstruction of the univariate components by the sum of
the multivariate subcomponents. This is going to be very useful to further understand the formation
of the individual cycles in terms of the multivariate common drivers.
The aim of this paper is to develop a new methodology, Multivariate Circulant SSA. We are able
to extract signals associated to different frequencies understanding their formation in a multivariate
setup. Therefore, this will help to understand co-movement and decoupling among a group of time
series at specific frequencies. We apply it to jointly analyze the long and medium-run behaviour of
energy commodity prices in order to: first, characterize the main cycles driving price fluctuations
in the long and medium term; second, identify co-movements by frequency and clearly derive the
differentiated behaviour of natural gas in US from the rest of energy commodities in the long and
medium term; third, identify the additional decoupling of coals and natural gas in Japan only at the
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medium-term cyclical frequency; and, fourth, discover which prices are held or sustained by forces
outside the common evolution of the markets.
The paper is structured as follows. Section 2 presents M-CiSSA methodology. Section 3 the
application to the understanding of the dynamics of 9 energy commodity real prices (oils, coals,
natural gas and propane). Finally, section 4 concludes.
2 Methodology
SSA is a nonparametric technique in order to extract the underlying signals in a time series like the
trend, cycle or seasonal component [15]. Different SSA variants, univariate and multivariate, are
procedures in two stages: decomposition and reconstruction. In the first stage, decomposition, we
transform the original vector of data into a related trajectory matrix and perform its singular value
decomposition to obtain the so called elementary matrices. This corresponds to steps 1 and 2 in the
algorithms. In the second stage, reconstruction, (steps 3 and 4 of the algorithms) we classify the
elementary matrices into disjoint groups associating each group to the frequencies of an unobserved
component (trend, cycle,...). Finally, every group is transformed into an unobserved component of the
same size of the original time series by diagonal averaging.
Before describing our new proposed methodology, M-CiSSA, we will briefly describe the univariate
algorithm and give some preliminary results that we need in order to show how to diagonalize the
circulant matrix of second moments that we use in our procedure.
2.1 Univariate SSA
Let {xt} be a stochastic process t ∈ T whose realization of length T is given by x = (x1, ..., xT )′1,
where the prime denotes transpose and let L be a positive integer, called the window length, such
that 1 < L < T/2. The 4 steps of the algorithm are as follows:
1st step: Embedding
We build an L×N trajectory matrix X, N = T − L+ 1, as
X = (x1|...|xN ) =

x1 x2 x3 ... xN
x2 x3 x4 ... xN+1
...
...
...
...
...
xL xL+1 xL+2 ... xT

. (1)
1For simplicity, we use the same notation for the stochastic process and for the observed time series. It will be clear
from the context if we are referring to the population or to the sample. If it were not, we would explicitly clarify it in
the main text.
4
2nd step: Decomposition
In the second step, we perform the singular value decomposition (SVD) of the trajectory matrix
X = UD1/2V′ where U is the L × L matrix whose columns uk are the L × 1 eigenvectors of the
second moment matrix S = XX′, D = diag(τ1, ..., τL), τ1 ≥ ... ≥ τL ≥ 0, are the eigenvalues of S and
V is the N ×L matrix whose L columns vk are the N × 1 eigenvectors of X′X associated to nonzero
eigenvalues. In this step we decompose the trajectory matrix X as the sum of the elementary matrices
Xk of rank 1,
X =
r∑
k=1
Xk =
r∑
k=1
ukw
′
k,
where wk = X
′uk =
√
τkvk, being
√
τk the singular values of the X matrix, and r = max
τk>0
{k} =
rank (X).
3rd step: Grouping
The third step groups the elementary matrices Xk into G disjoint sets according to the relevant
information associated with a specific group of frequencies. To do so we sum up the elementary
matrices within each group. Let Ij , j = 1, ..., G be each disjoint group of indexes associated to
the corresponding eigenvectors. The matrix XIj =
∑
k∈Ij Xk is associated to the Ij group. The
decomposition of the trajectory matrix into these groups is given by X = XI1 + ...+ XIG .
4th step: Reconstruction
Finally, we transform the matrices from the previous step XIj = (x˜ij) into time series of size
T , x˜(j) = (x˜
(j)
1 , ..., x˜
(j)
T )
′, by diagonal averaging. This means to average the elements of XIj over its
antidiagonals.
Notice that to perform the Singular Value Decomposition of the trajectory matrix is equivalent to
diagonalize the second ordern matrix X′X. The procedure CiSSA substitutes the second order matrix
X′X by a circulant counterpart [29]. The advantages of the latest are twofold: first, they have known
expression for their eigenvalues and eigenvectors and, second, these are related to specific frequencies
and, therefore, can be used to extract signals associated to any desired frequency specified beforehand.
2.2 Preliminary results
M-CiSSA is a multivariate version of SSA based on block circulant matrices applied to a group of a
zero mean time series, instead of to a single one. Let xt =
(
x
(1)
t , · · · , x(M)t
)′
be the vector of time
series at time t with second moments given by Γk = E[xt+kx
′
t], k = 0,±1, · · · ,± (L− 1).
Before introducing our proposed generalization, we need to define the big trajectory matrix asso-
ciated to our set of time series and study its second moment properties.
We build a big trajectory matrix where we expand every scalar element xt in (1) by its vector
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counterpart xt =
(
x
(1)
t , · · · , x(M)t
)′
. Therefore, the big trajectory matrix, of dimensions LM ×N , is
X =

x1 x2 · · · xN
x2 x3 · · · xN+1
...
...
...
...
xL xL+1 · · · xT

=

x
(1)
1 x
(1)
2 · · · x(1)N
...
...
...
...
x
(M)
1 x
(M)
2 · · · x(M)N
x
(1)
2 x
(1)
3 · · · x(1)N+1
...
...
...
...
x
(M)
2 x
(M)
3 · · · x(M)N+1
...
...
...
...
x
(1)
L x
(1)
L+1 · · · x(1)T
...
...
...
...
x
(M)
L x
(M)
L+1 · · · x(M)T .

(2)
Consider the sequence of lagged cross variance-covariance matrices of the population as a function
of the window length L. Each matrix in that sequence is an L×L block Toeplitz matrix with M ×M
blocks resulting in a LM × LM Hermitian matrix. Let
TL = [Γij = Γi−j ; i, j = 1, · · · , L] . (3)
It is well known that the sequence {Γk}k∈Z can be generated as
Γk =
∫ 1
0
F (ω) exp (−i2pikω)dω, ∀k ∈ Z
where ω ∈ [0, 1] is the frequency in cycles per unit of time and F (ω) is the spectral density matrix of
the stochastic process of the vector time series xt, that is the ”matrix” Fourier series given by
F (ω) =
∞∑
k=−∞
Γk exp (i2pikω), ω ∈ [0, 1] . (4)
The sequence {Γk}k∈Z are the Fourier coefficients of the matrix-valued function F (ω). As a conse-
quence, the continuous and 2pi-periodic matrix-valued function F (ω) of real variable is the generating
function or symbol of the matrix TL (F) = TL that originates the sequence of block Toeplitz matrices
that we denote {TL (F)}.
With this approach we do not have a closed formula for the eigenvalues and eigenvectors of the
Toeplitz matrix of second moments given in (3). This problem could be solved if instead of block
Toeplitz matrices we use block circulant matrices.
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Let CL be an L×L block circulant matrix with blocks M×M , that is, CL is an LM×LM matrix
of the form
CL =

Ω0 Ω1 Ω2 · · · ΩL−1
ΩL−1 Ω0 Ω1
. . .
...
ΩL−2 ΩL−1 Ω0
. . . Ω2
...
. . .
. . .
. . . Ω1
Ω1 · · · ΩL−2 ΩL−1 Ω0

(5)
where Ωk ∈ CM×M , k = 0, 1, · · · , L − 1. We say that CL is block circulant since each block row is
built from a right shift of the blocks of the previous block row. Each block of CL can be generated
[30] as
Ωk =
1
L
L−1∑
j=0
F
(
j
L
)
exp
(
i2pijk
L
)
, k = 0, · · · , L− 1
being F (ω) the generating function of the sequence {TL (F)} which is also the symbol of the matrix
CL (F) = CL and generates the sequence of block circulant matrices {CL (F)}. Moreover, the two
block matrices sequences {TL (F)} and {CL (F)} are asymptotically equivalent as L→∞, TL(F) ∼
CL(F), in the sense that both matrices have bounded eigenvalues and lim
L→∞
‖TL(F)−CL(F)‖F√
L
= 0 [30,
Lemma 6.1], where ‖·‖F is the Frobenius norm.
The advantage of using the block circulant matrix CL instead of the block Toeplitz matrix TL is
that the former can be block diagonalized (in fact we will fully diagnolize it, not only by blocks), while
the later is not. However, in order to build the block matrix (5), we should either know the matrix
function F or the infinite sequence {Γk}k∈Z. We realize that, in practice, we will have a finite number
of second order matrices so, in order to make this approach operational we generalize the results given
in [31] for the continuous and 2pi-periodic scalar function f to the continuous and 2pi-periodic matrix
function F. In particular, similarly to what is proposed in [31] for 1× 1 blocks, we suggest to use as
M ×M blocks of the first row in CL:
Ω˜k =
k
L
ΓL−k +
L− k
L
Γ−k, k = 0, · · · , L− 1. (6)
This way of defining the block circulant matrix CL is associated with the continuous and 2pi-periodic
matrix function F˜,
F˜ (ω) =
1
L
L∑
m=1
L∑
l=1
Γl−m exp (i2pi (l −m)ω), ω ∈ [0, 1] , (7)
that generates the sequence of block circulant matrices
{
CL
(
F˜
)}
. Theorem 1 shows the asymptotic
7
equivalence between the sequences {TL (F)} and
{
CL
(
F˜
)}
, denoted as TL(F) ∼ CL(F˜). This
theorem is the basis of our proposed algorithm since we will use the later sequences in our Multivariate
Circulant SSA proposal, that we label as M-CiSSA.
Theorem 1 Let F : [0, 1] → CM×N be a matrix-valued function of real variable which is continuous
and 2pi-periodic and let F˜ be the matrix-valued function defined in (7) from the Fourier coefficients of
the matrix-valued function F, then, TL (F) ∼ CL
(
F˜
)
.
Proof. The proof is given in the appendix.
Finally, we end up this preliminary section with auxiliary results that we need before proposing
our algorithm showing how the block circulant matrix sequence {CL (F)} is diagonalized. For any
matrix valued function F : [0, 1] → CM×M which is continuos and 2pi-periodic, the block circulant
matrix CL (F) is characterized by a block diagonalization given by
CL (F) = (UL ⊗ IM ) diag (F1, · · · ,FL) (UL ⊗ IM )∗ (8)
where UL is the Fourier unitary matrix given by
UL = L
1
2
[
exp
(−i2pi (j − 1) (k − 1)
L
)
; j, k = 1, · · · , L
]
and IM is the identity matrix of order M . Each block Fk = F
(
k−1
L
)
, k = 1, · · · , L represents
the cross spectral density matrix of the multivariate stochastic process xt for the frequency ωk =
k−1
L , k = 1, · · · , L and can be unitarily diagonalized. In this way, we obtain that Fk = EkDkE∗k with
Ek ∈ CM×M and EkE∗k = E∗kEk = IM , where Ek = [ek,1| · · · |ek,M ] contains the eigenvectors and the
diagonal matrix Dk = diag (λk,1, · · · , λk,M ) contains the ordered eigenvalues λk,1 ≥ · · · ≥ λk,M ≥ 0
of Fk. Therefore, the unitary diagonalization of the Hermitian matrix CL (F) is given by CL (F) =
VDV∗ with
V = (UL ⊗ IM ) E ∈ CLM×LM (9)
where E = diag (E1, · · · ,EL) and D = diag (D1, · · · ,DL). As a consequence, there are M eigenvectors
associated to each frequency ωk =
k−1
L . The j-th eigenvector vj , j = 1, ..., LM of the matrix CL (F)
is given by
vj = v(k−1)M+m = vk,m = uk ⊗ ek,m
for k = 1, · · · , L and m = 1, · · · ,M where uk is the k-th column of the Fourier unitary matrix UL and
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ek,m is the m-th eigenvector of the cross spectral density matrix Fk. Notice that F is symmetric with
respect to the frequency 12 as deduced from (4). This means Fk = F
T
L+2−k; k = 2, · · · ,
⌊
L+1
2
⌋
. So
the corresponding eigenvectors are conjugated Ek = EL+2−k and the associated eigenvalues are equal
Dk = DL+2−k. Proposition 2 states how to orthogonally diagonalize the circulant matrix CL (F).
Proposition 2 Let CL (F) the block circulant matrix given by (8) and let V the unitary matrix
obtained by (9) that unitarily diagonalizes CL (F). The set of vectors {v˜k,m}L,Mk,m=1 defined ∀m =
1, · · · ,M by
v˜k,m =

vk,m k = 1 and
L
2 + 1 if L is even√
2Rvk,m k = 2, · · · ,
⌊
L+1
2
⌋
√
2RvL+2−k,m k =
⌊
L+1
2
⌋
+ 1, · · · , L
is an orthonormal basis of RLM that orthogonally diagonalizes the matrix CL (F), CL (F) = V˜DV˜′,
where Rv and Iv are the real and imaginary parts of the vector v and V˜ = [v˜1| · · · |v˜LM ] being
v˜j = v˜k,m with j = (k − 1)M +m ∀ k = 1, · · · , L and m = 1, · · · ,M .
Proof. The proof is given in the appendix.
After all these preliminary results, we are able to introduce our proposed procedure for multivariate
signal extraction based on block circulant matrices of second moments.
2.3 Multivariate Circulant SSA
Let xt =
(
x
(1)
t , · · · , x(M)t
)′
, be an M -dimensional stationary and, for simplicity, zero mean real time
series of length T , and let L, the so called window length, be an integer such that 1 < L ≤ T2 with
N = T − L+ 1. The M-CiSSA algorithm follows the following four steps:
1st step: Embedding
Form the big trajectory matrix X as in (2).
2nd step: Decomposition
In this step we make the spectral decomposition of the trajectory matrix from the first step by
orthogonally diagonalizing the block circulant matrix SC given by
SC =

Ωˆ0 Ωˆ1 · · · ΩˆL−1
ΩˆL−1 Ωˆ0
. . .
...
...
. . .
. . . Ωˆ1
Ωˆ1 · · · ΩˆL−1 Ωˆ0

where Ωˆk, k = 1, ..., L− 1 is constructed as in (6) considering sample estimates of the lagged autoco-
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variances matrices Γˆk. Making use of the same reasoning as before, notice that by construction SC is
asymptotically equivalent to the block Toeplitz matrix ST
ST =

Γˆ0 Γˆ−1 · · · Γˆ1−L
Γˆ1 Γˆ0
. . .
...
...
. . .
. . . Γˆ−1
ΓˆL+1 · · · Γˆ1 Γˆ0

.
Given the results in the previous sub-section, the unitary diagonalization of SC is given by
SC = (UL ⊗ IM ) EˆDˆEˆ∗ (UL ⊗ IM )∗ = VˆDˆVˆ∗
where Eˆ, Dˆ and Vˆ are the sample counterparts of the matrices previously used. Finally, the orthogonal
diagonalization of SC is given by SC = V˜DˆV˜
′ where the orthonormal matrix V˜ = [v˜1| · · · |v˜LM ] ∈
RLM×LM is constructed as in Proposition 2.
For each frequency ωk =
k−1
L , k = 1, · · · , L, there are M associated eigenvectors. Therefore, the
m-th elementary matrix associated to ωk is given by
Xk,m = v˜k,mw
′
k,m = v˜k,mv˜
′
k,mX ∈ RLM×N .
The elements of the eigenvector v˜k,m corresponding to the i-th time series are collected in v˜
(i)
k,m by
v˜
(i)
k,m =
(
IL ⊗ 1′M,i
)
v˜k,m (10)
where 1M,i is a column vector of length M with a 1 in the i-th position and 0 in the remaining places.
Therefore, the elementary matrix for the m-th subcomponent at frequency ωk for the i-th series is
obtained as
X
(i)
k,m = v˜
(i)
k,mw
′
k,m = v˜
(i)
k,mv˜
′
k,mX ∈ RL×N . (11)
As a consequence, the trajectory matrix can be decomposed as
X =
∑
k,m
Xk,m =
∑
k,m
P

X
(1)
k,m
...
X
(M)
k,m
 (12)
where P is a permutation matrix built for this purpose.
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The contribution of the elementary matrix Xk,m given by (12) is the ratio
λˆk,m∑
k,m λˆk,m
. Also con-
sidering (10) the participation index [32] of the i-th time series within the m-th subcomponent at
frequency ωk is defined as
pi
(i)
k,m = λˆk,m
(
v˜
(i)
k,m
)′
v˜
(i)
k,m . (13)
3rd step: Grouping
The spectral density function of the vector process xt is symmetric and therefore Fˆk = Fˆ
′
L+2−k
for k = 2, · · · , G, where G = ⌊L+12 ⌋. Then Dˆk = DˆL+2−k and Eˆk = ¯ˆEL+2−k and, consequently,
the subcomponents wk,m = X
′v˜k,m and wL+2−k,m = X′v˜L+2−k,m are harmonics of the same fre-
quency. This motivates the creation of elementary pairs per subcomponent and frequency Bk,m =
{(k,m) , (L+ 2− k,m)} for k = 2, · · · , G exceptB1,m = {(1,m)} and occasionallyBL
2
+1,m =
{(
L
2 + 1,m
)}
if L is even. The matrices corresponding to the pairs Bk,m are given by the sum of two elementary
matrices per subcomponent and frequency
XBk,m = Xk,m + XL+2−k,m. (14)
Therefore, both the associated matrices to the elementary pairs Bk,m by subcomponent and fre-
quency and the oscillatory components obtained from them are previously identified with a determined
frequency as in the univariate case.
Under the assumption of separability proven by [29] we define D disjoint groups of the elementary
pairs per subcomponent and frequency. The resulting matrix for each of the disjoint groups is defined
as the sum of the associated matrices to the pairs Bk,m included. If Ij =
{
Bkj1 ,mj1 , ..., Bkjq ,mjq
}
,
j = 1, ..., D is each disjoint group of jq pairs Bk,m with 1 ≤ jq ≤ GM , then the matrix XIj from group
Ij is calculated as the sum of the corresponding matrices defined by (14), XIj =
∑
Bk,m∈Ij XBk,m .
Therefore, the decomposition of the trajectory matrix X given by (12) produces the expansion
X = XI1 + XI2 + · · ·+ XID .
If we wish to extract the oscillatory component of periodicity Lk−1 , the appropriate group is Bk =
{Bk,m ∀m, 1 ≤ m ≤M} being the resulting matrix XBk =
∑M
m=1 XBk,m
4th step: Reconstruction
Finally, each L × N matrix XIj of vectors M × 1 of the previous step is transformed into a
new time series of length T by diagonal averaging producing the reconstructed time series x˜Ij ,t =(
x˜
(1)
Ij ,t
, · · · , x˜(M)Ij ,t
)′
. If x
Ij
r,s are the vector elements of the matrix XIj , then the values of the recon-
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structed vector time series x˜Ij ,t, with L < N are calculated as in [33] but the formula is adapted to
vectors to “hankelize” the matrix XIj :
x˜Ij ,t =

1
t
t∑
i=1
x
Ij
i,t−i+1 1 ≤ t < L
1
L
L∑
i=1
x
Ij
i,t−i+1 L ≤ t ≤ N
1
T−t+1
L∑
i=t−T+L
x
Ij
i,t−i+1 N < t ≤ T
The reconstructed multivariate times series resulting from Bk,m are called elementary reconstructed
vector time series by subcomponent m and frequency k.
By the separability property, it holds that the reconstruction preserves the information, that is,
the analyzed time series xt can be decomposed as the sum of D vector time series obtained in the
previous step as follows xt =
∑D
j=1 x˜Ij ,t.
The M-CiSSA algorithm described so far requires stationary time series. However, it is straightfor-
ward to show that it can also be applied to nonstationary time series. Other versions of multivariate
SSA, Basic SSA [16] and Toeplitz SSA [19], are also implemented on nonstationary time series. In the
case of Circulant SSA, its validity is shown for nonstationary univariate time series aproximating the
discontinuities of the spectrum by a pseudo-spectrum [29]. The same approximation can be applied
in the case of M series instead of just one. More recently, there are examples of applying alternative
versions of SSA to nonstationary multivariate time series [25, 34, 35]. In a related but different con-
text, principal components and lagged principal components are also used over nonstationary time
series [36].
2.4 Uniqueness between CiSSA and M-CiSSA
The univariate estimation in CiSSA of the oscillatory component of the i-th series for each frequency
ωk =
k−1
L , k = 1, · · · , L, originates a single time series or component associated to the elementary
matrix by frequency X
(i)
k . However, the estimation of that same oscillatory component by M-CiSSA
produces M series or subcomponents respectively associated to the M elementary matrices by sub-
component and frequency X
(i)
k,m. The sum of these matrices,
M∑
m=1
X
(i)
k,m, originates the estimation
in M-CiSSA of the oscillatory component of the i-th series at frequency ωk. Theorem 3 proves the
identity.
Theorem 3 The oscillatory compoments derived from the matrices X
(i)
k and
M∑
m=1
X
(i)
k,m of any i-th
time series at each frequency ωk obtained with univariate and multivariate CiSSA, respectivelly, are
identical. That is, the oscillatory component of any i-th time series for each frequency ωk is unique.
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Proof. The proof is given in the appendix.
This result allows to use M-CiSSA as a way to de-noise the extracted signals and also to extract
the common spectral signals and estimate co-movements. Regarding de-noising, M-CiSSA allows to
separate the signal from an over imposed colored noise, as defined by [37], by selecting a reduced num-
ber of components associated to the non-null eigenvalues estimated for the frequency ωk. In general,
to estimate the signal of an harmonic it will be enough to select a small number of subcomponents
associated to their higher eigenvalues that will characterize both the amplitude and the dating of the
oscillatory components. In this sense, the subcomponents help to extract the common spectral signals
as well as the co-movements in order to analyze their characterization (procyclical or anticyclical) and
cyclical position (leading, coincident or lagging) of the oscillatory components [34]. Therefore, these
subcomponents describe the formation of the oscillatory components in a multivariate setup.
Theorem 3 also proves the empirical result by [19] that, in M-SSA, an oscillatory pair does not
explain all the variability due to an harmonic. Classical versions of M-SSA only consider the highest
eigenvalues and omit information related to that harmonic. This information may have a great interest
for economic analysis because it allows to observe, for each of the series, the different gaps for the
same oscillatory component.
Another advantage of M-CiSSA with respect to the other M-SSA approaches is that gaps for each
frequency are known beforehand and this avoids to make a search across all LM subcomponents.
3 Application
We apply M-CiSSA to the multivariate analysis of the monthly Primary Commodity Energy Prices
(ENERGY) published by the IMF from January 1992 until February 2020 (338 observations). EN-
ERGY comprises a set of nine commodity prices: Australian and South African Coal (COALAU,
COALSA); Brent, Dubai and Wext Texas Intermediate Crude Oil (OILBRE, OILDUB, OILWTI); Eu-
ropean, Indonesian and US Natural Gas (NGASEU, NGASJP, NGASUS) and Propane (PROPANE).
Original prices in US$ have been deflated by the US Consumer Price Index to turn them into real
terms 2 and have been transformed into index numbers (2016=100) for homogeneity. The choice of
the deflator will not affect our results, it has little impact on the analysis of long-term price trends
and it would presumably be a much more important issue in the short-run fluctuations [38]. Figure 1
shows the graphs of these nine commodities.
Before applying CiSSA and M-CiSSA we only need to choose one parameter, that is, the window
2The consideration of the data directly in nominal terms show the same conclusions. Results are available upon
request.
13
Figure 1. Primary Energy Commodity Prices (Real terms based on IMF data, index 2006=100).
k 1 2 3 4 5 6 9
Period inf 96 48 32 24 19 12
Contribution 52.8 20.3 7.5 6.7 2.9 2.2 0.7
Table 1. Accumulated contribution of each frequency over total variability.
length L. Due to the monthly periodicity, the first consideration is that L should be multiple of 12.
On the other hand, L must also be multiple of the cycle periods to be analyzed [15]. Given the number
of observations, T = 338, and the classification of cycles within primary commodity prices literature
into medium (8 to 20 years) and super cycles (between 20 and 70 years) according to their duration,
we are aware that we cannot study super cycles, but we can try to analyze at least periodicities up
to 8 years as in the first group of cycles. Also see that 8 years is usually considered as the maximum
in business cycle related literature for macroeconomic time series. Therefore, we choose L = 96 and
build the trajectory matrix and the associated block circulant matrix made of 96 blocks of size 9× 9.
Each block is associated to a frequency as wk =
k−1
L and within each block we can further diagonalize
and understand its formation.
Table 1 shows the accumulated contribution of each frequency, defined as the trace of the corre-
sponding block over the total matrix. This information allows to identify the main fluctuations that
drive this group of series. The accumulated contribution shows that the trend is the most informative
capturing 52.8% of the total variability. Also cycles of periodicity 96 months (8 years) are explaining
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k Period
Subcomponents
1 2 3
1 inf 80.1 99.3 99.7
2 96 68.3 94.8 98.5
Table 2. Accumulated contribution of the subcomponents over the variability of each frequency.
Eigenvector COALAU COALSA OILBRE OILDUB OILWTI NGASEU NGASJP NGASUS PROPANE
Trend
1 4.4 4.1 17.0 18.7 13.6 18.1 7.9 3.1 12.9
2 2.1 1.4 1.5 2.3 0.1 0.2 3.5 82.6 6.5
Cycle
1 2.4 2.1 15.5 16.6 11.9 17.9 10.0 8.1 15.6
2 7.7 5.0 3.2 3.6 0.5 0.5 10.4 67.9 1.2
3 23.9 17.1 0.1 0.4 0.5 10.8 27.4 11.5 8.3
Table 3. Relative weights of the main eigenvectors for the trend and the 8-year cycle.
20.3% of the total variability. Therefore, by analyzing trend and 8-year cycles we are explaining almost
75% of the variability of energy primary commodity prices.
3.1 Long-run behaviour
The information about the trend is represented by the first 9 × 9 block of the approximation to the
cross spectral density. Therefore, the eigenstructure of this first block matrix contains the information
regarding the variability in the long run. Within the 52.8% variability corresponding to the trend,
Table 2 shows that this is mainly explained by the two first eigenvalues, as they account for 80.1%
and 19.2% respectively summing up a total of 99.3% with only these two subcomponents. Therefore,
understanding the fluctuations implied these two eigenvectors will characterize the long-run drivers of
these 9 series. From equation (9), the eigenvectors corresponding to the block k = 1 are just vectors
of ones multiplied by a constant according to the relative weights of each series in the eigenvector and
they are capturing the changing level of the series. Table 3 shows the relative weight of each variable
in the first and second eigenvectors. Notice that the first eigenvector is a weighted average of all the
series with a small contribution of NGASUS that becomes the main driver in the second eigenvector.
So, our first conclusion is that the long-run behaviour of NGASUS is decoupled from the rest of energy
prices.
Remember that, according to Theorem 3, the univariate estimation in CiSSA of an oscillatory
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component at a certain frequency of a time series is the sum of the 9 subcomponents associated to
this frequency in the multivariate M-CiSSA setup. If the number of subcomponents to practically
pick up the total variability of the long-run behaviour of the individual series is less than the total
number of series, then there are common long-run trends. Disentangling what is common and what
is idiosyncratic to each series is the value added of the multivariate M-CiSSA approach. In Figure 2
we show for each series its univariate trend as well as the trend coming from the first subcomponent.
The first thing to notice is the high resemblance between the first subcomponent and the trend for
all the commodities except for NGASUS, that is in line with the percentage of explained variability
shown in Table 4 for each series by this first subcomponent. Understanding the first subcomponent as
the main common driver of the evolution of the prices, shows how NGASUS presents a differentiated
or decoupled evolution from the rest of the energy commodities in the long run.
Figure 2. Trend of the series and estimated first subcomponent.
Looking at the first row of Table 4, we note that the first subcomponent is representing a high
percentage of the variability, over 92% for all the energy commodities but for NGASUS that stands
only for 28.2%. When taking into consideration the first and the second subcomponents, they can
explain all the variability.
The multivariate approach also enables us to observe the following behaviours that cannot be
derived from univariate analyses. Notice that the sum of the first two long-run subcomponents practi-
cally reproduces the univariate trend for each series (see Figure 3). However, we can also observe the
following facts: First, the differences in OIL prices, NGASUS and PROPANE between the trend and
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Subcomponent COALAU COALSA OILBRE OILDUB OILWTI NGASEU NGASJP NGASUS PROPANE
Trend
1 92.7 93.8 98.8 98.4 99.9 99.4 92.7 28.2 93.5
2 98.0 98.2 99.9 99.9 100.0 99.5 98.5 99.8 99.5
Cycle
1 43.2 49.0 95.1 95.1 98.4 90.9 67.5 16.0 90.6
2 76.0 76.1 99.4 99.4 99.4 93.2 87.6 97.1 95.3
3 99.3 98.9 99.5 99.5 99.5 96.5 97.7 99.7 97.4
Table 4. Accumulated contribution of the subcomponents of each series over the variability of the
trend and 8-year cycle.
the sum of the first and second subcomponents are negligible. Second, there are some noticeable dif-
ferences between them for the rest of commodities. In this sense, for COALAU and COALSA we could
identify that their price is higher than what the global markets for energy would suggest, meaning
that there is something idiosyncratic to their markets that increases their prices. For instance, there
are subsidies to coal, trade barriers and even anti-climate change policies that might be responsible
for this higher than expected prices. Further research would be needed in order to identify the precise
causes of these increases. Third, we can identify 2013 as the year where the discrepancy between the
expected global price and the actual trend that they exhibit have increased steadily. Fourth, although
in most of the sample the same behaviour can be observed for the Japanese gas (NGASJP), in this
case, the behaviour has been inverted rather than getting more acute as it had happened with coal.
Fifth, gas in Europe (NGASEU) exhibits the opposite behaviour. The signal extracted by M-CiSSA
is a little bit higher than the long-run price that comes from the univariate analysis. In this case, this
might be due to the European policy of installing LNG (liquid natural gas) reserves.
3.2 Cyclical behaviour
The second component in relevance is the 96-month, 8-year, cycle that is represented by the second
9 × 9 block for k = 2 of the cross spectral density. Within the 20.3% of variability explained by this
cycle (Table 1), it is mainly described by the three first eigenvalues that account for 98.5% (Table
2). Therefore, we are going to analyse the first three eigenvectors to understand the drivers of this
8-year cycles for these 9 series. Within the variability linked to the cycle, the first eigenvalue explains
68.3% of the common variability of the 8-year cycle. Relative weights in Table 3 shows that the
first eigenvector is mainly dominated by NGASEU, PROPANE and the three oil prices (OILBRE,
OILDUB and OILWTI). Figure 4 shows the segments of the first eigenvector corresponding to each
commodity. Despite their amplitudes already commented we can also see the cyclical position of each
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Figure 3. Trend of the series and sum of the estimated first and second subcomponents.
series with respect to the others. We can see that oil prices (OILBRE, OILDUB OILWTI) co-move
also with NGASEU, while coals (COALAU, COALSA) and PROPANE seem slightly leading and
NGASUS is completely decoupled. The second eigenvalue explains 26.5% of the common variability of
the 8-year cycle. The amplitude of the wave NGASUS is much higher than the rest of the commodities
with a relative weight of 67.9%. The cyclical position is again completely decoupled with respect to
the remaining commodities. Finally, within the third eigenvalue the highest amplitudes of the waves
correspond to NGASJP and the two coals (COALAU, COALSA). We also see that the two coals are
in phase while NGASJP shows an anticyclical behaviour with respect to them. This is the reason why,
despite the small variability explained by this third eigenvalue (3.7%), the segments of the eigenvector
are necessary to understand the behaviour of the prices of the coal market and NGASJP.
Table 4 shows the relative variability explained by each subcomponent in each series at different
frequencies. While in the long run we see a decoupling between NGASUS and the rest of the commodi-
ties, in the 8-year cycles, COALS and to a less extent NGASJP do also decouple from the remaining
commodity prices. Therefore the multivariate analysis by frequencies allows to further understand
price market co-movements.
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Figure 4. Eigenvector segments for each variable of the 8-year cycle.
4 Concluding Remarks
We have introduced a new methodology that allows to disentangle common and idiosyncratic fluc-
tuations within a group of time series by frequency. The methodology is non-parametric and it is a
new version of multivariate SSA. SSA algorithms are based on the spectrum (in an algebraic sense)
of eigenvalues in a singular value decomposition of a covariance matrix. One of the main problems
of preceeding alternatives is the need of identifying each extracted underlying signal with a specific
frequency. This is precisely the advantage of circulant SSA.
The multivariate nature of our approach allows also to disentangle which fluctuations are common
and which ones are idiosyncratic by frequency. In our case, this is key in order to identify common
and specific forces in commodity markets. Additionally, we prove the uniqueness of each extracted
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component per frequency, that is, the extracted components in a univariate fashion coincide with the
sum of all subcomponents for each frequency extracted in a multivariate way. The value added of the
multivariate approach is the ability to disentangle what is common from what is idiosyncratic. This
cannot be done with the univariate approach since there is no information regarding what is common.
As we do not need to specify a model to extract the different components, the approach is robust
to misspecifications. The only parameter we need to choose before applying the methodology is L,
the window length.
We have applied M-CiSSA to energy commodity prices. These series are key for medium and
lon-term energy policy issues. In particular, we find the nature of decoupling at different frequencies.
In this regard, we find that US natural gas is decoupled both at low as well as at the cyclical frequency
although this is not the case for all the series. Coals are decoupled for the cyclical frequency while
they co-move in the long run. This is precisely one novelty of our approach: we can check at what
frequencies markets are decoupled. We are also able to analyze the relative position among the series.
Taken as reference the three oils (OILBRE, OILDUB and OILWTI), we detect that the gas in Europe
(NGASEU) is in phase with them while coals and propane seem slightly leading. As mentioned before
NGASUS is completely decoupled.
The comparison between results in the univariate and multivariate cases also allows to discover
which prices are held or sustained by forces outside the global evolution of the markets. In particular
for the long run, we find that although coals are not decoupled, their prices are higher than suggested
by the global forces of the markets. We also find that long-run prices for natural gas in Europe,
NGASEU, exhibit a lower level than suggested, probably due to the European policy of installing of
LNG (liquid natural gas) reserves.
Finally, our approach is quite general and it can be applied to many disciplines involving analyzing
time series. Among other things, it can be used to separate long, medium and short-run analysis,
cyclical analysis, forecasting scenarios, denoising time series and extracting common from idiosyncratic
signals by frequency due to the ability of the procedure to extract signals at the desired frequencies
specified by the user. All this is done without modeling the time series since we only need to select
the window length L.
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A Theorems and Proofs
A.1 Proof of Theorem 1
F˜ is a continuous matrix function and CL
(
F˜
)
is also a block Toeplitz matrix. It holds that σ1 (TL (F)) ≤
σ1 (F) < ∞ and σ1
(
CL
(
F˜
))
≤ σ1
(
F˜
)
< ∞ ∀L ∈ N [39], where σ1 (A) is the largest singular
value of matrix A. We also must proof that lim
L→∞
L
−1
2
∥∥∥TL (F)−CL (F˜)∥∥∥
F
= 0. From (3) and (6)
we have that
1
L
∥∥∥TL (F)−CL (F˜)∥∥∥2
F
=
L−1∑
k=1
(L−k)k2
L3
(
‖Γk − Γ−L+k‖2F + ‖Γ−k − ΓL−k‖2F
)
=
M∑
r=1
N∑
s=1
L−1∑
k=1
(L−k)k2
L3
(∣∣∣[Γk]r,s − [Γ−L+k]r,s∣∣∣2 + ∣∣∣[Γ−k]r,s − [ΓL−k]r,s∣∣∣2) .
As [Γk]r,s ∈ C, we write [Γk]r,s = ak,r,s + i · bk,r,s where ak,r,s, bk,r,s ∈ R. Therefore,
L−1∑
k=1
∣∣∣[Γk]r,s − [Γ−L+k]r,s∣∣∣2 = L−1∑
k=1
(ak,r,s − a−L+k,r,s)2 +
L−1∑
k=1
(bk,r,s − b−L+k,r,s)2
=
L−1∑
k=1
a2k,r,s +
L−1∑
k=1
a2−L+k,r,s − 2
L−1∑
k=1
ak,r,sa−L+k,r,s
+
L−1∑
k=1
b2k,r,s +
L−1∑
k=1
b2−L+k,r,s − 2
L−1∑
k=1
bk,r,sb−L+k,r,s
=
L−1∑
k=1
∣∣∣[Γk]r,s∣∣∣2 + L−1∑
k=1
∣∣∣[Γ−L+k]r,s∣∣∣2 − 2 L−1∑
k=1
ak,r,sa−L+k,r,s − 2
L−1∑
k=1
bk,r,sb−L+k,r,s .
Considering that 2|xy| ≤ x2 + y2 ∀x, y ∈ R, we have that
L−1∑
k=1
∣∣∣[Γk]r,s − [Γ−L+k]r,s∣∣∣2
≤
L−1∑
k=1
∣∣∣[Γk]r,s∣∣∣2 + L−1∑
k=1
∣∣∣[Γ−L+k]r,s∣∣∣2 + L−1∑
k=1
(
a2k,r,s + a
2
−L+k,r,s
)
+
L−1∑
k=1
(
b2k,r,s + b
2
−L+k,r,s
)
= 2
(
L−1∑
k=1
∣∣∣[Γk]r,s∣∣∣2 + L−1∑
k=1
∣∣∣[Γ−L+k]r,s∣∣∣2
)
.
In the same way,
L−1∑
k=1
∣∣∣[Γ−k]r,s − [ΓL−k]r,s∣∣∣2 ≤ 2
(
L−1∑
k=1
∣∣∣[Γ−k]r,s∣∣∣2 + L−1∑
k=1
∣∣∣[ΓL−k]r,s∣∣∣2
)
.
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As a consequence
L−1∑
k=1
(∣∣∣[Γk]r,s − [Γ−L+k]r,s∣∣∣2 + ∣∣∣[Γ−k]r,s − [ΓL−k]r,s∣∣∣2)
≤ 2
(
L−1∑
k=1
∣∣∣[Γk]r,s∣∣∣2 + L−1∑
k=1
∣∣∣[Γ−L+k]r,s∣∣∣2 + L−1∑
k=1
∣∣∣[Γ−k]r,s∣∣∣2 + L−1∑
k=1
∣∣∣[ΓL−k]r,s∣∣∣2
)
= 4
(
L−1∑
k=−L+1
∣∣∣[Γk]r,s∣∣∣2 − ∣∣∣[Γ0]r,s∣∣∣2
)
≤ 4
L−1∑
k=−L+1
∣∣∣[Γk]r,s∣∣∣2
and, therefore,
L−1∑
k=1
(L−k)k2
L3
(∣∣∣[Γk]r,s − [Γ−L+k]r,s∣∣∣2 + ∣∣∣[Γ−k]r,s − [ΓL−k]r,s∣∣∣2) ≤ 4 L−1∑
k=−L+1
(L−|k|)k2
L3
∣∣∣[Γk]r,s∣∣∣2.
Parseval’s Theorem guaranties quadratic summability of
{
[Γk]r,s
}
k∈Z
∀ 1 ≤ r ≤ M and 1 ≤ s ≤ N .
So, given ε > 0, you can choose P > 0 big enough such that
∞∑
k=P
(∣∣∣[Γk]r,s∣∣∣2 + ∣∣∣[Γ−k]r,s∣∣∣2) ≤ ε. Then,
lim
L→∞
L−1∑
k=1
(L−k)k2
L3
(∣∣∣[Γk]r,s − [Γ−L+k]r,s∣∣∣2 + ∣∣∣[Γ−k]r,s − [ΓL−k]r,s∣∣∣2)
≤ 4 lim
L→∞
L−1∑
k=−L+1
(L−|k|)k2
L3
∣∣∣[Γk]r,s∣∣∣2
= 4 lim
L→∞
{
P−1∑
k=−P+1
(L−|k|)k2
L3
∣∣∣[Γk]r,s∣∣∣2 + L−1∑
k=P
(L−k)k2
L3
(∣∣∣[Γk]r,s∣∣∣2 + ∣∣∣[Γ−k]r,s∣∣∣2)
}
≤ 4 lim
L→∞
P−1∑
k=−P+1
(L−|k|)k2
L3
∣∣∣[Γk]r,s∣∣∣2 + 4 ∞∑
k=P
(∣∣∣[Γk]r,s∣∣∣2 + ∣∣∣[Γ−k]r,s∣∣∣2) ≤ 0 + 4ε = 4ε .
For all this,
lim
L→∞
1
L
∥∥∥TL (F)−CL (F˜)∥∥∥2
F
= lim
L→∞
M∑
r=1
N∑
s=1
L−1∑
k=1
(L−k)k2
L3
(∣∣∣[Γk]r,s − [Γ−L+k]r,s∣∣∣2 + ∣∣∣[Γ−k]r,s − [ΓL−k]r,s∣∣∣2)
=
M∑
r=1
N∑
s=1
lim
L→∞
L−1∑
k=1
(L−k)k2
L3
(∣∣∣[Γk]r,s − [Γ−L+k]r,s∣∣∣2 + ∣∣∣[Γ−k]r,s − [ΓL−k]r,s∣∣∣2)
≤ 4MNε .
As ε is any number,
lim
L→∞
L
−1
2
∥∥∥TL (F)−CL (F˜)∥∥∥
F
= 0
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and, therefore, TL (F) ∼ CL
(
F˜
)
.
A.2 Proof of Proposition 2
The solutions on the unit circle of the equation zn = 1 add up to zero and V is an unitary matrix.
Therefore, we have that
√
2R′vi
√
2Rvj = 12 (vi + v¯i) ′ (vj + v¯j) = 12
[
v′ivj + v∗i vj + (v∗i vj) + (v′ivj)
]
=

1
2 (0 + 0 + 0 + 0) = 0 i 6= j
1
2 (0 + 1 + 1 + 0) = 1 i = j
,
that
√
2I ′vi
√
2Ivj = −12 (vi − v¯i) ′ (vj − v¯j) = −12
[
v′ivj − v∗i vj − (v∗i vj) + (v′ivj)
]
=

−1
2 (0− 0− 0 + 0) = 0 i 6= j
−1
2 (0− 1− 1 + 0) = 1 i = j
and also that
√
2R′vi
√
2Ivj = −i2 (vi + v¯i) ′ (vj − v¯j) = −i2
[
v′ivj − v∗i vj + (v∗i vj)− (v′ivj)
]
=

−i
2 (0− 0 + 0− 0) = 0 i 6= j
−i
2 (0− 1 + 1− 0) = 0 i = j
.
Furthermore, since for the eigenvalue-eigenvector pair (λk,m,vk,m) it is held CL (F)Rvk,m+i CL (F) Ivk,m =
λk,mRvk,m + iλk,mIvk,m , that is, CL (F)Rvk,m = λk,mRvk,m and CL (F) Ivk,m = λL+2−k,mIvk,m be-
cause λk = λL+2−k, the proposition is proved.
A.3 Proof of Theorem 3
In M-CiSSA, the elementary matrix for the m-th subcomponent at frequency ωk for the i-th series,
using the unitary matrix V defined in (9) and following the expression (11), is given by
X
(i)
k,m = v
(i)
k,mv
∗
k,mX . (15)
The eigenvector vk,m = v(k−1)M+m of the unitary matrix V can be expressed as
vk,m = (UL ⊗ IM ) (1M,k ⊗ ek,m)
26
what, together with formula (10), transforms equation (15) into
X
(i)
k,m =
(
IL ⊗ 1TM,i
)
(UL ⊗ IM ) (1M,k ⊗ ek,m) (1M,k ⊗ ek,m)∗(UL ⊗ IM )∗X . (16)
Adding the previous equality (16) in m, we obtain that
M∑
m=1
X
(i)
k,m =
(
IL ⊗ 1TM,i
)
(UL ⊗ IM )
[
M∑
m=1
(1M,k ⊗ ek,m) (1M,k ⊗ ek,m)∗
]
(UL ⊗ IM )∗X
=
(
IL ⊗ 1TM,i
)
(UL ⊗ IM ) diag (0, · · · , IM , · · · ,0) (UL ⊗ IM )∗X
= uku
∗
kX
(i)
= X
(i)
k
where X(i) is the trajectory matrix for the i-th series and the identity matrix IM occupies the k-th place
in the block diagonal matrix diag (0, · · · , IM , · · · ,0). Therefore, it is shown that
M∑
m=1
X
(i)
k,m = X
(i)
k and,
as a consequence, the oscillatory component of any series for each frequency is unique.
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