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Abstract
An adaptive moving mesh finite element method is studied for the numerical solution of the
porous medium equation with and without variable exponents and absorption. The method
is based on the moving mesh partial differential equation approach and employs its newly de-
veloped implementation. The implementation has several improvements over the traditional
one, including its explicit, compact form of the mesh velocities, ease to program, and less like-
lihood of producing singular meshes. Three types of metric tensor that correspond to uniform
and arclength-based and Hessian-based adaptive meshes are considered. The method shows
first-order convergence for uniform and arclength-based adaptive meshes, and second-order con-
vergence for Hessian-based adaptive meshes. It is also shown that the method can be used
for situations with complex free boundaries, emerging and splitting of free boundaries, and the
porous medium equation with variable exponents and absorption. Two-dimensional numerical
results are presented.
Key words: porous medium equation, adaptive moving mesh method, MMPDE method, finite
element method, Hessian-based adaptivity, immersed boundary, free boundary
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1 Introduction
We consider the numerical solution of the initial-boundary value problem (IBVP) of the porous
medium equation (PME) in two dimensions,
ut = ∇ · (|u|m∇u), in Ω× (t0, T ]
u(x, t0) = u0(x), on Ω
u(x, t) = 0, on ∂Ω× (t0, T ]
(1)
where Ω is a bounded polygonal domain, u0(x) is a given function, and m ≥ 1 is a physical
parameter. PME is a nontrivial generalization of the heat equation. It is found in many areas of
the physical sciences, including gas flow in porous medium, incompressible fluid dynamics, nonlinear
heat transfer, and image processing; e.g., see [55] and references therein. In the case of gas flow
in porous medium, u represents the density of the gas, um the pressure, u∇(um) the flux, ∇(um)
the velocity, and m is the isentropic coefficient. In the case of radiation diffusion in plasmas, m
stands for the power of temperature appearing in the nonlinear diffusion coefficient and can take
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values up to 5.5 [55, Page 23]. PME itself represents a nonlinear diffusion process. One of its many
interesting features is its degeneracy which induces a property of the finite propagation: if u0(x)
has a compact support, the solution will have a compact support for any time t > t0. This in effect
creates a free boundary that stays between the regions where u is nonzero and where u vanishes
and propagates at a finite speed for all time. Contrary to the heat equation which smooths out its
initial solutions, PME solution can become nonsmooth even in cases where it has a smooth initial
solution. Moreover, for a certain type of initial solutions, the solution can exhibit a waiting-time
phenomenon for which the free boundary will not move until a finite amount of time has elapsed.
PME has been studied extensively in theory and there is a vast literature, including the earlier
work by Ole˘ınik et al. [47], Kalasˇnikov [34], Aronson [2], the more recent work by Shmarev [52, 53],
and the monograph by Va´zquez [55] and references therein.
The numerical solution of PME has also received considerable attention from researchers. Par-
ticularly, error estimates have been obtained for various finite element approximations. For example,
using a regularization approach (to avoid degenerate or negative diffusion, for instance, with the
diffusion coefficient |u|m being replaced by max(|u|, /2)m for some regularization parameter  > 0)
and taking  = O(h
2m+4
m2+4m+2 ), Rose [49] shows that the error for a P1 finite element (for space) –
backward Euler (for time) approximation of PME is bounded by(∑
n
∆t‖unh − u‖m+2Lm+2(Ω)
) 1
m+2
≤ C
(
∆t
1
m+1 +
(
ln
(
1
h
)) 1
(m+1)(m+2)
h
2
m+1
)
, (2)
where h is the maximum element diameter and unh is the numerical approximation of u at t = tn.
Nochetto and Verdi [45] consider a class of degenerate PDEs which includes PME as a special
example and improve the result of [49]. They show that the error for a P1 finite element – 1st-order
semi-implicit approximation of PME is bounded by
‖uh − u‖L∞(0,T ;H−1(Ω)) + ‖(uh)m+1 − um+1‖L2(0,T ;L2(Ω)) +
∥∥∥∥∫ t
0
((uh)
m+1 − um+1)
∥∥∥∥
L∞(0,T ;H1(Ω))
≤ C
(
h2

+
h4
2∆t
+ ∆t
) 1
2
(3)
= O(h m+22(m+1) ), if ∆t = O(hm+2m+1 ),  = O(h mm+1 ).
For the P1 finite element – backward Euler approximation, error bounds in various norm are
obtained, for instance,
‖uh − u‖L∞(0,T ;H−1(Ω)) ≤ C
(
∆t+
(
ln
(
1
h
)) 2m+3
2m+2
h
)
(4)
by Rulla and Walkington [51],
‖uh − u‖L2(0,T ;L2(Ω)) ≤ Ch
m2+6m+8
6m2+14m+8 when ∆t = O(h 5m+42m ) (5)
by Ebmeyer [19], and
‖uh − u‖Lm+2(0,T ;Lm+2(Ω)) ≤ C
(
∆t
1
2 + h+ h
1
m+1(
dm
2m+4
+1)
) 1
m+2
(6)
by Wei and Lefton [56], where d is the space dimension. It is remarked that these estimates are
obtained for quasi-uniform meshes. The convergence rate is first order at best and decreases with
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m. Some of these estimates are shown to be optimal in the corresponding norm in lieu of the
known regularity of the solution of PME. Moreover, it is worth mentioning that Ebmeyer and Liu
[20] obtain error estimates in quasi-norm and Emmrich and Sˇiˇska [21] prove that a Galerkin finite
element – backward Euler approximation converges to the weak solution of PME using the theory
of monotone operators. More recently, Duque et al. [16] establish L1+max(γ/2) error bounds for the
approximation of a general order continuous Galerkin in space and a general order discontinuous
Galerkin in time for PME with a variable exponent m = γ(x). Zhang and Wu [58] consider the
numerical simulation of the one-dimensional PME on a uniform mesh using a high-order local
discontinuous Galerkin finite element method. The method can effectively eliminate unwanted,
nonphysical oscillations in the computed solution near the free boundary and lead to a high-order
convergence rate within the solution support and away from the free boundary.
The low regularity (steep gradient and corner shape near the moving free boundary) and evolving
nature of the solution makes adaptive moving mesh methods an attractive tool to improve accuracy
in the numerical solution of PME. A number of works exist in this direction. For example, Budd
et al. [10] investigate the numerical simulation of self-similarity solutions of one-dimensional PME
using the Moving Mesh PDE (MMPDE) moving mesh method [30, 31] and a specially designed
monitor function to preserve the scaling invariance of PME. In a series of papers [4, 5, 7] (also see
the review paper [6]), Baines and his co-workers study the numerical solution of PME in one and
two dimensions using a moving mesh finite element method that is based upon conserving a local
proportion of the total mass that is present in the projected initial data. Numerical results show
that their method gives a second-order convergence for m = 1 but only a first-order convergence for
m = 3 when a uniform initial mesh is used [5, 6]. For m = 3, the second-order convergence can be
recovered in one dimension if an optimal initial mesh is used. Unfortunately, such an optimal mesh
is significantly more expensive to compute in two dimensions than in one dimension. Recently,
Duque et al. [17, 18] present a moving mesh finite element method based on an MMPDE for PME
with variable exponents and with/without absorption. The method shows a first-order convergence
when tested for the Barenblatt-Pattle solution of PME.
The objective of this paper is to study an adaptive moving mesh finite element method for the
numerical solution of PME. The method is also based on an MMPDE but significantly different from
the method of [17, 18]. The MMPDE we use is formulated by minimizing an energy (cf. (18)) based
on the equidistribution and alignment conditions and the mesh adaptation is controlled through a
matrix-valued function (i.e., a metric tensor) instead of a scalar function. The advantage of using a
metric tensor is that it provides information not only to control the size of mesh elements but also
their shape and orientation. Generally speaking, a so generated mesh has better alignment with the
geometry of the physical solution than that with a scalar mesh adaptation function. Moreover, a
newly developed compact formulation of the method (cf. (20) and (21)) makes its implementation
much easier and more efficient. Mesh adaptation based on the gradient and Hessian of the solution
will be considered. The arclength metric tensor (a gradient-based metric tensor) has been widely
used in the context of moving mesh methods because it results in more stable mesh movement than
a Hessian-based metric tensor and works well for many problems. On the other hand, there is no
theoretical guarantee that the arclength metric tensor will lead to the optimal convergence order for
piecewise linear interpolation or finite element approximation since the error is determined by the
Hessian of the solution in these situations. As a matter of fact, there are problems, although not
very common, for which we have to use a Hessian-based metric tensor in order to achieve the optimal
convergence order for piecewise linear interpolation or finite element approximation. Interestingly,
PME is one of those problems. We shall show that the linear finite element approximation of the
Barenblatt-Pattle solution of PME shows a first-order convergence for arclength-based adaptive
meshes and a second-order convergence for Hessian-based adaptive meshes.
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Another feature of the method that is different from those of Duque et al. [17, 18] and Baines et
al. [4, 5, 6, 7] is that PME is solved on a large domain that contains the free boundary for the whole
time period under consideration. In this way, there is no need to explicitly trace the movement
of the free boundary and thus the method can readily deal with more complicated structures in
the solution and in the differential equation. Numerical examples with simple free boundary (such
as the Barenblatt-Pattle solution) and more complex and even merging free boundaries will be
presented as well as those for PME with variable exponents and absorption.
In addition to the above mentioned MMPDE method, a number of other moving mesh methods
have been developed in the past; e.g., see Hirt et al. [25] (ALE – Arbitrary Lagrangian-Eulerian)
Miller and Miller [43] (MFE – moving finite element), Liao and Anderson [40] (deformation map),
Li et al. [38] (mesh rezoning), Cao et al. [14] (geometric conservation law), Baines et al. [5]
(conservation of fraction mass), and Budd and Williams [12] (parabolic Monge-Ampe`re equation).
The interested reader is also referred to the books/review articles [3, 6, 9, 11, 31, 54] and references
therein.
The outline of the paper is as follows. Some properties of PME that are relevant to the numerical
simulation are described in Section 2. Section 3 is devoted to the description of the moving mesh
finite element method, including the linear finite element discretion of PME on a moving mesh
and the generation of an adaptive moving mesh using the MMPDE approach. Numerical examples
are presented in Sections 4 and 5 for PME and PME with variable exponents and absorption,
respectively. Finally, Section 6 contains the conclusions and further comments.
2 Properties of the porous medium equation
Before we describe the finite element approximation of IBVP (1), it is instructive to recall some of
its properties that are relevant to numerical simulation. First of all, it is known (e.g., see Va´zquez
[55]) that when um+20 ∈ L1(Ω), IBVP (1) has a weak solution u satisfying u(·, t)m+2 ∈ L1(Ω)
for any t ∈ (t0, T ] and um+1 ∈ L2(0, T ;H10 (Ω)). Moreover, a nonnegative weak solution exists if
um+20 ∈ L1(Ω), u0 ∈ L1(Ω), and u0 ≥ 0. The uniqueness of the weak solution is guaranteed if it is
further assumed that u ∈ L2(Ω× (0, T )).
PME is degenerate whenever u = 0. Due to this degeneracy, PDE has the property of the
finite speed of propagation: if compact-supported initially, its solution remains compact-supported
at any finite time, with the support monotonically expanding as time evolves. The boundary of
the support forms a moving interface Γ(t) which is commonly referred to as a free boundary. The
velocity of the free boundary is given by Darcy’s law (e.g., see Shmarev [52]), i.e.,
Γ′(t) = − lim
x→Γ(t)−
∇
(
um(x, t)
m
)
, (7)
where the limit is taken from the interior of the support. In addition, PME exhibits a waiting-time
phenomenon: for a certain type of initial solutions the free boundary does not move until a finite
amount of time has elapsed. Loosely speaking, from (7) we may expect to see this phenomenon for
initial solutions having vanishing ∇(um) at the initial free boundary.
A few classes of special solutions to IBVP (1) have been known, among which is the Barenblatt-
Pattle solution, viz.,
u(r, t) =

1
λd(t)
(
1−
(
r
r0λ(t)
)2) 1m
, for |r| ≤ r0λ(t)
0, for |r| > r0λ(t)
(8)
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where
r = |x|, λ(t) =
(
t
t0
) 1
2+dm
, t0 =
r20m
2(2 + dm)
,
and r0 > 0 is a given parameter. It is radially symmetric, self-similar, and compact-supported
for any finite time. Moreover, um is Lipschitz continuous in x and t and ∇(um) is bounded in
the support of u(·, t), supp(u(·, t)). Furthermore, the solution is Ho¨lder continuous. The slope of
the solution at the free boundary is finite for m = 1 and becomes infinite when m > 1, which
causes challenges for the numerical solution of PME. These regularity properties also hold for
general compactly supported solutions of (1), and their free boundaries can be shown to be at least
Lipschitz continuous in both space and time; e.g., see [2, 13, 15, 52].
3 The moving mesh finite element method
In this section we describe the adaptive moving mesh finite element approximation of IBVP (1).
To begin with, we note that there are roughly two approaches for solving the IBVP. The first, as
used in [49, 58], is to solve PME in a large domain containing the free boundary for the whole time
period of the simulation. With this approach, there is no need to explicitly treat the free boundary,
which makes the approach more amenable to problems with complex solution supports. The main
disadvantage of this approach is that the solution has a corner shape between the regions of zero
and nonzero solution values and thus its regularity on the whole domain is at most H1. An H1
regularity often means at best a first-order convergence in the numerical solution as the mesh is
refined.
The second approach is to solve the problem only in the region of compact support; e.g., see
[5, 17, 18]. One of the advantages of this approach is that a smaller spatial domain is used and
thus fewer mesh points can be used to achieve the same computational accuracy. Moreover, the
regularity of the solution is better on the support than on a larger domain since it does not have
a corner shape. As a result, the numerical solution can have a higher convergence order than that
with the first approach. The main disadvantage is that the boundary movement has to be treated
explicitly using Darcy’s law (7).
We use the first approach in this work. We choose this approach due to its advantage of no
need to explicitly treat the free boundary and its potential to deal with problems having complex
solution supports. To better resolve the corner shape in the solution and improve the computational
accuracy, we employ an MMPDE-based moving mesh method [31] to adaptively and dynamically
concentrate the mesh points around the free boundary. Linear finite elements and the fifth-order
Radau IIA method (e.g., see Hairer and Wanner [24]) are used for the spatial and temporal dis-
cretization, respectively. As we will see in Section 4, a second-order convergence of the finite element
approximation in space can be achieved when a properly adapted mesh is used.
3.1 Finite element discretization
We now describe the finite element discretization. Denote the time instants by
t0 = 0 < t1 < . . . < tnf ≡ T. (9)
For the moment, we assume that the simplicial meshes T nh , n = 0, . . . , nf for the physical domain Ω
at these time instants are known and have the same connectivity and the same numbers of vertices
and elements. (Their generation will be discussed in the next subsection.) Denote the coordinates
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of the vertices of T nh by xnj , j = 1, ..., Nv, where Nv is the number of all vertices. The mesh Th(t)
between any two time instants tn and tn+1 is defined through linear interpolation, i.e.,
xj(t) =
t− tn
tn+1 − tnx
n+1
j +
tn+1 − t
tn+1 − tnx
n
j , ∀j = 1, ..., Nv (10)
x˙j(t) =
xn+1j − xnj
tn+1 − tn , j = 1, ..., Nv. (11)
Denote by φj(x, t) the linear basis function associated with vertex xj(t). For convenience, we
assume that the vertices are arranged such that the first Nvi vertices are the interior vertices. Let
Vh(t) = span{φ1(·, t), ..., φNvi(·, t)}.
Then, the linear finite element approximation to the solution of IBVP (1) is defined as uh(·, t) ∈
Vh(t), t ∈ (t0, T ] such that{ ∫
Ω
∂uh
∂t v dx = −
∫
Ω |uh|m∇uh · ∇v dx, ∀v ∈ Vh(t), t0 < t ≤ T∫
Ω(uh(x, 0)− u0(x))v dx = 0, ∀v ∈ Vh(t).
(12)
The above equation can be cast in matrix form. Indeed, expressing
uh(x, t) =
Nvi∑
j=1
uj(t)φj(x, t)
and differentiating it with respect to t, we have
∂uh
∂t
=
Nvi∑
j=1
∂uj
∂t
φj(x, t) +
Nvi∑
j=1
uj(t)
∂φj
∂t
.
It can be shown (e.g. see Jimack and Wathen [33, Lemma 2.3]) that
∂φj
∂t
= −∇φj · X˙, a.e. in Ω
where the mesh velocity X˙ is defined as
X˙(x, t) =
Nv∑
j=1
x˙j(t)φj(x, t).
Then, we get
∂uh
∂t
=
Nvi∑
j=1
∂uj
∂t
φj(x, t)−∇uh · X˙.
From this and taking v = φi (i = 1, ..., Nvi) in (12) successively, we obtain
Nvi∑
j=1
(∫
Ω
φjφi dx
)
duj
dt
=
∫
Ω
∇uh ·
(
X˙φi − umh ∇φi
)
dx, i = 1, ..., Nvi, t0 < t ≤ T
6
ξx
ξn+11 (ξˆ1) ξ
n+1
2 ξ
n+1
3 ξ
n+1
4 (ξˆ4)
xn1 (x
n+1
1 )
xn4 (x
n+1
4 )
xn2
xn3
xn+13
xn+12
ξˆ2 ξˆ3
x = Φh(ξ)
Figure 1: A sketch of the relations among the meshes Tˆc,h = {ξˆj}, T n+1c,h = {ξn+1j }, T nh = {xnj },
and T n+1h = {xn+1j }. The function x = Φh(ξ) is determined as the correspondence between T n+1c,h
and T nh ; and T n+1h is computed as T n+1h = Φh(Tˆc,h) using linear interpolation.
which can be cast in the matrix form as
B(X)U˙ = F (U ,X, X˙), (13)
where B is the mass matrix and X and U are the vectors representing the mesh and solution,
respectively. This ODE system is integrated from tn to tn+1 = tn+∆tn using the fifth-order Radau
IIA method, with ∆tn being determined by a standard time step size selection procedure (e.g., see
Hairer et al. [23, Section II.4]) and using a two-step error estimator of Gonzalez-Pinto et al. [22].
The relative and absolute tolerances rtol = 10−6 and atol = 10−8 are taken in the computation.
The whole computation alternates between the integration of PME and the generation of the
mesh. Starting with the current mesh T nh and a solution unh(x) ≈ u(x, tn) defined thereon, a new
mesh T n+1h is generated using the moving mesh strategy to be described in the next subsection.
Then, the discrete PME (13) is integrated from tn to tn+1 (as described above) to obtain the
solution approximation un+1h (x).
3.2 An MMPDE-based moving mesh strategy
We now describe the generation of T nh , n = 1, ..., nf . We assume that the mesh T nh and a computed
solution unh(x) are known at t = tn. We also assume that a reference computational mesh Tˆc,h =
{ξˆj , j = 1, ..., Nv} having the same connectivity and the same numbers of vertices and elements as
T nh has been chosen. In our computation, it is taken as a uniform mesh (in the Euclidean metric)
defined on Ω. Tˆc,h stays fixed for the whole computation.
The generation of T n+1h is through the computational mesh Tc,h = {ξj , j = 1, ..., Nv} which
serves as an intermediate variable. (A sketch of the relations among the meshes Tˆc,h, T n+1c,h , T nh ,
and T n+1h is shown in Fig. 1.) First, an MMPDE-based mesh equation (to be described below) for
the velocities of the computational vertices is employed. It takes the form (cf. (20)){
dξj
dt = vj(M, T nh ; ξ1, ..., ξNv), j = 1, ..., Nv, t ∈ (tn, tn+1]
ξj(tn) = ξˆj , j = 1, ..., Nv
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where vj denotes the mesh velocity for the j-th node which depends on T nh , the metric tensor M
defined thereon, and Tc,h. Here, the initial mesh is taken to be the reference computational mesh
Tˆc,h. The system is integrated and the mesh T n+1c,h ≈ Tc,h(tn+1) is obtained. During the integration,
both M and T nh are kept fixed. Notice that T n+1c,h and T nh form a correspondence relation, say,
xnj = Φh(ξ
n+1
j ), j = 1, ..., Nv or x = Φh(ξ). Then, the vertices of the new physical mesh T n+1h are
defined as xn+1j = Φh(ξˆj), j = 1, ..., Nv. Since Φh is defined only at the vertices of T n+1c,h , we need
to compute Φh(ξˆj) using interpolation. Linear interpolation is used since it is important to keep
the nonsingularity of the mesh while it is unnecessary to compute the mesh to high accuracy.
The metric tensor is assumed to be symmetric and uniformly positive definite on Ω. It is used
to control the size, shape, and orientation of the elements of the mesh to be generated. We consider
three types of mesh, one is uniform and the other two are arclength- and Hessian-based adaptive
meshes. The metric tensors associated with the adaptive meshes are defined as
M = (I+∇unh(∇unh)T )
1
2 , (14)
M = [det (I+ |H(unh)|)]−
1
6 (I+ |H(unh)|) , (15)
where I is the d × d identity matrix, H(unh) is a recovered Hessian for the piecewise linear finite
element solution unh, and |H(unh)| = Qdiag(|λ1|, ..., |λd|)QT with Qdiag(λ1, ..., λd)QT being the
eigen-decomposition of H(unh). The tensor (14) is the frequently used arclength monitor function
which, loosely speaking, places mesh points according to the uniformity in arclength. The tensor
(15) is optimal [32] for the L2 norm of linear interpolation error. In our computation, we use a
least squares fitting strategy for Hessian recovery (e.g., see [35, 36]).
We now describe the formulation of the MMPDE-based mesh equation. A key component of
the formulation is the M-uniform mesh concept with which any (nonuniform) adaptive mesh is
viewed as a uniform one in some metric. It is known [27, 31] that such an M-uniform mesh Th
approximately satisfies the equidistribution and alignment conditions
|K|
√
det(MK) =
σh|Kc|
|Ωc| , ∀K ∈ Th (16)
1
d
trace
((
F ′K
)−1M−1K (F ′K)−T) = det((F ′K)−1M−1K (F ′K)−T) 1d , ∀K ∈ Th (17)
where |K| is the volume of K, MK is the average of M over K, det(·) and trace(·) denote the
determinant and trace of a matrix, respectively, |Kc| is the volume of the element Kc ∈ Tc,h
corresponding to K, F ′K is the Jacobian matrix of the affine mapping FK : Kc → K, and
σh =
∑
K∈Th
|K|
√
det(MK), |Ωc| =
∑
Kc∈Tc,h
|Kc|.
The equidistribution condition (16) requires that the volume of K in the metric M be proportional
to |Kc| with constant proportionality while the alignment condition (17) requires that K be similar
to Kc. The meshes that closely satisfy these conditions can be obtained by minimizing the energy
function
Ih = θ
∑
K∈Th
|K|
√
det(MK)
(
trace((F ′K)
−1M−1K (F
′
K)
−T
)
) dp
2
+ (1− 2θ)d dp2
∑
K∈Th
|K|
√
det(MK)
(
|Kc|
|K|√det(MK)
)p
, (18)
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which is a Riemann sum of a continuous functional developed in [26] based on equidistribution
and alignment for variational mesh adaptation. Here, θ ∈ (0, 12 ] and p > 1 are non-dimensional
parameters. We choose θ = 1/3 and p = 2 in our computation.
Notice that Ih is a function of the position of the computational vertices {ξj}Nvj=1 and the physical
coordinates {xj}Nvj=1. For the current situation, we choose Th to be T nh (the current physical mesh).
Then, Ih is the function of ξj , j = 1, ..., Nv only. Instead of taking direct minimization of Ih with
respect to these coordinates, we follow the MMPDE approach [30] and define the moving mesh
equation as a gradient system of Ih,
dξj
dt
= −Pj
τ
[
∂Ih
∂ξj
]T
, j = 1, ..., Nv (19)
where the derivative of Ih with respect to ξj , ∂Ih/∂ξj , is considered as a row vector, τ > 0
is a parameter used to control the response time of the mesh movement to the change in the
metric tensor, and Pj = det(M(xj))
p−1
2 is chosen such that (19) is invariant under the scaling
transformation of M: M→ cM for any positive constant c. The derivative of Ih with respect to ξj
can be found analytically using the notion of scalar-by-matrix differentiation; see [28]. With these
analytical formulas, we can rewrite (19) into
dξj
dt
=
Pj
τ
∑
K∈ωj
|K|vKjK , j = 1, . . . , Nv (20)
where ωj is the element patch associated with the j-th vertex, jK is its local index of the vertex
on K, and vKjK is the velocity contributed by the element K to the vertex jK . The velocities
contributed by K to its vertices are given by(v
K
1 )
T
...
(vKd )
T
 = −E−1K ∂G∂J − ∂G∂ det(J) det(EˆK)det(EK)Eˆ−1K , vK0 = −
d∑
i=1
vKd , (21)
where EK = [x
K
1 − xK0 , ...,xKd − xK0 ] is the edge matrix of K, EˆK is the edge matrix for Kc which
is defined similarly, the function G is associated with the energy (18) and defined as
G(J, det(J),M) = θ
√
det(M)
(
trace(JM−1JT )
) dp
2 + (1− 2θ)d dp2
√
det(M)
(
det(J)√
det(M)
)p
,
and its derivatives (evaluated at (J,det(J),M) = ((F ′K)−1, det(F ′K)−1,MK)) with respect to the
first (the Jacobian matrix) and second arguments are given by
∂G
∂J
= dpθ
√
det(M)
(
trace(JM−1JT )
) dp
2
−1M−1JT ,
∂G
∂ det(J)
= p(1− 2θ)d dp2 det(M) 1−p2 det(J)p−1.
Notice that ∂G/∂J is a d-by-d matrix.
In practical computation, we can first compute the local velocities vKj , j = 0, ..., d for all
elements using (21) and then obtain the velocity for any mesh point by summing the volume
weighted contributions from its neighboring elements (cf. (20)). The mesh equation should be
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modified for boundary mesh points. For fixed points (such as corners), we can set the velocity to
be zero. For those on a boundary edge or surface, the mesh velocities should be modified such that
they do not move out of the domain.
The mesh equation (20) (with proper modifications for boundary mesh points) is integrated
from t = tn to tn+1 starting with Tˆc,h as the initial mesh. In our computation, the Matlab ODE
solver ode15s (an implicit scheme) is used to integrate (20).
Equation (20) is called the ξ-formulation of the MMPDE moving mesh method since it has
been formulated in terms of the derivatives of Ih with respect to ξj and the velocities for the
computational coordinates. We can obtain an x-formulation by directly differentiating Ih with
respect to xj (with Tc,h being taken as Tˆc,h and fixed) and the new physical mesh T n+1h by directly
integrating this formulation. The main disadvantage of this formulation is that its formula is more
complicated than that of the ξ-formulation and the metric tensor, which is defined on T nh , needs
to be updated every time the physical mesh is changed during the time integration of the mesh
equation for T n+1h . It is analytically shown in [29] that the mesh governed by the x-formulation will
stay nonsingular when it is nonsingular initially. Although such a theoretical result is not available
for the ξ-formulation, our limited numerical experience shows that the ξ-formulation also produces
nonsingular meshes.
4 Numerical Results for PME
In this section we present numerical results obtained with the moving mesh finite element method
described in the previous section for a number of PME examples. They include the Barenblatt-
Pattle solution and the generalizations of several one-dimensional examples studied by Zhang and
Wu [58]. These examples are selected to demonstrate the accuracy of our method as well as its
ability to deal with solutions having complex support and the waiting-time phenomenon. For the
cases having an exact solution, the error in the computed solution will be measured in the (global)
L2 norm, i.e.,
‖eh‖L2(t0,T ;L2(Ω)) =
(∫ T
t0
∫
Ω
e2h(x, t)dxdt
) 1
2
.
We choose this norm because various error estimates are obtained in this norm, e.g., see (5). (An
exception is Fig. 4 where the convergence history in L1 norm is plotted for comparison purpose.)
In our computation, we use τ = 10−4 (for the mesh movement), the maximal allowed time step
size ∆tmax = 10
−3 (for integrating PME), and the Hessian-based metric tensor (15), unless stated
otherwise.
Example 4.1 (Barenblatt-Pattle solution). We first consider the Barenblatt-Pattle solution (8)
with r0 = 0.5 and T = (t0 + 0.1)/2. We use it to verify the accuracy of the numerical method and
the effects of the mesh adaptivity and the physical parameter m on the computational accuracy.
Typical meshes and computed solutions at the final time obtained with the uniform mesh and
two adaptive mesh strategies are shown in Fig. 2 and the convergence history is shown in Fig. 3
for the cases m = 1 and 2. We can see that for both uniform and the arclength-based adaptive
meshes, the convergence order is about 1.5 (i.e., O(N− 1.52 )) for m = 1 and 1 for the case m = 2,
with an arclength-based adaptive mesh producing slightly more accurate solutions for both cases.
We notice that the exact solution (8) is in H1(Ω) for m = 1 and W 1,
m
m−1−(Ω) for m > 1, where
 is a small positive number. The observed convergence order is higher than what we can expect
from the solution regularity. (For example, the theoretical estimate (5) shows a convergence order
of 15/28 for m = 1 and 6/15 for m = 2.) Even more surprisingly, Hessian-based adaptive meshes
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lead to a second-order convergence rate for both the m = 1 and 2 cases. We do not have a rigorous
explanation for this but would like to point out two relevant observations. The first is that the
mesh is denser near the free boundary with the Hessian-based metric tensor than with the arclength
metric tensor (e.g., see Fig. 2). The other is that the exact solution has higher regularity in its
support than on the whole domain Ω. Indeed, it can be directly verified that√
det(|H(u(·, t))|) ∈ L 2m3m−2−(supp(u(·, t))),
where  is a small positive number and H(u(·, t)) denotes the Hessian of u. It is known [32] that
for an M-uniform mesh associated with the metric tensor (15), the linear interpolation error on a
polygonal domain D is bounded by
‖u−Π1u‖L2(D) ≤ CN−1‖
√
det(|H(u)|)‖
L
2
3 (D)
+ h.o.t.,
where h.o.t. stands for higher-order terms. From this we can expect a second-order convergence if
we consider linear interpolation only in the support of the solution with a Hessian-based adaptive
mesh. Although this analysis does not apply directly to our current situation with a larger domain
than the support, it may shed some light on why the scheme with Hessian-based adaptive meshes
shows a second-order convergence.
For comparison purpose, we plot the convergence history in the L1 norm in Fig. 4. It can be
seen that the the L1 norm of the error behaves similarly as the L2 norm.
We have seen from Figs. 3 and 4 that mesh adaptation, especially the Hessan-based one, can
significantly improve the accuracy. But this comes with additional cost. To show if the mesh
adaptation can also improve the efficiency, we plot the solution error against the required CPU time
(in seconds) in Fig. 5 for the computation corresponding to Fig. 3b. We can see that a uniform mesh
is more efficient when low accuracy is desired while mesh adaptation shows advantages for high
accuracy. This is consistent with our limited experience with adaptive moving mesh computation
(also see [31, Page 17]). The location of the break-even point depends on specific problems and
specific mesh adaptation strategies. For the current situation, we have (N, ‖eh‖L2) ≈ (300, 3×10−4)
for Hessian-based adaptation and (5000, 10−4) for arclength-based adaptation.
We now examine the effects of the parameter τ on the accuracy. Recall that τ is used in the
moving mesh equation (19) to adjust the response time of the mesh movement to the changes in
the metric tensor. The smaller τ is, the faster the response is. On the other hand, for smaller
τ , the mesh equation (20) becomes stiffer and harder to integrate. Fortunately, this only causes
a slight increase in the cost when an implicit solver (Matlab solver ode15s in our computation) is
used for the mesh equation. The convergence history is shown in Fig. 6 for Hessian-based adaptive
meshes for τ = 10−2, 10−3, and 10−4. We can see that for both cases with m = 1 and m = 2,
the convergence with τ = 10−2 and 10−3 slows down when the mesh is becoming finer whereas
that with τ = 10−4 stays second order at least for the same considered range of the number of
mesh elements. This indicates that the mesh concentration needs to follow up the movement of the
free boundary very closely or otherwise we may lose the accuracy improvements gained with mesh
adaptation.
Next, we consider the effects of the physical parameter m. As seen in Section 2, the solution
at the free boundary becomes steeper for larger m. It is not surprising that PME will also become
more difficult to solve numerically. Indeed, as we can see in Fig. 7a, the convergence rate for
the uniform mesh decreases as m increases. This is qualitatively consistent with the theoretical
analysis for various finite element approximations for PME on quasi-uniform meshes which also
shows a decrease in convergence order with m; cf. (2), (3), (5), and (6) and e.g., see [19, 20, 45, 50].
On the other hand, for Hessian-based adaptive meshes the convergence order is second for m = 1,
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2, and 3, although the error is larger for larger m; see Fig. 7b. The final mesh and computed
solution obtained for m = 3 with the Hessian-based mesh adaptation are shown in Fig. 8.
It is worth pointing out that there are small oscillations around the free boundary in computed
solutions; e.g., see Fig. 9. This is due to the nature of the problem where the solution is steep
and has a corner shape near the free boundary and the loss of the maximum principle in the
discretization. A standard finite element discretization like the one we used here typically leads
to solutions with oscillations for this type of problems (also see Zhang and Wu [58] for the case
with the one-dimensional PME). The oscillations may be suppressed using, for instance, monotone
schemes (e.g., see [8, 44, 46]) or structure-preserving schemes (e.g., see [41, 42, 48, 57, 58, 59]).
These schemes and their combination with adaptive mesh movement for PME are worth future
investigations.
Example 4.2 (Solution with complex support). We now consider examples with complex solution
support. The first example models the movement and interaction of two columns of a substance,
which start out with the same height. It has
m = 5, Ω = (−5.5, 5.5)× (−5.5, 5.5),
u0(x, y) =

1, for (x, y) ∈ (0.5, 3)× (0.5, 3)
1, for (x, y) ∈ (−3,−0.5)× (−3,−0.5)
0, otherwise.
(22)
A typical adaptive mesh and the corresponding computed solution obtained with the Hessian-based
mesh adaptation are shown in Fig. 10. It can be seen that as time evolves, the support of the solution
expands from the two boxes, and then merges into one big region. The mesh adaptation strategy
works nicely for the current example, with the mesh points moving to concentrate around the
free boundary. Particularly, the mesh stays concentrated and nonsingular even during the merging
process of the two separated support regions. Moreover, the numerical results show that the support
of the solution becomes smoother as time evolves, consistent with the theoretical prediction (e.g.,
see [52]).
Example 4.3 (Solution with complex support). The next example is similar to the previous one
except that the initial solution has different heights in the two boxes,
u0(x, y) =

1, for (x, y) ∈ (0.5, 3)× (0.5, 3)
1.5, for (x, y) ∈ (−3,−0.5)× (−3,−0.5)
0, otherwise.
(23)
A typical adaptive mesh and the corresponding solution are shown in Fig. 11. Once again, the mesh
is concentrated correctly around the free boundaries as they evolve with time. Moreover, the region
with larger initial solution values expands faster than the region with smaller values. Overall, the
support of the solution for this example expands faster than that of the previous example. At
t = 50, the two boxes have already merged into a single region of calabash shape.
Example 4.4 (Waiting-time phenomenon). From Section 2 we recall that PME exhibits the
waiting-time phenomenon for a certain type of initial solutions. To see this, we consider
m = 8, Ω = (−pi, pi)× (−pi, pi),
u0(x, y) =
{
cos(
√
x2 + y2), for
√
x2 + y2 ≤ pi2
0, otherwise.
(24)
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We have
∇ cosm(
√
x2 + y2) = −m cos
m−1(
√
x2 + y2) sin(
√
x2 + y2)√
x2 + y2
[
x
y
]
,
which diminishes at
√
x2 + y2 = pi2 . From Darcy’s law (7), we do not anticipate that the free
boundary moves initially.
In Figs. 12 and Fig. 13 we show the cross section at y = 0 of a computed solution and the
solution itself. The results show that the free boundary of the solution does not move until around
t = 10. Before this time, the solution is steepening. Interestingly, the steepening does not occur on
the whole initial support. Instead, it first occurs on a smaller region inside the support and then
this region is expanding until it fills the whole initial support. After that, the free boundary waits
until it becomes sufficiently steep and then moves.
5 Numerical experiment for PME with variable exponents and
absorption
To demonstrate the robustness of the moving mesh finite element method described in Section 3,
we consider its application to PME with absorption and/or variable exponents,
ut = ∇ · (|u|γ∇u)− λuσ, Ω× (t0, T ] (25)
subject to a homogeneous Dirichlet boundary condition and an initial condition. Here, γ = γ(x, t)
and σ = σ(x, t) are nonnegative bounded functions and λ is a constant. PME in the form of (25)
arises in continuum mechanics to model the motion of a barotropic gas through a porous medium,
where the pressure is considered to depend on the density and temperature [1]. Like the standard
PME, (25) with constant exponents (i.e., PME with absorption) has been studied extensively; e.g.,
see [37, 52]. However, there are very few theoretical results for the case with variable exponents
[1, 39]. For example, there is no theoretical result on the movement of the free boundary (cf. (7))
although the solution to (25) is known to have the property of finite speed of propagation. Neither
is there much numerical work on this situation; see [16, 17, 18].
Example 5.1 (Constant exponents with absorption). We first consider an example with an
absorption term,
λ = 1, γ = 2, σ = 0.1, Ω = (−1.5pi, 1.5pi)× (−1.5pi, 1.5pi),
u0 =

| sin(
√
x2 + y2)|, for
√
x2 + y2 ∈ (pi6 , pi)
0.5, for
√
x2 + y2 ∈ [0, pi6 )
0, otherwise.
This example is the two-dimensional generalization of a one-dimensional example in [58] that shows
a splitting phenomenon in the middle after a finite time.
An adaptive mesh and the corresponding computed solution are shown in Fig. 14. We can see
that as time evolves, the solution is becoming lower and the support is expanding on the outer
boundary. Meanwhile, the solution is being “punched through” with a hole at the middle of the
support. This is an additional feature with the absorption term.
Example 5.2 (Variable exponent without absorption). For this example,
λ = 0, γ =
(x
2
)2
+
(y
2
)2
+ 1.1, Ω = (−2, 2)× (−2, 2),
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u0 =
{
− sin(2pi
√
x2 + y2), for 0.5 <
√
x2 + y2 < 1
0, otherwise.
This example has been studied in [16, 18]. The support of the solution has a hole in the middle
which disappears in a finite time. We take t ∈ [0, 0.2] in the computation. An adaptive mesh
and the corresponding numerical solution is shown in Fig. 15. The result appears to have better
resolution than that in [16] where a uniform mesh has been used. Moreover, our method works just
fine through the closing of the inside hole (cf. Fig. 15) whereas the method in [18] which explicitly
traces the free boundary encounters the mesh singularity problem near the time when the hole is
closing.
Example 5.3 (Waiting-time for variable exponent without absorption). For this example,
λ = 0, γ = 2− x− y, Ω = (−1.5, 1.5)× (−1.5, 1.5),
u0 =
{
5(0.25− x2 − y2), for
√
x2 + y2 < 0.5
0, otherwise.
This example has been studied in [18]. We take t ∈ [0, 0.05]. The free boundary of the solution
does not move until t ≈ 0.02. A moving mesh and the corresponding computed solution are shown
in Fig. 16. We can see that the variation of the exponent causes the free boundary to expand
anisotropically and the solution to have different steepness along the free boundary. Moreover, a
closer examination of the results confirms the waiting time phenomenon, where the interface in
the region {(x, y) : x + y ≤ 0} does not move until a finite time has elapsed. Fig. 17 show the
cross sections of the numerical solutions with the plane y = x at various instants of time. In the
figure, the red dashed line refers to the position of the initial interface, where the waiting time
phenomenon subsequently occurs.
Example 5.4 (Variable exponents with absorption). The last example, taken from [17], has time
dependent exponents, i.e.,
λ = 1, γ =
x2 + y2
t2 + 1
, σ = x2 + y2 + 1 + e−t, Ω = (−1.5, 1.5)× (−1.5, 1.5),
u0 =
{
cos(2pi(x2 + y2)), for
√
x2 + y2 < 0.5
0, otherwise.
We take t ∈ [0, 0.1]. The numerical results are shown in Fig. 18. They are comparable with those
in [17].
6 Conclusions and further remarks
In the previous sections we have studied an adaptive moving mesh finite element method for the
numerical solution of PME. The method is based on the MMPDE moving mesh strategy and its new
implementation and uses a linear finite element method and the fifth-order Radau IIA scheme for
the spatial and temporal discretization. Numerical results show that the method is able to produce
correct mesh concentration around the free boundary and deal with problems having complex
solution support. Three types of mesh have been considered, uniform and acrlength- and Hessian-
based adaptive meshes. The method shows a first-order convergence behavior as the mesh is refined
for uniform and arclength-based adaptive meshes and improves to a second-order convergence when
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Hessian-based adaptive meshes are used. This indicates that mesh concentration around the free
boundary is important to the accuracy of the method. Moreover, the prompt response of the
mesh movement to the changes in the solution is also crucial, requiring that a small value of the
parameter τ in mesh movement (cf. (19)) be used especially for the computation with fine meshes.
We have also studied the application of the method to PME with variable exponents and absorption
for which there are very few theoretical results available. Numerical results demonstrate that the
method is robust and able to deal with PDEs having more complicated structures.
It should be pointed out that there are small oscillations around the free boundary in computed
solutions; see the discussion in Sect. 4. How to suppress these oscillations using a monotone or
structure-preserving scheme (e.g., see [8, 41, 42, 44, 46, 48, 57, 58, 59]) and to combine them with
adaptive mesh movement for PME are worth future investigations.
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Figure 2: Example 4.1 with m = 2. The meshes (closer view near (-0.35, -0.35)) and computed
solutions at t = T obtained with uniform and arclength- and Hessian-based adaptive meshes (N =
25600).
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Figure 3: Example 4.1. Convergence history (in L2 norm) for the three meshing strategies as N
(the number of the elements) increases.
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Figure 4: Example 4.1. Convergence history (in L1 norm) for the three meshing strategies as N
increases.
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Figure 5: Example 4.1 with m = 2. The L2 norm of the error is plotted against the CPU time in
seconds for the computation corresponding to Fig. 3b.
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Figure 6: Example 4.1. Convergence history for different values of τ .
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Figure 7: Example 4.1. Convergence history for different values of m.
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Figure 8: Example 4.1. The final mesh (close view near (-0.35, -0.35)) and computed solution for
m = 3 with the Hessian-based mesh adaptation (N = 25600).
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Figure 9: Example 4.1 with m = 2. The cross section at y = 0 of the computed solutions at t = T
obtained with a uniform mesh and arclength- and Hessian-based adaptive meshes (N = 102, 400).
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Figure 10: Example 4.2. An adaptive mesh and the corresponding computed solution at various
time instants (N = 14400).
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Figure 11: Example 4.3. An adaptive mesh and the corresponding computed solution at various
time instants (N = 14400).
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Figure 12: Example 4.4. The cross section at y = 0 of a computed solution is shown at various
time instants (N = 40000).
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Figure 13: Example 4.4. A computed solution is shown at various time instants (N = 40000).
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Figure 14: Example 5.1. An adaptive mesh and the corresponding solution at various time instants
(N = 40000). 27
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Figure 15: Example 5.2. An adaptive mesh and the corresponding solution at various time instants
(N = 25600).
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Figure 16: Example 5.3. An adaptive mesh and the corresponding solution at various time instants
(N = 25600).
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Figure 17: Example 5.3. The cross section at y = 0 of a computed solution is shown at various
time instants (N = 40000).
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Figure 18: Example 5.4. An adaptive mesh and the corresponding solution at various time instants
(N = 25600).
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