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Abstract
We derive asymptotic approximations for the sequence f(n) de5ned recursively by f(n) =
min16j¡n {f(j) + f(n− j)}+ g(n), when the asymptotic behavior of g(n) is known. Our tools
are general enough and applicable to another sequence F(n) = max16j¡n {F(j) + F(n − j) +
min{g(j); g(n− j)}}, also frequently encountered in divide-and-conquer problems. Applications
of our results to algorithms, group testing, dichotomous search, etc. are discussed. c© 2002
Elsevier Science B.V. All rights reserved.
MSC: 68W40; 68Q25; 05A20; 11B37
Keywords: Divide-and-conquer; Recurrence relations; Slowly varying functions; Power-of-two rules;
Optimal algorithms
Although this may seem a paradox,
all exact science is dominated by
the idea of approximation.
—Bertrand Rssell (1872–1970)
1. Introduction
The following recurrence relation:
f(n) = min
16j¡n
{f(j) + f(n− j)}+ g(n) (n¿ 2); (1)
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with f(1) given, appeared often in diverse problems: random trees (see [12,22,23])
HuHman coding (see [7,18]), binomial group testing (see [31,43]), dynamic program-
ming (see [16]), dichotomous search problems (see [6,17,20,56,41]), design of electrical
circuits (see [45,46]), divide-and-conquer problems (see [8]), etc.
Hammersley and Grimmett [22] proved that
• if g(n) is nonincreasing then f(n)= ∑16k6n g(k);
• if g(n) is nondecreasing and convex, namely g(n + 1) − 2g(n) + g(n − 1)¿0 for
n¿3, then f(n)=  (n), where  (1) :=f(1) and
 (n) =  (n=2) +  (n=2) + g(n) (n¿ 2); (2)
• if g(n) is nondecreasing and concave, namely g(n+ 1)− 2g(n) + g(n− 1)60 for
n¿3, then f(n)=(n); where (1) :=f(1) and
(n) = (2log2 2n=3) + (n− 2log2 2n=3) + g(n) (n¿ 2); (3)
see also [16,18,52,54]. Note that 2log2 2n=3 is the unique power-of-two lying between
n=3 and 2n=3. Also observe that the convexity and concavity are used for n¿3 because
f(n) can be determined without uncertainty for n65 and the sign of g(4)−2g(3)+g(2)
is needed for f(6).
This result is, although elegant, less useful in practice for two reasons: First, Koor and
ceiling operators, ubiquitous in computer algorithms, de5ne always functions that are
neither convex nor concave, like n=2; √n, log2 n, etc; second, the “merge cost”
g(n) is usually not known in its complete precision so as to determine its convexity or
concavity for all n¿3, for example, g(n)∼√ n3=2, where, here and throughout this
paper, the symbol g(n)∼ (n) means that g(n)=(n)→ 1 as n→∞.
In general, when g(n) is known to be bounded above by some scale in terms of O or
o, the sequence f(n) is easily estimated by the usual master theorems (applying to ei-
ther (n) or  (n) de5ned above; see [9,51]). On the other hand, when the asymptotic
behavior of g(n) is known (like g(n)∼ n=√log2 n), the problem of determining the
asymptotic behavior of f(n) becomes more involved because we need then an asymp-
totically precise lower bound, which is in general harder than the corresponding upper
bound. Such a study was 5rst initiated by Fredman and Knuth [16], and then followed
by Kapoor and Reingold [34,35], for more general recurrences but for restricted g(n);
see also Pippenger [47].
The purpose of this paper is to develop a theory for asymptotics of f(n) for more
general g(n). In particular, we show that if
g(n) ∼ n‘(n);
where ‘(n) is slowly varying in the sense that ‘(bn)=‘(n)∼ 1 for any b¿0 as n→∞,
then
f(n) ∼  (n) ∼ n‘(n)=(1− 21−); if  ¿ 1;
f(n) ∼  (n) ∼ (n) ∼ n ∑
162k6n
‘(2k); if  = 1;
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provided that the partial-sum on the right-hand side diverges with n; see Section 3 for
more general results. Common examples of slowly varying functions include any real
powers of log n (and iterated logs), e(log n)
b1 (log log n)b2 ···(log··· log n)bk , where b1¡1, etc.
Such a consideration covers almost all practical cases of interest.
An algorithmic consequence of this result is that if
∑
2k6n g(2
k)=2k →∞, then the
usual half-half divide-and-conquer rule n → (n=2; n=2) is preferable.
On the other hand, when g(n) grows faster than any power of n, then
f(n) ∼  (n) ∼ g(n);
see Theorem 1 for a precise statement. The remaining case is when f(n) is asymp-
totically linear. By a well-known subadditive theorem of Hammersley [21], if g(n) is
nondecreasing, then the convergence of the series
∑
n¿1 g(n)=n
2 is both necessary and
suNcient for f(n)=n∼ c, for some constant c; see also [5,11]. While this case may be
regarded as solved, the explicit characterization of c for general g(n) remains a very
hard problem. For more subadditive examples, see Steele [53,57].
We will develop tools for deriving eHective lower bounds for f(n). The tools are
also useful for another type of recurrence
F(n) = max
16j¡n
{F(j) + F(n− j) + min{g(j); g(n− j)}} (n¿ 2); (4)
with F(1) speci5ed. Such a recurrence, although de5ned in a rather diHerent manner,
enjoys several common properties with f(n); see [2,3,39,55], and Section 4 for more
details. The corresponding asymptotic theory will also be developed but with most of
the details omitted due to analogy. For other recurrences of a similar nature, see, for
example, [16,34,49,50].
For this category of problems, there are typically two diHerent approaches to deriv-
ing bounds for f(n): combinatorial (or tree) approach, which is roughly based on an
inductive additivity argument on the associated optimal trees, and computational ap-
proach, which operates directly on the objective function via induction and additivity.
While most previous papers rely on the 5rst approach, we will use throughout this
paper the second approach, which in many cases signi5cantly simpli5es the proof.
Another feature of recurrences de5ned via minimization or maximization is that they
are very sensible to small variations of the given sequence g(n) as far as indices
attaining the minimum value are concerned. For example, if g(n)= log2 n, then the
indices at which f(n) attain the minimum value do not seem to have a simple pattern
and f(n)=n→ c, for some constant c≈ 1:66. But if g(n)= log2 n, then it can be
proved that f(n)=(n)∼ 2n. Curiously, both g(n) gives rise to the same asymptotic
behavior for F(n): F(n)∼ n; [39]. For another example, see [22]. On the other hand,
regularity of the behaviors of the recurrences in question emerges when we take an
asymptotic viewpoint.
This paper is organized as follows. We 5rst establish in the next section two lower
bounds that are also of some interests per se; we then divide the analysis and discus-
sions of the asymptotics of f(n) in three classes according to the growth rate of g(n):
rapidly growing, regularly varying and almost linear. The parallel theory for F(n)
is given in Section 4. A new optimality property for the balanced power-of-two rule
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n → (2log2 2n=3; n − 2log2 2n=3) is derived, extending results given in [8]. Finally, we
discuss brieKy a few examples and indicate several lines of further investigation.
Notation. Throughout this paper, f(n),  (n) and (n), F(n) are de5ned, respec-
tively, by (1), (2), (3) and (4). For notational convenience, we sometimes write
f(n)=f[g](n) to indicate the dependence on the underlying “merge function” g(n);
the symbols  [g](n), [g](n) and F[g](n) are de5ned similarly. We implicitly assume
that g(n) is nonnegative for n¿1. We write Ln = log2 n and (n) := log2 2n=3. The
symbol {x} denotes the fractional part of x.
2. Eective lower bounds for f (n)
Without loss of generality, we assume (here and throughout the paper) that f(1)=
g(0)= g(1)=  (1)=(1)=F(1)= 0.
We derive two lower bounds for f(n) under diHerent assumptions on g(n).
2.1. g(n) nondecreasing
Proposition 1. If g(n) is nondecreasing for n¿1 then
f(n)¿
∑
k¿1
g(n=k) (n¿ 1): (5)
For methodological interests, we give two diHerent proofs, each applicable to derive
more general lower bounds. Write A(n)=
∑
k¿1 g(n=k). By induction, we need only
to prove that
A(n)6 A(j) + A(n− j) + g(n); (6)
for 16j¡n. Note that f(n) is the maximal solution of all sequences satisfying the
subadditive inequality (6) (and A(1)= 0).
First proof of (6). Assume by symmetry j6n=2. By collecting likewise terms, A(n)
can be written as
A(n) =
∑
26k6n
(⌈
n
k − 1
⌉
−
⌈n
k
⌉)
g(k):
Then
A(n)− A(j)− A(n− j) = ∑
26k6n
(n;j(k − 1)− n;j(k))g(k);
where
n;j(k) :=
⌈n
k
⌉
−
⌈
j
k
⌉
−
⌈
n− j
k
⌉
:
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Noting that n; j(k) assumes either 0 or −1 for 16j¡n and that n; j(1)= 0, n; j(n)=
−1, n; j(n− 1)=0, we have
A(n)− A(j)− A(n− j) = g(n) + ∑
26k6n−2
n;j(k)(g(k + 1)− g(k))
6 g(n);
as required.
In general, any sum of the form
X (n) :=
∑
16k6n
(xn;k−1 − xn;k)g(k);
with X (1) := 0, is a lower bound of f(n) if n; j(k) := xn; k − xj; k − xn−j; k satis5es
n;j(k)
{
6 0; if 16 k ¡ n;
¿ −1; if k = n:
Second proof of (6). De5ne k0 = 1 and for i¿1
ki = min
{
k ¿ 1 :
⌈
j
k
⌉
¡
⌈
n
k + i
⌉}
:
De5ne ki = n+ 1 if j=k¿n=(k + i) for 16k6n. Using the inequalities
j
ki
+ 16
⌈
j
ki
⌉
+ 16
⌈
n
ki + i
⌉
;
n− 1
ki + i
+ 1¿
⌈
n
ki + i
⌉
;
we have
n− j ¿ (ki + i)
⌈
n
ki + i
⌉
− ki − i + 1− ki
⌈
n
ki + i
⌉
+ ki = i
⌈
n
ki + i
⌉
− i + 1;
which implies that⌈
n− j
i
⌉
¿
⌈
n
ki + i
⌉
:
Thus
A(n)− g(n) = ∑
k¿1
g
(⌈
n
k + 1
⌉)
=
∑
i¿1
g
(⌈
n
ki + i
⌉)
+
∑
i¿0
∑
ki6k¡ki+1
g
(⌈
n
k + i + 1
⌉)
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6
∑
i¿1
g
(⌈
n− j
i
⌉)
+
∑
i¿0
∑
ki6k¡ki+1
g
(⌈
j
k
⌉)
= A(n− j) + ∑
k¿1
g
(⌈
j
k
⌉)
= A(n− j) + A(j):
This completes the proof of (6).
More generally, de5ne Y (1) := 0 and
Y (n) :=
∑
16k6n
g(yn;k) (n¿ 2);
where yn; k is nonincreasing in k for 5xed n and yn;1 = n. If yn; k satis5es the inequality
max{yj;k ; yn−j;i}¿ yn;k+i ;
for 16k6j; 16i6n− j, and k+ i6n, then Y (n)6f(n). The proof follows the same
line as above and is omitted.
The form of the lower bound (5) was inspired from the upper bound
∑
k¿2 g(n=k)
for F(n) derived in [2,55]. Both of our proofs apply mutatis mutandis to F(n) and
are much shorter; see Section 4.
Both sequences  (n) and (n) can be expressed completely in terms of g(n) as
follows. For n¿1
 (n) =
∑
06k6Ln
[
2kg
(⌊ n
2k
⌋)
+ 2k
{ n
2k
}(
g
(⌊ n
2k
⌋
+ 1
)
− g
(⌊ n
2k
⌋))]
; (7)
(n) =
∑
06k6Ln
[⌊ n
2k
⌋
(g(2k+1)− g(2k))− g(2k+1) + g
(
2k
(
1 +
{ n
2k
}))]
; (8)
see [22,30,32],
From the recursive de5nitions and these expressions, one easily derives the following
bounds.
Corollary 1. If g(n) is nondecreasing, then
∑
06k6Ln
2kg
(⌊ n
2k
⌋)
6  (n)6
∑
06k6Ln
2kg
(⌈ n
2k
⌉)
; (9)
and ∑
06k6Ln
⌊ n
2k
⌋
g(2k)6 (n)6 g(n) +
∑
06k6Ln
⌈ n
2k
⌉
g(2k): (10)
It is interesting to compare the corresponding terms in both bounds.
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Proposition 2. If g(n) is nondecreasing then for all n¿1
 (n) + g(n)
2
6 f(n)6  (n); (11)
(n) + g(n)− g(!(n))
2
6 f(n)6 (n); (12)
where
!(n) =
{
max{2(n); n− 2(n)}; if |n− 2(n)+1| ¿ 1;
0; if |n− 2(n)+1|6 1:
Furthermore, if g(2)¿0, then for n¿3
f(n)¿
 (n) + g(n) + n=2g(2)
2
: (13)
Proof. The 5rst inequalities (11) follow from (9) and the relations
2f(n)¿ 2A(n)¿ 2g(n) + 2g(n=2) + 4g(n=4) + · · · :
To prove the better bound (13), observe that for n¿2
 (n)6
∑
06k6Ln−1
2kg
(⌈ n
2k
⌉)
+
⌊n
2
⌋
g(2);
since the number of terms contributing to g(2) in (7) is at most n=2. Now
2f(n)¿ 2A(n)
¿ g(n) +
∑
06k6Ln−1
2kg
(⌈ n
2k
⌉)
+ 2(n− 1− 2Ln−1)g(2):
Since
n− 1− 2Ln−1 ¿
⌊n
2
⌋
;
for 2Ln¡n¡2Ln+1, (13) follows when n = 2Ln . But (13) is easily checked when n=2Ln .
This proves (13).
For the inequalities (12), we 5rst prove the inequality
∑
k¿2
g
(⌈
j
k
⌉)
+
∑
k¿2
g
(⌈
n− j
k
⌉)
6
∑
k¿3
g
(⌈n
k
⌉)
; (14)
for n=26j62n=3. [Compare this inequality with (6).] We sketch the proof since it is
similar to the second proof of (6). Observe 5rst that
min
{
j
k
;
n− j
i
}
6
n
i + k
(i; k ¿ 2):
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De5ne for i¿1
ki := min
{
k ¿ 2 :
j
k
¡
n− j
i + 1
}
:
Then
n− j
i + 1
6
n
ki + i
; and
j
k
6
n
k + i + 1
;
for k¿ki and i¿1. The remaining proof uses the same last step of the second proof
of (6) (with the inequality reversed).
We now apply induction and (14) to prove that
(n)6 2A(n)− g(n) + g(!(n)) (n¿ 1):
By induction,
(2(n)) + (n− 2(n))6 2 ∑
k¿2
(
g
(⌈
2(n)
k
⌉)
+ g
(⌈
n− 2(n)
k
⌉))
+ g(2(n)) + g(n− 2(n)) + g(!(n− 2(n))); (15)
since !(2(n))= 0. If !(n)= 0 then
g(2(n)) + g(n− 2(n))6 2g(n=2);
and !(n− 2(n))= 0. If !(n)¿0 then
g(2(n)) + g(n− 2(n))6 g(n=2) + g(!(n));
and
g(!(n− 2(n)))6 g(n=2):
It follows, by (14) and (15), that
(n) = (2(n)) + (n− 2(n)) + g(n)
6 2
∑
k¿3
g(n=k) + 2g(n=2) + g(!(n)) + g(n)
= 2A(n)− g(n) + g(!(n)):
This proves the lower bound of (12).
Corollary 2. Any divide-and-conquer algorithms using either the half-half rule or the
balanced power-of-two rule have their costs at most twice the optimum (minimum)
value if the “merge cost” is nondecreasing.
H.-K. Hwang, T.-H. Tsai / Theoretical Computer Science 290 (2003) 1475–1501 1483
2.2. g(n)=n nondecreasing
In case when g(n)=n is nondecreasing, we have a stronger lower bound when g(n)
does not grow too fast. Indeed we prove a more general result covering the case of
nondecreasing g(n)=n as a special case.
Proposition 3. Let ‘(n) := g(n)=n¿0. De5ne
"(k) := min
2k6m¡2k+1
‘(m) (k ¿ 0):
If "(k) is nondecreasing then
B(n) := n
∑
06k6Ln
"(k)− 2Ln+1"(Ln)6 f(n);
for n¿1.
Proof. Since B(1)=−‘(1)= 0, it suNces to prove that
B(n)− B(j)− B(n− j)6 g(n); (16)
for 16j¡n and n¿2. Assume j6n=2. There are two cases: Ln−j =Ln and Ln−j =
Ln − 1.
If Ln−j =Ln, then the inequality (16) is equivalent to
j
∑
Lj¡k6Ln
"(k) + 2Lj+1"(Lj)6 n‘(n):
By applying the inequalities j¡2Lj+1 and a62a − 1 for integral a¿0, we have
j
∑
Lj¡k6Ln
"(k) + 2Lj+1"(Lj)6 j‘(n) + 2Lj+1(Ln − Lj − 1)‘(n) + 2Lj+1‘(n)
6 j‘(n) + 2Lj+1
(
2Ln−Lj−1 − 1) ‘(n) + 2Lj+1‘(n)
= (j + 2Ln)‘(n)
6 (j + n− j)‘(n)
= n‘(n);
as desired.
On the other hand, if Ln−j =Ln − 1, then the inequality (16) becomes
j
∑
Lj¡k¡Ln
"(k)6 n‘(n)− n"(Ln) + 2Ln+1"(Ln)− 2Lj+1"(Lj)− 2Ln"(Ln − 1):
So we need only to prove the inequality
j
∑
Lj¡k¡Ln
"(k)6 2Ln+1"(Ln)− 2Lj+1"(Lj)− 2Ln"(Ln − 1): (17)
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By the same argument as above, we have
j
∑
Lj¡k¡Ln
"(2k)6 (2Ln − 2Lj+1)"(Ln − 1);
which is obviously not greater than the right-hand side of (17). This completes the
proof.
Corollary 3. If g(n)=n is nondecreasing, then
n
∑
06k6Ln
g(2k)=2k − 2g(2Ln)6 f(n);
for n¿1.
3. Asymptotics of f (n)
We derive asymptotic approximations for f(n) under diHerent assumptions on the
growth order of g(n).
3.1. g(n) rapidly growing
Intuitively, when g(n) grows faster than any power of n, the total cost f(n) is
dominated by g(n), further divide-and-conquer cost being asymptotically negligible.
Theorem 1. If g(n) satis5es
g(n)
max{g(n=2); g(n=2)} → ∞; (18)
as n→∞, then
f(n) ∼  (n) ∼ g(n):
Proof. By assumption (18), for any M¿0, there exists n0¿1 such that
g(n=2)6 g(n)
M
; g(n=2)6 g(n)
M
;
for n¿n0. Then, by (7),
 (n)− g(n)6 ∑
Ln−Ln0+16k6Ln
O(2k) +
∑
16k6Ln−Ln0
2k
(
g
(⌊ n
2k
⌋)
+ g
(⌈ n
2k
⌉))
6O(n) + 2
∑
k¿1
(
2
M
)k
g(n)
= o(g(n));
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where we used the identities⌊n=2k
2
⌋
=
⌊ n
2k+1
⌋
;
⌈n=2k
2
⌉
=
⌈ n
2k+1
⌉
(06 k 6 Ln): (19)
Since g(n)6f(n)6 (n), this proves the theorem.
The truncating argument used in the proof will be applied again later.
A typical example of functions g(n) satisfying (18) is g(n)= ecn

, where c; ¿0.
Note that (n) is in general larger than  (n) when g is rapidly growing. We need
stronger conditions on g in order that (n)∼ g(n).
3.2. g(n) regularly varying
We 5rst prove an asymptotic version of Hammersley and Grimmett’s [22] result.
Proposition 4. If g(n) ∼ v(n), where v(n) is nondecreasing and convex for n¿3 with
v(1)= 0, then
f(n) ∼  [g](n) ∼  [v](n); (20)
on the other hand, if v(n) is nondecreasing, concave for n¿3; v(1)= 0 and
∑
16k6Ln
v(2k)=2k diverges with n, then
f(n) ∼ [g](n) ∼ [v](n) ∼ n ∑
16k6Ln
v(2k)=2k : (21)
Proof. By assumption, for any (¿0, there exists n0¿0 such that
(1− ()v(n)6 g(n)6 (1 + ()v(n) (n¿ n0):
Let
e(n) =
{
(1− ()v(n)− g(n); if g(n) ¡ (1− ()v(n);
0; otherwise:
Then (1− ()v(n)− e(n)6g(n) for n¿1. From this we deduce that
 [(1− ()v](n) + f[−e](n) = f[(1− ()v](n) + f[−e](n)
6f[(1− ()v− e](n)6 f[g](n)6  [g](n);
where the “= ” sign follows from applying Hammersley and Grimmett’s [22] result.
Since e(n)= 0 for n¿n0, we have
f[−e](n) = O(n):
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But v(n) is nondecreasing, we have, by (9),
 [v](n)¿
∑
06k6Ln
2kv(n=2k)
¿
∑
06k6Ln
2kv(2Ln−k)
¿ 2Ln
∑
06k6Ln
v(2k)
2k
¿
n
2
∑
06k6Ln
v(2k)
2k
;
which implies that
f[−e](n) = o( [v](n)):
Thus
1− (+ o(1) =  [(1− ()v](n) + f[−e](n)
 [v](n)
6
f[g](n)
 [v](n)
6
 [g](n)
 [v](n)
6 1 + (+ o(1):
Since ( is arbitrary, it follows that
f[g](n)
 [v](n)
→ 1 and  [g](n)
 [v](n)
→ 1;
from which we conclude that
f[g](n)
 [g](n)
→ 1:
This proves (20). The proof of (21) is similar and omitted.
Recall that a function ‘(n) is slowly varying (see [4]) if
‘(bn)
‘(n)
∼ 1;
for all b¿0, as n→∞.
Theorem 2. If g(n)∼ n‘(n), where ¿1 and ‘(n) is slowly varying, then
f(n) ∼  (n) ∼ n‘(n)=(1− 21−):
Proof. First observe that the sequence g1(n) := n‘(n) is asymptotically convex
g1(n+ 1)− 2g1(n) + g1(n− 1) ∼ (− 1)n−2‘(n) ¿ 0;
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for ¿0. We now apply Proposition 4, using the same truncating argument as in the
proof of Theorem 1 if needed, and we obtain
f(n) ∼  [g1](n);
the error introduced being O(n). By (9) and slow variation of ‘(n),
 [g1](n)∼
∑
k¿1
2k
⌊ n
2k
⌋
‘
(⌊ n
2k
⌋)
= n‘(n)
∑
k¿1
2−k(−1)
‘(n=2k)
‘(n)
:
It remains to show that
∑
k¿1
2−k(−1)
‘(n=2k)
‘(n)
∼ ∑
k¿1
2−k(−1) = (1− 21−)−1: (22)
Then, by slow variation and (19), there is a c0¿0 such that for k¿0
‘(n=2k)
‘(n)
=
‘(n=2k)
‘(n=2k−1) ·
‘(n=2k−1)
‘(n=2k−2) · · ·
‘(n=2Ln−Ln0+1)
‘(n=2Ln−Ln0 )
· ‘(n=2
Ln−Ln0 )
‘(n=2Ln−Ln0−1) · · ·
‘(n=2)
‘(n)
6 c0ek;
since n=2Ln−Ln0−1¿n0. Thus
∑
k¿k0
2−k(−1)
‘(n=2k)
‘(n)
→ 0;
as k0→∞. On the other hand, for 5xed k0,
∑
16k6k0
2−k(−1)
‘(n=2k)
‘(n)
→ ∑
16k6k0
2−k(−1):
Thus that for any (¿0, there is an M¿0 such for k0¿M
lim sup
n→∞
∑
k¿1 2
−k(−1)‘(n=2k)=‘(n)∑
k¿1 2
−k(−1) 6
∑
k6k0 2
−k(−1) + (∑
k¿1 2
−k(−1) ;
and
lim inf
n→∞
∑
k¿1 2
−k(−1)‘(n=2k)=‘(n)∑
k¿1 2
−k(−1) ¿
∑
k6k0 2
−k(−1)∑
k¿1
2−k(−1)
:
This proves (22) and the proposition.
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3.3. g(n) almost linear
We consider in this section the case g(n)∼ n‘(n), where ‘(n) is slowly varying. This
case is more involved than previous cases because we have no a priori information on
convexity or concavity (even asymptotically).
Theorem 3. If g(n)∼ n‘(n), where ‘(n) is slowly varying, then
f(n) ∼  (n) ∼ (n) ∼ n ∑
06k6Ln
‘(2k);
provided that
∑
06k6Ln ‘(2
k)→∞.
In the special case when ‘(n) is nondecreasing, the theorem follows directly from
Corollary 3, (9), and (10); also if n‘(n) is asymptotically concave, the theorem follows
from Proposition 4. Note that the lower bound A(n) satis5es (g(n) being eventually
nondecreasing)
A(n) ∼ n ∑
16j6n
‘(j)=j ∼ (log 2)n ∑
06k6Ln
‘(2k) ∼ (log 2)f(n);
by slow variation, which is insuNcient for asymptotic equivalence of f(n).
Proof. Obviously, f(n)6min{ (n); (n)}, and by (9) and (10),
 (n) ∼ (n) ∼ n ∑
06k6Ln
‘(2k):
Thus, in particular,
lim sup
n→∞
 (n)
n
∑
06k6Ln ‘(2
k)
6 1; lim sup
n→∞
(n)
n
∑
06k6Ln ‘(2
k)
6 1:
It remains to prove that
lim inf
n→∞
f(n)
n
∑
06k6Ln ‘(2
k)
¿ 1: (23)
To that purpose, we need the uniform convergence theorem for slowly varying func-
tions, which states that the convergence ‘(bn)=‘(n)→ 1 is uniform on any 5nite
interval of the positive real line; see [4, Section 1.2]
Then, for 5xed 0¡(¡1, there exists n1¿0 such that for all n¿n1
‘(bn)
‘(n)
6 1 +
(
4
; (24)
uniformly for 1=46b61. On the other hand, by assumption, there exists n2¿0 such
that for all n¿n2
n‘(n)
g(n)
6 1 + (:
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Take n0 := max{n1; n2}. De5ne
‘0(n) =
{
0; if n ¡ n0;
‘(n); if n¿ n0;
and for n¿1
C(n) :=
n
∑
06k6Ln ‘0(2
k)− 2Ln+1‘0(2Ln)
(1 + ()2
:
We show that C(n) satis5es the subadditivity
C(n)6 C(j) + C(n− j) + g(n); (25)
for n¿2 and 16j¡n; this will imply that C(n)6f(n) for n¿1, and that
lim inf
n→∞
f(n)
n
∑
06k6Ln ‘0(2
k)− 2Ln+1‘0(2Ln) ¿
1
(1 + ()2
:
Since ( is arbitrary, we then obtain (23) by noting that
n
∑
06k6Ln
‘(2k) = n
∑
06k6Ln
‘0(2k) + O(n);
and
‘(2Ln) = o
( ∑
06k6Ln
‘(2k)
)
:
To prove (25), we assume j6n=2. Then Lj6Ln− 1 and Ln−j =Ln or Ln−j =Ln− 1.
If Ln−j =Ln, then
(1 + ()2(C(n)− C(j)− C(n− j)) = j‘0(2Ln) + j
∑
Lj¡k¡Ln
‘0(2k) + 2Lj+1‘0(2Lj)
=:*1;
if Ln−j =Ln − 1, then
(1 + ()2(C(n)− C(j)− C(n− j))
= n‘0(2Ln) + j
∑
Lj¡k¡Ln
‘0(2k) + 2Lj+1‘0(2Lj) + 2Ln‘0(2Ln−1)− 2Ln+1‘0(2Ln)
=: *2:
We prove that
max{*1; *2}6 (1 + ()n‘(n);
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which implies that
C(n)− C(j)− C(n− j)6 n‘0(n)
1 + (
6 g(n);
proving (25).
First we have, by (24),
j
∑
Lj¡k¡Ln
‘0(2k) + 2Lj+1‘0(2Lj)6 2Lj+1
∑
16k6Ln−Lj
‘0(2Ln−k)
6 2Lj+1
∑
16k6Ln−Lj
(1 + (=4)k=2‘0(2Ln)
6 (1 + (=4)2Lj+1
∑
16k6Ln−Lj
2k=2−1‘0(2Ln)
6 (1 + (=4)2Ln‘0(2Ln):
Thus, we have
*1 ¡j‘0(2Ln) + (1 + (=4)2Ln‘0(2Ln)
6 (1 + (=4)2(j + 2Ln)‘0(n)
6 (1 + ()n‘0(n);
where we used the inequality 2Ln−j =2Ln6n− j.
Similarly,
*2 ¡n‘0(2Ln) + (1 + (=4)2Ln‘0(n) + 2Ln‘0(2Ln−1)− 2Ln+1‘0(2Ln)
6 (n+ (1 + (=4)2Ln + (1 + (=4)2Ln − 2Ln+1)‘0(2Ln)
= (n+ (2Ln−1)(1 + (=4)‘0(n)
6 (1 + ()n‘0(n):
This completes the proof.
Corollary 4. If g(n)∼ n(log2 n), where ¿−1, then
f(n) ∼ n(log2 n)
+1
+ 1
;
if g(n)∼ n= log2 n, then
f(n) ∼ n log2 log2 n:
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4. Asymptotics of F(n)
The previous results and methods of proof for f(n) also apply to F(n). We list the
corresponding results with a sketch of proof if necessary.
4.1. Batty and Rogers’s result
Batty and Rogers [3] derived an analogous version for F(n) of Hammersley and
Grimmett’s results mentioned in Introduction. That is,
• if g(n) is nonincreasing then F(n)= ∑16k¡n g(k);
• if g(n) is nondecreasing and convex, namely g(n + 1) − 2g(n) + g(n − 1)¿0 for
n¿2, then F(n)=  [g∗](n), where g∗(n) := g(n=2).
• if g(n) is nondecreasing and concave, namely g(n+1)−2g(n)+g(n−1)60 for n¿2,
then F(n)=[g†](n), where g†(n) := g(min{2(n); n − 2(n)}); also F(n)=’(n),
where
’(n) =’(2log2 n=2) + ’(n− 2log2 n=2)
+ g(min{2log2 n=2; n− 2log2 n=2}) (n¿ 2);
with ’(1) = F(1).
The last recurrence appeared in the analysis of bottom-up mergesort; see [44]. Note
that 2log2 n=2 is the largest power of two less than n.
For an extension of the above result, see [39].
4.2. Upper bounds
The following result is due to Alonso et al. [2] and Wang [55].
Proposition 5. If g(n) is nondecreasing, then for n¿1,
F(n)6
∑
k¿2
g(n=k):
Proof. Both of our proofs for (6) applies. The 5rst proof runs as follows. Let
Z(n) :=
∑
k¿2
g(n=k) = −g(n) + ∑
k¿2
(⌊n
k
⌋
−
⌊
n
k + 1
⌋)
g(k):
Assume 16j6n=2. Then
Z(n)− Z(j)− Z(n− j) =−g(n) + g(j) + g(n− j)
+
∑
k¿2
(-n;j(k)− -n;j(k + 1))g(k);
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where -n; j(k) := n=k − j=k − (n − j)=k assumes either 0 or 1. Since -n; j(k)= 1
for n− j¡k6n, we have
Z(n)− Z(j)− Z(n− j)¿−g(n) + g(j) + g(n− j)
+
∑
n−j¡k6n
-n;j(k)(g(k)− g(k − 1))
= g(j);
proving, by induction and superadditivity, that F(n)6Z(n). The second proof is
omitted.
Corollary 5. For nondecreasing g(n) and n¿2
 [g∗](n)6 F(n)6 2 [g∗](n)− g(n=2) + g(n=3);
and
[g†](n)6 F(n)6 2[g†](n) + g(n=2):
Wang [55] proved that F(n)62 [g∗](n).
By (9) and (10), we have that if g(n) is nondecreasing, then
∑
16k6Ln
2k−1g
(⌊ n
2k
⌋)
6  [g∗](n)6
∑
16k6Ln
2k−1g
(⌈ n
2k
⌉)
;
and ∑
16k6Ln
⌊ n
2k
⌋
g(2k−1)6 [g†](n)6 g†(n) +
∑
16k6Ln
⌈ n
2k
⌉
g(2k−1):
Proposition 6. Let
"(k) := max
2k6m¡2k+1
g(m)=m (k ¿ 0):
If "(k)= 0 for 06k¡k0 and is nonincreasing for k¿k0, where k0¿1, then for n¿2k0
F(n)6
n
2
∑
06k¡Ln
"(k)− 2Ln"(Ln) + n"(k0):
This diHers from Proposition 3 where "(k) is nondecreasing! The proof is similar.
4.3. Asymptotic approximations
Theorem 4. If g(n)=max{g(n=2); g(n=2)}→∞, then
F(n) ∼  [g∗](n) ∼ g(n=2):
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Proposition 7. If g(n)∼ v(n), where v(n) is nondecreasing and convex for n¿2, then
(v(1) := 0)
F(n) ∼  [v∗](n);
where v∗(n) := v(n=2); if v(n) is nondecreasing, concave for n¿2 and the series∑
k v(2
k)=2k diverges, then (v(1) := 0)
F(n) ∼ [v†](n) ∼ n
2
∑
16k¡Ln
v(2k)
2k
;
where v†(n) := v(min{2(n); n− 2(n)}).
Theorem 5. If g(n)∼ v(n) := n‘(n), where ‘(n) is slowly varying, then for ¿1
F(n) ∼  [v∗](n) ∼ n
‘(n)
2(1− 21−) ;
and for =1
F(n) ∼  [v∗](n) ∼ [v†](n) ∼ n
2
∑
16k¡Ln
‘(2k); (26)
when
∑
16k¡Ln ‘(2
k)→∞.
We sketch the proof of (26), which proceeds along the same line of the proof of
Theorem 3. For 0¡(¡1, choose n0¿0 so large that
‘(bn)
‘(n)
¿ 1− ( (n¿ n0);
for 126b61 and that
n‘(n)
g(n)
¿ 1− ( (n¿ n0):
Instead of C(n), we now take
D(n) =
(1=2 + 2()n
∑
16k¡Ln ‘0(2
k)− 2Ln‘0(2Ln) + n‘(n0)
(1− ()2 ;
where
‘0(n) =
{
‘(n0); if n6 n0;
‘(n); if n ¿ n0:
Then in a similar manner we can prove that
D(n)¿ D(j) + D(n− j) + g(j);
for 16j6n=2 and n¿2. From this inequality and the same liminf and limsup argu-
ments as the proof of Theorem 3, we obtain (26).
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5. Optimal power-of-two rule
While the usual half-half rule is almost the synonym of divide-and-conquer in di-
verse problems, there are many problems for which the balanced power-of-two rule
(n → (2log2 2n=3; n− 2log2 2n=3)) are de5nitely better, notably problems related to HuH-
man coding; see for instance [7,8,12,18,25,22,31]. We prove in this section that if one
has to divide one of the two subproblems in size that is a power-of-two, then the
best strategy is the balanced power-of-two rule, provided that the “merge cost” is
nondecreasing.
In [8], it was proved (implicitly) that among the class of sequences de5ned by
T (n; 0) = min
16j¡n
{T (2log2 0n; 0) + T (n− 2log2 0n; 0)}+ g(n) (n¿ 2);
with T (1; 0) := 0, where 1260¡1, the sequence T (n;
2
3 ) satis5es T (n;
2
3 )6T (n; 0) when
g(n) is nondecreasing. This proves the optimality of the balanced power-of-two rule in
this class of divide-and-conquer algorithms when the “merge cost” is nondecreasing.
Theorem 6. De5ne the sequence
h(n) = min
162j¡n
{h(2j) + h(n− 2j)}+ g(n) (n¿ 2);
with h(1) := 0. If g(n) is nondecreasing, then h(n)=(n)=T (n; 23 ), namely, the
balanced power-of-two rule is the best power-of-two rule.
Proof. We need only to prove that
(2j) + (n− 2j)¿ (n)− g(n);
for 162j¡n. For simplicity, write k = (n). Thus 3·2k−16n¡3·2k . We use induction.
First, if j= k + 1, then 2j¿n− 2j−1. We have, by induction hypothesis,
(2k+1) + (n− 2k+1) = (2k) + (2k) + g(2k+1) + (n− 2k+1)
= (2k) + ((2k) + (n− 2k+1)) + g(2k+1)
¿(2k) + ((n− 2k)− g(n− 2k)) + g(2k+1)
¿(2k) + (n− 2k):
Second, if j6k − 1 and (n− 2j)= k, then, similarly as above,
(2j) + (n− 2j) = (2j) + (2k) + (n− 2j − 2k) + g(n− 2j)
= ((2j) + (n− 2j − 2k)) + (2k) + g(n− 2j)
¿(n− 2k)− g(n− 2k) + (2k) + g(n− 2j)
¿(2k) + (n− 2k);
since g(n− 2j)¿g(n− 2k).
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Finally, if j6k − 1 and (n− 2j)= k − 1, then (n− 2k−1)= k − 1, and we have
(2j) + (n− 2j) = (2j) + (2k−1) + (n− 2j − 2k−1) + g(n− 2j)
= ((2j) + (n− 2j − 2k−1)) + (2k−1) + g(n− 2j)
¿(n− 2k−1)− g(n− 2k−1) + (2k−1) + g(n− 2j)
= (2k−1) + (n− 2k) + (2k−1) + g(n− 2j)
= (2k−1) + (2k−1)
+ g(2k)− g(2k) + g(n− 2j) + (n− 2k)
¿(2k) + (n− 2k);
since g(n− 2j)¿g(2k). The proof is complete.
In a parallel way, we also have the following result.
Theorem 7. De5ne
H (n) = max
162j¡n
{H (2j) + H (n− 2j) + min{g(2j); g(n− 2j)}} (n¿ 2);
with H (1) := 0. If g(n) is nondecreasing, then H (n) attains the maximum value with
the choice j= (n).
6. Applications
Finding min and max: Consider 5rst the problem of 5nding the minimum and
the maximum in a sequence of n numbers. The least number of comparisons W (n)
in the worst case (among all algorithms using only comparisons) is known to be
W (n)= 3n=2 − 2 for n¿1; see [48]. This problem is used as one of the standard
divide-and-conquer examples in most textbooks (see [1]). The associated recurrence
for the cost (of the half-half algorithm) is given by (2) with g(1)= 0, g(2)= 1 and
g(n)= 2 for n¿3. The solution satis5es, by (7),
 (n) =
{
2n− 2Ln−1 − 2; if n=2Ln−1 = 2;
n+ 2Ln − 2; if n=2Ln−1 = 3;
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which can be written as  (n)=P(log2 n)n − 2, where P(t)=P({t}) is a continuous
periodic function of period 1 de5ned by
P(t) =
{
2− 2−1−t ; if 06 t ¡ log2 3− 1;
1 + 2−t ; if log2 3− 16 t ¡ 1:
Note that the maximum value of P(t) is equal to 53 and that  (n)= 3n=2 − 2 for
n=2k−1; 2k ; 2k+1, and these n’s only! The algorithm (using the half-half rule) is thus
not optimal for other values of n. On the other hand, since g(n) is obviously concave
for n¿3, we have, by (8),
f(n) = (n) = 3n=2 − 2:
The balanced power-of-two rule is optimal for this problem for all n¿1. Indeed
the minimum value of f(n) is achieved for all j such that (j mod 2) + (n − j mod
2)6(nmod 2). In other words, if n is odd, then any 16j¡n is optimal; if n is even,
then j must be even. This means that the reason why the half-half divide-and-conquer
rule is not optimal is that it divides the problem of even size into two subproblems of
odd sizes.
Binomial group testing: The recurrence (1) with g(n)= 1 − qn, 06q¡1, appeared
in the analysis of a modi5ed binomial group testing (see [31,43]). From (8), it follows
that
f(n)
n
∼ 1− ∑
k¿1
2−kq2
k
:
Also tight bounds are provided by (10).
Linear function: mergesort, in-situ permutations, etc.: The most frequently encoun-
tered case is when g(n)= n (or g(n)= n − 1). In this case both f(n) and F(n) were
extensively studied. The solution of f(n) is given by (with g(n)= n)
f(n) = nLn + 2n− 2Ln+1 (n¿ 1):
This function has the property that f(n)=f(j) + f(n− j) + g(n) for
min{2(n); n− 2(n)}6 j 6 max{2(n); n− 2(n)};
which can be easily proved by using the expression f(n)=
∑
26k6nlog2 n+ n− 1;
see [3,56]. From an algorithmic point of view, this means that the divide-and-conquer
in each step can be more Kexible if the “merge cost” is linear.
Some concrete problems involving essentially f(n) are listed below.
• Optimal search in a sorted array: see Wong [6,17,20,41,56];
• Best-case cost of quicksort and worst-case cost of mergesort: see [8,13,19].
The function F(n) satis5es (with g(n)= n)
F(n) = F(n=2) + F(n=2) + n=2
= F(2(n)) + F(n− 2(n)) + min{2(n); n− 2(n)}
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= F(2log2 n=2) + F(n− 2log2 n=2) + n− 2log2 n=2
=
∑
16k¡n
7(k);
where 7(n) denotes the number of 1’s in the dyadic representation of n. Such an F(n)
appeared in many diHerent problems; a brief list is as follows.
• Algorithms for in-situ permutations: see [20,36];
• A set merging process: see [40];
• Connecting edges in n-cubes: see [24];
• Merging networks: see [29];
• Maximum external left length of binary trees: see [38];
• Boustradophedonic random generation of labelled combinatorial structures: see [15];
• Best-case cost of mergesorts: see [8,13,44].
It is well known that F(n)=n= 12 log2 n+ Q(log2 n), where Q(u) is continuous, pe-
riodic, and nowhere diHerentiable; see [10,14]. A complete characterization of indices
for which F(n)=F(j) + F(n− j) + j is given by McIlroy [40]. This characterization
may have further algorithmic applications.
On the other hand, take g(n)= n=2. Although the indices j at which f(n) attain
the minimum value have no obvious pattern, our result readily gives f(n)∼ 12 n log2 n.
Cases when g= g(j; n− j) are dependent on both j and n: Our results can also be
applied to give eHective bounds when g depends not only on n but also on j. The
general pattern of the recurrence is
f(n) = min
16j¡n
{f(j) + f(n− j) + g(j; n− j)} (n¿ 2);
with f(1) given. For example, g(x; y) = ax + by and g(x; y)= ax(x + y) + b(x + y)
appeared in dichotomous search problems (see [3,26,27,42]) and in matching heuristics
(see [33]), and
g(x; y) = x + y − x=(y + 1)− y=(x + 1);
g(x; y) =
x(2x + y)
(y + 1)(y + 2)
+
y(2y + x)
(x + 1)(x + 2)
−
(
x
y + 1
+
y
x + 1
)2
; (27)
appeared in mergesort (see [8]). Since the minimum and maximum values of g(j; n−j)
for 16j¡n depend only on n (often in a simple way), we can apply previous results
to obtain useful bounds on f(n). For example, if g(j; n− j)= aj + bn, then
(b+ o(1))n log2 n6 f(n)6 (a+ b+ o(1))n log2 n;
provided that a; b¿0; the other cases when one or both of them is negative can be
considered similarly. For a uni5ed treatment of search problems, see [28]. When g is
given by (27), one can obtain more precise asymptotic approximation for f(n)
f(n) = cn+O(log2 n);
see [8] for more details and the expression of c.
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7. Extensions
Many problems arise from our investigation; we mention some of these as follows.
Range of optimal indices: Based on simulations, we conjecture that if g(n) is non-
decreasing, then the largest index j∗= j∗(n)6n=2 for which
f(n) = f(j∗) + f(n− j∗) + g(n);
satis5es
lim inf
n→∞
j∗(n)
n
¿ 1=3:
The result, if correct, would reduce considerably the computational complexity of f(n).
Deeper connections between f(n) and F(n)? Why there are so many similarities
between the two sequences f(n) and F(n)? Is there a more uni5ed framework based on,
say the theory of dynamic programming, to provide more “structural interpretations?”
Our results imply that for nondecreasing g(n),
F(n) + g(n)6
∑
j¿1
g(n=j)6 ∑
j¿1
g(n=j)6 f(n);
and that when g(n)∼ n‘(n); ¿1,
F(n) ∼ f(n)
2
:
[When =1, we need
∑
2j6n ‘(2
j)→∞.] How universal is the last estimate? and is
there an intuitive interpretation of the constant 1=2? [The above estimate holds also for
g(n)= log2 n.]
Limit constants of subadditive sequences: As mentioned in Introduction, the determi-
nation of the limit f(n)=n, when f(n) is linear, is in general a very challenging prob-
lem. A problem closer to the main theme of this paper is the constant limn→∞ f(n)=n
when g(n)∼ n‘(n), where 0¡¡1. Our estimates (5), (9) and (10) provide bounds
for the limit constant when g(n) is nondecreasing, but they are in general not tight
enough.
Error terms: What is the magnitude of growth of the second-order term in the
asymptotic expansion of f(n) if more information of g(n) is known? Our tools are in
most cases too weak for this problem.
Half-half or balanced power-of-two? A rough conclusion of our results would be to
prefer half-half rule when the “merge cost” g(n) is at least linear, and prefer balanced
power-of-two rule otherwise. Asymptotically, this would be suNcient for most practical
uses. The situations are, however, more complicated in general, notably the case of
linear f(n). For example, when g(n)= log2 n, we have  [g](n)6[g](n) for n¿1.
It would be interesting to 5nd practical conditions (more general than convexity and
concavity) under which one can prefer the use of balanced power-of-two rule to half-
half rule and vice versa.
Lower bounds for monotone g(n)=n: We derived precise lower bounds for f(n)
when g(n)=n is nondecreasing and for F(n) when g(n)=n is nonincreasing. What are
the corresponding bounds for the remaining cases?
H.-K. Hwang, T.-H. Tsai / Theoretical Computer Science 290 (2003) 1475–1501 1499
Limit constants of superadditive sequences: If g(n) is nondecreasing, is it true that
F(n)∼ cn iH ∑n¿1 g(n)=n2¡∞? This requires an extension of Hammersley’s subad-
ditive result (see [21]) to superadditive sequences.
8. Conclusions
From an algorithmic point of view, our results indicate that the usual half-half divide-
and-conquer rule is good (asymptotically optimal under suitable conditions) if its cost
 (n) is larger than linear, namely,  (n)=n→∞. The case when its cost is linear is
more delicate and reveals the intricacy of general subadditive problems, although the
balanced power-of-two rule outperforms other rules in certain cases.
The following dependence of the asymptotic behavior of f(n) on g(n) is obvious
from our results:
f(n) ∝


{g(1); g(2); g(3); g(4); : : : ; g(n)}; if f(n) is linear;
{g(1); g(2); g(4); g(8); : : : ; g(2Ln)}; if logf(n)= log n ∼ 1; f(n)=n →∞;
g(n); if limn→∞ logf(n)= log n ¿ 1:
But it should be pointed out that in the intermediate (second) case, the dependence of
f(n) on {g(2k)} may be misleading, because this result reKects mainly our assumption
of slow variation rather than the inherent structure of the underlying cost function. Thus
one cannot conclude from it that in order to improve the eNciency of the original
algorithm it suNces to improve subproblems of sizes a power of two.
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