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a b s t r a c t
An inverse problem is to determine unknown causes based on observation of their effects.
Such problems often arise in scientific research and engineering practice. In this paper
we present a parameter inversion method for a class of reaction-diffusion systems by the
use of the Picard contraction mapping. We firstly establish an approximate differential
equation model which corresponds to the given reaction-diffusion system, and discuss
the contractivity of the Picard mapping associated with the approximate model. Then we
provide an algorithm for recovering parameters of the reaction-diffusion system based on
the Collage theorem. Numerical tests show that the proposed method is efficient.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we present an extension of the Picard contraction mapping method(PCMM) for a class of inverse problems
of ordinary differential equations to inverse problems of reaction-diffusion systems. In paper [1], PCMM is proposed to solve
the following inverse problem of ODEs:
Given a target function x(t) ∈ Rn, find an ODE x˙ = f (x, t) that admits x(t) as either a solution or an approximate solution.
The essence of PCMM is the approximation of elements of a completemetric space by fixed points of contractive operators
on that space, phrased as follows [2]:
Let (X, dX ) denote a complete metric space and Con(X) the set of contraction maps on X. Now let x ∈ X be the target
element we wish to approximate. Given ε > 0, find a mapping Tε ∈ Con(X)with fixed point xε ∈ X such that dX (x, xε) < ε.
In fractal-based approximation methods, many problems related to the use of contraction maps have been investigated
by the use of the Collage theorem, such as fractal interpolation [3,4] and fractal image compression [5–7]. For example, in
the fractal image compression the mapping Tε is used to represent the target image x, often requiring much less computer
storage than x. The approximation xε to x is then generated by iteration: Pick an x0 ∈ X (e.g. a blank screen) and form the
iteration sequence xn+1 = Tεxn so that dX (xn, xε)→ 0 as n →∞.
In the PCMM framework of inverse problems for ODEs [1], the fixed point of the contractive Picard integral operator
associated with an ODE is viewed as an approximation of the target solution x(t), thus the inverse problem becomes one
of the finding optimal vector fields that define Picard operator. The algorithm that determines these vector fields by using
the minimization of the collage distance dX (x, Tx) is incredibly simple both in concept and in form. [1] has already shown
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that various parameter inversion problems for differential equations can be cast into the above PCMM framework, we
recommend readers to [8,9] for recent developments.
The importance of PCMM lies in thoughts and challenges on how the mathematical methods that underlie fractal image
compression could be used in other areas ofmathematics [10]. This paper continues the theme of thework in [1] and further
develops PCMM for reaction-diffusion systems. The general definition of the inverse problem for reaction-diffusion systems
can be expressed as the following:
Given a target solution surface u(x, t) for x ∈ Ω ⊂ Rn and t ∈ [t0, T ], find a reaction-diffusion system du/dt =
f (u,∆u, x, t)(where ∆ is the 2nd order differential operator) that admits u(x, t) as a solution or an approximate solution,
where f may be restricted to a prescribed class of vector functions, e.g. polynomial in u and∆u.
This paper is organized into four sections. In Section 2, we modify the theoretical setting of PCMM so that it covers the
method for solving reaction-diffusion systems. Then an approximate ODE system and the corresponding Picard integral
operator(denoted by W ) are introduced. The conditions that guarantee the contractivity of W are briefly reviewed, and
it is also shown that W is contractive with respect to an L2-based metric d. In Section 3, we present a framework and an
algorithm of parameter inversion for reaction-diffusion systems. Finally, in Section 4, two numerical examples are shown
to demonstrate the efficiency of the proposed algorithm.
2. Approximate differential equation model and Picard contraction mapping
LetΩ ⊂ Rd be a bounded region, t0 and T two positive constants satisfying t0 < T , and u(x, t) a vector function defined
as follows:
u(x, t) = (u1(x, t), u2(x, t), . . . , un(x, t)) ,
where (x, t) ∈ Ω × [t0, T ], u(·, t) ∈ C2(Ω) and u(x, ·) is a differentiable function.
Consider the following reaction-diffusion system
du
dt
= f (u,∆u, x, t), u(x, t0) = u(0)(x), (2.1)
where u(0)(x) =
(
u(0)1 (x), u
(0)
2 (x), . . . , u
(0)
n (x)
)
, u(0)i (x) ∈ C2(Ω) for i = 1, 2, . . . , n,∆ is the 2nd order differential operator,
and f = (f1, f2, . . . , fn) is a vector function with finite unknown parameters, fi(u,∆u, x, t)(1 ≤ i ≤ n) are, for the moment,
continuous.
In this paper, it is always assumed that the exact solution u∗(x, t) of the system (2.1) exists uniquely, where u∗(·, t) ∈
C2(Ω). By replacing the term∆u(x, t) of (2.1) with∆u∗(x, t), we gain an approximate differential equation model of (2.1)
du
dt
= f (u,∆u∗, x, t), u(x, t0) = u(0)(x), (2.2)
and the solution of (2.2) satisfies the equivalent integral equation
u(x, t) = u(0)(x)+
∫ t
t0
f (u(x, s),∆u∗(x, s), x, s)ds. (2.3)
To define the Picard operator W associated with Eq. (2.3), we firstly introduce a metric space. Let V˜ ([t0, T ],Ω) denote
the following function set:
V˜ ([t0, T ],Ω) = {u(x, t) : (x, t) ∈ Ω × [t0, T ] | u(·, t) ∈ L2(Ω), and u(x, ·) is a differentiable function},
and define the vector function space V (Ω) as follows:
V (Ω) = {u = (u1, . . . , un) |ui ∈ V˜
([t0, T ], L2(Ω)) , i = 1, . . . , n}.
In what follows, we introduce a metric on V (Ω). From a computational point of view, as in the fractal-based image
compression, it will be convenient to work with the L2 metric. For this purpose, the space V (Ω) is equipped with norm
‖u‖ =
(∫ T
t0
‖u(x, t)‖22dt
)1/2
, u ∈ V (Ω), (2.4)
where
‖u(x, t)‖2 =
(
n∑
i=1
‖ui(x, t)‖2L2
)1/2
, (2.5)
and
‖ui(x, t)‖L2 =
(∫
Ω
u2i (x, t)dx
)1/2
, i = 1, 2, . . . , n. (2.6)
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Note that ‖ · ‖2 and ‖ · ‖L2 are normal vector norm and L2-norm, respectively. To this end, the metric d associated with
the norm ‖ · ‖ can be defined as the following
d(u, v) = ‖u(t)− v(t)‖, ∀u, v ∈ V (Ω). (2.7)
It is known that the space V (Ω) is complete with respect to the metric d.
We next define the Picard operatorW associated with Eq. (2.3) as follows:
(Wu)(x, t) = u(0)(x)+
∫ t
t0
f (u(x, s),∆u∗(x, s), x, s)ds. (2.8)
It is clear thatW : V (Ω)→ V (Ω) andWu∗ = u∗.
Nowwe turn to discuss the contractivity of the operatorW .Without loss of generality, we let t0 = 0, u0(x) = 0. (Nonzero
values may be accommodated by appropriate shifting and scaling of parameters introduced below.) Let
D = {(u, t)| sup
0≤t≤T
‖u(x, t)‖2 ≤ b, 0 ≤ t ≤ T },
V (Ω) = {u ∈ V (Ω)| sup
0≤t≤T
‖u(x, t)‖2 ≤ b},
where b > 0 is a constant. Also assume that
H1 sup(u,t)∈D ‖f (u,4u∗, x, t)‖2 ≤ b/T .
H2 f (u,4u∗, x, t) satisfies the following Lipschitz condition:
‖f (u,∆u∗, x, t)− f (v,∆u∗, x, t)‖2 ≤ K‖u− v‖2, ∀(u, t), (v, t) ∈ D,
where K > 0 is called the Lipschitz constant.
H3 KT < 1.
It follows from the assumption H1 thatWu ∈ V (Ω) for any u ∈ V (Ω), thus the operatorW can be viewed as amapping :
V (Ω)→ V (Ω), where V (Ω) is a completemetric spacewith respect to themetric d. The Theorem2.1 gives the contractivity
of the operatorW .
Theorem 2.1. Assume that H1–H3 hold. Then
d(Wu,Wv) ≤ cWd(u, v), u, v ∈ V (Ω), (2.9)
where cW = TK/
√
2 < 1.
Proof. Note that u, v,∆u∗ are functions with respect to x and t . It follows from (2.4) to (2.7) that
d2(Wu,Wv) =
∥∥∥∥∫ t
0
(
f (u,∆u∗, x, s)− f (v,∆u∗, x, s)) ds∥∥∥∥2
=
∫ T
0
∥∥∥∥∫ t
0
(
f (u,∆u∗, x, s)− f (v,∆u∗, x, s)) ds∥∥∥∥2
2
dt
=
∫ T
0
n∑
i=1
∥∥∥∥∫ t
0
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)
ds
∥∥∥∥2
L2
dt
=
∫ T
0
n∑
i=1
∫
Ω
[∫ t
0
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)
ds
]2
dxdt.
The Cauchy–Schwarz inequality shows us that[∫ t
0
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)
ds
]2
≤
[(∫ t
0
ds
)1/2 (∫ t
0
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)2 ds)1/2]2
≤ t
∫ t
0
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)2 ds,
we have that
d2(Wu,Wv) ≤
n∑
i=1
∫ T
0
∫
Ω
(
t
∫ t
0
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)2 ds) dxdt
=
n∑
i=1
∫ T
0
∫ t
0
t
(∫
Ω
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)2 dx) dsdt
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=
n∑
i=1
∫ T
0
(∫ T
s
t
(∫
Ω
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)2 dx) dt) ds
= 1
2
n∑
i=1
∫ T
0
(
(T 2 − s2)
∫
Ω
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)2 dx) ds
≤ T
2
2
∫ T
0
(
n∑
i=1
∫
Ω
(
fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)
)2 dx) ds.
It follows from (2.4) to (2.7) and the assumption (H2) that
d2(Wu,Wv) ≤ T
2
2
∫ T
0
n∑
i=1
‖fi(u,∆u∗, x, s)− fi(v,∆u∗, x, s)‖2L2ds
= T
2
2
∫ T
0
‖f (u,∆u∗, x, s)− f (v,∆u∗, x, s)‖22ds.
≤ T
2K 2
2
∫ T
0
‖u(x, s)− v(x, s)‖22ds
= T
2K 2
2
d2(u, v),
thus the inequality (2.9) holds, the proof is completed. 
Corollary 2.1. Assume that H1–H3 hold, u∗ is the exact solution of (2.1), Wu∗1 = u∗1 , then u∗1 = u∗.
Proof. It follows from the equalityWu∗1 = u∗1 that
u∗1 = Wu∗1 = u(0)(x)+
∫ t
t0
f (u∗1(x, s),∆u
∗(x, s), x, s)ds,
and from Theorem 2.1, the operatorW is contractive and u∗1 is the unique solution of the following system
du
dt
= f (u,∆u∗, x, t), u(x, t0) = u(0)(x). (2.10)
Since u∗ satisfies (2.10), we find that u∗1 = u∗. 
3. Parameter inversion method for reaction-diffusion system via Collage theorem
In this section, we consider the following parameter inversion problem associated with the reaction-diffusion system
(2.1):
Let u(x, t) be a target solution surface, and f (u,∆u, x, t) be restricted to a prescribed class of vector fields, which includes
m unknown parameters k1, . . . , km. Find parameters k1, . . . , km such that du/dt = f (u,∆u, x, t) admits u(x, t) as a solution
or an approximate solution.
The framework for the above parameter inversion problem will be investigated via the Collage theorem.
Theorem 3.1 ([11]). Let (X, dX ) be a complete metric space, the mapping A be a contractive mapping on X, Ax∗ = x∗, then
dX (x, x∗) ≤ 11− cA dX (x, Ax), ∀x ∈ X, (3.1)
where cA ∈ [0, 1) is called the contraction factor.
We note that if the mapping A is contractive and its fixed point x∗ ∈ X , then (3.1) still holds when the space (X, dX ) is not
complete. In fact, it is easy to see that
dX (x, x∗) ≤ dX (x, Ax)+ dX (Ax, Ax∗),
and it follows from the contractivity of the mapping A that
dX (Ax, Ax∗) ≤ cAdX (x, x∗).
The above two inequalities give that
dX (x, x∗) ≤ 11− cA dX (x, Ax), ∀x ∈ X .
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In the PCMM framework for ODEs [1], by taking x as the target solution, the approximate vector field g(x, t) of f (x, t)
associated with the Picard contractive operator A is found by the use of the minimization of the squared collage distance
d2X (x, Ax).
Consider the reaction-diffusion system (2.1), it follows from the Collage theorem (Theorem 3.1) that
d(u, u∗) ≤ 1
1− cW d(u,Wu), u ∈ V (Ω). (3.2)
The Collage distance d(u,Wu) is given by replacing u with the target solution u, it is expected to find the unknown
parameters k1, . . . , km associatedwith the contractive operatorW such that (2.1) admitsu as a solution as closely as possible.
Unfortunately, the operatorW includes the term∆u∗, where u∗ is the exact solution of (2.1) but unknown. Obviously, a new
approach should be introduced to extend the ODEs PCMM framework to the reaction-diffusion system.
A basic idea is to replace the term ∆u∗ with ∆u in d(u,Wu), the following theorem shows that this idea is
feasible.
Theorem 3.2. Let u∗ be the exact solution of (2.1), and u be the given target solution. Assume that f (u,∆u, x, t) satisfies the
following Lipschitz condition:
‖f (u,∆u, x, t)− f (u,∆v, x, t)‖2 ≤ K1‖∆u−∆v‖2, (3.3)
where (u, t), (v, t) ∈ D, K1 > 0 is called the Lipschitz constant, and define the integral Wu as follows:
Wu = u(0)(x)+
∫ t
t0
f (u(x, s),∆u(x, s), x, s)ds, (3.4)
then
d(u, u∗) ≤ cW
1− cW d(∆u,∆u
∗)+ 1
1− cW d(u,Wu), (3.5)
where cW = TK1/
√
2.
Proof. Firstly, from the equalityWu∗ = u∗ we have that
d(u, u∗) ≤ d(u,Wu)+ d(Wu,Wu∗). (3.6)
For simplicity, denote f (u,∆u, x, s) by f (u,∆u). It follows from (2.8) and (3.4) that
d(Wu,Wu∗) =
∥∥∥∥∫ t
t0
[
f (u,∆u)− f (u∗,∆u∗)] ds∥∥∥∥
=
∥∥∥∥∫ t
t0
[
f (u,∆u)− f (u,∆u∗)+ f (u,∆u∗)− f (u∗,∆u∗)] ds∥∥∥∥
≤
∥∥∥∥∫ t
t0
[
f (u,∆u)− f (u,∆u∗)] ds∥∥∥∥+ ∥∥∥∥∫ t
t0
[
f (u,∆u∗)− f (u∗,∆u∗)] ds∥∥∥∥ .
By a similar induction with the proof of Theorem 2.1, we have that∥∥∥∥∫ t
t0
[
f (u,∆u)− f (u,∆u∗)] ds∥∥∥∥ ≤ TK1√2d(∆u,∆u∗),
where the condition (3.3) has been used to prove the above inequality. We find from Theorem 2.1 that
d(Wu,Wu∗) ≤
∥∥∥∥∫ t
t0
[
f (u,∆u)− f (u,∆u∗)] ds∥∥∥∥+ d(Wu,Wu∗)
≤ TK1√
2
d(∆u,∆u∗)+ cWd(u, u∗).
Let cW = TK1/
√
2, and submit the above inequality into (3.6), we have that
d(u, u∗) ≤ d(u,Wu)+ cWd(∆u,∆u∗)+ cWd(u, u∗),
this leads to the inequality (3.5). 
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Theorem 3.2 provides a theoretical basis for the implementation of PCMM framework. Given a target solution u, one can
find the unknown parameters k1, . . . , km by the use of the minimization of the squared ‘‘collage distance’’ d2(u,Wu). Note
that: there exists an obvious difference between d(u,Wu) and d(u,Wu), where Wu as a whole is an integral defined by
(3.4) andW a contractive operator.
Nowwediscuss theparameter inversion algorithmvia Theorem3.2. Denote f (u,∆u, x, t)by f (k1, k2, . . . , km, u,∆u, x, t),
and let
F(k1, . . . , km, u,∆u, x, t) =
∫ t
t0
f (k1, , k2, . . . , km, u,∆u, x, s)ds.
Then
δ2 = d2(u,Wu)
= ‖u− u(0) − F(k1, . . . , km, u,∆u, x, t)‖2
=
∫ T
t0
n∑
i=1
‖ui − u(0)i − Fi(k1, . . . , km, u,∆u, x, t)‖2L2dt
=
n∑
i=1
∫ T
t0
(∫
Ω
(
ui − u(0)i − Fi(k1, . . . , km, u,∆u, x, t)
)2
dx
)
dt,
where ui and u
(0)
i denote the ith part of vector function u and u
(0), respectively. Let
δ2i =
∫ T
t0
(∫
Ω
(
ui − u(0)i − Fi(k1, . . . , km, u,∆u, x, t)
)2
dx
)
dt, (3.7)
we have that
δ2 =
n∑
i=1
δ2i . (3.8)
To this end, we can determine the unknown parameters k1, k2, . . . , km by the following system which is obtained by
minimizing δ2
∂δ2
∂ki
= 0, i = 1, 2, . . . ,m. (3.9)
If u(0) is unknown, then an additional system will be given
∂δ2
∂u(0)i
= 0, i = 1, 2, . . . , n. (3.10)
In this paper we are interested in the cases when f is a linear function with respect to the unknown parameters
k1, k2, . . . , km, both (3.9) and (3.10) are linear systems. If f (u,4u, x, t) is a nonlinear function, (3.9) will yield a nonlinear
system, and it will be very difficult to solve the nonlinear system.
To demonstrate the above algorithm, we consider the following reaction-diffusion system:
∂u
∂t
= α1u+ α2u2 + α3uv + α4∆u+ f1(x, t),
∂v
∂t
= β1u+ β2v + β3∆v + f2(x, t),
(3.11)
where x ∈ Ω, t0 ≤ t ≤ T . Suppose that u(x, t), v(x, t) is the target solution satisfying the condition u(x, t0) =
u(0)(x), v(x, t0) = v(0)(x).
For simplicity, it is assumed that all unknown parameters are independent of each other, then the squared collage
distance can be written as follows(see (3.8)):
δ2 = δ21 + δ22 .
Let
g1 =
∫ t
t0
u(x, s)ds, g2 =
∫ t
t0
(u(x, s))2ds, g3 =
∫ t
t0
u(x, x)v(x, s)ds,
g4 =
∫ t
t0
∆u(x, s)ds, g5 =
∫ t
t0
v(x, s)ds, g6 =
∫ t
t0
4v(x, s)ds,
f 1 =
∫ t
t0
f1(x, s)ds, f 2 =
∫ t
t0
f2(x, s)ds,
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and 〈·〉 denotes the integral
〈f (x, t)〉 =
∫ T
t0
∫
Ω
f (x, t)dxdt.
Then the stationarity condition (3.9) yields the following set of linear equations:〈g1g1〉 〈g1g2〉 〈g1g3〉 〈g1g4〉〈g1g2〉 〈g2g2〉 〈g2g3〉 〈g2g4〉〈g1g3〉 〈g2g3〉 〈g3g3〉 〈g3g4〉
〈g1g4〉 〈g2g4〉 〈g3g4〉 〈g4g4〉

α1α2α3
α4
 =

〈(u− u(0) − f 1)g1〉
〈(u− u(0) − f 1)g2〉
〈(u− u(0) − f 1)g3〉
〈(u− u(0) − f 1)g4〉
 (3.12)
and [〈g1g1〉 〈g1g5〉 〈g1g6〉
〈g1g5〉 〈g5g5〉 〈g5g6〉
〈g1g6〉 〈g5g6〉 〈g6g6〉
][
β1
β2
β3
]
=
〈(v − v(0) − f 2)g1〉〈(v − v(0) − f 2)g5〉
〈(v − v(0) − f 2)g6〉
 . (3.13)
Thus the unknown parameters will be given by (3.12) and (3.13).
4. Numerical examples
In this section we illustrate the efficiency of the PCMM algorithm for the parameter inversion of reaction-diffusion
systems by two numerical examples.
Example 1. Let u(x, t) = sin(pix) + t cos(pix), v(x, t) = e−t [sin(pix) − cos(pix)] be the target solution of the following
system
∂u
∂t
= α1u+ α2u2 + α3uv + α44u+ 1,
∂v
∂t
= β1u+ β2v + β34v + xt.
(4.1)
We choose the domainΩ × [t0, T ] = [0, 0.5] × [0, 0.5], then it follows from (3.12) and (3.13) that 0.0133 0.0120 0.0036 −0.13120.0120 0.0111 0.0040 −0.11820.0036 0.0040 0.0031 −0.0352
−0.1312 −0.1182 −0.0352 1.2950

α1α2α3
α4
 =
−0.0072−0.0069−0.0033
0.0707
 (4.2)
and [ 0.0133 0.0026 −0.0254
0.0026 0.0053 −0.0522
−0.0254 −0.0522 0.5154
][
β1
β2
β3
]
=
[−0.0035
−0.0056
0.0550
]
. (4.3)
From (4.2) and (4.3) we get the estimates of the unknown parameters
α1 = −0.1947, α2 = 0.5663, α3 = −0.8345, α4 = 0.0639,
β1 = −0.0619, β2 = 0.2109, β3 = 0.1250.
and the collage distance δ = 0.1166.
Table 1 gives the estimates of the unknown parameters when the system (4.1) is restricted to different domains. In
general, the results of parameter inversion are related to the domainΩ × [t0, T ]. In application, the selection of parameter
estimates should take into account the domainΩ×[t0, T ], the collage distance δ and also the actual background of reaction-
diffusion system. For example, if the following condition is pre-given in Example 1
α1 > 0, α2 < 0, α3 < 0, α4 > 0, β2 < 0,
the parameter values corresponded to the domain [0, 1.2] × [0, 0.5] are an effective approximation of the unknown
parameters.
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Table 1
The parameter inversion results of (4.1)
DomainΩ × [t0, T ] Parameters Collage distance
[0, 1.2]× [0, 1.0] α1 1.2182 β1 0.0336 0.7380
α2 −1.8722 β2 −1.3203
α3 −1.4561 β3 0
α4 −0.0313
[0, 1.2]×[0, 0.5] α1 2.0443 β1 0.0176 0.2592
α2 −2.1982 β2 −1.1403
α3 −1.2294 β3 0
α4 0.0375
[0, 0.4]×[0, 0.5] α1 −0.2526 β1 −0.0589 0.0713
α2 0.3612 β2 0.2158
α3 −0.7141 β3 0.1250
α4 0.0409
[0, 0.4]× [0, 0.1] α1 −0.1590 β1 −0.0134 0.0055
α2 0.3483 β2 −0.3845
α3 −0.6311 β3 0.0625
α4 0.0502
Table 2
The parameter inversion results of (4.4)
Target solution Parameters Collage distance
u(x, t) = et sin x α1 0 β1 0 0
v(x, y) = e−t cos x α2 0 β2 0
α3 0 β3 1
α4 −1
u(x, t) = et sin x α1 0 β1 0.1876 0.0021
v(x, t) = x3t + cos x α2 0 β2 −0.0286
α3 0 β3 −0.0011
α4 −1
u(x, t) = xt3 + sin x α1 7.1962 β1 0.2242 0.0021
v(x, t) = x3t + cos x α2 0.0051 β2 −0.0258
α3 0.0001 β3 −0.0001
α4 7.1597
Example 2. Consider the system
∂u
∂t
= α1u+ α2u2 + α3v + α4∆u,
∂v
∂t
= β1u+ β2v + β3∆v,
(4.4)
with the initial condition u(0)(x) = sin x, v(0)(x) = cos x, and the domainΩ × [0, T ] = [0, 0.5] × [0, 0.5]. Parameters are
estimated by using the following target solutions, respectively
(i) u(x, t) = et sin x, v(x, y) = e−t cos x;
(ii) u(x, t) = et sin x, v(x, t) = x3t + cos x;
(iii) u(x, t) = xt3 + sin x, v(x, t) = x3t + cos x.
The results are shown in Table 2.
We note that the collage distance δ = 0 implies that a set of parameters can be found such that the given reaction-
diffusion system admits the target solution as an exact solution. For example, δ = 0 in the case (i), by submitting the
parameter values to (4.4), we have that
∂u
∂t
= −∆u,
∂v
∂t
= ∆v.
(4.5)
It is evident that the target solution u(x, t) = et sin x, v(x, t) = e−t cos x is the exact solution of (4.5).
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