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Abstract. That gravitation can be understood as a purely metric phe-
nomenon depends crucially on the validity of a number of hypotheses
which are summarised by the Einstein Equivalence Principle, the least
well tested part of which being the Universality of Gravitational Red-
shift. A recent and currently widely debated proposal (Nature 463 (2010)
926-929) to re-interpret some 10-year old experiments in atom interfer-
ometry would imply, if tenable, substantial reductions on upper bounds
for possible violations of the Universality of Gravitational Redshift by
four orders of magnitude. This interpretation, however, is problematic
and raises various compatibility issues concerning basic principles of
General Relativity and Quantum Mechanics. I review some relevant as-
pects of the equivalence principle and its import into quantum mechan-
ics, and then turn to the problems raised by the mentioned proposal.
I conclude that this proposal is too problematic to warrant the claims
that were launched with it.
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1. Introduction
That gravitation can be understood as a purely metric phenomenon depends
crucially on the validity of a number of hypotheses which are summarised by
the Einstein Equivalence Principle, henceforth abbreviated by EEP. These
assumptions concern contingent properties of the physical world that may
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well either fail to hold in the quantum domain, or simply become meaning-
less. If we believe that likewise Quantum Gravity is Quantum Geometry,
we should be able to argue for it by some sort of extension or adaptation
of EEP into the quantum domain. As a first attempt in this direction one
might ask for the status of EEP if the matter used to probe it is described
by ordinary non-relativistic Quantum Mechanics. Can the quantum nature
of matter be employed to push the bounds on possible violations of EEP to
hitherto unseen lower limits?
In this contribution I shall discuss some aspects related to this question
and, in particular, to a recent claim [15], according to which atom interfer-
ometric gravimeters have actually already tested the weakest part of EEP,
the universality of gravitational redshift, and thereby improved the validity
of EEP by about four orders of magnitude! I will come to the conclusion
that this claim is unwarranted.1 But before I do this in some detail, I give a
general discussion of the Einstein Equivalence Principle, its separation into
various sub principles and the logical connection between them, and the im-
port of one of these sub principles, the Universality of Free Fall (UFF), into
Quantum Mechanics.
2. Some background
The theory of General Relativity rests on a number of hypotheses, the most
fundamental of which ensure, first of all, that gravity can be described by a
metric theory [27, 30]. Today these hypotheses are canonised in the Einstein
Equivalence Principle (EEP).2 EEP consists of three parts:
UFF: The Universality of Free Fall. UFF states that free fall of “test par-
ticles” (further remarks on that notion will follow) only depend on their
initial position and direction in spacetime. Hence test particles define a path
structure on spacetime in the sense of [6, 3] which, at this stage, need not
necessarily be that of a linear connection. In a Newtonian setting UFF states
that the quotient of the inertial and gravitational mass is a universal con-
stant, i.e. independent of the matter the test particle is made of. UFF is also
often called the Weak Equivalence Principle, abbreviated by WEP, but we
shall stick to the label UFF which is more telling.
Possible violations of UFF are parametrised by the Eo¨tvo¨s factor, η,
which measures the difference in acceleration of two test masses made of
materials A and B:
η(A,B) = 2 · |a(A)− a(B)|
a(A) + a(B)
≈
∑
α
ηα
(
Eα(A)
mi(A)c2
− Eα(B)
mi(B)c2
)
. (2.1)
1This is the view that I expressed in my original talk for the same reasons as those laid out
here. At that time the brief critical note [32] and the reply [16] by the original proponents
had appeared in the Nature issue of September 2nd. In the meantime more critique has
been voiced [33, 23], though the original claim seems to be maintained by and large [11].
2Note that EEP stands for “the Einstein Equivalence Principle” and not “Einstein’s Equiv-
alence Principle” because Einstein never expressed it in the modern canonised form.
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The second and approximate equality arises if one supposes that violations
occur in a specific fashion, for each fundamental interaction (labelled by α)
separately. More specifically, one expresses the gravitational mass of the test
particle made of material A in terms of its inertial mass and a sum of cor-
rections, one for each interaction α, each being proportional to the fraction
that the α’s interaction makes to the total rest energy (cf. Sect. 2.4 of [30]):
mg(A) = mi(A) +
∑
α
ηα
Eα(A)
mi(A)c2
. (2.2)
Here the ηα are universal constants depending only on the interaction but
not on the test particle. Typical numbers from modern laboratory tests, using
rotating torsion balances, are below the 10−12 level. Already in 1971 Bragin-
sky and Panov claimed to have reached an accuracy η(Al,Pt) < 9×10−13 for
the element pair Aluminium and Platinum [1]. Currently the lowest bound
is reached for the elements Beryllium and Titanium [25].3
η(Be,Ti) < 2.1× 10−13 . (2.3)
Resolutions in terms of ηα’s of various tests are discussed in [30]. Future tests
like MICROSCOPE (“MICRO-Satellite a` traˆıne´e Compense´e pour l’Observa-
tion du Principe d’Equivalence”, to be launched in 2014) aim at a lower bound
of 10−15. It is expected that freely falling Bose-Einstein condensates will also
allow precision tests of UFF, this time with genuine quantum matter [28].
LLI: Local Lorentz Invariance. LLI states that local non-gravitational experi-
ments exhibit no preferred directions in spacetime, neither timelike nor space-
like. Possible violations of LLI concern, e.g., orientation-dependent variations
in the speed of light, measured by ∆c/c, or the spatial orientation-dependence
of atomic energy levels. In experiments of the Michelson-Morley type, where
c is the mean for the round-trip speed, the currently lowest bound from lab-
oratory experiments based on experiments with rotating optical resonators
is [10]:
∆c
c
< 3.2× 10−16 . (2.4)
Possible spatial orientation-dependencies of atomic energy levels have also
been constrained by impressively low upper bounds in so-called Hughes-
Drever type experiments.
LPI: Local Position Invariance. LPI is usually expressed by saying that “The
outcome of any local non-gravitational experiment is independent of where
and when in the universe it is performed” ([31], Sect. 2.1). However, in almost
all discussions this is directly translated into the more concrete Universality
of Clock Rates (UCR) or the Universality of Gravitational redshift (UGR),
which state that the rates of standard clocks agree if taken along the same
world line (relative comparison) and that they show the standard redshift if
3Besides for technical experimental reasons, these two elements were chosen to maximise
the difference in baryon number per unit mass.
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taken along different worldlines and intercompared by exchange of electro-
magnetic signals. Suppose a field of light rays intersect the timelike worldlines
γ1,2 of two clocks, the four-velocities of which are u1,2. Then the ratio of the
instantaneous frequencies measured at the intersection points of one integral
curve of the wave-vector k with γ1 and γ2 is
ν2
ν1
=
g(u2, k)|γ2
g(u1, k)|γ1
. (2.5)
Note that this does not distinguish between gravitational and Doppler shifts,
which would be meaningless unless a local notion of “being at rest” were
introduced. The latter requires a distinguished timelike vector field, as e.g.
in stationary spacetimes with Killing field K. Then the purely gravitational
part of (2.5) is given in case both clocks are at rest, i.e. u1,2 = K/‖K‖|γ1,2 ,
where γ1,2 are now two different integral lines of K and ‖K‖ :=
√
g(K,K):
ν2
ν1
:=
g
(
k,K/‖K‖)|γ2
g
(
k,K/‖K‖)|γ1 =
√
g(K,K)|γ1
g(K,K)|γ2
. (2.6)
The last equality holds since g(k,K) is constant along the integral curves of
k, so that g(k,K)|γ1 = g(k,K)|γ2 in (2.6), as they lie on the same integral
curve of k. Writing g(K,K) =: 1 + 2U/c2 and assuming U/c2  1, we get
∆ν
ν
:=
ν2 − ν1
ν1
= −U2 − U1
c2
. (2.7)
Possible deviations from this result are usually parametrised by multiplying
the right-hand side of (2.7) with (1 + α), where α = 0 in GR. In case of
violations of UCR/UGR, α may depend on the space-time point and/or on
the type of clock one is using. The lowest upper bound on α to date for com-
paring (by electromagnetic signal exchange) clocks on different worldlines
derives from an experiment made in 1976 (so-called “Gravity Probe A”) by
comparing a hydrogen-maser clock in a rocket, that during a total experi-
mental time of 1 hour and 55 minutes was boosted to an altitude of about
10 000 km, to a similar clock on the ground. It led to [29]
αRS < 7× 10−5 . (2.8)
The best relative test, comparing different clocks (a 199Hg-based optical clock
and one based on the standard hyperfine splitting of 133Cs) along the (almost)
same worldline for six years gives [8]
αCR < 5.8× 10−6 . (2.9)
Here and above “RS” and “CR” refer to “redshift” and “clock rates”, respec-
tively, a distinction that we prefer to keep from now on in this paper, although
it is not usually made. To say it once more: αRS parametrises possible vi-
olations of UGR by comparing identically constructed clocks moving along
different worldlines, whereas αCR parametrises possible violations of UCR by
comparing clocks of different construction and/or composition moving more
or less on the same worldline. An improvement in putting upper bounds on
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αCR, aiming for at least 2 × 10−6, is expected from ESA’s ACES mission
(ACES = Atomic Clock Ensemble in Space), in which a Caesium clock and a
H-maser clock will be flown to the Columbus laboratory at the International
Space Station (ISS), where they will be compared for about two years [2].
Remark 2.1. The notion of “test particles” essentially used in the formulation
of UFF is not without conceptual dangers. Its intended meaning is that of
an object free of the “obvious” violations of UFF, like higher multipole mo-
ments in its mass distribution and intrinsic spin (both of which would couple
to the spacetime curvature) and electric charge (in order to avoid problems
with radiation reaction). Moreover, the test mass should not significantly
back-react onto the curvature of spacetime and should not have a significant
mass defect due to its own gravitational binding. It is clear that the simulta-
neous fulfilment of these requirements will generally be context-dependent.
For example, the Earth will count with reasonable accuracy as a test particle
as far as its motion in the Sun’s gravitational field is concerned, but cer-
tainly not for the Earth-Moon system. Likewise, the notion of “clock” used
in UCR/UGR intends to designate a system free of the “obvious” violations.
In GR a “standard clock” is any system that allows to measure the length of
timelike curves. If the curve is accelerated it is clear that some systems cease
to be good clocks (pendulum clocks) whereas others are far more robust. An
impressive example for the latter is muon decay, where the decay time is
affected by a fraction less than 10−25 at an acceleration of 1018g [7]. On the
other hand, if coupled to an accelerometer, eventual disturbances could in
principle always be corrected for. At least as far as classical physics is con-
cerned, there seems to be no serious lack of real systems that classify as test
particles and clocks in contexts of interest. But that is a contingent property
of nature that is far from self-evident.
Remark 2.2. The lower bounds for UFF, LLI, and UCR/UGR quoted above
impressively show how much better UFF and LLI are tested in comparison
to UCR/UGR. This makes the latter the weakest member in the chain that
constitutes EEP. It would therefore be desirable to significantly lower the
upper bounds for violations of the latter. Precisely this has recently (February
2010) been claimed in [15] by remarkable four orders in magnitude - and
without doing a single new experiment! This will be analysed in detail below.
It can be carefully argued for (though not on the level of a mathematical
theorem) that only metric theories can comply with EEP. In particular, the
additional requirements in EEP imply that the path structure implied by
UFF alone must be that of a linear connection. Metric theories, on the other
hand, are defined by the following properties (we state them with slightly
different wordings as compared to [31], Sect. 2.1):
M1. Spacetime is a four-dimensional differentiable manifold, which carries a
metric (symmetric non-degenerate bilinear form) of Lorentzian signa-
ture, i.e. (−,+,+,+) or (+,−,−,−), depending on convention4.
4Our signature convention will be the “mostly minus” one, i.e. (+,−,−,−).
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M2. The trajectories of freely falling test bodies are geodesics of that metric.
M3. With reference to freely falling frames, the non-gravitational laws of
physics are those known from Special Relativity.
This canonisation of EEP is deceptive insofar as it suggests an essential
logical independence of the individual hypotheses. But that is far from true.
In fact, in 1960 the surprising suggestion has been made by Leonard Schiff
that UFF should imply EEP, and that hence UFF and EEP should, in fact,
be equivalent; or, expressed differently, UFF should already imply LLI and
LPI. This he suggested in a “note added in proof” at the end of his classic
paper [24], in the body of which he asked the important question whether the
three classical “crucial tests” of GR were actually sensitive to the precise form
of the field equations (Einstein’s equations) or whether they merely tested
the more general equivalence principle. He showed that the gravitational red-
shift and the deflection of light could be deduced from EEP and that only
the correct evaluation of the precession of planetary orbits needed an input
from Einstein’s equations. If true, it follows that any discrepancy between
theory and experiment would have to be reconciled with the experimentally
well-established validity of the equivalence principle and Special Relativity.
Hence Schiff concludes:
“By the same token, it will be extremely difficult to design a ter-
restrial or satellite experiment that really tests general relativity,
and does not merely supply corroborative evidence for the equiv-
alence principle [meaning UFF; D.G.] and special relativity. To
accomplish this it will be necessary either to use particles of finite
rest mass so that the geodesic equation may be confirmed beyond
the Newtonian approximation, or to verify the exceedingly small
time or distance changes of order (GM/c2r)2. For the latter the
required accuracy of a clock is somewhat better than one part in
1018.”
Note that this essentially says that testing GR means foremost to test UFF,
i.e. to perform Eo¨tvo¨s-type experiments.
This immediately provoked a contradiction by Robert Dicke in [5],
who read Schiff’s assertions as “serious indictment of the very expensive
government-sponsored program to put an atomic clock into an artificial satel-
lite”. For, he reasoned, “If Schiff’s basic assumptions are as firmly established
as he believes, then indeed this project is a waste of government funds.” Dicke
goes on to point out that for several reasons UFF is not as well tested by
past Eo¨tvo¨s-type experiments as Schiff seems to assume and hence argues in
strong favour of the said planned tests.
As a reaction to Dicke, Schiff added in proof the justifying note already
mentioned above. In it he said:
“The Eo¨tvo¨s experiments show with considerable accuracy that the
gravitational and inertial masses of normal matter are equal. This
means that the ground-state eigenvalue of the Hamiltonian for this
matter appears equally in the inertial mass and in the interaction
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of this mass with a gravitational field. It would be quite remarkable
if this could occur without the entire Hamiltonian being involved
in the same way, in which case a clock composed of atoms whose
motions are determined by this Hamiltonian would have its rate
affected in the expected manner by a gravitational field.”
This is the origin of what is called Schiff’s conjecture in the literature. At-
tempts have been made to “prove” it in special situations [14], but it is well
known not to hold in mathematical generality. For example, consider gravity
and electromagnetism coupled to point charges just as in GR, but now make
the single change that the usual Lagrangian density − 14FabF ab for the free
electromagnetic field is replaced by − 14Cab cdFabFcd, where the tensor field
C (usually called the constitutive tensor; it has the obvious symmetries of
the Riemann tensor) can be any function of the metric. It is clear that this
change implies that for general C the laws of (vacuum) electrodynamics in
a freely falling frame will not reduce to those of Special Relativity and that,
accordingly, Schiff’s conjecture cannot hold for all C. In fact, Ni proved [18]
that Schiff’s conjecture holds iff
Cab cd = 12
(
gacgbd − gadgbc)+ φεabcd , (2.10)
where φ is some scalar function of the metric.
Another and simpler reasoning, showing that UFF cannot by itself imply
that gravity is a metric theory in the semi-Riemannian sense (rather than,
say, of Finslerian type) is the following: Imagine the ratio of electric charge
and inertial mass were a universal constant for all existing matter and that a
fixed electromagnetic field existed throughout spacetime. Test particles would
move according to the equation
x¨a + Γabcx˙
bx˙c = (q/m)F ab x˙
b , (2.11)
where the Γ’s are the Christoffel symbols for the metric and (q/m) is the
said universal constant. This set of four ordinary differential equations for
the four functions xa clearly defines a path structure on spacetime, but for a
general Fab there will be no semi-Riemannian metric with respect to which
(2.11) is the equation for a geodesic. Hence Schiff’s conjecture should at best
be considered as a selection criterion.
2.1. LLI and UGR
We consider a static homogeneous and downward-pointing gravitational field
~g = −g~ez. We follow Section 2.4 of [30] and assume the validity of UFF and
LLI but allow for violations of LPI. Then UFF guarantees the local existence
of a freely-falling frame with coordinates {xµf}, whose acceleration is the same
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as that of test particles. For a rigid acceleration we have
ctf = (zs + c
2/g) sinh(gts/c) ,
xf = xs ,
yf = ys ,
zf = (zs + c
2/g) coth(gts/c) .
LLI guarantees that, locally, time measured by, e.g., an atomic clock is pro-
portional to Minkowskian proper length in the freely falling frame. If we
consider violations of LPI, the constant of proportionality might depend on
the space-time point, e.g. via dependence on the gravitational potential φ, as
well as the type of clock:
c2 dτ2 = F 2(φ)
[
c2dt2f − dx2f − dy2f − dz2f
]
(2.12)
= F 2(φ)
[(
1 +
gzs
c2
)2
c2dt2s − dx2s − dy2s − dz2s
]
. (2.13)
The same time interval dts = dts(z
(1)
s ) = dts(z
(2)
s ) on the two static clocks
at rest wrt. {xµs }, placed at different heights z(1)s and z(2)s , correspond to
different intervals dτ (1), dτ (2) of the inertial clock, giving rise to the redshift
(all coordinates are {xµs } now, so we drop the subscript s):
ζ :=
dτ (2) − dτ (1)
dτ (1)
=
F (z(2))(1 + gz(2)/c2)
F (z(1))(1 + gz(1)/c2)
− 1 . (2.14)
For small ∆z = z(2) − z(1) this gives to first order in ∆z
∆ζ = (1 + α)g∆z/c2 , (2.15)
where
α =
c2
g
(
~ez · ~∇ ln(F )
)
(2.16)
parametrises the deviation from the GR result. α may depend on position,
gravitational potential, and the type of clock one is using.
2.2. Energy conservation, UFF, and UGR
In this subsection we wish to present some well-known gedanken-experiment-
type arguments [19, 9] according to which there is a link between violations
of UFF and UGR, provided energy conservation holds. Here we essentially
present Nordtvedt’s version; compare Figure 1.
We consider two copies of a system that is capable of 3 energy states
A,B, and B′ (white, light grey, grey), with EA < EB < EB′ , placed into
a vertical downward-pointing homogeneous gravitational field. Initially sys-
tem 2 is in state B and placed at height h above system 1, which is in state
A. At time T1 system 2 makes a transition B → A and sends out a photon
of energy hν = EB −EA. At time T2 system 1 absorbs this photon, which is
now blue-shifted due to its free fall in the downward-pointing gravitational
field, and makes a transition A→ B′. At T3 system 2 has been dropped from
height h with an acceleration of modulus gA that possibly depends on its
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T1 T2 T3 T4
hν gA gB
height
A
B
B′
A
B A A
B
Figure 1. Nordtvedt’s gedanken experiment. Two systems
in three different energy states A, B, and B′ are considered
at four different times T1, T2, T3, and T4. The initial state at
T1 and the final state at T4 are identical, which, by means
of energy conservation, leads to an interesting quantitative
relation between possible violations of UFF and UGR.
inner state A and has hit system 1 inelastically, leaving one system in state
A and at rest, and the other system in state B with an upward motion. By
energy conservation this upward motion has a kinetic energy of
Ekin = MAgAh+ (EB′ − EB) . (2.17)
This upward motion is a free fall in a gravitational field and since the system
is now in an inner state B, it is decelerated with modulus gB , which may
differ from gA. At T4 the system in state B has climbed to the height h,
which must be the same as the height at the beginning, again by energy
conservation. Hence we have Ekin = MBgBh, and since moreover EB′−EB =
(MB′ −MB)c2, we get
MAgAh+MB′c
2 = MBc
2 +MBgBh . (2.18)
Therefore
δν
ν
:=
(MB′ −MA)− (MB −MA)
MB −MA
=
gBh
c2
[
1 +
MA
MB −MA
gB − gA
gB
]
,
(2.19)
so that
α =
MA
MB −MA
gB − gA
gB
=:
δg/g
δM/M
. (2.20)
This equation gives a quantitative link between violations of UFF, here
represented by δg, and violations of UGR, here represented by α. The strength
of the link depends on the fractional difference of energies/masses δM/M ,
which varies according to the type of interaction that is responsible for the
transitions. Hence this equation can answer the question of how accurate a
test of UGR must be in order to test the metric nature of gravity to the same
level of accuracy than Eo¨tvo¨s-type experiments. Given that for the latter
we have δg/g < 10−13, this depends on the specific situation (interaction)
through δM/M . For atomic clocks the relevant interaction is the magnetic
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one, since the energies rearranged in hyperfine transitions correspond to mag-
netic interactions. The variation of the magnetic contribution to the overall
self-energy between pairs of chemical elements (A,B) for which the Eo¨tvo¨s
factor has been strongly bounded above, like Aluminium and Gold (or Plat-
inum), have been (roughly) estimated to be |δM/M | ≈ 5× 10−5 [19]. Hence
one needed a precision of αRS < 5× 10−9 for a UGR test to match existing
UFF tests.
3. UFF in Quantum Mechanics
In classical mechanics the universality of free fall is usually expressed as
follows: We consider Newton’s Second Law for a point particle of inertial
mass mi,
~F = mi~¨x , (3.1)
and specialise it to the case in which the external force is gravitational, i.e.
~F = ~Fgrav, where
~F = mg ~g . (3.2)
Here mg denotes the passive gravitational mass and ~g : R4 → R3 is the
(generally space and time dependent) gravitational field. Inserting (3.2) into
(3.1) we get
~¨x(t) =
(
mg
mi
)
~g
(
t, ~x(t)
)
. (3.3)
Hence the solution of (3.3) only depends on the initial time, spatial position,
and spatial velocity iff mg/mi is a universal constant, which by appropriate
choices of units can be made unity.
This reasoning is valid for point particles only. But it clearly generalises
to the centre-of-mass motion of an extended mass distribution in case of
spatially homogeneous gravitational fields, where mi and mg are then the
total inertial and total (passive) gravitational masses. For this generalisation
to hold it need not be the case that the spatial distributions of inertial and
gravitational masses are proportional. If they are not proportional, the body
will deform as it moves under the influence of the gravitational field. If they
are proportional and the initial velocities of all parts of the body are the
same, the trajectories of the parts will all be translates of one another. If the
initial velocities are not the same, the body will disperse without the action
of internal cohesive forces in the same way as it would without gravitational
field.
There is no pointlike-supported wave packet in quantum mechanics.
Hence we ask for the analogy to the situation just described: How does a
wave packet fall in a homogeneous gravitational field? The answer is given
by the following result, the straightforward proof of which we suppress.
Proposition 3.1. ψ solves the Schro¨dinger Equation
i~∂tψ =
(
− ~
2
2mi
∆− ~F (t) · ~x
)
ψ (3.4)
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iff
ψ =
(
exp(iα)ψ′
) ◦ Φ−1 , (3.5)
where ψ′ solves the free Schro¨dinger equation (i.e. without potential). Here
Φ : R4 → R4 is the following spacetime diffeomorphism (preserving time)
Φ(t, ~x) =
(
t, ~x+ ~ξ(t)
)
, (3.6)
where ~ξ is a solution to
~¨ξ(t) = ~F (t)/mi (3.7)
with ~ξ(0) = ~0, and α : R4 → R given by
α(t, ~x) =
mi
~
{
~˙ξ(t) · (~x+ ~ξ(t))− 1
2
∫ t
dt′‖~˙ξ(t′)‖2
}
. (3.8)
To clearly state the simple meaning of (3.5) we first remark that chang-
ing a trajectory t 7→ |ψ(t)〉 of Hilbert-space vectors to t 7→ exp(iα(t)) |ψ(t)〉
results in the same trajectory of states, since the state at time t is faithfully
represented by the ray in Hilbert space generated by the vector (unobserv-
ability of the global phase). As our Hilbert space is that of square-integrable
functions on R2, only the ~x-dependent parts of the phase (3.8) change the
instantaneous state. Hence, in view of (3.8), the meaning of (3.5) is that the
state ψ at time t is obtained from the freely evolving state at time t with
the same initial data by 1) a boost with velocity ~v = ~˙ξ(t) and 2) a spa-
tial displacement by ~ξ(t). In particular, the spatial probability distribution
ρ(t, ~x) := ψ∗(t, ~x)ψ(t, ~x) is of the form
ρ = ρ′ ◦ Φ−1 , (3.9)
where ρ′ is the freely evolving spatial probability distribution. This implies
that the spreading of ρ is entirely that due to the free evolution.
Now specialise to a homogeneous and static gravitational field ~g, such
that ~F = mg~g; then
~ξ(t) = ~vt+ 12~at
2 (3.10)
with
~a = (mg/mi)~g . (3.11)
In this case the phase (3.8) is
α(t, ~x) =
mi
~
{
~v · ~x+ ( 12v2 + ~a · ~x) t+ ~v · ~a t2 + 13a2t3} , (3.12)
where v := ‖~v‖ and a := ‖~a‖.
As the spatial displacement ~ξ(t) just depends on mg/mi, so does that
part of the spatial evolution of ρ that is due to the interaction with the
gravitational field. This is a quantum-mechanical version of UFF. Clearly,
the inevitable spreading of the free wave packet, which depends on mi alone,
is just passed on to the solution in the gravitational field. Recall also that
the evolution of the full state involves the ~x-dependent parts of the phase,
which correspond to the gain in momentum during free fall. That gain due to
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acceleration is just the classical δ~p = mi~at which, in view of (3.11), depends
on mg alone.
Other dependencies of physical features on the pair (mg,mi) are also
easily envisaged. To see this, we consider the stationary case of (3.4), where
i~∂t is replaced by the energy E, and also take the external force to corre-
spond to a constant gravitational field in negative z-direction: ~F = −mgg~ez.
The Schro¨dinger equation then separates, implying free motion perpendicular
to the z-direction. Along the z-direction one gets(
d2
dζ2
− ζ
)
ψ = 0, (3.13)
with
ζ := κz − ε , (3.14)
where
κ :=
[
2mimgg
~2
] 1
3
, ε := E ·
[
2mi
m2gg
2~2
] 1
3
. (3.15)
ζ
Ai(ζ)
Figure 2. Airy function from ζ = −10 to ζ = 5.
A solution to (3.13) that falls off for ζ → ∞ must be proportional to
the Airy function, a plot of which is shown in Figure 2.
As has been recently pointed out in [12], it is remarkable that the pene-
tration depth into the classically forbidden region, which is a simple function
of the length κ−1, depends on the product of inertial and gravitational mass.
Also, suppose we put an infinite potential barrier at z = 0. Then the energy
eigenstates of a particle in the region z > 0 are obtained by the requirement
ψ(0) = 0, hence ε = −zn, where zn < 0 is the n-th zero of the Airy function.
By (3.15) this gives
En =
[
m2gg
2~2
2mi
] 1
3
· (−zn) . (3.16)
The energy eigenvalues of this “atom trampoline” [12] depend on the combi-
nation m2g/mi. In the gravitational field of the Earth the lowest-lying energies
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have been realised with ultracold neutrons [17]; these energies are just a few
10−12 eV.
In classical physics, the return-time of a body that is projected at level
z = 0 against the gravitational field ~g = −g~ez in positive z-direction, so that
it reaches a maximal height of z = h, is given by
Tret = 2 ·
[
mi
mg
] 1
2
·
[
2h
g
] 1
2
. (3.17)
Now, in Quantum Mechanics we may well expect the return time to receive
corrections from barrier-penetration effects, which one expects to delay ar-
rival times. Moreover, since the penetration depth is a function of the product
rather than the quotient of mg and mi, this correction can also be expected
to introduce a more complicated dependence of the return time on the two
masses. It is therefore somewhat surprising to learn that the classical formula
(3.17) can be reproduced as an exact quantum-mechanical result [4]. This is
not the case for other shapes of the potential. A simple calculation confirms
the intuition just put forward for a step potential, which leads to a posi-
tive correction to the classical return which is proportional to the quantum-
mechanical penetration depth and also depends on the inertial mass. Similar
things can be said of an exponential potential (see [4] for details). Clearly,
these results make no more proper physical sense than the notion of timing
that is employed in these calculations. This is indeed a subtle issue which
we will not enter. Suffice it to say that [4] uses the notion of a “Peres clock”
[20] which is designed to register and store times of flight without assuming
localised particle states. The intuitive reason why barrier penetration does
not lead to delays in return time for the linear potential may be read off
Figure 2, which clearly shows that the Airy function starts decreasing before
the classical turning point (ζ = 0) is reached. This has been interpreted as
saying that there is also a finite probability that the particle is back-scattered
before it reaches the classical turning point. Apparently this just cancels the
opposite effect from barrier penetration in case of the linear potential, thus
giving rise to an unexpectedly close analogue of UFF in Quantum Mechanics.
4. Phase-shift calculation in non-relativistic Quantum
Mechanics
We consider the motion of an atom in a static homogeneous gravitational
field ~g = −g~ez. We restrict attention to the motion of the centre of mass
along the z-axis, the velocity of which we assume to be so slow that the
Newtonian approximation suffices. The centre of mass then obeys a simple
Scho¨dinger equation in a potential that depends linearly on the centre-of-mass
coordinate. This suggests to obtain (exact) solutions of the time-dependent
Schro¨dinger equation by using the path-integral method; we will largely fol-
low [26].
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The time evolution of a Schro¨dinger wave function in position represen-
tation is given by
ψ(zb, tb) =
∫
space
dzaK(zb, tb ; za, ta)ψ(za, ta) , (4.1)
where
K(zb, tb ; za, ta) := 〈zb| exp
(−iH(tb − ta)/~)|za〉 . (4.2)
Here za and zb represent the initial and final position in the vertical direction.
The path-integral representation of the propagator is
K(zb, tb ; za, ta) =
∫
Γ(a,b)
Dz(t) exp(iS[z(t)]/~) , (4.3)
where
Γ(a, b) :=
{
z : [ta, tb]→M | z(ta,b) = za,b
}
(4.4)
contains all continuous paths. The point is that the path integral’s depen-
dence on the initial and final positions za and zb is easy to evaluate whenever
the Lagrangian is of at most quadratic order in the positions and their ve-
locities:
L(z, z˙) = a(t)z˙2 + b(t)z˙z + c(t)z2 + d(t)z˙ + e(t)z + f(t) . (4.5)
Examples are: 1) The free particle, 2) particle in a homogeneous gravitational
field, 3) particle in a rotating frame of reference.
To see why this is true, let z∗ ∈ Γ(a, b) denote the solution to the
classical equations of motion:
δS
δz(t)
∣∣∣∣
z(t)=z∗(t)
= 0 . (4.6)
We parametrise an arbitrary path z(t) by its difference to the classical solu-
tion path; that is, we write
z(t) = z∗(t) + ξ(t) (4.7)
and regard ξ(t) as path variable:
K(zb, tb ; za, ta) =
∫
Γ(0,0)
Dξ(t) exp(iS[z∗ + ξ]/~) . (4.8)
Taylor expansion around z∗(t) for each value of t, taking into account (4.6),
gives
K(zb, tb ; za, ta) = exp
{
i
~
S∗(zb, tb ; za, ta)
}
×
∫
Γ(0,0)
Dξ(t) exp
{
i
~
∫
Γ(0,0)
dt
[
a(t)ξ˙2 + b(t)ξ˙ξ + c(t)ξ2
]}
.
(4.9)
Therefore, for polynomial Lagrangians of at most quadratic order, the prop-
agator has the exact representation
K(zb, tb ; za, ta) = F (tb, ta) exp
{
i
~
S∗(zb, tb ; za, ta)
}
, (4.10)
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where F (tb, ta) does not depend on the initial and final position and S∗ is the
action for the extremising path (classical solution). We stress once more that
(4.10) is valid only for Lagrangians of at most quadratic order. Hence we may
use it to calculate the exact phase change for the non-relativistic Schro¨dinger
equation in a static and homogeneous gravitational field.
5. Free fall in a static homogeneous gravitational field
We consider an atom in a static and homogeneous gravitational field ~g =
−g~ez. We restrict attention to its centre-of-mass wave function, which we
represent as that of a point particle. During the passage from the initial to the
final location the atom is capable of assuming different internal states. These
changes will be induced by laser interaction and will bring about changes in
the inertial and gravitational masses, mi and mg. It turns out that for the
situation considered here (hyperfine-split ground states of Caesium) these
changes will be negligible, as will be shown in footnote 8. Hence we can model
the situation by a point particle of fixed inertial and gravitational mass, which
we treat as independent parameters throughout. We will nowhere assume
mi = mg.
5.1. Some background from GR
In General Relativity the action for the centre-of-mass motion for the atom
(here treated as point particle) is (−m2c) times the length functional, where
m is the mass (here mi = mg = m):
S = −mc
∫ λ2
λ1
dλ
√
gαβ
(
x(λ)
)
x˙α(λ)x˙β(λ) , (5.1)
where, in local coordinates, xα(λ) is the worldline parametrised by λ and gαβ
are the metric components. Specialised to static metrics
g = f2(~x)c2dt2 − hab(~x) dxadxb , (5.2)
we have
S = −mc2
∫ t2
t1
dtf
(
~x(t)
)√
1− hˆ(~v,~v)
c2
, (5.3)
where ~v := (v1, v2, v3) with va = dxa/dt, and where hˆ is the “optical metric”
of the space sections t = const:
hˆab :=
hab
f2
. (5.4)
This is valid for all static metrics. Next we assume the metric to be spatially
conformally flat, i.e., hab = h
2 δab, or equivalently
hˆab = hˆ
2 δab , (5.5)
360 D. Giulini
with hˆ := h/f , so that the integrand (Lagrange function) of (5.3) takes the
form
L = −mc2 f(~x(t))√1− hˆ2(~x(t))~v2
c2
, (5.6)
where ~v2 := (v1)2 + (v2)2 + (v3)2.
We note that spherically symmetric metrics are necessarily spatially con-
formally flat (in any dimension and regardless of whether Einstein’s equations
are imposed). In particular, the Schwarzschild solution is of that form, as is
manifest if written down in isotropic coordinates:
g =
[
1− rSr
1 + rSr
]2
c2dt2 −
[
1 +
rS
r
]4 (
dx2 + dy2 + dz2
)
. (5.7)
Here rS is the Schwarzschild radius:
rs := GM/2c
2 . (5.8)
Hence, in this case,
f =
1− rSr
1 + rSr
, h =
[
1 +
rS
r
]2
, hˆ =
[
1 + rSr
]3
1− rSr
. (5.9)
Back to (5.3), we now approximate it to the case of weak gravitational
fields and slow particle velocities. For weak fields, Einstein’s equations yield
to leading order:
f = 1 +
φ
c2
, h = 1− φ
c2
, hˆ = 1− 2φ
c2
. (5.10)
Here φ is the Newtonian potential, i.e. satisfies ∆φ = 4piGT00/c
2 where ∆ is
the Laplacian for the flat spatial metric. Inserting this in (5.6) the Lagrangian
takes the leading-order form
L = −mc2 + 12mv2 −mφ . (5.11)
We note that the additional constant m2c2 neither influences the evolu-
tion of the classical nor of the quantum-mechanical state. Classically this is
obvious. Quantum-mechanically this constant is inherited with opposite sign
by the Hamiltonian:
H = mc2 + p
2
2m +mφ . (5.12)
It is immediate that if ψ(t) is a solution to the time-dependent Schro¨dinger
equation for this Hamiltonian, then ψ(t) := exp
(
iα(t)
)
ψ′(t) with α(t) =
−t(mc2/~), where ψ′ solves the time-dependent Schro¨dinger equation without
the term mc2. But ψ and ψ′ denote the same time sequence of states (rays).
Hence we can just ignore this term.5
5In [15] this term seems to have been interpreted as if it corresponded to an inner degree
of freedom oscillating with Compton frequency, therefore making up a “Compton clock”.
But as there is no periodic change of state associated to this term, it certainly does not
correspond to anything like a clock (whose state changes periodically) in this model.
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5.2. Interferometry of freely falling atoms
We now analyse the quantum mechanical coherences of the centre-of-mass
motion in a static and homogeneous gravitational field, where we generalise
to mi 6= mg. Hence, instead of (5.11) (without the irrelevant mc2 term) we
take
L = 12miz˙
2 −mggz . (5.13)
Here we restricted attention to the vertical degree of freedom, parametrised
by z, where z˙ := dz/dt. This is allowed since the equation separates and
implies free evolution in the horizontal directions. The crucial difference to
(5.11) is that we do not assume that mi = mg.
t
0 T 2T
z
A
C
C′
B
B′
D
D′
|g1〉
|g2〉
|i〉
ω1 ω2
~k1 ~k2
|g1〉
|g2〉
|g1〉
|g1〉
|g2〉 |g2〉
Figure 3. Atomic interferometer with beam splitters at A
andD and mirrors atB and C, realised by pi/2– and pi–pulses
of counter-propagating laser beams with ~k1 = −k1~ez, where
k1 = ω1/c and ~k2 = k2~ez, where k2 = ω2/c. |g1,2〉 denote the
hyperfine doublet of ground states and |i〉 an intermediate
state via which the Raman transitions between the ground
states occur. The solid (bent) paths show the classical trajec-
tories in presence of a downward pointing gravitational field
~g = −g~ez, the dashed (straight) lines represent the classical
trajectories for g = 0. The figure is an adaptation of Fig. 9
in [26].
The situation described in [15], which is as in [26], is depicted in Fig. 3.
A beam of Caesium atoms, initially in the lower state |g1〉 of the hyper-
fine doublet |g1〉, |g2〉 of ground states, is coherently split by two consecutive
laser pulses which we may take to act simultaneously at time t = T : The
first downward-pointing pulse with ~k1 = −k1~ez, where k1 := ω1/c, elevates
the atoms from the ground state |g1〉 to an intermediate state |i〉, thereby
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transferring momentum ∆A1~p = −~k1~ez. The second upward-pointing pulse
~k2 = k2~ez, where k2 := ω2/c, induces a transition from |i〉 to the upper
level of the hyperfine-split ground state, |g2〉. The emitted photon is point-
ing upwards so that the atom suffers a recoil by ∆A2~p = −~k2~ez. The total
momentum transfer at A is the sum ∆A~p := ∆A1~p + ∆A2~p = −κ~ez with
κ = k1 + k2 = (ω1 + ω2)/c. At A the pulses are so adjusted that each
atom has a 50% chance to make this transition |g1〉 → |i〉 → |g2〉 and pro-
ceed on branch AB and a 50% chance to just stay in |g1〉 and proceed on
branch AC. (So-called pi/2–pulse or atomic beam splitter.) At B and C the
pulses are so adjusted that the atoms make transitions |g2〉 → |i〉 → |g1〉 and
|g1〉 → |i〉 → |g2〉 with momentum changes ∆B~p = κ~ez and ∆C~p = −κ~ez
respectively. Here the pulses are so adjusted that these transitions occur al-
most with 100% chance. (So-called pi–pulses or atomic mirrors.) Finally, at
D, the beam from BD, which is in state |g1〉, receives another pi/2-pulse so
that 50% of it re-unites coherently with the transmitted 50% of the beam
incoming from CD that is not affected by the pi/2–pulse at D. In total, the
momentum transfers on the upper and lower paths are, respectively,
∆upper~p = ∆C~p = −~κ~ez︸ ︷︷ ︸
at C
, (5.14a)
∆lower~p = ∆A~p+ ∆B~p+ ∆D~p = −~κ~ez︸ ︷︷ ︸
at A
+~κ~ez︸ ︷︷ ︸
at B
−~κ~ez︸ ︷︷ ︸
at D
. (5.14b)
Following [26] we now wish to show how to calculate the phase difference
along the two different paths using (4.10). For this we need to know the
classical trajectories.
Remark 5.1. The classical trajectories are parabolic with downward accelera-
tion of modulus gˆ. If the trajectory is a stationary point of the classical action
we would have gˆ = g(mg/mi). However, the authors of [15] contemplate the
possibility that violations of UGR could result in not making this identi-
fication.6 Hence we proceed without specifying gˆ until the end, which also
has the additional advantage that we can at each stage cleanly distinguish
between contributions from the kinetic and contributions from the potential
part of the action. But we do keep in mind that (4.10) only represents the
right dependence on (za, zb) if z(t) = z∗(t) holds. This will be a crucial point
in our criticism to which we return later on.
Now, the unique parabolic orbit with downward acceleration gˆ through
initial event (ta, za) and final event (tb, zb) is
z(t) = za + va(t− ta)− 12 gˆ(t− ta)2 , (5.15)
where
va :=
zb − za
tb − ta +
1
2
gˆ(tb − ta) . (5.16)
6 In [15] the quantity that we call gˆ is called g′.
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Evaluating the action along this path gives
Sgˆ(zb, tb; za, ta) =
mi
2
(zb − za)2
tb − ta
− mgg
2
(zb + za)(tb − ta)
+
gˆ
24
(tb − ta)3(migˆ − 2mgg) .
(5.17)
Remark 5.2. Note the different occurrences of g and gˆ in this equation. We
recall that g is the parameter in the Lagrangian (5.13) that parametrises the
gravitational field strength, whereas gˆ denotes the modulus of the downward
acceleration of the trajectory z(t) along which the atom actually moves, and
along which the action is evaluated.
Remark 5.3. In (5.17) it is easy to tell apart those contributions originating
from the kinetic term (first term in (5.13)) from those originating from the
potential term (second term in (5.13)): The former are proportional to mi,
the latter to mg.
Remark 5.4. Note also that on the upper path ACD the atom changes the
internal state at C and on the lower path ABD it changes the internal state
at all three laser-interaction points A, B, and D. According to Special Rela-
tivity, the atom also changes its inertial mass at these points by an amount
∆E/mc2, where ∆E ≈ 4 × 10−5 eV, which is a fraction of 3 · 10−16 of Cae-
sium’s rest energy mc2.7 Hence this change in inertial mass, as well as a
change in gravitational mass of the same order of magnitude, can be safely
neglected without making any assumptions concerning the constancy of their
quotient mi/mg.
Now we come back to the calculation of phase shifts. According to (4.10),
we need to calculate the classical actions along the upper and lower paths.
∆S = S(AC) + S(CD)− (S(AB) + S(BD))
=
(
S(AC)− S(AB))+ (S(CD)− S(BD)) . (5.18)
Remark 5.5. Since the events B and C differ in time from A by the same
amount T , and likewise B and C differ from D by the same amount T , we
see that the last term on the right-hand side of (5.17) drops out upon taking
the differences in (5.18), since it only depends on the time differences but not
on the space coordinates. Therefore, the dependence on gˆ also drops out of
(5.17), which then only depends on g.
7Recall that the “second” is defined to be the duration of ν = 9, 192, 631, 770 cycles of
the hyperfine structure transition frequency of Caesium-133. Hence, rounding up to three
decimal places, the energy of this transition is ∆E = h × ν = 4.136 · 10−15 eV · s ×
9, 193, 631, 770 s−1 = 3.802 · 10−5 eV. The mass of Caesium is m = 132.905 u, where
1 u = 931.494 · 106 eV/c2; hence mc2 = 1.238 · 1011 eV and ∆E/mc2 = 3.071 · 10−16.
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The calculation of (5.18) is now easy. We write the coordinates of the
four events A,B,C,D in Fig. 3 as
A = (zA, tA = 0) , B = (zB , tB = T ) ,
C = (zC , tC = T ) , D = (zD, tD = 2T ) (5.19)
and get
∆S =
mi
T
(zC − zB)
[
zB + zC − zA − zD − g(mg/mi)T 2
]
. (5.20)
Since the curved (thick) lines in Fig. 3 are the paths with downward acceler-
ation of modulus gˆ, whereas the straight (thin) lines correspond to the paths
without a gravitational field, the corresponding coordinates are related as
follows8:
A′ =
(
zA′ = zA, tA′ = 0
)
,
B′ =
(
zB′ = zB +
1
2 gˆT
2 , tB′ = T
)
,
C ′ =
(
zC′ = zC +
1
2 gˆT
2 , tC′ = T
)
,
D′ =
(
zD′ = zD + 2gˆT
2 , tD′ = 2T
)
.
(5.21)
Hence
zB + zC − zA − zD = zB′ + zC′ − zA′ − zD′ + gˆT 2 = gˆT 2 , (5.22)
where zB′ + zC′ − zA′ − zD′ = 0 simply follows from the fact that A′B′C ′D′
is a parallelogram. Moreover, for the difference (zC − zB) we have
zC − zB = zC′ − zB′ = ~κ
mi
T , (5.23)
8If we took into account the fact that the atoms change their inner state and consequently
their inertial mass mi, we should also account for the possibility that the quotient mi/mg
may change. As a result, the magnitude of the downward acceleration gˆ may depend on the
inner state. These quantities would then be labelled by indices 1 or 2, according to whether
the atom is in state |g1〉 or |g2〉, respectively. The modulus of the downward acceleration
along AC and BD is then gˆ1, and gˆ2 along AB and CD. Also, the momentum transfers
through laser interactions are clearly as before, but if converted into velocity changes by
using momentum conservation one has to take into account that the inertial mass changes
during the interaction. However, the z-component of the velocity changes at A (for that part
of the incoming beam at A that proceeds on AB′) and C′ will still be equal in magnitude
and oppositely directed to that at B′, as one can easily convince oneself; its magnitude
being ∆v =
(
1− mi1
mi2
)
vA + ~κ/mi2, where vA is the incoming velocity in A. As a result, it
is still true that for laser-induced Raman transitions with momentum transfer ~κ at t = 0
and t = T the two beams from C′ and B′ meet at time t = 2T at a common point, which
is zD′ = zA + 2vAT − ~κmi2 +
(mi1
mi2
− 1)vAT . Switching on the gravitational field has the
effect that zC = zC′ − 12 gˆ1T 2 and zB = zB′ − 12 gˆ2T 2, but that the beam from C arrives
after time T at z
(C)
D = zD′ − 12 (gˆ1 + gˆ2)T 2 −
mi1
mi2
gˆ1T 2, whereas the beam from B arrives
after time T at z
(B)
D = zD′ − 12 (gˆ1 + gˆ2)T 2 −
mi2
mi1
gˆ2T 2, which differs from the former
by ∆zD := z
(C)
D − z
(B)
D = T
2
(
mi2
mi1
gˆ2 − mi1mi2 gˆ1
)
. Assuming that gˆ1 = (mg1/mi1)g and
gˆ2 = (mg2/mi2)g, this is ∆zD = (mi2mg2 −mi1mg1)gT 2/(mi1mi2) which, interestingly,
vanishes iff the product (rather than the quotient) of inertial and gravitational mass stays
constant. If the quotient stays approximately constant and so that gˆ1 = gˆ2 =: gˆ, we write
mi2/mi1 = 1 + ε, with ε = ∆E/mi1c
2, and get to first order in ε that ∆zD ≈ 2εgˆT 2.
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where the last equality follows from the fact that along the path AB′ the
atoms have an additional momentum of −~κ~ez as compared to the atoms
along the path AC ′; compare (5.14b). Using (5.22) and (5.23) in (5.20), we
get:
∆S = ~κT 2
[
gˆ − g(mg/mi)
]
. (5.24)
As advertised in Remarks 5.1, 5.2, and 5.3, we can now state individually the
contributions to the phase shifts from the kinetic and the potential parts:
(∆φ)time = +κT
2 gˆ , (5.25a)
(∆φ)redshift = −κT 2 g(mg/mi) . (5.25b)
Here “time” and “redshift” remind us that, as explained in Section 5.1, the
kinetic and potential energy terms correspond to the leading-order Special-
Relativistic time dilation (Minkowski geometry) and the influence of gravi-
tational fields, respectively.
Finally we calculate the phase shift due to the laser interactions at
A,B,C and D. For the centre-of-mass wave function to which we restrict
attention here, only the total momentum transfers matter which were already
stated in (5.14). Hence we get for the phase accumulated on the upper path
ACD minus that on the lower path ABD:
(∆φ)light =
1
~
{
(∆C~p) · ~zC − (∆A~p) · ~zA − (∆B~p) · ~zB − (∆D~p) · ~zD
}
= −κ(zB + zC − zA − zD) = −κgˆT 2 , (5.25c)
where we used (5.22) in the last step.
Taking the sum of all three contributions in (5.25) we finally get
∆φ = − mg
mi
· g · κ · T 2 . (5.26)
This is fully consistent with the more general formula derived by other meth-
ods (no path integrals) in [13], which also takes into account possible inho-
mogeneities of the gravitational field.
5.3. Atom interferometers testing UFF
Equation (5.26) is the main result of the previous section. It may be used
in various ways. For given knowledge of (mg/mi) a measurement of ∆φ may
be taken as a measurement of g. Hence the atom interferometer can be used
as a gravimeter. However, in the experiments referred to in [15] there was
another macroscopic gravimeter nearby consisting of a freely falling corner-
cube retroreflector monitored by a laser interferometer. If Mi and Mg denote
the inertial and gravitational mass of the corner cube, its acceleration in
the gravitational field will be g˜ = (Mg/Mi)g. The corner-cube accelerometer
allows to determine this acceleration up to ∆g˜/g˜ < 10−9 [22]. Hence we can
write (5.26) as
∆φ = − mg
mi
· Mi
Mg
· (g˜κT 2) , (5.27)
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in which the left-hand side and the bracketed terms on the right-hand side
are either known or measured. Using the Eo¨tvo¨s ratio (2.1) for the Caesium
atom (A) and the reference cube (B)
η(atom, cube) = 2 · (mg/mi)− (Mg/Mi)
(mg/mi) + (Mg/Mi)
, (5.28)
we have
mgMi
miMg
=
2 + η
2− η = 1 + η +O(η
2) . (5.29)
Hence, to first order in η := η(atom, cube), we can rewrite (5.27):
∆φ = − (1 + η) · (g˜κT 2) . (5.30)
This formula clearly shows that measurements of phase shifts can put upper
bounds on η and hence on possible violations of UFF.
The experiments [21, 22] reported in [15] led to a measured redshift
per unit length (height) which, compared to the predicted values, reads as
follows:
ζmeas : =
−∆φ
κT 2c2
= (1.090 322 683± 0.000 000 003)× 10−16 ·m−1 , (5.31a)
ζpred : = g˜/c
2 = (1.090 322 675± 0.000 000 006)× 10−16 ·m−1 . (5.31b)
This implies an upper bound of
η(atom, cube) =
ζmeas
ζpred
− 1 < (7± 7)× 10−9 , (5.32)
which is more than four orders of magnitude worse (higher) than the lower
bounds obtained by more conventional methods (compare (2.3)). However,
it should be stressed that here a comparison is made between a macroscopic
body (cube) and a genuine quantum-mechanical system (atom) in a super-
position of centre-of-mass eigenstates, whereas other tests of UFF use macro-
scopic bodies describable by classical (non-quantum) laws.
5.4. Atom interferometers testing URS?
The foregoing interpretation seems straightforward and is presumably un-
controversial; but it is not the one adopted by the authors of [15]. Rather,
they claim that a measurement of ∆φ can, in fact, be turned into an upper
bound on the parameter αRS which, according to them, enters the formula
(5.30) for the predicted value of ∆φ just in the same fashion as does η. Then,
since other experiments constrain η to be much below the 10−9 level, the very
same reasoning as above now leads to the upper bound (5.32) for αRS rather
than η, which now implies a dramatic improvement of the upper bound (2.8)
by four orders of magnitude!
However, the reasoning given in [15, 16] for how αRS gets into (5.30)
seems theoretically inconsistent. It seems to rest on the observation that
(5.25a) cancels with (5.25c) irrespectively of whether gˆ = (mg/mi)g or not,
so that
∆φ = (∆φ)redshift . (5.33)
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Then they simply assumed that if violations of UGR existed (∆φ)redshift, and
hence ∆φ, simply had to be multiplied by (1 +αRS). (Our αRS is called β in
[15].)
Remark 5.6. The cancellation of (5.25a) with (5.25c) for gˆ 6= (mg/mi)g is
formally correct but misleading. The reason is apparent from (4.10): The
action has to be evaluated along the solution z∗(t) in order to yield the dy-
namical phase of the wave function. Evaluating it along any other trajectory
will not solve the Schro¨dinger equation. Therefore, whenever gˆ 6= (mg/mi)g,
the formal manipulations performed are physically, at best, undefined. On
the other hand, if gˆ = (mg/mi)g, then according to (5.25)
(∆φ)time = −(∆φ)redshift = −(∆φ)light , (5.34)
so that we may just as well say that the total phase is entirely due to the
interaction with the laser, i.e. that we have instead of (5.33)
∆φ = (∆φ)light (5.35)
and no αRS will enter the formula for the phase.
Remark 5.7. The discussion in Section 2.2 suggests that violations of UGR
are quantitatively constrained by violations of UFF if energy conservation
holds. If the upper bounds for violations of UFF are assumed to be on the
10−13 level (compare (2.3)), this means that violations of UGR cannot exceed
the 10−9 level for magnetic interactions. Since the latter is just the new level
allegedly reached by the argument in [15], we must conclude by Nordtvedt’s
gedanken experiment that the violations of UGR that are effectively excluded
by the argument of [15] are those also violating energy conservation.
Remark 5.8. Finally we comment on the point repeatedly stressed in [15]
that (4.10) together with the relativistic form of the action (5.1) shows that
the phase change due to the free dynamics (∆φ)free := ∆φ− (∆φ)light, which
in the leading order approximation is just the dt-integral over (5.11), can be
written as the integral of the eigentime times the constant Compton frequency
ωC = mic
2/~:
(∆φ)free = ωC
∫
dτ . (5.36)
The authors of [15] interpret this as timing the length of a worldline by a
“Compton clock” ([15], p. 927). 9 For Caesium atoms this frequency is about
2 × 1026 · s−1, an enormous value. However, there is no periodic change of
any physical state associated to this frequency, unlike in atomic clocks, where
the beat frequency of two stationary states gives the frequency by which the
superposition state (ray in Hilbert space) periodically recurs. Moreover, the
frequency ωC apparently plays no roˆle in any of the calculations performed in
[15], nor is it necessary to express ∆φ in terms of known quantities. The mere
fact that the phase difference of two hypothetical clocks ticking at Compton
9“The essential realisation of this Letter is that the non-relativistic formalism hides the
true quantum oscillation frequency ωC .” ([15], pp. 928 and 930)
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frequency would just be the one discussed above does clearly not imply that in
the situation at hand we are dealing with genuine clocks. Hence the reference
to a “Compton clock” is unwarranted and likewise the stipulation that if
violations of UGR existed they would register in the phase ∆φ by multiplying
it with (1 + αRS).
6. Conclusion
I conclude from the discussion of the previous section that the arguments
presented in [15] are not sufficient to show a direct proportionality of ∆φ
with (1 + αRS), which is the basis of its main argument. As a result, [15]
does not provide sufficient reason to claim an improvement on upper bounds
on possible violations of UGR—and hence on all of EEP—by four orders of
magnitude. This would indeed have been a major achievement, as UCR/UGR
is by far the least well-tested part of EEP, which, to stress it once more, is the
connector between gravity and geometry. Genuine quantum tests of EEP are
most welcome and the experiment described in [15] is certainly a test of UFF,
but not of UGR. As a test of UFF it is still more than four orders of magnitude
away from the best non-quantum torsion-balance experiments. However, one
should stress immediately that it puts bounds on the Eo¨tvo¨s factor relating
a classically describable piece of matter to an atom in a superposition of
spatially localised states, and as such it remains certainly useful. On the other
hand, as indicated in Fig. 3, the atoms are in energy eigenstates |g1,2〉 between
each two interaction points on the upper and on the lower path. Hence we do
not have a genuine quantum test of UGR where a quantum clock (being in
a superposition of energy eigenstates) is coherently moving on two different
worldlines. This seems to have been the idea of [15] when calling each massive
system a “Compton clock”. It remains to be seen whether and how this idea
can eventually be realised with real physical quantum clocks, i.e. quantum
systems whose state (ray!) is periodically changing in time. This has also
recently been suggested in [23] and [34].
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