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ABSTRACT
Among the different emotional functions, empathy is difficult to model but is
important for a robot to have so that they can socially interact with society. Perceived
empathy has positive consequences on attitude and the social behaviors of an individual. The
project aims to model empathic behavior and perceptive capabilities in a robot in such a way
that they can engage in empathic interactions with other agents in a shared physical space. In
this study, a small grid environment world was designed and developed with multiple agents.
Also, The Markov Decision Process and a Hand Coded algorithm were implemented and
compared to study the influence of empathy on the robot agent’s behavior. In this
environment when empathy, needy and food parameters are varied from -1 to 1, -1 to 1, and
unlimited to limited supply, respectively, change is observed in the behavior of the robot
agent. When the food supply is unlimited, the robot agent can either aid or avoid other agents
based on the positive, zero or negative values of empathy and needy. In contrast, when food
supply is limited, the robot agent’s behavior towards other agents varies based upon the
greater of the two values.
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Chapter 1

INTRODUCTION
1.1MOTIVATION
Artificial intelligence systems have become essential aspects of our lives. AI systems
have aided with daily activities and even improving upon the physical and emotional
health assistance. Although they cannot feel and express empathy, it is possible to build
Robots that appear to show empathy. AI Systems with empathy can empathize with a
user and vice-versa. Empathetic interactions are important for the coexistence of
humans and Robots in today’s society, even more so for social robots, which are
expected to soon emerge throughout society.

Empathy is a parameter that is difficult to define in the world of Artificial Intelligence,
but it is even more difficult and complicated to quantify. Various definitions of
empathy are discussed in the next section (Related Work). In this study,
complementary issue of AI systems with empathy is addressed where in a tool that can
quantitatively compare pre-specified imperfect formalizations of empathy in terms of
agent’s behavior is built. The following are the applications for which AI systems
with empathy can be used:
Education: the study shows that if a tutor and student have a positive
relationship, learning becomes more efficient for the student. In the field of education,
learning improves if the tutor robot is intelligent and has a positive social connection
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with the student and even more so if they respond empathetically to students [4].
Social Chatbots: Every website utilizes chatbots with a basic goal of collecting
data and assisting customers. However, customers utilize chatbots with an expectation of a
solution that has an emotional consideration. Empathetic chatbots improves customer’s
experience significantly, leading to customer satisfaction [5].
Assisted Living: Using social robots is a latest trend in the Ambient Assisted
Living, because of their ability to involve users in human-like discussions. Social robots
appear to show empathy and feelings while communicating with the individuals in Ambient
Assisted Living environments [7].
Autonomous Driving: Autonomous vehicle that are equipped with emotions
require interactions not only between the cars and their drivers/passengers, but also with
onboard machines, neighboring pedestrians, other car and their occupants, as well as the
surrounding infrastructure [6].
Patient Care: Once emotional bonds are formed between AI robots and
dementia patients, there is a positive impact regarding relief of pain and suffering. For
example, Paro, a robotic baby harp seal was developed in Japan by Takanori Shibati which is
equipped with 32-bit processors, microphones, and several tactile sensors [8]. The robot has
been found to have positive psychological effects on patients, thereby reducing stress [9].

Empathy contributes to collaboration and cooperation, and transcends cultures, social
behaviors and wellbeing [14]. When building empathetic AI systems, the important question
is determining the optimal action taken by the system for a specific customer, given a set of
metrics or factors. The goal is for the customer to obtain some value from an interaction with
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the AI system. An AI system with the capacity for empathy could provide more natural
interactions, with the consideration of the customer’s emotions and providing better customer
satisfaction.

In this study, experiments are conducted that suggest a change will be observed in the social
behavior or sensitivity of an agent/robot towards other agents based on a pre-determined
empathetic level of that agent.

1.2 PROBLEM STATEMENT
As a first step towards robots with more sophisticated forms of empathy, in this thesis we are
aiming to understand the impact of empathy on the behavior of the robots towards other
agents/humans. In this study we use a computer simulation of a small multi-agent system
consisting of 3 agents where one of the agent have varying degrees of empathy and needy
toward the others. This would be the first step towards a more realistic model of empathetic
agents, which is important for us to build robots with empathy. For the current system, the use
of the word altruism instead of empathy might be more appropriate, but in this study, word
empathy is used for the current system since the word empathy would be more appropriate
once we have extended our system by implementing algorithms such as inverse
reinforcement and plan recognition. In this study small grid world environment is created
with 3 agents and food, in order to study how the pre-determined empathetic level of robot
agent determines if it will help other agents to complete their task or whether it will only
focus to complete its own task. In this environment, we created a task where agents have to
eat food. Eating food is a concrete example of a more general idea of resources that a robot or
human needs. In our current simulation of small multi-agent system, two agents beside the
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robot agent in the environment have a fixed policy where they do not wander around in order
to find food by themselves unless food or the robot agent is in the neighboring cell. This is
because if we allow two agents other than the robot agent to have random movements, then
food will get easily revealed to them and we won’t get to study the impact of empathy in the
robot agent’s behavior towards other two agents, we are planning to add random movements
in future when we extend our current system. In our current simulation, we are varying the
numerical value of empathy and needy from -1 to 1. Zero empathy or needy value means that
the robot agent does not have an empathetic or needy feeling. When empathy and needy value
is varied between 0 and 1, we can study robot agent's behavior towards other agents when
they have an empathetic or needy feeling. In this study, the robot agent's behavior
for negative empathy value, is observed in order to model agents where they actively try to
work against other agents. Robot agent's behavior for negative needy value is observed in
order to model agents where they behave against their own interests. When the current
system is extended and implemented with Markov Games studying negative needy values for
the robot agent will be steppingstone to study negative needy values for the agents other than
robot agent. In this study, we used the Markov Decision Process (discussed in detail in the
Background section) to understand impact of empathy in reinforcement learning. The Hand
coded policy uses Dijkstra’s algorithm to understand behavior of agent with empathy. Both
Markov Decision Process and Hand coded policy provide two similar yet distinct ways of
formalizing empathy in an agent.
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Chapter 2

RELATED WORK
2.1 EMPATHY
Artificial empathy is defined as the development of AI systems such as companion Robots,
that can detect and respond to human emotions. The definition of empathy from Merriam
Webster [18] is
“the action of understanding, being aware of, being sensitive to, and
vicariously experiencing the feelings, thoughts, and experience of
another of either the past or present without having the feelings,
thoughts, and experience fully communicated in an objectively
explicit manner.”
Justin Bariso in his article [15] mention that according to psychologists Daniel Goleman and
Paul Ekman there are three types of empathy: cognitive empathy, emotional empathy and
compassionate empathy.
“Cognitive empathy is the ability to understand how a person feels and
what they might be thinking. Cognitive empathy makes us better
communicators, because it helps us relay information in a way that best
reaches the other person. Emotional empathy is the ability to share the
feelings of another person. Some have described it as ‘your pain in my
heart.’ This type of empathy helps you build emotional connections with
others. Compassionate empathy goes beyond simply understanding others
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and sharing their feelings: it actually moves us to take action, to help
however we can.” [15].

Artificial Empathy is compassionate empathy where robots understand another individual’s
feelings and respond accordingly.

2.2 RESEARCH IN AI WITH EMPATHY
In academia, robots have been created that are not only intelligent but also have social
connection and demonstrate empathy towards students [4]. In this paper, author has used the
EMOTE approach for Embodied Empathic Virtual and The Robotic Tutors which addresses
the unique challenges of learning interactions and the social emotional cues between students
and the tutor. The embodied tutor will feedback to the learning environment and further
influence the tutor’s guidance. Based on tabletop learning situations where students are
interacting with the Emy’s The Robotic tutor, students have a positive impact when the robot
shows empathy towards them.

XiaoIce is social chatbot from Microsoft which is designed such that it establishes emotional
connection with the customer(human) providing good customer service [5]. In this paper, the
author uses a model that has an intelligent quotient and emotional quotient which are taken
into consideration for the Markov Decision Process, used for making decisions that give
optimal long term results. Results show that XiaoIce social chatbot achieves an average of 23
Conversation turns per customer session, which is higher than any other chatbots.

7

For autonomous vehicle [6] this paper creates framework which consists of the Perception
Unit, the Emotions Unit, the Decision-making Unit, and the Decision Implementation Unit.
The Emotion Unit basically tells how the model/vehicle should respond emotionally to its
environment. The Emotion Unit adopts a theory proposed by risk-avoidance models. This
framework is under development to be used for two-lane highway driving.

For Ambient Assisted living environment with Artificial Empathetic Robot [7], this paper
uses the approach where their NICA architecture consists of a conversational agent with mind
that decides which goals to implement. The agent evaluates each stage in its lifecycle, to
determine whether the environment has changed. If the environment changes, then the actions
and behavior of the agent also changes. The goals of the agent correspond to those of the
human caregivers indicated as the most important in their daily assistance. The authors
conducted experiments in which the quantitative results of the evaluation suggested that an
agent’s choices parallel human action for 79% of the cases in the dataset.

The findings of the study described in this paper [9] confirm the positive impact of Paro
detailed in earlier work [8] and suggest that there is an even greater scope for its use in the
support of residents in senior care facilities.

2.3 DIFFERENT SUB-FIELDS OF AI
There are various fields of AI that could be used for creating Robots with artificial empathy.
In the Markov Decision Process, a single agent is expected to decide the best action, which is
selected based on its current state [2]. Markov games are a multiagent environment model
which includes multiple adaptive agents with an interacting or competing goal [12]. Inverse
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reinforcement learning is the field of observing an agent’s behavior, in order to learn an
agent’s objectives, values, or rewards [16]. Plan Recognition is the field in which an agent’s
top-level plans are predicted based upon its observed actions. Also, it is an abductive
reasoning task that involves inferring plans that best explain observed actions [21]. The ant
colony algorithm is an algorithm aimed in finding optimal paths dependent upon the behavior
of ants in search of food [11]. In Co-operative game theory different agents create an alliance
and help each other to maximize the result [10].
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Chapter 3

BACKGROUND
3.1 MARKOV DECISION PROCESS
In AI, reinforcement learning algorithm is an algorithm where an agent learns the best action
to take based on positive reinforcement. Markov Decision Process is a reinforcement learning
algorithm in which an agent predicts which action is best from its current state, based on a
reward. MDP (Markov Decision Process) is a model environment where an agent interacts
with the environment [2].
MDP=⟨S,A,P,R, 𝛾 ⟩

A MDP model consists of finite number of states (S), actions (A), reward function (R),
probability matrix (P) and discount factor (𝛾 ). Probability matrix suggests the possibility of
an agent taking an action to reach the next state from a current state. According to the
discount factor, long-term rewards put greater weight on short-term rewards. A discount
factor that is closer to 1 weighs distant rewards more similarly to immediate rewards. The
optimal policy of an agent is determined using an optimal utility function which is obtained
using a value iteration algorithm [22]. The optimal policy can also be determined using a
policy iteration algorithm [22]. In MDP, the policy determines which action is best to take
from current state [2]. In MDP, you do not have to consider the previous state, all decisions
are made from current state.
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The goal of MDP is to find best possible action to take to reach end goal and in order to
achieve that we find an optimal policy. We can find an optimal Utility function by using
value iteration Optimal Utility V*(s) at state, s, is a sum of the total rewards that you can
receive in that state and of the action that maximizes expected utility to reach next state, s’.
Now, we must determine which action maximizes expected utility of next state, s’, which is
what optimal policy ∏* does. The algorithm converges when there is no change in utility
between two consecutive iterations. Error is the upper bound of difference between utilities of
two consecutive iterations by ||Vi+1−Vi||<ϵ

1−𝛾
where, γ, is the discount factor and, i, is
𝛾

the iteration [2][22].

V*(s)=R(s) + 𝑚𝑎𝑥𝑎 [g ∑𝑠′ P(s’ | s, a) V*(s’)]
∏*(s)=𝑎𝑟𝑔𝑚𝑎𝑥𝑎 [ ∑𝑠′ P(s’ | s, a) V*(s’)]
Most often, MDP finds best possible actions which may not always be the most ideal.
For example: Consider the grid world picture below:

Figure 3.1 6*6 Grid World

Consider 6*6 grid world. Here, the agent’s initial position is the (5,0) cell. The goal of the
agent is to reach food in cell (5,5) and will be rewarded when it eats the food. Here, the agent
can take 9 possible actions from the current state to go to the next state: up, down, left, right,
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left-down, left-up, right-down, right-up or remain in the same state. The agent can move one
step horizontally, vertically, or diagonally.
The agent receives a reward when it reaches the goal, so the optimal policy is to find the
actions, with takes the least number of steps, in order to reach (4,3) cell. Two such set of
actions are as follows:
•

up, up, up, up, up

•

left-up, up, up, up, right-up

3.2 DIJKSTRA’S ALGORITHM
Dijkstra's algorithm is a step-by-step process we can use to find the shortest path between two
vertices in a weighted graph. In Dijkstra’s algorithm we determine distance of all vertices in
the graph from start vertex.
Dijkstra’s algorithm follows the following steps [1]:
Step 1: First, initialize the distance to reach the start vertex, from the start vertex to 0. Then,
set the distance from the start vertex to all other vertices in the graph as infinity. Next,
create a list with all the vertices in the graph that are arranged in ascending order
based on the distance from the start vertex. Mark all the vertices as unvisited.
Step 2: From the list of vertices, take vertex with the smallest distance and set that as the
current vertex. We determine the distance to all vertices that are connected to
current vertex, with an edge. Once the distance to all vertices that are connected to
current vertex, is determined, we mark the current vertex as unvisited by removing it
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from list of vertices. Store the path to reach current vertex with smallest distance in a
list.
Step 3: The distance to reach the vertex from current vertex is updated if we find a
path that leads to a vertex with smaller distance. Update the path.
Step 4: Repeat step 2 and step 3 until we find the smallest distance between the start vertex
and all vertices in the graph. The algorithm converges when all the vertices are
visited.
For example: Consider the following graph with 5 vertices connected with edges. Here, we
want to find smallest distance between vertex A and vertex E. First, we initialize distance
from
5
D

B

4

2

E

3

A

2

4

3
C

Figure 3.2 Graph

vertex A to vertex A to 0. Set the distance to all the vertices, B, C, D, and E, from A as
infinity. Now vertex A has smallest distance as compared to other vertices. Set vertex A as
current vertex. Vertex B and Vertex C are connected to vertex A with edge of weight 2 and 4,
respectively. Now the distance from A to C is updated to 4 and distance from A to B is
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updated to 2. Mark vertex A as visited. Next, the vertex with smallest distance from A, is B.
Set B as the current vertex. Vertex B is connected to vertex D. The distance from A to D is
updated to 7. Mark vertex B as visited. Next, the vertex with smallest distance from A, is C.
Vertex C is connected to vertex B, D and E. The distance to vertex B from A via C is 7,
which is greater than distance from A directly to B, which is 2. So, the distance to B is not
updated. The distance to vertex D from A via C is 6, which is smaller than the distance to D
from vertex A, so the distance is updated to 6. The distance to vertex E from source vertex A
via C, is 7. Mark vertex C as visited. Next, the vertex with smallest distance from A is D. D is
connected to vertex E. The distance from source vertex A to E via D, is 10, which is greater
than Distance from A to E via C, which is 7, so the distance is not updated. Mark vertex D as
visited. Vertex E is destination vertex.
Therefore, by using Dijkstra’s algorithm [1] we found the shortest path from source vertex A
to destination vertex E is A-C-E with distance of 7 units.
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Chapter 4

IMPLEMENTATION
4.1 PROBLEM STATEMENT 1 – CAT-MDP:
The goal of this project is to observe what occurs when empathy is a factor in reinforcement
learning. To gain further understanding, we formulated a small problem with 3 agents: Robot cat,
subject 1 cat and subject 2 cat. To understand impact of empathy in the behavior of Robot cat
towards subject 1 cat and subject 2 cat we will vary degree of empathy and needy.
Our problem involves a small grid world environment with 3 agents and food. The 3 agents in
the environment are the Robot cat and a two subject cats: subject 1 and subject 2. The Robot
agent gets positive reinforcement for eating. Food appears on the grid at one of four corners. The
Robot agent can see the entire grid, whereas the subject 1 and subject 2 can only see nearby. The
subject 1 and subject 2 have a fixed policy. If subject 1 and subject 2 see food, they go to the
food, else if they see the Robot agent, they go to the Robot agent, else they stay put. The Robot
agent can have varying degrees of needy and empathy. The needy value determines how much
the Robot agent wants to eat. The empathy value determines how much the Robot agent wants
the subject 1 and subject 2 to eat. Both can be positive or negative numbers or 0. The Robot’s
agent policy is to be determined by MDP value iteration algorithm [2][22]. We are going to
apply Markov Decision Process [2] to this problem and see how the Robot agent, subject 1 and
subject 2 behave based on empathy and needy factor.
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For the purposes of this study we used a 6*6 grid world. There are two subject agents: subject 1
and subject 2, and one Robot agent. Food is placed in one of the four corners. With this
experimental design, the total number of states in 6*6 grid world with subject 1 agent, subject 2
agent, the Robot agent and food appears in one, some or all the 4 corners is 746,496. All the
states are assigned index in the form of i, j, k.
Let n = number of subjects
num_states = [(𝑔𝑟𝑖𝑑_𝑐𝑜𝑙𝑠 ∗ 𝑔𝑟𝑖𝑑_𝑟𝑜𝑤𝑠)(1+𝑛 ) ]* (2)4
= [(5 ∗ 5)3 ]*24
= 250,000
num_states = [(𝑔𝑟𝑖𝑑_𝑐𝑜𝑙𝑠 ∗ 𝑔𝑟𝑖𝑑_𝑟𝑜𝑤𝑠)(1+𝑛) ]* (2)4
= [(6 ∗ 6)3 ]*24
= 746496

4.2 MOVE FUNCTION FOR THE ROBOT, SUBJECT 1 AND SUBJECT 2
Our Implementation uses a move function to update the state when the Robot agent chooses to
move dx, dy grid units. Subject 1 and subject 2 will also move according to their fixed policy.
The Robot agent moves one unit at a time horizontally/vertically/diagonally. dx and dy will be in
[-1,0,1]. The move function will return the new state after the agents have moved.
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The Robot agent can see the entire grid, the subject 1 and subject 2 only see nearby. The subject
1 and subject 2 have a fixed policy. If subject 1 and subject 2 see food, they go to the food, else
if they see the Robot agent, they go to the Robot agent, else they stay put.
Pseudocode for move function is as follow:
Algorithm 1 Move(state,dx,dy)

Figure 4.1 Pseudocode for Move Function

The subject 1 and subject 2 agents can only view 1 unit far horizontally, vertically, and
diagonally. So, if the distance between food and subject 1 and subject 2 is less than equal to 1
unit than subject 1 and subject 2 can see food and will move to the cell where food appears in the
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next time step and will eat it. If the distance between two subjects cat agent and the Robot agent
is less than equal to 1 unit than subject 1 and subject 2 can see the Robot agent and will follow
the Robot agent which means that they will move to the cell that the Robot agent is currently at
in the next time step. If they can neither see the Robot agent or food which means that when
distance between the Robot agent and subject 1, Robot agent and subject 2, food and subject 1,
food and subject 2 is greater than 1 unit than subject 1 and subject 2 will stay in same cell they
are currently at in the next time step.
The Robot agent will move one unit at each time step towards food or subject 1 or subject 2
based on its optimal policy.

4.3 PROBABILITY MATRIX FUNCTION
Our Implementation also uses a function that builds the transition arrays P defining the MDP.
P[(dx, dy)] is a 2d probability matrix when action (dx, dy) is taken. So P[(dx, dy)] is a 749K x
749K matrix, for our current scenario. However, most probabilities are zero because for example
it is impossible for the Robot agent to jump 3 spaces. So P[(dx ,dy)] can be feasibly stored as a
sparse matrix. For this we use scipy's "CSR" format to build the sparse matrices. We used
function from [17] link to build sparse matrix.
P[(dx, dy)][i, j] :If the Robot agent is in state with index i, and moves by (dx, dy),this matrix
element is the probability the Robot agent will end up in another state with index j.
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4.4 REWARD FUNCTION
This function computes the Robot agent’s reward in the given state. By default, the reward is
zero. If the Robot agent location is co-located with food location, numerical value of needy is
added to Robot agent’s reward. If a subject 1 and subject 2 location is co-located with food
location, the numerical value of empathy is added to Robot agent’s reward per each subject 1 and
subject 2 agents. Either empathy or needy factor can be negative. Table 1 shows the behavior of
the Robot agent, subject 1 agent and subject 2 agent based on numerical value of empathy and
needy.
𝜎𝑡 = {

𝑛𝑒𝑒𝑑𝑦 𝑖𝑓 𝑟𝑜𝑏𝑜𝑡 𝑎𝑡 𝑓𝑜𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝 𝑡
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑒𝑚𝑝𝑎𝑡ℎ𝑦 𝑖𝑓 𝑟𝑜𝑏𝑜𝑡 𝑎𝑡 𝑓𝑜𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝 𝑡
𝑒𝑡𝑏 ={
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑟𝑡 = 𝜎𝑡 + ∑𝑏 𝑒𝑡𝑏
Here 𝜎𝑡 reward is the numerical value of needy that the Robot agent gets when the Robot agent is
at the food location at time step t otherwise 𝜎𝑡 reward is 0 at time step t. 𝑒𝑡𝑏 reward is the
numerical value of empathy that the Robot agent gets when subject b is at the food at time step t
otherwise 𝑒𝑡𝑏 reward is 0 at time step t. Since there are two subjects: subject 1 and subject 2,
total reward that Robot agent gets is ∑𝑏 𝑒𝑡𝑏 which is summation of rewards that Robot agent gets
if subject 1 is at the food location or not and if subject 2 is at the food location or not at time step
t. Total reward 𝑟𝑡 at time step t is sum of ∑𝑏 𝑒𝑡𝑏 ( total reward that Robot agent gets if subject 1
and subject 2 is at the food location or not at time step t) and 𝜎𝑡 ( reward that Robot agent gets if
the Robot agent is at food location or not)
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EMPATHY

NEEDY THE ROBOT AND SUBJECT 1 AND SUBJECT 2 ACTION

>0

<0

The Robot agent helps subject 1 and subject 2 to find food.
subject 1 and subject 2 eat food. The Robot agent will not eat
food.

>0

0

The Robot agent helps subject 1 and subject 2 to find food.
subject 1 and subject 2 both eat food.

>0

>0

The Robot agent, subject 1 and subject 2 both eat food.

<0

<0

The Robot agent doesn’t eat the food. subject 1 and subject 2
eats food if they can see it.

<0

0

The Robot agent will try so that subject 1 and subject 2 don’t
eat the food. subject 1 and subject 2 eats food if they can see it.

<0

>0

The Robot agent eats food and avoids the subject 1 and subject
2. subject 1 and subject 2 eats food if they can see it.

0

<0

The Robot agent doesn’t eat the food. subject 1 and subject 2
eats food if they can see it.

0

0

subject 1 and subject 2 eats food if they can see it.

0

>0

The Robot agent eats the food. subject 1 and subject 2 eats food
if they can see it.
Table 4.1 Reward Table for The Robot

Above table gives an idea how for different numerical value of empathy and needy the Robot
agent, subject 1 and subject 2 behaves conceptually.
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4.5 VALUE ITERATION ALGORITHM
MDP value iteration algorithm is a famous classical algorithm [2] [22] that helps to learn the
optimal policy for the Robot agent. Conceptually, this is an efficient way to run all possible
simulations in parallel. The value iteration procedure returns a Utility vector. Utility is the net
long-term reward the Robot agent can get from a given state.Net long-term rewards put more
weight on short-term rewards according to the discount factor. A discount factor closer to 1
weighs distant rewards more similarly to immediate rewards. As the number of iteration
increases, the closer this algorithm gets to approximating true utility. Once the utility vector is
determined, the Robot agent’s final policy can be determined based on the transition matrices
and utility vector. In any state the Robot agent will choose the action with highest expected
utility [2] [22].
Pseudocode for our implementation of the value iteration algorithm is as follow:
Algorithm 2 Value Iteration
Utility 𝑈 0 ← 0
error ← ∞
1. for n <iteration do :
2.
for all state s do :
𝑛
𝑈 𝑛+1 (si) = ri + 𝛾 maxk(∑𝑁
𝑗=0 𝑃[𝑖𝑗𝑘]𝑈 (sj))
3.
end for
error = (𝑈 𝑛+1 - 𝑈 𝑛 )*(1- 𝛾)/ 𝛾
4.
if error <= target error then
break
5.
end if
6. end for
6. return 𝑈
𝜋 = argmaxk(𝑃[∷ 𝑘]𝑈)
Figure 4.2 Pseudocode for Value Iteration Algorithm

21

The utility vector is initially arbitrarily set to 0. Now we find Probability of going from one state
to other for all action by multiplying it with utility of next state. Now we must find the action
that maximizes the expected utility of the subsequent state, which is what an optimal policy
should do. Now we multiply this with discount factor and add reward to that result. This will
give us expected utility. Now value iteration converges when error equals to 0. The error is the
upper bound of difference between utilities of two consecutive iterations by ||ui+1−ui||<ϵ

1−𝛾
𝛾

where 𝛾 is discount factor and i is iterations. The algorithm converges when no state’s utility
changes by much [19]. We can also stop the algorithm by making sure that algorithm runs for
fixed number of iterations.

4.6 POLICY ITERATION ALGORITHM
Policy iteration algorithm is another famous classical algorithm used to find an optimal MDP
policy [2] [22]. In this algorithm we first initialize policy, to a policy where the Robot will take
certain action to go from one state to another. Now, policy iteration algorithm iteratively
improves policy. Policy Iteration algorithm converges when there is no change in policy. We can
find utility vector for each state for current policy by solving following equation:
𝑛
𝑈 𝑛 (si) = ri + 𝛾 (∑𝑁
𝑗=0 𝑃[𝑖𝑗𝜋(sij)]𝑈 (sj))

Here, 𝜋(sij) is the action taken under current policy to reach state sj from state si. Now, we can
find if by taking different action can we improve the utility of the subsequent state, if the utility
of the subsequent can be improved by taking different action then we change the policy. Policy
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Iteration will converge when current optimal policy is equal to expected optimal policy i.e. it
stops when there is no change in policy [2] [22].
Pseudocode for our implementation of the policy iteration algorithm is as follow:
Algorithm 3 Policy Iteration
Choose an arbitrary intial policy 𝜋’
n=0
N = number of states
1. Repeat
𝜋 = 𝜋’
Compute Utility using 𝜋 by solving linear equations
2.
for i <=N do :
𝑛
𝑈 𝑛 (si) = ri + 𝛾 (∑𝑁
𝑗=0 𝑃[𝑖𝑗𝜋(sij)]𝑈 (sj))
𝜋’(si)= argmaxk(𝑃[𝑖𝑗𝑘]𝑈𝑛 (sj))
3.
end for
n = n+1
4. Until 𝜋 = 𝜋’
5. return 𝜋
Figure 4.3 Pseudocode for Policy Iteration Algorithm

4.7 MODIFIED MOVE FUNCTION (LIMITED FOOD)
Our Implementation uses a move function to update the state when the Robot agent chooses to
move dx, dy grid units. Subject 1 and subject 2 will also move according to their fixed policy.
The Robot agent moves one unit at a time horizontally/vertically/diagonally. dx and dy will be in
[-1,0,1]. The move function will return the new state after the agents have moved.
Now when subject 1 or subject 2 moves to the cell where food is available, food will disappear
from that cell in next time step. Similarly, if the Robot agent moves to the cell where food is
available, food will disappear from that cell in next time step.
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Pseudocode for modified move function is as follow:

Algorithm 4 Move Function(state,dx,dy)

Figure 4.4 Pseudocode for Modified Move Function
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4.8 MODIFIED REWARD FUNCTION (LIMITED FOOD)
In this modified reward function the Robot agent gets reward when any one of the 3 agents eat
food. In this implementation as soon as any of the agent eats food, food will disappear from that
location. So, for this implementation as soon as the Robot agent gets reward either for eating
food or helping either subject 1 or subject 2 to eat food.
𝜎𝑡 ={

𝑛𝑒𝑒𝑑𝑦 𝑖𝑓 𝑟𝑜𝑏𝑜𝑡 𝑎𝑡 𝑓𝑜𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝 𝑡
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑒𝑚𝑝𝑎𝑡ℎ𝑦 𝑖𝑓 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 1 𝑖𝑠 𝑎𝑡 𝑓𝑜𝑜𝑑 𝑎𝑛𝑑 𝑟𝑜𝑏𝑜𝑡 𝑖𝑠 𝑛𝑜𝑡 𝑎𝑡 𝑓𝑜𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝 𝑡
𝑒𝑡1 ={
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑒𝑡2 ={

𝑒𝑚𝑝𝑎𝑡ℎ𝑦 𝑖𝑓 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 2 𝑎𝑡 𝑓𝑜𝑜𝑑 𝑤ℎ𝑖𝑙𝑒 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 1 𝑎𝑛𝑑 𝑟𝑜𝑏𝑜𝑡 𝑎𝑟𝑒 𝑛𝑜𝑡 𝑎𝑡 𝑓𝑜𝑜𝑑
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑟𝑡 = 𝜎𝑡 + 𝑒𝑡1 + 𝑒𝑡2

Here 𝜎𝑡 reward is the numerical value of needy that the Robot agent gets when it is at the food
location at time step t while subject 1 and subject 2 are not at food location otherwise 𝜎𝑡 reward
is 0 at time step t. 𝑒𝑡1 reward is the numerical value of empathy that the Robot agent gets when
subject 1 is at the food location at time step t while the Robot agent and subject 2 are not at food
location otherwise 𝑒𝑡1 reward is 0 at time step t. 𝑒𝑡2 reward is the numerical value of empathy
that the Robot agent gets when subject 2 is at the food location at time step t while the Robot
agent and subject 1 are not at the food location otherwise 𝑒𝑡2 reward is 0 at time step t. Since
there are two subjects: subject 1 and subject 2 total reward that Robot agent gets is summation of
rewards 𝑒𝑡1 and 𝑒𝑡2 . Total reward 𝑟𝑡 at time step t is sum of 𝑒𝑡1 , 𝑒𝑡2 and 𝜎𝑡 .
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Pseudocode for Modified reward function when food is limited is as follow:

Algorithm 5 Reward (state, needy, empathy)

Figure 4.5 Pseudocode for Modified Reward Function
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4.9 EXAMPLES OF CAT-MDP (UNLIMITED FOOD)
•

Consider empathy = 1 and needy = -1. Based on the reward, probability matrix, and
utility, the optimal policy of the Robot is determined. Since reward is empathy the Robot
agent decides to help subject 1 and subject 2 to eat food. (food is unlimited)

Step 0

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Figure 4.6 Example of CAT-MDP (Unlimited Food)

In Step 1,2,3 we can see that the Robot agent is moving towards subject 1 and subject 2
so that Robot agent can take subject 1 and subject 2 towards food. Here in step 4 one of
the subject’s move to the cell that the Robot agent occupied in step 3 since the Robot
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agent was in one of the subject’s viewing range. As you can see in step 4, the Robot agent
is in viewing range of both the subject 1 and subject 2. In Step 5, both subject 1 and
subject 2 would move to the cell that was occupied by the Robot agent in step 4.
Similarly, in step 6,7,8 subject 1 and subject 2 would occupy the cell which was
previously occupied by the Robot agent in last step. In Step 8, food is in viewing range of
both subject 1 and subject 2. So, in step 9 subject 1 and subject 2 would move to the cell
that has food and will eat food. Since in this scenario rewards consist of empathy = 1 and
needy = -1, the Robot agent will not eat food.
•

Consider empathy = -1 and needy = 1. Based on the reward, probability matrix, and
utility, the optimal policy of the Robot agent is determined. Since reward is needy the
Robot agent eats food and do not help subject 1 and subject 2. In Following steps, you
can see that the Robot agent move towards the food and in step 5 and it will eat food.
(Food is unlimited).
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Step 4

Step 5

Step 3

Figure 4.7 Example of CAT-MDP (Unlimited Food)
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4.10 EXAMPLES OF CAT-MDP (LIMITED FOOD)
•

Consider empathy = 0.7 and needy = 0.6 Based on the reward, probability matrix, and
utility, the optimal policy of the Robot agent is determined. Here, food is limited. As
soon as one of the agents eats the food, the food will disappear. Here, in this example,
empathy is 0.1 greater than the numerical value of needy as a result the Robot agent helps
subject 1 or subject 2. Here reward is empathy because numerical value of empathy is 0.1
greater than needy. The Robot agent help either subject 1 or subject 2 so that one of them
can eat food.
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Figure 4.8 Example of CAT-MDP (Limited Food)
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In Step 1,2,3 we can see that the Robot agent is moving towards one of the subject’s so it
can help that subject to move towards food. Here, in step 4 one of the subjects will move
to the cell that the Robot agent occupied in step 4 since the Robot agent was in one of the
subject’s viewing range. Similarly, in step 6,7 the subject would move to the cell which
was previously occupied by the Robot agent in last step. In Step 8, food is in viewing
range of the subject. So, in step 9, the subject would move to the cell that has food and
will eat the food. Since in this scenario rewards consist of empathy = 0.7 and needy = 0.6,
the Robot agent will not eat food.
•

Consider empathy = 0.6 and needy = 0.6 Based on the reward, probability matrix, and
utility, the optimal policy of the Robot agent is determined. Here, food is limited. As
soon as one of the agents eats the food, the food will disappear. In this situation reward is
needy because numerical value of needy is same as empathy. Since reward is needy the
Robot eats food and do not help subject 1 and subject 2. In following steps, you can see
that the Robot agent moves towards the food and in step 5 the Robot agent eats food.
(Food is limited). In Step 6 food disappears.
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Figure 4.9 Example of CAT-MDP (Limited Food)
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4.11 PROBLEM STATEMENT 2 – HAND CODED POLICY
A small grid world with one Robot cat agent and two subject 1 and subject 2 agent cats is built.
The Robot agent can have varying degrees of needy and empathy. The needy determines how
much the Robot agent wants to eat. The empathy determines how much the Robot agent wants
the subject 1 and subject 2 to eat. Both can be positive or negative numbers. The Robot agent’s
policy is to be determined by Hand coded policy that uses Dijkstra’s algorithm [1]. We are going
to apply Hand Coded Policy to this problem and see how the Robot agent, subject 1 and subject
2 behave based on empathy and needy factor.
Hand Coded Policy for The Robot:
I implemented a hand coded policy to guide the Robot agent’s behavior. I am using Dijkstra
algorithm [1] to determine the optimal policy for the Robot. Based on reward (needy and
empathy) we will determine optimal policy for the Robot. Depending on the value of reward
(needy and empathy) we will determine if we will find shortest distance between the Robot agent
and food only or if we will find shortest distance between the Robot agent and, subject 1 and
subject 2 and then find shortest distance between the Robot agent and food, while subject 1 and
subject 2 will follow the Robot agent. Here, depending on needy and empathy value we will call
Dijkstra’s algorithm with the Robot agent as source and food or subject1 and subject 2 as
destination. Dijkstra’s algorithm will return path from source to destination. This path is
sequence of action that the Robot agent will take per time step.
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Following is the pseudo code:
Algorithm 6: Hand Code Policy
Dijkstra algorithm returns path from source to destination node
if needy > 0 then
if empathy < 0 or empathy =0 then
call Dijkstra’s algorithm with The Robot as source and food as destination
feed the path i.e sequence of action that The Robot will take per time step
else if empathy > 0 then
call Dijkstra’s algorithm with The Robot as source and subject1/subject 2 as destination
call Dijkstra’s algorithm with The Robot as source and food as destination
feed the path i.e sequence of action that The Robot will take per time step
end if
else if needy < 0 then
if empathy < 0 or empathy = 0 then
The Robot stays at the same location
else if empathy > 0 then
call Dijkstra’s algorithm with The Robot as source and subject1/subject 2 as destination
call Dijkstra’s algorithm with The Robot as source and food as destination
feed the path i.e sequence of action that The Robot will take per time step
end if
else if needy = 0
if empathy < 0 or empathy = 0 then
The Robot stays at the same location
else if empathy > 0 then
call Dijkstra’s algorithm with The Robot as source and subject1/subject 2 as destination
call Dijkstra’s algorithm with The Robot as source and food as destination
feed the path i.e sequence of action that The Robot will take per time step
end if

Figure 4.10 Pseudocode for Hand-Coded Policy
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4.12 EXAMPLES OF CAT- HAND CODED POLICY
•

Consider empathy = 1 and needy = -1. Based on the reward and hand coded algorithm,
policy of the Robot agent is determined. Since the reward is empathy the Robot agent
decides to help subject 1 and subject 2 to eat food. In this scenario, it will help both
subjects to eat food. (Food is unlimited)
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Figure 4.11 Example 1 of CAT- Hand-Coded Policy (Unlimited Food)

In Step 1,2,3,4 we can see that the Robot agent is moving towards subject 1 and subject 2
so that the Robot agent can take subject 1 and subject 2 towards food. Here, in step 5 both
subject 1 and subject 2 move to the cell that the Robot agent occupied in step 4 since the
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Robot agent was in subject 1 and subject 2 viewing range. In Step 6, both subject 1 and
subject 2 would move to the cell that was occupied by the Robot agent in step 5.
Similarly, in step 7,8 subject 1 and subject 2 would occupy the cell which was previously
occupied by the Robot agent in last step. In Step 8, food is in viewing range of both
subject 1 and subject 2. So, in step 9 subject 1 and subject 2 would move to the cell that
has food and will eat the food. Since in this scenario rewards consist of empathy = 1 and
needy = -1, the Robot agent will not eat food.
•

Consider empathy = -1 and needy= 1. Based on the reward and hand coded algorithm,
policy of the Robot agent is determined. Since, reward is needy the Robot agent eats food
and do not help subject 1 and subject 2. In Following steps, you can see that the Robot
agent move towards the food and in step 5 the Robot eats food. (Food is unlimited).
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Figure 4.12 Example of CAT- Hand-Coded Policy (Unlimited Food)
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Chapter 5

RESULTS
5.1 CAT- MDP (UNLIMITED FOOD)
Our problem involves a small grid world with one Robot cat and a two subject 1 and subject 2
cats. To understand impact of empathy in the behavior of 3 agents, we are varying numerical
value of empathy and needy from -1 to 1 for the Robot agent. Here, the Robot agent will eat the
food or help subject 1 and subject 2 to eat the food depending on numerical value of empathy and
needy. Here, change is observed in the behavior of the Robot agent, subject 1 and subject 2 by
measuring average distance of food from the Robot agent, subject 1 and subject 2 when
numerical values of empathy and needy varies from -1 to 1 respectively.

(a)

(b)

(c)

Figure 5.1 Average Distance to food vs Needy and Empathy (CAT-MDP: Unlimited Food)

The figure above shows distance of agents from food depending on needy and empathy factor.
Here, numerical value of empathy and needy is varied from -1 to 1. The distance at the last time
step was averaged over 30 episodes with random initial state. As you can see when empathy is -1
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and needy is 1 in fig (c) average distance between the Robot cat agent and food is 0 since the
Robot agent eats the food and in fig (a) and fig (b) average distance from subject 1 and subject 2
is around 3 unit since subject 1 and subject 2 doesn’t eat the food since the food is out of subject
1 and subject 2’s view and Robot agent avoids the subject 1 and subject 2 . Similarly, when
empathy is 1 and needy is -1 in fig (c) average distance between the Robot agent and food is
around 4 unit, since the Robot agent takes the subject 1 and subject 2 near the food but doesn’t
eat the food and in fig (a) and fig (b) average distance from subject 1 and subject 2 is around 0
unit since subject 1 and subject 2 eat the food. Here, food is unlimited.

(a)

(b)

Figure 5.2 Average Reward vs Needy and Empathy (CAT-MDP: Unlimited Food)

The figure above shows Robot agent’s average reward per number of steps to reach the food over
30 episodes. Here, numerical value of empathy and needy is varied from -1 to 1. As you can see
when needy is 1 and empathy is 1 the average reward is maximum since the Robot agent helps
both subject 1 and subject 2 to eat the food and it will also eat the food. As empathy decreases
and needy increases Robot agent’s average reward decreases.
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Figure 5.3 Error Bound vs Number of Iterations for Value Iteration Algorithm

The figure above shows that error reduces to 0 as the iteration increases as the agent learns the
policy when using value iteration algorithim [2] [22] for CAT-MDP. Here error is difference
between expected utility and new utility. Error bound is the upper bound of the difference
between utilities of two consecutive iterations by ||ui+1−ui||<ϵ

1−𝛾
where 𝛾 is discount
𝛾

factor [19].

MDP using Policy Iteration algorithm: In this study policy iteration algorithm is implemented
to get optimal policy for the Robot. The Policy iteration algorithm converges when there is no
change in policy for two consecutive iterations. For our implementation policy iteration did not
converge. It ran for almost 900 iterations. Different action for subsequent states between two
policies of consecutive iterations keeps on fluctuating between 432,446, and 464.
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5.2 CAT- MDP (LIMITED FOOD)
Our problem involves a small grid world with one Robot cat and two subject 1 and subject 2
cats. To understand impact of empathy in the behavior of 3 agents, numerical value of empathy
and needy is varied from -1 to 1 for the Robot agent. The food disappears when any one of agent
eats the food. Here, the Robot agent will eat the food or help either subject 1 or subject 2 to eat
the food depending on numerical value of empathy and needy. Here change is observed in the
behavior of the Robot agent, subject 1 and subject 2 by measuring average distance of food from
the Robot agent, subject 1 and subject 2 when numerical values of empathy and needy varies
from -1 to 1 respectively.

(a)

(b)

(c)

Figure 5.4 Average Distance to food vs Needy and Empathy (CAT-MDP: Limited Food)

The figure above shows distance of agents from food depending on empathy and needy factor.
Here, numerical value of empathy and needy is varied from -1 to 1. The distance at the last time
step was averaged over 30 episodes with random initial state. For this experiment food is limited.
Only one agent from the Robot agent, subject 1 and subject 2 can eat food. As soon as one agent
eats food, the food will disappear. As you can see when empathy is -1 and needy is 1 in fig (c)
average distance between the Robot agent and food is 0 since the Robot agent eats the food and
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in fig (a) and fig (b) average distance from subject 1 and subject 2 is around 3.5 unit since
subject 1 and subject 2 doesn’t eat the food since the food is out of subject 1 and subject 2’s
view and the Robot agent avoids the subject 1 and subject 2. Similarly, when empathy is 1 and
needy is -1 in fig (c) average distance between the Robot agent and food is 4 unit since the Robot
agent help either subject 1 or subject 2 to eat the food depending on number of time step it will
take to help that subject to reach near the food and in fig (a) and fig (b) average distance to food
from subject 1 and subject 2 is around 3.5 unit since either subject 1 or subject 2 eat the food. If
numerical value of needy is greater than numerical value of empathy by 0.1 or more, then the
Robot agent will eat the food. If numerical value of empathy is greater than numerical value of
needy by 0.1 or more, then either subject 1 or subject 2 will eat the food.

(a)

(b)

Figure 5.5 Average Reward vs Needy and Empathy (CAT-MDP: Limited Food)

The figure above shows Robot agent’s average reward per number of steps to reach the food over
30 episodes. Here, numerical value of empathy and needy is varied from -1 to 1. For this
experiment food is limited. Only one agent from the Robot agent, subject 1 and subject 2 can eat
the food. As soon as one agent eats food, the food will disappear. Here, since food disappears as
soon as any one of 3 agent eats food, the Robot agent’s reward is either numerical value of needy
or empathy. As, you can see in above fig when either needy is 1 or empathy is 1 or both empathy
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and needy is 1 the average reward is maximum since the Robot agent gets positive reward for
eating food or helping either subject 1 or subject 2 to eat food respectively.

5.3 CAT-HAND CODED POLICY (UNLIMITED FOOD)

(a)

(b)

(c)

Figure 5.6 Average Distance to food vs Needy and Empathy (Unlimited Food)

The figure above shows average distance of agents from food depending on needy and empathy
factor. Here, food is unlimited. Here, numerical value of empathy and needy is varied from -1 to
1. The distance at the last time step was averaged over 30 episodes with random initial state. As
you can see when empathy is -1 and needy is 1 in fig (c) average distance between the Robot
agent and food is 0 since the Robot agent eats the food and in fig (a) and fig (b) average distance
from subject 1 and subject 2 is around 3 unit since subject 1 and subject 2 doesn’t eat the food
since the food is out of subject 1 and subject 2’s view and Robot agent avoids the subject 1 and
subject 2. Similarly, when empathy is 1 and needy is -1 in fig (c) average distance between the
Robot agent and food is around 4 unit, since the Robot agent takes the subject 1 and subject 2
near the food but doesn’t eat the food and in fig (a) and fig (b) average distance to food from
subject 1 and subject 2 is around 0 unit since subject 1 and subject 2 will eat the food.
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Chapter 6

CONCLUSION & FUTURE WORK

After doing multiple simulations for both CAT-MDP and Hand Coded Policy, in this study it is
found that CAT- MDP works like Hand Coded-Policy for small world environment when food is
unlimited. But in MDP agents learn whereas Hand Coded Policy is hard-coded. When food is
unlimited behavior of the Robot agent changes based on positive, negative or 0 value of empathy
and needy. When food is limited, we can see that behavior of the Robot agent changes for small
change in numerical value of empathy and needy. If positive numerical value of empathy is
greater than positive numerical value of needy than behavior of the Robot agent is empathetic
and when positive numerical value of empathy is less than positive numerical value of needy
than behavior of the Robot agent is needy.

My next step would be to test both the methods on large environments and see if there is any
change in result. After that I am planning to implement algorithms for Markov Game [12] and
then compare the result with the CAT-MDP results. Markov game includes the framework that
have multiple adaptive agents dependent on the actions chosen jointly by the set of interacting or
competing goals [12]. Challenges in implementing Markov game is to figure out reward function
for both the agents if they work together for end goal. One of the issues is the zero sum issue
where two agent who work together for end goal with total sum of loss and gain between two
interacting agents is zero. It is difficult for our model to implement with Markov zero sum game.
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Other Markov game theory concept which I like to understand and see if it can implement for
our problem is Nash Equilibrium [23].

I would also like to implement Q-learning [24] instead of value iteration and then compare the
result with the CAT-MDP results. In Q-learning, agent learns from action value function that for
given action taken in a given state predicts expected utility. Q-learning does not require model of
the environment. In Q-learning policy is not needed, it will determine its optimal policy by
taking random action. Q-learning will take large of num of iteration to converge. I am planning
to observe behavior of agent when we implement Q learning. Challenge while working with Qlearning is to converge with a smaller number of iterations.

Next step would be to try POMDP (Partially Observable Markov Decision Process, compare it
with CAT-MDP and Hand Coded Policy. A POMDP is basically Markov Decision Process with
partial observability [25]. In a POMDP we limit how far an agent can observe the environment
from given state. Since agent cannot see all state of environment, we need to remember history
of agent’s decision process which makes it more complex than MDP. Next step would be to
understand Inverse Reinforcement Learning [16] and Plan Recognition [21]and implement
empathy in our environment.
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APPENDIX
•

https://github.com/Dhwani4/Master-Thesis
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