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An influence of the electron-phonon interaction on excitation spectrum and damping in a narrow
band electron subsystem of cuprates has been investigated. Within the framework of the t-J model
an approach to solving a problem of account of both strong electron correlations and local electron-
phonon binding with characteristic Einstein mode ω0 in the normal state has been presented. In
approximation Hubbard-I it was found an exact solution to the polaron bands. We established that
in the low-dimensional system with a pure kinematic part of Hamiltonian a complicated excitation
spectrum is realized. It is determined mainly by peculiarities of the lattice Green’s function. In the
definite area of the electron concentration and hopping integrals a correlation gap may be possible
on the Fermi level. Also, in specific cases it is observed a doping evolution of the Fermi surface. We
found that the strong electron-phonon binding enforces a degree of coherence of electron-polaron
excitations near the Fermi level and spectrum along the nodal direction depends on wave vector
module weakly. It corresponds to ARPES data. A possible origin of the experimentally observed
kink in the nodal direction of cuprates is explained by fine structure of the polaron band to be
formed near the mode -ω0.
PACS numbers: 79.60.-i, 74.72.-h, 71.27.+a, 71.38.-k
I. INTRODUCTION
A description of the strongly correlated electron dy-
namics in cuprates is one of the intrigue task in the theory
of condensed matter physics. The history of investiga-
tions from the beginning of the discovery HTSC covers
a considerable quantity of publications. Experimental
tunnel, magnetic, resonance and ARPES data [1–3] of
pointed objects reflect the extremely complicated char-
acter of the interplay between charge, spin and lattice
degrees of freedom. In spite of a wide experimental ma-
terial as well as undoubted successful description of the
cuprate electron structure by ab initio methods [4, 5] the
series of observed phenomena to be connected with the
strong electron correlations and electron-phonon interac-
tion is not reproduced theoretically. In our opinion the
reason is that within framework of such approaches it is
impossible to extract an effective self-consistent field by
analogy with Weiss field in magnetism or unperturbed
Hamiltonian for free electrons in metals as well as the
restricted statistics and difficulties to account for hole
states. In some cases authors use the methods of metal
physics especially to build the HTSC model and to ac-
count for strong electron-phonon interactions that is not
useful for electron systems with strong correlations [6–8].
One of the puzzle phenomenon which is not described by
existing theories is low-energy kink experimentally ob-
served in the nodal dispersion of various cuprate mate-
rials [9–11]. Below we will give a theory which explains
the origin of pointed anomaly and presents the consecu-
tive picture of the strongly correlated electron dynamics
in cuprates.
In this connection it is necessary to point out that the
aim of this work is to build successive approximations for
a diagrammatic method when the Hubbard-I [12] approx-
imation is the starting point for any calculations. In this
case we have a self-consistent field with the aid of which
one can account for a specific character of doped Mott
insulators. Indeed, below we will see the fundamental dif-
ference between metals and doped cuprates resulting in a
strong correlation narrowing of the valence band for hole
doping [13, 14]. Within the framework of the t-J model
for lower Hubbard band without exchange electron inter-
action it easy to detect that in paramagnetic phase (PM)
there are two noninteracting electron liquids with spin up
and down avoiding one another and being in equilibrium.
Hence, it gives rise to correlation effect. Indeed, unlike
metals here every electron hopping does not change a
number of electrons for both sites with spin-up and spin-
down, respectively. In metal every electron hopping gives
site with double occupancy changing the fixed electron
quantity in the pointed subsystems. That’s why we must
consider the whole electron system regardless of the spin.
As a result in PM phase of doped Mott insulators in the
limit of Coulomb repulsion U = ∞ the excitation spec-
trum will be two-fold degenerate and chemical potential
in the limit of half band filling is equal approximately to
half of metal. It is necessary to point out that the ferro-
magnetically ordered strongly correlated electron system
is similar to ordinary metal because in this case the Fermi
statistic is working first of all.
Taking the strong electron-phonon interaction into ac-
count presents one of the most complicated task in the
theory of condensed state. To solve this problem in a
given work it is suggested to consider the Holstein model
with one characteristic optical Einstein mode. The ex-
tension to case of few modes does not present any diffi-
culties. To solve problem we use the method of inverse
function to be formulated by us in work [15] for building
the HTSC theory. Also, in contrast to existing theories
2[16, 17] where account of the electron-phonon interac-
tion can not be exact our model based on transformation
of Lang-Firsov [18] allows to solve this problem exactly.
In this work in the Hubbard-I approximation first it has
been shown how a strong electron-phonon binding mod-
ifies the band spectrum, chemical potential and Fermi
surface. To calculate the Green’s function we used a
such type of the Dyson’s equation when the self-energy
depends on frequency only and all inhomogeneity is re-
lated exceptionally to the Fourier representation of the
hopping integral.
Based on the diagrammatic contributions related to
inelastic electron scattering a new specific of the elec-
tron spectrum and spectral density is revealed when the
frequency and wave characteristic are varied abruptly
through a small range. It is in a good qualitative agree-
ment with the ARPES data. This circumstance makes
the Fermi surface detection difficult and in specific cases
points out the non-Fermi liquid behaviour of the electron
ensemble.
The structure of the paper is as follows. In sec-
tion 2 the starting fermion-boson Hamiltonian of the
cuprate system is considered. It was diagonalized by
unitary transformation. In approximation Hubbard-I a
detailed analysis of the dynamic electron properties is
carried out by taking into account an influence of the
electron-phonon interaction, next nearest neighbours and
changing the Fermi surface topology. In section 3 the
low-dimensional correlations and electron-phonon inter-
actions are included to provide the most general expres-
sion for Matsubara Green functions in the first nonva-
nishing approximation of time-dependent perturbation
theory with respect to the inverse effective radius of inter-
action r ≈ 1/z, where z is the number of nearest neigh-
bor in the simple square lattice. It was obtained the
equations for excitation spectrum and damping. Also,
the numerical analysis for chemical potential, Fermi sur-
face, frequency spectrum and spectral density of the PM
phase at value of parameter of electron-phonon binding
g=0 was carried out. The polaron bands, spectral den-
sities and their modifications versus parameter g were
calculated. In conclusion we give the theoretical results
having regard to the most typical experimental data.
II. HOLSTEIN POLARONS AND EFFECTIVE
SELF-CONSISTENT FIELD IN CUPRATES
A. Hamiltonian of the fermion-bosonic system
To describe the electron dynamics it is necessary to cal-
culate the Matsubara electron Green’s function poles of
which determine an excitation spectrum ωk . Also, spec-
tral density A(ω,k) is proportional to the square power
of the imaginary part of Green’s function. In what fol-
lows we will consider a PM phase in which the spin index
σ does not play any role. The t-J model is believed to be
the most simple for a description of the strong electron
correlations. Apparently, in our case the exchange part
of Hamiltonian is not considered. We add to Hamiltonian
of t-J model the part used in the Holstein model of small
polarons for the HTSC systems that are characterized
by sufficiently strong electron-phonon interaction. These
polarons are formed due to interaction between electrons
and lattice optical vibrations. For simplicity, it is con-
sidered the Einstein model with phonon frequency ω0.
Thus, the Hamiltonian is written as
Hˆ = Hˆ0 + V , (1)
where
Hˆ0 = Hˆ0f + Hˆb
Vˆ = − ∑
i,j,σ
tijc
+
σicσj(1 − ni−σ)(1 − nj−σ)
Hˆ0f = −µ
∑
i,σ
niσ
Hˆb = −g
∑
i
ni
(
b+i + bi
)
+ ω0
∑
i
b+i bi
(2)
Here, the fermionic Hˆ0f and bosonic Hˆb terms are re-
lated to energy of chemical potential µ and local electron-
phonon interaction in phonon subsystem with frequency
ω0, respectively. The sum of these terms Hˆ0f and Hˆb is
considered as unperturbed Hamiltonian Hˆ0. For weakly
doped cuprates Vˆ operator is taken as the perturbation,
where both c+σi (cσi) and b
+
i (bi) create (annihilates) an
electron of spin σ and phonon on lattice site i, respec-
tively, and tij is the hopping integral. ni = niσ + ni−σis
the site electron concentration, where niσ represents the
concentration of electrons on site i with spin σ. The
exchange term of the Hamiltonian is neglected for the
system in PM state.
The Lang-Firsov unitary transform [18] allows to sep-
arate the boson and fermion operators in Hˆb. Then the
transformed Hˆb takes the form
ˆ˜Hb:
ˆ˜Hb = ω0
∑
i
b+i bi − ξ
∑
i
ni , (3)
where ξ = g2/ω0 is the polaron binding energy. Also,
perturbation Hamiltonian Vˆ is transformed to ˆ˜V :
ˆ˜V = −
∑
<ij>,σ
tij c˜
+
iσ c˜jσ(1− ni−σ)(1− nj−σ) , (4)
Here, the unitary transformated Fermi operators
c˜iσ = Yiciσ , (5)
are product of Bose Yi = e
λ(b+i −bi) and correspond-
ing Fermi destruction operators where λ=g/ω0. Another
terms in Hamiltonian (1) are not transformed.
Therefore we have unperturbed Hamiltonian with per-
turbation Vˆ that allows to build an approach based on
the scattering matrix formalism.
3B. Approximation Hubbard-I
In work [12] J. Hubbard developed a simplest approach
to decoupling of the correlators in equation of motion for
Green’s function. It describes the dielectric state of the
strongly correlated electron system. Although this ap-
proach denoted as approximation Hubbard-I do not de-
scribe a correlation-induced metal-insulator transition it
is quite similar to Weiss mean field theory of magnetism
with an effective field and therefore has fundamental im-
portance in understanding of the physics of strong elec-
tron correlations. And so in what follows we will consider
this approach in detail within the framework of modern
diagrammatic method taking into account that a such
systematic description is absent in literature. It is neces-
sary to point out that this method is a quite equivalent
to approach to be used by J. Hubbard.
Below we will consider the lower Hubbard’s band
doped by holes. In this case one can use one hole and
two electron site wave functions: |ψ0〉 = |0〉, |ψσ〉 = |σ〉,
where σ=+ (or 1) and σ=- (or -1) for electrons with
spin-up and -down, respectively. Let us introduce the
Hubbard’s operators X ik = |ψi〉〈ψk| in a given ba-
sis. Apparently, in the projective space for the destruc-
tion and creation operators cσj(1 − nj−σ) = X0σj and
c+σj(1 − nj−σ) = X
σ0
j , respectively. With account of
Eqs.(3)-(5) the Hamiltonian of the subsystem is written
as
Hˆel. =
ˆ˜H0 + V˜ (6)
where the unperturbed Hamiltonian takes the form:
ˆ˜H0 = −µ˜
∑
i
ni,
and perturbation appears as
V˜ = −
∑
<ij>,σ
tijX˜
σ0
i X˜
0σ
j (7)
where µ˜ = µ + ξ is effective chemical potential with ac-
count of electron-phonon interaction, X˜σ0i = Y
+
i X
σ0
i and
X˜0σj = YjX
0σ
j are the unitary transformed Hubbard’s
operators. In spite of the simple form the Hamiltonian
(6) contains practically all complicated electron dynam-
ics with lattice coupling. It will be seen below from the
given calculations.
In the context of the time-dependent perturbation the-
ory it is easy to show that equation for the Fourier
transform Λ0σ(iωp,q) of the Matsubara Green’s function
Λ0σ(lτl,mτm)=− < Tτ X˜0σl (τl)X˜σ0m (τm) > in approxima-
tion Hubbard-I is presented graphically in form as in
Fig.1, where the symbol <... > denotes a statistical
averaging over the total Hamiltonian Hˆel. X˜
αβ
l (τl) and
Tτ are Hubbard’s operators in interaction representa-
tion and time-odering operator, respectively. Here, the
bold and thin lines correspond to βΛ0σ(iωp,q) and
β G˜0σ(iωp) < F
σ0 >, respectively, where 1/β=T is tem-
perature, ωp = (2p + 1)π/β, < F
σ0 >= 1 − n/2 is the
mean electron-hole probability of site occupancy for elec-
tron concentration n. The unperturbed Green’s function
[14, 15]
G˜0σ(iωp) =
e−λ
2
β
×
∞∑
m=0
λ2m
m!
{
f(−µ˜)
iωp + µ˜+mω0
+
1− f(−µ˜)
iωp + µ˜−mω0
}
, (8)
Here, f(x) = 1/(eβx + 1 ) is the Fermi distribution. We
suppose that ω0/T>>1. A wave line in Fig.1 denotes
the Fourier transform
t(q) =
∑
i,j
tije
−iq(ri−rj) =
−2t(cos(qxa) + cos(qya) + 2α cos(qxa) cos(qya)) = 2tε
of the hopping integral, where α= t1/t, t and t1 are near-
est and next nearest hopping integrals, respectively, for
square lattice with parameter a. We have electron excita-
tions if the parameter t>0 and hole spectrum otherwise.
The replacement t → -t and α→ -α has no influence on
a position of the Fermi level.
In approximation Hubbard-I a mean < F σ0 > is the
self-consistent parameter. Hence, we make the replace-
ment < F σ0 >0→< F σ0 >, where
< F σ0 >0=< X
σσ +X00 >0
=
Sp(exp(−βˆ˜H0(Xσσ +X00)))
Sp(exp(−βˆ˜H0))
=
eβµ˜ + 1
1 + 2eβµ˜
(9)
The solution of graphic equation in Fig.1 is
FIG. 1: The graphic equation for Green’s function Λ0σ(iωp, q)
in approximation Hubbard-I.
βΛ0σ(iωp,q) =
β G˜0σ(iωp) < F
σ0 >
1− βt(q)G˜0σ(iωp) < F σ0 >
(10)
4The retarded Green’s functions are obtained by the an-
alytic continuation iωn → Ω + iδ in (10) that gives
a full information about electron dynamics within the
framework of the approximation Hubbard-I. For simplic-
ity we assume that T = 0. By introducing the symbol
w = (Ω+µ˜)/ω0 we have for unperturbed Green’s function
(8)
βG˜0σ(wω0 − µ˜) = 1
wω0
(M(1, 1 + w,−λ2)θ(µ˜)
+M(1, 1− w,−λ2)θ(−µ˜)), (11)
where M(a,b,z) and θ(x) are the confluent hypergeomet-
ric function of Kummer [20] and Heaviside step function,
respectively.
It is easy to find the pole singularities based on Eq.(10)
that gives the spectrum of electron-hole excitation in ap-
proximation Hubbard-I:
εc.m = 4
(
t(k)
W
)
c.m
= 4(Ωkm+µ˜)
<Fσ0>M
(
1,1+
Ω
km+µ˜
ω0
,−λ2
)
= −(cos(kxa) + cos(kxa) + 2α cos(kxa) cos(kxa)),
(12)
where bandwidth W=8t>0. Index m enumerates the
modes which are the solutions of Eq.(12). Let W=1,
i.e. the frequencies, chemical potential and all energy
parameters are measured in the units of bandwidth.
In Fig.2 the k dependence of resonance frequency Ωk
is presented. The curves were calculated along nodal di-
rection kx= ky=k/
√
2 at a=3.814
o
A at different electron
concentrations and electron-phonon coupling for bismuth
cuprate 2212 with phonon frequency ω0= 0.01875. From
figure it easy to see that the inclusion of the electron-
phonon coupling (g 6=0) results in the appearance of po-
laron bands the bandwidth of which is increasing with
increasing g. It follows from Eq. (12) that kinks on
curve Ωk versus k are determined by zeros of function
M
(
1, 1 + Ωkm+µ˜ω0 ,−λ2
)
. Computing the real zeros of hy-
pergeometric functions is a complicated mathematical
problem which can be solved only numerically [21]. How-
ever, one can state that the centre of the envelope curve
of polaron bands and their total bandwidth are deter-
mined approximately by parameter λ2 which counts the
number of phonon quanta in the phonon cloud around
the localized electron [1], i.e. at Ωkm+µ˜ω0 ∼ −λ2. For high
electron energies the polaron band is localized and its en-
ergy is equal to energy of phonon quanta in this area of
frequencies.
Let us consider the case when polarons are absent, i.e.
at λ = 0. Then M
(
1, 1 + Ωkm+µ˜ω0 ,−λ2
)
=1 and electron
excitation spectrum consists from one mode and has the
form:
Ωk + µ˜ =
−1
4 < F
σ0 >
× (cos(kxa) + cos(kxa) + 2α cos(kxa) cos(kxa)) (13)
The spectrum (13) has a characteristic feature which
radically differentiates the metal state from state of
FIG. 2: The electron excitation frequency-momentum disper-
sion along the nodal direction kx = ky = k/
√
2 at a=3.814
o
A
for bismuth cuprate 2212 with phonon frequency ω0= 0.01875
and a) n=0.9, α=0.1, g=0, µ˜=0.136 and g=0.03, µ˜=0.092
(curves 1 and 2, respectively); b) n=0.97, α=0.1, g=0, µ˜=
0.195 and g=0.06, µ˜=0.0188 (curves 1 and 2, respectively).
The bandwidth W=1 hereinafter.
doped Mott’s dielectrics. Indeed, the site proba-
bility < F σ0 > of the electron-hole state enters in
Eq.(13). In general case of ordered spins < F σ0 > =
1− n/2 + σ < Sz >. In ferromagnetic phase a mean
spin < Sz >= n/2 that gives < F+0 >= 1 and
< F−0 >= 1−n. Thus, in the limit of half filled band at
n → 1 we have practically one band in accordance with
Eq.(13). It is typical for metal state. On the other hand,
in PM state < Sz >= 0, < F+0 >=< F−0 >= 1− n/2,
i.e. mode (13) is two-fold degenerate. This is because
in this case spin-up and spin-down electron liquids co-
exist in cuprates. These liquids do not interact because
their Hamiltonians (7) commute. Apparently, the Fermi
level must be shifted essentially since the electron liquids
are in thermodynamic equilibrium. This factor should be
taken into account especially when the methods of metal
5theory are applied to hole doped Hubbard’s systems. Let
us dwell on this problem in detail by the example of cal-
culation of chemical potential value.
To solve problem it is necessary to find the electron
density of state which is determined by imaginary part
of the lattice Green’s function analytically continuated
to the lower half-plane [22]:
G(s, α)
=
1
N
∑
k
1
s− iδ − cos(kxa)− (1 + 2αcos(kxa))cos(kya)
(14)
The given sum is calculated exactly. Taking into account
that 2α<1 one can write the real and imaginary parts of
G(s, α) for s>0:
ReG(s, α) =


2
|s+2α|
1
piK
(
2
√
2αs+1
|s+2α|
)
, 2αs+ 1 > 0, s > 0, s > 2(α+ 1)
1√
2αs+1
1
piK
(
|s+2α|
2
√
2αs+1
)
, 2αs+ 1 > 0, s > 0, 2(α− 1) ≤ s ≤ 2(α+ 1)
2√
(2α−s)2−4
1
piK
(
2
√
−2αs−1
(2α−s)2−4
)
, 2αs+ 1 ≤ 0, s > 0, s > 2(α+ 1)
(15)
ImG(s, α) =


1√
2αs+1
1
piK
(
1
2
√
4−(2α−s)2
2αs+1
)
, 2(α− 1) < s < 2(α+ 1)
0, otherwise
, (16)
where K(k) is a complete elliptic integral of the first or-
der. We point out that G(s,α) has a such symmetric
property:
G(−s+ iδ, α) = −G(s− iδ,−α) (17)
Using Eq.(17) we write the next symmetric property for
real part of lattice Green’s function:
ReG(s,−α) = −ReG(−s, α) (18)
The pointed property allows to consider an electron spec-
trum type of Eq.(13) since a determination of the lat-
tice Green’s function corresponds to hole spectrum for
s > 0. In what follows for calculations we use the left
part of Eq.(18) and keep in mind that values -α and α
correspond to electrons and holes, respectively. Hence, in
expressions for lattice Green’s functions in the electron
spectrum with parameter α we will take ReG(s,−α).
The imaginary part required for further calculations
is only determined by analytic continuation in a lower
half-plane independently of replacement s → −s. As a
result we have the next relationship for imaginary part
of G(s, α):
ImG(−s, α) = ImG(s,−α) (19)
Eqs.(18) and (19) allow to find the real and imaginary
parts of G(s, α) for all values of s.
In Fig.3 the dependences on parameter s for real (a)
and imaginary (b) parts of the lattice Green’s function
(14) at α=0, -0.4 and 0.4 (curves 1-3, respectively) are
presented. From figure one can see the asymmetry of
curves and van Hove singularities for nonzero values of
parameter α that is typically for two-dimensional sys-
tems. For s=0 ReG(s, α) has discontinuity. It has to
give rise to qualitative changing in the spectrum near
the point s=0.
FIG. 3: The s-dependences of real (a) and imaginary (b)
parts of the lattice Green’s function (14) at α=0, -0.4 and 0.4
(curves 1-3, respectively).
From Eq.(15) it follows that for transition from hole to
6electron consideration the sign of a resonance frequency is
changed on opposite. The equation for chemical potential
is determined by ImG(s, α) which does not depend on
hole or electron formalism. One can make the summation
over all wave vectors for any function V(ε) by the use of
a lattice Green’s function. Indeed, we have
S(α) =
1
N
∑
q
V (cos(kxa) + (1 + 2αcos(kxa))cos(kya))
=
1
N
∑
q
2+2α∫
−2+2α
δ(−ε− cos(kxa)− (1 + 2αcos(kxa))
×cos(kya))V (−ε)dε =
2−2α∫
−2−2α
DC(ε, α)V (ε)dε,
where δ(x) is the Dirac delta function. The electron den-
sity of state DC(ε, α) has the form:
DC(ε, α)
=
1
N
∑
q
δ(ε− cos(qxa)− (1 + 2αcos(qxa))cos(qya))
=
1
π
ImG(ε, α) (20)
Apparently, DC(ε, α) has nonzero values for ε in area
from -2-2α to 2-2α.
From Eq.(10) for Green’s function βΛ0σ(iωn,q) in ap-
proximation Hubbard-I we find the spectral density of
the fermion-bosonic system:
AHubb.(Ω,k) = −2βImΛ0σ(Ω + iδ,k) (21)
Expanding the denominator of Λ0σ(Ω + iδ,k) in a series
in the vicinity of its m-th pole Enkσ we have
AHubb.(Ω,k) = −2π
∑
m
βG˜0σ(Emkσ)
t(k)dβG˜0σ(Ω)dΩ
δ(Ω− Emkσ) (22)
Here, the sum is over m-th modes Emkσthat are the im-
plicit solutions of dispersion Eq. (12). It is evident from
Eq.(22) that approximation Hubbard-I describes coher-
ent excitation only. Having calculated spectral density it
is easy to find the equation for chemical potential. In-
deed, a mean site occupancy < Xσσ > of electron with
spin σ is determined by AHubb.(Ω,k):
< Xσσ >=
1
N
∑
q
1
2π
∫ +∞
−∞
f(Ω)AHubb.(Ω,q)dΩ (23)
In work [15] the method of inverse function was sug-
gested to compute the integrals like that in Eq.(23)
when an infinite number of modes Enkσ cannot be ex-
pressed as explicit. For that let us introduce the notation
βG˜0σ(Ω) = F (Ω). The complicated delta function from
Eq.(22) is simplified by relationship [19]:
Wδ[Ω− Emqσ] = δ(ε− εc.m)|(Ω− Emqσ)′ |εc.m
, (24)
where εc.m =
4
F (Ω)<Fσ0> and index m gives the range
mω0 < Ω < (m + 1) ω0 in which the inverse func-
tion F−1 (ε) is determined. Apparently, that Enqσ(ε) =
F−1
(
4
ε<Fσ0>
)
and Enqσ(εc.m) = Ω. Taking into account
a differentiation of the inverse function F−1 (ε) we have
∣∣∣(Ω˜− E˜mqσ(ε))′ ∣∣∣
ε=εc.m
=
4
ε2 < F σ0 > |F ′(ε)|
∣∣∣∣
ε=εc.m
(25)
Substituting (25) in (24) and (24) in (23) with account
for |F ′(Ω)| /F ′(Ω) = −1 we obtain
< Xσσ >=
∞∑
m=0
(m+1)ω0∫
mω0
dΩf(Ω)
2−2α∫
−2−2α
dεεDc(ε, α)
× δ(ε− εc.m)F (Ω) < F σ0 >,
that gives the next expression for mean site occupancy
with electron-phonon binding:
< Xσσ >= 4
∫ +∞
−∞
dΩf(Ω)Dc
(
4
F (Ω) < F σ0 >
,α
)
(26)
At temperature T=0 in PM phase < Xσσ >= n/2
and from Eq.(26) we obtain the equation for chemical
potential µ˜:
n
2
= 4 ω0
×
µ˜/ω0∫
−∞
dwDc
(
4w ω0
M(1, 1 + w,−λ2) (1− 0.5n) , α
)
(27)
From (27) it follows that in the absence of electron-
phonon interaction the chemical potential is expressed in
form [15]:
µ˜ =
2− n
8
I−1
(
n
2− n, α
)
, (28)
where I−1 (x, α) is the inverse function of function
I(x, α) =
∫ x
−2−2αDC(ε, α)dε. In particular, we have
I−1 (1, α) = 2 − 2 α and µ˜ = 14 (1 − α) for n=1. Thus,
in PM phase the level of chemical potential tends to the
middle of upper half of a nearly half-filled band but not
to band edge as it is required for normal metal. This
correlation effect narrows the lower Hubbard’s band by
reason of existence of two spin-up and spin-down elec-
tron liquids which are avoiding one another. For the first
time this phenomena was observed by W.F. Brinkman
and T.M.Rice [13].
In Fig.4 the concentration dependencies of the effec-
tive chemical potential µ˜ evaluated from Eq.(27) at g=0
for different values of α (a), at α=0 for different values
of g (b) and the phase diagram in coordinate g-n for
α=0 and 0.1 (curves 1 and 2,respectively) are presented.
From Fig.4 a it easy to see that for n>0.87 the chemical
potential is increased with decrease the value of α. For
n<0.87 in area of positive µ˜ the inverse trend is observed.
7From Fig.4 b one sees that with increasing g the area of
existence PM phase narrows and for g=0.072 a dielectric
state is realized (see Fig.4 c). Thus, the effective chemi-
cal potential µ˜ is decreased up to zero with increasing g,
i.e. Fermi level is shifted to band centre.
FIG. 4: The concentration dependences of the effective chem-
ical potential µ˜ in approximation Hubbard-I without and with
account for polaron excitations for ω0= 0.01875 at a) g=0 and
α=0.4, 0.3, 0.2, 0.1,0, -0.1, -0.2, -0.3 -0.4 (curves 1-9, respec-
tively); b) α=0 and g=0, 0.03, 0.04, 0.05 0.06 (curves 1-5,
respectively); ) phase diagrams for α=0 and 0.1 (curves 1 and
2, respectively).
In Fig.5 the critical values of -ǫcr. from Eq.(12) versus
n on Fermi level when Ωkm = 0 at g=0.03, 0.05 and 0.06
are shown. One sees that near the PM phase boundary
when µ˜ ∼ 0 the antibonding orbitals of second- nearest
neighbors become important. That’s why in this area of
electron concentration the Fermi surface has a hole origin
with the centre in Γ point (see Fig.6). As n is increased
the electron Fermi surface is arisen. Fig.6 reflects the
topology dependence of the electron Fermi surface on
both electron-phonon binding and doping. One shrink
as doping is decreased. With increase the constant of an
electron-phonon interaction g this shrink is decreased.
Also, when the hole doping goes to zero the Fermi sur-
face does not vanish. Hence, the transition to dielectric
state implies discontinuous disappearance of the Fermi
surface.
III. EFFECTS OF D-ELECTRON INELASTIC
SCATTERING
A. Green’s function and self-energy
In the previous section a detailed consideration of the
approximation Hubbard-I was given. Although this ap-
proach does not describe an electron scattering it may be
a good start to account for correlation effects.
To find the time-ordered Green’s function we will
consider the contributions of the one-loop diagrams
FIG. 5: The critical values of -ǫcr. versus n from Eq.(12) on
the Fermi level at α=0.1, g=0.03, 0.05 and 0.06 (curves 1-3,
respectively).
only. It is the first nonvanishing approximation of time-
dependent perturbation theory with respect to the in-
verse effective radius of interaction. Since the phonon
and fermion subsystem are independent, we have
Λ0σ(pτl, qτm) = − < Tτ X˜0σp (τp)X˜σ0q (τq) >
= −Uep(τp − τq) < TτX0σp (τp)Xσ0q (τq) >
where the first factor Uep(τp − τq) =
< T τYp(τp)Y
+
q (τq) > ˆ˜Hb
is the unperturbed time-
ordered uniform bosonic Green’s function for the system
of Einstein phonons. Fourier transform of Uep(τp− τq) is
Uep(iωn) =
1
β
+∞∑
m=−∞
ψm
iωn +mω0
, (29)
where ψm = 2dm sinh (βmω0/2), ωn = 2n π/β,
dm = e
−λ2(2B+1)Im
(
2λ2
√
B(B + 1)
)
. Im(x) are
the Bessel functions of complex argument, B = n(ω0).
n(x ) = 1/(exp(βx )− 1 ) is Bose distribution. In the sec-
ond factor the external Hubbard’s operators are not mul-
tiplied by bosonic operators Yp(τp) but inner ones are
unitary transformed. That’s why at first the normalized
Green’s function is conveniently considered in form
H0σ(pτl, qτm)=
Λ0σ(pτl, qτm)
Uep(τp − τq) (30)
By Σσ(i ωn) denote a self-energy part of the total Green’s
function Λ0σ(iωn,k). Then one can write the Dyson’s
equation for Λ0σ(iωn,k) in the next form:
Λ0σ(iωn,k) = Σσ(i ωn) + βt(k)Σσ(i ωn)Λ0σ(iωn,k)
Apparently, the self-energy is expressed as
Σσ(i ωn) =
∑
ωn1
Uep(iωn − iωn1)H0σ(iωn1), (31)
8FIG. 6: The Fermi surfaces in approximation Hubbard-I
square of which is decreased with increase an electron con-
centration n at α=0.1 and a) g= 0.03 n=0.727, 0.74, 0.76,
0.85 and 0.99 (µ˜=0, 0.004, 0.011, 0.057 and 0.171, respec-
tively); b) g=0.06 and n=0.95, 0.96, 0.97, 0.98 0.999 (µ˜=
0.0004, 0.0095, 0.0188, 0.0285 and 0.0478, respectively).
where H0σ(iωn1) is the Fourier transform of function
H0σ(pτl, qτm). The poles is supposed to be known. Then
it easy to evaluate frequency summation in Eq.(31) that
gives
Σσ(i ωn) = βRes [f(ω)Gph.(iωn−ω)H0σ(ω)]Gph.
+βRes [f(ω)Gph.(iωn−ω)H0σ(ω)]H0σ , (32)
where the residues are taken in poles of the corresponding
Green’s functions.
We use the effective self-consistent field in the approx-
imation Hubbard-I as a start. In this case account must
be taken over all the inner convolutions of adjacent uni-
tary transformed Hubbard’s operators. For dressed line
of hopping integral Bσ0(τj − τi,Rj − Ri) with Fourier
transform Bσ0(i ωn,k) one can write the graphic equa-
tion in form as in Fig.7. Here, the thin and bold wave
lines are βt(k) and βBσ0(i ωn,k), respectively. The thin
straight arrow corresponds to G˜0σ(iωn) < F
σ0 > from
Eq.(8). The solution of this equation is trivial and has a
FIG. 7: Graphic equation for the effective hopping integral
Bσ0(i ωn, k).
form:
βBσ0(i ωn,k) =
βt(k)
1− βt(k)G˜0σ(iωn) < F σ0 >
(33)
Then in this approach two main terms must be added to
unperturbed Green’s function G0+(τp − τq) < F+0 >0:
β∫
0
dτ1
β∫
0
dτ2
1
N
∑
ijq
1
βB+0(τ1 − τ2,q)eiq(Rl−Rm)×
< TτX
0+
p (τp)X
+0
q (τq)Y
+
l (τ1)X
+0
l (τ1)Ym(τ2)X
0+
m (τ2) >0
and
β∫
0
dτ1
β∫
0
dτ2
1
N
∑
ijq
1
βB−0(τ1 − τ2,q)eiq(Rl−Rm)×
< TτX
0+
p (τp)X
+0
q (τq)Y
+
l (τ1)X
−0
l (τ1)Ym(τ2)X
0−
m (τ2) >0
Using the Vick’s theorem for Hubbard’s operators and
taking into account an independent averaging of a prod-
uct of the bosonic operators Ym(τ2) we evaluate these
integrals. In Fig.8 the self-energy terms in form to
linked diagrams ( points in Fig.8 denote index convo-
lutions) are presented generally for σ=± . In figure the
dash line with arrow corresponds to bosonic unperturbed
Green’s function G+−(iωn) = 1/(β(iωn+ε+−ε−)) where
ε+ − ε− = −h and h is the effective exchange field.
Let us write the analytic expressions for diagrams 1-3:
1)− βδµ˜σ∂σ < F σ0 >0 G0σ(iωn) = − 1N
∑
qn1
β
×G˜0σ(iωn1)Bσ0(iωn1 ,q)∂σ < F σ0 >0 G0σ(iωn)
2)− βδµ˜−σ∂−σ < F σ0 >0 G0σ(iωn) = − 1N
∑
qn1
β
×G˜0−σ(iωn1)B−σ0(iωn1 ,q)∂−σ < F σ0 >0 G0σ(iωn)
3) ν˜−σ < F−σ0 >0 G0σ(iωn) = 1N
∑
qn1m1
B−σ0(iωn1 ,q)
×Uep(iωn1 − iωm1) [G0−σ(iωm1)]2 < F σ0 >0 βG0σ(iωn)
9FIG. 8: Diagrams for the self-energy Σσ(i ωn) in the first
approximation of the perturbation theory [14].
Here, the derivative ∂σ < F
σ0 >0= ∂ < F
σ0 >0
/∂(−β εσ) and εσ = −µ˜. These diagrams are pro-
portional to external unperturbed Green’s function
G0σ(iωn) = 1/(β(iωn + µ˜)). One can factor out and add
G0σ(i ω) < F
+0 >0. Then in parentheses we obtain a
series expansion for an average < F σ0 >= 1− n/2. This
series was considered in work [15]. It gives an equation
for chemical potential µ˜. Therefore, the sum of diagram
terms 1-3 and G0σ(i ω) < F
+0 >0 gives a contribution
G0σ(i ωn)(1 − n/2) to H0σ(iωn1).
The contribution from diagram 5 to H0σ(iωn1) is writ-
ten as 5) −βδµ˜−σ < F σ0 >0 G20σ(iωn) One can prove
that diagrams 4 and 6 only differs by factors < Xσσ >0
and < F σ0 >0 /(1− < F σ0 >0), respectively, i.e. one
writes
4) + 6) = K0(I1(iωn) + I2(iωn))G
2
0σ(i ωn),
where K0 =< X
σ σ >0 + < F
σ0 >0 (1− < F σ0 >0)=3/4
at T=0. Evaluating the sum over inner discrete frequen-
cies by means of previously considered method of inverse
function we write the final expression for H0σ(iωn):
H0σ(iωn) = G0σ(i ωn)(1 − n/2) +K0(I1(iωn)
+I2(iωn))G
2
0σ(i ωn)− βδµ˜−σ < F σ0 >0 G20σ(iωn), (34)
I1(iωn) =
∫ +∞
−∞ dΩ
4βf(Ω)D˜C(Ω, α )
[F (Ω)<Fσ0>]2
βUep(Ω− iωn)
I2(iωn) =
1
N
+∞∑
qm1=−∞
βt(q)(n(m
1
ω0 )+1)ψm1
1−t(q)<Fσ0>βG˜0σ(iωn−m1ω0 )
(35)
where D˜C(Ω, α) = DC
(
4
F (Ω)<Fσ0> , α
)
. It follows from
presented above expressions that diagrams 4 and 6 de-
scribe electron-polaron and electron-electron scattering
only. The rest of diagrams renormalize the excitation
spectrum. At T ∼ 0 the factor (n(m
1
ω0 ) + 1)ψm1 in
I2(iωn) may be simplified. It easy to find that ψm ≈
ψ˜(|m|)sign(m) , where ψ˜(m) = e−λ2 λ2mm! , sign(0) = 0
and (n(m
1
ω0 ) + 1)ψm1 ≈ ψ˜(|m|)θ(m). After analytic
continuation i ωn → ω + iδ the real part of integral
I1(ω) is evaluated numerically as Cauchy principal value.
The imaginary part of I1(ω) is easy calculated since
Im[βUep(Ω− ω − iδ)] gives the Dirac delta function.
To obtain the final expression for self-energy Σσ(i ωn)
it is necessary to substitute H0σ(iωn) in Eq.(32). As
result in the limit T ∼ 0 we have
Σσ(i ωn) = P0(i ωn) + P5(i ωn) + P46(i ωn) (36)
where
P0(ω) =
1−0.5n
β(ω+µ˜)M
(
1, 1 + ω+µ˜ω0 ,−λ2
)
P5(ω) = − < F σ0 >0 1β δµ−σ
∞∑
m=0
e−λ
2 λ2m
m!
1
(ω+mω0+µ˜)2
= − 1β J5(ω)(ω+µ˜)2
P46(ω) = J1(ω) + J2(ω) + J3(ω)
(37)
Here, w(ω) =ω+µ˜ω0 and J5(ω) =
< F σ0 >0δµ−σe−λ
2
2F 2(w ,w ; 1 + w , 1 + w ;λ
2), where
2F 2(w ,w ; 1 + w , 1 + w ;λ
2) is the generalized hyperge-
ometric function. For T=0 we have < F σ0 >0= 1/2
and
J1(ω) =
∑+∞
m1,m2=−∞K0
1
β2
ψm1ψm2 (n(m1ω0)−n(m2ω0))
(ω+iδ+m1ω0+µ˜)2
× ∫+∞−∞ dΩ Z(Ω,n,α)f(Ω)Ω−ω−iδ+(m2−m1)ω0 , (38)
where Z(Ω, n, α) = D˜C (Ω,−α) 4β(βG˜0σ(Ω)<Fσ0>)2
J2(ω) =
+∞∑
m1,m2=−∞
K0
1
β2
ψm1ψm2(n(m1ω0)− n(m2ω0))
(ω + iδ +m1ω0 + µ˜)2
1
N
∑
q
βt(q)(n([m2 −m1]ω0) + 1)
1− t(q) < F σ0 > βG˜0σ(ω + iδ − [m2 −m1]ω0)
(39)
J3(ω) =
+∞∑
m1,m2=−∞
K0
1
β2
ψm1ψm2(n(m2ω0) + f(−µ˜))
(ω + iδ +m1ω0 + µ˜)2
∫ +∞
−∞
dΩ
Z(Ω, n, α)f(Ω)
Ω +m2ω0 + µ˜
·
(
1 +
ω +m1ω0 + µ˜
Ω+m2ω0 + µ˜
)
(40)
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δµ−σ =
∫ +∞
−∞
1
β
Z(Ω, n, α)βG˜(Ω)f(Ω) (41)
In Eq.(39) for m1 = m2 the uncertainty is observed.
Thus, in the limit m1 → m2 we have the function
J0(ω) =
K0e
−2λ2
β(ω + iδ + µ˜)2
× 1
N
+∞∑
q=−∞
1
1− t(q) < F σ0 > βG˜0σ(ω + iδ)
(42)
which is determined by lattice Green’s function G(s, α).
And so, for sum (39) the term with m1 = m2 is excluded.
It is necessary to add the expression (42) to Eq.(39) in-
stead of this abnormal term.
One writes for imaginary part J1(ω) at T=0
ImJ1(ω) =
4πK0
β (1− 0.5n)2
×
∞∑
m=−∞
R(ω, µ˜,m)ω20ϕ
(
ω + µ˜
ω0
, n
)
θ(mω0 − ω), (43)
where
ϕ(w, n) = D˜C (wΩ0 − µ,−α) w2M2(1,1+w,−λ2) (44)
R(ω, µ˜,m) =
+∞∑
m1=−∞
{
ψ˜(|m+m1|)ψ˜(|m1|)sign(m+m1)θ(m1)− ψ˜(|m1|)ψ˜(m+ |m1|)sign(m1)θ(m+m1)
}
(ω + µ˜+m1ω0)2
Notice that R(ω, µ˜,m) = 0 at m=0. The real part of J1(ω) and complex function J2(ω + iδ) are expressed as
ReJ1(ω) =
1
β
K0
∞∑
m=0
R(ω, µ˜,m)I11(ω, n,m) (45)
J2(ω) =
K0
β
+∞∑
m=−∞
R(ω, n,m)S2(ω, n, α,m) (46)
Here,
I11(ω, n,m) =
4ω20
(1− 0.5n)2


−1∑
k=−∞
V.p.
∫ k+1
k
dw
ϕ(w)
w −
(
ω+µ˜
ω0
+m
) + V.p. ∫ µ˜/ω0
0
dw
ϕ(w)
w −
(
ω+µ˜
ω0
+m
)

 (47)
S2(ω, n, α,m) =
ω + µ˜−mω0
(1− 0.5n)M
(
1, 1 + ω+µ˜ω0 −m,−λ2
) {−1 + (ω + µ˜−mω0)S3(ω, n, α,m)} (48)
S3(ω, n, α,m) =
4
(1− 0.5n)M
(
1, 1 + ω+µ˜ω0 −m,−λ2
)G∗

 4ω0
[
ω+µ˜
ω0
−m
]
(1− 0.5n)M
(
1, 1 + ω+µ˜ω0 −m,−λ2
) , α

 , (49)
where the integrals are evaluated numerically as Cauchy
principal value and integrand ϕ(w, n) is determined by
Eq.(44). G∗(s, α) is the conjugate lattice Green’s func-
tion.
Thus, Eqs.(36)-(49) contains a total information about
spectral properties of the cuprate d-electron subsystem
with electron-phonon binding. Below it is given a numer-
ical solution of the previously obtained equations to an-
alyze both the excitation spectrum and dissipation were
caused by electron-electron and electron-polaron interac-
tions. Finally, let us write the contribution P46(ω) in
form:
P46(ω) = J0(ω) + J1(ω) + J2(ω) + J3(ω),
where R(ω, µ˜,m) = 0 for m = 0.
B. Electron spectrum in the absence of
electron-phonon interaction
In this section we will study the dynamical properties
of electrons for temperature T=0 in the absence of elec-
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tron phonon binding, i.e. at g=0. Before we proceed
further, we evaluate numerically the chemical potential
µ˜. In works [15, 23] it was presented an approach to
calculate the chemical potential versus band filling. In
particular, in [15] we obtained Eq.(51) for µ˜ versus n
in PM-2 state with the nearest hopping energy. One
can generalize this equation when the influence of next-
nearest neighbors is taken into account, i.e. for α6=0:
µ˜ =
2− n
8
I−1
(
1− 1
2
(1− n)(2− n), α
)
(50)
were I−1(x, α) is the inverse function of function I(x, α)
(see Eq. (28)). Similarly, the term δµσ of diagram 5 in
Fig.8 is
δµσ = E
(
I−1
(
1− 1
2
(1− n)(2 − n), α
))
, (51)
where
E(x, α) =
∫ x
−2−2α
xDC(x, α)dx (52)
In Fig.9 a the concentration dependencies of chemical
potential at α= -0.4, -0.3, -0.2, -0.1, 0, 0.1, 0.2, 0.3 0.4
(curves 1-9, respectively) are presented. In Fig.9 b an
area of existence of the PM-2 phase in coordinates α-n
is shown. From Eq.(50) it follows that chemical poten-
tial µ˜ of filled band coincides with the solution (28) in
approximation Hubbard-I.
The spectral density function is expressed as
A(k , ω) = − 1
π
(ω + µ˜)4βImΣ(ω)
[(ω + µ˜)2 − t(k)(ω + µ˜)2βReΣ(ω)]2 + (ω + µ˜)2t2(k) [(ω + µ˜)2βImΣ(ω)]2 (53)
In view of (32) at T = 0 and K0= 3/4 we have
(ω + µ˜)2βReΣ(ω) = (ω + µ˜)
[
1− 0.5n− 34(1−0.5n)
]
+ 3(ω+µ˜)
2
(1−0.5n)2ReG
(
4(ω+µ˜)
1−0.5n ,−α
)
− 0.5 δµσ(ω + µ˜)2
βImΣ(ω) = − 3(ω+µ˜)2(1−0.5n)2 πDC
(
4(ω+µ˜)
1−0.5n ,−α
) (54)
Taking into account Eq.(54) it easy to write the disper-
sion equation
−εc.(Ωk)
= cos(kxa) + cos(kxa) + 2α cos(kxa) cos(kxa)
= − 4(Ωk+µ˜)2(Ωk+µ˜)2βReΣ(Ωk)
(55)
From Eq.(55) it is seen that now the excitation spec-
trum depends on real part ReG(s,−α) of the lattice
Green’s function (15) which has both two singulari-
ties at the edges of unperturbed electron band, i.e. at
s=sL= −2(1+α) and s=sR= 2(1−α). Also, there is one
breakdown at s=0 (see Fig.3 a) that corresponds to fre-
quency Ωk = −µ˜. These circumstances cause the cardi-
nal changes to the spectrum of the electron excitations
in comparison with approximation Hubbard-I.
In Fig. 10 the resonance frequencies Ωk along the nodal
direction for bismuth cuprate 2212 at different electron
band filling are shown. In Fig.10 the values of n corre-
spond to the most typical points of function −εc.(n) from
(55) at Ωk = 0 (Fermi level) to be shown in insert to fig-
ure. So, at α=0 (curve 1 in insert ) the curve −εc.(n)
tends to own lower edge -2 at n=0.7. For this value of
n a small gap arises on the Fermi level. It has a correla-
tion origin that is reflected in Fig.10 a (curve 2). A such
gap (see Fig.10, curves 1 and 3) is absent at other values
of n. The function −εc.(n) does not approach the edge
value -2-2α with increase an influence of the next-nearest
neighbours where paramagnetic phase is realized. In this
case a gap does not appear on the Fermi level for all pos-
sible values of n (see Fig. 10 b). One can point out the
next main peculiarities of the spectrum in Fig.10 b. The
kinks in the dispersion Ωk at Ωk = ωL = −0.531 and
Ωk = ωR = 0.019 for n=0.9 (curve 3) are determined by
equation
4(ω + µ˜)
1− 0.5n − s = 0 (56)
at s = sL and sR, respectively. From this equation we
obtain the lower ωL = −µ˜− 0.5(1+α)(1− 0.5n) and up-
per ωL = −µ˜+ 0.5(1 − α)(1 − 0.5n) edges of incoherent
spectrum the bandwidth ∆ωLR = 1−0.5n of which is de-
termined by electron concentration only. Thus, the imag-
inary part of the lattice Green’s function is equal zero out
of indicated area and the electron excitations are coher-
ent. Also, two peculiarities are determined by equation
(56) at s=0 and s=2α. In this case the real and imag-
inary parts of G(s, α) have discontinuity and van Hove
singularity, respectively. In excitation spectrum near the
indicated points there is a sufficiently complicated dis-
persion with appearance of pseudogaps.
Therefore, the inclusion of the electron-electron scat-
tering in cuprate planes causes an essential rebuilding
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FIG. 9: a) The concentration dependencies of the chemical
potential in PM-2 phase with g=0 and α= -0.4, -0.3, -0.2,
-0.1, 0, 0.1, 0.2, 0.3 0.4 (curves 1-9, respectively); b) phase
diagram in the α-n plane at T=0.
of the excitation spectrum in comparison with approx-
imation Hubbard-I where this scattering is absent. A
correlation gap appears on the Fermi level in the area
of electron concentrations when −εc.(0)≤ −2 + 2α that
leads to disappearance of the Fermi surface.
In Fig.11 the Fermi surfaces are presented with ac-
count for electron-electron scattering in accordance with
formula (55) at Ωk = 0. The no-monotone change in
Fermi surface square in Fig.11 a and b takes place in ac-
cordance with dependences −εc.(n) ( see curves 1 and 2
in inset to Fig. 10 a). In Fig.11 b the electron Fermi sur-
faces at n=0.46 and 0.63 are shown. At n=0.9 we have
the hole Fermi surface.
It is interesting to study the corresponding spectral
densities using Eq.(54). In accordance with ARPES ter-
minology [1] let EDC denote the frequency dependence
A(k, ω) along nodal direction (kx = ky) of k at fixed
value of its module. MDC spectral density is evaluated
from A(k, ω) at fixed frequency along nodal direction for
FIG. 10: The electron excitation frequency-momentum dis-
persions for bismuth cuprate 2212 (lattice constant a =
3.814A˚) along the nodal direction without electron-phonon
binding: a) α=0, n=0.571 (µ˜=0.090), n=0.7 (µ˜=0.155) and
n=0.97 (µ˜=0.245); b) α=0.3, n=0.46 (µ˜=0.101), n=0.63
(µ˜=0.134) n=0.90 (µ˜=0.173) (curves 1-3, respectively). In
inset: -εc. versus n on the Fermi level (Ωk=0) from dispersion
Eq. (55) for α=0 and α=0.3 (curves 1 and 2, respectively).
different values of k.
In Fig. 12 a the EDC spectral densities at α=0 and
g=0 for Fermi momentum k = kF and different electron
concentration (a) and near the kF at n=0.97 (b) are
shown. The EDC curves have asymmetrical character
that is in accordance with experimental results [9, 10].
From this figure it easy to see that the maxima of A(k, ω)
correspond to resonance frequencies in Fig.10 a. At the
same time, the maximum at k = kF is on the Fermi level.
Notice that degree of excitation coherence near the Fermi
level is abruptly increased for a peculiar area of the elec-
tron spectrum where there is a frequency change from
electron (∂Ωk/∂k > 0) to hole (
∂Ωk/∂k < 0) character.
Indeed, near the Fermi level the curve 1 in Fig.12 a is
very washed out unlike the curve 3 that corresponds the
curve 3 in Fig.10 a with a kink at Ωk ∼ 0. On the other
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FIG. 11: The electron and hole Fermi surfaces in the absence
of the electron-phonon binding. The values of the param-
eters are as in Fig.10. In Fig. 11 a the inner surfaces as
point and big oval are obtained for n=0.7 and 0.571, respec-
tively. The outside surface corresponds to n=0.97. In Fig. 11
b the electron Fermi surfaces as deformed square and inner
oval centered out of Γ point are shown for n=0.46 and 0.63,
respectively. The hole Fermi surface has a shape of the big
oval centered on point Γ at n=0.9, where Γ is the center of
Brillouin band.
hand, the curve 2 in Fig.12 a reflects an incoherent char-
acter of the electron excitations that is in agreement with
a nearly point Fermi surface in Fig. 11 a.
In Fig.13 the MDC spectral density A(k , ω) versus |k |
along nodal direction at n =0.97 for different frequencies
(a) and frequency dependence maxima of A(k , ω) (b) are
presented. The curve A(k , ω) has a Lorentz line shape
that is in agreement with ARPES data. Also, we ob-
serve a nontrivial character of the frequency dependence
maxima of A(k , ω).The maximum of A(k , ω) appears
at kmax = 0.647 on the Fermi level when Fermi momen-
tum is equal 0.717. Thus, the maxima of MDC spectral
density do not correspond to resonance frequencies of the
electron excitation spectrum.
In Fig.14 the similar dependencies of A(k , ω) are
FIG. 12: EDC spectral density A(k , ω) from Eq. (53) as
a function of the frequency at a = 3.814A˚, α=0 and g=0
along nodal direction of the wave vector k with module a)
k = kF at n=0.571, 0.7 and 0.97 (curves 1-3, respectively); b)
k = kF − 0.05, kF − 0.01, kF , kF + 0.01 and kF + 0.05, where
kF = 0.717 at n=0.97 (curves 1-5, respectively).
shown with account for an influence the next-nearest
neighbors. It was considered the electron concentration
n=0.46 only when a correlation gap on the Fermi level is
not developed. All conclusions to be formulated earlier
in relation to Figs.12 and 13 here remain valid. Strong
coherent modes appear near k ∼ 0.6. It is a result of
the abrupt change of derivation ∂Ωk/∂k (see Fig.10.b) for
Ωk = −µ˜. The edges of area of abrupt changing A(k , ω)
are determined by Eq.(56) at s = sL and sR. It is noted
that van Hove anomaly (see Fig.14 b at ω ∼ −0.1) is de-
termined by expression ω = Ωk0 = −µ˜+ 0.5α(1− 0.5n).
It reflects a low-dimensional character of the electron be-
havior.
C. Influence of the electron-phonon interaction on
electron dynamics in cuprates
Now we have to investigate the dynamics of the d-
electrons subsystem with electron-phonon binding. First
of all it is necessary to evaluate numerically the chemi-
cal potential. It was noted earlier in subsection A that
diagrams 1-3 in Fig.8 give an equation for chemical po-
tential. The solution of this equation was presented in
work [15]. That’s why we write this equation for temper-
ature T=0:
µ˜ =
(2− n)
8
M
(
1, 1 +
µ˜
ω0
,−λ2
)
×I−1
(
1− 1
2
(1− n) (2− n) , α
)
(57)
that differs from similar Eq.(50) in that it has factor
M
(
1, 1 + µ˜ω0 ,−λ2
)
to be equal unity in the limit case
g=0.
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FIG. 13: MDC spectral density A(k , ω) from Eq.(53) as func-
tion of a wave vector module at a = 3.814A˚, n=0.97, α=0 and
g=0 along nodal direction of k : a) ω= 0, -0.01, -0.025 and
-0.05 (curves 1-4, respectively); b) frequency dependence of
A(k , ω) maxima.
In Fig.15 the chemical potential µ˜ versus constant g at
n =0.9 and α =0, 0.1 and 0.3 and µ˜ versus n at α =0 and
g = 0.01, 0.03 and 0.06 (( curves 1-3, respectively) are
presented. In Fig.15 a the curves have kinks at n = nc..
For n < nc. and n > nc. the chemical potential µ˜ is deter-
mined by Eq.(57) and equation µ˜ = −δµ−σ, respectively.
From figure it is seen that µ˜ is decreased with increasing
both α and g.
Knowing the chemical potential and using Eqs.(36)-
(49), it easy to calculate the excitation spectrum and
spectral density of the electron cuprate system. There-
fore let us write the expression for εc. similar to Eq.(55)
that determines the dispersion equation
− εc.(Ωk) = −4(Ωk + µ˜)
2
L(Ωk)
, (58)
FIG. 14: EDC spectral density A(k , ω) from Eq. (53) as a
function of frequency along nodal direction of vector k at
a = 3.814A˚, g=0, α=0.3 and a) k = kF , n= 0.46, 0.63 and
0.9 (curves 1-3 for kF=0.734, 0.933 0.698, respectively); b)
n= 0.9 and k=0.4, 0.55, 0.6, 0.698 and 0.8 (curves 1-5, re-
spectively). In inset to Fig. 13 b) frequency dependence of
MDC A(k , ω) maxima at n= 0.9.
where
L(ω) = (ω + µ˜)(1 − 0.5n)M
(
1, 1 +
ω + µ˜
ω0
)
+J5(ω) + (ω + µ˜)
2ReP46(ω) (59)
In particular, along the nodal direction the module of k-
momentum as function of resonance frequency is written
in form
k(Ωk ) = arccos
(
−1 +
√
1− 2αεc.(Ωk )
2α
)
(60)
Apparently, the momentum kF on the Fermi surface
is determined from condition kF = k(0). If −εc.(0) =
−εF < 0 then we have the electron Fermi surface and
hole one otherwise. A given statement may be disrupted
for α 6= 0.
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FIG. 15: a) The chemical potential versus constant of the
electron-phonon interaction g with phonon frequency ω0=
0.01875 at electron concentration n =0.9 and α =0, 0.1 0.3
(curves 1-3, respectively); b) the concentration dependencies
of the chemical potential at α =0 and g = 0.01, 0.03 0.06
(curves 1-3, respectively).
In Fig.16 the dependence −εF versus n at g=0.03 and
α=0 is presented. It is evident from Fig.16 that the hole
Fermi surface is changed to electron one in a certain area
of the electron concentrations.
FIG. 16: The dependence of the critical parameter −εF on
electron concentration at g=0.03 and α=0.
In Fig.17 the electron excitation frequency-momentum
dispersion curves in a wide area of a spectrum (a) and
near the Fermi level (b) along the nodal direction at
n=0.9, α=0 for different values of g are depicted. One
can see from Fig.17 that the radical rebuilding of the
excitation spectrum occurs with increasing the electron-
phonon binding energy. It is a result of the appearance
of polaron bands which are grouped near the frequencies
to be multiple the phonon frequency ω0. It should be
noted that there is a weak dependence of resonance fre-
quency on k at g=0.06 (see Fig.17 a, curve 4) that is in
agreement with ARPES experimental data [11].
FIG. 17: a) The excitation frequency-momentum dispersion
along the nodal direction at n=0.9, α=0 for values of g =0,
0.01, 0.03 and 0.06 (curves 1-4, respectively). The points in
Fig. correspond to α=0.1 and g=0.06; b) a fine structure of
excitation spectrum a) at g =0.06. The vertical line corre-
sponds to wave vector k = kF on the Fermi surface.
The fine spectrum structure near the Fermi level shows
an enough drastic frequency change with a small change
of k. In particular, below the Fermi level the first kink
is observed at Ωk ∼ −ω0, i.e. at a frequency of the typ-
ical optic phonon mode. This is in agreement with ex-
perimental data Ωk∼50-70 mEv [10, 24] for bandwidth
W ∼4eV . A somewhat different kink direction from right
to left may be changed by sign replacement of hopping
integral, i.e. t on -t . Also, when the kink is observed
the value of momentum kth. ∼0.586 A˚−1 . It is in ac-
cordance with experiment kexp. ∼0.41 A˚−1 [1, 9, 10] if to
put kth./
√
2. Seemingly, the maximal value of the hop-
ping integral t is realized along diagonal of the square
lattice. Although, the other factors determining the kink
position are not excluded.
A high degree of coherence of excitations near the
Fermi level is the distinctive feature of obtained spec-
trum with polaron bands. Indeed, for a square lattice
the excitation spectrum is very diverse at g=0. But the
strong low-dimensional fluctuations are responsible for
a low degree of coherence of excitations excluding some
edge points determined by ImG(s, α). To verify this we
write the expression for spectral density generally
A(k, ω) = 1pi
× (ω+µ˜)4βImP46(ω)
[(ω+µ˜)2−t(k)L(ω)]2+(ω+µ˜)2t2(k)[(ω+µ˜)2βImP46(ω)]2
where P46(ω) and L(ω) are determined in subsection A
and by Eq.(59), respectively.
In Fig.18 the EDC dependencies of spectral density at
n=0.9, α=0 and g=0.06 (µ˜ =0.053) are presented for
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different momentums along the nodal direction near the
Fermi wave vector kF=0.586 A˚
−1. From Fig.18 it is seen
that the sharp peaks are observed on the curve A(k , ω)
for Fermi momentum k = kF (see curve 2). Also, the
satellite peaks with smaller amplitudes are seen for other
energies of excitations. These peaks correspond to points
of intersection by straight line k = kF of polaron bands
which are depicted in Fig.17 a.
FIG. 18: The frequency dependencies of the spectral den-
sity at n=0.9, α=0, g=0.06 and k = kF -0.003, k = kF and
k = kF +0.003 (curves 1-3, respectively) for momentums
along the nodal direction where k = kF=0.586 A˚
−1 and pa-
rameter square lattice a= 3.814A˚.
It should be noted that a small change of k from
kF gives a sharp decreasing of the spectral density (see
curves 1 and 3 in Fig.18). The coherence of excitations
is reduced as the electron-phonon binding is weakened.
Also, a correlation gap arises on the Fermi level for suf-
ficiently small values of g (see Fig.17 a).
Thus, for cuprates in the strong-coupling polaron limit
the hole or electron Fermi surface is realized, depend-
ing on electron concentration and value of g. A spectral
density reflects the high degree of excitation coherence
near the Fermi level. The availability of the narrow po-
laron bands, which are grouped near the frequencies to
be multiple the phonon frequency ω0, results in a sharp
resonance frequency changing along the nodal direction
of the momentum. It explains the origin of kink to be ob-
served at energy ω ∼ −ω0 from ARPES data for bismuth
cuprates.
IV. CONCLUSIONS
For strongly correlated electron subsystem with Hol-
stein’s polarons within the framework of diagrammatic
method of perturbation theory a generalization for ap-
proximation Hubbard-I was made. Strong electron cor-
relations narrow a valency band in a doped Mott insu-
lator that results in radically difference one from metal.
The Lang-Firsov unitary transform was made to separate
fermionic and bosonic subsystems. It allows to evaluate
all polaron bands each of which are formed near the Ein-
stein mode.
In the first nonvanishing approximation of time-
dependent perturbation theory with respect to the in-
verse effective radius of interaction we account for influ-
ence of inelastic electron-electron scattering on chemical
potential and time-ordered Green’s function. Taking into
account a low-dimensional character of system it was ob-
tained that all peculiarities of excitation spectrum and
damping are determined by lattice Green’ function for
which there is a closed analytic expression. An influence
of electron concentration and next-nearest-neighbor hop-
ping integral on chemical potential, spectrum structure
and spectral density has been determined. In particular,
with well-defined electron concentrations the correlation
gap in spectrum arises on the Fermi level. In the absence
of this gap the Fermi surface can have the hole as well
as electron character depending on electron concentra-
tion and influence of the next-nearest-neighbor hopping
integral. In spite of the complicated picture of excita-
tion spectrum the spectral density shows a relatively low
degree of coherence. It is connected with a low space
dimension of the system where the role of quantum fluc-
tuations are important.
In addition to the previously considered approach the
inclusion of the electron-phonon interaction allowed to
reveal the main peculiarities of spectrum. They are in a
good correspondence to experimental ARPES data. In-
deed, in a wide area of frequencies a weak momentum
dependence of spectrum along the nodal direction was
found that is in agreement with experiment [11]. The
spectral density turned out to be typical for strongly
coherent excitations near the Fermi level in case of the
strong electron-phonon binding. It simplifies the exper-
imental measure the Fermi surface. Thus, the electron-
phonon interaction partially suppresses low-dimensional
quantum fluctuations and strengthen the coherence of
the excitations. From the above analysis of a fine struc-
ture of polaron spectrum one can conclude that the ob-
served kink [9, 10] appears at frequency of characteristic
optical phonon mode in the vicinity of which the polaron
band is formed.
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