Abstract. Inspired by sports analysis, we study data structures for storing a trajectory representing the movement of a player during a game, such that the following queries can be answered: Given two positions s and t, report all sub-trajectories in which the player moved in a more or less straight line from s to t. We consider two measures of straightness, namely dilation and direction deviation, and present efficient construction algorithms for our data structures, and analyze their performance. We also present an O(n 1.5+ε ) algorithm that, given a trajectory P and a threshold τ , finds a simplification of P with a minimum number of vertices such that each edge in the simplification replaces a sub-trajectory of length at most τ times the length of the edge. This significantly improves the fastest known algorithm for the problem.
Introduction
Background. Video analysis is nowadays an important tool for sports coaches. Traditionally, video analysis is done manually: someone watches a video of a match and annotates the video with various types of events-goals or points being scored, changes of ball possession, and so on. However, manual analysis is labor intensive and annotating all league matches of an entire season would be very time-consuming and expensive. Therefore there has been considerable interest in automating parts of the process. A basic step in an automated analysis is to extract the movements of the players and the ball from the video. Nowadays this can be done quite accurately, giving us for each player a trajectory: a sequence of the player's location at regular time steps. The availability of highquality trajectories enables the use of geometric algorithms and data structures. In this paper we study two problems in this area.
The first problem is an indexing problem, related to the following query a coach may wish to ask: show me all video fragments in which player X runs in a more or less straight line from a certain position s on the field to another position t. We thus need a data structure storing a collection of trajectories (corresponding to the movements of player X in all matches) such that we can efficiently answer straight-path queries: given a directed query segment st, report all subtrajectories starting near s and going in a more or less straight line to a point near t. (We will define the problem more formally below.)
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The second problem we study is a simplification problem: given a trajectory P , compute a simplification P with a minimum number of vertices under the condition that P is sufficiently similar to P . Here we require (as is usually done) that the vertices of P form a subset of the vertices of P . Computing such a simplification is useful to reduce storage requirements, and also to smooth out irregularities in the data due to small errors in the reported locations.
Straight-path queries: related work. The focus of our work is on data structures that come with proven guarantees on the query time but also on the quality of the reported results. For the latter we need to define when a subtrajectory is sufficiently similar to the query segment st. We are aware of only one such result, obtained by De Berg et al. [4] . They show how to store a trajectory P of n vertices such that, given a query segment st and a threshold ∆, one can find all subtrajectories of P whose so-called Fréchet distance to st is at most ∆. However, their work has several drawbacks. First of all, in addition to all the correct subtrajectories their data structure may report additional subtrajectories whose Fréchet distance to st can be up to a factor 2+3 √ 2 times larger than ∆. Second, their data structure is a complicated multi-level structure which is difficult to implement and unlikely to be efficient in practice. Finally, they only show how to (approximately) count the subtrajectories-it is unclear how to actually report them in an efficient manner. Gudmundsson and Smid [8] recently studied a more general version of the problem, but their solution only works for c-packed paths and only reports a single subpath (and is rather involved).
There are also a few non-algorithmic papers related to ours, such as the work of Shim et al. [11] . However, they do not have any guarantees on the performance of their solution. Our main goal is thus to develop a data structure for straightpath queries that has with provable performance guarantees and that is simple enough to be effective in our soccer scenario.
Straight-path queries: our approach and results. We take the following practical approach. We partition the soccer field into a grid of square cells (the cell size can be set by the user). To specify a query the coach indicates a starting cell C s and a target cell C t , and the data structure should report all subtrajectories where the player moved in a more or less straight line from C s to C t . We still have to define what it means when "a player moves from C s to C t in a more or less straight line". Let s be the point where the player's trajectory P exits C s and let t be the point where it enters C t . Then we want the subtrajectory from s to t-we denote this subtrajectory by P [s, t]-to be similar to the segment st. We study two different definitions for this similarity.
-The first option is to use the so-called dilation of P [s, t], which is defined as |P [s, t]|/|st|, where |·| denotes the Euclidean length of a path or segment. We now say that the player moves in a more or less straight line from C s to C t when the dilation of P [s, t] is at most some (predetermined) threshold τ 1.
In other words, P [s, t] can be at most a factor τ longer than the segment st. -The second option is to require that the player always moves in more or less the same direction along P [s, t]. We define the direction deviation of a trajectory to be the maximum angle between any two (directed) segments on the trajectory. We then say that the player moves in a more or less straight line from C s to C t when the direction deviation of P [s, t] is at most some (predetermined) threshold α < π/2. We call such a subtrajectory α-straight.
Our first data structure for straight-path queries is a look-up table that stores, for all pairs of grid cells C s , C t , the set S(C s , C t ) of straight C s -to-C t subtrajectories (according the chosen definition of straightness). Thus a query can be answered in O(1 + A) time by a look-up table, where A is the number of reported subtrajectories. Our contributions for this simple data structure are (i) efficient algorithms to compute all sets S(C s , C t ), and (ii) a theoretical and experimental analysis of the size of the data structures. Due to space limitations we defer the experimental analysis and several proofs to the full version.
Because the worst-case size of our first data structure is large, we also present a data structure that uses much less storage. This data structure can be used when the straightness measure is the direction deviation. A drawback is that, in addition to the correct subtrajectories, the data structure may also report some additional α-straight subtrajectories that start near C s . We analyze the maximum possible error-that is, how far from C s the reported subtrajectories may start-theoretically (and, in the full version, experimentally).
The minimum-vertex path-simplification problem. In path-simplification problems the goal is to compute, for a given trajectory P , a trajectory Q with fewer vertices than P that is sufficiently similar to P . We study a variant called the minimum-vertex path-simplification (MVPS) problem, introduced by Gudmundsson et al. [7] . In the MVPS problem we want to find a minimum-size subset Q of vertices of P such that for any two consecutive vertices p i and p j in Q we have
(In other words, we are only allowed to use a shortcut p i p j when the dilation of P [p i , p j ] is at most τ .) Gudmundsson et al. [7] solve this problem in O(n 2 ) time exactly and they give an (1 + ε)-approximation algorithm that runs in time O(n log n + n/ε). We present a dynamic-programming algorithm with expected running time O(n 1.5+ε ), for any ε > 0, thus significantly improving the running time of their exact algorithm.
The Data Structures
For simplicity of presentation we assume we are given a single trajectory P with n vertices, denoted by v 0 , . . . , v n−1 ; it is trivial to extend the results to multiple trajectories. We further assume that the grid G we use to partition the soccer field is a square grid with m × m cells. Recall that P [p, p ] denotes the subtrajectory from p to p . We say that P [p, p ] is a C-to-C subtrajectory if p lies on the boundary of cell C and p lies on the boundary of cell C and P [p, p ] does not intersect C and C except at p and p . For two points p, p ∈ P we write p ≺ p when p comes before p in the order along P .
A look-up table for straight-path queries
As explained in the introduction, our first data structure is a look-up table that stores for every pair of grid cells C, C the set S(C, C ) of all C-to-C subtrajectories that are considered straight with respect to the given measure of straightness (dilation or direction deviation) and parameter (τ or α). More precisely, for each such subtrajectory P [p, p ] we store its starting point p and endpoint p . The main questions are then: (i) how do we construct the sets S(C, C ) efficiently, and (ii) what is the maximum size of the data structure, that is, how large can C,C |S(C, C )| be.
1 Next we answer these questions for the two straightness measures that we use.
In the sequel we call a point where P crosses from one cell into the next a transition point. (To deal correctly with degenerate situations we define each cell to be closed on the bottom and to the left, and open on the top and to the right. Thus vertical edges belong to the cell lying to their right and horizontal edges belong to the cell above; vertices belong to the cell to their top-right.) A transition point is an exit point for the cell being exited, and an entry point for the cell being entered. We denote the sequence of transition points by p 0 , p 1 , . . ., where the transition points are ordered along P . We denote the cell from which P exits at p i by C exit (p i ), and the cell being entered by C entry (p i ).
Direction deviation. We first describe how to compute the sets S(C, C ) when direction deviation is used as straightness measure. Let α be the given straightness parameter, where we assume 0 α < π/2. Note that α-straightness is a monotone criterion: if a subtrajectory P [p, q] is α-straight, then any subtrajectory P [p , q ] with p ≺ p ≺ q ≺ q is also α-straight. Thus we can follow the following strategy: we walk along P from start to finish, and at each transition point p j we walk back along P to report all α-straight subtrajectories of the form P [p i , p j ], where p i is a transition point with i < j. Because α-straightness is a monotone criterion, we can stop the backwards walk as soon as we encounter a transition point p i for which P [p i , p j ] is not α-straight. A problem with this approach is that if P has many consecutive vertices inside the same cell then we spend a lot of time walking back through that cell, which can cause a high running time. We thus have to proceed more carefully.
We model directions as points on the unit circle S 1 . A subtrajectory P [p i , p j ] is α-straight if and only if the smallest circular interval of S 1 that contains all points corresponding to the directions of the edges of the subtrajectory has length α-see Fig. 1 . Our algorithm now works as follows. As we walk along P we compute for each consecutive pair of transition points p j , p j+1 the smallest circular interval I(p j , p j+1 ) containing all directions of the subtrajectory P [p j , p j+1 ], if this interval has length at most α; if the interval has length greater than α then I(p j , p j+1 ) is defined to be nil. (The smallest interval is uniquely defined when it has length at most α, since α < π.) Fig. 1 . A subtrajectory and the points on S 1 corresponding to its edges. The smallest circular interval containing the points is shown in grey.
segment then I(p j , p j+1 ) degenerates to a point on S 1 . At each transition point p i we walk backwards from transition point to transition point (thus skipping over vertices of P ) as long as the subtrajectories are α-straight. To check this we maintain the smallest circular interval I * that contains all intervals I(p j , p j+1 ) that we encountered in the backwards walk.
We ignored one aspect so far: the fact that P [p i , p j ] is α-straight is not sufficient for the subtrajectory to be reported. We also need
at some point other than p i or p j . To make sure our algorithm is output sensitive, we have to avoid reporting P [p i , p j ] in this case. This can be done by removing a transition point p i from our list of transition points as soon as we encounter another transition point p i with C exit (p i ) = C exit (p i ). This ensures that when we report
To facilitate this we maintain an ordered list L of all encountered transition points that have not been deleted yet, and with each transition point p i in L we store an interval I(p i ) which is the smallest circular interval containing all directions of the subtrajectory P [p i , p i ] (or nil if this interval has length more than α), where p i is the predecessor of p i in L. To avoid reporting a subtrajectory P [p i , p j ] that intersects C entry (p j ) at some point other than p j , we can simply stop our backwards walk when we encounter a transition point p i with C exit (p i ) = C entry (p j ).
Algorithm 1 describes our algorithm in more detail. Subroutine SmallestInterval (P [p i , p j ]) outputs the smallest circular interval containing all edge directions of P [p j−1 , p j ] or, when this interval has length more than α, it outputs nil. Similarly, for two circular intervals I 1 , I 2 the subroutine Merge(I 1 , I 2 ) outputs the smallest circular interval containing I 1 and I 2 or, when this interval has length more than α, it outputs nil.
Since walking back from a transition point p j takes time O(1 + k j ), where k j is the total number of reported subtrajectories, we get the following theorem. Theorem 1. Let P be a trajectory with n vertices in a domain that is an m × m grid, and let α be a constant with 0 α < π/2. Then we can compute all sets S(C, C ) of α-straight subtrajectories of P in O(n + k) time, where k is the total size of all sets.
Algorithm 1 FindStraightSubtrajectories(P, α). Analysis of the number of α-straight trajectories. Next we prove bounds on C,C |S(C, C )|, the total number of α-straight trajectories. In the analysis we make the assumption that the average length of the segments v i v i+1 of P is at most the edge length of the grid cells. With our grid cells having size of 1m × 1m, for instance, and a sampling rate of 20Hz this is clearly a realistic assumption. For our soccer application, from now on we assume without loss of generality that the cells in the grid G have unit size, and that the average length of the segments v i v i+1 in P is at most 1. We call such a trajectory a short-edge trajectory. The following theorem states the main result for this case. Observe that in practice α would be chosen fairly small, in which case cos(α/2) will be close to 1. The bound in the next theorem then becomes O(nm).
Theorem 2. Let P be a short-edge trajectory with n vertices within an m × m unit grid, and let 0 α < π/2. For a pair C, C of grid cells, let S(C, C ) be the collection of all C-to-C α-straight subtrajectories. Then C,C |S(C, C )| = O(min{n 2 , nm 2 , nm/ cos(α/2)}), and this bound is tight in the worst case.
To prove Theorem 2 we first bound the length of any α-straight subtrajectory.
Lemma 1. The length of any α-straight trajectory P in an m × m unit grid is at most √ 2m/ cos(α/2).
Proof. Since the directions of all edges in P differ by at most α, there is a direction d such that any edge in P makes an angle at most α/2 with d. Let be a line with direction d, and project all edges of P orthogonally onto . Note that if the projection of some edge s i of P onto has length x i , then |s i | x i / cos(α/2).
Furthermore, since α < π/2, the projections of these segments have disjoint interiors. Hence, |P | = i |s i | i x i / cos(α/2) = |pp |/ cos(α/2), where p and p are the projections of the start and endpoint of P onto . Because P lies inside an m × m grid, we have |pp | √ 2m.
Using Lemma 1, we can now prove the upper bound from Theorem 2. Indeed, since the average length of the segments is at most 1, the total length of P is at most n. Because a trajectory of length L visits O(L + 1) grid cells, this implies that the total number of transition points of P is O(n), which gives an O(n 2 ) upper bound on the total number of subtrajectories between transition points (irrespective of whether they are α-straight or not). It also implies an upper bound of O(nm 2 ), since there are only m 2 distinct cells C to start a C-to-C entry (p j ) subtrajectory for a fixed transition point p j . On the other hand, for each transition point p j , the length of the longest α-straight subtrajectory ending at p j is at most √ 2m/ cos(α/2) by Lemma 1. Using the fact that a trajectory of length L visits O(L + 1) grid cells, we can therefore bound the number of α-straight subtrajectory ending at p j by O(m/ cos(α/2)), which gives an O(nm/ cos(α/2)) on the total number of α-straight subtrajectories. Combining this with the O(n 2 ) and O(nm 2 ) bounds, we obtain the claimed upper bound. In the full version we show a matching lower bound, thus completing the proof of Theorem 2.
Remark. If the trajectory is not restricted to be short-edge then the upper bound of Theorem 2 becomes O(min{n 2 s 2 , nm 2 s, nms/ cos(α/2)}), where s denotes the length of the longest segment in the trajectory, and this bound is tight in the worst case.
Dilation. We now turn our attention to dilation as a measure of straightness. We denote the dilation of P [p, p ] by dil(P [p, p ]). Compared to direction deviation as straightness measure, dilation is more difficult to handle, because it is not a monotone criterion: if dil(P [p, p ])
τ then a subtrajectory P [p , q ] with p ≺ p ≺ q ≺ q may still have dilation larger than τ . Next we show that we can nevertheless get an output-sensitive algorithm.
The idea of our solution is that, as we walk along P , we store the transition points in a suitable data structure D. This data structure allows us to perform a query with the current transition point p j to find all transition points p i such that P [p i , p j ] is a C exit (p i )-to-C entry (p j ) subtrajectory of dilation at most τ . To this end we associate to each transition point p i a point
| and x i and y i are the x-and y-coordinate of p i , respectively. Note that the values d i can be computed in constant time as we walk on P , if we maintain the total length of the traversed part of P . Now when we arrive at transition point p j , we are looking for all transition points
(A similar idea was used by Agarwal et al. [2] .) Thus if we define the range
Algorithm 2 FindSmallDilationSubtrajectories(P, τ ).
1. Set j := 0 and initialize an empty data structure D.
2. Walk along P from v0 to vn−1, tracing the trajectory through the grid. Whenever P crosses from one cell into another, do the following: (i) Create a transition point pj at the crossing point.
(ii) If j > 0 then query the data structure D to find all transition points pi such that ψi ∈ Γτ (pj) and i > j , where p j is the most recent transition point with Centry(p j ) = Centry(pj) then we are looking for all points p i such that ψ i ∈ Γ τ (p j ).
As before, there is one other aspect to be taken into account: we are only allowed to report a subtrajectory P [p i , p j ] when it does not intersect C exit (p i ) except at p i and it does not intersect C entry (p j ) except at p j . The former is guaranteed by deleting a transition point p i from D when we encounter a transition point p i with i > i such that C exit (p i ) = C exit (p i ). The latter is guaranteed by refining our query: when we arrive at transition point p j we find the most recent transition point p j with C entry (p j ) = C entry (p j )-we can find this point (if it exists) in O(1) time if we maintain a pointer from each grid cell to its most recent entry point-and then we only search for exit points p i with i > j . Algorithm 2 describes this in more detail.
It remains to describe a data structure D for answering the following queries:
Given a query point p j and an index j , report the points p i such that ψ i ∈ Γ τ (p j ) (in other words, with dil(P [p i , p j ]) τ ) and i > j .
( * )
First we focus on the condition ψ i ∈ Γ τ (p j ). The range Γ τ (p j ) is a semi-algebraic set in R 3 . Hence, we can use the range-searching data structure of Agarwal et al. [1] , which uses O(n 1+ε ) storage and expected preprocessing (for any fixed ε > 0) and has query time O(n 2/3 + k), where k is the number of reported points. We can improve the query time if we allow more preprocessing, using standard techniques. For instance, we can obtain logarithmic query time using O(n 3 ) preprocessing. To this end we map every point p i to an algebraic surface
Now, whether or not dil(P [p i , p j ]) τ is determined by on which side of Σ τ (p i ) the point p j lies. Thus we can find all points p i such that dil(P [p i , p j ]) τ by performing point location with p j in the arrangement defined by the surfaces {Σ τ (p i ) : i < j}. The latter can be solved in O(log n) time after O(n 3+ε ) preprocessing [5] . Unfortunately, we cannot afford cubic preprocessing. However, we can combine our first data structure with the cubic-storage solution in a standard manner [3, Exercise 16.16 ] to obtain a trade-off between storage and query time. In particular, for any s with n s n 3 we can construct a data structure using O(s 1+ε ) expected preprocessing so that a query can be answered in time O(n 1+ε /s 1/3 ). Recall that we need to extend the data structure such that when we do a query for entry point p j we only report subtrajectory P [p i , p j ] when i > j , where j is defined as in Algorithm 2. This can be done by adding a so-called range restriction to the data structure [12] . We also need our data structure to be dynamic, that is, we need to be able to do insertions and deletions. This can be done by applying the logarithmic method [9] in combination with weak deletions. By applying these techniques we can obtain, for any fixed ε > 0, a data structure in which queries take O(n 1+ε /s 1/3 ) time and updates take s 1+ε /n expected time. We now choose s = n √ n to balance the query time and insertion time. Putting everything together, we obtain the following result.
Theorem 3. Let P be a trajectory with n vertices in a domain that is an m × m grid, and let τ 1 be a constant. Then, for any fixed ε > 0, we can compute all sets S(C, C ) of subtrajectories of P with dilation at most τ in expected time O(n 1.5+ε + k), where k is the total size of all sets.
Analysis of the number of subtrajectories with dilation at most τ . As before we assume the grid consists of unit-size cells, and we make the realistic assumption that we are dealing with short-edge trajectories. The proof of the following theorem is similar to the proof of Theorem 2.
Theorem 4. Let P be a short-edge trajectory with n vertices within an m × m unit grid, and let τ 1. For a pair C, C of grid cells, let S(C, C ) be the collection of all C-to-C subtrajectories of dilation at most τ . Then C,C |S(C, C )| = O(min{n 2 , nm 2 , τ nm}), and this bound is tight in the worst case.
A more space-efficient alternative
Explicitly storing all sets S(C, C ) of straight subtrajectories gives fast and accurate queries, but it is costly in terms of storage. Below we present a much more space-efficient alternative. This comes at the cost of slightly slower queries times and the fact we may also report some subtrajectories that pass near to the starting cell C s of the query (rather than starting exactly at C s ). The alternative solution works for direction deviation as straightness measure.
Let P be the given n-vertex trajectory inside an m × m grid G, and let α be a given straightness threshold with 0 α < π/2. Recall that direction deviation is a monotone criterion, so for any entry point p j there is a point p ≺ p j such that P [p , p j ] is α-straight for all p p ≺ p j and P [p , p j ] is not α-straight for any p ≺ p. We call P [p, p j ] the longest α-straight subtrajectory for p j . cell C ∈ G, let L(C) denote the set of all longest α-straight subtrajectories of P ending at some entry point on the boundary of C. For each cell C, we store the set L(C) in a priority search tree 2 PST[C], as explained next.
Consider a cell C, an entry point p j of C and the longest α-straight subtrajectory P [p, p j ] ∈ L(C). We associate a 2-dimensional point χ(p j ) with this subtrajectory, as follows. Let φ(pp j ) be the counterclockwise angle that the directed segment pp j makes with the positive x-axis. Then the point χ(p j ) is defined as χ(p j ) := (φ(pp j ), |pp j |). This gives us a set X(C) := {χ(p j ) :
2 , which we store in PST [C] . Recall that a short-edge trajectory induces O(n) transition points. Since for each transition point p j we only store the longest subtrajectory P [p, p j ] ending at p j , we have the following lemma.
Lemma 2. Let P be a short-edge trajectory with n vertices. Then the total amount of storage needed for all priority search trees PST[C] is O(n).
We now explain how we answer a straight-path query with starting cell C s and target cell C t . To simplify the presentation, we assume that C t lies to north-east of C s ; the other cases can be handled in a symmetrical manner.
Let seg(C s , C t ) denote a shortest directed line segment connecting C s to C t . Let min denote the common tangent of C s and C t with minimum slope, and max denote the common tangent of C s and C t with maximum slope. Finally, let δ min and δ max denote the angles that min and max make with the positive x-axis; see Figure 2 . We then now perform a semi-infinite range query on the priority search tree PST[C t ] with the semi-infinite range R(C s , C t ) defined as
Thus, intuitively, we report a longest subtrajectory P [p, p j ] if the direction of pp j is similar to the direction of seg(C s , C t ) and pp j is at least as long as the minimum distance between C s and C t . The following lemma states that the subtrajectories we report include all subtrajectories from C s to C t , and that any subtrajectory we report passes near C s .
Notice that the error in (ii)-the distance from P [p, p j ] to C s -is a constant number of cells plus a fraction of |seg(C s , C t )| that tends to zero as α tends to zero. Thus the error does not depend on |pp j |, which is desirable since |pp j | can be large compared to |seg(C s , C t )|. It should be noted that the subtrajectory we report is guaranteed to pass near C s , but does not necessarily start near C s .
Distance-Preserving Path Simplification
Let P = (p 1 , p 2 , . . . , p n ) be a path with n vertices and τ 1 be a real number.
Gudmundsson et al. [7] introduced the Minimum Vertex Path Simplification (MVPS) problem: given a path P and a threshold τ 1, compute a τ -distancepreserving approximation of P having the minimum number of vertices. Their algorithm for the problem runs in O(n 2 ) time. Our approach to improve this time bound uses dynamic programming. Explicitly checking each point p i ∈ S(j) when computing M [j] will lead to a quadratic algorithm. To speed up the algorithm we will augment the data structure from Section 2.1 so that, given a query index i, we can compute min{M [i] : p i ∈ S(j)} quickly.
The data structure. Observe that the condition p i ∈ S(j) is essentially the same as the condition ( * ) on page 8. Hence, we can report all points in S(j) using the data structure described on page 8-9. However, we only want to report the point p i with the minimum M [i] value. To this end we have to augment the data structure with extra information. The data structure is a two-level tree 3 whose first level is a binary search tree T storing all the vertices on the path based on their indices. This level enables us to restrict the attention to points p i with i > j. With each node v of the first-level tree T , we have an associated tree T v that allows us to select all points p i with dil(P [p i , p j ]) τ . This selection comes in the form of a number of nodes w whose canonical subsets together form a disjoint partition of S(j).
Thus we augment the data structure as follows: with each node w in any of the associated trees, we store the value M w := min{M [i] : p i ∈ S w }, where S w is the canonical subset associated to w. (When M [i] is not known yet, it is defined as +∞.) When we now perform a query with a point p j , we search our data structure to select a set of nodes w whose canonical subsets form S(j), and we take the smallest M w -value among the selected nodes.
The algorithm. Now the algorithm simply works as follows. We construct the data structure described above, where each M w -value is initialized to +∞, and we initialize M [n] := 1. We then compute each value M [j], for j = n−1, . . . , 1, by performing a query with p j as described above. After having computed M [j] we set M w := min(M w , M [j]) for each node w whose canonical subset contains p j .
We have seen before that the data structure can be constructed in O(n 1.5+ε ) time and that each query takes O(n 0.5+ε ) time. Since any point p j is stored in O(n 0.5+ε ) canonical subsets, updating the M w -values at each step can be done in O(n 0.5+ε ) as well. Hence, we obtain the following result.
Theorem 5. The MVPS problem can be solved in O(n 1.5+ε ) expected time.
