Abstract. We give algorithms for computing the singular moduli of suitable nonholomorphic modular functions F (z). By combining the theory of isogeny volcanoes with a beautiful observation of Masser concerning the nonholomorphic Eisenstein series E * 2 (z), we obtain CRT-based algorithms that compute the class polynomials H D (F ; x), whose roots are the discriminant D singular moduli for F (z). By applying these results to a specific weak Maass form F p (z), we obtain a CRT-based algorithm for computing partition class polynomials, a sequence of polynomials whose traces give the partition numbers p(n). Under the GRH, the expected running time of this algorithm is O(n 5/2+o(1) ). Key to these results is a fast CRTbased algorithm for computing the classical modular polynomial Φ m (X, Y ) that we obtain by extending the isogeny volcano approach previously developed for prime values of m.
Introduction and Statement of results
As usual, we let These numbers play an important role in algebraic number theory. Indeed, they are algebraic integers that generate ring class field extensions of imaginary quadratic fields, and they are the j-invariants of elliptic curves with complex multiplication [3, 9, 10, 11] . The problem of computing singular moduli has a long history that dates back to the works of Kronecker, and is highlighted by famous calculations by Berwick [2] and Weber [35] . Historically, these numbers have been difficult to compute. More recently, Gross and Zagier [21] determined the prime factorization of the absolute norm of suitable differences of singular moduli (further work in this direction has been carried out by Dorman [12, 13] ), and Zagier [36] identified the algebraic traces of singular moduli as coefficients of half-integral weight modular forms.
The first author was supported by DFG grant BR-2163/2-2. The second author thanks the support of NSF grant DMS -1157289 and the Asa Griggs Candler Fund. The third author received support from NSF grant DMS-1115455. 1 Here we consider the problem of computing the minimal polynomials of singular moduli, the so-called Hilbert class polynomials. This problem has been the subject of much recent study. For example, Belding, Bröker, Enge, and Lauter [1] , and the third author [33] , have provided efficient methods of computation that are based on the theory of elliptic curves with complex multiplication (CM). The basic approach in that work is simple. One uses theoretical facts about elliptic curves with CM to quickly compute the reductions of these polynomials modulo a set of suitable primes p, and one then compiles these reductions via the Chinese Remainder Theorem (CRT) to obtain the exact polynomials. The primes p are chosen in a way that facilitates the computation, and in particular, they split completely in the ring class field K O of the imaginary quadratic order O associated to the singular moduli whose minimal polynomial one wishes to compute. Under the Generalized Riemann Hypothesis (GRH), this algorithm computes the discriminant D Hilbert class polynomial with an expected running time of O(|D|).
1 In [6] , the third author, together with Bröker and Lauter, further developed these ideas to compute modular polynomials Φ ℓ using the theory of isogeny volcanoes.
We extend these results to the setting of nonholomorphic modular functions such as Remark. The function γ(z) plays an important role in this paper. We shall make use of an observation of Masser [27] which gives a description of its singular moduli in terms of the coefficients of certain representations of the classical modular polynomials.
We first recall the setting of Heegner points on modular curves (see [20] ). Let N > 1, and let D < 0 be a quadratic discriminant coprime to N. with N | a. This action preserves b (mod 2N). Therefore, if β 2 ≡ D (mod 4N), then it is natural to consider Q N,D,β , the set of those discriminant D forms Q = [a, b, c] for which 0 < a ≡ 0 (mod N) and b ≡ β (mod 2N), and we may also consider the subset Q where Q D is the set of discriminant D positive definite integral binary quadratic forms (see the proposition on p. 505 of [20] ). This bijection also holds when restricting to primitive forms, in which case the number of Γ 0 (N) equivalence classes in Q prim N,D,β , and the number of SL 2 (Z) equivalence classes in Q prim D , is given by the class number h(D). For modular functions F (z) on SL 2 (Z), our goal is to calculate the class polynomial
where α Q ∈ H is a root of Q(x, 1) = 0. For modular functions F (z) on Γ 0 (N) and discriminants D < 0 coprime to N, our goal is to calculate the class polynomial
We first consider the special case of the SL 2 (Z) nonholomorphic modular function γ(z), defined by (1.2), and we compute the Q-rational polynomials H D (γ; x). Remark. The discussion on p. 118 of [27] , makes it clear how to modify Algorithm 1 to handle discriminants of the form D = −3d 2 . We expect that the bound on its expected running time can be improved to O(|D| 5/2 ) using tighter bounds on the size of the coefficients of H D (γ; x).
A key building block of Algorithm 1 is a new algorithm to compute the classical modular polynomial Φ m (X, Y ), which parameterizes pairs of elliptic curves related by a cyclic isogeny of degree m. Here we extend the iosgeny volcano approach that was introduced in [6] to compute Φ m for prime m so that we can now efficiently handle all values of m. The result is Algorithm 1.1 (see §3.1), which, under the GRH, computes Φ m inÕ(m 3 ) time. For suitable primes p it can compute Φ m modulo p inÕ(m 2 ) time (and space), which is crucial to the efficient implementation of Algorithm 1.
Example. We have used Algorithm 1 to compute H D (γ, x) for D > −20000. Some small examples are listed below.
considered by Zagier (see §9 of [36] ) in his famous paper on traces of singular moduli. More generally, it includes suitable modular functions F (z) of the form
where F(z) is a weight 2 − 2k weakly holomorphic modular form on Γ 0 (N) whose Fourier expansions at cusps are algebraic. Here the differential operator ∂ h , which maps weight h modular forms to weight h + 2 modular forms, is defined by
.
We consider a specific class of such modular functions. Let O be the imaginary quadratic order with discriminant D, ring class field K O , and fraction field K = Q( √ D). Let c 1 and c 2 denote fixed positive integers. Let F (z) be a modular function (i.e. weight 0) for Γ 0 (N) that can be written in the form
where each A n ∈ Q(j) is a rational function of j(z). The function F (z) is said to be good for a discriminant D < 0 coprime to N if it satisfies the following:
Remark. The class of good modular functions includes many nonholomorphic modular functions, such as γ(z), and it includes meromorphic modular functions which may have poles in the upper half plane (poles at CM points are excluded by condition (1)).
For good modular functions, we obtain the following general result. In fact, Algorithm 2 can be readily adapted to treat modular functions of the form F (z) = A n (z)γ(z) n where the coefficient functions A n (z) do not necessarily lie in Q(j), using the techniques developed by Enge and the third author in [16] . As an example, we apply Algorithm 2 to obtain a CRT-based algorithm for computing the "partition polynomials" defined by the first two authors in [8] . These are essentially the class polynomials of the Γ 0 (6) nonholomorphic modular function
where P (z) is the weight −2 weakly holomorphic modular form
These polynomials are defined as
In contrast with (1.4) and (1.5), we stress that the roots of these polynomials include singular moduli for imprimitive forms (if any). The interest in these polynomials arises from the fact that (see Theorem 1.1 of [8] )
where p(n) is the usual partition function. Since the roots P (α Q ) are algebraic numbers that lie in the usual discriminant 1 − 24n ring class field, we have the following finite algebraic formula
Remark. By the work of the first two authors [8] , combined with recent results by Larson and Rolen [26] , it is known that each (24n − 1)P (α Q ) is an algebraic integer.
As a consequence of Theorem 1.2, we obtain the following result. This paper is organized as follows. In §2 we recall essential facts about elliptic curves with complex multiplication, and singular moduli for modular forms and certain nonholomorphic modular functions. In §3 we use these results to derive our algorithms. In §4 we conclude with a detailed example of the execution of Algorithm 3 for n = 1 and n = 24.
nuts and bolts
We begin with some preliminaries on elliptic curves with complex multiplication and singular moduli for suitable modular functions.
2.1. Elliptic curves with complex multiplication. We recall some standard facts from the theory of complex multiplication, referring to [9, 25, 30] for proofs and further background. Let O be an imaginary quadratic order, identified by its discriminant D. The j-invariant of the lattice O is an algebraic integer whose minimal polynomial is the Hilbert class polynomial H D . If a is an invertible O-ideal (including a = O), then the torus C/a corresponds to an elliptic curve E/C with complex multiplication (CM) by O, meaning that its endomorphism ring End(E) is isomorphic to O, and every such curve arises in this fashion. Equivalent ideals yield isomorphic elliptic curves, and this gives a bijection between the ideal class group cl(O) and the set
the j-invariants of the elliptic curves defined over C with CM by O. We then have
The splitting field of
It is an abelian extension whose Galois group is isomorphic to cl(O), via the Artin map.
This isomorphism can be made explicit via isogenies. Let E/C be an elliptic curve with CM by O and let a be an invertible O-ideal. There is a uniquely determined separable isogeny whose kernel is the subgroup of points annihilated by every endomorphism in a ⊂ O ֒→ End(E). The image of this isogeny is an elliptic curve that also has CM by O, and this defines an action of the ideal group of O on the set Ell O (C). Principal ideals act trivially, and the induced action of the class group is regular. Thus Ell O (C) is a principal homogeneous space, a torsor, for the finite abelian group cl(O).
If p is a (rational) prime that splits completely in K O , equivalently, for p > 3, a prime satisfying the norm equation
for some nonzero integers t and v, then H D splits completely in F p [x] and its roots form the set
Conversely, every ordinary (not supersingular) elliptic curve E/F p has CM by some imaginary quadratic order O in which the Frobenius endomorphism corresponds to an element of norm p and trace t.
Modular polynomials via isogeny volcanoes.
For each positive integer m, the classical modular polynomial Φ m is the minimal polynomial of the function j(mz) over the field C(j). As a polynomial in two variables, Φ m ∈ Z[X, Y ] is symmetric in X and Y . If E/k is an elliptic curve and N is prime to the characteristic of k, then the roots of Φ m (j(E), Y ) are precisely the j-invariants of the elliptic curves that are related to E by a cyclic m-isogeny; see [25] for these and other properties of Φ m . For distinct primes ℓ and p, we define the graph of ℓ-isogenies G ℓ (F p ), with vertex set F p and edges (j 1 , j 2 ) present if and only if Φ ℓ (j 1 , j 2 ) = 0. Ignoring the connected components of 0 and 1728, the ordinary components of G ℓ (F p ) are ℓ-volcanoes [17, 24] , a term we take to include cycles as a special case; see [34] for further details on isogeny volcanoes. In this paper we focus on ℓ-volcanoes of a special form, for which we can compute Φ ℓ mod p in a particularly efficient way, using [6, Alg. 2.1].
Let O be an order in an imaginary quadratic field K with maximal order O K , and let ℓ be an odd prime not dividing [ Provided h(O) ≥ ℓ + 2, this set of ℓ-volcanoes contains enough information to completely determine Φ ℓ mod p. This is the basis of the algorithm in [6, Alg. 2.1] to compute Φ ℓ mod p, which we make use of here. Selecting a sufficiently large set of such primes p allows one to compute Φ ℓ over Z (via the CRT), or modulo an arbitrary integer M (via the explicit CRT). Our requirements for the order O and the primes p are summarized in the definition below.
Definition 2.1. Let ℓ > 2 be prime, and let c > 1 be an absolute constant independent of ℓ. An imaginary quadratic order O is said to be suitable
The definition of suitability above is weaker than that used in [6] , but this only impacts logarithmic factors in the running time that are hidden by our soft asymptotic notation.
2.3.
Selecting primes with the GRH. In order to apply the isogeny volcano method to compute Φ ℓ (or the polynomials H D (F ; x) we wish to compute), we need a sufficiently large set S of suitable primes p. We deem S to be sufficiently large whenever p∈S log p ≥ B +log 2, where B is an upper bound on the logarithmic height of the integer coefficients that we wish to compute with the CRT.
as proved in [7] . Heuristically (and in practice), it is easy to construct the set S. Given an order O of discriminant D suitable for ℓ, we fix v = 2 if D ≡ 1 mod 8 and v = 1 otherwise, and for increasing t ≡ 2 mod ℓ of correct parity we test whether p = (t 2 − v 2 ℓ 2 D)/4 is prime. We add each such prime to S, and stop when S is sufficiently large.
Unfortunately, we cannot prove that this method will find any primes, even under the GRH. Instead, we use Algorithm 6.2 in [6] , which picks an upper bound x and generates random integers t and v in suitable intervals to obtain candidate primes p = (t 2 − v 2 ℓ 2 D)/4 ≤ x that are then tested for primality. The algorithm periodically increases x, so its expected running time is O(B 1+ǫ ), even without the GRH. Under the GRH, there are effective constants c 1 , c 2 > 0 such that x ≥ c 1 ℓ 6 log 4 ℓ guarantees at least c 2 ℓ 3 log 3 ℓ suitable primes less than x, by [6, Thm. 4.4] . Asymptotically, this is far more than the O(ℓ) primes we need to compute Φ ℓ . We note that S contains O(B/ log B) primes (unconditionally), and under the GRH we have log p = O(log B + log ℓ) for all p ∈ S.
Modular singular moduli.
The results from the previous section can be cast in terms of the CM values of the j-function. Indeed, we have the following classical theorem (for example, see [3, 9] ) which summarizes some of the most important properties of singular moduli for Klein's j-function. Theorem 2.2. Suppose that Q = ax 2 + bxy + cy 2 is a primitive positive definite binary quadratic form with discriminant D = b 2 − 4ac < 0, and let α Q ∈ H be the point for which Q(α Q , 1) = 0. Then the following are true:
(1) The singular modulus j(α Q ) is an algebraic integer whose minimal polynomial has degree equal to the class number h(D).
is the ring class field of the quadratic order of discriminant D; in the case that D is a fundamental discriminant, K(j(α Q )) is the Hilbert class field of K.
Theorem 2.2 and the properties of the weight 2 nonholomorphic Eisenstein series E * 2 (z) at CM points shall play a central role in the construction of the algorithms described in the next section. To this end, we make use of the special nonholomorphic function γ(z) defined in (1.2).
Masser nicely observed that the singular moduli for γ(z) can be computed using the singular moduli for j(z) and certain expressions for modular polynomials. Here we make this precise for discriminants D < −4 that are not of the form D = −3d 2 .
Remark. Masser explains how to handle discriminants D = −3d 2 ; see p. 118 of [27] .
To state his observation, we let O be the imaginary quadratic order of discriminant D, and let {Q 1 , . . . , Q h } be a set of representatives for Q 
where n = ψ(|D|) is determined by the Dedekind ψ-function
which satisfies ψ(m) = O(m log log m); see [32] . The coefficients β µ,ν = β µ,ν (α Q ) are algebraic integers that lie in the ring class field K O , and we have β µ,ν = β ν,µ (by the symmetry of Φ D ).
Masser [27, p. 118] gives the following formula for γ(α Q ).
Lemma 2.3. Assuming the notation and hypotheses above, we have
2) From (2.6), one finds that
The Algorithms
Here we apply and extend the results in §2 to derive our algorithms.
3.1. Algorithm 1. We now give an algorithm to compute the class polynomial H D (γ; x), where γ(z) is the nonholomorphic modular function defined in (1.2) and D is an imaginary quadratic discriminant. In order to simplify the exposition as above, we shall assume D < −4 and that D is not of the form D = −3d 2 ; these special discriminants are in principle no more difficult to handle than the general case, but the details are more involved; see [27, p. 118 ].
3
To make use of Lemma 2.3, we need to compute the singular moduli j(α Q ). These shall be obtained as the roots of the Hilbert class polynomial H D (x). Thus if we know Φ D and H D , then we can apply Lemma 2.3 to compute
Using algorithms for fast multipoint polynomial evaluation and fast integer arithmetic (see [18] , for example), this yields an algorithm that computes H D (γ; x) in O(|D| 3 ) expected time using O(|D| 3 ) space, under the GRH. However, this approach is quite memory intensive and quickly becomes impractical, even for moderate values of D. As an alternative, we give a CRT-based algorithm that uses O(|D| 7/2 ) expected time and O(|D| 2 ) space, under the GRH. . We now present the algorithm.
Algorithm 1
Input: An imaginary quadratic discriminant D that is not special. 3 We note that the discriminants D = 1 − 24n needed to compute H part n (x) are not special. 4 As remarked in the introduction, we expect this running time can be improved, possibly to O(|D| 5/2 ), by obtaining tighter bounds on the coefficients of H D (γ; x).
Output:
The polynomial H D (γ; x) ∈ Q[x]. 
Let B Φ (D) denote an upper bound on ht(Φ D ); when |D| is prime we may use the bound B Φ (D) = 6|D| + 18|D| log |D| from (2.5), and otherwise we may derive such a bound by expressing Φ D in terms of modular polynomials of prime level, as in [9, Thm. 13.14]. We use A calculation completely analogous to that used in (3.5) yields For an odd prime ℓ, given a suitable order O and a suitable prime p, the isogeny volcano algorithm of [6, Alg. 2.1] computes Φ ℓ in O(ℓ 2 ) time, provided that log p = O(log ℓ). Here we extend this result to any integer m > 1. We first note that
+ 40773375XY + 8748000000(X + Y ) − 157464000000000, and extend Definition 2.1 to composite integers m. 
k=0 a ik X k as the product ∈S r i (X −). 9. For 0 ≤ k ≤ n interpolate the polynomial f k (X) of degree less than n for which
Note that step 6 does not use Φ ℓ 0 to compute S 0 i , it uses the isogeny volcano method detailed in [6, §6] , whereas step 7 uses the (smaller) polynomials Φ ℓ computed in step 3. When computing Φ m mod p for many primes p (as in Algorithm 1), the polynomials H D ∈ Z[x] and Φ ℓ ∈ Z[X, Y ] computed in steps 3 and 4 may be computed just once and reused, since they do not depend on p. Proof. For each of the j-invariants j i ∈ S, the set S d i contains all the j-invariants for which
This follows from the defining property of Φ m (X, Y ) (it parameterizes cyclic m-isogenies) and the fact that every (separable) cyclic isogeny can be expressed as a product of cyclic isogenies of prime degree (note that p is distinct from all the ℓ i , since p ≡ 1 mod ℓ i ). Thus we have φ i (X) = Φ m (X, j i ) in step 8, and the n = ψ(m) + 1 distinct values of j i ∈ S are sufficient to uniquely determine the coefficients of Φ m mod p in step 9.
We now bound the complexity of each step, assuming the GRH and that log p = O(log m). Step 7 consists of root-finding operations in F p whose expected complexity is softlylinear in the number of roots, ignoring factors of log p (every polynomial under consideration splits completely F p [x] by virtue of the suitability of O and p). The total number of roots computed in step 7 is O(ψ(m)
2 ), hence the total cost is O(m 2 ) expected time. Using standard algorithms for fast arithmetic and polynomial interpolation [18] , the cost of steps 8 and 9 are both bounded by O(ψ(m)
2 ), which is O(m 2 ). Thus every step has an expected running time bounded by O(m 2 ). Proof. An explicit O(m) bound on the height of Φ m can be derived from [9, Prop. 13.14] using the height bounds for Φ ℓ for primes ℓ|m given in (2.5). Remark. An algorithm to compute Φ m using floating point approximations appears in [15] with a running time that is alsoÕ(m 3 ), but the correctness of this algorithm and the bound on its running time both depend on a heuristic assumption regarding the precision needed to avoid rounding errors. We note that Algorithm 1.2 is faster in practice, its output is provably correct, and the bound on its expected running time depends only on the GRH. Proof. Apply Lemma 3.3 to step 3 of Algorithm 1.
We now prove Theorem 1.1 given in the introduction, which we restate here. 3.2. Algorithm 2. We now give an algorithm to compute the class polynomial H D (F ; x) for a good modular function F (z) = A n (z)γ(z) n , as defined in the introduction. We assume that each A n (z) is written in the form A n (z) = r n (j(z)), where r n ∈ Z(x).
Algorithm 2
Input: An imaginary quadratic discriminant D that is not special.
1. Pick an order O lying in the order of discriminant D that is also suitable for |D|, and a set S of primes suitable for |D| and O (see Def. 3.2) such that no prime in S divides the denominator of any of the r n (x), using the height bound B F (D) (discussed below). 
The bound B F (D) used in step 1 is an upper bound on ht c 1 |D|
, which the next result shows is O(|D| 1/2 ). Explicit computation of B F (D) depends on the particular functions A n (z); bounds on the heights of the class polynomials H D (A n ; x) can be readily derived from the functions r n (x) and known bounds on the height of the Hilbert class polynomial H D ; see Lemma 8 in [33] , for example. From these, one can derive an explicit bound B F (D) on the height of H D (F ; x) ; see Lemma 3.9 in the next section for an example. In general, the following lemma gives us an asymptotic bound for B F (D) that suffices to bound the complexity of Algorithm 2.
Lemma 3.6. For all non-special imaginary quadratic discriminants D we have
Proof. The proof follows as in the proof of Lemma 8 of [33] . One only needs to take care of the dependence of the summand
in the definition of E * 2 (z) which in turn appears in the definition of γ(z). We leave these details to the reader.
We now prove Theorem 1.2 given in the introduction, which we restate here. Proof. The correctness of Algorithm 2 is clear. We now bound its complexity, under the GRH. By Lemma 3.6, the set S contains O(|D| 1/2 ) primes, and as described in §2.3, we can construct S in O(|D| 1/2 ) expected time. The expected time to compute H D (X) in step 2 is O(|D|), by [33, Thm. 1] . Each of the primes p ∈ S satisfies log p = O(log |D|), and therefore the expected time for step 3a is O(|D| 2 ), by Lemma 3.3. This dominates the cost of steps 3b and 3c, and the total expected time for step 3 is thus O(|D| 5/2 ), which dominates the expected running time of the entire algorithm. The space complexity of step 3 is dominated by the size of Φ D mod p, which is O(|D| 2 ).
3.3. Algorithm 3. We now give an algorithm to compute the partition polynomial
defined in (1.8). We do this by expressing H part n (x) as a product of class polynomials (3.9)
where the class polynomials on the right and side are defined by (3.9) , and ε(u) = 1 if u ≡ ±1 mod 12 and ε(u) = −1 otherwise.
Proof. Using [20] , p. 505 equation (1), we obtain
where β u ∈ Z/12Z denotes the unique residue such that β u · u ≡ 1 (mod 12), equivalently, β u ≡ u (mod 12).
Let ∆ < 0 be any discriminant such that ∆ ≡ 1 (mod 24). Since P is invariant under the Atkin-Lehner involution W 6 , we have
Since P is taken to its negative under the Atkin-Lehner involution W 3 , we have
Putting this into (3.10), we obtain the assertion.
For the remainder of this section (and also in Section 4), we shall abuse notation and drop the dependence on β for modular functions on Γ 0 (6). In every case we will have β = 1. For example, we let H D (P ; x) := H D,1 (P ; x) for convenience. We cannot directly apply Algorithm 2 to compute H D (P ; x) because the function P (z) does not satisfy all of our requirements for a good modular function; some minor changes are required, as we now explain.
As shown by Larson and Rolen, the function P (z) may be decomposed as
where A(z) = A(z)j(z)(j(z) − 1728) and B(z) are weakly holomorphic modular functions for Γ 0 (6); see Lemma 2.2 in [26] . The expression for P (z) in (3.11) does not satisfy our definition of a good modular function F (z) because A(z) and B(z) are not rational functions of j(z). However our two key requirements are satisfied: for discriminants D of the form 1 − 24n, the values of A(z) and B(z) at CM points lie in the ring class field K O , and the polynomial |D|H D (P ; x) has integer coefficients (so c 1 = c 2 = 1). For each of the functions g = A, B, Larson and Rolen compute explicit polynomials
where the product ranges over right coset representatives α for Γ 0 (6) in SL 2 (Z). The polynomials Ψ g may be expressed as polynomials in X whose coefficients are integer polynomials in j(z), and we regard them as elements of Z[X, J]; see Appendix A of [26] for the exact values of Ψ A and Ψ B . Here each occurrence of j(z) is replaced by the indeterminate J. While A(z) and B(z) are not rational functions of j(z), we note that the curves defined by Ψ A (X, J) and Ψ B (X, J) both have genus 0 (and thus admit a rational parametrization, although we shall not make explicit use of this fact). It follows that, at least for discriminants prime to 6, the CM values of A(z) and B(z) are class invariants, and we can compute the class polynomials H D ( A; x) and H D (B; x) using standard algorithms such as those found in [5, 14, 16] . Under the GRH, we can compute these class polynomials in O(|D|) expected time, which is negligible compared to the O(|D| 5/2 ) expected running time of Algorithm 2.
For g = A, B, we can use H D (g; x) to uniquely determine a root g k of Ψ g (x, j k ) corresponding to a singular modulus j k by computing the unique root of the linear polynomial
This is useful because we would otherwise have 6 possible values of g k to choose from; in both cases Ψ g (x, j k ) has degree 12, and 6 of its roots lie in the ring class field. In the context of Algorithm 2, we can use the values g k to replace the quantities r n (j k ) in step 3.c.ii that require A n (z) to be a rational function of j(z). For this purpose we letâ k and b k denote the unique roots of the polynomials f k ( A; x) and f k (B; x), respectively, and let
There is one other issue to consider. The coefficients of the class polynomials H D ( A; x) and H D (B; x) are not rational integers; they are algebraic integers in the quadratic field
. This presents a potential difficulty for the CRT approach; while we always work modulo primes p for which D is a quadratic residue, we must make an arbitrary choice for the square root of D modulo p, and there is no clear way to make these choices consistently across many primes p. The following lemma implies that it does not matter which choice we make, we will get the same answer in either case. 
Proof. For any modular function f as P (e.g. any weak Maass form) with real coefficients, we have
Using the invariance of P under W 6 , we get
We now give the algorithm to compute the partition polynomial H Remark. We have not tried to obtain the optimal constant for c 1 . However, it is reasonable to suspect that we can take c 1 := 7/3, which we note is equal to deg
Proof. The proof is analogous to the proof of Lemma 3.6, which in turn follows as in the proof of Lemma 8 of [33] . Decorating that proof with the asymptotic properties of the Fourier expansion of the function P (z), which is the image of a simple weight −2 weakly holomorphic modular form under the differential operator ∂ −2 := 1 2πi
, gives the desired result.
We now prove Theorem 1.3 given in the introduction, which we restate here. 2 ; see, e.g., [33, Lemma 9] . The complexity bounds then follow from the height bound in Lemma 3.9 and the complexity bounds in Theorem 1.2.
To simplify the practical implementation of Algorithm 3, we make the following remark: it is not actually necessary to compute the class polynomials H D (Â; x) and H D (B; x). Instead, for each singular modulus j k , one can simply compute all 36 possible combinations s i + t i j k , where s 1 , . . . , s 6 are the roots of ΨÂ(x, j k ) that lie in F p (where p ≡ 11 mod 12 is a suitable prime) and t 1 , . . . , t 6 are the roots of Ψ B (x, j k ) that lie in F p . For all but finitely many primes p, exactly 32 of these 36 values will be distinct, and there will be two pairs of repeated values, corresponding to P k = a k + b k j k and −P k = −a k − b k j k . We do not prove this claim here, but observe that Lemma 3.8 guarantees that the value P k will be repeated, so if one in fact finds the situation modulo p to be as claimed (exactly two pairs of repeated values that differ only in sign), then the end result will be provably correct. For the handful of primes p where the claim does not hold, one simply discards p and selects another suitable prime in its place.
Using the observation above, one may compute the polynomial
modulo a sufficient number of primes p (using a suitably increased height bound), and then apply the CRT to obtain the integer polynomial f (x) which may then be factored in Z[x] to yield the required polynomial H D (P ; x).
Numerical examples
As a first example, let us compute H part 1 (x) using Algorithm 3, recapitulating the example given in the introduction of [8] . We have n = 1, and the discriminant D = 1 − 24n = −23 is fundamental, so u = 1. We begin by computing the class polynomials Remark. We refer to this bound as a heuristic bound because we used c 1 = 7/3 as in the discussion in the previous section. Implementing the algorithm with this bound for n ≤ 750 always gave the correct values for p(n). Moreover, in every case the polynomials H D (P ; x) computed by the algorithm split into linear factors over the ring class field for the order for discriminant D.
We now use Algorithm 2 to compute H −23 (P ; x), with r 0 (j k ) = a k /(j k (j k − 1728)) and r 1 (j k Starting with the first prime p = 1562207, we compute Φ 23 mod p using Algorithm 1.1 (which in this case just calls [6, Alg. 2.1], since 23 is prime). We then find the roots j k of H −23 (x) mod p, and for each j k we compute:
• γ k = (2β 0,2 − β 1,1 )/β 0,1 mod p (via (2.9), using Φ 23 mod p and j k ).
• a k as the unique root of f k (Â; x) = gcd H −23 (Â; x), Ψ A (x, j k ) mod p.
• b k as the unique root of f k (B; x) = gcd H −23 (B; x), Ψ B (x, j k ) mod p.
• P k = a k /(j k (1728 − j k )) + b k γ k .
For the prime p = 1562207 the results of these computations are summarized below.
We have already computed H −23 (P ; x), and in the same way we may compute 
