Introduction
When talking about climate change, we generally are referring to quasi-linear changes or "trends" that occur over a period of 30 years or more (by the definition of the World Meteorological Organization). In practice, climate change is not necessarily linear, and trends can (and eventually will) change over time. However, for the purposes of this chapter we will assume that trends that have been observed over the last 50-60 years, or subsets of that time frame, can be meaningfully described in terms of a linear change per decade.
To measure trends, we need high quality, long-term datasets, which are much sparser in the upper atmosphere than they are in the troposphere. In addition, the upper atmosphere is strongly influenced by the 11-year solar cycle, as well as fluctuations in geomagnetic activity (see section 5). This shorter-term variability must be corrected for to be able to detect a long-term trend. Various studies have shown that this is a non-trivial task, as different methodologies may yield different results (Laštovička et al., 2006b) , and residual solar signals can remain, especially if the dataset is not sufficiently long (Clilverd et al., 2003) .
Trends in the height of the peak electron density of the ionospheric F 2 layer, h m F 2 (see figure 1), suffer from an additional complication when ionosonde data are used. In that case h m F 2 is not directly measured, but calculated from the M(3000)F 2 parameter, which is a transmission factor related to the highest frequency that can be propagated between two sites 3000 km apart by ionospheric propagation alone. There are different empirical formulas to calculate h m F 2 from M(3000)F 2 , and unfortunately these can result in different trends from the same dataset, sometimes even with a different sign (Ulich, 2000; Jarvis et al., 2002) . When incoherent scatter data are used, h m F 2 can be directly measured, but the data record is much shorter, and far fewer sites are available.
Despite these difficulties, considerable progress has been made in building a global picture of long-term trends in the upper atmosphere. In this chapter we focus on a few selected variables for which both observational and theoretical trend estimates are available, so that the two can be directly compared. These are temperature, density, h m F 2 , and the critical frequency of the F 2 layer, f o F 2 , which is directly related to the peak electron density N m F 2 as: N m F 2 = 1.2410 10 (f o F 2 ) 2 ( 1) where N m F 2 is in m -3 and f o F 2 is in MHz. Figure 1 gives a schematic overview of the observed trends in the temperature and the electron density profile, and also labels the various regions of the atmosphere. Trends in temperature have been determined from a large number of studies and a variety of measurement techniques (e.g. rocketsonde, lidar, radar, satellite data). Trends in the upper atmosphere are mostly negative, except in the mesopause/lower thermosphere region. Fig. 1 . Schematic summary of observed global mean trends in the atmosphere, after Laštovička et al. (2006a) . Changes in the temperature profile (orange) are indicated by red (warming), blue (cooling) and green (no clear trend) arrows. Changes in the electron density profile (purple) are indicated by black arrows. Vertical arrows indicate the movement of the height of the peak electron density of the layer, while horizontal arrows indicate changes in the peak electron density itself. Trends in the F 2 layer vary strongly with location, season, and local time, so that no meaningful global mean can be defined. They are further discussed in section 2.4. Beig et al. (2003) summarized temperature trends in the mesosphere. They reported that the lower and middle mesosphere has cooled on average by 2-3 K/decade and at tropical latitudes the cooling trend increases with height in the upper mesosphere. However, near the mesopause the general consensus is that there is no significant trend. Some dependency of trends on latitude has been noted, but due to a limited number of sites, no clear pattern has yet emerged.
Temperature
For the thermospheric temperature, only a few long-term trend studies are available. Semenov (1996) inferred a temperature trend of -30 K/decade based on changes in the atomic oxygen 630 nm emission layer, which is normally located at ~270 km. Holt & Zhang (2008) and Zhang et al. (2011) used incoherent scatter radar data from Millstone Hill (46.2°N, 288.5°E) to determine the long-term trend in ion temperature, which should be similar to the trend in neutral temperature, due to close thermal coupling between neutrals and ions. Zhang et al. (2011) showed that a warming trend is found between 110 and 200 km altitude, and a cooling trend above 200 km, which increases with height and is stronger for lower solar activity. At 375 km the trend is as strong as -47±11 K/decade (Holt & Zhang, 2008) . Donaldson et al. (2010) , in a similar analysis of incoherent scatter www.intechopen.com Greenhouse Gases -Emission, Measurement and Management 318 data from Saint Santin (44.1°N, 2.3°E), also found a warming at 120-130 km of ~10 K/decade, and a cooling of -30 K/decade at 350 km, increasing with height. They also noted that negative trends were much larger at noon (up to -60 K/decade) than at midnight (nearly zero). For both locations trends were larger for the period from ~1980 onward.
Density
Because the atmosphere is nearly in hydrostatic equilibrium, a decrease in temperature results in contraction of the upper atmosphere, and a downward displacement of constant pressure surfaces. This means that the thermospheric density at a fixed height is expected to decrease. The same principle also explains why a warming is found in the lower thermosphere: as the thermosphere contracts the temperature profile essentially moves down. This results in an apparent warming at fixed height in the lower thermosphere due to the strong positive vertical gradient in temperature there (Akmaev & Fomichev, 1998) .
Information about thermospheric density can be obtained from the orbits of near-Earth objects. Keating et al. (2000) , Emmert et al. (2004 Emmert et al. ( , 2008 , Emmert & Picone (2011) , Marcos et al. (2005) and Saunders et al. (2011) used this technique and confirmed that the thermospheric density at fixed height is indeed decreasing. Observed trend magnitudes range from about -2%/decade to about -6%/decade, and generally increase with altitude. Trends are again larger for solar minimum conditions than for solar maximum conditions (Emmert et al., 2004) . Emmert et al. (2008) reported that there is also a dependence on season, with trends being strongest in October and weakest in January and February. No dependence on local time or latitude was found.
Ionospheric trends
Another consequence of atmospheric contraction as a result of global cooling is that ionospheric layers are expected to move downward, as they tend to stay on the same pressure level. On the other hand, ion and electron densities should not be affected much as a result of global cooling, as both ion production rates and recombination coefficients are expected to be affected in a similar way (Rishbeth, 1990) . Any increase in ion production should therefore mostly be offset by a similar increase in ion loss. Still, both long-term changes in the height of ionospheric layers and in their critical frequencies have been found.
Trends in the F 2 layer vary strongly with location, season, and local time. Bremer et al. (2004) reported median trends in f o F 2 and h m F 2 , derived from over 50 ionospheric stations, of -0.01 MHz/decade and -0.09 km/decade, respectively. However, local trends tend to be much stronger and can be either positive or negative. Figure 2 shows trends in h m F 2 at noon for May-June-July, colour-coded by strength, and demonstrates that trends of the order of ±1-5 km/decade are the most common of the trends that are considered reliable (filled circles Ulich (pers. comm., 2007) .
Some studies have found regional patterns in F 2 layer trends. Danilov & Mikhailov (1999) found that the magnitude of trends in f o F 2 increases with magnetic latitude. However, Bremer (1998) argued against this, and instead found a dependence on longitude: trends in both h m F 2 and f o F 2 were in general negative west of 30°E, but positive east of 30°E. Jarvis (2009) confirmed this finding. Bencze (2007 Bencze ( , 2009 (Rinsland et al., 2009 ). Partly as a result of the increase in methane, stratospheric water vapour has increased as well, by 2 ppmv from 1945 to 2000, with its present-day level at 4-6 ppmv (Rosenlof et al., 2001; Hurst et al., 2011) .
CO 2 , methane and water vapour all act as greenhouse gases. In the troposphere, greenhouse gases absorb outgoing infrared radiation, and emit it back to the surface, which results in warming. In the upper atmosphere they have the opposite effect. Greenhouse gases cool the upper atmosphere, because they emit infrared radiation mostly to space upon relaxation from an excited state induced by collisions. This way they act to remove thermal energy from the upper atmosphere. This process overcomes the effects of extra absorption of radiation in the lower atmosphere, resulting in a net cooling effect. CO 2 is by far the most important contributor to infrared cooling in the middle atmosphere, followed by water vapour, while methane makes only a very small contribution (e.g. Fomichev, 2009 ). In the thermosphere both cooling by CO 2 and by nitric oxide (NO) is important.
Ozone
Ozone is also an important gas for the radiative budget of the stratosphere and mesosphere. Ozone absorbs solar ultraviolet (UV) radiation in the Chappuis (450-750 nm), Huggins (310-360 nm), and Hartley (450-750 nm) bands, which results in heating. The maximum heating occurs near the stratopause. Ozone also contributes to infrared cooling, but this is a much smaller effect (e.g. Fomichev, 2009 ).
The total ozone concentration decreased from 375 Dobson units (DU) in 1970 to 325 DU in 2000 as measured in Switzerland, with much stronger decreases occurring over the polar regions (Solomon, 1999) . While the downward trend in ozone concentration may have slowed or even reversed in recent years (Stolarski & Frith, 2006; Salby et al., 2011) , any data from the 1970s to the present-day will contain the effects that may have arisen from the original decrease in ozone concentration. A decrease in ozone results in less heating (i.e. cooling), and so acts in the same way as an increase in greenhouse gases. Note that while ozone is most important in the stratosphere and mesosphere, the cooling influence may still be felt in the thermosphere through the effect of atmospheric contraction.
Indirect effects
Once changes in temperature occur, whether they are caused by changes in greenhouse gases, ozone, or another process, this induces further indirect effects. We already noted that global cooling leads to thermal contraction, which has consequences for the density at a fixed height and the vertical electron density distribution. Changes in horizontal temperature structure can lead to changes in dynamics through changes in pressure gradients. The changes in dynamics can then cause further changes in temperature structure, and so on.
Not only the neutral atmosphere can be affected this way; ionospheric plasma transport is affected by changes in the neutral winds via ion-neutral collisions. Because the ionospheric plasma tends to be "frozen-in" to the magnetic field lines, meaning that it tends to flow along magnetic field lines, horizontal neutral winds can induce a vertical component in the plasma motion due to the inclination of magnetic field lines, as shown schematically in figure 3 (see also Rishbeth, 1998; Cnossen & Richmond, 2008) . Due to the configuration of the Earth's magnetic field, ionospheric plasma is forced up magnetic field lines when neutral winds blow towards the magnetic equator, which acts to increase h m F 2 , and vice versa when neutral winds blow poleward. Because the geographic equator does not exactly coincide with the magnetic equator, not only the meridional wind, but also the zonal wind can contribute to the plasma transport taking place this way, although the contribution from the meridional wind is dominant. Qian et al. (2009) have shown that this mechanism may be responsible for some of the spatial variation in trends in h m F 2 , as discussed in section 3.2.3. Fig. 3 . Schematic illustration of the ionospheric plasma motion (red arrows) along a magnetic field line (black line with arrow) induced by horizontal neutral winds (blue arrows) blowing equatorward. In this case the ionospheric plasma is forced up magnetic field lines, resulting in an increase in h m F 2 . The opposite is true in case of poleward neutral winds. Note that the vertical component of the plasma motion becomes smaller near the equator, where the magnetic field makes a smaller angle with the Earth's surface. Roble & Dickinson (1989) were the first to quantify the effect of an increase in greenhouse gases on the upper atmosphere. They used a 1-D model of the upper atmosphere to show that a doubling of the CO 2 and methane concentration would cause a cooling of the thermosphere of up to 50 K. Since this initial pioneering study, many more have followed, using increasingly sophisticated numerical models of the upper atmosphere.
Effect estimates and comparison to observations

Temperature
Most modelling studies employed a doubling of the CO 2 concentration, like Roble & Dickinson (1989) . This can make it somewhat difficult to make direct quantitative comparisons between observed and modelled trends, as a doubling has not yet occurred. W h e n v a r i a b l e s d e p e n d m o r e o r l e s s l i n e a r l y o n t h e C O 2 concentration, such as the thermospheric temperature or h m F 2 (Cnossen, 2009; Cnossen et al., 2009) , modelling results can be linearly interpolated. However, the response in thermospheric density decreases with increasing CO 2 concentration, so that linear interpolation results in an underestimate of trends (Cnossen, 2009 ). Akmaev & Fomichev (2000) avoided such problems by performing simulations with the Spectral Mesosphere/Lower Thermosphere Model (SMLTM; Akmaev et al., 1992) , using the CO 2 concentrations of 1955 and 1995 (313 and 360 ppm, respectively). The global mean vertical profile of the thermal response they found was in qualitative agreement with observations, showing cooling in the mesosphere, little change near the mesopause, a slight warming in the lower thermosphere, and a cooling from 120-125 km that increased with height. However, their mesospheric cooling was about -0.8 K/decade, ~3 times smaller than observed. Also the thermospheric cooling was smaller than observed, and the turning point from warming to cooling in the lower thermosphere occurred at too low altitude. Akmaev et al. (2006) therefore performed additional model simulations with the SMLTM which included also changes in water vapour and ozone concentration. The inclusion of ozone resulted in a much stronger modelled cooling in the mesosphere of nearly 2 K/decade, almost as strong as the observed trend. The addition of ozone, and to a lesser extent water vapour, also produced a more pronounced warming in the lower thermosphere of up to 3 K/decade at 115 km, which turned into a cooling again above 150 km. . However, at 130-180 km, most observations show a strong apparent warming, which is not reproduced by the models. Also, the strong cooling observed higher up in the thermosphere (>200 km) is underestimated by the modelling studies by Cnossen (2009) and . Both studies predict a cooling that remains more or less constant with increasing altitude (>200 km), while observations indicate a strengthening of the trend with increasing altitude. Akmaev et al. (2006) argued that the lack of a strong warming in the lower thermosphere in their results might be due to an overestimate of the amount of CO 2 present in the upper mesosphere and lower thermosphere in the SMLTM. Still, this does not explain why too little cooling is predicted by modelling studies above 200 km. Although the observed thermospheric temperature trends are based on data from just two sites, it does appear that changes in CO 2 and ozone concentration cannot fully explain those trends.
Density
The same modelling studies described in the previous section also provided trends in density, which are compared to each other and to observations in figure 5 . The density trends modelled by Akmaev et al. (2006) are about twice as strong as those modelled by Cnossen (2009) . However, there is also a large spread in observed trends. At 200 km, the Akmaev et al. Depending on which observations and modelling results are chosen for comparison, it may be argued that trends in density show better agreement between models and observations than trends in temperature. However, this may be partly so because the density at a certain height responds to the temperature structure of the entire atmosphere below. That means that the effects of insufficient warming below 200 km and insufficient cooling above 200 km could to some extent cancel each other out at altitudes above 200 km.
The modelled seasonal dependence of trends in density does not match with observations. Emmert et al. (2008) found that density trends are weakest in January and February, while the modelled trends by Akmaev et al. (2006) are stronger for January than for March. Changes in CO 2 and ozone concentration can therefore not explain the observed seasonal dependence.
There is however an explanation for the dependence of trends in density and temperature on the solar activity level. Qian et al. (2006) showed that stronger trends during solar minimum are due to CO 2 cooling being a relatively more important cooling mechanism at solar minimum, while cooling by nitric oxide (NO) becomes more important at solar maximum. A change in CO 2 concentration therefore has a larger impact on the radiative balance in the upper atmosphere during solar minimum than during solar maximum. 
The ionospheric F 2 layer
Qian et al. (2009) performed simulations with the Thermosphere-IonosphereElectrodynamics General Circulation Model (TIE-GCM; Roble et al., 1998; Richmond et al., 1992) , focusing more on the effects of CO 2 cooling on the F 2 layer ionosphere. They doubled the CO 2 concentration from 365 ppmv to 730 ppmv and noted that certain features of the changes in N m F 2 and h m F 2 followed the magnetic equator, indicating the role of electrodynamics in generating these trends. Qian et al. (2009) showed that changes in both the meridional and zonal neutral wind affected the transport of ionospheric plasma by neutral winds, through the mechanism described in section 3.1.3. This was an important contributor to changes in h m F 2 , especially under solar minimum conditions. At solar maximum, they found that the changes in N m F 2 matched quite well with the pattern of changes in the O/N 2 ratio, which is proportional to the balance of ion production and loss rates. This result indicated a less important role for changes in dynamics, and Qian et al. (2009) found indeed that changes in neutral winds were smaller at solar maximum. The smaller changes found under solar maximum conditions could again be linked to the smaller contribution to the radiative budget of CO 2 cooling relative to NO cooling at solar maximum (Qian et al., 2006) .
The changes in h m F 2 modelled by Qian et al. (2009) were mostly negative, as expected, but they were occasionally positive for solar minimum, usually after midnight. To compare the magnitude of the changes they found to observed trends, figure 6 shows trends in h m F 2 and f o F 2 in km/decade and MHz/decade, linearly interpolated from their results for 3 LT. The interpolation was done based on the actual change in CO 2 concentration between 1960 and 2010 (73 ppm; 14.6 ppm/decade), so that their original numbers were divided by 25 (365/14.6). A typical interpolated trend in h m F 2 is -1 km/decade, while maximum negative trends go up to about -2 km/decade (at 12 LT; not shown) and maximum positive trends up to 0.5 km/decade. These values are somewhat larger than the median change in h m F 2 reported by Bremer et al. (2004) , but 2-5 times smaller than typical changes at individual stations. Modelled trends for solar maximum conditions are even smaller. Estimated trends in f o F 2 vary between 0 and -0.04 MHz/decade. The strongest trend of -0.04 MHz/decade is also larger than the median change in f o F 2 of -0.01 MHz/decade reported by Bremer et al. (2004) , but again underestimates changes observed at many individual stations. Positive trends that have been reported in some locations are not explained at all. From these results we can conclude that the change in CO 2 concentration has contributed to long-term trends in the F 2 layer, but it is unlikely to be the sole cause.
Secular variation of the Earth's magnetic field
Background and mechanism
The Earth's magnetic field varies slowly in strength and in orientation over time, and also the relative contributions of the main dipole component and higher order field components vary. We are currently at a time of relatively strong change in terms of field intensity, as the Earth's dipole moment has decreased by about 5% per century since 1840, while little www.intechopen.com Greenhouse Gases -Emission, Measurement and Management 326 change in field strength occurred from 1590 to 1840 (Gubbins et al., 2006) . The angle between the geomagnetic dipole and the Earth's rotation axis, the tilt angle, has changed also over the last half century, from 11.7° in 1960 to 10.5° in 2005, following more than a century where it remained nearly constant (Amit & Olson, 2008) .
The Earth's magnetic field plays a role in the state of the upper atmosphere in various ways. First of all, it is what shapes the Earth's magnetosphere, and controls to some extent the interactions of the magnetosphere with the solar wind and the ionosphere. This determines the flux and energy of energetic particles precipitating into the upper atmosphere, as well as the high-latitude electric field and ionospheric convection pattern (see e.g. Kivelson & Russell (1995) for further details).
Secondly, the orientation of the Earth's magnetic field influences the transport of ionospheric plasma by neutral winds. This process has been described in section 3.1.3 in the context of indirect effects of changes in circulation. However, even if there were no changes in the neutral wind, changes in the inclination and declination of the Earth's magnetic field could still cause changes in the plasma motion. The inclination is the angle between the magnetic field and the Earth's surface and the declination is the angle with geographic North. A change in the inclination I directly affects the vertical component of the plasma motion driven by neutral winds, which is equal to the component of the horizontal neutral wind parallel to the magnetic field, v n,par , times the factor sin(I)cos(I). A change in declination changes the magnitude of v n,par , as it changes the projection of the neutral wind onto magnetic field lines. The changes in magnetic field orientation also cause changes to the ion drag acting on the neutral wind, so that neutral winds are likely to change as well.
The neutral wind is also responsible for the generation of the dynamo electric field E dyn through E dyn = v n xB, where v n is the neutral wind and B the magnetic field. Both changes in the neutral wind and changes in declination and inclination alter the component of v n perpendicular to B. In addition, a change in the magnitude of B changes the ionospheric Pedersen and Hall conductivities, and these combined effects induce a change in the electrostatic field E. The change in E and B does not only cause changes to the ion drag exerted on the neutral wind, further modifying v n , but also modifies the ExB drift of ions and electrons. The vertical component of this drift can be expected to change h m F 2 and f o F 2 too.
While the ionosphere is expected to be most directly affected by changes in the magnetic field, changes to the neutral atmosphere can occur as well. Possible effects on the neutral wind via ion-neutral collisions have already been mentioned, and as noted before, any changes in circulation can have secondary effects on for instance the neutral temperature structure. The neutral temperature in the thermosphere may also be directly affected through changes in Joule heating. Cnossen & Richmond (2008) quantified the global effects of magnetic field changes on the ionospheric F 2 layer using simulations with the Thermosphere-Ionosphere-Electrodynamics general circulation model (TIE-GCM). They found that changes in the Earth's magnetic field from 1957 to 1997 had a substantial effect on h m F 2 and f o F 2 in some parts of the world, primarily South America and the southern Atlantic Ocean (see figure 7) . In these regions, the inclination of the magnetic field changed the most. The changes in inclination were the dominant cause of the trends in the F 2 layer, by changing plasma transport up and down magnetic field lines driven by neutral winds. Neutral winds also changed somewhat, but no significant effects on the thermospheric temperature were found. The magnitudes of the trends due to magnetic field changes in the regions that are most strongly affected are quite similar to the magnitudes of typical observed trends, and 2-5 times larger than the maximum changes predicted to be caused by changes in the CO 2 concentration. Still, a direct comparison between modelled and observed trends at specific stations indicated that modelled trends were usually smaller. At Concepción (36.8°S, 73.0°W) and Argentine Islands (65.2°S, 64.3°W), both located in the region where modelled trends were strongest, changes in the magnetic field could account for 30-50% and 20% of the observed trends. The observed and modelled seasonal-diurnal patterns of trends for these stations did not match.
Effect estimates and comparison to observations
The predicted changes outside the region of South America and the southern Atlantic Ocean were very small. However, the spatial pattern of modelled trends, showing a marked change at a longitude of 0-20°, with weak trends east of that line, and much stronger trends to the west, was somewhat similar to the findings of Bremer (1998) and Jarvis (2009), although they found positive trends west of 30° and negative trends east of 30°. An increase of f o F 2 trends with geomagnetic latitude, as found by Danilov & Mikhailov (1999) , was not found.
Based on the study by Cnossen & Richmond (2008) we can conclude that long-term changes in the magnetic field are important in some regions, but do not explain observed trends elsewhere. However, Cnossen & Richmond (2008) had to neglect any effects of changes in the high-latitude coupling between the magnetosphere and ionosphere-thermosphere system that might arise, as their model did not include a magnetosphere. This could have resulted in an underestimation of the effects of magnetic field changes, especially at high latitudes.
Recently the TIE-GCM has been successfully coupled to the Lyon-Fedder-Mobarry (LFM) MHD code, forming the Coupled Magnetosphere-Ionosphere-Thermosphere (CMIT) model Wang et al., 2004 Wang et al., , 2008 . With this model it is now possible to include the effects of changes in high-latitude magnetosphere-ionosphere coupling, and Cnossen et al. (2011) have started to use this to re-assess the effects of changes in the magnetic field on the ionosphere and thermosphere.
Cnossen et al. (2011) started with a simplified experiment, investigating the effect of changes in magnetic field strength only. They reduced the magnetic field strength to 75% of its present-day value, which caused changes in h m F 2 of up to -40 and +60 km and changes in f o F 2 of up to -3 to +1 MHz. If a linear response is assumed, considering a 5% decrease in magnetic field strength per century, these would be equivalent to trends of -0.8 to +1.2 km/decade and -0.06 to +0.02 MHz/decade. While clearly smaller than the trends predicted from the full magnetic field changes between 1957 and 1997, as expected, this rough estimate indicates that changes in magnetic field strength alone could still make a significant contribution to long-term trends. The trends in h m F 2 and f o F 2 predicted in this way appear to be of similar order of magnitude as those due to changes in CO 2 concentration.
The spatial pattern of changes simulated by CMIT is different from that simulated with TIE-GCM for the full magnetic field changes between 1957 and 1997, which is perhaps not surprising, as they were caused (predominantly) by different mechanisms. The new experiments show strong changes in h m F 2 over Australia, the Pacific Ocean, and the northern Indian Ocean, and smaller changes over the Atlantic Ocean. This opens up the possibility that effects of changes in the magnetic field are present over different and more widespread areas than previously thought. A detailed comparison between the changes modelled by CMIT and observed trends will be done once CMIT simulations with historic magnetic fields have been performed, which are planned for the near future.
Changes in solar and geomagnetic activity
Solar activity
The solar activity level varies over an approximately 11-year cycle, and there are indications that there are longer-term variations too (e.g. Pap & Fox, 2004) . When the Sun is more active, it is brighter and emits more radiation, especially in the shorter wavelengths, such as the ultraviolet (UV) and extreme ultraviolet (EUV), which are important for the radiative budget of the middle and upper atmosphere. Absorption of EUV radiation also results in ionization of O, O 2 , and N 2 . Any long-term changes in solar activity may therefore be expected to cause long-term trends in the temperature and electron density distribution in the upper atmosphere.
Lean ( activity is unlikely to have contributed much to those (Laštovička, 2005) . However, for other time intervals (e.g. 1900-1950) it could be a contributor.
Geomagnetic activity
Geomagnetic activity is a manifestation and measure of "space weather", arising from the interaction between the solar wind and the Earth's magnetosphere. This interaction generates currents in the ionosphere and magnetosphere which cause small perturbations to the main magnetic field of the Earth that can be measured at the surface. These magnetic perturbations form the basis of indices of geomagnetic activity, such as the Ap, aa, and Kp indices. Each of these indices is derived from the K index, which is related to the maximum fluctuations of the horizontal components of the observed geomagnetic field, relative to a quiet day (a day with few disturbances due to the solar wind), during a three-hour interval.
Various studies have indicated the presence of a long-term trend in geomagnetic activity over the past 50-150 years. Clilverd et al. (1998) and Stamper et al. (2002) found that the geomagnetic activity in terms of the aa-index was increasing throughout the 20 th century, and Clilverd et al. (2002) found that the number of geomagnetic storms per solar cycle had also been increasing until it stabilized in the last few cycles. Long-term changes in the solar quiet-time day variation, Sq, have been found as well. Macmillan & Droujinina (2007) reported a weak upward trend of on average 1.3 nT per century (10%) in the Sq amplitude based on records from 14 magnetic observatories. Elias et al. (2010) analysed data from three stations, and found also positive trends in Sq of 5-10%/century.
High geomagnetic activity indicates disturbed space weather conditions, usually resulting from disturbances in the solar wind. This tends to lead to stronger energetic particle precipitation and ionospheric convection at high latitudes, stronger ionospheric currents, and an enhancement of the Joule heating in the upper atmosphere, eventually leading to higher temperatures and stronger neutral winds. Variations in geomagnetic activity occur on short timescales from minutes to days, and are responsible for part of the large natural variability in the thermosphere-ionosphere system. A gradual, long-term change in the background level of geomagnetic activity could therefore cause a long-term trend in the upper atmosphere.
Because geomagnetic activity is a measure of the interaction between the solar wind and the Earth's magnetosphere-ionosphere-thermosphere system, the origin of long-term changes in geomagnetic activity could be associated either with the Sun (e.g. Stamper et al., 1999) or with the terrestrial system (or both). Clilverd et al. (2002) concluded from a simple calculation that involved various assumptions and approximations that changes in the Earth's magnetic field would have little effect on geomagnetic activity. However, a detailed analysis has not been done yet, and the simulations by Cnossen et al. (2011) indicate that the effect may be larger than previously thought, due to a stronger dependence of the ionospheric conductance on the magnetic field strength than was assumed by Clilverd et al. (2002) . When considering the effects of changes in geomagnetic activity on the upper atmosphere, it is therefore possible that these may ultimately be due to changes in the Sun and/or changes in the Earth's magnetic field. Nevertheless, the effect of the observed change in geomagnetic activity on the upper atmosphere, regardless of which processes may have contributed to it, can still be investigated. Laštovička (2005) claims that the role of geomagnetic activity in causing long-term trends was small for the second half of the 20 th century, just like that of solar activity. However, there has been little effort so far to actually quantify the effect of reported long-term changes in geomagnetic activity on the upper atmosphere. No detailed modelling study exists, so this may be an area for future studies to explore.
Influences from the lower atmosphere
The lower atmosphere influences the upper atmosphere through upwardly propagating planetary waves, gravity waves and tides, and acts in general as a boundary condition for the middle and upper atmosphere. Any long-term changes in the lower atmosphere therefore have the potential to induce long-term changes in the upper atmosphere.
Jarvis (2009) argued that the longitudinal variation in h m F 2 trends over Eurasia found by himself and Bremer (1998) suggests the influence of a stationary wave-like feature between 3°W and 104°E, and that the fact that it is a geo-stationary feature implies a cause linked to the troposphere or solid Earth. On this basis, he proposed that the longitudinal variation in F 2 region trends might be caused via long-term changes in non-migrating tides, originating in the troposphere. Bencze (2007 Bencze ( , 2009 ) also proposed an influence of non-migrating tides to explain differences in h m F 2 trends between continental regions and oceans/seashores. Note that "non-migrating" in this context means "not moving with the apparent motion of the Sun".
It has been found that in particular the eastward propagating zonal wavenumber-3 diurnal tide (DE-3) has a strong influence on the ionosphere and thermosphere, especially at low latitudes . The DE-3 tide originates in the tropical troposphere primarily through latent heat release associated with deep convective cloud systems. Forbes et al. (2006) explained that this process is intimately connected with the predominant wavenumber-4 longitudinal distribution of topography and land-sea differences at low latitudes. The interaction of the diurnal harmonic of solar radiation with the characteristics of the Earth's surface, roughly displaying a wavenumber-4 pattern, generates the DE-3 tide. From a Sun-synchronous perspective, this appears to the observer as a wavenumber-4 feature mimicking the longitudinal surface heating pattern (Forbes & Hagan, 2000) .
Wavenumber-4 patterns in the thermosphere and ionosphere have indeed been observed (e.g. Immel et al., 2006; Häusler et al., 2007) . Hagan et al. (2007) performed simulations with the TIME-GCM, using a lower boundary tidal forcing from the Global Scale Wave Model (GSWM; , which includes only latent heat release as a source of nonmigrating tides. This confirmed that the DE-3 tide generated this way propagates all the way up into the thermosphere, where it excites a wavenumber-4 longitudinal structure, similar to observations. Jarvis (2009) noted that observed wavenumber-4 patterns in the thermosphere have a scale size similar to that of the longitudinal variations found in longterm trends in h m F 2 . It may therefore be that long-term changes in tropical convection could be ultimately responsible for at least part of the long-term change in the ionosphere.
Unfortunately, the ionospheric data currently available are not evenly spread over the globe, and therefore are insufficient to determine whether the longitudinal variation found between 3°W and 104°E is part of a global wavenumber-4 pattern. In addition, there is insufficient information on non-migrating tides to determine whether they exhibit long-term trends, let alone whether these would be large enough to produce the ionospheric trends that are observed. A direct test of this hypothesis is therefore not yet possible, but it remains an intriguing possibility.
Conclusion
Temperature trends in the mesosphere can be explained largely by changes in CO 2 and ozone concentration. The effect of changes in water vapour concentration is much smaller. Observed changes in the thermospheric temperature have not been fully explained by model simulations of compositional changes. They mostly have the expected sign, but are not strong enough.
Estimated trends in h m F 2 and f o F 2 are also 2-5 times smaller than what is typically observed.
There are several possible explanations for the discrepancies between modelled and observed trends in the thermosphere. There are errors associated with the data (see section 2.1 and figures 3 and 4), and also the models do not represent reality perfectly. There is for instance some uncertainty over the collisional excitation rate between CO 2 and atomic oxygen, which determines the efficiency of CO 2 cooling. The value chosen will affect the sensitivity in the model to changes in the CO 2 concentration, and there are many other factors that can have an influence too. Still the difference in magnitude between modelled and observed trends in the thermosphere is sufficiently large to suggest that thermospheric trends are not caused by changes in CO 2 and ozone concentration alone.
Indeed, simulations have shown that changes in the Earth's magnetic field also affect the F 2 layer. An initial study by Cnossen & Richmond (2008) showed that this is primarily important over South America and the southern Atlantic Ocean, while more recent simulations indicate that other regions may be affected too, even if only changes in magnetic field strength are considered. Detailed comparisons between modelled and observed trends are needed to determine to what extent changes in the magnetic field can explain the observations in the F 2 layer. Changes in the magnetic field do not explain trends in neutral temperature and density.
Further work is needed to get quantitative estimates of the effects of changes in geomagnetic activity level, and possible influences of long-term changes in the lower atmosphere. Also, in order to reduce the error bars on observed trends and detect any changes in trends that may occur over time, continued monitoring of the upper atmosphere, with as much global coverage as possible, is essential.
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