Abstract| The behavior of timed DES can be described by sequences of event occurrence times. These sequences can be ordered to form a lattice. Since logical (untimed) DES behaviors described by regular languages also form a lattice, questions of controllability for timed DES may be treated in much the same manner as they are for untimed systems. In this paper we establish conditions for the controllability of timed DES performance speci cations which are expressed as inequations on the lattice of sequences. These specications may take the form of sets of acceptable event occurrence times, maximum or minimum occurrence times, or limits on the separation times between events. Optimal behaviors are found as extremal solutions to these inequations using xed point results for lattices.
I. Introduction
Discrete event systems (DES) are characterized by a collection of events, such as the completion of a job in a manufacturing process or the arrival of a message in a communication network. The system state changes only at time instants corresponding to the occurrence of one of the de ned events. At the logical level of abstraction, the behavior of a DES is described by the sequences of events that it performs. The actual or desired behavior of a logical DES is speci ed as a set of event sequences known as a language. Languages may be ordered by set inclusion to form a lattice.
However, if time constraints are of explicit concern in the system dynamics and its performance speci cation, its behavior can be characterized by sequences of occurrence times for each event. These time sequences may be ordered to form a lattice. Thus, there is an underlying algebraic similarity between logical and timed models for DES that we may be able to exploit. In this paper we show how lattice techniques developed for the studying the control of logical DES behaviors can also be applied to timed DES.
Some aspects of a DES, such as processing times or machine failures, will normally be xed and beyond control. Others, such as starting a manufacturing process or broadcasting a message, may be controllable by a human operator or an automated controller. The problem in controller design is to determine when these controllable events should or should not occur to achieve some performance goal or to ensure that certain properties always hold for the system.
A well-developed theoretical framework has been established by Ramadge and Wonham for studying the control of logical DES behavior 17] . In this framework event sequences are normally assumed to be generated by a state machine or some other automaton. Certain events are designated as being controllable and may be disabled by a supervisor to restrict the system to some speci ed behavior, given as a set of desirable event sequences. For a speci cation to be controllable it must satisfy a particular invariance property which is expressed as a set function inequality, or inequation, on the lattice of languages. An optimal supervisor is computed as an extremal solution of the lattice inequation which characterizes the invariance property 13] .
One approach to supervisory control of timed DES is presented in 3] . In this model the timing features of timed transition models used in 16] are added to the control structure of 17] . Controllable events may be forced as well as disabled by a supervisor. The untimed state machine which models the system is extended by adding a clock tick event and augmenting the state space to include a timer for each activity in the system. The status of the timers may then in uence state transitions. However, the addition of a global clock greatly increases the number of transitions in the system. While DES are normally characterized by state updates which are event-driven and occur at irregular intervals, this model updates the state at every clock tick as in a discrete{time dynamical system.
Another approach to controlling timed DES is given in 11]. In that work a timed DES is modelled as a generalized semi{Markov process (GSMP) which consists of a state space, a set of events, a list of active events in each state, and a state transition function de ning the e ect of each event on the system state. In addition, a (usually stochastic) time duration is speci ed for the time from the activation of events until their occurrence. Input parameters control the event durations. The authors establish structural conditions for GSMPs which cause the system performance to be a monotone function of the inputs.
Our work here extends the supervisory control ideas of 17] to timed DES but by using an entirely di erent system model from 3]. Suppose that certain events are controllable by means of delaying their execution, rather than simply prohibiting them. Desirable behavior is speci ed by a range of acceptable execution times for events. By using a max-algebra model for timed DES 2], 8], 9] we demonstrate how this control problem may be viewed from the Ramadge{Wonham perspective.
The max-algebra approach allows the dynamics of cer-tain timed DES to be modelled by a system of linear equations. This is accomplished using a non{traditional algebraic structure known as a dioid or semiring in which the conventional ring operations of addition and multiplication in R are typically replaced by maximization and addition, respectively. Work in this area was initiated by Cuninghame{Green in 10] from the perspective of operations research. In the early 1980's this work was discovered by Cohen, Dubois, Quadrat, and Viot and utilized in their study of discrete event manufacturing processes 8]. This eventually led to the formation of the \Max Plus" working group of researchers. Their study of DES using related algebraic structures continues to the present and is well{ documented in 2]. Controllable behavior for timed DES in the max-algebra framework may be de ned by an invariance condition which is quanti ed by a lattice inequation. A set of desired behaviors (event schedules) must satisfy this inequation in order for it be realizable by any supervisor which is restricted to delaying only the controllable events. This formulation allows us to nd optimal supervisors by computing extremal solutions to the inequation using xed point results for lattices.
Previous work on max-algebra models of timed DES has focused on performance analysis rather than control. The control problems which have been addressed in 2] deal with questions of stability (maintaining nite sojourn times in the system) or resource placement to achieve the earliest output times.
In 11] the control objective is minimization of a cost function associated with holding times for states. They show that systems similar to the ones we consider (based on (max; +) recursions) satisfy a monotonicity condition on the number or occurrences of each type of event in the system. This condition guarantees that optimal control policies for the system will be monotone functions of the number of events that have occurred.
In contrast with both 2] and 11], the control problem we address here has more in common with \forbidden state" problems in logical DES. Given a set of desirable behaviors we examine the existence and computation of optimal supervisors for a system. Depending on the performance objective, \optimal"may mean either minimally restricting the system so as to remain within the desired region or limiting the system to an operating region which guarantees that at least all desirable behaviors can be achieved.
In Section 2 we review the max-algebra model used in this paper and show the similarity between logical DES modelled by nite state machines and timed DES modelled by timed event graphs. Using this similarity, Section 3 de nes supervisory control for timed DES. In Section 4 we present the lattice theory results for computing extremal solutions to inequations and apply these results to the control of timed DES.
II. Timed Event Graphs
DES which are subject to time synchronization constraints can be modelled by automata known as timed event graphs. A timed event graph is a Petri net in which a time delay is associated with each place and with forks and joins permitted only at its transitions (see gure 1). Each transition t i 2 T in the graph corresponds to an event in the system. Tokens entering a place are made available after incurring the speci ed delay. Transitions re as soon as tokens are available in all their predecessor places.
In 2] and 9] these systems are modelled using an algebraic structure called a dioid. Also called an idempotent semiring, a dioid has two binary operations normally denoted and and di ers most notably from a ring in that there is no inverse with respect to the sum ( ). To describe a timed event graph, is usually de ned to be either maximization or minimization and is de ned as addition.
The dynamic behavior of such systems can also be studied using an algebraic structure called a semimodule (or moduloid). While a module is a ring acting on a commutative group, a semimodule is essentially a dioid acting on a monoid. The principal di erence between a module and a semimodule is that the existence of inverses with respect to the sum is replaced by the idempotency property. More speci cally, a semimodule over a dioid D is a commutative Note that the identity function (0(x) = x) and the null function ("(x) = ") are both l.s.c. Also note that any l.s.c. function maps " to itself (simply take the index set X in the de nition to be empty). (f g)(x) = f(g(x)): Then (F; ; ) is a dioid. If X is complete, so is F. Furthermore, if scalar multiplication is de ned to be the action of functions in F on X, then X is a semimodule over F 6].
Proof summary: F is a dioid since the required properties of in F are inherited from (X; ), while the properties of follow from its de nition as functional composition. The operator distributes over because of lower{ semicontinuity. Similarly, the required properties of scalar multiplication follow from the de nitions of and . 2 Consider a timed event graph such as Figure 1 . Using the semimodule structure the behavior of a timed event graph with n events is governed by the equation
where x is the sequence of ring time vectors for events, v is a sequence of earliest allowable ring time vectors, and A is an n n matrix of delay functions at places. The least solution of (2) The set of vector sequences in (R f 1g) n forms an idempotent commutative monoid under pointwise maximization which we denote by S n . Note that this monoid is complete. For systems with constant delay times, the delay functions are of the form a m , where a represents unary addition of some constant and is the index backshift function ( x(k) = x(k?1)). Functions of this form are easily shown to be l.s.c. This structure can also be used to model systems more general than timed event graphs with constant delays, including some untimed DES and timevarying systems 6]. Example 1: To illustrate this approach, consider the timed event graph of Figure 2 which represents a manufacturing process. Upon arrival, a part is set up (s) in a machine queue and then worked (w) in order of arrival. Each of the subprocesses s and w takes essentially constant time. However, the part interarrival times a may vary due to the work oor schedule. The machine reset time r is normally constant except for periodic replacement of the cutting head. Letting x i denote the occurrence times of event t i , the process is described by Completing the computation, we obtain x 3 = f5; 10; 17; 22; 29;37;42;47;58 :: :g: 2 Timed event graphs are structurally very similar to nite state machines which are often used to model logical DES. Both are directed graphs with labelled edges. While in a timed event graph the nodes correspond to events and the edges to process delays, the nodes in a nite state machine represent the system states and the edges correspond to events. This is illustrated by comparing Figures 2 and 3. The structures are dual in the sense that a timed event graph models synchronization and concurrency but not nondeterministic choice while a nite state machine models nondeterministic choice but not synchronization or concurrency. (We note that timed event graphs which include deterministic choices are discussed in 2] and 5].) Because of the structural similarities between these automata there is an algebraic similarity as well. If we consider sets of event sequences with the operation de ned as set union, the sequences accepted by a nite state machine can be described in the semimodule framework used for timed event graphs. The functions which are assigned to the edges in this case are right concatenations of event labels.
The system of Figure 3 is therefore governed by the equation 2 4 x 1 x 2 x 3 3 5 = 2 4 a " " s " r " w " which is of the form x = Ax v as before. Here " is the constant function which maps to the empty set and 1 is the zero{length sequence. Its purpose here is to indicate the initial state of the system (q 1 ). The solution for state q 3 is
which is a regular expression over the event set of the system. Furthermore, except for omission of the functions and the reversed order (due to the convention of composing functions from the left) it is the same as the solution (3) for the timed event graph of Figure 2 . It is this algebraic similarity which suggests that control of timed event graphs may be studied using techniques developed for untimed DES.
III. Supervisory Control of Timed DES
To motivate our approach to controlling timed DES, we brie y recall the framework for controlling logical or untimed DES behaviors. In a logical DES model with event set , the language L of the system is the set of all event sequences it can generate. Events are classi ed as either controllable, meaning that their occurrence may be prevented, or uncontrollable. Control is accomplished by dynamically disabling certain of the controllable events to avoid undesirable behaviors (event sequences not in the speci ed language). Observe that such a controller or supervisor may restrict system behavior, but not introduce any new behaviors.
Since uncontrollable events may not be disabled, not all behaviors are realizable. Language K is said to be controllable with respect to L and the uncontrollable events u if
where pr(K) is the pre x closure of K.
For a supervisor to be able to restrict the system to a desired language, uncontrollable actions must not result in sequences which lie outside of that language. Furthermore, we must permit the system to execute those behaviors in pr(K) which lead to the acceptable region, even though they may not lie in that region themselves. Therefore, these potentially acceptable behaviors as well as the region of acceptable behavior should be invariant or closed under uncontrollable actions. Since uncontrollable events in the system act by concatenation this invariance property yields the de nition of controllability stated in (4) . If the desired behavior does not satisfy the controllability condition, a supervisor may be constructed to achieve the supremal sublanguage which is controllable. Now return to the max-algebra model of a timed event graph governed by (2) . Suppose that some events T c T are designated as controllable, meaning that their transitions may be delayed from ring until some arbitrary later time. This is similar in its mechanics to the controlled Petri net concept introduced in 12] for untimed DES. The delayed enabling times u i (k) for the controllable events are to be provided by a supervisor. Let u represent the sequence of transition enabling times provided by the supervisor, with u i (k) = " for t i uncontrollable. Then the supervised system is described by x = Ax v u.
To compute the e ect of uncontrollable events, let I c denote the matrix having the identity function on diagonal elements i for which t i 2 T c and " elsewhere. (5) Intuitively, this means that enabling controllable events at any time allowed by the speci cation set Y must result in behavior within Y for all events. Notice that, as in the untimed model, no new behavior is introduced by the supervisor. System operation can never be accelerated | events can only be delayed.
As an example suppose then that we wish to slow the system down as much as possible without causing any event to occur later than some sequence of execution times y. Such a speci cation could be used to prevent bu er over ows, ensure the availability of su cient processing time to accomplish a task, or to synchronize events in independent systems. This type of speci cation is described by Y = fx 2 Sjx yg (6) where y 2 S is a xed sequence. For the remainder of this section we will consider acceptable behaviors of this form. (a ) ( 0) (r w) s(7 ) ( 0) (wr ) ws(7 ) ( 0) 3 5 ; making use of the fact that (7 ) (a ) . Examining the third component we nd that (wr ) ws (7 ) (a ) (7 ) ( 0) (r w) (s(a ) s r ws)(7 ) ( 0) (wr ) (ws(a ) ws)(7 ) ( 0) 3 5 = 2 4 (7 ) ( 0) (r w) s(7 ) ( 0) (wr ) ws (7 ) ( 0) 3 5 where we have used the fact that (r w) (0 r w) = (r w) . Checking condition (7) we nd A I c (A y) A v = 2 4 " (r w) s(7 ) ( 0) w(r w) s(7 ) ( 0)
(a ) ( 0) (r w) s(a ) ( 0) (wr ) ws(a ) ( 0)
2 It is more likely that a given speci cation cannot be relaxed. In this case we must nd the least restrictive set of controllable behaviors which meets the speci cation. Depending on the situation this may mean nding the largest set which is contained in the speci ed behavior or the smallest set which contains the speci ed behavior. Determining these extremal optimal behaviors is the subject of the next section.
IV. Extremal Behaviors of Timed DES
The controllability of a set of behaviors for a timed DES is speci ed by an inequation (5) on the lattice of time sequences. In algebraic terms this is the same situation we nd for specifying the controllability of logical DES behaviors. We demonstrate next that for timed DES where the desired behavior is not controllable the extremal controllable behaviors can be found using xed point results for lattices.
A. Lattice Theory for Logical DES Let X be an idempotent commutative monoid as considered in Section II. The operation induces a partial order on X de ned by (1) . For any pair in X the least upper bound with respect to this order or supfx; yg is given by x y. Since X is complete, we may de ne sup X for any set X X (not just pairs) by
We can also induce a greatest lower bound^from by taking inf X = supfz 2 Xjz x 8x 2 Xg: Since " x for all x 2 X, inf X is well de ned for arbitrary X X.
The partially ordered set X is a complete lattice if sup X and inf X are in X for any X X. Therefore a complete idempotent commutative monoid X is also a complete lattice. We will use the operators t and u to denote sup and inf respectively in a general lattice. Some complete lattices which will be of interest are: (S; ), the lattice of sequences with the order induced by (pointwise maximization). It is easy to see that the disjunctive closure of a function is idempotent and disjunctive. For the lattice (S; ) the least upper bound operation is so f t (x) = f (x). For the lattice (2 S ; ) the least upper bound operation is so f t (x) = i 0 f i (x). It can be shown that the dual of a function has the following properties.
1 As discussed the previous section the behavior of a DES is often speci ed by a system of inequations over the underlying lattice of the form ff i (x) g i (x)g i n : (8) It is shown in 13] and 14] that extremal solutions of (8) Proof summary: Under the stated conditions, the induced functions h 1 and h 2 are monotone. On a complete lattice, monotonicity guarantees the existence of supremal and inmal xed points 18]. When f and g satisfy these conditions, extremal solutions of (8) exist and correspond to the extremal xed-points of h 1 and h 2 .
2 The next theorem uses these functions to compute extremal solutions to (8) . Theorem 4: Consider the system of inequations (8) over a complete lattice (X; ) and the set Y of all solutions of the system. Formulas for other extremal behaviors, such as those reported in 4], can be derived in a similar manner. Details of this approach may be found in 13]. Next we show that these results can be applied analogously to timed DES using the controllability condition presented in section 3.
B. Timed DES Behavior Speci ed as a Set
Suppose we are given a set Y S of acceptable sequences. We wish to nd the least subset or the greatest superset of Y such that enabling the controllable events at times given by a sequence in the extremal set results in an actual behavior which lies in the extremal set. That is, we seek extremal sets of sequences which are invariant under uncontrollable actions.
In this case, the underlying lattice is (2 S ; ) and the de nition of controllability is given by inequation (5). It is of the form f(X) g(X) (9) where f( ) = A (I c ( ) v) and g( ) is the identity function. The identity function is monotone and since f is actually a function on S extended to 2 S we know by Example 4 that it is disjunctive. Furthermore, f is also monotone and the identity function is conjunctive. Therefore Theorem 3 guarantees the existence of both extremal solutions and we make use of Theorem 4 to nd these solutions.
Note that Theorem 4 yields the supremal and in mal solutions to (8) over the entire lattice, which in this case are S and ; respectively. What we really want is the supremal solution of (5) which is contained in a xed set Y , which is the desired behavior. To nd the supremal controllable subset of Y we must nd the supremal solution to the pair of inequations
The identity function and f( ) = A (I c ( ) v) are disjunctive and the constant function Y is monotone. Therefore, we meet the conditions of the rst part of Theorem 3, with
Similarly, to nd the in mal solution containing Y let the second inequation in (10) be Y x. Since the constant function Y is monotone and the identity function is conjunctive we can use the second part of Theorem 3 with
where we use the fact that the co-dual of the identity is itself. Summarizing, we have the following result. Proof: For the rst part, since f is disjunctive and the identity is monotone it follows from Theorem 3 than the supremal solution less thanx exists. The iterative computation yields
= y 1 : The second part follows analogously.
2 We have already seen that the function on the left-hand side of the controllability condition (5) is disjunctive. It is also idempotent, allowing us to compute solutions using Theorem 6. 2 If f is disjunctive but not idempotent, it can be replaced by its disjunctive closure f t . We need the following lemma which is simply an application of 2, Theorem 4.70] to the present situation.
Lemma 2: For a complete lattice (X; ) and a disjunc-
Since the disjunctive closure is idempotent and preserves disjunctivity the next corollary is immediate.
Corollary 2: Consider a complete lattice (X; ), a disjunctive function f on X, and a xedx 2 X. For a set of the form Y = fx 2 Sjx yg we wish to nd the greatest sequence z less than a xed y such that enabling the controllable events at times less than or equal to z results in actual behavior less than or equal to z. We have already seen from Theorem 2 that in this case the controllability condition is of the form f(x) = A (I c x v) x: The function f is almost l.s.c (which is equivalent to disjunctivity on the lattice (S; )) but not quite since f(") 6 = ". However, if we require y A v then supfx 2 SjA (I c (x) v) yg = supfx 2 SjA I c (x) yg so we can let f(x) = A I c x. Now we can apply Corollary 2 directly to nd the supremal controllable sequence less than the given y. Example 7: For the system of Example 2 we nd the supremal controllable speci cation sequence x y. Using Theorem 6, this is given by as the condition for controllability. This is an inequation of the form f(x) g(x) with f being the identity function and g( ) = A (I c ( ) v). While f is monotone, g in this case is by no means necessarily conjunctive. Thus we cannot show the existence of the in mal controllable speci cation greater than the given sequence y using Theorem 3. In fact the following example shows that this sequence may not exist at all. are controllable sequences (in the sense of (11)) greater thanx. However, x 1^x2 is uncontrollable since A I c (x 1x 2 ) <x. Therefore there is no in mal controllable specication sequence greater thatx. 2 Remark: If there is only one controllable event in the system, this is normally su cient to guarantee that the function A (I c ( ) v) is conjunctive. This is because the delay functions are often also upper{semicontinuous, meaning that they distribute over^as well as . When this is the case, the in mal controllable speci cation sequence exists and can be found in accordance with Theorem 6.
For those cases in which it is possible to nd both the supremal controllable z 2 less than y 2 and the in mal controllable z 1 greater than y 1 , then the supremal controllable subset of Y = fx 2 Sjy 1 x y 2 g is given by Z = fx 2 Sjz 1 x z 2 g. This is true because any sequence in Z must yield a behavior in the intersection of the two extremal controllable sets.
If the existence of the in mal controllable speci cation cannot be guaranteed one practical method is to nd the supremal controllable speci cation less than y 2 and check if the resulting behavior is greater than y 1 . This suboptimal approach yields one controllable behavior (if any exist) which meets the speci cation. This method is demonstrated in 7].
D. Behavior Speci ed as a Single Sequence
Controllability constraints on the lattice (S; ) examined thus far allow us only to specify bounds on the occurrence times of events. Thus enabling the controllable events at times within the speci ed range guarantees that all events will occur at times within that range. Suppose instead we wish to nd a single extremal controllable sequence as opposed to a range or set of sequences invariant under uncontrollable events. That is, we seek a sequence such that enabling the controllable events at the designated times causes all events to actually occur at their designated times, rather that merely occurring within the speci ed set.
Using the results of section 3 the controllability of a single sequence is speci ed by requiring that A (I c which shows that this is the optimal behavior. 2 There are many cases in which it is also important to consider the separation times between events. In 15] bounds on event separation times are determined for acyclic graphs while in 1] this is extended to cyclic timed event graphs (there called process graphs). Our interest is to determine whether a speci ed limit on event separation times can be achieved given the control available in the system.
The ability to guarantee minimal separation times between certain events could be useful for ensuring su cient time to perform an in-process inspection in a manufacturing system or to provide su cient time between arrivals and departures of connecting trains or airplanes. The ability to guarantee maximal separation times between certain events could be useful to avoid timeouts between communicating processors.
Let D be a matrix of delay functions which speci es separation times between events. A solution of the inequation Dx x (12) guarantees separation times of at least D. If the delay functions in D are l.s.c. then D is disjunctive and inequation (12) meets the conditions of the rst part of Theorem 3. Thus for the supremal controllable sequence less than somê x which satis es the minimal separation time requirement of (12) A solution of the inequation x Dx (13) guarantees separation times of no more than D. Since D is also monotone, inequation (13) also meets the conditions of the rst part of Theorem 3. In this case, the supremal controllable sequence less thanx which satis es the maximal separation time requirement of (13) gives h 1 (y) =x^Dy^A (I c y v)^(A I c ) ? (y): Therefore this supremal behavior also exists and is computed by iterating h 1 .
Example 10: For the manufacturing process of Figure 2 suppose now that t 1 is controllable instead of t 2 . This means that part arrivals from the rest of the factory may be inhibited. We nd the supremal controllable sequence x x wherex Therefore this is the supremal controllable behavior satisfying the required conditions. 2
V. Conclusion
For timed DES the objective of supervisory control is to impose delays on controllable events to modify system behavior to meet some speci ed performance goal. Using a max-algebra representation it is possible to compute the uncontrolled behavior of a timed event graph, de ne a speci cation for the desired behavior, and determine whether the speci cation can be realized by any supervisor given the set of controllable events. The behavioral constraints take the form of inequations over a complete lattice. These constraints may specify minimal or maximal separation times between events as well as bounds on their absolute occurrence times. We have shown that extremal solutions to these inequations can be found using lattice theoretic methods developed for studying logical (untimed) DES behaviors.
