Introduction and statement of the results
The celebrated frequency function of Almgren, and its monotonicity properties, play a fundamental role in several questions in partial differential equations and geometric measure theory. We recall that in [A] Almgren proved that if u is a harmonic function in, say, the closed unit ball B 1 ⊂ R n , then its frequency r → N (u, r) = r Br |∇u| 2 Sr u 2 , 0 < r < 1, where S r = ∂B r , is non-decreasing on the interval (0, 1). In particular, N (u, ·) ∈ L ∞ (0, 1), with ||N (u, ·)|| L ∞ (0,1) = N (u, 1). This latter fact implies the following doubling inequality
u 2 ≤ C(n, ||u|| W 1,2 (B 1 ) ) Br u 2 , 0 < r < 1/2, which, in turn, proves the strong unique continuation property of harmonic functions. For this aspect the reader should see the papers [GLin1] , [GLin2] , by F.H. Lin and the first named author. In those papers Almgren's monotonicity was generalized to elliptic operators in divergence form with Lipschitz continuous coefficients, and the unique continuation property was proved. The recent work of Caffarelli, Salsa and Silvestre [CSS] has brought to light a fundamental new role of Almgren's monotonicity of the frequency in the study of free boundaries for lowerdimensional obstacle problems. The subsequent work of Petrosyan and the first named author [GP] on the analysis of the singular points in the lower-dimensional obstacle problem has underscored a deep connection between the monotonicity of the frequency and two one-parameter families of new monotonicity formulas inspired to the single ones, originally discovered by G. Weiss [W] , and R. Monneau [M] , for the classical obstacle problem. One remarkable new aspect which was brought to light in [CSS] is the connection between free boundary problems for the fractional Laplacian and monotonicity formulas of Almgren type for some degenerate elliptic operators of subelliptic type which belong to a class originally introduced by Baouendi in [B] .
It was this connection that led us to introduce, in the present paper, a new notion of Almgren's frequency which is adapted to solutions of a sub-Laplacian on a Carnot group of arbitrary step G, which we call harmonic functions hereafter. With this notion we have investigated some interesting new functionals associated with the frequency, and obtained monotonicity formulas for the relevant harmonic functions, or for the solutions of a closely connected class of degenerate second order operators of Baouendi type, see (1.5) below. The results proved in this paper provide some new insight into the deep link existing between the growth properties of the frequency, and the local and global structure of the relevant harmonic functions in these nonelliptic, or subelliptic, settings.
To put our results in the proper historical perspective, we recall that in [GL] E. Lanconelli and the first named author studied the problem of unique continuation on the Heisenberg group H n . Motivated by the cited works [GLin1] , [GLin2] , in [GL] the authors introduced an analogue of Almgren's frequency function which we now describe. Henceforth, given a function u ∈ C 1 (H n ) we will indicate with |∇ H u| 2 the square of the length of its horizontal gradient, see (3.1) below. Denoting with ρ(g) = (|z| 4 + 16t 2 ) 1/4 the anisotropic Koranyi gauge on H n , we let B r = {g ∈ H n | ρ(g) < r}, and denote by S r = ∂B r its boundary. We define the Dirichlet integral of a function u in B r as follows
where |∇ H u| 2 denotes the degenerate energy associated with the so-called horizontal gradient of u, see (3.1) below. The height of a function u on B r is defined as
where we have denoted by dσ H the restriction to S r of the H-perimeter measureà la De Giorgi, see for instance [DGN1] . The original definition of H(r) in [GL] was formulated in a different way, but we are casting it in the form (1.2) since this is more in accordance with our general Definition 3.1 below. Given a harmonic function u, i.e., a solution of the equation ∆ H u = 0, where ∆ H indicates the Kohn sub-Laplacian on H n , the frequency of u was defined in [GL] as (1.3) N (r) = N (u; r) = rD(r) H(r) .
Notice that, similarly to Almgren's frequency function, the function N (u; r) is scale invariant, in the sense that (1.4) N (δ r u; 1) = N (u; r), where δ r (z, t) = (rz, r 2 t) indicates the non-isotropic dilations in H n , see also the general Proposition 3.3 below. In [GL] the authors proved that the frequency function (1.3) of a class of solutions to appropriate perturbations of the Kohn sub-Laplacian on H n is locally bounded. In this paper we propose a generalization of the functionals (1.1), (1.2) above for harmonic functions on any stratified nilpotent Lie group G (also known as a Carnot group). With such functionals we then form the relevant frequency function, which generalizes (1.3), and we study the connection between its properties and the local and global structure of the harmonic functions on G. In such general framework we needed an ad hoc replacement for the the gauge balls in (1.1), (1.2). Motivated by the representation formulas in [CGL] , we have chosen to work with the level sets of the fundamental solution of a sub-Laplacian ∆ H on G. Such fundamental solution was constructed by Folland in [F2] , see (2.6), (2.8) in Section 2 and Definition 3.1 in Section 3 below for the relevant definitions.
Remarkably, although the fundamental solution of a sub-Laplacian in a Carnot group is not, in general, explicitly known, we have nonetheless been able to derive, with the correct scalings, the basic first variation formulas for the relevant functionals entering in the definition of the frequency. Proposition 3.4 below is a first example. Such result allows to connect the Dirichlet integral D(r) of a harmonic function u, to a surface integral which involves the infinitesimal generator of the non-isotropic group dilations, see (2.3) below. This immediately implies our Proposition 3.8 below stating that, similarly to what happens for a classical solution of ∆u = 0 in R n , in a Carnot group G the frequency of a harmonic function homogeneous of degree κ is constant, and equal to κ. Here, the notion of homogeneity is tailored on the group dilations.
In Section 4 we connect the local boundedness of the frequency to a deep property of harmonic functions, namely the doubling condition, and the closely connected strong unique continuation property (sucp). Unlike what happens for classical harmonic functions in R n , harmonic functions on a Carnot group G are not real-analytic in general, see the discussion at the end of Section 4. Therefore, the analysis of the uniqueness properties of sub-Laplacians becomes an extremely delicate question which, regrettably, is still to present day largely not understood. An initial very interesting study of what can go wrong for smooth, even compactly supported, perturbations of sub-Laplacians was done by H. Bahouri in [Ba] . However, Bahouri's work does not provide any evidence, in favor or to the contrary, about the fundamental, and largely open, question of whether any sub-Laplacian in a Carnot group possesses the sucp. Our Theorem 4.3 below shows that a quantitative version of the sucp (the so-called doubling condition) is intimately connected to the local boundedness of the frequency. We prove that these two properties are in fact equivalent. It is our hope to be able to address the general question of the local boundedness of the frequency in a future study.
In Section 5 we prove that any harmonic function in a Carnot group which has globally bounded frequency N (u, ·) must be a stratified polynomial of degree less than or equal the integral part of ||N (u, ·)|| L ∞ (0,∞) , see Theorem 5.1 below. This result was recently established for the above described frequency function introduced in [GL] by H. Liu, L. Tian X. Yang in the special setting of the Heisenberg group H n . Our result generalizes Theorem 1.1 in [LTY] to all Carnot groups.
In Section 6 we compute the first variation of the energy D(r) of a harmonic function, see Proposition 6.3 below, and introduce the notion of discrepancy of a function at a point, see Definition 6.4 below. In Theorem 6.7 we show that if u is a harmonic function with vanishing discrepancy, then its frequency is monotone nondecreasing. Furthermore, we prove in Proposition 6.8 that if such a function has constant frequency equal to κ, then it must be homogeneous of degree κ. Combined with Proposition 3.8, the latter result shows that, for a harmonic function u having vanishing discrepancy, the frequency is constant and equal to κ is and only if u is homogeneous of degree κ.
A fundamental open question is whether a harmonic function in a Carnot group possesses locally bounded frequency, or equivalently, whether harmonic functions have the strong unique continuation property. As we have shown in Theorem 4.3 and Theorem 4.5, the boundedness of the frequency would suffice to establish the sucp. Although it is very tempting to conjecture that in a Carnot group G the frequency of a harmonic function is always locally bounded, presently we do not know whether this fundamental property is true. In Section 7 we prove two results that provide some interesting evidence in favor of this conjecture. The former, Theorem 7.1, states that in every group of Metivier type (and therefore, in particular, in any group of Heisenberg type) the frequency of a harmonic function is in fact locally bounded. For the Heisenberg group H n the proof of this result was suggested to us by Agnid Banerjee. Here, we reproduce with his kind permission a generalization of his idea. Theorem 7.3 provides an interesting sufficient condition, formulated on the discrepancy, for a harmonic function to have bounded frequency. It constitutes a generalization of a result which, in the special setting of the Heisenberg group H n , was proved in [GL] .
In Section 8 we establish an interesting new monotonicity formula for the functional W κ (u, r) defined in (8.1) below. The main thrust of this formula is that the derivative of W κ (u, r) vanishes if and only if u is homogenoeus of degree κ. Our main result is Theorem 8.1 below which was inspired to a result that, for the classical Laplacian, was discovered by Petrosyan and the first named author in [GP] . Using such result we establish Theorem 8.4 below, which states that if a harmonic function u in G has vanishing discrepancy and constant frequency equal to κ, then u must be a stratified solid harmonic of degree κ.
Section 9 is devoted to a further analysis of the discrepancy in the setting of groups of Heisenberg type. The characterization of the discrepancy provided by Lemma 9.8 allows us to prove in Proposition 9.9 that in a group of Heisenberg type a harmonic function has vanishing discrepancy if and only if in the exponential coordinates it is a solution of the Baouendi operator B α in (1.5) below with α = 1.
In Section 10 we finally turn to monotonicity properties of the Baouendi type operators
Here, for given m, k ∈ N, we have let z ∈ R m and t ∈ R k , and henceforth we will indicate R N = R m × R k . The operator B α is uniformly elliptic away from the k-dimensional manifold M = {0} × R k ⊂ R N , but its ellipticity degenerates as one approaches M. When α = 2ℓ, with ℓ ∈ N, then B α is an operator of Hörmander type, and therefore by the results in [H] it is hypoelliptic. The operators (1.5) belong to a class of operators first studied by S. Baouendi in [B] , and later by V. Grushin in [Gr1] and [Gr2] . A deep study of the local properties of solutions of equations modeled on (1.5) was conducted in the pioneering work of Franchi and Lanconelli [FL] , see also the subsequent work of Franchi and Serapioni [FS] , and the references therein. The case α = 1 in (1.5) has a special significance since in such case the resulting operator is connected with the real part of the Kohn-Spencer sub-Laplacian ∆ H on the Heisenberg group H n . In the real coordinates of R 2n+1 the latter operator is given by
If we let Θ = n j=1 x j ∂ y j − y j ∂ x j , then it is clear that a harmonic function in H n , i.e., a solution of ∆ H u = 0, for which Θu = 0, is also a solution of B 1 u = 0. We note that a function u in H n has Θu = 0 if and only if u(e iϑ z, t) = u(z, t) for every ϑ ∈ R, and for every (z, t) ∈ C n × R. When in particular n = 1, then Θu = 0 if and only if u(z, t) = u ⋆ (|z|, t).
We recall that for solutions of the operators (1.5) a generalization of Almgren's monotonicity formula was proved in [G] . In Section 10 we use the results in [G] to establish some new monotonicity results. The former, Theorem 10.8 below, is the counterpart of Theorem 8.1, except that, interestingly, for the solutions of the Baouendi operators B α we do not have the additional hypothesis of vanishing discrepancy. Our second main result is Theorem 10.14 below, which is inspired to a monotonicity formula for the classical Laplacian in [GP] . One of us, N.G., has not only benefited from such inspiration, but also shared with Ermanno a long friendship, countless hours of mathematical collaborations and discussions. On the occasion of his birthday, we dedicate this paper to him with affection.
We also would like to thank Donatella Danielli for several helpful conversations and suggestions, and Agnid Banerjee for having pointed to our attention the second part of Theorem 4.3. The idea of the proof of Theorem 7.1 below is also his, and we present it in this paper with his kind permission.
Preliminaries
We recall that a Carnot group of step r is a connected, simply connected Lie group G whose Lie algebra g admits a stratification g = V 1 ⊕ · · · ⊕ V r which is r-nilpotent, i.e., [V 1 
We assume henceforth that g is endowed with a scalar product < ·, · > g with respect to which the V ′ j s are mutually orthogonal. A trivial example of (an Abelian) Carnot group is G = R n , whose Lie algebra admits the trivial stratification g = V 1 = R n . The simplest non-Abelian example of a Carnot group of step r = 2 is the above mentioned (2n + 1)-dimensional Heisenberg group H n . Given a Carnot group G, by the above assumptions on the Lie algebra one immediately sees that any basis of the horizontal layer V 1 generates the whole g. We will respectively denote by
the operators of left-and right-translation by an element g ∈ G.
The exponential mapping exp : g → G defines an analytic diffeomorphism onto G. We recall the Baker-Campbell-Hausdorff formula, see, e.g., sec. 2.15 in [V] ,
where the dots indicate commutators of order four and higher. Each element of the layer V j is assigned the formal degree j. Accordingly, one defines dilations on g by the rule
provided that ξ = ξ 1 + ... + ξ r ∈ g, with ξ j ∈ V j . Using the exponential mapping exp : g → G, these anisotropic dilations are then tansferred to the group G as follows
Throughout the paper we will indicate by dg the bi-invariant Haar measure on G obtained by lifting via the exponential map exp the Lebesgue measure on g. We let m j = dimV j , j = 1, ..., r, and denote by N = m 1 + ... + m r the topological dimension of G. For ease of notation, we agree from now on to indicate with m, instead of m 1 , the dimension of the horizontal layer V 1 of g. One easily checks that
The number Q, called the homogeneous dimension of G, plays an important role in the analysis of Carnot groups. In the non-Abelian case r > 1, one clearly has Q > N .
Let {e 1 , ..., e m } indicate an orthonormal basis of the first layer V 1 of the Lie algebra, and define the left-invariant C ∞ vector fields on G by the formula
where dL g indicates the differential of L g . We assume throughout this paper that G is endowed with a left-invariant Riemannian metric with respect to which the vector fields {X 1 , ..., X m } are orthonormal. The sub-Laplacian associated with the basis {e 1 , ..., e m } is defined by the formula (2.5) G) . Since the vector fields X 1 , ..., X m and their commutators up to step r generate the whole Lie algebra of left-invariant vector fields on G, thanks to Hörmander's theorem, see [H] , ∆ H is hypoelliptic (but not, in general, real analytic hypoelliptic). Thus, a harmonic distribution u can be modified on a set of measure zero so that it coincides with a C ∞ harmonic function. Henceforth, we will indicate with e ∈ G the group identity.
) be a positive fundamental solution of −∆ H . Such distribution is left-translation invariant, i.e., we can write
For every r > 0, let
It was proved by Folland in [F2] that the distributionΓ(g) is homogeneous of degree 2 − Q with respect to the non-isotropic dilations (2.3). This implies that, if we define
then the function ρ is homogeneous of degree one. We obviously have from (2.6) (2.8)
Henceforth, we will use the notation S r = ∂B r . The position
defines a pseudo-distance on G. Using such pseudo-distance, we set
We observe that if | · | denotes a non-isotropic gauge on G, then there exist 0 < β < α < ∞, depending only on G, such that (2.10)
As a consequence, with obvious meaning of the notations, we have
αr . A function u on a Carnot group G is called homogeneous of degree κ with respect to the non-isotropic group dilations {δ λ } λ>0 in (2.3) if
Throughout this paper we will indicate with Z the infinitesimal generator of the non-isotropic dilations (2.3). Notice that such C ∞ vector field is characterized by the property
One can show that a function u ∈ C 1 (G) is homogeneous of degree κ if and only if the following Euler formula holds (2.14) Zu = κu.
We close this section by noting the following fact about the function ρ defined by (2.7).
Proposition 2.1. Let f : (0, ∞) → R be a C 2 function, and define u(g) = f (ρ(g)). Then, one has
Proof. It is an elementary computation based on (2.7) and the chain rule. The details are left to the reader.
Energy, height and frequency of harmonic functions
In this section we introduce the Dirichlet integral, the height and the frequency of a function on a Carnot group G, and establish some first basic properties of these functionals. We begin with the relevant definition. In what follows, for a given function u on G we indicate with ∇ H u the horizontal gradient of u given by
We also let
Definition 3.1. Given a function u in a ball B R (g 0 ) ⊂ G, for every 0 < r < R we define its Dirichlet integral
The height function of u, see (1.2) above, is defined as
where we have denoted by dσ H the H-perimeter measure on S r (g 0 ), and with d(g, g 0 ) the pseudodistance (2.9). The frequency of u (with respect to g 0 ∈ G) is defined as
When g 0 = e, the group identity, then we simply write D(u, r), H(u, r) and N (u, r). In such case, the kernel |∇ H d(·, g 0 )| will be simply indicated with |∇ H ρ|.
By the left-translation invariance of the Haar measure on G (see [CG] ) and of the H-perimeter measure (see [DGN2] ) we immediately see that the frequency is invariant with respect to lefttranslations, i.e., (3.5)
Remark 3.2. In view of (3.5) we can focus our analysis of the frequency on balls which are centered at the group identity. Also, when the function u is fixed throughout the discussion, we will simply write D(r), H(r) and N (r), instead of D(u, r), H(u, r) and N (u, r).
A first important property of the frequency is represented by the following scale invariance.
Proposition 3.3. Let ∆ H u = 0 in B R , then for every 0 < λ < R/r one has
Proof. Hereafter, if N indicates the topological dimension of the group G we will denote by H N −1 the standard (N − 1)−dimensional Hausdorff measure on G. We begin by recalling, see [DGN1] , that the H-perimeter measure on the boundary of the C ∞ domain B r is given by
where, with ν being the (Riemannian) outer unit normal on B r , one has
We thus obtain on S r (3.8)
Recall that the functions g → ρ(g) and g → |∇ H ρ(g)| are respectively homogeneous of degree one and zero with respect to (2.3). We also recall, see for instance [DGN2] , that the H-perimeter measure scales correctly with respect to the nonisotropic dilations (2.3), in the sense that
Using the properties (2.4) and (3.6)-(3.9), we now have
and thus the desired conclusion immediately follows.
Our second result generalizes a corresponding property of the Dirichlet integral of a classical harmonic function in R n .
Proposition 3.4. Let G be a Carnot group of arbitrary step and let Z be the infinitesimal generator of the group dilations (2.3) above. If u is harmonic function in B R , then for every 0 < r < R we have
Proof. We start with an even more general situation, and consider Hörmander type vector fields
The following formula is valid for ψ ∈ C ∞ (R N ) and 0 < t ≤ R, see [CGL] ,
where
Now, suppose we are in a Carnot group G. Note that, since in a Carnot group X * i = −X i , the operator ∆ H coincides with (9.5) above. Let B r = {g ∈ G | Γ(g, e) > 1 r Q−2 }, i.e. B r = Ω(e, r Q−2 ). Setting t = r Q−2 in (3.10) we obtain
Introduce now the function ρ(g) = Γ(g) −1/(Q−2) in (2.7) above. With E(s) = s Q−2 , we easily recognize that
Substitution in (3.11) gives
Notice that since Γ is homogeneous of degree 2 − Q, the function ρ in (2.7) is homogeneous of degree one, and therefore |∇ H ρ| (or any of its powers) is homogeneous of degree zero. Differentiating (3.13) with respect to r we obtain (3.14)
d dr
Rewriting (3.14) we obtain
Using the properties (3.6)-(3.9) above, after a rescaling we obtain
Now we use (3.16), and (2.13) to obtain from (3.15)
where we have denoted by Z the generator of the nonisotropic dilations. This completes the proof.
We note for future use the following basic consequence of (3.14) above.
are nondecreasing. This implies, in particular, that
Proof. By the first part of Corollary 3.5, and the coarea formula, we have
Proof. Suppose H(r) = 0 for some r ∈ (0, R). Then, u ≡ 0 on S r . By Proposition 3.4 we must have D(r) = 0, and therefore ∇ H u ≡ 0 in B r . Since X 1 , ..., X m generate the Lie algebra of all left-invariant vector fields, we conclude that u ≡ 0 in B r .
Remark 3.7. Henceforth, when we speak of the frequency of a harmonic function u in B R we will always tacitly assume that for no 0 < r < R the function u vanishes identically in B r . In view of Lemma 3.6 this assumptions guarantees that H(r) = 0 for every 0 < r < R, and therefore the frequency N (r) of u is well defined in (0, R).
With Proposition 3.4 in hands, we immediately obtain the following generalization of a result which, in the special case of the Heisenberg group H n , was proved in [GL] .
Proposition 3.8. Let G be a Carnot group of arbitrary step, and suppose that u be harmonic in B R ⊂ G. If u is homogeneous of degree κ ≥ 0, then N (u; r) = κ, for every r ∈ (0, R).
Proof. Suppose that u be harmonic in B R and homogeneous of degree κ. Then, we have by Proposition 3.4 and (2.14)
From (3.4) we conclude N (r) = κ, 0 < r < R.
In Proposition 6.8 below we will establish a partial converse to Proposition 3.8.
Local consequences of the boundedness of the frequency
In this section we study the local behavior of harmonic functions having bounded frequency. We begin with the following simple, but very important consequence of formula (3.14) above.
Lemma 4.1. Suppose that u be harmonic in B R . Then, for every r ∈ (0, R) one has
Proof. Formula (3.14) can be rewritten as follows
Differentiating the left-hand side, we obtain
which gives the desired conclusion.
For a function u ∈ C(G) and r > 0 we now define the following mean value operators
Notice that if ∆ H u = 0, then we obtain from (3.12) above
Integrating (4.2) over the interval (0, r), and using the co-area formula, we find
Before proving Theorem 4.3 we recall the following key Lemma 3.1 from [BL] which allows to connect the averages (4.3) on balls centered at different points.
Lemma 4.2. Let G be a Carnot group and let f ≥ 0 be a continuous function on G. There exist constants C, λ, Λ > 0, depending only on G, such that for every r > 0 one can find
The next result establishes a remarkable equivalence between the local boundedness of the frequency and the order of vanishing at a point of a harmonic function. We thank Agnid Banerjee for pointing the second part to our attention. 
Vice-versa, suppose there exist a constant C > 0 such that
, and there is a universal
Proof. We begin by rewriting the conclusion of Lemma 4.1 in the following way
Integrating (4.6) between r and 2r, with 0 < r < R/2, we find log
Exponentiating, we obtain
We next fix r ∈ (0, R/2), integrate the latter inequality over the interval (0, r), and apply Federer's coarea formula to find (4.8)
Let now 0 < r < R/2. There exists and a universal C ′ > 0 such that
At this point we use Lemma 4.2 above. Let g ∈ B 2r be such that
Since u is harmonic, for every α > 0 we have by (4.3)
By (ii) in Lemma 4.2 we can find g 0 ∈ ∂B λαr such that
By (iii) in Lemma 4.2 we have
From this chain of inequalities and the Cauchy-Schwarz inequality we conclude for some universal
If we now choose α > 0 such that αΛ 2 = 2, we obtain from (4.9) and (4.8).
To reach the desired conclusion (4.4), all is left at this point is to observe that, since |∇ H ρ| 2 is homogeneous of degree zero in G, there exists a universal constant C ′ > 0 such that
We now establish the opposite implication in the proposition. Suppose that (4.5) hold. The subelliptic Caccioppoli inequality, see [CGL] , and the hypothesis (4.5), give for a universal C ′ > 0 and every 0 < r < R/2,
We now use (4.9) (with αΛ 2 = 2 and 2r replaced by r), to reach the conclusion that
At this point, we use the harmonicity on u one more time and observe that, thanks to (3.18) in Corollary 3.5, we have
Substituting into (4.10) we finally obtain for 0 < r < R/2
As it is by now well-known, see [GLin1] , [GLin2] , the doubling condition (4.8) has deep implications on the order of vanishing of a harmonic function at one point. Let us introduce the relevant definition.
Definition 4.4. We say that a harmonic function u in B R (g 0 ) vanishes to infinite order at g 0 ∈ G if for every p ∈ N one has
We have the following result.
Theorem 4.5. Let u be a harmonic function in B R (g 0 ), and suppose that
Proof. By left-translation, see (3.5) above, we can assume without loss of generality that
, and denote by K = C ⋆ 2 Q+2κ the constant in (4.4) in Theorem 4.3. Fix R 0 < R. We thus have
where γ > 0 is arbitrary and ω > 0 is a universal constant. Now we choose γ so that K2 −γQ = 1. This choice gives
as ℓ → ∞ since, by assumption, u vanishes to infinite order at e. This shows that u ≡ 0 in B R 0 . By the arbitrariness of R 0 < R we conclude that u ≡ 0 in B R .
Definition 4.6 (Unique continuation property). We say that the operator ∆ H has the strong unique continuation property (sucp), if u ≡ 0 is the only harmonic function that can vanish to infinite order according to Definition 4.4 in a connected open set Ω ⊂ G. We say that ∆ H has the weak unique continuation property (wucp), if u ≡ 0 is the only harmonic function which
Remark 4.7 (A smooth function with unbounded frequency). Here, we provide an example of a smooth function in a Carnot group G with unbounded frequency. For ε > 0, let
The function u ∈ C ∞ (G) solves the equation
where with f (t) = exp − 1 t ε if t = 0, and f (0) = 0, we have let, see Proposition 2.1,
The natural frequency associated with the equation (4.11) is N (r) = rI(r)/H(r), where H(r) is defined as in (3.3) above, whereas
Similarly to Proposition 3.4 we can prove
Since ρ in (2.7) is homogeneous of degree one, we obtain from the chain rule Zu = f ′ (ρ)Zρ = f ′ (ρ)ρ. We thus find from (4.12)
whereas one easily sees that
In conclusion,
The unboundedness of the frequency in this example is not surprising since if for some
which is still presently valid with N (t) = tI(t)/H(t), proceeding as in the proof of Theorem 4.3 we would obtain a doubling condition as in (4.8) above. But this contradicts the fact that u vanishes to infinite order at e, without being identically equal to zero in a full neighborhood of e, see Theorem 4.5. If we write
then this example also shows that, as far as the sucp is concerned, the inverse square potential condition
is sharp for the operator −∆ H + V . The function u is in fact a solution of ∆ H u = V u, with a V , given by (4.13), that barely violates this condition. We also note that this example shows that, for any 1 ≤ p < Q/2 there is a potential V ∈ L p loc (G) for which the sucp fails for solutions of ∆ H u = V u. It suffices in fact to choose 0 < ε < Q 2p − 1 in (4.13). For more surprising negative results in this direction the reader should consult the paper [Ba] , whereas for some positive results in the framework of the Heisenberg group H n the reader should see [GL] .
Clearly, the sucp implies the wucp. Remarkably, the question of the sucp, or even that of the wucp, for sub-Laplacians on Carnot groups is a fundamental question which is largely open. In the Heisenberg group H n , or more in general in any group of Heisenberg type, it is known that any sub-Laplacian is real analytic hypoelliptic (this follows from the fact, respectively established in [F1] and [K] , that their fundamental solutions are real analytic outside of the singularity), and therefore harmonic functions cannot vanish to infinite order at one point (in the standard sense of vanishing with derivatives of all orders) of a connected open set, unless they vanish identically. However, even for H n a quantitative proof of the sucp for harmonic functions which does not use real analyticity is not presently known. Thus, for instance, it is still not known whether, without using the real analyticity, harmonic functions in H n fall under the scope of Theorem 4.5 above, i.e., they have locally uniformly bounded frequency.
In the framework of Carnot groups of step two, Helffer had proved in [He] that if a subLaplacian in G is real-analytic hypoelliptic, then G must be a Metivier group. We recall that a Carnot group of step 2 is said a Metivier group if the Kaplan mapping is non-degenerate, see Definition 9.3 below. Thanks to a result of Metivier [Me2] , see also [Me1] , it is known that if G is a Metivier group, then a sub-Laplacian ∆ H is real-analytic hypoelliptic if and only if it is hypoelliptic. Since by Hörmander's theorem every sub-Laplacian is hypoelliptic, it follows than in Metivier groups all sub-Laplacians are real-analytic hypoellitpic, and therefore they possess the standard sucp. However, outside groups of step 2 there is (to the best of the authors' knowledge) no known example of a real-analytic sub-Laplacian. It is plausible (for this conjecture see L. Rothschild in [Ro] ) that no sub-Laplacian on a Carnot group which is not a Metivier group should be real-analytic hypoelliptic, but this question seems to be open.
In view of the above considerations, the problem of the boundedness of the frequency, and the deeply connected sucp according to Definition 4.6, acquire a fundamental relevance, especially for groups which are not of Metivier type. In Section 6 we present some partial progress in this direction.
Global consequence of the boundedness of the frequency
In this section we turn to the question of understanding what happens when the frequency r → N (u, r) of an entire (harmonic) function u on a Carnot group G is globally bounded, i.e., it is bounded on (0, ∞). In the special setting of the Heisenberg group H n this question has been recently studied in the paper [LTY] , and our Theorem 5.1 generalizes Theorem 1.1 in their paper to all Carnot groups, except that our proof is much shorter. For the definition of stratified polynomials in a Carnot group we refer the reader to [FS] and [BLU] .
Theorem 5.1. Let G be a Carnot group and suppose that ∆ H u = 0 in G. If there exists κ ≥ 0 such that N (r) = N (u, r) ≤ κ for every r > 0, then u is a stratified harmonic polynomial of degree ℓ ≤ [κ], with [κ] equal to the integral part of κ (when κ > 0, we assume that for every r > 0, u ≡ 0 in B r ).
Proof. If κ = 0, then u ≡ const. on G and we are done. Suppose κ > 0. By Lemma 4.1 we know that
Integrating in t ∈ (r, R) we find
Using Federer's co-area formula we easily obtain from (5.1)
This gives for any R > 1
. At this point we use Lemma 4.2 above. For a fixed R > 0, let g ∈ B R such that
Using the harmonicity of u, and arguing as in the proof of Theorem 4.3 above, we conclude that
, where Λ > 0 is the universal constant in Lemma 4.2. From (5.3) and (5.4) we finally have for a constantC =C(G, κ) > 0
The desired conclusion now follows from (5.5), and from the asymptotic Liouville Theorem 5.8.8 in [BLU] .
First variation of the energy and discrepancy
We next want to study further properties of N (r). With this objective in mind it will be important to compute the first variation D ′ (r) of the energy. We will use the following Rellich type identity established in Corollary 3.3 in [GV] .
Proposition 6.1. Let G be a Carnot group of arbitrary step, and suppose that Ω ⊂ G is a bounded open set of class C 1 . For u ∈ Γ 2 (Ω) (Γ 2 is the Folland-Stein class, see [F2] ) one has
where ζ is a C 1 vector field on G, and N H is given by (3.8).
We will need the following elementary facts established in [DG] .
Lemma 6.2. In a Carnot group G the infinitesimal generator of group dilations Z enjoys the following properties:
Proposition 6.3 (First variation of the energy). Let G be a Carnot group of arbitrary step, and let u be harmonic in B R . Then, for every 0 < r < R one has for a.e. r ∈ (0, R),
Proof. Let us begin with observing that the co-area formula gives
This identity implies for a.e. r ∈ (0, R)
We now apply Proposition 6.1, in which we take u such that ∆ H u = 0, ζ = Z, and Ω = B r . Using Lemma 6.2, which gives div G Z = Q, that [X i , Z] = X i , and that Zρ = ρ = r on S r , we obtain
This formula gives the desired conclusion.
Definition 6.4 (Discrepancy). Given a function u in a Carnot group G, we define the discrepancy of u at e ∈ G as
The discrepancy of u at any other g 0 ∈ G is defined as the discrepancy at e of the function
• g). We note explicitly that, using (6.2), we can rewrite the first variation formula (6.1) in Proposition 6.3 as follows
Theorem 6.5. Let G be a Carnot group, and let u be harmonic in B R . Suppose in addition that u has vanishing discrepancy at e in B R , i.e.,
Then, for every 0 < r < R one has for a.e. r ∈ (0, R),
Proof. If (6.4) holds, then the desired conclusion follows immediately from (6.3).
While in Section 9 we will provide large classes of examples in which the assumption (6.4) is fulfilled, we state here a simple lemma which shows that the class of functions satisfying (6.4) is not empty. Proposition 6.6. In a Carnot group G let u(g) = f (ρ(g)) for some C 1 function f : [0, ∞) → R. Then, u has vanishing discrepancy E u .
Proof. By the chain rule we have ∇ H u = f ′ (ρ)∇ H ρ, Zu = f ′ (ρ)Zρ = f ′ (ρ)ρ, where we have used the fact that ρ is homogenous of degree one. Thus,
Theorem 6.7. Let G be a Carnot group, and let u be harmonic in B R . Suppose in addition that u has vanishing discrepancy, i.e., u satisfies the differential equation (6.4) in B R . Then, the frequency of u is non-decreasing on (0, R). In particular, N (u, ·) ∈ L ∞ (0, R). In view of Theorems 4.3 and 4.5 we conclude that harmonic functions of vanishing discrepancy have the sucp in G.
Proof. From the definition (3.4) of N (u, r) = N (r), we have for a.e. r ∈ (0, R), Theorem 6.7 immediately implies the following partial converse to Proposition 3.8.
Proposition 6.8. Let ∆ H u = 0 in B R ⊂ G, and suppose that u has vanishing discrepancy at e in B R , i.e., (6.4) holds. If there exist κ ≥ 0 such that
Then, u is homogeneous of degree κ in B R .
Proof. We write for simplicity N (r) instead of N (u, r). From (6.6) in Theorem 6.7 we have and therefore we must have equality in the Cauchy-Schwarz inequality. This implies the existence of a function λ(r), such that for every 0 < r < R one has Zu r = λ(r)u on S r .
Using this information in Proposition 3.4, we obtain
In turn, this gives κ ≡ N (r) ≡ rλ(r), which forces the conclusion λ(r) = κ r . We thus infer that Zu = κu, and thus u is homogeneous of degree κ.
Two theorems on the bounded frequency
We emphasize that we do not know whether the monotonicity of the frequency asserted in Theorem 6.7 is true without the additional assumption (6.4). We strongly suspect that, unlike what happens for classical harmonic functions, see [A] , if the discrepancy of u does not vanish identically, the pure monotonicity of the frequency fails. However, as we have shown in Theorem 4.3 and Theorem 4.5, its boundedness would suffice to establish the sucp. Although it is very tempting to conjecture that, for a given a harmonic function in B R ⊂ G, its frequency is always locally bounded, presently we do not know whether this fundamental property is true. The next two results provide some interesting progress toward this open question. The former states that in every group of Metivier type the frequency of a harmonic function is in fact locally bounded (for the notion of group of Metivier see Definition 9.3 below). For the Heisenberg group H n the proof of this result was suggested to us by Agnid Banerjee. Here, we reproduce with his kind permission a generalization of his idea.
Theorem 7.1. Let G be a group of Metivier type, and let ∆ H u = 0 in B R ⊂ G. There exist C, R 0 > 0, depending on u such that for every 0 < r < 2R 0 one has
As a consequence of this result and of Theorem 4.3, we have
Proof. We begin by observing that, thanks to (2.11) above, if for g = (z, t) ∈ G we indicate with |g| = (|z| 4 + 16|t| 2 ) 1/4 the non-isotropic Koranyi gauge on G, then there exist universal constants α, β > 0 such that
αr . In order to prove the theorem it will thus suffice to establish the following inequality (7.1)
for some constant C = C u > 0 and for all 0 < r < R 0 . Next, we observe that using the exponential mapping we can identify G with (R N , •), where • denotes the group law of G. Having done this identification, in what follows, given a point g ∈ R N , we will denote by B e (g, r) the standard Euclidean ball centered at g with radius r, whereas we will continue indicating with B r (g) the (pseudo-) ball defined in (2.6), (2.8). As a consequence of the result of Metivier [Me2] , cited at the end of Section 4, we know that u is real-analytic in B R . We will appeal to the following theorem due to P. Garrett and the first named author, see Theorem 1 in [GG] : There exist R 0 > 0 and C N,u > 0 such that for every g ∈ B R/2 and every 0 < r < R 0 , one has
In what follows, if κ > 0 and B e indicates a Euclidean ball B e (g, r) ⊂ R N , we will denote by κB e the concentric ball B e (g, κr). Using the Besicovitch covering lemma in R N , we can find a constant K > 1 depending only on α, β, such that we can cover B |·| β and B
|·|
2α with countable families of Euclidean balls {B e j } and {KB e j } respectively, such that the following property holds: there exists N N ∈ N such that
where each G i is a countable disjoint collection of balls. Consider now the Euclidean dilations T r : R N → R N defined by T r (g) = rg = (rz, rt). If B e j = B(g j , r j ), then we clearly have T r (B e j ) = B e (T r (g j ), rr j ). We claim that
βr , so that (|z| 4 + 16|t| 2 ) 1/4 < βr. Then, consider T −1 r (g) = (z/r, t/r). When r ≤ 1 we have
Hence, the above claim follows. From the claim and (7.3) we thus conclude that
and, analogously,
Since N N is finite and fixed, by (7.5) there exists at least one index i 0 ∈ {1, ..., N N }, such that
On the other hand, using the crucial doubling condition (7.2) on Euclidean balls, and the fact that for i = 1, ..., N N each G i is a disjoint collection, we obtain
where in the last inequality we have used (7.4). Then, by (7.6) and (7.7) we have (7.8)
which gives the desired conclusion (7.1).
Remark 7.2. Theorem 7.1 shows that in every group of Metivier type, and thus in particular in every group of Heisenberg type (see Remark 9.4 below), the frequency of a harmonic function is locally bounded. If, on the one hand, this result answers affirmatively a question which was left open in [GL] and provides evidence in favor of a more general conjecture in any Carnot group, it does nonetheless contain an unsatisfactory aspect. The doubling constant in (7.1) depends on the doubling constant on Euclidean balls in the basic estimate (7.2) from [GG] . The latter, in turn, depends on the real-analytic character of u, and thus on the value of all derivatives at u at the base point e ∈ G. This is in sharp contrast with the doubling constant which one obtains from a local bound on the frequency which solely depends on the L 2 norm of u and of the first horizontal derivatives of u on a fixed ball.
Before stating the next result, we introduce some quantities which play a role in its statement. In what follows, given R > 0, we will consider increasing functions f : (0, R) → (0, ∞) satisfying the Dini integrability condition
We note for future use that (7.9) implies that (7.10) lim
Theorem 7.3. Let u be a harmonic function in B R and suppose that there exists a function f satisfying (7.9) such that the discrepancy of u at e satisfy
, then u satisfies the doubling condition (7.12)
and therefore if u vanishes to infinite order at e, we must have u ≡ 0 in B R 0 .
Proof. If we proceed as for (6.6), but using (6.3) instead of (6.5), we obtain 
If (7.14) occurs we use Cauchy-Schwarz inequality to find
, where in the last inequality we have used the assumption (7.11). By (7.14) we then find
and we thus have from (7.13)
by Cauchy-Schwarz inequality. If case (7.15) occurs we use the inequality |ab| ≤ a 2 +b 2 2 to obtain
where again we have used the assumption (7.11). Substituting in (7.13) we find
where in the last inequality we have used (7.15). By (7.10) we can now choose R 0 ∈ (0, R) such that f (r) ≤ 1, 0 < r < R 0 .
From (7.17) we thus obtain
To obtain a favorable estimate from (7.18), at this point we consider the set
Since the function r → N (r) is absolutely continuous, the set Λ R 0 is an open set, and therefore we can write it
We stress that if r ∈ Λ R 0 , we have N (r) > 1, and therefore
We thus conclude from (7.18) that
Combining (7.17) and (7.20) we obtain the following crucial information
With the estimate (7.21) in hands we can now prove that, in fact, N ∈ L ∞ (0, R 0 ). We proceed as follows. We define J r = {t ∈ (r, 2r) | t ∈ Λ R 0 }.
On the other hand, integrating the inequality in (7.21) on (r, b j ), where r ∈ (a j , b j ) and (a j , b j ) is one of the intervals in the decomposition (7.19), we obtain log
where we have let
Recalling that b j ∈ Λ R 0 , from this inequality we find for every r ∈ Λ R 0
We have thus shown that N ∈ L ∞ (0, R 0 ), with
By Theorem 4.3 we obtain (7.12) with κ given by (7.22).
One-parameter Weiss type monotonicity formulas on Carnot groups
In this section we establish a new monotonicity formula for the subclass of harmonic functions which have vanishing discrepancy at e. Our main result is inspired to a monotonicity formula originally proved by G. Weiss [W] for studying the classical obstacle problem. In their recent work [GP] , Petrosyan and the first named author discovered a one-parameter family of Weiss type monotonicity formulas, satisfied by the solutions of the lower-dimensional obstacle problem, and which play a key role in the analysis of the so-called blow-ups at singular points. These authors proved that such family of monotonicity formulas are deeply connected to Almgren's monotonicity of the frequency. The following theorem is in a similar spirit and we hope that it will prove useful in the analysis of variational inequalities of obstacle type.
Theorem 8.1. Let G be a Carnot group, and let u be harmonic in B R . For every κ ≥ 0 define for 0 < r < R
If u has vanishing discrepancy at e in B R , i.e., u satisfies (6.4) above, then one has
for some universal constant C = C(G, s) > 0. In the above estimate, for every i = 1, ..., s, the index j i runs in the set {1, ..., m} .
Definition 8.3. Given a Carnot group G with a sub-Laplacian ∆ H , and a nonnegative integer κ, we indicate with P κ (G) the (finite-dimensional) space of all stratified solid harmonics of degree κ. I.e., P κ (G) is the space of all stratified polynomials P κ on G which are δ λ -homogeneous of degree κ (recall (2.3)), and such that ∆ H P κ = 0.
We have the following global (partial) converse to Proposition 3.8, see also Proposition 6.8 above.
Theorem 8.4. Let u be a harmonic function in G satisfying the additional hypothesis (6.4), and assume that for no R > 0 we have u ≡ 0 in B R . If for some number κ ≥ 0 we have N (u, r) ≡ κ, then κ must be a nonnegative integer and u = P κ , with P κ ∈ P κ (G) (see Definition 8.3).
Proof. From the hypothesis that for every r > 0 one has u ≡ 0 in B r and Lemma 3.6 we now that H(r) = 0 for every r > 0. We can thus divide by H(r) in (8.1), obtaining
By the hypothesis that N (r) ≡ κ we conclude that W κ ≡ 0. But then, Theorem 8.1 gives
By the co-area formula we conclude
In particular, we must have
This implies for any g ∈ G such that ρ(g) ≥ 1
and therefore
This estimate gives for some constant
Using (8.5), we now invoke the Cauchy-Schauder estimates in Lemma 8.2, obtaining for every s > κ and for every g ∈ G
Letting r → ∞ we conclude that all derivatives of u of degree s > κ must vanish in G. By the stratified Taylor's formula in [FS] , we conclude that κ is an integer and u is a stratified harmonic polynomial of order κ, i.e., an element of the space P κ (G).
Remark 8.5. We emphasize that (8.4) above, i.e., the homogeneity of u, could have also been directly deduced from Proposition 6.8 above. This is not surprising since Theorem 8.1 represents a rescaled quantitative version of Proposition 6.8, with the intertwining between one result and the other given by the identity (8.3).
Analysis of the discrepancy in Carnot groups of Heisenberg type
In this section we analyze in more detail, in the setting of groups of Heisenberg type, the notion of discrepancy introduced in Definition 6.4 above. Throughout this section we assume that G is a Carnot group of step two, with Lie algebra
We endow g with an inner product with respect to which {e 1 , ..., e m } and {ε 1 , ..., ε k } denote an orthonormal basis of V 1 and V 2 , respectively. If X i (g) = dL g (e i ), i = 1, ..., m, and T ℓ = dL g (ε ℓ ), ℓ = 1, ..., k, are the left-invariant vector fields generated by such basis, we assume that G is endowed with a left-invariant Riemannian tensor with respect to which the vector fields X 1 , . . . , X m , T 1 , . . . , T k are orthonormal at every point. The sub-Laplacian with respect to the basis {e 1 , ..., e m } is given by
, e i >, whereas for s = 1, ..., k we let t s = t s (g) =< t(g), ε s > . We will indicate with (z, t) ∈ g the exponential coordinates of a point g ∈ G.
Consider the linear mapping J :
Definition 9.1. A Carnot group of step two is called of Heisenberg type if for every t ∈ V 2 such that |t| = 1, the mapping J(t) is orthogonal. This is equivalent to saying that for every z, z ′ ∈ V 1 , and every t ∈ V 2 , one has
In particular, when G is of Heisenberg type, then (9.2) with z = z ′ yields (9.3) |J(t)z| 2 =< J(t)z, J(t)z >= |t| 2 |z| 2 .
We will need the following simple, yet crucial, result about groups of Heisenberg type. It follows from (9.3) by polarization.
Lemma 9.2. If G is of Heisenberg type, then for every t, t ′ ∈ V 2 and any z ∈ V 1 one has
In particular, we obtain for every ℓ, ℓ ′ = 1, ..., k
Definition 9.3. A Carnot group of step two is called a Metivier group if there exists a constant
Remark 9.4. Clearly, every group of Heisenberg type is a Metivier group. The opposite inclusion is false. For instance (see Remark 3.7.5 in [BLU] ), consider
where A is the 4 × 4 skew-symmetric matrix
Since det A = 0, the matrix A is non-singular and therefore G is a Metivier group. But G is not of H-type since A ∈ O(4).
The following expressions of the vector fields X i , and of the sub-Laplacian ∆ H in exponential coordinates will be useful, see [GV] .
Lemma 9.5. Let G be a Carnot group of step two. Then, in the exponential coordinates (z, t) one has
where ∆ z represents the standard Laplacian in the variable z = (z 1 , ..., z m ), and
In particular, when G is of Heisenberg type we obtain
We will also need the following.
Lemma 9.6. Let G be a Carnot group of step two, and consider the gauge ρ = (|z| 4 + 16|t| 2 ) 1/4 . Then,
If G is of Heisenberg type, then
Proof. In what follows we let r = r(g) = |z|, s = s(g) = |t|, so that
Using Lemma 9.5 we find
Using the fact that < J(t)z, z >= 0 for every t ∈ V 2 , z ∈ V 1 , this gives
Now we observe that (9.11) ∂ρ ∂r = r 3 ρ 3 , ∂ρ ∂s = 8s ρ 3 . Inserting these formulas in the last equation we obtain (9.8). When G is of Heisenberg type using (9.3) in (9.8), we obtain (9.9).
We next recall a beautiful result which is due to Folland for the Heisenberg group H n , see [F1] , and to Kaplan for groups of Heisenberg type, see [K] .
Proposition 9.7. Let G be a group of Heisenberg type, and define the constant C > 0 by the formula
Then, the function
is a fundamental solution with singularity at e for the sub-Laplacian associated with the orthonormal basis {e 1 , ..., e m }.
As a consequence of Proposition 9.7 we see that, up to a renormalization, the sets B r defined in (2.6) are now given by B r = {(z, t) ∈ G | ρ(z, t) < r}, where
The next lemma provides an expression for the discrepancy of a function u at e ∈ G in any group of Heisenberg type.
Lemma 9.8. Let G be a group of Heisenberg type and let ρ be as in (9.12). Given a function u : G → R, its discrepancy at e is given by
where Θ ℓ is the vector field defined in (9.6) above. As a consequence, in a group of Heisenberg type a function u has vanishing discrepancy if and only if
Proof. The equations (9.4) and (9.10) give
< J(ε ℓ )z, e i >< J(t)z, e i > ∂u ∂t ℓ
= (I) + (II) + (III) + (IV ).
We now have
On the other hand, we obtain from Lemma 9.2 (IV ) = 1 4s
∂ρ ∂s
where we have used (9.11) and (9.9). We thus conclude that
Finally, it is clear from (9.6) above that
This completes the proof.
In view of Lemma 9.8 in a group of Heisenberg type we have the following complete characterization of functions with vanishing discrepancy.
Proposition 9.9. Let G be a group of Heisenberg type. A harmonic function u in B R has vanishing discrepancy at e if and only if u solves the Baouendi operator
Proof. Immediate consequence of Lemma 9.8 and of (9.7).
Two sufficient, but by no means necessary, conditions for vanishing discrepancy are expressed by the following result. We recall that in a group of Heisenberg type (or even, more in general, in a Metivier group) the complex structure induced by the map J forces the first layer V 1 of the Lie algebra to be even dimensional, i.e., m = 2n for some n ∈ N. Let us write z ∈ V 1 as z = (x, y) ∼ = R 2n , and indicate with w i = (x i , y i ) ∈ R 2 , i = 1, ..., n, so that
Definition 9.10. Let G be a group of Heisenberg type and u : G → R.
(a) We say that u has cylindrical symmetry if in the exponential coordinates one has
We say that u has polyradial symmetry if instead one has
Proposition 9.11. Let G be a group of Heisenberg type.
(a) If u has cylindrical symmetry, then
and therefore E u ≡ 0. (b) In the case of the Heisenberg group H n , if we make the weaker assumption that u is a polyradial function, then E u ≡ 0.
Proof. If u(g) = ϕ(r, t), with r = |z|, we have
which gives
The conclusion of (a) follows from Lemma 9.8. If G = H n for some n, there is only one Θ ℓ , given in equation (1.6) as
If in this case we assume that u(g) = ϕ(|w 1 |, ..., |w n |, t), then for j = 1, 2, . . . , n,
x j r j (9.14) (9.15) Inserting the information from (9.14) and (9.15) into (9.13), we have
Again, the result follows from Lemma 9.8.
It is somewhat surprising that for general groups of Heisenberg type, it is not necessarily true that polyradial functions have zero discrepancy. This is illustrated by the following example, which is itself inspired by an example found in chapter 18 of [BLU] .
Let V 1 = R 4 and V 2 = R 2 . Choose a basis {e 1 , e 2 , e 3 , e 4 } of V 1 , and {ε 1 , ε 2 } ∈ V 2 , and let < ·, · > be an inner product on g = V 1 ⊕V 2 which makes the set {e 1 , e 2 , e 3 , e 4 , ε 1 , ε 2 } orthonormal. We create a Lie algebra on g by requiring that and all other brackets are equal to zero. Since [g, g] = V 2 and [V 2 , g] = {0}, the bracket of any three vectors in g is zero. Hence the Jacobi identity is trivially satisfied and the resulting Lie algebra is nilpotent of step 2. By the results of section 2.2 in [BLU] , this generates a Lie group G with Lie algebra isomorphic to g. By the very definition of the bracket, [ 
, so G is in fact a step 2 Carnot group with topological dimension n = 6 and homogeneous dimension Q = 4 + 2 · 2 = 8. Now, < J(ε 1 )e 1 , e k > = δ 2k < J(ε 1 )e 2 , e k >= −δ 1k , < J(ε 1 )e 3 , e k > = δ 4k < J(ε 1 )e 4 , e k >= −δ 3k , < J(ε 2 )e 1 , e k > = −δ 3k < J(ε 2 )e 2 , e k >= δ 4k , < J(ε 2 )e 3 , e k > = δ 1k < J(ε 2 )e 4 , e k >= −δ 2k .
Therefore, given t = t 1 ε 1 + t 2 ε 2 , the matrix for J(t) in the basis {e 1 , e 2 , e 3 , e 4 } is given by
This is clearly orthogonal if |t| = 1, hence G is of Heisenberg type. Let us compute the vector fields Θ ℓ , ℓ = 1, 2 for the group G. For z = x 1 e 1 + x 2 e 2 + x 3 e 3 + x 4 e 4 ∈ g,
so that, by Lemma 9.5,
Consider the function u : G → R given in exponential coordinates by
By (b) in Definition 9.10, u is a polyradial function (we recall that x = (x 1 , x 2 ) and y = (x 3 , x 4 ) in this setting). Using (9.16) and (9.17), we have
That the function u does not have vanishing discrepancy now follows from Lemma 9.8. It is interesting to note that Θ 2 u = 0 for the function u above. This might suggest that by pairing the variables in a different fashion may lead to a polyradial-type function with vanishing discrepancy. This is not the case. If one defines
then it is easy to check that t 1 Θ 1 + t 2 Θ 2 does not annihilate any of these functions.
Monotonicity formulas for the Baouendi operators B α
In this final section we turn our attention to the Baouendi operators
As we have seen in Section 9, when α = 1 these operators are intimately connected to the sub-Laplacians in groups of Heisenberg type. We recall that in the paper [G] the first named author had introduced a frequency function associated with B α , and proved that such frequency is monotone nondecreasing on solutions of B α u = 0, see Theorem 10.6 below. A version of this Almgren type monotonicity formula for B α played an extensive role also in the mentioned recent work [CSS] on the Signorini problem. In this section we establish some new monotonicity properties of the operators B α , and use them to extract some new information about the local and global nature of solutions of B α u = 0. We let m and k be fixed positive integers, z ∈ R m , t ∈ R k , and we denote N = m + k. We observe that B α is not translation invariant in R N . However, it is invariant with respect to the translations along the k-dimensional subspace M = {0} × R k . Also, B α can be written in two useful ways. As a divergence form operator, B α u = div(A∇u), where A = A α is the N × N block matrix given by
The operator can also be written as a sum-of-squares of not necessarily smooth vector fields. If we in fact denote
then clearly
It thus follows by Hörmander's theorem that B α is hypoelliptic if α = 2ℓ is an even integer. We equip R N with the following non-isotropic dilations
We say that a function u is δ λ -homogeneous (or simply, homogeneous) of degree κ if
It is straightforward to verify that B α is δ λ -homogeneous of degree two, i.e.,
Functions which satisfy B α u = 0 may have a certain degree of singularity along the manifold M = {0} × R k . It is thus necessary to introduce the following classes of "smooth functions"
}, where the derivatives taken are weak derivatives. We also set 
It is easy to verify that u ∈ Γ 1 α is homogeneous of degree κ if and only if (10.6) Z α u = κu.
We note that
which motivates the definition of the homogeneous dimension for the number
In the study of the operators (10.1) the following pseudo-gauge on R N plays an interesting role:
We emphasize that this is not a true gauge, because there is no underlying group structure associated to B α . Accordingly, the ball and sphere centered at the origin with radius r > 0 are respectively defined as
In [G] , the first named author proved that, with C α > 0 given by
is a fundamental solution for −B α with singularity at (0, 0). Since, as we observed above, the operator is invariant with respect to translations along M = {0} × R k , this gives a fundamental solution for this entire subspace of R N .
For u, v ∈ Γ 1 α (R N ), we define the α-gradient of u to be
and we set
The square of the length of ∇ α u is
The following lemma, collects the identities (2.12)-(2.14) in [G] .
Lemma 10.1. Given a function u one has in R N \ {0},
Given a function u ∈ Γ 1 α (B R ), we now define, in analogy to what was done in Definition 3.1 for Carnot groups, the Dirichlet integral, height, and frequency of u in B R , respectively:
The following proposition is formula (4.36) in [G] , and it represents the counterpart to Proposition 3.4.
Proposition 10.2. Let u be a solution of B α u = 0 in B R . Then for every 0 < r < R,
The next lemma is the analogue of Lemma 4.1 for the operators B α .
Lemma 10.3. Let u be a solution of B α u = 0 in B R . Then, either u ≡ 0 in B R , or H(r) = 0 for every r > 0.
We now recall two lemmas which will be important in the sequel. For their proofs we refer the reader to [G] .
Lemma 10.4 (see Lemma 4.1 in [G] ). Let u be a solution of B α u = 0 in B R . Then H ′ (r) = Q − 1 r H(r) + 2D(r), for r ∈ (0, R).
By using the coarea formula, we have the following for the derivative of D:
The next result, which is Corollary 2.3 in [G] , constitutes a remarkable property of solutions of B α u = 0. The following result represents a generalization of the Almgren's monotonicity formula to solutions of the operator B α .
Theorem 10.6 (Almgren type monotonicity formula, see [G] ). Let u be a solution of B α u = 0 in B R , and suppose that for no r ∈ (0, R) we have u ≡ 0 in B r . Then, the function r → N (u, r) is nondecreasing on (0, R). Proof. Suppose that u is homogeneous of degree κ in B R . By the hypothesis and (10.6) we have Z α u = κu. Proposition 10.2 thus gives D(r) = κ r H(r), and therefore N (r) ≡ κ in (0, R). The opposite implication can be proved from (10.18) by arguing exactly as in the proof of Proposition 6.8 above, and we omit the relevant details.
We have seen in Corollary 10.7 that the frequency of a homogeneous solution of B α u = 0 is constant. It is natural to ask whether the opposite result hold, i.e., whether it is true that if a solution of B α u = 0 has constant frequency, then u must be a homogeneous harmonic function. In order to answer this question, we now establish, for solutions of the operator B α , a monotonicity result similar to Theorem 8.1. Consequently, r → W κ (u, r) is a non-decreasing function in (0, R), and W κ (u, ·) is constant if and only if u is homogeneous of degree κ.
The proof of Theorem 10.8, based on Lemmas 10.4 and 10.5, is nearly identical to that of Theorem 8.1 and therefore we omit it.
Remark 10.9. We note that, similarly to the case of groups (see Remark 8.5 above), the sufficiency part of Corollary 10.7 also follows from Theorem 10.8. Similarly to (8.3), we write (10.19) as follows (10.21) W κ (u, r) = H(u, r) r Q−1+2κ N (u, r) − κ . By the hypothesis that N (u, r) = κ for 0 < r < R, we see that W κ (u, ·) = 0 on (0, R), and therefore d/drW κ (u, ·) = 0. In view of (10.20) this gives Z α u = κu in B R .
Definition 10.10. Let κ ≥ 0. We denote by P α,κ (R N ) the space of all functions P κ ∈ Γ 2 α (R N ) such that B α P κ = 0 and Z α P κ = κP κ . The elements of such space will be called B α -solid harmonics of degree κ.
We emphasize that, for P κ ∈ P α,κ (R N ), the number κ needs not be an integer. For instance, if A = (α+1)(2α+m) k , then the function P κ (z, t) = |z| 2(α+1) − A|t| 2 , is a solution of B α f = 0, homogeneous of degree κ = 2(α + 1). Thus, P κ ∈ P α,κ (R N ).
Proposition 10.11. For every κ ≥ 0 the space P α,κ (R N ) is finite dimensional.
Proof. Let u ∈ P α,κ (R N ). Since Z α u = κu in R N , for any (z, t) ∈ R N such that ρ α (z, t) ≥ 1 we must have u(z, t) = ρ α (z, t) κ u(δ ρα(z,t) −1 (z, t)), and therefore |u(z, t)| ≤ max
This estimate gives With (10.22) in hands, we can now invoke the Colding-Minicozzi type theorem at the end of the paper [KL] by Kogoj and Lanconelli to conclude that P α,κ (R N ) is finite dimensional.
It is quite notable that solid harmonics of different degrees enjoy the following orthogonality property. It is well-known that a similar orthogonality property fails for the solid harmonics in the Heisenberg group H n . Proposition 10.12. For every κ = µ, let P κ ∈ P α,κ (R N ) and P µ ∈ P α,µ (R N ). Then, for every r > 0 one has
Proof. By formula (2.30) in [G] we have 0 = Br P κ B α P µ − P µ B α P κ dzdt = Sr P κ < ∇ α P µ , ∇ α ρ α > −P µ < ∇ α P κ , ∇ α ρ α > dH N −1 |∇ρ α | Using the equation (10.12) in the latter identity we find < ∇ α P κ , ∇ α ρ α >= Z α P κ ρ α ψ α = κP κ ψ α ρ α and similarly,
Combining the last three equations we obtain µ − κ r Sr P κ P µ ψ α |∇ρ α | dH N −1 = 0.
Since κ = µ, the desired conclusion follows.
Theorem 10.13. Let u ≡ 0 be a solution of B α u = 0 in R N . If for some number κ ≥ 0 we have N (u, r) ≡ κ, then u ∈ P α,κ (R N ).
Proof. From Corollary 10.7 or Remark 10.9, we conclude that Z α u = κu in R N , and thus u ∈ P α,κ (R N ).
Our next result represents a generalization to solutions of the operator B α of a monotonicity theorem proved in [GP] for solutions of the lower-dimensional obstacle problem for the standard ∆. For the case κ = 2, and in connection with solutions of the classical obstacle problem for ∆, this monotonicity theorem was first proved by Monneau in [M] . We begin with some preliminary considerations. Suppose B α u = 0 in R N . According to Theorem 10.6 the frequency N (u, ·) is monotone noncreasing, and therefore the limit Theorem 10.14. Let B α u = 0 in B R and denote by κ = N (u, 0 + ). Let P κ ∈ Γ 2 α (B R ) be such that B α P κ = 0 and Z α P κ = κP κ in B R , and consider the functional We close by remarking that Theorem 10.14 has a counterpart for Carnot groups if one assumes that both the harmonic function u and the homogeneous harmonic function P κ have vanishing discrepancy. We omit the relevant statement.
