We present a dual-scaling interior-point algorithm and show how it exploits the structure and sparsity of some large scale problems. We solve the positive semide nite relaxation of combinatorial and quadratic optimization problems subject to boolean constraints. We report the rst computational results of interior-point algorithms for approximating the maximum cut semide nite programs with dimension up-to 3000.
Introduction
Recently, there were several theoretical results on the e ectiveness of approximating combinatorial and nonconvex quadratic optimization problems by using semide nite programming (see, e.g., Goemans and Williamson 11], Nesterov 24] , and Ye 33] ). These results raise the hope that some hard optimization problems could be tackled by solving large-scale semide nite relaxation programs. The positive semide nite relaxation was early considered by Lov asz 18] and Shor 29] , and the eld had received further contributions by many other researchers (e.g., see Lov 
Here, the given matrices C; A i 2 S n , the set of n-dimensional symmetric matrices; vector b 2 < m ; and unknown X 2 S n . Furthermore, the A i 's are linearly independent, meaning that P m i=1 y i A i = 0 implies y 1 = : : : = y m = 0; C X = tr C T X = P jk C jk X jk ; and X 0 means that X is positive semide nite.
In this paper, one additional assumption will be made: the constraint matrices have a rank one form, A i = a i a T i , a i 2 < n . This structure arises in many large scale problems and results in considerable simpli cations. The dual of (SDP) can be written as: 
where y i , i = 1; : : : ; m are scalar variables.
We have the following well known duality theorem 25]:
Theorem 1 (Strong Duality) Provided that (SDP) and (DSDP) are both feasible and there is a strictly interior point to either (SDP) or (DSDP), there is no duality gap.
Thus, if both (SDP) and (DSDP) are well behaved or a primal and dual optimal solution pair (X ) and (y ; S ) exists, then C X = b T y .
A well behaved pair of semide nite programs can be solved in \polynomial time". There are actually several interior-point polynomial algorithms. One is the primal-scaling algorithm (Nesterov and Nemirovskii 25], Alizadeh 2] , Vandenberghe and Boyd 31] , and Ye 34] ), which is the analogue of the primal path-following and potential reduction algorithm for linear programming. This algorithm uses only X to generate the iterate direction. In other words, X k+1 S k+1
where F p is the primal algorithm iterative mapping.
Another is the dual-scaling algorithm (Vandenberghe and Boyd 31], Anstreicher and Fampa 4] , and Ye 34] ), which is the analogue of the dual path-following and potential reduction algorithm for linear programming. The dual-scaling algorithm uses only S to generate the new iterate:
where F d is the dual algorithm iterative mapping.
The third is the primal-dual scaling algorithm which uses both X and S to generate the new iterate (see Todd 30] and references therein):
where F pd is the primal-dual algorithm iterative mapping.
All these algorithms generate primal and dual iterates simultaneously, and possess O( p n ln(1= )) iteration complexity to yield the duality gap accuracy . Other scaling algorithms have been proposed in the past. For example, an SDP equivalent of Dikin's a ne-scaling algorithm could be very fast. However this algorithm may not even converge. Muramatsu 22] and Muramatsu and Vanderbei 23] showed an example in which these a ne scaling algorithms will not converge to an optimal answer. There are also quite a few computational results and implementations of these interior algorithms, see Anstreicher . To the best of our knowledge, the largest problem that could be solved was at n = 900 from their reports. (After the initial version of this paper was submitted, one more implementation came out: Fujisawa, Fukuda, Kojima and Nakata 10] reported that they could solve a maximum cut semide nite program with n = 1250, using a powerful work-station.)
The practical winner of solving semide nite programs was Helmberg and Rendl 12] , an implementation of a non-interior-point algorithm called the bundle method. They reported the solutions of a set of dual semide nite programs with n up-to 3000. The bundle method enables them to take advantage of the sparsity structure of these problems. The (minor) weakness of their method is that the method does not simultaneously solve the primal problem and cannot guarantee or verify the optimality accuracy at its termination, and it is not a polynomial time algorithm.
Therefore, an open question is how to exploit the sparsity structure by polynomial interior-point algorithms so that they can solve large-scale problems in practice. In this paper we try to answer this question. We show that many large-scale semide nite programs arisen from combinatorial and quadratic optimization have features which make the dual-scaling interior-point algorithm the most suitable choice:
1. The computational cost of each iteration in the dual algorithm is less than the cost of a primal-dual iterations. Although primal-dual algorithms may possess superlinear convergence, the approximation problems under consideration require less accuracy than some other applications. Therefore, the superlinear convergence exhibited by primal-dual algorithms may not be utilized in our applications. In most combinatorial applications we need only a lower bound for the optimal objective value of (SDP). Solving (DSDP) alone would be su cient to provide such a lower bound. Thus, we may not need any X at all. Even if an optimal primal solution is necessary, our dual-scaling algorithm can generate an optimal X at the termination of the algorithm with little additional cost. 3. For large scale problems, S tends to be very sparse and structured since it is the linear combination of C and the A i 's. This sparsity allows considerable savings in both memory and computation time. The primal matrix, X, may be much less sparse and have a structure unknown beforehand. Consequently, primal and primal-dual algorithms may not fully exploit the sparseness and structure of the data.
These problems include the semide nite relaxations of the graph-partition problem, the box-constrained quadratic optimization problem, the 0 ?1 integer set covering problem, etc. We will use the maximum cut problem to illustrate our points later, where we report our computational result, using a PC machine, on solving the maximum cut semide nite relaxations of the Helmberg and Rendl set of graph problems for n up-to 3000.
Dual Scaling Algorithm
The dual-scaling algorithm, which is a modi cation of the dual-scaling linear programming algorithm, reduces the Tanabe-Todd-Ye primal-dual potential function (X; S) = ln(X S) ? ln det X ? ln det S:
The rst term decreases the duality gap, while the second and third terms keep X and S in the interior of the positive semide nite matrix cone. When > n, the in mum of the potential function occurs at an optimal solution. Also note that, using the arithmetic-geometric mean inequality, we have (e.g., 34]) n ln(X S) ? ln det X ? ln det S n ln n:
The algorithm, along with other SDP algorithms, is described in Ye 34] , so that we shall use notations de ned there. 
To estimate the reduction in the potential function from a current iterate (y k ; z k ) to the next, we will use a lemma from linear programming that can be found in 34] and is essentially do to Karmarkar 15] . 
The matrix M k is a Gram matrix and is positive de nite when S k 0 and the A i s are linearly independent. In this paper, it will sometimes be referred to as M. Using the ellipsoidal constraint, the minimal solution, y k+1 , of (5) another technique for computing primal-dual step directions that exploit the sparsity of the data matrices. However, it is our belief that only the dual-scaling algorithm can fully exploit the structure and sparsity of many problems, as explained below. Note that these operations can be signi cantly reduced if S k is structured and sparse. In applications like the maximum cut problem, discussed in Section 3, the matrix S k is indeed very sparse while its inverse is usually dense, so working with S k is faster than working with its inverse. Using matrices of the form A i = a i a T i also reduces the complexity of primal-dual algorithms by a factor of n, but even the quickest direction to compute takes about twice as long as our dual-scaling direction. Furthermore, they all need to handle dense X.
Algorithm M needs to store all vectors w 1 ; :::; w m and they are generally dense. To save storage and exploit the sparsity of a i ; :::; a m , an alternative algorithm is Algorithm M' does not need to store w j but uses one more back-solve for w i .
To nd a feasible primal point X, we solve the least squares problem
This problem looks for a matrix X( z k ) near the central path. Larger values of generally give a lower objective value, but provide a solution matrix that is not positive de nite more frequently. The answer to (10) is a by-product of computing (8) , given explicitly by
Creating the primal matrix may be costly. However, the evaluation of the primal objective value C X( z k ) requires drastically less work.
Since the vectors A((S k ) ?1 ) and d( z k ) y were previously found in calculating the dual step direction, the cost of computing a primal objective value is the cost of a vector dot product! The matrix X( z k ) never gets computed during the iterative process, saving time and memory. On the other hand, primal-dual methods require far more resources to compute the primal variables X. (1 ? :5 = p n) k .
Proof. The proofs are by contradiction. If the rst inequality is false, then (S k ) :5 X( z k )(S k ) :5 has at least one nonpositive eigenvalue, which by (12) implies that kP( z k )k 1:
If the second does not hold, then Focusing on the expression P( z k ), it can be rewritten as 3. Calculate kP( z k )k using (14) . 4 . If (13) is true, then X k+1 = X( z k ), z k+1 = C X k+1 , and (y k+1 ; S k+1 ) = (y k ; S k ); else y k+1 = y k + kP( z k )k d( z k+1 ) y , S k+1 = C ? A T (y k+1 ), X k+1 = X k , and z k+1 = z k . endif 5. k := k + 1.
end
We can derive the following potential reduction theorem based on the above lemma: Theorem 2 (X k+1 ; S k+1 ) (X k ; S k ) ?
where > 1=50 for a suitable .
Proof.
(X k+1 ; S k+1 ) ? (X k ; S k ) = (X k+1 ; S k+1 ) ? (X k+1 ; S k ) + (X k+1 ; S k ) ? (X k ; S k ) :
In each iteration, one of the di erences is zero. If kP( z k )k does not satisfy (13), the dual variables get updated and (17) shows su cient improvement in the potential function when = 0:4.
On the other hand, if the primal matrix gets updated, then using Lemma 1 and the rst two parts of Lemma 2, n ln X k+1 S k ? ln det X k+1 ? ln det S k = n ln X k+1 S k ? ln det X k+1 S k = n ln X k+1 S k = ? ln det X k+1 S k = = n ln n ? ln det (S k This theorem leads to Corollary 1 Let n + p n and (X 0 ; S 0 ) ( ? n) ln(X 0 S 0 ). Then, the algorithm terminates in at most O(( ? n) ln(X 0 S 0 = )) iterations.
Proof. In O(( ? n) ln(X 0 S 0 = )) iterations, (X k ; S k ) ( ? n) ln( ):
Also,
Combining the two inequalities,
Again, from (11) we see that the algorithm can generate an X k as a by-product. However, it is not needed in generating the iterate direction, and it is only explicitly used for proving convergence and complexity.
The computation cost in each iteration of the algorithm can be summarized as follows. Note that the procedure uses only the Cholesky factorization. In contrast, each iteration of primal-dual methods requires several additional computations. First, the various Schur complement matrices used to compute the step directions cost signi cantly more to compute than the matrices used in this dual-scaling algorithm. Second, primal-dual algorithms must compute a primal step direction. This step direction involves the product of three matrices, which can be very costly. Third, the primal-dual algorithms does use line searches in both the primal and dual problems. Such a search requires additional dense matrix factorizations.
Maximum Cut Problem
The maximum cut problem asks to partition the vertices of a graph into two sets that maximize the sum of the weighted edges connecting vertices in one set with vertices in the other. The positive semide nite relaxation of the maximum cut problem can be expressed as (e.g. 
The operator Diag( ) forms a diagonal matrix from a vector. Many examples of the maximum cut problem have a very sparse matrix C. Since S is a linear combination of C and a diagonal matrix, it possesses the same sparse structure of C that remains constant for all iterations. This sparsity can be exploited by reordering S to reduce ll-in during the Cholesky factorization. A good reordering will drastically speed up the factorization and the many forward and back substitutions required to compute the Gram matrices.
Applying the dual-scaling algorithm to this relaxation, (23) Since the dual direction depends upon the upper bound z k , splitting the direction into these two parts allows the algorithm to take advantage of a possibly improved upper bound.
To determine the stepsize and measure the improvement in the potential function, we again compute
If kP( z k )k is su ciently small, Lemma 2 guarantees an improved primal solution, X( z k ) with C X( z k ) < z k , where from (11),
Frequently, an improved primal objective value z can be found for even larger values of kP( z k )k. We may rst compute
If z < z k , then we go on to check if X( z k ) 0. But from the above expression, X( z k ) 0 if and only if Diag(d( z k ) y ) + S k 0:
To check if Diag(d( z k ) y ) + S k 0, we use the Cholesky factorization and simply check if its pivots are all positive. We stop the factorization process as soon as we encounter a negative or zero pivot, and conclude that the matrix is not positive de nite. Note that Diag(d( z k ) y ) + S k has the same sparse structure as S k or C, allowing it to be stored in the same data structure. If Diag(d( z k ) y ) + S k 0, we set z k+1 = z < z k . Otherwise, z k+1 = z k .
An improved upper bound z k+1 results in a smaller k := z k+1 ? e T y k and will modify the dual step direction calculated in (23), which is why the step direction was divided into two parts. Finally, the dual variables will be updated by y k+1 = y k + kP( z k+1 )k d( z k+1 ) y and S k+1 = C ? Diag(y k+1 ):
. Larger values of increase the stepsize which can speed up the convergence of the algorithm. Larger stepsizes, however, can also step outside the cone of positive semide nite matrices. If a larger step is used, a Cholesky factorization can check the positive de niteness of S( ). Note that this factorization is needed in the next iteration anyway. Since the matrix S( ) is sparse and well ordered, an unsuccessful attempt to increase the stepsize costs very little. In general, these factorizations cost far less than a factorization of the dense M k , but allow large stepsizes to signi cantly reduce the number of iterations required to achieve the desired accuracy.
We now state the specialized dual-scaling algorithm for solving the maximum cut semide nite program. To accelerate convergence of the algorithm, the implementation used more aggressive stepsizes. It used values of equal to :99; 1:5; 3, and 6. Initially, we set = 3. When the value of was successful for three consecutive iterates, we tried the next larger value. If we stepped out of the feasible region, we tried the next smaller value of . We found that that larger stepsizes were frequently used and this strategy yields a signi cant improvement in the total number of iterations.
In addition, we initialized the value of to be 5n. Larger values of more aggressively seek the optimal solution, but are also more likely to yield infeasible points. After a couple of iterates, was dynamically selected using the following criteria: which by Gerschgorin's Theorem, guarantees S 0 0 (see Atkinson 5] ). This value generally provides a reasonable starting point. We have used the minimum degree ordering algorithm to reorder C.
We have stopped the iteration process when the relative duality gap rgap k = z k ? b T y k 1 + jb T y k j 10 ?6 :
Most combinatorial applications ask for a reasonable bound to be found very quickly. Therefore, the precision required in the semide nite program is far less than required by other applications. In addition, the original maximum cut problem has only simple, binary variables. For these problems, we believe that a precision of 10 ?4 is su cient, so we have recorded the number of iterations and seconds needed to compute that level of precision.
Our experiments used a machine independent graph generator, rudy, created by G. Rinaldi. We tested the maximum cut semide nite program on the G set of graphs used by Helmberg and Rendl 12] . This set of problems becomes a standard test set for graph optimization. These maximum cut problems range in size from n = 800 to n = 3000. Many of these problems, like G1-G10, G22-G31, and G43-G47 have a randomly created structure. Problems G11-G13, G32-G34, and G48-G50 come from a 2 dimensional toroidal grid, while the others represent planar type graphs. Table 1 : Seconds used for the three most expensive computations. Table 1 shows the cost of key steps of the algorithm for six di erent problems. It shows the seconds required to factor S, create M, and factor M. The sparsity statistic in the second column gives the percentage of nonzero entries in the factor after reordering.
This table shows that when S is sparse, the factorization of M dominates the computation time. Since M is generally dense, regardless of the sparsity of S, its computation time is constant for problems of equal size. For more dense problems, the creation of M dominates the computation time. This is not surprising since it uses 3n 3 oating point operations, while the Cholesky factorization uses a sixth of that amount. Most large scale applications, however, will contain a certain sparse structure, and the table shows how this dual-scaling algorithm exploits that structure to save computation time.
The table also emphasizes the importance of a good ordering of the matrix in the beginning of the algorithm. The reordering of matrices has been studied for years 6], but to illustrate its importance, we include a few gures. The following gures in Figure 1 show the structure of S and its Cholesky factor in the 800 800 example G14.
The objective matrix G14 has about 1.58% nonzero entries. Figure 1(a) shows the sparsity structure of the matrix before the minimum degree ordering and Figure 1 where the dimension n was only a few hundred or less, so that no available computation result could be compared to ours. After our results reported, a study of using a primal-dual algorithm for solving relative larger problems, including the maximum cut problem, was conducted by Fujisawa, Fukuda, Kojima, and Nakata 10]. They tested solving sparse maximum cut semide nite programs with dimension up-to 1250. On a sparse problem with dimension of 1000, they required 63,130 seconds; on a problem of dimension 1250, they used 111,615 seconds. Their computations were performed on a DEC AlphaServer 8400 with a processing speed of 437 MHz and 8GB memory, which is much superior to the PC machine used in our test.
As we mentioned before, Helmberg and Rendl 12] used a spectral bundle method to solve the same set of G1-G42 maximum cut problems. Their computations were performed on a UltraSPARC station with 64 MB memory. One advantage of the spectral bundle method is that it uses considerably less memory since it does not create or store a matrix as large as M. On problems with a randomly created structure, the bundle method appears slightly faster than ours. In these problems, the Cholesky factor of the slack matrix is relatively dense, despite the sparsity of the objective matrix. For the toroidal and planar graphs (such as G14), the dual matrix has a much better structure. In these problems, a minimum degree ordering kept the Cholesky factor sparse and the back and forward substitutions quick. In problems with a more structured objective matrix, the dual SDP algorithm outperformed the bundle method.
Finally, our implementation of the dual-scaling algorithm appears to be the rst algorithm to converge to an optimal point in polynomial time, to use the characteristics inherent in many large scale problems to its advantage, and to verify the optimality by solving both the primal and dual problems simultaneously. Its success of even relative dense examples shows that the algorithm is generally e cient, while the improved performance on more sparse examples shows how it exploits the structure of most large scale problems. 
