Spatial Coordinate Trial : Converting Non-Spatial Data Dimension for DBSCAN by Arriyanti, Eka et al.
Spatial Coordinate Trial : Converting Non-Spatial 
Data Dimension for DBSCAN 
Eka Arriyanti 
Informatics Engineering 
STMIK Widya Cipta Dharma 
Samarinda, Indonesia 
ekaarry@wicida.ac.id 
Ita Arfyanti, Pitrasacha Adytia 
Information System 
STMIK Widya Cipta Dharma 
Samarinda, Indonesia 
ita@wicida.ac.id, pitra@wicida.ac.id
Abstract—In big data, noise in data mining is a necessity. Its 
existence depends on data and algorithm, but it does not mean 
the algorithm caused noise. Although the advantages of the 
Density Based Spatial Clustering Application with Noise, 
DBSCAN algorithm, in executing spatial data (two-dimensional 
data) have been widely discussed, but it has not been convincing 
in executing non-spatial data. As an algorithm should perform 
well on any data for optimizing data mining, this research 
proposes a trial to convert dimensions of non-spatial data into 2 
dimensions for executing with DBSCAN algorithm, and a 
different input value for epsilon to know about its minimum 
which begins arising noise in the execution. Method of analysis in 
trial is with considering the attributes of non-spatial data as 
variables that represent coordinate points, rather than 
cardinality. Technically, it is assumed that 2-dimensional 
coordinate axes as a spot point for coordinate with more than or 
equal 3 dimensions according to development of Cartesian 
coordinate system, by first paying attention to relationship of 
variables (attributes). This way is then called Spatial Coordinate. 
The different input values are with paying attention to numbers 
from non-zero minimum distance to the forth of epsilon where 
the epsilon is in integer. The results of trial and testing on 
clusters formed, with Silhouette Coefficient, point out that the 
clusters are well, strong, and quality enough. Therefore, this 
research gives a new way on how preprocessing non-spatial data 
for DBSCAN algorithm performance. 
Keywords—data; algorithm; noise; DBSCAN; spatial 
I.  INTRODUCTION 
As an algorithm should perform well on any data [1] for 
optimizing data mining, DBSCAN needs to be researched 
more for non-spatial data. Some questions on this are : how 
exactly to apply clustering of DBSCAN algorithm for non-
spatial as well as spatial data, how to convert dimensions of 
non-spatial data into 2 dimensions, and how to determine 
input values for epsilon (Ɛ) and minimum points (minPts). 
Although [2] considered cardinality for attributes of non-
spatial data, [3] said that DBSCAN algorithm becomes one of 
the most cited in scientific literatures and also most common 
clustering algorithms, and [4] modified DBSCAN for 3-
dimensional objects (non-spatial data), these questions should 
still be answered carefully. 
Due to that, and since [1] points out that minPts ≥ D + 1, 
and Ɛ = minPts – 1 or depends on the distance function and it 
should be chosen as small as possible (D ; dimensions), a trial 
is needed to determine values for Ɛ, to ascertain which Ɛ begins 
arising noise, not no noise Ɛ. To know about how exactly 
applying clustering of DBSCAN algorithm for non-spatial 
data, it has to be a circumstance that data mining done onto 
non-spatial one with D ≥ 3, using DBSCAN algorithm. The 
success of this trial will be marked by the quality and strength 
of the clusters formed. 
Therefore, although there are many dimensional reductions 
[5-9], the way to convert data dimensions, this spatial 
coordinate trials attempt to show that non-spatial data can be 
executed properly by DBSCAN algorithm, and spatial 
coordinate is expected to be a new way to convert the 
dimensions of non-spatial data into 2 dimensions. 
Furthermore, the problem formulation in this research is a 
trial on converting dimensions of non-spatial data with spatial 
coordinate way in preprocessing and on determining values 
for Ɛ in data mining with DBSCAN algorithm for finding 
clusters at minimum Ɛ with minimum noise, to show 
DBSCAN algorithm performance on non-spatial data. The 
problem limitation is with assuming the 2-dimensional 
coordinate axes as a point for coordinates with more than or 
equal to 3 dimensions according to the development of the 
Cartesian coordinate system, this trial begins by converting 4-
dimensional non-spatial data. 
II. LITERATURE REVIEW
A. Non Spatial Data Dimensions 
A dataset which can not be related to a location on the 
surface of the earth is called non-spatial data [10]. Its data 
types are numbers, characters, or logics. For example, a data 
table containing types of soils and their characteristics. In 
another example, population information in the form of 
regional origin, gender, age, occupation, and so on table. So, it 
is also called as tabular data [11], where attributes are its 
characteristics, and the characteristics are independent of all 
geometric considerations. Example of non-spatial data is 
on Table 1. 
This paper is a preliminary research for research on “Pattern
Identification of Noise Data with Chaos Approach for Data Mining
Optimization” ; sponsored by Kemenristekdikti (Ministry of Research,
Technology, and Higher Education) Republic of Indonesia, 2019. 
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TABLE I.  NON-SPATIAL  DATA EXAMPLE 
Attributes
FGC-EPa Level 
of STMIK 
Wicida   
TOEFL
-Like 
score 
English 
Language II 
score 
English 
Language I 
score 
Number of 
repeats 
TOEFL-Like 
a.FGC-EP = Fresh Graduate Candidate-English Proficiency 
On the table, if the attributes are signed as X1, X2, X3, X4, ..., 
XD, like variables, then number of attributes are 1, ..., D. D is 
dimensions of non spatial data. Since the attributes are 
independent, the relationship among variables of non-spatial 
data is based on variable interests according to the objective of 
clustering. 
B. Spot Point in System of Coordinate 
System of coordinate uses one or more numbers, in pairs 
or orders, called coordinate, which uniquely shows the 
position of the points or other geometric elements on a 
manifold such as Euclidean space. The order of the coordinate 
is significant and they are sometimes identified by their 
position in an ordered tuple and sometimes by a letter. For 
example, "the A-coordinate" or "coordinate (x, y)", where "A 
= (x, y)", or "the coordinate is (-1, 0, √2)", and so on. 
Point in coordinate axes begins with points being line, 
lines being plane (field), planes being space, and so on [12]. In 
field, two perpendicular lines are chosen and the coordinate 
point is the perpendicular distance of the point with the two 
lines. The coordinate is said (x, y). In space, three orthogonal 
interlocking fields are chosen and the coordinate point is the 
perpendicular distance of the point with all three fields. The 
coordinate is said (x, y, z). This can be generalized to create 
coordinate from each point in the n-dimensional Euclidean 
space. The coordinate is said (x, y, z, ..., n). 
In geometry and kinematics, system of coordinate is used 
to describe the (linear) position of points and the angular 
position of axes, planes, and rigid bodies [13]. On rigid 
bodies, the orientation of the second number or letter of 
coordinate (typically referred to as "local" system), fixed to 
the node, is defined based on the first (typically referred to as 
"global" or "world" system) of coordinate. For example, the 
number or the second letter of the coordinate, contains 
Cartesian coordinate consisting of three points. These three 
points are used to define the orientation of the local system 
axis ; they are the ends of three unit vectors that are aligned 
with that axis. The description of all is shown by following 
figure 1 : 
Fig. 1. Points being space (X,Y,Z) [12,14] 
C. DBSCAN Algorithm 
The DBSCAN algorithm (Density-Based Spatial 
Clustering of Applications with Noise) is a clustering type 
data mining algorithm-an unknown number of clustering 
which is based on data density. The concept of density 
referred to that in DBSCAN is the amount of data from the 
minPts that is within the radius Ɛ of each data. The concept of 
density like this produces three types of status for each data, 
namely core (core), boundary (border), and noise. Core data is 
data where the amount of data within radius Ɛ is more than 
minPts, data noise is data where the amount of data within 
radius Ɛ is less than minPts, and boundary data is data where 
the amount of data within radius Ɛ is less than minPts but 
makes neighbor data being core data [15]. 
The DBSCAN clustering process is to calculate the 
distance of the center point (p) to another point using 
Euclidean distance. It is : 
ܦሺݔ௟, ݌௜ሻ ൌ ට∑ ሺݔ௟,௝ െ ݌௜,௝ሻଶ௤௝ୀଵ (1)
where ; 
D   = distance 
xl = another point x spaced (l – i) to the center of i 
pi = center of i 
j = xl to j, with j = 1, 2, 3, ..., q 
The Iteration is done at each point that becomes neighbore of 
the point center (p) and at points that have not been visited. 
 From the pattern, the original pseudocode is in figure 2 
following : 
Fig. 2. Original pseudocode of DBSCAN Algorithm [1,17] 
To know about how quality and strength of the cluster and 
how well an object placed in a cluster, it is used Silhouette 
Coefficient (SC) formula as follows : 
ݏሺ݅ሻ ൌ 	 ௕ሺ௜ሻ	ି	௔ሺ௜ሻ௠௔௫.ሺ௔ሺ௜ሻ,௕ሺ௜ሻሻ (2)
ALGORITHM 1: Pseudocode of Original Sequential DBSCAN Algorithm  
Input: DB: Database
Input: Ɛ: Radius 
Input: minPts: Density treshold 
Input: dist: Distance Function 
Data: label: Point labels, initially undefined 
1 foreachpoint p in database DB do // Iterate over every point
2 if label(p) undefined then continue // Skip processed points
3 Neighbors N RangeQuery(DB, dist, p, Ɛ) // Find initial neighbors
4 if |ࡺ|<minPts then // Non-core points are noise
5 label(p) Noise
6 continue
7 c next cluster label // Start a new cluster
8 label(p) c
9 Seed set S N \ {p} // Expand neighborhood
10 Foreachq in S do
11 if label(q) = Noise then label(q) c 
12 if label(q) undefined then continue 
13 Neighbors N RangeQuery(DB, dist, p, Ɛ) 
14 label(q) c
15 if |ࡺ|<minPts then continue // Core-point check
16 S N
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where the average distance from document i with all 
documents in other clusters taken the minimum is ; 
ܾሺ݅ሻ ൌ ݉݅݊. ܥ	 ് ܣ݀ሺ݅, ܥሻ (3) 
and the average distance from a document eg i with another 
document in a cluster, with j, another document in one cluster 
A and d(i, j), distance between document i and j, is ; 
ܽሺ݅ሻ ൌ ଵ|஺|	ି	௜ ∑ ݆	 ∈ ܣ௜	ஷ௝	݀ሺ݅, ݆ሻ (4)
where the distance of average document i with all objects in 
another cluster C where A ≠ C is ; 
݀ሺ݅, ܥሻ ൌ ଵ|஺| ∑ ݆	 ∈ ܥ	݀ሺ݅, ݆ሻ (5) 
The SC is from -1 to 1. The description is with figure 3 : 
Fig. 3. Origin of SC 
It is the more the silhouette coeficient of the objects in cluster 
close to 1, the more well, strength, and quality the cluster [17]. 
III. METHOD OF ANALYSIS IN TRIAL
A. Converting Dimensions 
To convert dimensions of non-spatial data with spatial 
coordinate, do the following steps : 
1) Defining a non-spatial datasets ; for example, choose 4
variables for FGC-EP Level of STMIK Wicida like shown
in table 1 ; the score and number of repeats TOEFL-Like
are from TOEFL-Like data of STMIK Wicida Language
Center the newest of February 2019-January 2017, to
confirm the number of repeats for each student ; then, the
population is selected by deleting students of TOEFL-Like
data the newest of February 2019-March 2018, whose have
no score of English Language II and I in SIA-Wicida, the
Academic Information System of STMIK Wicida, (2009-
2018), so that the population, N = 206 ; if the variables
symbolized by X, they are TOEFL-Like score (X1),
English Language II score (X2), English Language I score
(X3), and Number of repeats TOEFL-Like (X4), then the
Cartesian coordinate is (figure 4) :
Fig. 4. (X1, X2, X3, X4) ; Dimension D = 4 
And for datasets ; begin population, n = 30, due to the 
largest number of sample from the smallest sample of 
statistics [16], then 60, 90, 120, and 150. This is to find out 
the possibility pattern number of noise and cluster formed 
based on several Ɛ values given, and to find out the value 
of Ɛ which begins arising noise for each n. The sequence N 
is equal to n for each dataset (table 2) : 
TABLE II.  NON-SPATIAL  DATA EXAMPLE 
FGC-EP Level 
of STMIK 
Wicida  
TOEFL
-Like 
score 
English 
Language II 
score 
English 
Language I 
score 
Number of 
repeats 
TOEFL-Like 
n = 30 X1 X2 X3 X4 
1 450 80 80 0
2 437 75 80 0
... ... ... ... ...
30 420 80 80 1
FGC-EP Level 
of STMIK 
Wicida  
TOEFL
-Like 
score 
English 
Language II 
score 
English 
Language I 
score 
Number of 
repeats 
TOEFL-Like 
n = 60 X1 X2 X3 X4 
1 450 80 80 0
2 437 75 80 0
... ... ... ... ...
60 400 75 85 0
... 
FGC-EP Level 
of STMIK 
Wicida   
TOEFL
-Like 
score 
English 
Language II 
score 
English 
Language I 
score 
Number of 
repeats 
TOEFL-Like 
n = 150 X1 X2 X3 X4 
1 450 80 80 0
2 437 75 80 0
... ... ... ... ...
150 407 85 74 3
2) Analyzing relations among variables in case for EP Level ;
a) X1 and X2 ; TOEFL-Like score (X1) and the English
Language II score (X2) are not directly related. X1
influences EP Level. X2 needs X3 (the English
Language I score) for influencing EP Level.
b) X1 and X3 ; X1 and X3 are not directly related. X3
needs X2 for influencing EP Level.
c) X1 and X4 ; X1 and X4 (the Number of repeats
TOEFL-Like) are directly related, but not directly
proporsional. Even though X1 is high, but X4 is also
high, it is not good EP Level. This implies X4 given
weight for X1 and X4 being directly proportional (table
3). 
d) X2 and X3 ; X2 and X3 are independent. X2 does not
influence X3 and vice versa, but both influence EP
Level. Hence, representing of X2 and X3 for
influencing EP Level is their average. This means X2
and X3 are on one axis (table 4).
e) X2 and X4 ; X2 and X4 are not related.
f) X3 and X4 ; X3 and X4 are not related.
bad     good 
-1     0      1 
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TABLE III.  X4 GIVEN WEIGHT 
n = 30 X1 X2 X3 Weighted X4 
1 450 80 80 4
2 437 75 80 4
... ... ... ... ...
30 420 80 80 3
... 
n = 60 X1 X2 X3 Weighted X4 
1 450 80 80 4
2 437 75 80 4
... ... ... ... ...
60 400 75 85 4
... 
n = 150 X1 X2 X3 Weighted X4 
1 450 80 80 4
2 437 75 80 4
... ... ... ... ...
150 407 85 74 1
X4 in the form of 0, 1, 2, 3 is given a weight in the form of 
4, 3, 2, 1. 
TABLE IV.  X2 AND X3 IN AVERAGE  
n = 30 X1 Average of (X2, X3) Weighted X4 
1 450 80 4
2 437 78 4
... ... ... ...
30 420 80 3
n = 60 X1 Average of (X2, X3) Weighted X4 
1 450 80 4
2 437 78 4
... ... ... ...
60 420 80 4
... 
n = 150 X1 Average of (X2, X3) Weighted X4 
1 450 80 4
2 437 78 4
... ... ... ...
150 407 80 1
The average of X2 and X3 is representation of X2 and X3 
on axis.  
Hence, since X2 and X3 are on one axis, (X1, X2, X3, X4) 
being (X1, (X2, X3), X4) with X4 is weighted (figure 5) : 
Fig. 5. (X1, X2, X3, X4) being (X1, (X2, X3), X4) 
3) Sorting the formed coordinate based on variable interests
according to the objective of clustering ; sorting (X1, (X2,
X3), X4) based on X1 with largest to smallest.
4) Normalizing ; due to minPts ≥ D + 1 and Ɛ = minPts – 1,
for ease, choosing value range (1-10) and integer for
normalization (table 5) :
TABLE V.  NORMALIZATION  
n = 30 Norm. X1 Norm. (X2, X3) Norm. X4 
1 7 8 10
2 7 8 7
... ... ... ...
30 5 7 7
n = 60 Norm. X1 Norm. (X2, X3) Norm. X4 
1 7 8 10
2 7 8 7
... ... ... ...
60 5 8 10
... 
n = 150 Norm. X1 Norm. (X2, X3) Norm. X4 
1 7 8 10
2 7 8 10
... ... ... ...
150 5 7 10
5) Determining representation of variables in formed
coordinate for being (X, Y) coordinate ; X1 and X4
(weighted) are directly proportional. This means that X1 is
on one axis and X4 on another. Their representation on the
axes of space is their diagonal. Then, determining diagonal
of Norm. X1 and Norm. X4.
6) Normalizing ; normalizing diagonal of Norm. X1 and
Norm. X4 (table 6).
Hence, (X1, (X2, X3), X4) being ((X1, X4), (X2, X3))
with (X1, X4) is normalization of diagonal Norm. X1 and
Norm. X4, and (X2, X3) is Norm. (X2 and X3).
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TABLE VI.  NORM. X1 AND X4 
n = 30 Norm. (X2, X3) Norm. (X1, X4) 
1 8 9
2 8 7
... ... ...
30 7 6
n = 60 Norm. (X2, X3) Norm. (X1, X4) 
1 8 9
2 8 7
... ... ...
60 8 8
... 
n = 150 Norm. (X2, X3) Norm. (X1, X4) 
1 8 9
2 8 9
... ... ...
150 7 8
Then, the formed coordinate is (figure 6) : 
. 
Fig. 6. (X1, (X2, X3), X4) being ((X1, X4), (X2, X3)) 
On figure 6, ((X1, X4), (X2, X3)) is spatial coordinate 2 
dimensions for 2-dimensional point of space (X1, X4) and 
2 points (X2, X3) on 1 plane. Therefore, 4-dimensional 
point (X1, X2, X3, X4) being 2-dimentional point (X1, 
X4) and (X2, X3) in axes. 
B. Determining Values of Ɛ 
To determine values for Ɛ, do the following steps : 
1) Because D = 4 and minPts ≥ D + 1, then choose
minPts = 5. 
2) Hence Ɛ = minPts – 1 or depends on the distance of and
should be chosen as small as possible, and non-zero 
minimum distance ((X1, X4), (X2, X3)) = 1, then choose 
Ɛ = 1, 2, 3, 4. 
3) Execute ((X1, X4), (X2, X3)) with DBSCAN algorithm
programming ; in this trial, it is used Java Language 
version 0.7.5 from Elki data mining framework 
(opensource). 
IV. RESULT, DISCUSSION, AND TESTING
The result of the execution is pointed out by the following 
table and figure : 
TABLE VII.  RESULT OF EXECUTION  
n Ɛ minPts Number of Cluster Number of Noise 
30 
1 5 0 30 
2 5 2 19 
3 5 1 0 
4 5 1 0 
60 
1 5 0 60 
2 5 2 48 
3 5 3 2 
4 5 1 0 
90 
1 5 0 90 
2 5 3 67 
3 5 5 2 
4 5 1 0 
120 
1 5 0 120 
2 5 2 108 
3 5 6 4 
4 5 1 0 
150 
1 5 0 150 
2 5 5 123 
3 5 9 4 
4 5 1 0 
It can be looked that Ɛ which begin arising noise are from non-
zero minimum of noise in its row. Number of cluster in their 
row are also looked maximum than in other ones. Number of 
noise are also more in rows which the number of cluster less 
than number of cluster where Ɛ begin arising noise. 
 
 
 
Fig. 7. Description of formed clusters from n = 30 
For n = 30, Ɛ = 2, clustered = 2 ;
For n = 60, Ɛ = 3, clustered = 3 ; ...        For n = 150, Ɛ = 3, clustered = 9 ; 
       ... 
 ... 
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The total of formed clusters number is 25 (2, 3, 5, 6, 9). From 
figure 7, it can be looked that the clusters size different. In 
example the cluster size is 6, it will have (i x j) = (6 x 5) 
spaces (permutation) for counting the Silhouette Coeficient 
(SC) for each object (ID) in that cluster. However, there are i 
objects for each formed cluster for each n. Hence, for 
the result of SC testing, the table for this paper, is 
represented by table 8.
TABLE VIII.  REPRESENTATION OF SC TESTING 
n = 30, Ɛ = 2, clstrd = 2 n = 60, Ɛ = 3, clstrd = 3 
Cluster_0 Cluster_1 Cluster_0 
n Sc n Sc n Sc 
- - - - 1 0.160508
2 1 - - 2 0.381013 
3 1 - - 3 0.381013
4 1 - - 4 0.381013
5 1 - - 5 0.381013
6 1 - - 6 0.381013
7 1 - - 7 0.381013
- - - - 8 0.250766
- - 9 0.5 9 0.381013
- - 10 0.46967 10 0.381013
- - 11 0.5 11 0.381013
- - 12 0.46967 12 0.381013
- - 13 0.5 13 0.381013
- - - - 14 0.250766 
- - - - 15 0.250766
- - - - 16 0.250766 
- - - - 17 0.250766
- - - - 18 0.250766
Average 1 Average 0.487868 Average 0.325347 
It can be looked that the average of the 3 clusters are on the 
right side of SC range. They are :  
For n = 30 ; 
cluster_0 is absolutly good 
cluster_1 is good enough 
For n = 60 ; 
cluster_ 0 is good enough 
V. CONCLUSION 
Spatial Coordinate way is able to convert 4-dimensional 
non-spatial data. Minimum Ɛ with minimum noise is able to 
find with paying attention to dimensions (D) of non-spatial 
data, value choice of Ɛ from non-zero minimum distance to
Ɛ = minPts – 1, and value range of normalization. Therefore, 
the number should be integer. MOreover, DBSCAN algorithm 
performance is able to be used on non-spatial data.
VI. FUTURE WORKS
The research following this research are : 
1) Research on identifying the pattern of noise which begin
arising because of the non-zero minimum epsilon for each
n of datasets, from N population. This is to ensure that the
maximum number of clusters obtained in the research is
the ideal cluster number. And if this is obtained, it is an
optimization way for data mining-an unknown number
of clustering.
2) Implementation of DBSCAN algorithm application for
any data.
3) Deep analysis of Cartesian coordinate for further space.
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