INTRODUCTION
The modeling of Internet traffic has long been important to networking product developers, performance analysts, network administrators, and researchers. It has taken on increasing importance in recent years as researchers have sought to create environments for testing Intrusion Detection Systems (IDSs) -especially when testing tools designed to discover previously unseen attacks. To evaluate an IDS one needs a testbed that accurately reflects the background traffic of the defended organization into which only known attacks and viruses can be injected for test purposes.
Simulating Internet traffic is never simple due to the Internet's immense size and diversity [1] , but there are useful existing results. Perhaps the most frequently referenced models of TCP connection distributions are those from Paxson [5] , [12] . Paxson and his colleagues examined more than 3 million TCP connections from a number of wide-area traffic traces and a variety of sources. Some analytical models were derived to describe the random variables associated with TELNET, NNTP, SMTP and FTP connections [5] . In [12] , it was found that TCP session arrivals are Poisson only if they correspond to user-initiated sessions. The following table summarizes the models used in [5] and [12] to describe the traffic characteristics of different services.
AS the Internet evolves rapidly, the way people use it and the content of Internet traffic have been changed significantly. By using traffic traces captured in February 2003 at University of Central Florida, the authors became aware that many statistical variables of modern Internet traffic differed from classical distribution models and preferred more than before to have heavy-tailed features (The latter are well known in network traffic literature [2] [3] [4] [5] ). Even using heavy-tailed distributions, some variables, such as bytes transferred by FTP, HTTP and SMTP protocols are less straight forward to model. In this paper we document a successful trace-driven modeling approach that leverages hybrid and heavy-tailed distributions. We also present results from NS-2 simulation, which show our models are able to generate Internet background traffic similar to the real ones in the sense that Simulating Application Level Self-similar Network Traffic Using Hybrid Heavy-tailed Distributions Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 
HEAVY-TAILED DISTRIBUTIONS AND

SELF-SIMILARITY
The distribution of a random variable X is said to be
For a heavy-tailed random variable, we have
Thus, the property can be checked by examining a log-log complementary distribution (LLCD) plot. In an LLCD plot,
> is plotted on log-log axes. The self-similarity can be observed by a straight line behavior in the plot, where the line's slope approximates the value of -α.
Probably the most commonly used heavy-tailed distribution is the Pareto distribution with probability density function given by
that a large number of superimposed heavy-tailed ON/OFF processes can yield self-similar traffic with degree of self-similarity assessed by the Hurst parameter, H [7] . The ON and OFF periods do not need to have identical distributions, and only one of them needs to be heavy-tailed. In the case where both are heavy-tailed the relationship between the Hurst parameter and the heavy tail parameters is given by [4] Reference [3] confirms above findings through examining Internet Web traffic on application level, and concludes that the ON periods, rather than OFF periods, are more likely to drive the observed level of traffic self-similarity. Based on this observation the relationship between the Hurst parameter and heavy tail parameter can be simplified as Probably the best known effort to create an IDS testing environment was done at MIT's Lincoln Lab in the 1998 and 1999 DARPA Intrusion Detection Evaluation [8] [9] . The background traffic in the experiments was based on the analysis of samples of 4 months of network traffic from 50 Air Force Bases. From that analysis simulated synthetic attack-free background traffic was generated based on application level modeling similar to that given in Table 1 . This "trace driven application level" modeling seems to be essential, as opposed to packet level modeling [1] . The reason is that much of the Internet traffic uses adaptive congestion control, which implies that traffic sources adjust their transmission rate according to the degree of network congestion. Consequently, the timing of a connection's packets reflects the conditions in the network at the time the connection occurred. Recreating packet-level timings is, thus, unrepresentative.
Application level traffic distributions can be reproduced more reliably.
Data from the Lincoln Lab experiments have been widely used as the basis for both background and attack modeling. However, with the exception of session arrival times (modeled as Poisson) the parameter values and distributions of many other random variables (such as connection bytes and idle times between connections) were not given. Nothing was said of self-similarity or of heavy-tailed properties [13] .
LAN TRAFFIC ANALYSIS
In this paper, we are using the CS LAN traffic from UCF for illustration. We captured protocol headers from millions of Ethernet frames during a 10-hour period in February 5, 2003. For our initial effort we restrict our attention to TCP traffic (which represented the vast majority). Table 2 gives an overview of the traffic statistics.
In this section, we use FTP protocol as an example to demonstrate how we model traffic variables using hybrid After analyzing the traffic traces, we confirmed the FTP session arrivals are still Poisson and we found log-Gamma and Gamma distributions can best describe the idle time between two consecutive FTP-DATA connections less and more than 1 second, respectively.
We found the number of bytes transferred during an FTP-DATA connection requires hybrid modeling. The number of FTP-DATA connections of one FTP session also reveals the feature of heavy tail, and it can be appropriately fit with a Pareto distribution.
Random variables for other protocols including HTTP, SMTP, POP3 and SSH are modeled in the same manner. Hybrid heavy-tailed distributions have favorable effects on modeling challenging variables.
SIMULATION AND RESULTS
The random variables of 5 protocols and their models and parameters used in simulation are summarized in Table 3 .
Note that there are 2 categories of POP3 connections. "Loaded" connections actually receive user email messages from email server, while "unloaded" connections only perform status checks and no email is retrieved.
NS-2 is discrete event simulator with support of simulation for TCP, routing and multicast protocols over wired and wireless networks [14] . By the tools provided by NS-2, one can construct a realistic networking environment, run simulations, monitor and capture all traffic packets.
We created two groups of nodes in NS-2. One group includes client nodes of all protocols, while another group contains all server nodes which respond to client nodes' requests. Nodes in each group connect to two dedicated routers via high-speed links. The client-side router connects to all client nodes, and the server-side router connects to all 
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server nodes. The two routers are connected by a link with lower speed and large throughput, representing a typical backbone Internet connection. We set up a monitor on the backbone link, where all packets between any pair of client and server have to go through and will be captured.
The UCF traffic traces were captured from 8am to 6pm on Feb. 05, 2003. We simulated the traffic and compared the results to the real traffic in the period from 2pm to 3pm. We select this time period because it has most frequent networking activities and hence it is more meaningful to use it than any other period to investigate traffic's statistical characteristics.
We collected TCP packet counts for every second from both UCF traces and simulation traces. We tested their self-similarity features using log-log spectra density plots near the origin, as showed in Figure 3 (a) and (b) . The same method is described in [3] [4].
The straight lines in Figure 3 are linear models of the data. Parameter of self-similarity (H) is obtained by formula H = (1-slope)/2 [3] . The H parameter values of real traces and simulation are 0.9008 and 0.91, respectively. Repeated simulations yielded the same result: the H parameters of real traffic traces and simulation have very close values. In other words, they have the same degree of self-similarity.
SUMMARY
In this paper we have demonstrated an efficient trace-driven method to model and simulate certain hybrid distributions of network traffic that include heavy-tailed distributions. In combination with the results in [10] this work enables accurate modeling of enough of the commonly occurring application layer protocols which account for a high percentage of background traffic. Simulation experiments achieved similar distributions of statistical variables and same degree of self-similarity for the overall traffic, compared with the traffic to be simulated. We are using the results to build a test system that can be tuned to particular backgrounds based on traffic traces captured in those backgrounds. 
