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1. Introduccion
La Fuerza Bruta [25] es una modalidad de ataque mediante la cual
se intenta obtener acceso no autorizado realizando intentos reiterados y sis-
tematicos de login sobre un servicio de red, a traves de la utilizacion de
credenciales potencialmente validas.
Las credenciales utilizadas durante la realizacion de este tipo de ataques,
suelen provenir de conjuntos de credenciales que existen por defecto para
ciertos dispositivos o aplicaciones, de credenciales comunmente utilizadas
por los usuarios o de credenciales que fueron comprometidas previamente
a traves de otros tipos de ataque [9]. En el contexto de las auditoras de
seguridad, mediante la fuerza bruta se detectan todos o la mayora de los
casos en los cuales las credenciales utilizadas para el acceso a un servicio
presentan alguna debilidad, las cuales potencialmente permitiran a un ata-
cante acceder de forma no autorizada, al sistema de informacion que esta
siendo auditado.
En base a lo anterior es que la presente tesis propone el desarrollo de
la aplicacion Swarming [24], la cual surge como una herramienta que en-
cara de forma moderna, la implementacion de los ataques de fuerza bruta,
buscando en el proceso contemplar vacos dejados por otros programas e
incorporando a su vez tecnologas para las que existen escasos o ningun
soporte.
1.1. Motivacion
La utilizacion de ataques de fuerza bruta en el ambito de las auditoras de
sistemas de informacion, habitualmente presentan dos situaciones adversas:
En cuanto a la modalidad, se realizan de una manera que desapro-
vecha mucha de la informacion expuesta por los servicios que la red
posee, informacion que revela mucho sobre cuales son las conveniencias
en la realizacion del ataque.
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En cuanto a la dicultad, presentan ciertas dicultades al momento
de congurar el mismo, lo cual sucede en servicios que ofrecen recursos
de gran complejidad en su utilizacion, como es el caso de HTTP.
Como consecuencia de esto, la fuerza bruta durante una auditora es po-
co practicada o realizada sin aprovechar su potencial, ya sea por cuestiones
de tiempo o por cuestiones de complejidad, dejando as fuera del analisis
importantes vulnerabilidades en los servicios que son objeto de auditora.
En la actualidad existen tres herramientas que sobresalen al momento
de hablar de fuerza bruta sobre redes: Hydra [22], Medusa [13] y Ncrack
[16], de las cuales se expondran ventajas y limitaciones que constituyen la
base del desarrollo planteado.
Hydra es una de las aplicaciones de fuerza bruta mas antiguas que exis-
ten en el contexto de la seguridad. Desarrollada por el Aleman van Hauser
en 2001, Hydra es la primera opcion para muchos al momento de hablar
de herramientas de fuerza bruta sobre redes. Esta aplicacion es activamente
mantenida, habiendo sido actualizada por ultima vez el 12 Mayo del 2014.
Entre las ventajas que se pueden destacar de Hydra se encuentran el gran
numero de protocolos que soporta como as tambien el numero de platafor-
mas sobre las que se indica que funciona. Por otro lado Hydra posee algunas
caractersticas que no la hacen muy popular al momento de utilizar o de
extender en funcionalidad, entre las que se destacan:
Suele suceder que la aplicacion se corrompe durante su ejecucion u
omite resultados producto de los errores que se generan1. Si bien al-
gunos de estos problemas se fueron solucionando con el tiempo, otros
aun persisten.
Al estar implementada en C y con un codigo muy desprolijo, es difcil
tener un entendimiento claro de lo que ocurre dentro de la aplicacion,
dicultando mucho la realizacion de extensiones.
1http://security.stackexchange.com/questions/41913/linux-hydra-issue-random-
correct-password-success
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Bajo estas mismas observaciones y mas, es que miembros del grupo Foo-
fus.net realizaron el desarrollo de Medusa, subsanando de esta manera la
mayora de los problemas que Hydra presenta. Medusa posee un codigo fuen-
te mucho mas organizado y prolijo, ademas de otras caractersticas que lo
hacen una interesante opcion, pero a diferencia de Hydra, Medusa tiene so-
porte sobre un numero de protocolos algo menor.
Como tercera opcion existe nCrack que es un proyecto nacido en el \Goo-
gle Summer of Code" de 2009 pero que aun no es considerado como un
programa terminado ni por los propios autores. No es una opcion muy com-
petitiva contra las dos primeras, en principio porque no ofrece nada nuevo
y en segundo lugar porque se desempe~na de muy mala manera en todos los
aspectos en los que se los puede comparar con respecto a Hydra y Medusa.
A su favor podemos decir que estas herramientas demostraron en con-
junto poseer un buen numero de protocolos en su soporte, buena velocidad
en la realizacion del ataque y una relativa simplicidad en su uso [1][2]. Sin
embargo, mas alla de estas caractersticas, lo que hace que estas herramien-
tas sean la primer opcion al momento de hablar de fuerza bruta sobre redes,
es la inexistencia de alternativas.
Realizando simples casos de uso de estas aplicaciones sobre redes y servicios
comunmente encontrados hoy en da, queda rapidamente en evidencia los
muchos problemas que estas presentan a lo largo de su utilizacion, entre los
que podemos listar:
De existir un Firewall o un IPS como iptables [23] o fail2ban [10],
los servicios solo se pueden acceder de a intervalos de tiempo regulares
o un cierto numero de veces por cantidad de tiempo. Esto genera
situaciones que no siempre son bien manejadas por las herramientas,
provocando que estas ignoren algunas credenciales o que las mismas
sean rechazadas, dejando en desconocimiento si dichas credenciales son
validas o no.
Existen protocolos (HTTP por ejemplo) que pueden presentar una
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gran complejidad en los procesos de login, desde Cookies hasta Tokens
CSRF [26], ademas de otras. Si bien algunas de estas caractersticas
estan contempladas por algunas de las herramientas antes menciona-
das, lo estan de manera parcial o simplemente no lo estan, haciendo
que HTTP sea un ejemplo de protocolo muy excluido, aunque sea este
extremadamente utilizado hoy en da.
Siguiendo con HTTP, a diferencia de otros servicios, en la actualidad
este tiene un rol extremadamente destacado dentro de una red, en
muchos de los aspectos posibles. Se ha vuelto un servicio extremada-
mente complejo, y aparejado a esa complejidad crecio el numero de
potenciales problemas de seguridad existentes. Todas las herramien-
tas mencionadas se limitan a auditar solo lo explcitamente indicado
por su ejecutor, generando que la auditora de un servicio con estas
caractersticas sea una tarea imposible, debido a la enorme cantidad
de contenido a analizar antes de poder generar una ejecucion valida
de las mismas.
La velocidad con la que se realiza un numero de intentos de login
no es relevante al momento de un ataque. Este objetivo parece ser el
buscado en principio por las aplicaciones listadas, no siendo el caso
de la propuesta. Si algo deja como experiencia la auditora de redes
y sus servicios es que en la mayora de los casos, las credenciales que
uno busca estan al alcance de la mano o suelen ser de facil inferencia,
quedando la velocidad de ataque rezagada a un segundo plano ya que el
problema radica en la obtencion de las credenciales y no en la velocidad
con la que se las utiliza.
As como las anteriormente expuestas, existen innidad de caractersticas
mas que hacen de estas tres herramientas algo poco practico al momento de
hablar de procesos de fuerza bruta, mas cuando se trata de auditoras de
redes grandes.
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1.2. Objetivos
Partiendo de todos los problemas anteriormente analizados como as
tambien de ideas propias y sugeridas, es que se elaboro una lista de reque-
rimientos que sirvieron como base para el dise~no de la aplicacion solucion,
entre los cuales encontramos:
Realizar procesos de fuerza bruta (obviamente), tambien conocidos
como Cracking .
Realizar un recorrido automatico del servicio auditado, trabajo cono-
cido como Crawling .
Crecer dinamicamente en el numero de procesos que realizan los tra-
bajos.
Reconocer aplicaciones, dispositivos y cualquier caracterstica que sig-
nique un ahorro de trabajo en la auditora.
Iniciar de manera automatica procesos de Crawling sobre recursos a los
que se tuvo acceso, repitiendo el ciclo todas las veces que sea posible.
Brindar una interfaz de usuario simple, basada en una API que per-
mita la interaccion de otras herramienta con la aplicacion, de manera
sencilla.
Seguir un modelo en el cual cada modulo encargado de procesar un
protocolo en particular, funcione de la manera mas aislada posible,
permitiendo la carga y descarga de los mismos ademas de una facil y
exible implementacion.
De esta manera se establece un escenario que a futuro facilitara la tarea
de agregar nuevas funciones, como protocolos a soportar y otras.
Si bien es imprescindible la implementacion de la mayor cantidad de proto-
colos posible para un aprovechamiento maximo de la capacidad de la aplica-
cion, en esta primer instancia del desarrollo se apunto a HTTP como primer
protocolo a contemplar. Esta decision se justica porque HTTP es uno de
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los protocolos con peor soporte por parte de las aplicaciones antes menciona-
das, ademas de ser el protocolo que mas problemas puede presentar debido
a su complejidad y al gran numero de diferentes situaciones existentes en su
utilizacion.
1.3. Solucion y Desarrollo
El Swarming nace como una aplicacion cuyo objetivo principal es el
desarrollar automaticamente todas las actividades posibles en torno a los
procesos de fuerza bruta, buscando con esto aprovechar al maximo toda la
informacion obtenida del contexto, sin que se requiera intervencion humana.
Figura 1: Modelo del Swarming
Para lograr esto, se siguio un modelo que presenta una unica interfaz a
traves de la cual no solo el usuario controla la aplicacion, sino que tambien
permite que otras aplicaciones puedan acceder a los datos y controles, lo-
grando de esta manera una facil extension en el uso del Swarming por otros
programas. La gura 1 muestra una representacion general de como el unico
medio de acceso, ya sea desde una interfaz de usuario o desde una aplicacion
externa, es a traves de la API del programa, la cual es accedida a traves del
envo de mensajes en formato JSON [27].
Para la implementacion, si bien existe un espectro interesante de lengua-
jes, se opto por la utilizacion del lenguaje de programacion Python [12] en
su version 3, el cual presenta muchas cualidades dentro de las que podemos
destacar:
Lenguaje Interpretado. Esto al momento de desarrollar representa una
ventaja enorme, ya que las pruebas pueden realizarse inmediatamente
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despues de que los cambios fueron persistidos. Si bien el hecho de que
sea un lenguaje interpretado no ayuda demasiado en lo relacionado a
performance, existe en Python la posibilidad de realizar modulos en
algun lenguaje compilado (C++ por ejemplo), los cuales pueden ser
importados y utilizados desde Python, caracterstica que sera aprove-
chada para dar soporte a protocolos como MySQL, SSH , y otros.
Soporte nativo de Unicode. Hoy en da, la capacidad de soportar la
codicacion Unicode en las comunicaciones es mas un requerimiento
que una opcion. Es por esto que se opto por Python 3 para la imple-
mentacion del Swarming, ya que Python en sus versiones anteriores,
como la 2.7, no soporta Unicode de manera simple.
Gran Numero de Libreras. Algo que siempre caracterizo a Python es
el hecho de que posee un espectro muy interesante de libreras para
muchas actividades. Desde ORMs para el modelado de bases de datos
siguiendo una orientacion a objetos, pasando por Frameworks para
el desarrollo de interfaces Web y utilizacion de JSON, hasta modulos
para el manejo de protocolos como HTTP de forma muy simple pero
no por eso menos potente.
Si bien al momento de escoger el lenguaje de programacion, todo lo
anterior fue decisivo, tambien existieron otras cuestiones no tan tecnicas,
como la facilidad que el autor tena sobre el lenguaje o el hecho de que a
la fecha Python es uno de los lenguajes mas populares para el desarrollo de
aplicaciones, como as tambien ampliamente soportado en gran numero de
plataformas.
Todo lo antes mencionado pretende aclarar a muy grandes rasgos, al-
gunas de las motivaciones para la seleccion de determinadas tecnologas,
ademas de dar una perspectiva muy abstracta del modelo de la aplicacion.
En los captulos siguientes se expondra de manera mas detallada el uso del
Swarming para luego seguir hasta el nal del documento, con una inmersion
paulatinamente mas profunda en su funcionamiento.
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2. Funcionamiento de la aplicacion
A continuacion se expone y explica un caso de uso a traves del cual
el Swarming se muestra superando situaciones que, con las herramientas
existentes solo podran llevarse a cabo mediante varias etapas, debiendo
estas ser gestionadas por una persona. Con esto, se pretende dar una primera
vision de la aplicacion en cuanto a su funcionamiento y sus capacidades,
aspectos sobre los que se basan las explicaciones de los captulos siguientes.
2.1. Contexto
Para analizar el funcionamiento del Swarming, supongamos el siguiente
caso de uso.
Figura 2: Topologa del Caso de Uso.
El usuario se encuentra frente a una topologa constituida por un Switch
y un Servidor, el cual brinda un servicio HTTP del que no se tiene infor-
macion. Nuestro objetivo es lograr el mayor nivel de acceso posible sobre
dicho servicio, utilizando como unico elemento adicional, un conjunto de
credenciales que poseemos previamente.
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2.2. Ejecucion
Para iniciar la auditora del servicio, el usuario a traves de la ventana de
dialogo New Task , realizara el agregado de una nueva tarea la cual se dene
mediante un recurso en formato URL y por su estado inicial, concretando la
creacion de la tarea al presionar el boton Add. En la gura 3 se observa la
ventana de dialogo donde se distingue en rojo la entrada que espera la URL
del recurso a procesar, y en azul la entrada que especica el estado inicial
de la tarea.
Figura 3: Dialogo para agregar Tareas
Una vez han sido completados estos pasos y agregada la tarea, la misma
se podra ver incluida en la tabla de tareas presentada por el panel Task , el
cual lista todas las tareas existentes dentro de la aplicacion, tal y como se
observa en la gura 4.
A partir de los valores indicados en la tabla bajo los ttulos Stage (eta-
pa) y State (estado), podemos denir la situacion en la cual una tarea en
particular se encuentra. El valor initial en el campo Stage es el valor por
defecto para todas las tareas recien creadas y representa la etapa en la cual
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Figura 4: Panel Task. Etapa initial
la Unidad responsable del procesamiento de la tarea, controla que la misma
este completa y el servicio que referencia, disponible, para luego efectuar la
transicion de la misma a su etapa siguiente.
Figura 5: Etapa Crawling y creacion de nuevas tareas.
Siguiendo con el ejemplo, una vez la tarea se puso en marcha (State
cambio a running) y los controles sobre la misma fueron correctos, se rea-
liza la transicion a su proxima etapa, la cual para esta tarea en particular
corresponde Crawling. Esto se maniesta, como muestra la gura 5, con
el cambio del valor Stage, de initial a crawling y con el cambio de color
de la barra bajo el ttulo Done, de verde a naranja, dejando en claro el
proceso que la tarea esta llevando a cabo en el momento. Todo los procesos
comentados de transicion entre etapas como as tambien entre estados, son
procesos que se llevan a cabo de forma automatica, siendo la creacion de la
tarea el punto en el que se inicia el tratamiento de la misma.
Por otro lado, la gura 5 presenta dos nuevas tareas en etapas diferen-
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tes a la primera, una en la etapa cracking.dictionary y otra en la etapa
waiting.dependence.crawling. Para comprender mejor el signicado de estas
nuevas dos etapas, se presenta en la gura 6 el esquema que representa el
conocimiento que el Swarming tiene hasta el momento, sobre el contexto de
la auditora.
Habiendo nuestra tarea original derivado en un proceso de Crawling sobre el
servidor HTTP, el Swarming pudo detectar durante su recorrido del arbol
de directorios, la existencia de una restriccion de acceso por medio de una
autenticacion HTTP Basic, la cual se observa en la gura 5 como la en-
trada #2 de la tabla y en la gura 6, como el punto nro 2. Esta nueva tarea
que fue generada por el Crawler, se encuentra en la etapa cracking.dictionary
desde un comienzo, indicando a traves de esta, que se encuentra realizando
un proceso de Cracking con Usuarios y Passwords (.dictionary) como
credenciales.
Figura 6: Conocimiento luego del Crawling.
En la gura 6, el paso indicado con el numero 3, representa el elemento
oculto detras de la autenticacion HTTP Basic, representado en la tabla de
la gura 5 por la entrada con el mismo numero. La etapa de esta 3er ta-
rea es waiting.dependence.crawling, lo cual signica que el Swarming debe
esperar por la tarea de la que depende (waiting.dependence) antes de pa-
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sar a su nueva etapa que es Crawling (.crawling). En la entrada #2 de la
gura 5 y en la #3 de la misma gura, se pueden observar dos smbolos:
Un candado cerrado y una cadena. El candado nos indica que esa tarea se
encuentra bloqueada, sin haber podido aun conseguir credenciales validas.
Por otro lado, la cadena nos indica que esa tarea depende de otra, o lo que es
lo mismo, requiere que otra tarea logre resultados antes de ella poder iniciar
su trabajo. En nuestro ejemplo, la tarea #3 depende de la tarea #2, ya que
sin las credenciales que la #2 genera, la #3 no podra avanzar.
Una vez la tarea #2 logra algun resultado, su condicion de bloqueo
cambia automaticamente y todas las tareas dependientes de ellas (la #3
en nuestro caso), dejan de esperar y pasan a la siguiente etapa que les
corresponde. En la gura 7 se observan estos cambios en la aplicacion.
Figura 7: Desbloqueo de la tarea en espera.
Habiendo la tarea #2 obtenido resultados y la tarea #3 cambiado de
etapa a crawling, esta ultima no se ve ya mas limitada por la autenticacion
HTTP Basic e inicia su proceso de descubrir que hay mas alla. Durante
este nuevo proceso de Crawling es que se identica la existencia de una
aplicacion Joomla! , la cual el Swarming no solo reconoce sino que sabe
como explotar, generando nuevas tareas de Cracking sobre los formularios
que Joomla! posee. Una vez comprobada la existencia de estos formularios,
la tarea #3 dispara dos nuevas tareas, la #4 y la #5 las cuales al igual que
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la tarea #3, dependen de la #2 (necesitan las credenciales de HTTP Basic
para avanzar), lo que ya no representa ningun obstaculo debido a que las
mismas ya se conocen. Con estas ultimas dos tareas, naliza el proceso de
descubrimiento sobre el servicio HTTP, quedando las tres tareas de Cracking
a la expectativa de nuevos diccionarios los cuales utilizar.
2.3. Resultado
Se pudo observar a traves del ejemplo presentado, el grado de automa-
tizacion que el Swarming ofrece, no solo en el descubrimiento de recursos a
atacar, sino tambien en la generacion de nuevas tareas a desarrollar sobre
el servicio, con el n de lograr el maximo nivel de acceso posible sobre el
mismo.
Cada etapa analizada a lo largo de la ejecucion del Swarming, de haberse
ejecutado a traves de las aplicaciones como Hydra o Medusa, hubiese sig-
nicado la repetida ejecucion y analisis de los resultados de las mismas de
forma manual, desperdiciando as todo el tiempo que la buena performance
de estas herramientas podra llegar a ofrecer.
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3. Modelo general
En una primera aproximacion, la idea general detras del Swarming es la
de una aplicacion que corre como un proceso desatendido y cuya unica forma
de control es a traves de mensajes enviados a una interfaz. Esto le permite a
herramientas externas el acceso a la informacion sin demasiados problemas,
facilitando la implementacion de las mismas y de la aplicacion. Internamente
el Swarming se encuentra constituido por Unidades, las cuales existen
como componentes que podran ejecutarse de forma autonoma en procesos
diferentes, motivo por el cual el Swarming implementa la comunicacion entre
ellas mediante Pasaje de Mensajes.
La utilizacion de Procesos como mecanismo de paralelizacion de las tareas
surge del analisis de dos posibles polticas:
Paralelizar utilizando Procesos, como se hizo.
Paralelizar utilizando Thread.
Si bien la utilizacion de Threads presenta una ventaja clara que es el
espacio de direcciones compartido entre ellos (lo que facilita mucho el inter-
cambio de informacion y sincronizacion entre las componentes), no ofrece
garantas de aprovechamiento real de los multiples nucleos que un sistema
puede tener. Es por esto que, para asegurar la concurrencia sin importar la
plataforma sobre la que se realice la ejecucion, se opto por la utilizacion de
procesos como mecanismo de multitarea, delegando la utilizacion de Thread
a las unidades que los requieran.
Para la encapsulacion de la informacion que se enviara a traves del
pasaje de mensajes entre las Unidades, Python ofrece de forma nativa la es-
tructura de datos diccionario (tipo de dato dict) que sigue el mismo formato
que la notacion de objetos en JavaScript conocida como JSON (JavaScript
Object Notation). Esta notacion es soportada en Python a partir del modulo
llamado json el cual permite la conversion de estructuras dict a cadenas
JSON y viceversa. De manera paralela, analizando la complejidad temporal
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de las funciones que se pueden aplicar sobre los diccionarios [7], queda en
evidencia otro de los motivos por los cuales esta estructura de datos es la
mas adecuada para la implementacion de la encapsulacion de datos.
De la idea de utilizar Procesos y Pasaje de Mensajes para la ejecucion y
comunicacion de las componentes del Swarming, surge la decision de basar
la implementacion en el modulo multiprocessing de Python, el cual posee
mecanismos de ejecucion de funciones/metodos en el contexto de un nuevo
Proceso, aportando a su vez un medio de comunicacion entre estos conocido
como Queue, el cual permite el pasaje de mensajes de un proceso a otro de
forma bidireccional.
En base a todo lo anterior se puede establecer un primer diagrama que
expone de modo general la arquitectura que el Swarming presenta, tanto en
la manera de escalar hacia la multitarea, como en la comunicacion de sus
componentes y con ella, como se observa en la gura 8.
Figura 8: Swarming - Modelo Interno Abstracto
En la gura 8 podemos observar delimitadas tres zonas por las lneas
punteadas. Partiendo desde la izquierda, el usuario a traves del navegador,
de una terminal o de otra aplicacion, controla el Swarming, el cual ofrece
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una unica interfaz (La API ). La Unidad Engine, la cual contiene la API, es
una unidad especial de la aplicacion, de la cual solo existe una instancia de
ejecucion en todo el programa. Las unidades que implementen soporte para
los diferentes protocolos (HTTP en este caso), existen comunmente como
instancias propias de cada proceso dedicado al consumo de tareas (Process
N en la gura), pudiendo existir muchos de estos a lo largo de una ejecucion.
Por ultimo, la Unidad Core se encarga de intercomunicar todas las unidades
existentes en la aplicacion, ademas de llevar a cabo algunas tareas propias
como unidad.
3.1. Componentes
Para comenzar a conocer en detalle los aspectos internos del funciona-
miento del Swarming, se presenta en la gura 9 un diagrama el cual plasma
la arquitectura del mismo con un muy reducido grado de abstraccion, la
cual servira de base para el entendimiento de cada uno de los componentes
y mecanismos existentes dentro de la aplicacion.
Analizando a primera vista la imagen, podemos distinguir que la misma
se encuentra compuesta por cuatro cuadros de los cuales tres son de un
mismo color. Cada uno de estos cuadros representa una Capa o Layer dentro
de la aplicacion, las cuales constituyen el mecanismo que utiliza el Swarming
para la implementacion de la multitarea. Las Layers, individualmente, no son
otra cosa que un proceso el cual dene su rol en funcion de quien lo controla.
En la gura 9, las Layers 1, 2 y 3 (las coloreadas en amarillo), se encuentran
controladas por las Unidades Executor las cuales son las responsables
de recibir los mensajes destinados a la capa y realizar la ejecucion de los
mismos sobre las unidades que estos tengan como destino. La Layer 0 es la
primera Layer en ser creada por el Swarming y se encuentra controlada por
la Unidad Engine, la cual se encarga de tres tareas principales
La generacion del trabajo a realizar a partir del conocimiento existente,
llevado a cabo por la componente Tasker.
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El manejo del conocimiento que la aplicacion obtiene a lo largo de la
ejecucion, gestionado por el componente Knowledge.
La presentacion de una interfaz al usuario, que permite el control y
acceso a la informacion, aspecto manejado por la componente WebUI.
Cada uno de estos tres componentes, posee una instancia de la clase
ORM la cual es responsable de generar la abstraccion del modelo de datos
a objetos, ademas de controlar el acceso a la base de datos SQLite3.
Figura 9: Swarming - Modelo Interno
Los cuadros punteados que rodean a algunas componentes y unidades
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en las diferentes capas, representan threads creados por la unidad que se en-
cuentra contenida dentro de este. Por ejemplo, todos los Executors no solo
administran el proceso perteneciente a la Layer en la que se encuentran,
sino que ademas poseen un thread extra cuya funcion es atender los mensa-
jes recibidos, sin que esto interrumpa su funcionamiento.
Algo que se puede notar en el diagrama es el hecho de que la unidad Core
no se encuentra contenido en ningun proceso, lo cual es as porque Core es
la unica unidad que es comun a todas y que no posee una ejecucion propia,
funcionando entre otras formas, como medio de comunicacion entre las di-
ferentes capas.
Por ultimo, las unidades HTTP, como as tambien cualquier otra unidad
que gestione un protocolo, son unidades que existen como instancias solo
dentro de las capas superiores (por encima de la Layer 0 ), motivo por el
cual se las conoce dentro del Swarming como Light Units (Unidades Li-
vianas). Un concepto ligado a esto ultimo es el de las Heavy Units (Uni-
dades Pesadas) las cuales poseen su propia Layer y existen en la Layer 0
o por debajo de la misma. El unico ejemplo de este tipo de unidades en la
presente version del Swarming es la Unidad Engine, aunque se pretenden
hacer futuras expansiones que agregues mas de estas unidades.
Existen otros componentes que integran algunas de las diferentes uni-
dades mencionadas que no fueron expuestos en la presentacion, los cuales
seran abordados mas adelante en los apartados correspondientes a cada una
de ellas.
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4. Comunicacion
La comunicacion entre las diferentes unidades del Swarming ocurre me-
diante el Pasaje de Mensajes el cual se encuentra implementado a partir de
la clase Queue del modulo multiprocessing y del tipo de encapsulamiento de
datos dict, ambos elementos nativos de Python. La comunicacion es llevada
a cabo por medio del envo de diccionarios de un extremo de la cola de men-
sajes al otro, a traves de la conversion de los mismos a cadenas con formato
JSON. Este formato garantiza el facil intercambio de informacion con otros
procesos que puedan existir, permitiendo al Swarming concebir una poltica
de facil incorporacion de componentes a futuro.
4.1. Asincronismo
Los mensajes asincronicos constituyen la poltica de comunicacion por
defecto seguida por el Swarming. Al realizarse el envo de un mensaje dentro
de la aplicacion, se desconoce el tiempo que pueda su receptor requerir para
su procesamiento, ya que la variedad de tareas posibles a realizarse va desde
las mas simples y rapidas, como son los accesos a la base de datos, hasta
las mas complejas y lentas, como es el ataque a un recurso remoto. Por otro
lado las diferentes unidades que componen la aplicacion, operan de manera
muy aislada las unas de las otras, siendo necesario en muy raros casos, cono-
cer la respuesta de un mensaje inmediatamente despues de su envo. Todos
estos aspectos y alguno otros, son el motivo por el cual el asincronismo se
tomo como poltica a seguir para el intercambio de informacion dentro de la
aplicacion.
Para poder distinguir cual de las respuestas recibidas corresponde a un
mensaje determinado, en el Swarming se implemento el concepto de Chan-
nel (Canal). Al momento de enviarse un mensaje que requiere un cambio
de contexto (pasar de un proceso a otro, por ejemplo), la unidad que lo
recibe generara un numero de canal unico que identicara la comunicacion,
devolviendo dicho valor a quien realizo el envo en un principio. Una vez
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la unidad que recibio el mensaje naliza con la tarea de procesarlo, genera
un nuevo mensaje el cual contiene la respuesta al mensaje original como as
tambien, el canal que se entrego en respuesta al mismo. En la unidad recep-
tora (aquella que genero el mensaje en un comienzo), los mensajes recibidos
como respuesta son almacenados e indexados a traves del numero de canal
con el cual arribaron, para luego poder ser accedidos en el momento en que
se los requiera.
Para entender mejor este mecanismo, debemos analizar las diferentes partes
que lo constituyen, siendo los mensajes el primer elemento que debemos
entender.
4.2. Los Mensajes
Dentro del Swarming todas las unidades poseen una unica interfaz para
la transmision de mensajes de unas a otras, la cual se compone por un uni-
co metodo llamado dispatch(message). Codicada en el mensaje recibido
como parametro, se encuentra la informacion necesaria para iniciar la ejecu-
cion del comando que el mensaje representa, como as tambien lo necesario
para dar respuesta al mismo. Todos los mensajes que circulan a lo largo del
Swarming contienen la misma informacion, estando estos constituidos de la
siguiente manera
dst: Indica la unidad a la cual va dirigido el mensaje, a traves del
nombre de la misma.
src: Contiene el nombre de la unidad que dio origen al mensaje, siendo
esta a quien debe ir dirigida la respuesta que se genere en base al
mismo.
cmd: El comando a ejecutar sobre la unidad destino. Este campo a
traves de la cadena de caracteres que referencia, indica que comando
de los registrados por la unidad destino, se desea ejecutar.
params: Es un diccionario anidado dentro del mensaje, que contiene
todos los valores requeridos para la ejecucion del comando indicado
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por cmd. El unico factor a tener en cuenta en cuanto a los valores
indexados por este diccionario, es que los mismos deben poder ser
convertidos a JSON, de otro modo su transmision a otras unidades
sera imposible.
heavy: Este campo existe para orientar a algunas unidades sobre como
procesar el mensaje que lo contiene. En general este campo indica si el
comando del mensaje requerira de mucho tiempo para su procesamien-
to (valor a True) o si el procesamiento del mismo sera practicamente
inmediato (valor a False). Si ocurre que este campo se omite, se asume
que su valor es False.
channel: Indica el canal a traves del cual se espera la respuesta resul-
tado del mensaje enviado. Este campo esta constituido por un numero
entero positivo de 32bits generado aleatoriamente, cuyo unico obje-
tivo es distinguir unvocamente el envo y recepcion de un mensaje
particular entre dos unidades.
layer: El numero entero que este campo contiene, indica la capa a
la cual el mensaje corresponde. Este valor es agregado al mensaje de
manera automatica por la unidad Core durante el envo del mismo
y utilizado principalmente por la misma unidad para los procesos de
enrutamiento.
La dinamica de interaccion entre mensajes involucra la ejecucion habitual
de distintas rutinas para llevar a cabo la comunicacion en forma adecuada. Es
por este motivo que el Swarming incluye el modulo conocido como Message
para la manipulacion de mensajes, el cual permite realizar la asignacion de
un canal, controlar los valores y desarrollar una respuesta en base al mensaje,
sistematizando la interaccion.
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5. Las Unidades
Las Unidades son aquellos elementos que constituyen al Swarming y
que a traves del pasaje de mensajes con otras Unidades, desarrollan un rol
denido dentro de la aplicacion. Las Unidades poseen como rasgo distintivo
la implementacion de la interfaz dispatch() la cual sin embargo, no es ca-
racterstica suciente para la denicion de una unidad como tal. Todos los
elementos y comportamientos que un modulo debe poseer para ser conside-
rado una unidad, son proporcionados por el Swarming a traves de la clase
abstracta Unit, de la cual estos deberan heredar para establecer las bases
de su funcionamiento como unidades.
5.1. La clase abstracta Unit
La clase abstracta Unit existe como contenedor de todas las caractersti-
cas que hacen de un modulo que hereda de ella, una unidad del Swarming.
Si bien existen muchos comportamientos de los cuales Unit solo se encarga
de indicar si el mismo se encuentra presente o no, en los modulos que la in-
cluyen, existen otros de los cuales Unit realiza la implementacion casi total,
dentro de los que tenemos:
Denicion de la variable protocols de la unidad, la cual provee a
traves de un diccionario de los nombres de los protocolos soportados
por la unidad, ademas del puerto por defecto de cada uno de ellos. Por
ejemplo, en el caso de la unidad HTTP, esta variable contiene el valor
f\http":80, \https":443g
add cmd handler() es el metodo utilizado por las unidades para re-
gistrar la rutina encargado de manejar determinado comando recibido
a traves de un mensaje.
get response() permite consultar por el arribo de una respuesta a
partir de un canal indicado, pudiendo establecer si se desea bloquear
o no la llamada hasta que el arribo se concrete.
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set knowledge() y get knowledge() son metodos que existen con
el n de facilitar el acceso a la componente Knowledge de la unidad
Engine (el almacenamiento y recuperacion de datos de la Base de da-
tos). A partir de estos dos metodos, las diferentes unidades realizaran
procesos como por ejemplo, la creacion de nuevas tareas, o la actuali-
zacion de su informacion, los cuales implican crear nuevas entras en la
base de conocimiento o modicar algunas ya existentes.
Dentro del Swarming existen dos comandos por defecto en todas las
unidades, los cuales son halt y response . El primero es el comando
recibido cuando la unidad debe iniciar su detencion, mientras que el
segundo es el comando ejecutado durante la recepcion de una respuesta
a otro mensaje enviado.
Por ultimo tenemos el metodo dispatch() y los metodos forward()
y digest(), los cuales en conjunto se encargan de la recepcion, enru-
tamiento y procesamiento de los mensajes a lo largo del Swarming.
Para poder avanzar en el entendimiento de otros mecanismos existentes
dentro de la aplicacion, primero debemos conocer mas en detalle el funcio-
namiento de algunos de los elementos antes listados, de las Unidades.
5.1.1. Las Respuestas
Ante el envo de un mensaje desde una unidad, el receptor canalizara
la respuesta mediante un comando response. Este comando no requiere en-
viar una respuesta cuando la unidad receptora lo recibe. Al momento de
recibirse un mensaje response, el manejo que se realiza del mismo consiste
en el agregado de este a un diccionario de la clase Unit que contiene todas
las respuestas indexadas por canal. Cuando la unidad receptora del mensaje
response desea conocer si una determinada respuesta existe dentro del con-
junto de respuestas recibidas, realiza un llamado al metodo get response()
indicando el canal sobre el cual la respuesta debera haber arribado.
En la gura 10 podemos observar el proceso a traves del cual una respuesta
es recibida y procesada por una unidad. La lnea punteada divide la imagen
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en los dos Threads que interactuan en el proceso. Del lado izquierdo de la
misma, tenemos al Thread que realiza la recepcion de la respuesta, el cual
una vez logra garantizar su acceso exclusivo al contenedor de respuestas,
agrega la misma indexandola por su numero de canal. Una vez la respuesta
se encuentra contenida en responses, el Thread 1 notica a todos los demas
Threads que pueden estar esperando por respuestas, que una ha arribado,
para luego liberar el acceso exclusivo que posee. Del otro lado de la lnea
punteada, el Thread 2 inicia una llamada a get response() la cual intenta
obtener acceso exclusivo al diccionario responses para consultar por la exis-
tencia de una respuesta en particular. Si la respuesta existe, se la extrae del
diccionario y se la devuelve a quien realizo la llamada, mientras que en caso
de no existir, se espera la siguiente noticacion de arribo antes de volver a
realizar la consulta, repitiendo este ciclo las veces que sean necesarias hasta
obtener la respuesta requerida.
Figura 10: Comando response
Este proceso, como cualquier mensaje transmitido dentro del Swarming,
involucra a la interfaz dispatch() para la transmision, con la salvedad de que
al nal del procesamiento del mismo ningun otro mensaje es generado.
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5.1.2. La interfaz dispatch()
El proceso de recepcion de un mensaje por parte de una unidad, se inicia
en el metodo dispatch() de la misma. Este metodo se encarga de recepcio-
nar y en algunos casos analizar parcialmente, el mensaje con el objetivo de
conocer si el mismo debe ser procesado por la unidad o reenviado.
La implementacion por defecto del metodo dispatch() que existe en la clase
Unit, basicamente controla si el mensaje esta destinado a la unidad que lo
recibe o no. En caso de estarlo, pasa a ser analizado por el metodo digest()
de la misma, el cual en su implementacion por defecto, busca ejecutar el
comando indicado en el mensaje. En caso de que el mensaje no vaya diri-
gido a la unidad, la implementacion por defecto del metodo forward() es
la encargada de tratarlo, la cual no realiza otra cosa que volver a enviar el
mensaje a la interfaz dispatch() de la Unidad Core.
Esta rutina de tratamiento del mensaje es principalmente conservada por
las unidades livianas que solo realizan trabajos de auditora, mientras que
otras unidades, como Executor, Core o Engine, poseen re-implementaciones
de algunos o todos los metodos que componen este circuito de recepcion de
los mensajes.
Siguiendo con las imagenes, la gura 11 presenta el circuito de procesamiento
de un mensaje comenzando desde su arribo a dispatch() hasta su naliza-
cion en digest() o forward(). Los tres recuadro que simbolizan las diferentes
fases por las que se puede mover el mensaje recibido, seran los componentes
que se modicaran a lo largo de algunas unidades para realizar tratamientos
diferentes de los mensajes durante su recepcion.
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Figura 11: Circuito de dispatch() por defecto
Es importante dejar en claro la estructura que el manejo del mensaje po-
see, ya que en las secciones siguientes se expondran circuitos mas complejos
de tratamiento del mensaje, que se encuentran basados sobre este.
5.2. El modulo Messenger
El envo de mensajes entre unidades que se encuentran en procesos di-
ferentes involucra por un lado el pasaje de mensajes entre los mismos y por
el otro, un mecanismo de consumo de los mensajes recibidos que no inte-
rrumpa la normal ejecucion de la unidad. Tomando esto como base surge
la implementacion del modulo Messenger, el cual esta compuesto por una
cola de mensajes Queue sobre la cual se colocan los mensajes recibidos, y
por un Thread el cual toma dichos mensajes y los analiza, enviando estos a
los metodos forward() o digest() de la unidad receptora, segun corresponda.
A traves de la sobrecarga del metodo dispatch(), las unidades que poseen
el modulo Messenger interceptan el envo de mensajes que se realiza sobre
ellas, encolando estos y devolviendo en la respuesta inmediata, el canal co-
rrespondiente a la comunicacion. Para el procesamiento de los mensajes que
son obtenidos en el otro extremo de la cola, Messenger de forma autono-
ma se encarga de tomar los mismos y siguiendo el analisis realizado por
dispatch() en su implementacion por defecto, evalua si el mensaje debe ser
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enviado al metodo forward() o digest() de la unidad, volviendo a repetir el
ciclo una vez se naliza.
Figura 12: Messenger
De esta manera, durante la ejecucion de la unidad existente en el proceso
2, puede ocurrir que el envo de un mensaje desde el proceso 1 sea iniciado
sin que esto bloquee a ninguno de los dos. Con el mensaje ya agrega al buer
de Queue, la instancia de Messenger existente en el proceso 2, a traves de su
Thread realizara la extraccion del proximo mensaje a tratar, redirigiendo el
mismo o ejecutandolo sobre la unidad sin que esto interera con la normal
actividad que el proceso 2 pueda estar realizando. De esta manera, el modulo
Messenger le otorga a la unidad que lo posee, la recepcion desatendida de
mensajes desde otras unidades que se encuentran en otros procesos, dando
cierre as a todos los requerimientos restantes de la comunicacion.
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6. Unidades Core
Una de las unidades mas importantes del Swarming es la unidad Core,
la cual no solo nuclea e intercomunica todas las unidades de las que mantiene
referencia, sino que tambien es quien inicia toda la ejecucion de la aplicacion
en un comienzo. Esta caracterstica que posee Core de conocer todas las
unidades de la aplicacion, es lo que llevo a que sea la unidad responsable de
implementar entre otras cosas, los siguientes requerimientos
Manejar la logica de redireccionamiento de los mensajes, que se en-
carga del envo de los mismos dentro de la capa y hacia las demas
capas.
Gestionar la ejecucion de mensajes dirigidos a Core, la cual es depen-
diente de la capa sobre la que se realiza.
Implementar los mecanismos encargados de la gestion de las unidades
(carga y descarga) que existen dentro de la capa.
El desenvolvimiento que la unidad Core tiene en todas sus actividades,
esta directamente ligado a la capa en la que se encuentra. La capa 0 (Layer
0 ) es especial respecto a las actividades que Core realiza, ya que es la unica
capa que existe de forma obligatoria. La instancia de Core existente en la
capa 0 es la unica que conoce a todos los Executors dentro del Swarming,
por lo que solo a traves de esta se puede realizar la distribucion homogenea
del trabajo entre las mismas. Cuando ocurre que un mensaje recibido por
Core debe ser reenviado a una unidad que no reconoce, de ocurrir en la Capa
0, este sera asignado a una nueva capa de forma aleatoria, generandose un
mensaje de error en el caso de que lo mismo ocurra en una capa diferente.
Otro comportamiento que distingue al Core de la capa 0 de los demas, es
el hecho de que solo este sabe como manejar los mensajes que van dirigidos
a instancias de Core de otras capas. Cuando un mensaje es recibido en
la capa 0 con Core como destino, es el campo \layer" del mensaje el que
indicara sobre cual de todas las capas se lo debe ejecutar, asumiendo que
la capa es la 0 en caso de que el campo \layer" no exista. Fuera de estos
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aspectos, todas las instancias de Core se comportan de la misma manera,
enviando a la unidad destino dentro de su capa, el mensaje recibido. Estos
comportamientos se encuentran implementados en los metodos forward() y
digest() de Core, representandose una abstraccion de los mismos en la gura
13.
Figura 13: Metodo forward y digest de Core
El ultimo aspecto desarrollado por Core es la gestion de las unidades
dentro de la capa, la cual consiste entre otras cosas, en la creacion de las
unidades que se desea que la capa posea. Esto es llevado a cabo a traves del
comando control que Core implementa y que basicamente consta de tres
rutinas: load, drop y reload.
La rutina load crea y pone en funcionamiento la unidad indicada por
el parametro `unit', dentro de la capa. La creacion de la unidad esta
basada en el metodo de clase build del cual se utiliza su implemen-
tacion por defecto para las unidades livianas (HTTP, SSH, etc), pero
que es sobrecargado por las demas (Executor y Engine por ejemplo)
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para llevar la tarea a cabo.
drop es la rutina ejecutada para realizar la baja de una unidad dentro
de una capa, siendo el nombre de la unidad el unico parametro.
reload es una rutina que existe con el unico motivo de evitar tener
que realizar la baja y el alta de una unidad a traves del envo de los
mensajes drop y load. Esta rutina es util si existe algun cambio en
la implementacion de una unidad que requiere ser reejado sobre la
ejecucion del Swarming, sin que esto implique detener al mismo.
Estas rutinas son parte importante del mecanismo multitarea del Swar-
ming, ya que a traves de ellas es que se realiza la carga de las unidades
Executors, las cuales crean las nuevas capas.
32
7. Unidad Executor
Las unidades encargadas del trabajo de Cracking y Crawling dentro
del Swarming (las Light Units o Unidades Livianas), son unidades que son
invocadas de forma externa durante el proceso de recepcion de un mensaje.
La Unidad Executor es la encargada de proporcionar dicha ejecucion a las
unidades livianas que existen dentro de su capa, siendo ademas esta unidad
el unico punto de acceso que la capa posee.
Supongamos que la unidad Engine desea enviar un mensaje a una unidad
liviana (por ejemplo HTTP). Para esto puede indicar la capa a la cual
desea dirigir el mensaje o dejar que su instancia de Core seleccione una de
forma aleatoria. En cualquiera de los dos casos, cuando el mensaje llega
a la unidad Core de Engine (Core de la capa 0), esta toma el Executor
correspondiente a la capa seleccionada y realiza el dispatch sobre la misma,
retornando a Engine la respuesta inmediata. Una vez la unidad Executor de
la capa seleccionada recibe el mensaje, se encarga de clasicar este segun lo
considere simple de procesar o complejo, lo cual se establece a partir de la
presencia del ag \heavy" dentro del mensaje. Si el mensaje es considerado
simple de procesar, este es ejecutado de forma inmediata sobre la unidad
destino, mientras que si se lo considera complejo, sera vuelto a encolar en
una cola especial de mensajes la cual es consumida de forma paralela. Esto
permite que, en caso de ocurrir el arribo de un mensaje que requiere atencion
inmediata por parte de la unidad que se encuentra realizando un trabajo (por
ejemplo un mensaje urgente como halt), este pueda llegar a ser ejecutado
en un tiempo razonable, sin tener que esperar la nalizacion de la ejecucion
en curso. La gura 14 ilustra el ejemplo.
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Figura 14: Light Units y Executor
Como ocurre con todas las unidades que reciben mensajes de otras capas,
la unidad Executor posee un Messenger el cual se encarga de la recepcion
y consumo de los mismos. A traves de la sobrecarga del metodo forward(),
Executor modica el comportamiento por defecto en la redireccion de los
mensajes, siendo este el punto en el que se controla si los mismos seran
ejecutados en el momento o vueltos a encolar para ser procesados de otra
manera. Esta cola paralela de mensajes, dedicada a los mensajes complejos,
recibe un procesamiento muy similar al que Messenger realiza sobre los
mensajes, con la diferencia de que el hilo de ejecucion que la consume, es
el hilo principal del proceso perteneciente al Executor. Cuando un Executor
es creado, el mismo es lanzado sobre un nuevo proceso el cual representa
la capa sobre la que se encuentra. Una vez el proceso crea el Messenger
y da contexto a la capa, la ejecucion se vuelca a la atencion de esta cola
de mensajes complejos, la cual permanece a la espera de los mensajes que
el Messenger pueda enviarle. Para ilustrar mejor este proceso, la gura 15
muestra la implementacion del Executor y como a traves de la sobrecarga
del metodo forward(), el Messenger es capaz de clasicar el trabajo.
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Figura 15: Manejo de mensajes por Executor
Con las capas administrando a partir de Executor la recepcion, clasica-
cion y ejecucion de los mensajes a enviar a las unidades livianas, solo resta
conocer la unidad encargada de la generacion de dichos mensajes.
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8. Unidad Engine
El manejo de la informacion obtenida a lo largo de la ejecucion de la apli-
cacion, el analisis para la realizacion del trabajo pendiente y la presentacion
de una API que nos permita gestionar el sistema, son las responsabilida-
des que denen a la unidad Engine. Esta unidad posee una base de datos
como elemento principal en su constitucion, la cual es accedida por todos
los componentes que implementan su funcionalidad: Knowledge, Tasker
y WebUI. El componente Knowledge es el encargado de realizar el almace-
namiento y obtencion de la informacion que otras unidades pueden querer
realizar sobre la base de datos, la componente Tasker es la encargada de
analizar dicha informacion para la inferencia y actualizacion de las tareas
que se deben ejecutar, y WebUI es quien brinda al usuario una API simple
que le permita realizar la gestion de la aplicacion, como as tambien tener
acceso a la informacion conocida por la misma.
Antes de iniciar un analisis mas profundo de la implementacion de cada una
de las componentes, vamos a explicar el funcionamiento y los aspectos rela-
cionados a una subcomponente conocida como ORM, la cual fue observada
por primera vez en el modelo de la Figura 9 y que tiene como funcion el
modelado de los datos y abstraccion del accesos a la base de datos.
8.1. Subcomponente ORM
La subcomponente ORM (por Object-Relational Mapping) es un modu-
lo de la unidad Engine el cual permite realizar una abstraccion de los datos
de la base de datos, como as tambien del acceso a la misma. El modulo
ORM sigue un patron Singleton el cual busca que todos los componentes
utilicen el mismo canal de comunicacion con la base de datos, encargandose
ORM de generar la exclusion mutua entre ellos. Otro aspecto importante
del modulo es la posibilidad de convertir las entradas obtenidas como re-
sultado de una consulta, en objetos con formato JSON, lo cual facilita la
insercion de los mismos de manera casi inmediata en el circuito de mensajes
del Swarming. Por cada tabla existente en el modelo de datos, ORM posee
36
una clase que dene y da funcionalidad a la misma, deniendose en estas la
manera en la que una entrada de la tabla debe ser convertida a un objeto
JSON y viceversa.
Para facilitar el acceso a la informacion por parte de las componentes que
utilicen ORM, el modulo implementa una interfaz que posee dos metodos,
set y get. Ambos metodos requieren como unicos parametros el nombre de
la tabla sobre la que operar y los datos sobre los cuales basar la consulta.
En el caso de get, los datos suministrados seran utilizados para identicar
las entradas que seran devueltas como resultado, mientras que para set, se
intenta reconocer una entrada existente la cual modicar con la informacion
suministrada (por ejemplo a partir del id indicado) o se crea una nueva.
Estos metodos utilizados mayormente por la componente Knowledge son
expuestos de mejor manera durante su explicacion.
8.1.1. Modelo de Datos
El modelo de datos pretende establecer la forma que se le da a la infor-
macion al momento de ser persistida, independientemente del manejador de
base de datos que sea utilizado. En la gura 16 podemos ver representado
el modelo de datos utilizado por el Swarming, con todas sus entidades y
relaciones entre ellas.
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Figura 16: Modelo Relacional de datos de Tasker
Si bien en muchos casos, a partir de los nombres de las tablas o de sus
atributos, podemos inferir el rol de las mismas, no es esto siempre as, por lo
cual a continuacion detallamos la funcion de cada tabla como a as tambien
una descripcion de sus atributos, en los casos en los que sea requerido.
Unit (unidad) se encarga de mantener un registro de que unidad pro-
cesa que protocolo a traves del nombre de la unidad y del protocolo, los
cuales se almacenan en los atributos name y protocol respectivamente.
Por ejemplo, durante el procesamiento del comando register por parte
de la unidad HTTP, se realiza el registro de los protocolos que esta
administra, los cuales son enviados a Engine para la creacion de una
entrada por cada uno de ellos, en la tabla Unit.
Task (tarea) es la entidad central dentro del modelo, ya que todas
las demas giran en torno a ella. Todo lo que el Swarming realiza se
encuentra de una u otra forma ligado a una tarea, motivo por el cual
esta es una de las entidades mas requeridas. Cada entrada dentro de
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esta entidad representa un proceso que ya fue hecho o que aun resta por
hacer del Swarming, siendo sus diferentes atributos los responsables de
denir las caractersticas del mismo.
 Los atributos protocol, hostname, port, path y attrs denen el
Recurso sobre el cual se ejecuta la tarea, de los cuales los primeros
cuatro hacen referencia a los mismos componentes que constitu-
yen una URL con la forma
<protocol>://<hostname>:<port><path>
El atributo attrs es mas complejo y funciona como contenedor de
caractersticas propias del recurso que son solo signicativas para
este, como es el caso del metodo a utilizar por HTTP (POST
o GET por ejemplo) o el nombre de la base de datos para una
unidad como MySQL.
 Los atributos stage y state denen la etapa en la cual la tarea
se encuentra en su ejecucion y el estado de la misma, respectiva-
mente. Los diferentes valores que estos campos pueden adquirir
como as tambien una denicion mas completa de los mismos, se
presentara en la exposicion del Componente Tasker.
 description es una cadena que contiene una descripcion corta
de lo que el recurso es, la cual suele ser completada durante la
etapa initial o cuando una tarea da origen a otra.
 done y total son numeros que indican la cantidad de trabajo
realizado y la cantidad de trabajo total a realizar por la tarea.
Estos valores son actualizados periodicamente y son utilizados
para calcular el porcentaje de trabajo restante antes de terminar
con la tarea.
success es la tabla en la cual las credenciales que resultaron exitosas
en un proceso de Cracking, son almacenadas, existiendo las mismas en
formato JSON dentro del campo credentials.
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complement se encarga de almacenar en su atributo values una
cadenas en formato JSON conteniendo todo lo que una unidad debe
saber para poder tener acceso al recurso de login al que la entrada
pertenece. Por ejemplo, cuando una unidad que realiza un proceso
de Cracking sobre un recurso logra obtener acceso, la misma agrega
en una entrada de complement todo lo que las unidades que de ella
dependen, deben saber para poder acceder de la misma manera. Esta
informacion no siempre es tan simple como conocer las credenciales
para el acceso, motivo por el cual la tabla success no es utilizada con
este n.
La tabla dictionary esta compuesta por los campos username y
password en los cuales se almacenan las credenciales a ser utilizadas
por los Crackers. En los casos en los cuales se busca agregar al diccio-
nario una entrada consistente unicamente en un nombre de usuario o
el password, lo que se hace es introducir la misma dejando el atributo
restante en NULL de manera tal que para el Swarming la misma se
encuentre constituida solo por un elemento.
Por ultimo, la tabla dictionary task es una tabla de uso interno
al Swarming (no visible desde ninguna unidad que no este en Engi-
ne) cuyo objetivo es establecer que entradas de dictionary ya fueron
consumidas por una tarea de Cracking o estan en proceso de serlo. El
atributo state indica el estado en el que se encuentra el consumo de un
conjunto de entradas del diccionario, mientras que current e index se
utilizan para denir dicho conjunto. Los detalles de su funcionamiento
son vistos durante la descripcion de la Componente Tasker.
Todo el modelo de datos presentado constituye la estructura que la in-
formacion posee dentro del Swarming, utilizandose para la implementacion
y gestion de la misma, un mecanismo de abstraccion conocido como Mapeo
Objeto-Relacional.
40
8.1.2. SQLAlchemy y SQLite3
Una librera de abstraccion ORM (Object-Relational Mapper) imple-
menta un mecanismo a traves del cual se realiza la persistencia de informa-
cion existente en una instancia de clase, a una tabla de una base de datos
relacional, sin la necesidad de realizar consultas SQL por parte del usuario.
Cuando se desea crear una entidad del modelo de datos, como por ejemplo
task, se crea una clase ORM la cual a traves de mecanismos dependientes
de la herramienta que lo implementa, genera una relacion entre la clase y
su tabla correspondiente, reejando a partir de ese momento todas las ins-
tancias de la clase como entradas de dicha tabla. Las instancias creadas a
partir de esta clase poseeran entonces un tiempo de vida que trasciende al
de la instancia en s, ya que los datos de la misma existiran en la base de
datos despues de su destruccion, con la posibilidad de volver a crear la ins-
tancia a partir de ellos. Otra de las cualidades que este modelo posee, es la
capacidad de utilizar herramientas propias de la programacion orientada a
objetos en las clases creadas, como la herencia y la sobrecarga, permitiendo
dar comportamientos particulares a las clases y extender su funcionalidad.
La herramienta utilizada por el Swarming para realizar la implementacion
del ORM dentro de la unidad Engine es SQLAlchemy [20], la cual no solo
es potente y simple en su uso, sino que tambien es una de las mas utilizadas
en el contexto de los usuarios Python [19].
El DBMS (DataBase Management System) por otro lado, es la base
de datos propiamente dicha, existiendo innidad de estas hoy en da, que
implementen el Modelo Relacional. SQLite3 [21] es el DBMS seleccionado
para ser utilizado junto con SQLAlchemy ya que es extremadamente rapido,
muy portable entre plataformas y posee la caracterstica de utilizar como
objeto de persistencia los archivos. Esta caracterstica de SQLite de almace-
nar los datos en un unico archivo, permitira al usuario la administracion de
los mismos de manera sencilla, dandole mucha exibilidad sobre el manejo
de la informacion de la ejecucion.
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A traves de estas dos herramientas el subcomponente ORM implementa
la persistencia del conocimiento que la unidad Engine maneja, mantenien-
do un nivel de abstraccion que permite el cambio de la base de datos sin
que esto genere modicaciones profundas en el modulo. Durante el proceso
de seleccion del mecanismo de persistencia, existieron otras opciones que,
por como funciona el Swarming, brindaban algunas ventajas que el modelo
relacional no ofreca. El manejador de bases de datos conocido como Mon-
goDB [14] es un DBMS no-relacional, lo que signica que la informacion
que almacena no precisa tener una estructura predenida como s ocurre
con las bases de datos relacionales. MongoDB brindaba la posibilidad de
almacenar los datos recibidos en formato JSON de forma directa ya que es
este el formato que la base de datos utiliza. El inconveniente que MongoDB
plantea es su falta de portabilidad ya que para hacer uso de la misma el
cliente debe primero instalarlo, lo que no solo es incomodo sino que tambien
injusticado respecto a las ventajas que plantea.
8.2. Componente Knowledge
Durante la ejecucion del Swarming, la informacion generada por las di-
ferentes unidades, es almacenada y consultada a traves de los comandos que
el Componente Knowledge implementa en Engine, los cuales son set y
get. Tanto el comando set como el comando get poseen parametros rela-
tivamente similares, radicando la diferencia unicamente en como estos son
utilizados. Ambos comandos reciben una lista de diccionarios que represen-
tan operaciones a realizar sobre la base de datos, siguiendo los mismos la
forma \tabla":fvaloresg en cada una de sus entradas. Por ejemplo, una
lista de operaciones enviada por una unidad a Engine podra tener la forma
[{"task":{...}, "success":{...}}, {"task":{...}}]
donde podemos observar dos operaciones: La primera realizando dos con-
sultas, una a \task" y otra a \success", y la segunda solo realizando una a
\task". De esta manera, la unidad que lo requiera puede realizar pedidos
complejos de informacion sin necesidad de efectuar el envo de muchos men-
sajes. Cada una de las consultas que se puedan realizar, representa un acceso
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a los metodos get y set del modulo ORM, siendo estos quienes realizan la
real implementacion de las mismas. En la implementacion del metodo get
de ORM, la busqueda se suele realizar normalmente bajo el criterio de los
campos id y timestamp, aunque se permite efectuar busquedas bajo otros
criterios. El campo timestamp es un valor que existe en todos los datos al-
macenados dentro de Engine, el cual indica la ultima vez que el dato fue
modicado. A traves de este campo es posible conocer los elementos que
sufrieron modicaciones desde la ultima vez que se accedio a la misma, ob-
teniendo de esta manera solo la diferencia entre los datos nuevos y los datos
viejos. Este campo a diferencia de los demas, durante su consulta es ana-
lizado no por medio del operador de igualdad sino a traves del operador
\>", contemplando de esta manera un conjunto de valores. El campo id
en caso de especicarse en la consulta, ignora lo indicado por timestamp,
devolviendo en su resultado la entrada de la tabla indicada por su valor.
Al realizarse una consulta sobre elementos compuestos (por ejemplo success
que posee un id del task al que pertenece), los datos obtenidos contendran
de forma anidada la informacion que es necesario conocer de los elementos
de los cuales dependen, devolviendo a quien realizo la consulta, una version
mas completa del elemento, que no requiera resolver todas sus dependencias.
Supongamos que deseamos obtener todas las entradas de success cuyo ti-
mestamp sea mayor a 0 (o lo que es lo mismo, desde el comienzo de la
ejecucion). Para esto, la unidad que las requiere enviara dentro de la lista de
consultas del comando \get" algo como f\success":f\timestamp":0gg,
lo cual devolvera en el mensaje de respuesta a la unidad, datos como los
siguientes
{"success":{"id":0, "credentials":"...", "task":{"id":3,...}}},
{"success":{"id":1, "credentials":"...", "task":{"id":1,...}}},
...
De esta manera, quien realizo la consulta a success, no solo obtendra la
informacion de cuales fueron las credenciales que tuvieron exito, sino tam-
bien, la informacion (por cada credencial) de la tarea sobre la cual se obtuvo
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acceso.
El metodo set de ORM por otro lado, sigue una estructura similar a get
en los parametros que recibe, cambiando en este caso la manera en la cual
se identica la entrada referenciada. La actualizacion ocurre cuando entre
los valores de la consulta se encuentra establecido el id, el cual referencia un
elemento en particular, haciendo uso del resto de la informacion suministrada
para actualizar el mismo. De no existir el campo id, lo siguiente que el
metodo set intenta es averiguar si ya existe una entrada en la base de datos
que corresponda con un elemento exactamente igual al que se desea crear,
el cual en caso de existir es obtenido para luego devolver su id, sin realizar
sobre este ninguna modicacion. Por ultimo, si ocurre que el elemento no
existe, se crea una instancia de este utilizando los datos suministrados, se
almacena la misma y una vez se le asigna un id dentro de la base de datos,
este es devuelto como ocurre en los demas casos. Para aclarar lo anterior, a
continuacion se presenta un ejemplo en el cual se realizan tres operaciones
diferentes de set sobre una misma entrada, ilustrando as los tres posibles
casos antes descriptos.
Supongamos que en un primer momento se realiza el envo de infor-
macion de una nueva tarea, que no corresponde con ninguna entrada
existente.
 Enviamos la siguiente operacion a set
{"task":{
"protocol":"http",
"hostname":"127.0.0.1",
"port":80,
"path":"/index.php"}}
 Donde obtenemos el ID 6 como resultado.
{"id":6}
44
A continuacion, modicamos el atributo port de la tarea estableciendo
como id el valor obtenido en la operacion anterior.
 La operacion enviada seria
{"task":{
"id":6,
"port":8080}}
 Obteniendo el mismo ID como respuesta, pero sabemos que el
puerto cambio al valor 8080.
{"id":6}
Por ultimo, volveremos a intentar crear una tarea con las mismas ca-
ractersticas que las posedas por la entrada con ID 6, obteniendo como
resultado la tarea creada en un comienzo y no una nueva.
 Enviamos la informacion de una nueva tarea a crear
{"task":{
"protocol":"http",
"hostname":"127.0.0.1",
"port":8080,
"path":"/index.php"}}
 No obtenemos un nuevo ID (nueva entrada), sino que obtenemos
el de la tarea ya creada con esas caractersticas
{"id":6}
De esta manera es como entonces, a traves de los comandos get y set im-
plementados por Knowledge, las diferentes unidades pueden gestionar parte
de la informacion almacenada en Engine, existiendo aun la necesidad de
realizar inferencias automaticas a partir de la misma.
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8.3. Componente Tasker
La Componente Tasker es aquella encargada de llevar adelante el avan-
ce de las unidades a traves de sus diferentes etapas ademas de la asignacion
de trabajo a las mismas. La componente Tasker esta constituida por una
batera de rutinas que son ejecutadas de forma periodica, las cuales por un
lado se encargan de analizar las respuestas recibidas como resultado de los
mensajes enviados en ciclos anteriores, mientras que por otro, llevan a cabo
la generacion de nuevos mensajes con nuevos trabajos. Todas las rutinas
ejecutadas por Tasker estan basadas en el analisis de la etapa en la cual una
tarea se encuentra, siendo las diferentes rutinas las encargadas de realizar
los cambios necesarios sobre la tarea, transiciones a otras etapas o cualquier
otro comportamiento relacionado a la misma.
La etapa de una tarea, indicada a traves del atributo stage, se encuentra
constituida por una unica cadena la cual puede ser descompuesta en subca-
denas separadas por \.". La manera en la que este atributo se analiza es de
izquierda a derecha existiendo como primer elemento siempre el nombre de
la etapa y luego los parametros de la misma. Este formato se asume como
globalmente conocido dentro del Swarming por todas las unidades que lo
componen, ya que el tratamiento del atributo stage no esta limitado a la
unidad Engine sino tambien a las unidades que consumen la tarea.
Con la idea de conocer mejor las diferentes etapas en las cuales una ta-
rea se puede encontrar, como as tambien sus parametros, a continuacion
describimos cada una de estas.
initial: En el momento en que una tarea es creada, esta es la etapa
establecida por defecto. Cuando una unidad recibe una tarea que se
encuentra en la etapa initial, la misma debe realizar en ese momento
todo lo necesario para conocer si la tarea es procesable, para luego
denir la transicion a la nueva etapa. Por ejemplo, durante el proce-
samiento de una tarea con protocolo HTTP, la unidad que la recibe,
revisara si la misma referencia un recurso realmente disponible ademas
de controlar si el mismo no cambia luego de su utilizacion (un redi-
rect por ejemplo), los cuales son aspectos que la unidad debe poder
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manejar.
cracking: Una tarea en estado cracking es una tarea que posee en
su informacion todo lo necesario para utilizar un recurso de manera
correcta en un proceso de autenticacion. Por lo general las tareas que
se encuentran en esta etapa nacen a raz de otra tarea que reconoce su
existencia, como son las tareas en etapas de crawling o initial, siendo
raro que una tarea nazca por un medio externo, en este estado. La
etapa cracking posee como unico atributo, el tipo de credenciales que
se utiliza para realizar el proceso. Por ejemplo, para el caso de usuarios
y passwords como credenciales, las cuales se encuentran en dictionary,
el campo stage contendra entonces cracking.dictionary como valor.
Las tareas que se encuentran en esta etapa, por como funciona, jamas
arriba al estado de complete ya que el Swarming nunca sabe cuando
pueden aparecer nuevas credenciales que deban ser procesadas.
crawling: Tanto la obtencion de informacion como la busqueda de
nuevos recursos sobre los cuales hacer fuerza bruta, es el trabajo lle-
vado a cabo durante el crawling. A diferencia de las tareas que se en-
cuentran en la etapa de cracking, las de crawling se auto-administran
a traves de las acciones que toman las unidades que las procesan. Esta
etapa apunta a un analisis del recurso, lo que puede generar nuevos
recursos sobre los cuales seguir haciendo crawling (con nes de pa-
ralelizacion) o iniciar una tarea de cracking, arribando al estado de
complete una vez haya agotado la informacion a extraer. Esta etapa
no posee parametros por lo que se la encuentra en el atributo stage
unicamente como crawling.
waiting: Esta es una de las etapas mas ricas en cuanto a funcionalidad
ya que plantea muchas posibles formas de ejecucion. Hasta el momento
existen dos posibles eventos por los cuales waiting puede encontrarse
esperando. Por un lado existe dependence, el cual indica que la tarea
de la que se depende debe satisfacerse para poder continuar, mientras
que por el otro tenemos a time, el cual establece la cantidad de segun-
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dos que deben pasar antes de transitar a otro estado. Ambas etapas
contienen al nal de su expresion la etapa a la cual se pasara una vez
el requerimiento que especican sea satisfecho. Para visualizar mejor
lo anterior, tenemos
 dependence:
waiting.dependence.<nueva_etapa>
 time:
waiting.dependence.<nueva_etapa>
donde <nueva etapa> es la etapa siguiente, expresada de la misma
manera a como se la expresa en stage.
Durante el proceso de crawling es frecuente que ocurra que algunos ca-
minos puedan verse bloqueados por una autenticacion que debe ser realizada
antes de poder continuar. En estos casos, el proceso no se detiene sino que
crea una nueva tarea de crawling sobre dicho camino, la cual se encuentra
condicionada a que la tarea de cracking responsable de dicha autenticacion,
encuentre las credenciales necesarias para avanzar, pudiendo as la tarea
original continuar con su proceso. Una vez la tarea que realiza el trabajo
de cracking consigue credenciales validas, la condicion por la cual el nuevo
crawler se encuentra bloqueado se ve satisfecha, permitiendo que el mismo
continue su camino a traves del uso de las credenciales aportadas por su
tarea hermana. Esto es lo que ocurre en el ejemplo explicado en el captulo
1 y que permite que el Swarming realice anidamientos para poder llevar la
auditora a lo mas profundo del sistema.
Otro proceso llevado a cabo por la componente Tasker que vale la pena
que sea explicado, es la manera a partir de la cual se gestionan los conjun-
tos de credenciales que seran enviados a las unidades que esten ejecutando
alguna tarea de cracking. Lo que la componente busca lograr es construir
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conjuntos de tres listas constituidas por usuarios, passwords y tuplas de for-
ma separada, siendo las tuplas las entradas de dictionary que poseen ambos
valores (usuario y password). El proceso seguido por la componente Tasker
para la formacion de dichos conjuntos consiste en la seleccion de una entra-
da que llamaremos current, a partir de la cual se toman todas las entradas
que se encuentren por debajo de ella, las cuales iran siendo recorridas por la
variables index, que junto a current buscaran formar el par usuario, pass-
word. Por ejemplo, tomando en cuenta los valores expuestos en la tabla 1,
si asumimos que la entrada #4 es current, las entradas con las cuales se
formaran pares seran la #2 y la #3, obteniendo como conjunto
{"usernames":["admin"], "passwords":["1234", "12345"]}
Este proceso se repite haciendo avanzar current sobre la lista de entradas,
uniendo los conjuntos generados para as reducir el espacio que los mismos
ocupan.
ID username password
01 root
02 1234
03 12345
04 admin
05 default default
06 111111
07 123456
Tabla 1: Ejemplo de dictionary
Cuando una de las entradas a las que current apunta es un par completo
(como ocurre con la entrada #5 de la tabla), la misma se agrega al grupo
bajo el nombre \pairs", haciendo avanzar current a la siguiente entrada,
sin modicar el valor de index. El factor que determina cuando el conjunto
total es lo sucientemente grande para ser enviado a la tarea de cracking,
es el numero de pares que se puede generar a partir del mismo, lo cual se
determina a traves de
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Usuarios * Passwords + Tuplas > N
donde N es un valor estatico, interno a Tasker, que en futuras imple-
mentaciones se pretende calcular tomando como referencia la velocidad de
consumo de las credenciales que la unidad posea.
Para llevar un registro de los conjuntos creados, el Swarming posee la ta-
bla dictionary task, la cual es gestionada por Tasker sin que otra unidad o
componente intervenga en ella. Dicha tabla almacena los valores de current
e index, ademas de state, el cual indica el estado en el que se encuentra el
proceso de consumo del conjunto de credenciales que referencia. El valor de
index es almacenado ya que puede ocurrir que el conjunto de credenciales se
encuentre limitado antes de que index termine de recorrer todos los valores
por debajo de current, lo cual genera que durante la generacion de un nuevo
conjunto de credenciales a consumir, se deba retomar el valor de index desde
donde fue por ultima vez utilizado.
Esta estrategia de generacion de grupos de credenciales a enviar a las
diferentes unidades que esten procesando una tarea de Cracking, permite la
incorporacion dinamica de nuevas credenciales a la tabla dictionary, sin que
esto implique reiniciar el proceso, obtener pares repetidos o algun otro tipo
de problema sobre el consumo de las mismas.
8.4. Componente WebUI
La Componente WebUI (Web User Interface) es la encargada de brin-
dar el servicio HTTP a traves del cual se tiene acceso a la API del sistema,
sirviendo el mismo de forma paralela una interfaz web la cual permite
operar el Swarming. Dicha interfaz web es un elemento que no pertenece a
la API, pero que por restricciones de seguridad existentes en los navegadores
[17] debe ser servida desde el mismo lugar para poder funcionar.
La componente se encuentra constituida por las clases WebUI y UIApi las
cuales se encargan de implementar la totalidad del comportamiento que la
misma debe poseer. La clase WebUI lleva a cabo la inicializacion del servicio
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HTTP en un nuevo Thread, ademas de las conguraciones que el mismo re-
quiere. La clase UIApi, por otro lado, implementa todas las funcionalidades
que se encuentran en la API, siendo esta la unica clase que hace uso del
modulo ORM dentro de esta componente.
Todos los comportamientos relacionados al servicio HTTP, son desarrolla-
dos a traves de la utilizacion del framework web CherryPy [6] de Python, el
cual de forma muy simple, permite crear un servidor HTTP estrechamente
integrado al funcionamiento del resto de la aplicacion. Para la atencion de
requerimientos que deban ser procesados de forma dinamico, CherryPy ofre-
ce un mecanismo el cual establece una relacion entre un path y un objeto,
reejando todos los metodos indicados del objeto, como recursos dentro de
dicho path. De esta manera es que se establecio que los recursos estaticos
correspondientes a la interfaz web, deban ser servidos bajo el nombre /ui/,
mientras que la clase UIApi atendera de forma dinamica, todos los reque-
rimientos que fuesen realizados con /api/ como raz.
Con el objetivo de facilitar aun mas el procesamiento de los requerimientos,
CherryPy ofrece la posibilidad de trabajar los datos recibidos y enviados,
directamente en formato JSON, lo cual permite una mejor integracion con
la informacion ya existente en el Swarming.
8.4.1. La API
La interfaz que la API ofrece hasta momento en el que se escribio el
presente documento, es extremadamente simple, consistiendo la misma de
solo dos metodos: get y set. Estos metodos funcionan casi de la misma ma-
nera en como funcionan los comandos de igual nombre de la componente
Knowledge con la salvedad de que get incorpora algo mas de ayuda para
que el usuario limite el numero de resultados.
El metodo get de la interfaz incorpora dos parametros que es posible indi-
carle, los cuales son limit y oset. A partir de estos, el metodo realiza una
restriccion sobre el conjunto de resultados obtenidos de la consulta realizada
por el usuario, en el que toma como primer elemento el indicado con el ndice
oset, y a partir del cual selecciona la cantidad de elementos indicada por
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limit. Por ejemplo, si el usuario especico que oset es 20 y limit es 10 para
una consulta hecha sobre la tabla task, entonces lo que se devolvera seran
los 10 primeros elementos a partir del elemento numero 20 obtenido de la
tabla task.
8.4.2. La Interfaz Web
Toda la complejidad de la que carece la API radica en la interfaz web,
recayendo en el navegador del usuario todo el computo que se debe realizar.
Esta interfaz se encuentra constituida unicamente por elementos JavaScript,
HTML y CSS a partir de los cuales se obtiene la informacion de la API, se
la procesa y se la presenta al usuario de una manera clara y prolija. Para la
implementacion del estilo de la interfaz se utilizo el framework Bootstrap
[5] mientras que para el manejo del HTML y acceso a la API se hizo uso de
jQuery [11], las cuales facilitan y reducen en gran medida la cantidad de
codigo requerido.
La presentacion de la informacion se realiza a traves de tres paneles los cua-
les son Success, Dictionary y Tasks.
Success es el encargado de presentar las credenciales que tuvieron exito
en el intento de acceder a un determinado recurso.
Figura 17: Panel Success
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De izquierda a derecha, se observa el ID de la entrada, las credenciales
exitosas, el recurso en formato URI sobre el cual lo fueron y la descripcion
de la misma.
Dictionary presenta todas las credenciales existentes dentro del Swar-
ming que seran utilizadas por las tareas que realicen procesos de Cracking.
El mismo, presente en la gura 18, esta compuesto por el ID de la entrada,
el nombre de usuario, el password y el ID de la tarea al cual la entrada per-
tenece. Las cruces negras presentes en las entradas, representan la ausencia
del elemento, indicando que dicha entrada solo se encuentra compuesta por
el que esta presente. Por ejemplo, en la imagen que muestra el panel, la
entrada #1 solo consiste en el nombre de usuario samelat, mientras que la
entrada #7 solo lo esta por el password 123123. La columna bajo el nombre
Task en la imagen, se encuentra vaca ya que las mismas son de uso global,
o lo que es lo mismo, son entradas que deben ser utilizadas sobre todas las
tareas que existen en el Swarming. De especicarse un ID en dicho campo,
la entrada solo sera utilizada sobre la tarea que corresponde.
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Figura 18: Panel Dictionary
Task, el cual ya fue presentado al comienzo del documento durante la
explicacion del caso de uso, presenta todas las tareas en curso, dando ademas,
detalles de su evolucion, estado, etapa en la que se encuentran y dependencia
con otras tareas (ver guras 4, 5 y 7 ). La interfaz consta de mas elementos en
su constitucion los cuales no es necesario conocer para operar la aplicacion,
sino que existen con el unico n de facilitar el acceso a la informacion que
suele ser mas relevante de conocer durante la auditora.
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9. Unidades Livianas
Bajo este nombre es que se conoce a todas las unidades que pueden exis-
tir en una capa del Swarming y que no tienen capacidad de ejecucion por s
mismas. Estas suelen ser las responsables de realizar el trabajo de procesar
las tareas en sus diferentes etapas, llevando a cabo por ende los procesos de
Cracking y Crawling entre otros.
Las unidades que implementan este comportamiento, heredan de la clase
LightUnit la cual dene los requerimientos basicos que la unidad debe
desarrollar, ademas de algunas facilidades para procesos tpicamente rea-
lizados por este tipo de unidades. Los metodos a destacar dentro de los
implementados por LightUnit son
build el cual es el metodo Factory [4] por defecto de estas unidades,
el cual crea y congura la misma como corresponde.
prepare es proporcionado por LightUnit a la unidad que de el hereda,
para la realizacion de las conguraciones que la misma pueda requerir
durante la recepcion de un comando consume.
success existe con el objetivo de facilitar el registro de credenciales
que tuvieron exito en un proceso de Cracking, enviando a Engine no
solo las credenciales sino tambien el complemento requerido para que
las tareas dependientes sean desbloqueadas.
consume es uno de los dos comandos registrados por defecto para
estas unidades. El mismo implementa un manejo por defecto estable-
ciendo en el proceso algunas variables de contexto que facilitan a la
unidad el procesamiento y ejecucion del comando. Esta ejecucion es
llevada a cabo a traves de alguno de los metodos relacionados a con-
sume, los cuales la unidad registra para los diferentes valores de stage
que soporta. Por ejemplo, si la unidad que hereda de LightUnit desea
manejar los comandos consume con un valor de stage \crawling" a
traves del metodo self.my crawling handler(), entonces lo que la uni-
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dad hace es relacionar en el diccionario stages de LightUnit, la entrada
\crawling" con el metodo a ejecutar como sigue
self.stages["crawling"] = self.my_crawling_handler
dejando as establecido el metodo que sera llamado cuando el comando
consume sea recibido con ese tipo de stage.
register, al igual que consume, es una implementacion por defecto
pero del comando register, el cual es llamado por Engine cuando una
unidad que jamas fue cargada, es iniciada en alguna capa. Este coman-
do como unica tarea realiza el envo de un mensaje a Engine indicando
el nombre de la unidad y los protocolos, informacion que es almacenada
bajo la tabla Unit del modelo de datos.
Otra clase que no posee un rol tan protagonico dentro de los procesos de
una unidad liviana como LightUnit, pero que igual mencionaremos breve-
mente, es la clase Dictionary, la cual es responsable de realizar la mezcla
de todas las credenciales recibidas por una unidad que debe procesar una ta-
rea de Cracking. Cuando una unidad recibe una tarea la cual representa un
proceso de Cracking, el mensaje ademas de la tarea, contiene los conjuntos
de credenciales que debe utilizar, los cuales como se menciono en la descrip-
cion de Engine, consisten de tres listas conteniendo usernames, passwords y
pares. Si bien los pares no requieren nada para ser utilizados, los usernames
y los passwords deben ser mezclados los unos con los otros, obteniendo de
estos todos los posibles pares de valores a controlar. La utilizacion de Dic-
tionary se inicia con la instanciacion de la clase a partir de las tres listas de
credenciales recibidas como parametros. Una vez la instancia fue creada, lo
unico que resta es iterar sobre el valor devuelto por su metodo pairs(), de
la siguiente manera
dictionary = Dictinary(usernames=..., passwords=..., pairs=...)
for username, password in dictionary.pairs():
...
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De esta forma, dentro del for se realizara la autenticacion utilizando el
par de credenciales del momento, nalizando la iteracion cuando las creden-
ciales se hayan consumido por completo.
Todos estos metodos y clases son la base de la implementacion de uni-
dades mas complejas como HTTP, las cuales involucran mas desarrollo que
debe ser analizado unidad por unidad.
9.1. Unidad HTTP
La unidad HTTP es probablemente la unidad liviana mas compleja a
ser desarrollada en el Swarming. La misma intenta contemplar todos los
casos de Cracking y Crawling que pueden darse bajo HTTP y HTTPS, no
radicando la complejidad unicamente en estos protocolos sino en las diferen-
tes tecnologas que sobre los mismos pueden viajar. Para la implementacion
de la unidad se utilizaron diferentes modulos Python dentro de los que se
destacan requests y BeautifulSoup. requests [18] es un modulo que per-
mite la realizacion de requerimientos HTTP de manera muy congurable y
simple, reduciendo de forma signicativa el codigo requerido para el manejo
de situaciones como los errores. Es en base al metodo request de requests
que la unidad modela los requerimientos, estando estos representados por un
diccionario donde cada entrada indica el parametro del metodo y su valor.
De esta manera, a traves del desempaquetado de un diccionario como argu-
mentos de un metodo [8], los requerimientos son utilizados sobre request sin
que exista entonces la necesidad de crear un contenedor de datos que mode-
le los mismos. BeautifulSoup [3] permite realizar de forma muy abstracta la
manipulacion del contenido HTML recibido en las respuestas a requerimien-
tos, permitiendo que la unidad busque ciertos tags, informacion o cualquier
dato requerido, de forma simple. Para el procesamiento de tareas, la uni-
dad HTTP registra los metodos http initial stage, http crawling stage
y http cracking stage bajo los valores de stage \initial", \crawling" y
\cracking.dictionary" respectivamente.
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9.1.1. Las tareas initial
El proceso de atencion de las tareas por http initial stage se inicia con la
realizacion de un requerimiento utilizando el recurso que la tarea posee. El
objetivo de este es establecer si el servicio que se intenta alcanzar, se encuen-
tra en funcionamiento y si el mismo realiza algun cambio sobre el recurso.
Es frecuente que servidores que atienden requerimientos HTTP realicen una
redireccion a otro servicio que utiliza HTTPS, con el objetivo de hacer uti-
lizar al usuario un medio seguro de acceso. Este tipo de redirecciones es
analizada durante esta etapa permitiendo que el recurso de la tarea \mute"
a HTTPS si ese es el unico cambio detectado sobre el recurso, alcanzando
la etapa de error en cualquier otro caso. Una vez esta unidad realiza dichos
controles de forma satisfactoria, modica la tarea para que la misma pase
a la siguiente etapa correspondiente, siendo esta \crawling" para el caso de
HTTP.
9.1.2. Las tareas crawling
Las tareas de Crawling poseen un tratamiento mas complejo, estando
el mismo constituido por una serie de pasos que se repiten de forma cclica
sobre un conjunto de requerimientos HTTP que se deben realizar. El pro-
ceso comienza cuando una de estas tareas arriba a la unidad HTTP, la cual
es atendida por el metodo http crawling stage quien delega el tratamiento
de la tarea de forma casi inmediata, al metodo crawl de la clase Crawler.
Dentro de este metodo se inicia una serie de ciclos formados por dos etapas,
las cuales se denen en torno al elemento Container y a los modulos Spi-
der. El Container es un objeto que se encarga del almacenamiento de los
requerimientos que aun restan ser procesados, mientras que los Spiders son
los encargados de la extraccion de la informacion existente en las respuestas
a dichos requerimientos. A traves de la gura 19 se intenta dar una pers-
pectiva un poco mas clara de esta idea.
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Figura 19: Clase Crawler de HTTP
Container es una clase que implementa tres mecanismos de control basi-
cos sobre los requerimientos que almacena. Cuando la instancia de Container
se crea, a la misma se le indica la URL que sera la base de los requerimientos
a realizar, eliminando cualquier requerimiento que se agregue y que no este
contenido en el dominio de la misma. Por ejemplo, si iniciamos el objeto para
que trabaje sobre la URL https://www.unlp.edu.ar/ e intentamos agregar la
URL http://cespi.unlp.edu.ar/index.php, la misma sera ignorada ya que no
existe como un recurso dentro de la primera. Otra restriccion que la compo-
nente realiza es el ltrado a partir de expresiones regulares agregadas por el
usuario. Estas permiten indicarle a Container, por ejemplo, que determina-
da ruta no debe ser ya mas analizada, lo cual genera que una expresion como
\/my path/.*" elimine todos los requerimientos que Container tiene para
realizar dentro de \/my path/". Esta propiedad es frecuentemente utilizada
durante la deteccion de aplicaciones web, ya que permite ignorar todos los
recursos correspondientes a la misma.
El tercer control que Container realiza consiste en la corroboracion de que
el requerimiento que se intenta agregar, no exista ya dentro del conjunto
de requerimientos a realizar o en el conjunto de requerimientos realizados,
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evitando de esta manera el envo de requerimientos innecesarios. Con el
numero de requerimientos a realizar, restringido, los resultados obtenidos a
partir del envo de los mismos se encuentran disponibles para ser analizados
por los Spiders.
Los Spiders son el motor en el proceso de Crawling, ya que de ellos nacen
nuevos requerimientos por realizar, nuevos ltros por aplicar y credenciales
que se puedan inferir. Cuando un requerimiento es obtenido del Container
y enviado, tanto su respuesta como el requerimiento en s, son entregados
por la clase Crawler a cada uno de los Spiders que la misma conoce. Hasta
el momento, los Spiders implementados son los siguientes
MainSpider: Se encarga de la extraccion de las URLs o rutas que
puedan encontrarse en tags HTML, como ser <a>, <meta>, <form>,
etc. A partir de los datos que de all se obtienen, el Spider genera una
serie de requerimientos con metodo \get" por defecto, retornando a la
clase Clawler los mismos para ser luego agregados a la instancia de
Container existente.
ErrorSpider: Es el Spider encargado de los procesos relacionados
al tratamiento de errores ocurridos durante la realizacion de un re-
querimiento. En este Spider podemos encontrar los pasos seguidos al
detectarse, por ejemplo, el error 401 en una respuesta, el cual indica
que no estamos autorizados a acceder al recurso (Unauthorized). Para
este error, el Spider inicia una rutina dentro de la cual se generan dos
mensajes, el primero para la creacion de un nuevo proceso de Cracking
sobre la autenticacion encontrada y el segundo para la creacion de un
nuevo proceso de Crawling sobre la ruta del recurso previamente soli-
citado. El tercer elemento creado es un ltro aplicado a la misma ruta
sobre la que se creo el nuevo Crawling, el cual tiene por objetivo evitar
que el actual proceso intente realizar mas requerimientos dentro de di-
cha ruta. Algo a tener en cuenta de estos tres pasos detallados es que
el primero de ellos debe ser realizado y esperado, ya que el proceso de
Crawling (el segundo mensaje enviado) depende del primero, y para
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establecer esa dependencia debemos conocer el ID que se le asigno a
la primer tarea, el cual es devuelto en la respuesta que Engine enva
a este primer mensaje.
AppSpider: Este es un Spider que se encuentra en constante proceso
de evolucion ya que a traves del mismo el Swarming realiza la deteccion
de aplicaciones web que existen en un servidor remoto. En la raz
del Swarming se encuentra el directorio /json/apps/, dentro del cual
podemos encontrar todos los archivos JSON que modelan cada una de
las aplicaciones que el programa es capaz de detectar. Para realizar el
analisis del formato seguido por los mismos, a continuacion se expone
el contenido del archivo joomla.json, el cual servira como base para
la realizacion de la explicacion.
{
"resources":[
{"description":"Joomla! Login Form",
"condition":{"tag":{"name":"meta",
"attrs":{"name":"generator"}},
"attr":"content",
"regex":"^Joomla! "},
"path":{"tag":{"name":"script",
"attrs":{"type":"text/javascript"}},
"attr":"src",
"regex":"(.+)media\\/system\\/js\\/"},
"seeds":["administrator/"]
}
]
}
Cada archivo JSON esta compuesto por un objeto diccionario el cual
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posee como unica clave a \resources" la cual indexa una lista de ob-
jetos que modelan los recursos caractersticos de la aplicacion. Cada
uno de estos objetos a su vez, se encuentra constituido por una serie
de campos los cuales son:
description proporciona una descripcion corta de lo que el recurso
es. Esta es la informacion que se establece en el campo description de
task cuando una tarea es creada por este Spider.
attempts (el cual no es utilizado por joomla.json y no es obligato-
rio) representa el numero de veces que una sesion es utilizada antes
de ser reiniciada (eliminadas las Cookies). Esta opcion existe debido
a que algunas aplicaciones web (Moodle por ejemplo) permiten que el
usuario realice no mas de N intentos fallidos de login antes de pedir
el reinicio de la sesion, debiendose reiniciar la misma antes de volver
a intentar una autenticacion.
condition es un objeto que modela un tag HTML el cual debe exis-
tir para determinar que el recurso corresponde a la aplicacion que se
intenta detectar. El elemento buscado se encuentra constituido por
el nombre del tag y por una serie de atributos, todo valores que se
incluyen dentro del elemento \tag". Las claves \attr" y \regex", es-
tablecen sobre que atributo (el indicado por \attr") debe contemplarse
la expresion regular contenida en \regex". Por ejemplo, en el caso de
joomla.json, para que \condition" se cumpla, el contenido HTML ob-
tenido de la respuesta al requerimiento debe poseer un tag <meta>
con el atributo name establecido a \generator", y el atributo content
poseer un valor que coincida con la expresion regular \^Joomla! ". En-
tonces un ejemplo de un tag que indicara que estamos en presencia
de un Joomla! seria:
<meta name="generator" content="Joomla! Open Sour..." />
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path esta compuesto y funciona de la misma manera a como lo hace
condition, con la diferencia de que la expresion regular intenta obtener
como resultado la raz donde se encuentra la aplicacion, siendo este el
objetivo con el cual path existe.
seeds es una lista de recursos que se utilizaran, una vez se conozca la
raz de la aplicacion, para generar nuevos recursos los cuales se dedu-
cen del hecho de que nos encontramos frente a la aplicacion detectada.
Por ejemplo, en el caso de Joomla!, al saber que es esa la aplicacion
en la que nos encontramos, inmediatamente sabemos que es probable
que exista el panel de administrador en el path \administrator/" a
partir de la raz de la aplicacion, lo que en muchos casos nos brindara
acceso a otro recurso web sobre el cual realizar un proceso de Cracking.
Durante el inicio de AppSpider, todos los archivo .json son cargados
por la clase, formando as una batera de modelos sobre los que se
intenta establecer una correspondencia con la informacion obtenida
por el Spider, desarrollandose de esta manera el proceso de deteccion
de las aplicaciones.
Al nal de la ejecucion de cada Spider, todos los requerimientos y ltros
generados, son agregados al Container, mientras que todas las credenciales
obtenidas son enviadas a Engine, repitiendose este proceso hasta el agota-
miento de los recursos de los que Container dispone.
9.1.3. Las tareas cracking
Sobre el protocolo HTTP existen varias maneras a traves de las cua-
les se puede desarrollar un proceso de autenticacion, siendo el metodo del
requerimiento (GET, POST, etc) y los headers del mismo, los medios mas
popularmente utilizados en su realizacion.
Para la atencion de las tareas de Cracking, la unidad HTTP proporciona
soporte de la autenticacion Basic y a aquellas basadas en el metodo POST,
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quedando las demas relegadas a futuras implementaciones. El desarrollo de
estos mecanismos es llevado a cabo a traves de las clases Post y BasicAuth
de la unidad, las cuales son instanciadas y ejecutadas durante la recepcion
de una tarea de Cracking. Para conocer que mecanismo de autenticacion es
el que se debe utilizar en el procesamiento de una tarea en particular, la
unidad analiza el valor de auth scheme contenido en los atributos de la
tarea, el cual es establecido durante su creacion a los valores de \post" o
\basic" segun corresponda.
9.1.3.1. Basic Auth
La autenticacion Basic es uno de los mecanismos de autenticacion mas
simples que ofrece HTTP, consistiendo este unicamente en el envo de las
credenciales dentro de los headers de cada uno de los requerimientos que
se haga, permitiendo el servidor el acceso al recurso, si las mismas son co-
rrectas. Supongamos que deseamos acceder al recurso \/admin/index.html"
de un servidor HTTP, el cual se encuentra protegido por una autenticacion
Basic. Al realizar el requerimiento del recurso sin especicar credenciales,
el servidor nos respondera con un mensaje de Error 401 Not Authorized, el
cual nos indica que no estamos autorizados a acceder al mismo. Entre los
headers de la respuesta que obtuvimos, podremos observar una entrada que
nos indica el mecanismo de autenticacion que debemos utilizar
WWW-Authenticate: Basic realm="My Server"}
el cual en este caso es Basic, pero que en otro podra haberse tratarse de
Digest o NTLM. Entonces, para poder realizar el requerimiento de forma
correcta y que el servidor nos autorice el acceso al recurso, primero debe-
mos conocer las credenciales que debemos utilizar para el mismo, las cuales
asumiremos como \samelat" para el nombre de usuario y \kawabonga" pa-
ra el password. Una vez conocemos las mismas, debemos agregar a nuestro
requerimiento el mismo header que utilizamos para conocer el mecanismo
de autenticacion, componiendo este de la siguiente manera
1. Concatenamos el usuario y el password por medio de ":".
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2. Codicamos la cadena del paso 1 utilizando para ello la variacion de
la codicacion Base64, RFC2045, la cual es muy similar.
3. Agregamos "Basic " al comienzo del valor obtenido del paso 2.
Utilizando nuestras credenciales sobre los pasos anteriores obtendremos
como resultado primero la cadena "samelat:kawabonga" y luego la cadena
codicada "c2FtZWxhdDprYXdhYm9uZ2E=", para nalizar con el header
WWW-Authenticate: Basic c2FtZWxhdDprYXdhYm9uZ2E=
el cual al ser agregado al requerimiento que hicimos en primer lugar,
nos habilita el acceso, obteniendo Error 200 OK en la respuesta al mismo
(ademas del contenido del recurso).
Toda esta implementacion de Basic se encuentra ya soportada por el
modulo requests, a traves del uso de su parametro auth, al cual se le espe-
cica una tupla que contiene el nombre de usuario y el password como sus
elementos. La clase BasicAuth, encargada del procesamiento de las tareas
de Cracking con esta autenticacion, realiza el consumo de las credenciales
agregado las mismas a los requerimientos por medio del parametro auth, in-
formando de estas a Engine unicamente si el codigo de estado de la respuesta
es 200 (OK).
9.1.3.2. POST
Para introducirnos en el funcionamiento de la clase Post, analizaremos
algunos conceptos a traves de ejemplos sobre los cuales, no solo se explica
la mecanica de la autenticacion, sino tambien el modelo seguido en la im-
plementacion.
La autenticacion por POST consiste en la elevacion de los privilegios de
una sesion mantenida con el servidor HTTP, a partir de un requerimiento
cuyos datos contienen las credenciales requeridas. La sesion se inicia con el
servidor durante el envo del primer requerimiento, del cual se recibe dentro
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de su respuesta, la Cookie que distinguira unvocamente nuestra comunica-
cion con el. Si bien dicha sesion nos diferencia de otros clientes, la misma no
implica privilegios, siendo estos recien adquiridos cuando logramos que en el
servidor se correlacione nuestra sesion con un usuario existente. Para llevar a
cabo la obtencion de dichos privilegios, el servidor proporciona un formulario
requiriendo las credenciales necesarias para el proceso de autenticacion, las
cuales una vez establecidas, son codicadas y enviadas. Dicho formulario en
formato HTML, se encuentra constituido por un tag <form> que contiene
al menos dos entradas <input>, las cuales se caracterizan por ser de tipo
text una y de tipo password la otra. La entrada de tipo text es la encarga-
da de contener el nombre de usuario que se debe ingresar, mientras que la
de tipo password, contendra su clave. Estas caractersticas tenidas en cuenta
para la identicacion de un formulario de login dentro de un documento
HTML, son las mismas que se utilizaron en la implementacion del modulo
html, el cual describiremos en breve. Una vez los datos se ingresaron y el
envo del formulario fue iniciado, el navegador toma cada una de las entradas
del mismo y extra los valores de sus atributos name y value, codicando
estos por medio del smbolo "=" para cada par de valores, y uniendo al nal
todos los pares a traves del smbolo "&". Por ejemplo, supongamos que el
siguiente es el formulario presentado por un servidor para la autenticacion
de un usuario:
<form action="login.php" method="POST">
<input type="text" name="username" >Username</input>
<input type="password" name="password" >Password</input>
<input type="hidden" name="csrf" value="7b69...51a3"/>
<input type="submit" name="login" value="true"/>
</form>
En el mismo se observan entradas para el nombre de usuario, el pass-
word, un token de CSRF y por ultimo el boton de envo de la informacion,
las cuales son todas entradas utilizadas en el requerimiento. Entonces, asu-
miendo que las credenciales utilizadas sobre este login son las mismas que
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las utilizadas en el ejemplo de la autenticacion Basic, el envo codicara los
datos de la siguiente manera para su requerimiento
username=samelat&password=kawabonga&csrf=7b69...51a3&login=true
Si bien este proceso se expone sobre un formulario HTML, el mismo pue-
de verse implementado de igual manera sobre diferentes tecnologas como
Flash o JavaScript, las cuales en general2 solo varan en la forma de ob-
tencion de las credenciales, generando al nal datos igualmente codicados
a los datos expuestos.
Habiendo el servidor recibido el requerimiento y controlado que las creden-
ciales son validas, este asigna entonces los privilegios que la sesion debe
poseer en base al usuario utilizado, nalizando as el proceso de autentica-
cion.
A partir de todo este proceso descripto, surge como necesidad para el
desarrollo de la clase Post, la elaboracion de una estructura de datos que
contenga no solo la informacion necesaria para la autenticacion, sino tam-
bien la forma de tratar la misma, pudiendo indicar como codicarla, que
entradas utilizar para las credenciales, etc. Dicha estructura es conocida por
la unidad HTTP como form, y es a traves de esta que, por ejemplo, una
tarea de Crawling informa a una de Cracking como desarrollar su proceso,
almacenandose la misma dentro de los atributos de la tarea. Para conocer los
diferentes elementos de form, vamos a representar el formulario del ejemplo
expuesto anteriormente a traves de esta estructura.
2https://www.google.com/search?q=JSON+authentication
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{"index":0,
"usr_field":"username",
"pwd_field":"password",
"fields":{
"username":"",
"password":"",
"login":"true",
"csrf":"7b69...51a3"
}
}
En la misma se observan cuatro entradas principales, las cuales son in-
dex, usr eld, pwd eld y elds. La entrada elds es aquel que contiene
todos los elementos del formulario que deben ser codicados para ser envia-
dos como datos del requerimiento, encontrandose en esta entrada las claves
y valores de los mismos. Para identicar dentro de este conjunto, que en-
tradas corresponden al nombre de usuario y al password, es que existen las
entradas usr eld y pwd eld, conteniendo cada una de estas el nombre de
la clave correspondiente. Analizando lo ocurrido en el ejemplo podemos ver
que, las entradas de elds correspondientes a las credenciales son \userna-
me" y \password", ya que estas son las indicadas por los valores usr eld
y pwd eld. Estando estas tres entradas presentes, tenemos la informacion
necesaria para el desarrollo del requerimiento, siendo estas claves totalmente
dependientes entre s. La entrada index, por otro lado, referencia el ndice
del formulario de login, dentro del conjunto de formularios de login que se
puedan extraer de la pagina analizada. El objetivo de esta entrada es evitar-
le al usuario la necesidad de especicar todos los elementos del formulario,
existiendo como restriccion de este mecanismo el que solo funciona para
paginas HTML. Es normal dentro del Swarming, que una unidad que crea
una tarea de Cracking que incluye una referencia a un formulario, solo indi-
que su ndice, encargandose la clase Post de inferir los valores de usr eld,
pwd eld y elds restantes, a partir del formulario indicado. El problema
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surge cuando el login que se desea representar no existe en forma de HTML
sino a traves de otra tecnologa como Flash. En este caso el usuario debe in-
dicar a partir de los demas campos de form los valores que se deben utilizar,
sin poder especicar un ndice de formulario ya que el mismo no existe. Para
estas situaciones, el usuario dispone de herramientas que permiten analizar
los requerimientos hechos por un navegador web, a partir de los cuales se
pueden extraer los valores que deben ser utilizados.
El modulo encargado de la extraccion de los formularios de login a partir
del codigo HTML que se le proporciona, es el modulo html, el cual por me-
dio de su metodo get login forms realiza una devolucion del conjunto de
todos los formularios de login que fueron identicados a partir de los crite-
rios expuestos anteriormente. Es as entonces como el metodo Post, siempre
que se le indique un valor por medio de index en la estructura form, podra
realizar la utilizacion del formulario para la obtencion de la informacion que
requiere.
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10. Conclusion
Si bien la aplicacion aun no presenta todas las capacidades que se preten-
den, plantea un escenario el cual no reviste dicultad para la extensibilidad,
dejando establecidos los elementos basicos para la facil incorporacion de
nuevas caractersticas o funcionalidades. Las limitaciones que la aplicacion
posee se encuentran fuertemente ligadas al tiempo que fue requerido para
lograr obtener una arquitectura que presentase capacidad de escalar sobre
todos los requerimientos esperados (paralelismo, buena comunicacion entre
unidades, soporte dinamico de unidades, etc), impidiendo que se realice un
avance mas sustancial en materia de soporte de protocolos. Mas alla de es-
tos inconvenientes, la aplicacion logra sus objetivos al implementar de forma
completa todos los mecanismos basicos, delegando como trabajo a futuro el
desarrollo de las componentes restantes.
10.1. El nucleo de la aplicacion
Varios elementos deban ser implementados antes de poder dar inicio
al desarrollo de las unidades encargadas de llevar a cabo los ataques. A
traves de la implementacion de las unidades crticas del Swarming (Engine,
Core y Executor), se logro que el mismo tuviese el comportamiento esperado
en cuanto a ejecucion de tareas en paralelo, intercambio de informacion y
generacion de trabajo a desarrollar, restando a partir de la nalizacion de
esta etapa, unicamente el desarrollo de las unidades que haran uso de estas
caractersticas.
10.2. Las unidades Livianas
La incorporacion de unidades livianas es el factor que seguira en creci-
miento de ahora en mas sobre la aplicacion, siendo este el aspecto que mas
marcara el grado de utilidad de la misma. La unidad HTTP logro desa-
rrollar todas las actividades pretendidas, siendo de todas manera esta una
unidad que seguramente permanezca en constante crecimiento debido a su
complejidad.
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11. Trabajo a Futuro
En lo que sigue se presentan caractersticas que se pretende implementar
a futuro sobre el Swarming, algunas habiendo sido contempladas como ob-
jetivos desde el comienzo de la aplicacion y otras que se pensaron o fueron
sugeridas durante el desarrollo de la misma.
11.1. Soporte de otros protocolos
Es imperante que la aplicacion soporte otros protocolos ademas de HTTP,
no solo porque este es el objetivo principal de la aplicacion sino tambien por-
que existen otras funcionalidades que dependen de este aspecto. Por ejemplo,
el reconocimiento de dispositivos de red, esta estrechamente ligado a los pro-
tocolos que la aplicacion soporta, impactando de forma directa el numero de
protocolos sobre el grado de reconocimiento que la aplicacion pueda hacer
de los diferentes elementos que existen en el contexto.
11.2. Reconocimiento de Dispositivos de red
El reconocimiento de dispositivos de red, como el soporte de otros pro-
tocolos, es un objetivo que exista como una de las ideas principales de la
aplicacion. La idea detras de este proceso es generar usuarios y passwords
por defecto para los telefonos, routers, switches y demas dispositivos de red
que la aplicacion pueda llegar a reconocer dentro de la red auditada.
11.3. Reconocimiento de Aplicaciones Web
El reconocimiento de aplicaciones de web es un aspecto que se debe
seguir expandiendo de la unidad HTTP, ya que esta unidad es una de las
principales innovaciones que la aplicacion presenta y como tal, debera ser
esta la unidad mejor soportada de todo el conjunto.
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11.4. Generacion de diccionarios
En muchas ocasiones ocurre que se agotan las credenciales a ser probadas
sobre los servicios, siendo el unico recurso que resta probar, la generacion
de diccionarios por parte del atacante, en particular de passwords. Existen
en internet herramientas como mutator [15] las cuales realizan mutaciones
sobre una palabra particular, permitiendo realizar un ultimo intento poco
sosticado, antes de dar por nalizada la auditora.
11.5. Incorporacion de Scrapers
Los Scrapers son un nuevo tipo de tarea que se pretende implementar
a futuro con la intencion de asumir el rol que hoy tienen en parte asignados
los crawlers, que es el de recolectar informacion. La idea del Scraper es la de
una tarea que, habiendose conseguido acceso a un sistema, conoce la manera
correcta de extraer informacion util del mismo. Por ejemplo, si se consigue
acceso a una Base de datos, un scraper debera ser capaz de reconocer tablas
de usuarios y passwords y extraer la informacion de las mismas, ocurriendo
algo similar para los casos de accesos logrados a sistemas de archivos. Esto
permitira que el Swarming no solo aproveche la informacion que se puede
obtener de forma inmediata del contexto, sino que tambien podra extraer
informacion a partir de los privilegios que se logren durante la auditora.
11.6. Agregado de Claves Publicas como credenciales
Las claves publicas son otro mecanismo muy comunmente utilizado en la
autenticacion de algunos protocolos, siendo el caso mas interesante en este
contexto, el del protocolo SSH. Una vez la aplicacion posea soporte para
este protocolo, un buen paso a dar sera el realizar la implementacion del
soporte a la autenticacion por credenciales, siendo una potencial fuente de
estas los scrapers.
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