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Abstract
The bandwidth of the Hamming graph (the product, (Kn)d, of complete graphs) has been an
open question for many years. Recently Berger-Wolf and Rheingold [1] pointed out that the
bandwidth of a numbering of the Hamming graph may be interpreted as a measure of the e7ects
of noise in the multi-channel transmission of data with that numbering. They also gave lower
and upper bounds for it. In this paper we present better lower and upper bounds, showing that
the bandwidth of (Kn)d is asymptotic to
√
(2=d)nd as d → ∞.
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1. Introduction
1.1. De"nitions
A simple graph, G, may be represented by a pair (V; E) with V being the set of
vertices of G and E⊆ (V2 ), the set of edges. Each edge is incident to (contains) two
distinct vertices. All of the graphs in this paper are simple.
Kn, the complete graph on n vertices, has V = {1; 2; : : : ; n} and E=(V2 ). A product
of complete graphs, Kn1 ×Kn2 × · · · ×Knd , is called a Hamming graph since a pair
of vertices is connected by an edge i7 they are at Hamming distance one from each
other.
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A numbering of a graph, G, is a one-to-one and onto function,  :V →{1; 2; : : : ; n},
where n= |V |. The bandwidth of  is then
BW () = max
{v;w}∈E
|(v)− (w)|
and the bandwidth of G is
BW (G) = min

BW ():
Example 1. Every numbering of Kn has the same bandwidth, n− 1, so
BW (Kn) = n− 1:
1.2. Background
For a survey of the literature on the bandwidth problem, we refer the reader to Chinn
et al. [2] and proceed to those papers upon which this one is based: The paper [3]
solves the bandwidth problem for Qd, the graph of the d-dimensional cube. The proof
rests on the notion of vertex-boundary for a set of vertices, S ⊆V , in a graph,
(S) = {w ∈ V − S: ∃{v; w} ∈ E & v ∈ S}:
The vertex-isoperimetric problem (VIP) for G is, given k with 06k6n, to minimize
|(S)| over all S ⊆V with |S|= k. It is not diGcult to show that
BW (G)¿max
k
min
S⊆V
|S|=k
|(S)|:
In general this inequality will not be of much help since it need not be sharp and
calculating the right-hand side is diGcult (NP-complete). However, for the graph, Qd
it is helpful. It can be shown that the inequality is sharp on any graph, G, for which
(1) The VIP on G has nested solutions, i.e. there exists a sequence of subsets, S0⊆ S1⊆
· · · ⊆ Sn=V such that ∀k; |Sk |= k and
|(Sk)| = min
S⊆V
|S|=k
|(S)|
and
(2) The nested solutions are self-generated, i.e. ∀k,
Sk ∪ (Sk) = Sk+|(Sk )|:
Also, if G and its products have self-generated nested solutions, it gives a systematic
way, called compression, to simplify the VIP on products of G and even solve it in
certain cases (see [7,5]). This program works for QdKd2 (see [3]) and more generally
for the products of paths (see [7]).
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Denition 1. Hales order, 6H , on VQd , is deIned by v6Hw if
(1) r(v)¡r(w), where r(v)=
∑d
i=1 vi is Boolean rank (vi =0 or 1), or
(2) r(v)= r(w) and v¿lexw, lex being lexicographic order on the vertices, i.e. v=w
or if v =w and k = min{i: vi =wi} then vk¿wk
This total order determines a numbering, H :VQd →{1; 2; : : : ; 2d}, which we call
Hales numbering.
In [3] it was shown that the initial segments, Sk(H )= {v∈VQd : H (v)6k} of Hales
numbering are self-generated nested solutions of the VIP and that Hales numbering
therefore solves the bandwidth problem. From this it was deduced that
BW (Qd) =
d−1∑
k=0
(
k
k=2
)
:
Compression works in 1 dimension for Hamming graphs, Kdn , with n¿2 and d¿2
since Kn has nested, self-generated solutions, but not for higher dimensions since the
solutions for d=2 are not self-generated and for d¿2 they are not even nested. A
di7erent approach was used in [4] to obtain lower bounds on min S⊆V
|S|=k
|(S)| for the
Hamming graphs with n¿2 and d¿2: Letting n→∞ and passing to a continuous
limit.
In [6] it was shown that BW (K2n )= 2(n=2)
2 + n=2 − 1 if n is even. In [1] the
importance of the bandwidth problem for the Hamming graph is reinforced with the
introduction of applications to minimizing the e7ects of noise in the multi-channel com-
munication of data. Also, novel lower and upper bounding techniques are introduced:
With
LB = nd − 1−
⌊(
dnd−1 + 2
2d
)d=(d−1)⌋
−
⌊(
nd−1
2
)d=(d−1)⌋
if n is even and
UB = nd + n− 2−
(n
2
)(d−2)=2(n+ 2
2
)(
n
(
n+ 2
2
)(d−2)=2
− 1
)
if n and d are both even, they show that LB6BW (Kdn )6UB. From these formulas it
follows that:
LB
nd
¡ 1− 21−
d
d−1 = 1− 2−
1
d−1  ln 2
d− 1 as d→∞
and
UB
nd
¿ 1−
(
1
2
+
1
n
)d
 1 as d→∞ if n ¿ 2:
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2. Better bounds
2.1. Lower bound
Our lower bound on the bandwidth of the Hamming graph, Kdn , is a combination of
the general lower bound given in [3] for the bandwidth of any graph, G=(V; E),
BW (G)¿ max
k
min
S⊆V
|S|=k
|(S)|
and the lower bounds for min S⊆V
|S|=k
|(S)| of the Hamming graph given in [4]. In [4]
the VIP for Kdn is embedded into a continuous problem obtained by letting n→∞. As
n→∞, Kdn , ordered coordinatewise and suitably normalized, converges to [0; 1]d, the
d-fold product of closed unit intervals with the product partial order. The VIP on Kdn
then converges to the problem of, given v, 06v61, to minimize |(S)| over all ideals,
S, of [0; 1]d with |S|= v, the sizes of sets being given by Lebesgue measure. This is
a problem of the calculus of variations and by variational methods it was shown (see
[4]) that there are just d−1 critical solutions (locally optimal sets), the Hamming balls
HB(r; d), 06r6d − 2. The volume and vertex-boundary of the latter, normalized by
|V |= nd (i.e. v= k=nd), are given in the parametric form
v(r; d; t) =
r∑
i=0
(
d
i
)
td−i(1− t)i ;
|(r; d; t)| =
(
d
r + 1
)
td−r−1(1− t)r+1;
06t61, on p. 298 of [4]. When d is even, the maximum of the lower envelope of
the parametrically deIned functions, |(r; d; v)|, is assumed when r=(d − 2)=2 and
the parameter, t, is 12 . Thus (remember, d is even)
BW (Kdn )¿
(
d
d=2
)
nd
2d
:
As d→∞ this lower bound may be estimated by Sterling’s formula,
m!
√
2m
(m
e
)m
to obtain
BW (Kdn )&
√
2
d
nd;
so BW (Kdn )=n
d¿O(1=
√
d) as (even) d→∞, an improvement on the previously cited
O(1=d) lower bound.
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2.2. Upper bound
The lower bound of the previous section is implicit in [4] but was not made explicit
because
(1) it is clearly not sharp,
(2) no upper bound anywhere near it could be found,
(3) the paper was already long and complicated, and
(4) there were no concrete applications to motivate it.
The recent paper by Berger-Wolf and Reingold [1] has provided an application for
BW (Kdn ) and also given some lower and upper bounds against which the strength
of other bounds could be tested. The fact that our lower bound is better than LB,
at least as d→∞, and the still considerable gap between O(1=√d) and UB=O(1)
prompted a renewed search for an upper bound. If our lower bound is anywhere
near sharp, the work in [4] shows that the critical part of the numbering is near
1
2 n
d and says something about the structure of a good numbering in that critical re-
gion. Also, the fact that t= 12 =1 − t is self-dual is suggestive. These considerations
led to the numbering, M, deIned by the following steps (n is also assumed even for
simplicity):
(1) DeIne an order-preserving function, qd :Kdn →Qd, by
q(v) =
{
0 if 16 v6 n=2;
1 if n=2 + 16 v6 n
and qd(v1; : : : ; vd)= (q(v1); : : : ; q(vd)). The inverse image of each vertex of Qd is
isomorphic to Kdn=2.
(2) Take any numbering, 0, of Kd−1n=2 (consistent with product order, such as lexico-
graphic) and extend it from Kd−1n=2 ×{1} to Kd−1n=2 ×{1; : : : ; n=2}=Kdn=2 by
0(v1; v2; : : : vd−1; vd)= (0(v1; v2; : : : vd−1)− 1)× n2 + vd:
(3) Number all 2d copies of Kdn=2, taken in Hales order, in this same way to produce
M, i.e.
M(v1; : : : ; vd) = (H (qd(v1; : : : ; vd))− 1)
(n
2
)d
+ 0
(
v1 −
(
q(v1)× n2
)
; : : : ; vd −
(
q(vd)× n2
))
:
Claim 1. BW ( M)=BW (Qd)× (n=2)d + n=2− 1.
Lemma 1. For the Hales numbering, H , of Qd, all edges {v; w}∈EQd such that
H (w)− H (v)=BW (Qd) have vi =wi for 16i¡d, vd=0 and wd=1.
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Proof. Suppose that v and w di7er in the ith coordinate, where wi =1 and vi =0. If
i¡d then either
wd= vd=0: Letting w′=(v1; : : : ; vd−1; 1), we have H (w′)¿H (w) contradicting
H (w)− H (v)=BW (Qd), or
wd= vd=1: Letting v′=(w1; : : : ; wd−1; 0), we have H (v′)¡H (v) leading to a similar
contradiction.
Proof of the Claim. Consider an edge, { Mv; Mw}∈EQd such that H ( Mw)−H ( Mv)=BW (Qd).
By Lemma 1, Mvd=0 and Mwd=1. The inverse images of Mv; Mw under qd :Kdn →Qd, are
copies of Kdn=2. The minimum element, (v1; : : : ; vd−1; 1) of (q
d)−1( Mv) will be numbered
Irst, where
vi =
{
1 if Mvi =0;
n
2 + 1 if Mvi =1:
Then the other vertices of (qd)−1( Mv) will be numbered, and all those in the copies
of Kdn=2 which succeed it in Hales order until (q
d)−1( Mw). In (qd)−1( Mw) the minimal
element, (v1; : : : ; vd−1; n=2 + 1) will be numbered, followed by those that di7er from
it in the dth coordinate, in increasing order, (v1; : : : ; vd−1; n=2+ 2); : : : ; (v1; : : : ; vd−1; n).
The latter will be the last neighbor of (v1; : : : ; vd−1; 1) to be numbered, so
BW ( M)¿ BW (Qd)×
(n
2
)d
+
n
2
− 1:
By the deInition of M, all other di7erences between the numbers on neighboring vertices
in these two copies of Kdn=2 will be at most BW (Qd)× (n=2)d+ n=2− 1. For any other
edge {v; w}∈EKdn ,
M(w)− M(v)6 (BW (Qd)− 1)
(n
2
)d
+
(n
2
− 1
)(n
2
)d−1
¡ (BW (Qd))
(n
2
)d
:
Theorem 1. For n even, BW (Kdn )
√
(2=d)nd as d→∞
Proof. BW (Kdn )6BW ()  BW (Qd)× (n=2)d=
∑d−1
k=0 (
k
k=2	)(n=2)
d. By Stirling
(
d− 1
d− 1=2
)/(
d
d=2
)

√
2
(d− 1) 2
d−1
/√
2
d
2d
 1
2
as d→∞;
L.H. Harper / Theoretical Computer Science 301 (2003) 491–498 497
so
d−1∑
k=0
(
k
k=2
)/(
d
d=2
)
=
(
d− 1
(d− 1)=2
)
(
d
d=2
) +
(
d− 2
(d− 2)=2
)
(
d− 1
(d− 1)=2
)
(
d− 1
(d− 1)=2
)
(
d
d=2
) + · · ·
 1
2
+
(
1
2
)2
+ · · · as d→∞:
= 1
Thus BW (Kdn ).(
d
d=2	)(
n
2 )
d as d→∞, which matches our lower bound.
3. Comments
3.1. Odd dimension d¿3
For even d our calculations were simpliIed by the fact that the optimal Hamming
ball is self-dual. That symmetry is lost for d odd but with a little additional e7ort a
similar result can be obtained.
3.2. Hamming distances greater then one
Consider the bandwidth problem for the (Kdn )
(h), the h-pather of the Hamming graph,
Kdn . That is, two vertices of G are connected by an edge of G
(h) if they are within
distance h of each other. The result of Harper [4] extends to (Kdn )
(h) and shows that
Hales numbering is still optimal for h¿1. From that we deduce that for Ixed h,
BW ((Kdn )
(h)) h√(2=d)nd as d→∞ and h may even go to ∞, as long as it is
o(
√
d). If h  "√d then
BW ((Kdn )
(h))
nd
 1√
2
∫ "
−"
e−x
2=2 dx as d→∞:
3.3. Conjecture
Henrich and Stiebitz [6] have shown that M is optimal for d=2. Our bounds reprove
their result and also show that M is asymptotically optimal as d→∞. We believe that
M is optimal for all d but, despite considerable e7ort, have not been able to prove it.
The crux of the matter is contained in the continuous limit (n→∞) of K3n .
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