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Abstract
Image-based modeling is the process of automatically acquiring geometric object and scene
models from photographs or video clips. This dissertation addresses three core problems
in image-based modeling: static scene reconstruction, high-fidelity camera calibration, and
dynamic scene reconstruction. For static scene reconstruction, we propose two novel multi-
view stereo algorithms. In the first algorithm, after building a visual hull model purely
from geometric constraints associated with image silhouettes, we identify rims where the
surface grazes the visual hull model, which is then carved by maximizing a photometric
consistency score defined over the surface while fixing the identified rims. A local iterative
deformation step is finally used to recover fine surface details. In the second algorithm, we
propose a simple method that outputs a set of planar oriented rectangular patches, which are
then converted into a polygonal surface. The method does not require any initialization and
is capable of detecting and discarding outliers and obstacles visible in the images. It does
not perform any smoothing across nearby features, yet is one of the best algorithm avail-
able today according to the recent quantitative evaluations of multi-view stereo algorithms.
For high-fidelity camera calibration, given a set of camera parameters possibly containing
errors, we use multi-view stereo to construct a rough geometric model of a scene, which
is then used to establish feature correspondences. Standard bundle adjustment software is
used with the established feature correspondences to tighten up camera parameters. The
proposed method has been tested on various real data sets including objects without salient
textures, where feature correspondences cannot be established without our method. Lastly,
for dynamic scene reconstruction, we propose a dense 3D tracking algorithm that uses
ii
multi-view stereo in the first frame to reconstruct an initial surface mesh, then tracks its
vertices over time by using a local rigid and a global non-rigid motion models. An expan-
sion strategy, which has proven extremely effective for multi-view stereo, is employed for
fast and complex motions that existing approaches cannot handle. Qualitative and quanti-
tative experiments are performed for seven real data sets, demonstrating the effectiveness
of our approach.
iii
To Chie
iv
Acknowledgments
This research was partially supported by the National Science Foundation under grant
IIS-0312438, and the Beckman Institute. I would like to acknowledge Heiwa-Nakajima
foundation for scholarships in the first two years of my Ph.D program. I want to thank
Steve Sullivan, Alex Sutter and Industrial Light & Magic for multi-view stereo data sets
and support of the work. I also thank Jodi Blumenfeld and Steven R. Leigh for provid-
ing us the skulls for data acquisition, Carlos Herna´ndez Esteban, Francis Schmitt, and the
Museum of Cherbourg for their data sets, and Steve Seitz, Brian Curless, James Diebel,
Daniel Scharstein, and Richard Szeliski for the data sets and evaluations. I am also grateful
to Christoph Strecha for interesting outdoor multi-view stereo data sets. I want to thank
Ryan White, Keenan Crane and David Forsyth for cloth motion capture data sets, then
Hiromi Ono, Doug Epps and Image Movers Digital for facial motion capture data sets. I
am grateful to Sariel Har-Peled and Theodore Papadopoulo for discussions on the global
optimization methods, Svetlana Lazebnik for useful discussions, Jean-Marc Lavest for the
calibration software, Steve Seitz for the Voxel Coloring codes, and Jerome Courchay for
SfM software. I am also grateful to my wonderful lab-mates Kenton McHenry, Akash
Kushal and Fred Rothganger for all their helps. I would like to thank all my committee
members, especially my supervisor Jean Ponce who has been consistently supporting me
with innovative ideas, great patience and kindness. Finally, my greatest thanks go to my
parents, who has been always supporting me, and my wonderful wife Chie who has always
been with me.
v
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Statement and Thesis Outline . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Static Scene Reconstruction . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 High-Accuracy Camera Calibration . . . . . . . . . . . . . . . . . 7
1.2.3 Dynamic Scene Reconstruction . . . . . . . . . . . . . . . . . . . 9
Chapter 2 Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1 Multi-View Stereo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Data sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Camera Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 3D Motion Capture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Chapter 3 Carved Visual Hulls . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1 Photometric Consistency Function . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Identifying Rims on Visual Hull Surfaces . . . . . . . . . . . . . . . . . . 23
3.2.1 Visual Hulls, Cone Strips, and Rims . . . . . . . . . . . . . . . . . 23
3.2.2 Identifying a Rim in a Cone Strip . . . . . . . . . . . . . . . . . . 23
3.3 Global Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.1 Deforming the Surface to Set Vertices . . . . . . . . . . . . . . . . 27
3.3.2 Building a Graph and Applying Graph Cuts . . . . . . . . . . . . . 29
3.4 Local Refinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5.1 Intermediate Results . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5.2 Final Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.5.3 Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Chapter 4 Patch-Based Multi-View Stereo . . . . . . . . . . . . . . . . . . . . . 42
4.1 Key Elements of the Proposed Approach . . . . . . . . . . . . . . . . . . . 43
4.1.1 Patch Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
vi
4.1.2 Image Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1.3 Enforcing Photometric Consistency . . . . . . . . . . . . . . . . . 44
4.1.4 Enforcing Visibility Consistency . . . . . . . . . . . . . . . . . . . 45
4.2 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.1 Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.2 Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.3 Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Polygonal Surface Reconstruction . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Experiments and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 52
Chapter 5 Combining Multi-View Stereo and Bundle Adjustment . . . . . . . 62
5.1 Imaging Model and Preliminaries . . . . . . . . . . . . . . . . . . . . . . 63
5.2 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.1 Initializing Feature Correspondences . . . . . . . . . . . . . . . . 64
5.2.2 Refining Feature Correspondences . . . . . . . . . . . . . . . . . . 65
5.3 Experimental Results and Discussions . . . . . . . . . . . . . . . . . . . . 67
5.3.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Chapter 6 3D Motion Capture . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.1 Problem Statement and Proposed Approach . . . . . . . . . . . . . . . . . 76
6.2 Spatio-Temporal Surface Model . . . . . . . . . . . . . . . . . . . . . . . 77
6.2.1 Local Surface Model . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.2.2 Shape and Motion Estimation . . . . . . . . . . . . . . . . . . . . 79
6.3 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3.1 Local Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.3.2 Mesh Deformation . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3.3 Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.4 Experimental Results and Discussion . . . . . . . . . . . . . . . . . . . . . 85
Chapter 7 Summary and Extensions . . . . . . . . . . . . . . . . . . . . . . . . 94
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.2 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Appendix A Multi-View Stereo Data Sets . . . . . . . . . . . . . . . . . . . . . 98
Appendix B 3D Motion Capture Data Sets . . . . . . . . . . . . . . . . . . . . . 108
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Author’s Biography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
vii
List of Tables
3.1 Details on the rim-identification step. The second and the third columns
of the table lists thresholds (ι,η) used in the rim identification step for
each data set. The fourth and the fifth columns show rim filtering ratios: a
ratio of rim segments that have been filtered out as outliers. The right three
columns of the table list sizes of the three largest connected components
on the visual hull boundary that are surrounded by identified rim segments.
See text for details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Running times of our algorithm, and the numbers of vertices and faces of
final 3D models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Quantitative evaluations on the Temple-1 data set. The accuracy measure
shows the distance d (in mm) that brings 90% of the result within the
ground-truth surface, while the completeness measure shows the percent-
age of the ground-truth surface that lies within 1.25mm of the result. . . . . 40
4.1 A choice of parameters used in our experiments. . . . . . . . . . . . . . . . 52
5.1 Running time in minutes of the three steps of the proposed algorithm for
the first iteration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.1 Top: Characteristics of the seven datasets: N, F and M are the numbers of
cameras, frames and vertices on the mesh; w and h are the width and the
height of input images in pixels; and s is the approximate size in pixels of
the projection of mesh edges in frontal views. Bottom: Parameter values
for our algorithm: (η1,η2) are the regularization parameters for the first
deformation step (they are 4 times smaller after the filtering); (ψ1,ψ2,ψ3)
are thresholds on photoconsistency functions; and ρ is the minimum num-
ber of images in which a vertex has to be visible to be tracked. . . . . . . . 91
A.1 For each data set, the name, the data type, the number of images, the ap-
proximate image size, if a visual hull is given, and if images contain obsta-
cles are listed. Note that  in the Visual Hull entry means that extracted
contours are not exactly the silhouettes of an object, while contours are al-
ways over-approximated and the obtained (less accurate) visual hull model
is known to contain the true surface within. . . . . . . . . . . . . . . . . . 100
viii
B.1 For each data set, the name, the number of cameras, the number of frames,
and the image size are listed. . . . . . . . . . . . . . . . . . . . . . . . . . 108
ix
List of Figures
1.1 Overall flow of our first MVS algorithm. Top: one of the 24 input pictures
of Dinosaur-0 (left), the corresponding visual hull (center), and the rims
identified in each strip using dynamic programming (right). Bottom: the
carved visual hull after graph cuts (left) and iterative refinement (center);
and a texture-mapped rendering of the final model (right). Note that the
scales on the neck and below the fin, as well as the undulations of the fin,
are recovered correctly, even though the variations in surface height there
is well below 1mm for this object about 20cm wide. . . . . . . . . . . . . . 6
1.2 Overall approach of our second MVS algorithm. From left to right: a sam-
ple input image; detected features; reconstructed patches after the initial
matching; final patches after expansion and filtering; polygonal surface
extracted from reconstructed patches; and extracted polygonal surfaces of
some other data sets that are very different in overall structure. . . . . . . . 7
1.3 Left: Our second MVS algorithm is used to generate a sparse set of oriented
points, which are uniformly sampled in space. Middle: sampled patches
are used to generate feature correspondences in multiple images. A stan-
dard bundle adjustment algorithm is performed on the established feature
correspondences to tighten up calibration. Right: High-fidelity camera pa-
rameters are essential in reconstructing thin structures on visual hull mod-
els, for example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 From left to right: an input image, a tracked mesh with and without texture-
mapping, the corresponding motion field, and close-ups. The proposed
method is capable of producing fast, complex and dense motion informa-
tion, which is impossible with existing scene flow algorithms and optical
marker-based tracking systems. . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Multi-view stereo data sets can be roughly classified into three categories:
object, scene and crowded scene data sets. See text for details. . . . . . . . 11
x
2.2 Reconstruction results of representative multi-view stereo algorithms in
four different categories. Voxel-based methods (from left to right): a voxel
coloring method by Seitz et al. [1], a volumetric graph cuts method by Vo-
giatzis et al. [2], and a Level-set based method by Pons et al. [3] (right two
images). Polygonal surface based methods: our first MVS algorithm pre-
sented in Chapter 3(left two images), and an iterative deformation method
by Esteban et al. [4] (right two images). Multiple depth map based meth-
ods: expectation-maximization is used by Strecha et al. [5] (left), while
Goesele et al. showed that a very simple method suffices [6]. Patch based
methods: our second MVS algorithm presented in Chapter 4(left two im-
ages) and an algorithm presented by Goesele et al. for community photos
[7]. All the figures are used with permissions. . . . . . . . . . . . . . . . . 13
3.1 Measuring image discrepancy: (a) A single pixel color at each image pro-
jection is used to compute their discrepancy; (b) An image region instead
of a single pixel is used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 A visual hull, cone strips and rims: (a) an egg-shaped object is viewed by
2 cameras with optical centers O1 and O2; the point x is a frontier point;
(b) its visual hull is constructed from two apparent contours γ1 and γ2; the
surface Ω of the visual hull consisting of two cone strips φ1 and φ2; (c) the
cone strip φ1 associated with the first image I1 is stretched out along the
apparent contour γ1, so a point q on γ1 corresponds to a vertical line in the
right part of the diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 (a) An undirected graph representing a cone strip φi. The two leftmost
components are vertical neighbors. (b) The opening and closing vertices
vo and vc of φi. (c) Illustration of the vertical edge creation process for
a different strip φ j. (d) After the horizontal and vertical edges of the di-
rected graph G′ associated with φi have been created, G′ is split into two
connected components, shown here in different shades of grey, with unique
start and goal vertices each. . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4 Algorithm description of the graph cuts step. This procedure is applied to
every connected component on a visual hull boundary, which is surrounded
by identified rim segments. . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 Deforming the surface for graph cuts: (a) the surface Ω of the visual hull
is decomposed into multiple independent components ˆGi; (b) the layers
generated by the deformation process is illustrated for the cross section of
ˆG4 that contains vertices v1, v2, and v3. . . . . . . . . . . . . . . . . . . . . 29
3.6 The rim consistency force is computed for a viewing ray r j, then distributed
to all the vertices Vj whose closest ray is r j. Here vk+1 is the closest vertex
v∗j to r j. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.7 Algorithm description of the local refinement step. . . . . . . . . . . . . . 32
xi
3.8 A cone strip, the evaluated image discrepancy scores, and its correspond-
ing identified rim segments are shown for one of the input image contours
of the Human data set. The cone strip is mapped onto a plane by the pa-
rameterization described in Section 3.2. Black regions and green curves
represent the cone strip and the identified rim segments, respectively. Blue
lines in (c) illustrate cases where there exists multiple strip components
(vertical neighbors) along a single viewing ray. . . . . . . . . . . . . . . . 33
3.9 From left to right, a visual hull, cone strips on the visual hull boundary,
identified rim segments, and a surface after graph cuts for the six objects. . 35
3.10 From left to right, starting from a visual hull, the graph cuts is applied to
the model multiple times. Red circles illustrate a typical situation where
the multiple graph cuts applications are necessary to reconstruct correct
structures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.11 Shaded and texture-mapped renderings of the final 3D models. . . . . . . . 37
3.12 Close-ups of reconstructions. . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.13 A comparative evaluation of our algorithm. First row: comparison with
our implementation of a variant of the method proposed by Vogiatzis et
al. ([2]). Second row: comparison with a purely local method initialized
with the visual hull surface. Third row: comparison with a method by
Herna´ndez Esteban and Schmitt ([4]). Fourth row: comparison with the
voxel coloring method of Seitz and Dyer ([1]). See text for details. . . . . . 41
4.1 Definition of a patch (left) and of the images associated with it (right). See
text for the details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Feature matching algorithm. Top: The matching algorithm. The values
used for α0 and α1 in all our experiments are 0.4 and 0.7 respectively.
Bottom: An example showing the features f ′ ∈ F satisfying the epipolar
constraint in images I2 and I3 as they are matched to feature f in image I1
(this is an illustration only, not showing actual detected features). . . . . . . 46
4.3 Patch expansion algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Outliers lying outside (left) or inside (right) the correct surface. Arrows
are drawn between the patches pi and the images I j in S(pi), while solid
arrows correspond to the case where I j ∈ T (pi). U denotes a set of patches
occluded by an outlier. See text for details. . . . . . . . . . . . . . . . . . . 50
4.5 Polygonal surface reconstruction. Left: bounding volumes for the Dinosaur-
2 (visual hull), Steps-0 (convex hull), and City-Hall (union of hemispheres)
data sets featured in Figs. 4.6, 4.10and 4.11, which are used to initialize the
surface. Right: geometric elements driving the deformation process. . . . . 51
4.6 Reconstruction results on object data sets: From left to right and top to
bottom: Temple-1, Dinosaur-2, Skull-1, Polynesian, Face-0, Face-1, and
Body data sets. In each case, one of the input image is shown, along with
two views of texture-mapped reconstructed patches and shaded polygonal
surfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.6 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
xii
4.7 Quantitative comparison with other top-performing multi-view stereo al-
gorithms for the three Temple data sets presented at [8]. See text for details. 56
4.8 Quantitative comparison with other top-performing multi-view stereo al-
gorithms for the three Dinosaur data sets presented at [8]. See text for
details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.9 Quantitative comparison with another multi-view stereo algorithm for the
Polynesian at the bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.10 Reconstruction results on scene data sets. From top to bottom: Steps-0,
City-Hall, Wall, Fountain and Castle data sets. . . . . . . . . . . . . . . . . 59
4.11 Reconstruction results on crowded scene data sets. From top to bottom:
input images and reconstruction results of Brussels, input images of Steps-
1, and reconstruction results of Steps-1 and Steps-2 data sets. Note that
the Steps-2 data set is generated by copying Steps-1 but replacing its third
image by the fifth one without changing camera parameters. . . . . . . . . 60
5.1 Notation: Three points P1,P2,P3 are observed by three cameras C1,C2,C3. . 62
5.2 Overall algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3 Given a patch (Pi,Qi) and the visibility information Vi, we initialize match-
ing images patches (pi j,qi j). . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4 Top: Patches reconstructed by PMVS at level L of the pyramid. Center:
Subsets of these patches that have successfully generated feature corre-
spondences after sub-sampling. Bottom: Statistics of the matching process. 69
5.5 A set of matching 2D features is shown for each dataset. The proposed
method is able to match features in many images even without salient tex-
tures due to the use of surface geometry and visibility information esti-
mated by the multi-view stereo algorithm. . . . . . . . . . . . . . . . . . . 70
5.6 Histograms of the number of images in which features are matched. . . . . 71
5.7 The mean and standard deviation of reprojection errors in pixel for each
dataset at each iteration. The right-most graph shows the total number of
matched 2D features per iteration. . . . . . . . . . . . . . . . . . . . . . . 71
5.8 Epipolar lines are used to assess the improvements in camera parameters.
A pair of epipolar lines of the same color must pass through same feature
points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.9 Visual hull models are used to assess the accuracy of camera parameters for
Spiderman and Predator. Intricate structures are reconstructed only from
the camera parameters refined by the proposed method. For Dinosaur-2
and Face-0, a set of patches reconstructed by PMVS and a 3D mesh model
extracted from these patches are used for the assessment. See text for more
details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
xiii
5.10 Inconsistencies in widely separated cameras (accumulation errors) are of-
ten not recognizable from 3D mesh models reconstructed by a MVS algo-
rithm. For further assessments, we pick a pair of separated cameras shown
in the middle row, texture-map the surface from the right image, render it
to the left, and compare the rendered model with the left image. The ren-
dered and the input images look the same only if camera parameters and
the reconstructed model are accurate. The top and the bottom rows show
rendered images and the reconstructed 3D mesh model before and after the
refinement, respectively. The amount of errors with the initial camera pa-
rameters (calibrated by SFM for Vase and manual feature correspondences
for Face-0) is roughly six pixels for both datasets, which are very large. . . 75
6.1 Local geometric (top) and photometric (bottom) surface models. The sur-
face region si associated with the vertex vi is simply the union of the inci-
dent triangles. See text for details. . . . . . . . . . . . . . . . . . . . . . . 78
6.2 The tangential and normal components of a local rigid motion. . . . . . . . 80
6.3 Shape and full motion photoconsistencies. See text for details. . . . . . . . 81
6.4 Overall tracking algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.5 From left to right, and for each dataset: an input image, a tracked mesh with
and without texture-mapping, and the corresponding motion field. Note
that results on two frames are shown for Face-2. . . . . . . . . . . . . . . . 87
6.5 Continued. In the close-ups of Pants-2, our texture-mapped model is in-
deed very close to the corresponding input image, but there are moderate
discrepancies in some places, in particular in the middle of the complex
fold structure where a surface region not visible by a sufficient number of
cameras has not been tracked. . . . . . . . . . . . . . . . . . . . . . . . . 88
6.6 Top panel: (left) results with and without expansion; (right) results with
and without instantaneous motion decomposition. Center panel: (left) ac-
cumulated errors; (right) number of vertices that have been successfully
tracked in each frame. Bottom panel: (left) qualitative assessment of drift-
ing effects; (right) occlusion handling. . . . . . . . . . . . . . . . . . . . . 90
A.1 Experimental setups for the data sets acquired in our lab. A motorized
turn table and three high-end digital cameras, Canon EOS 1D MarkII, have
been used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
A.2 ”Object” data sets. Four or five sample input images are shown for each
data set. Also see Table A.1for more information. . . . . . . . . . . . . . . 101
A.2 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.2 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
A.2 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
A.3 ”Scene” data sets. All the input images are shown for each data set. Also
see Table A.1for more information. . . . . . . . . . . . . . . . . . . . . . . 105
A.3 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
A.4 ”Crowded Scene” data sets. All the input images are shown for each data
set. Also see Table A.1for more information. . . . . . . . . . . . . . . . . . 107
xiv
B.1 3D motion capture data sets. . . . . . . . . . . . . . . . . . . . . . . . . . 109
B.1 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
B.1 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
B.1 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
xv
Chapter 1
Introduction
1.1 Background
Image-based modeling is the process of automatically acquiring geometric object and scene
models from photographs or video clips, which applications range from the construction of
realistic object models for the film, television, and video game industries, to the quantitative
recovery of metric information (metrology) for scientific and engineering data analysis.
In particular, the problem of reconstructing a static scene has a long history, and various
methods, different in assumptions, mechanism, and experimental set-ups (how pictures are
taken), have been proposed so far: Shape from shading [9] and photometric stereo [10] rely
on shading cues. Surface normal information is first estimated from a lighting source direc-
tion and a reflectance property of a material, and then integrated to form a surface. Camera
focusing is used to estimate a depth information in depth from (de)focus methods [11, 12].
Surface normal information can be also directly estimated from texture appearance if the
pattern is regular or known in advance [13]. Given multiple photographs and associated
camera parameters observing a rigid scene, 3D reconstruction can be performed by estab-
lishing feature correspondences and reconstructing a surface, which is known as stereopsis
[14, 8]. Image silhouettes and camera parameters can be used to produce a crude approxi-
mation of an object purely from geometric constraints, known as a visual hull model [15].
Among the different approaches, multi-view stereopsis (MVS) has proven to be very suc-
cessful in the last decade due to the quality of its output and the flexibility of the required
experimental setup. According to a recent survey by Seitz. et al. [8], state-of-the-art MVS
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algorithms achieve surface coverage of about 95% and depth accuracy of about 0.5mm
for an object 10cm in diameter observed by sixteen low-resolution (640× 480) cameras.
Combined with the emergence of affordable, high-resolution (12Mpixel) consumer-grade
cameras, this technology promises even higher, unprecedented geometric fidelity in image-
based modeling tasks: For example, 12M pixel (4000×3000pixel2) cameras yield an accu-
racy of 1/1200 (0.08mm for a 10cm wide object) in the same experimental setup assuming
the accuracy improves linearly with the resolution.
A popular alternative to image-based modeling is to use a laser range scanner [16, 17,
18, 19], which can directly acquire a depth map (as opposed to an image-based modeling
method that takes photometric information of a scene and produces geometric information
as an output). However, the spatial and temporal resolutions of laser scanners are limited:
High-end models, like the Opto scanner from Breuckmann, can acquire 1Mpixel range
images at about 1 frame per second (fps) with 0.1mm depth accuracy in a 1m3 measurement
volume (or 1 part in 10,000), but their cost is in the $100K range. Many systems, such as
the popular Minolta Vivid 910, do not provide high-resolution boresighted depth and color
images. The acquisition rate of all range cameras that depend on mechanical scanning is
limited. Recent developments in flash technology promise much higher frame rates but,
although current devices such as the Canesta camera deliver range images at 15fps, their
accuracy does not (yet) match that of high-end scanners. Photogrammetric techniques use
conventional high-resolution cameras to deliver depth accuracies comparable to that of
the best laser scanners, but their spatial resolution is even more limited (typically a few
hundred scattered points), and they normally require the use of cumbersome markers [20].
In addition, they are simply not designed to output solid models. On the other hand, point-
and-shoot digital cameras capable of recording several high-resolution (12Mpixel) images
per second or medium-resolution (1Mpixel) video clips at up to 60fps are now available
for a few hundred dollars. As the digital takeover continues, prices will continue to fall
as resolution and quality keep improving to match and even exceed those of traditional
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argentic cameras. Of course, as in the digital photography domain, prices for dedicated
3D sensors will also fall while resolution improves, but they are unlikely to catch up in the
near future since their manufacturers do not have to respond to comparable mass-market
competitive pressure.
As mentioned earlier, the advent of high-resolution digital cameras and sophisticated
MVS algorithms offers the promises of unprecedented geometric fidelity in image-based
modeling tasks, but it also puts unprecedented demands on camera calibration to fulfill
these promises. Therefore, high-fidelity camera calibration is also an essential part of high-
fidelity image based modeling tasks. Today, there are roughly two main approaches to this
problem: The first one, dubbed chart-based calibration (CBC) assumes that an object with
precisely known geometry (the chart) is present in all input images, and computes the cam-
era parameters consistent with a set of correspondences between the features defining the
chart and their observed image projections [21, 22]. It is often used in conjunction with po-
sitioning systems such as a robot arm [8] or a turntable [4] that can repeat the same motion
with high accuracy, so that object and calibration chart pictures can be taken separately
but under the same viewing conditions. The second approach to calibration is structure
from motion (SFM), where both the scene shape (structure) and the camera parameters
(motion) consistent with a set of correspondences between scene and image features are
estimated [23]. In this process, the intrinsic camera parameters are often supposed to be
known a priori [24], or recovered a posteriori through auto-calibration [25, 26]. A final
bundle adjustment (BA) stage is then typically used to fine tune the positions of the scene
points and the entire set of camera parameters (including the intrinsic ones and possibly
the distortion coefficients) in a single non-linear optimization [27, 28]. However, despite
decades of work and a mature technology, putting together a complete and reliable cali-
bration pipeline remains a non-trivial procedure requiring much know-how, with various
pitfalls and sources of inaccuracy. One solution to such a problem is provided in this dis-
sertation with an algorithm that tightens up camera calibration possibly containing errors
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by fusing a standard bundle adjustment and a multi-view stereo algorithms.
When a set of video streams observing a dynamic scene is available instead of a set of
photographs observing a static one, we can recover motion information as well as structure
in every frame. The most popular approach to motion capture today is to attach distinctive
markers to the body and/or face of an actor, and track these markers in images acquired by
multiple calibrated video cameras. The marker tracks are then matched, and triangulation
is used to reconstruct the corresponding position and velocity information. The accuracy
of any motion capture system is limited by the temporal and spatial resolution of the cam-
eras. In the case of marker-based technology, it is also limited by the number of markers
available: Although relatively few (say, 50) markers may be sufficient to recover skeletal
body configurations, thousands may be needed to accurately recover the complex changes
in the fold structure of cloth during body motions [29], or model subtle facial motions and
skin deformations [30, 31], a problem exacerbated by the fact that people are very good
at picking unnatural motions and “wooden” expressions in animated characters. Mark-
erless motion capture methods based on computer vision technology offer an attractive
alternative, since they can (in principle) exploit the dynamic texture of the observed sur-
faces themselves to provide reconstructions with fine surface details and dense estimates
of nonrigid motion. Markerless technology using special make-up is indeed emerging in
the entertainment industry [32], and several approaches to local scene flow estimation have
also been proposed to handle less constrained settings [33, 34, 35, 36, 37]. Typically,
these methods do not fully exploit global spatio-temporal consistency constraints. They
have been mostly limited to relatively simple and slow motions without much occlusion,
and may be susceptible to error accumulation. This dissertation proposes a solution that
overcomes all these difficulties.
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1.2 Problem Statement and Thesis Outline
This dissertation provides solutions to the three above-mentioned core problems in image-
based modeling, namely, static scene reconstruction, camera calibration, and dynamic
scene reconstruction. In particular, after giving a literature review in Chapter 2, we present
two novel approaches to the MVS problems in Chapters 3 and 4, and propose an approach
that achieves high-fidelity camera calibration by combining a standard bundle adjustment
method (BA) with our second MVS algorithm in Chapter 5. A novel 3D motion capture
algorithm is presented in Chapter 6 that captures both structure and motion information of
a dynamic scene from a set of calibrated and synchronized video clips. Finally, Chapter 7
concludes the dissertation with further possible extensions. Sample input images of all the
data sets used in our experiments are shown in the appendix. A quick summary of each
approach is given below.
1.2.1 Static Scene Reconstruction
Many state-of-the-art multi-view stereo algorithms start their reconstruction processes by
building a visual hull model from purely geometric constraints associated with input im-
age silhouettes, then refine (carve) it by enforcing photometric constraints associated with
image textures [4, 2]. One danger of such approaches is that geometric constraints are of-
ten ignored during the optimization of photometric ones, although they are critical for the
reconstruction of thin and high-curvature structures where photometric information tend
to be unreliable. In our first approach to a MVS problem, we focus on enforcing both
geometric and photometric constraints during the optimization (see [38, 39] for similar
approaches). More specifically, after the purely geometric constraints associated with the
image silhouettes have been used to construct a coarse surface approximation in the form
of a visual hull, photoconsistency constraints are enforced in three consecutive steps: (1)
the rims where the surface grazes the visual hull are first identified through dynamic pro-
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Figure 1.1: Overall flow of our first MVS algorithm. Top: one of the 24 input pictures
of Dinosaur-0 (left), the corresponding visual hull (center), and the rims identified in each
strip using dynamic programming (right). Bottom: the carved visual hull after graph cuts
(left) and iterative refinement (center); and a texture-mapped rendering of the final model
(right). Note that the scales on the neck and below the fin, as well as the undulations of the
fin, are recovered correctly, even though the variations in surface height there is well below
1mm for this object about 20cm wide.
gramming; (2) with the rims now fixed, the visual hull is carved using graph cuts [40] to
globally optimize the photoconsistency of the surface and recover its main features; (3) an
iterative (local) refinement step is finally used to recover fine surface details. The overflow
of the proposed method is illustrated in Fig. 1.1.
One of the limitations of this approach is that it cannot handle concavities too deep to
be carved away by the graph cuts. The method is also vulnerable to mistakes made in the
rim-identification step. To overcome these problems, we propose a second method that
outputs a (quasi) dense collection of small oriented rectangular patches [41, 42, 43] instead
of a polygonal surface, obtained from pixel-level correspondences and tightly covering the
observed surfaces except in small textureless or occluded regions. The method does not
require any initialization, and is capable of detecting and discarding outliers and obstacles.
It does not perform any smoothing across nearby features, yet is one of the best algorithms
recently compared in [8] in terms of both coverage and accuracy. The keys to its per-
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Figure 1.2: Overall approach of our second MVS algorithm. From left to right: a sample in-
put image; detected features; reconstructed patches after the initial matching; final patches
after expansion and filtering; polygonal surface extracted from reconstructed patches; and
extracted polygonal surfaces of some other data sets that are very different in overall struc-
ture.
formance are effective techniques for enforcing local photometric consistency and global
visibility constraints. Stereopsis is implemented as a match, expand, and filter procedure,
starting from a sparse set of matched keypoints, and repeatedly expanding these to nearby
pixel correspondences before using visibility constraints to filter away false matches. A
simple but effective method for turning the resulting patch model into a mesh suitable for
image-based modeling is also presented. The overall flow of the algorithm is shown in Fig.
1.2.
1.2.2 High-Accuracy Camera Calibration
In our approach to high-accuracy camera calibration, a standard BA algorithm is combined
with our second MVS algorithm, which helps in establishing image correspondences. Con-
cretely, given a set of input images, possibly inaccurate camera parameters that may have
been obtained by an SFM or CBC system, and some conservative estimate of the corre-
sponding reprojection errors, the input images are first scaled down so these errors become
7
SFM Calibration chart Proposed method
Figure 1.3: Left: Our second MVS algorithm is used to generate a sparse set of oriented
points, which are uniformly sampled in space. Middle: sampled patches are used to gen-
erate feature correspondences in multiple images. A standard bundle adjustment algorithm
is performed on the established feature correspondences to tighten up calibration. Right:
High-fidelity camera parameters are essential in reconstructing thin structures on visual
hull models, for example.
small enough to successfully run the MVS algorithm that reconstructs a set of oriented
points (points plus normals) densely covering the surface of the observed scene, and iden-
tifies the images where they are visible. The core component of the approach is its second
stage, where image features are matched across multiple views using the estimated surface
geometry and visibility information. Finally, matched features are input to the SBA bun-
dle adjustment software of Lourakis and Argyros [27] to tighten up camera parameters.
The proposed method has been tested on several real datasets—including objects without
salient features for which image correspondences cannot be found in a purely bottom-up
fashion, and image-based modeling tasks—including the construction of visual hulls where
thin structures are lost without our bundle adjustment procedure (Fig. 1.3). The software
of the proposed algorithm is available on the web [44]. Note that the software of our MVS
algorithm [45], SBA [27], and several CBC systems such as [21] is also publicly available.
Bundled with this program, they make a complete software suite for high-accuracy camera
calibration.
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Closeup
Figure 1.4: From left to right: an input image, a tracked mesh with and without texture-
mapping, the corresponding motion field, and close-ups. The proposed method is capable
of producing fast, complex and dense motion information, which is impossible with exist-
ing scene flow algorithms and optical marker-based tracking systems.
1.2.3 Dynamic Scene Reconstruction
Finally, the dissertation proposes a novel approach to nonrigid, markerless motion capture
from synchronized video streams acquired by calibrated cameras. The instantaneous ge-
ometry of the observed scene is represented by a polyhedral mesh with fixed topology. The
initial mesh is constructed in the first frame using our second MVS algorithm. Its deforma-
tion is captured by tracking its vertices over time, using two optimization processes at each
frame: a local one using a rigid motion model in the neighborhood of each vertex, and a
global one using a regularized nonrigid model for the whole mesh. An expansion strategy,
which is similar, in spirit, to the one in our second MVS algorithm, is employed with our
local rigid motion model to handle fast and complex motions. Qualitative and quantitative
experiments using seven real datasets show that our algorithm effectively handles complex
nonrigid motions and severe occlusions. (See Fig. 1.4).
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Chapter 2
Previous Work
2.1 Multi-View Stereo
Although most early work in multi-view stereopsis (e.g., [46, 47, 1]) tended to match and
reconstruct all scene points independently, recent approaches typically cast this problem as
a variational one, where the objective is to find the surface minimizing a global photometric
discrepancy functional, regularized by explicit smoothness constraints [48, 49, 50, 51, 3,
39, 2, 38, 52] (a geometric consistency terms is sometimes added as well [53, 54, 55, 38,
4, 56]). Various optimization techniques are used in the competing approaches, ranging
from local methods such as gradient descent [53, 54, 55, 4], level sets [48, 49, 56, 3], or
expectation maximization [57], to global ones such as graph cuts [53, 54, 50, 51, 39, 2, 38].
Surface representations are also different in these approaches, which mostly determine the
flexibility and the applicability of the methods. In the following, we first classify multi-
view stereo data sets into three categories (Fig. 2.1), then algorithms into four categories
by their surface representations (Fig. 2.2). Note that all the MVS data sets used in our
experiments are listed in the appendix A.
2.1.1 Data sets
Object Reconstruction
We refer to the first category as object data sets. As illustrated by Fig. 2.1, a single, compact
object is usually fully visible in a set of uncluttered images taken from all around it. What
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Object data
Scene data
Crowded scene data
Figure 2.1: Multi-view stereo data sets can be roughly classified into three categories:
object, scene and crowded scene data sets. See text for details.
makes this category unique among our data sets is that it is relatively straightforward to
extract the apparent contours of the object and thus compute its visual hull [15, 58, 59, 60].
This data type is, in fact, the most commonly used in MVS, and many algorithms have
been proposed specifically for it. In some methods [1, 46, 4, 38, 2, 39, 53, 54], visual
hull models are constructed as an initialization of further refinement processes, while in
others [6, 50, 57], foreground/background segmentation information is simply used to im-
prove reconstruction results. A comparison and evaluation of multi-view stereo algorithms
is presented in [8] for this object data sets with quantitative experiments.
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Scene Reconstruction
Different from object data sets, where pictures are taken from all around an object, in
scene data sets, target object(s) may be partially occluded and/or embedded in clutter, and
the range of viewpoints may be severely limited, preventing the computation of effective
bounding volumes (typical examples are outdoor scenes with buildings or walls).
Crowded Scene Reconstruction
We refer to the third category as crowded scene, which is different from the scene data sets
in that moving obstacles appear in different places in multiple images of a static structure of
interest (e.g., people passing in front of a building). Having defined the goal of multi-view
stereo algorithms as the reconstruction of any structure that is rigid with respect to input
cameras, moving obstacles are to be detected and ignored while only rigid backgrounds are
to be reconstructed. Note that crowded scene data sets are pretty challenging examples, and
only a few algorithms [57, 61, 7] including ours have been able to handle such data sets.
Furthermore, as far as we know, ours is the first to handle crowded scene data consisting
of many images with severe obstacles.1 However, as shown in Chapter 4, the capability
of handling crowded scene data sets solely depend on the choice of a photometric discrep-
ancy function and any existing MVS algorithm should be able to change the function or
perform a view selection before photo-consistency computation to handle such data sets.
Accordingly, in the classification of MVS algorithms in the following section, we simply
discuss their applicability to object and scene data sets.
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Voxel-based methods
Polygonal surface based methods
Multiple depth map based methods
Patch based methods
Figure 2.2: Reconstruction results of representative multi-view stereo algorithms in four
different categories. Voxel-based methods (from left to right): a voxel coloring method by
Seitz et al. [1], a volumetric graph cuts method by Vogiatzis et al. [2], and a Level-set
based method by Pons et al. [3] (right two images). Polygonal surface based methods: our
first MVS algorithm presented in Chapter 3 (left two images), and an iterative deformation
method by Esteban et al. [4] (right two images). Multiple depth map based methods:
expectation-maximization is used by Strecha et al. [5] (left), while Goesele et al. showed
that a very simple method suffices [6]. Patch based methods: our second MVS algorithm
presented in Chapter 4 (left two images) and an algorithm presented by Goesele et al. for
community photos [7]. All the figures are used with permissions.
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2.1.2 Algorithms
Voxel-Based Methods
A grid of voxels is used as a surface representation in many multi-view stereo algorithms.
Space carving algorithms [1, 46] represent the volume of space around the modeled object
by a grid of voxels, and erode this volume by carving away successive layers of voxels with
high image discrepancy. While these methods do not need any assumption on the topology
of an object or a scene of interests and can easily handle both object and scene data sets,
reconstructions tend to be noisy due to the lack of regularization (see Fig. 2.2). The
voxel representation is also used with level-set techniques [48, 49, 56, 3] that implicitly
represent surfaces as the zero set of a time-varying volumetric density function, which
is iteratively refined by maximizing photometric consistencies, and a surface extraction
algorithm [63, 64] such as a Marching Cubes algorithm [63] is used to obtain a surface.
Topological changes can be handled easily by the level-set methods, and a variant [3] of the
approaches is one of the top performing multi-view stereo algorithms to date [8], while the
use of voxels may pause a limitation in memory usages for high-resolution input images.
Graph cuts-based methods [51, 2, 38, 39, 50] express image discrepancies by the weights
of edges linking adjacent vertices in a volumetric mesh, and find a minimum cut of the
graph to reconstruct a surface. Note that many voxel-based approaches are able to handle
both object and scene data sets, but a bounding box containing a targeting subject needs to
be known in advance.
Polygonal Surface-Based methods
Polygonal surfaces (or meshes) are used as a surface representation in [65, 4, 53, 54], which
initialize a mesh by a visual hull model, and iteratively deform it by enforcing photometric
1Vogiatzis et al. [62] proposed an occlusion robust photometric discrepancy function, which is similar in
spirit, but self-occlusions instead of obstacles such as pedestrians are the focus of their work. Strecha et al.
[57] proposed a multi-view stereo algorithm that can handle obstacles, but the complexity of their model is
exponential in the number of input images and the algorithm was tested with a data set consisting of only
three images.
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and geometric consistencies available. While these methods produce impressive results [8],
their biggest drawback is that topological changes [66] cannot be easily handled. Further-
more, a good approximation of a surface such as a visual hull model is required as an
initialization. For these two reasons, the methods cannot handle scene data sets well. Our
first MVS algorithm presented in this dissertation belongs to this category [53, 54].
Multiple Depth Map-Based Methods
Some methods [6, 57] estimate a depth map for each input image as a surface reconstruc-
tion. In [6], a discretized depth value for the pixels in each image is estimated indepen-
dently, while in [57], a Markov Random Field is used to model all the depth maps and
reconstruction (inference) is done through the Expectation Maximization algorithm. Both
methods need a post processing step [17, 67] that fuses multiple depth maps into a single
3D model, which may cause a problem when reconstructed depth maps are not consistent
with each other. While these methods typically require knowledge of valid depth ranges
to initialize discretized depth values, both object and scene data sets can be handled in the
same framework.
Patch-Based Methods
The last set of methods [43, 42, 41, 61, 7] is a little different from the above three types of
algorithms in that a set of patches or surfels, which do not have any explicit connectivity
information, is used as a modeling tool. Due to the flexible representation, both object
and scene data sets can be handled in the same framework, while a post-processing step
is necessary to turn reconstructed patches into polygonal surfaces [68]. The second MVS
algorithm presented in this dissertation belongs to this category.
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2.2 Camera Calibration
As mentioned in the introduction, there are two main approaches to camera calibration:
chart-based calibration (CBC) systems and structure from motion (SFM). A key ingredi-
ent of both approaches is the selection of feature correspondences (SFC), a procedure that
may be manual or (partially or totally) automated, and is often intertwined with the calibra-
tion process. In a typical SFM system for example [23], features are first found as “interest
points” by feature detectors in all input images, before a robust matching technique such as
RANSAC [69] is used for each pair of images to simultaneously estimate a set of consistent
feature correspondences and a fundamental matrix encoding the geometric relationship be-
tween the two cameras. A projective reconstruction for all input images is then obtained
by combining estimated fundamental matrices and feature correspondences. This is fol-
lowed by an auto-calibration procedure [25, 26] to achieve a Euclidean reconstruction. In
the initial feature matching step, since a same feature may look very different in different
images due to view point changes, lighting differences, etc., a SIFT feature descriptor [70]
is often used in matching for robustness. Pollefeys et al. presented one of the first fully
automated 3D reconstruction algorithm from a camcorder [71]. One of the most success-
ful implementations of a SfM algorithm is presented in [72], which calibrates hundreds
of indoor and outdoor images taken by different people under different time, season and
weather conditions with different cameras. However, reliable automated SFC/SFM sys-
tems are hard to come by,2 and even a very sophisticated one may fail for scenes composed
mostly of objects with weak textures (e.g., human faces). In this case, manual feature se-
lection and/or CBC are the only viable alternatives. In a typical CBC system, on the other
hand, a calibration chart with precisely known geometry is used, where the chart is usually
painted with a simple pattern, such as a checkerboard. Thanks to the knowledge of the
pattern painted on the chart, feature detection and localization is fairly easy and becomes
2There exist several commercial SfM software [73, 74], but they are usually very expensive: Boujou costs
$10,000 and REALVIZ MatchMover Pro costs $3,980.
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robust regardless of the lighting conditions and viewing directions. For example, in one of
the most popular CBC systems, the Camera Calibration Toolbox for Matlab [21], a user is
required to click four corners of the checkerboard pattern, while all the other corners are
automatically detected with sub-pixel level accuracy. However, despite decades of work
and mature technology, putting together a complete and reliable calibration pipeline re-
mains a non-trivial procedure requiring much know-how, with various pitfalls and sources
of inaccuracy.
Automated SFC/SFM methods tend to work well for close-by cameras in controlled
environments—though errors tend to accumulate for long-range motions, and they may be
ineffective for poorly textured scenes and widely separated input images. CBC systems
can be used regardless of scene texture and view separation, but it is difficult to design
and build accurate calibration charts with patterns clearly visible from all views. This is
particularly true for 3D charts (which are desirable for uniform accuracy over the visible
field), but remains a problem even for printed planar grids (the plates the paper is laid on
may not be quite flat, laser printers are surprisingly inaccurate, etc.). In addition, the robot
arms or turntables used in many experimental setups may not be exactly repetitive. In fact,
even a camera attached to a sturdy tripod may be affected during experiments by vibrations
from the floor, thermal effects, etc. These seemingly minor factors may not be negligi-
ble for modern high-resolution cameras. For example, the robot arm (Stanford spherical
gantry) used in the multi-view stereo evaluation of [8] has an accuracy of 0.01◦ for a 1m
radius sphere observing an object about 15cm in diameter, which yields approximately
1.0[m]× 0.01×π/180 = 0.175[mm] errors near the object. Even with the low-resolution
640× 480 cameras used in [8], where a pixel covers roughly 0.25mm on the surface of
an object, this error corresponds to 0.175/0.25 = 0.7pixels, which is not negligible. If
one used a high-resolution 4000× 3000 camera, the positioning error would increase to
0.7×4000/640 = 4.4pixels. This problem limits the effectiveness of classical chart-based
calibration. Of course, sophisticated setups that are less sensitive to these difficulties have
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been developed by photogrammeters [20], but they typically require special equipment and
software that are unfortunately not available in many academic and industrial settings. One
of the contributions of this dissertation, on the other hand, is to provide a flexible but high-
accuracy calibration system that is affordable and accessible to everyone. To this end, a
few researchers have proposed using scene information to refine camera calibration pa-
rameters: Lavest et al. propose in [75] to compensate for the inaccuracy of a calibration
chart by adjusting the 3D position of the markers that make it up, but this requires special
markers and software for locating them with sufficient sub-pixel precision. The calibration
algorithms proposed by Hernandez et al. [76] and Wong and Cipolla [77] exploit silhouette
information instead. They work for objects without any texture and are effective in wide-
baseline situations, but are limited to circular camera motions. Sinha and Pollefeys also
proposed a silhouette based camera calibration algorithm [78], but it is designed for a set
of synchronized video cameras.
2.3 3D Motion Capture
3D motion capture has become an essential technology in the movie and video game in-
dustries, and commercial optical marker-based systems (e.g., Vicon [79]) are widely used
both in academic and industry. While they are suitable for capturing human body skeletal
motions, which degree of freedoms is at most, say, a hundred, they are not designed to
capture dense 3D motion of a face or clothes, which would require thousand of markers.
Some companies [32, 80] provide a solution for such dense 3D motion capture settings.
Instead of optical markers that are indistinguishable, these systems track textures inherent
to [80] or painted on [32] the surface of a subject.
Various 3D motion capture algorithms have been also proposed in the computer vision
community. Three-dimensional active appearance models (AAMs) are often used for fa-
cial motion capture [81, 82, 83], where parametric models encoding both facial shape and
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appearance are fitted to one or several image sequences. AAMs require an a priori paramet-
ric face model and are, by design, aimed at tracking relatively coarse facial motions rather
than recovering fine surface detail and subtle expressions. Active sensing approaches to
motion capture use a projected pattern to independently estimate the scene structure in each
frame, then use optical flow and/or surface matches between adjacent frames to recover the
three-dimensional motion field [84, 85]. Although qualitative results are impressive, these
methods typically do not exploit the redundancy of the spatio-temporal information, and
may be susceptible to error accumulation over time. Several passive approaches have also
been proposed [33, 34, 35, 36, 37], which are often referred to as scene flow algorithms.
Some start by estimating the optical flow in each image independently, then extract the 3D
motion from the recovered flows [34, 37]. Others directly estimate both 3D shape and mo-
tion [33, 35, 36]: A variational formulation is proposed in [36], the motion being estimated
in a level-set framework, and the shape being refined by the multi-view stereo component
of the algorithm (see [86] for related work). A subdivision surface model is used in [35],
the shape and motion of an object being initialized independently, then refined simultane-
ously. In contrast, visible surfaces are represented in [33] as collections of surfels—that is,
small patches encoding shape, appearance, and motion. In this case, shape is first estimated
in each frame independently by a multi-view stereo algorithm, then the 3D motion of each
surfel from one frame to the next is estimated.
Existing scene flow algorithms suffer from two major limitations: First, they have so
far mostly been restricted in practice to very simple motions with little occlusion. Second,
local motions are typically estimated independently between adjacent frames, then con-
catenated into long trajectories, causing accumulating drift [87] which may pose problems
in applications such as body and face motion capture, or facial expression transfer from
human actors to imaginary creatures [32]. A strategy aptly called “track to first” in [88]
solves the accumulation problem, and it is exploited in our approach. To the best of our
knowledge, it has never been applied before in a general 3D motion capture context.
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Chapter 3
Carved Visual Hulls
This chapter presents our first approach for acquiring high-quality solid models of complex
3D shapes from multiple calibrated photographs, which is a combination of global and local
optimization techniques to enforce both photometric and geometric consistency constraints
throughout the modeling process [53, 54]. The algorithm proposed by Lazebnik [89, 90,
91] is first used to construct a combinatorial mesh description of the visual hull surface in
terms of polyhedral cone strips and their adjacency relations. Photoconsistency constraints
are then used to refine this initial and rather coarse model while maintaining the geometric
consistency constraints imposed by the visual hull. This is done in three steps: (1) the rims
where the surface grazes the visual hull are first identified through dynamic programming;
(2) with the rims now fixed, the visual hull is carved using graph cuts [40] to globally
minimize the image discrepancy of the surface and recover its main features, including its
concavities (which, unlike convex and saddle-shape parts of the surface, are not captured by
the visual hull); and (3) iterative (local) energy minimization is finally used to enforce both
photometric and geometric constraints and recover fine surface details. While graph cuts
have been used to globally maximize photometric consistency scores in various methods
[51, 2, 38], geometric constraints coming from image silhouettes have not been used in the
optimization process, and our method is one of the first to globally maximize photometric
consistency scores while satisfying the geometric consistencies [38]. As demonstrated in
Sect. 3.5, the third step, similar in spirit to the local optimization techniques proposed
in [4, 56], remains nonetheless essential in achieving high-quality results. This part of our
work was originally presented in [53, 54].
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3.1 Photometric Consistency Function
Before getting into the details of the algorithm, we define a photometric consistency or
image discrepancy function, which constitutes a fundamental part of our approach to multi-
view stereo. The image discrepancy is often represented as a scalar-valued function defined
for a point p in a 3D space, which measures how inconsistent image textures are at its
different image projections in the images where p is visible: Image textures or pixel colors
at different image projections of a same 3D point should be similar to each other if the
point lies on the surface of an object. As illustrated by Figure 3.1, there are roughly two
different ways of measuring texture inconsistency. The first method (Figure 3.1a) is to
simply look at a single pixel color at each image projection, and compute, for example,
the variance of pixel colors. The second method (Figure 3.1b) is to compare an image
region instead of a single pixel color in each image, by using a correlation method such as
sum of squared differences (SSD) or normalized cross correlation (NCC). The first method
is computationally much more efficient, but often requires a lot of input images and may
not work well for objects with non-Lambertian surfaces and images taken under varying
lighting conditions. Since we want to handle challenging data sets consisting of few images
taken under varying lighting conditions, the second method is used with NCC and a tangent
plane approximation in our approaches. More concretely, given a point p, an estimated
surface normal at p, a pair of images (I,J) in which p is visible, and a reference image R,
a rectangular μ × μ grid is overlaid on the tangent plane at p so the projection of one of
its edges into R is parallel to the image rows. The width and the height of the rectangle
are determined so that their image projections become μpixels in length in R, respectively.
Next, pixel colors at projected grid points are obtained through bilinear interpolation and
the NCC score N(p, I,J) between collected colors in I and J is computed. Finally, suppose
p is visible in a set of images {I1, · · · , Iτ}, the photo-consistency score f (p) at p is computed
as an average pairwise NCC score, where R is chosen to be the image with the minimum
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foreshortening factor in {I1, · · · , Iτ}:
f (p) = 2
τ(τ−1)
τ
∑
i=1
τ
∑
j=i+1
N(p, Ii, I j). (3.1)
In our algorithms, the following two photo-inconsistency or image discrepancy scores
based on f (p) are also used:
g0(p) = 1− f (p), (3.2)
g1(p) = 1− exp
(
−(1− f (p))
2
2σ21
)
, (3.3)
where σ1 is 0.8 in our experiments. The same photoconsistency function is also used in the
other algorithms presented in this dissertation, and see Chapter 4, 5 and 6 for the details
on the choices of the discrepancy functions, and how a surface normal and a set of visible
images are estimated.
p1
p0 p0
(a) Point-based (b) Region-based
I0
I1 I2 I0
I1 I2
Figure 3.1: Measuring image discrepancy: (a) A single pixel color at each image projection
is used to compute their discrepancy; (b) An image region instead of a single pixel is used.
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3.2 Identifying Rims on Visual Hull Surfaces
3.2.1 Visual Hulls, Cone Strips, and Rims
Let us consider an object observed by n calibrated cameras with optical centers O1, . . . ,On,
and denote by γi its apparent contour in the image Ii (Fig. 3.2a). The corresponding visual
cone is the solid bounded by the surface Φi swept by the rays joining Oi to γi. Φi grazes
the object along a surface curve, the rim Γi. The visual hull is the solid formed by the
intersection of the visual cones, and its boundary can be decomposed into a set of cone
strips φi formed by patches from the cone boundaries that connect to each other at frontier
points where two rims intersect (Fig. 3.2b). As illustrated by Fig. 3.2(c), each strip can be
mapped onto a plane by parameterizing its boundary by the arc length of the correspond-
ing image contour. In this figure, a viewing ray corresponds to a vertical line inside the
corresponding strip, and, by construction, there must be at least one rim point along any
such line (rim points are identified in [92, 39] by the same argument, but the algorithms
and their purposes are different from ours). Once the visual hull and the corresponding
cone strips have been constructed using the algorithm proposed in [89, 90, 91], the next
step is to identify the rim that runs “horizontally” inside each strip (Fig. 3.2(c)). Since rim
segments are the only parts of the visual hull that touch the surface of an object, they can
be found as the strip curves that minimize the image discrepancy.
3.2.2 Identifying a Rim in a Cone Strip
As noted earlier, the image discrepancy function should have small values along rims, thus
these curves can be found as shortest paths within the strips, where path length is deter-
mined by the image discrepancy function. In our visual hull implementation, a cone strip
φi is represented by the undirected graph G with its polyhedral vertices V and edges E,
and it is straightforward to find the shortest path by dynamic programming. However, the
idealized situation in Fig. 3.2 rarely occurs in practice, and the rim may not be a continu-
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Figure 3.2: A visual hull, cone strips and rims: (a) an egg-shaped object is viewed by
2 cameras with optical centers O1 and O2; the point x is a frontier point; (b) its visual
hull is constructed from two apparent contours γ1 and γ2; the surface Ω of the visual hull
consisting of two cone strips φ1 and φ2; (c) the cone strip φ1 associated with the first image
I1 is stretched out along the apparent contour γ1, so a point q on γ1 corresponds to a vertical
line in the right part of the diagram.
ous curve in its cone strip (Fig. 3.3a): As shown in [90], the boundaries of the cone strips
often loose their singularities (frontier points) to measurement errors, resulting into multi-
ple connected components. In practice, we can still apply dynamic programming to each
connected component independently. Harder problems arise from the facts that (1) there
may be multiple strip components intersecting the same vertical line (we call them vertical
neighbors), with the rim being in any one of these; and (2) the rim can be discontinuous
at any point inside the strip due to T-junctions. In this work, we assume for simplicity that
rim discontinuities occur only at the following two types of strip vertices (Fig. 3.3b):
• an opening vertex vo whose neighbors v′ all verify vo ≺ v′, and
• a closing vertex whose neighbors v′ all verify v′ ≺ vc,
where “≺” denotes the circular order on adjacent vertices in G induced by the closed curve
formed by the apparent contour. Under this assumption, dynamic programming can be still
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Figure 3.3: (a) An undirected graph representing a cone strip φi. The two leftmost com-
ponents are vertical neighbors. (b) The opening and closing vertices vo and vc of φi. (c)
Illustration of the vertical edge creation process for a different strip φ j. (d) After the hori-
zontal and vertical edges of the directed graph G′ associated with φi have been created, G′
is split into two connected components, shown here in different shades of grey, with unique
start and goal vertices each.
used to find the rim as a shortest path in the directed graph G′ with vertices V and edges
E ′, defined as follows. Firstly, for each edge (vi,v j) in E, we add to E ′ the Horizontal
edge (vi,v j) if vi ≺ v j, and the edge (v j,vi) otherwise. Secondly, to handle discontinuities,
we add to E ′ the Vertical directed edges linking each opening (resp. closing) vertex to all
vertices immediately following (resp. preceding) it in its vertical neighbors (Fig. 3.3(c)).
Next, we assign weights to edges in a directed graph G′. For horizontal edges, a weight
is the physical edge length multiplied by the average image discrepancy g1(v) (3.3) of its
two vertices. Note that a set of visible images for each vertex, which is necessary for the
computation of g1(v), is estimated by using the visual hull model and its depth maps. Ver-
tical edges have weight 0. Then, we decompose the graph G′ into connected components
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(Fig. 3.3(d)), and use dynamic programming to find the shortest path between the leftmost
(start) vertex of each component and its rightmost (goal) vertex. At times, rim discontinu-
ities may occur at other points than those selected by our assumptions. Accordingly, the
simple approach outlined above may misidentify parts of the rim. Since the rims are used
as hard constraints in the next global optimization step, we want to avoid false positives as
much as possible. Among all the vertices identified as the rim points, we filter out false-
positives by using the average NCC score f (v) (3.1) and the vertical strip size i(v) at a
vertex v. More concretely, a vertex v is detected as a false-positive if either 4R · ι < i(v) or
R · ι < i(v) and f (v)< η hold, where R is an average distance from all the vertices V ′ in the
mesh to their center of mass ∑v∈V ′ v/|V ′|, and ι and η are thresholds for the vertical strip
size and the NCC score, respectively, and are selected for each data set in our experiments
(See Table 3.1 for an actual choice of parameters). If there exists multiple components
along a viewing ray, the vertical strip size i(v) is simply computed as a distance between
the closest and the farthest points on the cone strip. Intuitively, a rim point is filtered out
when its corresponding vertical strip size is too large (the first condition) and when the
vertical strip size is not small enough and the average NCC score f (v) is worse than η
(the second condition). Note that when the vertical strip size is very small, there is little
ambiguity in the location of the rim, and the corresponding vertex automatically passes the
test according to the above rule.
The next two sections show how to carve the visual hull by combining photoconsistency
constraints with the geometric rim consistency constraints associated with the identified rim
segments. We start with a global optimization step by graph cuts to recover main surface
features. A local refinement step is then used to reveal fine details.
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3.3 Global Optimization
In this part of our algorithm, rim consistency is enforced as a hard constraint by fixing the
location of the identified rim segments, which split the surface Ω of the visual hull into k
connected components ˆGi (i = 1, . . . ,k) (note that the rim segments associated with a single
strip may not form a loop, so each graph component may include vertices from multiple
strips). To enforce photoconsistency, we independently and iteratively deform the surface
of each component ˆGi inwards (remember that the visual hull is an outer object approxima-
tion) to generate multiple layers forming a 3D graph Ji, associate photoconsistency weights
to the edges of this graph, and use graph cuts to carve the surface. 1 The overall process is
summarized in Figure 3.4 and detailed in the next two sections.
3.3.1 Deforming the Surface to Set Vertices
In this section, after initializing the vertices of Ji by those in ˆGi, which will be the first
layer of the graph Ji, the surface is iteratively deformed inwards to generate more vertices,
which, in turn, will form additional layers of Ji. More precisely, at each iteration of the
deformation process, we move every vertex v in ˆGi (except for the boundaries) along its
surface normal N(v) and apply smoothing:
v ← v− ελ (ζ1 g1(v)+ζ2)N(v)+ s(v), (3.4)
where ε,ζ1,ζ2 are scalar constants, g1(v) is the image discrepancy function defined in (3.3),
N(v) is the unit surface normal, and s(v) is a smoothness term of the form −β1Δv+β2ΔΔv
suggested in [96]. For each vertex v, we keep track of how much it has moved along its
surface normal direction, and every time the accumulated distance exceeds ε , its coordinate
is added to Ji as a vertex, and the distance is reset to 0. Note that using g1(v) in (3.4) yields
1The graph associated with a voxel grid serves as input in typical applications of graph cuts to image-
based modeling (e.g., [93, 94, 95, 51, 2, 39, 50]). The surface deformation scheme is proposed here instead
to take advantage of the fact that the visual hull is already a good approximation.
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Input: A connected component ˆGi on a visual hull boundary
Output: A carved visual hull model inside ˆGi
J ← ˆGi; //J will contain a 3D graph.
ForEach vertex v ∈ ˆGi except for the boundary
d(v)← 0; //d(v) keeps track of how much v has moved along its surface normal.
EndFor
For j = 1 to ρ
Recompute g1(v) for each vertex;
For k = 1 to λ
ForEach vertex v ∈ ˆGi except for the boundary
Recompute N(v) and s(v);
vmove ←− ελ (ζ1 g1(v)+ζ2)N(v)+ s(v);
v ← v+ vmove;
d(v)← d(v)− vmove ·N(v);
If ε < d(v)
d(v)← 0; //Every time d(v) exceeds ε , a new vertex is added to V .
Add the current v to J;
EndIf
EndFor
EndFor
EndFor
Add vertical and horizontal edges to J, and compute their weights;
Use graph cuts to find a minimum cut in J.
Figure 3.4: Algorithm description of the graph cuts step. This procedure is applied to
every connected component on a visual hull boundary, which is surrounded by identified
rim segments.
an adaptive deformation scheme: the surface shrinks faster where the image discrepancy
function is larger, which is expected to provide better surface normal estimates. During
deformations, surface normals and smoothness terms are re-estimated by using the current
surface at every iteration, while the photo-inconsistency function g1(v) is evaluated at all
the vertices (except for the boundaries) once in every λ iterations for efficiency. We use
ζ1 = 100, ζ2 = 0.1, β1 = 0.4, β2 = 0.3, ρ = 40, and λ = 20 in all our experiments, which
have empirically given good results for our test objects. ε determines an offset between
vertically adjacent vertices, and is set to be 0.5 times the average edge length in ˆGi. Note
that the choice of parameters ε and ρ is essentially difficult, because a surface of an object
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Figure 3.5: Deforming the surface for graph cuts: (a) the surface Ω of the visual hull
is decomposed into multiple independent components ˆGi; (b) the layers generated by the
deformation process is illustrated for the cross section of ˆG4 that contains vertices v1, v2,
and v3.
must lie between the top and the bottom layers of J in order for the graph cuts step to work,
but we do not know in advance which parameter set can guarantee such a condition.
3.3.2 Building a Graph and Applying Graph Cuts
After setting the vertices of Ji, two types of edges are added as shown in Fig. 3.5. Let us
denote an array of vertices generated from vk as {v0k ,v1k, · · ·} in an order of creation. Firstly,
a horizontal edge (v jk,v
j
k′) is added to Ji if vk and vk′ are neighbors in ˆGi. Note that vertices
connected by horizontal edges form an offset layer of ˆGi, and the top-most layer is identical
with ˆGi. Secondly, a vertical edge (vik,v
i+1
k ) is added to connect the offset instances of the
same vertex in adjacent layers. A simple variant of the technique proposed in [94] is
used to compute edge weights by using image discrepancy values that have already been
computed in Ji during the deformation procedure. Concretely, the weight of an edge (vi,v j)
is computed as
wi j =
α(g1(vi)+g1(v j))(δi +δ j)
d(vi,v j)
,
where d(vi,v j) is the length of the edge, and δi is a measure of the sparsity of vertices
around vi, which is approximated by ε times the squared of the average distance from vi to
the adjacent vertices in the same layer. Intuitively, weights should be large where vertices
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are sparse. We use α = 1.0 and 6.0 for horizontal and vertical edges, respectively, in all our
experiments, which accounts for the fact that edges are not uniformly distributed around a
vertex. Lastly, we connect all the vertices in the top (resp. bottom) layer to the source (resp.
sink) node with infinite edge weights. Note that generated layers in Ji may not necessarily
have the same topology due to the adaptive deformation scheme and the smoothness term
in (3.4): Different vertices may be registered to Ji for different times, and bottom layers in
Ji may miss some of the vertices as shown in Figure 3.5.
3.4 Local Refinement
In this final step, we iteratively refine the surface while enforcing all available photometric
and geometric information. At every iteration, we move each vertex v along its surface
normal by a linear combination of three terms: an image discrepancy term, a smoothness
term, and a rim consistency term. The image discrepancy term is simply the first deriva-
tive of g0(v) (3.2) along the surface normal. The smoothness term is the same as in the
previous section. The rim consistency term is similar to the one proposed in [4]. Consider
an apparent contour γ represented by a discrete set of points q j together with the corre-
sponding viewing rays r j, we add rim consistency forces to vertices as follows (Fig. 3.6).
Let us define d(vk,r j) as the distance between the vertex vk and a viewing ray r j, we find
the closest viewing ray r∗k = argminr jd(vk,r j) to every vertex vk. Next, if Vj denotes the
set of all the vertices vk whose closest viewing ray is r j (i.e., r∗k = r j), we find the vertex
v∗j in Vj closest to r j (i.e., v∗j = argminvk∈Vjd(vk,ri)). Note that a surface satisfies the rim
consistency conditions if and only if d(v∗j ,r j) = 0 for all viewing rays r j. Therefore, we
add an appropriately weighted force whose magnitude is proportional to v∗j r j to all vertices
in Vj, where vkr j is the signed distance between the vertex vk and a viewing ray r j, with
a positive sign when the projection of vk lies inside the contour γ and negative otherwise.
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rj (= r*k)
rj-1 rj+1
vk vk+1(=v*j)vk-1vkvk-1
vk+1(=v*j)
Figure 3.6: The rim consistency force is computed for a viewing ray r j, then distributed to
all the vertices Vj whose closest ray is r j. Here vk+1 is the closest vertex v∗j to r j.
Concretely, we add to the vertex vk in Vj the force
r(vk) = v∗j r j
exp(−(vkr j− v∗j r j)2/2σ22 )
∑vk′∈Vj exp(−(vk′r j− v∗j r j)2/2σ22 )
N(vk),
where N(vk) is the unit surface normal in vk.
The basic structure of the algorithm is simple (See Figure 3.7). At every iteration,
for each vertex v, we compute three terms and move v along its surface normal by their
linear combinations: v ← v+ s(v)+ r(v)−κ∇g0(v) ·N(v). κ is a scalar coefficient and is
set depending on the object and the resolution of the mesh. After repeating this process
until convergence—typically from 20 to 40 times, we remesh and increase the resolution,
and repeat the same process until the image projections of the edges in the mesh become
approximately 2 pixels in length. Typically, the remeshing operation is performed three
times until the mesh reaches the final resolution.
3.5 Experimental Results
3.5.1 Intermediate Results
Figure 3.8 illustrates a cone strip, the evaluated image discrepancy scores, and correspond-
ing identified rim segments for an image contour of the Human data set. A cone strip is
mapped onto a plane by parameterizing the horizontal axis by an arc length of the corre-
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Input: A carved visual hull model after the graph cuts step
Output: A refined final surface
REPEAT
Remesh and increase the resolution of the mesh;
REPEAT
Compute three forces at all the vertices;
For each vertex v on the mesh
v ← v+ s(v)+ r(v)−κ∇g0(v) ·N(v);
EndFor
until convergence;
until mesh reaches the desired resolution.
Figure 3.7: Algorithm description of the local refinement step.
sponding image contour, and the vertical axis by a distance from the optical center of the
corresponding camera as in Figure 3.3. Although Human is a relatively simple data set
with only 11 input images, as the figure shows, the cone strip is pretty complicated and has
vertical neighbors at many vertical lines (e.g., blue lines in Figure 3.8(c)). Nonetheless,
rim segments have been successfully identified, especially where cone strips are narrow.
Figure 1.1 and 3.9 illustrate the successive steps of our algorithm for all the data sets
used in our experiments. As can be seen in the figures, rim points have been success-
fully identified, especially at high-curvature parts of the surface. Our rim-discontinuity
assumption (Section 3.2.2) breaks at complicated surface structures, such as the cloth of
the standing human model. In fact, in a few cases, false rim segments have not been com-
pletely removed and have caused a problem in the graph cuts step, for instance, near the
nose and the eyes of the Twin model (See Section 3.5.3 for more discussions). Nonethe-
less, spurious segments have been detected and filtered out rather well by our aggressive
post-processing in all the models. With the help of the identified rim segments, the graph
cuts step recovers the main surface structures pretty well, including large concavities, while
preserving high-curvature structural details, such as the fingernails of the first dinosaur, the
fingers of the person, the cheekbones of the skull, and the metal bar sticking out from the
second dinosaur. Table 3.1 lists a pair of parameters (ι,η) used in the rim-identification
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Figure 3.8: A cone strip, the evaluated image discrepancy scores, and its corresponding
identified rim segments are shown for one of the input image contours of the Human data
set. The cone strip is mapped onto a plane by the parameterization described in Section 3.2.
Black regions and green curves represent the cone strip and the identified rim segments,
respectively. Blue lines in (c) illustrate cases where there exists multiple strip components
(vertical neighbors) along a single viewing ray.
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Table 3.1: Details on the rim-identification step. The second and the third columns of the
table lists thresholds (ι,η) used in the rim identification step for each data set. The fourth
and the fifth columns show rim filtering ratios: a ratio of rim segments that have been
filtered out as outliers. The right three columns of the table list sizes of the three largest
connected components on the visual hull boundary that are surrounded by identified rim
segments. See text for details.
Data Set Thresholds Filtering Ratio Sizes of Components
ι η Ave (%) Min (%) N1(%) N2(%) N3(%)
Dinosaur-0 0.015 0.9 83.2 56.7 96.2 1.02 0.63
Skull-2 0.06 0.7 69.2 44.2 99.9 0.062 0.051
Mummy 0.02 0.8 66.7 44.8 99.8 0.085 0.041
Human 0.05 0.8 27.8 16.7 93.2 3.4 2.1
Dinosaur-2 0.03 0.7 60.7 52.8 99.9 0.029 0.027
Twin 0.03 0.8 75.0 25.0 55.4 18.4 7.9
Temple-1 0.06 0.7 32.9 16.4 97.1 1.70 0.79
step, a filtering ratio (how many percentages of the identified rim points have been filtered
out as outliers), and sizes of the largest connected components surrounded by identified
rim-segments, for each data set. Note that since a filtering ratio is computed for each im-
age contour, the average and the minimum value of all the image contours are reported for
each data set. The size of a connected component is calculated as a ratio of the number of
vertices inside the component except for the boundary, against the number of vertices of
the whole visual hull model except for the identified rim points. As the table shows, the
filtering ratio varies depending on a data set and an image contour, but in general is around
60−80% due to our aggressive filtering. The table also illustrates a fact that a visual hull
boundary is mostly covered by a single large connected component except for the Twin
data set, which has many input images, and hence, many rim curves.
Figure 3.10 shows successive surface evolutions during the multiple graph cuts appli-
cations. Red circles in the figure illustrate a typical situation where the multiple appli-
cations are necessary to reconstruct correct structures: A part of the visual hull model of
Dinosaur-1 cannot be completely carved away by a single graph cuts application due to its
complicated shape.
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Figure 3.9: From left to right, a visual hull, cone strips on the visual hull boundary, identi-
fied rim segments, and a surface after graph cuts for the six objects.
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Figure 3.10: From left to right, starting from a visual hull, the graph cuts is applied to the
model multiple times. Red circles illustrate a typical situation where the multiple graph
cuts applications are necessary to reconstruct correct structures.
3.5.2 Final Results
Figure 1.1, 3.12 and 3.11 show shaded and texture-mapped renderings of the final 3D
models including several close-ups. Note that some of the surface details are not recovered
accurately. In some cases, this is simply due to the fact that the surface is not visible from
any cameras: the bottom part of the first dinosaur, for example. In other cases, this is due
to failures of our algorithm: For example, the eye sockets of the skulls are simply too deep
to be carved away by graph cuts or local refinement (See Section 3.5.3 for another example
with failures). The human is a particularly challenging example, because of the extremely
complicated folds of the cloth, and its high-frequency stripe patterns. Nonetheless, our
algorithm has performed rather well in general, correctly recovering minute details such
as fin undulations and scales in the neck of the first toy dinosaur, which corresponding
height variations are a fraction of 1mm, the sutures of the skulls, the large concavity in
the mummy’s chest, much of the shirt fold structure in the human example, as well as the
high-curvature structural details mentioned earlier. The proposed approach is implemented
in C++, and Table 3.2 lists running times of four different steps of our algorithm for each
data set. As the table shows, the bottleneck of the computation is the global optimization
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Figure 3.11: Shaded and texture-mapped renderings of the final 3D models.
and the local refinement steps, each of which takes about two hours for most of the data
sets and approximately four hours for the largest Twin model with a 3.4 GHz Pentium 4.
3.5.3 Comparisons
To evaluate the contributions of each step in our approach, we have performed the follow-
ing experiments. First, we have implemented and added the ballooning term introduced
in [2] to the energy function in the graph cuts step, while removing the hard constraints
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Figure 3.12: Close-ups of reconstructions.
Table 3.2: Running times of our algorithm, and the numbers of vertices and faces of final
3D models.
Dinosaur-1 Skull-2 Human Mummy Dinosaur-2 Twin Temple-1
Visual Hull 8.5 (min) 5.5 (min) 1 (min) 3 (min) 1.5 (min) 49 (min) 1 (min)
Rim-Identification 3 (min) 4 (min) 5 (min) 9 (min) 3 (min) 7 (min) 2 (min)
Graph Cuts 81 (min) 159 (min) 82 (min) 85 (min) 87 (min) 264 (min) 61 (min)
Local Refinement 133 (min) 154 (min) 113 (min) 101 (min) 49 (min) 225 (min) 75 (min)
Number of Vertices 272912 374057 481629 399688 440753 606669 328139
Number of Faces 545820 748118 963254 799372 881502 1213338 656286
enforced by the identified rim segments to see its effects on the over-carving problem men-
tioned earlier (Fig. 3.13, first row). Note that the layer-based graph representation is still
used in this experiment, instead of the voxel representation used in [2]. The leftmost part
of the figure shows the result of our graph cuts step (with fixed rim segments), and the
remaining three columns illustrate the effects of the ballooning term with three different
weights associated with it, the weight being zero at the left and increasing to the right. As
shown by the figure, high-curvature surface details have not been preserved with the bal-
looning term. Even in the rightmost column of the figure, where the ballooning term is too
high to preserve surface details in other parts of the surface, the fingers almost disappear. It
is because the graph cuts framework is basically not suitable for recovering high-curvature
structures. Note that in the Euclidean space, a minimal surface, which is an output of the
graph cuts algorithm2, has zero mean curvature all over the surface by definition. This may
be due in part to the fact that photometric consistency measurements become unreliable
2See [94] for the relationship between the minimal surface and the minimum cut.
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at high-curvature parts of a surface which, on the other hand, tend to generate highly reli-
able rim consistency constraints. Second, we have tested our algorithm without its graph
cuts phase, yielding a purely local method. Figure 3.13 (second row) shows two examples:
the graph cuts step being included in the left part of the diagram, and omitted in the right
part. As expected, local minimum problems are apparent in the latter case. Third, we have
also compared our algorithm with the method proposed in [4] on the Twin and Temple-1
data sets. The two models of the Twin data set look pretty close to each other, which is
partly because our local refinement step is basically the same as their refinement proce-
dure (except that gradient flow forces instead of the direct derivatives are used to compute
the image discrepancy term in their method), but there exists some differences. First, our
method does not recover correct structures near the nose of the statue (illustrated by green
circles), which is due to mistakes made in the rim-identification step. Note that our graph
cuts step is vulnerable to a single mistake in the rim-identification step, and this is the rea-
son why we have a conservative post-processing. However, it is still very difficult to avoid
all the false-positives in some occasions as in Figure 3.13. On the other hand, our method
outperforms Herna´ndez Esteban’s method in reconstructing a concave structure near the
right hand of the statue as shown by the red circles (although the difference is not signifi-
cant), which is also illustrated by the results on the Temple data set. Since their method is
essentially a local iterative deformation, they have a problem in avoiding local minima, es-
pecially in challenging situations (e.g., sharp concave structures with weak textures), while
our method has the global optimization step to handle them. Lastly, we have tried an im-
plementation of voxel coloring [46, 1], kindly provided by S. Seitz, on two of our examples
(Fig. 3.13, bottom). The results appear rather noisy compared to ours (see Fig. 3.11), prob-
ably due to the lack of regularization, and several concavities are missed in the two objects
(e.g., the chest of the mummy). Lastly, Table 3.3 presents some quantitative evaluations
on the Temple-1 data set with top performing multi-view stereo algorithms presented at the
Multi-View Stereo Evaluation website [8]. As the table shows, the proposed method has
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achieved the second best result both in terms of accuracy and completeness. Note that the
best algorithm in the table is presented in Chapter 4. Our algorithm uses manually extracted
silhouettes unlike the other methods, which gives us an undeniable advantage and prevents
us from officially participating to the competition. Also note that the Multi-View Stereo
Evaluation website provides data sets for one more object (Dinosaur-0 and Dinosaur-2),
but we could not test our algorithm because the model is not fully visible in some views
and exact silhouettes cannot be extracted there.
Table 3.3: Quantitative evaluations on the Temple-1 data set. The accuracy measure shows
the distance d (in mm) that brings 90% of the result within the ground-truth surface, while
the completeness measure shows the percentage of the ground-truth surface that lies within
1.25mm of the result.
Accuracy (90%) Completeness (1.25mm)
Furukawa et al. (Chapter 4) 0.62 [mm] 99.2 [%]
Proposed Approach 0.75 [mm] 97.1 [%]
Herna´ndez et al. ([4]) 0.75 [mm] 95.3 [%]
Pons et al. ([3]) 0.90 [mm] 95.4 [%]
Strecha et al. ([57]) 1.05 [mm] 94.1 [%]
Tran et al. ([39]) 1.53 [mm] 85.4 [%]
Vogiatzis et al. ([2]) 2.77 [mm] 79.4 [%]
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Our Method No Ballooning Weak Ballooning Strong Ballooning
With Graph Cuts Without Graph Cuts With Graph Cuts Without Graph Cuts
Our Method
Hernandez s Method’Input Image ’
Our Method
Hernandez s
Method
’ ’
Voxel Coloring Method Voxel Coloring Method
Figure 3.13: A comparative evaluation of our algorithm. First row: comparison with our
implementation of a variant of the method proposed by Vogiatzis et al. ([2]). Second
row: comparison with a purely local method initialized with the visual hull surface. Third
row: comparison with a method by Herna´ndez Esteban and Schmitt ([4]). Fourth row:
comparison with the voxel coloring method of Seitz and Dyer ([1]). See text for details.
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Chapter 4
Patch-Based Multi-View Stereo
This chapter presents an algorithm that outputs a (quasi) dense set of rectangular patches
covering the surfaces visible in the input images. This algorithm does not require any
initialization in the form of a bounding volume, and it detects and discards automatically
outliers and obstacles. It does not perform any smoothing across nearby features, yet out-
performs the state-of-the-art approaches recently compared in [8] in terms of both coverage
and accuracy for sparse data sets consisting of about 16 input images. The keys to its per-
formance are effective techniques for enforcing local photometric consistency and global
visibility constraints. Stereopsis is implemented as a match, expand, and filter procedure,
starting from a sparse set of matched keypoints, and repeatedly expanding these to nearby
pixel correspondences using a technique similar to [97, 98] before using visibility con-
straints to filter away false matches. A simple but effective method for turning the resulting
patch model into a mesh appropriate for image-based modeling is also presented. Section
4.1 presents the key building blocks of the proposed approach, including the models of
surfaces and images that it maintains, as well as the procedures for reconstructing a patch
and determining its visibility that it uses throughout. Section 4.2 details the three steps of
our algorithm. Polygonal surface extraction algorithms are presented in Sect. 4.3. Experi-
mental results and discussions are given in Sect. 4.4. This result was originally presented
at [61] and its software is publicly available at [45].
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4.1 Key Elements of the Proposed Approach
Before detailing our algorithm in Sect. 4.2, we define here the patches that will make up
our reconstructions, as well as the data structures used throughout to represent the input
images. We also introduce two other fundamental building blocks of our approach, namely,
the methods used to accurately reconstruct a patch once the corresponding image fragments
have been matched, and determine its visibility.
4.1.1 Patch Models
A patch p is a rectangle with center c(p) and unit normal vector n(p) oriented toward the
cameras observing it (Fig. 4.1). We associate with p a reference image R(p), chosen so that
its retinal plane is close to parallel to p with little distortion. The orientation and extent of
the rectangle patch is determined by the reference image R(p) as in our first MVS algorithm
presented in Sect. 3.1, where μ is either 5 or 7 for this algorithm. Two sets of pictures are
also attached to each patch p: the images S(p) where p should be visible (despite self-
occlusion), but may in practice not be recognizable (due to highlights, motion blur, etc.),
or hidden by moving obstacles, and the images T (p) where it is truly found (R(p) is of
course an element of T (p)). We enforce the following two constraints on the model: First,
we enforce local photometric consistency by requiring that the projected textures of every
patch p be consistent in at least γ images (in other words |T (p)| ≥ γ , with γ = 3 in all
but three of our experiments, where γ is set to 2). Second, we enforce global visibility
consistency by requiring that no patch p be occluded by any other patch in any image in
S(p). 1
1A patch p may be occluded in one or several of the images in S(p) by moving obstacles, but these are
not reconstructed by our algorithm and thus do not generate occluding patches.
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pP
S(p)
R(p)
p
c(p)
n(p)
T(p)
Figure 4.1: Definition of a patch (left) and of the images associated with it (right). See text
for the details.
4.1.2 Image Models
We associate with each image I a regular grid of β1×β1pixel2 cells C(i, j), and attempt to
reconstruct at least one patch in every cell (we use a value of 1 or 2 for β1 for most data
sets). The cell C(i, j) keeps track of two different sets Qt(i, j) and Q f (i, j) of reconstructed
patches potentially visible in C(i, j): A patch p is stored in Qt(i, j) if I ∈ T (p), and in
Q f (i, j) if I ∈ S(p) \T (p). We also associate with C(i, j) the depth of the center of the
patch in Qt(i, j) closest to the optical center of the corresponding camera. This amounts
to attaching a depth map to I, which will prove useful in the visibility calculations of
Sect. 4.1.4.
4.1.3 Enforcing Photometric Consistency
Given a patch p, its reference image R(p), and the set of images T (p) where it is truly
visible, we can now estimate its position c(p) and its surface normal n(p) by maximizing
the average NCC score f (p) defined in (3.1) with respect to these unknowns.2 To simplify
computations, we constrain c(p) to lie on the ray joining the optical center of the reference
camera to the corresponding image point, reducing the number of degrees of freedom of
this optimization problem to three—depth along the ray plus yaw and pitch angles for n(p),
and use a conjugate gradient method [99] to find the optimal parameters. Simple methods
2With abuse of notations, the pair-wise NCC score at a patch p between a pair of images (I,J) and the
average NCC score among truly visible images are denoted as f (p) and N(p, I,J), respectively, as in (3.1).
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for computing reasonable initial guesses for c(p) and n(p) are given in Sects. 4.2.1 and
4.2.2.
4.1.4 Enforcing Visibility Consistency
The visibility of each patch p is determined by the images S(p) and T (p) where it is (po-
tentially or truly) observed. We use two slightly different methods for constructing S(p)
and T (p) depending on the stage of our reconstruction algorithm. In the matching phase
(Sect. 4.2.1), patches are reconstructed from sparse feature matches, and we have to rely
on photometric consistency constraints to determine (or rather obtain an initial guess for)
visibility. Concretely, we initialize both sets of images as those for which the NCC score
exceeds some threshold: S(p) = T (p) = {I|N(p,R(p), I)> α0}. On the other hand, in the
expansion phase of our algorithm (Sect. 4.2.2), patches are by construction dense enough
to associate depth maps with all images, and S(p) is constructed for each patch by thresh-
olding these depth maps—that is, S(p)= {I|dI(p)≤ dI(i, j)+ρ1}, where dI(p) is the depth
of the center of p along the corresponding ray of image I, and dI(i, j) is the depth recorded
in the cell C(i, j) associated with image I and patch p. The value of ρ1 is determined au-
tomatically as the distance at the depth of c(p) corresponding to an image displacement
of β1 pixels in R(p). Once S(p) has been estimated, photometric consistency is used to
determine the images where p is truly observed as T (p) = {I ∈ S(p)|N(p,R(p), I)> α1}.
This process may fail when the reference image R(p) is itself an outlier, but, as explained
in the next section, our algorithm is designed to handle this problem. Iterating its match-
ing and filtering steps also helps improve the reliability and consistency of the visibility
information.
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Input: Features detected in each image.
Output: Initial sparse set of patches P.
Cover each image with a grid of β1×β1pixel2 cells;
P ← φ ;
For each image I with optical center O
For each feature f detected in I and lying in an empty cell
F ← {Features satisfying the epipolar consistency};
Sort F in an increasing order of distance from O;
For each feature f ′ ∈ F
R(p)← I; T (p)←{J|N(p,R(p),J)≥ α0};
c(p)← 3D point triangulated from f and f′;
n(p)← Direction of optical ray from c(p) to O;
n(p),c(p)← argmax ¯N(p);
S(p)←{J|N(p,R(p),J)≥ α0};
T (p)←{J|N(p,R(p),J)≥ α1};
If |T (p)| ≥ γ
register p to the corresponding cells in S(p);
exit innermost For loop, and add p to P.
I1 I3
f F={    ,    ,    ,    }Epipolar line
I2
Detected features
(Harris/DoG)
/ / Features satisfying epipolar
consistency (Harris/DoG)
Figure 4.2: Feature matching algorithm. Top: The matching algorithm. The values used
for α0 and α1 in all our experiments are 0.4 and 0.7 respectively. Bottom: An example
showing the features f ′ ∈ F satisfying the epipolar constraint in images I2 and I3 as they
are matched to feature f in image I1 (this is an illustration only, not showing actual detected
features).
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4.2 Algorithm
4.2.1 Matching
As the first step of our algorithm, we detect corner and blob features in each image using
the Harris and Difference-of-Gaussian (DoG) operators.3 To ensure uniform coverage, we
lay over each image a coarse regular grid of β2 × β2pixel2 cells, and return as corners
and blobs for each cell the η local maxima of the two operators with strongest responses
(we use β2 = 32 and η = 4 in all our experiments). After these features have been found
in each image, they are matched across multiple pictures to reconstruct a sparse set of
patches, which are then stored in the grid of cells C(i, j) overlaid on each image (Fig. 4.2):
Concretely, consider an image I and denote by O the optical center of the corresponding
camera. For each feature f detected in I, we collect in the other images the set F of features
f ′ of the same type (Harris or DoG) that lie within ι = 2pixels from the corresponding
epipolar lines, and triangulate the 3D points associated with the pairs ( f , f ′). We then
consider these points in order of increasing distance from O as potential patch centers,4
and return the first patch “photoconsistent” in at least γ images (Fig. 4.2, top). More
concretely, for each feature f ′, we construct the potential surface patch p by triangulating
f and f ′ to obtain an estimate of c(p), assign to n(p) the direction of the optical ray
joining this point to O, and set R(p) = I. After initializing T (p) by using photometric
consistency as in Sect. 4.1.4, we use the optimization process described in Sect. 4.1.3 to
refine the parameters of c(p) and n(p), then initialize S(p) and recompute T (p). Finally,
if p satisfies the constraint |T (p)| ≥ γ , we compute its projections in all images in S(p),
3Briefly, let us denote by Gσ a 2D Gaussian with standard deviation σ . The response of the Harris filter
at some image point is defined as H = det(M)−λ trace2(M), where M = Gσ0 ∗ (∇I∇IT ), and ∇I is computed
by convolving the image I with the partial derivatives of the Gaussian G σ1 . The response of the DoG filter
is D = |(Gσ2 −G√2σ2) ∗ I|. We use σ0 = σ1 = σ2 = 1pixel and λ = 0.06 in all of our experiments. Note
that we do not use affine invariant features [100], which are popular for recognition tasks, because our patch
optimization procedure described in Sect. 4.1.3 essentially resolves all the scale and shape ambiguities by
using camera information.
4Empirically, this heuristic has proven to be effective in selecting mostly correct matches at a modest
computational expense.
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register it to the corresponding cells, and add it to P (Fig. 4.2, bottom). Note that since
the purpose of this step is only to reconstruct an initial sparse set of patches, features lying
in non-empty cells are skipped for efficiency. Also note that the patch generation process
may fail if the reference image R(p) is an outlier, for example when f correspond to a
highlight. This does not prevent, however, the reconstruction of the corresponding surface
patch from another image. The second part of our algorithm iterates (three times in all
our experiments) between an expansion step to obtain dense patches and a filtering step to
remove erroneous matches and enforce visibility consistency, as detailed in the next two
sections.
4.2.2 Expansion
At this stage, we iteratively add new neighbors to existing patches until they cover the sur-
faces visible in the scene. Intuitively, two patches p and p′ are considered to be neighbors
when they are attached to adjacent cells C(i, j) and C(i′, j′) of the same image I in S(p),
and their tangent planes are close enough to each other. We only attempt to create new
neighbors when necessary—that is, when Qt(i′, j′) is empty,5 and none of the elements of
Q f (i′, j′) is n-adjacent to p, where two patches p and p′ are said to be n-adjacent when
|(c(p)− c(p′)) · n(p)|+ |(c(p)− c(p′)) · n(p′)| < 2ρ2. Similar to ρ1, ρ2 is determined au-
tomatically as the distance at the depth of the mid-point of c(p) and c(p′) corresponding
to an image displacement of β1 pixels in R(p). When these two conditions are verified,
we initialize the patch p′ by assigning to R(p′), T (p′), and n(p′) the corresponding values
for p, and assigning to c(p′) the point where the viewing ray passing through the center of
C(i′, j′) intersects the plane containing the patch p. Next, c(p′) and n(p′) are refined by
the optimization procedure discussed in Sect. 4.1.3, and S(p′) is initialized from the depth
maps as explained in Sect. 4.1.4. Since some matches (and thus the corresponding depth
5Intuitively, any patch p ′ in Qt(i′, j′) would either already be a neighbor of p, or be separated from it by
a depth discontinuity, neither case warranting the addition of a new neighbor.
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Input: Patches P from the feature matching step.
Output: Expanded set of reconstructed patches.
Use P to initialize, for each image, Qf , Qt , and its depth map.
While P is not empty
Pick and remove a patch p from P;
For each image I ∈ T (p) and cell C(i, j) that p projects onto
For each cell C(i′, j′) adjacent to C(i, j) such that Qt(i′, j′) is empty and
p is not n-adjacent to any patch in Qf (i′, j′)
Create a new p′, copying R(p′),T (p′) and n(p′) from p;
c(p′)← Intersection of optical ray through center of C(i′, j′) with plane of p;
n(p′),c(p′)← argmax ¯N(p′);
S(p′)← {Visible images of p′ estimated by the current depth maps } ∪ T (p′);
T (p′)←{J ∈ S(p′)|N(p′,R(p′),J)≥ α1};
If |T (p′)< γ |, go back to For-loop;
Add p′ to P;
Update Qt ,Q f and depth maps for S(p′);
Return all the reconstructed patches stored in Qf and Qt .
Figure 4.3: Patch expansion algorithm.
map information) may be incorrect at this point, the elements of T (p′) are added to S(p′)
to avoid missing any image where p′ may be visible. Finally, after updating T (p′) using
photometric constraints as in Sect. 4.1.4, we accept the patch p′ if |T (p′)| ≥ γ still holds,
then register it to Qt(i′, j′) and Q f (i′, j′), and update the depth maps associated with all
images in S(p′). See Fig. 4.3 for the complete algorithm.
4.2.3 Filtering
Two filtering steps are applied to the reconstructed patches to further enforce visibility
consistency and remove erroneous matches. The first filter focuses on removing patches
that lie outside the real surface (Fig. 4.4, left): Consider a patch p0 and denote by U the set
of patches that it occludes. We remove p0 as an outlier when |T (p0)| ¯N(p0)<∑p j∈U ¯N(p j)
(intuitively, when p0 is an outlier, both ¯N(p0) and |T (p0)| are expected to be small, and
p0 is likely to be removed). The second filter focuses on outliers lying inside the actual
surface (Fig. 4.4, right): We simply recompute S(p0) and T (p0) for each patch p0 using
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P3 P4
Correct patch
Outlier
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P1 P2
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P2
U
Figure 4.4: Outliers lying outside (left) or inside (right) the correct surface. Arrows are
drawn between the patches pi and the images I j in S(pi), while solid arrows correspond to
the case where I j ∈ T (pi). U denotes a set of patches occluded by an outlier. See text for
details.
the depth maps associated with the corresponding images (Sect. 4.1.4), and remove p0
when |T (p0)| < γ . Note that the recomputed values of S(p0) and T (p0) may be different
from those obtained in the expansion step since more patches have been computed after
the reconstruction of p0. Finally, we enforce a weak form of regularization as follows: For
each patch p, we collect the patches lying in its own and adjacent cells in all images of
S(p). If the proportion of patches that are n-adjacent to p in this set is lower than ε = 0.25,
p is removed as an outlier. The threshold α1 is initialized with 0.7, and lowered by 0.2
after each expansion/filtering iteration.
4.3 Polygonal Surface Reconstruction
The reconstructed patches form an oriented point, or surfel model. Despite the growing
popularity of this type of models in the computer graphics community [101], it remains
desirable to turn our collection of patches into surface meshes for image-based modeling
applications. The approach is very similar to the iterative deformation algorithm presented
in Sect. 3.4, and it has proven quite effective in our experiments. Briefly, after initializing
a polygonal surface from a predetermined bounding volume, the convex hull of the recon-
structed points, or a set of small hemispheres centered at these points and pointing away
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v
d(v)n(v)
Π(v)
Figure 4.5: Polygonal surface reconstruction. Left: bounding volumes for the Dinosaur-2
(visual hull), Steps-0 (convex hull), and City-Hall (union of hemispheres) data sets featured
in Figs. 4.6, 4.10 and 4.11, which are used to initialize the surface. Right: geometric
elements driving the deformation process.
from the cameras, we repeatedly move each vertex v according to three forces (Fig. 4.5):
a smoothness term for regularization; a reconstruction consistency force driving the sur-
face towards the reconstructed patches; and, when accurate silhouettes are available, a rim
consistency term pulling the rim of the deforming surface toward the corresponding visual
cones. Note that the smoothness and the rim consistency terms are the same as in Sect. 3.4.
The reconstruction consistency force for each vertex v on the current surface S is ν(v)n(v),
where n(v) is the inward unit normal to S in v, ν(v) = max(−τ,min(τ,d(v))), and d(v) is
the signed distance between v and the true surface S∗ along n(v) (the parameter τ is used to
bound the magnitude of the force, ensure stable deformation and avoid self-intersections;
its value is fixed as 0.2 times the average edge length in S). In turn, d(v) is estimated as
follows: We collect the set Π(v) of π = 10 patches p′ with (outward) normals compatible
with that of v (that is, −n(p′) · n(v) > 0, see Fig. 4.5) that lie closest to the line defined
by v and n(v), and compute d(v) as the weighted average distance from v to the centers
of the patches in Π(v) along n(v)—that is, d(v) = ∑p′∈Π(v)w(p′)[n(v) · (c(p′)− v)], where
the weights w(p′) are Gaussian functions of the distance between c(p′) and the line, with
standard deviation ρ1 defined as before, and normalized to sum to 1. We iterate until con-
vergence, remesh, increase the resolution of the surface, and repeat the process until the
desired resolution is obtained (in particular, until image projections of edges of the mesh
become approximately β1 pixels in length, see [55] for details).
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Table 4.1: A choice of parameters used in our experiments.
Name β1 μ γ Name β1 μ γ
Roman 1 5 3 Temple-1 1 5 3
Dinosaur-2 1 7 3 Skull-1 2 5 3
Polynesian 2 5 3 Face-0 1 5 3
Face-1 1 7 2 Body 1 7 2
Steps-{0,1,2} 1 7 3 City-Hall 2 7 3
Wall 1 7 3 Fountain 4 7 3
Castle 6 7 3 Brussels 1 5 2
4.4 Experiments and Discussion
We have implemented the proposed approach in C++, using the WNLIB [99] implemen-
tation of conjugate gradient in the patch optimization routine. A choice of parameters for
each data set is listed in Table 4.1. Note that all the parameters except for β1, μ and γ have
been fixed in our experiments.
We have first tested our algorithm on object data sets (Figs. 1.2 and 4.6) for which a
segmentation mask is available in each image. A visual hull model is thus used to initialize
the iterative deformation process for all these data sets, except for Face-1 and Body, where
a limited set of viewpoints is available, and the convex hull of the reconstructed patches is
used instead. The segmentation mask is also used by our stereo algorithm, which simply
ignores the background during feature detection and matching. The rim consistency term
has only been used in the surface deformation process for the Roman and Skull-1 data sets,
for which accurate contours are available. The bounding volume information has not been
used to filter out erroneous matches in our experiments. Our algorithm has successfully
reconstructed various surface structures such as the high-curvature and/or shallow surface
details of Roman, the thin cheek bone and deep eye sockets of Skull-1, and the intricate
facial features of Face-0 and Face-1. A quantitative comparison of the proposed method
with the top performers [102, 103, 62, 55, 6, 2, 4, 3, 57, 39] of the survey conducted in [8]
for all the available data sets is presented in Fig. 4.7 and 4.8. Furukawa2 denotes the pro-
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Figure 4.6: Reconstruction results on object data sets: From left to right and top to bot-
tom: Temple-1, Dinosaur-2, Skull-1, Polynesian, Face-0, Face-1, and Body data sets. In
each case, one of the input image is shown, along with two views of texture-mapped re-
constructed patches and shaded polygonal surfaces.
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Figure 4.6: Continued.
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posed method, and Furukawa refers to the preliminary version of our proposed algorithm
described in [55]. Goesele, Esteban, Pons, Vogiatzis, Tran, Strecha, Vogiatzis2, Zaharescu
and Binocular refer to algorithms presented in [6, 4, 3, 2, 39, 57, 62, 103, 102], respec-
tively. For the largest and the medium size Dinosaur data sets, our algorithm outperforms
all the other techniques both in terms of accuracy (distance d such that a given percentage
of the reconstruction is within d error from the ground truth model) and completeness (per-
centage of the ground truth model that is within a given error from the reconstruction) for
both data sets.
Our algorithm also does quite well for the other data sets, for example, with the best
completeness for Temple-1. It is also worth noting that our models appear to be, qualita-
tively the most detailed.6 Finally, the bottom part of Fig. 4.9 compares our algorithm with
Herna´ndez Esteban’s method [4], which is one of the best multi-view stereo reconstruc-
tion algorithms today, for the Polynesian data set, where a laser scanned model is used as
a ground truth. As shown by the close-ups in this figure, our model is qualitatively bet-
ter than the Hera´ndez’s model, especially at sharp concave structures. This is also shown
quantitatively using the same accuracy and completeness measures as before.
Reconstruction results for scene data sets are shown in Fig. 4.10. Additional infor-
mation (such as segmentation masks, bounding boxes, or valid depth ranges) is not avail-
able in this case. The City-Hall example is interesting because viewpoints change sig-
nificantly across input cameras, and part of the building is only visible in some of the
frames. Nonetheless, our algorithm has successfully reconstructed the whole scene with
fine structural details. The Wall data set is challenging since a large portion of several
of the input pictures consists of running water, and the corresponding image regions have
successfully been detected as outliers, while accurate surface details have been recovered
for the rigid wall structure. The Castle data set is also very challenging in that cameras
are surrounded by buildings all around, which makes it impossible to define depth labels
6Rendered views of the reconstructions can be found at http://vision.middlebury.edu/
mview/.
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Figure 4.7: Quantitative comparison with other top-performing multi-view stereo algo-
rithms for the three Temple data sets presented at [8]. See text for details.
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Figure 4.8: Quantitative comparison with other top-performing multi-view stereo algo-
rithms for the three Dinosaur data sets presented at [8]. See text for details.
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Figure 4.9: Quantitative comparison with another multi-view stereo algorithm for the Poly-
nesian at the bottom.
that can describe a scene and very difficult to initialize a model effectively, while there is
absolutely no problem in running our algorithm on this type of data sets due to the flex-
ible patch representation. Finally, Fig. 4.11 illustrates our results on crowded scene data
sets. Our algorithm reconstructs the background building from the Brussels data set, de-
spite people occluding various parts of the scene. The Steps-1 data set is an artificially
generated example, where we have manually painted a red cartoonish human in each im-
age of Steps-0 images. To further test the robustness of our algorithm against outliers, the
Steps-2 data set has been created from Steps-1 by copying its images but replacing the fifth
one with the third, without changing camera parameters. This is a particularly challenging
example, since the whole fifth image must be detected as an outlier. We have successfully
reconstructed the details of both despite these outliers. Note that the convex hull of the
reconstructed patches’ centers is used for the surface initialization except for the City-Hall
and Brussels, for which the union of hemispheres is used instead.
The bottleneck of our multi-view stereo matching algorithm is the patch expansion step,
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Figure 4.10: Reconstruction results on scene data sets. From top to bottom: Steps-0, City-
Hall, Wall, Fountain and Castle data sets.
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Figure 4.11: Reconstruction results on crowded scene data sets. From top to bottom: input
images and reconstruction results of Brussels, input images of Steps-1, and reconstruction
results of Steps-1 and Steps-2 data sets. Note that the Steps-2 data set is generated by
copying Steps-1 but replacing its third image by the fifth one without changing camera
parameters.
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whose running time varies from about 20 minutes, for small data sets such as Temple-1 and
Dinosaur-2, to up to a few hours for data sets consisting of high-resolution images, such
as Polynesian and City-Hall. The running times of polygonal surface extraction also range
from 30 minutes to a few hours depending on the size of data sets. This is comparable
to many variational methods [8], despite the fact that our algorithm does not involve any
large optimization problem. This is due to several factors: First, unlike algorithms using
voxels or discretized depth labels, our method solves a fully continuous optimization prob-
lem, thus does not suffer from discretization errors and can handle high-resolution input
images directly, but trades speed for accuracy. Second, we use a region-based photometric
consistency measure, which is much slower than a point-based measure, but takes into ac-
count surface orientation during optimization. In turn, this allows our algorithm to handle
gracefully challenging images with varying illumination. Again, accuracy and speed are
conflicting requirements, and one must often be traded for the other.
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Chapter 5
Combining Multi-View Stereo and
Bundle Adjustment
This chapter presents a novel approach to camera calibration that tightens up camera pa-
rameters possibly containing errors by combining MVS and bundle adjustment. More
concretely, we first use our MVS algorithm presented in Chapter 4 on scaled-down input
images and initial camera parameters to obtain a rough geometric model of a scene in a
form of a set of oriented points, which top-down information is then used to effectively
guide the search for image correspondences and significantly improve camera calibration
using a standard bundle adjustment algorithm [27]. The proposed method has been tested
on several real datasets—including objects without salient features for which image cor-
respondences cannot be found in a purely bottom-up fashion, and image-based modeling
tasks—including the construction of visual hulls where thin structures are lost without our
calibration procedure.
P1
P2
P3p11
p12
p13
p21
p22 p32
p33
Structure: Pi
Motion: Cj
Observation: p
Visibility: Vi
V1={1,2,3}
V2={1,2}
V3={2,3}
ijC1 C2
C3
Figure 5.1: Notation: Three points P1,P2,P3 are observed by three cameras C1,C2,C3.
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5.1 Imaging Model and Preliminaries
Our approach to camera calibration accommodates in principle any parametric projection
model of the form p = f (P,C), where P denotes both a scene point and its position in some
fixed world coordinate system, C denotes both an image and the corresponding vector
of camera parameters, and p denotes the projection of P in the image. In practice, our
implementation is currently limited to a standard perspective projection model where C
records five intrinsic parameters and six extrinsic ones. Distortion is thus supposed to be
negligible, or already corrected, for example by software such as DxO Optics Pro [104].1
Standard BA algorithms take the following three data as inputs: a set of n 3D point positions
P1,P2, · · · ,Pn, m camera parameters C1, . . . ,Cm, and the positions of the projections pi j of
the points Pi in the images Cj where they are visible (Fig. 5.1). They optimize both the
scene Pi and camera parameters Cj by minimizing the sum of squared reprojection errors:
n
∑
i=1
∑
j∈Vi
(pi j− f (Pi,Cj))2, (5.1)
where Vi encodes visibility information as the set of indices of images where Pi is visi-
ble. Unlike BA algorithms, multi-view stereo algorithms are aimed at recovering scene
information alone given fixed camera parameters. In our implementation, we use our MVS
algorithm in Chapter 4, referred to as PMVS in the rest of this dissertation, which generates
a set of oriented points {Pi}, together with the corresponding visibility information {Vi}.
Note that PMVS is suitable for the proposed method that does not require a 3D mesh model
but just a set of oriented points.
1We will address this limitation in the near future. In the mean time, we believe that the experiments of
Section 5.3 demonstrate the effectiveness of our current implementation in practical settings.
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Input: Cameras parameters {Kj,R j, t j} and
expected reprojection error Er.
Output: Refined cameras parameters {Kj,R j, t j}.
Build image pyramids for all the images.
Compute a level L to run PMVS: L ← max(0,log2 Er).
Repeat four times
• Run PMVS on level L of the pyramids to obtain patches
{Pi} and their visibility information {Vi}.
• Initialize feature locations: pi j ← F(Pi,Kj,R j, t j).
• Sub-sample feature correspondences.
• For each feature correspondence {pi j| j ∈Vi}
– Identify a reference camera Cj0 in Vi with the
minimum foreshortening factor.
– For each non-reference feature pi j( j ∈Vi, j = j0)
• For L∗ ← L down to 0
– Use level L∗ of image pyramids to refine pi j:
pi j ← argmaxpi j NCC(qi j,qi j0).
– Filter out features that have moved too much.
• Refine {Pi,Kj,R j, t j} by a standard BA with {pi j}.
• Update Er by the mean and std of reprojection errors.
Figure 5.2: Overall algorithm.
5.2 Algorithm
The overall algorithm is given in Fig. 5.2. We use the oriented points Pi (i = 1, . . . ,n) and
the corresponding visibility information Vi output by PMVS to form initial image corre-
spondences pi j. The parameters pi j and Vi are then refined by our algorithm. Given these,
it is possible to rely on SBA to improve the camera parameters. We focus in this section on
how to initialize and refine feature correspondences.
5.2.1 Initializing Feature Correspondences
In practice, we have found PMVS to be robust to errors in camera parameters as long as the
image resolution matches the corresponding reprojection errors—that is, when features to
be matched are roughly within two pixels of the corresponding 3D points. Given an initial
set of camera parameters, it is usually possible to obtain a conservative estimate of the
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expected reprojection error Er by hand (e.g., by visually inspecting a number of epipolar
lines) or automatically (e.g., by directly measuring reprojection errors associated with the
features matched by an SFM system). Thus, we first build image pyramids for all the input
images, then run PMVS on the largest pyramid level L smaller than log2 Er. At this level,
images are 2L times smaller than the originals, with reprojection errors of at most about
two pixels, and we run PMVS. We then project each point Pi output by this program into
the images where they are visible to obtain an initial set of image correspondences pi j =
f (Pi,Cj), with j in Vi. Depending on the value of L and the choice of the PMVS parameter
β1 that controls the density of oriented points it constructs, the number of these points, and
thus, the number of feature correspondences may become quite large. Dense reconstruction
is not necessary for bundle adjustment, and we sub-sample feature correspondences for
efficiency.2 More concretely, we first divide each image into 10×10 uniform blocks, and
randomly select within each block at most ε features. A feature correspondence will be
used in the next refinement step if at least one of its associated image features pi j was
sampled in the above procedure. In practice, ε is chosen so that the number of feature
correspondences is approximately one fifth of the original after this sampling step. Note
that sub-sampling is performed in each block (as opposed to each image) in order to ensure
uniformly distributed feature correspondences.
5.2.2 Refining Feature Correspondences
Due to errors in camera parameters and the use of low-resolution images in PMVS, the ini-
tial values of pi j are not accurate. Therefore, the second step of the algorithm is to optimize
the feature locations pi j by comparing local image textures. Concretely, since we have an
estimate of the surface normal at each point Pi, we consider a small 3D rectangular patch Qi
centered at Pi and construct its projection qi j in the set Vi of images where Pi is visible. We
2We could increase the value of β1 to obtain a sparser set of patches without sub-sampling, but, as de-
tailed in [61], a dense reconstruction is necessary for this algorithm to work well and determine visibility
information accurately.
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qi2
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C1
C2
C3
pi1
qi1
pi3 qi3
i i
Figure 5.3: Given a patch (Pi,Qi) and the visibility information Vi, we initialize matching
images patches (pi j,qi j).
automatically determine the extent of Qi so its largest projection covers an image area of
about δ ×δ pixels (Fig. 5.3, we have used δ = 7 throughout our experiments). In practice,
as in [61], a patch Qi is represented by a δ×δ grid of 3D points and the local image texture
inside qi j is, in turn, represented by a set of pixel colors at their image projections.
Next, our problem is to refine feature locations by matching local image textures qi j
(for efficiency, we fix the shapes of the image patches qi j and only allow the positions of
their centers to change). Let us call the camera with the minimum foreshortening factor
with respect to Pi the reference camera of Pi, and use j0 to denote its index. We fix the
location pi j0 in the reference camera and optimize every other element pi j, j = j0 one by
one by maximizing the consistency between qi j0 and qi j in a multi-scale fashion. More
concretely, starting from the level L of the image pyramids where PMVS was used, the
conjugate gradient method is used to optimize pi j by maximizing the normalized cross
correlation between qi j0 and qi j. The process is iterated after convergence at the next lower
level. After the optimization has been over at the bottom level, we check whether pi j has
not moved too much during the optimization. In particular, if pi j has moved more than Er
pixels from its original location, it is removed as an outlier and Vi is updated accordingly.
Having refined feature correspondences, we then use the SBA bundle adjustment software
[27] to update the camera parameters. In practice, we repeat the whole procedure (PMVS,
multi-view feature matching, and SBA) four times to tighten up the camera calibration,
while Er is updated to be the mean plus three times the standard deviation of reprojection
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errors computed in the last step. Note that L is fixed across iterations instead of recomputed
from Er for efficiency, since PMVS runs slowly with a small value of L.
5.3 Experimental Results and Discussions
5.3.1 Datasets
The proposed algorithm has been implemented in C++ and tested on five real datasets:
Vase, Dinosaur-2, Face-0, Spiderman, and Predator. The Vase dataset has been calibrated
by a local implementation of a standard automated SFC/SFM/BA suite as described in [23].
This software has failed on all other datasets except for Predator, for which 14 out of
the 24 images have been calibrated successfully. It is of course possible that a different
implementation would have given better results, but we believe that this is rather typical
of practical situations when different views are widely separated and/or textures are not
prominent, and this is a good setting to exercise our algorithm. The Spiderman dataset has
been calibrated using a planar checkerboard pattern and a turntable with the calibration
software from [21], and the same setup has been used to obtain a second set of camera
parameters for the Predator dataset. The Face-0 dataset was acquired outdoors, without a
calibration chart, and textures are too weak for typical automated SFC/SFM algorithms to
work. This is a typical case where, in post-production environments for example, feature
correspondences would be manually inserted to calibrate cameras. This is what we have
actually done for this dataset. The Dinosaur-2 dataset is part of the Middlebury MVS
evaluation project, and it has been carefully calibrated by the authors of [8]. Nonetheless,
this is a very interesting object lacking in salient features and a good example to test our
algorithm. Therefore, we have artificially added Gaussian noise to the camera parameters
so that reprojection errors become approximately six pixels, yielding a challenging dataset.
Probably due to the use of a rather inaccurate planar calibration board, and a turntable
that may not be exactly repetitive, careful visual inspection reveals that Spiderman and
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Predator contain some errors, in particular, for points far away from the turntable where
the calibration board was placed. The calibration of Face-0 is not tight either, because of
the sparse manual feature correspondences (at most a few dozens among close-by views)
used to calibrate the cameras. The Vase dataset has relatively small reprojection errors with
many close-by images for which SFM algorithms work well, but some images contain large
errors because of the use of a flash and the limited depth of field, and errors do accumulate.
Note that since silhouette information is used both by the PMVS software and the visual
hull computations described in the next section, object silhouettes have been manually
extracted using PhotoShop for all datasets except Dinosaur-2, where background pixels
are close to black, and thresholding followed by morphological operations is sufficient to
obtain the silhouettes.
5.3.2 Experiments
The two main parameters of PMVS are a correlation window size μ , and a parameter
β1 controlling the density of the reconstruction: PMVS tries to reconstruct at least one
patch in every β1 × β1 image window. We use μ = 7 or 9 and β1 = 2 or 4 in all our
experiments. Figure 5.4 shows for each dataset a set of patches reconstructed by PMVS
(top row), and its subset that have successfully generated feature correspondences after
sub-sampling (second row). Figure 5.4 (bottom row) gives some statistics on the matching
procedure. There, as usual, Er denotes a conservative estimate of the expected reprojection
errors in pixels, and L denotes the level of image pyramids used by PMVS to reconstruct a
set of patches. The number of patches reconstructed by PMVS is denoted by Np, and the
number of patches that successfully generated feature correspondences after sub-sampling
is denoted by Nt . Examples of matched 2D features for each dataset are shown in Fig.
5.5. By taking into account the surface orientation and the visibility information estimated
by PMVS, the proposed method has been able to match features in many views taken
from quite different angles even when image textures are very weak. In the examples
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Vase Dinosaur-2 Face-0 Spiderman Predator
Er 12 7 8 7 7
L 3 2 3 2 2
Np 9926 5912 7347 3344 12760
Nt 1310 1763 1997 840 3587
Figure 5.4: Top: Patches reconstructed by PMVS at level L of the pyramid. Center: Sub-
sets of these patches that have successfully generated feature correspondences after sub-
sampling. Bottom: Statistics of the matching process.
shown in Fig. 5.5, the numbers of images where features are matched varies from 6 to 17.
Histograms are given for each dataset in Fig. 5.6.
It is impossible to give a full quantitative evaluation of our results given the lack of
ground truth 3D data. We can, however, demonstrate that our camera calibration procedure
does its job as far as improving the reprojection errors of the patches associated with the
established feature correspondences is concerned. Figure 5.7 shows the mean and standard
deviation of these reprojection errors at each iteration of our algorithm for every dataset.
The right-most graph shows the number of 2D features matched and used to refine camera
parameters. Note that six, instead of four, iterations have been performed to create the fig-
ure (the two extra iterations show a decrease in error but do not seem to affect the quality
of our reconstructions in practice). The mean reprojection error decreases from 2-3pixels
before refinement to about 0.25 to 0.5 pixels for most datasets after six iterations. Incor-
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Figure 5.5: A set of matching 2D features is shown for each dataset. The proposed method
is able to match features in many images even without salient textures due to the use of
surface geometry and visibility information estimated by the multi-view stereo algorithm.
porating radial distortion in the parameters refined by our algorithm might allow us to go
even further. As noted earlier, we plan to do so in the near future.
We have used a couple of different methods to qualitatively assess the accuracy of
the estimated camera parameters. First, epipolar geometry has been used to check the
consistency between pairs of images (Fig. 5.8). More concretely, for a pair of images,
we draw pairs of epipolar lines in different colors to see if corresponding epipolar lines
of the same color pass through the same feature points in the two images. Several images
in the Vase dataset contained large errors before refinement (approximately six pixels in
some places as shown in the figure) because of the limited depth of field and an exposure
difference due to the use of a flash. The Spiderman and Predator datasets also contain
very large errors, up to seven (or possibly more) pixels for points far from the ground plane
where the calibration chart is located. In each case, the proposed method has been able to
refine camera parameters to sub-pixel level precision. Inconsistencies in the Dinosaur-2
dataset introduced by the added noise have also been corrected by our method despite its
weak texture.
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Figure 5.6: Histograms of the number of images in which features are matched.
Next, we have tested the ability of our algorithm to recover camera parameters that
are highly consistent across widely separated views. We use the Spiderman and Predator
datasets in this experiment (Fig. 5.9) since parts of these objects are as thin as a few pixels
in many images. Recovering such intricate structures normally requires exploiting silhou-
ette information in the form of a visual hull [15] or a hybrid model combining silhouette
and texture information [53, 4, 56, 38, 39]. In turn, this requires a high degree of geometric
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Figure 5.7: The mean and standard deviation of reprojection errors in pixel for each dataset
at each iteration. The right-most graph shows the total number of matched 2D features per
iteration.
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Calibration chart Proposed method
SFM Proposed method Initial Proposed method
Calibration chart Proposed method
Figure 5.8: Epipolar lines are used to assess the improvements in camera parameters. A
pair of epipolar lines of the same color must pass through same feature points.
consistency over the cameras, and provides a good testing ground for our algorithm. We
have used the publicly available EPVH software of Franco and Boyer [105] to construct
polyhedral visual hulls in our experiments, and Fig. 5.9 shows that thin, intricate details
such as the fingers of Spiderman and the blades of Predator are successfully recovered
with refined camera parameters, and completely lost otherwise.
For Dinosaur-2 and Face-0, we have used PMVS to reconstruct a set of patches that
are then converted into a 3D mesh model using the method described in [106] (Fig. 5.9,
bottom right). The large artifacts at the neck and the chin of the shaded Face-0 reconstruc-
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SFM Calibration chart Proposed method Calibration chart Proposed method
Initial Proposed method Manual Proposed method
Figure 5.9: Visual hull models are used to assess the accuracy of camera parameters for
Spiderman and Predator. Intricate structures are reconstructed only from the camera pa-
rameters refined by the proposed method. For Dinosaur-2 and Face-0, a set of patches
reconstructed by PMVS and a 3D mesh model extracted from these patches are used for
the assessment. See text for more details.
tion before refinement are mainly side effects of the use of visual hull constraints in PMVS
(patches are not reconstructed outside the visual hull [53]), exacerbated by the fact that the
meshing method of [106] extrapolates the surface in areas where data is not present. Ig-
noring these artifacts, the difference in quality between the reconstructions before and after
refinement is still obvious in Fig. 5.9, near the fins of the dinosaur, or the nose and mouth
of the face for example. In general, however, the accumulation of errors due to geometric
inconsistencies among widely separated cameras is not always visually recognizable in 3D
models reconstructed by multi-view stereo, because detailed local reconstructions can be
obtained from a set of close cameras, and wide-baseline inconsistencies turn out as low-
frequency errors. In order to assess the effectiveness of our algorithm in handling this issue,
we pick a pair of widely separated cameras C1 and C2, map a texture from one camera C1
onto the reconstructed model, render it as seen from C2, and compare the rendered model
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Table 5.1: Running time in minutes of the three steps of the proposed algorithm for the first
iteration.
Vase Dinosaur-2 Face-0 Spiderman Predator
PMVS 1.9 0.40 0.65 0.34 1.9
Match 1.1 0.66 0.96 0.24 1.6
BA 0.17 0.13 0.17 0.03 0.38
with the input image associated with C2. The two images should look the same (besides
exposure differences) when the camera parameters and the 3D model are accurate. Figure
5.10 illustrates this on the Vase and Face-0 datasets: Mesh models obtained again by com-
bining PMVS [61] and the surface extraction algorithm of [106] are shown for both the
initial and refined camera parameters. Although the reconstructed Vase models do not look
very different, the amount of drifting between rendered and input images is approximately
six pixels for initial camera parameters. Similarly, for the Face-0 model, the reconstructed
surfaces at the left cheek just beside the nose look detailed and similar to each other, while
the rendered image is off by approximately six pixels as well. In both cases, the error
decreases to sub-pixel levels after refinement (please see our supplementary material for
better visualization). Note that reducing low-frequency errors may not necessarily improve
the appearance of 3D models, but is essential in obtaining high accuracy in applications
where the actual model geometry, and not just their overall appearance, is important (e.g.,
engineering data analysis or high-fidelity surface modeling in the game and movie indus-
tries).
Finally, the running time in minutes per iteration of the three steps (PMVS, feature
matching, bundle adjustment) of the proposed algorithm on a Dual Xeon 3.2GHz PC is
given in Table. 5.1. As shown by the table, the proposed algorithm is efficient and takes at
most a few minutes to refine camera parameters per iteration. The software of the proposed
algorithm is publicly available on the web [44].
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Figure 5.10: Inconsistencies in widely separated cameras (accumulation errors) are often
not recognizable from 3D mesh models reconstructed by a MVS algorithm. For further
assessments, we pick a pair of separated cameras shown in the middle row, texture-map
the surface from the right image, render it to the left, and compare the rendered model with
the left image. The rendered and the input images look the same only if camera parameters
and the reconstructed model are accurate. The top and the bottom rows show rendered
images and the reconstructed 3D mesh model before and after the refinement, respectively.
The amount of errors with the initial camera parameters (calibrated by SFM for Vase and
manual feature correspondences for Face-0) is roughly six pixels for both datasets, which
are very large.
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Chapter 6
3D Motion Capture
This chapter proposes a novel approach to nonrigid, markerless motion capture from syn-
chronized video streams acquired by calibrated cameras. The instantaneous geometry of
the observed scene is represented by a polyhedral mesh with fixed topology. The initial
mesh is constructed in the first frame using the multi-view stereo algorithm presented in
Chapter 4, which is referred to as PMVS from now on. Its deformation is captured by
tracking its vertices over time, using two optimization processes at each frame: a local one
using a rigid motion model in the neighborhood of each vertex, and a global one using a
regularized nonrigid model for the whole mesh. Qualitative and quantitative experiments
using seven real datasets show that our algorithm effectively handles complex nonrigid
motions and severe occlusions.
6.1 Problem Statement and Proposed Approach
We address motion capture from synchronized, calibrated video streams as a 3D tracking
problem, as opposed to scene flow estimation. The instantaneous geometry of the ob-
served scene is represented by a polyhedral mesh with fixed topology. An initial mesh is
constructed in the first frame using the publicly available PMVS software for multi-view
stereo [45, 61], and its deformation is captured by tracking its vertices over time with two
successive optimization processes at each frame: a local one using a rigid motion model in
the neighborhood of each vertex, and a global one using a regularized nonrigid deformation
model for the whole mesh. Erroneous motion estimates at vertices with high deformation
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energy are filtered out as outliers, and the optimization process is repeated without them.
As demonstrated by our experiments (Sec. 6.4), the main contributions of the approach are
in three areas:
•Handling complex, long-range motions: Our approach to motion capture as a 3D track-
ing problem allows us to handle fast, complex, and highly nonrigid motions with limited
error accumulation over a large number of frames. This involves several key ingredients:
(a) an effective mixture of locally rigid and globally nonrigid, regularized motion models;
(b) the decomposition of the former into normal and tangential components, which allows
us to use the mature machinery of multi-view stereopsis for shape estimation; and (c) a
simple expansion procedure that allows us to propagate to a given vertex the shape and
motion parameters inherited from its neighboring vertices.
• Handling gross errors and heavy occlusion. Our approach is capable of detecting and
recovering from gross matching errors and tracks lost due to partial occlusion, thanks to a
second set of key ingredients: (d) an effective representation of surface texture and image
photoconsistency that allows us to easily spot outliers; (e) a global representation of shape
by an evolving mesh that allows us to stop or restart tracking vertices as they become
occluded or once again visible; and (f) an effective means for associating with a surface
patch a reference frame and the corresponding texture adaptively during the sequence,
which frees us from the need for a perfect initialization.
• Quantitative validation. This issue has been mostly ignored in scene flow research, in
part because ground truth is usually not available. It is addressed in Sec. 6.4.
6.2 Spatio-Temporal Surface Model
We model the surface being tracked as a polyhedral mesh model with a fixed topology and
moving vertices v1, . . . ,vn. As will become clear in the rest of this section, each vertex
may or may not be tracked at a given frame, including the first one, allowing us to handle
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Figure 6.1: Local geometric (top) and photometric (bottom) surface models. The surface
region si associated with the vertex vi is simply the union of the incident triangles. See text
for details.
occlusion, fast motion, and parts of the surface that are not visible initially. The core
computational task of our algorithm is to estimate in each frame f the position v fi of each
vertex vi. The rest of this section presents our local geometric and photometric models of
the surface area si in the vicinity of vi (Fig. 6.1), as well as the core tracking procedure used
by our algorithm.
6.2.1 Local Surface Model
Local Geometric Model
We represent the surface in the vicinity of a vertex vi by the union si of the incident tri-
angles, and assume local rigid motion at each frame (the mesh is globally moving in a
nonrigid manner due to the iteration of the local/global motion steps explained further in
Sec. 6.3.2). Concretely, we attach a coordinate system to si with an origin at vi and a z axis
along the normal to the mesh at that point (the x axis is arbitrarily in the tangent plane),
and represent its rigid motion by translational and rotational velocities t f (vi) and ω f (vi)
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(Fig. 6.1, top).
Local Photometric Model
Some model of spatial texture distribution is needed to measure the photoconsistency of dif-
ferent projections of the surface region si. The appearance of si in an image is represented
by a finite number of pixel samples, which are computed as follows: We construct a dis-
crete set of points sampled at regular intervals in concentric rings around vi on si (Fig. 6.1,
bottom). The spacing di between rings is chosen so images of two consecutive rings are
(roughly) separated by one pixel in the image where si is visible with minimum foreshort-
ening. There are τ rings around each vertex (τ = 4 or 5 in all our experiments), and the ring
points are sampled uniformly between corner points located at di intervals from each other
along the edges incident to vi, with i−1 samples per face for ring number i. Finally, each
sample point is assigned the corresponding pixel value from an image by bilinear interpo-
lation of neighboring pixel colors. Note that the sample point positions are computed as
above only in the reference frame ˆfi attached to vi (see Sec. 6.3 for how it is determined),
and stored as barycentric coordinates in the affine coordinate systems formed by the ver-
tices of the triangles they lie in. In all the other frames, the barycentric coordinates are used
to recompute the sample positions. This provides a simple method for projecting them into
new images despite nonrigid motions, and retrieving the corresponding texture patterns. 1
6.2.2 Shape and Motion Estimation
The rotational and translational velocities ω f (vi) and t f (vi) representing the local rigid
motion of the patch si can be decomposed into normal and tangential components (Fig.
6.2). The normal components essentially encode what amounts to shape information in
1Many reconstruction methods, both in multi-view stereo and scene flow reconstructions, use a tangent
plane to approximate a local surface region [33, 61], but we choose instead a set of adjacent mesh triangles,
because this approximation is more accurate and provides a natural and easy way to handle nonrigid surface
deformations.
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Figure 6.2: The tangential and normal components of a local rigid motion.
the form of a “tangent plane” (the first two elements of ω f (vi)) and a “depth” (the third
element of t f (vi)) along its “normal”, and their tangential components encode an in-plane
rotation (the third element of ω f (vi)) and a translational motion tangent to the surface (the
first two elements of t f (vi)). Instead of estimating all six parameters at once, which is
difficult for complex motions, we first estimate the normal (shape) component, then the
full 3D motion. In the following, we describe how motion parameters are initialized before
each optimization by a simple expansion strategy, how the two motion estimation routines
are executed, and how the visibility information (V fi ) is estimated for these optimizations.
Initial Motion Estimation by Expansion
Expansion strategies have recently proven extremely effective in turning a sparse set of
matches into a dense one in multi-view stereo applications [61, 41, 42, 43], including our
PMVS presented in Chapter 4: Typically, a set of matching image patches is iteratively
expanded using the spatial coherence of nearby features to predict the approximate position
of a (yet) unmatched patch. Here, we propose to use the spatio-temporal coherence of
nearby vertices to predict the motion structure of a vertex not tracked yet. Concretely,
before applying the optimization procedures described below, the instantaneous motion
parameters are simply initialized by taking an average of the values at the adjacent vertices
that have already been tracked in the current frame. When no adjacent vertex has been
tracked (yet), motion parameters are initialized by the values estimated at the vertex itself
in the previous frame.
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Figure 6.3: Shape and full motion photoconsistencies. See text for details.
Shape Optimization
Optimizing the normal component of motion is very similar to optimizing depth and sur-
face normal in multi-view stereo [61, 7]. Concretely, we maximize the sum of a shape
photoconsistency function and a smoothness term
⎡
⎣ ∑
j∈V fi
∑
k∈V fi , j =k
N(Qfi j,Q fik)
|V fi |(|V fi |−1)/2
⎤
⎦−μ fv |v¯ fi − v fi |2/ε2 (6.1)
using a conjugate gradient (CG) method. The first term simply compares sampled local
textures in multiple images of the current frame to compute an average pairwise correlation
score (Fig. 6.3). In this term, V fi denotes the set of indexes of the cameras in which vi is
visible in frame f ; Q fi j is the set of sampled pixels colors for vi in the image I fj acquired
by camera number j; and N(Q,Q′) denotes the normalized cross correlation between Q
and Q′. Note that Q fi j is determined by the normal components of the velocity field: This is
how these parameters enter in our energy function. The second (smoothness) term prevents
the vertex from moving too far from its initial position. In this term, μ fv is the number of
nearby vertices used to initialize the motion parameters, which increases the effect of the
smoothness term in the presence of many tracked neighbors, v¯ fi denotes the position of the
vertex at initialization, and ε is the average edge length in the mesh for normalization.
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Motion Optimization
After optimizing the normal component, the local velocity parameters are all refined by
maximizing the sum of a full motion photoconsistency function and the same smoothness
term as before: ⎡
⎢⎣ ∑
j∈V fi
∑
k∈V ˆfii
N(Qfi j,Q
ˆfi
ik)
|V fi ||V
ˆfi
i |
⎤
⎥⎦−μ fv |v¯ fi − v fi |2/ε2, (6.2)
using again a CG method. Here, ˆfi is the reference frame of vi (see Sec. 6.3 for the
method used to determine it), and the first term simply compares reference textures with
the image textures in the current frame (this is an example of the “track to first” [88]
strategy mentioned earlier). In practice, both the shape and the full motion optimization
steps are performed in a multi-scale, coarse-to-fine fashion using a three-level pyramid for
each input image.
Visibility Estimation
The computation of the photoconsistency functions (Eqs. [6.1, 6.2]) requires the visibility
information V fi , which is estimated as follows: We use the current mesh model to ini-
tialize V fi , then perform a simple photoconsistency check to filter out images containing
unforeseen obstacles or occluders. Concretely, for each image in V fi , we compute an aver-
age normalized cross correlation score of sampled pixel colors with the rest of the visible
images. If the average score is below a certain threshold ψ1, the image is filtered out as
outlier.2
6.3 Algorithm
This section presents the three main steps –local optimization, mesh deformation, and
filtering– of our tracking procedure. In practice, these steps are repeated four times at
2Specific values for this threshold as well as all other parameters of our algorithm used in our experiments
are given for all our datasets in Sec. 6.4 (Table 6.1).
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each frame to improve the accuracy of the results. See Fig. 6.4 at the end of this section for
the overall algorithm.
6.3.1 Local Tracking
Let us now explain how the optimization procedures presented in Sec. 6.2.2 can be used to
estimate the velocity of each vertex in the mesh and identify as needed the corresponding
reference frame and reference texture. Vertices to be tracked are stored in a priority queue
Z, where pairwise priority is determined by the following rules in order: (1) if a vertex has
already been assigned a reference frame, and another one has not, the first one has higher
priority; (2) the vertex with most neighbors already tracked in the current frame has higher
priority; (3) the vertex with smaller translational motion in the previous frame has higher
priority. At the beginning of each frame, we compute a set of visible images for each vertex
as described in Sec. 6.2.2, then push onto Z all the vertices with (yet) unknown motion
parameters that are visible in at least ρ images. While the queue is not empty, we pop
a vertex vi from the queue, and initialize its instantaneous motion parameters ω f (vi) and
t f (vi) by the expansion procedure of Sec. 6.2.2. If the vertex has already been assigned
a reference frame, the shape optimization and full motion optimization (Sec. 6.2.2) are
performed. At this point, tracking is deemed a failure if the shape photoconsistency term
in Eq. (6.1) is below ψ2 or the full motion photoconsistency term in Eq. (6.2) is below ψ3,
and a success otherwise. If the vertex has not been assigned a reference frame yet, we first
compute barycentric coordinates of sample points as described in Sec. 6.2.1, then perform
shape optimization only (the full motion optimization cannot be performed due to the lack
of reference frame). At this point, if the shape photoconsistency in Eq. (6.1) is below ψ2,
we reject the estimated motion. Otherwise, the shape optimization is deemed a success, f
becomes the reference frame ˆfi, and the corresponding texture is computed by averaging
the pixel values in Q fi j over the images j in V fi . In all cases, when tracking succeeds, we
update the priority of the vertices adjacent to vi and their positions in the queue.
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6.3.2 Mesh Deformation
The local tracking step may contain erroneous motion estimates due to its rather greedy
approach and the lack of regularization. Therefore, instead of just moving each vertex
independently according to the estimated motion, we deform the mesh as a whole by min-
imizing an energy function that is a weighted sum of data-attachment, smoothness, and
local rigidity terms over all the vertices:
∑
i
|v fi − vˆ fi |2 +η1|[ζ2Δ2−ζ1Δ]v fi |2 +η2[ε(v fi )− ε(v ˆfii )]2.
The first (data-attachment) term simply measures the deviation between the actual position
v
f
i of vi in frame f and the position vˆ fi predicted by the local optimization process. The
second term uses the (discrete) Laplacian operator Δ of a local parameterization of the
surface in vi to enforce smoothness (ζ1 = 0.6 and ζ2 = 0.4 in all our experiments) [61].
The third (local rigidity) term prevents too much stretching or shrinking of the surface
in the neighborhood of vi by measuring the discrepancy between the mean ε(v fi ) of the
edge lengths around vi in frame f and its counterpart ε(v ˆfii ) in the reference frame ˆfi. The
total energy is minimized with respect to the 3D positions of all the vertices again by a
CG method. Note that the data-attachment term is used only for vertices that have been
successfully tracked.
6.3.3 Filtering
After surface deformation, we use the residuals rd(vi) and rl(vi) of the the data-attachment
and local rigidity terms to filter out erroneous motion estimates.3 Concretely, we smooth
the values of rd(vi) and rl(vi) at each vertex by replacing each of them by its average over vi
and its neighbors, which process is repeated ten times. After smoothing, a motion estimate
3The smoothness residual is not used for filtering, since we want to keep sharp features of the mesh. On
the other hand, we want to avoid too much stretching or shrinking for materials such as cloth.
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Input: Vertices vf−1i in the previous frame.
Output: Vertices vfi in the current frame.
Repeat four times
Update V fi for each vertex vi (Sec. 6.2.2).
Push vertices with unknown motion parameters that
are visible in at least ρ images onto a queue Z.
While Z is not empty
Pop a vertex vi from Z.
If vi does not have a reference texture
Perform the shape optimization (Sec. 6.2.2).
If the optimization succeeds
Remember the reference texture and sampling points.
Update priorities of its adjacent vertices in Z.
else
Perform the shape optimization (Sec. 6.2.2).
Perform the full motion optimization (Sec. 6.2.2).
If the optimization succeeds
Update priorities of its adjacent vertices in Z.
Deform the mesh by estimated motions (Sec. 6.3.2).
Filter out erroneous motion estimates (Sec. 6.3.3).
Deform the mesh without the erroneous motions (Sec. 6.3.2).
Figure 6.4: Overall tracking algorithm.
is detected as an outlier if rd(vi) is more than ε2(v
ˆfi
i ) or rl(vi) is more than ε2(v
ˆfi
i )/4.
Having filtered out the erroneous motions, the mesh is deformed again. We decrease the
two regularization parameters η1 and η2 by a factor of 4 after the filtering, since the main
purpose of the first deformation is to act as a filter, while the second one is used to estimate
an accurate surface model.
6.4 Experimental Results and Discussion
• Implementation and datasets. The proposed algorithm has been implemented in C++.
A 3D mesh model for each dataset is obtained in the first frame by using PMVS pre-
sented in Chapter 4, which outputs a set of oriented points (points plus normals), then fits
a closed polyhedral mesh over these points, deforming it under the influence of photocon-
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sistency and regularization energy terms. The resulting mesh smoothly extrapolates the
reconstructed data in places occluded from the cameras, an important point in practice,
since it allows us to start tracking the (extrapolated) vertices when the corresponding sur-
face area becomes visible. Seven real datasets are used for the experiments: Flag, Shirt,
Neck, Face-1, Face-2, Pants-1, and Pants-2 (Fig. 6.5). The characteristics of these datasets
and the parameter values used in our experiments are given in Table. 6.1. Sample input
images of the data sets are given in the appendix B. The motions in Neck and Face-1 are
very slow, but the textures are weak compared to the other datasets, and the mouth and
eye motions in Face-1 are challenging. Motions are fast in Flag, Shirt and Face-2, but
still relatively simple. On the other hand, Pants-11 and Pants-2, although heavily textured,
are quite challenging datasets involving fast and complex motions of cloth and its folds,
with occlusions in various parts of the videos: In Pants-11, the actor picks up the cloth
with his hands, causing severe occlusions and, in Pants-2, he dances very fast, yielding
very complex motion and severe self-occlusions due to cloth folding, with image velocities
greater than twenty pixels per frame in some image regions. For Shirt and Pants-1, we have
reversed the original sequences: the motion was too fast otherwise at the beginning of the
Shirt sequence for tracking to succeed. The Pants-1 sequence has been reversed in order
not to track the hand and arm of the actor, that occlude large portions of the pants in the
first frame.
• Qualitative motion capture experiments. Figure 6.5 shows, for each dataset, a sample
input image from one frame in the sequence, the corresponding mesh with and without
texture mapping, and the estimated motion field, rendered by line segments connecting
the positions of sample vertices in the previous frame (red) to the current ones (green).
Textures are mapped onto the mesh by averaging the back-projected textures from every
visible image in every tracked frame. This is a good way to visually assess the quality of the
results, since textures will only look sharp and clear when the estimated shape and motion
parameters are accurate throughout the sequence. As shown by the figure, this is indeed the
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Figure 6.5: From left to right, and for each dataset: an input image, a tracked mesh with
and without texture-mapping, and the corresponding motion field. Note that results on two
frames are shown for Face-2.
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Closeup
Figure 6.5: Continued. In the close-ups of Pants-2, our texture-mapped model is indeed
very close to the corresponding input image, but there are moderate discrepancies in some
places, in particular in the middle of the complex fold structure where a surface region not
visible by a sufficient number of cameras has not been tracked.
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case in our experiments, with sharp images looking very close to the originals. Of course,
there are discrepancies in some places. The eyes of Face-1 and Face-2 provide an example,
with a motion different from the other parts of the face and strongly conflicting with our
local rigidity term rl(vi). A second example is given for Pants-2 (see closeups of Fig. 6.5),
corresponding to a case where part of the fold structure of the cloth is not clearly visible by
several of the eight cameras. Overall however, our algorithm has been able to accurately
capture the cloth’s very complicated shape and motion. Given the absence of ground truth
data, it is difficult to compare our results to other experiments on the same datasets. The
most obvious difference is that our method captures much denser information than [33, 29]
for the Pants-1, Pants-2, Flag, Shirt, and Neck datasets. Indeed White et al. only track
the vertices (about 2400 total) of the triangular pattern printed on the pants in [29], as
opposed to the 7000 mesh vertices or so that we track throughout the two Pants sequences
(see Fig. 6.6 for more details), without of course exploiting the known structure of the
triangular pattern in our case. Likewise, Carceroni and Kutulakos track about 120 surfels
for Neck, and 200 for Shirt and Flag in [33], whereas the number of tracked vertices varies
from about 4000 to 8000 for our method.
• Qualitative evaluation of different key components of the proposed algorithm. Two
experiments have been used to conduct this evaluation. First, we have run the proposed al-
gorithm without the expansion procedure on Pants-2 (Fig. 6.6, left) simply copying motion
parameters estimated at the previous frame instead of interpolating the motion of nearby
vertices already tracked. As shown in Fig. 6.6, the cloth motion cannot be captured in
frame 124 without the expansion procedure. Our second experiment assesses the contri-
bution of the proposed motion decomposition. This time, we have run our algorithm by
directly applying the full motion optimization step without shape optimization. The right
half of Fig. 6.6 shows that tracking without the decomposition fails in recovering details
at the back side of both legs. One interesting observation regarding these two experiments
is that tracking fails in frame 124 without the expansion scheme, and in frame 137 without
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Figure 6.6: Top panel: (left) results with and without expansion; (right) results with and
without instantaneous motion decomposition. Center panel: (left) accumulated errors;
(right) number of vertices that have been successfully tracked in each frame. Bottom panel:
(left) qualitative assessment of drifting effects; (right) occlusion handling.
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Table 6.1: Top: Characteristics of the seven datasets: N, F and M are the numbers of cam-
eras, frames and vertices on the mesh; w and h are the width and the height of input images
in pixels; and s is the approximate size in pixels of the projection of mesh edges in frontal
views. Bottom: Parameter values for our algorithm: (η1,η2) are the regularization param-
eters for the first deformation step (they are 4 times smaller after the filtering); (ψ1,ψ2,ψ3)
are thresholds on photoconsistency functions; and ρ is the minimum number of images in
which a vertex has to be visible to be tracked.
Flag Shirt Neck Face-1 Face-2 Pants-1 Pants-2
N 7 7 7 22 10 8 8
F 37 12 69 90 325 100 155
M 4828 10347 5593 9035 39612 8652 8652
w 722 722 722 644 1002 480 480
h 482 482 482 484 1000 640 640
s 10 6 6 10 4 6 6
η1 16 16 32 80 20 20 20
η2 8 200 64 32 40 40 40
ψ1 0.3 0.3 0.3 0.3 0.3 0.1 0.1
ψ2 0.5 0.5 0.5 0.5 0.5 0.3 0.3
ψ3 0.4 0.4 0.4 0.4 0.4 0.2 0.2
ρ 3 3 3 3 3 2 2
motion decomposition, but the algorithm quickly recovers and recaptures the correct shape
and motion in frames 132 and 147 of the two sequences (Fig. 6.6). Thus, even when our
basic tracking procedure (local optimization, mesh deformation, and filtering) fails locally
in certain frames due to overly complex or fast motions, it is capable of recovering from
gross errors, even when deprived of two key ingredients that further enhance its robust-
ness. This is a very appealing property for motion capture in practice, because one needs
not reinitialize the model every time the tracker fails, and artists or users can just work later
on frames where automatic tracking is difficult.
• Quantitative experiments. Our last experiments demonstrate the robustness of the pro-
posed method against drift (accumulating errors) and occlusion. Let us first show how
our “track to first” strategy limits drift. We have chosen the Flag, Pants-1, and Pants-
2 sequences for this experiment, since the corresponding motions are the most complex
in our datasets. We run the proposed algorithm with and without using a reference frame,
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updating the reference texture in every frame in the latter case when a vertex is tracked suc-
cessfully (this resembles the approach followed by most scene flow algorithms). In order
to quantitatively measure accuracy, we have appended to each sequence of F frames in the
three datasets its reversed copy (without its first frame) to form a new sequence consisting
of 2F −1 frames. Images at frames F − x and F + x are the same, hence the correspond-
ing two meshes should be very close to each other (see [87] for similar experiments for
assessing drift in 2D tracking tasks). Let d denote the distance between the positions of
the same vertex in frames F − x and F + x, divided by the mean edge length of the mesh
for normalization. The leftmost graph in the center panel of Fig. 6.6 plots, for each frame
and each dataset, the value of d averaged over all vertices with and without the use of a
reference frame.4 As shown by this figure, the mean distance is consistently three to five
times larger for each dataset when reference frames are not used. The value of d for frames
1 and 2F − 1 (x = F − 1) is plotted for every vertex in the next graph (the vertices being
sorted in an increasing order of the values of d), showing a similar contrast between the
two variants for long-term drift. The added value of reference frames is also (qualitatively)
clear from the texture-mapped models for Pants-2 shown in the left of the bottom panel of
Fig. 6.6, where texture is blurred for the model not using reference frames.
The rightmost graph of the center panel in Fig. 6.6 shows the number of vertices that
have been successfully tracked in each frame. The number keeps decreasing for Face-1,
because a large surface region faces away from most cameras in the middle of the sequence.
On the other hand, the number keeps increasing for Shirt as the cloth moves away from the
camera and more surface regions become visible, which illustrates the fact that our method
is able to start tracking new vertices in surface areas that have been extrapolated by PMVS
but are not visible from the cameras in the first frame.5 Finally, the right side of the bottom
4We only retain the “best” vertices —that is, those with the smallest distances— to construct this graph.
This is to exclude “outliers” such as vertices that do not correspond to actual parts of the surface (e.g., the
top and bottom portions of the mesh in the pants sequences) or are only visible in a few frames throughout
the sequence. In practice, only 30% of the vertices in the Flag dataset and 20% of the vertices in the pants
sequences are excluded. See the next graph for the full distance distribution over vertices including “outliers”.
5Of course, a portion of the surface completely hidden from all cameras in the first frame cannot be
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panel of Fig. 6.6 shows how occlusions are handled by our algorithm for the Pants-1
dataset. In frame 51, vertices at the left side of the pants are not tracked due to the severe
occlusions caused by a hand, but our algorithm restarts tracking these vertices once they
become visible again as shown in our results for frame 77. Note that the right side of the
pants is also occluded by the actor’s right hand in frame 77, but it is visible from two other
cameras, and thus has been successfully tracked by our algorithm.
Let us conclude with a few remarks. The running time of the proposed method depends
on the dataset, the mesh resolution, and the number of input images, but it takes about one
to two minutes per frame on a dual Xeon 3.2 GHz PC. It should be possible to speed up the
whole computation quite a bit, for example by replacing the numerical derivatives currently
used by our conjugate gradient implementation by analytical ones.
reconstructed. by the multi-view stereo stereo at the beginning for Shirt, but a surface model larger than the
visible portion can be output by interpolation and regularization, which is used in our algorithm.
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Chapter 7
Summary and Extensions
7.1 Summary
In this dissertation, we have presented four algorithms for three core problems in high-
fidelity image-based modeling: static scene reconstruction, camera calibration, and dy-
namic scene reconstruction. The contributions of each algorithm are summarized as fol-
lows.
Carved Visual Hulls: Graph cuts are often used in multi-view stereo algorithms to glob-
ally optimize photometric consistency functions, while geometric consistency constraints
coming from image silhouettes have been often ignored in the optimization step, because
it is simply difficult to enforce both constraints simultaneously. Our first MVS algorithm
(Chapter 3) was one of the first to effectively enforce geometric consistency while globally
maximizing the photometric consistencies [38]. Enforcing geometric consistencies is es-
sential for the reconstruction of thin and high-curvature structures, because at such places,
photometric cues based on image textures tend to be unreliable while geometric cues based
on image silhouettes are powerful.
Patch-Based Multi-View Stereo: One of the main contributions of our second MVS algo-
rithm (Chapter 4) is its flexibility: 1) The approach does not need any initialization, such as
a visual hull model, a bounding box or valid depth ranges; 2) it can handle a variety of data
sets in exactly the same framework and does not require any assumption on the topology
of an object or a scene; 3) our algorithm is also able to handle severe outliers or obsta-
cles in many images; 4) furthermore, in terms of the quality of reconstructions, it is one
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of the best in the quantitative evaluations provided in [8]. The method has been tested on
various challenging real data sets including objects with fine surface details, deep concav-
ities, and thin structures, outdoor scenes observed from a restricted set of viewpoints, and
“crowded” scenes where moving obstacles appear in different places in multiple images of
a static structure of interest. The software of the proposed algorithm is publicly available
on the web [45].
Combining Multi-View Stereo and Bundle Adjustment: Multi-view stereo is effec-
tively combined with standard bundle adjustment to achieve high-fidelity camera calibra-
tion (Chapter 5). Given rough initial camera parameter estimates possibly containing er-
rors, we first scale down input images so that reprojection errors become small enough
for our PMVS algorithm (Chapter 4) to output a set of oriented points together with their
visibility information. The produced geometric information is used to effectively guide the
search for image correspondences and significantly improve camera calibration parameters
using a standard bundle adjustment algorithm [27]. The proposed method has been tested
on several real datasets—including objects without salient features for which image cor-
respondences cannot be found in a purely bottom-up fashion, and image-based modeling
tasks—including the construction of visual hulls where thin structures are lost without our
calibration procedure. The software of the proposed algorithm is publicly available on the
web [44].
3D Motion Capture: Chapter 6 presents a novel nonrigid markerless motion capture al-
gorithm. Our approach is formulated as 3D tracking instead of scene flow estimation for
robustness to drifting errors, which is essential for high-fidelity motion estimates. The in-
stantaneous geometry of the observed scene is represented by a polyhedral mesh with fixed
topology. The initial mesh is constructed in the first frame using our second MVS algo-
rithm. Its deformation is captured by tracking its vertices over time, using two optimization
processes at each frame: a local one using a rigid motion model in the neighborhood of
each vertex, and a global one using a regularized nonrigid model for the whole mesh. The
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proposed algorithm employs an expansion strategy, together with motion decomposition to
handle very complex and fast motions. Furthermore, the method is able to automatically
correct gross errors in previous frames, which is unusual for tracking algorithms (both in
2D and 3D) where a user typically needs to reinitialize the model every time a tracker fails.
Qualitative and quantitative experiments using seven real datasets show that our algorithm
effectively handles complex nonrigid motions and severe occlusions.
7.2 Extensions
All the algorithms presented in this dissertation aim at reconstructing accurate structure
or motion information. However, according to the quantitative evaluations in [8], many
state-of-the-art MVS algorithms differ only by 0.1mm in accuracy for an object of 15cm
in diameter, and it is not well understood what causes those differences. Part of our future
work will be to understand the source of errors and aim for even higher accuracy. It is also
our interest to use PMVS algorithm for further applications such as video editing.
Optimization Method: State-of-the-art MVS algorithms often cast the reconstruction al-
gorithm as a variational one, where the objective is to find the surface minimizing a global
photometric discrepancy functional, regularized by smoothness constraints. Millions of
variables are involved in this optimization for a high-resolution mesh, and an optimization
method is not likely to find the global minimum. It is important to analyze how much
reconstruction errors are due to local minima. It is also interesting to study relationships
between errors and the choice of energy functional.
Photometric Analysis: All algorithms in this thesis assume that an object or a scene is
lambertian under constant illumination, which is of course not true for most surfaces in
practice. One possible extension is to model lighting and surface reflectance properties.
MVS reconstructions tend to have high frequency errors or bumps, while shape from shad-
ing or photometric stereo tend to produce smooth reconstructions. Adding a photometric
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component to MVS is expected to achieve further high-fidelity [107, 108, 109].
Distortion Estimation: In the camera calibration algorithm presented in Chapter 5, we ig-
nored second order effects such as radial or tangential distortions, which could be essential
in further tightening up camera parameters. It is of great interest to study the effects of
distortions in reconstruction errors.
Improvements in the 3D Motion Capture Algorithm: Our motion capture algorithm in
Chapter 6 employs a couple of key algorithmic components, and it is important to analyze
their relative contributions more thoroughly to reduce the amount of redundant compu-
tations. It also seems wasteful to compute angular velocities during local tracking, then
discard them during global surface deformation, so we will seek more effective uses for
this local information. More importantly perhaps, our current approach to the representa-
tion of the appearance of new surface regions over time is somewhat ad hoc, relying on
PMVS to extrapolate the mesh in regions that are not matched in the first frame. A key part
of our future work will be to address this problem in a more principled fashion.
Video Editing: As shown in Chapter 4, our second MVS algorithm is able to detect and
ignore outliers from multiple photographs in the reconstruction process, and can be used
to erase obstacles (or objects moving in front of a rigid scene) from a movie, assuming the
associated camera motion is known. Of course, it is interesting to use MVS for general
video editing purposes [110]. One possible limitation is that a camera motion must have
a translational component for our reconstruction algorithm to work, whereas some movies
mostly consist of rotations. However, accurate 3D reconstructions may not be necessary
for this purpose, and developing a multi-view correspondence algorithm for editing videos
without explicit 3D reconstruction could be another interesting research topic.
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Appendix A
Multi-View Stereo Data Sets
Various data sets have been used in our experiments. Some of them (Dinosaur-0, Ro-
man, Mummy, Skull-0, Skull-1, and Skull-2) have been acquired in our lab by using a
motorized turn table and three high-end digital cameras, Canon EOS 1D Mark II. OpenCV
package [21] has been used for the camera calibration, except for the Roman data set,
which uses the calibration package kindly provided by Jean-Marc Lavest [75]. These
data sets are available for download at http://www-cvr.ai.uiuc.edu/ponce
grp/data/mview/ and http://www-cvr.ai.uiuc.edu/ponce grp/data/
visual hull/. Dinosaur-1, Dinosaur2, Temple-0, and Temple1 data sets have been
used for the multi-view stereo evaluation project [8] and are available at http://vision.
middlebury.edu/mview/data.html. Twin and Bighead data sets were kindly pro-
vided by Carlos Herna´ndez Esteban, Francis Schmitt and can be found at http://tsi.
enst.fr/3dmodels, while Polynesian data set was provided by Carlos Herna´ndez Es-
teban, Francis Schmitt, and the Museum of Cherbourg. City-Hall, Brussels, Fountain, and
Castle data sets are provided by Christoph Strecha. City-Hall and Brussels are available for
download at http://homes.esat.kuleuven.be/∼cstrecha/testimages/.
Dinosaur-3 data set was provided by Steve Seitz together with the voxel coloring codes.
All the other data sets (Human, Face-0, Face-1, Body, Steps-{0,1,2}, and Wall) are, unfor-
tunately, not publicly available and have been provided to us in private. Figure A.2 shows
the Object data sets used in our experiments. Since apparent contours of an object are
clearly visible in input images, a visual hull model is computed and used (either explicitly
or implicitly) for each data set. Note that for Dinosaur-1, Dinosaur2, Temple-0, and Tem-
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ple1 data sets, apparent contours have been extracted fully automatically, in particular, by
a series of morphological operations (erosion and dilation) after initializing the segmenta-
tion by a simple thresholding on color intensities. As a result, the extracted contours may
not coincide with actual silhouettes of an object in the images, but are known to be always
over-approximated. Therefore, obtained visual hull models are guaranteed to contain true
surfaces within. Accurate apparent contours have not been extracted for the Face-0, Face-
1, and Body data sets either due to the difficulty at their hair regions. No silhouettes have
been extracted for the “Scene” and the “Crowded Scene” data sets, which are shown in
Figure A.3 and A.4, respectively. Note that for the “Crowded Scene” data sets, we expect
to reconstruct only rigid backgrounds while ignoring outliers or obstacles, such as pedes-
trians. More detailed information of the above data sets, such as the number of images and
their approximate sizes, are listed in Table A.1.
Figure A.1: Experimental setups for the data sets acquired in our lab. A motorized turn
table and three high-end digital cameras, Canon EOS 1D MarkII, have been used.
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Table A.1: For each data set, the name, the data type, the number of images, the approxi-
mate image size, if a visual hull is given, and if images contain obstacles are listed. Note
that  in the Visual Hull entry means that extracted contours are not exactly the silhouettes
of an object, while contours are always over-approximated and the obtained (less accurate)
visual hull model is known to contain the true surface within.
Name Data type # of images Image size Visual hull No-obstacles
Dinosaur-0 Object 24 2000×1500 x x
Dinosaur-1 Object 48 640×480  x
Dinosaur-2 Object 16 640×480  x
Dinosaur-3 Object 21 480×640 x x
Roman Object 48 3500×2300 x x
Mummy Object 24 1600×1100 x x
Human Object 11 2000×1300 x x
Skull-0 Object 24 1900×1800 x x
Skull-1 Object 24 2000×2000 x x
Skull-2 Object 24 2000×2000 x x
Temple-0 Object 47 640×480  x
Temple-1 Object 15 640×480  x
Polynesian Object 36 1700×2100 x x
Twin Object 36 1800×2300 x x
Bighead Object 36 1200×2800 x x
Face-0 Object 13 1000×1500  x
Face-1 Object 4 1400×2200  x
Body Object 4 1400×2200  x
Spiderman Object 16 900×1200  x
Predator Object 24 1400×1600  x
Vase Object 21 2000×1500  x
Steps-0 Scene 7 1500×1000 x
City-Hall Scene 7 1500×1000 x
Wall Scene 7 1500×1400 x
Fountain Scene 11 3100×2000 x
Castle Scene 19 3100×2000 x
Steps-{1,2} Crowded scene 7 1500×1000
Brussels Crowded scene 3 1000×800
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Dinosaur-0 (5 out of 24 images)
Dinosaur-1 / Dinosaur-2 (5 out of 48 / 16 images)
(Courtesy of S. Seitz, B. Curless, J. Diebel, D. Scharstein, and R. Szeliski)
Dinosaur-3 (5 out of 21 images) (Courtesy of Steve Seitz)
Roman (5 out of 48 images)
Mummy (5 out of 24 images)
Human (5 out of 11 images) (Courtesy of Steve Sullivan and Industrial Light & Magic)
Figure A.2: ”Object” data sets. Four or five sample input images are shown for each data
set. Also see Table A.1 for more information.
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Skull-0 (5 out of 24 images) (Courtesy of Jodi Blumenfeld and Steven R. Leigh)
Skull-1 (5 out of 24 images) (Courtesy of Jodi Blumenfeld and Steven R. Leigh)
Skull-2 (5 out of 24 images) (Courtesy of Jodi Blumenfeld and Steven R. Leigh)
Temple-0 / Temple-1 (5 out of 47/15 images)
(Courtesy of S. Seitz, B. Curless, J. Diebel, D. Scharstein, and R. Szeliski)
Polynesian (5 out of 36 images)
(Courtesy of C. H. Esteban, F. Schmitt and the Museum of Cherbourg)
Figure A.2: Continued.
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Twin (5 out of 36 images) (Courtesy of C. H. Esteban and F. Schmitt)
Bighead (5 out of 36 images) (Courtesy of C. H. Esteban and F. Schmitt)
Face-0 (5 out of 13 images) (Courtesy of Alex Sutter and Industrial Light & Magic)
Face-1 (4 out of 4 images) (Courtesy of Industrial Light & Magic)
Figure A.2: Continued.
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Body (4 out of 4 images) (Courtesy of Industrial Light & Magic)
Spiderman (5 out of 16 images)
Predator (5 out of 24 images)
Vase (5 out of 21 images) (Courtesy of Jerome Courchay)
Figure A.2: Continued.
104
City-Hall (7 out of 7 images) (Courtesy of Christoph Strecha)
Steps-0 (7 out of 7 images) (Courtesy of Industrial Light & Magic)
Wall (7 out of 7 images) (Courtesy of Industrial Light & Magic)
Figure A.3: ”Scene” data sets. All the input images are shown for each data set. Also see
Table A.1 for more information.
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Fountain (11 out of 11 images) (Courtesy of Christoph Strecha)
Castle (19 out of 19 images) (Courtesy of Christoph Strecha)
Figure A.3: Continued.
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Steps-1 (7 out of 7 images) (Courtesy of Industrial Light & Magic)
Brussels (3 out of 3 images) (Courtesy of Christoph Strecha)
Figure A.4: ”Crowded Scene” data sets. All the input images are shown for each data set.
Also see Table A.1 for more information.
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Appendix B
3D Motion Capture Data Sets
Seven real data sets are used in the motion capture experiments. Flag, Shirt, Neck data
sets are courtesy of R.L. Carceroni and K. Kutulakos [33]; Face-1 data set is courtesy of P.
Baker and J. Neumann [111]; Pants-1, and Pants-2 data sets are courtesy of R. White, K.
Crane and D.A. Forsyth [29]; Face-2 data set is courtesy of Image Movers Digital.
Table B.1: For each data set, the name, the number of cameras, the number of frames, and
the image size are listed.
Name # of cameras # of frames Image Size
Flag 7 37 722×482
Shirt 7 12 722×482
Neck 7 69 722×482
Face-1 7 69 644×484
Pants-1 8 100 480×640
Pants-2 8 155 480×640
Face-2 10 325 1000×1002
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Frame 1 – Camera 1,2,3,4,5,6,7
Frame 1,7,13,19,25,31,37 – Camera 1
Flag (Courtesy of R.L. Carceroni and K. Kutulakos)
Frame 1 – Camera 1,2,3,4,5,6,7
Frame 1,2,4,6,8,10,12 – Camera 1
Shirt (Courtesy of R.L. Carceroni and K. Kutulakos)
Figure B.1: 3D motion capture data sets.
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Frame 1 – Camera 1,2,3,4,5,6,7
Frame 1,12,23,34,45,56,67 – Camera 1
Neck (Courtesy of R.L. Carceroni and K. Kutulakos)
Frame 1 – Camera 1,4,7,10,13,16,19
Frame 1,16,31,46,61,76,90 – Camera 1
Face-1 (Courtesy of P. Baker and J. Neumann)
Figure B.1: Continued.
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Frame 1 – Camera 1,2,3,4,5,6,7,8
Frame 1,13,25,37,49,61,73,85 – Camera 1
Pants-1 (Courtesy of R. White, K. Crane, D.A. Forsyth)
Frame 1 – Camera 1,2,3,4,5,6,7,8
Frame 1,21,41,61,81,101,121,141 – Camera 1
Pants-2 (Courtesy of R. White, K. Crane, D.A. Forsyth)
Figure B.1: Continued.
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Frame 1 – Camera 1,2,3,4,5,6,7,8,9,10
Frame 1,31,61,91,121,151,181,211,241,271,301 – Camera 5
Face-2 (Courtesy of Image Movers Digital)
Figure B.1: Continued.
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