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ABSTRACT. We consider the weakly coupled system of reaction-diffusion equations ut = Au + \x\ ai vP, vt=Av+ |a:r 2 it 9 ,
where x E R^ (AT > 
Introduction
We consider nonnegative solutions of the initial value problem for a weakly coupled system ut = Au + {x^yP, For given initial values (UQ, VQ), let T* = T* (UQ, VQ) be the maximal existence time of solutions. If T* = 00, the solutions are global. The global existence and nonexistence of solutions are studied by Escobedo and Herrero [2] in the case ai = G2 -0. They consider nonnegative, bounded solutions, and among other things, the following results are proved there.
(I) If 2max{p + 1, q + 1} > N(pq -1), then T* < oo for every nontrivial solution (ti(t),t;(t))af(l); (II) if 2max{p + 1, q + 1} < N(pq -1), then there exist both non-global solutions and non-trivial global solutions of (1) .
In this paper, we shall extend these results to the case 0 < CJI < N(p -1) and 0 < (J2 < N(q -1). Moreover, we shall study the behavior as t -► oo of the global solutions.
Throughout the rest of this paper, we shall use the following notations. We put
We set BC to be the space of all bounded continuous functions in R^ and for a > 0,
|a;|->-oo
I a = {^ € BC I £(a0 > 0 and liminf |x| a^( a;) > 0}.
\x\->oo
Let L^ be the Banach space of Z^-functions in R^ such that
Then J a C L^5. The letter C denotes a positive generic constant which may vary from line to line. We shall use the notation S(t)£ to represent the solution of the heat equation with initial value £(#):
Sm(x) = (47rt)-iV / 2 / e-l*-yf'*Z{y)dv.
In the following, we require
As noted in §2 below, problem (1) has a unique, nonnegative solution (u( •, £), v( •, £)) G I Sl x J 52 at least locally in time. Now the results of this paper will be summarized in the following four theorems. Theorem 1.1. Assume max{a-|-<5i,/3 + 52} > N. Then T* < oo for every nontrivial solution (w(t),v(t)). 
Then T* < 00 for every solution (u(t),v(t)).
Under the condition max{a + <Ji,/? + £2} < -W, we have p > 1 + (2 + cr\)/N or g > 1 + (2 + 02)/AT. In the following two theorems, we only consider the case q > 1 + (2 + 0-2)/N. Similar results also are obtained when p > 1 + (2 -f-<Ji)/N. 
ast-^-oo uniformly in R^.
(
where 
A forms a nonempty triangular domain in R^.. Moreover, since a + fr+2 + (7 1 = P + 02, P for any a, 6 satisfying (3), we can choose a pair a < a and 6 < b in the domain A. b may be larger than N. In fact, we have [1] . The critical blow-up results for these single equations were obtained later (see Hayakawa [7] , Kobayashi et al. [11] , Weissler [16] , and Hamada [6] ). Result (a) for our problem (1) is announced in Uda [15] without proof. The critical blow-up result is, however, not studied there. To show the critical blow-up, we follow the argument of Escobedo and Herrero [2] . The point is to obtain a priori estimates for global solutions. However, it seems difficult to generalize their results to our case. Therefore, we replace them by our new necessary conditions for the global existence. The second critical exponent is obtained for single equations by Lee and Ni [12] and for a system of equations with ai = 02 -0 by Huang et al. [8] . Theorems 3 and 4 generalize results of [8] , in which only a very special case of slow decay initial values is treated by a different method. Note that results similar to the above theorems have been obtained in Mochizuki [13] for the quasilinear equation
with m > max{0,1 -2/iV}, p > max{l, m}, and 0 < a < iVniin{p -l,p/m -1}. The rest of the paper is organized as follows: Some preliminary results, including the existence for (1), are gathered in §2. A necessary condition for global existence is summarized in Theorem 2.5. Based on this theorem, we shall prove Theorems 1 and 2 in §3. Theorems 3 and 4 are proved in § §4 and 5, respectively.
Preliminaries
In order to show the local solvabilty of the Cauchy problem (1), we consider the associated integral system
Jo v(t) = S(t)vo+ [ S(t-s)\'p\u{s)\ q -1 u(s)ds. Jo
do)
Define *(«,«) = (S(t)uo + *i(»),S(t)«b + $a(u)) (11) where 
te[o,T]
Then Ex is a Banach space. 
As is easily seen (cf., [12; Lemma 2.12]),
Thus, the desired inequality holds true. Proof, (i) is obvious from Lemma 2.1 with 7 = 5 = 5k (k = l, 2).
( As an application of the standard theory of ODE, we have:
J/(/,ff) solves (13) on (0,T) and (/(0)^(0)) G Q, ^ften (f(t),g(t)) e Q on (0,T).
(ii) Let (/(O),^^)) € Q. T/ien (/(t),5f(t)) 6/0^5 ^p m a finite time.
Proof. See e.g., Qi and Levine [14; §3] or Galaktionov et al. [4, 5] . □ Note that there is only one equilibrium of system (13) in R/j_, say, P = (de^+W 2 , C2£ (/5+<52)/2 ) (Ci, C2 > 0). P is a saddle point. One of the separatrices starts from 0 and runs to 00. Another one intersects the /-and g-axes at A e and B e , respectively. By a scaling argument, we see that
Every solution (f(t)^g(t)) of (13) with the initial value (/(0),^(0)) lying above this separatrix runs into Q and hence blows up in finite time.
As a result of these arguments and a comparison principle, we have the following:
Theorem 2.5. Let (F € (t),G € (t)) satisfy differential inequalities (12). If
or G € (0) > B^6^2 for some e > 0, then (F e (t),G € (t)) blows up in finite time.
Proof of Theorems 1 and 2
Throughout this section, we assume /3 + 62 > OL + <5i for definiteness. We shall require the following auxiliary tools. Proof It follows from (10) and (14) 
Proof. Obvious (see [2; Lemma 2.4]). □ Lemma 3.2. For a > 0 and v > 0, we have S(t)\xfe-^2 > C (T (2ty
Proof of Theorem 1 (critical case). Let {u(t),v{t)) E ET be a nontrivial solution of (1). Then it follows from Lemma 3.4 that
for a < t < T. Contrary to the conclusion, assume that (^(t), ?;(£)) is global. Then, by Theorem 2. 
Proof of Theorem 3
First note that condition (3) can be replaced by (^o,^) € I a x I b since we have
Then, to establish Theorem 3, we have only to consider the special case a = a and b = b.
Here we repeat condition (5):
P As is easily seen, this condition is equivalent to
For the sake of simplicity, we set for 7 > 0,
^(x.t) = S(t)(x)-^
Lemma 4.1. We have
Proof. First assume that t < 1. As is well known, rj a (x,t) -> (a:)~a as t -> 0 locally uniformly in a: G R^. If |a;| > 2, 
J\y\<V2
-+ C f e-^'^dy > 0 as f -^ 00.
Summarizing these results, we obtain the inequality in the lemma. □ Lemma 4.2. We have in R^ x (0,00),
|a!p^(a:,*)« < C(l + tf^^-^'^x,t).
Proof. We only consider the case b > o. A similar argument can be applied also to the case b < a. We have by Lemma 4.1:
Since (a + (J\)/p < minliV", b} by (17), we can use Lemma 2.1 to obtain (18 and consider again the integral equation (10) in E^. 
Lemma 4.3. (i) Let (UO.VQ) satisfy (3). Then we have (S(')uo,S(-)vo) G E^ and
||(5( • )|lo, S( • )vo)\\E v < {||tlo||oo f a + Moo,*}- (ii) Let (u,v) e E v .
u(t)=T(t)(uo,vo) + T(u)
where
We shall consider equation (20) 
Proof of Theorem 4
In this section, we follow the argument of Kamin and Peletier [10] , who studied the asymptotic behavior of the heat equation with nonlinear absorption. We put
Note that we have assumed a < N and b ^ N. Then it follows from (4) that
Thus, {u k (x,t)} and {v k {x,t)} are uniformly bounded in R^ x [5,oo) for any 5 > 0.
As is easily seen from the integral equation (10), the uniform boundedness implies the equicontinuity of {u k (x, t)} and {v k (x^ t)} in any bounded set of R^ x [5, oo). Then, using the Ascoli-Arzela theorem and a diagonal sequence method in 5, we see that for any sequence {kj} -> oo, there exists a subsequence {kj} and continuous functions By assumption (17), there exists a p > 1 such that ap + <Ti(p-1) < N and 6'p -(a + cri)p > 2.
Then, since (a + cr 1 )(l -p) < 0, these imply Let t = 1 in this inequality. Then, by the self-similarity of S(t)\x\~a, we have ^(^l)<C5(l)|x|-a .
This inequality implies that for any e > 0, there exists an R > 0 independent of k > 1 such that {uk(x, 1)} are uniformly less than e in \x\ > R. Therefore, it follows from (24) that u k (x,l)-AS(l)\x\ a ->0 as fc-»oo uniformly in R^. We let y = kx and s = k 2 in this relation. Then noting again the self-similarity of S(t)\x\~a, we conclude that Proof of Theorem 4 (i) is now complete. □
