Abstract. Sidon sets are those sets such that the sums of two of its elements never coincide. They go back to the 30s when Sidon asked for the maximal size of a subset of consecutive integers with that property. This question is now answered in a satisfactory way. Their natural generalization, called B 2 [g] sets and defined by the fact that there are at most g ways (up to reordering the summands) to represent a given integer as a sum of two elements of the set, are much more difficult to handle and not as well understood.
Introduction
Let g be a positive integer. A set A of integers is said to be a B 2 [g] set if for any integer n, there are at most g ways to represent n as a sum a + b with a, b ∈ A and a ≤ b. As is usual, we denote by F (g, N) the largest possible size of a B 2 [g] set contained in {0, 1, . . . , N}. In the study of B 2 [g] sets, this is the most studied aspect.
These sets have a long history going back to Sidon [12] in the 30s and to the seminal work of Bose, Chowla and Singer as for lower bounds, and of Erdős and Turán as for upper bounds. See [13, 1, 2, 4] . Except in the case g = 1, for which it is known that
the precise asymptotic behaviour of F (g, N) remains unknown. However, for any positive g, since a Sidon set is in particular a B 2 [g] set, it is known that the quantity F (g, N) grows at least like a constant times √ N. Better lower bounds were obtained in [11, 7, 3, 9] . As for upper bounds, the current best result is (1) F (g, N) min 3.1694 g, 1.74217 (2g − 1) N , the first argument in the minimum being contained in [10] and the second one in [15] . Notice that the first is better than the second as soon as g ≥ 6. Notice finally that it is not even known whether there is a constant c g such that F (g, N) ∼ c g √ N . In this article, we slightly improve on the upper bound (1) for g < 6 by proving the following result.
For instance, we obtain F (2, N) 2.2851 √ N instead of Yu's 2.2864 √ N . These improvements remain modest but one must remember that this is the case for all the recent ones since the beginning of the 2000s when it was proved [5] that F (2, N) 2.2913 √ N. Theorem 1 gives in particular a new best result in the cases g = 2, 3, 4 and 5 and corresponds to pushing Yu's method to some kind of extremity since it is not at all clear that the method is even able to prove F (g, N)
1.74 (2g − 1) N (although we conjecture that this is the case).
We examine Yu's method and use an approach similar to the one used in [6] which led to new bounds for the dual problem of additive bases. In order to prove Theorem 1, we first reformulate Yu's method [14, 15] by giving a general explicit result (Theorem 2) depending on the choice of a fixed auxiliary function. This allows us to apply the method not only to the case of polynomials (of high degree) but directly to the case of power series. In this frame, Yu's bound corresponds to an appropriate choice of the auxiliary function. Finally, we optimize the use of our general result by computing numerically a best possible function of a certain type. This leads to Theorem 1.
The method
Let A be a set of integers contained in {0, 1, . . . , N}. We define the function
In particular,f (0) = |A|.
If d denotes the function counting the number of representations of an integer as a difference in A − A, namely, for n ∈ Z,
then we may compute that
where we use the parity of d which follows from the symmetry of A − A as multiset.
In this article, a function b will be called admissible if the following holds: its set of definition S b ⊂ R is countable, symmetric with respect to zero and contains 0, b is an even function taking its values in the set of non negative real numbers R + , namely b :
and, finally,
In the sequel, for simplicity, we denote b(θ) = b θ . An admissible function b being chosen, we define the function w b as
by parity of b. Notice that the admissibility of b implies w b to be C ∞ (R) and even. Suppose that a subset A of {0, 1, . . . , N} is given, as well as an admissible function b, we then define
It is easy to compute, interverting the order of summations, that
the last equality following from (2) . This shows in particular that
Two lemmas
In this section, we state two results which will be useful in our argument. The first one is a lemma of an analytical nature. If w is an even C 2 (R) function, we denote
Such an even C 2 (R) function w being given, we define the functionw as the unique 2-periodic function coinciding with w on [−1, 1].
We have the following lemma.
Then we havew
Moreover, the following upper bound holds
One also has I 1 (w) = a 0 2 ,
Proof. Dirichlet's theorem ensures us thatw coincides with its Fourier expansion. This is the first equality.
As for the upper bound, we compute, using the parity of w,
The upper bound of the lemma follows. Concerning the two first identities, they are immediately implied by standard calculus and the normal convergence of the Fourier series ofw which allow to interchange summation and integration. The third one follows from the previous two.
The second lemma is of an arithmetical nature. In the course of proving the Theorem, we shall meet the following quantity
where we use the notation of Section 2, in particular A is a set of integers included in {0, 1, . . . , N}. The next lemma is an upper bound for S(A).
Proof. It is for instance an intermediary result in the proof of Lemma 3 in [14] . The inequality follows from the fact that S(A) counts the number of solutions to the equation
Proof of the Theorem
We now come to the central estimate of this article which is an explicit version of Lemma 2.2 of [15] . With such a result, we can apply the method not only to the case of polynomials but also to the case of power series.
Theorem 2. Let A be a B 2 [g] set contained in {0, 1, . . . , N} and b be an admissible function. We have
Proof of Theorem 2. We apply Lemma 1 to w b (which is C 2 and even) and use the notation introduced there forw b . By formula (2), we find
Such a rearrangement of the terms of the series is allowed by the fact it is normally convergent. This follows from the bounds on the a m given by Lemma 1 and the boundedness of the terms |f (n/2N)| (which are upper bounded by |A|).
Restarting from this identity on D A (b), we obtain (on recallingf (0) = |A| ≥ 1)
and then
By the upper bound given in Lemma 1, we have
for n = −N, . . . , N − 1. We thus deduce
The last term of this upper bound is bounded above using Cauchy-Schwarz inequality, more precisely n=−N,...,N−1 n =0
.
Plugging this bound, we finally obtain
It is now enough to use the final identities of Lemma 1. Since I 1 (w b ) = a 0 /2 and
we conclude using Lemma 2.
Corollary 1. Let b be an arbitrary admissible function such that I 1 (w b ) < 0, then we have N) . In particular, |A| ≫ √ N. For an arbitrary admissible function b, we apply Theorem 2 and let N tend to infinity. Since, by non-negativity of b and inequality (3), D A (b) ≥ 0, we obtain
Thanks to the assumption that I 1 (w b ) < 0, one can square the preceding inequality and we obtain
and, after simplification,
The corollary follows.
Optimization : Choosing b
In view of Corollary 1, we are led to the optimization problem of computing
In his paper [15] , Yu first (his Theorem 1) chooses the function
where M is taken equal to 10 6 and λ = 3/4 (a case for which computations are made easier) which gives the bound 1.74246. Yu then proceeds with a numerical optimization and finally, with λ = 0.75315, he gets the value 1.74217 leading to Yu's second theorem (this is the value mentioned in (1)).
There are several ways to improve on this result. First, our general result can be applied to any truncation of the infinite series (which is non convergent for t = 0) associated with Yu's function. If we go back to the case λ = 3/4, and let M tend to infinity, this already gives the bound 1.7424537 . . . , which is the limit of Yu's function with this choice of parameter. But, again, one may then move slightly λ. We used a signed continued fraction method which leads us to consider the value λ = 365/478 (at some step). With this choice of λ, we are led to the numerical upper bound 1.7407259 . . . We do not enter into more details here since this method does not give the best value we could obtain.
In fact, there is no reason to choose such a regular function w. We started a numerical study on functions of the form
We used a Maple program and could go up to M = 400 (that is, 801 variables). The computation took about four days on a shared machine equipped with two Intel Xeon E5-2470v2 processors. Notice that, more than time-consuming, this approach is very spaceconsuming and in fact limited by space considerations. In the above form, we were looking for an optimum where the y j are restricted to belong to (0, π) and the c j to (0, 1). It turns out that when we increase the number M of variables, the values y j and c j seem to converge. Here are the first values that are given by the optimization process (obtained for M = 400): The interested reader can refer to the complete numerical results available in [8] . Notice that this function remains close to Yu's function, which after renormalization can be taken equal to w(t) = Indeed the coefficients c j remains around 0.75 while the coefficients y j are slightly above 1.5. Finally considering these values (and those for bigger indices) for M = 400 led us to the value 1.74046270371931700 and thus to Theorem 1.
Heuristically, it seems that the method could be pushed up to proving the bound 1.74. However, if true and provable by the present method, this could require to use a value of M much larger than 400.
