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ON LOOP EXTENSIONS AND COHOMOLOGY OF LOOPS
ROLANDO JIMENEZ AND QUITZEH MORALES MELE´NDEZ
Abstract. In this paper are defined cohomology-like groups that classify loop
extensions satisfying a given identity in three variables for association iden-
tities, and in two variables for the case of commutativity. It is considered a
large amount of identities. This groups generalize those defined in works of
Nishigori [2] and of Johnson and Leedham-Green [4]. It is computed the num-
ber of metacyclic extensions for trivial action of the quotient on the kernel in
one particular case for left Bol loops and in general for commutative loops.
1. Some history
In the paper [1] it is shown that equivalent classes of group extensions
(1) 0→ K → L→ Q→ 0,
where K is a commutative group and with given action Q × K −→ K by group
automorphisms, are classified by the second cohomology group H2(Q,K).
Then, in the paper of Nishigori [2] it is shown that, without changing this con-
structions, it is possible to modify the definition of the cohomology groups in order
to include left Bol loop extensions.
In the next work [3] of Nishigori, the new definition of the cohomology groups
is extended to the case when Q is a loop. This can be done because the action is
given by a homomorphism θ : Q −→ Out (K), and Out (K) is a group. So, the
group acting on K is some factor group of the loop Q.
2. The action of the quotient loop on the kernel
It is needed to discuss the analogue of an action of the quotient loop Q on the
kernel K. As usual, we take a normalized section s : Q −→ L, i.e. j ◦ s = IdQ,
s(e) = e, where e denotes the neutral element. Then, consider the equation
(2) xsys = (xy)sf(x, y),
where xs denotes the image of the element x ∈ Q under the section s. This gives a
set of factors f : Q×Q −→ K. Now we compare with the similar equation defined
by changing the representatives:
(3) xsa · ysb = (xy)sf(x, y) · ΦaΨb,
where Ψ,Φ : K −→ K are some inner maps.
In the case of groups the map Ψ is the identity and the map Φ is conjugation
by the element xs ∈ L, and for a left Bol loop extension, this is an inner map that
becomes an automorphism because the kernelK belongs to the associator subgroup
of the loop L.
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In the general case, it is necessary to use some inner maps. Indeed, we have
xsa · ysb = (xy)sf(x, y) · Φ(a, b) =
= xsys · Φ(a, b).
So, we need to take the elements a, b ∈ K to the right using inner maps and use
the invariance of the normal subloop K under this maps.
Lets introduce some notations. It is customary to denote by L(x, y) = L−1yxLyLx
left inner maps, by R(x, y) = R−1xyRyRx right inner maps and by Tx = L
−1
x Rx
middle inner maps. Denote by M(x, y) the inner map defined by the equation
(xa)y = x(M(x, y)ay),
i.e. M(x, y) = T−1y L(y, x)
−1TxyR(x, y)T
−1
x .
Then
xsa · ysb = (xsa · ys) · L(xsa, ys)b =
= (xs ·M(xs, ys)ays) · L(xsa, ys)b =
= (xs · ysTysM(xs, ys)a) · L(xsa, ys)b =
= (xsys · L(ys, xs)TysM(xs, ys)a) · L(xsa, ys)b =
= xsys · [M(xsys, L(xsa, ys)b)L(ys, xs)TysM(xs, ys)a · L(xsa, ys)b].
Note that, if K is contained in the nucleus, i.e. the elements a, b ∈ L associate with
every element l ∈ L, then this equation takes the well-known form
xsa · ysb = xsysTys(a)b =
= (xy)sf(x, y)Tys(a)b,
where the restriction to K of the middle map Tys is an automorphism of this group.
Then, family of maps Tys defines a (right) Q-module structure on the nucleus K,
when this group is commutative. Further in this paper it will be assumed that the
nucleus K is commutative and that its image associates with all the elements in
the loop L.
3. Identities defining a class of loops
In order to classify different classes of loop extensions, we need to formalize the
notion of identity in a loop. Let us introduce some notations. Consider the map
φi,n : L
n −→ Ln−1,
n > 0, 0 6 i < n, given by the formula
φi,n(a0, . . . , an) = (a0, . . . , aiai+1, . . . , an).
To avoid excessive use of indexes, we will denote just φi = φi,n.
In this way, we can see an n-term product as a composition of the form
φi1 ◦ · · · ◦ φin(a0, . . . , an),
where 0 6 is < s and φi1 = φ0 = φ : L× L→ L is the loop multiplication.
Definition 1. A repetition operator (or diagonal operator) is some Cartesian prod-
uct of maps
ri,j : L
n−1 −→ Ln,
1 6 i, j 6 n, i 6= j
ri,j = αi,j ◦ (∆× IdQn−2) = α1,j ◦ α1,j ◦ (∆× IdQn−2)
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where ∆ : L −→ L × L is the diagonal map and α1,j : L
n −→ Ln, 1 6 j 6 n is a
permutation of coordinates.
Definition 2. An association law is an equation
φi1 ◦ · · · ◦ φin ◦ r = φj1 ◦ · · · ◦ φjn ◦ r,
where r : Ln−i −→ Ln is some fixed repetition operator.
We remark that this constructions do not apply, in general, to loops defined by
commutation or inversion rules.
Definition 3. A canonical one nest product is one of the form
φ1 ◦ · · · ◦ φn−1(a0, . . . , an),
i.e. a product obtained starting on the right hand side by multiplying by the element
on the left.
In this paper we will be dealing with association laws of the form
φ1 ◦ · · · ◦ φn−1 ◦ r = φj1 ◦ · · · ◦ φjn ◦ r.
Consider the same association law without repetitions
(4) φ1 ◦ · · · ◦ φn−1 = φj1 ◦ · · · ◦ φjn .
using the equation (2) on an element (a1, . . . , an) ∈ Q
n the product
φ1 ◦ · · · ◦ φn−1(a1s, . . . , ans)
can be taken to the form
[φ1 ◦ · · · ◦ φn−1(a1, . . . , an)]s ·f(a1, φ1 ◦ · · · ◦ φn−2(a2, . . . , an))·
· f(a2, φ1 ◦ · · · ◦ φn−3(a3, . . . , an)) · · · f(an−1, an).
The right hand product
φj1 ◦ · · · ◦ φjn(a1s, . . . , ans)
can be taken to the form
[φj1 ◦ · · · ◦ φjn(a1, . . . , an)]s · z(a1, . . . , an),
where k(a1, . . . , an) ∈ K. But
φ1 ◦ · · · ◦ φn−1(a1, . . . , an) = φj1 ◦ · · · ◦ φjn(a1, . . . , an)
because we have an epimorphism L −→ Q, i.e. Q is a loop belonging to the class
of L, so the association law must be true also for products in Q.
So,
(5)
f(a1, φ1 ◦ · · · ◦ φn−2(a2, . . . , an)) · f(a2, φ1 ◦ · · · ◦ φn−3(a3, . . . , an)) · · · f(an−1, an) =
= k(a1, . . . , an).
This identity, written in additive form, gives an operator
δ : C2(Q,Z) −→ Cn(Q,Z).
It is clear that such association law always is trivial in the sense that it always imply associa-
tivity. So, in order to define non trivial loops we need always consider identities with repetitions.
We consider identities without repetition to make more clear the construction of the differentials.
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The similarly defined association law with repetitions gives an operator δ : C2(Q,Z) −→
Cn−r(Q,Z), where r is the number of repetitions.
So, we need to compute the element k(a1, . . . , an) ∈ K. This will be done in the
next section.
3.1. Identities defined by one nested products. In this paragraph we com-
pute de element k(a1, . . . , an) ∈ K for the case when the product φj1 ◦ · · · ◦
φjn(a1s, . . . , ans) has only one nest. Lets clarify this notion.
Definition 4. A product is said to be one nested when we have
jm−1 = jm or jm−1 = jm − 1
for every m = n, . . . , 1. In other words, after pairing the two elements ajn , ajn+1
we consecutively pair with the resulting element, either to the right, in the case
jm−1 = jm, or to the left, in the case jm−1 = jm − 1.
Definition 5. An association law
φ1 ◦ · · · ◦ φn−1 ◦ r = φj1 ◦ · · · ◦ φjn ◦ r.
is said to be canonical one nested if both sides of have one nest.
Assuming in definition 5 that the pairings on the right side of the equation begin
to the left, we obtain the identity
φ1 · · ·φn−1 = φ
uq
1 φ2 · · ·φt1−1φ
u2
t1
φt1+1 · · ·φ
u1
t1+···+tp−1φm−tp+1 · · ·φm−1,(6)
where t1 + · · ·+ tp − 1 = m, m+ u1 + · · ·+ uq = n.
If all the pairings happen to the left, then we obtain the canonical one nest
product and the defining identity is trivial, that is, there is no defining identity.
Also, without loss of generality, we can assume that the last pairing is to the right,
that is, we have the map φ
uq
1 at the left end of the composition. This is because, if
the pairing finishes to the left, then, in the defining identity (4), we have
φ1 ◦ · · · ◦ φm−1 ◦ · · · ◦ φn−1 = φ1 ◦ · · · ◦ φm−1 ◦ φ
u
m · · · ◦ φjn
for some m and we can cancel and obtain another identity of the form.
As long as the pairings happen to the left, we obtain a product given by the left
hand side of the equation (5). If the pairing is to the right, then we need to use the
commutation rule given by the element ai in the right hand side of the pairing, i.e.
we have some factor of the form
f(am−t, φ1 ◦ · · · ◦ φt−2(am−t+1, . . . , am)) · · · f(am−3, φ1 ◦ φ2(am−2, am−1, am))·
·f(am−2, φ1(am−1, am))f(am−1, am)am+1s =
= am+1sTam+1{f(am−t, φ1 ◦ · · · ◦ φt−2(am−t+1, . . . , am)) · · ·
· · · f(am−3, φ1 ◦ φ2(am−2, am−1, am))f(am−2, φ1(am−1, am))·
·f(am−1, am)} =
am+1sTam+1f(am−t, φ1 ◦ · · · ◦ φt−2(am−t+1, . . . , am)) · · ·
· · ·Tam+1f(am−3, φ1 ◦ φ2(am−2, am−1, am))Tam+1f(am−2, φ1(am−1, am))·
·Tam+1f(am−1, am)
We remark that, while this cancellation is possible, one can not cancel at the left when powers
appear, i.e.
φ1 ◦ φ2 = φ
2
1
is a non trivial identity (it defines associativity).
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because Tam+1 is a homomorphism. Then, using the relation (2), this gives a term
of the form
f(φ1 ◦ · · · ◦ φt−1(am−t, . . . , am), am+1)·
·Tam+1f(am−t, φ1 ◦ · · · ◦ φt−2(am−t+1, . . . , am)) · · ·
· · ·Tam+1f(am−3, φ1 ◦ φ2(am−2, am−1, am))Tam+1f(am−2, φ1(am−1, am))·
·Tam+1f(am−1, am),
and we can continue this process as long as we have pairings on the right. The next
term of the form
am+2sTam+2f(φ1 ◦ · · · ◦ φt−1(am−t, . . . , am), am+1)·
·Tam+2Tam+1f(am−t, φ1 ◦ · · · ◦ φt−2(am−t+1, . . . , am))·
· · ·
·Tam+2Tam+1f(am−3, φ1 ◦ φ2(am−2, am−1, am))·
·Tam+2Tam+1f(am−2, φ1(am−1, am))·
·Tam+2Tam+1f(am−1, am)
by (2) gives the term
f(φ1φ1 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1), am+2)·
·Tam+2f(φ1 ◦ · · · ◦ φt−1(am−t, . . . , am), am+1)·
·Tam+2Tam+1f(am−t, φ1 ◦ · · · ◦ φt−2(am−t+1, . . . , am))·
·Tam+2Tam+1f(am−t+1, φ1 ◦ · · · ◦ φt−3(am−t+2, . . . , am))
· · ·Tam+2Tam+1f(am−1, am) =
= f(φ21 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1), am+2)·
·Tam+2f(φ1 ◦ · · · ◦ φt−2(am−t+1, . . . , am), am+1)·
·Tam+2Tam+1f(am−t, φ1 ◦ · · · ◦ φt−2(am−t+1, . . . , am))·
·Tam+2Tam+1f(am−t+1, φ1 ◦ · · · ◦ φt−3(am−t+2, . . . , am))
· · ·Tam+2Tam+1f(am−1, am).
At the end, we obtain
f(φu1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1), am+u)·
·Tam+uf(φ
u−1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−1)·
·Tam+uTam+u−1f(φ
u−2
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−3) · · ·
· · ·Tam+u · · ·Tam+1f(am−1, am).
Now, in order to pair to the left, we use the identity
(7)
am−t−1 · φ
u
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1) =
= φ1 ◦ φ
u
2 ◦ φ3 ◦ · · · ◦ φt(am−t−1, am−t, . . . , am, am+1, . . . , am+u−1).
In this way, from the factor
am−t−1s[φ
u+1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1, am+u)]s·
·f(φu1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1), am+u)·
·Tam+uf(φ
u−1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−1)·
·Tam+uTam+u−1f(φ
u−2
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−3) · · ·
· · ·Tam+u · · ·Tam+1f(am−1, am)
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by (2) we obtain the factor
f(am−t−1, φ
u+1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1, am+u)·
·f(φu1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1), am+u)·
·Tam+uf(φ
u−1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−1)·
·Tam+uTam+u−1f(φ
u−2
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−3) · · ·
· · ·Tam+u · · ·Tam+1f(am−1, am).
Further,
f(am−t−2, am−t−1φ
u+1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1, am+u)·
·f(am−t−1, φ
u+1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1, am+u)·
·f(φu1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1), am+u)·
·Tam+uf(φ
u−1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−1)·
·Tam+uTam+u−1f(φ
u−2
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−3) · · ·
· · ·Tam+u · · ·Tam+1f(am−1, am) =
= f(am−t−2, φ1 ◦ φ
u+1
2 ◦ φ3 ◦ · · · ◦ φt−1(am−t−1, am−t, . . . , am, am+1, . . . , am+u−1, am+u)·
·f(am−t−1, φ
u+1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1, am+u)·
·f(φu1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−1), am+u)·
·Tam+uf(φ
u−1
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−1)·
·Tam+uTam+u−1f(φ
u−2
1 ◦ φ2 ◦ · · · ◦ φt−1(am−t, . . . , am, am+1, . . . , am+u−2), am+u−3) · · ·
· · ·Tam+u · · ·Tam+1f(am−1, am).
Then we iterate, that is, we substitute m2 = m − t1, u1 = u and repeat this
computation, till we have finished the pairings given for indices u1, . . . , up and
mq = m− (t1 + · · · tq).
Therefore, he obtain the identity
(8)
f(a1, φ1 · · ·φn−2(a2, . . . , an)) · f(a2, φ1 · · ·φn−3(a3, . . . , an))·
· · · f(an−1, an) =
= f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1), an)
Tanf(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2), an−1) · · ·
· · ·Tan · · ·Tam+u1f(φ
u1−1
1 · · ·φm−1(am−t1+1, . . . , am+u1−2), am+u1−1) · · ·
· · ·Tan · · ·Tam+1f(am−t1 , φ1 ◦ · · · ◦ φt1−2(am−t1+1, . . . , am))
· · ·Tan · · ·Tam+1f(am−2, φ1(am−1, am))·
·Tan · · ·Tam+1f(am−1, am)
(recall that m− t1 − t2 − · · · − tp = 1).
Briefly speaking, left pairings go to the left argument of the set of factors and
right pairings to the right argument, on the other argument we have the previous
product (with one less variable) and we need to add T operators for every missing
arguments on the right. More precisely, if we have something of the form f(b, an−l)
then, in the identity, the actual factor is Tan · · ·Tan−l+1f(b, an−l).
By rewriting the previous equation in additive notation, we have the following
lemma
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Lemma 1. If the identity (6) is true in the loop L, then the corresponding set of
factors f ∈ C2(Q,K) satisfies the identity
(9)
f(a1, φ1 · · ·φn−2(a2, . . . , an)) + f(a2, φ1 · · ·φn−3(a3, . . . , an))+
· · ·+ f(an−1, an) =
= f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1), an)+
+f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2), an−1)an + · · ·
· · ·+ f(φu1−11 φm−1(am−t1+1, . . . , am+u1−2), am+u1−1)am+u1 · · · an+
· · ·+ f(am−1, am)am+1 · · · an.
This motivates the following definition.
Definition 6. The differential δ : C2(Q,Z)→ Cn(Q,Z) associated to the identity
(5) is defined by the formula
(10)
δf (a1, . . . , an) =
= f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1), an)+
+f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2), an−1)an + · · ·
· · ·+ f(φu1−11 · · ·φm−1(am−t1+1, . . . , am+u1−2), am+u1−1)am+u1 · · · an+
· · ·+ f(am−1, am)am+1 · · · an−
−f(a1, φ1 · · ·φn−2(a2, . . . , an)) − f(a2, φ1 · · ·φn−3(a3, . . . , an))−
· · · − f(an−1, an).
With this definition lemma 1 becomes the following.
Lemma 2. If the identity (6) is true in the loop L, then the corresponding set of
factors f ∈ C2(Q,K) is a cocycle with respect to the differential (10).
For example, for the case of the left Bol loop identity but without repetitions
w(x · yz) = (w · xy)z,
we obtain de identity
f(w, x · yz)f(x, yz)f(y, z) = f(w · xy, z)Tzsf(w, xy)Tzsf(x, y)
or, written in additive form
f(w, x · yz) + f(x, yz) + f(y, z) = f(w · xy, z) + f(w, xy)z + f(x, y)z.
This gives the differential
(11)
(δf)(w, x, y, z) = f(w ·xy, z)+f(w, xy)z+f(x, y)z−f(w, x ·yz)−f(x, yz)−f(y, z).
Now we need to compute the operator δ2 for the cases we have already defined.
Recall that, in dimension one, we have the differential
(12) (δf)(x, y) = f(y)− f(xy) + f(x)y.
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Substituting this in the previous formula we obtain
(δδf)(w, x, y, z) =
= f(z)− f((w · xy)z) + f(w · xy)z
+f(xy)z − f(w · xy)z + (f(w) · xy)z
+f(y)z − f(xy)z + f(x)y · z
−f(x · yz) + f(w(x · yz))− f(w)(x · yz)
−f(yz) + f(x · yz)− f(x) · yz
−f(z) + f(yz)− f(y)z.
Rearranging, we have
(δδf)(w, x, y, z) =
= f(z)− f(z)
−f((w · xy)z) + f(w(x · yz))
+f(w · xy)z − f(w · xy)z
+f(xy)z − f(xy)z
+(f(w) · xy)z − f(w)(x · yz)
+f(y)z − f(y)z
+f(x)y · z − f(x) · yz
−f(x · yz) + f(x · yz)
−f(yz) + f(yz) =
= −f((w · xy)z) + f(w(x · yz))
+(f(w) · xy)z − f(w)(x · yz)
+f(x)y · z − f(x) · yz.
But (w · xy)z = w(x · yz) because this identity is true over Q by assumption and
f(x)y · z = f(x) · yz, (f(w) · xy)z = f(w)(x · yz) because Q is acting as group
automorphisms, i.e. the action of Q over K is associative.
Therefore δ2f ≡ 0, i.e. δ2 = 0.
Lemma 3. The composition δδ : C1(Q,K) → Cn(Q,K) of the differentials (10)
and (12) equals to zero, i.e. δ2 = 0.
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(13)
δδf (a1, . . . , an) =
= f(an)−
−f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1)an)+
+f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1))an+
+f(an−1)an−
−f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2)an−1)an+
+f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2))an−1an + · · ·
· · ·+ f(am+u1−1)am+u1 · · · an−
−f(φu1−11 · · ·φm−1(am−t1+1, . . . , am+u1−2)am+u1−1)am+u1 · · · an+
+f(φu1−11 · · ·φm−1(am−t1+1, . . . , am+u1−2))am+u1−1am+u1 · · · an+
· · ·+ f(am)am+1 · · ·an − f(am−1am)am+1 · · ·an + f(am−1)amam+1 · · · an−
−f(φ1 · · ·φn−2(a2, . . . , an)) + f(a1φ1 · · ·φn−2(a2, . . . , an))− f(a1)φ1 · · ·φn−2(a2, . . . , an)
−f(φ1 · · ·φn−3(a3, . . . , an)) + f(a2φ1 · · ·φn−3(a3, . . . , an))− f(a2)φ1 · · ·φn−3(a3, . . . , an)+
· · · − f(an) + f(an−1an)− f(an−1)an.
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Now we use the associativity of the actions, i.e. z(ab) = (za)b, z ∈ Z, a, b ∈ Q,
then
(14)
δδf (a1, . . . , an) =
= f(an)−
−f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1)an)+
+f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1))an+
+f(an−1)an−
−f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2)an−1)an+
+f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2))an−1an + · · ·
· · ·+ f(am+u1−1)am+u1 · · · an−
−f(φu1−11 · · ·φm−1(am−t1+1, . . . , am+u1−2)am+u1−1)am+u1 · · · an+
+f(φu1−11 · · ·φm−1(am−t1+1, . . . , am+u1−2))am+u1−1am+u1 · · · an+
· · ·+ f(am)am+1 · · · an − f(am−1am)am+1 · · · an + f(am−1)amam+1 · · · an−
−f(φ1 · · ·φn−2(a2, . . . , an)) + f(a1φ1 · · ·φn−2(a2, . . . , an))− f(a1)a2 · · · an
−f(φ1 · · ·φn−3(a3, . . . , an)) + f(a2φ1 · · ·φn−3(a3, . . . , an))− f(a2)a3 · · ·an+
· · · − f(an) + f(an−1an)− f(an−1)an.
Using the identities
(15) a1φ1 · · ·φn−2(a2, . . . , an) = φ1 · · ·φn−1(a1, a2, . . . , an)
and
(16) φl−11 φjn−2+l · · ·φjn−2(a1, . . . , an−1)an = φ
l
1φjn−2+l · · ·φn−2(a1, . . . , an−1, an)
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we obtain
(17)
δδf (a1, . . . , an) =
= f(an)−
−f(φ
uq
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1, an))+
+f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1))an+
+f(an−1)an−
−f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2, an−1))an+
+f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2))an−1an + · · ·
· · ·+ f(am+u1−1)am+u1 · · · an−
−f(φu11 · · ·φm−1(am+u1−1, am−t1+1, . . . , am+u1−2, am+u1−2))am+u1 · · · an+
+f(φu1−11 · · ·φm−1(am−t1+1, . . . , am+u1−2))am+u1−1am+u1 · · · an+
· · ·+ f(am)am+1 · · · an − f(am−1am)am+1 · · · an + f(am−1)amam+1 · · · an−
−f(φ1 · · ·φn−2(a2, . . . , an)) + f(φ1 · · ·φn−1(a1, a2, . . . , an))− f(a1)a2 · · · an
−f(φ1 · · ·φn−3(a3, . . . , an)) + f(φ1 · · ·φn−2(a2, a3, . . . , an))− f(a2)a3 · · · an+
· · · − f(an) + f(an−1an)− f(an−1)an.
Note that the sum in the definition (10) of δf is separated in positive and negative
terms. So, if we preserve this separation and the 3-term subdivision that comes
from the substitution of the one dimensional differential, then we observe that the
first summand of the first positive term cancels with the first summand of the last
negative term. The first summand of the second positive term cancels with the
third summand of the last negative term. Also, the second summand of the first
positive term cancels with the second sumand of the first positive term, that is
f(φ
uq
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1, an)) =
f(φ1 · · ·φn−1(a1, a2, . . . , an))
because the defining identity
φ
uq
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1, an) =
φ1 · · ·φn−1(a1, a2, . . . , an)
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must be true over Q, being a quotient of L:
(18)
δδf (a1, . . . , an) =
= f(an)−
−f(φ
uq
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1, an))+
+f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1···φu2m−t1−t2φm−t1−t2+1···
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1))an+
+f(an−1)an−
−f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2, an−1))an+
+f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2))an−1an + · · ·
· · ·+ f(am+u1−1)am+u1 · · · an−
−f(φu11 · · ·φm−1(am+u1−1, am−t1+1, . . . , am+u1−2, am+u1−2))am+u1 · · · an+
+f(φu1−11 · · ·φm−1(am−t1+1, . . . , am+u1−2))am+u1−1am+u1 · · · an+
· · ·+ f(am)am+1 · · · an − f(am−1am)am+1 · · · an + f(am−1)amam+1 · · · an−
−f(φ1 · · ·φn−2(a2, . . . , an)) + f(φ1 · · ·φn−1(a1, a2, . . . , an))− f(a1)a2 · · · an
−f(φ1 · · ·φn−3(a3, . . . , an)) + f(φ1 · · ·φn−2(a2, a3, . . . , an))− f(a2)a3 · · · an+
· · · − f(an) + f(an−1an)− f(an−1)an.
These are cancelations of the positive side with the negative side of the sum.
There is also cancelations within each side. The third summand of the first
positive term cancels with the second summand of the second positive term. The
second sumand of the last negative term cancels with the first summand of the
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previous negative term:
(19)
δδf (a1, . . . , an) =
= f(an)−
−f(φ
uq
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1, an))+
+f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1))an+
+f(an−1)an−
−f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2, an−1))an+
+f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2))an−1an + · · ·
· · ·+ f(am+u1−1)am+u1 · · · an−
−f(φu11 · · ·φm−1(am+u1−1, am−t1+1, . . . , am+u1−2, am+u1−2))am+u1 · · · an+
+f(φu1−11 · · ·φm−1(am−t1+1, . . . , am+u1−2))am+u1−1am+u1 · · · an+
· · ·+ f(am)am+1 · · · an − f(am−1am)am+1 · · · an + f(am−1)amam+1 · · · an−
−f(φ1 · · ·φn−2(a2, . . . , an)) + f(φ1 · · ·φn−1(a1, a2, . . . , an))− f(a1)a2 · · · an
−f(φ1 · · ·φn−3(a3, . . . , an)) + f(φ1 · · ·φn−2(a2, a3, . . . , an))− f(a2)a3 · · · an+
· · · − f(φ1(an−1, an)) + f(φ1φ2(an−2, an−1, an))− f(an−2)an−1an−
−f(an) + f(an−1an)− f(an−1)an.
Following these instructions (excepting the one involving the defining identity,
which is used only one time) one can show that all terms cancel. Therefore δ2 = 0
for every one nested identity. 
Note that the previous computations do not alter any variables, we have δ2f = 0
also for a set of factors f : Qn−r → Z with repetitions.
3.2. Cocycles defining a non-associative loop. Notice that, from the identity
(6) it is clear that, after substituting some variables by the neutral element of the
loop, we can obtain the identity
φ1 ◦ φ2 = φ
2
1,
which defines associativity. That is, all these identities are trivial when considered
without repetitions. We only worked with this identities to construct the differential
and to show that δ2 = 0 in any case.
In general, it is a complicated problem to show that the identity analogous to
(6) but with repetitions defines a non-associative loop. This is a word problem in
the non-associative context.
For this reason we will be mostly dealing with identities with three variables.
In this case we have the identity
(20)
(φ1 · · ·φn−1) ◦ r =
(φ
uq
1 φ2 · · ·φt1−1φ
u2
t1
φt1+1 · · ·
· · ·φu1t1+···+tp−1φm−tp+1 · · ·φm−1) ◦ r,
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where t1 + · · · + tp − 1 = m, m + u1 + · · · + uq = n > 4 and r : Q
3 → Qn is a
repetition operator, that is
r(a1, a2, a3) = α( a1, . . . , a1︸ ︷︷ ︸
i times
, a2, . . . , a2︸ ︷︷ ︸
j times
, a3, . . . , a3︸ ︷︷ ︸
n− i− j times
)
where α ∈ Sn is some permutation. In this case, every elimination of variables,
in other words, every substitution of a variable by de neutral element e ∈ L gives
an identity in two variables. Such identity can not define associativity for every
element in the loop L and defines some association rule for pairs of elements in this
loop.
Lemma 4. The product rule
(21) (a, w) · (b, z) = (ab, f(a, b) + wb + z)
for elements (a, w), (b, z) ∈ L × Z, an action θ0 : L × Z → Z by group homo-
morphisms, an a cocycle f ∈ C2(L,Z, δ), where the differential δ is defined by the
formula (10) with repetitions, defines a loop satisfying the identity (6).
First, we compute the product
φ1 · · ·φn−1((a1, z1), . . . , (an, zn)).(22)
Take the product (an−1, zn−1) · (an, zn) = (an−1an, f(an−1, an)+ zn−1an+ zn) and
we multiply on the left:
(an−2, zn−2) · (an−1an, f(an−1, an) + zn−1an + zn) =
(φ1φ2(an−2, an−1, an), f(an−2, an−1an) + zn−2(an−1an)
+ f(an−1, an) + zn−1an + zn) =
=(φ1φ2(an−2, an−1, an), f(an−2, an−1an) + f(an−1, an)+
+ zn−2(an−1an) + zn−1an + zn).
Further,
φ1 · · ·φn−1((a1, z1), . . . , (an, zn)) = (φ1 · · ·φn−1(a1, . . . , an),
∑n−2
i=1 f(an−i−1, φ1 · · ·φi−1(an−i, . . . , an)) +
∑n
i=1 ziai+1 · · · an+1)
(23)
where an+1 = e the neutral element of the loop L.
Now we need to compute the product
φ
uq
1 φ2 · · ·φt1−1φ
u2
t1
φt1+1 · · ·φ
u1
t1+···+tp−1φm−tp+1 · · ·φm−1((a1, z1), . . . , (an, zn)).
(24)
It is clear from the product formula (21) that the left coordinate of this product is
φ
uq
1 φ2 · · ·φt1−1φ
u2
t1
φt1+1 · · ·φ
u1
t1+···+tp−1φm−tp+1 · · ·φm−1(a1, . . . , an).
So, lets compute the right coordinate. For this coordinate, the first partial product
is given by the right coordinate of the formula for pairings to the left (23). More
precisely, this product is
tp−1∑
i=1
f(am−i−1, φ1 · · ·φi−1(am−i, . . . , am) +
m−1∑
i=m−tp
ziai+1 · · · am + zm.
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Then, when we multiply on the right. The coordinate am+1 acts on this product,
and we need to add the coordinate zm+1 and the set of factors evaluated in the last
product at the left argument, and in the new coordinate am+1 at the right, i.e.
f(φ1 · · ·φtp−1(am−tp , . . . , am), am+1)+
tp−1∑
i=1
f(am−i−1, φ1 · · ·φi−1(am−i, . . . , am))am+1+
m−1∑
i=m−tp
ziai+1 · · · amam+1 + zmam+1 + zm+1.
When we multiply by (am+2, zm+2) again on the right, we obtain
f(φ21 · · ·φtp−1(am−tp , . . . , am+1), am+2)+
+ f(φ1 · · ·φtp−1(am−tp , . . . , am), am+1)am+2+
+
tp−1∑
i=1
f(am−i−1, φ1 · · ·φi−1(am−i, . . . , am))am+1am+2+
+
m−1∑
i=m−tp
ziai+1 · · · amam+1am+2 + zmam+1am+2 + zm+1am+2 + zm+2 =
= f(φ21 · · ·φtp−1(am−tp , . . . , am), am+2)+
+ f(φ1 · · ·φtp−1(am−tp , . . . , am), am+1)am+2+
+
tp−1∑
i=1
f(am−i−1, φ1 · · ·φi−1(am−i, . . . , am))am+1am+2+
+
m+1∑
i=m−tp
ziai+1 · · · am+2 + zm+2.
At the end of this series of multiplications on the right, we have the term
f(φu11 · · ·φtp−1(am−tp , . . . , am+u1−1), am+u1)+
f(φu1−11 · · ·φtp−1(am−tp , . . . , am+u1−2), am+u1−1)am+u1 + · · ·
· · ·+ f(φ1 · · ·φtp−1(am−tp , . . . , am), am+1)am+2 · · · am+u1+
+
tp−1∑
i=1
f(am−i−1, φ1 · · ·φi−1(am−i, . . . , am))am+1am+2 · · ·am+u1+
+
m+u1−1∑
i=m−tp
ziai+1 · · · am+u1 + zm+u1 .
Then, we multiply by the element (am−tp−1, zm−tp−1) on the left. The first coor-
dinate on the right side φu1+11 · · ·φtp−1(am−tp , . . . , am, am+u1) acts on the element
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zm−tp−1 giving a shift of one on the sum
m+u1−1∑
i=m−tp
ziai+1 · · · am+u1 + zm+u1 ,
more accurately, the sum on the next term is
m+u1−1∑
i=m−tp−1
ziai+1 · · · am+u1 + zm+u1 ,
and we add the set of factors evaluated in the left on the coordinate am−tp−1 and in
the right on the last product φu1+11 · · ·φtp−1(am−tp , . . . , am, am+u1). So, the next
term is
f(am−tp−1, φ
u1+1
1 · · ·φtp−1(am−tp , . . . , am, am+u1))+
f(φu11 · · ·φtp−1(am−tp , . . . , am+u1−1), am+u1)+
f(φu1−11 · · ·φtp−1(am−tp , . . . , am+u1−2), am+u1−1)am+u1 + · · ·
· · ·+ f(φ1 · · ·φtp−1(am−tp , . . . , am), am+1)am+2 · · · am+u1+
+
tp−1∑
i=1
f(am−i−1, φ1 · · ·φi−1(am−i, . . . , am))am+1am+2 · · ·am+u1+
+
m+u1−1∑
i=m−tp−1
ziai+1 · · ·am+u1 + zm+u1 .
Once again, a) left multiplications account for left arguments with the last previous
product on the right, b) right multiplications account for right arguments with the
last previous product on the left, and c) the action Z × L → Z is used to fill any
missing arguments on the right. Therefore, the last term is the sum of the positive
side of the differential (10) and the term
n∑
i=1
ziai+1 · · · an+1,(25)
where an+1 = e ∈ L is the neutral element of this loop. More precisely, the right
coordinate of the product (24) is
f(φ
uq−1
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−1), an)+
+ f(φ
uq−2
m−t1−t2−···−tp
φm−t1−t2−···−tp+1 · · ·φ
u2
m−t1−t2
φm−t1−t2+1 · · ·
· · ·φm−t1−1φ
u1
m−t1
φm−t1+1 · · ·φm−1φm(a1, . . . , an−2), an−1)an + · · ·
· · ·+ f(φu1−11 · · ·φm−1(am−t1+1, . . . , am+u1−2), am+u1−1)am+u1 · · ·an+
· · ·+ f(am−1, am)am+1 · · · an+
+
n∑
i=1
ziai+1 · · · an+1,
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Then, when we substitute in the equation
φ1 · · ·φn−1 ◦ r((a1, z1), (a2, z2), (a3, z3)) =
= φ
uq
1 φ2 · · ·φt1−1φ
u2
t1
φt1+1 · · ·
· · ·φu1t1+···+tp−1φm−tp+1 · · ·φm−1 ◦ r((a1, z1), (a2, z2), (a3, z3))
we see that the Q-coordinates coincide because Q is a loop of the required class,
and in the Z-coordinates the terms (25) cancel. 
From lemmas 2 and 4 it is obtained the following.
Lemma 5. A set of factors f ∈ C2(Q,Z) define a loop extension with given Q-
action over Z satisfying the identity 5 if and only if f is a cocycle.
The proof of the fact that equivalent extensions define cocycles that differ by a
coboundary does not depend on the given identity but only on the product formula
(2) as it is shown in [4], we only write it here to make the text more self-contained.
Lemma 6. If the cocycles f, g ∈ C2(Q,Z) define equivalent loop extensions, then
they differ by a coboundary, i.e. f − g = δh for some function h ∈ C2(Q,Z).
Assume that the cocycles f, g ∈ C2(Q,Z) define equivalent loop extensions L
and M . This means that there is a commutative diagram
L
  ❅
❅❅
❅❅
❅❅
❅
0 // Z
>>⑦⑦⑦⑦⑦⑦⑦⑦
  ❅
❅❅
❅❅
❅❅
❅ Q
// 0.
M
>>⑦⑦⑦⑦⑦⑦⑦
ϕ
OO(26)
Then, for sections s : Q → L, u : Q → M and an element x ∈ Q the elements
xs, ϕ(xu) ∈ L and differ by an element h(x) ∈ Z, i.e. ϕ(xu) = xsh(x). This condi-
tion defines a function h : Q→ Z such that h(e) = e (because the sections are nor-
malized). So, ϕ(xuyu) = ϕ(xu)ϕ(yu) = xsh(x)ysh(y) = (xy)sf(x, y)Tysh(x)h(y).
But xuyu = (xy)ug(x, y) and ϕ((xy)ug(x, y)) =
= ϕ((xy)u)ϕ(g(x, y)) = ϕ((xy)u)g(x, y) = (xy)sh(xy)g(x, y), because ϕ(z) = z
for every element z ∈ Z. Therefore f(x, y)Tysh(x)h(y) = h(xy)g(x, y), which, in
additive notation gives f(x, y) + h(x)y + h(y) = h(xy) + g(x, y) or, equivalently
(27) g(x, y)− f(x, y) = h(y)− h(xy) + h(x)y = δh(x, y),
i.e. g − f = δh. 
Corollary 1. The cohomology class associated to the extension does not depend on
the particular section s : Q→ L.
Proof.The case M = L, φ = Id gives the needed result. 
Next, we need to show that, if the set of factors is obtained from a given extension
(using some section) then the product rule (21) defines an extension equivalent to
the initial one.
Lemma 7. Let L be a loop extension, s : Q −→ L be a normalized section and
f : Q × Q −→ Z the set of factors obtained using this section. The multiplication
(21) on the Cartesian product Q × Z defines a loop extension equivalent to L.
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Proof. Define ϕ : Q×Z −→ L by the rule ϕ(a, z) = asz. Then ϕ[(a, w)·(b, z)] =
ϕ(ab, f(a, b) + wb + z) = (ab)sf(a, b)Tbs(w)z = aszbsw = ϕ(a, w)ϕ(b, z)]. This
means that ϕ is a homomorphism. The proof of the commutativity of the diagram
(26) with maps Z → Q×Z, z 7→ (e, z), Q×Z → Q, (a, z) 7→ a is left as an exercise
(or conf. [4]). 
Lemmas 2–7 and corollary 1 constitute the proof of the following expected result.
Theorem 1. The set of equivalent classes of extensions of the loop Q belonging
to the class defined by the identity (20) over the commutative group Z with given
action Z × Q −→ Z is in one-to-one correspondence with the cohomology group
H2(Q,Z; δ), where δ is the differential (10) with repetitions.
It may be also true the analogue result for every class of loops defined by one or
several identities. This issue will be addressed in future works.
4. Some computations and a problem
In the sequel, all the action are considered trivial.
Lemma 8. For trivial action Z/n×Z/m −→ Z/m the image Im δ of the differential
δ : C1(Z/n,Z/m) −→ C2(Z/n,Z/m) given by (8) has (n− 1)m/(n,m) elements.
Proof. In order to compute the number of elements in the image of the differ-
ential δ in (12), note that there are (n− 1)m normalized functions of one variable,
i.e. (n− 1)m elements in C1(Z/n,Z/m). On the other hand, the kernel of δ in this
case is exactly the set of group homomorphisms h : Z/n −→ Z/m, and there are
exactly (n,m) of them. Therefore, there are (n−1)m/(n,m) elements in the image
of δ. 
4.1. Left Bol metacyclic loop extensions. Consider extensions
(28) 0→ Z/m→ L→ Z/n→ 0
where L is a left Bol loop. In this case we have de differential (11) with w = y, i.e.
(29) (δf)(x, y, z) = f(y·xy, z)+f(w, xy)z+f(x, y)z−f(y, x·yz)−f(x, yz)−f(y, z).
Assume that the action T : Z/n× Z/m −→ Z/m is trivial. Then (11) becomes
(30) (δf)(x, y, z) = f(y ·xy, z)+f(y, xy)+f(x, y)−f(y, x ·yz)−f(x, yz)−f(y, z).
Using additive notation and the commutativity of the group Z/n we obtain
(31)
(δf)(x, y, z) =
f(x+ 2y, z) + f(y, x+ y) + f(x, y)−
−f(y, x+ y + z)− f(x, y + z)− f(y, z).
Note that for normalized sets of factors, this expression vanishes when x = 0 or
y = 0, but not, in general, when z = 0.
For a left Bol loop extension, (δf)(x, y, z) = 0 for every x, y, z ∈ Z/n. In the
case x = 0, we have
(δf)(0, y, z) =
f(2y, z) + f(y, y) + f(0, y)−
−f(y, y + z)− f(0, y + z)− f(y, z) = 0,
but, as the set of factors are normalized, f(0, x) = f(x, 0) = 0, then
(32) (δf)(0, y, z) = f(2y, z) + f(y, y)− f(y, y + z)− f(y, z) = 0.
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Therefore,
(33) f(y, y) = f(y, y + z) + f(y, z)− f(2y, z).
The right side of this equation does not depend on z. For z = n− y, we obtain
(34) f(y, y) = f(y, 0) + f(y, n− y)− f(2y, n− y) = f(y, n− y)− f(2y, n− y),
i.e.
(35) f(y, y) = f(y, n− y)− f(2y, n− y).
Lemma 9. For n = 3, m = 2 equation (35) is equivalent to ∂f = 0.
Proof. Interpret the set of factors f as a 3 × 3 Boolean matrix with entries
f(x, y). We consider all the different possible values of the diagonal and compute
the rest of the matrix entries. As the entries are Boolean, we can forget about signs.
Note that f(0, 0) = 0. So, it is enough to compute for x 6= 0, y 6= 0.
i) f(y, y) = 0, y = 1, 2
In this case
0 = f(1, 1) = f(1, 2) + f(2, 2) = f(1, 2)
and
0 = f(2, 2) = f(2, 1) + f(1, 1) = f(2, 1).
This is the zero matrix.
ii) f(y, y) = 1, y = 1, 2
In this case
1 = f(1, 1) = f(1, 2) + 1,
so f(1, 2) = 0, and
0 = f(2, 2) = f(2, 1) + 1
so f(2, 1) = 0. This is the matrix

 0 0 00 1 0
0 0 1

 .
iii) f(1, 1) = 1, f(2, 2) = 0
In this case
1 = f(1, 1) = f(1, 2) + 0,
so f(1, 2) = 1, and
0 = f(2, 2) = f(2, 1) + 1
so f(2, 1) = 1. This is the matrix

 0 0 00 1 1
0 1 0

 .
iv) f(1, 1) = 0, f(2, 2) = 1
This is analogous to the previous case and it is obtained the matrix

 0 0 00 0 1
0 1 1

 .
To conclude the proof, it is enough to show that the differential vanishes for the
sets of factors defined by the last three matrices. As the differential (31) vanishes
when x = 0 or y = 0, and when z = 0 this is equation (35), we need only to consider
the case when all the coordinates are non-zero.
Indeed, (δf)(1, 1, 1) = f(0, 1) + f(1, 2) + f(1, 1) + f(1, 0) + f(1, 2) + f(1, 1) = 0
because all terms appear twice in the sum;
(δf)(2, 1, 1) = f(1, 1) + f(1, 0) + f(2, 1) + f(1, 1) + f(2, 2) + f(1, 1) = f(2, 1) +
f(2, 2) + f(1, 1) = 0 by equation (35) for y = 2;
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(δf)(1, 2, 1) = f(2, 1) + f(2, 0) + f(1, 2) + f(2, 1) + f(1, 0) + f(2, 1) = f(1, 2) +
f(2, 1) = 0 because for all cases f(1, 2) = f(2, 1);
(δf)(1, 1, 2) = f(0, 2) + f(1, 2) + f(1, 1) + f(1, 1) + f(1, 0) + f(1, 2) = f(1, 2) +
f(1, 1) + f(1, 1) + f(1, 2) = 0 because all remaining terms appear twice;
(δf)(2, 2, 1) = f(0, 1) + f(2, 1) + f(2, 2) + f(2, 0) + f(2, 0) + f(2, 1) = f(2, 1) +
f(2, 2) + f(2, 2) + f(2, 1) = 0 because all remaining terms appear twice;
(δf)(2, 1, 2) = f(1, 2) + f(1, 0) + f(2, 1) + f(1, 2) + f(2, 0) + f(1, 2) = f(2, 1) +
f(1, 2) = 0 because f(1, 2) = f(2, 1);
(δf)(1, 2, 2) = f(2, 2) + f(2, 0) + f(1, 2) + f(2, 2) + f(1, 1) + f(2, 2) = f(1, 2) +
f(2, 2) + f(1, 1) = 0 by equation (35) for y = 1;
(δf)(2, 2, 2) = f(0, 2) + f(2, 1) + f(2, 2) + f(2, 0) + f(2, 1) + f(2, 2) = f(2, 1) +
f(2, 2) + f(2, 1) + f(2, 2) = 0 because all remaining terms appear twice. 
Corollary 2. The kernel ker δ has exactly 4 elements.
Proof. As all the sets of factors satisfying equation (35) where presented in the
proof of lemma 9, this number is at most 4. By the same lemma, all those elements
are cocycles. 
Theorem 2. The group H2δ (Z/n,Z/m) is trivial.
Proof. By lemma 8 the image Im δ has 4 elements, and by corollary 2 the
kernel ker δ has the same number of elements. 
Theorem 3. For n = 3, m = 2 there is exactly one left Bol loop extension up to
equivalence.
Proof. This is a consequence of theorems 1 and 2. 
4.2. Commutative metacyclic loop extensions. Consider extensions
(36) 0→ Z/m→ L→ Z/n→ 0
where L is a commutative loop. In this case the action T : Z/n×Z/m −→ Z/m is
trivial.
From the identity
x · y = y · x
it is obtained the identity
f(x, y) = f(y, x)
which gives the differential δ : C2(Z/n,Z/m) −→ C2(Z/n,Z/m)
δf(x, y) = f(x, y)− f(y, x).
That is, f is a cocycle if and only if it is a symmetric function. Using analogous
methods one can prove that the number of non-equivalent extensions is given by
the corresponding cohomology group H2δ (Z/n,Z/m). We compute the number of
elements in this group.
The set of normalized symmetric functions with values in Z/m is in one-to-one
correspondence with the set of symmetric (n − 1) × (n − 1) matrices with entries
in this group. Therefore, there are n(n−1)2 m of this functions.
In order to compute the number of elements in the image of the differential δ
in (27), note that there are (n − 1)m normalized functions of one variable, i.e.
(n−1)m elements in C1(Z/n,Z/m). On the other hand, the kernel of δ in this case
is exactly the set of group homomorphisms h : Z/n −→ Z/m, and there are exactly
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(n,m) of them (the great common divisor of this numbers). Therefore, there are
(n− 1)m/(n,m) elements in the image of δ.
We conclude that the number of elements in H2δ (Z/n,Z/m) is
n(n− 1)m
2
/ (n− 1)m
(n,m)
=
n(n,m)
2
.
4.3. Metacyclic loop extensions with inverse property. Consider extensions
(37) 0→ Z/m→ L→ Z/n→ 0
where L is a loop with unique inverse property. In this case the action T : Z/n ×
Z/m −→ Z/m might be non trivial.
Then, the multiplication rule in L ≈ Z/n× Z/m is given by
(x, a) · (y, b) = (x+ y, f(x, y) + aty + b),
where T (1) = t, the image of the generator under T , and the action is by integer
multiplication.
Because the loop L has unique inverses, for a given pair (x, a), we have an element
(y, b) such that
(x+ y, f(x, y) + aty + b) = (0, 0)
and
(y + x, f(y, x) + btx + a) = (0, 0).
So, y = −x. Then, f(x,−x)+at−x+ b = 0 and f(−x, x)+ btx+a = 0. Multiplying
in the last equation by t−x, we obtain f(−x, x)t−x + b+ at−x = 0. Therefore,
f(x,−x)− f(−x, x)t−x = 0.
Define the operator δ : C2(Z/n,Z/m) −→ C2(Z/n,Z/m) by
δf(x, y) = f(x, y)− f(y, x)y
and consider the map φ : Z/n −→ Z/n× Z/n;x 7→ (x,−x).
Then, the cocycle condition for this kind of loop is (δf)◦φ = 0. Lets compute δ2
in this case. Take f ∈ C1(Z/n,Z/m), set h(x, y) = δf(x, y) = f(y)−f(xy)+f(x)y.
Then
δδf(x, y) = δh(x, y) = h(x, y)− h(y, x)y
= f(y)− f(xy) + f(x)y − (f(x)− f(yx) + f(y)x)y =
= f(y)− f(xy) + f(x)y − f(x)y + f(yx)y − f(y)xy =
= f(y)− f(xy) + f(yx)y − f(y)xy.
This does not vanish in general. Now substitute y = x−1 (we use multiplicative
notation here, as this is valid for every loop extension of the given type) to obtain
(δδf) ◦ φ(x) = δδf(x, x−1) =
= f(x−1)− f(xx−1) + f(x−1x)x−1 − f(x−1)xx−1 =
= f(x−1)− f(e) + f(e)x−1 − f(x−1)e =
= f(x−1)− f(x−1) = 0.
So, take the set U = ∆(Z/n) ⊂ Z/n × Z/n and let r : C2(Z/n,Z/m) −→
C2(U,Z/m) be the restriction homomorphism, i.e. r(f) = f |U .
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Consider the commutative diagram
(38) C1
δ // C2
δ //
r

0
C1
The upper row, according to [4] computes the number of arbitrary loop extensions.
So, in order to compute the number of extensions with unique inverse property, one
has to find all the set of factors f ∈ C2(Z/n,Z/m) such that (δδf) ◦ φ(x) = 0 and
then compute the number of corresponding classes σf ∈ L
2(Z/n,Z/m). Does not
seems to be any clear method to compute this number.
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