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ABSTRACT
With the popularity of small satellites on the rise in the aerospace industry, the need
for propulsion systems developed specifically for small satellite applications is everpresent. An emerging subsection of the small satellite field is CubeSats, which are cubic
satellites measuring 10cm per side and weighing less than 1.33kg. At launch, CubeSats are
fixed to a larger rocket but are deployed once in orbit and must rely on their own propulsion
system for orbit control and maneuverability. While propulsion systems exist for rockets
and satellites that are orders of magnitude larger, these traditional systems are often too
bulky and complex to simply be scaled down to a size conducive to use on CubeSats.
Benchmark Space Systems, located in Burlington, VT, has developed a cutting-edge OnDemand Pressurization System, or ODPS, which uses a solid powder propellant known as
Azodicarbonamide (Azo) to pressurize a fuel tank once in orbit. At high temperatures,
around 230oC, this powder decomposes in an exothermic reaction, producing a large
volume of gas contained within a small chemical storage tank. Upon release of this gas,
the entire system is pressurized to provide thrust for the small satellite.
The following thesis will outline the motivation, execution and results of tests
performed at Benchmark Space Systems to quantify the pressure and temperature spikes
resulting from the heating and subsequent decomposition of varying amounts of Azo. This
research involved the development of an experimental apparatus that would simulate a
controlled Azo decomposition event in space, while capturing the pressure and temperature
effects using a combination of piezoelectric pressure sensors and thermocouples. The first
round of testing, conducted in a blast chamber under atmospheric pressure, sought to
understand how the magnitude of the pressure spike is related to the amount of propellant
that is decomposed. It was found that the pressure and temperature spikes behaved as blast
waves, and the data established a linear relationship between amount of propellant and
shock wave overpressure magnitude. The second round of testing, conducted under
vacuum, sought to understand the pressure and temperature spikes as they would behave
in space, where the absence of a medium does not allow convective heat loss through the
surrounding fluid. This round of testing aimed to visualize a phenomenon known as
‘fratricide,’ which occurs when there is more than one loaded propellant tank present in the
system, and the decomposition effects of one reaction incite an unwanted, secondary
reaction downstream. Ultimately, these tests were successful in quantifying and visualizing
fratricide, and clearly showed multiple pressure and temperature shocks in setups where
more than one tank was loaded. They also showed a clear relationship between amount of
propellant and shock overpressure magnitude as well as system equilibrium pressure.
Understanding the behavior of the resulting gas will allow for lighter and more predictable
propulsion system configurations.
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CHAPTER 1: INTRODUCTION
1.1. Background and Motivation
In recent years, the aerospace industry has seen an exponential growth in the
popularity of small satellites for a variety of applications such as defense and research, as
well as greater creativity and innovation in the materials being developed as propellants.
Specifically, nanosatellites are low-mass satellites with masses less than 10kg. A
subsection of nanosatellites is cubic satellites, or CubeSats, which measure ~10cm per side
and weigh less than 1.33kg [1]. An illustration of a CubeSat is shown in Figure 1.

Figure 1: An illustration of a NASA CubeSat to show the basic geometry of a cubic satellite [2].

These are revolutionary in the small satellite field, and are revered for their lowcost potential, as well as small size and high-power output. In many cases, CubeSats are
launched in a ‘piggyback’ fashion, where they are secured to larger spacecraft being
launched into orbit [3]. Reliance on another spacecraft has led to the need for a propulsion
system designed specifically for orbit control of the small satellite after it has been released
from the spacecraft on which it was launched.
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There are many benefits to an onboard propulsion system for CubeSats including
maneuverability and orbit control [4]. In addition to alternative methods of propulsion,
such as solid fuel and electric propulsion, many aerospace propulsion systems for larger
spacecraft rely on chemical reactions of liquids onboard to provide thrust. However, there
are many challenges present in using traditional liquid propulsion systems and scaling them
down to the small/nano-level. These problems include heavy weight and complex
geometry which cannot be accommodated on a small satellite due to its very limited size.
For example, some polymer propellants used in larger scale propellant systems have critical
burning diameters that are too large to be scaled down to the nanoscale level [5].
Additionally, due to their large size and weight, the vessels required to transport the large
amount of liquid propellant are not conducive to an effective nanosatellite load.
Furthermore, the amount of thrust produced by traditional macro-scale propulsion systems
is far greater than what is required for the miniscule forces required to stabilize and adjust
satellites at smaller scales [6]. In recent years, advances have been made in developing selfpressurizing fuel tanks by exploring chemical and thermal decomposition of solid
propellants to eliminate the need for bulky pressure vessels onboard small satellites [7].
The benefit of a powder propellant is that it is lightweight, scalable, and uses relatively low
power input to heat the powder to the self-accelerating decomposition temperature
(SADT), which is the temperature at which the decomposition will be self-sustaining given
its exothermic nature [7].
The research currently being conducted at Benchmark Space Systems seeks to
better understand and quantify the temperature and pressure shock waves that result from
the gradual heating and subsequent decomposition of powder propellant in a small satellite
2

propulsion system. Benchmark Space Systems has developed this system in recent years
and calls it Starling. The system is shown in Figure 2.

Figure 2: Benchmark Space System’s Starling propulsion system.

Starling is designed to provide between 0.01 and 1 N of thrust and a specific impulse
ranging from 70 to 140 s. The entire system is between 0.5 and 2U, where U is the standard
unit of small satellite dimensions. According to NASA, 1U is defined as a 10 cm x 10 cm
x 10 cm cube [8]. Starling is a versatile system, designed for CubeSat maneuvers or other
operations such as orbit insertion, deorbit, station-keeping, collision avoidance and
momentum management. It can be scaled accordingly for spacecraft ranging from 1 to
24U. Starling can be designed with anywhere from 1 to 4 nozzles, and relies on the
decomposition of Azo to generate thrust through the nozzles [9].
The molecular structure of Azo can be seen in Figure 3. Azo is a non-toxic
powder that, when heated to around 200 degrees Celsius, goes from solid state to gas with
a solid to gas volume ratio of 1:300. Consequently, the propulsion system becomes
3

pressurized. This pressurization can be used for several applications, including thrust
generation through a nozzle or pressurization of separate bladders of fuel and oxidizers
[10]. Azo is renowned for its high gas yield, making it a suitable candidate for small
satellite propulsion given that such a small amount of solid Azo is capable of yielding large
gas quantities [11].

Figure 3: The molecular structure of Azodicarbonamide [8].

When Azo decomposes, the temperature and pressure effects released from the
chemical storage tank, or CST, are very large in magnitude. The goal of this research is to
quantify these pressure and temperature shocks at the point at which the Azo is fully
decomposed and the gas is released into the system. Given that temperature is the cause of
Azo decomposition, these temperature effects resulting from one Azo reaction can incite a
second reaction when the gas exits the CST. This is a phenomenon known as ‘fratricide’
which occurs when the resulting high pressure and high temperature effects from one
reaction cause a second, unwanted reaction downstream. A simple cartoon illustrating
fratricide is shown in Figure 4.
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Figure 4: A simple cartoon depicting fratricide.

In Figure 4, a system with two loaded CSTs is shown (a). Then, heat is applied to one of
the loaded CSTs (b). The application of heat results in Azo gas pressurizing the system and
then exiting via the nozzle (c), which is the desired function of this pressurization system.
However, sometimes the resulting gas can continue to pass into the rest of the system,
where the heat from the exothermic Azo decomposition causes the Azo in the second CST
to prematurely decompose (d). Fratricide is a problem because the system must be overengineered in preparation for the potential for fratricide. If fratricide occurs, the system is
exposed to double the intended pressure which could cause catastrophic and irreparable
damage if not accounted for.
1.2. Problem Statement
The goal of this research is to quantify the magnitude of the pressure and
temperature shocks that occur when the Azo is heated to the point of decomposition, and
to explore how changes in system layout and propellant parameters alter downstream
pressure and temperature effects. It is presumed that the volume of the tank into which the
Azo gas is expanding may have a large role in determining the maximum pressure and
temperature spike felt by the entire system. Therefore, it is essential to quantify these values

5

and characterize the flow regime so that the system may be optimized to known values and
properties.

6

CHAPTER 2: SYSTEM DESIGN AND THEORETICAL CONSIDERATIONS
The proposed research uses a simplified system of Starling components to simulate
Azo decomposition and measure its pressure and temperature effects. The design of the
experimental system is based on the speed of the reaction, and the necessity of capturing
the peak values for both pressure and temperature. It is speculated that the gradual heating
of the powder takes place over several minutes, but the actual decomposition reaction
happens in no more than 2 seconds. Thus, it was crucial in the component selection process
to select a pressure and temperature sensor capable of measuring data with extremely high
frequency rates to capture these rapid events. The experimental system relies on two main
sensors: the piezoelectric pressure sensor and the Type K thermocouple. The theory behind
these two sensors and subsequent experimental components is explained in greater detail
in the following subsections.
2.1. Piezoelectric Sensors
Piezoelectricity is the phenomenon that is observed when a force is exerted, causing
the induction of polarity, or charge [12]. Piezoelectric sensors are used in a variety of
applications in industries ranging from aerospace and automotive, to power plants and
ballistics, and are primarily useful in applications where dynamic pressure must be
measured. They are well-revered for their small size, simple structure, low cost, and signal
conditioning abilities [13]. The specific pressure sensor used in this research is a quartz
charge mode pressure sensor which is designed for precise pressure measurements up to
15,000psi. Quartz is often selected for piezoelectric applications for its high electrical
resistivity, temperature stability and high mechanical quality, and because piezoelectricity
occurs naturally in quartz [12]. This piezoelectric sensor operates by converting a pressure
7

applied to the diaphragm into a charge in the quartz crystals which is then conditioned by
a charge amplifier. Figure 5 depicts the charge-generating configuration. When a pressure
is applied, the electrodes squeeze together which generates a current and effectively uses
both electrodes to form a capacitor. In this piezoelectric system, current and distance
between the electrodes are inversely proportional. As the distance between the electrodes
decreases in response to applied pressure, the current increases. A simple electrical
schematic of this pressure sensor can be seen in Figure 6.

Figure 5: A piezoelectric configuration [14].

Figure 6: A schematic of the electrical components within the piezoelectric pressure transducer, as
well as the external charge amplifier [15].
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The applications of piezoelectric sensors are virtually limitless, especially within
the ballistics and weapons testing industry, where their use is noteworthy. In ballistics, the
buildup and gradual heating of the gas chamber is relatively negligible when compared to
the high pressure and temperature shock the moment a bullet is fired. This buildup and
subsequent rapid event to be captured mimics the problem at hand. A preliminary review
of applications of piezoelectric sensors in ballistics applications reiterated the importance
of calibration in piezoelectric applications [16]. In this application, careful calibration of
each sensor is performed prior to shipment by obtaining the piezoelectric output for a
known pressure input, and the relationship between charge (in pico-Coulombs) and
pressure (in pounds per square inch) is linear as demonstrated by Figure 7. A more detailed
outline of the sensor specifications used for this research will be found in subsequent
sections.
Calibration of Piezoelectric Pressure Sensors to Known Pressures
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Figure 7: Calibration data for piezoelectric pressure sensor model 113B03, showing a linear
relationship between input pressure and output charge [15].
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In high-pressure applications, piezoelectric sensors are affected by the acceleration
of the medium through which the shock wave passes. Including a self-compensating
mechanism within the piezoelectric sensor can reduce, or altogether eliminate, these
negative effects [17]. Consequently, an acceleration compensating mechanism was an
essential component in selecting a pressure sensor for this application. The sensor that was
selected for this application is built with this mechanism included, so when the sensor
experiences high pressures, the acceleration of the expected shock wave will have little to
no effect on the outputs.
2.2. Charge Amplifiers
The charge mode pressure sensor outlined above requires the use of a charge
amplifier, which takes the charge output from the piezoelectric pressure sensor and
converts it to voltage. This voltage can then be read by the readout device, in this case, a
computer. Piezoelectric materials often generate extremely small charges for a large
amount of force, so it is crucial to amplify this charge into a usable signal, such as voltage,
in order to quantify pressure [18]. To convert the charge generated into voltage, an
integration must be performed which uses known relationships between current, charge,
capacitance and voltage. The relationship between current and charge is defined in
Equation 1.
(1)

In the equation above, I is current (amps), Q is charge (Coulombs) and t is time (seconds).
Visualizing the relationship between the bottom and top electrodes from Figure 5, an
application of pressure causes these two electrodes to form a capacitor. Using the
10

relationship between voltage, current, and capacitance, the equation for voltage can be
found in Equation 2, where V is voltage (volts), and C is capacitance (Farads).
(2)

Finally, substituting for the known relationship between current and charge from Equation
1 yields the relationship between piezoelectric sensor output charge and its equivalent
voltage. This can be seen in Equation 3, and its analogous electrical circuit can be seen in
Figure 8.
(3)

Figure 8: The analogous electrical circuit to relate output charge and voltage [18] .

To obtain data from the piezoelectric charge after it was conditioned by the charge
amplifier, the sensitivities given by the manufacturer for the piezoelectric sensors and
charge amplifiers, denoted by SP and SCA, respectively, were plugged into the following
equation to yield the slope of the associated pressure plot.
1
∗ 1000
𝑆! ∗ 𝑆"#
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(4)

The y-intercept was calculated using the noise floor of the data acquisition system when
the piezoelectric sensors were resting at equilibrium.
2.3. Type K Thermocouples
A thermocouple is a temperature sensor that uses two wires of different materials
that are welded together and form a voltage when exposed to varying temperatures. They
operate based on the Seebeck effect, which states that when two dissimilar metals touch,
this contact generates a small thermoelectric current [19]. Thermocouples are regarded for
their versatility and ease of integration into systems, and therefore are used in a huge variety
of applications. The specific thermocouple used in the proposed experiments is a grounded
Type K thermocouple probe with a 316-stainless steel sheath. ‘Grounded’ means that the
two metal wires along with the sheath are all welded together. The benefit of a grounded
thermocouple is its fast response time, as it requires less time for the tip of the sheath to
heat up and reach the thermocouple [20]. Given that this experiment was expected to occur
in such a small timeframe, a fast response time was critical for all sensors involved.

12

CHAPTER 3: SHOCK WAVE THEORY
Much of the analysis outlined in subsequent chapters deals with the formation of
blast waves. Therefore, it is essential to understand how and why blast waves develop and
propagate.
3.1. Blast Waves
Blast waves are a type of shock wave that are formed when a high pressure is
suddenly generated and travels rapidly away from its source. In fluid mechanics, a blast
wave is the result of a sudden and large deposit of energy in a localized volume, such as in
the decomposition Azo in the test apparatus. A blast wave is a type of shock wave that
reaches its maximum pressure and then immediately decays back to equilibrium [21].
Leading this high-pressure blast wave is the shock front, which is a moving wall of
compressed gas traveling at supersonic speeds away from the source. It is quantified by a
seemingly instantaneous jump in pressure, known as the overpressure. Overpressure is
defined as the pressure more than the normal atmospheric value, and it is measured in units
of pressure. [22]. A simple schematic is shown in Figure 9, which outlines the notable
characteristics of the shock front.
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Figure 9: A schematic of a typical blast waveform, showing the positive and negative phases of a
shockwave pressure-time plot [23].

3.1.1. Visualization of Blast Waves
Upon arrival of the shock wave, the overpressure reaches its absolute maximum,
and then decays until it reaches an equilibrium. Depending on the magnitude of the
overpressure, this decay can happen over a fraction of a second, or over several seconds
[22]. The graph of a blast wave is composed of two main regions- positive and negative.
3.1.2. Rarefaction Waves
As the overpressure vs. time graph changes from positive to negative over the
positive x-axis, the negative pressure region is generated. This is known as a rarefaction
wave, also known as a Taylor wave. Within this rarefaction wave region, the shock front
essentially creates a vacuum of zero-gauge pressure, causing flow redirection and pulling
back towards the source of the blast wave. The rarefaction wave travels in the direction
opposite the shockwave, against the direction of the particles’ acceleration.
14

3.1.3. The Friedlander Waveform
The Friedlander wave is a simple and widely accepted form of a blast wave. It is
governed by Equation 5, where P is pressure, Ps is peak overpressure, t is time, and t* is
the duration of the positive impulse. Given that the Friedlander waveform is a generic type
of blast wave, it generally follows the graphical trend portrayed in Figure 9.
#

𝑃(𝑡) = 𝑃! 𝑒 "# ∗ '1 −

𝑡
*
𝑡∗

(5)

Previous computational models have been conducted to understand the development of a
blast wave profile within shock tubes and generate Friedlander waveforms and prove the
consistencies between the theoretical equation and experimental results [24]. Similarly, this
paper will explore how the Friedlander waveform aligns with the findings from the shock
waves in the closed system resulting from the sudden thermal decomposition of Azo.
3.1.4. Impulse of a Blast Wave
Due to the nature of the pressure vs. time relationship depicted in the graph of a
blast wave, the area under the curve can be integrated to calculate the impulse generated
by the shock wave, given in units of force-time. This is key in determining the amount of
energy present in the shock wave itself. For applications concerned with human and
structural safety, the positive region of this graph is the region of greatest interest, as all
damage done by shock waves is done by the resulting force from the sudden spike in
pressure and the resulting forces in the surrounding medium. For the analysis conducted in
this research, only the positive region was integrated and the negative region was ignored.
This is because the positive impulse is indicative of how much damage the shock wave is
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capable of incurring on the system, which is an imperative parameter to understand to most
effectively design the system.
3.1.5. Experimental vs. Numerical Models of Blast Waves
Blast waves can be experimentally studied in shock tubes and other high pressure
applications to better understand their behavior and, subsequently, design for their effects.
Experiments both contained in shock tubes and conducted in open atmosphere use high
pressure sensors, such as the piezoelectric sensors chosen for this application, as well as,
in some cases, high speed cameras which can effectively capture the aftermath of a blast
wave detonation. Numerical models have also been constructed to predict the behavior of
shockwaves, though there is a lot of stress on experimentally validating these models
before they can be completely trusted in the design for human and structural safety. Most
research on shock waves aims to better understand how they behave and propagate in both
open and closed systems with the goal of preventing damage to structures and injury to
humans [23]–[26]. For example, in a study by Lozano, et. al., the behavior of blast waves
was studied in order to design an effective personal face shield [21]. While the applications
for which blast waves are being studied may differ, the theory behind them is the same,
and thus can be used to derive meaningful conclusions from the experiments conducted for
this paper.
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CHAPTER 4: EXPERIMENTAL METHODS
Knowing the theory behind each component, the experimental setup can be
constructed with the aim of quantifying the pressure and temperature shocks associated
with the thermal decomposition of Azo. The proposed experiments will use a combination
of the piezoelectric pressure transducers and type K thermocouples that will help to gather
data before, during and after the decomposition of the Azo powder. The collected data
follows an Eulerian approach- the measurement devices remain fixed in one place and
quantify the behavior of the particles flowing through them. In this experiment, two
locations are captured- the first being directly at the outlet of the CST and the second being
downstream.
4.1. Component Selection
In the component selection phase of the experimental setup, piezoelectric pressure
sensor Model 113B03 from PCB Piezotronics was chosen due to its extremely high
sampling rates and ability to capture pressures as high as 15,000 psi. These sensors are
designed specifically for shock tube, closed bomb, explosion, blast and shock wave
analysis, and feature micro-second response time to measure rapidly-changing pressure
events [27]. Model 113B03 features a sensitivity of 0.44pC/psi, a resonant frequency of
greater than 500 kHz and an acceleration sensitivity of less than 0.002 psi/g, which is
crucial for high pressure applications [15]. To interface between the pressure sensor and
the computer readout, in-line charge amplifier Model 422E55 was selected. This specific
component has a charge conversion sensitivity of 0.5mV/pC and will output meaningful
voltage data that can then be converted to pressure and plotted in real time as the reaction
occurs, to visualize the pressure shocks in real time. A basic Type K thermocouple was
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selected from McMaster Carr with a 316 Stainless steel sheath and a temperature range of
-200 to 920oC. With temperatures not expected to exceed 300 degrees Celsius, this
thermocouple is more than sufficient for the experimental setup. Table 1 summarizes the
above selection criteria for each of the sensing elements used for this research.
Table 1: Summary of Component Specifications and Selection Criteria

Component
Piezoelectric Charge-Output Pressure
Sensor
PCB Piezotronics 113B03

Specifications

In-line Charge Converter
PCB Piezotronics 422E55

•
•
•
•
•
•

Quartz sensing element
Measurement range: 15,000 psi
Sensitivity: 0.39 pC/psi
Resolution: 10 mpsi
Resonant Frequency: ≥500 kHz
Chosen for measurement capabilities
and fast sampling rates

•
•

Sensitivity: 0.5 mV/pC
Frequency: 0.5 Hz
o Will allow for maximum
measurement range of the
pressure sensor to be utilized
Chosen to interface between charge
output of the pressure sensor and the
voltage of the DAQ (NI 9250, see
Section 4.4)

•

•
•
•
•
•
•
•

Type K Grounded Thermocouple
McMaster Carr 39095K96

4.1.1 Swagelok Connections
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Temperature Range: -200 to 920oC
Probe Diameter: 1/16”
Response Time: 0.3s
Accuracy: ±0.75%
Connection: Flat pin
Material 316 Stainless Steel
Chosen for ease of integration into
the system/ non-invasiveness of
probe geometry

To ensure a leak-tight seal while maintaining the modularity of the system for
cleaning and rearrangement purposes, Swagelok components were chosen to connect all
the system components and integrate the necessary sensors. Swageloks are an industry
standard, aerospace-rated sealing solution which use a combination of nuts and conical
ferrules to maintain a leak-tight seal. A huge advantage to Swageloks is their modularity,
which allows for repeated deconstruction and reconstruction for thorough cleaning and
setup changes. Figure 10 shows the basic setup of a Swagelok connection, with the two
ferrules enclosed by a bolt. As the bolt tightens, the back ferrule pushes axially on the front
ferrule, which causes is to burr into the sealing surface, resulting in a permanent installation
and a leak-tight seal [28].

Figure 10: The components of a Swagelok [28].

4.2. Experimental Setups and Operating Conditions
Considering the nature of the operating conditions of the propulsion system under
consideration, it was essential that the test setups were designed such that the results would
be consistent with those observed if these thermal decompositions were to occur in space.
Given that the thermal decomposition happens in an entirely closed system, the magnitude
of the pressure shock is unaffected by whether the system is under vacuum. However,
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under vacuum there is an absence of a medium through which to convect heat. Therefore,
the temperature measurements must be taken from a system under vacuum to capture the
behavior of the temperature shock in space. For the reasons outlined above, the two test
campaigns were split with one taking place in a blast chamber under ambient operating
conditions, and the other taking place in the vacuum chamber with a vacuum being held at
a constant 100-200 mTorr for the duration of the test.
4.2.1. Blast Chamber Test Setup
The goal of the first test campaign run in the blast chamber was to quantify the
magnitude of the pressure spikes resulting from the thermal decomposition of 5 different
masses of Azo. To determine the relationship between Azo mass and pressure spike, it was
essential that the experimental setup remain identical from one trial to another. The design
for this setup can be seen in the diagram shown in Figure 11. Furthermore, the fully
constructed test apparatus can be seen in Figure 12, where it has been placed in the blast
chamber in preparation for a test.

Figure 11: Setup used for the first round of testing in the blast chamber
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Figure 12: The blast chamber test setup

4.2.2. Vacuum Chamber Test Setup
Once the atmospheric tests in the blast chamber were complete, the next step was
to move to the vacuum chamber to better quantify the behavior of the pressure and
temperature shocks in an environment that more closely mimicked the conditions of space.
To accomplish this, the test apparatus was placed in the vacuum chamber and a roughing
pump was used to pull vacuum down to about 200 mTorr. As stated previously, the
presence of a vacuum allowed for the thermal effects to be simulated as if they were
occurring under the vacuum of space. Unlike the test setup for the first test campaign, this
test setup also incorporated an analog pressure gauge. This allowed for the direct
comparison of the static, equilibrium pressure of the system and the large pressure spikes
observed as the shock front traveled through the system immediately following the release
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of gas from the CST. The setup used in the vacuum chamber can be seen in Figure 13, and
in preparation for a test in Figure 14.

Figure 13: Setup used for the second round of testing in the vacuum chamber

Figure 14: The vacuum chamber test setup

4.3. Experimental Considerations and Safety
Working with propulsion systems that deal with high pressure and temperature
reactions, it is essential that strict safety precautions are taken to ensure the safety of all
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personnel involved, and to prevent unnecessary damage to the equipment being used. The
following sections outline the steps taken during these experiments, including safety in the
handling of Azo, as well as the testing performed on the test apparatus to ensure that it
would not fail under the above-mentioned conditions.
4.3.1. Azodicarbonamide Considerations
Before the experiment starts, it is essential that all components are clean and dry.
This is because Azo is water-soluble, meaning contact with any trace of water remaining
from previous experiments or cleaning procedures would cause the Azo to dissolve, which
would compromise the experiment.
Azo is a non-toxic, finely ground powder which is not at all dangerous to human
skin, but may irritate the eyes in the event of contact. If this occurs, Azo can be flushed
from the eyes using the eye-wash station. Eye protection can be used as needed, as well as
a mask to prevent inhalation in the event the Azo becomes airborne. Additionally, it is
recommended that a lab coat be worn when handling Azo to protect clothes from the bright
yellow pigmentation of the Azo powder.
Any by-products of the reaction or residue from previous experiments must be
flushed from the system to prevent any clogs and unnecessary pressure buildup. When the
experiment is being conducted, it is essential that all thermal decompositions occur within
the blast chamber or the vacuum chamber. This is an important safety precaution because,
although all experimental components are rated for much higher than the theoretical
maximum pressure, there is always the chance of something going wrong, so it is important
that everyone present is safe from any inherent risks involved.
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All personnel present within the vicinity experiment should take precautions to
wear safety glasses in the event of catastrophic failure during execution, however unlikely.
Additionally, the Azo gas exiting the test apparatus should be contained to the blast
chamber so that it can be removed from the lab via the chemical fume hood. The
experimental apparatus should be fully constrained in the blast chamber, except for the
manual pressure relief valve, the analog pressure gauge (where applicable), the data
acquisition connections and the computer which require user accessibility while the
experiment is being executed.
4.3.2. Proof and Leak Testing
Upon initial construction of the test apparatus, the first step to ensure safety and
accuracy in the results was testing that the physical setup could withstand the high
pressures and temperatures expected from the thermal decompositions of Azo. This process
involved leak testing and proof testing the pressure sensor housings and fully assembled
test apparatus. The housings were designed and machined per the requirements in the
sensor documentation, which are outlined in the manufacturing print found in the
Appendices. A helium leak test was performed to ensure that there was, in fact, a leak-tight
seal between the sensor housings and the recessed mounts into which the sensors were
installed. The chamber used for the leak test is shown in Figure 15. Helium is the best
candidate for leak detection due to its small atomic size, allowing it to pass easily through
even miniscule leaks that other molecules may not detect [29].
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Figure 15: The helium leak test machine

After it was confirmed that the seals were leak-tight, with an acceptable leak rate
of 1e-5 mBar/L and 3.5e-6 mBar/L, the housings were taken to the blast chamber where
they were pumped to 10,000psi with a water pump. The pump used for proof testing is
shown in Figure 16.
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Figure 16: The water pump used for the proof testing of the experimental components.

The housings successfully passed because the system held 10,000psi of pressure
for 30 seconds. Any leaks or failures in the system would cause the pressure to drop
quickly, which would have been observed very clearly on the water pump pressure gauge.
This was all done to ensure that the calculations done in the initial design of the housings
were accurate and that the housings were strong enough to withstand high pressures.
4.4. Data Acquisition and Analysis
For the testing conducted for this research, the data was read from the experimental
components using NI LabVIEW NXG, which uses a data acquisition chassis for each
variable under consideration. The NI 9250 with BNC chassis was used to read the
piezoelectric pressure transducers. Similarly, the NI 9211 chassis was used to communicate
with the type K thermocouples. These two chassis can be seen in Figure 17.
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Figure 17: The data acquisition chassis used for data collection via NI LabVIEW NXG: NI 9250
(left) and NI 9211 (right).

These data acquisition chassis, or, more simply, “DAQs”, were used to read, log
and plot the data in real time. Along with the LabVIEW DAQ setup, a camera was also set
up in front of the analog gauge to capture the change in system equilibrium pressure as the
controlled Azo decomposition occurred. The DAQ setup is shown in Figure 18, set up to
read data from an experiment in the vacuum chamber. Furthermore, the LabVIEW
graphical user interface (GUI) used for this research is shown in Figure 19.
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Figure 18: The data acquisition system set up to read data from a test in the vacuum chamber

Figure 19: The LabVIEW NXG GUI.
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The LabVIEW NXG GUI was written specifically to provide a quantitative
indication of the system pressure and temperature, while also plotting these values in real
time. The values along the bottom of Figure 19, labeled P1 and P2, indicate the readings
of the two pressure sensors. Similarly, T1 and T2 indicate the readings of the two
temperature sensors in the system. T_CST is a third thermocouple that was used for only a
couple of tests to get an indication of the external temperature of the CST during an Azo
reaction. Finally, T_atm was a fourth thermocouple that was placed freely in the chamber
to measure the operating temperature to ensure the safety of all the components. For this
research, P1, P2, T1 and T2 were the variables of most interest. The ability of the GUI to
plot these values in real time as the test was underway was a huge advantage in being able
to observe when the decomposition had occurred.
Once the data was collected, it was post-processed to give the desired output, i.e.
pressure and temperature plots. For file size purposes, and due to the constant pressure and
temperature prior to decomposition, the data from LabVIEW was cropped to include only
the event under consideration and then exported as a CSV for post-processing. This postprocessing was performed in MatLab and Excel, where important relationships between
variables were extrapolated to draw meaningful conclusions, which are outlined in future
chapters.
4.5. Experimental Execution
4.5.1. Loading Propellant
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Before the experiment can commence, the Azo must be loaded into the CST. This
is done using a 3D printed funnel and a small vibrating motor. The setup for loading Azo
is shown in Figure 20.

Figure 20: The Azo loading setup

This process begins by measuring the exact amount of Azo that must be loaded into
the CST. This value is often predetermined and based on the desired outcome of the
experiment. The Azo is weighed by taring a scale with a small dish on it and slowly adding
Azo until the desired mass is achieved. Once the Azo is massed, it is removed from the
scale and the clean and dry CST is massed. This will be the reference to measure the exact
amount of Azo that was loaded prior to the experiment.
The CST is then loaded into the vice with tape over the threaded holes to prevent
Azo from building up in them during the loading process. Then, the funnel is placed
securely on the tank and the power supply is turned on. Setting the voltage on the power
supply to 3V allows for the motor to vibrate rapidly, which, in turn, causes the finely
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ground Azo powder to take on fluid-like properties. The Azo is then gently assisted into
the CST using an Allen key or tool of similar diameter, until all the measured Azo has been
loaded into the tank. Once the Azo has been loaded, the funnel and tape are removed and
the CST is massed again, with the difference in empty and full mass being the amount of
Azo. Finally, a 0.239” 1-micron filter is press-fit into the recessed cavity of the CST cap.
An 0.010 O-ring is placed into the O-ring groove of the CST and the lid is bolted to the
CST. Once the cap is securely attached, the loaded CST is placed in a vacuum chamber,
like the one shown in Figure 21, to evacuate all the moisture that may have been introduced
to the Azo during the loading process. The CST should remain under vacuum overnight
before the experiment can be conducted. The loading process should be repeated for the
ET if applicable, and the ET should then be capped and placed under vacuum overnight as
well.

Figure 21: The vacuum chamber used to dry components after cleaning, as well as Azo after
loading.
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4.5.2. Conducting Experiments in the Blast Chamber
To conduct experiments in the blast chamber, it should first be confirmed that the
blast chamber is empty. If there is a catastrophic failure, however unlikely, there is a chance
for other equipment in the blast chamber to be damaged given the high pressure within the
system. Once the chamber is empty, the experimental apparatus is loaded into the chamber
and all cables are fed through the designated holes in the chamber walls. Next, the
thermocouple and pressure sensor cables should be connected to their respective DAQ
connections, ensuring a secure connection on both ends of the cable. For the piezoelectric
connections, especially, which are connected to both the charge amplifier and the DAQ
with a coaxial connection, a secure connection is essential. The piezoelectric sensors are
especially susceptible to noise, so low-noise cabling should be used for this application, as
well as special care taken to maintain as small a cable length as possible between the sensor
and its final connection. The schematic shown in Figure 22 shows how to properly
assemble the setup in the blast chamber.
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Figure 22: An illustration showing the proper setup of the experimental apparatus in the blast
chamber.

Once all the cabling is connected, a third thermocouple is secured to the potting
compound of the heating element on the CST using Kapton tape. This thermocouple is to
measure the temperature of the heater, as the potting compound is very conductive and
serves as a good indicator of how quickly the heater is heating up when viewed on the
LabVIEW graphical user interface, or GUI, during the experiment.
Next, all the Swagelok connections should be checked for tightness to ensure that
none were neglected during the preliminary setup. Not only is a loose Swagelok a danger
to the integrity of the results, but a large failure is significantly more likely if all the
connections are not as tight as possible. When it is confirmed that all the Swagelok fittings
are tight, the heater should be connected to the power supply using two alligator clips.
Finally, the door to the blast chamber is closed and all personnel in the lab should assume
proper PPE: safety glasses should be worn by everyone in the lab and face shields can be
worn by those who are in closer proximity to the blast chamber. A test that is ready to
commence should look like the illustration in Figure 23.
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Figure 23: An illustration of an experimental setup that is ready to commence.

When powering the heater, the desired power output is 16W, and the heater has a
known resistance of 4Ω at room temperature. Given this, a voltage of 8V should be initially
specified on the power supply. However, as the heater rapidly heats, the resistance rises
rapidly and the voltage must consequently be increased throughout the experiment to
maintain a 16W input. For all the experiments conducted in the blast chamber, the voltage
was set at 8V and not touched for the duration of the test, as the small amount of Azo
present in these trials decomposed within about 1 minute, regardless of the decreasing
power input because of the increased heater resistance.
To begin the experiment, the power supply should be powered on and the user
should simultaneously press ‘Record’ in the LabVIEW GUI. While the experiment is
happening, all personnel involved should stand back and observe the LabVIEW interface
to know when the decomposition occurs. Once it is clear that the decomposition has
occurred, the power source should be immediately turned off. Once the Azo has begun
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decomposing as a result of the heating element, the remainder of the Azo decomposition is
self-sustaining. In other words, there should be enough heat resulting from the exothermic
reaction to fully decompose all the Azo in the CST. The data collection should continue
until the system has reached an equilibrium pressure and the temperature begins to steadily
decrease. This decrease is a result of the system pressure decreasing to its final equilibrium
pressure. At this point, data collection has ended and ‘Stop’ can be pressed to cease
recording.
After the experiment is concluded, the entire apparatus should be allowed to cool
before it is vented to the fume hood. This cooling process is essential for user safety, as the
metal surfaces of the test apparatus may be very hot to the touch following an experiment.
This also allows the gas to cool to observe the effects that this has on the system equilibrium
pressure. Once the system is cool, the gas should be vented through the exhaust tube and
promptly removed from the lab via the exhaust van, avoiding unnecessary exposure and
inhalation. It is essential that as much of the gas as possible be routed immediately out of
the vicinity, as it smells very strongly of ammonia and may be unpleasant for other
personnel in the lab.
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Figure 24: A illustration showing the process of venting decomposed Azo gas into the exhaust tube
so that it can be routed out of the lab.

4.5.3. Conducting Experiments in the Vacuum Chamber
Conducting experiments in the vacuum chamber is very similar to the procedure
followed for the blast chamber, with the added step of pulling a vacuum and allowing the
system to reach an acceptable vacuum level before proceeding with the test. Additionally,
to maintain a vacuum, special KF flange feedthroughs should be used for all thermocouple,
power and coaxial connections. The vacuum chamber used for this round of experiments
was a Leybold L560 and it was connected to a roughing pump, Sogevac SV 65B, a singlestage, oil-sealed rotary vane pump, which pulls air out of the chamber until the desired
vacuum is reached [30]. In some instances, once vacuum is achieved, the roughing pump
can be cut off from the system using a manual valve, and the system will remain at the
vacuum level. However, for these experiments the roughing pump was left on in case any
leaks in the system compromised the vacuum.
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Setup begins by loading the apparatus into the test chamber and ensuring that all
the feedthroughs have been properly installed. Improper installation of the feedthroughs
may lead to a compromised seal and therefore a higher-than-desired chamber pressure.
Then, like in the blast chamber, all the cables should be secured to their respective
connections, ensuring tight connections for all electrical components. Once again, all the
Swagelok connections should be double-checked for tightness. Finally, the power supply
should be connected to the wires of the heating element and the vacuum chamber door can
be closed. Unlike in the blast chamber where all the setup is contained within the chamber,
the pressure relief valve and analog pressure gauge are outside of the vacuum chamber
walls. This is to provide a visual throughout the test of the system’s steady state pressure,
and because the pressure relief valve must be accessible during and after the test is
performed. A schematic showing proper setup of the experimental apparatus is shown in
Figure 25.

Figure 25: An illustration showing the proper setup of the experimental apparatus in the vacuum
chamber.
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Before turning on the power supply, it should be checked that the manual relief
valve is closed tightly. Finally, the atmospheric bleed valve on the exterior of the vacuum
chamber should be closed and the roughing pump turned on. This is done by slowly
opening the hand valve to allow the pump to begin evacuating air from the chamber. When
the vacuum is being pulled, the setup should match the illustration in Figure 26.

Figure 26: An illustration of vacuum being pulled on the vacuum chamber setup.

Once the vacuum chamber is around 200 mTorr, the test can begin by powering on
the power supply connected to the heating element and pressing ‘Record’ in the LabVIEW
interface. Just like in the blast chamber, the LabVIEW GUI is a good indicator of when the
test has concluded, but should continue to record until the system has reached an
equilibrium state. Once recording has stopped, the chamber can be brought back up to
atmospheric pressure. This will allow for more rapid cooling. When the system is cooled,
the manual valve can be slowly opened, taking care to direct all the exhausting gas into the
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venting tube and out of the lab. Illustration of these two steps can be seen in Figure
27Figure 28.

Figure 27: An illustration of the setup while power is being supplied.

Figure 28: An illustration showing the process of venting decomposed Azo gas into the exhaust
tube so that it can be routed out of the lab.
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4.5.4. Cleaning the Experimental Setup
Due to the nature of the gas that results from the Azo decomposition, the cooling
process causes some of the gas in the system to solidify. The exact chemistry of the Azo
by-products is part of a separate and ongoing experimental campaign; however, it is evident
that this is a temperature-based phenomenon. If this solid residue is not cleaned out of the
system between every test, it can cause clogging which has the potential to heavily
compromise the pressure results.
Once the system is completely vented, it should be deconstructed into individual
components so that they can be thoroughly cleaned. Cautionary measures should be taken
during this process as some gas may be trapped within the setup if any clogging occurred
and will be vented when the system connections are loosened. Once deconstructed, the
tubing and Swagelok connections should be cleaned using a distilled water flush. This is
done using either a syringe or a Swagelok connection installed directly on the DI faucet.
When all the tubing components have been cleaned, they should be placed in the vacuum
chamber to dry overnight. As mentioned previously, Azo is water soluble, meaning that
any trace water left in the system from the cleaning processes will cause the Azo to
dissolve. The thermocouples, which are designed to probe directly into the flow, may have
a buildup of solid residue, shown in Figure 29. To remove this buildup, a non-linting wipe
should be used to wipe the tip of the thermocouple.
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Figure 29: Solid debris on the probe of a thermocouple

The CSTs and expansion tanks (ETs) are cleaned next by uncapping them and filling them
with DI water. Upon first opening the CST and ET, it is expected to see some solid residue
built up around the outside of the outlet, which can be seen in Figure 30. This buildup will
be taken care of as soon as it is introduced to water.

Figure 30: Solid residue on the inside edge of the CST and ET outlet

Holding a paper towel over the top, the tanks should be shaken vigorously to dislodge any
solid and/or unreacted Azo still left inside. The process of filling with water, shaking and
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pouring into a clear beaker to observe debris should be repeated until the water comes out
clear. At this point, a small amount of Isopropanol ((CH3)2CHOH), or IPA, should be
syringed into the CST and ET, swirled around to coat the inside and then shaken into a
glass beaker to be disposed of in a chemical waste bottle. This will allow for an accelerated
drying process as the evaporating point of IPA is much lower than that of water. The filter
in the CST cap should be removed and thrown away, as these filters are only designed for
a single use. The O-rings from both the CST and ET caps can be used repeatedly on a caseto-case basis; if there is obvious damage to the O-ring that may compromise its seal, it
should be thrown out in favor of using a new O-ring. The CST and ET cap outlets should
be cleaned with a DI water flush, like the tubing and Swagelok components. These caps,
along with the tanks themselves, should be placed in the vacuum chamber to dry overnight.
Finally, the pressure sensor housings should be cleaned using a syringe full of DI
water. Taking care not to damage the sensing element, the tip of the syringe can be used to
scrape any solid buildup that may have formed on the sensing element and then flush it out
of the channel. While the housings are being cleaned, the pressure sensors should remain
installed, but precautions should be taken to keep them covered so as not to contaminate
the coaxial connections with any water or dirt. Once the housings are cleaned, they should
also be placed in the vacuum chamber overnight to dry thoroughly. Once all the
components have been cleaned, they must remain under vacuum overnight to ensure that
they are fully dry before the loading procedure outlined in Chapter 4.5.1 can be performed
again. Figure 31 shows all the clean components required to assemble the test apparatus.
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Figure 31: All the disassembled and cleaned components necessary for construction of the test
apparatus.
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CHAPTER 5: RESULTS AND DISCUSSION
5.1. Blast Chamber Results
In the following sections, the results of testing conducted in the blast chamber under
atmospheric conditions are discussed. First, the results are displayed in terms of plots of
pressure over time for varying amounts of Azo in a constant test setup. This information
was then used to determine the relationship between amount of Azo and maximum
overpressure. Then, the data was analyzed to determine the duration of the positive phase
and the magnitude of the positive impulse as a function of amount of Azo. Furthermore,
the impulse calculation methods- numerical integration versus the triangular
approximation- were compared to investigate how closely the triangular approximation can
calculate positive impulse. Finally, the data from the blast chamber testing was compared
to the Friedlander waveform to investigate how closely the shape of the data mimics the
generic blast waveform. Through this round of testing, a nearly linear relationship was
found both between the amount of Azo and the maximum overpressure, as well as between
the amount of Azo and the positive impulse. It was also found that as the amount of Azo
increases, the waveform more closely resembles the Friedlander waveform. These results
are discussed in greater detail as well as with supplementary figures in the following
sections.
5.1.1. Pressure vs. Time Plots for Varying Amounts of Azo
Analysis of the data taken from the blast chamber began by visualizing the pressure
shocks resulting from the decomposition of five different Azo quantities: 1.9g, 3.3g, 4.7g,
5.7g, and 6.3g. Due to limitations in the loading procedure, the maximum amount of Azo
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that could be loaded into the CST was about 6.35 g. However, in other instances of Azo
loading, 0.73g of Azo has been loaded per 1 cm3 of tank volume, so this is assumed to be
the density of tightly packed Azo powder. Using this assumption and the knowledge that
the CST used for this experiment had a volume of 10.7 cm3, the maximum fill of the CST
is 7.811 g. Therefore, the fill percentages are 24%, 42%, 60%, 73% and 80%, respectively.
This is an important parameter because the goal is to relate the percent of full value to the
pressure spike to investigate how, if at all, the empty space for the gas to expand in the
CST will change the magnitude of the pressure spike. In other words, it is assumed that 6g
of Azo in a 10.7cm3 tank will have a pressure shock magnitude that is very different than
6g of Azo in a 100cm3 tank.
Using the pressure data taken exported from the recording of each decomposition
event, the pressure-time graphs shown in Figure 32-Figure 36 were generated. It is
important to note that the y-axis representing pressure has been scaled accordingly for each
Azo amount, which is responsible for apparently similar geometry for each trial. Figure 11
has been referenced again below for the reader’s convenience as a reminder of the setup
being referred to for this round of testing.
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Figure 11 revisited for the reader’s convenience
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Figure 32: The pressure-time curve for 1.9g of Azo (24% full)
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Figure 33: The pressure-time curve for 3.3g of Azo (42% full)
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Figure 34: The pressure-time curve for 4.7g of Azo (60% full)
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Figure 35: The pressure-time curve for 5.7g of Azo (73% full)
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Figure 36: The pressure-time curve for 6.3g of Azo (80% full)
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While the graphs look relatively similar when plotted individually, overlaying them
onto one another and using the same pressure scale clearly shows the difference in 24%
and 42% full in comparison to the other Azo quantities. This comparison can be seen in
Figure 37. Here, it is evident that these pressure reactions do not behave as traditional shock
waves, but instead seem to increase and decrease at nearly the same rate. Alternatively, the
remaining Azo quantities all exhibit the spike that is characteristic of blast waves- a nearly
instantaneous pressure discontinuity followed by a steady decrease and a negative phase.
Pressure Spikes for Decomposition of Different Azo Masses
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Figure 37: An overlaid graph of all 5 Azo quantities' P1 graphs, showing the maximum
overpressure immediately at the exit of the CST for each trial.

It should also be noted that, from visual interpretation, the duration of the positive
phase seems to be relatively constant for the three quantities exhibiting blast wave
behavior, while the smallest two quantities take longer to reach their maximum and
subsequently decrease to equilibrium. Referring to Figure 9, the duration of the positive
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phase is defined as the difference between the point at which the pressure discontinuity
occurs and the point at which the pressure returns to equilibrium before the negative region
begins. Solving for the positive duration of each of the pressure spikes yields Table 2.
Table 2: Comparing Positive Duration for Varying Amounts of Azo

Azo Mass (g) Percent Full (%) Positive Duration (s)
1.9

24.3

0.37

3.3

42.2

0.35

4.7

60.1

0.30

5.7

73.0

0.30

6.3
80.7
0.31
These results are consistent with the visual conclusion that the two smallest Azo
amounts have the longest positive duration. Furthermore, this leads to the conclusion that
the positive duration of the plot of the shock wave decreases as the magnitude of the
pressure shock increases. Given the nature of Azo decomposition and a solid to gas volume
ratio of about 1:300, it is expected that as the amount of solid increases, the amount of
pressure will also increase, owing to a constant volume tank in which to expand. In other
words, as the amount of Azo in the tank decreases, there is more empty room in the tank
into which the resulting gas can expand. This round of testing aimed to relate the amount
of Azo in each tank to the maximum overpressure achieved by the thermal decomposition.
It was found that the relationship between loaded mass and pressure peak was very close
to linear, with a line of best fit having an R2 of 0.985. This is shown in Figure 38.
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Loaded Mass vs. Pressure Peak
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Figure 38: Azo mass vs. maximum overpressure based on testing conducted in the blast chamber.

5.1.2. Comparing Methods for Calculation of Impulse: Integral Calculation vs. the
Triangular Approximation
Another parameter of interest in this round of testing was the positive impulse
generated from an Azo reaction. To calculate this value, only the positive overpressure and
corresponding decay were used. Using a trapezoidal integral approach, the area under the
curve was approximated, using extremely small time steps of dt=1.9531e-04 seconds,
which was the sampling rate employed by the NI 9250 DAQ system. This ensured that the
integral was very close to its exact value. This calculation yielded the graph shown in
Figure 39.

51

Figure 39: Positive impulse as calculated by the trapezoidal approximation plotted as a function of
the percentage that the CST was filled

Additionally, a common method used to calculate impulse is to approximate the
waveform as a triangular pulse. This assumes a right angle between the pressure
discontinuity and the x-axis, and ignores any exponential characteristics in the decay to
equilibrium [31]. However, this approximation often overestimates the impulse generated
by the shockwave. A comparison of the triangular approximation and trapezoidal
integration is shown in Figure 40.
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Figure 40: A comparison of two methods of impulse calculation: Triangular approximation and
trapezoidal integration.

$

To test this approximation, the equation for the area of a triangle 𝐴 = % 𝑏 • ℎ, where
b is the base of the triangle, in this case, the duration of the positive phase, and h is the
magnitude of the maximum overpressure seen by the sensor at the outlet of the CST. For
the five trials conducted in the blast chamber, a comparison of the triangular approximation
and the integral calculation is shown in Figure 41.
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Figure 41: Proving the accuracy of the triangular approximation method for blast wave impulse
generation.

As anticipated, the triangular approximation almost always overestimates the
impulse of the shock wave. However, at 42% full, the triangular approximation
underestimates the integral method. This may be attributed to the fact that the waveform
associated with 42% fill (Figure 33) does not take on a typical waveform indicative of blast
wave behavior. Therefore, the area under the curve is greater than the area computed by
the triangular approximation.
5.1.3. Comparing Experimental Results to Friedlander Waveform Theory
As discussed in Section 3.1, the Friedlander Waveform theory is a widely accepted
model of blast wave formation. Using the governing equation of the Friedlander
Waveform, given again below for convenience, as well as the unique maximum
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overpressure (Ps) and positive duration (t*) for each trial, the expected Friedlander
waveform can be plotted for each trial. For the five trials conducted in the blast chamber,
the experimental graph is seen again below along with its corresponding Friedlander graph.
#

𝑃 (𝑡 ) = 𝑃! 𝑒 "# ∗ '1 −
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Figure 42: Comparing the Friedlander waveform with experimental data for a CST that is 24%
full.
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Figure 43: Comparing the Friedlander waveform with experimental data for a CST that is 42%
full.
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Figure 44: Comparing the Friedlander waveform with experimental data for a CST that is 60%
full.
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Figure 45: Comparing the Friedlander waveform with experimental data for a CST that is 73%
full.
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Figure 46: Comparing the Friedlander waveform with experimental data for a CST that is 80%
full.
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Comparison to the Friedlander waveform reinforces the conclusions drawn from
visual inspection of the pressure-time graphs of the Azo decomposition in Figure 32Figure
36. For Azo fills greater than 60%, 73% and 80%, the pressure spike almost directly
matches the waveform predicted by the Friedlander equation, except that their pressure
spike is not perfectly instantaneous as it appears in the Friedlander waveform. This is
because the Friedlander waveform is modeled as an ideal and inviscid blast wave. The
deviation from the perfectly instantaneous pressure spike shows that the experimental data
is experiencing viscous losses. Despite these losses, this closeness to the Friedlander
waveform indicates that these pressure spikes are, in fact, behaving as blast waves. On the
other hand, the two smallest Azo amounts, shown in Figure 43 and Figure 44, diverge from
the Friedlander waveform, indicating their lack of blast wave properties, especially the
instantaneous pressure discontinuity, which is clearly missing.
The data’s consistency with the Friedlander waveform is further demonstrated in
the plot shown in Figure 47, where the integral of the positive region of the pressure wave
is plotted for varying amounts of Azo, as well as the integral of the corresponding
Friedlander waveforms. In the graph shown in Figure 47, the red line representing the
percent error between the positive impulses of each blast wave and its associated
Friedlander wave can be seen decreasing significantly as the amount of Azo increases. This
reinforces that the blast waves formed by the larger amounts of Azo were more closely
representative of the classic Friedlander wave, whereas the blast waves at smaller Azo
amounts were not capable of generating such a waveform. Additionally, this decrease in
percent error between the experimental waveform and the Friedlander waveform is
indicative of the viscous losses experienced within the blast wave. Therefore, it can be
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concluded that as the amount of Azo increases, the maximum overpressure increases and
the viscous losses decrease.
Comparing the Integral of Experimental Data and the Friedlander Waveform
Setup 2: CST Mass=6.35g, ET Mass=3.11g
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Figure 47: Comparing the integral of the experimental waveform with that of the Friedlander
Waveform

5.2. Vacuum Chamber Results
The focus of the round of testing conducted in the blast chamber was to understand
the behavior of the temperature and pressure shocks when the test apparatus is placed under
vacuum. The purpose of the vacuum is to simulate environmental conditions in space,
where there is no medium through which to convect heat. It is important to note for this
round of testing that although the chamber pressure was around 200 mTorr, the pressure
inside the system was equal to 1 atm. This is because the test apparatus was constructed
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under atmospheric pressure and then sealed, so regardless of its environment it should
remain at 1 atm within the system until the pressurization event occurs.
This round of testing also involved loading of multiple tanks, the CST and ET, to
test whether the temperature and pressure effects of the reaction in the CST would incite
another reaction downstream. Visualization of this fratricide phenomenon is essential in
understanding how and why it is happening. For the reader’s convenience, the setup used
in this round of testing has been referenced below.

Figure 13 revisited for the reader’s convenience

5.2.1. Pressure and Temperature Plots
The pressure and temperature plots of a variety of loading combinations are shown
in Figure 48Figure 52.
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Temperature and Pressure vs. Time
3.15g in CST (40% full), 0g in ET (0% full)
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Figure 48: Temperature and Pressure as a function of time resulting from a loaded CST (40%)
and an empty ET

Figure 48 shows the difference that the test setup can make in the experimental
results. In the blast chamber trials, the two pressure sensors were divided only by the small,
straight tube length between them. However, in the setup used in the vacuum chamber, the
need for an analog gauge necessitated the addition of geometry between the two sensors.
This resulted in a substantial pressure drop across the pressure sensors. In the vacuum
chamber trials, the percent difference in the pressure was found to be 93%, calculated as a
percent of the maximum pressure. However, in the blast chamber, the straight tube length
only imparted a very small pressure drop, around 9-15% of the maximum pressure. This
substantiates the importance of consistency in geometric setup when conducting tests, as
addition or subtraction of geometry in certain locations will greatly impact the results.
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Temperature and Pressure vs. Time
6.35g in CST (81% full), 3.11g in ET (10% full)
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Figure 49: Temperature and Pressure as a function of time resulting from a loaded CST (81%)
and a loaded ET (10%)

Upon first inspection, it appears that this trial did not experience fratricide.
However, an interesting note is that the second pressure sensor appears to experience two
very distinct pressure exposures. Zooming in on the figure makes this even more apparent,
shown in Figure 50. It is also notable that the negative pressure region of P1 is relatively
nonexistent, suggesting that the shock felt by the first pressure sensor because of the second
shock was enough to counteract the negative pressure region that would’ve resulted from
the first decomposition event.

62

9000

P1
P2

8000
7000
6000

Pressure (psi)

5000
4000
3000
2000
1000
0
-1000

8

8.2

8.4

8.6

8.8

9

9.2

9.4

9.6

9.8

10

Time (s)

Figure 50: A closer look

Temperature and Pressure vs. Time
3.16g in CST (40% full), 5.98g in ET (18% full)

3000

400

P1
P2
T1
T2

2500

350

300

Pressure (psi)

250
1500
200
1000
150

Temperature (C)

2000

500
100

0

50

-500
0

2

4

6

8

10

12

0
14

Time (s)

Figure 51: Temperature and Pressure as a function of time resulting from a loaded CST (40%)
and a loaded ET (18%)
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An interesting behavior seen in Figure 51 is the amount of time between the initial
shock from the first decomposition and the corresponding shock because of fratricide.
While the other fratricide events shown from this series of tests seem to happen within
about 1 second of the first event, this fratricide did not occur until about 5 seconds after the
initial event. While there is no definitive explanation for this lapse of time, it may be
attributed to the larger amount of Azo in the ET than the CST, so it is theorized that the
temperature and pressure shocks resulting from the first decomposition were barely enough
to incite a second reaction, so it took longer to set off the Azo in the ET. This explanation
is plausible, but requires another test with the same setup to ensure that this is in fact the
behavior that would be expected.
Temperature and Pressure vs. Time
3.33g in CST (43% full), 3.28g in ET (10% full)
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Figure 52: Temperature and Pressure as a function of time resulting from a loaded CST (43%)
and a loaded ET (10%)
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These graphs are further indicative of the presence of a blast wave resulting from
the decomposition of Azo and subsequent pressurization of the tank(s) in which it is stored.
Blast waves are characterized by a shock front followed shortly after by a large temperature
increase, which can be seen clearly in all four plots taken from this round of testing.
Additionally, the pressure decrease immediately following the peak is due to the decreasing
pressure within the system. As the shock wave eventually expands to fill the system, the
pressure drops, resulting in a corresponding drop in temperature. However, the rate at
which the system cools is a lot slower than the rate at which the pressure drops, owing to
the lack of a medium within which to cool.
5.2.2. Analysis of Fratricide Events
One of the main goals of this research was to better understand the what the pressure
and temperature spikes look like if fratricide occurs. Figure 53 shows a comparison of two
configurations. The solid blue line labeled ‘With Fratricide’ shows the resulting pressure
spike from a configuration in which the CST had 3.33 g (43% full) and the ET had 3.28 g
(10% full). Conversely, the blue dashed line labeled ‘Without Fratricide’ contained the
same amount of Azo in the CST (around 43% full), but no Azo in the ET. The intention in
this comparison was to show the difference in system pressure and temperature with and
without the inclusion of a second loaded ET. It is important to note here that the ET does
not contain a heating element. Therefore, all the decomposition of the Azo occurring in the
ET is a direct result of the pressure and heat created from the first reaction.
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4000

500
With Fratricide
Without Fratricide
With Fratricide
Without Fratricide

3500

450
400

3000

350
300
2000
250
1500
200

Temperature (C)

Pressure (psi)

2500

1000
150
500

100

0

-500

50

0

1

2

3

4

5

6

0

Time (s)

Figure 53: Comparing the pressure readings of the first pressure sensor in a setup with only one
loaded tank vs. a setup with two loaded tanks

Figure 53 shows a relatively identical initial spike, resulting from the
decomposition of the 43% full CST. Given that the downstream geometry is the same, it
was expected that these values should match. Where the pressure spikes differ is about 1
second after the initial pressure spike. At this point, the case of no fratricide follows the
exact shape predicted by the Friedlander waveform. However, in the case of fratricide, a
very clear second spike can be seen, which is evidence of a second reaction in the ET.
Additionally, the temperature spikes are indicative of the same thing. As before, the case
of no fratricide behaves as expected. The temperature spike arrives shortly after the blast
wave front, and then steadily decreases as the pressure drops. The temperature of the
fratricide case exhibits similar behavior initially, reaching a “maximum” temperature
around 200-250oC, but then increasing almost instantaneously to a new peak of around
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400oC. This second spike in temperature is directly related to the second reaction, as it
occurs shortly after the peak of the second spike and is about 150oC hotter than the case of
no fratricide, owing to the large amounts of heat deposited from the second exothermic
reaction downstream.
5.3. Interpreting Piezoelectric Graphs of Fratricide
It can be difficult to understand the information being conveyed from the graphs
generated from these tests. The following section will seek to better explain how the
information given by the pressure-time plots can be interpreted.
5.3.1. Establishing a New Equilibrium
By nature, piezoelectric sensors always seek to establish an equilibrium, which is
why they decay to “zero” and continue to read “zero” until they experience another change
in pressure. It is important to note that “zero” does not mean 0 psi, as the system is
pressurized beyond the initial atmospheric pressure once the decomposition gas expands
to fill it. The graph of the piezoelectric sensor reading “zero” simply means that it is at a
new equilibrium pressure, which in this case is given by the analog gauge mounted to the
top of the vacuum chamber. This is an important consideration because this new
equilibrium is reached immediately following the first pressure spike. Therefore, instead
of all the subsequent data being plotted off a pressure of zero, it should be plotted off the
new equilibrium pressure, given by the analog gauge.
5.3.2 Case Study: Combining Piezoelectric Readings with Gauge Readings
The purpose of the analog gauge is to capture system equilibrium pressure as the
shock front move and expand into the system. As mentioned previously, the readings from
the analog gauge are captured during the test using a camera, so the readings are
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approximate and used to confirm the results taken from the piezoelectric sensors. However,
as a visual of the phenomenon explained in the previous section, an example of the total
pressure is plotted in the following series of figures to illustrate how the analog gauge and
piezoelectric readings can be combined to better quantify the total pressure in the system.
First, the readings of the analog gauge observed from the video were plotted in a
step graph. To determine the time at which the pressure jump occurred, the time of the
local pressure maximum from each decomposition was taken from the piezoelectric data.
This was done to visually show that the pressure spike resulting from the decomposition
was directly responsible for the jump in the analog gauge readings. The step graph of the
analog gauge readings can be seen in Figure 54.

Figure 54: The pressure steps as seen on the analog gauge mounted to the top of the vacuum
chamber.
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Next, both the raw piezoelectric data and its corresponding analog gauge readings
were plotted on one graph to show how the analog readings correspond to the shock fronts
resulting from the decomposition. This can be seen in Figure 55.

Figure 55: Overlaying the analog gauge readings with the piezoelectric readings.

Finally, a third line was added which represents the total pressure in the system at
any given time. To construct this line, the gauge pressure was added to the piezoelectric
pressure so that the total pressure returned to a new equilibrium pressure after each
decomposition as opposed to returning to zero as it appeared to be doing previously. The
total pressure can be seen in the blue line in Figure 56.
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Figure 56: Combining the values recorded by the analog gauge and the piezoelectric sensor to show
how the readings would be if the piezoelectric sensor did not return to Pressure=0.

Although this is not a perfect indication of the exact pressure at any given time, it
serves as a valuable visual in understanding how the piezoelectric sensor establishes a new
equilibrium pressure from which to plot subsequent pressure spikes which should not be
mistaken as zero pressure.
5.3.3. Understanding and Relating the Four Pressure Peaks
Figure 57 shows a simple schematic of the flow occurring in the system, to better
call out each of the values of interest. Keep in mind that there are not 4 pressure sensors,
nor are there 2 analog gauges, this is simply to show the flow hitting the pressure sensors
after each reaction resulting in 4 distinct pressure measurements and 2 distinct analog
gauge readings. To aid in this visual, Figure 52 has been copied and labeled per the
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schematic. The convention in the naming of the pressure spikes is PSENSOR #, SPIKE #. This
shows that there is an associated pressure spike on each sensor from each reaction, and the
relationship between these can be given through a series of equations.

Figure 57: Schematic of the flow resulting from two separate decomposition events
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Figure 58: The 4 important pressure peaks labeled accordingly

Ultimately, using this data, it is important to know an expected value for P11, given
that it is the largest pressure shock happening in the system, and therefore the point at
which system failure is most likely. Knowing this, it is important to establish a relationship
between how full the CST and ET are and how this relates to the pressures seen by the
system. First, a variable called Combined Fill, denoted ‘x’ must be defined. This is done
using the fill percentages of the CST and ET. The combined fill is defined using the
equation below.
𝑥 =𝐶+𝐸
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(6)

In this equation, C and E are the percentages full of the CST and ET respectively, given in
decimal form, and can be calculated using the following relations, where a and b represent
the amount of Azo, in grams, in the CST and ET respectively.
𝐶=

𝑎
𝜌#&' (𝑉"() )

(7)

𝐸=

𝑏
𝜌#&' (𝑉*) )

(8)

The next step is establishing a relationship between combined percent fill, x, (in decimal
form) and the magnitude of P22, which is the pressure spike felt by the second pressure
sensor from the second event. This relationship is shown in Figure 59 and can be described
using its line of best fit which has the equation shown below and an R2 of 0.993.
𝑃%% ≅ 3072𝑥 − 1175

(9)

Figure 59: The reading from the second sensor resulting from the second decomposition event
plotted as a function the combined fill percentage of the CST and the ET.
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Using this relationship between P22 and combined fill, x, the next step is to establish
a relationship that will use known values to predict P11. This requires the development of
a new variable, S, which is dependent on the percent that each tank is filled and the
corresponding pressure spike. This variable is defined in Equation 7.
𝑆 = (𝑃$$ )𝐶 + (𝑃%$ + 𝑃%% )𝐸

(10)

Plotting the combined fill value, x, against this new variable, S, yields the plot shown in
Figure 60.

Figure 60: The scaled value, S, plotted as a function of the combined fill of the CST and ET (in
decimal form) to derive the relationship between the combined fill and the first overpressure
magnitude.

This figure relates the combined fill value, x, and the scaled value and fits them to a
quadratic trendline with the equation shown below with an R2 value of 0.989.
𝑆 = 29458𝑥 % − 28050𝑥 + 7925
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(11)

Setting Equation 7 and 10 equal to one another and solving for P11 yields the following
relationship between combined fill and P11.
𝑃$$

29458𝑥 % − 28050𝑥 + 7925 − (𝑃%% )𝐸
=
𝑥 − (𝐷 ∗ 𝐸)

(12)

Where D is the percent difference, in decimal form, between P11 and P21, given by 𝐷 =
!!! +!"!
!!!

. The value of D for this particular setup was found to be 0.93 for all of the trials,

however this parameter is unique to each setup as it is based on geometry and should be
determined experimentally.
Numerically relating the parameters of each setup is essential to understanding the
behavior of the pressure in the system. It is important to note that the relationships
established from both the blast chamber and vacuum chamber testing are based on one test
per unique setup and Azo amount. To further refine these relationships, identical tests
should be run to establish reproducibility and accuracy in the numerical relationships. This
research successfully established that the relationships exist and can be quantified, so
further testing should confirm and refine these relationships. Ultimately, the ability to
predict P11 with known parameters prior to an experiment ensures that the maximum
pressure seen by the system will be known, so that the system may be designed to withstand
such pressures. Additionally, given the time-consuming nature of each experiment, a wellestablished numerical relation eliminates the need for repeated experimentation and can
instead predict the system’s pressure output by solving for the desired variable.
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CHAPTER 6: CONCLUSIONS
There were many valuable takeaways from this research. The following sections
will summarize the findings of these experiments, as well as make recommendations for
how this work may be continued to broaden the knowledge surrounding this ODPS system
and fratricide to more effectively design the system.
6.1. Summary
The goal of this research was to quantify the magnitude of the pressure and
temperature shocks seen by a system when it is pressurized by the thermal decomposition
of Azodicarbonamide. This research was divided into two separate test campaigns: one in
a blast chamber to investigate the amount of impulse and maximum overpressure generated
by varying amounts of Azo, and the other in the vacuum chamber to simulate the
environment of space and understand how pressure and temperature shocks propagate
through the system immediately following a decomposition event. The blast chamber tests
were successful in establishing a linear relationship between the amount of Azo and the
maximum overpressure, as well as between the amount of Azo and the positive impulse
generated. The vacuum chamber tests were successful in visualizing fratricide in conditions
consistent with those which the system would experience in space. Using the data,
equations relating important parameters of interest were established to aid in a better
understanding of pressures experienced by the system as well as more effective system
designs. Although these relations were based on a limited set of data, they were successful
in establishing that there does exist a relationship between the parameters of interest that
can be refined through repeated testing. Additionally, a main achievement of this research
was the development of a DAQ system and software GUI that can be used to capture
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pressure and temperature for any experiment involving sudden pressure or temperature
changes. This DAQ setup can be used by Benchmark in the future for research and
development of new systems, as well as critical testing of flight components to ensure
proper function and collect flight hardware data.
6.2. Conclusions
6.2.1. Blast Chamber Testing Conclusions
The first round of testing reinforced the assumption that as the amount of Azo
increases in a fixed volume, the maximum overpressure of the resulting shock wave
increases, which consequently causes an increase in the impulse generated by the system.
Establishing this relationship is critical because it means that the maximum pressure seen
by the system can be predicted without extensive experimental testing. A predictable
maximum pressure will allow for a calculation to be done quickly, which means that the
system can be engineered based on known values. This eliminates the need for overengineering a heavy system, which would ultimately reduce the system efficiency by
adding unnecessary bulk. While it is still important to maintain a factor of safety by
engineering to significantly greater than expected, this factor of safety can now be refined
to only what is required by existing flight regulations based on the pressure that the system
is expected to see. If the pressure spike can reliably be contained to only a small part of the
system, added bulk can be limited to only where it is needed, reducing the overall system
weight and consequently increasing system efficiency.
Another conclusion from the first round of testing was confirmation that the sudden
pressurization of the system resulting from the thermal decomposition behaves as a blast
wave with characteristic rise time, positive duration and positive impulse generation. Once
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again, adherence to the Friedlander waveform leads to another sense of predictability, as
this waveform is widely known and accepted and can be found for each waveform if the
relationship between amount of Azo, overpressure, and positive duration is known.
6.2.2. Vacuum Chamber Testing Conclusions
The second round of testing focused on the phenomenon of fratricide. The goal of
this testing was performed to quantify the pressure and temperature shocks both causing
and resulting from fratricide. This testing was very successful in capturing plots that clearly
show fratricide occurring. This visualization is the first step in developing a solution for
fratricide. It becomes clear from these plots that fratricide generally occurs very rapidly
after the initial spike, so quickly dropping the pressure, such as in an inline expansion tank,
may drop the temperature of the flow and prevent fratricide from occurring. This round of
testing also increased understanding of how to interpret piezoelectric pressure plots by
understanding the tendency of a piezoelectric sensor to want to find a new equilibrium
following a large change in pressure. Plotting the piezoelectric readings in combination
with the analog gauge step graphs is essential to understanding the system’s total pressure.
It is important that this equilibrium be defined, so that the total system pressure as it
changes with time may be visualized.
The conclusions drawn from this research are a key contribution to the
understanding of the behavior of pressure and temperature associated with an Azo
decomposition. The establishment of relations between Azo amount, maximum
overpressure and positive impulse is key to eventually being able to predict system pressure
without the need for lengthy experimentation, which ultimately leads to maximizing the
effectiveness of a system design. Furthermore, comparing the data to existing knowledge
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of blast waves reinforces that the pressure and temperature spikes being observed are
consistent with that of the Friedlander waveform. Additionally, visualizing fratricide helps
to understand the root causes of this phenomenon, which is the first step in designing a
solution to prevent fratricide from occurring.
6.3. Recommendations for Future Work
With the conclusion of this research, it is important that the results are tested for
repeatability both at this scale and larger scales. Repeating the same fill percentages at
different CST volumes will be a valuable next step in establishing general rules for
predicting system pressures at different Azo amounts in varying expansion volumes.
Additionally, an interesting next step would be to investigate the relationship between the
analog readings and the piezoelectric readings to understand if the system equilibrium
pressure can be derived from the piezoelectric readings alone, without the need to
incorporate the analog gauge, which would make the test apparatus more closely mimic
the actual flight system. On the other hand, these relations can be further explored so that
only an analog gauge is necessary to predict the maximum pressure spikes, eliminating the
need for a complex experimental apparatus. In the design of the propulsion system, the
total pressure is important for the thrust and overall function, however the maximum
pressure must also be known to accurately design to the correct factor of safety. Ultimately,
the hope is that this research can be used to refine the calculator used by Benchmark for
initial system design and safety factors, and that the DAQ can continue to assist in R&D
and refinement of existing flight systems.
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APPENDICES
Table 3A: Comparison of the Positive Duration for Varying Azo Masses
Azo Mass (g)

Percent Full (%)

Positive Duration (s)

1.9

24.32467034

0.3686

3.3

42.24811164

0.3488

4.7

60.17155294

0.2992

5.7

72.97401101

0.3043

6.3

80.65548585

0.3062

Table 4A: Comparison of Maximum Overpressure for Varying Azo Masses
Azo Mass

Percent Full (%)

Maximum Overpressure (psi)

1.9

24.32467034

684.92

3.3

42.24811164

2828.98

4.7

60.17155294

7319.96

5.7

72.97401101

9274.9

6.3

80.65548585

11428.77

Table 5A: Quantification of Pressure Percent Difference

CST Azo Mass

CST % full

P1, Spike 1

P2, Spike 1

Pressure %
Difference

1.9

0.2432467034

684.92

575.37

0.1599456871

3.3

0.4224811164

2828.98

2558.18

0.095723547

4.7

0.6017155294

7319.96

6639.96

0.0928966825

5.7

0.7297401101

9274.9

8439.54

0.09006673926

6.3

0.8065548585

11428.77

10291.07

0.09954702037

Table 6A: Comparison of Impulse Calculation Techniques

t*

Maximum
Overpressure
(psi)

Positive
Impulse
(lb•s)

Triangular
Approximation
Impulse

Integral of
Friedlander
Waveform

%
Error

24.32

0.3686

684.92

33.1

126.2151

92.875

64.36

3.3

42.25

0.3488

2828.98

525.02

493.4144

363.004

30.85

4.7

60.17

0.2992

7319.96

943.72

1,095.10

805.7045

14.62

5.7

72.97

0.3043

9274.9

1208

1,411.20

1038.285

14.04

6.3

80.66

0.3062

11428.77

1348.3

1,569.60

1287.39

4.51

Azo Mass

Percent Full
(%)

1.9

83

Table 7A: Four Pressure Spikes and Calculation of Scaled Value, S
Azo
Mass
(CST)
(g)

Azo
Mass
(ET)
(g)

CST %
Full

ET %
Full

Combined
% Full

P1,
Spike 1

P2,
Spike 1

P1,
Spike 2

P2,
Spike 2

P21+P22

Scaled

3.15

0

0.4033

0.0000

0.4033

3259.3

250.99

0

0

250.993

1314.4

3.16

5.98

0.4046

0.1789

0.5834

2819

214

716.5

678.33

892.331

1300.0

3.33

3.28

0.4263

0.0981

0.5244

3767.5

256.82

241.6

468.36

725.188

1677.3

6.35

3.11

0.8130

0.0930

0.9060

8007

546.78

0

1578.3

2125.16

6707.0

Table 8A: Quantification of Pressure Percent Difference

CST % Full

ET % Full

P1, Spike 1

P2, Spike 1

Pressure %
Difference

0.4033

0.0000

3259.3

250.993

0.92

0.4046

0.1789

2819

214

0.92

0.4263

0.0981

3767.5

256.828

0.93

0.8130

0.0930

8007

546.788

0.93

Figure 61A: The manufacturing print for the pressure sensor housings
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Figure 62A: The data sheet for PCB Piezotronics Model 113B03 Pressure Sensor [Courtesy of PCB
Piezotronics]
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Figure 63A: The guidelines for design of the pressure sensor housings [Courtesy of PCB
Piezotronics]
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Figure 64A: The data sheet for the PCB Piezotronics Model 422E55 Charge Amplifier [Courtesy of
PCB Piezotronics]
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