Let P be a naturally labelled, ranked (graded) poset of rank r and cardinality n. Let H k be the set of linear extensions of P with k descents. An explicit bijection between H k and H n−1−r−k is constructed using the involution principle (0 k n − 1 − r). A problem of Richard P. Stanley from 1981 is thereby solved.  2004 Elsevier Inc. All rights reserved.
The five of hearts
Major Percy MacMahon, that great British combinatorialist of the turn of the last century, proved the following result in his classic Combinatory Analysis [11, Section IV, Chapter V, Sect. 179-180, pp. 212-213].
Take m different numbers (say, the integers 1 through m), each number repeated r + 1 times, so that there are n = m(r + 1) numbers in all. Consider all possible ways of listing these n numbers in a row; if r = 0, we are just listing all possible permutations of m objects. (Knuth uses the analogy of shuffling a deck of cards, where suit is ignored: in this case, MacMahon's proof used generating functions: he did not directly establish a one-toone correspondence between H k and H n−1−r−k . Indeed, writes Knuth, "No very simple correspondence is evident" except in trivial cases. (Knuth then goes on to establish such a bijection-an algorithm, really-using Foata's idea of expressing multipermutations as products of cycles [9, pp. 24-29, 43-44] .)
A curious result, to be sure-"quite surprising," Knuth says-but does it tell us anything about anything else? That is, does it generalize?
Generalize how? one might ask. To answer that question, we must translate MacMahon's result into the language of ordered sets.
The plan of this paper is as follows. All definitions are contained in Section 5. In Section 2 we reveal Stanley's generalization of MacMahon's theorem. In Section 3 we state Stanley's problem. In Section 4 we mention related results from the literature. In Section 5 we solve Stanley's problem. In Section 6 we illustrate our solution with an example. In Section 7 we describe avenues for further research. In the appendix we illustrate posets described in the main body of this work. In Section 1 we give a plan of the paper. . . In any shuffling, such as 211212, replace the first 1 by 1, replace the second 1 by 2, replace the third 1 by 3, . . . , replace the (r + 1)st 1 by r + 1; replace the first 2 by r + 2, etc.; thus 211212 becomes 412536. Of course, we cannot get any permutation on n letters this way; we only get a permutation if, whenever ρ < ρ (ρ, ρ elements of the poset on the right of Fig. 2.1 ), the numerical label of ρ appears to the left of the label for ρ . Such a permutation is called a linear extension of the poset. (It is clear that a shuffling has k descents if and only if its translate does.)
A labelling of the elements of a finite poset with the letters 1, . . . , n so that 123 · · ·n is a linear extension is called a natural labelling. Given a finite poset P with a natural labelling, we can define H k to be the set of linear extensions (permutations compatible with the order on P ) with k descents, and set h k = |H k | as before. Note that when P is an antichain, we get the classical eulerian numbers, and also note that a standard Young tableau is just a linear extension of a certain poset [14,16, pp. 43-44] .
To illustrate, in Table A .1 we list all 24 permutations on four letters ( We note that, for each poset P , the index of the largest non-zero h k is k = n − 1 − r, where n = |P | and r + 1 is the cardinality of the longest chain (totally ordered subset Theorem (Stanley) . Let P be a finite naturally labelled poset. Let L(P ) be the set of linear extensions of P , and, for every
Then the following are equivalent:
The statement of Stanley's problem from the 1981 Banff Conference on Ordered Sets
At the 1981 Banff Conference on Ordered Sets [13, p. 807], Stanley said, "About ten years ago I proved (the above result)." He went on to pose the following Problem (Stanley, 1981) . Find a combinatorial proof of this theorem. More precisely, when (ii) holds describe explicitly a bijection f :
(Stanley added, "It would even be interesting to do this for the case P ∼ = r × s (the product of an r-element chain and an s-element chain).")
We solve Stanley's problem by constructing a bijection
for k ∈ {0, . . ., M = n − 1 − r} where |P | = n and every maximal chain has r + 1 elements (Theorem 5.8).
Background and previous results
Basic references on posets are [2] and [20, Chapter 3 ]. We will not assume a poset is ranked without explicitly saying so. Because of the vast literature on f -vectors and h-vectors of polytopes and posets, permutation statistics, etc., we limit ourselves to recalling results most directly related to the present work, results concerning inequalities for h-vectors (which are also called w-vectors). Relevant papers (albeit not essential for understanding this work) include the very interesting [15] , as well as [6, 7] (see its Corollary 2.6) and [8] 
He states the following
In the proof of [5, Theorem 1.2], Gasharov provides a bijection from H k to H n−1−r−k when the rank r of the poset is 1 or 2, where we use the definition of rank that says that an antichain has rank 0. (He also proves that the h-vector is unimodal.) He writes, "The proof that we provide for Theorem 1.2 can be considered combinatorial, although we do not explicitly exhibit the necessary injections as this would be rather cumbersome."
Reiner and Welker [12] prove that, when P is ranked, the h-vector is symmetric and unimodal by invoking the (decidedly non-trivial) g-Theorem for simplicial polytopes [18] ; but this is not a combinatorial proof.
Fix a poset P of cardinality n. Let Ω(P , m) denote the number of order-preserving maps from P to an m-element chain and let Ω(P , m) denote the number of strictly orderpreserving maps. These are polynomials in m (the order polynomial and the strict order polynomial, respectively). Stanley 
n Ω(P , −m).
(Kreweras concedes being initially unaware of Stanley's results, but his exposition is still interesting [10] .) Though partially hidden, our Proposition 5.5 really amounts to analyzing the reciprocity theorem and its ingredients from Stanley's theory of P -partitions and considerations like those in [16, Section 18] . (We obtain the final bijection using the involution principle.) Thus we see that Stanley could have solved Stanley's problem by reading Stanley.
The solution to Stanley's problem
We will use the following notation and definitions throughout this section and the next. All numbers will be non-negative integers. 
A multiset is a family with repetitions (so {1, 2, 2, 3} = {1, 2, 3} as multisets). We define cardinality, union, and complementation for multisets appropriately, so {1, 2, 2, 3} = 4, {1, 2} ∪ {2, 3} = {1, 2, 2, 3}, and {1, 2, 2, 3} \ {1, 2} = {2, 3}. 0; σ 1 , . . . , σ k , τ 1 , . . . , τ l ∈ P ), then the concatenation of w 1 and w 2 , denoted w 1 w 2 , is the word
A non-empty finite poset P is ranked of rank r if all maximal chains (totally ordered subsets maximal with respect to set-inclusion) have the same cardinality r + 1; the rank r(ρ) of an element ρ ∈ P is the rank of the subposet {ρ ∈ P | ρ ρ}. Fix a finite ranked poset P of cardinality n 2 and rank r. Fix an order-preserving bijection from P to the chain [n] and label the elements of P as ρ 1 , ρ 2 , . . . , ρ n so that (This is called a natural labelling.) If 
Proof. If ρ < ρ , then r(ρ) < r(ρ ), so there is a saturated chain ρ =: ρ i r(ρ) < · · · < ρ i r(ρ ) := ρ where i r(ρ) , . . . , i r(ρ ) ∈ [n] with i r(ρ) < · · · < i r(ρ ) . By Lemma 5.2(2), q(ρ) = q(ρ i r(ρ) ) < · · · < q(ρ i r(ρ ) ) = q ρ and hence q(ρ ) − q(ρ) r(ρ ) − r(ρ). 2

Corollary 5.4. Let
Proof. There exist ρ , ρ ∈ P such that ρ ρ ρ and r(ρ ) = 0 and r(ρ ) = r. By Lemma 5.3, Then φ k and ψ k are well-defined, mutually-inverse bijections.
We illustrate this bijection in Section 6, which the reader might wish to read while going through the proof below.
Proof. In the first part of the proof, we show that φ k is well defined. Select (w, D) ∈ D k . Let w = w 0 · · · w k be the canonical factorization and let v = v 0 · · · v r+k be as in the statement of the proposition. As 0 o(ρ) + r(ρ) k + r for each ρ ∈ P , v contains each letter of P exactly once.
We show that v is a linear extension. Let ρ, ρ ∈ P be such that ρ < ρ .
Then r(ρ) < r(ρ ) and o(ρ) o(ρ ) (since w is a linear extension), so o(ρ) + r(ρ) < o(ρ ) + r(ρ ).
Thus ρ appears to the left of ρ in v.
By Lemma Because D ⊆ [n − 1] and n 1, we know |w 0 |, |w k | 1. The first letter in w 0 must have rank 0 and so will be in v 0 ; the last letter in w k must have rank r and so will be in
In the second part of the proof, we show that ψ k is well defined. 
Define a map
(a union of multisets).
Define a map
where
(a union of multisets). Then Φ k,l and Ψ k,l are well-defined, mutually-inverse bijections.
Proof. First we show that Φ k,l is well defined.
(w, D), and w , D = Ψ k,l (v, A).
Clearly w = w (because Φ l,l and Ψ l,l are inverses). Also, 
An example of the bijection solving Stanley's problem
Consider the ranked poset of Fig. 6 .1 with n = 6 and r = 2. Its h-vector is (1, 6, 6, 1); see Table 6 .1 for all of its linear extensions. 
The future of an injection
While we have solved the problem of Stanley, our results could be improved in three ways. First, our bijection works for an arbitrary ranked poset with an arbitrary natural labelling, but there may be a more "natural" bijection for particular types of ranked posets with particular natural labellings. So it would still be satisfying to construct the bijection for a product of two chains. Second, the part of our bijection where we invoke the involution principle can probably be described even more explicitly in a manner reminiscent of jeu de taquin (although, needless to say, without the same far-reaching consequences).
Third, one could perhaps prove that h k h n−1−r−k for an arbitrary (not necessarily ranked) poset of cardinality n and height r (k n−1−r 2 ) by refining our solution to Stanley's problem. 
A. Poset menagerie
