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This thesis applies concepts in fractal geometry to the relatively new field of mathematics known 
as chaos theory, with emphasis on the underlying foundation of the field: the butterfly effect. We 
begin by reviewing concepts useful for an introduction to chaos theory by defining terms such as 
fractals, transformations, affine transformations, and contraction mappings, as well as proving and 
demonstrating the contraction mapping theorem. We also show that each fractal produced by the 
contraction mapping theorem is unique in its fractal dimension, another term we define. We then 
show and demonstrate iterated function systems and take a closer look at chaotic and dynamical 
systems, defining terms including terms transitivity, sensitivity to initial conditions, and density of 
spaces, as well as presenting examples that clearly show these concepts. We go on to define the 
butterfly effect, specifying that the initial condition is of the upmost importance, as well as 
introduce attractors, including strange attractors and the Lorenz system (as well as its fractal 
nature), as well as show applications of these concepts to disciplines such as art, science, and 
philosophy. We close by reaffirming the fractal nature of the universe, reassuring the reader that 
chaos is not simply the absence of order, but rather possesses unpredictable qualities which we can 
observe and ponder. 
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The oldest and most effective story of mankind involves a fool who ventures out of
his ordinary world to discover a way to tame the chaos that plagues his home. In
doing so, this budding hero loses some part of himself within the chaos. However, he
eventually finds it again, slays the source of the chaos, and returns to his community
with an item or, more importantly, a lesson of great value to the people.
The fundamental theme this story examines is the relationship between order and
chaos. Order most often refers to a concept that can be easily observed. Mathemat-
ically, the order of a set refers to the number of elements the set contains. However,
chaos is another matter altogether.
The term chaos comes from the Greek khaos meaning “abyss” or “that which is
vast and empty.” As such, one must exercise caution when studying chaos theory,
for as Friedrich Nietzsche warned in Beyond Good and Evil: Prelude to a Philosophy
of the Future, “if you gaze for long into an abyss, the abyss gazes also into you.”
However, if the reader is willing to make the journey into this void, he will find that
chaos is not inherently evil and that there is beauty in this unclear or apparent lack
of order.
2 Preliminaries
To give the reader a sense of what we mean by chaos, we will not define the term
quite yet. Instead, we will first give examples. However, we must first define terms
– some of which we have seen in prior studies of analysis – that will prove useful to
our understanding of chaos.
When we study chaos, we study metric geometry, geometry that is based on the
length of a topological space. That is, in metric geometry, we are concerned with
distances above all else. This is evident in the following definition.
Definition 2.0.1. A metric space (X, d) is a space (set of points) X together with a
real-valued function d : X2 → R, which measures the distance between pairs of points
x and y in X. d must satisfy the following axioms.
 d(x, y) = d(y, x) for all x, y ∈ X
 0 < d(x, y) < ∞ for all x, y ∈ X, x ̸= y
 d(x, x) = 0 for all x ∈ X
 d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X.
The function d is called a metric.
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Euclidean geometry is a subset of metric geometry. For the Euclidean metric
d(x, y) = |x− y| in R,
 |x− y| = |y − x|, so d(x, y) = d(y, x),
 d is nonnegative since it is an absolute value function, and d is finite for all real
numbers x ̸= y,
 d(x, x) = |x− x| = 0, and
 d(x, y) ≤ d(x, z) + d(z, y) by the Triangle Inequality.
The last point in the above example makes use of the Triangle Inequality. We will
use this concept again later, so we will prove it now.
Theorem 1 (Triangle Inequality). If a, b ∈ R, then |a+ b| ≤ |a|+ |b|.
Proof. Clearly, −|a| ≤ a ≤ |a| and −|b| ≤ b ≤ |b|. Adding these inequalities gives us
−(|a|+ |b|) ≤ a+ b ≤ |a|+ |b|,
so |a+ b| ≤ |a|+ |b|.
We can extend the Triangle Inequality to vectors and claim that |u⃗+ v⃗| ≤ |u⃗|+ |v⃗|
for u⃗, v⃗ ∈ Rn. Since this version of the Triangle Inequaltiy possesses largely the
same proof, we will not prove it here. However, if we so chose, we could apply the
Triangle Inequality to higher-dimensional Euclidean spaces to show that they are
metric spaces.
Definition 2.0.2. A sequence {xn}∞n=1 of a metric space (X, d) is a Cauchy sequence
if, for any given number ϵ > 0, there exists an integer N > 0 such that d(xn, xm) < ϵ
for all n,m > N .
The sequence an =
1
2n
is a Cauchy sequence because, for any ϵ > 0, any N such
that 1
2N
< ϵ, and any n,m > N ,

















Definition 2.0.3. A sequence {xn}∞n=1 of a metric space (X, d) converges to a point
x ∈ X if, for any given number ϵ > 0, there exists an integer N > 0 such that
d(xn, x) < ϵ for all n > N . x ∈ X, the point to which the sequence converges, is the
limit of the sequence. That is, limn→∞ xn = x.
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We learn in real analysis that a sequence converges if and only if it is a Cauchy
sequence. When studying other metric spaces, this is not necessarily the case. If a
Cauchy sequence converges to a point not in a metric space, one cannot say that it
converges. However, if a sequence converges, then it is a Cauchy sequence, as stated
by Theorem 2 below.
Theorem 2. If a sequence of points {xn}∞n=1 in a metric space (X, d) converges to a
point x ∈ X, then {xn}∞n=1 is a Cauchy sequence.
Proof. For all ϵ > 0, if N ∈ N and |xn − x| < ϵ2 , then, by the Triangle Inequality, for
all m,n > N ,








Therefore, {xn}∞n=1 is a Cauchy sequence.
From this, we can provide new definitions that we will use periodically throughout
this thesis.
Definition 2.0.4. A metric space (X, d) is complete if every Cauchy sequence {xn}∞n=1
in X has a limit x ∈ X.
Definition 2.0.5. Let S ⊂ X be a subset of a metric space (X, d). A point x ∈ X is
a limit point of S if there exists a sequence {xn}∞n=1 of points xn ∈ S \ {x} such that
limn→∞ xn = x.
Definition 2.0.6. Let S ⊂ X be a subset of a metric space (X, d). The closure of S,
denoted as S is S = S ∪ {Limit points of S}. S is closed if S = S. S is perfect if S
equals the set of all of its limit points.
Definition 2.0.7. Let S ⊂ X be a subset of a metric space (X, d). S is compact if
every infinite sequence {xn}∞n=1 in S contains a subsequence that has a limit in S.
Definition 2.0.8. Let S ⊂ X be a subset of a metric space (X, d). S is bounded if
there is a point a ∈ X and a real number R > 0 such that d(a, x) < R for all x ∈ X.
This is a more general definition of a bounded set than one we learn in an intro-
ductory analysis class. Whereas the more traditional definition emphasizes points in
R, the definition used for our purposes involves points in other metric spaces, which
is to be expected given the premise of metric geometry.
Definition 2.0.9. Let S ⊂ X be a subset of a metric space (X, d). S is totally
bounded if, for each ϵ > 0, there exists a finite set of points {y1, y2, y3, . . . , yn} ⊂ S
such that, whenever x ∈ X, d(x, yi) < ϵ for some i ∈ N. The set {y1, y2, y3, . . . , yn}
is called an ϵ-net.
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These definitions are used to prove a new theorem, named after the German math-
ematician Eduard Heine and the French mathematician Émile Borel, about subsets
of Rn. We will not prove it here, but we will use it to view some examples.
Theorem 3 (Heine–Borel Theorem). A subset S of the Euclidean space Rn is closed
and bounded if and only if S is compact.
By definition, any compact metric space is complete. However, the converse is
not necessarily true. We will show that the space R with the Euclidean metric is
complete, but it is not compact.
Lemma 4. The Euclidean space R with the Euclidean metric forms a complete metric
space that is not compact.
Proof. We showed above that R with the Euclidean metric forms a metric space with
the distance function d(x, y) = |x − y|. Since the metric space is R, by definition,
every Cauchy sequence of real numbers has a limit. Thus, every Cauchy sequence
in R is convergent. By definition, R with the Euclidean metric is a complete metric
space.
However, clearly, R is not closed and bounded. By the Heine–Borel Theorem, R
with the Euclidean metric is not compact.
While a set being compact literally implies that it is closed and totally bounded,
it is not logically clear. However, in 1817, the Bohemian mathematician Bernard
Bolzano proved this statement as a lemma of the intermediate value theorem. Roughly
fifty years later, the German mathematician Karl Weierstrass proved this again, this
time establishing its outside significance. We prove the Bolzano-Weierstrass sequen-
tial compactness theorem, which is quite similar to the Heine-Borel Theorem, here.
Theorem 5 (Bolzano-Weierstrass Theorem). Let (X, d) be a complete metric space,
with S ⊂ X. S is compact if and only if S is closed and totally bounded.
Proof. Assume that S is compact, that ϵ > 0, and, by way of contradiction, that there
does not exist an ϵ-net for S. There exists an infinite sequence of points {xn ∈ S}
with d(xi, xj) ≥ ϵ for all i ̸= j. This sequence must possess a convergent subsequence
{xNi}. By Theorem 2, this sequence is a Cauchy sequence. Thus, there exists a pair
of unequal integers Ni and Nj such that d(xNi , xNj) < ϵ. However, d(xNi , xNj) ≥ ϵ,
leaving us with a contradiction. Therefore, there exists an ϵ-net, making S closed and
totally bounded.
Now assume that S is closed and totally bounded, and let {xi ∈ S} be an infinite
sequence of points in S. Since S is totally bounded, there exists a finite collection of
closed balls of radius 1 such that S is contained in the union of these balls. By the
Pigeon-Hole Principle, one of these balls (such as B1) contains infinitely many points
Xn. Now let N1 be such that xN1 ∈ B1. Clearly, B1 ∩ S is totally bounded, which
allows us to cover B1 ∩ S by a finite set of balls of radius 12 . By the Pigeon-Hole
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Principle, one of the balls (such as B2) contains infinitely many points xn. Thus, we
choose N2 such that xN2 ∈ B2 and N2 > N1. Continuing with this pattern, we have
B1 ⊃ B2 ⊃ B3 ⊃ · · · ⊃ Bn ⊃ · · · ,
where Bn possess radius
1
2n−1
and a sequence of integers {Nn}∞n=1 such that xNn ∈ Bn.
Clearly, {xNn}∞n=1, a subsequence of {xn}, is a Cauchy sequence in S. Since S is closed
and X is a complete metric space, S is complete as well. Therefore, {xn} converges
to a point x ∈ S, making S compact.
In the proof of the Bolzano-Weierstrass Theorem, we used the Pigeon-Hole Prin-
ciple, which states that, if there are k boxes and k + 1 pigeons each lay one egg in a
box, then at least one box contains at least two eggs. We will prove this slightly more
formally below. Most mathematicians treat this principle as a theorem, and rightly
so. However, for our purposes, we will treat it simply as a lemma.
Lemma 6 (Pigeon-Hole Principle). If k ∈ N and k+1 objects are placed into k boxes,
then at least one box contains two or more objects.
Proof. Assume, by way of contradiction, that no box has more than one object. The
maximum number of objects is k. However, we have k + 1 objects, leaving us with a
contradiction. Therefore, at least one box contains two or more objects.
As an example of the Bolzano-Weierstrass Theorem, consider the sequence (−1)n.
(−1)n = (−1, 1,−1, . . .) does not converge, but (−1)2k = (1, 1, 1, . . .) converges to 1.
We now turn to a space that is fundamental to chaos theory.
Definition 2.0.10. Let (X, d) be a complete metric space. (H (X), h), referred to
as a Hausdorff space, denotes a metric space whose points are the nonempty compact
subsets of X.
Moreover, it is essential to define the concept which we will examine. Unfortu-
nately, neither Benoit Mandelbrot, Kenneth Falconer, nor Michael Barnsley provide
a clear, formal definition of a fractal. In fact, they leave the term undefined, save for
the rather vague definition that Mandelbrot proposed below.
Definition 2.0.11. Let (X, d) be a metric space and A ∈ H (X). A is a fractal if
its Hausdorff dimension differs from its topological dimension.
The word fractal comes from the Latin fractus meaning “broken.” Etymologically,
fractal geometry is the opposite of algebra, a term which comes from the Arabic
al-jabr meaning “the restoration of broken parts.”
Visually, a fractal is captivating to the eye. Fractals are said to be self-similar ;
that is, regardless of the scale at which one views a fractal, the same pattern is present.
For instance, the von Koch curve (as shown below) is created by removing the middle
5




























Figure 1: The progression of the algorithm which shows the original space and the
first, second, and fifth iterations and produces the von Koch curve.
third of a line segment, placing an equilateral triangle on both new endpoints, and
repeating for each new line segment.
The concept of fractals, however, is somewhat paradoxical. When Mandelbrot
began studying fractal geometry, he posed the question of how to measure the length
of the coastline of Great Britain. Traditionally, we determine the perimeter of a figure
by dividing the figure into numerous smaller line segments and calculating the sum of
their lengths. Unfortunately, the line segments of self-similar objects are so close to,
but not equal to, zero that we cannot measure them by conventional means. Fractals
that can be viewed in two dimensions possess a finite area but an infinite perimeter.
Similarly, fractals that exist in three-dimensional space possess a finite volume but
an infinite surface area.
Alternatively, a fractal could be defined as a space with a non-integer Hausdorff
dimension. Of course, we must distinguish between the terms topological dimension
and Hausdorff dimension.
Definition 2.0.12. Suppose (X, d) is a metric space and A ∈ H (X). For every
ϵ > 0, let N(A, ϵ) represent the smallest number of closed balls of radius ϵ > 0 needed





exists, then D is known as the fractal dimension of A.
The word ball refers to the set of all points whose distance from the center is less
than or equal to the length of a given radius. In one dimension, a ball is merely an
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interval on the real number line. In two dimensions, a ball is a filled circle. In three
dimensions, a ball is a filled sphere. In four or more dimensions, we merely refer to
this as a ball.
Definition 2.0.13. Suppose (X, d) is an n-dimensional metric space and A ⊆ X.
The Hausdorff dimension of A is n.
In practice, if a figure is scaled by a coefficient s and the number of copies of
the original figure that are produced N is calculated, the Hausdorff dimension of the




For example, when scaled by a factor of 3, the von Koch curve is copied four times.
Thus, the von Koch curve possesses a Hausdorff dimension of log3 4 ≈ 1.262.
In contrast, we have the Lebesgue covering dimension, more commonly referred
to as the topological dimension, of a space as defined below.
Definition 2.0.14. A space X is finite dimensional if there exists an integer m such
that, for every open covering A of X, there exists an open covering B of X that refines
A and has order at most m+1. The topological dimension of X is the smallest value
of m for which X is finite dimensional. We denote the topological dimension of X by
dimX.
For smooth, traditional, Euclidean figures, such as rectangles and triangles, the
Hausdorff dimension is the same as the topological dimension. In contrast, for figures
that are more rough, the Hausdorff dimension differs from the topological dimension.
However, not all fractal dimensions are calculated; some are merely conjectured, while
others, like that of the Lorenz attractor (which we will see later), are measured with
a technique commonly referred to as the box-counting technique. This technique
uses the concept of attractors, which we will define later, but we will still prove the
Minkowski–Bouligand Box-Counting Theorem now.
Theorem 7 (Box-Counting Theorem). For A ∈ H (Rm), where the Euclidean met-
ric is used, cover Rm with closed square boxes of side length 1
2n
, and let Nn(A)
represent the number of boxes of side length 1
2n




, then A has fractal dimension D.
Proof. For m ∈ N,





for all n ∈ N, where k(n) denotes the smallest integer k ≥ n − 1 + 1
2
log2m. Now a
ball of radius 1
2n
can intersect at most 2m boxes of side length 1
2n−1


















Thus, N (A, 1
2n










Even though Barnsley uses boxes of side length 1
2n
in the proof of the Box-Counting
Theorem, he claims that there is nothing special about it and that it is equally effective
to use box lengths of Crn, where C > 0 and 0 < r < 1 are fixed real numbers. We
demonstrate this in Figure 2 by returning to the von Koch curve.
Figure 2: A demonstration of the box-counting technique on the von Koch curve. As
the length of the box is scaled down by 1
3
, four times as many boxes are required
to completely fill the curve. Thus, we can approximate the fractal dimension of the










2 log3(2) = log3(4) ≈ 1.262.
Essentially, the box-counting method involves choosing a square box with a given
inside measure (such as area or volume), counting how many of those boxes would
fit into the figure, and multiplying this by the inside measure of each box to obtain
the inside measure of the figure. We then scale the figure by a constant value and
repeat the process with the same square box, Most often, though, fractal dimensions
are calculated with special kinds of transformations.
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Definition 2.0.15. Let (X, d) be a metric space. A transformation on X is a function
f : X → X.
In other words, a transformation is a function specifically for spaces. Specifically,
we will observe the behavior of affine transformations.
Definition 2.0.16. Let f : X → X be a transformation on a metric space. The
forward iterates of f are transformations f ◦n : X → X by
f ◦0(x) = x,
f ◦1(x) = f(x),
· · ·
f ◦(n+1)(x) = f ◦ f (n)(x)
= f(f (n)(x))
for n = 0, 1, 2, . . .. If f is invertible, then the backward iterates of f are transforma-
tions f ◦(−m) : X → X by
f ◦(−1)(x) = f−1(x),
· · ·
f ◦(−m)(x) = (f ◦m)−1(x)
for m ∈ N.
Definition 2.0.17. If f : R2 → R2 is defined by
f(x, y) = (ax+ by + c, gx+ hy + j)
where a, b, c, g, h, and j are real numbers, then f is a two-dimensional affine
transformation.




















Of course, we can change these to three- or higher-dimensional vectors if necessary.
Definition 2.0.18. Let f : X → X be a transformation on the metric space (X, d). f
is contractive or a contraction mapping if there exists a constant s, where 0 ≤ s < 1,
such that
d(f(x), f(y)) ≤ s · d(x, y)
for all x, y ∈ X. s is known as the contractivity factor for f .
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It is also important to know that a composition of contraction mappings is also a
contraction mapping.
Lemma 8. If f and g are contraction mappings, where f has a contractivity factor
of s and g has a contractivity factor of t, then f ◦ g is a contraction mapping with a
contractivity factor of s · t.
Proof. Since f is a contraction mapping, d(f(x), f(y)) ≤ s · d(x, y) for 0 ≤ s ≤ 1.
Similarly, since g is a contraction mapping, d(g(x), g(y)) ≤ t · d(x, y) for 0 ≤ t ≤ 1.
Hence,
d(f(g(x)), f(g(y))) ≤ s · d(g(x), g(y))
≤ s · t · d(x, y).
This will prove to be useful when we use iterated function systems later. We are
nearly prepared to see chaos in action. However, we must first define one more useful
term.
Definition 2.0.19. Let f : X → X be a transformation on a metric space. A point
xf ∈ X such that f(xf ) = xf is called a fixed point of f .
We must now show that, in a given interval, there exists a fixed point.
Theorem 9 (Fixed Point Theorem). For a continuous transformation f : [0, 1] →
[0, 1], there exists a fixed point xf . That is, f(xf ) = xf .
Proof. If f(0) = 0, then 0 is the fixed point. Similarly, if f(1) = 1, then 1 is the fixed
point.
Assume that the points 0 and 1 are not fixed points, and let g(x) = f(x)− x. Since
0 is not a fixed point, g(0) = f(0) − 0 = a > 0. Similarly, 1 is not a fixed point, so
g(1) = f(1) − 1 = b < 0. By the Intermediate Value Theorem, there exists a point
xf such that g(xf ) = 0. Now g(xf ) = f(xf ) − xf , so f(xf ) − xf = 0. Therefore,
f(xf ) = xf .
We again use the von Koch curve to show the Fixed Point Theorem in Figure 3.
This time, however, we begin with a different starting space, applying the same affine
transformation to each point.
3 Chaotic Contraction Mappings
As stated earlier, fractals are self-similar. To produce fractals, we use an algorithm
that shows self-similarity in its progression. This describes the Contraction Mapping
Theorem.
10




























Figure 3: Another progression of the algorithm which shows the original space and
the first, second, and fifth iterations and produces the von Koch curve.
Theorem 10 (Contraction Mapping Theorem). Let f : X → X be a contraction
mapping on a complete metric space (X, d). Then f possesses exactly one fixed point
xf ∈ X, and for any point x ∈ X,
lim
x→∞
f ◦n(x) = xf .
Proof. Let 0 ≤ s < 1 be the contractivity factor for f. By the definition of a contrac-
tion mapping,
d(f ◦n(x), f ◦m(x)) ≤ sm∧n · d(x, f ◦|n−m|)(x) (1)
for all m, n = 0, 1, 2, . . ., where x ∈ X is fixed. For k = 1, 2, 3, . . .,
d(x, f ◦n(x)) ≤ d(x, f(x)) + (f(x), f ◦2(x)) + · · ·+ d(f ◦(k−1)(x), f ◦k(x))
≤ (1 + s+ s2 + · · ·+ sk−1)d(x, f(x))
≤ (1− s)−1d(x, f(x)).
(2)
Substituting this into equation (1) presents us with
d(f ◦n(x), f ◦m(x)) ≤ sm∧n · (1− s)−1 · (d(x, f(x))),
which indicates that {f ◦n(x)}∞n=0 is a Cauchy sequence. SinceX is complete, {f ◦n(x)}∞n=0
has xf ∈ X as a limit. Thus,
lim
x→∞
f ◦n(x) = xf .
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Now, since f is contractive, f is also continuous, meaning that







Finally, assume, by way of contradiction, that f possesses more than one fixed point,
xf = f(xf ) and yf = f(yf ). As such,
d(xf , yf ) = d(f(xf ), f(yf )) ≤ s · d(xf , yf ),
where (1− s)d(xf , yf ) ≤ 0. This suggests that d(xf , yf ) = 0. Therefore, xf = yf .
The algorithm used to produce the von Koch curves in Figures 1 and 3 make use
of the Contraction Mapping Theorem. Although their starting spaces are different,
the algorithm used to obtain them is the same. Thus, their fixed points are uniquely
determined.
Definition 3.0.1. A (hyperbolic) iterated function system (or IFS) consists of a
complete metric space (X, d) combined with a finite set of contraction mappings
wn : X → X, with respective contractivity factors sn, where n = 1, 2, 3, . . . , N . The
notation for this particular IFS is {X|wn, n = 1, 2, 3, . . . , N} with a contractivity
factor of s = max {sn;n = 1, 2, 3, . . . , N}.
Several contraction mappings iterated one after another produce iterated function
systems, and iterated function systems produce fractals. We will now extend iterated
function systems to a theorem which Barnsley developed.
Theorem 11 (Collage Theorem). Let (X, d) be a complete metric space, and let both
L ∈ H (X) and ϵ ≥ 0 be given. Choose an IFS {X; (w0, w1, w2, w3, . . . , wn} with
contractivity factor 0 ≤ s < 1 such that
h(L,∪ni=0wi(L)) ≤ ϵ,









for all L ∈ H (X).
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Proof.










≤ d(x, f(x))(1 + s+ s2 + · · · sn−1).
Since 0 ≤ s < 1, 1+s+s2+· · · sn−1 = 1
1−s is a convergent geometric series. Therefore,




The Collage Theorem shows that the Hausdorff distance between a set L and an
attractor A is less than ϵ
1−s , where s is the contractivity factor of our chosen IFS.
4 Chaos and the Butterfly Effect
Now that we have explored the concept of chaos, we will now define the term. Put
informally, chaos refers to unpredictability based on changes, no matter how slight,
in the initial condition of a system. We will formally define the term chaos in this
section, but we first must define four other terms.
Definition 4.0.1. A transformation f : X → X denoted by {X, f} is a dynamical
system on the metric space (X, d). The sequence {f ◦n(x)}∞n=0 is called the orbit of a
point x ∈ X.
Definition 4.0.2. For open subsets U and V of the metric space (X, d), if there exists
a finite integer n such that
U ∩ f ◦n(V ) ̸= ∅,
then the dynamical system {X, f} is transitive.
Definition 4.0.3. If there exists δ > 0 such that, for any x ∈ X and any ball
B(x, ϵ) with radius ϵ > 0, there exists a y ∈ B(x, ϵ) and an integer n ≥ 0 such
that d(f ◦n(x), f ◦n(y)) > 0, then the dynamical system {X, f} is sensitive to initial
conditions.
Definition 4.0.4. Suppose (X, d) is a metric space. If the closure of the subset
B ⊂ X equals X, then B is dense in X.
We now possess everything we require to formally define chaos.
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Definition 4.0.5. If a dynamical system {X, f} is transitive, it is sensitive to initial
conditions, and the set of periodic orbits of f is dense in X, then {X, f} is chaotic.
No matter how one studies chaos theory, he always seems to return to one underly-
ing idea. The butterfly effect is not a mathematical term so much as a metaphor used
by chaos theorists. As such, it possesses no formal definition. In December 1972, the
American meteorologist Edward Lorenz offered the comparison at an annual session
for the American Association for the Advancement of Science: “a butterfly flapping
its wings in Brazil can produce a tornado in Texas.” In other words, as we proposed
earlier, given a dynamical system, the slightest change in the initial condition has the
potential to alter the end result drastically.
For instance, suppose the reader slides a coin slowly off of a table, marks its
landing position, and repeats this process numerous times. The reader sees that
the coin lands in many different locations on the floor. The reader must replicate the
initial conditions and repeat the process exactly, with not even the slightest variation,
to produce the same result. This is, of course, virtually impossible, as there are infinite
points on the table which to slide the coin off, among countless other variables. Thus,
this experiment clearly demonstrates chaos.
We can also show the butterfly effect by returning to an earlier example. In Figure
1, we showed the progression of the sequence of affine transformations that produces
the von Koch curve, and in Figure 3, we showed that the original space does not have
to be the same. However, if we make even the slightest change in the algorithm that
creates the curve, then we may obtain the result shown in Figure 4.
5 The Mandelbrot Set
We now turn to a very special fractal with many unique properties, including those
of chaos.
Definition 5.0.1. The set {c ∈ C|zn+1 = z2n + c converges or oscillates, z0 = 0},
when graphed in the complex plane, is known as the Mandelbrot set.
Our goal here is to demonstrate that the sequence which produces the Mandelbrot
set is highly sensitive to the initial conditions; that is, the sequence depends heavily
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Figure 4: The progression of a slightly different algorithm which shows the original
space and the first, second, and fifth iterations and produces a different figure than
the von Koch curve.




















· · · ,
and although the value of zn+1 keeps increasing, it eventually converges to a finite
value. Hence, 1
4
is in the Mandelbrot set, but 1
2
is not. Similarly, if c = i, then
z0 = i,
z1 = −1 + i,
z2 = −i,
z3 = −1 + i,
· · · ,
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Figure 5: The Mandelbrot set



























· · · .





+ i is not in the Mandelbrot set.
These examples show that the sequence which produces the Mandelbrot set is
highly sensitive to the value of c that is used. This makes the Mandelbrot set chaotic.
Mandelbrot applied his famous coastline paradox to fractals, especially his own.
However, because the Mandelbrot set exhibits more chaos than most fractals, even
he could not calculate the fractal dimension of the figure. In fact, Kyoto University
Professor Mitsuhiro Shishikura calculated the fractal dimension of the Mandelbrot
set in 1991.
Theorem 12. If ∂M is the space that forms the boundary of the Mandelbrot set, and
H-dim(A) represents the Hausdorff dimension of a space A, then H-dim(∂M) = 2.
For the proof of this theorem, see [7].
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6 Attractors
Theorem 13. Let {X;wn, n = 1, 2, 3, ..., N} be an iterated function system with
contractivity factor s. The transformation W : H (X) → H (X) defined by
W (B) = ∪nn=1wn(B)
for all B ∈ H (X), is a contraction mapping on the complete metric space (H (X), h(d))
with contractivity factor s. In other words,
h(W (B),W (C)) ≤ s · h(B,C)
for all B,C ∈ H (X). Its unique fixed point A ∈ H (X), such that
A = W (A)
= ∪nn=1wn(A),
is given by A = limn→∞ W
◦n(B) for any B ∈ H (X).
According to Theorem 13, the union of all the contraction mappings of an IFS is
also a contraction mapping. The fixed point described in Theorem 13 is called the
attractor of the IFS. To clarify, we give the following definition.
Definition 6.0.1. For a continuous transformation f : X → X, a subset A of X is
an attractor for f if X is a closed set such that
 f(A) = A;
 for all x ∈ B, where B is an open set and A ⊆ B, the distance between fk(x)
and A converges to zero as k goes to infinity; and
 for any other set C that satisfies the first two conditions, A ⊂ C.
In contrast, A is a repeller if
 f(A) = A;
 for all x ∈ B, where B is an open set and A ⊆ B, the distance between fk(x)
and A diverges as k goes to infinity; and
 for any other set C that satisfies the first two conditions, A ⊂ C.
Put more simply, an attractor is the state that the chaotic system trends towards.
As such, attractors show the existence of order within chaos. For instance, suppose
there exists a marble rolling inside a smooth, rounded bowl. Regardless of where the
ball begins, the ball will always come to rest in the center of the bowl at the bottom.
Therefore, the attractor of this system is the point at the center of the bowl.
Barnsley claims that attractors are called strange attractors “when these are in-
teresting to look at” [1]. Unfortunately, this definition does not leave much to the
imagination. Therefore, we will provide a slightly more formal definition here.
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Definition 6.0.2. An attractor with a fractal dimension is called a strange attractor.
As the reader can infer by this definition, a strange attractor is a fractal. Lorenz
also defined a strange attractor as an attractor “that consists of an infinite number
of curves, surfaces, or higher-dimensional manifolds – generalizations of surfaces to
multidimensional space – often occurring in parallel sets, with a gap between any two
members of the set” [4]. He also claimed that a strange attractor, “when it exists,
is truly the heart of a chaotic system. If a concrete system has been in existence for
some time, states other than those extremely close to the attractor might as well not
exist; they will never occur. For one special complicated system – the global weather
– the attractor is simply the climate, that is, the set of weather patterns that have
at least some chance of occasionally occurring” [4]. Much like how the climate sets
the boundaries for the weather in a particular location, strange attractors set limits
on chaos.
Perhaps the most famous strange attractor is the Lorenz attractor (with a box-
counting fractal dimension of approximately 2.0627160, according to [6]), which Lorenz
used to model the behavior of fluids that are warmer at the top than at the bottom.




= σ(y − x),
dy
dt
= rx− xz − y,
dz
dt
= xy − bz,
(3)
where x refers to the intensity of the fluid motion and y and z measure the horizontal
and vertical temperature variations, respectively. We also have three parameters, all
of which are positive, real numbers: σ – which is called the Prandtl number – and
b depend on the fluid layer’s material and geometric properties, respectively, while r
– known as the Rayleigh number – is proportional to the difference in temperature
∆T .
We examine this system of differential equations by first finding its Jacobian ma-
trix J for 
dx
dt
= F (x, y, z),
dy
dt
= G(x, y, z),
dz
dt
= H(x, y, z).
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In this case,
J[F,G,H](x, y, z) =




 −σ σ 0r − z −1 −x
y x −b
 .
We then locate the critical points by solving the system
σx− σy = 0,
rx− y − xz = 0,
−bz + xy = 0.
From this, we see that y = x, so
x(r − 1− z) = 0,
−bz + x2 = 0.
If we let x = 0, then we see that y and z are also equal to 0. Thus, (0, 0, 0)
is a critical point of the system for all values of r. It is also the only critical





b(r − 1), r − 1).
We can use arbitrary values of σ and b in the next step of our analysis, but to
simplify the following instructions, we will use σ = 10 and b = 8
3
, a pair of values that
Lorenz used. Thus, near P0 = (0, 0, 0), our approximating linear system isxy
z
′ =






We can then determine the eigenvalues of this matrix.
det













+ λ)((−10− λ)(−1− λ)− 10r)
= −(8
3
+ λ)(λ2 + 11λ− 10r + 10)
= 0.
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Notice that all three eigenvalues are negative when r < 1. When r = 1, one of the
eigenvalues is equal to zero, and when r > 1, this same eigenvalue is positive. Hence,
P0 is asymptotically stable (solutions converge to P0) for 0 ≤ r < 1 and unstable for
r > 1.








(r − 1), r − 1).






















We can then find the eigenvalues of this new matrix.
det

−10− λ 10 0











(r − 1) −8
3
− λ
 = (−10− λ)det
 −1− λ −√83(r − 1)√
8
3





 1 −√83(r − 1)√
8
3




= −(λ+ 10)[(−1− λ)(−8
3





− λ) + 8
3
(r − 1)]









Clearly, the eigenvalues for this new matrix depend more heavily on values of r.
Boyce, Diprima, and Meade give the following conditions.
If 1 < r < r1 ∼= 1.3456, then the matrix has three distinct, negative, real eigenval-
ues.
If r1 < r < r2 ∼= 24.737, then there exist one negative, real eigenvalue and two
complex eigenvalues with negative real part.
If r > r2, then there exist one negative, real eigenvalue and two complex eigenval-









(r − 1), r − 1) possesses the same results as P1. This
brings us to the following conclusions.
 For 0 < r < 1, the only critical point P0 is asymptotically stable. All solutions
approach P0 as t goes to infinity.
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 For 1 < r < r1, the critical points P1 and P2 are asymptotically stable, while
P0 is unstable. All solutions approach either P1 or P2 exponentially.
 For r1 < r < r2, the critical points P1 and P2 are asymptotically stable, and P0
is unstable. While all solutions approach either P1 or P2, most solutions spiral
inward to the closest critical point.
 For r > r2, all three critical points are unstable. Thus, most solutions near P1
or P2 spiral away from those points.
An example of these solutions is given on the three-dimensional coordinate system
in Figure 6.
Figure 6: The Lorenz attractor for 0 ≤ t ≤ 100 when σ = 10, b = 8
3
, and r = 28.
Based on the shape of the image in Figure 6, it is clear why Lorenz referred to
chaos as the butterfly effect. We plot the individual Lorenz equations in Figure 7.
Only two equations are shown, but as we noted earlier, x = y.
Figure 8 shows the plot of the solutions of the Lorenz system when r = 27. Even
though the values of r differ by 1, the two solutions are quite different. This slight
change in the initial condition clearly shows the chaotic nature of the Lorenz curve.
The graphs in these figures appear to cross over themselves repeatedly. However,
according to the general uniqueness theorem, the trajectories in three-dimensional
space do not.
Theorem 14 (Existence and Uniqueness of Solutions of Nonlinear Differential Equa-
tions). If f is continuous on an open rectangle R = {(x, y)|a < x < b, c < y < d}
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Figure 8: The solution to the Lorenz equations for 0 ≤ t ≤ 100 when σ = 10, b = 8
3
,
and r = 27.
that contains (x0, y0), then y
′ = f(x, y), where y(x0) = y0, has at least one solution
on some open subinterval of (a, b) that contains x0. In addition, if both f and fy are
continuous on R, then y′ = f(x, y), where y(x0) = y0, has a unique solution on some
open subinterval of (a, b) that contains x0.
Notice that for certain intervals of t, the oscillations appear to occur in a regular
pattern. In addition, all solutions for x, y, and z appear to remain bounded. While
the result is highly sensitive to the initial condition, the solutions possess certain
patterns as well.
This possesses many applications in fields such as numerical computing and mete-
orology. The smallest difference in step sizes of t or other places in the algorithm can
produce impressively large deviations in the result. As such, since 1975, the Lorenz
system has remained one of the most studied concepts of mathematics.
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7 Conclusion
One of the reasons chaos is mesmerizing to view is that humans evolved through
generations of looking at nature, the most chaotic force there is. As Frank Herbert
wrote in Dune, deep inside “the human unconscious is a pervasive need for a logical
universe that makes sense. But the real universe is always one step beyond logic” [3].
As such, chaos is not merely the absence of order. Rather, chaos shows the viewer
how unpredictable the universe is. However, there is always some form of order within
chaos.
Lorenz once described chaos theory as when “the present determines the future,
but the approximate present does not approximately determine the future.” While the
behaviors of chaotic systems can be considered unpredictable, they are deterministic,
meaning that they are determined before the system is at work without influence
from other, random variables. It is this kind of unpredictability which allows us to
ponder our reality, to make our own journey into the abyss and discover that chaos
is quite a marvelous concept indeed.
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