Abstract -A new stereo matching approach based on first order invariant moment is proposed. First order invariant moment is utilized in our algorithm to transform the left and right images from the input space to the feature space, and the improved a simple tree structure dynamic programming ba-sed on adaptive parameters is introduced to evaluate the disparity map to reduce the mismatching points on discontinuous and low texture regions. To testify the applicability of the proposed algorithm, it is applied to gray images captured in the real situation, and the results of experiments show that the proposed algorithm can effectively improves the quality of disparity map on interference areas.
Introduction
The robust and accurate computation of stereo depth is an important problem for the visual tasks. In the real scene, because of the influence of illumination and certain types of image distortion, the points of left image are unable to identify the correct matching points in right image.
Two non-parametric transforms which have been proposed for the stereo matching problem are the rank transform [1] and Census transform [2] . But the pix-based construction in image isn't considered. So the paper proposes an algorithm used first order invariant moment transform due to its insensibility to illumination and amenability to geometry distortion. The process of matching based on image feature can be analyzed and processed more effectively.
Generally speaking, stereo matching can be categorized into two major classes: local methods and global methods. Local methods usually employ winner-take-all (WTA) to select the optimal disparity. But local methods provide poor disparity map if the cost is not aggregated properly, and too much noise also limits its application. While most global methods such as graph-cut(GC) [3] , dynamic programming(DP) [4] , and belief propagation (BP) [5] skip the aggregation step to maintain an unpolluted cost entry. Global methods can provide smooth results but are also time and memory consuming. Dynamic programming optimization is also widely used to achieve real-time stereo matching. It optimizes within separate scanlines and can be implemented in parallel. Now many variations of DP are proposed to solve the well-known streaking effect which is caused by the lack of inter-scanline coherence in vertical direction and acquire a smoother disparity map.
There have been many variations of DP proposed for problem which caused by the by the lack of inter-scanline coherence and smoothness in the disparity map.
Gong and Yang [6] presents a two-pass DP. Cost volume recomputed during the horizontal DP process is incorporated in the following vertical DP optimization. Horizontal streaking artifact is reduced but vertical streaking brought in.
The two-pass DP algorithm is presented [6] , which computes the cost volume in the horizontal DP process. Obviously, horizontal streaking artifact is reduced but vertical streaking brought in.
Veksler [7] proposes a method to connect all points on a tree. By performing dynamic optimization on the tree, a global optimization result is achieved. All edges both in horizontal and vertical direction are treated symmetrically during the optimization step, through which streaking artifact is reduced. However, due to pix-based construction and edge loosing during tree structuring, the performance is somehow degraded.
The tree structure used in dynamic optimization has been proposed in [7] , where the horizontal and vertical directions are both considered, so that streaking artifact can be reduced. The disadvantage of this algorithm is the edge loosed.
The paper proposes a simple tree structure dynamic programming based on adaptive parameters can reduces this artifact and reduces error matches in the repeat texture areas of complex background. If a tree has nodes and the number of possible disparity values is h, then the straightforward dynamic programming takes O(nh 2 ) time. However for a certain restricted but still quite useful type of energy functions, the running time can be reduced to O(nh), which is the complexity of our method.
Invariant Moment
The traditional stereo matching algorithms such as SAD, SSD [8, 9] estimate the disparity only based on local intensity between stereo images so that the results may be susceptible to difference and noise from illumination.
From the point of feature space, except the reason of experiment environment, the information of the gray space is relative narrow, which only represents the intensity of the pixel but ignores the position information of other pixels relating to the central one. So the invariant moment space is presented for stereo matching. The paper proposes a method which improves pixel uniqueness information to be satisfied for a correct match.
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In this section, the paper firstly describes the equations of first moment invariant, then the paper shows how to use it to reduce influence of illumination and geometry distortion.
I means the left or right image, for every pixel (x,y) and the window size w is started from 3*3,for calculating m 00 ,m 01 
The two-dimensional (p+q)th order moments of a density distribution function f(x,y) are defined the gray value of the pixels in the window of left and right images in (1) .
Put m pq (1) into formula for calculating µ pq ,and compute µ 20 and µ 02 .
The central moments µ pq that have the property of translation invariance are given by The invariant moment calculated by (1)- (4), not only have translation, scaling, rotation invariance, but also response character of the image.
The moment invariant transformation process involves passing the window over the image, and at each point, computing the value of 1  and replacing the value of central pixel in the window.
Dynamic Programming on a Tree
In the process of matching, there are two reasons for mismatching: texture repeats in small scale, where image's feature cannot keep uniqueness in disparity range, and geometry distortion or occlusion, where the points in two views are not accordance.
First order invariant moment can reduce error matches, but analyzing the feature of the mismatching points, they always appear in disparity jump of low texture regions. So we consider utilizing the programming as the disparity calculating method.
Let it be the set of all pixels in the transformed image pair and D denotes the set of allowed disparity labels. We formulate the stereo matching task, finding a disparity solution D that maps each pixel p ∈ It to its own disparity dp ∈ D . This paper seeks for a disparity map D by minimizing a predefined energy functional E(D), which is typically in the form of
Here, the data term Edata assesses the agreement of the disparity solution with the input images by computing a match measurement. In addition, the smoothness term Esmooth imposes a penalty on spatially neighbouring pixels carrying different disparity. Obviously Edata holds for the difference between left and right images and Esmooth controls the smooth of the disparity map. When Esmooth and Esmooth achieve their minimize value in the disparity range, which means the value of disparity map is relative correct and stay similar with the pixel around. The programming problem can be rewritten in Eq.(6).
In our approach, we benefit from the simple structure of our tree to significantly improve the computational speed. The simple tree algorithm transforms global programming to local problem to optimize the disparity of every pixel in its neighboring area. Construct the tree structure around central point which is root point P. Optimizing process starts from the leaf point at the edge of structure to the root point, and calculates the optimizing value of cost function at each possible disparity of every pixel in the structure and finds out the minimize value of the cost function at the root point, whose disparity is regarded as the disparity of the root point.
At first, the tree structure and the iteration direction should be defined. Divide the neighboring pixels of the central point P as Fig.1(a)(b) . Fig.1(c) shows the scheme of the horizontal tree programming. We compute the value of cost function along with the iteration direction from outside to inside at each horizontal scanline.
Secondly construct the cost function of central point P.
Where the m(p x,y ,d) denotes the difference between P in left image and corresponding point in right image at disparity d, which equals Edata in Eq.(5). The latter one, arg min ( , )
In the experiment, to achieve a good disparity map in different regions, we need different  . For the region with complex texture,  is supposed to be relative large, oppositely  should be small. So we set the value of  relied on the variance of a window. The reason is simple: the variance can reflects and be along with the value of pixels changing in a window. So the  can be written as εv p , where the  is to have
Simply the Eq.(11), the programming process can be divided to horizontal and vertical programming. For horizontal programming shown in Fig.1(c) The results show that our algorithm produces relatively accurate disparity map and could properly alleviate the influence of the illumination. Dynamic programming on a tree based moment invariant image pairs are effectively reduced error matches in repeat texture of complicated background.
Conclusion
The paper proposes first order moment invariant image pair for stereo matching that not only preserves the image gray level information, but also includes the relative position between the pixel information .
On the calculation of disparity map, this paper puts forward the dynamic programming on a simple tree method based on adaptive parameters, considering the dissimilarity in image pair and the smoothness in disparity map. The paper proposes an adaptive parameter method based on different texture feature area, as a result reduces ambiguous matches caused by jump error between pixels and the use of simple tree method to improve the optimization process speed.
Experiments prove that the appearance of smooth term effectively restrain low texture area, illumination and geometry distortion.
