ABSTRACT Heterogeneous networks that consist of densely deployed base stations of different (macro and small-cell) tiers are envisioned to be among the key technologies for providing the high data rates required in 5G systems. Moreover, interconnecting small-cell base stations via millimeter-wave (mm-wave) backhaul links is a flexible and cost-effective alternative to fiber optic backhauling. Given a set of mm-wave backhaul links, this paper addresses the problem of scheduling all links in the minimum number of time slots such that the subset of links scheduled to each time slot can be activated simultaneously. In particular, a set of links can be activated simultaneously if all link signal-to-interference-plus-noise-ratio (SINR) targets are satisfied, and the number of RF chains of every base station is not exceeded. We give a succinct optimization-based formulation of the problem, capturing both SINR constraints and number of RF chains limitations. Using reduction from the set-cover problem, we devise a provably good polynomial-time algorithm for the problem. Our numerical results further indicate the significant superiority of the presented approach.
I. INTRODUCTION
The demand for high-speed data applications, e.g., highquality wireless video streaming, social networking, machine-to-machine communication and unforeseen applications that can reasonably be expected to materialize in the future, necessitates a paradigm shift from the current fourth-generation (4G) wireless system to the next fifthgeneration (5G) system [1] . In order to achieve the 1000-fold expected increase in data rates, the extreme dense deployment of small-cell base stations in addition to macro-cell base stations is envisioned to be among the key technologies in 5G networks. Furthermore, the use of millimeter-wave (mm-wave) wireless backhaul links to inter-connect the different base stations is an efficient, flexible and cost-effective alternative to fiber optic backhauling [2] , [3] . Figure 1 depicts a typical scenario of a macro base station (macro eNodeB), and multiple small-cell base stations (small-cell eNodeBs). In the sequel, we use MeNodeB to denote the macro base station, and SeNodeB to denote a small-cell base station. The MeNodeB can communicate with
The associate editor coordinating the review of this manuscript and approving it for publication was Bhaskar Prasad Rimal. a SeNodeB either directly, or via other eNodeBs in a multihop fashion. Mobile users can be served by the MeNodeB directly, or by one of the SeNodeBs. This paper, however, focuses on the inter-eNodeB backhaul network.
With the available bandwidth of mm-wave, the Gbps data rate required for 5G is achievable. Due to its high carrier frequency (e.g., the 60 GHz band), however, mm-wave communication suffers from high path loss. Consequently, it is envisioned that a large number of short-range backhaul mm-wave links will co-exist. This gives rise to the importance of allowing simultaneous transmissions over multiple links, i.e., spatial reuse, via intelligent link scheduling.
In light of the above, we address the following multi-slot scheduling problem. Given a set of mm-wave backhaul links, the multi-slot scheduling problem is to schedule all links in the minimum number of time slots, such that the subset of links scheduled to each time slot can be activated simultaneously. In particular, a subset of links can be activated simultaneously if the following two conditions are satisfied:
1) The signal-to-interference-plus-noise ratio (SINR) at the receiver of each activated link exceeds a desired threshold. This SINR threshold may be reflect a target data rate or quality-of-service to be satisfied for the link.
2) The total number of activated links incident to or from an eNodeB does not exceed the total number of RF chains in the eNodeB. If the eNodeB has only one RF chain, this condition reduces to the regular half-duplex constraint: a node cannot be involved in more than one adjacent link transmission or reception. The following problem is also of interest. Given a set of mm-wave backhaul links, find the maximum-cardinality subset of links that can be scheduled simultaneously in the same slot. The latter is referred to as the single-slot scheduling problem, which can be considered as a subproblem of the more general multi-slot scheduling problem.
Solving the above (single-slot or multi-slot) link scheduling problem in the context of 5G mm-wave backhaul networks has been a subject of interest in the recent literature. See, e.g., [4] - [7] and [8] . In particular, the works in [4] and [5] use contention graphs to solve the link scheduling problem. Each link in the original network is represented by a node in the contention graph, and two nodes in the contention graph are connected by a link if their corresponding links in the actual network interfere significantly with each other. The drawback of contention graphs is that they do not capture the additive nature of interference. In spite of the fact that a link sufficiently far away may not cause interference, a group of such distant links may accumulate significant interference. In contrast, we adopt a more accurate physicallayer-based interference model, in which transmission over a link is successful if its target SINR is met. This SINR model takes the additive nature of interference, as well as physical layer properties of the channel (such as noise, path loss and shadowing) into consideration. It is worth noting, however, that the studies in [4] and [5] use the link SINRs in a separate power control step; though not in link scheduling. Moreover, the work in [6] assumes that interference between different links is completely eliminated through the use of beamforming. The link scheduling problem is, thus, limited only by the number of available RF chains. The work in [7] considers a simplified interference model in which the set of interfering links (with every link in the network) is known in advance. Again, this simplified model abstracts away the additive nature of interference. In contrast, we follow a more general approach in our work by fully considering the accumulative interference between different links using the physical SINR model. Finally, the work in [8] uses a generic solver to tackle the resulting optimization formulation. In contrast, however, this paper focuses on efficient, specialized algorithms.
The fundamental problem of finding subsets of links that can be activated simultaneously, while satisfying their SINR targets, has also been subject to recent interest outside the context of 5G backhaul network. The study in [9] has established the NP-hardness of the problem. Consequently, most of the literature tackled the problem via approximation algorithms. See, e.g., [10] , [11] and [12] . Approximation algorithms run in polynomial time, and provide solutions that lie within a guaranteed distance from the optimal one. One of the best approximation algorithms for the single-slot link scheduling problem was introduced in [10] , and guarantees that solutions are within a factor of 1 960·3 α of the optimal, where α is the path loss exponent [14] . With a path loss exponent of 4, the algorithm of [10] provides, thus, solutions that are guaranteed to be within 1 77,760 of the optimal. In short, these algorithmic studies have the following shortcomings:
• The algorithms and their analyses are closely tied to a particular distance-based path-loss model with no random shadowing.
• Although these algorithms considered the SINR interference model, they did not consider the number of RF chains constraint, the full-duplex constraint or any other eNodeB-related restriction.
• The analyses of the algorithms have tremendous theoretical value. However, the surprisingly low worstcase approximation guarantees renders the question of whether or not these algorithms perform well in numerical experiments unanswered. In short, and to the best of our knowledge, there has not been a systematic evaluation via numerical simulations of how well these algorithms perform typically (on average) using realistic path-loss models. Moreover, the studies in [14] and [15] considered the single-slot scheduling problem of finding the maximum subset of links that can be scheduled simultaneously. The solution introduced in [14] is based on a genetic algorithm, while the solution introduced in [15] is based on hybridizing a genetic algorithm with the approximation algorithm from [10] . These studies did not consider the multi-slot scheduling problem, did not consider the RF chain constraint and used only the number of scheduled links in one slot as the performance measure. In contrast, however, this paper mainly considers scheduling all links in a multi-slot fashion, takes the RF chain constraint into consideration and uses the overall achieved throughput as the performance measure. Furthermore, this paper considers a specialized algorithm as opposed to genetic algorithm meta-heuristics.
In light of the above, the contribution of this paper can be summarized as follows. VOLUME 7, 2019 • We formulate multi-slot link scheduling as an optimization problem, while fully considering the physical SINR constraints and RF chain constraints.
• We use reduction from the more general set cover problem to devise a provably good greedy procedure for the multi-slot scheduling problem. This reduction allows for simpler and more general proofs for the obtained performance guarantees as compared to the literature. It also reveals the fact that our greedy approach is in fact the best possible.
• We devise an efficient algorithm for the single-slot problem (which is important in its own right, and is invoked iteratively in the multi-slot algorithm). Our algorithm is motivated by the one in [10] . In particular, we modify the algorithm of [10] to work with any path-loss model, including random shadowing, and to consider the RF chain constraint.
• Our numerical simulation study indicates that typical/ average performance of the approach in [10] is much better than its worst-case performance guarantee. In particular, our presented algorithm leads to a significant improvement in 5G mm-wave backhaul throughput relative to state-of-the-art techniques. It is worth noting that, in general, the use of mm-wave links allows the incorporation of highly-steerable narrowbeams at the transmitter and receiver. Such narrow-beams reduce the interference between links. In the extreme case, mm-wave networks can become noise-limited, as opposed to interference limited [16] . It has been observed, however, that such noise-limited behaviour is not guaranteed. In particular, networks with large numbers of links may still be interference-limited [16] , [17] . Similar to [16] , this paper focuses on limitations due to noise and interference, and neglects beamforming (-steering) overheads. Physical-layer beamforming techniques for the links selected/scheduled by our mechanisms can be incorporated as a separate step, as in [2] . This would further improve the performance.
The remainder of the paper is organized as follows. Section II provides a formal problem formulation for the link scheduling problem. Section III introduces our algorithmic approach and establishes its theoretical performance guarantees. The details of our proposed algorithm are presented in Section IV. Section V presents an extension to the case of a fixed number of time slots. Numerical results are presented in Section VI. Section VII concludes the paper.
II. PROBLEM DEFINITION
We consider a set L of links in a wireless backhaul network, where l ∈ L signifies a link. Let S i ⊆ L be a subset of links activated at some time slot i. Then, the SINR at the receiver of link l ∈ S i in time slot i is given by:
where P l is the fixed transmit power used over link l, G kl are the channel gains (from the transmitter of link k to the receiver of link l), and N is the background noise power. Note that similar SINR expressions have been used in the mm-wave context. See, e.g., [4] and [5] . Following the mm-wave path-loss model in [18] , the channel gains (in dB) are given by:
where d kl is the distance from the transmitter of link k to the receiver of link l, f is the carrier frequency in GHz, and A kl is a log-normally distributed random variable (with 0-dB mean and 4-dB standard deviation) that represents shadowing. Moreover, α, β and are constants. To conform with mm-wave specifications [18] , we take f as 60 GHz, α as 2.6, as 1.9 and β as 24.4 dB. We assume that link scheduling is performed well during the channel coherence time, and thus the channel can be regarded as static during the scheduling interval. This model is applicable for low mobility environments [19] , as in our inter-eNodeB backhaul network.
To formulate the multi-slot link scheduling problem, we make the following further definitions. γ l is the minimum SINR threshold for link l. y ln is a binary node-link incidence matrix, where y ln = 1 indicates that link l is incident on node (transmitter or receiver) n. Also, RF(n) denotes the number of RF chains available at node (transmitter or receiver) n. Moreover, V (S i ) is the set of nodes (transmitters and receivers) induced by the set S i of links. The multi-slot link scheduling problem can be formulated as follows:
Note that the variables are the number of time slots used k, and the subsets of link S i ⊆ L for each time slot i = 1, 2, . . . , k. The objective (3a) minimizes the number of used time slots. Constraint (3b) ensures that all links in L are covered by the selected subsets S i . Constraint (3c) ensures that every selected link satisfies its minimum SINR requirement. Finally, constraint (3d) ensures that the selected subsets of links do not violate the available number of RF chains. The single-slot link scheduling problem (for any time slot i) can be formulated as follows.
The objective in (4a) is to maximize the number of links activated in slot i. Constraint (4b) ensures that every selected link satisfies its minimum SINR requirement. Finally, constraint (4c) ensures that the selected subsets of links do not violate the available number of RF chains.
The multi-slot and single-slot link scheduling problems as formulated by (3) and (4), respectively, are nonlinear integer optimization problems that are extremely difficult to solve. In fact, both flavors of the problem are NP-hard [9] . Consequently, polynomial-time algorithms that solve the problems to exact optimality do not exist. This contrasts with other integer problems that admit exact polynomial-time algorithms, e.g., [13] . In what follows, we introduce efficient algorithms to solve the problems.
III. GREEDY SCHEDULING
We briefly digress from the link scheduling problems to a more general set cover problem. Set cover is a classic problem in computer science, and can be defined as follows. Given a universe U of elements and a family S of subsets of U, the set cover problem is to select the smallest number of subsets from S such that all elements from U are covered. The following greedy algorithm is a natural way to solve the problem. At each iteration, select the set S i in S that contains the largest number of uncovered elements, until all elements in U are covered. It has been established in [20] that the greedy set cover algorithm has a guaranteed approximation ratio of O(ln n), where n = |U|. In other words, the number of sets resulting from the greedy set cover algorithm is guaranteed not to exceed O(ln n) times the global minimum number of sets required to cover all elements. Furthermore, no polynomial time algorithm can provide a better approximation bound as compared to the greedy set cover algorithm. See, e.g., [21] .
It is easily seen that the multi-slot link scheduling problem (3) is an instance of the more general set cover problem. In particular, the set L of links represents the universal set U of elements. Moreover, the collection S of subsets contains all subsets of links that can be activated simultaneously, i.e., that satisfy (4b)-(4c). Note that the collection of subsets S may not be given explicitly, but rather described implicitly through constraints. Applying the greedy set cover approach to link scheduling results in the following algorithm.
Procedure Greedy-Link-Scheduling
The following is true. Theorem 1: Let OPT be the optimal objective function value of the multi-slot scheduling problem (3), and let APPROX denote the number of subsets (slots) resulting from Procedure Greedy-Link-Scheduling. Then APPROX < OPT · O(ln n), where n = |L|.
Proof: The proof follows directly from [20] , and from the fact that multi-slot scheduling is an instance from set cover, where U = L and S contains all subsets of links from L that satisfy (4b)-(4c).
It is worth noting that a similar result appears in [11] . Our proof based on reduction from set cover, however, is simpler and more general. For example, it reveals the fact that Procedure Greedy-Link-Scheduling is not only provably good, but also the best possible among all polynomial-time approximations. See, e.g., [21] .
Note also that some studies in the literature have posed scheduling problems as other alternative classic problems from computer science. For example, the study in [4] solves link scheduling as a maximum independent set problem, and the study in [22] solves a user scheduling problem as a clique problem in graphs. The use of maximum independent set in [4] requires the construction of a contention graph, which identifies interfering pairs of links with no consideration to the additive nature of interference. The use of maximum clique in [22] requires the construction of a scheduling graph that enumerates all possible user schedules. In contrast, our set cover approach does not require the construction of a contention graph, or the enumeration of all possible scheduling solutions.
The only remaining issue in Procedure Greedy-LinkScheduling is how to solve the single-slot problem (4) . In fact, the approximation bound in Theorem 1 is based on solving the single-slot problem exactly. However, the single-slot problem (4) is NP-hard itself. Consequently, solving it exactly is not possible in polynomial-time. In the following section, we introduce an efficient heuristic algorithm for solving (4), which is motivated by [10] .
IV. ALGORITHM DETAILS
The study in [10] has presented one of the best approximation algorithms for single-slot link scheduling. The algorithm and its analysis, however, assume a specific distance-based path loss model, and do not consider RF chain constraints. In what follows, we present an algorithm closely related to the one in [10] , with the main differences being (1) the applicability to any path loss model, and (2) the inclusion of RF chain constraints. First, the notion of affectance used in [10] is defined.
The affectance a k (l) of link l caused by another link k is defined as the interference of k on l relative to the received power [10] . Therefore,
where c l is a constant that solely depends on link l. In particular,
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Moreover, if S is a set of active links and l is a link, we let a S (l) = k∈S:k =l a k (l) and a l (S) = k∈S:k =l a l (k). Therefore,
and
It is straightforward to verify that, for a set S of links, the SINR constraint (4b) is equivalent to the following modified constraint:
To describe the algorithm, we let T (l) and R(l) denote the transmitter and receiver nodes of link l ∈ L, respectively. Recall also that RF(n) denotes the number of RF chains in any node (transmitter or receiver) n in the network. Let also A(n) denote the number of available/unused RF chains in any node n in the network (which will be updated during the algorithm iterations). Finally, let V (L) denote the set of nodes (transmitters and receivers) induced by the link set L. Now, the single-slot algorithm can be described as follows.
In essence, the algorithm orders the links in decreasing order of their channel gains, then adds links to a potential set of scheduled links S if the relative interference is not excessively high, and if the RF chain constraints are not violated. Finally, a correction step selects only those links satisfying the SINR constraints, which to the final set of scheduled linksŜ. Note that Steps (4) and (5) enforce the feasibility of the algorithm. In particular, Step (4) ensures that a link is not added to the potential set of scheduled links unless its transmitter and receiver have available/unused RF chains. This ensures the selected set of links satisfies (4c). Moreover,
Step (5) ensures that the resulting final setŜ of links satisfies (9), and hence (4b). In short, algorithm Single-Slot is guaranteed to provide feasible solutions to problem (4) .
Note that algorithm Single-Slot starts with ordering the links in decreasing order of their channel gains. This sorting has a computational complexity of O(n log n), where n = |L| is the number of links. In Step (4), the algorithm iterates through the n links. Each iteration involves computing a S (l) and a l (S), which are summations with at most n terms. Since adding n numbers has a complexity of O(n), the overall complexity of the iterations of Step (4) is O(n 2 ). Consequently, the overall computational complexity of algorithm SingleSlot is O(n 2 + n log n) = O(n 2 ). Putting things together, the algorithm for multi-slot link scheduling can be expressed as follows.
Regarding its computational complexity, note that algorithm Multi-Slot invokes the single-slot algorithm at most n times (in the worst case that only one link is scheduled per time slot). The worst-case complexity of algorithm Multi-Slot is, thus, O(n 3 ).
V. THE MAXIMUM COVERAGE CASE
The following modification to the multi-slot link scheduling problem is also of interest. If the number of time slots is fixed, say equal to T , a natural objective would be to maximize the number links that can be scheduled using T time slots. This modified multi-slot scheduling problem (with a fixed number of time slots T ) can be formulated as follows.
The above modified problem is also special case of a more fundamental problem, namely the maximum coverage problem. Given a universe U of elements, a collection S of subsets over U and an integer k, the maximum coverage problem is to select exactly k subsets from S such that the number of elements from U covered is maximized. The following greedy approach was analyzed in [23] . At each of the k iteration, select the set S i in S that contains the largest number of uncovered elements from U. Note that, since the maximum coverage problem is to select exactly k subsets, some elements may not be covered. However, it has been established in [23] that the number of elements covered by the greedy algorithm is guaranteed to be within a factor of (1 − 1 e ) of the global maximum number of covered elements. In other words, the number of elements covered by the greedy algorithm is guaranteed not be less than 63% of the maximum possible number of covered elements.
It can also be seen that the modified link scheduling problem (10) is an instance of maximum coverage. In particular, the set L of links represents the universal set U of elements, and the number of available time slots T represents the integer k. Moreover, the collection S of subsets contains all subsets of links that can be activated simultaneously, i.e., that satisfy (4b)-(4c). Applying the greedy maximum coverage approach to link scheduling results in the following algorithm.
Procedure Greedy-Maximum-Link-Coverage
The following is true. Theorem 2: Let OPT be the optimal objective function value of the modified multi-slot scheduling problem (10) , and let APPROX denote the number of links scheduled by Procedure Greedy-Maximum-Link-Coverage. Then APPROX > OPT · (1 − 1 e ). Proof: The proof follows directly from [23] , and from the fact that the modified multi-slot scheduling problem (10) is an instance from the maximum coverage problem, where U = L, k = T and S contains all subsets of links from L that satisfy (4b)-(4c).
In summary, both versions of multi-slot scheduling problem (the one that schedules all links using the minimum number of slots, and the one that maximizes the number of scheduled links given a specific number of slots), can be essentially solved by the same greedy approach. Procedure Greedy-Link Scheduling iterates until all links are scheduled, while Procedure Greedy-Maximum-Link-Coverage iterates for a fixed number T of time slots. Every iteration of both algorithms solve a single-slot scheduling problem. Regarding the computational complexity, procedure Greedy-MaximumLink-Coverage invokes algorithm Single-Slot a fixed number of T times. Therefore, its asymptotic computational complexity is also O(n 2 ).
VI. NUMERICAL RESULTS
We test our proposed algorithm on random and independent 5G backhaul network realizations, where each realization is constructed as follows.
• The backhaul link transmitters (SeNodeBs) are located in random positions in a 1000 × 1000 two-dimensional area. In particular, the horizontal and vertical coordinates of every transmitter is drawn randomly (and independently) from a uniform distribution in the interval [0, 1000]. For each transmitter, a distance is randomly drawn from a uniform distribution in the interval [20, 50] , and a direction angle is randomly drawn from a uniform distribution in the interval [o, π ]. The receivers are then located at these random distances and random direction angles relative to their respective transmitters.
• The channel gains are generated using (2). Moreover, we set the bandwidth B to 1.76 GHz, the noise power spectral density to −174 dBm/Hz and the operating frequency to 60 GHz. Furthermore, for each tested scenario, we average our results over 10 4 random network realizations. In other words, every point in each of the following result figures is averaged over 10 4 random network realizations. The simulation parameters are summarized in the following table. We use the overall throughput (averaged over the time frame) as the performance measure. In particular, if the link sets S 1 , S 2 , . . . , S t represents the solution obtained using algorithm Multi-Slot, the overall system throughput (sumrate) can be obtained using:
Moreover, we use the following benchmarks to assess the performance of our algorithm.
• We compare against the conflict graph method of [4] . In particular, each link in the network is represented by a node in the conflict graph. Two nodes l and k in the conflict graph will be connected by an edge, if the corresponding links l and k satisfy max{G lk , G kl } ≥ σ , where σ is a threshold. The existence of this edge in the conflict graph indicates that the links l and k cannot be scheduled in the same time slot. Scheduling links to time slots is done using algorithm of [4] , which relies on VOLUME 7, 2019 repeatedly finding the maximum independent set in the conflict graph, until all links are scheduled. Once this is done, the throughput induced by the resulting solution can be obtained using (11) .
• We also compare against the throughput induced by allocating each link transmission to a separate slot in a sequential time-division-multiple-access (TDMA) fashion. The TDMA throughput can be obtained as follows: First, we set the transmit power of all base stations to 40 dBm and the SINR threshold to 5 dB, and vary the number of mm-wave links |L| from 10 to 50. For the sake of comparing against the conflict graph method of [4] , we set the conflict graph threshold σ to 10 −13 . Figure 2 depicts the throughput achieved using algorithm Multi-Slot vs. both benchmarks. The superiority of algorithm Multi-Slot is obviously seen. In particular, the throughput of algorithm MultiSlot was from 70% to 141% higher than that of the conflict graph method, with an average improvement of 110.4%. Moreover, the throughput of algorithm Multi-Slot was from 265% to 455% higher than that of TDMA, with an average improvement of 373.8%. Furthermore, the larger the network size (number of links), the more significant the throughput gain of algorithm Multi-Slot. Figure 3 shows similar results when the SINR threshold is set to 10 dB. In particular, the throughput of algorithm MultiSlot was from 47% to 89% higher than that of the conflict graph method of [4] , with an average improvement of 73.7%. Moreover, the throughput of algorithm Multi-Slot was from 215% to 346% higher than that of TDMA, with an average improvement of 289%. Again, the larger the network size (number of links), the more significant the throughput gain of algorithm Multi-Slot. Then, we set the number of links |L| to 30 and the SINR threshold to 10 dB, and vary the transmit power from 30 dBm to 40 dBm. Figure 4 depicts the throughput achieved using algorithm Multi-Slot as well as that achieved by both benchmarks. Again, the performance gain of algorithm Multi-Slot is significant. In particular, the throughput of algorithm MultiSlot was from 80% to 131% higher than that of the conflict graph method of [4] , with an average improvement of 97.1%. Moreover, the throughput of algorithm Multi-Slot was from 303% to 347% higher than that of TDMA, with an average improvement of 321.8%.
To further understand the tradeoff between our proposed algorithm Multi-Slot and the conflict graph approach in [4] , we set the number of links |L| to 30, the SINR threshold to 10 dB and the transmit power to 40 dBm. However, we vary the conflict graph threshold σ from 10 −15 to 10 −7 , which is the same range examined in [4] . Figure 5 depicts the throughput achieved by the conflict graph approach for the different values of σ , in comparison to the throughput induced by algorithm Multi-Slot and TDMA, respectively. It is worth noting that σ = 10 −15 leads to the case that all pairs of nodes of the conflict graph are connected with edges. Equivalently, each link in the network must be scheduled in a unique time slot, which is equivalent to TDMA. However, σ = 10 −7 leads to the case that the conflict graph will not have any edges, which is equivalent to the case that all links in the network can be scheduled in one slot. In other words, as noticed in [4] , a sufficiently small σ is equivalent to TDMA, and a sufficiently large σ is equivalent to the possibility of scheduling of all links in the same slot. Therefore, Figure 5 indicates that the conflict graph throughput matches TDMA when σ = 10 −15 , and is the highest when σ = 10 −7 . This high throughput, however, comes at the price of a degraded quality-of-service. In particular, the conflict graph method captures only the interference allowed between pairs of links, but does not capture the cumulative nature of interference. In other words, the conflict graph method does not enforce an SINR value for any scheduled link. To further clarify this tradeoff, Figure 6 depicts the minimum SINR (across all scheduled links) as achieved by algorithm MultiSlot, and by the conflict graph approach in [4] . It can be seen that, for high values of σ , the conflict graph method achieves a high throughput (as in Figure 5 ) at the expense of low SINRs (as in Figure 6 ). In the extreme case when σ = 10 −7 , the worst case SINR of the scheduled links is −29.5 dB. This is in contrast to algorithm Multi-Slot, which guarantees a minimum SINR target (i.e., quality-of-service) for all scheduled links. As noticed before, the opposite extreme case of σ = 10 −15 is equivalent to TDMA. Therefore, using σ = 10 −15 leads to the lowest throughput, but highest SINR. In particular, if every link is scheduled in its unique time slot, the link SINR becomes equivalent to the link signal-tonoise-ratio (SNR) with no interference. To further elaborate on the tradeoff between throughput and quality-of-service, Figure 7 depicts the percentage of scheduled links that satisfy their SINR targets, as achieved by algorithm Multi-Slot, and by the conflict graph approach in [4] . Again, it can be seen that as the value of σ is increased (which leads to a higher throughput), the percentage of links that satisfy their SINR (i.e., quality-of-service) target decreases. In particular, with σ = 10 −7 , only 27.5% of the links will achieve their SINR target. In contrast, our approach in algorithm Multi-Slot guarantees that all scheduled links satisfy their SINR targets. In summary, the conflict graph approach in [4] achieves a high throughput with sufficiently high values of σ , as seen from Figure 5 . However, this comes at the price of degrading the quality-of-service of scheduled links, as seen from Finally, we also provide a running time comparison between our proposed algorithm Multi-Slot and the conflict graph approach in [4] . The worst-case (asymptotic) complexity of algorithm Multi-Slot is O(n 3 ), where n = |L| is the number of links. The conflict graph algorithm from [4] relies on iteratively solving a maximum independent set problem in the conflict graph until all links are scheduled. The complexity of solving the NP-hard independent set problem exactly is exponential in the network size. This yields the exact conflict graph approach prohibitive. Therefore, the algorithm in [4] uses a minimum-degree greedy approximation to the maximum independent set. This results in an overall computational complexity of O(n 2 ) [4] . To further assess the algorithm running time, we set the transmit power of all base stations to 40 dBm and the SINR threshold to 10 dB, and vary the number of mm-wave links |L| from 10 to 50. Figure 8 depicts the algorithm running times in seconds. In fact, the difference in running time accurately reflects the difference in computational complexity (O(n 3 ) vs. O(n 2 )) between both algorithms. The running time of our algorithm Multi-Slot, however, is between 1.5 milliseconds to about 11 milliseconds, which reflects amenability to practical implementation. Again, this difference in running time comes with the advantage that our proposed approach guarantees the quality-ofservice of all admitted links.
VII. CONCLUSION
Given a set of mm-wave backhaul links in a 5G network, this paper addresses the problem of scheduling all link transmissions in the minimum number of time slots, such that the subset of links scheduled to every time slot can be activated simultaneously. We give a compact optimization-based formulation of the problem, capturing both SINR constraints and number of RF chains limitations. Using reduction from the set-cover problem, we devise a provably good polynomialtime algorithm to the problem. Our numerical results further indicate the significant superiority of the presented approach. In particular, our proposed approach provides an improvement in throughput of up to 455% as compared TDMA, and up to 141% as compared to state-of-the-art techniques from the literature. Meanwhile, and in contrast to pervious studies, our approach strictly guarantees the qualityof-service of every scheduled link transmission.
