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a b s t r a c t
Let G be a classical simple algebraic group over an algebraically closed field k of
characteristic p > 0, and denote by G(r) the r-th Frobenius kernel of G. We show that
for p large enough, the support variety of a simple G-module over G(r) can be described in
terms of support varieties of simple G-modules over G(1). We use this, together with the
computation of the varieties VG(1) (H
0(λ)), given by Jantzen (1987) in [8] and by Nakano
et al. (2002) in [10], to explicitly compute the support variety of a block of Dist(G(r)).
© 2012 Elsevier B.V. All rights reserved.
The aim of this paper is to provide computations of support varieties for modules over Frobenius kernels of algebraic
groups. Specifically, for G a classical simple algebraic group over an algebraically closed field k of characteristic p > 0, we
give a description (Theorem 3.2) of the support variety of a simple G-module over the r-th Frobenius kernel G(r) in terms
of the support varieties of simple G-modules over G(1). Our proofs establish these results only under the assumption that
p is large enough for the root system of G. A lower bound on p is provided in Section 3, roughly speaking it is the Coxeter
number of Gmultiplied by a quadratic polynomial in the rank of G. In Section 4, we apply this result for G = SLn or Sp2n, to
give an explicit description of the support variety of a block of the distribution algebra Dist(G(r)).
We should emphasize that the varieties computed in Section 3 can only be determined explicitly (by our results) if the
support varieties of simple G-modules over G(1) are known explicitly, which is in general not the case. However, Drupieski
et al. have in recent work [2] made such calculations for simple, simply-connected G, if one assumes that p is at least as large
as the Coxeter number of G and that Lusztig’s character formula holds for all restricted dominant weights.
The results in this paper rely most heavily on the work of Suslin et al. in [12,13]. In particular, all of our statements of
support varieties are given in terms of varieties of 1-parameter subgroups, which the aforementioned papers prove to be
homeomorphic to cohomologically defined support varieties. Moreover, the intuition behind our results for simplemodules
came from the calculations made in [13, 6.10] for Frobenius kernels of SL2. We also use in an essential way the analysis and
results of Carlson et al. in [1], and that of Friedlander in [3], both of which appear in the proof of Proposition 3.1. Finally, the
results of Jantzen in [8], and the results and observations of Nakano et al. in [10] are critical to obtaining the calculations
found in Section 4, where we compute the support variety of a block of Dist(G(r)).
1. Preliminaries
We will assume throughout that k is an algebraically closed field of characteristic p > 0.
1.1. Representations of G
By a ‘‘classical’’ simple algebraic group, we shall mean that G is one of the groups SLn, SOn, or Sp2n (thus excluding
the simply-connected groups of types B and D). When viewing G as a subgroup of some GLn, we will always assume this
embedding is the ‘‘natural’’ one associated to G.
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Let T be a maximal split torus of G with character group X(T ), let Φ be the root system for G with respect to T , and fix
a set of simple rootsΠ = {α1, . . . , αℓ}. Denote by Φ+ the set of positive roots with respect toΠ , and let B+ and B denote
the Borel subgroups corresponding toΦ+ and−Φ+, with their unipotent radicals denoted as U+,U respectively. TheWeyl
group of Φ will be denotedW , and the dot action of w ∈ W on λ ∈ X(T ) is defined by w · λ = w(λ + ρ) − ρ, where ρ is
the half sum of the positive roots. We also denote by α0 the highest short root.
We let α∨ = 2α/⟨α, α⟩ for all roots α. The dominant integral weights of X(T ) are then given by
X(T )+ := {λ ∈ X(T ) | 0 ≤ ⟨λ, α∨i ⟩, 1 ≤ i ≤ ℓ}.
The set of fundamental dominant weights, {ω1, . . . , ωℓ}, is defined by ⟨ωi, α∨j ⟩ = δij. For each λ ∈ X(T )+, we denote by
L(λ) the unique simple G-module of highest weight λ. It is the socle of the induced module H0(λ) := IndGB(kλ), where kλ is
the simple one-dimensional B-module of weight λ. The morphism F : G → G is the standard Frobenius morphism on GLn
restricted to G, and G(r) ⊆ G is the kernel of F r . For a G-moduleM , we denote byM(r) the module which arises from pulling
backM via F r . The set of pr -restricted weights of X(T ) is given by
Xr(T ) := {λ ∈ X(T ) | 0 ≤ ⟨λ, α∨i ⟩ < pr , 1 ≤ i ≤ ℓ}.
As shown in [7, II.3], if λ ∈ Xr(T ), then L(λ) remains simple upon restriction from G to G(r). Moreover, for G simply-
connected, the set
{L(λ) | λ ∈ Xr(T )},
is a complete set of pairwise non-isomorphic simple G(r)-modules.
1.2. Distribution algebras
IfH is any affine group scheme, with coordinate algebra k[H], and Iϵ the augmentation ideal of k[H], then the distribution
algebra of H , Dist(H), is defined by
Dist(H) = {f ∈ Homk(k[H], k) | f (Inϵ ) = 0, for some n ≥ 1}.
It follows that Dist(H(r)) ⊆ Dist(H(r+1)), and Dist(H) = r≥1 Dist(H(r)) (see [7, I.9] for more on Frobenius kernels of
arbitrary affine group schemes). For a morphism of affine group schemes φ : H1 → H2, we denote by dφ : Dist(H1) →
Dist(H2) the induced map of algebras.
Of particular importance will be the structure of the algebra Dist(Ga). In this case, we have k[Ga] ∼= k[t], and Dist(Ga) is
spanned by the elements ( ddt )
(j), where
d
dt
(j)
(t i) = δij.
If we set uj = ( ddt )(p
j), and ifm is an integer with p-adic expansionm = m0 +m1p+ · · · +mqpq, then
d
dt
(m)
= u
m0
0 · · · umqq
m0! · · ·mq! .
Therefore Dist(Ga) is generated as an algebra over k by the set {uj}j≥0, while Dist(Ga(r)) is generated by the subset where
j < r .
With F i denoting the i-th iterate of the Frobenius morphism as above, we have that the differential dF i : Dist(Ga) →
Dist(Ga) is given by
dF i(uj) =

uj−i if j ≥ i
0 otherwise.
Let δ : Ga → Ga × Ga be the morphism which sends g to (g, g), for all g ∈ Ga(A), and for all commutative k-algebras
A. Then the differential of δ is the co-multiplication of Dist(Ga) (see [7, I.7.4]), so we will write dδ as ∆′Ga . It is not hard to
show that∆′Ga : Dist(Ga)→ Dist(Ga)⊗ Dist(Ga), is given by
∆′Ga

d
dt
(n)
=

i+j=n

d
dt
(i)
⊗

d
dt
(j)
.
1.3. Support varieties
We recall that the Frobenius kernelH(r) has finite dimensional coordinate algebra k[H(r)], and thus is a finite group scheme.
By Friedlander and Suslin [5], we have then that the algebra
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H•(H(r), k) :=


i≥0
Hi(H(r), k) if char k = 2
i≥0
H2i(H(r), k) if char k ≠ 2
is a finitely generated commutative algebra over k. Denote by |H(r)| themaximal ideal spectrumofH•(H(r), k). ForM a finitely
generated H(r)-module, the cohomological support variety ofM , denoted |H(r)|M , is defined to be a set of all m ∈ |H(r)| that
contain the annihilator in H•(H(r), k) of Ext•H(r)(M,M), where the latter space is considered as a module over the former via
the cup product.
In this paper we will study these varieties via the non-cohomological description provided in [13]. Denote by VH(r) the
set HomGrpSch/k(Ga(r),H(r)), which is the variety of 1-parameter subgroups of H(r). For M ∈ H(r)-mod, let VH(r)(M) be the
set of those σ ∈ VH(r) having the property thatM is not projective as a k[u]/(up)-module, where the action of u is given by
dσ(ur−1). The following theorem is proved in [13], although our formulation is more easily seen in [4, Theorem 1.9] (and
the discussion preceding it).
Theorem 1.1. There is a natural homeomorphism Ψ : VH(r) ∼→ |H(r)| such that VH(r)(M) = Ψ−1(|H(r)|M).
Sincewe are assuming thatG is a classical simple algebraic group, there is in this case a very nice description of the variety
VG(r) . As shown in [12, Remark 1.3], for any x ∈ gln with xp = 0, there is a morphism of algebraic groups expx : Ga → GLn,
where for all commutative k-algebras A, and all s ∈ Ga(A), we have
expx(s) = exp(sx) = 1+ sx+ (sx)
2
2
+ · · · + (sx)
p−1
(p− 1)! .
Let g = Lie(G). As G is a subgroup of GLn via the representation of its natural module, g ⊆ gln. Moreover, this embedding
of G is one of exponential type, meaning that if x ∈ g is p-nilpotent, then the map expx defined above factors through G (see
[12, Lemma 1.8]). Now letNp(g) denote the set of those x ∈ g such that x[p] = 0, and let
Cr(Np(g)) := {(β0, β1, . . . , βr−1) | βi ∈ Np(g), [βi, βj] = 0}.
By Suslin et al. [12, Lemma 1.7] the variety VG(r) can be naturally identified with Cr(Np(g)) (this is true for any subgroup
of GLn which is of exponential type, and thus in particular for G classical). That is, every morphism of affine group schemes
from Ga(r) to G(r) is given by the data of an r-tuple of pairwise commuting p-nilpotent elements in g. If we write β =
(β0, . . . , βr−1), then we follow [12] in writing the corresponding morphism as
expβ : Ga(r) → G(r),
where, for all commutative k-algebras A, and all s ∈ Ga(r)(A),
expβ(s) = expβ0(s) · expβ1(sp) · · · expβr−1(sp
r−1
).
2. The action of dexpβ(ur−1)
For this section only, we will assume that G is any subgroup of GLn which is of exponential type. As just recalled in the
previous section, for a G(r)-module M , the support variety of M over G(r) is given by the set of those β = (β0, . . . , βr−1) ∈
Cr(Np(g)) such that M is not projective as a module over k[u]/(up), with u acting as dexpβ(ur−1) ∈ Dist(G(r)). In this
section we prove that this is equivalent to checking whether or not M is projective over k[u]/(up) with u acting as
dexpβ0(ur−1)+ · · · + dexpβr−1(u0).
First we state a lemma which recalls two important results pertaining to the projectivity of k[u]/(up)-modules. These
results can be found in [1,13].
Lemma 2.1. Let M be a finite dimensional k-vector space.
(1) [1, Proposition 8] Let x, y ∈ Endk(M) be commuting elements such that xp = yp−1 = 0. Then M is projective as a k[u]/(up)-
module where u acts via x if and only if it is projective when u acts via x+ y.
(2) [13, Lemma 6.4] Let x1, . . . , xm ∈ Endk(M) be pairwise commuting p-nilpotent elements, and let f ∈ k[X1, . . . , Xm] be a
polynomial without linear or constant terms. Then M is projective as a k[u]/(up)-module where u acts via x1 if and only if it
is projective when u acts via x1 + f (x1, . . . , xm).
Remark 2.2. It should be noted that the actual statement found in [1, Proposition 8] is given in terms of group rings, though
it is equivalent to our formulation above.
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Returning now to dexpβ , we note that expβ in fact defines a morphismGa → G, which of course restricts to the element
in VG(r) detailed earlier. Evidently all suchmorphisms fromGa(r) to G(r) arise as restrictions of morphisms fromGa → G (this
is observed towards the end of [12, Remark 1.3] for GLn, and is therefore also true for G a subgroup of exponential type).
It will be convenient to work within this context, viewing dexpβ as a map from Dist(Ga) to Dist(G). We will then write
dexpβ as the composite of two algebra maps, and by keeping track of the image of ur−1 under these maps, we will prove
Proposition 2.3.
To obtain this decomposition of dexpβ , we see that expβ : Ga → G is given by the composite of morphisms ϕr ◦ ψr ,
where
ψr : Ga → G×ra and ϕr : G×ra → G,
and these morphisms are defined by
ψr(s) = (s, sp, . . . , spr−1) and ϕr((a0, . . . , ar−1)) = expβ0(a0) · · · expβr−1(ar−1),
for all s, ai ∈ Ga(A), and all A.
That ϕr is a morphism of affine group schemes (rather than just a morphism of affine schemes) follows from the fact that
the βi commute, whileψr is fairly clearly amorphism of affine group schemes.We observe also that, with F and δ as defined
in the previous section,
ψ2 = (id.× F) ◦ δ, and for i > 2, ψi := (id.× ψi−1) ◦ ψ2. (2.1)
Proposition 2.3. Let β = (β0, . . . , βr−1) ∈ Cr(Np(g)). Then a G(r)-module is projective over k[u]/(up) with u acting via
dexpβ(ur−1) ∈ Dist(G(r)) if and only if it is projective when the action of u is given by
dexpβ0(ur−1)+ dexpβ1(ur−2)+ · · · + dexpβr−1(u0).
Proof. As the morphism expβ = ϕr ◦ψr , we have by basic properties ([7, I.7]) that dexpβ = dϕr ◦ dψr . From the definition
of ϕr , it follows that
dϕr : Dist(Ga)⊗r → Dist(G).
sends the simple tensor x0⊗ · · · ⊗ xr−1 to dexpβ0(x0)dexpβ1(x1) · · · dexpβr−1(xr−1). This is true because ϕr is expβ0 × · · · ×
expβr−1 : G×ra → G×r , followed by repeated multiplication in G, so
dϕr = dexpβ0⊗dexpβ1⊗ · · ·⊗dexpβr−1 .
To prove the proposition, we will thus show that
dψr(ur−1) = ur−1 ⊗ 1⊗ · · · ⊗ 1+ 1⊗ ur−2 ⊗ 1⊗ · · · ⊗ 1+ · · · + 1⊗ · · · ⊗ 1⊗ u0 + y, (2.2)
where y = y1 + · · · + ym, and each yi is the product of two or more p-nilpotent elements in Dist(Ga)⊗r . Once proved, the
result will then follow since this will give us that
dexpβ(ur−1) = dexpβ0(ur−1)+ · · · + dexpβr−1(u0)+ dϕr(y)
and, according to the second statement in Lemma 2.1, the last term on the right side of the equation will not factor into the
detection of projectivity.
Now, to prove claim (2.2), we see that this holds trivially if r = 1, since ψ1 = id., and hence dψ1 = id. as well. By (2.1),
and recalling that dδ = ∆′Ga , we have when r = 2 that
dψ2(u1) = (id.⊗ dF) ◦∆′Ga(u1) =

i+j=p
d
dt
(i)
⊗ dF

d
dt
(j)
.
As dF( ddt
(j)
) is non-zero only when j = 0 or j = p, we get
dψ2(u1) = u1 ⊗ 1+ 1⊗ u0,
thus the claim is also true for r = 2. More generally, we have by the second equality in (2.1) that dψr = (id.⊗dψr−1)◦dψ2.
We first observe then that
dψ2(ur−1) = (id.⊗ dF) ◦∆′Ga(ur−1) =

i+j=pr−1
d
dt
(i)
⊗ dF

d
dt
(j)
.
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In Dist(Ga)⊗Dist(Ga), the only values of i for which ddt
(i)⊗ dF

d
dt
(j)

is not the product of two p-nilpotent elements are
i = 0 and i = pr−1. Hence
dψ2(ur−1) = ur−1 ⊗ 1+ 1⊗ ur−2 +

xi.
where each xi is the product of two p-nilpotent elements in Dist(Ga)⊗2. Therefore
dψr(ur−1) = (id.⊗ dψr−1)

ur−1 ⊗ 1+ 1⊗ ur−2 +

xi

.
We see then that
(id.⊗ dψr−1)(ur−1 ⊗ 1) = ur−1 ⊗ 1⊗ · · · ⊗ 1,
while (id. ⊗ dψr−1)( xi) = (id. ⊗ dψr−1)(xi) is a sum of elements which are each the product of two p-nilpotent
elements in Dist(Ga)⊗r . Finally, by induction it follows that
(id.⊗ dψr−1)(1⊗ ur−2) = 1⊗

ur−2 ⊗ 1⊗ · · · ⊗ 1+ · · · + 1⊗ · · · ⊗ 1⊗ u0 + y′

with y′ = y′1 + · · · + y′m′ , and each y′i is the product of two or more p-nilpotent elements in Dist(Ga)⊗r−1. This finishes the
proof. 
3. Results for simple modules
We return now to the case that G is a classical simple group, and look at describing the support varieties of simple
G-modules over G(r) in terms of support varieties over G(1). We have chosen to first state this result, in Proposition 3.1, for
L(λ) with λ ∈ X1(T ), and then proceed to the general case in Theorem 3.2, the proof of which will follow from the proof of
Proposition 3.1 together with Steinberg’s tensor product theorem on simple G-modules.
Our proof relies on a result of Friedlander in [3], which itself is based on the work of Carlson et al. [1, 4.6]. For these
methods to be applied then, we need to assume that p is large enough for the root system of the given group. Specifically,
wewill assume that p > hc , where h is the Coxeter number of G, and where c is an integer for the root system of G, the value
of which is computed in [1, 6.1], and recalled below:
Type : Aℓ Bℓ Cℓ Dℓ
Value of c :  ℓ+12 2 ℓ(ℓ+1)2 ℓ22 ℓ(ℓ−1)2 .
Proposition 3.1. Assume that p > hc. If L(λ) is a simple G-module such that λ ∈ X1(T ), then
VG(r)(L(λ)) = {(β0, . . . , βr−1) ∈ Cr(Np(g)) | βr−1 ∈ VG(1)(L(λ))}.
Proof. By Theorem 1.1 and Proposition 2.3, we have that β = (β0, . . . , βr−1) ∈ VG(r)(L(λ)) if and only if L(λ) is
non-projective as a k[u]/(up)-module with u acting via dexpβ0(ur−1) + · · · + dexpβr−1(u0). To prove this proposition,
we will show that, in terms of detection of projectivity, we can ignore the actions of the terms dexpβ0(ur−1), dexpβ1
(ur−2), . . . , dexpβr−2(u1).
For 0 ≤ i ≤ r−1, βi is a p-nilpotent element in g ⊆ gln, since we are viewing Gwith its natural embedding in GLn. As this
embedding is of exponential type, x := exp(βi) is a p-unipotent element in G(k) ⊆ GLn(k). It follows from the discussion
in Example 1.12 of [3] that the map φx : Ga → G in Theorem 1.7 of [3] is the same as the map expβi : Ga → G. Indeed,
it is noted in the example that φx(t) = exp(t · log(x)), where log(x) = 0<j<p(−1)j+1(x − 1)j/j. One can check then that
log(exp(βi)) = βi.
We can therefore apply Proposition 2.7 of [3] to dexpβi , which shows that
dexpβi(um)
p−1 = dexpβi(up−1m ) = dexpβi

(p− 1)! d
dt
(pm(p−1))
.
acts trivially on L(λ) if
pm(p− 1) > 2
ℓ
j=1
⟨λ, ω∨j ⟩.
Following [1], let (bij) denote the inverse matrix of (⟨αi, α∨j ⟩). From Section 4.6 of [1], we see that
ℓ
j=1
⟨λ, ω∨j ⟩ =
ℓ
i=1
ℓ
j=1
⟨λ, α∨i ⟩bij,
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Tracing through the calculations in [1, 6.1], we further have that ⟨λ, α∨0 ⟩c ≥ 2
ℓ
i=1
ℓ
j=1⟨λ, α∨i ⟩bij, which by the earlier
equality says that
⟨λ, α∨0 ⟩c ≥ 2
ℓ
j=1
⟨λ, ω∨j ⟩,
where c is given as above. Therefore, under the assumption that p > hc and λ ∈ X1(T ), we see that for allm ≥ 1:
pm(p− 1) > hc(p− 1) > ⟨ρ(p− 1), α∨0 ⟩c ≥ ⟨λ, α∨0 ⟩c ≥ 2
ℓ
j=1
⟨λ, ω∨j ⟩.
By repeatedly applying the first statement of Lemma 2.1, this then says that β ∈ VG(r)(L(λ)) if and only if L(λ) is not
projective as a k[u]/(up)-module with u acting via dexpβr−1(u0). Finally, it is not hard to show that dexpβr−1(u0) = βr−1 ∈ g,
which completes the proof. 
Theorem 3.2. Assume that p > hc. Let L(λ) be a simple G-module, with λwritten λ = λ0+pλ1+· · ·+pqλq, λi ∈ X1(T ). Then
VG(r)(L(λ)) = {(β0, . . . , βr−1) ∈ Cr(Np((g)) | βi ∈ VG(1)(L(λr−i−1))}.
Proof. By Steinberg’s tensor product theorem,
L(λ) ∼= L(λ0)⊗ L(λ1)(1) ⊗ · · · ⊗ L(λq)(q).
Now, for G(r)-modulesM , N , we have VG(r)(M ⊗ N) = VG(r)(M)∩ VG(r)(N) ([13, 7.2]). Additionally,M(i) is trivial over G(r)
if i ≥ r , so that the statement of the theorem reduces to computing VG(r)(L(λi)(i)), for i < r .
We note that the standard Frobenius morphism F acting on GLn can also be applied to gln (raising each entry to the
p-th power). Because G is a classical subgroup of GLn, F(g) = g. We have then that F i ◦ expβ = expF i(β) ◦ F i, where
F i(β) = (F i(β0), F i(β1), . . . , F i(βr−1)).
It follows that L(λi)(i), viewed as a k[u]/(up)-module with the action of u given by dexpβ0(ur−1)+ · · · + dexpβr−1(u0), is
isomorphic as a k[u]/(up)-module to the G-module L(λi), with u acting via
dexpF i(β0)(dF
i(ur−1))+ · · · + dexpF i(βr−1)(dF i(u0)) = dexpF i(β0)(ur−i−1)+ · · · + dexpF i(βr−i−1)(u0).
However, as shown in the proof of the previous proposition, the assumptions on p and λi ensure that if u acts as
dexpF i(β0)(ur−i−1) + · · · + dexpF i(βr−i−1)(u0) on L(λi), then the projectivity of this module over k[u]/(up) is determined
only by the action of dexpF i(βr−i−1)(u0). Thus, β ∈ VG(r)(L(λi)(i)) if and only if F i(βr−i−1) ∈ VG(1)(L(λi)). Since VG(1)(L(λi)) is
stable under the adjoint action of G, and because nilpotent orbits in g are stable under F (see [11, Section 3]), it follows that
β ∈ VG(r)(L(λi)(i)) if and only if βr−i−1 ∈ VG(1)(L(λi)). Taking the intersection over all 0 ≤ i ≤ r − 1 finishes the proof. 
Remark 3.3. It is a basic property of support varieties that for any finite dimensional G(r)-module M , dim VG(r)(M) =
cG(r)(M), where cG(r)(M) is the complexity ofM . In work which predates [12,13], Nakano was able to prove [9, 2.4] that
cG(r)(L(λ)) ≤
r−1
i=0
cG(1)(L(λi)),
a bound which is now also verified by Theorem 3.2. It is worth noting however that Nakano’s proof is independent of the
prime p, and applies to any Gwhich is connected and semisimple. There is thus some hope that our results will hold inmuch
more generality.
4. Support varieties of blocks
In this section we will assume further that G is simply-connected, thus G is either a special linear group, or a symplectic
group. The finite dimensional algebra Dist(G(r)) has a decomposition into blocks, and a G(r)-moduleM is said to lie in a block
B if the central idempotent of B acts as the identity on M . By the support variety of B, we mean the union of the support
varieties of all modules lying in B. It follows from general properties of support varieties that the support variety of B is
equal to the union of the support varieties of all simple G(r)-modules lying inB.
The goal of this section is to use the results of the previous section, along with results from [8,10], to give an explicit
description of these varieties. For λ ∈ X(T )+, letBr(λ) denote the block of Dist(G(r)) which contains the simple G-module
L(λ). We observe that if λ = λ1 + prλ2 with λ1 ∈ Xr(T ) and λ2 ∈ X(T )+, then as a G(r)-module L(λ) is isomorphic to the
direct sum of dimk(L(λ2)) copies of L(λ1), the latter remaining simple upon restriction to G(r), thus L(λ) does indeed lie in a
single block.Wewriteµ ∈ Br(λ) if L(µ) lies inBr(λ), so thatBr(λ) defines a subset of X(T )+. It is clear thatBr(λ) = Br(µ)
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whenever µ ∈ Br(λ), and since every block has some simple G(r)-module lying in it, then every block of Dist(G(r)) can be
given asBr(λ)with λ ∈ Xr(T ).
Jantzen has shown ([7, II.9.22]) how to determine the blockBr(λ) (and this result is true for arbitrary reductive groups):
letm be the smallest integer such that there is some α ∈ Φ with ⟨λ+ ρ, α∨⟩ /∈ Zpm. Then the blockBr(λ) contains L(µ) if
and only if
µ ∈ W · λ+ pmZΦ + prX(T ) ∩ X(T )+. (4.1)
In applying this result, we note that for the groups under consideration in this section, the index of ZΦ in X(T ) is n if
G = SLn, and is 2 if G = Sp2n ([6, 13.1]). Thus if we are assuming that p > hc , we have then bX(T ) ⊆ ZΦ for some integer b
which is relatively prime to p. Therefore, ifm ≤ r , we have
pmX(T ) ⊇ pmZΦ + prX(T ) ⊇ pm(bX(T )+ pr−mX(T )) = pmX(T ),
so we can simplify (4.1) to
µ ∈ W · λ+ pmX(T ) ∩ X(T )+. (4.2)
Let us now recall how the work of Jantzen in [8], and Nakano et al. in [10], provide for the first Frobenius kernel of G the
description of the variety of the block B1(λ). As with the result for determining blocks, this holds for arbitrary reductive
groups, but we will continue with our assumption that G is SLn or Sp2n.
Following the notation in [10], letΦλ := {α ∈ Φ | ⟨λ+ρ, α∨⟩ ∈ pZ}. Assuming that p is good forΦ (which in particular
is true if p > hc), it is observed in [10, 6.2] that there exists w ∈ W and a subset I ⊆ Π such that w(Φλ) = ZI ∩ Φ . Define
uI ⊆ g to be the subalgebra generated by all Lie(U−α), where α is a positive root not contained in ZI . As proved in [8] for
type A, and in [10] for all other types in which p is good:
VG(1)(H
0(λ)) = G · uI (4.3)
where G acts on g by the adjoint action. Note that if µ ∈ B1(λ), then µ = w′ · λ + pβ , for some β ∈ X(T ), so that
Φµ = w′(Φλ). Thusw(w′)−1(Φµ) = ZI ∩Φ , and by (4.3) we have VG(1)(H0(λ)) = VG(1)(H0(µ)). Applying Theorem 4.6.1 of
[10], and its proof, it follows that the support variety ofB1(λ) equals G · uI .
We can now proceed to state and prove the result for higher Frobenius kernels.
Theorem 4.1. Let λ ∈ Xr(T ), and letBr(λ) denote the block of Dist(G(r)) containing the simple G-module L(λ), and assume that
p > hc. Write
λ = λ0 + λ1p+ · · · + λr−1pr−1, λi ∈ X1(T )
and let m > 0 be the smallest integer such that λm−1 ≠ (p− 1)ρ . Then the support variety ofBr(λ) is given by
{(β0, . . . , βr−1) ∈ Cr(Np(g)) | βr−m ∈ VG(1)(H0(λm−1)) and βi = 0 if i > r −m}.
Proof. We can write λ = ρ(pm−1 − 1)+ λm−1pm−1 + σpm, where
σ = λm + λm+1p+ · · · + λr−1pr−m−1.
For anyw ∈ W , we have
w · (λ) = wρ(pm−1 − 1)+ λm−1pm−1 + σpm + ρ− ρ
= w(ρ + λm−1)pm−1 + w(σ)pm − ρ
= w(ρ + λm−1)− ρpm−1 + ρ(pm−1 − 1)+ w(σ)pm
= ρ(pm−1 − 1)+ (w · λm−1)pm−1 + w(σ)pm.
By (4.2), L(µ) is in the blockBr(λ) if and only ifµ is both dominant and inW ·λ+ pmX(T ). Writeµ = µ0+µ1p+ · · ·+
µqpq, µi ∈ X1(T ). Having just calculated w · λ, it follows that if µ ∈ Br(λ), then µi = ρ(p − 1), if 0 ≤ i < m − 1, and
µm−1 ∈

W ·λm−1+pX(T )
∩X(T )+ = B1(λm−1)∩X(T )+. We further note that by subtractingµmpm+· · ·+µqpq ∈ pmX(T )
from µ, we have that L(µ′) is also in Br(λ), where µ′ = µ0 + µ1p + · · · + µm−1pm−1. By Theorem 3.2 it is clear that
VG(r)(L(µ)) ⊆ VG(r)(L(µ′)). Thus we see that the support variety of the block Br(λ) is given by the union of the support
varieties of the modules L(µ)with µ ∈ W · λ+ pmX(T ) ∩ Xm(T ). By the observations above,
W · λ+ pmX(T ) ∩ Xm(T ) = {ρ(pm−1 − 1)+ σpm−1 | σ ∈ B1(λm−1) ∩ X1(T )}.
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LetB ′1(λm−1) = B1(λm−1) ∩ X1(T ). Summarizing, we have that the support variety of the blockBr(λ) is equal to
=

σ∈B′1(λm−1)
VG(r)

L(ρ(pm−1 − 1))⊗ L(σ )(m−1)
= VG(r)

L(ρ(pm−1 − 1)) 
 
σ∈B′1(λm−1)
VG(r)

L(σ )(m−1)
 .
Ifm = 1, then L(ρ(pm−1 − 1)) = L(0), which is the trivial G(r)-module, otherwise ifm ≥ 2,
L(ρ(pm−1 − 1)) ∼= L(ρ(p− 1))⊗ L(ρ(p− 1))(1) ⊗ · · · ⊗ L(ρ(p− 1))(m−2).
Since L(ρ(p− 1)) is projective over G(1), we have VG(1)(L(ρ(p− 1))) = {0}. Thus, for allm ≥ 1 we have by Theorem 3.2,
VG(r)(L(ρ(p
m−1 − 1))) = {(β0, . . . , βr−m, 0, . . . , 0) ∈ Cr(Np(g))}.
The calculation of the support variety ofB1(λm−1) over G(1) together with Theorem 3.2 implies that
σ∈B′1(λm−1)
VG(r)(L(σ )
(m−1)) = {β ∈ Cr(Np(g)) | βr−m ∈ Φλm−1},
which proves the theorem. 
Remark 4.2. As observed in the comments at the beginning of Section 4.6 of [10], the module H0(λ) lies in the blockBr(λ),
thus this theorem provides an upper bound on VG(r)(H
0(λ)). In the case that G = SL2 and r ≥ 1, it follows from the
calculations in [13, 6.10] that the support variety of H0(λ) is in fact equal to the support variety of Br(λ). The same is
true in the case r = 1 and G a reductive group, as follows from the work in [10]. Possibly this equality holds for arbitrary r
and G reductive (or at least a classical simple group), though we will stop short of officially stating this as a conjecture.
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