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Abstract
Higher genus modular graph tensors map Feynman graphs to functions on the
Torelli space of genus-h compact Riemann surfaces which transform as tensors under
the modular group Sp(2h,Z), thereby generalizing a construction of Kawazumi. An
infinite family of algebraic identities between one-loop and tree-level modular graph
tensors are proven for arbitrary genus and arbitrary tensorial rank. We also derive a
family of identities that apply to modular graph tensors of higher loop order.
1 Introduction
Modular graph functions map Feynman graphs for a massless scalar field on a Riemann
surface to a modular function or, more generally, to a modular form. Modular graph functions
and forms arise naturally in the low energy expansion of closed string amplitudes as the
integrands on moduli space of the coefficients of the low energy effective interactions.
The study of genus-one modular graph functions goes back to [1, 2] where individual
contributions at low order in the expansion were considered. A more general analysis of
genus-one modular graph functions was initiated in [3, 4, 5] where they were found to sat-
isfy identities that extend the well-known relations between multiple zeta-values to modular
functions. Algorithms for the systematic construction of all algebraic and differential identi-
ties between modular graph functions and forms were developed and applied in [6, 7, 8, 9],
expressed in terms of generating functions for iterated integrals of holomorphic Eisenstein
series in [10, 11], and implemented in a convenient Mathematica package in [12]. Further
mathematical developments in the study of modular graph forms may be found in [13, 14].
The study of genus-two modular graph functions [15, 16] is motivated by the analysis
of the low energy expansion of the genus-two superstring amplitudes with four external
massless states in [17, 18, 19]. The string integrand for the coefficient of the D4R4 effective
interaction is a constant on moduli space in [20], while for D6R4 it is proportional to the
genus-two Kawazumi-Zhang invariant [21] which had been introduced a few years earlier in
the mathematics literature [22, 23]. Using Siegel’s formula for the volume of moduli space and
an inhomogeneous Laplace eigenvalue equation for the Kawazumi-Zhang invariant derived
in [24] (see also [22]), the integrations over moduli space could be performed analytically.
The resulting coefficients were found to match the predictions of space-time supersymmetry
[25] and S-duality [26, 27, 28] in Type IIB string theory [20] and [24]. A theta-lift for the
Kawazumi-Zhang invariant was constructed in [29].
The recent construction of genus-two five-point superstring amplitudes [30, 31, 32] intro-
duces, via their low energy expansion, additional classes of modular graph functions other
than those already known from four-point amplitudes in [15, 16]. The modular graph func-
tions in the D8R4 and D6R5 effective interactions were found to obey an intriguing algebraic
identity that mixes genus-two contributions from Feynman graphs of different loop orders
[31]. This identity was proven with the help of interchange Lemma D.1 in [31], which pre-
scribes a certain interchange rule for derivatives on higher genus Arakelov Green functions
similar to the interchange formula resulting from translation invariance at genus one. This
Lemma will be exploited here as well and further generalized. The algebraic identity of [31]
is closely related to a differential relation obtained earlier in [33].
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In this work, we shall extend the notion of genus-h modular graph functions to modular
graph tensors transforming under the modular group Sp(2h,Z). Genus-one modular graph
tensors reduce to modular graph forms, while for higher genus they generalize a construction
of Kawazumi in [34, 35]. Based on concatenations of Arakelov Green functions, we recursively
construct tensorial functions on one or two copies of the compact Riemann surface. The
associated generalizations of the interchange lemma [31] are used to derive infinite classes of
identities among modular graph tensors that arise from integrating the concatenated Green
functions over the surface. More specifically, modular tensors corresponding to one-loop
graphs with an arbitrary number of edges are related to modular tensors corresponding to
linear tree-level graphs.
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2 The interchange lemmas
In this section, we begin by fixing notations and reviewing the ingredients needed to con-
struct modular graph tensors for arbitrary genus h, namely holomorphic Abelian differentials
and the Arakelov Green function (for reviews see [36, 37]). We shall then summarize the
interchange lemma proven in [31], and prove its generalization to higher rank tensors.
2.1 Holomorphic one-forms
We consider a compact Riemann surface Σ of genus h > 0 and choose a basis of cycles AI
andBI in H1(Σ,Z) for which the intersection pairing J takes the canonical form J(AI ,AJ ) =
J(BI ,BJ) = 0 and J(AI ,BJ) = δIJ for I, J = 1, · · · , h. A canonical basis of holomorphic
Abelian differentials ωI for H
(1,0)(Σ) may be normalized on A-cycles, and we have,∮
AI
ωJ = δIJ
∮
BI
ωJ = ΩIJ YIJ = ImΩIJ (2.1)
The period matrix Ω is symmetric and has positive definite imaginary part Y . The action of
a modular transformation M ∈ Sp(2h,Z) on the periods AI and BI preserves the canonical
intersection form, namely Mt JM = J with,(
B˜
A˜
)
= M
(
B
A
)
J =
(
0 −Ih
Ih 0
)
M =
(
A B
C D
)
(2.2)
where A,B,C,D are h× h matrices with integer entries. The action of the modular trans-
formation M on the row matrix ω of h holomorphic differentials, on the period matrix Ω,
and on the imaginary part of the period matrix Y are given by,
ω˜ = ω(CΩ+D)−1
Ω˜ = (AΩ+B)(CΩ +D)−1
Y˜ = (ΩCt +Dt)−1Y (CΩ¯ +D)−1 (2.3)
The Jacobian variety J(Σ) = Ch/(Zh + ΩZh) supports a canonical translation-invariant
Ka¨hler form whose pull-back from J(Σ) to Σ under the Abel-Jacobi map induces a canonical
conformal invariant Ka¨hler form on Σ given by (with Y IJ denoting the entries of (ImΩ)−1),1
κ =
i
2h
ωI ω
I ωI = Y IJωJ
∫
Σ
κ = 1 (2.4)
1Throughout, we use the Einstein convention to contract pairs of repeated upper and lower indices; upper
indices are lowered with the help of the matrix Y with entries YIJ ; lower indices are raised with the inverse
matrix Y −1 with entries Y IJ ; and we shall reserve lower indices on holomorphic forms ωI and upper indices
for their complex conjugates ωI .
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2.2 Modular tensors
The moduli space of compact Riemann surfaces equipped with a canonical homology basis
(Σ,A,B) is the Torelli space Torh, which is a subspace of the Siegel upper half space Hh
of rank h. The moduli space of compact Riemann surfaces is isomorphic to the quotient
Mh = Torh/Sp(2h,Z). The Siegel upper half space Hh is a Ka¨hler coset manifold given
by Sp(2h,R)/U(h). Its Ka¨hler structure induces a Ka¨hler structure on Torh thereby de-
composing the tangent space of Torh into a direct sum of holomorphic and anti-holomorphic
subspaces. In particular, a vector transforming under the defining representation of Sp(2h,R)
may be decomposed into a vector VI with a holomorphic index I and a vector VJ¯ with an
anti-holomorphic index. This decomposition induces a corresponding decomposition under
the transformation of the modular group Sp(2h,Z) ⊂ Sp(2h,R).
The prototype of such a decomposition is given by the 2h-component vector (ωI , ωJ¯)
of holomorphic 1-forms and their complex conjugates, and its transformation rule of (2.3)
under Sp(2h,Z) may be written in complex tensor notation as follows,
ω˜I(Ω) = ωI′(Ω)R
I′
I R = R(Ω) = (CΩ+D)
−1 (2.5)
Higher rank tensors may be obtained by repeated tensor products of the defining represen-
tation, and decomposed analogously. The transformation law for the rank-two tensor YIJ¯
under Sp(2h,Z) was already given in (2.3).2 The transformation for an arbitrary tensor-
valued function T (Ω) is given as follows,
T˜I1,··· ,In;J¯1,··· ,J¯n¯(Ω˜) = TI′1,··· ,I′n;J¯ ′1,··· ,J¯ ′n¯(Ω)R
I′
1
I1 · · ·R
I′n
In R¯
J¯ ′
1
J¯1 · · · R¯
J¯ ′n
J¯n (2.6)
Equivalently, we may raise the anti-holomorphic indices with the help of Y −1,
T J1,··· ,Jn¯I1,··· ,In (Ω) = TI1,··· ,In;J¯1,··· ,J¯n¯(Ω) Y
J1J¯1 · · ·Y Jn¯J¯n¯ (2.7)
whose transformation law is now by the holomorphic matrices R(Ω) and R(Ω)−1 without
the need to invoke complex conjugates R¯(Ω),
T˜ J1,··· ,Jn¯I1,··· ,In (Ω˜) = T
J ′
1
,··· ,J ′n¯
I′
1
,··· ,I′n
(Ω)RI
′
1
I1 · · ·R
I′n
In (R
−1)J1J ′
1
· · · (R−1)Jn¯J ′n¯ (2.8)
In the sequel, we shall construct modular graph tensors obtained as tensor-valued functions
on Torh associated with tree-level and one-loop Feynman graphs, and the key ideas of our
construction are applicable to graphs with an arbitrary number of loops. Our formulation
generalizes a construction of modular tensors initiated by Kawazumi in [34] and [35].
2To emphasize the Ka¨hler structure of the tensors on Torh, we shall distinguish here between indices I
and J¯ corresponding to holomorphic tangent space directions and their complex conjugates.
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2.3 The Arakelov Green function
The Arakelov Green function G is a symmetric real-valued function on Σ×Σ defined as the
unique inverse to the Laplace operator on the space of functions orthogonal to constants
with respect to the volume form κ and, in local complex coordinates x, y, is defined by,
∂x∂x¯G(x, y) = −πδ(x, y) + πκxx¯(x)
∫
Σx
κ(x)G(x, y) = 0 (2.9)
The δ-function is normalized by i
2
∫
Σx
dx ∧ dx¯ δ(x, y) = 1, the subscript of Σx specifies the
integration variable when appropriate3, and κ is given by κ = i
2
κxx¯dx∧dx¯. An explicit form
for G may be constructed in terms of the prime form and Abelian integrals [15], but will not
be needed in this paper. A formula that will be useful here is as follows,
∂x∂y¯G(x, y) = πδ(x, y)− πωI(x)ω
I(y) (2.10)
Using the Riemann relation,
i
2
∫
Σ
ωI ω
J = δJI (2.11)
one readily verifies that the integral of the above relation against an arbitrary holomorphic
form ωK(y) vanishes, as does the integral against an arbitrary anti-holomorphic form ω
K(x).
2.4 The basic interchange lemma
Translation invariance on a compact Riemann surface of genus one, namely a torus, guar-
antees that the holomorphic differential ωI is a constant and that the Arakelov Green
function depends only on the difference of the points, so that G(z, w)|h=1 = g(z − w) and
∂zG(z, w)|h=1 = ∂zg(z − w) = −∂wg(z − w) = −∂wG(z, w)|h=1. These properties may be
used to “move derivatives around a Feynman graph” and are responsible for the momentum
conservation identities relating modular graph forms of genus one [6, 7, 8].
The absence of translation invariance on a Riemann surface Σ of genus h > 1 had
prevented the derivation of corresponding identities until the basic interchange Lemma D.1
in [31] was proven to provide a viable substitute. Its statement is as follows.
3We shall drop the explicit reference to the integration variables and simply write
∫
Σ
when all the points
on the surface appearing in the subsequent expression are integrated over.
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Lemma 2.1 On a compact Riemann surface of arbitrary genus h ≥ 1, the following relation
between derivatives of the Arakelov Green function G and the Abelian differentials ωI holds,
∂xWI(x, y) = −∂yWI(y, x) (2.12)
where the tensor WI is given as follows,
WI(x, y) = G(x, y)ωI(y)− Φ
J
I (x)ωJ(y)
ΦJI (z) =
i
2
∫
Σx
G(z, x)ωI(x)ω
J(x) (2.13)
Here, WI(x, y) is a (0, 0) form in x and a (1, 0) form in y; Φ
J
I (x) is a (0, 0) form in x, and
the matrix Φ is Hermitian as it satisfies ΦIJ¯(x) = ΦJI¯(x).
The tensor ΦJI (x) was introduced by Kawazumi in [34, 35] from a slightly different per-
spective. The proof of the Lemma is given in Appendix D of [31]. For genus h = 1 we have
Φ11(x) = 0 and W1(x, y) = G(x, y) = g(x − y) so that the equation for WI(x, y) becomes
equivalent to the equation obtained by using translation invariance for genus one. For genus
two, the lemma 2.1 is at the root of the proof of the identity between weight-two modular
graph functions discovered in [31]. For arbitrary genus h, the lemma will serve as the starting
point for all the identities we shall derive in this paper.
2.5 Concatenation of Arakelov Green functions
Higher weight modular graph functions involve integrals of products of Arakelov Green
functions over several copies of Σ. For genus one, these integrations are effected in terms of
the unique canonical volume form i
2
dz∧dz¯ on Σ obtained by taking the wedge product of the
canonical holomorphic (1, 0) form dz and its complex conjugate. For higher genus h ≥ 2, the
space of holomorphic (1, 0) forms has dimension h greater than one, so that several possible
volume forms of the following type,
µJI =
i
2
ωI ω
J
∫
Σ
µJI = δ
J
I (2.14)
for I, J = 1, · · · , h, are available. While the canonical Ka¨hler form κ, introduced in (2.4)
and related to µ by the trace µII = h κ, is a natural modular invariant volume form on a
single copy of Σ, the explicit expressions for higher-genus string amplitudes4 show that the
4More specifically, integration measures beyond several copies of κ arise in genus-two string amplitudes
with four external states [18, 19] and with five external states [30, 31, 32] and the low energy limit of the
genus-three four-point amplitude [38].
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measure on several copies of Σ is not necessarily given by several copies of κ. Instead, the
measures in higher-genus string amplitudes involve a more interrelated tensorial structure,
which can be accounted for in terms of the tensorial form µ defined in (2.14).
2.5.1 Concatenation of two Arakelov Green functions
Following the hints given by the structure of the string amplitudes, we shall define a con-
catenation of two Green functions in terms of tensorial volume forms. Actually, there are
two different perspectives of interest. The first is given by the straightforward concatenation
of two Arakelov Green functions with the volume form µJI , while the second is in terms of
the combination WI(x, y) used in Lemma 2.1,
V JI (x, y) =
∫
Σz
G(x, z)µJI (z)G(z, y)
W JIL(x, y) =
i
2
∫
Σz
WI(x, z)ω
J(z)WL(z, y) (2.15)
The tensor V JI (x, y) generalizes the Arakelov Green function G(x, y) as both are (0, 0) forms
in both x and y, while the tensor W JIL(x, y) generalizes WI(x, y) as both are (0, 0) forms in
x and (1, 0) forms in y. While V JI is a natural object to introduce, it is the combination
W JIL(x, y) that obeys the simplest generalization of Lemma 2.1, and satisfies,
∂xW
J
IL(x, y) = −∂yW
J
LI(y, x) (2.16)
The proof of (2.16) follows immediately from the integral representation of W JIL(x, y) in
(2.15), the use of lemma 2.1 applied to ∂xWI(x, z), integration by parts in z and then a
second use of the lemma 2.1 on ∂zWL(z, y).
The relation between the two expressions may be obtained by substituting the expression
for WI from (2.13), and we find,
W JIL(x, y) =
(
V JI (x, y)− Φ
K
I (x)Φ
J
K(y)
)
ωL(y)−
(
ΦJMIL (x)− Φ
K
I (x)A
JM
KL
)
ωM(y) (2.17)
where the new ingredients are given as follows,
ΦJMIL (x) =
∫
Σz
G(x, z)µJI (z) Φ
M
L (z) =
∫
Σ2z,w
G(x, z)µJI (z)G(z, w)µ
M
L (w)
AJMKL =
∫
Σz
µJK(z)Φ
M
L (z) =
∫
Σ2x,y
µJK(x)G(x, y)µ
M
L (y) (2.18)
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The tensor ΦJMIL (x) generalizes Φ
J
I (x) by concatenation. The tensor A
JM
KL was introduced
by Kawazumi in [34, 35] and has no dependence on points on the surface Σ. It transforms
as a tensor under Sp(2h,Z), according to (2.8) with n = n¯ = 2. Its symmetry and trace
properties are as follows,
AJMKL = A
MJ
LK A
JL
KL = A
JM
JL = 0 A
JK
KJ = ϕ (2.19)
where ϕ is the Kawazumi-Zhang invariant for arbitrary genus.
For later use, we record the following relations,
∂x∂y¯V
J
I (x, y) = ∂xΦ
α
I ∂y¯Φ
J
α(y) + πWI(y, x)ω
J(y)
−πωI(x)ω
α(y) ΦJα(x) + πωβ(x)A
βJ
Iα ω
α(y)
∂x∂y¯W
J
IL(x, y) = −2πiWI(y, x)µ
J
L(y) + 2πi ωI(x) Φ
J
α(x)µ
α
L(y)
−2πi ωβ(x)A
βJ
Iα µ
α
L(y) (2.20)
For the sake of extra clarity, we shall frequently denote pairs of contracted indices by lower
case Greek letters.
2.5.2 Concatenation of an arbitrary number of Arakelov Green functions
The generalization to the concatenation of an arbitrary number of Arakelov Green functions,
following the pattern given above for the case of two Green functions, is straightforward. The
corresponding tensor functions are defined recursively as follows for n ≥ 1,
V J1···Jn JI1··· In I (x, y) =
∫
Σz
V J1···JnI1··· In (x, z)µ
J
I (z)G(z, y)
W J1···Jn JI1···In I L(x, y) =
i
2
∫
Σz
W J1···JnI1···In I(x, z)ω
J(z)WL(z, y)
ΦJ J1···JnI I1···In (x) =
∫
Σz
G(x, z)µJI (z) Φ
J1···Jn
I1···In
(z)
AJ J1···JnI I1···In =
∫
Σz
µJI (z) Φ
J1···Jn
I1···In
(z) (2.21)
The tensors have the following symmetry properties,
V Jn···J1In··· I1 (x, y) = V
J1···Jn
I1··· In
(y, x)
AJn···J1In···I1 = A
J1···Jn
I1···In
(2.22)
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and trace properties,
ΦJ1···JnKI1···InK (x) = A
J1···JnK
I1···InK
= 0 (2.23)
They are tensors under Sp(2h,Z) with transformation properties induced by those of ωI and
ωJ and given by (2.8) with n¯ = n. The other tensors have similar transformation properties.
We shall refer to the objects AJ1···JnI1···In as modular graph tensors.
We note that the recursion relations for V and W may also be written in opposite order,
V J1···Jn JI1··· In I (x, y) =
∫
Σz
G(x, z)µJ1I1 (z) V
J2···Jn J
I2··· In I
(z, y)
W J1···Jn JI1···In I L(x, y) =
i
2
∫
Σz
WI1(x, z)ω
J1(z)W J2···Jn JI2···In I L(z, y) (2.24)
and that the modular graph tensors admit alternative definitions,
AJ1···JnI1···In =
∫
Σ2x,y
µJ1I1 (x)V
J2...Jn−1
I2...In−1
(x, y)µJnIn (y) (2.25)
=
∫
Σx
Φ
Jk−1...J2J1
Ik−1...I2I1
(x)µJkIk (x)Φ
Jk+1...Jn
Ik+1...In
(x)
where one can choose any of k = 1, 2, . . . , n in the second line. Moreover, we introduce
complex conjugate versions of the W tensors in (2.13) and (2.21)
W
I
(x, y) = G(x, y)ωI(y)− ΦIJ(x)ω
J(y) (2.26)
W
I1...InL
J1...Jn
(x, y) =
i
2
∫
Σz
W
I1...In−1In
J1...Jn−1
(x, z)ωJn(z)W
L
(z, y)
which for instance yields the following complex conjugate of (2.17):
W
IL
J (x, y) =
(
V IJ (x, y)− Φ
I
α(x)Φ
α
J (y)
)
ωL(y)−
(
ΦILJM(x)− Φ
I
α(x)A
αL
JM
)
ωM(y) (2.27)
2.6 Graphical representation
A natural graphical representation may be formulated for the tensors V J1···JnI1··· In (x, y), Φ
J1···Jn
I1···In
(x)
and AJ1···JnI1···In by representing each integrated vertex point zi by a black dot, each unintegrated
vertex point by a white dot, and each Green function by a full line between two vertex points.
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V J1···JnI1···In (x, y) =
x y
I1
J1
I2
J2
In−1
Jn−1
In
Jn· · ·
· · ·
ΦJ1···JnI1···In (x) =
x
I1
J1
I2
J2
In−1
Jn−1
In
Jn· · ·
· · ·
AJ1···JnI1···In =
I1
J1
I2
J2
In−1
Jn−1
In
Jn· · ·
· · ·
2.7 Explicit from of the W tensors
In this subsection, we obtain the expressions for W , defined recursively in the first line of
(2.15), in terms of V , Φ and A. These expressions will be useful later in constructing explicit
forms for the identities among modular graph tensors. Given the general structure of W , it
is convenient to decompose it as follows,
W J1···JnI1···InL(x, y) = C
J1···Jn
I1···In
(x, y)ωL(y)−D
J1···JnK
I1···In L
(x)ωK(y) (2.28)
where the simplest examples of C,D can be read off from the expressions in (2.13) and (2.17),
C(x, y) = G(x, y) , CJ1I1 (x, y) = V
J1
I1
(x, y)− ΦαI1(x)Φ
J1
α (y)
DKL (x) = Φ
K
L (x) , D
J1K
I1L
(x) = ΦJ1KI1L (x)− Φ
α
I1
(x)AJ1KαL (2.29)
For weight 3 we obtain,
CJ1J2I1I2 (x, y) = V
J1J2
I1I2
(x, y)− ΦαI1(x)Φ
J2J1
I2 α
(y)− ΦJ1αI1I2(x)Φ
J2
α (y) + Φ
α
I1
(x)AJ1βαI2Φ
J2
β (y)
DJ1J2KI1I2 L (x) = Φ
J1J2K
I1I2L
(x)− ΦJ1αI1I2(x)A
J2K
αL − Φ
α
I1
(x)AJ1J2KαI2L + Φ
α
I1
(x)AJ1βαI2A
J2K
βL (2.30)
For weight 4, we obtain,
CJ1J2J3I1I2I3 (x, y) = V
J1J2J3
I1I2I3
(x, y)− ΦJ1αI1I2(x) Φ
J3J2
I3 α
(y)− ΦJ1J2 αI1I2I3 (x) Φ
J3
α (y) + Φ
J1α
I1I2
(x)AJ2βαI3 Φ
J3
β (y)
−ΦαI1(x)
{
ΦJ3J2J1I3I2 α (y)−A
J1β
αI2
ΦJ3J2I3 β (y)−A
J1J2 β
αI2I3
ΦJ3β (y) +A
J1β
αI2
AJ2γβI3 Φ
J3
γ (y)
}
DJ1J2J3KI1I2I3 L (x) = Φ
J1J2J3K
I1I2I3 L
(x)− ΦJ1J2αI1I2I3(x)A
J3K
αL − Φ
J1α
I1I2
(x)AJ2J3KαI3L + Φ
J1α
I1I2
(x)AJ2βαI3 A
J3K
βL
−ΦαI1(x)
{
AJ1J2J3KαI2I3L −A
J1J2 β
αI2I3
AJ3KβL −A
J1β
αI2
AJ2J3KβI3L +A
J1β
αI2
AJ2γβI3 A
J3K
γL
}
(2.31)
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At higher weight n, we obtain
CJ1J2...JnI1I2 ... In(x, y) = V
J1J2...Jn
I1I2 ... In
(x, y) +
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
. . .A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
Φ
JnJn−1...Jik+1Jik
In In−1... Iik+1 αk
(y) (2.32)
DJ1J2...JnKI1I2 ... InL(x) = Φ
J1J2...JnK
I1I2 ... InL
(x) +
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
. . .A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
A
JikJik+1...JnK
αk Iik+1... InL
(2.33)
which will be proven in appendix A. Together with the first terms V J1J2...JnI1I2 ... In (x, y) and
ΦJ1J2...JnKI1I2 ... InL(x) on the right-hand sides of (2.32) and (2.33), the respective sums over
∑n
k=1
and
∑
1≤i1<i2<...<ik≤n
yield all the 2n possibilities to replace a subset of the n pairs JiIi by con-
tractions like A...α...IiA
Ji...
α... (or with A replaced by Φ). Terms with an odd number of A-factors
enter (2.32) with a plus sign and (2.33) with a minus sign.
Note that the contributions to the k-summands in DJ1J2...JnKI1I2 ... InL (x) are formally obtained
from those to CJ1J2...JnI1I2 ... In(x, y) by replacing the last factors Φ
JnJn−1...Jik+1Jik
In In−1... Iik+1 αk
(y)→ A
JikJik+1...JnK
αk Iik+1... InL
.
Hence, one can equivalently write
W J1···JnI1···InL(x, y) = V
J1J2...Jn
I1I2 ... In
(x, y)ωL(y)− Φ
J1J2...JnK
I1I2 ... InL
(x)ωK(y)
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× · · · × A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
×
(
Φ
JnJn−1...Jik+1Jik
In In−1... Iik+1 αk
(y)ωL(y)−A
JikJik+1...JnK
αk Iik+1... InL
ωK(y)
)
(2.34)
The analogous results for the complex conjugate versions (2.26) of the W tensors involve
contractions of the form A...Ii...αA
α...
Ji...
instead of A...α...IiA
Ji...
α...
W
I1···InL
J1···Jn
(x, y) = V I1I2 ... InJ1J2...Jn (x, y)ω
L(y)− Φ I1I2 ... InLJ1J2...JnK(x)ω
K(y)
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
I1 ...Ii1−1Ii1
J1...Ji1−1α1
(x)A
α1 Ii1+1...Ii2−1Ii2
Ji1Ji1+1...Ji2−1α2
×A
α2 Ii2+1...Ii3−1Ii3
Ji2Ji2+1...Ji3−1α3
× · · · × A
αk−1 Iik−1+1...Iik−1Iik
Jik−1Jik−1+1...Jik−1αk
×
(
Φ
In In−1... Iik+1 αk
JnJn−1...Jik+1Jik
(y)ωL(y)−A
αk Iik+1... InL
JikJik+1...JnK
ωK(y)
)
(2.35)
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2.8 The generalized interchange lemma
We are now in a position to state and prove the generalization of Lemma 2.1 that will be at
the root of the identities derived here.
Lemma 2.2 On a compact Riemann surface of arbitrary genus h ≥ 1, the following relation
between derivatives of the tensor functions W J1···JnI1···InL(x, y) holds,
∂xW
J1···Jn
I1···InL
(x, y) = −∂yW
Jn···J1
LIn···I1
(y, x) (2.36)
where the tensor W was defined recursively in (2.15) and (2.21).
The proof of Lemma 2.2 proceeds by induction on n. It was proven for n = 0 in Lemma
2.1, and for n = 1 in (2.16). Assuming that (2.36) holds at step n, we shall now prove the
corresponding relation for step n + 1 in the induction, by taking the x-derivative of both
sides of the second equation in (2.21),
∂xW
J1···Jn Jn+1
I1···In In+1 L
(x, y) =
i
2
∫
Σz
∂xW
J1···Jn
I1···In In+1
(x, z)ωJn+1(z)WL(z, y) (2.37)
Using the assumption that (2.36) holds at step n, we transform the x-derivative into a
z-derivative and integrate by parts in z,
∂xW
J1···Jn Jn+1
I1···In In+1 L
(x, y) =
i
2
∫
Σz
W Jn···J1In+1 In···I1(z, x)ω
Jn+1(z) ∂zWL(z, y) (2.38)
Finally, we use (2.12) of Lemma 2.1 to convert the z-derivate onWL(z, y) into a y-derivative,
and rearrange the different factors as follows,
∂xW
J1···Jn Jn+1
I1···In In+1 L
(x, y) = −
i
2
∫
Σz
∂yWL(y, z)ω
Jn+1(z)W Jn···J1In+1 In···I1(z, x) (2.39)
so that it is clear that the right side gives the right side of (2.36) for the inductive step n+1,
thereby completing the proof of Lemma 2.2.
Note that the complex conjugate versions (2.26) of the W tensors obey an analogous
interchange lemma that can be used to swap antiholomorphic derivatives,
∂x¯W
I1···InL
J1···Jn
(x, y) = −∂y¯W
LIn···I1
Jn···J1
(y, x) (2.40)
The inductive proof of Lemma 2.2 may be readily adapted to the complex conjugate case.
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3 Identities between modular graph tensors
The modular graph tensors AJ1···JnI1···In introduced in the preceding section all correspond to
tree-level graphs as they form linear chains of Arakelov Green functions. The identities we
shall derive and prove below involve also one-loop modular graph tensors, defined as follows,
BJ1···JnI1···In =
n∏
i=1
∫
Σzi
µJiIi (zi)G(zi, zi+1) =
∫
Σz
V
J1···Jn−1
I1··· In−1
(z, z)µJnIn (z) (3.1)
where we cyclically identify zn+1 = z1 in the first expression. A graphical representation of
B is presented in the figure below.
BJ1···JnI1···In =
•
Jn
In
•
J1
I1
•I2
•J3
J2
I3
The tensor B is clearly invariant under cyclic permutations of the pairs of indices (Ii, Ji) and
under reflection, schematically represented by the following identities,
B
J1 J2 ···Jn−1 Jn
I1 I2 ··· In−1 In
= B
J2 ···Jn−1 Jn J1
I2 ··· In−1 In I1
= B
Jn Jn−1 ···J2 J1
In In−1 ··· I2 I1
(3.2)
The transformation law under Sp(2h,Z) of the tensor BJ1···JnI1···In is identical to the transforma-
tion law given in (2.8) for the tensor AJ1···JnI1···In corresponding to a chain graph.
3.1 The main theorem
Instead of deriving identities directly for A and B, the simplicity of the exchange Lemma 2.2
in terms of W suggests that the simplest form of the identities is obtained rather in terms of
expressions built out ofW . These identities will contain higher genus modular graph tensors
associated with one-loop and linear tree-level graphs.
Theorem 3.1 On a compact Riemann surface of genus h ≥ 1, the tensors defined by,
T J1···JnNMI1···InLK =
i
2
∫
Σ2x,y
W J1···JnI1···InL(x, y)
(
G(x, y)µMK (x)− µ
M
α (x)Φ
α
K(y)
)
ωN(y) (3.3)
satisfy the following symmetry property,
T J1···JnNMI1···InLK = T
JnJn−1···J1MN
L In ··· I2I1K
(3.4)
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of the corresponding modular graph tensors.
To prove Theorem 3.1, we evaluate the following integral,
−
1
4π
∫
Σ3x,y,z
∂x∂z¯G(x, z)G(y, z)W
J1···Jn
I1···InL
(x, y)ωM(x)ωK(z)ω
N(y) (3.5)
in two different ways. First, by using (2.10) for the mixed double derivative of the Arakelov
Green function, we obtain the left-hand side of (3.4). Second, integrating by parts in both
x and z¯, using the generalized interchange lemma (2.36) to convert ∂x into ∂y and then
integrating by parts in y results in the following expression,
−
1
4π
∫
Σ3x,y,z
G(x, z) ∂y∂z¯G(y, z)W
Jn···J1
LIn···I1
(x, y)ωM(x)ωK(z)ω
N(y) (3.6)
Swapping the integration variables x and y, we recover the right side of (3.4), which completes
the proof of the Theorem. We note that complex conjugation using (2.26) gives rise to an
equivalent version of the Theorem (3.3),
T
J1···JnLK
I1···InNM
=
i
2
∫
Σ2x,y
W
I1...InL
J1...Jn
(x, y)ωN(y)
(
G(x, y)µKM(x)− Φ
K
α (y)µ
α
M(x)
)
(3.7)
which obeys the complex conjugate of the symmetry properties (3.4)
T
J1···JnLK
I1···InNM
= T
L Jn ... J2J1K
InIn−1···I1MN
(3.8)
3.2 Weight 2
For weight 2, namely n = 0, the tensor in Theorem 3.1 reduces to,
T NMLK =
∫
Σ2x,y
(
G(x, y)µMK (x)− µ
M
α (x)Φ
α
K(y)
)(
G(x, y)µNL (y)− Φ
β
L(x)µ
N
β (y)
)
= BMNKL −A
NMα
αKL −A
MNα
αLK +A
Mβ
αL A
Nα
βK (3.9)
These rearrangements are simple consequences of the recursive definitions of various tensors
including (2.21) and (3.1). By Theorem 3.1, the tensor in (3.9) obeys the symmetry T NMLK =
T MNLK , which leads to the eight-term identity,
BMNKL − B
NM
KL = A
NMα
αKL +A
MNα
αLK −A
MNα
αKL −A
NMα
αLK −A
Mβ
αL A
Nα
βK +A
Nβ
αLA
Mα
βK (3.10)
relating one-loop graphs on the left-hand side to tree-level graphs on the right-hand side.
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For genus h = 2, the anti-symmetry separately in MN and in KL of (3.10) allows us to
uniquely contract with the combination εKLεMN , so that the tensorial identity is actually
an invariant. It will be shown in section 4.1 that this identity is identical to the one proven
for genus two in appendix D of [31]. For arbitrary genus, there is a single inequivalent
contraction of indices in (3.10), since both sides are anti-symmetric separately in MN and
in KL. Contracting M with K gives,
BαLαN − B
αL
Nα = A
Nβα
αβL +A
βNα
αLβ −A
βNα
αβL −A
αLβ
Nβα −A
γβ
αLA
Nα
βγ +A
Nβ
αLA
γα
βγ (3.11)
Contracting also L with N gives,
Bαβαβ − B
βα
αβ = 2A
γβα
αβγ − 2A
βγα
αβγ −A
γβ
αδA
δα
βγ +A
δβ
αδA
γα
βγ (3.12)
As will be detailed in section 4.1, this identity generalizes the genus-two identity of appendix
D in [31] to arbitrary genus.
3.3 Weight 3
For weight 3, namely n = 1, the tensor in Theorem 3.1 reduces to,
T JNMILK =
i
2
∫
Σ2x,y
W JIL(x, y)
(
G(x, y)µMK (x)− µ
M
α (x)Φ
α
K(y)
)
ωN(y)
=
∫
Σ2x,y
(
G(x, y)µMK (x)− µ
M
α (x)Φ
α
K(y)
)
(3.13)
×
(
V JI (x, y)µ
N
L (y)− Φ
β
I (x)Φ
J
β(y)µ
N
L (y)− Φ
Jβ
IL(x)µ
N
β (y) + Φ
β
I (x)A
Jγ
βLµ
N
γ (y)
)
where we have used the expression (2.17) forW JIL(x, y). We again perform the integrals using
the recursive definitions of various tensors and rename the indices (M,J,N) → (J1, J2, J3)
and (K, I, L) → (I1, I2, I3) in order to make the cyclicity T
J1J2J3
I1I2I3
= T J3J1J2I3I1I2 of the following
simplified expression more transparent,
T J1J2J3I1I2I3 = B
J1J2J3
I1I2I3
−AJ1J2J3ααI2I3I1 −A
J2J3J1α
αI3I1I2
−AJ3J1J2ααI1I2I3
+AJ3βαI1A
J1J2α
βI2I3
+AJ1βαI2A
J2J3α
βI3I1
+AJ2βαI3A
J3J1α
βI1I2
−AJ3βαI1A
J1γ
βI2
AJ2αγI3 (3.14)
While there is no obvious analogue of the reflection identity BJ1J2J3I1I2I3 = B
J3J2J1
I3I2I1
for the tensor
T , Theorem 3.1 implies (3.13) to be symmetric under under M ↔ N and I ↔ L. This
amounts to the following symmetry property of the tensor in (3.14),
T J1J2J3I1I2I3 = T
J2J1J3
I3I2I1
(3.15)
16
on top of its cyclicity. As in the weight-two case (3.10), this identity relates a combination
of one-loop modular graph tensors BJ1J2J3I1I2I3 −B
J2J1J3
I3I2I1
to tree-level ones, see section 4.2 for the
corollaries for modular graph functions at weight three.
3.4 Weight 4
For weight 4, namely n = 2, the tensor in Theorem 3.1 reduces to a relabelling of
T J1J2J3J4I1I2I3I4 = B
J1J2J3J4
I1I2I3I4
−AJ1J2J3J4ααI2I3I4I1 −A
J2J3J4J1α
αI3I4I1I2
−AJ3J4J1J2ααI4I1I2I3 −A
J4J1J2J3α
αI1I2I3I4
+AJ4βαI1A
J1J2J3α
βI2I3I4
+AJ1βαI2A
J2J3J4α
βI3I4I1
+AJ2βαI3A
J3J4J1α
βI4I1I2
+AJ3βαI4A
J4J1J2α
βI1I2I3
+AJ3J4βαI4I1A
J1J2α
βI2I3
+AJ4J1βαI1I2A
J2J3α
βI3I4
+AJ1βαI2A
J2γ
βI3
AJ3δγI4A
J4α
δI1
(3.16)
−AJ1βαI2A
J2γ
βI3
AJ3J4αγI4I1 −A
J2β
αI3
AJ3γβI4A
J4J1α
γI1I2
−AJ3βαI4A
J4γ
βI1
AJ1J2αγI2I3 −A
J4β
αI1
AJ1γβI2A
J2J3α
γI3I4
which again enjoys cyclicity T J1J2J3J4I1I2I3I4 = T
J4J1J2J3
I4I1I2I3
but no obvious reflection property. The
16 terms in (3.16) are assembled from the contributions (2.30) to W J1J2I1I2L(x, y). As a result
of Theorem 3.1, the tensor obeys the symmetry
T J1J2J3J4I1I2I3I4 = T
J3J2J1J4
I4I3I2I1
(3.17)
and once more relates a difference of one-loop modular graph tensors to tree-level ones.
3.5 Weight 5
For weight 5, namely n = 3, the tensor Theorem 3.1 admits the cyclically symmetric repre-
sentation
T J1J2J3J4J5I1I2I3I4I5 = B
J1J2J3J4J5
I1I2I3I4I5
−AJ1βαI2A
J2γ
βI3
AJ3δγI4A
J4ǫ
δI5
AJ5αǫI1
+
{
−AJ1J2J3J4J5ααI2I3I4I5I1 +A
J1β
αI2
AJ2J3J4J5αβI3I4I5I1 +A
J1J2β
αI2I3
AJ3J4J5αβI4I5I1
−AJ1βαI2A
J2γ
βI3
AJ3J4J5αγI4I5I1 −A
J1β
αI2
AJ2J3γβI3I4A
J4J5α
γI5I1
+AJ1βαI2A
J2γ
βI3
AJ3δγI4A
J4J5α
δI5I1
+ cyc
(
J1, J2, J3, J4, J5
I1, I2, I3, I4, I5
)}
(3.18)
which has been obtained on the basis of (2.31). Theorem 3.1 equates (3.18) to the following
permutation it its indices:
T J1J2J3J4J5I1I2I3I4I5 = T
J4J3J2J1J5
I5I4I3I2I1
(3.19)
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3.6 Weight n
At general weight n, the tensor in Theorem 3.1 can be simplified to the following cyclically
symmetric combination of modular graph tensors
T J1J2...JnI1I2...In = B
J1J2...Jn
I1I2...In
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× . . .A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
A
JikJik+1...JnJ1...Ji1−1α1
αk Iik+1... InI1 ...Ii1−1Ii1
(3.20)
which enjoys the following symmetry by the Theorem
T J1J2...JnI1I2...In = T
Jn−1Jn−2...J2J1Jn
In In−1... I3I2I1
(3.21)
Together with the first term BJ1...JnI1...In on the right side of (3.20), the sum
∑n
k=1
∑
1≤i1<i2<...<ik≤n
yields all the 2n possibilities to replace a subset of the pairs JkIk by a contraction A
...α
...Ik
AJk...α... .
Terms with an odd number of A-factors enter with a minus sign. The proof that the left-
hand side of (3.4) leads to (3.20) is based on the representation (2.34) of the W -tensors and
given in appendix B.
The analogous expressions for the complex conjugate tensors (3.7) are given by,
T
J1J2...Jn
I1I2...In
= BJ1J2...JnI1I2...In +
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
A
α1Ji1+1...Ji2−1Ji2
Ii1Ii1+1...Ii2−1α2
A
α2Ji2+1...Ji3−1Ji3
Ii2Ii2+1...Ii3−1α3
× . . .A
αk−1Jik−1+1...Jik−1Jik
Iik−1Iik−1+1...Iik−1αk
A
αkJik+1... JnJ1 ...Ji1−1Ji1
IikIik+1... InI1... Ii1−1α1
(3.22)
whose symmetry properties (3.8) can be rewritten as T
J1J2...Jn
I1I2...In
= T
Jn Jn−1...J3J2J1
In−1In−2...I2I1In
.
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4 Corollaries for scalar modular graph functions
In this section, we will extract new identities among the scalar modular graph functions in
the low energy expansion of higher-genus string amplitudes by contracting the free indices
in the identities (3.20) and (3.21) among modular graph tensors. Hence, modular graph
tensors turn out to be crucial auxiliary objects in the simplifications of higher-genus string
amplitudes in the same way as modular graph forms with non-trivial modular weights have
key input on identities among modular graph functions at genus one [6].
4.1 Weight 2
For string amplitudes at genus h = 2, the modular graph functions in their low energy
expansions can be rewritten in terms of the genus-agnostic forms
κ(x) =
i
2h
ωI(x)ω
I(x) =
1
h
µII(x) , ν(x, y) =
i
2
ωI(x)ω
I(y) (4.1)
without reference to the object ∆(x, y) = ω1(x)ω2(y)− ω1(y)ω2(x) specific to genus two. In
particular, the modular graph functions at the subleading low energy orders [21, 15, 16, 31]
admit the following genus-agnostic representations. The Kawazumi-Zhang invariant may be
expressed in the following equivalent manners,
ϕ =
∫
Σ2
G(1, 2)ν(1, 2)ν(2, 1) =
∫
Σ2
µJI (1)G(1, 2)µ
I
J(2) = A
αβ
βα (4.2)
while the remaining invariants are defined as follows,
Z1 = 8
∫
Σ2
G(1, 2)2κ(1)κ(2)
Z2 = −4
∫
Σ3
G(1, 3)G(2, 3)ν(1, 2)ν(2, 1)κ(3)
Z ′2 = −4
∫
Σ3
G(1, 3)G(2, 3)ν(1, 2)ν(2, 3)ν(3, 1)
Z3 = 2
∫
Σ4
G(1, 2)G(3, 4)ν(1, 3)ν(3, 1)ν(2, 4)ν(4, 2)
Z ′3 = 2
∫
Σ4
G(1, 2)G(3, 4)ν(1, 2)ν(2, 3)ν(3, 4)ν(4, 1)
Z4 = −4
∫
Σ2
G(1, 2)2ν(1, 2)ν(2, 1) (4.3)
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with G(i, j) = G(zi, zj) and the same shorthands for the arguments of κ, ν and µ. It is
straightforward to re-express these integrals in terms of the form µ in (2.14), as follows,
Z1 =
8
h2
∫
Σ2
µII(1)G(1, 2)
2µJJ(2)
Z2 = −
4
h
∫
Σ3
µJI (1)µ
I
J(2)G(1, 3)G(2, 3)µ
K
K(3)
Z ′2 = −4
∫
Σ3
µKI (1)µ
I
J(2)µ
J
K(3)G(1, 3)G(2, 3)
Z3 = 2
∫
Σ4
G(1, 2)G(3, 4)µJI (1)µ
I
J(3)µ
L
K(2)µ
K
L (4)
Z ′3 = 2
∫
Σ4
G(1, 2)G(3, 4)µLI (1)µ
I
J(2)µ
J
K(3)µ
K
L (4)
Z4 = −4
∫
Σ2
µJI (1)G(1, 2)
2µIJ(2) (4.4)
The modular graph functions in (4.3) and (4.4) can be identified as contractions of the
tensors A and B associated with tree-level and one-loop graphs, respectively,
Z2 = −
4
h
Aαβγγβα Z
′
2 = −4A
αβγ
γαβ (4.5)
Z3 = 2A
αβ
γδA
δγ
βα Z
′
3 = 2A
γβ
αγA
δα
βδ
Z1 =
8
h2
Bαβαβ Z4 = −4B
αβ
βα
These modular graph tensors at weight two have already been related by contracting the in-
dices in the identity (3.10). As a consequence of (3.12), the genus-h modular graph functions
in (4.5) are related by
h2
4
Z1 + hZ2 − Z
′
2 + Z3 −Z
′
3 +
1
2
Z4 = 0 (4.6)
This generalizes the h = 2 relation identified and proven in [31] to arbitrary genus. In order
to recover the genus-two identity in the reference, we exploit relations such A
[αβγ]
αβγ
= 0 as
specific to h = 2 (due to the vanishing of anti-symmetrizations in h+ 1 indices),
h = 2 ⇒
{
0 = A
[αβγ]
αβγ
⇒ Z ′2 = Z2
0 = A
α[β
β α
A
γδ]
γδ ⇒ Z
′
3 = ϕ
2
(4.7)
This yields the special case
h = 2 ⇒ Z1 + Z2 + Z3 +
1
2
Z4 − ϕ
2 = 0 (4.8)
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of (4.6) which was derived and applied to the simplification of genus two five-point superstring
amplitudes in [31]. We emphasize that (4.7) and (4.8) no longer hold at h ≥ 3.
4.2 Weight 3
For the weight-three identity (3.15) among the tensors T J1J2J3I1I2I3 in (3.14), there is again a
unique way of deriving a non-trivial identity from contracting all indices. This leads to the
eight-term identity,
h3D1 −D2 − 3h
2D3 + 3D4 + 3hD5 − 3D6 −D7 +D8 = 0 (4.9)
among the following modular graph functions involving up to six integrated punctures
D1 =
1
h3
Bαβγαβγ =
∫
Σ3
G(1, 2)G(2, 3)G(3, 1)κ(1)κ(2)κ(3)
D2 = B
αβγ
γαβ =
∫
Σ3
G(1, 2)G(2, 3)G(3, 1)ν(1, 2)ν(2, 3)ν(3, 1)
D3 =
1
h2
Aβγδααγδβ =
∫
Σ4
G(1, 2)G(2, 3)G(3, 4)ν(1, 4)ν(4, 1)κ(2)κ(3)
D4 = A
αβγδ
βγδα =
∫
Σ4
G(1, 2)G(2, 3)G(3, 4)ν(1, 2)ν(2, 3)ν(3, 4)ν(4, 1) (4.10)
D5 =
1
h
AγβαδA
δǫα
βǫγ =
∫
Σ5
G(1, 2)G(3, 4)G(4, 5)ν(2, 3)ν(3, 2)ν(1, 5)ν(5, 1)κ(4)
D6 = A
γβ
αγA
δǫα
βδǫ =
∫
Σ5
G(1, 2)G(3, 4)G(4, 5)ν(1, 2)ν(2, 3)ν(3, 4)ν(4, 5)ν(5, 1)
D7 = A
πβ
αδA
δγ
βǫA
ǫα
γπ =
∫
Σ6
G(1, 2)G(3, 4)G(5, 6)ν(2, 3)ν(3, 2)ν(4, 5)ν(5, 4)ν(6, 1)ν(1, 6)
D8 = A
δβ
αδA
ǫγ
βǫA
πα
γπ =
∫
Σ6
G(1, 2)G(3, 4)G(5, 6)ν(1, 2)ν(2, 3)ν(3, 4)ν(4, 5)ν(5, 6)ν(6, 1)
The h = 2 instances of the first six modular graph functions D1,D2, . . . ,D6 enter the D
10R4
and D8R5 effective interactions of the four- and five-point genus two superstring amplitudes,
and D7,D8 are expected to appear at six points at the order of D
6R6. When extending the
graphical bookkeeping of section 2.6 to κ(i) and ν(i, j),
G(x, y) = x y , ν(x, y) = x y , κ(x) =
x
the modular graph functions Dj in (4.10) can be visualized as follows:
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D1 =
1
2
3
D2 = 1
2
3
D3 = 1 4
2
3
D4 =
2
3 4
1
D5 =
1 2
3 5
4
D6 =
4
53
2 1
D7 =
1 2
3 4
5 6
D8 =
1
2
3
6
5
4
One may again wonder about applications and additional simplifications at low genus.
Given the appearance of the antisymmetric combination ∆(x, y, z) = εIJKωI(x)ωJ(y)ωK(z)
in the genus-three four-point amplitude [38], it is instructive to rewrite the integral over
|∆(1, 2, 3)|2 in terms of the Di in (4.10)( i
2
)3 ∫
Σ3
G(1, 2)G(2, 3)G(3, 1)εIJKωI(1)ωJ(2)ωK(3)εPQRω
P (1)ωQ(2)ωR(3)
= h3D1 + 2D2 − 3h
∫
Σ3
G(1, 2)G(2, 3)G(3, 1)ν(1, 2)ν(2, 1)κ(3) (4.11)
Hence, the genus-agnostic representation of the h = 3 integral over |∆(1, 2, 3)|2 introduces
another modular graph function with integrand ∼ ν(1, 2)ν(2, 1)κ(3) that does not enter the
weight-three identity (4.9). At genus two, in turn, the right-hand side of (4.11) vanishes and
relates the integral over ν(1, 2)ν(2, 1)κ(3) to D1 and D2.
By extending the above reasoning to higher weight, the traces of the tensor identities
(3.17), (3.19) or (3.21) generate an infinite family of higher-weight generalizations of (4.6)
and (4.9) relating weight-n modular graph functions with up to 2n integrated punctures.
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5 Further applications of the interchange lemma
In this section, we begin to explore further properties of the W -tensors and consequences
of the generalized interchange lemma (2.36). The so-called triangle and square moves to be
spelled out below for conversions of derivatives in a Feynman graph are expected to play
a key role in future work to derive more general identities between modular graph tensors
beyond those in section 3.
5.1 An alternative theorem
This subsection is dedicated to another theorem which leads to an alternative way of deriving
the identities of the previous section.
Lemma 5.1 On a compact Riemann surface of genus h ≥ 1, the tensors W J1···JnI1···InL(x, y)
satisfy the following mixed derivative equation which generalizes (2.10),
∂x∂y¯W
J1···Jn
I1···InL
(x, y) = πW
Jn−1 ···J1
InIn−1···I1
(y, x)ωL(y)ω
Jn(y)
−πωL(y)ω
β(y)
∫
Σz
µJnβ (z)W
Jn−1···J1
InIn−1···I1
(z, x) (5.1)
The proof proceeds by converting the x-derivative into a y-derivative using Lemma 2.2
and then using the recursion relation that defines W to work out the mixed derivatives.
Lemma 5.2 On a compact Riemann surface of genus h ≥ 1, the tensors W J1···JnI1···InL(x, y)
integrate to zero under the contracted measure µMβ (x)ω
β(y),∫
Σ2
µMβ (x)W
J1···Jn
I1···InL
(x, y)ωβ(y) = 0 (5.2)
This can be proven based on the representation (2.34) of the W -tensors, which brings
the left-hand side of (5.2) into the form∫
Σ2
µMβ (x)
{
V J1J2...JnI1I2 ... In (x, y)µ
β
L(y)− Φ
J1J2...JnK
I1I2 ... InL
(x)µβK(y)
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× · · · × A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
×
(
Φ
JnJn−1...Jik+1Jik
In In−1... Iik+1 αk
(y)µβL(y)−A
JikJik+1...JnK
αk Iik+1... InL
µβK(y)
)}
(5.3)
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The first line integrates to AMJ1...JnββI1...InL − A
MJ1...JnK
βI1...InL
δβK = 0 by itself, and the y-integral over
each summand w.r.t. k and i1, . . . , ik vanishes separately,∫
Σ
(
Φ
JnJn−1...Jik+1Jik
In In−1... Iik+1 αk
(y)µβL(y)−A
JikJik+1...JnK
αk Iik+1... InL
µβK(y)
)
= 0 (5.4)
From the above Lemmas we shall derive the following Theorem.
Theorem 5.3 On a compact Riemann surface of genus h ≥ 1, the following integral rela-
tions on the tensor functions W J1···JnI1···InL(x, y) hold,∫
Σ
W J1···JnI1···InL(x, x)ω
M(x)−
∫
Σ2
µJnL (y)W
Jn−1 ···J1
InIn−1···I1
(y, x)ωM(x)G(x, y) (5.5)
= −
∫
Σ2
µJnβ (y)W
Jn−1 ···J1
InIn−1···I1
(y, x)ωM(x) ΦβL(x)
The terms on the left side contain one-loop graphs, while the right side reduces to tree-level
graphs only.
To prove Theorem 5.3, we evaluate the following integral,
1
2πi
∫
Σ2
∂x∂y¯G(x, y)ω
M(x)W J1···JnI1···InL(x, y) =
1
2πi
∫
Σ2
G(x, y)ωM(x) ∂x∂y¯W
J1···Jn
I1···InL
(x, y) (5.6)
in two different ways, first by the left side using Lemma 2.10 and then by the right side by
using Lemma 5.1. The left side gives,
−
∫
Σ
W J1···JnI1···InL(x, x)ω
M(x)−
∫
Σ2
µMβ (x)W
J1···Jn
I1···InL
(x, y)ωβ(y) (5.7)
whose second term vanishes by Lemma 5.2. To compute the right side, we use (5.1) to
evaluate the mixed derivatives of W , and we find,∫
Σ2
µJnL (y)W
Jn−1···J1
In···I2I1
(y, x)ωM(x)G(x, y)−
∫
Σ2
µJnβ (z)W
Jn−1···J1
In···I2I1
(z, x)ωM(x)ΦβL(x) (5.8)
Equating the two gives (5.5) and completes the proof of Theorem 5.3.
For weight 2, namely n = 1, Theorem 5.3 reduces to,∫
Σ
W JIL(x, x)ω
M(x)−
∫
Σ2
µJL(y)WI(y, x)ω
M(x)G(x, y)
= −
∫
Σ2
µJβ(y)WI(y, x)ω
M(x) ΦβL(x) (5.9)
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Using the equations (2.13) and (2.17) to express W in terms of the Green function and
Abelian differentials, and expressing the resulting integrals in terms of the tensors A and B,
we reproduce the eight-term identity (3.10).
At higher weight, one can similarly derive the identities (3.21) among modular graph
tensors by rearranging (5.5) in the following way:
∫
Σ
W J1···JnI1···InL(x, x)ω
M(x) =
i
2
∫
Σ2
W
Jn−1 ···J1
InIn−1···I1
(y, x)ωM(x)WL(x, y)ω
Jn(y) (5.10)
The left-hand side evaluates to −2iT J1J2...JnMI1I2... InL as one can check by means of the represen-
tations (2.34) and (3.20) of the W - and T -tensors. The right-hand side in turn can be
rewritten as
∫
Σy
W
Jn−1 ···J1M
InIn−1···I1L
(y, y)ωJn(y) after performing the integral over x through the
recursive definition of the W -tensors. Hence, the right-hand side is simply the relabelling
(I1 . . . INL) → (InIn−1 . . . I1L) and (J1 . . . JnM) → (Jn−1 . . . J1MJn) of the left-hand side,
and Theorem 5.3 ultimately relates two permutations of the T -tensor as in (3.21).
5.2 The generalized triangle move
The opening line (3.5) for the proof of Theorem 3.1 does not rely on any property that is
specific to the Arakelov Green functions in the integrand. The manipulations in passing to
(3.6) can therefore be readily adapted to arbitrary products F (x, z)H(y, z) that are (0, 1)
forms in x and y as well as (1, 0) forms in z in the place of G(x, z)G(y, z)ωM(x)ωN(y)ωK(z):
∫
Σ3
(
∂x∂z¯F (x, z)
)
H(y, z)W J1...JnI1...InL(x, y) (5.11)
=
∫
Σ3
F (x, z)
(
∂y∂z¯H(y, z)
)
W Jn...J1LIn...I1(y, x)
This follows from the same integrations parts in all of x, y, z combined with the generalized
interchange lemma (2.36) that led to (3.6). When visualizing all of F,H,W through an edge
connecting the respective points x, y, z on the surface, one can view (5.11) as moving the
pair of derivatives ∂x∂z¯ through a triangle graph.
Note that the scope of (5.11) goes far beyond Theorem 3.1 since F (x, z) and H(y, z) may
be chosen to be combinations of Green functions of arbitrary tensor rank, involving further
integration points and associated with graphs of more general topologies than linear chains.
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5.3 The generalized square move
Let F (x, y, z, u) be a (0, 1) form in x, y and a (1, 0) form in z, u, then the generalized inter-
change lemma and its complex conjugate imply that∫
Σ4
(
∂x∂u¯F (x, y, z, u)
)
W J1...JnI1...InL(x, y)W
Q1...QℓM
P1...Pℓ
(u, z) (5.12)
=
∫
Σ4
(
∂y∂z¯F (x, y, z, u)
)
W Jn...J1LIn...I1(y, z)W
MQℓ...Q1
Pℓ...P1
(z, u)
When the W -tensors are visualized through edges connecting pairs of points x, y and z, u on
the surface, then (5.12) amounts to moving the pair of derivatives ∂x∂u¯ through a four-vertex
graph. With the special choice F (x, y, z, u) = G(x, u)G(y, z)ωA(x)ωB(z)ω
C(y)ωD(u) and the
Laplace equation of the Green function, (5.12) moves derivatives through a square graph
and implies that the tensor U defined by,
UAC , J1...Jn , Q1...QℓMDB , I1...InL ,P1...Pℓ =
∫
Σ3
G(y, z)µAD(x)ωB(z)ω
C(y)W J1...JnI1...InL(x, y)W
Q1...QℓM
P1...Pℓ
(x, z)
−
∫
Σ4
G(y, z)µAE(x)µ
E
D(u)ωB(z)ω
C(y)W J1...JnI1...InL(x, y)W
Q1...QℓM
P1...Pℓ
(u, z) (5.13)
obeys the following symmetry properties:
UAC , J1...Jn , Q1...QℓMDB , I1...InL , P1...Pℓ = U
CA , Jn...J1 ,MQℓ...Q1
BD ,LIn...I1 , Pℓ...P1
(5.14)
The right-hand side has the pairs of indices A ↔ C and B ↔ D swapped as well as all of
(I1 . . . InL), (J1 . . . Jn), (Q1 . . . QℓM) and (P1 . . . Pℓ) reversed in comparison to the left-hand
side. In the special case with n = ℓ = 0, the tensor (5.13) evaluates to
UAC ,MDB ,L = −4T
AMC
DBL (5.15)
such that (5.14) simply reproduces T
AMC
DBL = T
CMA
BDL , i.e. the complex conjugate of (3.15).
Note that F (x, y, z, u) can again be chosen as combinations of Green functions of arbitrary
tensor rank that may give rise to graphs of more general topologies than linear chains. Hence,
(5.13) should be broadly applicable to the derivation of further families of identities among
modular graph tensors in future work.
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6 Conclusion and outlook
In this work, we have introduced the notion of modular graph tensors generalizing ideas of
Kawazumi, and initiated the systematic study of identities between them. Our main result
is the all-weight family of new algebraic identities involving tree-level and one-loop graphs
in (3.20) and (3.21). Their traces over the free indices yield identities among the higher-
genus modular graph functions introduced in [15]. The new identities are derived from the
interchange lemma (2.36) applied to suitable combinations of Arakelov Green functions.
There are several directions along which the present work may be naturally generalized.
• First, instead of integrating combinations of Arakelov Green functions against the
volume forms µJI (z) built out of holomorphic and anti-holomorphic one-forms, one
may include differentials of the Arakelov Green function such as dz ∂zG(z, w). Such
objects were encountered already for genus two and low weight in [31].
• Second, a natural extension of this investigation is the application of the interchange
lemma to the evaluation of the differential with respect to moduli, and the Laplacian
on moduli space, of general classes of modular graph tensors, and the derivation of
any new identities between such differentials and Laplacians. This would amount to
a higher-genus generalization of modular graph forms [6] that appear in the moduli
derivatives of modular graph functions at genus one. Studies of this type have been
initiated for genus two in the context of the Laplace equation of the Zhang-Kawazumi
invariant [24] and those of weight-two modular graph functions [33].
• Third, differential identities among modular graph tensors should lead to further new
identities upon considering their separating and non-separating degenerations, which
may be carried out systematically using the methods of [15, 16]. One example of such
a new identity was already obtained in [31] by degenerating the genus two identity
(4.8) to a genus one elliptic modular graph function, and is generalized in [39]. This
genus one identity was proven directly with genus one methods in [40].
Relatedly, it would be interesting to investigate the Koba-Nielsen-type integrals in higher-
genus amplitudes of the Heterotic string as tentative generating functions of more general
modular graph tensors introduced by moduli derivatives. At genus one, this kind of embed-
ding of modular graph forms into Koba-Nielsen integrals has greatly advanced the structural
understanding of modular graph functions and led to new methods for low energy expansions
of string amplitudes [41, 10, 11]. Similar techniques should be applicable to configuration-
space integrals in higher genus string amplitudes and are hoped to eventually reveal suitable
bases and the explicit moduli dependence of modular graph tensors.
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A Proof of (2.34)
In this appendix, we will prove by induction that the recursive definition (2.21) of the
W -tensors leads to the explicit formula (2.34). The latter is established for n ≤ 3 by
the examples of W J1...JnI1...InL(x, y) encoded in (2.29) to (2.31), so it remains to carry out the
inductive step. Assuming (2.34) to hold at given n, then we will deduce the validity of the
corresponding relation at n→ n+1 from the recursion (2.21):
W
J1···JnJn+1
I1···InIn+1L
(x, y) =
i
2
∫
Σz
W J1···JnI1···InIn+1(x, z)ω
Jn+1(z)WL(z, y)
=
∫
Σz
{
V J1J2...JnI1I2 ... In (x, z)µ
Jn+1
In+1
(z)− ΦJ1J2...JnKI1I2 ... InIn+1(x)µ
Jn+1
K (z)
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× · · · × A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
×
(
Φ
JnJn−1...Jik+1Jik
In In−1... Iik+1 αk
(z)µ
Jn+1
In+1
(z)−A
JikJik+1...JnK
αk Iik+1... InIn+1
µ
Jn+1
K (z)
)}
×
(
G(z, y)ωL(y)− Φ
α
L(z)ωα(y)
)
(A.1)
Let us separately evaluate the contributions of the first term ∼ G(z, y) and the second term
∼ ΦαL(z) in the last line: Based on the recursive definitions (2.21) of various tensors, we have
W
J1···JnJn+1
I1···InIn+1L
(x, y)
∣∣
G(z,y)
= V
J1J2...JnJn+1
I1I2 ... In In+1
(x, y)ωL(z)︸ ︷︷ ︸
(a)
−ΦJ1J2...JnKI1I2 ... InIn+1(x)Φ
Jn+1
K (y)ωL(y)︸ ︷︷ ︸
(b)
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× · · · × A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
(A.2)
×
(
Φ
Jn+1Jn...Jik+1Jik
In+1In... Iik+1 αk
(y)ωL(y)︸ ︷︷ ︸
(c)
−A
JikJik+1...JnK
αk Iik+1... InIn+1
Φ
Jn+1
K (y)ωL(y)︸ ︷︷ ︸
(d)
)
as well as
W
J1···JnJn+1
I1···InIn+1L
(x, y)
∣∣
Φα
L
(z)
= −Φ
J1J2...JnJn+1α
I1I2 ... InIn+1L
(x)ωα(y)︸ ︷︷ ︸
(e)
+ΦJ1J2...JnKI1I2 ... InIn+1(x)A
Jn+1α
K L ωα(y)︸ ︷︷ ︸
(f)
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−
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× · · · × A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
(A.3)
×
(
A
JikJik+1...JnJn+1α
αk Iik+1... InIn+1L
ωα(y)︸ ︷︷ ︸
(g)
−A
JikJik+1...JnK
αk Iik+1... InIn+1
A
Jn+1α
K L ωα(y)︸ ︷︷ ︸
(h)
)
In order to complete the inductive proof, we need to show that (A.2) and (A.3) add up to
(2.34) with n shifted to n+1,
W
J1···JnJn+1
I1···InIn+1L
(x, y) = V
J1J2...JnJn+1
I1I2 ... InIn+1
(x, y)ωL(y)︸ ︷︷ ︸
(a)
−Φ
J1J2...JnJn+1K
I1I2 ... InIn+1L
(x)ωK(y)︸ ︷︷ ︸
(e)
+
n+1∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n+1
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× · · · × A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
(A.4)
×
(
Φ
Jn+1Jn...Jik+1Jik
In+1 In... Iik+1 αk
(y)ωL(y)−A
JikJik+1...Jn+1K
αk Iik+1... In+1L
ωK(y)
)
Indeed, the first line reproduces the terms (a) and (e) in (A.2) and (A.3), so it remains to
identify the terms (b), (c), (d) and (f), (g), (h) in the sums over k in (A.4). For this purpose,
we decompose the double-sum
∑n+1
k=1
∑
1≤i1<i2<...<ik≤n+1
into
(i) terms with k = 1 and ik = i1 = n+1
(ii) terms with ik = n+1 and k = 2, 3, . . . , n+1
(iii) terms with ik 6= n+1 which is only possible for k ≤ n
The first class of terms in the target expression (A.4) is easily seen to give
W
J1···Jn+1
I1···In+1L
(x, y)
∣∣
(i)
= −ΦJ1...JnαI1... InIn+1(x)Φ
Jn+1
α (y)ωL(y)︸ ︷︷ ︸
(b)
+ΦJ1...JnαI1... InIn+1(x)A
Jn+1K
α L ωK(y)︸ ︷︷ ︸
(f)
(A.5)
We next consider the second class of terms
W
J1···Jn+1
I1···In+1L
(x, y)
∣∣
(ii)
=
n+1∑
k=2
(−1)k
∑
1≤i1<i2<...<ik−1≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
(A.6)
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× · · · × A
Jik−1Jik−1+1...Jnαk
αk−1 Iik−1+1...InIn+1
(
ΦJn+1αk (y)ωL(y)−A
Jn+1K
αk L
ωK(y)
)
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which can be lined up with terms (d) and (h) in (A.2) and (A.3) through a change of
summation variable k → k+1:
W
J1···Jn+1
I1···In+1L
(x, y)
∣∣
(ii)
= −
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
(A.7)
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× · · · × A
JikJik+1...Jnβ
αk Iik+1...InIn+1
(
Φ
Jn+1
β (y)ωL(y)︸ ︷︷ ︸
(d)
−A
Jn+1K
β L ωK(y)︸ ︷︷ ︸
(h)
)
Finally, we recover (c) and (g) in (A.2) and (A.3) from the third class of terms in (A.4),
W
J1···Jn+1
I1···In+1L
(x, y)
∣∣
(iii)
=
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
×A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× · · · × A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
(A.8)
×
(
Φ
Jn+1Jn...Jik+1Jik
In+1 In... Iik+1 αk
(y)ωL(y)︸ ︷︷ ︸
(c)
−A
JikJik+1...Jn+1K
αk Iik+1... In+1L
ωK(y)︸ ︷︷ ︸
(g)
)
where the upper limit of
∑n
k=1 follows from the fact that ik 6= n+1 is incompatible with
k = n+1. In summary, we have matched all the terms (a) to (h) in (A.2) and (A.3) with
the target expression (A.4) of the inductive step and thereby completed the proof of (2.34)
by induction.
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B Proof of (3.20)
The purpose of this appendix is to derive the expression (3.20) for the tensor T J1...JnI1...In in
Theorem 3.1 from the all-weight formula (2.34) for the W -tensors. The integral in (3.3) will
be shown to evaluate to
T J1J2...JnNMI1I2... InLK = B
J1J2...JnNM
I1I2...InLK︸ ︷︷ ︸
(A)
−AMJ1J2...JnNααI1 I2... InLK︸ ︷︷ ︸
(B)
−ANMJ1J2...JnααKI1 I2... InL︸ ︷︷ ︸
(C)
+AMJ1J2...JnβαI1 I2... InLA
Nα
βK︸ ︷︷ ︸
(D)
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
× . . .×A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
×
(
A
JikJik+1...JnNMJ1...Ji1−1α1
αk Iik+1... InLK I1 ...Ii1−1Ii1︸ ︷︷ ︸
(E)
−A
Jik ...JnNβ
αk... InLK
AMJ1...α1β I1 ...Ii1︸ ︷︷ ︸
(F )
(B.1)
−A
Jik ...Jnβ
αk ... InL
ANMJ1...α1βKI1 ...Ii1︸ ︷︷ ︸
(G)
+A
Jik ...Jnβ
αk ... InL
ANγβKA
MJ1...α1
γ I1 ...Ii1︸ ︷︷ ︸
(H)
)
which is a rewriting of the target expression (3.20) at n → n+2, where NM and LK take
the role of Jn+1Jn+2 and In+1In+2, respectively. More precisely, we have regrouped the terms
in the (n+2)-point version of (3.20) according to whether NL or
M
K have been replaced by
contractions A...α...LA
N...
α... or A
...α
...KA
M...
α... . The second to fourth term in the first line of (B.1)
appear since each term in the sum over k has at least one JiIi replaced by A
...α
...Ii
AJi...α... , i.e. they
account for the possibility to only replace one or both of NL ,
M
K by contractions and none
of JiIi .
In order to recover (B.1) from the integral in (3.3), we employ the representation (2.34)
of the W -tensor in the integrand to find
T J1J2...JnNMI1I2... InLK =
i
2
∫
Σ2x,y
(
G(x, y)µMK (x)− µ
M
α (x)Φ
α
K(y)
)
W J1···JnI1···InL(x, y)ω
N(y) (B.2)
=
∫
Σ2x,y
(
G(x, y)µMK (x)− µ
M
α (x)Φ
α
K(y)
){
V J1J2...JnI1I2 ... In (x, y)µ
N
L (y)− Φ
J1J2...Jnβ
I1I2 ... InL
(x)µNβ (y)
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
Φ
J1...Ji1−1α1
I1 ...Ii1−1Ii1
(x)A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
. . .× · · ·
× A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
(
Φ
JnJn−1...Jik+1Jik
In In−1... Iik+1 αk
(y)µNL (y)−A
JikJik+1...Jnβ
αk Iik+1... InL
µNβ (y)
)}
The integrals on the right-hand side can all be performed by repeatedly using the recursive
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definitions of the tensors Φ,A and B: The contributions from the Green function accompa-
nied by µMK (x) in the second line are
(B.2)
∣∣
G(x,y)
= BJ1...JnNMI1... InLK︸ ︷︷ ︸
(A)
−ANMJ1...JnββK I1... InL︸ ︷︷ ︸
(C)
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
A
Ji2Ji2+1...Ji3−1α3
α2 Ii2+1...Ii3−1Ii3
. . .A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
(
A
JikJik+1...JnNMJ1...Ji1−1α1
αk Iik+1 ...InLK I1 ... Ii1−1 Ii1︸ ︷︷ ︸
(E)
−A
JikJik+1...Jnβ
αk Iik+1 ...InL
A
NMJ1...Ji1−1α1
βK I1... Ii1−1 Ii1︸ ︷︷ ︸
(G)
)
(B.3)
whereas the contributions from ΦαK(y) in the second line are
(B.2)
∣∣
Φα
K
(y)
= −AMJ1...JnNααI1... InLK︸ ︷︷ ︸
(B)
+ANαβKA
MJ1...Jnβ
αI1 ... InL︸ ︷︷ ︸
(D)
+
n∑
k=1
(−1)k
∑
1≤i1<i2<...<ik≤n
A
Ji1Ji1+1...Ji2−1α2
α1 Ii1+1...Ii2−1Ii2
. . .A
Jik−1Jik−1+1...Jik−1αk
αk−1 Iik−1+1...Iik−1Iik
(
−A
Jik ...JnNβ
αk... InLK
AMJ1...α1β I1 ... Ii1︸ ︷︷ ︸
(F )
+A
Jik ...Jnγ
αk... InL
ANβγKA
MJ1...α1
β I1 ... Ii1︸ ︷︷ ︸
(H)
)
(B.4)
All the desired eight terms (A) to (H) in (B.1) are reproduced by (B.3) and (B.4) which
completes our proof of (3.20).
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