In this work, we address the distributed optimization problem with event-triggered communication by introducing the notion of input feedforward passivity (IFP). First, we analyze a distributed continuous-time algorithm over uniformly jointly strongly connected balanced digraphs and show its exponential convergence over strongly connected digraphs. Then, we propose an event-triggered communication mechanism for this algorithm. Next, we discretize the continuous-time algorithm by the forward Euler method and show that the discretization can be seen as a stepsize dependent passivity degradation of the input feedforward passivity. The discretized system preserves IFP property and enables the same event-triggered communication mechanism but without Zeno behavior due to its sampling nature. Finally, a numerical example is presented to illustrate our results.
limited bandwidth, and energy consumption, especially in large-scale networks. A centralized event-triggered condition is proposed in [8] . An encoder-decoder event-trigger communication mechanism is introduced in [11] . An edge-based event-triggered method is proposed in [12] . However, most of the abovementioned works only consider cases with undirected and non-switched communication networks and cannot apply directly to directed or switching networks. Recently, a periodic sampling communication mechanism is proposed in [13] over weight-balanced and uniformly jointly strongly connected digraphs for resource allocation problem. Considering distributed algorithms under event-triggered control over uniformly jointly strongly connected digraphs is of great significance, since the communication effort can be greatly reduced due to the lack of graph connectivity and consecutive communication, which has never been addressed yet.
In this work, we address the distributed optimization problem by exploiting the notion of IFP. First, we analyze a distributed continuous-time algorithm over uniformly jointly strongly connected balanced digraphs by introducing IFP, and show its exponential convergence over strongly connected digraphs. Then, we propose an event-triggered communication mechanism for this algorithm. Next, we discretize the continuous-time algorithm by the forward Euler method and show that the discretization can be seen as a stepsize dependent passivity degradation of the IFP. The discretized system preserves IFP property and enables the same event-triggered communication mechanism but without Zeno behavior due to its sampling nature.
II. PRELIMINARIES A. Notation
Let R be the set of real numbers. The Kronecker product is denoted as ⊗. Let · denote the 2-norm of a vector and also the induced 2-norm of a matrix. Given a symmetric matrix M ∈ R m×m , M > 0 (M ≥ 0) means that M is positive definite (positive semi-definite). Denote the eigenvalues of M as s 1 (M ) ≤ s 2 (M ) ≤ . . . ≤ s m (M ). Let I and 0 denote the identity matrix and zero matrix of proper dimensions, respectively. 1 m := (1, . . . , 1) T ∈ R m denotes the vector with all ones. We denote a vector v without subscript as v = col(v 1 , . . . , v m ) := (v T 1 , . . . , v T m ) T as a compact vector of vectors v 1 , . . . , v m if not otherwise specified. 
B. Convex Analysis
A differentiable function f : R m → R is convex over a convex set X ⊂ R m if and only if (∇f (x) − ∇f (y)) T (xT (x − y) ≥ µ x − y 2 , or equivalently, f (y) ≥ f (x) + ∇f (x) T (y − x) + µ 2 y − x 2 , ∀x, y ∈ X . An operator f : R m → R m is l-Lipschitz continuous over a set X ∈ R m if f (x) − f (y) ≤ l x − y , ∀x, y ∈ X .
C. Communication Network and Graph Theory
The communication network is represented by a graph G = (N , E), where N = {1, . . . , N } is the node set of all agents, E ⊂ N × N is the edge set. The edge (i, j) ∈ E means that agent j can send information to agent i. The graph G is said to be undirected if (i, j) ∈ E ⇔ (j, i) ∈ E and directed otherwise. The adjacency matrix of G is defined as A = [a ij ], where a ii = 0; a ij > 0 if (i, j) ∈ E, and a ij = 0, otherwise. G is said to be strongly connected if there exists a sequence of successive edges between any two agents. The in-degree and out-degree of the ith agent are
Further, A time-varying graph G(t) with fixed nodes is said to be uniformly jointly strongly connected (UJSC) if there exists a T > 0 such that for any t k , the union ∪ t∈[t k ,t k +T ] G(t) is strongly connected.
D. Passivity
Consider a nonlinear system Σ described by
where x ∈ X ⊂ R n , u ∈ U ⊂ R m and y ∈ Y ⊂ R m are the state, input and output, respectively, and X , U and Y are the state, input and output spaces, respectively. x + denotes the derivative of the state in the continuous-time (CT) case and the state at the next time step in the discrete-time (DT) case. The nonlinear functions F : X × U → R n , H : X × U → R m represent system and output dynamics, respectively, and are assumed to be sufficiently smooth. System Σ is said to be passive if there exists a continuously differentiable positive semi-definite function V (x), called the storage function, such thatV (x) ≤ u T y, ∀x, u in CT case (or, V (x(k + 1)) − V (x(k)) ≤ u T y, ∀x, u, in DT case). Moreover, it is said to be input feedforward passive (IFP) ifV (x) ≤ u T y − νu T u for CT case (or, V (x(k + 1)) − V (x(k)) ≤ u T y − νu T u for DT case), for some ν ∈ R, denoted as IFP(ν). The sign of the IFP index ν denotes an excess or shortage of passivity.
E. Problem Formulation
Consider a distributed optimization problem among a group of agents in N = {1, . . . , N }
where f i : R m → R is the local objective function for agent i and x ∈ R m is the decision variable. We consider problem (2) with the following assumptions.
Assumption 1.
Each local function f i is sufficiently smooth, µ i -strongly convex and has l i -Lipschitz continuous gradient.
Assumption 2. The time-varying communication digraph G is weight-balanced and UJSC with bounded Laplacian matrix.
III. CONTINUOUS-TIME ALGORITHM

A. IFP-based Distributed Algorithm
We adopt the following distributed algorithṁ
where x i ∈ R m is the decision variable for agent i, λ i ∈ R m is an auxiliary state for agent i to track the difference between neighboring agents and satisfies
where L(t) = L(t) ⊗ I N and L(t) is the Laplacian matrix. Note that algorithm (3) is a simplified version, whose equilibrium and optimality have been reported in [8] , [10] . In this work, we first analyze passivity and provide further results on convergence properties, and then propose an eventtriggered mechanism for the algorithmic dynamics.
Define (x * i , λ * i ) as the equilibrium point to system (3). Obviously, x * i = x * j , ∀i, j ∈ N , with x * i being the optimal solution to problem (2) [10] .
The error subsystem from the optimal point is
where u i is the system input and ∆x i is defined as the output.
with respect to the storage function
Moreover, V i is radially unbounded and there exists a constant
Proof. To prove (7), let us observe that the strong convexity of f i (x i ) provides that
Therefore, it can be derived that
Next, we show that with the storage function V i , the system (5) is IFP(ν i ) from u i to ∆x i . It can be obtained thaṫ
Thus, it can be summarized thatV i ≤ ∆x T i u i + 1 
where d i in (t) denotes the in-degree of the ith agent. Readers can refer to [10] for the proof. This lemma characterizes the design of parameters α, β through inputfeedforward passivity.
B. Exponential Convergence Over Strongly Connected Digraphs
In this subsection, we analyze the exponential convergence of algorithm (4) when the communication graph is strongly connected. Denote w = col(∆x, ∆λ), w * = 0.
Lemma 3 (Exponential Convergence). Suppose Assumption 1, 2 and the condition in Lemma 2 are satisfied. In addition, if the graph G(t) is strongly connected with 0 < d ≤ d i in (t) ≤d for some constant d,d, then the states of system (4) will exponentially converge to the optimal solution, i.e., (7), we have that V e is radially unbounded and satisfies αBx∆x ∆λ
The second inequality follows from the perfect square formula and proof of Lemma 2 [10] . Consequently, the derivative of V e satisfieṡ
the second inequality follows from the null space of L(t) and 1 T N ∆λ = 0, θ > 0 is a constant for Young's inequality. Observe from the above thatV e is negative definite if the following conditions hold,
Choose θ = αl, then apparently, there exists a γ ∈ 0, min αlφ, 2εs2 αl such that the above conditions are satisfied andV e is negative definite. By calculations,
where > 0. Then, we have V e (t) ≤ V e (0)e − t , and αBx∆x ∆λ [14] . Recall that ∆x ≤ 1 αµ αB x ∆x ≤ l µ ∆x and B x ∆x = 0 if and only if ∆x = 0. Finally, we obtain w(t) − w * ≤ l µ 2 αµ + γ 2α 2 µ 2 1 2 w(0) − w * e − t 2 , for any t ≥ 0, which completes the proof. Remark 1. Here, we analyze the convergence from the perspective of passivity. Since algorithm (3) is a simplified version of the algorithm reported in [8] , [10] , the exponential convergence can also hold for the original one. Moreover, our main contribution lies in the event-trigger communication mechanism for both continuous-time and discrete-time algorithms.
C. Event-triggered Mechanism
In this subsection, we reconsider the algorithm in (3) by incorporating an event-triggered communication mechanism, i.e.,ẋ
wherex i , i ∈ N denotes the last sampled state of agent i that has been transmitted to its neighbors.
The following theorem presents a triggering condition for each agent to update its output while the convergence to the global optimal solution is ensured. Theorem 1. Under Assumption 1, 2, if α, β are designed such that (9) holds, and the triggering instant for agent i, i ∈ N to transmit its current information of x i is chosen whenever d i in (t) > 0 and the following condition is satisfied
where e i (t) = x i (t) −x i (t) and c i ∈ (0, 1), then the states of algorithm (10) with initial condition λ i (0) satisfying N i=1 λ i (0) = 0 will converge to the optimal solution to problem (2). (6) , and its derivative yieldṡ
Proof. Consider the Lyapunov function candidate
where the second equality holds since
where the first equality holds because the graph G(t) is balanced. Moreover, by Cauchy-Schwarz inequality, one has
Hence, it can be further obtained thaṫ
A sufficient condition to ensureV ≤ 0 is that
The right hand side obtains the maximum value when θ = 1 2 − βd i in (t) α 2 µ 2 i . Define c i ∈ (0, 1), then we can obtain the triggering condition (11) . SinceV ≤ 0, invoking the invariance principle, we can conclude on the convergence to the optimal solution.
Remark 2. Under the event triggering condition (11), each agent broadcasts its current state x i to its out-neighbors when a local error signal exceeds a threshold depending on its own cost function and the last received state of x j from its inneighbors. Hence, the triggering condition is fully distributed. The triggering condition (11) might not avoid Zeno behavior when x j −x i gets infinitely small. To avoid this, one can implement the following triggering condition instead,
where ζ > 0 is an small predefined error. It can be inferred that only practical consensus of x i , i ∈ N can be reached, and a smaller ζ will result in a more accurate solution.
IV. DISCRETE-TIME ALGORITHM
In this section, we study the discretization of the continuoustime algorithm (3). By applying the forward Euler method to algorithm (3) with respect to a constant stepsize δ > 0, we can obtain the following discrete-time algorithm
A. IFP Preservation
It is known that the Euler discretization of an exponentially stable dynamical system can achieve convergence given a sufficiently small stepsize [15] , [16] . Nevertheless, to ensure convergence under uniformly jointly strongly connected digraphs, we analyze the discrete-time algorithm from the perspective of passivity in this subsection. The associated discrete-time error system with respect to (x * i , λ * i ) is
, u i is the system input and the output of system (13) is ∆x i (k).
Before characterizing the passivity of (13), let us observe the storage function V i (w i ) defined in (6) where w = col(∆x, ∆λ). Since f i is smooth, ∇V i (w i ) is locally Lipschitz continuous. Define a sufficiently large constant D i . Then 
Lemma 4 (IFP preservation). By selecting a proper stepsize δ < 2 Mi , ∀i ∈ N , the input feedforward passivity is preserved in (13) . Namely, system (13) is IFP(ν i ) from u i to ∆x i with ν i ≥ − 1
Proof. Adopt the storage functionṼ i = 1 δ V i , where V i is defined in (6) . By substituting w i = w i (k + 1), w i = w i (k) into (14) , we havẽ
It can be observed that Lemma 4 characterizes the passivity degradation over discretization. The lower bound of the IFP index decreases as the stepsize grows larger. If the stepsize δ is infinitely small, then lim δ→0 + − 1
, which recovers the IFP index for the continuous-time system. Theorem 2. Under Assumption 1 and 2, the states of algorithm (12) with initial condition λ i (0) satisfying N i=1 λ i (0) = 0 will converge to the optimal solution to problem (2) if the stepsize δ < 2 Mi , ∀i ∈ N , and α, β satisfy
denotes the in-degree of the ith agent. The proof is similar to Lemma 2 by considering the discretetime Lyapunov function candidateṼ = N i=1Ṽ i whereṼ i is defined in the proof of Lemma 4.
Remark 3 (Semiglobal Convergence). Theorem 2 provides a semiglobal convergence result [8] , [14] . Since ∇V is continuously differentiable everywhere, one can always find a large-enough compact set Ω D with constant Lipschitz index M and a small-enough stepsize δ such that the compact set is contained in the region of attraction of the equilibrium point.
B. Discrete-time Event-triggered Mechanism
Similarly, let us consider the discrete-time algorithm incorporating the same event-triggered mechanism, i.e.,
wherex i (k), i ∈ N denotes the last sampled state of agent i sent to its neighbors untill time k. Then we have the following theorem on the convergence of discrete-time algorithm under event-triggered communication.
Theorem 3. Under Assumption 1, 2, if the stepsize satisfies δ < 2 Mi , ∀i ∈ N , α, β are designed such that (15) holds, and the triggering instant for agent i, i ∈ N to transmit its current information of x i is chosen whenever d i in (k) > 0 and the following condition is satisfied
and c i ∈ (0, 1), then the states of algorithm (16) with initial condition λ i (0) satisfying N i=1 λ i (0) = 0 will converge to the optimal solution to problem (2).
V. NUMERICAL EXAMPLE
In this section, we provide a numerical example to illustrate the proposed event-triggered mechanism over continuous-time algorithm. Consider the distributed optimization problem (2) among 5 agents over a weight-balanced and uniformly jointly strongly connected digraph that is switching every two seconds among two modes, as shown in Figure 1 . The local objective functions are f 1 (x) = 1 2 x 2 + 3x + 1, f 2 (x) = 1 2 x 2 − x, f 3 (x) = x 2 + sin x, f 4 (x) = ln(e 2x + 1) + 0.5x 2 , f 5 (x) = ln(e 2x + e −0.2x ) + 0.6x 2 .
We obtain that these functions are strongly convex with µ 1 = µ 2 = µ 3 = µ 4 = 1, µ 5 = 1.2 and have Lipschitz gradient with l 1 = l 2 = 1, l 3 = 3, l 4 = 2 and l 5 = 2.41. Let α = 1, then we obtain from Lemma 2 that 0 < β < 0.5. Select β = 0.2, c i = 0.99, initial conditions x i ∈ [0, 1], λ i (0) = 0 and apply the continuous-time algorithm (10) under event-triggered control laws (11) in MATLAB. The trajectories of x i (t) and trigger instant of x i under event-triggered communication are shown in Figure 2 . It can be observed that the states converge to the optimal solution while the communication effort is greatly reduced due to both the jointly strongly connected graph and the event-triggered mechanism.
VI. CONCLUSION
We have first analyzed a distributed continuous-time algorithm over uniformly jointly strongly connected balanced digraphs and shown its exponential convergence over strongly connected digraphs. Then, an event-trigger communication mechanism for the distributed continuous-time algorithms and its discrete-time counterpart has been proposed via the property of IFP.
