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1. Scope of thesis
The scope of this thesis is the investigation of the multi-scale signal-transduction dynamics of
protein-based photosensors. Based on the previous experimental findings of Kottke et al. [1],
Lanzl et al. [2] and Kutta et al. [3] on the LOV1-domain from Chlamydomonas reinhardtii
(CrLOV1), we first used the popular molecular dynamics (MD) technique to describe the short-
time relaxation dynamics of the CrLOV1-system, as well as the LOV2-domain from Avena sativa
and the Vivid LOV-domain from Neurospora crassa. In addition, we simulated the early stages
of signal-transduction of the artificial photoactivable-Rac1 PA-Rac1 photo-enzyme. These LOV-
photosensors, which are a subclass of the PAS-family, were of essential interest in the Graduate
College for sensory photoreceptors in natural and artificial systems GRK640 as well as in the
Graduate College for chemical photocatalysis GRK1626, supported by the German Research
Council (DFG). Their signal-transduction pathway includes relevant structural changes, which
occur on time-scales form ns up to several ms. In order to handle this range of timescales,
we developed rate-based Kinetic-Monte-Carlo (KMC) simulation algorithms as well as mixed
mesoscopic-atomistic coarse-grained (CG) models. With this new simulation-technique, we de-
scribed the signaling pathways of LOV-based photosensors on multiple timescales from nanosec-
onds to seconds. As a result of these simulations, we observed the early signal transduction dy-
namics in the ns-timescale in the vicinity of the FMN-chromophore, which were complementary
to our previous MD-results on the same natural and artificial photosensory systems. Addition-
ally to these early timescales we obtained informations about the late signaling stages of the
LOV-based photosensors within timescales from µs to many seconds.
We start with a general introduction on the photosensory systems and the theory on the meth-
ods, which we used in our work. In the next sections we present the algorithmic developments,
which we designed for the simulation on multiple timescales for the desciption of short-time as
well as long-time signal-transduction events. We continue with the description of our results on
the simulations of wild-type protein photosensors and finally will present our findings on artificial
LOV-based systems.
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1. Scope of thesis
In the scope of this thesis, following works have been published :
• “Mechanism of signal transduction of the LOV2-J photosensor from Avena sativa”
Emanuel Peter, Bernhard Dick and Stephan A. Baeurle Nature Communications (2010), 1
(8), 122. DOI: 10.1038/ncomms1121
• “Effect of computational methodology on the conformational dynamics of the protein pho-
tosensor LOV1 from Chlamydomonas reinhardtii”
E. Peter, Bernhard Dick, Stephan A. Baeurle J. Chem. Biol. (2011), 4 (4), 167-184. DOI:
10.1007/s12154-011-0060-z
• “Signals of LOV1: a computer simulation study on the wildtype LOV1-domain of Chlamy-
domonas reinhardtii and its mutants”
E. Peter, B. Dick, S. A. Baeurle J. Mol. Mod. (2011), DOI: 10.1007/s00894-011-1165-6
• “Illuminating the early signaling pathway of a fungal LOV-photoreceptor”
Emanuel Peter, Bernhard Dick, Stephan A. Baeurle Proteins (2012), 80 (2), 471-481. DOI:
10.1002/prot.23213
• “Signaling pathway of a photoactivable Rac1-GTPase in the early stages”
Emanuel Peter, Bernhard Dick, Stephan A. Baeurle Proteins 80 (5), (2012), 1350-1362
DOI: 10.1002/prot.24031
• “A novel computer simulation method for simulating the multiscale transduction dynamics
of signal proteins”
Emanuel Peter, Bernhard Dick, Stephan A. Baeurle J. Chem. Phys., 136 (12), 124112
(2012).
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2.1. PAS-domain
Light-oxygen-voltage sensitive (LOV)-domains control the cell metabolism in response to external
stimuli in all kingdoms of life. They are a sub-class of the PAS-domains, which are named after
the first proteins where these structural motifs were identified: Period (Per), aryl-hydrocarbon-
nuclear-translocator (ARNT), and single-minded (Sim) [4, 5, 6]. The first structural investigation
which determined the characteristics of folding of these PAS-domains was performed by Pellequer
et al., who investigated the structure of the photoactive-yellow protein (PYP) as a prototype of
PAS-domains [7]. The generalization of the overall structure of PAS-domains was supported
by several structural investigations on the FixL- and the human HERG-protein [8, 9]. Charac-
teristically the N-terminal cap of the PAS-domains is folded α-helical, whereas the hydrophilic
PAS-core region faces the hydrophobic β-scaffold. Both motifs, which are connected by one he-
lical connector, together form a binding pocket for co-factors [5, 10, 11]. This co-factor controls
the sensitivity to environmental stimuli, such as light, oxygen or voltage. The usage of co-factors
is a widely used concept for cell survival in all kingdoms of life, which are the kingdoms of Archea,
Bacteria and Eucarya. These sensitive proteins include histidine- and ser/thr-kinases, chemore-
ceptors and photoreceptors for taxis and tropism, circadian clock proteins, voltage-activated
ion channels, cyclic nucleotide phosphodiesterases, and regulators of responses to hypoxia and
embryological development of the central nervous system [5].
Oxygen itself is a terminal acceptor for oxidative phosphorylation and a toxic agent that forms
reactive free radicals when partially reduced. Several authors characterized FixL as a sensor for
oxygen. Oxygen dissociation from the FixL input PAS-domain causes conformational changes
in this protein [8, 12, 13, 14, 15, 16]. This induces increased autophosphorylation activity of the
output-domain [13, 14, 8]. FixL catalyzes a His-Asp phosphoryl transfer to the receiver module
of the response regulator FixJ. This latter phosphorylated FixJ protein acts as a transcriptional
activator of the genes involved in the nitrogen fixation. Sensing of light intensity and wavelength
governs such cellular responses as phototropism in plants and phototaxis in bacteria. One given
example is the photoactive-yellow-protein (PYP), which is a bacterial photoreceptor postulated to
govern a photophobic swimming response in Ectothiorhodospira halophila [17]. This photorecep-
tor is an isolated PAS-domain with a non-covalently attached 4-hydroxycinnamyl chromophore
[17]. By contrast, plant phytochromes use a tetra-pyrrole chromophore. In this photosensitive
domain a hinge region separates two PAS-domains [18]. A histidine kinase transmitter domain
is located C-terminal to the PAS-domains [19, 20]. These PAS-domains transmit a signal onto
the kinase domain after light illumination and lead to the plantal response after a sequence of
secondary signals. PAS-domains also act as regulators and signature motifs of circadian clocks as
shown by many examples in nature [21, 22]. In addition to being transcriptional regulators with
DNA-binding motifs, many circadian-clock proteins contain PAS-domains. Moreover, mammals
regulate their master clock by PAS-domains within the so-called suprachiasmatic nuclei in the
hypothalamus [23]. So far, PAS-domains are the only motifs known to be conserved among widely
diverse clock proteins [5]. Clocks are made up of transcription factors that feed back and inhibit
their own transcription. There is also evidence that depletion of cellular energy levels is first
sensed by cellular organisms in a decreased electron transport and proton motive force. Moni-
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toring electron transport or proton motive force can quickly alert a cell to energy loss [5]. It was
found by Bespalov et al., that E. coli migrate to a microenvironment with preferred redox poten-
tial [25, 26]. The PAS-domain, which is responsible for this movement is the E. coli Aer -protein.
Some authors hypothesized, that cells sense a change in proton motive force [27, 28]. In fact
cells recognize proton-motive force related parameters by using sensory-modules as Aer, ArcB
and HIF. In metazoans, oxygen concentration is monitored by the hypoxic response pathway,
where hypoxia-inducible factors (HIFs) regulate numerous genes in response to oxygen [24, 29].
HIF-proteins are heterodimeric basic helix-loop-helix PAS-domains. These act as transcription
factors in an oxygen-dependent manner [30]. In summary, PAS-domains regulate a multitude
of cellular functions in all kingdoms of life - bacteria, fungi, plants and mammals. In the next
section we will concentrate on the LOV-domains, which are one subclass of the PAS-domain
superfamily.
2.2. LOV-domain of phototropin1
Phot proteins are blue light photoreceptors found in higher plants as well as in micro-algae.
They regulate biological processes such as phototropic plant movement, chloroplast relocation,
stomatal opening, rapid inhibition of stem growth and gametogenesis [31, 32, 33, 34]. They
are composed of 2 light-oxygen-voltage (LOV) sensitive PAS-domains, each containing a non-
covalently bound flavin-mononucleotide FMN chromophore, and a C-terminal kinase domain.
Upon blue-light absorption, a covalent bond between the FMN chromophore and an adjacent
reactive cysteine residue of the apo-protein is formed in the LOV-domains. This subsequently
mediates the activation of the kinase domain, which induces a signal in the organism via photore-
ceptor auto-phosphorylation [35]. A common feature of phot proteins is that the photochemical
reactivity of LOV2 is required for the activation of the attached kinase domain. By contrast, the
role of LOV1 is still unclear, although size exclusion chromatography in addition to small angle x-
ray scattering analysis suggests that this domain may be involved in photoreceptor dimerization
[3, 36]. In several studies it has been proposed that the LOV1-domain might be responsible for
regulating the lifetime and signal intensity of the LOV2-domain under low light conditions and in
this way affect the phototropin activity [34, 37, 38, 39]. However, it was found by Kaiserli et al.
that the LOV1-domain in Arabidopsis thaliana is not involved into phot1 dimerization and in-
termolecular phosphorylation [40]. Remarkably, even phot1 which is deficient from LOV1, shows
the same dimerization-mediated mechanism as full-length phot1. In the past decade the primary
photoreaction mechanism and the initial structural changes of the wild-type LOV-domains, as
well as related mutants, have been investigated in detail through experimental as well as theo-
retical means. However, despite tremendous efforts still only little is known about their signal
transduction pathway as well as dark-state activity at the molecular level.
2.3. Experimental investigations on LOV-domains
To elucidate the photocycle, Kottke et al. [1] investigated the LOV1-domain of phot1 from
Chlamydomonas reinhardtii with time-resolved absorption spectroscopy. They found that pho-
toexcitation of the dark-state form of LOV1, designated as LOV1-447, causes transient bleaching
and the formation of two spectrally similar red-shifted intermediates that can both be assigned to
triplet states of the FMN. These triplet states decay with time constants of 800 ns and 4 µs with
an efficiency of > 90 % into a blue-shifted intermediate, designated as LOV1-390, that can be cor-
related with the formation of a thio-adduct between the reactive cysteine residue (Cys57) of the
apo-protein and the C4a-atom on FMN (FMN-C4a). Then, the adduct state LOV1-390 reverts
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to the dark-state form in hundreds of seconds with a time constant being dependent on pH and
salt concentration. Fedorov et al. [11] performed accurate measurements of the crystal structure
of the LOV1-domain from the same species in the dark and illuminated state (resolution: 1.9 A˚)
and discovered two different dark-state conformers, populated with a probability distribution of
70 % : 30 %. They concluded from their study that the conformers differ in the rotation around
the Cα-Cβ-bond of the Cys57-residue, which may possess different reactivity and could explain
the occurrence of the two triplet states observed in the spectroscopic experiments of Kottke et al.
[1]. Through Fourier transform infrared (FTIR) spectroscopy, Bednarz et al. [41] further estab-
lished that in both conformers the thiol group is exposed to environments of different H-bonding
strength and correlated the structural characteristics of the dark-state conformers with the decay
kinetics of the respective triplet states. Schleicher et al. [42] studied the photoinduced triplet
state and the photoreactivity of the FMN-cofactor in wild-type LOV1 and LOV2-domains as
well as in mutant LOV-domains from Chlamydomonas reinhardtii, Avena sativa and Adiantum
capillus-veneris by time-resolved electron paramagnetic resonance and UV-visible spectroscopy
at low temperatures (T ≤ 80 K). They suggested that differences in the electronic structure
of the FMN, as reflected by altered zero-field splitting parameters of the triplet state, can be
correlated with changes in the amino acid composition of the binding pocket. In a multitude
of subsequent experimental studies, it has been demonstrated that the photochemically induced
signal of phototropin, initiated by adduct formation, is very different from that of other pho-
toactive proteins, where the photoreaction is initiated by photoisomerization, like for example in
case of the rhodopsins, PYP and phytochrome. While the photoreactions of the latter proteins
show only little temperature sensitivity, the phototropins show a highly temperature-dependent
photoreaction and signal transduction pathway [43]. To investigate this aspect, Iwata et al. [44]
compared the light-induced structural changes of the LOV1 and LOV2-domains from Adiantum
phytochrome3 (phy3) by means of UV-visible and FTIR spectroscopy in the temperature range
from 77 K to 295 K. They observed that the thiol group of the reactive cysteine residue forms
an H-bond in phy3-LOV1, which is strengthened at low temperatures. They related this with
the fact that no adduct formation takes place for phy3-LOV1 at 77 K, as revealed by UV-visible
spectroscopy. A reduction of the occurrence of the adduct form was also observed for phy3-LOV2
at low temperature [45], i.e. at 77 K the yield of the adduct state of phy3-LOV2 decreased by an
amount of 36 % with regard to the yield at room temperature. Based on these experiments, Iwata
et al. [44, 45] suggested that the presence of a non-reactive fraction of dark-state conformers at
low temperature may originate from a local structural heterogeneity between the FMN and the
reactive cysteine residue, whose thiol group might form an H-bond with some surrounding amino
acid sidechain, peptide carbonyl or internal water molecule. In such a situation the respective
reaction centers may thus be too far from each other and could possess a too low mobility to
form an adduct state. In a subsequent FTIR study Sato et al. [43] observed dark-state con-
formers with different S-H-stretching frequencies and suggested that the micro-environment of
the thiol group of the reactive cysteine residue determines the reactivity at low temperatures.
Kennis et al. [46] investigated the molecular mechanism of signaling of the LOV2-domain with
an additional α-helix, called the Jα-helix, of phot1 from Avena sativa (AsLOV2-Jα), using FTIR
spectroscopy. In this study they characterized a newly isolated low-hydration intermediate that
shows a downshift of high-frequency amide I signals and possibly corresponds to a loop tighten-
ing without large structural changes at the β-sheet or the Jα-helix. In addition, they reported
a heterogeneity involving two different populations of FMN-C4=O conformers, coexisting in the
dark-state and characterized by two different C4=O-carbonyl frequencies. They explained the
occurrence of these two carbonyl frequencies by the presence of conformers with either a singly
H-bonded or twice H-bonded FMN-C4=O with the surrounding amino acids. According to their
analysis, these conformers display slightly shifted absorption spectra and cause a splitting of the
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475-nm band in the UV-visible spectra of the LOV-domains at low temperature.
2.3.1. Theoretical investigations on LOV-domains
From the theoretical side, a major focus was put on the investigation of the primary steps of
photoreaction and the initial structural changes after blue-light absorption of the photocycle.
Fedorov et al. [11] performed first quantum chemical calculations with their crystal structure
configurations, which provided information about possible pathways of the photoreaction in
the active site. They concluded from their study that the light-induced structural changes of
the protein domain in the crystal are minor and mainly take place around the chromophore.
Neiss and Saalfrank [47] performed ab initio quantum mechanical calculations to determine
the electronic properties of several FMN-related model compounds in different charge and spin
states. They deduced from their calculation results that the reaction pathway proceeds via the
triplet T1-state of the FMN and that the process of adduct formation involves more likely radical
intermediates, instead of ionic species. Dittrich et al. [48] studied the early steps of the photocycle
by performing combined quantum mechanical/molecular mechanical (QM/MM) simulations of
a complete LOV1-domain from Chlamydomonas reinhardtii. They investigated the electronic
properties and initial structural changes that follow blue-light absorption, and concluded from
their calculation results that the pathway for cysteinyl-FMN adduct formation proceeds via
a neutral radical state, generated by H-atom transfer from the reactive Cys57-residue to the
FMN chromophore. In a later work Freddolino et al. [49] investigated the structural changes,
taking place at longer times after adduct formation, by performing molecular dynamics (MD)
simulations with the LOV1-domain from Chlamydomonas reinhardtii and the LOV2-domain from
Avena sativa. To this end, they performed five independent 12 ns simulations with the light and
dark-states of both protein domains, revealing significant differences in how the LOV1 and LOV2-
domains respond to photoactivation. Based on their calculation results, they proposed that the
LOV1 activation is caused by a change in the H-bond network between FMN chromophore and
the surrounding apo-protein that destabilizes a highly conserved salt bridge, whereas LOV2
activation results from a change in flexibility of a set of protein loops. Neiss and Saalfrank
[50] performed MD simulations with the dark and illuminated state of the LOV2-domain of
Adiantum capillus-veneris. In accordance with the accurate x-ray diffraction measurements of
Fedorov et al. [11] for the LOV1-domain from Chlamydomonas reinhardtii, they detected three
dark-state conformers, which are populated with about equal probability and differ with respect
to a rotation around the Cα-Cβ-bond of the reactive Cys57-residue. However, they found no clear
changes in the structure or dynamics of the protein domain, which could be relevant for signal
transduction after adduct formation. They suggested that the conformational behavior of the
isolated LOV2-domain in the crystal should differ from the biologically active LOV2 in solution in
its natural environment. Similar findings were also recently made for related photoactive proteins.
Arai et al. [51] found that for the putative signaling state of PYP there are serious discrepancies
between the crystal structure, obtained from time-resolved Laue diffraction analysis, and the
solution structure, obtained from various spectroscopic studies. To explore the origin of such
disagreements, they performed MD simulations with the PYP in the crystal and compared the
results with those from MD simulations of the protein in solution. They found clear differences in
the root-mean square deviation, when they relaxed the crystallographically determined structure
of the protein in solution. Finally, Sato et al. [43] performed MD simulations in conjunction
with a FTIR study on the LOV2-domain from Adiantum neochrome 1 (neo1) and observed
that multiple protein conformers can co-exist, differing in the heterogeneous environment of the
reactive cysteine residue. They found that the conformers can thermally be converted into each
other by conformational fluctuations at physiological temperatures.
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2.3.2. Experiments on LOV2-Jα-system
In the past decade several experimental works have attempted to clarify the response mechanism
of phototropins to blue-light photoexcitation. To this end, major efforts were concentrated on
the investigation of the dynamical changes of isolated LOV-domains in the light-state [35, 52].
Studies of independent protein parts, however, can only provide limited informations on the
complex interaction mechanism taking place between the different structural elements of the full
phototropin during the signal transduction process. Harper et al. [53] first characterized the light-
dependent changes of the AsLOV2-Jα-photosensor by solution NMR-spectroscopy and found that
the Jα-helix plays a key role in the kinase activation. From their results, they deduced that the
photoinduced adduct formation in the LOV2-domain results in a disruption of the Jα-helix from
the Gβ-, Hβ- and Iβ-strands, which in turn may trigger a signal in the kinase. To examine how
the structural changes upon illumination are coupled to the kinase activation, Harper et al. [54]
in a subsequent work performed a series of point mutations along the Jα-helix to disrupt its
interaction with the LOV-domain under dark-state conditions. Using NMR-spectroscopy and
limited proteolysis, they demonstrated that several of these mutations are able to displace the
Jα-helix from the LOV-domain even in the absence of light. When placed into the full-length
phototropin, these point mutations displayed constitutive kinase activation without illumination
of the sample. These results indicate that unfolding of the Jα-helix is the critical event in the
regulation of the kinase signal. Recent crystallographic data from Halavaty and Moffat [55]
on the AsLOV2-Jα-photosensor also attributed the Jα-helix a predominant role in the signal
transduction. While these studies clearly identified the C-terminal Jα-helix to be responsible for
communicating the signal to a downstream effector domain, it remained unclear how covalent
adduct formation in the core triggers the α-helical unfolding on the surface of the domain. In a
series of experimental and theoretical studies with LOV2-domains a conserved glutamine residue,
located on the Iβ-strand in the immediate vicinity of the FMN-binding site, was found to change
its H-bonding pattern with the FMN upon photoexcitation and was suspected to be involved in
the transmission of the local stress to the surface of the LOV-domain [10, 35, 52, 49]. By designing
point mutations of this glutamine residue and monitoring the effects on the LOV2-domain using
UV-visible-absorbance and circular-dichroism spectroscopy, Nash et al. [56] recently confirmed
that it plays a central role in both spectral tuning and signal propagation from the LOV2-core
to the peripheral Jα-helix. However, up to now a detailed understanding of the spatio-temporal
dynamics of the molecular processes involved in this critical event is still lacking.
2.3.3. Fungal LOV-domain Vivid
In fungal organisms LOV-domains are employed for adjusting the circadian temporal organi-
zation of the cells to the daily and seasonal periods [57]. In case of the fungus Neurospora
crassa the circadian clock is controlled by two light-sensitive proteins, known as the White-
Collar-Complex (WCC) and the LOV-domain Vivid (VVD-LOV) [58, 59]. WCC is primarily
responsible for the light-induced transcription on the control-gene Frequency (FRQ) under day-
light conditions, which drives the expression of VVD-LOV and governs the negative feedback
loop onto the circadian clock [59, 60]. By contrast, the role of VVD-LOV is mainly modulatory
and does not directly affect FRQ [58, 61]. In several recent works it has been demonstrated that
under low-light conditions VVD-LOV modulates the circadian clock through inhibiting WCC af-
ter transmission of the initial signal [61, 62, 63]. Finally, Hunt et al. [64] showed that VVD-LOV
serves as a buffer against external temperature fluctuations, keeping the circadian clock mainly
temperature-insensitive.
Similarly to the LOV1-domain, it has been demonstrated in vitro through size-exclusion chro-
matography of Zoltowski et al. [65, 66] and SAXS-measurements by Lamb et al. [67] that VVD-
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LOV possesses a higher dimerization tendency upon blue-light irradiation than in the dark and
that the dimerization process takes place through its β-strands. Moreover, Zoltowski et al. [65]
showed through crystal structure determination and mutational experiments that the Cys71-
residue plays a central role in the signal transduction pathway from the FAD-chromophore to
the N-terminal cap (Ncap) region, influencing the aggregation behavior of VVD-LOV. Based on
these findings, they proposed a mechanism in which Cys71 is primarily affecting the H-bond
network in the coil region between Ncap and the protein core. Although the major changes in
the secondary structure during the signaling process have been resolved up to now, the signal
transduction at the molecular level and the functional role of VVD-LOV remain still only poorly
understood.
2.4. Artificial LOV-photosensors
2.4.1. Artificial photoactivable GTPase PA-Rac1
Artificial photoenzymes based on the concept of fusing light-activable protein photoswitches to a
target enzyme show promising perspectives in cell signaling [68]. This has first been demonstrated
in the pioneering work of Lee et al. [69, 70], who created an artificial light-activable photoenzyme
based on the blue-light-activable AsLOV2-Jα-photosensor combined with the enzyme dihydro-
folate reductase (DHFR). Even if their fusion protein was structurally not tuned for providing
optimal light-dependent catalytic activity, this work provided first indications of the power of
such artificial protein constructs for allosteric regulation of enzymatic reactivity in biological
systems. In a subsequent work Mo¨glich et al. [71] replaced the oxygen-sensing PAS-domain in
FixL from Bradyrhizobium japonicum with the blue-light photosensor YtvA-LOV from Bacil-
lus subtilis and generated the light-inactivated histidine kinase YF1. They showed that the
signals of this protein construct are transmitted from the LOV-domain to the histidine kinase
through a rotational movement propagating within an α-helical coiled-coil linker that reduced
net kinase activity by 1000-fold in vitro and enabled the control of gene expression in a light-
dependent manner in Escherichia coli. Further evidences for the potential of such fusion proteins
have recently been provided by Wu et al. [72], who connected the AsLOV2-Jα-photosensor to
a mutant of the GTPase Rac1. They demonstrated through affinity-assaying that the LOV2-
domain in its closed conformation in the dark blocks the binding of the effector protein PAK1
to Rac1, and that light-induced unwinding of the Jα-helix releases steric inhibition, leading to
Rac1-activation. The light-sensitive control of the Rac1-activity allowed Wu et al. to stimulate
cell motility and control the direction of motion of HeLa-cells by light. However, up to now
a detailed molecular based understanding of the signal transduction pathway of photoenzymes
based on the AsLOV2-Jα-photosensor is still lacking.
2.4.2. Artificial DNA-photoswitch LOV-TAP
Artificial DNA-regulation through fusion of LOV-photosensors with DNA transcription factors
delivers artificial tools for the in vivo regulation of DNA-expression by light. These DNA tran-
scription factors act as DNA-switches which tune cell processes in response to environmental
signals, as inter- and extra-cellular signals, at the DNA. Notably, every of these DNA tran-
scription regulators is characterizable through its defined and specific DNA binding motif. An
immense number of these natural DNA-binding motifs exists, due to the multitude of different nu-
cleotide sequences in all kingdoms of life. The photosensoric White-Collar-Complex WC-1 from
Neurospora crassa performs light-regulated gene expression [73] and uses the zinc-finger-motif,
which exists in many bacteria, phagae [74] and fungi. The loop-motif, which is one essential
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structural module of the so-called apoptosis-factor p53 in human cells, is able to sense mutations
in nucleotide sequences with its protruding loops. Through this mechanism cell growth and pro-
liferation are tightly regulated. Remarkably, p53 is one of the elementary tumor suppressors and
its importance can be derived from the fact, that nearly half of all human cancers are related
to mutations in the p53-gene [75, 76]. We note that DNA-switches also occur in bacteria, where
they control the expression of proteins depending on the bacteria’s environmental conditions. It
was found that bacteria, such as E. coli, adjust their metabolism onto the conditions which are
present in their growth medium. For example, it was observed that falling levels of glucose in
E. coli cause an increase of cyclic AMP. This molecule binds to the CAP protein to turn on
appropriate genes, which enables E. coli to use alternative carbon sources than glucose. More-
over, this organism possesses 5 genes that code for enzymes that manufacture the amino-acid
tryptophan. If tryptophan is present in the growth medium and enters the cell, the need for
these enzymes is no longer given. The short region of regulatory DNA, responsible for the pro-
duction of tryptophan-producing enzymes, is recognized by the so-called tryptophan-repressor
(TrpR)-protein, a member of the helix-turn-helix (HTH) family [77, 78]. If tryptophan is present
in the cell, the so-called co-repressor binds at two sites onto one TrpR-protein. Through this
binding, the HTH-motif tilts and the DNA-sequence is blocked against the RNA-polymerase.
Without tryptophan, the motif changes its sterical arrangement and is unable to bind to DNA
[79]. In contrast to chemically induced DNA transcription as in case of TrpR, a multitude of
bacterial organisms use the connection of light-sensing PAS-folded domains and DNA switches
for light-induced DNA transcription. For example, bacteria Eryobacter litoralis (EL222) uses a
DNA-photoswitch consisting of one LOV-domain, which is convalently linked to a DNA-binding
HTH-motif. Nash et al. used X-ray crystallography, solution NMR, UV-absorbance and limited
proteolysis and observed after illumination of the sample that the LOV-domain cleaves from the
HTH-motif and enables HTH to bind onto DNA [80]. Moreover, they found that after light-
induced cleavage of the Jα-helix , the HTH-motif is released and the LOV-domains of EL222
dimerize. Strickland et al. used the same principle of allostery DNA light-regulation and created
an artificial DNA-photoswitch through generation of a fusion between AsLOV2-Jα and TrpR of
E. coli [81]. The resulting fusion between these two proteins is the so-called LOV-TAP DNA-
photoswitch. They used Rsal protection assaying, CD-spectroscopy, structural modelling and
small angle X-ray scattering to observe light induced changes in DNA and LOV-TAP. Through
their experiments, they showed that LOV-TAP is undergoing light-induced changes in its equilib-
rium between states, bound or cleaved to DNA. In the light-state, LOV-TAP binds to its specific
nucleotide-sequence, whereas in the dark-state, LOV-TAP is mostly cleaved from the DNA. As
it was demonstrated by these authors, this equilibrium is changed solely by light. However, a
detailed understanding of this dynamical effect is still lacking at the molecular level.
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3.0.3. Sampling of ensembles
Computer simulation generates information at the microscopic level, while statistical mechanics
converts this information into macroscopic terms [82]. Quantities, such as the diffusion coefficient,
shear viscosity or the structure factor are state functions. Although they clearly describe the
microscopic structure and dynamics of the system, their values are influenced by few variables
(e.g. number of particles N , pressure P , temperature T ), which characterize the thermodynamic
state [82]. By contrast, the instantaneous mechanical state is given by atomic positions and
momenta, which can be thought of coordinates in a multidimensional space, the phase space. A
system of N atoms has for example a 6N -dimensional phase space.
The ensemble-average of a quantity A in the canonical ensemble is written as :
〈A〉ensemble =
∫
drAe−βΦ∫
dre−βΦ
, (3.1)
where Φ stands for the potential energy of the system and β stands for 1kBT , where kB is
Boltzmann’s constant.
The experimentally observable ’macroscopic’ quantity is the time average, which is taken over
a long time interval :
Aobs = 〈A〉time = lim
tobs→∞
1
tobs
∫ tobs
0
A(t)dt . (3.2)
In case, if the propability density ρ does not change as the system evolves during sampling and
if the ergodicity requirement is fulfilled, the ensemble average will be equal to the time-average :
Aobs = 〈A〉ensemble . (3.3)
3.0.4. Ensembles of statistical mechanics
In computer simulation 4 ensembles are in common use. These are the microcanonical (constant-
NVE), the canonical (constant-NVT), the isothermal-isobaric (constant-NPT) and the grand
canonical (constant-µVT) ensemble [82]. For each of the ensembles the previously mentioned
thermodynamic variables are fixed, whereas the other thermodynamic quantities must be deter-
mined through ensemble averaging [82]. In the quasi-classical expression, the state function of
the microcanical ensemble is written in case of an atomic system, as :
QNV E =
1
N !
1
h3N
∫
drdpδ (H(r,p)− E) ; (3.4)
where the integral stands for integration over all 6N phase space coordinates, h is Planck’s
constant, r and p are coordinates and momenta. The indistinguishability of the particles is
handled by N ! and δ is the Dirac delta function, in case of continuous states [82]. H(r,p) stands
in eqn. (3.4) for the Hamiltonian. The appropriate thermodynamic potential is the negative of
the entropy, defined as:
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S = kB lnQNV E ; (3.5)
where S stands for the entropy and kB is Boltzmann’s constant.
The state function of the canonical ensemble in its quasi-classical form, is given for an atomic
system, as follows :
QNV T =
1
N !
1
h3N
∫
drdp exp (−H(r,p)/kBT ) . (3.6)
The appropriate thermodynamic function is the Helmholtz free energy A :
A = −kBT lnQNV T . (3.7)
In the canonical ensemble, exchange of energy with the heat bath is allowed, which causes that
energy fluctuations are non-zero [82].
Because the energy is expressed as the sum of potential and kinetic energy, the partition
function factorizes into a product of kinetic Ekin(ideal gas) and potential Φ(r)(excess) parts,
which permits to reformulate the canonical partition function as :
QNV T =
1
N !
1
h3N
∫
dp exp
(−Ekin
kBT
)∫
dr exp
(
−Φ(r)
kBT
)
. (3.8)
This results in :
QNV T = QidNV TQ
ex
NV T . (3.9)
In the ideal case of an atomic system with U = 0, we obtain :
QidNV T =
V N
N !Λ3N
, (3.10)
where Λ stands for the thermal de Broglie wavelength :
Λ = h2/ (2pimkBT )
1/2
. (3.11)
The excess part of the canonical state function is given by :
QexNV T = V
−N
∫
dr exp (−Φ(r)/kBT ) = ZNV T
V N
. (3.12)
with the configuration integral :
ZNV T =
∫
dr exp (−Φ(r)/kBT ) . (3.13)
The importance of the NPT -ensemble is derived from the fact, that averages obtained from
this ensemble reproduce experimental conditions, e.g. in vivo and in vitro experiments. The
partition function of the NPT -ensemble in its quasi-classical form, in case of an atomic system
can be written as :
QNPT =
1
N !
1
h3N
1
V0
∫
dV
∫
drdp exp
(
− (H + PV )
kBT
)
. (3.14)
The corresponding thermodynamic function is the Gibbs free energy G :
G = −kBT lnQNPT . (3.15)
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Figure 3.1.: Different schemes of numerical integration. From left to right : Simpson’s rule,
sample-mean integration, Importance sampling.
The configuration integral of this ensemble is :
ZNPT =
∫
dV exp
(
− PV
kBT
)∫
dr exp
(
−Φ(r)
kBT
)
. (3.16)
Finally, the grand canonical partition function is written as :
QµV T =
∑
N
1
N !
1
h3N
exp
(
µN
kBT
)∫
drdp exp
(
− H
kBT
)
. (3.17)
The appropriate thermodynamic function is in this case :
− PV
kBT
= − lnQµV T . (3.18)
3.1. Monte Carlo integration
In this section we consider the problem of numerical integration of multi-dimensional integrals.
We note that the sample-mean integration technique is an alternative to the so-called Simpson’s
integral evaluation. This method simply measures the number of hits and misses of the area of a
function within each trial, which is also shown in Fig. 3.1. Let us consider following 1-dimensional
integral :
F =
∫ x2
x1
dxf(x) , (3.19)
which we rewrite as :
F =
∫ x2
x1
dx
(
f(x)
ρ(x)
)
ρ(x) , (3.20)
where ρ(x) is an arbitrary probability density function [82]. To calculate this integral, we
perform a number of trials τ , each consisting a random-number ξτ from the distribution ρ(x) in
the range (x1, x2). Then we obtain :
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F = 〈f(ξτ )
ρ(ξτ )
〉trials . (3.21)
In a simple case, we choose a uniform expression for ρ(x) :
ρ(x) =
1
x2 − x1 , (3.22)
with
x1 ≤ x ≤ x2 . (3.23)
Then the integral F can be estimated as :
F ≈ (x2 − x1)
τmax
τmax∑
τ=1
f(ξτ ) . (3.24)
For the simple one-dimensional integration, the Monte Carlo technique is not competitive with
straightforward numerical methods such as Simpson’s rule. However, for the multidimensional
integrals of statistical mechanics, the sample mean method, with a suitable choice of ρ(x), is the
only useful solution. In order to calculate the configurational integral (3.13) for a system of 100
molecules in a cube of side L, we would have 10300 Simpson function evaluations to solve this
integral. However, at realistic liquid densities the problem can be solved using a sample-mean
integration as described in eqn. (3.24) where the random coordinates are chosen from a non-
uniform distribution. For this purpose, the so-called importance-sampling techniques are used.
These techniques choose random numbers from a distribution ρ(x), which allows the function
evaluation to be concentrated in the regions of space that make important contributions to the
integral [82]. To explain this concept, let us consider a integral of the canonical ensemble :
〈A〉NV T =
∫
dΓρNV T (Γ)A(Γ) , (3.25)
where ρNV T is the normalized canonical distribution and Γ is the related phase space vector,
which defines one point in this space. The normalized canonical distribution ρNV T is written as
:
ρNV T =
e−βΦ(r)∫
dre−βΦ(r)
(3.26)
By sampling configurations at random, from a chosen distribution ρ we can estimate the
integral as :
〈A〉NV T = 〈AρNV T /ρ〉trials . (3.27)
We point out that A(Γ)NV T is significant where
ρ = ρNV T . (3.28)
In this case
〈A〉NV T = 〈A〉trials , (3.29)
is valid.
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3.2. Metropolis Monte-Carlo of Ising spin-systems
Let us consider a system consisting of 20 spins, where each spin can have two orientations in
1 dimension. This system has 220 different possible configurations, while a 256 spin system
would have 2256 different configurations. We point out that in a simple 2-dimensional case of
80× 80 spins with 26400 possible configurations, straight forward sampling over all different con-
figurations and subsequent averaging is very inefficient and related to extensive computational
cost. Techniques which apply stochastical averaging try to overcome this problem. In case of
the Ising-spin system and particle-based systems as well as polymeric systems, the standard
importance-sampling technique is the so-called Metropolis-algorithm [83]. This sampling tech-
nique can be used to compute ensemble-average quantities with low computational cost in case
of Ising 2D systems. For the sake of simplicity we introduce this spin-systems, because its Hamil-
tonian is easily describable by nearest-neighbour interactions in form of boolean expressions. By
contrast, straightforward averaging over all possible configurations would be impossible in case
of larger systems. In case of 2D-Ising systems the Metropolis algorithm is formulated as follows:
1. Select one spin randomly and generate one new configuration by changing this spin.
2. Generate random-number ξ ∈ [0, 1]
3. Solve following equation and test if:
min{1, exp[−(Hnew −Hold)/(kBT )]} ≥ ξ , (3.30)
where H = −J∑〈ij〉 sisj −B∑i si, and B is the external magnetic field, si is the spin at
center i and each center is solely interacting with its direct 4 neighbors. J is the coupling
parameter for spin-interaction;
4. if this eqn. (3.30) is fulfilled, then accept otherwise reject the new configuration
5. Return to (1).
3.3. Kinetic Monte Carlo of Ising spin systems
The standard method of efficiently sampling the Ising spin model is the Metropolis Monte-
Carlo method. However, this method suffers from inefficient sampling of energy-states, where
straightforward propagation in phase space is difficult. Such situations are given near equilibrium
or within metastable states, where very low transition probabilities exist. One futher example
is given by ferromagnetic couplings in ferromagnetic systems, when randomly selected pairs are
different to their nearest neighbors with very low probability. Bortz et al. developed a new
technique, which samples configurations of the Ising model much faster [84]. This algorithm is
based on the fact, that there is a small number n of classes of sites (neighbor pairs) classifying
sites (pairs) by their probability of interchange [84]. This n-fold way chooses along all sites (pairs)
with a probability which is weighted in such a way that the probability of choosing a given site
(pair) is proportional to its probability of flipping (interchanging). Thus, once a site (pair) is
selected, the flipping (interchanging) can be immidiately performed. Bortz et al. implemented
the so-called ten-fold way and tested this algorithm on a lattice of 80 × 80-spin lattice. They
divided the array of 6400 spins into 10 different classes with moveable partitions. For each spin
flip in this algorithm ten numbers were calculated according to:
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Qi =
i∑
j=1
njPj , (3.31)
where i ∈ [1, .., 10] and Pj is the transition probability of spin j. In addition, the algorithm
generates one random number ξ and the class i of the selected spin will be defined by solving the
equation:
Qi−1 ≤ ξ < Qi , (3.32)
where Q0 = 0.
The increment in time variable t is calculated as follows. Since Q10 is the number of spins times
the average probability that an attempt will produce a flip, the time t increment is proportional
to Q−110 .
∆t = −
(
ln ξ ∗ τ
Q10
)
, (3.33)
where ξ is representing a random fraction, by which this event contributes to the time incre-
ment. This latter equation reflects approximately the real time of a physical system [84]. This
realtime expression of eqn. (3.33) is derived as follows. Bortz et al. assumed that their lattice
system is immersed in a bath of fixed temperature T . This lattice system randomly flips in space
and time, while each attempted flip occurs per lattice site in time τ . Moreover, they expected
that this parameter τ depends on the temperature of the bath and the nature of the system
but only weakly depends on the state of the system. The probability of flipping a spin on a
given random attempt is Q10N , where N is the number of lattice sites. Thus, they found that the
probability of having a flip during the infinitesimal time interval dt is
pdt =
Q10
τ
dt . (3.34)
In the following, we take the different transition probablities into account which change accord-
ing to changes in the time-axis. P∆t is the probability, that no flip occurs during the time-span
∆t. Moreover, the probability P (∆t + dt) that no flip occurs at a given time ∆t + dt must be
lower than the latter probability P (∆t). However, if one flip occurs between given times ∆t and
∆t+ dt, then we can write for the given probability P at time ∆t+ dt :
P (∆t+ dt) = P (∆t)− P (∆t)(Q10/τ)dt . (3.35)
This equation, can be rewritten, as follows:
∂
∂t
P (∆t) = (−Q10/τ)P (∆t) , (3.36)
which has the solution:
P (∆t) = exp(−Q10∆t/τ) , (3.37)
with the boundary condition that P (0) = 1.
Since the events within the time-intervals occur in a Poisson-process, the probability P (∆t)
is equal to a uniformly distributed random number. To this end Bortz et al. chose a random
fraction ξ over the interval [0, 1]. With P (∆t) = ξ they obtained following result :
∆t = −(τ/Q10) ln ξ . (3.38)
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3.4. Molecular dynamics
The molecular dynamics simulation method samples on a deterministic trajectory through the
phase space of a system through the numerical solution of classical equations of motion [85]. Thus,
in this simulation method statistical correlation always exists between new and old configurations
by contrast to the previously mentioned monte-carlo techniques. The equations of motions
written in their most fundamental form in the so-called Lagrangian equation of motion [82] are
d
dt
(∂L/∂q˙k)− (∂L/∂qk) = 0 , (3.39)
where the Lagrangian function L(q, q˙) is defined in terms of kinetic and potential energies :
L = K − V , (3.40)
and is considered to be a function of the generalized coordinates qk and their time-derivatives
q˙k. If we consider a system of atoms, with Cartesian coordinates ri and the usual definitions of
K and V then eqn. (3.39) becomes :
mi
∂2
∂t2
ri = fi ; (3.41)
where mi is the mass of atom i and
fi = ∇riL = −∇riV , (3.42)
is the force on that atom.
In its strict definition, the so-called Hamiltonian is defined by :
H(p, q) =
∑
k
q˙kpk − L(q, q˙) , (3.43)
where it is assumed that we can write q˙k on the right as some function of the momenta p. For
Carthesian coordinates, Hamilton‘s equations become
r˙i = pi/mi , (3.44)
and
p˙i = −∇riV = fi . (3.45)
The standard method for solution of eqns. (3.41,3.44) is the finite difference approach. This
approach follows the general idea, that if molecular positions, velocities and other dynamic
information at time t is given, we are able to obtain information about molecular positions,
velocities and related information at the time t+ δt. These equations using this finite difference
approach are successively solved on a step-by-step basis [82, 85]. Principally, all of these finite
difference based propagators are based on a Taylor expansion of r(t) about the time t :
r(t+ δt) = r(t) + δtv(t) +
1
2
δt2a(t) +
1
6
δt3b(t) + ... , (3.46)
where a(t) is denoted as the second time derivative of r(t) and b(t) as the third time-derivative
of r(t). Velocities and accelerations are estimated within the same scheme of the Taylor expan-
sion. Principally, r(t + δt) is an estimate and strongly depends on the value of δt. Following
desirable properties shall be fulfilled by a finite-difference algorithm :
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1. Fast and low-memory requirement during computation.
2. Permission of long time step δt.
3. Duplication of classical trajectory as closely as possible.
4. Conservation of energy and momentum in the microcanonical ensemble.
5. Time-reversibility.
Algorithms, which are commonly used for numerical integration and which are equivalent
due to the previously mentioned properties are the Gear predictor-corrector- , the Leapfrog-,
the Verlet- and the Velocity-Verlet-algorithm. For standard atomistic simulations commonly a
timestep of 1 fs is used, while the usage of constraints and other methods of reduction of degrees
of freedom permits even larger timesteps.
As an example, we show the Leapfrog-integrator, whose two-step equation can be expressed
as follows :
xi+1 = xi + vi+1/2∆t , (3.47)
vi+3/2 = vi+1/2 + a(xi+1)∆t , (3.48)
where xi are the coordinates of configuration i, vi are the velocities of configuration i and
a(xi) is the acceleration related to coordinate xi of configuration i.
Additionally, we mention that also other integration-techniques exist which allow the use of
multiple-time-stepping [139, 140]. Commonly computational restrictions on the number of digits
within the numerical propagation lead to numerical noise, which further reduces time-reversibility
in long-time simulations. We point out that domain-decomposition in parallel calculations and
fast-fourier transformation (FFT) in parallel particle-mesh-ewald cycles do also lead to restric-
tions of the previously mentioned desirable characteristics of finite difference methods.
Generally, the interactions are calculated during each step-by-step integration on the basis of
a reduction to pairwise-interactions, while 3-body and higher interaction-terms are neglegted.
These two-body interactions are split up into the so-called bonded and non-bonded interactions
:
U = Ubonded + Unon−bonded , (3.49)
while Unon−bonded is split up into van-der-Waals and electrostatic interactions
Unon−bonded = UvdW + Uelectrostatic . (3.50)
In their original implementation, bonded interactions have been represented by constraints,
which define the internal coordinates throughout the simulation. The first approach, which
handles bonded interactions, uses so-called internal coordinates, e.g. the dihedral angles of a
macromolecule represent an independent set of coordinates, that specify the positions of each
atom. However, difficulties arise from the resulting complexity of the equations of motion and
cyclic systems might be difficult to describe with this approach, e.g. disulfide bonds within
proteins [86]. We point out that most molecular dynamics algorithms rely on the method of
Lagrangian multipliers within the equations of motion to describe bonded interactions, e.g. the
unconstrained particle positions ~xi(t+ ∆t) are updated using:
~xi(t+ ∆t)←− ~xi(t+ ∆t) +
n∑
k=1
λ
(l)
k
∂σk
∂~xi
. (3.51)
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In addition to the Lagrange-multipliers method, a multitude of constraint algorithms have
been developed to describe the bonded interactions of a molecule. The so-called Settle algorithm
solves the system of non-linear equations analytically for 3 constraints in constant time, which
is very often used for constraining rigid water molecules, e.g. SPC/E or TIP3P water models
[87, 88]. Common to all popular MD-implementations is the SHAKE algorithm, which satisfies
bond geometry constraints during MD-simulations [89]. In principle this method also relies on
the methodology based on Lagrange multipliers. However, Ciccotti et al. introduced a cost-
reducing method, which is called the M-SHAKE method [90]. Another method, which scales
better in computation of the constraint iteration procedure is the LINCS-method, developed
by Hess et al. [91]. LINCS applies Lagrange multipliers to the constraint forces and solves for
the multipliers by using a series expansion, to approximate the inverse of the Jacobian matrix.
Finally, we point out that these previously mentioned constraint-algorithms lead to numerically
unstable situations during simulation, when subjected to problems in the constraint-iteration
process. Bonded harmonic-oscillator potentials are more stable during integration. These are
available in nearly all standard all-atom forcefields, such as CHARMM27 or GROMOS96 [92].
In the following section, we will focus on the calculation of long-range electrostatic interaction,
which represents one of the major problems in the treatment of many-body interaction. We
mention, that vdW-interactions in the non-bonded term, usually are described by the so-called
Lennard-Jones potential. In standard implementations, this short-ranged interaction is treated
by the so-called shift function. However, electrostatics are long-ranged by nature and often lead
to a manifold of artifacts and errors in simulation. Rather than the vdW-description, electrostatic
descriptions by forcefields are the major subject of evaluations and discussions in present science.
3.5. Electrostatics
Simulation of protein-solvent systems generally involves the accurate handling of a huge amount
of bonded and non-bonded many-body interactions. A key issue in such simulations is the ef-
ficient treatment of the non-bonded long-range electrostatic interactions. There are currently
three prevalent methods to treat electrostatic interactions in simulations under periodic bound-
ary conditions [82, 93]: (1) straight truncation of the Coulomb interactions at a convenient cutoff
distance [82]; (2) smooth truncation of the Coulomb interactions by using a switching or shifting
function [94, 95, 96, 97, 98, 99] or by including a reaction-field (RF) correction [100, 101, 102];
(3) application of lattice-sum (LS) techniques, like the Ewald summation [103] or related, com-
putationally less-expensive methods, such as the particle-mesh Ewald (PME) method [104, 105]
or the particle-particle-particle-mesh (P3M) method [106]. Cutoff truncation techniques have
the huge advantage of lowering the computational costs and the effect of artificial periodicity
in simulations. These properties are important requirements for performing long-time calcula-
tions of large protein systems. However, it is well established that straight truncation of the
long-range electrostatics represents a severe approximation, leading to numerous artifacts, such
as e.g. heating, instabilities in the numerical integration procedure as well as inaccuracies in the
simulated properties [93]. To alleviate the problem, electrostatic calculation techniques based
on switching and shifting functions have been developed, which go to zero smoothly and reduce
in this way some of the difficulties caused by abrupt truncation. In many cases, however, they
lead to an amplification of other undesirable effects [93]. For example, it has been observed
that simulations with atom-based switching functions show artifacts when a too short switching
range is chosen [107]. Instead of that, simulations with a shifted potential provide a too large
root-mean square deviation for cutoff criteria less than 14 A˚, but show reasonable fluctuations
with larger cutoffs [97]. However, in a recent study Yonetani [108] found that in computer sim-
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ulations of TIP3P water an unphysical layer formation can occur when a long cutoff is used. In
the twin-range cutoff (TRC) technique [109] the entire electrostatic potential is shifted, to reduce
truncation effects, and the interaction range is divided into two parts. The short-ranged part of
the electrostatics within a neighbor-list cutoff is calculated every step and the long-ranged part
is only determined with a certain neighbor-list update frequency. In a system with two well-
separated length- and time-scales, the TRC technique may be adequate and can significantly
accelerate the calculation in comparison to other electrostatic techniques. As a costly alterna-
tive to treat long-range electrostatics, lattice-sum LS methods can be used, which rely on the
Ewald summation or related techniques [103, 104, 105, 93]. Nowadays, the Ewald summation
is the most widely employed technique for calculating electrostatic interactions in a periodic or
pseudo-periodic system. The basic model relies on a system of point charges, mutually inter-
acting through the Coulomb potential. The Ewald method introduces two amendments to this
simple model system, which facilitates its calculation significantly [82]. First of all, each ion is ef-
fectively neutralized at long range by the superposition of a spherical Gaussian cloud of opposite
charges, centered on the ion. The Gaussian cloud acts like an ionic atmosphere, which screens
the interactions between neighboring charges and ensures that they become short-ranged. The
total screened potential is then calculated by summing over all the ions in the central cube as
well as its periodic images on the real-space lattice. Secondly, a second set of Gaussian charges
is superposed, however this time possessing the same sign as the original point charges and
again located at the center of the ions. Their function is to cancel the effect of the first set of
Gaussian charges and to reduce the overall potential to that resulting from the original point
charges. The potential, due to these Gaussians, is obtained by solving Poisson’s equation and
summing the contributions as a Fourier series in reciprocal space. Finally, the complete Ewald
sum requires an additional correction term known as the self-energy correction, arising from the
self-interaction of the canceling distribution with its own site. This term must be subtracted
from the total sum. As a result, the Ewald summation technique replaces a potentially infinite
only conditionally convergent sum in real space by two finite sums, i.e. a short-ranged part that
sums quickly in real space and a long-ranged part that sums quickly in Fourier space, in addition
to a constant self-energy correction contribution. The particle mesh-based approaches [118] all
attempt to accelerate the solution of Poisson’s equation under periodic boundary conditions,
using the advantages of the fast Fourier transform (FFT) for calculating discrete Fourier trans-
forms. However, they differ in how they transform the continuous charge density, due to the sum
of compensating Gaussians, onto a regular three-dimensional grid and in how they compensate
for the loss of accuracy introduced in this process. In case of the PME technique the Ewald sum
is taken in its original form and the complex exponentials, appearing in the reciprocal sum, are
approximated by local polynomial interpolation. Although LS and RF methods rely on more
or less reasonable approximations for dealing with the long-range component of the electrostatic
interactions, some dependence of the calculated properties on the cutoff distance or system size
has also been evidenced for these methods [110, 111, 112, 113, 114, 117, 116]. Moreover, it has
been stated in several works that the long-range periodicity of the Ewald boundary conditions
can artificially stabilize local equilibrium structures of peptides and small proteins by inhibiting
conformational fluctuations [118]. For example, Lins and Ro¨thlisberger [115] performed a series
of MD simulations, to investigate the influence of the long-range electrostatics on the folding
of the N-terminal H4-histone tail peptide. In their study they employed three different long-
range electrostatic treatments, i.e. spherical cutoff, RF as well as PME technique, and analyzed
their effect on the dynamical behavior of the peptide system. They concluded that, among the
three tested methods, the PME technique yields the least conformational variation and tends to
a structural stabilization around the initial topology of the peptide. In another study Hu¨nen-
berger and McCammon [117] used an approach based on continuum electrostatics, to investigate
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the nature and magnitude of periodicity-induced artifacts on the dynamics and conformational
equilibria of biomolecules. In their work they considered three model applications, i.a. the un-
folding of polyalanine oligopeptides, the separation of the strands of a DNA tetranucleotide, as
well as the conformational fluctuations of the small hyper-thermophilic protein Sac7d from Sul-
folobus acidocaldaricus. From these calculations, they deduced that the artificial periodicity can
significantly affect the conformational equilibrium of the biomolecules, in each case stabilizing
the most compact conformation. Moreover, they found that periodicity-induced artifacts can be
enhanced by different system-specific factors, like e.g. a solvent of low dielectric permittivity,
a non-negligible solute size compared to the size of the unit cell or a non-neutral solute. In a
further study Weber et al. [116] investigated the consequences of artificial periodicity on the
conformational equilibrium of a polyalanine octapeptide in water. To this end, they performed
explicit-solvent MD simulations at different system sizes, using the P3M method for handling
electrostatic interactions, and compared the results to continuum electrostatics calculations.
From their investigation, they concluded that the R-helical conformation of the polyalanine oc-
tapeptide is stabilized by artificial periodicity relative to other configurations, sampled during
the simulation runs, and that the stabilizing tendency increases with decreasing system sizes. In
summary, all these studies demonstrate that the artificial periodicity imposed by the use of the
infinite periodic (Ewald) boundary conditions in the treatment of the long-range electrostatics
may significantly perturb the dynamics as well as the conformational fluctuations of peptides
and small proteins in explicit-solvent simulations. However, their influence on the electrostatics
of larger protein systems still needs to be assessed.
3.6. Molecular-dynamics simulation parameters
We discuss in this section the molecular-dynamics related parameters, which we have used to
generate the results of this thesis, unless specified otherwise. We generated the all-atom MD-
trajectories making use of the GROMACS molecular dynamics simulation packages 3.3.1 and
4.0.3. The interactions were described by the GROMOS96-43A1 united-atom forcefield [119, 120]
in all of the simulations carried out in this work. We point out that this widely used forcefield
has been tested against NMR-spectroscopic data in case of the hen egg white globular protein
lysozyme in water by Soares et al. [121] and has been found to reproduce its solution structure
and conformational behavior very well. In a recent work Todorova et al. [122] performed exten-
sive MD-simulations on the 51-amino-acid protein insulin and subjected the GROMOS96-43A1-
forcefield to a systematic comparison against other popular biomolecular forcefields, including
the CHARMM27-, AMBER03-, OPLS- and GROMOS96-53A6-forcefields. They analyzed in
detail the effect of each forcefield on the conformational evolution and structural properties of
the protein and compared the results with the available experimental data. They observed that
each forcefield favors different structural trends. Moreover, they found that the united-atom
forcefield GROMOS96-43A1, together with the CHARMM27-forcefield, delivered the best de-
scription of the experimentally observed dynamic behavior of the chain B of insulin. In all of
our simulations we employed full particle-mesh-Ewald electrostatics with a a real-space Coulomb
cutoff of 1.4 nm and computed the vdW-interactions, using a Lennard-Jones-shift function with
a cutoff of 1.4 nm. We updated the neighborlist with a list cutoff of 1.4 nm on a grid every
10th-timestep of simulation. We placed the proteins into cubic boxes with respect to a minimum
protein-box distance of 0.7 nm. After centering the proteins in such a box, we minimized the
systems using the steepest-descent algorithm or the l-BFGS algorithm. The minimization of the
protein was performed with the use of shift functions describing vdW- and Coulombic- interac-
tions under non-periodic boundary conditions. We note, that the stepwidth of the minimization
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algorithm as well as the cutoffs of the Coulombic-interactions were fitted onto the minimization
problem under consideration. Unless specified otherwise, interactions during minimization were
treated as mentioned previously in the MD-case. We then filled the remaining free space with
pre-equilibrated SPC-water molecules as well as supplementary sodium ions, if needed to ren-
der the system electrically neutral. For the simulation-systems we chose the protonation states
at the physiological relevant pH-value of 8, which means fully deprotonated phosphate groups,
while e. g. lysine remains fully protonated. To generate an isothermal-isobaric ensemble with
a temperature of 300 K and a pressure of 1 atm, the system was equilibrated for 1 ns, unless
specified otherwise. During this equilibration-phase every part of the system was coupled to a
Nose´-Hoover-thermostat and a Parrinello-Rahman barostat [123]. During each MD-production
run in the ns-timescale, the protein and respective co-factors, such as the FMN-chromophore,
were decoupled from the thermostat, whereas the solvent and ions remained coupled. This tech-
nique is known as the non-invasive thermostating technique, which allows the protein to sample
configurations far from equilibrium and to follow its natural dynamics under solvent-mediated
thermostating control [246, 247] and will explicitly explained in chapter 9. For the numerical
integration of the equations of motion, we employed the leapfrog integrator with a timestep of
1 fs and isotropic periodic-boundary conditions. In case of the signaling state simulations of the
LOV-based systems, which are described in some of the following chapters, we employed the pa-
rameters of Neiss and Saalfrank [47, 50], which were determined from B3LYP-6-31G∗-calculation
results and through comparison with similar groups in the forcefield to reach consistency. The re-
liability of the parametrization of the signaling state as well as the dark-state of the LOV-based
systems was tested and confirmed on related FMN-derivates by these authors on the LOV2-
domain from Adiantum capillus-veneris without the Jα-helix [47, 50], as well as by us in various
studies involving LOV1- and LOV2-domains [246, 247].
To create the initial structures of our adduct-state simulations, we employed prior to all of
these simulations the respective dark-state structures and generated the cysteinyl-FMN (CFN)
adduct by forming a covalent bond between the reactive cysteine-sulfur and atom FMN-C4a.
We point out that the covalent linkage between the reactive cysteine and FMN is required to
transmit the stress from the reaction center to the protein and trigger the protein signal, as we
will demonstrate in the following through comparison between dark- and light-state simulations.
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4. Introduction
4.1. Signal-protein complexes
Signal-protein complexes act as regulators of the signaling pathways of metazoan and bacterial
cells, responding to a multitude of environmental stimuli such as light, temperature change
and/or mechanical stress [124]. A family of signal proteins of major importance in mam-
malian cells are the Rac-proteins, which are small GTPases that are involved in cell growth,
cell-membrane adhesion and cell survival [125]. Their activation is triggered by binding specific
effector proteins at characteristic activation sites in the cell cycle. For example, the GTPase
Rac1 is known to form aggregates with the Ser-Thr-protein kinase PAK1 at the activation site
switchII, whose mutation is suspected to lead to deregulations inducing several malign tumors
[126].
4.2. Recent large-scale simulation approaches
To describe the structural-dynamics of such protein complexes on an atomistic length scale,
several computational methodologies were developed starting from the late Seventies [127]. A
prominent example among those is the molecular-dynamics (MD) technique, which describes the
time-evolution of many-particle systems through phase space by numerically integrating New-
ton’s equations of motion [128]. However, since its application range for small proteins typically
spans from nanoseconds up to submicroseconds, its usefulness to study signaling processes on
experimental timescales is only limited [129]. In order to reach longer timescales with the MD
technique, several approaches have been proposed in the past decades. One of those is the
coarse-graining (CG) approach, in which the system’s degrees of freedom and, thus, the number
of interactions are reduced allowing the use of larger timesteps at lower computational costs. A
successful CG method for protein systems is the united-atom approach, implemented e.g. in the
GROMOS96-forcefield [130]. It involves the representation of all hydrogens on aliphatic carbons
as single effective atomic units. Approaches undertaking a more severe coarse-graining, such as
the MARTINI method [131, 132], reliably reproduce protein structures but fail in providing the
correct dynamics of complex protein systems, due to their strong heterogenity at the atomistic
level of description. To cope with the multiple length-scale problem of complex protein systems,
several multiscale-modeling methods have been proposed, which partition a complex system in
different space regions with varying degree of chemical resolution defined in an ad hoc fashion
prior to the simulation. They rely on the idea of coupling theoretical methods with different
levels of coarse-graining, i.e. quantum, atomistic, mesoscopic or continuum-scale approaches
[133, 134, 135, 136, 137], within one simulation method. However, such techniques generally lack
transferability, because they are specifically adapted to the nature of the physical problem un-
der consideration, and, thus, are not suitable in reproducing the multiscale relaxation dynamics
of complex protein systems far from equilibrium. To extend the scope of computer simulation
techniques to such non-equilibrium situations multiple-timestepping approaches, like e.g. the
reversible reference-system propagator algorithms (RESPA’s) [138] or the Langevin dynamics
integrator technique [139, 140], have been devised that greatly accelerate simulations of systems
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based on a separation of timescales and/or potential ranges. They generally rely on a decompo-
sition of the dynamical range of the macromolecule into slow and fast modes, which allows an
efficient propagation of the slower dynamical components through the use of larger timesteps in
the numerical integration procedure. With these approaches, an acceleration from 10 up to 100
times with regard to the conventional MD technique could be achieved, extending the scope of
application of MD-based techniques to the microsecond or even sometimes to the submillisecond
timerange for peptides and small proteins [141, 142]. Even if the gains in timescale are sub-
stantial, these techniques are still computationally very demanding, generally requiring several
months of calculation on large parallel computer clusters [142, 143] or supercomputers [141, 144],
and, therefore, will not be useful for the calculation of the signaling pathways of complex protein
systems in the forseeable future. Other techniques, such as the shadow hybrid Monte Carlo
(SHMC) method [145] or the meta-dynamics method [146, 147], enable a faster sampling of
the free-energy surface of peptides and medium-sized proteins, using an effective Hamiltonian
or modified potentials respectively. These techniques allow a significant computational saving
with regard to MD-based approaches, however by construction are not able to reproduce the real
dynamics of complex protein systems.
4.3. Rate-based approaches
An alternative to the dynamical methods introduced previously are rate-based approaches, which
mimic the time evolution of the system’s trajectory through performing uncorrelated jumps from
one state to another by circumventing activation barriers with a certain probability. One effective
implementation of this conception is the kinetic Monte-Carlo (KMC) method, relying on the
Bortz-Kalos-Lebowitz (BKL) algorithm [84], which was described in the previous section 3.3
with the application onto the Ising-spin system. This technique permits to generate a dynamical
pathway, in which the most probable events are selected with higher probability from a list of
events, whose rates have been previously determined from a simplified potential model. Several
authors have applied this or related KMC techniques to increase the accessible timescales in
simulation studies of important protein folding [148, 149, 150] and unfolding problems [151, 152].
For example, Makarov et al. [151, 152] introduced a KMC-based algorithm to simulate the force-
induced unfolding process of the muscle protein titin, using double-well potentials to sample
the breakage and formation of H-bonds between different secondary-structure elements. In their
algorithm the list of events is updated dynamically as the simulation proceeds, including all
possible events associated with H-bond breakage or H-bond formation available at a particular
instant of time during the simulation. The rates are calculated through an Eyring-type formula,
where the energy barriers for H-bond breakage and formation are dependent on the pulling force
acting on these processes. A KMC method, relying on a modified BKL algorithm, was used
to select the events with probabilities proportional to the rates. With this approach, Makarov
et al. were able to reproduce time-dependent pulling experiments with titin immunoglobulin
domains based on single-molecule atomic force microscopy [153]. A major drawback of the KMC
implementations discussed previously is that the rates are determined from simplified potential
models, which do not reflect the full interaction spectrum of complex protein systems. In this
part of the thesis we introduce a novel algorithm, based on the combination of a BKL-type
KMC- and MD-algorithm. Our technique permits to calculate rates on the fly from an existing
standard atomistic forcefield, optimized for protein simulations, and allows to extend the overall
simulation time of conventional forcefield-based computer simulation techniques to experimental
timescales.
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4.4. Methodology of algorithm
To develop our simulation algorithm, we consider that the protein complex under consideration
behaves as an infrequent-event system, in which the dynamics is characterized by occasional
transitions from one state to another with long periods of relative inactivity between the tran-
sitions [154]. In this picture each state corresponds to a single energy basin and the long time
between the transitions arises because the system must surmount an energy barrier to get from
one state to another. This so-called relaxation phase ensures that the excess energy of the sys-
tem can fully dissipate, allowing its thermal equilibration, and that the configuration becomes
statistically uncorrelated to the previous one. It usually takes a few picoseconds or a few tens
of picoseconds, i.e. several vibrational periods of a complex protein system and can easily be
carried out using a MD-type algorithm. The rates of all possible events out of each state i are
calculated on the fly during each relaxation phase from a biomolecular forcefield and a list is
created with them. The events are chosen according to the BKL algorithm [84], which selects
the events with a certain probability and rate corresponding to the most probable pathway. In
our approach we assume that the multiscale transduction dynamics of complex protein systems
is dominated by rate-determining steps, which according to Makarov et al. [151, 148, 149] are
mainly given by the breakage and formation of H-bonds in the protein system. We note that the
stress concentration in these H-bonds is able to affect the energy barriers significantly, generally
rendering the transitions more likely. Moreover, in our algorithm we assume that these events
follow an Eyring-type mechanism, in which local fluctuations induce transitions of local events
driving the subsequent global conformational change [155]. If all the previous requirements are
fulfilled, the state-to-state dynamics of our protein system performs a Markov walk through
state pace, which means that the transition probabilities for exiting state i are independent of
the history prior to entering state i. In this regard it is also worth emphasizing that, if the rates
are calculated exactly for each of the energy states visited, the state-to-state trajectory will be
similar to the one calculated from a pure MD simulation at significantly lower computational
costs [154]. A detailed description of our new algorithm will be given in the following sections.
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To treat the different length- and time-scales of the complex protein system, we assume that the
protein can be split into a network of dynamically heterogeneous entities [156], each having their
individual internal relaxation processes characterized by specific relaxation times. Moreover, we
consider that, by going over to the high temperature limit, the protein unfolds and undergoes a
transition from inhomogeneous to homogeneous kinetics by passing through the folding-unfolding
transition temperature. This is caused by the fact that in this regime the landscape of the
potential energy surface flattens and the relaxation behavior of all entities become dynamically
homogeneous [157]. In case of our LOV-based protein complexes, we take into account in the first
stage that the dynamics in the vicinity of the FMN chromophore, triggering the initial signal, is
essentially dominated by the dynamics of single residues, which relaxes on very fast timescales
in the range from picoseconds up to subnanoseconds. These residues have been identified in
several experimental works [49, 1], to be involved in the signaling pathway. The algorithm,
describing this scale, will be designated in the following as the residue-based KMC (RB-KMC)
procedure. In the second stage we consider the dynamical process between different protein
domains, each relaxing on timescales in the range from nanoseconds up to seconds. These can
typically be secondary structure elements or large protein entities, which can easily be identified
through a fluctuation analysis made from a short MD run prior to the KMC simulation. We call
the KMC algorithm, treating this phase, the inter-domain KMC (ID-KMC) procedure. Both
KMC algorithms generate a dynamical trajectory through state space by sampling the path
of the highest probability, guaranteed by the application of the BKL technique for the rate
selection. To ensure that the trajectory satisfies the requirements of a Markov chain, the KMC
walk from state to state is complemented by a MD-relaxation phase in each state, allowing the
thermal equilibration and relaxation of the system within a few picoseconds. We call the overall
algorithm the KMC-MD approach, whose implementation and parameters will be discussed in
more detail in the following sections.
5.1. Residue-based KMC
This phase of the KMC algorithm treats the reorganization of the amino acids in the vicinity
of the FMN chromophore, taking place in the timerange from picoseconds up to subnanosec-
onds. From several experimental and theoretical investigations [11, 158, 246, 249, 248, 250], it
is well-known that the three amino acids Gln513, Asn492 and Asn482 are essential in trigger-
ing the signaling pathway of the AsLOV2-Jα- as well as the PA-Rac1-system. We assume that
these amino acids can carry out the following rate-dependent transformation processes, i.e. (1)
sidechain rotation, (2) H-bond formation and (3) H-bond breakage, which are included in the list
of events of the RB-KMC algorithm. Our approach relies on the BKL algorithm and is composed
of the following steps:
1. MD phase;
2. H-bond analysis;
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Figure 5.1.: Process path of H-bond breakage event with (B) representative corresponding po-
tential energy profiles for dark state (black curve) and light state (red curve) of the
AsLOV2-Jα system. (C) Process path of event of sidechain rotation about an angle
α with the axis of rotation in the direction of the CA-CB axis.
Figure 5.2.: Determination of pre-exponential factor r¯T−→∞ by comparing KMC-MD- to MD-
simulation results for the light state of the PA-Rac1 system. Inter-atomic distance
between Gln513-OE1 and Asn492-ND2 from (A) KMC-MD simulation in the RB-
KMC phase as a function of KMC steps and from (B) MD simulation as a function
of MD time. Inter-atomic distance between Gln513-NE2 and Asn492-OD1 from (C)
KMC-MD simulation in the RB-KMC phase as a function of KMC steps and from
(D) MD simulation as a function of MD time.
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Figure 5.3.: (E) Secondary structure analysis of the Jα-helix of PA-Rac1 system from (A) KMC-
MD simulation in the RB-KMC phase as a function of KMC steps and from (B) MD
simulation as a function of MD time.
3. Scan of potential energy difference ∆Φ†/protein along process path for each rate-determining
event, which might take place in the simulation phase;
4. Calculation of rate of each event according to
r = ν†e
“
−∆G†
RT
”
≈ r¯T−→∞e
„
−∆Φ†/protein
RT
«
, (5.1)
where ν† and R represent the pre-exponential factor and universal gas constant respectively,
whereas r¯T−→∞ designates the rate in the infinite temperature limit T −→∞;
5. Select event i from list of events by generating a uniform random number ξ ∈ (0, 1] and by
solving:
Ri−1/RN < ξ ≤ Ri/RN , (5.2)
where Ri =
∑i
j=1 rj denotes a cumulative function with i = 1, . . . , N and N the total
number of events;
6. Execute selected event i and update time through t = t + ∆t by generating a uniform
random number ξ ∈ (0, 1] and calculating:
∆t = − ln ξ
RN
; (5.3)
7. Return to step (1).
In order to demonstrate that the approximation in Eq. (5.1) can be used to obtain a reliable
estimate of the Gibbs energy of activation ∆G† in our algorithm, we assume that under isothermal
conditions it adopts the following form:
∆G† = ∆H† − T∆S†, (5.4)
where ∆H† and ∆S† denote the enthalpy and entropy of activation of the process, respectively.
This permits to reformulate the rate expression in Eq. (5.1) as [159]
r = r¯(T )e
“
−∆H†RT
”
(5.5)
31
5. KMC-MD algorithm
with
r¯(T ) = ν†e
“
∆S†
R
”
. (5.6)
In Eq. (5.5) the temperature dependence of the pre-exponential term is generally negligible in
comparison to the much stronger temperature dependence of the exponential term [161]. Using
this assumption, we can re-write the rate as follows:
r ≈ r¯T−→∞e
“
−∆H†RT
”
(5.7)
with the enthalpy of activation given by [160]
∆H† = ∆U† + p∆V † + ∆pV †. (5.8)
Here, we note that ∆p and ∆V † represent, respectively, the changes of the external pressure and
volume of activation, whereas ∆U† is the change of the internal energy of activation defined as
∆U† = ∆K† + ∆Φ†, (5.9)
where ∆K† and ∆Φ† designate the changes in the kinetic and potential energy of activation,
respectively. The change in the potential energy ∆Φ†, associated with each KMC event, can
further be decomposed in the following contributions:
∆Φ† = ∆Φ†/protein + ∆Φ†/solvent + ∆Φ†/interface, (5.10)
where ∆Φ†/protein, ∆Φ†/solvent and ∆Φ†/interface designate the changes in the potential of the
protein, solvent and protein-solvent interface of activation, respectively. To obtain a reliable
approximation of ∆H†, we executed each event under solvent-free conditions at zero temperature.
Then, we re-inserted the solvent and equilibrated it in a short canonical MD phase by freezing the
degrees of freedom of the protein and adjusting the temperature related average kinetic energy
of the solvent to its external value. This implementation ensured that for each executed event
∆K† ≈ 0, ∆p ≈ 0 and ∆V † ≈ 0, leading to
∆H† ≈ ∆Φ†. (5.11)
Moreover, by considering that in protein-solvent systems the potential energy contributions re-
lated to the bonded and non-bonded interactions of the protein during the event execution
dominate in magnitude with regard to the potential energy changes of the solvent and protein-
solvent-interface, we can finally approximate the enthalpy of activation as
∆H† ≈ ∆Φ†/protein. (5.12)
By computing the signaling behavior of the AsLOV2-Jα- and PA-Rac1-systems together with
their mutants and comparing the results to experiments, we will show in the following that
this implementation permits to reliably approximate ∆H† as the finite difference between the
absolute maximum, i.e. the so-called transition state, and the absolute minimum prior to the
transition state of the 1-dimensional potential energy profile. To evaluate the profiles of all
possible events during a KMC cycle, we accomplished the scan stepwise within a scanning range
dscan and completed each step by subsequent minimization using the Broyden-Fletcher-Goldfarb-
Shannon (BFGS) algorithm [162], while constraining the donor-acceptor distance of the amino
acids under consideration. The hopping range for the execution of each event was determined in
an adaptive way as the absolute minimum in the potential energy after the transition state and,
subsequently, the selected event was executed. Then, the algorithmic cycle was re-started with
a MD phase within the NPT ensemble by imposing periodic boundary conditions.
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5.2. Inter-domain KMC
The second KMC phase considers rate-dependent processes between different protein domains,
occuring on timescales in the range from nanoseconds up to several seconds. These domains
can either be secondary structure elements or larger protein entities, which can be identified as
dynamically homogeneous regions of the protein by means of a fluctuational analysis prior to the
KMC-MD simulation. The ID-KMC phase is accomplished by carrying out the same algorithmic
steps as in the RB-KMC algorithm, introduced in section 5.1. In case of the AsLOV2-Jα system
we consider the LOV2-core and the Jα-helix as the dynamically homogeneous entities, supple-
mented in case of the PA-Rac1 system with the LOV2-GTPase interfacial region. Furthermore,
we assume that the corresponding inter-domain relaxation is dominated by the rate-dependent
processes of H-bond breakage. This latter simplification takes into account that the H-bond
formation and sidechain rotation processes are much faster compared to the H-bond breakage
processes and, therefore, the former processes can be neglected on the larger timescales, ad-
dressed in the ID-KMC phase. This allowed us to reduce the number of KMC cycles and, thus,
the costs of the overall calculation significantly.
5.3. Simulation parameters and system preparation
5.3.1. KMC-MD parameters
We performed 5 independent simulations for each state of the AsLOV2-Jα- and PA-Rac1-system
to demonstrate reproducibility of the simulations. The length of the MD phase between KMC
steps of each KMC-MD simulation was determined through measurement of the statistical in-
efficiency of the MD-simulation algorithm in case of the AsLOV2-Jα- and the PA-Rac1-system.
This latter parameter represents the length of the MD trajectory, which is required to get sta-
tistical independent configurations. To compute this quantity, we used the method of Fincham
et al. [163] and evaluated a length of the MD phase of 5 ps. Another important parameter,
which needs to be determined prior to the calculation, is the maximum scanning range dscan
for the processes of H-bond formation and H-bond breakage as well as the maximum angle of
rotation αscan for the sidechain rotation processes. To this end, we performed independent MD
simulations on the AsLOV2-Jα system and evaluated for both H-bonding processes an optimal
value of 0.35 nm from the average translational fluctuations, whereas for the process of sidechain
rotation we estimated a value of 20 degrees. As illustrated in the Fig. 5.1, we determined the
process path of each possible H-bond breakage and H-bond formation event i, which could take
place in the protein during KMC-MD run, through the following equation:
xend/donori = x
start/donor
i + dscan
(
xstart/donori − xacceptori
)
∣∣∣xstart/donori − xacceptori ∣∣∣ , (5.13)
where xstart/donori and x
end/donor
i denote the starting and final coordinates of the donor, whereas
xacceptori is the coordinate of the acceptor kept at a fixed position in space during the execution
of the event. In Fig. 5.1B we show corresponding representative potential energy profiles for a
H-bond breakage process in case of the dark and light state of the AsLOV2-Jα-system. More-
over, the process path of the sidechain rotation in 3-dimensional space was defined through the
following operation of rotation by an angle α about an axis in the direction of the unit vector
n = (n1, n2, n3)T :
Rn(α)x = n(n · x) + cosα(n× x)× n+ sinα(n× x), (5.14)
33
5. KMC-MD algorithm
where the rotation matrix is given by
Rn(α) =
 cosα+ n21 (1− cosα) n1n2 (1− cosα)− n3 sinα n1n3 (1− cosα) + n2 sinαn2n1 (1− cosα) + n3 sinα cosα+ n22 (1− cosα) n2n3 (1− cosα)− n1 sinα
n3n1 (1− cosα)− n2 sinα n3n2 (1− cosα) + n1 sinα cosα+ n23 (1− cosα)
 .
(5.15)
More specifically, in our algorithm we chose in case of the amino acids Gln513, Asn492 and Asn482
in vicinity to the FMN the axis of rotation in the direction of the CA-CB axis (see Fig. 5.1C) and
performed a stepwise rotation up to the maximum angle of rotation αscan. We note that each
execution of an event along a process path was complemented by a subsequent MD-relaxation
phase, which reduces the dependence of our algorithm on the process path realization. As we will
demonstrate in the following, this implementation was found to provide reliable results for the
AsLOV2-Jα- and PA-Rac1-systems under consideration and to be the most effective procedure
with regard to computational expense. To determine the pre-exponential factor r¯T−→∞ in Eq.
(5.1), we considered that, as described in section 5, the protein unfolds and undergoes a transition
from inhomogeneous to homogeneous kinetics by passing through the folding-unfolding transition
temperature with increasing temperature, which causes that in the infinite temperature limit all
events possess identical rates designated by r¯T−→∞. We point out that the latter assumption
has been confirmed by several theoretical and experimental works, which will be discussed in the
following. For example, Leite et al. [157] have studied fluctuations of protein folding kinetics using
a lattice-based dynamic Monte Carlo algorithm by examining the ratios of the moments of the
first-passage time. They found that at high temperatures, due to the large thermal fluctuations of
the dynamical entities, local details are smeared out and the different kinetic paths sense roughly
similar barriers, resulting in single-exponential kinetics. Moreover, Zhang et al. [164] observed
by performing neutron scattering spectroscopy experiments and MD simulations on the hen egg
white protein lysozyme that in the high temperature regime the lifetime of the H-bonds between
the protein and the hydration water decreases substantially, which causes an increased mobility
of the protein in the water environment and leads to its subsequent unfolding. Ultimately, in
the high temperature limit the protein looses the remaining dynamical heterogeneity related to
its interaction with the hydration water and adopts a homogeneous kinetic behavior, which is
reflected by an Arrhenius-type temperature dependence of the inverse diffusion constant [164].
Finally, we emphasize that the assumption of homogeneous kinetics in the high-temperature
limit has also been successfully employed by Makarov et al. [151, 148, 149], to reproduce pulling
experiments on the muscle protein titin [153], using a KMC method based on a modified BKL
algorithm. Despite the ineffective infrequent-event sampling of the pure MD technique compared
to the KMC-MD technique, we consider that the high local stress concentration in the binding
pocket resulting from the formation of the cysteinyl-FMN adduct allows to reduce the activation
barriers for the events, involving the residues near to the FMN chromophore in the AsLOV2
core. This ensures that the signaling pathway of both simulation methods can be assumed to
be similar in the early stages. As a consequence, we can estimate the pre-exponential factor
r¯T−→∞ by identifying similar characteristic events from the inter-atomic distances of the amino
acids adjacent to the FMN chromophore, calculated with the KMC-MD and MD techniques,
and adjusting the KMC-MD- onto the MD-time. To demonstrate this, we consider in the Figs.
5.2A and 5.2B the inter-atomic distances between Gln513-OE1 and Asn492-ND2 of the PA-Rac1
system, obtained with the MD as well as KMC-MD techniques respectively. We compare these
results with the corresponding ones for the distance between Gln513-NE2 and Asn492-OD1,
visualized in the Figs. 5.2 C and 5.2D. From the graphs, we deduce that at the simulation stage,
marked with a black arrow, a permanent coupling through H-bond formation between Asn492
and Gln513 does occur, which triggers the N-terminal disruption of the Jα-helix of the PA-Rac1
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system. The latter finding is confirmed by comparing the secondary structure analysis of the Jα-
helix of the PA-Rac1 system, obtained with both simulation techniques and shown in the Figs.
5.3A and 5.3B. By considering that the early signaling pathways of both simulation techniques
are similar, we conclude that these events must be identical and that, therefore, the 5th KMC step
must correspond to a real time of about 20 ns. Using this procedure, we obtained in case of the
PA-Rac1 system a value for the pre-exponential factor of 3.94 ∗ 107 s−1. In case of the AsLOV2-
Jα system, we used the same pre-exponential factor as for the PA-Rac1 system by taking into
account that both signaling pathways are triggered through cysteinyl-FMN-adduct formation in
the AsLOV2 core and, thus, they should be similar in the early stages. The MD-parameters were
taken according to the data, which is described in the previous section 3.6.
5.3.2. System preparation
As starting structures for the dark-state simulations, we used the dark-state crystal structure
of the PA-Rac1- (PDB-code: 2WKP) [72] and AsLOV2-Jα system (PDB-code: 2V0U) [55],
visualized in Fig. 5.4 and Fig. 5.5. To create the initial structures of our adduct-state simulations,
we followed the scheme described in section 3.6.
Figure 5.4.: Crystal structure of AsLOV2-Jα system (PDB-code: 2V0U), determined through
X-ray diffraction by Halavaty et al.. (A) Side-view of AsLOV2-Jα system with
FMN chromophore. (B) Front-view of AsLOV2-Jα system with different secondary-
structure elements.
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Figure 5.5.: Crystal structure of PA-Rac1 system (PDB-code: 2WKP), determined through X-
ray diffraction by Wu et al.. (A) PA-Rac1 with activation site switchII on Rac1
enzyme connected through LOV2-core via Jα-helix. (B) Amino-acid environment of
FMN chromophore in AsLOV2-core [Gln513 (Iβ), Asn492 (Hβ), Asn482 (Gβ)].
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Figure 6.1.: Inter-atomic distances and representative structures of the AsLOV2-Jα system, ob-
tained by using KMC-MD and non-invasive MD methods. (A) Inter-atomic distance
between Gln513-NE2 and Asn492-OD1 from KMC-MD simulation in the RB-KMC
phase of the light-state (red curve) and dark-state (black curve) as a function of
KMC steps. (B) Amino-acid configuration around FMN chromophore of the light-
state from KMC-MD simulation after 40 RB-KMC steps.
To demonstrate the reliability and potential of our KMC-MD approach, we start by consider-
ing the structural-dynamical changes of the AsLOV2-Jα system in the dark and light-state on
the nanosecond timescale. In Figs. 6.1, 6.2 and 6.3 we display the results for the amino-acid
configuration around the FMN chromophore and its consequences on the peripheral Jα-helix,
obtained with our KMC-MD method, and compare them to the results, obtained from a 20 ns
MD-simulation run on the same system. To begin, we show in Fig. 6.1A the distances between
Gln513-NE2 and Asn492-OD1 for the dark and the light-state in the RB-KMC-MD phase. In
case of the light-state curve, we see a clear drop in the distance at the 26th-KMC step indicating
H-bond formation, whereas the dark-state curve remains at a constant distance of 0.55 nm up to
the end of this phase. To further illustrate the coupling between Gln513 and Asn492 in the KMC
simulation, we show a representative configuration after 40 RB-KMC steps in Fig. 6.1B. We ob-
serve a clear H-bonding between Gln513-NE2 and Asn492-OD1, which is a result of the rotation
of the sidechain of Gln513. This finding is confirmed by our recent theoretical investigation [246]
and various experimental works [10, 158, 56, 46], which provided evidence for the important role
of Gln513 and its coupling with Asn492 in triggering the signaling pathway of the AsLOV2-Jα
domain. In particular, Nash et al. prove through mutational analysis that the Gln513 switch
is directly implicated in the subsequent detachement of the Jα-helix from the LOV-core [56],
which is supported by our recent MD simulations on the AsLOV2-Jα system [246]. By contrast,
we see in Fig. 6.2A in the corresponding MD-simulation results of the AsLOV2-Jα-light-state
that no coupling occurs between Gln513-NE2 and Asn492-OD1. This is due to the limited MD
time of 20 ns, in which the Gln513 switch and H-bond formation does not take place. In Fig.
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Figure 6.2.: Inter-atomic distances and representative structures of the AsLOV2-Jα system, ob-
tained by using KMC-MD and non-invasive MD methods. (A) Inter-atomic distance
Gln513-NE2 and Asn492-OD1 of the light-state from MD simulation as a function of
MD time. (B) Amino-acid configuration around FMN chromophore of the light-state
after 20 ns of MD simulation.
6.2B we display a representative configuration of the chromophore environment after 20 ns of
MD simulation, which shows that the amino acids Gln513 and Asn492 remain disconnected. We
explain the discrepancy between the KMC-MD- and MD-simulation results by the difference in
timescales accessed by both simulation approaches, which amounts to 130 ns at the end of the
RB-KMC-MD phase. We point out that due to the higher computational expense per timestep
the MD-simulation approach significantly depends on the quality of the starting structure, as can
be deduced by comparing the current MD-simulation results based on a crystal starting structure
with our previous MD simulation using a refined NMR-solution structure [246, 51]. Next, we dis-
play in Fig. 6.3A the consequence of the H-bond coupling between Gln513 and Asn492 onto the
tertiary structures of the AsLOV2-Jα system at the last KMC step of the RB-KMC-MD phase.
By comparing the structures of the dark- and light-state, we see that the N-terminal region of the
Jα-helix in the light-state (bright red) is disrupted and bended, whereas in the dark-state (dark
red) it is similarly arranged as in case of the starting structure. The disruption of the Jα-helix is
caused by the coupling between the Iβ- and Hβ-strands, mediated through the H-bond formation
between the residues Gln513 and Asn492, as shown in the Figs. 6.1A and B. By contrast, we note
that the tertiary structure of the light-state after 20 ns of MD simulation in Fig. 6.3B resembles
the starting crystal or average dark-state structures. From this fact, we deduce that suitable
coupling between Asn492 and Gln513 is a crucial step for N-terminal disruption of the Jα-helix,
because no coupling occured in case of the MD simulation scheme, as demonstrated in the Figs.
6.2A and B. This is confirmed by Nash et al. [56], who performed CD-spectroscopical- and
HSQC-NMR-experiments on the Gln513Asn-AsLOV2 mutant. Through their experiments they
demonstrated, that this mutant does not exhibit light-state signaling behavior, which might be
explained by the smaller sidechain of Asn513 in comparison to Gln513. To study this aspect, we
performed two independent KMC-simulations with the Gln513Asn-AsLOV2 mutant and found
that already after a few simulation steps H-bond coupling occurs between Asn513 and Asn492.
However, we observed that this coupling does not lead to a disruption of the Jα-helix from the
LOV2-core due to the shorter sidechain of Asn513, as shown in Fig. 6.4 and Fig. 6.5, which is
consistent with the experiment of Nash et al.. Next, we continue with the analysis of the results
from the subsequent ID-KMC-MD phase, which follows the RB-KMC-MD phase. In Fig. 6.6A,
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Figure 6.3.: Inter-atomic distances and representative structures of the AsLOV2-Jα system, ob-
tained by using KMC-MD and non-invasive MD methods.(A) Overlaid structures
of dark and light-state of AsLOV2-Jα system after 40 RB-KMC steps. (B) Final
structure after 20 ns of MD simulation.
we show the final structures from two independent KMC-simulation runs of the dark-state. Both
structures have been overlaid using the smallest root-mean-square deviation between the atoms.
We observe that the Jα-helix remains attached to the LOV-core until the end of the ID-KMC-MD
phase, in which a total simulation time of 149 µs and 624 s is reached respectively. In contrast
to this, we see that the Jα-helix in the structures of the two light-state simulations in Fig. 6.6B
is disrupted, which correspond to a final simulation time of 330 µs and 127 s respectively. From
these observations, we conclude that in the light-state the signal propagates from the amino acids
near to the FMN chromophore to the peripheral AsLOV2-Jα-interface region resulting in the
detachment of the Jα-helix from the LOV-core, whereas in the inactive dark-state the Jα-helix
remains attached to the LOV-core. This behavior is confirmed by several experimental works
using X-ray-, 2D-HSQC-NMR- and FTIR-techniques [165, 55, 53, 54, 158]. For example, Harper
et al. demonstrated through 2D-HSQC-NMR experiments that CFN-adduct formation induces
the disruption of the Jα-helix from the LOV2-core [53]. Nakasone et al. performed time-resolved
transient-grating and transient-lens experiments to determine diffusive changes of the LOV2-Jα
system of Arabidopsis upon light excitation [129]. In their paper, they speculated that complete
unfolding of the Jα-helix takes place after cleavage from the LOV2-core. To investigate the de-
tachment and subsequent unfolding processes of the Jα-helix in more detail, we visualize in the
Figs. 6.6C and D the secondary structure analysis of the Jα-helix from the AsLOV2-Jα system
in the dark and light-state over the entire simulation run, obtained with the KMC-MD method
using the crystal structure of Halavaty et al. [55] as starting structure. We compare these results
with the ones obtained with the MD-simulation technique, using the refined NMR-solution struc-
ture of Harper et al. [53] in the Figs. 6.7A and B as well as with the crystal structure of Halavaty
et al. [55] in Fig. 6.7D. While in the dark state the Jα-helix remains folded with both simulation
strategies, we see that the length of the folded sequence of the Jα-helix decreases in the light-
state KMC-MD simulation as well as MD simulation with the NMR-solution structure, whereas
in case of the MD simulation with the crystal starting structure this behavior is not observed. By
further comparing these results with the secondary structure analysis from the MD-simulation
run of the isolated Jα-helix in Fig. 6.7C, we infer that after the coupling of the Hβ- and Iβ-
strands the Jα-helix partially unfolds in the N-terminal region and after its complete cleavage
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Figure 6.4.: (A) Final amino-acid configuration in vicinity of the FMN chromophore, (B) final
overall structure from Gln513Asn-AsLOV2 mutant in the light-state obtained with
KMC-MD method.
from the LOV-core the unfolding continues to a minor extent at the C-terminus. We explain the
partial unfolding of the Jα-helix by the fact that no force is excerted by the C-terminal region of
the LOV-core, which could completely unfold the Jα-helix after full cleavage. This causes that
the Jα-helix of the AsLOV2-Jα system in the disrupted signaling state behaves similarly as the
isolated Jα-helix in solution. This finding is confirmed by the FTIR measurements of Alexandre
et al. [46], who demonstrated that the Jα-helix unfolds only partially upon illumination. We
point out that the partial unfolding at the C-terminal end of the Jα-helix might be a conse-
quence of the high mobility of the Jα-helix at this free chain end, caused by the missing kinase
enzyme. This is confirmed by the fact that this behavior is not observed in the PA-Rac1 system
discussed in the following, where such kinetic effects are excluded. The importance of the force
at the C-terminus for the complete unfolding of the Jα-helix is demonstrated by the mutational
experiments of Harper et al. [54], who performed the point mutation Ile539Glu at the C-terminus
of the Jα-helix. To study the consequence of this mutation on the secondary structure of the
Jα-helix, we consider next in Figs. 6.8 and 6.9 the results of the KMC-MD simulation of the
Ile539Glu-AsLOV2-Jα mutant in the dark-state form. From the secondary structure analysis of
the sequential range of the Jα-helix, we deduce that at the 46th-KMC step the Jα-helix looses its
secondary structure, which is due to the formation of the salt bridge between Glu539-OE2 and
the N-terminal Lys416-NZ (see snapshot in Fig. 6.8). This is in agreement with the observations
of Harper et al. [54], who found that complete unfolding of the mutated Jα-helix takes place even
in the dark-state form. We conclude from these observations that, additionally to the detach-
ment process of the Jα-helix, our KMC-MD method reproduces the experimental findings about
its subsequent unfolding in a reliable way. To study and understand in more detail the different
disruption times, we compare in Fig. 6.10 the tertiary structures and APBS-electrostatic surfaces
in Fig. 6.11 of the AsLOV2-Jα-interfacial region and the Jα-helix from the crystal structure of
Halavaty et al. [55] as well as the NMR-solution structure of Harper et al. [53]. We conclude
from the tertiary structures of the AsLOV2-Jα surfaces that the Jα-helix in case of the crystal
structure of Halavatay et al. [55] is longer and has a different orientation on the β-sheet of the
AsLOV2-core than in case of the solution structure of Harper et al. [53]. Moreover, we deduce
from the APBS surfaces that the AsLOV2-Jα-interfacial region and the Jα-helix in the former
case are less polar and therefore more hydrophilic, which leads to a reduced attractivity for water
to enter the AsLOV2-Jα interface and to a lower tendency to dissociate both entities. This causes
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Figure 6.5.: Secondary-structure analysis of the Jα-helix as a function of KMC steps and real
time from Gln513Asn-AsLOV2 mutant in the light-state, obtained with KMC-MD
method.
that the AsLOV2-Jα configuration from the crystal is thermodynamically more stable and thus
has a higher disruption time than the one from solution. Finally, from the Fig. 6.6D we can
estimate the time for the dissociation of the Jα-helix from the AsLOV2-core and its subsequent
partial unfolding to take place in the range from 100 ns up to 300 µs. This can be correlated
with the experimental timerange of 300 µs - 1 ms for these events, determined by Nakasone et al.
[129] for the LOV2-domain from phototropin1 of Arabidopsis, using transient-grating methods.
Thus, we conclude from the previous investigation that the KMC-MD method reproduces the
multiscale relaxation behavior of the AsLOV2-Jα system after CFN-adduct formation well and
permits to extend the computationally accessible simulation times to experimental timescales.
In the next part we study the usefulness of the KMC-MD method, to describe the multiscale
relaxation dynamics of complex photoenzymes. As an example, we consider the signaling behav-
ior of the photoactivable Rac1 PA-Rac1 system, where the Rac1 enzyme has been fused with the
AsLOV2-Jα photoswitch. We start by analyzing the structural-dynamical changes in the RB-
KMC phase of the amino acids in vicinity of the FMN chromophore, suspected to be involded in
the primary steps of the signaling pathway of PA-Rac1 from prior MD simulations on the same
system. In Fig. 6.12A we plot the distances between Gln513-OE1 and Asn492-ND2 from the dark
and light-state, obtained with the KMC-MD method, as a function of KMC steps and real time.
We see that after the 6th-KMC step the light-state curve performs a severe drop from 0.6 nm to
H-bond distance at around 0.3 nm, whereas the dark-state curve undergoes a stable fluctuation
around this value throughout the whole RB-KMC phase. Similar time behavior is observed for
the quantity after an initial relaxation phase in MD simulations on PA-Rac1, as shown in Fig.
6.12B, as well as in KMC-MD simulations with the isolated AsLOV2-Jα system in Fig. 6.1A.
In particular, we note that the H-bond formation process in the KMC-MD simulation of the
light-state of PA-Rac1 takes place at a simulation time of 20 ns, which is in agreement with the
time range of 11 ns - 21 ns found in the corresponding MD simulation. Next, we compare in the
Figs. 6.12C and D the distance between Gln513-NE2 and the carbonyl-oxygen FMN-C4=O of
the dark and light-state, obtained with the KMC-MD- and MD-method respectively. We notice
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Figure 6.6.: Final structures of the AsLOV2-Jα system in the dark-state (A) and light-state (B)
after the ID-KMC phase at the end of KMC-MD simulation. Secondary-structure
analysis of the Jα-helix of the AsLOV2-Jα system in the dark-state (C) and light-
state (D) as a function of KMC steps and real time, obtained by using KMC-MD
method.
that, while in case of the dark-state the curves remain stable at H-bond distance, the light-state
curves fluctuate at increased distance with large magnitude. To further illustrate the changes
in the amino-acid environment of the FMN chromophore, we show in the Figs. 6.13A and B
the respective representative snapshots from the final configurations of PA-Rac1 in its dark- and
light-state form after the RB-KMC phase in comparison to the final configuration of PA-Rac1
in the light-state from MD simulation in Fig. 6.13C. From these graphs, we deduce that upon
CFN-adduct formation the Gln513, located on the Iβ-strand, detaches from the carbonyl-oxygen
FMN-C4=O and forms a H-bond with the adjacent Asn492 on the Hβ-strand, which results in the
coupling between the Iβ- and Hβ-strands. We point out that this process has been found by us to
be crucial in triggering the signaling pathway of the AsLOV2-Jα- and Vivid-LOV-photoswitches,
as demonstrated in the previous section and in the MD-simulation studies of Refs. [246, 250].
We conclude from our discussion that it is also well-reproduced by our RB-KMC-simulation
algorithm, introduced in section 5.1. To assess the consequences of the initial process near the
FMN chromophore on the tertiary structure of the PA-Rac1 system, we further visualize in the
Figs. 6.14A and B the final configurations of the LOV2-Jα domain from PA-Rac1 in its dark-
and light-state form, obtained after the ID-KMC phase and MD simulation respectively. We
deduce from these graphs that the coupling between the Iβ- and Hβ-strands causes a N-terminal
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Figure 6.7.: Secondary-structure analysis of the Jα-helix of the AsLOV2-Jα system in the dark-
state (A) and light-state (B) as a function of MD steps, obtained by using MD
method in conjunction with the NMR-solution structure of Harper et al. [54] as
initial structure. Secondary-structure analysis of the Jα-helix of the AsLOV2-Jα
system in the free state (C) and light-state (D) as a function of MD steps, obtained
by using MD method in conjunction with the X-ray crystal structure of Halavaty
et al. [55] as initial structure.
disruption of the Jα-helix in the light-state of the PA-Rac1 system, which is not observed in the
dark-state. Next, we analyze the impact of this disruption on the functional activity of the Rac1
enzyme. To this end, we display in the Figs. 6.15A and B the final structures from the ID-KMC
phase of PA-Rac1 in the dark and light-state. From Fig. 6.15B, we deduce that in the light state
the Aβ-Bβ-loop detaches from the activation site switchII on the GTPase, which is triggered
by the N-terminal disruption of the Jα-helix. This causes that the steric inhibition from the
LOV2-core is relieved and the activation site of Rac1 becomes accessible to interactions with its
effector domains, like e.g. PAK1 [166, 167, 168]. By contrast, we infer from Fig. 6.15A that in
case of the dark-state the switchII region is blocked by the Aβ-Bβ-loop, which causes that the
Rac1 enzyme is inactive under dark-state conditions. To elucidate the reasons for this behavior,
we consider in the Figs. 6.16A and B the APBS-electrostatic surfaces from the final dark- and
light-state structures of PA-Rac1. In case of the dark state we see that the switchII region as
well as the Aβ-Bβ-loop possess a high negative elecrostatic surface charge, which causes that
both structural elements repell each other and are subjected to a high tension. This tension is
released upon illumination through the N-terminal disruption of the Jα-helix from the LOV2-
core, as can be concluded from the reduced charge concentrations at the same sites observed
in Fig. 6.16B. Ultimately, this leads to the detachment of the Aβ-Bβ-loop from the switchII
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Figure 6.8.: (A) Side-view of the final overall structure, (B) alternative side-view of the final over-
all structure with snapshot of Glu539-Lys416 salt bridge from Ile539Glu-AsLOV2
mutant in the dark-state, obtained with KMC-MD method.
Figure 6.9.: Secondary-structure analysis of the Jα-helix as a function of KMC steps and real
time from Ile539Glu-AsLOV2 mutant in the light-state, obtained with KMC-MD
method.
region, which is confirmed by the increase in the distance of the respective center of masses of
the light-state visualized in Fig. 6.17. From the same figure, we deduce that in the final stage
of the KMC-MD simulation the difference in the distance between these two structural elements
in the dark and light-state amounts to 0.4 nm, which remains stable over several microseconds.
We emphasize that these observations are in agreement with the X-ray measurements of Wu
et al. [72], who demonstrated that the Aβ-Bβ-loop from the AsLOV2-domain in PA-Rac1 acts
as a steric inhibitor enabling the light-sensitive regulation of the functional activity of the Rac1
enzyme.
To conclude, we evaluate the computational expense required by the KMC-MD method in
comparison to the MD-simulation technique, to access similar timescales. To this end, let us
consider the light state of the PA-Rac1 system, for which we reached a total simulation time of
300 µs using the KMC-MD method. In this calculation a total number of 40 KMC steps were
accomplished, requiring a total number of 200000 MD-relaxation steps. Now, if we would use the
conventional MD-simulation technique with a timestep of 1 fs, we would need a total number of
3 ∗ 1011 MD steps, to reach the same time of 300 µs as obtained with the KMC-MD approach.
By considering that the costs to execute the KMC events are on the order of a MD-relaxation
phase, we conclude that the KMC-MD-simulation method reduces the computational expense
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Figure 6.10.: (A) Front-view of the AsLOV2-core with the Jα-helix from NMR-solution structure
of Harper et al. [54]. (B) Front-view of the AsLOV2-core with the Jα-helix from
the X-ray crystal structure of Halavaty et al. [55].
Figure 6.11.: (A) APBS surface of the AsLOV2-core with the Jα-helix from NMR-solution struc-
ture of Harper et al. [54]. (B) APBS surface of the AsLOV2-core with the Jα-helix
from the X-ray crystal structure of Halavaty et al. [55].
by a factor of 7.5 ∗ 105 for the PA-Rac1 system in the light state.
6.1. Conclusions
In summary we introduced a novel multiscale-modeling method in this work, based on a com-
bination of the kinetic Monte Carlo- and molecular-dynamics-technique, and demonstrated its
usefulness for the simulation of the multiscale signaling behavior of the AsLOV2-Jα-photoswitch
as well as the AsLOV2-Jα-based photoactivable Rac1-GTPase. After photoexcitation with blue
light, these systems typically exhibit a complex signaling pathway by carrying out multiscale
relaxation dynamics. This implicates local structural changes at the residue level near to a light-
sensitive reaction center on a nanosecond timescale, inducing extensive structural rearrangements
between peripheral protein domains on timescales ranging from several microseconds up to sec-
onds. More specifically, with our new approach we find that the early stages of the signaling
pathway are characterized by the coupling between the Iβ- and Hβ-strands through H-bond for-
mation between Gln513 and Asn492. This event leads to a N-terminal unfolding of the Jα-helix
and its subsequent disruption from the LOV-core. In case of the photoactivable Rac1 system,
we show that this latter disruption process results in the release of a functional α-helix located
at the switchII region of the Rac1 enzyme, which is known to be a primary docking site for Rac1
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Figure 6.12.: Inter-atomic distances of the PA-Rac1 system, obtained by using KMC-MD and
non-invasive MD methods. (A) Inter-atomic distance between Gln513-OE1 and
Asn492-ND2 from KMC-MD simulation in the RB-KMC phase as a function of
KMC steps. (B) Inter-atomic distance between Gln513-OE1 and Asn492-ND2
from MD simulation as a function of MD time. (C) Inter-atomic distance be-
tween Gln513-NE2 and FMN-C4=O from KMC-MD simulation in the RB-KMC
phase. (D) Inter-atomic distance between Gln513-NE2 and FMN-C4=O from MD
simulation as a function of MD time [red: light-state; black: dark-state].
with its effector domains, like e.g. PAK1. Through comparing these findings with the available
experimental results, we conclude that our method is a powerful new multiscale-modeling tool
for simulating the signaling behavior of large protein complexes from ultrafast up to experi-
mental timescales. Further gains in efficiency can be expected by using multiple-timestepping
approaches, like e.g. RESPA’s, to carry out the MD-rexalation phase. Finally, we emphasize that
its underlying algorithm is transferable to a large number of alternative protein-solvent systems,
and will open new avenues for investigating the light-induced regulation of enzymatic reactivity
[169] as well as gene function [170].
6.2. Determination of KMC-parameters
For suitable and appropriate simulation of previously described systems, parameters have to be
found preliminary to the KMC-MD simulation of our systems. Primarily parameters have to
be estimated, which include the scan-radius for the breakage of H-bonds as well as the regions
of interest for ID-KMC and RB-KMC. We start with the description of the determination of
the regions of interest for RB-KMC. This region is determined by an H-bond analysis between
co-factor and its surrounding protein in the starting structure. The subsequent list of H-binding
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Figure 6.13.: Final representative amino-acid configurations near to the FMN chromophore, ob-
tained with (A) KMC-MD simulation of the dark-state, (B) KMC-MD simulation
of the light-state as well as (C) MD simulation of the light-state [cyan: C-atom;
red: O-atom; blue: N-atom; white: H-atom; orange: P-atom; yellow: S-atom].
amino-acids comprises the region of interest for this RB-phase. If necessary, essential amino-
acids known from literature have to be added to this RB-list. We point out that the domains
for the ID-KMC phase have to be chosen according to the flexibility and secondary structure
of the system. These domains can be identified by secondary structure analysis and subsequent
root-mean-square fluctuation analysis, i.e. domains are enbordered by largely fluctuating regions
and at the same time characterizable through their uniform secondary structure. Additionally,
the break-radius and the radius of formation of H-bonds is estimated according to the root-mean-
square fluctuation of H-bonds in between the ID- and RB-regions during a long-time AA-MD
simulation. A good estimate of the break-radius is the value of 100%-150% of the maximum value
of the root-mean-square fluctuation of the H-bonding distance in between donors and acceptors
of the H-bond.
6.3. Process path of H-bond breakage
In the recent KMC-MD algorithm, the breakage of H-bonds is performed according to following
equation:
~rnew = ~rold +
rmax
|~rdonor − ~racceptor| ∗ (~rdonor − ~racceptor) , (6.1)
where rmax stands for the scan-radius, rdonor is the initial H-bond donor coordinate and
racceptor the H-bond acceptor coordinate, respectively. The propagation of coordinates is per-
formed along the given process-path in eqn. 6.1 along a stepwise pathway. Each step is followed
by subsequent minimization, as mentioned in the previous section 5.1.
Due to heterogeneties within the system, this type of breakage cannot perfectly fit the process-
path onto the present situation in the system. An improvement of this breakage, is the manifold
way, where simply different translational paths of breakage are sampled independently from each
other and the energetically most favourable path is chosen, according to:
~rnew = ~rold +
rmax
|~rdonor + ∆x− ~racceptor| ∗ (~rdonor + ∆x− ~racceptor) , (6.2)
where ∆x could have following values: {+x, 0, 0}, {−x, 0, 0}, {0,+y, 0}, {0,−y, 0}, {0, 0,+z},
{0, 0,−z} and {0, 0, 0}.
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Figure 6.14.: Overlaid final structures of dark- (A) and light-state (B) of PA-Rac1 after 30 ns of
MD- (dark colors) and 60 KMC-MD-steps (bright colors).
Finally, after a manifold scan over all 7 possible translational breakages we could select the
energetically most favourable pathway of breakage. Another approach, which might be an al-
ternative to the previous approach, would be the determination of a Metropolis-Monte-Carlo
sampled path towards the broken H-bonded state. We illustrate this scheme in Fig. 6.18, where
we show how the breakage of the H-bond is performed on a Metropolis sampled process path.
For each scanstep a range of points on a radius with equal distance to the acceptor is given, e.g.
3 equally distributed points with α = 120 degrees (see Fig. 6.18). Each of these points is tested
according to its potential energy value and the actual step is selected according to the Metropolis
criteria. With this new approach we gain a propability-weighted path of H-bond breakage, which
allows also configurations with an increase in energy with some probability.
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Figure 6.15.: Final structures of PA-Rac1 system in the dark-state (A) and light-state (B) from
KMC-MD simulation after 60 KMC-MD steps.
Figure 6.16.: APBS surface of PA-Rac1 system in the dark-state (C) and light-state (D).
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Figure 6.17.: Center-of-mass distance between Aβ-Bβ-loop and switchII from KMC-MD simula-
tion of the light-state (red) and dark-state (black) as a function of KMC steps.
Figure 6.18.: Scheme for Metropolis-sampled alternation of process-path throughout breakage of
an H-bond.
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7. Biased Kinetic-Monte-Carlo for co-factor
binding
Figure 7.1.: Left: Starting geometry of the FMN-chromophore at its reaction coordinate in vicin-
ity to Arg451 and Arg467. Right: First step of approach of ligand into binding
pocket, where it is attached to Arg451 and Arg467.
Figure 7.2.: Final configurations of FMN-chromophore after 4 independent KMC-MD simula-
tions. Left: Final configuration of FMN-chromophore in binding pocket of LOV2-
domain after real-time of 3.4 s. Right: Final configuration of FMN-chromophore in
binding pocket of LOV2-domain after real-time of 3.84 s
7.1. Introduction
In all kingdoms of life, co-factors act as regulators for enzymatic activity in cell signaling pro-
cesses. The Flavin co-factor Flavin-Mono-Nucleotide regulates light-sensitivity in plants, bacte-
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ria, green algae and fungi [33]. In LOV-domains, this co-factor is non-covalently attached in the
so-called binding pocket within the PAS-fold. Another example is signaling molecule Guanine-
Tri-phospate (GTP), which is responsible for signaling in GTPases in mammals [171]. The
dynamics of co-factor binding as well as dissociation from its target enzyme are presently poorly
understood [29]. Even in case of known co-factor binding sites, the pathway of the co-factor into
its binding pocket at the target enzyme is still unknown [172].
Several approaches for the description of co-factor association, i.e. ligand-host binding exist
[173, 174]. Strasser et al. introduced a new algorithm, called LigPath, which describes the co-
factor translation along a defined path into the protein and minimizes the ligand with respect
to a defined number of internal degrees of freedom [173]. Meiler et al. introduced a popular
technique, which initially localizes the ligand at the proposed association site and minimizes this
configuration with the use of Metropolis Monte-Carlo [174]. Although these approaches deliver
insights into ligand binding and can evaluate the stability in the binding pocket, a simulation
technique, which delivers insight into the dynamical details of ligand binding is still lacking. In
our work, we elucidate this pathway and the mechanism of complex-formation through a new
technique, which is based on KMC-MD. In the next sections, we start with an introduction of
our new algorithm and then go over to present our results of the simulations on AsLOV2 and
the Hypoxia-Inducible-Factor (HIF-2α).
7.2. Algorithm
The algorithm uses the same RB-KMC technique as the KMC-MD algorithm, described in
the previous chapter 4. We consider the co-factor as one single residue, which undergoes the
major RB-transitions for each KMC-step. By contrast to the RB-KMC algorithm, the co-factor
undergoes a stepwise reduction of distance to its given target prior to each RB-KMC step. We
note, that the biased reduction in the distance between target and co-factor does not contribute
to the actual real-time and is considered as a non-sampled event in this algorithm. Moreover, the
target is one of the needed input-parameters, known from literature or analysis of the interior
binding cavities of the host-system. Notably, each of the enzymatic or sensory host-proteins has
at least one significant binding cavity, e.g. all PAS-folded systems, kinases or GTPases. In the
following, we describe the conception of our new technique :
1. MD-relaxation
2. Stepwise reduction of distance between ligand and binding-pocket with subsequent mini-
mization without constraints.
3. H-bond analysis.
4. Scan of potential energy difference ∆Φ along process path and determination of corre-
sponding Gibbs free energy ∆G.
5. Calculation of rate rj of each event j according to:
rj = νe(
−∆G
RT ) ; (7.1)
where ν represents the pre-exponential factor and R the universal gas constant.
6. Select event j from list of events by generating a uniform random number ξ ∈ [0, 1] and by
solving:
Rj−1/RN < ξ ≤ Rj/RN ; (7.2)
where RN =
∑N
j=1 rj
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7. Execute selected event j, and update time by generating a uniform random number ξ ∈ [0, 1]
and calculating:
∆t = − ln ξ
RN
. (7.3)
8. Return to (1)
We mention, that for sake of efficiency of the simulation, the co-factor has to be located at one
of the optimized diffusion paths of the target enzyme in the starting configuration. Otherwise,
the stepwise reduction in step 2 of the previous algorithm leads to a surfacial scanning of the
host, until the co-factor possibly enters the protein. We point out that on one hand this leads
to inefficiencies in computational cost, while on the other hand this leads to first insights into
previously unknown systems and their unknown paths of ligand host binding.
7.3. FMN co-factor binding
The non-covalently bound FMN co-factor controls light-sensitivity in LOV-domains, which is
located within the hydrophilic and the hydrophobic LOV-core regions and forms 3 H-bonds
with one adjacent glutamine and two asparagines. In all LOV-domains, one reactive cysteine is
located in vicinity to the FMN-C4a atom, which performs covalent adduct-formation after blue-
light irradiation (see chapter 2.3). For simulation and testing of our algorithm on FMN co-factor
binding, we chose the X-ray structure of AsLOV2-Jα of Halavaty et al. [55]. We generated the
starting configuration prior to our simulation through locating the chromophore approximately
onto the most probable diffusion path within a 1 nm distance to the binding cavity. This reaction
coordinate was chosen to be located in vicinity to two arginine residues, Arg451 and Arg467, as
shown in Fig. 7.1. In additon we filled the cubic box with 8500 SPC-waters and neutralized the
system by adding 5 sodium-ions. The bias for the per-step-reduction of the distance between
Gln513-NE2 and FMN-C4=O was set to a value of 0.5 nm. The MD-relaxation had a length of 1
ps with a timestep of 1 fs. The MD-related parameters were chosen as described in the previous
section 3.6.
7.3.1. Results
We start by analysing the pathway of cofactor binding in the first steps of our KMC-MD simula-
tion. At this stage of simulation we observe, that the FMN-chromophore starts to approach the
surface of the AsLOV2-domain. In this configuration after 3 KMC-MD steps we see, that the
phosphate group of the FMN co-factor binds through H-bonds onto 2 arginine residues Arg451
and Arg467, which are located in vicinty to the binding pocket, as shown in Fig. 7.1. Through
X-ray structure determination on LOV-domains by Federov et al., Halavaty et al. and Crosson
et al. observed, that these two arginine residues bind to the phosphate group of the FMN-
chromophore [11, 55, 10]. We propose, that the initial binding of these two arginine residues is
one of the major steps, which determines the diffusion pathway of the FMN-chromophore into
the binding pocket in the early stages. In the final configurations of 4 independent KMC-MD-
simulations with a simulation time of 20 KMC-MD steps, we observed two different types of
configuration of the chromophore within the binding pocket (see Fig. 7.2). In the first configura-
tion we see, that the FMN-chromophore is bound by the N-terminal residue Ser418 and Gln513.
We observe, that the atom Cys450-SG is located close to FMN-C4a and could also perform the
same adduct formation with FMN-C4a, due to the vicinity of the reactive cysteine [11, 55, 10].
Moreover, the carbonyl-oxygen FMN-C4=O is singly bound, which was also found by Alexandre
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et al. through FTIR-measurements [46]. In the second configuration we observe, that the FMN-
chromophore is bound analogously as in the crystal structure, as we show in Fig. 7.2. Finally, we
conclude that the fully resolved pathway of the FMN-chromophore into the binding pocket of the
AsLOV2-Jα-system ends in two different final FMN-configurations after 20 KMC-MD steps in
4 independent simulations. We point out that both configurations are in vicinity to the reactive
cysteine and could undergo formation of the covalent adduct.
7.4. Artificial co-factors binding to HIF-2α
Figure 7.3.: Ligand KG-721 (1-nitro-4-phenoxy-benzene) [29].
Figure 7.4.: Left: First starting configuration of co-factor KG-721 outside of HIF2α-domain,
Right: Second starting configuration of co-factor KG-721 outside of HIF2α-domain.
The so-called Hypoxia-Inducible-Factors (HIF) play an important role in hypoxic-pathway
regulation and, thus, are major factors influencing cancer-cell resistance against chemotherapy
in several cancers [39]. In response to oxygen, they act onto numerous hypoxic-pathway related
genes through their heterodimeric basic helix-turn-helix (HTH) motif [24]. Many PAS-domains
are internally regulated by ligands or so-called cofactors, which regulate inter-protein interactions,
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Figure 7.5.: Plot for the determination of activation free energy of KG-721 co-factor binding on
HIF2α-domain. ln(k/T ) plotted against inverse of temperature 1/T .
Figure 7.6.: Different snapshots of intrusion of KG721 into the HIF-2α protein during biased
KMC-MD simulation.
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such as in case of LOV-domains, BLUF or Cryptochrome [175]. The question arose in the last four
years to which extent HIF-domains are possibly regulated by co-factors. Though, no recent study
could demonstrate the existance of relevant co-factors, which act onto HIF-domains. However,
an internal water-filled cavity of 290 A˚3 has recently been found, which suggests that this
would be an appropriate binding site for co-factors [176]. For example, Key et al. performed
X-ray diffraction, titration calorimetry, NMR-spectroscopy and molecular-dynamics simulations
for the determination of binding affinities of several compounds with the binding pocket of HIF2α
[29]. These compounds are composed of benzylic rings, which are substituted by hetero-atomic
side-groups. In order to test the affinities of the ligands and to simulate the pathway of binding,
we chose the compound KG-721 for simulation, as shown in Fig. 7.3 [29]. We simulated the
pathway of ligand binding, starting with two structures, shown in Fig. 7.4. We varied the
simulation temperatures from 283 K up to 303.95 K, to validate our data with the experiment,
and performed 3 simulations for each temperature. For simulation we chose the same parameters
as described in section 7.3. For comparison of our data with the data of Key et al., we considered,
that for each temperature, a final KMC-MD time τ of ligand binding was obtained, determined
through eqn. (7.3). When we assume the ligand-binding of KG-721 on HIF2α to be a first-order
reaction, then
kon = 1/τ , (7.4)
where kon is the first-order rate-constant for co-factor binding. By suitably plotting ln(kon) =
∆G
RT + ln(A), we obtain ∆G, where R is the universal gas-constant and A the pre-exponential
factor. From Fig. 7.5, we observed that the values for ln(konT ) were shifted by a constant value
of about 5, resulting from a shift in the pre-exponential factor ln(A)/T . By averaging over the
result of 9 independent simulations we obtained a value for ∆G = −30.743 ± 1.5 kJmol , whereas
the experimental value determined by Key et al. is at ∆Gexp = −38.9 ± 2.51 kJmol , as shown in
Fig. 7.5. Finally, we deduce from our results that this method is suitable for the investigation
of binding affinities of newly designed co-factors.
The curve of ln(konT ) differs by a value of 5 from the simulated curve. Thus, our pre-exponential
factor has to be shifted by exp (−5). In the following, we propose a technique for the estimation
of Eyring’s pre-factor without experimental input. For this purpose, we make use of a molecular
dynamics run prior to the KMC-MD simulation. We set up the system in a discrete number
of configurations by which the co-factor might intrude into the binding pocket of the protein,
as shown in Fig. 7.6. Through measurement of the co-factor’s root-mean-square-fluctuation of
each trajectory, we could calculate the co-factor’s time-dependent tendency for the intrusion into
the binding pocket. From linear interpolation of this average intrusion into the binding pocket
and the known simulation time, we then can estimate the pre-exponential factor, through linear
fitting of the KMC-real time.
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8. Multi-scale modelling using
mesoscopic-atomistic Coarse-Graining
Figure 8.1.: Left: 12-6 Lennard-Jones potential of P1-P1 (black) compared with P5-P5 (red).
Right: MARTINI coarse-grained model of 4 waters
Figure 8.2.: Left: 12-6 Lennard-Jones potential AA-oxygen - P5-water. Right: Atomistic-
mesoscopic model of protein-solvent system.
8.1. Introduction
Coarse-graining (CG) reduces the degrees of freedom of an atomistic system and thus reduces
the system’s description to a mesoscopic CG-level. The computational cost for describing such a
CG-system is significantly lowered by the degree of coarse-graining, but at the same time reduces
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Figure 8.3.: Atomic-mesoscopic model of protein-solvent system after 20 ns of MD-simulation
without application of solvent-exchange algorithm.
the chemical information, which we can obtain from the trajectory. Several approaches have been
introduced, which coarse-grain especially biological systems without a loosening of system-shape
and -size as well as all-atom (AA) quantities, i.e. the macromolecule’s self-diffusion or solvation
free-energies. Baron et al. as well as Marrink et al. introduced a CG-scheme, which uses fitting
onto experimental phase-separation-, hydration- and partitioning free-energies. Moreover, they
fitted their CG potential parameters onto AA phase-interaction quantities, such as the overall
potential of mean force (PMF) between different phases. For the validation of their approach they
used a multitude of data, which is based on the experiments on several liquid mixtures, i.e. water-
alkane and water-alkene mixtures [177, 178]. It was included in the MARTINI-forcefield, which
is one of the most widespread biomolecular CG-forcefields in case of lipid-membrane simulations
and has the advantage of transferability. Shelley et al. and Izvekov et al. developed the so-
called force-matching procedure, using a comparative process of CG- and AA-Hessian matrices.
During this procedure the CG-Hessians are iteratively fitted onto the reference forces of the AA-
simulation. They demonstrated that their CG-structure is reproducing the atomistically defined
structure with high accuracy [179, 180, 181]. Moreover, Prapotnik and Shi et al. developed
a technique, which describes the system on multiple scales [182, 183]. Prapotnik et al. used
an adaptive algorithm, which alters the description of water from CG to AA, in case of an
approximation close to a defined sphere of interest in which the AA-description is necessary. In
their case, this defined sphere is e.g. the AA-solvation shell of a solvated AA polymer-chain.
However, Shi et al. used an additive potential-description of AA- as well as CG-pair-interactions,
and demonstrated that their mesoscopic-atomistic (MA)-model reproduced the fluctuations of
the full AA-simulation.
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8.2. Coarse-grained water
Marrink et al. generated one CG-bead representing 4 AA-waters in the scope of the transferable
MARTINI-forcefield [178]. This water model performs phase-separation with other aliphatic
CG-particles and reproduces solvation free-energies of alkanes. Marrink et al. defined 5 different
MARTINI-waters using the LJ 12-6 potential description. In Fig. 8.1 we show how hydophobic
interactions of the MARTINI-P water type were expressed by an increased slope in the repulsive
LJ 12-6 part, while hydrophilic interactions were implemented by a lower minimum in the attrac-
tive part of the potential. Moreover, Baron et al. used soft-core potentials describing CG-water
interaction with the advantage of a better reproducibility of thermodynamic data of partition-
ing free-energies of phase-separating liquids [177]. Marrink et al. performed CG-simulations
on membrane-water systems with the use of equally partitioned mixtures of all 5 MARTINI
P-waters, in order to mimic thermodynamic properties of water as close as possible [178], i.e.
liquid state at room-temperature. In our simulations, which we present in the following sections,
we solely used one single species of CG-water and varied the water types in several independent
simulations. The water type, named P5, has the largest hydrophilicity, whereas P1 is the most
hydrophobic water, with respect to its Lennard-Jones parameters (see Fig. 8.1). In the next
section, we introduce the atomistic-mesoscopic approach for protein-solvent systems and discuss
the influences of the different water-types on the dynamics of the protein.
8.3. Atomistic-mesoscopic approach of protein-water systems
Protein-dynamics is primarily dependent from the H-bond network of the first hydration shell
around the protein [184]. This H-bond network is ordered in dependence of the specific hy-
drophilicity and hydrophobicity of the protein surface and has an imminent influence on the
stability of the protein [185]. We conclude from these facts, that an explicit-water shell with a
radius of 1 nm can effectively stabilize the protein in its dynamical behavior. In our approach
we assume that the influence of the bulk solvent on protein dynamics is negligible and can be re-
placed by CG-waters. We point out that this approach significantly reduces the number of atoms
in the system as well as the computational cost of the simulation, while it may retain the main
characteristics of the AA-trajectory. In Fig. 8.2 we show the LJ-interaction between AA-water
oxygen and CG-P5 MARTINI water, which was performed according to the Lorentz-Berthelot
combination rules. In the same figure we show the LOV1-domain solvated by MA-solvent, which
is composed from CG- as well as AA-water. It is important to note, that AA-water permanently
has the tendency to diffuse into regions with lower density, and AA-water and CG-water have a
large tendency to de-mix. This effect is thermodynamically driven by entropy, which always gains
for its maximum in the bulk, i.e. the solvent shell is thermodynamically unstable in its mixture
with CG-solvent. The reason for this instability is the potential describing the different CG- and
AA-solvent particles. Un-charged CG-MARTINI water is largely hydrophobic, while charged
AA-water (SPC-water) is hydrophilic. In Fig. 8.3, we visualize the effect of the de-mixing ten-
dency of the two different water types on the protein-solvent system. We see, that the AA-water
as well as the CG-water form separated phases, while the protein becomes dis-solvated from the
AA-water and is largely opposed to CG-water. We conclude, that the atomistic-mesoscopic (AM)
approach for protein-solvent systems significantly reduces the computational cost. However, this
leads to de-mixing and dis-solvation of the protein, as shown in Fig. 8.3. We solved this problem
of de-mixing and phase-separation through developing the so-called solvent-exchange algorithm,
which consists of following steps :
1. MD-phase ;
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Figure 8.4.: RMSD as a function of atomic-number, averaged over 20 ns of AA-simulation (A)
as well as over 20 ns of AM-simulation (B).
2. Test if AA- or CG-waters have diffused out of their regions ;
3. Set AA- and CG-waters randomly back into their regions ;
4. Minimize the sterical interaction between waters ;
5. Equilibrate the solvent by freezing the protein at fixed position ;
6. Return to (1).
8.4. Atomistic-mesoscopic approach with LOV1-domain of
Chlamydomonas reinhardtii
8.4.1. System preparation
As starting structure we chose the X-ray structure from Fedorov et al. [11] (PDB-code: 1N9L).
We centered this protein in a cubic box with box-length 6.09 nm. Then, we solvated the protein
in a shell of SPC-water with a radius of 1 nm and neutralized the system by adding one sodium
ion. Subsequently, the free space in the box was filled with P5-MARTINI water with a vdW-
distance of 0.23 nm between explicit and coarse-grained water (see also Fig. 8.2). For simulation
we used the GROMACS-3.3.1. simulation package and a combination of the GROMOS96-43a1
and the MARTINI-forcefield, to describe the interactions. Each MD-phase was carried out over
a duration of 20 ps, using a timestep of 1 fs and a total MD-production run of 20 ns, after an
equilibration of 1 ns. Unless specified otherwise, the constant NPT-ensemble was imposed using
the parameters described in section 3.6.
8.4.2. Results
We start our analysis of the AM-trajectory with the average residue-based RMSD matrix, which
we show in Fig. 8.4. Here, we compare the average RMSD distribution of the AM-simulation with
the AA-simulation on the LOV1-domain. We see in Fig. 8.4A, that the RMSD distribution in the
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Figure 8.5.: Root-mean-square deviation from starting configuration as a function of simulation
time. AA-case (black); AM-case (red).
Figure 8.6.: A: Number of H-bonds solvent - protein; AA-case (black); AM-case (red). B: Radial-
distribution function protein-water; AA-case (black); AM-case (red).
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Figure 8.7.: Secondary structure analysis as a function of MD-time. A: AA-simulation; B: AM-
simulation.
Figure 8.8.: CPU-time using the AM-approach compared with AA-approach as a function of
number of solvent molecules
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Figure 8.9.: AM approach for Hexon-protein of human adenovirus (PDB: 1VSZ).
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Figure 8.10.: Lennard Jones 12-6 potential of P5-P5(MARTINI) interaction, compared with SW-
potential of Stillinger and Weber [186], with variation of U0 from 10 to 80 kJmol .
AA-case has a sharp distribution of fluctuating regions, while in the N-terminal regions (atom-
number 0-50) as well as in the C-terminal regions (atom-number 1050-1100) large fluctuations
occur. By contrast, the AM-case in Fig. 8.4B has overall broadened fluctuating regions as well
as an overall dampening of the magnitude of fluctuation in comparison to the AA-case, which is
reduced from 0.71 nm to 0.61 nm. Moreover, largely fluctuating regions around the atom-numbers
750 in the AM-RMSD matrix (see Fig. 8.4B) do not appear in the AA-case. We conclude,
that although the overall shape of the RMSD-distributions in Fig. 8.4B can be approximately
compared with the AA-case in Fig. 8.4A, the overall magnitude of the RMSD value is dampened
in comparison to the AA-case and the RMSD-distribution is broadened in contrast to the sharp
distribution in the AA-case. In Fig. 8.5, we show how the protein deviates from its starting
configuration. In this figure we see that the AA-simulation has overall a lower RMSD from its
starting structure than the AM-simulation. In the first steps of the AM-simulation we observe
a huge jump in the RMSD, i.e. a huge deviation from the starting structure in the early steps
of the simulation. We conclude from this behavior, that the first hydration-shell is on one hand
primarily stabilizing the protein, but on the other hand other solvent-effects contribute to effects
on the protein-dynamics, which we do not observe in the AA-case (see Figs. 8.5 and 8.4). Next,
we investigate the dynamical and structural behavior of the solvent in order to understand the
AM-solvent effects in more detail. We analyze the self-diffusion coefficients of AA- and CG-water
in the AM-system and compare them to the self-diffusion coefficients of water in the AA-system.
Surprisingly, the values of the AM-system hugely deviated from the values of the AA-system.
The water in the AA-system has an average self-diffusion of 3.98 ∗ 10−5cm2/s, while in the
AM-system the self-diffusion coefficient of AA-water adopts a value of 21.2 ∗ 10−5cm2/s and a
self-diffusion coefficient of CG-water of 22.0∗10−5cm2/s. We note, that there is a huge difference
between the AM-case and the AA-case and the huge diffusion-coefficients of AA-water and CG-
water in the AM-case might contribute to the broader RMSD-distribution of the AM-protein,
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as shown in Fig. 8.4. Moreover, the larger RMSD-value as a function of simulation time in the
AM-case might be caused by the drastically increased self-diffusion of the AA- and CG-waters,
which as a consequence might lead to instabilities in the trajectory of the system. In Fig. 8.6,
we visualize the number of H-bonds between protein and water as well as the radial distribution
functions between protein and water, to analyze the protein solvent interaction. We deduce from
Fig. 8.6A, that in the AM-simulation an average number of 220 H-bonds exists between protein
and solvent, while in the AA-simulation the average number of H-bonds is 185 between the same
parts of the system. We conclude, that the larger mean-square displacement of the AA-waters in
the AM-case leads to a larger number of H-bonds between protein and solvent. Moreover, this
larger number of H-bonds might transmit the large solvent-fluctuation onto the protein and as
a consequence cause a larger distribution of RMSD over the protein, as visualized in Fig. 8.4.
However, the water structure at the protein-solvent interface in the AM-case is comparable to the
AA-case, as shown in the solvent-protein radial-distribution function (RDF) in Fig. 8.6B. In this
context it is worth mentioning, that the AA- and the AM-RDF between water and protein have
different magnitudes due to the different AA-water densities in the AM-case compared to the AA-
simulation. We point out that the stability of the protein in the AM-case is also comparable to the
AA-case, as we infer from Fig. 8.7B. From this figure we conclude, that all secondary structure
elements remain conserved and show the same behavior as in case of the AA-simulation, shown
in Fig. 8.7A. Finally, we emphasize that the AM-solvent system does not resemble AA-solvent
with respect to self-diffusion and protein-solvent H-bond statistics. Moreover, the fluctuations
of the protein in the AM-case are larger and broadened in its distribution over the protein in
comparison to the AA-case. However, secondary structure analysis of the AM-simulation shows
a stable secondary-structure over the trajectory, which is comparable with the AA-simulation.
We stress that our scheme can also be useful for long-time aggregation simulations of huge
aggregates, where the molecular details are not of interest. Notably, our new technique saves
about 50% of computation time in comparison with the AA-simulation technique, which means a
2-times speedup of the calculation (see Fig. 8.8). In very large systems, which need an immense
amount of bulk-solvent, the computational speed-up grows with the reduction of the number of
AA-waters in the system. To give a further impression about the benefit of the AM-approach let
us consider the Hexon-protein of the virus-capsid of the human adenovirus with a total number
of 1.1885 ∗ 105 atoms, as shown in Fig. 8.9. This system, immersed into a box with a length
of 33.35 nm, would need a total number of 1, 179278 ∗ 106 waters in the full AA-description.
We point out that in the AM-case, this number of AA-waters is reduced to 8, 3655 ∗ 104 waters,
which means a reduction of 1, 095623 ∗ 106 waters in comparison to the AA-case. This amount
of 1, 095623 ∗ 106 waters is replaced by 1, 92830 ∗ 105 CG-waters in the AM-case, which leads to
a reduction of 3, 094039 ∗ 106 particles, i.e. sites in the system.
One of the previous problems of too high fluctuations in the protein arise from the previously
mentioned large diffusion and the inappropriate inter-phase behavior of the AM-solvent system.
This might be caused by the inappropriateness of the LJ-6-12 potential, which is too repulsive.
For future applications, we propose the implementation of the softer Stillinger Weber (SW)
potential, which might lead to better performance of the AM-solvent at the interphase. This
potential is given by :
USW (r) = U0
[
B
rp
− 1
rq
]
∗ exp (d/(r − b)) , (8.1)
where U0 is the pre-factor and r is the inter-particle-distance. We point out that the SW-pair
potential is zero, if r ≥ b. The other parameters B, p, q, d and b are system-dependent [186]
and have to be fit flexibly onto the interfacial problem in the AM-phase. In Fig. 8.10, we see
a preliminary fit of the double-Gauss core potential on the LJ 12-6 potential of the MARTINI-
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forcefield. We mention, that the repulsivity of the potential decreases, with an increase in
attractivity at the same time.
66
9. Development of MD simulation
technique for proteins
9.1. Protein states
Proteins are state-dependent systems, which undergo primarily transitions between partially dis-
ordered and ordered structures. These conformations of the protein-system essentially determine
the functionalilty of the protein. We point out that these states are associated with a certain
free-energy of the system, which determines their thermodynamic stability. For example, en-
vironmental factors, such as temperature or pressure as well as co-factors shift the equilibria
between a protein’s conformations. In Fig. 9.1A and Fig. 9.1B, we show two possiblities of the
thermodynamic stability of different states. In Fig. 9.1A, we see that the unfolded conforma-
tion of the system is more stable in free energy than the ordered structure. Such systems are
so-called chaperone assisted folded proteins [187], whose folding pathway is sterically controlled
by chaperone-proteins. In this case, these systems remain partially disordered, but chaperone-
proteins assist folding into a meta-stable protein-conformation [188]. In Fig. 9.1B, we see that the
unfolded protein is unfavoured in contrast to the folded state. This thermodynamically favoured
folding pathway is subject of large-scale MD-folding simulations, in which systems, such as the
bovine-pancreatic trypsin inhibitor BPTI, fold into their native X-ray structure [141]. As demon-
strated through these folding simulations, the unfolded protein folds along a direct pathway into
its native structure in bulk-solvent, which is solely regulated by the sequence. By contrast, signal-
ing proteins, such as LOV-domains undergo the so-called photocycle upon blue-light irradiation,
which alters the stability of the different states, as shown in Fig. 9.1C. This photocycle contains
at least one meta-stable intermediate, which decays back into the so-called dark-state within tens
of seconds [1]. In case if this system undergoes this light-driven change out of the dark-state, a
so-called stressed light-state is generated, which undergoes a further change into the un-stressed
conformation of the light-state. This un-stressed state resembles the final light-state, which in
Fig. 9.1C is lower in energy than the stressed light-state conformation. We point out that this
stessed light-state is a conformation far from equilibrium. Moreover, experimental evidence is
given that the dark-state is also a so-called non-equilibrium system. Mathes et al. performed an
in vivo exchange of modified flavin-co-factors with the native FMN-chromophore [189], which
suggests, that the dark-state is a meta-stable state when a FMN co-factor is bound. Moreover,
Holzer et al. found through absorption- and fluorescence-spectroscopy, that in LOV-domains
from Chlamydomonas reinhardtii a small amount of the FMN-chromophore is not bound onto
the LOV-domain in the dark [190]. This also might indicate that LOV-domains with a bound
FMN-cofactor are in non-equilibrium. In the next sections, we will describe our development of a
simulation technique for the description of non-equilibrium properties of photosensory proteins.
We used this technique throughout all of our simulations, which we present in this work.
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Figure 9.1.: Different states of a protein-system as a function of free-energy. A: Meta-stable
folded state. B: Stable folded state. C: Distribution of states in dependence of dark-
and light-state of a LOV-domain.
9.2. Non-invasive thermostating strategy
The influence of thermostating on the structure and dynamics of proteins is well-known and
has been studied extensively in recent years [191]. However, no ideal thermostating strategy
has been developed so far, to reproduce protein relaxation under experimental conditions. A
standard procedure for controlling the temperature of large biomolecular systems is to make use
of the Berendsen thermostat [192]. To maintain the desired temperature, the system is coupled
to an external heat bath with fixed temperature T0 by re-scaling the velocities at each timestep,
so that the rate of change of the temperature is proportional to the difference in temperature
dT (t)/dt = (T0 − T (t))/τ . In this scheme τ is an empirical heat bath parameter, which deter-
mines the strength of the coupling between the physical system and the heat bath. The procedure
provides an exponential decay of the kinetic temperature towards the desired temperature. In
practice, the parameter τ has to be chosen with care, since in the limit τ −→ ∞ the Berend-
sen thermostat is inactive and the system recovers temperature fluctuations of magnitude of the
microcanonical ensemble, while in the case of a too small τ it generates unrealistically small tem-
perature fluctuations [193]. The Berendsen thermostat is widely used to equilibrate biomolecular
simulations, because of its stability and efficiency in relaxing a system to the target temperature
[194]. However, it is well-established that the ensemble generated by this approach is not con-
sistent with the canonical phase-space distribution [194, 192]. Therefore, once the system has
reached equilibrium it is more appropriate to sample the correct canonical ensemble, using the
Nose´-Hoover thermostat [195, 196, 123]. This method relies on the extended system approach of
Nose´ [195], which mimics the heat bath by introducing an artificial variable s, associated with
a fictive mass Q > 0, as well as a corresponding velocity s˙. The advantage of the Nose´-Hoover
thermostat is that it has been proven analytically to generate configurations belonging to the
canonical ensemble. Moreover, it can easily be extended to reproduce the exact isothermal-
isobaric ensemble [195], generally reflecting the external conditions of standard experimental
investigations. However, similarly as in case of the Berendsen thermostat the size of the heat
bath parameter Q in this procedure affects the rate of exchange of the thermal energy between
the physical system and the heat bath by determining the magnitude of the temperature fluctua-
tions. A standard way to solve this difficulty is to couple the solute and solvent degrees of freedom
to individual thermostats and optimize their respective Q-parameters in such a way, to ensure a
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rapid thermal equilibration of the overall system. However, even if such ideal parameters could
be found, a problem still remains when simulating systems composed of large protein domains
containing covalently or non-covalently bound prosthetic groups, like the flavoproteins consid-
ered in this work. Such systems are inherently heterogeneous, involving many different subsets
of degrees of freedom with characteristic relaxation times giving rise to regions of different heat
diffusion rates. To ensure ergodicity in the corresponding simulations, it must be guaranteed
that all the subsets of degrees of freedom can exchange energy among their various forms within
the physical system and with the heat bath. To address this problem, Lingenheil et al. [191]
recently introduced a non-invasive thermostating strategy, which relies on the idea that an ex-
plicit solvent environment represents an ideal thermostat with regard to the magnitude and time
correlation of the temperature fluctuations of the solute molecule. Their approach consists in
decoupling the solute from the heat bath, which remains solely thermostated by the surrounding
solvent by exchanging kinetic energy with the solvent molecules through particle collisions. From
test simulations with peptides, they concluded that this temperature control strategy permits
to obtain a homogeneous temperature distribution in equilibrated systems, while allowing the
solute molecule to sample conformations from the correct statistical ensemble and ensuring a
minimal perturbation of its dynamics. Very recently, we have applied the non-invasive thermo-
stating strategy to elucidate the signal transduction pathway of the LOV2-Jα-photosensor from
Avena Sativa and could demonstrate that this technique allows to sample protein configurations
far from equilibrium and to follow its natural dynamics under solvent-mediated thermostating
control [246]. In the following we will compare this technique to the more conventional invasive
thermostating strategy and analyze its consequences on the solution structure as well as the
conformational fluctuations of the heterogeneous protein domain considered herein.
9.3. Influence of thermostating strategy on signal-transduction
of AsLOV2-Jα
In the following, we compare the influence of the thermostating strategy on the signal trans-
duction pathway of the AsLOV2-Jα photosensor. As we describe in the later chapter 12, the
non-invasive thermostating strategy reliably describes the signal-transduction pathway of the
photosensory system. By contrast, the invasive strategy cannot reproduce experimental data as
we show in the later sections.
9.3.1. System-preparation
As a starting configuration, we employed the solution NMR structure of the wild-type LOV2-
α-system of Avena sativa, which was determined in the 2D-HSQC NMR experiments of Harper
et al. [53]. After the protein was centered in a cubic box with a boxlength of 7.5 nm the box
was filled with 12735 SPC-216 water molecules and 7 supplementary sodium ions were added to
render the system neutral. The protonation states of the amino acids and the FMN-chromophore
were chosen for a physiological relevant pH-value of 8, as described in section 3.6. In Fig. 9.2
we visualize the secondary structure of the LOV2-Jα-domain with the non-covalently attached
FMN-chromophore as well as the Jα-helix at the LOV2-core with relevant amino-acids, which will
be discussed later. We point out that we generated the light-state and chose the MD-simulation
parameters as described in section 3.6, while we used different thermostating strategies. In order
to investigate the signal-transduction dynamics of AsLOV2-Jα under different thermostating
techniques, we simulated the system under invasive thermostating (IT) as well as under non-
invasive thermostating (NIT). In the IT-strategy we coupled each part of the system to the
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Nose´ Hoover thermostat with a coupling constant tc = 0.1, while in the NIT-strategy the FMN-
chromophore as well as the protein were decoupled from the thermostat and solely the solvent
remained coupled after an IT-equilibration for 1 ns. Each system was simulated for a total
amount of 20 ns using a timestep of 1 fs. In the following we describe the impact of the different
thermostating strategies on the dynamics of AsLOV2-Jα in its signaling state.
Figure 9.2.: Starting structure of AsLOV2-system from Avena sativa. A: Secondary structure
of LOV2-domain with Jα-helix attached onto protein. B: FMN-chromophore and
amino-acid environment. Dark- and adduct-state between Cys450 and FMN.
9.4. Results
We note that we will discuss the signaling of the AsLOV2-Jα-system using the NIT-strategy in
the later chapter 12, where we demonstrate that the dark-state is in-active and stable throughout
the simulation with the use of the NIT-strategy. We start with the analysis of the amino-acids
in vicinity of the FMN-chromophore, and compare the IT- with the NIT-simulation (see Fig.
9.3). We observe approximately the same behavior of the NIT and the IT strategy in case of
the dihedral angle between the Gln513-sidechain atoms Gln513-CD-OE1 and FMN-C4-N5, as
shown in Fig. 9.3A. This dihedral angle performs the same transition at 2.4 ns from 20 to 220
degrees in the NIT- as well as in the IT-simulation. We observe the same switch-like behavior at
a simulation time of 7.5 ns, where the dihedral angles alter their value from 220 to 300 degrees
in the IT- and the NIT-case. However, after a simulation time of 10 ns, the dihedral angle of the
IT-light-state decreases by a value of 30 degrees to a dihedral angle of 260 degrees and remains at
this value until the end of the simulation. This is not the case for the NIT-simulation, where the
dihedral angle does not alter after the first dihedral-switch at 7.5 ns and remains at a constant
average value of 300 degrees. We interprete this behavior of the Gln513-CD-OE1 - FMN-C4-
N5 dihedral angle in the IT-case as a damping effect, which impedes the dihedral switch. In
Fig. 9.3B we see that the Asn492-OD1 - Gln513-NE2 distance also has approximately the same
curvature in the NIT- and the IT-simulation in the time-range from 0 to 7.5 ns. However, this
distance increases in the IT-case after a simulation time of 10 ns from a value of 0.3 nm to a
value of 0.45 nm, while the distance in the NIT-case remains at 0.3 nm in a timespan from 7.5 ns
to 16 ns. This increase in the Asn492-OD1 - Gln513-NE2 distance in the IT-case at a simulation
time of 10 ns corresponds to the down-shift in the Gln513-CD-OE1 FMN-C4-N5 dihedral angle
at the same time. We conclude, that permanent coupling between Gln513 and Asn492 does not
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occur in the IT-case, while in the NIT-case this coupling persists over a simulation-period from
7.5 ns to 16 ns. Moreover, we see in Fig. 9.3C that the cleavage between atoms FMN-O4 and
Gln513-NE2 does not reach the same distance in the IT-case than in the NIT-simulation. We
see, that the FMN-O4 - Gln513-NE2 distance performs a huge jump from 0.45 to 0.9 nm after
a simulation time of 7.5 ns in the NIT-case. This jump does not occur in the IT-case, where
the distance increases in a drift from 7.5 ns to 8.5 ns from 0.4 to 0.78 nm. We observe that the
FMN-O4 - Gln513-NE2 distance remains after 7.5 ns at an average distance of 0.6 nm in the IT-
case, while the same distance reaches an average value of 0.9 nm in the NIT-simulation. We see
in the distance between atoms Asn482-ND2 - FMN-O4, shown in Fig. 9.3D, that Asn482-ND2
binds onto FMN-O4 in both cases approximately at the same simulation time of 7.5 ns. However,
this distance of 0.3 nm is stabilized in the IT-case, while in the NIT-case a second up-shift to a
value of 0.5 nm occurs at 16 ns. We conclude, that the light-state signal is solely triggered in the
NIT-case, which we see in the change in the dihedral angle and the coupling between Asn492 and
Gln513. As we see later in chapter 12, these effects trigger both β-sheet tightening between the
Hβ and the Iβ-strands, which leads to an N-terminal disruption of the Jα-helix in the signaling
state. However, we observe in the IT-case that the behavior of the amino-acids Gln513 and
Asn492 is dampened by the thermostat, although the same dynamics in the beginning of the
simulation from 0 to 7.5 ns are obtained with both strategies. We continue with the analysis of
the inter-atomic distance between Asp540-OD1-OD2 and Gln497-NE2 at the interfacial region
between the AsLOV2-core and the Jα-helix, as visualized in Fig. 9.4. In this distance we observe
that cleavage between both amino-acids occurs in the NIT-case at a simulation time of 3 ns, where
the distance increases from a value of 0.4 nm up to 1 nm. By contrast, this distance does not alter
in the IT-strategy and remains at a constant value of 0.35 nm. We conclude, that no cleavage
between Jα and AsLOV2-core occurs in the IT-case, while we observe an immense increase in
the Asp540-OD1-OD2 - Gln497-NE2 distance using the NIT-strategy. We point out that during
this whole simulation phase of 20 ns, where the NIT strategy was applied, the instantaneous
temperature was at an average temperature of 300.067 K, mediated by the fully thermostated
solvent, as shown in Fig. 9.5. However, we observe that the averaged residue-based temperature
of Asp540 in the NIT-strategy has a value of 301.32941 K, while the IT-case is at an average
value of 300.42396 K. We point out that this residue based temperature in the IT-case is 0.9
K lower than the temperature of the NIT-strategy. We conclude, that the IT-case does not
allow higher temperatures and dampens the natural fluctuations of the protein, which we obtain
through application of the NIT-strategy.
We continue with the description of the final structures after 20 ns of MD-simulation in Fig.
9.6. In Fig. 9.6A we show the final structure of the IT-strategy and in Fig. 9.6B the final
configuration of the NIT-strategy, respectively. We observe in the IT-case, that the amino-acids
located in the N- and in the C-terminal region of the Jα-helix remain H-bonded, whereas this
helix is mainly cleaved in the NIT-case. In these final structures we see the overall effect of
the thermostating strategy. In the IT-case the Jα-helix is conserved, whereas in the NIT-case
disruption of the same helix occurs. We point out that the NIT-simulation of the dark-state
remains stable, which we further explain in chapter 12. As demonstrated by Harper et al., the
Jα-helix is disrupted in the light-state of AsLOV2-Jα, which is well reproduced by the NIT-
simulation [53]. We continue with the description of the secondary structure evolution of both
simulations in Fig. 9.7. We observe in the IT-case shown in Fig. 9.7A, that the Jα-helix remains
conserved, and changes in the amino-acid environment of the FMN-chromophore do not lead to
a disruptive alternation in the secondary structure of this helix. By contrast, the Jα-helix alters
its secondary structure at 4.75 ns and at 14.5 ns in the NIT-case, as shown in Fig. 9.7B. These
disruptive events occur at the same time as the chromphore-environment re-arranges according
to adduct formation, as desribed in the later chapter 12. We point out that the triggering events
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Figure 9.3.: Time-dependent inter-atomic distances and dihedral-angles in vicinity of FMN-
chromophore. IT (red), NIT (black). A: Dihedral angle Gln513-CD-OE1 - FMN-C4-
N5. B: Distance Asn492-OD1 - Gln513-NE2. C: Distance Gln513-NE2 - FMN-O4.
D: Asn482-ND2 - FMN-O4. (red) IT-case; (black) NIT-case.
Figure 9.4.: Time-dependent inter-atomic distances between Asp540-OD1-OD2 - Gln497-NE2 at
the protein-Jα-interphase.
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Figure 9.5.: Instantaneous temperature of the AsLOV2-Jα-protein during 20 ns of simulation
using the NIT technique.
Figure 9.6.: Final structures after 20 ns in secondary structure representation of IT strategy (A)
and NIT strategy (B).
Figure 9.7.: Secondary structure analysis of 20 ns of IT simulation (A) and NIT simulation (B).
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Figure 9.8.: B-factor distribution over secondary structure of LOV2-domain of Avena sativa of
IT case (A) and NIT case (B).
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in the IT-case do not lead to any disruptive event between LOV2-core and Jα-helix. In Fig. 9.8
we describe the differences in temperature evolution of the protein system in both cases through
a residue-based B-factor colouring of the protein’s secondary structure. Here we see the clear
differences between both strategies. Whereas the temperature-pattern during the IT-strategy
does not alter at all and nearly all regions have the same temperature, the NIT-strategy leads to
a tolerance in the distribution of temperature over the protein-core and the Jα-helix. We point
out that when the signal is triggered in the NIT case by the coupling process between Gln513 and
Asn492 in the range from 0 to 5 ns, the overall protein-temperature is larger compared with the
temperature-distribution in the time-range between 5 to 15 ns. Moreover, we see that when final
cleavage in the NIT-case occurs in the timerange from 15 to 20 ns, the temperature increases
again in the C- and N-terminal regions of the Jα-helix. We point out that these differences in the
temperature distributions do not occur in the IT case. Moreover, in the IT-case the temperature
remains equally distributed over the whole time-range of 20 ns. In the following chapters, we
will demonstrate the applicability of our new NIT-approach on different protein photosensors in
comparison with the experiment.
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10. MD-study on dark-state of LOV1 from
Chlamydomonas reinhardtii
Figure 10.1.: Protein secondary structure of the wild-type LOV1-domain from Chlamydomonas
reinhardtii, obtained by Fedorov et al. using x-ray diffraction [11] (MD starting
structure).
10.1. Introduction
In the following sections, we examine the effect of different electrostatics techniques and different
thermostating schemes onto the dark-state structure of the LOV1-domain of Chlamydomonas
reinhardtii. We test the IT as well as the NIT-strategy, which we have previously introduced in
chapter 9, where we demonstrated the experimentally verified dynamics on the LOV2-Jα-system
from Avena sativa through using the NIT-strategy. Moreover, we apply different electrostatics
onto this LOV1-system, in order to test if the very cost efficient twin-range cutoff technique
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Figure 10.2.: (a) FMN and (b) crystal conformation of FMN with surrounding amino acids,
obtained by Fedorov et al. using x-ray diffraction [11] (MD starting structure).
might reproduce the results of the more costly particle-mesh-ewald technique. Finally, we verify
our simulation results with the experiment of several authors and subsequently the adequate
method for the dynamical description of these photosensor proteins. As a starting configuration,
we employed the protein crystal structure of the wild-type LOV1-domain of Chlamydomonas
reinhardtii, which was determined in the x-ray diffraction experiments of Fedorov et al. [11]
(PDB-code: 1N9L). The corresponding secondary structure as well as the local environment
of amino acids surrounding the FMN chromophore are visualized in the Figs. 10.1 and 10.2,
respectively. The protein was centered in a cubic box with a boxlength of 6.09 nm, and the box
was filled with 7005 SPC-216 water molecules. The total charge of the system was neutralized by
adding one supplementary sodium ion. The protonation states of the amino acids as well as the
one of the phosphate group at the terminal end of the oxetyl chain of FMN were chosen for the
physiological relevant pH-value of 8, which under these conditions means a fully deprotonated
phosphate group. MD simulation parameters were chosen as described in section 3.6.
10.1.1. Results and discussion
We start our investigations of the influence of the long-range electrostatics on the conformational
heterogeneity of dark-state conformers by performing MD simulations with the PME as well
as TRC technique in conjunction with the NIT strategy introduced previously. In Fig. 10.3
we present results for the time-dependent behavior of characteristic inter-atomic distances of
amino acids, either involved in the adduct formation process or forming H-bonds with the FMN
chromophore. In Fig. 10.3a we show the distance between the adduct forming reaction centers,
i.e. the sulfur atom Cys57-S on the apo-protein and the FMN-C4a atom on the chromophore, as
a function of simulation time. We see that the curve, generated with the TRC technique, jumps
from a distance of about 4.5 A˚ to 7 A˚ at around 2.5 ns after the start of the production phase,
while the curve, obtained with the PME technique, provides a similar jump after 17 ns. In the
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Figure 10.3.: Distance of characteristic atoms on the FMN chromophore to atoms of the sur-
rounding amino acids, calculated with different electrostatic calculation techniques
(black: NIT PME; red: NIT TRC) in conjunction with the NIT scheme [(a) Cys57-S
- FMN-C4a. (b) Asn89-ND2 - FMN-O4. (c) Asn99-ND2 - FMN-O4. (d) Gln120-
NE2 - FMN-O4].
next three plots of Fig. 10.3 we visualize the distances of the H-bond forming acceptor atom
FMN-O4 with the donor atoms of the surrounding amino acids Asn89-ND2, Asn99-ND2 as well
as Gln120-NE2. In case of the TRC technique we observe that the distances between the atoms
Asn89-ND2 and FMN-O4, as well as the atoms Gln120-NE2 and FMN-O4, remain stable over the
whole simulation time, while the distance between the atoms Asn99-ND2 and FMN-O4, after a
sharp increase at around 1 ns, fluctuates about an average value of 8 A˚ with a large magnitude.
By contrast, in case of the PME technique the distances between the atoms Asn89-ND2 and
FMN-O4, as well as the atoms Asn99-ND2 and FMN-O4, fluctuate with a moderate magnitude
around their average values up to 17 ns, followed by a sharp transition and stabilization around
new average values. This sudden structural re-arrangement of the H-bond network concords
well with the change in distance between the reaction centers Cys57-S and FMN-C4a at the
same simulation time. Moreover, we observe by comparing the results from the TRC and PME
technique that after the simulation time of 17 ns nearly the same distances are reached for the
reaction centers Cys57-S and FMN-C4a, as well as the H-bond centers Asn99-ND2 and FMN-
O4. To analyze these local structural changes on a molecular basis, we visualize in Fig. 10.4
the representative structures before and after the re-arrangement of amino acids, generated with
the TRC and PME technique. If we first compare the two conformations in the Figs. 10.4a and
10.4b obtained with the TRC simulations before and after the structural re-arrangement at 2 ns,
we notice that the arrangement of the amino acids with respect to FMN remains essentially the
same, but the distances of Cys57 and Asn99 with respect to FMN become larger in agreement
with the observations made in Fig. 10.3. By next comparing the conformation obtained with the
PME technique before the structural re-arrangement, i.e. Fig. 10.4c, with the crystal structure
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Figure 10.4.: Representative local configurations of amino acids surrounding the FMN chro-
mophore, obtained with the NIT TRC and PME technique [(a) configuration at
start of production phase with TRC NIT. (b) configuration at 20 ns with TRC
NIT. (c) configuration at start of production phase with PME NIT. (d) configura-
tion at 20 ns with PME NIT].
of Fedorov et al. in Fig. 10.2b, we conclude that in the initial part of the production phase the
amino acids surrounding the FMN remain stable and fluctuate around the average positions,
preset by the starting crystal configuration. In particular, we note that in this time range the
carbonyl-oxygen atoms O2 and O4 on FMN are twice H-bonded by the hydrogen atoms of the
amino acid pairs Gln120 and Asn99 as well as Asn89 and Gln61, respectively. By subsequently
comparing the conformations obtained with the PME technique before and after the structural
re-arrangement in the Figs. 10.4c and 10.4d, we see that the amino acids Gln120, Asn99, Asn89
and Gln61 in the latter case have been displaced with respect to the FMN plane, resulting in
the formation of a new H-bond network and leaving the orientations of the amino acids with
respect to each other unchanged. Moreover, we note that the carbonyl-oxygen atom O4 on FMN,
which was originally twice H-bonded with the surrounding amino acid pair Asn99 and Gln120,
becomes now singly H-bonded with the amino acid Asn89 in the time range after 17 ns. This
observation is sustained by the drop in the distance at 17 ns of the H-bond centers Asn89-ND2
and FMN-O4 in Fig. 10.3b. Moreover, we further deduce from the Figs. 10.4c and 10.4d that
the thiol group of the Cys57-residue, which was originally located close to the reactive C4a-
atom, has in the new configuration re-oriented towards the aromatic benzene ring of the FMN.
To analyze this issue in more detail, we present in Fig. 10.5 the distance between the reactive
82
10.1. Introduction
Figure 10.5.: Distance between the atoms FMN-C8 and Cys57-S, obtained with the NIT PME
technique.
C8-position on the benzene ring of FMN and the reaction center Cys57-S, calculated with the
NIT PME technique. We deduce from the figure that in the time range after 17 ns, the thiol
group gets about 4 A˚ close to the FMN-C8 position, which enables orbital overlap between the
new reaction centers and hinders at the same time the process of adduct formation as we will
see in the further development. Therefore, the abrupt re-arrangement of the amino acids Cys57,
Asn89, Asn99 and Gln120 in vicinity to the FMN indicates the existence of an additional dark-
state configuration. This configuration is only temporary stable and can switch reversibly back
to the original configuration. The latter conclusion is supported by our simulation results for
the dimers, composed either from LOV1-domains in their dark or light-state form. In the Figs.
10.11a and 10.11b we present the distances between Asn89-ND2 and FMN-O4 in both monomers
of the dark-state (black) and light-state (red) dimers, respectively. From both dark-state curves,
we deduce that the distances reversibly jump from about 5.5 A˚ to 3.5 A˚ in both monomers of
the dark-state dimer, which agrees well with the behavior of the same quantity in Fig. 10.3b
of the dark-state monomer. In the time ranges, where the distance between Asn89-ND2 and
FMN-O4 in the dimer is at 3.5 A˚ , the carbonyl-oxygen atom O4 on FMN becomes singly H-
bonded with the amino acid Asn89, which is characteristic for the second dark-state conformer
observed in the monomeric LOV1-domain at 17 ns in Fig. 10.3b. By contrast, in the time ranges,
where the distance between Asn89-ND2 and FMN-O4 is at 5.5 A˚ , Asn89-ND2 forms an H-bond
with the carbonyl-oxygen atom O2, which is characteristic for the first dark-state conformer.
The second conformer can be suppressed upon illumination through adduct formation, as we
can deduce from the corresponding results for the light-state dimer in the Figs. 10.11a and
10.11b. From these observations, we conclude that both dark-state configurations must be part
of an equilibrium distribution of dark-state conformers, which can be influenced through light
activation. These findings concord well with the results from the experiments of Kennis et al.
[46], in which the molecular mechanism of signal transduction of the phot1 LOV2-domain from
Avena sativa AsLOV2-Jα has been investigated using FTIR spectroscopy. In their study a
structural heterogeneity for AsLOV2-Jα has been reported, involving two different equilibrium
populations of C4=O conformers coexisting in the dark. These two conformers were characterized
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Figure 10.6.: Representative configurations showing the orientations of the Cys57-thiol group
with regard to the FMN ring (a) before and (b) after the structural re-arrangement,
obtained with the NIT PME technique.
Figure 10.7.: Protein structure of the wild-type LOV1-domain at different times using the NIT
PME simulation technique [(a) hydrophilic side at start of production phase. (b)
hydrophilic side at 20 ns. (c) hydrophobic side at start of production phase. (d)
hydrophobic side at 20 ns].
by different C4=O-carbonyl stretching frequencies, which could be attributed either to a singly
or twice H-bonded C4=O. Moreover, they have been found to display slightly shifted UV-Vis
absorption spectra, resulting in a structured absorption band at 475 nm at room temperature
and a splitting of this band at low temperatures. Kennis et al. proposed that in case of the singly
H-bonded conformer an H-bond is formed between the hydrogen of the amino group of Gln120
and FMN-O4, while in our study we find in contrast that an H-bond is formed between the
amino acid Asn89 and FMN-O4. In the following we will analyze in more detail the structural
changes involving the amino acid Cys57, because of its role as a reactive residue in the adduct
formation process. To this end, we show in Fig. 10.6 representative structures corresponding
to different thiol orientations before and after the structural re-arrangement. By comparing
both structures, we recognize that through the structural re-arrangement the Cys57-thiol group
rotates about an angle of 50 o with regard to the FMN longitudinal axis and tends towards the
C8-position of the FMN. It is worth noting in this context that such configurations have been
proposed in various experimental works. In their x-ray diffraction experiments Fedorov et al.
[11] detected two Cys57-rotamers with an occupancy ratio of about 70 % : 30 %, where in the
more occupied conformation the thiol group of Cys57 is located about 3.8 A˚ from FMN-C5a and
4.4 A˚ from FMN-C4a, while in the less occupied conformation the thiol group is located about
3.5 A˚ from FMN-C4a. These findings have been confirmed by the FTIR difference spectroscopy
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Figure 10.8.: Secondary structure analysis of NIT simulation trajectories of the wild-type LOV1-
domain, using different electrostatic calculation techniques [(a) TRC technique. (b)
PME technique].
experiments of Bednarz et al. [41]. They found that the two conformations are characterized by
two different S-H vibrational modes of Cys57, which can be assigned to an H-bond-free state
and an H-bonded state. In our simulation study we find that the FMN-N5-atom stays H-bonded
with the reactive Cys57-residue in the time range before the structural re-arrangement, while the
H-bond gets disrupted in the time range after the re-arrangement. Kennis et al. [197] suggested
in case of LOV2 that the presence of the thiol group of the reactive cysteine residue in vicinity
of the aromatic ring of FMN shifts the resonance equilibrium away from the oxidized form of
FMN to one of its quinoid forms, which is depicted in Fig. 10.12. They concluded this by
comparing vibrational spectra from fluorescence line narrowing experiments of the wild-type
LOV2 species AsLOV2 and Phy3LOV2 with a cysteine-less mutant AsLOV2-C450A [197]. They
found that the mutant shows small but significant frequency shifts of the FMN-ring vibrations
as well as of the C2=O mode with respect to the wild-type species, similar to those found
in FMN-model systems with an electron-donating group substituted at the C8-position of the
FMN. Such substituents are known to induce a quinoid character to the electronic structure
of oxidized flavin [198, 199, 200, 201], although with smaller absolute frequency shifts than in
case of the non-covalently bound cysteine residue. Kennis et al. concluded that the induction
of the quinoid resonance structure by the Cys57-residue may consequently strengthen the H-
bond between the amino group of Asn89 and FMN-C2=O and stabilize in this way the H-bond
network configuration that enables adduct formation. Moreover, they proposed that it increases
the intersystem crossing (ISC) rate by rapid generation of the reactive FMN-triplet state, leading
to a shortening of the FMN-singlet excited-state lifetime. These conclusions are consistent with
several experimental studies, which state that the presence of the reactive cysteine at about 4
A˚ of the FMN [205, 11, 55] is responsible for a shortening of the singlet excited state lifetime
and increase of the ISC rate by a factor of 2-3 as compared to FMN in solution [202, 197] or
cysteine-less mutants [203, 204]. In this context it is worth pointing out that in LOV-domains
an efficient ISC rate is crucial. This relates to the fact that the biologically active adduct state is
generated from the first excited triplet state of FMN, which is itself formed through ISC from its
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Figure 10.9.: Kinetic temperatures from the FMN chromophore (black), the apo-protein (red) as
well as the solvent (green) of the wild-type LOV1-domain-solvent system, obtained
by using the NIT strategy in conjunction with different electrostatic calculation
techniques [(a) TRC technique. (b) PME technique].
first excited singlet state with a high quantum yield of about 60-80 % [206, 202, 1, 203, 207, 208].
In several experimental studies [202, 203, 11] it has been speculated that the enhanced ISC
rate in LOV-domains is caused by a heavy-atom effect, induced by an interaction between the
cysteine sulfur and the flavin isoalloxazine ring. This issue has subsequently been investigated
in more detail in a series of theoretical studies. Dittrich et al. [48] performed quantum chemical
calculations for the first excited triplet state of the FMN-related model compound lumiflavin at
the ROHF/6-31G(2d,2p) level of theory and concluded from analyzing resulting Mulliken spin
populations that a significant fraction of unpaired spin density is localized on the C4a- as well as
the C8-position of lumiflavin. Salzmann et al. [209, 210] demonstrated that not only the ordering
of low-lying potential energy hypersurfaces, but also the mechanism of triplet generation in case
of FMN-related compounds significantly depends on the environment. In a recent work Salzmann
et al. [211] explored the ground and low-lying excited states of FMN in the LOV-domain of the
blue-light photosensor YtvA of Bacillus subtilis by means of combined QM/MM methods. They
found increased spin-orbit coupling between the initially populated S1-state and the T1- and
T2-states in YtvA-LOV, compared to free lumiflavin in water. In addition, an external heavy-
atom effect was observed when the sulfur atom of the nearby cysteine residue was included in the
QM region, which is in line with experimental findings. The electronic interaction between the
piH−1-molecular orbital of the isoalloxazine ring and the pS-lone pair on sulfur was particularly
pronounced for the conformation, where the thiol group of the reactive cysteine residue C62 tends
towards the aromatic ring away from the C4a-position of FMN. Similar structural heterogeneities
of the reactive cysteine residue have also been found in MD investigations with LOV2-domains
[43, 50]. However, no structural re-arrangement of the surrounding amino acids have been
detected in these cases. In summary, based on our calculation results and the conclusions from the
comparative works presented previously, we retain that the LOV1-domain from Chlamydomonas
reinhardtii is able to alter its ISC rate from the first excited singlet state to the first excited
triplet state by adjusting the orientational distribution of the thiol group of the Cys57-residue
towards the C4a- and C8-position. The regulation takes place by stabilizing the unpaired spin
fractions at the sites FMN-C4a as well as FMN-C8 through electronic interaction between the
p-lone pair sulfur orbitals of Cys57 with the pi-molecular orbitals of the FMN.
To understand the effect of the change of the local H-bond network surrounding the FMN on the
overall secondary structure of the LOV1-domain, we study next the overall protein conformations
for different local arrangements of amino acids, obtained in different time ranges of our NIT
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Figure 10.10.: Distance of characteristic atoms on the FMN chromophore to atoms of the sur-
rounding amino acids, calculated with the PME technique using the NIT (black)
and IT (red) thermostating strategy [(a) Cys57-S - FMN-C4a. (b) Asn89-ND2 -
FMN-O4. (c) Asn99-ND2 - FMN-O4. (d) Gln120-NE2 - FMN-O4].
PME simulations. In the following we first examine the hydrophilic side of the protein domain
by visualizing in the Figs. 10.7a and 10.7b the protein conformations, obtained before and after
the structural re-arrangement of amino acids respectively. From the figures, we observe that
a quite large α-helical element, comprising the sequence of amino acids from 32 up to 38 and
denoted as Dα in Fig. 10.1, disappears in the second dark-state conformer after the structural
re-arrangement at 17 ns and is converted into an extended unstructured protein chain. This
process goes along with the re-orientation of the thiol group of the Cys57-residue towards the
FMN-C8 position on the benzene ring of the FMN as well as the re-arrangement of the amino
acids Asn89, Asn99 and Gln120 surrounding the FMN. Next, we consider in the Figs. 10.7c and
10.7d the corresponding hydrophobic side of the LOV1-domain, essentially characterized by the
alignment of the β-strands. We observe that, due to the loss of structure of the Dα-helix, the
tightening of the β-sheet is reduced and the flexibility of the β-strands is augmented in the second
dark-state conformer, which increases the ability of the LOV1-domain for dimerization through
this site with other LOV-domains or the kinase. As demonstrated in the Figs. 10.11a and 10.11b
on the example of dimers formed from the dark-state LOV1-domains, this conformer is only
temporary stable both in its monomeric and dimeric form, and can reversibly switch back to the
original configuration. This indicates that the LOV1-domain is able to modulate its dimerization
tendency in the dark through this α-helical element by increasing its capacity to adjust onto the
hydrophobic surface of its respective partner domain. These conclusions are confirmed through
our simulation results for various α-helical elements of the LOV1 dimer presented in Fig. 10.13,
where we considered both monomers either in their dark or light-state form. In these graphs
we show the center-of-mass distances as a function of simulation time between α-helices located
on different LOV1-domains. From the Figs. 10.13a and 10.13b, we deduce that after an initial
adjustment phase the Cα- and Fα-helices, flanking the β-sheets in the monomers, come more
close to each other by about 3 A˚ at 10 ns in the dark-state dimer compared to the light-state
dimer. This enhances the affinity of the LOV1-domains for docking via their accommodated
hydrophobic surfaces on the β-sheets. This docking process goes along with an increase of the
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Figure 10.11.: Distance between Asn89-ND2 and FMN-O4 in the dimer formed from LOV1-
domains in their dark-state (black) or light-state (red) form, obtained with the
NIT PME simulation technique [(a) monomer 1. (b) monomer 2].
distance of the Dα-helices by about 5 A˚ in Fig. 10.13c, which together with the increased
distance between the Eα-helices in Fig. 10.13d, results in an overall enlargement of the volume
of the dark-state dimer with respect to the light-state dimer. The previous analysis is confirmed
in Fig. 10.14, where we show the dimeric structures of the LOV1-domains in their dark and
light-state form after a simulation time of 20 ns. Moreover, from the fact that the structural re-
arrangement of amino acids surrounding the FMN chromophore can be suppressed through light
activation, we infer that the distribution of dark-state conformers might play a role in controlling
the docking affinity. In this context it is worth pointing out that our conclusions concord well
with several recent experimental works [3, 212], where it has been suggested that the alignment
of the β-sheets is responsible for controlling the dimerization process of the LOV1-domains and
might regulate in this way the signal intensity of the phototropin under different light conditions.
Since the equilibrium of dark-state conformers of the LOV1-domain can be influenced by light
activation or a change of external conditions like e.g. a change in temperature, shifting their
population distribution might permit to the LOV1-domain from Chlamydomonas reinhardtii
to act as a modulator, which may allow a fine-tuning of its signal response to a change in its
environment.
In order to assess the influence of different electrostatics on the conformational fluctuations
and the effect of the structural re-arrangement of amino acids near the chromophore on the
secondary structure of the LOV1-domain, we consider next in Fig. 10.8 the results from the
secondary structure analysis of the MD trajectories, obtained with the NIT TRC and PME
simulation technique. By comparing the parts of the sequence forming β-strands, we observe
that, although the overall secondary structure is preserved with both simulation strategies, the
TRC technique provides larger fluctuations in comparison to the PME technique, leading to a
reduction in size of the β-strands. Similar reduction in size can be observed for the α-helical
elements known as the Fα- and Cα-helices, comprised between the residue numbers 50 and 64
as well as 22 and 30 respectively. Another clear difference between both techniques appears in
the secondary structure in vicinity of the chromophore. While the TRC technique favors the
formation of the Eα-helix after 12 ns within the range of residue numbers 41 to 46, the PME
technique favors the disappearance of the Dα-helix after 17 ns, which directly correlates with
the structural re-arrangement of the amino acids around the chromophore depicted in the Figs.
10.4c and 10.4d. The direct response of the secondary structure to local re-arrangements of the
H-bond network in conjunction with the preservation of the remaining secondary structure of
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Figure 10.12.: Electronic structure of the quinoid form of FMN, induced by the influence of
Cys57-S on the benzene ring of FMN.
the protein domain indicates that the NIT PME technique has generated an additional dark-
state conformer of the wild-type LOV1-domain in the time range after 17 ns. By contrast, the
formation of the Eα-helix in case of the TRC technique cannot be correlated with a local re-
arrangement of the amino acids near the chromophore, as can be deduced from the Figs. 10.4a
and 10.4b. The generation of this new helical element appears to take place at the expense of
a weakening of the binding interaction with the chromophore and a strengthening of low-mode
fluctuations, leading to a partial destabilization of the remaining secondary structure. This
tendency can further be confirmed by regarding the kinetic temperature across the LOV1-domain-
solvent system, which is an important indicator for assessing the stability of the simulation and
efficiency of the thermostating scheme. To this end, we show in Fig. 10.9 the time-evolution of
the kinetic temperatures from the FMN chromophore (black), the apo-protein (red) as well as
the solvent (green), obtained by using the NIT strategy in conjunction with the TRC as well
as PME technique. In case of the TRC technique we observe a slow drift of the temperature
of the FMN chromophore and protein, which relates to the fact that the system is unstable
due to the electrostatic calculation technique. This behavior is also reflected by considering the
average kinetic temperatures produced by the TRC technique: < TFMNTRC >= 308.262±42.5179 K,
< TproteinTRC >= 307.428±8.66738 K and < TsolvTRC >= 300±2.12618 K. By contrast, in case of the
PME technique the kinetic temperatures are perfectly stable over the entire simulation run and
fluctuate around the externally imposed temperature of 300 K, differing solely in the magnitude of
the fluctuations. The PME technique provided the following average temperatures: < TFMNPME >=
300.871 ± 41.2056 K, < TproteinPME >= 301.082 ± 7.52788 K and < TsolvPME >= 300 ± 2.12519 K.
The larger fluctuations of the FMN chromophore can easily be explained by the fact that in
the dark-state of the LOV1-domain the chromophore is unbounded in the binding pocket, which
results in stronger fluctuations. In conclusion, these observations provide further evidence that
the NIT PME technique is more reliable compared to the TRC technique in reproducing the
structures and conformational behavior of the LOV1-domain-solvent system.
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Figure 10.13.: Center-of-mass distance between α-helices on different monomers from the dark-
state (black) and light-state (red) dimer [(a) Cα-helix - Cα-helix. (b) Fα-helix -
Fα-helix. (c) Dα-helix - Dα-helix. (d) Eα-helix - Eα-helix].
As we discussed in Section 9.4, the protein dynamics, besides the electrostatics, can also be
tremendously affected by the thermostating procedure. To investigate this aspect, we performed
simulations with the PME technique, using the IT and NIT strategy introduced in the same
section. The effects on the dynamics are shown in Fig. 10.10, where we plot the distances of
characteristic atoms on the FMN chromophore to atoms of the surrounding amino acids. From
the figures, we deduce that both thermostating strategies provide a different dynamical behavior
of the amino acids near to the chromophore. The IT strategy favors equilibrium fluctuations
around the starting crystal configuration by enforcing the same temperature in each part of
the system at any time of the simulation. This causes that configurations far from this local
equilibrium configuration are suppressed and the system cannot drift towards a new equilibrium
configuration. The NIT strategy, by contrast, avoids this problem by only thermostating the
solvent, which permits the system also to sample configurations far from equilibrium. This is
reflected by the sudden local re-arrangement of the amino acids at 17 ns and the emergence of
a new local equilibrium configuration. By considering that both configurations are in agreement
with the experimental observations discussed previously, we conclude that the NIT strategy
provides a better thermostating strategy for simulating the protein dynamics and sampling the
distribution of dark-state conformers realistically.
The importance of the distribution of dark-state conformers for the functionality of the LOV1-
domain still needs to be assessed through theoretical as well as experimental means. However,
it is plausible that, through a shift in the population distribution of inter-converting states, the
LOV1-domain is able to adapt to a change of the external conditions, like e.g. a temperature
change, and/or the solvation environment. This might permit the LOV1-domain to act as a
modulating sensor with adjustable dark-state activity.
90
10.1. Introduction
Figure 10.14.: Protein structure of the dark-state (green) and light-state (red) dimer at a simu-
lation time of 20 ns, obtained with the NIT PME simulation technique.
10.1.2. Conclusions
In summary, in the present study we investigated the influence of the calculation procedure on
the dark-state conformers of the wild-type LOV1-domain from the green algae Chlamydomonas
reinhardtii in its monomeric and dimeric form. In particular, we considered the effect of differ-
ent long-range electrostatic calculation techniques and thermostating strategies on their solution
structures and conformational fluctuations. To this end, we first compared MD simulation results
generated with the particle-mesh Ewald and the computationally less expensive twin-range-cutoff
technique. The former technique has been suspected in previous works to suppress conforma-
tional fluctuations of peptides and small proteins because of artificial periodicity, while the second
technique has been found to lead to an unrealistic destabilization of local configurations. In the
particle-mesh Ewald case we find two local configurations of the amino acids surrounding the
FMN chromophore, which can reversibly be inter-converted into each other. In the crystal-like
dark-state conformer the carbonyl-oxygen atom O4 on FMN is twice H-bonded by the surround-
ing amino acid pair Asn99 and Gln120. In the second dark-state conformer the carbonyl-oxygen
atom O4 on FMN becomes singly H-bonded with the amino acid Asn89, in agreement with
experimental observations. Moreover, the thiol group of the reactive Cys57-residue, which in
the crystal-like conformer is located close to the reactive center FMN-C4a, points in the second
dark-state conformer away from this site in direction to the benzene ring of the FMN. Through
electronic interaction with the C8-position on this ring, the thiol group can cause a stabilization
of the quinoid resonance structure of the FMN and lead to an enhancement of the ISC rate,
which promotes the population of the reactive FMN-triplet state from which the biological ac-
tive adduct state of the protein is generated. Our calculations and the comparative experimental
results indicate that the LOV1-domain from Chlamydomonas reinhardtii is able to alter the ISC
rate and rate of adduct formation by adjusting the population distribution of dark-state conform-
91
10. MD-study on dark-state of LOV1 from Chlamydomonas reinhardtii
ers. To understand the effect of the local arrangement of amino acids around the chromophore
on the overall solution structure of the LOV1-domain, we also compared the protein secondary
structures of the two dark conformers. In the second dark-state conformer we observed the disap-
pearance of an α-helical element, denoted as the Dα-helix, in conjunction with an augmentation
of the flexibility of the β-strands, which might increase the capacity of the LOV1-domain to
adjust on the hydrophobic surfaces of other LOV-domains or the kinase. Therefore, shifting the
population distribution towards one or the other conformer via a change of external conditions,
like e.g. a temperature change, might permit to the green algae Chlamydomonas reinhardtii to
regulate the affinity for dimerization of the LOV1-domains in the dark and provide a mechanism
for modulating the response under low-light conditions. In case of the twin-range-cutoff technique
a weakening of the H-bond interactions between the chromophore and the apo-protein as well as
a strengthening of low-mode fluctuations is observed, leading to a partial destabilization of the
protein secondary structure. Overall, we can say that the twin-range-cutoff technique leads to
larger conformational fluctuations resulting in a destabilization of the secondary structure of the
protein domain, whereas the PME technique leads to conformational fluctuations in consistency
with experimental observations.
Another major goal of this work was to study the effect of the thermostating strategy on the
local arrangement of amino acids around the FMN and the conformational fluctuations of the
dark-state conformers. To analyze this aspect, we investigated the usefulness of the NIT tech-
nique, where the protein solute is only indirectly coupled to the thermostat via the surrounding
solvent. We compared this strategy to the standard IT thermostating strategy, where individual
thermostats are coupled to both the solute and the surrounding solvent. From our investigation,
we deduce that both thermostating strategies provide a different dynamical behavior of the amino
acids near to the chromophore. The IT strategy favors equilibrium fluctuations around the start-
ing crystal structure by enforcing the same temperature in each part of the system at any time
of the simulation. This causes that configurations far from this local equilibrium configuration
are suppressed and the system cannot drift towards a new local equilibrium. The NIT strategy,
by contrast, avoids this problem by only thermostating the solvent, which enables the protein
to sample configurations far from equilibrium. This permits the sudden local re-arrangement of
the amino acids to take place, leading to the emergence of a new local equilibrium configuration.
Since the resulting solution structure is in agreement with experimental observations, we conclude
that the NIT thermostating strategy provides a better thermostating strategy for simulating the
protein dynamics and sampling the distribution of dark-state conformers realistically.
Finally, our investigation indicates that, through a shift in the population distribution of
dark-state conformers, the LOV1-domain is able to adapt its reactivity to a change of external
conditions and act in this way as modulating sensor. However, the role of the different dark-state
conformers for the functionality of the LOV1-domain still needs to be assessed in its natural en-
vironment. This requires the development of novel reliable cost-effective computational methods,
to treat multiple length scales [128] and long-range interactions [213] effectively.
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Figure 11.1.: Structural characteristics of the LOV1-domain. (a) Protein tertiary structure of the
wild-type LOV1-domain, obtained by Fedorov et al. using x-ray diffraction mea-
surements [11] (MD-starting structure). (b) FMN-chromophore with surrounding
Cys57-residue for the CFN-adduct state as well as MM-adduct state (C-atom: cyan,
S-atom: yellow, H-atom: white, O-atom: red, N-atom: dark blue).
11.1. Introduction
In the following sections we elucidate the early processes of the signal transduction pathway of
the wildtype LOV1-domain from Chlamydomonas reinhardtii on the molecular level, using the
MD-simulation method. A particular focus will be put on the understanding of the effect of the
covalent-bond formation as well as the charge redistribution at the FMN-chromophore on the
conformational changes of the CFN-adduct state. To this end, we compare the calculation results
of the wildtype LOV1-domain in its dark and CFN-adduct state form to the MM-adduct state of
the Cys57Gly-mutant (LOV1-Cys57Gly). The latter system is characterized by the same charge
distribution on the FMN-chromophore as the CFN-adduct state, however it lacks the covalent
bond between the FMN-chromophore and the apo-protein. We compare the calculation results
with the available experimental data and demonstrate that the covalent-bond formation upon
blue-light activation has a major influence on the response of the LOV1-domain. Moreover, our
study will provide us new insights about the molecular mechanism and the functional role of the
LOV1-domain.
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11.1.1. Generation of starting structures
As starting structure for our dark-state simulation, we used the dark-state crystal structure of
the wild-type LOV1-domain from Chlamydomonas reinhardtii, which was determined through
x-ray diffraction measurements by Fedorov et al. [11] (PDB-code: 1N9L) and whose tertiary
structure is visualized in Fig. 11.1a. To create the initial structure for our simulation of the
cysteinyl-FMN CFN adduct of the wildtype LOV1-domain, we employed the dark-state crystal
structure previously mentioned and generated a CFN-adduct by forming a covalent bond between
the Cys57-S and FMN-C4a, as explicitly described in section 3.6. Similarly, we created the MM-
adduct of the LOV1-Cys57Gly-mutant by using the same dark-state crystal structure and forming
a covalent bond between the MM and FMN-C4a. This latter state solely differs from the CFN-
adduct state through the lack of the covalent linkage between the reactive cysteine residue Cys57
and the FMN-chromophore (see Fig. 11.1b).
11.2. Results and discussion
11.2.1. Structural fluctuations during signaling process
Figure 11.2.: Fluctuations of amino acids in the LOV1-domain. Root-mean square fluctuation of
the dark-state (black) and CFN-adduct (red) state of the wildtype LOV1-domain,
compared to the MM-adduct state of the LOV1-Cys57Gly-mutant (green), as a
function of atomic number, residue number as well as secondary-structure element.
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Figure 11.3.: Fluctuations of amino acids in the LOV1-domain. (a) Structural elements with
largest change in mobility of the secondary structure of the dark-state (black) and
CFN-adduct (red) state of the wildtype LOV1-domain. (b) Tertiary structure of
the LOV1-domain with characteristic residues, identified in the RMSF-analysis as
to be involved in the signal transduction pathway.
We start the analysis of our simulation results by identifying the region of the LOV1-domain
of high and low mobility. To this end, we determine the root-mean-square fluctuation (RMSF),
which is an indicator of the flexibility or rigidity of the protein structure [214]. The eigenvectors
with the largest eigenvalues represent the collective motions that characterize the flexible degrees
of freedom, whereas the smallest values represent the most constrained degrees of freedom. To
clarify the role of the covalent-bond formation and change of the electrostatic distribution on
the FMN-chromophore upon adduct formation, we compare in Fig. 11.2 the RMSF’s for the
dark-state and CFN-adduct state of the wildtype LOV1-domain to the one of the MM-adduct
state of the LOV1-Cys57Gly-mutant. By analyzing the first eigenvector, we observe that in
the range of residue numbers from 20 to 30 significant differences occur between the RMSF
of the CFN-adduct state and the one of the MM-adduct state. A similar deviation from the
RMSF of the MM-adduct state can be observed in case of the wildtype dark-state in the second
eigenvector. This region corresponds to the linker region between the Aβ- and Bβ-strands. A
second major deviation occurs in the second eigenvector in the range of residue numbers from
36 to 60, enclosing the reactive cysteine residue Cys57, between the RMSF of the CFN-adduct
state and the MM-adduct state of the mutant. The increased mobility in this region in the CFN-
adduct state relates to the propagation of the stress to its surrounding amino-acid environment,
triggered by the covalent-bond formation between Cys57 and FMN-C4a. To provide an overview
of the secondary structural elements primarily affected by the adduct formation process, we have
visualized the regions with the largest RMSF in Fig. 11.3a. We recognize that the generation of
the CFN-adduct induces an increased mobility in the Cα-, Dα- and Eα-helices on the hydrophilic
side of the LOV1-domain, extending to a salt bridge between Glu51 and Lys92 at the surface of
the protein. This observation is in agreement with the conclusions made by Iwata et al. [44] from
the FTIR-spectroscopic measurements on the LOV1-domain of Adiantum Phytochrome3, who
found that the changes in the secondary structure mainly take place in the region around Cys57,
corresponding to the turn structure. An additional difference in the RMSF can be detected in the
range of residue numbers from 70 to 82, located on the hydrophobic side of the LOV1-domain,
between the dark-state and MM-adduct state of the mutant. We conclude from this observation
that the change of the charge distribution upon adduct formation, but without the covalent-bond
constrain, in the MM-case induces a reduction in mobility of the Fα-helix and the linker region
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between the Fα-helix and the Gβ-strand.
11.2.2. Signal propagation near to reactive cysteine Cys57
To study the molecular details of the stress propagation following the covalent-bond formation
and charge redistribution on the FMN-chromophore, we consider next in Fig. 11.4 the distances
between characteristic atoms, identified in the previous RMSF-analysis as to be involved in the
signal transduction pathway, as a function of simulation time. In the graphs we compare the
results of the dark-state (black) and CFN-adduct state (red) to the MM-adduct state of the
LOV1-Cys57Gly-mutant (green). The amino acids under consideration are represented in Fig.
11.3b. In Fig. 11.4a we show the distance between Asn56-N and FMN-O4 versus simulation
time for all three species. We recognize that the curve of the CFN-adduct state shows a sudden
drop of about 2 A˚ at a simulation time of 5000 ps, while the curves of the dark state and MM-
adduct state remain stable over the whole simulation time. This shift in the distance relates
to the stress release, originating from the covalent-bond formation between Cys57 and FMN-
C4a. The stress then continues to evolve along the backbone chain, as can be deduced from
the jumps in the distance between Glu51-N and FMN-O4 in Fig. 11.4b as well as Arg58-CZ
and Asp31-OD2 in Fig. 11.4c of the CFN-adduct state curves. We emphasize that Arg58 is
located in the center of a H-bond network and forms H-bonds with the FMN-phosphate as well
as Asp31. It is apparent that both curves start to deviate at around 5000 ps, but return to
their initial values at 15000 ps after full stress relaxation. In this time range the temporary
increase in the distance between Arg58-CZ and Asp31-OD2 leads to a weakening of the H-bond
between both residues. Since, by contrast, these distances in case of the MM-adduct state do
not show a similar response, we conclude that the stress propagation along the backbone chain
must be a consequence of the covalent-bond formation between Cys57 and FMN-C4a. We point
out that the implication of the residues Arg58 and Asp31 in the signal transduction pathway of
the LOV1-domain of Chlamydomonas reinhardtii was investigated by Losi et al. [208] through
introducing point mutations at both sites. By then performing photoacoustic measurements
with these mutants, they found that substitution of Arg58 significantly influence the H-bonds
formed with Asp31 and the FMN-phosphate group, ultimately affecting the light-induced volume
changes of the LOV1-domain. Besides Arg58, they recognized that substitution of Asp31 also
exhibits well-detectable but smaller effects. Moreover, they concluded from their experiments
that the covalent-bond formation between Cys57 and FMN-C4a causes a larger displacement of
Asn56, which follows the Cys57-movement toward the FMN-chromophore, and brings it closer to
Arg58. This goes along with the breakage of the H-bond between Asn99-ND2, which is attached
to the Hβ-strand, and FMN-O4, as can be observed in Fig. 11.4d. The rearrangement of amino
acids helps stabilizing the photoadduct and is reversed during the dark-state recovery reaction.
This conclusion agrees well with the shifts and the subsequent recovery of the distances between
Asn56-N and FMN-O4 as well as between Glu51-N and FMN-O4, observed in the Figs. 11.4a
and 11.4b respectively. Because the H-bond between Arg58 and Asp31 connects the peripheral
Aβ- and Bβ-strands to the coil region between the Eα and Dα-helices, we conclude that its
disruption in the adduct state can lead to a large change of the volume of the protein domain,
which results from the covalent-bond formation between Cys57 and FMN-C4a. By contrast in
case of the MM-adduct state of the LOV1-Cys57Gly-mutant no abrupt changes are observable for
the amino acids previously mentioned over the entire simulation run. This indicates that, if the
covalent bond between Cys57 and FMN-C4a is lacking, no stress can be built up and propagate
along the backbone chain, which would permit to transmit the signal to the peripheral part
of the protein. Moreover, it demonstrates that the light-induced spatio-dynamical changes are
only weakly affected by a change of the charge distribution on the FMN-chromophore. Similar
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observations can be made in case of the dark-state. The jump in the distance between Glu51-
N and FMN-O4, observed in Fig. 11.4b, around 17000 ps is caused by a displacement of the
chromophore in the binding pocket and therefore cannot be attributed to the displacement of the
backbone chain, as in case of the adduct state. This is confirmed by a similar jump appearing
at the same simulation time in the dark-state curve for the distance between Asn99-ND2 and
FMN-O4, shown in Fig. 11.4d. In conclusion, we retain that the formation of a covalent bond
between Cys57 and FMN-C4a induces a characteristic signal, transmitted via stress propagation
through the outer peripheral of the protein domain, causing a change of its surface properties.
11.2.3. Salt bridge between Glu51 and Lys92
Figure 11.4.: Inter-atomic distances from characteristic residues surrounding the FMN-
chromophore and/or located on the hydrophilic side of the LOV1-domain as a
function of simulation time. (a) Asn56-N - FMN-O4. (b) Glu51-N - FMN-O4.
(c) Asp31-OD2 - Arg58-CZ (d) Asn99-ND2 - FMN-O4. In the graphs we compare
the curves of the dark-state (black) and CFN-adduct (red) state to the MM-adduct
state of the LOV1-Cys57Gly-mutant (green). All these residues have been identified
in RMSF-analysis as to be involved in the signal transduction pathway.
In previous works [49, 215] it was speculated that a salt bridge between Glu51 and Lys92 is
involved in the signaling process of the LOV1-domain. To investigate this issue in more detail, we
plot in Fig. 11.5 histograms of the distance between Glu51 and Lys92, performed over different
time ranges. In Fig. 11.5a we first compare the histograms, taken over the entire simulation
run, of the dark-state (black) and CFN-adduct state (red) to the MM-adduct state of the LOV1-
Cys57Gly-mutant. We see that the dark-state curve possesses one major peak with a maximum
centered around a distance of 0.23 nm, as well as a broad tail at larger distances with much
smaller magnitude. By contrast, the corresponding histograms of the CFN-adduct and MM-
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Figure 11.5.: Histogram of the distance between Glu51 and Lys91, characterizing a salt bridge
on the hydrophilic side of the LOV1-domain, in different time ranges. (a) 20 ns-
trajectory for the dark-state (black), CFN-adduct state (red) and MM-adduct state
of the LOV1-Cys57Gly-mutant. (b) CFN-adduct state in the time range between
0-5 ns (black), 5-10 ns (red), 10-15 ns (green) and 15-20 ns (blue).
adduct states show two main peaks of almost similar height centered around 0.23 nm and 0.43
nm, which indicates that the salt bridge is partly dissociated in these cases. The agreement of the
histograms of both species is rather surprising, since in case of the mutant no stress is propagated
towards the surface, which would permit to dissociate the salt bridge. To analyze this issue in
more detail, we consider in Fig. 11.4c the distance characterizing the H-bond between Arg58-
CZ and Asp31-OD2 of the CFN-adduct and MM-adduct states. By comparing both curves, we
recognize that in case of the mutant the distance fluctuates with large magnitude, which relates
to the fact that Arg58 is rather flexible in the binding pocket and leads to a permanent rupture
of the H-bond between Arg58-CZ and Asp31-OD2. In case of the dark-state curve we observe a
moderate jump in the distance starting at around 8000 ps, which is much smaller than the jump
of the adduct state curve, taking place at 5000 ps. The increase in the former case correlates
with a temporary shortening of the distance between Cys57 and FMN-C4a. This confirms the
conclusions of Gardner et al. [216, 217], made from solution NMR-measurements on the LOV2-
Jα-system, that the conformations dominant in the lit state also exist in the dark-state, but
with lower statistical weight. In our case the pseudo-lit state conformations can be considered
as high-energy dark-state conformations, where the Cys57 is temporary attracted by the FMN-
C4a through H-bond formation between the H-atom of the thiol group and FMN-N5. Let us
next study the time-behavior of the Glu51-Lys92-salt bridge during the signaling process of the
LOV1-domain. To this end, we analyze in Fig. 11.5b the histogram of the distance between
Glu51 and Lys92 of the CFN-adduct state in the time ranges 0-5 ns (black), 5-10 ns (red), 10-15
ns (green) as well as 15-20 ns (blue). Confronting these curves to the histograms of the dark and
adduct states in Fig. 11.5a carried out over the entire simulation run, we conclude that in the
initial phase of the stress propagation, i.e. 0-15 ns, two peaks are generated with an emphasis
on the larger distance. This shows that in this time range the salt-bridge is essentially broken.
Moreover, we observe that in the subsequent time range, i.e. 15-20 ns, the histogram essentially
adopts the pattern of the dark-state curve in Fig. 11.5a with a main maximum at around 0.23
nm. This demonstrates that after 15 ns the stress has fully relaxed and the salt-bridge readopts
its dark-state conformation. By further comparing these results to the dark and adduct state
curves in Fig. 11.4, we conclude that the stress, originating from the CFN-adduct formation in
the binding pocket, propagates along the residues on the backbone chain upward and downward
in sequence relative to Cys57. This causes the dissociation of the Glu51-Lys92-salt bridge at the
surface of the LOV1-domain, confirming its implication in the signal transduction pathway, as
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Figure 11.6.: Center of mass distance between α-helices on the hydrophilic side and inter-atomic
distances from characteristic residues on β-strands of the dark-state (black) and
CFN-adduct (red) state of the wildtype LOV1-domain, compared to the MM-
adduct state of the LOV1-Cys57Gly-mutant (green). (a) Eα-helix - Cα-helix. (b)
Eα-helix - Dα-helix. (c) Fα-helix - Dα-helix. (d) Fα-helix - Eα-helix. (e) Ser38-N
- Phe22-O. (f) Asn89-N - Ser38-N.
Figure 11.7.: Arrangement of β-strands of the LOV1-domain at the final simulation time of 20
ns. (a) dark-state - side view. (b) CFN-adduct state - side view. (c) dark-state -
front view. (d) CFN-adduct state - front view.
suggested in various experimental and theoretical studies. Crosson et al. [215] speculated that
the conservation of chemically-linked residues extending from the FMN to this surface salt bridge
is an indication for the involvement of this protein part in the signaling process. Furthermore,
they pointed out that, even if the salt bridge persists only 50 % of the time, it may still be useful
to modulate the structure and dynamics of the Bα-Aα’-helices as well as the Cβ-Dβ-loop in the
LOV-domain. Slight shifts in the stability of the bridge upon adduct formation could serve to
increase or decrease the structural mobility of the Bα-Aα’-helices as well as the Cβ-Dβ-loop and,
thus, affect the interaction with the LOV-partner domains. To substantiate their hypothesis, they
proposed two distinct models for describing light-driven changes in the binding affinity between
the LOV-domain and its partner domains, involving the conserved surface salt bridge previously
mentioned [215]. In an enthalpically-driven interaction model, the process of adduct formation
destabilizes the salt bridge and leads to the adoption of a distinct conformation, associated
with a different affinity for the interacting LOV-partners. By contrast, in an entropically-driven
interaction model, the same process also causes the destabilization of the salt bridge, but it
does not change the average conformation of the LOV-domain. Instead of that, it increases its
conformational flexibility, resulting in a different affinity for its interacting partners. Although
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Figure 11.8.: Secondary structural analysis from MD-simulations. (a) dark-state. (b) CFN-
adduct state of the wildtype LOV1-domain. (c) MM-adduct state of the LOV1-
Cys57Gly-mutant (d) Secondary structure elements of the LOV1-domain.
the signaling process of the LOV-domains is likely to combine features of the two models, they
favored a dynamic regulation model, where the dynamical state of the LOV-domain determines
the interaction with its partner domains. In a subsequent work Freddolino et al. [49] investigated
the structural changes, taking place after formation of the CFN-adduct, by performing MD-
simulations with the LOV1-domain of Chlamydomonas reinhardtii. Based on their simulation
results, they proposed that the LOV1-activation is induced by a change in the H-bond network
between the FMN-chromophore and the surrounding apo-protein that causes the disruption of
the highly conserved salt bridge between Glu51 and Lys91 at the surface of the LOV1-domain.
By contrast our simulation results demonstrate that, although this H-bond network plays an
important role, the major influence on the behavior of the Glu51-Lys91-salt bridge results from
the covalent-bond formation between Cys57 and FMN-C4a in the CFN-adduct state. We find
that the conformational stress, generated at the CFN-bond, mainly reaches the Glu51-Lys91-salt
bridge through the direct route along the backbone chain down to the residue Glu51, as well as
to a smaller extent through the route via the H-bond between Arg58 and Asp31.
11.2.4. Signal propagation on peripheral α-helices
To assess how the adduct formation affects the secondary structural elements on the hydrophilic
side of the LOV1-domain, we consider next in Fig. 11.6 the center of mass distances between
different α-helical elements. First of all, we display in Fig. 11.6a the distance between the Eα-
and Cα-helices of the CFN-adduct state compared to the ones of the dark-state and MM-adduct
state. We observe that the curve of the CFN-adduct state, after an initial slow decrease, stabilizes
after 5000 ps around an average value of 1.35 nm. By contrast, in case of the dark-state and MM-
adduct state the quantity remains stable over the whole simulation run and deviates in average
from the CFN-adduct state curve by about 0.2 nm. A similar behavior is observed in Fig. 11.6b,
in which we visualize the center of mass distance between the Eα- and Dα-helix. We point out
that the Dα-helix, characterized by the range of residue numbers from 49 to 52, contains Glu51,
which is the amino acid forming a salt bridge with Lys92. While the curves of the dark-state and
MM-adduct state show a stable behavior over the whole simulation run, we see that the curve
of the CFN-adduct state undergoes an abrupt drop in the distance at around 5000 ps, which
is followed by a slow increase of the quantity indicating a systematic recovery up to the end of
the simulation run. Similar perturbations at the same simulation time can also be detected in
the distance curves between the Fα- and Dα-helix, shown in Fig. 11.6c, as well as between the
Eα- and Fα-helix, shown in Fig. 11.6d. Comparing these observations with the ones from the
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histograms over 5 ns-time intervals of the distance between Glu51 and Lys92 in Fig. 11.5b, we
conclude that the rearrangement at 5000 ps and subsequent conformational relaxation of the
α-helical elements correlates with the breakage and subsequent recovery of the Glu51-Lys92-salt
bridge, confirming that this salt bridge is indeed involved in the signal transduction process as
suggested in the experimental and theoretical studies discussed previously. We conclude from
these observations that the covalent-bond formation in the CFN-adduct state significantly affects
the hydrophilic region of the LOV1-domain, causing the breakage of the Glu51-Lys92-salt bridge
and leading to an increased mobility of the α-helical elements. The larger fluctuations in the
hydrophilic region implicate also a significant change in the surface charge distribution, causing
an attenuation of its aptitude to function as an aggregation partner to other protein domains,
such as the LOV2-domain or the kinase. The possibility of the LOV1-domain to act as an
attenuator of the kinase activity under low light-conditions and reduce its inhibitory effect under
high light-conditions has been confirmed by Matsuoka and Tokutomi [218] by performing in
vitro phosphorylation experiments with various constructs of bacterially expressed phototropin
2 from Arabidopsis. In Chlamydomonas reinhardtii the hydrophilic side of the LOV1-domain
might play a similar role in its sexual life cycle [219] by adapting its reproduction speed and
growth to the lighting conditions. Finally, it is also worth pointing out that the importance of
the peripheral α-helices in the light-induced regulation of the aggregation tendency with partner
domains have also recently been demonstrated in case of the BLUF-domain by Nemukhin et al.
using molecular dynamics simulations [220].
11.2.5. Signal propagation on β-strands
However, the LOV1-domain is not only involved with regulating the signal intensity of pho-
totropin by interacting with the LOV2-domain or the kinase through its hydrophilic side. It
has recently also been found to act as a docking partner through face-to-face association with
β-scaffolds of LOV1-domains from other phototropins [221]. In vitro experiments of Briggs et al.
[222] with phototropins from Arabidopsis have indicated that cross-phosphorylation can occur
between functional phot2 and inactivate phot1 by means of hetero-dimerization through hy-
drophobic interaction via the β-sheets. Based on these findings, a response mechanism has been
proposed, to account for the phototropic adaptation of the plant to moderate light intensities.
Recent in vitro experiments of Kutta et al. [3] on the LOV1-domain from Chlamydomonas rein-
hardtii established that adduct formation results in a decrease in the monomer/dimer-ratio and
concluded that dimerization of phototropin might play a role in the signal transduction pathway.
However, to date it is still unknown, if dimerization might also have a modulating effect on the
phototropin function in vivo [222]. To assess how the adduct formation affects the dimerization
tendency of the LOV1-domain, we put next a focus on the fluctuations of the β-strands on its
hydrophobic side. From the RMSF-analysis in Fig. 11.2, we deduce that large deviations are
observable in the first eigenvector of the CFN-adduct state and the second eigenvector of the
dark-state, compared to the MM-adduct state, in the range of residues located between the Aβ-
and Bβ-strands. To analyze this issue in more detail, we consider next distances of characteristic
residues involved within the hydrophobic region of the protein. For this purpose, let us first
regard the distance between Ser38-N and Phe22-O of the dark-state, CFN-adduct state as well
as MM-adduct state in Fig. 11.6e. In the crystal structure both residues form a H-bond, which
connects the Aβ-strand and Bβ-Cα-loop. From the figure, we deduce that the distance between
both residues in the dark-state is subjected to large fluctuations, whereas the H-bond remains
stable in the MM-adduct state. By contrast, in case of the MM-adduct state curve fluctuations
with increased magnitude are only observed within the first 7500 ps after adduct formation,
until stress has fully relaxed and the H-bond is stabilized. This indicates that the fluctuations
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of the Aβ- and Bβ-strands are essentially influenced by the charge redistribution on the FMN-
chromophore, but not by the formation of the covalent bond of the CFN. Next, we plot in Fig.
11.6f the distance between the backbone atoms Asn89-N and Ser38-N, which are part of the
Gβ- and Bβ-strands respectively. The comparison of the results of all three species demonstrate
that neither the covalent-bond formation nor the charge redistribution of the CFN-adduct do
significantly affect the interaction between the Gβ- and Bβ-strands. In conclusion, we retain that
the charge redistribution on the FMN-chromophore is primarily responsible for the damping of
the fluctuations of the β-scaffold through tightening of the Aβ- and Bβ-strands. In Fig. 11.7
we show the arrangement of the β-strands after 20 ns in case of the dark-state (a-c) as well as
CFN-adduct state (b-d). The largest differences between both states are observable in the re-
gion around the Bβ-strand. In the CFN-adduct state the Bβ-strand is significantly closer to the
Aβ-strand compared to the dark-state, which is consistent with the light-induced β-sheet tight-
ening process discussed previously. The latter process goes along with an increase of the number
of van-der-Waals (vdW) contacts, which can be formed in a dimer between the side chains of
residues located on the β-sheet surfaces of the LOV1-domains, allowing a stronger hydrophobic
interaction and increased dimerization tendency. These findings concord well with the experi-
mental results of Kutta et al. [3], who found that adduct formation results in an increase of the
monomer interaction within dimers, indicating that dimerization might play a role in the signal
transduction pathway. Similar conclusions have also been drawn by Nakasoka et al. [221] through
performing small-angle x-ray scattering measurements on the LOV1-domain of phot1 and phot2
from Arabidopsis. They established that dimeric association is essentially dominated by vdW-
contacts, in addition to some H-bonds, formed between side chains of residues on the β-scaffolds,
stabilizing the dimer structures. Interestingly, similar findings have been made by Iwata et al.
[45] on the LOV2-domain of Adiantum Phytochrome3 using FTIR- and UV-visible-spectroscopy.
They concluded from their experiments that immediately upon formation of the CFN-adduct
the system looses the local structure of amino acids surrounding the FMN-chromophore. In
subsequent stages further changes take place to mainly tighten the β-sheets as well as to alter
the arrangement of α-helices on the hydrophilic side of the protein.
11.2.6. Structural evolution over long times
To assess how the covalent-bond formation influences the evolution and stability of the secondary
structure over time, we consider next the secondary structure analysis of all three species in
Fig. 11.8, i.e. dark-state (a), CFN-adduct state (b), MM-adduct state of the LOV1-Cys57Gly-
mutant (c). Whereas the secondary structures of the MM-adduct state and dark-state remain
nearly unaffected by fluctuations, the CFN-adduct state shows large fluctuations in the flexible
α-helical elements in the initial phase up to 15000 ps after adduct formation. In this time range
the CFN-adduct state undergoes significant changes in the hydrophilic region of the protein,
extending from the Dα-helix to the Cα-helix. We point out in this context that in case of the
dark-state the Dα-helix also disappears in the time range from 17000 ps to 20000 ps, which
relates to the formation of a second dark-state conformer characterized by a different orientation
of the Cys57-residue with respect to the FMN-chromophore. Finally, it is also apparent that
the CFN-adduct state shows stronger fluctuations in the Aβ- and Bβ-strands than the dark-
state as well as MM-adduct state. These results demonstrate that the formation of the covalent
bond upon photoexcitation mainly induces fluctuations in the residue range, including the Dα-
helix and Cα-helix as well as the Aβ-strand. Moreover, we see that its neglect in case of the
MM-adduct state leads to a structural stabilization, whereas the charge redistribution on the
FMN-chromophore upon adduct formation does not have a significant effect on the structural
changes. This indicates that the dynamics of signal transduction of the CFN-adduct state is
102
11.2. Results and discussion
primarily affected by the covalent-bond formation and only to a minor extend by the charge
redistribution on the FMN-chromophore.
11.2.7. Conclusions
In this study we have elucidated the early stages of the signal transduction pathway of the
LOV1-domain of Chlamydomonas reinhardtii upon adduct formation on the molecular level
using the molecular dynamics simulation method. To this end, we have compared the calculation
results of the dark-state and cysteinyl-FMN state of the wildtype LOV1-domain to a methyl-
mercaptan-adduct state of its Cys57Gly-mutant. This latter system has been generated in recent
experiments [224, 2] by replacing the reactive cysteine residue Cys57 with glycine as well as
photochemically producing an adduct through addition of methyl-mercaptan and irradiation
with blue light. Our simulation results demonstrate that the covalent-bond formation between
Cys57 and FMN-C4a in the adduct state primarily affects the hydrophilic side of the LOV1-
domain. More specifically, we find that the conformational stress, generated at Cys57, mainly
propagates to the Glu51-Lys91-salt bridge through the direct route along the backbone chain
down to the residue Glu51, as well as to a smaller extent through the route via the H-bond
between Arg58 and Asp31. This results in an increased mobility of the Cα-, Dα- and Eα-
helices on the hydrophilic side of the LOV1-domain. The larger fluctuations in the hydrophilic
region implicate also a significant change in the surface charge distribution, causing a decrease of
its aptitude to function as an aggregation partner to other protein domains, such as the LOV2-
domain or the kinase. By contrast, the hydrophobic side of the protein is essentially influenced by
both the covalent-bond formation between Cys57 and FMN-C4a as well as a change of the charge
distribution on the FMN-chromophore. This induces a β-sheet tightening process via coupling
of the Aβ- and Bβ-strands. The latter process goes along with an increase of the number of van-
der-Waals contacts, which can be formed within a dimer between side chains of residues located
on the β-sheet surfaces of the LOV1-domains, allowing a stronger hydrophobic interaction and
increase of the dimerization tendency. Therefore, our findings confirm the aptitude of the LOV1-
domain to function as a dimerization site, to allow cross-phosphorylation of the phototropins, and
permits to the green alga to adapt its reproduction and growth speed to the lighting conditions.
We anticipate that the elucidation of the LOV1-signal transduction pathway on a molecular
level will provide new perspectives for the development of novel photoactivable fusion proteins
with adjustable binding affinity to substrates or membranes [71]. The fine-tuning could be done
through the creation of mutants of the LOV1-domain with optimized light-induced structural
response, which might open new avenues for allosteric control of protein activity in living cells
[223, 225, 226].
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12. MD study on the
AsLOV2-Jα-photosensor
12.0.8. Introduction
In the following sections we elucidate the early stages of the signal transduction pathway of the
AsLOV2-Jα-photosensor on the molecular level, using the molecular dynamics (MD) simulation
method. Our study shows that the initial process after formation of the Cys966-FMN-adduct
involve the breakage of a H-bond between the carbonyl-oxygen FMN-C4=O and the amino group
of Gln1029, followed by a rotational re-orientation of its sidechain. This triggering event near
the FMN-chromophore initiates the creation of a new H-bond between Gln1029 and Asn1008,
coupling the Iβ- and Hβ-strands together, and causes a progressive extension of the Iβ-strand,
transmitting the stress towards the LOV2-Jα-interface. The latter process then induces the
breakage of H-bonds at opposite sides of the interface, involving a H-bond between Glu1034 on
the Jα-Iβ-linker and Gln995 on the Gβ-strand as well as another between Asp1056 on the C-
terminal end of the Jα-helix and Gln1013 on the Hβ-strand. Ultimately, this leads to a disruption
and partial unfolding of the Jα-helix from the LOV-core. The details of the simulation as well
as the generation of the starting structures of our dark and adduct state simulations (see Fig.
12.1c) are given in the method section appended below.
Figure 12.1.: Starting structures of the AsLOV2-Jα-photosensor. (a) dark-state solution struc-
ture of AsLOV2-Jα-system refined through NMR-measurements. (b) AsLOV2-
protein core with adjacent Jα-helix and relevant amino acids [violet: Gln1029; red:
Asp1056, Gln1013; green: Glu1034, Gln995]. (c) Difference in the starting struc-
tures between dark and adduct state form, structurally only differing with regard
to the covalent bond of the CFN, and relevant amino acids surrounding the FMN-
chromophore [cyan: C-atom; red: O-atom; blue: N-atom; white: H-atom; brown:
P-atom; yellow: S-atom].
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Figure 12.2.: Spatio-dynamical behavior of amino acids near the FMN-chromophore. Dihedral
angle or distance of characteristic atoms on the FMN-chromophore or on surround-
ing amino acids to atoms of neighboring amino acid residues in the dark (black)
and adduct (red) state [(a) dihedral angle Gln1029-CD - Gln1029-OE1 - FMN-C4
- FMN-N5. (b) distance Gln1029-NE2 - Asn1008-OD1. (c) distance Gln1029-NE2
- FMN-O4. (d) distance Asn998-ND2 - FMN-O4].
12.0.9. Generation of starting structures
As a starting structure for our dark-state simulation, we used the dark-state solution structure
of the LOV2-Jα-protein domain from phototropin1 of Avena sativa AsLOV2-Jα of Harper et al.,
which is a modeled structure refined with NOE-values originating from NMR-measurements [53].
To create the initial structures of our adduct state simulations for both the wildtype AsLOV2-
Jα-system and its Gln1029Asn-mutant, we employed the dark-state solution structure previously
mentioned and generated a cysteinyl-FMN-adduct (CFN) by forming a covalent bond between
the Cys966-S and FMN-C4a, as described in section 3.6. In Fig. 12.1a we visualize the secondary
structure of the LOV2-Jα-domain and FMN in its binding pocket, while in Fig. 12.1b we display
the Jα-helix aggregated to the LOV2-core. The latter figure contains the amino acids relevant
for signal transduction, discussed in the further development. In Fig. 12.1c we visualize the
difference in the starting structures between the dark and adduct state form, which structurally
only differ with regard to the covalent bond of the CFN.
12.0.10. Results
12.0.11. Wildtype AsLOV2-Jα-photosensor
We start the analysis of our simulation results by considering the spatio-dynamical behavior of
relevant amino acids nearby the FMN-chromophore in the dark and adduct state. In Fig. 12.2a
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Figure 12.3.: Triggering event of the signaling pathway of the AsLOV2-Jα-photosensor. Repre-
sentative local configurations of amino acids Gln1029, Asn1008 and Asn998 sur-
rounding the FMN-chromophore at different simulation times, including H-bond
distances in units of A˚ [(a) 0 ps. (b) 2500 ps. (c) 8000 ps].
we draw the dihedral angle of the adduct state, enclosing the atoms Gln1029-CD, Gln1029-OE1,
FMN-C4 and FMN-N5, as a function of simulation time. We observe that in the initial stage
the quantity fluctuates around an average value of 30 degrees, followed after a simulation time
of 2500 ps by a sudden rotation of the angle of about 270 degrees to a new average value of
300 degrees. This rotational re-orientation of the glutamine residue is visualized in Fig. 12.3,
where we compare the representative local configurations of the amino acids Gln1029, Asn1008
and Asn998, surrounding the FMN-chromophore, at different characteristic simulation times.
In case of the configuration at 0 ps (Fig. 12.3a) the FMN-C4=O-carbonyl oxygen is twice H-
bonded by the sidechains of Gln1029 and Asn1008, whereas the FMN-C2=O-carbonyl oxygen is
twice H-bonded by the Asn998- and Gln970-sidechains. Comparing this configuration with the
configuration at 2500 ps (Fig. 12.3b), we see that the rotation of the dihedral angle of about 270
degrees corresponds to a switch of the carbonyl-oxygen of Gln1029-OE1 about the axis formed
by the sidechain atoms Gln1029-NE2 and Gln1029-CD of the glutamine residue. This process
initiates the release of the amino acid Asn1008 through breakage of the H-bond between Gln1029
and Asn1008, as can be deduced from the increase in the distance between Gln1029-NE2 and
Asn1008-OD1 in Fig. 12.2b, triggered at the same simulation time. From this graph, we can
further conclude that this distance undergoes a sudden drop to a value of about 3 A˚ at around
7500 ps, which relates to the formation of a new H-bond between the amino group of Gln1029-
NE2 and Asn1008-OD1 belonging to the Iβ- and Hβ-strand respectively. The corresponding
configuration is visualized in Fig. 12.3c. We observe that the formation of a new H-bond causes
a stable coupling between both β-strands, persisting over the remaining simulation time. We
point out that this coupling process is consistent with the early stage of a β-sheet tightening
process, observed in FTIR-experiments on LOV2- [45, 165] and LOV2-Jα-systems [46]. From
the distances between Gln1029-NE2 and FMN-O4 in Fig. 12.2c as well as between Asn998-ND2
and FMN-O4 in Fig. 12.2d, we see that the H-bond formation process goes along with an abrupt
detachment of the residue Gln1029 from the FMN-chromophore and a simultaneous stabilization
of the local conformation through the creation of a new H-bond between Asn998-ND2 and FMN-
O4, leaving the FMN-C4=O singly H-bonded with Asn998. This latter H-bond, however, is
only transient and Asn998 can fluctuate back to its original position, as can be deduced from
the subsequent jumps in Fig. 12.2d at 17000 ps and 19500 ps. In this context it is worth
mentioning that the glutamine residue adjacent to the FMN-chromophore is highly conserved
and has previously been suggested to be crucial for the signaling process of the LOV-domains.
Several early experimental studies on the isolated LOV2-domain suggested that the primary
process after adduct formation involves the breakage of a H-bond between the glutamine residue
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Figure 12.4.: Spatio-dynamical behavior of amino acids at the LOV2-Jα-interface. Inter-atomic
distance from characteristic amino acids located on the interface between the Jα-
helix and the LOV2-core in the dark (black) and adduct (red) state [(a) Gln1029-N
- Glu1034-N. (b) Glu1034-OE1(OE2) - Gln995-NE2. (c) FMN-O4 - Gln995-N. (d)
Asp1056-OD1(OD2) - Gln1013-NE2].
and the FMN-O4 [52], possibly followed via rotation of its sidechain by the formation of a new
H-bond with the FMN-N5 [10, 11]. In a later crystallographic study on the AsLOV2-Jα-system
Halavaty and Moffat [55] proposed a local re-orientation of the conserved glutamine, associated
with a disruption of a H-bond between an asparagine and aspartic acid on the surface of the
protein. In a series of spectroscopical investigations with point mutations of the LOV2-Jα-system
[56, 227] as well as the full-length phototropin [35] it was demonstrated that this glutamine residue
plays a central role in both spectral tuning and propagating the signal via the Iβ-strand from
the LOV-core to the Jα-helix, while its lack attenuates light-induced autophosphorylation of the
phototropin. In a recent theoretical work on the isolated AsLOV2-domain Freddolino et al. [49]
deduced from MD simulations that adduct formation induces the breakage of a H-bond between
the conserved glutamine and FMN-O4, followed by the creation of a new H-bond with FMN-N5.
In addition, their simulation results suggested a second conformation, in which the glutamine
interacted with neighboring residues on the Iβ-strand leading to an increased mobility in the
LOV2-Jα-interface region. However, a clear molecular picture of the signaling process could not
be established in this work, due to the neglect of the Jα-helix. From our simulation results, we
conclude that the primary steps after adduct formation involve the breakage of a H-bond between
Gln1029-NE2 and FMN-O4, followed by a rotational re-orientation of the glutamine residue
Gln1029 and subsequent creation of a new H-bond between the amino group of Gln1029-NE2
and Asn1008-OD1. This latter process causes the coupling and tightening of the Iβ- and Hβ-
strands. Moreover, it permits to propagate the stress to the LOV2-Jα-interface, which ultimately
leads to the detachment of the Jα-helix from the LOV2-domain, as we will show in the following.
In Fig. 12.4 we present data from our dark and adduct state simulations of characteristic inter-
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Figure 12.5.: Final secondary structures of the dark and adduct state of the AsLOV2-Jα-
photosensor. Secondary structures at a simulation time of 20 ns from the dark
(a) and adduct (b) state of the AsLOV2-Jα-system with relevant amino acids [vi-
olet: Gln1029; red: Asp1056, Gln1013; green: Glu1034, Gln995].
atomic distances of residues, located at the LOV2-Jα-interface, as a function of time. The
respective residues are depicted in Fig. 12.1b. In Fig. 12.4a we first display the minimum
distance between the backbone nitrogen atoms of the conserved glutamine residue Gln1029-N,
which initially links the Iβ-strand via its sidechain to the FMN-O4, and glutamate Glu1034-N,
located on the Iβ-strand in the linker region between the LOV2-core and the Jα-helix. In case
of the adduct state we observe starting from 2500 ps a steady increase of the distance between
both amino acids up to a maximum amount of 2 A˚. This relates to the propagation of the
stress along the Iβ-strand after the rotational re-orientation of the Gln1029-sidechain, leading
to a progressive extension of the backbone chain. From Fig. 12.4b, we deduce that the latter
process leads to the successive disruption of the H-bond between Glu1034-(OE1)OE2, located
on the linker between the LOV2-core and the Jα-helix, and the amino group of Gln995-NE2 on
the Gβ-strand. The release of the residue Glu1034 causes a perturbation of the Gβ-backbone
in the time range from 2500 ps to 7500 ps, as can be deduced from the oscillating distance
between the backbone nitrogen atom Gln995-N and FMN-O4 in Fig. 12.4c. However, afterwards
the distance re-adopts fluctuations around a similar average value as before the perturbation,
which shows that overall the Gβ-strand remains unaffected by this process. Next, we deduce
from the strong jump of about 1 nm in the distance between Asp1056-OD1(OD2) and Gln1013-
NE2, which can be observed at 3000 ps in Fig. 12.4d, that the cleavage of the H-bond between
Glu1034 and Gln995 at 2500 ps causes a subsequent breakage of the H-bond between Asp1056-
OD1(OD2) and the amino group of Gln1013-NE2, located at the opposite end of the Jα-helix
and the Hβ-strand respectively. By further considering the distance between Gln1029-NE2 and
Asn1008-OD1 in Fig. 12.2b, we clearly see that the rotational re-orientation of the glutamine
Gln1029, which begins at 2500 ps, results in the subsequent disruption of the H-bond between
Asp1056 and Gln1013. In this situation the Jα-helix starts successively to disrupt from one end
of the LOV2-domain. At 17000 ps, we observe an accelerated increase of the distance between
Asp1056-OD1(OD2) and Gln1013-NE2. This coincides with the full disruption of the H-bond
between Glu1034 and Gln995, characterized through the rise in the distance between Glu1034-
(OE1)OE2 and Gln995-NE2 in Fig. 12.4b at the same simulation time. The latter process
109
12. MD study on the AsLOV2-Jα-photosensor
Figure 12.6.: Secondary structure analysis of the wildtype AsLOV2-Jα-photosensor and its
Gln1029Asn-mutant. Secondary structure analysis from simulations of the wild-
type AsLOV2-Jα-system in the dark (a) and adduct (b) state, as well as of its
Gln1029Asn-mutant in the adduct state (c).
ultimately leads to the complete detachment of the Jα-helix from the LOV2-domain, which is
followed by a relaxation of the β-strands. This conclusion can easily be drawn from the drops in
the distance at 18000 ps between the backbone nitrogen atoms Gln1029-N and Glu1034-N on the
Iβ-strand in Fig. 12.4a, as well as the distance between the backbone nitrogen Gln995-N on the
Gβ-strand and FMN-O4 in Fig. 12.4c. In their seminal paper on phototropin switches Harper
et al. [53] compared the dark and adduct state 3D-HNCO-spectra of the AsLOV2-Jα-system,
using the minimum chemical-shift-difference method to quantify the spectral changes. They
observed within the LOV2-core large differences for the residues close to the FMN-chromophore
as well as for the ones on the Gβ-, Hβ- and Iβ-strands. Significant perturbations were also
observed at sites on the Eα-helix and the Jα-helix over 15 A˚ away from the FMN-chromophore.
They concluded from their work that the structural changes, induced by the formation of the
cysteinyl-FMN-adduct, propagate through the LOV-domain, ultimately causing the disruption
of the Jα-helix. To determine which of the protein segments at the LOV2-Jα-interface could be
critical in the detachment process, they further created a truncated protein lacking the last 24
residues of the AsLOV2-Jα-system (AsLOV2∆Jα), starting from residue Glu1053 up to the end
of the Jα-helix. This deletion removes a key portion of the C-terminal Jα-helix, including the H-
bond forming residue Asp1056. The comparison of the dark-state 15N/1H-HSQC-spectra of the
AsLOV2-Jα- and AsLOV2∆Jα-system revealed significant chemical-shift differences for residues
located in the core of the protein domains. Further removal of C-terminal residues, starting from
Asp1038, leaving only the LOV2-core (AsLOV2∆) produced no additional spectral changes in
the dark-state spectra. These results indicate that the Jα-helix possesses a critical interaction
with the LOV2-core in the protein part containing Asp1056 that is removed by truncation. In
Fig. 12.5 we present secondary structures of the AsLOV2-Jα-system in the dark (a) and adduct
(b) state at the final simulation time of 20 ns. In the figure we highlight the H-bonds between
Gln995 and Glu1034 (green) as well as Asp1056 and Gln1013 (red), in addition to the residue
Gln1029 (violet). By comparing both structures, we clearly see that the structural changes at the
Hβ- and Iβ-strands upon adduct formation go along with the breakage of H-bonds at the LOV2-
Jα-interface. Moreover, we recognize that the Jα-helix in case of the adduct state is partially
unfolded at its C-terminal end. We note that in this segmental part of the Jα-helix, starting
from Lys1049, the sequence is more conserved among phototropins than at the N-terminal end
of the Jα-helix and the Iβ-Jα-loop [55], which indicates that this part of the protein might be
important in the signal transduction pathway. This observation is further confirmed in Fig. 12.6,
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Figure 12.7.: Spatio-dynamical behavior of the conserved glutamine of the AsLOV2-Jα-
photosensor versus the corresponding asparagine of its Gln1029Asn-mutant. Dis-
tance between Gln1029-NE2 and FMN-O4 in the wildtype AsLOV2-Jα-system
(black) in comparison to the distance between Asn1029-ND2 and FMN-O4 in the
AsLOV2-Jα-Gln1029Asn-mutant (red). Both photosensors are in their adduct state
form.
where we present the secondary structure analysis of our simulations of the AsLOV2-Jα-system
in the dark (a) and adduct (b) state. While in the dark-state simulation the Jα-helix remains
stable over the entire production run, we see that the Jα-helix in the adduct state simulation
partially looses its helical structure at a simulation time of 3000 ps, starting from Asn1054 up
to the end of the Jα-helix. This unfolding process clearly correlates with the breakage of the
H-bond at the same simulation time between Asp1056 on the Jα-helix and Gln1013 on the Hβ-
strand, shown in Fig. 12.4d. In addition, in the secondary structure analysis we observe at
around 17000 ps an increase of the length of the Jα-helix through the formation of an additional
helical element between the residues Asp1038 and Glu1043. This event coincides with the full
disruption of the H-bond between Glu1034 and Gln995 at the same simulation time, as can be
deduced from Fig. 12.4b. Finally, we observe in case of the adduct state a stabilization of the
smaller β-strands at the outer peripheral of the LOV2-domain, denoted as Aβ- and Bβ-strands,
which may contribute to an increase of the hydrophobicity of the LOV2-domain at the interface
and accelerate the detachment of the Jα-helix from the LOV2-domain. The rest of the secondary
structure remains essentially unaffected through the adduct formation. It is worth emphasizing
in this context that our conclusions concord well with the NMR-measurements of Harper et al.
[53] on the AsLOV2-Jα-system in the dark and adduct state. In their study it was demonstrated
that the photosensor undergoes a selective unfolding of the C-terminal Jα-helix upon adduct
formation, implicating that the conformational changes in the LOV-domain must be sufficiently
destabilizing, in order to displace the Jα-helix without globally unfolding the LOV-core. These
findings were confirmed in a series of consecutive experimental works on the same system, using
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various spectroscopic techniques [56, 46]. To investigate the role of the unfolding process of the
Jα-helix after its detachment from the LOV2-core, Harper et al. [54] created point mutations
that disrupted the Jα-helix in the absence of light. From these experiments, they concluded that
the unfolding of the Jα-helix is the critical event for triggering the kinase activity.
12.0.12. Gln1029Asn-mutant of AsLOV2-Jα-photosensor
To demonstrate how the precise knowledge of the mechanism of signal transduction can be used
to influence the transduction pathway and engineer the signal activity of the AsLOV2-Jα-system,
we designed a point mutant, replacing Gln1029 with its methylene-less counterpart asparagine,
and investigated the effect of this substitution on the mechanism of signal transduction. In Fig.
12.7 we compare the distance between Gln1029-NE2 and FMN-O4 in the wildtype AsLOV2-Jα-
system to the corresponding distance in the mutant between Asn1029-ND2 and FMN-O4. We
observe that the mutant does not show any major jump in the distance, which might indicate
an abrupt detachment of the Asn1029-ND2 on the Iβ-strand from the FMN-chromophore, as
observed in case of the wildtype for the distance between Gln1029-NE2 and FMN-O4 at 7500
ps. To assess the effect of the mutation on the light-induced structural changes and thus the
signal intensity, we compare next the secondary structure analysis of the wildtype AsLOV2-
Jα-system and its Gln1029Asn-mutant in the adduct state in Fig. 12.6b and 6c. We see that
in case of the asparagine-mutant the light-induced structural changes, observed in the residue
range of the Jα-helix, are reduced compared to the wildtype AsLOV2-Jα-system. This indicates
that the signal activity is damped due to the substitution and that Gln1029 plays a central
role in the signal propagation from the LOV2-core to the Jα-helix in the wildtype system, sen-
sitively affecting the intensity of the signal. We note that these results agree well with recent
experimental measurements of Nash et al. [56] on the same system, using a combination of
UV-visible-absorbance-, circular-dichroism- and NMR-spectroscopy. These authors found that
mutation at this site causes a significant reduction of the light-induced structural changes of the
protein domain, while maintaining its photocycling capabilities. Moreover, they concluded, to
explain the slightly accelerated dark-state recovery kinetics of the mutant with respect to the
wildtype AsLOV2-Jα-system, that the mutant retains the H-bond between the amide group of
Asn1029 and FMN-O4, observed in the dark-state, also in the adduct state form. Thus, we see
that a precise knowledge of the mechanism of signal transduction allows to engineer the signal
activity of the AsLOV2-Jα-system by altering the degree of light-induced structural changes via
the introduction of mutations and demonstrates the predictive power of our simulation procedure.
12.0.13. Discussion
Our work demonstrates that the signal transduction pathway after adduct formation of the
AsLOV2-Jα-photosensor begins with altering the H-bond network via a rotational re-orientation
of a conserved glutamine residue adjacent to the FMN-chromophore, inducing the coupling of
the Iβ- and Hβ-strands as well as the propagation of the stress via the Iβ-strand to the LOV2-
Jα-interface. The stress then causes the breakage of a H-bond at the interface between residues
on the C-terminal end of the Jα-helix and the Hβ-strand, as well as another H-bond between
residues on the Jα-Iβ-linker and the Gβ-strand. Ultimately, this leads to a disruption of the
Jα-helix from the LOV2-core and a partial unfolding of the Jα-helix. We anticipate that the
elucidation of the AsLOV2-Jα-signal transduction pathway on a molecular level presented in
this work will provide new perspectives for the creation of novel fusion proteins in combination
with the AsLOV2-Jα-photosensor. As demonstrated on the example of its asparagine mutant
AsLOV2-Jα-Gln1029Asn, this knowledge can be used to engineer novel fusion proteins with
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optimized light-induced response, which might open new avenues for allosteric control of protein
activity in living cells [223, 229, 225, 226].
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Figure 13.1.: LOV1 sequence and part of L1-L2 used for modelling of new LOV1-linker model
from Chlamydomonas reinhardtii
Figure 13.2.: RMS-alignment of LOV1-model (AsLOV2-template) (red) with LOV1-domain from
Chlamydomonas reinhardtii (blue) of Fedorov et al. [11].
13.1. Introduction
Phototropin1 (phot1) is essential for the phototropic response in plants and green algae. It
contains two LOV-domains and one kinase domain, which performs intra- and intermolecular
phosphorylation of phot1 after blue-light irradiation in vivo. Several authors performed exper-
iments on the functionality of phot1 in vivo. Wan et al. performed fluorescence microscopic
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Figure 13.3.: L1-L2 linker sequence from Chlamydomonas reinhardtii.
Figure 13.4.: Alignments of L1-L2 linker sequence (A-E); LOV1-Jα represented in red colour. F:
LOV1-Jα-system.
experiments on seedlings of Arabidopsis thaliana and found, that phototropin1 relocalizes within
each stage of illumination. They showed, that phot1 translocates from the membrane into the
cytoplasm, when exposed to blue light irradiation [230]. Folta et al. found through fluores-
cence microscopy and northern blotting, that phototropin1 is required for mRNA destabilization
and causes chloroplast accumulation after blue light irradiation in Arabidopsis thaliana [231].
They showed that in case of the absence of phot1 in Arabidopsis thaliana the light-harvesting,
clorophyll-binding (Lhcb) transcript is not destabilized. Folta et al. concluded from this fact,
that phot1 is responsible for the destabilization of the Lhcb transcript in Arabidopsis thaliana
in vivo. Through subsequent RNA-extraction and northern blotting after having grown the
seedlings of Arabidopsis thaliana in the dark, Folta et al. prove that the fluence responce of
the Lhcb transcript increases. This is not the case if phot1 is absent. This indicates that the
WT-plant induces chloroplast accumulation, through direct interaction of phot1 with the RNA
Lhcb-transcript. Inada et al. found that signal transduction is also performed through strong
interaction with RPT2, which is another interacting protein, promoting stomatal opening in
Arabidopsis thaliana [232]. We point out that all phot1-proteins in the different organisms have
highly identical sequences and the mechanisms of signaling in all of these organisms must be sim-
ilar. This was proven by Onodera et al., who inserted the Cr-phototropin1 into the higher plant
Arabidopsis thaliana [233]. For this purpose, they used a mutant, which is deficient of phot1 and
phot2. Subsequently, they fused a Cr-phot1-vector with the promoter of the cauliflower mosaic
virus. They observed, that the basic mechanism of phototropin activation was highly conserved,
whereas the physiological functions remained diverse in comparison to WT-Arabidopsis thaliana.
This latter fact might be caused by differences in the life-cycles of the different organisms. Huang
et al. found through northern blotting, immunoblotting, nucleic acid transformation, gametoge-
nesis and zygote germination that Cr-phot1 is responsible for the modulation of the sexual life
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Figure 13.5.: LOV2-Jα-sequence from Chlamydomonas reinhardtii
Figure 13.6.: Final structures and secondary structure analysis of LOV1-Jα. A: dark-state; B:
light-state.
cycle of the green algae Cr [219]. They found that green algae Chlamydomonas reinhardtii (Cr),
which were phot1-deficient, were partially impaired in the three steps of the life cycle of Cr. This
indicates that Cr-phot1 is a molecule, which is primarily responsible for regulating the sexual
life cycle of Cr. Especially in the pre-distinction between activated and in-activated gametes,
Cr-phot1 plays an important role, because it was found, that gametogenesis does not take place
in the dark. Moreover, the subsequent tetrade is also blue-light induced [219]. The overall
activation mechanism of phototropin1 was at first investigated by Christie et al. [234]. They
observed that the non-phototropic hypocotyl (NPH1)-gene in Arabidopsis thaliana is encoding a
120 kDa serine-threonine kinase. Through performing fluorescence excitation spectroscopy they
found that phot1, which is encoded by NPH1, transduces its signal by auto-phosphorylation.
Salomon et al. performed chromatographic experiments on the LOV1-LOV2 part of phot1 and
hypothesized that LOV1 in phot1 of Avena sativa might be responsible for the dimerization
of WT-phot1 and further might modulate trans-phosphorylation [36]. Kaiserli et al. performed
absorbance spectroscopy, in vitro phosporylation analysis and confocal microscopy experiments
onto phot1 in Arabidopsis thaliana in vivo and in vitro [40]. They found, that in phot1 solely
the LOV2-domain is the primary dark-state repressor in phot1, while LOV1 is responsible for
high-light chloroplast accumulation and does not act as a dark-state repressor. Independently of
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LOV1, phot1 performs intermolecular phosphorylation, via light dependent dimerization. This
transphosphorylation is sufficient to promote phot1-internalization triggered primarily by phos-
phorylation of Ser-851 in the kinase activation loop [40].
Experiments on Crphot1 in vitro, lead to futher insight into the functionality of phot1 on the
level of secondary structure elements. Pfeifer et al. performed FTIR-spectroscopical investiga-
tions and mutational analysis experiments onto the full-length phototropin1 of Chlamydomonas
reinhardtii [165]. At first, they investigated the dynamics of the Jα-helix within the LOV1-LOV2-
Jα system, with and without this α-helix. They observed, that the LOV1-LOV2-Jα construct
closely resembles the spectrum LOV1-LOV2 construct upon illumination with a single difference
in the band at 1646 cm−1. They assigned this band to the perturbed Jα-helix, which consists
of 20 amino-acids. They compared these spectra with the spectra of full-length phot1, the full-
length phot1 without the Jα-helix and the full-length phot1 without the activation-loop (A-loop)
extension. They concluded from these experiments, that upon light illumination the Jα-helix
unfolds and the LOV2-domain cleaves from the kinase. This latter event causes further unfolding
of the A-loop extension, which activates the kinase and leads to phosphorylation [165]. Through
modelling, they finally proposed a structure in which the A-loop extension is located externally
from the kinase. Moreover, through secondary structure prediction they found that this A-loop
extension has α-helical content. Finally, they concluded that unfolding occurs upon light irradi-
ation in the Jα-helix and the A-loop extension of the kinase domain. Moreover, they proposed a
model of the kinase and concluded that these latter unfolding events lead to an activation of the
kinase domain and subsequent phosphorylation. However, a detailed mechanism, which involves
a structural model of full-length phototropin1 on a molecular level is still lacking.
In this work, we introduce our model of phototropin1 of Chlamydomonas reinhardtii (Crphot1)
and give insight into the mechanistic details upon light activation of this photo-sensor using
the KMC-MD technique. At first we explain the preparation of the starting structure for the
phototropin system. Then, we discuss the results of our simulations and compare them with
experimental data. Based on this investigation, we derive a model of the mechanism of light-
activation of Crphot1 in vivo.
13.2. Modelling of Phototropin1 of Chlamydomonas reinhardtii
To create the initial structure of phot1, we started with the modelling of the LOV1-domain and
the LOV1-LOV2 linker (L1-L2). The CrLOV1-domain was determined through X-ray diffraction
measurements of Fedorov et al. [11]. We point out that a multitude of structures based on the
LOV2-domain from Avena sativa have been published by several authors [10, 55, 72]. However,
the role of L1-L2 remains unclear and was not structurally resolved by experiment. Notably,
all refined structures of LOV-domains have either N- or C-terminally located α-helices. Most
prominent examples for N-terminal helices are the PYP and VVD-LOV [7, 65], the so-called
N-cap. Moreover, C-terminally located helices are found in all LOV2-Jα systems of plant pho-
totropins [10, 53, 54, 55], as well as in bacterial LOV-domains as Ytva-LOV from Bacillus subtilis
and El-222 from Erythrobacter litoralis [236, 80]. One of the few examples of a LOV-structure,
where no helix either N- and C-terminally has been found to date is the structure of CrLOV1.
However, the sequence N- and C-terminally to this LOV1-domain is not resolved, while α-helical
content in the N- or C-terminal region of the LOV-core is highly probable. For generation of our
LOV1 - L1-L2 model, we used the protein structure prediction program ROBETTA [235] and the
SWISS-Modeller [237, 238, 239]. These tools have been conceived for the prediction of unknown
structures. In particular ROBETTA uses an ab initio modelling approach, while SWISS-modeller
performs homology modelling. We started with modelling of the LOV1-domain through apply-
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ing the SWISS-Model algorithm on the sequence of LOV1- and the L1-L2 sequence, as shown in
Fig. 13.1 [237, 238, 239]. As a template for modelling, we used the AsLOV2-structure of Harper
et al. [53] as single template-structure. Through alignment of the resulting structure with the
structure of Fedorov et al., we found that both structures can be closely aligned by a value lower
than 0.468 A˚, which validates the high similarity between our model and the LOV1 X-ray struc-
ture of Fedorov et al.. We illustrate this further in Fig. 13.2. We note that our model fits very
well with the experimentally refined structure of Fedorov et al. [11], while solely the regions of
highly flexible linkers between the secondary structural elements are deviating by 0.468 A˚ in the
alignment. Moreover we found an additional Jα-helix in the C-terminal region of CrLOV1, by
ab initio modelling of L1-L2 by using the ROSETTA algorithm [235] with the L1-L2 sequence.
We obtained 5 alignments, as shown in Fig. 13.4. We observe, that all alignments contain 2
large α-helices, while 2 of the alignments contain a N-terminal β-strand alignment. However, 3
alignments show the same α-helical structure in the same N-terminal region, as obtained from
the SWISS comparative structural modelling, as described previously and shown in Fig. 13.4F.
Moreover, most of the ab initio models are α-helically structured in this region. It is worth men-
tioning, that β-sheet alignments also did not occur in all known C- or N-terminal regions of X-ray
structures of LOV-domains. We conclude, that an α-helical alignment, located C-terminally to
the CrLOV1-domain is highly probabable. Finally we chose the structure, which is visualized in
Fig. 13.4E, because its N-terminal L1-L2 structure in this model is closely overlapping with the
SWISS-modelled LOV1-Jα system. The CrLOV2-Jα-system was generated in the same proce-
dure by using the comparative SWISS-modeller [237, 238, 239], with the input-sequence shown
in Fig. 13.5.
13.2.1. MD simulation of LOV1-Jα-system
System preparation
We centered the LOV1-Jα-system in a cubic box with boxlength 6.11 nm and solvated it with
7018 SPC-waters. No additional ions were needed to render the system electroneutral. We
equilibrated the system under invasive thermostating control for 1 ns, while the production run
for 20 ns was performed under non-invasive thermostating. We note, that the light-state and
MD-related parameters were chosen as described in section 3.6.
Results
We continue by describing the MD-simulation of the isolated CrLOV1-Jα-system of light and
dark-state. We display the results in Fig. 13.12 A and B, where we show the final structures
and the secondary structure analysis of the dark- and light-state MD-simulation. We observe,
that the Jα-helix is highly conserved in the dark-state in contrast to the light-state simulation,
where this helix is unfolded. We observe, that a slight tilting of the Jα-helix has occurred in
both cases in comparison to the starting structure, which originally had a parallel alignment
along the β-strand surface. In the dark-state as well as in the light-state this helix has tilted
into an orthogonal orientation along the hydrophobic surface, as we display in the Figs. 13.6 A
and B. We see that experimental findings of Harper et al. on LOV2-Jα are in agreement with
our LOV1-case, where the Jα-helix is disrupted in the light-state as a consequence of adduct
formation [53]. Moreover, we find that this latter adduct formation leads to subsequent coupling
between Gln120 and Asn99, as we previously have shown for other light-state LOV-domains
[246] (see Figs. 13.6 A and B). Additionally, we deduce from secondary structure analysis of our
simulations that the Jα-helix is disrupted N-terminally in the light-state, which is confirmed by
our previous simulations, where we also observed N-terminal disruption of the Jα-helix.
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Figure 13.7.: LOV2-kinase linker- and kinase-sequence from Chlamydomonas reinhardtii.
Figure 13.8.: Overlay of the structural models of the kinase-domain from Chlamydomonas rein-
hardtii. Green: Structure of Pfeifer et al., Blue: Our model. Violet: A-loop exten-
sion of Pfeifer et al.. Red: A-loop extension of our model.
13.2.2. Model preparation of the Cr kinase-domain
In the following we describe the model of the Cr kinase-domain, where we used the sequence
shown in Fig. 13.7. In the work of Pfeifer et al. this phot1-sequence was modelled using 30
kinase structures, which overlap in sequence with largest probability. From their model they
inferred that the A-loop structure within the C- and N-terminal lobes of the kinase structure
was totally unfolded and located externally from the kinase [165]. Moreover, they find that the
A-loop extension is folded in the in-active dark-state of the kinase domain [165], whereas in the
active state of the kinase, this A-loop extension unfolds. In order to obtain a dark-state model of
the kinase, we modelled the kinase-domain, by taking one single template structure as an input
for the comparative SWISS-modeller. In contrast to Pfeifer et al. we chose one kinase-structure
as template (PDB-code: 3R63), which has a partially folded A-loop extension. As a result of
our modelling, we obtained the structure of the Cr-kinase domain, as shown in Fig. 13.8. We
observe, that in contrast to the model of Pfeifer et al., this A-loop extension is folded, which
mimics the in-active state [165]. By comparing our model with the model of Pfeifer et al., we
conclude that they only differ in the A-loop extension, as shown in Fig. 13.8. Moreover, we
observe that in contrast to the model of Pfeifer et al. this A-loop extension is folded.
Finally, we connected each modelled part of Crphot1 through minimization using the l-BFGS
minimizer, as we show in Fig. 13.9. Throughout the connection of each part we provided the
orientations of each domain with lowest sterical repulsion. In the alignment of the LOV2-core
onto the kinase-domain, we took into account that the LOV2-Fα-helix acts as an interaction site
with the kinase domain, as demonstrated through 2D-solution NMR-experiments by Amezcua
et al. [240]. Moreover, we considered the scheme of Pfeifer et al. [165], who demonstrated
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Figure 13.9.: Model of full-length-phototropin of Chlamydomonas reinhardtii. A: full-length-
phototropin1, B: LOV1-Jα, C: LOV1-LOV2 - linker region, D: LOV2-Jα, E: LOV2-
kinase - linker region, F: Kinase-domain
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through their experiments, that the LOV2-domain deinhibits the kinase domain upon cleavage
of the Jα-helix [165, 40]. Finally we point out, that in this model Ser611, which is located
at the active site of the kinase, is inhibited by the LOV2-domain. This was demonstrated by
Kaiserli et al., who showed that primarily phosphorylation of Ser611 occurs upon illumination of
the LOV-domain. In the next sections we discuss the results of our simulations on the light- and
dark-state structures of phot1.
13.3. KMC-MD simulation of full-length Crphot1
We prepared the model of full-length phot1 as previously described and centered the protein
into a cubic box with boxlength of 13.84 nm and filled the box with 82751 SPC-waters. The
system itself was totally electroneutral and no additional ions were added. We subsequently
performed a MD run for 1 ns with a timestep of 1 fs with the invasive thermostating procedure
in the dark-state of Crphot1. We observed, that during this equilibration phase, no jumps in the
potential energy and no jumps in the thermodynamic observables (temperature 300 K, pressure
1 atm) occurred. From this equilibrated structure, we generated the light-state, as described in
section 3.6. Subsequently, we started 8 independent simulations with the dark and light-state
using our newly implemented KMC-MD scheme, as described in chapter 4.
13.3.1. Simulation parameters
We used the same simulation parameters as the ones described in chapter 4, excepting the break-
radius, which was set to a value of 0.3 nm to obtain better performance for H-bond breakage.
Moreover, we changed the length of the MD-phase from 5 ps up to 20 ps, due to the large
statistical correlations in the system.
13.4. Results
13.4.1. Vicinity of FMN-chromophore
We start with the analysis of the multiscale transduction dynamics of phot1 by visualizing the
amino-acids in the vicinity of the FMN-chromophore for dark and light-state in Fig. 13.10. In
case of the dark-state no coupling occurs between the amino-acids Asn99 and Gln120 in the
LOV1-domain, as well as in the LOV2-domain, where also no coupling occurs between Asn292
and Gln313 (see Fig. 13.10 A and C). We point out that these latter couplings occur in the
light-state of the LOV1- and LOV2-domain, as shown in Figs. 13.10 B and D respectively. In
all of our previous works on LOV2-Jα-based systems and VVD-LOV, we observed the same
coupling behavior between glutamine and asparagine in the light-state [246, 245]. As mentioned
in the previous chapter 12 and 4, we showed that this H-bond formation process between these
amino-acids leads to a coupling between Hβ and Iβ, which triggers the disruption of the Jα-helix.
13.4.2. LOV1-LOV2 linker region
Next, we analyse the L1-L2 region and the secondary structure evolution of this part of the
system, as shown in Fig. 13.11. In this figure we show the overlaid final structures of phot1
of two dark- and two light-state simulations. In Fig. 13.11A we observe that the two LOV-
domains dimerize in the dark-state, in contrast to the light-state. We observe a loosening of
α-helical structure linker-region in the dark-state. Both segments of L1-L2 are disrupted and
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Figure 13.10.: Final structures in vicinity of chromophore FMN in LOV1 (A,B) - and LOV2
(C,D) -domain in dark (A,C) and light (B,D) -state.
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Figure 13.11.: Final structures of KMC-MD simulation of dark and light-state. A: dark-state,
B: light-state. C: APBS-electrostatic surface of dark-state, D: APBS-electrostatic
surface of light-state. E: Secondary structure analysis of LOV1-LOV2 linker region
in dark-state. F: Secondary structure analysis of LOV1-LOV2 linker region in
light-state. G: Final configuration of FMN-chromophores of LOV1 and LOV2 in
dark-state. H: Final configuration of FMN-chromophores of LOV1 and LOV2 in
light-state.
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Figure 13.12.: Final structure and APBS analysis of L1-L2 part of phot1. APBS-analysis of
L1-L2 region for dark (A,C) and light-state (B,D).
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become unstructured between the LOV-domains in the dark-state. In the secondary structure
analysis of L1-L2 in Fig. 13.11E, we observe the same behavior. By contrast, we see a stable
inter-domain L1-L2 region with two α-helical segments between the LOV-cores in the light-
state, as shown in Fig. 13.11B and 13.11F. This L1-L2 linker segment forms a HTH-motif, in
contrast to the dark-state. We point out that this HTH-motif might play an important role in
the aggregation tendency of full-length Cr-phot1 towards cellular targets, such as DNA- or RNA-
transcripts as well as the cell-membrane. Wan et al. [230] performed fluorescence microscopic
experiments on plant seedlings of Arabidopsis thaliana (At). They found that in the light state,
Atphot1 accumulates in the cytoplasm, whereas in its dark state it can be localized at the
membrane [230]. We confirm this with the APBS-surface analysis of the final configurations of
both states, which we display in the Figs. 13.11C and 13.11D. Doltchinkova et al. investigated the
membrane potential of Chlamydomonas reinhardtii through electrokinetic and light-scattering
measurements. They found that light exposure of the thylakoid substrate alters the surface
electrostatic potential to a positive value, while in the dark this membrane is negatively charged
[243]. We note that a positively charged surface is located between the LOV1- and the LOV2-
domain in the dark-state structure, shown in Fig. 13.11 C. This indicates that this positively
charged surface induces an attractive force towards the negatively charged membrane in the
dark-state. Next, we investigate the electrostatic influence of L1-L2 onto the overall charge
surface of phot1, as shown in Fig. 13.12. We observe that the positively charged surface is
caused by the parallel alignment of the two Fα-helices of LOV1 and LOV2 in the dark-state,
as shown in Fig. 13.12 E. Both latter helices induce a dipole along the parallel axis of the
helices, in case of the dark-state. In the same figure we see, that the linker-region exerts a
negative charge concentration (see Fig. 13.12C), which causes the dipolar distribution of the
electrostatic potential. The light-state is positively charged at the same LOV1-LOV2-linker,
due to the different folding situation. Moreover, we see in the Figs. 13.11 C and D, that the
LOV1-Jα helix in case of the dark-state is folded, whereas the same helix is unfolded in the
light-state. We conclude that L1-L2 unfolds in case of a conserved LOV1-Jα-helix. By contrast,
if LOV1-Jα unfolds, L1-L2 forms a HTH-motif in the light-state. We further illustrate this in
Fig. 13.11 D and E, where we show the secondary structure analysis of L1-L2 in the dark and
the light-state of Crphot1. In these two analyses we see that the linker region is split into 5
different segments after a short simulation time in the dark-state, whereas in the light-state two
large segments form a stable HTH-motif over the whole simulation time. Moreover, we observe
that the α-helical content of LOV1-Jα is frequently disrupted in the light-state, in contrast to
the dark-state simulation, where the number of residues with α-helical content is twice as large
as in the light-state.
To further analyze the previously discussed behavior at a molecular level, we additionally
measured the inter-atomic distances in between the linker-region and the LOV1-core region,
which we show in Fig. 13.13. In all simulations of the dark state we observe a condensation of
the Jα-linker region onto the LOV1-core, as shown in the same figure. In case of the two distances
between Asp145-OD1-OD2 (Jα) - Lys107-NZ (Iβ) and Arg147-NH1-NH2 (Jα) - Glu81-OE1-OE2
(Hβ) we observe a salt-bridge formation upon KMC-step 47, which means that after this step the
Jα-helix effectively stabilizes along the β-strand surfaces (see Figs. 13.13 B and C). Moreover,
the two amino-acids Glu168 and Asp150, which are located at the linker, form salt-bridges with
the N-terminal region of CrLOV1, with the amino-acids Arg19 and Lys72 (Aβ-Bβ - region). We
point out that this formation of four different salt-bridges within the LOV1-linker region, has an
overall electrostatic effect in the dark-state and changes the electrostatic pattern of this region
in contrast to the light-state, where the salt-bridges remain cleaved.
Next, we study the influence of L1-L2 on the inter-domain distance between the LOV1- and
LOV2-domain. Our focus is here put on the distance between the FMN-chromophores of LOV1
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Figure 13.13.: Inter-atomic distances between LOV1-core region and LOV1-Jα and LOV1-LOV2-
linker versus KMC-simulation time in the dark-state (black) and light-state (red).[
A: Distance Arg19-NH1-NH2 (Aβ) - Glu168-OE1-OE2 (LOV1-LOV2-linker). B:
Distance Lys107-NZ (Iβ) - Asp145-OD1-OD2 (LOV1-Jα). C: Arg147-NH1-NH2
(LOV1-Jα - Glu81-OE1-OE2 (Hβ). D: Lys72-NZ (Aβ-Bβ)- Asp150-OD1-OD2
(LOV1-LOV2-linker).]
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Figure 13.14.: Average dihedral angle FMN-C4-N5 (LOV1) - FMN-C4-N5 (LOV2) distribution
of dark (black) and light-state (red).
and LOV2. We measured the distance between the FMN-chromophores of LOV1 and LOV2 and
averaged over 4 dark-state as well as 4 light-state simulations. We observe, that the averaged
FMN-FMN distances are within a range from 21.7±0.17 A˚ (FMN-C8 - FMN-O2) up to 31.5±0.21
A˚ (FMN-C4a - FMN-C4a) in case of the dark state. By contrast, we obtained an average range
in the FMN-FMN distances from 41.0±0.24 A˚ (FMN-C8 - FMN-O2) to 41.7±0.25 A˚ (FMN-C4a
- FMN-C4a) in the light state. In Fig. 13.11 G and H we display these distances for the dark
and the light-state. By taking into account that the average electron-density in the dark-state
is distributed over the range from the FMN-O2 and the FMN-C4a atom, we get an average-
value of 26.6 A˚ which is in the range of the value of the experiment of Mathes et al. [241], who
performed ESR-ELDOR experiments on the radical state of the Cr-phot1 Cys57-Ser- and the
Cys57-Gly mutant. They found, that both FMN-chromophores of LOV1 and LOV2 are at a
distance of 24.8 ± 0.7A˚ to each other [241]. We point out that our values fit very well to the
experiment of Mathes et al.. We further analyzed the orientation of the two FMN-molecules and
determined the average dihedral angle distribution over 4 independent KMC-MD simulations
between the two FMN-isalloxazine rings. The curves are displayed in Fig. 13.14. We note that
the average dihedral angle distribution in case of the light-state is broadened in comparison to
the dark-state. In case of the light-state, we see that the angular distribution of the dihedral
angle FMN-C4-N5 - FMN-C4-N5 is distributed from -90 degrees up to 80 degrees over a range of
170 degrees. However, the maximum of the light-state distribution (176 degrees) is close to that
of the dark-state (156 degrees), while the dark state distribution ranges from -120 to 80 degrees,
with a total-range of 140 degrees. We conclude that the light-state has overall a larger variance
in the orientation of the two LOV-domains compared to the dark-state.
13.4.3. Light-induced phosporylation at kinase domain
In the following we continue with the description of the final structures of the LOV2-Jα-system
of Crphot1 for the dark and light-states visualized in Fig. 13.15. From Fig. 13.15A we infer
that in the final structure of the dark-state, the Jα-helix is conserved along the β-strand surface.
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Figure 13.15.: LOV2-Jα system of the dark (A) and light (B)-states.
Next, in Fig. 13.15B we display the final structure of the light-state of Crphot1. We see that
primarily a shift of the Jα-helix along the β-strand surface occurs in the light-state. Moreover,
the Jα-helix tilts its C-terminal end towards the N-terminal part of the LOV2-Jα system in the
light state. This cleavage of the Jα-helix in the light-state of LOV2-Jα was also shown by us in
MD- as well as KMC-MD-simulations, presented in chapters 4 and 12. We point out that the
mutual orientation of the Fα-helix and the Jα-helix is different in both states, as depicted in
Figs. 13.15A and B. Both helices have a parallel alignment in case of the dark-state, as shown
in Fig. 13.15A. By contrast, the Jα-helix in case of the light-state is tilted with regard to the
Fα-helix, as we conclude from Fig. 13.15B. The Fα- as well as the Jα-helix play a deceisive
role in the interaction of the LOV2-domain with the kinase, as demonstrated in the experiments
of Amezcua et al. and Pfeifer et al. [240, 165]. In Fig. 13.16 we display the final structures
of the dark- and light-states after 80 KMC-MD steps with a focus on the influence of the Fα-
and the Jα-helix on the A-loop of the kinase. From Fig. 13.16A we deduce that both helices
are in contact with the kinase-domain in the dark-state. Moreover, we note that the location
and mutual orientation of both α-helices in the light-state differs drastically from the dark-
state, (see Fig. 13.16 B). Kaiserli et al. as well as Pfeifer et al. demonstrated through their
experiments, that primarily the phosphorylation at the active site occurs mainly between the
amino-acids Asp547 and Ser611 [165], which are located at the A-loop. We point out that this
site is inhibited through a tight binding between the LOV2-Fα-helix and the A-loop in the dark-
state, as visualized in Fig. 13.16A. By contrast, the LOV2-Fα-helix is cleaved from the kinase in
the light-state, which is shown in Fig. 13.16B. In Fig. 13.17 we further display the inter-atomic
distances between Ser611-OG (A-loop) and Asp659-OD1-OD2 (C-terminal lobe of kinase) as well
as the inter-atomic distances between Ser611-O (A-loop) and Gln265-O (LOV2-Fα). In case of
the Ser611-OG - Asp659-OD1-OD2 distance we observe that both amino-acids form a stable
H-bond after KMC-MD step 50 the light-state, while the dark-state remains cleaved over the
whole simulation time (see Fig. 13.17A). By contrast, the dark-state forms a H-bond between
Ser611 and Gln265 after KMC-MD step 10, while the light state remains at a distance of 0.8
nm, as depicted in Fig. 13.17B. We conclude from this behavior, that Ser611 is subjected to an
internal re-organization in the light-state and binds onto the C-terminal lobe of the kinase in the
light-state, while this amino-acid binds actively onto the LOV2-Fα-helix in the dark-state. In
Fig. 13.18, we display the APBS analysis on the isolated A-loop as well as the Fα- and Jα-helices
of the LOV2-system. In the figure we deduce that the Fα-helix inhibits the kinase domain at
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Figure 13.16.: Final structures of different parts of phot1 in the dark- and light-states after 80
KMC-MD steps. A: dark-state. B: light-state. Yellow: A-loop extension, Green:
Fα-helix of LOV2-domain. C: Secondary structure analysis of A-loop extension
in dark-state. D: Secondary structure analysis of A-loop extension in light-state.
E: Starting structure of ATP-binding simulation with ATP located near Kinase-
domain. F: ATP in binding pocket after 10 KMC-MD steps in light-state. G:
Inter-atomic distance between Asp548-OD1 (ATP-binding pocket) and ATP-N6
in dark-state (black) and light-state (red).
130
13.4. Results
Figure 13.17.: A: Inter-atomic distance between Ser611-OG - Asp659-OD1-OD2, B: Inter-atomic
distance Ser611-O - Gln265-O. dark-state (black). light-state (red).
the phosphorylation site Ser611 in the dark-state, while this helix is shifted towards the A-loop
extension in case of the light-state. In Fig. 13.18E we show the inter-atomic distance between
Ala344-O (LOV2-Jα) and Ser590-O (A-loop extension). For this quantity we observe in the light-
state curve a down shift from a value of 2 nm down to 1 nm after the 23rd KMC-MD-step, while
the dark-state curve remains at a constant distance of 2 nm. We conclude from these observations
that the Fα helix binds tightly onto the A-loop of the kinase domain in the dark-state, while
this Fα-helix is cleaved from the A-loop in the light-state. Moreover, from the previous analysis
we infer that Ser611 re-orients within the kinase domain and the Jα-helix binds onto the A-loop
in the light-state. Next, we investigate the catalytic cleft, which is located within Asp547 and
Ser611. From Fig. 13.18F we deduce that this cleft opens in the light-state, in contrast to the
dark-state. In case of the interatomic distance between Asp547-O and Ser611-O we see a drift
from 1.7 to 2.1 nm after the KMC-step 25, while the catalytic cleft remains closed in the dark-
state reflected by a distance of 1.8 nm. These latter events lead to an unfolding process of the
A-loop region of the kinase domain in case of the light-state, which we show in Fig. 13.16D. By
contrast, the A-loop is stable throughout 80 KMC-MD steps in the dark-state, as confirmed by
Fig. 13.16C. Moreover, we further conclude from both figures that the α-helical content of the
A-loop extension is in the dark-state twice as large as the light-state. We note in this context
that Pfeifer et al. performed FTIR-experiments on full-length Crphot1 and mutants of Crphot1,
in which they identified an unfolding process upon light irradiation in this A-loop region [165].
Moreover, we emphasize that we observe the same behavior in the secondary structure analysis
of the simulations of both states, which is shown in Figs. 13.16C and 13.16D. In this analysis
we observe that the largest changes in the light-state secondary structure occur in the sequential
range between 587 and 602 within the A-loop region. We note that this behavior has been also
observed in combined mutational and FTIR-experiments of Pfeifer et al., where they identified
an unfolding in the A-loop region between the amino-acids 551-605 [165]. We stress, that we
observed this light-state unfolding of the A-loop extension in all of our 4 independent KMC-MD
simulations, while the dark-state remained stable in this region.
In the following we continue with the analysis of the catalytic cleft. From Fig. 13.19 we deduce
that the catalytic cleft opens and becomes solvent accessible in the light-state, while it remains
almost not accessible for the solvent in the dark-state. In Fig. 13.19A we show the minimum
distance between bulk-water and Asp547, which is located inside the catalytic cleft of the kinase
domain, while in Fig. 13.19B we plot the histogram of this minimum distance. We conclude
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Figure 13.18.: APBS-analysis and inter-atomic distances at the CrLOV2-Jα - kinase interface.
A: APBS-analysis of A-loop extension, Fα-helix and Jα-helix in dark-state. B:
APBS-analysis of A-loop extension, Fα-helix and Jα-helix in light-state. C: APBS-
analysis of dark-state. D: APBS-analysis of light-state. E: Inter-atomic distance
Ala344-O - Ser590-O over 80 KMC-MD steps. F: Inter-atomic distance Asp547-O
- Ser611-O over 80 KMC-MD steps.
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Figure 13.19.: Distribution of water and Asp547 (catalytic cleft). A: Minimum distance between
water and Asp547 over 80 KMC-steps - dark-state (black), light-state (red). B:
Histogram of minimum distance, shown in (A).
from these curves that the catalytic cleft is active in the light-state, due to its larger solvent
accessibility throughout the simulation, compared to the dark-state. We further investigated the
activation of the catalytic cleft through performing a biased-cofactor binding KMC simulation
on both final structures of the dark and light-states of phot1, which we display in Fig. 13.16
E-G. We deduce from the ATP - Asp547-distance shown in Fig. 13.16G that with equal starting
conditions of ATP outside of the kinase in both states, we observed that ATP intrudes into the
catalytic cleft in the light-state, while the dark-state structure impedes intrusion.
Finally, we conclude from our simulations that the LOV1-domain controls the sterical inter-
actions in the LOV1-LOV2-linker region, while the LOV2-domain controls the kinase activity.
We find that the L1-L2 region acts as a binding partner onto the membrane and mRNA, which
is state-dependent. Moreover, the LOV2-domain inhibits the kinase at Ser611, which is located
at the A-loop. LOV2-Fα as well as LOV2-Jα play a deceisive role in the folding behavior of the
A-loop of the kinase and alter their location in the light-state, which leads to kinase activation.
This latter folding behavior finally leads to an opening of the kinase domain and activation of
the catalytic cleft in the light state.
13.4.4. Scheme of in vivo function of phototropin1
To summarize, we show in Fig. 13.20 a schematic picture on the in vivo function of full-length
phot1, inferred from our KMC-MD simulations. We propose that the L1-L2 region is responsible
for migration and localization of dark-state phot1 at the negatively charged cell-membrane.
Moreover, we demonstrate that the HTH-motif of L1-L2 might act as a motif for nucleotide-
binding and nucleotide-control in the light-state. By contrast, in the dark-state the kinase domain
is inhibited by the LOV2-domain, while the LOV1-domain dimerizes with the LOV2-domain.
Upon illumination, we find that the LOV1-LOV2 distance is increased, while L1-L2 forms a
HTH-motif. We point out that activation occurs at the kinase domain through disruption of the
Jα-helix from the LOV2-domain. Subsequently, unfolding of the A-loop extension is initiated
through cleavage between the LOV2-Fα helix and the kinase. Initial phosphorylation occurs
at Ser611, which is identical in sequence with the amino-acid Ser851 of the kinase domain from
Arabidopsis thaliana [40], which induces large sterical changes. Subsequent auto-phosphorylation
in the light-state occurs primarily in the C- and N-terminal Ser residues at the LOV2-domain
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Figure 13.20.: Schematical description of light-induced cycle of phototropin and activation.
in Arabidopsis thaliana, as we know from experiments of Sullivan et al. [39]. After the initial
autophosphorylation, repulsive electrostatic forces lead to a deceisive cleavage of the LOV2-
domain from the kinase and target proteins as well as other phototropins within the cell cytoplasm
become phosphorylated. Finally we note that the phosphorylation targets, which lead to final
response of the organism are unknown. We stress that during phosphorylation of these targets,
Crphot1 might bind onto the mRNA-nucleotide, which is regulated by LOV1.
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14. Molecular dynamics on the
Vivid-LOV-domain of Neurospora
crassa
Figure 14.1.: A: Crystal structure of the VVD-LOV-domain from Neurospora Crassa with sec-
ondary structural elements and FAD-chromophore (MD-starting structure). B:
FAD-chromophore in its binding pocket surrounded by relevant amino acids Gln182
(Iβ-strand), Asn161 (Hβ-strand) and Asn151 (Gβ-strand).
Figure 14.2.: Dihedral angles and inter-atomic distances of amino acids surrounding FAD versus
simulation time of dark-state (black) and the light-state (red) [A: dihedral angle
Gln182-(CD-OE1) - FAD-(C4-N5). B: inter-atomic distance Gln182-NE2 - FAD-
C4=O.].
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Figure 14.3.: Inter-atomic distances of amino acids surrounding FAD versus simulation time of
dark-state (black) and the light-state (red) [A: inter-atomic distance Gln182-NE2 -
Asn162-OD1. B: inter-atomic distance Asn161-ND2 - FAD-C4=O].
Figure 14.4.: Representative configurations of the amino-acid environment around FAD at dif-
ferent simulation times [A: 0 ns of production phase. B: 5 ns. C: final configuration
at 20 ns].
14.1. Introduction
In this chapter, we elucidate the pathway of signal-transduction of the Vivid (VVD) LOV-domain.
As we described previously, this photosensory protein is essential for adjusting the circadian clock
of Neurospora crassa. Malzahn et al. and Chen et al. recently elucidated the in vivo functionality
of VVD-LOV [63, 62]. Although these works successfully demonstrated the in vivo role of VVD-
LOV, a molecular based description of the dynamics of signal transduction of VVD-LOV on a
molecular level is still lacking. In the follwing sections, we present the results of our simulation
on the dark and the light-state of VVD-LOV. In agreement with the experimental results, we
will elucidate the pathway of signal transduction and will further discuss the molecular basis of
signal-transduction from the vicinity of the FAD-chromophore to the peripheral aα-helix.
14.1.1. Generation of starting structures
As starting structure for our dark-state simulations for the VVD-LOV-monomer as well as dimer,
we used the dark-state crystal structure of VVD-LOV-domain from Neurospora crassa (PDB-
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Figure 14.5.: Histogram of characteristic dihedral angle of Cys71 and inter-atomic distances of
characteristic amino acids on Iβ-strand and aα-Aβ-linker versus simulation time for
the dark-state (black) and light-state (red) [A: histogram of dihedral angle Cys71-
(N-CA-CB-SG). B: inter-atomic distance Gln182-N - Ala72-O.].
Figure 14.6.: Inter-atomic distances of characteristic amino acids on Iβ-strand and aα-Aβ-linker
versus simulation time for the dark-state (black) and light-state (red) [ A: inter-
atomic distance Asp68-O - Cys71-SG. B: inter-atomic distance Cys71-SG - FAD-
O4].
code: 2PD7), which was determined through x-ray diffraction measurements by Zoltowski et al.
[65]. Its tertiary structure is visualized in Fig. 14.1A and the relevant amino acids in the vicin-
ity of the chromophore in Fig. 14.1B. To create the initial structure for our simulation of the
cysteinyl-FAD (CFD) adduct of the wildtype VVD LOV-domain, we employed the dark-state
crystal structure previously mentioned and generated a CFD-adduct by forming a covalent bond
between the Cys108-S and FAD-C4a. We point out in this context that the covalent linkage be-
tween the reactive cysteine and FAD is required to transmit the stress from the reaction center
to the protein and trigger the protein signal, as we have demonstrated through the comparison
of the methyl-mercaptan adduct and the cysteinyl-FMN adduct state of the LOV1-domain of
Chlamydomonas reinhardtii [249] as well as the AsLOV2-Jα-Rac1 fusion protein [247]. Simula-
tion parameters were chosen, as previously described in section 3.6.
14.2. Results
We start the analysis of our simulation results by considering the spatio-dynamical behavior of
relevant amino acids adjacent to the FAD-chromophore. In Fig. 14.2A we show the dihedral
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Figure 14.7.: Light-induced conformational changes taking place at Hβ-, Iβ- and Aβ-strands after
20 ns of simulation [green: dark-state. red: light-state].
angle, encompassing the atoms Gln182-(CD-OE1) of the Gln182-sidechain and FAD-(C4-N5) of
the FAD-isoalloxazine ring, as a function of simulation time. We observe that in the time-range
from 0 up to 2.5 ns the light-state (red) curve is subjected to a large perturbation, which reaches
a maximum amplitude of about 240 degrees at around 2 ns and then relaxes back to an average
value at around 100 degrees. This switch of the dihedral angle correlates with the jump in the
distance between the amino-group Gln182-NE2 and FAD-C4=O from an average value of 2.5 A˚
up to 8 A˚ at the same simulation time, as we can easily deduce from Fig. 14.2B. By contrast, we
note that the dark-state curve for the distance between FAD-C4=O and Gln182-NE2 fluctuates
around a stable H-bonding distance over the whole simulation time. Next, we investigate the
effect of the switching of Gln182 on the adjacent asparagine residue Asn161, located in vicinity
to the FAD-chromophore. To this end, we consider the distance between the atoms Asn161-OD1
and Gln182-NE2 of the light-state in Fig. 14.3A, which drops to H-bond distance after 2 ns.
From this observation, we conclude that, subsequent to the light-state dihedral switch of Gln182
and reorientation of Gln182 with regard to FAD-C4=O shown in the Figs. 14.2A and B, a cou-
pling between Gln182 and its neighboring amino-acid residue Asn161 takes place at around 2 ns
through H-bond formation, which persists until the end of simulation. Both amino-acids are re-
spectively located on the Iβ- and Hβ-strands and, thus, the process results in β-sheet tightening
and weak interlinking of the β-strands. This contrasts to the dark-state, where we observe no H-
bond formation between the sidechains of these two amino-acid residues. To further illustrate the
time-dependent changes taking place in the amino-acid environment of FAD after CFD-adduct
formation, we visualize in Fig. 14.4 representative snapshots of the light-state configurations at
characteristic simulation times. In Fig. 14.4A we first display the configuration of the amino-acid
environment of FAD at 0 ns of the production phase. We notice that at this stage of the simu-
lation the carbonyl-oxygen FAD-C4=O is in average twice H-bonded by the amino-acids Gln182
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Figure 14.8.: Inter-atomic distances of amino-acid residues located at the N-cap with regard to
characteristic residues or FAD at the protein core versus simulation time [A: Ala72-
O (Aβ-strand)- FAD-O4. B: Leu51-CG (aα-helix) - Val67-N (aα-Aβ-linker).].
and Asn161 and no H-bonding exists between these two amino acids, whereas FAD-C2=O is
singly H-bonded by Asn151. Moreover, we deduce from the additional snapshot of the Gln182-
environment in Fig. 14.4A that the sidechain-carbonyl group with Gln182-OE1 is not H-bonded
at 0 ns, whereas the backbone-carbonyl group with Gln182-O is stabilized through the presence
of two H-bonds formed with two water molecules from the solvent. Next, let us examine the
amino-acid configuration at 5 ns shown in Fig. 14.4B, which is a representative configuration
after which the previously discussed Gln182-switch at 2 ns has taken place. At this stage of the
simulation, the H-bond between FAD-C4=O and Gln182 is disrupted and the sidechain of Gln182
has rotated, to form a new H-bond between the atoms Gln182-NE2 and Asn161-OD1 as well
as supplementary H-bonds between the sidechain-carbonyl group of Gln182-OE1 with solvent
water molecules (see snapshots in Figs. 14.4B and C). This results in a tightening of the β-sheet
through coupling of the amino acids Gln182 and Asn161, respectively located on the Iβ- and
Hβ-strands. Finally, we show in Fig. 14.4C the final configuration at a simulation time of 20 ns.
At this stage the FAD-environment is very similar to the one at 5 ns. This observation confirms
our analysis of the inter-atomic distances shown in Fig. 14.2 and 14.3, where we found that after
the switching process at 2 ns the amino-acid environment remains stable and, therefore, the β-
strands stay coupled up to the end of the simulation. In this context it is worth mentioning that
the flipping of the glutamine residue was already suspected in several earlier experimental as well
as theoretical studies with other LOV-domains to be a triggering step of their signaling pathway
[35, 246, 65, 48, 244]. For example, x-ray diffraction experiments on AsLOV2 by Crosson et al.
[10] and Halavaty et al. [55] showed the importance of the Gln513 near to the FMN-chromophore
in the signaling pathway. They demonstrated that illumination of the crystal sample of AsLOV2
causes a rotation of its dihedral angle Gln513-(CA-CB-CD-OE1) of about 180 degrees, which
may be followed by a subsequent H-bond formation of the residue with FMN-N5. Nash et al. [56]
showed the importance of Gln513 in the signaling pathway of AsLOV2 through generating sev-
eral point mutations and using UV-, CD- and N15-HSQC-NMR-spectroscopy as well as limited
proteolysis. In particular, they demonstrated that the singly H-bonded Gln513-AsLOV2-Asn
mutant resembles the light-state without illumination of AsLOV2. Their work revealed large
differences in the spatio-temporal relaxation of the system between investigations performed in
solution at room temperature and the ones in the crystal at cryogenic temperatures. They found
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Figure 14.9.: Inter-atomic distances of amino-acid residues located at the N-cap with regard to
characteristic residues or FAD at the protein core versus simulation time [A: Thr69-
O (aα-Aβ-linker)- Ser89-OG (Bβ-strand). B: Gly43-N (N-terminal coil)- Val86-O
(Bβ-strand)].
in the latter case that the close packing of the proteins on the crystal lattice as well as the low
temperatures allow only small displacements of amino acids after CFD-adduct formation, which
favors the formation of a H-bond between Gln513-OE1 and FMN-N5-H as proposed in the work
of Crosson et al. [10] and Halavaty et al. [55]. However, these conclusions contrast to the results
obtained in solution by Alexandre et al. [46, 197] from FTIR-measurements on AsLOV2. Their
study revealed that in solution an equilibrium between different dark-state conformers does exist,
which can inter-convert by undergoing significant structural rearrangement. More specifically,
they found that the FAD-C4=O-carbonyl-oxygen is twice H-bonded in the so-called crystal-like
conformation, whereas in the second conformation the FAD-C4=O is singly H-bonded. Alexan-
dre et al. interpreted this latter state as a pseudo-lit state, which agrees well with the singly
H-bonded light-state configurations found by us in the time-range after 2 ns as well as our dark-
state conformer after 8 ns, in which FAD-C4=O remains only singly H-bonded with Asn161 or
Gln182 respectively (see Figs. 14.2B and 14.3B). Moreover, Alexandre et al. further concluded
from their work [46] that a loop-tightening process according to an amide-I-vibrational signal
occurs after adduct formation, which concords with the β-sheet-tightening process through H-
bond formation between Gln182-NE2 and Asn161-OD1 on the Iβ- and Hβ-strands at 2 ns (see
Fig. 14.3A). Finally, the important role of the glutamine residue Gln182 was also confirmed
by the x-ray diffraction measurements of Zoltowski et al. [65]. They demonstrated through size-
exclusion chromatography and x-ray diffraction that the initial Gln182-switch induces changes in
the H-bonding pattern around Cys71 at the aα-Aβ-loop, resulting in an increase of the size of the
domain and enhancement of the dimerization tendency. However, since these experiments have
been performed with proteins subjected to crystal packing at cryogenic temperatures, it is likely
that changes may also implicate other residues of VVD-LOV in solution at room temperature,
as discussed in detail in the following.
To investigate this possibility, we study next how the changes in the H-bonding pattern around
FAD affects the peripheral α-helices and β-strands, such as the Ncap-region that includes the
aα-helix and aα-Aβ-linker domain (residues 37 to 70). To this end, we display in Fig. 14.5A the
distribution of the sidechain dihedral angle Cys71-(N-CA-CB-SG), determined over the whole
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Figure 14.10.: Different perspectives of the final configurations, obtained after 20 ns of simulation
[A: dark-state. B: light-state].
simulation trajectory, from the Cys71-residue, located on the aα-Aβ-linker. We observe an
increase in magnitude of the dark-state curve compared to the light-state curve around an angle
of 0 degrees, whereas at an angle of 240 degrees this tendency is reversed. From this observation,
we conclude that upon adduct formation Cys71 rotates about an angle of 120 (or 240) degrees,
which confirms the implication of this residue in the signaling pathway of VVD-LOV as shown by
Zoltowski et al. [65]. More specifically, these authors demonstrated through substituting Cys71
with Ser and performing x-ray-diffraction measurements with the mutant that Ser71 forms a
tighter H-bond with the Asp68-carbonyl than Cys71 in the wildtype VVD-LOV. Moreover, they
found that this point mutation completely prevents the N-terminal conformational change and,
thus, concluded that Cys71 plays an important role in controlling the binding affinity between
the Ncap and VVD-LOV-core. Based on these investigations, they proposed the following two-
step signaling mechanism: (1) Gln182 on the Iβ-strand rotates to improve interactions between
the Gln182-amide and the Ala72-carbonyl group on the aα-Aβ-linker; (2) the Cys71-thiol group
breaks a buried H-bond to the Asp68-carbonyl and swivels to form a new H-bond with the Asp68-
amide nitrogen. To study this possible mechanism, we first visualize in Fig. 14.5B the distances
between Gln182-N and Ala72-O in the dark and light-states. We see that both curves do not
differ and that they remain stable over the whole simulation time. This clearly demonstrates that
the disruption of the H-bond between FAD-C4=O and Gln182 as well as subsequent rotation
of Gln182 at 2 ns, observed in the Figs. 14.2A and 14.2B, does not affect the interaction
between Gln182 and Ala72 and, therefore, the signal propagation does not take place through
the pathway of Ala72 and Asp68 in solution. Moreover, we infer from Fig. 14.6A that in the
light-state the H-bond between Asp68-O and Cys71-SG is strengthened compared to the dark-
state. This observation also contrasts to the second step in the mechanism suggested by Zoltowski
et al., in which the Cys71-thiol group changes its H-bond connectivity from Asp68-carbonyl to
Asp68-amide nitrogen. However, we deduce from the same figure as well as the Fig. 14.6B,
in which we plot the inter-atomic distance between Cys71-SG and FAD-C4=O, that Cys71 is
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Figure 14.11.: Different perspectives of the final configurations, obtained after 20 ns of simulation
[A: dark-state. B: light-state].
perturbed at around 2 ns by the rotation of Gln182 and subsequent coupling between the Iβ-
and Hβ-strands through H-bond formation between Gln182-NE2 and Asn161-OD1. We conclude
from this analysis that the signaling pathway of VVD-LOV, triggered by adduct formation and
subsequent rotation of Gln182, causes a distortion of the Iβ-strand and subsequent coupling
between the Iβ- and Hβ-strands, as depicted in Fig. 14.7. These latter steps then causes the
breakage and weakening of H-bonds between the Iβ- and Aβ-strands, leading to a reorientation
of the Aβ-Bβ-loop with respect to the Iβ- and Hβ-strands as well as the FAD-chromophore.
This is confirmed by considering the increase in the distance after the Gln182-switch at 2 ns
between Ala72-O, located on the Aβ-strand, and FAD-O4 in Fig. 14.8A. To further track the
evolution of the signal to the peripheral secondary structure elements, we next analyze the
changes taking place in the Ncap-region between the Aβ-strand and the aα-helix. This region
has been suspected by Zoltowski et al. to decisively affect the dimerization tendency of VVD-
LOV upon light activation [65, 66]. To this end, we show in Fig. 14.8B the distances between
the backbone atom Val67-N, located on the aα-Aβ-linker, and the sidechain atom Leu51-CG,
located on the aα-helix. We deduce from the figure that after the Gln182-switch at 2 ns a sharp
drop of about 2 A˚ in the inter-atomic distance between Val67-N and Leu51-CG takes place,
which remains stable up to the end of the simulation time. This event describes a contraction
process of the aα-helix onto the aα-Aβ-linker, which goes along with the reorientation of the
Aβ- and Bβ-strands. The light state conformation of the VVD-LOV-surface is then stabilized
by the formation of new H-bonds between the Bβ-strand and aα-Aβ-linker, as can be concluded
from the drop in the distance between Ser89-OG on the Bβ-strand and Thr69-O on the aα-
Aβ-linker at around 4 ns in Fig. 14.9A. To further elucidate how the changes at the Aβ- and
Bβ-strands are affecting the N-terminal region as well as the aα-helix at the Ncap, we show
in Fig. 14.9B the inter-atomic distance between the backbone atoms Gly43-N and Val86-O,
located respectively at the coil on the N-terminal end and the Aβ-Bβ-loop. We observe that at
around 11.5 ns a sharp drop of the light-state curve of about 2.5 A˚ down to H-bond distance
takes place, which remain stable up to the end of the simulation time. This indicates that the
new position of the aα-helix in the light-state is further stabilized through the formation of new
H-bonds between the N-terminal end and the Aβ-Bβ-loop, as demonstrated on the example of
the H-bond between Gly43 and Val86. To further illustrate the light-induced conformational
changes occurring at the Ncap and the Aβ-Bβ-loop, we show in the Figs. 14.10A and 14.10B the
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Figure 14.12.: Center of mass distance between monomer A and monomer B of dark- (black) and
light-state (red) dimer as a function of simulation time.
final configurations of VVD-LOV on the hydrophilic side in case of the dark and light-state. By
comparing both structures, we conclude that in the light-state the Gln182-switch and subsequent
coupling between the Iβ- and Hβ-strands induces a reorientation of the Aβ-Bβ-loop with respect
to the VVD-LOV-core, which goes along with a contraction in the distance between the aα-
Aβ-linker and aα-helix as well as an unfolding of the aα-helix. Both conformational changes
at the VVD-LOV-surface are ultimately stabilized by the formation of new H-bonds between
the Bβ-strand and the aα-Aβ-linker as well as between the N-terminal coil and the Aβ-Bβ-
loop. Moreover, we can deduce from the Figs. 14.11A and D that an additional stabilization
of the light-state conformation of VVD-LOV takes place through H-bond formation between
the residues Gly105 and Tyr40, respectively located on the Dα-Eα-loop and the aα-helix. It is
worth emphasizing in this regard that our conclusions concord well with the x-ray measurements
of Zoltowski et al. [65], which revealed that the Gln182-switch leads to conformational changes
around the Ncap with a shift of about 2 A˚ of the aα-Aβ-linker domain toward the LOV-core
and a reorientation of the N-terminal end. Moreover, we point out that a tightening of the
β-sheet and an increase in the mobility of the Aβ-Bβ-loop have also been suspected to be
implicated in the signal transduction pathway of other LOV-domains. For example, Iwata et al.
[45] demonstrated on the LOV2-domain of Adiantum Phytochrome3 using FTIR- and UV-visible-
spectroscopy that immediately upon adduct formation the system looses the local structure
of amino acids around the FMN-chromophore, which causes in subsequent stages a β-sheet
tightening, including the Aβ- and Bβ-strands, as well as a rearrangement of the α-helices on
the hydrophilic side of the protein. In a later work Halavaty et al. [55] showed through x-ray
crystallography on the AsLOV2-Jα-system that, upon irradiating the dark-state crystal, distance
shifts occur in the region around the Aβ and Bβ-strands, which strongly influence the Jα-helix.
In a recent theoretical investigation on the signal transduction pathway of the LOV1-domain
from Chlamydomonas reinhardtii we demonstrated that the adduct formation between Cys57
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Figure 14.13.: Final dimer structures of VVD-LOV after 20 ns of simulation [dark-state
(monomer A: dark green, monomer B: bright green). adduct state (monomer
A: dark blue, monomer B: bright blue)].
and FMN-C4a induces a β-sheet tightening process through coupling of the Aβ- and Bβ-strands
[249]. This process goes along with an increase of the van-der-Waals contacts, which are formed
within a dimer on the β-sheet surfaces of the LOV1-domains allowing a stronger hydrophobic
interaction and increase of the dimerization tendency. Similarly as in case of the LOV1-domain,
we suspect the conformational changes taking place at the β-scaffold and surface of VVD-LOV to
play a decisive role in controlling its dimerization tendency with partner domains. In Fig. 14.12
we show the center-of-mass distances between both monomers in case of dark and light-state. We
observe in case of the light-state a constant decrease in the monomer-monomer center-of-mass
distance starting from a value of 3.8 nm at the beginning of the production phase down to a value
of 3.3 nm after 20 ns, whereas the dark-state curve remains nearly stable over the whole simulation
time. At the end of the simulation the difference between the light-state and dark-state curve
reaches a maximum of 4.5 A˚ . Next, in Fig. 14.13 we show the final configurations, obtained after
20 ns of MD-simulation for the dark and light-states. In case of the light-state dimer we observe
that the aα-Aβ-linker and aα-helix of both monomers are more closely aggregated to each other
than in case of the dark-state dimer. Moreover, we observe a longitudinal contraction of both
monomers of about 1.6 nm in the former case, which indicates that the light-state possesses
a higher dimerization tendency than the dark-state. We point out that our conclusions agree
well with the x-ray measurements of Zoltowski et al. [65, 66], which revealed that in the crystal
the VVD-LOV-monomers are dimerizing through the Ncap- as well as N-terminal region and
that these regions undergo important conformational changes upon light excitation. Moreover,
they showed through size-exclusion chromatography that the dimerization tendency of VVD-
LOV strengthens significantly in the light-state. Finally, our findings also confirm several recent
experimental studies [61, 62, 63], in which the increased affinity of VVD-LOV to other PAS-
domains, such as e.g. WCC, in response to light was evidenced. Therefore, we believe that our
findings will also contribute to the elucidation of the interaction and functionality of VVD-LOV
with its partner domains in vivo.
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In summary, we showed through molecular dynamics simulations of the fungal photoreceptor
Vivid from Neurospora crassa that the primary steps after cysteinyl-adduct formation involve a
switch of Gln182 in vicinity of the FAD-chromophore, which results in the coupling between the
Iβ- and Hβ-strands through H-bond formation and subsequent breakage as well as weakening
of H-bonds between the Iβ- and Aβ-strands. This latter process then causes a reorientation
of the Aβ-Bβ-loop with respect to the VVD-LOV-core and a simultaneous contraction of the
partially unfolded aα-helix onto the aα-Aβ-linker. Both conformational changes at the VVD-
LOV-surface are ultimately stabilized by the formation of new H-bonds between the Bβ-strand
and the aα-Aβ-linker as well as between the N-terminal coil and the Aβ-Bβ-loop. The signal-
ing pathway proposed by us, which relies on simulations performed in solution, contrasts to
the mechanism inferred from crystallographic experiments, in which the Gln182-switch triggers
the signal from the Iβ-strand to the aα-Aβ-linker via a direct route involving Gln182, Ala72,
Cys71 and Asp68. Moreover, we demonstrate through additional dimer simulations that the
light-induced conformational changes, observed in the monomeric case, play a decisive role in
controlling the dimerization tendency of Vivid with its partner domains. In case of the light-
state dimer we observe that both the aα-Aβ-linker as well as the aα-helix of both monomers are
aggregating onto the LOV-core, which results in a longitudinal contraction of the dimer structure
and indicates that the light-state possesses a higher dimerization tendency than the dark-state.
Finally, our findings also provide additional insight about the functioning of VVD-LOV and its
modulatory effect on partner domains in vivo. Further investigations will be required to study
different dimerization modes of VVD-LOV in solution and to enlighten the crosstalk between
VVD-LOV and WCC at the molecular level.
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15. Photoactivable Rac1-GTPase
Figure 15.1.: Crystal structure of the AsLOV2-Jα-Rac1-photoenzyme, obtained from the small-
angle-x-ray scattering measurements of Wu et al. [72]. Both figures show from
different perspectives the AsLOV2-protein core region (grey) with adjacent Jα-
helix (red), which are both aggregated to the Rac1-GTPase (green). Moreover,
they include the FMN-chromophore (yellow) and the substrate GTP (magenta).
15.1. Introduction
In the following sections we elucidate the early stages of the signal transduction pathway of
the AsLOV2-Jα-Rac1-photoenzyme on the molecular level, using the MD-simulation method.
Our study shows that the initial process after formation of the Cys450-FMN-adduct involve the
breakage of a H-bond between the carbonyl-oxygen FMN-C4=O and the amino group of Gln513,
followed by a rotational re-orientation of its sidechain. This triggering event near the FMN-
chromophore initiates the creation of a new H-bond between Gln513 and Asn492, coupling the
Iβ- and Hβ-strands together, and causes a progressive extension of the Iβ-strand, transmitting the
stress towards the LOV2-Jα-interface. Afterwards, these movements leads to a partial unwinding
of the Jα-helix at its N-terminal end and subsequent disruption of the Jα-helix from the LOV2-
domain, reflected by the breakage of the two H-bonds Asp522-Glu525 as well as Asp522-Arg526.
These latter processes induce the cleavage of two supplementary H-bonds at the LOV2-Rac1-
interface, namely Gln507-Asp619 as well as Glu409-Asn595, ultimately causing the release of the
Rac1-GTPase from the LOV2-domain. Moreover, we demonstrate that our simulation technique
can be used to predict the signaling behavior of novel photoenzymes altered by mutations and
in this way provide guidance for experimentalists. The details of the simulation as well as the
generation of the starting structures of our dark and adduct state simulations (see Figs. 15.1A
and 15.1B) are provided in the method section given below.
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15.1.1. Generation of starting structures
As a starting structure for our dark-state simulation, we used the dark-state crystal structure
of the AsLOV2-Jα-Rac1-photoenzyme from Wu et al. (PDB-code: 2wkp.pdb), which was deter-
mined by x-ray diffraction measurements [72] and whose secondary structure is visualized in Figs.
15.1A and 15.1B. To create the initial structures of our adduct state simulation, we employed
the dark-state crystal structure previously mentioned and generated a cysteinyl-FMN (CFN)
adduct by forming a covalent bond between the Cys450-S and FMN-C4a. Similarly, we created
a methyl-mercaptan (MM) adduct of its Cys57Gly-mutant by using the same dark-state crystal
structure and forming a covalent bond between the MM and FMN-C4a. This latter state solely
differs from the CFN-adduct state through the lack of the covalent linkage between the reactive
cysteine residue Cys450 and the FMN-chromophore. We point out that covalent linkage between
the reactive cysteine and FMN is required to transmit the stress from the reaction center to the
protein and trigger the protein signal, as we will demonstrate through the comparison of our
simulations with the MM-adduct and CFN-adduct state.
Figure 15.2.: Dihedral angle or distance of characteristic atoms on the FMN-chromophore or on
surrounding amino acids to atoms of neighboring amino acid residues in the dark
(black) and adduct (red) states [(A) dihedral angle Gln513-(CD-OE1) - FMN-(C4-
N5). (B) distance Gln513-OE1 - Asn492-ND2. (C) distance Gln513-NE2 - FMN-
O4. (D) distance Asn482-ND2 - FMN-O4].
Figure 15.3.: Dihedral angle or distance of characteristic atoms on the FMN-chromophore or on
surrounding amino acids to atoms of neighboring amino acid residues in the dark
(black) and adduct (red) states [(A) dihedral angle Gln513-(CD-OE1) - FMN-(C4-
N5). (B) distance Gln513-OE1 - Asn492-ND2. (C) distance Gln513-NE2 - FMN-
O4. (D) distance Asn482-ND2 - FMN-O4].
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Figure 15.4.: Representative local configurations of amino acids Gln513, Asn492 and Asn482
surrounding the FMN-chromophore at (A) 0 ps, (B) 10000 ps and (C) 30000 ps
[cyan: C-atom; red: O-atom; blue: N-atom; white: H-atom; orange: P-atom;
yellow: S-atom].
Figure 15.5.: Inter-atomic distance from characteristic amino acids located at the LOV2-Jα-
interface, i.e. at the linker region between the Iβ-strand and the Jα-helix, in the
dark (black) and adduct (red) states [(A) Asp522-N - Gln513-N. (B) Asp522-N -
Glu525-OE2.].
We start the analysis of our simulation results by considering the spatio-dynamical behavior
of relevant amino acids adjacent to the FMN-chromophore. In Fig. 15.2A we show the dihe-
dral angle, enclosing the atoms Gln513-(CD-OE1)-FMN-(C4-N5), as a function of simulation
time. We observe that in the CFN-adduct state, starting from an initial angle of 120 degrees
up to 2500 ps, the quantity grows stepwise and reaches a maximum angle of 300 degrees at
around 10000 ps, until it gradually falls back to an average value of 100 degrees. The rota-
tional re-orientation of the glutamine residue is visualized in Fig. 15.4, in which we compare the
representative configurations of the amino acids Gln513, Asn492 and Asn482 surrounding the
FMN-chromophore at characteristic simulation times. In case of the configuration at 0 ps (Fig.
15.4A) the FMN-C4=O-carbonyl oxygen is singly H-bonded by the residue Gln513, whereas the
Gln513-OE1-carbonyl oxygen on the Gln513-sidechain is twice H-bonded by the amino-groups
of the sidechains of Asn492 and Asn482. Comparing this configuration with the configuration
at 10000 ps (Fig. 15.4B), we see that the switch of the dihedral angle of about 180 degrees
in this time range corresponds to a rotation of the carbonyl-oxygen of Gln513-OE1 about the
axis formed by the sidechain atoms Gln513-NE2 and Gln513-CD of the glutamine residue. This
process initiates the temporary release of the amino acid Asn492 through breakage of the H-
bond between Gln513 and Asn492, as can be deduced by the increase in the distance between
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Figure 15.6.: Inter-atomic distance from characteristic amino acids located at the LOV2-Jα-
interface, i.e. at the linker region between the Iβ-strand and the Jα-helix, in the
dark (black) and adduct (red) states [(A) Arg526-NH2 - Asp522-OD1(OD2). (B)
Glu525-CA - FMN-O4].
Asn492-ND2 and Gln513-OE1 in Fig. 15.2B in the same time range. Moreover, we infer from the
distance between Gln513-NE2 and FMN-O4 in Fig. 15.2A and from the configuration at 10000
ps in Fig. 15.4B that during this phase the H-bond between Gln513 and FMN-C4=O-carbonyl
oxygen remains stable. From the former graph, we further conclude that the H-bond between
Gln513 and FMN-C4=O-carbonyl oxygen is successively released starting from 10000 ps, while
a new H-bond between Gln513-OE1 and the amino group of Asn492-ND2 is formed leading to
the coupling of the Hβ- and Iβ-strands. The latter process can be deduced from the drop in
the corresponding distance to a value of about 3A˚ in Fig. 15.2B. We note that the formation of
this new H-bond causes a stable coupling between both β-strands, persisting over the remaining
simulation time. This coupling process is consistent with the early stage of a β-sheet tightening
process, inferred from FTIR-experiments on LOV2- [228, 202, 46] and LOV2-Jα-systems [56].
From the distance between Asn482-ND2 and FMN-O4 in Fig. 15.3B, we deduce that the local
configuration of the FMN-chromophore in the binding pocket is stabilized through the creation
of a new H-bond between Asn482-ND2 and FMN-O4, leaving the FMN-C4=O singly H-bonded
with Asn482. This observation is confirmed by comparing the local configuration of amino acids
near to the FMN-chromophore at 30000 ps in Fig. 15.4C. In this context it is worth pointing
out that the glutamine residue adjacent to the FMN-chromophore is highly conserved and has
previously been suggested to be crucial for the signaling process of the LOV-domains. Several
early experimental studies on the isolated LOV2-domain suggested that the primary process af-
ter CFN-adduct formation involves the breakage of a H-bond between the glutamine residue and
the FMN-O4 [52], possibly followed through rotation of its sidechain by the formation of a new
H-bond with the FMN-N5 [10, 11]. In a later crystallographic study on the AsLOV2-Jα-system
Halavaty and Moffat [55] proposed a local re-orientation of the conserved glutamine, associated
with a disruption of a H-bond between an asparagine and aspartic acid on the surface of the pro-
tein. In a series of spectroscopical investigations with point mutations of the LOV2-Jα-system
[56, 227] as well as the full-length phototropin [35] it was demonstrated that this glutamine
residue plays a central role in both spectral tuning and propagating the signal via the Iβ-strand
from the LOV-core to the Jα-helix, while its lack attenuates light-induced autophosphorylation
of the phototropin. In a recent theoretical work on the isolated AsLOV2-domain Freddolino et al.
[49] deduced from MD simulations that CFN-adduct formation induces the breakage of a H-bond
between the conserved glutamine and FMN-O4, followed by the creation of a new H-bond with
FMN-N5. In addition, their simulation results suggested a second conformation, in which the
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Figure 15.7.: Representative local configurations of amino acids Arg526, Glu525 and Asp522,
located at the N-terminal end of the LOV2-Jα-interface in the dark (A) and (B)
adduct states at the final simulation time of 30 ns. In addition, we depict the
structural arrangement of the Hβ-, Iβ-strands and the Jα-helix with respect to the
FMN-chromophore and the surrounding amino acids Gln513 (Iβ) and Asn492 (Hβ)
in the dark (C) and adduct (D) states at 30 ns.
glutamine interacted with neighboring residues on the Iβ-strand leading to an increased mobility
in the LOV2-Jα-interface region. However, a clear molecular picture of the signaling process
could not be established in this work, due to the neglect of the Jα-helix. From our simulation
results, we conclude that the primary steps after CFN-adduct formation involve the breakage
of a H-bond between Gln513-NE2 and FMN-O4, followed by a rotational re-orientation of the
glutamine residue Gln513 and subsequent creation of a new H-bond between the amino group
of Gln513-OE1 and Asn492-ND2. This latter process causes the coupling and tightening of the
Iβ and Hβ-strands. Moreover, it permits to propagate the stress to the LOV2-Jα-interface,
which ultimately leads to the detachment of the Jα-helix from the LOV2-domain, as we will
demonstrate in the following. We emphasize that the early steps of the signaling pathway of the
AsLOV2-Jα-Rac1-system show very close analogies to the pathway of the isolated AsLOV2-Jα-
photosensor [246]. The main events, however, are delayed in the former case due to the covalent
linkage of the Rac1-GTPase at the C-terminal end of the Jα-helix.
To analyze the detachment process of the Jα-helix from the LOV2-domain, we present in Fig.
15.5 and 15.6 data from our dark and CFN-adduct state simulations of characteristic inter-atomic
distances from residues, located in the LOV2-Jα-interface region, as a function of simulation time.
The respective residues are depicted in Fig. 15.7A. In Fig. 15.5A we first display the minimum
distance between the backbone nitrogen atoms of Asp522 and Gln513, located respectively on
the Jα-helix and the Iβ-strand, as a function of simulation time. In case of the CFN-adduct
state curve we observe a steady increase of the distance between both residues from the start
of the production phase up to a maximum of 1.8 nm. This relates to the propagation of stress
along the Iβ-strand as a consequence of the rotation of the carbonyl-oxygen of Gln513-OE1 about
the axis formed by the sidechain atoms Gln513-NE2 and Gln513-CD of the glutamine residue,
depicted in Figs. 15.4A and 15.4B. The distance between Asp522-N and Gln513-N then relaxes
back to the original distance of 1.5 nm at around 17500 ps, which coincides with the breakage of
the H-bond between Gln513-NE2 and FMN-O4, shown in Fig. 15.3A, as well as the subsequent
rotational re-orientation of the glutamine residue Gln513 in the same time range, visualized in
Figs. 15.4B and 15.4C. This move leads to an unwinding of the Jα-helix at its N-terminal end,
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Figure 15.8.: Structural arrangement of the Hβ-, Iβ-strands and the Jα-helix with respect to the
FMN-chromophore and the surrounding amino acids Gln513 (Iβ) and Asn492 (Hβ)
in the dark (A) and adduct (B) states at 30 ns.
Figure 15.9.: Inter-atomic distances from characteristic amino acids at the interface between
LOV2-core and the Rac1-GTPase in the dark (black) and adduct (red) states. [(A)
Asp619-OD1(OD2) - Gln507-NE2. (B) Asn595-ND2 - Glu409-OE1.].
leading to the breakage of a H-bond between Asp522-N and Glu525-OE2 as well as another be-
tween Asp522-OD1(OD2) and Arg526-NH2, as a result of the drag force. This can be concluded
from the abrupt jumps in the corresponding distances at 17500 ps, plotted in Figs. 15.5B and
15.6A. The effect of the breakage of the two H-bonds on the helical conformation of the Jα-helix
is visualized in Fig. 15.7B, where we show the N-terminal end of the Jα-helix of the CFN-adduct
state at the final simulation time of 30000 ps. We see that the helix is unfolded in this residue
range, whereas in the dark-state it remains folded, as can be deduced from the final dark-state
configuration in Fig. 15.7A. In Figs. 15.8A and 15.8B we show next the corresponding orien-
tations of the amino acids Gln513 on the Iβ-strand and Asn492 on the Hβ-strand with regard
to the Jα-helix as well as the FMN-chromophore in the dark and CFN-adduct states, respec-
tively. By comparing both figures, we observe a significant distortion of the Hβ- and Iβ-strands
in the N-terminal region of the Jα-helix in the CFN-adduct state, caused by the rotational re-
orientation of Gln513 as well as the coupling of the Hβ- and Iβ-strands through the creation of a
new H-bond between Gln513-OE1 and the amino group of Asn492-ND2 (see Fig. 15.2B). In this
situation a significant portion of Jα-helix unwinds at its N-terminal end and starts successively
to disrupt from the LOV2-domain, as can be deduced from the sequence of the Jα-helix (Arg521
up to Glu527) highlighted in black color in Fig. 15.8B. The possibility that the disruption of the
Jα-helix might be the critical event in the signaling pathway has first been proposed by Harper
et al. in their seminal paper on phototropin switches [53]. To show this, they compared the dark
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Figure 15.10.: Inter-atomic distances from characteristic amino acids at the interface between
LOV2-core and the Rac1-GTPase in the dark (black) and adduct (red) states.
[(A) Phe429-CZ - Gln513-CA. (B) Phe429-CZ - Gln409-CA.].
Figure 15.11.: Configurations of the AsLOV2-Jα-Rac1-system in the dark-state (A), CFN-adduct
state (B) as well as MM-adduct state (C), obtained at the final simulation time at
30 ns [AsLOV2-protein core region (grey). Jα-helix (red). Rac1-GTPase (green)].
and CFN-adduct state 3D-HNCO-spectra of the isolated AsLOV2-Jα-system, using the mini-
mum chemical-shift-difference method to quantify the spectral changes. They observed within
the LOV2-core large differences for the residues close to the FMN-chromophore as well as for
the ones on the Gβ-, Hβ- and Iβ-strands. Significant perturbations were also observed at sites
on the Eα-helix and the Jα-helix over 15 A˚ away from the FMN-chromophore. They concluded
from their work that the structural re-arrangements, induced by the formation of the CFN-
adduct, propagate through the LOV-domain, ultimately causing the disruption of the Jα-helix.
To determine which of the protein segments at the LOV2-Jα-interface could be critical in the
detachment process, they further created a truncated protein lacking the last 24 residues of the
AsLOV2-Jα-system (AsLOV2∆Jα), starting from residue Glu537 up to the end of the Jα-helix.
This deletion removes a key portion of the C-terminal Jα-helix, including the H-bond forming
residue Asp540. The comparison of the dark-state 15N/1H-HSQC-spectra of the AsLOV2-Jα-
and AsLOV2∆Jα-system revealed significant chemical-shift differences for residues located inside
the core of the protein domains. Further removal of C-terminal residues, starting from Asp522
and leaving only the LOV2-core (AsLOV2∆), produced no additional spectral changes in the
dark-state spectra. These results indicate that the Jα-helix possesses a critical interaction with
the LOV2-core in the protein part containing Asp540 that is removed by truncation. From a
later crystallographic study on the AsLOV2-Jα-system, Halavaty and Moffat [55] inferred that
the formation of the CFN-adduct causes the local re-arrangement of the H-bonding network in
the FMN-binding pocket. These re-arrangements are associated with a disruption of the H-bond
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Asn414-Asp515 on the surface of the protein and displacement of the N- and C-terminal flanking
regions of the LOV2-domain, which constitutes the structural signal. Although all these studies
demonstrate that the disruption of the Jα-helix is critically involved in the signal transduction
pathway of the isolated AsLOV2-Jα-photosensor, our simulation results show that all key molec-
ular processes are significantly delayed or even suppressed when the photosensor is linked to an
enzyme. By next comparing the pathway of the AsLOV2-Jα-Rac1-photoenzyme to the isolated
AsLOV2-Jα-system, we note that the disruption and unwinding of the Jα-helix in the former
case starts with the breakage of two H-bonds at the N-terminal end at a simulation time of 17500
ps. By contrast, the disruption of the Jα-helix in the second case takes place through an abrupt
cleavage of a H-bond at the C-terminal end at around 3000 ps, which goes along with a slow
successive cleavage of another H-bond at its N-terminal end in the time range from 2500 ps up
to 20000 ps [246].
Next, we show in Figs. 15.9 and 15.10 inter-atomic distances from characteristic residues, lo-
cated in the interfacial region between the LOV2-core and Rac1, as a function of simulation
time. From the dark-state curves in Figs. 15.9A and 15.9B, we deduce that the pair of residues
Asp619-OD1(OD2) - Gln507-NE2 as well as Asn595-ND2 - Glu409-OE1 form on average stable
H-bonds in the dark, which are subjected to equilibrium fluctuations originating from different
local configurations of the FMN-chromophore in the binding pocket [246]. By contrast, from the
CFN-adduct state curve in Fig. 15.9A we conclude that the distance between Asp619-OD1(OD2)
and Gln507-NE2 is shifted to a larger average value at about 4.7 A˚ compared to the dark-state
curve, which shows that this H-bond is broken in the CFN-adduct state. Moreover, in Fig. 15.9B
we observe that in the CFN-adduct state the distance between the amino group of Asn595-ND2
and Glu409-OE1 shows a steady rise up to 23000 ps with a significant perturbation in the range
between 7500 ps and 14000 ps. In the latter time span the H-bond between both residues suc-
cessively breaks due to a slow displacement of the β-sheet with regard to the Jα-helix away from
Rac1, until it becomes fully disrupted after 14000 ps. This period is followed by an accelerated
increase of the quantity after 23000 ps, where the Rac1 completely detaches from the LOV2-
core. The latter conclusion can be drawn from Figs. 15.11A and 15.11B, in which we compare
the secondary structure of the final configuration at 30 ns of the dark and CFN-adduct states,
respectively. We deduce from the figures that the cleavage of the H-bonds Gln507-Asp619 and
Glu409-Asn595 at the LOV2-Rac1-interface goes along with the detachment and unwinding of
the Jα-helix at its N-terminal end. To elucidate the pathway of stress propagation from the
center of the LOV2-domain to the LOV2-Rac1-interface, we consider next in Fig. 15.10A the
distance between Phe429-CZ and Gln513-CA, located respectively on the Aβ- and Iβ-strands,
as well as in Fig. 15.10B the distance between Phe429-CZ and Glu409-CA, located respectively
on the Aβ-strand and the protein segment at the LOV2-Rac1-interface containing the H-bond
forming residue Glu409. We observe in both figures an abrupt jump in the distances at around
23000 ps, which correlates with the accelerated increase of the distance between Asn595-ND2
and Glu409-OE1 in Fig. 15.9B. In this time range the β-sheet of the LOV2-domain starts to
glide away at increased distance from the Jα-helix, which ultimately leads to the full release of
the LOV2-domain from Rac1. We can draw the latter conclusion from the final CFN-adduct
state configuration of the LOV2-Jα-Rac1-system in Fig. 15.11B by considering the position of
the β-sheet of the LOV2-domain with regard to the Jα-helix and the Rac1. By contrast from
the final dark-state configuration in Fig. 15.11A, we deduce that the Rac1 stays attached to the
LOV2-core over the whole simulation time, maintained by stable H-bonds at the LOV2-Rac1-
interface. This shows that the LOV2-Jα-Rac1-system in its dark-state form adopts a stable
closed conformation, which blocks the binding of the effector protein PAK1. This binding site is
released upon CFN-adduct formation. In this context it is worth mentioning that the regulation
of enzymatic activity of Rac1 by light-induced control of effector protein binding through the
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LOV2-Jα-photosensor has been confirmed in the experimental study of Wu et al. [72]. They
showed through pull-down assay experiments that the AsLOV2-Jα-Rac1-photoenzyme possesses
a greatly reduced affinity for its effector protein PAK1 in the dark, similarly as in case of a
AsLOV2-Jα-Rac1-protein fusion containing the light-insensitive LOV2-Cys450Ala-mutant. By
contrast, effector protein binding was restored in the AsLOV2-Jα-Rac1-construct containing the
LOV2-Ile539Glu-mutant, which mimics the unfolded lit state. They deduced from these experi-
ments that the LOV2-domain in its closed conformation blocks the binding of the effector protein
to Rac1, and that light-induced detachment of the Jα-helix from the LOV2-core releases steric
inhibition, leading to Rac1-activation. In order to show that the binding affinity of the PAK1-
effector domain to the Rac1-enzyme can decisively be controlled through mutation of specific
amino acids and that our simulation technique can be used to predict the signaling behavior
of such photoenzymes, we present in Fig. 15.11C the final structure after 30 ns of simulation
of the MM-adduct state of the Cys450Gly-mutant in comparison to the dark-state as well as
CFN-adduct state in Figs. 15.11A and 15.11B respectively. The MM-adduct state solely differs
from the CFN-adduct state through the lack of the covalent linkage between the reactive cysteine
residue Cys450 and the FMN-chromophore. It can be created experimentally through mutation
by replacing Cys450 by glycine, and generating an adduct through addition of methyl-mercaptan
and irradiation with blue light [2]. From the figure, we infer that the Jα-helix of the MM-adduct
remains folded and the entire system in its closed conformation similar as in case of the dark-
state. This demonstrates that through suppression of the covalent linkage between Cys450 and
the FMN the signal of the Rac1-photoenzyme can be inhibited, which concords well with the ob-
servations made by Wu et al. for the photoinactive LOV2-Cys450Ala-mutant. In this context, it
is also worth mentioning that similar structural changes upon light-activation have been observed
in case of phototropin kinases. Through in vitro phosphorylation experiments with phototropin
2 from Arabidopsis, Matsuoka et al. [218] proposed first that the LOV2-domain acts as an in-
hibitor to the kinase activity. From subsequent docking studies on the same system, Tokutomi
et al. [212] concluded that the LOV2-domain inhibits the kinase by binding to the catalytic cleft
between the C- and N-terminal lobes of the kinase. In a very recent work Pfeifer et al. [165]
deduced from their FTIR-measurements on the full-length phototropin from Chlamydomonas
reinhardtii that the changes in the turn structure reflect the light-induced opening of the kinase
by release of the inhibitory LOV-domain. Our study complements these experimental works by
resolving the early stages of the activation mechanism of the AsLOV2-Jα-based photoenzyme
AsLOV2-Jα-Rac1 on a molecular level and provides guidance for the creation of novel protein
fusions based on this photosensor. Besides the light-induced regulation of enzymatic reactivity,
these systems show great potential for the spatio-temporal control of gene function and gene
protection [169, 170], as has recently been impressively demonstrated in the pioneering work of
Strickland et al. [81, 225]. These authors connected the AsLOV2-Jα-photosensor with the Es-
cheria coli trp-repressor (TrpR) protein, which enabled light-induced coupling of operator DNA
and prevented it from nuclease digestion.
15.3. Conclusions
In the previous sections we have demonstrated that the signal transduction pathway after
adduct formation of the photoenzyme AsLOV2-Jα-Rac1 begins with the alteration of the H-
bond network through a rotational re-orientation of the glutamine Gln513 adjacent to the FMN-
chromophore, inducing the coupling of the Iβ- and Hβ-strands as well as the propagation of the
stress via the Iβ-strand to the LOV2-Jα-interface. This then leads to a partial unwinding of the
Jα-helix at its N-terminal end and to the subsequent disruption of the Jα-helix from the LOV2-
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domain, reflected by the breakage of the two H-bonds Asp522-Glu525 as well as Asp522-Arg526.
These latter processes induce the cleavage of two supplementary H-bonds at the LOV2-Rac1-
interface, namely Gln507-Asp619 as well as Glu409-Asn595, ultimately causing the release of
the Rac1-GTPase from the LOV2-domain. In addition, our work shows that in the dark-state
the AsLOV2-Jα-Rac1-system adopts a closed conformation, in which the LOV2-domain blocks
the binding site of the effector protein PAK1 on Rac1. By contrast in the adduct state, the
unwinding of the Jα-helix and its detachment from the LOV2-domain releases steric inhibition,
enabling Rac1-activation through effector protein binding. Furthermore, the signaling of the
Rac1-photoenzyme can be inhibited through suppression of the covalent linkage between Cys450
and the FMN, which demonstrates that our simulation technique possesses significant predictive
power to assess the influence of specific point mutations on the signaling pathway of this pho-
toenzyme and has the potential to provide guidance for experimentalists for engineering novel
artificial protein constructs. This will open new routes for investigating light-induced regulation
of enzymatic reactivity, allowing the modulation of cell behavior and cell metabolism [169], as
well as gene function, enabling the control of transcription processes [170].
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16.1. Introduction
In the following sections, we will present the results of our study on the light-activable DNA-
switch LOV-TAP. Sosnick et al. generated this DNA-photoswitch through fusion of the AsLOV2-
Jα photosensor with TrpR of E. coli [81]. They found through SAXS-, biochemical transforma-
tions and structural modelling, that LOV-TAP is in a light-controlled equilibrium with DNA.
This equilibrium is shifted to a DNA-bound state in the light-state, while LOV-TAP dissociates
from the DNA in the dark. We modelled the DNA-photoswitch LOV-TAP and found that the
signal of AsLOV2-Jα is triggered through coupling between Gln513 and Asn492, as we have also
described in the previous examples of AsLOV2-Jα regulated systems in the chapters 4 and 12.
Subsequently, N-terminal disruption occurs at the Jα-helix of this system, which is caused by
a coupling between the Hβ- and Iβ-strands. This latter process releases the tension along the
so-called hairpin-region coupling the C-terminal Jα-helix and the Trp-repressor protein, where
both proteins are fused together. Finally, this leads to an aggregation of the whole LOV-TAP
system onto the DNA in the light-state. By contrast, this is not the case for the dark-state, where
the LOV-TAP remains folded at the hairpin-region and dissociates from the DNA. Finally, we
conclude that the tension at the previously mentioned hairpin-region leads to a dissociative move-
ment of LOV-TAP from the DNA in the dark form, while in the light-state this hairpin-region
unfolds and LOV-TAP aggregates onto the DNA, which is in agreement with the experiments of
Sosnick et al. [81].
Figure 16.1.: A: Starting structure of LOV-TAP monomer, attached onto DNA. B: Overall struc-
ture of LOV-TAP dimer attached onto DNA and wild-type TrpR (green). C:
AsLOV2-Jα-system with secondary structure elements and amino-acid environment
of FMN-chromophore.
16.1.1. Model
We prepared the model of LOV-TAP for our simulations as follows. As starting structures for the
LOV-TAP, we took the structures of the E.coli Tryptophan-repressor (TrpR) (pdb-code: 1TRR)
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[78] and AsLOV2-Jα (pdb-code: 2V0U) [55] determined by X-ray diffraction measurements, as
shown in Fig. 16.1. Subsequently, we generated the model of the LOV-TAP dimer through
connection of the AsLOV2-Jα-system at Ala543 with the TrpR-structure at Phe22 at the chains
D and E of TrpR [81] (see Fig. 16.1). Hereupon, the system was minimized using the l-BFGS
minimizer with the GROMOS96-43a1 forcefield to describe the interactions. Then, we centered
the minimized structure in a cubic box with box-length 14.9 nm and solvated the protein-DNA-
complex with 111324 SPC-water molecules. Additionally, we neutralized the system by adding
9 sodium ions. Finally, we relaxed the modelled system in a short MD-run of 0.5 ps with a
timestep of 0.5 fs. During this relaxation-phase, a pressure of 1 atm and a temperature of 100 K
were maintained using the berendsen-thermostat and -barostat. We validated our model through
measurement of the radial-distribution-function (RDF) and the radius of gyration of the dark-
state form. Then, we compared the resulting data with the experiments of Strickland et al. [81],
as shown in Fig. 16.2. We observe that our LOV-TAP model has a maximum at 3.1 nm in the
DNA-protein RDF, while the experimental RDF has a peak at 3.0 nm. Moreover, the radius
of gyration of our model is at an average value of 2.75 nm and the experimentally determined
radius of gyration is at 2.9 nm (see Fig. 16.2). From these values we conclude, that our model
fits well to the experimental values of Strickland et al.. In the following, we present the results
of our 20 ns MD-simulation of the LOV-TAP DNA-model in the dark- and light-state. For our
simulations we employed the parameters given in section 3.6.
Figure 16.2.: (A) Radial distribution between DNA and LOV-TAP, as well as (B) radius of
gyration of LOV-TAP. [ Experiment (black). LOV-TAP dark-state (red) ]
16.2. Results and discussion
We start with the analysis of the amino-acid environment in vicinity of the FMN-chromophore,
which consists of three amino-acids Gln513, Asn492 and Asn482. In Fig. 16.3 we display the
time-dependent inter-atomic distances and dihedral angles as well as the final configurations of
the amino-acids nearby the FMN-chromophore. In Fig. 16.3A, we show the dihedral angle be-
tween atoms Gln513-CA-CB - CD-OE1 of the Gln513-sidechain in the light-state as a function
of simulation time. In case of this angle a jump occurs from -100 degrees up to 100 degrees in
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Figure 16.3.: Dihedral angles and inter-atomic distances in vicinity of FMN-chromophore as a
function of simulation time. A: Gln513-CA-CB - CD-OE1 dihedral angle (light-
state). B: Gln513-NE2 - Asn492-OD1 inter-atomic distance (red: light-state, black:
dark-state). C: Final configuration in vicinity of FMN-chromophore in dark-state.
D: Final configuration in vicinity of FMN-chromophore in light-state.
a time-range of the simulation from 7.5 ns to 12 ns. We point out that we observe an H-bond
formation process between the atoms Gln513-OE1 and Asn492-ND2 at the same simulation time
of 12 ns, as shown in Fig. 16.3B. In the same figure we see that in contrast to the light-state no
H-bond formation occurs between these atoms in the dark-state. Several experimental studies
have highlighted the essential role of Gln513 in the signaling of phototropin1-systems. Christie
et al. showed through site-directed mutagenesis, fluorescence spectroscopy and western blot anal-
ysis, that Gln513 is essential for signaling of the LOV2-domain in full-length phototropin1 from
Arabidopsis [35]. Halavaty et al. and Crosson et al. found through X-ray diffraction experiments
on the isolated AsLOV2-Jα-domain, that Gln513-switching plays an important role in the trans-
duction of the signal onto the peripheral Jα-helix in the light state [10, 55]. Alexandre et al.
performed FTIR-spectroscopy on the dark- and light-state of the AsLOV2-Jα system and found
that a doubly as well as a singly bonded state of the FMN-C4=O carbonyl oxygen exists [46].
They attributed the singly bonded state to a cleavage-process between the atoms Gln513-NE2
and FMN-C4=O, which can be interpreted as a dihedral-switch of Gln513. Moreover, we demon-
strated through our previous simulation study on AsLOV2-Jα, that coupling between Gln513
and Asn492 is essential for the disruption of the Jα-helix in the light-state [246], as we also
have described in chapter 12. In a further simulation study on the AsLOV2-Jα fusion-protein
PA-Rac1, we observed the high affinity for coupling between Gln513 and Asn492 in the light-
state, which triggers disruption of the Jα-helix [245] (see chapter 15). In Figs. 16.3C and 16.3D
we illustrate the configurations in vicinity of the FMN-chromophore in the dark- (green) and
light-state (blue). We observe, that in the dark-state no coupling occurs between Gln513 and
Asn492, whereas in the light-state an H-bond is formed between Gln513 and Asn492 at 12.5
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Figure 16.4.: Inter-atomic distances at AsLOV2 - Jα-interface as a function of simulation time. A:
Gln479-NE2 - Arg521-NH2 inter-atomic distance vs. simulation time (red: light-
state, black: dark-state). B: Thr407-N - Asp546-OD1 inter-atomic distance vs.
simulation time (red: light-state, black: dark-state). C: AsLOV2-Jα configuration
of dark-state. D: AsLOV2-Jα configuration of light-state.
ns, which is stable until the final stage of simulation. As we described previously, this coupling
starts with a side-chain rotation of Gln513, which has also been observed in the experiments
of Crosson et al. and Halavaty et al.. We note, that Gln513 is located at the Iβ-strand, while
Asn492 is located at the Hβ-strand. We infer from the Gln513-Asn492 coupling process as
well as our previous simulation results and experiments of Iwata et al., that coupling between
Gln513 and Asn492 leads to tightening between the Hβ- and Iβ-strands, as well as changes in
the N-terminal Aβ-Bβ-strand region [45, 246, 245, 247]. We further illustrate the effect of this
tightening process on the AsLOV2-Jα interface in Figs. 16.4A and 16.4B, where we show the
inter-atomic distances and configurations of the amino-acids located at the N- and C-terminal
parts of the Jα-helix. In Fig. 16.4A, we visualize the inter-atomic distance between the atoms
Gln479-NE2 and Arg521-NH2, which are located at the Gβ-strand of the AsLOV2-domain and
the N-terminal part of the Jα-helix. We observe, that both amino-acids form an H-bond in the
dark-state at the same time when Gln513-NE2 - Asn492-OD1 reach a stable fluctuation-range at
4900 ps, while in the light-state both amino-acids do not undergo H-bond formation. We deduce
from this fact that β-sheet tightening between the Hβ- and Iβ-strands is crucial for disruption
of H-bonds in the N-terminal part of the Jα-helix in the light-state. In the dark state, where
no coupling occurs between the Hβ- and Iβ-strands, the N-terminal region of the Jα-helix is
stabilized. Additionally, we measured the inter-atomic distances between the atoms Asp546-
OD1 and Thr407-N, which are located at the N-terminal aα-helix of the AsLOV2-domain and
the C-terminal region of the Jα-helix, as shown in Fig. 16.4B. In case of this distance we ob-
serve, that these amino-acids are cleaved in the light state, whereas in the dark-state H-bond
formation occurs at a simulation time of 4.9 ns (see Fig. 16.4B). We note that this this H-bond
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Figure 16.5.: Inter-atomic as well as center-of-mass distances at LOV-TAP - DNA-interface as
a function of simulation time. A: Arg606-NE - Thy48-O4 inter-atomic distance
(nm) (red: light-state, black: dark-state). B: Cyt13-N4 - Arg591-NE inter-atomic
distance (nm) (red: light-state, black: dark-state). C: Asn609-ND2 - Thy48-O4
inter-atomic distance (nm) (red: light-state, black: dark-state). D: LOV2-DNA
center-of-mass distance vs. simulation time (red: light-state, black: dark-state).
between Asp546-OD1 and Thr407-N becomes stablized at the same time, when the amino-acids
Gln479 and Arg521 in the N-terminal region of the Jα-helix form an H-bond. We point out
that we have observed this behavior in previous studies on PA-Rac1 as well as on the isolated
AsLOV2-Jα-system [247, 246]. Harper et al. demonstrated through 2D-solution HSQC-NMR,
limited proteolysis and CD-spectroscopy, that the signal of AsLOV2-Jα is triggered through dis-
ruption of the Jα-helix in the light-state [53]. We stress that we observe the same behavior in
our simulation of LOV-TAP in the light-state. However, we note that the signaling pathway in
the LOV-TAP system might differ in the late stages of the disruption from the signaling path-
way of the isolated AsLOV2-Jα domain, due to presence of TrpR and the DNA in LOV-TAP.
Next, we show representative configurations of the AsLOV2-Jα interface in the final stage of
simulation for both states in Figs. 16.4C and 16.4D, confirming the cleavage behavior in the
light-state and a stabilized Jα-helix in the dark-state. In these figures we observe that Asp546
and Thr407 (C-terminal Jα-helix) as well as Gln479 and Arg521 (N-terminal Jα-helix) are H-
bonded in the dark-state, while these amino-acids are cleaved in the light-state. We point out
that a similar sequence of events occurs at the FMN-chromophore and at the LOV2-Jα interface
in the second monomer, as we show in Fig. 16.11. We continue with the analysis of the effects
of the triggering events in the light-state onto the TrpR-DNA interface, which we illustrate in
Figs. 16.5 and 16.6. We observe that the distance between atoms Arg606-NE (TrpR) and the
DNA-base Thy48-O4 is stable in case of the light-state, whereas the same amino-acid cleaves
from the DNA in the dark-state, as shown in Fig. 16.5A. In case of this distance we see that
the dark-state curve (black) performs two up-shifts at two different simulation times at 2500
ps and 12500 ps, where the TrpR-DNA-distance is up-shifted by 0.3 nm and 0.7 nm. We note
that the N-terminal part of the Jα-helix is stabilized at the same time in the dark-state, as the
TrpR-DNA interface becomes disrupted at 12500 ps. Moreover, we observe an increase in the
distance between the atoms Asn609-ND2 - Thy48-O4 from 0.7 nm up to 1.1 nm at a simulation
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Figure 16.6.: Final configurations at LOV-TAP DNA-interface. A: dark-state. B: light-state.
Figure 16.7.: A: Secondary structure analysis vs. simulation time of dark-state. B: Secondary
structure analysis vs. simulation time of light-state. C: RMS-distance matrix of
dark-state. D: RMS-distance matrix of light-state.
time of 12500 ps in the dark state, as shown in Fig. 16.5C. From the distance between Cyt13-N4
and Arg591-NE, we infer that both residues form an H-bond in the light state at a simulation
time of 3 ns, while the dark state remains at a distance of 0.55 nm (see Fig. 16.5B). In Fig.
16.5D, we display the center-of-mass (COM) distance between the AsLOV2-domain and DNA
for dark- and light-state. This distance shows an initial increase from 4.1 nm up to 4.5 nm at a
simulation time of 2 ns in the dark state. Then, it undergoes a further shift from 4.5 nm up to
4.7 nm at a simulation time of 4.9 ns in the dark-state, when the C- and the N-terminal end of
the Jα-helix becomes stabilized. By contrast, the light-state remains at an average LOV2-DNA
COM-distance of 3.9 nm over the whole simulation time of 20 ns. We conclude from the behavior
of both states at the DNA-TrpR interface, that the triggering events of the light state lead to
a tight binding between TrpR and DNA. By contrast, the stabilization of the Jα-helix in the
dark-state leads to the disruption at the TrpR-DNA interface. We continue with the illustration
of the changes at the DNA-TrpR interface by analyzing the final amino-acid configurations in
Fig. 16.6A (dark-state) and Fig. 16.6 B (light-state). In these figures we observe that the
DNA-protein interface in the dark-state is disrupted, while the same interface is conserved in
the light-state. We note that the second monomer has the same behavior at the TrpR-DNA
interface, confirmed by the inter-atomic distances between DNA and TrpR in case of the second
monomer in Figure 16.11. Next, we show the secondary structure analysis of LOV-TAP in Figs.
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Figure 16.8.: Final structure of LOV-TAP - DNA complex of dark-state.
16.7A (dark-state) and 16.7B (light-state). In these secondary-structure analyses we focussed on
the residue-regions between the C-terminal end of the Jα-helix and the N-terminal TrpR-protein
in the residue-range from 549 to 559, i.e. the so-called hairpin-region. We observe that in this
region an unfolding-process occurs in the light-state at a simulation time of 12 ns. We note that
at the same simulation time coupling occurs between residues Asn492 and Gln513 in the light
state, as shown previously in Fig. 16.3B. We conclude that this initial mechanism, which leads
to a sheet tightening between the Hβ- and Iβ-strands, leads to unfolding in the hairpin region at
12 ns. By contrast the hairpin-region remains folded in the dark-state, as shown in Fig. 16.7A.
From this light-dependent folding behavior we infer, that the folding-state of the hairpin region
has an imminent influence on the amino-acids at the TrpR-DNA interface. We further analyzed
the hairpin-region through measurement of the root-mean-square deviation (RMS) as a function
of the residue-numbers (see Figs. 16.7C and 16.7D). We observe that the RMS-matrix of the
light-state has huge RMS-values of 0.6 nm in the residue-ranges 552-554 and 555-556 (see Fig.
16.7D). By contrast, we see that the dark-state has overall lower RMS-values in these regions,
as we see in Fig. 16.7C. We conclude from this RMS-analysis, that the hairpin-region has an
overall larger mobility in the light-state, due to the unfolding-process in the residue-range from
549 to 559. Moreover, we find that the increased mobility in the light-state enables TrpR to bind
onto the DNA. The mechanism of TrpR-binding in E. coli has been experimentally investigated
by several authors. Lawson et al. and Otwinowski et al. determined through X-ray diffraction
measurements the structural affinity of TrpR for binding to DNA and clarified the role of the
so-called co-repressor tryptophan [78, 242]. This co-repressor binds tightly onto TrpR, which
tilts as a consequence and binds to DNA [79]. We note that our LOV-TAP dark-state system
resembles the state in which the co-repressor tryptophan is missing, which leads to a cleavage of
wild-type TrpR from DNA. This is caused by the induced stress along the hairpin region, which
de-regulates the initial orientation of TrpR in the dark state of LOV-TAP. Finally, this leads to
a disruptive process at the TrpR-DNA interface. By contrast, the light-state is unfolded in the
hairpin-region and TrpR remains bonded at the DNA-surface. This state resembles a state in
wild-type TrpR where the co-repressor tryptophan is present and TrpR binds to DNA. Finally,
we show in Figs. 16.8 and 16.9 the overall structures in the final stage of simulation for dark- and
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Figure 16.9.: Final structure of LOV-TAP - DNA complex of light-state.
light-state respectively. We oberve in case of the dark-state final structure that both LOV-TAP
Monomers are cleaved from the DNA. Moreover, we see that the AsLOV2-Jα system is stabilized
in the N-terminal region of the Jα-helix and the hairpin-region remains folded in the dark state.
We note that in the final dark-state structure the monomer is at a COM-distance of 4.4 nm to the
DNA-surface, which is similar for the other monomer. By contrast, both light-state monomers
of LOV-TAP bind onto the DNA-surface, as visualized in Fig. 16.9. We finally show a schematic
representation of the different states adopted by LOV-TAP during its photocycle. First of all
in Fig. 16.10A we visualize the starting structure of LOV-TAP. In this state LOV-TAP is at-
tached to the DNA, while conformational stress acts in the hairpin-region between TrpR and
the Jα-helix. Next, we display the final stage of the dark-state simulation in Fig. 16.10B, where
this stress is released through cleavage of LOV2 from the DNA-surface. In this state the hairpin
remains folded. By contrast, the hairpin-region unfolds in the light-state and LOV-TAP remains
stable at the TrpR-DNA interface, as we show in Fig. 16.10C. In Fig. 16.10D we display the
state of LOV-TAP, where the cleaved dark-state undergoes adduct-formation after irradiation.
This state is in equilibrium with the light-state structure of Fig. 16.10C, where LOV-TAP is
bound onto the DNA-surface.
16.3. Conclusion
In conclusion the light-regulated behavior of LOV-TAP can be summarized as follows. The first
steps of signaling in the light-state take place in the vicinity of the FMN-chromophore with a
dihedral-switch of the Gln513-sidechain and subsequent coupling between Gln513 and Asn492.
This latter coupling leads to a tightening process between the Iβ- and Hβ-strands and subsequent
cleavage of the Jα-helix, which remains stable in the dark-state. Mediated through the Jα-helix,
the major signal in LOV-TAP is transduced from LOV2 onto the TrpR-DNA interface along
the hairpin-region. In the dark-state, this region remains folded in the C-terminal part of the
Jα-helix and induces a stress along this hairpin-region, leading to cleavage of TrpR from the
DNA-surface. By contrast in the light-state, unfolding of the Jα-helix occurs C-terminally and
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the hairpin-region becomes flexible, resulting in the tight binding between DNA and the TrpR-
protein. Finally, we prove through our simulations the dynamic light-controlled cycle of binding
and cleavage between LOV-TAP and DNA, which shows that computer simulation techniques
can be useful complementary tools to elucidate and optimize functional behavior of complex
proteins in opto-genetical applications.
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Figure 16.10.: Model of light controlled thermodynamic cycle of LOV-TAP A: Starting structure.
B: dark-state final structure (relaxed). C: light-state final structure (bound onto
DNA-surface). D: light-state interconverted from relaxed dark-state.
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Figure 16.11.: Inter-atomic distances and dihedral-angles of second LOV-TAP monomer as a
function of simulation time. A: Distance Gln513-NE2 - Asn492-OD1. B: Dihedral-
angle Gln513-CD-OE1 - FMN-C4-N5. C: Distance Gln505-NE2 - Ala546-O at
AsLOV2-Jα-interface. D: Distance Gln505-NE2 - Asp549-OD1 at AsLOV2-Jα-
interface.
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