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ABSTRACT 
This dissertation proposes a workflow for modeling of multistage hydraulic fracturing 
stimulation in unconventional formations. Based on the field case of a horizontal well targeted 
lower Wolfcamp formation in Midland Basin, this study identifies main gaps of publicly 
available data and provides estimations for critically important inputs: elastic properties, 
horizontal stress anisotropy, and pressure dependent leakoff. 
Breakdown and shut-in pressure are used to constrain horizontal stress anisotropy to a 
narrow range of 7.6-11.0% and avoid misleading published data for the Midland Basin. The 
developed model shows that oilfield operators can significantly, up to two times, reduce the size 
of the pad and associated cost without risk of streenout. From the estimation of friction losses 
and modeling in planar-3D model this work shows how to overcome adverse effects of stress 
shadowing by perforation redesign and reduce cluster spacing.  
Finally, fracture conductivity and production history are used to model fluid flow in two 
reservoir simulators. History match demonstrates that effective permeability should be several 
orders of magnitude higher than measured from the pressure pulse decay method.  
This dissertation will be useful for completion and reservoir engineers. 
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NOMENCLATURE 
ANI = Horizontal stress anisotropy, (SHmax - Shmin)/Shmin, [%] 
Aφ = Horizontal stress anisotropy, (SHmax - Shmin)/(Sv-Shmin), [1] 
Bc
BEM 
= 
= 
A ratio of fracture aperture to the proppant grain diameter, [1] 
Boundary Element Method 
𝐶 = Leakoff coefficient, [ft/min0.5] 
Cfd = Dimentionless Fracture Conductivity 
CFOP = Critical Fissure Openning Pressure, [psi] 
DDM = Displacement Discontinuity Method 
DFIT = Diagnostic Fracture Injection Test 
DFN  = Discrete Fracture Network 
DTC and DTS = Compressional and shear slowness respectively, µs/ft 
FEM = Finite Element Method 
FIB = Focused Ion Beam 
hf = Fracture height, [ft] 
𝑝𝑖  = Initial reservoir pore pressure, [psi] 
𝑃𝑒  = Effective stress, [psi] 
𝑃𝑝 = Pore pressure, [psi] 
PR = Poisson’s ratio 
PRREST,  
PRPHIA,  
PRGR,  
and PRDTC 
= Synthetic Poisson’s ratio log calculated from respective  
resistivity, total porosity, gamma, and compressional slowness
PZS = Process Zone Stress, [psi] 
vi 
LEFM = Linear Elastic Fracture Mechanics  
MEM = Mechanical Earth Model 
Np = Proppant number 
qleakoff = Leakoff rate, [ft
3/min] 
SEM = Scanning Electronic Mictoscopy 
SHmax = Total maximum horizontal stress, [psi] 
Shmin = Total minimum horizontal stress, [psi] 
Sv = Total vertical stress, [psi] 
VRo = Vitrinite reflectance 
Vp and Vs = Compressional and shear sonic velocities respectively, [ft/sec] 
wf = Fracture width, [inch] 
Xf = Fracture half-length, [ft] 
YM = Young’s modulus, [Mpsi] 
α = Vertical Biot’s poroelastic coefficient 
𝜌𝑏  = Bulk density, [g/cc]  
∅  = Porosity, [1] 
μ = Viscosity of hydraulic fluid, [cP] 
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1. INTRODUCTION AND LITERATURE REVIEW
This dissertation consists of five chapters. Literature review in the first chapter identifies 
gaps in existing knowledge of hydraulic fracturing modeling. The second chapter is dedicated to 
the analysis and quality check of publicly available input data for the numerical simulation of 
multistage hydraulic fracturing for the case study area of Upton County, the Midland Basin. 
Chapter 3 presents the main modeling results and identifies limitations of grid-based modeling 
tools. Chapter 4 demonstrates the value of modeling results and the ability of integration 
between hydraulic fracturing simulator and reservoir simulator for single and dual-porosity 
formulation. Finally, Chapter 5 provides conclusions and summarizes the contribution of this 
work. 
1.1.History of hydraulic fracturing 
Hydraulic fracturing is a near wellbore treatment by injecting liquid slurry at a pressure 
higher than minimum closure stress. The primary objective of hydraulic fracturing is to break 
formation to either increase near wellbore effective permeability by creating new conductive 
channels and keeping them open for low permeable formations via proppant or by acid 
fracturing; or to improve stress regime of target interval near wellbore and prevent well from 
extensive production of solid particles (“frac-pack”). 
In contrast to well-known explosion type torpedoing of open hole Roberts (1866), 
hydraulic fracturing is generally relative long process securing proppant agent transport or 
necessary timing for chemical reactions. The concept of fluid induced fracturing most likely 
rooted in production increase resulted from incidental fracturing of injection wells. Today 
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injection of co-produced brine at pressures higher than fracture gradient is a common practice 
for water utilization and as IOR technique.  
Hydraulic fracturing was field tested for 240 ft limestone formation in 1947 by 
Halliburton for Stanolind Oil company in the Hugoton gas field, Kansas. As described by Smith 
and Montgomery (2015) the treatment was comprised of 1,000 gallons of napalm, followed by 
2,500 gals of gasoline with amine breaker sand from Arkansas river was used as a proppant. A 
typical hydraulic fracturing treatment starts with a “pad” stage of fracture fluid without proppant 
to create sufficient width for further proppant transport in the fluid-proppant mixture called 
slurry. 
In one of the pioneering publications discussing the new method, Clark (1949) 
mentioned a significant increase of production in 11 out of 23 treated wells and proposed 
pumping viscous oily fluid with carried propping agent at rates higher than leakoff. He also 
described shallow hydraulic fracturing experiments of military grade napalm (jellied gasoline) 
injection into tight sandstone as a target formation 15 ft deep.  
First commercial use of fracture treatment took place on March 17, 1949, near Duncan, 
Oklahoma. In the USSR hydraulic fracturing was used since 1952 in test and since 1954 in 
industrial applications. By 1955 more than 100,000 hydraulic fracturing treatments were done in 
the United States only. It was found that hydraulic fracture propagates perpendicular to the 
direction of the least principal stress Hubbert and Willis (1957).  
Multiple efforts were done to predict an increase of production due to horizontal plane 
fracture in shallow Crawford and Landrum (1954), where minimum principal stress is an 
overburden; and vertical/inclined fracture Crawford and Landrum (1955) in more deep 
formations, where the minimum stress will likely be horizontal. It was found that “infinite 
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conductivity” fracture may increase production up to three times compared to that before 
fracturing.  
In order to propagate fracture into formation three conditions must be met: 
1. Fluid pressure in the wellbore should be higher than required for initial rock
breakdown (initial rock strength). As it will be shown below for some well
orientations and stress regimes, initial breakdown pressure may be higher than
overburden stress.
2. Fluid pressure inside fracture must be higher than local minimum stress (usually
minimum horizontal stress) to generate positive net pressure. In this work value
of treating pressure will be used as a calibration parameter for the hydraulic
fracturing model.
3. The fluid rate should exceed the rate of leakoff out of the fracture via matrix
infiltration and leakage into the secondary fracture system.
At the same time, transport proppant inside created fracture requires that local fracture 
width should be enough to avoid bridging and keep at least part of particles in suspension. 
The following Sections of Chapter I will cover publications focused on these conditions. 
1.2. Initial fracture propagation and growth 
Griffith (1921) showed that the rupture propagation of fracture in tension (Mode I) 
requires tensile stress an order of magnitude lower than is coming from the strength of 
molecular forces inside isotropic material. One possible explanation is the presence of multiple 
cracks inside the material several thousand molecules long. For the 3D case, Griffith’s theory 
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was extended by Sack (1946); Sneddon (1946). It was shown that the crack becomes unstable 
and grows if the principal stress normal to the crack plane exceeds some critical value. 
A common misconception though is that for horizontal wellbores hydraulic fractures 
tend to be vertical and propagate in the direction of maximum horizontal stress (transverse 
fractures). Most of the commercially available hydraulic fracturing simulators ignore the growth 
of longitudinal fractures (Section 1.3).  
According to classical 2D analytical solution of Kirsch (1898), confirmed by 
experimental photoelastic method by Frocht (1941) and extended for 3D case of deviated 
wellbore by Weng (1993), tensile fracture will initially grow in the direction of local maximum 
stress, along the wellbore, regardless of the far field stress state and only after propagation 
beyond some predetermined distance.  
It is possible for the fracture plane to turn toward the direction of maximum far-field 
stress, forming the S-shape curve in the map view. The reason for that is the additional 
tangential (“hoop”) stress around the wellbore formed because of rock removal exceed both 
minimum and maximum horizontal stress and force fluid to open rock in the local direction of 
maximum stress and create near wellbore tortuosity. The difference in breakdown pressure to 
different perforation angle may lead to limited entry and high-pressure loss due to a limited 
number of open perforations. 
Therefore, breakdown pressure, fracture extension pressure, and closure pressure 
potentially can be used for the determination of principal stresses. Hubbert and Willis (1957); 
Kehle (1964) made the first two models with penetrated or non-penetrated fluid assumptions. 
However, Gretener (1965) showed that inferred high value of maximum horizontal stress (near 
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overburden stress) might be an artifact of underlying assumptions. Also, he explained that in the 
general case of vertical well, the number of unknowns exceeds the number of equations.  
Because of its importance, values of minimum and maximum horizontal stresses are of 
constant debate, and there is a need to constrain assumptions of physical based fracture 
propagation models. As will be shown in Chapter 2 questionable data from existing literature 
may lead to inconsistent results of physics-based modeling. 
Weng (1993) analytically predicted the propagation of multiple transverse fractures from 
a single perforation cluster of horizontal wellbore. Weijers et al. (1994) presented laboratory 
experiments of fractures reorientation near wellbore to far-field stress direction. For open hole 
horizontal wellbore drilled in the direction of minimum horizontal stress longitudinal fracture 
initiated at a relatively high horizontal stress anisotropy (ANI) of 25%: 
𝐴𝑁𝐼 =  
𝑆𝐻 − 𝑆ℎ
𝑆ℎ
= 25% 
Later Abbas et al. (2013) through detailed dimensionless analysis studied early fracture 
propagation. They concluded that initial wellbore compressibility effects would dominate first 
150 wellbore radii (or ~56 ft), after which an infinite medium approach may be applied. For 
laboratory scale experiment it was shown that, for realistic geometries (up to 60 times wellbore 
radius), injection system compressibility would dominate in fracture propagation all times. 
Waters et al. (2006) showed the presence of axial and transverse drilling-induced tensile 
fractures (DITF) for horizontal wellbores in Barnett Shale. Mahrer (1999) summarized a review 
of the published evidence of multiple fractures propagation up to 120 ft from the wellbore and 
concluded that wellbore orientation, perforation design, treatment rate, and pressure 
significantly affect the probability of near wellbore screenout.  
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Warpinski et al. (1993) provided coring through experiment description for MWX 
hydraulic fracturing stimulation conducted in 1983-1984 and cored out in 1990. It was the first 
documented data for relatively deep deltaic formations (TVD 7,100 ft). They figured out 
parallel echelon propagation of multiple vertical fractures (32 separate fractures in 4 feet 
interval showed in Figure 1), with only two fractures were identified to be natural. Abounded 
cross-linked gel residuals effectively glued fracture surfaces with small (~200) mesh sand 
particles. For two fractures 1-3 mm offsets were reported at crossings with horizontal bedding 
planes of 1-2 mm thick. 
Figure 1 Photography of inclined core drilled through the MWX experiment area. Length - 4 ft, 
with 32 vertical fractures. Reprinted with permission from Warpinski et al. (1993). 
Complex fracture behavior was also confirmed for horizontal wells with multistage 
hydraulic fracturing in lower Eagle Ford formation in 2014-2016 by ConocoPhillips published 
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by Raterman et al. (2017) and in 2016-2018 in Permian Basin by Laredo Petroleum Inc. 
published by Ciezobka et al. (2018).  
Figure 2 Hydraulic fracture swarms in Eagle Ford formation. Dipping at 75-800 parallel 
hydraulic fractures inches apart. Reprinted from Raterman et al. (2017) with permission from 
URTeC, whose permission is required for further use. 
1.3. Evolution of hydraulic fracturing models 
The first analytical model, coupling fluid flow and rock mechanics to describe fracture 
geometry during pumping, was proposed by Khristianovic and Zheltov (1955) – KGD model. 
Without numerical methods available today they used a complex variable analysis for a two-
dimensional (2D) formulation. Later, Perkins and Kern (1961) developed the second 2D model 
abbreviated as PKN. 
8 
Two 2D models assume constant fracture height, but have a different assumption about 
fracture geometry in vertical (Z) direction: PKN model assumes long fracture (L>H) and 
elliptical fracture cross-section (in XY plane), whereas KGD – a short fracture (H<L) and 
rectangular fracture in XY plane. PKN is more applicable when fracture length is more than 
height, KGD – in the opposite case. For fracture height growth prediction in through a system of 
three symmetrical layers, Simonson et al. (1978) proposed an analytical solution for fracture 
height confinement. Fung et al. (1987) extended Simonson’s equations for an asymmetric 
multilayer case. Liu and Valkó (2017) corrected typos in legacy deriviations and generalized 
height confinement for any number of layers in the generalized semianalytical lumped P3D 
model. It was shown that fracture toughness is a much smaller confining factor comparing to 
horizontal stress difference. 
With the development of numerical models and CPU capacity coupled equations 
governing fracture propagation, elasticity, fluid, and proppant flow are solving numerically on 
the grid. This transition allows relaxation of the constant height assumption.  
As the next step grid based pseudo-3D (e.g., MFrac/MShale) and planar-3D models 
(e.g., GOHFER and StimPlan) were proposed to capture nonuniform height growth, effects of 
individual formation layers, and mechanical interaction between fractures (“stress shadowing”). 
Numerical models attempt to couple numerical solutions for rock mechanics, fluid flow, and 
proppant particles transport in the most physical and the least computationally expensive way. 
Pseudo-3D models do not consider fracture geometry variation in three dimension 
geometry; instead, they use a modification of PKN or KGD models, coupled with height 
variation along the fracture length and associated width variation. Settari and Cleary (1986) 
used a numerical solution of vertical propagation problem with a singular integral equation on a 
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suitable set of Chebyshev points. Reported increase of numerical burden for presented software 
(currently known as FracPro) was extra 50%, comparing to 2D simulations.  
Planar 3D models are generally more accurate than P3D, they do not rely on 
assumptions of fracture propagation from a layer of minimum closure stress and hence allow to 
model fracture pinch out as it demonstrated in Chapter 3. P3D models, however, provide 
inaccurate height and width prediction, but two orders of magnitude faster than Planar-3D what 
is essential for practical use as mentioned by Cohen et al. (2017).  
As for numerical techniques for solving a problem of elastic response of fracture wall 
for fluid pressure Barree (1984) uses simplified formulation based on Boussinesq (1885) 
solution for displacement at homogeneous half-space, with (x, y) to be a vertical plane: 
𝑢(𝑥, 𝑦) =
1 − 𝑃𝑅2
𝜋 ∙ 𝑌𝑀
𝑃𝑛𝑒𝑡(𝑥, 𝑦)∬𝑑𝜓𝑑𝑟
To some degree, this approach may be extended for heterogeneous formation by putting 
Young’s, Poisson’s ratio and net pressure under the integral as a function of local radial 
coordinates 𝑟 and 𝜓: 
𝑢 = ∬
1 − 𝑃𝑅2
𝜋 ∙ 𝑌𝑀
𝑃𝑛𝑒𝑡𝑑𝜓𝑑𝑟 
The validity of this simplification approach depends heavily on the low variation of 
Young’s modulus assumption and the fact that the influence function is fast declining with 
distance as 1/𝑟2. Additional simplification of the numerical model may be achieved with 
introducing a shear decoupling radius, introducing the upper limit of the integration: 
∬ 𝑑𝜓𝑑𝑟 ≈
∆𝑥 ∙ ∆𝑧
𝜋 ∙ 𝑟2
∼ 1/𝑟2
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Shear decoupling radius (an order of 20 ft) may be a numerical “knob” which describes 
the loss of full elastic coupling required by LEFM over the whole fracture (infinite decoupling 
radius). The physical meaning of such parameter though may be found in multiple shear 
slippages of the fracture face detected by microseismic monitoring. Shear failure releases part of 
elastic energy and limits transmission of elastic deformation far from perforations. 
Barree and Winterfeld (1998) demonstrated what such parameter decrease height, width, 
and length of the resulted fracture. In addition to that slippage increases leakoff and decrease net 
pressure. Therefore, shear slippage detected by microseismic events may be an effective 
fracture confinement mechanism in addition to stress contrast along height (between layers) and 
along fracture length (transverse heterogeneity). 
At the same time, the proposed simplified approach may not adequately describe 
heterogeneity of mechanical rock properties (YM and PR), and local net pressure may result in 
significant width profile errors for the heterogeneous reservoir. Presence of thin layers with 
contrast mechanical properties may magnify these numerical artifacts. This behavior of 
numerical models is covered in more details in Section 3.1. 
In this case, a more rigorous Finite Element Method (FEM) used by Smith et al. (2001), 
or the Boundary Element Method (BEM) proposed by Crouch and Starfield (1983) may be 
required. BEM has an advantage of reduced dimensionality since the only 2D boundary of the 
3D domain is discretized. For three layers problem, Peirce and Siebrits (2001) proposed 
Discrete Discontinuous formulation which reduces numerical burden for fracture propagation 
problem near the bedding plane by applying the asymptotic solution. 
A few fracturing simulators today predict the propagation of hydraulic fractures in 
naturally fractured media with an explicit description of the interaction between natural and 
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hydraulic fractures extending interaction criteria of Renshaw and Pollard (1995). These models 
have their limitations such as: 
• 2D geometry, presented by Shetty and Lin (2014)
• predefined paths for fracture propagation McClure et al. (2016)
• vertical DFN and height confinement via stacked pseudo-3D models, as described by
Cohen et al. (2017); Kresse et al. (2013), (2011).
Overall, the use of true 3D DFN in the modeling of the secondary fracture system is 
extremely computationally expensive and available only for research purposes for 
supercomputers as described by McClure et al. (2015). In addition to that, limited knowledge of 
the initial fracture system leaves uncertainty of the exact location and orientation of fractures. 
At the same time, as it will be shown further, modeling of leakoff into such secondary system is 
essential for proppant placement problem as well as in the design of proppant schedule required 
to maximize fracture conductivity without increasing risk of screenout.  
1.4. Stress state and geomechanical model 
All grid-based models require knowledge of properties (such as density, porosity, 
Young’s modulus, and Poisson’s ratio) distribution from cell to cell (Mechanical Earth Model - 
MEM) extracted from log data, core calibrations, and downhole stress tests. The total minimum 
horizontal stress for each grid cell may be estimated assuming uniaxial vertical strain as 
proposed by Eaton (1969) and with further improvement by Daines (1982) to include tectonic 
stress component: 
𝑆ℎ𝑚𝑖𝑛 =
𝑃𝑅
(1 − 𝑃𝑅)
(𝑆𝑣 − 𝛼 ∙ 𝑃𝑝) + 𝑃𝑝 + 𝑆𝑡
where 𝑆𝑣 – vertical stress may be obtained by integration of density log. 
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Smith et al. (2001) demonstrated that the vertical variation of Poisson’s ratio might 
effectively prevent vertical growth by creating grid blocks of higher closure stress. Similar 
results were obtained with an analytical model of Liu and Valkó (2017). At the same time, a 
spatial variation of YM is rarely covered, whereas this variation creates a local contrast of 
resulted fracture width, which in turn creates additional constraints for proppant transport.  
For highly anisotropic formations (e.g. tight shales of the Horn River Basin) Hamza et 
al. (2018); Suarez-Rivera et al. (2006) proposed to use VTI (Vertical Transverse Isotropy) 
model and more complex calculation of minimum horizontal stress assuming that PR, YM, and 
Biot’s coefficient have different values parallel and perpendicular to bedding planes as follows: 
𝑆ℎ𝑚𝑖𝑛 =
𝐸ℎ
𝐸𝑣
𝑃𝑅𝑣
(1 − 𝑃𝑅ℎ)
(𝑆𝑣 − 𝛼𝑣 ∙ 𝑃𝑝) + 𝛼ℎ𝑃𝑝 + 𝑆𝑡
Minimum horizontal stress and stress contrast of fracture barriers will be higher for the 
anisotropic case, whereas breakdown pressure will be lower than for isotropic model which may 
be crucial for fracture design in such formations as proposed by Suarez-Rivera et al. (2011).  
High-quality cross dipole sonic log (Stoneley, compressional, fast shear, and slow shear 
wave slowness) is required as well as calibration with triaxial tests in multiple orientations on 
core samples to estimate all required parameters. In addition to that, multiple anisotropic 
models: ANNIE, modified ANNIE (MANNIE) and more complicated models provide a range 
of 𝑆ℎ𝑚𝑖𝑛 in order of 10% depends on underlying assumptions Aderibigbe et al. (2016), which is 
comparable to uncertainty in isotropic cases for practical applications. As it described in 
Chapter 2, datathe set for the treatment well contains only compressional and shear slowness. 
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For specific cases of high anisotropy or heterogeneity, numerical modeling of hydraulic 
fracturing may be done by populating the grid from third-party wellbore mechanical or full-
scale geological models. 
Multiple attempts were made to correlate existing logs and seismic data into a facies 
model to better characterize the geomechanical model. The following resolutions of geological 
models are reported in the area of interest: 
• Cherian et al. (2018) - 100 ft x 100 ft x 2 ft, with Shmax orientation at N 100-1040
• Casey (2018) – 300 ft x 300 ft x 2 ft
• Dommisse et al. (2018) – 750 ft x 750 ft x 3 ft
The main benefit of the proposed lithofacies model is an ability to resolve layers below 
limitation logs resolution and, at the same time populate lateral variation of properties along the 
wellbore and in the direction of fracture propagation. The initial objective of the development of 
such models is to better characterize formation for calculation of OOIP and main geological 
attributes – porosity, water saturation, TOC, and sometimes dynamic geomechanical properties. 
Unfortunately, to the date, such models are not publicly available and have no 
systematic use in hydraulic fracturing modeling due to the following limitations: 
• Lower than required lateral resolution – hundreds of feet vs. tens of feet. It should be
noted that for practical use of lithofacies models they should have a lateral resolution
not worse than the grid size of the fracturing model grid (~10 ft). Scale depended
effects associated with grid models are discussed in Section 3.1.
• The lack of static geomechanical attributes (YMS and PR) for stress state calculation
and elastic response of the fracture. This gap will be addressed in Section 2.5.3
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• The absence of pore pressure estimation, and other required attributes for hydraulic
fracturing models. This gap will be discussed in Sections 2.3.2 and 2.4.
Vertical stress may be easily calculated from the integration of the overburden density 
log. It is generally assumed that the vertical stress gradient in the area of interest is in range of 
1.0-1.1 psi/ft as published by Agharazi (2016); Friedrich and Monson (2013); Shoemaker et al. 
(2019); Xu and Zoback (2015). Higher assumed vertical stress gradient transfers into higher 
treatment pressure and increases stress contrast between barriers and target zone. 
Direct measurement of minimum horizontal stress in unconventional reservoirs, 
however, is challenging because of low matrix leakoff and extended period of fracture closure. 
Multiple techniques are developed to overcome this issue including step rate tests, equilibrium 
rate test, correlation of closure pressure with ISIP. Each method, however, has its limitation, 
and therefore crosschecking is required to establish reasonable value of minimum horizontal 
stress. 
Maximum horizontal stress is the most challenging to measure. As it will be shown in 
Chapter 2, very limited publications are available with reported horizontal stress anisotropy, and 
a consensus is yet to be achieved on how to interpret inversion of microseismic moment tensor 
data. At the same time, some estimation of maximum stress anisotropy may be made from 
breakdown or closure pressure, overburden stress and pore pressure for inclined wells with 
simultaneous inversion as proposed by Hossain et al. (1999); Huang et al. (2011). 
1.5. Permeability measurements 
In traditional steady-state permeability measurement, the specimen is subjected by 
constant fluid flux there as pressure drop is measured between specimens borders. For Ultra-
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Low Permeability (ULP) formations (absolute permeability less than 0.1 mD) it is unpractical to 
conduct such flow experiments for two main reasons: extremely low possible flux with 
associated measurements issues and the extremely long period of establishing steady-state flow. 
Therefore starting with pioneering work of Passey et al. (2010) multiple attempts were made to 
use transient flow methods: pulse and pressure decay. Ning (1992) further improved pressure 
decay method was to capture a fast response from the fracture system and much slower 
dissipation of pressure pulse in the matrix.  
For Devonian age gas prone shales of Appalachian basin, Luffel et al. (1993) developed 
gas pulse decay method (now commonly known as Gas Research Institute - GRI method) for 
crushed core samples. Guidry et al. (1996) reported a new method of measuring porosity and 
water saturation in drilling cuttings; they also proposed a technique for permeability 
measurement for core samples in the range from 1 to 20 x10-8 mD. Authors claimed that 
permeability measured on crushed samples was in satisfactory agreement with that from core 
plugs under confinement, whereas previous studies inferred from one to two orders of 
magnitude higher gas permeability for unconfined rock chips. 
Even though it is safe to conclude that inside one laboratory permeability, calculated 
with different methods lead to similar values; a problem of inconsistent results between 
laboratories is not yet solved. Sondergeld et al. (2010) reported two-three orders difference in 
measured permeabilities of the same rock samples. Therefore, it is important to find multiple 
literature sources for the same formation in addition to publicly available porosity-permeability 
correlation from the target well. 
Mathur et al. (2016) conducted pressure build up and pulse decay measurements as well 
as comparison with the steady-state flow for five Wolfcamp core samples. After double-slip gas 
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correction, they found a reasonable agreement in the 30% range with permeability varying 
(from sample to sample) from 8 to 800 nD.  
Later, Bhandari et al. (2019) measured permeability of two (“as received”) lower 
Wolfcampian core samples from Delaware basin with the depth comparable to the target well 
(TVD of 11,750 ft in the paper versus 10,500 ft for this study). With two methods: transient 
pulse decay and steady-state dodecane under confinement, it was found that individual facies of 
heterogeneous core samples have matrix permeability in a range from 30 to 1000 nD. Steady-
state measurements along bedding planes took 1.5 months per test to achieve steady-state flow 
at confinement pressure of 4,350 psi.  
For such low permeabilities, Carter leakoff model published by Howard and Fast (1957) 
leads to unrealistically low leakoff coefficient and high values of fluid efficiency. At the same 
time, propagation of fracture fluid out of the main fracture plane was previously documented for 
Barnett shale by Fisher et al. (2004), (2002). The slurry plugged observation wells 500 ft out of 
the fracture direction. Identified from tiltmeters “fairway” width was as wide as 900 ft. 
Downhole tiltmeters showed fracture half-length of 2,500 ft, while analysis of microseismic 
reveals Xf = 1,500 ft. 
Therefore, matrix permeability measured from GRI pressure decay test (or with an 
alternative technique) alone cannot describe flow behavior during hydraulic fracturing and 
production. Thus, without correction of matrix permeability for created effective permeability of 
the fracture system (enhanced permeability) or applying dual porosity model, reasonable fluid 
production rate would require unrealistically high-pressure depletion. 
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1.6. Leakoff model 
Since hydraulic fracturing requires injection of fluid in porous and permeable media, 
fracturing fluid tends to leakoff out the main hydraulic fracture plane. To correctly place 
proppant into open tensile fracture an engineer has to calculate an optimal pumping schedule 
which maximizes the effect of fracturing on hydrocarbons production.  
For conventional formation, Nolte (1986) proposed a practical proppant schedule design 
solution (typically 20-60% of the proppant-free pad and power low proppant concentration 
curve) assuming the following: 
1. Carter’s leakoff model and hence constant fluid pressure along the fracture.
2. Known fluid efficiency from pressure decline test (mini-frac or DFIT).
3. High viscous fracture fluid can keep proppant in suspension.
Smaller that required pad size may lead to slurry dehydration, proppant bridging inside
the fracture, and premature screenout. At the same time, if pad volume is more than needed, 
some portion of the fracture will not have designed proppant concentration, and part of 
horsepower of pumps will be underutilized. 
At the same time, early experiments with hydraulic fracturing in ultra-low permeability 
reservoirs showed the following problems: screenouts at steady treatment pressure, formation 
damage, higher than expected leakoff. The solution for this discrepancy may be found in 
secondary leakoff mechanisms. Warpinski (1990) based on MWX test site data proposed 
activation of secondary fractures with an increase of local fluid pressure to threshold value 
activating dilation of preexisting natural fractures. Reported leakoff rate after threshold 
increased by fifty times comparing to matrix leakoff. He also presented experimental data 
showing successful use of 100 mesh proppant to control excessive pressure dependent leakoff. 
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Nolte and Smith (1981) derived a condition for a tensile opening of vertical natural 
oriented in any direction to the main hydraulic fracture: 
𝑃𝑛𝑒𝑡 >
𝑆𝐻 − 𝑆ℎ
(1 − 2 ∙ 𝑃𝑅)
It will be shown in Chapter 2.8.1., net pressure, required for tensile opening of fissures 
depends on orientation as proposed Delaney et al. (1986) and may occur at pressures 
significantly lower than with estimation of Nolte and Smith (1981). 
In addition to the opening of fissures in tensile (Mode I), shear (Mode II) failure of 
natural fractures and discontinuities may be an additional mechanism of increasing leakoff at a 
lower pressure.  
The hydraulic fracture may continue propagation along the direction of maximum 
horizontal stress after reinitiation with an offset along natural fracture forming a “dogleg” across 
the crackShear stimulation will require lower net pressure than the tensile opening and may be 
part of mixed mode stimulation as described by McClure (2012). 
Secondary leakoff may be described from stochastically generated DFN with limitations 
discussed by Parsegov et al. (2018b), or by the following practical approaches of effective 
media: 
• Fluid loss multiplier for leakoff into DFN proposed by Meyer and Bazan (2011).
• Pressure-dependent leakoff – PDL (or more correctly - pressure dependent
coefficient of leakoff) by Barree and Mukherjee (1996).
• Dual porosity models initially proposed by Warren and Root (1963) and used in
combined hydraulic fracturing- reservoir simulator by Mcclure and Kang (2018).
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Industry fracturing simulator should, therefore, support dual leakoff mechanisms in 
addition to matrix leakoff through the fracture faces. 
1.7.Proppant transport 
As slurry moves in the fracture more dense proppant gradually moves downward as a 
result of gravity force. In addition to gravity settling, slurry experiences leakoff and 
concentration of proppant rises along fracture length. For highly viscous fluids proppant stays in 
slurry long enough for concentration rise due to leakoff. In thin fluids settling might be so fast 
that the concentration of suspended proppant does not rise significantly. Propped fracture 
geometry depends on the ability of proppant particles travel vertically and laterally without 
bridging and taking stress from walls and related shear strength. 
1.7.1. Bridging condition and tip screenout 
Length and height of created hydraulic fracture are higher than propped ones because 
proppant cannot reach all formed fracture surface. At some critical width, the proppant inside 
the fracture begin bridging and block following particles from further propagation through the 
sand pack. One of the practical limitations is the ratio of fracture width and proppant diameter 
(Bc). Gruesbeck and Collins (1982) conducted laboratory bridging experiments along circular 
holes mimicking perforations. The experiments show that with Bc > 6 no practically achievable 
concentration lead to bridging. At the same time bridging occurs depends on concentration at 
Bc < 6. At Bc < 2 bridging occurs at any concentrations in the lab. Therefore Bc > 3 was a 
common design parameter Economides et al. (2002); Schechter (1991); Smith and Montgomery 
(2015). 
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At the same time, bridging in vertical slots (open fracture) should be fundamentally 
different from bridging over round holes in the casing. Barree and Conway (2001); Ray et al. 
(2017) performed proppant flow experiments in slots with variable width to imitate real 
fractures and observed that bridging starts at Bc close to one for both Newtonian and non-
Newtonian fluids. At the same time, due to wall effects, proppant has the highest velocity in the 
center of the slot, and such proppant velocity is higher than average fluid velocity (acceleration 
effect). Therefore, engineers overdesign fractures with a higher desired fracture width and net 
pressure. Higher net pressure, especially in the proximity to the wellbore, may lead to an 
opening of secondary fissures and increase local leakoff. 
Barree and Conway (2001) also noted that such fissures opening might significantly 
decrease the efficiency of proppant transport by triggering bridging near such fissures. Even 
with 95% fluid efficiency, the area near open secondary crack may lead to proppant 
accumulation in the main fracture, the sudden growth of backpressure, and, hence, a screenout. 
Therefore it may be advisable to decrease the pumping rate and related treatment pressure to 
reduce bridging at the end of the proppant ramp-up stage. Here is one of the knowledge gaps to 
be addressed in the dissertation. 
1.7.2. Transport model in thin fluids 
The regime of vertical proppant transport depends mainly on fracture fluid type. In his 
work Nolte (1986) assumed no settling of proppant particles to the bottom of the fracture and 
ideal viscous drag transport in slurry along the fracture length. With the revolutionary 
engineering paradigm shift from cross-linked gels to slick-water engineer, however, should 
consider a very fast settlement of the proppant and further avalanching over settled proppant 
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bed. Therefore proppant rump up design should be developed based on more feasible transport 
models. 
The first physical models for sand transport in vertical slots with thin fluids (viscosity 10 
cP and lower) can be traced to the original work of Kern et al. (1959) which postulates that 
sandbank is formed near the wellbore with early pumped sand and, therefore, highly conductive 
proppant should be pumped the earliest. In multiple experiments, it was shown that settled 
proppant might propagate further along fracture length at a fluid velocity higher than the 
resuspension limit.  
Figure 3 Immobile sandbank and mobile bed of sand in slot experiment with thin fluid. 
Reprinted with permission from Kern et al. (1959). 
The authors also provided the first empirical rules for the overflush procedure without 
proppant washout near the wellbore. Since fracture area near entry perforations have significant 
turbulence and low equilibrium height of proppant pack, it was recommended to reduce the 
22 
pumping rate at overflush stage and hence keep the equilibrium pack covering the wellbore to 
ensure sufficient conductivity.  
Blot and Medlin (1985) Medlin et al. (1985), however, challenged results of laboratory 
experiments of Kern et al. (1959) and pointed out that equilibrium proppant height should be 
scaled with a total fracture height which was not observed in their 1 ft by 20 ft slot experiments. 
Therefore, they concluded that the mobile bed transport mechanism might be efficient in the 
laboratory, but in the field scale, the viscous drag mechanism should dominate. They argued 
that equilibrium sand height is seldom achieved and additional mechanisms of transportation is 
required to describe large volume fracturing treatments. 
Slot experiments with a slick-water design of Patankar et al. (2002), showed the similar 
transport pattern in a wide range of parameters - only a thin upper layer of the proppant pack is 
moving. Experimental results were generalized as correlations of Wang et al. (2003). 
Based on a comparison of abovementioned laboratory experiments Woodworth and 
Miskimins (2007) extrapolated laboratory bi-power law correlations to the field scale in the 
analytical form applicable to fast calculations in hydraulic fracturing simulators. These 
correlations for the top of the clean fluid region and of movable proppant bed (“proppant 
carpet”) at equilibrium conditions provide a useful instrument for proppant schedule 
optimization in thin fluids with viscosities of 10 cP and below. It was also shown that a smaller 
ratio of fracture width to proppant diameter is beneficial for proppant transport along the 
fracture length. The increase in pump rate also decreases equilibrium proppant height. 
Fast proppant settling problem may be valid also for hybrid designs, where clean fluid 
pad and proppant rich slurry have a significant density difference. In this case, slurry 
withholding proppant will settle as a more dense phase, and clean fluid will be pushed on the 
23 
top of the fracture. Use of a large pad size increases that effect of convective settling due to 
excessive creation of height and width. Therefore modeling software should include advanced 
physics-based proppant transport models. 
For the pad stage localized leakoff may also be undesirable since cubic law will 
predominantly support leakoff via a small number of fissures with highest hydraulical aperture, 
while the final objective of pad stage in unconventional hydraulic fracturing is to create dense 
fracture network. Localized leakoff also undesirable for multicluster fracturing job, because it 
makes fluid and sand distribution unequal between individual clusters due to premature 
screenout at some of the perforation clusters. Since a significant amount of proppant may be 
transported into mechanically open fissures before bridging, pumping of small mesh sand at low 
concentrations during pad stage may reduce secondary leakoff and redistribute fluid flow for 
fractures of lower aperture. 
An additional complication for proppant transport may be caused by the development of 
axial fractures which may take not only pad fluid, but some amount of proppant and further 
decrease the volume of proppant pack available for transportation into the main fractures. 
Meanwhile, improvement of near-wellbore conductivity along the cement ring may decrease the 
adverse chocking effect of the flow through transverse fractures toward wellbore; some 
correction should be made in the total amount of proppant lost in axial fractures and near 
wellbore open fissures. 
Multiple observations show that the typically created length of hydraulic fracture is 
much higher than effective propped one. For Marcellus gas shale Edwards et al. (2011) 
compared six months production history of 1,000ft and 500ft spaced wells and showed no 
production decline due to parent-child interaction even though microseismic derived Xf was 
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more in range of 500-1,350 ft. At the same time, obtained from RTA, Xf was only 150 ft, with 
50 mD·ft of effective conductivity. 
Raterman et al. (2017) showed that for multistage hydraulic fracturing with gel in lower 
Eagle Ford diagnostic drilling along the treated wellbore failed to identify a significant amount 
of proppant. Therefore, it was concluded that proppant could not be effectively transported in 
the multistage hydraulic fracturing for more than 120 ft. It is important to mention, however, 
that the coring was done 30 ft TVD above perforations of the treatment well. So proppant may 
be placed below the well S3. 
Maity et al. (2018) reported for Hydraulic Fracture Test Site experiment that in Upper 
Wolfcamp in Midland Basin microseismic height of 500 ft was accompanied with only 30 ft of 
fracture height covered by proppant at the lateral offset of 85 feet from the treatment wellbore. 
Proppant was localised in sporadic areas suggesting stress or leakoff variations. 
These observations contradict with general believes of long conductive fracture 
geometry and motivate for the development of new numerical studies to find control 
mechanisms of fracture propagation, proppant transport, and creation of conductivity inside the 
rock. 
1.8. Stress shadowing 
Propagation of hydraulic fracturing changes increases the minimum horizontal stress 
state in the proximity. Stress shadowing has a maximum value at the face of the fracture ( ~ 
Pnet), but it also irradiates into elastic media for hundreds of feet. First analytical solution for 
plane strain case (L>>H) was proposed by Griffith (1924) and for penny shape fracture - by 
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Sneddon (1946). It was noted that penny shape crack creates less stress perturbation in the 
surrounding elastic media. 
For vertical wells, Warpinski and Branagan (1989) suggested to use stress shadowing as 
a diversion tool for reorientation of hydraulic fractures on the offset wells and increase drainage 
of the target formation. 
For the case of horizontal wells, in multicluster multistage operations, this effect makes 
fluid and proppant distribution unequal and prevent fractures in middle clusters from growth. 
With a decrease of spacing between stages and increase average size of the job, it may create an 
additional complication for fluid distribution and proppant placement. Several researchers over 
decades report strong stress shadowing effects in 2D simplified geometry (plane strain 
condition). 
Kresse et al. (2013); Olson (2008) modeled interaction of hydraulic and natural fractures 
and figured out that fractures may turn from the direction of far-field maximum horizontal stress 
if crossing natural fractures at a favorable angle. Under assumption of uniform fluid distribution 
between three clusters with simplified 3D DDM method, Wu and Olson (2016) showed that for 
typical slickwater fracturing, outer fractures grow at angles of ~60 to direction of far-field 
maximum horizontal stress and tips of resulting fractures (H = 100 ft, Xf ~ 400 ft) are separated 
by extra 40 ft over cluster spacing of 50 ft. Under dynamic fluid flow distribution assumption, 
however, the middle fracture was almost terminated (Xf ~ 150 ft). An Implicit assumption for 
both cases was a constant fracture height and symmetry related to the horizontal plane. 
Lecampion and Desroches (2014) pointed out that simultaneous propagation of 
transverse fractures generally occurs in viscosity dominated regime with less severe than in 
toughness dominated regime. For cluster spacing of 50ft in slick water job it was highlighted 
26 
that middle fractures are not terminated as proposed by Germanovich and Astakhov (2004); 
instead, they grow at a slower pace.  
Instances of growing shut-in pressure (ISIP) from toe to heel stages have been recorded 
in multiple operations by Manchanda et al. (2012); McClure and Zoback (2013). Roussel (2017) 
analytically predicted stress shadowing from multiple fractures in a stage and estimated the 
effect of ISIP escalation from stage to stage with the primary assumption is 2D plane strain 
problem and vertical symmetry of fractures. 
The industry consensus was that severe interference with near-wellbore (width reduction 
of more than 10% at the same net pressure) happens when the distance between two fractures is 
less than 0.5 of fracture height. From an analysis of microseismic data in Barnett Shale, Fisher 
et al. (2004) proposed to limit minimum spacing by 1.5 fracture height. For practical 
applications, it means 150 ft of cluster spacing for every 100 ft of fracture height and hence the 
creation of 60 fractures for 10,000 ft wellbore (assuming H=100 ft). Over the last five years, 
however, operators decrease cluster spacing from 60 to 15 ft, significantly increased size of the 
individual frac job, while still improving production rates and economics.  
As it will be shown in Chapter 3 the solution of this controversy coming from taking 
into account asymmetrical fracture propagation in the vertical direction. By analysis of 
microseismic events in Utica Shale and Bakken tight sandstone formations, Dohmen et al. 
(2014) demonstrated that 3D nature of stress shadowing makes a basis for a 2D calculation – the 
assumption of reflection symmetry against horizontal plane - invalid. Series of out-off 
formation vertical bounces of microseismic activity, by approximate 50 - 200 ft, effectively 
release cumulative stress shadowing from the previous stages and allow subsequent fractures to 
propagate in planned fracturing zone. 
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An additional concern about Sneddon (1946) solution is coming from the premise of 
perfectly elastic (or poroelastic) media without plastic deformation, shear fracturing and related 
dissipation of stress shadowing. Two dimensional and many P3D and planar 3D model ignore 
the presence of axial fractures, capable of taking part in treating fluid and proppant and further 
reduce the severity of stress shadowing. The final effect of stress shadowing will be analyzed 
from the created model and compared with the ISIP recordings stage by stage and compared 
with results of Roussel (2017). 
1.9. Microseismic fracturing monitoring 
Microseisms are low-intensity rock movements induced by the change of stress state or 
liquid pressure in pores and fractures that results from the opening of hydraulic fractures and 
leakoff of pumped fluid. Using acoustic signal recordings (P and S waves) from geophones 
these events may be localized in 3D space around the wellbore with some degree of uncertainty 
coming from noise, unknows in velocity model and rock heterogeneity. 
1.9.1. Fracture geometry 
For homogeneous and poroelastic media Shapiro and Dinske (2009) proposed diffusion 
equation for pore pressure perturbation and introduced the concept of triggering front for a 
probability of the triggering of microseismic events coupling pore pressure perturbation and 
growth of hydraulic fracture with time. Assumed that length of the microseismic cloud has the 
same evolution as fracture length from PKN model Shapiro et al. (1997); Shapiro (2015); 
Shapiro and Dinske (2009) proposed to calculate an effective diffusivity coefficient from the 
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leading envelope of the microseismic cloud and, from that, to come up with an effective 
permeability of the unstimulated rock between an outside of hydraulic fractures. 
McClure and Horne (2011), however, showed that if the pore pressure diffusion is 
slower than the front of shear failure, no conclusion can be made about intact rock permeability. 
Some of the lithologies may be aseismic due to friction strengthening behavior during the 
fracture slip.  
Warpinski and Wolhart (2016) concluded that there is no reliable methodology to 
distinguish between “dry” and “wet” microseismic events in liquid-rich shale reservoirs with a 
non-elastic geomechanical response. Recall here that Maity et al. (2018) experimentally showed 
that only 30 ft of the 500 ft fracture height, inferred from microseismic, is filled with proppant 
~85 ft away from the wellbore for Upper Wolfcamp formation in nearby Reagan County, 
Midland Basin. 
Therefore, the quality of hydraulic fracture dimensions inferred only from a recorded cloud 
of microseismic events is questionable. At the same time, analysis of microseismic events 
momentum requires at least two set of geophones.  
1.9.2. Moment stress inversion 
Rutledge et al. (2018) published a comprehensive microseismic survey of a vertical well 
drilled in Midland County, TX with four monitor wells. Hydraulic fracture originated in Lower 
Wolfcamp (Stage 3 in Figure 4) was contained between two stress barriers. Meanwhile, the 
fracture from Stage 2 initiates from perforations in the Base Wolfcamp (TVD ~ 9,900 ft) break 
the upper carbonate stress barrier and causes the majority of microseismic events in the lower 
stress region of Lower Wolfcamp (blue bubbles). Fracture from the Stage 4 grows downward 
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from high-stress carbonate interval and causes microseismic events in the previous Stage 3 
(bubbles colored in cyan).  
Figure 4 Treatment vertical well in Midland County, TX with four monitor wells. Reprinted 
with permission from Rutledge et al. (2018). 
Moment tensor inversion for Stage 3 events leads to strike-slip stress environment 
interpretation which contradicts to normal faulting stress environment of Midland Basin in 
Upper Wolfcampinan/Leonardian formation accepted by Xu and Zoback (2015).  
The same conclusion about stress state is published by Kuang et al. (2017) for Barnett 
Shale. The authors pointed out that with imperfect two monitor wells measurement 
configuration, relative stress anisotropy of φ=0.8, which means mixed Normal faulting/Strike-
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slip stress regime (NF/SS) with high-stress anisotropy. This conclusion, however, contradicts 
with the general belief of low horizontal stress regime with small anisotropy of φ=0.3-0.36 in 
Barnett shale core area, estimated from data provided by Vermylen and Zoback (2011). 
Additional evidence of low-stress anisotropy in Barnett shale is the wide “fairway” stimulation 
mentioned by Fisher et al. (2004) and log inferred ANI=5-10% by Daniels et al. (2007).  
As will be shown in Section 2.4. Wolfcamp formation also should have low-stress 
anisotropy and normal faulting stress regime, contrary to inferred by Snee and Zoback (2018). 
As a possible solution for these contradictions, Agharazi (2016) pointed out that 
microseismic events close to hydraulic fracture are affected by local stress perturbation due to 
tip propagation and stress shadowing effects in the proximity to the fracture walls. Therefore, 
such events must be excluded before momentum inversion. Without such subjective procedure 
of selection qualified events, the microseismic inversion would provide a bias toward strike-slip 
and dip-slip events and, hence, critically overestimate stress anisotropy for practical modeling 
applications as it is demonstrated in Table 2, Section 2.6.2.  
Recent microseismic studies of Grechka et al. (2017) for middle Bakken formation showed 
that microseismic anomalies which may be interpreted as propped fractures have half-length of 
~65-75 ft with a reasonable height of 240-260 ft. Contrary to the conventional method of 
passive microseismic monitoring, this study shows a high resolution, because the authors used 
microseismic events as active seismic sources to highlight closed fractures in previous stages. 
Microseismic events from the current stage illuminated the previous stage fractures. Cracks 
filled by fluid produced a strong enough reflection to apply dip and azimuth attributes. 
Unfortunately, this type of monitoring is still too expensive and has not found its way into 
industry yet.  
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For the treatment well #46 of this study microseismic data is available, however, 
microseismic events were recorded from only one offset horizontal well. Therefore the 
microseismic dataset provides only spatial-temporal distribution of hypocentral locations with 
recorded magnitude (“bubble maps”).  
In this study, microseismic fracture images are used only as a secondary informational 
source for hydraulic fracturing model calibration and analysis of cyclical vertical bounces of 
microseismic activity against ISIP for each stage.  
This dataset in the future work, however, may be reinterpreted with a semi-stochastic DFN 
methodology proposed by Fisher et al. (2004) and further developed by Niu et al. (2017). 
1.10. Hydraulic fracturing software modeling comparison 
Comparison of hydraulic fracturing simulators is a matter of constant debate over the 
decades. The most comprehensive comparative study conducted with GRI Staged Field 
Experiment (SFE) data by Warpinski et al. (1994) is continuing by American Rock Mechanics 
Association Technical Committee on Hydraulic Fracturing (ARMA TCHF) with more than 20 
different fracturing simulators compared by 30 test cases as presented by Han (2017).  
A new generation of hydraulic fracturing simulators is including explicit formulation of natural 
fractures and their interactions with propagating the hydraulic fracture. This formulation may 
lead to a better understanding of physics and provide better optimization results in comparison 
to an effective medium approach. 
However, full 3D description of such interactions as well as initiation of fractures is still 
computationally prohibitive Carter et al. (2000); McClure et al. (2016). For example, a popular 
boundary element method (BEM) may be used to natural fractured into the model explicitly at 
32 
the cost of special gridding algorithms. For some cases of unfortunate fracture network 
geometry, it may create numerical instability. Therefore, a vast majority of DFN models use 
simplifications such as the vertical fracture network. Another problem of advanced algorithms 
is a requirement for detailed formation evaluation and knowledge of fractures before starting 
simulations.  
1.11. Conclusions 
The following conclusions can be made from the literature review: 
1. Field observations in unconventional reservoirs showed that multiple parallel tensile
fractures propagation is possible over thousands of feet from the horizontal
wellbore. At the same time, it is not clear why proppant coverage is limited to
hundreds of feet even for crosslinked gel formulations.
2. The complexity of physical processes and simplified models used in the industry
may lead to misleading optimization, stage spacing, unfavorable proppant
placement, premature near wellbore screenouts, and lower than expected
production.
3. Ultralow permeability of matrix measured from GRI type tests do not correctly
describe fluid leakoff. In addition to open in tensile (Mode I) fractures which
initially take slurry and proppant during hydraulic fracturing, a second, pressure
dependent fracture system can be identified from DFIT and falloff tests. This
secondary system may be composed of intersecting shear and tensile fractures,
activated by slurry leakoff.
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4. Proper description and calibration of stress state inside the formation, rock
mechanics model, leakoff behavior, proppant transport, and created conductivity of
proppant pack is needed to history match achieved production and optimize future
operations.
5. All hydraulic fracturing simulators have their pros and cons. In most cases,
however, there is a balance between physics captured in the model, computation and
memory cost, and practical value of better decisions.
6. Practical fracture stimulators should be capable of modeling axial (longitudinal) and
transverse fractures, open secondary fissures, and realistically model proppant
transport.
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2. INITIAL DATA FOR MODELING*
As it was said in the previous chapter, the practical application of numerical models is 
limited by available data and its quality. Therefore, before deciding a particular modeling 
instrument, it is essential to collect and evaluate available dataset for the treatment well or the 
multiwell pad. It is also necessary to formulate questions for the future model and initial 
hypotheses. After that, an engineer may pick the right instrument. 
This study demonstrates efficient workflow for data collection, analysis, and correction a 
horizontal well #46 (API 42-461-39156), drilled into Wolfcamp-C formation in Upton County, 
Midland Basin. This well is a part of a multiwell pad targeted all late Permian layers: 
Wolfcamp-A (WC-A), WolfCamp-B (WC-B), Wolfcamp-C (WC-C), and Wolfcamp-D 
(WC-D). The main advantage of vertical stacking for the selected pad is an ability to use logs 
from the vertical part of an offset drilled 500 ft apart (Reference well #31) to populate 
numerical grid for hydraulic fracturing model.  
Proposed planar-3D fracture model is constructed based on publicly available data as 
described previously by Parsegov et al. (2018b), (2018a); Zhang et al. (2019).  
* Part of the data reported in this chapter is reprinted with permission from “Physics-Driven Optimization of
Drained Rock Volume for Multistage Fracturing: Field Example from the Wolfcamp Formation, Midland Basin”
by Parsegov, S.G., Nandlal, K., Schechter, D.S., Weijermars, R., Proceedings of the 6th Unconventional Resources
Technology Conference. Copyright 2018 by American Association of Petroleum Geologists; and from “Benefits of
Engineering Fracture Design. Lessons Learned from Underperformers in the Midland Basin” by Parsegov, S.G.,
Niu, G., Schechter, D.S., Laprea-Bigott, M., Proceedings of the SPE Hydraulic Fracturing Technology Conference
and Exhibition. Copyright 2018 by Society of Petroleum Engineers.
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2.1. Description of field data 
In the case study area of Upton County, the Midland Basin, the treatment well #46 targets 
deepwater Wolfcamp-C formation. According to Dutton et al. (2005), Wolfcamp was deposited 
in a tectonically quiet period of early Wolfcampian age (280-300 Ma ago). 
Baumgardner et al. (2014); Hamlin and Baumgardner (2012) showed from core analysis that 
Wolfcamp shale is, in fact, the interplay of deepwater silica-rich mudstones and interbedded 
with thin layers of carbonate debris from shallow marine carbonate system of the Central 
Platform located southwest to the area of interest.  
Wolfcamp thickens toward depocenter in the south-east part of Midland Basin. From core 
description (intervals: WC-C1 of 9,115-9,181 ft TVD and WC-C2 of 9,440-9,515 ft TVD) and 
logs interpretation for offset well Pan American Green 2 API 42383105750000 (Reagan 
County) it may be concluded that mudrock lithofacies has a typical thickness of 1-3 ft, whereas 
sandstones and carbonate-rich packstones may reach a thickness of 10 ft and more. The lower 
interval - Wolfcamp C2 contain more blocky clay-rich mudstones, whereas the upper interval - 
Wolfcamp C1 is more organic and carbonate-rich. 
White et al. (2014) described stress settings in the nearby Reagan County and mentioned 
two vertical paleo fracture families: set J1 N300-600 and J2 N3100-3300 . Authors inferred 
maximum horizontal stress paleo direction to be NE-SW, whereas current to be W-S (from 
drilling induced fractures). Coherency attribute on top of Strawn formation (2,000 ft below the 
target Wolfcamp C) shows strike-slip paleostress regime. Similar observations were reported for 
two families of natural fractures in Reagan County for upper and middle Wolfcamp by Gale et 
al. (2018).  
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Treatment well #46 has 29 stages (numbers 2-30, while Stage 1 was abandoned because of 
mechanical issues) with 5 clusters each. Type of fracturing techniques: Plug-and-Perf. 
The following dataset is available in the public database of University Lands 
http://www.utlands.utsystem.edu/ : 
• Drilling and completion report for the Treatment well #46
• Wellbore survey for treatment well #46 and Reference well #31.
• Quadro-combo logs ASCII (LAS) files for the Reference well #31.
• Geomechanical analysis of core for well #31. Dynamic and static measurements.
• GRI permeability and porosity measurements for three offset wells
Recorded treatment pressure for each stage was used for history match hydraulic fracture 
model and further independent reservoir simulations showed poor drainage of rock surrounding 
fracture planes. 
2.2. Modeling software selection 
Hydraulic fracturing simulators can be divided by the type of fracture mechanics model: 2D, 
P3D, planar-3D, full-3D model and by numerical scheme type: FEM, BEM, finite difference, 
and so on as described in Section 1.3. There are also additional, less significant differences. 
In general case fracture modeling software should meet the following requirements: 
• Utilization of available data for the 3D geological model, honor thin fracture barriers
(high stress, high modulus layers). This requirement comes from the industry scale
stacking problem for pad development. Therefore, research focused models with 2D
geometry for rock properties is an unacceptable simplification. This requirement limits
the use of DFN based fracture models and force to apply an effective medium approach.
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As it was discussed previously, pseudo-3D models are not capable of modeling 
multilayer propagation of isolated hydraulic fractures (with fracture barriers in the 
middle layers).  
• Build-in correlations and meaningful defaults to avoid unnecessary assumptions. This
requirement limits the choice to commercially available simulators with developed
geophysical packages, a database of fluids rheology properties and a library of sands’
properties.
• Ability to capture the following physical processes:
o Stress shadowing of individual fractures in a multistage operation
o Fracture initiation from perforation clusters, including effects of local wellbore
deviation and perforation design. Ability to model longitudinal and transverse
fractures explicitly.
o Realistic proppant transport with both Newtonian and non-Newtonian fluids, the
ability to capture the hybrid type of stimulations with multiple fluids and handle
multiple kinds of sand during one treatment. Proppant transport in thin fluids as
discussed in Section 1.6.
• The speed of calculation. Multistage hydraulic fracturing for the target well(s) should be
calculated in a reasonable amount of time for a reasonably detailed grid. Optimization of
design requires a large number of runs. Therefore modeling should be much faster than
the treatment itself. As it was discussed in Chapter 1, modern simulators designed for
explicit calculation of interaction between hydraulic fractures and natural fractures do
not meet this criterion.
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From this section, we can summarize that only planar-3D models are currently capable 
of modeling abovementioned physics with a reasonable numerical burden. The final selection 
between NSI Stimplan (uses FEM) and GOHFER (uses modified Boussinesq’s solution) is 
dictated by speed advantage of GOHFER v.9.0 and better flexibility of numerical parameters 
for the simulation study. Similar results, however, might be obtained in any planar-3D 
simulator. 
2.3. Perforation design 
The general guideline is to have four perforations per barrel of fluid per minute Smith 
and Montgomery (2015). However, for the treatment well, only 40 shots were fired per stage (2 
bpm per shot) without any problems with proppant placement. 
Oriented perforation with 00 or 1800 phasing is the most desirable perforation design to 
reduce treatment pressure. This conclusion is coming from the minimization of breakdown 
pressure discussed in more details in Section 2.4.  
Unfortunately, oriented perforation is more expensive than a non-oriented one. 
Therefore, in oil field practice, use of 60 degrees phasing is desired to guarantee that one-third 
of shots are in 30 degrees error margin from the vertical direction. Length of the perforation 
cluster should not be more than four times the diameter of the casing to reduce the number of 
initiated fractures and reduce treatment pressure. 
All stages we designed in the similar geometrical fashion: 5 clusters of 2 ft with four 
shots per feet. 3 ½ inch perf guns with 60 degrees phasing. The nominal diameter of 
perforations - 0.42 inch. Cluster spacing is 60 ft (Figure 5). 
Figure 5 Wellbore trajectory (MD, TVD, and Horizontal offset from the wellhead) and 
perforations for Stage #9. Side view. North is to the left. Green diamonds indicate five 
perforation clusters. All length dimensions are in [ft].  
Step rate tests show rate-dependency of pressure losses (Figure 6). Stages 2 and 4, for 
example, demonstrate some perforations-driven pressure losses, proportional to the rate 
squared, whereas Stage 3 demonstrates near wellbore tortuosity, proportional to square root of 
the rate. Overall flow capacity through perforations is adequate for the target rate of 80 bpm. 
The pressure at a zero pumping rate is taken equal to pad-ISIP.
 From the following Figure 6, a step of 20 bpm (5 pressure-rate points) is not sufficient 
to fully describe pressure losses and find the fracture extension pressure. It is recommended to 
conduct step tests in smaller increments of 2-10 bpm, equivalent to pressure 100-200 psi 
higher than ISIP, to capture fracture extension pressure, and record transitional pressure
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behavior from rate step to the next one as proposed by Smith and Montgomery (2015). Since 
each rate step requires about several minutes, it is recommended to have at least five data points 
to decouple perforation friction and near wellbore tortuosity effects. 
Figure 6 Step test diagnostic plot. Wellhead pressure as a function of Pumping rate for the first 
three stages of the treatment well. 
2.4. Pumping schedule 
For the treatment well (#46) the operator used a hybrid design combining slickwater pad 
and low viscosity linear/cross linear gel for the main treatment. For each stage, 150 gal of 15% 
HCl was pumped at 20 bpm to cleanup perforations and reduce near wellbore tortuosity (Table 
1). Then slick water pad (100,000 gals) to create fracture length, followed by gel pad and, 
finally, ramped up with proppant. At the end of each stage, 500 bbls (21,000 gal) of slickwater 
were used to flush wellbore. It should be noted that wellbore volume for the toe stages is about 
18,000 gal (435 bbls), so about 3,000 gal of proppant-free slickwater were pumped into the 
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fracture system before closure in the toe stages and up to 12,000 gal. In Section 3.4., the adverse 
effect of slick water overflush will be discussed based on numerical results. 
Table 1 Pumping schedule for the treatment well (#46). All stages have the similar design. The 
gel is linear guar equivalent to 15 lb loading, viscosity 9 cp at 80 0F. Proppant: Brady sand, 
40/70 mesh. 
It should be noted that slickwater overflushing is designed at 40 bpm (50% of the 
maximum pumping rate). In Section 1.7 it was pointed out that according to (Kent 1959) such 
step-down rate overflush will be less damaging for the near wellbore fracture conductivity.  
Here we can propose a further improvement of the shutdown procedure. From the 
standpoint of maximization of acquired information, it would be wise to add a small variation of 
proposed overflushing design and conduct step down test with four rates: 80, 60, 40, and 20 
bpm as it was done for pad stage. In this case, extra information will be collected, the total 
volume of the liquid pumped will not change and adverse effects of potential Overflushing will 
be reduced because the last portion of slickwater will be pushed into fracture system at 20 bpm, 
42 
which is two times lower than proposed in completion design. Acquired data would be critical 
for after the job estimation of perforation erosion and near wellbore tortuosity. 
2.5. Minimum horizontal stress estimation 
From the literature review (Section 1.4.) Poisson’s ratio, vertical stress, Pore pressure, 
and Biot poroelastic coefficient are required to estimate minimum horizontal stress as proposed 
by Daines (1982), assuming zero tectonic components, 𝑆𝑡 = 0: 
𝑆ℎ𝑚𝑖𝑛 =
𝑃𝑅
(1 − 𝑃𝑅)
(𝑆𝑣 − 𝛼 ∙ 𝑃𝑝) + 𝑃𝑝
In this study vertical stress gradient is assumed to be 1.0 psi/ft as proposed by Friedrich 
and Monson (2013) for Wolfcamp formation in the Midland Basin.  
It should be noted that Agharazi (2016); Xu and Zoback (2015) proposed a higher value 
of Sv = 1.1 psi/ft. 
2.5.1. Pore pressure 
Pore pressure depends on thermal maturation and geological history. For lower 
Wolfcamp vitrinite reflectance (Ro) is in range 1.0-1.19, indicating the oil generation window. 
Proprietary basin model of Loughry et al. (2015) supports that 700-1400 ft of uplift occurred in 
the Midland Basin since the pea of oil generation. Since kerogen is mature, evaporites of late 
Permian provided an excellent seal, and Wolfcamp is proven to be a source rock with a period 
of expulsion, overpressure is expected.  
The best way to measure pore pressure is to conduct a Diagnostic Fracture Injection Test 
(DFIT) for each stage and to analyze after closure pressure behavior. Unfortunately, for 
43 
unconventional reservoirs, such measurements take up to several weeks. An additional 
complication in interpretation arises from the uncertainty of wellbore position in the lateral and 
created fracture geometry with a limited volume of fluid injected (usually less than 50 bbl).  
Therefore, to overcome these issues operators used DFIT in vertical pilot holes for 
determining closure and pore pressure. Based on this data, Friedrich and Monson (2013) 
proposed a simple methodology of pore pressure estimation from ISIP measured during pad 
stage and after fracture treatment. From that analysis, the effective gradient of pore pressure in 
the treatment well was assumed as 0.622 psi/ft which is close to reported by Loughry et al. 
(2015) for Wolfcamp-C formation. 
2.5.2. Biot’s poroelastic coefficient 
In many cases, the poroelastic coefficient is difficult to measure for unconventional 
reservoirs, and it is assumed to be unity as a standard industry practice. Numerous laboratory 
study showed that Biot’s coefficient is lower than unity, which is valid for conventional coarse-
grained reservoirs with high porosity.  
For Barnett black shales Biot’s coefficient was measured by Zhou et al. (2017), (2015). 
It was found for core plugs (D=1’’) that Biot’s coefficient decreases with an increase of 
effective confinement stress and generally is in range of 0.65-0.9. Much smaller Biot’s 
coefficient in the range of 0.5-0.75 was obtained for Bakken by Havens and Batzle (2011). 
For Lower Wolfcamp formation in the Delaware basin, Aderibigbe et al. (2016) came up 
with log differed Biot’s coefficient in a range of 0.5-0.9 with lower values - 0.5 for high stressed 
calcite-rich layers. This study uses a power-law correlation between effective porosity and 
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Biot’s coefficient proposed by Svatek (2017), showing similar behavior as presented in Figure 
20.  
2.5.3. Dynamic to the static conversion of rock elastic properties 
Poisson’s ratio and Young’s modulus can be measured in static conditions on cores 
(triaxial test) or from sonic logs as it will be demonstrated below. Unfortunately, only 15% of 
drilled horizontal wells in the Midland basin have sonic logs with varying quality, and about 1% 
of wells have dipole sonic logs. The treatment well (#46) has no pilot hole, logs in the lateral 
section or core data for the target interval. Therefore, the static geomechanical model was 
constructed based on logs from the vertical part on nearby offset well (#31), which are also 
publicly available.  
Traditional geophysical workflows provide an engineer with two independent elastic 
moduli for the target interval - Young’s modulus (YM) and Poisson’s ratio (PR). Calculation of 
YM and PR requires an open wellbore sonic log  
For dynamic Poisson’s ratio: 
𝑃𝑅𝑑𝑦𝑛 = 
1
2
∙
(
𝑉𝑝
2
𝑉𝑠2
) − 2
(
𝑉𝑝2
𝑉𝑠2
) − 1
=
1
2
(
𝐷𝑇𝑆2 − 2 ∙ 𝐷𝑇𝐶2
𝐷𝑇𝑆2 − 𝐷𝑇𝐶2
) 
and for dynamic Young’s modulus (in mln. psi) 
𝑌𝑀𝑑𝑦𝑛 = 
13,447𝜌𝑏
𝐷𝑇𝑆2
(
3 ∙ 𝐷𝑇𝑆2 − 4 ∙ 𝐷𝑇𝐶2
𝐷𝑇𝑆2 − 𝐷𝑇𝐶2
 ) 
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Dynamic elastic properties should be converted into static ones with core calibration or 
regional correlations. The reason for such calibration is the fact that rock mass behaves 
differently at a different frequency of applied signal – acoustic dispersion.  
A high frequency (~10 kHz) logging increases the apparent Young’s modulus. 
Ultrasonic lab sources for small plugs measurements have an even higher frequency (300 kHz-
1.0 MHz) and therefore requires more significant correction.  
2.5.3.1. Young’s modulus 
Van Heerden (1987) demonstrated that dynamic Young’s modulus is higher than static 
one up to 3 times, depends on frequency, confining pressure, density, porosity, and lithology. 
To compensate for this dispersion effect (in Figure 7), many researchers proposed empirical 
correlations for Young’s modulus: Eissa and Kazi (1988); Lacy (1997); Morales and Marcinew 
(1993), to name a few.  
For example, Eissa and Kazi (1988) provided the most general relationship (in mln. psi): 
𝑌𝑀𝑠 = 0.74 ∙ 𝑌𝑀𝑑 − 0.12, with 𝑅
2 = 0.84
Mavko et al. (2009) provided a comprehensive list of correlations for different 
lithologies. Unfortunately, the development of such correlations is lagging from new drilling 
and completions in new formations. Therefore, there is a need for picking the best relationship 
for each formation type or improving one based on triaxial tests. In the absence of such data 
correlations between static elastic properties and “triple-combo” logs (gamma, density, and 
porosity) provide a better understanding of in-situ minimum horizontal stress and Young’s 
modulus.  
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Figure 7 Correlation between Dynamic YM, measured on core samples with Static one, 
measured in triaxial tests for the reference well #31 and target depth interval. 
Figure 8 demonstrates the measured static Young’s modulus versus obtained from 
different correlations. Eissa and Kazi (1988) – green triangles, Van Heerden (1987) - crosses, 
and modified Eissa-Kazi from Barree et al. (2009) – blue diamonds. Solid line 1:1 is provided 
for the reference. 
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Figure 8 Comparison between Static YM measured in triaxial tests with that calculated from 
correlations for the reference well #31. 
Modified Eissa-Kazi correlation from Barree et al. (2009) found to be the best match for 
the reference well #31 inside the target interval: 
log10 𝑌𝑀𝑠 = log10(𝜌𝑏 ∙ 𝑌𝑀𝑑) − 0.55
Additional to proposed modified Eissa-Kazi correlation, Mullen et al. (2007) showed 
that conventional petrophysical data could be used to generate pseudo sonic logs (DTC and 
DTS) for the Rocky Mountain region. Therefore, it is possible to populate geomechanical 
parameters without sonic logs if regional correlations are available. 
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2.5.3.2. Poisson’s ratio 
Dynamic Poisson’s ratio measured on core samples is slightly higher than a static one 
(Figure 9), but since there is no industry-accepted correction from dynamic to static conditions 
for Poisson’s ratio, engineers have to use dynamic Poisson’s ratio without further correction.  
Figure 9 Dynamic Poisson’s ratio measured on core samples comparing with Static Poisson’s 
ratio, measured with triaxial tests. 
Barree et al. (2009) identified multiple factors which may affect measured 
compressional and shear slowness – DTC and DTS. The increase in liquid saturation increases 
shear travel time and slightly decreases compressional travel times. It was shown that even 
small (5%) error in the measurement of compressional and shear slowness transfers to 20% 
error in Poisson’s ratio and 26% in Young’s modulus. Such uncertainty in Poisson’s ratio leads 
to 26% error of minimum horizontal stress error. 
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From the analysis of dipole sonic logs it was found that Poisson’s ratio calculated from 
raw DTC and DTS has an exceptionally high value of 0.32 on average (Figure 10, light blue 
curve – “PRACT” on the right track in Figure 10), corresponding to unusually low YM of 
2.2 mln psi (light blue curve – “YMEACT” on the left track in Figure 10). 
Figure 10 Calculation of YM (left track) and PR (right track) for the reference well #31. 
Individual curves: Actual from initial DTC and DTS; correlation from DTC log (YMEDTC and 
PRDTC - purple curve), gamma-ray log (PRGR – orange curve), total porosity resistivity log 
(YMERESIST and PRRESIST). PRSTA – stands for PR from manually corrected dipole sonic 
log. Correlations by Mullen et al. (2007). 
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At the same time, after manual slowness correction (PRSTA in Figure 10) values of 
Poisson’s ratio is below 0.25 which does not match with ISIP data and literature values for Sh. 
Poisson’s ratio spikes to the right (higher resulting stress) at the same depths as for initial 
interpretation discussed in Section 2.3.1. (PRACT – PR actual) for measured depth (MD) of 
9,320 ft, 9,390 ft, 9,405 ft, 9,460 ft, and 9,467 ft.  
For PR and YM values derived from proposed correlations are overlapping and deflect 
to the left at the same depth intervals. The calibration against ISIP values showing that the use 
of the proposed correlation is preferred. 
Applicability of provided correlations and inadequate sonic log data are significant 
findings, because the static geomechanical model for the treatment well may be constructed 
without uncalibrated dipole sonic logs with the same or better accuracy. This may significantly 
reduce the cost of the well, without compromising predictive power of hydraulic fracturing 
modeling. 
2.6. Estimation of horizontal stress anisotropy 
Hydraulic fracture propagates in the direction of least resistance, which in the case of 
normal faulting regime means that vertical fracture is growing in the direction of the maximum 
horizontal stress. Horizontal wells are usually drilled parallel to lease boundaries. For the area 
of interest (NE part of Upton County) operators drill wells in North or South direction. Multiple 
pieces of evidence, including breakdown pressure analysis (Avasthl et al. (1991); Nolen-
Hoeksema et al. (1994)), analysis of Drilling Induced Tensile Fractures (DITF) as proposed in 
Heidbach et al. (2016) and microseismic focal mechanism inversion by Agharazi (2016), 
indicate that direction of maximum horizontal stress in the area of interest is in East-West 
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direction. Cherian et al. (2018) proposed azimuth of maximum horizontal stress in a range of 
N 100-1040. 
With the absence of detectable faults and geological structures, it is safe to assume no 
stress direction variation from the regional trend. Since the uncertainty of the maximum 
horizontal stress direction is about ten degrees, therefore the azimuth of N1030 was chosen as 
the best approximation as a best guess. 
The second crucial parameter of stress state is a stress anisotropy – the difference 
between the maximum and minimum horizontal stresses, or by normalizing to the total 
minimum horizontal stress, as follows: 
ANI =
𝑆𝐻 − 𝑆ℎ
𝑆ℎ
Alternatively, the stress anisotropy may be described in equivalent terms of A𝜑 used in 
tectonophysics and microseismic analysis: 
A𝜑 =
𝑆𝐻 − 𝑆ℎ
𝑆𝑉 − 𝑆ℎ
Small horizontal stress anisotropy drives the opening of the secondary fracture system, 
an increase of fluid leakoff, and development of complex fracture networks. High horizontal 
stress anisotropy, on the contrary, limits leakoff through secondary fracture system and favorite 
propagation of elongated fracture system with low complexity as was numerically modeled for 
2D case by Olson and Taleghani (2009).  
In high anisotropy stress areas in Barnett Shale FMI log has derived only transverse 
drilling induced fractures whereas in low anisotropy case, axial fractures have been detected as 
well; in high closure stress zones, no drilling induced fractures were reported by Ketter et al. 
(2008). 
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In the absence of tectonic stress and strain, sources horizontal stress anisotropy should 
be relatively low. Xiong et al. (2019), (2018)Agharazi (2016); Patterson (2017); Wilson et al. 
(2016) for Wolfcamp shale proposed anisotropy (as a fraction of minimum horizontal stress -
ANI) in range of 1% to 18%. For the middle value of ANI = 8% it is equivalent to 630 psi 
horizontal stresses difference (at TVD = 9,310 ft).  
Figure 11 demonstrates the numerical analysis of wellbore stability made in the 
software according to an analytical model which will be described below. The breakdown angle 
plot (to the left) shows the tensile fracture initiation pressure gradient as a function of the local 
wellbore azimuth (polar angle) and inclination (set of concentric circles ranging from 00 in the 
center for the vertical section to 900 for a lateral part). Black points indicate wellbore survey 
data points are starting from the vertical wellbore in the center and moving to horizontal 
wellbore drilled to south on the bottom. In the areas colored in purple fracture initiation pressure 
is above overburden stress (>1.0 psi/ft). Therefore in these areas initiated hydraulic fractures 
may be horizontal, opening bedding planes, or fracturing will start multiple shear failures.  
From the breakdown angle plot, the breakdown pressure gradient is estimated at 0.86 
psi/ft, compared with actual for stage 2 – Pw=0.87 psi/ft.  
Drilling trajectory avoids areas of predominantly horizontal tensile failure (red and 
purple areas in the right plot in Figure 11 since this stress condition is favorable for shear 
breakdown during the drilling. 
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Figure 11. Wellbore stability analysis for the treatment well #46H with ANI = 8%. 
So chosen stress anisotropy and azimuth of the maximum horizontal stress result in 
consistent observations of measured breakdown pressure and optimal well trajectory as provided 
in drilling and completion data for the treatment well. 
2.6.1. Literature stress anisotropy data 
Surprisingly, Snee and Zoback (2018) provided a much higher estimate of horizontal 
stress anisotropy and inferred mixed Normal faulting – Strike-Slip stress regime for the area of 
interest (Table 2 and Figure 12).  
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Figure 12 Proposed stress state in the area of interest. Black solid lines show the direction of the 
maximum horizontal stress, color-coded map – stress regime in Aφ notation defined by Simpson 
(1997). Reprinted with permission from Snee and Zoback (2018). 
Table 2 Stress anisotropy in the area of interest. Location of the treatment well (#46H) is Lat: 
31.266, Lon: -101.787. Reprinted with permission from Snee and Zoback (2018). 
Lat_WGS84 Lon_WGS84 Aφ Data_type Source 
31.96 -106.22 0.5 Geologic 
Ricketts et al. 
(2014) 
31.83 -103.12 1 
Interpreted visually 
from focal 
mechanism(s) 
Doser et al. (1991) 
31.55 -101.94 0.9 In situ 
Snee and Zoback 
(2018) 
31.5 -101.8 0.8 
Formal focal 
mechanism inversion 
Snee and Zoback 
(2018) 
31.14 -101.19 0.822 In situ 
Xu and Zoback 
(2015) 
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For Aφ in the range of 0.75 – 0.9 and assumed Sv = 1.0 psi/ft, for TVD=9350 ft and 
𝑆ℎ =  0.83 psi/ft stress, ANI would be in the range from 37% to 50%. From that, with similar 
calculations, we can infer that horizontal wellbore drilled in the South direction will have a 
fracture gradient higher than overburden (𝑆𝑉 = 1.0 psi/ft). This local wellbore stress condition 
will lead to the propagation of horizontal hydraulic fractures near the wellbore for all Stages 
(Figure 13). 
Figure 13 Wellbore stability diagram for Aφ=0.8 (ANI = 37%). From the left diagram, the 
breakdown pressure gradient is higher than 1.2 psi/ft (a gray area), which implies preferable 
propagation of horizontal fractures near the wellbore. 
It should be noted that for Barnett shale, known for its low stress anisotropy (ANI) 
below 19-27% from tensile fracture opening modeling by (Vermylen and Zoback (2011)), 
Kuang et al. (2017) from inversion of microseismic moment tensor with two monitor wells 
concluded that Barnett shale (TVD = 6,300 ft) has higher anisotropy of Aφ=0.81 (ANI = 33%). 
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From these two examples for Barnett shale and Wolfcamp formation in Midland Basin, 
a gap in knowledge of horizontal stress anisotropy is identified. In addition to that, there is a 
significant difference in stress anisotropy reported from breakdown pressure data and inversion 
of microseismic moment tensor, sometimes drastically different stress anisotropy estimations 
reported by the same authors. Therefore, this contradiction should be resolved before the 
physics-driven model of fracture propagation may be proposed. 
2.6.2. Estimation of stress anisotropy 
In order to resolve the contradiction between literature data for horizontal stress 
anisotropy, an analytical stress model is proposed for estimation of the upper limit of 
breakdown pressure for the treatment well #46. 
In multiple publications, researchers used formation breakdown pressure in inclined 
wells as a diagnostic tool to back-calculate far-field stress state. Kirsch (1898) proposed a 
solution for a 2D case which may be extended for the 3D case. Constant far-field stresses are 
used as a boundary condition. At the same time, conversion from vertical to principal horizontal 
stresses via uniaxial Poisson’s ratio assumes zero lateral strain. 
Rotation of stresses from the far-field to local wellbore coordinates may is given by: 
[
𝜎𝑥𝑥
𝜎𝑦𝑦
𝜎𝑧𝑧
𝜏𝑦𝑧
𝜏𝑥𝑧
𝜏𝑥𝑦 ]
=
[
0 𝑠𝑖𝑛2𝛽        𝑐𝑜𝑠2𝛽
𝑠𝑖𝑛2𝛼 𝑐𝑜𝑠2𝛽 ∙ 𝑐𝑜𝑠2𝛼  𝑐𝑜𝑠2𝛽 ∙ 𝑠𝑖𝑛2𝛼
𝑐𝑜𝑠2𝛼 𝑠𝑖𝑛2𝛼 ∙ 𝑐𝑜𝑠2𝛽 𝑠𝑖𝑛2𝛼 ∙ 𝑠𝑖𝑛2𝛽
− sin 𝛼 ∙ cos𝛼 sin 𝛼 ∙ cos 𝛼 ∙ 𝑐𝑜𝑠2𝛽 sin 𝛼 ∙ cos𝛼 ∙ 𝑠𝑖𝑛2𝛽
 0 −𝑠𝑖𝑛𝛽 ∙ cos𝛽 ∙ 𝑠𝑖𝑛 𝛼 sin 𝛽 ∙ cos 𝛽 ∙ sin 𝛼
  0  −𝑠𝑖𝑛𝛽 ∙ cos 𝛼 ∙ cos𝛽 sin 𝛽 ∙ cos 𝛼 ∙ cos𝛽 ]
[
𝑆𝑣
𝑆𝐻
𝑆ℎ
] 
where: 
𝑆𝐻 = (1 + 𝐴𝑁𝐼) ∙ 𝑆ℎ - total maximum horizontal stress
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𝛼 - well diviation angle from the vertical direction 
𝛽  - angle between the projection of the wellbore to horizontal plane and direction of 𝑆𝐻, 
for the case of the treatment well is 770. 
For horizontal wellbore (𝛼 = 900): 
[
𝜎𝑥𝑥
𝜎𝑦𝑦
𝜎𝑧𝑧
𝜏𝑦𝑧
𝜏𝑥𝑧
𝜏𝑥𝑦]
=
[
0 𝑠𝑖𝑛2𝛽  𝑐𝑜𝑠2𝛽
1 0  𝑐𝑜𝑠2𝛽
 0  𝑐𝑜𝑠
2𝛽  𝑠𝑖𝑛2𝛽 
0  0  0
 0 −𝑠𝑖𝑛𝛽 ∙ cos𝛽 sin 𝛽 ∙ cos 𝛽
 0 0 0 ]
[
𝑆𝑣
𝑆𝐻
𝑆ℎ
] 
Let 𝜃 – a polar coordinate, around the wellbore, so 𝜃 = 00 corresponds to the top of the 
well and 𝜃 = 1800  corresponds to the bottom of the well.  
In cylindrical coordinates at the wellbore wall, according to Bradley (1979), assuming 
nonpenetrating fluid, radial stress at the borehole wall (compressional possitive): 𝜎𝑟 = 𝑃𝑤 
Tangential well stress: 𝜎𝜃 = 𝜎𝑥𝑥 + 𝜎𝑦𝑦 − 2(𝜎𝑥𝑥 − 𝜎𝑦𝑦) cos2𝜃 − 4𝜏𝑥𝑧 sin 2𝜃 − 𝑃𝑤
Axial well stress: 𝜎𝑧 = 𝜎𝑧𝑧 − 2 ∙ 𝑃𝑅 ∙ (𝜎𝑥𝑥 − 𝜎𝑦𝑦) − 4 ∙ 𝑃𝑅 ∙ 𝜏𝑥𝑦 ∙ sin 2𝜃
Barree and Miskimins (2015) in their Eq. 16 and 17 show the similar to the provided 
above solution, and it contains a shear component. 
Note, however, that contrary to the approach in Barree and Miskimins (2015); 
Roundtree et al. (2009) all stresses in the above formula should be total, not effective ones. 
While keeping total stresses in derivation, we keep ANI in calculations and avoid confusion 
with pore pressure deduction for effective stress calculation, first introduced by Daneshy (1973) 
and corrected by Bradley (1979) for a non-penetrating fluid case. Therefore, in Eq. 16 of Barree 
and Miskimins (2015) and Eq.A.12 of Roundtree et al. (2009) must be in total stress terms. 
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Minimum total principal normal stresses should be compared with the fluid pressure in 
the wellbore plus some tensile strength. In order to do that provided calculations should be 
continued with additional stress rotation to eliminate the shear component as follows. 
There is a direction of principal stress which minimizes one of normal components and 
eliminates the shear one. Because of misalignment between well azimuth and the direction of 
minimum horizontal stress 𝛽 ≠ 900, the shear component is given by: 
𝜏𝜃𝑧 = 2(−𝜏𝑦𝑧 sin 𝜃 + 𝜏𝑥𝑧 cos 𝜃)
Since the fluids do not support shear stress, shear components should be the same for 
both effective and total notations. So stress tensor: 
𝜎 = [
𝜎𝑟 0 0
0 𝜎𝜃 𝜏𝜃𝑧
0 𝜏𝜃𝑧 𝜎𝑧
] 
may be rotated from the wellbore axis for the angle to eliminate shear component and 
find principal stresses orientation: 
𝛾 =
1
2
arctan (
2 ∙ 𝜏𝜃𝑧
𝜎𝜃 − 𝜎𝑧
) 
A non-zero value of this angle is significant because it analytically predicts growing of 
multiple parallel longitudinal fractures even for horizontal wellbore from each broken 
perforation before the increase of pressure open parallel transverse fractures at the 
complementary angle.  
It also may be a key to explain the initiation of transverse fracture swarms. This local 
stress regime can be an explanation of observed fracture swarms by coring experiments of 
Raterman et al. (2017) described in Section 1.2. For nonhorizontal well 𝛼 ≠ 900, the fracture 
swarm at initiation will be inclined. 
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To get components of effective principal stresses at the wall of the wellbore by Daneshy 
(1973): 
𝜎′1 = P𝑤 − 𝑃𝑝
𝜎′2 =
1
2
(𝜎𝜃 + 𝜎𝑧 + √(𝜎𝜃 − 𝜎𝑧)2 + 4𝜏𝜃𝑧
2 ) − 𝑃𝑝
𝜎′3 =
1
2
(𝜎𝜃 + 𝜎𝑧 − √(𝜎𝜃 − 𝜎𝑧)2 + 4𝜏𝜃𝑧
2 ) − 𝑃𝑝
Rocks will fail in tensile at: 𝜎′3 + 𝑇 = 0, where T – tensile strenght of the rock which is 
generally neglible. For estimation of the upper limit of horizontal stress anisotropy, we can 
postulate zero value of the shear component 𝜏𝜃𝑧 = 0: 𝛽 = 90
0 (wellbore is drilled along
minimum horizontal stress), 𝑇 = 0 psi (zero tensile strenght), 𝜃 = 00 (top of the wellbore). 
Minimum effective principle stress component 𝜎′3 simplifies at tensile failure as:
𝜎′3 =
1
2
(𝜎𝜃 + 𝜎𝑧 − √(𝜎𝜃 − 𝜎𝑧)2) − 𝑃𝑝 < 0
𝜎𝜃 = 𝜎𝑥𝑥 + 𝜎𝑦𝑦 − 2(𝜎𝑥𝑥 − 𝜎𝑦𝑦) = 3𝑆𝑉 − 𝑆ℎ(1 + 𝐴𝑁𝐼) − 𝑃𝑤
𝜎𝑧 = 𝑆ℎ − 2𝑃𝑅(𝑆ℎ(1 + 𝐴𝑁𝐼) − 𝑆𝑉)
60 
Knowing from Section 2.3.: 
𝑆ℎ = 0.834 𝑝𝑠𝑖/𝑓𝑡 
𝑆𝑉 = 1.0 𝑝𝑠𝑖/𝑓𝑡 
Finally, by taking observed breaking pressure from the completion report, downhole Pw= 
0.87 psi/ft, we can solve the abovestated system and get: 
ANI < 11% 
For the treatment well #46, 𝛽 = 770 and ANI should be lower than 11% (or 862 psi in 
absolute terms). Therefore, ANI = 11% may be stated as an upper limit of horizontal stress 
anisotropy estimation. 
For the lower limit estimation, Roussel (2017) proposed an independent way from ISIP 
escalation curves: 
Δσ𝑝𝑙𝑎𝑡𝑒𝑎𝑢 < 𝑆𝐻 − 𝑆ℎ = 𝐴𝑁𝐼 ∙ 𝑆ℎ  
In other words, according to Roussel (2017), the difference between the plateau of ISIP 
curve and ISIP for the first stages, should not be higher than the difference of maximum and 
minimum horizontal stresses. Additionally, it should be stated that this method assumes that the 
apparent fracture toughness (including all fracture propagation tip and process zone effects) is 
the same and all fractures are staying in the target zone without breaking stress barriers. If stress 
barriers have lower stress difference than principal horizontal stresses, the ISIP curve should 
exhibit multiple buildups, signaling of stages breaking the upper or lower stress barriers. 
It is worth noting that for Barnett Shale in Fort Worth Basin Vermylen and Zoback 
(2011) estimated small horizontal stress anisotropy with 𝑆ℎ = 0.63 − 0.67 psi/ft and 𝑆𝐻<0.8 
psi/ft (Aφ = 0.3-0.36) with recoreded ISIP escalation as 1200 psi for simultaneous fracturing of 
two offset wells and only 600 psi for zip fracturing of other two offset wells. With typical for 
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Banett shale TVD = 7,400 ft, ΔS = (𝑆𝐻 − 𝑆ℎ), is in range of 962 to 1,258 psi, which is in good
agreement with the abovementioned method for estimation of the lower boundary of horizontal 
stress anisotropy. 
For the treatment well #46 from recorded ISIP in Figure 27, Section 2.6.2.: 
Δσ𝑝𝑙𝑎𝑡𝑒𝑎𝑢  ~ 600 psi, and estimation of 𝐴𝑁𝐼 > 7.6%, so the anisotropy may be estimated in the 
range of 7.6% to 11%.  Therefore, 𝐴𝑁𝐼 = 8% is a reasonable assumption for the proposed 
hydraulthe ic fracturing model. 
2.6.3. Discussion 
Proposed breakdown analysis may be a useful instrument to constrain the value of 
maximum horizontal stress from formation breakdown and step test data. Therefore, it is 
recommended to check the feasibility of proposed horizontal stress anisotropy against measured 
fracture gradient, wellbore inclination, vertical and minimum horizontal stress values as well as 
implied pore pressure. This simple user entry check allows avoiding overestimation of 
breakdown pressure, ISIP, and closure pressure during simulation. 
One possible explanation of the discrepancy between the World Stress Map project and 
abovementioned model for horizontal stress anisotropy may be the focus of Snee and Zoback 
(2018) on stress regime in brittle formations of the basement at 15,000 ft TVD. Because data 
points with Aφ>0.5 in Table 2 are taken from inversion of microseismic focal mechanism 
inversion after hydraulic fracturing in clay-rich mudstones, including Wolfcamp formation, this 
explanation is discounted. 
From that discussion, we can conclude that Wolfcamp-C formation should have Normal 
Faulting (NF) far-field stress regime with small horizontal stress anisotropy, close to “radial 
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NF” and stress state proposed by Snee and Zoback (2018) should be rejected for hydraulic 
fracturing modeling.  
Additionally, on the other end of extremely low estimations of horizontal stress 
anisotropy, Xiong et al. (2018) estimated ANI=1% from history matching of hydraulic 
fracturing treatment pressure.  
Figure 14 Recorded pad ISIP and EOJ ISIP for well 4H modeled by Xiong et al. (2019). Source: 
Drilling and completion report for well 4H from the University Lands website. 
Following the same procedure, for data presented by Xiong et al. (2018) and Xiong et al. 
(2019), the difference between plateau of the pad and EOJ ISIP as well as from escalation of the 
treatment pressure is about 500 psi. Hence, ANI should be not less than 6.8% for Wolfcamp-B 
formation, assuming Sh = 7270 psi for TVD = 6950 ft from Figure 20. 
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2.7. Estimation formation permeability 
Formation permeability is one of the primary controls for fracturing fluid leakoff during 
pumping. Since direct measurement of permeability in extremely low permeability formations is 
a challenging task, several methods were proposed to estimate permeability indirectly. 
2.7.1. Matrix permeability (GRI methodology) 
Traditional steady-state core-flood experiments are not helpful for permeability 
measurement of ULP formation due to the required high-pressure drop for measurable rates and 
significant time for achieving a steady state. Two transient methods exist to avoid these 
drawbacks: pulse decay on confined core pugs proposed by Jones (1997) and pressure decay on 
crushed rock samples - by Luffel et al. (1993).  
Figure 15 demonstrates an example of effective porosity – Gas Research Institute (GRI) 
permeability for offset wells and rock samples with similar lithology. Rock samples were 
crushed and sewed at 20/35 mesh and treated in Dean-Stark apparatus, then dried at 110 
°C/230°F. For a typical target interval porosity of 6-7% permeability is in order of 20-200 nD. 
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Figure 15 GRI gas permeability vs. total porosity for offset wells. Dean Stark extracted samples 
(20/35 mesh size) dried at 110 °C. Effective porosity is interconnected pore space. Reprinted 
from Parsegov et al. (2018a) with permission from URTeC, whose permission is required for 
further use. 
For the reference well #31 after filtering out core samples with effective porosity lower 
than 4% (Figure 16), the following general formula for the matrix permeability is proposed 
from analysis of the log-log plot: 
𝑘 = 𝑘𝑚𝑢𝑙𝑡𝑃𝐻𝐼𝐸
𝑘𝑒𝑥𝑝 = 2.152 · 𝑃𝐻𝐼𝐸2.152
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Figure 16 GRI gas permeability vs. effective porosity in Log-Log plot for the reference well 
#31. For permeability, [mD]: 𝑘𝑒𝑥𝑝 = 3.7156 and 𝑘𝑚𝑢𝑙𝑡 = 10
0.3329 = 2.152.
2.7.2. Digital rock methodology 
Novel high-resolution microscopy may be used for evaluation of pore size distribution 
and create a 3D volume of connected pore space. Walls and Foster (2017); Walls and Morcote-
Rios (2015) used 3D FIB-SEM to reconstruct pore volume from 2D SEM images for eight core 
samples, mainly from Wolfcamp formation. Horizontal permeability was calculated with the 
modified Lattice-Boltzmann method described by Tölke et al. (2010). Authors found two 
distinct series of permeability-porosity trends for low and high porosity interconnection. 
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Figure 17 Correlation of numerical calculated horizontal permeability with total porosity for 
Wolfcamp formation in the southern part of the Midland Basin. Reprinted with permission from 
Walls and Foster (2017). 
It is worth to mention that straight line in the semilog plot in Figure 17 is breaking 
down at low porosity values. Therefore, the use of 4% effective porosity cutoff in Figure 15 is 
independently justified. The proposed correlation for this study is in range calculated by Walls 
and Foster (2017) and close to the lower trend. 
2.7.3. DFIT method 
Figure 18 presented previously unpublished data by Craig et al. (2019) reports the broad 
statistical distribution of permeabilities than presented in Sections 2.7.1. and 2.7.2. for 
Wolfcamp formation. From the interpretation of DFIT data, measured permeabilities for 
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multiple wells have a lognormal distribution with P10 = 260 nD, P90 = 8,000 nD. About 40% of 
data points belong to the region of <1 µm. 
Figure 18 Wolfcamp permeability distribution from DFIT interpretation in vertical and 
horizontal wellbores. Reprinted from Craig et al. (2019) with permission. 
2.8. Leakoff model 
A formula for the region of investigation (in field units) for linear flow at constant 
wellbore pressure was proposed by Wattenbarger et al. (1998) as follows: 
𝑦𝑖𝑛𝑣 =  0.159√
𝑘𝑡
𝜇𝑐𝑡𝜑
Assuming: 
𝑘 = 0.2 [𝜇𝐷] 
𝜇 = 1.1 [𝑐𝑃]  
𝑐𝑡 = 10
−5[𝑝𝑠𝑖−1],
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𝑦𝑖𝑛𝑣 = 30 𝑓𝑡 (half-distance between clusters) 
it gives: 
𝑡 =  
39.5𝜇𝑐𝑡𝜑
𝑘
𝑦𝑖𝑛𝑣
2 =
39.5 ∙ 1.1 ∙ 10−5 ∙ 0.06 
0.2 ∙ 10−3
302 = 117 [𝑑𝑎𝑦𝑠] 
It means that for a typical liquid-rich shale play boundary dominated flow is achievable 
during the first year of production. For uncompressible one dimensional, one phase fluid flow 
under a steady-state condition in field units Craft et al. (1991): 
𝑞𝐿 [𝑆𝑇𝐵/𝑑𝑎𝑦] = 0.001127
𝑘 [𝑚𝐷] · 𝐴[𝑓𝑡2]
𝜇 [𝑐𝑃]
1
𝐹𝑉𝐹 [
𝑆𝑇𝐵
𝑅𝐵
]
𝜕𝑃 
𝜕𝑥 
[𝑝𝑠𝑖/𝑓𝑡] 
For a typical unconventional well we may assume: 
𝐹𝑉𝐹 = 1.1 [𝑆𝑇𝐵/𝑅𝐵] 
𝐴 = 2 ∙ 𝑁𝑠𝑡𝑎𝑔𝑒𝑠𝑁𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠𝐻𝑓 ∙ 2𝑋𝑓 = 2 ∙ 30 ∙ 5 ∙ 2 ∙ 100 ∙ 100 = 6 · 10
6 [𝑓𝑡2]
𝑞 = 500 [𝑆𝑇𝐵/𝑑𝑎𝑦] (at boundary dominated flow) 
𝜕𝑃 
𝜕𝑥 
=
𝑞𝐵
𝐴
1
0.001127
𝜇
𝑘
=
500 ∙ 1.1
6 ∙ 106
1
0.001127
1.1
2 ∙ 10−4
~900 [𝑝𝑠𝑖/𝑓𝑡] 
Which gives unrealistic pressure drop (∆𝑃) of 27,000 psi over half distance between 
clusters. This demonstration shows that real unconventional reservoir has enhanced permeabilty 
region after hydraulic fracturing stimulation. Alternatively, this system may be described by a 
DFN model or by use of a dual porosity system for production modeling after hydraulic 
fracturing.  
Empirical leakoff model in GOHFER consists of matrix leakoff through exposed 
fracture face and pressure dependent leakoff through dilated secondary fractures. To adequately 
describe such combined leakoff model one needs to know Critical Fissure Opening Pressure 
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(CFOP) and Pressure Dependent Leakoff coefficient, so total leakoff may be estimated for each 
grid block as follows: 
𝐶𝑝 = 𝐶0 exp(𝑃𝑓 − 𝐶𝐹𝑂𝑃 − 𝑆ℎ) 
2.8.1. Critical Fissure Opening pressure (CFOP) 
Nolte and Smith (1981) concluded that pressure required for tensile opening of the 
vertical fissure, crossing hydraulic fracture at arbitrary angle 𝜃, does not depend on that angle. 
As it was mentioned that shear failure is the source of microseismic events and shear failure 
may occur at net pressures below required for tensile opening of natural fractures. In order to 
investigate conditions of such shear failure, the 2-D coordinate transform of stresses is required. 
For the local stress along the wall of the hydraulic fracture in the middle height region, rotation 
to the angle 𝜃: 
[
𝜎𝑥𝑥 𝜏𝑥𝑦
𝜏𝑥𝑦 𝜎𝑦𝑦
]
𝑛𝑒𝑤
= [𝑄] [
𝜎𝑥𝑥 𝜏𝑥𝑦
𝜏𝑥𝑦 𝜎𝑦𝑦
] [𝑄]𝑇
Where Q – is a rotation matrix: 
𝑄 = [
cos𝜃 sin 𝜃
− sin 𝜃 cos𝜃
] 
[
𝜎𝑛 𝜏
𝜏 0
] = [
cos𝜃 sin 𝜃
− sin 𝜃 cos𝜃
] [
𝑆𝐻 + 2 ∙ 𝑃𝑅 ∙ 𝑃𝑛𝑒𝑡 0
0 𝑆ℎ + 𝑃𝑛𝑒𝑡
] [
cos 𝜃 − sin 𝜃
sin 𝜃 cos𝜃
] 
𝜎𝑛 = (𝑆ℎ + 𝑃𝑛𝑒𝑡)𝑐𝑜𝑠
2𝜃 + (2 ∙ 𝑃𝑅 ∙ 𝑃𝑛𝑒𝑡 + 𝑆𝐻)𝑠𝑖𝑛
2𝜃
𝜏 = ((2 ∙ 𝑃𝑅 ∙ 𝑃𝑛𝑒𝑡 + 𝑆𝐻) − (𝑆ℎ + 𝑃𝑛𝑒𝑡)) sin 𝜃 cos𝜃
Because by convention positive stress means compression, the tensile failure criterion is 
the negative value of effective normal stress: 
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𝜎′𝑛 = 𝜎𝑛 − 𝑃𝑓 = 𝜎𝑛 − (𝑆ℎ + 𝑃𝑛𝑒𝑡)
= (𝑆ℎ + 𝑃𝑛𝑒𝑡)𝑐𝑜𝑠
2𝜃 + (2 ∙ 𝑃𝑅 ∙ 𝑃𝑛𝑒𝑡 + 𝑆𝐻)𝑠𝑖𝑛
2𝜃 − (𝑆ℎ + 𝑃𝑛𝑒𝑡)
= 𝑠𝑖𝑛2𝜃((2 ∙ 𝑃𝑅 ∙ 𝑃𝑛𝑒𝑡 + 𝑆𝐻) − (𝑆ℎ + 𝑃𝑛𝑒𝑡)) < 0
𝑃𝑛𝑒𝑡 >
𝑆𝐻 − 𝑆ℎ
1 − 2 ∙ 𝑃𝑅
=
𝐴𝑁𝐼 ∙ 𝑆ℎ
1 − 2 ∙ 𝑃𝑅
Exactly is proposed by Nolte and Smith (1981). Note, however, that the value of normal 
effective stress depends on the angle 𝜃, contrary to stated in the paper. In the direction close to 
parallel to the hydraulic fracture, normal effective stess will be small regardless of the value of 
𝑃𝑛𝑒𝑡 > 0 in the modeled case. For abovementioned conditions for the treatment well #46: 
𝑃𝑛𝑒𝑡 >
𝐴𝑁𝐼 ∙ 𝑆ℎ
1 − 2 ∙ 𝑃𝑅
=
0.08 ∙ 7,800 𝑝𝑠𝑖
1 − 2 ∙ 0.277
= 1,400 𝑝𝑠𝑖 
𝐶𝐹𝑂𝑃 = 1,400 𝑝𝑠𝑖 
It is worth to mention that according to Nolte and Smith (1981) the treatment pressure 
required to open fissures: 
𝑃𝑓 = 𝑆ℎ + 𝐶𝐹𝑂𝑃 = 7,800 + 1,400 = 9,200 𝑝𝑠𝑖 
is higher than maximum horizontal stress (8,424 psi) and comparable to total vertical stress of 
9350 psi. For higher horizontal stress anisotropy, say ANI = 11% as is the highest estimation in 
Section 2.4., 𝑃𝑓 = 𝑆ℎ + 𝐶𝐹𝑂𝑃 = 7,800 𝑝𝑠𝑖 + 1,920 𝑝𝑠𝑖 = 9,720 𝑝𝑠𝑖, which is higher than 
overburden. Therefore, according to Nolte and Smith (1981) at moderate stress anisotropy, it is 
impossible to open fissures in tensile (mode I) without forming T-shape fractures along bedding 
planes. 
Assuming cohesionless closed natural fracture, the frictional law applies, and shear 
failure condition can be stated as follows: 
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𝜏 > 𝜇 ∙ 𝜎′𝑛
Collecting similar group in the and the left and right parts of inequality, for 
mechanically closed fracture: 
𝑃𝑛𝑒𝑡 <
𝑆𝐻 − 𝑆ℎ
1 − 2 ∙ 𝑃𝑅
((2 𝑃𝑅 ∙ 𝑃𝑛𝑒𝑡 + 𝑆𝐻) − (𝑆ℎ + 𝑃𝑛𝑒𝑡)) sin 𝜃 cos𝜃 > 𝜇 𝑠𝑖𝑛
2𝜃((2 𝑃𝑅 ∙ 𝑃𝑛𝑒𝑡 + 𝑆𝐻) − (𝑆ℎ + 𝑃𝑛𝑒𝑡))
sin 𝜃 cos𝜃 > 𝜇 ∙ 𝑠𝑖𝑛2𝜃 
tan 𝜃 <
1
𝜇
Surprisingly, the shear failure condition does not include 𝑃𝑛𝑒𝑡 with accepted 
assumptions which is, obviously, an indication of an unphysical solution. The contradiction may 
be resolved if some of the assumptions are relaxed (e.g., zero cohesion) or more physical 3D 
models are applied.  
Therefore, the necessary conclusion is that, under assumptions proposed by Nolte and 
Smith (1981), rock is critically stressed and fails in shear along any natural fracture with 
approaching angle below critical one: 
 𝜃𝑐𝑟𝑖𝑡 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
1
𝜇
) 
For practical cases 0.3 < 𝜇 < 0.85 and 730 > 𝜃𝑐𝑟𝑖𝑡 > 49
0. These assumptions,
however, are not consistent. Therefore, abovecalculated CFOP may be used only as a first order 
approximation for inition pressure of natural fractures openeing nearby hydraulic fracture face.  
For the estimation of minimum pressure required for keeping the natural fracture open, 
stress ratio R condition of Delaney et al. (1986); Pollard et al. (1982) was used. Based on field 
observations of volcanic dikes (natural hydraulic fracturing events) and analytical solution for 
72 
mixed Mode I and III opening for echelon cracks, they proposed R stress factor corresponding 
to the angle 𝜃 between the hydraulic fracture and fissures: 
(𝑃𝑓 − 𝑆𝐻) + (𝑃𝑓 − 𝑆ℎ)
𝑆𝐻 − 𝑆ℎ
= 𝑅 > −cos 2𝜃 
It was postulated that for R>1 (equivalent to 𝑃𝑓 = 𝑆𝐻) fissures will open at any 
unfavorable angle including in the direction of minimum horizontal stress. Therefore, CFOP 
may be as low as stress anisotropy (~624 psi) or even lower for some favorable oriented 
fractures. 
As mentioned in Section 2.1., White et al. (2014) identified two vertical paleo fracture 
families: set J1 with azimuths N300-600 and J2 with N3100-3300. Since azimuth of maximum 
horizontal stress N1030, natural fractures may be reopened at a pressure lower than predicted by 
Nolte and Smith (1981): 
(𝑃𝑓 − 𝑆𝐻) + (𝑃𝑓 − 𝑆ℎ)
𝑆𝐻 − 𝑆ℎ
=
2𝐶𝐹𝑂𝑃 − 𝐴𝑁𝐼 ∙ 𝑆ℎ
𝐴𝑁𝐼 ∙ 𝑆ℎ
> −cos2𝜃
𝐶𝐹𝑂𝑃 >
𝐴𝑁𝐼 ∙ 𝑆ℎ(1 − cos2𝜃)
2
= 𝐴𝑁𝐼 ∙ 𝑆ℎ ∙ 𝑠𝑖𝑛
2𝜃
So assuming 𝜃 = 450, 𝐶𝐹𝑂𝑃 = 0.5 ∙ 𝐴𝑁𝐼 ∙ 𝑆ℎ = 312 𝑝𝑠𝑖. It is easy to show that for
subvertical natural fractures CFOP will be higher for normal fauling stress regime due to an 
additional normal component associated with vertical total stress. These calculations were 
independently confirmed by Daneshy (2019). Vertical variation of CFOP in the hydraulic 
fracturing model is presented in Figure 20. 
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2.8.2. Pressure Dependent Leakoff (PDL) coefficient 
Pressure Dependent Leakoff (PDL) an empirical coefficient and, in the general case, is 
coming from DFIT interpretation. In the absence of DFIT data, Parsegov et al. (2018b) 
proposed to use synthetic DFN and estimate the leakoff coefficient as a function of treatment 
pressure.  
An approximation of stress-dependent fracture permeability for mechanically closed fracture 
with a rough surface is provided by Walsh (1981): 
𝑘 = 𝑘0 ∙ (1 − √2 (
ℎ
𝑎0
) ln (
𝑝𝑒
𝑝0𝑒
))
3
The pressure dependent leakoff was calculated for the range of treating pressures from 
7,000 psi to 11,000 psi and for various ratios of fracture roughness to reference aperture (h/a0). 
The calculation results for the case of h/a0=0.4 are presented at the semi-log plot in Figure 19, 
together with the best fit exponential curve.  
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Figure 19 Total leakoff calculated based on generated DFN as a function of the bottom hole 
treating pressure. From the fitting equation, the pressure-dependent leakoff coefficient (PDL) 
is 0.00047 psi-1. Reprinted with permission from Parsegov et al. (2018b). 
In this study, a moderate PDL coefficient of 0.0005 psi-1 is used because of better history 
matching. It is worth to notice that the PDL coefficient is estimated as an apparent property for 
entire DFN. In reality, local variations of the PDL coefficient may arise in areas with more 
dense network fractures. 
2.9. Model parameters 
After combing all available public data sources and assumptions, the following static 
grid model (Figure 20) was used for hydraulic fracture propagation. Track 1 shows 
geomechanical parameters – PR (red line) and YM (green line). Track 2 represents Biot’s 
coefficient (red line) and permeability (green line). Estimated Porosity (PHIE, red line) and 
mineraology (volume share of dolomite – green line and limestone – blue line) are on Track 3/ 
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Track 4 shows Pore pressure (red line) and estimation of PZS (green line). Finally, Track 5 
demonstrates pseudolog for CFOP (red line) and Shmin(green line).   
Figure 20 Key model parameters used in the grid-based model. 
The recorded difference in EOJ ISIP and pressure 5 minutes after the pumps shutdown is 
higher than 400 psi. Since PZS for most of the grid blocks is higher than CFOP, fracture 
propagation will be associated with open tensile fissures and pressure-dependent leakoff. For a 
typical stage, the difference between average net treatment pressure and CFOP is 2,500 psi, 
resulting in 3.5 times higher leakoff in nodes close to the wellbore than original leakoff coming 
from matrix permeability only. 
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3. MODELING RESULTS AND DISCUSSION*
Modeling outcome from the hydraulic fracturing model consists of two parts: 
1. Vector output. Time evolution of pressure, total leakoff, and fluid efficiency as a
response for the specified geomechanical model, fluid and proppant ramp-up schedule;
2. Grid output. Time dynamics of grid attributes, including proppant concentration and
baseline conductivity, after correction for all mechanisms of conductivity loss, including
proppant embedment, pack compression and failure of grains.
The first set of output was used for validation purposes, the second one for making 
observations, interpretations, and recommendations. Validation of simulation results consists of 
matching between measured and modeled parameters in particular – treatment pressure.  
Figure 21 demonstrates vector output for key treatment parameters: slurry rate, Bottom 
Hole Pressure (BHP), Pipe Friction, Wellhead and Bottom Hole proppant concentrations. It can 
be noticed that proppant ramp-up schedule designed in such a way that bottom hole and 
wellhead concentration overlap and provide constant tubular pressure losses. In these moments 
behavior of wellhead and bottom hole pressure is the same and variation of wellhead pressure 
may be used as a diagnostic tool for proppant flow restrictions. The pressure increase at 
timestamp 87 min may indicate an increase in pressure losses in fractures. 
* Part of the data reported in this chapter is reprinted with permission from “Physics-Driven Optimization of
Drained Rock Volume for Multistage Fracturing: Field Example from the Wolfcamp Formation, Midland Basin”
by Parsegov, S.G., Nandlal, K., Schechter, D.S., and Weijermars, R. in Proceedings of the 6th Unconventional
Resources Technology Conference. Copyright 2018 by American Association of Petroleum Geologists; and from
“Benefits of Engineering Fracture Design. Lessons Learned from Underperformers in the Midland Basin” by
Parsegov, S.G., Niu, G., Schechter, D.S., and Laprea-Bigott, M. in Proceedings of the SPE Hydraulic Fracturing
Technology Conference and Exhibition. Copyright 2018 by Society of Petroleum Engineers.
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Figure 21 Modeling output for Stage 4 for the treatment design described in Table 1. Vector 
output for treatment pressure, slurry rate, and proppant concentration. Model output is in a 
reasonable match with recorded pressure. 
In this study, pressure matching is combined with a correlation between modeled 
fracture geometry and recorded ISIP at pad stage (pad ISIP) and after the end of the job (EOJ 
ISIP) in Section 3.3. 
Figure 22 and Figure 23 demonstrate grid output for a selected transverse fracture for 
Stage 4, Cluster 3. Fracture geometry effects and observations are discussed in Section 3.2. The 
difference between the proppant distribution grid is discussed in Section 3.4. and created 
effective conductivity is discussed in Section 3.5. Mitigation strategies for more consistent 
proppant placement are discussed in Section 3.8. 
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Figure 22 Proppant concentration [lb/ft2] grid output for transverse fracture of Stage 4, 
Cluster 3. 
Figure 23 Effective conductivity [mD·ft] grid output for the transverse fracture of Stage 4, 
Cluster 3. 
3.1.Scale-dependent solution 
Mechanical properties of rock masses heterogeneous on the multiple scales from 
micrometers for individual grains to log scale of feet and seismic scales of hundreds of feet 
Parsegov and Schechter (2017). Chosen commercial planar-3D simulator (GOHFER v. 9.1) is 
based on a rectangular grid. Therefore, all material properties should be averaged inside each 
cell before simulation. In addition to that, fracture propagation in the simulation depends on the 
79 
chosen failure criterion in the boundary cells. Classical Linear elastic fracture model relies on 
constant critical fracture toughness, whereas grid-based simulators require an equivalent extra 
pressure to initiate the fracture propagation to the next cell. 
3.1.1. Process Zone Stress 
Shlyapobersky et al. (1988) pointed out that observed in field tests fracture toughness is 
an order of magnitude higher than conducted from laboratory tests. Therefore, a common 
assumption of constant fracture toughness may not be valid. Yew and Liu (1993) carried out 
theoretical work to analyze the effects of lagging fluid front during hydraulic fracturing for the 
apparent fracture toughness. They concluded that critical fracture toughness in a small scale 
laboratory experiment should be corrected for the size and shape of the dry fracture zone.  
GOHFER combines tip effects of the fluid lag zone and tensile processing zone (fracture 
toughness) by conversion into effective Process Zone Stress (PZS). Since in LEFM fracture 
toughness has a dimension of [psi·inch0.5], conversion into Process Zone Stress (PZS) is grid-
scale dependent as the square root of grid cell length. By default the vertical resolution of the 
grid is 5 ft and aspect ratio 2:1, leaving the horizontal resolution to be 10 ft. Meanwhile, in the 
previous version – GOHFER v. 8.4, this default value was 10 ft, with a horizontal resolution of 
20 ft.  
For 20 ft length cell typical values of the fluid lag zone are in a range of 1-10 ft and 
plastic zone in the range of 2-6 ft as measured in Nevada test site by Warpinski (1985). It is 
unclear, however, how GOHFER models both effects in one grid block if the block length is 
less than 20 ft. There are two practical solutions for this problem: usage of PZS as a calibrating 
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parameter or increase of aspect ratio for 5 ft vertical resolution case from default 1:2 to 1:4, so 
the grid block will be long enough – 20 ft to accommodate both effects.  
For the new versions, it is recommended to imply a numerical routine for autocalibration 
of field test results to grid value of PZS depending on the grid block length. In general case, 
equivalent PZS in the grid should be inversely proportional to the square root of the boundary 
grid block length. 
3.1.2. Grid size dependent solution 
In addition to the variation of apparent PZS with a size of the grid cells, vertical and 
lateral averaging of mechanical properties creates additional numerical artifacts which should be 
distinguished during analysis of results. 
The standard reporting resolution of logs in Log ASCII Standard (LAS) files is 0.5 ft (6 
inches), though the true resolution of sonic logs about the distance between receivers and is 
about 2 ft. Formation layers thinner than 2 ft may still be resolved, although the signal will not 
be fully developed. For density log vertical resolution is driven by the distance between near 
and far detectors and is about 10 inches. Hence, with density logs, beds can be resolved if the 
thickness is higher than 2 ft. The vertical resolution of the gamma log depends on logging speed 
and typically is about 3 ft. Vertical resolution may be improved via deconvolution, but this 
process usually reduces signal-to-noise ratio and adds numerical artifacts. From that, we can 
conclude that 3ft is the reasonable minimum for a vertical resolution of the numerical model. 
Shelokov et al. (2017) report vertical resolution of 4-6 ft for Wolcamp formation of sonic logs. 
It was also mentioned that only 15% of wells have sonic logs “of different quality”. 
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Numerical experiments with a 2.5 ft resolution grid showed high associated memory 
cost. At the same time, upscaling and averaging MEM creates numerical artifacts. In the case of 
multilayer formation, arithmetical averaging will reduce stress contrast (averaging of Poisson’s 
ratio) and rock stiffness (static Young’s modulus). For fracture propagation, problem upscaled 
case will result in taller and shorter fractures with higher values of fracture width. Hence, 
proppant distribution will be more favorable as well as resulted in fracture conductivity. 
To illustrate this logic test cases were conducted on the synthetic model, similar to field 
data for treatment well #46 (Error! Reference source not found.). For the sake of simplicity, 
only one stage was modeled with three clusters in the toe section of the well.  
Proppant is add-up in small increments, at Stage 7 there is a local maximum of proppant 
concentration – 2.6 ppa, after that in stage 8 concentration set to decrease to 2.0 ppa to illustrate 
the effect of overflush in viscous gels and at stage 10 by overflush with slickwater and 
concentration of 1.0 ppa. The slurry rate is kept constant 80 bpm for 3 clusters during proppant 
add-up, and 63 bpm for slickwater overflush. 
Table 3 Treatment configuration for scale dependency test. Synthetic data. Guar loading set to 
be 40 lbs to increase viscosity and highlight effects of the grid size. 
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In this example, four runs were done with the same conditions except for the size of the 
grid block and results are presented in Figure 24. A huge difference is found between Case A 
(7.5 ft x 15 ft) with the classical elliptical distribution of proppant concentration at the pumps 
shut-in and Case D (2.0 ft x 4.0 ft) with fractures of smaller height and longer half-length with a 
higher concentration of proppant near the wellbore.  
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Figure 24 Comparison of runs with different grid block size. Proppant concentration is color-
coded from 0 to 1.0 lb/ft2 at the end of pumping. Each square gridblock on the background is 
100 x 100 ft (for scale). 
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Significant changes of fracture geometry become apparent with grid blocks become 
smaller because more fracture barriers for vertical fracture propagation come into the 
calculation. With coarse grid local variations of Young’s modulus and Poisson’s ratio are 
averaged and this loss of accuracy resulting in more fracture height generated with a more 
uniform distribution of proppant. With refining vertical grid resolution from 5 to 2.5 ft, the inner 
fracture is propagating out of the target interval downward (Figure 24, case C). Previously 
indistinguishable variation of fracture width between layers becomes apparent and results in 
proppant stripes in the broader open fracture blocks of smaller horizontal stress or Young’s 
modulus. 
Finally, in Figure 24 (Case D) proppant settles far from the wellbore, and bedload 
becomes a significant type of proppant transport even with highly loaded gel (guar #40). 
Similar observations as described in Figure 24 were reported for 3rd Bone Spring 
formation in Delaware Basin by Narasimhan et al. (2017). To avoid described numerical 
artifacts it is critical to implement a calibration procedure for geomechanical properties in a way 
that average resulting fracture width becomes scale-independent. In general, FEM modeling is 
required for delivering new upscaling algorithms for elastic properties to deliver a fracture 
model with a minimum width profile scale dependency. For simplified cases of vertical 
variations, both analytical and numerical techniques are described elsewhere Elkateb et al. 
(2003); Smith et al. (2001). 
3.2.Fracture geometry 
In all modeled cases axial/longitudinal fractures were open and propped during the 
simulation (Table 4).  
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Table 4 Simulation results for fracture geometry of Stage 4. 
It was noticed that Gross Frac Length (length of open fracture or “wet length”) is an 
order of magnitude higher than Proppant Cutoff Length (fracture length covered by proppant 
above a cutoff concentration, for example, of 0.1 lb/ft2). Gross fracture length (wet length) 
controls pressure hits on offset wells, whereas flowing length is an estimation of the length 
which can be cleaned up from the gel residuals (Predict-K model) and contributes to production. 
Infinite conductivity length is estimated from flowing length and created fracture conductivity 
Barree et al. (2003): 
𝑋𝑖𝑛𝑓 =
𝑋𝑓𝑙𝑜𝑤𝑖𝑛𝑔
1 + (
𝜋
2
1
𝐶𝑓𝑑
)
For some stages (e.g., Stage 4 in Table 4), wellbore geometry was favorable for growing 
a single longitudinal fracture. For some stages (e.g., Stage 6 in Table 5) multiple short 
longitudinal fractures were observed. Length of individual longitudinal fractures varies because 
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of the wellbore curvature and ranges from 20 ft to 320 ft. With cluster spacing of 60 ft, axial 
fractures create conductive channels between clusters and stages averaging production of 
individual perforation clusters and reducing adverse effects of nonuniform stimulation.  
Table 5 Simulation results for fracture geometry of Stage 6. 
Transverse fractures from the clusters 1 and 2 of each stage (except for the toe one) have 
much smaller length and height due to mechanical interaction with fractures of the previous 
stage. Transverse fractures from the heel side clusters of each stage are generally the biggest. 
This adverse effect of stress shadowing may be identified by switching stress shadowing option 
between stages and partially mitigate by perforation redesign and use of diverters. Due to 
unfavorable geomechanical conditions, transverse fracture from the Cluster 1 of Stage 6 has 
virtually no proppant placed, and it was closed unstimulated. 
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Therefore fracture hit may be observed thousands of feet from the treatment wellbore in 
an offset well. For Eagle Ford formation pressure communication was observed over 3,000 ft. 
At the same time, due to inefficient proppant placement and conductivity degradation effective 
flowing fracture length and conductivity is disappointing.  
Surprisingly small fracture height and surprisingly long fracture length for lower 
Wolfcamp may be attributed to strong high-stress fracture barriers and is similar with reported 
previously as modeling result of the 3D planar model in the vertical well by Alimahomed et al. 
(2017) in Figure 25. From this modeling, it may be concluded that three landing zones may be 
targeted in lower Wolfcamp because of smaller than in Upper Wolfcamp heights. With 80 bpm 
pumping rate, longer fractures were observed in Lower Wolfcamp and therefore with the same 
fracture design these landing zones are more prone for lateral fracture hits. Similar observations 
were made from the microseismic monitoring of multistage hydraulic fracturing presented in 
Figure 4. 
88 
Figure 25 Geometry of individual fractures landed in different zones. Reprinted with permission 
from Alimahomed et al. (2017). 
3.3.Stress shadowing and ISIP 
It was found that fractures exhibit 3D behavior and due to stress shadowing can grow 
out of the target interval which reduces the severity of the adverse effect. Stress shadowing 
between stages and between clusters is modeled in GOHFER in the same manner – by applying 
Boussinesq’s solution with empirical transverse exponent coefficient in the range from 1.0 for 
the plane strain case (linear decay ~1/L) to 2.0 for a point load case (~1/L2).  
The strongest stress shadowing effect is in the case of transverse exponent equals unity 
for plane strain case. It leads to the same result of middle fractures closure at the wellbore as 
was predicted by Germanovich and Astakhov (2004). It should be noted, however, that 
Germanovich and Astakhov (2004) used a 2D FEM code and the 2D physical model to illustrate 
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central fractures closure. Therefore, the stress shadowing effect may be artificially magnified by 
the assumption of vertical fracture symmetry which may not be the case due to gravity, wellbore 
inclination and local variations of horizontal stress.  
All practical cases should be in between these extremes. In this study transverse 
exponent is taken to be 1.2 as a recommended default parameter in the simulator. Figure 26 
demonstrates the modeling results and highlights significant observations.  
For example for Stage 3, the insert in gun barrel view shows a higher concentration of 
proppant in the middle of target interval around the wellbore (marked as black crosses), 
nonsymmetrical proppant placement and adverse effects of overflushing. 
Stages 3-7 showing bouncing of individual fractures out of target interval due to the 
mechanical interactions. 
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Figure 26 Fracture geometry and proppant concentration for the treatment well #46. Side view. 
Toe stage is to the left. Reprinted from Parsegov et al. (2018a) with permission from URTeC, 
whose permission is required for further use. 
For stages 17-19 there is a strong indication of highly conductive axial fractures with 
proppant concentrations comparable or even higher than for transverse ones. Local deviation of 
the wellbore found to be a control for axial fractures. At some wellbore orientations, axial 
fractures may cross multiple transverse fractures and effectively connect clusters and stages. 
Geometry variation of wellbore profile for Stage 22 results in downward propagation of 
the fracture from the middle cluster, partial release of cumulative stress shadowing, and more 
uniform stimulation at Stage 23. 
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In order to verify modeling results, created fracture geometry in 3D was superposed with 
stage-by-stage measurement of ISIP at the begging of pad stage (pad-ISIP) and the end of 
pumping – end of the job (EOJ ISIP). 
Figure 27 shows measured pad ISIP and EOJ ISIP superpositioned with modeled 
proppant distribution (side view). Such a comparison of field and model data allows correlating 
stress shadowing effect with fracture geometry. Stages 2-12 demonstrate a general escalation of 
ISIP (200 psi/stage) which corresponds to taller fractures from these stages as predicted by 
Roussel (2017).  
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Figure 27 ISIP surface measurements for the treatment well #46. Pad ISIP – red line, EOJ ISIP 
– black line. Modeled proppant concentration map is used as a background for comparison
between fractures geometry and ISIP response. Warmer colors mean higher proppant
concentration as background. The solid green line represents wellbore. 
However, each change of the direction of vertical propagation from preferably upward 
growth to preferably downward propagation and vice versa lead to smaller increments or even 
drop of ISIP values (Stages 4-7). Therefore, a drop of measured ISIP may be an indication of 
asymmetrical fracture growth against horizontal plane (Stages 3-7) or fracture breakdown out of 
the zone (Stages 22 and 27). 
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Comparison of pad ISIP and EOJ ISIP behavior also provide some insights. Pad ISIP is 
lower than EOJ ISIP with exception to Stages 14-23 where two values are close which 
correspond to the development of stable fracture pattern for each stage – suppression of 
fractures from first two clusters and predominant growth of fractures from the last three clusters 
of each stage. This effect may be used for diagnostic purposes. Since in multicluster completion 
ISIP measurement shows the minimum pressure among all clusters, similar values of pad ISIP 
and EOJ ISIP may have predictive power for detection of understimulated clusters and 
nonuniform proppant placement in the bottom of fractures. For the modeled case it indicates 
suppressed stimulation of the first two clusters in each stage. 
Two simulations were done to show the importance of stress shadowing effect in 3D for 
stimulation of the Treatment well #46. Figure 28 demonstrates solution with zero mechanical 
interaction between stages. As expected, without stress shadowing between stages proppant 
placement is more uniform between clusters and all transverse fractures have similar geometry. 
94 
Figure 28. Hydraulic fracturing simulation output for proppant placement without stress 
shadowing between stages. Reprinted from Parsegov et al. (2018a) with permission 
from URTeC, whose permission is required for further use.. 
3.4. Proppant transport 
In Section 1 I presented some gaps in industry understanding of proppant transport 
mechanisms in thin fluids and related usage of large pad stages and proppant-laden schedule. 
Figure 29 demonstrates sporadic proppant placement due to vertical stress variation. Some 
low-stress layers with wide-open fracture segments received as much as 2.0 lb/ft2. At the same 
time interconnection of these highly conductive zones is challenged by proppant settling below 
the wellbore. In extreme case of the middle cluster, all proppant is placed below the target 
interval and virtually isolated from the wellbore with slickwater overflushing. It is worth 
mention that the proppant pack at shut-in does not reach equilibrium height. Therefore with the 
same fracture geometry, an increase of sand volumes with increase effective flowing fracture 
height and length. 
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Figure 29 Proppant placement [lb/ft2] for the Stage 22 (compositional gun barrel 3D view for all 
clusters, highly vertically exaggerated). Because of wellbore curvature, the inner cluster broke 
the lower stress barrier. Proppant for this cluster settled out of the target interval. Each colored 
pixel is 5ft x 10ft. 
Middle fracture in Figure 29 also shows an adverse effect of overflushing for final 
conductivity around the wellbore. In addition, to overflush, even thin (5-10ft) layers of calcite-
rich rock (associated with high closure stress and high Young’s modulus) received a lower 
amount of proppant. Such pinchout layers cut proppant pack from the wellbore at TVD of 
9,425-9,435 ft.  
Figure 30 Proppant distribution for Stage 22, Cluster 4. Each grid cell is 5 ft height and 
10 ft long. 
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Similar observations were made from coring through Upper and Middle Wolfcamp at 
Hydraulic Fracturing Test Site (HFTS) in Reagan County, published by Maity et al. (2018). 
Therefore, the presence of proppant depends on the vertical and lateral variation of rock 
properties and requires physics-based modeling of fracture propagation before setting 
geological targets for drilling operations. 
3.5. Fracture closure and final conductivity 
One of the weak points of the selected simulator is its inability to predict fracture closure 
after pumps shut down. Therefore it is hard to predict exact migration of proppant during 
fracture closure. For high permeable formation, it is not an issue since slurry dehydrated fast 
enough to secure closure on proppant without significant proppant settlement from the slurry. 
For low permeable reservoirs, the fracture closure may take days and proppant will settle in the 
bottom of the created fracture since the industry moved from crosslinked gels to slickwater 
fracturing. However, this limitation does not seem critical for two reasons: 
1. Real fracture surface has roughness, and multiple horizontal offsets effectively settle
proppant at higher elevations that may be predicted with classical models assuming
flat parallel fracture walls.
2. Slickwater and linear gel proppant transport are not as effective for viscous drag
transport mechanism as in cross-linked gel slurry. Therefore with dominant bedload
transport over settled proppant pack (dunes), propped fracture height does not
change during the closure.
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3.6. Microseismic monitoring 
As it has been said, microseismic is a powerful tool to diagnose hydraulic fracturing 
operations if appropriately done with at least two monitoring wells. For the treatment well, 
however, only one monitoring well was used. Therefore, all events have higher spatial 
uncertainty, and it is no data available to conduct moment tensor inversion. 
Figure 31 and Figure 32 illustrate microseismic events location for each pumping stage 
from left (Stages 2 and 3– colored in dark blue and red respectively) to the right (Stages 7 and 8 
colored in grey and indigo respectively). Each grid block is 400 ft x 400 ft.  
Figure 31 Side view of microseismic events from the treatment well #46. Each grid block is 400 
ft x 400 ft. Reprinted from Parsegov et al. (2018a) with permission from URTeC, whose 
permission is required for further use. 
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Figure 32 Map view of microseismic events for the treatment well #46. Each grid block is 
400 ft x 400 ft. Reprinted from Parsegov et al. (2018a) with permission from URTeC, whose 
permission is required for further use. 
Figure 33 demonstrates the correlation between propped fracture length and recorded 
microseismic events for Stage 5. Dark blue shaded events in the zone of Stage 4 indicate 
restimulation in the rock volume of the previous Stage 4. Similar observations are valid for 
other stages (e.g., Stages 4 and 6).  
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Figure 33 Microseismic monitoring of hydraulic fracturing during the treatment of Stage 5. Map 
view. Reprinted with permission from Parsegov et al. (2018b). 
Figure 34 Microseismic monitoring of hydraulic fracturing during the treatment of Stage 4. Map 
view. 
100 
Figure 35 Microseismic monitoring of hydraulic fracturing during the treatment of Stage 6. Map 
view. 
One possible explanation of microseismic activity in the previous stage area is leaking 
packers, but hydraulic communication over growing axial fractures may also be a factor (solid 
orange lines in Figure 33, Figure 34, and Figure 35). As it is shown in Chapter 4 oil and water 
based tracers study show almost equal flux allocation between individual stages. By taking into 
account the significant difference in fracture geometries from different stages, some pressure 
communication between stages due to longitudinal fractures may occur. Another possible 
explanation is a shear failure or rock mass due to stress relaxation after pumps shut-in as it was 
measured by Distributed Acoustic Sensors (DAS) by Raterman et al. (2017) in Figure 36. This 
version, however, is less likely to be true, because detected  
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Figure 36 Strain rate in S3 well from DAS during stimulation of offset well. Reprinted from 
Raterman et al. (2017) with permission from URTeC, whose permission is required for further 
use. 
3.7. Recommendations 
It may be concluded that based on the pressure matched model, that chosen size of slick 
water pad is not required to create fracture width and may be reduced. Hence it can be 
recommended to reduce the size of the pad stage to decrease treatment cost. Alternatively, an 
engineer may increase the amount of sand by applying a more aggressive proppant rump-up 
schedule. 
3.7.1. Pad size optimization 
The physics-based model showed that relatively low matrix permeability and lack of 
accelerated pressure-dependent leakoff allows pumping all planned sand volume into the 
formation without screenout. To show the concept, pad size was reduced by 50% (with the 
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pumping schedule in Table 6, and resulting proppant distribution and effective conductivity are 
presented in Figure 38 and Figure 39 respectively. 
Table 6 Proposed pumping schedule for 50% pad scenario (50,000-gal slick water plus 8,400 
gal of 10# gel) for Stage 4. 
Treatment pressure curves from Figure 37 demonstrates that pad reduction by 50% does 
not create treatment pressure spikes and risk of screenout. 
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Figure 37 Vector output for 50% pad scenario for Stage 4. 
Table 7 demonstrates that scenario “50% pad” involves the same Gross fracture length; 
at the same time proppant is distributed more equally between transverse fractures. Reduction of 
pad volume reduces proppant cutoff length for longitudinal fracture (-10%) and increase the wet 
height of the longitudinal fracture. 
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Table 7 Model output for base case scenario and “50% pad” scenario. 
a) Base case scenario.
b) “50% pad” case scenario.
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At the same time for some clusters, pad reduction has adverse effects. Figure 38 
demonstrates that besides the overall positive effect for proppant distribution, the reduction of 
pad stage negatively affects proppant placement under the fracture wellbore for Cluster 3. At the 
same time, from Table 6 proppant placement and fracture height of other clusters will benefit 
from the reduction of pad stage.  
a) Base case scenario.
b) 50% pad case scenario.
Figure 38 Proppant concentration for base case scenario a) and for “50% pad” – b). Stage 4, 
Cluster 3. 
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Fracture barriers associated with high-stress calcite-rich intervals (TVD 9,440 and 9,390 ft) 
limit fracture height. Therefore, a thin fluid pad cannot create any additional height for Cluster 3 
out of this interval, and overall fracture conductivity has little or no benefit comparing to 50% 
pad scenario in Figure 39. 
a) Base case scenario.
b) 50% pad case scenario.
Figure 39 Effective fracture conductivity for scenario “50% pad”. Stage 4, Cluster 3. 
Recommendation to reduce the size of the slick water pad stage is in good agreement 
with Pankaj et al. (2018) for Wolfcamp completion design. Overall smaller pad stage will 
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benefit proppant placement for hybrid slick-water – gel stimulation because smaller resulted in 
length will reduce the chance of fracture hit; and reduced width and height increase fluid 
velocities and associated transport along the fracture length. 
3.7.2. Perforation redesign for stress shadowing compensation 
Stress shadowing effect is in order of hundreds of psi and may be comparable to friction 
losses around perforations especially for high rate designs. Therefore, it is reasonable to change 
the number and diameter of perforations in order to achieve similar net pressure for each 
simultaneously propagating fracture regardless of the difference in horizontal stresses due to 
mechanical interference. This technique seems to become sufficient for pad stage, but later with 
proppant ramp-up, the erosion of perforations will reduce possible effects of limited entry. 
Therefore, during the proppant ramp-up, it is preferable to use mechanical or chemical diverters. 
As it was demonstrated on modeling cases and from literature review, stress shadowing 
cause suppression of some fractures and accelerate the growth of others. Additional stress 
generated by neighbor fractures promotes redistribution of proppant into the path of least 
resistance toward the dominant fractures. Initial geometrical design of perforations provides 
similar friction loss function for each cluster making uniform slurry flux unstable. To better 
allocate pad stage and proppant carrying slurry the engineer may vary perforation pressure loss 
function between clusters. 
Crump and Conway (1988); Willingham et al. (1993) experimentally studied pressure losses 
over perforations and influence of erosion during proppant transport. Pressure losses are 
formulating as follows (in field units): 
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𝑃𝑝𝑒𝑟𝑓 =
0.2369 ∙ 𝑄2 ∙ 𝜌
𝑁𝑝𝑒𝑟𝑓
2 ∙ 𝑑4 ∙ 𝐶𝑑
where 𝐶𝑑- an empirical coefficient of discharge in range 0.6-0.95. 
For treatment conditions, assuming equal slurry rate distribution,  
𝑃𝑝𝑒𝑟𝑓 =
0.2369 ∙ (80 𝑏𝑏𝑙/𝑚𝑖𝑛)2 ∙ 8.4 𝑙𝑏/𝑔𝑎𝑙
402 ∙ (0.42 𝑖𝑛𝑐ℎ)4 ∙ 0.7
= 365 𝑝𝑠𝑖 
Perforations pressure losses difference between clusters of 12 and 6 perforations/cluster, 
(assuming equal slurry rate per cluster): 
∆𝑃𝑝𝑒𝑟𝑓 =
0.2369 ∙ 8.4 𝑙𝑏/𝑔𝑎𝑙 ∙ (16 𝑏𝑏𝑙/𝑚𝑖𝑛)2
(0.42 𝑖𝑛𝑐ℎ)4 ∙ 0.7
(
1
36
−
1
144
) = 487 𝑝𝑠𝑖 
Section 3.3. demonstrates that stress shadowing between stages estimated by the dynamics 
of 
Table 8 demonstrates the results of the simulation for the recommended perforation 
design. The difference between initial perforation design (8 shots per cluster in Table 4) with a 
modified one (“12-10-6-6-6”) is in perforation redistribution between clusters while keeping the 
total number of shots the same (40 shots per stage). Comparing to the base case in Table 4, in 
the recommended design the transverse fracture from the Cluster 1 and 2 have larger fracture 
volume and more proppant placed.  
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Table 8 Simulation result with recommended perforation design (“12-10-6-6-6”). 
a) Base case perforation design (“8-8-8-8-8”).
b) Modified perforation design (“12-10-6-6-6”)
At the same time, additional perforation pressure loss due to a decrease of the number of 
perforations in clusters 3-5 does not create a risk of screenouts, however, from the treatment 
pressure curve, there is an indication of begging of proppant bridging at concentrations 2.5 ppa 
and 3.0 ppa (starting t=80 min in Figure 40). 
110 
Figure 40 Modeling output for recommended perforation design (“12-10-6-6-6”) for Stage 4. 
Starting t=80 min there is an indication of proppant bridging. 
3.7.3. Small mesh proppant slugs in pad stage 
Cleary et al. (1993) proposed small size proppant slugs as a remedy for near wellbore 
tortuosity pressure losses and to reduce the number of echelon fractures growing the cluster. 
Lab scale experiments show that small mesh proppant may be accumulated along dominant 
secondary fractures (open fissures and shear fractures) and divert fluid to smaller ones, 
increasing the size of stimulated rock volume and simultaneously reduce the risk of screenout as 
shown by Warpinski (1991), (1990) for WMX site.  
Small mesh proppant will not hurt the final fracture conductivity but improve it by 
increasing the number of reactivated fractures and failed rock mass. By analogy to fluid loss 
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control materials in drilling application, use of proppant slugs in the oil-based fluid may 
increase the buoyancy of proppant slurry and barrier effect for pressure dependent leakoff at the 
fissure due to the created emulsion. 
Small size proppant (100 mesh/silica flour) slugs also may reduce an adverse effect of 
cluster-to-cluster fluid communication at pad stage, hence making limited entry stress 
shadowing mitigation strategy feasible and increase the positive impact of near wellbore 
communication between transverse fractures and perforation clusters keeping longitudinal 
fractures open. 
Unfortunately, to the author’s best knowledge no commercial software is capable of 
modeling such effects directly. In GOHFER, such holdup effect is described but modeled with 
an empirical coefficient (Holdup coefficient). Critical Fissure Opening Pressure (CFOP) and 
PDL leakoff coefficients may be corrected to represent plugging of major secondary fissures. 
Therefore, the efficiency of the proposed recommendation needs further numerical or lab 
evaluation. 
3.7.4. Optimization of near-wellbore fracture conductivity 
As it was said in Sections 3.2, the formation permeability is an essential parameter in 
hydraulic fracturing design. Traditionally engineers use the dimensionless fracture conductivity 
concept introduced by Cinco-Ley (1982): 
𝐶𝑓𝑑 =
𝑘𝑓𝑤𝑓
𝑘𝑚𝑋𝑓
For high values, Cfd>30 well productivity is driven by fracture length (infinite conductivity), 
whereas at Cfd<1.6 the productivity is driven by proppant pack width and conductivity. This 
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condition is applicable however for model rectangular fracture of constant conductivity, one 
phase pseudo-steady state flow. It is generally desirable to keep resulting fracture 
conductivity 𝐶𝑓𝑑 > 2. 
Multiple numerical simulations show inefficient proppant placement laterally and vertically 
(e.g., Figure 22 and Figure 38). The latter is essential because the highly conductive bottom 
part of the fracture is not connected with perforations resulting in 𝐶𝑓𝑑 ≪ 2. For these cases it’s 
desirable to reduce pumping rate at the end of high proppant step. This modification increases 
the quilibrium hight of the proppant pack close to the wellbore and reduces turbulence 
associated with slurry injection close to perforations. 
Following calculations in Section 2.8., reduction of the pumping rate will decrease total 
leakoff, equilibrium fracture width and will allow proppant dunes to overfill the wellbore.  
The increase of proppant volume may be considered as a direct response for small propped 
height. This recommendation, however, requires economic optimization.  
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4. PRACTICAL APPLICATIONS OF DEVELOPED MODEL*
The primary use of the developed hydraulic fracturing model is to forecast production 
from stimulated well and optimize the design for the next operations. Unfortunately, to the best 
knowledge of the author, only ResFrac code (McClure Geomechanics) is capable to couple 
fracture propagation problem with reservoir simulation on the same grid inside the same 
commercial software package. The standard industry practice is to export resulted in fracture 
conductivity and use it further in separate commercial or research reservoir simulator.  
Based on modeled fracture conductivity, historical production of oil presented (in 
Figure 41) and water; and flux allocation from oil-soluble tracer study in Table 9, two reservoir 
models were built in order to identify undrained parts of the reservoir – published by Parsegov 
et al. (2018a) and effectiveness of surfactant EOR – published by Zhang et al. (2019). 
* Part of the data reported in this chapter is reprinted with permission from “Physics-Driven Optimization of
Drained Rock Volume for Multistage Fracturing: Field Example from the Wolfcamp Formation, Midland Basin”
by Parsegov, S.G., Nandlal, K., Schechter, D.S., and Weijermars, R. in Proceedings of the 6th Unconventional
Resources Technology Conference, 2018. Copyright 2018 by American Association of Petroleum Geologists; and
from “Experimental and Numerical Studies of EOR for the Wolfcamp Formation by Surfactant Enriched
Completion Fluids and Multi-Cycle Surfactant Injection” by Zhang, F., Saputra, I.W.R., Parsegov, S.G., Adel, I.A.,
and Schechter, D.S. in Proceedings of SPE Hydraulic Fracturing Technology Conference and Exhibition, 2019.
Copyright 2019 by Society of Petroleum Engineers.
Figure 41 Actual production for the treatment well #46 and type curve forecasts used for the 
flow model. 
Table 9 shows flux allocation between stages based on the results of oil-soluble tracers’ 
study. For example, Stage 2 is a part of the traced segment “5-2” (Stages from 2 to 5), which 
contributes 13.1% of oil (3.28% per stage). 
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Table 9 Oil soluble tracer data for fracture stages for the treatment well. Reprinted from 
Parsegov et al. (2018a) with permission from URTeC, whose permission is required for 
further use. 
4.1. Single porosity semi-analytical model 
From the modeled results for Stages 2 to 9 (Figure 42), the extreme ends of fracture 
stages appear to have higher velocities, due to less interference with adjacent fractures.  
The highest velocities are confined to the near-axial region of the wellbore, again 
emphasizing how much of the created fracture length away from the near-wellbore area is 
unproductive. The pressure plot (Figure 43) suggests a large depletion region, while the time-
of-flight contours after 40 years of production show the actual area drained is very small when 
compared to the areas that show marked pressure changes. 
116 
Figure 42 Side view of the proppant placement map. Layer #8 indicates the vertical position of 
the 2D map presented in Figure 43. Vertically exaggerated. Reprinted from Parsegov et al. 
(2018a) with permission from URTeC, whose permission is required for further use. 
Figure 43 Map view for the drained area, Velocity contour, and Pressure depletion after 40 
years of production for layer #8 shown in Figure 42. Reprinted from Parsegov et al. (2018a) 
with permission from URTeC, whose permission is required for further use. 
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4.2. Dual porosity compositional model 
To reduce the computational cost of reservoir modeling and to keep in mind surprisingly 
uniform production based on long term tracers’ study, two neighboring stages were modeled 
together for dual porosity fully compositional reservoir simulations.  
Cropped reservoir model for 2 stages presented in Figure 44 has the dimension (X, Y, Z) 
of 600 ft, 2,000 ft, and 200 ft with the fracture half-length of 500 ft along the Y direction. 
Production and injection of surfactants were normalized accordingly. Central 2 ft wide blocks of 
the grid have equivalent permeability as proposed by Rubin (2010). 
Figure 44 Equivalent permeability in the logarithmically refined grid in reservoir simulator built 
from hydraulic fracturing conductivity output. Reprinted with permission from Zhang et al. 
(2019). 
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Logarithmic grid refinement was done toward all fracture faces to reduce the number of 
required grid elements in Figure 45. 
Figure 45 Logarithmic grid refinement in directions around the created grid. Reprinted with 
permission from Zhang et al. (2019). 
Effective permeability and porosity of natural fractures were estimated based on the 
history matching process for oil and water production (Figure 46). Results are shown in Table 
10.
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Figure 46 History matching for oil and water cumulative production of the treatment well #46. 
Reprinted with permission from Zhang et al. (2019). 
The global error of history-matching oil production is less than 4%, and the 4-years 
cumulative oil production error is less than 1%. When history-matching the cumulative water 
production, the global error between the simulation results and the actual production data is less 
than 10%, and the 4-years cumulative oil production error is less than 1%.  
Table 10 Reservoir properties of the field-scale model from history match. Reprinted with 
permission from Zhang et al. (2019). 
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Based on the history-matching results, the field-scale model is capable of representing 
real reservoir conditions. The field-scale model provides convincing simulation results for 
investigating different EOR scenarios based on scaling model proposed by F. Zhang et al. 
(2018); Fan Zhang et al. (2018c), (2018a). 
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5. CONCLUSIONS
The following conclusions can be made from Chapters 1-4: 
1. Operators may save a significant amount of money on dipole sonic logging by
constructing 1D MEM based on correlations from triple combo logs for static Young’s
modulus and Poisson’s ratio.
2. Based on pulse decay core measurements, a new correlation for matrix permeability was
proposed for Wolfcamp formation in Midland Basin in the power-law form correlation.
3. Horizontal stress anisotropy is an important modeling parameter for any physics-based
hydraulic fracturing model.
4. Lower stress anisotropy promotes open of secondary fissures and pressure dependent
leakoff. Net pressure, required for tensile opening of fissures depends on their
orientations as proposed Delaney et al. (1986) and may occur at pressures significantly
lower than with estimation of Nolte and Smith (1981).
5. Literature coverage of horizontal stress anisotropy is limited and contradictory.
6. Breakdown pressure and ISIP escalation may be used for stress anisotropy range
estimation. For the treatment well #46 horizontal stress anisotropy (ANI) may be
estimated in range of 7.6-11%.
7. If stress anisotropy is inferred from inversion of microseismic moment tensor, events
close to fracture tips and compression zones should be excluded. Otherwise, local strike-
slip stress environment may be inferred instead of far-field stress.
8. Grid-based models are subject to scale effect and size of the grid block should be chosen
as a practical balance of resolution of available data, the memory required and
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computational cost. Numerical artifacts related to grid upscaling results in an 
overestimation of fracture width and height.  
9. Multiple numerical experiments show that the vertical resolution of 5ft is a reasonable
compromise. Further progress of logging tools and modeling software will make a
smaller grid size feasible. At the same time, an increase of apparent fracture toughness
should be included in the modeling of hydraulic fracture on fine grids.
10. Created fracture half-length is about one order of magnitude bigger than propped one
due to inefficient proppant add-in design for thin fluids. Proposed design may be
improved by adding proppant earlier than proposed by Nolte (1986).
11. Ineffective proppant transport in unconventional formations may be described by taking
into account growth and propping of axial fractures, reactivation of natural fractures and
associated local additional leakoff.
12. In order to partially mitigate the adverse effects of natural fractures the following
techniques may be applied:
• Amount of proppant increase in order to cover created fracture height. In all
simulation runs the proppant pack was not able to reach equilibrium and settled in
the bottom.
• Variable pumping rate. A higher rate is beneficial to open secondary fractures and
lower during proppant transport. At the same time, rate variation changes the
equilibrium proppant pack height and improve proppant transport, keeping the
volume of the fluid constant.
• Use of solid diverters, 100 mesh sand (70/140 mesh) to selectively prop dominant
secondary fractures.
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• Geosteering the well to avoid perforation of high-stress calcite-rich intervals
resulting in pitchouts and choking wellbore from the proppant pack.
13. Proposed workflow for effective fracture geometry forward modeling may be
complemented with research and commercial reservoir simulators to run multiple
production scenarios.
The contribution of this work is as follows: 
1. A correlation for matrix permeability-effective porosity in lower Wolfcamp formation.
2. A workflow for estimation of the upper and lower limit for horizontal stress anisotropy
(ANI) from breakdown pressures and ISIP escalation during the treatment.
3. Estimation of critical fissure opening pressure (CFOP) and pressure dependent leakoff
(PDL) coefficient from DFN simulations.
4. Practical recommendations to reduce the size of the pad, increase the of proppant
loading, perforation redesign.
5. Conductivity 2D maps for individual transverse and longitudinal fractures were
proposed for reservoir simulation and modern EOR techniques assessment described by
Fan Zhang et al. (2018b), (2018c).
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