is the probabilities of another random variable X 2 taking on given values. From these we can, painfully through brute force, determine the probabilities of X 1 + X 2 equaling anything; however, if at all possible we would like to avoid these tedious computations. Below we'll study this problem in great detail in the special case that our two random variables have Poisson distributions (see §12.6 for properties of Poisson random variables). We'll solve the problem completely in this case, but the solution will be unsatisfying. The problem is we need to have some moments of divine inspiration in how to handle the algebra. The purpose of this example is to set the stage: we will introduce generating functions to automate the algebra.
Let's consider the case when X 1 has the Poisson distribution with parameter 5 and X 2 is a Poisson with parameter 7. This means Prob(X 1 = m) = 5 m e −5 /m! Prob(X 2 = n) = 7 n e −7 /n!, where m and n range over the non-negative integers. If k is a non-negative integer, then the probability that X 1 + X 2 = k can be found by looking at all the different ways two non-negative integers can add to k. Clearly X 1 must take on a value between 0 and k; if it's then we must have X 2 equaling k− . As our random variables are independent, the probability this happens is just the product of the probability that X 1 is and the probability that X 2 is k − . If we now sum over we get the probability that X 1 + X 2 is k:
For general sums of random variables, it would be hard to write this in a more illuminating manner; however, we're lucky for sums of Poisson random variables if we happen to think of the following sequence of simplifications! 1. First, note that we have a factor of 1/ !(k − )!. This is almost k , which is k!/ !(k − )!. We do one of the most useful tricks in mathematics, we multiply cleverly by 1 (see §A.12 for more examples), where we write 1 as k!/k!. Thus this factor becomes k /k!. As our sum is over , we may pull the 1/k! outside the -sum.
The e
−5 and e −7 inside the sum don't depend on , so we may pull them out, giving us an e −12 .
3. We now have e −12 k! k =0 k 5 7 k− . Recalling the Binomial Theorem (Theorem A.2.2), we see the -sum is just (5 + 7)
k , or just 12 k .
Putting all the pieces together, we find
note this is the probability density for a Poisson random variable with parameter 12 (and 12 = 5 + 7). There's nothing special about 5 and 7 in the argument above. Working more generally, we see the sum of two Poisson random variables with parameters λ 1 and λ 2 is a Poisson random variable with parameter λ 1 + λ 2 . This argument can be generalized. Using induction (or cleverly group parentheses), we find Sums of Poisson random variables. The sum of n independent Poisson random variables with parameters λ 1 , . . . , λ n is a Poisson random variable with parameter λ 1 + · · · + λ n .
We were fortunate in this case in that we found a 'natural' way to manipulate the algebra so that we could recognize the answer. What would happen if we considered other sums of random variables? We want a procedure that will work in general, which will not require us to see these clever algebra tricks.
Fortunately, there is such an approach. It's the theory of generating functions. We'll first describe what generating functions are (there are several variants; depending on what you are studying, some versions are more useful than others), and then show some applications.
Definition
We now define the generating function of a sequence. Though the most common applications are when the terms in the sequence are probabilities of different events or moments of distributions, a generating function can be defined for any sequence. In this section we'll define generating functions and give an example of their utility. Later on we'll apply what we learn to probability by either (1) taking the a n 's below to be the probability that a discrete random variable taking only non-negative integer values is n, or (2) taking the a n 's to be the moments of a random variable. The standard convention is to use the letter s for the variable; however, it's just a dummy variable and we could use any letter: s, x or even a . Just looking at this definition, there's no reason to believe that we've made any progress in studying anything. We want to understand a sequence {a n } ∞ n=0 -how can it possibly help to make an infinite series out of these! The reason is that frequently there's a simple, closed form expression for G a (s), and from this simple expression we can derive many properties of the a n 's with ease! Let's do an example. This example is long, but it's worth the time as it highlights many of the points of generating functions, and why they're so useful. Almost everyone has seen the Fibonacci numbers, defined by F 0 = 0, F 1 = 1 and in general F n = F n−1 +F n−2 . The first few terms are 0, 1, 1, 2, 3, 5, 8, 13, . . . . These numbers have many wonderful properties. They occur throughout nature, from pine cones to branchings in trees (and of course to counting rabbits). They have applications in computer science, and generalizations arise in gambling theory (we'll discuss that application in Chapter 23). In principle, there are no mysteries about the Fibonacci numbers, as we have an explicit formula that allows us to compute any term in the sequence; in practice, this formula is clearly not useful for large n. While we can compute F 10 = 55, it would be tedious to find F 100 = 354, 224,848,179,261,915,075, while computing F 2011 with pen and paper is cause for alarm, as there are over 400 digits!
We now show how generating functions allow us to determine any Fibonacci number without having to compute any of the previous terms! The generating function is
We isolate the n = 0 and n = 1 terms, and for n ≥ 2 we use the defining recurrence F n = F n−1 + F n−2 and find
Notice the last two sums are almost our original generating function -they differ in having the wrong power of s, and the sums don't start at n = 0. We can fix this by pulling out some powers of s and then relabeling the summation; this is the hardest part of the argument, but after many examples it does eventually start to appear as a natural thing to do:
As F 0 = 0, we may extend the first sum to also be from m = 0. The two sums above are just G F (s), and thus we find
We now use the quadratic formula, and find
Great -we've determined the generating function for the Fibonacci numbers: How does this help us? The reason we've made so much progress, though it doesn't Section 19.2: Definition • 443 appear as if we have, is that the left hand side and right hand side of (19.1) are both functions of s. On the left hand side, the coefficient of s n is just F n ; thus the coefficient of s n on the right hand side must also be F n . That said, it's not at all clear what the coefficient of s n is on the right hand side. One natural idea is to try and expand using the geometric series:
it's not easy to look at this and collect powers of s (but it's a nice exercise and leads to an interesting formula for the Fibonacci numbers)! Fortunately there's a better way of looking at the right hand side. It goes back to one of the most disliked integration methods from calculus: partial fractions. Not surprisingly, there are good reasons your calculus professors taught this; in addition to being useful here, partial fractions also arise in solving certain differential equations. We factor 1 − s − s 2 as (1 − As)(1 − Bs) = 1 − (A + B)s + ABs 2 , and then write
and then use the geometric series to expand each fraction. It's because we want to use the geometric series formula that we write it as (1 − As)(1 − Bs) and not −(s − C)(s − D); for the geometric series formula we want the denominator to look like 1 minus something small. A little algebra (or the quadratic formula) gives the values for A and B. We have A + B = 1 and AB = −1.
2 . We take the positive sign, and simple algebra then gives
(if we had taken the minus sign, the roles of A and B would just be reversed).
We now find a and b:
Note the above is an equality, and it must hold for all values of s. As the denominators are the same, the only way this can happen is if the two numerators are equal. Each numerator is a polynomial in s; there's only one way these two polynomials can be equal for every choice of s -they must be the same polynomial, which means they must have the same coefficients. Looking at the constant term, we find a + b = 0, so b = −a. We now consider the coefficients of the s term. We now need −(aB +bA) to equal 1. Using our values for A and B and the fact that b = −a gives
We now expand with the geometric series, and see
We've found and proved the desired formula for the n th Fibonacci number.
Binet's formula. Let {F n } ∞ n=0 denote the Fibonacci series, with F 0 = 0, F 1 = 1 and F n+2 = F n+1 + F n . Then
Binet's formula is spectacular. We can now jump to any term in the sequence without calculating all the previous terms! I've always been amazed by it. The Fibonacci numbers are integers, yet this expression involves division and squareroots, yet somehow it all works out to be an integer.
After such a long argument, it's a good idea to go back and see what we've done. We started with a relation for the Fibonacci numbers. While we could use it to find any term, it would be time consuming. We bundled the Fibonacci numbers into a generating function G F (s). The miracle is that there's a nice closed form expression for G F (s), and from that we can deduce a nice formula for the Fibonacci numbers.
It's worth emphasizing the miracle that occurred, namely that G F (s) is nice. If we were to take a random sequence of numbers for the a n 's, this would not happen. Fortunately in many problems of interest, when the a n 's are related to probabilistic items we care about, there will be a nice form for the generating function.
The rest of this section may be safely skipped; however, as miracles are rare, it's worth trying to understand why one just happened. We're trying to answer why it's worth constructing a generating function. After all, if it's just equivalent to our original sequence of data, what have we gained? Were we just really lucky with the Fibonacci numbers, or do we expect this to happen again? Their most important advantage is that generating functions help simplify the algebra we'll encounter in probability calculations. We can't stress too strongly how useful it is in life to minimize the algebra you need to do. In addition to being a frequent source for errors, the more elaborate an expression is, the harder it is to see patterns and connections. Simplifying algebra is a great aid in illuminating connections, and often leads to enormous computational savings. 
where F is any anti-derivative of f .
We turn to linear algebra for our second example; if you haven't seen eigenvalues and eigenvectors don't worry, as we won't use this later in the book but merely provide it as another illustration of the utility of simplifying algebra. Consider the matrix
what is A 100 ? If your probability (or linear algebra) grade depended on you getting this right, you would be in good shape. So long as you don't make any algebra errors, after a lot of brute force computations (namely 99 matrix multiplications!) you'll find , we see A = SΛS −1 . The key observation is that S −1 S = I, the 2 × 2 identity matrix. Thus
If we only care about finding A 2 , this is significantly more work; however, there's a lot of savings if n is large. Note how similar this is to the telescoping example, with all the S −1 S terms canceling.
As you might have guessed, this is not a randomly chosen matrix! This matrix arises in another approach to solving the Fibonacci relation F n+1 = F n + F n−1 (with F 0 = 0, F 1 = 1). If we let
Thus, if we know A n , we can quickly compute any Fibonacci number without having to determine its predecessors. This gives an alternative derivation of Binet's formula.
Uniqueness and Convergence of Generating Functions
Depending on the sequence {a n } ∞ n=0 , it's possible for the generating function G a (s) to exist for all s, for only some s, or sadly only s = 0 (as G s (0) = a 0 , this isn't really saying much!).
Consider the following examples.
1. The simplest case is when a 0 = 1 and all other a n = 0, which leads to G a (s) = 1. More generally, if a n is zero except for finitely many n then G a (s) is a polynomial.
2. If a n = 1 for all n then G a (s) = ∞ n=0 s n = 1 1−s by the geometric series formula. Of course, we need |s| < 1 in order to use the geometric series formula; for larger s, the series doesn't converge.
3. If a n = 1/n!, then G a (s) = ∞ n=0 s n /n!. This is the definition of e s , and hence G a (s) exists for all s.
If
n . This is a geometric series with ratio 2s; the series converges for |2s| < 1 and diverges if |2s| > 1. Thus G a (s) = (1 − 2s) −1 if |s| < 1/2.
5. If a n = n!, a little inspection shows G a (s) diverges for any |s| > 0. Probably the easiest way to see that this series diverges is to note that for any fixed s = 0, for all n sufficiently large we have n!|s| > 1; as the terms in the series don't Section 19.3: Uniqueness and Convergence of Generating Functions • 447 tend to zero, the series can't converge. Using Stirling's formula (see Chapter 18) we can get a good estimate on how large n must be for n!|s| > 1. Stirling's formula states that n! ∼ (n/e) n √ 2πn, so n!|s| n > (n|s|/e) n , which doesn't go to zero as whenever n > e/|s| we have |n!s n | > 1.
If we're given a sequence {a n } ∞ n=0 , then clearly we know its generating function (it may not be easy to write down a closed form expression for G a (s), but we do have a formula for it). The converse is also true: if we know a generating function G a (s) (which converges for |s| < δ for some r), then we can recover the original sequence. This is easy if we can differentiate G a (s) arbitrarily many times, as then a n =
ds n . This result is extremely important; as we'll use it frequently later, it's worth isolating as a theorem. 
For the other direction, if we can differentiate arbitrarily many times, we find a i = We end with a quick caveat to the reader: just because we've written down the generating function, it doesn't mean that it makes sense! Unfortunately it's possible that the resulting sum doesn't converge for any value of s (other than s = 0, of course, which trivially converges). Fortunately the generating functions that arise in probability frequently (but not always) converge, at least for some s; we'll discuss this in much greater detail later. There are many tests to determine whether or not a series converges or diverges, and we summarize four of the more popular and powerful (ratio, root, comparison and integral) in Appendix B.3.
In the next section we show how generating functions behave nicely with convolution, and from this we'll finally get some examples of why generating functions are so useful in probability.
Convolutions I: Discrete random variables
Above we introduced generating functions. We gave a few examples, we talked about how to see where it converges and diverges; however, we haven't seen why they're such a powerful tool in probability. We correct that now. After defining some notation, we'll return to the problem from the motivation section, namely determining the density of the sum of two random variables. The main result is that generating functions allow us to readily determine probability densities.
First, however, we need some notation. given by
We frequently write this as c = a * b.
This definition arises from multiplying polynomials; if f (x) = ∞ m=0 a m x m and g(x) = ∞ n=0 b n x n , then assuming everything converges we have
with c = a * b. For example, if f (x) = 2 + 3x − 4x 2 and g(x) = 5 − x + x 3 , then f (x)g(x) = 10 + 13x − 23x 2 + 6x 3 + 3x 4 − 4x 5 . According to our definition, c 2 should equal
which is exactly what we get from multiplying f (x) and g(x). 
We can now give a nice application of how generating functions can simplify algebra: What is n m=0 n m 2 ? If we evaluate this sum for small values of n we find that when n = 1 the sum is 1, when n = 2 it's 6, when n = 3 it is 20, then 70 and then 252. We might realize that the answer seems to be 2n n , but even if we notice this, how would we prove it? A natural idea is to try induction. We could (noting that we have to be careful when m = 0). If we expand the square we get two sums similar to the initial sum but with an n − 1 instead of an n, which we would know by induction; the difficulty is that we have the cross term Let c = a * a, so by Lemma 19.4.2 we have
2 . At first this doesn't seem too useful, until we note that
Thus the answer to our problem is c n . We don't know c n , but we do know its generating function, and the entire point of this exercise is to show that sometimes it's more useful to know one and deduce the other. We have
where the last equality is just the Binomial Theorem. Thus c n = 2n n as claimed.
While we've found an example where it's easier to study the problem through generating functions, some things are unsatisfying about this example. The first is we still needed to have some combinatorial expertise, noting n = n n− . This is minor for two reasons. First, this is one of the most important properties of binomial coefficients (the number of ways of choosing people from n people when order doesn't matter is the same as the number of ways of excluding n − ). The second is more severe: why would one ever consider convolving our sequence a with itself to solve this problem! The answer to the second objection is that convolutions arise all the time in probability, and thus it's natural to study any process which is nice with respect to convolution. To see this, we define 
More generally, if the probabilities are non-zero on an at most countable set {x m }, then
The function G X (s) can be a bit more complicated than the other generating functions we've seen if X takes on negative values; if this is the case, we're no longer guaranteed that G X (0) makes sense! One way we can get around this problem is by restricting to s with 0 < α < |s| < β for some α, β; another is to restrict ourselves to random variables that are never negative, and thus this issue can't arise! We concentrate on the latter. While this does restrict the distributions we may study a bit, so many of the common, important probability distributions (Bernoulli, geometric, Poisson, negative binomial, ...) of Chapter 12 take on non-negative integer values that we have a wealth of examples and applications.
We can now state one of the most important results for probability generating functions.
Theorem 19.4.4 Let X 1 , . . . , X n be independent discrete random variables taking on non-negative integer values, with corresponding probability generating functions
Proof: This is one of the cornerstone results in the subject; you should keep reading the proof until it completely sinks in. We'll do the case when n = 2 in full detail, and leave arbitrary n for you.
Basically, all we need to do is unwind the definitions. We have
If we let a m = Prob(X 1 = m), b n = Prob(X 2 = n) and c k = Prob(
What if now n = 3? It's another proof by grouping (see §A.3): write X 1 + X 2 + X 3 as (X 1 + X 2 ) + X 3 . Using the n = 2 result twice we get
A similar idea works for all n.
Whenever you see a theorem, you should remove a hypothesis and ask if it's still true. Usually the answer is a resounding NO! (or, if true, the proof is usually significantly harder). In the theorem above, how important is it for the random variables to be independent? As an extreme example consider what would happen if X 2 = −X 1 . Then X 1 + X 2 is identically zero, but G X 1 +X 2 (s) = G X 1 (s)G −X 1 (s).
The above shows why generating functions play such a central role in probability.
The density of the sum of independent discrete random variables is the convolution of their probabilities! We can begin to see why generating functions are so useful. From Theorem 19.3.1 we know the generating function is unique, and from Theorem 19.4.4 we know that the generating function of the sum of random variables is the product of the generating functions. If we happen to recognize the resulting product, we can immediately glean the density function of the sum! Let's return to the problem from the motivation section, §19.1. We have two independent Poisson random variables, X 1 with parameter 5 and X 2 with parameter 7, and we want to understand X 1 + X 2 . From Definition 19.5.1, the generating function of a Poisson random variable X with parameter λ is just = e 12(s−1) ; however, note that e 12(s−1) is just the generating function of a Poisson random variable with parameter 12. As Theorem 19.3.1 tells us generating functions are unique, we can now deduce that X 1 + X 2 is a Poisson random variable with parameter 12.
In the above example, note how much easier it was to understand X 1 + X 2 by using properties of generating functions than from doing the algebra directly. We tackled the algebra in §19.1; while we solved the problem, we had to make several clever choices in the analysis. The arguments are far more straightforward when we use generating functions. We'll do more examples of this later, and even study cousins of generating functions that makes the algebra even easier, namely the moment generating functions and the characteristic functions.
