A canonical basis in the sense of Lusztig is a basis of a free module over a ring of Laurent polynomials that is invariant under a certain semilinear involution and is obtained from a fixed "standard basis" through base change matrix with polynomials entries whose constant terms equal the identity matrix.
Introduction
The ring Z[v ±1 ] of Laurent polynomials has an involutive automorphism defined by v := v −1 . If M is a free Z[v ±1 ]-module equipped with an -semilinear involution ι and a "standard" basis (t x ) x∈X then a canonical basis w.r.t. (t x ) and ι in the sense of Lusztig is a basis (c x ) of M such that ι(c x ) = c x and c x ∈ t x + y∈X vZ[v]t y hold. Kazhdan and Lusztig showed in [12] that the Iwahori-Hecke algebra of any Coxeter group (W, S) has a canonical basis w.r.t. the standard basis (T w ) w∈W and the involution ι(T w ) = T −1 w −1 which is now known simply as the Kazhdan-Lusztig basis. (Note that Lusztig used a slightly different construction in [13] which essentially replaces vZ [v] with v −1 Z[v −1 ] though this does not change results significantly) The special features of the action of Hecke algebra on itself w.r.t. this basis are captured in the definition of W -graphs in the same paper. In [10] Howlett and Yin showed that given any parabolic subgroup W J ≤ W and a W Jgraph (C, I, m) representing the H J -module V , then the induced module Ind H HJ (V ) := H ⊗ HJ V is also represented by a W -graph which they constructed explicitly in terms of a canonical basis of Ind H HJ (V ). They developed their ideas of inducing W -graphs further in [11] . In [7] Gyoja proved that given any finite Coxeter group (W, S) all complex representations of the Hecke-algebra can in fact be realized by a W -graph. His proof was not constructive but introduced the W -graph algebra which I investigated further in my thesis [8] and in my previous paper [9] . The fundamental property of the W -graph algebra Ω is that the Hecke algebra is canonically embedded into Z [v ±1 ]Ω, any representation of H given by a W -graph canonically extends to a representation of Ω and vice versa. In this sense W -graphs can (and I'm advocating that they should) be understood not as combinatorial objects encoding certain matrices but as modules of an algebra. This paper is organised as follows: Section 2 is about modules over (generalized) Laurent polynomial rings equipped with an -semilinear involution. It defines canonical modules and canonicalisations of modules. The main theorem in this section is theorem 2.7 which proves a sufficient condition to recognize canonical modules and also shows that under the conditions present in the context of Hecke algebras (though no reference to Hecke algebras is made in this section) the canonicalisation is unique and functorial w.r.t. positive maps. Section 3 recalls the definition of Iwahori-Hecke algebras, W -graphs and W -graph algebras. Section 4 proves the main theorem of this paper that Howlett-Yin-induction is welldefined as a map Ω J -mod → Ω-mod. The proof is inspired by Lusztig's elegant treatment of the µ-values in [13] instead of the more laborious proof in Howlett and Yin's paper although its greater generality comes at the price of being only slightly shorter than Howlett and Yin's proof. On the other hand the proof in the style of Lusztig has the additional bonus that it provides an algorithm to compute p-polynomials and µ-values without having to compute r-polynomials. This algorithm is made explicit in 4.7. As an application it is proven that the W -graph algebra associated to a parabolic subgroup W J ≤ W can be canonically identified with a subalgebra of the W -graph algebra of W . Section 5 then proves that Howlett-Yin-induction has all the nice properties one expects: It is a indeed a functor between those module categories, a concrete presentation of this functor is given, transitivity of induction and a Mackey-theorem are proven. Section 6 then applies these findings. An improved algorithm to compute µ-values is given which makes the simultaneous computation of p-polynomials less necessary (though not completely avoidable) thus improving on the performance of existing algorithms. Additionally a very short proof of a result of Geck on induction of KazhdanLusztig cells (from [4] ) is given.
Canonicalisation of modules
Fix a commutative ring k and a totally ordered, additively written group Γ. Consider the ring A := k[Γ] where we write the group elements in A as v γ so that A becomes the ring of "generalized Laurent polynomials in v" with coefficients in k. This k-algebra has an involutive automorphism defined by v γ := v −γ . We consider the smash product A := A ⋊ ι where ι is a cyclic group of order two acting as on A.
1 An A-module is thus the same as an A-module M equipped with an -semilinear involution ι : M → M .
Definition:
Let M be an arbitrary k-module. The scalar extension A ⊗ k M is naturally an Amodule and via ι(a ⊗ m) := a ⊗ m it is also an A-module which will be denoted by M . Any A-module V that is isomorphic to M for some M ∈ k-mod is called a canonical module and any A-module isomorphism c : M → V is called a canonicalisation of V . If M is free and (b x ) x∈X is a basis of M , then the image of this basis under a canonicalisation c is called the canonical basis of V associated to (b x ) x∈X and c.
2.2:
Note that M → M and f → id A ⊗f is a (faithful) functor k-mod → A-mod.
Example:
Obviously most A-modules are not canonical. For example the only canonical Amodule that is finitely generated over k is the zero module.
is not canonical where v operates as multiplication by i and ι operates as i → −i. Therefore the question arises how one can recognize if a given module is canonical and how one can find a canonicalisation.
An obvious restatement of the definition is the following:
Proposition:
Let V be an arbitrary A-module. Then V is canonical iff there exists k-submodule M of V such that
In this case c : M → V, a ⊗ m → am is a canonicalisation.
1 Remember that given any k-algebra A, monoid G, and any monoid homomorphism φ : G → (End(A), •) the algebra A ⋊ φ G is defined as the k-algebra that has A ⊗ k k[G] as its underlying k-module and extends the multiplication of A and
It is also denoted A ⋊ G if the morphism φ is understood.
Definition:
Let V be a A-module and (X, ≤) a poset. A X-graded shadow of M is a collection
In light of the above proposition a shadow is something like a canonicalisation "up to lower order error terms". The next theorem shows that these error terms can be corrected by a "triangular base change" if the poset satisfies a finiteness condition. It therefore provides a sufficient criterion for the existence of a canonicalisation which is inspired by the construction of the the Kazhdan-Lusztig basis of Iwahori-Hecke algebras and the Howlett-Yin basis of induced W -graph modules. First we need a lemma.
Lemma:
Let V be a A-module, (X, ≤) a partially ordered set and
Proof. Assume the contrary. Wlog we can also assume f x = 0. Otherwise we could just shrink the set X 0 . Let X 1 ⊆ X 0 be the subset of all maximal elements of X 0 . This is a non-empty subset because X 0 is non-empty and finite. Thus
Comparing the x-components of f and ιf for x ∈ X 1 we find f x ∈ A >0 M x ∩A <0 M x = 0 contrary to the assumption f x = 0.
Theorem:
Let (X, ≤) be a poset such that (−∞, y] := { x ∈ X | x ≤ y } is finite for all y ∈ X. a.) If an A-module V has a X-graded shadow (M x ) x∈X then it is canonical and there exists a unique canonicalisation c :
More precisely it satisfies c(m
b.) The canonicalisation above depends functorially on the shadow w.r.t. positive maps. More precisely let V 1 , V 2 be two A-modules with X-graded shadows (M i,x ) x∈X and canonicalizations c i :
There is an induced map Before we begin the proof observe that any k-linear map f : M z → AM y can be written as f (m z ) = γ∈Γ v γ f γ (m z ) with uniquely determined k-linear maps f γ : M z → M y that have the property that { γ | f γ (m z ) = 0 } is finite for each m z ∈ M z so that the sum is indeed well-defined. Having this way of writing such maps in mind we can define f : M z → AM y to be the map f (m z ) := γ∈Z v −γ f γ (m z ). We will use this notation for the proof to simplify the notation.
Proof. The uniqueness of c follows from the above lemma because if c, c ′ : M → V are two canonicalisations satisfying the stated property then f := c(1
Concerning the existence consider the k-linear maps ρ yz : M z → AM y defined by
By assumption ρ yz = 0 unless y ≤ z and ρ zz (m z ) = m z . Following the usual construction of the Kazhdan-Lusztig polynomials and R-polynomials we will recursively construct k-linear maps π yz : M z → A ≥0 M y such that:
The first step is to observe
This follows from the fact that ι has order two:
Fix z ∈ X. Define π zz (m z ) := m z and π xz := 0 for all x ≤ z. If x < z then assume inductively that π yz is already known for all x < y ≤ z. It is therefore possible to define
This map satisfies
Therefore we obtain α 0 = 0 in the decomposition α xz = γ∈Γ v γ α γ . Now define π xz := γ>0 v γ α γ so that α xz = π xz − π xz holds. This shows that π xz ∈ A >0 as well as
Thus the existence of all π xz is established and we can define the A-linear map c :
It is bijective because it is "upper triangular with unit diagonal". The map is also A-linear because of
Finally we have to show that c is functorial. Let M 1 , M 2 , φ be as in the statement of the theorem and fix an arbitrary
Additionally, since all four maps are A-linear and m 1 ∈ M 1 is ι-invariant f satisfies ιf = f so that lemma 2.6 implies f = 0. This proves the commutativity of the diagram.
Corollary:
Let (X, ≤) be a poset such that { x ∈ X | x ≤ y } is finite for all y ∈ X. Furthermore let V be an A-module, U an A-submodule of V and (M x ) x∈X an X-graded shadow for V . Define
is an X-graded shadow for V /U , the canonicalisation M → V restricts to the canonicalisation N → U and induces the canonicalisation M/N → V /U on the quotients.
Proof. This follows immediately from functoriality of canonicalisation applied to the embedding U ֒→ V and the quotient map V → V /U respectively.
2.9:
In terms of canonical bases this corollary recovers the theorem that if (t x ) x∈X is an A-basis for V and U is spanned as an A-module by a subset (t x ) x∈Y of that basis, then the canonical basis for U is the subset (c x ) x∈Y of the canonical basis c x := c(t x ) of M and the canonical basis of the quotient V /U is spanned by the vectors (c x ) x∈X\Y (more precisely by their images under the quotient map V → V /U ).
2.10:
An important special case of this corollary is the case where U is of the form U = x∈I AM x for some order ideal I X (i.e. a subset with the property x ∈ I ∧ y ≤ x =⇒ y ∈ I). Note that all such U are A-submodules by definition of X-graded shadows.
Hecke algebras, W-graphs and W-graph algebras
For the rest of the paper fix a (not necessarily finite) Coxeter group (W, S), a totally ordered, additive group Γ and a weight function L : W → Γ, i.e. a function with
-algebra which is freely generated by (T s ) s∈S subject only to the relations
where m st denotes the order of st ∈ W . For each parabolic subgroup W J ≤ W the Hecke algebra H(W J , J, L |WJ ) will be identified with the parabolic subalgebra
Definition (c.f. [12] and [5]):
A W -graph with edge weights in k is a triple (C, I, m) consisting of a finite set C of vertices, a vertex labelling map I : C → {J | J ⊆ S} and a family of edge weight matrices m s ∈ k C×C for s ∈ S such that the following conditions hold:
The associated directed graph is defined as follows: The vertex set is C and there is a directed edge x ← y iff m Note that condition 1 and the definition of ω(T s ) already guarantees ω(T s )
Given a W -graph as above the matrix representation ω turns k[Γ]
C into a module for the Hecke algebra. It is natural to ask whether a converse is true. In many situations the answer is yes as shown by Gyoja.
3.3 Theorem (c.f. [7] ): Let W be finite, K ⊆ C be a splitting field for W and assume Γ = Z and L(s) = 1 for all s ∈ S. Then every irreducible representation of K(v)H can be realized as a W -graph module for some W -graph with edge weights in K.
Gyoja also provides an example of a finite-dimensional representation of the affine Weyl group of typeÃ n that is not induced by a W -graph.
Definition:
Assume Γ = Z and consider the free algebra Z e s , x s,γ |s ∈ S, −L(s) < γ < L(s) . Define
for all s ∈ S and write
Define Ω to be the quotient of Z e s , x s,γ modulo the relations a.) e 2 s = e s , e s e t = e t e s , b.) e s x s,γ = x s,γ , x s,γ e s = 0, c.) x s,γ = x s,−γ and
for all s, t ∈ S and all γ ∈ Γ. Finally define the element
3.5: The definition immediately implies that
In fact this is an embedding as shown in [9, corollary 9] . W -graph algebras have the distinguishing feature that each W -graph (C, I, m) with edge weights in k not only defines the structure of a H-module on k[Γ] C but that it induces a canonical kΩ-module structure on k C via
C×C is a k[Γ]Ω-module and restriction to a H-module gives back the H-module in the definition. Conversely if V is a kΩ-module that has a k-basis C w.r.t. which all e s act as diagonal matrices, then V is obtained from a W -graph (C, I, m) in this way. In this way one can interpret Ω-modules as W -graphs up to choice of a basis.
3.6:
It is also possible to define a W -graph algebra for an arbitrary weight group Γ, but the definition is more technical. All results of this paper have analogues in the general case.
Example:
The trivial group is a Coxeter group (1, ∅) and its associated W -graph algebra is just Z. A cyclic group of order 2 is a Coxeter group ({ 1, s } , { s }) of rank 1 and its associated W -graph algebra is as a free Z-module with basis
The multiplication of the basis elements is completely determined by the relations because x s,γ1 x s,γ2 = x s,γ1 (e s x s,γ2 ) = (x s,γ1 e s )x s,γ2 = 0.
Howlett-Yin-Induction
Let M be any kΩ-module. Then A ⊗ k M is naturally a A ⊗ k kΩ-module and by restriction of scalars it is also a kH-module which we will (somewhat abusing the notation) denote by Res Ω H M . As a kH J -module it can be induced to a kH-module. The goal of this subsection is to prove that Ind H HJ Res ΩJ HJ M not only has a W -graph structure but that this W -graph structure can be chosen functorially in M . The specific construction is a generalisation of such a construction by Howlett and Yin for the special case that M is given by Wgraph.
Preparations

Proposition:
Let M be a kΩ-module and a ∈ Res ii.) sw > w and sw / ∈ D J . In this case sw = wt for some t ∈ J.
iii.) sw < w. In this case sw ∈ D J holds automatically. 
Proof. See [6] for example.
To apply the previous observations about canonical modules we need a semilinear map on our modules.
Lemma and definition:
If M is any kΩ-module, then we will fix the notation ι for the canonical -semilinear map a ⊗ m → a ⊗ m on A ⊗ k M . Then the following hold:
a.) ι is ring automorphismus of A ⊗ k kΩ with ι(T s ) = T
In particular ι restricts to a -semilinear involution of kH. Furthermore ι(ax) = ι(a)ι(x) for all a ∈ A ⊗ Ω, x ∈ A ⊗ M . Now let M be a kΩ J -module and V := Res 
Proof. a. follows directly from the definition.
Now note that R xy,z = 0 implies xy ≤ z so that x ≤ xy ≤ z and thus the summation only runs over x with x ≤ z. If furthermore x = z then xy ≤ z can only be true if y = 1. But we know R zz = 1. Therefore (V w ) really is a D J -graded shadow of V .
d. The claimed property for ρ xz follows from the equation above. The analogous property for π xz follows from the recursive construction of the π xz in theorem 2.7.
There is a unique family µ 
These elements satisfy:
Proof. µ 
and note that this is a well-founded poset since intervals in the Bruhat-Chevalley order are finite so that no infinite descending chain can exists. The equations ω(e s ) 2 = ω(e s ), ω(e s )ω(e t ) = ω(e t )ω(e s ) and ω(x s,γ ) = ω(x s,−γ ) follow directly from the definition and the properties of µ. One the left hand side we find:
The main theorem
On right hand side we find: The remainder of this subsection is devoted to proving these equations:
Lemma:
The elements p xz , µ 
J,s and all x ∈ D J : We will prove these four equations simultaneously with a double induction. We will induct over l(z) and assume that all four equations hold for all pairs (x ′ , z ′ ) with l(z ′ ) < l(z). For any fixed z we will induct over l(z) − l(x). Observe that all equations are trivially true if l(x) > l(z) + 1 because all occurring p and µ are zero. We will therefore assume that the equations also hold for all pairs (x ′ , z) with l(x ′ ) > l(x).
Proof of 4.6.a. We denote with f xz the difference between the right hand side and the left hand side of the equation. Then by the above considerations:
We will show f xz ∈ Z[Γ >0 ]Ω J and conclude f xz = 0 using lemma 2.6. Note that both c(ω(C s )z|m) as well as C s c(z|m) are ι-invariant elements of Ind Now since x ∈ D + J,s we cannot have x = y in the both the second and third sum so that we can use 4.6.a for (x, y) and 4.6.c for (y, z) in the second sum as well as 4.6.a for (x, y) in the third sum so that we obtain
Now y < z so that we can use 4.6.d for (y ′ , y) and obtain
Applying 4.6.b to (x, y) we find
In this case sx = z so that p sx,z ∈ Z[Γ >0 ]Ω J . Therefore:
J,s we can use the induction hypothesis for (x ′ , z) and (x ′ , y) so that
Because x < x ′ we can use lemma 4.6.d for (y ′ , z) in the first sum, 4.6.c for (y, z) in the second and third sum as well as 4.6.d for (y ′ , y) in the third sum to obtain
which is what we wanted to prove.
In this case sx ∈ D + J,s so that sx = z and thus p sx,z ∈ Z[Γ >0 ]Ω J . We infer
In this case the equation is equivalent to (1 − e s x )p x,z = 0 by proposition 4.1. If x ≤ z then this is vacuously true because p xz = 0. Since z ∈ D − J,s we can write z = sz ′ for some z ′ ∈ D + J,s with z ′ < z. We can apply 4.6.a to (x, z ′ ) and find:
Because z ′ < z we can apply 4.6.c to (y, z ′ ) in the second sum and 4.6.a to (x, y) (in the equivalent formulation (1 − e s x )p x,y = 0) in the third sum so that we obtain 
which -using the induction hypothesis for (x ′ , z) -equals
This concludes the proof of 4.6.a. 
In the sum we can use 4.6.d for (y, z) and find: 
In the second case we use C s z = e s z C s z and the now proven 4.6.b. We obtain We have therefore finally completed the inductive proof of 4.6 and therefore the proof of the main theorem. 
Applications
2. If x < z, then choose any t ∈ S with tz < z and consider the following cases: 
Example:
Starting with J = ∅ and the regular module Ω ∅ = Z we obtain the special case HY S ∅ (Z) =: KL S . As a H-module this is isomorphic to Ind [12] and [13] (in the case of unequal parameters) up to a sign. The elements p x,y ∈ Z[Γ] are related to the Kazhdan-Lusztig polynomials via p x,y = (−1)
Starting with an arbitrary J ⊆ S and either the trivial or the sign module M for Ω J , one obtains the module called M J by Doedhar in [2] . The elements p x,y ∈ Z[Γ]Ω J act on M by multiplication with polynomials similary related to Deodhar's parabolic Kazhdan-Lusztig polynomials P 
Corollary:
Let k be a commutative ring. Then the parabolic morphism j : kΩ J → kΩ, e s → e s , x s,γ → x s,γ is injective.
Proof. Consider the Howlett-Yin-induction M := HY S J (Ω J ) of the regular kΩ J -module. It is a kΩ-module so that f : kΩ → M, a → a·1|1 is a morphism of kΩ-left-modules. For all s ∈ J one finds f (j(e s )) = 1|e s and f (j(x s,γ )) = 1|x s,γ so that f (j(a)) = 1|a holds for all a ∈ kΩ J . In particular we find that f • j is injective so that j is injective.
We will therefore suppress the embedding altogether and consider kΩ J as a true subalgebra of kΩ from now on. The Howlett-Yin-induction also provides the correction to a small error in corollary [8, 4.2.19 ] of the author's thesis.
Proposition:
Let k be a commutative ring. Define E J := s∈J e s s∈S\J (1 − e s ) ∈ kΩ J . This element is non-zero in kΩ J .
The false proof in my thesis considered the Kazhdan-Lusztig-W -Graph KL S and assuming falsely that each J ⊆ S occurs as a left descent set D L (w) for some w ∈ W I concluded that E J must act non-trivially on this W -graph. This only works for finite Coxeter groups because a subset J ⊆ S in fact occurs as a left descent set iff W J is finite (c.f. [2, lemma 3.6]). In particular S itself does not occur as a left descent set if W is infinite. Nevertheless S occurs in the W -graph of the sign representation and E S ∈ kΩ is therefore non-zero. This is the idea of the following proof: for all s ∈ S so that E J · 1|m 0 = 1|m 0 and therefore E J = 0.
Categorial properties of Howlett-Yin-induction
Ind H HJ (φ) is certainly H-linear. Therefore φ(T x ⊗ M 1 ) = T x ⊗ φ(M 1 ) ⊆ T x ⊗ M 2 holds for all x ∈ D J . It also commutes with ι. By functoriality of canonicalisation, the diagram 2 commutes.
Lemma:
The functor HY 
