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PREFACE
An important requirement in analysing a time series generated 
by an unknown stochastic process is to look for measurable periodicities. 
Considering an economic time series as a finite realisation from this 
process, a contributing source of variation within the data is usually 
the seasonal component. If the amplitude of this known periodic 
oscillation can be accurately estimated, the variation attributable to 
the seasonal can be removed from the series, so making the problems of 
forecasting and control less difficult.
To achieve this end, a series is often considered in the 
frequency rather than time domain. Chapter 1 outlines the reasons 
for adopting this frequency, or spectral, approach to time series 
analysis and briefly introduces some of the formulae and estimation 
procedures used.
In Chapter 2 a model purporting to represent an economic 
time series is presented and the seasonal component, considered as a 
sum over a. specified number of frequency band signals. A method of 
estimation, or filter, designed to allow for a changing seasonal 
pattern is described and illustrated with an example. Chapter 3 
discusses the problems associated with this estimation procedure and 
the flexibility which it permits in allowing the analyst to calculate 
the seasonal for any given data interval. The conclusions in this 
chapter have been arrived at by examining a number of different series, 
although for the purposes of this thesis results have only been given 
with reference to a single example.
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CHAPTER 1
1 .
TIME SERIES AND SPECTRAL TECHNIQUES
1 . 1 Concept of Time Series
A time series consists of a set of observations taken over 
a period of time. The main objectives in an analysis of such sequential 
data is to search for measurable regularities and patterns to provide 
some knowledge of the series and its basic generating mechanism. If 
it can be assumed that any existing pattern, based on past data, will 
continue to prevail in the future, then a detailed evaluation of these 
regularities will provide a basis for forecasting the future movements 
in the series. Not only will analysis provide for prediction, it will 
also contribute to explaining the past course of the series as well as 
focussing attention on isolated or recurring events.
In any time series there will generally be a number of 
different kinds of forces simultaneously contributing to the behavioural 
pattern. As a result, the overall movement in the series will be 
determined by such forces with their dissimilar periods and amplitudes 
of variation. If it is then possible to separate a time series into 
sets of homogeneous components, based on the types of forces which 
cause the variations, more homogeneous movements with greater clarity 
and regularity in pattern will emerge. In Chapter 2, an economic time 
series is represented as a combination of three separate factors and 
an attempt is made to isolate and estimate the recurring component
referred to as the seasonal.
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The u s u a l  v i e w  o f  a t i m e  s e r i e s  h a s  b e e n  t h e  r e l a t i o n  b e t w e e n  
a t i m e  p o i n t  n and t h e  c o r r e s p o n d i n g  o b s e r v e d  v a l u e  x ( n ) . As t h i s  
a p p r o a c h  r e q u i r e s  an  e x p e r t  k n o w l e d g e  o f  t h e  d a t a ,  a t t e m p t s  t o  e s t i m a t e  
t h e  v a r i o u s  co m p o n en t s  o f  t h e  s e r i e s  w i l l  n o t  a l w a y s  p r o v e  s u c c e s s f u l .  
An a l t e r n a t i v e  m e thod  o f  a n a l y s i s  d i s c u s s e d  i n  t h i s  c h a p t e r  a l l o w s  a 
more  p o s i t i v e  means  o f  i d e n t i f y i n g  t h e  c o m p o n e n t s  t o  b e  e s t i m a t e d .  I n  
w h a t  f o l l o w s  i t  i s  a s sum ed  t h a t  a t i m e  s e r i e s  i s  r e c o r d e d  a t  d i s c r e t e ,  
e q u a l l y  s p a c e d  c o n s e c u t i v e  p o i n t s  o f  t i m e .  The m e t h o d s  o u t l i n e d  i n  
S e c t i o n s  1 . 3  and 1 . 4  may b e  e q u a l l y  w e l l  a p p l i e d  t o  c o n t i n u o u s  d a t a ,  
a l t h o u g h  c e r t a i n  c h a n g e s  i n  t h e  f o r m u l a e  w ould  be  r e q u i r e d .
1 .2 Time and F r e q u e n c y  Domains
I m a g i n e  t h a t  i t  i s  p o s s i b l e  t o  s p l i t  a s e r i e s  i n t o  a v e r y  
l a r g e  number  o f  u n i q u e  p a r t s ,  t h e  sum o f  w h ic h  r e p r e s e n t s  a d e s c r i p t i o n  
o f  t h e  e n t i r e  d a t a  s e t .  T h e s e  num erous  c o m p o n e n t s  w i l l  b e  u n i q u e  i n  
t h e  s e n s e  t h a t  e a c h  r e p r e s e n t s  a c o s i n e  f u n c t i o n  w i t h  a u n i q u e  p e r i o d  
( t h e  c o r r e s p o n d i n g  a m p l i t u d e  v a r y i n g  w i t h  t h e  s e r i e s ) .  By c h o o s i n g  
a p p r o p r i a t e  p a r t i a l  sums o f  t h e s e  u n i q u e  c o s i n e  f u n c t i o n s ,  i t  w ould  
b e  p o s s i b l e  t o  d e r i v e  r e p r e s e n t a t i o n s  f o r  t h e  homogeneous  c o m p o n e n t s  
o f  a  s e r i e s ,  s u g g e s t e d  i n  t h e  l a s t  s e c t i o n .  S i n c e  e a c h  p e r i o d  i s  a 
m e a s u r e  o f  t h e  t i m e  r e q u i r e d  f o r  a f u l l  c y c l e ,  t h e  i n v e r s e  o f  t h e  
p e r i o d ,  known a s  t h e  f r e q u e n c y ,  m e a s u r e s  t h e  number  o f  c y c l e s ,  o r  
f r a c t i o n s  o f  a c y c l e ,  p e r  u n i t  t i m e .  I n  u s i n g  s u ch  a means  o f  decompo­
s i t i o n ,  n o t  o n l y  w i l l  i t  b e  p o s s i b l e  t o  a n a l y s e  t h e  s e r i e s  i n  t h e  t i m e  
d o m ain  by p l o t t i n g  x ( n )  a g a i n s t  n ,  i t  w i l l  a l s o  b e  p o s s i b l e  t o  v i e w  t h e
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series in the frequency domain by plotting amplitude against period.
The finite set of observations (x(n) ; n = 1,...,N} may be 
regarded as just one realisation of an infinite number of such sequences 
which might result from an unknown stochastic process. With most 
recorded data, except that generated in a controlled experiment, there 
is only one such observed sequence possible. Clearly then, a desired 
property of the series would be that its probability structure remains 
invariant through a translation of time; this is the condition of 
strict stationarity. Rather than this restriction it is assumed that 
the first and second moments are independent of time, and that the 
covariance function depends only on the lag under consideration. Such 
a condition is referred to as (weak) stationärity, where for all n,
2 2s( x(n)) = p , s( x(n) - p) = a < °° ,
s(x(n) - p)(x(n+r) - p) = 7 (t ) which depends only on T ,
and S is the expectation operator.
In imposing such a condition as stationarity it would be 
almost impossible for an economic time series to rigidly satisfy the 
given requirements. Not only is the economy expanding, but the basis 
and structure are continually changing, although very slowly, over 
any given time period. The existence of long term movements ensures 
that p is unlikely to remain constant over time, while changes in the 
parameters governing the generating process may well cause changes 
in the covariance function. Many of the departures from stationarity
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will be of a minor nature, while for significant departures, such as 
a radical technical innovation, some preliminary adjustments to the 
data will be required» In any case the method to be used for frequency 
analysis tends to be robust against such departures.
1.3 Spectrum and Cross-Spectrum
Consider now a discrete data set (x(n) , n € T] of infinite 
length, where n is any point in the time domain T. Under the conditions 
of stationarity assume &(x(n)) = 0, and the covariance properties of 
x(n) may be described by the set of autocovariances 7(t ) = <?( x(n)x(n-Kr)) 
n,T e T, where 7(1) is symmetric about the origin and 7(0) is clearly 
the variance. For a Gaussian process the function x(n), periodic with 
known period, will have a Fourier representation of the form
x(n) = Z (a. cos A.n + b. sin A.n)
j  J J J J J
Z  e (~7T,tt]
in which case the variable may be represented as the sum of an infinite
number of sine and cosine waves of varying amplitude. The coefficients
a y  b^ will be independent normal variates with zero mean and common
variance cr ^ for each j. Now 
J
7(t ) = 6'( x(n)x(n+r))
2 2&(Z [a. cos A.n cos A . (n+r) + b. sin A.n sin A.(n-Mr)]) 
J J J J J J
Z O . COS A .T
j J J
which is a function of T only,
The variance o\ as a function of frequency A is called the spectrum.
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With a non-Gaussian process, the spectrum and autocovariance function 
will still be appropriate descriptions of the process.
For a stationary time series having covariance function 
7(t )3 the spectral density function f(A) is defined^ as
(1.3.1) f(A) ~ —  E cos At 7(t )
Z I I - o o
and
7(t ) cos At f(A)dA ,
-7T
demonstrating that f(A) and 7 (t ) are a Fourier transform pair, i.e„, 
the autocovariance function is the Fourier cosine transform of the 
spectrum. Replacing cos At by a function of the two complex harmonics 
e ^  and e* , the spectrum and autocovariance may also be expressed
in the complex form
_ 1 y -iA.T
f(A) " 2TT -» 6 7(T) and
7 (t ) iArre J dF(A)
-7T
where f(A) is once again a non-negative function of frequency, 
dF(A) = f(A)dA and F(A) is the spectral distribution function. The 
variance 7(0) can then be considered as a sum of variances, and the 
spectrum interpreted as a decomposition of the total variance into 
components attributable to different frequencies.
if f(A) is continuous and of bounded variation in (-TT,7T], the right
hand side of (1.3.1) will converge pointwise to f(A). A more appropriate
1 N- 1 ITI
formulation would be f(A) = lim ~  E cos At ( 1 - )7(t ) .
N—oo ZTf-N+l
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The stationary variable x(n) may be represented in the frequency 
domain in the form
f 77"
x(n) = I (cos An du(A) -F sin An dv(A)} ,
J 0
where du(A) and dv(A) are random variables with the following properties 
s( duCA-j) .du(A2)) = #( dv(A^). dv(A^)) = 0  ^ \
du(A1).dv(A2>) = 0
<?(du(A)^) = 6(dv(A)^) = 2dF(A) 0 < A < 7T
= dF (A) A = 0,7T
for all 0 * A , A^ ^ 7T . Such a representation of the variable x(n) 
implies that the time series may be regarded as being composed of cosine 
and sine waves of frequency A with amplitude and phase determined by 
the infinitesimal random variables du(A), dv(A). At different time 
points in T the set (x(n)) will in general be correlated, whereas the 
variables du (A) and dv(A.) are uncorrelated for different frequencies.
The spectral 'mass' or 'power' refers to the concentration of the 
spectral density function and reflects the amplitude of the stochastic 
variables du(A), dv(A) at frequency A. Where all autocovariances, 
except that for t = 0, are zero, successive values of x(n) are 
independent and every frequency interval contributes to the variance 
an equal constant amount. This results in a flat spectrum, one in 
which the power is constant through frequency, and such a condition
is known as 'white noise'.
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The relationships between the two data sets (x(n)} , (y(n)} 
n e T, may also be analysed in the frequency domain using concepts 
introduced for the analysis of a single series. The cross-covariance 
between x(n) and y(n) is defined as 7 (t ) = x(n)y(n-K)) and the
cross-spectrum is of the form
r c\\ 1 y iAt , vf (A) = ~  A  e 7 (t )xy 27r -oo xy and
V ° elA'r f (A)dXxy
Hence the cross-spectral density function and the cross-covariance 
function are also a Fourier transform pair.
A further representation of the cross-spectrum is
1 oo
f (A) = —  Z ( cos At - i sin At)7 (t )xy 27T -oo v > Xy
= i(cx y (A) - iqx y (A)} ,
where the real part is the co-spectrum and the complex part the quadrature
spectrum. As f (A), or simply f (A) the spectrum relating to the x xx x
variable, describes the distribution of total variance over all possible
frequencies A, so c (A) and q (A) will explain the nature of thexy xy
covariation between x and y by frequency. The interpretation of cXy(^) 
and q y(A) may be more easily exhibited by reference to the quantities
w(A) r Cxv2(A) + qxy2(A) 1fx (A).fy (A)
which is called the coherence, and the phase
8.
0(A) = arctan [q^^(A) / Cx^(A) ]
The coherence measures the strength of association between the two 
series at frequency A, in the same way that a correlation coefficient 
will describe the strength of association between two random variables. 
The phase describes the fixed time (or angle) lead or lag in the y 
series relative to the x series, at the frequency A. It should be 
noted that if the coherence at A is small, the estimate of 
[q (A)/cxy(A)] is likely to have a large variance^ and hence the 
points in the phase diagram corresponding to frequencies with low 
coherence will generally contain less useful information than points 
corresponding to frequencies with high coherence. A detailed discussion 
of the coherence and phase may be found in Granger [7] Chapter 5.
Another useful quantity in helping to establish the frequency 
relationships between two series is the gain
h (A)
[c 2 (A) + q 2 (A)]xy nxy
f (A)x
When plotted against frequency, the gain is essentially the regression 
coefficient of the process y on x at each A.
This follows from the sampling property of the phase, where
6(A) ~ N ( 6(A) , — k (x)dx
W2 (A)
-  1 (A) A 0 ,
for M integer and k(x) a given set of weights, both discussed in
Section 1.4 below.
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In the later chapters of this thesis there are a number of 
references to the spectrum, coherence, and phase and the way in which 
these parameters have been used to help identify certain conditions in 
the data. With a finite data set it is clearly not possible to carry 
out an analysis in terms of the true spectral parameters as these may 
never be known. The procedures followed for estimating the spectral 
function (1.3.1) are now outlined.
1.4 Spectral Estimation
If the process generating x(n) is assumed to possess zero 
mean, the autocovariance function may be estimated by
c (t ) = s( x(n)x(n-br))
1 N-t= Z x(n)x(n-K) ,
n=l
for N observations and t = 0,1,...,N-1 . Although the estimator c (t ) 
will be unbiased, it is usual to use N instead of N-r as a divisor since 
this slightly biased estimator possesses a smaller mean square error.
As each succeeding covariance estimate is based on one less observation, 
the tail of the set c (t ) will generally prove to be unreliable and for 
this reason very little importance can be attached to it. Normalising 
the set of c (t ), i.e., dividing each by the variance c(0), will give 
the set of autocorrelations t (t ) which when plotted as a function of t 
gives a sequence referred to as the correlogram. Such a sequence may
often prove very useful in considering lag relationships, and in determining 
the nature of a proposed autoregressive scheme.
As a first approximation to the spectrum, the sample periodogram
(1-4.1) 1(A) = I I e lAn x(n) |2 -7T < A ^ 7T
n=l
is often used. This representation is usually employed for investigating 
the harmonics of fixed known frequencies under the assumption that x(n) 
is genuinely periodic, in which case the spectral distribution would be 
a step function. For practical purposes the formula used to calculate 
the set of periodogram ordinates is
1 f / N \2 / N \2"i
(1.4.2) I (A) = 7^  -j ( E x(n) cos A .n J + f Ex(n)sinA.njj^ ,
J l \ n=1 J E E n=i J / J
for A. = 2tt j / N and j = 1 ,2 , . . . , [N/2 ], where the square brackets 
denote the integer part of the subscript. Although the periodogram is 
an asymptotically unbiased estimate of the spectrum, the variance does 
not approach zero so that it is not a consistent estimate. However, if 
the true function f(A) does not vary too much over a narrow range of 
frequencies centred at A, a weighted average of periodogram values in 
this frequency band will give a consistent spectral estimate.
An alternative representation of (1.4.1) is 
1 N N
1(E) = E E x(n)x(m) cos A(n-m) ,
n=1 m=1
1 0 .
which may be written in the form
(1.4.3) 1(A) -7T < A ^ TT
1 1
27T
N-lZ
-N+1
cos At c (t )
It would be expected that the spectrum to be estimated from N observations
may be easily derived from (1.4.3) since lim 6{I(A)} = f(A) . However,
N— oo
with a restricted set of observations there is a limit to the number of 
autocovariances available; this in turn limits the number of frequency 
bands over which the spectrum can be estimated. Further to this, the 
use of (1.4.3) is restricted since the autocovariances become 
increasingly less reliable as t approaches N. To overcome this 
problem of low reliability, only the first M autocovariances are used.
In assigning a value to M, the number of c (t ) included should 
not be so large that the accuracy of the spectral estimates, in terms 
of variance, will be affected. On the other hand, M should be large 
enough for the estimated spectrum to show any existing narrow tall peaks; 
this is the consideration of resolution. Obviously the choice of M 
will fall somewhere between a low value giving an adequate indication 
of where spectral mass lies, and a high value giving some idea of what 
resolution is needed. We should also note that as the number of 
observations increases, the number of lag values M would increase and 
so it becomes possible to reduce the width of each frequency band to 
obtain finer discrimination of frequencies and better estimates of the 
spectral power.
In addition, instead of estimating the power spectrum at a 
specific frequency, we introduce a weighting scheme which estimates 
the average power about a frequency by placing most weight on those
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frequencies near to A while sharply suppressing the remainder« Working 
with only the first M autocovariances, the estimated spectral function
iS XX ^ 1 ^
(1«4.4) fM(X) = f(A) = —  Z cos At k(T/M)c(x) ,
-M
where the factor k(x/M) represents the proposed set of weights.
averaging kernel, the Fourier transform of which is the spectral 
window. Denoting this window as K(X), we may now express (1.4.4) in 
the form
where 1(6) is the periodogram. Thus the spectral estimators of this 
type are weighted averages of the periodogram with a spectral window 
K(A) , concentrating at the origin as N increases, being the weighting 
function.
The spectral window will not completely suppress power at 
frequencies not near X and hence some leakage from neighbouring bands 
is likely to occur. Such leakage may be reduced by sharpening the 
spectral window which in turn requires the use of additional auto­
covariances. As already pointed out, the c (t ) become increasingly 
less reliable and so any accuracy gained from narrowing the bandwidth 
is offset by increased variance in the tail end of the autocovariance 
set. For further spectral analysis the spectral window used is
The weighting scheme k(x/M) is referred to as the covariance
7T
derived from the set of Parzen weights,
1 3 .
2
r v M > v M ' o ^ t ^ | m
( 1 . 4 . 5 ) kO r/M ) = \
2 ( 1 - l | m  ^ T ^ M
The a d v a n ta g e s  o f  t h i s  window a r e  t h e  e x t r e m e l y  low s i d e  l o b e s  which 
r e d u c e  l e a k a g e  be tw een  b a nds ,  and t h e  n o n - n e g a t i v e  e s t i m a t e s ,  n e g a t i v e  
e s t i m a t e s  b e in g  a p o s s i b i l i t y  w i t h  some o t h e r  known windows.
As p r e v i o u s l y  n o t e d ,  a r e a l  s t a t i o n a r y  t im e  s e r i e s  w i l l  have 
a s p e c t ru m  which i s  symmetr ic  a b o u t  t h e  o r i g i n  c o r r e s p o n d i n g  t o  
c o v a r i a n c e  e q u a l i t y  be tw een  p o s i t i v e  and n e g a t i v e  l a g s ,  i . e . ,  
c ( t ) = c ( - i ) .  For  economic d a t a  i t  i s  u s u a l  to  a n a l y s e  t h e  sp e c t ru m  
i n  t h e  f r e q u e n c y  r a n g e  [0 ,7T] o n l y .  With t h e s e  p e r i o d i c a l l y  r e c o r d e d  
o b s e r v a t i o n s  t h e r e  w i l l  be some f r e q u e n c i e s  o u t s i d e  t h e  s p e c i f i e d  
r a n g e  which n e c e s s a r i l y  o v e r l a p  a t  c e r t a i n  f r e q u e n c i e s  w i t h i n  [0,7T]„ 
T h i s  p rob lem , known as  a l i a s i n g ,  w i l l  o c c u r  where  t h e  power o f  h ig h  
f r e q u e n c y  o s c i l l a t i o n s  i s  l a r g e  t h u s  c a u s i n g  some m i s r e p r e s e n t a t i o n  
i n  t h e  s p e c t r a l  d e n s i t y .  U n le s s  t h e  i n t e r v a l  be tw een  s u c c e s s i v e  
o b s e r v a t i o n s  i s  l e n g t h y ,  t h e s e  a l i a s i n g  e f f e c t s  can  u s u a l l y  be i g n o r e d ,
1 .5  D i g i t a l  F i l t e r i n g
For a g i v e n  s e r i e s  x (n )  we may w ish  to  p e r f o r m  a p r e l i m i n a r y  
t r a n s f o r m a t i o n  on t h e  d a t a  t o  o b t a i n  a new s e r i e s  y ( n ) . Such a p r o c e s s  
i s  c a l l e d  d i g i t a l  f i l t e r i n g  and may be r e p r e s e n t e d  i n  t h e  form
00 00 2y ( n )  = Z b . x ( n - j )  where  Z i b . |  <
“°° J ~00 J
( 1 . 5 . 1) 00
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The p r o p e r t i e s  o f  t h e  f i l t e r  may be summarised by t h e  F o u r i e r  t r a n s f o r m
o f  t h e  b^ se quenc e ,
h ( A )  = Z b .e
-oo J
iAj
which i s  known as  t h e  f r e q u e n c y  r e s p o n s e  f u n c t i o n  o f  t h e  f i l t e r e  R a th e r  
t h a n  work i n  complex t e r m s ,  i t  i s  e a s i e r  to  n o t e  t h e  e f f e c t s  o f  t h i s  
f u n c t i o n  by r e f e r e n c e  t o  t h e  r e a l  v a l u e d  e x p r e s s i o n  | h ( A ) | , t h e  g a in  
o f  t h e  f i l t e r  i n  ( 1 . 5 . 1 ) .  The g a i n  w i l l  g i v e  t h e  e f f e c t  o f  t h e  f i l t e r  
on a s i n e  wave s i g n a l  o f  known f r e q u e n c y  A, and i n  p a r t i c u l a r  w h e th e r  
a g i v e n  s i g n a l  i s  a m p l i f i e d  o r  s u p p r e s s e d .
As t h e  r e l a t i v e  m ag n i tu d e  o f  component  waves making up a t im e  
s e r i e s  i s  i n d i c a t e d  by t h e  s p e c t r a l  d e n s i t y  f u n c t i o n ,  and b e c a u s e  t h e  
f i l t e r  has  d i f f e r e n t  e f f e c t s  on components  o f  t h e  s i g n a l  a t  d i f f e r e n t  
f r e q u e n c i e s ,  t h e  s p e c t r a l  d e n s i t y  f u n c t i o n  o f  t h e  f i l t e r e d  s e r i e s  w i l l  
n o t  be t h e  same as  t h a t  o f  t h e  o r i g i n a l  s e r i e s .  In  f a c t  t h e  r e l a t i o n s h i p  
be tw een  t h e  two i s
( 1 . 5 . 2 )  f (A)  = Ih ( A ) I 2 f  (A)
y  x
F r e q u e n c i e s  f o r  which  t h e  g a i n  i s  r e l a t i v e l y  s m a l l  w i l l  be  r e d u c e d  in  
a m p l i t u d e ,  i . e . ,  f i l t e r e d  o u t ,  and t h u s  by a s u i t a b l e  c h o i c e  o f  f i l t e r  
i t  i s  p o s s i b l e  t o  l e a v e  u n a l t e r e d  ( p a s s )  o r  m odify  such f r e q u e n c i e s  
a s  r e q u i r e d .
As n o t e d  i n  S e c t i o n  1 .4  one o f  t h e  p rob lem s  i n  e s t i m a t i n g  
t h e  sp e c t ru m  i s  t h e  l i k e l y  l e a k a g e  o f  power t o  n o n - n e i g h b o u r i n g  
f r e q u e n c i e s .  I f  t h e  x s e r i e s  i s  f i l t e r e d  t o  form y such t h a t  t h e  
y sp e c t ru m  w i l l  no t  have  a peak  a t  A,  t h e n  a t  f r e q u e n c i e s  n o t  n e a r
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A, t h e  e s t i m a t e s  w i l l  no l o n g e r  b e  b i a s e d  by s u ch  a p e a k .  T h i s
t e c h n i q u e  i s  c a l l e d  p r e w h i t e n i n g .  G e n e r a l l y ,  an  i d e a l  f i l t e r  w o u ld
be o n e  p r o d u c i n g  a s e r i e s  w i t h  a f l a t  s p e c t r u m  ( w h i t e  n o i s e )  i n  w h ic h
c a s e  t h e r e  w o u ld  b e  no b i a s  i n  t h e  e s t i m a t i o n .  Once h a v i n g  d e r i v e d
t h e  s p e c t r a l  e s t i m a t e s  o f  t h e  y s e r i e s ,  t h e  e f f e c t s  o f  t h e  f i l t e r  m us t
be  c o n s i d e r e d  i n  o b t a i n i n g  an  e s t i m a t e  o f  t h e  s p e c t r u m  o f  t h e  o r i g i n a l
s e r i e s .  The g a i n  may be  c a l c u l a t e d  f r om  t h e  g i v e n  f i l t e r  c o e f f i c i e n t s
and t h e  e s t i m a t i o n  o f  f  (A) u s i n g  f  (A) f o l l o w s  f rom  ( 1 . 5 . 2 ) ;  t h i s  i s
x y
t h e  p r o c e s s  o f  r e c o l o u r i n g .
I n  C h a p t e r s  2 an d  4 we d i s c u s s  f i l t e r i n g  t e c h n i q u e s  d e s i g n e d  
t o  p a s s  o n l y  t h o s e  f r e q u e n c i e s  a t t r i b u t e d  t o  c e r t a i n  c o m p o n e n t s  i n  a 
g i v e n  s e r i e s .
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CHAPTER 2
THE SEASONAL MODEL
2 o 1 I n t r o d u c t I o n
W h i l e  a l l  eco n o m ic  s e r i e s  w i l l  b e  a f f e c t e d  by s u c h  f a c t o r s  
a s  t h e  l e v e l  o f  t e c h n o l o g y ,  t h e  p o l i t i c a l  e n v i r o n m e n t  and movements  
i n  p o p u l a t i o n ,  i t  w o u ld  b e  a l m o s t  i m p o s s i b l e  t o  a s s e s s  t h e  c o m p l i c a t e d  
m an n e r  i n  w h i c h  t h e y  e n t e r  i n t o  an  i n d i v i d u a l  s e r i e s .  When p r o p o s i n g  
a  m o d e l  t o  r e p r e s e n t  a n  eco n o m ic  p r o c e s s  n o t  a l l  i n t e r a c t i o n s  b e t w e e n  
f a c t o r s  c a n  be  a c c o u n t e d  f o r ,  an d  h e n c e  m a t h e m a t i c a l  e x p e d i e n c y  u s u a l l y  
r e q u i r e s  t h a t  a s e r i e s  b e  p o s t u l a t e d  i n  a r e l a t i v e l y  s i m p l e  fo rm.  For  
p r e s e n t  p u r p o s e s  t h e s e  i n t e r a c t i o n s  a r e  i g n o r e d  an d  an y  g i v e n  s e r i e s  
i s  c o n s i d e r e d  a s  t h e  sum o f  t h r e e  d i f f e r e n t  co m p o n e n t s  g e n e r a t e d  by 
d i f f e r e n t  c a u s a l  s y s t e m s ;  t h e  p r i m a r y  p r o b l e m  i s  t h e n  t o  i s o l a t e  t h e s e  
t h r e e  f a c t o r s  f o r  i n d i v i d u a l  s t u d y .  The f u n c t i o n a l  fo r m  s u g g e s t e d  i s
( 2 . 1 . 1 )  x ( n )  = p ( n )  + s ( n )  +  u ( n )  ,
a s s u m i n g  e a c h  o b s e r v e d  v a l u e  t o  b e  a f u n c t i o n  o f  t r e n d  p ( n ) , s e a s o n a l  
s ( n ) ,  a n d  r e s i d u a l  u ( n ) . Where  i t  i s  f e l t  t h a t  t h e  c o m p o n e n t s  h a v e  a 
m u l t i p l i c a t i v e  r e l a t i o n  a s i m p l e  l o g a r i t h m i c  t r a n s f o r m a t i o n  w i l l  r e d u c e  
t h e  d a t a  t o  f i t  t h e  model  ( 2 . 1 . 1 ) .
T r e n d  r e p r e s e n t s  a p e r s i s t e n t ,  l o n g  t e r m  movement  i n  t h e  
s e r i e s  c a u s e d  by s l o w l y  c h a n g i n g  b a s i c  f a c t o r s  s u c h  a s  p e r  c a p i t a  income 
an d  c o n s u m p t i o n  h a b i t s .  The s e a s o n a l  p a t t e r n  s u m m a r i s e s  t h e  s y s t e m a t i c  
movem en ts  o f  a n  a n n u a l  co m p o n en t  w i t h i n  t h e  d a t a .  E xam ples  o f  f a c t o r s
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which may cause variation in economic data attributable to such a 
seasonal component are social customs and climatic conditions; clearly, 
agricultural production will be closely linked with season, while many 
industrial figures may be influenced by the number of school leavers. 
The estimation of a seasonal pattern will prove useful for purposes 
of forecasting, planning and control, as well as for eliminating the 
component from the data in order to isolate and analyse the other 
contributing factors to the economic process« The residual can 
therefore be regarded as what is left when the trend and seasonal 
have been removed« Included in this component will be the effects 
from errors of observation, the distribution of working days within 
the period, and extreme values caused by such occurrences as strikes 
and floods. It is to the estimation of the seasonal component that 
most attention, in what has to follow, is directed.
2.2 The Seasonal Component
A lot of recent work discussing the problem of seasonal 
estimation has been centred on the use of Fourier or spectral methods, 
see Hannan [10] and Nettheim [15] for example. This approach assumes 
the model representing the data to consist of seasonal plus 'noise', 
where noise constitutes all the remaining variation. Thus the measure­
ment of seasonal may be simply reduced to the problem of extracting a 
signal from noise.
To formulate a discussion of seasonal adjustment which may 
equally well apply to weekly, monthly and quarterly data, let 2m be
18.
the number of observations in a year (so for monthly data m = 6).
The most simple assumption for the seasonal component is that of a
stable pattern, in which s(n) is a strictly periodic sequence. Such
a representation is of the form
2m 2m
s(n) = Z a.e.(n) , Z a. = 0 ,
1 J J 1 J
where e^(n) is unity in the jth observation of the year and is otherwise 
zero. An equivalent representation in the frequency domain is
s(n) = Z Sj^(n) = Z (a^cos A^n + ß^sin A^n) , A^
where the numbers are called the seasonal frequencies. The ß^
are random variables satisfying the conditions
S(ak) = S(ßk) = 0 , S ( a . ß k ) = 0 all j,k
£(a .a ) = 6(ß .ß, ) J k j k
CTu2 J - k
0 j A k
so that s(n) has a spectral representation with a spike of height cr^  
exactly at each Ak*
The assumption of a constantly repeating seasonal may not 
always be reasonable when one considers the changing economic, social 
and institutional environment. For this reason attention is now turned 
to a model in which both the amplitude and phase of the pattern are 
allowed to undergo gradual and continuous changes.
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A common a p p ro a c h  i n  a l l o w i n g  f o r  t h i s  phenomenon i s  t.o 
assume that ,  a,  and ß a r e  s im p le  f u n c t i o n s  o f  t im e  i n  which c a s e  t h e
K. &
model  becomes
m m
( 2 . 2 . 1 )  s (n )  = L s ^ n . )  = ^  ( a ^ ( n ) cos  A^n + s *“n
Where t h e  s t a b l e  s e a s o n a l  p a t t e r n  c o r r e s p o n d s  t o  a c o n c e n t r a t i o n  o f  
s p e c t r a l  mass p r e c i s e l y  a t  t h e  s e a s o n a l  f r e q u e n c i e s ,  i n  ( 2 . 2 . 1 )  t h e s e  
p e a k s  a r e  t o  some e x t e n t  s p r e a d  a ro und  t h e  A t h u s  c r e a t i n g  t h e  s i t u a t i o n  
o f  an e v o l v i n g  s e a s o n a l  p a t t e r n o  An o b v i o u s  method o f  e s t i m a t i n g  s (n )  
i s  t o  d e v i s e  a f i l t e r  w i t h  a f r e q u e n c y  r e s p o n s e  f u n c t i o n  which  i s  n e a r  
z e r o  e xcep t  i n  sm a l l  bands  c e n t r e d  a t  each o f  t h e  where i t  w i l l  have 
pe a ks  a s  n e a r l y  as  p o s s i b l e  r e c t a n g u l a r .  I n  t h e  n e x t  s e c t i o n  a f i l t e r  
d e s i g n e d  t o  a p p ro x i m a t e  t h i s  p r o p e r t y  i s  d i s c u s s e d  a t  some l e n g t h .
Given t h e  model  ( 2 . 1 . 1 )  one o f  t h e  p rob lem s  i n  i s o l a t i n g  
t h e  s e a s o n a l  component  u s i n g  s p e c t r a l  methods  i s  t h e  l i k e l i h o o d  o f  
c o n c e n t r a t e d  power i n  t h e  v e r y  low f r e q u e n c i e s  due t o  t r e n d .  I f  t h i s  
t r e n d  component i s  t o  be i n c l u d e d  as  n o i s e ,  t h e n  a t t e m p t s  a t  e s t i m a t i n g  
t h e  seasona l ,  s i g n a l  a r e  no t  l i k e l y  t o  p ro v e  v e r y  s u c c e s s f u l .  By f i r s t  
rem oving  t r e n d ,  e . g . ,  u s i n g  a f i l t e r  d e s i g n e d  t o  p a s s  o n l y  t h o s e  
f r e q u e n c i e s  no t  n e a r  t h e  o r i g i n ,  t h i s  s o u r c e  o f  b i a s  can be removed 
and so t h e  s e r i e s  w i l l  now be made up a d d i t i v e l y  o f  s e a s o n a l  and 
r e s i d u a l .  V a r io u s  methods o f  t r e n d  rem oval  a r e  d i s c u s s e d  i n  C h a p t e r  4.  
We now assume t h e  model
( 2 .2 .2 ) y ( n )  = s ( n )  + u (n )
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where the trend free observations y(n) are referred to as the set of 
first residuals.
2.3 Estimation Procedure
In (2.2.1) the seasonal component is represented as the sum 
of m narrow band signals, amplitude modulated and centred at the seasonal 
frequencies A . Assuming the seasonal to change over time, the stochastic
IV
process which generates a^(n) and ß^(n) maY be of the form 
(2.3.1) ak(n) = Pkak(n-1) + ek(n) » ßk(n) = Pk*3k^n"1  ^ + \ ( n)
2where | p,|  ^ 1 , e (n) and n (n) have zero mean and common variance cr ,K k k k
and all correlations vanish between €k(n) > r)k(n) ^or For tbis
model, the contribution of the seasonal component to the spectrum arises 
from a narrow band of frequencies about ± , the width of such bands
depending on . Since each s^(n) has such a narrow band signal, there 
will be little interference between bands and so we may produce a separate 
filter for each band such that the sk(n), summed over k, give s(n). An 
initial simplification to the model is to set pk = 1 (see Hannan [11] 
for further discussion).
Suppose that after trend removal there are N observations 
in the model (2.2.2); if there are N initial values the validity of 
this assumption depends on the filter used to remove trend, as discussed 
in Chapter 4. Define
iA n
£k(n) = i(ak(n) - ißk(n)}e = i_R(n)
so that s (n) = | (a) + | (n). Now allowing s(n) to possess anK. K. K
evolutionary pattern, observations close to time n should have greater 
weight in estimating this seasonal component than those distant from n. 
For ß < 1 and M, an integer depending on ß , an estimate of | (n) is
K. K  K.
(2.3.2) |k (n)
MZ
-M
iAkj
y(n-j) n = M+l , . . . ,N-M
A full discussion of ß^ and M is given in Sections 3.1 and 3.2, and 
for further estimation procedures is assumed to be a constant value 
ß over frequency.
With a finite number of observations N, the estimator (2.3.2) 
only applies to the middle N-2M time points in the series, and from its 
symmetric nature we label this intermediate estimation procedure as 
a two sided filter. In (2.3.2) the number of observations contributing 
to the seasonal estimate at time n is restricted to some M values in 
either direction from this time point. With such a condition, observa­
tions outside the limit M would make an almost negligible contribution
to the seasonal estimate at n; this follows from the convergent nature
I * Iof the weighting function ß for ß less than unity. Rather than 
calculate separate summations for each n, it becomes possible to 
determine initial values and then use an iterative procedure to help 
determine the remaining estimates.
The first step is to calculate the quantities
2 2 .
M .
u '(M+1) = H E  ßJcos A j y(M- j+1) k 0 k
M i
v. '(M+1) = H E ß sin A j y(M-j+1) k o k
M .
u "(N-M) = H Z  ßJcos A j y(N-M+j) k 0 k
M .
v "(N-M) = H E  ßJsin A j y(N-M+j) k 0 k
where H (l-ß)/(1+ß). Then iteratively
u '(n+1) k
vk '(n+1) 
uk"(n-l) 
vk"(n-1)
ß{uk '(n) cos A - v '(n) 
ß{uk ' (n) sin Ak + vfc' (n) 
ß{uk"(n) cos Ak - vk"(n) 
ß{uk"(n) sin Ak + vk"(n)
sin A } + H y(n+1) 
cos Ak) , 
sin A ) + H y(n-1) 
cos A }
such that u 1(n), v 1(n) are weighted summations of past values, relative
iC fcC
to time n, and uk"(n), v "(n) are weighted summations of future values.
As already stated the parameter M defines the range of observations
from time n that will determine s(n). However, additional values will
contribute little and are included purely for computational purposes.
For each A, , the associated seasonal estimate is then k
(2.3.3) ^ k ^  =  (2 ~ &km){uk'(n) + uk"(n) ” H y (n)} >
n = M+l,...,N-M and & m is unity if k = m, otherwise zero. With
K.
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this estimation method the symmetry of (2.3.2) is lost, although we 
shall continue to call the intermediate filter two sided for purposes 
of reference.
Unfortunately (2.3.3) does not give seasonal estimates for 
the last M time points in the series, usually regarded as the most 
important for policy making decisions. In this lower segment, each 
estimate will depend more on past observations and less on the future 
as n approaches N. An estimate akin to (2.3.2) but based only on the 
past is
(2.3.4)
M . iA j
(1-ß) Z ßJ e y(n-j) , 
0
where the superscript (0) indicates zero future observations in the 
summation. These estimates may be calculated using
M .
(1-ß) Z ßJcos A j y(n-j) and
0
M .
(1-ß) Z ßJsin A j y(n-j)
0 k
Since observations distant more than M time points from n would 
contribute almost negligibly to (2.3.4), the inclusion of such values 
will again be of little significance. With this the case, set
ufc(N-M) = (l+ß)uk '(N-M)
v, (N-M) = (1 "iß)v ' (N-M) k k
uk(n) =
V n) =
and use the iterative relationships
24 ,
uk(n+l) = ß{uk(n) cos Ak - vk(n) sin A^} + (1-ß)y(n+l) ,
vk(n+1) = ß{uk(n) sin Afc + v (n) cos A } ,
to form the remaining values.
For n = N - V there are V future observations which may be 
used in updating an initial estimate based only on the past. Thus 
at time N-M there are M future observations available whereas at time 
N the lag value V is zero. For V ^ 0,
~ (V) ( . - (V)/ X , t \
k ^ ' =  ^k ^  + ^-k ^
where V is the number of future observations relative to time n. An
 ^ (V)iterative relation in V for sk (n) is
(2.3.5) \ (V)(n) = + (2-5^) (l-ß)ß(V' 1) (y(n+v) cos -
- u (n+V) cos AkV - vk(n+v) sin AfcV} ?
for n = N - M , a n d  V = 1,...,M, where
sk(0)(n) = (2-&km)uk(n)
^ (V)As n approaches N so sk (n) will be based on a reducing number of
future observations. For each succeeding iteration the weighting 
(V- 1)function (1-3)3 decreases in value and so we would expect some
~ (v)stability to begin appearing in the iterated sk (n). This problem
of trying to ascertain just how many additional observations are required
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f o r  s t a b i l i t y  i s  f u r t h e r  d e a l t  w i t h  i n  S e c t i o n  3 . 5 .  The f i n a l  e s t i m a t e
i n  ( 2 . 3 . 5 )  i s  d e t e r m i n e d  a f t e r  V i t e r a t i o n s ,  and a g r a p h i c  r e p r e s e n t a t i o n
o f  t h i s  u p d a t i n g  p r o c e d u r e  i s  g i v e n  i n  F i g u r e  1, page 36. We s h a l l  r e f e r
~ (V)t o  t h e  f i l t e r  used  t o  d e t e r m i n e  t h e  s^  (n)  a s  b e i n g  one s id e d .
The s e a s o n a l  e s t i m a t e s  f o r  t h e  f i r s t  M t im e  p o i n t s ,  t h e  upper
segment  o f  t h e  s e r i e s ,  may be e v a l u a t e d  u s i n g  i d e n t i c a l  methods  bu t
w i t h  t h e  t im e  a x i s  r e v e r s e d .  A l l  t h e  above f o rm u la e  w i l l  s t i l l  h o ld
w i t h  a p p r o p r i a t e  changes  b e i n g  made so t h a t  n = 1 , . . . , M + 1  . An a l t e r n a -
^ (v )
t i v e  method o f  d e t e r m i n i n g  t h e  s^ (n)  w i t h  t h e  one s i d e d  f i l t e r  i s  
t o  u s e  t h e  fo rm u la
( 2 . 3 . 6 )  s ( V ) (n) = ( 2 - 5  m)H Z ( ß ^ ” V  ^ + ß } cos A ( j - V )  y ( N - j )  .
R k 0 k
T h i s  h a s  t h e  a d v a n ta g e  o f  b e in g  a b l e  t o  c a l c u l a t e  s ^ n )  f o r  any 
g i v e n  n w i t h o u t  f i r s t  e v a l u a t i n g  a number o f  i n i t i a l  q u a n t i t i e s ;  t h e  
o b v i o u s  d i s a d v a n t a g e s  a r e  t h e  l e n g t h y  summation r e q u i r e d ,  and t h e  one 
s i d e d  n a t u r e  o f  t h e  f i l t e r .
I n  ( 2 . 3 . 3 )  i t  was assumed t h a t  o b s e r v a t i o n s  d i s t a n t  g r e a t e r
t h a n  M from n would have  a n e g l i g i b l e  e f f e c t ,  and so t h e r e  would be
l i t t l e  i f  any d i f f e r e n c e  i n  s, (n) i f  t h e  e s t i m a t e  were  b a s e d  on ank
i n f i n i t e  number o f  p a s t  and f u t u r e  v a l u e s .  T h i s  i s  c l e a r l y  no t  t h e  
c a s e ,  a l t h o u g h  f o r  f u r t h e r  d i s c u s s i o n  i t  w i l l  be  c o n v e n i e n t  t o  s e t  V 
a t  i n f i n i t y  f o r  t h e  i n t e r m e d i a t e  segment .
The r e s p o n s e  f u n c t i o n  o f  t h e  f i l t e r  p r o d u c i n g  s^C11) i-s
26,
(2.3.7) hk(V)(A) = {g(V)(A-Ak)e k + g (V)(A+Ak>e k ) ,
where
(V)g (A) 1-3
( l - ß e 1A)
.. iAv nviAv n/1 iA e -3 e + ß d - e  ) iA H
e - ß
For V infinite the response is real, and
hfc(A) = (1-ß) 1 + 1
1+ß2-2ß cos(A-Ak) 1+ß2-2ß cos(A+A )
the superscript (<») being dropped since this is implied. As V reduces, 
the variance of the estimate at time N-V increases (see Hannan [11]) so 
that estimates in the intermediate segment, where V is infinite, will be 
more efficient than those in the upper and lower segments.
A further representation of the seasonal component is
(2.3.8)
iA. n
s(n) = Z sk(n) = Z' £k(n) = Z' &ke
1 -m -m
where & = ^[a, (n)-iß (n)] and the prime on the summation indicates
K tv K
the zero term is omitted. The amplitude of the signal at the kth seasonal 
frequency at time n, defined as p (n), may then be estimated from (2.3.8).
K.
This estimate is used to depict the evolutionary nature of the signal at
A, , and is derived as k
Pk(n) = 2 I Sk I = [ak2 (n) + ßk2 (n)]2 , n = !,...,N
In the intermediate segment estimates of cck(n), ßk(n) are
27.
ak(n) = sk(n) cos Afcn + (2-6^) (v^ (n) - vk"(n)} sin A^n 
ßk(n) = sk(n) sin Afcn - (2-6^) {vk ' (n) - vk"(n)) cos \ n
/N (V)For the lower segment the quantity sk (n) , corresponding to the
- (V)imaginary part of |k (n) , must first be calculated. This is determined 
using an iterative relation analogous to (2.3.5) and in fact is
s, (n) = s , ^ V ^  (n) - (2-6,m)(1-ß)ß^V ^  (y(n+V) sin A V - u (n+V) sin A V + k k k k k k
+ v, (n+V) cos A, v) , k k
for n = N-M, . . . ,N-1 and V = l,o..,M , where sk^^(n) = (2-£>km)vk(n) 
The following relationships then follow
a, (n) = s (n) cos A n + s (n) sin A n ,K K. K K. K.
ß (n) = * <V>(n) sin A n - s (n) cos A n k k k k k
Estimates of a, (n) , ß, (n) at time points n = 1,...,M+1 may be made k k
using identical methods to those just outlined. Thus we may construct 
values of a,(n) and ß (n) over the whole history of the series and
IV kC
so depict the evolutionary nature of the signal at each seasonal 
frequency. As A^ , the frequency at which an oscillation of period 2m 
is centred, is generally the dominating frequency, most attention will
be focussed on the movement of the estimated amplitude (n) in assessing
the evolutionary pattern of the seasonal component.
28„
Further discussion of this seasonal filtering procedure is 
detailed in Chapter 3, and an example to illustrate the effectiveness 
of the filter now follows»
2.4 An Example
Consider the series "All (Australian) Cheque Paying Banks; 
Loans, Advances and Bills Discounted, $M", (Bank Advances) for the 
period September 1945 to May 1967 inclusive. In this monthly series 
there are 261 observations, and these values are listed in Table 1A 
by month and year; the remaining Tables IB, 2, 3 retain the same order 
of observations. There is a noticeable increase in the observed values 
over time which may be attributed to a trend component. The estimated 
spectrum supports this contention as there exists substantial power at 
frequencies near the origin; the spectral estimates in Table 4 are 
determined at the frequencies TTj/48, j = 0,1,...,48 j being the 
number of lags, and the power is denoted as a number with a decimal
ß
exponent, e.g., E 06 = 10 . The contribution from these low frequency 
components is removed with a filter developed in Section 4.2; in 
using this method no observations are lost to the analysis.
For f (A), the estimated spectrum of first residuals, they
power is now concentrated around the seasonal frequencies A = ITk/6,K
Source; "Monthly Review of Business Statistics", Commonwealth
Bureau of Census and Statistics.
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k = with 7\y corresponding to the twelve monthly cycle, being
the major contributing frequency to total variation. Setting ß = 0.96 
and M = 72 the seasonal estimation procedure discussed in the previous 
section was applied to the data, with some of the more important results 
being given in Tables 2 to 4 (a detailed set of results over all 
frequencies is listed in Appendix 2). Of particular interest is to 
note how the seasonal component estimated from the signal about A 
exhibits gradual and continuous changes in value, see Table 2A. 
Recognising as the dominant seasonal frequency, substantial power 
also exists about the remaining A^ and this is reflected in the 
contribution of these frequencies to the aggregated quantity s(n)
(Table 3A). As suggested by the spectrum of first residuals, Table 4, 
the magnitude of the s^Cn) generally reduce as k increases, while 
still retaining the evolutionary characteristic.
The estimated seasonal amplitude p^(n) , Table 2B, shows a 
steady increase in value with n; this apparent upward trend is common 
to the first three or four frequencies after which the rapidly evolving 
nature of the higher frequency harmonics makes any further assertions 
difficult. From these results it would be reasonable to assume an 
increase in the seasonal amplitude with time, and in this case, trend.
For purposes of comparison, a stable seasonal pattern was
calculated by averaging the a^(n) and ß^Cn) over n to obtain
values a, , ß, independent of time. As the series is known to be k k
of an evolutionary nature, this model will be of little use. Another 
means of comparison is to average the a, (n) and ß (n) over theK. K.
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number of years in which one might expect a noticeable change in the 
seasonal pattern to occur. This is the 'moving' stable model and is 
likely to possess evolution similar to that of (2.2.1). With Bank 
Advances, averaging over a five year period,the seasonal estimates 
derived from the 'moving' stable model are consistent with the initial 
model although displaying considerably less evolution.
As the reliability of the last M estimates will be of
considerable importance, Table 5 lists some of the iterated values of
 ^ (V)s^  (n) for n = N-M,...,N and the appropriate number of lags V.
At each time point the iterated estimates are shown sequentially across 
the page, and a graphical representation of this process is depicted 
in Figure 1.
To seasonally adjust the given series, two different types
of filtering, one to remove trend and the other seasonal, were used.
In this process it might be expected that effects had been introduced
into the data which were not intended. To determine if this had
happened a cross-spectral analysis between the original and adjusted
series was carried out and the coherence and phase graphed in Figure 2.
Although spectral estimation methods will not give a truly accurate
representation of these two measures, it is clear that low coherence,
as expected, only occurs around the seasonal frequencies. Also, there
appears to be no phase change although the troughs and peaks centred
near the \  are difficult to interpret since they are associated with k
low coherence, and hence increased phase variance (footnote, page 8),
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I d e a l l y ,  i n  s e a s o n a l  f i l t e r i n g  we w o u ld  h o p e  f o r  no p h a s e  c h a n g e ,  and 
low c o h e r e n c e  o n l y  i n  n a r r o w  b a n d s  a b o u t  t h e  s e a s o n a l  f r e q u e n c i e s .  F o r  
a more  d e t a i l e d  d i s c u s s i o n  o f  t h e  u s e  o f  t h e  c o h e r e n c e  an d  p h a s e  i n  
f i l t e r i n g  e v a l u a t i o n ,  s e e  N e r l o v e  [ 1 3 ] .
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CHAPTER 3
CONSIDERATIONS IN ESTIMATING THE SEASONAL
3.1  Th e P a r a m e t e r s  ß and  M
F o r  t h e  s e a s o n a l  mod el  ( 2 . 2 . 1 ) ,  t h e  s p e c t r u m  o f  s (n )  i s
1C
V A> ■ 77
1 + 1
2 2 
1+P'k “ 2 p k cosCA-A^) 1+pk ”2 p k c o s ( ^ +^jc)
w h e r e  t h e  p r o c e s s  g e n e r a t i n g  t h e  a ^ ( n ) ,  ß (n)  i s  ( 2 . 3 . 1 ) .  Now f  (A) 
i s  v e r y  c o n c e n t r a t e d  a t  ±A^ i f  i s  n e a r  t o  u n i t y ,  w h ic h  on t h e  
a s s u m p t i o n  o f  a g r a d u a l  s e a s o n a l  e v o l u t i o n  m us t  n e c e s s a r i l y  be  t h e  
c a s e .  As i s  q u i t e  d i f f i c u l t  t o  d e t e r m i n e  f r om  t h e  d a t a ,  t h e  e x a c t
d i s t r i b u t i o n  o f  s e a s o n a l  power  a b o u t  A w i l l  n o t  be  known.  Where  t h i s  
po wer  i s  c o n c e n t r a t e d  i n  n a r r o w  s p e c t r a l  b a n d s  a r o u n d  t h e  s e a s o n a l  
f r e q u e n c i e s ,  t h e  f r e q u e n c y  r e s p o n s e  o f  an  i d e a l  f i l t e r  w o u ld  c o m p r i s e  
a s e t  o f  f i l t e r  b a n d s  i d e n t i c a l  i n  s h a p e  t o  t h e  s p e c t r a l  b a n d s  and 
a l l o w i n g  f o r  t h e  r e m o v a l  o f  a l l  power  a t t r i b u t e d  t o  an  e v o l v i n g  
s e a s o n a l  c o m p o n en t .
W i t h  no ' a  p r i o r i '  k n o w l e d g e  o f  t h e  t r u e  s h a p e  o f  t h e s e  
s p e c t r a l  b a n d s ,  s i n c e  p ^  i s  n o t  known,  i t  i s  n e c e s s a r y  t o  make an  
a s s u m p t i o n  c o n c e r n i n g  t h e  s p r e a d  o f  power  i n  a s s i g n i n g  a v a l u e  t o  ß, 
t h e  p a r a m e t e r  d e t e r m i n i n g  t h e  w i d t h  o f  t h e  f i l t e r  b a n d s  i n  t h e  r e s p o n s e  
f u n c t i o n  ( 2 . 3 . 7 ) .  C l e a r l y ,  n o t  a l l  s e r L e s  p o s s e s s  t h e  same s p e c t r a l  
r e p r e s e n t a t i o n  so t h a t  ß may b e  f r e e  t o  v a r y  w i t h  t h e  n a t u r e  o f  t h e  
d a t a .  Where  t h e  s e a s o n a l  i s  e v o l v i n g  v e r y  s l o w l y ,  t h e  s p e c t r a l  mass
3 9 «
w i l l  be  h i g h l y  c o n c e n t r a t e d  a t  A and h e n c e  t h e  f i l t e r  b a n d s  w i l l  n ee d  
t o  b e  q u i t e  n a r r o w ;  t h i s  r e q u i r e s  a l a r g e  ß v a l u e .  W i th  a more  r a p i d  
r a t e  o f  e v o l u t i o n  t h e  s e a s o n a l  power  w i l l  b e  more  w i d e l y  d i s p e r s e d  an d  
so a s m a l l e r  v a l u e  o f  ß i s  n e e d e d  t o  p r o d u c e  b r o a d e r  f i l t e r  b a n d s .
I n  t h e  t i m e  d o m a in ,  o f  some i n t e r e s t  a r e  t h e  l i k e l y  c o r r e l a t i o n s
e x i s t i n g  b e t w e e n  v a r i o u s  t i m e  p o i n t s .  I f  i t  i s  e x p e c t e d  t h a t  d a t a  more
t h a n  M o b s e r v a t i o n s  d i s t a n t  f r o m  t i m e  n h a v e  l i t t l e ,  i f  a n y ,  i n f l u e n c e
i n  d e t e r m i n i n g  s ( n ) ,  a s s u m i n g  o f  c o u r s e  an  e v o l v i n g  s e a s o n a l ,  t h e n
a p p r o p r i a t e l y  s m a l l  w e i g h t s  s h o u l d  b e  a t t a c h e d  t o  su ch  o b s e r v a t i o n s
i n  t h e  e s t i m a t i o n  p r o c e d u r e .  The v a l u e  o f  M l i m i t s  t h e  number  o f  t i m e
p o i n t s  i n c l u d e d  i n  determining s ( n ) , and s i n c e  t h e  i n f l u e n c e  o f  s u c c e s s i v e
o b s e r v a t i o n s  r e d u c e s  w i t h  t h e  w e i g h t i n g  f u n c t i o n ,  a s  i n  ( 2 . 3 . 2 ) ,  we
may o n l y  w i s h  t o  e x c l u d e  t h o s e  o b s e r v a t i o n s  w i t h  an  a s s o c i a t e d  w e i g h t
l e s s  t h a n  0 . 0 5 .  F o r  a g i v e n  s e t  o f  ß p a r a m e t e r s  a c o r r e s p o n d i n g  s e t
M
o f  M v a l u e s  s a t i s f y i n g  t h e  c o n d i t i o n  ß < 0 . 0 5  i s
TABLE 6
ß 0 . 9 0 0 .91 0 . 9 2 0 . 9 3 0 . 9 4 0 . 9 5 0 . 9 6 0 . 9 7 0 . 9 8 0 . 9 9
M 30 32 36 42 50 60 74 100 150 300
The f r e q u e n c y  r e s p o n s e  ( 2 . 3 . 7 )  p r o d u c e s  a f i l t e r  band  more  
c o n c e n t r a t e d  a b o u t  A a s  ß a p p r o a c h e s  u n i t y  and so t h i s  p a r a m e t e r
K.
v a l u e ,  and i t s  a s s o c i a t e d  M, w i l l  v a r y  w i t h  t h e  a s sum ed  r a t e  o f  s e a s o n a l
40.
evolution« As the period of the observed data increases, e.g., considering 
quarterly rather than monthly, the number of seasonal frequencies 
reduces and the spectral band in which the seasonal signal occurs is 
widened« Thus the filter bands need to broaden as the data interval is 
lengthened.
3.2 Response of Seasonal Filter
As ß determines the width of the filter bands used in extracting 
the seasonal signal, an appropriate parameter value may be suggested by 
the concentration of the frequency response about A . In constructing a 
separate filter for each frequency, there will be some overlap between 
bands. This is usually of minor consequence and we define the gain of 
the seasonal filter to be the modulus of the sum over all seasonal 
frequencies of the individual responses. From (2.3.7), the gain of 
the one sided filter approaches that of the two sided as the lag number 
V increases. Thus given ß, a corresponding M may be suggested by the 
lag V at which the one sided gain approaches in value that of the two 
sided. For small V the gain of the filter is less concentrated around 
the A and so a greater proportion of the non seasonal signal (noise)
K.
is likely to be included in the seasonal estimates at these corresponding 
time points. As previously indicated, data observed at different length 
time intervals are likely to require different ß values; we now examine 
in detail appropriate ß and M combinations for estimating the seasonal 
component in weekly, monthly and quarterly data.
4 1 .
W i t h  w e e k l y  d a t a  t h e  s e a s o n a l  f r e q u e n c i e s  o c c u r  a t  
= TTk/26, k = 1 , . . . , 2 6  and i t  i s  n e c e s s a r y  t o  c h o o s e  l a r g e  ß and 
M v a l u e s  so  t h a t  t h e  f i l t e r  b a n d s  a r e  s u f f i c i e n t l y  n a r r o w  t o  e s t i m a t e  
t h e  s e a s o n a l  s i g n a l  w i t h o u t  i n c l u d i n g  t o o  much o f  t h e  a d j a c e n t  n o i s e .  
S e t t i n g  ß = 0 . 9 8 ,  s e e  F i g u r e  3 ,  r e s u l t s  i n  c o n s i d e r a b l e  o v e r l a p p i n g  
b e t w e e n  b a n d s  and c o n s e q u e n t l y  a l a r g e  c o n t r i b u t i o n  f r om  n o i s e ;  f o r  
ß = 0 . 9 9 5 ,  F i g u r e  4 ,  t h e  f i l t e r  b a n d s  may p r o v e  t o  be  t o o  n a r r o w  t o  
e s t i m a t e  c o r r e c t l y  t h e  s i g n a l  o f  an  e v o l v i n g  s e a s o n a l  co m p o n en t .
I f  ß = 0 . 9 9 ,  a s  i n  F i g u r e  5 ,  t h e  f i l t e r  b a n d s  a r e  s t i l l  
s u f f i c i e n t l y  b r o a d  w i t h o u t  t h e  c o n t r i b u t i o n  f r om  n o i s e  b e i n g  t o o  
g r e a t .  I n  t h e  f r e q u e n c y  r a n g e  A ± TT/  52 a p p r o x i m a t e l y  8 5 o f  t h e  
a r e a  c o v e r e d  by t h e  two s i d e d  g a i n  l i e s  w i t h i n  t h e  r e s t r i c t e d  band  
A^  ± TT/ 1 0 4 ,  d e m o n s t r a t i n g  t h e  c o n c e n t r a t i o n  o f  t h e  f i l t e r  band  a r o u n d  
t h e  s e a s o n a l  f r e q u e n c y .  W i t h  su ch  a ß v a l u e  it .  i s  e x p e c t e d  t h a t  t h e  
s e a s o n a l  power  a b o u t  A i s  due  t o  o s c i l l a t i o n s  w i t h  p e r i o d s  r a n g i n g  
b e t w e e n  69 an d  42 w e e k s ,  m os t  o f  t h e  power  b e i n g  a t t r i b u t e d  t o  t h o s e  
c l o s e  t o  a 52 week c y c l e .  C o n s i d e r i n g  t h e  o n e  s i d e d  g a i n ,  t h e  f i l t e r  
w i l l  n o t  p r o v e  a s  s a t i s f a c t o r y  and V w i l l  n ee d  t o  b e  l a r g e  b e f o r e  i t  
c o n v e r g e s  i n  v a l u e  t o  t h a t  o f  t h e  two s i d e d  g a i n .  F o r  w e e k l y  d a t a ,  
T a b l e  7 l i s t s  some ß v a l u e s  i n  t h e  l i k e l y  r a n g e  r e q u i r e d ,  t o g e t h e r  
w i t h  c o r r e s p o n d i n g  M and  t h e i r  s u g g e s t e d  l o w e r  l i m i t s .
TABLE 7
ß 0 . 9 8 0 . 9 9 0 . 9 9 5
M 156 182 260
M min 130 156 208
42 .
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As there is no unique M for a given ß, the M min are shown to indicate 
the likely range over which this lag parameter may extend, the upper 
limit of course being restricted by the number of observations N.
The suggested M values are given as modulo m so that some interpretation, 
in terms of years, may be applied to them., e.g., M = 156 is three years 
of data.
Figures 6 and 7 graph the gain of the intermediate filter for ß equal 
to 0.94 and 0.98 respectively. For the first value the bands may be 
too broad thus including undue noise effects in the estimates, whereas 
for the second case the filter bands may be too narrow and hence cut 
into the true seasonal signal. Choosing ß = 0.96, Figure 8, most of 
the seasonal power is expected to be due to oscillations of period 
between 14 and 11 months. The one sided gain now approaches the two 
sided more rapidly with the lower ß value.
ß we may determine the necessary frequency range W which includes a 
given fraction R of the filter band centred at the seasonal frequency
Turning to monthly data, the seasonal frequencies are
7\ =TTk/6, k = 1,...,6 and the required ß and M need not be as large.
K.
Using an approximating procedure (Hannan [11]), for individual
Set
arctan then
W = -2 loge ß tan (^ 7TR)
Table 8 lists suggested ß and M together with W, in radians, for
44 .
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R = 0 . 9 0 .  From t h i s  T a b l e ,  i f  ß = 0 . 9 6  t h e  n e c e s s a r y  f r e q u e n c y  r a n g e  
t o  i n c l u d e  90°jo o f  t h e  v a r i a n c e  c o v e r e d  by t h e  f i l t e r  band  a t  A^  i s  
a p p r o x i m a t e l y  A^ ± 7r /12 ,  s i n c e  7T/6 ~  0 . 5 2 .
TABLE 8
ß 0 . 9 4 0 . 9 5 0 . 9 6 0 . 9 7 0 . 9 8
M 54 60 72 90 120
M min 48 54 60 72 90
W 0 .7 8 2 0 . 6 4 8 0 . 5 1 5 0 . 3 8 5 0 . 2 5 5
F o r  q u a r t e r l y  d a t a  t h e  s e a s o n a l  f r e q u e n c i e s  a r e  A = 7T/2, 7T
K,
and t h e  f i l t e r  b a n d s  w i l l  n ee d  t o  b r o a d e n  a s  t h e  s e a s o n a l  p a t t e r n  i s  
l i k e l y  t o  e v o l v e  o v e r  a r e d u c e d  number o f  o b s e r v a t i o n s .  G iv e n  t h a t  
a s m a l l e r  ß i s  r e q u i r e d  t h a n  f o r  t h e  p r e v i o u s  two c a s e s ,  i t  w i l l  be  
d i f f i c u l t  t o  a s s i g n  an y  o n e  v a l u e  s i n c e  t h e  w i d t h  o f  t h e  f i l t e r  b a n d s  
do n o t  v a r y  a s  much w i t h  c h a n g i n g  ß .  The i n t e r m e d i a t e  g a i n s  f o r  3 
e q u a l  t o  0 . 8 8  and 0 . 9 4  a r e  g r a p h e d  i n  F i g u r e s  9 an d  10 r e s p e c t i v e l y .
A s u g g e s t e d  ß and M r a n g e  i s  g i v e n  i n  T a b l e  9 w i t h  ß = 0 . 9 1 ,  a s  
e x h i b i t e d  i n  F i g u r e  11,  l i k e l y  t o  p r o v e  a s a t i s f a c t o r y  c h o i c e .
ip
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TABLE 9
ß 0.88 0.91 0.94
M 20 32 48
M min 16 26 40
In Figures 12 to 17 examples of the one sided gain have been 
plotted for ß equal to 0.99, 0.96 and 0.91 corresponding to weekly, 
monthly and quarterly observations respectively. For each of the 
three data intervals the lag values V used are zero and 2m, where m 
represents the appropriate number of seasonal frequencies. These 
graphs give some indication of the success of the seasonal filter for 
low values of V and the rate at which the one sided gain approaches 
in value that of the two sided.
The choice of ß and a corresponding M must therefore reflect 
the concentration of power about the X , and hence an assumed rate of 
seasonal evolution. If ß is too low unwanted noise effects may be 
introduced into the estimation whereas a large ß could cause the seasonal 
signal to be underestimated. In attempting to choose an appropriate 
parameter value these two factors must be traded off against each other.
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3 . 3  One a n d  Two S i d e d  C o m p a r i s o n
F o r  c o m p u t a t i o n a l  p u r p o s e s ,  t h e  s e a s o n a l  e s t i m a t e s  a t  t i m e  
p o i n t s  M+l a n d  N-M a r e  c a l c u l a t e d  u s i n g  b o t h  t h e  o n e  a n d  tw o  s i d e d  
f i l t e r i n g  p r o c e d u r e s .  I f  t h e  c h o i c e  o f  M i s  r e a s o n a b l e ,  t h e  two s e t s  
o f  e s t i m a t e s  s h o u l d  b e  a l m o s t  i d e n t i c a l  a n d  i n  p r a c t i c e  t h i s  h a s  i n  
f a c t  t u r n e d  o u t  t o  b e  t h e  c a s e .  As V i n c r e a s e s ,  t h e  o n e  s i d e d  f i l t e r  
a p p r o a c h e s  t h e  tw o  s i d e d  a n d  u s i n g  ( 2 . 3 . 6 )  some i n d i c a t i o n  o f  t h e  r a t e  
a t  w h i c h  t h i s  h a p p e n s  may b e  e x h i b i t e d .
F o r  t i m e  p o i n t  N-V,  a n d  H = ( 2 - S  )H,
K. kC
N-1
s ( ^ ( N - v )  = Hk E ( P | J ' V| +  ß j+V+1)cos Afc( j - V )  y ( N - j )  ;
t h e n  s e t t i n g  ( j - V )  = - t ,  t h i s  b e c o m e s
s ^ y ^ ( N - V )  = H Z ( ß ^  +  ^ j c o s  A t  y ( N - V + t )
k k  -N+V+1 R
W o r k i n g  i n  t e r m s  o f  t h e  t i m e  p o i n t  n ,  r a t h e r  t h a n  N-V, a n d  n o t i n g  t h a t  
t h e  s u p e r s c r i p t .  (°°) r e f e r s  t o  a n  e s t i m a t e  u s i n g  t h e  two s i d e d  f i l t e r ,
t1" 1 I t i ov+1 n-1 f
H Z ß c o s  A t  y ( n - t )  +  H ß 1 Z ß c o s  A t  y ( n - t )
k _v k k -v k
n - 1 I I N- n
H. -4 Z ß c o s  A t  y ( n - t )  -  Z ß r  c o s  A t  y ( n + t )  +
k V+1 k
+ ß
2 V+1
-N+n  
n -  1
Z c o s  A t  y ( n - t )  +  ß 
0 k
2 V+1 v-i - 1 a / 1 \
Z  ß c o s  A, t  y ( n + t )
i k
5 0 .
, \ q2V+1 . . r N-n
= s k (n )  + s k Vn ) - Hk Z ß co s  Ak t  y ( n + t ) -
- Z ß 1 co s  Akt y ( n + t ) j ~  , V ^  1
2V+1
The e x p r e s s i o n  i n  b r a c e s  v a n i s h e s  a s  V i n c r e a s e s  an d  ß r e d u c e s  i n
^ (V)
v a l u e  l e a v i n g  s ^ (n )  t o  a p p r o a c h  t h e  e s t i m a t e  f r o m  t h e  two s i d e d  f i l t e r .
F o r  t h e  a b o v e  f o r m u l a t i o n  t o  b e  u s e f u l  f o r  p u r p o s e s  o f  c o m p a r i s o n  
we a r e  r e s t r i c t e d  t o  a r a n g e  o f  V ^  M, s i n c e  e s t i m a t e s  d e r i v e d  f r om  t h e  
two s i d e d  f i l t e r  r e q u i r e  a minimum o f  M f u t u r e  and  p a s t  o b s e r v a t i o n s .
U s i n g  t h e  Bank A dvances  s e r i e s  and s e t t i n g  ß = 0 . 9 6  and M = 72,  T a b l e  10
/s (v)
l i s t s  t h e  s (n)  d e r i v e d  f r om  t h e  two and  o n e  s i d e d  ( f o r  a g i v e n  s e t  o f  V) 
f i l t e r s  f o r  s p e c i f i e d  t i m e  p o i n t s  n .  S i n c e  t h e  i n t e r m e d i a t e  m e thod  i s  
more  e f f i c i e n t ,  we c a n  n e v e r  e x p e c t  e x a c t  a g r e e m e n t  b e t w e e n  t h e  two 
e s t i m a t i o n  p r o c e d u r e s  a l t h o u g h  a s  V r e a c h e s  72 i t  i s  a p p a r e n t  t h a t  t h e  
m i n o r  d i f f e r e n c e s  a r e  due  t o  r ando m  o s c i l l a t i o n s .
TABLE 10
0 1 6 12 24 48 72 96 120 OO
12 9 - 3 . 7 - 3 . 7 - 5 . 8 0 . 5 4 . 8 3 . 7 1 .7 2 .1 2 . 3 2 . 2
130 - 0 . 8 - 1 . 8 - 3 . 4 5 .2 5 . 3 8 . 8 7 . 4 7 . 7 7 . 8 7 . 6
131 2 7 . 2 2 5 . 6 2 0 . 7 2 8 . 3 3 8 . 3 3 5 . 6 3 3 . 7 3 3 . 2 3 3 . 2 3 2 . 9
132 1 3 . 0 1 2 .3 1 1 . 0 1 0 . 6 2 0 . 7 2 0 . 6 1 8 .2 1 8 . 0 1 7 . 9 1 7 .8
133 1 3 . 9  1 2 . 4  1 3 .6 6 . 4  1 2 . 4  1 4 . 8  12.1  1 1 .7  1 1 .7  1 1 . 6
3 . 4 V a r y i n g  ß and M
S i n c e  ß d e t e r m i n e s  t h e  w i d t h  o f  t h e  f i l t e r  b a n d s ,  some p r i o r  
k n o w led g e  o f  t h e  s p r e a d  o f  s p e c t r a l  power  a b o u t  t h e  s e a s o n a l  f r e q u e n c i e s ,  
or  e q u i v a l e n t l y  t h e  r a t e  o f  e v o l u t i o n ,  w ould  a i d  i n  c h o o s i n g  t h e  c o r r e c t  
p a r a m e t e r  v a l u e .  I n  S e c t i o n  2 . 3  was s e t  e q u a l  t o  a c o n s t a n t  o v e r  k 
i n  t h e  b e l i e f  t h a t  t h e  w i d t h  o f  t h e  band i n  w h ich  t h e  s e a s o n a l  s i g n a l  
a t  A was c o n c e n t r a t e d  d i d  n o t  v a r y  w i t h  f r e q u e n c y .  T h i s  n e e d  n o t
K.
n e c e s s a r i l y  b e  t h e  c a s e ,  a l t h o u g h  f r o m  e x p e r i e n c e  t h e r e  a p p e a r s  l i t t l e  
t o  be  g a i n e d  by a l l o w i n g  ß^  t o  v a r y  w i t h  A . As ß i s  a c o n t i n u o u s  
p a r a m e t e r  i n  ( 0 , 1 )  t h e r e  i s  no u n i q u e  v a l u e  t h a t  m u s t  be  u s e d ;  r a t h e r ,  
o u r  a im  i s  t o  s e l e c t  a n a r r o w  r a n g e  i n  w h ic h  an  a p p r o p r i a t e  v a l u e  w i l l  
l i e .  One means  o f  d o i n g  t h i s  i s  t o  fo r m  t h e  sum o f  s q u a r e d  s e a s o n a l  
e s t i m a t e s  f o r  s e v e r a l  ß and w h e r e  t h i s  sum b e g i n s  t o  d r o p  n o t i c e a b l y  
i t  may be  a s su m ed  t h e  f i l t e r  b a n d s  a r e  c u t t i n g  i n t o  t h e  s e a s o n a l  s i g n a l .
The c h o i c e  o f  M r e f l e c t s  t h e  l i k e l y  p e r i o d  o v e r  w h i c h  t h e  
s e a s o n a l  may u n d e r g o  a c o m p l e t e  c h a n g e ,  and  t h e  i n f l u e n c e  s u c c e s s i v e  
o b s e r v a t i o n s  f r om  t i m e  p o i n t  n w i l l  h a v e  on s ( n ) .  U n l e s s  a n  a p p r o p r i a t e  
M i s  u s e d  w i t h  a g i v e n  ß ,  a c o n s i d e r a b l e  number o f  t h e  s e a s o n a l  e s t i m a t e s  
may p r o v e  o f  d o u b t f u l  v a l u e .  A l t h o u g h  t h e  r e s u l t s  f r o m  t h e  o n e  s i d e d  
f i l t e r  a r e  n o t  a f f e c t e d ,  s i n c e  t h e  i n i t i a l  s ^ j ^ ( n )  a r e  w e i g h t e d  sums o f  
a l l  p a s t  v a l u e s ,  many o f  t h e  i n t e r m e d i a t e  e s t i m a t e s  may b e  b a s e d  on t o o  
few f u t u r e  o r  p a s t  v a l u e s .  As p r e v i o u s l y  i n f e r r e d ,  o u r  c o n c e r n  i s  w i t h  
a minimum M v a l u e  s i n c e  t h e  w e i g h t i n g  s y s t e m  a s s u r e s  m i n o r  c o n t r i b u t i o n s
from o b s e r v a t i o n s  n o t  n e a r  n.
5 2 .
The e f f e c t s  o f  v a r y i n g  ß and M a r e  now d i s c u s s e d  w i t h  r e f e r e n c e
t o  t h e  s e r i e s  Bank A d v a n c e s .  I n  T a b l e  11 t h e  sums o f  s q u a r e s  o f  s, (n )
k
a t  t h e  f i r s t  two s e a s o n a l  f r e q u e n c i e s  show a downward t r e n d ,  i n d i c a t i n g  
r e d u c e d  n o i s e  a s  ß i n c r e a s e s ,  u n t i l  a t  ß = 0 . 9 6  t h e r e  a p p e a r s  a s l i g h t  
downward jump s u g g e s t i n g  t h a t  t h e  f i l t e r  b a n d s  a r e  b e g i n n i n g  t o  c u t  i n t o  
t h e  s e a s o n a l  s i g n a l .
TABLE 11
ß 0 . 9 2 0 . 9 3 0 . 9 4 0 . 9 5 0 . 9 6 0 .9 7 0 . 9 8 0 . 9 9
N 2 
Z  s ( n )
1
186710 182633 178286 173271 166739 156765 138319 96006
N 2 
Z  s 9 ( n )
1
47665 4662 5 45446 44027 42166 39423 34571 23751
F o r  s m a l l ß t h e  s (n )  show marked d i f f e r e n c e s  b e t w e e n  t i m e p o i n t s t w e l v e
m o n th s  a p a r t ,  i n d i c a t i n g  r a p i d  e v o l u t i o n ,  and  t h e  i n c r e a s e d  v a r i a t i o n  i n  
t h e  p (n )  s u p p o r t s  t h i s  c o n t e n t i o n .  I n c r e a s i n g  ß r e d u c e s  t h e  n o i s e
K
c o n t r i b u t i o n  and p r o d u c e s  a s e t  o f  s ( n ) ,  l e s s  v a r i a b l e  and s m a l l e r  i n  
m a g n i t u d e ,  w i t h  t h e  a s s o c i a t e d  p (n )  b e i n g  s m o o t h e r .  Thus  t h e  c h o i c e
K
o f  ß d e p e n d s  t o  some e x t e n t  upon  p r e d e t e r m i n e d  i d e a s  c o n c e r n i n g  t h e  
a m p l i t u d e  and e v o l u t i o n  o f  t h e  s e a s o n a l  s i g n a l .
Where  M was r e d u c e d  f r o m  72 t o  36 ,  t h e  o n e  s i d e d  e s t i m a t e s  
r e m a i n e d  u n c h a n g e d  but. t h e  l a s t  36 e s t i m a t e s  u s i n g  t h e  i n t e r m e d i a t e  
f i l t e r  b e g a n  t o  d i f f e r  n o t i c e a b l y  f r o m  p r e v i o u s  v a l u e s  a s  n i n c r e a s e d .
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T h i s  i s  a r e s u l t  o f  t h e  i n i t i a l  u " ( n )  and v  " (n)  b e i n g  c a l c u l a t e d
K. Iv
f r o m  a n  i n s u f f i c i e n t  number  o f  f u t u r e  o b s e r v a t i o n s «  As w e l l ,  t h e
c o r r e s p o n d i n g  a  (n )  and $ (n )  a r e  p o o r  e s t i m a t e s  and t h e  p (n )  e x h i b i t  
K. K. K.
j u m p s ,  w h ic h  do n o t  r e a l l y  e x i s t ,  i n  moving  f rom  t h e  o n e  s i d e d  f i l t e r
t o  t h a t  o f  t h e  two s i d e d «  W i th  M e q u a l  t o  108,  t h e  p ( n )  became v e r y
k
sm oo th  an d  many s m a l l  v a r i a t i o n s  p r e v i o u s l y  i n  e v i d e n c e  d i s a p p e a r e d «  
However ,  f o r  s u c h  l a r g e  M an  u n n e c e s s a r y  number o f  s e a s o n a l  e s t i m a t e s  
a r e  d e r iv e d  u s i n g  t h e  s l i g h t l y  l e s s  e f f i c i e n t  o n e  s i d e d  f i l t e r .
3 . 5  S t a b i l i t y
As t h e  l a s t  M s e a s o n a l  v a l u e s  a r e  u s u a l l y  o f  m o s t  i n t e r e s t  t o
t h e  e c o n o m i s t ,  t h e  s u c c e s s  o f  t h e  o n e  s i d e d  f i l t e r  i n  p r o d u c i n g  r e l i a b l e
e s t i m a t e s  w i l l  b e  o f  m a j o r  i m p o r t a n c e .  Some m e a s u r e  o f  t h e  u s e f u l n e s s
o f  t h e s e  l o w e r  s eg m en t  e s t i m a t e s  may be  gau g e d  by e x a m i n i n g  t h e  c o m p l e t e  
^ ( v )
s e t  o f  s ( n ) ,  g i v e n  n ,  a s  V i n c r e a s e s  f rom  z e r o  t o  i t s  h i g h e s t  p o s s i b l e
K.
v a l u e .  G r a p h i c a l l y  f r o m  F i g u r e  1, p a g e  36 ,  t h i s  i s  an  a n a l y s i s  o f  ea ch  
row o f  d o t s  i n  t h e  t r i a n g l e .
I t  w o u ld  b e  ho p ed  t h a t  a s  V becomes  l a r g e r  t h e  r a t e  o f  c h a n g e
I n  s ^ ^ ( n )  s l o w s  down and  t h e  i t e r a t e d  e s t i m a t e s  d i s p l a y  some s t a b i l i t y ,  
k
Of c o u r s e  t h i s  must, e v e n t u a l l y  h a p p e n ,  b e c a u s e  o f  t h e  w e i g h t i n g  f u n c t i o n  
( V -  1 )
ß , b u t  i t  i s  o f  m o s t  i n t e r e s t  a t  w h i c h  V v a l u e  s u c h  s t a b i l i t y  b e g i n s
t o  a p p e a r .  S i n c e  e a c h  s u c c e e d i n g  i t e r a t e d  e s t i m a t e  i s  b a s e d  on  o n e  l e s s
f u t u r e  o b s e r v a t i o n ,  t h e r e  i s  l e s s  l i k e l i h o o d  o f  s t a b i l i t y  i n  t h e
/s (V)s (n )  s e t  a s  n a p p r o a c h e s  t h e  l a s t  o b s e r v e d  t i m e  p o i n t .  T h i s  
c o n t e n t i o n  i s  m e r e l y  a r e s t a t e m e n t  o f  t h e  e f f e c t s  o f  t h e  o n e  s i d e d
54 o
f i l t e r  f o r  V s m a l l ,  a s  e x h i b i t e d  by t h e  g a i n ,  s e e  F i g u r e s  12 t o  17, 
p a g e  48.  Where t h e  n a t u r e  o f  t h e  s e a s o n a l  com ponen t  v a r i e s  f r o m  one 
d a t a  s e t  t o  t h e  n e x t ,  t h e r e  a p p e a r s  t o  be  no u n i q u e  V a t  w h i c h  t h e
i t e r a t e d  e s t i m a t e s  ca n  b e  e x p e c t e d  t o  a c h i e v e  s t a b i l i t y .  To d i s c o v e r
/s ( V)
t h e  f a c t o r s  i n f l u e n c i n g  t h e  s ( n ) , r e f e r e n c e  i s  made t o  Bank A d v a n ces  
a l t h o u g h  a t t e n t i o n  i s  c o n f i n e d  t o  t h e  f r e q u e n c y  s i n c e  s i m i l a r  
c o n c l u s i o n s  may b e  d ra wn f o r  t h e  h a r m o n i c  f r e q u e n c i e s .
At t i m e  p o i n t  n = 190 t h e  i n i t i a l  e s t i m a t e  s ^ ^ ( n )  i s  - 4 . 7 ,  
an d  a s  s u c c e s s i v e  f u t u r e  o b s e r v a t i o n s  a r e  u s e d  t o  u p d a t e  t h i s  e s t i m a t e ,  
f o r  w h ic h  V = 71 ,  t h e r e  i s  a n o t i c e a b l e  upward t r e n d  i n  t h e  s v^y ( n ) ,  
s e e  F i g u r e  18 and T a b l e  5.  F o r  t h i s  t i m e  p o i n t  i t  w ould  a p p e a r  t h a t  
some 40 a d d i t i o n a l  o b s e r v a t i o n s  f r om  t h e  s ^ ^ ( n )  a r e  r e q u i r e d  b e f o r e  
t h e r e  i s  any s t a b i l i t y  i n  t h e  i t e r a t e d  e s t i m a t e s .  I n  c o m p a r i s o n ,  a t  
n = 193 t h e r e  i s  a l m o s t  i m m e d i a t e  s t a b i l i t y ,  s e e  F i g u r e  19.  Thus  t h e  
r e q u i r e d  v a l u e  o f  V v a r i e s  f r o m  o n e  t i m e  p o i n t  t o  t h e  n e x t  w i t h  t h e  two 
e x a m p l e s  c i t e d  b e i n g  t h e  e x t r e m e  c a s e s  f o r  t h i s  s e r i e s .
Not  o n l y  w i l l  t h e  s t a b i l i t y  o f  s ^ ^ ( n )  b e  a f u n c t i o n  o f  n 
an d  V,  b u t  a l s o  o f  t h e  i n i t i a l  e s t i m a t e  s ^ ^  (n)  » The n a t u r e  o f  t h e  
s e a s o n a l  com po nen t  a t  t w e l v e  m o n t h l y  i n t e r v a l s  f r o m  a g i v e n  n w i l l  
i n f l u e n c e  t h i s  f i r s t  e s t i m a t e  and  so i t  i s  o f  i n t e r e s t  t o  n o t e  t h e
movement o f  s ^ ( n )  f o r  n = 10 + ( i - l ) . 1 2  , F i g u r e  2 0 ,  and n = 13 + ( i - 1 )  
F i g u r e  2 1 ,  w h e r e  i  = 1 , 2 , . . . , 2 1 .  From i n s p e c t i o n  o f  p r e c e d i n g  s e a s o n a l  
e s t i m a t e s  i t  a p p e a r s  t h a t  t h e  u s e f u l n e s s  o f  s ^ ^ ( n )  a s  a f i r s t  e s t i m a t e  
d e p e n d s  t o  some e x t e n t  on t h e  c h a n g i n g  p a t t e r n  o f  t h e  s ^ ( n )  f o r  t h e  
month  u n d e r  c o n s i d e r a t i o n .  R e p r e s e n t i n g  t h e  p a t t e r n  o f  s ^ ( n ) ,  f o r
12 ,
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chosen n, over the entire history of the series as a continuous line, 
and the set of s^^(n) in the lower segment as a dotted line, we note 
the following. In Figure 20 the early pattern has two distinct troughs 
in the general upward trend, whereas the s^  (n) in Figure 21 constitute 
a much smoother pattern. Also, the set of s^^(n) are closer in value 
to the final iterated S-j(n) in the second case so that fewer iterations 
are likely to be needed for some stability to appear, e.g., compare 
Figures 18 and 19.
Further investigation of this and other series supports the 
above conclusion that if the seasonal component at time n is very 
similar to those of the immediate past and future years, remembering 
that a slowly evolving seasonal pattern is assumed in the initial model, 
then the estimate s^^(n) should rapidly approach a stable value.
Clearly then, in using any of the last M seasonal estimates for decision 
making, account must be taken of n, V and the past seasonal evolution.
3.6 Updating
Where a small number of additional observations become 
available, revised estimates of the seasonal pattern may be made. In 
choosing M it was assumed that observations distant more than M time 
points from n would make insignificant contributions to the calculation 
of s^(n). Thus it is not unreasonable to conclude that additional data 
will only affect those estimates derived with the one sided filter.
For computational ease the best procedure is to recalculate 
 ^(V)the entire set of s ^ (n), n = N-M,...,N+L , where L is the additional
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number of observations., To carry out this seasonal updating, assuming 
first residuals to have been revised, we need the values u '(N-M) , 
v '(N-M) as determined in the initial adjustment. The estimates (n)
may be calculated from these, and the final step of employing the iterative 
updating (2.3.5) then follows. If trend revision leaves unaltered the 
initial set of first residuals, there is no need to recalculate the
 ^(V)known s (n) as none of these values will change. In this case the 
additional data would be used to continue the iterative procedure from 
the previous final estimates.
As an example of updating, the Bank Advances data was again 
used. The last six observations were dropped from the series and a 
complete seasonal adjustment, using the same ß and M values, was carried 
out. These observations were then added back to the series and the 
seasonal estimates revised. To demonstrate this method of updating, for 
the last 12 seasonal estimates from the initial calculations are 
compared with the corresponding revised values, see Table 12. These 
plus the 6 new estimates are also compared with the last 18 s^(n) 
determined from a recalculation of the entire seasonal pattern.
In comparing the updated and recalculated estimates, the minor 
variations are due to revised first residuals. If trend updating does 
not alter previous estimates, then the last M updated s(n) will be 
identical with the corresponding estimates in the recalculated set.
The differences between the initial and updated sets may be attributed 
to revised trend and the factors influencing stability of the iterated
estimates (Section 3.5). Where the three methods differ in using the
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TABLE 12
n Initial Updated Recalculated
244 -34.5 -37.5 -37.0
245 -49.3 -52.4 -52.1
246 -50.7 -53.0 -53.0
247 -38.3 -39.1 -39.3
248 -15.7 -14.6 -15.1
249 10.7 13.4 12.9
250 33.7 37.5 37.1
251 47.3 51.3 51.0
2 52 47.9 50.9 50.9
253 35.9 37.0 37.2
254 14.5 13.3 13.7
2 55 -10.6 -13.9 -13.5
256 -37.4 -37.0
257 -50.9 -50.6
258 -50.5 -50.5
259 -36.3 -36.5
260 -12.0 -12.4
261 15.3 14.8
one and two sided filters, at the time points n = 183,...,188 , the 
differences between corresponding seasonal estimates are negligible.
In the case of a small number of additional observations 
coming to hand, the suggested seasonal updating procedure will prove 
quite satisfactory. However, with L large a recalculation is advised 
for a more accurate representation of the seasonal evolutionary pattern.
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CHAPTER 4
FILTERING TO REMOVE TREND 
4. 1 Trend Estimation
Discussed in Section 2.2 is the necessity for eliminating 
trend from the model (2.1.1) so that the seasonal component may be more 
readily estimated. Since the aim is merely to remove trend, the small 
amounts not removed can be included in the residual term and will not 
greatly affect estimation of the seasonal component. As it is desirable 
to know the effects of attempted trend removal on the seasonal, we shall 
confine attention to the use of mathematical functions in carrying out 
this procedure. The extraction of trend from data is attained by 
subtracting p(n) from (2.1.1) so that y(n) = (l-A)x(n), where A is 
the operator estimating trend, and hence it is easier to work in terms 
of the operator A.
One such suitable method is to fit a polynomial in n to the 
data. This (filtering) technique can be thought of as producing a 
response function h(A) which is very concentrated at the origin, the 
degree of concentration decreasing as the degree of the polynomial 
increases. Although most of the power attributed to trend will be close 
to A = 0, some of this spectral mass may not be very near the origin. 
Thus the degree of the polynomial required may have to be large in which 
case this technique of trend estimation becomes unwieldy.
In practice most methods for removing trend involve moving 
average operators written in the standard form
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q
p(n) = Z 5 x(n-j) , 
-P J
for which the first q and the last p time points are lost from the 
analysis. The most widely used filter of this form is the centred 
2m term moving average
m
(4.1.1) P(n) = Z 5 x(n-j)
- m  J
where 2m, as defined in Section 2.2, 
year and
2m
_L
4m
is the number of observations each
j = -m+1 , . . . 0. . . , m- 1
j = -m,m
The effect of (4.1.1) is best expressed in terms of its frequency response 
function
(4.1.2) h(A) sin A . sin Am 
4m (sin ^A)^
From (4.1.2) it should be noted that the subtraction of a centred 2m
term moving average from the original series leaves unaltered the power
located exactly at the seasonal frequencies A , since at these pointsk
h(A) is equal to zero. However, with an evolving seasonal the power is
located in small bands about the A, and the effect of the filter on thek
seasonal component should be considered over the frequency range of these 
bands. This point is further discussed in Section 4.3.
Clearly, the main disadvantage of using a centred 2m term 
moving average to remove trend is the loss of the first and last m
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observations in the filtering operation. A trend estimation procedure 
based on a second order difference equation and which estimates p(n) 
up to the last observed time point is now proposed as an alternative 
to (4.1.1).
4.2 L.F.S. Filter
The model on which the trend extraction filter is based is
x(n) = p(n) + v(n) , w(n) = p(n) - 2p(n-l) + p(n-2) ,
2where w(n) is serially independent with mean zero and variance cr . A 
parameter Q, reflecting the ratio of the variance of v(n) to that of 
w(n), is then chosen to suit the data under consideration. The larger 
0 becomes, the more the trend estimation filter's response is concentrated 
at the origin and the less it will interfere with the seasonal frequencies. 
Although the model suggested for p(n) may not be correct, the filtering 
procedure has an appropriately shaped response function (discussed in 
Section 4.3) and will lose no observations. This trend estimation method 
is labelled as the low frequency smoothing (l.f.s.) filter.
The mathematical calculations for estimating trend with this 
filter are very similar to those used for extracting the seasonal 
component in Section 2.3. As before, the given series is divided into 
three parts, the upper, lower and intermediate segments corresponding 
to the first M, the last M and the middle N-2M time points. The choice 
of M again depends on the autocorrelations between time points, and N
is of course the number of observations in the data set.
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The first step is to calculate the quantities
n-1 n-1 . ,
p'(n) = A Z sin 0(j+l) x(n-j)/sin 0 - B Z p~* sin 0j x(n-j)/sin 0 ,
0 0
n- 1 n-1
p"(m) = A Z P^ sin 0(j+1) x(m+j)/sin 0 - B Z p~* sin 0j x(m+j)/sin 0 ,
0 0
for n = M+1, M+2 and m = N-n+1. The parameters 6, p and 0 are related
2through the equalities 0 = cos 0/2 sin 0 and p = (1-sin 0)/cos 0 ;
2 2A = 1 + p and B = p (2p cos 0). Just as for the seasonal filter,
observations distant more than M time points from n will contribute
almost negligibly to p(n) and so their inclusion in the estimation
should not affect the final estimates. Thus the following iterative 
technique is used to determine the remaining intermediate p'(n) and 
P"(n)
p'(n) = 2p cos 0 p'(n-l) - p^p'(n-2) + Ax(n) - Bx(n-I) ,
p"(n) = 2p cos 0 p"(n+1) - p^p"(n+2) + Ax(n) - Bx(n+1)
The optimal trend estimates in the intermediate segment are then
v p'(n) + p"(n) - Ax(n)P(n) = 2 -----
(1-p )(1+p -2p cos 0)01
for n = M+1,. ,N-M and 0^ = 0/p .
For the lower segment, calculate
(0) n-1 n-2(n) = (1-p^) Z p^sin 0(j+1) x(n-j)/sin 0 - D Z p"^sin 0(j+1) X
X x(n-i-1)/sin 0
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D Z p^sin 0(j+l) x(n-j+l)/sin 0 - (D-0 ) Z p~*sin 0(j+1) X
0 0
X x(n-j)/sin 0 ,
, 2 -1for n = N-M, N-M+l and D = {(1-p )-0^ ). The remainder of these 
first estimates are then determined iteratively using the relationships
(n) = 2p cos 0 p^\n-1) - p2p^^ (n-2) + (1-p2)[x(n)-x(n-1)] + 0 ^  x(n-1) ,
n = N-M+2,.. . ,N
p ^ ( n )  = 2p cos 0 p^(n-l) - p2p^\n-2) + D [x(n)-x(n-1) ] + 0^x(n-l) ,
n = N-M+2,...,N-1
/s (v)The method for calculating p (n) , the trend estimate at time n using
observations to n+V , may be represented as the triangle from Figure 1
/V)in the same way the s (n) were. The iterative formula for these 
estimates is
2p(V_1)(n) - p(V"2)(n) + p(V 2)(1-p2)cos 0V [x(n+V)-p(0)(n+V)] - 
- p^V 2^(l-p2)cos 0(V-1)[x(n+V-1)-p^^(n+V-1)] ,
for n = N-M,...,N-2 and V = M,...,2 . At time points n = N-1,N the 
trend estimates are p ^ ( n ) ,  p ^ \ n )  respectively, corresponding to lag 
values V = 1,0. Estimates for the first M time points may be derived 
using the same formulae above with appropriate changes being made to 
the time index.
As for the seasonal calculations, we may regard the intermediate 
estimates as being derived from a two sided filter and the first and last
6 4 .
M fr om  a o n e  s i d e d  f i l t e r .  The f r e q u e n c y  r e s p o n s e ,  a s  a f u n c t i o n  o f  V, 
(V) 1 + e ' L(V+2)A( l - e lA ) 2 p ( V + 1 ) ( l - p 2 ) ( p  c o s  <t>V-elA c o s  <D ( V+l ) )  0 2 / p 2
h (A) = ■ 2 . “  —  —
( 4 . 2 . 1 )  1+1601 ( s i n  §A)
F o r  t h e  i n t e r m e d i a t e  s e g m e n t ,  V = °° , t h e  r e s p o n s e  i s  t h e n
( 4 . 2 . 2 ) h(A) 1
l + 1 6 0 ^ ( s i n  ^A )^
4 .3 C o n s i d e r a t i o n s  i n  U s i n g  L . F . S ,
I n  e s t i m a t i n g  t h e  t r e n d  com ponen t  f o r  a g i v e n  s e r i e s  o f  known 
p e r i o d  t h e r e  i s  no u n i q u e  c o m b i n a t i o n  o f  0 and M p a r a m e t e r s ,  j u s t  a s  f o r  
t h e  s e a s o n a l  t h e r e  i s  no u n i q u e  ß and  M. The a p p r o p r i a t e  c h o i c e  d e p e n d s  
on t h e  r e q u i r e d  band  p a s s  and t h e  number  o f  s u c c e s s i v e  o b s e r v a t i o n s  l i k e l y  
t o  a f f e c t  t h e  t r e n d  e s t i m a t e  a t  an y  t i m e  p o i n t .  The p a r a m e t e r  0 r e f l e c t s  
t h e  c o n c e n t r a t i o n  o f  t h e  r e s p o n s e  o f  t h e  l . f . s .  f i l t e r  n e a r  t h e  o r i g i n  
and by i n c r e a s i n g  i t s  v a l u e  t h e  r a n g e  o f  low f r e q u e n c y  c o m p o n en t s  
c o n s t i t u t i n g  t r e n d  w i l l  n a r r o w .  A l s o ,  t h e  r e s p o n s e  a t  a g i v e n  f r e q u e n c y ,  
s ay  A^ n o t  n e a r  t h e  o r i g i n ,  r a p i d l y  a p p r o a c h e s  z e r o  an d  h e n c e  t h e  e f f e c t s  
f r om  t h e  h i g h e r  f r e q u e n c y  c o m p o n e n t s  may b e  r e d u c e d .  As a g a i n s t  t h i s ,  
some o f  t h e  power  a s s o c i a t e d  w i t h  t h e  low f r e q u e n c y  co m p o n en t s  n e a r  A  ^
w i l l  n o t  b e  i n c l u d e d  i n  t r e n d  an d  so t h e s e  t r o u b l e s o m e  f r e q u e n c i e s  may 
s t i l l  d i s t u r b  t h e  e s t i m a t i o n  o f  t h e  s e a s o n a l  s i g n a l  a t  A ^„ C o n v e r s e l y ,  
a low 0 v a l u e  w i l l  s p r e a d  t h e  c o n c e n t r a t i o n  o f  t h e  r e s p o n s e  o v e r  a 
g r e a t e r  f r e q u e n c y  r a n g e  and h e n c e  e f f e c t s  f rom  t h e  s e a s o n a l  and r e s i d u a l  
co m p o n en t s  w i l l  be  i n c o r r e c t l y  i n c l u d e d  a s  p a r t  o f  t r e n d .  An a p p r o p r i a t e
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0 value may be suggested by comparing the response (4.2.2) with that 
of the centred 2m term moving average (4.1.2).
Our main consideration is in analysing weekly, monthly and 
quarterly, respectively m = 26, 6 and 2, observations although the 
filter may be equally well applied to data recorded at any known 
interval. In Figure 22 the gain of the centred 52 week moving average, 
denoted by a dotted line, is compared with the two sided gain of the 
l.f.s. filter, shown with a continuous line, for 0 = 280 in the frequency 
range up to 7\ (the third seasonal frequency). Figure 24 compares the 
12 months moving average with the intermediate l.f.s. for 0 = 15 and 
0  ^Ä Ü A3 , while Figure 26 depicts the centred 4 quarter moving 
average and the intermediate l.f.s. for 0 = 1 .  It should be stressed 
that these suggested 0 corresponding to given data intervals only 
represent a guide to the appropriate range of parameter values. Of 
course, the final choice will depend on user requirements.
The factors influencing the choice of M are similar to those 
in the seasonal estimation procedure. However, as the trend will probably 
evolve more rapidly than the seasonal, the value of M required need not 
be as large. As with the seasonal filter M increases as the observed 
data interval becomes smaller; Table 13 lists suggested 0 and M 
combinations for three known data intervals.
Of most interest in the estimated trend values will be the 
last M time points. To get some idea of their reliability, the gain 
of the one sided filter derived from the response (4.2.1) may be examined
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TABLE 13
m 0 <t> (radians) M
26 280 0.0418 104
6 15 0.1818 24
2 1 0.6749 8
for various values of V. Figure 23 graphs for 0 = 280 the one sided 
gain with V = 0,26» In Figures 25 and 27 the same function for V = 0,m 
is graphed where 0 is set at 15 and 1 (from Table 13 for m = 6,2) 
respectively. As might be expected, the reliability of the last M 
estimates will decrease as V approaches zero» For the three given 0 
examples the gain of the one sided filter at V = m is close in value 
to that of the two sided and approaches it rapidly as V increases from 
zero. From Figures 23, 25 and 27 it is clear that the response at 7\ 
increases in value with 0 for a fixed lag V (e»g., V = 0). This implies 
that as the data interval increases, less of the seasonal signal will 
be included as part of the trend where V is small.
In comparing the two sided response with a centred 2m term 
moving average, it is apparent that very close to the origin the l»f.s. 
filter will pass more of the signal. However, at the seasonal frequencies 
the response will not be zero as for (4.1.2); this comment really only 
applies to 7\ since at the harmonic frequencies the response is almost 
zero. The advantages of the l.f.s. filter are those of increased
f l e x i b i l i t y  (no u n i q u e  0 and M), g r e a t e r  c o n c e n t r a t i o n  o f  t h e  r e s p o n s e  
v e r y  n e a r  t h e  o r i g i n ,  a s m o o t h e r  r e s p o n s e  c l o s e  t o  z e r o  a t  f r e q u e n c i e s  
bey o n d  A , and p ( n )  b e i n g  e s t i m a t e d  t o  t h e  l a s t  o b s e r v a t i o n .  The 
d i s a d v a n t a g e s  a r e  t h e  r e d u c e d  c o n c e n t r a t i o n  o f  t h e  r e s p o n s e  a t  t h e  low 
f r e q u e n c i e s  n o t  v e r y  c l o s e  t o  t h e  o r i g i n ,  and t h e  non z e r o  v a l u e  o f  
t h i s  f u n c t i o n  a t  t h e  f i r s t  s e a s o n a l  f r e q u e n c y .  T h i s  s e c o n d  o b j e c t i o n  
may i n  f a c t  be  o v e r co m e  w h e r e  t h e  s e a s o n a l  i s  a s sum ed  t o  be  s t a b l e ;  i n  
t h i s  c a s e  t h e  e f f e c t  o f  t h e  t r e n d  o p e r a t o r  on t h e  s e a s o n a l  c o m p o n en t  i s  
known and c a n  b e  a c c o u n t e d  f o r ,  s e e  Hannan [ 8 ] ,  p a g e  36.
W i th  t h e  a s s u m p t i o n  o f  an  e v o l v i n g  s e a s o n a l  i t  i s  o f  more  
i m p o r t a n c e  t o  j u d g e  t h e  p e r f o r m a n c e  o f  a t r e n d  f i l t e r  i n  n a r r o w  b a n d s  
a b o u t  t h e  s e a s o n a l  f r e q u e n c i e s  r a t h e r  t h a n  p r e c i s e l y  a t  t h e  A . C l e a r l y
K.
t h e  l . f . s .  f i l t e r  i s  s u p e r i o r  a b o u t  t h e  s e a s o n a l  h a r m o n i c s ,  t h e  r e s p o n s e  
b e i n g  v e r y  c l o s e  t o  z e r o  i n  t h e s e  b a n d s ,  and so we c o n s i d e r  t h e  e f f e c t s  
o n l y  a t  A ^ . F i g u r e  28 c o m p a r e s  t h e  r e s p o n s e  o f  t h e  two s i d e d  l . f . s .  
f i l t e r  f o r  0 = 1 5  w i t h  t h a t  o f  t h e  c e n t r e d  12 m o n th s  mov ing  a v e r a g e  i n  
t h e  f r e q u e n c y  r a n g e  A  ^ ± 77'/48. From t h i s  i t  i s  a p p a r e n t  t h a t  i n  r e m o v i n g  
t r e n d  t h e  l . f . s .  w i l l  n o t  p a s s  a l l  o f  t h e  s e a s o n a l  s i g n a l ,  i n  f a c t  f o r  
0 = 15 a b o u t  95fJ0 i s  p a s s e d ,  w h e r e a s  t h e  c e n t r e d  m oving a v e r a g e ,  w h i l e  
p a s s i n g  more  o f  t h e  s i g n a l ,  w i l l  i n t r o d u c e  some s e a s o n a l  d i s t o r t i o n  i n  
a band  a b o u t  A ^ .
G e n e r a t i n g  an  e v o l v i n g  m o n t h l y  s e a s o n a l  componen t  a s  i n  
G o d f r e y  [ 6 ] ,  p a g e  6,  and u s i n g  b o t h  f i l t e r i n g  t e c h n i q u e s  t o  re m o v e  t r e n d ,  
F i g u r e  29 d e m o n s t r a t e s  t h e  d i f f e r e n t  e f f e c t s  o f  t h e  f i l t e r s  on t h e
e s t i m a t e d  s p e c t r a  o f  t h e  g e n e r a t e d  d a t a .  A l t h o u g h  t h e  p l o t  i s  n o t  a c c u r a t e
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enough t o  show any d i s t o r t i o n  i n  t h e  s e a s o n a l  s i g n a l  a bou t  A^  , t h e  non 
z e r o  v a l u e  o f  t h e  l . f . s .  r e s p o n s e  f u n c t i o n  i n  t h i s  s e a s o n a l  band i s  
e x h i b i t e d .  In  a d d i t i o n ,  t h e  c e n t r e d  moving a v e r a g e  has  a q u i t e  l a r g e  
e f f e c t  on t h e  s p e c t r a l  power a t  t h e  non s e a s o n a l  r a n g e  o f  f r e q u e n c i e s .
Thus ,  i f  any a n a l y s i s  i n v o l v i n g  a component  w i t h  known s i g n a l  a t  t h e s e  
f r e q u e n c i e s  i s  u n d e r t a k e n  a f t e r  t r e n d  removal  u s i n g  a c e n t r e d  moving 
a v e r a g e ,  a l l o w a n c e  would need t o  be made f o r  t h e  f i l t e r ' s  e f f e c t s  on 
t h e  s p e c t r a l  power a s s o c i a t e d  w i t h  t h i s  component .
A no the r  means o f  j u d g i n g  t h e  two f i l t e r s  i s  t o  compare t h e  
e s t i m a t e d  a m p l i t u d e ,  say  p ( n ) , f rom t h e  s e a s o n a l  e x t r a c t i o n  p r o c e d u r e  
u s i n g  b o t h  s e t s  o f  f i r s t  r e s i d u a l s .  With t h e  l . f . s .  f i l t e r  t h e  a m p l i t u d e  
o f  t h e  s e a s o n a l  i s  s l i g h t l y  s m a l l e r  t h a n  f o r  t h e  c e n t r e d  moving a v e r a g e .
In  S e c t i o n  2 . 4  t h e  l . f . s .  t r e n d  f i l t e r  was used  i n  p r e f e r e n c e  to  t h e  
c e n t r e d  moving a v e r a g e  s i n c e  a t r e n d  e s t i m a t e  f o r  each o b s e r v e d  t im e  
p o i n t  c o u ld  be d e r i v e d .  I t  i s  o f  i n t e r e s t  to  n o t e  t h a t  t h e  c o r r e s p o n d i n g  
s e t s  o f  p ( n )  u s i n g  t h e s e  two f i l t e r s  c o u ld  no t  be r e a d i l y  d i s t i n g u i s h e d  
g r a p h i c a l l y .
The d i s t o r t i o n  o f  t h e  s e a s o n a l  component  when u s i n g  ( 4 . 1 . 1 )  
may be  p a r t l y  overcome i f  t h e  r e f i n e m e n t  s u g g e s t e d  i n  Hannan [11] i s  
u sed  and a s e t  o f  f i r s t  r e s i d u a l s  i s  p roduced  f o r  each A . T h i s  f i l t e r  i s
m
( 4 . 3 . 1 )  yk (n)  = ^  S . x ( n - j )  cos  A^j
- m  ^
where  5 a r e  t h e  c o e f f i c i e n t s  i n  a c e n t r e d  2m te rm  moving a v e r a g e  and t h e  
r e s p o n s e  a t  t h e  k t h  s e a s o n a l  f r e q u e n c y  i s
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_ sin A sin Am
m[cos A - cos A ] ’k
which is much flatter than (4.1,2) about the A, .k
As for the seasonal estimation, we shall be interested in the
stability with V of the last M trend estimates, and the possibility of
updating as additional observations become available. For Bank Advances
with 0 = 1 5  and M = 24, the one sided trend estimates soon stabilised so
/s (V)  ^(v+1)that the iteration from p (n) to p (n) need only have been carried
a short number of steps. In all instances as V approached 12 the
 ^(V)p (n) became settled and any fluctuations after this point appeared 
to be of little significance; for some n a value as small as V = 6 
was sufficient for a reliable estimate. Once again there is no fixed 
rule determining the required number of iterations for stability, as 
this is a function of the unknown p(n) . Where the trend component of 
a series displays frequent peaks and troughs through time the oscillations 
about a stable value in the iterated estimates are likely to be greater 
than for a series with smooth trend. As a result of this data dependence, 
individual judgement is necessary in determining the likely range of 
frequencies constituting trend and the choice of an appropriate 0, M 
combination.
Where recent observations come to hand, trend can be updated 
using the same technique employed to revise the seasonal pattern, as 
outlined in Section 3.6. In the given example the last six observations 
were dropped from the series, the trend estimated and then revised when 
these values were added back to the data set, see Table 14. This updating
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method  was n o t  a s  s u c c e s s f u l  f o r  l a r g e  V a s  t h e  s e a s o n a l  r e v i s i o n ,  due  
t o  t h e  more  v a r i a b l e  n a t u r e  and t h e  g r e a t e r  a m p l i t u d e  o f  t h e  t r e n d  
co m p o n en t .  The s u c c e s s  o f  t r e n d  u p d a t i n g  w i l l  be  s t r o n g l y  d a t a  d e p e n d e n t ,  
a l t h o u g h  i t  s h o u l d  b e  n o t e d  t h a t  t h e  e f f e c t s  t r a n s m i t t e d  t o  t h e  s e a s o n a l  
u p d a t i n g  t h r o u g h  r e v i s e d  t r e n d  e s t i m a t e s  a r e  u s u a l l y  q u i t e  s m a l l ,  e . g . ,  
T a b l e  12. The p r o b l e m  o f  r e v i s i n g  p ( n )  d o e s  n o t  a p p l y  when u s i n g  t h e  
c e n t r e d  mov ing  a v e r a g e  a s  a d d i t i o n a l  o b s e r v a t i o n s  do n o t  a f f e c t  p r e v i o u s  
e s t i m a t e s .
TABLE 14
n I n i t i a l U p d a te d R e c a l c u l a t e d
244 3 0 2 1 . 3 3 0 4 3 . 5 3021 .1
245 3 0 4 2 . 2 3 0 5 8 . 5 3 0 4 1 . 7
246 3 0 6 4 . 0 3 0 7 5 . 0 3 0 6 2 . 3
247 3 0 8 6 . 8 3 0 9 3 . 2 3 0 8 5 . 0
248 3 1 1 0 . 7 3 1 1 3 . 3 3 1 0 7 . 8
249 3 1 3 5 . 0 3 1 3 4 . 3 3 1 3 1 .2
250 3 1 5 9 . 7 3156 .1 3 1 5 4 . 4
251 3 1 8 4 . 2 3 1 7 8 .2 3 1 7 7 . 6
2 52 3 2 0 8 . 5 3 2 0 0 . 4 3 2 0 0 . 4
253 3 2 3 2 . 6 3 2 2 2 . 7 3 2 23 .1
2 54 3 2 5 6 . 8 3 2 4 5 . 3 3 2 4 5 . 9
2 55 3 2 8 0 . 9 3 2 6 8 . 3 3 2 6 8 . 8
256 3 2 9 1 . 8 3 2 9 2 . 2
257 3 3 1 5 . 9 3 3 1 6 .2
258 3341 .1 3 3 4 1 .2
259 3 3 6 7 . 4 3 3 6 7 . 4
260 3 3 9 4 . 6 3 3 9 4 . 4
261 3 4 2 2 . 0 3 4 2 1 . 7
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CHAPTER 5
ASSOCIATED SEASONAL ADJUSTMENT PROBLEMS
5.1 Multiplicative and Additive Models
For the economic time series model (2.1.1) consisting of 
trend, seasonal and residual, the single operator combining the three 
components is assumed to produce either an additive or multiplicative 
model- The possibility of a mixed mod,el using both operators is quite 
feasible although attention is directed to the case of a single operator 
and the basis for an appropriate choice. If it is believed that 
fluctuations in the seasonal move with trend the multiplicative relation 
should be used, whereas the additive model is appropriate if the seasonal 
is merely 'stuck on1 and independent of trend.
Perhaps the best known method for helping to determine which 
of the two models most adequately fits a given data set is the following 
(see Shadlow [18]). For the jth time point from each year, plot the set 
of original observations x(n) against the corresponding trend estimate 
p(n). If the points tend to cluster about a straight line through the 
origin, then it may be assumed the relation between components is 
multiplicative. Where the plot resembles a line of unit slope not passing 
through the origin, the additive model would be considered appropriate.
The objections to using such criteria are the likelihood of different 
conclusions between the jth and kth sets of observations,and often the 
difficulty in deciding whether a plot exhibits one or the other
characteristic, if in fact either.
7 4 »
T h i s  p l o t t i n g  p r o c e d u r e  i s  p a r t i c u l a r l y  a p p l i c a b l e  t o  d a t a  
e x h i b i t i n g  a s t a b l e  s e a s o n a l  p a t t e r n ;  w h e r e  t h e  s e a s o n a l  i s  e v o l v i n g  
t h e  power  o f  d i s t i n c t i o n  b e t w e e n  t h e  two m o d e l s  i s  c o n s i d e r a b l y  r e d u c e d »  
I f  t h e  s e a s o n a l  compo nen t  i s  v e r y  s m a l l  i n  v a l u e  com par ed  t o  t r e n d  t h e  
p r o b l e m  o f  c h o o s i n g  t h e  c o r r e c t  m ode l  i s  n o t  so i m p o r t a n t  i f  a l l  t h a t  
i s  r e q u i r e d  i s  a s e a s o n a l l y  a d j u s t e d  s e r i e s .  However ,  w h e r e  t h e  m a in  
c o n s i d e r a t i o n  i s  t h e  n a t u r e  o f  t h e  s e a s o n a l  i t s e l f ,  an  a p p r o p r i a t e  c h o i c e  
o f  model  i s  n e c e s s a r y »
A ssum ing  an  a d d i t i v e  o p e r a t o r  and  an  e v o l v i n g  s e a s o n a l ,  i t  
i s  q u i t e  p o s s i b l e  f o r  t h e  s i g n a l  t o  b e  o f  i n c r e a s i n g  o r  d e c r e a s i n g  
a m p l i t u d e  o v e r  t i m e .  I n  t h i s  c a s e  t h e  p r o p o s e d  model  may w e l l  d i s p l a y  
t h e  c h a r a c t e r i s t i c  o f  t h e  m u l t i p l i c a t i v e  o p e r a t o r ,  v i z .  s e a s o n a l  moving  
w i t h  t r e n d ,  S i m i l a r l y ,  t h e  e v o l u t i o n  i n  a m u l t i p l i c a t i v e  model  m ig h t  
c a u s e  t h e  s e a s o n a l  t o  a p p e a r  i n d e p e n d e n t  o f  t r e n d »  Of c o u r s e  an y  
c o m p a t i b i l i t y  b e t w e e n  t h e  two m o d e l s  d e p e n d s  t o  a g r e a t  e x t e n t  on t h e  
r a t e  a t  w h ich  t h e  s e a s o n a l  i s  a s su m ed  t o  be  c h a n g in g »  I f  t h e  c o r r e c t  
o p e r a t o r  i s  unknown,  t h e  s e a s o n a l  f i l t e r  b a n d s  c o u l d  b e  w i d e n e d ,  by 
r e d u c i n g  ß ,  t o  r e d u c e  t h e  e r r o r  i n  m i s p e c i f i c a t i o n  o f  t h e  model» 
However,  i n  d o i n g  so t h e r e  i s  t h e  r i s k  o f  i n t r o d u c i n g  u n w a n te d  n o i s e  
e f f e c t s  i n t o  t h e  s e a s o n a l  e s t i m a t e s »  Where  t h e  s e a s o n a l  p a t t e r n  i s  
e v o l v i n g  s l o w l y ,  t h e  c o r r e c t  c h o i c e  o f  m ode l  i s  more  i m p o r t a n t  t h a n  f o r  
t h e  c a s e  o f  a more  r a p i d l y  c h a n g i n g  s e a s o n a l  s i n c e  t h e  e r r o r  o f  
m i s p e c i f i c a t i o n  i n c r e a s e s  a s  t h e  p a t t e r n  becomes more  f i x e d  ( s t a b l e ) »
C o n s i d e r i n g  Bank A d v a n ces  a s  an  ex a m p le ,  t h e  s e a s o n a l  componen t  
i n  t h i s  s e r i e s  i s  s m a l l  i n  v a l u e  co m pared  t o  t r e n d  and w i t h  t h e  a s sum ed
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evolution no indication as to which operator to choose could be derived 
from the plotting technique. A graph of the original observations gave 
no further indication and so an additive model was used and the results 
compared with those from the multiplicative. The two sets of seasonal 
adjustments were almost identical, and the p (n) patterns of the additive
K.
model were repeated, although less marked in trend and variation, when 
logarithms were applied to the original data. For this example the 
multiplicative would appear the more appropriate choice, in view of the 
results given in Section 2.4. However, since the differences between 
the sets of adjustments and evolution patterns were minor, the choice 
of model seemed of little consequence. More significant differences 
between the estimated seasonal evolutions and the sets of adjustments 
began to appear as ß was increased in value from 0.96.
An illustration of how the choice of model can affect the 
results of seasonal filtering is given by the series "Electricity 
Production: million KWH" „ ^ A plot of the data over the period May 
1948 to May 1967 is shown in Figure 30, and Figure 31 plots the set 
of observed values x(n), vertical axis, against their corresponding 
trend estimates p(n). Clearly, the increasing size of what are obviously 
seasonal oscillations, and the relation between trend and originals 
suggest the use of a multiplicative model. Using this operator and 
setting ß at 0.97 the filter estimates a seasonal amplitude over all
Source: "Monthly Review of Business Statistics", Commonwealth Bureau
of Census and Statistics.
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frequencies which shows marked and continuous increase in value. With 
an additive model and small ß similar results were given, although it 
was apparent that even with so much evolution allowed in the seasonal 
the model could not be made to fit the data adequately. In deriving 
seasonal adjustments for this series, a choice of the correct operator 
is very important since the amplitude of the seasonal signal is large 
and the seasonal component accounts for a considerable proportion of 
total variation.
From the given examples it is clear that in endeavouring to 
choose the correct model, reference could be made to a graph of the 
original observations and the plots of estimated trend v. original.
As well, an estimated spectrum of the series will indicate the 
contribution of the seasonal signal to the total variance.
5.2 Aggregation
The estimation procedures discussed in Chapters 2 and 4 
have only dealt with the direct seasonal adjustment of an economic 
time series. Alternatively, an aggregate series may be corrected for 
seasonal by adding seasonally adjusted component series. The point of 
this aggregation problem is that the sum of the adjusted components 
need not necessarily equal the results given by direct adjustment. 
Assuming an additive seasonal model the component series will always 
add to the aggregate, but the validity of this adjustment depends upon 
whether the assumption of an additive seasonal is justified for the data
under consideration.
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One advantage in adjusting the component series before 
aggregation is that appropriate corrections for variation due to such 
effects as extreme values and missing observations may easily be made. 
Usually with pre-aggregate adjustment the main consideration is whether 
seasonally adjusted component series are of any value in themselves»
If this is the case then it would be hoped that as far as possible the 
essential relationships between the components and the aggregate would 
be unaffected»
As an example of aggregation, consider the series "Job
1Vacancies Registered with Commonwealth Employment Service" which 
may be represented as the sum of male and female vacancies by States.
A cross-spectral analysis for each State between males and females 
reveals generally high coherences near the origin and in narrow bands 
about the seasonal frequencies. Adding males to females gives a set 
of aggregate State series which when corrected for seasonal show little 
variation from the corresponding sums of the two adjusted components» 
For males between States a similar result was obtained, and in this case 
it is worth noting that the two major States, N.S.W, and Victoria, 
exhibit remarkably high coherence near the origin and in a band about 
the first seasonal frequency. Summing the six aggregated State series, 
the N.S.W. and Victorian contributions are so large compared with the 
other component series that the Australian aggregate shows a strong 
resemblance in trend and seasonal to these two series. In addition,
Source: Department of Labour and National Service.
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t h e  s e a s o n a l  p a t t e r n s  do n o t  d i f f e r  r a d i c a l l y  f r o m  o n e  S t a t e  t o  t h e  
n e x t  and t h e r e  i s  l i t t l e  e v i d e n c e  o f  e x t r e m e  v a l u e s  o r  s u d d e n  jumps 
i n  a n y  o f  t h e  s e r i e s .  A g g r e g a t i n g  t h e  S t a t e  t o t a l s  and c o r r e c t i n g  f o r  
s e a s o n a l  g a v e  s i m i l a r  r e s u l t s  t o  p r e - a g g r e g a t e  a d j u s t m e n t .
For  m o s t  d a t a  t h e r e  a p p e a r s  t o  b e  l i t t l e ,  i f  a n y ,  a d v a n t a g e  
t o  b e  g a i n e d  by i n i t i a l l y  a d j u s t i n g  t h e  componen t  s e r i e s .  U n l e s s  
t h e s e  c o m p o n en t s  d i s p l a y  q u i t e  d i f f e r e n t  t r e n d  and s e a s o n a l  p a t t e r n s ,  
an d  t h e r e  i s  e v i d e n c e  o f  i m p o r t a n t  n o n - s e a s o n a l  e f f e c t s ,  t h e  a d v a n t a g e s  
o f  a d j u s t m e n t  p r i o r  t o  a g g r e g a t i o n  a p p e a r  l i m i t e d .
5 . 3  W o r k in g  Days
An i m p o r t a n t  s o u r c e  o f  v a r i a t i o n  i n  many economic  t i m e  s e r i e s  
i s  t h e  s y s t e m a t i c  and r e l a t i v e l y  s t a b l e  e f f e c t  f r o m  t h e  number o f  w o r k i n g  
d a y s  i n  e a c h  o b s e r v e d  p e r i o d .  U s i n g  m o n t h l y  d a t a  t o  i l l u s t r a t e  t h e  
c o n c e p t s  i n v o l v e d ,  i t  i s  c l e a r  t h a t  t h e  c a l e n d a r  c o m p o s i t i o n  o f  e a c h  
m onth  may v a r y  f r om  o n e  y e a r  t o  t h e  n e x t .  As v a r i a t i o n  c a u s e d  by o n e  
m onth  h a v i n g  a d i f f e r e n t  number  o f  d a y s  t o  t h e  n e x t  i s  i n c l u d e d  a s  p a r t  
o f  t h e  s e a s o n a l ,  t h e  e f f e c t s  we h o p e  t o  e s t i m a t e  a r e  t h o s e  r e l a t i n g  t o  
w i t h i n  month  v a r i a t i o n .
A r e a s o n a b l e  e x t e n s i o n  o f  t h e  model  ( 2 . 1 . 1 )  t o  i n c l u d e  t h e  
c o n t r i b u t i o n  f r om  w o r k i n g  day  e f f e c t s  i s
( 5 . 3 . 1 ) : (n) = p ( n )  +  s ( n )  +  Z b . v . ( n )  + u ( n )  ,
1 J J
w h e r e  v . ( n )  i s  t h e  number  o f  d a y s  t y p e  j  i n  month  n and Z b .  = 0
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The model (5.3.1) is then suitable for applying regression methods to 
estimate the proposed effects. Before proceeding with this estimation 
it is of interest to note the shape of estimated spectra of the 
regressors v^(n), examples of which are shown in Figure 32. The 
spectral power of the regressor variables is concentrated close to 
several of the seasonal frequencies, in particular A^. In extracting 
the seasonal component from (5.3.1), the filter would therefore include 
in the estimates some of the power arising from working day variation; 
this may be verified by comparing the width of the seasonal filter bands, 
e.g., Figure 8, page 44, with the spectra of the v^(n). Since regression 
can be thought of as a filter with a response concentrated about very 
narrow bands, this problem is minimised by estimating the working day 
effects after trend removal but before seasonal estimation. If, on the 
other hand, the value of ß is reduced for those seasonal frequencies 
close to working day power, thus increasing the width of the filter 
bands, the seasonal filter could effectively remove the v^(n) components 
as well. Unfortunately this simple technique does not distinguish one 
component from the other and is also likely to introduce unwanted noise 
effects into the estimates.
The efficiency of ordinary least squares can be improved by 
expressing the variables in terms of their contributions at each 
frequency band. The regression coefficients from each band are then 
optimally weighted together, the weighting being determined by the 
signal to noise ratio over the band, to give an efficient estimate
j°of each coefficient b This method, see Hannan [9], is the following.
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Let Y(A) be the spectral estimate of the y series at frequency 
A, V (A) that of the jth regressor and Z_(A) the co-spectral estimate 
between variables v. and v ^ . Using least squares, regress y(n) on the 
v.(n) to derive first estimates b. and form the spectrum of residuals
E(A) = Y(A) + E b . V . (A) - 2 E  b.Z .(A) + 2 E E b.b Z .(A)
j J j yj i<j i j ij
where Z^(A) is the co-spectral estimate between the regressand and 
the jth regressor. Then calculate
i k Z .(A)1 y y.i
k q e (A) ij
1 vk Zli(A) 
k q E(A)
i,j = 1,ooo,7, k is the number of spectral bands, and Z^j(A) = V (A)
The revised estimates of the b . are
J
b = W  ^u
with variance-covariance matrix ~ W ^N
As an example, consider the series "Total Imports of 
Merchandise $AM (f.o.b.)"^ for the period February 1949 to May 1967 
inclusive. Table 15 lists the estimated values of the b^ using ordinary 
least squares and spectral regression, together with the standard errors 
of the spectral method.
Source: "Monthly Review of Business Statistics", Commonwealth Bureau
of Census and Statistics,
8 3 .
TABLE 15
Day Sun. Mon. Tue. Wed. Thu. F r i . S a t .
L e a s t  S q u a r e s - 5 . 2 2 0 . 9 8 0 . 0 4 5 . 6 3 1 .8 9 - 1 . 0 7 - 2 . 2 5
S p e c t r a l  R eg rn . - 5 . 0 2 0 . 3 4 0 . 1 9 5 . 6 5 2 . 4 2 - 1 . 1 5 - 2 . 4 3
S t a n d a r d  E r r o r 2 . 7 6 2 . 8 2 2 . 7 6 2 . 8 3 2 . 7 4 2 . 7 6 2 . 7 8
An a l t e r n a t i v e  mode l  t o  ( 5 . 3 . 1 )  i s
x ( n )  = p ( n )  +  s ( n )  +  Z Zb, , v . , ( n )  + u ( n )
1-1 J - l i j  i j
w h e r e  t h e  v a r i a b l e s  v . ^ ( n )  c o v e r  t h e  p o s s i b l e  two and t h r e e  " e x t r a  d ay s "  
e f f e c t s ,  v i z .  t h o s e  i n  e x c e s s  o f  t w e n t y  e i g h t .  At  e a ch  t i m e  p o i n t  n
o n e  o f  t h e  v a r i a b l e s  v .  . ( n )  i s  u n i t y  and t h e  r e m a i n d e r  z e r o .  Th e same 
r e g r e s s i o n  p r o c e d u r e  may t h e n  b e  u s e d  f o r  e s t i m a t i n g  t h e  b ; f o r  
f u r t h e r  d i s c u s s i o n  o f  t h i s  mod el  t h e  r e a d e r  i s  r e f e r r e d  t o  Hannan [11]
5 . 4  F u r t h e r  E x a m p l e s :  Weekly  and Q u a r t e r l y  D a ta
The f o r m u l a e  f o r  t h e  s e a s o n a l  and l . f . s .  f i l t e r s  w e r e  d e r i v e d  
i n  s u c h  a manner  t h a t  t h e y  c o u l d  be  r e a d i l y  a p p l i e d  t o  d a t a  o f  p e r i o d  
2m i n t e r v a l s .  As r e s u l t s  f o r  a m o n t h l y  s e a s o n a l  h a v e  a l r e a d y  b e e n  
d i s c u s s e d  i n  S e c t i o n  2 . 4 ,  a t t e n t i o n  i s  now d i r e c t e d  t o w a r d s  e x a m p l e s  
o f  w e e k l y  and q u a r t e r l y  d a t a  t o  d e m o n s t r a t e  t h e  e f f e c t i v e n e s s  o f  t h e
e s t i m a t i o n  m e t h o d s .
8 4 .
Two w e e k l y  s e r i e s  we ex a m in e  a r e  t h e  q u a n t i t i e s  o f  b a n a n a s
c o n s i g n e d  t o  t h e  Sydney w h o l e s a l e  m a r k e t  f r om  N.S.W. and  Q u e e n s l a n d ^
( Q u a n t i t i e s ) ,  and t h e  w e i g h t e d  p r i c e s  a t  w h ich  w h o l e s a l e r s  s e l l  t h e s e
2
b a n a n a s  t o  r e t a i l e r s  ( P r i c e s )  . The e s t i m a t e d  s p e c t r a  o f  b o t h  s e r i e s ,  
1953 t o  1966 i n c l u s i v e ,  d e m o n s t r a t e  t h e  e x i s t e n c e  o f  s u b s t a n t i a l  power  
i n  t h e  low f r e q u e n c i e s  w i t h  p e a k s  a t  t h e  f i r s t  s e a s o n a l  f r e q u e n c y  and 
i t s  h a r m o n i c s »  Removing t r e n d  u s i n g  t h e  1 . f . s .  f i l t e r ,  an  a d d i t i v e  
s e a s o n a l  mode l  i s  p r o p o s e d  f o r  Q u a n t i t i e s  and a m u l t i p l i c a t i v e  f o r  
P r i c e s .  T h i s  c h o i c e  o f  m o d e l s ,  b a s e d  on t h e  p l o t t i n g  p r o c e d u r e  o u t l i n e d  
i n  S e c t i o n  5 . 1 ,  a p p e a r s  t o  h a v e  o n l y  m i n o r  i n f l u e n c e  on t h e  v a l u e  o f  
t h e  s e a s o n a l  e s t i m a t e s .
As t h e r e  a r e  26 s e a s o n a l  f r e q u e n c i e s  f o r  w e e k l y  d a t a ,  t h e  
number o f  c a l c u l a t i o n s  n e e d e d  t o  d e r i v e  t h e  s e a s o n a l  e s t i m a t e s  i s  q u i t e  
c o n s i d e r a b l e »  U s u a l l y  t h e  c o n t r i b u t i o n  f rom  t h e  v e r y  h i g h  f r e q u e n c i e s  
i s  s m a l l  and t h e s e  A c a n  o f t e n  b e  d r o p p e d  f r om  t h e  a n a l y s i s .  A ß
K
v a l u e  o f  0 . 9 9  was u s e d  f o r  e s t i m a t i n g  t h e  s e a s o n a l  com ponen t  and  w i t h  
b o t h  m o d e l s ,  p r o n o u n c e d  e v o l u t i o n  i n  t h e  s ( n )  was n o t i c e a b l e »  F o r  
P r i c e s ,  i s  t h e  d o m i n a n t  f r e q u e n c y  w h e r e a s  t h e  s e a s o n a l  h a r m o n i c s  
p l a y  a more  i m p o r t a n t  p a r t  i n  d e t e r m i n i n g  t h e  e s t i m a t e s  f o r  Q u a n t i t i e s .  
As w e l l ,  t h e  p r o p o r t i o n  o f  v a r i a t i o n  i n  t h e  o r i g i n a l  s e r i e s  w h ich  may 
be  a t t r i b u t e d  t o  s e a s o n a l  i s  f a r  g r e a t e r  i n  P r i c e s  t h a n  i n  Q u a n t i t i e s .
S o u r c e !  Banana G ro w ers  F e d e r a t i o n  C o - o p e r a t i v e s  L i m i t e d .  
S o u r c e !  N.S.W.  D e p a r t m e n t  o f  A g r i c u l t u r e  »
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I n  F i g u r e s  33 and 34 t h e  p ^ ( n )  a r e  p i c t u r e d  f o r  t h e  two d a t a  
s e t s ,  a l t h o u g h  w i t h  t h e  s e a s o n a l  b e i n g  a sum m at io n  o v e r  so many A i t
K.
i s  u n w i s e  t o  p l a c e  t o o  much i m p o r t a n c e  on t h e s e  e s t i m a t e s  a s  t r u e  
r e f l e c t i o n s  o f  t h e  o v e r a l l  s e a s o n a l  e v o l u t i o n »  A l s o  o f  i n t e r e s t  i s  
t h e  p h a s e  d i a g r a m  f r o m  a c r o s s - s p e c t r a l  a n a l y s i s  o f  t h e  two s e r i e s .
The low f r e q u e n c y  c o m p o n en t s  ( c o r r e s p o n d i n g  t o  l o n g  t e r m  movements)  
o f  t h e  p h a s e  i n d i c a t e  t h a t  Q u a n t i t i e s  move i n  an  o p p o s i t e  d i r e c t i o n  t o  
P r i c e s  w i t h  Q u a n t i t i e s  l e a d i n g .
T u r n i n g  t o  q u a r t e r l y  d a t a ,  an  e x a m p le  i s  t h e  s e r i e s  " V a l u e  
o f  R e t a i l  S a l e s : T o t a l  ( e x c l u d i n g  m o t o r  v e h i c l e s  e t c . ) " ^  f o r  t h e
p e r i o d  S e p t e m b e r  1950 t o  S e p t e m b e r  1967 i n c l u s i v e .  From an  i n s p e c t i o n  
o f  t h e  o r i g i n a l  d a t a  an d  w i t h  t h e  a i d  o f  a p l o t ,  o r i g i n a l s  a g a i n s t  
e s t i m a t e d  t r e n d ,  t h e  m u l t i p l i c a t i v e  r e l a t i o n  b e t w e e n  c o m p o n en t s  a p p e a r s  
t o  be  t h e  a p p r o p r i a t e  c h o i c e .  S e t t i n g  ß = 0 .91  t h e  s e a s o n a l  e v o l u t i o n ,  
ev en  a l l o w i n g  f o r  t h e  mode l  u s e d ,  i s  f a i r l y  smooth  y e t  s t i l l  s i g n i f i c a n t ;  
t h e  (n )  and p ^ ( n )  a r e  shown i n  F i g u r e  35.  A l s o  o f  i m p o r t a n c e  f o r  t h i s  
s e r i e s  i s  t o  n o t e  t h e  c o n t r i b u t i o n  f r o m  t h e  h a r m o n i c  f r e q u e n c y  A^ t o  
t h e  o v e r a l l  s e a s o n a l  c o m p o n en t .
As an  a i d  t o  d e t e r m i n i n g  w h i c h  o f  t h e  s e a s o n a l  f r e q u e n c i e s  
w i l l  i n  f a c t  b e  i m p o r t a n t  i n  e v a l u a t i n g  t h e  s e a s o n a l  co m p o n en t ,  t h e  
e s t i m a t e d  power  s p e c t r a  o f  t h e  s e t  o f  f i r s t  r e s i d u a l s  i s  o f  some u s e .
We may t h e n  e x p e c t  t h o s e  s e a s o n a l  f r e q u e n c i e s  p o s s e s s i n g  s u b s t a n t i a l
S o u r c e ” " M o n t h l y  Review o f  B u s i n e s s  S t a t i s t i c s " ,  Commonweal th
B u r e a u  o f  C en su s  an d  S t a t i s t i c s .
8 6 .
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power to be more important than the A where little noticeable power
K.
exists. For most series we assume A^ to be the dominant frequency, 
although equal consideration should also be given to those harmonics 
at which considerable seasonal power is in evidence.
At this stage the seasonal and trend estimation procedures of 
Chapters 2 and 4 have only been applied to weekly, monthly and quarterly 
data. From the examples discussed in this thesis it is clear that these 
techniques have been used successfully in each of the three above cases. 
Since the methods employed are quite general in their application and 
the parameters ß and Q are free to vary with the data, there appears 
no reason for these filters not being appropriate for observed data 
of other known intervals.
In Sections 2.3 and 4.2 the mathematical formulae for the seasonal 
and trend estimation methods have been detailed, and in 2.4 and this 
section the results from applying these filters to certain series described,, 
However, the intermediate step of implementing these techniques has so far 
been taken for granted. In the next chapter the operation of calculating
numerical results is discussed.
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CHAPTER 6
COMPUTER TECHNIQUES 
6.1 Introductory Remarks
In any detailed statistical analysis, the economist is usually 
faced with the problem of prohibitive amounts of mathematical computations. 
Where masses of data are needed, the required time and effort for 
processing would tend to outweigh the advantages to be gained from such 
methods. However, with the introduction of the electronic digital computer 
many of the problems of data storage and access are easily solved, and 
tedious calculations are carried out in shorter time and with greater 
accuracy. An increasing emphasis on a statistical approach to many 
economic problems, such as the procedures outlined in the earlier 
chapters to estimate trend and remove seasonal, has made the computer 
an important tool for the analyst. In the light of the mathematical 
methods outlined above (spectral, seasonal, trend and regression), it 
is worth noting some of the principles associated with implementing 
these techniques into a computer system.
The basic mechanism of a computer is that it accepts information 
from its environment through its input devices, processes this data 
according to a predetermined set of instructions stored in its memory, 
then sends information back to its environment through its output 
devices. In solving any statistical problem using a computer there are 
a number of basic steps which must be followed. Firstly, the problem 
itself must be presented in the form of a mathematical model so that 
the necessary equations may be formulated. A suitable numerical
89.
procedure (algorithm) should then be devised enabling the programmer 
to construct a graphical representation of the proposed sequence of 
operations. To seasonally adjust a series using the seasonal and 
l.f.s. filters outlined in earlier chapters, the logical operating 
sequence would be the following
(1) estimate trend for the intermediate, upper and lower segments,
(2) calculate the set of first residuals,
(3) from the trend free data evaluate the seasonal estimates for 
each frequency using the one and two sided filters where 
appropriate,
(4) sum these estimates over the m frequencies to derive the 
seasonal component, and
(5) calculate the seasonally adjusted series.
The overall picture of the algebraic and logical processes associated 
with the solution of the problem is known as a block diagram, as 
exhibited in Figure 36 for a computer program written to implement 
these methods. From such a representation the programmer is able to 
express the required operations in a specified programming language.
A more detailed discussion of this developed program is given in the 
next section.
It will be rare for any program as first written not to 
contain numerous errors; the process of discovering, locating and 
correcting these errors is known as 'debugging'. This is often a 
difficult and confused operation requiring a fine knowledge of the
90.
problem and program in order to reduce the amount of effort spent on 
such a tedious procedure. By having the program structure simple and 
keeping the logical processes in a clearly defined sequence, the 
expensive operation of program development can be kept to a satisfactory 
level. With a large program, such as that used for seasonal adjustment, 
a usual feature is organised decomposition into logical sets of tasks 
(subroutines), enabling ordered sequencing of such tasks and non-duplication 
of identical routines.
Once a computer program has been developed, a given statistical 
procedure can be applied even by a person who does not have a thorough 
knowledge of the mathematics involved. Two main considerations in 
formulating an algorithm are simple program structure, and a minimum 
number of program instructions. However, care should be taken to ensure 
that the specified algorithm does not affect the accuracy of results, 
nor use excessive computer processing time. These points are discussed 
further in the next two sections.
6.2 A Computer Program
To carry out the estimation procedures developed in Chapters 
2 and 4, a computer program designed for accepting economic data of known 
interval was written. A Fortran IV listing based on the logic structure 
of Figure 36 appears in Appendix 1. The important input parameters to 
be supplied by the user are the following
(1) number of observations N,
92.
(2) data interval, e.g., with monthly data this value is 12 
corresponding to the number of observations each year,
(3) a flag indicating the choice of trend removal; if the l.f.s. 
filter is used, 0 and a trend M must also be supplied, and
(4) ß and an associated seasonal M.
Two subroutines FILT, to remove trend, and SPEC, to estimate the 
spectra of various data sets, are included to allow the program to be 
presented as a logical sequence of tasks.
Once the data have been accepted into the machine, being 
read sequentially off cards, the trend removal procedure is called 
to produce a set of first residuals. The three options of trend estima­
tion are the l.f.s. filter, the centred 2m term moving average and a 
cosine form moving average (this is the filter (4.3.1) which produces 
a set of first residuals for each seasonal frequency A ). In theK
controlling routine MAIN, the s (n) and associated p (n) are determined 
along with seasonal estimates based on stable and 'moving' stable models; 
also calculated is the set of ö^(n) = arctan ( ß^(n)/a^(n)) indicating 
the phase change in the seasonal coefficients. The s (n) are summed
IV
over the m frequencies to evaluate the set of seasonal estimates s(n), 
and where required a summary of the estimates at certain seasonal 
frequencies may be listed.
Using the l.f.s. filter, the iterated estimates of the upper 
and lower segments are evaluated in a large matrix; since each segment 
can be represented in triangular form, as in Figure 1, efficient use
u jc ig k-V ta . 
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a.rvd, 'feSicVM.o.ls 
V <vdL.vjiV«^*.
I l l  'TtSuJwwo.ls
P k  <*"•')
<J>
F1Q U R E  3 6
93 .
of core storage can be made by combining these two triangles to form a
single matrix. If the seasonal M is not too large this same facility
xs (V)can be used in deriving the s (n), otherwise the estimates are destroyed
tC
in moving from one time point to the next and so the opportunity for 
examining the stability of these last M iterated values is lost. This 
restriction is determined by the amount of core storage available for 
the program. Thus with a suitable M the entire set of the s^^(n), 
n = N-M,...,N and V = M,...,0 is printed out for the major frequency A .
Following the mth frequency calculations a detailed summary 
of the three seasonal models, including the estimated spectra of the 
original and seasonally adjusted series, is listed. From these spectral 
estimates some indication as to the presence of other known periodicities, 
e.g., working day effects, may be gained. In addition, an estimate of 
the residual term in the model (2.2.2) at time n is u(n) = y(n) - s(n), 
and the set of these values for all n is calculated and referred to as 
the second residuals.
In subroutine SPEC the set of Parzen weights (1.4.5) is used
to produce a spectral window, and where the data is likely to have
concentrated power in the low frequencies the linear filter (1.00,-0.95)
is employed in an attempt to remove this power near the origin. The
iAfrequency response of this filter is h(A) = 1.00 - 0.95e , and the
spectral estimates of the initial series may be derived by recolouring 
using the factor |h(A)| = 1.9025 - 1.90 cos A. A complete printout
for the series Bank Advances using the described program is in Appendix 2.
94.
To avoid the process of mean correcting the observed values 
used in calculating the set of autocovariances in SPEC, we may use the 
algorithm
N-t
c (t ) = - E (x(n) - x)(x(n-K) - x)
1
r N-t /N-t '
= ~ E x(n)x(n+r) - x E x(n) + tx
This revised calculation requires fewer computations as well as leaving 
the data in its original form.
With the filtering procedures proposed, lengthy summations 
for each estimate have been avoided by using iterative formulae to 
derive these required values from initial summations. In MAIN the 
quantity u "(n) is initially calculated at time point N-M and the 
remaining values are determined iteratively. An alternative formulation 
is to commence at time M+l such that
N-M .
uk"(M+l) = H E ßJ‘ cos \(j-1) y(M-hj) , 
and then use the iterative procedure
uk"(n) = ß {u^" (n-1) cos X^ + vk"(n-1)sin X^} - ß cos X^ y(n-l) ,
n = M+2,...,N-M, to calculate the remaining values; a similar method is 
adopted in computing v "(n). However, this procedure not only involves
K.
more computations, but also has a cumulating error due to the divisor ß
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(since ß >1) which becomes very significant as n increases« Thus 
in using iterative techniques, care should be taken to avoid algorithms 
which allow the possibility of such errors.
6 o 3 Cooley-Tukey Algorithm
As mentioned in Section 6.1 one of the main objectives in
designing an algorithm is to minimise the amount of computer processing
time required to carry out the necessary calculations. An excellent
example of a highly efficient algorithm is that derived in Cooley [3]
for computing complex Fourier series. For a sample of N observations
x(n) at time points n = 0,1,...,N-1, the number of add and multiply
operations in deriving the complex Fourier representation is proportional 
2to N . Using the suggested algorithm, the speed of calculation may be 
increased by a factor proportional to N/log^N , depending on program 
efficiency and the value of N. This procedure has particular relevance 
in periodogram analysis where the number of calculations necessary to 
derive the set of ordinates (1.4.2) increases rapidly with the number 
of observations. Since the periodogram is often used to determine the 
nature of assumed regularities in certain data, it is of interest to 
examine the basic mechanism of the Cooley-Tukey algorithm to appreciate 
the likely savings in computer processing time.
The set of Fourier coefficients
N- 1
(6.3.1) a(t) = Z x(n)wnt t = 0,l,...,N-l,w = e^  ,
N 0
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of the sampled function x(n) is considered. By capitalising on the 
binary nature of computers, a highly efficient implementation of this 
algorithm is possible for N = 2m , m integer.
The Fourier series (6.3.1) may be written as a function of 
111“" 1t = t ,2 + ... + t,2 + t_ where t = 0 or 1 . Using an identicalm-1 1 0 p
expression for n, a(t) will be of the form
•’V  N Z  "
1
a(t. , . .m- 1 z—  1v °  ^ 1 m- 1
(6.3.2)
 ^m- 1
-2m -tn 2, m-1= 1 , w
-1 n
Since w U 1= w
/ „ m- 1
't(nm-l2 + - - - + V
m- 1
, m -  1
and the innermost sum in
(6.3.2) depends only on t ,n ....,n . Denoting this sum as0 m"2 0
X1 ('t0,nro-2’ * * * ,n0^  and definin§ ,t ,n ) aS the neXt
innermost sum, the jth term will be
(t ...t. ,n . ....n«) = Z x. ,(t ...t. „n . ...nrt) v 0 j-1 m-j-1 07 n j-r 0 J-2 m-j 07
1+---+t0)nm-j2nl'J
With w-2
m- 1
1 , this last expression may be considered as
the sum of two terms with the n^  ^ being replaced by 0 and 1 respectively
Calculating these arrays for j = 1,2,...,m yields a(t , ..., t ) =m- I 0
= — x (t ,...,t )^. The final x 's are the a's in a different order,N m 0 m- 1 m
the correspondence being the bit configuration of the index of an a 
is to be put in reverse order to obtain the index of the corresponding x
This assertion follows from the binary specification.
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To indicate the likely reduction in computations using this 
algorithm, for N = 256 the factor N/log^N is 32. For longer series 
the saving in computer time will be even more significant and hence the 
usefulness of the algorithm increases with the number of observations.
98 o
APPENDIX 1
All computer work in this thesis was carried out at the 
A.N.U. Computer Centre using an I.B.M. 360/50 with the following 
characteristics. Core storage is organised in bytes of eight bits 
where four adjacent bytes comprise a word; there are 262,144 bytes or 
65,536 words. The core cycle time is 2 microseconds with typical 
execution times for fixed and floating point addition being 4 and 7 
microseconds respectively. As well, the 2540 card reader-punch has 
a reading time of approximately 950 cards/minute and the 1403 line 
printer a printing time of approximately 1000 lines/minute.
The execution times for seasonally adjusting weekly Banana 
Quantities (N = 728), monthly Bank Advances (N = 261), and quarterly 
Retail Sales (N = 69), using the l.f.s. trend estimation procedure and 
printing only the first frequency and final summaries, were 8.79, 1.86 
and 0.55 minutes respectively. A complete printout for Bank Advances, 
as given in Appendix 2, was executed in 2.46 minutes. The listed 
program requires 150,032 bytes or 37,508 words of core storage. This 
allocation could be easily reduced by omitting some of the write and 
format statements involving quantities not specifically required.
Also, equivalence and overlays could be included as well as reducing 
the dimensions on many of the arrays. Thus the program can be readily 
manipulated to meet user requirements and satisfy most core storage
limitations.
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