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Figure 1.1 Classification of various optical 3-D shape measurement methods
1.2.2 Depth from Defocus
Shape from focus法と逆の考え方でぼけ量の変化から奥行き方向の情報を解析するDepth from
Defocus法がある [12,13]．Shape from focus法では多数枚の画像から合焦画像が得られるフォー
カス位置を探索する問題であったのに対して，Depth from Defocusではぼけの生成過程をモデル
化し，その逆問題を解くことによってシーンの距離情報を求めている．2枚以上の異なるパラメー















販されている装置である 3DM-FotoMetrics [17]では，10 mサイズの物体の対して 0.1 mmの精
度で計測している．しかし，ステレオ計測において多視点画像を撮影する際，レンズの特性やガ
ンマ値，および分光感度特性などのカメラパラメータの補正や，撮影の同期がカメラ間で必要と








































































状を 10 µmの精度で計測した [37]．Lehmannらは数メートルの大物体に干渉縞を投影して，5.5
m×3.4 mサイズの高速道路の橋梁を計測した [38]．Liらは大型の計測対象を部分的に計測した結













































Digital Micro-mirror Device (DMD)とは，1987年米国のテキサスインスツルメンツ（TI）社
の Larry J. Hornbeck氏によって開発された新しい光学素子 [96,97]である．DMDは最近よく研
究されているMicroelectromechanical systems（MEMS）の一種である．DMDは主にDLP式の












































本章では，新しい光学素子であるDMD（Digital Micro-mirror Device）と CCDカメラを組み
合わせて，画素ごとに露光時間を制御できるDMDカメラの開発を行う．DMDの各ミラーを高速
に制御できるように，DMD ALPボードの導入を行う．またDMDカメラにおいて，正確にCCD
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1.6 本論文について
本論文の第 3章は，国際会議 ICEM12（2004）で発表した論文 [C.4] とその拡張であるOptical
Engineering誌に掲載された論文 [A.2] を基にしている．この内容について，特許 [E.1]になって
いる．
4.3節と 4.5節は，それぞれ国際会議 SEM（2006）の学生コンクールで発表した論文 [C.11] と
Key Engineering Materials誌 [A.1] に掲載された論文を基に書かれている．
5.2節と 5.3節は，国際会議 ISOT（2005）で発表した論文 [C.8] とその拡張である Journal of
Robotics and Mechatronics誌に掲載された論文 [A.6] を基にしている．
5.4節は国際会議 SEM（2005）で発表した論文 [C.6] とその拡張である実験力学誌 [A.3]および
Experimental Mechanics誌 [A.4] に掲載された論文を基に書かれている．この内容について，特
許 [E.2]に出願している．
5.5節は，国際会議 SEM（2005）の学生コンクールで発表した論文 [C.7] と，その発展である
Applied Optics誌に掲載された論文 [A.5] を基にしている．











































































I(x, y) = a(x, y) cos[θ(x, y) + α] + b(x, y) (2.1)
式 (2.1)に示すように，振幅 a(x, y)とバイアス b(x, y)，初期位相 θ(x, y)という 3つの未知数を




tan θ(x, y) =
√
3{I2(x, y)− I1(x, y)}
2I0(x, y)− I1(x, y)− I2(x, y) (2.2)
位相シフト法では，位相を pi/2ずつシフトさせた 4つの輝度から位相を求める 4ステップの手
法 [67]が最もよく用いられている．式 (2.3)に示すように簡単な計算で位相を求めることができ
る．さらに枚数を増やして，Grootによる 5ステップ [68]やHariharanによる 6ステップ [69]，7
ステップ [70]の位相シフト法も提案されている．枚数が多いほどノイズに対する誤差の影響を受
けにくくなるが，撮影時間が増えるという問題点が生じる．
tan θ(x, y) =
I3(x, y)− I1(x, y)






















図 2.2(a)に余弦波状の輝度分布を持つ格子画像を示し，その輝度分布を図 2.2(b)に示す．図 2.2(a)
では，左端の輝度の高い部分を格子番号 0とし，右に 1本分進むごとに 1ずつ増やされた格子番
号が付けられている．図 2.2(c)に，位相の範囲が−pi～piの位相接続前の位相値 θの分布を示す．
図 2.2(d)に格子番号の分布を示す．格子番号 kは整数値をとり，連続している位相値の範囲では
同一の値を持つ．位相接続前の位相値 θと格子番号 kから式 (2.4)の計算を行った結果として得ら
れた値 φの分布を図 2.2(e)に示す．図 2.2(e)は，図 2.2(c)における不連続のない位相分布となっ
ている．
Figure 2.2 Relationship between grating number k and unwrapped phase φ: (a) grating image;
(b) brightness of grating; (c) wrapped phase θ; (d) grating number k; and (e) unwrapped phase
φ
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スペイシャル位相接続法 (Spatial phase unwrapping)
スペイシャル位相接続法において最も簡単な手法として，隣の画素の位相値と比較して，その
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Figure 2.3 Shape measurement by 2-D fringe projection method
Figure 2.4 Shape measurement by triangulation method
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(a) (b)
Figure 2.5 Principle of 3-D shape calculation using LCD reference plane: (a) arrangement of


















せることにより，レンズ収差の影響を受けない基準面上の 4点C0, C1, P0, P1からC0C1と P0P1
の交点として計測物体表面の空間座標を求める．この手法を用いればレンズ収差の影響を受けず
高精度な形状計測を行うことが可能となる．
20 第 2章 投影格子位相解析法による三次元形状計測法の原理





2次元格子のピッチは，x方向および y方向にそれぞれ pxと pyとする．2次元格子の位相を (ψx,











ここで，x0と y0はそれぞれ基準面上での位相値 (ψx, ψy)が (0, 0)となる点の空間座標の x成
分および y成分である．
Figure 2.6 2-D grating displayed on LCD reference plane
















する．また，点 Sにプロジェクタから投影されている格子の 2次元位相値と同じ 2次元位相値が
投影されている基準面 R0と R1上の空間座標をそれぞれ点 P0と P1とする．直線 lcと lpは，直














得られることになる．測定視野は 130 mm×100 mmであり，測定できる奥行きは 50～100 mmで
ある．既知の位置にある平面を計測したところ，全体の平均誤差が 0.010 mm，標準偏差が 0.015
mm，10回の繰り返し精度が 0.002 mmであった．
平板の形状計測の結果を図 2.9(a)および図 2.9(b)に示す．基準面を z = 0.0 mmおよび z =
20.0 mmとした場合の z = 5.0 mmの位置に設置された平板をカメラとプロジェクタのレンズ中
心座標を試料表面の空間座標の計算に用いる従来手法で解析した結果と，本手法で解析した結果
である．計測領域は 400画素×400画素（試料表面上では 91 mm×89 mm）である．従来手法を
用いた場合は，z座標の平均値は 5.032 mmで標準偏差は 0.037 mmであった．本手法を用いた場
合は，z座標の平均値は 5.012 mmで標準偏差は 0.009 mmであった．従来手法と比較して本手法
で解析した方がゆがみなく精度よく形状を計測できていることがわかる．
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Figure 2.7 Procedure of 3D analysis
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Figure 2.8 3D representation of specimen
(a) conventional method (b) proposed method
















値を決める．n回位相シフトして連続的に得られる画像の輝度値を I1, I2, . . . , Inとすると，位相
信頼性評価値は式 (3.1)の評価関数として表すことができる．
R(i, j) = f{I1(i, j), I2(i, j), . . . , In(i, j)} (3.1)






2a(i, j) if Imin < ∀In(i, j) < Imax
0 if ∃In(i, j) < Imin, or ∃In(i, j) > Imax
(3.2)
ここで，n回位相シフトして連続的に得られる画像の輝度値を I1, I2, · · · , In とする．Imax と
Iminはそれぞれカメラの撮影できる最大輝度値と最小輝度値を表す．撮影される n枚の輝度デー
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である αを 0から 2piまでわずかずつシフトさせながら連続的に画像を撮影し，それらの画像を奥
行き方向に重ねることで，図 3.2(a)に示すような 3次元画像を得ることができる．このとき，格
子の輝度分布は式 (3.4)のように表される．
f(X,Y, k) = a(X,Y ) cos[φ(X,Y ) + kα] + b(X,Y ) (3.4)
ここで，点 (X,Y )は撮影された 3次元画像内の一点で，αは位相シフト量を表し，f(X,Y, k)






exp{j[φ(X,Y ) + kα]}+
a(X,Y )
2
exp{−j[φ(X,Y ) + kα]}+ b(X,Y ) (3.5)
式 (3.5)をフーリエ変換すると式 (3.6)に示すようなスペクトルが得られ，それぞれのフーリエ
スペクトルの大きさは式 (3.7)のようになる．
F (X,Y, ω) =
M−1∑
k=0
f(X,Y, k) exp(−jkαω) (3.6)
|F (X,Y, ω)| = {Re[F (X,Y, ω)]2 + Im[F (X,Y, ω)]2}1/2 (3.7)
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(a) 3-D image consisting of sequential two-dimensional images obtained by phase shifting
(b) X-directional brightness distribution of phase-shifted fringe patterns of a 3-D image
(c) Fourier spectrum at a point
(d) phase distribution
Figure 3.2 Principle of phase-shifting method using Fourier transform (PSM/FT)
3.3. フーリエ変換位相シフト法における位相信頼性評価値の提案 29
ここで，ωは周波数であり，M は得られるスペクトルの数を表す．式 (3.5)からは，理想の正弦





ることができる．式 (3.6)から周波数 1の成分だけ抽出すると式 (3.8)のようになる．
F (X,Y, 1) =
M−1∑
k=0
f(X,Y, k) exp(−jkα) = M
2
a(X,Y ) exp[jφ(X,Y )] (3.8)








フーリエ変換のアルゴリズムとして，FFTの他にMR-FFT (Mixed Radix Fast Fourier Trans-








ズ成分である n(X,Y, k)を理想とする元の画像に加えると，得られる画像 fˆ は次式のようになる．
fˆ(X,Y, k) = f(X,Y, k) + n(X,Y, k) (3.10)
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Figure 3.3 Phase error ∆φ(X,Y ) caused by the noise spectrum
したがって，基本周波数である 1の成分は元の基本周波数 1のスペクトル成分に周波数が 1で
あるノイズ成分の和として得られ，式（3.11）のように表される．





n(X,Y, k) exp(−jkα) (3.12)
ランダムノイズによる位相誤差の増加をフェーズベクトルで表したものを図 3.3に示す．元の
フーリエスペクトル成分である F (X,Y, 1)にノイズのフーリエスペクトル成分であるN(X,Y, 1)
が加えると少しだけずれて Fˆ (X,Y, 1)になる，よって，得られる位相値 φˆ(X,Y )は正しい位相値
φ(X,Y )から∆φ(X,Y )だけずれていることがわかる．ノイズの成分が大きければ大きいほど，位
相値の誤差が増えることがわかる．






比例して増えると言える．また 1次周波数のノイズ成分N(X,Y, 1)は F (X,Y, 1)に比べてはるか
に小さいため，Fˆ (X,Y, 1)と F (X,Y, 1)はほぼ同等な値である．よって，式 (3.14)はフーリエス
ペクトルの視点から見て S/N比に相当する値と言える．
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シミュレーション方法
















Table 3.1 Average phase error and PREV when random noise is added
Standard deviation Phase error [%] |F (1)| 1L−1
∑ |F (ωn)| PREV
0 0.004 749.28 1.12 678.40
1 0.048 750.01 3.57 220.44
2 0.094 750.02 6.94 113.47
3 0.140 750.05 10.35 76.09
4 0.186 750.08 13.77 57.19
5 0.232 750.10 17.19 45.79
3.4.2 輝度のサチュレーションによる位相値の誤差と位相信頼性評価値の関係
本節では，カメラの撮影輝度範囲を超えることを輝度のサチュレーションと表現する．ここで





Figure 3.4 Average Fourier spectrum at each frequency when standard deviation of random noise
is changed to (a) 1, (b) 3, and (c) 5
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Figure 3.5 Relationship between average phase error and average phase reliability evaluation
value when standard deviation of random noise is changed
Figure 3.6 Relationship between average phase error and average amplitude when standard
















Table 3.2 Average phase error and PREV when bias is changed
Saturation level Phase error [%] |F (1)| 1L−1
∑ |F (ωn)| PREV
0 0.004 959.46 1.10 873.72
10 0.005 945.75 9.01 104.94
20 0.016 924.54 18.27 50.64
30 0.047 896.50 25.98 34.50
40 0.073 862.16 31.31 27.54






I ′ = (I/IMAX)1/γ × IMAX , (0 ≤ I ≤ IMAX) (3.17)
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Figure 3.7 Relationship between average phase error and average phase reliability evaluation
value when saturation level is changed
式 (3.17)において，I, I ′は変換前後の輝度分布を表し，IMAX は輝度の最大値を表す．シミュ
レーションでは IMAX = 255とした．
シミュレーション方法
まず，1周期の余弦波を 15回シフトした輝度変換しない格子画像を用いてフーリエ変換位相シ













Table 3.3 Average phase error and PREV when γ value is changed
γ value Phase error [%] |F (1)| 1L−1
∑ |F (ωn)| PREV
1.0 0.004 954.71 1.04 917.95
1.1 0.014 944.93 7.97 118.62
1.2 0.020 933.95 14.62 63.90
1.3 0.027 952.19 22.78 40.38
1.4 0.030 903.92 29.02 31.14
1.5 0.033 890.28 32.04 27.78
2.0 0.048 821.74 65.06 12.66
2.5 0.070 765.96 88.37 8.64
Figure 3.8 Relationship between average phase error and average phase reliability evaluation















2IA − IB − IC (3.18)
ここで，IA, IB, IC は格子の位相を 2pi/3ずつシフトして撮影される画像である．
結果および考察
図 3.9より，フーリエ変換位相シフト法は位相シフト法に対してランダムノイズによる誤差が














Figure 3.9 Accuracy comparison between PSM (3-step) and PSM/FT: in case of (a) random































10より大きい場合，ほぼ信頼できると考えられるため，閾値 T の値は本研究では 10としている．
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44 第 4章 位相信頼性評価値を用いた形状合成手法
Figure 4.2 3D reconstruction by wide dynamic-range shape measurement
4.2. 広ダイナミックレンジの形状合成手法 45
まず知りたい点 P の座標 (x, y) に最も近い 3 つの計測された点 Pa(xa, ya, za), Pb(xb, yb, zb),






設置する．本実験装置の場合，計測できる物体の大きさは横幅 100 mm×縦長 100 mm×奥行 200
mmである．
Figure 4.3 Experimental setup
本手法の奥行き方法の計測精度を確認するため，図 4.4に示す 5つの段差のある奥行きの深い試
料を z軸方向に 30 mmずつ計 5回移動して計測した．2枚の基準面の間隔は 20 mmであり，再サ
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(a) photography
(b) size
Figure 4.4 Step specimen
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Figure 4.5 Projected grating at (a) z = 0 mm; (b) z = 30 mm; (c) z = 60 mm; (d) z = 90 mm;
(e) z = 120 mm; and (f) height distribution after merged
ある．全体の形状を得ることができている．さらに図 4.5(f)の縦中央 1ラインの断面データ CC’
（図 4.4(b)）を図 4.6に示す．図 4.7は各段差において計測した点の値を示している．それぞれの約
40点の平均値と標準偏差および接触式一点計測法で測定したデータを比較した値について表 4.1




本手法による奥行きのある物体の計測例として，図 4.8に示す奥行き 200 mmの自動車模型の
計測を行った．自動車模型は 1/24スケールのものを用いた．実験では，自動車模型を移動ステー
ジ上に乗せ，基準面の間隔である 20 mmずつ 9回移動させて，それぞれ計測した 9枚のデータを
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Figure 4.6 Cross-section of CC’
Table 4.1 Error at each step
Position (mm) Average (mm) Sd (µm) Error (µm)
0.001 0.004 8 3
29.899 29.910 11 11
59.894 59.896 14 2
89.899 89.916 12 17
120.130 120.148 13 18
図 4.9に示す．図 4.9の測定データに対して式 (4.1)に示すように z方向の移動量だけを減算し，
等間隔に再サンプリングした後，合成した結果の高さ分布を図 4.10に示す．なお，再サンプリン
















Figure 4.7 Cross-section at each step
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Figure 4.8 Measured object: model car
Figure 4.9 Height distributions at each position
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Figure 4.10 Final height distribution after merged
Figure 4.11 3D representation of model car

































Figure 4.12 Relationship between halation effects and arrangement of a projector and cameras
4.3.3 円柱状の金属試料の形状計測
実験装置を図 4.13に示す．格子パターンを投影するための LCDプロジェクタと格子画像を撮
影するためのCCDカメラ 1とCCDカメラ 2を用いる．実験では，CCDカメラ 1およびCCDカ
メラ 2はともに焦点距離が 12 mmのレンズを付けた SONY製のXCD-X700を用いる．カメラと
プロジェクタから基準面までの距離はともに 400 mmであり，カメラ 1およびカメラ 2とプロジェ
クタのなす角度は約 20度である．2枚の基準面間隔は 20 mmである．
図 4.14に実験で用いた金属試料を示す．これは旋盤によって加工されたアルミニウム材質の金
属試料である．図 4.14(a)は試料の写真，図 4.14(b)は試料の各部の寸法を示す斜視図である．実
験では，この試料を 2台の CCDカメラで異なる 2方向から計測を行った．
図 4.15はそれぞれカメラ 1及びカメラ 2によって撮影して得られた輝度データである．図 4.16，
図 4.17はそれぞれカメラ 1およびカメラ 2で計測して解析した高さ分布と位相信頼性評価値分布
である．わかりやすくするために輝度振幅が 10以下のデータを黒くマスクしている．図 4.18，図




4.21に示す．図 4.21(a), (b)はそれぞれカメラ 1とカメラ 2から得られた断面形状，図 4.21(c)は
重ねたときの断面形状，図 4.21(d)は合成した断面形状である．図 4.22は図 4.21に対応して断面
形状を曲率半径に変換した値と位相信頼性評価値の図である．図 4.18, 図 4.19で見られる鏡面反
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Figure 4.13 Experimental setup








実験装置を図 4.23に示す．実験では，CCDカメラ 1およびCCDカメラ 2はともに焦点距離が
16 mmのレンズを付けた SONY製のXCD-X700を用いた．格子パターンを投影するための LCD
プロジェクタは 2台のCCDカメラの横に置かれている．2台のカメラとプロジェクタから基準面
までの距離はそれぞれ 830 mmと 630 mmであり，試料に対して，CCDカメラ 1（上）は下向き
に 16度，CCDカメラ 2（下）は上向きに 6.5度傾いている．鏡面反射の生じる場所を変えるため
に異なる角度をつけた．この時の測定視野は約 200 mm×200 mmであり，キャリブレーション時
の 2枚の基準面間隔は 20 mmであった．
図 4.24(a)と図 4.24(b)はそれぞれカメラ 1及びカメラ 2によって撮影して得られた輝度データ
である．対象物は直径 175 mmの凹面をもつディスク状の金属試料である．鏡面反射が生じる場
所が変わっていることがわかる．
図 4.25に実験結果を示す．図 4.25(a)と図 4.25(b)はそれぞれカメラ 1で計測し再サンプリン
グした後の高さ分布と位相信頼性評価値分布である．図 4.25(c)と図 4.25(d)はそれぞれカメラ 2
で計測し再サンプリングした後の高さ分布と位相信頼性評価値分布である．再サンプリング間隔
は x, yともに 0.375 mmである．また輝度変化が 10以下のデータは黒くマスクし，合成時では用
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(a) CCD camera 1 　 　 (b) CCD camera 2
Figure 4.15 Projected grating images
(a) height distribution 　 　 (b) PREV distribution
Figure 4.16 CCD camera 1 (before resampling)
(a) height distribution 　 　 (b) PREV distribution
Figure 4.17 CCD camera 2 (before resampling)
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(a) height distribution 　 　 (b) PREV distribution
Figure 4.18 CCD camera 1 (after resampling)
(a) height distribution 　 　 (b) PREV distribution
Figure 4.19 CCD camera 2 (after resampling)
(a) height distribution 　 　 (b) PREV distribution
Figure 4.20 Final result by merge Fig. 4.18 and Fig. 4.19
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Figure 4.21 Cross-section
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Figure 4.22 Radius value and PREV/FT along line AA’: (a) CCD camera 1; (b) CCD camera
2; and (c) merged
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Figure 4.23 Experimental setup
Figure 4.24 Projected grating images on the disc specimen: (a) CCD camera 1 and (b) CCD
camera 2
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Figure 4.25 Experimental results: (a) height and (b) PREV/FT distributions obtained by CCD
camera 1; (c) height and (d) PREV/FT distributions obtained by CCD camera 2; (e) height
and (f) PREV/FT distributions obtained by the proposed method. Whole area of the specimen
can be measured except minor shadow area






















速度を変えることにする．本研究で用いる SONY製の XCD-X700シリーズの CCDカメラでは，
1/100,000秒～2秒のシャッター速度を変えることができる．
異なる数種類のシャッター速度 n（n = 1, 2, . . .）について，振幅とバイアスをそれぞれ an, bn
とすると，CCDカメラによって撮影される輝度は以下に示す式で表される．








図 4.26(a)と図 4.26(b)はそれぞれカメラのシャッター速度を 1/15秒と 1/2秒に変えた場合に撮













Figure 4.26 Images captured at shutter speed (a) 1/15 seconds and (b) 1/2 seconds; projected
grating images captured at shutter speed (c) 1/15 seconds and (d) 1/2 seconds
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Figure 4.27 Experimental results: (a) height and (b) PREV/FT distributions obtained at shutter
speed 1/15 seconds; (c) height and (d) PREV/FT distributions obtained at shutter speed 1/2
seconds; (e) height and (f) PREV/FT distributions obtained by the proposed method. Whole









































































Figure 4.29 360-deg shape measurement system






















ここで，x0, y0, z0は原点からの距離を表し，x′, y′, z′はそれぞれの軸の方向ベクトルを表す．









ここで，Rz(α)と Rx(β)はそれぞれ z軸と x軸まわりの角度 αと角度 β の回転を表す行列であ
る．αと βは回転後に回転軸の方向ベクトルの z成分と x成分がそれぞれ 0となるような角度で
ある．
Figure 4.31 Rotation around arbitrary axis
座標変換
求めた回転軸の式をもとに，各方向から得られる計測データに対して，同じ方向になるよう
に座標変換を行う．式 (4.6) より，n 枚の測定データ Pn(xn, yn, zn) は一つのグローバル座標系
Pw(xw, yw, zw)に変換される．
Pw = R (Pn − T ) (4.6)
ここでのRとT は以下の通りである．
R =
 c+ tx′2 tx′y′ + sz′ tx′z′ − sy′cx′y′ − sz′ c+ ty′2 t′yz′ + sx′
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ここで， T は回転軸の位置が原点になるような平行移動行列であり， R は回転軸まわりの回







座標変換を行った計測データに対して，式 (4.9)を用いて直交座標系 (x, y, z)から円筒座標系
(θ, Y, r)に変換することができる．回転角度 θを等間隔に再サンプリングすれば，図 4.32に示す
ような２次元格子データとなり，容易に合成することができる．また式 (4.10)を用いれば，円筒
座標系 (θ, Y, r)から直交座標系 (x, y, z)に変換することができる．












x = −r cos( θpi
180
)
y = Y (4.10)














を回転させるために，回転分解能が 0.01度の回転ステージ（シグマ (株)製，MINI-60 θz）を用
いる．
実験条件は次の通りである．2枚の基準面間隔は 60 mmであり，カメラとプロジェクタから基
準面までの距離はそれぞれ 720 mmと 540 mmである．カメラとプロジェクタのなす角度は約 30
度である．計測範囲は約 220× 165 mmである．図 4.34に示す石膏肖像および図 4.39に示す試
料の計測を行う．計測データは θ方向に 0.6度ずつ，Y 方向に 0.25 mm間隔で再サンプリングを
行う．




Figure 4.34 Specimen: a plaster figure [110 mm (W)×65 mm (D)×135 mm (H)]
図 4.35に 60度ずつ回転しながら 6方向からそれぞれ計測した結果を示す．図 4.35(a)は計測さ
れた物体の高さ分布であり，図 4.35(b)は位相信頼性評価値分布である．図 4.36は図 4.35に対し



















Figure 4.35 Experimental results from six different directions
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Figure 4.37 Final result after merged partial point-clouds from six directions
第 5節「高精度全周形状計測法」では，得られた複数枚の多方向のデータを合成する全周形状
計測法を開発した．この手法によって，従来 1方向だけでは，影となる部分や裏側の部分を計測
することができた．直径 60.04 mmの円柱試料を計測したところ，平均誤差は 0.032 mm，標準偏
差は 0.023 mmの結果が得られた．
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Figure 4.38 Several views of 360-deg shape of plaster figure
4.6. 本章のまとめ 77
Figure 4.39 Cylindrical specimen
Figure 4.40 Cross-section after merged
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• 分光器 [107]，顕微鏡 [108,109]，内視鏡イメージングなど科学および医療向け機器 [110]



































5.2. DMD反射式 CCDカメラ（DMDカメラ） 81
Figure 5.2 Structure of the DMD
ミリ秒オーダーである．
DMDは，その種類によって，ミラーの大きさは 13.7～17.00 µm，画素（ピクセル）数は 800×600
～1280×1024まである．最近ではシネマ向けのもっと大きいサイズの DMDも開発されている．
DMDのミラーの傾きは製品によって± 10度と± 12度がある．ここでは，ドイツViALUX社製の
Discovery 1100シリーズの 0.7インチ，1024×768 (XGA)，± 12度のDMDを例として説明する．
図 5.3にDMD素子を側面から見た図を模式的に示す．各DMDのミラーは，入力される on-off
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Figure 5.3 Directions reflected by the DMD
機能を持たせることになる．
さらに応用として，図 5.4(c)で示すように CCDカメラを 2つ有するタイプや図 5.4(d)で示す
ように対象物を 2つ同時に撮影できるタイプがある．CCDカメラの数とDMDとの結像の配置関





画素サイズは 6.45 µm × 6.45 µmである．また，DMDの各ミラーと CCDの各画素を画素対応
できるように 3軸平行移動できる精密な xyzステージと 3軸傾き調整できる精密な αβθステージ
に取り付けられている．DMDは Discovery 1100シリーズのものを用いた．ミラーの反射角度は
± 12度であり，画素数は 1024画素×768画素である．DMDも同様に中央の 640画素×480画素
のみを使用している．ミラーサイズは 13.8 µm × 13.8 µmである．結像レンズはすべてニコンの
引伸しレンズを用いた．
5.2.3 DMDカメラの特徴
図 5.6に，撮影対象が図 5.6(a)に示すようなパターンの場合のDMDの on-offパターンと撮影
される画像の関係をわかりやすくイラストで例示する．まず，DMDの各ミラーがすべて onの場
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Figure 5.4 DMD Reflection-type CCD camera: (a) single straight CCD type, (b) single angle
CCD type, (c) double angle CCD type, and (d) gemini-scene straight CCD type
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Figure 5.5 Photography of the DMD camera: (a) single straight CCD type, and (b) single angle
CCD type
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Figure 5.6 Relationship between DMD on-off patterns and captured images by DMD camera as
an illustration: (a) original image; (b) image taken by CCD; (c) on-off pattern (□:on, ■:off);
(d) image taken by CCD when DMD pixels pattern are set at (c); (e) DMD pattern; (f) image
taken by CCD when DMD pixels pattern are set as (e)
















(2) について，DMD及び CCDのどちらの光学素子でも 1画素が非常に小さいため，正確な画
素対応の調整が非常に難しい．先行研究では 3画素×3画素の平均を大きな 1画素と見なして実験






















で図 5.7(b)のような画像を撮影した．図 5.7(a)において，上から DMDの 2画素，4画素，8画
素，16画像，32画素，64画素ピッチの順のパターンを表示している．これはそれぞれ空間周波数
35.7, 17.9, 8.9, 4.5, 2.2, 1.1（lines pair/mm）に相当する．図 5.7(b)において，それぞれのピッ
チを持つ領域での最大輝度値と最小輝度値を用いて式 (5.1)よりMTFを求めた．
実験では，以下のような 4種類 5つのレンズについてそれぞれのMTFを調べた．
1. 平凸単レンズ (f = 50 mm, Dia. = 50 mm, Edmund)
2. アクロマティックレンズ (f = 40 mm, Dia. = 25 mm, Edmund)
3. 一眼レフカメラレンズ (Ai Nikkor) (f = 50 mm, F1.4–F16, Nikon)








ンの引伸しレンズ (f = 50 mm)を用いた場合，単眼直行タイプでは低い空間周波数（8.9 lines




である．図 5.8(b)からわかるように，どちらの引伸しレンズ（f = 50 mm と f = 40 mm）で
も， Fナンバーの大きいほう (F16)が Fナンバーの小さいほう (F4)より高いMTFを得られた．
これは 絞りを絞ることでレンズ収差の影響を少なくしているためである．しかし，画像が暗くな
る．単眼傾斜タイプでは，一般的に市販されている平凸レンズやアクロマティックレンズを用いて
画素対応を行うことが不可能であった．ニコンの引伸しレンズ (f = 40 mm)を用いて最小絞りと
した場合，空間周波数（17.9 lines pair/mm）において 18%のコントラストが得られたが，空間周
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Figure 5.7 Test MTF chart with stripes for different spatial frequencies: (a) DMD on-off pattern,
and (b) image captured by the DMD camera
しかし，つい最近，TIは「DMD Discovery TM」汎用製品ファミリを発売した．この製品は，米
国の PSI（Productivity System, Inc）社から供給されるもので，0.7インチのXGA(1,024画素×
768画素)分解能のDMDのほかに，Discoveryコントローラ，サポート ICが含まれる．日本では，
株式会社丸文（MARUBUN CORPORATION）がDMD Discovery 1100 Starter Kitを販売して
いる．またドイツのViALUX社はDMDアプリケーション開発キットの機能拡張用アクセサリー
であるAccessory Light modulator Package(ALP) [122–124]を販売している．こちらはVC++の
プログラムで DMDを制御することができ，使いやすい仕様になっているため，本研究ではこの




は USBを介して DMD ALPのメモリーである SDRAMに転送される．1ビットでは 6918回/s，
8ビットでは 162回/s切り替えられる仕様になっている．最近では，DMD DiscoveryTM3000の





Figure 5.8 Measured MTFs: (a) single straight CCD type, and (b) single angle CCD type
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Figure 5.9 Pixel-to-pixel correspondence image for single straight CCD type: (a) ideal; (b)
convex lens (f = 50 mm); (c) achromatic lens (f = 40 mm); and (d) Nikon EL lens (f = 50
mm).
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Figure 5.10 Pixel-to-pixel correspondence image for single angle CCD type: (a) ideal; (b) Nikon
EL lens (f = 50 mm, F16); (c) Nikon EL lens (f = 40 mm, F4); and (d) Nikon EL lens (f =
40 mm, F16)
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(a) photo
(b) interface








モアレ (moire´)とはもともとフランス語の “木目をつけた”や “波模様”という意味から由来して
いる．図 5.13に示すように，ほぼ等間隔に並んだ模様を二つ重ね合わせると，元の模様と異なる










と CCDの画素を 1対 1に対応することができる．
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Figure 5.13 Moire´ phenomenon





CCDの各画素が 1対 1に対応できていない状態では図 5.15(a)に示すようなモアレ縞が現れる．
Figure 5.14 Calibration pattern of the periodic binary line-gratings with 2-pixel pitch: (a) x-
directional; (b) y-directional; (c) both x- and y-directional
図 5.15(a)をよく考察すると，モアレが発生していることが分かる．しかし，元の画像とモアレ
縞が混在しているため，非常に見づらいものになっている．







I(i,j) = |I(i,j) − I(i−1,j)|+ |I(i,j) − I(i,j−1)|+ |I(i,j) − I(i+1,j)|+ |I(i,j) − I(i,j+1)| (5.2)
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Figure 5.15 Images when CCD and DMD has mismatch and misalignment: (a) captured image;
(b) after thinned out 2-pixel; (c) after image processing by Equation (5.2)
ここでは，i, jはそれぞれCCDカメラによって撮影される画像の横と縦の画素番号である．Ii,j
は横 i，縦 j番目の画素の輝度値を意味する．
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Figure 5.16 Intensity values of center x-directional sections in Figs. 5.15(a) and 5.15(c)
Figure 5.17 Schematic representation of (a) mismatch and (b) misalignment
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Figure 5.18 Example of simulated images of the moire´ pattern using x-directional calibration
pattern in case of (a) by z-directional translation; (b) by tilting around the x-axis; (c) by tilting





図 5.18にそれぞれ図 5.14(a)のパターンを表示させたときの z方向の位置のずれによる結像倍
率を変えた場合とさらに x, y, z軸まわりにわずかに傾いた場合に現れるモアレパターンのシミュ
レーション結果を示す．
図 5.19にそれぞれ図 5.14(b)のパターンを表示させたときの z方向の位置のずれによる結像倍
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Figure 5.19 Example of simulated images of the moire´ pattern using y-directional calibration
pattern in case of (a) by z-directional translation; (b) by tilting around the x-axis; (c) by tilting
around the y-axis; (d) by tilting around the z-axis
Figure 5.20 Example of simulated images of the moire´ pattern using composed binary pattern







図 5.21に示すように正確に x方向に等間隔にある y方向に平行な格子線がある．これが本調整
手法の場合，CCDカメラの縦方向の走査ラインに相当する．このときの格子線の座標は以下の式
で表すことができる．










m− l = N (5.5)
式 (5.3)と式 (5.4)を式 (5.5)に代入すると，
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(p− q)
p
x+ θy = Nq (5.7)
(p− q)/p = M とすると，式 (5.7)は式 (5.8)のようになる．
































Figure 5.21 Detail of moire´ formation between two parallel line gratings set at an angle θ.
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5.4.5 調整実験結果および考察
実際にDMDカメラの画素を対応させた場合の実験結果例を以下に示す．図 5.14に示すような









調整する．図 5.22(i), (j)は y軸まわりの回転角度 βによって生じるモアレパターンである．回転
角度 αがわずかにあると正方形のモアレ縞にならず，対角線上でずれた形になる．図 5.22(k)は β
= 0のときのモアレパターンであり，正方形のモアレ縞になる．図 5.22(l)は x軸まわりの回転角
度 αによって生じるモアレパターンである．回転角度 αがわずかにあると，x方向と y方向のモ












Figure 5.22 Experimental results of moire´ pattern captured images by DMD camera using com-
posed grating pattern shown in Figure 5.14(c): (a), (b) z-directional translation; (c)–(h) tilting
around z-axis; (i)–(k) tilting around y-axis; (l), (m) tilting around x-axis; (n) slightly mismatch;
and (o) optimum position










Figure 5.23 Appearance of the moire´ pattern generated by the phase-shifting moire´ method.
Thinned-out images show phase-shifted moire´ fringe patterns according to the thinning-out




図 5.23に位相シフトモアレ法の原理を示す．図 5.23(a)においての黒点は CCDカメラのサン
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プリングの中心点を示し，図 5.23(b)に 4画素ピッチの DMDの on-offパターンを示す．このと










理を行うと，図 5.23(g)～図 5.23(j)のようにモアレ縞を見ることができる．図 5.23(g)は左から 1
番目のサンプリング点から 4画素おきに間引くのに対して，図 5.23(h)～図 5.23(j)はそれぞれ 2
番目，3番目，4番目のサンプリング点から間引いている．1ピッチが 4画素の格子に対して 1画
素ずつ間引く場所を変えることはちょうど位相で pi/2でシフトした状態になる．この処理はすな
わち位相シフトに相当する．図 5.23(d)と同様な複製処理を行うと，図 5.23(k)～図 5.23(n)のよ







I0(x, y) = Ib(x, y) + Ia(x, y) cos{φ(x, y)} (5.11)
I1(x, y) = Ib(x, y) + Ia(x, y) cos{φ(x, y) + pi/2} (5.12)
I2(x, y) = Ib(x, y) + Ia(x, y) cos{φ(x, y) + pi} (5.13)
I3(x, y) = Ib(x, y) + Ia(x, y) cos{φ(x, y) + 3pi/2} (5.14)




I3(x, y)− I1(x, y)
I0(x, y)− I2(x, y) (5.15)
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mは図 5.12においての z方向の CCDカメラとレンズ 2の位置（結像倍率）によって変わるパ
ラメータである．pはキャリブレーションパターンのピッチであり，この場合 4である．また，ミ













図 5.24に画素対応の調整時の実験結果の一例を示す．図 5.24(a)はDMDに 4画素ピッチのバイ
ナリ格子を表示させてから CCDカメラによって撮影された画像である．図 5.24(b)は図 5.24(a)
に対して，左から最初のサンプリング点から 4画素おきに間引いてからさらに複製して得られた
画像である．同様に図 5.24(b)～図 5.24(e)は左から 2番目，3番目，4番目のサンプリング点か
ら 4画素おきに間引いてからさらに複製して得られた画像である．このとき，左右方向のエリア
Aとエリア Cの部分に対して x方向，上下方向のエリア Bとエリア Dの部分に対して y方向同
時に間引いている．それぞれの画像では位相が pi/2ずつシフトしていることが確認できる．なお，




分解能が増す．図 5.24(b)～図 5.24(e)の 4枚の画像を用いて，式 (5.15)より求めた位相分布を
図 5.24(f)に示す．
次に調整途中の実験結果を図 5.25に示す．図 5.25(a)～図 5.25(d)はそのときのモアレパターン
（φ = 0）であり，図 5.25(e)～図 5.25(h)は図 5.25(a)～図 5.25(d)のそれぞれの位相分布である．
このようにモアレ縞の数（位相差）を減らしながら調整を行い，最終的に図 5.25(h)のようなモア
レ縞（位相差）のない画像までに調整すれば画素対応ができる．このとき，x方向と y方向の両端
の位相差がそれぞれ 0.061 (rad)と 0.043 (rad)であり，これは理想値 0に対して 1/25画素と 1/37
画素の調整誤差に相当する．精度良く画素対応を行うことができたといえる．
図 5.26に画素対応結果を示す．図 5.26(a)は DMDの on-offパターンを示す．全体で 14画素







れる画像を図 5.27に示す．図 5.27(a)と図 5.27(f)はそれぞれDMDのすべてのミラーが onのと
きの DMDパターンと撮影された画像である．従来の CCDと同じ画像が撮影されている．反対
に，図 5.27(b)と図 5.27(g)はそれぞれDMDのすべてのミラーが offのときのDMDパターンと
撮影される画像であり，何も写らない状態である．図 5.27(c)と図 5.27(h)はそれぞれDMDの一
部が onのときの DMDパターンと撮影される画像である．DMDパターンが onの部分だけ画像






5.28に示す．図 5.29(a)は DMDのすべてのミラーを on（輝度値が 255）にした場合に撮影され
る画像である．このとき，物体 1を撮影することができる．逆に図 5.29(b)はDMDのすべてのミ
ラーを off（輝度値が 0）にした場合に撮影される画像である．このとき，物体 2を撮影すること
ができる．このように，DMDの on-offを切り換えることで，左と右の画像を個別に撮影すること
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Figure 5.24 Phase analysis of the moire´ fringe pattern obtained by the phase-shifting moire´
method: (a) image taken by the DMD camera, phase-shifting images (b) α = 0, (c) α = pi/2,
(d) α = pi, (e) α = 3pi/2, which thinned out at every four pixels, and (f) the phase distribution
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Figure 5.25 Experimental results of the phase distribution of moire´ patterns by using the com-
posed grating pattern: (a)–(d) moire´ patterns, and (e)–(h) the phase distributions.
Figure 5.26 Experimental results of pixel-to-pixel correspondence taken by the DMD camera
(each block is one pixel and the size is 6.25 µm × 6.25 µm): (a) ideal; (b) with small mismatch
and misalignment; (c) without mismatch and misalignment
Figure 5.27 Experimental images (f)–(j) taken by the DMD camera when DMD pixel on-off
patterns are set to (a)–(e), respectively.










Figure 5.28 Experimental setup
が容易にできる．図 5.29(c)は，8ビットのグレースケールの場合DMDの表示パターンの輝度値
が 128（表示時間の半分は on，半分は off）のときに撮影される画像である．一般的な画像処理で
行う透かしの効果に相当する．図 5.29(d)は縦方向に 80画素ピッチの矩形波格子をDMDパター













とするが，図 5.32に示すようなDMDを用いた光学系では 1台のカメラでDMDの on-offパター
ンを切り換えることで左右から視差のついた画像を得ることができる．物体から反射された光は
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(c)                                       (d)
Figure 5.29 Experimental images captured by the gemini-scene straight type DMD camera when
DMD on-off patterns are set to (a) on (grayscale 255), (b) off (grayscale 0), and (c) 50% on,
50% off (grayscale 128), (d) 80 pixels Ronchi grating in horizontal direction
Figure 5.30 Experimental image captured by the DMD camera
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Figure 5.31 Images (a) e0 and (b) e2 after linear interpolated from Fig. 5.30
反射ミラー 1と反射ミラー 2によってそれぞれレンズ 1を通して DMDの表面に結像し，レンズ
2によって再び CCDに結像される．DMDのパターンは onのとき右から見た画像が写り，offの
とき左から見た画像が写ることになる．図 5.33(a)と図 5.33(b)にそれぞれDMDカメラによって


















Figure 5.32 Experimental setup
Figure 5.33 Experimental images captured by the DMD camera when DMD on-off patterns are




































































初期位相を φとすれば，格子の位相をシフトすることにより，１点における輝度の変化 I(α, φ)
は式 (6.2)のように表すことができる．
6.2. DMD積分型相関位相シフト法による位相解析手法 117
Figure 6.1 DMD integrated phase-shifting method using correlation: (a) brightness distribution
of projected grating; (b) weight function f0(α); (c) weight function f1(α); and (d) integration



























図 6.1(a)に示す光強度変化に図 6.1(b)と図 6.1(c)にそれぞれ示す重み関数 f0(α)と f1(α)を掛
け，式 (6.5)と式 (6.6)に示す積分を行うことにより，相関係数 S0(α)と S1(α)を得る.


























このようにして得られた S0(φ)と S1(φ)（以降略して S0と S1と表示する）および格子の初期位
相 φとの関係はそれぞれ式 (6.7)と式 (6.8)のようになる.
S0 =
{
(−2φ+ pi)(I1 − I0) (0 ≤ φ < pi)
(2φ− 3pi)(I1 − I0) (pi ≤ φ < 2pi) (6.7)
S1 =
 (−2φ)(I1 − I0) (0 ≤ φ < pi/2)(2φ− 2pi)(I1 − I0) (pi/2 ≤ φ < 3pi/2)(−2φ+ 4pi)(I1 − I0) (3pi/2 ≤ φ < 2pi) (6.8)





S0−S1 · pi2 (0 ≤ φ < pi/2)
2S0+S1
S0+S1
· pi2 (pi/2 ≤ φ < pi)
2S0−3S1
S0−S1 · pi2 (pi ≤ φ < 3pi/2)
4S0+3S1
S0+S1
· pi2 (3pi/2 ≤ φ < 2pi)
(6.9)

S0 = |S0|, −S1 = |S1| (0 ≤ φ < pi/2)
−S0 = |S0|, −S1 = |S1| (pi/2 ≤ φ < pi)
−S0 = |S0|, S1 = |S1| (pi ≤ φ < 3pi/2)
S0 = |S0|, S1 = |S1| (3pi/2 ≤ φ < 2pi)
(6.10)
式 (6.9)と式 (6.10)から式 (6.11)のように 0 ≤ φ＜ 2piの範囲で場合分けしない形にまとめるこ
とができる．
φ = {2 + S1|S1| +
S1 · S0
|S1| · (|S0|+ |S1|)} ·
pi
2
(0 ≤ φ < 2pi) (6.11)
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したがって S0と S1を求めれば，式 (6.11)により図 6.1(a)における格子の初期位相 φを求める
ことができる.
6.2.2 DMD積分型相関位相シフト法の原理











































IA, IB, IC , IDはそれぞれ位相シフト量 0～pi/2，pi/2～pi，pi～3pi/2，3pi/2～2piにおける光強度
の積分値を意味している．これらによって，S0と S1は式 (6.15)のようになり， IA, IB, IC , IDの
値を求めることによって，初期位相 φを求めることができる.
{
S0 = IA − IB − IC + ID
S1 = IA + IB − IC − ID (6.15)
第 5章で述べたように，DMDカメラでは，CCDの画素ごとに高速に制御できるシャッター機
能を持つため，CCDカメラの各画素の輝度値をシャッターが開いている時間の光強度の時間積分
値として得ることができる. CCDの各画素とそれぞれに対応する DMD画素を図 6.2(b)または
図 6.2(c)に示すような配列でA, B, C, Dの４組に分ける．投影格子の位相シフトを連続的に行う
とき，Aの画素には 0～pi/2，Bには pi/2～pi，Cには pi～3pi/2，Dには 3pi/2～2piの位相シフト量
のときだけシャッターを開いて光強度の時間積分を行うようにする．このようにすることによって，
対応するCCDの画素の組A, B, C, Dにはそれぞれ式 (6.14)に示すような輝度値 IA, IB, IC , IDが
得られることになる．
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Figure 6.2 Projected gratings and on-off patterns transferred to DMD to obtain phase distribu-
tion by integrated phase-shifting method using correlation: (a) projected grating patterns; (b)



















図 6.3(a)において，2画素×2画素の正方形の配置の場合の輝度値 IA, IB, IC , IDを画素ごとに
求める手法を示す．ここでは，4画素×4画素の拡大図を示している．Aグループに注目すると，あ
る１画素（座標 (i, j)）における輝度値 IB, IC , IDの値はその周辺の８画素の輝度値から式 (6.17)
に示すような 1次補間によって求めることができる．同様の計算式で全ての画素について輝度値
IA, IB, IC , IDを求めることができる．このようにして得られた IA, IB, IC , IDを用いて式 (6.11)
と式 (6.15)により，初期位相 φを求めることができる．
IA(i,j) = IA(i,j)
IB(i,j) = {IB(i−1,j) + IB(i+1,j)}/2 (6.17)
IC(i,j) = {IC(i−1,j−1) + IC(i+1,j−1) + IC(i−1,j+1) + IC(i+1,j+1)}/4
ID(i,j) = {ID(i,j−1) + ID(i,j+1)}/2
次に図 6.3(b)において，横ストライプ状の配置の場合の輝度値 IA, IB, IC , IDを画素ごとに求
める手法を示す．ここでは，5画素×6画素の拡大図を示している．同様にAグループに注目する




IB(i,j) = {IB(i,j−3) + 3× IB(i,j+1)}/4 (6.18)
IC(i,j) = {IC(i,j−2) + IC(i,j+2)}/2





































Figure 6.3 Interpolate method: (a) checkboard arrangement and (b) stripe arrangement
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(z1 − z0)(φ− φ0)
φ1 − φ0 + z0 (6.20)
6.2.7 高速位相シフト法への応用
DMD積分型相関位相シフト法を用いれば 1フレームの撮影時間中にDMDの 4種類の on-offパ
ターンを表示することで，高さ分布画像を得ることができる．図 6.6に示すように 1フレームの





Figure 6.5 Relationship between phase and height
Figure 6.6 High-speed phase-shifting method using a DMD camera











図 6.7(b)に光学系の写真を示す．このとき，プロジェクタから物体までの距離は 720 mmであ
り，DMDカメラから物体までの距離は 1380 mmである．プロジェクタとDMDカメラのなす角








まず，静的な状態でマウスの形状計測の実験結果を図 6.8に示す．図 6.8(a)は 投影格子の様子
であり，図 6.8(b)は DMDカメラによって撮影されたワンショットの画像である．わかりやすい
ように右ウィンドウに一部の画像の拡大図を示す．図 6.8(c)は画像図 6.8(b)から補間より求めた
4枚の位相シフトされたうちの 1枚の画像 IA(初期位相 α = 0)である．図 6.8(d)は図 6.8(c)など
の 4枚の位相シフト画像から求めた位相分布であり，図 6.8(e)は基準面との位相差より求めた高
さ分布である．このように，DMDカメラを用いることで 1枚の画像を撮影するだけで物体の高さ
分布を得ることができる．同じ状態で z = 0 mmの位置にある平面を測定したところ，中央部の
135画素×120画素の計 16,200点の平均値と理想値の平均誤差は 0.09 mm，標準偏差は 0.15 mm
であり，本手法の有効性が示された．
応用例として図 6.9に手を握る瞬間の動きを計測した結果を示す．図 6.9(a)～図 6.9(c)はそれ





Figure 6.7 Experimental setup
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Figure 6.8 Experimental results by DMD-type integrated phase-shifting method using correla-
tions: (a) Ronchi grating projected onto the specimen (a computer mouse); (b) image captured
with one shot by the DMD camera. Small image window on the right side shows further de-
tails; (c) one of four phase-shifted grating images IA (α = 0) produced from (b); (d) phase
distribution; and (e) height distribution
スポーツや医療の分野に応用できる．
次に平面の基準面を移動ステージを用いて一定のスピード（10 mm/s）で動かし，動的な状態
での 10回の計測を行った．このとき，画像取り込みの間隔は 0.142 mmである．よって理想的に
隣り合う 2フレームの基準面の位置の差は 1.42 mmである．図 6.10に 10回で計測された平均高
さ分布（中央 150画素×150画素）を用いて，隣り合う 2フレームの差を求めた結果である．理想







Figure 6.9 Phase analysis results under dynamic conditions: phase difference distribution at (a)
t = 0 second, (b) t = 2/15 seconds, and (c) t = 4/15 seconds
Figure 6.10 Measured distance of adjacent frames at a constant 10 mm/s. The interval of capture
is 0.142 mm














ように撮影された画像の輝度値 Iex(i, j)が Iidealとなるように表示するDMDのパターン IDMD(i, j)
を決定する．







そこで，この CCDカメラの暗電流成分を考慮して，式 (6.22)に示すように DMDのパターン
IDMD(i, j)を決定する．
IDMD(i, j) = Iideal · Iideal − Idark








すべてのパターンの輝度値を 0となる画像を表示し，露光時間を 1/120, 1/60, 1/30, 1/15, 1/5,
1/3, 8/15, 2/3, 4/5, 1秒の順に変えて撮影し，そのときの中央 10×10画素の輝度値の平均値を求










IDMD(i, j) = Iideal · Iideal − 10
Iex(i, j)− 10 (6.23)
　　
Table 6.1 Comparison result
Ideal ratio 2 4 8　
Without considering dark noise 1.81 2.94 4.46
With considering dark noise 2.02 3.91 8.07
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Figure 6.12 Relationship of captured intensities between DMD patterns and exposure times
表 6.1に露光時間が 0.2秒の時CCDカメラの暗電流成分を考量した場合としない場合を比較し








物体からDMDカメラと液晶プロジェクタのレンズまでの距離はそれぞれ 1470 mmと 465 mmで
ある．DMDカメラとプロジェクタのなす角度は 24度である．
図 6.14に広輝度レンジの位相解析手法による実験過程の結果の一例を示す．図 6.14(a)にDMD







図 6.15に実験結果を示す．図 6.15(a)と図 6.15(d)にそれぞれ従来手法と提案手法によって得
られた格子投影画像を示す．図 6.15(a)において，反射率の低い部分では格子パターンを識別す
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Figure 6.13 Experimental setup (general view)
Figure 6.14 Experimental results of wide-intensity-range method: distribution of (a) Iex(i, j),
(b) IDMD(i, j), and (c) ICCD(i, j)






























Figure 6.15 Experiment result of a metallic art: (a) projected grating, (b) phase distribution,
and (c) height distribution obtained by the conventional method; (d) projected grating, (e)





























の計測範囲 150 mmに対し，平均誤差 0.010 mm，標準偏差 0.012 mmの精度が得られ，本手法の
有効性が示された．
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「鏡面反射成分の影響を避ける形状合成手法」では，複数台のカメラを異なる角度から計測し
たデータを合成することで金属のような鏡面反射が起こる物体も計測することができた．円柱状















































































2次元位相分布から 2次元位相 (φx, φy)を持つ点を見つけ，その画面内座標を求める場合を考
える．図 A.1に画面内座標と 2次元位相分布の関係を示す．図 A.1(a)では縦横の直線は座標値が
整数の位置を示し，それらの交点が整数の画面内座標を持つ点を表す．2次元位相の値は，これら
の交点上だけで求められている．曲線 lxと ly は，それぞれ x方向および y方向の位相値 φxおよ





図 A.1(b)に示す．図 A.1(b)に示すように，画面内座標が (i0+1, j0), (i0+1, j0− 1), (i0, j0− 1)
の点をそれぞれ点 B，点C，点Dとする．点A，点 B，点C，点Dが持つ 2次元位相をそれぞれ
(φAx, φAy), (φBx, φBy), (φCx, φCy), (φDx, φDy)とする．曲線 lxと直線ABと直線 CDとの交点
をそれぞれ点 Eと点Gとし，曲線 ly と直線 BCと直線 ADとの交点をそれぞれ点 Fと点 Hとす
る．線分ABと線分BC，線分CD，線分DA上では，位相値は座標値に対して比例して変化する





















i0, j0 − φy − φAy
φDy − φAy
)
直線 EGと直線 FHの交点W’は，式 (A.1)の 4点の画面内座標から求めることができる．本研
究では近似的にこの値を点Wの画面内座標として用いる．
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Figure A.1 Relationship between coordinates and two-dimensional phase distribution: (a) coor-
dinates (b) enlargement around points A and W
A.2 2直線の交点座標の算出方法
第 2章第 3節で述べた形状計測原理の形状算出アルゴリズムでは，最終的に空間内のカメラの





図 A.2に示すように，2直線をそれぞれ直線 lcと直線 lpとする．直線 lcは点C0および点C1を





































MpMc · −−−→C1C0 = 0 (A.4)
−−−−→
MpMc · −−−→P1P0 = 0






















C1C0 · −−−→C1C0 −−−−→P1P0 · −−−→C1C0−−−→









OP0 −−−−→OC0) · −−−→C1C0
(
−−−→
OP0 −−−−→OC0) · −−−→P1P0
)
(A.6)



















−−−−→P1P0 · −−−→P1P0 −−−→P1P0 · −−−→C1C0




OP0 −−−−→OC0) · −−−→C1C0
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−−−→
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Figure A.2 Calculation method of two line intersection













Table A.1 Analyzable numbers ≤ 100 by MR-FFT
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
17 18 19 20 21 22 23 24 25 26 27 28 30 32 33
34 35 36 38 39 40 42 44 45 46 48 49 50 51 52
54 55 56 57 60 63 64 65 66 68 69 70 72 75 76
77 78 80 81 84 85 88 90 91 92 95 96 98 99 100
102 104 105 108 110 112 114 115 117 119 120 121 125 126 128
130 132 133 135 136 138 140 143 144 147 150 152 153 154 156
160 161 162 165 168 169 170 171 175 176 180 182 184 187 189
190 192 195 196 198 200
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Table A.2 MR-FFT error (Singleton 1969)



























−2σ2 loge x cos(2pix) (A.10)
ここで σはランダムパターン Eの標準偏差である．すなわち，Box-Muller法を用いることで，
任意の標準偏差をもつ白色ガウスノイズをシミュレートすることができる．本研究ではランダム
変数 xとして C言語の標準数学ライブラリである rand()関数を使用した．








z(x, y) = ax+ by + c (A.11)
ここで，a, bはそれぞれ法線の x成分，y成分である．平面である条件は法線の z成分は 0では
ない．求める平面の zと計測点の ziとの誤差を eiとすると，eiは式 (A.12)のようになる．
ei = z(xi, yi)− zi
= axi + byi + c− zi (A.12)


















































































[X][A] = [Y] (A.16)
ここで，それぞれの行列は以下の通りである．
[X] =
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