We propose a new algorithm for pattern recognition that outputs some measures of \reliability" for every prediction made, in contrast to the current algorithms that output \bare" predictions only. Our algorithm is based on the well-known nearest neighbours algorithm and uses a similar rule to infer predictions.
Introduction 1 1 Introduction
Current machine learning algorithms usually lack measures that can give an indication about how \good" the predictions are. Even when such measures are present they have certain disadvantages, such as:
They cannot be applied to individual test examples. They often are not very useful in practice (PAC theory); see . They often rely on strong underlying assumptions (Bayesian methods); see Melluish, Saunders et al. (2001) . In our case none of these disadvantages are present. Our only assumption is that data items are independent and produced by the same stochastic mechanism; our measures of con dence are applicable to individual examples, and they produce reasonable results for benchmark data sets (and so potentially are useful in practice).
Our prediction method is inspired by so called algorithmic theory of randomness. A short description of this theory is the subject of Section 2. Then, in Section 3, we describe our algorithm, and in the next section we give some experimental and comparison results for our algorithm as applied to the USPS data set.
As will be clear later, our algorithm follows the transductive approach; thus we call it transductive con dence machine (TCM-NN). This method is expected to outperform the inductive version at the cost of heavier computations.
Algorithmic theory of randomness
According to Martin-L of's de nition a function t : Z ! 0; 1] is a test for randomness (with respect to the class of all iid distributions in the set Z) if for all n 2 N, for all r 2 0; 1] and for all probability distributions P in Z, P n fz 2 Z n : t(z) rg r (1) t is semi-computable from above Here Z is a space that possesses some computability properties; in our application, Z is the set of all possible classi ed examples.
Martin-L of proved that there exists a universal test for randomness smaller from all other tests up to a multiplicative constant. Such a test would be able to nd all non-random patterns in a sequence of elements. Unfortunately, universal tests for randomness are not computable. Thus we have to approximate them using valid (in the sense of satisfying (1)) non-universal tests. The values taken by randomness tests will be called p-values. 3 Nearest Neighbours and Randomness 3.1 Formal setting of the problem
We have a training set f(x 1 ; y 1 ); : : :; (x m ; y m )g, of m elements, where x i = (x 1 i ; : : :; x n i ) is the set of feature values for example i and y i is the classi cation for example i, taking values from a nite set of possible classi cations, which we identify as f1; 2; : : :; cg. We also have a test set of s examples similar to the ones in the training set, only this time the actual classi cations are withheld from us. Our goal is to assign to every test example one of the possible classi cations. For every classi cation we also want to give some con dence measures, valid in the sense of (1), that will enable us to gain more insight in the predictions that we make. Thus, our measure for strangeness is the ratio of the sum of the k nearest distances from the same class to the sum of the k nearest distances from all other classes. This is a natural measure to use, as the strangeness of an example increases when the distance from the examples of the same class becomes bigger or when the distance from the other classes becomes smaller. Now let us return to algorithmic randomness theory. In Vovk and Gammerman (1999) and Nouretdinov, Melluish and Vovk (2001) The rst measure we are using gives us the con dence in our prediction. This is a measure that provides an indication of how improbable the classications other than the predicted classi cation are. The second measure is the credibility of our prediction. This measure shows how suitable the training set is for the classi cation of the speci c test example. For more details see Vovk & Gammerman (1999) .
Inductive con dence machine
Also the Inductive Con dence Machine is used in this paper.
The di erence between ICM and TCM is in the method of calculating pvalues.
In ICM we x some number m 0 < m. A similar formula is used for alphas: 
Experimental Results
We have tested our algorithm using a random split of the USPS data set that consists of handwritten digits from the set f0; 1; : : :; 9g. The training set consists of 7291 examples and the test set of 2007 examples. Each example has 256 attributes (pixels) that describe the given digit. The standard comparison criterion in classi cation problems is the percentage of incorrectly classi ed examples. Here we shall also use a second one. We x a speci c signi cance level, say 1%, and we accept as possible classi cations the ones whose p-value is above that level. We compare our algorithm with the nearest neighbours con dence machine that uses induction instead of transduction (ICM-NN) in the 1 nearest neighbour case. The results are shown in the next tables.
Usual Euclidean distance is used, but all the data were pre-processed before applying the algorithm. As any image from the USPS data set was represented as 256 numbers (x 1 ; :::; x 256 ), we replaced it by (y 1 The column \One class" gives the number of examples for which a con dent prediction is made, the column \ 2 classes" gives the number of examples for which two or more possible classi cations were not excluded at the given signi cance level, and the column \No class" gives the number of examples for which all possible classi cations were excluded at the given signi cance level.
In the terms of con dence and credibility, the column \One class" corresponds to classi cations with con dence more than 100%?Level and credibility more than Level; the column \ 2 classes" means that con dence is no greater than 100%?Level and the credibility is more than Level; and the column \No class" means that credibility is no greater than Level. Theoretically, we would expect the transductive algorithm to perform better, as it uses a much richer set of alpha values. The results on the overall error percentage and on the second criterion, though, indicate that both algorithms perform well, at least on the given data set.
Conclusion
Con dence machines seem to be very useful in making \qualitative" predictions for individual test examples. Their performance at predicting correctly, i.e., minimizing the error percentage, is heavily dependent upon their base algorithm (nearest neighbours in our case), as they use a very similar rule for deciding which classi cation to choose. It remains an open problem though whether one can nd valid tests for randomness (under the general iid assumption) that are better approximations to the universal tests for randomness than the one used here.
