ABSTRACT This paper focuses on the synchronization of uncertain coronary artery chaos systems (CACSs) with the state and input time-varying delays under input saturation. First, the stability of the closed-loop system is established to ensure the synchronization between the diseased and healthy CACSs under input saturation by utilizing the local sector condition and the Lyapunov-Krasovskii functional (LKF) method. The use of Wirtinger inequality and the reciprocally convex method further reduces the conservatism. Second, by making use of the cone complementary linearization approach to deal with nonlinear terms, we obtained a state feedback controller. Finally, a robust state feedback controller is formulated to achieve the synchronization of the CACS under disturbances bounded by L 2 norm. The simulation results of the CACS synchronization are presented to demonstrate the effectiveness of the derived results, which provides a certain theoretical basis for curing diseases related to the coronary artery vessel.
I. INTRODUCTION
Chaotic system, as a complex nonlinear system, has been extensively studied in the fields of physics, electronics, biomedicine and neural network [1] - [5] . A remarkable characteristic of chaotic systems is that they are extremely sensitive to initial conditions and unpredictable. In the past decades, the synchronization control of chaotic systems has attracted much attention in many fields. The main aim of synchronization control is to set up a coherent behavior between two chaotic systems. So far, a variety of control methods have been proposed, such as adaptive control [6] - [9] , output feedback control [10] - [12] , fuzzy control [13] - [15] , sliding mode control [16] - [18] . In biomedical engineering, the synchronization of CACS is an important branch.
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The CACS is a complicated system that supplies oxygen and nutrition to the heart. Clinically, coronary artery spasm and occlusion can lead to myocardial infarction, angina pectoris and other diseases. In recent years, researchers have proved that it contains chaotic characteristics. Therefore, from the perspective of chaotic synchronization control, it has great biological and clinical medical value to propose relevant control strategies. Many effective methods have been introduced to achieve the synchronization between the diseased and healthy coronary artery chaotic systems. Considering the mismatched external uncertainties, a continuous sliding mode controller was proposed in [19] , which can avoid chatter and reduce the occurrence of heart disease. Reference [20] presented the finite-time synchronization problem for a CACS through using high-order sliding mode adaptive control approach. As many other systems, the CACS has time-delay, and it is often the sources of instability and performance degradation. To solve the problem, the literature [21] put forward the state feedback controller of the CACS with input time-varying delay and external disturbances. In order to reduce conservatism, the literature [22] accomplished the synchronization control of uncertain CACS under interval time-varying delay through delay-partitioning method.
Although the literatures mentioned above studied the synchronization problem of coronary artery system from different aspects, these papers did not consider the coronary artery systems under input saturation. In terms of CACS, due to the limitation of inner pressure and diameter of the blood vessel, the intake of drugs is not infinite. Excessive drug intake will not improve the treatment effect, on the contrary, it will cause serious deterioration to the body. In the treatment, we improve the effect by controlling the intake of the drug. In the practical engineering, taking the complexity of the actual nonlinear actuator into account is necessary, due to there may exist the input nonlinearities, such as input saturation [23] , [24] . Owing to the so-called windup effect, some unexpected results, such as delay, instability, overshoot, undershoot, can be produced [25] , [26] . In order to solve input saturation, the literature [24] presented the design of state feedback controller for synchronization of chaotic oscillators under input saturation. The literature [27] addressed the synchronization of nonlinear drive and response systems under input saturation. Furthermore, some additional factors in the treatment should be taken into account, such as the drug duration and emotion fluctuation. It is essential to design a robust controller against the external disturbances.
Based on the aforementioned considerations, H ∞ synchronization control method for uncertain CACS with state and input time-varying delay under input saturation, disturbances is investigated in this paper. By constructing the appropriate LKF, the delay-range-dependent strategy is proposed. Compared with previous studies, the main advantages of the presented synchronization method are emphasized as follows. (a) By utilizing the local sector condition [27] , the presented method ensures the stability of uncertain CACS under input saturation. (b) The Wirtinger inequality [28] , [29] and reciprocally convex method [30] are used to further reduce the conservation. This paper design a robust state feedback controller, which realize synchronization of CACS under disturbances bounded by L 2 norm. The simulation results verify the effectiveness of the proposed method to achieve synchronization of CACS, which has certain guiding significance for the treatment of coronary artery diseases.
Notations: I is the unit matrix of appropriate dimensions. For a vector z, ||z|| represents the Euclidean norm and the L 2 norm is defined as ||z|| 2 = ∞ 0 ||z|| 2 dt. For simplicity of presentation, the notation z(t) can be abbreviated as z. The block diagonal matrix and column vector are denoted by diag{·} and col{·} respectively. The input nonlinear saturation function is described by sat(u) = sign(u (k) )min(ū (k) , |u (k) |), whereū (k) > 0 is the kth saturation bound. e i ∈ R n×16n (i = 1, . . . , 16, n = 2) are described as block entry matrices, for example, e 5 = [0, 0, 0, 0, I , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0].
II. PROBLEM FORMULATION AND PRELIMINARIES
The mathematical model of the CACS is described as follows [19] :
where the inner diameter change, inner pressure change and periodical perturbation of the coronary artery vessel are represented by x 1 , x 2 and Ecos(σ t) respectively. Once the coronary artery vessel occurs the pathological change, the parameter λ will follow change. When λ = −0.5, the coronary artery system will occur the chaotic behavior with
On the basis of (1), the healthy uncertain CACS with state time-varying delay can be presented as
the diseased uncertain CACS with input and state timevarying delays, input saturation can be described as
where the A,Ā, H ,H , B and D are the constant matrices determined by the value of b, c, λ and E. x = (x 1 , x 2 ), y = (y 1 , y 2 ) represent the state vectors of the healthy and diseased CACS respectively. ω x , ω y represent the disturbance vectors. u and sat(u) are control input vector and the saturated input function.h(x, t) = (0,
) and ϑ(y(t − τ 1 ), t) = (0, y 3 1 (t − τ 1 )) denote the nonlinear functions of CACS. g(t) = (0, 0.3cos(t)). The continuous vector-valued functions ψ x and ψ y demonstrate the initial conditions. The continuous state and input timevarying delay functions are described as τ 1 and τ 2 , which satisfies
Remark 1: The state time delay is the delay of the coronary artery system itself, which is caused by blood transportation and a series of biochemical reactions. This is a complicated process. For the convenience of research, we assume that the state delay is not changed in any conditions. The input time delay is usually caused by drug absorption or other factors during the treatment. In actual treatment, the patient's age, gender, and personal physical condition will affect the absorption time of the drug. Therefore, it is significant to ensure the effectiveness of treatment in different input time delays. In the following research, we assume that there is no coupling between the state time delay and the input time delay.
Define the error between (2) and (3) as e = x − y. The resultant synchronization error system can be represented as followsė
where
For the dead-zone nonlinear function
the global sector condition [24] for the saturation nonlinearity is shown by
where W > 0 is a diagonal matrix. This sector condition can be used to obtain global results for stability of closedloop system. However, taking into consideration that the global results may not be achieved, a more general condition, namely local sector condition, can be employed to obtain local results. Define the region
where w is an auxiliary defined vector,ū represents the saturation limit. Based on the (8), the local sector condition [25] is described as
Before proceeding further, we will introduce the following assumptions and lemmas that can be used to derive synchronization conditions. Assumption 1: The functionh(x, y, t) and ϑ(x(t − τ 1 ),
where Lh and L ϑ stand for the Lipschitz constant matrix.
Assumption 2: Based on the zero initial condition, the error system (5) satisfies the H ∞ performance index [21] 
Lemma 2: Given symmetric positive definite matrices Q 1 ∈ R m×m and Q 2 ∈ R n×n , consider positive scalars α, β such that α + β = 1. If there exist the matrix X ∈ R m×n such that [30] 
then the following inequality holds:
Remark 2: In Assumption 1, we assume that the nonlinear functionh(x, y, t) and ϑ(x(t − τ 1 ), y(t − τ 1 ), t) satisfy the Lipschitz condition. To solve LMI, the Lipschitz constant is used to limit nonlinear terms. Lh and L ϑ stand for the Lipschitz constant matrix. They depend on the maximum slope of the nonlinear function for region x 1 ∈ (−2, 2).
III. SYNCHRONIZATION CONTROLLER SYNTHESIS FOR CACS
For achieving the synchronization between the system (2) and (3), the control input is given as follows:
where K is the gain matrix. By combining (5), (6) and (10), the error system becomeṡ e = Ae +Āe(t − τ 1 ) + Hh(x, y, t)
By employing w(t − τ 2 ) = Ge(t − τ 2 ) and combining (10), the (8) and (9) can be reconstructed as
Theorem 1: Consider the error system (11) under ω = 0 satisfying Assumption 1 and the condition (4). Suppose there exist the diagonal matrix W , symmetric matrices P, R il , Y ij , matrices K , G and S ij of appropriate dimensions, and the scalars ε i for i = 1, 2, j = 1, 2, l = 1, 2, 3, such that the LMIs
are satisfied, where 
Then, by application of the feedback control law (10), the error system e converges to zero asymptotically under the initial condition belonging to the region V (e(ψ), ψ) ≤ 1 for ψ ∈ [−τ 2 (t), 0]. Proof: A LKF candidate [27] is constructed as
Thus, the time-derivative of V (e, t) under (4) can be given bẏ
Applying Lemma 1-2 to (19) can lead to
T dϕ,
On the other hand, utilizing Assumption 1, we can obtain
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Combining (13) and (19) − (22), we can derivė
The conditionV (e, t) ≤ ζ T (t) ζ (t) < 0, which further means that < 0, is sufficient for asymptotic stability of the error system (11) . Then, by applying the Schur complement to < 0, the LMI (17) is achieved.
As we know from the above, according to V (e(0), 0) ≤ 1, becauseV (e, t) < 0, there exists V (e, t) ≤ 1, which shows e T (t)Pe(t) ≤ 1 for t ≥ 0. Furthermore, for ψ ∈ [−τ 2 (t), 0], the condition V (e(ψ), ψ) ≤ 1 can indicate e T (ψ)Pe(ψ) ≤ 1. Based on the above considerations, the ellipsoidal region e T (t − τ 2 )Pe(t − τ 2 ) ≤ 1 can be obtained. The following inequality can be attained by incorporating e T (t − τ 2 )Pe(t − τ 2 ) ≤ 1 to (12)
which can further derive
Eventually, the inequality (15) can be given by employing the Schur complement to (25) , which completes the proof of Theorem 1.
Remark 3:
In this paper, we choose to use the Wirtinger inequality instead of the Jensen inequality. The Wirtinger inequality depends not only on the state x(t) and the delayed state x(t − τ ) but also on the integral term t t−τ x(s)ds. In the delayed system analysis part, we take input saturation into consideration. The proposed method reduce the conservatism without increasing much computational complexity.
The condition given in Theorem 1 can be used for stability analysis of the error system based on the priori guess of the K and G. For the sake of the solutions of the matrices K and G, a sufficient condition is derived in Theorem 2.
Theorem 2: Consider the error system (11) under ω = 0 satisfying Assumption 1 and the condition (4). Suppose there exist the diagonal matrixW , symmetric matrices X ,R il ,Ȳ ij , matrices M i andS ij of appropriate dimensions, and the scalars ε i for i = 1, 2, j = 1, 2, l = 1, 2, 3, such that the matrix inequalities
are satisfied, wherē
Then, the error system e converges to zero asymptotically with the matrices K = M 1 X −1 and G = M 2 X −1 under the initial condition belonging to the region V (e(ψ), ψ) ≤ 1 for ψ ∈ [−τ 2 (t), 0].
Proof: Based on Schur complements and congruence transformation, by pre and post-multiplying diag P −1 , I , diag P −1 , P −1 and
to (15), (16), (17) respectively, and defining (27) , (28) and (29) can be attained, which completes the proof.
Considering that both the healthy and diseased CACS may be effected by external environment, and that the chaotic systems are sensitive to perturbations in essence, the Theorem 2 can be extended to achieve the robust synchronization for CACS under disturbances and perturbations.
Theorem 3: Consider the error system (11) under ω = 0 satisfying Assumption 1 and the condition (4). Suppose there exist the diagonal matrixW , symmetric matrices X ,R il , Y ij , matrices M i andS ij of appropriate dimensions, and the scalarsε i for i = 1, 2, j = 1, 2, l = 1, 2, 3 , such that the inequalities (26), (28) and
Then, for the initial condition belonging to the region V (e(ψ), ψ) ≤ 1 for ψ ∈ [−τ 2 (t), 0], the error system e converges to zero asymptotically with the matrices K = M 1 X −1 and G = M 2 X −1 under the following conditions (i) the error system e remains bounded by e T (t − τ 2 )X −1 e(t − τ 2 ) ≤ 1; (ii) the error system e satisfies ||e|| 2 2 < γ 2 ||ω|| 2 2 + γ V (e(0), 0) for ||ω|| 2 2 < σ , where σ = ( −1 − 1)/γ . Proof: Based on the Assumption 2, the inequalitẏ
can be considered. Integrating (33) from 0 to ∞, we obtain
Combining Theorem 1 and (34), if ||ω|| 2 2 < σ , we can obtain e T (t − τ 2 )Pe(t − τ 2 ) ≤ 1 and V (e, t) < 1 + σ γ . As we know from above, V (e, t) < 1 + σ γ implies e T Pe ≤ 1 + σ γ for t ≥ 0, and because V (e(ψ), ψ) ≤ 1 when ψ ∈ [−τ 2 (t), 0], the condition (1 + σ γ ) −1 e T (t − τ 2 )Pe(t − τ 2 ) ≤ 1 holds. In short, the error system e remains bounded by e T (t − τ 2 )X −1 e(t − τ 2 ) ≤ 1 for ||ω|| 2 2 < σ . Meanwhile, the following inequality can be derived from (34)
where the influences of the initial conditions, disturbances and perturbations can be suppressed by minimizing the parameter γ .
Incorporating (23) into (33), we can derivė
By utilizing Schur complements to¯ < 0, the LMI
can be produced, where
Based on Schur complements and congruence transformation, by pre and post-multiplying
to (37), the inequality (32) can be obtained. Meanwhile, (31) can be derived by substituting e T (t − τ 2 )X −1 e(t − τ 2 ) ≤ 1 for e T (t − τ 2 )Pe(t − τ 2 ) ≤ 1 in (12), (24) and (25). This ends the proof. Remark 4: Due to the existence of the nonlinear terms N ij = XȲ −1 ij X for i, j = 1, 2 in Theorem 2-3, which cannot be solved by the conventional convex feasibility methods, the cone complementary linearization approach can be employed for the solution by considering the nonlinear optimization problem
i, j = 1, 2, and (29) or (32).
IV. SIMULATION
To demonstrate the effectiveness of the derived results, the simulation results of CACS are given as follows. The parameters of system (2) and (3) are considered: Figure 1 shows the phase portraits of the healthy and diseased CACS under ω x = ω y = 0 without the control input. The error system under ω = 0 without the control input is depicted in Figure 2 . In order to make the diseased system synchronize to the healthy one under input saturation, we can design a synchronization controller with the condition
(i) When τ 12 = 0.2, τ 22 = 0.15, applying Theorem 2, we can obtain the controller gain matrix:
(ii) When τ 12 = 0.3, τ 22 = 0.15, applying Theorem 2, we can obtain the controller gain matrix:
(iii) When τ 12 = 0.3, τ 22 = 0.24, applying Theorem 2, we can obtain the controller gain matrix:
As we can see, with the upper bound of the time-varying delay increasing, the controller changes. In actual treatment, VOLUME 7, 2019 the patient's age, gender, and personal physical condition will affect the absorption time of the drug. We have to ensure the effectiveness of treatment in different situations. For different input delays, the performance of our strategy can be displayed in Figure 3 . (i) When τ 2 (t) = 0.12 + 0.02sin(5t), the time response of healthy CACS (x 1 , x 2 ), the time response of the diseased CACS (y a1 , y a2 ) are illustrated in Figure 3 (a) and 3(b).
(ii) When τ 2 (t) = 0.15 + 0.05sin(5t), the time response of healthy CACS (x 1 , x 2 ), the time response of the diseased CACS (y b1 , y b2 ) are illustrated in Figure 3 (a) and 3(b).
(iii) When τ 2 (t) = 0.25 + 0.1sin(5t), the time response of healthy CACS (x 1 , x 2 ), the time response of the diseased CACS (y c1 , y c2 ) are illustrated in Figure 3 (a) and 3(b). Figure 4 shows the performance of our strategy under different input saturation condition. Whenū = [6 6] T , the control gain matrix is K 3 , the time response of healthy CACS (x 1 , x 2 ), the time response of the diseased CACS (y d1 , y d2 ) are shown in Figure 4 (a) and 4(b). Whenū = [4 4] T , applying Theorem 2, we can obtain the controller gain matrix: The time response of healthy CACS (x 1 , x 2 ), the time response of the diseased CACS (y e1 , y e2 ) are shown in Figure 4 (a) and 4(b). The above cases illustrate the performance of Theorem 2. Figure 3 and Figure 4 show that the healthy and diseased CACS are synchronized under the different time-varying delays and input saturation conditions. Furthermore, in order to achieve the synchronization of CACS under disturbances, Theorem 3 can be solved for obtaining the controller gain matrix As we can see from Figure 5 , the error system converges to a small region around zero, which indicates that the diseased and healthy CACS can produce the identical behaviors with the control (45) under disturbances, and also shows that the synchronization controller has the desirable robust performance.
V. CONCLUSIONS
The paper addresses the synchronization for the healthy and diseased CACS with the time-delays under input saturation and disturbances. Based on the local sector condition and LKF method, the synchronization of CACS under input saturation is achieved, which ensures the regional stability of the error system. To obtain the tighter upper bound of inequality, the Wirtinger inequality and reciprocally convex approach are considered. Furthermore, the robust control scheme is developed for CACS synchronization against disturbances bounded by L 2 norm. The numerical simulations of CACS elaborate the effectiveness of the presented synchronization control approach. 
