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SQUARES AND COVERING MATRICES
CHRIS LAMBIE-HANSON
Abstract. Viale introduced covering matrices in his proof that SCH follows
from PFA. In the course of the proof and subsequent work with Sharon, he iso-
lated two reflection principles, CP and S, which, under certain circumstances,
are satisfied by all covering matrices of a certain shape. Using square se-
quences, we construct covering matrices for which CP and S fail. This leads
naturally to an investigation of square principles intermediate between κ and
(κ+) for a regular cardinal κ. We provide a detailed picture of the implica-
tions between these square principles.
1. Introduction
There is a fundamental and well-studied tension in set theory between large
cardinals and reflection phenomena on the one hand and combinatorial principles
(various square principles, in particular) witnessing incompactness (see, for exam-
ple, [2]) on the other. Reflection and large cardinals place limits on the type of
combinatorial structures which can exist, and vice versa.
Covering matrices were introduced by Viale in his proof that the Singular Cardi-
nals Hypothesis follows from the Proper Forcing Axiom [10]. Here and in later work
with Sharon [8], Viale also isolated two natural properties, CP(D) and S(D), which
can hold for a given covering matrix D. The statement that CP(D) (or S(D)) holds
for every covering matrix D of a certain type can be seen as a reflection statement
and is thus at odds with the aforementioned incompactness phenomena.
We start this paper by constructing various covering matrices for which CP(D)
and S(D) fail and investigating the relationship between the failure of CP(D) and
S(D) and the existence of square sequences. This leads naturally to the definition
of certain square principles which, for a regular, uncountable cardinal κ, are inter-
mediate between κ and (κ
+). We conclude by obtaining a detailed picture of
the implications between these square principles.
Our notation is for the most part standard. Unless otherwise specified, the
reference for all notation and definitions is [5]. If A is a set and θ is a cardinal,
then [A]θ is the collection of subsets of A of size θ. If A is a set of ordinals and
α < sup(A) is an ordinal of uncountable cofinality, we say A reflects at α if A ∩ α
is stationary in α. If A is a set of ordinals, then A′ denotes the set of limit ordinals
of A, i.e. the set of α such that A ∩ α is unbounded in α, and otp(A) denotes the
order type of A. If φ : A→ B is a (partial) function and X ⊆ A, then φ[X ] is the
image of X under φ, and φ ↾ X is the restriction of φ to dom(φ) ∩ X . If λ is a
cardinal and µ < λ is a regular cardinal, then Sλµ = {α < λ | cf(α) = µ}. S
λ
<µ is
defined in the obvious way. If s is a sequence, then |s| denotes the length of s, and,
if t is also a sequence, s⌢t denotes the concatenation of the two.
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2. Covering Matrices
Definition Let θ < λ be regular cardinals. D = {D(i, β) | i < θ, β < λ} is a
θ-covering matrix for λ if:
(1) For all β < λ, β =
⋃
i<θD(i, β).
(2) For all β < λ and all i < j < θ, D(i, β) ⊆ D(j, β).
(3) For all β < γ < λ and all i < θ, there is j < θ such that D(i, β) ⊆ D(j, γ).
βD is the least β such that for all γ < λ and all i < θ, otp(D(i, γ)) < β. D is
normal if βD < λ.
D is transitive if, for all α < β < λ and all i < θ, if α ∈ D(i, β), then D(i, α) ⊆
D(i, β).
D is uniform if for all β < λ there is i < θ such that D(j, β) contains a club in β
for all j ≥ i. (Note that this is equivalent to the statement that there is i < θ such
that D(i, β) contains a club in β.)
D is closed if for all β < λ, all i < θ, and all X ∈ [D(i, β)]≤θ, supX ∈ D(i, β).
The first part of this paper will be concerned with constructing covering matrices
for which the following two reflection properties fail.
Definition Let θ < λ be regular cardinals, and let D be a θ-covering matrix for λ.
(1) CP(D) holds if there is an unbounded T ⊆ λ such that for every X ∈ [T ]θ,
there are i < θ and β < λ such that X ⊆ D(i, β) (in this case, we say that
D covers [T ]θ).
(2) S(D) holds if there is a stationary S ⊆ λ such that for every family {Sj |
j < θ} of stationary subsets of S, there are i < θ and β < λ such that, for
every j < θ, Sj ∩D(i, β) 6= ∅.
Definition Let θ < λ be regular cardinals. R(λ, θ) is the statement that there is
a stationary S ⊆ λ such that for every family {Sj | j < θ} of stationary subsets of
S, there is α < λ of uncountable cofinality such that, for all j < θ, Sj reflects at α.
If D is a nice enough covering matrix, then CP(D) and S(D) are equivalent and
R(λ, θ) implies both. The following is proved in [8]:
Lemma 2.1. Let θ < λ be regular cardinals, and let D be a θ-covering matrix for
λ.
(1) If D is transitive, then S(D) implies CP(D).
(2) If D is closed, then CP(D) implies S(D).
(3) If D is uniform, then R(λ, θ) implies S(D).
The following lemma is a key component of Viale’s proof that SCH follows from
PFA.
Lemma 2.2. Let λ > ℵ2 be a regular cardinal. PFA implies that CP(D) holds for
every ω-covering matrix D for λ.
Let κ be an uncountable regular cardinal. We first consider the question of what
types of κ covering matrices for κ+ can exist. In particular, we will be interested in
the existence of a covering matrix that is transitive, normal, and uniform. It turns
out that one can always ask for any two of these three properties.
Proposition 2.3. There is a uniform, transitive κ-covering matrix for κ+.
Proof. Simply let D(i, β) = β for every i < κ and β < κ+. ⊣
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Proposition 2.4. There is a transitive, normal κ-covering matrix for κ+.
Proof. For each α < κ+, let φα : κ → α be a surjection. For i < κ and β < κ+,
recursively define
D(i, β) = φβ [i] ∪
⋃
α∈φβ [i]
D(i, α).
Let D = {D(i, β) | i < κ, β < κ+}.
It is clear that D is a covering matrix and, inductively, |D(i, β)| < κ for every
i and β. Thus, βD ≤ κ, so D is normal. For each i < κ, we show by induction
on β < κ+ that if α ∈ D(i, β), then D(i, α) ⊆ D(i, β). Indeed, if α ∈ φβ [i], then
the conclusion holds by definition, while if α ∈ D(i, γ) for some γ ∈ φβ [i], then by
induction D(i, α) ⊆ D(i, γ) ⊆ D(i, β). Thus, D is transitive. ⊣
The following lemma on ordinal arithmetic will be quite useful in our construction
of covering matrices.
Lemma 2.5. Let θ be a regular cardinal, µ < θ, and m < ω. Suppose that for each
i < µ, Xi is a set of ordinals such that otp(Xi) < θ
m. Let X =
⋃
i<µXi. Then
otp(X) < θm.
Proof. By induction on m. The conclusion is immediate for m = 0 and m = 1.
Let m ≥ 2 and suppose for sake of contradiction that otp(X) ≥ θm. Fix A ⊆ X
of order type exactly θm. Enumerate A in increasing order as A = {aα | α < θm}.
For each β < θ, let Aβ = {aθm−1·β+γ | γ < θ
m−1}. Then otp(Aβ) = θm−1, so by
the induction hypothesis, there is iβ < µ such that otp(Xiβ ∩ Aβ) = θ
m−1. Thus,
there is an i∗ < µ such that iβ = i
∗ for unboundedly many β < θ. But then
otp(Xi∗) ≥ θm. Contradiction. ⊣
Proposition 2.6. There is a uniform, normal κ-covering matrix for κ+.
Proof. For each α < κ+, let Cα be a club in α such that otp(Cα) ≤ κ, and let
φα : κ → α be a surjection. We define D = {D(i, β) | i < κ, β < κ+} by recursion
on β and, for fixed β, by recursion on i. For each β < κ+, let D(0, β) = Cβ . If
i < κ is a limit ordinal, let
D(i, β) =
⋃
j<i
D(j, β).
Finally, let
D(i+ 1, β) = D(i, β) ∪ φβ [i] ∪
⋃
α∈φβ [i]
D(i+ 1, α).
It is easily verified that D is a κ-covering matrix for κ+ and, by construction,
D(0, β) contains a club in β for each β < κ+. It remains to show that D is
normal. We in fact prove by induction on β < κ+ and, for fixed β, by induction
on i < κ, that otp(D(i, β)) < κ2 for all i and β. Fix i < κ and β < κ+. By the
inductive hypothesis, D(i, β) is a union of fewer than κ-many sets, all of which have
order type less than κ2. Then, by the previous lemma, otp(D(i, β)) < κ2. Thus,
βD ≤ κ2 < κ+, so D is normal. ⊣
However, we can not always get all three properties, since CP(D) and S(D)
necessarily fail for a transitive, normal, uniform κ-covering matrix for κ+.
Lemma 2.7. If D is a normal κ-covering matrix for κ+, then CP(D) fails.
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Proof. Let T be an unbounded subset of κ+. Then any X ∈ [T ]κ whose order type
is greater than βD can not be contained in any D(i, β). ⊣
Since S(D) implies CP(D) whenever D is transitive, S(D) fails for every transi-
tive, normal κ-covering matrix for κ+.
Proposition 2.8. If R(κ+, κ) holds, then there are no transitive, normal, uniform
κ-covering matrices for κ+.
Proof. R(κ+, κ) implies that every uniform κ-covering matrix D for κ+ satisfies
S(D). But we saw above that S(D) fails for every transitive, normal κ-covering
matrix for κ+. ⊣
Corollary 2.9. If MM holds, then there are no transitive, normal, uniform ω1-
covering matrices for ω2.
Proof. MM implies that R(ℵn,ℵ1) holds for every 1 < n < ω as witnessed by
Sℵnℵ0 . ⊣
The existence of a transitive, normal, uniform covering matrix does follow, how-
ever, from sufficiently strong square principles.
Proposition 2.10. Suppose κ is a regular cardinal and κ,<κ holds. Then there
is a transitive, normal, uniform κ-covering matrix for κ+.
Proof. Let 〈Cα | α ∈ lim(κ+)〉 be a κ,<κ-sequence. We construct a transitive,
normal, uniform κ-covering matrix for κ+, D = {D(i, β) : i < κ, β < κ+}, by
recursion on β as follows:
• D(i, β + 1) = D(i, β) ∪ {β}
• If β is a limit ordinal and cf(β) < κ, fix E, a club in β of order type less
than κ, and let
D(i, β) =
{
∅ if supC∈Cβ otp(C) ≥ ω · i
E ∪
⋃
α∈E D(i, α) if supC∈Cβ otp(C) < ω · i
• If cf(β) = κ, fix C ∈ Cβ, and let
D(i, β) = C′ ∪
⋃
α∈C′
D(i, α)
It is routine to check that D is a uniform κ-covering matrix for κ+, and an easy
induction shows that it is transitive. We claim that D is normal. We prove that
otp(D(i, β)) < κ2 for every i < κ and β < κ+ by induction on β. If β is a successor
ordinal or a limit ordinal of cofinality less than κ, then D(i, β) is the union of fewer
than κ-many sets, each, by the induction hypothesis, of order type less than κ2.
Thus, otp(D(i, β)) < κ2. Suppose cf(β) = κ. Let C ∈ Cβ be the club used in the
construction of D(i, β). Enumerate C′ in increasing order as {αγ | γ < κ}. For
each γ < κ, C ∩αγ ∈ Cαγ , so for γ ≥ i, D(i, αγ) = ∅. Thus, D(i, β) is itself a union
of fewer than κ-many sets, each of order type less than κ2, so otp(D(i, β)) < κ2. ⊣
We now show that κ,<κ is the optimal hypothesis in the previous proposition
by producing, via a standard argument due originally to Baumgartner [1], a model
in which ∗κ and R(κ
+, κ) both hold. We need the following lemma, due to Shelah.
Lemma 2.11. Let µ ≤ κ be regular cardinals, let S ⊆ Sκ
+
<µ be stationary, and let P
be a µ-closed forcing poset. If G is P-generic over V , then S is stationary in V [G].
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Proposition 2.12. Let κ < λ, with κ regular and λ measurable. Let P = Coll(κ,<
λ), and let G be P-generic over V . Then, in V [G], κ<κ = κ and R(λ, κ) hold.
Proof. First note that, since P is κ-closed, it doesn’t add any new bounded subsets
of κ, so, since λ is measurable in V , κ<κ = κ in V [G], so ∗κ holds in V [G].
We now show that R(λ, κ) holds in V [G] as witnessed by Sλ<κ. Let j : V → M
be an elementary embedding with M transitive and crit(j) = λ, and let H be
Coll(κ,< j(λ))-generic over V such that G ⊂ H . We can then lift the embedding
to j : V [G] → M [H ]. Let {Sα | α < κ} be a family of stationary subsets of Sλ<κ.
Note that j({Sα | α < κ}) = {j(Sα) | α < κ} and, for each α < κ, j(Sα) ∩ λ = Sα.
Since Coll(κ, [λ, j(λ)) is κ-closed, each Sα remains stationary in V [H ] and therefore
also in M [H ]. Thus, in M [H ], the sets {j(Sα) | α < κ} reflect simultaneously to a
point of uncountable cofinality below j(λ), namely λ, so, by elementarity, in V [G],
the sets {Sα | α < κ} reflect simultaneously to a point of uncountable cofinality
below λ. Thus, in V [G], R(λ, κ) = R(κ+, κ) holds. ⊣
Thus, ∗κ does not imply the existence of a transitive, normal, uniform κ-covering
matrix for κ+.
We now prove that the converse of Proposition 2.10 does not hold in general
by showing that, if κ is regular and not strongly inaccessible, one can force to
add a transitive, normal, uniform κ-covering matrix D for κ+ without adding a
κ,<κ-sequence. The argument is similar to that introduced by Jensen to distin-
guish between various weak square principles (see [6]). Let Q be the forcing poset
consisting of conditions of the form q = {Dq(i, β) | i < κ, β ≤ βq} such that:
• βq < κ+.
• For all β ≤ βq, β =
⋃
i<κD
q(i, β).
• For all β ≤ βq and all i < j < κ, Dq(i, β) ⊆ Dq(j, β).
• For all α < β ≤ βq and all i < κ, if α ∈ Dq(i, β), then Dq(i, α) ⊆ Dq(i, β).
• For all i < κ and all β ≤ βq, otp(Dq(i, β)) < κ2.
• For all β ≤ βq, Dq(i, β) contains a club in β for sufficiently large i < κ.
For p, q ∈ Q, p ≤ q if and only if p end-extends q, i.e. βp ≥ βq and Dp(i, β) =
Dq(i, β) for every i < κ and β ≤ βq.
Proposition 2.13. Q is κ-closed.
Proof. Suppose µ < κ and 〈qα | α < µ〉 is a descending sequence of conditions from
Q. We will define q ∈ Q such that for all α < µ, q ≤ qα. Let βq = sup({βqα | α <
µ}). We may assume without loss of generality that the βqα were strictly increasing,
so, for all α < µ, βqα < βq. For all β < βq and i < κ, let Dq(i, β) = Dqα(i, β) for
some α < µ such that β ≤ βqα . It remains to define Dq(i, βq) for i < κ. To this
end, fix a club C ⊆ βq whose order type is cf(βq). Note that |C| < κ. For i < κ, let
Dq(i, βq) = C ∪
⋃
β∈C D
q(i, β). Since Dq(i, βq) is the union of fewer than κ-many
sets of order type less than κ2, the order type of Dq(i, βq) is also less than κ2. It
easily follows that q ∈ Q and, for all α < µ, q ≤ qα. ⊣
We now need the notion of strategic closure.
Definition Let P be a partial order and let β be an ordinal.
(1) The two-player game Gβ(P) is defined as follows: Players I and II alter-
nately play entries in 〈pα | α < β〉, a decreasing sequence of conditions in
P with p0 = 1P. Player I plays at odd stages, and Player II plays at even
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stages (including all limit stages). If there is an even stage α < β at which
Player II can not play, then Player I wins. Otherwise, Player II wins.
(2) P is said to be β-strategically closed if Player II has a winning strategy for
the game Gβ(P).
The following is immediate.
Fact 2.14. Let P be a partial order and let κ be a cardinal. If P is (κ + 1)-
strategically closed, then forcing with P does not add any new κ-sequences of ordi-
nals.
Proposition 2.15. Q is (κ+ 1)-strategically closed.
Proof. We need to exhibit a winning strategy for Player II in the game Gκ+1(Q).
Suppose γ ≤ κ is an even or limit ordinal and that 〈qα | α < γ〉 has been played.
We specify Player II’s next move, qγ . Let Cγ = {βqα | α < γ is an even or limit
ordinal} (Cγ is thus the set of the top points of the conditions played by Player II
thus far). We assume the following induction hypotheses are satisfied:
(1) Cγ is closed beneath its supremum.
(2) If α < α′ < γ and α, α′ are even ordinals, then βqα < βqα′ .
(3) For all even ordinals α < γ and all i < α, Dqα(i, βqα) = ∅.
There are three cases.
Case 1: γ is a successor ordinal: Suppose γ = γ′ + 1. Let βqγ = βqγ′ + 1.
For i < κ and β ≤ βqγ′ , let Dqγ (i, β) = Dqγ′ (i, β). For i < κ, let
Dqγ (i, βqγ ) =
{
∅ if i < γ
{βqγ′ } ∪Dqγ′ (i, βqγ′ ) if i ≥ γ
.
Case 2: γ < κ is a limit ordinal: Let βqγ = sup(Cγ) (so Cγ is club in β
qγ ).
For i < κ and β < βqγ , let Dqγ (i, β) = Dqα(i, β) for some α < γ such that β ≤ βqα .
For i < κ, let
Dqγ (i, βqγ ) =
{
∅ if i < γ
Cγ ∪
⋃
β∈Cγ
Dqγ (i, β) if i ≥ γ
.
For all i < κ, Dqγ (i, βqγ ) is the union of fewer than κ-many sets of order type less
than κ2 and thus has order type less than κ2.
Case 3: γ = κ: Let βqγ = sup(Cγ). For i < κ and β < β
qγ , let Dqγ (i, β) =
Dqα(i, β) for some α < γ such that β ≤ βqα . For i < κ, let
Dqγ (i, βqγ ) = Cγ ∪
⋃
β∈Cγ
Dqγ (i, β).
Since, for each i < κ, Dqγ (i, β) = ∅ for all β ∈ Cγ \ βqi , each Dqγ (i, βqγ ) is the
union of fewer than κ-many sets of order type less than κ2 and thus has order type
less than κ2.
It is easy to check that in each case the inductive hypotheses are preserved
and that this provides a winning strategy for Player II in Gκ+1(Q). Thus, Q is
(κ+ 1)-strategically closed. ⊣
Proposition 2.16. If 2κ = κ+, then Q is a cardinal-preserving forcing poset that
adds a transitive, normal, uniform κ-covering matrix for κ+.
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Proof. Since Q is (κ + 1)-strategically closed, forcing with Q does not add any
new κ-sequences of ordinals, so all cardinals ≤ κ+ are preserved. Since 2κ = κ+,
|Q| = κ+, so Q has the κ++-chain condition and hence preserves all cardinals
≥ κ++. Finally, a proof similar to that of the previous proposition yields the fact
that for all α < κ+, the set Eα = {q | β
q ≥ α} is dense in Q. Thus, if G is Q-generic
over V , then
⋃
G is a transitive, normal, uniform κ-covering matrix for κ+. ⊣
Given a κ-covering matrix D for κ+, we define a forcing notion TD whose purpose
is to add a club in κ+ of order type κ which interacts nicely with D. It plays a
similar role in our argument as the forcing to thread a square sequence plays in [2]
and [6]. Elements of TD are sets t such that:
(1) t is a closed, bounded subset of κ+.
(2) |t| < κ.
(3) If t is enumerated in increasing order as 〈τα | α ≤ γt < κ〉, then for all
α ≤ γt and all i < α, D(i, τα) = ∅.
If t, t′ ∈ TD, then t
′ ≤ t if and only if t′ end-extends t, i.e. γt′ ≥ γt and, for all
α ≤ γt, τ ′α = τα.
In general, TD may be very poorly behaved. For example, the set it adds may
not be cofinal in κ+ and, even if it is, its order type might be less than κ. However,
if D has been added by Q immediately prior to forcing with TD, then it has some
nice properties.
Proposition 2.17. Let G be Q-generic over V , and let D =
⋃
G. Then, in V [G],
for all α < κ+, Eα = {t | α ≤ τγt} is dense in TD.
Proof. This follows from the fact that, in V , for every α < κ+ and every j < κ, the
set Ej,α = {q | α ≤ βq and for every i < j,D(i, βq) = ∅} is easily seen to be dense
in Q. ⊣
Proposition 2.18. If D is the covering matrix added by Q, then Q ∗ T˙D has a
κ-closed dense subset.
Proof. Let S = {(q, t˙) | q decides the value of t˙ and q  “τ˙γt = β
q”}. We first show
that S is dense in Q ∗ T˙D. To this end, let (q0, t˙0) ∈ Q ∗ T˙D. Find q1 ≤ q0 such that
q1 decides the value of t˙ to be some 〈τα | α ≤ γt < κ〉 (this is possible, since Q is
(κ+1)-strategically closed and hence doesn’t add any new κ-sequences of ordinals).
Without loss of generality, βq1 > τγt . Now form q2 ≤ q1 by setting β
q2 = βq1 + 1
and
Dq2(i, βq2) =
{
∅ if i ≤ γt
{βq1} ∪Dq1(i, βq1) if i > γt
.
Finally, let t˙1 be such that q2  t˙1 = t˙0 ∪ {βq2}. Then (q2, t˙1) ≤ (q0, t˙0) and
(q2, t˙1) ∈ S.
Next, we show that S is κ-closed. Let 〈(qα, t˙α) | α < ν〉 be a decreasing sequence
of conditions from S with ν < κ a limit ordinal. We will find a lower bound (q, t˙) ∈ S.
Let βq = sup({βqα | α < ν}) and let X = {β | for some α < ν, qα  “β ∈ t˙α”}.
Note that by our definition of S, X is club in βq. Let γ = otp(X). Define q as a
lower bound to the qα’s by letting
Dq(i, βq) =
{
∅ if i ≤ γ
X ∪
⋃
β∈X D
q(i, β) if i > γ
.
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Let t˙ be a name forced by q to be equal to X ∪ {βq}. Then (q, t˙) ∈ S and, for all
α < ν, (q, t˙) ≤ (qα, t˙α). ⊣
Thus, if D has been added by Q, then TD does in fact add a club in κ+ and,
since Q ∗ T˙D has a κ-closed dense subset and therefore doesn’t add any new sets of
ordinals of order type less than κ, the club added by TD has order type κ.
We will need the following fact, due to Magidor (see [7]):
Fact 2.19. Let κ be a regular cardinal, and let κ < λ < µ. Suppose that, in
V Coll(κ,<λ), P is a κ-closed partial order and |P| < µ. Let i be the natural complete
embedding of Coll(κ,< λ) into Coll(κ,< µ) (namely, the identity embedding). Then
i can be extended to a complete embedding j of Coll(κ,< λ) ∗ P into Coll(κ,< µ)
so that the quotient forcing Coll(κ,< µ)/j[Coll(κ,< λ) ∗ P] is κ-closed.
Theorem 2.20. Let κ be a regular cardinal that is not strongly inaccessible, and
let λ > κ be a measurable cardinal. Let G be Coll(κ,< λ)-generic over V and,
in V [G], let H be Q-generic over V [G]. Then, in V [G ∗ H ], there is a transitive,
normal, uniform κ-covering matrix for κ+, but κ,<κ fails.
Proof. We have already shown that, in V [G ∗ H ], there is a transitive, normal,
uniform κ-covering matrix for κ+, D. In V [G ∗H ], let T = TD. Fix an elementary
embedding j : V → M with critical point λ. Then j(P) = Coll(κ,< j(λ)), and
j ↾ P is the identity map. V [G] |= |Q ∗ T| = λ, and |Q ∗ T| has a κ-closed dense
subset, so we can extend j ↾ P to a complete embedding of Coll(κ,< λ) ∗Q ∗T into
Coll(κ,< j(λ)) so that the quotient forcing is κ-closed. Then, letting I be T-generic
over V [G ∗H ] and J be R = Coll(κ,< j(λ))/G ∗H ∗ I-generic over V [G ∗H ∗ I],
we can further extend j to an elementary embedding j : V [G]→M [G ∗H ∗ I ∗ J ].
We would now like to extend j further still to an embedding with domain V [G ∗
H ]. To do this, consider the partial order j(Q). InM [G∗H∗I∗J ], j(Q) is the partial
order to add a transitive, normal, uniform κ-covering matrix for j(λ). Let E =
⋃
I.
E is a club in λ of order type κ, and if β ∈ E is such that otp(E ∩ β) = γ, then
for every i < γ, D(i, β) = ∅. We use E to define a “master condition” q∗ ∈ j(Q) as
follows. Let βq
∗
= λ. For β < λ and i < κ, let Dq
∗
(i, β) = D(i, β) and
Dq∗(i, λ) = E ∪
⋃
β∈E
D(i, β).
q∗ ∈ j(Q) and, if q ∈ H , j(q) = q ≤ q∗. Let K be j(Q)-generic over V [G∗H ∗ I ∗J ]
such that q∗ ∈ K. Since j[H ] ⊆ K, we can extend j to an elementary embedding
j : V [G ∗H ]→M [G ∗H ∗ I ∗ J ∗K].
Suppose for sake of contradiction that
−→
C = 〈Cα | α < λ〉 is a κ,<κ-sequence in
V [G ∗H ]. For α < λ, j(Cα) = Cα, and j(
−→
C ) = 〈Cα | α < j(λ)〉 is a κ,<κ-sequence
in M [G ∗H ∗ I ∗ J ∗K]. Fix F ∈ Cλ. F is a thread through
−→
C (i.e., F is a club in
λ and, for every α ∈ F ′, F ∩ α ∈ Cα) and F ∈ V [G ∗H ∗ I ∗ J ∗K].
Claim 2.21. F ∈ V [G ∗H ].
Suppose not. Work in V [G]. There is a Q ∗ T ∗ R ∗ j(Q)-name f˙ such that
f˙H∗I∗J∗K = F and Q∗T∗R∗j(Q) f˙ 6∈ V [G ∗GQ].
Subclaim 2.22. For all (q, t˙, r˙, p˙) ∈ Q ∗ T ∗R ∗ j(Q), there are q′ ≤ q, (t˙0, r˙0, p˙0),
(t˙1, r˙1, p˙0), and α < κ
+ such that (q′, t˙0, r˙0, p˙0), (q
′, t˙1, r˙1, p˙1) ≤ (q, t˙, r˙, p˙) and such
that (q′, t˙0, r˙0, p˙0) and (q
′, t˙1, r˙1, p˙1) decide the statement “αˇ ∈ f˙” in opposite ways.
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Suppose the subclaim fails for some (q, t˙, r˙, p˙). Define a Q-name f˙ ′ such that for
all q′ ≤ q and α < κ+, q′ Q “αˇ ∈ f˙” if and only if there is (t˙
′, r˙′, p˙′) such that
(q′, t˙′, r˙′, p˙′) ≤ (q′, t˙, r˙, p˙) and (q′, t˙′, r˙′, p˙′) Q∗T∗R∗j(Q) “αˇ ∈ f˙”. Then (q, t˙, r˙, p˙) 
“f˙ = f˙ ′”, contradicting our choice of f˙ . This proves the subclaim.
Since κ is not strongly inaccessible, letting γ be the least cardinal such that
2γ ≥ κ, we have γ < κ. Recall that S is the previously defined κ-closed dense subset
of Q ∗ T. We will construct 〈qi | i ≤ γ〉, 〈(t˙s, r˙s, p˙s) | s ∈ ≤γ2〉 and 〈αi | i ≤ γ〉 such
that:
(1) (q0, t˙〈〉, r˙〈〉, p˙〈〉)  “f˙ is a thread through C”.
(2) For each s ∈ ≤γ2, (q|s|, t˙s, r˙s, p˙s) ∈ S ∗ R ∗ j(Q) and β
q|s| = α|s|.
(3) If s, u ∈ ≤γ2 and s ⊆ u, then (q|u|, t˙u, r˙u, p˙u) ≤ (q|s|, t˙s, r˙s, p˙s).
(4) If i < γ and s ∈ i2, then there is α ∈ [αi, αi+1) such that (qi+1, t˙s⌢〈0〉,
r˙s⌢〈0〉, p˙s⌢〈0〉) and (qi+1, t˙s⌢〈1〉, r˙s⌢〈1〉, p˙s⌢〈1〉) decide the statement “αˇ ∈
f˙” in opposite ways.
(5) If i < γ and s ∈ i2, then (qi+1, t˙s⌢〈0〉, r˙s⌢〈0〉, p˙s⌢〈0〉) and (qi+1, t˙s⌢〈1〉,
r˙s⌢〈1〉, p˙s⌢〈1〉) both force that f˙ ∩ [αi, αi+1) 6= ∅.
Suppose for a moment that we have successfully completed this construction.
Find q∗ ≤ qγ such that q
∗ decides the set Cαγ (this can be done, since Q is (κ+1)-
strategically closed). Then, for each s ∈ γ2, (q∗, t˙s, r˙s, p˙s) ∈ Q ∗ T ∗ R ∗ j(Q) and
(q∗, t˙s, r˙s, p˙s)  “αγ is a limit point of f˙”. Moreover, if s, u ∈ γ2 and s 6= u,
then (q∗, t˙s, r˙s, p˙s) and (q
∗, t˙u, r˙u, p˙u) force contradictory information about f˙ ∩αγ ,
which is forced to be an element of Cαγ . But 2
γ ≥ κ, contradicting the fact that C
is a κ,<κ-sequence.
We now turn to the construction. Fix (q0, t˙〈〉, r˙〈〉, p˙〈〉) such that (q0, t˙〈〉, r˙〈〉, p˙〈〉) 
“f˙ is a thread through C”, and let α0 = 0. We first consider the successor case.
Fix i < γ and suppose that qi, 〈(t˙s, r˙s, p˙s) | s ∈ i2〉, and αi have been defined
Enumerate i2 as 〈sj | j < 2i〉, noting that 2i < κ. Now, using the κ-closure of
Q, S, R, and j(Q), the density of S in Q ∗ T, the subclaim, and the fact that
(q0, t˙〈〉, r˙〈〉, p˙〈〉)  “f˙ is unbounded in κ
+”, it is straightforward to construct 〈qij |
j < 2i〉 and 〈((t˙∗
sj⌢〈0〉
, r˙∗
sj⌢〈0〉
, p˙∗
sj⌢〈0〉
), (t˙∗
sj⌢〈1〉
, r˙∗
sj⌢〈1〉
, p˙∗
sj⌢〈1〉
)) | j < 2i〉 such
that:
• 〈qij | j < 2
i〉 is a decreasing sequence of conditions from Q below qi.
• For all j < 2i, (qij , t˙
∗
sj⌢〈0〉
, r˙∗
sj⌢〈0〉
, p˙∗
sj⌢〈0〉
), (qij , t˙
∗
sj⌢〈1〉
, r˙∗
sj⌢〈1〉
, p˙∗
sj⌢〈1〉
) ≤
(qij , t˙s, r˙s, p˙s) are both in S ∗R ∗ j(Q) and both force that f˙ ∩ [αi, β
qij ) 6= ∅.
• For all j < 2i, there is α ∈ [αi, β
qij ) such that (qij , t˙
∗
sj⌢〈0〉
, r˙∗
sj⌢〈0〉
, p˙∗
sj⌢〈0〉
)
and (qij , t˙
∗
sj⌢〈1〉
, r˙∗
sj⌢〈1〉
, p˙∗
sj⌢〈1〉
) decide the statement “αˇ ∈ f˙” in opposite
ways.
Now let ξ = sup({δ | for some j < 2i and ℓ ∈ {0, 1}, qij  “otp(t˙
∗
sj⌢〈ℓ〉
) = δˇ”}).
Since 2i < κ, we know that ξ < κ. Let αi+1 = sup({β
qij | j < 2i}). Let Ei+1
be a club in αi+1 of order type cf(αi+1) < κ. Define qi+1 to be a lower bound of
〈qij | j < 2
i〉 by letting βqi+1 = αi+1 and, for all k < κ,
Dqi+1(k, αi+1) =
{
∅ if k < ξ + 1
Ei+1 ∪
⋃
β∈Ei+1
Dqi+1(k, β) if k ≥ ξ + 1
.
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Finally, for all j < 2i and ℓ ∈ {0, 1}, let (t˙sj⌢〈ℓ〉, r˙sj⌢〈ℓ〉, p˙sj⌢〈ℓ〉) be such that
qi+1  “(t˙sj⌢〈ℓ〉, r˙sj⌢〈ℓ〉, p˙sj⌢〈ℓ〉) = (t˙
∗
sj⌢〈ℓ〉
∪ {αi+1}, r˙
∗
sj⌢〈ℓ〉
, p˙∗sj⌢〈ℓ〉)”.
Next, suppose that i ≤ γ is a limit ordinal and that 〈qj | j < i〉, 〈(t˙s, r˙s, p˙s) | s ∈
<i2〉 and 〈αj | j < i〉 have been defined. Let ξ = sup({δ | for some s ∈ <i2, q|s| 
“otp(t˙s) = δˇ”}). Since 2<i < κ, we know that ξ < κ. Let αi = sup({βqj | j < i})
and let Ei be a club in αi of order type cf(αi) < κ. Define qi to be a lower bound
for 〈qj | j < i〉 by letting β
qi = αi and
Dqi(k, αi) =
{
∅ if k < ξ + 1
Ei ∪
⋃
β∈Ei
Dqi(k, β) if k ≥ ξ + 1
.
Finally, for all s ∈ i2, let t˙s be such that qi  “t˙s =
⋃
j<i t˙s↾j ∪ {αi}” and let
(r˙s, p˙s) be forced by (qi, t˙s) to be a lower bound for 〈(r˙s↾j , p˙s↾j) | j < i〉. This
is possible, since R ∗ j(Q) is κ-closed. It is easily verified that this construction
satisfies conditions 1-5 above.
But now we have shown that F , which threads C, is in V [G ∗H ], contradicting
the fact that C is a κ,<κ-sequence in V [G ∗H ]. Thus, κ,<κ fails in V [G ∗H ]. ⊣
Note that, if κ is supercompact and λ > κ is measurable, we can also obtain
a model in which there is a transitive, normal, uniform κ-covering matrix for κ+
but κ,<κ fails by first making the supercompactness of κ indestructible under κ-
directed closed forcing and then forcing with Q. We conjecture that we can obtain
such a model for all regular, uncountable κ but do not have a proof when κ is
inaccessible but not supercompact.
We now investigate counterexamples to CP(D) and S(D) for more general shapes
of covering matrices. Recall the following definitions:
Definition Let κ be an infinite cardinal.
(1)
−→
C = 〈Cα | α ∈ lim(κ)〉 is a coherent sequence if, for all α, β ∈ lim(κ),
(a) Cα is a club in α.
(b) If α ∈ C′β , then Cα = Cβ ∩ α.
(2) Let
−→
C = 〈Cα | α ∈ lim(κ)〉 be a coherent sequence. If D is a club in κ,
then D is a thread through
−→
C if, for every α ∈ D′, D ∩ α = Cα.
(3)
−→
C = 〈Cα | α ∈ lim(κ)〉 is a (κ)-sequence if it is a coherent sequence that
has no thread. We say that (κ) holds if there is a (κ)-sequence.
Let θ < λ be regular, infinite cardinals and suppose that (λ) holds. Fix a (λ)-
sequence
−→
C . Arrange so that Cα is defined for all α < λ by letting Cα+1 = {α}.
The definitions of the following functions are due to Todorcevic [9]: First, define
Λθ : [λ]
2 → λ by
Λθ(α, β) = max{ξ ∈ Cβ ∩ (α+ 1) | θ divides otp(Cβ ∩ ξ)}
Next, let ρθ : [λ]
2 → θ be defined recursively by
ρθ(α, β) = sup{otp(Cβ ∩ [Λθ(α, β), α)), ρθ(α,min(Cβ \ α)),
ρθ(ξ, α) | ξ ∈ Cβ ∩ [Λθ(α, β), α)}
Proofs of the following lemmas can be found in [9].
Lemma 2.23. Let α < β < γ < λ.
(1) ρθ(α, γ) ≤ max{ρθ(α, β), ρθ(β, γ)}.
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(2) ρθ(α, β) ≤ max{ρθ(α, γ), ρθ(β, γ)}.
Lemma 2.24. Let i < θ and β < λ. {α < β | ρθ(α, β) ≤ i} is closed.
Define a covering matrix D = {D(i, β) | i < θ, β < λ} by letting D(i, β) = {α <
β | ρθ(α, β) ≤ i}. It is clear that D satisfies conditions 1 and 2 in the definition
of a covering matrix. Part 1 of Lemma 2.23 implies that D is transitive. In fact,
together with part 2 of the same lemma, it implies a stronger coherence property,
namely that if i < θ, α < β < λ, and α ∈ D(i, β), then D(i, α) = D(i, β) ∩ α.
Lemma 2.24 implies that D is closed. We now show, however, that in general D is
not uniform. First, we make the following definition:
Definition (1) Let A be a set of ordinals and let µ be an infinite cardinal.
A[µ] = {α ∈ A | µ divides A ∩ α}.
(2) Let µ < κ be infinite regular cardinals.
−→
C is a µ(κ)-sequence if
−→
C is
a (κ)-sequence and {α ∈ Sκµ | C
[µ]
α is bounded below α} is stationary.
µ(κ) is the statement that a µ(κ)-sequence exists.
Lemma 2.25. Let β < λ be such that cf(β) = θ and C
[θ]
β is bounded below β.
Then, for every i < θ, D(i, β) is bounded below β.
Proof. Let ξ = max(C
[θ]
β ). Since ξ < β and cf(β) = θ, otp(Cβ \ (ξ + 1)) = θ.
Enumerate Cβ \ (ξ + 1) in increasing order as 〈βi | i < θ〉. Now, if i < θ and
βi < α < β, then Λθ(α, β) = ξ and otp(Cβ ∩ [ξ, α)) > i, so ρθ(α, β) > i. Thus,
D(i, β) ⊆ (βi + 1). ⊣
Lemma 2.26. Suppose
−→
C is a θ(λ)-sequence. Then CP(D) and S(D) both fail.
Proof. Suppose for sake of contradiction that CP(D) holds and is witnessed by an
unbounded T ⊆ λ. Since
−→
C is a θ(λ)-sequence, we can find α ∈ T ′ such that C
[θ]
α is
bounded below α. Let X ∈ [T ]θ be an unbounded subset of α. Find i < θ and β < λ
such that X ⊆ D(i, β). Since D is closed, α ∈ D(i, β), so D(i, α) = D(i, β)∩α and
X ⊆ D(i, α). This is a contradiction, as the previous lemma implies that D(i, α) is
bounded below α. Thus, CP(D) fails. Since D is transitive, this means that S(D)
fails as well. ⊣
The question now naturally arises whether θ(λ) is a strictly stronger assump-
tion than (λ). This and related questions are addressed in the remainder of this
paper.
3. Squares
Definition Let A ⊆ κ and let
−→
C be a (κ)-sequence.
−→
C avoids A if, for every
α ∈ lim(κ), C′α ∩ A = ∅.
It is well known that if κ holds and S ⊆ κ+ is stationary, then there is a
stationary T ⊆ S and a κ-sequence that avoids T . We would like to know to
what extent similar phenomena occur in connection with (κ). The following
proposition, whose proof we include for completeness, provides some information
in this direction by showing that, if κ is regular and S ⊆ κ is stationary, then every
(κ)-sequence must, in a certain sense, avoid a pair of stationary subsets of S.
Proposition 3.1. Let κ > ω1 be a regular cardinal, and let
−→
C = 〈Cα | α ∈ lim(κ)〉
be a coherent sequence. Then the following are equivalent:
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(1)
−→
C is a (κ)-sequence.
(2) For every stationary T ⊆ κ, there are stationary S0, S1 ⊆ T such that for
every α ∈ lim(κ), C′α ∩ S0 = ∅ or C
′
α ∩ S1 = ∅.
Proof. First, suppose that there are stationary sets S0, S1 ⊆ κ such that for every
α ∈ lim(κ), C′α ∩ S0 = ∅ or C
′
α ∩ S1 = ∅ and suppose for sake of contradiction
that there is a club D in κ that threads
−→
C . Since S0 and S1 are stationary, there
are α < β < γ in D′ such that α ∈ S0 and β ∈ S1. Since D ∩ γ = Cγ , we have
α, β ∈ C′γ , contradicting the fact that C
′
γ ∩ S0 or C
′
γ ∩ S1 is empty. Thus,
−→
C is a
(κ)-sequence.
Next, suppose that
−→
C is a (κ)-sequence and that T ⊆ κ is stationary. There
are two cases:
Case 1: There is α0 < κ such that {α ∈ T | C
′
α ∩ (α0, κ) 6= ∅} is nonstationary.
Let T ∗ = {α ∈ T \(α0+1) | C′α∩(α0, κ) = ∅} and let T
∗ = S0∪S1 be any partition
of T ∗ into disjoint stationary sets. Then S0 and S1 are as desired.
Case 2: For all α0 < κ, {α ∈ T | C′α∩(α0, κ) 6= ∅} is stationary. For α ∈ lim(κ),
let S0α = {β ∈ T \ (α+ 1) | α 6∈ C
′
β} and let S
1
α = {β ∈ T \ (α+ 1) | α ∈ C
′
β}.
Claim 3.2. There is α ∈ lim(κ) such that S0α and S
1
α are both stationary.
Proof. Suppose this is not the case. Let A be the set of α ∈ lim(κ) such that S0α is
nonstationary. We claim that A is unbounded in κ. To show this, fix α0 < κ. By
Fodor’s Lemma, we can fix an α ≥ α0 and a stationary T ∗ ⊆ T such that if β ∈ T ∗,
then α = min(C′β \α0). Then α ∈ A. Now let α < α
′ be elements of A, and let Dα
and Dα′ be clubs in κ disjoint from S
0
α and S
0
α′ , respectively. Fix β ∈ Dα∩Dα′ ∩T .
Then Cα = Cβ ∩ α and Cα′ = Cβ ∩ α′, so Cα = Cα′ ∩ α. Thus, D =
⋃
α∈A Cα is a
thread through
−→
C , contradicting the fact that
−→
C is a (κ)-sequence. ⊣
Now let α be such that S0α and S
1
α are both stationary. Let S0 = S
0
α and S1 = S
1
α.
It is routine to check that S0 and S1 are as desired.
⊣
The preceding observations lead us to make the following definition.
Definition Let κ be a regular, uncountable cardinal, and let S ⊆ κ.
−→
C is a(κ, S)-
sequence if
−→
C is a (κ)-sequence and
−→
C avoids S. (κ, S) is the statement that a
(κ, S)-sequence exists.
We start our investigation of these intermediate square principles with the fol-
lowing simple observation.
Proposition 3.3. Let µ < κ be infinite regular cardinals. The following are equiv-
alent:
(1) µ(κ)
(2) There is a (κ)-sequence
−→
C such that {α < κ | otp(Cα) = µ} is stationary.
Proof. A(κ)-sequence as in 2. is clearly aµ(κ) sequence. For the other direction,
let
−→
D be a µ(κ)-sequence, and let T = {α < κ | D
[µ]
α is bounded below α}.
Form
−→
C as follows. If α ∈ lim(κ) \ T , let Cα = D
[µ]
α . If α ∈ T , let Cα =
Dα\(max(D
[µ]
α )+1). It is easy to verify that
−→
C is a(κ)-sequence and, if α ∈ T∩Sκµ,
then otp(Cα) = µ. ⊣
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The remainder of the paper investigates the implications and non-implications
that exist among the traditional square properties and those of the form µ(κ) and
(κ, S). A diagram illustrating the complete picture when κ = ω2 can be found at
the end of the paper.
Proposition 3.4. Let µ < κ be infinite, regular cardinals.
(1) If µ(κ) holds, then there is a stationary S ⊆ Sκµ such that (κ, S) holds.
(2) If there is a stationary S ⊆ Sκω such that (κ, S) holds, then 
ω(κ) holds.
Proof. First, suppose that
−→
C is a µ(κ)-sequence. Let T = {α < κ | C
[µ]
α is
bounded below α}. It is easily seen that the construction from the proof of Propo-
sition 3.3 yields a (κ, S)-sequence, where S = T ∩ Sκµ.
Next, suppose that S ⊆ Sκω is stationary and that
−→
D is a (κ, S)-sequence. For
α < κ, define Cα as follows: If α 6∈ S, let Cα = Dα. If α ∈ S, let Cα be any set of
order type ω unbounded in α. Since
−→
D avoids S, this does not interfere with the
coherence of the sequence, so
−→
C is a ω(κ)-sequence. ⊣
Proposition 3.5. Let µ < ν < κ be infinite, regular cardinals. If ν(κ) holds,
then µ(κ) holds.
Proof. Assume ν(κ) holds, and fix a (κ)-sequence
−→
C such that T0 = {α < κ |
otp(Cα) = ν} is stationary. We claim that T1 = {α ∈ Sκµ | otp(Cα) < ν} is also
stationary. To see this, let E be club in κ. Let β ∈ E′ ∩T0. Then E ∩Cβ is club in
β. Let α ∈ (E ∩Cβ)′ ∩ Sκµ . Then, since Cα = Cβ ∩ α, otp(Cα) < ν, so α ∈ E ∩ T1.
We can now apply Fodor’s Lemma to T1 \ ν to find a γ < ν and a stationary
S ⊆ T1 such that α ∈ S implies otp(Cα) = γ. Let 〈γξ | ξ < µ〉 enumerate a club
in γ with each γξ a limit ordinal (this will not be possible if µ = ω and γ is not a
limit of limit ordinals, but in that case
−→
C is already a µ(κ)-sequence).
We now define a µ(κ)-sequence
−→
D (in fact,
−→
D will also be a (κ, S)-sequence).
First, if α ∈ S, let Dα = {β ∈ C′α | for some ν < µ, otp(Cα ∩ β) = γν}. Next, if
α ∈ D′α′ for some α
′ ∈ S, letDα = Dα′∩α. Note that this is well-defined. If α ∈ C′α′
for some α′ ∈ S but, for all β ∈ S, α 6∈ D′β , then let Dα = Cα \max(Dα′ ∩α). Note
again that this is well-defined.
If there is α′ ∈ S such that α′ ∈ C′α (note that such an α
′ must be unique), then
let Dα = Cα \ α′. In all other cases, let Dα = Cα. It is now easy to verify that
−→
D
is a (κ)-sequence and, since α ∈ S implies that otp(Dα) = µ, that it is in fact a
µ(κ)-sequence. ⊣
The following corollary is now immediate.
Corollary 3.6. (1) Let µ < ν < κ be infinite, regular cardinals. If ν(κ)
holds, then there is a stationary S ⊆ Sκµ such that (κ, S) holds.
(2) Let µ ≤ κ be infinite, regular cardinals, with µ regular. If κ holds, then
µ(κ+) holds.
We now show that the above implications are generally not reversible. We be-
gin by recalling the definition of the forcing poset that adds a (κ) sequence by
specifying its initial segments.
Definition Let κ be a regular cardinal. Q(κ) is the partial order whose elements
are of the form q = 〈Cqα | α ≤ β
q〉, where
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(1) βq < κ.
(2) For all α ≤ βq, Cqα is a club in α.
(3) For all α < α′ ≤ βq, if α ∈ C′α′ , then Cα = Cα′ ∩ α.
p ≤ q if and only if p end-extends q, i.e. βp ≥ βq and, for all α ≤ βq, Cpα = C
q
α.
Proposition 3.7. Q(κ) is κ-strategically closed.
Proof. We specify a winning strategy for Player II in Gκ(Q(κ)). First, let q0 = ∅.
Let 0 < α < κ be even and suppose that 〈qδ | δ < α〉 has already been played. We
specify Player II’s next move, qα. Let Eα = {βqδ | δ < α is even} and suppose that
we have satisfied the following inductive hypotheses:
(1) Eα is closed below its supremum.
(2) For all even ordinals δ < ξ < α, βqδ < βqξ and βqδ ∈ (C
qξ
β
qξ )
′.
First, suppose that α is a successor ordinal. Since it is even, it is in fact a double
successor. Let α = α′ + 1 = α′′ + 2. In this case, let βqα = βqα′ + ω. For limit
ordinals ζ < βqα , let Cqαζ = C
qα′
ζ , and let
Cqαβqα = C
qα
β
q
α′′
∪ {βqα′′ } ∪ {βqα′ + n | n < ω}.
Next, suppose that α is a limit ordinal. Let βqα = sup({βqδ | δ < α}). For limit
ordinals ζ < βqα , find δ < α such that ζ ≤ βqδ and let Cqαζ = C
qδ
ζ . Note that this
is well-defined. Let
Cqαβqα =
⋃
ζ∈Eα
Cqαζ .
By our inductive hypotheses, this is a club in βqα and satisfies the coherence re-
quirements.
It is clear that this procedure produces a valid condition qα ∈ Q(κ) that is a
lower bound for 〈qδ | δ < α〉 and maintains the inductive hypotheses. Thus, Q(κ)
is κ-strategically closed. ⊣
An argument similar to the proof of the previous proposition shows that, for
every α < κ, the set {q | βq ≥ α} is dense in Q(κ).
Corollary 3.8. Forcing with Q(κ) preserves all cardinals ≤ κ and adds a coherent
sequence 〈Cα | α < κ〉. In addition, if κ<κ = κ, then all cardinals are preserved.
Proof. Let G be Q(κ)-generic over V . Since Q(κ) is κ-strategically closed, it doesn’t
add any < κ-sequences of ordinals and hence preserves all cardinals ≤ κ. Since
{q | βq ≥ α} is dense in Q(κ) for every α < κ, we can define Cα = Cqα, where
q ∈ G and βq ≥ α. It is clear that
−→
C = 〈Cα | α < κ〉 is well-defined and a
coherent sequence. Finally, if κ<κ, then |Q(κ)| = κ. Thus, Q(κ) has the κ+-c.c.
and preserves all cardinals ≥ κ+. ⊣
Lemma 3.9. If µ < κ are regular cardinals and G is Q(κ)-generic over V , then
the coherent sequence
−→
C added by G is a µ(κ)-sequence.
Proof. Let S = {α < κ | otp(Cα) = µ}. It suffices to show that, in V [G], S is
stationary in κ. Note that this implies that
−→
C doesn’t have a thread, since any
club in κ must meet S in two points.
Work in V , let D˙ be a Q(κ)-name forced by the empty condition to be a club
in κ, let S˙ be a Q(κ)-name for S, and let q ∈ Q(κ). We will find p ≤ q such that
p  D˙ ∩ S˙ 6= ∅.
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We construct 〈qα | α ≤ µ〉, a decreasing sequence of conditions from Q(κ) such
that for every α ≤ µ,
(1) otp(Cqαβqα ) ≤ µ.
(2) Eα = {βqδ | δ < α} is closed below its supremum.
(3) For all δ < α, βqδ < βqα and βqδ ∈ (Cqαβqα )
′.
(4) If α < µ, then qα+1  D˙ ∩ (βqα , βqα+1) 6= ∅.
To carry out this construction, we first let βq0 = βq+ω. For limit ordinals ζ ≤ βq,
let Cq0ζ = C
q
ζ . Let C
q0
βq0 = {β
q+n | n < ω}. Next, suppose that α = α′+1 and that
we have already constructed 〈qδ | δ ≤ α′〉. Find q∗α ≤ qα′ and ξα > β
qα′ such that
q∗α  ξα ∈ D˙. Find q
∗∗
α ≤ q
∗
α such that β
q∗∗α ≥ ξα. Let βqα = βq
∗∗
α + ω. For limit
ζ ≤ βq
∗∗
α , let Cqαζ = C
q∗∗α
ζ . Finally, let C
qα
βqα = C
qα
β
q
α′
∪ {βqα′ } ∪ {βq
∗∗
α + n | n < ω}.
Now suppose that α < µ is a limit ordinal and we have constructed 〈qδ | δ < α〉.
Let βqα = sup({βqδ | δ < α}). For limit ordinals ζ < βqα , find δ < α such that
βqδ ≥ ζ and let Cqαζ = C
qδ
ζ . Let
Cqαβqα =
⋃
ζ∈Eα
Cqαζ .
It is clear that this construction satisfies requirements 1-4 above. Let p = qµ.
We have arranged so that cf(βp) = µ and otp(Cpβp) = µ. We have also arranged
that, for every ζ < βp, p  “D˙∩ (ζ, βp) 6= ∅”. Thus, since D˙ is forced by the empty
condition to be a club, p  βp ∈ D˙. Thus we have found our desired p ≤ q such
that p“  D˙ ∩ S˙ 6= ∅”. ⊣
We now introduce a forcing poset designed to add a thread of order type κ
through a (κ)-sequence.
Definition Let κ be a regular cardinal and let
−→
C be a (κ)-sequence. T(
−→
C ) is
the partial order consisting of elements t such that:
(1) t is a closed, bounded subset of κ.
(2) For every α ∈ t′, t ∩ α = Cα.
We denote the maximum element of a condition t by γt. s ≤ t if and only if s
end-extends t, i.e. γs ≥ γt and s ∩ (γt + 1) = t.
As was the case with the previously defined TD, if
−→
C was added by Q(κ), then
T(
−→
C ) is quite nice.
Proposition 3.10. Let κ be a regular cardinal and let
−→
C be a (κ)-sequence. For
every α < κ, the set {t | γt ≥ α} is dense in T(
−→
C ).
Proof. If t ∈ T(
−→
C ) and γt < α, then t ∪ {α} ∈ T(
−→
C ). ⊣
Proposition 3.11. Let κ be a regular cardinal. Let Q = Q(κ),
−˙→
C be a Q-name
for the (κ)-sequence added by Q, and T˙ be a Q-name for T(
−˙→
C ). Then Q ∗ T˙ has
a κ-closed dense subset.
Proof. Let S = {(q, t˙) | q decides the value of t˙ and q  “βq = γt”}. We first show
that S is dense in Q ∗ T˙. To this end, let (q0, t˙0) ∈ Q ∗ T˙. Since Q is κ-strategically
closed, t˙0 is forced to be in the ground model. Find q ≤ q0 and t
∗ such that
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q  “t˙0 = tˇ
∗”. Without loss of generality, we may assume that βq > max(t∗). Let
t˙ be such that q  “t˙ = t˙0 ∪ {βˇq}”. Then (q, t˙) ≤ (q0, t˙0) and (q, t˙) ∈ S.
Next, we claim that S is κ-closed. Let α < κ and let 〈(qδ , t˙δ) | δ < α〉 be
a decreasing sequence of conditions from S. Without loss of generality, we may
assume that, for every δ < α, βqδ < βq. We will construct a lower bound (q, t˙).
Let βq = sup({βqδ | δ < α}). For limit ζ < βq, let δ < α be such that βqδ ≥ ζ and
set Cqζ = C
qδ
ζ . Let X = {ζ | for some δ < α, qδ  “ζˇ ∈ t˙α”}. By our definition of
S, X is club in βq and for every ζ ∈ X ′, X ∩ ζ = Cqζ . Thus, we can let C
q
βq = X .
Finally, let t˙ be such that q  “t˙ = Xˇ ∪ {βˇq}”. (q, t˙) is then a lower bound of
〈(qδ, t˙δ) | δ < α〉 in S. ⊣
A key point here, which will be exploited in the proof of the next theorem,
is that, for an uncountable cardinal κ, one can force to add and then thread a
(κ+)-sequence with a two-step iteration which is κ+-closed, whereas if one wants
to add and thread, for example, a κ,<κ-sequence, the best one can do is a two-step
iteration which is κ-closed.
Theorem 3.12. Suppose µ < κ are regular cardinals and λ > κ is a measurable
cardinal. Let G be Coll(κ,< λ)-generic over V and, in V [G], let H be Q(κ+)-
generic over V [G]. Then, in V [G ∗H ], µ(κ+) holds and κ,<κ fails.
Note that, in V [G ∗H ], κ<κ = κ, so ∗κ holds.
Proof. We have already shown that µ(κ+) holds in any extension by Q(κ+), so it
remains to show that κ,<κ fails. Let Q = Q(κ
+), and let
−→
C be the (κ+)-sequence
added by H . In V [G ∗H ], let T = T(
−→
C ).
Fix an elementary embedding j : V → M with critical point λ. j ↾ Coll(κ,<
λ) : Coll(κ,< λ) → Coll(κ,< j(λ)) is the identity map and, in V Coll(κ,<λ), Q ∗ T˙
has a κ+-closed dense subset which has size κ+. Thus, we can extend j to a
complete embedding of Coll(κ,< λ) ∗ Q˙ ∗ T˙ into Coll(κ,< j(λ)) such that the
quotient forcing, R, is κ-closed. Then, letting I be T-generic over V [G ∗ H ] and
letting J be R-generic over V [G ∗H ∗ I], we can further extend j to an elementary
embedding j : V [G]→M [G ∗H ∗ I ∗ J ].
We would like to extend j still further to have domain V [G∗H ]. This is precisely
the reason for introducing the threading poset. In V [G ∗ H ∗ I ∗ J ], j(Q) is the
forcing poset to add a (j(λ))-sequence. 〈Cα | α < λ〉 would be a condition in j(Q)
if it had a top element. To arrange this, we define q∗ ∈ j(Q) by letting βq
∗
= λ,
Cq
∗
α = Cα for all α < λ, and C
q∗
λ =
⋃
I. Since
⋃
I is a thread through
−→
C , q∗
is a condition in j(Q). Moreover, for every q ∈ H , j(q) = q ≤ q∗. Thus, if K is
j(Q)-generic over V [G ∗H ∗ I ∗ J ] and q∗ ∈ K, then j[H ] ⊆ K, so we can extend j
to an elementary embedding j : V [G ∗H ]→M [G ∗H ∗ I ∗ J ∗K].
Now suppose for sake of contradiction that
−→
D = 〈Dα | α < λ〉 is a κ,<κ-
sequence in V [G ∗H ]. For each α < λ, j(Dα) = Dα. Let j(
−→
D ) = 〈Dα | α < j(λ)〉.
j(
−→
D ) is a κ,<κ-sequence in M [G ∗H ∗ I ∗ J ∗K]. Choose F ∈ Dλ. F is a thus a
thread through
−→
D .
Claim 3.13. F ∈ V [G ∗H ∗ I ∗ J ].
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F ∈ V [G∗H∗I∗J∗K]. However,K is generic for j(Q), which is j(λ)-strategically
closed in V [G ∗H ∗ I ∗J ] and thus does not add any κ-sequences of ordinals. Thus,
F ∈ V [G ∗H ∗ I ∗ J ].
Claim 3.14. F ∈ V [G ∗H ∗ I]
Proof. Suppose not. Work in V [G ∗H ∗ I]. Then there is an R-name F˙ such that
F = F˙ J and R “F˙ is not in the ground model”.
Suppose first that κ is not strongly inaccessible. Let γ be the least cardinal such
that 2γ ≥ κ. We will construct 〈ps | s ∈
≤γ2〉 and 〈αβ | β ≤ γ〉 satisfying:
(1) p〈〉  “F˙ is a thread through
−→
D”.
(2) For all s, u ∈ ≤γ2 such that s ⊆ u, we have ps, pu ∈ R and pu ≤ ps.
(3) 〈αβ | β ≤ γ〉 is a strictly increasing, continuous sequence of ordinals less
than κ+.
(4) For all s ∈ <γ2, there is α < α|s|+1 such that ps⌢〈0〉 and ps⌢〈1〉 decide the
statement “αˇ ∈ F˙” in opposite ways.
(5) For all β < γ and all s ∈ β2, both ps⌢〈0〉 and ps⌢〈1〉 force that F˙ ∩
(αβ , αβ+1) 6= ∅.
(6) For all limit ordinals β ≤ γ and all s ∈ β2, ps  “αβ is a limit point of F˙”
and there is Ds ∈ Dαβ such that ps  “F˙ ∩ αβ = Ds”.
Suppose for a moment that we have successfully constructed these sequences.
Then, for all s ∈ γ2, there is Ds ∈ Dαγ such that ps  “αγ is a limit point of F˙
and F˙ ∩ αβ = Ds”. But if s, u ∈ γ2 and s 6= u, then there is α < αγ such that ps
and pu decide the statement “α ∈ F˙” in opposite ways, so Ds 6= Du. But 2γ ≥ κ,
so this contradicts the fact that |Dαγ | < κ.
Now we turn our attention to the construction of such sequences. Fix p〈〉 such
that p〈〉  “F˙ is a thread through
−→
D”, and let α0 = 0. Fix β < γ and suppose that
〈ps | s ∈ β2〉 and αβ have been defined. Fix s ∈ β2. Since R “F˙ is unbounded
in κ+”, we can find α > αβ and p
′
s ≤ ps such that p
′
s  “αˇ ∈ F˙”. Since R “F˙ is
not in the ground model”, we can find αs > α and p0, p1 ≤ p′s such that p0 and p1
decide the statement “αs ∈ F˙” in opposite ways. Let ps⌢〈0〉 = p0 and ps⌢〈1〉 = p1.
Do this for all s ∈ β2, and let αβ+1 = sup({αs+1 | s ∈ β2}). 2β < κ, so αβ+1 < κ+.
If β ≤ γ is a limit ordinal and 〈ps | s ∈
<β2〉 and 〈αδ | δ < β〉 have been
constructed, let αβ = sup({αδ | δ < β}). Fix s ∈ β2. Since R is κ-closed, there
is p ∈ R such that, for every δ < β, p ≤ ps↾δ. We have arranged that for every
δ < β there is α > αδ such that ps↾(δ+1)  “αˇ ∈ F˙”. Thus, p  “αˇβ is a limit point
of F˙”. Find p′ ≤ p and Ds ∈ Dαβ such that p
′  “F˙ ∩ αˇβ = Dˇs”. Let ps = p′.
Requirements 1-6 above are easily seen to be satisfied by this construction.
Now suppose that κ is strongly inaccessible. We modify the above construction
slightly. By Fodor’s Lemma, find ν < κ and a stationary S ⊆ Sλ<κ such that if
α ∈ S, then |Dα| ≤ ν. Construct 〈ps | s ∈ ≤ν2〉 and 〈αβ | β ≤ ν〉 exactly as
above. Fix a sufficiently large regular cardinal θ and let M ≺ H(θ) contain all
relevant information (including F˙ ,
−→
D , R, 〈ps | s ∈ ≤ν2〉, and 〈αβ | β ≤ ν〉) such
that |M | = κ ⊆ M and λM = M ∩ λ ∈ S. Fix 〈λη | η < γ < κ〉 increasing and
cofinal in λM . Using the κ-closure of R and the fact that F˙ is forced to be a club,
find, for each s ∈ ν2, a decreasing sequence of conditions from R, 〈ps,η | η < γ〉
such that, for every η < γ, ps,η ∈ M and there is a ξη such that λη < ξη < λM
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and ps,η  “ξˇη ∈ F˙”. Let p∗s be a lower bound for 〈ps,η | η < γ〉. For each s ∈
ν2,
p∗s  “λˇM ∈ F˙
′” and, for s 6= u ∈ ν2, p∗s and p
∗
u force contradictory information
about F˙ ∩ λM . Since 2ν > ν, this contradicts the fact that |DλM | ≤ ν. ⊣
Thus, F ∈ V [G ∗H ∗ I]. However, λ = (κ+)V [G] and, in V [G], Q ∗ T˙ has a dense
κ+-closed subset. Thus, λ = (κ+)V [G∗H∗I], contradicting the fact that F is a club
in λ of order type κ. ⊣
Next, we prove that, if µ < ν ≤ κ, µ(κ+) does not imply that there is a
stationary T ⊆ Sκ
+
ν such that (κ
+, T ) holds. In particular, µ(κ+) does not
imply ν(κ+). The main idea in the argument, which comes from a modification
of the proof of Theorem 18 in [2], is that, though the forcing to thread a (κ+)-
sequence does not necessarily preserve stationary subsets of Sκ
+
ν , the stationarity
of the sets not preserved by the threading forcing is, in a sense, easy to destroy.
Thus, by shooting clubs disjoint to these sets, we can arrange so that the threading
forcing does in fact preserve stationary subsets of Sκ
+
ν .
Theorem 3.15. Let µ < ν ≤ κ be regular cardinals, and let λ > κ be measurable
with 2λ = λ+. Then there is a forcing extension preserving all cardinals ≤ κ in
which µ(κ+) holds but in which, for every stationary T ⊆ Sκ
+
ν , (κ
+, T ) fails.
Proof. Let the initial model be called V0. In V0, let P = Coll(κ,< λ). Let V = V
P
0 .
Work in V . Let Q = Q(κ+), and let
−˙→
C be a name for the (κ+)-sequence added
by Q. In V Q, let T = T(
−˙→
C ).
In V Q, we define a sequence of posets 〈Sα | α ≤ λ+〉 by induction on α. We
will show that each Sα is λ-distributive and thus does not change any cofinalities
≤ λ. For each β < λ+, we will fix a Q ∗ Sβ-name X˙β for a subset of Sλν such that
Q∗Sβ∗T “X˙β is non-stationary” and a Q ∗Sβ ∗T-name E˙β for a club in λ such that
Q∗Sβ∗T “X˙β ∩ E˙β = ∅”. Elements of Sα are then functions s such that:
(1) dom(s) ⊆ α.
(2) |s| ≤ κ.
(3) For every β ∈ dom(s), s(β) is a closed, bounded subset of λ.
(4) For every β ∈ dom(s), s ↾ β  “s(β) ∩ X˙β = ∅”.
For s, t ∈ Sα, t ≤ s if and only if dom(s) ⊆ dom(t) and, for every β ∈ dom(s),
t(β) end-extends s(β). Sλ+ can be seen as a dense subset of an iteration with
≤ κ-support in which the αth iterand shoots a club disjoint to the interpretation
of X˙α. Thus, for each α < λ
+, Q∗S
λ+
“X˙α is non-stationary”. By a standard
∆-system argument, it is easy to see that, in V Q, Sλ+ has the λ
+-chain condition.
Thus, since, in V Q, 2λ = λ+, we can choose the sequence 〈X˙α | α < λ+〉 in such
a way that, for every β < λ+ and every Q ∗ Sβ-name X˙ for a subset of Sλν , if
there is α ≥ β such that Q∗Sα∗T “X˙ is non-stationary”, then there is α
∗ ≥ α such
that Q∗Sα∗ “X˙α∗ = X˙”. Also, again by the λ
+-chain condition of Sλ+ , if X˙ is a
Q ∗ Sλ+ -name for a subset of S
λ
ν and Q∗Sλ+∗T “X˙ is non-stationary”, then there
is α < λ+ and a Q ∗ Sα-name Y˙ for a subset of S
λ
ν such that Q∗Sλ+ “X˙ = Y˙ ”
and Q∗Sα∗T “Y˙ is non-stationary”. Putting this together, we have that for every
Q∗Sλ+-name X˙ for a subset of S
λ
ν , if Q∗Sλ+∗T “X˙ is non-stationary”, then already
Q∗S
λ+
“X˙ is non-stationary”.
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Lemma 3.16. In V Q, for every α ≤ λ+, Sα is ν-closed .
Proof. Work in V Q. The proof is by induction on α ≤ λ+. Thus, assume that,
for all β < α, Sβ is ν-closed. Let 〈sγ | γ < ξ〉 be a decreasing sequence from Sα,
with ξ < ν. We will define a lower bound s ∈ Sα for the sequence. Let dom(s) =⋃
γ<ξ dom(sγ). Clearly, |dom(s)| ≤ κ. For β ∈ dom(s), let δβ = sup(
⋃
γ<ξ sγ(β)),
and let s(β) = {δβ} ∪
⋃
γ<ξ sγ(β). It is immediate that, if s ∈ Sα, then it is a
lower bound for 〈sγ | γ < ξ〉. Thus, it remains to show that for all β ∈ dom(s),
s ↾ β  “s(β)∩ X˙β = ∅”. But, if β ∈ dom(s), then, by the induction hypothesis, Sβ
is ν-closed. Therefore ν remains a regular cardinal in V Q∗Sβ , so s ↾ β Sβ “δˇβ 6∈ X˙β”
and hence s ↾ β  “s(β) ∩ X˙β = ∅”. ⊣
By genericity,
−→
C , the square sequence added by Q, is a µ(λ)-sequence as wit-
nessed by a stationary S ⊆ Sλµ . Also, by Lemma 2.11, S remains stationary in
V Q∗Sλ+ , so
−→
C remains a µ(λ)-sequence in V Q∗Sλ+ .
Lemma 3.17. In V , for every α ≤ λ+, Q ∗ Sα ∗ T has a dense λ-closed subset.
Proof. Work in V . For α ≤ λ+, let Uα consist of all conditions of Q ∗ Sα ∗T of the
form (q, s˙, t˙) such that q decides the values of s˙ and t˙, q  “βq = γt”, and, for every
β ∈ dom(s˙), (q, s˙ ↾ β, t˙)  “max(s˙(β)) ∈ E˙β”. We show by induction on α that Uα
is the desired dense λ-closed subset.
If α = 0, this is simply Proposition 3.11. Let α = β + 1. We first show that
Uα is dense. Fix (q0, s˙0, t˙0). Since Q is (κ+1)-strategically closed, we may assume
without loss of generality that q0 decides the value of s˙0 to be s0. Apply the
induction hypothesis to get (q1, s˙
∗
1, t˙1) ≤ (q0, sˇ0 ↾ β, t˙0) in Uβ such that there is
γ < λ such that γ > max(s0(β)) (we say max(s0(β)) = 0 if β 6∈ dom(s0)) and
(q1, s˙
∗
1, t˙1)  “γˇ ∈ E˙β” (it must then be the case that (q1, s˙
∗
1)  “γˇ 6∈ X˙β”). Let s˙1
be such that q1  “s˙1 = s˙
∗
1∪{(β, s0(β)∪{γ})}”. Then (q1, s˙1, t˙1) extends (q0, s˙0, t˙0)
and is in Uα.
We now show that Uα is λ-closed. Let ξ < λ, and let 〈(qη, s˙η, t˙η) | η < ξ〉 be
a decreasing sequence from Uα. By the methods of the proof of Proposition 3.11,
we can find (q, t˙) such that q decides the value of t˙, q  “βq = γt”, and, for every
η < ξ, (q, t˙) ≤ (qη, t˙η). We now define an s so that (q, sˇ, t˙) is a lower bound for our
sequence. Let dom(s) = {δ | for some η < ξ, qη  δ ∈ dom(s˙η)}. For δ ∈ dom(s),
let rδ = {γ | for some η < ξ, qα  γ ∈ s˙η(δ)} and let s(δ) = rδ ∪ sup(rδ). All that
remains to be shown is that for every δ ∈ dom(s), (q, sˇ ↾ δ, t˙)  “max(sˇ(δ)) ∈ E˙δ”.
We show this by induction on δ. Thus, assume it holds for all ordinals less than
δ in dom(s). Then (q, sˇ ↾ δ, t˙) ∈ Uδ. For every η < ξ with δ ∈ dom(sη), (q, s˙η ↾
δ, t˙)  “max(s˙η(δ)) ∈ E˙δ”. Thus, (q, sˇ ↾ δ, t˙)  “E˙δ is unbounded in rˇδ”. Since E˙δ
is forced to be a club, (q, sˇ ↾ δ, t˙)  “ sup(rδ) = max(sˇ(δ)) ∈ E˙δ”.
Now suppose that α ≤ λ+ is a limit ordinal. To show that Uα is dense, let
(q0, s˙0, t˙0) ∈ Q ∗Sα ∗T. Assume without loss of generality that q0 decides the value
of s˙0 and t˙0. If cf(α) = λ, then there is β < α such that q0  “dom(s˙0) ⊆ β”. Then
(q0, s˙0, t˙0) ∈ Q ∗ Sβ ∗ T and, by the inductive hypothesis, we can find (q1, s˙1, t˙1) ≤
(q0, s˙0, t˙0) such that (q1, s˙1, t˙1) ∈ Uβ ⊆ Uα.
If cf(α) < λ, fix an increasing, continuous sequence 〈αi | i < ξ〉 cofinal in α, with
ξ ≤ κ. We define a sequence 〈(qi, s˙i, t˙i) | 1 ≤ i < ξ〉 such that, for all 1 ≤ i < j < ξ,
• (qi, s˙i, t˙i) ∈ Uαi .
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• (qi, s˙i, t˙i) ≤ (q0, s˙0 ↾ αi, t˙0).
• (qj , s˙j, t˙j) ≤ (qi, s˙i, t˙i).
If i = i′+1, define (qi, s˙i, t˙i) as follows. Let s˙
∗
i be such that qi′  “s˙
∗
i = s˙i′ ∪ s˙0 ↾
[αi′ , αi)”. By the inductive hypothesis, find (qi, s˙i, t˙i) ∈ Uαi such that (qi, s˙i, t˙i) ≤
(qi′ , s˙
∗
i , t˙i′). If i is a limit ordinal, then, by the inductive hypothesis, Uαi is λ-closed,
so we can find (qi, s˙i, t˙i) ∈ Uαi that is a lower bound for 〈(qj , s˙j , t˙j) | j < i〉.
We now define (q, s˙, t˙) ∈ Uα which is a lower bound for 〈(qi, s˙i, t˙i) | i < ξ〉. First,
by previous arguments, find (q, t˙) ∈ U0 which is a lower bound for 〈(qi, t˙i) | i < ξ〉.
Next, let X = {β | for some i < ξ, qi  “βˇ ∈ dom(s˙i)}. If β ∈ X , let s˙∗(β) be such
that q  “s˙∗(β) =
⋃
i<ξ s˙i(β). Let s˙ be such that q  “dom(s˙) = X and, if β ∈
X, then s˙(β) = s˙∗(β) ∪ {sup(s˙∗(β)}”. It is routine to check that (q, s˙, t˙) ∈ Uα and
(q, s˙, t˙) ≤ (q0, s˙0, t˙0).
The proof that Uα is λ-closed is the same as in the successor case. ⊣
It follows that, for all α ≤ λ+, Sα is λ-distributive and thus preserves all car-
dinals and cofinalities. It remains to show that, in V Q∗Sλ+ , (λ, T ) fails for every
stationary T ⊆ Sλν .
Fix j : V0 → M with crit(j) = λ. Let G be P-generic over V0, let H be Q-
generic over V0[G] = V , let I be Sλ+ -generic over V [H ], and let J be T-generic over
V [H ∗ I]. Since, in V , Q ∗ Sλ+ ∗ T has a λ-closed dense subset and has size λ
+, by
Fact 2.19 we can extend the identity map i : P → j(P) to a complete embedding
i∗ : P∗Q∗Sλ+ ∗T→ j(P) such that the quotient forcing R = j(P)/i
∗[P∗Q∗Sλ+ ∗T]
is κ-closed. Thus, letting K be R-generic over V [H ∗ I ∗ J ], we can lift j to an
elementary embedding j : V →M [G ∗H ∗ I ∗ J ∗K].
Suppose now for sake of contradiction that, in V [H ∗ I], T ⊆ Sλν is stationary
and
−→
D = 〈Dα | α < λ〉 is a (λ, T )-sequence. For ξ < λ+, let Iξ = I ∩ Sξ. Each Iξ
is then Sξ-generic over V [H ]. Since Sλ+ has the λ
+-c.c., we can fix ξ∗ < λ+ such
that T,
−→
D ∈ V [H ∗ Iξ∗ ].
We would like to lift j further to have domain V [H ∗ Iξ∗ ]. To do this, we define a
master condition (q∗, sˇ∗, tˇ∗) ∈ j(Q ∗Sξ∗ ∗T). q∗ is defined exactly as in the proof of
Theorem 3.12. Let E be the club added by J , and let t∗ = E∪{λ}. Then (q∗, tˇ∗) ∈
j(Q∗T). Let s be the generic object added by Iξ∗ . s is thus a function with domain
ξ∗, where, for each α < ξ∗, s(α) is a club in λ. Let s∗ be such that dom(s∗) = j[ξ∗]
and, for each α < ξ∗, s∗(j(α)) = s(α)∪{λ}. It is clear that, if (q∗, sˇ∗) ∈ j(Q ∗Sξ∗),
then it is a lower bound for j[H ∗Iξ∗ ]. Thus, all that needs to be checked is that, for
every α < ξ∗, (q∗, sˇ∗ ↾ j(α))  “sˇ∗(j(α)) ∩ j(X˙α) = ∅”. We show this by induction
on α. It suffices to show that (q∗, sˇ∗ ↾ j(α))  “λˇ 6∈ j(X˙α)”. Suppose for sake of
contradiction that there is (q′, s˙′) ≤ (q∗, sˇ∗ ↾ j(α)) such that (q′, s˙′)  “λˇ ∈ j(X˙α)”.
Recall that E˙α is a Q ∗ Sα ∗ T-name for a club in λ. (q′, s˙′, tˇ∗) is a lower bound for
H ∗ I ↾ α ∗ J , so, for every β < λ, (q′, s˙′, tˇ∗)  “βˇ ∈ j(E˙α)” if and only if β ∈ Eα.
Thus, (q′, s˙′, tˇ∗)  “λ is a limit point of j(E˙α)”, so (q
′, s˙′, tˇ∗)  “λ 6∈ j(X˙α)”. This
is a contradiction.
Thus, (q∗, sˇ∗) is a lower bound for j[H ∗ Iξ∗ ] in j(Q ∗ Sξ∗), so, if we let H+ ∗ I
+
ξ∗
be j(Q∗Sξ∗)-generic overM [G∗H ∗ I ∗J ∗K] with (q∗, sˇ∗) ∈ H+ ∗ I
+
ξ∗ , then we can
lift j to an elementary embedding j : V [H ∗ Iξ∗ ]→M [G ∗H ∗ I ∗ J ∗K ∗H+ ∗ I
+
ξ∗ ].
Now
−→
D and T are in the domain of j, j(
−→
D) = 〈Dα | α < j(λ)〉 is a (j(λ), j(T ))-
sequence, and j(T ) ∩ λ = T . Thus, Dλ is a thread through
−→
D and avoids T .
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Since j(Q ∗ Sξ∗) is j(λ)-distributive, H+ ∗ I
+
ξ∗ could not have added Dλ, so Dλ ∈
V [H ∗ I ∗ J ∗K]. Also, since K is generic for κ-closed forcing, the argument from
Theorem 3.12 shows that it can not add a thread through
−→
D , so Dλ ∈ V [H ∗ I ∗ J ]
and witnesses that T is not stationary in V [H ∗I ∗J ]. But we arranged our iteration
Sλ+ so that this implies that T is already non-stationary in V [H ∗ I]. This is a
contradiction, so (λ, T ) fails in V [H ∗ I]. ⊣
Finally, we show that the existence of a stationary S ⊂ Sκ
+
κ such that (κ
+, S)
holds does not imply the existence of a stationary T ⊂ Sκ
+
<κ for which (κ
+, T )
holds. In [4], Harrington and Shelah show that, after collapsing a Mahlo cardinal
to be κ+, one can iteratively force to shoot clubs disjoint to non-reflecting subsets
of Sκ
+
<κ, thus obtaining a model in which every stationary subset of S
κ+
<κ reflects. We
will work in L and carry out the forcing iteration used by Harrington and Shelah,
arguing that our desired conclusion holds in the final model. We use the following
theorem of Jensen about squares in L ([3], Chapter VII).
Theorem 3.18. Suppose V = L. Let λ be an inaccessible cardinal which is not
weakly compact, and let S ⊆ λ be stationary. Then there is a stationary S′ ⊆ S
such that (λ, S′) holds.
Theorem 3.19. Suppose V = L, κ is a regular, uncountable cardinal, and λ > κ is
the least Mahlo cardinal greater than κ. Then there is a forcing extension in which
λ = κ+, there is a stationary S ⊆ Sλκ such that (λ, S) holds, and all stationary
subsets of Sλ<κ reflect (and hence (λ, T ) fails for every stationary T ⊆ S
λ
<κ).
Proof. By Theorem 3.18, fix a stationary S ⊆ λ consisting of inaccessible cardinals
and a (λ, S)-sequence,
−→
C . Let P = Coll(κ,< λ). In V P, we define an iteration
〈Qα | α ≤ λ+〉, which will shoot clubs disjoint to non-reflecting sets of ordinals, by
induction on α. For each α < λ+, we will fix a Qα-name X˙α such that Qα “X˙α ⊆
Sλ<κ and X˙α does not reflect at any ordinal of uncountable cofinality”. Elements of
Qα are functions q such that:
(1) dom(q) ⊆ α.
(2) |q| ≤ κ.
(3) For every β ∈ dom(q), q(β) is a closed, bounded subset of λ.
(4) For every β ∈ dom(q), q ↾ β  “q(β) ∩ X˙β = ∅”.
For p, q ∈ Qα, q ≤ p if and only if dom(p) ⊆ dom(q) and, for every β ∈ dom(p),
q(β) end-extends p(β). An easy ∆-system argument shows that Qλ+ has the λ
+-
c.c. Thus, with a suitable choice of the names X˙α, we can arrange that, in V
P∗Qλ+ ,
every stationary subset of Sλ<κ reflects.
Back in V , fix a sufficiently large, regular cardinal θ (in particular, θ > λ+). Let
N be the set of N such that P ∈ N , N  (H(θ),∈,⊳) (where ⊳ is a well-ordering
of H(θ)), λN := N ∩ λ is an inaccessible cardinal, |N | = λN , and N<λN ⊆ N . For
N ∈ N , let πN : N → N¯ be the transitive collapse. If x ∈ N , let xN = πN (x).
Lemma 3.20. For every x ∈ H(θ), there is N ∈ N such that x ∈ N .
Proof. Fix x ∈ H(θ). We find the desired N ∈ N by building an increasing,
continuous chain 〈Nα | α < λ〉 such that, for each α < λ,
(1) x, λ ∈ Nα
(2) Nα ≺ H(θ).
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(3) |Nα| < λ.
(4) P(Nα) ⊆ Nα+1.
(5) sup(Nα ∩ λ) ⊆ Nα+1.
Let E be the set of α < λ such that Nα ∩ λ = α = |Nα|. E is a club in λ, so, since
λ is Mahlo, there is α∗ ∈ E such that α∗ is inaccessible. Nα∗ is then in N . ⊣
If N ∈ N , then, since N is closed under < λN -sequences, PN = P∩N = Coll(κ,<
λN ), so N
P ≺ H(θ)P. Also, since PN has the λN -c.c., N¯
PN ∼= NP is closed under
< λN -sequences from V
PN .
The following Lemma, which will show that Qλ+ is λ-distributive, is proven in
[4].
Lemma 3.21. Let α < λ+.
(1) For all N ∈ N such that α ∈ N , in V PN , (Qα)N has a λN -closed dense
subset.
(2) In V P, Qα is λ-distributive.
(3) For all N ∈ N such that α ∈ N , in V PN∗(Qβ)N , (Xβ)N is not stationary in
λN .
By the chain condition, every < λ-sequence in V P∗Qλ+ appears in V P∗Qα for
some α < λ+, so we have that, in V P, Qλ+ is λ-distributive and thus preserves all
cardinals ≤ λ.
Lemma 3.22. In V P∗Qλ+ , there is no stationary T ⊆ Sλ<κ such that (λ, T ) holds.
Proof. Suppose there is such a T , and let
−→
D be a (λ, T )-sequence. Then, for
each α < λ of uncountable cofinality, D′α witnesses that T ∩ α is non-stationary,
so T does not reflect. However, in V P∗Qλ+ , every stationary subset of Sλ<κ reflects.
Contradiction. ⊣
In V P∗Qλ+ ,
−→
C is clearly still a coherent sequence avoiding S and S ⊆ Sλκ . Thus,
the following lemma suffices to prove the theorem.
Lemma 3.23. S is stationary in V P∗Qλ+ .
Proof. Let E ∈ V P∗Qλ+ be a club in λ. By the chain condition, there is α < λ+
such that E ∈ V P∗Qα . Thus, it suffices to show that S remains stationary in V P∗Qα
for every α < λ+.
To this end, fix α < λ+, (p, q˙) ∈ P ∗ Qα, and E˙, a P ∗ Qα-name for a club in
λ. By the argument from the proof of Lemma 3.20, we can find N ∈ N such that
{(p, q˙), E˙, α} ⊆ N and λN ∈ S. Let G be P-generic over V with p ∈ G, and let GN
be the restriction of G to Coll(κ,< λN ). Since P has the λ-c.c., S is still stationary
in V [G]. Let q be the interpretation of q˙ in V [G], and reinterpret E˙ in V [G] as a Qα-
name. Also, we can extend πN to an isomorphism of N [G] and N¯ [GN ]. Enumerate
the dense open sets of (Qα)N lying in N¯ [GN ] as 〈Dξ | ξ < λN 〉. By Lemma 3.21(1)
and the fact that N¯ [GN ] is closed under < λN -sequences, we can find a decreasing
sequence 〈qξ | ξ < λN 〉 of conditions from the λN -closed dense subset of (Qα)N
such that q0 = q and, for all ξ < λN , qξ+1 ∈ Dξ ∩ N¯ [GN ]. We define q∗ to be a
lower bound for 〈π−1N (qξ) | ξ < λN 〉 in Qα by letting dom(q
∗) = N ∩α and, for each
β ∈ dom(q∗),
q∗(β) =
⋃
ξ<λN
qξ(πN (β)) ∪ {λN}.
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cf(λN ) = κ in V
P∗Qβ , so λN is forced not to be in X˙β and thus q
∗ ∈ Qα. For every
γ < λN , there is ξ < λN and δ ∈ (γ, λN ) such that qξ (Qα)N “δˇ ∈ π(E˙)”. Thus,
π−1N (qξ) Qα “δˇ ∈ E˙”. so q
∗ Qα “E˙ is unbounded in λˇN”. Since E˙ is a name for
a club, q∗ Qα “λN ∈ E˙ ∩ Sˇ”, so S is stationary in V
P∗Qα . ⊣
We conclude with a diagram illustrating the situation at ω2, where we now have
a complete picture. Arrows correspond to implications, and struck-out arrows to
non-implications.
ω1
ω(ω2) 
ω1(ω2)
∃ stationary S ⊆ Sℵ2ℵ0 ((ω2, S)) ∃ stationary T ⊆ S
ℵ2
ℵ1
((ω2, T ))
(ω2)
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