Abstract. Las Vergnas & Hamidoune studied the number of circuits needed to determine an oriented matroid. In this paper we investigate this problem as well as variants of it. We first studying the setting for general matroid and expose relations to two graphs defined on the set of circuits of a matroid. We then focus on uniform, regular, graphic, and cographic matroids. This leads to the study of (connected) covering numbers in Design Theory and (connected) cycle and bond covers in Graph Theory.
Introduction
In [19, page 721] Lehman shows, that the set S e of circuits of a matroid M containing a fixed element e, distinguishes M from all other matroids on the same ground set, that is, if a matroid M on the same ground contains all circuits from S e then M = M . Las Vergnas and Hamidoune [16] extend Lehman's result to oriented matroids. They show that a connected oriented matroid M is uniquely determined by the collection of signed circuits S e containing a given element e, i.e., if an oriented matroid M on the same ground set as M contains all circuits from S e then M = M . In view of Las Vergnas and Hamidoune's result, one may ask the following natural question:
How many circuits are needed to determine an oriented matroid? The main intention of this paper is to investigate variants of the above question, which arise from the restriction to determining an oriented matroid within the set of all oriented matroids with the same underlying matroid. Some of these variants have been studied earlier by Forge and Ramírez-Alfonsín [12, 13] , by da Silva [7] and more recently by Chappelon, Knauer, Montejano, and Ramírez-Alfonsín [5] . In particular, we expose relations of this question to combinatorial problems in Design and Graph Theory, interesting on their own. The paper is organized as follows. In the next section, we recall some oriented matroid basics of particular importance to this paper. Afterwards, in Section 3 we formalize the above question in three natural ways, and give some general bounds by introducing the notion of weak and connected covering (Theorem 1). Moreover, we study determining an oriented matroid within its reorientation class (Theorem 3). Section 4 is devoted to the study of uniform oriented matroids. After recovering earlier results of [12] related to Design Theory from our general theory, we provide exact values for infinitely many cases (Theorem 5) and a general lower bound (Theorem 6). In Section 5 we investigate the case of regular matroids. We show that determining a regular oriented matroid is equivalent to finding a connected covering of its elements by circuits -a problem generalizing the widely studied problem of circuit and cycle covers in matroids [20, 22, 24] and graphs [9, 17, 25] . In Section 6 we determine the values for the graphic and cographic matroids associated to complete graphs and hyper-cubes (Theorems 9, 10, 11 and 12), proving that general bounds from the previous section are tight. For basic notions of oriented matroids we refer the reader to [2] .
Preliminaries
Generally, we represent matroids and oriented matroids as pairs of a ground set and a set of (signed) circuits. We use calligraphic letters for sets of signed circuits and oriented matroids and non-italic roman letters for the non-oriented case. We say that two matroids M 1 = (E 1 , C 1 ) and M 2 = (E 2 , C 2 ) are equal, i.e., M 1 = M 2 if and only if E 1 = E 2 and C 1 = C 2 . Note that equality is more restrictive than isomorphism even when restricted to the same ground set, where the latter means that there is a permutation of the ground set which preserves circuits. See the following example: We clearly have that M(G 1 ) = M(G 2 ) since C(M(G 1 )) = {{1, 2, 5}, {3, 4, 5}, {1, 2, 3, 4}} = C(M(G 2 )).
However, although M(G 1 ) and M(G 3 ) are isomorphic by taking the permutation π(1) = 5, π(2) = 2, π(3) = 3, π(4) = 4 and π(5) = 1 we have that M(G 1 ) = M(G 3 ) since C(M(G 1 )) = {{1, 2, 5}, {3, 4, 5}, {1, 2, 3, 4}} = {{1, 2, 5}, {1, 3, 4}, {2, 3, 4, 5}} = C(M(G 3 )).
Similarly, for oriented matroids M 1 = (E 1 , C 1 ) and M 2 = (E 2 , C 2 ), by M 1 = M 2 we refer to the fact that E 1 = E 2 and C 1 = C 2 . For a signed set X we denote by X its underlying unsigned set. We extend this notation to sets of signed sets and furthermore denote by M the underlying matroid of the oriented matroid M. In this case we say that M is an orientation of M. For a subset of circuits S of a matroid M and an orientation M of M we denote by S M the (maximal) set of signed circuits of M such that S M = S. We call S M the orientation of S corresponding to M.
Beside circuits we sometimes also use bases to represent a matroid. Given a basis B of M and an element e / ∈ B, there is a unique circuit C(B, e) of M contained in B ∪ {e} called the fundamental circuit of B with respect to e. In the oriented case two opposite orientation of this circuit appear. We denote by C(B, e) any of them if no distinction is necessary. A basis orientation of an oriented matroid M is a mapping χ M of the set of the bases of M := M to {−1, 1} satisfying the following properties : (CH1) χ M is alternating. (CH2) for any two ordered bases B, B of M of the form (e, b 2 , . . . , b r ) and (e , b 2 , . . . , b r ), e = e , we have χ M (e, b 2 , . . . , b r ) = −C(B , e) e C(B , e) e χ M (e , b 2 , . . . b r ), where C(B , e) e and C(B , e) e denote the sign corresponding to elements e and e in C(B , e) respectively.
We have that
We say that a base B of an oriented matroid M with chirotope χ is invertible if
is also the chirotope of an oriented matroid M B (obtained thus from χ M by inverting only the sign of base B ). In the case of uniform oriented matroids invertible bases are called mutations. For every subset A ⊆ E and every signed set X of E, we denote byĀX the signed set obtained from X by reversing signs on A, i.e., (ĀX)
The set {ĀC | C ∈ C} is the set of signed circuits of an oriented matroid, denoted byĀM. Two oriented matroids M and M are related by sign-reversal if M =Ā M for some A ⊆ E. The equivalence classes for this relation are called reorientation classes.
2.1.
Topological representation : quick discussion. The well-known Topological Representation Theorem due to Folkman and Lawrence [11] states that loop-free oriented matroids of rank d + 1 (up to isomorphism) are in one-to-one correspondance with arrangements of pseudospheres in S d (up to topological equivalence) or equivalently to affine arrangements of pseudohyperplanes in R d−1 (up to topological equivalence).
Note that in the literature contrary to our definition the term reorientation class sometimes is applied to unlabeled oriented matroids. For instance the equivalence relation considered by the Topological Representation Theorem identifies two oriented matroids if they can be transformed via resignings, relabelings and reorientation into each other. For example, U 2,n has only one topological representation but in our sense it admits exactly (n−1)! 2 reorientation classes [6] . Example 2 illustrates two of the three reorientation classes of U 2,4 .
First observations and general bounds
Let M be an orientation of a matroid M. We say that a set S of signed circuits of M determines M if an orientation M of M contains the set S of signed circuits if and only if M = M . We say that a set of circuits S of M determines all orientations of M if for every orientation M of M the corresponding orientation S M of S determines M. For a connected orientable matroid M = (E, C) and e ∈ E denote by S e the set of all circuits of M containing e. We may restate Las Vergnas and Hamidoune's result [16] as follows:
The set S e determines all orientations of M.
The question How many circuits determine an oriented matroid? may be interpreted in various different ways. In the following we present and discuss some of these variants. We define three matroid parameters arising from this question. Definition 1. Let M be a connected, orientable matroid. We define:
• s(M) as the smallest positive integer k such that in any orientation M of M there is a set S of signed circuits of M of size k that determines M, • s(M) as the minimum size of a set S of circuits of M determining all orientation of M, • s(M) as the smallest k such that any set S of circuits of M of size k determines all orientations of M.
We notice that, in the case of the parameter s(M), we search a fixed set of circuits S while in the parameter s(M), the searched set of signed circuits S may be different for each orientation of M. The function s(M) has received some attention in [5, 12, 13] for uniform oriented matroids and the function s(M) has already been studied by da Silva [7] in connection with a problem about realizability of rank 3 matroids. While s is natural to study in this context it has not been considered as far as we are aware. A first remark is the following
We determine the precise value of these functions for several classes of matroids in the next sections. More precisely, s(U n−2,n ) and s(U n−2,n ), s(U r,n ) for all 2 ≤ r ≤ n − 2 and s(M) and s(M) for graphic and cographic matroids M associated to the hypercube graph and the complete graph.
3.1. General constructions. We derive some necessary and sufficient conditions for a set of circuits S to determine all the orientations of M or to determine a specific M. For this we define other matroid parameters which serve as upper and lower bounds. We say that a circuit C of M covers a basis B iff there is an element e ∈ E \ B such that C is the fundamental circuit C(B, e) of the basis B with respect to e. A signed circuit C of M covers a basis B of M if C covers B.
Proof. Let B be an invertible basis of M which is not covered by any signed circuit in S. Let M be the oriented matroid with chirotope χ B . By (CH2), the orientation of S in M depends only on signs of bases covered by S. Thus, the set S are also signed circuits of M . Therefore, S does not determine M.
We say that a set S of signed circuits of M is a weak covering of M if it covers all the invertible bases of M. Denote by WC(M) the smallest k such that in each orientation M of M there is a weak covering of size k. Analogously, a set S of circuits M is called weak covering of M if its orientation S M in any orientation M of M is a weak covering of M. We denote by WC(M) the size of a smallest weak covering of M. The following results are an immediate consequence of Proposition 1.
We define the fundamental graph of M as the graph F C whose vertex set is the set C of circuits of M and where two vertices are joined if and only if the corresponding circuits C and C are the fundamental circuits of a same basis B of M. That is, C = C(B, e) and C = C (B, f ) with e, f ∈ E \ B. A set S of circuits of M is a (base) covering of M if it covers all bases. We say that a base covering S is connected if the subgraph F S of F C induced by S is connected. Let us first show that the set S e from the motivating result by Hamidoune and Las Vergnas (1) is a connected base covering.
Proposition 2. Let M be a matroid and e ∈ E. The set S e is a connected covering.
Proof. Let e ∈ E and consider S e . First, we prove that S e is a base cover. If B is a base of M and e / ∈ B then C(B, e) covers B and is in S e . If e ∈ B consider a fundamental cocircuit C * (B, e) and an element f ∈ C * (B, e) \ {e}. Then C(B, f ) must contain e since otherwise |C(B, f ) ∩ C * (B, e)| = 1, which is forbidden for intersections of circuits and cocircuits of a matroid.
Since the base graph G B of M is connected [8] , it suffices to show that circuits C, C ∈ S e covering adjacent bases in G B are connected in F Se . This is, we may suppose that C = C(B, x) and C = C(B , y) for some bases B and B and elements x ∈ B, y ∈ B such that (B ∪ B ) \ (B ∩ B ) = {a, b}. Moreover, since all circuits in S e covering the same base form a clique, it suffices to show that some circuits from S e covering B and B respectively are connected. Note that if C(B, v) \ B = {u} then C(B , u) = C(B, v). This will be helpful in the following cases. Case 1. Suppose that e ∈ B ∪ B . If e ∈ C(B, b) or e ∈ C(B , a) as we get C(B, b) = C(B , a) ∈ S e by the above observation and we are done. Therefore we assume e ∈ C(B, b) and e ∈ C(B , a), in particular e ∈ B ∩ B . We know that there exists f ∈ B ∪ B such that e ∈ C(B, f ).
If a ∈ C(B, e) or b ∈ C(B , e), then by the above observation we get C(B, e) = C(B , e). So we can assume a ∈ C(B, e) and b ∈ C(B , e). The cases of (B ∩B )∪e being dependent or independent are analogous to the corresponding cases distinction for (B ∩ B ) ∪ f in Case 1.
Since all circuits covering a given basis form a clique in F C we immediately get:
Indeed the set S e is only a special case, since in general connected coverings are useful for determining all orientations of a matroid. We denote by CC(M) the size of a smallest connected base covering of M.
Theorem 1. For every connected orientable matroid M we have s(M) ≤ CC(M).
Proof. We use that given the orientation χ(B) of a basis B = {e, e 2 , . . . , e r } and a signed circuit C = C(B, f ) the signs of all bases having C as fundamental circuit are determined by (CH2). Therefore, if S is a connected base covering the choice of the value for χ(B) induces a unique oriented matroid. Moreover, both choices for χ(B) = 1 or = −1 determine the same oriented matroids, with opposite chirotopes.
Note that Theorem 1 together with Proposition 2 reproves (1). One upper bound for s(M ) is now simply given by δ(M) := min e∈E |S e |. In Section 4 we will use Theorem 1 to recover results of [12] about determining uniform matroids. In [13] a disconnected covering determining all orientations of a uniform matroid is presented. However, its size is larger than the size of a smallest connected covering.
In order to discuss s(M) denote by κ(F C ) the vertex-connectivity of F C and by r(M) the rank of M.
Theorem 2. For every connected orientable matroid M = (E, C) we have
If M has a base which is invertible in some orientation, then
Proof. We start by proving the first inequality. If S ⊆ C has size |C|+1−min(κ(F C ), |E|− r(M)), then the removal of its complement can neither disconnect F C , nor can it leave one basis uncovered, since each base is covered by exactly |E| − r(M) circuits. Thus, S is a connected base covering of M and the result follows by Theorem 1.
For the second bound let B be an invertible basis of M. Now choosing S as all circuits except those covering B yields a set of size |C| − |E| + r(M) which is not a weak covering of M. The result follows by Corollary 1.
Indeed, we believe that the minimum in the upper bound in Theorem 2 is always attained by |E| − r(M). We will see this for uniform oriented matroids in Theorem 7. In general we conjecture:
3.2. Determining within a single reorientation class. For non-uniform matroids the bounds in Theorem 1 may be far from optimal. It seems to depend on the number of reorientation classes of a matroid. In this subsection we will consider matroids with a single reorientation class. The obtained bounds can also be seen as statements about determining a given orientation within its reorientation class. Given a matroid M an (edge) covering is a set S of circuits covering the ground set E. An edge covering S is said to be connected if the (edge) intersection graph I S of S is connected. Denote by cc(M) the size of a smallest connected edge covering of M.
Theorem 3. If a connected matroid M has a single reorientation-class, then we have
Proof. We first show cc(M) ≥ s(M). Let S cover E and I S be connected. Suppose there were two orientation M and M of M coinciding on S. By the preconditions M and M differ by reorienting a set X ⊂ E. We reorient X in M, but since all orientations of circuits of S shall be maintained, every circuit C ∈ S intersecting X has to be reoriented entirely, i.e, C ⊆ X. Therefore all neighbors of C in I S are also contained in X. Iterating this argument all circuits in S have to be completely reoriented. Since S covers E all elements have to be reoriented, i.e., X = E. Thus, M = M . We now show s(M) ≥ cc(M). If S does not cover some e ∈ E, then in any orientation M of M we can reorient e independently of the rest, i.e., M and the reorientation of M at e coincide on S. If I S has two connected components corresponding to two sets of circuits S , S , then in any orientation M of M we can reorient all elements covered by S . Since all signs of signed circuits in S are reversed, the resulting orientation M coincides with M on S and thus on S. Nevertheless, reorienting S in particular changes the orientation of circuits containing an element covered by S and one covered by S . Therefore M = M, Hence, if S is not a covering or I S is disconnected then no orientation M of M is determined by S M . The result follows by Observation 1.
The following result is an immediate consequence of Theorem 3.
Corollary 3. For any connected orientable matroid M we have cc(M) ≤ s(M).
Oriented matroids with exactly one reorientation class are special. In [3] it is shown that for n and r positive integers, 2 ≤ r ≤ n − 2, U r,n has at least (n − 1)!/2 reorientation classes. On the other hand in the same paper it is shown that any regular oriented matroid has exactly one reorientation class. We will draw on this fact in Section 5. While in [23] regular matroids are characterized as those oriented matroids such that all restrictions have only one reorientation class, there are several other matroid with one reorientation class, for example, the matroids Q(d) obtained from the affine d-dimensional hypercube with d ≤ 7 [4] . It was conjectured by Las Vergnas that Q(d) has a single reorientation class for all d [18] . Theorem 3 allows us to say something about s for matroids with only one reorientation class. In order to prove the next result, we have to define the following. For a matroid M with set of circuits C, denote by κ(I C ) the vertex connectivity of the graph I C . If S e is the set of circuits containing a given element e of the ground set E, analogously to δ(M) we set ∆(M) := max{|S e ||e ∈ E}.
Theorem 4. Let M be a connected matroid with a single reorientation class, then
Proof. For any set S of circuits of M with |S| > |C| − ∆(M), we have that S is an edge covering. Similarly, for any set S of circuits of M with |S| > |C| − κ(I C ), the induced subgraph I S of I C is connected, otherwise there would be set X ⊂ V (I S ) with I S − X not connected and |X| < κ(I C ) which is impossible. Then s(M) ≤ |C|+1−min(∆(M), κ(I C )). On the other hand, we note that there exist a set S of circuits of M with |S| ≤ |C| − ∆(M) such that S is not an edge covering. Similarly, there exist a set S of circuits of M with |S| ≤ |C| − κ(I C ) such that the induced subgraph I S of I C is not connected. Hence
Note that a statement analogous to the one of Conjecture 1 is not true in the present case. In fact, let G 1 be the graph obtained from a triangle by tripling two of its edges, and denote by e the unchanged edge.The edge e is contained in 9 cycles, while any 2-cycle has only degree 8 in the graph I C corresponding to M(G 1 ). On the other hand in K 4 each pair of cycles intersects, i.e., its intersection graph is K 7 , while each edge is contained in only 5 cycles.
Uniform Oriented Matroids
The function s(U r,n ) has already been studied and some improved bounds were obtained in [5, 12, 13] by introducing the notion of connected coverings. Let us briefly mention, how the connection of connected coverings and s(U r,n ) can be derived from Theorem 1: Let n, k, r be positive integers such that n ≥ k ≥ r ≥ 1. A (n, k, r)-covering is a family B of k-subsets of {1, . . . , n}, called blocks, such that each r-subset of {1, . . . , n} is contained in at least one of the blocks. The number of blocks is the covering's size. The minimum size of such a covering is called the covering number and is denoted by C(n, k, r). Given a (n, k, r)-covering B, its graph G(B) has B as vertices and two vertices are joined if they have one r-subset in common. We say that a (n, k, r)-covering is connected if the graph G(B) is connected. The minimum size of a connected (n, k, r)-covering is called the connected covering number and is denoted by CC(n, k, r). In [12, 13] , it is proved that (2) C(n, r + 1, r) ≤ s(U r,n ) ≤ CC(n, r + 1, r).
We quickly recall some oriented matroids facts needed for the proofs of (2), Theorem 5, and Theorem 6 in this section. Let M be a uniform oriented matroid and let A M * be the pseudosphere arrangement representing the dual oriented matroid M * of M. The signed circuits C of M correspond to the cocircuits of M * which are represented by the set of vertices (0-dimensional cells) of the arrangement A M * . A pair of oppositely signed circuits of M corresponds to a S 0 in A M * . Let R B * be a simplicial cell of codimension 1 in A M * where B * is a base of M * whose elements correspond to the bounding pseudospheres of R B * . We notice that any of the circuits corresponding to the vertices of R B * in A M * are circuits in M containing the base B = E \B * . To see the latter, notice that the underlying set of each such circuit is formed by the pseudospheres not touching the corresponding vertex and so all the elements of B will be included in such circuits. Finally, it is known that the mutations of M correspond to those bases corresponding to simplicial cells. Thus, in this section using Proposition 1 we will encounter the problem of finding circuits touching all simplicial cells in an arrangement in order to obtain a weak covering of M.
Proof of (2). We shall show that C(n, r+1, r) = WC(U r,n ) and CC(n, r+1, r) = CC(U r,n ). The claimed inequalities then follow by Theorem 1 and Corollary 1. For the first equality, it is enough to observe that for any base B of U r,n , there is an orientation with B being invertible, i.e., a mutation and so the result would follow by Proposition 1. So, let us take an (n − r)-simplex R in R n−r . Define an affine hyperplane arrangement A B consisting of the bounding hyperplanes of R and r further hyperplanes not intersecting R. We can label the bounding hyperplanes of R with the elements of B. Since R is a simplicial region of the arrangement A B , B will be a mutation in any orientation of the hyperplanes of A B . For the second equality, note that the fundamental circuits of a base B of U r,n are precisely the (r + 1)-element sets containing B.
For current best bounds on CC(n, r + 1, r) and a general discussion of the relation to Design Theory and Turán Systems, we refer the reader to [5] . Notice that by Observation 1 we have s(M) ≤ s(M) and that Theorem 3 shows that both parameters are equal if the matroid has a single reorientation-class. It turns out that the inequality is strict for infinitely many matroids: Indeed, by (2) and the fact that C(n, n − 1, n − 2) = CC(n, n − 1, n − 2) = n − 1 [5] we have that s(U n−2,n ) = n − 1 for every n ≥ 3. On the other hand following result, shows that s(U n−2,n ) does not coincide. . Let M be a uniform oriented matroid of rank n − 2 and let A be the topological representation of its dual. This is, A is an arrangement of oriented pairs of antipodal points on a circle, i.e., several copies of S 0 , on an S 1 each dividing S 1 in a positive and a negative half. Each point corresponds to a signed circuit of M, the complement of each edge, i.e., complement of a closed segment of S 1 between two consecutive points, corresponds to a basis of M. We will consider the following set S of signed circuits of M. We choose points from A to be part of S in an alternating way around S 1 starting at any point and continuing until S := S ∪ −S covers all edges. Clearly, |S| = n 2 . We prove that S determines M, i.e., there is a unique arrangement A of n antipodal pairs yielding S. Clearly, S gives that also −S are circuits. So, let us show that S := S ∪ −S determines M. Take A to be any arrangement having signed circuits S . First, observe that the subarrangement obtained by restricting to S coincides with the restriction of A to S . (Both are representations of the same oriented matroid, corresponding to the restriction to the elements corresponding to S .) Now, note that the signs in S determine the relative position of any point to points in S . But since S covers all edges of A the relative position of a point not in S is between a unique pair of consecutive points of S and no other point is between them. Hence A = A. We now show that s(U n−2,n ) ≥ n 2 . We assume |S| < n 2 , then one edge of A is not incident to any element of S ∪ −S. The oriented matroid arising by changing the order of the two copies of S 0 incident to that edge has different signs on the corresponding circuits, but does not differ on S. This is a special case of Proposition 1.
A particular consequence of (2) is that s(U r,n ) ∈ Θ(n r ), see [5] . We clearly have that M 1 = M 2 since the set of circuits of M 1 and M 2 coincides. However, M 1 = M 2 since for their sets of signed circuits C 1 , C 2 we have:
Note that 1 < s(4, 2). We may suppose that the circuit that had been chosen to determine U 2,4 was S = {1, 2,4} which clearly does not determine U 2,4 since {1, 2,4} is a signed circuit of of M 1 and M 2 . Finally, it can be checked that there is no A ⊆ {1, 2, 3, 4} such thatĀM 1 = M 2 .
Proof. We define a simple affine pseudo-hyperplane arrangement in R r−1 in which almost every vertex is contained in exactly one simplex. Start with the grid, i.e., the set of translates of coordinate hyperplanes H := (H . A small computation leads to the claimed result.
Even if we have shown that s and s differ in general, one implication of the previous result is, that they are asymptotically the same for uniform oriented matroids. By (2) we get that s(U n−r,n ) ∈ O(n r−1 ), see [5] . Now, with Theorems 5 and 6 and Observation 1 we get Corollary 4. For fixed r ≥ 1 we have s(U n−r,n ) = θ(n r−1 ).
Let us now consider s for uniform oriented matroids.
Theorem 7. For any 1 ≤ r ≤ n − 1 we have s(U r,n ) = n r+1
− n + r + 1.
Proof. Assume first that n > r + 1. We will use Theorem 2. First, as argued in the proof of (2) any basis of U r,n is invertible in some orientation. Thus, we already have
The fundamental graph of U r,n is exactly the Johnson graph J(n, r + 1) whose vertex connectivity is well-known to be its degree, which is (r + 1)(n − r − 1). On the other hand
− n + r. Thus, Conjecture 1 is satisfied in this case and we obtain the result. If n = r + 1 then n r+1
is necessary and sufficient as well, because it indeed means taking all circuits and with one circuit less one could not cover one base.
Regular matroids
In [3] it is shown that binary orientable matroids are exactly regular matroids and that regular matroids have exactly one reorientation class. This section relies on these two results. In particular, the first result leads us to stating some results not depending on orientability in the more general setting of binary matroids. The second one together with Theorem 3 immediately gives Thus, from now on we will rather use cc(M) rather than s(M). Furthermore, we will compare cc(M) with the minimum size of a (not necessary connected) edge covering of M denoted by c(M). Moreover, since we will only consider edge coverings in this section rather than base coverings, we will simply refer to them by coverings. The most important regular matroids are graphic and cographic matroids, so let us reformulate the parameters c and cc for them. By Corollary 5 finding the circuits needed to determine all the orientations of a graphic matroid M(G) is equivalent to finding a set of cycles S in G such that
• every edge of G is contained in some C ∈ S,
• the graph on S with C ∼ C iff C ∩ C = ∅ is connected. Such a set is called connected cycle cover. As for general matroids we denote the minimum size of such a set of cycles of G by cc(G) = cc(M(G)). The size of a minimum (not necessary connected) cycle cover is denoted by c(G) = c(M(G)). A bond B in a connected graph G is an edge-set which is inclusion-minimal with the property that G \ B is disconnected. Finding the circuits needed to determine all the orientations of a cographic matroid M * (G) is equivalent to finding a set of bonds S in G such that
• every edge of G is contained in some B ∈ S, • the graph on S with B ∼ B iff B ∩ B = ∅ is connected. Such a set is called connected bond cover. We denote the minimum size of such a set of bonds of G by cbc(G). The size of a minimum (not necessary connected) bond cover is denoted by bc(G). This is, cbc(G) = cc(M * (G)) and bc(G) = c(M * (G)).
Proof. The first inequality is trivial and only stated for completeness. For the second one, take a circuit cover S of M and let C, C be circuits not in the same component of I S . Since M is connected there is a circuit C incident to both C and C . Adding C to S reduces the number of components by at least one. This yields the claim.
Indeed the upper bound in Lemma 1 is best-possible as already shown by graphic matroids:
Proof. Clearly, in K 2,n the longest cycles are of length 4 and since n is even a partition into 4-cycles is possible. Thus, c(K 2,n ) = n 2
. Now, given some set of cycles S in K 2,n , adding another cycle C it can be incident to at most two components of I S . Thus, the construction in Lemma 1 is best-possible.
Using Theorem 8 and Lemma 1 together with results on c for general 2-connected graphs, see [9] , and cubic graphs, see [17, 25] , we get:
Corollary 6. For any 2-connected G with n vertices we have cc(G) ≤ 2
. If G is 3-connected, cubic and has n ≥ 8 vertices and is not one of five forbidden graphs then cc(G) ≤ There are generic cases, were c and cc coincide. Theorem 8. Let M be a binary and connected matroid. Let denote by C * 3 the cocircuits of size at most 3. If C * 3 covers E and its intersection graph is connected, then for any set of circuits S ⊆ C if S covers E then its intersection graph I S is connected, i.e., c(M) = cc(M).
Proof. Let S be an edge covering. Note that the existence of a circuit covering implies that there are no cocircuits of size 1. Let G 3 be the connected intersection graph of C * 3 . Now, every C ∈ S intersect several elements of C * 3 . Given C, C ∈ S denote by d 3 (C, C ) the length of a shortest path between two elements of X, X ∈ C * 3 in G 3 such that X intersects C and X intersects C . We prove that between every C, C ∈ S there is a path in I S by induction on d 3 (C, C ). If d 3 (C, C ) = 0, then there is X ∈ C * 3 intersecting both C and C . Since M is binary both C and C intersect X in an even number of elements. Since |X| ≤ 3 both intersect X in two elements and therefore they must intersect themselves. Thus, they are connected in I S . If d 3 (C, C ) > 0, then choose a shortest path in G 3 witnessing d 3 (C, C ). Let X be the first cocircuit on this path, i.e., X ∩ C = ∅. As M is binary, We have that |X ∩ C| = 2. Since X was the first member of a shortest path in G 3 , the element X \ C = {e} and e must be the intersection with the next member X . Since S is an edge covering, there is C ∈ S containing e. As M is binary, we have that C intersects C. Thus, d 3 (C, C ) = 0 and d 3 (C , C ) < d 3 (C, C ). By induction hypothesis C and C as well as C and C are connected in I S . This yields the claim.
It is not sufficient to require that E be covered by C * 3 , see the left side of Figure 4 . Also, the converse of Theorem 8 does not hold as demonstrated by the right side of Figure 4 . We can also find some bounds involving the size of the ground set and the circumference circ(M) of M, i.e., the size of the largest circuit of M. Proof. We start proving the lower bound: The most optimistic way to find a connected covering is taking only circuits of maximal size, i.e., circ(M). Moreover, they can be ordered such that each of them (except the first) shares one element with some earlier chosen one. Thus with s such chosen circuits we cover circ(M) + (s − 1)(circ(M) − 1) elements. So, this value should be at least |E|. From this we compute s ≥
|E|−1 circ(M)
.
We can also relate cc(M) to the cogirth g * (M) of M, i.e., the size of a smallest cocircuit in M. Given a matroid M = (E, C), following [20] we denote by θ e (M) the size of a smallest set S of circuits in S e needed to cover E. Evidently, such S is a connected edge-covering of M and thus cc(M) ≤ θ e (M) for all e ∈ E. Moreover, denote by g * e (M) the size of a smallest cocircuit containing e and by r(M) the rank of M. In [20, Corollary 1.5] it is shown that if M is connected, regular and not a coloop, and e ∈ E such that M/e is connected, then θ e (M) + g * e (M) ≤ |E| − r(M) + 2. This immediately gives, Corollary 7. If M is connected, regular and not a coloop, and e ∈ E such that M/e is connected, then
A binary matroid is called Eulerian if all cocircuits are of even size.
Proof. Suppose cc(M) = 2 witnessed by circuits C 1 , C 2 covering the entire ground and
Every cocircuit X is even and since M is binary X intersects both C 1 and C 2 in an even number of elements. This implies, that |X ∩ N | is even for all cocircuits X. It is a well-known fact that if |X ∩ N | = 1 for all cocircuits X, then N contains a circuit. This contradicts C 1 and C 2 being circuits.
Even if Lemma 3 seems relatively weak, it provides tight lower bounds in a large family of cographic matroids as we will see in the next section.
The hypercube and the complete graph
In this section we determine c, cc, bc, and cbc for the class of hypercubes and complete graphs. We will make use of some lemmas of the previous section and prove some bounds to be tight. The next result for odd n shows that the lower bounds in Lemma 2 and 1 can indeed be attained:
Theorem 9. For every n ≥ 3 we have
Proof. For the upper bound if n is even we use that by [1] the edges of Q n can be partitioned into n 2
Hamiltonian cycles, which proves c(Q n ) = n 2 in this case. Clearly, since this is a partition into Hamiltonian cycles no connected covering with n 2 cycles exists. Now take any bond X corresponding to a change in one coordinate of Q n . Since X is a bond all Hamiltonian cycles have to intersect it. Now, X is also a perfect matching and therefore by [10] can be extended to a Hamiltonian cycle, which intersects all the others. This concludes the case n even. If n is odd, first note that cc(Q n ) ≥ results from just plugging the values into Lemma 2. For the upper bound choose two copies of Q n−1 , where vertices v, v in different copies are identified in the natural way, i.e., adding the coordinate matching X n connecting identified pairs yields Q n . Now, take the partition P of Q n−1 into Hamiltonian cycles and its copy P partitioning the copy Q n−1 . The coordinate matching X n−1 in Q n−1 intersects every Hamiltonian cycle in P . Denote by X ⊆ X n−1 a matching hitting each cycle in P exactly once and by X its copy in Q n−1 . For every pair of copies C ∈ P and C ∈ P take the unique matching edges of e = {v, w} ∈ X and e = {v , w } ∈ X intersecting precisely C and C , respectively. Delete them from C and C and join both cycles by adding {v, v } and {w, w }, to obtain a new cycle C . We have obtained a set of S of
cycles. The edges of Q n still not covered by S are precisely X ∪ X and all edges of {u, u } ∈ X n with u not incident to X. Note that this set of edges forms a perfect matching X. We have to cover X by a Hamiltonian cycle C which additionally intersects all cycles in S. For the construction we contract X n and X n−1 ∪ X n−1 in Q n obtaining Q n−2 . Every vertex in Q n−2 corresponds to a square in Q n , which contains either two edges of X ∪ X or two edges of X n , which still have to be covered respectively. We call a vertex of type I and II, depending on this. Moreover, by construction both remaining edges in such a square belong to exactly one C ∈ S. We say that a vertex of Q n−2 meets C. Note that there are is even let H be any Hamiltonian cycle in Q n−2 . We can blow H up to the desired C in Q n by just locally prescribing how to behave in the resulting squares. See the left of Figure 5 . Filling a type I square corresponds to changing the coordinate inside the square along X n and a type I square along X n−1 ∪ X n−1 . By the parity assumption and since Q n−2 has an even number of vertices the numbers of type I and type II vertices are even. And our construction closes nicely and gives a cycle in Q n . is odd chose an edge e in Q n−2 connecting a type I vertex a meeting C and a type II vertex b, such that some other vertex in Q n−2 different from a, b meets C. Such an edge clearly exists; since otherwise all neighbors of type II of a different from b meet a cycle different from C and we can as well take an edge connecting a with such a neighbor. Now, we choose a Hamiltonian cycle H containing e. In order to obtain C we handle all vertices as in the case before except a, b, see the right of Figure 5 . Along e we have to repair the parity in order to close to a cycle in Q n . The choice of e was complicated by the fact that C will not meet the cycle met by a in the square resulting from a.
In order to prove the following propositions, let us define as [C, C ], the sets of edges in a graph G between C and C , for every C, C ⊂ V (G).
Theorem 10. For every n ≥ 2 we have cbc(Q n ) = bc(Q n ) + 1 = 3
Proof. Let us prove first by induction on n that bc(Q n ) = 2 for every n ≥ 2. Clearly the proposition holds if n = 2 and maybe a little less clearly also for n = 3, see the right of Figure 6 . We suppose the result holds for n − 1 and n > 2. We can obtain the graph Q n as follows. Choose two copies of Q n−1 , A and B, where vertices in different copies are identified in the natural way, i.e., adding a matching connecting identified pairs yields Q n . By induction, there exists a partition of the edges of A in two bonds A 1 and A 2 . Let B i be the copy of A i in B for i = 1, 2. Let C is one component in B − B j . We consider the following sets of edges:
2 ) Notice that (E 1 ∪ E 2 ) (E 3 ∪ E 4 ) = E(Q n ) and (E 1 ∪ E 2 ) (E 3 ∪ E 4 ) = ∅ which means that E 1 ∪ E 2 and E 3 ∪ E 4 are a partition of the edges of Q n . We will see that E 1 ∪ E 2 and E 3 ∪ E 4 are two bonds of Q n . For, we can check that C 1 are the two components of Q n − (E 1 ∪ E 2 ). Also, we can observe that each edge in E 1 ∪ E 2 is incident to a vertex in C 1 , which means that E 1 ∪ E 2 is a bond of Q n , see Figure 6 . Similarly, one can see that E 3 ∪ E 4 is a bond of Q n . Then bc(Q n ) = 2 for every n ≥ 2. Figure 6 . Left: a partition of Q 3 into two bonds. Right: Extending a partition of Q n−1 to a partition of Q n .
Let us prove now that cbc(Q n ) = 3 for every n ≥ 2. We have proved above that there exist a partition of the edges of Q n in two bonds A 1 and A 2 . Let C be a bond in Q n different to A 1 and A 2 . Then E(A 1 ) ∩ E(C) = ∅ and E(A 2 ) ∩ E(C) = ∅ and hence cbc(Q n ) ≤ 3 for every n ≥ 2. For prove that cbc(Q n ) ≥ 3, we only have to use Lemma 3.
As the cographic matroid of Q n is Eulerian since Q n is bipartite, by Lemma 3 it follows that cbc(Q n ) ≥ 3 for every n ≥ 2.
For the complete graph K n the lower bounds of Lemma 2 and 1 are sharp if and only if n is even. More precisely:
Theorem 11. For every n ≥ 4 we have cc(K n ) = n 2 = c(K n ) if n even, c(K n ) + 1 if n odd.
of K n corresponds to a set of maximal bipartite subgraphs covering the edges. Note that this correspondence holds if and only if the graph is the complete graph. The minimum number of bipartite subgraphs to cover a graph G is lg χ(G) , see [14, 15, 21] . In our special case it yields the result.
Conclusions
We have studied different natural notions of how a set of circuits can determine an oriented matroid. The instances of these problems for uniform matroids are interesting in their own. Besides the relation to connected coverings and Design Theory the study of s(U r,n ) leads to mutations in uniform oriented matroids, which is an important research direction in the field. With respect to regular matroids, the reformulations in terms of graphs lead to the most interesting problems, where the classic notion of coverings is endowed with the requirement of connectivity. Generally, the notions of connected base coverings and connected edge coverings deserve further study in matroids. Let us also emphasize that the graphs associated to matroids studied in this paper seem new and worth further investigation. While the graph F C is strongly related to the base graph of a matroid, the graph I C seems to be completely autonomous. In both cases we are interested in the vertex-connectivity of these graphs. In I C we want to understand the relation between connectivity and the parameters δ(M) and ∆(M). With respect to F C similar questions arise, see Conjecture 1.
Let us finally mention, that one can ask similar questions in the setting of (non-oriented) matroids, where the first such results is due to [19] , who showed that given all the circuits containing a given element in a matroid, no other matroid on the same ground set contains these circuits. A possible variant of this question would now be how much smaller sets of circuits can be chosen if it is known that the matroids at consideration come from a given class.
