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ABSTRACT
A many–body Schro¨dinger equation for non–Abelian Chern–Simons particles is
obtained from both point–particle and field–theoretic pictures. We present a particle
Lagrangian and a field theoretic Lagrange density, and discuss their properties. Both
are quantized by the symplectic method of Hamiltonian reduction. An N–body
Schro¨dinger equation for the particles is obtained from both starting points. It
is shown that the resulting interaction between particles can be replaced by non–
trivial boundary conditions. Also, the equation is compared with the one given in
the literature.
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I. Introduction
Systems of point particles carrying non–Abelian charge in interaction with a non–Abelian
gauge field have been under investigation for over two decades.1 Recently, such a model in
2+1 dimensions with Chern–Simons kinetic action has gained attention owing to its peculiar
long range interactions.2
In general, particles interacting via the Abelian Chern–Simons term acquire fractional
statistics,3 and are called anyons.4 Anyons play a role in the fractional quantum Hall effect5
and perhaps also in high temperature superconductivity.6
A system of non–relativistic point particles with Abelian Chern–Simons interactions has
been previously discussed in [7] and [8]. Non–relativistic quantum dynamics can be equiva-
lently described by a point particle Lagrangian or by a field theory; upon quantization both
lead to an N–body Schro¨dinger equation, with the Aharonov–Bohm (Ehrenberg–Siday) in-
teraction. These two approaches are pursued respectively in Refs. [7] and [8]. Moreover when
the field theoretical description is analyzed classically, self–dual solitons are found.9 (Soliton
solutions exist when a quartic self–interaction is included. Quantum mechanically this cor-
responds to a δ–function hard–core interparticle potential, whose only effect is to regularize
the Chern–Simons interaction, protecting its classical conformal invariance10against quantum
anomalies.11)
In this paper we extend our previous investigations to the non–Abelian case. Much has
already been established on this problem. Non–Abelian self–dual solitons have been found
in the corresponding non–relativistic field theory,12which however has never been quantized.
The N–body Schro¨dinger equation has been posited on the basis of non–Abelian braid group
investigations,13 but without a derivation from first principles. A systematic derivation from
a particle Lagrangian for the SU(n) group was given subsequently.14 In these works use is
made of the Knizhnik–Zamolodchikov connection15—a non–Hermitian choice of gauge, which
requires a non–trivial compensating measure in the normalization integral.
In Section II, we reconsider the derivation of the Schro¨dinger equation from a particle La-
grangian. We use the symplectic methods of Hamiltonian reduction16 and can accommodate
any non–Abelian gauge group, provided it is equipped with an invariant metric. Furthermore,
we choose a real gauge and dispense with the complex Knizhnik–Zamolodchikov connection.
Both distinguishable and identical particles are considered.
In Section III, we follow the alternative route to the Schro¨dinger equation, by beginning
with a field theoretic Lagrange density. Again using the symplectic method and constructing
the N–particle state as an eigenstate of the number operator, allows deriving the N–body
equation, which coincides with the one obtained in Section II for identical particles.
In Section IV, the Schro¨dinger equation is analyzed. We show that the interaction
between the particles may be replaced by a boundary condition and is equivalent to the one
given by the Knizhnik–Zamolodchikov connection.
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An Appendix is devoted to a symplectic quantization of an arbitrary Lie algebra, possess-
ing an invariant metric. This is accomplished without explicit passage to Darboux (canonical)
variables.
II. Non–Abelian Chern–Simons particles for an arbitrary group
The non–Abelian charge carried by a point particle may be viewed as a classical internal
degree of freedom that produces a non-Abelian gauge field. Upon quantizing this degree of
freedom, the charge operator acquires a spectrum, which leads to a multiplet structure of the
particle state.
Let us begin with a classical description on the level of equations of motions. Since the
source produces a non–Abelian gauge field, we expect that a field equation relates the field
to the source.
(DµF
µν)a +
κ
2
ǫναβ(Fαβ)
a = jνIa
Dµ ≡ ∂µ + [Aµ, · · ·]
(1)
A Chern–Simons term with strength κ, is included because we are considering a (2+1)-
dimensional theory. Here j0(t, r) = δ (r− q(t)) and j(t, r) = q˙(t)δ(r − q(t)) comprise the
conserved particle current density, jµ, for a particle located in the plane at q(t) and Ia(t) is
the non–Abelian charge. [Henceforth, we supress a common time argument in all dynamical
quantities.] Since the left side of (1) is covariantly conserved, so must be the right side. This
puts an additional condition on I:
Dµ(j
µI) = (∂µj
µ)I + jµDµI
= δ (r− q)DqI = 0
(2)
with Dq ≡ ∂t + [Aq, · · ·], Aq ≡ A0 − q˙ · A, Aµ ≡ A
a
µTa, I ≡ I
aTa, and the generators Ta
(in an arbitrary representation) satisfy [Ta, Tb] = fab
cTc. Our space–time metric tensor is
diag(1,−1,−1). The force law, a non–Abelian generalization of the Lorentz force, is given by
M q¨ = Ia(E+ q˙×B)
a (3)
where the non-Abelian electric and magnetic fields are, respectively, Eia = F ioa, ǫijBa =
−F ija and (q˙×Ba)i ≡ ǫij q˙jBa. Eqs. (1), (2) and (3) are the celebrated Wong equations.1
Notice that presentation of the Lorentz force equation (3) requires lowering the group
index on the non–Abelian charge. For semi–simple groups this is accomplished with the
non–singular Cartan–Killing metric gaa′ = −
1
2
fab
cfa′c
b. For non–semi–simple groups, the
Cartan–Killing metric is singular, so we must assume that there exists another invariant non–
singular form on the Lie algebra which can serve as a metric. This is the only assumption we
need to make about the structure of the gauge group.
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Under a local gauge transformation by a group element U , the gauge potential A and
the particle coordinate q transform as
Aµ → U
−1AµU + U
−1∂µU, q→ q (4)
To preserve gauge covariance of the equations of motion, the charge I must be transform
covariantly.
I → U−1I U (5)
Since we are interested only in the Chern–Simons kinetic term, we drop the non–Abelian
Maxwell (Yang–Mills) term in (1). Then the equations for the N–particle system read
κ
2
ǫναβ(Fαβ)
a =
N∑
k=1
jνkI
a
k (6.a)
I˙ak + fbc
a[A0(qk)− q˙ ·A(qk)]
bIck = 0 (6.b)
Mkq¨k = Ika[E(qk) + q˙k ×B(qk)]
a (6.c)
Eqs. (6.a-c) are the Euler–Lagrange equations for the Lagrangian
L =
1
2
∑
Mkq˙
2
k + 2
∑
trKkg
−1
k g˙k + 2
∫
d2r
∑
tr jνk IkAν(qk)
− κ
∫
d2rǫαβγ tr (Aα∂βAγ +
2
3
AαAβAγ)
(7)
Here “ tr ” stands for the trace, with Ta normalized by trTaTb = −
1
2gab; when the trace is
not available, it is replaced by a non–degenerate bilinear form on the Lie algebra, which also
defines the metric. The Kk are time–independent elements (in N copies) of the Lie algebra
(one for each k) and Ik is defined as
Ik = gkKkg
−1
k (8)
where gk are time–dependent group elements, responding to a gauge transformation by gk →
g′k = U
−1gk; as a consequence the middle two terms in (7) combine to 2
∑
trKkg
−1
k (∂t+Aq)gk.
The Euler–Lagrange equations (6.a-c) are derived by varying Aµ, gk and qk.
Upon introducing canonical momenta for the positions qk,
pk ≡
∂L
∂q˙k
= Mkq˙k + IkaA
a(qk) (10)
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and by performing a Legendre transformation, the Lagrangian is converted into a first–order
expression.
L =
∑
[pk · q˙k + 2 trKkg
−1
k g˙k] + κ
∫
d2rA˙1aA
a
2
−
∑ 1
2Mk
(pk − IkaA
a(qk))
2
−
∫
d2r
{
Aa0(κBa + ρa) +
κ
2
[∂t(A
a
1A2a) + ∂1(A
a
2A0a)− ∂2(A
a
1A0a)]
}
ρa ≡
∑
Iak δ (r− qk)
(11)
Under a gauge transformation the dynamical variable pk transforms as
pk → pk + 2 tr Ik∇U(qk)U
−1(qk) (12)
and the transformed Lagrangian differs by total derivative
L→ L+ κ
∫
d2rǫαβγ[∂α tr (∂βUU
−1Aγ) +
1
3
trU−1∂αUU
−1∂βUU
−1∂γU ] (13)
The gauge invariance of the quantum theory requires a quantized coupling constant 4πκ ∈ Z,
when the gauge group is compact and non–Abelian.17
To quantize the system, we follow symplectic reduction method.16 Note that the La-
grangian in (11) is constrained by Lagrange multipliers Aa0 and the corresponding constraints
are
Ba +
1
κ
ρa = 0 (14)
We solve the constraints by expressing A2 in term of other quantities.
Aa2(r) =
∫
d2r′Ma b(r, r
′)[∂′2A
b
1(r
′) +
1
κ
ρb(r′)] (15)
where Ma b(r, r
′) is defined through the following relations,∫
d2r′M−1
a
b(r, r
′)cb(r′) = ∂1c
a(r) + fbc
aAb1(r)c
c(r)∫
d2r′Ma b(r, r
′)M−1
b
c(r
′, r′′) = δ(r− r′′)δac
(16)
Inserting (15) into (11), we are left with
L =
∑
[pk · q˙k+2 trKkg
−1
k g˙k] + κ
∫
d2rA˙1a(r)
∫
d2r′Ma b(r, r
′)[∂′2A
b
1(r
′)+
1
κ
ρb(r′)]
−
∑ 1
2Mk
[
(pxk+IkaA
a
1(qk))
2 + (pyk+Ika
∫
d2r′Ma b(qk, r
′)[∂′2A
b
1(r
′)+
1
κ
ρb(r′)])2
] (17)
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where we ignore irrelevant total derivative terms. While the constraints have been eliminated,
the symplectic one–form in the Lagrangian (17) is still not of a desired canonical form. To
achieve that, let us make a Darboux transformation. We introduce new (primed) variables
with the relations,
gk = Ug
′
k
A = UA′U−1 − U∇U−1
pk = p
′
k − 2 tr Ik∇UU
−1
(18)
where A2 is given by (15) and U will be specified presently. The Lagrangian (17) becomes
L =
∑
[p′k · q˙k + 2 trKkg
′−1
k g˙
′
k] + κ
∫
d2rA˙′1aA
′a
2
−
∑ 1
2Mk
[
p′k − I
′
kaA
′a(qk)
]2
−
κ
3
∫
d2rǫαβγ trU−1∂αUU
−1∂βUU
−1∂γU
(19)
where irrelevant total derivative terms are again ignored.
In the Lagrangian (19), A′2 may be given in two different ways. First, using (15) and
(18), A′2 is
A′2 = U
−1
∫
d2r′TaM
a
b(r, r
′)[∂2A
b
1(r
′)+
1
κ
ρb(r′)] U + U−1∂2U (20)
On the other hand, one may rewrite (14) in terms of the transformed quantities:
∂1A
′a
2 − ∂2A
′a
1 + fbc
aA′
b
1 A
′c
2 −
1
κ
∑
I ′
a
k δ (r− qk) = 0
I ′k ≡ g
′
kKkg
′−1
k
(21)
Eq. (21) determines an expression for A′2 that apparently differs from (20); of course the two
must agree.
To proceed, take U to satisfy the following relation
A′1 = U
−1A1U + U
−1∂1U = 0 (22)
From Eq. (21), we have
A′2 =
1
κ∂1
∑
I ′kδ (r− qk) =
1
κ
∑
G (r− qk) I
′
k (23)
where the operator 1
∂1
is represented by
∫
d2r′G(r − r′). Inserting this into (19), we finally
get the Darboux transformed Lagrangian,
L =
∑
k
[p′k · q˙k + 2 trKkg
′−1
k g˙
′
k]
−
∑
k
1
2Mk
[
(p′
x
k )
2 + (p′
y
k +
1
κ
∑
l
G(qk − ql )I
′a
kI
′
la)
2
]
−
κ
3
∫
d2rǫαβγ trU−1∂αUU
−1∂βUU
−1∂γU
(24)
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The last term in (24) is a topological surface term, involving variables that decouple from the
rest of the Lagrangian, so we drop it, and the Darboux transformed Lagrangian is simply
L =
∑
k
[pk · q˙k + 2 trKkg
−1
k g˙k]
−
∑
k
1
2Mk
[
(pxk)
2 + (pyk +
1
κ
∑
l
G(qk − ql )I
a
kIla)
2
] (25)
where primes have been suppressed. In order to quantize the Lagrangian in (25), we must
still put 2 tr
∑
Kkg
−1
k g˙k into canonical form. However, as we show in the Appendix, one
may obtain the required commutation relations [Eq. (28.b) below] without the complicated
passage to Darboux variables. So we remain with (25), but a few comments are in order. As
mentioned earlier, special care should be taken in choosing U [as a solution to (22)] so that
(20) be consistent with (23). As we show in Section IV, the consistency of the Schro¨dinger
equation puts a restriction on G. Our consistent choice is
G(r) =
1
2
δ(y)ǫ(x) (26)
The self interaction can be ignored; this is equivalent to setting G(0) ≡ 0. Hence, we conclude
that an accurate expression of the connection for the k-th variable is
Gk =
1
κ
∑
l6=k
G(qk − ql )I
a
k Ila (27)
with Gx = 0 and Gy(r) = G(r).
Now, it is clear that the fundamental commutation relations are
[qik, p
j
l ] = iδklδ
ij (28.a)
[Ika, Ilb] = −ifab
cIkcδkl (28.b)
and the Hamiltonian of the system is
H =
∑
k
1
2Mk

pk − 1
κ
∑
l6=k
G(qk − ql)I
a
kIla


2
(29)
[Eqs. (28.b) are derived in the Appendix.] The Hilbert space may be realized in a wave–
function representation, φm1,...,mN (q1, . . . ,qN ) and each operator is realized by
qkφm1,...,mk,...,mN = qkφm1,...,mk,...,mN (30.a)
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pkφm1,...,mk,...,mN =
∂
i∂qk
φm1,...,mk,...,mN (30.b)
(Iakφ)m1,...,mk,...,mN = (I
a
k )m
k
m′
k
φm1,...,m′k,...,mN (30.c)
where (Iak )mkm
′
k
is a corresponding matrix representation of the commutation relations (28.b)
(i.e. a Lie group algebra). Hence the Schro¨dinger equation is simply
i∂tφ(q1, . . . ,qN )
=−
∑
k
1
2Mk

∇k − i
κ
∑
l6=k
G(qk − ql )I
a
k Ila


2
φ(q1, . . . ,qN )
(31)
In case the particles are identical, the exchange symmetry should be imposed on the
wave–function. Namely, we require the wave–function to satisfy
φm1,...,ml,...,mk,...,mN (q1, . . . ,ql, . . . ,qk, . . . ,qN )
=± φm1,...,mk,...,ml,...,mN (q1, . . . ,qk, . . . ,ql, . . . ,qN )
(32)
for the boson/fermionic cases.
III. A field theoretic description of the non–Abelian Chern–Simons particles
Motivated by the fact that the Abelian Schro¨dinger field describes Abelian charged parti-
cles when second quantized, one may guess that a non–Abelian second quantized Schro¨dinger
field describes particles carrying non–Abelian charges. Since we are considering such particles
in interaction with a non-Abelian gauge field, whose dynamics is governed by the Chern–
Simons term, the Lagrangian for the system should contain the Schro¨dinger Lagrangian and
the Chern-Simons term with a minimal coupling between them.
Thus, consider the Lagrange density,
L = iψ†Dtψ −
1
2
(Dψ)† · (Dψ)− κǫαβγ tr (Aα∂βAγ +
2
3
AαAβAγ) (33)
where the covariant derivative Dµ is defined by
Dµ ≡ ∂µ +Aµ (34)
and the mass has been scaled to unity. Also we assume that the Schro¨dinger fields is in a
certain representation of the group generator, T a. Let us record here the Euler–Lagrange
equations.
iDtψ = −
1
2
D ·Dψ (35)
κ
2
ǫαβγFβγ = J
α (36)
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The non–Abelian charge density and spatial current density read
J0 ≡ ρ = Taρ
a = −iTa(ψ
†T aψ)
J = −
1
2
Ta[ψ
†T aDψ − (Dψ)†T aψ]
(37)
which satisfy a covariant continuity equation (as a consequence of the Euler–Lagrange equa-
tion),
∂µJ
µ + [Aµ, J
µ] = 0 (38)
Since the physical system in (33) is certainly constrained, we follow the symplectic meth-
ods of Hamiltonian reduction16 to find the required symplectic structure. For this purpose,
we rewrite the Lagrange density (33) in canonical Darboux form with constraint,
L = iψ†ψ˙ − 2κ tr A˙1A2 −
1
2
(Dψ)† · (Dψ) + 2 trA0(κB + ρ) (39)
where irrelevant total derivative terms are dropped. It is clear from (39) that the Lagrange
multiplier A0, enforce the constraint
B +
ρ
κ
= 0 (40)
It should be noted that Eq. (40) is of the same form as Eq. (14). Using definitions in (16),
the constraint may again be solved by the relation (15). Inserting this solution into (39), we
are left with
L = iψ†ψ˙ + κA˙1a
∫
d2r′Ma b(r, r
′)[∂′2A
b
1(r
′) +
1
κ
ρb(r′)]
−
1
2
{|(∂1 + A1)ψ|
2 + |(∂2 +
∫
d2r′TaM
a
b(r, r
′)[∂′2A
b
1(r
′) +
1
κ
ρb(r′)])ψ|2}
(41)
While the constraint has been eliminated, the 1–form in Ldt is not canonical. To effect the
Darboux transformation to canonical variables, let us rewrite (41) in terms of the transformed,
primed, variables.
ψ′ = U−1ψ, A′1 = U
−1A1U + U
−1∂1U
A′2 = U
−1
∫
d2r′TaM
a
b(r, r
′)[∂′2A
b
1(r
′)+
1
κ
ρb(r′)] U + U−1∂2U
(42)
Then, the resulting Lagrangian is
L = iψ′
†
ψ˙′ + κ(A˙′a1 )A
′
2a −
1
2
| (∇−A′)ψ′|2
−
κ
3
∫
d2rǫαβγ trU−1∂αUU
−1∂βUU
−1∂γU
(43)
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Here, we have used (40) and dropped unnecessary boundary terms for simplicity. Since (40)
is transformed covariantly by (42), A′1 and A
′
2 satisfy the transform of relation (40),
∂1A
′
2 − ∂2A
′
1 + [A
′
1, A
′
2]−
ρ′
κ
= 0 (44)
where ρ′ denotes −iTaψ
′†T aψ′. Now, as in Section II, take U to satisfy
A′1 = U
−1A1U + U
−1∂1U = 0 (45)
Although Eq. (42) with U solving (45), gives an explicit expression for A′2, it is more conve-
nient to obtain the expression for A′2 from (44) (the U should be consistently chosen): the
solution of (44) with A′1 = 0 is simply
A′2 =
1
κ∂1
ρ′ (46)
Inserting (45) and (46) into (43), the desired Lagrange density is finally given by
L = iψ†ψ˙ −
1
2
{|∂1ψ|
2 + |(∂2 +
1
κ∂1
ρ)ψ|2} (47)
where the prime is dropped and the decoupled topological degree of freedom [ tr (U−1dU)3]
is omitted.
Upon quantization, the Lagrange density (47) provides a (bosonic) equal–time commu-
tation relation.
[ψn(r), ψ
†
m(r
′)] = δnmδ(r−r
′) (48)
(For definiteness and simplicity, we take a bosonic algebra; a similar analysis can be easily
given with a fermionic degree of freedom.) Then the Hamiltonian density for the system is
given by
H =
1
2
{|∂1ψ|
2 + |[∂2 +
1
κ
∫
d2r′G(r−r′)ρ(r′)]ψ|2} (49)
where 1
∂1
is represented by
∫
d2r′G(r− r′) as in Section II.
To describe the Hamiltonian accurately, we begin by defining operator covariant deriva-
tive
Dψ = (∇−A)ψ (50)
where A denotes
A =
1
κ
∫
d2r′G(r−r′)ρ(r′) (51)
From the commutation relation, it follows that
[Aia(r)(T
a)mn, ψn(r
′)] =
i
κ
Gi(r−r
′)(T aTaψ(r
′))m (52)
–9–
Note that G(r) is ill defined at the origin. If we prescribe that G vanishes at the origin,
ψ(r) and ψ†(r) commute with A(r) and so no ordering problem arises. It can be easily
checked that also no ordering problem arises in relation with A ·A. With this prescription,
the Hamiltonian for the system is
H =
1
2
∫
d2r(Dψ)† · (Dψ) (53)
The operator field equation of motion follows by commutation with H.
iψ˙(r) = [ψ(r), H]
= −
1
2
D ·Dψ(r)− iA0ψ(r)
+
1
2κ2
∫
d2r′G(r′−r) ·G(r′−r)ψ†(r′)TaTbψ(r
′)T aT bψ(r)
≡ Oˆψ
(54)
A0 in (54) is given by
A0(r) = −
1
κ
∫
d2r′G(r′−r) · J(r) (55)
where J is the non-Abelian current-density operator, which takes the same form as (37).
[Eqs. (51)and (55) solve (36) when the covariant continuity equation (38) is used and ordering
issues are ignored.] The last term in the second equality of (54) is a quantum correction arising
from reordering.
Note that the number density operator ρN ≡ ψ
†ψ satisfies the usual continuity equation:
ρ˙N = i[H, ρN ] = −∇ · jN (56)
where jN is the U(1) spatial current density:
jN =
1
2i
[ψ†Dψ − (Dψ)†ψ] (57)
Thus, the number operatorN =
∫
d2rρN(r) commutes with the Hamiltonian and also satisfies
the algebra
[N,ψm(r)] = −ψm(r), [N,ψ
†
m(r)] = ψ
†
m(r) (58)
Now it is a simple matter to construct the N–particle state. The vacuum state |0 > is
annihilated by ψm(r):
ψ(r)|0 >=< 0|ψ†(r) = 0 (59)
and, therefore, it is a zero-eigenvalue eigenstate for the both N and H.
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We define the N–particle state by N successive operations of ψm(r) on the vacuum bra
< 0|. In this way, we are led to the N–particle wave function,
φm1,...,mN (r1, . . . , rN ) =< 0|ψm1(r1), . . . , ψmN (rN )|Φ > (60)
where |Φ > is a general state and the N–particle amplitude is selected by projecting |Φ >
onto the N–particle state.
When one computes the time evolution of the Schro¨dinger wave function in (60) for
N = 1, one simply gets
i∂tφm(r) =< 0|(Oˆψ)m|Φ >= −
1
2
∇2φm(r) (61)
where (54) and (59) are used to get the second equality: specifically, one needs
< 0|(Oˆψ)m = −
1
2
∇2 < 0|ψm (62)
Hence the one–particle problem is free—there are no self interactions.
For the two–particle Schro¨dinger equation, we begin with
i∂tφm1m2(r1, r2) =< 0|(Oˆψ)m1(r1)ψm2(r2) + ψm1(r1)(Oˆψ)m2(r2)|Φ >
=< 0|(Oˆψ)m1(r1)ψm2(r2) + (Oˆψ)m2(r2)ψm1(r1) + [ψm1(r1), (Oˆψ)m2(r2)]|Φ >
(63)
Upon using (62) and computing of the commutator [ψm1(r1), (Oˆψ(r2))m2 ], one finds the two
particle Schro¨dinger equation to be
i∂tφ(r1, r2) = −
1
2
[
(∇1+
i
κ
G(r1−r2)T
a
1 T2a)
2 + (∇2+
i
κ
G(r2−r1)T
a
2 T1a)
2
]
φ(r1, r2) (64)
where the operator T ak φ is defined by
(T ak φ)m1,...,mk,...,mN = (T
a
k )m
k
m′
k
φm1,...,m′k,...,mN (65)
By a similiar straightforward computation, the N–body Schro¨dinger equation is
i∂tφ(r1, . . . , rN ) = HNφ(r1, . . . , rN )
= −
1
2
∑
k
[∇k +
i
κ
∑
l6=k
G(rk − rl)T
a
k Tla]
2φ(r1, . . . , rN )
(66)
which coincides with (31), for identical bosons with their common mass scaled to unity (T ak
corresponds to iIak ).
–11–
IV. Interpretation of the connection Gk
The connection Gk (27) involves the delta function (26); in the Schro¨dinger equation
(31) or (66) it occurs squared, which requires well–definition. It is known how to deal with
this problem.18 First, regularize the delta function in terms of a peaked function of width l
and height o( 1
l
). Then, equipped with this regulated delta function, solve the Schro¨dinger
equation within a small region where the connection does not vanish. Finally by a limiting
procedure, which takes l to zero, one arrives at a boundary condition for the wave function
(replacing the set of points on which the connection is singular). Once the above procedure
is implemented, one finds that the 2–body Schro¨dinger equation is equivalent to
i∂tφ(r1, r2) = −
1
2
(∇21 +∇
2
2)φ(r1, r2) (67)
for y1 6= y2 with a cut at y1 = y2 ≡ y. On the cut the boundary condition is
φ
(
r1 = (x1, y + 0
+), r2 = (x2, y)
)
= e
i
2κ
ǫ(x1−x2)T
a
1
T2aφ
(
r1 = (x1, y + 0
−), r2 = (x2, y)
) (68)
The N–body equation becomes
i∂tφ(r1, . . . , rN ) = −
1
2
∑
∇2kφ(r1, . . . , rN ) for yk 6= yl (k 6= l) (69)
with boundary conditions on the cut yk = yl ≡ ykl (k 6= l)
φ
(
r1, . . . , rk = (xk, ykl + 0
+), . . . , rl = (xl, ykl), . . . , rN
)
= e
i
2κ
ǫ(xk−xl)T
a
k
Tlaφ
(
r1, . . . , rk = (xk, ykl + 0
−), . . . , rl = (xl, ykl), . . . , rN
) (70)
As claimed in Section II, the Green’s function G in (23) is restricted by the consistency
of the Schro¨dinger equation. If we choose, for example, G as
G(r) =
1
2
δ(y)(ǫ(x) + C) (C 6= 0) (71)
the resulting 2–body Schro¨dinger equation reads
i∂tφ(r1, r2) = −
1
2


(∂x1 )
2 + (∂x2 )
2
+(∂y1 −
i
2κ
δ(y1 − y2)(ǫ(x1 − x2) + C)T
a
1 T2a)
2
+(∂y2 −
i
2κ
δ(y2 − y1)(ǫ(x2 − x1) + C)T
a
2 T1a)
2

φ(r1, r2) (72)
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Since ǫ(x1 − x2) +C 6= −(ǫ(x2 − x1) +C), inconsistent boundary conditions are obtained on
the cut. Moreover, for C 6= 0 Eq. (72) is not Galileo–invariant. [It should be noted that the
boundary condition in (70) is consistent with the exchange-symmertry of the wave function.
An equivalent boundary condition is postulated in Ref. [19].]
In Refs. [13] and [14], there appears a Schro¨dinger equation where the potential is the
complex Knizhnik–Zamolodchikov connection.
i∂tφ
′ = H ′Nφ
′ (73)
H ′N = −
1
2
∑
k
[∇k +
i
κ
∑
l6=k
GKZ(rk − rl)T
a
k Tka]
2
GKZ(r) =
1
2π(x+ iy )
(
i
−1
) (74)
[Notation here is changed from complex coordinates to real (x, y) coordinates.] To show that
the equation in (73) is equivalent to (31) or (66), we must find a time–independent V that
connects these equations.
φ′ = V φ, H ′N = V HNV
−1 (75)
Eq. (75) holds when V satisfies
V −1[∇k +
i
κ
∑
l6=k
GKZ(rk − rl)T
a
k Tla]V =
i
κ
∑
l6=k
G(rk − rl)T
a
k Tla (76)
For the two particle case, this is solved by
V = e
1
2piκ
a(r1−r2)T
a
1
T2a
a(r) = ln r − i tan−1
∣∣∣∣xy
∣∣∣∣ ǫ(x)ǫ(y) + iπ2
(77)
where tan−1 x lies in [0, π
2
] for x ≥ 0. It should be noted that V is a single–valued function of
r1 and r2 and multi–valuedness does not arise. In addition, the transformation respects the
exchange symmetry of the wave function since V (r1, r2) = V (r2, r1). Solving (76) for general
N , remains an open problem.
We have not here included a non–Abelian point interaction, which presumably would
protect the conformal invariance of the model in field theoretical perturbation theory, just as
it does in the Abelian model.11 This topic is under further investigation.20
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APPENDIX
The purpose of this Appendix is to provide a symplectic structure for the non–Abelian
charge I. While this problem is analyzed in many places,21the group is restricted to
SO(n), SU(n) or especially SU(2), and the discussion is quite involved since explicit Dar-
boux variables are constructed before canonical commutators are found. Here we give a
simple derivation for a general group without passing to canonical Darboux variables. (The
only required condition is that the Lie algebra possesses a nonsingular metric.) As stated
in Section II, the symplectic structure for the non–Abelian charge I is given by 2 trKg−1g˙,
where I = gKg−1 and K is time independent.
Let us take part of (7) to describe the dynamics of I. Namely, consider the Lagrangian
LI = 2 trKg
−1g˙ + 2 tr IA (A.1)
For this portion of the complete problem, A is viewed as “external”. When the Lagrangian
is varied with respect to g, the Euler–Lagrange equation is
I˙ + [A, I] = 0 (A.2)
To find the classical phase space, parametrize the group element g with coordinates θa
where index a ranges over the dimension of the group, which coincides with the number of
generators. The Lagrangian LI may be rewritten in terms of θ
a.
LI = aa(θ)θ˙
a − IaAa (A.3)
It is convenient to express aa(θ) as
aa = −Ca
bIb (A.4)
where the invertible matrix Ca
b is defined by the relation; Ca
bTb = ∂agg
−1. The symplectic
two form ωab ≡ ∂aab − ∂baa may be computed using (A.4) and the definition Ca
b to give
ωab = Ca
cCb
dIefcde (A.5)
which is not invertible since there are zero modes pai .
pai ωab = 0 (A.6)
[In fact we do not meet the inverse for ωab in out final formula (A.13), but it arises at
intermediate steps in our derivation.]
If we use a projection operator Pa
b that satisfies
Pa
bPb
c = Pa
c, Pa
bωbc = 0 (A.7)
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whose rank coincides with the number of zero modes, it is possible to find an inverse of ωab
in the projected subspace. Namely, the inverse ωab is uniquely defined by the relations
ωabω
bc = δa
c − Pa
c
ωab = −ωba, ωabPb
c = 0
(A.8)
Once ωab is constructed, we give the fundamental Poisson bracket between functions Wl
of the θ as
{W1,W2} = ∂aW1ω
ab∂bW2 (A.9)
It can be easily checked that the Jacobi identity
{W1, {W2,W3}}+ {W2, {W3,W1}}+ {W3, {W1,W2}} = 0 (A.10)
is insured when
Pa
b∂bWl = 0 (A.11)
Hence we use the bracket (A.9) only between function Wl of θ
a that satisfy (A.11).
We now turn to the problem of calculating the bracket between generators I. First noting
that
∂mIa = (C
−1)a
bωbm (A.12)
it follows from (A.7) that (A.11) is satisfied by I. Moreover, using (A.5,7,8,12), we immedi-
ately conclude that I satisfies the expected bracket algebra.
{Ia, Ib} = ∂mIaω
mn∂nIb = −fab
cIc (A.13)
In this derivation, explicit expressions of the zero modes and the projection operator
are not used. It may be interesting to obtain them. To find the zero modes explicitly, first
construct all Lie algebra elements Kai Ta that solve
fabcK
b
iK
c = 0 (A.14)
[The number of such Lie algebra elements is greater than or equal to the rank of the Lie
algebra.] Then, define pai through relations,
Iai Ta = gKig
−1, pai = I
b
i (C
−1)b
a (A.15)
and it is simple matter to show that the pi satisfy (A.6). Now let us construct dual vector
p¯ia in the following way. First define a coordinate transformation from the θ
a coordinates to
new coordinates (ξ1, . . . , ξk, η1, . . . , ηd−k) (where k and d are respectively the number of zero
modes and the dimension of the group manifold), such that
∂θa
∂ξi
= pai (A.16)
–15–
Then, p¯i is defined by
p¯ia ≡
∂ξi
∂θa
(A.17)
and by construction, they satisfy
p¯iap
a
j = δij (A.18)
Notice p¯iap
b
i satisfies (A.7) and its rank is k. Hence it may serve as projection operator in
(A.8).
We prove that the Lagrangion (A.1) does not depend on the ξi variables except for total
derivatives. To show this, consider an infinitesimal transformation
δǫθ
a = ǫ(t)pa (A.19)
Then the variation of the Lagrangian is
δǫLI =
d
dt
(ǫpai aa) =
d
dt
(−ǫKai Ka) = δǫ
d
dt
(−ξiK
a
i Ka) (A.20)
To get the second equality in (A.20), we use (A.4) and (A.15). Noting
δǫ(LI + ξ˙iK
a
i Ka) = 0 (A.21)
we conclude that LI + ξ˙iK
a
i Ka does not depend on ξi. Hence, when we transform to the new
coordinates (ξ, η), only the η variables are relevant for the classical phase space and the ξ
variables may be dropped from the Lagrangian.
Finally we remark that explicit Darboux variables for the SU(n) and SO(n) groups
have been found, and especially the case of SU(2) ∼ SO(3) is well known.21 Let us record an
alternate expression for the SO(3) canonical 1–form, which also serves to quantize the isospin
algebra.
L′I = A(I) · I˙ (A.22)
Here A(r) is the potential for the Dirac point monopole of strength −|g| and I is restricted
to the surface of a sphere of radius |g|. Even though the Dirac monopole defines the singular
2–form, Fij(r) = −ǫ
ijk r
k
g2
, this possess an inverse on the tangent space of the sphere, and in
this way we obtain {Ii, Ij} = −ǫijkIk.
–16–
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