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Abstract
By using a Liapunov functional, the conditions of existence and uniqueness of almost periodic solutions for
some integrodifferential equations are obtained.
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1. Introduction
Consider the following integrodifferential equation with infinite delay
N ′(t) = N(t)
[
a(t) − c(t)N(t) − b(t)
∫ ∞
0
K (s)G(N(t − s))ds
]
, (1)
with initial condition N(t) = φ(t), t ≤ 0. φ(t) is a continuous and bounded function on (−∞, 0] to
[0,∞) with φ(0) = 0, K : [0,∞) → [0,∞) is a piecewise continuous function and satisfies∫ ∞
0
K (s)ds = 1, σ =
∫ ∞
0
sK (s)ds < +∞. (2)
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a(t), c(t) and b(t) are almost periodic on R with the same sequence {tn}, namely,
lim
n→∞ a(t + tn) = a(t), limn→∞ c(t + tn) = c(t), limn→∞ b(t + tn) = b(t),
and satisfy
0 < a0 ≤ a(t) ≤ a1, 0 < c0 ≤ c(t) ≤ c1, 0 < b0 ≤ b1, t ∈ R. (3)
G(u) is a continuous function, and satisfies
G(0) = 0, G(u) ≥ u > 0(u > 0), 0 < l0 ≤ dG(u)du ≤ l1. (4)
Especially, if c(t) = 0, G(u) = u, then Eq. (1) is reduced to
N ′(t) = N(t)
[
a(t) − b(t)
∫ ∞
0
K (s)N(t − s)ds
]
. (5)
Eq. (5) can model the dynamics of population size of a specie in a time-fluctuating environment. If a(t)
and b(t) are both periodic with the same period, Gopalsamy [4] has studied the existence of periodic
solutions of Eq. (5). Seifert [1] has investigated system (5) for the case when a(t) and b(t) are almost
periodic on R with the same sequence {tn}. Under a strong decay condition on the kernel K (t) as t → ∞,
the author obtained the existence and uniqueness of almost periodic solutions of system (5). In this paper,
we extend our result [5] to system (1), and a set of weaker sufficient conditions to guarantee the existence
and uniqueness of almost periodic solutions of system (1) is obtained.
2. Preliminaries
As we know, one can study the existence and uniqueness of almost periodic solutions for functional
differential equations by using a Liapunov functional as follows [2,3]:
Theorem A. Consider the following system
x ′(t) = f (t, xt ) (*)
where f (t, ϕ) is continuous in (t, ϕ) ∈ R × B and almost periodic in t uniformly on ϕ ∈ B, B is a real
linear vector space of functions mapping (−∞, 0] into Rn with a semi-norm | · |B. Suppose that there
exists a Liapunov functional V (t, φ,ψ) defined on I × B × B which has the following properties:
(I) α|φ(0)−ψ(0)| ≤ V (t, φ,ψ) ≤ b(|φ−ψ |B), where α is a positive constant and b(r) is a continuous
function on I with b(0) = 0.
(II) |V (t, φ1, ψ1) − V (t, φ2, ψ2)| ≤ L|(φ1 − φ2) − (ψ1 − ψ2)|B, where L is a positive constant.
(III) V ′(∗∗) = lim suph→0 1h [V (t +h, xt+h, yt+h)−V (t, xt , yt ) ≤ −cV (t, φ,ψ), where (x, y) is a solution
with initial value (t, φ,ψ) of the product system
x ′(t) = f (t, xt ), y′(t) = f (t, yt ) (**)
and c is a positive constant. Moreover, one assumes that there is a positive constant β such that
|ξ(t)| ≤ β for t ∈ I , where ξ(t) is a solution of system (*). Then system (*) has a unique almost
periodic solution.
According to Theorem A, we first prove that there exists a bounded solution of system (1), and then
construct a suitable Liapunov functional for system (1).
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Lemma 1. Assume that conditions (2)–(4) hold, then there exists a bounded solution N(t) of system (1)
corresponding to the initial condition φ(t).
Proof. First we have N(t) > 0 for t ≥ 0. This follows from the fact that t1 is the smallest t > 0 for which
N(t1) = 0, then Z(t) = ln N(t) is defined for 0 ≤ t < t1, and Z(t) → −∞ as t → t−1 . On the other hand,
Z ′(t) = a(t) − c(t)eZ(t) − b(t)
∫ ∞
0
K (s)G(eZ(t−s))ds, 0 ≤ t < t1, (6)
from condition (4), G(eZ(t1−s)) is bounded. By conditions (2) and (3), we get a contradiction. Since
N(t) > 0(t ≥ 0), clearly, we have
N ′(t) < a(t)N(t).
It follows from t ≥ s > 0 that
N(t) < N(t − s) exp
(∫ t
t−s
a(v)dv
)
≤ N(t − s)ea1s,
namely,
N(t)e−a1s < N(t − s).
From conditions (3) and (4), we get
N ′(t)=a(t)N(t) − c(t)N2(t) − b(t)N(t)
∫ ∞
0
K (s)G(N(t − s))ds
<a1 N(t) − c0 N2(t) − b0 N(t)
∫ ∞
0
K (s)e−a1s N(t)ds
=a1 N(t) − c0 N2(t) − b0 N2(t)
∫ ∞
0
K (s)e−a1sds
=a1 N(t) − B0N2(t) (7)
where B0 = c0 + b0
∫∞
0 K (s)e
−a1sds.
Let y(t) = 1N(t) and it therefore follows that
y′(t) > −a1 y(t) + B0,
namely,
y(t) > y(0)e−a1t + B0(1 − e
−a1t )
a1
.
Therefore we obtain
N(t) <
a1 N(0)
a1e−a1t + N(0)B0(1 − e−a1t) . (8)
So we have limt→∞ sup N(t) ≤ a1B0 . This means that N(t) is upper bounded for t ≥ 0. In other words,
there is a nonnegative constant α(N) such that 0 < N(t) ≤ a1B0 + α(N)(t ≥ 0). Let x(t) = ln N(t), then
for any t ≥ 0, x(t) satisfies the following equation
x ′(t) = a(t) − c(t)ex(t) − b(t)
∫ ∞
0
K (s)G(ex(t−s))ds. (9)
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From condition (2), we have
σ =
∫ ∞
0
sK (s)ds =
∫ ∞
0
∫ t
t−s
K (s)dvds < +∞.
Let M1 = ln( a1B0 + α(N)), then x(t) ≤ M1(t ≥ 0). Therefore, when x(t) ≤ M1 we have
M2 = sup
t≥0
∫ ∞
0
∫ t
t−s
K (s)b(v + s)G(ex(v))dvds < +∞.
Suppose that there exists a constant A > M2 > 0 that satisfies
a0 − c1ex − b1G(ex) > 0(x < −A).
Now consider functional
W (t) =
(
x(t) −
∫ ∞
0
∫ t
t−s
K (s)b(v + s)G(ex(v))dvds
)2
. (10)
Let max{(M1 + M2)2, (|x(0)| + M2)2, (M2 + A)2} < M , then we have W (0) < M and
W ′(9)(t)=2
[
x(t) −
∫ ∞
0
∫ t
t−s
K (s)b(v + s)G(ex(v))dvds
)]
·
[
a(t) − c(t)ex(t)
− b(t)
∫ ∞
0
K (s)G(ex(t−s))ds −
∫ ∞
0
K (s)b(t + s)G(ex(t))ds
+
∫ ∞
0
K (s)b(t)G(ex(t−s))ds
]
=2
[
x(t) −
∫ ∞
0
∫ t
t−s
K (s)b(v + s)G(ex(v))dvds
)]
·
[
a(t) − c(t)ex(t)
− G(ex(t))
∫ ∞
0
K (s)b(t + s)ds
]
. (11)
Let t∗ = sup{t; 0 ≤ t1 ≤ t, W (t1) ≤ M}, we shall prove that t∗ = +∞. If t∗ < +∞, then there exists
a δ > 0 such that W (t∗) = M , and W (t) > M(t∗ < t < t∗ + δ). Since x(t) ≤ M1(t ≥ 0), and
sup−A≤x≤M1(x − M2)2 < M , therefore, we have x(t∗) < −A, and
W ′(9)(t
∗)=2
[
x(t∗) −
∫ ∞
0
∫ t∗
t∗−s
K (s)b(v + s)G(ex(v))dvds
)]
·
[
a(t∗)
− c(t∗)ex(t∗) − G(ex(t∗))
∫ ∞
0
K (s)b(t∗ + s)ds
]
<0. (12)
Hence W (t) < W (t∗) = M . This contradicts W (t) > M(t∗ < t < t∗ + δ). Therefore, for any
t ≥ 0, we have W (t) ≤ M . From (10), there exists a constant m such that m ≤ x(t)(t ≥ 0), namely,
0 < m1 = em ≤ N(t) ≤ a1B0 + α(N)(t ≥ 0). 
In the following we extend the bounded solution N(t) for t ≥ 0 to t ∈ R.
Lemma 2. Suppose that conditions (2)–(4) are satisfied, then there exists a bounded solution N∗(t)(t ∈
R) of system (1) and 0 < m1 = em ≤ N∗(t) ≤ a1B0 (t ∈ R).
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Proof. Since a(t), c(t) and b(t) are nonnegative almost periodic functions, and with same sequence {tn},
lim
n→∞ a(t + tn) = a(t), limn→∞ c(t + tn) = c(t), limn→∞ b(t + tn) = b(t).
If N(t) is a bounded solution of system (1) for t ≥ 0 corresponding to the initial condition φ(t), then
Nn(t) = N(t + tn) for t ≥ tn satisfies
N ′(t + tn)= N(t + tn)
[
a(t + tn) − c(t + tn)N(t + tn)
− b(t + tn)
∫ ∞
0
K (s)N(t + tn − s)ds
]
. (13)
Since Nn(t) is bounded uniformly on [tn,∞), n = 1, 2, . . ., it implies that N ′(t + tn) is also bounded
uniformly on [tn,∞), n = 1, 2, . . .. Therefore, Nn(t) is bounded uniformly and equicontinuous. Hence,
there exists a subsequence {t (1)n } of {tn} with t (1)n > t2 such that N(t + t (1)n ) → N (1)(t)(n → ∞)
and N (1)(t)(t ∈ [−t1,∞)) satisfies system (1). Similarly, we have a subsequence {t (2)n } of {t (1)n } with
t (2)n > t3 such that N(t + t (2)n ) → N (2)(t)(n → ∞) and N (2)(t)(t ∈ [−t2,∞)) satisfies system (1).
Proceeding by induction we have subsequence {t (n)n } such that N(t + t (n)n ) → N (n)(t)(n → ∞) and
N (n)(t)(t ∈ [−tn,∞)) satisfies system (1). According to the diagonal procedure we have N(t + t (n)n ) →
N∗(t)(n → ∞) converges uniformly on any compact set of R, and N∗(t) satisfies system (1). As with
Lemma 1 above and Lemma 4 of [1], we have 0 < m1 = em ≤ N∗(t) ≤ a1B0 (t ∈ R), namely, α(N∗) = 0.
This completes the proof of Lemma 2. 
3. Main result
Theorem 1. Suppose that conditions (2)–(4) are satisfied, in addition,
2b0 B0(c0 + l0) > (2b1l21 + c21 + l21)σb1a1,
∫ ∞
0
s2 K (s)ds < +∞. (14)
Then there exists a unique almost periodic solution N∗(t) of system (1) such that 0 < m1 = em ≤
N∗(t) ≤ a1B0 (t ∈ R), and N(t) − N∗(t) → 0 as t → ∞ for any solution N(t) of system (1).
Proof. From Lemmas 1 and 2 we know that the following system
x ′(t) = a(t) − c(t)ex(t) − b(t)
∫ ∞
0
K (s)G(ex(t−s))ds (15)
has a bounded solution x(t) such that ln m1 ≤ x(t) ≤ ln a1B0 (t ∈ R). Consider the associated product
system of (15)

x ′(t) = a(t) − c(t)ex(t) − b(t)
∫ ∞
0
K (s)G(ex(t−s))ds
y′(t) = a(t) − c(t)ey(t) − b(t)
∫ ∞
0
K (s)G(ey(t−s))ds.
(16)
Constructing a Liapunov functional V (t) = V (t, xt , yt) as follows
V (t)=
[
x(t) − y(t) −
∫ ∞
0
∫ t
t−s
K (s)b(v + s)(G(ex(v)) − G(ey(v)))dvds
]2
+ (b21 + b1)
∫ ∞
0
K (s)
∫ t
t−s
∫ t
v
[G(ex(u)) − G(ey(u))]2dudvds. (17)
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It is easy to know that V (t) satisfies the conditions (I) and (II) of Theorem A. Calculating the derivative
of V (t), we have
V ′(16)(t)=−2
{
x(t) − y(t) −
∫ ∞
0
∫ t
t−s
K (s)b(v + s)[G(ex(v)) − G(ey(v))]dvds
}
·
{
c(t)[ex(t) − ey(t)] + [G(ex(t)) − G(ey(t))]
∫ ∞
0
K (s)b(t + s)ds
}
+ (b21 + b1)
∫ ∞
0
K (s)
∫ t
t−s
[G(ex(t)) − G(ey(t))]2dvds
− (b21 + b1)
∫ ∞
0
K (s)
∫ t
t−s
[G(ex(v)) − G(ey(v))]2dvds
=− V1(t) + V2(t) + V3(t) − V4(t) (18)
where
V1(t)=2(x(t) − y(t))
{
c(t)[ex(t) − ey(t)] + [G(ex(t)) − G(ey(t))]
∫ ∞
0
K (s)b(t + s)ds
}
; (19)
V2(t)=2
∫ ∞
0
∫ t
t−s
K (s)b(v + s)[G(ex(v)) − G(ey(v))]dvds
}
·
{
c(t)[ex(t)
− ey(t)] + [G(ex(t)) − G(ey(t))]
∫ ∞
0
K (s)b(t + s)ds
}
; (20)
V3(t)= (b21 + b1)
∫ ∞
0
K (s)
∫ t
t−s
[G(ex(t)) − G(ey(t))]2dvds
= (b21 + b1)[G(ex(t)) − G(ey(t))]2
∫ ∞
0
K (s)
∫ t
t−s
dvds
= (b21 + b1)[G(ex(t)) − G(ey(t))]2
∫ ∞
0
sK (s)ds
=σ (b21 + b1)[G(ex(t)) − G(ey(t))]2; (21)
V4(t)= (b21 + b1)
∫ ∞
0
K (s)
∫ t
t−s
[G(ex(v)) − G(ey(v))]2dvds. (22)
Notice that
V2(t)≤
∫ ∞
0
∫ t
t−s
K (s)b(v + s)[(G(ex(v)) − G(ey(v)))2 + c2(t)(ex(t) − ey(t))2]dvds
+
∫ ∞
0
∫ t
t−s
K (s)b(v + s)[(G(ex(v)) − G(ey(v)))2
+ (G(ex(t)) − G(ey(t)))2]dvds ·
∫ ∞
0
K (s)b(t + s)ds
≤b1c21
∫ ∞
0
K (s)
∫ t
t−s
[ex(t) − ey(t)]2dvds
+ b21
∫ ∞
0
K (s)
∫ t
t−s
[G(ex(t)) − G(ey(t))]2dvds
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+ (b21 + b1)
∫ ∞
0
K (s)
∫ t
t−s
[G(ex(v)) − G(ey(v))]2dvds
=b1c21σ [ex(t) − ey(t)]2 + b21σ [G(ex(t)) − G(ey(t))]2 + V4(t). (23)
Using the Mean Value Theorem we get
(x(t) − y(t))[ex(t) − ey(t)] = [e
x(t) − ey(t)]2
eθ(t)x(t)+(1−θ(t))y(t)
≥ [e
x(t) − ey(t)]2
a1
B0
= B0[e
x(t) − ey(t)]2
a1
(24)
where 0 < θ(t) < 1(t ∈ R). From condition (4), we obtain
V ′(16)(t)≤−2(x(t) − y(t))
{
c(t)[ex(t) − ey(t)] + [G(ex(t))
− G(ey(t))]
∫ ∞
0
K (s)b(t + s)ds
}
+ b1c21σ [ex(t) − ey(t)]2
+ b21σ [G(ex(t)) − G(ey(t))]2 + σ (b21 + b1)[G(ex(t)) − G(ey(t))]2
≤−2b0c0 B0[e
x(t) − ey(t)]2
a1
− 2b0(x(t) − y(t))G ′(ξ)[ex(t) − ey(t)]
+ σb1c21(ex(t) − ey(t))2 + σ (2b21 + b1)[G ′(ξ)]2(ex(t) − ey(t))2
≤−
[
2b0 B0(c0 + l0)
a1
− (2b1l21 + c21 + l21)σb1
]
(ex(t) − ey(t))2. (25)
If we put r = 2b0 B0(c0+l0)
a1
− (2b1l21 + c21 + l21)σb1, then from the condition (14), we have r > 0, again
using the Mean Value Theorem we obtain
V ′(16)(t) ≤ −rm21(x(t) − y(t))2, t ∈ R. (26)
Therefore, there exists a positive constant c such that
V ′(16)(t) ≤ −cV (t), t ∈ R. (27)
From Theorem A, there exists a unique positive almost periodic solution x(t)(t ∈ R) of Eq. (15), which
means that there exists a unique almost periodic solution N∗(t)(t ∈ R) of system (1). From (27), it is
known that for any solutions x(t) and y(t) of Eq. (15), we have x(t) − y(t) → 0(t → ∞). This means
that N(t) − N∗(t) → 0 as t → ∞ for any solution N(t) of system (1). This completes the proof of
Theorem 1. 
Remark. Especially, if c(t) = 0, G(N(t)) = N(t), then system (1) reduces to system (5). Here, the con-
dition
∫∞
0 s
2 K (s)ds < +∞ is weaker than the decay condition ∫∞0 K (s)e−(a0− a1b1B0 −ε0)ds < ∞(ε0 > 0)
which was used in [1] by the author.
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