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Abstract
We find some sufficient conditions for a system of partial deriva-
tives of an entire function to be complete in the space H(Cd) of all
entire functions of d variables. As an application of this result we
describe new classes of frequently hypercyclic operators on H(Cd).
1 Introduction
In this paper we consider the space H(Cd) of all entire functions on Cd with
the topology of uniform convergence on compact subsets. As usual, N0 is
the set of non-negative integers. For z = (z1, · · · , zd), w = (w1, · · · , wd) ∈
C
d and n = (n1, · · · , nd) ∈ N
d
0 we shall use the following notation: z
n =
zn11 z
n2
2 · · · z
nd
d , n! = n1!n2! · · ·nd!, ‖n‖ = n1 + · · · + nd, D
n = ∂
‖n‖
∂z
n1
1
···∂z
nd
d
,
〈w, z〉 = w1z1 + · · ·+ wdzd, |z| = max{|zj|, 1 ≤ j ≤ d}.
Recall that a continuous linear operator T on a topological vector space
X is called hypercyclic if there exists an element x ∈ X such that its orbit
Orb(T, x) = {T nx, n = 0, 1, · · · } is dense in X . Recently, F. Bayart and S.
Grivaux [1] have introduced a stronger notion of hypercyclicity, namely the
concept of frequently hypercyclic operators. Recall that the lower density of
the set A ⊂ N0 is defined as
dens(A) = lim inf
N→∞
#{n ∈ A : n ≤ N}
N
,
where # denotes the cardinality of a set.
Definition. A continuous linear operator T on a topological vector space X
is called frequently hypercyclic if there exists an element x ∈ X such that,
for any non-empty open subset U of X ,
dens{n ∈ N0 : T
nx ∈ U} > 0.
We refer to [2], [9] for additional information on hypercyclic and fre-
quently hypercyclic operators.
In the present paper we prove the following result.
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Theorem 1.1. Let Tj : H(C
d) → H(Cd), j = 1, · · · , d be continuous linear
operators such that
1.
⋂d
j=1 ker Tj 6= {0};
2. Tj satisfy the commutation relations:
[Tj ,
∂
∂zk
] = δjkajI; j, k = 1, · · · , d, (1.1)
where δjk is Kronecker’s delta, aj ∈ C \ {0} are some constants and I
is identity operator.
Then each of the operators Tj, j = 1, · · · , d is frequently hypercyclic.
Remark 1.2. In Theorem 1.1 we consider constants aj 6= 0. Note that if
aj = 0 in (1.1) for some j then the operators Tj commute with each partial
differentiation operator. Recall that a continuous linear operator on H(Cd)
that commutes with each partial differentiation operator is called a convo-
lution operator. A theorem of Godefroy and Shapiro [7] states that every
convolution operator on H(Cd) that is not a scalar multiple of the identity
is hypercyclic. In [3] it was shown that these operators are even frequently
hypercyclic.
Remark 1.3. Theorem 1.1 is an extension of the author’s result in [10] that
establishes hypercyclicity of operators satisfying the conditions of Theorem
1.1 for d = 1.
The paper is organized as follows. In Section 2 we obtain results on
completeness of systems translates and systems of partial derivatives of entire
functions. In Section 3 we prove Theorem 1.1 by application of the results
of Section 2. In Section 4 we provide some examples of operators that are
frequently hypercyclic by Theorem 1.1.
2 Complete systems of entire functions
In this section we study completeness of some systems of entire functions in
the space H(Cd). More precisely, we shall consider the systems of translates
and the systems of all partial derivatives of an entire function. Recall that the
system of elements of a topological vector space X is said to be complete in
X if the linear span of the system is dense in X . For λ ∈ Cd and f ∈ H(Cd)
let us denote Sλf(z) ≡ f(z + λ).
In this section we shall need some facts from the theory of convolution
operators on H(Cd). These facts can be found, for example, in [11]. Recall
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that every convolution operator on H(Cd) is defined by some linear continu-
ous functional on H(Cd). Denote by H ′(Cd) the strong dual space of H(Cd).
Let F ∈ H ′(Cd). Then the corresponding convolution operator MF has the
form:
MF [f ](λ) = (F, Sλf), λ ∈ C
d, f ∈ H(Cd).
The convolution operator MF is a linear continuous operator from H(C
d) to
H(Cd). The Laplace transform
L : F → F̂ (λ) = (F, exp(zλ)), (2.1)
where n = (n1, · · · , nd), establishes a one-to-one correspondence (and more-
over, topological isomorphism) between H ′(Cd) and the space PCd of entire
functions of exponential type on Cd. The function F̂ is said to be a charac-
teristic function for the operator MF . Consider the Taylor expansion:
F̂ (λ) =
∞∑
‖n‖=0
bn
n!
λn.
Then (F, f) =
∑∞
‖n‖=0 anbn, where f(z) =
∑∞
‖n‖=0 anz
n. Since
f(ξ + λ) =
∞∑
‖n‖=0
Dnf(λ)
n!
ξn,
then MF can be represented in the form:
MF [f ](λ) =
∞∑
‖n‖=0
bnD
nf(λ)
n!
. (2.2)
On the other hand, since
f(ξ + λ) =
∞∑
‖n‖=0
Dnf(ξ)
n!
λn,
then
MF [f ](λ) =
∞∑
‖n‖=0
(F,Dnf(ξ))
n!
λn. (2.3)
In the following theorem we establish necessary and sufficient conditions for
systems of partial derivatives and systems of translates to be complete in
H(Cd).
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Theorem 2.1. Let f ∈ H(Cd), f 6≡ 0. Then the following conditions are
equivalent:
1. f 6∈ KerMF for any F ∈ H
′(Cd) \ {0};
2. The system of translates {Sλf, λ ∈ Λ} is complete in H(C
d) for each
open set Λ ⊂ Cd;
3. The system of partial derivatives {Dnf, n ∈ Nd0} is complete in H(C
d).
Proof. 1 ⇒ 2. Assume that the system {Sλf, λ ∈ Λ} is not complete in
H(Cd) for some open set Λ ⊂ Cd. Then according to the Approximation
Principle (see e.g. [4, Ch.2]) there is a non-zero continuous linear functional
F on H(Cd) such that (F, Sλf) = 0, ∀λ ∈ Λ. Since Λ is an open set, then
MF [f ](λ) = (F, Sλf) = 0, ∀λ ∈ C
d. Hence, f ∈ KerMF .
2⇒ 3. Assume that the system {Dnf, n ∈ Nd0} is not complete in H(C
d).
Then there is 0 6= F ∈ H ′(Cd) such that (F,Dnf) = 0, ∀n ∈ Nd0. Let Λ ⊂ C
d
be some open set. Then
(F, Sλf) =MF [f ](λ) =
∞∑
‖n‖=0
(F,Dnf)
n!
λn = 0, ∀λ ∈ Λ.
Hence, the system {Sλf, λ ∈ Λ} is not complete in H(C
d).
3 ⇒ 1. Assume that f ∈ KerMF for some F ∈ H
′(Cd) \ {0}. Then by
(2.3)
MF [f ](λ) =
∞∑
‖n‖=0
(F,Dnf)
n!
λn = 0, ∀λ ∈ Cd.
Hence, (F,Dnf) = 0, ∀n ∈ Nd0. Thus, the system {D
nf, n ∈ Nd0} is not
complete in H(Cd).
We need the following:
Lemma 2.2. Let the operators Tj, j = 1, · · · , d satisfy the conditions of the
Theorem 1.1. Let f ∈
⋂d
j=1 ker Tj, f 6≡ 0. Then, for all k = (k1, . . . , kd), n =
(n1, . . . , nd) ∈ N
d
0,
T kDnf =
{
ak n!
(n−k!)
Dn−kf, if kj ≤ nj , j = 1, . . . , d,
0, otherwise,
(2.4)
where T k = T k11 T
k2
2 . . . T
kd
d , a
k = ak11 a
k2
2 · · · a
kd
d .
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Proof. Let us fix some arbitrary j ∈ N : 1 ≤ j ≤ d and n ∈ Nd0. From (1.1)
it follows (see e.g. [5, §16]) that[
Tj ,
∂nj
∂z
nj
j
]
= ajnj
∂nj−1
∂z
nj−1
j
. (2.5)
Let us put
fˇ(z) =
∂‖n‖−njf(z)
∂zn11 · · ·∂z
nj−1
j−1 ∂z
nj+1
j+1 · · ·∂z
nd
d
.
Then Dnf(z) ≡ ∂
nj
∂z
nj
j
fˇ(z). Since f ∈ KerTj , then it follows from (1.1) that
fˇ ∈ Ker Tj. Hence, (2.5) implies that
T
kj
j
∂nj
∂z
nj
j
fˇ = a
kj
j
nj!
(nj − kj)!
∂nj−kj
∂z
nj−kj
j
fˇ , (2.6)
if kj ≤ nj , and
T
kj
j
∂nj
∂z
nj
j
fˇ = 0, (2.7)
if kj > nj . Since (2.6), (2.7) hold for an arbitrary j ∈ N : 1 ≤ j ≤ d, the
lemma then follows.
Now we are ready to state and prove the main result of this section.
Theorem 2.3. Let the operators Tj, j = 1, · · · , d satisfy the conditions of the
Theorem 1.1. Let f ∈
⋂d
j=1 ker Tj, f 6≡ 0. Then the system {D
nf, n ∈ Nd0}
is complete in H(Cd).
Proof. Assume that there exists F ∈ H ′(Cd) \ {0} such that f ∈ KerMF .
Then T kMF [f ] = 0, ∀k ∈ N
d
0. Then by (2.1), (2.2) we have
T kMF [f ](z) =
∞∑
‖n‖=0
DnF̂ (0)
n!
T kDnf(z) ≡ 0, ∀k ∈ Nd0. (2.8)
From (2.4), (2.8) we obtain
∞∑
n1=k1,...,nd=kd
DnF̂ (0)
(n− k)!
Dn−kf(z) ≡ 0, ∀k ∈ Nd0,
or
∞∑
‖n‖=0
Dn+kF̂ (0)
n!
Dnf(z) ≡ 0, ∀k ∈ Nd0. (2.9)
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Next, using the Taylor series expansion of Dnf(z) we obtain
∞∑
‖n‖=0
Dn+kF̂ (0)
n!
∞∑
‖m‖=0
Dn+mf(0)
m!
zm ≡ 0, ∀k ∈ Nd0. (2.10)
Since the series in (2.10) converges absolutely, then we can interchange the
order of summation:
∞∑
‖m‖=0
zm
m!
∞∑
‖n‖=0
Dn+mf(0)Dn+kF̂ (0)
n!
≡ 0, ∀k ∈ Nd0. (2.11)
From (2.11) it follows that
∞∑
‖n‖=0
Dn+mf(0)Dn+kF̂ (0)
n!
= 0, ∀m, k ∈ Nd0.
Hence,
λk
k!
∞∑
‖n‖=0
Dn+mf(0)Dn+kF̂ (0)
n!
= 0, ∀m, k ∈ Nd0, ∀λ ∈ C
d,
and
∞∑
‖k‖=0
λk
k!
∞∑
‖n‖=0
Dn+mf(0)Dn+kF̂ (0)
n!
= 0, ∀m ∈ Nd0, ∀λ ∈ C
d. (2.12)
Since the series in (2.12) converges absolutely, then we can interchange the
order of summation:
∞∑
‖n‖=0
Dn+mf(0)
n!
∞∑
‖k‖=0
Dn+kF̂ (0)
k!
λk = 0, ∀m ∈ Nd0, ∀λ ∈ C
d. (2.13)
Finally, we can rewrite (2.13) in the following form:
∞∑
‖n‖=0
Dn+mf(0)
n!
DnF̂ (λ) ≡ 0, ∀m ∈ Nd0. (2.14)
Consider the infinite system of infinite-order homogeneous linear partial dif-
ferential equations with constant coefficients
∞∑
‖n‖=0
Dn+mf(0)
n!
Dng(λ) = 0, g ∈ PCd, m ∈ N
d
0. (2.15)
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with characteristic functions
Dmf(z) =
∞∑
‖n‖=0
Dn+mf(0)
n!
zn, m ∈ Nd0.
Note that the series in (2.15) converges absolutely and uniformly for any
function g ∈ PCd. For each of the equations in the system (2.15) denote by
Wm the space of solutions, m ∈ N
d
0. Denote by W the space of solutions
of the system (2.15). Then, obviously, W =
⋂
Wm. It is easy to see that
W is a translation-invariant subspace of PCd (i.e. if g ∈ W , then Sug ∈ W ,
∀u ∈ Cd).
In [6] it was shown that every translation-invariant subspace of PCd ad-
mits spectral synthesis. In particular, this means that a translation-invariant
subspace V ⊂ PCd is not trivial (i.e. V 6= {0}) if and only if it contains some
exponential element of the form
ϕµ(z) = P (z) exp 〈µ, z〉 , µ ∈ C
d, (2.16)
where P (z) ∈ H(Cd) is some polynomial. From (2.14) it follows that the
function F̂ ∈ PCd satisfy the system (2.15). Since F̂ ∈ W , then our initial
assumption that F̂ 6≡ 0 implies that W 6= {0}, and hence W contains a
function ϕµ of the form (2.16). Therefore, ϕµ ∈ Wm, ∀m ∈ N
d
0.
Let us fix some arbitrary r ∈ Nd0. We are going to show that exp 〈µ, z〉 ∈
Wr. Obviously, there exists some q ∈ N
d
0 such that D
qP (z) ≡ const. Note
that Wr is invariant under each partial differentiation operator. Then, for
example, ∂
∂z1
ϕµ ∈ Wr. Hence,
∂
∂z1
ϕµ − µ1ϕµ =
∂ P
∂z1
exp 〈µ, z〉 ∈ Wr. By con-
tinuing this process we can show that Dq(P ) exp 〈µ, z〉 ∈ Wr or, equivalently,
exp 〈µ, z〉 ∈ Wr.
Then
∞∑
‖n‖=0
Dn+rf(0)
n!
Dn(exp 〈µ, z〉) = 0,
or, equivalently,
∞∑
‖n‖=0
Dn+rf(0)
n!
µn = Drf(µ) = 0.
Hence, Dmf(µ) = 0, ∀m ∈ Nd0. But this is impossible since f 6≡ 0.
Hence, W = {0}. But this contradicts our initial assumption that F̂ 6≡ 0.
Hence, f 6∈ KerMΦ for any Φ ∈ H
′(Cd) \ {0}. The theorem then follows
from Theorem 2.1.
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Corollary 2.4. Let operators Tj, j = 1, · · · , d satisfy the conditions of the
Theorem 1.1. Let f ∈
⋂d
j=1 ker Tj, f 6≡ 0. Then the system of translates
{Sλf, λ ∈ Λ} is complete in H(C
d) for each open set Λ ⊂ Cd.
Remark 2.5. The analogue of Theorem 2.3 for d = 1 was previously proved in
author’s paper [10] with the help of the result of L. Schwartz [12] which says
that every translation-invariant subspace of H(C) admits spectral synthesis.
The situation is more difficult if d > 1 because there is a counter example
on spectral synthesis in H(Cd), d > 1, by D. Gurevich [8]. In particular
Gurevich proved that there exists translation-invariant subspace U 6= {0} of
H(Cd) that does not contain any exponential element. This is why we had
to transform a system (2.9) of equations in H(Cd) to a system (2.14) in PCd.
Remark 2.6. In [10] it was shown that the system {f (n), n = 0, 1, . . . } is
complete in H(C) if f ∈ ker T \ {0}, where T is a continuous linear operator
on H(C) such that [T, d
d z
] = aI for some a ∈ C \ {0}. But in Theorem 2.3
the condition f ∈ ker Tj \ {0} would not be sufficient for completeness of the
system {Dnf, n ∈ Nd0}. For example, consider the operator T1g(z) =
∂g(z)
∂z1
−
z1g(z) on H(C
2). Then T1 satisfies (1.1) and f(z) = exp(z
2
1/2) ∈ ker T1.
But ∂
∂z2
exp(z21/2) = 0 and by Theorem 2.1 the system {D
nf, n ∈ N20} is not
complete inH(C2). This is why we need a stronger condition f ∈
⋂d
j=1 ker Tj .
3 The proof of the main result
In this section we give a proof of Theorem 1.1.
Proof. Let us fix some arbitrary j : 1 ≤ j ≤ d. We are going to show
that the operator Tj is frequently hypercyclic. The proof will follow by an
application of the frequent hypercyclicity criterion [1] (see also e.g. [9, Ch.
9]): it is enough to show that there is a dense subset H0 of H(C
d) and a map
Sj : H0 → H0 such that, for any x ∈ H0,
(i)
∑∞
k=0 T
k
j x converges unconditionally;
(ii)
∑∞
k=0 S
k
j x converges unconditionally;
(iii) TjSjx = x.
Consider some function f ∈
⋂d
j=1 ker Tj , f 6≡ 0. Let us put
H0 = span{D
nf, n ∈ Nd0}.
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Then by Theorem 2.3, H0 is a dense subset of H(C
d). From (2.7) it follows
that for any x ∈ H0 there is K ∈ N such that T
k
j x = 0, if k ≥ K. Thus,
condition (i) is fulfilled.
Let us define a map Sj in the following way:
Sj [D
nf ] =
1
aj(nj + 1)
∂
∂zj
Dnf, n ∈ Nd0.
Therefore,
Skj [D
nf ] =
nj!
akj (nj + k)!
∂k
∂zkj
Dnf, n ∈ Nd0, k ∈ N0.
Let us fix some ε ∈ R such that
ε > max
1≤s≤d
1
|as|
. (3.1)
The topology on H(Cd) can be defined by a family of semi-norms
pm(g) = sup
z∈Ωm
|g(z)|, m ∈ N,
where Ωm = {z ∈ C
d : |z| ≤ mε}. In order to prove (ii), it is enough to show
that the series
∞∑
k=0
pm(S
k
jD
nf) (3.2)
converges for any m ∈ N, n ∈ Nd0.
Using the Cauchy estimate for derivatives, we obtain for all n ∈ Nd0, k ∈
N0, m ∈ N:
pm(S
k
jD
nf) =
nj !
akj (nj + k)!
pm
( ∂k
∂zkj
Dnf
)
≤
nj !k!p2m(D
nf)
|aj |k(nj + k)!(mε)k
.
Then by (3.1) we have
lim
k→∞
k
√
pm(SkjD
nf) ≤
1
|aj |mε
< 1, m ∈ N, n ∈ Nd0.
Therefore, the series (3.2) converges for any m ∈ N, n ∈ Nd0. This means
that condition (ii) is fulfilled. Furthermore, TjSjx = x for any x ∈ H0 and
thus, condition (iii) is fulfilled.
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4 Examples
In this section we provide some examples of operators that are frequently
hypercyclic by Theorem 1.1.
1) Let
T1g(z) =
∂g(z)
∂z1
− z1g(z), T2g(z) =
∂g(z)
∂z2
− z2g(z), g ∈ H(C
2).
Then
⋂2
j=1 ker Tj contain, for instance, the function exp(z
2
1/2) · exp(z
2
2/2).
Besides,
[Tj ,
∂
∂zk
] = δjkI; j, k = 1, 2. (4.1)
Therefore, T1 and T2 are frequently hypercyclic by Theorem 1.1.
2) Let
T1g(z) =
∂2g(z)
∂z21
− z1g(z), T2g(z) =
∂2g(z)
∂z22
− z2g(z), g ∈ H(C
2).
Then
⋂2
j=1 ker Tj contain, for example, the function Ai(z1) · Ai(z2), where
Ai is Airy function. Moreover, (4.1) holds. Hence, T1 and T2 are frequently
hypercyclic by Theorem 1.1.
Acknowledgement. The author is grateful to the referee for helpful
comments and suggestions.
References
[1] F. Bayart, S. Grivaux, Frequently hypercyclic operators, Trans. Amer.
Math. Soc. 358 (2006) 5083–5117.
[2] F. Bayart, E. Matheron, Dynamics of linear operators, Cambridge Uni-
versity Press, 2009.
[3] A. Bonilla, K. G. Grosse-Erdmann, On a theorem of Godefroy and
Shapiro, Int. Equat. Oper. Theory 56 (2006) 151–162.
[4] R. E. Edwards, Functional analysis: theory and applications, Dover
Publications, 1995.
[5] L. D. Faddeev, O. A. Yakubovskii, Lectures on Quantum Mechanics for
Mathematics Students, AMS, 2009.
10
[6] V. N. Filippov, Spectral synthesis in certain spaces of entire functions
of exponential type, Math. Notes 30 (4) (1981) 756–760.
[7] G. Godefroy, J. H. Shapiro, Operators with dense, invariant, cyclic vec-
tor manifolds, J. Funct. Anal. 98 (2) (1991) 229–269.
[8] D. I. Gurevich, Counterexamples to a problem of L. Schwartz, Funct.
Anal. Appl. 9 (2) (1975), 116–120.
[9] K.-G. Grosse-Erdmann, A. Peris Manguillot, Linear chaos, Springer,
2011.
[10] V. E. Kim, Commutation relations and hypercyclic operators, Arch.
Math. (Basel) 99 (3) (2012) 247–253.
[11] P. Lelong, L. Gruman, Entire Functions of Several Complex Variables,
Springer-Verlag, 1986.
[12] L. Schwartz, Theorie generale des fonctions moyenne-periodique, Ann.
Math. 48 (4) (1947) 867–929.
11
