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Abstract The location-routing problem (LRP) is established as a new research area in the context of
location analysis, which deals simultaneously with two problems of locating the facilities and designing
the travel routes for vehicles among established facilities and existing demand points. In this paper, the
location-routing problem with fuzzy demands (LRPFD) is considered which may arise in many real life
situations in logistics management, and a fuzzy chance constrained program is designed to model it,
based on the fuzzy credibility theory. A hybrid simulated annealing (SA) based heuristic incorporated
with stochastic simulation is developed and proposed to solve the problem. The efficiency of the solution
procedure is demonstrated via comparing its performance with those of some other existing solution
procedures from literature using a standard benchmark set of test problems.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license. 1. Introduction
One of the most important tasks of supply chain managers
is to design an efficient and effective distribution network in
order to deliver the produced goods to the customers with
the lowest cost and in the shortest possible time frame. The
efficient and effective movement of goods from raw material
sites to processing facilities, component fabrication plants,
finished goods assembly plants, distribution centers, retailers
and customers is critical in today’s competitive environment.
Approximately 10% of the gross domestic product is devoted
to supply-related activities [1]. Decisions to be made in the
realm of supply chain management, like many other areas
of management, are often categorized as strategic, tactical
and operational decisions. A strategic or long-term decision
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doi:10.1016/j.scient.2013.02.006does not take place on a regular basis and needs major
capital investment. An example of a long-term decision is
determination of facility location. Facility location selection
(FLS) is a nonrecurring, cross-functional, and group decision-
making (GDM) problem [2]. Tactical decision making is needed
in a more frequent manner than a strategic one. An example of
a tactical decision is the vehicle routing problem (VRP). Finally,
the operational decisions such as scheduling are those decisions
that take place regularly. Based on the above discussion,
the location-routing problem (LRP) integrates the strategic
(location) and tactical (routing) levels. Facility location and
vehicle routing problems are two main streams of research
in logistics and supply chain management which have been
major research areas for both researchers and practitioners.
Nowadays, most supply chain managers believe that the
success of their supply chains highly depends on logistical
decisions particularly location and routing decisions.
LRP is an NP-hard problem, as it is composed of two NP-hard
problems; facility location and vehicle routing [3–5]. Moreover,
it is generally accepted that solving the two sub-problems
separately (either sequentially or iteratively) often leads to sub-
optimal solutions. LRP has many real life applications, some
of which are presented in literature such as: applications in
newspaper distribution [6], food and drink distribution [7],
blood bank location [8], and waste collection [9].
evier B.V. Open access under CC BY license. 
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LRP literature. Laporte [10] reviewed early work on location-
routing problems; he summarized the different types of
formulations, solution algorithms and computational results of
work published prior to 1988. More recently, Min et al. [11]
developed a hierarchical taxonomy and classification scheme,
which they used to review the existing location-routing
literature. They categorized papers in terms of problem
characteristics and solution methodology. One means of
classification was the number of layers of facilities. Typically,
two-layer problems focus on flows of commodities from
distribution centers to customers, while three-layer problems
include flows of commodities from plants to distribution
centers to customers. Nagy and Salhi [12] conducted a
comprehensive survey of location-routing papers up to 2006.
They proposed a classification scheme and looked at a number
of problem variants. Both exact and heuristic algorithms were
investigated in their work. Interested readers are referred to
these references in order to getmore detailed knowledge of LRP
models, extensions and solution methods.
Applications and numerous solution methods varying from
Lagrangian relaxation to heuristic and metaheuristic ap-
proaches have been proposed in order to solve the LRP. Among
many solution procedures, only a few of them are presented
here, as follows. Prins et al. [13] presented a two-phased solu-
tion approach to solve the LRPwith constraints on route and de-
pot capacities. In the first phase, a greedy randomized adaptive
search procedure (GRASP) is executed, based on an extended
and randomized version of the Clarke and Wright algorithm.
In the second phase, new solutions are generated by post-
optimization using path relinking. Marinakis and Marinaki [14]
considered a large scale real problem of location-routingwithin
the food industry in Greece. To solve the problem, they pro-
posed a new formulation of the LRP based on bi-level program-
ming. According to the fact that in the LRP, decisions are made
at strategic and operational levels they formulated the prob-
lem at such a way that in the first level, the decisions of the
strategic level are made, namely, the top manager finds the op-
timal location of the facilities; while in the second level, the
operational level decisions are made, namely, the operational
manager finds the optimal routing of vehicles. Prins et al. [15]
proposed a memetic algorithm with population management
(MA|PM) to solve the LRP with capacitated routes and depots.
MA|PM is a very recent form of memetic algorithm in which
the diversity of a small population of solutions is controlled by
accepting a new solution if its distance to the population ex-
ceeds a given threshold. Cappanera et al. [9] presented an ob-
noxious facility location-routing problem in which Lagrangian
relaxation was used to decompose the problem into two sub-
problems of location and routing and two Lagrangian heuristics
were presented. More recently, Prins et al. [16] combined the
Lagrangian relaxation technique with a granular tabu search to
develop another iterative two-phase approach (LRGTS) to solve
the LRP and obtained promising results. The algorithm alter-
nated between a depot location phase and a routing phase, ex-
changing information on the most promising edges. In the first
phase, routes and their customers were combined to form su-
percustomers to transform the original LRP into a facility lo-
cation problem. The Lagrangian relaxation of the assignment
constraints were used to solve the resulting FLP. In the second
phase, a granular tabu search was used to improve the multi-
depot VRP solution obtained in the first phase.
Uncertainty in location-routing (or vehicle routing) prob-
lems arises in modeling a number of business situations thatarise in the area of distribution. Laporte et al. [17] describes
a family of stochastic location-routing problems in which the
supplies of the customers are random variables. In the first
stage decisions regarding depot location, fleet size, and planned
routes have to be made without knowing the actual supplies.
In the second stage a corrective recourse action is taken (when
the total supply of the route turns out to exceed vehicle ca-
pacity) in which the vehicle returns to the depot and empties
its load before resuming its journey. In their paper, two ver-
sions of the problem are studied: (P1) minimize the first stage
cost so that the probability of the route failure does not exceed
a preset threshold; (P2) minimize the first stage cost so that
the expected penalty of any route does not exceed a fraction
of its planned cost. Secomandi [18] considers a version of the
vehicle routing problemwhere customer demand is of stochas-
tic nature. His focus is on dynamically routing a single vehi-
cle to serve the demands of a known set of geographically dis-
persed customers during real-timeoperations. The goal consists
of minimizing the expected distance traveled in order to serve
all customer demands. Fuzzy logic has been used to solve many
applied problems so far. The need to use fuzzy logic in prob-
lems arises whenever there are some vague or uncertain pa-
rameters. In most cases, there is not sufficient data for fitting a
probability distribution to customer demand. On the other
hand, based on expert judgment, one can easily estimate these
demands. Therefore, while using probability theory is diffi-
cult and costly, fuzzy logic is used to deal with uncertainty in
these problems. The credibility theory has been used in many
problems with fuzzy parameters so far, in parallel with some
metaheuristics. Fazel Zarandi et al. [19] addressed multi-depot
capacitated LRP (MDCLRP) in which travel time between two
nodes is a fuzzy variable and proposed a simulation-embedded
simulated annealing (SA) procedure in order to solve the prob-
lem. Erabo and Mingyong [20] considered the vehicle routing
problem with fuzzy demands and proposed a fuzzy chance-
constrained program model based on fuzzy credibility theory.
They used stochastic simulation and an improved differential
evolution algorithm to solve the problem. Considering the liter-
ature of the location-routing problem, our paper makes the fol-
lowing contribution to the literature. As far as the authors know,
this is the first work in the literature of the LRP which con-
siders fuzzy demands and the uses credibility theory to model
and solve the problem. Moreover, a hybrid simulated annealing
based heuristic has been proposed in which stochastic simula-
tion is used to estimate the credibility of a solution.
In this paper, the LRP has two levels (depots and customers)
and can be defined as follows: Let G = (V , E) be an undirected
network where V is a set of nodes comprised of a subset I of
m potential depot sites and a subset J = V \ I of n customers.
E is a set of edges connecting each pair of nodes in V . Associ-
ated with each edge (i, j) ∈ E is a traveling cost cij. Each depot
site i ∈ I has an opening cost Oi. Each customer j ∈ J has a de-
mand dj of a single commodity which is assumed to be a fuzzy
variable. Determination of the real values of customer demand
prior to their realization is often too difficult or even impossi-
ble because of their uncertain nature. In this work we assume
that there is not sufficient data for fitting a probability distribu-
tion to customer demand. It is assumed that these demands are
estimated based on expert judgment. Therefore, fuzzy logic is
used to deal with uncertainty in this paper. A set K of identical
vehicles with capacity C is available. Each vehicle, when used
by a depot i, incurs a depot dependent fixed cost Fi and per-
forms a single route. Each route must start and terminate at the
same depot. The objective is to determine which depots should
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be opened andwhich routes should be constructed tominimize
the total cost.We also assume that: (a) a vehiclewill be assigned
for only one route on which there may be more than one cus-
tomer, and (b) a customer will be visited by one and only one
vehicle. The goal of our problem is: (i) to determine the subset
of facilities (depots) to open, (ii) the allocation of customers to
depots, and (iii) the routes fromdepots to serving customers re-
garding the capacities of vehicles. Figure 1 shows a solution to
a typical LRP instance with 20 customers and 6 candidate sites
for depot locations. As depicted, in this solution three depots
out of six candidate depots have been opened (depots 22, 23,
and 25). The deliveries are made though five established routes
(two routes are originated from depot 22, two routes from de-
pot 23, and one route from depot 25).
Due to the size of the instances targeted in this paper or faced
by decision makers in real-world situations, we have presented
a hybrid simulated annealing (SA) based procedure to solve
this problem. A stochastic simulation is used to estimate some
component of the objective function and using SA, the solution
space is explored with the hope of finding better solutions.
This paper is organized as follows: In Section 2,we give some
basic concepts on fuzzy theory. In Section 3, we introduce the
location-routing problemwith fuzzy demand and present a CCP
model, where we will measure fuzzy events with credibility.
Then, in Section 4we integrate stochastic simulation and a sim-
ulated annealing (SA) algorithm to design a hybrid heuristic to
solve this model. In Section 5, we will optimize the parameters
of the proposed SA heuristic using the Taguchi robust param-
eter design scheme and conduct a set of experiments to reveal
the effectiveness of the proposed hybrid heuristic. In the final
section, we summarize the paper and provide some ideas for
further research.
2. Fuzzy credibility measure theory
A classic set is normally defined as a collection of elements.
Each single element can either belong or not belong to this
set. Such a set can be described in different ways: one can
either list the elements that belong to the set; describe the
set analytically by a sequence of equalities and inequalities;
or define the member elements by using the characteristic
function, in which 1 indicates strict membership and 0 strict
nonmembership. However, in many cases, the membership
(or nonmembership) is not clear. For example, ‘‘young man’’,‘‘reputable’’, ‘‘similar’’, ‘‘satisfactory’’, ‘‘large number’’, ‘‘about
100 tons’’, ‘‘approximately 250 liters’’ (the last two examples
can be used for representing the uncertainty in customer
demandwhich is in linewith the subject of this paper). They are
not tractable by the classical set theory or probability theory.
In order to deal with them, Zadeh [21] firstly introduced the
concept of fuzzy sets, which has been well developed and
applied to a wide variety of real problems. As a fuzzy set of
real numbers, the term fuzzy variable was first introduced
by Kaufmann [22], then it appeared in Zadeh [23] and
Nahmias [24].
The possibility theory was initially proposed by Zadeh [25],
and extended by many researchers such as Dubois and
Prade [26]. Liu [27] recently founded the credibility theory. In
this section, we briefly introduce some fundamental concepts
and results about fuzzy measure theory. First, axioms of the
possibilitymeasure theory are introduced,which form the basis
of the credibility measure theory.
LetΘ be a nonempty set, and let P(Θ) be the power set ofΘ .
Each element in P(Θ) is called an event, and let ∅ be an empty
set. For each event A ∈ P(Θ), there is a nonnegative number
Pos{A}which is in compliance with the following four axioms:
Axiom 1. Pos{∅} = 0.
Axiom 2. Pos{Θ} = 1.
Axiom 3. Pos{∪k Ak} = supk Pos(Ak) for any arbitrary collec-
tion {Ak} in P(Θ).
The triplet (Θ, P(Θ), Pos) is called a possibility space, and
the function Pos{} is referred to as a possibility measure.
Axiom 4. If Θi is a non-empty set, and the set function
Posi{}, i = 1, 2, . . . , n, satisfies the conditions stated in the
above three axioms, and Θ = Θ1 × Θ2 × · · · × Θn. Then, for
eachA in P(Θ), Pos{A} = sup(θ1,θ2,...,θn)∈A Pos1{Θ1}∧Pos2{Θ2}∧· · · ∧ Posn{Θn}.
The above four axioms form the basis of the credibility
measure theory; thus, we can derive all concepts of credibility
theory from them [27].
Definition 1 ([27]). Let (Θ, P(Θ), Pos) be a possibility space,
and A be a set in P(Θ). Then the necessity measure of A is
defined by:
Nec{A} = 1− Pos{Ac}.
Definition 2 ([27]). Let (Θ, P(Θ), Pos) be a possibility space,
and A be a set in P(Θ). Then the credibility measure of A is
defined by:
Cr{A} = 1
2
(Pos{A} + Nec{A}).
If µD˜(x) is the membership function of the fuzzy variable
D˜, then the possibility, necessity, and credibility of fuzzy event
{D˜ ≥ r} can be represented respectively by:
Pos{D˜ ≥ r} = sup
x≥r
µD˜(x),
Nec{D˜ ≥ r} = 1− sup
x<r
µD˜(x),
Cr{D˜ ≥ r} = 1
2
[Pos{D˜ ≥ r} + Nec{D˜ ≥ r}].
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Here the credibility of a fuzzy event is defined as the
average of its possibility and necessity. A fuzzy event may fail
even though its possibility achieves 1, and hold even though
its necessity is 0. However, the fuzzy event must hold if its
credibility is 1, and fail if its credibility is 0. The credibility
measure is self dual, it will play the role of probability measure.
Now let us consider a triangular fuzzy variable D˜ = (d1, d2,
d3) as the demand of a given customer such that D˜ is described
by its left boundary d1 and its right boundary d3 (see Figure 2).
Thus, a dispatcher or analyst studying such a problem can
subjectively estimate, based on his/her experience, intuition
and/or variable data, that customer demandwill not be less than
d1 or greater than d3. The value of d2 corresponds to a grade of
membership of 1, which can also be determined by a subjective
estimate.
Based on these definitions of possibility, necessity and
credibility, we can derive:
Pos{D˜ ≥ r} =

1, if r ≤ d2,
d3 − r
d3 − d2 , if d2 ≤ r ≤ d3,
0, if r ≥ d3,
Nec{D˜ ≥ r} =

1 if r ≤ d1,
d2 − r
d2 − d1 , if d1 ≤ r ≤ d2,
0, if r ≥ d2,
Cr{D˜ ≥ r} =

1, if r ≤ d1,
2d2 − d1 − r
2(d2 − d1) , if d1 ≤ r ≤ d2,
d3 − r
2(d3 − d2) , if d2 ≤ r ≤ d3,
0, if r ≥ d3.
3. The fuzzy chance constrained programmodel of LRPFD
In this paper, we focus on solving the LRP with fuzzy
demand and capacitated routes. We assume that all vehicles
are initially filled with goods required by customers when
they leave the distribution depot, and each vehicle must fulfill
the prestated demands. After serving the last customer on the
corresponding route, the vehicle returns to its depot. We will
denote a triangular fuzzy number representing demand at the
jth customer by dj = (d1j, d2j, d3j). The available capacity of
the vehicle after serving the first k customers will equal Qk =
C −kj=1 dj, Qk is also a triangular fuzzy number by using therules of fuzzy arithmetic, and:
Qk =

C −
k
j=1
d3j, C −
k
j=1
d2j, C −
k
j=1
d1j

= q1,k, q2,k, q3,k .
We obtain the credibility that the next customer demand does
not exceed the remaining capacity of the vehicle, i.e.:
Cr = Cr{dk+1 ≤ Qk}
= Cr{(d1,k+1 − q3,k, d2,k+1 − q2,k, d3,k+1 − q1,k) ≤ 0}
=

0, if d1,k+1 ≥ q3,k
q3,k − d1,k+1
2(q3,k − d1,k+1 + d2,k+1 − q2,k) ,
if d1,k+1 ≤ q3,k, d2,k+1 ≥ q2,k
d1,k+1 − q1,k − 2(d2,k+1 − q2,k)
2(q2,k − d2,k+1 + d3,k+1 − q1,k) ,
if d2,k+1 ≤ q2,k, d3,k+1 ≥ q1,k
1, if d3,k+1 ≤ q1,k.
(1)
As we now know, if the vehicle’s remaining capacity is greater
and demand at the next customer is less, then the vehicle’s
‘‘chance’’ of being able to finish the next customer’s service
becomes greater. That is to say, the greater the difference
between the available capacity of the vehicle and demand at the
next customer, the greater our preference to send the vehicle
to serve the next customer. We will describe the preference
index by Cr , which denotes the magnitude of our preference to
send the vehicle to the next customer after it has served the
current customer in accordance with formulation (1). In other
words, Cr is the minimum value that preference needs to have
for deciding to visit the next customer. Obviously, Cr ∈ [0, 1].
When Cr = 0, we are completely sure that the vehicle should
return to the depot. When Cr = 1, we are absolutely certain
that we want the vehicle to serve the next customer.
Let the dispatcher preference index equal Cr∗, Cr∗ ∈ [0, 1],
and Cr∗ expresses the dispatcher’s attitude toward risk.
When the dispatcher is a risk lover, he will choose lower values
of parameter Cr∗, which indicates the dispatcher’s efforts to use
the vehicle’s available capacity as much as possible, although
there is a rise in the number of cases inwhich the vehicle arrives
at the next customer and is not able to carry out the planned
service due to small available capacity. On the other hand, if the
dispatcher chooses the greater Cr∗ in order to ensure that the
chance between the available capacity of the vehicle is greater
and the demand of next customer is greater, it indicates that the
dispatcher is risk averse.
So, according to the dispatcher preference index value and
the credibility that the next customer demand does not exceed
the remaining capacity of the vehicle, a decision must be made
as to whether to send it to the next customer or return it to
the depot. In this paper, the decision was made as follows: if
the relation Cr ≥ Cr∗ is fulfilled, then the vehicle should be
sent to the next customer; otherwise, the vehicle should be
returned to the depot, and another vehicle should be sent to the
next customer. We do not terminate the above process until all
customer demands are fulfilled.
Moreover, the vehicle routes are designed in advance
by applying the proposed algorithm. But the actual value
of demand of a customer is only known when the vehicle
reaches the customer. Due to the uncertainty of demand of the
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once it arrives there due to insufficient capacity when the
vehicle implements the planned route. In this paper, it is
assumed in such situations that the vehicle returns to the depot,
loads the commodity up to its capacity, returns to the customer
where it had a ‘‘failure’’ and continues service along the rest of
the planned route. Accordingly, there arises additional distance
due to route failure.
So, we must consider the additional distance that the
vehicle makes due to ‘‘failure’’ arising at some customers
along the route when evaluating the planned route. Parameter
Cr∗ which is subjectively determined has an extremely great
impact on both the total length of the planned routes and on
the additional distance covered by vehicles due to ‘‘failures’’
at some customers. As already mentioned, lower values of
parameter Cr∗ express the dispatcher’s desire to use vehicle
capacity the best he can. These values result in shorter planned
distances. But lower values of parameter Cr∗ increase the
number of situations in which vehicles arrive at a customer
and are unable to service them; thereby, increasing the
total distance they cover due to ‘‘failure’’. We use stochastic
simulation to evaluate the additional distance due to route
failure in the following section. On the other hand, higher
values of parameter Cr∗ are characterized by less utilization of
vehicle capacity along the planned routes and less additional
distance to cover due to failures. The problem logically arises of
determining the value of parameter Cr∗ which will result in the
least total sum of planned route lengths and additional distance
covered by vehicles due to failure [28].
In the following, we present an integer programming
formulation for the location-routing problem with fuzzy
demands (LRPFD). In this model, based on the model proposed
by Prins et al. [16], the assumption of single-sourcing holds
true. In other words, it is assumed that the customers
acquire their needed demand from a single supplier. LRPFD
imposes constraints on vehicle capacity. The following decision
variables are used to represent themathematical programming
formulation:
Zi =

1 if we open a depot at candidate site I
0 if not
Yij =
1 if demand at customer j is served
by the depot at candidate site i
0 if not
Xijk =

1 if vehicle k goes directly from node i to node j
0 if not.
The corresponding chance-constrained problem (CCP), that
is, the mathematical formulation of LRPFD based on credibility
theory, is as follows:
Minimize

i∈I
OiZi +

i∈I

j∈J

k∈K
FiXijk
+

i∈V

j∈V

k∈K
cijXijk (2)
Minimize c ′ (3)
Subject To :
i∈V

k∈K
Xijk = 1 ∀j ∈ J (4)Cr

i∈V

j∈J
djXijk ≤ C

≥ Cr∗ ∀k ∈ K (5)

i∈S

j∈S
Xijk ≤ |S| − 1 ∀S ⊆ J; ∀k ∈ K (6)

j∈V
Xijk −

j∈V
Xjik = 0 ∀j ∈ V ; ∀k ∈ K (7)

i∈I

j∈J
Xijk ≤ 1 ∀k ∈ K (8)

m∈V
Ximk +

h∈V
Xjhk ≤ 1+ Yij ∀i ∈ I; ∀j ∈ J; ∀k ∈ K (9)
Zi ∈ {0, 1} , Yij ∈ {0, 1} ,
Xijk ∈ {0, 1} ∀i ∈ V ; ∀j ∈ V ; ∀k ∈ K .
(10)
The three terms in the objective function (2) represent
the sum of the fixed depot location costs and routing costs,
including the fixed costs of employing vehicles and the travel
costs, respectively. The objective function (3) seeks tominimize
total additional travel distance due to route failures, c ′ can be
obtained by a stochastic simulation algorithm in Section 4.1.
Constraints (4) ensure that each customer belongs to one
and exactly one route, and that each customer has only one
predecessor in the route. Chance constraint (5) assures that
all customers are visited, given a vehicle’s capacity within a
certain confidence level. Constraints (6) are the standard sub-
tour elimination constraints which say that for any subset S
of the set of customers J and for any route k, the number of
arcs belonging to route k that connect the members of S, must
not exceed the cardinality of S minus one. Constraints (7) and
(8) guarantee the continuity of each route, and that each route
terminates at the depot where the route starts. Constraints (9)
ensure that a customer must be allocated to a depot if there
is a route connecting them. Finally, (10) defines the nature of
decision variables.
4. Proposed solution approach
In this paper, we design a hybrid heuristic algorithm
integrating stochastic simulation and a simulated annealing
algorithm to solve the above fuzzy chance constrained program
model. For a given value of dispatcher preference index Cr∗, we
firstly, apply the method of stochastic simulation to simulate
the real value of demands at each customer in order to obtain
the planned distance according to the algorithm in Section 4.1
and the additional distance due to ‘‘route failure’’. Then we
apply a simulated annealing algorithm to obtain the total
expected cost, which is the total sum of planned costs and the
additional cost associated with the additional distance covered
by vehicles. The objective is to minimize the total sum of
planned cost and additional cost. After finding the best objective
for each value of Cr∗, we can obtain the optimal value of
parameter Cr∗whichwill result in the least total sumof planned
cost and additional cost.
4.1. Stochastic simulation algorithm
Because the demand at each customer is a triangular fuzzy
number, we cannot deal with it directly as a deterministic num-
ber by applying other algorithms that solve the deterministic
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tomer when the vehicle reaches it can be considered as a deter-
ministic number by simulation. For each feasible planned route,
which the solution of the above model stands for, we obtain
an approximate estimate about additional distances (c ′) due to
route failures by a stochastic simulation algorithm.We summa-
rize the stochastic simulation in Figure 3.
4.2. The SA procedure
Simulated annealing (SA) is a stochastic gradient method for
the global optimization problem. It is a local search procedure
that is capable of exploring the solution space stochastically and
effectively trying to escape from being trapped in local optima.
To escape local optima, SA accepts worse solutions during its
search with a probability which is monotonically decreasing by
temperature [29].
SA was introduced by Metropolis et al. [30] and popularized
by Kirkpatrick et al. [31]. There aremany studies reported in the
literature in which SA has been successfully applied to a wide
variety of sophisticated combinatorial optimization problems,
as well as various real-world problems.
4.2.1. Solution representation
In this paper we use the solution representation schemed
developed by Yu et al. [32]. A solution is represented by a
string of numbers consisting of a permutation of n customers
denoted by set {1, 2, . . . , n},m potential depots denoted by set
{n+ 1, n+ 2, . . . , n+m}, and Ndummy zeros which are used to
separate routes, in addition to the vehicle capacity constraints.
The ith number in {1, 2, . . . , n} denotes the ith customer to be
serviced. The first number in a solution is always in {n+ 1, n+
2, . . . , n + m} indicating the first depot under consideration.
Parameter Ndummy is calculated as

j(dj/C)

, where dj is the
meandemandof customer j, C is the capacity of the vehicle, and⌈.⌉ denotes the smallest integer which is larger than or equal to
the enclosed number.
The solution representation is further explained as follows.
Each depot services customers between the depot and the next
depot in the solution representation. The first route of this depot
starts by servicing the first customer after the depot. Other
customers for this depot are added to the current route one at a
time. If the credibility of having enough capacity for serving the
next customer falls below the dispatcher preference index, the
current route is terminated. If the next number in the solution
representation is a dummy zero, the current route will also be
terminated. A new route will be started to service remaining
customers assigned to this depot. It can be verified that this
solution representation always gives a LRP solution without
violating the capacity constraint of the vehicle. Figure 4 depicts
a possible coding for the solution to the LRP instance, as shown
in Figure 1.
4.2.2. Initial solution generation
The initial solution is important for the performance of a
meta-heuristic. Indeed, the quality of the final solution obtained
by the metaheuristic algorithms relies heavily on the quality of
the initial solution. In this study we have devised a two stage
algorithm to generate relatively high quality initial solutions.
In the first stage the open depots are located and customers
are allocated to them (location–allocation), while in the second
stage the delivery routes are established using the Clarke
and Wright savings algorithm [33], which is one of the best
known heuristics for a vehicle routing problem in the literature
(see [34] for detailed description of Clarke andWright’s savings
algorithm). Steps of the proposed algorithm for generating the
initial solution are shown in Figure 5.
The current solution is converted into the solution represen-
tation shown in Figure 4 as follows. The first selected open de-
pot is placed in the first position of the solution representation
string followed by customers on the first route of this depot,
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customers on the second route of this depot, and so forth. Cus-
tomers are added to the solution representation according to
their order of appearance on the route. When all customers as-
signed to the first open depot are included in the solution rep-
resentation string, the second selected open depot is added to
the solution representation string. Continue in this fashion until
all open depots and customers are included in the solution rep-
resentation string. Then closed depots are appended to the so-
lution representation string. Finally, Ndummy zeros are included
at the end of the solution representation string.
4.2.3. Neighborhood
We use a standard SA procedure with a random neighbor-
hood structure that features various types of move, including
insertion move, swap move, 2-opt move, and 3-opt move to
solve the LRP. These moves are commonly embedded in SA
heuristics, and other meta-heuristics. We define set N(X) to be
the set of solutions neighboring solution X . At each iteration,
the next solution Y is selected from N(X) either by an insertion
move, swapmove, 2-optmove or 3-optmove. Dummy zeros are
treated as customers when performing these moves.
The insertion move is carried out by randomly selecting the
ith number of X and inserting it into the position immediately
before another randomly selected jth number of X .
The swap move is performed by randomly selecting the ith
and the jth numbers of X , and then exchanging the positions of
these two numbers.
The 2-opt move, commonly used in solving VRP related
problems, is modified and applied to improve existing routes.
This is implemented by randomly selecting two customers that
are assigned to the samedepot, and then reversing the substring
in the solution representation between them.
The 3-opt move, also is commonly used in vehicle routing
related problems. This is implemented by randomly selecting
two customers that are assigned to the same depot, and
then shifting the substring backwards along the solution
representation.
Note that because of the special structure of our solution
representation, the results obtained by the last twomoves differ
slightly from those of traditional 2-opt and 3-opt moves.
4.2.4. The overall SA algorithm
In the beginning, the current temperature T is set to be the
same as T0. Then an initial solution X is generated using the
greedy procedure described in Section 4.2, in which the first
number in the solution representation must be a depot. The
current best solution Xbest and the best objective function value
obtained so far are set to be X and F(X), respectively. At each
iteration, the next solution Y is generated fromN(X) and its ob-
jective function value is evaluated. Let∆ denote the difference
between F(X) and F(Y ), that is∆ = F(Y )− F(X). The probabil-
ity of replacing X with Y , given that∆ > 0, is exp(−∆/KT ). This
is accomplished by generating a random number r ∈ [0, 1] andreplacing solution X with Y if r < exp(−∆/KT ). Meanwhile, if
∆ ≤ 0, the probability of replacing X with Y is 1. Xbest records
the best solution found so far as the algorithm progresses. The
current temperature T is decreased after running Ne iterations
since the previous decrease, according to formula T ← αT ,
where 0 < α < 1. The algorithm is terminated when the cur-
rent temperature T is lower than TF . Following the termination
of the SA procedure, the facility locations and vehicle routes can
be derived from Xbest. The proposed SA approach is summarized
in Figure 6.
5. Numerical experiments
In this section we first optimize the parameters of the
proposed SA heuristic using the robust parameter design
procedure presented by Taguchi [35] in Section 5.1 and then,
in Section 5.2 we will give some examples to showmodels that
we have just discussed and how the proposed hybrid heuristic
works.
5.1. Taguchi experimental design
To achieve a more robust algorithm, that does not produce
functional variance according to the influence of the external
factors, we can apply the ‘‘parameter design’’ method devel-
oped by Taguchi [35] to the process of the design of our SA
heuristic. This method places the controllable factors in the in-
ner orthogonal array and the noise factors in the outer orthog-
onal array. The measured values of the quality characteristics
obtained through the experiments then get transformed into a
signal-to-noise (S/N) ratio. After further analysis, we can find
the optimal parameter-level combinations. Taguchi also con-
siders the optimal operator combinations to be those that min-
imize the variances in the quality characteristics resulting from
the S/N ratio, which explainswhy parameter design is called ro-
bust design. In addition to the S/N ratio, used to minimize vari-
ances, the mean of the quality characteristics determines the
adjustment factors employed to move the quality characteris-
tic toward the objective point.
Generally, parameter design procedures can be explained as
follows:
(1) Evaluate the influences of the controllable factors, over the
S/N ratio and mean of response. Perform the appropriate
experimental design over the S/N ratio and mean of the
considered characteristic.
(2) For each factor with a significant impact on the S/N ratio,
select the level that increases the S/N ratio.
(3) Each factor without any significant impact on S/N ratio but
with a significant impact on the mean of responses (y) is
considered an adjustment factor. Select the level at which
its mean of y is closer to the objective point.
(4) Factors that have no significant impact on the S/N ratio
or the mean of y are economical factors; select levels that
decrease the cost of production.
The quality characteristic for this study is expected perfor-
mance, which prefers a ‘‘lower is better’’ principle. Thus, the S/N
ratio can be formulated as follows:
S/N ratio : η = −10 log

1
N
N
i=1
y2i

[db].
In the following subsection, we present the appropriate
Taguchi scheme for optimizing the parameters of the SA
algorithm. Then we apply the Taguchi experimental design.
Finally, we apply the ANOVAmethod to determine the effective
parameters that have significant impact on the robustness of
the algorithm.
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Factors Levels
1 2 3
Cooling coefficient (α) 0.90 0.95 0.98
Boltzman constant (K ) 0.01 0.10 0.30
Initial temperature (T0) 30 50 100
Final temperature (TF ) 1 5 10
Number of iterations (Ne) (n+m+ Ndummy)× 50 (n+m+ Ndummy)× 100 (n+m+ Ndummy)× 2005.1.1. Generation of test data and selection of Taguchi scheme
To verify the performance of the proposed SA heuris-
tic, it is applied to the LRP benchmark provided by Bar-
reto [36]. This benchmark includes the 15 test problem of
which 10 instances do not impose capacity constraints on de-
pots. Lower bounds for these LRP instances are available at
(http://prodhonc.free.fr/Instances/instances_us.htm). The ca-
pacitated LRP considered in Barreto [36] can be solved by the
proposed heuristic with a little adaptation; therefore, one can
apply the adapted heuristic to the benchmark to assess its
performance. The proposed algorithms are coded in MATLAB
R2009b on a PC with an Intel Core 2 Dou CPU (2.0 GHz) and
2 GB memory.
The parameters used for the SA algorithm are as follows:
cooling coefficient (α), Boltzman constant (K ), initial temper-
ature (T0), final temperature (TF ), and number of iterations (Ne)
which have significant impact on robustness. We have deter-
mined three levels for each factor (parameter). Table 1 shows
the determined levels of the SA parameters.
The full factorial design requires 35 = 243 experiments for
SA. This experimental design is not economical in terms ofcost and time, whereas statistical theories do not require
experiments that include all combinations of factors. For that
reason, we use fractional replicated designs. To select the
appropriate orthogonal array, we first calculate the number of
degrees of freedom. For SA, there are two degrees of freedom
for the five factor, each with three levels, and one degree of
freedom for the total mean, that is, the degrees of freedom are
(2×5)+1 = 11. The appropriate array thus must have at least
11 rows. The proper orthogonal array is L27(35), which is shown
in Table 2.
The experiment is conducted based on the L27(35) Taguchi
scheme presented in Table 2. Each trial is experimented on
with two instances of different sizes and ten replications each.
So, we use relative percentage deviation (RPD) as a common
performance measure. The average RPD of each instance is
calculated as follows:
mean(RPD)ij =
meank(objectiveijk)−min
i
min
i
where i, j and k stand for the indices of instance, trial and
replication, respectively andmin i indicates theminimumvalue
N. Ghaffari-Nasab et al. / Scientia Iranica, Transactions E: Industrial Engineering 20 (2013) 919–930 927Table 2: Orthogonal array L27(35).
Trial α K T0 TF Ne
1 1 1 1 1 1
2 1 1 1 1 2
3 1 1 1 1 3
4 1 2 2 2 1
5 1 2 2 2 2
6 1 2 2 2 3
7 1 3 3 3 1
8 1 3 3 3 2
9 1 3 3 3 3
10 2 1 2 3 1
11 2 1 2 3 2
12 2 1 2 3 3
13 2 2 3 1 1
14 2 2 3 1 2
15 2 2 3 1 3
16 2 3 1 2 1
17 2 3 1 2 2
18 2 3 1 2 3
19 3 1 3 2 1
20 3 1 3 2 2
21 3 1 3 2 3
22 3 2 1 3 1
23 3 2 1 3 2
24 3 2 1 3 3
25 3 3 2 1 1
26 3 3 2 1 2
27 3 3 2 1 3
Table 3: S/N ratios for expected performance in SA.
Trial α K T0 TF Ne S/N ratio
1 1 1 1 1 1 −7.2762
2 1 1 1 1 2 −1.1879
3 1 1 1 1 3 −1.9854
4 1 2 2 2 1 −7.3063
5 1 2 2 2 2 −1.8639
6 1 2 2 2 3 −2.9895
7 1 3 3 3 1 −6.2227
8 1 3 3 3 2 7.3508
9 1 3 3 3 3 7.2833
10 2 1 2 3 1 0.0015
11 2 1 2 3 2 1.3590
12 2 1 2 3 3 2.7105
13 2 2 3 1 1 −6.5671
14 2 2 3 1 2 −5.7818
15 2 2 3 1 3 −1.3363
16 2 3 1 2 1 −11.9242
17 2 3 1 2 2 −13.0257
18 2 3 1 2 3 −1.1542
19 3 1 3 2 1 15.7088
20 3 1 3 2 2 4.2009
21 3 1 3 2 3 0.0000
22 3 2 1 3 1 −10.5965
23 3 2 1 3 2 −6.8901
24 3 2 1 3 3 −0.4606
25 3 3 2 1 1 −8.4688
26 3 3 2 1 2 −0.3732
27 3 3 2 1 3 6.8707
of objective function obtained for instance i. Afterwards, the
averaged RPD values are transformed into S/N ratios which are
shown in Table 3. The mean of S/N ratio for each control factor
is depicted in Figure 7.
The analysis of variance (ANOVA), shown in Table 4, pro-
vides a statistical significance test of the factors. We study
ANOVA under a five percent significance level. According to
Table 4, in the SA, some factors, such as the cooling coefficient
(α), Boltzman constant (K ), initial temperature (T0), and num-
ber of iterations (Ne) have significant impacts on robustness.Figure 7: The S/N ratio plot at each level of parameters in SA.
Figure 8: The mean RPD plot at each level of parameters in SA.
Table 4: ANOVA results for S/N ratio within SA.
Factors DF Seq SS Adj SS Adj MS F P
Cooling
coefficient (α)
2 68.29 136.11 68.06 3.79 0.047
Boltzman
constant (K )
2 197.86 279.4 139.7 7.78 0.005
Initial
temperature (T0)
2 321.9 370.32 185.16 10.31 0.002
Final
temperature (TF )
2 27.31 35.54 17.77 0.99 0.395
Number of
iterations (Ne)
2 233.44 233.44 116.72 6.5 0.009
Error 15 269.4 269.4 17.96
Total 25 1118.2
Table 5: ANOVA results for RPD values within SA.
Factors DF Seq SS Adj SS Adj MS F P
Cooling
coefficient (α)
2 0.7129 1.3435 0.6717 1.83 0.194
Boltzman
constant (K )
2 2.7463 3.9863 1.9931 5.44 0.017
Initial
temperature (T0)
2 9.4648 10.1417 5.0709 13.83 0.000
Final
temperature (TF )
2 0.6634 0.329 0.1645 0.45 0.647
Number of
iterations (Ne)
2 6.8657 6.8657 3.4329 9.36 0.002
Error 15 5.4992 5.4992 0.3666
Total 25 25.9523
The analysis is carried out once again, but this time for
mean of response variable (RPD). The results for each level are
presented in Figure 8. For testing the statistical significance of
factors on the RPD values (again at 5% level of significance), the
ANOVA is carried out as shown in Table 5. This analysis supports
our decision on the control factors.
According to Table 5, the factors such as the cooling
coefficient (α), Boltzman constant (K ), initial temperature (T0),
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A K T0 TF Ne
0.98 0.1 50 1 (n+m+Ndummy)×100
and number of iterations (Ne) have significant impacts onmean
RPD. So, it can be concluded that, the final temperature (TF ) has
no significant impact on either the algorithm’s robustness or on
the mean RPD. So, the value of this factor is selected according
to economical concerns.
According to the above discussion and considering Figures 7
and 8 and Tables 4 and 5, the optimal level of each factor is
determined and presented in Table 6.
The results of applying SA heuristic to the 10 instances from
Barreto [36] are presented in Table 7. To show the efficiency of
the proposed SA,we have also presented the results obtained by
three other solution procedures in the literature (GRASP [13],
MA|PM [15], and LRGT [16]) on the same instances. From this
table, it can be seen that the solutions found by the SA heuristic
are optimal for five instances, and that, for the whole set of test
problems, the average gap is less than 2.3%. This shows that the
proposed SA heuristic outperforms the other three heuristics
in terms of solution quality which is an indication of the high
efficiency of the proposed solution procedure. Also the time
required to solve these problems is quite small (in a matter
of seconds), which is quite a short time for solving a strategic
problem like LRP.
To show solution quality improvement attained by the SA
after the initial solution is generated, we have calculated the
objective function of the initial solution and compared it with
that of the final solution after improvement using SA. The
results are shown in Table 8.
As shown in Table 8, SA improves the quality of the initial
solution about 20% on average. This is an evidence of the
relatively high quality of the solutions obtained by the proposed
initial solution generation scheme.
5.2. Applying the hybrid SA based heuristic to LRPFD benchmark
Now, we will give some examples to show models that we
have just discussed and how the proposed hybrid heuristic
works. Two types of experimental condition are created based
on the size of the problem (customers’ number (n) and depots’
number (m)). We took all the parameters of the problems the
same as (http://prodhonc.free.fr/Instances/instances_us.htm)Table 8: Quality improvement attained by the SA after the initial solution
is generated.
No. Instance’s name in
Barreto [36]
Total cost
Initial
solution
Final
solution
%
Improvement
1 Gaskell67-22× 5 726.5 585.1 24.2
2 Gaskell67-29× 5 699.2 512.1 36.5
3 Gaskell67-32× 5 642.1 565.1 13.6
4 Gaskell67-32× 5 577.4 505.3 14.3
5 Gaskell67-36× 5 580.4 460.4 26.1
6 Christofides69-50× 5 653.9 578.5 13.0
7 Christofides69-75× 10 972.4 880.9 10.4
8 Christofides69-100× 10 1130 894.2 26.4
9 Perl83-12× 2 204 204 0.0
10 Min92-27× 5 4015.6 3062.0 31.1
Average 19.6
and solved the problem instances ‘‘Gaskell67-32 × 5b’’ with
32 customers and 5 candidate depots and ‘‘111112’’ with 100
customers and 10 candidate depots. We added demands to the
same dataset and generated our test problem. We set the left,
mid, and right entries of the fuzzy demand triplets as 0.75,
1, and 1.25 of their nominal values, respectively. We obtain
the additional distances due to route failure by the stochastic
simulation algorithm in Section 4.1, and obtain the planned
distances and total by the simulated annealing algorithm in
Section 4.2. The sample size in stochastic simulation (M) is
set to be 1000 for each simulated parameter. We obtain the
planned cost, additional cost, and total cost, and illustrate the
effect of the dispatcher preference index Cr∗ on these cost
components. The value of the dispatcher preference index Cr∗
varied within the interval [0,1] by steps of length 0.1. For each
value of Cr∗ the proposed algorithm was run 3 times and the
best computational results of these runs are given in Tables 8
and 9 for the small and large size problems respectively. The
tendencies regarding planned cost, additional cost, and total
cost due to failures at customers whom vehicles were to cover
when dispatcher preference index Cr∗ varies are shown in
Figures 9 and 10, respectively. It is clear from Tables 9 and 10
that as dispatcher preference index Cr∗ increase the planned
cost shows a strictly rising tendency, while the additional cost
shows a strict decrease because of the additional distance the
vehicles had to go due to failures at the customers. When the
dispatcher preference index Cr∗, less than 0.6, the magnitude
of increase in the planned cost is smaller than the magnitude
of the decrease in the additional cost. So, the total cost isTable 7: Solutions obtained by the proposed heuristic and the existing solution procedures for Barreto’s LRP instances.
No. Instance’s name in
Barreto [36]
Lower
bound
GRASP MA|PM LRGTS SA
Total
cost
Gap
(%)
Total
cost
Gap
(%)
Total
cost
Gap
(%)
Total
cost
Gap
(%)
CPU
time (s)
1 Gaskell67-22× 5 585.1 585.1 0 611.8 4.6 587.4 0.4 585.1 0.0 25.7
2 Gaskell67-29× 5 512.1 515.1 0.6 512.1 0 512.1 0 512.1 0.0 29.1
3 Gaskell67-32× 5 562.2 571.9 1.7 571.9 1.7 587.4 4.5 565.1 0.5 43.4
4 Gaskell67-32× 5 504.3 504.3 0 534.7 6.0 504.8 0.1 505.3 0.2 40.6
5 Gaskell67-36× 5 460.4 460.4 0 485.4 5.4 476.5 3.5 460.4 0.0 46.9
6 Christofides69-50× 5 565.6 599.1 5.9 565.6 0 586.4 3.7 578.5 2.3 65.0
7 Christofides69-75× 10 798.7 861.6 7.9 866.1 8.4 863.5 8.1 880.9 10.3 185.6
8 Christofides69-100× 10 818.1 861.6 5.3 850.1 3.9 842.9 3.0 894.2 9.3 218.8
9 Perl83-12× 2 204.0 – – – – – – 204 0.0 10.8
10 Min92-27× 5 3062.0 3062.0 0 3062.0 0 3065.2 0.1 3062.0 0.0 26.4
Average 2.38 3.34 2.60 2.26 69.23
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m = 5.
Cr∗ Planned cost Additional cost Total cost
0.0 442.4 184.8 627.2
0.1 480.9 142.9 623.8
0.2 498.8 38.0 536.8
0.3 498.8 38.0 536.8
0.4 503.5 32.5 536.0
0.5 504.3 21.1 525.4
0.6 508.6 0.3 508.9
0.7 519.5 0.2 519.7
0.8 523.5 0.0 523.5
0.9 544.9 0.0 544.9
1.0 545.2 0.0 545.2
Figure 9: The cost change tendencies with Cr∗ varied when n = 32 andm = 5.
Figure 10: The cost change tendencies with Cr∗ varied when n = 100 and
m = 10.
strictly decreasing as Cr∗ rises from 0 to 0.6. However, when
the dispatcher preference index Cr∗ is greater than 0.6, the
magnitude of increase in the planned cost is larger than the
magnitude of the decrease in the additional cost, so the total
cost is almost strictly increasing as Cr∗ rises from 0.6 to 1.
According to the trends shown in the total cost curves in
Figures 9 and 10, when the dispatcher preference value equals
0.6, the total cost reaches its minimum.
It can be mentioned that the lower values of parameter
Cr∗ express the decision maker’s desire to use vehicle capacity
the best he/she can. As a result, these values correspond to
routes with shorter planned distances. On the other hand,
higher values of dispatcher index Cr∗ decrease the number of
route failures in which vehicles arrive at a customer and are
unable to service it, consequently, decreasing additional cost.
In other words, higher values of parameter Cr∗ represent less
utilization of vehicle capacity along the planned routes and less
additional distance to go due to route failure. Also, lower values
of parameter Cr∗ represent more utilization of vehicle capacity
along the planned routes and more additional distance to go
due to route failure. Therefore, the dispatcher preference index
should be 0.6, approximately, to minimize the total cost.
Concerning the triangular numbers that have already been
used for the demands, they are set in the same way, ranging
from 0.75 times the original demand to 1.25 times the originalTable 10: The average results with different Cr∗ values when n = 100 and
m = 10.
Cr∗ Planned cost Additional cost Total cost
0.0 940.0 1004.0 1944.0
0.1 1400.4 334.8 1735.2
0.2 1423.1 271.2 1694.3
0.3 1430.2 245.1 1675.3
0.4 1454.1 213.6 1667.7
0.5 1498.0 61.2 1559.2
0.6 1545.1 5.2 1550.3
0.7 1573.1 0.0 1573.1
0.8 1595.9 0.0 1595.9
0.9 1618.4 0.0 1618.4
1.0 1646.6 0.0 1646.6
Table 11: The effect of level of fuzziness on the final results of the LRPFD.
Cr∗ Fuzzy numbers with narrow
basis
Fuzzy numbers with
wide basis
Planned
cost
Additional
cost
Total
cost
Planned
cost
Additional
cost
Total
cost
0.0 441.4 103.4 544.8 444.6 232.8 677.4
0.1 478.8 65.1 543.9 485.3 169.0 654.3
0.2 493.5 44.5 538.0 501.5 119.4 620.9
0.3 498.5 30.8 529.3 503.3 94.8 598.1
0.4 503.3 25.8 529.3 503.7 57.9 561.6
0.5 504.3 6.8 511.2 504.3 25.8 530.1
0.6 508.6 0.0 508.6 508.6 4.3 512.9
0.7 508.6 0.0 508.6 519.6 0.3 519.9
0.8 508.6 0.0 508.6 551.5 0.0 551.5
0.9 542.6 0.0 542.6 551.5 0.0 551.5
1.0 542.6 0.0 542.6 566.7 0.0 566.7
demand. As a final experiment, we have analyzed the effect
of ‘‘level of fuzziness’’ of the fuzzy parameters (customer
demands) on the final results of LRPFD. To this end, tests are
conducted using two different levels of fuzziness, one using
fuzzy numbers with a narrow basis (0.9 and 1.1 times the
original demand), and the other using fuzzy numbers with a
wide basis (0.6 and 1.4 times the original demand). The results
obtained from this experiment are shown in Table 11.
Observe from Table 11 that, as the triangular numbers get
sharper, the optimal solution gets closer to the solution of the
deterministic location-routing problem. This is a quite expected
result since an extremely sharp fuzzy number (fuzzy number
with basis of width zero) can be interpreted as a crisp number.
6. Conclusion and future work
This paper considered one of the most important problems
in logistics and supply chain management, namely; the
location-routing problem inwhich the demand of the customer
is assumed to be of a fuzzy nature (LRPFD). Firstly, a chance
constrained programming formulation based on a credibility
measure was proposed to model the problem. Then a hybrid
meta-heuristic algorithm integrating simulated annealing and
stochastic simulation was presented to solve the problem with
the objective of minimizing the total cost (cost of planned
routes and cost of route failure). To better deal with the trade-
off between the planned route cost and route failure cost, a
dispatcher preference index (Cr∗) was used and both costs
were calculated for different values of this index. The ‘‘best’’’
value of parameter Cr∗ which minimizes the total cost of
the system was obtained by the proposed hybrid algorithm.
We used the Taguchi parameter design scheme along with
statistical significance tests to optimize the parameters of
930 N. Ghaffari-Nasab et al. / Scientia Iranica, Transactions E: Industrial Engineering 20 (2013) 919–930the proposed SA algorithm. Finally, the effectiveness of the
proposed hybrid solution procedure was illustrated by some
numerical examples of different sizes. As an interesting line
for future research, interested researchers can use other fuzzy
measures (such as possibility measure, etc.) in modeling the
problem. Since this model, along with the solution procedure
presented in this paper, considers uncertainty (which is an
indispensible part of reality) in the decision making process,
this paper can be used as a valuable guide for logistics
professionals and distribution managers to successfully plan
and manage their supply chains.
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