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Abstract
In this paper a new two-parameter family of simple Lie algebras defined over fields of
characteristic two is described. They are used to construct loop algebras which are central to the
classification of graded Lie algebras with maximal class and characteristic two.
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1. Introduction
As reported by A.I. Kostrikin in his paper [22], the very first algebra which distinguished
modular (i.e., over fields of positive characteristic p) Lie algebra theory from the classical
one was the Witt algebra W(1 : k), where k is a power of p. This algebra is a generalization
due to H. Zassenhaus [31] in the thirties of an analogous structure defined by E. Witt
over the integers. This algebra is graded over the elementary abelian additive group of the
field Fk and, for p > 2, it is simple. When the characteristic is two the algebra W(1 : k)
has exactly one non-trivial ideal, namely its derived subalgebra Zk . The simple object is
called a Zassenhaus algebra. In characteristic two, a Zassenhaus algebra admits a non-
singular outer derivation, which is quite an important feature (see [2]). In the following
years, further generalizations of the above structure led to the construction of other four
families of simple Lie algebras, called algebras of Cartan type (see [29]), namely the
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the contact algebras. A.I. Kostrikin and I.R. Shafarevich during the sixties conjectured
that, apart from the small characteristic case, every finite-dimensional simple Lie algebra
over an algebraically closed field is either classical or of Cartan type. Recently this was
proved true for p > 7 by H. Strade and R.L. Wilson in [30]. For small characteristic, the
corresponding result does not hold: in fact, several families of algebras not included in
the above list have been found, and the classification problem in the small characteristic
case still remains open. In particular, in characteristic two there exist many simple objects
(see for instance [3–5,16,20,23]): Kostrikin has said that the classification of simple Lie
algebras in characteristic two is a very hard problem.
In this paper, we exhibit a new family of simple Lie algebras in characteristic two
depending on two integer parameters, built by means of a “doubling process” starting from
Zassenhaus algebras: we will call them Bi-Zassenhaus algebras and we denote them by
B(g,h). Background on Zassenhaus algebras is given in Section 2, then in Section 3 we
begin giving a construction for Bi-Zassenhaus algebras and proving they are simple. We
also show that the family of Bi-Zassenhaus algebras does not coincide with any known
family of algebras, although occasional coincidences may occur. Then we investigate their
second cohomology groups and central extensions: an important topic in its own, this will
be needed when dealing with the almost finite presentation of the Bi-Zassenhaus loop
algebras, described in [18]. The following Section 4 is dedicated to the construction of
another grading of these simple algebras, which is used to define the algebras over the
prime field. Finally, in Section 5 we show the construction of the Bi-Zassenhaus loop
algebras (Bl , for short) by using a method already employed by A. Caranti, S. Mattarei
and M.F. Newman in [8]. We then discuss some invariants of Bi-Zassenhaus loop algebras
which show that they are different from already known graded Lie algebras of maximal
class; we conclude by describing their 2-cocycles and their central extensions. In particular,
we construct the finitely presented algebra M(g,h) shown in [18] whose quotient over
its second centre is isomorphic to the Bi-Zassenhaus loop algebra Bl (g,h), which is not
finitely presented.
The family of Bi-Zassenhaus loop algebras plays an important role in the classifica-
tion [19] of infinite-dimensional modular N-graded Lie algebras of maximal class. In the
odd characteristic case, every infinite-dimensional modular N-graded Lie algebra of max-
imal class (generated by its first homogeneous component) can be built starting from an
Albert–Frank–Shalev algebra via some suitable constructions, as shown by Caranti and
Newman in [9]. The family of Albert–Frank–Shalev algebras (AFS, for short) was built
by A. Shalev [28] as the positive parts of twisted loop algebras of some finite-dimensional
simple algebras constructed in the fifties by A.A. Albert and M.S. Frank in [1]. It may be
interesting to observe that the some Albert–Frank algebras are isomorphic to Zassenhaus
algebras when the characteristic is two. Bi-Zassenhaus algebras were found in the con-
text of trying to extend the above cited classification result proved in [9] to the case of
characteristic two. Once found, they lead to a similar result in which Bi-Zassenhaus loop
algebras play a fundamental role: every infinite-dimensional modular N-graded Lie alge-
bra of maximal class over a field of characteristic two can be built starting from either an
Albert–Frank–Shalev algebra or a Bi-Zassenhaus loop algebra.
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although results have been proved in full generality and none of them relies on such
computations. Use of mathematical software has been indispensable: the p-Quotient
program [17] of the Australian National University and GAP [14] have provided the
examples for the construction of the algebras involved. It is perhaps worth noting that
the first suggestion of the existence of some loop algebras different from the AFS ones
came from machine computation: the following investigation led to the construction of the
family of simple algebras described here.
2. The Zassenhaus algebras
If k = pr for some prime p, the Fk-vector space
W(1 : k)= 〈eα : α ∈ Fk〉
becomes a Lie algebra by extending by bilinearity the following bracket product among
basis elements:
[eα, eβ ] = (β − α)eα+β . (2.1)
The algebra W(1 : k) can be differently graded by applying the basis transformation
y−1 = e0 +
∑
α∈Fk
eα,
yj =−
∑
α∈Fkα
k−2−j eα for 0 j  k − 3,
yk−2 =−
∑
α∈Fk
eα,
(2.2)
whose inverse is {
e0 = y−1 + yk−2,
eβ =
∑k−2
i=−1 β
i+1yi + yk−2 for β ∈ Fk,
where by Fk we denote the set of non-zero elements of the field.
The following identity is useful when applying the above formulæ:∑
α∈Fk
αz =−δZ/(k−1)Z(z,0) for z > 0, (2.3)
where the map delta is a generalization of the Kronecker map, and for a ring A it is defined
as
δA(x, y)=
{
1, if x = y in A,
0, otherwise;
G. Jurman / Journal of Algebra 271 (2004) 454–481 457when A is not specified, we understand it as Z.
The elements of the new basis
W(1 : k)= 〈yi : −1 i  k − 2〉
multiply as follows
[yi, yj ] = ai,j yi+j ,
where the coefficients ai,j are defined as follows:
ai,j =
(
i + j + 1
j
)
−
(
i + j + 1
i
)
=
(
i + j
i + 1
)
−
(
i + j
j + 1
)
.
Note the harmless ambiguity in the above notation: binomial coefficients are integers, while
the elements ai,j lie in the field Fk .
From the basic properties of binomial coefficients it follows immediately that
ai,i = 0, ai,j = 0 for i + j −2, ai,j =−ai,j and a−1,j = 1 for all j  0.
In order to deal with the behavior of binomial coefficients in prime characteristic, we
recall Lucas’ theorem (see [21,24]): if a =∑ni=0 ai · pi and b =∑ni=0 bi · pi are the p-
adic expansions of the two integers a and b, then we have the congruence
(
a
b
)
≡
n∏
i=0
(
ai
bi
)
(modp).
An immediate consequence of Lucas’ theorem is that
ai,j = 0 for i + j > k − 2,
which shows that the algebra W(1 : k) is a Lie subalgebra of the infinite-dimensional
algebra W(1) with basis {yi : i  −1} and Lie bracket defined as above. Another
remarkable application of Lucas’ theorem is the following:
ai,j =
(
k − 1
j
)
−
(
k − 1
i
)
≡ (−1)j − (−1)i for i + j = k − 2. (2.4)
In this new basis, the algebra W(1 : k) is defined over the prime field and it is graded
over the integers by giving to every basis element yi its index as weight. Moreover, note
that the adjoint map D = ad e0 reads in this basis as the inner derivation
D = ad(y−1 + yk−2),
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yk−3 → yk−4 → · · · → y1 → y0 → y−1 + 2yk−2.
Finally, it is possible to get a grading on the additive cyclic group Z/(k − 1)Z, too, by
viewing the degree modulo k − 1.
When p is an odd prime the algebra W(1 : k) is simple, while in characteristic two
Eqs. (2.1) and (2.4) show that there exists a simple ideal of codimension one, namely
Zk =
〈
eα: α ∈ Fk
〉= 〈yi : −1 i  k − 3〉.
In both cases, we will call Zassenhaus algebra the simple object.
Moreover, when p = 2 the map D becomes an outer derivation for the Zassenhaus
algebra which permutes the basis elements {yi: −1 i  k − 3} cyclically.
As a final observation, note that, when (i, j) = (−1,−1), the coefficient ai,j can be
expressed as a single binomial coefficient:
ai,j =
(
i + j + 1
j
)
−
(
i + j + 1
i
)
≡
(
i + j + 2
j + 1
)
(mod 2).
3. The Bi-Zassenhaus algebras
3.1. Definition and first properties
Let g  2, h 1 be positive integers. Define k = 2g+h and η= 2g − 1. Build the vector
space B(g,h) over Fk of dimension 2k with basis{
e(i,α): (i, α) ∈ F2 × Fk
}
.
Define on the basis elements a bracket operation
[e(0,α), e(0,β)] = (α + β)e(0,α+β),
[e(0,α), e(1,β)] = (α + β)e(1,α+β),
[e(1,α), e(1,β)] =
(
αη + βη)e(0,α+β),
or, in a more compact form,
[e(i,α), e(j,β)] =
(
α1+ij (η−1) + β1+ij (η−1))e(i+j,α+β), (3.1)
and extend it by bilinearity to the whole of the vector space B(g,h). Then the following
proposition holds:
Proposition 3.1. The vector space B(g,h) endowed with the product (3.1) becomes a Lie
algebra over Fk .
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immediately follows, so we have only to show that the Jacobi identity holds. If the three
involved elements have zero first index, then the Lie product coincides with the product in
the Zassenhaus algebra, so the check is superfluous. Moreover, if only one element out of
three has first index one, the identity follows from the fact that the space B(g,h)(1,·) is a
module for the subalgebra B(g,h)(0,·). Hence we are left with only two identities to check:
J1= [e(0,α), e(1,β), e(1,γ )] + [e(1,β), e(1,γ ), e(0,α)] + [e(1,γ ), e(0,α), e(1,β)] = 0,
J2= [e(1,α), e(1,β), e(1,γ )] + [e(1,β), e(1,γ ), e(1,α)] + [e(1,γ ), e(1,α), e(1,β)] = 0,
which are easily verified by explicitly expanding the Lie products
J1= (α + β)[e(1,α+β), e(1,γ )] +
(
βη + γ η)[e(0,β+γ ), e(0,α)]
+ (γ + α)[e(1,γ+α), e(1,β)]
= ((α + β)((α + β)η + γ η)+ (βη + γ η)(β + γ + α)
+ (γ + α)((γ + α)η + βη))e(0,α+β+γ )
= ((α + β)η+1 + αγ η + βγ η + βη+1 + βηγ + βηα + γ ηβ
+ γ η+1 + γ ηα + (γ + α)η+1 + γβη + αβη)e(0,α+β+γ )
= (αη+1 + βη+1 + αγ η + βγ η + βη+1 + βηγ + βηα + γ ηβ
+ γ η+1 + γ ηα + γ η+1 + αη+1 + γβη + αβη)e(0,α+β+γ )
= 0,
J2= (αη + βη)[e(0,α+β), e(1,γ )] + (βη + γ η)[e(0,β+γ ), e(1,α)]
+ (γ η + αη)[e(0,γ+α), e(1,β)]
= ((αη + βη)(α + β + γ )+ (βη + γ η)(β + γ + α)
+ (γ η + αη)(γ + α + β))e(1,α+β+γ )
= 0,
thus giving the conclusion. ✷
As a Lie algebra, B(g,h) contains a copy of W(1 : k) as the subalgebra spanned by
the elements of the basis with zero first index. The algebra B(g,h) has a grading over the
abelian additive group of F2 × Fk obtained by weighting every basis element by its index:
B(g,h)=
⊕
B(g,h)(i,α) =
⊕
Fk · e(i,α).
(i,α)∈F2×Fk (i,α)∈F2×Fk
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B(g,h)= 〈e(i,α): (i, α) ∈ F2 × Fk〉
is a non-trivial ideal of the algebra B(g,h), and thus a Lie algebra on its own: we call it
Bi-Zassenhaus algebra.
Proposition 3.2. Bi-Zassenhaus algebras are simple.
Proof. As a module for the simple Zassenhaus subalgebra Zk with respect to the adjoint
action, B(g,h) is by definition a direct sum of two copies of the adjoint module of Zk .
Since every ideal of B(g,h) is, in particular, a Zk-submodule, it has the form Mσ,τ =
〈σe(0,α)+ τe(1,α): α ∈ Fk〉 for some σ, τ ∈ Fk . Invariance under the action of ad e(1,β), for
β ∈ Fk , implies σ = τ = 0. It follows that the Bi-Zassenhaus algebra B(g,h) is a simple
Lie algebra, of dimension d = 2(k− 1)= 2g+h+1 − 2. ✷
3.2. Derivations
We describe now the derivations of a Bi-Zassenhaus algebra. On every Bi-Zassenhaus
algebra act the two natural outer derivations D = ad e(0,0) and E = ad e(1,0)
e(i,α)D = αe(i,α), e(i,α)E = α1+i(η−1)e(1−i,α),
and two more Ft (t = 0,1) obtained by linear extension of the maps acting on the basis
elements as
e(i,α)Ft = ie(i+t,α),
where i + t is to be taken modulo two. By using induction and Eq. (3.1), the action of the
2-powers of these and of the adjoint maps is the following, for s > 0:
e(i,α)F
2
t = i(i + t)e(i,α),
e(i,α)E
2s = α2s+g−1e(i,α),
e(i,α)D
2s = α2s e(i,α),
e(i,α)(ad e(l,γ ))2
s = (α(α1+l(η−1) + γ 1+l(η−1)))2s−1e(i,α).
This implies that, for s > 0,
F 2t = (1− t)Ft ,
E2
g+h+s =E2s , (3.2)
D =E2h+1,
(ad e(l,γ ))2
s =E2s+(1−l)(h+1) + γ 2s−1(1+l(η−1))E2s+h.
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is a phenomenon occurring only in the modular case, as explained in [2]). Moreover, the
map E is periodic of order d = 2(2g+h − 1) and E2 = D2g . In particular, among all the
2-powers of D and E only g + h+ 1 of them represent distinct derivations (for instance,
the powers E2s for 0  s  g + h). Furthermore, F1 is nilpotent and F0 is unipotent.
It is actually possible to describe the whole algebra Der(B(g,h)) of derivations of a Bi-
Zassenhaus algebra:
Proposition 3.3. The algebra of outer derivation of B(g,h) has dimension g + h+ 3.
Proof. By the results in [29, Chapter 3, Proposition 4.4, Theorem 4.5], the space
Der(B(g,h)) is (F2 × Fk)-graded by
Der
(
B(g,h)
)
(t,ζ )
= {Φ ∈Der(B(g,h)): Φ(B(g,h)(i,α))⊆ B(g,h)(i+t,α+ζ )},
so we can restrict to consider graded derivations. Thus take an homogeneous derivation Φ
of degree (t, ζ ) ∈ F2 × Fk and introduce the map Λ :F2 × Fk → Fk such that Φ(e(i,α))=
Λ(i,α)e(i+t,α+ζ ). In this notation, the Leibniz rule for derivations applied to two basis
elements e(i,α), e(j,β) reads as(
α1+ij (η−1) + β1+ij (η−1)) ·Λ(i + j,α+ β)
+ ((α + ζ )1+j (i+t )(η−1)+ β1+j (i+t )(η−1)) ·Λ(i,α)
+ (α1+i(j+t )(η−1)+ (β + ζ )1+i(j+t )(η−1)) ·Λ(j,β)= 0. (3.3)
When ζ = 0, Eq. (3.3) in the four cases {i = 1, j = 0, β = α}, {i = j = 0, β = α + ζ },
{i = 1, j = 0, α = β = ζ } and {i = j = 0} gives the relations
Λ(1, α)=
{
Λ(0, α), when t = 0,
αη+ζη
α+ζ Λ(0, α), when t = 1,
Λ(0, ζ )=Λ(1, ζ )= 0,
Λ(0, α+ β)= α + β + ζ
α+ β
(
Λ(t,ζ )(0, α)+Λ(0, β)
)
.
Since Λ(0, ·) is a function from the finite field Fk to itself, it can be represented as a
polynomial in Fk[x] of degree at most k− 1. Then the above conditions imply that Λ(i,α)
is a multiple of α1+it (η−1) + ζ 1+it (η−1). This means that, for ζ = 0,
Der
(
B(g,h)
)
(t,ζ )
= 〈ad e(t,ζ )〉.
When (t, ζ )= (0,0), the relation (3.3) gives
Λ(i + j,α+ β)=Λ(i,α)+Λ(j,β).
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Theorem 9.4.4 in [26], every Fs -linear operator over Fsn can be uniquely represented as a
polynomial
∑n−1
l=0 alxs
l
over Fsn : thus Λ(0, α) is a Fk-linear combination of elements of
the set {α2l }g+h−1l=0 . Meanwhile, the above cited constant part can be expressed as a multiple
of the derivation F0. Summarizing this, we can write
Der
(
B(g,h)
)
(0,0) =
〈
D2
l
: 0 l  g + h− 1〉⊕ 〈F0〉.
Finally, for (t, ζ ) = (1,0), Eq. (3.3) again gives linearity for Λ(0, ·), with the additional
condition
αη + βη
α + β Λ(0, α + β)=Λ(1, α)+Λ(1, β),
which restricts the possible choices of the mapsΛ(i,α) to multiples of α1+i(η−1) or i . Thus
Der
(
B(g,h)
)
(1,0) = 〈E〉 ⊕ 〈F1〉.
So, the Lie algebra of derivations of a Bi-Zassenhaus algebra has dimension 2g+h+1 + g+
h+ 1 and it is
Der
(
B(g,h)
)= 〈E2s , Ft : s = 0 . . .g+ h, t = 0,1〉⊕ ad B(g,h). ✷
The Lie products among the basis elements of Der(B(g,h)) which are not immediate
can be obtained by Eqs. (3.2). They are summarized in the following table, for s > 0:
[E,F0]=E, [F0, ad e(l,γ )]= l ad e(l,γ ),
[E,F1]=D =E2h+1, [E, ad e(l,γ )]= γ 1+l(η−1) ad e(1−l,γ ),[
E2
s
, F0
]= 0, [E2s , ad e(l,γ )]= γ 2s+g−1 ad e(l,γ ),[
E2
s
, F1
]= 0, [F1, ad e(l,γ )]= l ad e(1−l,γ ),
[F0,F1]= F1.
Then Der(B(g,h))(1) = Der(B(g,h))r = 〈E,D,F1〉 ⊕ ad B(g,h) for r  1, while
Der(B(g,h))(2) = 〈D〉 ⊕ ad B(g,h) and Der(B(g,h))(s) = ad B(g,h) for s  3.
3.3. The isomorphism problem
Now we take a look at the isomorphism problem for the Bi-Zassenhaus algebras,
following the method already employed in [5]. For any Lie algebra L, defineMn(L) as
the Fk-vector space generated by
∑n
i=0(adL)2
i
. Due to the characteristic, a spanning set
forMn(B(g,h)) is given by all the maps (ad e(l,γ ))2i for i between zero and n, whose
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Card{i ∈ {1,2}: xi > n} and ξn(L)= dimMn(L)− dimMn−1(L), we have that
ξn
(
B(g,h)
)= {3 for n= 1,
fn−1(g − 1, h) for n > 1.
By using this result, it is possible to analyze possible isomorphisms in the Bi-Zassenhaus
family or with the four families of known algebras which can assume the same dimension,
namely the special Cartan type S, Brown’s G2, Kaplansky’s G and the non-alternating
Hamiltonian P.
• Bi-Zassenhaus algebras B. Since ξn(B(a + 1, b))= ξn(B(b + 1, a)), two Bi-Zassen-
haus algebras of parameters (g1, h1), (g2, h2) are not isomorphic if g1 + h1 = g2 + h2
or h1 = g2 − 1 or h2 = g1 − 1. It is an open problem whether or not B(a + 1, b)
B(b+ 1, a).
• Special algebras S (see [29, Chapter 4]). dim S(3 : (m1,m2,m3),ωj )= 2m1+m2+m3+1
− 2, for mi > 0 and j = 0,2. In [2] it is proved that, in any characteristic, the algebra
S(3 : (m1,m2,m3),ωj ) (j = 0,2) has codimension m1 + m2 + m3 − 3 in its p-
closure. Equations (3.2) show that for Bi-Zassenhaus algebras such codimension is
g+ h=m1 +m2 +m3 (the outer derivations not lying in the p-closure are E, F0, F1)
thus no isomorphism is possible between these two families.
• Brown’s algebras G2 (see [5]). dim G2(2 : (m1,m2)) = 2m1+m2+2 − 2, for m1 
m2 > 0.
ξn
(
G2
(
2 : (m1,m2)
))= {2+ f1(m1,m2) for n= 1,
fn(m1,m2) for n > 1.
Now we discuss the possibility that ξn(B(g,h))= ξn(G2(2 : (m1,m2))); by symmetry,
we can suppose h + 1  g  2. To obtain the same dimension and to satisfy the
above identity for n = 1, we have (m1,m2) = (g + h − 2,1) with g + h  4. If
g+h= 4, then ξ2(G2(2 : (2,1)))= 0 = 1= ξ2(B(2,2)), so we can suppose g+h 5.
Moreover, if g  3, then ξ2(B(g,h)) = 2 > 1  ξ2(G2(2 : (g + h − 2,1))). Thus
we must choose g = 2, but then ξh(B(2, h)) = 1 = 0 = ξ2(G2(2 : (h,1))). Then Bi-
Zassenhaus algebras and G2 algebras are never isomorphic.
• Kaplansky’s algebras G (see [20]) and non-alternating Hamiltonian algebras P
(see [23]). dim G(n) = dim P(n,1) = 2n − 2 and G(n)  P(n,1) for every n  4
[23, Theorem 5.12]. Brown proved in [5] that ξ1(G(n)) = n − 1, so there is no
Bi-Zassenhaus algebra isomorphic to a Kaplansky’s or non-alternating Hamiltonian
algebra for n > 4. Similarly, the outer derivation algebra of the non-alternating
Hamiltonian algebras P(n,1) has dimension n+1= g+h+2 for n > 4 and dimension
6 for n = 4: this rules out any isomorphism between P(n,1) and the Bi-Zassenhaus
algebra of the same dimension as long as n > 4, but not for n= 4. In this latter case,
the Lie algebras of outer derivations of P(4,1) and B(2,1) are isomorphic, and those
which belong to the p-closures of the simple algebras match, so the following problem
remains unsettled: is (P(4,1))G(4) B(2,1)?
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By a classical result of Zassenhaus (see [29, Chapter 1, Theorem 7.9]), the existence of
an outer derivation implies that the Killing form of the algebra is degenerate.
However, every Bi-Zassenhaus algebra B(g,h) possesses an associative form, whose
definition on the basis elements reads as follows:
λ(e(i,α), e(j,β))= (i + j)α−1δFk (α,β). (3.4)
Its construction comes straightforwardly by using associativity and symmetry reasons due
to the existence of a grading in which the components (·,0) vanish. Its non-degeneracy
and uniqueness are guaranteed by the simplicity of B(g,h). In fact, the existence of
an associative form is equivalent to the existence of a module homomorphism between
the adjoint and the coadjoint module; when the algebra is simple the two modules are
irreducible, so the Schur Lemma applies. Note that, in characteristic two, the Zassenhaus
algebra Zk admits a unique associative form too, given by λ(eα, eβ)= α−1δFk (α,β). Also
note that the restriction of λ to the Zassenhaus subalgebra Zk must be a multiple of λ: in
fact, it is the zero multiple.
For a given non-singular associative form µ on a finitely dimensional Lie algebra L,
the space SkDerµ(L) of the outer skew derivations is defined as the subspace of Der(L)
consisting of the derivations ∆ which satisfy µ(a∆,b)+µ(a, b∆)= 0 and µ(a∆,a)= 0
for all a, b ∈L (note that the latter equality follows from the former when the characteristic
is not two). By using Eqs. (3.4) and linearity, a check of the stated conditions on the basis
elements shows that
SkDerλ
(
B(g,h)
)= 〈E2c : 1 c g+ h〉= 〈D2c : 0 c g+ h− 1〉.
Note that E itself is not a skew derivation for the associative form λ. However, according to
[13, Lemma 1.1], in the odd characteristic case the skew derivations of a simple Lie algebra
L with a non-degenerate associative form span a subspace of Der(L) of codimension at
most one. The same argument carries over to characteristic two if one relaxes the condition
of being skew to the sole condition µ(a∆,b) + µ(a, b∆) = 0, thus dropping equation
µ(a∆,a)= 0. The key step is considering (following the notation of Farnsteiner) the linear
map
Γ : Der(L)→ End(L),
∆ →∆+∆
where ∆ is defined by the property µ(x, y∆)= µ(y, x∆): the derivations satisfying the
above condition lie in ker(Γ ). This is the case for E and F1, while F0 + F0 is the identity
map.
By a standard result (see [27]), there is an isomorphism Φ between the quotient space
SkDerµ(L)/ adL of the skew derivations modulo the inner derivations and the second
cohomology group H2(L,F), induced by the isomorphism
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(
L,L
)⊇ SkDerµ(L)→ Z2(L,F),
adL → B2(L,F).
The image of a derivation ∆ under this map is the 2-cocycle defined by Φ(∆)(a, b) =
µ(a∆,b) for every a, b ∈ L. In the case of the Bi-Zassenhaus algebra, by such
isomorphism we obtain g + h independent 2-cocycles φc, for 0  c  g + h− 1, whose
action on the basis elements is the following:
φc(e(i,α), e(j,β))=Φ
(
D2
c)
(e(i,α), e(j,β))
= λ(e(i,α)D2c , e(j,β))
= (i + j)α2c−1δFk (α,β).
The introduction of g+ h central elements, denoted by ζc for 0 c g+ h− 1, as a basis
for the vector space
W =
g+h−1∑
c=0
Fkζc,
allows us to construct the central extension
B̂(g,h)= B(g,h)⊕W,
where the Lie operation ❏·, ·❑ is defined as follows:
❏a, b❑= [a, b] +
g+h−1∑
c=0
φc(a, b)ζc.
The sequence
0→W → B̂(g,h)→ B(g,h)→ 0
is the universal covering of the Bi-Zassenhaus algebra (see [15]).
Since the derivations E and F1 satisfy only the first identity for being skew, the two
symmetric maps
φE(e(i,α), e(j,β))=Φ(E)(e(i,α), e(j,β))= (1+ i + j)αi(η−1)δFk (α,β)
and
φF1(e(i,α), e(j,β))=Φ(F1)(e(i,α), e(j,β))= ijα−1δFk (α,β),
extended by bilinearity, satisfy the 2-cocycle identity, but not the further condition
φ(a, a)= 0 for every a ∈ B(g,h): we call them non-alternating cocycles.
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extends to a cocycle of H ⊕ 〈∆〉 if and only if, for a, b ∈ H , the map φ(a∆,b) +
φ(a, b∆) is a coboundary, that is, a function of [a, b] only. In that case, an extension
is uniquely determined by the formula φ([a, b],∆) = φ(a∆,b) + φ(a, b∆) (see, for
example, [32, Lemma 3.1]). Now, since every cocycle φc satisfies
φc
([e(i,α), e(j,β)],E)= φc(e(i,α)E, e(j,β))+ φc(e(i,α), e(j,β)E)
= (1+ i + j)α2c−1(α1+i(η−1) + α1+j (η−1))δFk (α,β)
= 0,
and thus it is the zero coboundary, we obtain that the cocycles φc of H extend to cocycles
of the larger algebra B(g,h)⊕ 〈E〉 satisfying φc(a,E)= 0 for all 0 c  g + h− 1 and
a ∈ B(g,h). Furthermore, since
φE(e(i,α)E, e(j,β))+ φE(e(i,α), e(j,β)E)= 0,
φF1(e(i,α)E, e(j,β))+ φF1(e(i,α), e(j,β)E)= (i + j)αη−1δFk (α,β),
then φE also extends to a non-alternating cocycle of B(g,h)⊕〈E〉 by setting φE(a,E)= 0
for all a ∈ B(g,h), while φF1 does not, because [E,F1] =D. If we now define the central
extension
̂B(g,h)⊕ 〈E〉 = B(g,h)⊕ 〈E〉 ⊕ V,
where V =∑g+h−1c=0 Fkζc with Lie operation defined as
❏a, b❑= [a, b] +
g+h−1∑
c=0
φc(a, b)ζc,
❏a,E❑= [a,E] +
g+h−1∑
c=0
φc(a,E)ζc,
we can extend the cocycles φc to cocycles of the central extension: by using the first
cocycle identity, one obtains φc(B(g,h),V ) = φc(〈E〉,V ) = φc(V,V ) for every c. The
same applies to the non-alternating cocycle φE . Furthermore, the cocycle identity allows
to define φF1(❏a, b❑,E) so that even φF1 can be extended to a non-alternating cocycle of
the central extension. By expanding the involved identity, we get the following equations
φF1(e(i,α),E)= 0,
g+h−1∑
α2
c−1 · φF1(ζc,E)= αη−1,c=0
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a linear system whose associated matrix has maximal rank g + h and thus the system has
an unique solution. An explicit expression for φF1(ζc,E) will be shown in the next section
when introducing a different presentation for the Bi-Zassenhaus algebra.
Finally, we can prove the following
Proposition 3.4. The algebra B̂(g,h)⊕ 〈Ê〉 cannot have any non-zero associative form.
Proof. Suppose in fact that the form λ admits an extension to an associative form λˆ of
B̂(g,h)⊕ 〈Ê〉. It is a general fact that
λˆ(W,W)= λˆ(B(g,h),W) = 0,
i.e., λ does extend uniquely to a degenerate associative form of its universal cover
B̂(g,h) = B(g,h) ⊕ W and it has W as its radical. The above equations φc(a,E) = 0
imply λˆ(B(g,h), Ê)= 0. Finally, the equations
λˆ
(❏e(1,α), e(0,α)❑, Ê )= λˆ(e(1,α),e(0,α), Ê ),
when α runs over Fk , give the homogeneous linear system
g+h−1∑
c=0
α2
c−1 · λˆ(ζc, Ê )= 0,
whose associated matrix has again maximal rank g + h, so its only solution is the trivial
one, which implies λˆ(W, Ê )= 0. This shows that Ê should belong to the radical Rad(λˆ):
since the radical is an ideal, it has to be the whole algebra, giving a contradiction. ✷
4. A different grading
We describe now a grading which allows Bi-Zassenhaus algebra to be defined over the
prime field.
Define a new basis {
y(t,j): (t, j) ∈ F2 × {−1,0, . . . , k − 2}
}
for B(g,h), where the y(a,j) are related to the e(a,α) by the formulæ (2.2), for a = 0,1. By
using the identity (2.3), it can be shown that the Lie product in the new basis is
[y(s,i), y(t,j)] = b(s,i),(t,j)y(s+t,i+j+st (1−η)).
The coefficients b(s,i),(t,j) read now as(
i + j + st (2− η))+(i + j + st (2− η)),
i + 1 j + 1
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considered zero.
In this presentation, the algebra B(g,h) is defined over F2 and it is graded over the
group Z/2Z×Z by giving degree (s, i + s(1− η)/2) to the basis element y(s,i).
Note that the operation defined above is the compact form of the following expanded
product, where bi,j = b(1,i),(1,j):
[y(0,i), y(0,j)] = ai,j y(0,i+j),
[y(1,i), y(0,j)] = ai,j y(1,i+j),
[y(1,i), y(1,j)] = bi,j y(0,i+j+1−η).
The coefficients are obviously symmetric in (s, i), (t, j).
When i+ j = k− 2, from Eq. (2.4) we already know that ai,j = 0; when i+ j + 1− η,
we have that
bi,k−2 =
(
i + k − η
i + 1
)
+
(
i + k − η
k − 1
)
= δ(i, η− 1)+ δ(i, η− 1)≡ 0 (mod 2),
thus the coefficient b(s,i),(t,j) is always zero when i + j + st (1 − η) = k − 2. Then the
elements y(s,i) with −1  i  k − 3 span a subalgebra, hence the Bi-Zassenhaus algebra
B(g,h).
The outer derivations D = ad(y(0,−1)+ y(0,k−2)) and E = ad(y(1,−1)+ y(1,k−2)) are not
graded with respect to this grading, but they become so if one regards it as a grading over
Z/2Z× Z/(k − 1)Z by choosing as representatives the elements {n: −1 n k − 3}. In
this new grading, we have
B(g,h)= 〈y(s,[i]): (s, [i]) ∈ F2 ×Z/(k − 1)Z〉,
where the basis elements have the same degree as in the previous case, apart from the
fact that the second component is viewed modulo k − 1. Note that Z/2Z× Z/(k − 1)Z is
cyclic, generated by the degree (1,−1) of E, for example. The action of the map E is the
following:
y(0,[i])E = ai,−1y(1,[i−1])+ ai,k−2y(1,[i+k−2]) = (ai,−1 + ai,k−2)y(1,[i−1]),
y(1,[i])E = bi,−1y(1,[i−η]) + bi,k−2y(0,[i−η+k−1]) = (bi,−1 + bi,k−2)y(0,[i−η]).
The derivation E is non-singular on B(g,h), thus the above sums ai,−1 + ai,k−2 and
bi,−1 + bi,k−2 must be always non-zero; since they belong to F2, they must all be equal 1.
Then we can write
y(s,[i])E = y(1−s,[i−1+s(1−η)]).
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notation as
y(s,[i])E = y(1−s,[i])D1+s(η−1).
The map E permutes the basis elements cyclically as follows:
y(1,[−1]) → y(0,[−1−η]) → y(1,[−2−η]) → y(0,[−2−2η]) → · · ·
→ y(1,[η]) → y(0,[0]) → y(1,[−1]).
Moreover, the derivations Ft now act as y(s,[i])Ft = sy(s+t,[i]).
By translating the expression (3.4) for the non-degenerate associative form in terms of
the new basis by means of the transformations (2.2) and the property (2.3), we can see that
λ now is defined over the prime field and it reads as
λ(y(s,[i]), y(t,[j ]))= (s + t)δZ/(k−1)Z
(
2k− 5− ([i] + [j ]),0)
= (s + t)δ([i] + [j ], k− 4).
Similarly, the new expression for the cocycles is the following:
φc(y(s,[i]), y(t,[j ]))= (s + t)δZ/(k−1)Z
([i] + [j ],2c − 3)
= (s + t)(δ([i] + [j ],2g+h+ 2c − 4)+ δ([i] + [j ],2c − 3)).
Since there is a natural correspondence between the one-dimensional spaces spanned by φc
and the central elements ζc and λ is graded, we can assign to the cocycles φc the degree of
their corresponding central elements. Although in this way the cocycles are not graded with
respect to the Z/2Z×Z grading, they become so when a suitable coboundary is added. In
fact, a[i],[j ] = 1 when [i] + [j ] = 2c − 3 for 1 c  g + h, while it is zero for c = 0 and
when [i] + [j ] = 2g+h + 2c − 4 for c > 1. Then the map gc(y(r,[l]))= rδ([l],2c − 3) is a
coboundary for 1 c g+h, and hence we can take as representatives of H2(B(g,h),F2)
the following (graded) 2-cocycles, which we denote as ψc:
ψc(y(s,[i]), y(t,[j ]))= (s + t)δ
([i] + [j ], rc),
where
rc =
{−2 for c= 0,
2g+h + 2c − 4 for 1 c g + h− 1.
So we can define on the extension B̂(g,h) the product
❏y(s,[i]), y(t,[j ])❑= [y(s,[i]), y(t,[j ])] +
g+h−1∑
ψc(y(s,[i]), y(t,[j ])) · ζc.
c=0
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by a coboundary and it reads as follows:
ψc(e(i,α), e(j,β))= (i + j)
(
α2
c−1δFk (α,β)+ (α+ β)2
c−1).
Their extensions to the derivation E then become
ψc(e(i,α),E)= (1+ i)α2c−1,
while as cocycles of the central extension they remain unchanged. This yields
ψc(y(s,[i]),E)= (1+ s)δ
([i],2c − 2) for 0 c g + h− 1.
The map φE =ψE acts on the pair y(s,[i]), y(t,[j ]) as
ψE(y(s,[i]), y(t,[j ]))
= (1+ s)(1+ t)(δ([i] + [j ],−2)+ δ([i] + [j ],2g+h− 3))
+ st(δ([i] + [j ], η− 3)+ δ([i] + [j ],2g+h+ η− 4)),
whereas the derivation F1 acts now as y(s,[i])F1 = sy(1−s,[i]), so that the map φF1 =ψF1 in
the new presentation has the following expression:
ψF1(y(s,[i]), y(t,[j ]))= stδ
([i] + [j ],2g+h− 4).
Note that the non-alternating cocycle φF1 = ψF1 is graded with respect to the Z/2Z× Z
grading, while φE = ψE is only graded with respect to the Z/2Z× Z/(k − 1)Z grading.
Their extensions to the derivation E and to the central extension of the Bi-Zassenhaus
algebra remain unchanged from the previous presentation; the only non-zero equations are
those concerning φF1 =ψF1 , which now has an easier explicit expression. In fact, since
ψF1(y(s,[i])E, y(t,[j ]))+ψF1(y(s,[i]), y(t,[j ])E)= (s + t)δ
([i + j − 1], k− 4),
the second cocycle identity reads now as
g+h−1∑
c=0
ψc(y(s,[i]), y(t,[j ]))ψF1(ζc,E)= (s + t)δ
([i + j − 1], k− 4),
which, because of the values of rc, as an equation in the unknown ψF1(·,E) has the
following as the unique solution:
ψF1(y(s,[i]),E)= 0, ψF1(ζc,E)= δ(c,0).
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map
µ :Z/dZ→ F2 ×Z/(k − 1)Z
by setting µ(m) as the unique y(s,[i]) of degree (m,−m).
Explicitly, the above map reads as follows, where the bar denotes the remainder modulo
two:
µ : {1,2, . . . ,2k − 2}→ F2 × Z/(k − 1)Z,
m → (m, [2g−1(m−m)−m]).
The map µ is bijective, its inverse being the map
µ−1
(
s, [i])= 2v− s,
where
v = 2h(sη− [i]) (mod k − 1).
Thus the Bi-Zassenhaus algebra is spanned by the elements
um = yµ(m), 1m 2k− 2.
The Lie operation now reads as
[um,un] = bµ(m),µ(n)um+n
and the outer derivation E acts on the basis elements as
umE = um+1,
where the indices are to be taken modulo the dimension d = 2k − 2 of the algebra. It
follow that B(g,h)iE = B(g,h)i+1 cyclically. Moreover, the derivation F1 acts now as
umF1 = mum+2h+1−1, where again the indices are to be taken modulo d (and the bars
denoting remainder modulo two are not indicated). In the basis {um}, the associative form
reads as
λ(um,un)= (m+ n)
(
δ
(
m+ n,2h+2 + 1)+ δ(m+ n,2g+h+1 + 2h+2 − 1))
= δZ/dZ
(
m+ n,2h+2 + 1).
The cocycles become
ψc(um,un)= δZ/dZ(m+ n, rc),
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rc =
2
h+1 + 1 for c= 0,
2g+h+1 + 2h+2 − 2c+h+1 − 1 for 1 c g − 1,
2h+2 − 2c−g+1 + 1 for g  c g + h− 1.
Note that bµ(m),µ(n)ψc(um,un) is a coboundary, thus
(1− bµ(m),µ(n))δZ/dZ(m+ n, rc) (4.1)
is a different representative of the same class in H2(B(g,h),F). From now on, the map
ψc(um,un) will denote this new representative.
In this new shape, the extension of the cocycles to the derivation E reads
ψc(um,E)= δ(m, rc − 1) for 0 c g + h− 1. (4.2)
Here the map ψE has the form
ψE(um,un)= δZ/dZ
(
m+ n,2h+2),
while ψF1 is now
ψF1(um,un)=mδZ/dZ
(
m+ n,2h+1 + 2).
The extensions of the non-associative cocycles to the central extension of the algebra
remain unchanged; here we have
ψF1(umE,un)+ψF1(um,unE)= δZ/dZ(m+ n, r0),
which yields
ψF1(ζc,E)= δ(c,0). (4.3)
The associative form and all cocycles are homogeneous with respect to this grading, as
well as with respect to the grading on Z×Z/(k − 1)Z.
5. The Bi-Zassenhaus loop algebras
5.1. Definition and first properties
Now we can construct twisted loop algebras using the following standard technique.
First we extend the simple Bi-Zassenhaus algebra B(g,h) by the derivation E, then we
tensor the resulting extension with the polynomial ring in one variable over the prime
field: (
B(g,h)⊕ F2 ·E
)⊗ F2[t].
G. Jurman / Journal of Algebra 271 (2004) 454–481 473We call Bi-Zassenhaus loop algebra Bl (g,h) the subalgebra generated by u1 ⊗ t and
E ⊗ t . The grading of the simple algebra and the behavior of the derivation show that
Bl(g,h) is an infinite-dimensional, N-graded algebra of maximal class generated by its
first homogeneous component, since
Bl (g,h)=
∞⊕
i=1
Bl (g,h)i ,
where
Bl (g,h)1 = F2 · (u1 ⊗ t)+ F2 · (E ⊗ t), Bl (g,h)i = F2 ·
(
ui ⊗ t i
)
for i > 1.
We now want to investigate the isomorphism type of a Bi-Zassenhaus loop algebra
as a modular N-graded Lie algebra of maximal class generated by its first homogeneous
component. To this purpose, we need to build the two-step centralizers, i.e., the one
dimensional subspaces
Ci = CBl (g,h)1
(
Bl (g,h)i
)
for i  2,
since by Theorem 3.2 in [8] a graded Lie algebra of maximal class is determined up to
isomorphism by its sequence {Ci} of two-step centralizers. Moreover, by Lemma 3.3 of the
same paper, the first centralizer C2 occurs in contiguous subsequences, called constituents,
separated by isolated occurrences of a different centralizer. Following the notation of [9],
suppose that in the sequence of two-step centralizers we have a pattern of the form
Ci = C2, Ci+m = C2, Ci+1 = Ci+2 = · · · = Ci+m−1 = C2,
then (Ci+1,Ci+2, . . . ,Ci+m) is a constituent of length m. By [9, Theorem 5.5], a two-step
centralizer different from the first one will first occur in class 2q for some power q of the
characteristic of the underlying field; the number q is called the parameter of the algebra,
while by convention we say that the length of the first constituent is 2q . We recall that the
notation
m1,
(
m2,m
r
3
)∞
,
where the mi ’s denote constituent lengths and r is a non-negative integer, is a shorthand
for the sequence
m1,m2,m3, . . . ,m3︸ ︷︷ ︸
r
,m2,m3, . . . ,m3︸ ︷︷ ︸
r
, . . . .
In particular, for Bi-Zassenhaus loop algebras we can prove the following:
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centralizers and its constituents lengths sequence is
2q,2q − 1, (2qη−1, (2q − 1)2)∞,
where q = 2h and η= 2g − 1.
Proof. By definition,
[u1, um] = b(1,[1]),µ(m)um+1 = b(1,[1]),µ(m)umE,
and then the two-step centralizers of the algebra are exactly
Cm = F ·
(
(u1 − b(1,[−1]),µ(m)) ·E)⊗ t
)
, (5.1)
and since b(·,·),(·,·) ∈ F2 the loop algebra Bl (g,h) has only two distinct two-step
centralizers, generated by x = u1 ⊗ t and y = (u1 − E) ⊗ t in the standard notation. In
particular, by definition we have that
b(1,[−1]),µ(m) =
{
a[−1],[−2g−1m] when m ∈ 2Z,
b[−1],[2g−1(1−m)−1] when m ∈ 2Z+ 1,
and then, from previous calculations, that
b(1,[−1]),µ(m) =
{
1− δZ/(k−1)Z([−1], [−2g−1m]) for m ∈ 2Z,
1−∑η−2w=−1 δZ/(k−1)Z([w], [2g−1(1−m)− 1]) for m ∈ 2Z+ 1.
Thus, to express explicitly the two-step centralizers in (5.1) in terms of m we have to solve
the following equations in Z/(k − 1)Z:[−2g−1m]= [−1] for m ∈ 2Z,[
2g−1(1−m)− 1]= [w] for m ∈ 2Z+ 1, w ∈ {−1, . . . , η− 2}.
The solutions are respectively, for n ∈N0,
m= 2q + nd,
m= 2q(η−w)− 1+ nd (5.2)
where q = 2h is the degree of the first occurrence of the second two-step centralizers
F2x and it is called the parameter of the loop algebra; remember that we use d to
denote the dimension 2k − 2 of the Bi-Zassenhaus algebra. The sequence of the two-step
centralizers (5.1) reads then
Cm =
{
F2 · x for m as in (5.2),
F · y otherwise. (5.3)2
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2q,2q − 1, (2qη−1, (2q − 1)2)∞,
as stated. ✷
As a consequence of [9, Theorem 5.5], when the algebra has only two distinct two-step
centralizers, the sequence of the constituent lengths settles its isomorphism type. Thus an
immediate corollary follows from the above proposition:
Corollary 5.2. Two Bi-Zassenhaus loop algebras with different parameters are not
isomorphic.
Moreover, for every prime p, there exists another family of Lie algebras depending on
three integer parameters a, b,n and belonging to the class of modular N-graded Lie alge-
bras of maximal class generated by their first homogeneous component: the Albert–Frank–
Shalev algebras (AFS, for short), whose constituent lengths sequence is the following
AFS(a, b,n,p)= 2q, (qr−2,2q − 1, (qr−2,2q)s−1)∞,
where q = pa , r = pb−a and s = pn−b . Hence, another immediate consequence of the
above proposition follows:
Corollary 5.3. There is no possible isomorphism between Bi-Zassenhaus loop algebras
and Albert–Frank–Shalev algebras.
5.2. Inflation and deflation
In the paper [8] two techniques are described to build more algebras of maximal class
starting from a given one L: they are called inflation and deflation and the algebras
obtained are respectively indicated by L↑ and L↓. For a complete theoretical approach
to them, we refer to the cited work. For our purposes, we can rely on the results listed
in Propositions 3.3–3.6 in [9], where p is the characteristic of the field (in our case
p = 2). Since an algebra is inflated if and only if all constituent lengths are multiples
of p, neither the Bi-Zassenhaus loop algebras nor the Albert–Frank–Shalev algebras are
inflated: actually, they are the only non-inflated ones [19]. Given any algebra of maximal
class L, its inflation L↑ can be obtained by multiplying all its constituents lengths by p:
then, if we denote by q↑ = ph+1 the parameter of the inflated algebra, we have
Bl (g,h)↑ = 2q↑,2q↑ − 2,
(
2
(
q↑
)η−1
,2q↑ − 2)∞.
Repeated inflations (say, β times) will change the original lengths 2q,2q − 1 of the
constituent into 2ph+β,2ph+β − pβ . When an algebra L of maximal class is inflated,
deflation has the effect to divide all constituent lengths by p: this follows from the
fact (L↑)↓ = L; the converse is true only for inflated algebras. When L is not inflated,
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[9, Proposition 3.3]: if for i  2 all the two-step centralizers
Cip,Cip+1, . . . ,C(i+1)p−1
coincide with C2 = Fy , then C↓i = Fy , otherwise if one of them equals Fu = Fy , then
C
↓
i = Fu. So, for i  4, write down the two-step centralizers of Bl (g,h) obtained in (5.3),
and for every l  2 set
C
↓
l =
{
Fy when C2l = C2l+1 = Fy,
Fx otherwise.
Grouping them in constituents, we get two different results, depending on the parameter of
the Bi-Zassenhaus loop algebra: if h= 1 the sequence of constituent lengths of the deflated
algebra reads as
4,
(
2η−1,3
)∞
,
while when h > 1, if we let q↓ = q/2= 2h−1, we get
2q↓,2q↓ − 1, (2(q↓)η,2q↓ − 1)∞.
Both the above patterns are recognizable as AFS algebras, for a suitable choice of the
parameters: in particular, if we understand AFS(0, b, n,2)= AFS(b,n,n,2) we can write
in every case
Bl (g,h)↓ =AFS(h− 1, h,h+ g,2).
Note that we also have that (see [8, Proposition 7.3])
AFS(h,h+ 1, h+ g,2)↓ =AFS(h− 1, h,h+ g,2);
so we have two non-isomorphic loop algebras whose deflation coincide: this is a
consequence (shown in [6]) of the isomorphism, in characteristic two, between the
Zassenhaus algebra Zk
Zk =
〈
eα: α ∈ Fk
〉
, [eα, eβ ] = (α + β)eα+β
and the Albert–Frank algebra AF(a, a+ 1, k), where
AF(a, b, k)= 〈e′α : α ∈ Fk〉, [e′α, e′β]= (α2a β2b − α2bβ2a)e′α+β,
In fact, if in the Albert–Frank algebra AF(a, a + 1, k) we define
e′′α =
1
a e
′
α,α2
G. Jurman / Journal of Algebra 271 (2004) 454–481 477then [
e′′α, e′′β
]= (β2a+1−2a − α2a+1−2a )(α+ β)2a e′′α+β = (α + β)2a+1e′′α+β,
which becomes the multiplication in the Zassenhaus algebra after a reindexing of the basis
elements e′′α . Here the even characteristic is used twice: a minus sign is changed into a plus
and a difference of two powers of two is itself a power of two. For a more general approach
on this topic, see also [7].
5.3. Central extensions
Consider the loop algebra (B̂(g,h)⊕ 〈Ê〉)⊗ F2[t] and the subalgebra B˜(g,h) spanned
by u1 ⊗ t and by Ê ⊗ t . Every cocycle of B̂(g,h)⊕ 〈Ê〉 induces infinitely many cocycles
of the loop algebra, one for each multiple of the “period” d :
Ψ
(γ )
c
(
um ⊗ tm+id , um′ ⊗ tm′+jd
)=ψc(um,um′)δ(Am+id,m′+jd , γ ),
where
Am+id,m′+jd =
{
i + j for m+m′  d,
i + j + 1 for m+m′ > d,
for m, m′ indices of the simple algebra and i , j , γ non-negative integers (and naturally
extended to the derivation and to the central extension). Thus the product in B˜(g,h) is
given, for u,v ∈ B(g,h)⊕ 〈E〉 and a, b ∈N, by the following expression:

u⊗ ta, v⊗ tb= [u,v] +
∞∑
γ=0
g+h−1∑
c=0
Ψ
(γ )
c
(
u⊗ ta, v⊗ tb) · ζc ⊗ ta+b
= [u,v] +
g+h−1∑
c=0
ψc(u, v) · ζc ⊗ ta+b,
where the value ψc(u, v) is given by Eqs. (4.1) and (4.2). In the paper [18], we employ a
different notation for the central elements in B˜(g,h) by introducing the elements
θ
f (c)
n = ζc ⊗ trc+nd ,
where
f (c)=
{
1 for c= 0,
g + h+ 1− c for 1 c g+ h− 1.
In this notation, the weight of θs1n1 is less than the weight of θ
s2
n2 if either n1 < n2 or n1 = n2
and s1 < s2.
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its centre is isomorphic to the algebra of maximal class Bl (g,h); so we can apply the
translation to Lie algebras of a classical group-theoretical result due to B.H. Neumann (see
[25, pp. 52–53]):
Theorem 5.4. Let ρ be any epimorphism from a finitely generated Lie algebra L˜ to a
finitely presented algebra L. Then ker(ρ) is finitely generated as an ideal in L˜.
If ρ : B˜(g,h) → Bl (g,h) is the homomorphism induced by the canonical surjection
from B̂(g,h) to B(g,h), then ker(ρ) = W = Z(B˜(g,h)), so Bl (g,h) cannot be finitely
presented. So we can state as a direct consequence of the above theorem that
Theorem 5.5. The Bi-Zassenhaus loop algebras are not finitely presented.
In fact, a stronger result (proved in [18]) holds, analogous to the one proved by Carrara
in [11] for AFS-algebras:
Theorem 5.6. For every Bi-Zassenhaus loop algebra Bl (g,h), there exists a finitely
presented graded Lie algebra M(g,h) such that
M(g,h)/Z2
(
M(g,h)
)∼= Bl (g,h).
Now we conclude this paper by describing the construction of the covering algebra
M(g,h). We will produce a certain central extension: the results in [18] show that such
extension is the universal one.
Since the associative form λ cannot be extended to B̂(g,h) ⊕ 〈Ê〉, the Bi-Zassenhaus
loop algebras do not have a loop cocycle as the AFS algebras do, so the standard techniques
used in [10,12,15] will play no role here. Instead, the non-alternating cocycles ψF1 and ψE
give rise to infinitely many maps
Ψ
(γ )
F1
(
um ⊗ tm+id , um′ ⊗ tm′+jd
)=ψF1(um,um′)δ(Am+id,m′+jd , γ ),
Ψ
(γ )
E
(
um ⊗ tm+id , um′ ⊗ tm′+jd
)=ψE(um,um′)δ(Am+id,m′+jd, γ ),
satisfying the first cocycle identity in the loop algebra.
The maps Ψ (γ )F1 and Ψ
(γ )
E are not zero only in weights 2
h+1 + 2 + nd and 2h+2 + nd
since we recall that
ψF1(um,um′)=m · δZ/dZ
(
m+m′,2h+1 + 2),
ψE(um,um′)= δZ/dZ
(
m+m′,2h+2).
One needs now to check if among those maps any genuine cocycle may occur (or, on
the contrary, they are all non-alternating): the existence of this kind of cocycles coming
from the non-alternating cohomology of the simple algebra is a peculiarity of characteristic
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(γ )
E (a, a) are identically zero for every
element a ∈ Bl (g,h). Since the cocycles are graded, it is enough to perform the check on
homogeneous elements. All the cocycles coming from ψE are non-alternating: depending
on the parity of γ , there exist two values of the index m not verifying the above condition,
namely m= 2h+1 when γ is even
Ψ
(2i)
E
(
u2h+1 ⊗ t2
h+1+id , u2h+1 ⊗ t2
h+1+id)= 1,
and m= 2g+h+ 2h+1 − 1 for odd γ ’s
Ψ
(2i+1)
E
(
u2g+h+2h+1−1 ⊗ t2
g+h+2h+1−1+id , u2g+h+2h+1−1 ⊗ t2
g+h+2h+1−1+id)= 1.
The same happens for half the cocycles coming from ψF1 : in fact, when γ is even, by
setting m= 2h + 1 one has
Ψ
(2i)
F1
(
u2h+1 ⊗ t2
h+1+id , u2h+1 ⊗ t2
h+1+id)= 1.
On the contrary, when the index γ = 2i+1 is odd, every element a satisfies Ψ (2i+1)F1 (a, a)=
0, since the inequality
m · δZ/dZ
(
2m,2h+1 + 2) · δ(Am+id,m+id ,2i + 1) = 0
does not have any solution in the range 1  m  d . This implies that all the cocycles
coming from ψF1 in all weights 2h+1 +2+nd with n odd are genuine cocycles of the loop
algebra, while all the other cocycles are not-alternating so they do not give any contribute
to the cohomology of the loop algebra.
Now we can construct the central extension M(g,h) of B˜(g,h) by defining the Lie
product as
[[
u⊗ ta, v⊗ tb]]= u⊗ tav⊗ tb+ ∞∑
i=0
Ψ
(2i+1)
F1
(
u⊗ ta, v⊗ tb) ·ω⊗ ta+b,
where ω⊗ ta+b are central elements lying in classes 2h+1+2+ (2i+1)d ; in the paper [18]
we define θωi = ω⊗ t2
h+1+2+(2i+1)d
. In particular, note that the element ζ0 ⊗ t2h+1+1+nd is
always central in B˜(g,h), while in M(g,h) it satisfies
[[
ζ0 ⊗ t2h+1+1+nd , Ê ⊗ t
]]= n ·ω⊗ t2h+1+2+nd ,
(because ψF1(ζc,E) = δc,0 from Eq. (4.3), so it lives in Z2(M(g,h)) for odd n’s: this is
essentially due to the fact that [E,F1] =D, so the non-alternating cocycle ψF1 of B(g,h)
does not extend to a non-associative cocycle of B(g,h)⊕〈E〉 as seen in a previous section.
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