The objective of present article is to study the behavior of Bayes prediction length of interval under Two -Sample Bayes prediction scenario. A repairable system is considered here with assumption that the repair hazard rate increases monotonically as time parameter increases. Based on right item censoring criterion, the Bayes prediction length of interval and Highest Posterior Density (HPD) intervals have been obtain here for underlying model.
Introduction
The prediction of future ordered observations shows, how long a sample of units might run until all fail in life testing. In many applications, technical systems or sub -systems have k − out − of − n structure, which has been extensively investigated in the literature. For such a system, the system consisting of n components or subsystems, of which only k need to be functioning and the system success k is less than n. The k − out − of − n model is commonly used in reliability theory. In this model, the failure of any component of the system does not influence the components still at work. It also finds wide applications in both industrial and military systems. These systems include the multi display system in cockpits, the multi-engine system in an airplane, and the multi-purpose system in a hydraulic control system. The (n − 1) − out − of − n : G is a system that consists of n components and works if and only if (n − 1) components among the n work simultaneously. The system and each of its components can in only one of two states: working or failed. When a component fails, it kept under repair and other components stay in the working state with adjusted rates of failure. After repair, a component works as new and its actual lifetime is the same as initially. If the failed component is repair before another component fails, the (n − 1) components recover their initial lifetime. The lifetime and time of repair are independent.
For example, in the communications system with three transmitters, the average message load may be such that at least two transmitters must be operational at all times or critical messages may be lost. The transmission subsystem functions as a 2 − out − of − 3 : G system. The k − out − of − n system model may also represent systems with spares.
We consider here 1 − out − of − n : G, system which consists of n components of the same kind with independent and identically distributed life -length. The system is observed under an inspection policy where inspection is made at the completion of a repair if it starts at the beginning of a repair. This leads us to a situation where separate observations on the unit's performance and on repair facility are not feasible. Thus, available records are the number of failures that occurred in a time interval between two repair epochs i.e., the time instant at which a repair completes. Recently, Prakash [7] studied some Bayes estimators for 1 − out − of − n : G, Repairable System. James [5] studies reliabilities for consecutive k − out − of − n : F systems with component failures having (k − 1) step Markov dependence. The reliability function and failure rate of k − out − of − n system of components, with and without incorporating the environmental effect have discussed by Gupta [4] . Tian et al. [11] was discussed about the application of k − out − of − n structure in a very popular type of redundancy in fault tolerant systems, with wide applications in various types of systems. Gherda & Boushaba [3] present an analysis of a repairable (n − 1) − out − of − n : G, system with failure and repair times arbitrarily distributed. Formulas for computing the minimal signature of k − out − of − n systems based on their modules are derived by Da et al. [2] . Recently, an efficient method is proposed for exact reliability evaluation of k − out − of − n systems with identical components subject to phased mission TWO SAMPLE BAYES PREDICTION SCENARIO 31 requirements and imperfect fault coverage by Xing et al. [12] .
Few of those who have been extensively studied recently about the predictive inference for the future observations are Raqab & Madi [9] , Nigm et al. [6] , Sarhan & Tadj [10] , Ahmad et al. [1] and Prakash & Singh [8] .
The objective of present article is to predict the nature of future behavior of an observation when sufficient information of the past and present behavior of an event or an observation is known or given. We present here a Bayesian statistical analysis to predict the future order statistic from the considered repairable model under right censored (ordered) data. The One -Sided interval and interval of Central coverage under Two -Sample Bayes prediction scenario has been considered here. The model and prior distribution are described in Section 2. In Sections 3, the Bayes prediction lengths of interval are obtain. In next section the Highest Posterior Density (HPD) intervals are obtained. The last section includes an illustration of the proposed methods under a simulated dataset with a concluding subsection.
Description of The Model Under Study
A brief description about the considered 1 − out − of − n : G repairable system is based on following assumptions:
The system consists with n units and having a repair facility. Initially one unit starts operating and the remaining (n − 1) are kept as inactive standbys. As soon as a unit fails, it goes for repair and a standby unit is put on the operation. The repair policy is based on First Come First Serves (FCFS), it is always open, and the repairs are perfect with negligible switch over time.
The failure time distribution of the online units and repair time distribution of units under repair are assume general, independent of each other and both are increasing failure rate (IFR) distributions. The state of the system is defined by the number of non -operative units in the system at the time t(> 0). Further, the state n is called the down state of the system. The system is observed under an inspection policy where inspection is made at the completion of a repair provided that it starts at the beginning of a repair. This leads us to a situation where separate observations on the unit's performance and on repair facility are not feasible. Thus, available records are the number of failures that occurred in the time interval between two repair epochs i.e., the time instant at which a repair completes.
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Let, X(t) = i; i = 0, 1, 2, ..., n be the number of non -operative units at time t. We put a system on test and the system is observed continuously until n repairs are over. Let the system be in state i(= 1, 2, ..., n − 1) initially whenever a first repair starts and states of the process are recorded at the completion of each repair. The hazard rate ρ ik (t) of the system in the state k if it was in the state i is given as
Here, u be the number of units failed when system transits from state i to state k.
It is also noted that the hazard rate decreases with u increases. Hazard rate after re -parameterization
In life testing, fatigue failures and other kinds of destructive test situations, the observations usually occurred in ordered manner such a way that weakest items failed first and then the second one and so on. Let us suppose that n items are put to test under the considered repairable model without replacement and only k items are fully measured, while the remaining (n − k) items are censored. These (n − k) censored lifetimes will be ordered separately. This is called as right item censoring scheme. The n ordered items
.., x (n) are put to test under the model without replacement and in which k orders items are fully measured. Using the right censoring criterion, the likelihood function is thus obtained as
Here, T 1 is a sufficient statistic for parameter θ and the maximum likelihood (ML) estimate of the parameter θ isθ
1 . From a Bayesian viewpoint, there is clearly no way in which one can say that one prior is better than other. It is more frequently the case that, we select to restrict attention to a given flexible family of priors, and we choose one from that family, which seems to match best with our personal beliefs. One of best choices for selecting the prior distribution is conjugate prior. We consider here Gamma density as a natural family of conjugate prior for parameter θ and is given as
Bayes Prediction Intervals Under Two -Sample Scenario
Since x (1) , x (2) , ..., x (k) be the first k fully measured items are observed from, a sample of size n of the considered model. Let y (1) , y (2) , ..., y (m) is the second (unobserved) items censored data of size m drawn independently from sample of size N of the same model, then first sample is referred as informative (past) sample, while the second one is referred as the future sample. Based on an informative item failure censored sample, our aim is to predict the j th order statistic in the future sample. This technique is called as Two-Sample Bayes prediction technique. Now, the Bayes predicative density of the future observation Y is denoted by h (y|x) and obtained by simplifying
Here, π (θ|x) be the posterior density of the parameter θ and obtained with respect to the prior density given in equation (4). Hence, the Bayes predictive density is given by
Basically, predictive density h (y|x) expresses the plausibility of y given x and π (θ). Based on Bayes predictive density of future observation Y, the cumulative density function is thus obtained as
If we consider m future observations, then probability density function of the j th ordered future observation is
Now, the Bayes prediction limits with coverage (1 − ε) is defined for a future random variable Y as
where l 1 and l 2 are lower and upper Bayes prediction limits for random variable Y, and (1 − ε) is called the confidence prediction coefficient.
To find the prediction limits for Y j , the j th smallest of a set of m future observations under probability density function (8), we choose l 1j and l 2j such as, 34 G. PRAKASH AND S. KUMAR
One -Sided Bayes Prediction Limits
The expressions for one -sided 100 (1 − ε) % Bayes prediction limits of the j th future observations are obtain by solving
where
) −α−k and i = 1, 2; j = 1, 2, ..., m.
The Bayes prediction limits for first future observation are obtained, by solving (9), for j = 1 as
and
The Bayes prediction length of intervals for the smallest (first one) future observation is
Similarly, the Bayes prediction limits for last future observation are obtained, by solving (9), for j = m as
Also, the Bayes prediction length of intervals for largest (last one) future observation is given as
The Central Coverage Bayes Prediction Limits
The central coverage Bayes prediction limits are obtain by solving following equations for the j th future observations
For smallest future observations, the central coverage Bayes prediction limits are obtain as
Similarly, the central coverage Bayes prediction limits for the largest future observations are
Hence, the length of Bayes prediction intervals under the central coverage are given respectively as
Highest Posterior Density (HPD) Intervals
In this section, our objective is to provide highest posterior density (HPD) interval for the unknown parameter θ of the considered model under the right censoring criterion. Since, the posterior density π (θ|x) corresponding to the parameter θ is unimodel. Thus, 100 (1 − ε) % HPD interval 
Solve simultaneously the equations (17) and (18) to obtain the highest posterior density limits H 1 and H 2 .
Numerical Analysis
We illustrate the procedure by presenting a complete analysis under a simulated data set. A data set of 10, 000 random samples has been drawn from the considered model for a different set of parametric values. The considered value of the sample size n is 15 with censored sample size k (= 4, 8, 12) with numerical values of the parameter θ(= 4, 6, 8) . The constant v is considered to be fixed at unity. The values of the prior parameters (α, β) are taken in the combination of (α, β) = (0.25, 0.50) , (1, 1) , (4, 2) , (9, 3) . The values of the prior parameters α and β meets the criterion that the prior variance should be unity.
Bayes Prediction Length of Intervals
Using above considered parametric values, the Bayes prediction length of intervals have been calculated and presented them in the Tables 1 − 2 for the size of future observation m (= 4) with confidence level ε = 99%, 95%, 90%. It is observed from Table 1 that, the Bayes prediction lengths of intervals tend to closer (wider) as ε (k) increases when other parametric values are considered to be fixed. The prediction length of intervals expended also when prior parameters (α, β) or, parameter θ increases for other fixed parametric values. The central coverage Bayes prediction lengths of intervals are presented in Table 2 . It is noted that the Bayes prediction length of intervals tend to wider as k (for k = 4, 8 only) increases for small (α, β). Other, behaviors are similar as seen in case of one -sided Bayes prediction length of interval. It is also seen that the central coverage prediction length of interval closer to one -sided prediction length of interval for all considered parametric values. It is further noted that when confidence level decreases length of intervals also decreases. This shows that the lengths of intervals are robust.
Further, the length of intervals tend to wider when m increases. This is a natural, since the prediction of future order statistic that is far away from the last observed value and has less accuracy than that of other future order statistics. 
HPD Intervals
With above considered parametric values, the HPD limits have been obtain and presented them in Table 3 for different coverage probability level ε = 99%, 95%, 90%. It is observed from table that the HPD length of interval becomes narrower as prior parameter (α, β) or parameter θ increases. Similar trend also has been seen when censored sample size k increase when other parametric values are considered to be fixed. Further, the HPD length of interval becomes wider as the coverage probability ε increases. Remark: In the case when the censored sample size k (= 15) , the censoring criterion is reduces to the complete sample size criterion and hence all the result are valid for complete sample case.
Conclusion
In present article, we study the behavior of Bayes prediction length of interval and HPD intervals based on Two -Sample Bayes prediction scenario for a repairable system. The system is considered here with assumption that repair hazard rate increases monotonically as time parameter increases.
Based on simulation study, it is observed that the Bayes prediction lengths of intervals tend to be closer as coverage probability increases. Similar properties also have been seen in case of Central coverage Bayes prediction length of interval. It is also seen that the Central coverage prediction length of interval closer to the One -Sided prediction length of interval for all considered parametric values. When confidence level decreases the length of intervals also decreases. This shows that the lengths of intervals are robust. It is also noted that the Highest Posterior Density (HPD) length of interval becomes wider as the coverage probability ε increases.
