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ABSTRACT 
This paper is a unified presentation of recent results obtained by the author on 
the structural analysis of dynamical systems by matroid-theoretic combinatorial meth- 
ods. The first part consists of the results on combinatorial and algorithmic characteri- 
zations of control-theoretic generic properties. The analysis is based on a physically 
reasonable mathematical model which assumes that the coefficients in the equations 
are classified into independent physical parameters and dimensionless fixed constants. 
The concept of mixed matrix and its canonical form turn out to be convenient 
mathematical tools. The second part describes a combinatorial analogue of the 
dynamical system theory developed in the matroid-theoretic framework; the matrices 
A and B in the state-space equations x = Ax+ Bu are replaced by bimatroids (or 
linking systems). 
1. INTRODUCTION 
Since the notion of structural controllability was introduced by Lin [24], 
the structural or graph-theoretic approach has spread over a wide range of 
control-theoretic literature. 
Consider a linear time-invariant dynamical system described in the state- 
space standard form [19; 18, 47, 58, 591: 
k(t) = Ax(t)+ h(t), y(t) = Cx(t>, 0.1) 
where x=(x1 ,..., x,), u=(ur ,..., urn), and y=(yr,..., yI) are the state 
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vector, the input vector, and the output vector, respectively. We denote by S, 
P, and T the sets of state variables, input variables, and output variables: 
s= {Xi,..., rn}, P={u, ,..., IA,,,}, T={y, ,..., yl}. The structure of (Il), 
in a most n$ve sense, is represented by a (directed) graph G(A, I?, C) = 
(SUPUT,A) with vertex set SUPUT and arc set A, where an arc 
(xi, xi) [(uj, zi),(xj, yi)] exists iff Aij # 0 [Bij # 0, Clj f 01. 
The system (1.1) is called structu~uZZy controllable if it is controllable in 
the ordinary sense [18, 47, 58, 591 when the nonzero entries of A and B are 
replaced by independent free parameters. A number of graph-theoretic 
conditions are known [ 13, 24, 27, 521 for the structural controllability in this 
sense and are expressed in terms of G above [24, 271, or in terms of bipartite 
graphs (i.e., term rank, generic rank) [13], [52], or in terms of “dynamic 
graphs” [33]. See Section 6 for more detail. 
This paper presents the (published and unpublished) recent results ob- 
tained by the author in the research of structural analysis of dynamical 
systems by matroid-theoretic combinatorial methods. The basic idea of the 
structural controllability is developed in two different directions in two parts, 
both from the matroid-theoretic viewpoint. 
The first part (Sections 3-5) is motivated by the physical observation 
that, though the concept of structural controllability is quite appealing, it is 
often not justified to regard the nonzero entries of the matrices A and B of 
(1.1) as independent free parameters. It would be desirable, both theoreti- 
cally and practically, if the “structure” of a system could be defined more 
appropriately and effective combinatorial methods of analysis could be 
established for such a physically plausible mathematical model. The first part 
consists of the results on combinatorial and algorithmic characterizations of 
control-theoretic generic properties such as controllability, dynamical degree, 
and fixed modes. The mathematical model employed assumes, on the basis of 
physical observations, that the coefficients in the equations in the descriptor 
form are classified into independent physical parameters and dimensionless 
fixed constants. The concepts of mixed matrix and its canonical form de- 
scribed in Section 3 turn out to be convenient mathematical tools for analysis. 
The second part (Sections 6-8) pursues the combinatorial mathematical 
aspect rather than the physical faithfulness. It describes a combinatorial 
analogue of the dynamical system theory developed in the matroid-theoretic 
framework; the matrices A and B in the state-space equations x = Ax + Bu 
are replaced.by bimatroids (or linking systems). This reveals the combinato- 
rial nature of several fundamental results known for the dynamical system 
(1.1). 
In Section 2 we introduce terminology and notation for matrices, graphs, 
and matroids. The first part of the exposition is composed of Sections 3 to 5; 
the properties of a mixed matrix and alayered mixed matrix are compiled in 
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Section 3, the faithful mathematical model is introduced in Section 4 on the 
basis of physical observations, and the results of the combinatorial or struc- 
tural approach to some control-theoretic problems are described in Section 5. 
The second part consists of Sections 6 to 8; the concept of a combinatorial 
dynamical system is introduced in Section 6, an autonomous system is dealt 
with in Section 7, and a system with input is considered in Section 8 with 
particular reference to controllability. 
2. PRELIMINARIES 
2.1. Matrix 
For a matrix A over a field F, the row set and the column set of A are 
denoted by Row(A) and Col( A). For Z c Row(A) and J c Col( A), A [ I, J] 
means the submatrix of A with row set I and column set J. The rank of A is 
written as rank A or r(A). The (multi)set of nonzero entries of A is denoted 
by M(A). 
The zero-nonzero structure of a matrix A is represented by a bipartite 
graph BG( A) = (Row(A), Col( A), x(A)) with vertex set Row(A) w Col( A) 
(where H means disjoint union) and arc set J(A); an arc a E J(A) is 
directed from Col( A) to Row(A). The term rank of A is equal to the 
maximum size of a matching [23] in BG( A). 
2.2. Matroid 110, 23, 571 
Let M = (E, p) be a matroid defined on finite ground set E with rank 
function Z.L; p is submodular: 
~(xuy>+~clxny>~cl(x>+~(Y)~ X,Y LE. 
The rank p(E) of M will be denoted by rankM or by r(M). .The family of 
bases of M is written as 9(M): X E 9(M) iff IX] = p(X) = r(M). M is a free 
matroid if JEJ = r(M). A member 2 E E is called a coloop if x is contained in 
every base. For X c E, MIX denotes the restriction of M to X, and M x X 
the contraction of M to X. 
A matrix A over a field F induces a linear matroid on Row(A) [Cal(A)], 
denoted as RM( A) = (Row(A), pi ) [CM(A) = (Col( A), Z.L~ )], with respect 
to linear dependence of its row [column] vectors, where Z,L~ (X) = 
rank A[X, Cal(A)], X c Row(A) [pi(X) = rank A[Row(A), Y], Y c 
Col( A)]. 
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Let Mi =(Ei,pi) (i = 1,2) be matroids. The union of M, and M,, 
denoted as M, V M,, is a matroid on E = E, U E, with rank function pcL1 V pLz 
given by 
Let ui be the closure function of Mi = (E, pi) (i = 1,2). M, is said [21] to 
be a quotient of M,, denoted as M, + M, or M, + M,, if al(X) c us(X) 
VX G E. We also say that M, + M, is a strong map. 
2.3. Bimutroid (Linking System) [49] 
The notation of bimatroid was introduced first by Schrijver [49, 501 under 
the name of linking system, and shortly later by Kung [20] under the name of 
bimatroid. To reserve the word “system” for a dynamical system, we adopt 
the latter terminology in this paper. 
A bimutroid (or linking system) is a triple L = (S, T, A), where S and T 
are finite sets, and A is a nonempty subset of 2’ ~2~ such that 
(Ll) if (X,Y) E A, then IX]= ]Y]; 
(L2-1) if (X,Y) E A and X’C X, then 3Y’c Y:(X’,Y’) E A; 
(L2-2) if (X,Y) E A and Y’G Y, then 3X’c X:(X’,Y’) E A; 
(L3) if(Xi,Yi)~A(i=1,2),then3XcS,3Y~T:(X,Y)~A, X,cX 
c x, u x,, Y, G Y c Yr u Y,. 
We call S the row set (or exit set) and T the column set (or entrance set) of 
L; we write S = Row(L) and T = Cal(L). (X, Y) E A is called a linked pair. 
The birank function (or linking function) X : 2’ X 2T --, Z + is defined by 
x(X,2”) = max{]X’]I(X’,Y’) E A, X’G X, Y’G Y}, XCS, YcT. 
Obviously, (X, Y) E A iff X(X, Y) = IX] = )Y I. Equivalently, a bimatroid L is 
a triple (S, T, A) such that 
(Bl) 0 < X(X, Y) < min{ IX], IY I}, X c S, Y c T; 
(B2) A( X’, Y’) < A( X, Y ), X’ c X c S, Y’ c Y _c T; 
(B3) h( X u X’, Y n Y’) + A( X n X’, Y u Y’) G A( X, Y) + X(X’, Y’), X, X’ 
5 S, Y, Y’ c T. 
The property (B3) is referred to as bisubmodularity. By the rank of L, we 
mean the maximum size of a linked pair, i.e., rankL = r(L) = X(S, T). L is 
called trivial if r(L) = 0, and nonsingular if r(L) = IS] = IT 1. 
A matrix A over a field F induces a linear bimatroid, denoted as L(A), 
which has Row(A) as the row set and Col( A) as the column set, and birank 
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function X,(X, Y) = rank A[X, Y], X c Row(A), Y G Col( A). In the special 
case where &‘(A) is algebraically independent, L(A) is a deltoid defined in 
terms of matchings in the associated bipartite graph BG(A). 
A bimatroid L = (S, T, A) induces two matroids RM(L) = (S, hP ) and 
CM(L) = (T, A+ ), called respectively the row mutroid and the column 
mutroid of L, where h-(X)=X(X, T), XC S, and A+(Y) = h(S,Y), Y c T. 
For X G S and Y G T, L[ X, Y] will mean a bimatroid (X, Y, A’) such that 
A’= {(X’,Y’)]X’C x, Y’c Y, (X’,Y’) E A(L)}. 
Let Li = (Si, Ti, Ai) (i = 1,2,3) be bimatroids. The union of L, and L, is 
a bimatroid L, v L, = (S, U S,, T, U T,, A, V A,) such that 
A,vA,= {(X,uX,,Y,uYz)lXinX,=O, 
Y,~YY,=~,(X,,Y,)EA~,(X~,Y,)EA, }. 
The birank function X, V A, of L, V L, is given by 
=min{X,(X’nS,,Y’nT,)+A,(X’nS,,Y’nTT,)+IX-X’I+IY-Y’I 
JX’C X,Y’c Y}, XcS,uS,, Y cT,uT,. 
If Col(L,) = Row(L,), the product of L, and L, is a bimatroid L, *Ls = 
(S,, T,, A, * A,) such that 
Ai*Aa= {(X,Z)(~Y~T,:(X,Y)EA,,(Y,Z)EA,}. 
The birank function Xi * X a of L, * L, is given by 
(A, * &)(X z) = min{X,(X,T,-Y)+X,(Y,Z)IY~T,}, 
XcS,, Z&T,. (2.1) 
Suppose a matroid M = (T, p) is defined on the column set T = Cal(L) of 
a bimatroid L = (S, T, A). Then another matroid, denoted by L* M = 
(S, X * p), is induced on S = Row(L) with rank function 
(X*p)(X)=min{X(X,T-Y)+P(Y)IY~T}, xcs. 
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A poly-bimutroid (or poly-linking system) is a triple L = (S, T, X), where 
S and T are finite sets and X : 2’ X 2r -+ R + satisfies (B2), (B3) and 
(Bl’) X(0,Y)=h(X,0)=0, X c S, Y c T. 
A pair (x, y) of vectors x E R: andyER: issaidtobeZinkediffx(S)=y(T) 
and 
x(X)+y(Y)~X(X,Y)+y(T) VXcS, VYcT. 
As with bimatroids, we call h the birank function and X(S, T) = r(L) the rank 
of L. Most of the notions for bimatroids can be naturally generalized for 
poly-bimatroids. In particular, for two poly-bimatroids Li = ( Si, q, A i) 
(i = 1,2) with T, = S,, the product of L, and La is a poly-bimatroid 
(S,, T,, h, * X,), where A, * h, is given by (2.1). 
3. MIXED MATRICES 
This section compiles the known properties of mixed matrix, layered 
mixed matrix, and their canonical forms, which constitute the mathematical 
foundation for the structural analysis (Sections 4 and 5) based on physically 
faithful mathematical models. The notion of mixed matrix was introduced by 
Murota and Iri [41]. The reader is referred to the author’s research mono- 
graph [33] for the details of this section, unless otherwise indicated. 
Let K be a subfield of a field F. A matrix A is called a mixed matrix with 
respect to K if 
where 
A=Q+T, (3.1) 
(i) Q = ( Qi j) is a matrix over K, and 
(ii) T = (Tij) is a matrix over F such that the set 9 = N(T) of its 
nonzero entries is (collectively) algebraically independent [55] over K. 
The following identity is fundamental. 
THEOREM 3.1 (Rank identity; Murota and Iri [41]). For a mixed matrix 
A=Q+T, 
rankA=max{rankQ[R-I,C-J]+term-rankT[I,J]IIcR, _/CC}, 
where R = Row(A), C = Col( A). 
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A matrix A is called a layered mixed matrix (LM matrix) with respect to 
K if it takes the following form (possibly after a permutation of rows): 
A= y 
( i 
I (3.2) 
where Q and T meet the requirements (i) and (ii) above. 
With an LM matrix A of (3.2) is associated a bisubmodular function p as 
follows. Set Row(Q) = Rg, Row(T) = R,, and Row(A) = R; R = RQ U R,. 
The column sets of A, Q, and T, being identified with one another, are 
denoted by C: Col( A) = Cal(Q) = Cal(T) = C. Put 
~(Z,l)=rankQ[Z,J], IUp, JCC, (3.3) 
r(Z,J)= U {iEZlTij+O}, ZcR,, J c C, (3.4) 
j=1 
Y(LJ)=Ir(LJ)I> Z c R,, JCC, (3.5) 
P(Z,J)=~(Z~R~,J)+Y(Z~R,,J)-IJI, ZcR, J&C. (3.6) 
The function p : 2R X 2’ + Z is bisubmodular: 
P(I, u I,, Ji fl Ja)+ P(I, n I,> Ji u 12) =S PV,> JJ + PU,> J,>> 
ZicR, J,cC (i=1,2). (3.7) 
Put 
L(Z) = {J L ClP(L J) =z p(z, J’) V’J’C C}) ZcR. (3.8) 
The rank identity in Theorem 3.1 implies the following, an extension of 
the well-known min-max characterization of the term rank of a matrix or the 
maximum matching in a bipartite graph, which is ascribed to D. Konig, P. 
Hall, R. Rado, 0. Ore, and others [43] (see also [9]). 
THEOREM 3.2 (Murota [33], Murota, Iri, and Nakamura [42]). For an LM 
matrix A, 
rankA[Z,J] =min{p(Z,J’)IJ’cJ}+IJ(, ZcR, JcC. 
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By the admissible transformation for an LM matrix A of (3.2) we mean 
the transformation of the form: 
(3.9) 
where S is a nonsingular matrix over the subfield K, and P, and I’, are 
permutation matrices. The admissible transformation brings an LM matrix 
into another LM matrix, and two LM matrices are said to be LM-equivalent 
iff they are connected by an admissible transformation. 
There exists a finest block-triangular matrix, called the combinatorial 
canonical form (or CCF for short), among the matrices which are LM 
equivalent to each other (cf. Theorem 3.3 below). Since the transformation 
(3.9) is more general than mere permutations of rows and columns, the CCF 
is a generalization of the canonical decomposition due to Dulmage and 
Mendelschn [7] of a bipartite graph, or of a fozal incidence matrix [48]. 
Let A be the CCF of A. Row(A) and Col( A) are partitioned respectively 
as 
{R,;R,,...,R,;R,}, (3.10a) 
{c,;c,,...,c,;c,}, (3.1Ob) 
where 
R,nR,=0 if k#Z, {kJ} G {U...,~,~}, 
C,nC,=0 if k+l, {k,l} G {O,L...,~,m}, 
and 
R,#0, C,#0 for k=l,...,r 
CR,, R,, Co, and C, can be empty). A partial order, denoted as =z, is 
induced among the blocks of (3.1Ob) from the lattice L(R) [cf. (3.8)] 
according to the Jordan-Holder decomposition principle [17] for a submodu- 
lar function pR( 0) = p(R, .). [Here we assume the blocks are indexed so that 
C,S C, implies k < 2 (1~ k, 1~ r); C, -c Cl will mean that C,S Cl, C, + Cl, 
and C, <. C, will mean that C, < C, and there does not exist C, such that 
c, + c, N C,.] 
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THEOREM 3.3 (Murota [33]; Murota, Iri, and Nakamura [42]). The CCF 
x of an LM matrix A has the following properties: 
(1) Ais block-triangulurized with respect to the partitions (3.10), i.e., 
A[R,,C,] =o if O<l<k<co. 
Moreover, the partial order on { C, 1 k = 1,. . . , r } induced by the zero-nonzero 
structure of x agrees with the partial order s defined by the lattice L(R); 
z.e., 
A[R,,C,] =0 unless C,&Cc, (l<k,Z<r); 
A[&, C,] + 0 if C,+-C, (l<k,Z<r). 
(2) We have 
I&l < ICOI if C,#0, 
IRA = IGCI ( ’ 0) for k=l,...,r, 
IRcoI ’ ILI if C,#0. 
(3) We have 
rati x[R,, Co] = I&,1, 
rank A[ R,, C,] = lRkl = IC,J for k=l,...,r, 
rank A[ R,, Cm] = &I. 
(4) Ais the finest block-triangular matrix with properties (2) and (3) that 
is LM-equivalent to A. 
(5) A is nonsingular iff C, = R, = 0. 
The submatrices A[R,, C,,] and x[R,, C,] are called the horizontal tail 
and the vertical tail, respectively. An LM matrix A will be called LM-irre- 
ducible or simply irreducible if its CCF does not split into more than one 
nonempty block, that is, if (a) r = 1 and C, = R m = 0, (b) r = 0 and-R m = 0, 
or (c) r = 0 and C, = 0 ; otherwise it is called reducible. Each block A[ R,, C,] 
of the CCF above is irreducible (k = 0, 1,. . . , r, co). 
734 KAZUO MUROTA 
The irreducibility of an LM matrix is characterized by the function p of 
(3.6) as follows. 
THEOREM 3.4. Let A be an LM mutrix with R = Row(A) and C = 
Col( A). 
(a) In case (RJ = ICI ( > 0), 
A is irreducible CJ p(R, J) ’ p(R, 0) = p(RS) ( = 0) 
VI+@, C(KC). 
(b) In case IRI <ICI, 
A is irreducible * p(R,J)>p(R,C) vJ+C (KC). 
(c) In case IRI > ICI, 
A is irreducible = p(RJ)>p(R,@) (=o) ‘dlzra (KC). 
Statement (b) above gives a characterization of the column set CO of the 
horizontal tail: 
CO= {jEC(rankA[R,C- {j}] =rankA[R,C]}. (3.11) 
Theorem 3.5 below states the properties of the square irreducible blocks, 
whereas Theorem 3.6 is concerned primarily with the horizontal tail, and 
Theorem 3.8 with the vertical tail. Theorem 3.5 is a generalization of the 
result of Ryser [48] for formal incidence matrices. 
THEOREM 3.5 (Murota [39]). Let 
be a nonsingular LM matrix with respect to K, and 7 = N(T). 
(1) det A is an irreducible polynomial in the ring K[Y] if A is irre- 
ducible, and only if all elements of 7 are contained in a single irreducible 
block of the CCF of A. 
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(2) Each element of .7 appears indet A if A is irreducible. 
(3) APi is completely dense, i.e., (A-‘)ij # 0 V(i, j), if A is irreducible. 
The following theorem is essentially due to [32]. 
THEOREM 3.6. Let 
be an irreducible LM matrix with respect to K such that 1 RI < ICI, where 
R = Row(A), C=Col(A) (i.e., A is itself the horizontal tail). The greatest 
common divisor of {det A[R, J] ]J c C, ]J] = [RI} in the ring K[.T] is an 
element of K, where .7 = N(T). 
Proof. Suppose the gcd contains an indeterminate t E 7, and let j E C 
be the column which contains t. By (3.11), rank A[R, C - { j}] = IRI, that is, 
det A[ R, I] Z 0 for some .Z G C - { j }. This is a contradiction, since t is not 
contained in det A[ R, J]. n 
Theorems 3.5 and 3.6 together imply the following. 
THEOREM 3.7. Let 
be an LM matrix with respect to K such that rank A = (Row(A)]. The 
decomposition of the greatest common divisor of {det A[ R, J] ) J c C, ]J] = 
] RI} into irred_ucible factors in thz ring K[.Y] 
are irreducible 
square blocks the of A. 
A submatrix A[Z, C] of an LM matrix for which 
the CCF is defined. Denote by .?Yctr(Z) the 
the of A[ I, In some applications we 
concerned with the 
9= 
3.8 below the coarsest common 
refinement .S? } in terms of principal structure, denoted 
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as 9,,, of the submodular system (C, pR) in the sense of Fujishige [12]. (The 
principal structure 9,, of (C, pR) is defined as follows. For j E C, let 
L(j)={JCCljEJ}, and denote by D(j) the (uniquely determined) small- 
est set J E L(j) such that r)s(J) < ps(JI) VJ’ E L(j). The relation =S on C 
defined by [i s j e i E D(j)] is reflexive and transitive. The partition of C 
into blocks determined by the equivalence relation [i =S j and j 5 i] is the 
principal structure P,,, where a partial order is naturally induced on the 
blocks.) Note that the partition 9 CCF(I) for each I E .GB is obtained accord- 
ing to the Jordan-Holder decomposition principle [17] applied to pr( .) = 
~(1, .), and thus the theorem clarifies the relation between the two general 
decomposition principles, the Jordan-Holder theorem and the principal struc- 
ture, for the particular submodular function associated with an LM matrix. 
THEOREM 3.8 (Murota [36]). For p of (3.6) associated with un LM 
matrix, 
where A designates the coarsest partition of C which is finer than all 
~cxF( 1). 
With an m x n mixed matrix A = Q + T with respect to K we associate a 
(2m)x(m + n) LM matrix 
A= L Q 
-diag[t,,...,t,] T 
(3.12) 
where tr,..., t, are indeterminates. Note that rank A’ = rank A + m. Further- 
more, the CCF of A yields the finest block-triangular matrix which can be 
obtained from A by means of the transformation of the form SAP, with a 
nonsingular matrix S over K and a permutation matrix P,, The following 
result [29] (cf. also [33]) can be regarded as a special case of such block-trian- 
gularization. Note that A is invertible in K[Y] [where Y = N(T)] iff 
det A E K - (0). 
THEOREM 3.9 (Murota [29]). Let A = Q + T be a mixed matrix with 
respect to K. Then det A E K - (0) iff there exist permutation matrices P, 
and P,, and LU factors L and U such that P,AP, = LU and (i) Lii = 1 and 
Lij = 0 for i < j; (ii) Uij is a polynomial of degree at most one in F over K 
fm i > j, qi E K - {0}, and Ujj = 0 for i > j. 
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4. MATHEMATICAL MODEL FOR FAITHFUL FORMULATION 
In this section we introduce two physical observations relevant to combi- 
natorial structural analysis, and describe a mathematical model that repre- 
sents the combinatorial structure of a system fairly well. 
The state-space equations (1.1) have been useful for invetigating analytic 
and algebraic properties of a dynamical system, and the structural or combi- 
natorial analyses at the earlier stage were also based on it. It has been now 
recognized [l, 28, 32, 33, 601, however, that the state-space equations are not 
very’suitable for representing the combinatorial structure of a system in that 
the entries of matrices A and B of (1.1) are usually not independent but 
interrelated one another, being subject to algebraic relations. In this respect, 
the so-called “descriptor form” [25, 26; 2, 5, 541 
Fi(t) = Ax(t)+ &r(t), (4.la) 
or its Laplace transform 
d%(s) = Ai( Bii(s), (4.lb) 
where x =(x1,.. . , x,,) and u = (u,,.. ., u,), is more suitable. 
We now introduce the first physical observation that explains how we 
recognize the structure of a system. When a dynamical system is written in 
the form (4.1) in terms of elementary physical variables, it is often justified to 
assume that the nonzero entries of the coefficient matrices F, A, and B are 
classified into two groups, one of generic parametes and the other of fixed 
constants. In other words, as observed by Murota and Iri [41], we can 
distinguish two kinds of numbers that characterize physical systems as 
follows: (i) those numbers representing independent physical parameters such 
as resistances in electrical networks which, being contaminated by various 
noises and errors, take inaccurate values independent of one another, so that 
they can be modeled as algebraically independent generic numbers, and 
(ii) those numbers representing various sorts of conservation laws such as 
Kirchhoff’s, which, stemming from topological incidence relations, are accu- 
rate (often f 1) in value, so that no serious numerical difficulty arises in 
arithemtic operations on them. We may refer to the numbers of the first kind 
as the system parameters, and those of the second kind as the fixed constants. 
See [41] or Chapter 4 of [33] for further discussions in terms of examples. 
Based on this physical observation, we assume that the coefficient matri- 
ces F, A, and B are expressed as 
F=Q,+T,, A=Q,+T,, B=Q,+TT,, (4.2) 
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where QF, QA, and Qe are matrices over Q (the field of rational numbers), 
and the sets X(T,), Jir(T,), X(T,) of nonzero entries are disjoint and 
(Al) Y is algebraically independent over Q, where 
9'=N(TF)w.N(TA)w~(TB)( cR). (4.3) 
It should be clear that assuming algebraic independence of 9’ is equivalent 
to regarding the members of Y as independent parameters, and therefore to 
considering the family of systems parametrized by those parameters in 9’. In 
other words, we represent the combinatorial structure of a system (4.1) by 
means of a mixed matrix [with respect to K = Q(s)]: 
D(s)= [A-sFl B] =Q&>+T,(s), (44 
where 
~~(4 = ~-sQ~ I Q& T,(s)= [T,-ST, 1 TB]. (4.5) 
REMARK 4.1. The rationality of the entries of QF, QA, and Qa is not 
essential to the subsequent arguments. In case nonrational constants are 
involved, we may choose as K an appropriate extension field of Q. The 
subfield K affects the computational complexity of the algorithm. 
The second physical observation made by Murota [30] (see also [32], 
Chapter 5 of [33]) is that the fixed constants, or the accurate numbers, 
usually represent topological and/or geometrical incidence coefficients, which 
have no physical dimensions. Therefore, it is natural to expect that the entries 
of QF, QA, and QB are dimensionless constants. On the other hand, the 
indeterminate s in (4.1) should have the physical dimension of the inverse of 
time, since it corresponds to differentiation with respect to time. 
Since the system (4.1) is to represent a physical system, relevant physical 
dimensions are associated with both the variables (x,u) and the equations, or 
alternatively, with the columns and the rows of the matrix D(s). Choosing 
time as one of the fundamental dimensions, we denote by - cj and - ri the 
exponents of the dimension of time associated respectively with the j th 
column and the ith row. The principle of dimensional homogeneity [16, 221 
then demands that the (i, j) entry of D(s) should have the dimension of time 
with exponent ci - ri. 
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Combining this fact with the observations on the nondimensionality of 
QP Q‘4, and QR and on the dimension of s, we obtain 
r, - cj = 1 if (QF)ij f 0, 
r, - cj = 0 if (QA)ij + 0, 
r, - c .=o 
“fl if (QB)ij+O, 
or in matrix form 
[Q,-sQ~ 1 QB] =diag[s'l,...,s~l.[QA-QF 1 QJ 
.diag[s-‘l,...,s-‘,,+~,I. (4.6) 
This implies that 
(A2) Every nonvanishing subdeterminant of Qo(s) is a monomial in s 
over Q. 
The converse is also true, as stated below (cf [30]; also [33]). 
THEOREM 4.1 (Murota [30]). Let Q(S) be an m x n matrix with entries 
in K[s], where K ( 2 Q) is a field and s an indeterminate over K. Every 
nonvanishing subdeterminunt of Q(s) is a monomial in s over K iff 
forsomeintegersr, (i=l,..., m) andcj(j=l ,..., n). 
Thus our physical observations have led us to a faithful mathematical 
model representing the structure of the dynamical system (4.1), for which we 
assume the following: 
(Al) 9’ is algebraically independent over Q. 
(A2) Every nonvanishing subdeterminant of Qo(s) is a monomial in s 
over Q. 
In the next section we consider control-theoretic problems for such a mathe- 
matical model. It is noted, however, that 9’ and Q&s) [which have meant 
(4.3) and (4.5) so far] may be replaced by different objects relevant to each 
problem. 
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5. GENERIC PROPERTIES OF DYNAMICAL SYSTEMS 
In this section we consider some control-theoretic properties for the 
faithful mathematical model introduced in Section 4, and describe how they 
are expressed in combinatorial and algorithmic terms. It should be empha- 
sized that all the resulting algorithms, though not described in full detail in 
this paper, are practically efficient in that they run in polynomial time and 
that they are composed of graph manipulations and arithmetic operations on 
rational numbers. 
5.1. Dynamical Degree 
For the descriptor system (4.1), the degree of det(A - sF) in s, i.e., 
dd( F, A) = deg,det( A - sF), (5.1) 
is one of the fundamental characteristics, and sometimes called the dynami- 
cal degree [14]. It expresses the number of exponential modes, or the number 
of state-space variables when (4.1) is reduced to the standard state-space 
equations (1.1). We shall formulate the problem of computing the dynamical 
degree as a weighted matroid-partition problem. 
With reference to (4.2), consider three n X (3n) matrices [cf. (3.12)] 
QLM= [O” I 42 I QA-SQF]> 
T;.(S)= [diag[t,,...,t,] 1 0, 1 -8~~1, (5.2) 
I’:= [ -diag[t,+,,...,t,,] 1 -diag[t 2n+l~..*&l I G], 
where t i,. . . , tsn are indeterminates, and a 3n x 3n matrix 
'QD(s> ’ 
D(s) = D(s; t 1,...&) = T;(s) . 
\ G , 
It is easy to see that det( A - SF) = det D( s; 1,. . . , 1) and furthermore that 
deg,det(A-sF)=deg,detD(s;l,...,l)=deg.detD(s;t,,...,t,,). 
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The column of D(s) is assumed to be indexed as 
s= {~1>...>~,}U{W1, . . . . Wn}U{X1 ,..., xn}, (5.3) 
where column z)~ contains tn+i and column wi contains t2n+i. Note that x j 
corresponds to the jth column of A - SF, and vi and wi to the ith row. 
Three matroids, M, = CM(Q,(s)), M, = CM(Th(s)), and M, = CM(Tj), 
are defined on S (see Section 2.2 for notation). Firstly note that our 
assumption (A2) and (Al) respectively imply 
CM@,(~) = CM(Q,(N~ CM&(s)) =CM(T;,l)), 
i.e., 
M,=CM([On ( L 1 QzcQF]), M,=CM([L 1 0,) -&I). (5.4) 
Note also that 
M,=CM([ -1, 1 -1, 1 G]) (5.5) 
and that M, and M, are transversal matroids [57]. These facts have consider- 
able practical significance in that the structures of the matroids M,, M,, and 
M, can be computed by arithmetic operations on rational numbers and graph 
manipulations without involving the symbol s. 
We introduce two weight functions Sk : S -+ Z (k = 1,2). The first is 
defined as 
with reference to (4.6) and the second as 
Put 
(5.6b) 
9= {(X,Y)IXcS, Y cs, XflY=0, 
X~cs?t?(M~), Y E.~(M~), S-(xuY)~?if(M~)}, (5.7) 
where B’(a) designates the family of bases of a matroid (cf. Section 2.2). 
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With this notation, the dynamical degree is expressed as follows. 
THEOREM 5.1 (Murota [30, 331). Assume (Al) and (A2). 
(1) A - SF is nonsingular iff 9 f 0, i.e., iff rank(M, V M, V MS) = 3n. 
(2) lf A - SF is nonsingular, 
dd(F,A)=max{~,(X)+5,(Y)l(X,Y)~9}+ 2 ri. 
i=l 
This makes it possible to compute dd( F, A) by the matroid-partition 
algorithm [S] or by the independent-flow algorithm [ll]; see [30, 331 for 
details. 
5.2. Controllability 
The controllability (of the exponential modes, or R-controllability [61]) of 
the descriptor system (4.1) is known [2, 5, 541 to be equivalent to the 
condition 
P(S) = 1, (5.8) 
where p(s) denotes the manic greatest common divisor (in C[s]) of all the 
n x n minors of [A - SF 1 B]. In the following we assume that A - SF is 
nonsingular. 
In place of (5.2) and (5.3), we consider three n X(3n + m) matrices [cf. 
(3.12)1 
Q&)=[OnI 1”) Q*-aI OB]. 
T;(S) = [ diag[t,,..., cl1 I 0” I - STF I Q,mI7 (5.9) 
Tj= [ -diag[t,+,,...,ts,] 1 -diadt2,+I .. ..A1 1 T‘ ( &I, 
and 
s= {II1 )...) ““}U{W1 ,*.., W”)U{X1 ,...> r,)U{u, >... >U”,>> (5.10) 
where uj corresponds to the jth column of B. Accordingly, we put M, = 
CM(Q,(s)), M, = CM(T&)), and M, = CM(Ti) using the matrices of 
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(5.9), where it should be noted that (5.4) and (5.5) are extended as 
M,=CM([On 1 1, 1 QA-QF 1 QB]), 
M,=CM([Zn 1 On 1 -TF 1 On,,]), 
M,-CM([ -1, 1 -1, 1 TA 1 TB]). 
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(5.11) 
We also extend lk (k = 1,2) of (5.6) as 
.L(vJ = 0, 51(wi)= -ri, Sl(‘J) = - cj' 51C”j) = - cn+j9 
(5.12a) 
l,(‘i> =O, !YZCwi) =O, l,(xj> =lY &( uj) = 0. (5.12b) 
The (3n)X(3n + m) matrix 
(5.13) 
composed of the matrices of (5.9) is an LM matrix with respect to Q(s). Let 
n(s) be the CCF (cf. Section 3) of D(s), and Dk(s) (k = 1,. . . , T) be the 
Kquare irreducible diagonal blocks of D(s). By (A2) we may assume that 
D(s) is obtained from D(s) with a transformation matrix [of (3.9)] whose 
determinant is equal to asp for some 01 E Q - (0) and p E Z. By algebraic 
arguments using Theorem 3.6 it can be shown [32, 331 that 
p(s) = asp fi det D,(s) +Q- {O}, PEZ), (5.14) 
k=l 
where we put ti = 1 (i = 1,. . . , 3n) on the right-hand side. If we define s^ c S 
as the set of coloops of the union matroid M, V M, V M,, we see by (3.11) 
that S, = S - s^ is the column set of the horizontal tail of B(s). 
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Then deg, p(s) is characterized combinatorial terms as follows, where 
%v= {f&...,~“}u{q ,...> q}, (5.15) 
Pa= {(X,Y)~32:S,nS,~XuYuZ~S,, 
XnY=0,YnZ=0,znx=0, 
x E ~@W,)~ Y E -%%I%)> 2 E ~‘(M,IS,)}, (5.16) 
8,= ((X,Y)lXcS, YCS, XfIY=0, 
X E .G?(M, x S), Y E _%?(M, x S), s^- (X u Y) E .%?(M, x s^)), (5.17) 
tion of the nor&g&&y of A - SF. 
THEOREM 5.2 (Murota [33]). 
non-singularity of A - SF. Then 
Assume (Al) and (A2) as well as the 
deg,p(s) = min{l,(X) 
,. 
and Mk(SO and M, X S denote the restriction of M, to SO and the contraction ,. 
of M, to S, respectively. See Theorem 5.1 for the combinatorial characteriza- 
+max{~l(X>+~~(Y)I(X,Y) Epl} + C rie 
i=l 
As an immediate corollary the following criterion for controllability is 
obtained. 
THEOREM 5.3 (Murota [32]). Assume (Al) and (A2) us well as the 
nonsingularity of A - SF. The system (4.1) is controllable iff the following 
two conditions are satisfied: 
(4 ranWM([L I QA I Qel> V C?N - 4, I TA I TBIN = 2n; 
@) 51(X)+ 50’) is constant for all (X, Y) E 9,. 
Based on these characterizations, we can construct efficient algorithms for 
computing degs p(s) and for testing the controllability; see [32] and Chapter 
6 of [33] for details. 
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5.3. Fixed Mod&s 
When the state-space equations (1.1) describe a decentralized control 
system with I local control stations [53], the local nondynamic output 
feedback 
u(t) = q(t), (5.18) 
is specified by an 1 X m block-diagonal real matrix 
K=block-diag[K,,...,K,], (5.19) 
where Ki represents the output feedback at the ith control station (i = 
1 ,.**, v). 
The fixed polynomial 4(s), as defined in [56], is the greatest common 
divisor of the set of characteristic polynomials of A + BKC, when K runs 
over all matrices of the form (5.19) i.e., 
#(s)=gcd{det(A+BKC-sZ)]KEX}, (5.20) 
where X denotes the set of all real matrices of the form (5.19). A complex 
number X E C is called a fixed mode if #(X ) = 0. The importance of the 
concept of fixed modes is demonstrated by the following results due to Wang 
and Davison [56] and to Corfmat and Morse [6]: (i) the system (1.1) is 
stabilizable by the decentralized dynamic output feedback iff all the fixed 
modes have negative real parts, and (ii) the spectrum of the closed-loop 
system is freely assignable by the decentralized dynamic output feedback iff 
there exist no fixed modes. 
A fixed mode is called a structurally fixed mode if it stems not from 
accidental matching of the numerical values of system parameters but from 
the structure of the system [Sl]. In the literature [44, 511, however, the 
structurally fixed modes are defined with respect to the zero-nonzero struc- 
ture of A, B, and C. Here we shall adopt our mathematical model of Section 
4 to represent the structure of a system and consider the structurally fixed 
modes accordingly. 
To be specific, we consider a system described by (4.1) and 
Hy(t) = Cx(t) (5.21) 
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and assume that the coefficient matrices A, B, C, F, and H are expressed as 
A = QA + TA, B=Q,+T,, C=Qc+Tc> 
F=Q,+T,, H=Q,+T,, (5.22) 
where QA, QB, etc., are matrices over Q, and 
~==(TA)~~(Ts)w’(T,)~~(T,)~~(T,) ( CR) (5.23) 
is algebraically independent over Q, satisfying (Al). The feedback is assumed 
to be described by 
Gu(t) = KY(~), (5.24) 
the structure of which is specified by means of a pair of mixed matrices 
G=Q,+T,, K=Q,+T,. (5.25) 
That is, the set 3 of allowable feedbacks is composed of (G, K) of (5.25), 
where the nonzero entries of T, and TK take any real values. We define the 
fixed polynomial J/(s) with respect to the family x” by 
$(s)=gcd(detE(s)~(G,K)~.Y], (5.26) 
where E is a square matrix of order d = n + m + 1 defined by 
A-SF B 0 
0 -G K (5.27) 
c 0 -H 
and gcd is considered in C[s]. Note that this is an extension of (5.20), since 
i 
A-s1 B 0 
det(A+BKC-sZ)=det 0 -I K . 
i 
(5.28) 
c 0 -1 
We caU a complex number X EC a fixed mode with respect to X if 
4(X) = 0. We are interested in combinatorial characterizations of the exis- 
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tence of fixed modes in this sense. (See [3, 41 for pole assignment in 
descriptor systems.) 
Since the members of J(T,) H Jir(T,) are independent parameters, 
(Al) implies that E is a d X d mixed matrix with respect to Q(s), i.e., 
E = E(s) = QE + TE 
with 
QE = QE( s) = Q" + so', 
T,=T,(s)=(T”+sT’)+Z?, 
where 
Qzt QB 0 
0 -Qc QK 
Qc 0 -QH I Q'= o oo i -QF 0 0  0  
T’= 1 
-TF 0 0 
0 0 0 
0 0 0 
0 0 
k= i 0 -T, . 
0 0 
TK I 
0 
Furthermore we assume property (A2) for the matrix Q&S), i.e., 
QE(~)=diag[s’l,...,sr~].Q,(1).diag[s-”l,...,s-”d] (5.31) 
(5.29) 
(5.30a) 
(5.3Ob) 
for some integers ri and ci (i = 1,. . . , d). We also assume that E is nonsingu- 
lar, which condition can be checked by a combinatorial algorithm (cf. 
Theorem 5.1). 
We associate with E a 3d X3d LM matrix with respect to Q(s): 
D(s) = T;(s) (5.32) 
\ T:: , 
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composed of the following three d X3d matrices [cf. (3.12)]: 
QLlW= [Od I Id I Q”+SQ1]~ 
T;(S) = [diag[t,,...,t,] 1 0, 1 ST’], (5.33) 
Ti= [ -diag[td+,,..., 2d t I 1 -diag[t2d+l,..., 3d t ] 1 T'+k], 
where t 1,. . . , tsd are indeterminates. The column set of D will be indexed by 
(5.34) 
and two weight functions Sk: S + Z (k = 1,2) are defined with reference to 
(5.31) by 
!tz( ei) = O> L(q) = 0, !Yz('j) = ” (5.3513) 
The fixed polynomial #(s) is determined by the CCF of D(s) as follows. 
Let 5 = D(s) be the CCF of D(s), and Bk (k = 1,. . . , r) be the square 
irreducible diagonal blocks of 0. Furthermore, let * be the set of indices k 
of those blocks & which contain no nonzero entry of I!. Then it can be 
shown [40] from Theorem 3.5 that 
t)(s) = asp fl det B,(s) 
ks* 
for some a E Q - p} and p E Z. 
Recalling that II, is obtained from (5.32), we express it as 
/ Qkb) ’
Dk(S) = q(s) (5.36) 
\ 7; 
and consider three matroids associated with the component submatrices; it 
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may be mentioned that these matr@ds are minors of CM( Q,,( s)), CM( Tb( s)), 
and CM(Ti), respectively. Since Qk(s) inherits property (A2), we have 
CM@&)) =CM(&(l)), CM@!(s)) =CM(T;(l)). 
Put S, = Col(Bk) and 
Pk= {(x,Y)/x~s,,Y~s,, XnY=0, 
X E 62@@,(l))), Y E .+CM(%(l))), 
S-(XUY)E~(CM(~:))}. (5.37) 
Note that 9,#0 (k=l,...,r) if E(s) is nonsingular. 
THEOREM 5.4 (Murota [40]). Assume (Al) and (A2) us well us the 
rumsingularity of E(s). There exist no fixed modes iff the following two 
conditions are satisfied: 
(a) rank(CM([Z, 1 Q”]) V CM([ - I, (To + k])) = 2d; 
(b) For each k E ‘k, {XX ) + 12(Y) is constant for all (X, Y ) E 9,. 
As an extension of this theorem, a combinatorial formula for expressing 
deg, Jl(s), which is equal to the number of fixed modes, is derived in [40]. 
Based on the theorem above, we can construct an efficient algorithm for 
testing for the existence of fixed modes, which is similar to the one for testing 
for controllability. See [40] for details as well as for an illustrative example. 
6. COMBINATORIAL DYNAMICAL SYSTEMS 
6.1. Graph-Theoretic Results on Structural Controllability 
The last three sections, 6 to 8, constitute the second part of this paper. 
The main objective is to further extend the combinatorial mathematical 
aspects in the arguments of structural controllability, rather than to pursue 
physically faithful methods of analysis. To motivate the notion of combinato- 
rial dynamical system, we first review some established graph-theoretic 
results concerning structural controllability. 
The system (1.1) is called structurally controllable if it is controllable in 
the ordinary sense [18, 47, 58, 591 when A and B are “structured’ matrices, 
whose nonzero entries are, by definition, independent free parameters. When 
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the controllability is in question, the, structure of (1.1) is represented by ,a 
(directed) graph G(A, B) = (S U P, A) with vertex set S U P and arc set A, 
where an arc (xi, xi) [(uj, xi)] exists iff Aij f 0 [Bij + 01. The system (1.1) is 
called reachable if each vertex x E S is reachable from some u E P by a 
directed path in G. By a stem is meant a directed path in G with its initial 
vertex belonging to P. The following characterization of the structural 
controllability due to Lin [24], Maeda [27], Glover and Silverman [13], and 
Shields and Pearson [52] is well known. 
THEOREM 6.1. The system (1.1) is structurally controllable iff (a) it is 
reachable and (b) there exists in G a set of disjoint cycles and stems that 
covers all the vertices of S. The latter condition (b) is equivalent to term- 
rank[ A 1 B] = n. 
As an extension of this theorem, the following result is interesting, 
where the generic dimension of the controllable subspace means 
rank[B]AB] ... 1 A”- ‘B] when JV( A) w N(B) is algebraically independent, 
and [A[X, X] ] B[X, P]] is the ]X]X(]Xj+ m) matrix formed with the subma- 
h-ices A[X, X] and B[X, I’]. 
THEOREM 6.2 (Hosoe [15]). When the system (1.1) is reachable, the 
generic dimension of the controllable subspace is given by 
max(lXl/rank([A[X,X] ( B[X,P]])=IXI, XCS). 
The structure of (1.1) may be represented alternatively by the dynamic 
graph G= (s u P, x) defined as follows [33]: 
s= (J S”, 
n-1 
F= u P, 
t=1 t=o 
where 
St= (xfli=l,..., n) (t=l,..., n) 
and 
Pt= (ujlj=l,..., m)’ (t=O ,..., n-l) 
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are disjoint copies of S and P, respectively, and 
n-1 n-1 
A= U ((x~,x~+~)~A~~#O]U U ((U~~xI+l)I’ij#O]. 
t=1 t=o 
The structural controllability is then stated in terms of G in the following 
form, which motivates our definition of controllability of a combinatorial 
dynamical system (see Section 8). 
THEOREM 6.3 (Murota [33]). The system (1.1) is structurally controllable 
iff there exists in the dynamic graph c a Menger-type vertex-disjoint linking 
of size n j?xnn F to S”. 
6.2. Definition of Combinatorial Dynamical System 
A combinatorial analogue of the dynamical system (1.1) is obtained by 
replacing the matrices A, B, and C in (1.1) with bimatroids. Specifically, a 
combinatorial dynamical system (to be abbreviated as CDS) is a triple 
(A, B, C) of bimatroids such that Row(A) = Cal(A) = Row(B) = Cal(C) ( = S) 
and that S, Cal(B) ( = P), and Row(C) ( = 7’) are mutually disjoint: 
A = (S, S, A(A)), B = (S, P, A(B)), C = (T, S, A(C)). (6.1) 
The set S is called the state set, whereas P is the input set and T the output 
set. A bimatroid F is called a state feedback if Row(F) = P and Cal(F) = S. 
As a counterpart of (1.1) we consider 
(X k+l,Xk~Uk)-I(AVB), X,,Xk+lcS> u,CP, (6.2) 
which will be referred to as the state-space equation for the CDS. In this 
paper we consider the properties concerning the pair (A,B), which we shall 
also refer to as a CDS. 
An input is a sequence ( U,,)~I~ = (U, 1 k = 0, 1,. . . , K - l), U, c P. We 
say that a sequence (Xk)fxO=(Xk]k=O,l,...,K), X,cS, is a trajectory 
compatible with (U,)&,i iff (6.2) holds for k = 0, 1,. . . , K - 1. Put 
R&(X,) = (Xk c $X,):x, is compatible with some (q)rlgL), (6.3) 
RS( X,) = fi RS,(X,). (6.4) 
k=O 
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we say that ( S) is reachable at time k ( >, 0) from X, ( c S) if 
X E RS,(X,), and that a CDS is reachable if {x} E RS( 0) V’x E S. We also 
say that a CDS is controllable if RS( 0) = 2’. 
Some fundamental properties of a CDS will be considered in the follow- 
ing two sections. 
7. AUTONOMOUS SYSTEMS 
This section deals with a free or autonomous system in which input 
bimatroid B is trivial. In other words, we investigate the properties of a single 
bimatroid A such that Row(A) = Cal(A). 
Since Row(A) = Cal(A), we can think of the product of A with itself; Ak is 
defined recursively by Ak = Ak-’ *A = A* Ak-’ for k = 1 2 , ,*.*, where, for 
convenience, we put A0 = (S, S, A(A’)) with A(A”) = {(X, X) ] X c S}. For a 
free system, lJ x, c ,RS,(X,) agrees with the family of independent sets of 
RM(Ak), which we are going to study. 
It may be remarked here that even in the special case where A is a deltoid 
arising from a “structured’ matrix M with independent nonzero entries, the 
power products of A = L(M) do not agree with the bimatroids associated 
with the power products of M. In fact, L(M3) f L(M)3 for 
‘0 0 t, 0 0 
t, 0 t, 0 0 
M= t, 0 0 0 0, 
0 t5 0 0 0 
\o 0 0 ts 0 
where ti (i=l,..., 6) are indeterminates. With this in mind, the following 
result is of interest. 
THEOREM 7.1 (Poljak [45]). For a square matrix M with independent 
nonizro entries, 
+fk) = @Wk), k=O,l,... . 
Fundamental properties of the power products of a general bimatroid are 
stated in the following three theorems. The inequality in Theorem 7.2 is 
DYNAMICAL SYSTEMS 753 
named in [34, 381 the Frobenius inequality for poly-bimatroids, and Theorem 
7.3 can be generalized to poly-bimatroids (cf. [34, 381). 
THEOREM 7.2 (Murota [34, 381). Let Li (i = 1,2,3) be poly-bimutroids 
such that L, *La *La can be defined. Then 
r(L,*L,*L,)+r(L,)>r(Lr*Lz)+r(Lz*Lg). 
THEOREM 7.3 (Murota [34, 381). Let A be a bimatroid with Row(A) = 
Coi(A) = s. 
(1) We have 
r(AkP’) - r(Ak) > r(Ak) - r(Ak+‘), k=l2 , ,... . 
(2) There exists T = r(A) (0 G 7 G IS]) such that 
r(A”) > r(A1) > . . . > r(ATp ‘) > r(K) = r(Ak), k=T+1,7+2,.... 
The integer 7 = r(A) above is called the transition index of A. We 
symbolically write r(A”) for r(A’), though the limit of Ak as k + CC may not 
exist. Note also that the limits of RM(Ak) and CM(Ak) do exist, as shown in 
the following theorem. 
THEOREM 7.4 (Murota [34,38]). Let r be the transition index of A. Then 
RM(A’) ; RM(A’) ; . . . 2 RM(A’-‘) 2 RM(A’) = RM(Ak), 
k=7+1,7+2,..., 
CM(A’) 2 CM(A’) 2 . . . 3 CM(A’-‘) 2 CM(A’) = CM(Ak), 
k=~+1,7+2,..., 
where M, 2 M, means that M, --j M, and M, r Ma. 
Based on Theorem 7.3, we can define a set of characteristic indices 
( q,; ~1, ~a,...) by 
w. = r(A=‘), 
wk = r(Ak+‘) + r(Ak-l) - 2r(Ak), k = 1,2,..., 
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where o,>O (k=O,l,...). Th is is named [34, 381 the Jordan type of the 
bimatroid A. Note that in the particular case where A is a deltoid L(M) 
arising from a square “structured” matrix M with independent nonzero 
entries, (wO; wi, os,. . . ) determines the Jordan canonical form of the matrix 
M (see Theorem 7.1 as well as [46]). 
As an analogue of eigenvector, the concept of eigenset is introduced by 
Murota [34, 381 for a bimatroid A = (S, S, A(A)). A subset X c S is called an 
eigenset of A if (X, X) E A(A); the set of eigensets of A is denoted by EIG(A). 
A subset X c S is called a recurrent set of A if (X, X) E A(Ak) for some 
k > 1; the set of recurrent sets of A is denoted by REC(A). The following facts 
are known. 
THEOREM 7.5 (Murota [34, 381). 
(1) We have 
max{]X(]X E EIG(A)} = max{]X]IX E REC(A)} = r(A”) 
(2) X ( c S) is a recurrent set of maximum size iff X E %?(RM(A”)) n 
.%?(CM(Am)). 
THEOREM 7.6 (Murota [34,38]). REC(A) is hereditary, that is, Y E REC(A) 
if Y C x E REC(A). 
8. CONTROLLABILITY OF COMBINATORIAL 
DYNAMICAL SYSTEMS 
This section gives a number of controllability criteria for a CDS (A,B). 
Before stating the general results, it is worthwhile explaining the relation 
between the structural controllability and the controllability of a CDS in a 
typical situation. Consider a conventional dynamical system (1.1) described 
by matrices x and 3, with which we can associate a CDS (A,B) under the - _ 
correspondence: A = L(A), B = L(B). In the special case where the matrices 
,% and B are “structured” having independent nonzero entries, the associated 
bimatroids A and B are deltoids represented by matchings in bipartite 
graphs. It is not difficult to see that in this special case the associated CDS 
(A,B) is controllable in the sense of Section 6.2 iff there exists in the dynamic 
graph G of the system (1.1) a Menger-type vertex-disjoint linking of size n 
from p to S”. Theorem 6.3 then reveals the following connection between -- 
the two concepts of controllability in this special case: The system (A, B) is 
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controllable in the ordinary sense iff the associated CDS (A, B) is controllable. 
It is at the same time noted that this statement is not valid for general 
numerical matrices x and B. 
It follows immediately from the definition that RS,( 0) for each k, forms 
the family of independent sets of a matroid, which is called the reachability 
matroid and denoted by R, = (S, pk). The sequence of matroids {Rk } is 
determind by a recurrence relation as stated below. 
THEOREM 8.1 (Murota [31, 351). The sequence of reachability matroids 
R, satisfies the following. 
(1) We have 
R, = A*RLpl vRM(B), k=1,2,..., 
where R, is a trivial matroid (see Section 2 for the notation A* R,_,). 
(2) We have 
r(Rk) -r(R,-,) ar(Rktl> -r(Rk)> k=1,2,.... 
(3) There exists’ K = K(A,B) ( > 0) such that 
r(RO) <r(R,) < ... < r(R,_,) < r(R,) = r(Rk), k=K+l,K+2,.... 
(4) We have 
Ro +- R, + . . . + R,_, + R, = R,, # # # # 
k=K+l,K+2,..., 
where M, 2 M, means that M, + M, and M, * Ma. 
The integer K (0 < K < n = ISI) is called the controllability index. The 
above theorem shows that Apk = r(Rk) - r(R,_,), k = 1,2,.. ., form a non- 
negative and nonincreasing sequence that vanishes for k > K. This enables us 
to define further a set of controllability indices { K~} by ~~ = I{ k ) Apk >, i} 1, 
just as in the conventional dynamical system theory [59]. See Murota [31] for 
more about the controllability indices. 
The ultimate rank r(R,) of the reachability matroid is called the control- 
lable dimension, and denoted as r(R,). Theorem 6.2 can be generalized in a 
straightforward manner. 
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THEOREM 8.2 (Murota [31, 351). When a CDS (AB) is reachable, the 
controllable dimension is given by 
r(R,) = max{(X((rank(A[X, X] VB[X, P]) = (X], X c S}. 
From this formula the following controllability criteria are derived. Com- 
pare the second criterion (ii) below with Theorem 6.1, taking notice of the -- 
fact thatRM(A) V_RM(B) is_the fre_e matroid iff term-rank[ A 1 B] = n in case 
A = L(A), B = L(B), and A and B are “structured” matrices. 
THEOREM 8.3 (Murota [31, 35, 371). For a CDS (A,B), the following 
three conditions are equivalent: 
(i) The CDS (A,B) is controllable. 
(ii) (a) The CDS (A,B) is reachable and (b) RM(A) V RM(B) is the f;ee 
matroid. 
(iii) (a) The CDS (A,B) is reachable and (b) there exists a state feedback 
F such that A V B * F is a nonsingular bimatroid. 
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