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Методами числення Малявена отримано представлення для другої похiдної по параметру
логарифмiчної функцiї вiрогiдностi побудованої на дискретних спостереженнях процесу задано-
го лiнiйним стохастичним диференцiальним рiвнянням, керованим процесом Левi.
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By means of the Malliavin calculus, integral representation for the second derivative of the logli-
kelihood function are given for a model based on discrete time observations of the solution to equation
dXt = aθ(Xt)dt+ dZt with a Le´vy process Z.
If we have a logarithm of transition kernel for Markov chain and can calculate two its derivatives
w.r.t. parameter, we can find the maximum likelihood estimate (MLE) and its asymptotic normal di-
stribution. But in our case the support of transition probability density depend on parameter and we
can’t, in principle, to obtain a precise formula for the logarithm of joint density and its derivatives.
The likelihood function in our model is highly implicit. In this paper, we develop an approach which
makes it possible to control the properties of the likelihood and log-likelihood functions only in the terms
of the objects involved in the model: the function aθ(x), its derivatives, and the Le´vy measure of the
Le´vy process Z.
Key Words: MLE, Likelihood function, Le´vy driven SDE, Regular statistical experiment, LAN.
Статтю представив д.ф.-м.н. Козаченко Ю.В.
Introduction
Let Z be a Le´vy process without a diffusion
component; that is,
Zt = ct+
∫ t
0
∫
|u|>1
uν(ds,du)+
∫ t
0
∫
|u|61
uν˜(ds,du),
where ν is a Poisson point measure with the
intensity measure dsµ(du), and ν˜(ds,du) =
ν(ds,du)−dsµ(du) is respective compensated Poi-
sson measure. In the sequel, we assume the Le´vy
measure µ to satisfy the following:
H. (i) for some κ > 0,∫
|u|>1
u2+κµ(du) <∞;
(ii) for some u0 > 0, the restriction of µ on
[−u0, u0] has a positive density
σ ∈ C2 ([−u0, 0) ∪ (0, u0]) ;
(iii) there exists C0 such that
|σ′(u)| 6 C0|u|
−1σ(u),
|σ′′(u)| 6 C0u
−2σ(u), |u| ∈ (0, u0];
(iv)
(
log 1
ε
)−1
µ
(
{u : |u| > ε}
)
→∞, ε→ 0.
Consider stochastic equation of the form
dXθt = aθ(X
θ
t )dt+ dZt, (1)
where a : Θ × R → R is a measurable function,
Θ ⊂ R is a parametric set.
In [1] it was proved that under conditions
of smoothness and growth of aθ the Markov
process X given by (1) has a transition probabi-
lity density pθt w.r.t. the Lebesgue measure. Besi-
des, according to [1] this density has a derivati-
ve ∂θp
θ
t (x, y). The extension of the asymptotic
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methods of mathematical statistics is used as a
key tool the second derivative of the log-likelihood
ratio w.r.t. parameter. The purpose of this paper
is to give a Malliavin-type integral representation
of this derivative.
1 Main results
We denote by Pθx the distribution of this
process in D([0,∞)) with X0 = x, and by E
θ
x
the expectation w.r.t. this distribution. Respecti-
ve finite-dimensional distribution for given time
moments t1 < · · · < tn is denoted by P
θ
x,{tk}
n
k=1
. On
the other hand, solution X to Eq. (1) is a random
function defined on the same probability space
(Ω,F ,P) with the process Z, which depends addi-
tionally on the parameter θ and the initial value
x = X(0). We do not indicate this dependence
in the notation, i.e. write Xt instead of e.g. X
θ
x,t,
but it will be important in the sequel that, under
certain conditions, Xt is L2-differentiable w.r.t. θ
and is L2-continuous w.r.t (t, x, θ).
In the sequel we will show that, under
appropriate conditions, Markov process X admi-
ts a transition probability density pθt (x, y) w.r.t.
Lebesgue measure, which is continuous w.r.t.
(t, x, y) ∈ (0,∞)×R×R. Then (see [2]), for every
t > 0, x, y ∈ R such that
pθt (x, y) > 0, (2)
there exists a weak limit in D([0, t])
P
t,θ
x,y = lim
ε→0
P
θ
x
(
·
∣∣∣|Xt − y| 6 ε),
which can be interpreted naturally as a bridge of
the processX started at x and conditioned to arri-
ve to y at time t. We denote by Et,θx,y the expectati-
on w.r.t. Pt,θx,y.
In what follows, C denotes a constant which
is not specified explicitly and may vary from place
to place. By Ck,m(R×Θ), k,m > 0 we denote the
class of functions f : R×Θ→ R which has conti-
nuous derivatives
∂i
∂xi
∂j
∂ θj
f, i 6 k, j 6 m.
In [1] it was proved that under the conditions
of following Theorem ∂θp
θ
t (x, y) has a Malliavin-
type integral representation
∂θp
θ
t (x, y) = g
θ
t (x, y)p
θ
t (x, y) (3)
with
gθt (x, y) =
{
∂θ log p
θ
t (x, y) = E
t,θ
x,yΞ1t , p
θ
t (x, y) > 0,
0, otherwise.
(4)
The goal of this section is to obtain the same
representation for second derivative, i.e.
∂2θθp
θ
t (x, y) = G
θ
t (x, y)p
θ
t (x, y) (5)
with
Gθt (x, y) =

∂2θθ log p
θ
t (x, y) + g
θ
t (x, y)
2 =
= Et,θx,yΞ2t , p
θ
t (x, y) > 0,
0, otherwise.
(6)
The functionals Ξ1t and Ξ
2
t , involved in expressi-
ons for g and G, will be introduced explicitly in
the proof below; see formulas (19) and (21).
Theorem 1. Let a ∈ C3,2(R × Θ) have bounded
derivatives ∂xa, ∂
2
xxa, ∂
2
xθa, ∂
3
xxxa, ∂
3
xθθa, ∂
3
xxθa,
∂4xxxθa and for all θ ∈ Θ, x ∈ R
|aθ(x)|+ |∂θaθ(x)|+ |∂
2
θθaθ(x)| 6 C(1 + |x|). (7)
Then the transition probability density has a
second derivative ∂2θθp
θ
t (x, y), which is continuous
w.r.t. (t, x, y, θ) ∈ (0,∞) × R × R × Θ, and (5)
holds true.
Remark 1. By statement of Theorem, the logari-
thm of the transition probability density has a
second continuous derivative w.r.t. θ on the open
subset of (0,∞) × R × R × Θ defined by inequali-
ty pθt (x, y) > 0 and, on this subset, admits the
integral representation
∂2θθ log p
θ
t (x, y) = E
t,θ
x,yΞ
2
t −
(
Et,θx,yΞ
1
t
)2
. (8)
Remark 2. For every γ < 1 + κ/2 there exists
constant C which depends on t and γ only, such
that
E
θ
x
∣∣∣∂θgθt (x,Xθt )∣∣∣γ 6 C(1 + |x|)γ . (9)
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2 Proof of Theorem 1
We need to repeat some notations and
statements defined in Section 3 [1]. Fix u1 ∈
(0, u0), where u0 comes from H (ii), and introduce
a C2-function ̺ : R→ R+ with bounded derivati-
ve, such that
̺(u) =
{
u2, |u| 6 u1;
0, |u| > u0
.
Denote by Qc(x), c ∈ R the value at the time
moment s = c of the solution to Cauchy problem
q′(s) = ̺(q(s)), q(0) = x.
Then {Qc, c ∈ R} is a group of transformations of
R, and ∂cQc(x)|c=0 = ̺(x).
Definition 1. A functional F ∈ L2(Ω,F ,P) is
called stochastically differentiable, if there exists
an L2(Ω,F ,P)-limit
DˆF = lim
c→0
1
c
(
QcF − F
)
. (10)
The closure D of the operator Dˆ defined by (10)
is called the stochastic derivative. The adjoint
operator δ = D∗ is called the divergence operator
or the extended stochastic integral.
Remark 3. dom(D) is dense in L2(Ω,F ,P),
hence δ is well defined. In addition, dom(δ) is
dense in L2(Ω,F ,P), hence Dˆ is closable. The
operator δ itself is closed as an adjoint one; e.g.
Theorem VIII.1 in [3].
Denote χ(u) = − (σ(u)̺(u))
′
σ(u) , u 6= 0.
Proposition 1. 1. Let ϕ ∈ C1(Rd,R) have
bounded derivatives and Fk ∈ dom(D), k = 1, d.
Then ϕ(F1, . . . , Fd) ∈ dom(D) and
D [ϕ(F1, . . . , Fd)] =
d∑
k=1
[∂xkϕ](F1, . . . , Fd)DFk.
(11)
2. The constant function 1 belongs to dom(δ)
and
δ(1) =
∫ T
0
∫
R
χ(u)ν˜(ds,du). (12)
3. Let G ∈ dom(D) and
E (δ(1)G)2 <∞. (13)
Then G ∈ dom(δ) and δ(G) = δ(1)G −DG.
The proofs of this Proposition and Remark 3
can be found in [1].
Lemma 1. Under the conditions of Theorem 1 Xθt
is thrice stochastically differentiable and
DjXθt =
j−1∑
i=0
(i+ 1)j−i+1
i!
∫ t
0
Dj−i−1
(
EtE
−1
s
)
∫
R
̺(u)
(
̺(u)i
)(i)
ν(ds,du), j = 1, 3; (14)
where Et := exp
{∫ t
0 ∂xaθ(X
θ
τ )dτ
}
,
DnEt =
n−1∑
k=0
n−k−1∑
j=0
Ckn−1C
j
n−k−1D
kEt×
∫ t
0
Dj
(
∂2xxaθ(X
θ
τ )
)
Dn−k−jXθτ dτ, n = 1, 2.
(15)
Remark 4. The expressions for Dn
(
∂2xxaθ(X
θ
t )
)
and Dn
(
EtE
−1
s
)
can be found by the first statement
of Proposition 1 (and formula (15) respectively).
Remark 5. Under additional conditions about
smoothness and growth of aθ the formulas (14) and
(15) are equitable if j is more than 3 and n is more
than 2.
The case j = 1, 2 and n = 1 was considered in
[1]. The proof of (14) as j > 3 provides by inducti-
on using the argument of proof of relation (27)
[1], and based on Theorem II.2.8.5 [4]. The same
arguments that in Section 3.2 [1] give (see details
in proof of relations (27), (31) and (32) [1]):
D2∂θθX
θ
t =
∫ t
0
D2
(
EtE
−1
s
)
∂θaθ(X
θ
s )ds+
2
∫ t
0
D
(
EtE
−1
s
)
∂2xθaθ(X
θ
s )DX
θ
sds+
Et
∫ t
0
E−1s
(
∂3xxθaθ(X
θ
s )(DX
θ
s )
2+
∂2xθaθ(X
θ
s )D
2Xθs
)
ds, (16)
∂2θθX
θ
t = Et
∫ t
0
E−1s
(
[∂2θθaθ](X
θ
s )+
2[∂2xθaθ](X
θ
s )∂θX
θ
s + [∂
2
xxaθ](X
θ
s )(∂θX
θ
s )
2
)
ds,
(17)
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D∂2θθX
θ
t = 2Et
∫ t
0
E−1s
(
∂2xxaθ(X
θ
s )∂θX
θ
s+
[∂2xθaθ](X
θ
s )
)
D∂θX
θ
sds+
Et
∫ t
0
E−1s
(
2∂3xxθ[aθ](X
θ
s )∂θX
θ
s+
∂3xxxaθ(X
θ
s )(∂θX
θ
s )
2 + [∂3xθθaθ](X
θ
s )
)
DXθsds.
(18)
Similarly to proof the moment bounds for
∂θX
θ
t , D(∂θXt), DX
θ
t , D
2Xθt , proved in Section
3.3 [1], we get the same one for ∂2θθX
θ
t , D(∂
2
θθX
θ
t ),
D2(∂θX
θ
t ) and D
3Xθt . Note that the assumption on
the derivatives ∂xa, ∂
2
xxa, ∂
3
xxxa is used in Secti-
on 3.2 [1] to get the existence of the derivati-
ves DXt,D
2Xt,D
3Xt. The addition assumption on
∂2xθaθ similarly gives the existence of derivative
D
(
∂θX
θ
t
)
.
Proof of Theorem 1. In the theorem 1 [1] it was
proved that the transition probability density has
a derivative ∂θp
θ
t (x, y), which is continuous w.r.t.
(t, x, y, θ) ∈ (0,∞) × R × R × Θ, and functional
Ξ1t , from its representation given by the formula
Ξ1t =
(∂θX
θ
t )δ(1)
DXθt
+
(∂θX
θ
t )D
2Xθt
(DXθt )
2
−
D(∂θX
θ
t )
DXθt
.
(19)
Note that Xt is twice L2-differentiable w.r.t.
parameter θ, see (17) for its derivative. In additi-
on, DXθt , D
2Xθt , and D∂θX
θ
t , are L2-differentiable
w.r.t. θ, and all these derivatives satisfy moment
bounds similar to (35) [1] (moment bounds for
DXθt ). Now it is easy to prove that Ξ
1
t is L2-
differentiable w.r.t. θ (the explicit formula of the
derivative is omitted). One can just replace DXt
in the denominator in the formula (19) by DXt+ε,
prove that this new functional is L2-differentiable
w.r.t. θ using the chain rule, and then show usi-
ng (36) [1] (negative order moment bounds for
DXθt ) that both this functional and its derivati-
ve w.r.t. θ converge (locally uniformly) in L2 as
ε → 0, respectively, to Ξ1t and to the functional
∂θΞ
1
t which comes from the formal differentiati-
on of (19). This argument also shows that Ξ1t
and ∂θΞ
1
t depend continuously (in L2) on x, t, θ.
Therefore, we can take a derivative at the right
hand side in (3), which gives
∂2θθp
θ
t (x, y) = p
θ
t (x, y)E
t,θ
x,y∂θΞ
1
t + p
θ
t (x, y)g
θ
t (x, y)
2.
This function is continuous w.r.t. (t, x, y, θ)
because pθt , g
θ
t , and ∂θΞ
1
t depend continuously (in
L2) on x, t, θ, and relation
P
θ
x(Xt = y) = 0, x, y ∈ R, t > 0, θ ∈ Θ
(20)
holds true (by representation (3)).
To prove (5), we use moment bounds for
∂θX
θ
t , ∂
2
θθX
θ
t , D(∂θXt), D(∂
2
θθX
θ
t ), D
2(∂θX
θ
t ),
DXθt , D
2Xθt and D
3Xθt to get, similarly to the
proof of (37) [1] (integral representation for pθt ),
that
(∂θX
θ
t )
2
DXθt
,
1
DXθt
(
δ
(
(∂θX
θ
t )
2
DXθt
)
+ ∂2θθX
θ
t
)
belong to dom(δ) and
Ξ2t := δ
(
1
DXθt
(
δ
(
(∂θX
θ
t )
2
DXθt
)
+ ∂2θθX
θ
t
))
=
−
1
DXθt
Dδ
(
(∂θX
θ
t )
2
DXθt
)
+
D∂2θθX
θ
t
DXθt
+
(
δ(1)
DXθt
+
D2Xθt
(DXθt )
2
)(
δ
(
(∂θX
θ
t )
2
DXθt
)
+ ∂2θθX
θ
t
)
,
(21)
with
δ
(
(∂θX
θ
t )
2
DXθt
)
=
(∂θX
θ
t )
2δ(1)
DXθt
+
(∂θX
θ
t )
2D2Xθt
(DXθt )
2
−
2(∂θX
θ
t )D(∂θX
θ
t )
DXθt
,
Dδ
(
(∂θX
θ
t )
2
DXθt
)
=
2∂θX
θ
t
DXθt
(
δ(1)D(∂θX
θ
t )−D
2(∂θX
θ
t )
)
+
(∂θX
θ
t )
2Dδ(1)
DXθt
−
2(D(∂θX
θ
t ))
2
DXθt
+
(
∂θX
θ
t
DXθt
)2 (
D3Xθt − δ(1)D
2Xθt
)
+
4∂θX
θ
t D(∂θX
θ
t )D
2Xθt
(DXθt )
2
−
2(∂θX
θ
t D
2Xθt )
2
(DXθt )
3
.
The expressions for ∂θX
θ
t , D∂θX
θ
t and Dδ(1) can
be found in [1], the other one given by the formulas
(14) – (18). Therefore, for any test function f ∈
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C2(R) with bounded derivatives we have
∂2θθE
θ
xf(X
θ
t ) =
E
θ
x
(
f ′′(Xθt )(∂θX
θ
t )
2 + f ′(Xθt )∂
2
θθX
θ
t
)
=
E
θ
x
(
Df ′(Xθt )
(∂θX
θ
t )
2
DXθt
+ f ′(Xθt )∂
2
θθX
θ
t
)
=
E
θ
x
(
f ′(Xθt )
(
δ
(
(∂θX
θ
t )
2
DXθt
)
+ ∂2θθX
θ
t
))
=
E
θ
x
(
Df(Xθt )
DXθt
(
δ
(
(∂θX
θ
t )
2
DXθt
)
+ ∂2θθX
θ
t
))
=
E
θ
xf(X
θ
t )Ξ
2
t = E
θ
xf(X
θ
t )G
θ
t (x,X
θ
t ); (22)
see (6) for the definition of Gθt (x, y). Because the
test function f is arbitrary, the integral identity
(22) proves (5).
Remark 6. From (22) with f ≡ 1 it follows that
for every x ∈ R, θ ∈ Θ, t > 0
E
θ
xG
θ
t (x,X
θ
t ) = 0.
Proof of Remark 2. By the moment bounds and
formula (21), we have
E
θ
x|Ξ
2
t |
p
6 C(1 + |x|p) (23)
for every p ∈ [1, 2 + κ), with the constants C
depending on t, p only.
Combining relations (3) – (6) we get
∂θg
θ
t (x,Xt) = E
θ
x
[
Ξ2t
∣∣∣Xt]− gθt (x,Xθt )2,
Moreover, inequality (9) follows directly from (23),
(45) [1] (moment bounds for gθt ) and Jensen’s
inequality.
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