Introduction
The Centre de Recherches Océanographiques de DakarThiaroye (CRODT) of the Institut, Sénégalais de Recherche Agricole (ISRA) has been collecting data for at least 20 years on the artisanal fishery along the coast of Senegal, using a consistent sampling design (Gérard and Greber, 1985; Laloë, 1985) . The objective of this stock assessment purposes. In this design, data are collected within strata defined by combinations of gears, fortnights' and ports of landing.
While stock assessments are generally done on a single species basis, questions concerning biological and J system is to obtáin fishing effort, and catch data used for 'Fortnight is defined here as "ha1f.a month", thus there are 24 fortnights in a year. technical interactions (the latter include the "effort allocation problem", see Laurec et al., 1991) require multispecies approaches. To that end, data from individual fishing trips are usually analysed using multivariate methods and cluster analysis to build up typologies of fishing units or typologies of "métiers" (Murawski el al., 1983; Biseau and Gondeaux, 1988) . In our experience (Gérard and Greber, 1985; Laloë and Samba, 1990; Samba and Laloë, 1991; Ferraris and Samba, 1992) , such analyses of these kinds of data clearly indicate the existence, even within the use of a particular gear, of diKerent "tactics" (Laloë and Samba, 1990) or "mitiers" (Laurec el al., 1991) or "technotopes" (Fay, 1994) . In addition, the fishermen may take information from the "environment" into account in order to decide which "mktier" to use (Garrod, 1973; Hilborn, 1985; Allen and MacGlade, 1986; Laurec:er al., 1991; Samba, 1991) ; the term environment here refers to the environment experienced by the fish as well as that experienced by the fishermen (Fréon, 1986; Roy, 1988, 1991; Samba and Laloë, 1991) . While the time series of mean catches for a single species may simply reflect changes in abundances as is usually assumed, these changes may also be due to many other sources of variation and interactions. Therefore, we need tools to partition out these sources of variation. In this paper, we present an application of principal component analysis with respect to instrumental variables (PCAIV Rao, 1964; Inzenman, 1980; 
Materials and methods

Data
For our analysis we used data extracted from the CRODT data base (Ferraris et al., 1993) , consisting of mean catches of fish from handlines on daily trips and landed in one of two ports (Saint-Louis and Kayar). These catch data are given by species and by fortnight from 1975 to 1991. The 25 species that we considered are listed in Table 1 . In our analysis the data were in matrix form Z, with 816 rows and 25 columns, where each column (or variable) represents a species and each of the 816 rows (2 ports x 17 years x 24 fortnights) contains the catch by species. Based on empirical evidence of skew, we transformed the data with the logarithmic function (Y=log(Z+ 1)). Moreover, Y has been centred and scaled in columns, so that the mean of each column is zero with variance equal to one. Such data are usually represented in terms of an analysis of variance model (see €or example Draper and Smith, 1981 or Arnold, 1981) 
Y therefore consists of a 816 x 25 matrix which is decomposed in a sum of 7 fitted matrices (see Appendix 1). Each of these contains the effects of the 25 species relative to a factor or interaction. Note that by considering the It'' column of each of those matrices, we find again the decomposition in (1).
Similar to (2), we have an additive decomposition for the variability of Y. This variability is now expressed in terms of inertia (see Appendix 1) which is the multivariate expression of the variance. The inertia of Y ( X , ) is defined as the sum of the variances over the columns, i.e. I,=Z2',= I var@'). Thus, analogous to (2), we obtain, 
The latter Equation (4) may be expressed as the term by term sum of the 25 Equations (2). For example, IF=Cz5,, I var(Y',) expresses the part of the inertia of Y explained by the fortnight factor. Furthermore, if each of the seven sources of variation has no systematic effect at all, then all the ratios of inertia to the corresponding degree of freedom have the same expectation. Hence, it is useful to consider those ratios in order to describe the impact of the various sources of variation.
Being saturated, such a model is not explanatory because it contains as many parameters as we have data. Nevertheless, it does allow us to link the catches to the qualitative or instrumenta1 variables (Port, Year, Fortnight or their interactions) used in the sampling design. The method used to study the relationship between catches and instrumental variables was principal component analysis with respect to instrumental variables, or PCAIV (Rao, 1964; Sabatier ef al., 1989) .
Principal Components Analysis (PCA) is a useful tool for description of global linear correlations between variables (see, for example, Biseau and Gondeaux, 1988) . However, particularly in the case of data collected according to a sampling design, it may be interesting to present an analysis of the correlations of the variables of interest conditional on the instrumental variables. PCAIV is suitable method for this purpose. In practice, a PCAIV on several variables of interest relative to an instrumental variable consists of carrying out a PCA on the fitted variables of interest after the regression on the instrumental variable (Sabatier et af., 1989) . This analysis can be done using any software that has both general linear models and PCA (e.g. SAS, S-PLUS, Genstat).
AS in (3), we decomposed Y into a sum of seven fitted matrices. Each of them is linked to a factor or interaction between factors identified here as instrumental variables. Such a decomposition may be useful for , . . interpretation purposes. For example, Y , contains the seasonal effects with respect to the yields and, due to the orthogonality, those effects may be discussed independently of other sources of variation. Hence, PCA of each of these arrays will allow us to describe the relations between yields of the species for each of the seven sources of variations defined by the saturated model.
Graphical outputs are very useful for the presentation and interpretation of results. We shall focus on fitted values of the observations from multiple regression o n principal components (Persat and Chessel, 1989) and correlation of the variables of interest with the principal planes. These fitted values will be described in connection with the presentation of results of the PCA of Y , (i.e. the PCAIV of Y with respect to the factor Fortnight).
This latter group accounts for about 47% of the total inertia.
PCAIV of Y for Fortnight
The decomposition of the inertia of Y according to Equation (4) is presented in of the variables by the principal plane in Figure 1 contains information about:
(1) the quality of the representation by the principal plane with points closer to the circumference of the circle being better represented (i.e. higher correlation) and, (2) the influence of the instrumental variable being considered which is measured by the length s with shorter lengths indicating a higher proportion of the variance being explained.
For example, let us consider (Fig. 1 ) species 14 (Sphyrna spp.) and 2 (Pagrus caeruleostictus). The positions of items 14 and 2 indicate that the seasonal effects of those species are well represented by the principal plane. However, extremity 2a is nearer to 2 than 14a to 14. This difference corresponds to the differing importance of fortnight variabilities. Indeed, the factor fortnight explains about 45% of the variance of the Pagrus caeruleostictus, and only 9% for the Sphyrna spp. Hence,
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consideration of both extremities of the segment allows us to make an analysis taking into account the quantitative influence of the factor on each of the species.
On the whole (Fig. i) , many of the species have important fortnight effects. We distinguish an opposition between cold season species (1, 3, 4, 5, 10, 13) and warm season species (7, 8, 20, 21) . A positive correlation with the second component is interpreted here as indicating a seasonal effect which extends past the cold season (species 10, Epinephelus guaza) or anticipates the warm season (species 8, Alectis alexandrinus). This interpretation may be illustrated by looking at the fitted values from using principal components.
.
Fitted values from principal components
We obtained fitted values from principal components by applying a multiple regression of Y', on the first principal components. This allows one to substitute a smoothed image for Y' , taking into account the structure of all the data (Persat and Chessel, 1989 The seasonal effect for Istiophorus albicans (species 21) is highly correlated with the first principal component (Fig. 1) . Therefore model fitting with this component is very efficient (Fig. 2) and allows a clear interpretation of this component and of the seasonal effect for Istioplrorus albicans. This is also true for the seasonal effects for the other species that are highly correlated (positively or not) with the first component. This. first principal component is characteristic of the succession of seasons, a warm and rainy season from July to October (fortnights 13-20) and a cold and dry season from December to May (fortnights 23, 24 and 1-10) -June (fortnights 11, 12) and November (fortnights 21, 22) being "interseasonal". The cold and dry season is also characterized by the presence of an upwelling phenomenon (Rébert, 1983) .
The seasonal effects of mean catches for Aleclis alexandrinus (species 8) and Epinephelus guaza (species 10) are combinations of the two first principal components (Fig: 3a, b, c) ; the first species is mainly caught during the warm season, with high values observed in the inter-seasonal month of June (fortnight 11 and 12). The second species is mainly caught during the cold season, also with high values in June. This characteristic is taken into account by the second component which presents a peak during June and July (Fig. 3b) . We may note on Figure 3a and b that the Contributions of first component are in opposition and that the contributions of the second are quite similar.
Species whose code number.or item is not close to the correlation circle (Fig. 1) are not well correlated with a combination of the first two components. For such species (for example species 12, 15, 23, 25), a useful model fit would require more than two components.
PCAIVof Y f o r Year
The principal plane (Fig. 4) aid of the two first components for Pomaiomus saliatrix, increasing year effect) are in opposition to species (1, 5, (r= -0.06). Considering the PCA of YF (Fig. l ) , shows . ' j 7, 14) whose year effect is decreasing. These two groups that their seasonal effects are opposed (one cold season are orthogonal to species (12, 13, 19, 22) , whose year species versus warm season species), while PCA of YA If we now consider the general PCA of Y (Fig. 3, and actually positively correlated. the PCA of Y, and YA, we may observe one of the interesting insights from PCAIV. On the general PCA PCAIV of Y for Port for example, species 1 (Poniutomus suhtrix) and 7 The qualitative variable Port having two modalities and (Arius lutisculutus) appear to be quite orthogonal therefore only generates a subspace of dimension 1. That effect first increases and then decreases.
( Fig. 4) shows that their inter-annual variabilities are is why we do not show the representation in the principal plane. We can distinguish St Louis's species (7, 1 ) from Kayar's species (6, 20, 21, 23, 25) .
PCAIV of Y for Port x Fortnight
The influence of this factor on species is variable (Fig. 6 ).
It is difficult to interpret the interactions without taking into account the main effects. As an example, consider the following representations for species 20 (Coryphaena hippurus) and species. 1 (Pomatomus saltatrix). The global fitting of species 20 was constructed as the regression on first component of PCA on Fortnight, Port and Port x Fortnight (Fig. 7) . For species 1, we observe that interaction Port x Fortnight is principally correlated with the second principal component. So, we may obtain fitted values (Fig. 8 mainly'made at Kayar during the warm season; catches are quite small during the cold season in the two ports. For Pomatomus saltatrix, the interaction highlights a possibly more interesting situation, with catches made during a longer period of the cold season in St Louis. This is in agreement with available knowledge on the migratory pattern of that species (Champagnat et al., 1983) .
PCAIV of Yfor Year x Port
The influence of this interaction is weak (Fig. 9) . Only species 24 (Octopus vulgaris) has a significant interaction. Indeed, the exploitation of this species is quite recent and takes place mainly at Kayar.
PCAIV for Y for Year x Fortnight and Port x Fortnight x Year
Inertias corresponding to these effects are strong, but with a low ratio inertiddf (Table 2 ). Contrary to previous PCAIV, inertia is spread out over the principal . . . 
A global model
In preceding sections, partial models for fitted values obtained from the principal components were considered. Taking into account a small number of principal components, we may fit the model in a quite satisfying way with each term of the decomEosition as giten in Equation (3). It is important to look at the data i.e. at the matrix Y itself. This may be done by pooling the partial results and by summing the result: for each fitted matrix. For example, using the one component for the Port effect and three components for the six other sources of variation (Table 3) . We present this model fit with species 1 (Pomatomus saltatrix) in Figure 12b . Such a model fit may be done for each species. This kind of model should be considered to be a non-parametric model because it was constructed as a linear combination of a limited number of smoothed series (i.e. principal components).
As an alternative to the above, a parametric model may be obtained by fitting multivariate linear models. The best-fitting model can be selected among a greater number of possibilities using a criterion derived from the Akaike's information criterion (Hurvitch and Tsai, 1989 ; Sakamoto et al., 1986) and adapted for multivariate models (Bedrick and Tsai, 1994 ; see Appendix 2). Among 165 possible linear models, we selected the following expression:
where H3 is a set of six sine and cosine functions on the fortnight number of respective periods 24, 12 and 8;
. Table 4 . However, this model must be not considered as completely optimal because assumptions of homogeneity of variances and normality do not hold. Fitted values from this model are also given for Pomatonius saltatrix on Figure 12b . The parametric and non-parametric versions of the analysis are compared by considering Tables 3 and 4 , and Figure 12b . Furthermore, values obtained by the two methods are similar for each species, as shown by the quite high correlation values ( Table 5) .
The versatility of the two methods is illustrated in Figure 12 where we present the original data set, the fitted values described above and the results of two partial models, of potential interest for Ponzatoi?zus saltatrix. In Figure 12c we show the fitted values using one component for the Port effect and three components for the two other main effects and interaction Port x Fortnight. We also present in Figure 12c the fitted values obtained from the linear model:
: .
. . . .
. . Figure 12c includes the previously discussed (see Fig. 8 ) results on the difference between intra-annual yield patter& in Kayar and Saint-Louis, together with the inter-annual trend of those yields. The results given in Figure 12d were obtained by dropping the components relative to the interaction Port x Fortnight in the model fitting procedure for the principal components and the term Port x H3 in the linear model.
Both methods give quite similar results in the three cases. Results presented in Figure 12 may be used to illustrate the nature of what is taken into account from the original data when using one source or a combination of sources of variation. Our intention is not to choose one model over the other. Indeed, the non-parametric model can be considered to be a more parsimonious summary of the data than the parametric model. However, the components of the non-parametric model are linear combinations of the yields fitted using instrumental variables. Hence, they form a summary of the influences of those factors. Such a summary may be considered an "ad hoc smoothed" transformation of the factors. So, principal components cannot be considered regressor variables in the usual sense and we cannot consider the non-parametric model as to be a classical multiple regression model with 19 independent variables. Discussion and conclusion.
Use of Principal Component Analysis with Instrutnetita! Variables
45
Descriptions made by means of PCAIV helped identify the most important sources of variation among those defined by the sampling design. Such sources of variation have been described by fitting the model with the major factors.with the aid of principal components.
The initial data set Y may be described in a satisfying way by using a few components in the model. A similar model fit may also be obtained by selecting a parametric model from a family of candidate models. Both appear to be equivalent in the sense that principal data characteristics are taken into account.
Such models may be considered with some criticism with respect to violations of assumptions usually required for classical inference (independence of the residuals, homogeneity of their variances). However, because they capture some major characteristics of our initial data set, we can think that they have been formulated according to the principle expressed by Lebreton et al. (1992) :
"We approach data analysis in this spirit: we want to find an useful model that correctly represents the biologically important structure that is real in the data. We may be unable to ferret out the correct form of the more subtle structure in the data. In this case, we believe it is appropriate to sweep this residual structure into the model error component."
The analysis presented in this paper is exploratory, not explanatory. It does not result in a model of population dynamics nor of fleet dynamics. We have only tried to give a parsimonious synthesis of the spatio-temporal variability. This variability represents many sources of variation in environmental conditions of fish species and fishermen and from interactions between such sources. Hence, further models are needed and the results presented here should be considered as possible frameworks for analysis of outputs of simulation models. The use of "multi-species-multi-fleet" models appears to be necessary in the context of many fisheries (Garrod, 1973; Gulland and Garcia, 1984; Hilborn, 1985) and such models have been used in the Senegalese case (Laloë and Samba, 1990, 1991; Lefur, 1995) . Model outputs have to be compared with available data sets for tuning and validation purposes, and the methods presented here offer tools for describing the salient features of the available data. 
