Introduction
[2] Modeling of the spatial distribution of fault slip along a fault plane can provide clues about the mechanical behavior of the upper crust, and, in particular, about the mechanics of earthquake rupture. The slip distribution of the August 17, 1999, Izmit (Turkey) earthquake has been modeled by inversion of displacement data [Feigl et al., 2002; Reilinger et al., 2000] , seismological data [Bouchon et al., 2000 [Bouchon et al., , 2002 Li et al., 2002; Yagi and Kikuchi, 2000] , and a combination of these datasets [DeLouis et al., 2002] . These models tend to agree on a broad scale, though differ significantly in detail. The differences have been related to differences in inversion techniques and a priori constraints implemented [Feigl et al., 2002] , as well as to the limited resolving power of the different datasets when used separately [DeLouis et al., 2002] . It is also conceivable that the relative agreement at larger scales results in part from resolution artifacts common to all models. Several papers [Du et al., 1992; Du and Aydin, 1993; Harris and Segall, 1987] have addressed the issue of poor resolution in their experiments based on displacement and/or seismological data. However, it remains ambiguous whether the cause of the resolution problem is related to (1) utilizing a limited data set, and/or (2) whether the data error is too large to sufficiently restrict the range of solutions, or (3) that the resolution problem is actually intrinsic and basically independent of (1) and (2).
[3] In this paper, our objective is to investigate how well slip distribution models inverted from surface displacement data (e.g., GPS, InSAR) can be resolved. The inversion procedure adopted allows for the determination of the a posteriori model covariance and a model resolution kernel. Our analysis will show that the poor resolution of slip distribution models at larger depth is intrinsic when based on elastic dislocation theory. An increase in data density only improves the resolution at upper crustal levels, while the resolution of the mid-crustal levels remains very poor.
Procedure
[4] To model the coseismic slip distribution of the Izmit event, we adopt the horizontal GPS surface displacements of Reilinger et al. [2000] (Figure 1 ). The data consist of 5 continuous stations operating during the event and 46 campaign stations. The campaign displacements have been corrected by Reilinger et al. [2000] for elastic strain accumulation prior to the event, as well as for post-seismic afterslip following the event until the time of remeasurement.
[5] As do others before us, we adopt the model of distributed dislocations in an elastic half-space [Okada, 1985] to interpret the observed coseismic surface displacements. Our fault model consists of 6 fault segments, which are parameterized by 472 slip patches of $3 Â 3 km, consistent with the parameterization of Reilinger et al. [2000] . The fault dips vertically (d = 90°) to a depth of 24 km within a Poisson solid with a Poisson's ratio of 1/4. We only solve for the along-strike components of the slip vector at each fault element (patch). The relation between the GPS observations assembled in a vector d and the fault slip distribution m is linear, d = Am, where A is the matrix of the ''Okada'' coefficients.
[6] To estimate the slip vector parameters we utilize a standard inversion scheme which selects a solution that fits the data in a least squares sense and at the same time minimizes a model norm defined by the imposed regularization. We choose to penalize the second derivative of the fault slip distribution which imposes smoothness on the slip solution. At scales of at least a few kilometers this is a physically reasonable addition of ''information''. The model m minimizing the data residual and the adopted model norm is given by [e.g., Jackson, 1979] :
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Coseismic Slip Distribution Model
[7] The inversion result is dependent on the weighting factor a of the second derivative operator. For a = 0 we obtain a perfectly resolved model (the standard least squares solution), however, with unacceptably large model covariance ($16000 2 mm 2 ). A weighting of a = 7 Â 10 À3 leads to a solution that approximates the model of Reilinger et al. [2000] . Our procedure allows backward (left-lateral) slip to occur which we force to zero at the far ends of the fault. We have assessed the dependence of the modeling results on the second derivative smoother. Though the weight attributed to the regularization controls the modeling results, backward slip is also observed in models penalizing the first derivative (imposing model flatness) or when using classical amplitude damping, thus backward slip is not a consequence of the type of regularization imposed. An additional disadvantage of the amplitude damping is the fact that we found it to act much more severely on the deeper patches and relatively increases the slip estimates at shallow depths. All these observations already imply an ill-conditioned inverse problem where additional information (in our case regularization) is needed to arrive at an acceptable solution. We refrain from imposing positivity constraints and depth-dependent regularization since (1) non-negativity constraints make it difficult (if not impossible) to determine both resolution and model covariance, (2) they may not always be easily applicable in fault studies, e.g., when the sense of fault motion is unclear, and (3) depth dependent smoothing is difficult to tune because it tends to force slip to shallower depths.
[8] Figure 2 shows our coseismic slip distribution model compared to the model obtained by Reilinger et al. [2000] , model standard deviations (s i = ffiffiffiffiffi ffi C ii p ) and the diagonal elements of the formal resolution matrix (R ii ). We find that we reproduce the main features of the model of Reilinger et al. [2000] reasonably well. The differences between the two models are basically due to differences in inversion procedure adopted and constraints imposed [e.g., the non-negativity constraints imposed by Reilinger et al., 2000] . Significant backward slip is still induced on the Golyaka and Hersek segments of the fault (up to 890 mm). The model standard deviations obtain a maximum of 253 mm and are generally an order of magnitude less then the derived fault slip estimates. This model (or the model of Reilinger et al. [2000] ) is an acceptable model because of its data fit and model covariance and because it is in accord with observed surface slip. Our model is heavily determined by regularization which lowers the model covariance and also the spatial resolution (i.e., introducing linear dependence between model parameters).
Model Resolution
[9] The formal resolution of this solution is rather poor. Except for some patches in the top 6 km of the model, the diagonal elements R ii are less then 0.1. We visualize this dependence by multiplying the resolution kernel R with a slip vector a" e j where " e j is the unit vector denoting patch j and a = À1000 mm. Figure 3 shows the result for 3 selected patches with varying dependence on other model patches. We find a significant dependence between the model amplitudes at selected patches and those of patches within a roughly 25 km radius which we adopt here as a measure of resolution length. Except for the best resolved patch (52) all others show a significant reduction of amplitude which may be up to two orders of magnitude. We further find that the deeper patches strongly depend on amplitudes obtained for shallower depths. Backward slip is induced in the model as a direct result of the poor resolution.
[10] Earlier studies obtained resolution lengths on the scale of tens of km from synthetic tests [DeLouis et al., 2002; Reilinger et al., 2000] . We construct a synthetic model containing $12 Â 12 km patches with 4 m rightlateral slip within our $3 Â 3 km fault parameterization and multiplied this model with R (Figure 4) . The result reasonably reproduces the synthetic model in the depth range from Due to the very poor resolution, the spike on the Sakarya segment, as well as the deeper spikes have been reduced in amplitude to less than half their synthetic value. Since the resolution length ($25 km) encompasses multiple synthetic patches, the model still contains significant interaction between neighboring patches.
[11] To enhance the spatial resolution a coarser parameterization with increased patch sizes can be adopted. We obtain reasonable resolution (R ii $0.6 -0.7) throughout our model for a fault parameterization consisting of 2 layers of 12 km thickness for each fault segment. However, spatial resolution still decreases significantly with depth and the patches in the deeper layer remain reduced in amplitude ($1800 mm). Further, the parameterization has become to coarse to fit the spatial variations within the GPS observations and large misfits of up to 170 mm are obtained (c 2 = 15.0). This shows the need for a denser parameterization and consequently allowing the resolution to be reduced.
Surface Displacement Field
[12] Since coarsening of the fault parameterization does not provide a useful way to both improve the model resolution and retain an acceptable fit to the data, a denser data set may better constrain the model. We simulate a dense data distribution by determining a synthetic displacement field on a 5 Â 5 km regular surface grid based on the synthetic model of $12 Â 12 km patches using a $3 Â 3 km fault parameterization. In total this data set consists of 2010 data points and covers the same area as was contained by the GPS data. The fault geometry, number of free parameters, and damping weights are the same for this synthetic test as for the GPS data inversion. A low level of noise of 7.5 mm (comparable to the GPS uncertainties) was assigned to the synthetic data prior to inversion. We find that the inverted model reproduces the patches in the upper 12 km reasonably well ( Figure 5) . Also, the patch on the Sakarya segment is now well reproduced (compare to Figure 4 ). Though the deeper patches are better localized using this extended ''data'' set, they are still significantly reduced in amplitude (between 1 2 and 2 3 of the synthetic value). Significant backward slip is again induced. The model resolution in the upper 9 km of the model has improved compared to the models based on the real GPS data distribution. However, at depths exceeding 9 km R ii remains less than 0.1. We infer a slight reduction in resolution length for this model to $20 km.
[13] We conclude that a dense data distribution simulated by a 5 Â 5 km regular grid improves the resolution of the model, especially in the upper 9 km of the model. However, the spatial distribution of slip at depth is still poorly constrained. We note that the synthetic data used in this last experiment are fully consistent with the adopted model of elastic dislocations. For real GPS data discrepancies between the idealized dislocation models and true fault dynamics induce correlated data errors [Bos et al., 2003] .
The Data Kernel
[14] The generally observed poor depth resolution could be intrinsic to using elastic dislocation theory in the forward problem. Figure 6 shows the data kernels of 6 stations at increasing distances from the fault trace as a function of fault patch depth. The displacements at stations in the proximity of the fault are more sensitive to the slip on the fault than the displacements at stations located further away from the fault trace (especially for slip at upper crustal levels). Importantly, with increasing fault patch depth the coefficients become systematically less sensitive to station position. The relative variation of coefficients with depth is on the order of 100-10000 which, because of the systematic decrease with depth, points at a large condition number of A T A of ! 100 2 -10000 2 and damping will always be needed to avoid instable solutions. As observed, the damping will first destroy the resolution at depth. For dipping faults the fault geometry is more laid out beneath an observing station network and the data kernels of stations above the fault show greater variation in the upper 10-15 km which will improve resolution for fault slip in this depth range. Still a systematic decrease of kernel amplitude with fault depth occurs, comparable to that of vertical faults, which we expect will cause a similar resolution problem but at somewhat larger depth than for vertical faults. In conclusion, this inverse problem is intrinsically ill-conditioned.
Conclusions
[15] We have performed an analysis of the spatial resolution of slip distribution models based on the inversion of surface displacement data. For the 17 August 1999 Izmit, Turkey earthquake we have shown that within the generally adopted $3 Â 3 km fault parameterization GPS displacements lack sufficient resolving power to constrain the spatial distribution at larger depth. A denser data distribution improves the resolution in the upper 9 km of the model, but remains incapable to constrain the slip distribution at greater depths. The inverse problem of retrieving fault slip from surface deformation data using elastic dislocation theory is intrinsically ill-conditioned. DeLouis et al. [2002] and Wald and Graves [2001] showed that additional seismological data will only improve the resolution at upper crustal levels (except for the shallowest layer). Thus, the details of deep fault slip remain as yet largely in the null space of this inverse problem. Figure 6 . Data kernels, ''Okada'' coefficients (dr/dU1), for the east and north displacements at 6 stations perpendicular to the fault and at increasing distance from the fault plotted against fault patch depth.
