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RESUMO
O esta´gio de entrada da grande maioria dos equipamentos eletroˆnicos mo-
dernos consiste em um conversor CA−CC com baixo fator de poteˆncia
e elevado conteu´do harmoˆnico, o que e´ indeseja´vel do ponto de vista da
rede ele´trica. Os conversores Boost com correc¸a˜o do fator de poteˆncia
(CFP) sa˜o, atualmente, soluc¸o˜es consolidadas para atender as espe-
cificac¸o˜es de qualidade da rede ele´trica. No entanto, o projeto de
controladores para esses dispositivos e´ bastante complexo devido a`s na˜o
linearidades do modelo e tambe´m da lei de controle para garantir um
fator de poteˆncia unita´rio. Neste contexto, a te´cnica do autocontrole
da corrente se destaca dentre as demais estrate´gias de controle para
conversores Boost com CFP pela sua simplicidade, por dispensar o sen-
soriamento da tensa˜o de entrada e pelo baixo custo. Nesta dissertac¸a˜o,
abordam-se os problemas de ana´lise de estabilidade e desempenho, e
s´ıntese de controle para conversores Boost com CFP autocontrolado
pela corrente utilizando uma formulac¸a˜o matema´tica baseada em desi-
gualdades matriciais lineares (LMIs). Com este objetivo, utiliza-se a
te´cnica do modelo me´dio para o conversor em malha aberta ale´m de uma
representac¸a˜o alge´brico-diferencial do sistema em malha fechada para
manipular mais facilmente a na˜o linearidade inerente a` lei de controle.
Para o sistema em malha fechada, realiza-se uma ana´lise de estabilidade
local considerando uma incerteza na carga e obtendo estimativas da
regia˜o de atrac¸a˜o. Esta metodologia de ana´lise e´ estendida para a s´ıntese
de controle (sintonia dos paraˆmetros do controlador) considerando in-
certezas na carga (variante no tempo) e uma perturbac¸a˜o na tensa˜o de
entrada levando em considerac¸a˜o robustez e crite´rios de desempenho
baseados no ganho L2 e na taxa de decaimento exponencial.
Palavras-chave: Conversor Boost com CFP. Estimativa da regia˜o de
atrac¸a˜o. S´ıntese de controle.

ABSTRACT
The input stage of most modern electronic equipments consists of an
AC−DC converter with low power factor and high harmonic contents,
which is undesirable from the point of view of the grid power line. The
Boost converters with power factor correction (PFC-Boost) are currently
consolidated solutions to comply with the quality specifications of the
power grid. However, the control design for PFC-Boost converters is
very complex because of the nonlinearities of the model and of the
control law (needed to ensure a unity power factor). In this context, the
self-current control technique stands out among other control strategies
because of its circuit simplicity, no input voltage sensing and low cost.
In this master thesis, the stability and performance analysis, and control
synthesis problems are addressed for current self-controlled PFC-Boost
converters considering the linear matrix inequality (LMI) framework. To
this end, the average modeling technique is applied to represent the open-
loop dynamics while a differential-algebraic state-space representation
is applied to deal with the nonlinear closed-loop dynamics. Moreover, a
local stability analysis of the closed-loop system is assessed assuming
load uncertainty while estimating the system domain of attraction.
Then, the analysis results are extended for control design (i.e., controller
tuning) considering a time-varying (and bounded) load and vanishing
input voltage disturbances as well as performance specifications in terms
of the system L2-gain and of an exponential decay rate.
Keywords: PFC Boost converters. Domain attraction Estimation.
Control Synthesis.
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1 INTRODUC¸A˜O
O primeiro esta´gio da entrada de alimentac¸a˜o de equipamentos
eletroˆnicos modernos consiste, em geral, de um conversor de poteˆncia
CA−CC com baixo fator de poteˆncia e elevado conteu´do harmoˆnico
na corrente de entrada poluindo a rede ele´trica. Do ponto de vista do
sistema de distribuic¸a˜o de energia ele´trica o fator de poteˆncia pode
ser entendido como um crite´rio de qualidade e eficieˆncia do consumo
de energia, pois relaciona a quantidade de energia fornecida pela rede
ele´trica com a quantidade de energia efetivamente utilizada para realizar
trabalho. Pode-se definir o fator de poteˆncia como sendo expresso pela
raza˜o da poteˆncia ativa e a poteˆncia aparente de um dado equipamento
ele´trico. Portanto, para a rede ele´trica, a carga ideal e´ resistiva (fator de
poteˆncia unita´rio), o que torna necessa´rio incluir algum tipo de correc¸a˜o
do fator de poteˆncia para os equipamentos eletroˆnicos cujo esta´gio de
conexa˜o a` rede ele´trica consiste de um conversor CA−CC.
Neste sentido, uma maneira de superar este problema e´ incorpo-
rar ao conversor uma etapa de correc¸a˜o do fator de poteˆncia. Desta
forma, aqueles equipamentos caracterizados como cargas na˜o lineares
passam a apresentar alto fator de poteˆncia. Dentre as diversas soluc¸o˜es
de conversores de u´nico esta´gio, o conversor elevador de tensa˜o CC−CC,
tambe´m conhecido como conversor Boost, com correc¸a˜o do fator de
poteˆncia (CFP) e´ uma topologia consolidada, devido a sua simplici-
dade, eficieˆncia e baixo custo. Em geral, utiliza-se esse conversor com
frequeˆncia de comutac¸a˜o fixa imposta por uma modulac¸a˜o por largura
de pulso (PWM) e operando em modo de conduc¸a˜o cont´ınua.
Ao incorporar a correc¸a˜o do fator de poteˆncia ao conversor,
observa-se um novo objetivo de controle: a corrente de entrada deve ter
o mesmo formato e fase que a tensa˜o de entrada para obter um alto
fator de poteˆncia. Portanto, para os conversores Boost, as estrate´gias
de controle mais aplicadas podem ser classificadas quanto a forma de
controle da corrente. Na literatura especializada, destacam-se duas
te´cnicas de controle. A primeira delas, denominada de me´todo direto,
utiliza a informac¸a˜o da tensa˜o de entrada como sinal refereˆncia para
controlar a forma da corrente de entrada. Nesta estrate´gia a te´cnica de
controle por valores me´dios instantaˆneos da corrente do indutor e´ a mais
utilizada1 (TODD, 1996). A segunda forma, chamada de controle indireto,
considera a medic¸a˜o da corrente do indutor no conversor ao inve´s da
1Por possuir um circuito integrado dedicado a sua implementac¸a˜o (TODD, 1996),
ale´m de ser a soluc¸a˜o default no software Psim (POWERSIM, 2014).
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tensa˜o de entrada para controlar a corrente de entrada, pois a corrente
no indutor tem a mesma forma da tensa˜o de entrada. Nesta estrate´gia,
destaca-se a te´cnica do autocontrole da corrente2 (RAJAGOPALAN; LEE;
NORA, 1997; BEN-YAAKOV; ZELTSER, 1999; BORGONOVO et al., 2005).
A te´cnica por valores me´dios citada acima controla a corrente
no indutor para impor na corrente de entrada o formato da tensa˜o de
entrada. Nesta te´cnica, para controlar a corrente no indutor, utilizam-se
duas etapas, sendo a primeira para gerar o sinal de refereˆncia da corrente
e outra o sinal de controle. A etapa que gera o sinal de refereˆncia da
corrente consiste de uma multiplicac¸a˜o entre o sinal que regula a tensa˜o
de sa´ıda e a tensa˜o de entrada. Desta forma, obte´m-se a amplitude e
o formato da tensa˜o de entrada para formar a corrente de refereˆncia a
partir do sinal que regula a tensa˜o de sa´ıda. Esta refereˆncia por sua
vez e´ comparada com uma amostra da corrente do indutor e processada
para gerar o sinal de controle adequado para a modulac¸a˜o PWM que
comanda a comutac¸a˜o da chave. Por essa descric¸a˜o, torna-se evidente
que a tensa˜o de entrada e´ a responsa´vel pela imposic¸a˜o do formato da
corrente de entrada.
Enta˜o, a estrutura de controle da te´cnica por valores me´dios pode
ser caracterizada por duas malhas de realimentac¸a˜o, uma para cada
etapa. A malha interna realimenta a corrente do indutor, enquanto
a malha externa realimenta a tensa˜o de sa´ıda, e para conectar as
malhas utiliza-se um multiplicador. Logo, a lei de controle e´ na˜o linear
(devido a essa multiplicac¸a˜o), apesar de em cada uma das malhas
utilizarem-se controladores lineares. Embora a lei de controle seja na˜o
linear, classicamente, utiliza-se a abordagem no domı´nio da frequeˆncia
e ferramentas lineares para o projeto dos controladores lineares (em
geral, do tipo PI). Do ponto de vista pra´tico, essa abordagem determina
um modelo simples e funcional para o projeto da lei de controle de
conversores operando em condic¸o˜es nominais, mas apresenta uma perda
de desempenho significativa (ate´ mesmo a instabilidade) em situac¸o˜es
com carga leve.
Em relac¸a˜o ao desempenho da regulac¸a˜o da sa´ıda, a ondulac¸a˜o da
tensa˜o e´ inevita´vel para o equil´ıbrio de energia uma vez que a poteˆncia de
entrada e´ uma func¸a˜o senoidal quadrada, e o tamanho do armazenador
de energia pode ser escolhido para manter a magnitude da ondulac¸a˜o
a um n´ıvel razoa´vel. Pore´m, na pra´tica percebe-se que isto afeta a
resposta dinaˆmica, de modo que ha´ um compromisso entre velocidade
de resposta e atenuac¸a˜o da ondulac¸a˜o. Com base nessa caracter´ıstica
dinaˆmica, supo˜e-se no projeto de controle pela abordagem frequencial
2Tambe´m denominada de te´cnica autocontrolada pela corrente.
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que a frequeˆncia da rede e´ a largura de banda ma´xima permitida no
circuito de regulac¸a˜o de sa´ıda sob a condic¸a˜o de fator de poteˆncia
unita´rio (CHU et al., 2009). Nesse caso, pela abordagem frequencial,
assume-se que a frequeˆncia de cruzamento para um controlador do tipo
PI na malha de tensa˜o e´ em torno de 13 ou
1
5 da frequeˆncia da rede e
a margem de fase e´ escolhida maior que 45o. Enquanto que na malha
de corrente a frequeˆncia de cruzamento e´ limitada em torno de 110 da
frequeˆncia de comutac¸a˜o, e para obter estabilidade deve ser 50 a 100
vezes maior que a frequeˆncia da rede. Logo, a malha de corrente possui
uma velocidade de resposta muito superior a` malha de tensa˜o, pore´m
neste caso acontece um fenoˆmeno de distorc¸a˜o da forma de onda quando
a corrente e´ nula (SUN, 2004), o que a torna muito sens´ıvel a ru´ıdos
(CHEN; MATHEW; SUN, 2007).
Nestas especificac¸o˜es comuns, para atenuar a ondulac¸a˜o na tensa˜o
de sa´ıda, efeito da segunda harmoˆnica da tensa˜o da rede, o controlador
PI da malha da tensa˜o tem dinaˆmica muito lenta para ter desempenho
e robustez satisfato´rios (CHU et al., 2009). Assim, em situac¸o˜es de cargas
leves, interrupc¸o˜es instantaˆneas ou mudanc¸a do valor eficaz da tensa˜o
de entrada o desempenho pode ficar comprometido, ou seja, quando
o conversor estiver em operac¸a˜o fora das condic¸o˜es nominais a tensa˜o
de sa´ıda pode torna-se oscilato´ria, e em casos cr´ıticos ate´ perder a
estabilidade. Neste contexto, existem trabalhos recentes que utilizam da
estrutura de controle pela te´cnica por valores me´dios, pore´m acrescentam
alguma adaptac¸a˜o para superar os problemas que esta te´cnica possui
na operac¸a˜o fora das condic¸o˜es nominais.
Um trabalho que visa robustez e melhorar a velocidade de resposta
para suportar mudanc¸as da carga e´ (FIGUERES et al., 2007), que usa a
te´cnica de controle de injec¸a˜o da corrente de carga. A ideia desta te´cnica
e´ adicionar uma malha de realimentac¸a˜o da corrente da carga com a
finalidade de atualizar rapidamente o valor de refereˆncia da corrente do
indutor. Desta forma, obteve-se uma resposta da tensa˜o de sa´ıda mais
acelerada diante de mudanc¸a de carga, quase eliminando os sobressinais
t´ıpicos deste tipo de conversores. Uma alternativa ao acre´scimo da
malha de controle, e visando os mesmos objetivos e´ encontrado em
(MOON; CORRADINI; MAKSIMOVIC, 2010). Neste caso, a soluc¸a˜o foi
utilizar controladores PI com ganhos autoprogramados. Dessa forma,
verifica-se se existem perturbac¸o˜es nas malhas e caso ocorra modificam-
se os ganhos dos controladores aumentando ou diminuindo a velocidade
de resposta devido a variac¸a˜o dos paraˆmetros.
Por outro lado, em (AROUDI; ORABI, 2012) a estrate´gia foi uti-
lizar uma malha de realimentac¸a˜o em atraso do sinal de sa´ıda para o
28
controlador da malha de tensa˜o, de modo que com esse acre´scimo fosse
poss´ıvel tratar os fenoˆmenos na˜o lineares e distorc¸a˜o harmoˆnica que
sa˜o naturais da te´cnica de controle por valores me´dios. Ja´ em (GIRI
et al., 2010) apesar de utilizar a estrutura de controle em questa˜o os
controladores PI foram substitu´ıdos. Na malha de tensa˜o foi utilizado
um filtro de 3a ordem e o controlador da malha de corrente foi projetado
utilizando backstepping. Essas modificac¸o˜es resultaram em estabilidade
e desempenho diante de cargas desconhecidas.
Na busca por maior robustez em (KESSAL; RAHMANI, 2013) a
malha de corrente foi substitu´ıda por um controlador de estrutura
varia´vel com modos deslizantes (sliding mode) dispensando a modulac¸a˜o
PWM. Nesta modificac¸a˜o da estrutura de controle, obteve-se em regime
permanente uma baixa distorc¸a˜o harmoˆnica e alto fator de poteˆncia,
ale´m de uma certa robustez em relac¸a˜o a mudanc¸as na carga. Em
(JAPPE; MUSSA, 2009) apresenta o problema da interrupc¸a˜o instantaˆnea
da tensa˜o de alimentac¸a˜o e seus efeitos sobre o conversor. Neste caso,
como soluc¸a˜o foi projetado junto aos controladores PI uma malha anti
wind-up como uma protec¸a˜o. Pois, observa-se que apo´s a interrupc¸a˜o da
energia de entrada pode ocorrer a saturac¸a˜o do controlador permitindo
a circulac¸a˜o de um alto valor de corrente que pode danificar a chave
semicondutora.
Em relac¸a˜o ao me´todo indireto do controle da corrente anterior-
mente apresentado, a alternativa do autocontrole da corrente tambe´m
possibilita elevado fator de poteˆncia. Neste caso, o controle da corrente
do indutor na˜o utiliza a tensa˜o de entrada diretamente, o que implica
na auseˆncia do monitoramento da tensa˜o de alimentac¸a˜o. Nesta te´cnica,
torna-se necessa´rio apenas uma etapa para o controle da corrente, o
que torna o controlador mais simples. Observa-se que a corrente do
indutor possui o mesmo formato da onda da tensa˜o de entrada, enta˜o
basta controlar sua amplitude para obter alto fator de poteˆncia, o que
e´ poss´ıvel atrave´s de uma ac¸a˜o proporcional na malha de controle da
corrente (BEN-YAAKOV; ZELTSER, 1999). Por esse motivo, esta te´cnica
chama-se autocontrole da corrente, pois utiliza uma amostra da corrente
do indutor para gerar o sinal de controle da corrente. Isto torna a lei
de controle com menos elementos dispensando a utilizac¸a˜o de ac¸a˜o de
controle PI na malha de corrente. Para controlar a malha de tensa˜o se
utiliza uma ac¸a˜o PI, de maneira similar a te´cnica cla´ssica por valores
me´dios na qual a malha de tensa˜o gera uma amplitude de refereˆncia
para a corrente. Para conectar as malhas utiliza-se uma divisa˜o, pois a
amplitude gerada pelo controle da tensa˜o e´ inversamente proporcional
a corrente de refereˆncia.
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Pore´m, ale´m da na˜o linearidade racional na entrada da malha
de corrente, esta te´cnica apresenta problemas tambe´m no que se refere
a robustez, quando submetida a cargas leves de maneira similar ao
conversor Boost com CFP cla´ssico (LANGE; HELDWEIN, 2011; JAPPE;
MUSSA; COUTINHO, 2011). Neste caso, o seu desempenho e´ afetado
podendo em algumas situac¸o˜es cr´ıticas se instabilizar. Em (LANGE;
HELDWEIN, 2011) a soluc¸a˜o encontrada foi substituir o controlador
proporcional na malha da corrente por um compensador em atraso de
fase autoajusta´vel para cada faixa de poteˆncia processada na sa´ıda.
Assim, manteve-se uma margem de fase robusta o suficiente para obter
a estabilidade independente da carga, ao custo de tornar o controlador
mais complexo. No entanto, essa abordagem na˜o leva em conta as na˜o
linearidades do modelo e do controle. Isto significa que na˜o e´ poss´ıvel
garantir a estabilidade do sistema de controle quando os estados do
sistema se afastarem em demasia do ponto de operac¸a˜o do conversor,
pois, o modelo linear perde consisteˆncia. Em (JAPPE; MUSSA; COUTINHO,
2011), propo˜e-se uma metodologia para ana´lise de estabilidade na qual
a dinaˆmica na˜o linear e´ levada em considerac¸a˜o. Esta te´cnica de ana´lise
permitiu tambe´m obter uma estimativa da faixa de carga admitida com
garantia de estabilidade.
De forma resumida, as te´cnicas citadas possuem leis de controle
na˜o lineares, mas devido a` complexidade de lidar com a lei de controle
completa, em geral utilizam-se ferramentas lineares para o projeto dos
controladores. Em contraste com esta pra´tica, recentemente, destacam-
se as estrate´gias de controle na˜o lineares que permitem o projeto dos
controladores levando em conta integralmente a dinaˆmica do sistema
em malha fechada. Em (DAS et al., 2013) utiliza-se func¸o˜es de Lyapunov,
(CHU et al., 2009) realimentac¸a˜o linearizante exata e (SELEME et al.,
2013) utiliza a teoria de passividade. No entanto, ao considerar as
na˜o linearidades do conversor Boost e da lei de controle, aumenta-se o
esforc¸o para o projeto de controle, pore´m em contrapartida obteˆm-se
uma garantia de estabilidade e desempenho.
De maneira geral, as te´cnicas frequenciais na˜o podem garantir
estabilidade e desempenho, pois sa˜o baseadas em aproximac¸o˜es linea-
res da dinaˆmica do sistema. Isto justifica o crescimento do estudo de
te´cnicas de projeto de controle que visam garantir estabilidade e de-
sempenho. Uma ferramenta que vem sendo utilizada com este objetivo
sa˜o as desigualdades matriciais lineares (LMI). As te´cnicas cla´ssicas de
projeto, tais como reguladores lineares quadra´ticos (LQR), norma H2
e norma H∞ tem sido aplicadas atrave´s da abordagem LMI em diver-
sos problemas, inclusive em conversores de poteˆncia, principalmente
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conversores esta´ticos CC−CC.
Neste contexto, destaca-se o trabalho (OLALLA et al., 2009), que
busca a soluc¸a˜o do projeto LQR atrave´s de uma abordagem LMI. No
entanto esse trabalho considera somente as parcelas lineares do modelo
do conversor. Em (OLALLA et al., 2012a) foi considerado no projeto
do controlador a dinaˆmica na˜o linear, as incertezas parame´tricas, a
saturac¸a˜o do sinal de controle. Ale´m disso, utilizou-se um controlador
por realimentac¸a˜o de estados com a adic¸a˜o de uma ac¸a˜o integral (erro
entre sa´ıda e refereˆncia) que contava com alocac¸a˜o de polos para as
especificac¸o˜es em transito´rio e H∞ em regime permanente. Ale´m disso,
neste trabalho tambe´m obteve-se uma estimativa da regia˜o de atrac¸a˜o.
Ja´ em (OLALLA et al., 2012b) tem-se basicamente a mesma abordagem
em relac¸a˜o aos requisitos de projeto do trabalho anterior, pore´m os
ganhos do controlador sa˜o escalonados.
Uma abordagem alternativa para o projeto de controladores
robustos pode ser vista em (MONTAGNER et al., 2012). Neste trabalho foi
utilizado um controlador H2 robusto de realimentac¸a˜o de estados. Nesta
abordagem, apesar de considerar uma aproximac¸a˜o linear do modelo
do conversor, mostra superioridade em desempenho comparada com o
controle cla´ssico escolhido para comparac¸a˜o. Ale´m dessas contribuic¸o˜es
para o controle robusto de conversores Boost, encontra-se em (LEYVA;
INGLES; OLALLA, 2012) um foco na atenuac¸a˜o da ondulac¸a˜o da tensa˜o de
sa´ıda atrave´s da filtragem do sinal de controle, que e´ um outro aspecto
relacionado ao desempenho. Ja´ em (TORRES-PINZON; GIRAL; LEYVA,
2012) apresenta-se uma abordagem multivaria´vel para o problema de
controle de dois conversores Boost em cascata. Portanto, as abordagens
LMIs apresentam condic¸o˜es para obter projetos de controle que garantem
a estabilidade e algum desempenho, pois podem considerar a estimativa
da regia˜o de atrac¸a˜o como uma regia˜o segura para operac¸a˜o. Ale´m
disso, essas te´cnicas facilitam a inclusa˜o de crite´rios de desempenho e
robustez ao projeto.
Diante de tudo que foi exposto, este trabalho concentra-se no
estudo do conversor Boost com correc¸a˜o do fator de poteˆncia autocontro-
lado pela corrente. Essa escolha justifica-se pelo fato que o me´todo de
controle indireto e´ menos suscet´ıvel a ru´ıdos de chaveamento, pois na˜o
e´ necessa´rio medir a tensa˜o de entrada. Outra vantagem e´ uma certa
imunidade a interrupc¸o˜es instantaˆneas da tensa˜o de entrada (JAPPE;
MUSSA, 2009). Mas como apresentado acima, esta te´cnica pode levar
a instabilidade do sistema de controle quando operando com pouca
carga (i.e., regime de operac¸a˜o com carga leve) principalmente quando
o controle e´ implementado digitalmente (JAPPE; MUSSA; COUTINHO,
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2011).
1.1 OBJETIVOS
O objetivo principal deste trabalho e´ desenvolver uma abordagem
LMI para tratar de problemas de controle do conversor Boost com
correc¸a˜o do fator de poteˆncia autocontrolado pela corrente operando em
modo de conduc¸a˜o cont´ınua e frequeˆncia fixa de comutac¸a˜o imposta por
modulac¸a˜o PWM. Em particular, para este conversor busca-se estimar a
regia˜o de atrac¸a˜o atrave´s da ana´lise de estabilidade regional e determinar
ganhos robustos atrave´s da s´ıntese do controlador baseado em ganho
L2. Ale´m disso, a s´ıntese do controlador considera a incerteza na carga
e perturbac¸a˜o na tensa˜o de entrada.
1.2 CONTRIBUIC¸A˜O CIENTI´FICA
O trabalho contribui com novas experieˆncias no uso de func¸o˜es
de Lyapunov polinomiais e abordagens LMIs aplicadas na ana´lise de
estabilidade e na s´ıntese de controladores robustos. Em particular,
apresentam-se uma ana´lise de estabilidade e s´ıntese do controlador para
um conversor Boost com correc¸a˜o do fator de poteˆncia autocontrolado
pela corrente.
Ale´m disso, mostra como obter um modelo na˜o linear em espac¸o
de estados que representa a dinaˆmica do conversor Boost com correc¸a˜o
do fator de poteˆncia em malha fechada. Para este conversor considera-se
a incerteza na carga e a pertubac¸a˜o na tensa˜o de entrada.
Neste trabalho, encontra-se tambe´m uma ana´lise de estabilidade
que leva em conta a incerteza na carga, uma dada taxa de convergeˆncia
garantida e as na˜o linearidades do conversor e do controlador. Esta
ana´lise e´ baseada em uma abordagem LMI resultando em uma estimativa
da regia˜o de estados ating´ıveis.
O principal resultado do trabalho e´ um me´todo de projeto de
ganhos robustos para o conversor Boost autocontrolado pela corrente.
O me´todo e´ uma abordagem LMI, e utiliza func¸o˜es de Lyapunov po-
linomiais e o ganho L2 como crite´rio de desempenho. Os resultados
desta dissertac¸a˜o foram condensados no artigo “Robust Tuning of Cur-
rent Self-Controlled Single-Phase PFC Boost Converters”submetido ao
IEEE Multi-Conference on Systems and Control, 2015, a se realizar na
Austra´lia.
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1.3 ESTRUTURA DA DISSERTAC¸A˜O
O restante desta dissertac¸a˜o e´ organizado nos seguintes cap´ıtulos:
• Cap´ıtulo 2: revisa conceitos ba´sicos de sistemas na˜o lineares
variantes no tempo e incertos. Apresenta as principais te´cnicas
LMIs para tratar sistemas na˜o lineares;
• Cap´ıtulo 3: apresenta o conversor Boost com correc¸a˜o do fator
de poteˆncia ale´m de demonstrar a obtenc¸a˜o do modelo em malha
fechada que sera´ utilizado para a ana´lise e s´ıntese;
• Cap´ıtulo 4: desenvolve uma abordagem LMI para a ana´lise de
estabilidade regional do conversor Boost em malha fechada consi-
derando uma carga incerta (mas constante) e sem perturbac¸a˜o;
• Cap´ıtulo 5: conte´m o principal resultado do trabalho. Desen-
volve uma abordagem LMI para a s´ıntese de ganhos robustos
do conversor Boost com correc¸a˜o do fator de poteˆncia autocon-
trolado pela corrente considerando a carga variante no tempo e
perturbac¸a˜o de entrada L2;
• Cap´ıtulo 6: apresenta as concluso˜es gerais do trabalho e resume
os resultados obtidos.
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2 PRELIMINARES
Neste cap´ıtulo, revisam-se os principais conceitos de sistemas
dinaˆmicos e de controle para os sistemas na˜o lineares a serem utilizados
nessa dissertac¸a˜o. Em especial, caracteriza-se a estabilidade para siste-
mas na˜o lineares considerando a teoria de Lyapunov, e apresentam-se
os me´todos baseados em desigualdades matriciais lineares (ou LMIs)
que sera˜o utilizados para a obtenc¸a˜o de condic¸o˜es para a ana´lise de
estabilidade e s´ıntese de controle para a classe de sistemas na˜o lineares
considerada nessa dissertac¸a˜o. Ale´m disso, dar-se-a´ atenc¸a˜o a` regia˜o de
atrac¸a˜o e suas propriedades, de modo a relacionar a abordagem LMI e
a teoria de Lyapunov.
2.1 SISTEMAS NA˜O LINEARES
Considere o seguinte sistema na˜o linear variante no tempo:
x˙ = f(t, x) x0 = x(t0) (2.1)
em que x ∈ Rn e´ o vetor de estados, x0 e´ o vetor de condic¸o˜es iniciais,
t ∈ R+ e´ o tempo e t0 o instante inicial.
Para desenvolver esta dissertac¸a˜o sa˜o necessa´rias definic¸o˜es e
conceitos ba´sicos relativos aos sistemas na˜o lineares, representados por
(2.1), que podem ser facilmente encontrados em (KHALIL, 1996). Neste
contexto, a noc¸a˜o de ponto de equil´ıbrio e´ fundamental. Em um sistema
dinaˆmico, um ponto de equil´ıbrio, x¯, e´ um ponto no espac¸o Rn para o
qual as trajeto´rias convergem ao tempo tender ao infinito. Em outras
palavras, x¯ e´ definido como um ponto de equil´ıbrio se f(t, x¯) ≡ 0, para
todo t ∈ R+. Em um sistema linear tem-se um u´nico ponto de equil´ıbrio,
o que facilita a ana´lise, mas em um sistema na˜o linear podem existir
va´rios pontos de equil´ıbrio (com diferentes comportamentos), e portanto
o conceito de estabilidade e´ tambe´m associado ao ponto de equil´ıbrio.
Quando o ponto de equil´ıbrio na˜o e´ a origem, x¯ 6= 0, em muitos casos e´
poss´ıvel transladar o ponto de equil´ıbrio a` origem fazendo uma mudanc¸a
de varia´veis (KHALIL, 1996), desta forma considera-se nesta dissertac¸a˜o
que a origem e´ o ponto de equil´ıbrio a ser considerado para a ana´lise de
estabilidade.
Por exemplo, tomando o seguinte sistema na˜o linear e invariante
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no tempo:
x˙ = f(x), f(x¯) = 0, x0 = x(0) (2.2)
pode-se fazer, sem perda de generalidade, a mudanc¸a de varia´veis
y = x− x¯, que fica:
y˙ = x˙ = f(x) = f(y + x¯) , g(y), g(0) = 0 (2.3)
Neste trabalho, tem-se interesse em desenvolver condic¸o˜es para
caracterizar a estabilidade regional, ou seja, verificar a estabilidade de
um ponto de equil´ıbrio, e ale´m disso determinar uma estimativa da
regia˜o de atrac¸a˜o desse ponto, obtendo assim uma regia˜o em que e´
garantida a convergeˆncia das trajeto´rias para o ponto de equil´ıbrio.
Definic¸a˜o 1 (Regia˜o de Atrac¸a˜o). Considere que φs(t, t0, x0) seja a
soluc¸a˜o (trajeto´ria) do sistema (2.1), para uma determinada condic¸a˜o
inicial x0 e instante inicial t0 ≥ 0, sendo a origem o ponto de equil´ıbrio.
Enta˜o, a regia˜o de atrac¸a˜o Ra e´ definida como o conjunto de todos os
pontos x0 ∈ Rn para qualquer t0 ∈ R+, tal que φs(t, t0, x0) e´ definida
para todo t ≥ 0 e limt→∞ φs(t, t0, x0) = 0.
Observac¸a˜o 1. A regia˜o de atrac¸a˜o e´ um conjunto contrativo e in-
variante, ou seja, e´ um conjunto de estados iniciais para os quais a
convergeˆncia das trajeto´rias ao ponto de equil´ıbrio e´ garantida. Essa
definic¸a˜o e´ muito u´til para estabelecer o conceito de estabilidade regional
a seguir (KHALIL, 1996).
A estabilidade de um ponto de equil´ıbrio esta´ associada ao com-
portamento das trajeto´rias dos estados nas vizinhanc¸as desse ponto.
Por exemplo, considere a Figura 1, onde apresentam-se treˆs trajeto´rias
de treˆs sistemas dinaˆmicos distintos, com mesmo ponto de equil´ıbrio
(origem) e mesmas condic¸o˜es iniciais. Agora, considere duas regio˜es
definidas como B() de raio  e B(δ) de raio δ, ambas centradas no
ponto de equil´ıbrio.
Apesar das trajeto´rias dos treˆs sistemas iniciarem no mesmo ponto
x0, que esta´ no interior da regia˜o B(δ), o comportamento dinaˆmico e´
diferente. Pois, para o sistema cuja trajeto´ria fica contida dentro da
regia˜o B(), pode-se dizer que esse sistema possui ponto de equil´ıbrio
esta´vel. Ale´m disso, quando a trajeto´ria do sistema converge para a
origem, pode-se dizer que o sistema possui ponto de equil´ıbrio assintoti-
camente esta´vel. Pore´m, para o sistema cuja trajeto´ria sai do interior
da regia˜o B(), pode-se dizer que o ponto de equil´ıbrio e´ insta´vel.
Neste exemplo, a estabilidade foi caracterizada para a vizinhanc¸a
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do ponto de equil´ıbrio, pois este e´ o caso mais comum encontrado em
sistemas dinaˆmicos na˜o lineares. Entretanto, existem casos em que e´
poss´ıvel caracterizar a estabilidade global, ou seja, quando as trajeto´rias
iniciam em qualquer ponto x0 ∈ Rn, e convergem para o ponto de
equil´ıbrio.
Figura 1 – Exemplo gra´fico da noc¸a˜o de estabilidade.
No entanto, a estabilidade de um sistema na˜o linear na˜o e´ o u´nico
requisito necessa´rio para caracterizar o comportamento de um sistema
dinaˆmico. Desta forma, torna-se interessante estabelecer uma noc¸a˜o
(desempenho) que fornec¸a mais informac¸o˜es em relac¸a˜o a` estabilidade.
Por exemplo, a estabilidade exponencial ale´m de garantir a convergeˆncia
assinto´tica assegura um decaimento exponencial para as trajeto´rias dos
estados. Desta forma, as trajeto´rias iniciadas dentro de uma regia˜o
definida por ‖ x0 ‖≤ δ tera˜o suas trajeto´rias x(t) definidas como:
‖ x(t) ‖≤ λe−α(t−t0) ‖ x0 ‖, ∀ t ≥ t0
se existir um λ e α > 0 (taxa de convergeˆncia).
Agora, na˜o so´ a estabilidade esta´ sendo verificada, mas tambe´m
tem-se uma noc¸a˜o de desempenho atrave´s de uma taxa de decaimento
(similar ao conceito de constante de tempo em um sistema linear).
Em princ´ıpio, essa noc¸a˜o de estabilidade exige que se conhec¸a
todas as poss´ıveis trajeto´rias do sistema, o que e´ imposs´ıvel na pra´tica.
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Por essa raza˜o, resultados que na˜o necessitem da soluc¸a˜o do sistema
para verificar a estabilidade sa˜o mais utilizados. Este e´ o caso do me´todo
direto de Lyapunov, que na˜o exige a soluc¸a˜o das equac¸o˜es diferenciais,
portanto, na˜o e´ necessa´rio a priori conhecer as trajeto´rias do sistema.
A seguir, apresentam-se va´rios resultados relacionando o conceito
de estabilidade acima definido atrave´s da caracterizac¸a˜o da estabilidade
do ponto de equil´ıbrio no sentido de Lyapunov. Mas antes, considere
um sistema na˜o linear invariante no tempo:
x˙ = f(x) , f(0) = 0 , (2.4)
e seja V (x) uma func¸a˜o escalar continuamente diferencia´vel, denominada
como func¸a˜o de Lyapunov. A derivada de V (x) ao longo das trajeto´rias
de (2.4) e´ V˙ (x) e dada por:
V˙ (x) =
n∑
i=1
∂V
∂xi
x˙i =
n∑
i=1
∂V
∂xi
fi(x) (2.5)
=
[
∂V
∂x1
∂V
∂x2
. . .
∂V
∂xn
]
f1(x)
f2(x)
...
fn(x)
 = ∂V∂x f(x)
Teorema 1 (Estabilidade por Lyapunov (KHALIL, 1996)). Seja x¯ = 0
um ponto de equil´ıbrio para o sistema x˙ = f(x), f(0) = 0, com f(x)
satisfazendo as condic¸o˜es para existeˆncia e unicidade de soluc¸o˜es, e D ⊂
Rn um domı´nio contendo a origem. Suponha que exista V : D 7−→ R+,
uma func¸a˜o escalar definida positiva e continuamente diferencia´vel no
domı´nio D, tal que
V (0) = 0 e V (x) > 0, x ∈ D, x 6= 0 (2.6)
V˙ (x) ≤ 0 em D (2.7)
enta˜o, x¯ = 0 e´ esta´vel. Por outro lado, se
V˙ (x) < 0, x ∈ D, x 6= 0 (2.8)
enta˜o, x¯ = 0 e´ assintoticamente esta´vel.
A ideia de mostrar a estabilidade de um ponto de equil´ıbrio a
partir da verificac¸a˜o de certas propriedades de uma func¸a˜o, torna-se um
instrumento atrativo na teoria de sistemas e controle, pois e´ poss´ıvel
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caracterizar a estabilidade sem precisar resolver o conjunto de equac¸o˜es
diferenciais que definem as trajeto´rias do sistema.
A partir das considerac¸o˜es e definic¸o˜es apresentadas, a seguir,
apresentam-se dois resultados da teoria de Lyapunov especializados
ao problema de estabilidade considerado nesta dissertac¸a˜o. Com este
objetivo, primeiro, considere o seguinte sistema na˜o linear incerto:
x˙ = f(x, δ), x ∈ Bx, δ ∈ Bδ, x0 = x(0) (2.9)
em que x e´ o vetor de estados e δ e´ o vetor de incertezas (possivelmente
variante no tempo). Assume-se que f(x, δ) e´ cont´ınua e limitada para
todo x ∈ Bx e δ ∈ Bδ, para garantir existeˆncia e unicidade de soluc¸a˜o
da equac¸a˜o diferencial do sistema (2.9).
Lema 1 (Estabilidade Regional (COUTINHO, 2003)). Considere o sis-
tema na˜o linear incerto (2.9), os conjuntos Bx e Bδ, com f : Bx×Bδ 7−→
Rn sendo uma func¸a˜o localmente Lipschitz tal que f(0, δ) = 0, para
todo δ ∈ Bδ. Supondo que existam escalares positivos 1, 2, 3, c, e
uma func¸a˜o continuamente diferencia´vel V : Bx 7−→ R satisfazendo as
seguintes condic¸o˜es:
1x
′x ≤ V (x) ≤ 2x′x, ∀x ∈ Bx (2.10)
V˙ (x, δ) ≤ −3x′x, ∀x ∈ Bx, δ ∈ Bδ (2.11)
R(c) , {x : V (x) < c} ⊂ Bx (2.12)
enta˜o, a origem do sistema e´ localmente exponencialmente esta´vel. Ale´m
disso, o conjunto R(c) e´ uma estimativa da regia˜o de atrac¸a˜o obtida
a partir da func¸a˜o de Lyapunov V (x), o que significa que para todo
x(0) ∈ R(c), a trajeto´ria x(t) ∈ R(c) e converge para a origem quando
t→∞.
Apesar do resultado acima garantir a estabilidade exponencial
do sistema (2.9), a seguir apresenta-se um resultado que permite ca-
racterizar a estabilidade exponencial ale´m de determinar um limitante
inferior da taxa de convergeˆncia do sistema.
Lema 2 (Taxa de Convergeˆncia (COUTINHO, 2003)). Considere o
Lema 1. Suponha que existam escalares positivos a, b, c, e uma
func¸a˜o continuamente diferencia´vel V : Bx 7−→ R tendo as seguintes
propriedades:
ax
′x ≤ V (x) ≤ bx′x, ∀x ∈ Bx (2.13)
V˙ (x, δ) ≤ −2µV (x), ∀x ∈ Bx, δ ∈ Bδ e µ ∈ R+ (2.14)
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R(c) , {x : V (x) < c} ⊂ Bx (2.15)
enta˜o, para todo x(0) ∈ R(c) a trajeto´ria x(t) → 0 quando t → ∞ e
satisfaz a seguinte relac¸a˜o:
‖ x(t) ‖≤
√
b
a
‖ x(0) ‖ e−µt (2.16)
Portanto, ao se considerar sistemas na˜o lineares incertos, ou seja,
aqueles sistemas em que os paraˆmetros das equac¸o˜es diferenciais sa˜o
desconhecidos mas com uma faixa de valores admiss´ıveis, essa abordagem
por Lyapunov mostra-se ainda mais vantajosa.
Assim, neste trabalho, consideram-se sistemas na˜o lineares su-
jeitos a incertezas parame´tricas (invariantes e/ou variantes no tempo).
Desta forma, tem-se o sistema nominal que e´ aquele com os paraˆmetros
de projeto e o sistema incerto que considera que o paraˆmetro varia em
uma faixa previamente estabelecida. Enta˜o, considerando δ um vetor
de paraˆmetros incertos, define-se um conjunto de incertezas admiss´ıveis
como:
Bδ =
{
δ ∈ Rl : δmin,i ≤ δn,i ≤ δmax,i , i = 1, . . . , l
}
(2.17)
em que Bδ e´ uma regia˜o polito´pica representando os valores admiss´ıveis
de δ.
Eventualmente, a estabilidade na˜o pode ser verificada para qual-
quer politopo Bδ, mas apenas para um politopo Bδ muito pequeno
formado a partir do valor nominal do paraˆmetro incerto considerado.
Essa noc¸a˜o de estabilidade associada a faixa de valores do paraˆmetro
incerto e´ definida como robustez. Assim, de uma maneira simplista,
quanto mais robusto for um sistema, maior e´ faixa de valores admiss´ıveis
para δ tal que a estabilidade do ponto de equil´ıbrio e´ garantida. Por-
tanto, ao se referir em um sistema robusto esta´ impl´ıcito que este e´
esta´vel para a faixa de paraˆmetros previamente especificada.
Destaca-se que geralmente a estabilidade global em sistemas na˜o
lineares na˜o e´ alcanc¸ada, ou seja, para um ponto de equil´ıbrio nem
todas as condic¸o˜es iniciais resultam em trajeto´rias esta´veis. Desta forma,
o tamanho/geometria da regia˜o de atrac¸a˜o depende do tamanho do
conjunto admiss´ıveis de incertezas. Para ilustrar a relac¸a˜o entre robustez,
estabilidade e regia˜o de atrac¸a˜o, considere o sistema do oscilador Van
der Pol em tempo reverso (KHALIL, 1996):
x˙ =
[
0 −1
1 (x21 − 1)
]
x, x =
[
x1
x2
]
(2.18)
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onde  e´ o coeficiente de amortecimento na˜o linear.
Neste oscilador tem-se a origem como o u´nico ponto de equil´ıbrio,
pore´m a estabilidade na˜o e´ global, de modo que somente uma regia˜o na
vizinhanc¸a da origem resulta em um conjunto cujas condic¸o˜es iniciais
sa˜o trajeto´rias esta´veis, como pode ser observado na Figura 2.
Figura 2 – Regia˜o de Atrac¸a˜o do Oscilador Van der Pol em tempo
reverso para  = 1.
Observa-se que o sistema de Van der Pol em tempo reverso possui
um paraˆmetro , que pode ser tomado como um paraˆmetro incerto,
em que seu valor nominal e´  = 1. Ao se considerar valores diferentes
do nominal, a regia˜o de atrac¸a˜o e´ deformada, como pode ser visto na
Figura 3. Tomando-se um valor menor que a unidade,  = 0.1, por
observac¸a˜o na Figura 3(a), aparetemente tem-se uma regia˜o de atrac¸a˜o
menor se comparada ao caso nominal, e percebe-se que o formato tende
a um c´ırculo de raio 2. Ja´ ao se considerar um valor maior que a unidade,
 = 2, o tamanho do conjunto de condic¸o˜es inicias parece ser maior, ao
menos em uma dada direc¸a˜o, como pode ser verificado na Figura 3(b).
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Figura 3 – Regia˜o de Atrac¸a˜o do Oscilador Van der Pol com variac¸a˜o
do paraˆmetro.
(a) Com  = 0.1. (b) Com  = 2.
Com esse exemplo fica claro a dependeˆncia da regia˜o de atrac¸a˜o
com o paraˆmetro incerto, de modo que a incerteza pode aumentar ou
diminuir o tamanho da regia˜o de atrac¸a˜o. Pore´m, na˜o existe uma regra
geral que define a relac¸a˜o entre a incerteza parame´trica e a regia˜o de
atrac¸a˜o. Em casos extremos, a variac¸a˜o parame´trica pode levar a uma
mudanc¸a topolo´gica no sistema, como o surgimento de novos pontos de
equil´ıbrio e perda de estabilidade local do ponto de equil´ıbrio em ana´lise
(MONTEIRO, 2003). Nesta dissertac¸a˜o, concentra-se no caso na qual a
variac¸a˜o parame´trica na˜o leva a modificac¸o˜es topolo´gicas no sistema.
Outro aspecto esta´ em encontrar a expressa˜o anal´ıtica exata
da regia˜o de atrac¸a˜o, sendo esta uma tarefa praticamente imposs´ıvel
para sistemas com mais de um estado. Uma alternativa e´ obter uma
estimativa da regia˜o de atrac¸a˜o atrave´s de conjuntos invariantes obtidos
das func¸o˜es de Lyapunov. As func¸o˜es de Lyapunov permitem encontrar
uma estimativa da regia˜o de atrac¸a˜o atrave´s das superf´ıcies de n´ıveis.
Desta forma, a func¸a˜o de Lyapunov V : D 7−→ R+ e´ utilizada para
estimar a regia˜o de atrac¸a˜o Ra. Tomando V como uma func¸a˜o de
Lyapunov, seja o conjunto R(c) abaixo:
R(c) = {x ∈ Rn : V (x) < c}
Supondo que V > 0, V˙ < 0, x ∈ D, x 6= 0, tem-se que o
conjunto R(c) e´ invariante e contrativo, ou seja, existe a garantia que
as trajeto´rias convergem para o ponto de equil´ıbrio se iniciadas no
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interior desse conjunto. Portanto, limt→∞ φs(x, x0) = 0, para todo
x0 ∈ R(c) ⊂ Ra, em que R(c) e´ uma estimativa da regia˜o de atrac¸a˜o
(KHALIL, 1996).
Em geral, a func¸a˜o de Lypaunov V (x) influencia no tamanho e
na forma da estimativa da regia˜o de atrac¸a˜o R. Assim, ao se considerar
func¸o˜es de Lyapunov mais complexas e´ poss´ıvel obter estimativas da
regia˜o de atrac¸a˜o menos conservadoras (COUTINHO et al., 2004), ou
seja, obter uma estimativa R(c) mais pro´xima da regia˜o de atrac¸a˜o
Ra. Por exemplo, em (COUTINHO; DE SOUZA; TROFINO, 2009), va´rias
estimativas da regia˜o de atrac¸a˜o sa˜o propostas para o sistema de Van
der Pol utilizado anteriormente, sendo que cada estimativa e´ obtida
a partir de func¸o˜es de Lyapunov com diferentes complexidades. Na
Figura 4, quatro estimativas sa˜o apresentadas e que foram obtidas a
partir das seguintes func¸o˜es de Lyapunov:
Vi(x) = θi(x)Piθi(x), i = 1, . . . , 4
em que:
θ1(x) = x, θ2(x) = [x
2
1 x1x2 x
2
2 θ1(x)
′ ]′,
θ3(x) = [x
3
1 x
2
1x2 x1x
2
2 x
3
2 θ2(x)
′ ]′,
θ4(x) = [x
4
1 x
3
1x2 x
2
1x
2
2 x1x
3
2 x
4
2 θ3(x)
′ ]′ .
Observa-se que Vi(x) e´ um polinoˆmio em x de grau 2i, sendo
a regia˜o de atrac¸a˜o estimada R4 (pela func¸a˜o de Lyapunov de oitavo
grau) a que alcanc¸ou o tamanho mais pro´ximo da regia˜o de atrac¸a˜o
exata. Portanto, a func¸a˜o de Lyapunov de maior complexidade e´ a
que apresentou a estimativa de menor conservadorismo. No entanto,
as func¸o˜es de Lyapunov de maior complexidade produzem um maior
custo computacional pelo me´todo utilizado em (COUTINHO; DE SOUZA;
TROFINO, 2009).
2.2 DESIGUALDADES MATRICIAIS LINEARES - LMIS
Os problemas de controle envolvendo sistemas na˜o lineares na˜o
sa˜o novos, pore´m ate´ o final do se´culo XX na˜o existiam instrumentos
computacionais eficientes capazes de resolveˆ-los. O advento de soluc¸o˜es
computacionais efecientes atrave´s da programac¸a˜o semidefinida, tor-
nou as desigualdades matriciais lineares (ou LMIs) uma interessante
ferramenta para tratar problemas de controle, principalmente, aqueles
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envolvendo sistemas incertos. Neste contexto, os problemas de controle
cla´ssicos foram reformulados em termos de desigualdades matriciais
lineares. Nesta sec¸a˜o, apresentam-se algumas definic¸o˜es, operac¸o˜es
alge´bricas envolvendo matrizes e exemplos da formulac¸a˜o LMI.
Figura 4 – Exemplo de estimativas de regia˜o de atrac¸a˜o utilizando
func¸o˜es de Lyapunov mais complexas (COUTINHO; DE SOUZA; TROFINO,
2009).
2.2.1 Principais Definic¸o˜es
Ao tratar-se de LMIs e´ importante ter em vista que a soluc¸a˜o e´
computacional, e esta e´ dependente de como o problema de controle e´
formulado. Uma propriedade fundamental de LMIs e´ que o conjunto
soluc¸a˜o de uma LMI e´ convexo. Neste caso, se a incerteza aparecer de
forma linear nas condic¸o˜es LMIs o conjunto soluc¸a˜o permace convexo
e as condic¸o˜es de estabilidade em uma dada regia˜o podem ser obtidas
numericamente em um conjunto finito de pontos. Caso contra´rio, se a
incerteza aparecer de forma na˜o linear, portanto na˜o convexa, restric¸o˜es
na forma de desigualdades matriciais na˜o apresentam resultados o´timos
globais e geralmente devem ser resolvidas em um grande conjunto de
pontos (HINDI, 2004).
Um conjunto X e´ dito ser convexo se para todo x, y ∈ X e todo
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ϑ ∈ R, tal que 0 ≤ ϑ < 1 tem-se:
ϑx+ (1− ϑ)y ∈ X
Isto significa que um conjunto X sera´ convexo se para quaisquer
dois pontos x e y pertencentes a X o segmento de reta unindo estes
pontos tambe´m pertencera´ a este conjunto. A convexidade permite de-
terminar a validade das soluc¸o˜es por LMIs em um determinado domı´nio
atrave´s dos pontos extremos desse conjunto (no caso um politopo) di-
minuindo drasticamente o esforc¸o computacional. Desta forma, a noc¸a˜o
de conjuntos polito´picos torna-se um conceito importante na soluc¸a˜o de
problemas de controle em termos de LMIs. Pode-se definir um conjunto
polito´pico (ou simplesmente um politopo) X ⊆ Rn como sendo invo´lucro
convexo de um nu´mero finito de pontos em Rn (HINDI, 2004).
Uma desigualdade matricial linear e´ definida na seguinte forma
(BOYD et al., 1994):
F (θ) , F0 + θ1F1 + · · ·+ θqFq > 0 (2.19)
em que θ1, . . . , θq ∈ R sa˜o as varia´veis de decisa˜o e F0, F1, . . . , Fq ∈ Rn×n
sa˜o matrizes sime´tricas conhecidas. Nesta abordagem, o problema e´
encontrar θ, quando poss´ıvel, tal que F (θ) > 0.
Enta˜o, o problema na formulac¸a˜o LMI consiste em encontrar uma
soluc¸a˜o para as varia´veis de decisa˜o sujeita a`s restric¸o˜es na forma de
desigualdades matriciais lineares. A soluc¸a˜o de LMIs pode ser vista
sob duas perspectivas distintas quanto a qualidade da soluc¸a˜o. Pode-se
encontrar uma soluc¸a˜o fact´ıvel, que apenas respeita as restric¸o˜es, ou
pode-se obter uma soluc¸a˜o o´tima, ou seja, a formulac¸a˜o LMI pode levar
em conta uma func¸a˜o custo a ser otimizada aliada a`s restric¸o˜es. Um
problema de otimizac¸a˜o convexo com restric¸o˜es LMIs pode ser definido
na seguinte forma:
min c′θ sujeito a F (θ) > 0 (2.20)
em que o vetor θ ∈ Rq e´ a varia´vel a ser otimizada, c ∈ Rq e´ um vetor
conhecido e F (θ) > 0 e´ uma LMI em θ (BOYD et al., 1994).
Desta forma, pode-se elaborar um problema de otimizac¸a˜o, em que
a soluc¸a˜o sera´ uma varia´vel de decisa˜o otimizada, ou pode-se elaborar um
problema de factibilidade, neste caso ha´ somente o interesse de verificar a
existeˆncia da soluc¸a˜o. Por exemplo, na teoria de controle a desigualdade
de Lypaunov pode ser posta como um problema de factibilidade, para
verificar a estabilidade de sistemas lineares invariantes no tempo, em
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que a varia´vel de decisa˜o e´ a matriz P , e deseja-se encontrar qualquer
matriz definida positiva que satisfaz a desigualdade (2.21).
A′P + PA < 0 (2.21)
onde A ∈ Rn×n.
Nesta dissertac¸a˜o, utiliza-se o MATLAB como plataforma para
a obtenc¸a˜o de soluc¸o˜es para problemas de programac¸a˜o semidefinida
(ou com restric¸o˜es LMIs) com o aux´ılio dos pacotes Yalmip (LO¨FBERG,
2015b) e Sedumi (LO¨FBERG, 2015a). Nota-se em (2.21) que a matriz P
sime´trica e´ a varia´vel de decisa˜o e portanto (2.21) na˜o se encontra na
forma padra˜o em (2.20). A conversa˜o da formulac¸a˜o LMI e´ feita pelo
programa Yalmip e a soluc¸a˜o da LMI e´ obtida pelo SeDuMi.
A seguir sa˜o apresentados os principais resultados pre´vios da
a´lgebra linear envolvendo operac¸o˜es com desigualdades matriciais e que
sera˜o utilizados neste trabalho.
Definic¸a˜o 2 (Complemento de Schur, (BOYD et al., 1994)). Considere
o seguinte conjunto de desigualdades matriciais:
P (θ) > 0, Q(θ)−B(θ)P (θ)−1B(θ)′ > 0 (2.22)
onde as matrizes P (θ) = P (θ)′, Q(θ) = Q(θ)′, B(θ) sa˜o func¸o˜es afins em
θ. Enta˜o, o conjunto de desigualdades na˜o lineares (2.22) e´ equivalente
a` seguinte LMI: [
Q(θ) B(θ)
B(θ)′ P (θ)
]
> 0 (2.23)
Note que o complemento de Schur permite obter uma repre-
sentac¸a˜o convexa para as duas restric¸o˜es matriciais em (2.22).
Lema 3 (Lema de Finsler, (OLIVEIRA MAUR´ıCIO C. E SKELTON, 2001)).
Seja σ ∈ Rnσ um vetor, F ∈ Rnσ×nσ uma matriz sime´trica e C ∈
Rm×nσ uma matriz com posto(C) 6 nσ. Enta˜o, as seguintes relac¸o˜es
sa˜o equivalentes:
i. σ′Fσ < 0, ∀ Cσ = 0, σ 6= 0;
ii. C⊥
′
FC⊥ < 0;
iii. ∃ µ ∈ R : F − µC ′C < 0;
iv. ∃ L ∈ Rnσ×m : F + LC + C ′L′ < 0;
onde C⊥ e´ uma matriz cujas colunas representam uma base para o
espac¸o nulo de C.
45
Este lema permite construir uma u´nica restric¸a˜o LMI a partir de
restric¸o˜es de desigualdade associadas a restric¸o˜es de igualdade.
Lema 4 (Procedimento - S, (BOYD et al., 1994)). Sejam F0, . . . , Fq
func¸o˜es quadra´ticas da varia´vel θ ∈ Rnθ com a seguinte estrutura:
Fi(θ) = θ
′Tiθ + 2u′iθ + vi, i = 0, 1, . . . , q (2.24)
em que Ti = T
′
i ∈ Rnθ×nθ , ui ∈ Rnθ e vi ∈ R.
Enta˜o a seguinte condic¸a˜o:
F0(θ) > 0, ∀θ : Fi(θ) ≤ 0, i = 1, . . . , q (2.25)
e´ satisfeita se existirem escalares τ1, . . . , τq positivos tais que:
F0(θ)−
q∑
i=1
τiFi(θ) > 0, ∀θ (2.26)
O Procedimento - S permite concatenar va´rias restric¸o˜es escalares
de desigualdade em uma u´nica LMI. Ale´m desses resultados da a´lgebra,
ainda e´ necessa´rio apresentar mais detalhes para o caso em que as
LMIs sa˜o dependentes de paraˆmetros (que nesta dissertac¸a˜o podem
representar incertezas ou mesmo estados do sistema).
2.2.2 LMIs Dependentes de Paraˆmetros
As LMIs sa˜o restrico˜es lineares ou afins nas varia´veis de decisa˜o,
e com os demais termos conhecidos e constantes. No entanto, existem
certas classes de sistemas que exigem que a LMI dependa de algum
paraˆmetro. Se estes paraˆmetros aparecerem de forma afim nas LMIs e
seu domı´nio for caracterizado por um conjunto polito´pico, a propriedade
da convexidade permite resolver as LMIs apenas nos pontos extremos
do domı´nio de paraˆmetros.
Nestas situac¸o˜es ja´ foi verificado que a utilizac¸a˜o do lema a seguir
reduz o conservadorismo da soluc¸a˜o (COUTINHO, 2003), este lema e´ uma
extensa˜o do lema de Finsler para restric¸o˜es dependente de paraˆmetros.
Lema 5 (Dependeˆncia de Paraˆmetros (COUTINHO, 2003)). Seja H(z) ∈
Rnz×nz uma matriz sime´trica cujos elementos sa˜o func¸o˜es afins no
paraˆmetro z ∈ Rnz . Seja Mz(z) ∈ Rmz×nx uma matriz afim em z tal
que Mz(z)z = 0 e Bz uma regia˜o polito´pica e convexa, tal que z ∈ Bz.
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Enta˜o a condic¸a˜o z′H(z)z > 0 e´ satisfeita para todo z ∈ Bz e z 6= 0
se existir uma matriz L com as mesmas dimenso˜es de M ′z tal que a
seguinte LMI e´ satisfeita em todos os ve´rtices do politopo Bz:
H(z) + LMz(z) +Mz(z)
′L′ > 0 (2.27)
Para exemplificar problemas LMI dependente de paraˆmetros,
considere a representac¸a˜o do oscilador Van der Pol em tempo reverso
da equac¸a˜o (2.18). Esse oscilador pode ser expresso da seguinte forma:
x˙ = A(x)x (2.28)
onde A(x) ∈ Rn×n e´ uma matriz cujos elementos aij sa˜o func¸o˜es depen-
dentes de x.
Uma estrate´gia poss´ıvel para determinar a estabilidade regional
de um sistema na˜o linear na forma apresentada em (2.28) atrave´s de
LMIs, utilizando a decomposic¸a˜o alge´brica diferencial apresentada a
seguir.
Enta˜o, tomando (2.28) e decompondo como:
x˙ = A1x+A2z (2.29)
0 = A3x+A4z (2.30)
onde A1, A2, A3 e A4 sa˜o matrizes cujos elementos sa˜o func¸o˜es afins de
x. Essa decomposic¸a˜o e´ equivalente ao sistema original apenas se A4
tiver posto completo para todo x no espac¸o considerado, de forma que
A(x) = A1 −A2A−14 A3.
Com relac¸a˜o ao oscilador de Van der Pol em tempo reverso, mas
considerando o amortecimento na˜o linear unita´rio ( = 1) se obte´m:
A1 =
[
0 −1
1 −1
]
A2 =
[
0
x1
]
A3 =
[
0 x1
]
A4 =
[−1] (2.31)
com z = x1x2. Note que a func¸a˜o escalar z e´ uma varia´vel auxiliar
introduzida ao problema para permitir a obtenc¸a˜o de uma restric¸a˜o LMI
que depende de forma afim no estado x como demonstrado a seguir.
Agora, pode-se utilizar o Lema 1 para mostrar a estabilidade.
Enta˜o, escolhendo V (x) = x′Px como func¸a˜o Lyapunov, a derivada fica:
V˙ (x) = x˙′Px+ x′Px˙ (2.32)
Substituindo (2.29) em (2.32), e rearranjando fica:
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V˙ (x) =
[
x
z
]′ [
PA1 +A
′
1P PA2
? 0
]
︸ ︷︷ ︸
Φ
[
x
z
]
< 0
∀(x, z) : [A3 A4] [xz
]
= 0 (2.33)
Note-se que Φ e´ uma matriz sime´trica afim nos elementos de P .
Assim, pode-se aplicar o Lema 5 para obter uma soluc¸a˜o LMI, sendo
que a matriz M e´ definida como:
M(x) =
[
A3 A4
]
Portanto, o ponto de equil´ıbrio sera´ localmente exponencialmente
esta´vel, se as seguintes condic¸o˜es via LMI forem satisfeitas:
P > 0 (2.34)
Φ + LM(x) +M(x)′L′ < 0 (2.35)
para todo x ∈ X , onde X e´ um politopo representando o domı´nio dos
estados do sistema. Como a restric¸a˜o (2.35) e´ afim em x, por convexidade,
pode-se buscar as varia´veis de decisa˜o P e L que satisfazem (2.34) e
(2.35) nos ve´rtices de X .
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3 O CONVERSOR BOOST
Neste cap´ıtulo, apresenta-se o conversor Boost e o modelo em
malha fechada utilizado para o projeto de controle. Primeiramente,
revisa-se o princ´ıpio de funcionamento do conversor em sua operac¸a˜o
CC-CC e com correc¸a˜o do fator de poteˆncia. Em seguida, mostram-se as
equac¸o˜es dinaˆmicas relacionadas a`s etapas de operac¸a˜o a fim de obter um
modelo adequado ao objetivo de controle. Especificamente na primeira
sec¸a˜o, trata-se do princ´ıpio de funcionamento e do modelo me´dio em
malha aberta. Depois, destaca-se a importaˆncia e as diferenc¸as do
conversor Boost com CFP. Na sec¸a˜o seguinte revisa-se uma estrate´gia de
controle e suas caracter´ısticas. Finalmente, na u´ltima sec¸a˜o apresenta-se
o modelo em malha fechada do conversor a ser considerado nos pro´ximos
cap´ıtulos.
3.1 PRINCI´PIO DE FUNCIONAMENTO
Os conversores esta´ticos processam energia atrave´s da comutac¸a˜o
de interruptores, formando assim diferentes topologias de circuitos
com diferentes formas de transfereˆncia de energia. Desta forma, a
transfereˆncia de energia depende da comutac¸a˜o dos interruptores, e
estes por sua vez dependem de algum tipo de controle, em geral, em
malha fechada. Existem muitas formas de controlar os interruptores,
mas a forma mais empregada e´ por modulac¸a˜o por largura de pulso -
PWM com frequeˆncia fixa de comutac¸a˜o, que resulta em um sinal de
comando de amplitude constante cuja largura define o intervalo em que
os interruptores permanecem abertas ou fechadas (BARBI; MARTINS,
2000).
A modulac¸a˜o por largura de pulso possui um sinal chamado
de portadora, em geral de alta frequeˆncia e de formato triangular ou
dente de serra, e um sinal chamado de modulante oriundo do sistema
de controle. Na Figura 5 ambos os sinais sa˜o mostrados como Vref e
V2, respectivamente. Neste caso, o sinal resultante do PWM e´ uma
sequeˆncia de pulsos de frequeˆncia constante Vout mostrados na Figura 5,
onde Vout e´ o sinal de controle aplicado ao interruptor. Se o sinal
modulante for constante, ou seja, esta´ em regime permanente, enta˜o a
sa´ıda tera´ largura fixa, d¯, para um per´ıodo de comutac¸a˜o T , em que d
representa o per´ıodo ativo do interruptor e e´ denominado raza˜o c´ıclica.
Portanto, nesta dissertac¸a˜o tem-se interesse por conversores esta´ticos
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com frequeˆncia de comutac¸a˜o fixa imposta por modulac¸a˜o por largura
de pulso (HOLMES; LIPO, 2003).
Figura 5 – Exemplo gra´fico dos sinais que compo˜e a modulac¸a˜o por
largura de pulso (MEZAROBA, 2015).
Ale´m disso, tem-se interesse no conversor elevador de tensa˜o com
correc¸a˜o do fator de poteˆncia. Para este conversor pode-se relacio-
nar o ganho de tensa˜o sa´ıda/entrada com a raza˜o c´ıclica em regime
permanente, d¯, da seguinte forma:
Vo
Vin
=
1
1− d¯ (3.1)
em que Vin e´ um paraˆmetro do conversor e Vo e´ a tensa˜o de sa´ıda
desejada.
Essa relac¸a˜o e´ graficamente expressa na Figura 6 e representa a
caracter´ıstica de transfereˆncia esta´tica ideal do conversor Boost. Nota-se
que quando d¯ tende a` unidade, a tensa˜o de sa´ıda tende ao infinito, e a
mı´nima tensa˜o de sa´ıda e´ Vin. Observa-se da figura uma relac¸a˜o na˜o
linear entre o ganho esta´tico e a raza˜o c´ıclica, o que fica acentuado
para valores de d¯ > 0.7. Portanto, existe uma relac¸a˜o direta entre a
modulac¸a˜o e a raza˜o c´ıclica, de modo que a raza˜o c´ıclica e´ proporcional
ao sinal modulante V2.
A seguir aborda-se primeiro as caracter´ısticas e operac¸a˜o da
parte CC-CC de um conversor Boost operando em modo de conduc¸a˜o
cont´ınua.
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Figura 6 – Transfereˆncia esta´tica ideal do conversor Boost.
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3.1.1 Conversor Boost CC-CC
No conversor Boost CC-CC tem-se a tensa˜o me´dia de sa´ıda maior
que a tensa˜o me´dia de entrada, conforme ganho esta´tico anteriormente
apresentado, portanto regular a tensa˜o de sa´ıda e´ o principal objetivo
de controle neste conversor. Ao se observar a Figura 7 que mostra o
esquema do circuito do conversor, percebe-se que o interruptor S e´ o
u´nico elemento atuador, pois os demais sa˜o elementos passivos e a fonte
vin. Desta forma, utiliza-se a raza˜o c´ıclica para regular a tensa˜o de
sa´ıda.
Figura 7 – Circuito de poteˆncia do conversor Boost CC-CC
Observa-se que a indutaˆncia L e´ colocada em se´rie com a fonte
de alimentac¸a˜o Vin, assim a entrada do circuito comporta-se como uma
fonte de corrente iL. Ja´ na sa´ıda o capacitor C esta´ em paralelo com a
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resisteˆncia de carga R, logo, supondo o capacitor suficientemente grande,
tem-se na sa´ıda o comportamento de uma fonte de tensa˜o Vo. Entre a
entrada do circuito com a fonte de corrente e a sa´ıda do circuito com
a fonte de tensa˜o esta˜o dois elementos de comutac¸a˜o. Os estados do
interruptor S junto ao diodo D definem duas topologias distintas para
o per´ıodo de comutac¸a˜o, criando duas etapas de operac¸a˜o.
A primeira etapa e´ quando o interruptor S esta´ conduzindo (S
esta´ fechado - ON: VS = 0 e iS = iL) e o diodo D e´ inversamente
polarizado isolando a entrada da sa´ıda. A corrente do indutor iL cresce
ate´ um valor ma´ximo IM , a corrente no diodo iD e´ nula e parte da
energia do capacitor e´ consumida pela carga, criando uma corrente
constante do capacitor para a carga (io = iC). Ja´ quando o interruptor
S na˜o esta´ conduzindo (S esta´ aberto - OFF: VS = Vo e iS = 0) comec¸a
a segunda etapa de operac¸a˜o. Agora o diodo conduz interligando a
entrada a` sa´ıda. A corrente do indutor decresce ate´ um valor mı´nimo Im,
o diodo conduz a mesma corrente do indutor, iL = iD, que sera´ drenada
pelo capacitor e pela carga. O funcionamento descrito e´ caracterizado
pelo modo de conduc¸a˜o cont´ınuo, ou seja, o conversor funciona com a
corrente do indutor sempre maior que um valor mı´nimo de projeto que
e´ diferente de zero. Na Figura 8, mostram-se as formas de onda das
correntes e das tenso˜es no conversor Boost.
Observa-se na figura que para cada forma de onda de corrente
existe um valor me´dio para um dado per´ıodo de comutac¸a˜o. Pode-se
descrever aproximadamente a dinaˆmica do conversor utilizando esses
valores me´dios, e isso torna-se mais realista para altas frequeˆncias de
chaveamento que e´ imposta pelo PWM. Assim as grandezas ele´tricas po-
dem ser tomadas como constantes, por exemplo, a corrente instantaˆnea
iL(t) pode ser considerada constante e igual a 〈iL〉, e o mesmo pode ser
aplicado a tensa˜o de entrada e a tensa˜o de sa´ıda. Desta forma, define-se
o valor me´dio (a`s vezes chamado de valor me´dio instantaˆneo) para um
mesmo per´ıodo de comutac¸a˜o para as seguintes grandezas:
〈vin〉 = 1
Ts
∫ t
t−Ts
Vin(τ)dτ (3.2)
〈iL〉 = 1
Ts
∫ t
t−Ts
iL(τ)dτ (3.3)
〈vo〉 = 1
Ts
∫ t
t−Ts
vo(τ)dτ (3.4)
em que Ts e´ o per´ıodo de comutac¸a˜o.
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Figura 8 – Formas de onda no conversor Boost (BARBI; MARTINS, 2000).
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Neste trabalho, utiliza-se esse conceito de valor me´dio para esta-
belecer equac¸o˜es de estado para representar a dinaˆmica do conversor.
Essa te´cnica, chama-se na literatura de representac¸a˜o pelo modelo
me´dio. Essa forma de representac¸a˜o comec¸ou com os trabalhos de
(MIDDLEBROOK; CUK, 1976). Mais detalhes sobre essa representac¸a˜o
podem ser encontrados em (ERICKSON; MAKSIMOVIC, 2001; COELHO;
SCHWEITZER; MARTINS, 2012).
3.1.1.1 Modelo Me´dio
Para obter o modelo me´dio do conversor Boost em malha aberta
assume-se que esteja operando em modo de conduc¸a˜o cont´ınua, que os
dispositivos semicondutores sejam ideais e que as resisteˆncias intr´ınsecas
dos componentes passivos sa˜o consideradas nulas. Assim, a operac¸a˜o
do conversor apresenta duas topologias, de acordo com a posic¸a˜o do
interruptor, fechado (ON) e aberto (OFF), conforme pode ser visto na
Figura 9.
Figura 9 – Topologias de circuito do conversor Boost em um per´ıodo de
comutac¸a˜o.
(a) Topologia com o interruptor fechado - ON.
(b) Topologia com o interruptor aberto - OFF.
Da primeira topologia, quando o interruptor esta´ fechado obteˆm-
se as seguintes equac¸o˜es diferenciais seguindo as leis ba´sicas de circuitos
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ele´tricos:
vin − LdiL
dt
= 0
vo
R
+ C
dvo
dt
= 0 (3.5)
com as varia´veis calculadas pelas equac¸o˜es (3.2), (3.3) e (3.4), que
resulta na seguinte representac¸a˜o de estado:[
ξ˙1
ξ˙2
]
=
[
0 0
0
−1
RC
] [
ξ1
ξ2
]
+
[
1
L
0
]
vin
com ξ = [iL, vo]
′ o vetor de estado. Essa representac¸a˜o pode ser reescrita
de forma compacta:
ξ˙ = Aonξ +Bonvin (3.6)
Na segunda topologia, quando o interruptor esta´ aberto obteˆm-se
as seguintes equac¸o˜es diferenciais:
vin − vo − LdiL
dt
= 0
iL − vo
R
− C dvo
dt
= 0 (3.7)
cuja representac¸a˜o de estado e´:
[
ξ˙1
ξ˙2
]
=
 0 −1L1
C
−1
RC
[ ξ1ξ2
]
+
[
1
L
0
]
vin
de forma compacta:
ξ˙ = Aoffξ +Boffvin (3.8)
Portanto, a representac¸a˜o de estados em (3.6) descreve o sistema
dinaˆmico quando o interruptor esta´ fechado, enquanto a representac¸a˜o
em (3.8) corresponde ao sistema quando o interruptor esta´ aberto.
Desta forma, o modelo me´dio pode ser usado para obter uma u´nica
representac¸a˜o de estado, que descreve a dinaˆmica do conversor durante
um per´ıodo de comutac¸a˜o (JAPPE; MUSSA; COUTINHO, 2011; COELHO;
SCHWEITZER; MARTINS, 2012). Enta˜o, tomando d como a raza˜o c´ıclica,
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ou seja, como o per´ıodo em que o interruptor conduz obteˆm-se:
ξ˙ = [Aond+Aoff (1− d)] ξ + [Bond+Boff (1− d)] vin (3.9)
Reorganizando essa expressa˜o, sabendo que Bon = Boff , tem-se:
ξ˙ = Aoffξ + (Aon −Aoff )ξd+Boffvin (3.10)
Essa expressa˜o pode ser modificada, para que a raza˜o c´ıclica
complementar seja utilizada como o sinal de controle obtendo-se:
ξ˙ = Aonξ + (Aoff −Aon)ξuo +Boffvin (3.11)
onde uo = 1− d e´ a entrada de controle.
A representac¸a˜o em (3.10) e (3.11) em espac¸o de estados atrave´s do
modelo me´dio do conversor Boost e´ na˜o linear. Esse modelo e´ conhecido
como bilinear, visto que a na˜o linearidade e´ uma multiplicac¸a˜o entre o
estado e o sinal de controle.
A fim de ilustrar o comportamento do modelo me´dio e do conver-
sor real sera´ apresentado um exemplo de simulac¸a˜o. As especificac¸o˜es do
conversor esta˜o na Tabela 1 e a simulac¸a˜o da Figura 10(a) foi realizada
no software Psim. Nesta simulac¸a˜o, apresenta-se o comportamento do
conversor em malha aberta para um tempo de simulac¸a˜o de 0, 04 s,
sendo que em 0, 02 s e´ realizado uma mudanc¸a de carga para 40 Ω. Ja´
na Figura 10(b) apresenta-se um detalhamento da tensa˜o de sa´ıda e da
corrente no indutor quando acontece a mudanc¸a de carga. Observa-se
que o sinal com ondulac¸a˜o e´ a tensa˜o de sa´ıda do conversor comutado,
aqui chamado de vo, enquanto a sa´ıda do conversor equivalente e´ um
sinal me´dio, aqui nomeado de Vo−med.
O ponto de equil´ıbrio em malha aberta do conversor e´ dado por:
0 = Aoff ξ¯ + (Aon −Aoff )ξ¯d¯+Boff v¯in
=
 0 − 1L1
C
− 1
RC
 ξ¯ +
 0 1L
− 1
C
0
 ξ¯d¯+ [ 1L
0
]
v¯in
Da primeira linha matricial da expressa˜o alge´brica acima:
− ξ¯2
L
+
ξ¯2d¯
L
+
v¯in
L
−→ d¯ = 1− v¯in
ξ¯2
(3.12)
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Da segunda linha:
− ξ¯1
C
− ξ¯2
RC
− ξ¯1d¯
C
−→ ξ¯1 = ξ¯2
1− d¯ =
ξ¯2
2
v¯in
(3.13)
Portanto, em malha aberta define-se a tensa˜o de sa´ıda desejada
em regime permanente v¯o e a alimentac¸a˜o v¯in, enta˜o obte´m-se a raza˜o
c´ıclica d¯ e a corrente no indutor i¯L.
Tabela 1 – Especificac¸o˜es do circuito de poteˆncia do conversor Boost
CC−CC.
Poteˆncia de Sa´ıda Po = 200 W
Tensa˜o de entrada RMS Vin = 50 V
Tensa˜o de sa´ıda Vo = 100 V
Frequencia de comutac¸a˜o fs = 40 kHz
Indutor L = 2.5 mH
Capacitor Co = 8 µF
Resistor de carga Ro = 50 Ω
Para obter o circuito equivalente do modelo me´dio sera´ utilizada
a equac¸a˜o (3.10), mas com a raza˜o c´ıclica em equil´ıbrio que fica:
ξ˙ = Aoffξ + (Aon −Aoff )ξd¯+Boffvin
= (Aond¯+ (1− d¯)Aoff ))ξ +Boffvin
Voltando as varia´veis originais de circuito, corrente no indutor
iL e tensa˜o de sa´ıda vo, tem-se:
[
˙iL
v˙o
]
=
 0 −1− d¯L1− d¯
C
− 1
RC
[ iLvo
]
+
[
1
L
0
]
vin (3.14)
Observa-se que na matriz de dinaˆmica o valor 1− d¯ representa
um ganho no circuito equivalente. Ale´m disso, esse valor representa
a raza˜o c´ıclica complementar visto que define o tempo me´dio que a
chave fica aberta. Portanto, apesar do sinal de controle utilizado na
representac¸a˜o ser a raza˜o c´ıclica d, a dinaˆmica do conversor depende da
raza˜o c´ıclica complementar uo.
Ao usar o modelo me´dio para representar a dinaˆmica esta´ sendo
ignorado do comportamento real das harmoˆnicas devido ao chaveamento
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e a`s ondulac¸o˜es (ripple) da tensa˜o de sa´ıda e da corrente no indutor, visto
que essas grandezas sa˜o agora cont´ınuas para um per´ıodo de comutac¸a˜o.
Figura 10 – Simulac¸a˜o do modelo real e me´dio do conversor Boost
CC−CC.
(a) Tensa˜o de sa´ıda e corrente no indutor dos modelos real e
me´dio.
(b) Tensa˜o de sa´ıda e corrente no indutor quando acontece
uma mudanc¸a de carga.
3.1.2 Conversor Boost com Correc¸a˜o do Fator de Poteˆncia
Nesta sec¸a˜o, apresenta-se o conversor Boost com correc¸a˜o do fator
de poteˆncia. Pore´m, antes de tratar as caracter´ısticas deste conversor, e´
preciso definir o que e´ fator de poteˆncia e suas implicac¸o˜es ao se tratar
de conversores esta´ticos de poteˆncia. Assim, pode-se definir o fator de
poteˆncia como sendo expresso pela raza˜o da poteˆncia instantaˆnea e a
poteˆncia aparente de um dado equipamento ele´trico:
FP =
P (kW)
S (kVA)
(3.15)
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Portanto, o valor do fator de poteˆncia diz respeito a` eficieˆncia com
que o sistema ele´trico consumidor esta´ processando energia, evitando
perdas no sistema ele´trico de distribuic¸a˜o e transmissa˜o. Visto que
um baixo valor de FP indica que e´ necessa´rio distribuir mais energia
para suprir a poteˆncia requerida, ao passo que para a mesma poteˆncia
requerida, mas com um alto valor de FP necessitara´ de menor quan-
tidade de energia do sistema ele´trico de distribuic¸a˜o. Logo, o fator de
poteˆncia possui uma importaˆncia por causa do indicativo da qualidade
da energia na rede, bem como por motivac¸a˜o financeira devido as perdas
de distribuic¸a˜o e transmissa˜o.
No entanto, a expressa˜o (3.15) na˜o e´ muito u´til para entender
quais sa˜o as caracter´ısticas do sistema ele´trico que prejudicam a obtenc¸a˜o
de um alto fator de poteˆncia. Assim, considerando que a tensa˜o ou a
corrente e´ puramente senoidal, pode-se assumir que a poteˆncia ativa e´ a
multiplicac¸a˜o entre as componentes fundamentais de tensa˜o e corrente,
Vin,1 e Iin,1, e o aˆngulo de defasamento entre estas componentes ϕ, e a
poteˆncia aparente e´ a multiplicac¸a˜o entre os valores eficazes de tensa˜o e
corrente com todas as harmoˆnicas, Vin e Iin , tem-se:
FP =
Vin,1Iin,1
VinIin
cos(ϕ) (3.16)
A partir desta expressa˜o percebe-se que o fator de poteˆncia pode
ser caracterizado atrave´s do conteu´do harmoˆnico e pelo aˆngulo de
defasamento entre as componentes fundamentais da tensa˜o e corrente.
Enta˜o, pela Equac¸a˜o (3.16), torna-se claro que para obter fator de
poteˆncia unita´rio e´ necessa´rio reduzir o conteu´do harmoˆnico, Vin ≈ Vin,1
e Iin ≈ Iin,1 e diminuir o defasamento ϕ, cos (ϕ) ≈ 1.
Por exemplo, considere dois circuitos com fator de poteˆncia
distintos, um retificador em ponte, com filtro de sa´ıda para regular
a tensa˜o, e um conversor Boost com correc¸a˜o do fator de poteˆncia,
controlado pela te´cnica de valores me´dios. Essa te´cnica e´ mais utilizada
para o conversor Boost e o circuito simulado faz parte da biblioteca
de exemplos do Psim. Os esquemas ele´tricos dos circuitos esta˜o na
Figura 11.
Primeiro, mostram-se as tenso˜es e correntes de entrada do con-
versor Boost com alto fator de poteˆncia e depois do retificador, como
observa-se na Figura 12(a). Nota-se na figura que a corrente de entrada
do conversor Boost e´ um sinal com ondulac¸a˜o, pore´m em fase com a
tensa˜o de entrada. Ja´ em relac¸a˜o ao retificador a corrente esta´ comple-
tamente diferente da forma de onda senoidal como pode ser visto na
Figura 12(b).
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Figura 11 – Circuitos de um retificador com filtro e um conversor Boost
com CFP implementados no Psim.
(a) Retificador com filtro.
(b) Conversor Boost com Correc¸a˜o do Fator de Poteˆncia.
Figura 12 – Simulac¸a˜o comparativa das tenso˜es e correntes de entrada
de um conversor Boost com CFP e um retificador com filtro.
(a) Tensa˜o e corrente de entrada do conversor Boost com
correc¸a˜o do fator de poteˆncia.
(b) Tensa˜o e corrente de entrada do retificador com filtro.
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O software Psim oferece no ambiente de simulac¸a˜o o ca´lculo do
fator de poteˆncia. Assim, usando este recurso foi obtido, para o tempo
de simulac¸a˜o de 0, 1 s ate´ 0, 15 s, um FP = 0, 98 para o conversor Boost,
enquanto que para o circuito retificador ficou em FP = 0, 20. Logo, na˜o
basta mais apenas regular a tensa˜o de sa´ıda como no conversor CC-CC,
mas e´ preciso garantir tambe´m que a corrente de entrada tenha a forma
de onda como uma imagem da tensa˜o de entrada, tornando assim o
conversor uma carga resistiva do ponto de vista da rede de alimentac¸a˜o.
Portanto, tem-se dois objetivos de controle no conversor Boost com
correc¸a˜o do fator de poteˆncia: regular a tensa˜o de sa´ıda e impor um
formato na corrente do indutor assegurando alto fator de poteˆncia.
Agora, que ja´ foi estabelecido o problema do fator de poteˆncia
e´ preciso tratar das caracter´ısticas dinaˆmicas do conversor Boost com
correc¸a˜o do fator de poteˆncia. Como visto, no conversor Boost com
CFP a corrente no indutor e´ uma imagem da tensa˜o de entrada, isto
significa que apo´s o retificador tem-se duas frequeˆncias caracterizando as
grandezas ele´tricas envolvidas com a dinaˆmica do conversor, sendo uma
de baixa frequeˆncia relacionada com a rede e outra de alta frequeˆncia
relacionada com a comutac¸a˜o.
Em relac¸a˜o a frequeˆncia da rede, esta e´ duplicada apo´s o reti-
ficador. Isto significa que a corrente no indutor e a tensa˜o de sa´ıda
apresentam uma ondulac¸a˜o de 120 Hz. No caso da corrente do indutor
a forma de onda sera´ uma imagem da tensa˜o retificada com um ru´ıdo de
alta frequeˆncia. Ja´ em relac¸a˜o a tensa˜o de sa´ıda, idealmente constante,
havera´ uma ondulac¸a˜o em 120 Hz em torno do valor me´dio de sa´ıda
projetado. Isto pode ser observado na Figura 13. Nesta figura, a tensa˜o
de sa´ıda Vo, a corrente real do indutor e´ IL e a corrente com a dinaˆmica
de alta frequeˆncia filtrada e´ chamada de iL−med. A ondulac¸a˜o observada
na corrente do indutor diz respeito a dinaˆmica de alta frequeˆncia, ou
seja, e´ a influeˆncia da comutac¸a˜o.
Assim, em termos do valor me´dio das grandezas ele´tricas, tem-se
que a corrente no indutor e´ um sinal cont´ınuo na baixa frequeˆncia, pois o
efeito da comutac¸a˜o foi filtrado ao considerar seu valor constante dentro
de um per´ıodo de comutac¸a˜o. Isto esta´ relacionado com a abordagem da
sec¸a˜o anterior, em que no modelo me´dio sa˜o ignorados comportamentos
oscilato´rios de alta frequeˆncia dentro de um per´ıodo de comutac¸a˜o.
Anteriormente, definiu-se a tensa˜o de entrada, a corrente no indu-
tor e a tensa˜o de sa´ıda como constantes para um per´ıodo de comutac¸a˜o
nas Equac¸o˜es (3.2), (3.3) e (3.4), respectivamente. Agora, ao se tratar
do conversor Boost com CFP essas grandezas sa˜o perio´dicas, e sa˜o
redefinidas como segue:
62
〈vin〉 = 1
Ts
∫ t
t−Ts
Vp| sinωτ |dτ (3.17)
〈iL〉 = 1
Ts
∫ t
t−Ts
iL(ωτ)dτ (3.18)
〈vo〉 = 1
Ts
∫ t
t−Ts
vo(ωτ)dτ (3.19)
em que Ts e´ o per´ıodo de comutac¸a˜o.
Portanto, o modelo adotado para representar a dinaˆmica do
conversor com correc¸a˜o do fator de poteˆncia, com as varia´veis definidas
pelas equac¸o˜es (3.17), (3.18) e (3.19) tem a mesma forma da equac¸a˜o
(3.11), reescrita como a seguir:
ξ˙ = Aξ +Bξuo + Evin (3.20)
em que ξ = [ξ1, ξ2]
′ = [iL, vo]′ e´ o vetor de estados e uo e´ o sinal de
controle que determina o per´ıodo em que a chave esta´ aberta. E as
matrizes sa˜o definidas a seguir:
A =
[
0 0
0 − 1
RC
]
, B =
 0 −1L1
C
0
 , E = [ 1L
0
]
Figura 13 – Formas de onda da tensa˜o de sa´ıda e corrente no indutor
(real e filtrada).
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3.1.2.1 Trajeto´rias dos Estados: Dinaˆmica Comutada e Modelo Me´dio
Na sec¸a˜o anterior, obteve-se a dinaˆmica do conversor atrave´s
da representac¸a˜o pelo modelo me´dio. Como o modelo me´dio e´ uma
aproximac¸a˜o da dinaˆmica do conversor, torna-se evidente que existem
diferenc¸as entre as trajeto´rias de ambas representac¸o˜es (real e me´dia).
Para ilustrar tal caracter´ıstica considere um plano vo × iL da operac¸a˜o
do conversor, ou seja, as trajeto´rias dos estados tem duas formas de
ondas distintas.
A primeira, diz respeito ao conversor Boost com a dinaˆmica real,
aquela que considera a comutac¸a˜o, tal como a tensa˜o Vo e corrente IL
da Figura 13. A segunda esta´ relacionada com a corrente me´dia, cuja
forma de onda na˜o apresenta as oscilac¸o˜es devido a` comutac¸a˜o, portanto
e´ cont´ınua do ponto de vista da frequeˆncia da rede. Ambos os planos
podem ser visto nas Figuras 14(a) e 14(b).
Figura 14 – Tensa˜o de sa´ıda e corrente no indutor formando um plano.
(a) Dinaˆmica com grandezas reais.
(b) Dinaˆmica com grandezas me´dias.
Observa-se que ao considerar o tempo de simulac¸a˜o da Figura 13
tem-se quase 5 ciclos completos de 120 Hz, assim as trajeto´rias no plano
vo × iL devem se sobrepor. Pore´m, percebe-se o cara´ter oscilato´rio
da dinaˆmica comutada do conversor Boost com correc¸a˜o do fator de
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poteˆncia. Ja´ ao considerar a corrente filtrada tem-se trajeto´rias com
cara´ter fortemente cont´ınuas, de modo que a oscilac¸a˜o e´ devido ex-
clusivamente a` resoluc¸a˜o da simulac¸a˜o. Portanto, essas figuras com o
plano tensa˜o-corrente apresentam as diferenc¸as entre o modelo me´dio e
a dinaˆmica real para representar o comportamento dinaˆmico dos estados
do conversor Boost com CFP.
Ale´m disso, a regia˜o de atrac¸a˜o da Definic¸a˜o 1 pode na˜o ser
ideˆntica para ambas representac¸o˜es. Em outras palavras, ao estimar a
regia˜o de atrac¸a˜o do conversor Boost com CFP no plano vo× iL, obte´m-
se uma estimativa a partir das grandezas me´dias da tensa˜o de sa´ıda e
corrente de entrada, logo a regia˜o estimada se refere a`s trajeto´rias da
Figura 14(b), no caso do circuito simulado, o que e´ um inconveniente
associado ao modelo me´dio.
3.2 ESTRATE´GIAS DE CONTROLE
Nesta sec¸a˜o, revisa-se a estrate´gia de controle chamada de Au-
tocontrole da corrente, cuja principal caracter´ıstica e´ a realimentac¸a˜o
direta da corrente para impor alto fator de poteˆncia, na˜o possuindo
assim um sinal de refereˆncia senoidal para a corrente no indutor. Pore´m,
antes de apresentar o Autocontrole da corrente abordada-se a estrate´gia
cla´ssica.
3.2.1 Controle Cla´ssico
O conversor Boost com correc¸a˜o do fator de poteˆncia possui
dois principais objetivos de controle: (i) regulac¸a˜o da tensa˜o de sa´ıda
obtendo tensa˜o constante; (ii) imposic¸a˜o do formato da corrente de
entrada igual ao da tensa˜o de entrada obtendo alto fator de poteˆncia.
Esses objetivos sa˜o alcanc¸ados atrave´s de diferentes estrate´gias, mas
a mais empregada utiliza a te´cnica de valores me´dios (TODD, 1996).
Esta te´cnica consiste em controlar a corrente do indutor utilizando uma
corrente de refereˆncia para impor na corrente de entrada o formato da
tensa˜o de entrada, enquanto a tensa˜o de sa´ıda e´ regulada atrave´s da
amplitude da corrente drenada pelo conversor.
Nesta te´cnica, para controlar a corrente no indutor, utilizam-se
duas etapas, onde uma gera o sinal de refereˆncia da corrente e outra o
sinal de controle. Observa-se que nesta estrate´gia o sinal de controle
e´ a raza˜o c´ıclica d. A etapa que gera o sinal de refereˆncia da corrente
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consiste de uma multiplicac¸a˜o entre o sinal que regula a tensa˜o de sa´ıda
e a tensa˜o de entrada. Desta forma, do sinal que regula a tensa˜o de
sa´ıda obte´m-se a amplitude e da tensa˜o de entrada o formato para a
corrente de refereˆncia. Esta refereˆncia por sua vez e´ comparada com
uma amostra da corrente do indutor e processada para gerar o sinal de
controle adequado para a modulac¸a˜o PWM que comanda a comutac¸a˜o
do interruptor. Por essa descric¸a˜o torna-se evidente que a tensa˜o de
entrada e´ diretamente a responsa´vel pela imposic¸a˜o do formato na
corrente de entrada.
Enta˜o, a estrutura de controle desta te´cnica pode ser caracterizada
por duas malhas de realimentac¸a˜o, uma para cada etapa, como pode ser
visto na Figura 15. A malha interna realimenta a corrente do indutor,
enquanto a malha externa realimenta a tensa˜o de sa´ıda, e para conectar
as malhas utiliza-se um multiplicador que tambe´m recebe a tensa˜o
de entrada retificada e a tensa˜o de entrada filtrada. Essa tensa˜o de
entrada filtrada serve para manter um valor de refereˆncia constante
frente variac¸o˜es da tensa˜o de entrada. Portanto, a lei de controle e´ na˜o
linear devido essa multiplicac¸a˜o, apesar de em cada uma das malhas
ser utilizado controladores lineares do tipo PI. Embora a lei de controle
seja na˜o linear, classicamente, utiliza-se abordagem no domı´nio da
frequeˆncia e ferramentas lineares para o projeto dos controladores PI,
o que significa que o projeto de controle na˜o leva em conta a lei de
controle por completo, mas somente as partes relativas ao PI.
Portanto, a estrate´gia cla´ssica na concepc¸a˜o linear tem o princ´ıpio
de controle da corrente baseado na imposic¸a˜o da tensa˜o sobre o indutor,
a fim de controlar sua corrente. Quando o interruptor esta´ fechado a
tensa˜o sobre o indutor e´ a pro´pria alimentac¸a˜o vg(t), pois a entrada
do conversor esta´ isolada da sa´ıda, mas quando a chave esta´ aberta a
tensa˜o sobre indutor depende da diferenc¸a entre a tensa˜o de entrada e
a tensa˜o equivalente da sa´ıda vista sobre a chave v2(t), logo a tensa˜o
sobre o indutor e´ definida como:
vL(t) = vg(t)− v2(t) = LdiL(t)
dt
(3.21)
Ao supor que a tensa˜o de entrada mante´m seu formato e o valor
eficaz esta´vel, isto e´, sem perturbac¸o˜es, todo o controle da tensa˜o do
indutor depende da tensa˜o v2(t), ou seja, depende da tensa˜o equivalente
da sa´ıda vista sobre o interruptor, o que evidencia a importaˆncia da
tensa˜o de entrada sob a comutac¸a˜o do interruptor. Enta˜o, a raza˜o c´ıclica
com a qual o interruptor e´ comandado define a tensa˜o v2(t), que por
consequeˆncia determina a tensa˜o resultante sobre o indutor.
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Figura 15 – Diagrama de controle da corrente no indutor pela estrate´gia
cla´ssica.
Em outras palavras, nessa estrate´gia a tensa˜o de entrada e´ vista
como uma perturbac¸a˜o, logo ha´ necessidade de um sinal de refereˆncia
para a corrente do indutor, pois somente a tensa˜o equivalente da sa´ıda
vista sobre a chave e´ insuficiente para o controle de vL(t).
3.2.2 Autocontrole da Corrente
Ao utilizar o autocontrole da corrente proposta em (BORGONOVO
et al., 2005), a tensa˜o de entrada e´ considerada uma refereˆncia no modelo,
o que dispensa uma refereˆncia para corrente, sendo poss´ıvel haver a
realimentac¸a˜o direta da mesma, ainda assim garantindo um alto fator
de poteˆncia. Nisto consiste a principal diferenc¸a entre as estrate´gias de
controle. Essa mudanc¸a de perspectiva em relac¸a˜o a tensa˜o de entrada
tambe´m tem consequeˆncias sobre a estrutura de controle, ou seja, sobre
a lei de controle e o funcionamento do conversor em malha fechada.
A lei de controle proposta em (BORGONOVO et al., 2005) consiste
em gerar a tensa˜o v2(t) diretamente da amostra da corrente. Como
resultado desta abordagem, pode-se simplificar a complexidade do con-
trole da corrente, reduzindo um dos controladores a um proporcional,
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como pode ser observado pelo diagrama de blocos da Figura 16.
Nesta te´cnica, a tensa˜o v2(t) e´ definida pela raza˜o c´ıclica com-
plementar, pois essa tensa˜o e´ nula com a chave fechada. Assim, a
modulac¸a˜o PWM e´ responsa´vel por prover o sinal de controle adequado
a chave. Isto pode ser expresso como:
v2(t) = [1− d(t)]vo (3.22)
em que d(t) a´ a raza˜o c´ıclica. Ao se utilizar a estrate´gia de controle da
Figura 16, mas com apenas um controlador proporcional na malha de
controle da corrente, tem-se:
1− d(t) = KiL(t) (3.23)
Juntando as equac¸o˜es (3.22) e (3.23) tem-se:
v2(t) = iL(t)Kvo (3.24)
Da definic¸a˜o da tensa˜o sobre o indutor em (3.21):
vL(t) = vg(t)− v2(t) = LdiL(t)
dt
(3.25)
Como a tensa˜o v2(t) e´ definida por (3.24), enta˜o, substituindo-a
em (3.25):
L
diL(t)
dt
= vg(t)− iL(t)Kvo (3.26)
O ponto de equil´ıbrio pode ser calculado com a derivada igual a
zero:
vg(t)− iL(t)Kvo = 0 (3.27)
De onde obte´m-se:
IL =
Vg
KVo
(3.28)
Com IL e Vo sendo respectivamente, a corrente no indutor e a
tensa˜o na sa´ıda em regime permanente. Essa expressa˜o significa que a
amplitude da corrente no indutor e´ inversamente proporcional ao ganho
K.
Ale´m disso, aplicando a transformada de Laplace em (3.26):
IL(s)sL = Vg(s)− IL(s)KVo (3.29)
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Que resulta na seguinte func¸a˜o de transfereˆncia em malha fechada:
IL(s)
Vg(s)
=
1/L
s+KVo/L
(3.30)
Como a indutaˆncia L e a tensa˜o em regime permanente Vo sa˜o
dados do projeto do conversor, a posic¸a˜o do polo e´ livremente aloca´vel
pelo ganho K. Assim, essa estrate´gia de controle e´ equivalente a um
filtro sobre a tensa˜o de entrada com corrente do indutor como sa´ıda,
podendo atenuar poss´ıveis componentes harmoˆnicas presentes na tensa˜o.
Portanto, uma realimentac¸a˜o direta da corrente do indutor com um
controlador proporcional e´ suficiente para estabilizac¸a˜o e obtenc¸a˜o de
um alto fator de poteˆncia.
No entanto, ao considerar a regulac¸a˜o da tensa˜o de sa´ıda e´ preciso
ter em vista que a amplitude da corrente no indutor e´ inversamente
proporcional ao ganho K e a tensa˜o Vo, tal como expresso pela equac¸a˜o
(3.26), desta forma, ao inserir a malha de controle da tensa˜o de sa´ıda
e´ preciso implementar um termo racional do tipo 1/x que ajusta a
sa´ıda do controlador PI com o ganho K. Essa e´ a soluc¸a˜o proposta
por (BORGONOVO et al., 2005) para tratar da relac¸a˜o na˜o linear entre a
tensa˜o de sa´ıda e a amplitude da corrente no indutor.
Figura 16 – Diagrama de controle da corrente no indutor pelo autocon-
trole da corrente.
A fim de ilustrar o funcionamento do conversor em malha fechada,
utilizando a estrate´gia do autocontrole da corrente, apresenta-se um
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exemplo de conversor, cujas especificac¸o˜es foram retiradas de (JAPPE;
MUSSA; COUTINHO, 2011). Neste trabalho, esse conversor sera´ usado
como refereˆncia nas simulac¸o˜es, de modo a servir como um projeto de
controle para comparac¸a˜o nos pro´ximos cap´ıtulos.
As especificac¸o˜es do circuito de poteˆncia esta˜o na Tabela 2. En-
quanto os dados do controlador esta˜o na Tabela 3. Assim, o esquema
de controle esta´ na figura 16.
Tabela 2 – Especificac¸o˜es do circuito de poteˆncia do conversor Boost
com CFP.
Poteˆncia de Sa´ıda Po = 600 W
Tensa˜o de entrada RMS Vac = 220 V
Tensa˜o de sa´ıda Vo = 400 V
Frequencia de comutac¸a˜o fs = 50 kHz
Frequencia da rede 60 Hz
Indutor L = 2 mH
Capacitor Co = 1 mF
Resistor de carga Ro = 260 Ω
Ganho de realimentac¸a˜o da malha iL Imax = 15 A
Ganho de realimentac¸a˜o da malha Vo Vmax = 490 V
Tabela 3 – Ganho do controlador de refereˆncia (JAPPE; MUSSA; COUTI-
NHO, 2011).
K Kp Ki
9,52 2,8 140
Pode-se observar a tensa˜o de sa´ıda com a ondulac¸a˜o de 120 Hz
na Figura 17(a), bem como a corrente no indutor. Pode-se notar na
figura, que a corrente e´ uma imagem da tensa˜o de entrada. Ale´m disso,
ao realizar a simulac¸a˜o no Psim, e usando os mesmos recursos anteriores
tem-se o FP = 0, 99, este resultado nume´rico e´ um reflexo do formato
de onda imposto pelo controle, que pode ser visto na Figura 17(b).
Finalmente, neste trabalho adota-se esta estrate´gia de controle
para aplicar ao conversor Boost com correc¸a˜o do fator de poteˆncia.
Essa escolha e´ realizada devido as caracter´ısticas do autocontrole da
corrente serem superiores ao controle cla´ssico em relac¸a˜o a: (i) na˜o
e´ necessa´rio o monitoramento da tensa˜o de entrada (ii) atenuac¸a˜o de
ru´ıdos na corrente do indutor, principalmente, originados pela tensa˜o
de entrada; (iii) menor complexidade da lei de controle e (iv) obtenc¸a˜o
de alto fator de poteˆncia.
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Figura 17 – Simulac¸a˜o do conversor Boost autocontrolado pela corrente.
(a) Corrente no indutor e a tensa˜o de sa´ıda em regime permanente.
(b) Tensa˜o e corrente de entrada em regime permanente.
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3.3 OBTENC¸A˜O DO MODELO ME´DIO EM MALHA FECHADA
CONSIDERANDO AUTOCONTROLE DA CORRENTE
Parte-se do modelo me´dio dada pela equac¸a˜o (3.20), reescrita a
seguir:
ξ˙ = Aξ +Bξuo + Evin
com a raza˜o c´ıclica complementar como o sinal de controle, ou seja,
controlando quando a chave esta´ aberta. Neste modelo, as grandezas
ele´tricas instantaˆneas sa˜o aproximadas para um valor contante em um
per´ıodo de comutac¸a˜o, visto que a frequeˆncia da rede e´ muito menor
que a frequeˆncia de comutac¸a˜o. Isto e´ aplicado para a tensa˜o de entrada
vin, assim como para as varia´veis de estado ξ = [ξ1, ξ2]
′
= [iL, vo]
′
.
A estrutura de controle utilizando o autocontrole da corrente e´
apresentada na figura 18, que consiste de um sinal de refereˆncia para
tensa˜o e uma amostra da tensa˜o de sa´ıda, de onde gera um sinal de
erro que sera´ processado pelo controlador PI. A sa´ıda do PI divide uma
amostra da corrente, criando um sinal de amplitude adequado para o
controle da corrente no indutor.
Figura 18 – Estrutura de controle pelo autocontrole da corrente.
Observac¸a˜o 2. Observa-se na Figura 18 que a tensa˜o de sa´ıda e cor-
rente do indutor na entrada do controlador sa˜o as mesmas do conversor
Boost, ou seja, considera-se o conversor Boost em malha fechada sem
os ganhos de realimentac¸a˜o 1/Vmax e 1/Imax da Figura 16.
A dinaˆmica do controlador PI e´ expressa como:{
b = K3ξ3 +K2(Vref − ξ2)
ξ˙3 = Vref − ξ2
(3.31)
em que b e´ a sa´ıda do PI e ξ3 e´ a varia´vel de estado da dinaˆmica do
integrador, cuja func¸a˜o e´ regular a tensa˜o de sa´ıda.
A amplitude e a forma de onda da corrente de entrada e´ imposta
pela malha da corrente, que consiste na realimentac¸a˜o da corrente do
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indutor e um ganho proporcional. Ambas as malhas de controle sa˜o
conectadas por um termo racional que divide uma amostra da corrente
realimentada pela sa´ıda do PI que pode ser escrito como:
uo = K1
iL
b
= K1
ξ1
b
(3.32)
em que uo e´ o sinal de controle e corresponde a` raza˜o c´ıclica complemen-
tar. De fato, neste trabalho considera-se o PWM com ganho unita´rio, o
que significa que o sinal de controle e´ definido para uo ∈ [0, 1].
Observa-se que o controlador na˜o depende da tensa˜o de entrada.
Assim, a dinaˆmica do termo racional fica:
uo =
K1ξ1
b
→ uob = K1ξ1 → 0 = −uob+K1ξ1
e substituindo a expressa˜o da sa´ıda do PI, b, da equac¸a˜o (3.31), tem-se a
dinaˆmica do controlador atrave´s de uma expressa˜o alge´brica diferencial:
ξ˙3 = Vref − ξ2
0 = −(K3ξ3 +K2(Vref − ξ2))uo +K1ξ1 (3.33)
Ao acrescentar na equac¸a˜o (3.33) a dinaˆmica do conversor tem-se
o sistema aumentado em malha fechada:
ξ˙ = Aξ +Bξuo + Evin
ξ˙3 = Vref − ξ2
0 = −(K3ξ3 +K2(Vref − ξ2))uo +K1ξ1
(3.34)
Como pode ser observado na Figura 14 o modelo me´dio realiza
uma aproximac¸a˜o das grandezas ele´tricas de alta frequeˆncia, portanto
da dinaˆmica comutada. Mas devido a` tensa˜o de entrada ser senoidal
de baixa frequeˆncia, ao passar um per´ıodo de comutac¸a˜o o valor me´dio
das grandezas ele´tricas mudam como se fossem cont´ınuas, seguindo a
evoluc¸a˜o no tempo da tensa˜o de entrada em um per´ıodo da frequeˆncia
da rede. Assim, havera´ mu´ltiplos valores me´dios para representar um
u´nico per´ıodo da frequeˆncia da rede. O mesmo acontece com a corrente
no indutor e na tensa˜o de sa´ıda. Portanto os estados na˜o convergem
para um ponto de equil´ıbrio, mas para uma trajeto´ria c´ıclica, tal como
observado na Figura 14(b). No entanto, como o objetivo deste trabalho
e´ realizar a s´ıntese de controle para um ponto de equil´ıbrio, pode-
se aproximar essa trajeto´ria c´ıclica para um ponto de equil´ıbrio ao
aproximar a tensa˜o de entrada senoidal por seu valor eficaz.
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Ao tomar o valor eficaz da tensa˜o de entrada utiliza-se um valor
constante para a tensa˜o de entrada para um per´ıodo da frequeˆncia da
rede, e dessa forma obteˆm-se a corrente de entrada e a tensa˜o de sa´ıda
tambe´m constantes na frequeˆncia da rede. Assim, este procedimento
permite obter um ponto de equil´ıbrio do sistema em malha fechada
(3.34), que servira´ para realizar a ana´lise de estabilidade e a s´ıntese do
controlador.
3.3.1 Determinando o Ponto de Equil´ıbrio em Malha Fechada
Como visto no Cap´ıtulo 2, verifica-se a estabilidade regional para
um ponto de equil´ıbrio do sistema em ana´lise, logo, torna-se necessa´rio
determinar o ponto de equil´ıbrio em malha fechada do conversor Boost
com CFP autocontrolado pela corrente.
Da equac¸a˜o (3.34) fica: ξ˙3 = 0 → ξ¯2 = Vref . E fazendo ξ˙ = 0
temos que
ξ¯ = −(A+Bu¯o)−1Ev¯in
logo, tem-se o equil´ıbrio de ξ1 e ξ2 como: ξ¯1
ξ¯2
 =

v¯in
u¯o2R
v¯in
u¯o

O que pode-se relacionar com ξ¯2 =
v¯in
u¯o
= Vref de onde sai
u¯o =
v¯in
Vref
. Portanto,
ξ¯1 =
Vref
u¯oR
=
V 2ref
v¯inR
Enta˜o, o ponto de equil´ıbrio em malha fechada dos estados ξ1 e
ξ2 coincidem com os de malha aberta das equac¸o˜es (3.12) e (3.13). Em
malha fechada tem-se o ponto de equil´ıbrio do estado adicional inserido
pelo controlador do integrador, enta˜o ξ¯3 vem de
0 = −(K3ξ¯3 +K2(Vref − ξ¯2))u¯o +K1ξ¯1
0 = −(K3ξ¯3)u¯o +K1ξ¯1
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que resulta em
ξ¯3 =
K1ξ¯1
K3u¯o
Finalmente,
ξ¯1 =
V 2ref
v¯inR
(3.35)
ξ¯2 = Vref (3.36)
ξ¯3 =
K1ξ¯1
K3u¯o
(3.37)
Enquanto os estados da corrente no indutor e tensa˜o de sa´ıda
dependem, unicamente, de paraˆmetros de projeto do conversor e da
carga, o estado do integrador depende tambe´m dos paraˆmetros do
controlador. Como posteriormente sera´ feita uma translac¸a˜o para a
origem do ponto de equil´ıbrio, torna-se necessa´rio evitar que o ponto de
equil´ıbrio do integrador dependa dos paraˆmetros do controlador. Desta
forma, define-se η como a relac¸a˜o entre os ganhos que influenciam o
ponto de equil´ıbrio do integrador:
η =
K1
K3
= constante (3.38)
A condic¸a˜o acima na˜o e´ necessa´ria ao realizar a ana´lise de esta-
bilidade, pois os ganhos do controlador sa˜o conhecidos a priori para
determinar o ponto de equil´ıbrio. No entanto, ao realizar a s´ıntese,
como o ponto de equil´ıbrio depende do controlador essa relac¸a˜o na˜o
esta´ definida porque os ganhos ainda na˜o foram determinados, o que
acrescentaria uma dificuldade adicional a s´ıntese.
Para superar este problema, deve-se tomar algum valor de η conhe-
cido quando for realizada a s´ıntese. Assim, neste trabalho, considera-se
que o paraˆmetro η seja conhecido. Por exemplo, na ilustrac¸a˜o utilizada
anteriormente, considerou-se o ponto de equil´ıbrio utilizado na refereˆncia
(JAPPE; MUSSA; COUTINHO, 2011). Desta forma, o ponto de operac¸a˜o do
integrador e´ fixado como se fosse um paraˆmetro de projeto do conversor
sendo transparante a etapa de s´ıntese dos paraˆmetros do controlador.
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3.3.2 Representac¸a˜o em Espac¸o de Estados
Nesta dissertac¸a˜o sa˜o objetivos estabelecer as condic¸o˜es para
verificar a rejeic¸a˜o de perturbac¸a˜o e a estabilidade robusta. Enta˜o, para
obter uma representac¸a˜o de estado adequada considera-se duas situac¸o˜es
no modelo:
i) Perturbac¸a˜o na tensa˜o de entrada:
Como foi visto, a tensa˜o de entrada afeta a corrente no indutor,
enta˜o perturbac¸o˜es na tensa˜o de entrada ira˜o produzir transito´rios
na corrente. Por isso, a fim de expressar a perturbac¸a˜o no valor da
tensa˜o vin considera-se composta por um termo conhecido, W¯ = v¯in,
e um termo incerto, w, ficando:
vin = W¯ + w
Ale´m disso, neste trabalho sera´ considerado que essa pertubac¸a˜o
e´ de energia limitada, portanto pode-se definir um conjunto de
perturbac¸o˜es admiss´ıveis W como:
W , {w ∈ L2 : ‖ w ‖22≤ λ1, λ1 > 0} (3.39)
em que
‖ w ‖22=
∫ ∞
0
w(t)′w(t)dt <∞ (3.40)
ii) Incerteza de carga:
Em relac¸a˜o a` incerteza de carga considera-se um conjunto limitado
de faixas de valores admiss´ıveis Bδ. Assim, a carga na˜o podera´
assumir qualquer valor, mas esta´ dentro de uma faixa com limites
em torno do valor nominal. Por convenieˆncia, toma-se a carga como
a condutaˆncia, pois esta tem uma relac¸a˜o diretamente proporcional
a` corrente no indutor. Logo, fazendo Yo = 1/R, tem-se que o ξ¯1 e
ξ¯3 podem ser redefinidos como:
ξ¯1(Yo) =
V 2ref
v¯in
Yo (3.41)
ξ¯3(Yo) =
K1
K3u¯o
ξ¯1(Yo) =
η
u¯o
ξ¯1(Yo) (3.42)
em que Yo = Y¯o + δYo, com Y¯o a carga nominal e δYo a incerteza.
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A partir desta definic¸a˜o δYo define a amplitude ma´xima e mı´nima
da mudanc¸a de carga admitida no sistema, e por consequeˆncia a
amplitude da corrente no indutor em regime permanente. Como,
neste trabalho, supo˜e-se que a carga e´ variante no tempo, deve-se
tambe´m caracterizar a variac¸a˜o no tempo da carga. Neste trabalho,
toma-se a incerteza de carga, δYo, limitada em amplitude e a
mudanc¸a de carga, ˙δYo, como limitada em energia. Portanto, o
conjunto de incerteza na carga admiss´ıvel e´ definido como:
B˜δ = {δYo : δYo ∈ Bδ, ‖ ˙δYo‖2 ≤ λ2} (3.43)
onde
Bδ = {δYo : ρ1 ≤ δYo ≤ ρ2} (3.44)
e´ um politopo como definido anteriormente, cujo ρ1 e ρ2 sa˜o es-
calares que limitam a magnitude da variac¸a˜o da carga admiss´ıvel.
Enquanto,
‖ ˙δYo ‖22=
∫ ∞
0
( ˙δYo(t))
2dt <∞ (3.45)
em que λ2 representa uma noc¸a˜o de como acontece a mudanc¸a de
carga.
Por convenieˆncia deseja-se que o ponto de equil´ıbrio seja a origem
do sistema em malha fechada. Portanto, aplica-se uma translac¸a˜o do
ponto de equil´ıbrio de (3.34) para origem de uma representac¸a˜o em
malha fechada alternativa com novas coordenadas.
Enta˜o, muda-se as varia´veis:
x1 = ξ1 − ξ¯1, x2 = ξ2 − ξ¯2 e x3 = ξ3 − ξ¯3
e aplica-se a perturbac¸a˜o no sinal de controle, u = uo − u¯o, e na tensa˜o
de entrada, w = vin − W¯ .
Ale´m disso, ao considerar a incerteza na carga como variante
no tempo, torna-se necessa´rio tomar a derivada do ponto de equil´ıbrio
nesta nova representac¸a˜o, obtendo-se:
x˙1 =
−1
L
(x2 + ξ¯2)(u+ u¯o) +
1
L
(w + W¯ )− ˙¯ξ1 (3.46)
x˙2 =
−Yo
C
(x2 + ξ¯2) +
1
C
(x1 + ξ¯1)(u+ u¯o)− ˙¯ξ2 (3.47)
x˙3 = Vref − (x2 + ξ¯2)− ˙¯ξ3 (3.48)
0 = −(K3(x3 + ξ¯3) +K2(Vref − (x2 + ξ¯2)))(u+ u¯o)
+K1(x1 + ξ¯1) (3.49)
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Finalmente, tem-se de forma compacta a seguinte representac¸a˜o
em espac¸o de estados do sistema em malha fechada:{
x˙(t) = A(δYo)x(t) + B(x, δYo)u(t) + Ewa(t)
0 = KCx(t) + KD(x, δYo)u(t)
(3.50)
em que x(t) = [ x1 x2 x3 ]
′ e´ o vetor de estados, δYo ∈ Bδ ⊂ R e´ a
incerteza na carga, u(t) e´ o sinal de controle para o sistema transladado
e wa(t) = [ w ˙δYo ]
′ ∈ Wa ⊂ R2 e´ o vetor de pertubac¸o˜es de entrada
(variac¸a˜o de tensa˜o de entrada e taxa de variac¸a˜o da carga), onde Wa e´
definido como:
Wa ,
{
wa ∈ R2 :‖ wa ‖22≤ λ, λ > 0
}
(3.51)
com λ = λ1 + λ2.
As matrizes sa˜o definidas como:
A(δYo) =

0
−u¯o
L
0
u¯o
C
−Y¯o + δYo
C
0
0 −1 0
 , B(x, δYo) =

−ξ¯2 + x2
L
ξ¯1(δYo) + x1
C
0

E =

1
L
−V 2ref
v¯in
0 0
0
−ηV 2ref
u¯ov¯in
 , C =
 1 0 00 u¯o 0
0 0 −u¯o

D(x, δYo) =
 0x2
−(ξ¯3(δYo) + x3)
 e K = [ K1 K2 K3 ]
Observa-se que a matriz A(δYo) tem elementos que dependem
linearmente de δYo, B(x, δYo) e D(x, δYo) sa˜o matrizes que dependem
linearmente do estado x e da incerteza δYo, as matrizes C e E sa˜o
constantes, e K e´ o vetor de ganhos do controlador. Portanto, a
representac¸a˜o de estado em (3.50) considera o conversor Boost com
CFP em malha fechada sujeito a` perturbac¸a˜o de entrada e a` mudanc¸a de
carga. Utiliza-se este modelo para ana´lise de estabilidade e desempenho
no pro´ximo cap´ıtulo.
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4 ANA´LISE DE ESTABILIDADE E DESEMPENHO
Neste cap´ıtulo apresenta-se um me´todo para investigar a estabili-
dade e desempenho do conversor Boost. Para facilitar a compreensa˜o
da metodologia proposta, neste cap´ıtulo considera-se o problema de
ana´lise de estabilidade para o sistema sem perturbac¸a˜o. Posteriormente,
no cap´ıtulo 5 sera´ considerado o problema completo com perturbac¸a˜o
na entrada. Em particular, enfatiza-se o problema de estimac¸a˜o da
regia˜o de atrac¸a˜o supondo que a carga e´ incerta mas constante, ale´m
do crite´rio de desempenho da taxa de convergeˆncia.
Enta˜o, considere o sistema em malha fechada na forma da Equac¸a˜o
(3.50) com wa(t) = 0∀t reescrito a seguir:{
x˙(t) = A(δYo)x(t) + B(x, δYo)u(t)
0 = KCx(t) + KD(x, δYo)u(t)
A partir desta representac¸a˜o do conversor Boost em malha fe-
chada, define-se a ana´lise de estabilidade deste sistema no seguinte
contexto:
Hipo´tese 1. a. A origem do sistema, x¯ = 0, e´ um ponto de equil´ıbrio;
b. As trajeto´rias dos estados x da Equac¸a˜o (3.50) sa˜o limitadas e
cont´ınuas para todo x ∈ Bx e δYo ∈ Bδ de interesse, onde Bx e´ uma
regia˜o polito´pica dos estados contendo a origem;
c. O paraˆmetro incerto, δYo, e´ limitado em amplitude a uma regia˜o Bδ,
definida como:
Bδ = {δYo : ρ1 ≤ δYo ≤ ρ2} (4.1)
com a carga sendo Yo = Y¯o + δYo e ˙δYo ≈ 0.
Com base no contexto acima estabelecido considera-se o seguinte
problema:
Problema 1. Considere o sistema (3.50) com a Hipo´tese 1. Determinar
numericamente uma func¸a˜o de Lyapunov local e uma estimativa do sua
regia˜o de atrac¸a˜o atrave´s de um problema de programac¸a˜o semidefinida
(LMI) supondo que o espac¸o de estados e´ limitado a uma regia˜o polito´pica
Bx e que a incerteza δYo seja limitada em amplitude ao conjunto Bδ.
Para solucionar este problema pode-se aplicar o Lema 1. Por isso,
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na pro´xima sec¸a˜o apresenta-se a candidata a` func¸a˜o de Lyapunov.
4.1 FUNC¸A˜O DE LYAPUNOV
Neste trabalho, tem-se um interesse especial em func¸o˜es de Lya-
punov polinomiais, pois estas podem apresentar estimativas da regia˜o
de atrac¸a˜o menos conservadoras para sistemas na˜o lineares (COUTINHO;
DE SOUZA; TROFINO, 2009). Assim, para estabelecer uma relac¸a˜o entre
o sistema em (3.50) e a candidata a func¸a˜o de Lyapunov e´ conveniente
reescrever o sistema na forma como segue:
S ˙˜x = A˜(x)x˜ , x˜=
[
x
u
]
,S=
[
I 0
0 0
]
,
A˜(x)=
[
A(δYo) B(x, δYo)
KC KD(x, δYo)
]
(4.2)
Agora, considera-se a seguinte classe de func¸o˜es de Lyapunov:
V (x) = x˜′P˜(x)Sx˜ , P˜(x) =
[
Θ˜(x)′PΘ˜(x) Θ˜(x)′Q
0 R
]
, (4.3)
em que P = P′ ∈ Rm×m, Q ∈ Rm×1 e R ∈ R sa˜o matrizes constantes
a serem determinadas, e Θ˜ : Rnx 7→ Rm×nx e´ uma func¸a˜o na˜o linear de
x, que define a complexidade da func¸a˜o candidata.
Da definic¸a˜o de S em (4.2) e P˜ em (4.3), pode-se considerar que:
V (x) = x˜′P˜(x)Sx˜ = x′Θ˜(x)′PΘ˜(x)x = ζ(x)′Pζ(x) (4.4)
com ζ(x) = Θ˜(x)x.
Observa-se que se escolhido Θ˜(x) como uma matriz identidade,
enta˜o a func¸a˜o de Lyapunov e´ quadra´tica. Pore´m, neste trabalho, utiliza-
se uma func¸a˜o afim em x, pois o sistema como representado em (3.50)
e´ bilinear. Enta˜o, considere a seguinte matriz:
Θ˜(x)=
[
Θ(x)
I
]
, Θ(x) =
3∑
i=1
Tixi , (4.5)
em que Ti ∈ Rnθ×3, i = 1, 2, 3, sa˜o matrizes constantes. Com esta
escolha a func¸a˜o de Lyapunov e´ de quarto grau, pois a func¸a˜o ζ(x) e´ de
segundo grau.
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No Lema 1 a primeira condic¸a˜o a ser verificada e´ em relac¸a˜o a
func¸a˜o de Lyapunov:
V (x) > 0
Pore´m, de (4.4) percebe-se que V (x) na˜o e´ uma func¸a˜o afim em
x, portanto, na˜o e´ uma LMI. Assim, pode-se reescrever como:
ζ(x)′Pζ(x) > 0 , ∀ x : N1(x)ζ(x) = 0
em que a matriz N1(x) e´ chamada de aniquiladora, pois tera´ seus
elementos escolhidos de tal forma que ζ(x) para todo x ∈ Bx pertenc¸a
ao espac¸o nulo de N1(x).
Enta˜o, ao aplicar o Lema 5 encontra-se uma formulac¸a˜o convexa
suficiente para testar a restric¸a˜o da func¸a˜o de Lyapunov:
P + L1N1(x) +N1(x)′L′1 > 0 (4.6)
em que deve-se encontrar uma matriz P definida positiva e uma matriz
L1 livre com as mesmas dimenso˜es de N1(x)′.
Uma vez apresentada a func¸a˜o de Lyapunov, de acordo com o
Lema 1, para verificar a estabilidade do ponto de equil´ıbrio e´ preciso co-
nhecer a derivada temporal da func¸a˜o de Lyapunov. Com essa finalidade
calcula-se d(Θ˜(x)x)/dt, deste modo:
d(Θ˜(x)x)/dt = ˙˜Θ(x)x + Θ˜(x)x˙,
d(Θ˜(x))/dt =
∂Θ˜(x)
∂x
x˙ =
[ ∑3
i=1 Tiiix˙
0
]
em que ii e´ a i-e´sima linha da matriz identidade Inx .
d(Θ˜(x)x)/dt =
[ ∑nx
i=1 Tiiix˙
0
]
x +
[
Θ(x)
I
]
x˙
mas iix˙ e´ um escalar, podendo comutar para esquerda. Assim, pode-se
reescrever a expressa˜o como segue:
d(Θ˜(x)x)/dt =
[ ∑nx
i=1 Tixii
0
]
x˙ +
[
Θ(x)
I
]
x˙ = Θˆ(x)x˙ ,
Θˆ(x) =
[
Θ(x) +
∑nx
i=1 Tix ii
I
]
Enta˜o, pode-se escrever a derivada temporal da func¸a˜o de Lyapu-
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nov como:
V˙ (x) = 2x′Θ˜(x)′PΘˆ(x)x˙ (4.7)
= 2
[
x′Θ˜(x)′
u′
] [
PΘˆ(x) Q
0 R
] [
I 0
0 0
] [
x˙
u˙
]
= 2
[
x′
u′
] [
Θ˜(x)′ 0
0 I
] [
PΘˆ(x) Q
0 R
] [
I 0
0 0
] [
x˙
u˙
]
= 2x˜′
[
Θ˜(x)′PΘˆ(x) Θ˜(x)′Q
0 R
]
S˜ ˙˜x
= 2x˜′
[
Θ˜(x)′PΘˆ(x) Θ˜(x)′Q
0 R
] [
A(δYo) B(x, δYo)
KC KD(x, δYo)
]
x˜
Finalmente,
V˙ (x) = x˜′
[
V1 V2
V′2 V3
]
x˜ (4.8)
onde
V1 =He{Θ˜(x)′PΘˆ(x)A(δYo) + Θ˜(x)′QKC} (4.9)
V2 = Θ˜(x)
′PΘˆ(x)B(x, δYo) + Θ˜(x)′QKD(x, δYo) + C′K′R′ (4.10)
e
V3 = RKD(x, δYo) + D(x, δYo)
′K′R′ (4.11)
Ao observar a derivada da func¸a˜o de Lyapunov obtida percebe-se
que seus elementos possuem uma relac¸a˜o quadra´tica em x, o que implica
que a propriedade de convexidade na˜o esta´ garantida. Assim, se faz
necessa´rio uma abordagem que elimina essa relac¸a˜o tornando todas as
expresso˜es afins em relac¸a˜o a x e δYo. Na pro´xima sec¸a˜o apresenta-se
uma formulac¸a˜o convexa para derivada temporal da func¸a˜o de Lyapunov.
4.1.1 Formulac¸a˜o Convexa para V˙ (x)
As func¸o˜es de V1 e V2 encontradas na derivada da func¸a˜o de
Lyapunov na˜o sa˜o afins nos termos dependentes. Enta˜o, para tornar
a derivada da func¸a˜o de Lyapunov convexa utiliza-se uma nova repre-
sentac¸a˜o do sistema a partir de (3.50) e uma relac¸a˜o de igualdade do tipo
ζ(x)N = x. Esta nova representac¸a˜o e´ obtida decompondo as matrizes
B(x, δYo) e D(x, δYo), com a finalidade de eliminar a dependeˆncia de x
no interior das matrizes.
83
Enta˜o, considere o sistema em (3.50) na seguinte representac¸a˜o:{
x˙(t) = A(δYo)x(t) + B1(δYo)u(t) + B2x(t)u(t)
0 = KCx(t) + KD1(δYo)u(t) + KD2x(t)u(t)
(4.12)
com x(t), δYo e u(t) definidas como em (3.50), e as matrizes sa˜o mos-
tradas abaixo:
B1(δYo) =
 −ξ¯2/Lξ¯1/C
0
 ,B2 =
 0 −1/L 01/C 0 0
0 0 0

D1(δYo) =
 00
−ξ¯3
 , D2 =
 0 0 00 1 0
0 0 −1

Agora, as matrizes B2 e D2 sa˜o constantes, o que permite a
multiplicac¸a˜o com PΘˆ(x) mantendo a convexidade, enquanto as matrizes
B1(δYo) e D1(δYo) sa˜o dependentes apenas da incerteza, no entanto
estas na˜o ira˜o multiplicar nenhum termo tambe´m dependente de x. Ale´m
disso, definindo uma matriz constante N ∈ Rn×m tal que ζ(x)N = x, o
termo Θ˜(x) sera´ retirado dos elementos V1 e V2. Desta forma pode-se
reescrever a derivada da func¸a˜o de Lyapunov como:
V˙ (x) = 2x′Θ˜(x)′PΘˆ(x)x˙ (4.13)
= 2
 x′Θ˜(x)′u′
x′u
 PΘˆ(x) Q 00 R 0
0 0 0
 I 0 00 0 0
0 0 0
 x˙u˙
x˙u˙

desta expressa˜o pode-se relacionar com o sistema como segue: I 0 00 0 0
0 0 0
 x˙u˙
x˙u˙
 =
 A(δYo) B1(δYo) B2KC KD1(δYo) KD2
0 0 0
 NΘ˜(x)xu
xu

=
 A(δYo)N B1(δYo) B2KCN KD1(δYo) KD2
0 0 0
 ζ(x)u
xu

= A˜1ζa(x)
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onde
A˜1 =
 A(δYo)N B1(δYo) B2KCN KD1(δYo) KD2
0 0 0
 e ζa(x) =
 ζ(x)u
xu

Enta˜o, obte´m-se:
= 2
 ζ(x)′u′
x′u
 PΘˆ(x) Q 00 R 0
0 0 0
 A˜1ζa(x) (4.14)
=
 ζ(x)u
xu
′  V11 V12 V13V′12 V22 V23
V′13 V
′
23 0
 ζ(x)u
xu

V˙ (x) = ζa(x)
′Vaζa(x) (4.15)
onde
Va =
 V11 V12 V13V′12 V22 V23
V′13 V
′
23 0

com os elementos de Va definidos a seguir:
V11 =He{PΘˆ(x)A(δYo) + QKCN} (4.16)
V12 = PΘˆ(x)B1(δYo) + QKD1(δYo) +N
′C′K′R′ (4.17)
V13 = PΘˆ(x)B2 + QKD2 (4.18)
V22 = RKD1(δYo) + D1(δYo)
′K′R′ (4.19)
V23 = RKD2 (4.20)
Agora, Va da derivada da func¸a˜o de Lyapunov possui todos seus
elementos como func¸o˜es afins em x, o que garante a convexidade. Pore´m,
foi inclu´ıda em V˙ (x) a func¸a˜o ζ(x) que e´ quadra´tica em x. No entanto,
isto facilmente pode ser resolvido com o Lema 5, pois os elementos de
ζa(x) na˜o sa˜o independentes, enta˜o existe uma matriz N2(x) tal que:
N2(x)ζa(x) = 0, ∀x ∈ Bx (4.21)
Assim, pode-se reescrever (4.15) como:
ζa(x)
′Vaζa(x) < 0 , ∀ x : N2(x)ζa(x) = 0
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e aplicar o Lema 5 para obter uma restric¸a˜o LMI:
Va + L2N2(x) +N2(x)′L′2 < 0 (4.22)
com L2 uma matriz livre de mesma dimensa˜o que N2(x)′.
4.2 REGIA˜O DE ATRAC¸A˜O
Se a V (x) em (4.3) satisfaz as condic¸o˜es do Lema 1 para todo
x ∈ Bx e δYo ∈ Bδ, enta˜o mostra-se que uma regia˜o definida por uma
curva de n´ıvel da func¸a˜o de Lyapunov e´ um conjunto contrativo e
positivamente invariante. Visando uma soluc¸a˜o convexa do Problema 1
considera-se o seguinte politopo que conte´m a origem:
Bx = {x : −αk ≤ xk ≤ βk , αk, βk > 0 , k = 1, 2, 3} (4.23)
E considera-se a seguinte estimativa da regia˜o de atrac¸a˜o:
R = {x : V (x) = ζ(x)′Pζ(x) ≤ 1} (4.24)
Como V (x) satisfaz as condic¸o˜es do Lema 1 para todo x ∈ Bx, enta˜o a
estimativa da regia˜o de atrac¸a˜o R e´ um subconjunto de Bx (R ⊂ Bx).
E essa condic¸a˜o pode ser expressa como:
1 + α−1k c
′
kx ≥ 0
1− β−1k c′kx ≥ 0
}
∀ x : ζ(x)′Pζ(x)− 1 ≤ 0. (4.25)
em que ck ∈ R3 e´ a i-e´sima linha da matriz identidade I3.
Aplica-se o Procedimento - S para as expresso˜es dos limites
inferiores (αk) e superiores (βk):
∃τ˜k > 0 : (1 + α−1k c′kx)− τ˜k(1− ζ(x)′Pζ(x)) ≥ 0 , ∀k=1, 2, 3
∃ν˜k > 0 : (1− β−1k c′kx)− ν˜k(1− ζ(x)′Pζ(x)) ≥ 0 , ∀k=1, 2, 3
Ajusta-se τ˜k = 1/2τk e ν˜k = 1/2νk. Enta˜o, faz-se necessa´rio exitir
escalares positivos τ1, τ2, τ3 e ν1, ν2, ν3, tais que:[
1
ζ(x)
]′[
(2τk − 1) τkαk−1Nk
τkαk
−1N ′k P
][
1
ζ(x)
]
≥ 0. (4.26)
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[
1
ζ(x)
]′[
(2νk − 1) −νkβk−1Nk
−νkβk−1N ′k P
][
1
ζ(x)
]
≥ 0. (4.27)
em que Nk = c
′
kN , k=1, 2, 3.
As restric¸o˜es nas Equac¸o˜es (4.26) e (4.27) garantem que a es-
timativa R da regia˜o de atrac¸a˜o seja um subconjunto do espac¸o Bx
considerado. No entanto, essas restric¸o˜es na˜o sa˜o afins em x, pois
dependem de ζ(x) que e´ uma func¸a˜o quadra´tica.
Para obter uma soluc¸a˜o convexa aplica-se o Lema 5 em (4.26) e
(4.27). Enta˜o, toma-se a seguinte restric¸a˜o de igualdade:
N3(x)
[
1
ζ(x)
]
= 0, ∀x ∈ Bx (4.28)
O que permite obter:[
(2τk − 1) τkαk−1Nk
τkαk
−1N ′k P
]
+HkN3(x)+N3(x)′H′k ≥ 0 (4.29)
[
(2νk − 1) −νkβk−1Nk
−νkβk−1N ′k P
]
+MkN3(x)+N3(x)′M′k ≥ 0 (4.30)
com Hk e Mk sa˜o matrizes livres de mesma dimensa˜o de N3(x)′ e
∀k=1, 2, 3.
4.3 ESTABILIDADE REGIONAL
Nesta sec¸a˜o, apresenta-se uma soluc¸a˜o convexa do Problema 1
utilizando as definic¸o˜es introduzidas nas sec¸o˜es 4.1 e 4.2. Enta˜o, para
um controlador particular com ganho K a estabilidade do sistema em
malha fechada e´ garantida em uma regia˜o contrativa e invariante, de
acordo com o Lema 1, se as seguintes condic¸o˜es sa˜o satisfeitas:
Teorema 2. Considere o sistema em (3.50), que representa a dinaˆmica
em malha fechada do conversor Boost, e a decomposic¸a˜o em (4.12) para
um dado controlador de ganho K. Seja Bx uma regia˜o polito´pica para
os estados definida pelos escalares αk e βk com k = 1, 2, 3 como definida
em (4.23), e Bδ o conjunto de incerteza admiss´ıvel no entorno da carga
nominal, Y¯o, como em (4.1). Seja Θ˜(x) ∈ Rm×3 uma dada func¸a˜o afim
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em x tal como apresentada em (4.5).
Suponha que existem matrizes P = P′, Q, R, L1, L2, Hk, Mk
e escalares positivos τ1, τ2, τ3 e ν1, ν2, ν3 e as seguintes LMIs para todo
(x, δYo) ∈ V(Bx × Bδ):
P + L1N1(x) +N1(x)′L′1 > 0 (4.31)
Va + L2N2(x) +N2(x)′L′2 < 0 (4.32)
Πα+HkN3(x)+N3(x)′H′k ≥ 0, ∀k = 1, 2, 3 (4.33)
Πβ+MkN3(x)+N3(x)′M′k ≥ 0, ∀k = 1, 2, 3 (4.34)
com
Πα =
[
(2τk − 1) −τkαk−1Nk
−τkαk−1N′k P
]
, Πβ =
[
(2νk − 1) νkβk−1Nk
νkβk
−1N′k P
]
e
Va =
V11 V12 V13V′12 V22 V23
V′13 V
′
23 0

cujos elementos Vij sa˜o dados pelas Equac¸o˜es (4.16), (4.17), (4.18),
(4.19) e (4.20). E com as matrizes aniquiladoras escolhidas como:
N1(x)=
[
I −Θ(x)
0 N (x)
]
, N3(x)=
[
x −N
0 N1(x)
]
N2(x)=
[N1(x) 0 0
0 x −I
]
e N (x)=
[
x2 −x1 0
0 x3 −x2
]
.
Enta˜o, a origem do sistema em malha fechada em (3.50) e´ lo-
calmente exponencialmente esta´vel. Ale´m disso, para todo t ≥ 0, para
algum x(0) ∈ R e δYo ∈ Bδ as trajeto´rias dos estados tendem para
origem quando o tempo tende ao infinito, onde R definido em (4.24) e´
uma estimativa da regia˜o de atrac¸a˜o.
Prova do Teorema 2. Suponha que as LMIs (4.31) e (4.32) estejam
satisfeitas nos ve´rtices politopo V(Bx × Bδ), enta˜o por convexidade
tambe´m sa˜o satisfeitas para todo x ∈ Bx e δYo ∈ Bδ.
A primeira parte desta prova e´ obter a partir da LMI (4.31) uma
restric¸a˜o semelhante a` condic¸a˜o (2.10) do Lema 1 reescrita abaixo:
1x
′x ≤ V (x) ≤ 2x′x, ∀x ∈ Bx
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Nota-se que V (x) = ζ(x)′Pζ(x) e´ a func¸a˜o de Lyapunov escolhida.
Seja N uma matriz tal que Nζ(x) = x. Agora considere a LMI
(4.31):
P + L1N1(x) +N1(x)′L′1 > 0
Existem escalares positivos sendo um suficientemente pequeno 1
e outro suficientemente grande 2 tal que:
1N
′N ≤ P + L1N1(x) +N1(x)′L′1 ≤ 2N ′N
desde que a LMI seja estrita e os elementos de N1(x) sejam limitados.
Pre´ e po´s multiplicando a expressa˜o acima por ζ(x)′ e ζ(x), respectiva-
mente, tem-se:
1x
′x ≤ ζ(x)′Pζ(x) ≤ 2x′x (4.35)
uma vez que N1(x)ζ(x) = 0.
A segunda parte desta prova e´ obter a partir da LMI (5.34) uma
restric¸a˜o semelhante a` condic¸a˜o (2.10) do Lema 1 reescrita abaixo:
V˙ (x, δYo) ≤ 0, ∀x ∈ Bx
Agora considere a LMI (4.32):
Va + L2N2(x) +N2(x)′L′2 < 0
como a LMI e´ estrita, existe um escalar positivo suficientemente pequeno
3 tal que:
Va + L2N2(x) +N2(x)′L′2 ≤ −3N ′aNa
onde Na = [ N 0 0 0 ]. Pre´ e po´s multiplicando a expressa˜o acima
por
[
ζ(x)′ u′ x′u w
]
e seu transposto obte´m
V˙ (x, δYo) ≤ −3x′x. (4.36)
Por fim, pre´ e po´s multiplicando a LMI em (4.33) e (4.34) por
[ 1 ζ(x)′ ] e seu transposto, as LMIs resultam em (4.29) e (4.30),
respectivamente. De modo que R ⊂ Bx .
O resto desta prova segue diretamente do Lema 1.
A soluc¸a˜o do Teorema 2 garante que o sistema e´ regionalmente
esta´vel e resulta em uma estimativa da regia˜o de atrac¸a˜o. No entanto, a
estimativa obtida pelo teorema pode ser conservadora. Assim, pode-se
obter uma estimativa otimizada da regia˜o de atrac¸a˜o para um dada
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func¸a˜o de Lyapunov.
Neste trabalho, utiliza-se o trac¸o da matriz P(x) = Θ˜(x)′PΘ˜(x)
como o crite´rio de otimizac¸a˜o. Por exemplo, para func¸o˜es quadra´ticas o
trac¸o da matriz P(x) esta´ inversamente relacionado com o tamanho da
estimativa, assim quanto menor o trac¸o maior o tamanho da estimativa.
Pore´m, como neste caso a func¸a˜o de Lyapunov e´ polinomial aplica-se ao
problema de otimizac¸a˜o a mesma soluc¸a˜o de (4.6) tratar o problema da
dependeˆncia quadra´tica em x de P(x).
Portanto, para maximizar o tamanho da estimativa da regia˜o de
atrac¸a˜o utiliza-se o seguinte resultado:
Observac¸a˜o 3. Para obter a ma´xima estimativa da regia˜o de atrac¸a˜o
a partir do Teorema 2 considera-se o seguinte problema de otimizac¸a˜o:
min %
sujeito a : %− trac¸o(P + L1N1(x) +N1(x)′L′1) > 0,
(4.31), (4.32), (4.33) e (4.34)
(4.37)
Na pro´xima sec¸a˜o, apresenta-se com base nestes resultados a
ana´lise de estabilidade contendo a informac¸a˜o da taxa de convergeˆncia.
4.4 TAXA DE CONVERGEˆNCIA
Uma vez que na sec¸a˜o anterior foram estabelecidas condic¸o˜es para
verificar a estabilidade regional. Nesta sec¸a˜o, considera-se o problema
de determinar a estabilidade regional tomando-se como restric¸a˜o uma
dada taxa de convergeˆncia.
Isso significa que para toda condic¸a˜o inicial pertencente a` regia˜o
de atrac¸a˜o, a trajeto´ria converge para o ponto de equil´ıbrio satisfazendo
a seguinte relac¸a˜o do Lema 2:
‖ x(t) ‖≤
√
b
a
‖ x(0) ‖ e−µt (4.38)
Pode-se formalmente escrever o problema de ana´lise como:
Problema 2. Considere o sistema (3.50) com a Hipo´tese 1. Para uma
dada taxa de convergeˆncia µ determinar numericamente uma func¸a˜o de
Lyapunov local e uma estimativa do seu domı´nio de atrac¸a˜o atrave´s de
um problema de programac¸a˜o semidefinida (LMI).
Assim, para obter uma soluc¸a˜o convexa do Problema 2 considere
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o Lema 2 que redefine a condic¸a˜o em relac¸a˜o a` derivada da func¸a˜o de
Lyapunov como:
V˙ (x, δYo) ≤ −2µV (x), ∀x ∈ Bx, δYo ∈ Bδ (4.39)
Esta nova restric¸a˜o deve ser adicionada a derivada da func¸a˜o
de Lyapunov da Equac¸a˜o (4.13), de modo que somente modifica-se o
elemento V11 da Equac¸a˜o (4.16), ficando:
V˜11 = He{PΘˆ(x)A(δYo)N + QKC1N + µP}. (4.40)
Enta˜o, para um controlador particular com ganho K a estabili-
dade do sistema em malha fechada e´ garantida em uma regia˜o contrativa
e invariante a uma dada taxa de convergeˆncia µ, de acordo com o Lema
2, se as seguintes condic¸o˜es sa˜o satisfeitas:
Teorema 3. Considere o sistema em (3.50), que representa a dinaˆmica
em malha fechada do conversor Boost, e a decomposic¸a˜o em (4.12) para
um dado controlador de ganho K. Seja Bx uma regia˜o polito´pica para
os estados definida pelos escalares αk e βk com k = 1, 2, 3 como definida
em (4.23), e Bδ o conjunto de incerteza admiss´ıvel no entorno da carga
nominal, Y¯o , como em (4.1). Seja Θ˜(x) ∈ Rm×3 uma dada func¸a˜o
afim em x tal como apresentada em (4.5). Seja µ uma dada taxa de
convergeˆncia.
Supondo que existem matrizes P = P′, Q, R, L1, L2, Hk, Mk e
escalares positivos τ1, τ2, τ3 e ν1, ν2, ν3 e as LMIs (4.31), (4.32), (4.33)
e a definida abaixo para todo (x, δYo) ∈ V(Bx × Bδ):
V˜a + L2N2(x) +N2(x)′L′2 < 0 (4.41)
com
V˜a =
 V˜11 V12 V13V′12 V22 V23
V′13 V
′
23 0

cujos elementos Vij sa˜o dados pelas Equac¸o˜es (4.17), (4.18), (4.19),
(4.20) e (4.40).
Enta˜o, a origem do sistema em malha fechada em (3.50) e´ lo-
calmente exponencialmente esta´vel. Ale´m disso, para todo t ≥ 0, para
algum x(0) ∈ R e δYo ∈ Bδ as trajeto´rias dos estados tendem para
origem quando o tempo tende ao infinito com uma taxa µ, onde R
definido em (4.24) e´ uma estimativa da regia˜o de atrac¸a˜o.
A prova deste teorema e´ direta a partir da prova do Teorema 2 e
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do Lema 2.
Ale´m disso, a Observac¸a˜o 3 pode ser aplicada novamente para o
resultado do Teorema 3.
4.5 RESULTADOS E DISCUSSO˜ES
Nesta sec¸a˜o, apresentam-se resultados a partir dos Teoremas 2
e 3 das sec¸o˜es anteriores. Para este fim realizam-se exemplos mostrando
aspectos da influeˆncia da escolha dos paraˆmetros de projeto e ana´lise
na estimativa da regia˜o de atrac¸a˜o. Desta forma, os exemplos a seguir
abordam as seguintes questo˜es:
• Influeˆncia da escolha do politopo Bx na estimativa da regia˜o de
atrac¸a˜o;
• Diferenc¸as entre as estimativas a partir de func¸o˜es de Lyapunov
quadra´tica e polinomial;
• Influeˆncia da faixa de valores da incerteza na carga;
• Relac¸a˜o entre faixa de valores da incerteza e tamanho da regia˜o
de atrac¸a˜o para uma dada taxa de convergeˆncia;
Ale´m disso, para os exemplos a seguir utiliza-se o trabalho em
(JAPPE; MUSSA; COUTINHO, 2011) como refereˆncia, uma vez que este
apresentou resultados de ana´lise de estabilidade utilizando uma abor-
dagem LMI visando obter uma estimativa de carga admiss´ıvel que
garantisse estabilidade para o conversor Boost com CFP autocontrolado
pela corrente, cujos ganhos foram obtidos por te´cnicas lineares. Por essa
raza˜o, utiliza-se as especificac¸o˜es de poteˆncia do conversor apresentadas
em (JAPPE; MUSSA; COUTINHO, 2011), reescritas na Tabela 4 e os ganhos
do controlador da Tabela 5.
Observa-se que em (JAPPE; MUSSA; COUTINHO, 2011) na˜o foi
considerado a perturbac¸a˜o na entrada na ana´lise de estabilidade, e na˜o
foi estimada a regia˜o de atrac¸a˜o. Enta˜o, nos exemplos a seguir considera-
se a perturbac¸a˜o de entrada nula, mas avalia-se a regia˜o de condic¸o˜es
iniciais admiss´ıveis a partir das estimativas da regia˜o de atrac¸a˜o para
as questo˜es acima mencionadas.
Exemplo 1. Considere o conversor Boost com correc¸a˜o do fator de
poteˆncia autocontrolado pela corrente, cuja representac¸a˜o em malha
fechada e´ dada pela Equac¸a˜o (3.50), as especificac¸o˜es de poteˆncia da
Tabela 4 e a Hipo´tese 1.
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Tabela 4 – Especificac¸o˜es do circuito de poteˆncia do conversor de
refereˆncia (JAPPE; MUSSA; COUTINHO, 2011).
Poteˆncia de Sa´ıda Po = 600 W
Tensa˜o de entrada RMS Vac = 220 V
Tensa˜o de sa´ıda Vo = 400 V
Frequencia de comutac¸a˜o fs = 50 kHz
Frequencia da rede 60 Hz
Indutor L = 2 mH
Capacitor Co = 1 mF
Resistor de carga Ro = 260 Ω
Tabela 5 – Ganho do controlador de refereˆncia (JAPPE; MUSSA; COUTI-
NHO, 2011).
K Kp Ki
9,52 2,8 140
Neste exemplo, utiliza-se os ganhos do controlador da Tabela 5.
Pore´m, nestes valores considera-se os ganhos de realimentac¸a˜o esta´tica
1/Vmax e 1/Imax da Figura 16. Por isso, para aplicar o me´todo deve-se
ajustar os ganhos de acordo com a Observac¸a˜o 2 obtendo os valores
parametrizados a seguir:
K = [0, 6346 0, 0057 0, 2857]
Enta˜o, calcula-se o ponto de equil´ıbrio da Tabela 6.
Tabela 6 – Ponto de equil´ıbrio em malha fechada.
ξ¯1(Yo) ξ¯2 ξ¯3(Yo) u¯
2, 79 400 11, 3 0, 55
Neste exemplo considera-se a faixa de valores da incerteza na
carga, | δYo |≤ 0, 00019 S, que representa uma mudanc¸a de carga de ate´
±5 % no entorno do valor nominal Y¯o, o que equivale a seguinte faixa
de resisteˆncia:
247 Ω ≤ Ro ≤ 273 Ω
Para aplicar o Teorema 2 e´ preciso definir o politopo Bx. Utiliza-
se os seguintes limites:
α = β = [10 80 6]
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para obter um politopo sime´trico.
O me´todo exige a escolha da func¸a˜o de Lyapunov de acordo com
a Equac¸a˜o (4.4). Para escolher os termos que compo˜e ζ(x) observa-se
que as derivadas dos estados x1 e x2 sa˜o na˜o lineares, por isso torna-se
atrativo escolher para a func¸a˜o de Lyapunov termos na˜o lineares de x1
e x2. Neste caso, termos de segundo grau para compor ζ(x) sa˜o os mais
simples de representar. Ale´m disso, como a derivada do estado x3 e´
linear em relac¸a˜o a x2, torna-se conveniente simplificar a escolha de
termos de x3 para a func¸a˜o de Lyapunov.
Escolhe-se a func¸a˜o ζ(x) como:
ζ(x) = Θ˜(x)x = [x21 x1x2 x1x3 x
2
2 x2x3 x1 x2 x3]
′ (4.42)
em que os termos que conteˆm x1 e x2 sa˜o de segundo grau. Desta forma,
tem-se as seguintes matrizes para formar a func¸a˜o Θ˜(x) da Equac¸a˜o
(4.5):
T1 =

1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
 , T2 =

0 0 0
0 0 0
0 0 0
0 1 0
0 0 1
 e T3 =

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
 (4.43)
Portanto, com base nestas informac¸o˜es e aplicando-se o Teorema 2
encontra-se a seguinte estimativa da regia˜o de atrac¸a˜o:
Figura 19 – Estimativa da regia˜o de atrac¸a˜o do conversor Boost com
CFP.
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Nesta figura, mostra-se uma estimativa da regia˜o de atrac¸a˜o em
um espac¸o de mesma dimensa˜o que o sistema. Os eixos x1, x2 e x3
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representam, respectivamente, a diferenc¸a entre a corrente no indutor,
a tensa˜o de sa´ıda e o estado do integrador com seus valores nominais.
Outro aspecto e´ que o plano x1x2 foi rotacionado em 180
o para visualizar
a porc¸a˜o em que x2 e´ negativo, ou seja, quando a tensa˜o de sa´ıda e´
menor que seu valor nominal.
Nota-se que a porc¸a˜o da regia˜o de atrac¸a˜o para valores negativos
da tensa˜o e´ diferente que a porc¸a˜o para valores positivos, indicando
que a regia˜o estimada na˜o e´ sime´trica em relac¸a˜o a x2. Ale´m disso,
observa-se que existe uma inclinac¸a˜o na direc¸a˜o formada pelo plano
(x2, x3).
Para facilitar a visualizac¸a˜o desses detalhes a seguir apresenta-se
a estimativa da regia˜o de atrac¸a˜o atrave´s de duas projec¸o˜es, ou seja,
uma projec¸a˜o formada pelo plano (x1, x2) e outra pelo plano (x2, x3).
Figura 20 – Estimativas das regio˜es de atrac¸a˜o nos planos (x1, x2),
(x2, x3) do conversor Boost com CFP.
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(a) Estimativa da regia˜o de atrac¸a˜o no plano (x1, x2)
e x3 = 0.
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(b) Estimativa da regia˜o de atrac¸a˜o no plano (x2, x3)
e x1 = 0.
Na Figura 20(a) percebe-se que a projec¸a˜o da estimativa da regia˜o
de atrac¸a˜o tem uma caracter´ıstica de um circulo achatada, alcanc¸ando
valores maiores para a tensa˜o de sa´ıda quando positiva. Ja´ na Fi-
gura 20(b) torna-se evidente a inclinac¸a˜o na direc¸a˜o primeiro-terceiro
quadrante no plano (x2, x3).
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Exemplo 2. Considere as condic¸o˜es do Exemplo 1. Agora, considere
um politopo Bx assime´trico, tomando-se os seguintes limites α e β:
α = [10 60 6] β = [10 70 8]
A escolha deste politopo tem por objetivo explorar a inclinac¸a˜o no
plano x2x3 observada no exemplo anterior, pois Bx e´ maior na direc¸a˜o
do primeiro quadrante.
Portanto, com base nestas informac¸o˜es e nas condic¸o˜es do exem-
plo anterior e aplicando-se o Teorema 2 encontram-se as projec¸o˜es da
estimativa da regia˜o de atrac¸a˜o apresentadas na Figura 21:
Figura 21 – Estimativas das regio˜es de atrac¸a˜o nos planos (x1, x2),
(x2, x3) do conversor Boost com CFP: comparac¸a˜o entre politopo
sime´trico e assime´trico.
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(a) Estimativa da regia˜o de atrac¸a˜o no plano (x1, x2) e
x3 = 0.
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(b) Estimativa da regia˜o de atrac¸a˜o no plano (x2, x3) e
x1 = 0.
Neste exemplo, observa-se da Figura 21 que a nova estimativa da
regia˜o de atrac¸a˜o, com o politopo assime´trico, praticamente, conte´m toda
a regia˜o estimada do Exemplo 1. Portanto, ao se utilizar um politopo
crescendo na direc¸a˜o do primeiro quadrante obteve-se uma estimativa
da regia˜o de atrac¸a˜o de tamanho maior. Desta forma, torna-se claro
que a escolha do politopo influeˆncia o tamanho da estimativa da regia˜o
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de atrac¸a˜o.
Exemplo 3. Considere as condic¸o˜es do Exemplo 1. Agora, considere
a faixa de valores admiss´ıveis para a mudanc¸a na carga estimada em
(JAPPE; MUSSA; COUTINHO, 2011), que estende a faixa para cargas leves
chegando a 450 Ω, o que representa uma mudanc¸a de −42% da carga
nominal Y¯o, tornando uma larga faixa de incerteza de carga δYo, com
os valores a seguir:
ρ = [−0, 0016 0, 0000][S]
enta˜o, a mudanc¸a de carga admitida esta´ definida entre os limites:
[Yomin Yomax] = [0, 0022 0, 0038][S]
Para essa faixa de valores, o problema de otimizac¸a˜o da Ob-
servac¸a˜o 3 na˜o e´ fact´ıvel para o politopo Bx escolhido no Exemplo 2.
Assim, tomando-se um novo politopo:
α = [10 60 5] β = [10 70 8]
Neste caso, o politopo e´ pouco menor somente em relac¸a˜o ao es-
tado do integrador, pore´m nas demais dimenso˜es manteˆm-se os mesmos
limites.
Portanto, com base nestas informac¸o˜es e aplicando-se o Teo-
rema 2 encontra-se a seguinte estimativa da regia˜o de atrac¸a˜o:
Figura 22 – Estimativa da regia˜o de atrac¸a˜o do conversor Boost com
CFP com faixa de valores da incerteza estendida para cargas leves (ate´
−42% de Y¯o).
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Nesta figura, mostra-se uma estimativa da regia˜o de atrac¸a˜o em
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um espac¸o de mesma dimensa˜o que o sistema. Os eixos x1, x2 e x3
representam, respectivamente, a diferenc¸a entre a corrente no indutor,
a tensa˜o de sa´ıda e o estado do integrador com seus valores nominais.
Outro aspecto e´ que o plano x1x2 foi rotacionado em 180
o para visualizar
a porc¸a˜o em que x2 e´ negativo, ou seja, quando a tensa˜o de sa´ıda e´
menor que seu valor nominal.
Nota-se na Figura 22 que no plano (x2, x3) que a inclinac¸a˜o
observada nos exemplos anteriores diminuiu, tornando a estimativa
parecida com uma bola achatado, apesar que a porc¸a˜o da regia˜o de
atrac¸a˜o para valores positivos da tensa˜o de sa´ıda seja, aparentemente,
maior que para valores negativos.
Ale´m disso, a fim de comparar a estimativa deste exemplo, obtida
para uma larga faixa de valores admiss´ıveis para a mudanc¸a de carga,
com a estimativa do Exemplo 1, obtida para uma faixa estreita de valores,
sa˜o desenhadas nas mesmas figuras as projec¸o˜es formadas pelos plano
(x1, x2) e plano (x2, x3).
Figura 23 – Estimativas das regio˜es de atrac¸a˜o nos planos (x1, x2),
(x2, x3) do conversor Boost com CFP: comparac¸a˜o de estimativas para
faixa de valores com mudanc¸a de carga de 5% e 42%.
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(a) Estimativa da regia˜o de atrac¸a˜o no plano (x1, x2)
e x3 = 0.
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(b) Estimativa da regia˜o de atrac¸a˜o no plano (x2, x3)
e x1 = 0.
Neste exemplo, trata-se a relac¸a˜o entre a mudanc¸a de carga
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e a estimativa da regia˜o de atrac¸a˜o. Utilizando-se como refereˆncia
de tamanho de regia˜o de atrac¸a˜o a estimativa do Exemplo 2, pode-se
observar na figura que o tamanho da estimativa da regia˜o de atrac¸a˜o
praticamente se mante´m quando admite-se uma mudanc¸a de carga
ma´xima para −42% do valor de Y¯o = 0, 0038, o que corresponde a
δYo = −0, 0016.
Exemplo 4. Considere as condic¸o˜es do Exemplo 3. Agora, considere
uma func¸a˜o de Lyapunov quadra´tica:
V (x) = x′Px, P ∈ R3×3 e x = [x1 x2 x3]′ (4.44)
Na Sec¸a˜o 4.1, apresentou-se uma classe de func¸a˜o de Lyapunov
do tipo polinomial atrave´s da Equac¸a˜o 4.4. Pore´m, pode-se obter a
partir daquela classe uma func¸a˜o de Lyapunov quadra´tica tal como a
Equac¸a˜o 4.44. Para isto e´ necessa´rio fazer ζ(x) = x, o que implica:
ζ(x) = Θ˜(x)x =
[
Θ(x)
I3
]
x→ Θ(x) = I5×3
Com esse procedimento obte´m-se uma func¸a˜o de Lyapunov quadra´tica.
Mas do ponto de vista pra´tico pode-se tomar da Equac¸a˜o 4.4 uma matriz
P tal como:
P =
[
05×5 05×3
03×5 P1
]
em que P1 e´ uma matriz definida positiva de tamanho 3 × 3 a ser
encontrada.
Portanto, com base nestas informac¸o˜es e aplicando-se o Teo-
rema 2 encontra-se a seguinte estimativa da regia˜o de atrac¸a˜o:
Figura 24 – Estimativa da regia˜o de atrac¸a˜o do conversor Boost com
CFP atrave´s de uma func¸a˜o de Lyapunov quadra´tica.
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Nesta figura, mostra-se uma estimativa da regia˜o de atrac¸a˜o em
um espac¸o de mesma dimensa˜o que o sistema. Os eixos x1, x2 e x3
representam, respectivamente, a diferenc¸a entre a corrente no indutor,
a tensa˜o de sa´ıda e o estado do integrador com seus valores nominais.
Outro aspecto e´ que o plano x1x2 foi rotacionado em 180
o para visualizar
a porc¸a˜o em que x2 e´ negativo, ou seja, quando a tensa˜o de sa´ıda e´
menor que seu valor nominal. Nota-se na Figura 24 a simetria e a
caracter´ısticas arredondada dos contornos, evidenciando que a estimativa
e´ uma elipse de dimensa˜o 3.
A seguir, compara-se as estimativas da regia˜o de atrac¸a˜o, obtida
atrave´s de uma func¸a˜o de Lyapunov quadra´tica e de uma polinomial.
Figura 25 – Estimativas das regio˜es de atrac¸a˜o nos planos (x1, x2),
(x2, x3) do conversor Boost com CFP: comparac¸a˜o entre estimativas a
partir de func¸o˜es de Lyapunov quadra´tica e polinomial para o caso de
larga faixa de valores de incerteza.
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(a) Estimativa da regia˜o de atrac¸a˜o no plano (x1, x2) e
x3 = 0.
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(b) Estimativa da regia˜o de atrac¸a˜o no plano (x2, x3) e
x1 = 0.
Esse exemplo acompanha a ideia apresentada no Exemplo 3, que
compara as estimativas de regia˜o de atrac¸a˜o. Neste caso, observando as
projec¸o˜es na Figura 25, percebe-se que a estimativa da regia˜o de atrac¸a˜o
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atrave´s da func¸a˜o de Lyapunov polinomial e´ maior que a obtida com a
quadra´tica. E´ evidente que o custo computacional e´ maior para obter
estimativas com func¸o˜es de Lyapunov mais complexas.
Exemplo 5. Neste exemplo, a ideia e´ mostrar uma estimativa da regia˜o
de atrac¸a˜o para uma dada taxa de convergeˆncia. Assim, considere as
condic¸o˜es do Exemplo 3 em que se comparou as estimativas para faixas
de valores da incerteza δYo de ±5% e −42% de Y¯o.
Agora, considere uma taxa de convergeˆncia:
µ = 0, 2
Esse valor dado para a taxa e´ um limitante inferior da velocidade
de convergeˆncia da trajeto´ria do sistema, ou seja, para as trajeto´rias da
regia˜o de atrac¸a˜o estimada tem-se garantia que a taxa de convergeˆncia
na˜o e´ menor que o valor dado.
Portanto, com base nestas informac¸o˜es e aplicando-se o Teo-
rema 3 encontra-se a seguinte regia˜o de estabilidade:
Figura 26 – Estimativas das regio˜es de atrac¸a˜o nos planos (x1, x2),
(x2, x3) das estimativas da regia˜o de atrac¸a˜o do conversor Boost com
CFP: comparac¸a˜o de estimativas para faixa de valores com mudanc¸a de
carga de ±5% e −42% com uma dada taxa de convergeˆncia.
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(a) Estimativa da Regia˜o de Atrac¸a˜o no plano (x1, x2)
e x3 = 0.
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(b) Estimativa da Regia˜o de Atrac¸a˜o no plano (x2, x3)
e x1 = 0.
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Finalmente, apresentou-se estimativas da regia˜o de atrac¸a˜o para
uma dada taxa de convergeˆncia. Neste exemplo, toma-se duas faixas
de valores de incerteza, de ±5% e −42% ja´ utilizadas nos exemplos
anteriores, mas considerando-se a mesma taxa de convergeˆncia igual a
µ = 0, 2.
Ale´m disso, esse exemplo apresentou duas estimativas com in-
certezas diferentes tal como no Exemplo 3, mas para a mesma taxa, e
ainda mantendo-se a mesma relac¸a˜o de tamanho das regio˜es de atrac¸a˜o
estimadas, ou seja, a estimativa da regia˜o de atrac¸a˜o para a faixa de
−42% e´ pouco maior que a faixa de ±5%.
Nesta sec¸a˜o foram vistos cinco exemplos para mostrar diversas
situac¸o˜es nas quais e´ poss´ıvel estimar a regia˜o de atrac¸a˜o, para o
conversor Boost com correc¸a˜o do fator de poteˆncia. Ale´m disso, neste
cap´ıtulo focou-se em analise de estabilidade e robustez para o sistema
sujeito a incerteza na carga. No pro´ximo cap´ıtulo, sera´ apresentado
condic¸o˜es para realizar a s´ıntese do controlador com o sistema sujeito a
incerteza na carga e com perturbac¸o˜es na tensa˜o de entrada.
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5 SI´NTESE DO CONTROLADOR
Neste cap´ıtulo, considera-se o problema de s´ıntese do controlador.
Em especial, apresenta-se um me´todo nume´rico para a sintonia de
ganhos que assegurem uma estabilidade robusta em uma determinada
regia˜o R e um limitante do ganho L2 do sistema.
O me´todo sera´ desenvolvido considerando que o conversor esta´
operando em modo de conduc¸a˜o cont´ınua e com uma frequeˆncia fixa
imposta pelo PWM. Considera-se ainda que o conversor esta´ sujeito a
perturbac¸o˜es na tensa˜o de entrada e a mudanc¸a de carga. Portanto,
pode-se utilizar a Equac¸a˜o (3.50) para representar a dinaˆmica do sistema
em malha fechada, reescrita a seguir:{
x˙(t) = A(δYo)x(t) + B(x, δYo)u(t) + Ewa(t)
0 = KCx(t) + KD(x, δYo)u(t)
A partir desta representac¸a˜o do conversor Boost em malha fe-
chada, pode-se definir o seguinte contexto para o projeto do controlador:
Hipo´tese 2. a. A origem do sistema, x¯ = 0, e´ um ponto de equil´ıbrio;
b. As trajeto´rias dos estados x da Equac¸a˜o (3.50) sa˜o limitadas e
cont´ınuas para todo x ∈ Bx e δYo ∈ B˜δ de interesse, onde Bx e´ uma
regia˜o polito´pica dos estados contendo a origem;
c. O paraˆmetro incerto, δYo, e´ limitado em amplitude a uma regia˜o Bδ,
definido em (3.44);
d. A pertubac¸a˜o wa(t) = [w ˙δYo]
′ e´ limitada em energia a um conjunto
Wa, definido em (3.51).
Com base no contexto estabelecido considera-se o seguinte pro-
blema:
Problema 3. Considere o Conversor Boost com correc¸a˜o do fator de
poteˆncia em modo de conduc¸a˜o cont´ınua, o modelo em malha fechada
do sistema em (3.50) com a Hipo´tese 2. Deseja-se determinar nu-
mericamente ganhos robustos do controlador, K =
[
K1 K2 K3
]
,
atrave´s de um problema de programac¸a˜o semidefinida (LMI) utilizando
uma func¸a˜o de Lyapunov local, considerando a restric¸a˜o de ganhos
η = K1/K3.
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Nota-se da soluc¸a˜o encontrada para a ana´lise de estabilidade
do cap´ıtulo anterior que o controlador K multiplica termos da func¸a˜o
de Lyapunov, em que estes termos sa˜o varia´veis de decisa˜o. Logo, ao
tratar-se da s´ıntese do ganho essa multiplicac¸a˜o torna-se um problema
na˜o convexo, pois agora K e´ tambe´m uma varia´vel de decisa˜o. Por
essa raza˜o, primeiro formula-se uma soluc¸a˜o convexa para ana´lise de
estabilidade e desempenho para o sistema nas condic¸o˜es da Hipo´tese 2,
e depois considera-se o problema de controle.
Enta˜o, para formular a ana´lise de estabilidade quando o sistema
esta´ sujeito a` perturbac¸a˜o de entrada adota-se a mesma metodologia
do cap´ıtulo anterior. Primeiro apresenta-se a func¸a˜o de Lyapunov e
depois realiza-se as incluso˜es para obter um resultado simultaˆneo de
desempenho e estimativa da regia˜o de atrac¸a˜o. A principal diferenc¸a do
que foi realizado no cap´ıtulo anterior esta´ em considerar a perturbac¸a˜o
de entrada no sistema (devendo considerar w(t) e ˙δYo na˜o nulos), e por
esta raza˜o incluir o ganho L2 como um crite´rio de desempenho.
Como visto no cap´ıtulo de ana´lise, a representac¸a˜o do sistema em
(3.50) na˜o conduz a uma derivada temporal da func¸a˜o de Lyapunov linear
nos termos dependentes (neste caso os estados), portanto a convexidade
na˜o esta´ garantida e a restric¸a˜o na˜o e´ uma LMI. Enta˜o, considera-se a
seguir a soluc¸a˜o adotada na subsec¸a˜o 4.1.1, que decompo˜e as matrizes
B(x, δYo) e D(x, δYo) para obter uma representac¸a˜o que conduz a uma
derivada temporal da func¸a˜o de Lyapunov convexa.
Considere o sistema em (3.50) e a decomposic¸a˜o de (4.12) reescrita
a seguir com a inclusa˜o da perturbac¸a˜o:{
x˙(t) = A(δYo)x(t) + B1(δYo)u(t) + B2x(t)u(t) + Ewa(t)
0 = KCx(t) + KD1(δYo)u(t) + KD2x(t)u(t)
(5.1)
com x(t), δYo, u(t) e wa(t), e as matrizes definidas como em (3.50).
Para estabelecer uma relac¸a˜o entre a func¸a˜o de Lyapunov e a
representac¸a˜o em (5.1), pode-se reescrever o sistema como:
S ˙˜x = A˜(x)x˜ (5.2)
onde x˜=
[
x u xu wa
]′
, S = diag{I3, 0,03,02} e
A˜(x)=

A(δYo) B1(δYo) B2 E
KC KD1(δYo) KD2 0
0 0 0 0
0 0 0 0

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Agora, com a representac¸a˜o do sistema como em (5.2) pode-se
diretamente obter a func¸a˜o de Lyapunov e sua derivada.
5.1 FUNC¸A˜O DE LYAPUNOV
Na ana´lise de estabilidade do cap´ıtulo anterior, foi utilizada uma
func¸a˜o de Lyapunov polinomial, e foi mostrado nos exemplos que esta
apresenta estimativas da regia˜o de atrac¸a˜o menos conservadoras do que
func¸a˜o de Lyapunov quadra´tica. Por isso, para realizar o projeto do
controlador sera´ considerado a mesma classe de func¸o˜es de Lyapunov:
V (x) = x˜′P˜(x)Sx˜ , P˜(x) =

Θ˜(x)′PΘ˜(x) Θ˜(x)′Q 0 0
0 R 0 0
0 0 0 0
0 0 0 0
 (5.3)
em que P = P′ ∈ Rm×m, Q ∈ Rm×1 e R ∈ R sa˜o matrizes constantes
a serem determinadas, e Θ˜ : R3 7→ Rm×3 e´ uma func¸a˜o na˜o linear de x,
que define a complexidade da func¸a˜o candidata.
Da definic¸a˜o de S em (5.2) e P˜ em (5.3) pode-se considerar que:
V (x) = x˜′P˜(x)Sx˜ = x′Θ˜(x)′PΘ˜(x)x = ζ(x)′Pζ(x), ζ(x) = Θ˜(x)x
o que conduziu a` mesma V (x) obtida em (4.4). Logo, seguindo os passos
realizados na Sec¸a˜o 4.1 encontra-se a seguinte restric¸a˜o:
P + L1N1(x) +N1(x)′L′1 > 0
em que deve-se encontrar uma matriz P definida positiva e uma matriz
L1 livre com as mesmas dimenso˜es de N1(x)′, tal como em (4.6).
Uma vez apresentada a func¸a˜o de Lyapunov, de acordo com o
Lema 1, para verificar a estabilidade do ponto de equil´ıbrio e´ preciso co-
nhecer a derivada temporal da func¸a˜o de Lyapunov. Com essa finalidade
calcula-se d(Θ˜(x)x)/dt, que resulta:
d(Θ˜(x)x)/dt = Θˆ(x)x˙ ,
Θˆ(x) =
[
Θ(x) +
∑3
i=1 Tix ii
I
]
em que os passos intermedia´rios esta˜o na Sec¸a˜o 4.1.
106
Enta˜o, pode-se escrever a derivada temporal da func¸a˜o de Lyapu-
nov como:
V˙ (x) = 2x′Θ˜(x)′PΘˆ(x)x˙
= 2

x′Θ˜(x)′
u
xu
w′a


PΘˆ(x) Q 0 0
0 R 0 0
0 0 0 0
0 0 0 0


I 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


x˙
u˙
x˙u˙
w˙a

=

ζ(x)
u
xu
wa

′ 
V11 V12 V13 V14
V′12 V22 V23 0
V′13 V
′
23 0 0
V′14 0 0 0


ζ(x)
u
xu
wa

V˙ (x) = ζa(x)
′Vaζa(x) (5.4)
onde
ζa(x) =

ζ(x)
u
xu
wa
 e Va =

V11 V12 V13 V14
V′12 V22 V23 0
V′13 V
′
23 0 0
V′14 0 0 0

com os elementos de Va definidos a seguir:
V11 =He{PΘˆ(x)A(δYo) + QKCN} (5.5)
V12 = PΘˆ(x)B1(δYo) + QKD1(δYo) +N
′C′K′R′ (5.6)
V13 = PΘˆ(x)B2 + QKD2 (5.7)
V14 = PΘˆ(x)E (5.8)
V22 = RKD1(δYo) + D1(δYo)
′K′R′ (5.9)
V23 = RKD2 (5.10)
e N e´ uma matriz constante em que Nζ(x) = x.
Agora, a func¸a˜o Va possui todos seus elementos como func¸o˜es
afins em x e δYo, o que garante a convexidade. No entanto, o procedi-
mento realizado para remover a na˜o linearidade do interior da derivada
temporal da func¸a˜o de Lyapunov implicou em utilizar ζ(x), que e´ uma
func¸a˜o em x, inclu´ıda no vetor ζa(x) que compo˜e V˙ (x) em (5.4), logo
devemos de alguma forma considerar a dependeˆncia de ζ(x) em (5.4)
adicionando multiplicadores a` restric¸a˜o LMI como em (4.22).
Como os elementos de ζa(x) na˜o sa˜o independentes, existe uma
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matriz N2(x) tal que:
N2(x)ζa(x) = 0, ∀x ∈ Bx (5.11)
Assim, pode-se reescrever (5.4) como:
ζa(x)
′Vaζa(x) < 0 , ∀ x : N2(x)ζa(x) = 0
e aplicar o Lema 5 para obter uma restric¸a˜o LMI:
Va + L2N2(x) +N2(x)′L′2 < 0 (5.12)
com L2 uma matriz livre de mesma dimensa˜o que N2(x)′.
Observac¸a˜o 4. No cap´ıtulo anterior foi estabelecido uma condic¸a˜o
para verificar a estabilidade regional com uma taxa de convergeˆncia
garantida. Para esta finalidade basta adicionar ao elemento V11 de Va
a informac¸a˜o da restric¸a˜o da taxa de convergeˆncia:
V11 = He{PΘˆ(x)A(δYo)N + QKCN + µP}. (5.13)
Isso significa que para toda condic¸a˜o inicial pertencente a regia˜o
de atrac¸a˜o, a trajeto´ria converge para o ponto de equil´ıbrio satisfazendo
a seguinte relac¸a˜o do Lema 2:
‖ x(t) ‖≤
√
b
a
‖ x(0) ‖ e−µt (5.14)
5.2 GANHO L2
O problema de controle consiste na s´ıntese (sintonia) dos paraˆmetros
do controlador de forma robusta, ou seja, paraˆmetros de controle ca-
pazes de garantir que o sistema em malha fechada seja esta´vel e que
possua um certo desempenho quando sujeito a mudanc¸a de carga e
perturbac¸o˜es na tensa˜o de entrada. Com este objetivo, considera-se a
norma L2 ao problema de controle.
Portanto, afim de definir o desempenho no sentido L2, considera-
se a seguinte sa´ıda de desempenho:
z = Fx + Gu+ Hwa (5.15)
onde z ∈ Rnz , wa ∈ Wa e as matrizes F, G e H sa˜o constantes com
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dimenso˜es apropriadas a serem definidas pelo projetista.
Agora, considere a definic¸a˜o da norma L2 adaptada de (KHALIL,
1996; COUTINHO et al., 2008), em que se relaciona, para condic¸o˜es iniciais
nulas, um ganho do sistema ‖ Gwaz ‖∞ da entrada de perturbac¸a˜o wa
para a sa´ıda z:
‖ Gwaz ‖∞, sup
wa∈Wa, wa 6≡0
{ ‖ z ‖2
‖ wa ‖2 : x(0) = 0
}
No entanto, obter o valor exato deste do ganho em geral e´ dif´ıcil,
enta˜o busca-se obter uma estimativa do limitante superior do ganho
L2. Essa estimativa torna-se um crite´rio de desempenho avaliando da
entrada wa para a sa´ıda z.
Por consequeˆncia, para o sistema em malha fechada de (3.50) com
a sa´ıda de (5.15) o ganho do sistema, ‖ Gwaz ‖∞, e´ menor do que
√
γ se
existir V (x), tal que a soluc¸a˜o do sistema em regime permanente tem a
derivada temporal satisfazendo a seguinte desigualdade (COUTINHO; DE
SOUZA, 2012; SCHAFT, 1992):
V˙ (x) + γ−1z′z−w′awa < 0 (5.16)
Tomando-se (5.16) tem-se:
V˙ (x) + γ−1z′z−w′awa < 0
ζa(x)
′Vaζa(x) + γ
−1z′z−w′awa < 0
ζ(x)
u
xu
wa

′ 
V11 V12 V13 V14
V′12 V22 V23 0
V′13 V
′
23 0 0
V′14 0 0 0


ζ(x)
u
xu
wa
+ γ−1z′z−w′awa < 0

ζ(x)
u
xu
wa

′ 
V11 V12 V13 V14
V′12 V22 V23 0
V′13 V
′
23 0 0
V′14 0 0 −I2


ζ(x)
u
xu
wa
+ γ−1z′z < 0
ζa(x)
′Va1ζa(x)+
x
u
xu
wa

′ 
F′
G′
0
H′
 [γ−1] [ F G 0 H ]

x
u
xu
wa
 < 0
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ζa(x)
′Va1ζa(x)+
ζ(x)
u
xu
wa

′ 
N ′F′
G′
0
H′
 [γ−1] [ FN G 0 H ]

ζ(x)
u
xu
wa
 < 0
com
Va1 =

V11 V12 V13 V14
V′12 V22 V23 0
V′13 V
′
23 0 0
V′14 0 0 −I2
 e Z =

N ′F′
G′
0
H′

tem-se:
ζa(x)
′Va1ζa(x) + ζa(x)′Z[γ−1]Z′ζa(x) < 0 (5.17)
que pode ser reescrito como:
ζa(x)
′(Va1 + Z[γ−1]Z′)ζa(x) < 0 (5.18)
Agora, se a expressa˜o abaixo e´ satisfeita:
Va1 + Z[γ
−1]Z′ < 0 (5.19)
enta˜o, aplicando-se o complemento de Schur tem-se:[
Va1 Z
Z′ −γInz
]
< 0 (5.20)
De onde pode ser reescrito como:[
ζa(x)
v
]′ [
Va1 Z
Z′ −γInz
] [
ζa(x)
v
]
< 0, ∀v ∈ Rnz (5.21)
e define-se:
Va2 =
[
Va1 Z
Z′ −γInz
]
Assim como em (5.4), para obter uma condic¸a˜o na forma LMI
que garanta a suficieˆncia de (5.21) utiliza-se o conceito de aniquiladores
e multiplicadores.
Em outras palavras, os elementos de ζa(x) na˜o sa˜o independentes,
portanto existe uma matriz N2(x) tal que:
N2(x)ζa(x) = 0, ∀x ∈ Bx (5.22)
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Assim, pode-se reescrever (5.4) como:[
ζa(x)
v
]′
Va2
[
ζa(x)
v
]
< 0 , ∀ x : [ N2(x) 0 ] [ ζa(x)v
]
= 0
e aplicar o Lema 5 para obter uma restric¸a˜o LMI:
Va2 + L2
[ N2(x) 0 ]+ [ N2(x)′0
]
L′2 < 0 (5.23)
com L2 uma matriz livre de mesma dimensa˜o que
[ N2(x) 0 ]′.
5.2.1 Estimativa da Regia˜o de Atrac¸a˜o Considerando a Per-
turbac¸a˜o de Entrada
Como visto acima, se γ satisfaz a Equac¸a˜o (5.16), enta˜o
√
γ e´
um limitante superior do ganho L2. Este ganho relaciona a energia da
sa´ıda z quando sujeita a perturbac¸a˜o wa a partir do regime permanente.
Como definido anteriormente, a perturbac¸a˜o pertence a um conjunto
limitado em energia, como reescrito abaixo:
Wa ,
{
wa ∈ R2 :‖ wa ‖22≤ λ, λ > 0
}
Nota-se que o tamanho do limitante de energia (λ) desse conjunto
influeˆncia de alguma forma a dinaˆmica do sistema. Para determinar
como a perturbac¸a˜o influeˆncia a dinaˆmica do sistema toma-se:
Jz , V˙ (x) + γ−1z′z−w′awa
e integrando de 0 ate´ T obteˆm-se:∫ T
0
Jzdt =
∫ T
0
(
V˙ (x) + γ−1z′z−w′awa
)
dt
∫ T
0
Jzdt = V (x(T ))− V (x(0))+
γ−1
∫ T
0
z′z dt−
∫ T
0
w′awa dt, ∀T > 0 (5.24)
Assumindo-se que o sistema e´ esta´vel, enta˜o Jz < 0 ∀x ∈ Bx e
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x(0) ∈ Ro, tal que Ro e´ redefinido de (4.24) como:
Ro = {x : V (x) = ζ(x)′Pζ(x) ≤ 1} (5.25)
Portanto, para o caso wa ≡ 0, obte´m-se:
V˙ (x) < −γ−1z′z ≤ 0
o que garante x(t) → 0 para t → ∞. Assim, Ro e´ um conjunto
contrativo e invariante, ou seja, e´ uma estimativa da regia˜o de atrac¸a˜o.
No entanto, ao considerar a perturbac¸a˜o wa 6≡ 0 tem-se:
V (x(T )) < V (x(0))− γ−1
∫ T
0
z′z dt+
∫ T
0
w′awa dt, ∀T > 0
evidentemente, que∫ T
0
w′awadt ≤
∫ ∞
0
w′awadt <∞
portanto,
V (x(T )) < V (x(0))+ ‖ wa ‖22 −γ−1 ‖ z ‖22, ∀T > 0
como x(0) ∈ R0, ‖ wa ‖22< λ e ‖ z ‖22> 0 a desigualdade torna-se:
V (x(T )) < 1 + λ
o que significa que as trajeto´rias esta˜o contidas em um conjunto λ maior
que o conjunto de condic¸o˜es iniciais.
Definindo:
R = {x : V (x) = ζ(x)′Pζ(x) ≤ 1 + λ} (5.26)
enta˜o, as trajeto´rias do sistema quando sujeito a perturbac¸a˜o wa na˜o
saira˜o do conjunto R. Desta forma, R e´ um conjunto invariante, ou
seja, uma estimativa dos estados ating´ıveis.
Portanto, pode-se concluir que quanto maior a energia da per-
turbac¸a˜o λ, maior deve ser o tamanho do conjunto de estados ating´ıveis
R.
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5.3 REGIA˜O DE ATRAC¸A˜O
Com base na sec¸a˜o anterior, o conjunto R e´ uma estimativa
da regia˜o dos estados ating´ıveis para o sistema quando sujeito a per-
turbac¸a˜o. Desta forma, torna-se necessa´rio adicionar a informac¸a˜o de λ
a` formulac¸a˜o convexa obtida na Sec¸a˜o 4.2.
Enta˜o, considera-se a estimativa da regia˜o ating´ıvel em (5.26),
reescrita abaixo:
R = {x : V (x) = ζ(x)′Pζ(x) ≤ 1 + λ}
Como V (x) satisfaz as condic¸o˜es do Lema 1 para todo x ∈ Bx,
enta˜o a estimativa da regia˜o de atrac¸a˜o R e´ um subconjunto de Bx, por
consequeˆncia Ro ⊆ R ⊂ Bx. E essa condic¸a˜o pode ser expressa como:
1 + α−1k c
′
kx ≥ 0
1− β−1k c′kx ≥ 0
}
∀ x : ζ(x)′Pζ(x)− (1 + λ) ≤ 0. (5.27)
em que ck ∈ R3 e´ a k-e´sima linha da matriz identidade I3.
Aplica-se o Procedimento - S para as expresso˜es dos limites
inferiores (αk) e superiores (βk):
∃τ˜k > 0 : (1 + α−1k c′kx)− τ˜k(1 + λ− ζ(x)′Pζ(x)) ≥ 0 , ∀k=1, 2, 3
∃ν˜k > 0 : (1− β−1k c′kx)− ν˜k(1 + λ− ζ(x)′Pζ(x)) ≥ 0 , ∀k=1, 2, 3
Ajusta-se τ˜k = 1/2τk e ν˜k = 1/2νk. Enta˜o, faz-se necessa´rio
existir escalares positivos τ1, τ2, τ3 e ν1, ν2, ν3, tais que:[
1
ζ(x)
]′[
(2τk − 1− λ) τkαk−1Nk
τkαk
−1N ′k P
][
1
ζ(x)
]
≥ 0. (5.28)
[
1
ζ(x)
]′[
(2νk − 1− λ) −νkβk−1Nk
−νkβk−1N ′k P
][
1
ζ(x)
]
≥ 0. (5.29)
em que Nk = c
′
kN , k=1, 2, 3.
As restric¸o˜es nas Equac¸o˜es (5.28) e (5.29) garantem que a estima-
tiva R da regia˜o de estados ating´ıveis seja um subconjunto do espac¸o
Bx considerado. No entanto, essas restric¸o˜es na˜o sa˜o afins em x, pois
dependem de ζ(x) que e´ uma func¸a˜o quadra´tica.
Para obter uma soluc¸a˜o convexa aplica-se o Lema 5 em (5.28) e
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(5.29). Enta˜o, toma-se a seguinte restric¸a˜o de igualdade:
N3(x)
[
1
ζ(x)
]
= 0, ∀x ∈ Bx (5.30)
O que permite obter as seguintes condic¸o˜es suficientes na forma
LMI para (5.28) e (5.29):[
(2τk − 1− λ) τkαk−1Nk
τkαk
−1N ′k P
]
+HkN3(x)+N3(x)′H′k ≥ 0 (5.31)
[
(2νk − 1− λ) −νkβk−1Nk
−νkβk−1N ′k P
]
+MkN3(x)+N3(x)′M′k ≥ 0 (5.32)
com Hk e Mk sendo matrizes livres de mesma dimensa˜o de N3(x)′ e
∀k=1, 2, 3.
5.4 ANA´LISE DE ESTABILIDADE COM PERTURBAC¸A˜O L2 NA
ENTRADA
Nesta sec¸a˜o, apresenta-se uma formulac¸a˜o convexa que conduz
para a soluc¸a˜o do Problema 3 utilizando as definic¸o˜es introduzidas na
sec¸o˜es anteriores. Enta˜o, para um controlador particular com ganho K
a estabilidade do sistema em malha fechada e´ garantida em uma regia˜o
contrativa e invariante, de acordo com o Lema 1 e uma estimativa do
limitante superior do ganho L2, se as seguintes condic¸o˜es sa˜o satisfeitas:
Teorema 4. Considere o sistema em (3.50), que representa a dinaˆmica
em malha fechada do conversor Boost para um dado controlador de ganho
K. Seja Bx uma regia˜o polito´pica para os estados definida pelos escalares
αk e βk com k = 1, 2, 3 como definida em (4.23), Bδ o conjunto de
incerteza admiss´ıvel no entorno da carga nominal, Y¯o como em (3.44) e
Wa o conjunto de perturbac¸a˜o admiss´ıvel definida em (3.51). Seja µ uma
dada taxa de convergeˆncia tal como definida no Lema 2 e Θ˜(x) ∈ Rm×3
uma dada func¸a˜o afim em x tal como apresentada em (4.5).
Suponha que existe as matrizes P = P′, Q, R, L1, L2, Hk, Mk
e escalares positivos τ1, τ2, τ3 e ν1, ν2, ν3, λ e γ que satisfac¸am as LMIs
a seguir para todo (x, Yo) ∈ V(Bx × Bδ):
P + L1N1(x) +N1(x)′L′1 > 0 (5.33)
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Va2 + L2
[ N2(x) 0 ]+ [ N2(x)′0
]
L′2 < 0 (5.34)
Πα +HkN3(x)+N3(x)′H′k ≥ 0, k = 1, 2, 3 (5.35)
Πβ +MkN3(x)+N3(x)′M′k ≥ 0, k = 1, 2, 3 (5.36)
com
Πα =
[
(2τk − 1− λ) −τkαk−1Nk
−τkαk−1N ′k P
]
, Πβ =
[
(2νk − 1− λ) νkβk−1Nk
νkβk
−1N ′k P
]
e
Va2 =

V11 V12 V13 V14 N
′F′
V′12 V22 V23 0 G
′
V′13 V
′
23 0 0 0
V′14 0 0 −I2 H′
FN G 0 H −γInz

cujos elementos Vij sa˜o dados pelas Equac¸o˜es (5.13), (5.6), (5.7), (5.8),
(5.9) e (5.10). E com as matrizes aniquiladoras escolhidas como:
N1(x)=
[
I −Θ(x)
0 N (x)
]
, N2(x)=
[N1(x) 0 0 0
0 x −I 0
]
,
N3(x)=
[
x −N
0 N1(x)
]
e N (x)=
[
x2 −x1 0
0 x3 −x2
]
,
Enta˜o, tem-se as seguintes situac¸o˜es:
i Para qualquer x(0) ∈ Ro e wa ∈ Wa as trajeto´rias do sistema na˜o
saem do conjunto R para todo t ≥ 0;
ii Para qualquer x(0) ∈ Ro e wa ≡ 0, a origem do sistema em malha
fechada em (3.50) e´ localmente exponencialmente esta´vel, x ∈ Ro
para todo t ≥ 0 e as trajeto´rias dos estados tendem para origem
quando o tempo tende ao infinito;
iii Para qualquer wa ∈ Wa e x(0) ≡ 0, ‖ Gwaz ‖∞≤
√
γ e x(t) ∈ R(λ)
para todo t ≥ 0.
Prova do Teorema 4. Suponha que as LMIs (5.33) e (5.34) estejam
satisfeitas nos ve´rtices do politopo V(Bx × Bδ), enta˜o por convexidade
tambe´m sa˜o satisfeitas para todo x ∈ Bx e δYo ∈ Bδ.
A primeira parte desta prova e´ obter a partir da LMI (5.33) uma
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restric¸a˜o semelhante a` condic¸a˜o (2.10) do Lema 1 reescrita abaixo:
1x
′x ≤ V (x) ≤ 2x′x, ∀x ∈ Bx
Nota-se que V (x) = ζ(x)′Pζ(x) e´ a func¸a˜o de Lyapunov escolhida.
Seja N uma matriz tal que Nζ(x) = x. Agora considere a LMI
(5.33):
P + L1N1(x) +N1(x)′L′1 > 0
Existem escalares positivos sendo um suficientemente pequeno 1
e outro suficientemente grande 2 tal que:
1N
′N ≤ P + L1N1(x) +N1(x)′L′1 ≤ 2N ′N
desde que a LMI seja estrita e os elementos de N1(x) sejam limitados.
Pre´ e po´s multiplicando a expressa˜o acima por ζ(x)′ e ζ(x), tem-se:
1x
′x ≤ ζ(x)′Pζ(x) ≤ 2x′x (5.37)
uma vez que N1(x)ζ(x) = 0.
A segunda parte desta prova e´ obter a partir da LMI (5.34) uma
restric¸a˜o semelhante a` condic¸a˜o (5.16) reescrita abaixo:
V˙ (x) + γ−1z′z− w′awa < 0, ∀x ∈ Bx (5.38)
Agora considere a LMI (5.34):
Va2 + L2
[ N2(x) 0 ]+ [ N2(x)′0
]
L′2 < 0
Pre´ e po´s multiplicando por
[
ζ(x)′ u x′u w′a 0
′ ] e seu
transposto e aplicando o complemento de Schur que conduz para:
V˙ (x, δYo) + γ
−1z′z− w′awa < 0, ∀x ∈ Bx, δYo ∈ Bδ
desde que
[ N2(x) 0 ] [ ζ(x)′ u x′u w′a 0′ ]′ = 0 e V˙ (x, δYo)
e´ definido em (5.4).
Agora, pre´ e po´s multiplicando a LMI em (5.35) e (5.36) por
[ 1 ζ(x)′ ] e seu transposto, as LMIs resultam em (5.31) e (5.32), com
N3(x)[ 1 ζ(x)′ ]′ = 0. De modo que R ⊂ Bx .
Por fim, integrando (5.38) de 0 ate´ T com T > 0 obteˆm-se:
V (x(T )) < V (x(0))+ ‖ wa ‖22< 1 + λ
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enta˜o, R e´ um conjunto contrativo e invariante. Ale´m disso, se x(0) ≡ 0
tem-se ‖ z ‖22≤ γ ‖ wa ‖22, V (x(T )) < λ, enta˜o ‖ Gwaz ‖∞≤
√
γ e R(λ)
e´ um conjunto contrativo e invariante.
O resto desta prova segue diretamente do Lema 1.
A soluc¸a˜o do Teorema 4 garante que o sistema e´ esta´vel e resulta
em uma estimativa da regia˜o de atrac¸a˜o. No entanto, o interesse neste
cap´ıtulo e´ o projeto do controlador, ou seja, e´ determinar os ganhos
com alguma garantia de desempenho. Assim, pode-se facilmente utilizar
o teorema acima para obter uma estimativa otimizada do limitante
superior do ganho L2. Para essa finalidade utiliza-se o seguinte resultado:
Corola´rio 1 (Estimativa do Ganho L2). Considere o Teorema 4 e o
escalar γ. Suponha que as matrizes P = P′, Q, R, L1, L2, Hk, Mk,
os escalares positivos τ1, τ2, τ3, ν1, ν2, ν3, λ > 0 e γ > 0 sa˜o soluc¸a˜o para
o seguinte problema de otimizac¸a˜o:
min γ sujeito a : (5.33), (5.34), (5.35) e (5.36) (5.39)
Enta˜o, o ganho L2 do sistema (3.50), ‖ Gwaz ‖∞, e´ limitado por√
γ. Em outras palavras, para um conjunto admiss´ıvel Wa:
‖ Gwaz ‖∞, sup
wa∈Wa, wa 6≡0
{ ‖ z ‖2
‖ wa ‖2 : x(0) = 0
}
<
√
γ
Desta forma, quanto menor o γ encontrado menor sera´ o ganho
do sistema da entrada wa para a sa´ıda z. Portanto, minimizar o ganho
L2 indica atenuar o efeito da perturbac¸a˜o na sa´ıda de interesse.
5.5 PROJETO DE CONTROLE
Nesta sec¸a˜o, apresenta-se uma soluc¸a˜o do Problema 3 utilizando
um resultado direto do Teorema 4. Observa-se que do Teorema 4
o projeto dos ganhos do controlador K conduz a uma desigualdade
matricial bilinear, devido a` multiplicac¸a˜o de K pelos elementos Q
e R da func¸a˜o de Lyapunov. Dessa forma, para caracterizar uma
formulac¸a˜o convexa para o problema de controle e´ preciso remover essas
multiplicac¸o˜es entre varia´veis de decisa˜o. Para superar este problema,
neste trabalho o vetor Q e o escalar R sa˜o considerados elementos dados.
Assim, e´ poss´ıvel a partir da soluc¸a˜o das LMIs do Teorema 4 encontrar
os ganhos do controlador.
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Ale´m disso, para garantir que η seja constante independente dos
ganhos projetados, a seguinte restric¸a˜o de igualdade deve ser adicionada
ao projeto:
K3η −K1 = 0 (5.40)
em que η foi definido em (3.38).
Enta˜o, apresenta-se o seguinte resultado para projetar os ganhos
do controlador minimizando o limitante superior de ‖ Gwaz ‖2∞:
Teorema 5. Considere o sistema em (3.50), que representa a dinaˆmica
em malha fechada do conversor Boost para um dado controlador de
ganho K. Considere a Hipo´tese 2 e um dado vetor Q e um escalar R.
Seja Bx uma regia˜o polito´pica para os estados definida pelos escalares αk
e βk com k = 1, 2, 3 como definida em (4.23), Bδ o conjunto de incerteza
admiss´ıvel no entorno da carga nominal, Y¯o como em (3.44) e Wa o
conjunto de perturbac¸a˜o admiss´ıvel definida em (3.51). Seja µ uma
dada taxa de convergeˆncia tal como definida no Lema 2 e Θ˜(x) ∈ Rm×3
uma dada func¸a˜o afim em x tal como apresentada em (4.5).
Supondo que existe as matrizes P = P′, L1, L2, Hk, Mk e
escalares positivos τ1, τ2, τ3 e ν1, ν2, ν3, λ e γ sa˜o soluc¸a˜o do seguinte
problema de otimizac¸a˜o :
min γ sujeito a : (5.33), (5.34), (5.35), (5.36) e (5.40) (5.41)
Enta˜o, K e´ o vetor de ganhos do controlador e tem-se as seguintes
situac¸o˜es:
i Para qualquer x(0) ∈ Ro e wa ∈ Wa as trajeto´rias do sistema na˜o
saem do conjunto R para todo t ≥ 0;
ii Para qualquer x(0) ∈ Ro e wa ≡ 0, a origem do sistema em malha
fechada em (3.50) e´ localmente exponencialmente esta´vel, x ∈ Ro
para todo t ≥ 0 e as trajeto´rias dos estados tendem para origem
quando o tempo tende ao infinito;
iii Para qualquer wa ∈ Wa e x(0) ≡ 0, ‖ Gwaz ‖∞≤
√
γ e x(t) ∈ R(λ)
para todo t ≥ 0.
Prova do Teorema 5. A prova segue diretamente da prova do Teo-
rema 4 levando em conta a restric¸a˜o de igualdade em (5.40).
Observac¸a˜o 5. No Teorema 5 toma-se o vetor Q e o escalar R como
dados. No entanto, encontrar esses elementos que resulte em uma
soluc¸a˜o fact´ıvel na s´ıntese do controlador na˜o e´ uma tarefa fa´cil. Enta˜o,
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pode-se obter o vetor Q e o escalar R fact´ıveis resolvendo o Teorema 4,
supondo que se conhec¸a um ganho K que estabiliza o sistema (obtido,
por exemplo, por me´todos cla´ssicos).
5.6 RESULTADOS E DISCUSSO˜ES
Nesta sec¸a˜o, primeiro apresenta-se, passo a passo, como proceder
com o projeto do controlador a partir dos resultados teo´ricos apresenta-
dos nas sec¸o˜es anteriores. Em seguida, apresentam-se alguns exemplos
de projetos a fim de mostrar como os paraˆmetros de entrada, tal como
a escolha do tamanho do politopo Bx, da taxa de convergeˆncia e do
tamanho da faixa de valores da incerteza influenciam na s´ıntese dos
ganhos e na estimativa do limitante do ganho L2. Esses exemplos podem
servir como “orientac¸a˜o” de sintonia do controlador. Por fim, esta sec¸a˜o
termina apresentando um exemplo completo de projeto a partir das
orientac¸o˜es precedentes.
A determinac¸a˜o dos ganhos e´ realizado utilizando o Teorema 5
e sua aplicac¸a˜o conta com o vetor Q e o escalar R como dados de
entrada. Desta forma, escolher esses elementos adequados que convirja
para a soluc¸a˜o do problema de otimizac¸a˜o do teorema e´ um desafio.
Para superar esta questa˜o, utiliza-se o resultado do Colora´rio 1 para
calcular o vetor Q e o escalar R adequados, ou seja, antes de realizar
a s´ıntese do controlador e´ realizado uma etapa de ana´lise para obter
o vetor Q e o escalar R. Para facilitar a apresentac¸a˜o do me´todo de
projeto elaborado considere a Tabela 7.
Nesta tabela sa˜o elencados os dados de entrada e sa´ıda para
o procedimento de ana´lise e de s´ıntese, e foi subtra´ıdo a escolha da
sa´ıda de interesse z para simplificar a discussa˜o. Ainda assim, torna-se
claro a partir da tabela que existem muitas alternativas de ajuste dos
paraˆmetros para realizar o projeto. Mas para o primeiro exemplo, a
maneira mais simples e´ considerar os dados de entrada que aparecem em
ambos os procedimentos iguais. Isso significa que e´ necessa´rio apenas
ajustar treˆs dos sete, de tal modo que o mesmo desempenho exigido
na ana´lise sera´ tomado como mı´nimas condic¸o˜es a serem satisfeitas
na s´ıntese. Logo, espera-se que os dados de sa´ıda da s´ıntese sejam
resultados de um controlador de melhor desempenho que o da ana´lise.
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Tabela 7 – Relac¸a˜o dos dados de entrada e sa´ıda para os procedimentos
de ana´lise e s´ıntese.
Ana´lise
Entrada
Limitantes α e β do politopo Bx
Limitantes ρ1 e ρ2 da faixa de valores da incer-
teza na carga;
Taxa de convergeˆncia µ
Sa´ıda
Estimativa da regia˜o de atrac¸a˜o R
Estimativa do limitante superior da norma L2
Vetor Q e o escalar R
S´ıntese
Entrada
Limitantes α e β do politopo Bx
Limitantes ρ1 e ρ2 da faixa de valores da incer-
teza na carga
Taxa de convergeˆncia µ
Vetor Q e o escalar R
Sa´ıda
Estimativa da regia˜o de atrac¸a˜o R
Estimativa do limitante superior da norma L2
Ganhos Y do controlador
Em outras palavras, que o limitante superior do ganho L2 da
s´ıntese seja menor que o da ana´lise e a estimativa da regia˜o de estados
ating´ıveis da s´ıntese seja maior que da ana´lise. Portanto, essas duas
verificac¸o˜es sa˜o suficientes para aferir a qualidade do controlador proje-
tado, embora somente depois de se realizar simulac¸o˜es e testes pra´ticos
com o conversor utilizando os ganhos projetados tem-se garantia de
desempenho. Por esta raza˜o, neste trabalho concentra-se em simulac¸o˜es
que se verifica o desempenho da tensa˜o de sa´ıda quando o sistema esta´
sujeito a mudanc¸a de carga e perturbac¸o˜es.
Assim, diante de tudo que foi exposto, neste trabalho o primeiro
exemplo utiliza a seguinte estrate´gia: fixa os mesmos valores para os
dados de entrada em ambos procedimentos.
Exemplo 6. Neste exemplo, realiza-se a s´ıntese dos paraˆmetros do
controlador para o mesmo conversor utilizado nos exemplos do cap´ıtulo
anterior. Assim, considere o conversor Boost com correc¸a˜o do fator de
poteˆncia, cuja representac¸a˜o em malha fechada e´ dada pela Equac¸a˜o
(3.50), com as especificac¸o˜es de poteˆncia da Tabela 4 e o ponto de
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equil´ıbrio da Tabela 6.
Ale´m disso, considere a func¸a˜o de Lyapunov da Equac¸a˜o (4.42)
como a func¸a˜o de Lyapunov polinomial para este exemplo. Tambe´m
considera-se as condic¸o˜es iniciais nulas para realizar o projeto, o que
equivale a V (x(0)) = 0. E definindo λ = 1 tem-se que o conjunto de
estados ating´ıveis R(λ) = {x : V (x) ≤ 1}.
Outra definic¸a˜o exigida pelo me´todo e´ a escolha das varia´veis
para compor a sa´ıda de interesse z. Como considera-se que o sistema
esta´ sujeito a perturbac¸o˜es e um dos objetivos de controle e´ regular a
tensa˜o de sa´ıda, torna-se evidente que a tensa˜o de sa´ıda, x2, deve estar
na sa´ıda de interesse. Ale´m disso, deseja-se que o sinal de controle u
seja suave e capaz de atenuar as perturbac¸o˜es do sistema, enta˜o o sinal
de controle tambe´m deve estar na sa´ıda de interesse. Portanto, a sa´ıda
de interesse pode ser escrita como:
z =
[
x2
u
]
→ z′z = x22 + u2
tal que
F=
[
0 1 0
0 0 0
]
, G=
[
0
1
]
, H = 02 .
Agora, define-se os dados de entrada para os procedimentos de
ana´lise e s´ıntese. Enta˜o, toma-se os seguintes limites para o politopo
Bx:
α = β = [10 40 3]
A taxa de convergeˆncia escolhida e´ µ = 0, 5. E a faixa de valores
da incerteza na carga, | δYo |= 0, 0013S. Este valor foi escolhido para
representar uma mudanc¸a de carga de ate´ ±35% entorno do valor
nominal Y¯o, o que equivale a seguinte faixa de resisteˆncia:
192 Ω ≤ Ro ≤ 400 Ω
Com os paraˆmetros de ana´lise e projeto escolhidos, tomam-se os
mesmos ganhos do controlador utilizado no Exemplo 1 para aplicar ao
Colora´rio 1, reescritos a seguir:
K = [0, 6346 0, 0057 0, 2857]
Portanto, com base nestas informac¸o˜es e aplicando-se o Co-
lora´rio 1 encontra-se o seguinte vetor Q:
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Q = 103 × [−0, 1146; −0, 0279; 0, 0273; −0, 0001;
0, 0042; −6, 1324; −0, 0602; 1, 5046]′
e o escalar R = 3, 6469× 104
Ale´m disso, como resultado obteˆm-se uma estimativa de estados
ating´ıveis R mostrada na Figura 27(a) e na Tabela 8 mostra-se uma
estimativa otimizada do limitante superior de ‖ Gwaz ‖2∞.
Assim, tomando-se o vetor Q, o escalar R e os demais dados
apresentados acima aplica-se o Teorema 5, que resulta na s´ıntese dos
ganhos a seguir, na estimativa da regia˜o de estados ating´ıveis R mostrada
na Figura 27(b) e na estimativa otimizada do limitante superior de
‖ Gwaz ‖2∞ mostrado na Tabela 8.
K = [0, 4007 0, 0174 0, 1804]
Observa-se na Tabela 8 que a estimativa do limitante superior
de ‖ Gwaz ‖2∞ obtida na s´ıntese e´ menor que a obtida na ana´lise, o que
representa que o procedimento de s´ıntese determinou ganhos para o
controlador cuja dinaˆmica em malha fechada possui melhor desempenho,
visto ser capaz de rejeitar perturbac¸o˜es de maior energia.
Tabela 8 – Estimativas do limitante superior de ‖ Gwaz ‖2∞ – Projeto 1.
Ana´lise γ = 1, 3693
S´ıntese γ = 1, 0600
Nesta figura, mostra-se uma estimativa da regia˜o de estados
ating´ıveis para ambos procedimentos, ana´lise e s´ıntese, em um espac¸o
de mesma dimensa˜o que o sistema. O eixo x1 representa a corrente no
indutor, o eixo x2 a tensa˜o de sa´ıda e o eixo x3 representa o estado do
integrador. Outro aspecto e´ que o plano x1x2 foi rotacionado em 180
o
para visualizar a porc¸a˜o em que a tensa˜o de sa´ıda e´ negativa.
Ao observar as estimativas percebe-se que estas sa˜o pequenas dado
o tamanho do politopo, e ambas estimativas sa˜o de tamanhos pro´ximos.
Uma forma de verificar a qualidade do controlador projetado e´ comparar
a estimativa da regia˜o de estados ating´ıveis obtida na s´ıntese com a
da ana´lise. Enta˜o, a seguir apresentam-se as estimativas da regia˜o de
estados ating´ıveis de ambos procedimentos com x3 = 0 para facilitar a
visualizac¸a˜o desse detalhe. Na Figura 28 mostra-se ambas estimativas
no plano (x1, x2), e claramente a estimativa da s´ıntese e´ maior que a
obtida na ana´lise.
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Figura 27 – Estimativas da regia˜o de estados ating´ıveis do conversor
Boost com CFP.
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(a) Estimativa da regia˜o de estados ating´ıveis para ana´lise.
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(b) Estimativa da regia˜o de estados ating´ıveis para s´ıntese.
Figura 28 – Estimativa do conjunto de estados ating´ıveis no plano
(x1, x2) e x3 = 0 do procedimento de ana´lise e s´ıntese.
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Portanto, o projeto nos requisitos de estimativas da regia˜o de
estados ating´ıveis e do limitante superior do ganho L2 obtiveram me-
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lhor resultado. Para verificar essa superioridade qualitativa, realiza-se
simulac¸o˜es no Psim para observar o desempenho do controlador pro-
jetado quando acontece mudanc¸a de carga no conversor e comparar
o desempenho com o controlador de refereˆncia retirado de (JAPPE;
MUSSA; COUTINHO, 2011). Nas simulac¸o˜es no Psim a seguir utiliza-se
um conversor em malha fechada com o esquema da Figura 16, que
considera os ganhos esta´ticos de realimentac¸a˜o, tal como em (JAPPE;
MUSSA; COUTINHO, 2011). Portanto, deve-se utilizar a parametrizac¸a˜o
da Observac¸a˜o 2. Desta forma, os ganhos projetados neste exemplo
redimensionados sa˜o:
K = [6, 0104 8, 5380 88, 3878]
Na simulac¸a˜o dois conversores de mesmas especificac¸o˜es de pro-
jeto sa˜o testados, de modo que um possui o controlador com os ganhos
de refereˆncia e outro com os ganhos determinadas no projeto. Na Fi-
gura 29(a) apresentam-se as sa´ıdas de ambos conversores para o caso
em que ocorre uma mudanc¸a de carga tempora´rio a partir do regime
permanente de 260 Ω para 400 Ω, em que este e´ um dos limites de carga
admitidos no projeto. Observa-se na figura que a sa´ıda do conversor com
o controlador projetado, denotada por Vo − sin (em vermelho), e´ mais
ra´pida e tem menor sobressinal que a sa´ıda do conversor de refereˆncia,
denotada por Vo − art (em azul).
Ale´m disso, realiza-se simulac¸a˜o para a situac¸a˜o em que ambos
os conversores esta˜o sujeitos a uma mudanc¸a de carga para 40% da
corrente nominal, o que corresponde a 650 Ω. O conversor com o
controlador projetado mante´m-se esta´vel, e com desempenho superior
ao conversor com o controlador de refereˆncia, como pode ser verificado
na Figura 29(b). Nesta figura, a sa´ıda do conversor com o controlador
projetado e´ denotada por Vo−sin (em vermelho), e a sa´ıda do conversor
de refereˆncia e´ denotada por Vo − art (em azul). Portanto, torna-se
evidente a partir destes testes a vantagem do controlador projetado sobre
o controlador de refereˆncia.
Por fim, para mostrar a robustez do controlador projetado realiza-
se um teste com mudanc¸a de carga tempora´ria a partir do regime
permanente de 260 Ω para 866 Ω. Nesta situac¸a˜o, o conversor com
o controlador projetado da Figura 30(a) mante´m-se esta´vel, enquanto
que o controlador com o controlador de refereˆncia instabiliza apo´s a
mudanc¸a de carga como pode ser visto na Figura 30(b).
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Figura 29 – Tensa˜o de sa´ıda para mudanc¸as de carga. Conversor com
controlador projetado esta´ em vermelho e conversor com controlador de
refereˆncia esta´ em azul.
(a) Mudanc¸a para 400 Ω.
(b) Mudanc¸a para 650 Ω.
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Figura 30 – Corrente de entrada para os conversores Boost com CFP
com controlador projetado e de refereˆncia para mudanc¸a de carga de
866 Ω.
(a) Controlador projetado.
(b) Controlador de refereˆncia.
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Apo´s este exemplo, em que foi detalhado passo a passo como
realizar o projeto e tambe´m foi mostrado a viabilidade do me´todo para
determinar ganhos robustos, apresenta-se uma se´rie de projetos classi-
ficados quanto a estrate´gia de escolha dos paraˆmetros de entrada dos
procedimentos de ana´lise e s´ıntese. Estes projetos foram desenvolvidos
com a finalidade de mostrar a influeˆncia dos paraˆmetros de entrada na
determinac¸a˜o dos ganhos. A primeira estrate´gia envolve a escolha do
politopo Bx, a segunda a escolha da taxa de convergeˆncia e a terceira a
escolha da faixa de incerteza na carga. Os demais paraˆmetros sa˜o iguais
ao do Exemplo 6. Toma-se como crite´rio de desempenho as estimativas
do limitante superior do ganho L2 em todos os projetos.
Ale´m disso, para facilitar a visualizac¸a˜o e interpretac¸a˜o dos
resultados das estrate´gias, as tabelas mostrando os paraˆmetros do
controlador K sera˜o ajustadas, para que os ganhos do controlador
aparec¸am maiores. O ajuste e´ realizado levando-se em conta os ganhos
de realimentac¸a˜o esta´tica 1/Vmax e 1/Imax, ou seja, os ganhos do
controlador aparecera˜o nas tabelas como:
KTabelas = [K1 ∗ Imax K2 ∗ Vmax K3 ∗ Vmax] (5.42)
caso contra´rio as tabelas conteriam os ganhos com nu´mero pequenos
para serem interpretados.
A estrate´gia 1 e´ a mais simples, pois considera os dados de entrada
e sa´ıda todos iguais para ambos os procedimentos, ana´lise e s´ıntese. E´
evidente que este procedimento por ser o mais simples oferece menores
ajustes na obtenc¸a˜o de um controlador que tenha melhor desempenho.
Assim, na Tabela 9 apresenta-se projetos de A ate´ F para diferen-
tes tamanhos de politopos. Os projetos de A ate´ D utilizam politopos
sime´tricos, enquanto os projetos E e F utilizam politopos assime´tricos.
Nota-se que o projeto A e´ ideˆntico ao Exemplo 6. Os demais da tabela
diferenciam-se somente na escolha do politopo.
Ao observar a Tabela 9 percebe-se que todos os projetos resul-
taram em estimativas do limitante superior de ‖ Gwaz ‖2∞ menores do
que no procedimento de ana´lise, o que e´ um indicativo satisfato´rio de
desempenho. Ale´m disso, existe uma tendeˆncia de quanto maior o
tamanho do politopo maiores sa˜o os ganhos, ou seja, ao se comparar
com os valores dos paraˆmetros do controlador de referencia os ganhos
projetados sa˜o maiores.
Nota-se que o projeto D, com o menor politopo, possui os menores
ganhos, inclusive tendo seus valores distantes dos demais, e tambe´m
para este projeto obteve-se a menor estimativa do limitante superior de
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‖ Gwaz ‖2∞ para ana´lise e a segunda melhor estimativa para a s´ıntese,
perdendo apenas para o projeto A.
Tabela 9 – Primeira estrate´gia de projeto - ‘tudo igual’.
Entrada Sa´ıda
Politopo Bx γanalise γsintese K Projeto
α = β = [10; 40; 3] 1,3693 1,0600 [6, 0104; 8, 5380; 88, 3878] A
α = β = [10; 40; 5] 1,4981 1,1524 [15, 0632; 12, 8937; 221, 5172] B
α = β = [10; 60; 5] 1,5419 1,3196 [13, 0292; 7, 3495; 191, 6064] C
α = β = [10; 30; 2] 1,2983 1,0674 [2, 6657; 4, 9611; 39, 2022] D
α = [10; 40; 4]
1,3463 1,0681 [4, 7743; 7, 0098; 70, 2110] E
β = [10; 30; 2]
α = [10; 50; 5]
1,4345 1,1291 [14, 2023; 11, 9962; 208, 8575] F
β = [10; 40; 3]
A segunda estrate´gia de projeto e´ variar o valor da taxa de
convergeˆncia nos procedimentos de ana´lise e s´ıntese. Em relac¸a˜o aos
demais paraˆmetros de entrada, toma-se os mesmos do Exemplo 6. Nesta
estrate´gia, o ideal e´ ajustar para a s´ıntese uma taxa de convergeˆncia
maior do que a ajustada na ana´lise. Na Tabela 10 sa˜o apresentados
projetos de A ate´ F para diferentes ajustes da taxa de convergeˆncia.
Tabela 10 – Segunda estrate´gia de projeto - ‘aumento de µ’.
Entrada Sa´ıda
µ - ana´lise µ - s´ıntese γanalise γsintese K Projeto
0,2 0,5 1,2477 0,9937 [6, 8614; 10, 5930; 100, 9029] A
0,2 0,8 1,2477 1,0920 [8, 1016; 11, 3102; 119, 1410] B
0,5 0,8 1,3693 1,1900 [5, 0017; 6, 8379; 73, 5551] C
0,5 1,2 1,3693 1,4689 [5, 4633; 6, 3091; 80, 3423] D
0,8 1,2 1,5544 1,5017 [6, 0427; 6, 6369; 88, 8634] E
1,2 1,6 1,8963 1,9167 [7, 7455; 6, 1805; 113, 9039] F
Nota-se da tabela acima que o ganho K2 possui valor maior para
os projetos que consideram taxas de convergeˆncia menores, e valores
em torno de uma faixa pequena para os casos com taxas maiores. Em
todos os casos, os valores sa˜o maiores do que o ganho K2 do controlador
de refereˆncia. Percebe-se tambe´m que existe uma tendeˆncia de quanto
maior a taxa de convergeˆncia maiores sa˜o as estimativas do limitante
superior de ‖ Gwaz ‖2∞, inclusive para o caso em que se considera a maior
taxa de convergeˆncia obteve-se a inversa˜o da relac¸a˜o encontrada nos
demais projetos. Na maioria dos projetos as estimativas do limitante
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superior de ‖ Gwaz ‖2∞ da etapa de s´ıntese sa˜o menores do que na ana´lise,
o que e´ um indicativo satisfato´rio de desempenho.
Esse resultado do me´todo de projeto pode estar associado ao
fato que a soluc¸a˜o do problema de controle envolver a otimizac¸a˜o do
limitante de ‖ Gwaz ‖2∞, tanto no procedimento de ana´lise quanto no de
s´ıntese. Outro aspecto que pode contribuir para esta tendeˆncia e´ o fato
de a taxa de convergeˆncia e o ganho L2 serem crite´rios de desempenho,
podendo ser conflitantes com diferentes pesos na soluc¸a˜o do problema
de otimizac¸a˜o. Tendo em vista, que a taxa de convergeˆncia e´ um crite´rio
de desempenho para todos os estados, enquanto a ganho L2 e´ relativa
somente as varia´veis escolhidas no projeto.
Uma u´ltima estrate´gia de projeto considera a influeˆncia da escolha
da faixa de valores da incerteza da carga δYo, mostrando a diferenc¸a
em escolher faixas diferentes para a ana´lise e s´ıntese. Assim como nas
estrate´gias anteriores, os demais paraˆmetros de entrada sa˜o os mesmos
do Exemplo 6. Na Tabela 11 apresenta-se projetos de A ate´ F para
diferentes escolhas de faixa de valores da incerteza.
A incerteza na carga δYo define a largura da faixa no entorno da
carga nominal para o qual e´ admitida mudanc¸a de carga. Para facilitar
a visualizac¸a˜o e interpretac¸a˜o na Tabela 11, nas definic¸o˜es de ρ sera´
apenas apresentado um valor percentual equivalente a ρ, ainda assim
capaz de definir o limite inferior e superior de δYo.
Por exemplo, ao definir ρ do Exemplo 6 como:
ρ = [−0, 0013; 0, 0013]
definia-se a mudanc¸a de carga entre os limites:
[Yomin, Yomax] = [0, 0025; 0, 0051]
o que corresponde a um valor 35% no entorno do valor nominal, enta˜o
pode-se escrever:
ρ% = [0, 65; 1, 35]
em que ρ% indica qual a faixa de valores de incerteza na carga admiss´ıveis
em termos percentuais a partir da carga nominal, o que representa
implicitamente definir [ρ1, ρ2].
Na Tabela 11 mostra-se dois tipos de escolha da largura da faixa
de valores da incerteza. Os projetos A, C e E possuem faixas mais
estreitas na etapa de ana´lise do que na etapa de s´ıntese, enquanto nos
projetos B, D e F possuem faixais mais largas na etapa de ana´lise do
que na de s´ıntese. De modo geral, os projetos que consideram larguras
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de faixa mais largas na etapa de ana´lise e larguras mais estreitas na
s´ıntese possuem um desempenho superior comparado a escolha oposta,
ou seja, os projetos B, D e F resultaram em uma estimativa do limitante
superior de ‖ Gwaz ‖2∞ da etapa de s´ıntese menor do que na etapa de
ana´lise, e com uma diferenc¸a entre as estimativas maior.
Tabela 11 – Terceira estrate´gia de projeto - ‘mudando [ρ1, ρ2]’.
Entrada Sa´ıda
ρ% - ana´lise ρ% - s´ıntese γanalise γsintese K Projeto
[0, 95; 1, 05] [0, 65; 1, 35] 1,2062 1,0344 [5, 5484; 7, 4565; 81, 5935] A
[0, 65; 1, 35] [0, 95; 1, 05] 1,3693 1,0099 [4, 1081; 7, 4741; 60, 4133] B
[0, 90; 1, 10] [0, 60; 1, 40] 1,2232 1,0467 [6, 8100; 8, 7657; 100, 1465] C
[0, 60; 1, 40] [0, 90; 1, 10] 1,4145 1,0564 [4, 0700; 6, 7564; 59, 8525] D
[0, 95; 1, 05] [0, 40; 1, 60] 1,2062 1,3911 [6, 5551; 3, 6410; 96, 3982] E
[0, 40; 1, 60] [0, 95; 1, 05] 1,6839 1,1262 [5, 5484; 7, 4565; 81, 5935] F
Nos projetos E e F a diferenc¸a de tamanho das faixas entre as
etapas de projeto sa˜o maiores do que nos demais, de modo que no projeto
E obteve-se o pior resultado, em que se encontrou uma estimativa do
limitante superior de ‖ Gwaz ‖2∞ no procedimento de s´ıntese maior que
na ana´lise. O projeto B resultou no melhor desempenho, em que o
limitante da norma foi otimizada ao menor valor dentre os demais
projetos.
Para finalizar as orientac¸o˜es de projeto, observa-se que todos
projetos apresentados resultam em melhor desempenho e robustez se
comparado com o controlador de refereˆncia (JAPPE; MUSSA; COUTI-
NHO, 2011). Ale´m disso, outras estrate´gias podem ser aplicadas ao
me´todo de projeto desenvolvido. Enta˜o, abaixo resume-se as principais
caracter´ısticas dos resultados obtidos:
• Todos os projetos resultaram em um ganho K2 de maior valor
se comparado com o controlador de refereˆncia. E na maioria dos
projetos o ganho K2 obtido tem seu valor pro´ximo de 6 a 8, e no
pior projeto apresentou K2 = 3, 6410 (Tabela 11);
• A maioria do projetos resultaram em estimativas do limitante
superior de ‖ Gwaz ‖2∞ da etapa de s´ıntese menor do que da etapa
de ana´lise. Em duas situac¸o˜es se verificou que os paraˆmetros
de projeto na˜o eram favora´veis: altas taxas de convergeˆncia e
alargamento da faixa de incerteza na etapa de s´ıntese;
• Todos os projetos mostraram-se mais ra´pidos que o controlador
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de refereˆncia em simulac¸o˜es no Psim para os testes realizados no
Exemplo 6.
Enta˜o, diante do que foi exposto o exemplo a seguir apresenta
um projeto do controlador utilizando os melhores resultados mostrados
nas tabelas.
Exemplo 7. Este exemplo apresenta um projeto cujos dados de entrada
sa˜o aqueles que se destacaram nas estrate´gias acima apresentadas.
Considere o Exemplo 6 e os melhores resultados obtidos das es-
trate´gias apresentadas, baseando-se como crite´rio as menores estimativas
do limitante superior de ‖ Gwaz ‖2∞:
• Estrate´gia 1: Projeto D → Politopo Bx com α = β = [10; 30; 2];
• Estrate´gia 2: Projeto A → µanalise = 0, 2 e µsintese = 0, 5;
• Estrate´gia 3: Projeto B→ ρ%−analise = [0, 65; 1, 35] e ρ%−sintese =
[0, 95; 1, 05];
Ao aplicar o me´todo apresentado no Exemplo 6, atrave´s do Co-
lora´rio 1 e do Teorema 5, segue os seguintes resultados:
• Ana´lise:
1. Vetor Q e escalar R:
Q = 103 × [−0, 0428; 0, 0016; 0, 0116; 0, 0002;
−0, 0055;−6, 3908;−0, 0699; 1, 5781]
e R = 5, 4191× 104
2. Estimativa da regia˜o de estados ating´ıveis na Figura 31(a).
3. Estimativa do limitante superior de ‖ Gwaz ‖2∞ na Tabela 12.
• S´ıntese:
1. Ganho projetado:
K = [0, 1870; 0, 0112; 0, 0842]
2. Estimativa da regia˜o de estados ating´ıveis na Figura 31(b).
3. Estimativa do limitante superior de ‖ Gwaz ‖2∞ na Tabela 12.
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Ao observar a Tabela 12 e as Figuras 31 e 32 percebe-se que ambos
crite´rios de qualidade do projeto sa˜o satisfeitos. Em outras palavras, a
estimativa do limitante superior de ‖ Gwaz ‖2∞ da s´ıntese e´ menor que
da ana´lise e a estimativa da regia˜o de atrac¸a˜o da s´ıntese e´ maior que a
obtida na ana´lise.
Tabela 12 – Estimativas do limitante superior de ‖ Gwaz ‖2∞ – Projeto
2.
Ana´lise γ = 1, 1901
S´ıntese γ = 1, 0364
Nesta figura, mostra-se uma estimativa da regia˜o de estados
ating´ıveis para ambos procedimentos, ana´lise e s´ıntese, em um espac¸o
de mesma dimensa˜o que o sistema. O eixo x1 representa a corrente no
indutor, o eixo x2 a tensa˜o de sa´ıda e o eixo x3 representa o estado do
integrador. Outro aspecto e´ que o plano x1x2 foi rotacionado em 180
o
para visualizar a porc¸a˜o em que a tensa˜o de sa´ıda e´ negativa.
Figura 31 – Estimativas da regia˜o de estados ating´ıveis do conversor
Boost com CFP.
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(a) Estimativa da regia˜o de estados ating´ıveis para ana´lise.
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(b) Estimativa da regia˜o de estados ating´ıveis para s´ıntese.
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Para facilitar a visualizac¸a˜o do tamanho relativo entre as duas
estimativas apresenta-se estas no plano (x1, x2) na Figura 32, mostrando
a estimativa da s´ıntese maior que da ana´lise.
Figura 32 – Estimativas das regio˜es de estados ating´ıveis no plano
(x1, x2) e x3 = 0 do procedimento de ana´lise e s´ıntese.
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4 Análise
Síntese
Como realizado no Exemplo 6, para verificar a superioridade
qualitativa do me´todo de projeto, realiza-se simulac¸o˜es no Psim. Pore´m,
agora observa-se o desempenho do controlador projetado quando acontece
perturbac¸a˜o na tensa˜o de entrada. Na Figura 33 mostra-se a tensa˜o de
sa´ıda de dois conversores, sendo que a sa´ıda denotada por Vo − sin (em
vermelho) utiliza o controlador projetado, cuja resposta a perturbac¸a˜o e´
pouco mais lenta, pore´m tem menor sobressinal que a sa´ıda do conversor
de refereˆncia, denotada por Vo − art (em azul).
A fim de comparar os controladores projetados nos Exemplos 6 e 7
realiza-se uma simulac¸a˜o no Psim com a situac¸a˜o de mudanc¸a de carga
de 260 Ω para 866 Ω. Neste caso, o controlador projetado no Exemplo 7
tem melhor desempenho que o projetado no Exemplo 6, pois e´ um pouco
mais ra´pido e com menor sobressinal. Na Figura 34(a) apresenta-se
as sa´ıdas de ambos conversores, de modo que sa´ıda do conversor com
o controlador projetado no Exemplo 6 e´ denotada por Vo − sin1 (em
vermelho), enquanto a sa´ıda do conversor com o controlador projetado
no Exemplo 7 e´ denotada por Vo − sin2 (em azul).
Ja´ na Figura 34(b) apresenta-se os estados do integrador de ambos
conversores, de modo que o estado do integrador com o controlador
projetado no Exemplo 6 converge para o equil´ıbrio apo´s a mudanc¸a
de carga com uma resposta mais ra´pida e oscilato´ria que o estado do
integrador com o controlador projetado no Exemplo 7. e´ denotada por
Vo − sin2 (em azul). Na Figura 34(b) o estado do integrador com o
controlador projetado no Exemplo 6 e´ denotada por int− v − sin1 (em
vermelho), enquanto o estado do integrador com o controlador projetado
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no Exemplo 7 e´ denotada por int− v − sin2 (em azul).
Figura 33 – Tensa˜o de sa´ıda quando o sistema sujeito a perturbac¸a˜o
na tensa˜o de entrada. Conversor com controlador projetado esta´ em
vermelho e conversor com controlador de refereˆncia esta´ em azul.
Figura 34 – Tensa˜o de sa´ıda e integrador para mudanc¸as de carga 866 Ω.
Conversor com controlador do Exemplo 6 esta´ em vermelho e conversor
com controlador projetado neste exemplo esta´ em azul.
(a) Tensa˜o de sa´ıda.
(b) Integrador.
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Nesta sec¸a˜o, foram vistos exemplos de projetos utilizando o
me´todo desenvolvido neste cap´ıtulo. Ale´m disso, mostrou-se que mesmo
para diferentes estrate´gias de entrada de dados o me´todo continua va´lido
e resultando em ganhos robustos. Por fim, resultados de simulac¸a˜o
focaram em avaliar o desempenho do conversor quando esta´ sujeito a
mudanc¸a de carga e perturbac¸o˜es na tensa˜o de entrada utilizando os
ganhos projetados.
135
6 CONCLUSO˜ES
Nesta dissertac¸a˜o, propoˆs-se uma abordagem LMI para a ana´lise
de estabilidade e desempenho, e s´ıntese do ganhos do conversor Boost
com correc¸a˜o do fator de poteˆncia autocontrolado pela corrente. A
abordagem proposta considerou o modelo me´dio na˜o linear do conver-
sor supondo uma modulac¸a˜o PWM, uma carga variante no tempo e
perturbac¸a˜o L2 na tensa˜o de entrada. De forma resumida, a seguir
apresentam-se os resultados apresentados em cada cap´ıtulo.
O cap´ıtulo 1 apresentou uma revisa˜o bibliogra´fica do problema de
controle do Boost CFP, evidenciando uma a´rea para contribuic¸a˜o deste
trabalho. Na sequeˆncia, os principais conceitos de sistemas na˜o lineares
variantes no tempo e incertos foram apresentados no Cap´ıtulo 2, pois o
modelo do conversor em malha fechada considerado nessa dissertac¸a˜o
e´ na˜o linear, variante no tempo e sujeito a perturbac¸o˜es limitadas em
energia. Ale´m disso, as principais te´cnicas LMIs para sistemas na˜o
lineares foram revisadas.
O terceiro cap´ıtulo apresentou as caracter´ısticas de funcionamento
e o modelo em malha fechada do conversor Boost. Para a obtenc¸a˜o do
modelo em malha fechada do conversor foi utilizado o modelo me´dio,
onde aparece uma na˜o linearidade envolvendo o estado e a entrada
de controle. Ale´m disso, ao considerar o controlador foi utilizado a
representac¸a˜o alge´brica diferencial para tratar a lei de controle da
malha de corrente que e´ racional. Portanto, tanto o conversor quanto o
controlador possuem alguma na˜o linearidade que foi inclu´ıda no modelo
em malha fechada. Ale´m disso, realizou-se a translac¸a˜o do ponto de
equil´ıbrio original do sistema para a origem do modelo em malha fechada,
e neste processo, considerou-se a incerteza na carga e a perturbac¸a˜o na
tensa˜o de entrada.
O cap´ıtulo 4 introduz a abordagem LMI que utiliza de uma
func¸a˜o de Lyapunov polinomial para a ana´lise de estabilidade regional
do conversor em malha fechada quando sujeito a incerteza na carga. O
me´todo de ana´lise desenvolvido resulta em uma estimativa da regia˜o
de atrac¸a˜o, que pode ser tomado para o conversor Boost como uma
regia˜o segura de operac¸a˜o. Ale´m disso, a estimativa pode ser maxi-
mizada atrave´s da soluc¸a˜o de um problema de otimizac¸a˜o elaborado
a partir da ana´lise de estabilidade. Neste cap´ıtulo ainda se tratou do
problema de estimar uma regia˜o de atrac¸a˜o para uma determinada taxa
de convergeˆncia. Para verificar o me´todo foram realizados exemplos
com diferentes paraˆmetros de ana´lise. Em particular, para mostrar a
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estabilidade utilizou-se um controlador de refereˆncia retirado de (JAPPE;
MUSSA; COUTINHO, 2011).
O cap´ıtulo 5 apresentou a abordagem LMI para a determinac¸a˜o
de ganhos robustos para o conversor Boost com correc¸a˜o do fator de
poteˆncia autocontrolado pela corrente. Esta abordagem caracteriza-se
por utilizar func¸a˜o de Lyapunov polinomial, e considerar uma carga
incerta variante no tempo e crite´rios de desempenho em relac¸a˜o a` velo-
cidade da resposta e tambe´m a atenuac¸a˜o de pertubac¸o˜es limitadas em
energia. Como resultado dessa abordagem obteˆm-se ganhos robustos,
uma estimativa de uma regia˜o de estados ating´ıveis do sistema em
malha fechada com os ganhos projetados e uma estimativa do limitante
superior do ganho L2. Ale´m disso, nesse cap´ıtulo foram mostrados
exemplos de s´ıntese com diferentes paraˆmetros de projeto. Os exemplos
realizados mostraram superioridade em desempenho nos crite´rios avali-
ados, obtendo as menores estimativas do limitante superior do ganho
L2 e a maior estimativa da regia˜o de atrac¸a˜o. Por fim, nos exemplos
apresentados foram realizadas simulac¸o˜es no Psim a fim de comparar o
controlador projetado com o retirado de (JAPPE; MUSSA; COUTINHO,
2011). Nas simulac¸o˜es testou-se mudanc¸as de carga e perturbac¸a˜o
na tensa˜o de entrada tempora´rias que mostraram que o controlador
projetado e´ mais ra´pido e robusto.
Observa-se que o trabalho possui algumas limitac¸o˜es em algu-
mas direc¸o˜es de investigac¸a˜o. Duas limitac¸o˜es evidentes do trabalho
relacionam-se com os resultados. A primeira e´ o uso nos exemplos de
uma u´nica sa´ıda de interesse z′ = [x2, u]′ como crite´rio de desempenho
para a s´ıntese do controlador. Existem outras possibilidades para serem
exploradas. Outra limitac¸a˜o e´ a falta de resultados pra´ticos para avaliar
o desempenho, pois uma implementac¸a˜o digital do controlador inclui um
atraso de fase na˜o considerado no modelo que pode afetar o desempenho
do conversor em malha fechada. Apesar destas limitac¸o˜es enquanto
me´todo de ana´lise e s´ıntese este trabalho tem validade pelo tipo de
testes realizados.
Outra limitac¸a˜o esta´ em relac¸a˜o ao modelo me´dio considerado
nessa dissertac¸a˜o. E´ evidente que no conversor Boost com correc¸a˜o do
fator de poteˆncia os estados na˜o convergem para um ponto de equil´ıbrio,
mas para um ciclo limite. A ondulac¸a˜o da tensa˜o de sa´ıda quando
na˜o desprezada e a forma senoidal da corrente do indutor conduzem
para trajeto´rias c´ıclicas em 120 Hz. Pore´m, como desejava-se realizar a
s´ıntese, a estrate´gia de utilizar os valores eficazes mostrou-se suficiente
para determinar ganhos robustos.
Portanto, mesmo com limitac¸o˜es o me´todo de ana´lise e s´ıntese
137
apresentado nesta dissertac¸a˜o podem ser aplicados ao conversor Boost
com correc¸a˜o do fator de poteˆncia sem perda de generalidade.
6.1 PERSPECTIVAS FUTURAS
Uma direc¸a˜o imediata deste trabalho e´ considerar no modelo uma
taxa de variac¸a˜o de carga e variac¸a˜o da tensa˜o de entrada limitadas
em amplitude como uma perturbac¸a˜o persistente (TARBOURIECH et al.,
2011). Neste contexto, torna-se poss´ıvel avaliar o sistema para mudanc¸as
de carga perio´dicas, e tambe´m para variac¸o˜es persistentes na tensa˜o de
entrada.
Em relac¸a˜o a` estimativa da regia˜o de atrac¸a˜o, pode-se considerar
func¸o˜es de Lyapunov mais complexas, ou mesmo func¸o˜es dependentes
da incerteza de carga. A func¸a˜o de Lyapunov e´ diretamente responsa´vel
pelo tamanho e forma da estimativa da regia˜o de atrac¸a˜o.
Em outra direc¸a˜o, pode-se considerar a ana´lise de estabilidade e
o projeto dos controladores utilizando o modelo discretizado em malha
fechada. Isto significa considerar aspectos das implementac¸o˜es pra´ticas
que usam controladores digitais, o que pode resultar em uma garantia
de desempenho considerando a implementac¸a˜o digital do controlador le-
vando em conta os efeitos causados pelo atraso inerente dos amostradores
de ordem zero (ZOH).
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