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where it was taken into account that jl-l(Xi-l,) = 0. From
Eqs. (A 26)-(A 30) it follows that
l(z)/i1-i(z) - (1/h)[1 - (l/Xi,)hIh], (A31)
where all the terms of order h or higher have been omitted,
since Ih « << 1. If use is made of the inequality (A 7), as well
as the inequality 1/(2X1 -l,,) < 1, and the fact that Ih I = zo,
one concludes from Eq. (A 31) that
|ji(z)/1f1 ,(z)1 < (1 + 2zo)/zo, (A3?)
for all complex values z on the boundary of any small circle
centered at Xl- ,. The same result is obtained for the small
circles centered on the negative real axis [cf., Eq. (A 3)].
On the boundary of the large circle, jl(z),J1_(z) can be
approximated by their asymptotic expressions given by Eqs.
(A 17), (A 18), and if use is made of the inequality' 6
Itan(z - lr/2)1 < cothly(, (A33)
where y = Im z, it follows that
1j1(z)1j1_i(z)1| < cothlyl, (A 34)
for all complex values on the large circle. A choice similar to
the one made in the previous case of the boundary of the
closed region D for values z on the large circle and close to the
real axis leads to the inequality
Ij/(z)/Ii-1(z)I |• cothzo, (A 35)
for all values of z on the boundary of D that lie also on the
large circle (these values of z satisfy the inequality I Im z I >
zo). If use is made of the inequality (A 23) and the fact that
1 + zo < 1 + 2z0 , it follows from Eq. (A 35) that
jii(z)/il-iz) < (1 + 2zo)/zo, (A36)
for all values z on the boundary of D that coincides with the
large circle. If the inequalities given by Eqs. (A 32), (A 36) are
combined, one concludes that for all values on the boundary
of the region D the inequality (A 36) holds. This inequality
is independent of the radius R of the large circle and, there-
fore, it is true even when R tends to infinity. Thus, from the
principle of maximum modulus,'3 it follows that the inequality
(A 36) holds as well for all complex values inside the region D
(even when the radius R tends to infinity). In particular, it
holds for all values of z with Im z -> z0. Hence, Eq. (A 2) has
been proven.
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Using the stationary phase approximation of the Kirchoff diffraction integral, we derive a general
expression for the field in the image space of a point source for an arbitrary optical system. The
concept of an "optical path matrix" (OPM), which is the Hessian of the point eiconal, is introduced.
Luminosity, caustic surfaces, and evanescent fields are defined in terms of the OPM. Detailed consid-
eration of the single-interface problem yields solutions in terms of the Gaussian, mean, and normal
curvatures of the interface. A complete solution of the simple lens is given as an example of a system
with two refracting surfaces.
INTRODUCTION
The subject of this paper is the field which is generated
by a time-harmonic point source and an arbitrary number of
reflecting or refracting surfaces which separate otherwise
homogeneous media. The positions and geometries of these
surfaces will be taken as general. This is not the first ap-
proach to the problem in the optics literature. The most
comprehensive theory extant is that of Burkhard and
Shealy,lA who derived exact expressions for the flux density
of a ray bundle that is refracted or reflected by an arbitrary
curved surface. Their general result, obtained by a mapping
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of an infinitesimal surface element of an emitter surface onto
a receiver surface by means of tracing the associated ray
bundle, is conveniently expressed in terms of the geometric
properties of the deflecting surface at the point of ray inci-
dence. These properties are the Gaussian curvature, the
mean curvature, and the curvature normal to the plane of
incidence.
The purpose of the present paper is to show a new method
of deriving the results of Refs. 1-3, and to extend the theory
to include multiple reflections and refractions. Although
physically equivalent to the former, the present approach
shows more clearly the relation to wave optics. The wave-
optic field is expressed in the form of a scalar diffraction in-
tegral over the deflecting surface (lens or mirror) by assuming
a local plane-wave approximation for the incident and de-
flected wave fronts. This hypothesis is shown to be valid in
the limit of vanishing wavelength. The diffraction integral
is then evaluated in the stationary phase approximation,5
yielding the geometrical optics field of lowest order. The
relationship of the stationary phase approximation to Fer-
mat's principle is pointed out by Born and Wolf6 in the case
of diffraction by an aperture.
An important preliminary result of the present analysis is
that the geometrical optics field associated with a ray bundle
from a point object that has undergone n deflections (reflec-
tions or refractions) depends mainly upon the determinant
of a 2n X 2n matrix, to which we refer as the optical path
matrix (OPM). The components of the OPM are the sec-
ond-order derivatives of the total optical path with respect
to the two surface coordinates of each deflection point. This
form of the solution, although not showing the geometrical
context of the Burkhard-Shealy formula, is more general, and
also has its own merits. Thus the structure of the matrix may
be studied in terms of the symmetry of the optical system,
allowing the application of certain "selection rules" to its el-
ements. Another advantage of the OPM form is that it ap-
pears to be most amenable to computer applications in the
numerical design of more complex systems.
In the next stage of the calculation, the OPM was evaluated
for a single deflection in terms of the intrinsic curvatures of
the deflecting surface, yielding necessary agreement with the
Burkhard-Shealy result. Repetition of this calculation to
several deflecting surfaces 7 yields results which in the general
case appear too complex to be very instructive, although the
problem is still tractable for two deflections. The reason for
the complexity lies in the modification of the wave-front
structure after the first deflection. The structure of a wave
front which has undergone two deflections will depend not
only on the intrinsic curvatures of the surface at the points of
incidence, but also on the positions of these points and the
relative orientations of the normal sections passing through
them. In order to limit the amount of algebra, only a simple
example will be given: that of a lens illuminated by a point
source on the optic axis.
The OPM proves to be useful also for the purpose of another
calculation. When rays emerging from a point object are
subjected to reflection or refraction by a curved surface, they
form an envelope of high luminosity called the caustic sur-
face.8 Detailed studies of this surface for some particular
cases exist in Refs. 1-3, while the general properties of caustics
have been derived by Stavroudis and Fronczek.9 The latter
authors make several points which bear on the present study.
One is that the caustic surface is a viable alternative to con-
ventional methods of revealing the structure of geometric
aberrations. Another, originally put forward by Herzberger,' 0
is that in rotationally symmetric systems the structure of the
caustic spike 1 is different from the diapoint structure 1 only
in aberration terms of degree higher than the third. Adopting
the definition of Burkhard and Shealy, that the caustic is the
locus of singularities of the image field of a point object, we
find that this is equivalent to the locus of points at which the
determinant of the OPM vanishes. The OPM offers, there-
fore, a convenient access to the calculation of caustics.
DERIVATION OF THE GEOMETRIC OPTICS FIELD
FROM THE SCALAR DIFFRACTION THEORY
Consider a time-harmonic point source located at ro in the
object space. Neglecting the vector nature of the field, which
requires it to be divergenceless, the field 6(r) in the image
space may be expressed in terms of the field 4' (r) on the de-
flecting surface by the Green function solution of the Helm-
holtz equation
;(r) = ST H', (r') G(r, ) G (r, 0 6jr (') dS',ff on' on'I (1)
where G (r,r') is the free-space solution of a point source at
G(rr') = -1 einklrr'I
4 Ir - r'J (2)
n is the refractive index of the image space, and k = 2r/N is
the wave number associated with the field It (r). The cases
of reflection and refraction must momentarily be treated in-
dependently, as in the former both incident and reflected
fields contribute to 4A, (r'), while in the latter only the refracted
wave contributes.
Considering reflection first, the field on the reflecting sur-
face is expressed as the sum of the incident field At (r') and the
reflected field Ir(r'):
', (r') = Pi'er') + ', (r'). (3)
The important hypothesis made at this point is that the radii
of curvature of the incident and reflected wave fronts, and also
that of the reflecting surface, are very large compared to the
wavelength. In the geometrical optics limit this is almost
always the case.12 The wave fronts may then be considered
locally as plane waves, yielding on the surface the following




where p is the appropriate Fresnel reflection coefficient. In
the short wavelength limit only the phase of both 4i and
G(r,r') need be differentiated in evaluating the normal de-
rivative. This yields
= -ink cosc4i (bfr'),
On'




where cosa = (ro - --9/ I ro-r' | and cosa' = (r -r')-/ I r
- r' l, in terms of the position of the object point ro and the
surface normal R. Substitution of Eqs. (2)-(5) into Eq. (1)
causes the latter to emerge as the sum of two integrals. The
first of these is the ordinary diffraction integral, the second
is the reflected field:
ink einksi'() i -- (cosok - cosa)' Ii(r'dS'
4r S I
ink rreinksi1
-n JJ (cosa' + cosa)p e #i(r') dS', (6)
47 S1
whereso = |r'-rol, si = jr'-r1 . In the ray-optic limit the
angle of incidence a and the angle of reflection a' are equal,
so that the first integral is of no consequence.
Let us evaluate the second integral in Eq. (6) in the sta-
tionary phase approximation. Substituting the spherical
incident wave
i(r') = einkso/Sa
into Eq. (6), one has
*ink eink~so+si)




We take advantage of the fact that in the limit k - the ex-
ponential factor in the integrand is such a rapidly oscillating
function that only the immediate neighborhood of those
points r' on the surface at which the total path L = n(so + s 1)
is an extremum contribute. Writing the surface equation in
terms of curvilinear coordinates u,v
r' = R(u,v), (9)
the extremum condition yields two equations:
L,(rr'; u,v) = 0,
L,(r,ro; u,v) = 0,
(10)
where the subscripts u and v denote partial differentiation
with respect to u and v respectively. Equations (10) may have
various physically realizable solutions. For example, an
nth-degree plane curve yields a maximum of n - 1 rays con-
necting ro to r by a single reflection. It is easily shown that
the condition of Eqs. (10) is equivalent to the statement that
the incident and reflected rays mutually satisfy the law of
reflection with respect to the surface normal, i.e. they are co-
planar, and satisfy
a'=a. (11)
This is of course a special case of Fermat's principle.
Denoting by U, U a solution pair of Eq. (10), all quantities
under the integral of Eq. (9) are approximated by their value
at that point; only the phase is expanded to second order in
the differences a - U, v - U:
L(u,v) = L(UU) + (4/2) UTHL U. (12)
The ro,r dependence has been suppressed, and it is found
useful to use matrix notation. U is the column vector with
components a - U, v - v, and HL is the Hessian matrix
HL = Vuu(UU) L..(U,0) (13)
[LEA (U,) L,,,, (UU)
which we call the optical path matrix (OPM). The element
of area dS' is expressed in terms of rectangular coordinates
t and q, locally tangent to the surface at UU: dS' = dt dr.
Relating these coordinates to the curvilinear coordinates u,v,
dS' is expressed in terms of u and v:
dS' = J(u,v) du dv, (14)
where
J(u,v) = l4tex - (15)
is the Jacobian of the transformation. The remaining inte-
gration is carried out by standard techniques:
e(1/2)ikUTHLUdudv = -h- 1 /2, (16)
where h = det HL is the determinant of the OPM. The geo-
metric optics field associated with a singly reflecting ray is
thus given by
= np cosaJ(UU)eikL (17)
In Eq. (17) all quantities are associated with the actual ray
trajectory, and the field is nonzero at r only if a ray exists
there.
An important question is whether the field given by Eq. (17)
depends on the choice of curvilinear coordinates u,v. In the
Appendix it is shown that the geometrical optics field given
above is indeed invariant under a point transformation. The
proof takes into account Eqs. (10).
The corresponding formula for a refracted ray is found by
similar arguments. If ki (r') is the incident wave at the re-
fracting interface, and it (r') is the transmitted wave, then the
local plane-wave postulate yields the relations
I Vtt W) = r pi (r'),
4t (r') n cosf lai 1(r') (18)
On' nocosa On'
in terms of the refractive indices no and n1 of the media of the
incident and refracted raysYespectively. a is the angle of
incidence, cosa = N. (r' - ro)/so, and t is the angle of the re-
fracted ray with the surface normal. The latter is related to
the angle of incidence a by Snell's law
nosina = nisin#. (19)
Using the above defined transmitted field in the diffraction
integral of Eq. (1), gives the approximate diffraction law
ink ff eik(noso+nisi)
Q(r) = -- r T (CQ~S#+cosO) dS
4ir JJ sosi
(20)
where cosO' = t . (r - r')/S .
The application of the stationary phase method again yields
the conditions of Eqs. (10) upon substitution of a spherical
incident wave, where L = noso + n1s I is the total optical path.
In this case the refraction law 3' = 1 must be satisfied. The
final result for the field is
4(r) = n1 r cosfJ(UU)eikL/SoSix/hi. (21)
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uu, - + -o cos00 + - cosl - - cos 2k0o,
LulV' = Lv'u' = - sinoo coso0 ,
FIG. 1. Illustration of the coordinates used in Eqs. (25) and (26) for the
problem of a single reflection or refraction.
Equation (17) for the reflector is just a special case of Eq. (21),
along with Eq. (19), if no = n1.
Adopting the definition that the caustic surface is the locus
of singularities in the geometric optics field,1-3'9 either Eq. (17)
or Eq. (21) yields as the equation for the caustic surface,
h = 0. (22)
Although the field predicted by Eq. (21) is infinite on the
caustic surface, this infinity is nonphysical. It arose from a
failure of geometrical optics in the limit of infinite wave-front
curvature. The correct field in the neighborhood of the
caustic is actually better described by an Airy function.1 3
If only real solutions of Eqs. (10) are allowed to contribute
to the geometrical optics field, then no ray is seen to pass
through the convex volume behind the caustic, resulting in
zero field. Keller and Streifer 1 4 have shown that complex
rays, as are determined by complex solutions of Eqs. (10), will
yield the exponential (evanescent) field existing in the shadow
region behind the caustic.
For the case of the single deflection under consideration,
h is easily expressed in terms of surface parameters. Choose
a coordinate system centered at the point of incidence of the
ray, as shown in Fig. 1. Let u and v be rectangular coordinates
in the tangent plane, directed along the curves of principal
curvature, and let w be measured along the surface normal.
A point u',v',w' on the surface near the origin satisfies
W = - 1/2(u'
2/Rl + v'2/R 2), (23)
to second order in u',v', where R1 and R 2 are the principal radii
of curvature. The signs of RI and R 2 are chosen positive if the
corresponding centers of curvature are located on the negative
side of the w axis. In terms of the coordinates u0 ,u0,w0 of the
point source and u,vw of the observation point, the optical
path length is given by
L = no[(u - U') 2 + (v - v')2 + (W - W')2112
+ n1[(uo - U')2 + (Vo - v')2 + (Wo - w')
2]1/2 . (24)
The expressions which follow will be simplified somewhat if
spherical coordinates are introduced. They are defined by
u = t sinG cos4,
v = t sinG sinr, (25)
w = t cosd.
Equation (24) yields then, on substitution of Eqs. (23) and
(25),
Luv, =- + n-coso) + n Icos01 _ Isin2oo,
where 00 and 00 are the angular coordinates of the point




- = °sin200 +-sin201,
5 So S1





= 1/a2 + GA2 + 2AKm/a - (1/a + AK)/b, (29)




km = (1/2 )(11R 1 + 1/R2 )- (30)
Curvature in direction normal to plane of incidence
kn = 1/R1 sin
24o + 1/R2COS 2ko.
Equation (30) applies also to the field of a reflected ray. If
we take 01 = 0o and no = niI, then
h = (1/a 2 + 4G) COS2 00 + 4km cosSO
- (2kn/a) sin2 o0 costo. (31)
Equations (29) and (31), along with Eq. (21), are equivalent
to the results of Refs. 1-3. In this work a ray bundle is
mapped from an emitter surface onto a receiver surface after
having undergone one reflection or refraction. This equality
of results is entirely expected, because the stationary phase
approximation is equivalent to geometrical optics.
EXAMPLES
Before generalizing the calculation to an arbitrary number
of reflections or refractions, let us consider some fairly simple
examples. A plane reflecting surface satisfies G = km = k,
- 0, and by Eq. (31-) h = cos200/a 2. Equation (17) yields on
substitution,
4(r) = peink(so+s1)/(s + Si). (32)
Except for the reflectivity factor, this result is just a spherical
wave emerging from the image point. That the geometric
optics field is indeed quasicorrect implies that a necessary
condition for its validity is that the products kR1 and kR2 are
very large. Because Eq. (32) is still "correct" even if the
wave-front curvature is large, the condition that the product
k times wave-front curvature be also large seems not so
stringent.




Now consider an axially symmetric reflecting surface de-
fined by the equation
r = r' -
z = <(r') + 1 -'(r')2]/2 "(r').
z = ¢(r), (33)
where r 2 = x 2 + y 2 . A plane wave is incident along the z axis.
This wave is generated by placing a point object on the axis
at (z positive) infinity. Because only meridional rays are
generated by a point object on the optic axis, the axial sym-
metry is maintained.
The lines of principal curvature are the intersections of the
reflector with the meridional planes and the transverse (z =
const.) planes. Using techniques of differential geometry'5
the principal curvatures are found to be given by
kl = 1/R = -<"/(1 + r2)3 /2
and (34)
k2 1/?R2 = -<'/[r(1 + <'2)1/2]
respectively. Substitution of Eq. (34) and the relation tan00
= t' into Eq. (31) yields
I _ 2 "(r') + <'(r')/r'l + r'( )(3'5)
s 2 si 1 + <'(r')2 r'(1 + N'(r')2
Here r' is the value of r at the point of incidence, and si is, as
before, the distance from the reflector to the point of obser-
vation. Equation (35) along with Eq. (21) gives the field at
any point along a ray.
The equation of the caustic, Eq. (22), is quadratic in sl.
This result is general because the caustic surface has two
sheets, each sheet being generated by one of the two centers
of principal curvature. 8' 9 By Eq. (35) the two solutions for
s, are
s, = r'[1 + <'(r') 2 ]/2t'(r'), (36a)
and
si = [1 + <'(r')2]/2<"(r'). (36b)
By means of some geometric considerations the coordinates
r,z of a point on the reflected ray may be expressed in terms
of r' and s :
1 -0
r = r'- + Nr,' )2 S1
z1 + I-t ,'(r2 (37)
Substitution of Eq. (36a) into (37) yields the equations of the
first sheet of the caustic:
r 0 Q
z = <(r') + (Y2)r' + [1/Nr')- -(r')]. (38)
These express the equations for a line segment coincident with
the z axis. The sheet of the caustic thus found for a rota-
tionally symmetric system, is called the "spike".3' 9 If the
reflector is infinitely extended, the limits of the spike are the
solutions of
<'( ) = r't"(r').
The first of these equations shows that the spike is in contact
at one of its endpoints with the cusp of the horn.
The reflecting surface for which the caustic degenerates into
a point, the focal point, is found by solving Eqs. (40) for <(r')
with r = 0 and z = zo = constant. The well-known solution
is that of the parabolic reflector,
<(r) = r2/(4zo). (41)
MULTIPLE REFLECTIONS AND REFRACTIONS
The diffraction integral, Eq. (20), is also valid if the position
vector r is taken to lie on the deflecting surface. The fields
on both sides of the equation being the same, except for being
given at different points, the equation may be iterated any
number of times, yielding the equivalent form
(r) =|( ikr mssJ ff eik(n;Ts+nr2s2+- nnsm)
nd(cosi3 + cost3 ?) - n 2 (coS
3
2 + COSf2) ...
... nm(cosj,,n + cosl3',(r)dSldS'. . .dS' . (42)
Equation (42) is suitable for describing the field of rays which
have undergone m reflections or refractions, as illustrated in
Fig. 2. Substitution of a spherical wave for iP(rl) into the
right-hand side, and application of the stationary phase ap-
proximation yields the generalized form of Eq. (21),
_ _LI nj cos$J(;jUj)
j=1 S(
along with the minimum optical path condition,
(44)
Besides depending on the endpoints ro and r, the optical path
is a function of the 2m curvilinear coordinates u1, V1, U 2 , V2,
urn,, vUr defining the intersection of the ray with the m
deflecting surfaces. The OPM has 2m rows and columns, of
which the elements are all the second-order derivatives of the
optical path L with respect to the above 2m coordinates.
Caustic surfaces are given by Eq. (22), as before. In spite
of the greater complexity, the equation is again at most qua-
dratic in s8rn the distance from the last deflecting surface to
the observation point, so that for a given ray there are asso-
ciated only two sheets.
Finding h becomes very complicated if m is greater than
unity. In some problems one may exploit the symmetry of
the optical system in choosing coordinates which cause the





The second sheet of the caustic, called the "horn"3,9 is
obtained by substituting the remaining solution Eq. (36b) into
(37), giving
FIG. 2. Illustration of the coordinates used for the problem of multiple re-
flections and refractions.
895 J. Opt. Soc. Am., Vol. 69, No. 6, June 1979
(40)
L,,j = Lj = 0, j = 1,2,..., m.
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FIG. 3. Ray tracing to calculate geometrical optics field and caustics of a
simple lens.
The symmetry, however, depends not only on that of the op-
tical components, but also on the location of the point object
and the observation point. For example, a rotationally
symmetric system with an on-axis object point and an off-axis
observation point will have an OPM of bilateral symmetry.
If both points are off-axis, and in addition the observation
point lies off the meridional plane, then all symmetry in the
OPM will be lost. Below we consider an example of bilateral
symmetry.
SIMPLE LENS
Consider a simple lens of refractive index n and constant
radii of curvature R1 and R2 (see Fig. 3). The two centers of
curvature O, and 02 are located on the optic axis to the left
of the lens, separated a distance d. An on-axis object point
S is located a distance a to the left of 01.
With unity for the refractive indices of the object and image
spaces, the optical path connecting S to P of a ray which in-
tersects the lens surfaces at the consecutive points D1 and D2
is given by
L=so+ns 1 +s%2 (45)
where so = SD1,s = D1D2, and S2 = D2 P. If the positions of
D1 and D2 are defined in terms of spherical coordinates (01,X2)
and (02,02) respectively, which we center at the two centers
of curvature of the lens surfaces, and, if further, Xl, = 0 and 02
= 0 in the meridional plane through P, then the OPM can not
have nonzero values for terms containing first-order deriva-
tives in 01) or 02. The system has bilateral symmetry. The
determinant reduces to
h = LbloL02,62(Lo0 0 L0202 -L0102)- (46)
01 = 0, '02 = 0,
a. n
-sin 1 l - [R2sin(01 -02) + dsind1 ] = 0,
SO SI
(n/sO)[Risin(0 1 - 02) + dsin021
- (/s2)z - d) sinO 2 - X COSO21 = 0. (48)
Substituting Eqs. (45) and (47) into Eq. (46) will then yield
the value of h in terms of ray coordinates. The needed de-
rivatives of L are found to be the following:
L0l0, = (nRiR 2/s1 ) sinb sin02,
L012 = -[(nRI/sl) sin01 + x/s2]R2 sinO2 ,
=o1ol -(a2/sI) sin2&7 - (a/so) cos01
+ (nRil/s)fd cos0r + R2cos(01 - 02)]
-(nR/s3)[d sinG1 + R2 sin(0 - 02)12,
L022= (nR 2 /si)[-d cosG2 + R1 cos(01 - 02)1
-(nR2/s )[dsinG2 + Rlsin(0 1 - 02)12
+ (R2/s2 )[x sin02 + (z - d) COS02]
-s(R/s2)I-x cos02 + (z - d) sinO2J,
Lolo = -(nRIR 2 /sl) cos(01 - 02)
+ (nRiR2/s )[dsinfl + R2sin(01 -02)]
X [d sind2 + R1 sin(01 - 02)1- (49)
Finally, the two Jacobians are
J, = R2sinil,
J2 = R2sinO 2.
(50)
Because the lens and incident wave front from the point
object on the axis are rotationally symmetric about the optic
axis, the principal directions of curvature of the wave front
and the lens surfaces coincide. The two sheets of the caustic
surface are consequently each related with one of the principal
directions of curvature of the lens. This fact is exhibited by
Eq. (46). Inspection shows that two of the three factors have
zeros on a given ray. To be precise, each ray is easily shown
to have two zeros, one belonging to each term. The caustic
spike is determined by solution of
L52,02 = °,
and the caustic horn satisfies
-Lo 1,62 = 0.
(51)
(5 2)
Let the x axis be in the meridional plane, and the y axis
orthogonal to it; then with the coordinates of P being xOz,
the origin located at O, the lengths of the three ray segments
are given by
so = [R2sin2 01 + (a + RicosO )
2]'/ 2,
SI = [(R2 sinO 2 cos0 2 - RisinGlcosq01)2
+ (R2sin02sin 2 - RlsinOlsinol)2
+ (d + R2 CoSO2 - R. CoS0)2]"
2, (47)
S2 = [(x - R2 sin02 cos02)
2 + R2 sin2 0 2 sin
2 02
+ (z - d - R2COS02)2]1/2.
The positions of the points D1 and D 2 are determined by the
solution of Eqs. (44), where °1, 01, 02, 02 form the four coor-
dinates to be varied. Substitution of Eqs. (45) and (47) yields
four equations defining the ray:
SUMMARY
It was shown that all geometric optics properties of any
optical system are simply derivable by the method of sta-
tionary phase. The "optical path matrix", which is the
Hessian of the optical path, was shown to be a useful concept
in the determination of the image field of a point source and
its caustic surfaces. The method is easily extended to finite
size coherent or incoherent sources.
The final connection with the results of Refs. 1-3 is made
through defining the illumination in terms of the geometric
optics field. The flux density through a receiver surface is
given by
F = 1jJ12 cos0, (53)
where T is the geometrical optics field, and 0 is the angle be
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tween the normal to the receiver surface and the incident ray
associated with IF.
The flux-flow equation of Shealy and Burkhard is applied
to a multi-interface system in Ref. 4. It is expected that our
formulation is equivalent also in the general case, although
this was not shown here.
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APPENDIX
We show that the general formulas for the geometric optics
field, such as Eq. (21), are invariant under a point transfor-
mation. It is sufficient to consider the following ratio:
R = J(x,u)/[h(u)1 1/2 , (54)
where J(x,u) is the Jacobian of the transformation x = x (u),
x and u being vectors, and h is the Hessian of the optical path.
Introducing the transformation u = u(u')., we derive from the
definition of the Jacobian and the rule for the determinant
of a matrix product the identity
J(x,u) = J(x,u')J(u',u). (55)
Likewvise, the components of the Hessian matrix transform
according to
C)_2L 6L 62U'
E au_+o Pdj k U ? bukau1 j
F 2 L au'k au
1, I Cbu bu Z but buj
= EE 2L buk au;
a l bukbu; Cui bu 3 '
where Eqs. (10) were applied. Taking the determinant of Eq.
(56) yields
h(u) = h(u')J(u',u)2 . (57)
Finally substituting Eqs. (55) and (57) into Eq. (54) shows
R = J(x,u')/[h(u')11 2 . (58)
This completes the proof.
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Generalization of the two-dimensional random checkerboard
process
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A generalization of the two-dimensional random checkerboard process is described and a complete
statistical characterization of its second-order properties provided. In particular, we allow arbitrary
correlation between the intensities or gray levels in contiguous square regions. The construction
procedure is shown to result in a homogeneous and isotropic two-dimensional random field. Explicit
evaluation of the autocorrelation function and power spectral density are provided. .The resulting
random field provides a useful model for a variety of image processing applications. Several applica-
tions are discussed.
1. INTRODUCTION
The random checkerboard process has been described
by O'Neilll and others. Basically the plane is partitioned into
square regions with sides parallel to the orthogonal Cartesian
coordinate axes. The intensities or gray levels within each
square are then independently assigned either of the two
values, black or white, with probabilities p and q = 1 - p re-
spectively. The result is a two-dimensional random field
possessing nonsymmetric power-spectral distribution. This
897 J. Opt. Soc. Am., Vol. 69, No. 6, June 1979 0030-3941/79/060897-10$00.50 (9D 1979 Optical Society of America 897
