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5章 探索的判別分析のためのﾌｪｰｽ ｸﾞﾗﾌ 表現法
5｡1　 序 言
本章では多次元ﾃﾞｰﾀ の判別分析に於いて，ﾌｪｰｽ ｸﾞﾗﾌ を用いて判別関数法を
支援し，より有効な判別分析を行う方法を提案する［杉本81a,90 ］［本多81b ］.判別関
数法に於いては，事前に判別すべきｸﾗｽﾀｰ の数が解っており，かつ各ｸﾗｽﾀｰ






















5.2 節では統計学における判別関数法の概要を述べる.   5.3 節ではＯＴＯＤ 法にお
ける判別分析のための最適な変数割当て探索ｱﾙ ｺﾞﾘ ｽﾞﾑ の定式化を行う.    5.4 節




2 つの μ 変量母集団 び,，Go があり，母平均μ(')，μ(^)は異なるが，母分散･ 共分
散行列i:は等しいと仮定する．　ここで，両群からそれぞれ大きさn,,    Hoの標本が得
られたとするとき，幾つかの項目の表記法を以下のように定義しておく．
夕変量の観測ﾃﾞｰﾀ
X     ―    
（X^
，Xn,
   ...,　
ろ ）
k 群の丿番目ﾃﾞｰﾀ のﾉ 変量
Y
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(5.2.8)




















































線形判別関数 Ｚの係数ﾍﾞｸﾄﾙﾌ の値は，z の平均値の差の二乗を郡内分散で割った
値を最大にするという基準によって定められる．式(5.2.11),   (5.2.14)の表現を用いる
と，それは式(5.2.15)のように表せる．
0  =
ぜ ヱ 旦し( Σ舛r





J 阿ﾉ”Q, 略　　　y  ゛ i･2, …> p　　　（5.2.16 ）
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ここで，係数 口} はその比だけが一意的に定まるものであるから，c は任意に選ぶ
ことができ,   c＝l とすると式(5.2.17)のように書ける．
1 ＝ ﾄﾞ' d　すなわち 八= (5.2.17)
ここで，け は行列V  ＝(り の逆行列1/-1の Ｇ丿 要素である･
式(5.2.17)から,   z についての2 群の距離は. p 次元空間における2 群の重心x(')
，x(^) の間のﾏﾊﾗﾉ ﾋﾞｽ 平方距離鳶2に当たることが解る.なぜなら式(5.2.18)
と成るからである．
心 ＝r 仙 注 脚/=  Cx(^)-lc('^))ず(-x(1)一･ ‾(2))＝刀ﾉ(5.2.18)
また，z の群内分散も 鳶2に等しく成る．すなわち式(5.2.19)と成る，
Vz = vv ‾ﾘ゛rd =  d, ゛ Dﾉ
それゆえ,   zの標準偏差
Ｚの総平均
らは式(5.2.20)のように書ける
Sz -    IV   - Dﾉ-    Iri
Ｆ は式(5.2. 2 1)と成るから
一
一
17     ＝ (ｊ(1)Jj(2)) ＝八 Ｔ(1) ＋Ｔ(2) －2
ｙ)
＝0
z(')＞ が')のとき，新しい標本 ら ＝/'(X｡ －
る＞ Ｏのとき　^｡ ∈ ぴ,








と判別すればよいことが解る.     z(')＜z(2) のときは，この反対にすればよい．
いま'   -^1,心 …' 今は両群内でばぼ正規分布に従うとすれば･ そ の1 次結合であるＺ
は正規分布により近づくから，仙,










Fv[z ＜0＼G.]づﾚ(1) 几)づﾚ ① 卜 齢 焉/2)
(5.2.25)
ここで，φは正規分布の下側確率を示す．一方,   Go群の個体が誤つて ぴ,群に属する
と判定される確率は式(5.2.26)となり，式(5.2.25)と一致する．
Pr[z ＞O ＼ぴ^]＝φし^() ら ＝φ(一刀／2) (5.2.26)
上記の判別方式は，新しい標本Ｘ｡( ろl,亀, …. 馬) がらGn のどちらかの群に
属することを前提として，その一方に判別する規則を与えるものである｡ しかしなが
ら，A^｡は ぴ1， Ｇ のどちらにも属さないと考えるべき場合も有り得るので，X｡ と ら
妬 群の平均とのﾏﾊﾗﾉ ﾋﾞｽ 平方距離 μ12，双22も求めておく方がよい｡ それらは
式(5.2.27)(5.2.28)のように成る｡














このDJ,    μ2糾ま^1，心 …>   ろ の分布に 夕 次元正規分布を仮定でき，かつV ，x()
，rx(' をΣ，μ()･ μ(')と見なせるときには･ 共に自由度ρのが 分布に従うの
で，このどちらもが，そのO  ％点 が(p ； 0.05)を超えるような場合は，新しい標本Ｘ｡
は び,にも 妬にも属さないと判定すべきである｡
5.2.2　 多群の判別
3群 び，^G,,   妬 があるとすると.   び,と ら ぴ と^ ら 妬 と 妬 の3 つの判別関数





ﾌｪｰｽ ｸﾞﾗﾌ の表情要素のﾗﾝｸ 値y  ＝(fi,y->,…, y,)とその表情の感覚距離空












- 1.2 ‥ …7 (5.3.2)
この7 個の式は一般的には非線形であり，ここでは非線形の関数を同定するのに有効
な手法である ＧＭＤＨ を用いて，感覚距離空間を構成するときに用いた88 個の表情ｻﾝ
ﾌﾟﾙ の表情要素のﾗﾝｸ 値と，それぞれのｻﾝ ﾌﾟﾙ の感覚距離空間での座標との










ｙ -- A ･ χ (5.3.3)






























































































方法などがその一例である．判別分析の場合は，判別するｸﾞﾙｰ ﾌﾟの表情が ｸﾞﾙｰ ﾌﾟ
間でできるだけ似ていないように表現した方がﾃﾞｰﾀ の判別が容易である．判別分析
では分析対象のｼｽﾃﾑ から，予めｻﾝ ﾌﾟﾙ ﾃﾞｰﾀ が得られることが前提条件であり
（このﾃﾞｰﾀ をﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ と呼ぶ）,このﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ に基づいて，
判別する ｸﾞﾙｰ ﾌﾟの表情が最も区別し易く成るような変数割当てを探索することがで
きる．この探索方法のｱﾙ ｺﾞﾘ ｽﾞﾑ を図5.3.1 に示し，その流れを以下に説明する．
（1 ） ﾃﾞｰﾀ の変数 鳶（iﾆ1, 2, …,7 ）を表情要素 乃ﾉﾆ1, 2, …, 7 ）｀ l 対1 に割り
当てるための行列A を設定する．
（2 ）ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ を1 から9 までの整数値に量子化する．これによって
表情要素のﾗﾝｸ 値が決まる．















は表5.3.1 に示すとおりである．この感度はScheffe の1 対比較法によって求めた．







図5.3.1 変数割当て探索ｱﾙ ｺﾞﾘ ｽﾞﾑ
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表5.3.1 表情要素の感度分析の結果



































し，群内の備差平方和･ 積和行列を『 とする. 凪ま群 Å･の偏差平方和･ 積
和行列を 附A』としたとき式（5.4.3）から計算できる.
Jｱﾆ χi 伊）　　　　　　　　　　　　　　　　 （5.4.3）
=1














変わるために その信頼性が落ちるであろう．更にﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ は十分な個数





ってのﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ の質と量に対するﾛ ﾊﾞｽﾄ 性についても比較･評価を行う．
これらの比較･ 評価は，乱数を用いて作成された擬似ﾃﾞｰﾀ を使用して行う．このﾃﾞｰﾀ
の次元数は，ﾌｪｰｽ ｸﾞﾗﾌ で表現可能なﾃﾞｰﾀ 変数の数と同数とするために7







ここでは前述した3 つの評価関数を,   3つのｸﾞﾙｰ ﾌﾟから成るﾃﾞｰﾀ の判別をﾌｪｰｽ
ｸﾞﾗﾌ を用いて行った結果によって比較する．まず3 つのｸﾞﾙｰ ﾌﾟから成る7 次
元ﾃﾞｰﾀ を各ｸﾞﾙｰ ﾌﾟ40 個ずつ作成し，これを20 個ずつのﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ とﾃｽﾄ
ﾃﾞｰﾀ に分割する．ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ は，最適変数割当てを求めるために使
われる.ここで求まっだ変数割当てによってﾃｽﾄ ﾃﾞｰﾀ をﾌｪｰｽ ｸﾞﾗﾌ で表現し，
被験者にこのﾌｪｰｽ ｸﾞﾗﾌ を3 つのｸﾞﾙｰ ﾌﾟへ判別させる．被験者には3 つのｸﾞﾙｰ
ﾌﾟの重心ﾃﾞｰﾀ のﾌｪｰｽ ｸﾞﾗﾌ を提示しておき，ﾃｽﾄ ﾃﾞｰﾀ を表現したﾌｪｰｽ
ｸﾞﾗﾌ を1 枚ずつ提示して3 つのいずれかのｸﾞﾙｰ ﾌﾟに判別させる. 各被験者の判
別結果は，式(5.4.4)によってその正解率を算出して評価する
正解率 （％） --
元のｸﾞﾙｰ ﾌﾟへ判別されたｻﾝ ﾌﾟﾙ の数
ﾃｽﾄ ﾃﾞｰﾀ の全ｻﾝ ﾌﾟﾙ の数
×100
(5.4.4)
この比較実験は2 系統のﾃﾞｰﾀｾｯﾄ （ｹｰｽ1.ｹｰｽ2 ）について行った．被験
者は10   名であった.   2つのｹｰｽ における各関数の最適変数割当てと，そのときの
表5.4.1   3つの関数によって求めた最適変数割当てと判別の精度
ｹｰｽ1 ｹｰｽ2









12  3  4  5  6  7
---
6 2  3  14  7 52
 3  6  5  4  7 15







2 3 4  5 6  7
4  17  5  2  64
 17  5  2  67













5.4.3　ﾄﾚｰﾆﾝ ｸﾞ ﾃﾞｰﾀ に対するﾛ ﾊﾞｽﾄ 性の比較 （比較|| ）
ここでは，ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ が変わっても安定した最適変数割当てが得られるか
どうか，つまりﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ に対するﾛ ﾊﾞｽﾄ 性について調べる．ここでも比
較Ｉと同様の方法で作成した,    3つのｸﾞﾙｰ ﾌﾟから成るﾃﾞｰﾀｾｯﾄ を使用する．
しかし，比較Ｉとはｸﾞﾙｰ ﾌﾟの重心ﾃﾞｰﾀ を変えて別の系統のﾃﾞｰﾀ を作成する．
変数割当て探索に使用するﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ は各ｸﾞﾙｰ ﾌﾟ20 個ずつ，合計60 個
作成する．更に同じﾃﾞｰﾀｾｯﾄ から乱数の種類を変えて2 種類の異なるﾄﾚｰﾆﾝ
ｸﾞﾃﾞｰﾀ を作成し，これらをﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ1,    2,   3とする．そして更に 同
様の方法で他のもう1 つの系統のﾃﾞｰﾀｾｯﾄ を作成する．つまり2 つの系統のﾃﾞｰﾀｾｯﾄ
に，それぞれ3 種類のﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ が作成される．
これらのﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ を使い，それぞれの関数によって求めた最適変数割
当ては表5.4.2 に示すとおりである．両ｹｰｽ に於いて，関数Ｉではﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ
が違っても変数割当ては殆ど変わらないのに対し，他の2 つの関数ではﾄﾚｰﾆﾝ
ｸﾞﾃﾞｰﾀ が違うことによって変数割当てが相当異なっていることが解る．つまりﾄﾚｰﾆﾝ
ｸﾞﾃﾞｰﾀ に対するﾛ ﾊﾞｽﾄ 性は，関数n ，inと比べて関数Ｉの方が非常に
高いといえる．
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5｡4.4　ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ 個数に対するﾛ ﾊﾞｽﾄ 性の比較（比較Ill）
比較n で用いたﾃﾞｰﾀｾｯﾄ のﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ の個数を各ｸﾞﾙｰ ﾌﾟとも10 個




ﾌﾟ(yp，ﾙﾙ 八)と低いｸﾞﾙｰ ﾌﾟ仇 ，八 几)に分けることができる．各表情要素に
割り当てられる変数が，このｸﾞﾙｰ ﾌﾟの中だけで入れ替わる場合は，ﾃﾞｰﾀ ｸﾞﾙｰ ﾌﾟ
の表情は変わるが判別特性への影響は小さい．しかし，ｸﾞﾙｰ ﾌﾟの境を越えて入れ替
わる場合には，判別特性に与える影響が大きく成る．そこで1 ｸﾞﾙｰ ﾌﾟのﾄﾚｰﾆﾝ




い．当然これらの不一致( 特に第1 種の不一致) が少ない程，ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ の
個数が変化しても類似した最適変数割当てが求められることを示している．表5.4.3
には3 つの各関数ごとに，ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ が10 個の場合と5 個の場合の各不一
致度を示した．この度数は2 つの系統のﾃﾞｰﾀｾｯﾄ のそれぞれ3 つのﾄﾚｰﾆﾝ ｸﾞ
ﾃﾞｰﾀ について合計したものである．つまり1 つの変数割当ての中で起こる各不一致











る．一方，ﾌｪｰｽ ｸﾞﾗﾌ に於いては5.4 節で示したように評価関数Ｉによって得ら




して，ﾌｪｰ ｽﾞｸﾞﾗﾌ と判別関数法とを3 ｸﾞﾙｰ ﾌﾟの判別（ｹｰｽ1 ）と2 ｸﾞﾙｰ ﾌﾟ
の判別（ｹｰｽ2 ）の2 つのｹｰｽ について比較･ 評価する．両ｹｰｽ とも，ﾄﾚｰﾆﾝ
ｸﾞﾃﾞｰﾀ は1 つのｸﾞﾙｰ ﾌﾟの個数が20 個，10 個，5 個の場合の3 通り，ﾃｽﾄ
ﾃﾞｰﾀ は各ｸﾞﾙｰ ﾌﾟに20 個用意する．これらのﾃﾞｰﾀ は5.4 節で用いたﾃﾞｰﾀ と同
様の方法で作成する．作成したｹｰｽ1 のﾃｽﾄ ﾃﾞｰﾀ を表5.5.1 に示す．ｹｰｽ2
で使用したﾃｽﾄ ﾃﾞｰﾀ は5.5.2 の実験で使用するﾃﾞｰﾀ と同じである．そのﾃｽI ヽ
ﾃﾞｰﾀ は表5.5.4 の上段左側に示されている．
判別関数法に於いては，3 通りのﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ それぞれについて判別関数を
求め，それぞれの判別関数によって同一のﾃｽﾄ ﾃﾞｰﾀ の判別を行った．判別の結果
を表5.5.2 に示す．正解率は元のｸﾞﾙｰ ﾌﾟに判別されたﾃﾞｰﾀ の個数を全ﾃｽﾄ ﾃﾞｰﾀ
の個数で割った値である．一方ﾌｪｰｽ ｸﾞﾗﾌ では3 通りのﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ そ
れぞれに対する最適変数割合てを求め，その変数割合てによってﾃｽﾄ ﾃﾞｰﾀ をﾌｪｰｽ
ｸﾞﾗﾌ で表現して被験者に判別を行わせる．図5.5.1 にはｹｰｽ1 で得られた最
適変数割合てによってﾃｽﾄ ﾃﾞｰﾀ を表現したﾌｪｰｽ ｸﾞﾗﾌ を示す.判別の方法は，
被験者に各ｸﾞﾙｰ ﾌﾟの重心ﾃﾞｰﾀ のﾌｪｰｽ ｸﾞﾗﾌ を提示し続け，ﾃｽﾄ ﾃﾞｰﾀ のﾌ
95
数　 Ｉ 関　 数　 Ｈ
表 情 要 素
関
-
1 2 3 4  5 6  7　　12  3  4  5 6  7










- ㎝- 皿--l- 二 四-
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表 情 要 素
- 一 一- 一 一 一 一 一 一
で　ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ1
12  3  4  5 6  7　　12  3 4  5 6  7　　12  3 4  5
一 一 一
6 7
一 一 一 －
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表5.4.3 最適変数割当て評価関数のﾄﾚｰﾆﾝ ｸ ﾃﾞﾞｰﾀ の個数
に対するﾛ ﾊﾞｽﾄ 性
不一致 ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ 個 数
第1 種

















































判別関数法に於いては，ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ が20 個の場合は十分に満足できる判
別結果が得られるが，ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ が少なく成ると判別結果が極端に悪く成る
か，又は判別関数が求められなく成る．これに対してﾌｪｰｽ ｸﾞﾗﾌ に於いては，ｹｰｽ1
では最適変数割合でか全て同じであり，ｹｰｽ2 ではﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ が20
個の場合と10 個の場合の間で前節で定義した第3 種の不一致が1 対,
   20個の場合と5
個の場合の間で第2 種の不一致が1 対あるだけでほぼ同一の変数割合でか得られた．



























































































































































































2 5 4 4 72
 4 4 183
 5 4 2 84
 6 3 3 92
 4 4 5 93
 5 2 4 73
 6 3 2 715



























































































































 5  4  8  2  14
 5  3  7  2  14
 5  3  8  4  35
 6  2  7  4  24
 4  3  9  4  24
 6  2  7  4  14
 6  3  8  2  14
 7  3  6  4  24
 6  5  8  5  116
 2  7  2  15
 3  3  8  5  26
 7  18  3  24
 4  5  5  3  13
 4  7  9  3  22
 3  17  3  41
7 1 8 1 1
4 2  5  7  3  22
 4  4  5  2  417
 4  6  6  23
































∩ ⊃ ○ ひづ づ づ ⑤










白^cr^  r^ci>/^^zz^ひ こづ づ づ づ づ づ
図5.5.1    3 ｸﾞﾙｰ ﾌﾟの判別 に用いたﾃｽﾄ ﾃﾞｰﾀ
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表5.5.2 統計的判別関数法による判別特性
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5.5.2 異常 ﾃﾞｰﾀ の検出特性
判別関数法には，本来異常ﾃﾞｰﾀ を検出するような機能はない．判別関数法の分析
目的は，既に分かっているｸﾞﾙｰ ﾌﾟにﾃﾞｰﾀ を判別することである．しかし，分析ﾃﾞｰﾀ




と思われる．そこでﾌｪｰｽ ｸﾞﾗﾌ による異常ﾃﾞｰﾀ の検出実験を行う.
   5.5.1の2
ｸﾞﾙｰ ﾌﾟの判別実験（ｹｰｽ2 ）と同様の実験で，40 個のﾃｽﾄ ﾃﾞｰﾀ （各ｸﾞﾙｰ
ﾌﾟ20 個）に5 個の異常ﾃﾞｰﾀ を加え，被験者にはﾃﾞｰﾀ の判別を行うと同時に　ど
ちらにも判別できないﾌｪｰｽｻﾝ ﾌﾟﾙ は除外するように依頼した．実験は2 つの系
統のﾃﾞｰﾀｾｯﾄ について行った．被験者は15 名であった．実験に用いたﾃｽﾄ ﾃﾞｰﾀ
と5 個の異常ﾃﾞｰﾀ を表5.5.4 に それらを表現したﾌｪｰｽ ｸﾞﾗﾌ を図5.5.2
に示す．この実験は数日の間隔を開けて2 度行った．最初の日には，各ｸﾞﾙｰ ﾌﾟの重
心ﾃﾞｰﾀ のﾌｪｰｽｻﾝ ﾌﾟﾙ には一切の説明を付けないで被験者に提示し，次の日の
実験では図5.5.3 に示すように その表情の特徴を記述して被験者に提示した．これ
らの実験で異常ﾃﾞｰﾀ を検出できなかった被験者の人数を表5.5.5 に示す．この結果
からﾌｪｰｽ ｸﾞﾗﾌ による判別分析では異常ﾃﾞｰﾀ の検出が比較的容易にできること
が解った．またﾃﾞｰﾀ の各ｸﾞﾙｰ ﾌﾟの代表的なﾌｪｰｽ ｸﾞﾗﾌ の表情の特徴を記述す
ることによって，更に異常ﾃﾞｰﾀ の検出力が高まることが確認できた．
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4 6 3 77
 5 7 8
16  3 6 85
 7 3 4 73






















 9 9 9 3 52
 8 8 6 4 54
 8 9 7 4 44
 9 7 8 6 62
 8 8 9 5 64
 8 7 9 2 74
 9 8 7 3 618
 9 8 3 63
 9 9 9 2 718
 6 7 4 74
 9 7 7 6 619
 9 7 3 816
 7 7 3 82
 7 6 7 4 73
 6 7 9 5 519
 6 7 5 516
 8 9 4 316
 9 8 5 719
 6 5 174
 9 9 9 17
異 常 値 ﾃﾞｰﾀ
ｰ･･-･-･･ ●･･●●●●ｆ-･･--･- ●al
6  8  8  13  15a2　6
 7  8  2  3  2  5a3
7  6  9  2  2  2  4a4
5  6  8  14  3  6a5
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4 2 8 6 15
 17  3 22
 4 6 3 24
 2 7 5 13
 2 6 7 25





















































 4 5 8 3 215
 3 8 5 25
 5 3 8 3 24
 5 3 7 2 44
 3 4 8 2 24
 5 6 7 2 215
 4 6 2 34
 7 3 7 3 13
 4 2 5 2 312
 2 8 132
 2 5 8 4 32
 6 2 5 124
 8 2 5 2 115
 2 5 3 23
 5 4 5 3 32
 3 4 9 3 114
 5 6 5 12
 4 2 5 3 54
 5 2 4  144


















































































































































を判別分析に応用するために，多次元ﾃﾞｰﾀ の変数を表情要素に1 対1 で直接割り当












（2 ）ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ に対するﾛ ﾊﾞｽﾄ 吐
（3 ）ﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ の個数に対するﾛ ﾊﾞｽﾄ 性
その結果は以下のようなことが解った．
（1 ）ﾃﾞｰﾀ 判別の正解率は余り違いはないが，関数ｍが他の2 つの関数に比べ
て多少劣っている．
（2 ）関数1 はﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ が違っても最適な変数割当ては殆ど変わらな
いが，他の2 つの関数ではﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ が違うことによって最適な
変数割当てが相当異なる．
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本章では，また判別関数法とﾌｪｰｽ ｸﾞﾗﾌ とを比較して，多次元ﾃﾞｰﾀ の判別に
おける判別関数法の弱点を幾つか明らかにし，その弱点を補うためにﾌｪｰｽ ｸﾞﾗﾌ
の活用が有効であることを示した．その結果を以下に示す．




（2 ）分析ﾃﾞｰﾀ に混入した異常ﾃﾞｰﾀ は，ﾌｪｰｽ ｸﾞﾗﾌ を利川することによ
って容易に発見できた．







一方ではﾌｪｰｽ ｸﾞﾗﾌ によって異常ﾃﾞｰﾀ の監視やﾃﾞｰﾀ 全体のﾄﾚﾝﾄ の把握を
行う．そこで異常ﾃﾞｰﾀ が多く収集されたりすると，それは単なる異常ﾃﾞｰﾀ なのか，
それとも新たな傾向を持ったｸﾗｽﾀｰ を形成するものなのかなどの検討ができる．









のような場合にﾌｪｰｽ ｸﾞﾗﾌ のようなｸﾞﾗﾌ 表現法を併用して探索的に分析を行う
と効率がよい［Honda 87].ﾌｪｰｽ ｸﾞﾗﾌ はﾃﾞｰﾀ の全体像を把握するには非常に
優れた表現法であり，おおよそのｸﾗｽﾀｰ の存在を比較的容易に見つけ出すことが
できる．ﾌｪｰｽ ｸﾞﾗﾌ をｸﾗｽﾀｰ 分析のために使用するには，ﾃﾞｰﾀ の距離関係
がﾌｪｰｽ ｸﾞﾗﾌ の表情の感覚的な距離関係と一致していることが望ましい．どのよ
うな仮定も設けないでﾃﾞｰﾀ をそのまま表現するわけである．
2 次元ﾃﾞｰﾀ を2 次元平面上にﾌﾟﾛｯﾄ した散布図を想像すれば，このことは容易
に理解できる，散布図からはｸﾗｽﾀｰ の存在，適切なｸﾗｽﾀｰ の個数，及び各ｸﾗｽﾀｰ













6.2 節で統計的ｸﾗｽﾀｰ 分析についてその手法の概略を述べる.   6.3 節ではﾃﾞｰﾀ
の距離関係と表情の感覚的距離関係の線形性が満たされるための表現法を導き出
























































































ｸﾗｽﾀｰ ら に属する個体数を 七（ が＝1にし... in ）とする．　ｸｼｽﾀｰ-  c,と Ｇ
の問の距離の代表的な定義には以下のようなものがある.
（↓）最短距離：それぞれのｸﾗｽﾀｰ に属ずる個体の距離の最小値である．
Minimum ［ 亦,! a  e    C, ,   /ﾊﾞ= c. ］ (G.2.8)
（2 ）最長距離：それぞれのｸ うｽﾀｰ に属する個体の距離の最大値である．
Maximum[ 臨,しe    C,， ﾉ八三弓] (G.2剛
（3 ）重心間距離：それぞれのｸﾗｽﾀｰ の重心の間の距離である．







? d n ） (G.2.11)




ｸﾗｽﾀｰ の妥当性の基準としてまず考えられるのは，ｸﾗｽﾀｰ 内でのﾊﾞﾗﾂ 牛
をできるだけ小さく，ｸﾗｽﾀｰ 間のﾊﾞﾗﾂ 牛をできるだけ大きくしようというもの
である．ｸﾗｽﾀｰ の数をm,ｸﾗｽﾀｰ Ｇ に属する個体数を 几（ だ＝1, 2,…, m  ）

















? )ﾀ( ら,- 影)　/
 = l
∩ ）と（2 ）は距離（比類時度）を，（3 ）と（4 ）は類似度を定義しており，前
者は小さい程，後者は大きい程.    2つの個体ａと 川ま似ていることに成る．
次にｸﾗｽﾀｰ 開の距離を定義する，　いまｸﾗｽﾀｰ を ら　ら　 … ，に とし
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動の和を 叩とすると式（6.2.12）四 周係がある．
T -- r 十召 (6.2.12)
ここでr ，β，w はp×ρの行列であり，式(6.2.13)のように書き表す.
Tﾆ ㈲).   召 万b,,).   W て 町ﾄ 倉l 匹』･叩(゛ )づ 町(勺
(6.2.13)
馬 を第丿変量についての総平均･ 馬(゛ )をｸﾗｽﾀｰ Ｇ 内での第丿変量の平均値と
すると，これらの行列の要素は以下のように与えられる．













数m を可変とすれば，m  ＝n という極端な場合に叩 ＝o となり, m ＝l とすれば 叩 ＝
ｒで，m を大きくすればm ま小さく成り得ることは明らかである．したがって，こ
の基準は，m は固定したときのものと考えなければならない．
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6.3 表 情 の 感 覚 的 距 離 を 考 慮 し た 表 現 法6




る．ﾌｪｰｽ ｸﾞﾗﾌ はﾃﾞｰﾀ の概略を把握するには非常に優れた表現法であり，おお
よそのｸﾗｽﾀｰ の存在を比較的容易に見つけ出すことができる．ﾌｪｰｽ ｸﾞﾗﾌ をｸﾗｽﾀｰ





























規格化したﾃﾞｰﾀ 空間 Ｘ の中の2 つの任意の多次元ﾃﾞｰﾀ をX' とx ＼，x- とX' を





＝^  （五（A･ X' ））
-
- g ’（ 力 （A ･ x^ ））
(6.3.4)
(6.3.5)












d(x ＼，x^)＝d( ﾀﾞ，y') ＝d(A ･ x ＼，A ･ X' ) (G.3.8)
となり，行列A は省略して考えることができる．更に 関数川こよる量子化の誤差が
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十分に小さいと仮定できるとき, d(r' ，r^) はd(y ≒　m と殆ど同じである．　これ




肘x ≒　X')とd( れ　zﾉ の関係が線形であるということである．すなわち，式(6.3.9)
のような関係が成り立つことである．
d(z ＼　z）＝a ･ ｄ (x',   x-/ 十b,　for x ＼ xりΞ χ (6.3.9)
ここでａとｂは定数である．しかし ＯＴＯＤ 法ではこのような線形関係は必ずしも満
たされなかった．例えば，ﾃﾞｰﾀX' とxﾉ を表現した2 個の表情が殆ど似ていたとし
てもd(x ＼，x ／)は大きいことがあり，逆に2 個の表情が似ていないときでもd  (X',X')
は小さいことがある．　これはd(x',    x ﾀﾞ)＝d(y べ　丿)であることを考慮すると，
関数ｇが非線形であることを意味している．図6.3.1(a)はこのようなﾃﾞｰﾀ の距離と
表情の感覚的距離との違いが，関数ｇの非線形性によって生ずる過程を示している．d(x
＼，x^)とd(z',　zO が線形な関係であるといえるためには,   d(x',   x^)とd( れz')
の相関係数は1.0 に近い値でなければならない．しかし，4.4 節で使った88 個
の表情ｻﾝ ﾌﾟﾙ を作るために使ったﾃﾞｰﾀ それぞれのﾍﾟｱ の距離d(x ＼，x^) とこの
表情ｻﾝ ﾌﾟﾙ の感覚距離空間での距離d( れ　z') との間の相関係数は約0.31 であっ
た．　ここでは可能なﾍﾟｱ([88 ×(88 －1)]/2 ＝3828 ﾍﾞｱ) の全てについてd(x' ，X')

























一 f（A-  X  ） (G.3.10)
A ･ Ｘ である．更にｙ ≒y と仮定すると，式(6.3.11)のように成る．
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X   ＝Z (6.3.12)
となり，空間Ｘと空間Ｚが完全に等しく成る場合である．これはﾃﾞｰﾀ ｘの値が，そ
のﾃﾞｰﾀ を表現している表情が空間Ｚの中で持つ座標値ｚに完全に等しいことを意味















しかしながら,  g の逆関数が得られる条件は次のとおりである．
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とに成る．つまり関数ｇは1 対1 対応を満たしていると考えられ,   onto 写像もまたZ









いた88 個の表情ｻﾝ ﾌﾟﾙ の表情要素の値ｙと Ｍ-Ｄ-ＳＣＡＬ によって得られたそれぞ
れの表情ｻﾝ ﾌﾟﾙ の感覚距離空間での座標ｚを使用した．逆関数8-' は実際には，
式（6.3.15）のように7 個の多項式として求められる．
乃 ＝p ﾄﾞ'（ Z),          2 ＝ Ｌ ….7 (G.3.15)
ここでは,   GMDH を用いて1 つずつ求めた.   GMDH は次のような形の多項式によ
って非線形な関係を効率よく同定するための手法である．
ｶﾆ^o 十a.z, 十^2^2 十･    ■   ゛ 十 両z, 勾 十･    t   ･ 十^^ か^l' 十･    ■   ゛ (G.3.16)
この多項式の同定のために, 88 個の表情ｻﾝ ﾌﾟﾙ は44 個のﾄﾚｰﾆﾝ ｸ ﾃﾞﾞｰﾀ と44
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個のﾃｽﾄ ﾃﾞｰﾀ に分割された．最初にﾄﾚｰﾆﾝ ｸﾞﾃﾞｰﾀ を使って関数g-' が得
られ，次にﾃｽﾄ ﾃﾞｰﾀ を得られた式に代人してこの式のﾌｨｯﾃｨﾝ ｸﾞの性能を検
査した.    7個のどの多項式に於いても，元のﾃﾞｰﾀ 舅と推定された値 列 との間の相







（－1.0,   －1.0,…，－1.0）
（－0.5,  －0.5,…,  －0.5）
（　0.0,      0.0,…，0.0 ）
（　0.5,      0.5,…，0.5 ）
（　1.0,　1.0, ‥･,      1.0）
この実験では,    5つの顔のそれぞ才1のﾍﾟｱ の感覚的距離をMRJ  （Multiple RatioJudgment
）［Indow 601 を使って計測ﾚ それをM-D-SCAL によって処理してｻﾝ ﾌﾟﾙ
の1 次元配置を求めることとした.  MRJ の手順は以下のとおりである．
（1 ）5 個のｻﾝ ﾌﾟﾙ から基準ｻﾝ ﾌﾟﾙ として任意の1 個のｻﾝ ﾌﾟﾙ を選択する．
直線上にＯから10 までを等間隔に印したｽｹｰﾙ を机の上に置き，0 印の
位置にこの基準ｻﾝ ﾌﾟﾙ を置く．
（2 ）被験者は基準ｻﾝ ﾌﾟﾙ と他の4 個のｻﾝ ﾌﾟﾙ それぞれとの間の表情の類似
度について距離的な判定を行い，その距離に基づいて4 個のｻﾝ ﾌﾟﾙ をｽｹ
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‾ﾙ 上に並べる．　この測定から得られた距離をS('し,      (i･ｿﾞﾆ1, …,5)と表
す．　ここで，i と ﾊﾞまｻﾝ ﾌﾟﾙ 番号を，仕) は基準になったｻﾝ ﾌﾟﾙ 番号を示
している．
(3) 基準ｻﾝ ﾌﾟﾙ を他の4 個のｻﾝ ﾌﾞﾙ の1 つと交換し，上と同様の操作を5　
個のｻﾝ ﾌﾟﾙ 全てが基準ｻﾝ ﾌﾟﾙ に成るまで繰り返す. その結果C  (A )　 Ｏ
ﾉ ＝1, …, 5)が得られる．　1人の被験者による2 つのｻﾝ ﾌﾟﾙ ｙとﾉ の間の感
覚的距離Ｓ≒ は次の式で計算できる．
S ≒1
   '' s 仕),,-
S(‘;a-
(G.3.17)









をM-D-SCAL  ｀ 入力し,   5個の顔ｻﾝ ﾌﾟﾙ の1 次元配置を求めた．その
結果を図6.3.2の下段に示す.この1 次元解の妥当性を示す指標であるStress は0.0032
であった．これはこの1 次元解か十分に5 個のｻﾝ ﾌﾟﾙ の類似度の関係を満足してい
ることを示していた．





任意に作った3 つのﾃﾞｰﾀ を本章で提案した方法によって表情として表現した.    3
つの表情の間の感覚的距離を検証剣験Ｉと同様にMRJ を用いて計測した.   3個のｻﾝ
ﾌﾟﾙ でMRJ 実験を行うのは極めて困難であるので，ﾀﾞﾐｰ の5 個のｻﾝ ﾌﾟﾙ を加
え了 別囚のｻﾝ ﾌﾟﾙ を使ってMRJ 実験を行ない，最後に3 個のｻﾝ ﾌﾟﾙ 間の距離の
みを抜き出した．
同様の実験を5 組のﾃﾞｰﾀ について行った．各組での3 個のｻﾝ ﾌﾟﾙ の感覚的距離




































ここで提案したIF 法の多次元ﾃﾞｰﾀ の分類のための性能を調べるために 本方法
による分類の正確さを一般的な方法（ＯＴＯＤ 法）と比較する実験を行った．この実
験に使われたﾃﾞｰﾀ はChernoff の研究にも使われた6 次元の化石ﾃﾞｰﾀ である．も
とのﾃﾞｰﾀ は ｼﾞｬﾏｲｶ の北西部の始新世黄石灰石層から採取された87 個の貨幣石
の標本である．このﾃﾞｰﾀ はChernoff の分類でも示されたように3 つのｸﾞﾙｰ ﾌﾟか
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－10 - 5 0 5
図6.3.2　IF 法検 証実験 Ｉの結果
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10
ら楷成されている．この実験ては3 つのｸﾞﾙ 一 ﾌﾟからそれぞれ任意に1O 個ずつ選択ﾚ
合計で3O 個のﾃﾞｰ 夕を使用した．また，このﾃﾞｰ 夕は6 次元であるので7 次元
目の変数には定数を設定して7 次元のﾃﾞ一夕とした．
実験では披験者にこの化石ﾃﾞ一夕を表現した3O 個の表情ｻﾝ ﾌﾟﾙ を3 つの ｸﾞﾙ 一
ﾌﾞに1O 個ずつ分類するように要請した．また，披験者が顔ｻﾝ ﾌﾟﾙ を分類するとき
の帽 析基準は表情の類似性に置＜ように要請した．ｸﾗｽ 夕ﾘﾝ ｸﾞの性能を評価する




の場合の表情ｻﾝ ﾌﾟﾙ を図6.4.1 から図6.4.4 に示す．
実験はIO 名の披験者を使つて行つた．そ の結果として得られた3 つのｸﾗｽ 夕一
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図6.4.4 OTOD 法による化石 ﾃﾞｰﾀ の表現 （ヶ 一ｽ4 ）
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6｡5　 ま と め
統計的ｸﾗｽﾀｰ 分析に於いては，ﾃﾞｰﾀ を幾つかのｸﾗｽｸｰ ﾍﾟ分割できるが，
それが適切なｸﾗｽﾀｰ であるか否かは容易には判断できない．しかし，ﾌｪｰｽ ｸﾞ
うﾌ によってﾃﾞｰﾀ を表現すると，おおよそのｸﾗｽﾀｰ の存在を比較的容易に見つ
け出すことができるので，これらを併用した探索的なｸﾗｽﾀｰ 分析が考えられる．
そこで本章ではﾌｪｰｽ ｸﾞﾗﾌ をｸﾗｽﾀｰ 分析のために使用するための表現法を提













J^  ＝/§-‾' (X) (6.5.2)
IF 法によって多次元ﾃﾞｰﾀ を表現したとき，ﾃﾞｰﾀ の距離関係と表情の感覚的距
離関係とがどれだけ一致するかの検証を行った．その結果を以下に示す．
（1 ）隣同士が等距離に成るﾃﾞｰﾀ5 個を作り，これをIF 法によって表情として
表現した.このｻﾝ ﾌﾟﾙ のﾍﾟｱ 間の類似度をMRJ によって測定し,M-D｡SCAL
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によって1 次元尺度化すると，5 個の表情ｻﾝ ﾌﾟﾙ は一直線上に等距離に配
置できた．
（2 ）任意に作った3 個のﾃﾞｰﾀ をIF 法で表現し，その表情ｻﾝ ﾌﾟﾙ 間の感覚的
距離を同様にMRJ によって測定した.   3個のﾃﾞｰﾀ の距離関係とそれらの
表情ｻﾝ ﾌﾟﾙ の感覚的距離関係を3 角形で描いてみると，その形状は殆ど等
しくなった．この操作は5 組のﾃﾞｰﾀ について行ったが，全ての場合に於い
て同様の結果を得た．
最後に化石ﾃﾞｰﾀ にIF 法と ＯＴＯＤ 法を適用して，その結果を比較して以下の結
論を得た.
（1 ）IF 法では行列A による変数の割当ては分類結果には影響を与えない．つま
り,   IF法は行列A には独立な表現法である.
（2 ）IF 法の方がＯＴＯＤ 法よりも分類精度がよく，個人差も少ない．
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7 章 対話的ｲﾒｰ ｼﾞ描画のためのｲﾝﾀｰﾌｪｲｽ
7.1　序言
顔画像というｲﾒｰ ｼﾞ空間の中から目的の顔画像を探し出す探索問題に於いて，基
本的には選抜法に属する2 つの適合度割当て法が提案されている[Nishio 97]. それ
はbias 法とﾌｧ ｼﾞｲ 推論を用いたfuzzy 法である．ここではﾌｧ ｼﾞｲ 推論やﾌｧ ｼﾞｲ
論理との混乱を避けるためにﾌｧ ｼﾞｲ 推論によって適合度を決定するためのこの手
法そのものを，他のrating all 法やbias 法と同様の形式でfuzzy 法と呼ぶこととす
る.   bias法は1 つの個体のみを選抜して適合度1.0 を与え，その他の個体にはある
ﾊﾞｲｱｽ 値を一律に適合度として与える方法である．これはSmith の選抜法の特殊




全ての個体の適合度を直接評価するrating all 法と比較してbias 法とfuzzy 法で
はﾕｰ ｻﾞｰ はﾀｰ ｹﾞｯﾄ と最もよく似た顔線画を1 つ選抜するだけで良く負荷が非常
に小さい．しかし，最終的に得られた韻線画はrating all 法程にはﾀｰ ｹﾞｯﾄ と似




法におけるﾌｧ ｼﾞｲ 推論過程に人間の感覚尺度を導入することによってrating all 法
により近い適合度決定を行う方法を提案する[杉本98]. ある1 つの顔画像はこれを
描くﾊﾟﾗﾒｰﾀ で作られる多次元空間( 以後，顔空間と呼ぶ) の1 点に配置されて
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いるが，これを感覚的類似度に基づいて顔画像が配置されている空間（以後，感覚距
離空間と呼ぶ）へ写像ﾚ　 この感覚距離空間でﾌｧ ｼﾞｲ 推論を行うことで人間の感覚
が適合度の評価に反映されるように成る.












7.2 節では顔画像ｲﾒｰ ｼﾞ探索で用いる顔画像と既に提案された2 つの適合度割










のﾊﾟﾗﾒｰﾀ を持っている一各ﾊﾟﾗﾒｰﾀ は3 ﾋﾞｯﾄ の変化領城を持っており，0
から7 まで8 段階の変化が可能である．このため ＧＡ における顔画像の染色体は3G
ﾋﾞｯﾄ で構成される.   12 個の各ﾊﾟﾗﾒｰﾀ を軸に持つ空間を顔空間と定義すると，2''
×1＝^2 町 固の異なる顔が描ける．任意の1 つの顔月ま, この12 次元の顔空間の1
つの点に対応づけられ，式(7.2.1)のように表現される．






ｉ　 ^  mill
と 几maxは顔空間の各軸 几 の下限値と上限値であり，ここではそ れぞれ
Ｏと7 の値を取る．この顔空間の原点りは式(7.2.2)のように定義される．











図7.2.2 顔画像ｲﾒｰ ｼ 探ﾞ索のためのｲﾝﾀｰﾌｪｲｽ
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7.2.2 顔画像ｲﾒｰ ｼ 探ﾞ索
ﾕｰ ｻﾞｰ が意識の中に持っている顔画像ｲﾒｰ ｼ をﾞ探索し，それを猫き出すための
顔画像ｲﾒｰ ｼﾞ探索問題を解くｼｽﾃﾑ をlGA を用いて構築する．顔空間の中から
目的の顔画像ｲﾒｰ ｼﾞ（以後，ﾀｰ ｹﾞｯﾄ と呼ぶ）を探し出す探索問題は ＧＡ によ
って解くことができる．しかしこ各世代では個体に対する適合度をﾕｰ ｻﾞｰ 自身が決
定しなければならない．なぜならば，ﾀｰ ｹﾞｯﾄ はﾕｰ ｻﾞｰ の意識の中に存在してお
り，そのﾀｰ ｹﾞｯﾄ と個体の間の類似度を評価できるのはﾕｰ ｻﾞｰ だけである．この
ため，ﾕｰ ｻﾞｰ が適合度又は適合度を決定するために必要な情報を人力するためのｲﾝﾀｰﾌｪｲｽ
画面を図7.2.2 に示すように設計した．ﾕｰ ｻﾞｰ の感覚的な判断に於
いて配置的な影響を極力少なくするために中央にﾀｰ ｹﾞｯﾄ を表示し，各世代の個体
群はﾀｰ ｹﾞｯﾄ の回りに等距離にﾗﾝ ﾀﾞﾑ な順序で並べた.実際のｲﾒｰ ｼ 探ﾞ索では，
このﾀｰ ｹﾞｯﾄ はﾕｰ ｻﾞｰ の意識の中だけに存在するものであるが，この実験では被
験者に特定の顔を実験の期間を通して完全に記憶させることは困難であったので，こ
のように画面上で提示する形式を採った．勿論，ﾀｰ ｹﾞｯﾄ の情報は一切G  A 本体へ
は与えられておらず，GA はﾕｰ ｻﾞｰ の入力した情報のみに基づいて適合度を決定す
る．
7｡2.3 適合度割当て戦略
（I  ）rating all 法
ﾕｰ ｻﾞｰ は各世代で個体群の全ての顔とﾀｰ ｹﾞｯﾄ の顔画像とを1 対比較して適合
度を9 段階で評価し，図7.2.2 の中の各個体を表示し でいるｻ ﾌﾞｳｨﾝ ﾄﾞの右端にあ
るｹﾞｰ ｼﾞをﾏｳｽ でｽﾗｲ ﾄ しﾞて適合度を直接人力する．人間は顔つきを容易に見分
けることができるが，多くの世代を通して表示される全ての顔に適合度を割り当てる
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この方法は，選抜する個体が1 個になっただけで,   Smith の選抜法の特殊なｹｰｽ
であるといえる．ﾕｰ ｻﾞｰ はﾀｰ ｹﾞｯﾄ に最も似ている顔画像をﾏｳｽ でｸﾘｯｸ
してﾄ 個だけを選抜する．選択された顔には最大適合度（1.0）が与えられ，選抜に





fuzzy 法の処理手順を説明するために 顔空間を模式的に3 次元で表現したものを
図7.2.3 に示す．まずﾕｰ ｻﾞｰ はﾀｰ ｹﾞｯﾄ 罰こ近い顔画像ｱ を選択し，この顔画像
に適合度1.0 を与える．次にその他の顔画像几 にはこの選択された顔画像Ｐとの関
係からﾌｧ ｼﾞｲ 推論によって計算される適合度を与える．適合度を決定するﾌｧ ｼﾞｲ






ﾌｧ ｼﾞｲ 推論は表7.2.1 に示した25 個のﾌｧ ｼﾞｲﾙｰﾙ によって行われる．この表
で，例えばﾙｰﾙ5 は次のように解釈する．
if   (Distance　is　small   AND    Angle　IS　large
AND　Generation　is　small)　then　Fitness　is　medium.
この人力と出力の関係はKohonen が提案したﾒｷｼｶﾝﾊｯﾄ･ｱﾙ ｺﾞﾘ ｽﾞﾑ の考
えに基づいて設定されている[Kohonen 89]. 初期の世代では最適な顔を選択するこ
















の下段には最終世代の3 つのﾙｰﾙ を示した．ﾙｰﾙ1 からﾙｰﾙ10 へは距離が1




ｺﾞﾘ ｽﾞﾑ を採用しており，そのｱﾙ ｺﾞﾘ ｽﾞﾑ に従えば，変数の組合
せの制約からﾙｰﾙ はほぼ一意に表7.2.1 のように定まる．図7.2.5 には3 つの人力





－ ･ － 一 一 一 一 －
～ － ﾐ ｰ －


















一 一 一 一 一
3
4
































･-- 一一-- 一一--=- ∽=-~= 一-medium--
一一= 一一一---- 一一 一一 一一一一medium
一一一 一一一------- 一-~ →-~ ●medium-
一~ 一一一~- 一一一一 一- 一一一一 一一
l
arge































･ 一一--- 一 一一一一一一 一一一一一 一･
large
一一~ 一一一 二~= ∽~ﾆ= ∽ﾐﾐ===･　small
medium
large





･一一 一一一･ 一一- 一一一一一 一一一-･medium･








･･ 一一一 一一一一一 一･ 一一一一 一一-　small
●-- 一一一一一一 一一一= 一･ 一- 一一medium
























～ ∽ 一 ∽ ＝ ∽ ～ ﾆ ∽
small
medium
一-- 一一---- 一一一一一 一- 一一一一 一･･ 一一--medium-sm
－ － －
一 一 一 一 － -







一一一 一一一一----- 一一- 一一一一一 一一一一 一一一一一一 一一一medium-small･---
一 一-- 一一 一一･･ 一 一･ 一一一- 一一一一 一一一一-- 一一-medium-small





･一 一一一･ 一 一一- 一一- 一一一- 一一一一一 一一･ 一一一 一一一一 一-
sma
ll
･- 一一一一 一一一一一 一一一一一 一一･ 一-- 一一一------ 一 一-
sma
ll
－ － － － － -
－ ＝ ＝ 一 ･
一 一 － － －
●
～ ～ － ･






------ 皿---w 皿㎜㎜-- ｗ--medium
















































ﾐ ㎜= ㎜ ㎜ ㎜
－ ．戸



























































































図7.2.5ﾌｧ ｼﾞｲｼｽﾃﾑ 入出力変数のﾒﾝ ﾊﾞｰｼｯ ﾌﾟ関数
7｡2.4 適合度割当て法の比較
前述の3 つの適合度割当て戦略を使って，実際に被験者実験を行った．図7.2.6 に
図7.2.2 に示したｲﾝﾀｰﾌｪｰｽ 画面上で各世代の顔画像がﾀｰ ｹﾞｯﾄ にどのよう
に近づいて行くのかを示した．図に示したものはfuzzy 法によって実行した例である
が，世代が進むに従ってﾀｰ ｹﾞｯﾄ の周囲の10 個の顔画像全てが，ﾀｰ ｹﾞｯﾄ にし
だいに似てくることが解る．図7.2.7 と図7.2.8 は被験者実験における典型的な進化
の収束の様子を示したものである．図7.2.7 の縦軸は各世代で最も高い適合度を与え










































ﾃｰｼｮﾝ （ＳＵＮ SPARC station4 ）を使って行ったが，顔画像の描画とＧＡの演算
に要した時間は被験者が作業に要した時間に比べると無視できる程短く（ほぼ実時間）,
横軸は実質的に被験者の作業時間と見なして良い.   30 世代の処理を成し遂げるのに
要した時間の平均はbias 法とfuzzy 法で約8.5 分,   rating all法で約29.5 分であっ
た．　このようにrating  all法は他の2 つの選抜法に比べて非常に長い時間を要した．
これはrating all法では被験者の負担が非常に大きいことを意味している.一方, ratingall
法はfuzzy 法,   bias法に比べ最もﾀｰ ｹﾞｯﾄ に近づける.   fuzzy法とbias 法の比
較では，前者がﾀｰ ｹﾞｯﾄ へより接近していることが解る.
rating all 法ではﾕｰ ｻﾞｰ がﾀｰ ｹﾞｯﾄ と全ての顔画像との感覚的類似度という同






示すために図7.2.9 に2 つの例を示した．ｻﾝ ﾌﾟﾙ ＢとＣはｻﾝ ﾌﾟﾙ Ａから相異なる3
つのﾊﾟﾗﾒｰﾀ が同じ量だけ変化させてある．すなわち，ｻﾝ ﾌﾟﾙ ＢとＣの2 つの
顔画像はｻﾝ ﾌﾟﾙ Ａから顔空間上で同じ距離と角度の位置にある．ところが明らかに
人間が感じる類似度とは異なることが解る．ｻﾝ ﾌﾟﾙ Ｃの方がｻﾝ ﾌﾟﾙ Ｂよりもｻﾝ
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の感覚的な非類似度を表している．この感覚距離空間は,   Kruskal のM-D-SCAL を
用いて次の手順に従って作られた.
（1 ）12 次元の一様乱数を100 組発生させて，それをﾊﾟﾗﾒｰﾀ として100 個の
顔画像を描き出す．
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（2 ）100 個の顔画像ｻﾝ ﾌﾟﾙ を類似性に基づいて幾つかのｸﾞﾙｰ ﾌﾟに分ける．こ
のｸﾞﾙｰ ﾌﾟ分け実験を35 人の被験者に行った．
（3 ）ｸﾞﾙｰ ﾌﾟ分け実験から得られたﾃﾞｰﾀ を2.2.2 で説明した情報理論的手法に
よって処理ﾚ 顔画像ｻﾝ ﾌﾟﾙ のﾍﾟｱ 間の類似度を算出した．ﾍﾞｱ の合計は
（100×（100 －1）丿2 ＝4950 である･
（4 ）ｻﾝ ﾌﾟﾙ 問の類似度ﾏﾄﾘｯｸｽ をM-D-SCAL の入力とし，出力として各
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のｻﾝ ﾌﾟﾙ Ａ とｻﾝ ﾌﾟﾙB ，C との顔空間と感覚距離空間での距離と角度を計算し
た値を表7.3.1 に示す．顔空間で計算した Ａ－Ｂ，Ａ－Ｃ 間の距離と角度は同じであ



































7 ｡ 4 rating all 法と顔空間及び感覚距離空間でのfuzzy 法の比較






ｒ爪ing all 法では，被験者問においても，また同一の被験者の中のﾀｰ ｹﾞｯﾄ の間





うにrating all法は実際のｼｽﾃﾑ のｲﾝﾀｰﾌｪｲｽ としては適切ではないといえ
る．
2 つのfuzzy 法では同一被験者の中でﾀｰ ｹﾞｯﾄ の違いによる大きな違いは見られ
ない．結果が安定していると言える．顔空間でのfuzzy 法と感覚距離空間でのfuzzy
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図7.4.1 rating all 法と2 つのfuzzy 法の比較実験結果
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表7.4.1ﾀｰ ｹﾞｯﾄ と最終解との直線距離
7｡5　 ま と め
人［副の意識の中にあるｲﾒｰ ｼﾞを探索する問題を,   IGA を川いた人間とｺﾝ ﾋﾟｭｰﾀ
の協調ｼｽﾃﾑ によって解くｼｽﾃﾑ を提案した．このｼｽﾃﾑ を有効なものに
するためには，GA の各世代での適合度決定過程に於いて人間の負荷の軽減をどのよ
うに図るかが課題であった．適合度決定方法には以下に示すようなものがあった.
（1 ）rating all 法
（2 ）bias 法
（3 ）fuzzy 法
1･a ting all法はﾕｰ ｻﾞｰ の負荷が余りにも重く実用的ではない，選抜法に属するbiavS
法とfuzzy 法ではﾕｰ ｻﾞｰ の負荷を大幅に軽減することができた.   bias 法とfuzzy




来のfuzzy 法が顔画像の顔空間でﾌｧ ｼﾞｲ 推論を行っていたのに比べ，この方法では
各世代の個体群を顔画像の感覚距離空間へ写像し，この感覚距離空間の中でﾌｧ ｼﾞｲ








































本論文ではﾋｭｰﾏﾝ･ｲﾝﾀｰﾌｪｲｽ を，あるﾀｽｸ に関するﾕｰ ｻﾞｰ･ﾓ ﾃﾞﾙ










では，探索的ﾃﾞｰﾀ 解析のためのﾋｭｰﾏﾝ･ｲﾝﾀｰﾌｪｲｽ と，対詰的ｲﾒｰ ｼﾞ
描画のためのﾋｭｰﾏﾝ･ｲﾝﾀｰﾌｪｲｽ を構築することを試みたのでその結論を
以下に示す.
∩ ）探索的ﾃﾞｰﾀ 解析のためのﾋｭｰﾏﾝ･ｲﾝﾀｰﾌｪｲｽ と，対話的ｲﾒｰ
ｼ 描ﾞ画のためのﾋｭｰﾏﾝ･ｲﾝﾀｰﾌｪｲｽ を構築するために　人間が視覚情報を
認知する過程を感覚距離空間への写像として，またｲﾒｰ ｼ 描ﾞ画は感覚距離空間での






一ヽﾀ ｙ を 従 屈 変 数 と す る 関 数/, の 逆 関 数 力ｰ-l を 求 め る こ と が で き れ ば ， こ の 逆 関 数
か1 に よ つ て ﾃﾞｰﾀ を 処 坪ﾚ ぞ 打 を 係 数 ａ へ 代 人 し て 極 座 標ﾌｰﾘｴ 級 数 ﾌﾞﾗﾌ
を 描 く と ， ﾃﾞｰ 一ﾀ の 賃 変 数 の 爪 的 な 待 性 が 図 形 の 畿 何 的 特 徴 ﾊﾟﾗﾒｰﾀ に 反 映 さ 打 る
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求まらないで判別分析ができないことがあるが，ﾌｪｰｽ ｸﾞﾗﾌ による判別
分析では，ﾄﾚｰ 一二ﾝ ｸﾞﾃﾞ －ｰ一ﾀの個数がかな0 少なくて 廿叩川分析が卜| こく
できた．
（2 ）分析ﾃﾞｰﾀ に混人した異常ﾃﾞｰﾀ は，ﾌｪｰｽ ｸﾞﾗﾌ を利 川ずることによ
って容易に発見できた．






（1V）ﾌｪｰｽ ｸﾞﾗﾌ をｸﾗｽﾀｰ 分析のために使川ずるための表用法を↓足案した．ﾌｪｰｽ





IF  法によって多次元ﾃﾞｰﾀ を表現したとき，ﾃﾞｰﾀ の距離関係と表情の感覚的距
離関係とがどの程度一致するかの検証を行った．その結果を以下に示す．
（1 ）隣同士が等距離に成るﾃﾞｰﾀ 副固を作り，これをIF 法によって表情とし て
表現ﾚ このｻﾝ ﾌﾟﾙ のﾍﾟｱ 間の類似度をMRJ によって測定してM-D-SC Λ｀ I､
によって1 次元尺度化すると， 引囚の表情ｻﾝ ﾌﾟﾙ にﾚ 心:線上に等距離回並
んだ．
（2 ）任意に作った3 個のﾃﾞｰﾀ をIF 法で表現ﾚ その表情ｻﾝ ﾌﾟﾙ 間の感覚的
距離を同様にMRJ によって泗｣定した.    3個のﾃﾞｰﾀ の距離関係とそれらの
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表情ｻﾝ ﾌﾟﾙ の感覚的距離関係を3 角形で描いてみると，その形状は殆ど等
しくなった．この操作は5 組のﾃﾞｰﾀ について行ったが，全てで同様の結果
を得た．
（Ｖ）ＩＧＡ は人間とｺﾝ ﾋﾟｭｰﾀ が協調して探索問題を解こうとする手法である．
このＩＧＡ を有効なものにするためには，人間の負荷の軽減を如何に図るかが課題と
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