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High SNR Consistent Compressive Sensing Without
Signal and Noise Statistics
Sreejith Kallummil, Sheetal Kalyani
Abstract—Recovering the support of sparse vectors in under-
determined linear regression models, aka, compressive sensing
is important in many signal processing applications. High SNR
consistency (HSC), i.e., the ability of a support recovery technique
to correctly identify the support with increasing signal to noise
ratio (SNR) is an increasingly popular criterion to qualify the
high SNR optimality of support recovery techniques. The HSC
results available in literature for support recovery techniques
applicable to underdetermined linear regression models like least
absolute shrinkage and selection operator (LASSO), orthogonal
matching pursuit (OMP) etc. assume a priori knowledge of noise
variance or signal sparsity. However, both these parameters
are unavailable in most practical applications. Further, it is
extremely difficult to estimate noise variance or signal sparsity
in underdetermined regression models. This limits the utility
of existing HSC results. In this article, we propose two tech-
niques, viz., residual ratio minimization (RRM) and residual ratio
thresholding with adaptation (RRTA) to operate OMP algorithm
without the a priroi knowledge of noise variance and signal
sparsity and establish their HSC analytically and numerically.
To the best of our knowledge, these are the first and only noise
statistics oblivious algorithms to report HSC in underdetermined
regression models.
I. INTRODUCTION
Consider a linear regression model
y = Xβ +w, (1)
where y ∈ Rn is the observation vector,X ∈ Rn×p is the n×p
design matrix, β ∈ Rp is the unknown regression vector and
w ∈ Rn is the noise vector. We consider a high dimensional or
underdetermined scenario where the number of observations
(n) is much less than the number of variables/predictors
(p). We also assume that the entries in the noise vector w
are independent and identically distributed Gaussian random
variables with mean zero and variance σ2. Such regression
models are widely studied in signal processing literature under
the compressive sensing or compressed sensing paradigm [1].
Subset selection in linear regression models refers to the
identification of support S = supp(β) = {k : βk 6= 0},
where βk refers to the k
th entry of β. Identifying supports in
underdetermined or high dimensional linear models is an ill
posed problem even in the absence of noise w unless the de-
sign matrix X satisfies regularity conditions [1] like restricted
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isometry property (RIP), mutual incoherence property (MIC),
exact recovery condition (ERC) etc. and β is sparse. A vector
β is called sparse if the cardinality of support S given by
k0 = card(S) ≪ p. In words, only few entries of a sparse
vector β will be non-zero. Identification of sparse supports in
underdetermined linear regression models have many applica-
tions including and not limited to detection in multiple input
multiple output (MIMO) [2] and generalised MIMO systems
[3], [4], multi user detection [5], subspace clustering [6] etc.
This article discusses this important problem of recovering
sparse supports in high dimensional linear regression models.
After presenting the notations used in this article, we provide a
brief summary of sparse support recovery techniques discussed
in literature and the exact problem discussed in this article.
A. Notations used
col(A) the column space of matrix A. AT is the transpose
and A† = (ATA)−1AT is the Moore-Penrose pseudo inverse
of A. PA = AA
† is the projection matrix onto col(A).
AJ denotes the sub-matrix of A formed using the columns
indexed by J . When A is clear from the context, we use
the shorthand PJ for PAJ . Both aJ and a(J ) denote the
entries of vector a indexed by J . N (u,C) is a Gaussian
random vector (R.V) with mean u and covariance C. B(a, b)
represents a Beta R.V with parameters a and b and B(a, b)
represents the Beta function. Fa,b(x) =
1
B(a, b)
∫ x
t=0
ta(1−t)b
is the CDF of a B(a, b) R.V. a ∼ b implies that R.Vs a
and b are identically distributed. ‖a‖m = (
∑
j
|aj |m) 1m for
1 ≤ m ≤ ∞ is the lm norm and ‖a‖0 = card(supp(a)) is
the l0 quasi norm of a. For any two index sets J1 and J2, the
set difference J1/J2 = {j ∈ J1 : j /∈ J2}. X p→ Y denotes
the convergence of random variable X to Y in probability.
P() and E() represent probability and expectation. Signal to
noise ratio (SNR) for the regression model (1) is given by
SNR =
E(‖Xβ‖22)
E(‖w‖22)
=
‖Xβ‖22
nσ2
.
B. High SNR consistency in linear regression
The quality of a support selection technique delivering a
support estimate Sˆ is typically quantified in terms of the
probability of support recovery error PE = P(Sˆ 6= S) or the
probability of correct support recovery PCS = 1− PE. The
high SNR behaviour (i.e. behaviour as σ2 → 0 or SNR→∞)
of support recovery techniques in general and the concept of
high SNR consistency (HSC) defined below in particular has
2attracted considerable attention in statistical signal processing
community recently [7]–[14].
Definition 1:- A support recovery technique is defined to be
high SNR consistent (HSC) iff lim
σ2→0
PE = 0 or equivalently
lim
SNR→∞
PE = 0.
In applications where the problem size (n, p) is small
and constrained, the support recovery performance can be
improved only by increasing the SNR. This makes HSC and
high SNR behaviour in general very important in certain
practical applications.
Most of the existing literature on HSC deal with overdeter-
mined (n > p) or low dimensional linear regression models.
In this context, high SNR consistent model order selection
techniques like exponentially embedded family (EEF) [7]
[15], normalised minimum description length (NMDL) [8],
forms of Bayesian information criteria (BIC) [10], penalised
adaptive likelihood (PAL) [10], sequentially normalised least
squares (SNLS) [11] etc. when combined with a t-statistics
based variable ordering scheme were shown to be HSC
[12]. Likewise, the necessary and sufficient conditions (NSC)
for the HSC of threshold based support recovery schemes
were derived in [13]. However, both these HSC support
recovery procedures are applicable only to overdetermined
(n > p) regression models and are not applicable to the
underdetermined (n < p) regression problem discussed in this
article. Necessary and sufficient conditions for the high SNR
consistency of compressive sensing algorithms like OMP [16]–
[18] and variants of LASSO [19] are derived in [14]. However,
for HSC and good finite SNR estimation performance, both
OMP and LASSO require either the a priori knowledge of
noise variance σ2 or sparsity level k0. Both these quantities
are unknown a priori in most practical applications. However,
unlike the case of overdetermined regression models where
unbiased estimates of σ2 with explicit finite sample guarantees
are available, no estimate of σ2 with such finite sample
guarantees are available in underdetermined regression models
to the best of our knowledge. Similarly, we are also not aware
of any technique to efficiently estimate the sparsity level k0.
Hence, the application of HSC results in [14] to practical
underdetermined support recovery problems are limited.
C. Contribution of this article
Residual ratio thresholding (RRT) [20]–[22] is a concept
recently introduced to perform sparse variable selection in
linear regression models without the a priori knowledge of
nuisance parameters like noise variance, sparsity level etc. This
concept was initially developed to operate support recovery
algorithms like OMP, orthogonal least squares (OLS) etc, in
underdetermined linear regression models with explicit finite
SNR and finite sample guarantees [20]. Later, this concept
was extended to outlier detection problems in robust regres-
sion [21] and model order selection in overdetermined linear
regresssion [22]. A significant drawback of RRT in the context
of support recovery in underdetermined regression models (as
we establish in this article) is that it is inconsistent at high
SNR. In other words, inspite of having a decent finite SNR
performance, RRT is suboptimal in the high SNR regime. In
Input: Observation y, design matrix X and stopping condition.
Step 1:- Initialize the residual r(0) = y.
βˆ = 0p, Support estimate S0 = ∅, Iteration counter k = 1;
Step 2:- Update support estimate: Sk = Sk−1 ∪ t
k ,
where tk = argmax
t∈[p]
|XTt r
k−1|.
Step 4:- Estimate β using current support:
βˆ(Sk) = X
†
Sk
y.
Step 5:- Update residual: rk = y −Xβˆ = (In −Pk)y.
Pk = XSkX
†
Sk
.
Step 6:- Increment k. k ← k + 1.
Step 7:- Repeat Steps 2-6, until the stopping condition is satisfied.
Output:- Support estimate Sˆ = Sk and signal estimate βˆ.
TABLE I: OMP algorithm.
this article, we propose two variants of RRT, viz., residual
ratio minimization (RRM) and residual ratio thresholding with
adaptation (RRTA) to operate algorithms like OMP, OLS etc.
without the a priori knowledge of k0 or σ
2. Unlike RRT,
these two schemes are shown to be high SNR consistent both
analytically and numerically. In addition to HSC which is an
asymptotic result, we also derive finite sample and finite SNR
support recovery guarantees for RRM based on RIP. These
support recovery results indicate that the SNR required for
successfull support recovery using RRM increases with the
dynamic range of β given by DR(β) =
βmax = max
j∈S
|βj |
βmin = min
j∈S
|βj | ,
whereas, numerical simulations indicate that the SNR required
by RRTA (like RRT and OMP with a priori knowledge of σ2
or k0) depends only on the minimum non zero value βmin.
Consequently, the finite SNR utility of RRM is limited to
wireless communication applications like [4] where DR(β)
is close to one. In contrast to RRM, RRTA is useful in both
finite and high SNR applications irrespective of the dynamic
range of β.
D. Organization of this article
Section II presents the existing results on OMP. Section
III introduces RRT and develope RRM and RRTA techniques
along with their analytical guarantees. Section IV presents
numerical simulations.
II. HIGH SNR CONSISTENCY OF OMP WITH a priori
KNOWLEDGE OF σ2 OR k0
OMP [16] in TABLE I is a widely used greedy and
iterative sparse support recovery algorithm. OMP algorithm
starts with a null set as support estimate and observation y
as the initial residual. At each iteration, OMP identifies the
3column that is the most correlated with the current residual
(tk = argmax
j
|XTj rk−1|) and expand the support estimate by
including this selected column index (Sk = Sk−1 ∪ tk). Later,
the residual is updated by projecting the observation vector
y orthogonal to the column space produced by the current
support estimate (i.e., col(XSk)). Since r
k is orthogonal to
the column space of XSk , X
T
t r
k = 0 for all t ∈ Sk.
Consequently, an index selected in an initial stage will not
be selected again later. Consequently, the support estimate
sequence monotonically increases with iteration k, i.e., Sk ⊂
Sk+1 and card(Sk) = k.
Remark 1. OLS iterations are also similar to that of OMP
except that OLS select the column that results in the maximum
decrease in residual energy ‖rk‖22, i.e., tk = argmin
j
‖(In −
PSk−1∪j)y‖22. OLS support estimate sequence also satisifes
Sk ⊂ Sk+1 and card(Sk) = k. The techniques developed in
this article will be discussed using OMP algorithm. However,
please note that these techniques are equally applicable to OLS
also.
The iterations in OMP are continued until a user defined
stopping condition is met. The performance of OMP depends
crucially on this stopping condition. When the sparsity level k0
is known a priori, many articles suggest stopping OMP exactly
after k0 iterations. When k0 is unknown a priori, one can stop
OMP when the residual power ‖rk‖2 is sufficiently small. Two
such residual based stopping conditions are popular in litera-
ture [17]. One rule proposes to stop OMP iterations once the
residual power drops below ‖rk‖2 ≤ ‖w‖2, whereas, another
rule proposes to stop OMP when the residual correlation drops
below ‖XT rk‖∞ ≤ ‖XTw‖∞. When w ∼ N (0n, σ2In) and
the columns Xj have unit l2 norm, it was shown in [17] that
P
(
‖w‖2 ≥ σ
√
n+ 2
√
n log(n)
)
≤ 1/n and
P
(
‖XTw‖∞ ≥ σ
√
2 log(p)
)
≤ 1/p.
(2)
Consequently, one can stop OMP iterations in Gaussian
noise once ‖rk‖2 ≤ σ
√
n+ 2
√
n log(n) or ‖XTw‖∞ ≤
σ
√
2 log(p).
A number of deterministic recovery guarantees are proposed
for OMP. Among these guarantees, the conditions based on
restricted isometry constants (RIC) are the most popular for
OMP. RIC of order j denoted by δj is defined as the smallest
value of δ such that
(1− δ)‖b‖22 ≤ ‖Xb‖22 ≤ (1 + δ)‖b‖22 (3)
hold true for all b ∈ Rp with ‖b‖0 = card(supp(b)) ≤ j.
A smaller value of δj implies that X act as a near orthogonal
matrix for all j sparse vectors b. Such a situation is ideal for
the recovery of a j-sparse vector b using any sparse recovery
technique. The latest RIC based finite SNR support recovery
guarantee and HSC results for OMP are given in Lemma 1.
Lemma 1. Suppose that the matrix X satisfies
δk0+1 < 1/
√
k0 + 1. Then,
1). OMP with k0 iterations or stopping con-
dition ‖rk‖2 ≤ ‖w‖2 can recover any k0
sparse vector β once ‖w‖2 ≤ ǫomp =
βmin
√
1− δk0+1

 1−√k0 + 1δk0+1
1 +
√
1− δ2k0+1 −
√
k0 + 1δk0+1


[23].
2). Define ǫσ = σ
√
n+ 2
√
n log(n). Then, OMP with k0
iterations or stopping condition ‖rk‖2 ≤ ǫσ can recover any
k0 sparse vector β with a probability greater than 1 − 1/n
once ǫσ ≤ ǫomp.
3). OMP running precisely k0 iterations is high SNR
consistent, i.e., lim
σ2→0
P(Sk0 = S) = 1 [14].
4). OMP with stopping rule ‖rk‖2 ≤ σg(σ) is HSC iff
lim
σ2→0
g(σ) =∞ and lim
σ2→0
σg(σ) = 0 [14].
5). OMP with stopping rule ‖XT rk‖∞ ≤ σg(σ) is HSC iff
lim
σ2→0
g(σ) =∞ and lim
σ2→0
σg(σ) = 0 [14].
Lemma 1 implies that OMP with the a priori knowledge
of k0 or σ
2 can recover support S once the matrix satis-
fies the regularity condition δk0+1 < 1/
√
k0 + 1 and the
SNR is sufficiently high. Lemma 1 also implies that OMP
with a priori knowledge of k0 is always HSC. Further,
stopping conditions ‖r(k)‖2 < σ
√
n+ 2
√
n log(n) [17], [24]
or ‖XT r(k)‖∞ < σ
√
2 log(p) [17] which fail to satisfy 4) and
5) of Lemma 1 are inconsistent at high SNR.
III. RESIDUAL RATIO TECHNIQUES
As one can see from Lemma 1, good finite SNR support
recovery guarantees and HSC using OMP require either the
a priori knowledge of k0 or σ
2. However, as mentioned
earlier, both k0 and σ
2 are not available in most practical
applications. Recently, we demonstrated in [20] that one can
achieve high quality support recovery using OMP without the
a priori knowledge of σ2 or k0 by using the properties of
residual ratio statistic defined by RR(k) =
‖rk‖2
‖rk−1‖2 , where
rk = (In−Pk)y is the residual corresponding to OMP support
at the kth iteration, i.e., Sk. The technique developed in [20]
was based on the behaviour of RR(k) for k = 1, 2, . . . , kmax,
where kmax ≥ k0 is a fixed quantity independent of data.
kmax is a measure of the maximum sparsity level expected in
a support recovery experiment. Since the maximum sparsity
level upto which support recovery can be guaranteed for
any sparse recovery algorithm (not just OMP) is ⌊n+ 1
2
⌋,
[20] suggests fixing kmax = ⌊n+ 1
2
⌋. Note that this is a
fixed value that is independent of the data and the algorithm
(OMP or OLS) under consideration. The residual ratio statistic
has many interesting properties as derived in [20]. Since the
support sequence is monotonic i.e., Sk ⊂ Sk+1, the residual
rk is obtained by projecting y onto a subspace of decreasing
dimension. Hence, ‖rk+1‖2 ≤ ‖rk‖2 which inturn implies
that 0 ≤ RR(k) ≤ 1. Please note that while residual norms
are monotonically decreasing, residual ratios RR(k) are not
4monotonic in k. A number of properties regarding the residual
ratio statistic are based on the concept of minimal superset.
Definition 2:- The minimal superset in the OMP sup-
port sequence {Sk}kmaxk=1 is given by Skmin , where kmin =
min ({k : S ⊆ Sk}). When the set {k : S ⊆ Sk} = ∅, we set
kmin =∞ and Skmin = φ.
In words, minimal superset is the smallest superset of
support S present in a particular realization of the support
estimate sequence {Sk}kmaxk=1 . Note that both kmin and Skmin
are unobservable random variables. Since card(Sk) = k and
card(S) = k0, Sk for k < k0 cannot satisfy S ⊆ Sk and
hence kmin ≥ k0. Further, the monotonicity of Sk implies
that S ⊂ Sk for all k ≥ kmin.
Case 1:- When kmin = k0, then Sk0 = S and Sk ⊃ S for
k ≥ k0, i.e., S is present in the solution path. Further, when
kmin = k0, it is true that Sk ⊆ S for k ≤ k0.
Case 2:- When k0 < kmin ≤ kmax, then Sk 6= S for all k
and Sk ⊃ S for k ≥ kmin, i.e., S is not present in the solution
path. However, a superset of S is present.
Case 3:- When kmin =∞, then Sk 6⊇ S for all k, i.e., neither
S nor a superset of S is present in {Sk}kmaxk=1 .
To summarize, exact support recovery using any OMP/OLS
based scheme is possible only if kmin = k0. Whenever
kmin > k0, it is possible to estimate true support S without
having any false negatives. However, one then has to suffer
from false positives. When kmin = ∞, any support in
{Sk}kmaxk=1 has to suffer from false negatives and all supports
Sk for k > k0−1 has to suffer from false positives also. Note
that the matrix and SNR conditions required for exact support
recovery in statements 1) and 2) of Lemma 1 implies that
kmin = k0 and Sk0 = S at high SNR. The main distributional
properties of residual ratio statistic are stated in the following
lemma [20].
Lemma 2. 1). Define ΓαRRT (k) =√
F−1n−k
2
, 1
2
(
α
kmax(p− k + 1)
)
, where F−1a,b (.) is the
inverse function of the CDF Fa,b(.) of a Beta R.V B(a, b).
0 < α < 1 is a fixed quantity independent of the data. Then
under no assumption on the matrix X and for all σ2 > 0,
RR(k) satisfies the following.
P(RR(k) > ΓαRRT (k), ∀k > kmin) ≥ 1− α. (4)
2). Suppose that the design matrix X satisfies a regularity
condition which ensures that kmin = k0 once ‖w‖2 ≤ ǫ for
some ǫ > 0 (for example, δk0+1 < 1/
√
k0 + 1 and ‖w‖2 ≤
ǫomp in Lemma 1). Then,
P(kmin = k0) = P(Skmin = S)→ 1 as σ2 → 0 and (5)
RR(k0)
P→ 0 as σ2 → 0. (6)
Lemma 2 implies that under appropriate matrix conditions
and sufficiently high SNR, RR(k) for k > k0 will be higher
than the positive quantity ΓαRRT (k) with a high probability,
whereas, RR(k0) will be smaller than Γ
α
RRT (k0). Conse-
quently, the last index for which RR(k) < ΓαRRT (k) will be
equal to the sparsity level k0. This motivates the RRT support
estimate given by
SRRT = SkRRT where kRRT = max{k : RR(k) < ΓαRRT (k)}.
(7)
The performance guarantees for RRT are stated in Lemma 3.
Lemma 3. Let kmax ≥ k0 and suppose that the matrix X
satisfies δk0+1 <
1√
k0+1
. Then [20],
1). RRT can recover the true support S with probability
greater than 1− 1/n−α provided that ǫσ < min(ǫomp, ǫrrt),
where ǫomp is given in Lemma 1 and
ǫrrt =
ΓαRRT (k0)
√
1− δk0βmin
1 + ΓαRRT (k0)
. (8)
2). lim
σ2→0
P(SkRRT 6= S) ≤ α.
3). P(SkRRT ⊇ S) ≤ α in the moderate to high SNR regime
(empirical result).
Lemma 3 implies that RRT can identify the true support S
under the same set of matrix conditions required by OMP with
a priori knowledge of k0 or σ
2, albeit at a slightly higher SNR.
Further, the probability of support recovery error is upper
bounded by α at high SNR. Even in the low to moderately high
SNR regime, empirical results indicate that the probability of
false discovery (i.e., card(SkRRT /S) > 0) is upper bounded
by α. Hence, in RRT, the hyper parameter α has an operational
interpretation of being the high SNR support recovery error
and finite SNR false discovery error. However, no lower bound
on the probability of support recovery error at high SNR is
reported in [20]. In the following lemma, we establish a novel
high SNR lower bound on the probability of support recovery
error for RRT.
Lemma 4. Suppose that the design matrix X satisfies the RIC
condition δk0+1 < 1/
√
k0 + 1, MIC or the ERC. Then
lim
σ2→0
P(SRRT ⊃ S) ≥ α
kmax(p− k0) . (9)
Proof. Please see Appendix A.
In words, Lemma 4 implies that RRT is inconsistent at high
SNR. In particular, Lemma 4 states that RRT suffers from
false discoveries at high SNR. Indeed, one can reduce the
lower bound on support recovery error by reducing the value
of α. Since ΓαRRT (k0) is an increasing function of α [20],
reducing the value of α will result in decrease in ǫrrt. Hence, a
decrease in α to reduce the high SNR will result in an increase
in the SNR required for accurate support recovery according
to Lemma 3. In other words, it is impossible to improve the
high SNR performance in RRT without compromising on the
finite SNR performance. This is because of the fact that α is
a user defined parameter that has to be set independent of the
data. A good solution would be to use a value of α like α =
0.1 ( recommended in [20] based on finite SNR estimation
performance) for low to moderate SNR and a low value of α
like α = 0.01 or α = 0.001 in the high SNR regime. Since
it is impossible to estimate SNR or σ2 in underdetermined
linear models, the statistician is unaware of operating SNR
and cannot make such adaptations on α. Hence, achieving
5very low values of PE at high SNR or HSC using RRT is
extremely difficult. This motivates the novel RRM and RRTA
algorithms discussed next which can achieve HSC using the
residual ratio statistic itself.
A. Residual ratio minimization
The analysis of RR(k) in [20] (see Lemma 2) discussed
only the behaviour of RR(k) for k ≥ kmin. However, no
analysis of RR(k) for k < kmin is mentioned in [20]. In the
following lemma, we charecterize the behaviour of RR(k) for
k < kmin.
Lemma 5. Suppose that the matrix X satisfies the RIC
condition δk0+1 < 1/
√
k0 + 1. Then, for k < k0,
lim
σ2→0
P
(
RR(k) >
√
1− δk0βmin√
1 + δk0(βmax + βmin)
)
= 1. (10)
Proof. Please see Appendix B.
Combining Lemma 2 and Lemma 5, one can see that
with increasing SNR, RR(k) for k < k0 is bounded away
from zero, whereas, RR(k) for k > k0 behave like a R.V
that is bounded from below by a constant with a very high
probability. In contrast to the behaviour of RR(k) for k 6= k0,
RR(k0) converges to zero with increasing SNR. Consequently,
under appropriate regularity conditions on the design matrix
X, argmin
k
RR(k) will converge to k0 with increasing SNR.
Also from Lemmas 1 and 2, we know that kmin = k0
and Sk0 = S with a very high probability at high SNR.
Consequently, the support estimate given by
SRRM = SkRRM , where kRRM = argmin
k=1,...,kmax
RR(k) (11)
will be equal to the true support S with a probability increasing
with increasing SNR. SRRM is the residual ratio minimization
based support estimate proposed in this article. The following
theorem states that RRM is a high SNR consistent estimator
of support S.
Theorem 1. Suppose that the matrix X satisfies RIC condition
δk0+1 <
1√
k0 + 1
. Then RRM is high SNR consistent, i.e.,
lim
σ2→0
P(SRRM = S) = 1.
Proof. Please see Appendix D.
While HSC is an important qualifier for any support re-
covery technique, it’s finite SNR performance is also very
important. The following theorem quantifies the finite SNR
performance of RRM.
Theorem 2. Suppose that the design matrix X satisfies
δk0+1 <
1√
k0 + 1
and 0 < α < 1 is a constant. Then
RRM can recover the true support S with a probability
greater than 1 − 1/n− α once ǫσ = σ
√
n+ 2
√
n log(n) <
min (ǫomp, ˜ǫrrt, ǫrrm), where ǫomp is given in Lemma 1,
ǫrrm =
√
1− δk0βmin
1 +
√
1+δk0√
1−δk0
(
2 + βmax
βmin
) and (12)
ǫ˜rrt =
min
1≤k≤kmax
ΓαRRT (k)
√
1− δk0βmin
1 + min
1≤k≤kmax
ΓαRRT (k)
. (13)
Proof. Please see Appendix C.
Please note that the presence of α in Theorem 2 is an
artefact of our analytical framework. Very importantly, unlike
RRT, there are no user specified hyperparameters in RRM. The
following remark compares the finite SNR support recovery
guarantee for RRM in Theorem 2 with that of RRT.
Remark 2. For the same (1−α−1/n) bound on the probability
of error, RRM requires higher SNR level than RRT. This is true
since ǫ˜rrt =
min
1≤k≤kmax
ΓαRRT (k)
√
1− δk0βmin
1 + min
1≤k≤kmax
ΓαRRT (k)
in Theorem 2
is lower than the ǫrrt =
ΓαRRT (k0)
√
1− δk0βmin
1 + ΓαRRT (k0)
of Lemma
3 for RRT. Further, unlike RRT where the support recovery
guarantee depends only on βmin, the support recovery guar-
antee for RRM involves the term DR(β) = βmax/βmin. In
particular, the SNR required for exact support recovery using
RRM increases with increasing DR(β). This limits the finite
SNR utility of RRM for signals with high DR(β).
Remark 3. The detiorating performance of RRM with in-
creasing DR(β) can be explained as follows. Note that both
RRM and RRT try to identify the sudden decrease in ‖rk‖2
compared to ‖rk−1‖2 once S ⊆ Sk for the first time, i.e., when
k = kmin. This sudden decrease in ‖rk‖2 at k = kmin is due
to the removal of signal component in rk at the kthmin iteration.
However, a similar dip in ‖rk‖2 compared to ‖rk−1‖2 can
also happens at a k < kthmin iteration if βtk (t
k is the index
selected by OMP in it’s kth iteration) contains most of the
energy in the regression vector β. This intermediate dip in
RR(k) can be more pronounced than the dip happening at
the kthmin iteration when the SNR is moderate and DR(β)
is high. Consequently, the RRM estimate has a tendency to
underestimate kmin (i.e., kRRM < kmin) when DR(β) is
high. Note that by Lemmas 1 and 2, kmin = k0 and Skmin = S
with a very high probability once ǫσ < ǫomp. Hence, this
tendency of RRM to underestimate kmin results in a support
recovery error when DR(β) is high. This behaviour of RRM
is reflected in the higher SNR required for recovering the
support of β with higher DR(β). Please note that RRM will
be consistent at high SNR irrespective of the value of DR(β).
Since RRT is looking for the “last” significant dip instead of
the “most significant” dip in RR(k), RRT is not affected by
the variations in DR(β).
B. Residual ratio thresholding with adaptation (RRTA)
As aforementioned, inspite of it’s HSC and noise statistics
oblivious nature, RRM has poor finite SNR support recovery
performance for signals with high dynamic range and good
high SNR performance for all types of signals. In contrast
to RRM, RRT has good finite SNR performance and inferior
high SNR performance. This motivates the RRTA algorithm
which tries to combine the strengths of both RRT and RRM to
produce a high SNR consistent support recovery scheme that
6also has good finite SNR performance. Recall from Lemma 2
that when the matrix X satisfies the RIC condition δk0+1 <
1√
k0 + 1
, then the minimum value of RR(k) decreases to
zero with increasing SNR. Also recall that the reason for
the high SNR inconsistency of RRT lies in our inability to
adapt the RRT hyperparameter α with respect to the operating
SNR. In particular, for the high SNR consistency of RRT, we
need to enable the adaptation α → 0 as σ2 → 0 without
knowing σ2. Even though σ2 is a parameter very difficult to
estimate, given that the minimum value of RR(k) decreases
to zero with increasing SNR or decreasing σ2, it is still
possible to adapt α → 0 with increasing SNR by making
α a monotonically increasing function of min
k
RR(k). This is
the proposed RRTA technique which “adapts” the α parameter
in the RRT algorithm using min
k
RR(k). The support estimate
in RRTA can be formally expressed as
SRRTA = SkRRTA , where kRRTA = max{k : RR(k) < Γα∗RRT (k)}
(14)
and α∗ = min
(
PFDfinite,min
k
RR(k)q
)
(15)
for some q > 0 and PFDfinite > 0. RRTA algorithm has two
user defined parameters,i.e., PFDfinite and q which control
the finite SNR and high SNR behaviours respectively.
We first discuss the choice of hyperparameter
PFDfinite. Note that min
k
RR(k)q will take small
values only at high SNR. Hence, with a choice of
α∗ = min
(
PFDfinite,min
k
RR(k)q
)
, RRTA will operate
like RRT with α = PFDfinite in the low to moderate high
SNR regime, whereas, RRTA will operate like RRT with
α = min
k
RR(k)q in the high SNR regime. As discussed in
Lemma 3, RRT with a date independent parameter α can
control the probability of false discovery (PFD) in the finite
SNR regime within α. Hence, the user specified value of
PFDfinite specifies the maximum finite SNR probability of
false discovery allowed in RRTA. This is a design choice.
Following the empirical results and recommendations in [20]
we set this parameter to PFDfinite = 0.1.
As aforementioned, the choice of second hyperparameter q
determines the high SNR behaviour of RRTA. The following
theorem specifies the requirements on the hyperparameter q
such that RRTA is a high SNR consistent estimator of the
true support S.
Theorem 3. Suppose that the matrix satisfies RIP condition
of order k0 + 1 and δk0+1 < 1/
√
k0 + 1. Also suppose that
α∗ = min
(
PFDfinite, argmin
k
RR(k)q
)
for some q > 0.
Then RRTA is high SNR consistent, i.e., lim
σ2→0
P(SRRTA =
S) = 1 for any fixed PFDfinite > 0 once n > k0 + q.
Proof. Please see Appendix D.
Remark 4. Note that α∗ =
min
(
PFDfinite, argmin
k
RR(k)q
)
is a monotonic function
of argmin
k
RR(k) at high SNR for all values of q > 0.
However, the rate at which argmin
k
RR(k)q decreases to
zero increases with increasing values of q. The constriants
q > 0 and q < n − k0 ensures that argmin
k
RR(k)q should
decrease to zero at a rate that is not too high. A very small
value of q implies that argmin
k
RR(k)q will be greater than
PFDfinite = 0.1 for the entire operating SNR range thereby
denying RRTA the required SNR adaptation, whereas, a
very large value of q implies that argmin
k
RR(k)q < 0.1
even for low SNR. Operating RRT with a very low value
of α at low SNR results in inferior performance. Hence,
the choice of q is important in RRTA. Through extensive
numerical simulations, we observed that a value of q = 2
delivers the best overall performance in the low and high
SNR regimes. Such subjective choices are also involved in
the noise variance aware HSC results developed in [14].
Remark 5. With the choice of q = 2, the constraint n > k0+2
has to be satisifed for the HSC of RRTA. Note that k0 is
unknown a priori and hence it is impossible to check the
condition n > k0 + 2. However, successfull sparse recovery
using any sparse recovery technique requires k0 < ⌊n+12 ⌋
or equivalently n > 2k0 − 1. Note that 2k0 − 1 > k0 + 2
for all k0 > 3. In addition to this, the regularity condi-
tion δk0+1 <
1√
k0 + 1
required for sparse recovery using
OMP will be satisfied in many widely used matrices X if
n = O
(
k20 log(p)
)
. Hence, the condition n > k0 + 2 will be
satisfied automatically in all problems where OMP is expected
to carry out successfull sparse recovery.
Remark 6. Note that the poor performance of RRM with
increasing DR(β) is pronounced in the low to moderate SNR
regime. Note that with q = 2, RRTA works exactly like RRT
with α = PFDfinite = 0.1 in the low to moderate SNR
regime. Since, RRT is not affected by the value of DR(β),
RRTA also will not be affected by high DR(β).
Remark 7. Note that we are setting α∗ =
min
(
PFDfinite,min
k
RR(k)q
)
instead of α∗ =
min
k
RR(k)q . This is to ensure that RRTA work as RRT
with parameter α∗ = PFDfinite when the SNR is in the
small to moderate regime. In other words, this particular
form of α∗ will help keep the values of α motivated by
HSC arguments applicable only at high SNR and values of
α motivated by finite SNR performance applicable to finite
SNR situations.
Given the stochastic nature of the hyperparameter α∗ in
RRTA, it is difficult to derive finite SNR guarantees for RRTA.
However, numerical simulations given in Section IV indicate
that RRTA delivers a performance very close to that of RRT
with parameter α = 0.1 and OMP with a priori knowledge of
k0 or σ
2 in the low to moderately high SNR regime.
C. RRM and RRTA algorithms: A discussion
In this section, we compare and contrast RRM and RRTA
algorithms proposed in this article with the results and algo-
rithms discussed in existing literature. These comparisons are
7organized as seperate remarks. We first compare the RRTA
and RRM algorithms with exisiting algorithms.
Remark 8. Note that RRT has a user specified parameter α
which was set to α = 0.1 in [20] based on finite sample
estimation and support recovery performance. This choice of
α = 0.1 is also carried over to RRTA which uses α∗ =
min
(
PFDfinite,min
k
RR(k)q
)
and PFDfinite = 0.1. In
addition to this, RRTA also involves a hyperparameter q
which is also set based on analytical results and empirical
performance. In contrast, RRM does not involve any user
specified parameter. Hence, while RRT and RRTA are signal
and noise statistics oblivious algorithms, i.e., algorithms that
does not require a priori knowledge of k0 or σ
2 for efficient
finite or high SNR operation, RRM is both signal and noise
statistics oblivious and hyper parameter free. Recently, there
has been a significant interest in the development of such hyper
parameter free algorithms. Significant developments in this
area of research include algorithms related to sparse inverse
covariance estimator, aka SPICE [25]–[29], sparse Bayesian
learning (SBL) [30] etc. However, to the best of our knowl-
edge, no explict finite sample and finite SNR support recovery
guarantees are developed for SPICE, it’s variants or SBL. The
HSC of these algorithms are also not discussed in literature.
In contrast, RRM is a hyper parameter free algorithm which is
high SNR consistent. Further, RRM has explicit finite sample
and finite SNR support recovery guarantees. Also, for signals
with low dynamic range, the performance of RRM is shown
analytically to be comparable with OMP having a priori
knowledge of k0 or σ
2.
Remark 9. As aforementioned, all previous literature regarding
HSC in low dimensional and high dimensional regression
models were applicable only to situations where the noise
variance σ2 is known a priori or easily estimable. In con-
trast, RRM and RRTA can achieve high SNR consistency in
underdetermined regression models even without requiring an
estimate of σ2. To the best of our knowledge, RRM and RRTA
are the first and only noise statistics oblivious algorithms that
are shown to be high SNR consistent in underdetermined
regression models.
Remark 10. The HSC results developed in this article rely
heavily on the bound P (RR(k) > ΓαRRT (k), ∀k > kmin) ≥
1 − α in Lemma 2. This bound is valid iff the support
sequence Sk is monotonic, i.e., Sk ⊂ Sk+1. Unfortunately, the
support sequences produced by sparse recovery algorithms like
LASSO, SP, CoSaMP etc. are not monotonic. Hence, the RRT
technique in [20] and the RRM/RRTA techniques proposed in
this article are not applicable to non monotonic algorithms like
LASSO, SP, CoSaMP etc. Developing versions of RRT, RRM
and RRTA that are applicable to non monotonic algorithms
like LASSO, CoSaMP, SP etc. is an important direction for
future research.
Next we discuss the matrix regularity conditions involved
in deriving RRTA and RRM algorothms.
Remark 11. Please note that the HSC of RRM and RRTA
are derived assuming only the existence of a matrix regularity
condition which ensures that Sk0 = S once ‖w‖2 ≤ ǫ for
some ǫ > 0. RIC based regularity conditions are used in this
article because they are the most widely used in analysing
OMP. However, two other regularity conditions, viz., mutual
incoherence condition (MIC) and exact recovery condition
(ERC) are also used for analysing OMP. The mutual inco-
herence condition µX = max
j 6=k
|XTj Xk| <
1
2k0 − 1 along with
‖w‖2 ≤ βmin(1 − (2k0 − 1)µX)
2
implies that Sk0 = S. Sim-
ilarly, the exact recovery condition (ERC) max
j /∈S
‖X†SXj‖1 < 1
along with ‖w‖2 ≤ βminλmin(1 − ‖X
†
SXj‖1)
2
also ensures
that Sk0 = S [17]. Consequently, both RRTA and RRM are
high SNR consistent once MIC or ERC are satisfied.
Remark 12. When the matrix is generated by randomly sam-
pling from a N (0, 1) distribution, then for every δ ∈ (0, 0.36),
n ≥ ck0 log
(p
δ
)
where c ≤ 20 is a constant ensures that
Sk0 = S with a probability greater than 1−2δ (whenw = 0n)
[18]. Hence, even in the absence of noise w, there is a fixed
probability ≈ 2δ that Sk0 6= S. This result implies that even
OMP running exactly k0 iterations cannot recover the true
support with arbitrary high probability as σ2 → 0 in such
situations. Consequently, no OMP based scheme can be HSC
when the matrix is randomly generated. However, numerical
simulations indicate that the PE of RRM/RRTA and OMP
with a priori knowledge of k0 match at high SNR, i.e., RRM
achieves the best possible performance that can be delivered
by OMP.
IV. NUMERICAL SIMULATIONS
In this section, we numerically verify the HSC results
derived for RRM and RRTA. We also evaluate and compare
the finite SNR performance of RRM and RRTA with respect
to other popular OMP based support recovery schemes. We
consider two models for the design matrix X. Model 1 has
X = [In,Hn] ∈ Rn×2n, i.e.,X is formed by the concatenation
of a n × n identity matrix and a n × n Hadamard matrix.
This matrix has µX =
1√
n
[31]. Consequently, this matrix
satisfies the MIC µX <
1
2k0 − 1 for all vectors β ∈ R
2n
with sparsity k0 ≤ ⌊1 +
√
n
2
⌋. Model 2 is a n × p random
matrix formed by sampling the entries independently from a
N (0, 1/n) distribution. For a given sparsity k0, this matrix
satisfies Sk0 = S at high SNR with a high probability
whenever k0 = O(
n
log(p) ). Please note that there is a nonzero
probability that a random matrix fails to satisfy the regularity
conditions required for support recovery. Hence, no OMP
scheme is expected to be high SNR consistent in matrices
of model 2. In both cases the dimensions are set as n = 32
and p = 2n = 64.
Next we discuss the regression vector β used in our exper-
iments. The support S is obtained by randomly sampling k0
entries from the set {1, 2, . . . , p}. Sparsity level k0 is fixed
at k0 = 3. Since the performance of RRM is influenced by
DR(β), we consider two types of regression vectors β in our
experiments with significantly different values of DR(β). For
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Fig. 2: Performance of RRM/RRTA when DR(β) is high.
the first type of β, the non zero entries are randomly assigned
±1. When βj = ±1 for j ∈ S, DR(β) is at it’s lowest value,
i.e., one. For the second type of β, the non zero entries are
sampled from the set {1, 1/3, . . . , 1/3k0−1} without resam-
pling. Here the dynamic range DR(β) = 3k0−1 = 9 is very
high. All results presented in this section are obtained after
performing 104 Monte carlo iterations.
A. Algorithms under consideration
Figures 1-3 present the PE versus SNR curves for the four
possible combinations of design matrix/regression vectors dis-
cussed earlier. OMP(k0) in Fig 1-3 represent the OMP scheme
that performs exactly k0 iterations. OMP with residual power
stopping condition (RPSC) stops iterations once ‖r(k)‖2 ≤
σΓ1. RPSC in Fig.1-2 represent this scheme with Γ1 =
√
n+ 2
√
n log(n) [17]. OMP with residual correlation stop-
ping condition (RCSC) stops iterations ‖XT r(k)‖∞ ≤ σΓ2.
RCSC in Fig.1-2 represent this scheme with Γ2 =
√
2 log(p).
RPSC-HSC and RCSC-HSC represent RPSC and RCSC with
Γ1 =
1
ση
√
n+ 2
√
n log(n) and Γ2 =
1
ση
√
2 log(p) re-
spectively [17]. By Lemma 1, both RPSC-HSC and RCSC-
HSC are high SNR consistent once 0 < η < 1 [14]. In our
simulations, we set η = 0.1 as suggested in [14]. RRT(α) in
Fig.1-2 represent RRT with α = 0.1 and α = 0.01. RRTA in
Fig.1-2 represent RRTA with α∗ = min(0.1,min
k
RR(k)2),
i.e., the parameters PFDfinite and q are set to 0.1 and
2 respectively. RRTA(q =) in Fig.3 represents RRTA with
α∗ = min(0.1,min
k
RR(k)q).
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Fig. 3: Effect of q on the RRTA performance.
B. Comparison of RRM/RRTA with existing OMP based sup-
port recovery techniques
Fig.1 presents the PE performance of algorithms when
DR(β) is low. When the condition µX <
1
2k0 − 1 is met, one
can see from Fig.1 that the PE of RRM, RRTA, RCSC-HSC,
RPSC-HSC and OMP(k0) decreases to zero with increasing
SNR. This validates the claims made in Lemma 1, Theorem
1 and Theorem 3. Please note that unlike OMP(k0) which
has a priori knowledge of k0 and RCSC-HSC and RPSC-
HSC with a priori knowledge of σ2, RRM and RRTA achieve
HSC without having a priori knowledge of either signal or
noise statistics. OMP(k0) achieves the best PE performance,
whereas, the performance of other schmes are comparable to
each other in the low to moderate SNR. This validates the
claim made in Theorem 2 that RRM performs similar to the
noise statistics aware OMP schemes when DR(β) is low.
However, at high SNR, the rate at which the PE of RRTA
converges to zero is lower than the rate at which the PE of
RRM, RPSC-HSC etc. decrease to zero. PE of RPSC, RCSC
and RRT are close to OMP(k0) at low SNR. However, the PE
versus SNR curves of these algorithms exhibit a tendency to
floor with increasing SNR resulting in high SNR inconsistency.
When the design matrix X is randomly generated, no OMP
based scheme achieves HSC. However, the PE level at which
RRTA, RRM etc. floor is same as the PE level at which
OMP(k0), RPSC-HSC and RCSC-HSC floor. In other words,
when HSC is not achievable, RRTA and RRM will deliver
a high SNR PE performance similar to the signal and noise
statistics aware OMP schemes.
Next we consider the performance of algorithms when
DR(β) is high. Comparing Fig.1 and Fig.2, one can see that
the PE versus SNR curves for all algorithms shift towards
the high SNR region with increasing DR(β). Note that for a
fixed SNR, βmin/σ decreases with increasing DR(β). Since
all OMP based schemes require βmin/σ to be sufficiently
high, the relatively poor performance with increasing DR(β)
is expected. However, as one can see from Fig.2, the de-
terioration in performance with increasing DR(β) is very
severe in RRM compared to other OMP based algorithms.
This verifies the finite sample results derived in Theorem 2 for
RRM which states that RRM has poor finite SNR performance
when DR(β) is high. Note that the performance of RRTA
with increased DR(β) is similar to that of OMP(k0), RPSC,
RCSC etc. in the finite SNR regime. This implies that unlike
RRM, the performance of RRTA depends only on βmin and
not DR(β).
C. Effect of parameter q on RRTA performance
Theorem 3 states that RRTA with all values of q satisfying
0 < q < n− k0 are high SNR consistent. However, the finite
SNR performance of RRTA with different values of q will
be different. In Fig.3, we evaluate the performance of RRTA
for different values of q. As one can see from Fig.3, the rate
at which PE decreases to zero with increasing SNR becomes
faster with the increase in q. The rate at which the PE of
RRTA with q = 10 decreases to zero is similar to the steep
decrease seen in the PE versus SNR curves of signal and noise
statistics aware schemes like OMP(k0), RPSC-HSC, RCSC-
HSC etc. In contrast, the rate at which the PE of RRTA with
q = 1 decreases to zero is not steep. RRTA with q = 2 exhibit
a much steeper PE versus SNR curve. However, as one can
see from the R.H.S of Fig.3, the finite SNR performance of
RRTA with q = 1 and q = 2 is better than that of RRTA
with q = 5, q = 10 etc. In other words, RRTA with a larger
value of q can potentially yield a better PE than RRTA with
a smaller value of q in the high SNR regime. However, this
come at the cost of an increased PE in the low to medium
SNR regime. Since the objective of any good HSC scheme
should be to achieve HSC while guaranteeing good finite SNR
performance, one can argue that q = 2 is a good design choice
for the hyperparameter in RRTA.
10
V. CONCLUSION
This article proposes two novel techniques called RRM
and RRTA to operate OMP without the a priori knowledge
of signal sparsity or noise variance. RRM is hyperparameter
free in the sense that it does not require any user specified
tuning parameters, whereas, RRTA involve hyperparameters.
We analytically establish the HSC of both RRM and RRTA.
Further, we also derive finite SNR guarantees for RRM.
Numerical simulations also verify the HSC of RRM and
RRTA. RRM and RRTA are the first signal and noise statis-
tics oblivious techniques to report HSC in underdetermined
regression models.
APPENDIX A: PROOF OF LEMMA 4
Proof. The event SRRT ⊃ S in RRT estimate kRRT =
max{k : RR(k) < ΓαRRT (k)} is true once ∃k > kmin such
that RR(k) < ΓαRRT (k). Hence,
P(SRRT ⊃ S) ≥ P
( ⋃
k>kmin
{RR(k) < ΓαRRT (k)}
)
. (16)
One can further bound (16) as follows.
P(SRRT ⊃ S)
(a)
≥ P({RR(kmin + 1) < ΓαRRT (kmin + 1)})
(b)
≥ P({RR(kmin + 1) < ΓαRRT (kmin + 1)} ∩ {kmin = k0})
= P ({RR(kmin + 1) < ΓαRRT (kmin + 1)}|{kmin = k0})
P(kmin = k0).
(17)
(a) of 17 follows from the union bound P(A∪B) ≥ P(A) and
(b) follows from the intersection bound P(A ∩ B) ≤ P(A).
Following the proof of Theorem 1 in [20], we know that
conditional on kmin = j, for each k > j, RR(k) < Zk
where Zk ∼ B(n−k2 , 12 ). Applying this distributional result in
P ({RR(kmin + 1) < ΓαRRT (kmin + 1)}) gives
P ({RR(kmin + 1) < ΓαRRT (kmin + 1)})
≥ P({Zk0+1 < ΓαRRT (k0 + 1)})
= Fn−k0−1
2
, 1
2
(ΓαRRT (k0 + 1))
= Fn−k0−1
2
, 1
2
(
F−1n−k0−1
2
, 1
2
(
α
kmax(p−k0)
))
= αkmax(p−k0)
(18)
Using Lemma 1, we know that kmin = k0 once ‖w‖2 ≤
ǫomp. Hence, P(kmin = k0) ≥ P(‖w‖2 ≤ ǫomp). Since
w
P→ 0n as σ2 → 0 for w ∼ N (0n, σ2In), we have
lim
σ2→0
P(‖w‖2 ≤ ǫomp) = 1 and lim
σ2→0
P(kmin = k0) = 1.
Substituting lim
σ2→0
P(kmin = k0) = 1 and (18) in (17) gives
lim
σ2→0
P(SRRT ⊃ S) ≥ αkmax(p−k0) .
APPENDIX B: PROOF OF LEMMA 5
Proof. By Lemma 1, we have kmin = k0 and Sk0 = S
once ‖w‖2 ≤ ǫomp. This along with the monotonicity of Sk
implies that Sk ⊂ S for each k < k0. We analyse RR(k)
assuming that ‖w‖2 ≤ ǫomp. Applying the triangle inequality
‖a + b‖2 ≤ ‖a‖2 + ‖b‖2, the reverse triangle inequality
‖a + b‖2 ≥ ‖a‖2 − ‖b‖2 and the bound ‖(In − Pk)w‖2 ≤
‖w‖2 to ‖rk‖2 = ‖(In −Pk)Xβ + (In −Pk)w‖2 gives
‖(In−Pk)Xβ‖2−‖w‖2 ≤ ‖rk‖2 ≤ ‖(In−Pk)Xβ‖2+‖w‖2.
(19)
Let uk = S/Sk denotes the indices in S that are not selected
after the kth iteration. Note that Xβ = XSβS = XSkβSk +
Xukβuk . Since, In − Pk projects orthogonal to the column
space span(XSk), (In − Pk)XSkβSk = 0n. Hence, (In −
Pk)Xβ = (In − Pk)Xukβuk . Further, Sk ⊂ S implies that
card(Sk) + card(uk) = k0 and Sk ∩ uk = φ. Hence, by
Lemma 2 of [23],
√
1− δk0‖βuk‖2 ≤ ‖(In−Pk)Xukβuk‖2 ≤
√
1 + δk0‖βuk‖2.
(20)
Substituting (20) in (19) gives
√
1− δk0‖βuk‖2−‖w‖2 ≤ ‖rk‖2 ≤
√
1 + δk0‖βuk‖2+‖w‖2.
(21)
Note that βuk−1 = βuk + βuk−1/uk after appending enough
zeros in appropriate locations. βuk−1/uk has only one non
zero entry. Hence, ‖βuk−1/uk‖2 ≤ βmax. Applying triangle
inequality to βuk−1 = βuk + βuk−1/uk gives the bound
‖βuk−1‖2 ≤ ‖βuk‖2+ ‖βuk−1/uk‖2 ≤ ‖βuk‖2 +βmax (22)
Applying (22) and (21) in RR(k) for k < k0 gives
RR(k) =
‖rk‖2
‖rk−1‖2 ≥
√
1− δk0‖βuk‖2 − ‖w‖2√
1 + δk0‖βuk−1‖2 + ‖w‖2
≥
√
1− δk0‖βuk‖2 − ‖w‖2√
1 + δk0 [‖βuk‖2 + βmax] + ‖w‖2
(23)
whenever ‖w‖2 ≤ ǫomp. The R.H.S of (23) can be rewritten
as √
1− δk0‖βuk‖2 − ‖w‖2√
1 + δk0 [‖βuk‖2 + βmax] + ‖w‖2
=
√
1− δk0√
1 + δk0
1−
‖w‖2√
1− δk0
+
‖w‖2√
1 + δk0
+ βmax
‖βuk‖2 + βmax +
‖w‖2√
1 + δk0


(24)
From (24) it is clear that the R.H.S of (23) decreases with
decreasing ‖βuk‖2. Note that the minimum value of ‖βuk‖2
is βmin itself. Hence, substituting ‖βuk‖2 ≥ βmin in (23)
gives
RR(k) ≥
√
1− δk0βmin − ‖w‖2√
1 + δk0(βmax + βmin) + ‖w‖2
, (25)
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∀k < k0 whenever ‖w‖2 < ǫomp. This along with the fact
RR(k) ≥ 0 implies that
RR(k) ≥
√
1− δk0βmin − ‖w‖2√
1 + δk0(βmax + βmin) + ‖w‖2
I{‖w‖2≤ǫomp},
(26)
where I{E} is the indicator function returning
one when the event E occurs and zero otherwise.
Note that ‖w‖2 P→ 0 as σ2 → 0. This
implies that
√
1− δk0βmin − ‖w‖2√
1 + δk0(βmax + βmin) + ‖w‖2
P→√
1− δk0βmin√
1 + δk0(βmax + βmin)
and I{‖w‖2≤ǫomp} P→ 1.
Substituting these bounds in (25) one can obtain
lim
σ2→0
P
(
RR(k) >
√
1− δk0βmin√
1 + δk0(βmax + βmin)
)
= 1.
APPENDIX C: PROOF OF THEOREM 2
Proof. For RRM support estimate SRRM = SkRRM where
kRRM = argmin
k
RR(k) to satisfy SRRM = S, it is sufficient
that the following four events A1, A2, A3 and A4 occur
simultaneously.
A1 = {kmin = k0}.
A2 = {RR(k) > RR(k0), ∀k < k0}.
A3 = {RR(k0) < min
j=1,...,kmax
ΓαRRT (j)}.
A4 = {RR(k) > min
j=1,...,kmax
ΓαRRT (j), ∀k > kmin}.
This is explained as follows. Event A1 true implies that
Sk0 = S and kmin = k0. A1∩A2 is true implies that kRRM ≥
kmin, i.e., kRRM will not underestimate kmin. Event A3∩A4
implies that RR(kmin) > RR(k) for all k > kmin which
ensures that kRRM ≤ kmin, i.e., kRRM will not overestimate
kmin. Hence, A2 ∩A3 ∩A4 implies that kRRM = kmin. This
together with A1 implies that kRRM = k0 and SRRM = S.
Hence, P(SRRM = S) ≥ P (A1 ∩A2 ∩ A3 ∩ A4).
By Lemma 1, it is true that A1 = {kmin = k0} is true
once ‖w‖2 ≤ ǫomp. Using the bound
√
1− δk0‖βuk‖2 −
‖w‖2 ≤ ‖rk‖2 ≤
√
1 + δk0‖βuk‖2 + ‖w‖2 from (21) in
the proof of Lemma 5 and the fact that uk0 = ∅, we have
‖rk0‖2 ≤ ‖w‖2 and ‖rk0−1‖2 ≥
√
1− δk0‖βuk0−1‖2 −
‖w‖2 ≥
√
1− δk0βmin − ‖w‖2. Substituting these bounds
in RR(k0) =
‖rk0‖2
‖rk0−1‖2 gives
RR(k0) = RR(kmin) ≤ ‖w‖2√
1− δk0βmin − ‖w‖2
, (27)
once ‖w‖2 ≤ ǫomp. Hence the event A3, i.e., RR(k0) <
min
j=1,...,kmax
ΓαRRT (j) is true once
‖w‖2√
1− δk0βmin − ‖w‖2
< min
j=1,...,kmax
ΓαRRT (j) (28)
which in turn is true once ‖w‖2 ≤ min(ǫomp, ǫ˜rrt).
Next we consider the event A2. From (25), we have
RR(k) ≥
√
1− δk0βmin − ‖w‖2√
1 + δk0(βmax + βmin) + ‖w‖2
, ∀k < k0
whenever ‖w‖2 < ǫomp. Hence, RR(k0) < min
k<k0
RR(k) is
true once the lower bound
√
1− δk0βmin − ‖w‖2√
1 + δk0(βmax + βmin) + ‖w‖2
on RR(k) for k < k0 is higher than the upper bound‖w‖2√
1− δk0βmin − ‖w‖2
on RR(k0). This is true once
‖w‖2 ≤ min(ǫomp, ǫrrm). Consequently, events A1∩A2∩A3
occur simultaneously once ‖w‖2 ≤ min(ǫomp, ˜ǫrrt, ǫrrm).
Since ǫσ = σ
√
n+ 2
√
n log(n) satisfies P(‖w‖2 ≤ ǫσ) ≥
1 − 1/n, it is true that P(A1 ∩ A2 ∩ A3) ≥ 1 − 1/n once
ǫσ ≤ min(ǫomp, ˜ǫrrt, ǫrrm).
Next we consider the event A4. Following Lemma 2, it is
true that
P(RR(k) > min
j=1,...,kmax
ΓαRRT (j), ∀k > kmin)
≥ P(RR(k) > ΓαRRT (k), ∀k > kmin) ≥ 1− α,
(29)
for all σ2 > 0. Hence, the event A4 occurs with probability
atleast 1− α, ∀σ2 > 0.
Combining all these results give P(SRRM = S) ≥ 1 −
1/n− α whenever ǫσ ≤ min( ˜ǫrrt, ǫrrm, ǫomp).
APPENDIX D: PROOF OF THEOREM 1
Proof. To prove that lim
σ2→0
P(SRRM = S) = 1, it is sufficient
to show that for every fixed δ > 0, there exists a σ2δ > 0 such
that P(SRRM = S) ≥ 1 − δ for all σ2 < σ2δ . Consider the
events {Aj}4j=1 with the same definition as in Appendix C.
Then P(SRRM = S) ≥ P(A1 ∩A2 ∩A3 ∩A4). Let δ > 0 be
any given number. Fix the alpha parameter α = δ2 . Applying
Lemma 2 with α = δ2 gives the bound
P(A4) = P(RR(k) > min
j=1,...,kmax
Γ
δ
2
RRT (j), ∀k > kmin) ≥ 1−
δ
2
,
(30)
for all σ2 > 0. Following the proof of Theorem 2, we have
P(A1∩A2∩A3) ≥ P (‖w‖2 ≤ min(ǫrrm, ǫ˜rrt, ǫomp)) . (31)
Note that both ǫrrm > 0 and ǫomp > 0 are both in-
dependent of α and hence δ. At the same time, ǫ˜rrt =
min
1<k≤kmax
ΓαRRT (k)
√
1− δk0βmin
1 + min
1≤k≤kmax
ΓαRRT (k)
is dependent on α and
hence δ. Since B(a, b) is a continuous random variable with
support in (0, 1), for every z > 0, a > 0 and b > 0 , F−1a,b (z) >
0. Hence, for each δ > 0, Γ
δ
2
RRT (k) > 0 which implies that
ǫ˜rrt > 0. This inturn implies that min(ǫrrm, ǫ˜rrt, ǫomp) > 0.
Note that ‖w‖2 P→ 0 as σ2 → 0. This implies that for every
fixed δ > 0, ∃σ2(δ) > 0 such that
P(A1 ∩ A2 ∩A3) ≥ P (‖w‖2 ≤ min(ǫrrm, ǫ˜rrt, ǫomp))
≥ 1− δ2
(32)
for all σ2 < σ2(δ). Combining (30) and (32), one can obtain
P(A1 ∩A2 ∩A3 ∩A4) ≥ 1− δ for all σ2 < σ2(δ). Since this
is true for all δ > 0, we have lim
σ2→0
P(SRRM = S) = 1.
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APPENDIX E: PROOF OF THEOREM 3
Proof. Define the events E1 = {Sk0 = S} = {kmin = k0},
E2 = {RR(k0) < Γα∗RRT (k0)} and E3 = {RR(k) >
Γα
∗
RRT (k), ∀k > kmin}. Event E1 ∩ E2 implies that the RRTA
estimate kRRTA = max{k : RR(k) < Γα∗RRT (k)} satisfies
kRRTA ≥ kmin, whereas, the event E2 ∩ E3 implies that the
RRTA estimate kRRTA ≤ kmin. Hence, Event E1 ∩ E2 ∩ E3
implies that kRRTA = kmin = k0 and SRRTA = S. Hence
P(SRRTA = S) ≥ P(E1 ∩ E2 ∩ E3).
By Lemma 1, E1 is true once ‖w‖2 ≤ ǫomp. This along
with ‖w‖2 P→ 0 as σ2 → 0 implies that lim
σ2→0
P(E1) = 1. Next
we consider E2. By the definition of E2
P(E2) = P

 Γα∗RRT (k)
min
k
RR(k)
min
k
RR(k)
RR(k0)
> 1

 (33)
Following Theorem 1 and it’s proof, we know that
min
k
RR(k)
P→ RR(k0) as σ2 → 0. Hence,
min
k
RR(k)
RR(k0)
P→ 1 as
σ2 → 0. From Theorem 1, we also know that min
k
RR(k)
P→ 0
as σ2 → 0. Since the function α∗(x) = min(PFDfinite, xq)
is continuous around x = 0 for every q > 0 and PFDfinite >
0, this implies1 that α∗ = min(PFDfinite,min
k
RR(k)q)
P→ 0
as σ2 → 0.
Lemma 6. For any function f(x) → 0 as x → 0,
Γ
f(x)
RRT (k0)/x → ∞ as x → 0 once f(x)
2
n−k0 /x2 → ∞ as
x→ 0.
Proof. Please see Appendix F.
Please note that the function f(x) = min(PFDfinite, x
q)
satisfies f(x)
2
n−k0 /x2 → ∞ as x → 0 once 2q/(n −
k0) < 2 which is true once n > k0 + q. Since the
function α∗ = f(RR(k)) = min(PFDfinite, RR(k)q) is
continuous around zero and min
k
RR(k)
P→ 0 as σ2 →
0,
Γα
∗
RRT (k)
min
k
RR(k)
P→ ∞ as σ2 → 0 once n > k0 +
q. Since
Γα
∗
RRT (k)
min
k
RR(k)
P→ ∞ and
min
k
RR(k)
RR(k0)
P→ 1,
we have lim
σ2→0
P

 Γα∗RRT (k)
min
k
RR(k)
min
k
RR(k)
RR(k0)
> 1

 = 1 and
lim
σ2→0
P(E2) = 1.
Next we consider the event E3 = {RR(k) >
Γα
∗
RRT (k), ∀k > kmin}. Please note that the bound
P(RR(k) > ΓαRRT (k), ∀k > kmin) ≥ 1 − α for all σ2 > 0
in Lemma 2 is derived assuming that α is a deterministic
quantity. However, α∗ = min(PFDfinite,min
k
RR(k)q) in
1Suppose that a R.V Z
P
→ c and g(x) is a function continuous at x = c.
Then g(Z)
P
→ g(c) [32].
RRTA is a stochastic quantity and hence Lemma 2 is not
directly applicable. Note that for any δ > 0, we have
P(RR(k) > Γα
∗
RRT (k), ∀k > kmin)
(a)
≥ P({RR(k) > Γα∗RRT (k), ∀k > kmin} ∩ {α∗ ≤ δ})
(b)
≥ P({RR(k) > ΓδRRT (k), ∀k > kmin} ∩ {α∗ ≤ δ})
(34)
(a) follows from the intersection bound P(A ∩ B) ≥ P(A).
Note that F−1a,b (z) is a monotonically increasing function of z.
This implies ΓαRRT (k) < Γ
δ
RRT (k) when α < δ. (b) follows
from this.
Note that by Lemma 2, we have P({RR(k) >
ΓδRRT (k), ∀k > kmin}) ≥ 1 − δ for all σ2 > 0. Further,
α∗ P→ 0 as σ2 → implies that lim
σ2→0
P(α∗ ≤ δ) = 1. These
two results together imply lim
σ2→0
P({RR(k) > Γα∗RRT (k), ∀k >
kmin} ∩ {α∗ ≤ δ}) ≥ 1 − δ. Since this is true for all δ > 0,
we have lim
σ2→0
P({RR(k) > Γα∗RRT (k), ∀k > kmin} ∩ {α∗ ≤
δ}) = 1 which in turn imply lim
σ2→0
P(E3) = lim
σ2→0
P(RR(k) >
Γα
∗
RRT (k), ∀k > kmin) = 1.
Since lim
σ2→0
P(Ej) = 1 for j = 1, 2 and 3, it follows that
lim
σ2→0
P(SRRTA = S) ≥ lim
σ2→0
P(E1 ∩ E2 ∩ E3) = 1.
APPENDIX F: PROOF OF LEMMA 6
Proof. Expanding F−1a,b (z) at z = 0 using the expansion given
in [http://functions.wolfram.com/06.23.06.0001.01] gives
F−1a,b (z) = ρ(n, 1) +
b− 1
a+ 1
ρ(n, 2)
+
(b− 1)(a2 + 3ab− a+ 5b− 4)
2(a+ 1)2(a+ 2)
ρ(n, 3) +O(z(4/a))
(35)
for all a > 0. Here ρ(n, l) = (azB(a, b))(l/a). Note that
Γ
f(x)
RRT (k0) =
√
F−1n−k0
2
, 1
2
(
f(x)
kmax(p− k0 + 1)
)
. We asso-
ciate a = n−k02 , b = 1/2 , z =
f(x)
kmax(p− k0 + 1) and
ρ(n, l) = (azB(a, b))(l/a) =
(
(n−k02 )f(x)B(
n−k0
2
,0.5)
kmax(p−k0+1)
) 2l
n−k0
for l ≥ 1. Γ
f(x)
RRT (k0)
x
=
√√√√F−1n−k0
2
, 1
2
(
f(x)
kmax(p− k0 + 1)
)
x2
.
Note that the term f(x)
2l
n−k0 is the only term in ρ(n.l) that
depends on x. Now from the expansion and the fact that
lim
x→0
f(x)
2l
n−k0 /f(x)
2
n−k0 = 0 for each l > 1, it is clear
that
√√√√F−1n−k0
2
, 1
2
(
f(x)
kmax(p− k0 + 1)
)
x2
→ ∞ as x → 0 once
f(x)
2
n−k0 /x2 →∞.
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