We study the distribution of values of the Riemann zeta function ζ(s) on vertical lines ℜs + iR, by using the theory of Hilbert space. We show among other things, that, ζ(s) has a Fourier expansion in the half-plane ℜs ≥ 1/2 and its Fourier coefficients are dependents on the Stieltjes constants. As an application, we show explicit computation of Poisson integral associated with the logarithm of ζ(s) − s/(s − 1). Moreover, we discuss our results with respect to Riemann and Lindelöf hypotheses on the growth of the Fourier coefficients.
Introduction and the main statement
The Riemann zeta function is of great interest in number theory since its valuedistribution as a complex function may decode, among others, relevant information on prime numbers. The Riemann zeta function is defined by ζ(s) := n≥1 1/n s for ℜs > 1 and has an analytic continuation to the whole complex plane except for a simple pole at s = 1. The Laurent expansion of ζ(s) near its pole is given by
where
are the so-called Stieltjes constants and γ 0 is the Euler-Mascheroni constant; see for example [3] .
The value-distribution of the Riemann zeta function inside and on the boundary of the so-called critical strip 0 < ℜs < 1 is not yet understood completely, such as the distribution of zeros and the order of magnitude: The famous open Riemann hypothesis claims that all the nontrivial zeros of ζ(s), denote ̺, are located on the critical line, ℜs = 1/2; however, it was just known that all the nontrivial zeros are in the critical strip with an interesting proportion near the critical line. Concerning the order of the Riemann zeta function, it is well-known that ζ(s) is bounded in any half-plane ℜs ≥ δ > 1. Therefore, the order of ζ(s) for ℜs ≤ −δ < 0 follows from the following functional equation [13, p. 16 ]
where χ(s) = π s− 
Hence, the growth rate of ζ(s) in the rest of the critical strip follows from the functional equation (3) . It should be noted that the present best optimal value of λ is due to Bourgain [4] who obtained the exponent λ = 13/84. However, the yet unproved Lindelöf hypothesis states that the best estimate is for λ = 0. In this paper, we shall show that the value-distribution of ζ(s) (s = σ + it) in the half-plane σ > 1/2 and on its boundary depends on the Stieltjes constants (2) . In particular, if µ is the probability measure defined on B, the Borel sigma-algebra associated with the real numbers set R, by
then we have, in respect to the measure (4), the following Theorem 1.1. For almost every t ∈ R,
for any integer n ≥ 1.
Of course, the equality (5) in Theorem 1.1 holds almost surely, since µ is a probability measure. But we prefer to use the concept "almost everywhere" because the proof of Theorem 1.1 is based on technics of the functional analysis. The measure µ Lahoucine ELAISSAOUI appears in various number-theoretical problems; for instance, the Lindelöf hypothesis is equivalent to the existence of the integrals
for any integer k ≥ 1. Here,
To prove that, one can use a similar reasoning as in the proof of [12, Th. 4.1] . On the other hand, the authors [6] showed in particular that, for any σ ≥ 0,
Thus, ζ(s) does not vanish in the strip σ 0 < ℜs < 1
In particular, the Riemann hypothesis is true if and only if
which is a well-known result obtained by Balazard et al., see [1] . This paper is organized as follows. The next section contains the proof of Theorem 1.1, which is entitled the Fourier coefficients of the Riemann zeta function, and its generalization. In section 3, we extend Theorem 1.1 to the half-plane ℜs > 1/2; moreover, a slightly different approach is sketched. The last section consists of a brief discussion of corresponding results in term of ergodic and probability theories; in addition, we present a necessary condition for the truth of the Lindelöf hypothesis.
The Fourier coefficients of the Riemann zeta function
Let L 2 (µ) be the set of all complex-valued functions f such that
Hence, the sequences of functions defined for any integer n by e n (t) :=
form an orthonormal basis for the Hilbert space L 2 (µ) associated with the following inner product
for any complex-valued functions f and g in L 2 (µ); where g denotes the complex conjugate of g. In fact, the set {e n } is a Fourier basis, since e n (t) = exp(−2in arctan(2t)) for any real t and every integer n; here arctan denotes the arctangent function (inverse tangent function) which is bijective from R to (−π/2, π/2). Thus, for any integers n and m we have
The second equality follows by the substitution t = tan(θ/2)/2. Therefore, any complex-valued function f ∈ L 2 (µ) can be expanded as
where Z denotes the set of integers; {c n } are the so-called Fourier coefficients of f and are given by
Now, since the function t → ζ(1/2 + it) belongs to L 2 (µ) then it remains to calculate its Fourier coefficients ℓ n , namely
Since, for any fixed σ ≥ 1/2
as |t| → +∞, then the function ζ(s)s n−1 /(1 − s) n+1 is absolutely integrable on any vertical line in the half-plane σ ≥ 1/2 except on the line σ = 1. Thus, on moving the line of integration to the right, σ = R > 1, we obtain (thanks to Cauchy's residue theorem)
where Res s=1 is the residue of ζ(s)s n−1 /(1 − s) n+1 at s = 1 which is its only pole in the half-plane σ ≥ 1/2, of order n + 2 (n ≥ −1). Since, for any integer n
Thereby, by utilizing the Laurent expansion (1) we find that ℓ −1 = −1, ℓ 0 = γ 0 − 1 and for any integer n ≥ 1
Consequently, the series
ℓ n e n (t) converges in L 2 (µ) (i.e. in mean) to the function t → ζ(1/2 + it) which is equivalent to the almost everywhere convergences; that completes the proof of Theorem 1.1. By a similar reasoning as in the proof above, we can obtain the expansion of ζ(s) in the Hilbert space L 2 (µ) on every vertical line ℜs = σ 0 > 1/2, except on the vertical line ℜs = 1. Namely,
where in this region,
It should be noted that the function t → ζ(1 + it) does not belong to L 2 (µ) and that the coordinates of ζ σ 0 : t → ζ(σ 0 + it) relative to the basis {e n } n∈Z are calculated to be, for any fixed σ 0 in (1/2, 1),
Moreover, we notice in view of (1) that
for any given integer n. Hence, Theorem 2.1 can be considered as a generalization of Theorem 1.1; and we put for any integer n, ζ 1 2 , e n = ℓ n . Actually, it is clear from the functional equation (3) that the function t → ζ(σ + it) belongs to L 2 (µ), for any σ ∈ (0, 1). Thereby, we deduce the following Corollary 2.2. For any real numbers a and b in (0, 1), we have
where,
The well-known Parseval's identity in the Hilbert space L 2 (µ) asserts that
Thus, by applying that onto the function t → ζ(1/2 + it), we obtain
The proof of Theorem 2.3 is based on a beautiful result due to Coffey [5] , namely
We would like to provide an elementary proof of the identity (6) . By using the identity [7, Cor. 1] for n = 1, i.e.
where {·} denotes the fractional part function. Since for a given positive integer N > 1, we have
(n log(n + 1) + n log n)
Then, by Stirling's formula
Thus, the fact that 1 0 {x} 2 x −2 dx = 1 completes the proof of (6). So, Theorem 2.3 follows from the fact
We want to remark that, the sequence (ℓ n ) n≥1 can be rewritten as follows
where, B is the binomial transform defined, for a given sequence (a n ) n≥0 , by b n = B(a n ) := n k=0 n k (−1) n−k a k .
We recall that the inverse of B is given by
Hence, we deduce the following inversion formula
The generating function for (ℓ n ) n≥0 and the nontrivial zeros of the Riemann zeta function
In this section we shall show that the general value-distribution of the Riemann zeta function is closely dependent on the Fourier coefficients ℓ n . Let us start with the following 
The Möbius transformation z → 1/(1 + z), also called Cayley map, maps the unit disk to the half-plane {s ∈ C, ℜs > 1/2}. Therefore, the substitution s = 1/(1 + z) completes the proof of Theorem 3.1.
Hence, the formula (7) allows us to state the following important result 
is the inner part of the function f ; here C = exp(iℑf (0)) and ν is a finite positive Borel measure on I which is singular with respect to the Lebesgue measure dθ. Q f is called the outer part of the function f and is given by
where f * denotes the non-tangential limit of f , i.e. for almost every θ ∈ I
Furthermore, Q f belongs to H 2 (D) and log |f * | is Lebesgue integrable on the unit circle T. Therefore, for z = r exp(iϕ) we have
is the so-called Poisson kernel. In particular, if f (0) = 0 we have the generalized Jensen formula
Now, it is clear in view of Theorem 2.3 that the function h belongs to H 2 (D). Moreover, a similar reasoning as in the proof of [2, Prop. 2.1] and in view of (7) , yields that the singular measure ν is zero. Also, it follows from Theorem 1.1 that h * = h almost everywhere. Hence, we deduce that
where z = r exp(iϕ) ∈ D. In particular,
Notice that the sum on the right-hand side of (9) is positive and is zero if and only if h does not vanish in D. We recall that the zeros ρ h of h are the zeros of the equation ζ(1/(1 + z)) = 1/z. Moreover, the formula (9) is equivalent to the following Theorem 3.3.
We should not forget to mention that Ω is the set of zeros of the complex-valued function s → +∞ 1 {x}/x s+1 dx in the half-plane σ > 1/2; since,
Remark that F (s) is the integral representation of the function −h((1 − s)/s)/s in the half-plane σ > 1 2 . On the other hand, the formula (8) can be rewritten, for any z ∈ D, as
Let ̺ = β + iγ be a nontrivial zero of ζ(s) such that β > 1/2. Thus, it is clear by
Hence, we obtain the following formula
Also, one can investigate the formula (10) to show that
Hence,
As we notice, the distribution of the zeros of F (s) is an interesting additional problem in number theory since relevant information on the nontrivial zeros of the Riemann zeta function. The sum
is always positive, but is zero if and only if β = 1/2 or ℜω = 1/2; which is not the case. However, we recall that almost all nontrivial zeros of the Riemann zeta function are close to the critical line (proved first by Selberg [11] and later by Levinson and Montgomery [9] ). Thus, let β = 1/2 + δ where δ > 0 is taken to be very small; then (11) becomes
Also, notice that the set Ω is very interesting to study the value-distribution of ζ(s) as we show in the following Corollary 3.5. For any s ∈ Ω we have
To prove that, it is sufficient to remark that for any given s in Ω we have, σ > 1/2 and ζ(s) = s/(s − 1). Hence, the first inequality in Corollary 3.5 holds. Moreover, by combining Theorem 3.3 and Theorem 2.3 with Jensen inequality we obtain
Since log |ω/(1 − ω)| > 0, for any ω ∈ Ω, then for each ω ∈ Ω log |ζ(ω)| = log
which completes the proof.
Concluding remarks and additional results
There is a slightly different interpretations of our results. In terms of Brownian a motion, if B t denotes the complex Brownian motion starting at the origin and τ is the passage time to the critical line, then the imaginary part of B τ has Cauchy distribution with scale 1/2. Hence, one can calculate the expectation of ζ(B τ )f (B τ ), for some complex functions f , as a real series involving the sequence (ℓ n ) n≥−1 ; thanks to Theorem 1.1. Also, we may interpret the integral
as limit of Cesáro means under application of the pointwise ergodic theorem. Indeed, by using the similar reasoning as in [12] , the authors showed in [6] that the Booletransformation defined by
0 otherwise is ergodic with respect to µ and then (R, B, µ, T ) is an ergodic system. This leads to generalize the result obtained in [12] in the following sense 
where a m are the Fourier coefficients of g and T n x = T • T n−1 x, with T 0 x = x.
On the other hand, we would like to mention that Lindelöf [8] expressed his belief that ζ(s) is bounded on any vertical line in the strip 1/2 < σ < 1, which would imply the Lindelöf hypothesis. Thereby, Theorem 3.1 shows that the answer on this hypothesis is strongly related to the growth rate of the sequence (ℓ n ) n≥0 , as n → +∞. In fact, it follows from Theorem 2.3 that If one can prove that ℓ n = O(1/n 1+ε ), for any ε > 0, then ζ(s) is bounded in the strip 1/2 < σ < 1. Whereas, if the Laurent expansion of (s − 1) k ζ k (s), for any positive integer k, is given near to s = 1 by (s − 1) k ζ k (s) = m≥0 λ m,k m! (s − 1) m , then a similar reasoning as in Section 2 yields the following 
Notice that, the Lindelöf hypothesis is true if and only if the function t → ζ k (1/2 + it) belongs to L 2 (µ), for any positive integer k. Hence, Theorem 4.2 follows from Parseval's identity.
Finally, we want to remark that, the results obtained throughout this paper can be extended to a large class of functions, such as Dirichlet L functions.
