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ON THE DIMENSION OF SELF-AFFINE SETS AND MEASURES WITH
OVERLAPS
BALA´ZS BA´RA´NY, MICHA L RAMS, AND KA´ROLY SIMON
Abstract. In this paper we consider diagonally affine, planar IFS Φ = {Si(x, y) = (αix+ ti,1, βiy + ti,2)}mi=1.
Combining the techniques of Hochman [9] and Feng, Hu [7] we compute the Hausdorff dimension of
the self-affine attractor and measures and we give an upper bound for the dimension of the exceptional
set of parameters.
1. Introduction and Statements
The dimension theory of self-affine sets and measures is far from being completely understood.
Even in the special case of diagonally affine IFS, we do not have a complete understanding. Fal-
coner [3] introduced a formula, the affinity dimension, which gives an upper bound for the upper
box counting dimension of self-affine sets, and proved that for almost every translation parameter if
the contraction ratios of the maps of the corresponding iterated function system (IFS) are less than
1/3 then the Hausdorff and box dimension coincide and equal to the given upper bound. Later this
bound for contracting ratios was extended by Solomyak [19] to 1/2. Przytycki and Urban´ski [16]
showed that this bound is sharp. For precise definition of affinity dimension in the special diagonal
case, see Section 4.
Shmerkin [17] studied a family of overlapping self-affine sets and measures generated by diag-
onal matrices and calculated its dimension using the transversality method. Later, Ka¨enma¨ki and
Shmerkin [13] calculated the box counting dimension of a special family of self-affine sets allowing
overlaps. Jordan, Pollicott and Simon [12] considered randomly perturbed self-affine sets and gave
the Hausdorff and box dimension for a typical perturbation.
Recently, Fraser and Shmerkin [8] considered a family of overlapping self-affine sets related to the
Bedford-McMullen carpets. This result uses the new technique in the dimension theory of self-similar
sets, recently developed by Hochman [9].
Our goal is to give a sufficient condition related to Hochman [9] for a family of self-affine sets
generated by diagonal matrices, which ensures that the Hausdorff and box dimension coincide and
are equal to the bound given by Falconer [3].
Let
Φ = {Si(x, y) = (αix+ ti,1, βiy + ti,2)}mi=1 (1.1)
be a contracting diagonal affine IFS on the plane such that Si([0, 1]
2) ⊂ [0, 1]2. Let us denote the
attractor of Φ by Λ. Moreover, denote the projected iterated function systems of similarities on the
line by
Φα = {fi(x) = αix+ ti,1}mi=1 and Φβ = {gi(x) = βix+ ti,2}mi=1 . (1.2)
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Denote the attractors of Φα and Φβ by Λα and Λβ. It is easy to see that Λα is the orthogonal
projection of Λ to the x-axis and Λβ is the orthogonal projection of Λ to the y-axis.
We call a Borel probability measure µ self-affine if it is compactly supported with support Λ and
there exists a p = (p1, . . . , pm) probability vector such that
µ =
m∑
i=1
piµ ◦ S−1i . (1.3)
Let us define the entropy and the Lyapunov exponents of the measure µ in the usual way. That
is,
hµ := −
m∑
i=1
pi log pi, χα := −
m∑
i=1
pi log |αi|, and χβ := −
m∑
i=1
pi log |βi|.
Jordan, Pollicott and Simon [12] defined the Lyapunov dimension, which is an upper bound for
the Hausdorff dimension of self-affine measures. We give a sufficient condition, which ensures that
the Hausdorff dimension is equal to this bound.
Condition. We say that an IFS G = {fi(x)}i∈S of similarities on the real line satisfies the Hochman-condition
if there exists an ε > 0 such that for every n > 0
min {∆(ı, ) : ı,  ∈ Sn, ı 6= } > εn,
where
∆(ı, ) =
{ ∞ f ′ı(0) 6= f ′(0)
|fı(0)− f(0)| f ′ı(0) = f ′(0).
If the parameters of the IFS G = {fi(x)}i∈S of similarities are algebraic, i.e. fi(0) and f ′i(0) are
algebraic numbers, then either the Hochman-condition holds or there is a complete overlap, that is,
there exist n ≥ 1, and ı 6=  ∈ Sn such that fı(0) = f(0), see [9, Lemma 5.10].
Applying the results of Hochman [9] and Feng and Hu [7] (see Section 2), we obtain the following
results.
Theorem A. Let Φ be an IFS of the form (1.1) and let µ be a self-affine measure of the form (1.3).
Without loss of generality we may assume that χα ≤ χβ (i.e. the direction of y-axis is strong stable).
(1) Suppose Φα satisfies the Hochman-condition and
hµ
χα
≤ 1. Then
dimH µ =
hµ
χα
.
(2) Suppose Φα and Φβ satisfy the Hochman-condition and
hµ
χβ
≤ 1 < hµ
χα
. Then
dimH µ = 1 +
hµ − χα
χβ
.
Here we recall the Hausdorff dimension of a probability measure µ,
dimH µ = inf {dimH A : µ(A) = 1} = ess sup
µ∼x
lim inf
r→0+
logµ(Br(x))
log r
,
where Br(x) denotes the ball with radius r centred at x. For the basic properties of Hausdorff
dimension we refer to [4].
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As a consequence of Theorem A we can calculate the dimension of the attractor. Denote by sα
and sβ the similarity dimensions of the IFSs Φα and Φβ respectively, i.e. sα and sβ are the unique
solutions of the equations
m∑
i=1
|αi|sα = 1, and
m∑
i=1
|βi|sβ = 1. (1.4)
Theorem B. Let Φ be an IFS of the form (1.1) and let Λ be the attractor of Φ. Without loss of
generality we may assume that sβ ≤ sα.
(1) Suppose Φα satisfies the Hochman-condition and sα ≤ 1. Then
dimH Λ = dimB Λ = sα.
(2) Suppose Φα and Φβ satisfy the Hochman-condition and sβ ≤ 1 < sα. Then
dimH Λ = dimB Λ = d,
where d is the unique solution of
∑m
i=1 |αi||βi|d−1 = 1.
Remark 1. Unfortunately, our method does not allow us to extend the result to the case 1 < sα, sβ.
To examine this case, we would need a better understanding of overlapping self-similar sets in Rd,
d ≥ 2. We guess that if Φα and Φβ satisfy the Hochman-condition and there is an i such that αi 6= βi
(i.e. the IFS is strictly affine) then the dimension of the attractor is equal to the affinity dimension
and the dimensions of self-affine measures are equal to their Lyapunov dimension.
By using the method of Fraser and Shmerkin [8], we can give some estimate on the exceptional
parameters.
Proposition C. Let Φ be an IFS of the form (1.1). Let us assume that maxi 6=j {|αi|+ |αj |} < 1
and
∑m
i=1 |βi| ≤ 1. Then there exists a set T ⊂ R2m such that dimP T ≤ 2m − 2 and for every
(t1,1, . . . , tm,1, t1,2, . . . , tm,2) ∈ R2m \ T the statements of Theorem A and Theorem B hold.
Peres and Shmerkin [15] showed that for every self-similar set in R or R2 for any ε > 0 there exists
a self-similar set contained in the original one with dimension ε-close to the dimension of the original
set such that the IFS satisfies strong separation condition (SSC) and the functions share a common
contraction ratio. That is, the IFS is homogeneous. We show that under the above conditions there
exists a homogeneous self-affine set satisfying the strong separation condition which approximates
the dimension of the original set from below.
For an IFS G = {ψi}Mi=1 we define the kth iterate by Gk = {ψi1 ◦ · · · ◦ ψik}Mi1,...,ik=1.
Theorem D. Let Φ be an IFS of the form (1.1) and let Λ be the attractor of Φ. Without loss of
generality we may assume that sβ ≤ sα. Suppose that either
(1) Φα satisfies the Hochman-condition and sα ≤ 1,
or
(2) Φα, Φβ satisfy the Hochman-condition and sβ ≤ 1 < sα.
Then for every ε > 0 there exists a homogeneous affine IFS Ψ of the form
Ψ = {Tj(x, y) = (αx+ uj,1, βy + uj,2)}kj=1 (1.5)
with attractor Γ ⊆ Λ such that Ψ is a subsystem of some iterate of Φ and satisfies the SSC, i.e.
Ti(Γ) ∩ Tj(Γ) = ∅ and
dimH Λ− ε = dimP Λ− ε = dimB Λ− ε ≤ dimH Γ = dimP Γ = dimB Γ.
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A simple consequence of the result of approximating subsystems of self-similar IFSs by Peres and
Shmerkin [15, Proposition 6] and by Farkas [6, Proposition 1.9] is that the Hausdorff, packing and
box counting dimension of the self-similar sets are lower semi-continuous under the natural para-
metrization. For more general conformal setting, Jonker and Veerman [11] showed this phenomenon
earlier.
Remark 2. It is an open question, whether Φ is an IFS of the form (1.1), there is a (not necessarily
homogeneous) affine IFS with SSC such that its attractor is contained in the attractor of Φ and
approximates the upper box and packing dimension without the Hochman-condition?
The motivation of this question is the following. The box and packing dimension of the attractor
of an IFS of the form (1.1) with SSC depend continuosly on the parameters and on the dimension of
the projections onto the axes, see for example [1, Theorem 4.1]. But the projections are self-similar
sets, whose dimension is lower semi-continuous. Thus, the box and packing dimension of self-affine
sets of an IFS of the form (1.1) would be lower semi-continuous under the natural parametrization.
A consequence of lower semi-continuity would be that the exceptional set, where the box and
packing dimension are not equal to the affinity dimension, is small in topological sense. That is,
the exceptional set of parameters is of first Baire category. The proof is similar to Simon and So-
lomyak [18, Theorem 2.3]. Proposition C guarantees that the affinity dimension, which is continuous
under the natural parametrization, is equal to the box and packing dimension on a dense set, and the
affinity dimension is an upper bound for the box and packing dimension. By density, the continuity
points of the box and packing dimension must be the points where it coincides with the affinity
dimension. But the continuity points of any function are a Gδ set. Hence, the exceptional set is a
set of first Baire category.
Remark 3. Farkas [6, Proposition 1.8] generalised the result of Peres and Shmerkin [15, Propos-
ition 6] for Rd proving existence of approximating subsystem with strong separation condition. By
applying the method of Peres and Shmerkin [15] for Farkas [6], one can show that the approximat-
ing subsystem can be chosen homogeneous in the weaker sense that the functions share a common
contraction ratio. However, the homogeneity of linear part cannot be claimed for d ≥ 3 because two
general orthogonal transformations in Rd generate a free group for d ≥ 3.
2. Preliminaries
First we recall here some results and notations of Feng and Hu [7]. Let Ψ = {ψi}Mi=1 be a strictly
contracting IFS mapping [0, 1]d into itself. Let Σ = {1, . . . ,M}N be the corresponding symbolic
space, σ the usual left-shift operator on Σ and let m be a σ-invariant ergodic measure on Σ.
Denote by Π the corresponding natural projection, i.e. Π(i0, i1, . . . ) = limn→∞ ψi0 ◦ · · · ◦ ψin(0).
Let P = {[1], . . . , [M ]} be the partition of Σ, where [i] = {i ∈ Σ : i0 = i} and denote by B the Borel
σ-algebra of Rd.
We define the projection entropy of m under Π with respect to Ψ (see [7, Definition 2.1]) as
hΠ(m) := Hm(P | σ−1Π−1B)−Hm(P | Π−1B),
where Hm(ξ | η) denotes the usual conditional entropy of ξ given η. We will often use the ergodic,
left-shift invariant infinite product measure P = {p1, . . . , pM}N on Σ. Then P is called the Bernoulli
measure with probabilities (p1, . . . , pM ).
We will now state the results of Feng and Hu [7] and Hochman [9], frequently used in this paper.
Theorem 2.1. [7, Theorem 2.8] Let Ψ be an IFS of similarities on the real line. Then dimH µ =
hΠ(P)/χ, where µ = P ◦Π−1 and χ = −
∑M
i=1 pi log |ψ′i(0)| is the Lyapunov exponent.
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Theorem 2.2. [9, Theorem 1.1] Suppose that an IFS Ψ of similarities on the real line satisfies
the Hochman-condition. Then for the measure µ = P ◦ Π−1, dimH µ = min {1, hµ/χ}, where hµ =
−∑Mi=1 pi log pi and χ is the Lyapunov exponent.
On the other hand, let us introduce the so-called conditional measures. Letm be a Borel probability
measure on [0, 1]d and Ξ a measurable partition of [0, 1]d. Let η : [0, 1]d 7→ Ξ be the map associating
to each x ∈ [0, 1]d the atom ξ ∈ Ξ that contains x. By definition, Q is a measurable subset of Ξ
if and only if η−1Q is a measurable subset of [0, 1]d. Let m̂ be the push-forward of m under η, in
other words, m̂(Q) = m(η−1Q) for every measurable set Q ⊆ Ξ. A system of conditional measures
of m with respect to Ξ is a family (mξ)ξ∈Ξ of probability measures on [0, 1]d such that mξ(ξ) = 1
for m̂-almost every ξ ∈ Ξ given any measurable h : [0, 1]d 7→ R, the function ξ 7→ ∫ h(x)dmξ(x) is
measurable and
∫
h(x)dm(x) =
∫∫
h(x)dmξ(x)dm̂(ξ). According to the classical result of Rokhlin,
for every measurable partition there exists a system of conditional measures and it is uniquely defined
except on a set of zero measure.
Let us assume that the maps of the IFS Ψ =
{
ψi : [0, 1]
d 7→ [0, 1]d}M
i=1
have the form
ψi(x1, . . . , xd) = (ρ1,ix1 + t1,i, . . . , ρd,ixd + td,i).
For a P = {p1, . . . , pM}N Bernoulli measure, denote the Lyapunov exponents by χj = −
∑M
i=1 pi log |ρj,i|.
Without loss of generality we may assume that 0 < χ1 ≤ χ2 ≤ · · · ≤ χd. Let Ψk be the IFS with
functions restricted to the first k coordinates, i.e. Ψk =
{
ψki : [0, 1]
k 7→ [0, 1]k}M
i=1
, where
ψki (x1, . . . , xk) = {(ρ1,ix1 + t1,i, . . . , ρk,ixk + tk,i)}Mi=1 .
Denote the natural projection w.r.t Ψk by Πk. Moreover, let µk = P ◦Π−1k .
Theorem 2.3. [7, Theorem 2.11] For every 1 ≤ k ≤ d,
dimH µk =
hΠ1(P)
χ1
+
k∑
j=2
hΠj (P)− hΠj−1(P)
χj
.
Let us denote the orthogonal projection from [0, 1]k to [0, 1]k−1 by projk, that is projk(x1, . . . , xk) =
(x1, . . . , xk−1). Moreover, let us denote the partition given by the inverse slices by ξk, i.e. ξk(x1, . . . , xk) =
proj−1k (x1, . . . , xk−1).
Theorem 2.4. [7, Corollary 4.16, Theorem 6.2] For every 2 ≤ k ≤ d and µk-a.e. x = (x1, . . . , xk)
dimH(µk)
ξk
x =
hΠk(P)− hΠk−1(P)
χk
,
where (µk)
ξk
x is the conditional measure on the partition element ξk(x) w.r.t µk. Moreover, if Ψk
satisfies the strong separation condition (ψki ([0, 1]
k) ∩ ψkj ([0, 1]k) = ∅ for every i 6= j) then hΠk(P) =
hP = −
∑M
i=1 pi log pi.
3. Proof of Theorem A
Let pi, piα and piβ be the natural projections from the symbolic space Σ to Λ,Λα and Λβ w.r.t IFSs
Φ,Φα and Φβ defined in (1.1) and (1.2). That is, for a i = (i0, i1, . . . ) ∈ Σ
piα(i) =
∞∑
n=0
tin,1αi0 · · ·αin−1 , piβ(i) =
∞∑
n=0
tin,2βi0 · · ·βin−1 and pi(i) = (piα(i), piβ(i)).
If P = {p1, . . . , pm}N is the Bernoulli measure on Σ then the self-affine measure µ is the push-down
measure P by pi, that is, µ = pi∗P = P ◦ pi−1. Define two self-similar measures of Φα and Φβ by
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µα = (piα)∗P and µβ = (piβ)∗P respectively. If it is not confusing, we denote the projected entropies
by hpiα := hpiα(P), hpiβ := hpiβ (P) and hpi := hpi(P).
Proof of Theorem A(1). By Theorem 2.2, dimH µα = hµ/χα. Since µα is the orthogonal projection
of µ, we get hµ/χα ≤ dimH µ. The upper bound dimH µ ≤ hµ/χα is trivial. 
Proof of Theorem A(2). Let us define a lifted IFS on [0, 1]3 and a derived IFS on {0} × [0, 1]2, as
follows
Φ̂ :=
{
Ŝi(x, y, z) = (αix, βiy, ρz) + (ti,1, ti,2, ti,3)
}m
i=1
and
Φ˜ :=
{
S˜i(y, z) = (βiy, ρz) + (ti,2, ti,3)
}m
i=1
,
where 0 < ρ < mini {|αi|, |βi|} and ti,3 ∈ R are chosen such that
Ŝi([0, 1]
3) ∩ Ŝj([0, 1]3) = ∅ and S˜i([0, 1]2) ∩ S˜j([0, 1]2) = ∅ for every i 6= j. (3.1)
Denote the natural projections of Φ̂ and Φ˜ by pi and pi respectively. Let us define µ̂ = pi∗P and µ˜ = pi∗P
the push-down measures. We denote the projected entropies by hpi := hpi(P) and hpi := hpi(P).
We note that the Lyapunov exponents coincide for every measure µ̂, µ˜, and µ for the appropriate
directions. Applying Theorem 2.3, we have
dimH µ =
hpiα
χα
+
hpi − hpiα
χβ
,
dimH µ̂ =
hpiα
χα
+
hpi − hpiα
χβ
+
hpi − hpi
− log ρ ,
dimH µ˜ =
hpiβ
χβ
+
hpi − hpiβ
− log ρ .
Since Φ̂ and Φ˜ satisfy the strong separation condition (3.1), applying Theorem 2.4, we get that
hpi = hµ = hpi.
Let us introduce measurable partitions of [0, 1]3 by ξ(x, y) := {x} × {y} × [0, 1] and τ(y) :=
[0, 1]×{y}× [0, 1]. Moreover, define a measurable partition of {0}× [0, 1]2 by ζ(y) = {0}× y× [0, 1]
and a measurable partition of [0, 1]2 × {0} by η(y) = [0, 1] × {y} × {0}. For a visualisation, see
Figure 1.
By Rokhlin’s Theorem there are families of conditional measures µ̂ξx,y, µ̂τy , µ˜
ζ
y and µ
η
y on the
partitions respectively, uniquely defined up to zero measure sets.
By definition of conditional measures and the partition τ , µ̂ =
∫
µ̂τydµβ(y). On the other hand,
µ̂ =
∫
µ̂ξx,ydµ(x, y) =
∫∫
µ̂ξx,ydµ
η
y(x)dµβ(y). Thus,
µ̂τy =
∫
µ̂ξx,ydµ
η
y(x) for µβ-a.e. y.
Let proj : [0, 1]3 7→ {0} × [0, 1]2 be the orthogonal projection to the y, z-coordinate plane. Since
(proj)∗µ̂τy = µ˜
ζ
y for µβ-a.e. y, we get that
µ˜ζy =
∫
(proj)∗µ̂ξx,ydµ
η
y(x) for µβ-a.e. y. (3.2)
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Figure 1. The lifted IFS and the visualisation of partitions ξ, τ , η and ζ.
Applying Theorem 2.4 we have
dimH µ̂
ξ
x,y =
hµ − hpi
− log ρ for µ-a.e. (x, y)
dimH µ˜
ζ
y =
hµ − hpiβ
− log ρ for µβ-a.e. y.
Using Theorem 2.1 and Theorem 2.2, we have that
dimH µβ =
hpiβ
χβ
=
hµ
χβ
.
Thus, hpiβ = hµ. Therefore dimH µ˜
ζ
y = 0 for µβ-a.e. y.
By (3.2), if µ˜ζy(R) = 0 for a Borel set R ⊆ {0} × {y} × [0, 1] then (proj)∗µ̂ξx,y(R) = 0 for µηy-a.e
x. Thus, by the definition of the Hausdorff dimension dimH µ˜
ζ
y ≥ dimH(proj)∗µ̂ξx,y = dimH µ̂ξx,y for
µ-a.e (x, y). Hence dimH µ̂
ξ
x,y = 0 for µ-a.e. (x, y), which implies that hpi = hµ.
Again using Theorem 2.1 and Theorem 2.2,
dimH µα =
hpiα
χα
= 1.
Hence, hpiα = χα. Therefore
dimH µ =
hpiα
χα
+
hpi − hpiα
χβ
= 1 +
hµ − χα
χβ
.

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4. Proof of Theorem B
Let us define the pressure function P (t) with respect to Φ of the form (1.1) in the following way
PΦ(t) =

max
{∑m
i=1 |αi|t,
∑m
i=1 |βi|t
}
if 0 ≤ t < 1
max
{∑m
i=1 |αi||βi|t−1,
∑m
i=1 |βi||αi|t−1
}
if 1 ≤ t < 2∑m
i=1(|αi||βi|)t/2 if t ≥ 2.
(4.1)
Using [5, Theorem 2.5] and [3, Proposition 5.1] we get that
dimBΛ ≤ t0, (4.2)
where t0 is the unique solution of the equation PΦ(t0) = 1.
Proof of Theorem B(1). Let P := {|α1|sα , . . . , |αm|sα}N be a Bernoulli measure and let µ be the
corresponding self-affine measure. By Theorem 2.2, dimH µα = hµ/χα = sα. Since µα is the
orthogonal projection of µ, we get sα ≤ dimH µ ≤ dimH Λ. The upper bound dimBΛ ≤ sα follows
by (4.2). 
Proof of Theorem B(2). Using (4.2) we have that
dimBΛ ≤ d.
Define a Bernoulli measure P :=
{|α1||β1|d−1, . . . , |αm||βm|d−1}N on Σ and let µ be the corres-
ponding self-affine measure. We show that χα ≤ χβ.
First, let us observe that hµ/χβ ≤ sβ. Indeed, for the IFS Φβ one can find another IFS of
similarities with the same contraction ratios such that it satisfies the open set condition, see e.g. [18,
Proof of Theorem 2.1(b) and (c)]. Thus, if χα > χβ then
sβ ≥ hµ
χβ
=
χα
χβ
+ d− 1 > d ≥ 1,
which is a contradiction.
On the other hand,
hµ
χβ
≤ sβ ≤ 1 ≤ 1 + (d− 1)χβ
χα
=
hµ
χα
.
Using Theorem A(2) we obtain that
d = 1 +
hµ − χα
χβ
= dimH µ ≤ dimH Λ ≤ dimBΛ ≤ d.

5. Proof of Theorem D
We recall that for an IFS G = {ψi}Mi=1 denote the kth iterate by Gk = {ψi1 ◦ · · · ◦ ψik}Mi1,...,ik=1.
First, we state a technical lemma.
Lemma 5.1. Let G = {x 7→ rix+ ti}Mi=1 be an IFS of similarities on the real line and let Θ(G) be
the attractor of G. Then for every ε > 0 there exists a K = K(ε) > 0 such that for every k > K
there is a Fk ⊆ Gk such that
(1) f ′1(0) = f ′2(0) for any f1, f2 ∈ Fk,
(2) dimH Θ(G)− ε ≤ dimH Θ(Fk), where Θ(Fk) is the attractor of IFS Fk,
(3) Fk satisfies the SSC, i.e. f1(Θ(Fk)) ∩ f2(Θ(Fk)) = ∅ for any f1 6= f2 ∈ Fk.
The proof is a consequence of Orponen [14, Lemma 3.4] and Peres and Shmerkin [15, Proposition 6],
therefore we omit it.
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Lemma 5.2. Let Φ be the IFS of the form (1.1) and let tΦ be the unique root of the subadditive
pressure function t 7→ PΦ(t), defined in (4.1). Then for every ε > 0 there exists a K = K(ε) that for
every k > K there is a homogeneous IFS Ψk of the form (1.5) such that Ψk ⊆ Φk and for the root of
of the corresponding subadditive function PΨk(tΨk) = 0
|tΦ − tΨk | < ε.
Proof. Throughout the proof we follow the line of Peres and Shmerkin [15, Proposition 6].
For every i = (i1, i2, . . . ) ∈ Σ = {1, . . . ,m}N let Xk(i) =
∑k
j=1 eij , where ej are the coordinate
vectors of Rm, and m is the number of the functions in Φ.
Denote the subadditive pressure function, defined in (4.1), by PΦ and the root by tΦ. Without
loss of generality, we may assume that sβ ≤ sα, where sα and sβ denote the similarity dimension of
the systems Φα and Φβ, see (1.2) and (1.4). Thus,
sα ≤ 1 ⇒ αtΦ1 + · · ·+ αtΦm = 1, (5.1)
sα > 1 ⇒ α1βtΦ−11 + · · ·+ αmβtΦ−1m = 1. (5.2)
Fix a p = (p1, . . . , pm) probability vector as follows, let pi := α
tΦ
i if sα ≤ 1, and let pi := αiβtΦ−1i
otherwise. Define P := {p1, . . . , pm}N probability measure on Σ. Then
∫
Xk(i)dP(i) = k
∑m
i=1 piei.
Let vk := (v1,k, . . . , vm,k) that |vi,k− kpi| < 1 for i = 1, . . . ,m. Then by [20, P9, Chapter II], there
exists a c > 0 independent of k such that
P ({i ∈ Σ : Xk(i) = vk}) ≥ ck−
m
2 . (5.3)
Define Nk = {[i1, . . . , ik] : ] {n ≤ k : in = l} = vl,k}. Then
]Nk
m∏
l=1
pkpll
m∏
l=1
p−1l ≥ ]Nk
m∏
l=1
p
vl,k
l = P ({i ∈ Σ : Xk(i) = vk}) . (5.4)
Thus, by (5.3) and (5.4)
]Nk ≥ ck−
m
2
m∏
l=1
p1−kpll .
Let Ψk be the IFS
Ψk := {Si1 ◦ · · · ◦ Sik}[i1,...,ik]∈Nk .
Observe that every function Tj ∈ Ψk has the form Tj : (x, y) 7→ (α̂kx + t′1,k,j , β̂ky + t′2,k,j), where
α̂k =
∏m
l=1 α
vl,k
i and β̂k =
∏m
l=1 β
vl,k
i , that is, Ψk is homogeneous. On the other hand, by using the
definition of subadditive pressure (4.1) the root satisfies the following formula
min
{
]Nkα̂
tΨk
k , ]Nkα̂kβ̂
tΨk−1
k
}
= 1 (5.5)
Hence, there exists a constant C > 0 such that
|tΦ − tΨk | ≤ C
log k
k
,
which completes the proof. 
Proof of Theorem D. Let Φ be the IFS of the form (1.1) with attractor Λ, and let Φα and Φβ be the
projected IFSs to the x- and y-axis with attractors Λα and Λβ.
First, let us suppose that condition (1) holds. By Theorem B(1) and [9, Corollary 1.2]
dimH Λα = dimH Λ = sα = tΦ.
Applying Lemma 5.2, for every ε > 0 there exists a homogeneous IFS Ψ ⊆ Φk for some k such that
|tΦ− tΨ| < ε/2. On the other hand, it is easy to see that, since Φα satisfies the Hochman-condition,
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every subset of Φkα satisfies the Hochman-condition for every k. Denote the attractor of Ψ by Γ and
denote the projected IFS to the x-axis by Ψα with attractor Γα. Hence, applying Theorem B(1)
again,
dimH Γα = dimH Γ = tΨ.
Applying Lemma 5.1 for Ψα we get that there is a homogeneous IFS Ψ
′ ⊆ Φk′ for a k′ that Ψ′α
satisfies the SSC, and thus, Ψ′. Moreover, for the attractor Γ′ of Ψ′
tΦ − ε ≤ tΨ − ε/2 ≤ dimH Γ′α ≤ dimH Γ′ ≤ tΦ,
which proves the first case.
Now, we turn to the case when condition (2) holds. By Theorem B(2)
dimH Λ = tΦ.
Applying Lemma 5.2, for every ε > 0 there exists a homogeneous IFS Ψ ⊆ Φk for a k that
|tΦ − tΨ| < ε/2. Denote the attractor of Ψ by Γ and denote the projected IFS to the y-axis
by Ψβ with attractor Γβ. Denote the contracting ratios of Ψ by α̂ and β̂. Since Ψβ is homogeneous
and satisfies the Hochman-condition, we have
dimH Γβ =
log ]Ψ
− log β̂
.
Applying Lemma 5.1 to Ψβ, we can prove the existence of a homogeneous IFS Ψ
′ ⊆ Ψk′ for a k′ such
that Ψ′β satisfies the SSC, and so does Ψ
′. On the other hand,
dimH Γ
′
β =
log ]Ψ′
−k′ log β̂
≥ log ]Ψ
− log β̂
− ε
2
,
which implies that ]Ψ′ ≥ ]Ψk′ β̂ k
′ε
2 . Using (5.5) for the root of the subadditive pressure of Ψ′
1 = ]Ψ′α̂k
′
β̂k
′(tΨ′−1) ≥
(
]Ψα̂β̂tΨ′+ε/2−1
)k′
.
Hence, tΨ − ε/2 ≤ tΨ′ and by Theorem B(2), dimH Γ′ = tΨ′ which completes the proof. 
6. Proof of Proposition C
Finally, we get a bound on the dimension of the exceptional parameters. The statement is based
on the dimension of exceptional parameters for self-similar IFSs.
Lemma 6.1. Let {ri}mi=1 be a set of real numbers such that ri ∈ (−1, 1) for every i = 1, . . . ,m and
maxi 6=j {|ri|+ |rj |} < 1. Then there exists a set E ⊂ Rm such that dimP E ≤ m − 1 and for every
(t1, . . . , tm) ∈ Rm \ E the IFS G = {x 7→ rix+ ti}mi=1 satisfies the Hochman-condition.
This is lemma is a corollary [10, Theorem 1.10]. We present here a self-contained proof based on
the method of Fraser and Shmerkin [8, Proposition 4.3]. Before we prove Lemma 6.1, we need a
technical lemma.
Lemma 6.2. Let {ri}mi=1 be a set of real numbers such that ri ∈ (−1, 1) for every i = 1, . . . ,m and
maxi 6=j {|ri|+ |rj |} < 1. Then there are vectors ai ∈ Rm−1 such that the vectors {(ai, 1− ri)}mi=1 are
linearly independent in Rm and the IFS G′ = {gi : x 7→ rix+ ai}mi=1 satisfies the strong separation
condition on [−1, 1]m−1.
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The proof can be found in Simon and Solomyak [18, Proof of Theorem 2.1(b) and (c)], therefore
we omit it.
Let w be a non-zero vector in Rm−1 and let Πw : x 7→ w · x be the linear projection to the line
determined by w. Then it is easy to see that
‖gradw
(
Πw(x)−Πw(y)
) ‖ = ‖x− y‖. (6.1)
Lemma 6.3. There exists a δ > 0 such that for every n ≥ 1 and every ı 6=  ∈ Sn = {1, . . . ,m}n
max
{|Πw(gı(0))−Πw(g(0))|, ‖gradw (Πw(gı(0))−Πw(g(0))) ‖} > δn,
where gi are the functions defined in Lemma 6.2 and gı denotes the composition gı = gi1 ◦ · · · ◦ gin
(and similarly for g).
Proof. It is enough to show that there exists a ε > 0 that for every n ≥ 1 and every ı 6=  ∈ Sn =
{1, . . . ,m}n with i1 6= j1
max
{|Πw(gı(0))−Πw(g(0))|, ‖gradw (Πw(gı(0))−Πw(g(0))) ‖} > ε,
by choosing δ = εmini {|ri|}. Let us argue by contradiction. Suppose that for every ε > 0 there exist
n ≥ 1 and ı,  ∈ Sn with i1 6= j1 such that
max
{|Πw(gı(0))−Πw(g(0))|, ‖gradw (Πw(gı(0))−Πw(g(0))) ‖} ≤ ε.
By compactness and by letting ε → 0+, we get that there exists x, y ∈ Θ(G′) such that ‖x − y‖ >
mini 6=j {dist(gi(Θ(G′)), gj(Θ(G′)))} > 0 and ‖gradw
(
Πw(x)−Πw(y)
) ‖ = 0, where Θ(G′) denotes the
attractor of G′. But by (6.1), it is a contradiction. 
Proof of Lemma 6.1. Falconer showed in [2, Proof of Theorem 1] that the projections of G′ in
Lemma 6.2 to lines in Rm−1 through the origin and the IFS G are linearly equivalent. That is,
for every (t1, . . . , tm) ∈ Rm there exists a unique vector (x0, w) ∈ Rm such that ti = x0 + w · ai.
Thus, it is enough to show that there exists a set E ⊂ Rm−1 such that dimP E ≤ m− 2 and the IFS{
x 7→ rix+ Πw(ai)
}
satisfies the Hochman-condition for w ∈ Rm−1 \ E.
For a ı,  ∈ Sn let ∆ı,(w) := Πw(gı(0)) − Πw(g(0)). It follows from the definition of exceptional
set that
E ⊆
⋂
ε>0
∞⋃
N=1
⋂
n>N
⋃
ı 6=∈Sn
∆−1ı, (−εn, εn).
Since w 7→ Πw(gı(0)) is linear, so w 7→ ∆ı,(w) is. By Lemma 6.3, ∆−1ı, (−εn, εn) is contained in a
(ε/δ)n-neighbourhood of the hyperplane ∆−1ı, (0). Hence,
⋃
ı 6=∈Sn ∆
−1
ı, (−εn, εn) can be covered by at
most Cm2n(δ/ε)(m−2)n balls with radius (ε/δ)n, where C is depending on m. Thus,
dimB
⋂
n>N
⋃
ı 6=∈Sn
∆−1ı, (−εn, εn) ≤ m− 2 +
2 logm
− log(ε/δ)
By using the definition of packing dimension,
dimP E ≤ lim
ε→0
m− 2 + 2 logm− log(ε/δ) = m− 2.

Proof of Proposition C. For i = 1, . . . ,m let αi, βi satisfy αi, βi ∈ (−1, 1)\{0}, such that maxi 6=j {|αi|+ |αj |} <
1 and
∑m
i=1 |βi| ≤ 1. Then by Lemma 6.1 there exist sets E1, E2 ⊂ Rm such that dimP E1,dimP E2 ≤
m − 1 and the IFSs Φα = {x 7→ αix+ ti,1}mi=1 and Φβ = {x 7→ βix+ ti,2}mi=1 satisfy the Hochman-
condition simultaneously for every (t1,1, . . . , tm,1) ∈ Rm \E1 and (t1,2, . . . , tm,2) ∈ Rm \E2. Thus, the
IFS of the form (1.1) satisfies the assumptions of Theorem A and Theorem B for every (t1,1, . . . , tm,1, t1,2, . . . , tm,2) ∈
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R2m \ E1 × E2. By using the product property of the packing dimension, we get dimP E1 × E2 ≤
dimP E1 + dimP E2 ≤ 2m− 2, which completes the proof. 
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