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Zastosowanie entropijnych miar w analizie przestrzennej 
The application oj entropie measures in a spatial analysis 
Z a r y s t r e ś c i . A u t o r k a w wie lk im skrócie i n f o r m u j e o metodologicznych 
możl iwościach i ana l i tycznych korzyściach s tosowania en t rop i jnych m i a r do zagad-
nień zróżnicowania rozmieszczenia przes t rzennego z jawisk i procesów geograf icznych. 
Zjawiska i struktury geograficzne przedstawiają sobą najczęściej zło-
żone wieloczynnikowe systemy związane z przestrzennym rozmieszcze-
niem. Takie ujęcie zróżnicowania rozmieszczenia przestrzennego zawiera 
tezę konieczności i celowości stochastycznego spojrzenia na zdarzenia 
i procesy geograficzne. 
Systematyczne studia (ze stochastycznego punktu widzenia) nad tema-
tyką zróżnicowania rozmieszczenia przestrzennego zapoczątkował B. L. 
G u r e w i c z (1966, 1967). Utrzymuje on, że ze zróżnicowaniem geogra-
ficznym związane są w sposób naturalny entropijne miary jednorodności 
(homogeniczności) i zróżnicowania przestrzennego, które mogą służyć jako 
podstawa konkretnej analizy rozmieszczenia i są niezbędne przy tworze-
niu ogólnej teorii zróżnicowania przestrzennego. Za miarę jednorodności 
i zróżnicowania przestrzennego przyjmuje się miarę entropii. Jest ona jed-
nym z podstawowych pojęć cybernetycznych i pozwala na analizę zacho-
wania się układów stochastycznych. 
Według Małego Słownika Cybernetycznego (1973) entropia, to miara 
jednorodności i stopnia zróżnicowania elementów lub stanów znajdują-
cych się w pewnym zbiorze przeliczalnym, które traktowane są przy okreś-
laniu ich możliwej wartości jako zmienne losowe. 
Entropię danej zmiennej losowej można obliczyć, znając charaktery-
styki stochastyczne tej zmiennej. Entropia określonej zmiennej losowej 
ma następujące wartości 
1. entropia jest funkcją ciągłą względem wszystkich swych charak-
terystyk statystycznych, rozumianych jako zmienne. Dla ciągłej zmiennej 
losowej taką charakterystyką jest gęstość prawdopodobieństwa jej reali-
zacji f(x), natomiast dla dyskretnej zmiennej losowej — prawdopodobień-
stwo wystąpienia i-tej realizacji ph
2. entropia jest tym większa przy ustalonym zakresie zmienności, im
bardziej rozkład prawdopodobieństwa zmiennej losowej jest zbliżony do 
rozkładu równomiernego, 
310 Alicja Z. Szajnowska 
3. dla zbioru niezależnych zmiennyćh losowych entropia jest sumą
entropii jego podzbiorów, 
4. entropia jest równa zeru dla zmiennej losowej, której zbiór war-
tości jest równy jedności. 
Jedyną funkcją spełniającą cztery wymienione warunki jednocześnie 
jest funkcja logarytmiczna. Podstawa logarytmu określa bezwymiarową 
jednostkę pomiaru entropii. 
Entropia dyskretnej (nieciągłej) zmiennej losowej Xd odznacza się 
ciągiem rozkładów pi = P{Xd = xl} dla ¿ = 1, 2, ..., n i jest określona wzo-
rem: 
H(xd> = - f > i l 0 S a P i = f > i l o § j r . (1)
i = 1 2 = 1 Pi 
gdzie: 
Pi — prawdopodobieństwo i-tej realizacji dyskretnej zmiennej losowej, 
Xi — ¿-ta realizacja zmiennej losowej Xd. ^
Jeżeli logarytm ma podstawę a = 2, to miara entropii jest wyrażona 
w bitach: 
0 < H x d < l . 
Dotychczasowe zastosowania miar entropii 
Zdaniem R. L e e (1974) dotychczasowe próby adaptacji i zastosowa-
nia entropii w badaniach przestrzennych można skrótowo przedstawić 
w dwóch grupach tematycznych: 
I. liczbowa analiza map, w której entropia służy do wyrażenia miary
różnorodności próbki z mapy,
II. metody maksymalnej (maksimum) entropii — jako miary różnorod-
ności przestrzennej zjawisk i procesów stochastycznych.
I. Entropia w liczbowych analizach map jest przedstawiona jako wy-
rażenie opisowej miary różnorodności lub stopnia przypadkowości próbki 
z danej mapy. 
Ju. M i e d w i e d k o w (1976a) do liczbowej analizy map użył wzoru 
Shannona (1), gdzie zero oznacza brak entropii, tzn. punkty pobranej prób-
ki z mapy są jednolite. 
Entropia jako miara podziału powierzchni zmienności cech została za-
stosowana do: 
1. zagadnień przestrzennego podziału przez B. L. G u r e w i c z a
(1969), 
2. porównania alternatywnych podziałów każdej zbiorowości przez
L. Ju. N u t e n k o (1970) i M. B a 11 e g o (1972),
3. pomiaru wpływu środowiska naturalnego na produkcję rolną przez
B. M a r c h a n d (1972),
4. porównania stopnia zróżnicowania rozmieszczeń miast wielkości
różnej wielkości przez G. P. C h a p m a n (1970), 
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5. przedstawienia przestrzennej koncentracji zatrudnienia w przemyśle
przez C. G. G a r r i s o n a i A. S. P a u l s o n a (1970). 
Są to (w większości przytoczonych przypadków) teoretyczne rozważa-
nia i dyskusje na temat celowości adaptacji miar entropii do przedstawie-
nia zjawisk i procesów przestrzennych albo niewielkie próby zastosowa-
nia, bez podania końcowych wyników lub wniosków. 
Nieco inny wariant wzoru (1) zastosował G. P. C h a p m a n (1970, 
1973) i M. B a 11 y (1972), a potem H. T h e i 1 (1967) do oznaczania zjawisk 
rozproszenia. Takie kryterium klasyfikacji danego zjawiska nie zawiera 
więcej niż jedną charakterystykę. Stąd zasygnalizowane modele bardzo 
często różnią się jedynie specyfiką odzwierciedlanych zjawisk i procesów. 
W związku z tym termin „model" w tych przypadkach jest błędnie użyty. 
Jest to miara opisowa, podobnie jak w metodzie najbliższego sąsiada, 
w analizie równań czy w ilorazie lokalizacji. 
T. K. S e m p l e i R. G. G o l l e d g e (1970) w swoich studiach porów-
nawczych (z zastosowań) usiłowali wprowadzić element czasu, tzn. obli-
czone punkty entropijnego modelu traktowali ponadczasowo. Dyskusyjne 
innowacje metodyczne zawierają również opracowania: Ju. M i e d w i e d-
k o w a (1967b), T. K. S e m p l a (1973) i G. P. C h a p m a n a (1973). 
II. Metody maksymalnej entropii dają bardziej ogólną (teoretyczną)
podstawę metodyczną niż zastosowania liczbowych analiz mapy. Poza tym 
technika maksimum entropii pozwala na dedukcyjne analizy najbardziej 
zawiłych podziałów „przestrzeni geograficznych". Miara entropii maksi-
mum najpierw była traktowana jako wektor określony na podstawie hie-
rarchii np. porządku pokoleń czy też skali regionu. Początkowe pomysły 
na tym polu były rozwijane niezależnie przez wielu badaczy. 
A. G. W i 1 s o n (1967) podał cały wachlarz możliwości zastosowań me-
tody maksymalnej entropii, przede wszystkim do określenia przestrzen-
nego rozkładu wyjazdów wycieczkowych za miasto. Inne zastosowania 
ukierunkowano następująco: 
— modele regionalnych przepływów artykułów żywnościowych (A. G. 
W i l s o n , 1970a, 1970b), 
— model lokacyjne (A. G. W i l s o n , 1970c), 
— przestrzenna struktura miasta (P. L. F a no, 1969), 
— dystrybucja dochodu regionalnego (M. J. H. M a g r i d e, 1969), 
— teoria centralnego placu (B. M a r c h a n d , 1972), 
— przestrzenna geometria regionu (M. B a t t y , 1972), 
— Model Markowa do przedstawienia współzależności przestrzennych 
(S. G. T o m l i n , 1969), który rozszerzył R. B. G i n s b e r g (1971), 
wprowadzając element czasu, co w semi-modelu Markowa powoduje, że 
prawdopodobieństwa przejścia są funkcją czasu. 
B. J. L. B e r r y i P. J. S c h w i n d (1969) uważają, że w sytuacji po-
ważnych luk w literaturze metodologicznej na temat wzajemnych oddzia-
ływań przestrzennych, miara entropii jest jedyną metodą zobrazowania" 
przepływów migracyjnych. Próbę takiego zastosowania przedstawili przej-
rzyście i systematycznie. Po długim wstępie wprowadzającym w koncep-
cję zastosowań miary entropii, a przede wszystkim po jej matematycznej 
prezentacji, autorzy podają przykład ilustracji przepływów migracyjnych 
przy pomocy macierzy entropii. 
Poszczególne miary entropii są zawarte w macierzy P, gdzie p t j — prze-
mieszczenia z ż-tego do j-tego obszaru SEA's (State Economic Areas), 
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Macierz entropii P: 
N N J
X Pu ~ (wzajemne przemieszczenia) (2) 
i j Pi 
N 1
H ( P j = I > i l o g ~ (wiersze) (3)i Pi 
N 2
H(Pi) = E P; l o § TT ( k o l u m n y ) (4)P 
T a b e l a 1 
Teoretyczne i empiryczne p rzep ływy migracy jne 
między SEA's w stajnie Iowa 
1 2 3 4 5 6 
1 t e o r e t y c z n e 5034 1063 1446 1146 885 
e m p i r y c z m e 5202 1967 862 1024 1413 
2 5034 1373 2752 1716 1232 
4698 2382 4539 2465 2301 
3 1063 1373 907 2312 1373 
2249 3614 665 2301 2488 
4 1446 2752 907 1195 1111 
665 3748 367 1331 3197 
5 1146 1716 2312 1195 1320 
539 2858 3576 1425 3711 
6 885 1232 1373 1111 1320 
560 1343 1227 2127 2416 
Zródlo: B. J. L. B e r r y 1 P. J. S c h w 1 n d (1969) 
Tabela 1 zawiera liczbowe przemieszczenia ludności między 6 SEA\s 
w stanie Iowa. 
W tabeli 2 odnotowano porównawcze wyniki dwóch modeli migracji: 
modelu grawitacji, modelu entropii. 
T a b e l a 2 
Miary entropi i dla macierzy migrac j i 
Model entropi i Wiersze K o l u m n y W z a j e m n e 
przemieszczenia 
M a k s i m u m (pij) 1.079 1.079 2.120 
Empiryczne (my) 1.037 1.008 1.897 
Model grawitacja 1.025 1.025 1.972 
Źródło: B. J. L. B e r r y i P . J. S c h w i n d (1969). 
Dla macierzy migracji 6 X 6 maksimum entropii dla wierszy i kolumn 
wynosi po 1.075, a wzajemne przemieszczenia — 2.120. Entropia dla empi-
rycznych przemieszczeń — 1.037 wiersze, 1.008 kolumny. Można to po-
równać z modelem grawitacji, który daje po 1.025 dla wierszy i kolumn 
i 1.975 dla wzajemnych przemieszczeń. 
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Modele Ju. M i e d w i e d k o w a (1967a) i A. G. W i l s o n a (1967, 
1970) oparte na formule S h a n n o n a (1) stanowią istotę wszystkich en-
tropijnych modeli przestrzennych. Wobec powyższego, przykład zastoso-
wania miar entropii przez M. G. S o n i s (1968) do przedstawienia prze-
mieszczeń ludności USA między 4 rejonami może być podstawową litera-
turą pozwalającą na zapoznanie się z techniką entropijnych miar jedno-
rodności. 
Jak już znaznaczyłam, zdaniem wielu badaczy, entropijne miary jed-
norodności i zróżnicowania przestrzennego przyczyniają się do tworzenia 
1 rozszerzania teorii przemieszczeń. Ze stochastycznego punktu widzenia 
każde przemieszczenie ludności można interpretować jako rozmieszczenie, 
gdyż rozmieszczenie jest rezultatem pewnego procesu przemieszczeń. W ta-
kiej sytuacji można entropijne miary jednorodności rozmieszczenia prze-
nieść na przypadek przemieszczeń. Aby tak interpretować, trzeba dokonać 
pewnej operacji na zbiorach punktów (regionów) migracji. Przyjmujemy 
2 zbiory: i Iloczynem tych zbiorów jest zbiór Q = £22 zawierający 
wszystkie możliwe pary punktów (Мъ M2), gdzie punkt Mi należy do zbio-
ru a punkt M2 — do zbioru Q2: 
Gdy rozpatrujemy przemieszczenia, dzielimy obszar ii na n obszarów, 
a następnie bierzemy pod uwagę migracje z ¿-tego do j-tego obszaru. Tę 
parę obszarów traktujemy jako jeden obiekt, któremu przypisujemy wagę 
mu równą liczbie ludności migracyjnej z i-tego do j-tego obszaru. W ten 
sposób przemieszczenia stają się rozmieszczeniem (na podstawie iloczynu 
kartezjańskiego), którego elementami są pary obszarów z odpowiadającą 
każdej parze wagą mjj. 
Fakt, że przemieszczenia można interpretować jako rozmieszczenie, 
pozwala wykorzystać entropijną miarę jednorodności rozmieszczenia wy-
rażoną wzorem (1), a przede wszystkim przyczynia się do rozszerzenia 
samej teorii zróżnicowania. Wzór (1) można zapisać: 
gdzie logarytmy mają podstawę 2, zatem miara jednorodności określona 
w bitach. Jak widać, miara jednorodności H uwzględnia nie tylko różnice 
pomiędzy wielkościami m ih ale także i same wielkości mi;) i ich sumę M. 
W ten sposób otrzymuje się ogólną charakterystykę procesu przemiesz-
czenia z punktu widzenia jednorodności. 
Tak pojętą miarę jednorodności zastosował M. G. S o n i s (1968) do 
przedstawienia przemieszczeń ludności USA w 4 regionach: północno-
-wschodni, północ regionu centralnego, południowy i zachodni (tab. 3).
Tabela 3 jest macierzą kwadratową zawierającą elementy m t j (i, j = l, 
2, 3, 4), które przedstawiają sobą liczebność osób przemieszczających się 
z ż-tego regionu do j-tego regionu. Suma osób znajdujących się na prze-
kątnej jest liczbą osób zmieniających ewentualnie adres wewnątrz regio-
nu bez wyjazdów do innego regionu. 
W tabeli 4 przedstawiono wartości miar jednorodności migracji dla lud-
ności USA między czterema regionami w okresie 3 lat, obliczone według 
H = Г ü l o g l o g rriij = l o g M - - ¿ Г Z mu l o g tyщ , 
ij M M = 1 
(5) 
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T a b e l a 3 
Rozmieszczenie m i g r a n t ó w w 4 regionach USA 
Regiony Północno- Północ regionu Po łudn iowy Zachodni 
w c h o d n i centra lnego 
Północnowschodni 1548 153 253 111 
Północ regionu 
cent ra lnego 128 2043 383 160 
Po łudn iowy 299 422 3305 315 
Zachodni 184 410 507 2021 
Źródło: M. G. S o n i s (1968). 
T a b e l a 4 
Mia ry jednorodności 
La ta Ludność USA (4 regiony) 
H (w bitach) 1963 3.19
1964 3.17
1965 3.16
wzoru (5). Odczytuje się z niej wyraźną stabilność miary jednorodności 
migracji ludności USA w badanym okresie. 
W konkluzji wymienieni autorzy stwierdzają, że cybernetyczne ujęcie 
zagadnienia przemieszczeń migracyjnych, a w szczególności model migra-
cji pozwala na nowe i dodatkowe możliwości analizy procesów migracyj-
nych. B. J. L. B e r r y i P. J. S c h w i n d (1969), Ju. W. Miedwiedkow 
(1970) G. P. C h a p m a n (1970) przedstawili nie tylko formułę miary 
entropii i jej wprowadzenie w kontekst dynamiki modelu Markowa, lecz 
także dokładnie opisaną macierz zastosowanej eneropii. Zdaniem R. L e e 
(1974), te próby zastosowań nie zostały w pełni podsumowane i ocenione. 
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А Л И Ц И Я 3. Ш А Й Н О В С К А 
П Р И М Е Н Е Н И Е Э Н Т Р О П И Й Н Ы Х М Е Р В Т Е Р Р И Т О Р И А Л Ь Н О М А Н А Л И З Е 
Автор на основании доступной л и т е р а т у р ы сообщает о методологических 
в о з м о ж н о с т я х и а н а л и т и ч е с к и х выгодах применения энтропийных мер д л я из -
мерения д и ф ф е р е н ц и а ц и и территориального р а з м е щ е н и я географических я в -
лений и процессов. Систематическое изучение тематики территориальной д и ф -
ф е р е н ц и а ц и и было начато Б. Л. Гуревичем (1966, 1967), который утверждает , что 
с г еографической д и ф ф е р е н ц и а ц и е й естественным образом с в я з а н ы энтропийные 
меры гомогенности и территориальной д и ф ф е р е н ц и а ц и и . Они могут с л у ж и т ь ос-
новой д л я конкретного анализа р а з м е щ е н и я и необходимы при создании общей 
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теории территориальной д и ф ф е р е н ц и а ц и и . В качестве м е р ы гомогенности и тер-
риториальной д и ф ф е р е н ц и а ц и и принята мера энтропии на базе ф о р м у л ы Ш е н -
нона: 
N 
= Е РА°ёаРи 
ы1 
где: 
Р{ — вероятность г-той р е а л и з а ц и и дискретной случайной переменной, 
— г-тая р е а л и з а ц и я случайной переменной Xd. 
Если у л о г а р и ф м а основание а = 2 , то мера энтропии в ы р а ж е н а в битах. 
По мнению Р . Ли (1974), проводимые до сих пор п о п ы т к и адаптировать и при-
менить энтропию в т е р р и т о р и а л ь н ы х исследованиях можно к р а т к о представить ' 
в двух тематических группах : 
1. Ч и с л е н н ы й а н а л и з карт , в котором энтропия с л у ж и т д л я в ы р а ж е н и я ме-
р ы разнородности выборки с к а р т ы ; 
2. М е т о д ы максимальной (максимум) энтрюпии к а к меры территориальной
разнорадности стохастических явлений и процессов. 
Пер. Б . Миховского 
A L I C J A Z. S Z A J N O W S K A 
T H E A P P L I C A T I O N OF ENTROPIC M E A S U R E S IN A S P A T I A L ANALYSIS 
T h e au tho r ut i l ized ava i lab le l i t e r a tu r e to s u r v e y the methodological possibili t ies 
and ana ly t i ca l a d v a n t a g e s of app ly ing en t rop ic m e a s u r e s in s tudies concerned wi th 
t h e d i f f e r en t i a t i on of the spat ia l d i s t r ibu t ion of geographica l p h e n o m e n a a n d p ro -
cesses. 
A method ica l inves t igat ion of th i s sub jec t was s t a r t ed b y B. L. Gurewicz (1966, 
1967). Th i s au tho r bel ieves tha t en t ropic m e a s u r e s of homogene i ty and spat ia l d i f f e -
ren t ia t ion , which can be used in an analys is of t he d i s t r ibu t ion and which a r e neces-
sa ry w h e n a genera l theory of spat ia l d i f f e r en t i a t i on is being w o r k e d out, a r e con-
nected in a n a t u r a l w a y wi th the geographica l d i f f e ren t i a t ion . Shannon ' s f o r m u l a : 
N 
H ( X d ) " - Z P I l o S a P | 
1 = 1 
w h e r e : 
Pi = p robab i l i ty of t h e i-ith real iza t ion of t he d iscre te r a n d o m var iable , 
Xi — i - th real izat ion of the r a n d o m var iab le X d usnal ly serves as a basis fo r m e a s u r -
ing homogenei ty and spat ia l d i f f e ren t i a t ion . 
If t he bas is of t he loga r i thm is a = 3 , t he m e a s u r e of en t ropy is expressed in bits. 
R. Lee (1974) suggests t h a t the a t t empts , m a d e so f a r , to a d a p t and app ly en t ropy
in sipatial research can be g rouped as fo l lows: 1. Numer i ca l ana lyses of maps , in which 
e n t r o p y can serve as a m e a n s to express the m e a s u r e of he te rogene i ty of t he sample 
f r o m the map . 2. The me thod of the m a x i m a l ( m a x i m u m ) en t ropy , as a m e a s u r e of 
spa t ia l he te rogene i ty of s tochast ic p h e n o m e n a a n d processes. 
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