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m^RARY SYsWy 
Abstract of thesis entitled: 
Characterizing Interference in Wireless Mesh Networks 
Submitted by HUI, Ka Hung 
for the degree of Master of Philosophy 
at The Chinese University of Hong Kong in August 2007 
The relationship between interference and capacity has been a 
main focus in the study of wireless mesh networks. To find out 
the capacity of a wireless mesh network, we have to accurately 
model the interference among the wireless links. Then we can 
design traffic engineering algorithms to allocate flows on each 
link to achieve the capacity. 
Existing traffic engineering algorithms were designed based 
on the celebrated interference model - protocol model, and the 
existence of a perfect scheduler. However, these assumptions 
only help simplify the problem, and may not be achieved in 
reality. Therefore, these works may have little value in current 
wireless mesh networks. 
In this thesis, we first introduce a new interference model -
partial interference, predicting the result of a transmission in a 
wireless network to be probabilistic based on the corresponding 
signal-to-noise ratio (SNR) and the modulation scheme used. 
We illustrate there is a gain in terms of capacity by considering 
partial interference. 
Second, towards designing traffic engineering algorithms in 
wireless random access networks, we study the stability regions 
of 802.11 and slotted ALOHA networks under partial interfer-
ence. The results show that the protocol model is not accurate 
i 
enough to model interference in a wireless network. By consid-
ering partial interference, we show that the stability region is 
larger, and the gain in network capacity can be provisioned. 
It is difficult to have a complete characterization on the sta-
bility regions of 802.11 and slotted ALOHA networks, as illus-
trated in this thesis. Therefore, as a third contribution, we 
propose FRASA, Feedback Retransmission Approximation for 
Slotted ALOHA, as a surrogate to approximate the stability re-
gion of slotted ALOHA. Prom this, we derive the convex hull 
bound and the supporting hyperplane hound to outer-bound and 
inner-bound the stability region of FRASA respectively. These 
bounds are guaranteed to be convex and piecewise linear. By 
using these bounds, the traffic engineering problem can be for-
mulated as linear programming, which can be solved by stan-
dard techniques. We hope our work can serve as a basis in de-
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Chapter 1 
Introduction / Motivation 
In a wireless mesh network, all stations communicate with each 
other through wireless links. A fundamental difference between 
a wireless network and its wired counterpart is that wireless links 
may interfere with each other, resulting in performance degra-
dation. Therefore in the study of wireless mesh networks, one 
important performance measure is the capacity of the network 
when the effects of inter-link interference are considered. 
In establishing the capacity of a wireless network, we have 
to predict whether the wireless links interfere with each other. 
Several interference models, e.g., protocol model and physical 
model [4], were proposed to predict whether transmissions in a 
wireless network are successful. Many researchers have focused 
on the design of interference-aware routing / traffic engineering 
algorithms based on the protocol model to optimize the capacity 
of wireless mesh networks [1,5,6 . 
In these interference models, one key assumption is that in-
terference is a binary phenomenon, i.e., either the links mutually 
interfere with each other, or they do not interfere. However, it 
was reported that this assumption is not valid, both in single-
channel [7] and multi-channel [8] scenarios, which means that it 
is possible for interfering links to be active simultaneously and 
realize some throughput. We term this as partial interference. 
This implies that the interference models used are overly sim-
1 
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plified, and motivates us to develop more accurate models to 
capture this partial behavior. 
In Chapter 3, we introduce the idea of partial interference 
and point out why the protocol and physical models are not 
accurate. We demonstrate that if we exploit partial interference 
in scheduling traffic in a regular wireless network, the gain in 
capacity across unit cut can be as high as 67%. We also illustrate 
that there is a tradeoff between the capacity and the density of 
the links in a wireless network. 
Ill previous works like [1,5,6] about designing traffic engi-
neering algorithms in a wireless mesh network, the authors as-
sumed the existence of an ideal scheduler which can, in a central-
ized manner, coordinate and control link-level access of different 
nodes across the network. However, practical wireless networks 
pre-dominantly use distributed random access protocols. The 
ability to characterize the capacity region of wireless random 
access networks has therefore become a pre-requisite for traffic 
engineering / optimization of such networks. 
In Chapter 4, we study partial interference in 802.11 net-
works, the most prevalent random access networks nowadays. 
We propose an analytical framework to characterize partial in-
terference in a single-channel wireless network. We extend the 
Markov model in [9] to take into account the unsaturated traf-
fic conditions, the signal-to-noise ratio (SNR) attained at the 
receivers and the modulation scheme employed. These modi-
fications result in a partial interference region, implying that 
the interference models used in previous works are not accurate 
enough. We also find out the stability (admissible) region of 
802.11 networks with two links. Moreover, we provide an in-
tuitive analogy between our results and time division multiple 
access (TDMA) with code division multiple access (CDMA) to 
explain our analytical results and illustrate the importance of 
carrier sensing threshold in our model. 
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Due to the complexity of the 802.11 MAC protocol, the re-
sults in Chapter 4 can only be computed numerically. The ana-
lytical characterization of the capacity region of general 802.11-
based networks therefore seems to be forbiddingly intractable. 
We therefore choose to study slotted-ALOHA-based networks 
instead, in order to gain insights on the capacity region and 
thus, the design of interference-aware traffic engineering algo-
rithms for general wireless random access networks. 
In Chapter 5, we study the stability region of slotted ALOHA 
networks. We extend the model in [10] to derive the exact sta-
bility region of slotted ALOHA with two links while considering 
partial interference. We show that as the link separation in-
creases, the stability region obtained expands gradually under 
partial interference. Due to the similarities in the results with 
those in Chapter 4, the results here can be applied to 802.11 net-
works. The stability region can be either convex or nonconvex, 
depending on the link separation and the transmission probabil-
ity vector. We also give in dosed form a partial characterization 
on the boundary of the stability region under partial interference 
with general number of links. 
The study of the stability region of slotted ALOHA has at-
tracted many researchers [2,3,10-15]. Despite the simplicity of 
slotted ALOHA, this problem is extremely difficult when M, 
the number of links in the system, exceeds two, even on the 
collision channel assumption. Under this assumption, successful 
transmissions occur if and only if there is one active transmit-
ter, because of the interference among the stations. The inher-
ent difficulty in the analysis is due to the effect of queueing in 
each transmitter. More specifically, the probability of success-
ful transmission depends on the number of active transmitters, 
which in turn depends on whether the queues in the transmitters 
are empty or not. However, it is still an open problem to obtain 
the stationary joint queue statistics in closed form. This is the 
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reason why we can only give a partial characterization on the 
boundary of the stability region of slotted ALOHA in Chapter 
5 when there are more than two links. 
Instead of finding the exact stability region, previous re-
searchers have attempted to bound the stability region [2,3,10-
12]. However, they did not require the bounds to be convex or 
piecewise linear, which is important in traffic engineering. Re-
quiring such properties reduces the traffic engineering problem 
into convex or linear programming, which are relatively more 
tractable. Therefore, we are motivated to derive convex and 
piecewise linear bounds on the stability region. 
In Chapter 6, we propose FRASA, Feedback Retransmission 
Approximation for Slotted ALOHA^ as a surrogate to approx-
imate finite-link slotted ALOHA. By considering FRASA, we 
obtain in closed form the exact stability region of FRASA un-
der collision channel for any number of links. We show that the 
result from FRASA is identical to the analytical result of finite-
link slotted ALOHA when there are two links. We demonstrate 
by simulation that the stability region obtained from FRASA is 
a good approximation to the stability region of finite-link slot-
ted ALOHA. We also illustrate that FRASA has a wider range 
of applicability than the existing bounds. We provide a convex 
hull bound, which is convex, piecewise linear, and outer-bounds 
the stability region of FRASA. This bound can be computed 
by using the transmission probability vector only. Moreover, we 
introduce p-convexity, which is essential to ensure the convex 
hull bound to be close to the boundary of the stability region 
of FRASA. The nonconvexity of the stability region of FRASA 
when M > 2 follows from these results. A separate inner bound, 
called supporting hyperplane bound, which is also convex and 
piecewise linear, is also introduced. Furthermore, we also ex-
tend these results to cover other interference models like binary 
and partial interference. 
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In summary, the major contributions of this thesis are: 
1. The notion of partial interference in wireless mesh net-
works is introduced. The benefits of considering partial 
interference in terms of capacity are illustrated. 
2. The stability regions of wireless networks with random ac-
cess protocols like 802.11 and slotted ALOHA under par-
tial interference are studied. When partial interference 
is considered instead of binary interference, the stability 
region is larger. This implies that by exploiting partial 
interference, more combinations of flows on the links can 
be admitted and the capacity of the network can be po-
tentially increased. 
3. A new model, FRASA, is introduced to approximate the 
stability region of finite-link slotted ALOHA. Two con-
vex and piecewise linear bounds on the stability region of 
FRASA are derived, which can be used to formulate the 
traffic engineering problem in wireless networks as convex 
or linear programming. 
In conclusion, although we do not completely solve the traf-
fic engineering problem in wireless mesh networks with random 
access protocols under partial interference, we hope this work 
can serve as a basis in obtaining insights in the design of traffic 
engineering algorithms in such networks. 




We give a survey on calculating the capacity of a wireless mesh 
network in this Chapter. The capacity of a wireless mesh net-
work is highly related to the interference among the links in the 
network. Therefore it is crucial to model the interference accu-
rately. We illustrate how the capacity-finding problem can be 
augmented to consider the effects of inter-link interference in a 
wireless mesh network. We also present the works on finding 
the stability region of wireless networks with slotted ALOHA, 
the simplest random access protocol. 
2.2 The Capacity-Finding Problem 
We use a directed graph G = (Vq, Eq), called the connectivity 
graph, to model a wireless mesh network. Each vertex v e Vq 
represents a node in the network, and each edge (u, v) e Eq = 
{{u, v): u eVg^v eVg^u ^ v} denotes the directed wireless link 
from u to V. 
Previous researches have focused on finding the capacity of a 
wireless network, given a fixed placement of nodes in the network 
1,5,6]. Assume the capacity of each link is p � ’ and there are F 
6 
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source-destination pairs {s/ — where JF = { / } “ . 
When there is only one source-destination pair s — d，the 
capacity-finding problem can be formulated as a maximum flow 
problem. Let 入以’” denote the amount of traffic that can be car-
ried by link (u,v). The maximum flow problem can be repre-
sented by the following linear programming problem: 
m a x ^ ^ As’幻 
(s,v)eEc； 
subject to 
A … ” 二 E A,,,, VveVG\{s,d}, (2.1) 
(u,v)eEG {v,u)eEG 
A.,s 二 0， （2.2) 
Ad,. = 0， （2.3) 
Au,^  < PO^  e Eg, (2.4) 
Atv^SO， y{u,v) e EG. (2.5) 
The polytope defined by (2.1)-(2.5) is called the flow polytope. 
(2.1) represents flow conservation for every node that is neither 
source nor destination. (2.2) and (2.3) state that there is no 
incoming flow for the source and no outgoing flow for the desti-
nation respectively. (2.4) and (2.5) specify that the flow on each 
link cannot exceed the capacity and is non-negative. 
For the more general case of F source-destination pairs where 
F > 1, the capacity-finding problem can be modeled as a multi-
commodity flow problem. In this setting, we are given a traffic 
matrix {A/} /e j - , where A/ is the amount of traffic that we want 
to deliver from the source S/ to the destination d/. Let 入u，v,f 
denote the amount of traffic for commodity f 
or the / -th source-
destination pair that can be carried by link {u, v). The multi-
commodity flow problem can be represented by the following 
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linear programming problem: 
max'0 
subject to 
Y^ As,,.,/ = V^A/, V / G ^ , (2.6) 
(Sf’v)eEG 
E Xu,vj = E W e M { s / ， d / } , V / e 厂 
(2.7) 
Y^ KssJ = 0, V / G ^ , (2.8) 
[ = 0, V / 6 ^ , (2.9) 
(d/’ •丑G 
Y , K v J < P o . G Eg, (2.10) 
feT 
Xu,vj > 0， y{u,v) e G (2.11) 
This multi-commodity flow problem finds out how much we can 
scale up the traffic matrix while still preserving the flow con-
straints. (2.6) represents that we scale up the traffic for each 
commodity by the same amount; (2.7), (2.8), (2.9) and (2.11) 
are generalizations of (2.1), (2.2), (2.3) and (2.5) for each com-
modity respectively; while (2.10) is the bundle constraint: it 
generalizes (2.4) in the sense that the sum of the flows across all 
commodities on a link cannot exceed the capacity of a link. If 
-0 < 1, the original traffic matrix {A/j/^jr is infeasible. 
2.3 Interference Models 
The linear programming formulations in previous Section are in-
sufficient to find the capacity of a wireless mesh network because 
of the shared nature of the wireless medium. In particular, the 
CHAPTER 2. LITERATURE REVIEW 9 
optimal solutions computed from the linear programming in pre-
vious Section do not prevent interfering links from being active 
simultaneously. Two interference models were proposed in [4] to 
determine whether the wireless links in a network interfere with 
one another, which may be used to tackle this problem. The 
first one is the protocol model In this model, each node v has 
a transmission range of R^； and a potentially larger interference 
range of R'^. A transmission from node v to node u is successful 
if 
• dy^ u < Ri；; and 
• Any node v' with d”'�u < Rj；' is not active in transmission. 
In the above formulation, dy�u represents the distance between 
nodes v and u. 
Another model is the physical model In this model, a trans-
mission from node v to node u is successful if 
• 7v,u > 7o. 
Here, jy^ u is the SNR at node u due to the transmission from 
node V, and 7 � i s the SNR threshold for the receivers to decode 
properly. 
2.4 Considering Interference in the Capacity-
Finding Problem with Perfect Scheduling 
In this Section, we review some works on how to incorporate the 
effects of interference into the capacity-finding problem. The 
wireless networks under consideration are assumed to operate 
under perfect scheduling. After solving the capacity-finding prob-
lem for this type of networks, we get the proportion of time that 
each link in a wireless network should be active. Time slots 
are then allocated to each link in order to achieve the predicted 
capacity while excluding interfering links from being active si-
multaneously. 
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Connectivity Grap^i Conflict Graph 
Figure 2.1: A connectivity graph and its corresponding conflict graph [1 . 
2.4.1 Conflict Graph 
Previous researches have studied the effects of interference on 
the capacity of a wireless mesh network mainly using the pro-
tocol model. To represent the interference relationship between 
wireless links in a network using the protocol model, we use an-
other directed graph called the conflict graph F = (Vf,丑f). In 
the conflict graph, each vertex represents link {u, v) in the 
connectivity graph, and the edge from lu,v to lu>^ v' indicates that 
a transmission on link (u, v) interferes with that on link v'). 
The following Subsections describe the constraints derived 
in previous researches on flow scheduling. In deriving the con-
straints, the undirected version of the connectivity graph and the 
conflict graph were used. A vertex lu,v in the undirected conflict 
graph represents vertices lu,v and ly^ u in the directed conflict 
graph. An edge in the undirected conflict graph is 
equivalent to the following eight edges in the directed conflict 
graph： iJu�D, lv',u'), (Jv,u,lu',”'�, (Jv�U, l'u',u') , (Ju', lu,v), 
(Ju'’i/,k)’u), (Ju'’u',lu’v) and {}六u',k,u). An example of the undi-
rected connectivity graph and the conflict graph are shown in 
Fig. 2.1 [1]. 
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2.4.2 Independent Set Constraints 
An independent set in a graph is a set of vertices such that 
there is no edge between any two of the vertices. It represents 
a set of links that can be active simultaneously in the conflict 
graph. A maximal independent set means an independent set 
that is not contained in other independent sets. Suppose J is the 
collection of all maximal independent sets in the conflict graph. 
Let i G 3 be any maximal independent set and fj be the fraction 
of time that all links in i can be active simultaneously. Then the 
independent set constraints state that: 
E f i S l (2.12) 
iea 
X ] fi,VZu，t;G VF (2.13) 
(2.12) and (2.13) form the independent set polytope. (2.12) 
means that at most only one maximal independent set can be 
active at a particular time. (2.13) indicates that the fraction of 
time that a link is active should be upper-bounded by the sum 
of the amount of the time that it is allowed to be active. 
The independent set constraints are necessary and sufficient 
conditions for the flows to be scheduled without interference. 
However, finding all maximal independent sets in a graph is 
NP-complete [1,5]. So alternative constraints were proposed. 
2.4.3 Row Constraints 
The row constraints state that: 
+ 入 '々-A)，VXa’t； e (2.14) 
(2.14) forms the row polytope. (2.14) means that the sum of the 
traffic carried by a link and its interferers should not exceed the 
capacity. 
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Figure 2.2: A counterexample for the unnecessity of row constraints [1 . 
The row constraints are only sufficient conditions. A coun-
terexample for its unnecessity is shown in Fig. 2.2 [1]. From 
row constraints, one can derive the followings: 
入 + Ax S PQ, 
Ab + Ax < po, 
Ac + Ax < Po, 
AD + Ax < po, 
入4 + AB + Ac + AD + Ax S PQ. 
If Ax = 0，then at most Xa = Xb = ^c = ^d = ^ is feasible. 
However, A^ i = As = = 入 d 二 Po is feasible because links 
A, B, C, D form a maximal independent set and can be active 
simultaneously. 
2.4.4 Clique Constraints 
A clique in a graph is a set of vertices such that there is an 
edge between any two of the vertices. It represents a set of links 
that mutually conflict with each other in the conflict graph. A 
maximal clique means a clique that is not contained in other 
cliques. Suppose C is the collection of all maximal cliques in the 
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conflict graph. Let c e C be any maximal clique. The clique 
constraints state that: 
X ] A^,, < P o , V c G e (2.15) 
(2.15) forms the clique polytope. (2.15) specifies that the sum 
of the traffic carried by the links belonging to the same clique 
should not exceed the capacity. 
The clique constraints are only necessary conditions. A coun-
terexample for its insufficiency is shown in Fig. 2.3 [1]. Prom 
clique constraints, we can derive the followings: 
Aa + As < po, 
入B + AC7 S po, 
Ac + AD < po, 
Ad + A^； < pq, 
^E + ^A < Po’ 
which means A^ i 二 As = Ac = A^ ) = A 五 = 尝 is feasible. 
However, at most A^ i 二 As 二 Ac =入z) = A丑二 ^ is feasible 
because at most two links can be active at the same time. 
2.4.5 Using the physical model 
Here we review the extension of the capacity-finding problem to 
the physical model. We make use of a weighted conflict graph 
to reflect the effect on the SNR induced by the amount of inter-
ference received, by assigning the following weight to (Z^'y, k,”)’ 
where u, v, u丨、v' are all distinct, in the conflict graph [5]: 
p , 
lu,v) = p (2.16) 
- Ny 
70 ^ 
In (2.16), Pu,v denotes the power received at node as a result of 
a transmission from node u, and Ny represents the background 
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Figure 2.3: A counterexample for the insufficiency of clique constraints [1 . 
noise power at node v. In case u, D、V' are not all distinct, we 
let w(lu'’”'，lu’v) = oo to represent that links (u,v) and v^) 
cannot be active simultaneously. As suggested by the formula, 
the amount of interference caused by an interfering link depends 
on the position of the transmitter, so two vertices and ly^ u 
should be used in the conflict graph to represent the links be-
tween nodes u and v in opposite directions. 
We define a counterpart of independent set, called schedulable 
set, which means a set s such that the following constraint is 
satisfied: 
Y^ w{lu',v'Ju,v) < l,V7u’” e s (2.17) 
(2.17) means that for any link in a schedulable set, the cumu-
lative interference of other links in the schedulable set should 
be small enough so that the resultant SNR is well-above the 
threshold 70, implying that all links in the schedulable set can 
be active simultaneously. We also define a maximal schedula-
ble set, which means that addition of any links to this set will 
violate (2.17). 
Suppose © is the collection of all maximal schedulable sets in 
CHAPTER 2. LITERATURE REVIEW 15 
the conflict graph. Let s be any maximal schedulable set and fg 
be the fraction of time that all links in s can be active simulta-
neously. The schedulable sets impose the following constraints: 
[ f s S l (2.18) 
S G 6 
An,. < Po fs，VVel/F (2.19) 
(2.18) means that at most only one maximal schedulable set can 
be active at a particular time. (2.19) indicates that the fraction 
of time that a link is active should be upper-bounded by the 
sum of the amount of the time that it is allowed to be active. 
The schedulable set constraints are necessary and sufficient con-
ditions for the flows to be schedulable. 
2.5 Considering Interference in the Capacity-
Finding Problem with Random Access 
To find the capacity of wireless mesh networks with random 
access protocols, first we need to characterize the stability re-
gion of this type of networks. After solving the capacity-finding 
problem augmented with the stability region, we get the load-
ings on each link. We just need to allocate the amount of flows 
on each link according to the results from the capacity-finding 
problem and we can achieve the capacity. However, there is lit-
tle work on relating the capacity of a wireless random access 
network to the stability region of such a network. Therefore, we 
only provide a brief review on the study of the stability region 
of wireless networks with slotted ALOHA, the simplest random 
access protocol. 
Almost all works assumed the collision channel model, i.e., 
any transmission in the network is successful if and only if there 
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is one active transmitter. This assumption is true only when all 
stations in the network are sufficiently close to each other. 
The study of the stability region of M-link infinite-buffer slot-
ted ALOHA was initiated by [11] decades before, and is still an 
ongoing research. The authors in [11] obtained the exact stabil-
ity region when M — 2 under collision channel. [2] and [12] used 
stochastic dominance and derived the same result as in [11] for 
the case oi M — 2. 
For general M, there were attempts to find the exact stability 
region, but there was only limited success. [14] established the 
boundary of the stability region, but it involves stationary joint 
queue statistics, which still do not have closed form to date. 
Instead of finding the boundary, many researchers focused 
on finding bounds on the stability region for general M. [11: 
obtained separate sufficient and necessary conditions for stabil-
ity. [2] and [12] derived tighter bounds on the stability region 
by using stochastic dominance in different ways. [3] introduced 
instability rank and used it to improve the bounds on the sta-
bility region. However, the bounds in [2] and [3] are not always 
applicable. Also, the bounds obtained may not be piecewise 
linear. 
With the advances in multi-user detection, researchers also 
studied this stability problem with the multipacket reception 
(MPR) model. [15] studied this problem in the infinite-link, 
single-buffer and symmetric MPR case. [10] considered the prob-
lem with finite links and infinite buffer. They obtained the 
boundary for the asymmetric MPR case with two links, and 
also the inner bound on the stability region for general M. 
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2.6 Chapter Summary 
In this Chapter, we have reviewed the capacity-finding prob-
lem in wireless mesh networks. We have also introduced vari-
ous ways to incorporate the effects of inter-link interference into 
the capacity-finding problem. For wireless mesh networks un-
der perfect scheduling, we have the independent set constraints, 
the row constraints, the clique constraints and the schedulable 
set constraints. With wireless mesh networks under random 
access, we have to characterize the stability region. However, 
little work has been done in studying the capacity of wireless 
mesh networks with random access protocols. Also, there are 
other shortcomings in modeling interference in a wireless net-
work. These shortcomings will be further elaborated in next 
Chapter. 
• End of chapter. 
Chapter 3 
Partial Interference - Basic Idea 
3.1 Introduction 
In this Chapter, we point out the deficiencies in the models in 
Chapter 2. Motivated by experimental results in previous stud-
ies, we introduce the notion of partial interference in wireless 
networks, contrasting with binary interference that can be rep-
resented by a single threshold. Partial interference takes into 
account the SNR at the receivers and the modulation scheme 
employed by the network. We illustrate that by considering par-
tial interference, the gain in capacity across unit cut can be as 
high as 67% under scheduling in a modified Manhattan network. 
3.2 Deficiencies in Previous Models 
The capacity-finding problem together with the effects of inter-
link interference listed in Chapter 2 are formulated based on the 
assumptions of protocol model and perfect scheduling. How-
ever, we comment that these assumptions only help simplify the 
capacity-finding problem and may not be valid in reality. 
18 
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3.2.1 Multiple Interferers 
The constraints based on the protocol model ignore the case 
of multiple interferers. Consider the topology as shown in Fig. 
3.1. Assume the path loss model is pl(d) = where d is the 
propagation distance, a is the path loss exponent and C is a con-
stant. Also assume the effect of background noise is negligible. 
In this topology, node v transmits to node u. The transmit-
ters, i.e., nodes v, v', v", all transmit with power P and have the 
same transmission range R and interference range Suppose 
dy^ u = R and R' is defined by = 7o- Let d(u = dy"�u 
PCd—a 
and 二 = 1.570. Therefore, d”丨、u = dy" u > , and from the 
protocol model the transmissions from v' and v" do not inter-
fere with the transmission from v to u. Prom the perspective of 
the physical model, when either v' or v" is active but not both, 
the SNR at u is greater than the required threshold 7•，there-
fore the transmission from v to u will be successful. But when 
both v' and v" are active simultaneously, the SNR at u becomes 
PCd—a 
二 = 0.7570, implying that the transmission from v io u 
will be unsuccessful. The primary reason for this discrepancy is 
that in the protocol model, only two transmitters are considered 
each time, and the possibility of multiple interferers is ignored. 
Therefore, we should use the physical model, which takes the 
SNR together with the case of multiple interferers into account, 
to model the interference in wireless networks. 
3.2.2 Non-binary Behavior of Interference 
In the protocol model, it is assumed that when there is inter-
ference between two links, it is not possible for both receivers 
to decode the signals from the corresponding transmitters when 
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各 
Figure 3.1: Protocol model ignores the case of multiple interferers. 
both transmitters are active at the same time. This implies when 
interference exists between two links, each link can only achieve 
half of the capacity if the links share the wireless medium ex-
clusively, or the links can hardly realize any throughput if they 
always attempt transmissions. In both cases, the relationship 
between the throughput of each link and the separation between 
the links can be modeled as a step function. We can obtain sim-
ilar relationship from the physical model, in which the abrupt 
change is induced by the SNR threshold instead of the threshold 
distance, i.e., the interference range. 
However, such an abrupt change does not appear in real-
ity. In [7], the authors measured the interference among links 
in a single-channel, static 802.11 multi-hop wireless network. 
They measured the interference between pairs of links by the 
link interference ratio, and observed that this ratio exhibited a 
continuum between 0 and 1. In [8], two interfering links were 
set up in a wireless network with multiple partially overlapped 
channels to measure TCP and UDP throughputs of an individ-
ual link. It was found that the throughputs increased smoothly 
when the separation between the links increased. The through-
puts increased more rapidly as the channel separation between 
the links increased. These experimental results suggest that the 
threshold-based or binary assumption in the protocol and the 
physical models may not be valid. 
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3.2.3 Impractical Perfect Scheduling 
When we include the independent set polytope or clique poly-
tope in the capacity-finding problem, we make an assumption 
that the underlying wireless network operates in a time-division 
manner with perfect scheduling. After getting the proportion 
of time that each link in a wireless network should be active, 
time slot assignment algorithms are designed to schedule when 
the links should be active. This requires a centralized scheduler 
to coordinate and control the access to the wireless medium by 
the links. However, such a perfect scheduling is hard to achieve 
in reality. Moreover, practical wireless networks pre-dominantly 
use distributed random access protocols. Therefore, we study 
the capacity-finding problem in random access networks. 
3.3 Refining the Relationship between Inter-
ference and Throughput Degradation 
There have been some preliminary works on finding the relation-
ship between the SNR attained at a receiver and the throughput 
achieved by the corresponding wireless link. In [16], a methodol-
ogy for estimating the packet error rate in the affected wireless 
network due to the interference from the interfering wireless 
network was presented. The throughput of the affected wireless 
network was found to increase continuously with the SNR at-
tained at the corresponding receiver, which increased with the 
separation between the networks. 
As an illustration to the methodology in [16], assume the 
underlying modulation scheme used is binary phase shift keying 
(BPSK). The distance between the transmitter and the receiver 
and that between the interfere! and the receiver are ds and dj 
meters respectively. The transmission power of the transmitter 
and the interfere! are Ps and Pj watts respectively. 
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Assuming the interfering signal can be modeled as additive 
white Gaussian noise (AWGN) and the background noise can be 
ignored. We use the two-ray ground reflection model 
幽二 = l (3.1) 
to represent the path loss, where Gt and Gr are the gain of 
transmitter and receiver antenna respectively, hx and h^ are 
the height of transmitter and receiver antenna respectively, and 
C 二 GtGnh饼R. The path loss exponent is 4 in this model. We 
let Gt = Gr = I and Ht = h^ = 1.5. Then the bit error rate 
is -erfc{y/^) [17], where 7 is the SNR attained at the receiver 
and is equal to — t t t t - Suppose all packets consist of L bits. 
PivKdi) 
Then the normalized throughput p as a result of the interference 
is calculated as follows, assuming both the transmitter and the 
interferer are always active: 
厂 1 
1 - 产 / c ( V ^ ) . 
We call this partial interference, stating that the result of a 
wireless transmission to be probabilistic based on the corre-
sponding signal-to-noise ratio (SNR) and the modulation scheme 
used. Fig. 3.2 shows a plot of throughput against distance be-
tween the interferer and the receiver in partial interference for 
Pg = Pj =： 25 dBm, ds 二 300 meters, dj ranging from 400 to 
700 meters and L = 12000 bits. 
In Fig. 3.2 we also plot the variation of throughput against 
distance between the interferer and the receiver if the physical 
model is used. The SNR threshold 7 � i s calculated by assuming 
that when 7 = 70, the packet error rate is 10"^, i.e., 
10-3 二 1— 1 - . 
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Relationship between Throughput and Network Separation 
I t p • 
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Figure 3.2: Throughput degradation and network separation. 
We observe that if the value we assign to 70 is too large (or the 
threshold distance is too large), we underestimate the through-
put that the links can achieve. On the other hand, if 70 is 
too small (or the threshold distance is too small), we introduce 
excessive interference into the network. In other words, it is 
difficult to use a single threshold to describe accurately the re-
lationship between interference and throughput of each link in 
a network. 
3.4 Capacity Gain by Exploiting Partial In-
terference 
In this Section, we demonstrate that there is a gain in capacity 
by exploiting partial interference. We consider one variation 
of the Manhattan network [18], i.e., a network consisting of a 
rectangular grid extending to infinity in both dimensions. The 
horizontal and vertical separation between neighboring stations 
are denoted by r and d respectively. The capacity of each link 
without interference is denoted by po-
We assume differential binary phase shift keying (DBPSK) is 
employed and a packet consists of L bits. We use the two-ray 
ground reflection model (3.1) as in previous Section to model 
the path loss. To apply the physical model, we let the SNR 
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A Sample Schedule 
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Figure 3.3: A scheduling pattern in the modified Manhattan network. 
threshold 70 be the case that the packet error rate is e, i.e., 
「 1 1 
1 — 1 ——exp(—7o) = €, where - exp(—7) is the bit error rate 
z 乙 
of DBPSK [17]. We let L = 8192 and e = 10—3, therefore the 
SNR requirement is 70 二 15.23. Assuming there is no interfere!, 
this SNR requirement is met when the length of a link is smaller 
than 493 meters. 
We use a Cartesian coordinate plane to represent the modified 
Manhattan network. One station is placed at every point with 
integral coordinates in the network. Suppose we schedule flows 
in the modified Manhattan network from the South to the North 
using the pattern shown in Fig. 3.3 and its shifted versions. In 
Fig. 3.3，an arrow is used to represent an active link, where the 
tail and the head of an arrow denote the transmitter and the 
receiver of the link respectively. 
We use the capacity across unit cut r]{fi) as the performance 
T . . 
metric, where // 二； is the ratio of the horizontal separation 
a . 
to the vertical separation. It is a measure on how much we 
can send through a cut on average while packing the links to-
gether. Consider the SNR attained at the receiver marked with 
the blue circle, which has the position assigned as the origin in 
the Cartesian coordinate plane. We assume all stations transmit 
with power P, and each station has a background noise power 
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s 
of N. The SNR is defined by 7 O ) = — — , where S is 
Kp) N + lijjy 
the received power from the intended transmitter and /(/x) is 
the power received from all interferers. The capacity achieved 
by each link is p(/i) 二 /Oo|l — - e x p [ — | under partial 
interference; while in the physical model, we let p(^) = pQ if 
7(aO ^ 7o and p{fj.) = 0 otherwise. A cut C in the network is 
an infinitely long horizontal line. Let {TnjneN be the set of all 
active transmitters such that C intersects the link used by Tn. 
We divide C into segments G N，where 
C(Tn) = Ixec： 7； II = m i n |x — Tn'] 
I n'eN J 
and ll.ll is the Euclidean norm. Then the length L of the cut 
occupied by an active transmitter is the length of and 
the capacity across unit cut is therefore 7 7 � = 丄 , w h e r e f 
is the fraction of time that a link is active. 
In the following we assume d = 450 meters, P = 24.5 dBm 
and N 二 —88 dBm. For the schedule in Fig. 3.3, the signal 
power is 5 = All transmitters in Fig. 3.3 are located at 
positions (x, 4y—1)，where x and y are integers. The interference 
power is 
f - PC p e l 
— U ^ o c ^ c ((工+ [(4y - 1 )們 2 d^  j 
= { E E [ ( … 2 + ( 4 ^ 1 ) 2” — i } 字 . 
1^ 2；=—oo y=_oo ) 
Considering the physical model, if the schedule is allowed to 
be active, we need fi > /J^ o = 5.58, as listed in Table 3.1 arid 
depicted in Fig. 3.4 by the blue dashed line. The value of fiQ 
is obtained from 7(^0) = 7o- Each active transmitter occupies 
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一 Capacity across Unit Cut against Separation Ratio 
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Figure 3.4: Capacity across unit cut for different length of links under the 
physical model (binary interference) and partial interference. 
Table 3.1: Capacity gain in the modified Manhattan network with different 
length of links. 
d (iQ rj[/M)) l^opt vil^opt) % increase 
350 3.02 0.2365 po 2.55 0.267]"^ 12.93% 
400 3.48 0.1796 po 2.73 0.2163 po 20.45% 
450 5.58 0.0996 po 3.06 0.1661 po 66.82% 
a cut of length r = fid and each link is active for one quarter 
of a cycle. Therefore, for /i = /io, the maximum capacity across 
unit cut under the physical model is 广= 0 . 0 9 9 6 / O o bits per 
4/ioa 
second per kilometer. 
If we allow partial interference, the active transmitters can 
be packed more closely. When fi decreases, more spatial reuse 
is allowed. The increase in the density of active transmitters 
outweighs the degradation in capacity, so there is an increase in 
the capacity across unit cut. However, if /i decreases further, 
interference will be the dominant factor in determining the ca-
pacity across unit cut. Therefore, the capacity across unit cut 
drops, and there exists jiopt for the optimal performance under 
partial interference. This behavior is depicted by the blue solid 
line in Fig. 3.4. The optimal value of /i under partial interfer-
ence is fiopt = 3.06, and the capacity across unit cut is 0.1661 po 
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bits per second per kilometer. There is a percentage increase 
of 66.82% in the capacity across unit cut by exploiting partial 
interference. Similar results are shown in Table 3.1 and Fig. 
3.4 for d = 350,400 meters. The percentage increase is larger 
when the links are longer, but the capacity achieved by each 
link reduces. We can view jJod as the carrier sensing range in 
the modified Manhattan network with the scheduling pattern in 
Fig. 3.3，as it is the smallest horizontal separation allowed by 
the physical model. We observe that if the length of the links 
increases, the carrier sensing range needs to be increased in a 
larger proportion. Also, this carrier sensing range is much larger 
than double of the length of the links, which is the usual con-
vention used in defining the relationship between carrier sensing 
range and transmission range. 
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3.5 Chapter Summary 
In this Chapter, we have reviewed the deficiencies in the models 
in previous Chapter. We also introduced the notion of partial in-
terference in wireless networks, and illustrated that by exploiting 
partial interference in scheduling in a regular wireless network, 
the performance gain in terms of capacity across unit cut can 
be as high as 67%. The example included here only considered 
partial interference in wireless networks with perfect scheduling. 
In the next two Chapters, we will study partial interference in 
wireless networks with random access protocols, i.e., 802.11 and 
slotted ALOHA. Performance gain in terms of capacity by ex-
ploiting partial interference in random access networks will be 
demonstrated. 
• End of chapter. 
Chapter 4 
Partial Interference in 802.11 
4.1 Introduction 
In this Chapter, we study partial interference in 802.11 networks, 
the prevalent wireless random access networks. We present an 
analytical framework to characterize partial interference in a 
single-channel wireless network under unsaturated traffic condi-
tions, which uses 802.11b with basic access scheme and DBPSK. 
We show that there is a partial interference region, in which the 
throughput of each link increases continuously with the sepa-
ration between the links in the network. An analogy is drawn 
between partial interference and code division multiple access to 
demonstrate their similarities. As a first attempt to relate the 
capacity-finding problem in wireless random access networks to 
the stability region of such networks, we derive the admissible 
(stability) region of an 802.11 network with two links numeri-
cally. 
4.2 The 802.11 Model 
We present our framework to characterize partial interference 
in a wireless network with random access protocols. In this 
framework, we derive the transmission probabilities 丁几 and the 
29 
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packet corruption probabilities c几 of the links in the network. 丁几 
is the probability that a station transmits in a randomly chosen 
slot, while Cn is the probability that a packet is received with 
error. 
4.2.1 Assumptions 
For illustration, we choose the MAC and PHY protocols to 
be 802.11b with basic access scheme and 1Mbps DBPSK. Our 
model can be readily extended to consider other modulation 
schemes. In addition, we make the following assumptions: 
• The network consists of two links (Ti, Ri) and (7*2，尺2)， 
where Tn and Rn denote the transmitter and the receiver 
of the links respectively, n = 1,2. 
• There are a constant buffer nonempty probability q^ that 
the transmission buffer of T^ is nonempty and a constant 
channel idle probability in that Tn senses the channel to be 
idle, n 二 1，2. 
• Tn transmits with power and the background noise 
power at Rn is Nn, n = 1,2. 
• Channel defects like shadowing and fading are neglected, 
and a generic path loss model pl{d) = Cd—�is used to 
model the wireless channel, where d is the propagation dis-
tance, a is the path loss exponent and C is a constant. 
• The interference from other transmitters plus the receiver 
background noise is assumed to be Gaussian distributed. 
• All bits in a packet must be received correctly for correct 
reception of the packet. 
• The size of an acknowledgement is much smaller than that 
of the pay load, so the bit errors on acknowledgement are 
negligible. 
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4.2.2 Transmission Probability Calculation 
We follow the approach as in [9], using a discrete-time Markov 
chain to model the 802.11 Distributed Coordination Function 
(DCF) and obtain the transmission probability of a station. An 
ordered pair (j, k) is used to denote the state of the Markov 
chain, where j represents the backoff stage, and k is the current 
backoff counter value. In stage j, k is in the range [0，Wj — 1], 
where Wj is the contention window size in stage j. m is the 
maximum number of backoff stages. However, there are some 
discrepancies between this model and the actual behavior of 
802.11 DCF. First, the model assumes that a station retransmits 
indefinitely until the packet is successfully transmitted. This as-
sumption is inconsistent with 802.11 basic access scheme. Also, 
the model does not account for the unsaturated traffic condi-
tions, which is the scenario appeared in practical situations. 
We adopt the following modifications on the Markov chain to 
obtain a better model. First, we take into account the limited 
number of retransmissions in 802.11 as in [19], by restricting the 
Markov chain to leave the m-th backoff stage once the station 
transmits a packet in that backoff stage. Second, we follow [19. 
to modify the values of Wj in accordance with the 802.11 MAC 
and PHY specifications [20], with m’ corresponding to the first 
backoff stage using the maximum contention window size: 
f2Wo, 0 < j < 
^ ~ m' <j <m' 
In addition, to model the unsaturated conditions, we follow 
21] to augment the Markov chain by introducing new states 
(—1, k),k G [0, Wq — 1]. These new states represent the states 
of being in the post-backoff stage. The post-backoff stage is en-
tered whenever the station has no packets queued in its transmis-
sion buffer after a successful transmission. The corresponding 
Markov chain is depicted in Fig. 4.1. 
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Figure 4.1: A Markov chain model for 802.11 DCF in unsaturated conditions. 
We use Pr(ii,A:i|jo,M to denote the transition probability 
from ( j o , M t o � h , h ) , and the transition probabilities are as 
follows: 
Pr(j,fcb'，& + l ) = l, 
j e [0,m],/c G (4.1) 
Pr(0, 卜 1, + 1) 二 fe & G [0，购一 2] ’ （4-2) 
Pr ( -1 ’ i^ l 一 1, it + 1) 二 1 —如,k e [0’ 州0 — 2], (4.3) 
’ 八、 (1 一 Cn)qn 
7 G 0,m - 1 
P r ( - 溝 0) 二 ^ ^ ’ 
j e [ 0 , m - l ] , / c G [0,M/o-l] , (4.5) 
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Pr(0, k\m, = [0, W � — 1], (4.6) 
Wq 
Pr(—1，圳m,0) = [0,M/o - 1]， (4.7) 
P r 講 - 1 , 0 ) = = ： ^ , 
j e [l,m],A; G [0, Wj — 1], (4.8) 
P r ( ( U 卜 1,0) 二如(1 — 沾 — c - ) ’ 
Wq 
k e [0,Wo —1]， (4.9) 
Pr(l, - 1 , 0 ) = q奢,k e [0, M/ i -1 ] , (4.10) 
TD , “ 1 m qninjl - Cn){l - Qn) Pr(-l , /c| - 1,0) ^ , 
^G [ 1 , ^ 0 - 1 ] , (4.11) 
Pr(—1, 0| - 1 , 0 ) = “ ( 1 - 工 ) ( l l ) + (1 —如).（4.12) 
The equations above describe the following behaviors: 
• the decrement of backoff counter at the beginning of each 
slot by (4.1)-(4.3); 
• the reset of backoff procedure to stage 0 or -1 after a suc-
cessful transmission by (4.4)-(4.5); 
• the reset of backoff procedure to stage 0 or -1 after the last 
transmission attempt by (4.6)-(4.7); 
• the increment of backoff stage after an unsuccessful trans-
mission by (4.8); 
• the transition after post-backoff finishes by (4.9)-(4.12). 
Let 7[j,k denote the stationary probability of the state (j, k) in 
the Markov chain. The transmission probability of a station is 
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given by 
m 
Tn = 7r_i,o'7n^ n + ^ 兀j’0 
j=0 
( m � f m 
j=0 / I j=0 
+ (1 - qn) [l - (1 - qn)"^' 
X k n ( l - ^ n ) W + l ) + 2 ( l - g n ) ] | . (4.13) 
The derivation of this equation is given in Appendix. 
4.2.3 Packet Corruption Probability Calculation 
The packet corruption probability is calculated according to the 
modulation scheme used in the PHY layer, the distance between 
the transmitter and the receiver, and the existence of nearby 
interferer(s). For a fixed carrier sensing threshold jS, we differ-
entiate into two cases, whether both transmitters can sense the 
transmission of each other or not. 
If Ti can sense the transmission of T'2, i.e., P2pl{dT^^T2) > 
where DX,Y is the distance between X and F, then the SNR at 
RI is 
力 = N , . 
The bit error rate attained by (Ti, Ri) is e(7i) = - exp(—71), 
么 
and the packet corruption probability for (7\, Ri) is 
ci = 1 - [1 - e(7i)]丑户+丑M+乙， (4.14) 
where HP, Hm and L represent the number of bits in the PHY 
header, the MAC header and the payload respectively. 
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On the other hand, if Ti cannot sense the transmission of 72, 
i.e., P2pl{dTuT2) ^ then the SNR at Ri depends on whether 
T2 is active in transmission or not, i.e., 
f Pi 来,Ri) 
The packet corruption probability is calculated by the average 
bit error rate E[e{'yi)]: 
= 1 — (1 - E[e(7i)])丑丑m+l. (4.15) 
The channel idle probability is defined as follows. If can 
sense the transmission of T2, then Ti will consider the channel 
to be idle whenever T2 is inactive, i.e., ii = 1 — T2； otherwise T\ 
always senses the channel to be idle and ii = 1. 
4.2.4 Loading Calculation 
Suppose we want to schedule a flow of 入几 bits per second on 
{Tn, Rn), and pn bits per second is achieved by (T^, R^), n = 1, 2. 
We refer A^  and pn to the offered load and the carried load 
respectively. We calculate pn by 
Tn(l-Cn)L 
P 几=E[Sr.] , (4.16) 
where E[Sn\ is the expected length of a slot as seen by Rn). 
Let an be the probability that at least one station is transmit-
ting, and Sn be the probability that there is at least one success-
ful transmission given that at least one station is transmitting. 
Then E[SN] = {L-AN)CR-HANSN{TS + A)-^AN{L-SN){TC + A), where 
(J, Tg and T�are the time spent in an idle slot, a successful trans-
mission and an unsuccessful transmission respectively. When J\ 
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can sense the transmission of T2, we consider both links to be 
one system: 
ai = l - ( l - T i ) ( l - T 2 ) , 
1 - [1 - Ti(l - Ci)][l - 7"2(1 - C2)" 
51 = . 
ai 
Otherwise, we treat both links to be separate systems: 
ai = Ti, 
Si = 1 — Ci. 
We approximate the packet arrival of (T^, Rn) to be a Poisson 





In summary, if J\ can sense the transmission of T2, then we 
obtain the following set of equations for (7], Ri)： 
/ m \ r m 
Ti 二 2qlWo ^ c j W qlWo Y^ cj (H^ + 1) 
\ j=o / I i=o 
+ ( l - g i ) [ l - ( l - g i r � ] 
X [gir2(M/o + l) + 2 ( 1 - ^ 1 ) ] I ， 
ci - 1 - [1 - e(7i)严+丑m+l， 
qi = l - e x p | - [ ( l — [1 — Ti(l — ci)][l — T2(1 — C2)])T, 
A l l 
+ [TICi + T2C2 - TIT2(CI + C2 - CiC2)]T； + …工卜 
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Otherwise, we obtain another set of equations for (Ti, RI): 
( m \ m 
Ti = 2qlWo Z cj qlWo ； ^ + 1) 
\ j=0 / I j=0 
ci = 1 - (1 - £；[6(71)]广厂+丹"+"’ 
qi = I - exp|- [Ti ( l - Ci)Ts + nciTc + 
Similarly, we can obtain three equations for link (T2, R2). With 
these six equations we can solve for the variables ti, ci, q'i, r2, C2, q2 
by Newton's method [22], and obtain the loadings of these two 
links by (4.16). 
4.3 Some Analytical Results 
We use the two-ray ground reflection model 
GRGRH^H^ C 
pi � = d 4 = ^ 
to represent the path loss as in Chapter 3 and the values in Table 
4.1 to obtain numerical results from our model. These values 
are defined in or derived from the values in the 802.11 MAC and 
PHY specifications [20] or NS-2 [23；. 
In the following we attempt to find the maximum carried 
loads of each link in various scenarios. One observation from 
solving the system of equations in Section 4.2 is that the carried 
load will be smaller than the offered load when the offered load is 
too large. This corresponds to the instability of 802.11 observed 
in previous works (e.g., [9]). Therefore, we use binary search to 
find the maximum carried load under stable conditions. Initially, 
the search range for the offered load is between 0 and 1Mbps. We 
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Table 4.1: Parameters used for the analytical results of 802.11. 
Hp 192 bits II Hm 272 bits [[ m 7 | m' | 5 
T, 9020 JUS Tc 9020 ^s _a 20 /is VKq 
Pi, P2 dBm " a ^ T ^ -88 dBm || Gt, Gr 1 "t, K 1.5 m 
r , mR, 
Figure 4.2: A sample topology. 
choose the midpoint of the search range to be the offered load 
and solve the system of equations. If the resultant carried load 
is the same as the offered load, the offered load can be increased 
and the next search range will be the upper half of the original 
one. Otherwise, the offered load results in instability and the 
next search range will be the lower half of the original one. This 
procedure is repeated until the search range is sufficiently small. 
We consider a network of two parallel links as shown in Fig. 
4.2, with d and r representing the length of the links and the 
link separation respectively. The link separation is defined as 
the perpendicular distance between the links. We let L = 8192 
bits, d = 450 meters, and p = -70 , -75 , -78 , - 8 0 dBm to solve 
for the maximum carried loads and obtain the curves as shown 
in Figs. 4.3(a)-4.3(d). 
Consider the curve corresponding to the carrier sensing thresh-
old of -78 dBm in Fig. 4.3(c), which is a common value used in 
NS-2 simulation and the practical value used in Orinoco wire-
less LAN card. The corresponding carrier sensing range is 550 
meters, which is in line with the carrier sensing range used in 
practice. In our model, we assume that carrier sensing works 
when the separation is within the carrier sensing range and fails 
otherwise, and use two different sets of equations to model the 
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system in these situations. Therefore there is an abrupt change 
in the aggregate throughput when the separation equals the car-
rier sensing range. If there is no carrier sensing in the system, 
the aggregate throughput will reduce to zero smoothly when the 
link separation reduces. 
The curve in Fig. 4.3(c) can be divided into three parts ac-
cording to the link separation r. When r < 550 meters, both 
transmitters are in the carrier sensing range of each other. As 
a result, at most only one transmitter is active at a time. If 
r > 550 meters, the transmitters are unaware of the existence of 
each other, and they contend for the wireless channel as if there 
were no interferers nearby. When r > 800 meters, the separa-
tion is so large that there will not be any interference between 
the links. When r lies between 550 and 800 meters, the aggre-
gate throughput of the links increases smoothly as r increases. 
We label this range of r as the partial interference region. The 
existence of this partial interference region suggests that the in-
terference models proposed by [4] that a single threshold can 
represent the interference relationship in wireless networks may 
be overly simplified. 
The width of this partial interference region depends on the 
carrier sensing threshold (5 used. Smaller (5, e.g., -80 dBm, re-
sults in a narrower partial interference region as in Fig. 4.3(d). 
Simultaneous transmissions are allowed only for the links sepa-
rated far enough, and the throughput is suppressed significantly. 
For larger (3, e.g., -75 and -70 dBm, more spatial reuse is al-
lowed, and the width of the partial interference region is larger, 
as shown in Figs. 4.3(a)-4.3(b). However, excessive interference 
is introduced for larger (3, so there is a reduction in the aggregate 
throughput. 
Besides carrier sensing threshold, the length of the links d also 
affects the partial interference region. We reduce d to be 400 
meters, and obtain the results in Figs. 4.4(a)-4.4(d). As shown 
CHAPTER 5. PARTIAL INTERFERENCE IN SLOTTED ALOHA 40 
Aggregate Throughput against Link Separation Aggregale Throughput against Link Separation 
I——CST»-7QdBm| | ——CST--75dBm| 
a a 
^ ^ — — ： 复15 ^ — — ： 
！ 
？ 0.5 1 0 . 5 
Soo 400 500 600 700 SOO 900 Soo 400 500 600 700 600 900 
Distance between T, and T^ (m) Distance between T, and T^ (m) 
(a) -70 dBm. (b) -75 dBm. 
Aggregate Throughput against Link Separation Aggregate Throughput against Link Separation 
2. . 1 2| • 1 
I I r ^ 
I I , 11 1 
B B !0.5 I ^ 
I——CST«-78dBm| 「 ~ C S T = - 8 0 d B g 
Soo 400 500 600 700 600 900 SoO 400 500 600 700 800 900 
Dislance between T, and T^ (m) DIslance between T, and T^ (m) 
(c) -78 dBm. (d) -80 dBm. 
Figure 4.3: Aggregate throughput for the topology in Fig. 4.2 with length 
of links 二 450 meters and various carrier sensing thresholds. 
in Figs. 4.4(a)-4.4(d)，the partial interference region becomes 
narrower for all values of carrier sensing threshold. Also, the 
aggregate throughput achieved by the links is larger for the same 
link separation when the links are shortened. 
4.4 A T D M A / C D M A Analogy 
In this Section, we use TDMA, CDMA and Shannon's capac-
ity to establish an analogy to our results in previous Section. 
Consider the same network as in Fig. 4.2. The bandwidth of 
the channel is denoted by B. Both transmitters transmit with 
power P and the background noise power at each receiver is N. 
If the links use TDMA as the multiplexing scheme to share 
the wireless channel, then only one link can be active at a time. 
So there is no interference, and the SNR at the receiver of each 
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Figure 4.4: Aggregate throughput for the topology in Fig. 4.2 with length 
of links = 400 meters and various carrier sensing thresholds. 
PCd"^ 
link is 7 = — . Then by Shannon's capacity formula [17], 
the aggregate capacity is 
PTDMA = B l 0 g 2 ( l + 7 ) . 
If CDMA is used instead, then the SNR at the receiver of 
PCd—a 1 
each link will be — irr-^ = ； , where z = 
N + PC{d? 7-1 + 之 
( f l — ) . The aggregate capacity is 
/ 1 \ 
PCDMA = 2B log2 1 + - Z T - • V 7 + " 
Fig. 4.5 shows the variation of aggregate capacity against 
link separation in TDMA and CDMA, normalized by the ca-
pacity in TDMA, with d = 450 meters. The aggregate capacity 
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Figure 4.5: A TDMA/CDMA analogy for the results in Section 4.3. 
is independent of the link separation in TDMA, and increases 
smoothly with the link separation in CDMA. There exists a 
crossover point tq such that, when r < ro, TDMA has a higher 
aggregate capacity, and the opposite occurs otherwise. The no-
tion of setting a carrier sensing threshold or range can be viewed 
as deciding when to switch between TDMA and CDMA: use 
TDMA when the separation is smaller than the carrier sensing 
range, use CDMA otherwise. Carrier sensing allows at most one 
link to be active at a time, so the links within carrier sensing 
range share the wireless channel like TDMA. Partial interference 
is analogous to CDMA that the aggregate throughput increases 
smoothly as the link separation increases. We can obtain the 
behavior in previous Section by setting the carrier sensing range 
to be close to r。，and achieve optimal performance in terms of 
aggregate capacity by setting the carrier sensing range to be r � . 
4.5 Admissible (Stability) Region 
As an attempt to obtain the capacity of 802.11 networks under 
partial interference, we compute the admissible (stability) region 
predicted from our model. The admissible region includes all 
flow vectors (Ai，入2) such that if (入1,入2) is located inside the 
admissible region, then a flow of A � c a n be allocated on and 
CHAPTER 5. PARTIAL INTERFERENCE IN SLOTTED ALOHA 43 
Admissible Region 
1| I r n z r ~ I 
dist=500m 
dist=600nn 




I 0.6 \ 
-J \ 
o 、、-... 
10.4 ��� � 
t ����� 
(EO.2 \ 、 
% 0.2 0.4 0.6 0.8 1 
Throughput of Link 1 (Mbps) 
Figure 4.6: Admissible region for various link separations. 
achieved by (T^, Rn), n = 1,2. We use the same settings as 
above, and choose the carrier sensing threshold to be -78 dBm. 
The link separations are chosen to be 500, 600 and 900 meters 
for illustrative purposes, because they correspond to different 
shapes of the admissible region. Fig. 4.6 shows the admissible 
region for these three link separations. The link separation of 
500 meters represents that the links are in mutual interference, 
and the admissible region has a triangular shape. When the 
links are separated by 900 meters, the links do not interfere 
with each other, and the admissible region is rectangular. For 
the link separation of 600 meters, partial interference exists and 
the admissible region becomes convex. 
Although we are able to compute the admissible region for a 
two-link 802.11 network numerically, the closed-form expression 
for the admissible region is unknown. Also, for an 802.11 net-
work with two links, we have to solve a system of six nonlinear 
equations to compute the admissible region. When the number 
of links in the network grows, the number of equations involved 
will increase and the system of equations will be more difficult 
to solve. Therefore the computation of the admissible region of 
general 802.11 networks seems to be forbiddingly intractable. 
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4.6 Chapter Summary 
In this Chapter, we have introduced an analytical framework to 
characterize partial interference in 802.11 networks. We have 
also demonstrated that there is a partial interference region, 
such that when the separation between the links falls in this 
region, the throughput of each link increases continuously with 
the link separation. Also, we have computed numerically the 
stability region of 802.11 networks with two links under partial 
interference. The computation of the stability region in this case 
is difficult to generalize when there are more links in the network. 
Therefore, in next Chapter, we study the stability region of a 
simpler random access protocol, i.e., slotted ALOHA. 
• End of chapter. 
Chapter 5 
Partial Interference in Slotted 
ALOHA 
5.1 Introduction 
In Chapter 4, we attempted to find the stability region of 802.11 
networks. When there are two links in the network, we have to 
solve a system of nonlinear equations. If more links are added 
to the network, the system of nonlinear equations we need to 
solve would be increasingly more complicated. Also, the results 
obtained in Chapter 4 can only be computed numerically but not 
analytically. Prom these, the stability region of general 802.11 
networks seems to be computationally intractable. 
In order to obtain insights in the stability region of general 
802.11 networks, in this Chapter, we study the stability of slot-
ted ALOHA, which is a simpler random access protocol, under 
the assumptions of finite links and infinite buffer. By consider-
ing partial interference, for the case of two links, we compute 
analytically the exact stability region. Prom this, we observe 
that there is a gradual transition from the collision channel to 
the orthogonal channel when the link separation increases. The 
stability region can be either convex or nonconvex, depending 
on the link separation and the transmission probability vector. 
A partial characterization on the boundary of the stability re-
45 
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gion in closed form for the case of general number of links is also 
given. 
5.2 The Finite-Link Slotted ALOHA Model 
5.2.1 Assumptions 
Let M = be the set of links in the slotted ALOHA 
system. Time is slotted. The following assumptions apply to 
all links n G M. Let Tn and Rn be the transmitter and the 
receiver of link n respectively. Tn has an infinite buffer. The 
packet arrival process at Tn is Bernoulli with mean A^  and is 
independent of the arrivals at other transmitters. Tn attempts 
a virtual transmission with probability p^, i.e., if its buffer is 
nonempty, Tn attempts an actual transmission with probability 
Pn； otherwise, Tn always remains silent. Also define p几=1 —pn-
In the system, each time slot is just enough for transmission 
of one packet. Packets are assumed to have equal lengths. We 
assume transmission results are independent in each slot. For 
n e A C M, let q；^ ^ be the probability that the transmis-
sion on link n is successful when {Tn>}n'eA is the set of active 
transmitters, depends on the SNR at the receiver and the 
modulation scheme used. We also assume the transmitters know 
immediately the transmission results, so that the transmitters 
remove successfully transmitted packets and retain only those 
unsuccessful ones. 
5.2.2 Stability of Slotted ALOHA 
We let Qn{t),t G N be the queue length in T^ at the begin-
ning of slot t, and use a M-dimensional Markov chain Q-^ ( i )= 
to represent the queue lengths in all transmitters. 
We denote by ^4几� the number of packets arrived at T^ in slot t, 
and Dn{t) the number of packets successfully transmitted in slot 
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t by Tn when Qn{t) > 0. Then Qn[t + 1) = [Qn{t) - � ] + + 
An{t)^ where = max{0, z] is used to account for the case 
that there is no packet transmitted when Qn(t) = 0. We use the 
definition of stability in [3,10’ 14 . 
Definition 5.1. A M-dimensional stochastic process Q^(^) is 
stable if for x G N^ the following holds: 
lim P r { Q • ^ � < x | = F(x) and lim F(x) = 1. 
t—*oo L J X—>oo 
If the following weaker condition holds instead, 
lim liminf P r { Q • ^ � < x j = 1, 
X—+00 t—oo L J 
then the process is sub stable. The process is unstable if it is 
neither stable nor sub stable. 
The stability problem of slotted ALOHA we consider here is 
to determine whether the slotted ALOHA system with the set of 
links M is stable given the parameters {An}nGA4 and {PN}neM' 
We use the result from [24]: On the assumption that the arrival 
and the service processes of a queue are stationary, the queue is 
stable if the average arrival rate is less than the average service 
rate, and the queue is unstable if the average arrival rate is 
larger than the average service rate. We also define the slotted 
ALOHA system to be stable when all queues in the system are 
stable. 
5.3 Stability Region of 2-Link Slotted ALOHA 
under Partial Interference 
We extend the model in [10] to obtain the following results. For 
n E A4, let Pn and Nn be the transmission power used by Tn 
and the background noise power at Rn respectively. Assume the 
signal propagation follows the path loss model pl{d) = 
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where d is the propagation distance, a is the path loss exponent 
and C is a constant. We let be the SNR attained at Rn 
when {Tn>}n'eA is the set of active transmitters. Assume a packet 
consists of L bits. Let e(7) be the bit error rate when the SNR 
is 7. In particular, if DBPSK is used in the physical layer, 
e(7) = -exp(—7). Under binary interference, we let the SNR 
threshold 70 be the case that the packet error rate is e, i.e., 
� 1 
1 — 1 exp(—7o) 二 e. Consider M = 2. When only is 
2 
PiCdj^^j^ 
active, the SNR attained at Ri is — ^ \ and 
q r � = { : ， Z ' ' > (5.1) 
1 0 ， < 70 
where DXY is the distance between X and Y. When both J\ 
Pi C drp^J^ 
and 7*2 are active, then 7^1 ^  oj = R, R^J-A ^ AT ^ ^ the SNR 
’ h : 尸 2 。 ( ^ 讽 + Mi 
attained at Ri, and 
7I1I’2}<70. (5.2) 
If we consider partial interference instead, we can calculate q^^ 
as follows. When only T\ is active, 
(5.3) 
When both 7\ and T2 are active, 
q r { i , 2 } - [ l - < 7 ^ 1 , 2 } ) ] ' - (5.4) 
Similarly, we can derive expressions for q � j and q � 2 } under 
binary and partial interference. 
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To evaluate the boundary of the stability region for the 2-
link slotted ALOHA system, we use stochastic dominance as 
introduced in [2]. We use Sp to represent a dominant system 
of the original system S, with V being the persistent set. The 
transmitters of the links in this set transmit dummy packets 
when they decide to transmit but do not have packets queued 
in their buffer. The remaining transmitters behave identically 
as those in S. We first consider the dominant system S!” . In 
this dominant system, the successful transmission probability 
of link 2 is p2貼“2} + 卿 i q仏2}. For link 1, the queue in 
入2 
To is empty with probability 1 z d i^i——，in this 
case the successful transmission probability is P i q � } ; otherwise, 
the successful transmission probability is P i內+ P i P 2 q。，2 } . 
Hence, the average successful transmission probability of link 1 
is 
M A. \ 
崎 “ 八 1 - P 2 赋 2 } + 酬 仏 J 
+ ( 融 。 1 } + 酬 仏 2 } ) 购 仏 工 ‘ 
With the following notations, 
A； = P i M f l i } + PiP2qf{i,2},Qfli},{2} = qt{i} - qui,2}, 
the stability region of S � is 
X2P2P1QUIX ；2\ , 
Ai < PiqGi} and A2 < A'2, (5.5) 
and by symmetry, the stability region of S � is 
A2 < - A 押 � ’ � and A, < A；. (5.6) ， 
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Table 5.1: Parameters used for the analytical results of slotted ALOHA. 
Pi,P2 24.5 dBm 1  TVi, N2 -88 dBm 
GT, GR 1 HR, HFI 1.5 m 
f T " I 0.001 II 450 m 
The union of these two regions constitutes the inner bound on 
the stability region of the original system S. 
The reason for the union of these two regions to be the outer 
bound on the stability region follows from the indistinguishabil-
ity argument [2,10]. Consider the dominant system S{i}. With 
a particular initial condition on the length of the queues, if the 
queue in Ti is unstable, it is equivalent to the case that the 
queue in J\ never empties with nonzero probability. Then S � 
and S will be indistinguishable, in the sense that the packets 
transmitted from T\ in S � are always real packets, and S is 
also unstable. Therefore, the union of the regions defined by 
(5.5) and (5.6) is the exact stability region for M = 2. 
5.4 Some Illustrations 
In this Section, we depict the stability region derived in previous 
Section by considering the parallel-link topology in Fig. 5.1. We 
use the two-ray ground reflection model 
m = ^ ^ ^ ^ 
to represent the path loss as in Chapter 3. The values of various 
parameters are shown in Table 5.1. 
We first assume pi — P2 = 0.8 and vary the link separation, 
i.e., the perpendicular distance between the links, to obtain the 
results under binary interference in Fig. 5.2(a). The stabil-
ity region has only two possible shapes. For the separations of 
600, 800 and 1000 meters, the SNR attained at either receiver 
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r , mRi 
Figure 5.1: A sample topology. 
when both transmitters are active is smaller than the threshold. 
Therefore the underlying channel follows the collision channel 
model and the stability region is nonconvex. When the separa-
tion is 1200 meters, the links are separated far enough so that 
transmissions on both links are independent. The channel can 
be regarded as the orthogonal channel and the stability region 
is convex. Therefore, the threshold in binary interference de-
termines when to switch between the collision channel and the 
orthogonal channel. 
Fig. 5.2(b) shows the corresponding results under partial 
interference. When the link separation is small, the amount 
of interference is so large that partial interference degenerates 
to the collision channel. As the link separation increases, the 
stability region expands gradually and changes from nonconvex 
to convex. At another extreme, when the links are sufficiently far 
apart, partial interference is identical to the orthogonal channel. 
Therefore, partial interference can be viewed as a generalization 
of binary interference that it interpolates the transition from 
the collision channel to the orthogonal channel. Notice that 
the results here are similar to the case considered in Chapter 
4, therefore our results should be applicable to networks with 
practical random access protocols like 802.11. 
Next, we assume the links are separated by 800 meters. We 
let both links transmit with probability p, and illustrate the ef-
fect of p on the convexity of the stability region under binary 
interference in Fig. 5.3(a). When p is small, i.e., 0.2 and 0.4， 
the links are too conservative in attempting transmissions. It 
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Stability Region of Slotted Aloha under Binary Interference Stability Region of Slotted Aloha under Partial Interference 
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Figure 5.2: Stability region for M = 2 with transmission probabilities 0.8 
under binary and partial interference. 
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Figure 5.3: Stability region for M = 2 with link separation 800 meters under 
binary and partial interference. 
leads to better channel utilization by adding one more link to 
the system, and the stability region is convex. On the other 
hand, when p is large, i.e., 0.6 and 0.8, the links are too aggres-
sive. When one more link is added to the system, it increases 
contention and hence reduces the loading supported by each link 
drastically. As a result, the stability region is nonconvex. The 
convexity of the stability region can therefore be regarded as a 
measure of the contention level in a network. 
Fig. 5.3(b) illustrates the stability region when partial inter-
ference is considered instead, under the same settings. Although 
the SNR attained at a receiver when both transmitters are active 
is smaller than the threshold, the SNR is large enough to sup-
port a sustainable throughput probabilistically. Therefore, it is 
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Figure 5.4: Stability region for M = 2 under binary interference and partial 
interference with various transmission probabilities. 
possible to receive more packets opportunistically by exploiting 
partial interference, thereby increasing the loading supported by 
each link and allowing the stability region to be convex. If we 
compare the stability region under binary and partial interfer-
ence in identical settings, as shown in Figs. 5.4(a)-5.4(d)，the 
stability region under partial interference is always larger than 
that under binary interference. This implies that by consider-
ing partial interference, more combinations of flows on the links 
can be admitted, and the capacity of a wireless network can be 
potentially increased. 
5.5 Generalization to the M-Link Case 
In this Section, we give in closed form a partial characteriza-
tion on the boundary of the stability region of M-link slotted 
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ALOHA under partial interference. First, for n e A Q M, 
J^ PjlC drj^ R 
7 二 二 ~z— ^^^ . Therefore, under binary inter-
‘ E + 
ference, 
7 分 ， (5.7) 
[ 0 ， 7 ^ 4 < 7 0 
while under partial interference, 
q ； ^ 尸 [ 1 - + n � r . (5.8) 
For each M' C M, let = {p^^{M'))^^^^ be a M-
dimensional 0-1 vector such that 
•M, " /� J l ' neM' 
1^ 0, nfM 
where M' is a set of persistent links and all other links are 
empty. Define I P , … 二 { I T广 (从 ) )，w h e r e 
\ / n^M 
n f ( 均 = E U p n n 民 〃 � ( 5 . 9 ) 
A: neACM' n'eA n"eM'\A 
to be a corner point corresponding to the case that M' is the 
set of persistent links. Notice RHS of (5.9) is zero when n • M'. 
Then we obtain the following Theorem. 
Theorem 5.1. All corner points lie on the boundary of the sta-
bility region. 
Proof. When M' 二 0, (5.9) becomes IF"… '）=0, which is ob-
viously on the boundary. If + 0, each link n G operates 
as M/M/l. If 
at a certain instant, only the links in vA C J\/[' 
are active, which occurs with probability JJ p 几 ， J ^ the 
n'^A n"eM'\A 
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probability of successful transmission of link n is q;^ 乂. There-
fore, by unconditioning on A while noticing q^^ = 0 if n ^ 
the successful transmission probability of link n is 
X ] n m^a' 
A-. neAQM' n'eA n"eM'\A 
Therefore FF,"^') lies on the boundary. • 
By using stochastic dominance and the indistinguishability 
argument, we obtain the following Theorem. 
Theorem 5.2. Let be two corner points such 
that V = {n} C M \ V. Then the line segment joining these 
two points lies on the boundary of the stability region. This line 
segment represents the case that V is the set of persistent links 
while n is the only non-empty non-persistent link in the system. 
Proof. When \V\ = 0，it is trivial that the line segment between 
I F ,約 and IF"^ (卯約 lies on the boundary because it is part of 
the positive A^-axis. Assume \V\ > 0. We prove 
An < Y. n ~ n ？n"q;tl4 
A: neACVn'eA n"eV\A 
-ypn E n 
^ A： neACVn'&A n"eV\A 
Xn = 0,he M\{V[JV) (5.10) 
with 
乂n 二 Y^ n 梦n"q。， 
A\ ne^C(PuP) n'^A n"e{VUV)\A 
lies on the boundary of the stability region. For any n ^ V U V , 
Tfi has no packet, hence A^  = 0. Therefore we consider the 
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dominant system Sp, assuming the system contains only the 
links in V UV. For the sufficiency part, the queue in Tfi in Sp 
is stable if 
An < Pn ^ ][[ Pn' ]][ 
ACP n'GA n"eV\A 
= E n � n =K 
A: nGAC(VuV) n'eA n"e{VUV)\A 
For any n eV, the queue in T^ in Sp is stable if 
An< ( i -^) E n � n “ 
\ A-. neACVn'&A n"eV\A 
+梦 E n 
“A： neAC{VuV) n'eA n"&{VUV)\A 
= E n� � n 
\ A: n&ACVn'eA n"eV\A 
+ 补 E n 
“ \ A: n^ACVn'&A n"&V\A 
+Pn n ^ ^ ' n m^auv 
A： neACVn'eA n"eV\A / 
= n 况 n m^a 
A: n&AQVn'eA n"eV\A 
-yPn n 
^ A： neAcVn'eA n"eV\A 
The necessity follows directly from the indistinguishability argu-
ment. We observe that An varies linearly with A^  on the bound-
ary, Vn ^ v . It is trivial that A^^ = 0 and A^  =入‘冗 correspond 
to rp""(約 and i f"" (PUP) respectively. • 
We illustrate the results of these Theorems by considering 
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Stability Region of Slotted Aloha 
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Figure 5.5: Stability region with M = 3. 1 
M = 3 with the ring topology in Fig. 5.5(a). The distance be-
tween a receiver and the nearest interfering transmitter is 900 
meters. Each link transmits with probability 0.6. Other param-
eters are the same as in Table 5.1. From Theorem 5.1, each of 
the eight 3-dimensional 0-1 vector corresponds to a corner point 
shown in Fig. 5.5(b), and their coordinates can be obtained 
from (5.9). By Theorem 5.2, the solid lines in Fig. 5.5(b) are 
part of the boundary of the stability region. As another exam-
ple, for M = 2, notice that (5.5) and (5.6) are special cases of 
(5.10). As a direct consequence of our Theorems 5.1 and 5.2, the 
stability region of slotted ALOHA with two links under partial 
interference is piecewise linear. 
Theorems 5.1 and 5.2 cover all cases with zero or one non-
empty non-persistent link in the system respectively. However, 
if there are at least two non-empty non-persistent links, the sta-
tionary joint queue statistics must be involved in calculating the 
boundary. Hence, the results here are the best we can obtain 
without the stationary joint queue statistics. Unless we are able 
to compute the stationary joint queue statistics in closed-form, 
we are unable to solve the capacity-finding problem, even assum-
ing the simplest random access protocol, i.e., slotted ALOHA. 
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5.6 Chapter Summary 
We have studied the stability problem of finite-link infinite-
buffer slotted ALOHA and derived the exact stability region 
when there are two links in the network under partial interfer-
ence. We illustrated that under partial interference, there is one 
common property for the stability regions of 802.11 and slotted 
ALOHA: the stability region expands gradually as the separa-
tion between the links increases. When there are more than two 
links in the network, we only obtained part of the boundary of 
the stability region. Even for the case of collision channel, we 
still cannot obtain the exact stability region, because it involves 
the stationary joint queue statistics which do not have closed 
form to date. Therefore, for both 802.11 and slotted ALOHA, 
we cannot analytically establish the boundary of the stability 
region. 




In previous two Chapters, we attempted to find the boundary 
of the stability regions of 802.11 and slotted ALOHA networks 
respectively. However, there is only limited success for both 
tasks. For 802.11，the boundary of the stability region is com-
puted numerically; while for slotted ALOHA, only part of the 
boundary can be obtained analytically. Therefore, instead of 
finding an analytically tractable boundary of the stability re-
gion of wireless random access networks, we have to resort to 
approximation. 
In this Chapter, we propose FRASA, Feedback Retransmis-
sion Approximation for Slotted ALOHA, to study the stabil-
ity region of finite-link slotted ALOHA under collision channel. 
With FRASA, we derive in closed form the boundary of the 
stability region for any number of links in the system. The re-
sult derived from FRASA is identical to the analytical result of 
finite-link slotted ALOHA when there are two links in the sys-
tem. Simulation shows that the stability region obtained from 
FRASA is a good approximation to the stability region of finite-
link slotted ALOHA. FRASA also has a wider range of applica-
bility than the bounds derived in previous researches. We pro-
vide a convex hull bound, which is convex, piecewise linear and 
59 
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outer-bounds the stability region of FRASA. This bound can 
be computed by using the transmission probability vector only. 
We also characterize p-convexity, an essential property that the 
stability region of FRASA should have to ensure the convex hull 
bound to be close to the boundary. Prom this, we derive that 
the stability region of FRASA can never be convex when there 
are more than two links in the system. A convex and piecewise 
linear inner bound on the stability region of FRASA, called the 
supporting hyperplane bound, is also given. Furthermore, we ex-
tend the results of FRASA to include other interference models 
like binary and partial interference. The analytical findings with 
FRASA can also provide more insights on the characterization 
of the capacity region of other types of wireless random access 
networks. 
6.2 The FRASA Model 
In slotted ALOHA, there is a queue of infinite buffer at each 
transmitter. Packet arrivals are assumed to be Bernoulli. When 
a packet arrives, it joins the end of the queue. The head-of-line 
packet is transmitted when the transmitter decides to transmit, 
and it remains at head-of-line until it is successfully transmitted. 
This is depicted in the upper part of Fig. 6.1. 
Due to the complexity introduced by the queues, we pro-
pose FRASA, Feedback Retransmission Approximation for Slot-
ted ALOHA, as a surrogate to approximate finite-link slotted 
ALOHA. In FRASA, the buffer in each transmitter can hold 
one packet only. Whenever there is a packet in the buffer, if the 
transmitter decides not to transmit the packet, or the transmit-
ter cannot successfully transmit the packet due to collision, the 
packet will be removed from the buffer and put back in the buffer 
again after a random delay which is geometrically distributed. 
Therefore, the aggregate arrival of packets to the buffer, which 
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Figure 6.1: Slotted ALOHA model: (Upper) Original; (Lower) FRASA. 
is defined as the sum of the new arrivals and the retransmissions, 
is assumed to be Bernoulli or memory less. Similar approxima-
tion was introduced by [25]. FRASA is shown in the lower part 
of Fig. 6.1. 
Assume there are M links in the network, and the set of 
links is 
denoted by = {n}n=i' Denote this FRASA 
system 
by S. Let p = {pn)neM be the transmission probability vector. 
Define p^ = I — Pn for all n G We first consider a reduced 
FRASA system, in which we let M - 1 of the links have fixed 
aggregate arrival rates and the remaining link is assumed with 
infinite backlog. Take n G A^ to be the link with infinite backlog 
and denote this reduced FRASA system by Sf^ . Let Xn be the 
aggregate arrival rate of link n e M \ {h} where Xn is between 
zero and one. Hence, link h is active with probability p � w h i l e 
for n ^ n, link n is active with probability XnPn- Therefore, 
入=(入n)诚^ is the successful transmission probability vector 
and 
'XnPn(l - Ph) n (1 - Xn'Pn'), U + h 
T _ J n ' G A ^ \ { n , n } . x 
An — \ TT /i � A , 
Pn 丄丄（1 _ X:n'P7i')， n = n 
with A a � 0 . We use the results from [24] to determine when 
Sfi is stable as in Chapter 5: on the assumption that the arrival 
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and the service processes of a queue are stationary, the queue is 
stable if the average arrival rate is less than the average service 
rate, and the queue is unstable if the average arrival rate is 
larger than the average service rate. Then, A^  = G A^ is 
the parametric form of the boundary of the stability region of 
Sfi- We can obtain a non-parametric version by using (6.1) as 
follows. 
Lemma 6.1. Consider Sf,,. When 
入 “ 1 - 你 ) > 入 “ 1 — 〜 ) > 0 (6.2) 
Ph ~ Pn ~ 
is satisfied for alln e M \ {h}, the hypersurface Ffi, i.e.， 
n [An(l - Pn) + K'Pn] = Pn[An(l " Pn)]"^"' (6.3) 
n'eM 
is the non-parametric form of the boundary of the stability region 
ofSfi. 
Proof. Starting from the parametric form (6.1), for n e A^\{n}, 
XnPn(l -Ph ) n (1 _ Xri'Pn') 
Xfi n'eM\{n,n} 
入A Ph n - Xn'Pn') 
n'eM\{h} 
二 XnPn(l - Pn) 
P n ( l - XnPn) 
Therefore, 
KPfi 
- Pn)Pn + KPnPn 
and the condition 0 < Xn ^ 1 is translated into 
An(l - P n ) �入n ( l - P n ) � • 
Ph — Pn ~ 
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Combining these results, 
An =Ph n (1 - Xn'Pn') 
n'eM\{h} 
_ yr 1 K'PhPn' 
—N n'eM\{n} L 入“1 _ P + 
— A T - r 入 f “ l - P h ) 
- 你 力 - 你 ） + A�'你， 
we obtain 
Yi — Ph) + K'Ph] = -
n'eM 
as the boundary of the stability region of Sn. • 
Recall the system is stable if all queues in the system are 
stable [3，10,14], and notice the expression ^^^———in (6.2) 
Pn 
is identical to the instability rank introduced in [3]. When 
入 n(l—Pn) An(l - Ph) , , , . /…i. i … 
max = holds as in (6.2), link n is the 
neM Pn Ph 
most probable one to be the first unstable link. Hence, we let 
link h to be infinitely backlogged and use Lemma 6.1 to obtain 
the stability region of FRASA as in the following Theorem. 
Theorem 6.1. IZ — M Tin is the stability region of FRASA, 
— heM 
where IZfi is represented by: 
> ^ ^ ^ ^ ^ ^ > 0 , V n G ^ \ { n } , (6.4) 
Ph Pn 
n - Pn) + K'Pn] < — Pn)]^"'- (6.5) 
n'eM 
The union here is actually a disjoint union. 
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Proof. By (6.4), the positive orthant is partitioned into M re-
. T . ‘ w 入 n ( l - Pn) 入 ⑷ - p f O 1. 1 . gions. In the region that max 二 ，link n 
neyw Pn Vh 
is the most probable one to be the first link to become unsta-
ble, therefore we let link n be the only link with infinite backlog 
(in case there are more than one n that maximize the instabil-
ity rank, choose one of them to be h arbitrarily). Then from 
Lemma 6.1, 
Yi - Ph) + 入n 'P f i ] = Pn[An(l — 
n'eM 
is the boundary of the stability region of FRASA. Consider a 
point 入 = ( X n ) n e M in M-dimensional space where Xfi < Pn 
and Xji = 0, Vn G M \ {n} . This point lies inside the stabil-
ity region of FRASA. Substituting into the above equation, we 
get Xn[Xn{l - Pn)]^-^ ou LHS and p六[A“l - p J … o n RHS. 
Therefore, when (6.4) holds, 
JJ [An(l - Ph) + 入n'Pf i ] < Pil[入- — l 
n'eM 
is the condition for the reduced FRASA system S^ to be stable. 
Thus, the region formed by (6.4) and (6.5) is part of the stability 
region of S. By taking the union over all possible values of n, 
we obtain the stability region of FRASA. • 
We first illustrate our results for M = 2. When 
- P i ) � 入 2 ( 1 - P 2 ) � Q 
Pi ~ P2 ~ 
holds, the boundary of the stability region of FRASA is 
Ai[Ai(l — pi) + A2P1] = PiAi(l - pi), 
which is reduced to 
一 i ( i - T ^ ) 
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Figure 6.2: Stability region with M = 2: (Upper) From [2]; (Lower) From 
FRASA. 
after simplification. Geometrically, it is a straight line joining 
the points (pi, 0) and (Pi內,P2Pi). This is depicted in the bottom 
left of Fig. 6.2. By symmetry, we also get 
二 K i - r ^ ) 
as the boundary of the stability region of FRASA when 
A 2 ( 1 - P 2 ) > 入 1(1-Pi) > 0 
P2 _ Pi — 
holds. This is a straight line joining the points (0，p2) and 
( P i P 2 , P 2 P i ) ' This is shown in the bottom center of Fig. 6.2. 
The bottom right of Fig. 6.2 contains the final result of the sta-
bility region obtained from FRASA. The stability region derived 
in [2] is illustrated in the top row of Fig. 6.2 for comparison. 
We see that the final results are identical to each other. 
Next we consider the case of M = 3 and each link has a 
transmission probability of 0.3. Figs. 6.3(a), 6.3(b) and 6.3(c) 
illustrate the results of Lemma 6.1 for Si, S2 and S3 respec-
tively. The single-colored hyperplanes in Figs. 6.3(a), 6.3(b) 
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Figure 6.3: Stability region of FRASA with M = 3 and transmission proba-
bilities 0.3 by Lemma 6.1 and Theorem 6.1. 
and 6.3(c) form the partition of the positive orthant generated 
by (6.2), while the multi-colored hyper surfaces come from (6.3). 
The union of these regions constitutes the stability region in Fig. 
6.3(d) as stated in Theorem 6.1. Another example is shown in 
Figs. 6.4(a)-6.4(d), in which each link transmits with probabil-
ity 0.6. 
6.3 Validation of the FRASA Model 
6.3.1 Simulation Results 
In this Section, we first use simulation to verify if FRASA is a 
good approximation to finite-link slotted ALOHA. Since when 
M = 2, we obtain identical results for both FRASA and finite-
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Figure 6.4: Stability region of FRASA with M = 3 and transmission proba-
bilities 0.6 by Lemma 6.1 and Theorem 6.1. 
link slotted ALOHA, we consider M = 3 here. 
First, to check whether the slotted ALOHA system is stable 
or not by simulation, we extend the algorithm proposed in [26 . 
This is stated as Algorithm 1. 
In this algorithm, for each simulation run, we partition the 
simulation time into Af batches, where Af > 2. We calculate 
the average queue lengths for each batch, starting from 
the second batch (Line 2). We discard the first batch to remove 
any transient behavior in the system. Then we compute the 
sample mean and sample variance of the average queue length, 
i.e., E and respectively (Lines 3-4). We use 
the difference between the last and the second observation, i.e.. 
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Algorithm 1 Stability Checking 
Require: number of batches: J\f >2 
Require: probability of type I error: a 
Require: number of slots: T 
Require: simulation runs: W odd 
Require: queue lengths: Qn’w �,t<T,neM,l<iu<}V 
1 bB 
2： IJb) <-- 队’-⑴，2 < b < A f , n e M , l < w < W 
t=(b-l)B+l 
1 ^ _ 
3: ^[^n J - J^EQnJbl neM^<w<W 
6 = 2 
1 N 2 
4： Vavi^n,：) ^ ^ - } W 
6： for It; = 1 to W do 
7： if . 队 > 力 1 一a M-2. then 
8： = 0 
9： else 
10: X 祉=1 
11： end if 
12： end for 
W 
13： if > Xyj> — then 
1 ZI 
14： output STABLE 
15： else 
16: output UNSTABLE 
17： end if 
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/s 
Qn,w^ in the hypothesis testing (Line 5). If, 
A 
I Q"’"— > 3n G M , (6.6) 
where 力i—3’//_2 is the (l-a)-percentile of ^-distribution with J\f—2 
degrees of freedom, is satisfied, we assume the system is unsta-
ble; otherwise all queues in the slotted ALOHA system is stable 
and so does the system (Lines 7-11). If the system is unsta-
ble, there must exist h e M such that the length of queue h has 
positive linear growth rate, making the hypothesis (6.6) satisfied 
A 
with high probability. Otherwise, the expectation of Qn,w would 
be zero for all n G and with high probability (6.6) would 
be false. We perform W simulation runs and then use major-
ity vote to determine whether the system is stable (Line 13-17), 
therefore we require W to be odd. More than one simulation 
runs are performed in order to reduce the error in simulations. 
Using Algorithm 1 as a subroutine, we use the following ap-
proach to find the boundary of the stability region, which is 
stated as Algorithm 2. 
This algorithm is based on bisection method [22]. We let 
Ai and 入2 increase from zero to one (Line 1-2). Given any 
p = (Pi，P2’P3), for any Ai and A2 between zero and one, let the 
initial search range of A3 be [0,1] and set A3 to be the midpoint 
of the search range. Then we let 入=(Ai,入2，入3) be the arrival 
probabilities of the links and simulate the slotted ALOHA sys-
tem (Line 6). We use Algorithm 1 to check the stability of the 
queues in the system and conclude the stability of the system. If 
Algorithm 1 indicates that the system is stable, we set the next 
search range of A3 to be the upper half of the original one (Line 
8); otherwise, we use the lower half as the next search range 
(Line 10). We iterate until the search range is sufficiently small 
(Line 5). Then we take the midpoint of the final search range 
to be the boundary value of A3 for the given values of A! and 
CHAPTER 6. FRASA 70 
Algorithm 2 Stability Region Boundary Generation 
Require: 0 < pi,p2,P3 < 1 
Require: ^ > 0 
1： for Ai = 0 to 1 in step 0.01 do 
2: for 入2 = 0 to 1 in step 0.01 do 
3： As 0.5 
4： 5 ^  0 . 2 5 _ 
5： while > ^ do 
6： perform W simulation runs 
7: if Algorithm 1 returns STABLE then 
8： A3 卜 A3 + 
9： else 
10： A3 A3 — ^ 
11： end if 
^ S 
12： 6 <—— 
2 
13： end while 
14： end for 
15： end for 
Table 6.1: Parameters used for the simulations. 
Af I 2 II a 0.05 "1 
~f 4000 \~W 3 
1-8595 |T~ 0.001 
A2. We repeat this procedure for any combination of and 入2 
to get the boundary of the stability region. The values of the 
parameters used in these algorithms are shown in Table 6.1. 
For illustrative purposes, we only show the cross-sections of 
the stability regions. We first let all links transmit with probabil-
ity 0.3. In Fig. 6.5(a) we depict the cross-sections of the stability 
region by fixing A2, while in Fig. 6.5(b) the cross-sections of the 
stability region are obtained by fixing Ai. The solid lines repre-
sent the simulation results while the dash-dot lines are obtained 
from FRASA. In Figs. 6.6(a) and 6.6(b) we show the corre-
sponding results by changing the transmission probabilities of 
all links to 0.6. We observe that there is a close match between 
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(a)入2 fixed. (b) Ai fixed. 
Figure 6.5: Cross-section of stability region with M = 3 and transmission 
probabilities 0.3. 
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(a)入2 fixed. (b) Ai fixed. 
Figure 6.6: Cross-section of stability region with M = 3 and transmission 
probabilities 0.6. 
the stability region of FRASA and the stability region of slotted 
ALOHA. In FRASA, we introduce the parameter {Xn}n€A^\{n} 
to compute the boundary of the stability region. {Xn}n€A4\{n} in 
FRASA can be regarded as the stationary joint queue statistics, 
which are essential for computing the boundary of the stability 
region of slotted ALOHA as stated in Chapter 5. Therefore, the 
stability region of FRASA is a good approximation to the sta-
bility region of slotted ALOHA, in the sense that we compute 
the stability region of slotted ALOHA by assuming we know the 
stationary joint queue statistics. 
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6.3.2 Comparison to Previous Bounds 
Here, we demonstrate that FRASA is a good approximation 
to finite-link slotted ALOHA by showing the boundary values 
obtained from FRASA lie inside the upper and lower bounds 
in [3]. We fix the loading of the first M — 1 links, evaluate 
the "FRASA" value of Am , and evaluate the "Upper" bound 
and "Lower" bound of A m by using Theorems 3 and 5 in [3 
respectively. Before showing this, we point out that the bounds 
in [3] are applicable only when the instability rank assumption, 
i.e., link M has the highest instability rank, holds. This is 
best illustrated by the following examples. Consider a slotted 
ALOHA system with two links. We let both links transmit 
with probability 0.6. We keep increasing Ai while assuming 
^^^——^ < ——^，and evaluate the upper bound on A2 
Pi ~ P2 — 
by using Theorem 3 in [3]. When Ai > P1P2, the upper bound, 
. \ . A2(1 -P2 ) . A2,max(l -P2 ) ^ Ai(l - p i ) 
I.e., X2 max, satisfies < < , 
’ P2 — P2 Pi 
showing that the instability rank assumption does not hold. We 
change the transmission probabilities of both links to 0.3 and 
repeat the whole process, but evaluate the lower bound on 入2 
by using Theorem 5 in [3]. It is found that when Ai > pi罗2, the 
1 1 . • X , . n A2,min(l -P2) ^ Ml-Pi) lower bound, i.e., X2 min, satisfies < 
’ P2 Pi 
and we cannot conclude whether the instability rank assump-
tion is valid or not. These results are depicted in Figs. 6.7(a) 
and 6.7(b) respectively. In the case of M = 2, we already have 
the complete characterization on the boundary of the stability 
region, therefore we can explicitly evaluate A2 and show that 
when Ai > pi內，the instability rank assumption does not hold, 
and the Theorems in [3] are not applicable. When M > 2, if 
there are some A^ satisfying A^  > Pn p几,,it is difficult 
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Figure 6.7: Restricted application of the upper and lower bounds in [3]. 
to predict whether the instability rank assumption is valid or 
not. When the instability rank assumption is not valid, one 
may tempt to switch the order of the links to keep the validity 
of the assumption. But in this case, we even cannot determine 
the stability of the links with instability ranks higher than that 
of link M, because the bounds on link n depend on the load-
ings on the links having smaller instability ranks than link n [3 . 
Therefore, when using the bounds in [3], we cannot set the load-
ings on the first M — 1 links too large in order to maintain the 
instability rank assumption. 
However, such restriction does not exist in computing the 
"FRASA" value of Am . We first let link M be the link with 
the highest instability rank, i.e., h = M. Then we solve (6.3) 
for A m , which is an equation of degree M — 1, and get M — 1 
values of Aa/. Exactly one of them is the desired value, which 
makes the instability rank of link M the highest. Otherwise, we 
find the link with the highest instability rank among the first 
M — 1 links. We let it equals h and solve (6.3) for 入仏 which 
is an equation of degree one. In this case, we get a nonnegative 
value which is the desired value of Am . Otherwise, we conclude 
that with the loadings on the first M — 1 links, it is impossible 
to keep the system stable no matter how small Xm is. 
To compare the numerical values computed from FRASA 
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against the bounds in [3], we consider the numerical examples 
in [2] and [3]. The examples are reproduced in Tables 6.2-6.15. 
The values of the loadings are classified into four groups in each 
table. In Gl, one or more values of A^  are zero. In G2, all A^  are 
approximately equal to -pn p几i. In G3, all 入^^ are close to 
Pn Pn'- In G4, one or more A^  satisfy K�Pn JJ Pn� 
and these Xn are marked with asterisks in the tables. In all cases, 
the values predicted from FRASA lie inside the upper and lower 
bounds in [3]. Simulations are also performed for all examples 
in [2] and [3], and the results are shown in brackets in the ta-
bles. While the difference between the simulation result and the 
corresponding "FRASA" value can be as large as 40% (the first 
case of G4 in Table 6.3), for most cases, 82 (resp. 90) out of 96, 
the simulation results deviate from the corresponding "FRASA" 
values by at most 士2% (resp. 士 10%). The examples also show 
that the bounds in [3] may not be always applicable, as in the 
case of G4 in Table 6.5. 
For the first case of G4 in Table 6.3, we plot the contour 
of the stability region of FRASA in Fig. 6.8 to investigate the 
reason for such a large discrepancy between the stability region 
of slotted ALOHA and FRASA. This contour plot shows that 
when Ai and A2 are approximately equal to 0.035 and 0.0561 
respectively, the contour lines are very close together, meaning 
that the boundary of the stability region at 入 1 = 0.035 and 
入2 = 0.0561 is almost parallel to the As-axis, i.e., the boundary 
is very sensitive to small changes in Ai and 入2. Therefore, in this 
situation, it is difficult to obtain the boundary of the stability 
region of slotted ALOHA by simulations. 
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Loading on Link 1 
Figure 6.8: Contour plot of the stability region of FRASA for the first case 
of G4 in Table 6.3. 
6.4 Convex Hull Bound 
Although Theorem 6.1 gives us a closed-form expression for the 
stability region of FRASA, this stability region is not convex 
when M > 2 (as shown in the next Section). Therefore we 
are motivated to derive outer and inner bounds on the stability 
region of FRASA that are convex and piecewise linear, which 
can be used to find the upper and lower bounds on network 
capacity respectively. In this Section, we first develop an outer 
bound on the stability region of FRASA that is guaranteed to 
be convex and piecewise linear by using corner points of the 
stability region of FRASA. For each M' C A^, we obtain a 
corner point 11广("^ ') = (En )^ , where 
V / neM 
{pn n 节 neM' 
n f (• ‘^) = n'€M'\{n} . (6.7) 
0, n^M\M' 
\ 
These corner points, by construction, lie on the boundary of 
the stability region of FRASA because they satisfy the para-
metric form (6.1). We first obtain the following Lemma, stating 
the relationship between the boundary of the stability region of 
FRASA and the corner points. 
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Lemma 6.2. The boundary of the stability region ofSn, i.e., the 
hypersurface Ffif is contained in the convex hull H^ generated 
by the corner points 对）for all M' C \ {n} , i.e., 
every point satisfying (6.3) is a convex combination of the corner 
points IP 別("^'。{明 for all M' CM\{h}. 
Proof. Let 11 = (11 丄 b e a point satisfying (6.3). Then, from 
the parametric form (6.1), 
'XnPn(l — Ph) I I ( 1 - Xn'Pn'), Tl ^ fl 
„ n'eM\{n’fO . (6.8) 
Vh 丄 丄 （ 1 —Xn'Pn'), ri = h 
If n is a convex combination of for all C M \ 
{n} , then 
^PnPn n 梦 n ' ,几—六 
pr _ I M': nGM'CM\{h} n'e«M'\{n} qn 
丄丄n — \ 丄 TT - A 
Vn 小M'丄丄Pn', 几=n 
、 M'CA^\{n} n'eM' 
where 
Y^ (t)M' = 1 and (t)M' > 0, WW' C A4 \ {h}. 
M'CM\{h} 
We will show that {(l>M'}M'cM\{h} always exists. When n = n, 
we get 
n Pri' = n ( 1 - Xn'Pn'). 
n'eM' n'eA4\{n} 
Consider this as a multinomial in {Pn}n€A4\{n}- By equating the 
coefficient of pn> for all M" C M \ {n} , we get 
n'eM" 
[ 知'==n Xn� (6.10) 
M''CM'CM\{n} n'eM" 
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Also by equating the coefficient of [ Pn' for all M" ^ M\ 
n'eM" 
{n, h} with n ^ n, we get 
y ^ 4>M' = Xn J J Xn'. 
M': A ^ " U { n } C A ^ ' C M \ { n } n'eM" 
Observe that this is only a special case of (6.10), it suffices to 
consider (6.10) only. Notice that (6.10) is a system of linear 
equations. By Gaussian elimination, we see that for all M " C 
M\{h}, — 
C^M丨丨= E ( - 1广丨 -丨… n 
M': M"CM'CM\{h} n'eM" 
= n 况 n (1 - xn� ) > 0. 
Also, by considering M" = 0 in (6.10), we obtain 
y ^ <PM' = 1. 
Therefore, every point satisfying (6.3) is a convex combination 
of for all M'CM\ {h}. • 
By using Lemma 6.2 and Theorem 6.1，we obtain the follow-
ing Theorems about using convex hulls to bound the stability 
region of FRASA. To obtain the bounds from these Theorems, 
we only have to know the coordinates of all corner points, which 
can be computed from (6.7) based on the transmission proba-
bility vector only. 
Theorem 6.2 (Bound of Convex-Hull Union). The convex hull 
generated by IP 制("^'uW) for all C M\ {h} toge生 er with 0, 
i.e.，the origin, is a piecewise linear outer bound on IZfi. Denote 
this convex hull by Tin- Therefore, the union of these Hn for all 
h G M, i.e., H = M Hn，is a piecewise linear outer bound on 
fiGM 
the stability region of FRASA. The union here is also disjoint. 
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Proof. Consider the reduced FRASA system Sfi and let M' C 
M \ {n} . Prom (6.7), for every n e M \ {n}, all corner points 
np^(M'u{n}) with n e M ' and 0 lie on the boundary 入“工—热)= 
Ph 
入"(1_�)’ all corner points IF"(从。{明 ^ith n • M'\J{h] and 
Vn 
0 lie on the boundary 入 “ 工 ― � = 0 . Also, for all n G 
Pn 
the condition 0 < Xn ^ 1 implies none of the corner points lie 
outside the region ^ ^ — — — > ^ ^ — > 0. Hence, for all 
Ph Pn 
n e M \ In}, = and = 0 are 
Pn _ Pn Pn 
the boundaries of both Rn and Tin, Therefore, from Lemma 6.2, 
Tin Q Hn, and H 二 |J C (J = 兄 Since the bound-
h£M UGM 
. - P i i ) Xn{l-Pn) . A„ ( l -Pn) � 1. aries = and = 0 are linear 
Vn Pn Pn 
and the convex hull generated by a set of points is piecewise 
linear, H is piecewise linear. • 
Theorem 6.3 (Convex Hull Bound). H, the convex hull gen-
erated by for all M' C M, is a convex and piecewise 
linear outer hound on the stability region of FRASA. 
Proof. Notice that H is the convex hull of H. Since the union of 
convex sets need not be convex, it is trivial to see that Ti Q H. 
Therefore from Theorem 6.2, IZ C7i. By the same reason as in 
proving Theorem 6.2, H is also piecewise linear. • 
In finding the bounds on A m given the loadings on the other 
links, we do not have to rely on the instability rank assump-
tion as in [3]. To apply Theorem 6.2, we first assume link M to 
have the highest instability rank, and generate the correspond-
ing convex hull. If the assumption is valid, we can find a lower 
bound and an upper bound from the convex hull. Otherwise, we 
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(a) Hi , convex hull of 梵 [ ( b ) H2, convex hull of K2. (c) H3, convex hull of 灵3. 
L0«l>n,c«L»2 " ' U«>ln(l=oLwn u^ooLln..： " ' oo lioK, 
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Figure 6.9: Convex hull bound on the stability region of FRASA with M = 3 
and transmission probabilities 0.3 by Theorems 6.2 and 6.3. 
choose from the remaining links the link with the highest insta-
bility rank and repeat the process. Theorem 6.3 can be applied 
in any case in finding the upper bound. 
We demonstrate the results from these Theorems in the fol-
lowing examples. Figs. 6.9(a), 6.9(b) and 6.9(c) illustrate the 
results of Theorem 6.2, assuming the transmission probabilities 
of all links are 0.3. The polytopes shown in these figures are 
the convex hulls Hi, H2 and Hz generated by the corresponding 
corner points respectively. Fig. 6.9(d) shows H, the union of 
the convex hulls in Figs. 6.9(a), 6.9(b) and 6.9(c). Fig. 6.9(e) 
depicts H, the convex hull generated by all corner points. The 
polytopes in Figs. 6.9(d) and 6.9(e) are identical. To show that 
this is not necessarily true, we give another example in which the 
transmission probabilities of all links are 0.6. In this example, 
H in Fig. 6.10(d) is contained inside H in Fig. 6.10(e). 
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Figure 6.10: Convex hull bound on the stability region of FRASA with M = 3 
and transmission probabilities 0.6 by Theorems 6.2 and 6.3. 
6.5 p-Convexity 
From the examples shown in previous Section, the bounds on the 
stability region of FRASA obtained from Theorems 6.2 and 6.3, 
i.e., H and H respectively, need not be identical. Recall that 
both Ti and Ji are completely characterized by the transmission 
probability vector only. Intuitively, for H = Ti, we require H 
to be a convex set, which means the transmission probability 
vector may need to satisfy some "convexity" conditions. In this 
Section, we formalize these ideas and investigate the necessary 
and sufficient condition for H and 7I to be identical. 
We first define p-convexity, and characterize the condition on 
the transmission probability vector for p-convexity to hold. 
Definition 6.1. We use the corner points for each 
n ^ M. to form a hyperplane . If the corner points 
and 0 lie on opposite sides of , or lies on the 
stability region of FRASA is said to be p-convex. 
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Theorem 6.4. The stability region of FRASA is p-convex if 
and only if 
^ P n < l . (6.11) 
neM 
Proof. Introduce the following notations: 
M TT — 
PM = 丄丄 P几 
n'eM\{x,y} 
n 节 n'. 
n'eM\{x} 
Then, for each n e M, n广(^何）二 ( n f 何)") is a 
\ /neM point in M-dimensional space with 
二 p几KU,几—n， 
几 1 0, n = n 
and n广("^) = (n广("^)) is another point with 
\ /neM 
n f (均二 PnP益，VnG^I. 
To determine whether the stability region of FRASA is p-convex, 
we need the following two Lemmas. 
Lemma 6.3. Let XM be a M X M matrix, with the first row 
equals 0 一 nP"(M\{i})，and for n e M \ {1}, the n-th row is 
np^(M{n})_np"'(M{i}). Then 
= (-1 广(M - 1 ) 1 1 Pn' n (6.12) 
n'GM n"eM 
Lemma 6.4. Let ；Xm be a M X M matrix, with the first row 
equals T P 巧 一 n广…、⑴)，and forneM\ {1}, the n-th row 
Then 
( \ 
yM = ( - 1 产 E � - 1 n ~ n 妒 . （ 6 . 1 3 ) 
\neM / n'eM n"eM 
CHAPTER 6. FRASA 82 
is calculated as follows: 
0 卿 � 1 ) . . . PMP汝’ 1) 
— P i P a ! 2 ) 0 … 
^M — — 
• • • • 
VW^M)卿货、M�... 0 
0 1 … 1 
= - n � r u — • ::• ！ 
n'^M n"eM • . •. 
1 1 … 0 
n 梦 n"'—2 
n'eM n''&M 
The first equality is obtained by subtracting the first row of 
from all other rows in XM . The second equality results from the 
observation that if for all n" e M we multiply p^,, to both the 
n"-th row and column, then we have a factor of [ from 
n"eM 
each element in Xm • y u is obtained similarly as shown below: 
-VlV^) PlP2P(^,l) . . . PlPMP猛，1) 
_ _ P2PIPC^,2) -P^V^) ... 
yM — _ . . . : 
I I • I 
VmPIV^^m) PMP2P^^m)…-PMP^) 
-PL PI … P I 
n T T —M-2 P2 -P2 … P 2 
PN' .•丄 Pn" . : •• : 
n'eM n"eM • . • . 
PM PM … - P M 
= ( - 1 广 ( 1 > - 1 ) n� � n 
\neM ) n'&M n"eM 
CHAPTER 6. FRASA 83 
The proof of Theorem 6.4 goes as follows. We first construct 
a normal vector perpendicular to the hyperplane If we let 
be the set of basis vector where e几 is a unit vector in 
the direction of increasing An, then 
ei 62 … e n 
N � N l … 略 
n — 
. • • 
NM ATM TVTM 
1 . . . N似 
with 
= - n 广(M{i}) 
will be a normal vector of Vl-^ . Therefore, ？dj^ is the inner 
product of 0 — a n d n, while is the inner product 
of nP^(^) - and n. lies on ^ ^ is equivalent 
to y ^ 二 0. n广 (州 and 0 lie on opposite sides of is 
equivalent to that and yj^ have opposite signs. With 
the condition that 0 never lies on p-convexity is achieved 
if and only if A^j < 0. Prom Lemmas 6.3 and 6.4, the 
condition is equivalent to 
—1) —i") n 乂’ n P^^^” < 0. 
VneM / n'eM n"eM 
After simplification, it reduces to (6.11). • 
The p-convexity of the stability region of FRASA can be re-
garded as a measure of contention level in the system. Pn can be 
viewed as the proportion of time that link n is active. ^ ^ Pn S 1 
neM 
represents the case that the increase in channel utilization out-
weighs the increase in contention due to addition of one more 
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link to the system. This is possible because when the channel 
utilization is small, the probability that a new link choose an 
idle time slot to transmit is large, therefore the contention in-
troduced by this new link will be small and the stability region 
of FRASA will be p-convex. On the other hand, if ^ Pn > 1, 
UGM 
the contention level will be so large that it is not beneficial to in-
troduce one more link to the system. Even in the ideal case, i.e., 
TDMA with perfect scheduling, it is impossible to assign time 
slots to the links such that there is no contention. Hence, con-
tention is inevitable in this situation, and the stability region of 
FRASA will not be p-convex. Consequently, it is undesirable to 
allow the links to be active with transmission probability vector 
{Pn)neM-
From (6.11), we observe that to make the stability region to 
be p-convex, the transmission probabilities of all links should be 
set according to the number of neighboring links in proximity. 
For example, if we assume all links have the same priority, we 
may set each pn to be —. 
Prom Theorem 6.3, we know H CH. We observe that if the 
stability region of FRASA with link set M is p-convex, then the 
stability region of FRASA with link set where M' C M 
and \M'\ > 2, is also p-convex. It is because if (6.11) is satisfied, 
then ^ ^ < 1 must be satisfied also. We now give a necessary 
neM' 一 
and sufficient condition for the equality of Ti and H based on 
this observation. 
Theorem 6.5. H — H if and only if the stability region of 
FRASA is p-convex. 
Proof. Notice that Ti is the convex hull of Ti. The corner points 
either lie on the boundary of H or in the interior of Ti. If the 
stability region of FRASA is p-convex, we only need to show 
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that all corner points lie on the boundary of H. It is because 
if all corner points are on the boundary of H, then the union 
J Hfi is convex and hence H = H. Consider M = 2. When 
neM 
forming the convex hull H, either 
1. n广("^) lies on meaning that is part of the bound-
ary of H; or 
2. and 0 lie on opposite sides of which means 
will not be the boundary of H because there is a 
corner point lying beyond 
In both cases, lies on the boundary of H. For general 
values of M greater than two, we consider all M' C M. where 
2 < \M'\ < M in ascending order of \M'\. Because the stability 
region of FRASA with link set M' is also p-convex, by repeating 
the arguments as above, we see that now all corner points except 
r P , " ^ ) are on the boundary of H and is the boundary of 
the stability region farthest away from 0. Now we consider the 
corner point IP , "^ ) . We can apply similar arguments as above 
to show that n 广 ⑵ lies on the boundary of H. Hence, H ^ H . 
On the other hand, if the stability region of FRASA is not p-
convex, then IP,*^) lies in between 0 and Therefore, at 
least one corner point does not lie on the boundary of H and 
ncn. • 
Prom Theorems 6.4 and 6.5，we know that (6.11) guaran-
tees the stability region of FRASA to be p-convex. Then, can 
(6.11) assure the convexity of the stability region of FRASA? 
Recall Theorem 6.1 that the boundary of the stability region 
of FRASA consists of M hypersurfaces, i.e., F^  for all n G AI. 
Also, Lemma 6.2 says that for each ft G M , the hypersurface 
F^  is contained inside the convex hull H .^ If (6.11) holds, we 
need an additional condition to guarantee the convexity of the 
stability region of FRASA: for all n G A^, ffi is a hyperplane, 
meaning that F六 二 H .^ This additional condition is satisfied 
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when M = 2 as illustrated in Section 6.2. Therefore, for M = 2, 
p-convexity is equivalent to convexity and (6.11) guarantees the 
convexity of the stability region of FRASA. However, this is not 
the case for M > 2 since if such a hyperplane exists for some n, 
the boundary of the stability region of FRASA is linear in An, 
contradicting to the non-parametric form (6.3) that the bound-
ary is of degree at least two in Xf^ when M > 2. Hence, the 
nonconvexity of the stability region of FRASA when M > 2 
follows. 
Consider again the examples in Figs. 6.9 and 6.10. In Fig. 
6.9, ^ ^ Pn = 0.9 < 1，therefore the stability region is p-convex 
neM 
and H = H. On the other hand, in Fig. 6 . 1 0 ， ^ Pn 二 1.8 > 1， 
— UGM 
and Ti ^ Ti. In other words, the convex hull bound is tighter 
if and only if the stability region is p-convex. We remark that 
even if the stability region may not be p-convex, the convex hull 
bound is still a valid convex and piecewise linear outer bound 
on the stability region of FRASA. 
To illustrate the importance of p-convexity, we also compute 
the “CHB，，value, i.e., the upper bound from Theorem 6.3 in 
Tables 6.2-6.11. We observe that when the stability region of 
FRASA is p-convex, the convex hull bound is tighter than the 
bound given by [3]; otherwise, the convex hull bound is looser. 
By Theorems 6.3 and 6.5, the convex hull bound is loose when 
the stability region is not p-convex. This demonstrates that 
there is a tradeoff between the convexity and the tightness of 
the bounds. 
6.6 Supporting Hyperplane Bound 
In this Section, we give a convex and piecewise linear inner 
bound on the stability region of FRASA by using supporting 
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hyperplanes. Recall that a supporting hyperplane of a convex 
set is a hyperplane such that it intersects with the convex set 
and the convex set entirely belongs to only one of the closed 
half spaces generated by the hyperplane. This inner bound is 
obtained based on the result of Lemma 6.2. 
Theorem 6.6 (Supporting Hyperplane Bound). For each h G 
M, we construct a supporting hyperplane P孔 which supports the 
convex hull H^ in Lemma 6.2 at IP such that 
1. it lies below H^/ and 
2. it has positive intercepts on all coordinate axes. 
We let S六 be the closed half space below P^. Then the in-
tersection of all these half spaces in the positive orthant, i.e., 
S = I i Sfi, n {A: An > 0,Vn G M}, is a convex and piecewise 
neM 
linear inner hound on the stability region of FRASA. 
Proof. Consider the bound of convex hull union 7i in Theorem 
6.2. Choose an arbitrary h G M. When H is intersected with 
the closed half space the resultant poly tope does not contain 
the convex hull H^  by construction. Therefore, this resultant 
poly tope excludes the hypersurface F .^ We repeat this argument 
for all n G A^, then for all n G A^, the convex hull H^  together 
with the hypersurface F^  are removed. The boundary of the 
resultant polytope is consisted of P^ for all n G A4 and the 
boundary of the positive orthant only, and hence the polytope is 
S. Therefore, 5 is a subset of 71 and constitutes an inner bound 
on the stability region of FRASA. This bound is convex and 
piecewise linear since half spaces are convex and piecewise linear, 
and these two properties are preserved under intersection. • 
Consider the case that M = 2 as in Fig. 6.11. First we 
choose the hyperplanes as stated in Theorem 6.6. Specifically, 
the line segment between (Pi,0) and {pip2^P2Pi) is the convex 
hull Hi. Then we choose any point (pi，0) on Ai-axis such that 




^ — • 
ih-0) (p',0) (m,o> 
Figure 6.11: Supporting hyperplane bound. 
Pip2 < p[ < Pi and form the hyperplane Pi, i.e., the line pass-
ing through (p'l, 0) and {Pip2^ P2P1) - Similarly, we choose a point 
(0,p'2) on A2-axis such that P2P1 < P2 ^ P2 and form the hyper-
plane P2. These hyperplanes are shown as the red dashed lines 
in Fig. 6.11. The intersection of the closed half spaces below 
the red lines in the positive quadrant is the inner bound from 
Theorem 6.6. 
This supporting hyperplane bound is arbitrary, in the sense 
that for each N E M, 8LS long as the hyperplane constructed 
satisfies the requirements listed, S will be an inner bound. If 
we require the inner bound to occupy the maximum hyper vol-
ume, then this problem is equivalent to finding a maximum-
hypervolume convex subset of the stability region of FRASA. To 
the best of our knowledge, this is studied only for M = 2 [27'. 
In this case, the problem is to find the maximum-area convex 
subset of a polygon. We recall some related definitions. A reflex 
vertex is a vertex of a polygon such that the angle at the vertex 
inside the polygon is reflex. A chord is a maximal line segment 
contained in the polygon. 
First we consider the case that +P2 > 1, i.e., the stability 
region of FRASA is not p-convex. In this case, as depicted 
in Fig. 6.11, the reflex vertex is (P1P25P2P1). By calculus, the 
maximum-hypervolume convex subset is either the region below 
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the chord between (pi，0) and (0,Pi), or the region below the 
chord between (0，p2) and (內,0), depending on the values of pi 
and p2. This is a special case of the result in [27]. Suppose 
the region below the chord between (pi，0) and (0,Pi) is the 
maximum-hypervolume convex subset of the stability region of 
FRASA. If we partition this chord about (P1P25P2P1), we obtain 
two line segments: one of these lies on a supporting hyperplane 
of the boundary between (pi, 0) and (P1P25P2P1), while the other 
lies on a supporting hyperplane of the boundary between (0,p2) 
and {piP2)P2pi)- Similar observations can also be found when 
the region below the chord between (0,p2) and (P2，0) is the 
maximum-hypervolume convex subset of the stability region of 
FRASA. This means when the stability region is not p-convex, if 
we require the inner bound to have the maximum hypervolume, 
the supporting hyperplanes we need in Theorem 6.6 coincide. 
On the other hand, if the stability region of FRASA is p-
convex, as stated in previous Section, p-convexity is equivalent 
to convexity. When +P2 < 1, the stability region is p-convex 
and also convex, and the stability region itself is the maximum-
hypervolume convex subset. In this case, the line segments of 
the boundary are already the supporting hyperplanes we need. 
6.7 Extension to Partial Interference 
In this Section, we extend the results in previous Sections to 
partial interference. Towards this, we introduce q;!^ ^ for n G 
.4 C A^ as in Chapter 5. We remark that our results here 
automatically applies to binary interference, if we allow q；^ ^ to 
be either zero or one only by comparing the corresponding SNR, 
i.e., against a predefined threshold 70. We illustrate the 
results of the following Theorems by the ring topology in Fig. 
6.12. 
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Figure 6.12: A sample topology. 
6.7.1 FRASA under Partial Interference 
Assume identical settings as in Section 6.2. Let = XnVn and 
= I - XnPn- Introduce the following notations: 
� ) - E U p ' n n K " q � u w， ( 6 . 1 4 ) 
A<ZM\{x,y} n'eA 
^，y)'二 E Up'n n 
ACM\{x,y} n'eA 
� ) = E U p ' n n (6.16) 
(6.14) is the probability of successful transmission of link x given 
that link x is active but link y is not. (6.15) is the probability 
of successful transmission of link x given that both links x and 
y are active. (6.16) is the probability of successful transmission 
of link X given that link x is active. Then the parametric form 
of the stability region of S^ will be A^^ = A ,^ Vn G M where 
Y _ J XnVn PnS(n,n)' +Pn2(n,n)，几—& 
[PnS(n). 几 
with A^  > 0 and Xn is between zero and one for all n G A^ \ {h}. 
With this parametric form, we obtain the stability region of 
FRASA under partial interference as in the following Theorem. 
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Theorem 6.7. For each h G M, we construct a hypersurface 
Ffi, which is represented by \n = A ,^ Vn G M, where 
, � —M _ —M 1 
Y — XnVn PnS(n,n)'+Pn2(n,n),几 # fi 
\ 」 A [^•U) 
PnQ{h)^ 几=几 
with Xfi > 0 and Xn is between zero and one for all n e M \ {n}. 
Then 7Z, the stability region of FRASA under partial interfer-
ence, is enclosed by F ,^ Vn £ M in the positive orthant. 
Proof. Every point 入={K)neM with 
An = Y1 n Xn'Pn' H (丄 _ Xn"Pn"��A,加 € M, 
A-. n^ACM n'^A n"eM\A 
where Xn is between zero and one for all n G M, lies in the 
stability region of FRASA under partial interference. Observe 
that when Xn < l^Vn G A1, the corresponding 入 lies in the in-
terior of the stability region. Therefore we only need to consider 
those 入 with Xn = 1 for some n G M. When Xn = 1, it means 
link n has infinite backlog or operate in persistent conditions, 
while in non-persistent conditions, we allow Xn to vary arbitrar-
ily between zero and one. Notice that we can never reduce the 
successful transmission probabilities of all links by changing the 
links from operating in persistent conditions to non-persistent 
conditions, because this reduces the amount of interference ex-
perienced by all links. Mathematically, we partition M into 
three disjoint sets V , {n}, "P. We first let V U {n} be the set of 
persistent links. Then the successful transmission probability of 
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link n is 
\ n Xn'Pn' (1 - Xn"Pn") 
{A'A")- A'CV,A"CV I In'eA" n"eV\A" -
X Pn n � ' n (1—Prz") q;t!4'U "^U{n} 
_ n'^A' n"eV\A' -
+ n Xn'Pn' I J (1 - Xn�Pn") 
-n'eA" n"eV\A" -
- 1 > 
X (1 - Pn) n P^' n ^^A'UA" (6.18) 
_ n'eA' n"eV\A' J > 
If we let V be the set of persistent links, the successful trans-
mission probability of link n is 
\ XnPn n 乂条'n (1 -
{A\A")： A'CV,A"CV V L n'eA" n"eV\A" -
X n Pn n ( 1 - q 二 ' a 4 " u 何 
.n'eA' n"er\A' _ 
+ (1 - XfiPfi) n Xn'Pn' n (1 - Xn�Pn〃） 
- n'eA" n"er\A" -
X n (1-Pn") (6.19) 
.n'eA' n"eV\A' � J 
It is easy to see that the successful transmission probability in 
(6.19) is larger than that in (6.18), because 
XnPn^^A'uA"U{n} + (1 一 XnPn)^^A'UA" 
_ Pn^^A'UA"U{n} + (1 _ 
= ( 1 _ Xn)Pn {^^A'uA" _ ^ •’ 
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where we assume q;；^乂/u«4� — - which is in general 
true because the probability of successful transmission is larger 
when there are less interferers. This implies that the stability 
region of FRASA obtained by assuming all links in P C in 
persistent conditions is contained inside the stability region of 
FRASA obtained by assuming all links in V^ C P in persistent 
conditions. Hence, to obtain the boundary of stability region 
of FRASA under partial interference, we only have to consider 
the case that only one link is persistent. Then we can use the 
parametric form (6.17) to obtain the boundary when Xn = 1-
By repeating over all possible values of n, we get the desired 
result. • 
An illustration of the results of Theorem 6.7 with the topol-
ogy in Fig. 6.12 is given in Fig. 6.13. Figs. 6.13(a), 6.13(b) and 
6.13(c) depict Fi, F2 and F3 respectively. The union of these 
hypersurfaces, which is the boundary of the stability region of 
FRASA under partial interference, is shown in Fig. 6.13(d). 
6.7.2 Convex Hull Bound 
We can obtain similar results as Lemma 6.2, Theorems 6.2 and 
6.3 under partial interference by using the corner points. The 
definition of corner points under partial interference is identical 
to those in Theorem 5.1 in Chapter 5. 
Lemma 6.5. The boundary of the stability region of Sn under 
partial interference, i.e., the hypersurface Ffi 奴 Theorem 6.7, is 
contained in the convex hull H/^ generated by the corner points 
np別（•M'u{n}) j^or all M' ^ M \ {h}, i.e., every point satisfying 
(6.17) is a convex combination of the corner points IP (-^'uln}) 
for allM' CM\{h}. 
Proof, Let 11 = (nn)ne_M be a point satisfying (6.17). When 
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(a) Fi, boundary of stability re- (b) F2, boundary of stability re-
gion with link 1 infinitely back- gion with link 2 infinitely back-
logged. logged. 
10,2. 
1 ^ ^ m l ^ ^ ^ ^ m k 
Loading on Link 2 “ ® Loading or^ lnk 1 Loading on Link 2 ° ® Loading on Link 1 
(c) F3, boundary of stability region (d) TZ, the whole stability region, 
with link 3 infinitely backlogged. 
Figure 6.13: Stability region of FRASA under partial interference with M = 
3，transmission probabilities 0.6 and topology in Fig. 6.12 by Theorem 6.7. 
n 一 fl, 
nn = XnPn Pn ^ Y.. …… Pn"^^Au{n,h} 
_ ^CM\{n,n} n'eA n"eM\{Au{n,h}) 
+Vn E I K ' n ，(6-20) 
and 
Hn = Vn E Up'n H Pn"<AU{n} (6.21) 
^CM\{n} n'eA n"eyW\(^ U{n}) 
where p'^ = XnPn and p'^ = 1—XnPn. If H is a convex combination 
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of IP 別("^ '。{叫 for all M' CM\ {n} , then when n ^ n, 
Hn = Pn 小 
M': neM'CM\{n} 
Pn H P几' n M^Au{nM 
Hp^' n ，(6.22) 
n'eA n"€A4'\(^ U{n}) _ 
and 
^h = Ph Y 1 小Y^ n ^ ^ n (6.23) 
ACM'n'eA n"eM'\A 
where 
Y^ (t)M' = 1 and (/W > 0,\/M' C M \ { n } . 
M'CM\{n} 
We will show that {(t>M']M'CM\{h] always exists. When n = n, 
we get 
伞 I I P^ n Pn"^f^Au{h} 
M'CM\{n] ACM' n'eA n"eM'\A 
= U p ' n n (6.24) 
n'eA n"GyW\(^U{n}) 
Consider this as a multinomial in < q^^/zj/^i \ . By 
equating the coefficient of q 仏 " � 何 for all M" C M \ {n} , we 
get 
知 ’ n Pn" 
M'： M"CM'CM\{h} n"eM'\M" 
= n 拟 n ( l -Xn"Pn� ) . (6.25) 
n'eM" n"GyW\(A4"U{n}) 
CHAPTER 6. FRASA 96 
Also by equating the coefficient of and for 
all M" C A^ \ {n, h} with n^ h respectively, we get 
X ] 知’ n 节n" 
= n 拟 n (1 - Xn"Pn")' 
n'eM"U{n) n"eM\{M"U{n,h}) 
Observe that this is only a special case of (6.25), it suffices to 
consider (6.25) only. Notice that (6.25) is a system of linear 
equations. By Gaussian elimination, we see that for all M " C 
A A W， 
小M" = n 况 n (1 - Xn") > 0. 
n'eM" n"eM\{M"U{h}) 
Also, by considering M" = 0 in (6.25), let Xn = 1 and Pn = 0 
for all n G A^ \ {n}, then we obtain 
小M' = 1. 
Therefore, every point satisfying (6.17) is a convex combination 
of for all • 
Theorem 6.8 (Bound of Upper Convex-Hull Union under Par-
tial Interference). For each h G M, denote by H^  the upper 
convex hull of the hypersurface ffi 么几 Theorem 6.7, i.e., the set 
of hyperplanes forming the convex hull H^ in Lemma 6.5 while 
lying above F .^ Consider the union H = H .^ The region H 
— neM 
below H in the positive orthant is a piecewise linear outer hound 
on the stability region of FRASA under partial interference. 
Proof. The stability region of FRASA under partial interfer-
ence, i.e., IZ in Theorem 6.7, is enclosed by the hyperplanes 
An = 0，Vn G and the hypersurfaces F ,^ Vn G M. To obtain 
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a piecewise linear outer bound on TZ, we only have to find a 
piecewise linear outer bound on F^  for each h G M . The upper 
convex hull H^  suffices for this purpose because it lies above Ff^  
and it is piecewise linear. Therefore the union H = M H^  lies 
— 一 neM 
above F ,^ Vn G M and the region H below H in the positive 
orthant constitutes a piecewise linear outer bound on IZ. • 
Theorem 6.9 (Convex Hull Bound under Partial Interference). 
H, the convex hull generated by IF ("^‘) for all M' C M, is a 
convex and piecewise linear outer bound on the stability region 
of FRASA. 
Proof. The proof is identical to that of Theorem 6.3. • 
We demonstrate in Fig. 6.14 the results of Theorems 6.8 and 
6.9 with the topology in Fig. 6.12. The upper convex hulls of 
Fi, F2 and F3, i.e., Hi, H2 and H 3 , are shown in Figs. 6.14(a), 
6.14(b) and 6.14(c) respectively. Fig. 6.14(d) is % the bound 
of upper convex hull union under partial interference, while Fig. 
6.14(e) is H, the convex hull bound under partial interference. 
As shown in Fig. 6.14(d) and Fig. 6.14(e), these two bounds 
are identical. 
6.7.3 p-Convexity 
Introduce the following notations: 
= E n (6.26) 
E n (6.27) 
(6.26) and (6.27) have the same meaning as (6.14) and (6.16) in 
Section 6.7.1 respectively, except that (6.26) and (6.27) assume 
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(a) Hi, upper convex hull of (b) H2，upper convex hull of (c) H3, upper convex hull of 
Fi. F2. F3. 
(d) H, bound of upper (e) H, convex hull bound 
convex-hull union under under partial interference, 
partial interference. 
Figure 6.14: Convex hull bound on stability region of FRASA under partial 
interference with M = 3，transmission probabilities 0.6 and topology in Fig. 
6.12 by Theorems 6.8 and 6.9. 
every link is either persistent or empty. With some modifica-
tions, we obtain the following Theorems as the counterpart of 
Theorems 6.4 and 6.5 under partial interference. 
Theorem 6.10. The stability region of FRASA under partial 
interference is p-convex if and only if 
(6.28) 
where ？d'j^ and y'j^ are M x M matrices, the (n, n)-th element 
in X'j^ is 
/ 2 仏 ) ， … . 
1 0, n — n 
and the (n, n)-th element in y'j^ is 
仏 n = fi. 
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Proof. Using the notations in (6.26) and (6.27), we let n广("^�何）二 
( n 广 叫 ) w i t h 
\ J neM 
= I n n , 
^ ] 0, n 二 n, 
n 广 ( 州 = ( n 广 ( 州 ) w i t h 
\ /neM 
n f (乂益，VnG 风 
and modify Lemmas 6.3 and 6.4 as follows. 
Lemma 6.6. Let XM be a M X M matrix, with the first row 
equals 0 - nP"("^\m)，and forneM\ {I}, the n-th row is 
— Then 
� I = - I 义 n 〜， (6.29) 
n'eM 
where the (n, n)-th element in X'j^ is 
1 0, n = n 
Lemma 6.7. Let ；Xm be a M X M matrix, with the first row 
equals Rp^^^) - ！^“““⑷、^)，and forneM\ {1}, the n-th row 
is nP^(M{n})_nP^(M{i}). Then 
= n (6.30) 
n'eM 
where the (n, n)-th element in y'j^ is 
1-2 益， n = n 
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By similar arguments in proving Theorem 6.4, p-convexity is 
achieved if and only if A^f yM ^ Prom Lemmas 6.6 and 
6.7, the condition is equivalent to 
n'eM 
After simplification, it reduces to (6.28). • 
Theorem 6.11. H = H if and only if the stability region of 
FRASA under partial interference is p-convex. 
Proof. The proof is identical to that of Theorem 6.5. • 
With the topology in Fig. 6.12, we can calculate the follow-
ings: A^f 二—1.5225, y'j^ = 0.2308, therefore 
义 ;卜 w | = - 0 . 認 SO 
and the stability region is p-convex. 
As another illustration, consider M = 2. In this case, p-
convexity is equivalent to convexity as in collision channel. We 
first evaluate P^ j^  and y � a s follows. According to Lemma 
6.6， 
and from Lemma 6.7, 
The p-convexity condition in Theorem 6.10, i.e., (6.28), becomes 
十 qi’{l}、灼q2’{2}十 {1,2}) 
(內qtli}+P2qtli，2})] SO 
•M 十 M Z丄， 
qi’{i} q2’{2} 
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which is equivalent to the condition for convexity proved in The-
orem 3 in [10] when Pi = P2 = 1-
6.7.4 Supporting Hyperplane Bound 
The following Theorem is the counterpart of Theorem 6.6, for 
the convex and piecewise linear inner bound on the stability 
region of FRASA under partial interference. 
Theorem 6.12 (Supporting Hyperplane Bound under Partial 
Interference). For each h G M, we construct a supporting hy-
perplane P^ which supports the convex hull H^ in Lemma 6.5 at 
such that 
1. it lies below h^/ and 
2. it has positive intercepts on all coordinate axes. 
We let Sfi be the closed half space below P^. Then the in-
tersection of all these half spaces in the positive orthant, i.e., 
S =门 门{入：An 2 0，Vn G •^ }， a convex and piece-
neM 
wise linear inner hound on the stability region of FRASA under 
partial interference. 
Proof. The proof is identical to that of Theorem 6.6. • 
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6.8 Chapter Summary 
In this Chapter, we proposed FRASA, Feedback Retransmission 
Approximation for Slotted ALOHA, to serve as a surrogate to 
approximate finite-link slotted ALOHA. Prom FRASA, we ob-
tained in closed form the boundary of the stability region for 
any number of links in the system under collision channel. We 
illustrated that the result from FRASA is identical to the ana-
lytical result of finite-link slotted ALOHA when there are two 
links in the system. Simulations showed that the stability region 
obtained from FRASA is a good approximation to the stability 
region of finite-link slotted ALOHA. We demonstrated that our 
results from FRASA has a wider range of applicability than the 
existing bounds. We also established a convex hull bound, which 
is convex and piecewise linear, to outer-bound the stability re-
gion of FRASA. This convex hull bound can be generated by 
using the transmission probability vector only. Moreover, we 
introduced p-convexity, which is essential to ensure the convex 
hull bound to be close to the boundary of the stability region 
of FRASA. Prom this, we deduced that the stability region of 
FRASA is nonconvex when there are more than two links. A 
separate convex and piecewise linear inner bound, supporting 
hyperplane bound, was also introduced. Furthermore, we ex-
tended the results to cover other interference models like binary 
and partial interference. Since the convex hull bound and the 
supporting hyperplane bound are convex and piecewise linear, 
they can be used to formulate the traffic engineering problem 
in wireless mesh networks with random access protocols as lin-
ear programming, which can be solved by standard techniques. 
These bounds may also be useful in the design of traffic engi-
neering algorithms in such networks. 
• End of chapter. 
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Table 6.2: Comparison for Am for M = 3 and pi — p2 = p^ = 0.5. 
I Ai I Aa I CHB Upper FRASA (Exact Sim.) Lower 
0 0 ^ 05 0.5 (0.499596) ^ 
0 0.12 0.38 0.38 0.38 (0.383064) 0.38 
G2 0.06 0.06 0.38 0.38 ~0.370278 (0.365150) 0.340526 
G3 0.12 "0.123 0.257" 0.257 0.17036 (0.158455) 0.140231 
G4 0.12 0.13*0.25 0.25 “ 0.13 (0.131462) ^ 
Table 6.3: Comparison for A m for M = 3 and pi = 0.6, p2 = 0-7, p3 = 0.8. 
I Ai I Az CHB Upper FRASA (Exact Sim.) Lower 
0 0 ^ 0 . 8 0.8 (0.801918) ^ 
0 0.05 0.742857 0.6 0.6 (0.601158) 0.6 
0.03 0 0.76 0.68 0.68 (0.682747) 0.68 
G2 0.0180.028 0.744 0.616 0.602618 (0.593758) 0.508 
G3 0.03 0.05 "0702857 0.48— 0.423303 (0.375008) ^ 
G4 0.035 0.0561* 0.689219 0.4356 0.344373 (0.203636)0.115187 
0.025 0.0563* 0.702324 0.4748 0.421353 (0.359871) 0.277705 
Table 6.4: Comparison for Am for M = 3 and pi = 0.63, p2 = 0.52,^3 = 0.51. 
厂 I Ai I A2 I CHB Upper FRASA (Exact Sim.) Lower 
0 0 ^ ^ 0.51 (0.509758) ^ 
0 0.045 0.465865 0.463163 0.463163 (0.464256) 0.463163 
0.07 0 0.453333 0.437143 0.437143 (0.440437) 0.437143 
G2 0 .070 .045 0.4091^ 0.390306 0.381358 (0.374840) 0.340919 
G3 0.14 0.09 0 . 3 0 8 ^ 0.270612 0.203557 (0.164070) 0.122806 
^~~0.095* 0.319684 0.286224 0.233287 (0.203133)0.167073 
0.15* 0.093 0.297360 0.257082 0.166100 (0.117348) 0.092458 
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Table 6.5: Comparison for Am for M = 3 and pi = 0.1, p2 = 0.1,pa = 0.1. 
Note: [3],s bound is not applicable for the example in G4) 
I Ai I Aa I CHB Upper FRASA (Exact Sim.) Lower 
0 0 Ol ^ 0.1 (0.099937) OJ 
0 0.03 0.096667 0.096667 0.096667 (0.097374) 0.096667 
^ 0.04 O.OQinr 0.091111 0.090894 (0.091423) 0.090749 
G3 0.0780.078 0 . 0 8 1 ^ 0.082667 0.081748 (0.081703) 0.081723 
G4 0.078 0.082* 0.076 0.082222 0.075971 (0.0768367" 0-081260 
Table 6.6: Comparison for Ajv/ for M = 3 and pi = 0.3, P2 = 0-2 ps =： 0.1. 
Ai A ^ C H B Upper FRASA (Exact Sim.) Lower 
0 0 ^ ^ 0.1 (0.101570) ^ 
0 0.06 0.093333 0.093333 0.093333 (0.094032) 0.093333 
G2 0 .110.06 O.QSinr 0.081111 0.080094 (0.079323) 0.079039 
G3 0 . 2 1 ^ 0.058 0.063333 0.057966 (0.0571217" 0.057731 
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Chapter 7 
Conclusion and Future Works 
7.1 Conclusion 
The capacity of a wireless mesh network is significantly affected 
by the interference among the links in the network. There-
fore, to maximize the performance of a wireless mesh network 
in terms of capacity, it is crucial for wireless mesh traffic engi-
neering algorithms to accurately model the interference among 
the links. However, existing traffic engineering algorithms as-
sumed an overly simplified binary interference model, which is 
verified as an imprecise model for interference. Also, these works 
presumed the existence of an ideal scheduler which can control 
when each link can be active in transmission. Hence, we be-
lieve there is a need to design new traffic engineering algorithms 
without assuming binary interference and perfect scheduling. 
The contribution of this thesis includes the followings: 
• an introduction of a new interference model: partial inter-
ference, and the illustration of the potential gain in capac-
ity by exploiting partial interference; 
• a numerical characterization of the stability region of 802.11 
networks under partial interference with two links; 
• an analytical characterization of the stability region of slot-
ted ALOHA networks under partial interference with two 
links, and analytical results on part of the boundary of 
110 
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the stability region for the case of more than two links in 
slotted ALOHA networks; 
• an introduction of the FRASA model as a surrogate of slot-
ted ALOHA to approximate the stability region of slotted 
ALOHA networks, the analytical results on the stability 
region of FRASA with any number of links under collision 
channel, binary and partial interference, and the convex 
and piecewise linear outer and inner bounds on the stabil-
ity region of FRASA that can be used to find upper and 
lower bounds on network capacity. 
7.2 Future Works 
In view of this work, one of the possible future works is to con-
sider partial interference when computing the capacity of any 
wireless mesh network with arbitrary topology. We may modify 
the interference constraints in the capacity-finding problem to 
take into account partial interference, and evaluate how much 
will be gained by considering partial interference in scheduling 
in wireless networks. 
Another possibility is to consider the capacity-finding prob-
lem with random access MAC protocols like 802.11 or slotted 
ALOHA, and design traffic engineering algorithms for these net-
works. This can be used to provide QoS guarantees without 
assuming the existence of perfect global schedulers, therefore it 
does not require modifying existing MAC protocols. 
The model in this work only covers the case of single-hop 
networks. Therefore, towards designing traffic engineering al-
gorithms with random access MAC protocols, we have to gen-
eralize the results of this work to multi-hop wireless networks. 
The stability region, the convex hull bound and the support-
ing hyperplane bound obtained in this work may be used in 
designing traffic engineering algorithms in wireless random ac-
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cess networks. Extending the results on finding the maximum-
hypervolume convex subset to cover the case of more than two 
links helps providing a better inner bound on the stability region 
of FRASA. 
In this thesis, we have only considered networks with one 
channel. In reality, links on different channels may also interfere 
with each other. Therefore, we may also extend our framework 
to consider partial interference in wireless networks with multi-
ple channels. 
• End of chapter. 
Appendix A 
Proof of (4.13) in Chapter 4 
In Chapter 4，we use Pr(ji, ki\jo, /cq) to denote the transition 
probability from (jo, ko) to {ji ,ki). For convenience, we drop the 
subscripts for Tn, Cn, Qri) in and repeat the transition probabilities 
in (4.1)-(4.12) as follows: 
Pr ( 滿 “1) = 1’ 
j e [0,m],/c G [0, Wj — 2], (A.l) 
P r ( 0， k l - l , k + l) = q,ke [0, Wo - 2], (A.2) 
Pr (—1，k\- l ,k + l) = l-q,ke[0,Wo-2], (A.3) 
P 魏 o) = i i ^ ， 
j e [ 0 , m - l]，/c G [0, Wo — 1],(A.4) 
Pr(一1’ 綱 
j G [ 0 , m - l],/c G [0’Vi/o — 1]’(A.5) 
Pr(0’ k\m, [0, Wq — 1], (A.6) 
Pr(-1，k\m, 0) = k G [0, H / q - I ] , (A.7) 
yyo 
P r 瞬 - 1 ’ 0 ) = 南 ， 
j G [l，m]，/cG (A.8) 
113 
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Pr(0,M-l’�) = "(l—);f(l — c)’ 
ke[0,Wo-l], (A.9) 
Pr(l, = [0，H^ i-1], (A.IO) 
卿 I —i，。) = "':i-:-Q)， 
ke[i,Wo-ii (A.II) 
P r ( _ M - l , 0 ) = " z ( l - � l - � l l ) . (A.12) 
As in Chapter 4, we use iTj^ k to denote the stationary prob-
ability of the state (j, k) in the Markov chain. We follow the 
steps listed below to solve the Markov chain and obtain the 
transmission probability, i.e., (4.13). 
Step 1: Express 7Tj’k in terms of tTj—i’�for j G [2, m], k G 
0, Wj - 1]. Prom (A.8), we get for j G [2,m], 
c 
^j.Wj-l = TTj-i^o — . 
Also for j G [2，m]，k e [0, Wj - 2], from (A.l) and (A.8), 
c 
= + TTjMi 
=7Tj,Wj-l + 7 r j ’ f c + i . 
Therefore, for j G [2,m], k G [0, Wj - 1], 
- 从 〜 � ^ ( A . 1 3 ) 
Step 2: Express ttj^q in terms of tti’�for j G [1, m]. From 
(A.13), we obtain for j G [2, m], 
7rj，o =兀j-i’oc. 
Therefore, for j G [1, m], 
7r;,o = (A.14) 
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S t e p 3 : E x p r e s s t t i a； i n t e r m s o f 7 r _ i , o a n d 7ro,o f o r k G 
- 1]. Prom (A.8) and (A.IO), 
c qic 
Also, from (A.l), (A.8) and (A.IO), for k G — 2], 
c qic 兀 IJc =兀 0,0% + + ^ 1,/c+l 
=T^iyVx-i + 7 r i ， f c + i . 
We obtain for k G [0，M^ i - 1], 
c{W,-k) , qic{Wi - k) . TTi’ & = ^ 0,0 恥 + 兀—1,0^. (A.15) 
In particular, 
7 r i , o 二 7 r o , o c + 7 r _ i ’ o g i c . ( A . 1 6 ) 
m — 1 
S t e p 4 : C o m p u t e ^ ^ tTj O i n t e r m s o f 7ro，o a n d 7 r - i ’ o . 
j=o 
From (A.14) and (A.16), 
m - l m - 1 
兀么0 = 7ro,o + 兀 1’0<^ 一 1 
j=Q j=l 
m-l 
= T T o . o + ( 7 r o , o C + TT-i^qic) ^ (^―1 
m—1 m—l 
=TTo.o + ^ c '^ (A.17) 
j = o j = i 
S t e p 5 : E x p r e s s ttq^a； i n t e r m s o f t tq^vKo-i f o r k £ [I.WQ — 
2]. From (A.4), (A.6) and (A.9), ’ 
¥ (1 - , q 丄 q[l-i)+qH{l-c) 
兀 ( W 。 - 1 二 ^ + + ^ . 
j = 0 
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And from (A.14)，(A.16) and (A.17), 
(1 - c爪)q qHc{l - c^—1) 
( .、严-iq , q{l - i) + q'i{l - c) 
+ ( 7 r o ’ o c + 兀 - i ， o — + 兀 - 1 ’ 0 ^ 
Q 丄 qH + q{l-i) 
=兀0，0^^^  + 兀—1，。 . (A.18) 
Prom (A.l), (A.2)，(A.4)，(A.6) and (A.9), we obtain for k G 
[1,^ 0-2], 
p (1 - c)g ,醉 q q{l-i)^qH{l-c) 
兀o，fc = 兀 么 + 兀爪，• + 兀-i’o 
j=o 
+ 兀 0 ， f c + l + T T - i i k + l ^ J 
=^0,Wo-l + 7 r o , A ; + l + T T — l ， f c + l < ? 
Therefore, for k G [1, Wq - 2], 
Wq-2 WQ-2 
y ^ ( 7 r o , / c ' - 7 r o , / c ' + i ) = ^ ( 7 r o , V K o - i + Li’fc'+iq), 
k'=k k'=k 
or 
H / o - 2 
= - / c ) + g ^ T T — i ’ f c ' + i . ( A . 1 9 ) 
k'=k 
Step 6: Express tt—工，於 in terms of 7r_i,vi/o-i for k £ 
1, Wo - 1]. Prom (A.5), (A.7) and (A.ll), ’ 
{l-c){l-q) 7r-i’vvw 二 TTj^O ^ 
,^ 1 1 丄 ^ qi{l-c){l-q) 
+兀一 +兀-i’o ^^  , 
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then from (A. 14), (A. 16) and (A. 17)， 
(1 — c爪)（1 - q) qic(l — c爪-i)(l q) 
兀-1’购-1 = 、 ^ " " " " W o + 兀-1,0^ 
严 - 1 ( 1 一 q) 
+ (7ro,oC + 7T-i^oqic)——— 
yvQ 
= (A.2。） 
Also, from (A.3)，（A.5)，(A.7) and (A.ll), for k e [1，IVq — 2 
1 - c ) 1 - g ) 
j=Q 0 
, I - q qi(l - c)(l - q) , 、 
十、。!^ + - + 兀-i，“i - " ) 
= + T T — i ’ i t + l ( l 一 q ) . 
Therefore, for k e [1, WQ - 1], 
Wo-k-l 
TT—l’fc= Y , 7-l，W^ -l(l —…左‘ 
k'=0 
=兀-ij^Q-il —(1 — ( A . 2 1 ) 
Q 
Step 7: Express 7ro,o in terms of 7r_io. Prom (A.3), (A.5), 
(A.7), (A.l l ) and (A.12)， ’ 
j=o 0 
1 一 丄 qi{l-c){l-q) 
+7r-i’i(l-g) + 7r-i’o(l-g) 
二 TT一i’vf/o一 1 + 7r_i’i(l -q)-\- TT一i’o(l - q) 
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Therefore, from (A.20) and (A.21)， 
7 r - i , o g 二 t t — 1 ， 1 ^ 0 — 1 + T T一 1 , 1 ( 1 - q ) 
…,�_i<[l +宁[1-(1 —g)”} 
x{l + ¥ [ l — ( l l ) ” } . 
On solving, we obtain 
q qWo-i{l-q)[l-{l-qr^] 
一=兀- l - ( l i 严。 .(A.22) 
Step 8: Compute the aggregate probability for stage 
J = —1 in terms of 7r_i’o. Prom (A.20) and (A.22)， 
1 - g qi(l - q) 
兀 - 1 ， 1 ^ 0 - 1 = + 兀 - i ’ o 恢 0 
[qi{l - q) 
…’� 
l-q q qWo-i{l-q)[l-{l-q)'^^]\ 
Wo 1 - q 1 一（1 - g 严。 J 
=--1’�1 一 (二严。. (A.23) 
Prom (A.21) and (A.23), 
f i 1 - (1 _ 
z ^ 兀 - l ’ f c = 兀 一 1’0 + T T - I , 1 4 ^ 0 - 1 
fc=o fc=i q 
…’� { i + i - (二严。 
X (ly�_ 1 一 [1 _ (1 — g严。-1]) } 
= (A.24) 
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Step 9: Compute the aggregate probability for stage 
j = 0 in terms of 7r_i,o. Using (A.18), (A.19), (A.21) and 
(A.23), we obtain for /c G [1’ Wq - 2], 
qiWo - k) [qH + q{l-i)]{WQ-k) 
兀o，k =兀o’o + 兀-1,0 Vi^  
2 W o - 2 
- k) I [qH + q{l-i)]{Wo-k) 
=兀o’o W o + 兀 - i ’ o ^ 
+ 兀 - 1 ’ 0 1 _ ( 1 1 , 。 
X [V^ o _ H ) — — (1 — 1 ] } 
q{Wo - k) [qH + q{l-i)]{WQ-k) 
=兀o’o M/o + 兀-1,0 
+兀-1’�1 — 严 。 ( A 測 
In (A.25), if we let /c 二 Vl/^ o — 1, we get (A.18). If we substitute 
/c = 0 into (A.25), we obtain (A.22), hence (A.25) holds for 
k e [0属-1], and, 
q{Wo + 1) I [qH + q{l-i)][Wo + l) 
兀0,fc = ^0,0 2 + 冗一 1，0 2 ‘ 
/ j — Q 
1 q^WoiWo + I) - 2qWo , , , 、 
+兀-i’o 2[i — (1 - 們 + 兀—i，o( - q) 
= [ q qWo - z(l - q)[l - (1 - g)^ ]^ q{Wo + 1) 
—兀-i’olr=^  1 - (1 - 2 
[qH + q{l-i)]{Wo + l) 
2 
.q'WoiWo + 1) - 2qWo , \ + 2[1_(1 —們 +(ll)}’ 
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or 
/ g W^o + i 
X 兀0’/c =兀—1’0! 2 
/ c = 0 、 
乂 1 - ( 1 - g 严。 
+ 严 。 ? ( A . 2 6 ) 
Step 10: Compute the aggregate probability for stage 
j = 1 in terms of 7r_i’o. Prom (A.15) and (A.22), 
口 c{Wi + 1 ) qic{W, + 1 ) 
兀 U =兀 0’0 2 + 兀 _1’0 2 
c{Wi + 1) 
=7r-i’o 2 
— q^cWp + 1 
=兀-1’0(11)丨1 — (1-們 2 . 
Step 11: Compute the aggregate probability for stage 
j G [2,m] in terms of tt—i’o. Prom (A.16) and (A.22), 
7 r i , o 二 7 r o ， o c + 7 r _ i ， o g i c 
= 兀 - i ， Q ( l l ) [ l — ( l l ) ] M V ( A . 2 7 ) 
From (A.13), (A.14) and (A.27), for j G [2’m]，/c G [0, Wj 一 1], 
兀丄/c =兀 i ’ o ^ 
— q'^cPWo{Wj — k) 
=兀-i’Vj(l_g)[l —(11)，. 
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Therefore, for j G [2,m], 
兀从 二 兀-1’0(1 —…[l-(l-們 2 . (A.28) 
/u — 0 
So (A.28) also applies to the case when j = 1. 
Step 12; Normalization. Prom (A.24), (A.26) and (A.28), 
Wo-l m VKj-1 
1 二 兀-1’ & + 兀么 k 
k=0 j=0 k=0 
_ f qWo_ 
〜，o|l_(ll,� 
q Wp + 1 q^W^ + (1 - q){l - i)[l - (1 - g严。] 
l-q 2 1 - (1 一 (？严。 
I qWoiqWo + q - 2), 





q Wp + 1 q^Wo + (1 - q){l - i)[l - (1 - 严。] 
r ^ 2 1 - (1 -
I qWo{qWo + q-2), 
+ 2[1 — ( l i 严。]+(ll) 
2 T / T / 爪 N — 1 
+ 2(li)[;-(�il)，I>(,>^. + l)} � j—^ 
. = { 2 ( 1 - 州 二 - 們 ) 
+ + . (A.29) 
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Step 13: Compute the transmission probability. There-
fore, from (A.14), (A.22), (A.27) and (A.29), the transmission 
probability is 
m 
r = f 7 r j ， o + 7 r — i ’ o 如 
j=o 
= 兀 - 1 ’ 个 Z + Y Z T q l _ ( l i 严。 
+ (ll)[l-(l —們 / 
一 ^  ^ J 
二 " - 1’。 ( 1 1 ) [ 1 - ( 1 1严。 ] ^ " 
( m \ ^ m 
= [ E ^ j 1 ^ c^' + 1) 
\ j=0 ) L j=0 
+ (1 -q)[l-{l- g)恢。][q{l - i){Wo + 1) + 2(1 - ^)] | ’ 
which is (4.13). 
• End of chapter. 
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