Abstract. We show how C 2 supersplines of degree 6 can be used to interpolate Hermite data at the vertices of a quadrangulation. We also present error bounds which show that our method has full approximation order 7, and compare its e ciency with other C 2 interpolation methods in the literature.
1. Introduction. Suppose V = fv i = (x i ; y i )g n i=1 is a set of points lying in a domain IR 2 , and suppose fz ; i g 0 + 2 are corresponding real numbers for i = 1; : : :; n. Our aim in this paper is to construct a function s 2 C 2 ( ) such that (1) D x D y s(v i ) = z ; i ; 0 + 2; i = 1; : : :; n: This is the classical Hermite scattered data interpolation problem. In practice we may be given only function values (or function values and rst derivatives) at each data point. In this case we can estimate the missing derivative information by standard local quadrature rules, and then proceed as if the full Hermite data were available. There are several methods in the literature for solving this interpolation problem using polynomial splines of the form S r d (4) := fs 2 C r ( ) : sj T 2 P d for all triangles T 2 4g; where 4 is a triangulation with vertices at the points of V, P d is the space of polynomials of total degree d, and is the union of the triangles. For references, see Remarks 1 { 5. Most of these methods involve re ning the initial triangulation which results in many triangles and spline spaces of fairly high dimension. Following ideas introduced in 11], in this paper we show that we can solve the Hermite interpolation problem using splines of degree 6 which 1) produces an interpolant with optimal approximation order O(h 7 ), where h is the mesh size, 2) uses locally supported basis functions, 3) is very e cient compared with other C 2 methods in that it uses a less complicated triangulation, and generally involves fewer parameters, 4) can be displayed using quadrilaterals rather than triangles. Definition 1. Let V = fv i g n i=1 be a set of points in IR 2 . A set } of quadrangles (quadrilaterals) with vertices V is called a quadrangulation if the intersection of any two quadrangles q i ; q j 2 } is either empty, a common vertex, or a common edge.
Throughout this paper we assume that starting with the set of data sites V, there is a quadrangulation whose vertices fall at the points of V. For a reference to algorithms for constructing quadrangulations, see Remark 10. We denote the union of the quadrangles in } by . Note that we do not require either or the quadrangles in } to be convex. Given a quadrangulation }, we now introduce a unique natural triangulation associated with it.
Definition 2. Given a quadrangulation }, we de ne a corresponding triangulation } + as follows: Fig. 1 shows a typical quadrangulation and its associated triangulation. As discussed in Remark 11, it may be better to divide some convex quadrilaterals using method 2) rather than method 1).
The following is the main result of this paper. It follows from the slightly stronger Theorem 18 to be proved in Sect. 5 below. Theorem 3. Let } + be the triangulation associated with a quadrangulation } of a set of scattered data points V. Then for any given data fz ; i g, there exists a spline s 2 S 2 6 (} +) satisfying (1) . Moreover, if z ; i = D xD y f(v i ) for 0 + 2 and i = 1; : : :; n for some function f 2 C 7 ( ), then (2) kf ? sk Kh 7 jD 7 fj; where k k measures the uniform norm on , h is the diameter of the largest triangle in } +, and (3) jD i fj = X + =i kD xD y fk:
Here K is a constant which depends only on the smallest angle in } +.
3. Preliminaries. To prove Theorem 3, we are going to work with the following superspline subspace of S 2 6 (} +): (4) SS 2 6 (} +) := fs 2 S 2 6 (} +) : s 2 C 3 (v) for all v 2 V 3 g; where s 2 C 3 (v) means that s has three continuous derivatives at v, and where V 3 is a certain subset of the vertices of } to be de ned in Theorem 13 below.
To describe our spline interpolant, we rst need to identify the dimension of SS 2 6 (} +) and construct a local basis for it. Our main tool is the Bernstein-B ezier representation for the polynomial pieces of a spline, see e.g., Farin 8] where E I and E B denote the number of interior and boundary edges of } + and N denotes the number of triangles in } +.
We can think of c c c as consisting of an ordered list of the B ezier coe cients of the polynomial pieces of s, using the convention that when two polynomial pieces join along an edge, then the corresponding B ezier coe cients associated with that edge are identi ed with each other and included just once in the list. A A A A  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1   @  @ @  @ @  @ @  @ @  @ @   0  0  0  0  0  0  0  0  0  0  0   H H H H H H H H H H H H H H H  8  8  8  8  8  8  8  8  8  8  8  8  8  8 The space of splines SS 2 6 (} +) is the linear subspace of S 0 6 (} +) which satis es the C 3 smoothness conditions at each vertex v 2 V 3 along with C 2 smoothness conditions across each of the edges of } +. As is well known 3, 8] , these can all be expressed as simple linear conditions on the B ezier coe cients. Following 2] , to nd the dimension of SS 2 6 (} +) and to construct a basis for it, it su ces to nd a so-called minimal determining set of coe cients, i.e., a set C = fc i1 ; : : :; c im g fc 1 ; : : :; c M g with m as small as possible so that setting the coe cients c ij , j = 1; : : :; m, uniquely de nes s. Then as shown in 2], the dimension of SS 2 6 (} +) is m, and using C it is easy to construct a basis for the spline space.
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As an aid to analyzing SS 2 6 (} +), we now present several lemmas concerning minimal determining sets for splines in the set S 2 3 (star(v)), where star(v) is a triangulation consisting of the set of triangles in } + surrounding a vertex v. Later we shall apply these lemmas to deduce which coe cients of a spline s in SS 2 6 (} +) have to be xed in order to determine s on a 3-disk around each vertex. Since we eventually want to construct locally supported basis splines, we want to include the coe cients associated with domain points located at the centers of edges of }.
First we consider the case where v is a boundary vertex of } +. By the construction, every boundary vertex in } + has an odd number of edges attached to it. where e is the number of edges attached to v with di erent slopes. Our rst result deals with the case where n 3 and for some numbering of the vertices, (9) 6 v 1 vv 3 180 : It is easy to see that this condition automatically holds whenever n 4. Lemma 5. Suppose that v is an interior vertex with 2n attached edges such that (9) holds with n 3. Then the following set of 2n + 6 coe cients form a minimal Proof. This lemma follows from Theorem 3.3 in Schumaker 16]. Since we later make use of certain systems of equations which arise in the proof, we give full details here. We suppose that the coe cients listed in 1) { 3) of an s 2 S 2 3 (star(v)) are set to zero, and show that s 0. Using the C 1 and C 2 smoothness conditions, the only possible nonzero coe cients of s are those labeled a 1 , : : :, a 6 in Fig. 3 
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? ? ? Since 1 < 0, we have ? 2 + 1 3 + 1 2 3 0, and we conclude that the determinant is nonzero. This implies s 0, and the proof is complete.
This lemma says that in constructing a spline s 2 S 2 3 (star(v)), we can set the coefcients described in 1) { 3) to arbitrary values, and then nd the remaining coe cients in the 3-disk around v by solving the above system of equations.
In our next lemma we deal with the case where n = 3 but (9) is not satis ed. To make sure that certain locally supported basis splines to be constructed in Theorem 14 are bounded, in this case we consider the space S 2 3 (star(v)) \ C 3 (v). and we conclude that a 1 = a 2 = 0. This completes the proof.
This lemma says that in constructing a spline s 2 S 2 3 (star(v))\C 3 (v), we can set the coe cients described in 1) { 3) to arbitrary values, and then nd the coe cients a 1 and a 2 by solving the above 2 2 linear system. Then we use the C 3 smoothness conditions to determine the remaining coe cients in the 3-disk around v.
We turn now the case where n = 2. This case occurs when an interior vertex v of } is shared by two quadrilaterals (at least one of which must be nonconvex). There are three cases depending on the number e of edges in } + attached to v with di erent slopes. Our rst lemma deals with the case where v is a singular vertex. (Recall that a singular vertex of a triangulation is one formed by two crossing lines so that e = 2). Proof. Without loss of generality we may assume that the edges hv 1 ; vi and hv; v 2 i are not collinear (otherwise we could change the quadrangulation } by connecting v to the other two vertices of the pair of quadrangles which share these two edges). By the smoothness conditions, it is clear that these coe cients form a determining set. 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 Since here the dimension of S 2 3 (star(v)) is 11, they form a minimal determining set. To prove the lemma, we have to show that if s 2 S 2 6 (star(v)) with the above 49 coe cients equal to zero, then s 0. But this follows immediately from the C 1 and C 2 smoothness conditions. This lemma shows that in constructing a spline in S 2 6 (star(v)), we can set the coe cients described above to arbitrary values, and then solve for the remaining coe cients in star(v) using the smoothness conditions.
The following is the analog of Lemma 10 when v is nonsingular. We now have a system of two equations for the a 1 ; a 2 whose determinant is (^ ? ) 6 = 0. We conclude that a 1 = a 4 = 0. This in turn implies that the other coe cients are all zero. This lemma shows that in constructing a spline in S 2 6 (star(v)), we can set the coe cients described in 1) { 3) to arbitrary values and then solve for the remaining ones in star(v) using the smoothness conditions. 4 . A locally supported basis for SS 2 6 (} +). Let } be a quadrangulation of the given data set V, and let } + be the associated triangulation described in Sect. Proof. This can be veri ed by straightforward induction on the number of quadrangles in }.
Theorem 13. Let SS 2 6 (} +) be the superspline space de ned in (4) , where V 3 denotes the set of vertices of } where Lemmas 6 and 9 have to be applied. Then (12) dimSS 2 6 (} +) m := 17V I + 29V B =2 ? 11 ? 2 3 + 2 + 2 ; where 3 is the cardinality of V 3 , 2 is the number of vertices where Lemma 8 has to be applied, and is the number of singular vertices of } +.
Proof. We construct an explicit determining set C for SS 2 6 (} +). Choose 1) 6 coe cients determining the 2-disks around each vertex v of }, 2) the center coe cient on each edge of }, 3) for each vertex v 2 }, enough additional coe cients on the 3 disks around v to determine S 2 3 (star(v)) on star(v) as in Lemmas 4 { 9, 4) one coe cient of the form c 222 as in item 2) of Lemmas 10 and 11 for each edge of }, 5 ) the ve points in items 3) { 4) of Lemma 10 for each quadrangle whose center point is singular, 6) the three points in item 3) of Lemma 11 for each quadrangle whose center point is nonsingular.
To show that C is a determining set, we use the C 1 and C 2 continuity conditions across all interior edges along with Lemmas 4 { 11. Suppose we set all of the coe cients of s 2 SS 2 6 (} +) in C to zero. Then by 1) { 3), all coe cients in the 3-disks around every vertex must be zero. Since the coe cients in 4) are zero, using the C 2 conditions across the edges we see that all c 222 coe cients on both sides of any edge are zero. Now 5) and 6) together with Lemmas 10 and 11 imply that s must vanish identically inside each quadrangle. This completes the proof that C is a determining set, and so dimSS 2 6 (} +) #C.
To conclude the proof, we now compute the cardinality of C. The number of coe cients in item 1) is 6(V I + V B ). The number in item 2) is equal to the number E of edges of }. Concerning item 3), the assignments of coe cients in Lemmas 4 { 9 basically amount to choosing one coe cient for each quadrangle attached to a vertex, or what is the same, one coe cient for each edge attached to the center of a quadrilateral. However, in Lemma 4, we have to choose two extra coe cients, in Lemma 6 and Lemma 9 two fewer, in Lemma 7 two extra, and in Lemma 8 one extra.
Thus, the total number in item 3) is 4Q + 2V B ? 2 3 + 2 + 2 1 , where 1 is the number of singular vertices of }. The number of coe cients chosen in item 4) is E.
Finally, in items 5) and 6) we choose 3Q + 2~ 1 coe cients, where~ 1 is the number of times Lemma 10 is applied.
Using the formulae for Q and E given in Lemma 12, and the fact that 1 +~ 1 equals the number of singular vertices of } +, we see that the total number of coe cients in the determining set C is 6(V I + V B ) + E+4Q + 2V B ? 2 3 + 2 + 2 1 + E + 3Q + 2~ 1 = = 17V I + 29V B =2 ? 11 ? 2 3 + 2 + 2 :
We now use the determining set described in the proof of Theorem 13 to construct a local basis for SS 2 6 (} +). Theorem 14. Let SS 2 6 (} +) be the superspline space de ned in (4) . Then dimSS 2 6 (} +) = m, where m is the quantity given in (12) . Moreover, there exists a basis fB i g m i=1 for SS 2 6 (} +) consisting of splines with local support in the sense that the support set of each basis spline B i is at most the union of the stars in } + surrounding two neighboring vertices of }. Moreover, there exists a constant K depending only on the smallest angle in } + such that kB i k K for all i = 1; : : :; m.
Proof. In view of Theorem 13, to prove the dimension assertion, it su ces to construct m linearly independent basis functions in SS 2 6 (} +). Suppose we number the coe cients in the minimal determining set C of Since this quantity depends on the ratios of the areas of neighboring triangles, it can be bounded by a constant depending only on the smallest angle in } +.
First we consider Lemmas 4, 7, 8, and 10. There the unset coe cients are computed from the smoothness conditions, and so are linear combinations of the coecients which have been set, where the multipliers involve powers of the barycentric coordinates of a vertex in terms of a neighboring triangle. These are bounded by a constant dependent on (} +).
In Lemma 5, the coe cients are computed from a linear system whose determinant is ? 1 2 3 (2 1 2 3 ? 2 + 1 3 ). Since 1 1; 2 1 and 1 2 3 ? 2 + 1 3 , the absolute value of the determinant is bigger than 3 3 . Since 1= 3 and 1= 3 are bounded by a constant depending on (} +), solving for these coe cients by Cramer's rule we conclude that they are bounded by a constant depending on (} +). In Lemma 6, the unknown coe cients are computed from a linear system whose determinant in absolute value is greater than 3b 2 3b 2 3 b 2b3 >b 3 3 b 2 . Using Cramer's rule, we see that the coe cients can be bounded by a constant which depends on 1=(b 3 3 b 2 ), which in turn depends only on (} +).
In Lemma 11 the unknown coe cients are computed from a linear system whose determinant is (^ ? ) with > 1. When the quadrangle is nonconvex^ 0, and when it is barely convex,^ is near zero. Thus, in this lemma the coe cients are bounded by a constant which depends on 1=j j. Since this is a ratio of the areas of two neighboring triangles in } +, we again conclude that the coe cients are bounded by a constant dependent on (} +).
5. An interpolant. Using the minimal determining set C constructed in the proof of Theorem 13, we can now establish the following interpolation theorem, where i are the linear functionals described in the proof of Theorem 14.
Theorem 15. For any prescribed set of real numbers ff i g m i=1 , there exists a unique spline s 2 SS 2 6 (} +) such that (14) i s = f i ; i = 1; : : :; m:
Proof. In view of (13),
solves the interpolation problem (14) , where the B i are the locally supported basis splines constructed in Theorem 14. This theorem immediately implies the interpolation assertion in our main result, Theorem 3. Indeed, as follows immediately from (6), setting the 6 coe cients in a 2-disk around a vertex is equivalent to setting the function value, gradient, and Hessian at that point, and so all of the data of Theorem 3 is contained in the data being used in Theorem 15. Moreover, if we are also given a real number z e associated with each edge e of }, then we can choose the coe cients of s so that in addition to (1), we also have s( v e ) = z e ; all edges e 2 };
where v e is the center of the edge e. This follows from the following simple result. In view of (6) each of the coe cients of the interpolating spline in Theorem 15 can be expressed in terms of function values and derivatives up to order 3. Thus, the interpolation process can be interpreted as a linear operator L mapping C 3 ( ) onto
The operator L is in fact a projector onto SS 2 6 (} +), since by the uniqueness of the interpolant, for any spline s 2 S 2 6 (} +), we have Ls = s. To establish the approximation power assertion of Theorem 3, we now derive an error bound for this interpolation process.
First, we show that in view of (6) We now show that for f 2 C k+1 with 3 k 6, the interpolant Lf approximates f to order h k+1 , where h is the diameter of the largest triangle in } +.
Theorem 18. Fix 3 k 6. Then for all f 2 C k+1 ( ),
kf ? Lfk Kh k+1 jD k+1 fj;
where K is a constant depending only on the smallest angle in } +.
Proof. Fix f 2 C k+1 ( ). If is not convex, we extend f to the smallest disk containing . We can use Stein's extension theorem 17, p. 181] to construct a function F 2 C k+1 (~ ) such that F(x) = f(x), x 2 , and jD i Fj~ KjD i fj for all 0 i k + 1, where K is a constant depending only on . We now make use of the following classical lemma of Bramble and Hilbert 6] . Suppose is a linear functional de ned on C k+1 (H) such that 1) p = 0 for all p 2 P k , 2) j fj C P k l=0 h l jD l fj H , where H is a satisfying the strong cone condition and h is its diameter. Then there exists a positive constant K depending only on C such that j fj Kh k+1 jD k+1 fj H for all f 2 C k+1 (H).
To apply this lemma, let 3 k 6, and x some point v in . Suppose T is the triangle of } + containing v. We denote the union of the supports of all B i 's such that B i j T 6 = 0 by H T and let H be the smallest disk containing H T . Then H satis es the strong cone property and has the size Kh for some integer K 10 independent of } +. Consider the linear functional de ned on C 3 
where L is the spline interpolation operator in (15). We now check that satis es the two properties needed to apply the Bramble-Hilbert lemma. First, since L reproduces SS 2 6 (} +) while P k SS 2 6 (} +), Lp = p for all p 2 P k . Thus, p = 0 for all p 2 P k . Since the locally supported splines B i appearing in (15) Theorem 18 shows that the space SS 2 6 (} +) has full approximation power in the sense that for all su ciently smooth functions f, dist(f; SS 2 6 (} +)) = O(h 7 ). In general, it is not an easy problem to determine whether a given spline space S r 6. Remarks. Remark 1. Alfeld 1] solved the basic interpolation problem using C 2 interpolating splines of degree 5 by starting with a triangulation 4 of V, and then applying the Clough-Tocher split twice to subdivide each triangle of 4 into 9 subtriangles. In addition to being less e cient (see Remark 6) , it has the disadvantage that to evaluate the surface, one has to search through a lot of triangles.
Remark 2. Chui and Lai 7] solved the scattered data interpolation problem using the super-spline spaceŜ 2 8 (4) consisting of all spline functions in S 2 8 (4) which satisfy C 3 smoothness condition at each vertex of 4. This is an improvement over the classical nite element method based on C 2 splines of degree 9. This method does not require splitting the triangles, but has the disadvantage of using very high degree splines. For a large triangulation, the main contribution comes from the term involving V I . We see that our method uses signi cantly less storage than the other methods (except for the method based on splines of degree 8, which has the disadvantage of using high degree splines). As shown there, it is always possible to quadrangulate a set of vertices V to create a quadrangulation of a set containing the points V and whose boundary is a polygon containing an even number of points of V. In practice we will usually take to be the convex hull of V. If this boundary set does not contain an even number of points, we can either drop one point, or insert a new one. In the latter case, we would have to create data at the new point by some kind of local approximation process. Remark 11. Generally, the constants in the error bounds for interpolation using spline spaces based on a triangulation depend on the smallest angle in the triangulation. Assuming that has N vertices, it is always possible to choose their locations so as to make the smallest angle arbitrarily small (even for the Delaunay triangulation which maximizes the smallest angle). Similarly, for some choices of the vertex set V, the triangulation } + constructed in De nition 1 can have very small angles. For a given quadrangulation }, it may be possible to increase the size of the angles in } + by using method 2) instead of method 1) to create } +.
