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A Mobile Ad Hoc Network (MANET) is a collection of wireless mobile hosts 
forming a temporary network without the aid of any established infrastructure or 
centralised administration.  Each node has a limited transmission range and thus it 
may be necessary for one mobile node to enlist the aid of another node in 
forwarding a packet to its destination.  This thesis presents the study and 
improvement done on one protocol for such networks.  Cluster Based Routing 
Protocol (CBRP) proactively divides the nodes of the ad hoc network into a 
number of overlapping or disjoint clusters in a distributed manner.  A cluster head 
is elected for each cluster to maintain cluster membership information.  Inter-
cluster routes are discovered dynamically using the cluster membership 
information kept at each cluster head.  The amount of routing overheads was 
significantly reduced and the path optimality was improved in a previous project. 
This project builds on the improved protocol to look at two important aspects of 
routing in MANETs – reliability of links and power control.  The main 
performance metrics analysed are packet delivery ratio, amount of routing 
overhead, average path delay and average power usage.  A method is derived to 
measure the reliability of links.  The average path delay is reduced significantly 
by over 40%. The packet delivery ratio is increased from 99.74% to 99.82%. 
Building on the reliability model developed, power control is introduced into the 
protocol.  Different levels of traffic load and scenarios are used to achieve more 
accurate and reliable results.  The average power usage is reduced from 281.84 
mW to 279.08 mW.  The packet delivery ratio is improved from 94.24% for the 
vii 
original CBRP and 94.33% for the improved CBRP from the previous project to 
95.46%.  There is a slight increase in the amount of routing overheads. However, 
the increase is mostly due to small sized packets and thus does not increase the 
energy consumption significantly.  Little change to the average path delay is 
detected. 
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Traditional mobile and wireless networks consist of fixed network infrastructure 
such as satellites or cellular base stations.  These networks have reliable and high 
capacity links.  However, at times, no such infrastructure may be available for use 
by a group of wireless mobile hosts, or the use of such infrastructure may be 
undesirable due to reasons such as cost or convenience.  Examples of such 
situations include disaster recovery personnel or military troops, in cases in which 
normal infrastructure is either unavailable (such as in a remote area) or destroyed 
(such as after an earthquake or during a war).  Other examples include business 
associates wishing to share files in an airport terminal, or a group of students 
needing to interact during a lecture.  Fixed structures will be costly and 
inconvenient in such cases. 
 
If each mobile node wishing to communicate is equipped with a wireless local 
area network interface, the whole group of mobile hosts will be able to form an ad 
hoc network.  A mobile ad hoc network, or MANET, is a temporary network, 
operating without the aid of any established infrastructure or centralised 
administration.  These nodes may be well distributed or linked to other networks, 
forming a wide area network. 
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Table 1.1 Classification of Networks 
 Stationary endpoints Mobile endpoints 
Stationary switches Wire Line Cellular 
Mobile switches Satellite Ad Hoc 
 
The different types of networks are classified in Table 1.1.  In a network, nodes 
can be functionally classified into endpoints that act as traffic sources and sinks, 
or switches that forward traffic towards its destination.  Hence, in an ad hoc 
network, both endpoints and switches (or hosts with routing capabilities) are 
mobile.  This results in greater flexibility for the network. 
 
Figure 1.1 A Simple Ad Hoc Network of Three Wireless Mobile Nodes 
 
Two mobile nodes, in an ad hoc network, wishing to communicate may be outside 
the wireless transmission range of each other, but will still be able to 
communicate if other nodes in the network are willing to forward packets for 
them.  This is because these other nodes will be in the transmission ranges of the 
two communicating nodes.  For example, Figure 1.1 depicts a simple ad hoc 
network of three mobile nodes, in which a circle around the node indicates the 






transmission range of both node A and node C.  Node A cannot directly send a 
packet that will reach C, since C is outside A’s wireless transmitter range.  
However A can send the packet to B, and B can forward the packet to C by 
transmitting it to C. 
 
An ad hoc network, in general, requires some form of routing protocol in order to 
dynamically find multihop paths through the network, and to adapt to new routes 
as the mobile nodes in the network move.  Furthermore, the protocol must be able 
to operate correctly in spite of the varying propagation characteristics of each 
mobile node’s wireless transmissions, for example, due to changes in sources of 
interference in the vicinity of each mobile node.  Currently there is no existing 
standard for routing protocol for ad hoc networks, it is a work in progress. 
 
 
1.2 Project Objectives 
The Internet Engineering Task Force (IETF) MANET Working Group has 
proposed several routing protocols.  This project is carried out to study and 
improve on one of the protocols – the Cluster Based Routing Protocol (CBRP) 
[1].  [2] was done to evaluate the protocol and compare its performance with that 
of another protocol – Dynamic Source Routing (DSR) [3]. DSR was chosen 
because a previously published work [4] had shown that it demonstrated the best 
performance metrics among several other MANET protocols in simulations.  It 
was found that the CBRP protocol generally performed better than DSR but the 
number of overheads was more than twice that of DSR.  Another project [5] 
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continued on the work and managed to reduce the number of overheads 
significantly and at the same time improved on the throughput.  This project 
builds on the improved protocol to look into two important aspects of routing – 
reliability of links and power control.  It is desired to incorporate some form of 
Quality of Service into the protocol by coming up with an efficient method to 
measure the reliability of links.  Power control is a practical and very important 
aspect in wireless network and this project hopes to achieve a better understanding 
of it.  Based on the understanding of the protocol, the protocol is modified 
systematically and the effects are investigated.  These modifications have helped 
in achieving the project’s objective of studying the two aspects of the protocol and 
looking into ways to further improve the performance of CBRP. 
 
1.3 Main Contributions 
Under the CBRP protocol, mobile nodes constantly send out a form of beacon 
packets.  These packets are used to establish links and cluster membership.  One 
of the modifications made in this project is to allow the receiving nodes to store 
the received power of these packets and use this information to estimate the 
reliability of the links.  This is done by monitoring the rate of change of the 
received power and estimating when it will fall below a certain threshold.  Using 
this method, the links are categorised into three different levels of reliability.  The 
mobile nodes can then choose how the packets are routed based on the reliability 
of links.  The reliability of a link is also used to trigger the search for alternative 
backup routes when necessary. 
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The power control feature, developed in this project, allows a node to transmit at 
one of five different levels of power.  The original CBRP only allows 
transmission at one common power.  The power control model is built onto the 
reliability model.  It makes use of the different levels of reliability to decide when 
to increase or decrease the node’s transmission power.  A node can choose to 
increase its transmission power to the next higher level to improve the reliability 
of a link it is using.  This allows the node to gain time to search for alternative 
routes when it detects that the link is breaking.  When a node is not used to route 
data packets or other important packets, its transmission power is gradually 
reduced.  This helps to save power consumption – an important factor to consider 
for routing in mobile networks.  Power control also improves the connectivity of 
the network.  A node can remain connected to the network by increasing its 
transmission power to reach at least one other node in the network.  Without 
power control, this would not be possible and some mobile nodes may be left out 
of the network. 
 
1.4 Summary of Results 
The main performance metrics analysed are packet delivery ratio, routing 
overhead, average path delay and average transmission power usage (for the 
power control part).  A method of estimating reliability of links is developed.  It 
uses the rate of change in the received signal strength of HELLO packets to 
calculate an estimate of the time before a link breaks.  Simulation results show 
that the average path delay is reduced by over 40%.  The usage of the reliability 
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model also results in a better packet delivery ratio.  However, there is a slight 
increase in the amount of routing overheads.  
 
The second part of this project looks at how power control can be introduced to 
MANETs.  The power control feature is built onto the reliability model discussed 
above.  It uses the reliability of links to decide whether to increase or decrease the 
transmission power of a node.  Three different traffic loads are simulated – Light, 
Medium and Heavy.  On the average, over the three traffic loads, the packet 
delivery ratio improved by more than 1.2% when compared to the results based on 
the standard protocol.  The average transmission power used is also less than the 
281.84 mW (24.49 dBm) used previously.  However, there is an increase in the 
amount of routing overheads and a slight increase in the average path delay. 
 
1.5 Organisation of the Thesis 
This thesis consists of seven chapters and two appendices.  Chapters 1 and 2 
explain the concept of ad hoc networks and routing protocols.  An overview of the 
CBRP protocol, describing in detail the routing overheads, cluster head selection, 
path optimisation and other routing issues is given in Chapter 3.  Chapter 4 gives a 
short description of previous projects and the implications of their results.  The 
description includes the changes made in [5] and the simulation parameters used 
in this project.  Chapter 5 discusses the modifications done on the protocol to 
include reliability of links as a deciding factor in routing, the rationale behind 
them and their implementation.   The results of the modifications are discussed in 
details at the end of the chapter.  Power control is then described in detail in 
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Chapter 6.  The results of the simulations done on power control are also 
discussed.  The last chapter summarises the thesis and the project.  Finally, a list 
of references used is included at the end of this thesis.  Appendix A provides a list 
of terminology related to ad hoc networks.  Appendix B gives some of the 
important routines used for implementation in ns-2. 
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CHAPTER 2 – ROUTING PROTOCOLS 
 
 
2.1 Mobile Ad Hoc Networks (MANETs) 
A MANET consists of mobile nodes (for example, a router with multiple hosts 
and wireless communications devices) which are free to move about arbitrarily.  
The nodes may be located in or on aeroplanes, ships, trucks, cars, perhaps even on 
people or very small devices.  A MANET is an autonomous system of mobile 
nodes, operating in isolation, or having gateways to and interfacing with a fixed 
network.  To achieve the latter operational mode, the mobile hosts must be able to 
communicate with stationary or wired hosts, transparently making the most 
efficient use of the best network connectivity available to the mobile host at any 
time.  With the current rapid growth of the Internet, this will prove to be a very 
valuable feature of MANET [6]. 
 
The nodes in MANET are equipped with wireless transmitters and receivers using 
antennas which may be omni-directional (broadcast), unidirectional (point-to-
point), possibly steerable, or some combination thereof.  At a given point in time, 
depending on the nodes' positions and their transmitter and receiver coverage 
patterns, transmission power levels and co-channel interference levels, a wireless 
connectivity in the form of a random, multihop network or "ad hoc" network 
exists between the nodes.  This ad hoc topology may change with time as the 
nodes move or adjust their transmission and reception parameters. 
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2.2 Characteristics of MANETs 
Several salient characteristics of MANETs affect the design of the routing 
protocol: 
 
?? Dynamic topologies: Mobile nodes are free to move about arbitrarily.  Links, 
can be bi-directional or unidirectional, are made or broken randomly and 
rapidly at unpredictable times.  Hence the network topology is dynamic, 
changing almost all the time. 
 
?? Bandwidth-constrained, variable capacity links: Wireless links have 
significantly lower capacity than their hardwired counterparts.  In addition, the 
realised throughput of wireless communications, after accounting for the 
effects of multiple access, fading, noise, and interference conditions is often 
much less than a radio's maximum transmission rate.   
 
One effect of the relatively low to moderate link capacities is congestion. 
Aggregate application demand will likely approach or exceed network 
capacity frequently.  As the mobile network is often simply an extension of 
the fixed network infrastructure, mobile ad hoc users will demand similar 
services.  These demands will continue to increase as multimedia computing 
and collaborative networking applications rise.  
 
One of the aspects that are studied in this project is the reliability of links and 
a method of measuring it. 
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?? Energy-constrained operation: Some or all of the nodes in a MANET may rely 
on batteries or other exhaustible means for their energy.  These sources of 
energy have very limited capacities.  For these nodes, the most important 
system design criterion for optimisation may be energy conservation.  There 
should be minimum transmission as this can use up a significant amount of 
energy. 
 
Power control is studied in this project to investigate how transmission power 
can be controlled and possibly reduced. 
 
?? Limited physical security: Mobile wireless networks are generally more prone 
to physical security threats than are fixed-cable nets.  There is increased 
chances of eavesdropping, spoofing, and denial-of-service attacks and should 
be carefully considered.  Existing link security techniques are often applied 
within wireless networks to reduce security threats.  As a benefit, the 
decentralised nature of network control in MANETs provides additional 
robustness against the single points of failure of more centralised approaches. 
 
In addition, some envisioned networks (for examples, mobile military networks or 
highway networks) may be relatively large (tens or hundreds of nodes per routing 
area).  Although scalability is not a unique characteristic of MANETs, in light of 




The characteristics discussed above create a set of underlying assumptions and 
performance concerns for protocol design that extend beyond those guiding the 




2.3 An Overview of Routing Protocols 
Numerous routing protocols have been proposed in recent years.  One of the most 
popular techniques for routing in communication networks is via distributed 
algorithms for finding the shortest paths in weighed graphs.  These distributed 
algorithms differ in the way the routing tables at each host are constructed, 
maintained and updated.  
 
In general, there are two categories of routing protocols - proactive and reactive 
[7].  Proactive protocols attempt to continuously evaluate the routes within the 
network, so that when a packet needs to be forwarded, the route is already known 
and can be immediately used.  The family of Distance-Vector protocols is an 
example.  Reactive protocols, on the other hand, invoke a route discovery 
procedure on demand only.  Thus, when a route is needed, some sort of global 
search procedure is employed.  The family of classical flooding algorithms 
belongs to the reactive group.  Some examples of reactive (also called on-demand) 
ad hoc network routing protocols are Dynamic Source Routing (DSR) [3], Ad-hoc 
On demand Distance Vector Routing (AODV) [8] and the Temporally Ordered 
Routing Algorithm (TORA) [9]. 
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One advantage of the proactive schemes is that, once a route is needed, there is 
little delay before the route is found.  In reactive protocols, because route 
information may not be readily available at the time a packet is to be transmitted, 
the delay to determine a route can be quite significant.  Furthermore, the global 
flood-search procedure of the reactive protocols requires significant control 
traffic.  Because of this long delay and excessive control traffic, pure reactive 
routing protocols may not be applicable to real-time communication.  However, 
pure proactive schemes are likewise not appropriate for the ad hoc networking 
environment, as they continuously use a large portion of the network capacity to 
keep the routing information current.  To order in keep updated information on the 
changing network topology, the nodes have to constantly transmit routing 
information leading to increased overheads.  Since nodes in an ad hoc network 
move quite fast, and as the changes may be more frequent than the route requests, 
most of this routing information is never even used.  This results in a further 
wastage of the wireless network capacity.  
 
The Cluster Based Routing Protocol (CBRP), which is studied in this project, is a 
hybrid routing protocol that combines proactive and reactive elements. It 
incorporates clustering techniques in its design, using a distributed mechanism to 
divide nodes in an ad hoc network into a number of overlapping or disjoint 
clusters.  This limits the scope of the proactive procedure only to the node's local 
neighbourhood. On the other hand, the route discovery is reactive, only when a 
node has no route to a destination does it flood its cluster heads and gateways with 
a route request to the destination. 
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2.4 Characteristics of Routing Protocols 
Besides the two classifications of routing protocols, there are certain desirable 
attributes for routing protocols in MANETs [10]:  
 
?? Distributed operation: This is an essential property, but it should be stated 
nonetheless. 
 
?? Loop-free: Not required per se in light of certain quantitative measures, but 
generally desirable to avoid problems such as worst-case phenomena, for 
example, a small fraction of packets spinning around in the network for 
arbitrary time periods.  Ad hoc solutions such as Time-To-Live (TTL) values 
can bound the problem, but a more structured and well-formed approach is 
generally desirable as it usually leads to better overall performance. 
 
?? Convergence characteristics: Time required to converge to new routes after a 
topology change should not be long.  Quick convergence is possible by 
requiring the nodes to frequently broadcast the updates in routing information. 
 
?? Storage overhead: Memory overhead incurred due to the storage of the routing 
information should be low.  This is because large storage could imply larger 
physical size of the mobile equipment. 
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?? Computational and transmission overhead: It is particularly important to limit 
these two in mobile wireless networks.  This is because the bandwidth of a 
wireless link is limited, and because mobile devices are typically low-powered 
(relying on batteries as source of energy), and hence do not have the resources 
for many transmissions and lengthy computations. 
15 
CHAPTER 3 – AN OVERVIEW OF CBRP 
 
 
3.1 Brief Description of CBRP 
Cluster Based Routing Protocol (CBRP) [1] is a routing protocol designed for use 
in mobile ad hoc network.  In CBRP, nodes in an ad hoc network constantly send 
out HELLO packets containing information on the nodes’ neighbouring mobile 
hosts.  This information is then used to divide the nodes into clusters based on the 
transmission range of certain nodes known as cluster heads.  Cluster heads 
maintain the cluster membership as well as inter-cluster gateway link information 
for their respective clusters.  A node is a gateway node of a cluster if it has a bi-
directional or unidirectional link to a node from another cluster.  These nodes help 
to forward packets to nodes in other clusters. 
 
Routing in CBRP is based on source routing, which means that the routing 
information is obtained at the sending node.  There are three phases in routing in 
CBRP: route discovery, packet routing and stale route removal.  The cluster 
structure is exploited to minimise the flooding of the network during the route 
discovery phase.  As the routing information is transmitted back to the source 
node, the intermediate nodes will check to see whether the route can be shortened.  
If a link is found to be broken during the transmission of a packet, an alternative 
route to the destination node is found by the forwarding node.  The packet will be 
dropped if no such route is found. 
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Figure 3.1 Example of a CBRP Ad Hoc Network 
 
Figure 3.1 shows an example of a simple CBRP ad hoc network consisting of 
three clusters and thirteen mobile nodes.  Nodes 1, 2 and 3 are the cluster heads 
while nodes 6, 7, 10, 12 and 13 are the gateway nodes. 
Legend 
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Each node participating in the ad hoc network is assumed to have a unique ID 
(identifier) and an omnidirectional antenna. 
 
Each node should also be willing to forward packets for other hosts in the 
network. That is, they operate not only as a host, but also as a switch or router. 
 
As a network layer protocol in the OSI model, CBRP does not depend on any 
particular wireless technology. However, as its design is largely motivated by the 
popularity of single channel broadcast media like the IEEE 802.11 [18], some 
aspects of CBRP take advantage of such a broadcast medium. An example is the 
local broadcast of HELLO messages for cluster formation. 
 
Another assumption is that nodes can enable a promiscuous receive mode1 on 
their wireless network interface hardware, causing the hardware to deliver every 
received packet to the network driver software without filtering based on link-
layer destination address. 
 
 
                                                 
1 The node snoops or examines every packet it receives instead of processing only those packets 
addressed to it. This is possible since all wireless network transmissions are inherently broadcast. 
18 
3.3 Routing Overheads 
CBRP’s routing overheads consist mainly of HELLO packets, Route Request and 
Route Reply packets. 
 
3.3.1 HELLO Packets 
CBRP employs a proactive method of maintaining the cluster structure.  To 
achieve this, each node must know its bi-directional links to its neighbours as well 
as unidirectional links from its neighbours to itself.  For this purpose, each node 
maintains a Neighbour Table as shown in Figure 3.2. 
 
Neighbour ID Link Status Role 
neighbour 1 bi/unidirectional Cluster head? 
neighbour 2 bi/unidirectional Cluster head? 
… … … 
neighbour N bi/unidirectional Cluster head? 
 
Figure 3.2 Format of a Neighbour Table 
 
Each entry in the Neighbour Table is associated with a timer.  A table entry will 
be removed if a HELLO message from the entry’s node is not received for a 




Keeping this table updated is vital to the routing of packets in the CBRP protocol.  
In the original CBRP [1], each node broadcasts its Neighbour Table in a HELLO 
message, as shown in Figure 3.3, every HELLO_INTERVAL. 
 
ID Membership status  Neighbour Table Cluster adjacency table 
 
Figure 3.3 Format of a HELLO Message 
The neighbouring nodes that are within the transmission range can then use this 
message to update their own neighbour tables.  The membership status field tells 
whether the sender is a cluster head, cluster member or undecided.  An 
“undecided” status means a node is still in search of its host cluster.  All nodes 
wake up in the undecided state.   
 
A Cluster Adjacency table is kept at each node and is formatted as shown in 
Figure 3.4.  Each entry consists of the ID of the adjacent cluster head, and a list of 
neighbours who are also members of that adjacent cluster head.  This list is used 
whenever the node needs a route to the adjacent cluster head. 
 
Adjacent Cluster 1 adjacent node 
Adjacent Cluster 2 adjacent node 
…. ….. 
 
Figure 3.4 Format of a Cluster Adjacency Table 
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Each node also maintains information about how to reach nodes (that are not 
cluster heads) exactly two hops away from it in a 2-hop Table. Each entry of the 
2-hop Table contains the ID of the 2-hop neighbour, and a list of neighbours (or 
next hops) that can reach it. The format of a 2-hop Table is shown in Figure 3.5. 
 
2-hop Neighbour Node List of Next Hops  
 
Figure 3.5 Format of a 2-hop Table 
 
HELLO packets contribute the main bulk of the total amount of routing 
overheads.  This is because they are broadcast regularly at a constant rate.  For 
example, in a network of 50 nodes, if each node broadcasts HELLO messages at a 
rate of 1 packet per second, there will be a total of 3000 HELLO packets in a 
minute.  This is a very large number considering that not all the nodes will be 
mobile in that one-minute duration. 
 
With this in mind, [5] sets up to reduce the amount of routing overheads by 
considering the mobility of the node in the sending out of the HELLO packets.  It 


















1        [3.1] 
where r is the transmission rate of the HELLO packets, F is the fixed rate, C is the 
maximum increase in transmission rate and s is the speed of the node. D is a 
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constant, which controls the rate of increase of transmission rate.  The optimal 
values of the parameters F, C and D were found and are given in Table 3.1. 
 
Table 3.1 Optimal Values for the Parameters of the Non-linear Model 
F C D 
3/10 2.0 10 
 
 
3.3.2 Route Request and Route Reply 
Route Request (RREQ) and Route Reply (RREP) packets are used during route 
discovery.  Route discovery is initiated only when the node has a packet to send 
but does not have a route to the destination in either its route caches or tables.  
The packet is first stored in a send buffer to wait for a route to its destination.  The 
sending node S then unicasts RREQ packets to its cluster head(s), with a recorded 
source route listing only itself initially.  Any node that forwards this packet 
appends its own ID to the route.  Each node forwards a RREQ packet only once, 
removing any duplicated packets.  The packet is never forwarded to a node that 
has already appeared in the recorded route.  In CBRP, the RREQ always follow a 
route with the following pattern to reach destination D: 
S ?  CH1 ?  G1 ?  CH2 ?  G2 ?  G3 ?  CH3 ?  …… ?  D  
(CHi refers to the cluster heads and Gi refers to the gateways) 
 
When the destination, node D, receives the RREQ, D may choose to memorise the 
reversed source route to S.  It then copies the recorded source route to a RREP 
packet before sending it back to the source node, S.  This is done by reversing the 
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recorded route and putting it in the IP header of the RREP packet.  While 
forwarding the RREP packet, each intermediate node modifies the recorded route 
in the packet to optimise the recorded route as much as possible using its 
knowledge of the cluster topology and inter-cluster gateway information.  (See 
Section 3.5 for optimisation of routes.) 
 
Route Request and Route Reply packets are used only during route discovery.  
They are critical in the routing of packets and it is difficult to reduce the number 
of RREQ and RREP packets significantly.  Also, it is not practical to maintain a 
large route cache at each node, in the hope of reducing the overheads, because this 
will result in higher cost and possibly obsolete routes being kept in the cache.   
 
 
3.4 Cluster Formation 
A node also uses the information obtained from the HELLO messages from its 
neighbouring nodes for cluster formation.  The Cluster Formation algorithm is a 
simple “lowest ID” clustering algorithm in which the node with the lowest ID 
among its neighbouring nodes is elected as the Cluster Head. 
 
Using the node ID field in the HELLO packets, a node with the lowest ID among 
all its bi-directionally linked neighbours will become the Cluster Head of the 
cluster.  The new cluster head will change the first field in its subsequently 
broadcast HELLO messages from the “undecided” to “cluster head” thereafter.  
All the other nodes that have bi-directional links to the cluster head will become 
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the member nodes of the cluster.  A member node may hear from several cluster 
heads and hence have several host clusters.   
 
Although this is a very simple way to form clusters, it may not be the most 
effective way.  An important feature a cluster head should have is that its location 
in the cluster should be as close to the centre of the cluster as possible.  The 
number of entries in the Neighbour Table was used as a criterion for selecting the 
cluster head in [5].  However, simulation results show that there is no significant 
difference in the performance of the protocol and thus the lowest ID method is 
still being used in this project. 
 
 
3.5 Route Optimisation 
The intermediate nodes forwarding the RREP packets back to the source node 
carry out route optimisation.  This is done to minimise the number of hops it takes 
to route a packet from the sender to the receiver, hence reducing the propagation 
delay.  MANET is a dynamic network and a shorter route can improve the chance 
of the packet reaching its destination.  If any of the connections is broken during 
the forwarding of the packet to the destination, the node holding the packet will 
have to search for an alternative route and this will increase the amount of 
overheads.  Thus a short reliable route is very important. 
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When forwarding a packet, an intermediate node actively seeks to optimise the 
source route by looking ahead and checking (using its neighbour table) to see if it 
has a direct link to any of the nodes after the next hop.  The node starts by 
checking the last node in the recorded route and gradually moves down the list, 
stopping at the node that is two hops away.  This is illustrated in the diagram 
below, where node C has received a packet from node B with the following source 
route: A ?  B ?  C ?  D ?  E ?  F ?  G.  The lighter arrows show that node C is 





Figure 3.6 Optimising the Source Route 
 
 If any one of them is in its neighbour table, implying node C can reach the node 
in one hop, it will shorten the source route, set the “shortened flag” in the packet 
and sends it on.  For example, if node F is one hop away from node C, node C will 
remove node D and E from the route, mark the “shortened flag” and forward the 
packet to node F.  The source route thus becomes: A ?  B ?  C ?  F ?  G. 
 
When the destination receives a packet with the “shortened flag” raised, it will 
send a gratuitous Route Reply packet to the source, informing the source of the 
optimised route.  This shortened route is then be used for future packet 
transmissions.  This shortening process also allows CBRP to use node mobility to 
A B C D E F G 
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its advantage.  Using the above example, node F may not be in C’s transmission 
range during the route discovery but later moves into C’s range. 
 
The original CBRP [1] implemented uses only the neighbour tables to optimise 
the routes.  In [5], the CBRP protocol was modified to extend this optimisation 
process to the use of 2-hop Tables.  The modified optimisation process consists of 
two parts.  The first part involves the same route shortening procedure as the 
original CBRP.  When forwarding a packet, an intermediate node actively seeks to 
optimise the source route by looking ahead and checking (using its neighbour 
table) to see if it has a direct link to any of the nodes after the next hop.  If such a 
link exist, it will shorten the source route, set the “shortened flag” in the packet 
and sends it on. 
 
The second optimisation process is invoked only when the node fails to shorten 
the route using its Neighbour Table.  In this case, the node will check its 2-hop 
Table to see whether it can reach any of the nodes in the source route in two hops.  
It checks the last node in the recorded route first before gradually moving down 
the list and stopping at the node that is three hops away.  This is illustrated in 
Figure 3.7, where node C has received a packet from node B with the following 
source route: A ?  B ?  C ?  D ?  E ?  F ?  G.  The lighter arrows show that 







Figure 3.7 Optimising the Route Using 2-hop Table 
 
If any one of them is in its 2-hop Table, it will shorten the source route, set the 
“shortened flag” in the packet and sends it on.  For example, if node C can reach 
node F through node H, node C will remove node D and E from the route, insert 
node H in their place, marks the “shortened flag” and forward the packet to node 
H.  The source route thus becomes: A ?  B ?  C ?  H ?  F ?  G. 
 
3.6 Local Route Repair 
When the network connectivity changes, switches must adapt their routing 
accordingly, in order to cause minimal disruption to traffic sessions in progress. 
The CBRP proposed by M. Jiang [1] has a local route repair mechanism that 
addresses this issue.  This mechanism is also used in the improved protocol 
proposed here. 
 
When forwarding a packet, if an intermediate node x fails to receive a link-level 
acknowledgement from the next hop to the destination after a specified number of 
transmissions, it declares its link to the next hop as broken, and sends a Route 
Error message to the packet originator. It then attempts to salvage the link to the 
A B C D E F G 
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next hop by examining its 2-hop neighbourhood topology (i.e. its cluster 
adjacency table and 2-hop table). Due to spatial locality, the next hop is of high 
probability within 2 hops of node x. If the next-hop node is indeed within a 2 hop 
limit of x, then node x modifies the source route and marks the “salvaged flag” 
before sending it on over the modified route. 
 
When the destination receives a packet with the “salvaged flag” raised, it will 
send a gratuitous Route Reply packet to the source. Therefore, the source node 
could make use of this modified route instead of initiating another route discovery 
process. This route repair mechanism thus reduces the overall route acquisition 
delay, which is an advantage for real-time multimedia applications. 
 
Although the local route repair mechanism effectively repairs broken routes, a 
route that has been reconstructed many times tends to get less and less optimal. In 
view of this, a limit is set as to how many times a route can be repaired. It is 
currently set at 3, which means that a route can be reconstructed a maximum of 
three times. After which, any subsequent route breakage will cause the packet to 





CHAPTER 4 - RELATED WORKS 
 
 
4.1 Previous Projects 
Several unicast ad hoc routing protocols have been proposed, like Dynamic 
Source Routing (DSR) [3], Temporally-Ordered Routing Algorithm (TORA) [9] 
and Ad Hoc On-Demand Distance Vector (AODV) [8] protocols.  Among these 
protocols, the Cluster Based Routing Protocol (CBRP) [1], proposed by M. Jiang, 
et al, is found to show one of the best performance [2].  
 
Before [2] was carried out, there was no simulation or mathematical analysis done 
on CBRP to evaluate its performance, especially in comparison to other MANET 
protocols.  The project undertook the task of simulating the protocol to analyse its 
performance and compare it with other MANET protocols, in particular, with 
DSR.  DSR was chosen because a previously published work [4] has shown that it 
demonstrated the best performance metrics among several other MANET 
protocols in simulations. 
 
The simulation package used is ns-2 (net simulator version 2) [11], a freely 
distributed software.  Ns-2 is a discrete event simulator targeted at networking 
research. It provides substantial support for simulation of TCP, routing, and 
multicast protocols.  The simulator is written in C++ and uses OTCL as a 
command and configuration interface.  The CBRP protocol was coded using C++ 
and OTCL to interface with the simulator program.  
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[2] shows that although CBRP performs better than DSR, there are excessive 
routing overheads.  Another project [5] continued the work and managed to 
reduce the number of overheads significantly.  This is done by pegging the rate of 
sending out HELLO packets to the speed of the mobile nodes.  The original CBRP 
sends out HELLO packets at a constant rate regardless of the mobility of the 
nodes.  The path optimality was also improved by incorporating the use of two-
hop table in the route optimisation algorithm.  The overall performance of CBRP 
was thus improved and this project uses the improved protocol as a base protocol.   
 
  
4.2 Performance Metrics 
The performance of the protocols was evaluated using three metrics, similar to the 
ones in [4], namely: packet delivery ratio, routing overhead and path optimality.  
An additional metric, average path delay, was added in [5]. 
 
4.2.1 Packet Delivery Ratio (PDR) 
Packet delivery ratio refers to the ratio between the total number of packets 
originated by the “application layer” Constant Bit Rate (CBR) sources and the 
total number of packets received by the CBR sink at the final destination.  It is an 
important metric for evaluating routing protocols because it describes the loss rate 
that the transport protocol will see.  Therefore, together with the traffic load 
imposed on the network, this would affect the maximum throughput that the 
network can achieve.  This metric characterises both the completeness and 
correctness of the routing protocol. 
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4.2.2 Amount of Routing Overhead 
Routing overhead is the total amount of routing packets transmitted in the network 
during the simulation.  These are packets that help to establish the topology and 
the routes to send the data packets.  When a routing packet is sent over multiple 
hops, each transmission of the packet (each hop) is considered as one 
transmission.  The routing overhead metric is important because it measures the 
scalability of the protocol, and the efficiency of the protocol in terms of 
bandwidth utilisation and consumption of node battery power.  These are 
especially vital in an ad hoc network environment where bandwidth is relatively 
scarce and unpredictable, and power is limited. 
 
4.2.3 Path Optimality 
Path optimality refers to the difference between the number of hops a packet 
actually took to reach its destination and the length of the shortest path that 
physically existed throughout the network when the packet was originated.  It 
reflects the ability of the protocol to route a packet using the shortest path from a 
source to a destination, and thereby making efficient use of network resources.  A 
shorter path will also imply fewer hops and thus is more power efficient.  The 
metric is measured by percentage of the total number of packets successfully 
transmitted by the shortest path or through routes that differ from the optimal 
paths by a number of hops. 
 
31 
4.2.4 Average Path Delay 
Initially, ns-2 did not provide any information about the path delay of the protocol 
simulated.  Path delay is defined as the time taken for a packet to reach its 
destination after it is formed.  It is inclusive of the time it stays in the send buffer 
and the time required to find a route for it.  Path delay is a measure of how fast the 
protocol can find an optimal route for a packet and then send it out to the 
destination.  The number of hops (path optimality) and the amount of time the 
packet stays in the send buffers determine the average path delay.  Only the 
average path delay of data packets are monitored.  
 
 
4.3 Simulation Setup 
The parameters for the simulations carried out in the previous projects [5] are 
given below.   
 
4.3.1 CBRP Parameters  
Table 4.1 gives some of the constant parameters implemented in the simulations 
of CBRP.  The same set of parameters is used in this project. 
32 
Table 4.1 CBRP Implementation Parameter 
Parameter CBRP 
Time between retransmitted route requests  
(exponentially backed off) 
500 ms 
Time to hold packets awaiting routes 30 s 
Network interface buffer size 50 
Send buffer size at the packet originator 64 
# of HELLO misses before a link is considered down 2 
# of consecutive HELLO received 




4.3.2 Simulation Parameters 
For all simulations, the communication patterns are peer-to-peer, with each run 
having 10 sources sending packets at the rate of 4 packets per second.  Each 
scenario consists of 50 nodes moving at a maximum speed of 20 m/s in a 1500m x 
300m space for a simulation time of 900 seconds.  These parameters are shown in 
Table 4.2. 
 
The CBRP simulations are generated for seven different pause times: 0, 30, 60, 
120, 300, 600 and 900 seconds.  Pause time is the duration a node will stay 
stationary before selecting a random destination in the simulation space.  Upon 
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reaching the destination, the node will pause for the same duration before moving 
again.  A pause time of 0 seconds is analogous to continuous motion, whilst a 
pause time of 900 seconds is equivalent to a stationary network. 
 
Traffic sources were chosen to be constant bit rate (CBR) sources. A node creates 
a traffic session with a destination node and sends data packets at a constant 
sending rate measured in packets per second. The simulator had three main 
parameters to adjust the traffic load offered to the network: number of CBR 
sources, packet sending rate and packet size. In the simulations, the number of 
CBR sources was varied whilst the sending rate and the packet size were fixed. 
The sending rate was fixed at 4 packets per second and the packet size fixed at 64 
bytes. The traffic sessions simulated were started at times between 0 and 180 
seconds. 
 
For this type of constant sending rate traffic, the simulations used UDP traffic 
sources rather than TCP sources. This is because TCP’s congestion control feature 
means that it changes its packet-sending rate based on TCP’s perception of the 
network’s ability to deliver packets. As a result, both the time at which each data 
packet is originated by its source and the node’s position when sending the packet 




Table 4.2 Simulation Parameters Used 
Parameter Value 
Range of transmitter 250 m 
Channel bandwidth 2 Mbps 
Simulation time 900 s 
Number of nodes 50 
Simulation space 1500 m  ?   300 m 
Traffic type Constant Bit Rate 
Packet sending rate 4 packets / s 
Packet size 64 bytes 
Number of CBR sources 10 
Pause time 0 , 30 , 60, 120 , 300 , 600 , 900 s 
 
The same parameters in Table 4.2 are used for the simulations in the earlier part of 
this project when the reliability of links is investigated.  However a different set of 
parameters is used to study the effect of power control.  Five different levels of 
transmission power are used resulting in 5 different transmission ranges.  One 
major difference is in the duration of the simulations.  Previously, all the 
simulations are run for 900 seconds.  However, in order to derive more accurate 
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results from the simulations, the simulations in the second part of this project are 
run until the performance metrics converge.  The metrics are deemed to have 
converged when the rate of change is less than 1%.  Note that the simulations are 
run for at least one pause time.  Three different rates of sending out packets are 
simulated to study the effect of different loads in the network.  The density of the 
nodes is also reduced to fully utilise the transmission range.  55 nodes in an area 
of 1000 m x 1000 m translates to an average distance of 150 m between the nodes.  
This corresponds to the lowest transmission range of 150 m.  The new parameters 
are given in Table 4.3. 
 
Table 4.3 Simulation Parameters Used 
Parameter Value 
Range of transmitter 150 m, 200 m, 250 m, 300 m, 350 m 
Channel bandwidth 2 Mbps 
Simulation time varies 
Number of nodes 55 
Simulation space 1000 m  ?   1000 m 
Traffic type Constant Bit Rate 
Packet sending rate 4 packets / s, 10 packets / s, 20 packets / s 
Packet size 64 bytes 
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Number of CBR sources 10 
Pause time 0 s, 30 s, 60 s, 120 s, 300 s, 600 s, 900 s 
 
 
4.3.3 Simulation Results 
A published work [4] compared the performance of some of the recently proposed 
protocols.  DSR proved to be the most efficient one among them.  Using the same 
parameters and simulation environment, a number of simulations are run in [2] 
based on the CBRP protocol and the results compared with that of the DSR 
protocol.  The simulation results show that CBRP performs well under a variety of 
scenarios.  The packet delivery ratio for CBRP is consistently above 97%, which 
is higher than that of DSR, although it has a higher routing overhead compared to 
most of the simulated protocols.  The path optimality was found to be comparable 
to that of the DSR protocol. 
 
In [5], the amount of routing overheads was significantly reduced by up to over 
60% by sending out the HELLO packets at a rate pegged to the speed of the node.  
The percentage of packets sent on the shortest routes was increased by more than 
5% to 85% through the use of two-hop tables in the optimisation process. 
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Modifications to the CBRP protocol are made in this project to achieve better 
understanding of the CBRP protocol and to try to improve the performance of the 
protocol.  These modifications are carried out systematically to observe the actual 
effects.  For example, when one parameter is changed, the other parameters are 
kept the same.  Hence whatever changes in performance, as observed from the 
results of the simulations, will be due to that particular change in parameter.  The 
effect on the performance metrics may either be direct or indirect.   
 
One of the objectives of the project is to incorporate some form of Quality of 
Service (QoS) into mobile ad hoc network (MANET) so as to enable the transfer 
of streaming and real-time data, besides delay-insensitive data, in such a network.  
One important consideration is the reliability of the links, which directly affects 
the path delay experienced by packets in the network and the throughput of the 
network.  Due to the ad hoc nature of the network, where forming and breaking of 
links occur in a random manner, it is often difficult to accurately measure the 
reliability of a link.  In [5], Cluster Based Routing Protocol (CBRP), a routing 
protocol for MANET, was studied and its efficiency significantly improved.  It 
was also shown to be one of the best available protocols.  This project builds on 
the previous one and studies one way in which the reliability of a link can be 
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estimated and where this estimation can be used to improve the overall efficiency 
of the protocol and at the same time reduce the average path delay. 
 
 
5.2 Measuring Reliability 
In CBRP, mobile nodes constantly broadcast packets, known as HELLO packets, 
to their neighbouring nodes.  These packets contain information on the nodes’ 
links to its neighbouring nodes.  Each node maintains three tables, a one-hop 
Neighbour Table, a 2-hop Table and a Cluster Adjacency Table, which are 
updated using the information in the HELLO packets received.  An item is added 
to the Neighbour Table to store the received signal power of the last HELLO 
packet received from the corresponding one-hop neighbour.   
 
Ns-2 uses a two-ray ground reflection model, given in equation 5.1, to calculate 
the received power.  The received power at distance d is predicted by 
Pr(d) ?  
PtGtGrht2hr2
d4L
       [5.1] 
where Pt is the transmitted signal power. Gt and Gr are the antenna gains of the 
transmitter and receiver and ht and hr are the heights of the transmit and receive 
antennas respectively.  L (L ?  1) is the system loss.  The default values for Gt and 
Gr are 1 while ht and hr are given the values of 1.5 m.  L is set to 1.  The receive 
threshold (RXThresh) set in the simulation program, ns-2, is 3.652E-10 W (-64.4 
dBm).  No packet with signal power less than this threshold can be received.  This 
is calculated using equation 5.1, based on a transmission range of 250m and 
transmitted signal power of 281.8 mW.  
39 
One way to estimate the reliability of a link is to look at how close to RXThresh 
the received signal strength of the last HELLO packet is.  A link to a neighbouring 
node will be considered unreliable if the received signal power of the last HELLO 
packet from that node is very close to the threshold.  However, it is difficult to set 
a suitable threshold if reliability is measured this way.  One reason is that the 
nodes are mobile and may be moving at different speeds.  The received signal 
power of HELLO packets from a fast moving node changes faster than a slow 
moving one.  A higher threshold will need to be set for this case since the signal 
power may be decreasing at a higher rate.  In contrast, two nodes may be 
stationary but far apart from each other (although still within transmission range). 
The link between the two nodes will be quite reliable, due to the fact that both 
nodes are not moving, but with a weaker received signal power.  If the same 
threshold is used, this link may be thought to be unreliable and discarded.  Hence 
it is more efficient to use the rate of change of the received signal power to 
measure the reliability of the link.  
 
It is both expensive and unnecessary to calculate the average rate of change of the 
received signal power and thus only the immediate rate of change is used.  The 
immediate rate of change of received signal power is calculated using the data in 
previous HELLO packet and the current one, upon receiving a HELLO packet and 
before updating of the tables.  The Neighbour Table stores the time an entry was 
last updated, i.e., time when the last HELLO packet was received.  Hence, 
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rate of change of received signal power =  
current received signal power - previous received signal power
time difference
  [5.2] 
Note that the rate of change has a unit of Watts per second (W/s).  Although 
equation 5.2 may not give a very good estimate of the rate of change of received 
signal power due to the higher fluctuations in the received power, it helps to 
provide a basis for accurately estimating the reliability of a link.  This is verified 
by the simulation results discussed at the end of this chapter. 
 
The reliability of a link is then calculated as the ratio of the difference between the 
current received signal power and RXThresh and the immediate rate of change of 
received signal power, i.e., 
 
reliability = 
received signal power - RXThresh
 rate of change of received signal power
     [5.3] 
 
This has a unit of seconds and can be thought of as being a rough estimate of 
amount of time left before the received signal power drops to RXThresh, i.e., 
before the link breaks.  As we are more concerned with decreasing received signal 
power, only negative rate of change is considered.  
 
One modification is done to CBRP to allow a node to use the information carried 
in the HELLO packets to update the condition of the link between itself and its 
one-hop neighbours.  This is besides the use of the received signal strength of the 
packets.  Each HELLO packet contains the Neighbour Table of its sender.  A 
41 
receiving node will check to see whether the information (received signal power) 
in the HELLO packet is more updated, and uses the information to calculate the 
reliability if it is.  In other words, in the calculation of the rate of change of 
received signal, instead of using the previous signal power recorded in its own 
Neighbour Table, a node may use the power stored in its neighbour’s Neighbour 
Table if it is more updated.  This is useful because the rate of sending out HELLO 
packets is dependent on the speed of the node.  And it is important to use updated 




Several simulations are run to study links that break during packets routing.  The 
simulation program is modified to log the changes in signal strength and the time 
between these changes just before the links break.  From the study and after 
running simulations with different thresholds, two thresholds (for magnitude) are 
found.  The first threshold, where the link is considered unstable and where a 
search for an alternative route is conducted, is set at 0.6 seconds.  The second 
threshold, where the link is considered to be on the point of breaking and 
alternative or backup route is used, is set at 0.5 seconds.  These two thresholds are 
then used in the protocol to estimate the reliability of links and to react 
accordingly.  
 
The original CBRP has two different link status to identify the type of link 
between two nodes.  They are UNI and BI to indicate unidirectional and bi-
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directional links respectively.  Two more link status are added based on the two 
thresholds mentioned above.  A link has the status of BACKUP when its reliability 
touches the first threshold (0.6 seconds) and has the status of UNRELIABLE when 
the reliability measured touches the second threshold (0.5 seconds).  The link 
status are stored in the node’s Neighbour Table. 
 
One of the first things done upon detection of a change in the reliability of the link 
is to send out a HELLO packet to inform the neighbouring nodes and, most 
importantly, the node at the other end of the change in link condition.  It will 
allow the necessary updating of tables in the vicinity of the node.  These HELLO 
packets are not sent out immediately because it will result in reliable links 
wrongly labelled as unreliable.  The HELLO packets are sent out according to the 
“reliability” measured using equation 5.3.  If a link has just turned UNRELIABLE, 
a HELLO packet will be sent (reliability + 0.1) seconds later.  Whereas when a 
BACKUP link is detected, a HELLO packet will be sent between 0.05 and 0.1 
seconds later.  If the link has turned reliable (indicated by a BI status), a HELLO 
packet will be sent immediately.  This method of sending out the HELLO packets, 
when a change in link status has been detected, is found to work well. 
 
This reliability information is then used in the sending out and forwarding of 
packets.  In the sending out of packets, a sending node will avoid choosing a route 
in which the link to the next hop may be unreliable.  A node will also check for 
the reliability of the link to the next hop before forwarding a packet.  If the link to 
the next node is UNRELIABLE, it will search for alternative routes in its tables or 
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route cache.  If the reliability of a link to the next hop has reached the first 
threshold (BACKUP), it will first check to see if an alternative reliable route is 
available.  If not, it will send out a route request to its neighbours to search for 
backup routes.  This route request is not propagated beyond one hop.  All these 
help to reduce the amount of overheads incurred.  The packet will still be sent out 
using the route stored in its overhead when the link status is BACKUP because the 
link has not been broken and is still usable.  The search for alternative route is 
done so as to have an alternative route ready in case the link breaks or become 
UNRELIABLE later. 
 
Another area where this reliability is used is in the query of the 2-hop Table for a 
link to a node two hops away.  Previously, the node just uses the first available 
next hop to reach the node two hops away.  This is modified to return the first 
available and reliable link.  The protocol will check the Neighbour Table for the 
reliability of the link and chooses to use the most reliable link to reach the node 
two hops away.  This is crucial because from simulations conducted, it is found 
that the 2-hop Tables are often used in the search for routes and the optimisation 
of routes.  Link reliability is also used in the optimisation of routes.  Only reliable 
links are used to optimise a route, i.e., to shorten it, and no change is done to the 
route if no reliable and shorter path is found. 
 
 After making these changes to the protocol, simulations are carried out to 




The environment in which the simulations in this project are run is similar to the 
one used in [5].  The same performance metrics are also used to evaluate the 
performance.  An additional metric, number of Link Failures, is used in this part 
of the project.  It is the number of transmission failures due to broken links.  This 
is a useful metric to gauge the efficiency of the reliability model.  
 
Before any other simulations are tried, a full set of simulations based on the CBRP 
protocol is run first.  This is done to test the coding of the protocol and to see 
whether the parameters are identical.  The result of the simulations is then 
compared with the one given in [5].  It is found that the results are identical 
verifying the accuracy of the code. 
 
In the coding of the CBRP protocol for the new ns-2 version [11] used in this 
project, a few bugs were found and resolved.  However, these bugs are found not 
to cause significant changes to the results. 
 
5.4.1 Simulation Results 
After making the changes, stated above, to the protocol, simulations are carried 
out to compare the results.  These results are presented in the form of graphs in 
this section. 
 
Three different sets of simulations are run and their results compared.  The three 
sets of simulations are Previous, Base and Improved.  “Previous” refers to results 
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of simulations done using the protocol from [5].  “Base” refers to the results in 
this project after solving some bugs in the coding of the CBRP protocol and the 
transfer of codes from ns-2.1b3 to the latest ns version, 2.1b8a.  Finally 
“Improved” refers to results after adding in the reliability estimation algorithm 
and its usage. 
 
Figure 5.1 Comparison of Average Path Delay 
 
Figure 5.1 compares the Average Path Delay of the Base case and the Improved 
case.  Path Delay is measured as the duration between the formation of the packet 
and the receipt of the packet at its destination.  As can be observed from the 
graph, the path delay is reduced for almost all the different pause times.  In fact, 
the average of the Average Path Delay over the nine pause times is reduced from 
0.0185 seconds for the “Base” case to 0.0109 seconds for the “Improved” case.  




















for the pause time of 900 seconds because the nodes are stationary and thus no 
link is broken or made throughout the simulation. 
 
It can be observed that there is a dip in performance when the pause time is 120 
seconds.  This is due to the fact that most of the traffic sessions simulated start 
between 60 seconds and 180 seconds.  Whenever a new traffic session starts, there 
will be a flood of packets to establish the required routes.  This increases the load 
and affects the performance of the protocol.  Simulations with pause time of 120 
seconds are the most affected because the nodes start to move after 120 seconds, 
at a time when many new traffic sessions begin.  The mobile nodes need to 
establish new links and at the same time, find routes to send out the packets.  This 
explains the higher Average Path Delay for pause time of 120 seconds. 
 
The reduction in Average Path Delay can be attributed to more reliable links being 
used.  When a node fails to send out a packet due to a broken link, significant 
amount of time is spent on trying to find a new route for the packet.  In the 
meantime, the packet is kept in the node’s send buffer.  This increases the total 
path delay for the packet.  Another thing to note is that a node (at the top level) 
does not know when a transmission failure occurs until the Medium Access 




When more reliable paths are used, there is less chance of using a link that is 
already broken.  Hence the routing of the packet from the source to the destination 
is “smoother” and faster.  The “BACKUP” link status also gives the node time to 
search for alternative routes before a link breaks.  This also results in a reduction 
of broken links being used. 
Figure 5.2 Comparison of Packet Delivery Ratio 
 
Figure 5.2 gives the Packet Delivery Ratios for the three cases.  Similarly an 
improvement in the Packet Delivery Ratio can be seen in the “Improved” case.  
The average Packet Delivery Ratio is 99.74% for the “Base” case and 99.82% for 

























There is a dip in performance for simulations with pause time of 120 seconds. 
This can also be attributed to the reason that most of the traffic sessions start 
between 60 seconds and 180 seconds.  After 120 seconds into the simulations, 
new traffic sessions are set up just when the mobile nodes start to move.  This will 
result in more routes with broken links.  More packets are lost and thus the dip in 
the graphs in Figure 5.2. 
 
The increase in the number of packets successfully transmitted can be attributed to 
the shorter path delay and the selection of more reliable paths.  The shorter 
average path delay means that the amount of time packets stay in the send buffers 
is shorter (refer to Table 4.1 for details on the send buffer).  Hence fewer packets 
are dropped due to the send buffer being full.  The use of more reliable routes also 
means that fewer packets are being kept in the send buffers.  This is because 
packets that are not sent successfully are kept in the send buffers.  When more 
packets are successfully transmitted out, fewer packets are stored in the send 




Figure 5.3 Comparison of Amount of Routing Overheads 
 
Figure 5.3 shows the amount of routing overheads for the three cases.  There is a 
slight increase in the amount of overheads for the “Improved” case and this is 
mainly due to the HELLO packets that are sent out upon detection of a change in 
link status.  Another factor that contributes to the increase is the sending out of 
route requests in the search for backup routes.  However, this increase is not that 


































Figure 5.4 Comparison of Path Optimality 
 
Figure 5.4 gives the Path Optimality of the three cases.  Path Optimality is defined 
as the number of hops, more than the shortest path, a packet took to reach its 
destination.  It can be observed that the Path Optimality of the “Improved” case is 
slightly worse than that of the two other cases.  It is because the protocol chooses 
more reliable paths over shorter and possibly less reliable paths.  The discussion 
on Figure 5.5 below shows how more reliable paths are chosen to route the 
packets.  Since Path Optimality is calculated using only packets successfully 
routed to the destination nodes, a lower Path Optimality in the “Improved” case 
means that some usable and shorter routes are not used in the “Improved” case.  
One reason is that the reliability measured using equation 5.3 in Section 5.2 is 











0 1 2 3 4












shown that path optimality does not pose a problem to the overall performance of 
the protocol. 
 
Figure 5.5 Comparison of Number of Link Failures 
 
Figure 5.5 presents the number of Link Failures.  A Link Failure occurs when a 
node tries to send a packet over a broken link.  This occurs when packets are 
routed using routes that have links that are unreliable.  These links may be on the 
point of breaking or may already be broken when the packets are sent out.  On the 
other hand, a reliable link is more likely to stay connected from the time the route 
is established to the time the packet is actually sent.  As expected, the number of 
Link Failures is much less in the “Improved” case.  This is due to the use of more 
reliable links for routing and thus there is lesser chance of attempts to send 











































5.5 Summary of Results 
The reliability model has shown to work well.  Simulation results show that the 
reliability of routes is predicted quite accurately, resulting in more reliable routes 
being used.  This is evident from the fact that there is a significant reduction in 
link failures as shown in Figure 5.5.  The performance of the CBRP protocol is 








Transmit power control is important in wireless ad hoc networks for at least two 
reasons: (i) It can impact the battery life and thus the lifetime of a node in the 








Figure 6.1 The Benefits of Power Control 
 
The benefits of power control are illustrated in Figure 6.1.  For example, node A 
has a packet to send to node B and has a choice of two different transmission 
powers, indicated by the two circles around node A.  There is no need for node A 
to transmit at the higher power when it can reach node B using the lower 
transmission power.  Thus it can save on its battery power.  For point (ii) 
mentioned above, suppose that node D has a packet to send to node C at the same 
time.  If both node A and node D transmit at the lower power, both transmissions 








power, it will interfere with node C’s reception from node D and only one packet, 
from node A to node B can be sent successfully.  Thus, power control can enhance 
the throughput of the network. 
 
There are currently some proposals as to how power control can be included in 
routing in MANETs.  Some suggest modifying the Medium Access Control 
(MAC) layer.  [13] suggests modifying IEEE 802.11’s handshaking procedure to 
allow nodes to transmit at a low power level.  [14] proposes using a type of “on 
demand” multi-channel MAC protocol.  Others try to come out with power 
control protocol. [15] proposes a protocol that determines a low common 
transmission power that is used by all the nodes.  It does not take advantage of 
adaptive transmission control.  The power control mechanism given here is more 
flexible and allows the node to adjust its transmission power to adapt to its 
surrounding conditions.  Rodoplu and Meng [19] proposes an ingenious 
distributed topology control algorithm that guarantees connectivity of the entire 
network.  Their algorithm relies on a simple radio propagation model for transmit 
power roll-off as 1/? n, n ?  2.  Using this they achieve a minimum power topology, 
which contains the minimum-power paths from each node to a designated master-
site node.   
 
[16] proposes a distributed topology control algorithm using direction information 
where a node grows its transmit power until it finds a neighbour in every cone of 
angle a, where a = 2p/3.  It assumes that the radio communication unit is able to 
determine the direction of the sender when receiving a message.  This is only 
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possible if more than one directional antenna is used.  This adds unnecessary 
constraints on the physical structure of the mobile node.  The modifications done 
to CBRP here do not require directional information and rely on broadcast 
packets.  The antenna used in the simulations here is omni-directional which is 
more commonly used. 
 
Ramanathan and Rosales Hain [20] describe a centralised spanning tree algorithm 
for creating connected and bi-connected static networks with the objective of 
minimising the maximum transmission power for each node.  Additionally, they 
describe two distributed algorithms, that adjust the node transmit power to 
maintain network connectivity.  Their reasoning and algorithms are based on 
simple heuristics and consequently do not guarantee network connectivity in all 
cases.  In contrast, the protocol described here does not rely on knowing and 
sharing the global position information of the nodes in the network.  It relies 





Currently every node sends out packets at a constant power (281.84 mW).  The 
simulation program also does not allow any form of power control to be carried 
out.  This is not realistic and very inefficient.  Hence modifications are done to the 
simulation program and the protocol to allow the protocol to vary the power at 
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which packets are sent based on the network condition.  Below are some 
considerations taken in the design of the power control model. 
 
One of the important factors in power control will be to consider the transmission 
of overheads.  It will be inefficient for an idle node (not transmitting data packets) 
to transmit overhead packets, such as HELLO packets, at maximum power.  
Significant amount of power could be saved if these overheads are transmitted at 
minimal power subjected to certain constraints. 
 
Another important factor will be the use of minimum necessary transmission 
power to reach the next hop as discussed in Section 6.1.  It is difficult and 
inefficient to calculate the exact transmission power required to reach the next hop 
due to the ad hoc nature of the nodes.  Two nodes may be moving apart and the 
transmission power calculated at one instant may not be enough for the signal to 
reach the next hop at the next instant.  One way will be to add a certain allowance 
in the transmission power by using more than the calculated value.  However, it is 
difficult to determine how much allowance is necessary and it is also inefficient.  
Furthermore, CBRP requires the sending of HELLO packets to establish links and 
constantly changing transmission powers may lead to instability in the network. 
It is critical to determine the conditions for a node to either increase or decrease its 
transmission power.  A node should not change its transmission power 
unnecessarily.  It should increase its transmission power only when it needs to 
reach a node that cannot be reached if a lower power is used.  It should decrease 
its transmission power only when no transmission is affected after doing so.  The 
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amount of power to increase or decrease is also a consideration in the design of 
the power control model. 
 
Last but not least, the effects of the power control on the links have to be 
considered.  Previously all nodes transmit at the same power, thus it could be 
safely assumed that all the links are bi-directional.  However, with the 
introduction of power control, unidirectional links exist in the network.  This is 






Figure 6.2 The Existence of Unidirectional Links 
 
If both node A and node B are transmitting at the same power, it can be seen that 
the link between them, if it exists, must be a bi-directional one.  This is because if 
node B is within the transmission range of node A, node A must also lie in the 
transmission range of node B.  This is shown in the “Before” part of Figure 6.2.  
When there is power control, the two nodes may not be transmitting at the same 
transmission power. As shown in the “After” part of Figure 6.2, node B is 
transmitting at a lower transmission power.  Although node B can receive signal 
from node A, the reverse is not true.  Hence a unidirectional link exists from node 







One thing to note is that only transmission power is considered in this report.  
Other power usage such as computational power consumption is not studied here.  
This is because it is difficult to accurately estimate the amount of power 
consumed by the processor and the technological advances in terms of processor 
speed and its power consumption is developing very rapidly.  Hence any 
modelling of the power consumption may be outdated very fast. 
 
Bi-directional links are needed for the proper functioning of the MAC protocol 
[18] used in ns-2.  Hence unidirectional links must either be avoided or 




The power feature is built onto the reliability model discussed in Chapter 5.  It 
uses the three reliability levels (UNRELIABLE, BACKUP and BI) to make 
decisions on whether to increase or decrease the transmission power of the node.  
 
6.3.1 Transmission Ranges and Transmission Powers  
Different levels of transmission power are used.  The nodes increase or decrease 
their transmission power in steps.  They will either increase or decrease their 
transmission power to the next higher or lower level as required.  There are 5 
distinct levels of transmission power that correspond to 5 different transmission 
ranges – 150 m, 200 m, 250 m, 300 m and 350 m.  A range of 250 m means that 
any node within a radius of 250 m from the transmitting node will be able to 
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receive the transmission under normal operating conditions.  These ranges, and 
the power levels, are chosen to investigate the effects of significant changes in the 
transmission ranges.  Although an attempt is made to minimise the power usage of 
the nodes, this is not the primary objective.  The aim of this project is to introduce 
a practical and efficient form of power control in the protocol and see how it 
affects the performance of the protocol.  
 
Table 6.1 Transmission Ranges and Their Respective Powers  
Level Range (m) Transmission Power (mW) Transmission Power (dBm) 
1 150 36.52 15.63 
2 200 115.44 20.62 
3 250 281.84 24.50 
4 300 584.42 27.67 
5 350 1082.71 30.35 
 
 
6.3.2 Initial Modifications 
An entry has to be added to the Neighbour Table to store the link status as 
perceived by the node at the other end.  This was not necessary before because the 
received power and thus the link status could be assumed to be similar at both 
ends.  This is not the case anymore.  Thus there are two link status entries in a 
node’s Neighbour Table as shown in Figure 6.3.  “Rx Status” stores the link status 
at the node’s end while “Link Status” stores the link status at the neighbour’s end.  
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“Rx Status” is the link status that is sent in the HELLO packets so that the nodes at 
the other end can update the “Link Status” entries in their Neighbour Tables. 
 
Neighbour ID Rx Status  Link Status Role 
neighbour 1 bi/unidirectional bi/unidirectional Cluster head? 
neighbour 2 bi/unidirectional bi/unidirectional Cluster head? 
… … … … 
neighbour N bi/unidirectional bi/unidirectional Cluster head? 
 
Figure 6.3 Format of the modified Neighbour Table 
 
Another change to the reliability model is the use of the HELLO packets of the 
neighbouring nodes to update a node’s tables.  Before, it is possible for a node to 
use the information about how well a neighbouring node is receiving it in the 
calculation of the reliability of the link between the node and the neighbouring 
node.  This is because the received strength at both ends is the same due to the 
similar transmitting power.  Thus the reliability will also be the same at both ends. 
However, this is not true anymore and calculation of the reliability can only 
depend on how well a node is receiving from a neighbouring node which is highly 
reliant on the rate at which that node transmits its HELLO packets.  This will 
result in the reliability information being less updated than before. 
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The optimisation process is also improved to include the use of Cluster Adjacency 
Tables.  The use of Cluster Adjacency Tables is similar to the use of 2-hop Tables 
as described in Section 3.5.  The only difference between a Cluster Adjacency 
Table and a 2-hop Table is that a Cluster Adjacency Table contains 2-hop links to 
cluster heads while a 2-hop Table contains links to non-cluster heads.  The route 
optimisation process is also added to the initial search for routes at the source 
node.  A source node may get the route from its route cache that may not be 
optimised.  Hence a source node will go through the route optimisation process 
whenever it gets a route from its route cache. 
 
The protocol is also modified to include updating of the reliability of links using 
data packets.  Previously, only HELLO packets are used to update the reliability 
of links.  The protocol is improved to enable a node to check the received signal 
strength of data packets received and use that information to update the reliability 
of the link from the previous hop.  The node will send out HELLO packets if there 
is a change in the link’s reliability similar to the previous updating procedure.  
This will enable the network to react faster to the change in topology and thus 
reliability of links. 
 
6.3.3 Conditions for Decreasing Transmission Power 
Previously, all the nodes have a transmission range of 250m and this is chosen to 
be the nominal range.  All mobile nodes start up transmitting at this range.   
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All mobile nodes are constantly transmitting HELLO packets.  The purpose of 
these HELLO packets is to establish link information in the network.  It will be 
more practical and efficient to transmit these overheads at minimal sufficient 
powers.  Hence each node has a countdown timer to keep track of how long the 
node has been “idle”, i.e., not transmitting or receiving any data packet or 
handling any route requests.  These nodes will only be transmitting HELLO 
packets.  After a certain duration of “inactivity”, the countdown timer will expire 
which will in turn trigger the node to lower its transmission power to the next 
lower level.   
 
One exception is when the number of neighbouring nodes of the node is less than 
five and the current transmission power is not more than the nominal level.  This 
is to maintain a certain number of links such that the node remains connected to 
the network.  Another exception is when the node’s transmission power is not 
high (more than the nominal level) and it is a gateway node.  Gateway nodes are 
very important nodes in the routing of packets in the network, and thus their 
transmission power should not be decreased unnecessarily.  Note that these two 
exceptions apply for all cases when the node wishes to decrease its transmission 
power. 
 
The timer is reset whenever the node transmits or receives a data packet or when 
the node replies to a Route Request packet.  The reason for resetting the timer 
when the node handles a data packet is the possibility that there are other data 
packets on the way and that the data packet may be the start of a stream of 
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packets.  Route Reply packets are important, as it may be an indication that the 
node may be used to route data packets soon.  If the node is to decrease its 
transmission power soon after it replies to a Route Request packet, it may result in 
the breaking of a link in the route stored in the Route Reply packet.  
Consequently, when the data packet arrives later, the node may have to find 
another route or there will be a send failure. 
 
If a node has not been handling data packets or replying to route request packets 
for a period of time, its transmission power can drop to the lowest level.  
However, it is not good and inefficient to let a node stay at the lowest level for too 
long until it becomes no longer useful.  One reason is because some useful links 
may be lost if too many nodes transmit at the lowest level.  In ad hoc networks, a 
node may start sending out packets at any time and hence there can be a sudden 
increase in the traffic.  If there are too few links in the network, the network can 
be easily overloaded when there is a burst of data packets.  Thus, when a node 
reaches the lowest power level, another timer is set.  This timer is used to activate 
the node to increase its power to the second level after a certain period of time.  
The first timer will then be activated again at this point to decrease the node’s 
transmission power after some time.  An “idle” node will thus be switching 
between the two lowest power levels if it does not handle any data packet or route 
request packet.  The duration for the second timer is half of that of the timer used 
to trigger a drop in transmission power.  This will mean that an “idle” node will be 
staying at the lowest transmission power level for one third of the time and at the 
seconds lowest level at the other two third of the time. 
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Three different durations for the second timer are simulated – 4 seconds, 5 
seconds, and 6 seconds.  This is because the fixed rate (slowest rate) of sending 
out HELLO packets is 0.3 packets per second.  This means a mean period of 3.33 
seconds between consecutive HELLO packets.  By setting the value of the second 
timer to be between 4 to 6 seconds, a stationary node will not be broadcasting 
consecutive HELLO packets at the lowest transmission level.  This will enable the 
node to establish more links when necessary.  Mobile nodes will be moving 
around and establishing links with different nodes and thus it is more important to 
consider the rate of sending out HELLO packets for stationary nodes, which may 
have limited neighbours.  Simulation results show that duration of 5 seconds for 
the second timer gives the best performance.  The duration for the first timer is 
simply twice that of the second timer and is set as 10 seconds. 
 
6.3.4 Conditions for Increasing Transmission Power 
When a node has a data packet to send and its transmission power is below the 
nominal level (level 1 or 2), it will increase its power level before sending out the 
packet.  This is to ramp up the transmission power to the nominal power when a 
node becomes “active”.  This will also help the source node to find more routes to 
the destination node so that it can have alternative routes ready when there is a 
need to use them. 
 
As mentioned earlier, the power control feature is built onto the reliability model 
developed earlier.  There are three levels of reliability, namely, BI, BACKUP and 
UNRELIABLE, arranged in decreasing reliability.  Originally a node will start 
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searching for backup routes once it notices that the link to the next hop has 
reached BACKUP status and there is no BI route available.  Now the node has the 
choice of increasing its transmitting power to improve the reliability of the link.  
The increase of power should be enough to improve the reliability of the link.  
Therefore, the node will not search for backup routes when its current 
transmission power is at the lowest two levels.   
 
However, if its current transmission power is at level 3 or 4, the node will send 
out a route request packet to search for an alternative route.  These request packets 
for backup routes are sent out before the node increases its power.  This is to 
allow the node to switch to routes that require less power later, when the route 
reply packets return.  This is because the node will be transmitting at above 
nominal power level after increasing its power and it is not efficient for a node to 
transmit at high power longer than necessary.  If the link status has reached the 
UNRELIABLE level and there is still no alternative route to be found, the node 
will also increase its transmission power level if its current power level is not 
high.  
 
Every node conducts a check on its Neighbour Table regularly to remove any old 
entry and to update its other tables.  To maintain a node’s connectivity to the rest 
of the network, the power of a node will be increased if it is found that it has less 
than five links after updating. Using five links as the threshold is found to be 
optimal after running several simulations with different number of links as the 
threshold.  One note to make is that the power of a node is increased only done if 
66 
the node is currently transmitting below the nominal power level.  However, when 
the node’s Neighbour Table contains no entry, indicating that it has no link to any 
node, the transmission power is allowed to increase beyond the nominal level.  
The node will increase its power, up to the maximum power, until it can establish 
a link with another node.  On the other end, a node that has just received an empty 
HELLO packet (indicating that the sender has no neighbour) will attempt to reach 
the sender by increasing its transmission power.  As a result, a bi-directional link 
will be established between the two nodes.  This is to ensure that the network is as 
fully connected as possible. 
 
6.3.5 Signal Packets 
A node that is transmitting at high power (level 4 or 5) to send out data packets 
will constantly check for alternative routes.  Although the node will not know 
beforehand whether the alternative route will require less transmission power, it 
will still use any available alternative route to send out its data packet in the hope 
of finding one that will require a lower transmission power.  A receiving node 
signals to the transmitting node to decrease its transmission power when it detects 
that a lower power will suffice.  A node that is receiving data packets, be it an 
intermediate node or the destination node, will check the power received on every 
packet.  If it finds the power received to be above a certain threshold, indicating 
that the transmitting node is using more power than necessary, it will send out a 
SIGNAL packet to the transmitting node.  The SIGNAL packet takes the form of 
an empty packet except that one of the flags (the signal flag) in the overhead is 
raised.  This flag is not found in the original CBRP and is added on in this project.  
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The SIGNAL packet is a very small packet because it is empty except for the 
overhead portion of the packet. 
 
On receiving the SIGNAL packet, the transmitting node will reduce its 
transmission power if it is currently transmitting at above nominal power level (4 
or 5).  Note that the exceptions mentioned in Section 6.3.2 also apply here.  One 
problem that can occur is that this sudden decrease of power may cause the status 
of the link to drop to BACKUP or worse, UNRELIABLE, unnecessarily and thus 
special care has to be taken to overcome this.  A flag kept by the node is used to 
indicate that the transmission power has just been reduced.  Before a node sends 
out a HELLO packet, it will check whether this flag is raised.  If so, it will set a 
flag in the HELLO packet to inform the receiving nodes that it has just reduced its 
power.  Upon sensing that the flag is raised, the receiving nodes will not respond 
to the drop in transmission power.  The same SIGNAL flag mentioned above is 
used for this purpose.  The reason is because a HELLO packet can never be a 
SIGNAL flag and vice versa.  Thus, it is safe to use the same flag. 
 
The threshold used to trigger the sending out of SIGNAL packets is 7.6e-10 W.  
This figure is calculated based on equation 5.1 in Section 5.2.  It is derived based 
on the scenario that a receiving node is 250 m away from a transmitting node that 
has a range of 300 m.  Hence even if the transmitting node reduces its 
transmission power to a lower level (281.84 mW), the receiving node will still be 
able to receive its signal.  7.6e-10 W is the received power of the receiving node 
in such a scenario. 
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A node upon receiving a SIGNAL packet may not decrease its transmission power 
due to the conditions mentioned earlier.  This can result in a scenario whereby a 
receiving node constantly sends out SIGNAL packets to a transmitting node that 
is not reducing its transmission power.  This is unnecessary and a waste of 
resources.  Hence a timer is added to ensure that there is a delay in sending out of 
consecutive SIGNAL packets.  This countdown timer has a duration of 3 seconds. 
 
After sending out a SIGNAL packet, the node will raise a flag.  This flag is to 
prevent the node from changing the link status of the link to the next hop 
unnecessarily.  This can happen because if the node at the other end reduces its 
transmission power after receiving the SIGNAL packet, the next data packet it 
sends out will be at smaller transmission power.  The receiving node may mistake 
it as the link getting unreliable and thus labelling the link status wrongly. 
 
6.3.6 Use of Unidirectional Links 
One of the major problems of having power control is the issue of unidirectional 
links.  Previously all nodes are transmitting at the same power and thus all links 
can be safely assumed to be bi-directional.  However, with power control, the 
nodes may be transmitting at different power and thus giving rise to unidirectional 
links.  To make use of these unidirectional links, mobile nodes has to increase 
their transmission power to form bi-directional links when these links are 
involved.  Thus when a transmitting node detects that it can receive from the node 
at the other end but it cannot reach that node, it will increase its transmission 
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power to the next level before sending out the packet.  This scenario is indicated 
by a UNI Rx Status in the Neighbour Table. 
 
6.3.7 HELLO Packets 
HELLO packets are sent out whenever a node increases its transmission power.  
One reason is to inform its neighbouring nodes of this increase and the other 
reason is to see whether this increase can enable it to reach more nodes.  However, 
no HELLO packet is sent out immediately after a decrease in transmission power 
because no new link will be established and the HELLO packet will not be able to 
reach the nodes at the other end of links that are broken by this decrease.  This 




6.4.1 Simulation Setup 
A different set of simulation parameters (refer to Section 4.3) are used for this part 
of the project.  Previously, the simulated area is 1500 m by 300 m with 50 nodes.  
The simulated area used here is 1000 m by 1000 m with 55 nodes.  The number of 
nodes is chosen such that the average distance between two nodes is 150m.  This 
figure is calculated by dividing the total area by the area of a circle with a 
diameter of 150 m.  The reason for changing the simulated area and the number of 
nodes is to fully utilise the transmission range of the nodes.  A lower density of 
nodes will push the protocol to work harder to route the packets. 
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One major change to the way the simulations are carried out is in the duration of 
the simulations.  Previously, all simulations have durations of 900 seconds.  
However, some of the metrics of the simulations may not have converged by that 
time.  Hence, from this point onward, the simulations are run until all the 
performance metrics (except for the amount of routing overheads) have 
converged.  A metric will be deemed as having converged when the rate of change 
is less than 1%.  Readings of the metrics are taken at 50 seconds interval after the 
simulation has run for 200 seconds.  By then, all the source nodes will have 
started to send out their data packets.  Another point to note is that the minimum 
duration of a simulation (for pause times of more than 200 seconds) is the pause 
time for that particular simulations plus 100 seconds.  This is to allow whatever 
movement the nodes might have to have started and stabilised.  For the sake of 
comparison, the reading for the amount of routing overheads is taken at 900 
seconds. Thus all simulations are run for at least 900 seconds. 
 
A new performance metric is added here.  Average power usage is the average 
transmission power used to send out a packet.  This is a good measure of whether 
the power control model developed successfully reduces the transmission power 
of the nodes. 
 
Three different levels of loads are simulated, Light, Medium and Heavy.  The 
number of sources in each case is fixed at 10.  The packet sending rates are 4 
packets/s for Light, 10 packets/s for Medium and 20 packets/s for Heavy.  The 
purpose of simulating different loads is to see the effect of different amount of 
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traffic on the protocol.  The data packet size is 64 bytes and the channel 
bandwidth is 2 Mbps.  One important thing to note is that the 10 Constant Bit Rate 
(CBR) sources are not unique.  This means that some of the sources are 
transmitting to more than one destination at the same time (doubling the traffic it 
handles).  The nodes are also constantly sending or forwarding overhead packets 
such as HELLO packets and the data packet size of 64 bytes does not include the 
overhead portion. 
 
6.4.2 Additional Modifications 
Initial simulations show that the protocol works well for the Light load and 
Medium load case but its performance drop drastically for the Heavy load 
scenario. The problem is that some of the nodes are used much more often than 
the others due to their higher transmission power.  Another reason that contributed 
to this is the fact that the source nodes are not unique.  Some nodes are 
transmitting to more than one destination node at the same time, effectively 
doubling the traffic they are handling.  These nodes are also more likely to be 
using higher transmission power.  This increases the chance of them being used to 
route data packets from other source nodes.  All these resulted in packets being 
dropped due to overloading of the output queue.   
 
Output queues are different from send buffers of the nodes.  A packet is put into 
the output queue when it is ready to be transmitted out.  The MAC layer will look 
at the head of the queue and does the necessary handshaking procedures to send 
out the packet.  On the other hand, a packet is put into the send buffer when the 
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node cannot find a route for it.  The packet then waits for the node to find a route 
before it is sent to the output queue.  Additional modifications are added to the 
protocol to avoid this problem of overloading of output queues.   
 
One of the modifications is for nodes to ignore route requests packets when there 
are too many packets in their output queues.  This lowers the chance that the 
nodes will be used to route more data streams.  Another modification is to ignore 
change of link status to BACKUP when there are too many packets in the output 
queue – no HELLO packet is sent when this change is detected. One other 
modification is not to send gratuitous route reply packets when a shortened or 
salvaged route is detected, when the output queue is nearly full.  All these 




6.5 Simulation Results 
A lot of effort is put into refining the power control feature of the CBRP protocol.  
The results of the simulations are shown in this section.  Three variations of the 
CBRP protocol are simulated.  The “Standard” one refers to the original protocol 
[2], “Modified I” refers to the one done in [5] in which the sending out of HELLO 
packets is based on the speed of the node while “Modified II” is the protocol 
described in this thesis. The last set of results, “Overall”, refers to the average of 
the simulation results, for the three different loads, of the three different protocols. 
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6.5.1 Light Load 
 
Figure 6.4 Comparison of Packet Delivery Ratio 
 
Figure 6.4 gives the Packet Delivery Ratio under Light load for the three different 
protocols.  It can be clearly seen that the Packet Delivery Ratio for the “Modified 
II” case is higher than the other two cases for all the pause times simulated.   
 
Power control allows nodes to increase their transmission power to establish links 
that cannot be established if the nominal transmission power is used.  The 55 
nodes in the simulated area are randomly distributed throughout the area and some 
nodes may be located more than 250 m away from the nearest node and thus left 
without any link if power control is not used.  One feature of the power control 
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node without a link to try to establish at least a bi-directional link.  This results in 
better connectivity in the network.   
 
Previously, if a source or destination node has no link to any other node, it will 
have to wait for a node to move nearer to it or for it to move closer to another 
node.  If the node has data packets to send, it will have to queue the packets in its 
send buffer.  This may lead to packets being dropped when the buffer is full.  If 
the node is a destination node, the source node will be constantly sending out 
Route Request Packets to search for a route to the destination node.  In the 
meantime, the source node will have to queue the packets in its send buffer and 
the same problem of packets being dropped is experienced.  The power control 
model helps to eliminate this problem. 
 























Figure 6.5 gives the plot of the Average Transmission Power Usage for the 
“Modified II” case.  Previously all the nodes transmit at the nominal power of 
281.84 mW (24.49 dBm), which is shown in Figure 6.5 as a straight horizontal 
line.  As can be seen from the plot, the average power used to transmit a packet is 
significantly reduced across all the pause times.  Hence the power control model 
has met its objective of reducing the average transmission power of the nodes for 
the Light load case.  It can be observed from the graph that the average power 
usage decreases with the pause time.  It can be due to the fact that a longer pause 
time implies a more stable network hence allowing the nodes to maintain lower 
transmission power. 
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Figure 6.6 shows the Amount of Routing Overheads for the three protocols.  
There is an increase in the amount of overheads in the “Modified II” case over the 
“Modified I” case and this is due to a few factors.  One factor is the reliability 
feature, which the power control model is built on.  As shown in Figure 5.3, the 
reliability feature increases the amount of routing overheads due to the HELLO 
packets sent to inform neighbouring nodes of changes in link status and the Route 
Request Packets sent to search for alternative routes.  Another contributing factor 
is the SIGNAL packets sent out to signal the transmitting nodes to reduce their 
transmitting power.  However, as explained in Section 6.3.5, SIGNAL packets are 
very small packets and thus they do not require much power to transmit.   
 
There is also an increase in the HELLO packets sent due to the changing 
transmission power of nodes.  A node will send out a HELLO packet whenever it 
increases its transmission power.  Another reason for the increase in number of 
HELLO packets is that these changes in transmission power can lead to changes 
in link status and HELLO packets are sent out in response to these changes.  As 
HELLO packets are not sent out for changes in link status due to decrease of 
transmission power, in response to receipt of SIGNAL packets, these HELLO 
packets sent are mostly for “upgrading” of link status.  For example, when a 
BACKUP link is detected and the transmission power is below level 3, a node will 
increase its transmission power to the next higher level.  It will then broadcast a 
HELLO packet.  The node at the other end will detect the increase in transmission 
power as a change in the reliability of the link (from BACKUP to BI) and send out 
a HELLO packet to inform other nodes of this change.   
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The increase in amount of routing overheads is thus due to good reasons and is 
kept to a minimum.  Furthermore, Figure 6.6 shows that although there is an 
increase in routing overheads in the “Modified II” case, the increase is not much 
and the Amount of Routing Overheads is still much smaller than in the “Standard” 
case. 
 
Figure 6.7 Comparison of Average Path Delay 
 
Figure 6.7 compares the Average Path Delay of the three protocols.  The graph 
shows that there is not much difference in the path delay of the protocols.  
Although the reliability model is shown to reduce the Average Path Delay of the 
packets, the power control model changes the topology of the network 
considerably.  Hence the packets may be routed through very different routes 
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6.5.2 Medium Load 
The next four figures give the simulation results for the Medium load case.   
 
Figure 6.8 Comparison of Packet Delivery Ratio 
 














































Figure 6.10 Comparison of Amount of Routing Overheads 
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As can be seen from figures 6.8 to 6.11, the performance of the protocol improves 
with the use of power control.  Figure 6.8 shows that similar to the Light load 
case, the Packet Delivery Ratio of the “Modified II” case is the highest among the 
three protocols.  In fact, the “Modified II” protocol gives the best ratio for eight of 
the nine pause times simulated.   
 
The Average Transmission Power used (Figure 6.9) in the “Modified II” case is 
also lower than the nominal transmission power across the nine pause times 
simulated.  However the reduction in the average power used is not as much as in 
the Light load case.  This is because with higher traffic, more links may need to be 
established to route the data packets so as not to over-utilise certain links in the 
network.  The nodes along these routes will be maintaining their transmission 
power at possibly higher power levels hence resulting in higher average 
transmission power.  Similar to the case for Light load, the average power usage 
tends to decrease with the pause time. 
 
The Amount of Routing Overheads (Figure 6.10) of the “Modified II” protocol is 
higher than that of the “Modified I” protocol.  This result is similar to the result 
for the Light load case and can be explained in the same way.  However, more 
overheads are incurred in this case because of the higher traffic.  As the nodes are 
mobile, a higher traffic will require the network to respond faster to any changes 
in the topology.  In the process, more routing overheads are generated.  As can be 
seen from Figure 6.11, the Average Path Delays of the three protocols are quite 
similar. 
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6.5.3 Heavy load 
 
Figure 6.12 Comparison of Packet Delivery Ratio 
 













































Figure 6.14 Comparison of Amount of Routing Overheads 
 
 


















































Standard Modified I Modified II
83 
Figure 6.12 to Figure 6.15 gives the results for the simulations done for the Heavy 
load case.  Figure 6.12 shows that the Average Packet Delivery Ratio for the 
“Modified II” protocol is again higher than that for the other two protocols across 
the nine pause times.  The average transmission power used is still less than the 
nominal power as can be seen in Figure 6.13, although the difference is much 
smaller here.  In fact, it is higher than the nominal transmission power for the 
pause times of 30 seconds and 60 seconds.  This could be due to the higher 
mobility of the nodes for these pause times.  A pause time of 30 seconds means 
that a node will pause for only 30 seconds before moving off again.  Thus the 
topology of the network is constantly changing.  As a result, the reliability of the 
links changes relatively faster when compared to scenarios with longer pause 
times.  The nodes will have to either increase their transmission powers or 
maintain a high transmission power to maintain the reliability of links.  However, 
on the average, the transmission power used is still less than the nominal power.   
 
There is a significant increase in the Amount of Routing Overheads (Figure 6.14) 
for the “Modified II” protocol as compared to the other two protocols for pause 
times of less than 300 seconds.  For the other pause times, the Amount of Routing 
Overheads of “Modified II” is still less than that of the “Standard” protocol but is 
significantly higher than that of the “Modified I” protocol.  Part of the reason for 
this increase is the continuation of the trend that can be seen from the Light load 
and Medium load cases.  The main reason for this increase is the overcrowding of 
the output queues of the nodes due to the high traffic load.  As mentioned earlier, 
although the rate of sending out data packets is 20 packets per second in the 
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Heavy load case, some nodes are sending out packets to more than one 
destination.  This doubles the amount of traffic they are handling.  The data 
packets that they forward for other nodes further increase the load they handle.  
Furthermore, the nodes are transmitting overhead packets at the same time.  All 
these result in overloading of the node’s link capacity.   
 
This problem is made worse with the use of power control.  This is because 
certain links are preferred over other links due to the higher transmission power of 
the nodes making the links.  The reliability of the link will be more stable than the 
other links.  Previously, when a link is broken due to two nodes moving apart, a 
new route will be used to route the data packets.  With power control, the nodes at 
the two ends of the link may increase their transmission power to maintain the 
link.  This increases the possibility of the same link being used to route several 
data streams.  A check of the trace files from the simulations show that some 
nodes handle up to 5 data streams at one time.  This is more than what the channel 
capacity (2 Mbps) allows and thus more packets are queued in the output queues. 
 
This information is not relayed back to the source node and the source node will 
continue to use the same routes.  Due to the overloading of the output queues, 
some packets may be dropped.  These include HELLO packets, causing the node 
at the other end to think that the links have broken.  As a result, Route Request 
packets may be sent out to search for new routes.  This increases the amount of 
routing overheads.  Another contributing factor is the HELLO packets sent out by 
nodes that have empty Neighbour Tables due to their neighbours’ output queues 
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being full.  For example, a node may have only one link and if the node at the 
other end of the link keeps dropping HELLO packets due to overloading of its 
output queue, the node will remove the only entry in its Neighbour Table.  When 
it sees an empty Neighbour Table, it will increase its transmission power and 
broadcast out HELLO packets in search of links.  Upon receipt of these packets, 
some neighbouring nodes may broadcast HELLO packets to establish the links.  
This adds to the amount of overheads. 
 
From time to time, the node with its output queue full will still manage to send out 
HELLO packets.  This will cause a chain reaction that results in more overheads 
being sent.  For example, when a neighbouring node, that has earlier increased its 
transmission power to establish connection to the network, receives the HELLO 
packet, it may reduce its transmission power to a lower level.  If the node does not 
send out another HELLO packet soon after that, the neighbouring node may think 
that the link is broken and thus increases its transmission power again.  These 
changes in transmission power can have a ripple effect throughout the network 
causing the other nodes to send out HELLO packets. 
 
Route Reply packets may also be dropped or kept in the output queues for too 
long to be useful.  The source node will periodically send out a Route Request 
packet to search for routes if it does not receive a Route Reply for an earlier Route 
Request packet it sent out.  This Route Request packet may result in the same 
situation whereby it either got dropped due to an output queue being overloaded 
or having its reply being dropped or stuck in an output queue. 
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Due to the reasons discusses above, the amount of routing overheads increases 
significantly.  However, as the routing overheads, which include quite a number 
of SIGNAL packets (small packets), are of smaller size compared to the data 
packets, the increase in power consumption is not that significant.  The higher 
Packet Delivery Ratio also makes up for this increase in Amount of Routing 
Overheads.   
 
Figure 6.15 shows that the Average Path Delay of the Modified II protocol is 
slightly higher than that of the other two.  The same reason of overloaded output 
queues can be used to explain this.  As the packets stay longer in the output 
queues, their path delays are lengthened.  Route Reply packets may also be 
delayed and thus packets stay longer in the send buffers of the nodes leading to 
further increase in the path delays.  However, the increase on path delay is not 
significant. 
 
In view of these results, in cases where the amount of routing overheads is an 
important deciding factor, the routing protocol may cease power control when 
there is high mobility and heavy traffic, and reverts to the reliability model.  This 
will result in a protocol that gives the best overall performance, in terms of the 
performance metrics discussed in this thesis, for all the pause times. 
 
6.5.4 Overall  
The average of the performance metrics of the three sets of simulations for the 
different loads are given in this section.  However due to the much larger amount 
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of routing overheads and the much longer path delay in the Heavy load case, the 
results for these two metrics are significantly influenced by the results for the 
Heavy load case. 
 
Figure 6.16 Comparison of Packet Delivery Ratio 
 









































Figure 6.18 Comparison of Amount of Routing Overheads  
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Table 6.2 Summary of Results 
  Light Medium Heavy Overall 
PDR 99.75% 99.67% 83.31% 94.24% 
Power 0.28184W 0.28184W 0.28184W 0.28184W 
Overheads 391709 406562 452513 416928 
 
Standard 
Delay 0.01541s 0.01840s 0.27090s 0.10157s 
PDR 99.75% 99.50% 83.75% 94.33% 
Power 0.28184W 0.28184W 0.28184W 0.28184W 
Overheads 244748 264776 308268 272597 
 
Modified I 
Delay 0.01400s 0.01757s 0.26841s 0.10000s 
PDR 99.86% 99.79% 86.71% 95.46% 
Power 0.27694W 0.27903W 0.28126W 0.27908W 
Overheads 346930 384609 503973 411837 
 
Modified II 
Delay 0.01318s 0.01581s 0.30940s 0.11280s 
 
 
It can be seen from Table 6.1 that the Packet Delivery Ratio of the protocol with 
power control is the highest for all three loads.  This improvement in the number 
of packets successfully delivered is greater for higher traffic.  When compared to 
the next best performance, the Packet Delivery Ratio improves by 0.11%, 0.12% 
and 2.96% for the Light load, Medium load and Heavy load cases respectively.  
The power control feature also helps to reduce the average transmission power of 
the nodes.  The average transmission power for the “Modified II” protocol is 
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below the nominal power for all the cases.  Another thing to note is that the 
average transmission power increases with the traffic.   
 
There is an increase in the amount of overheads.  This is due to the SIGNAL 
packets sent to notify nodes to reduce their transmission and the increase in the 
HELLO packets for the purpose of establishing the link status between nodes. 
SIGNAL packets are very small packets of 24 bytes (inclusive of overhead bits) 
and thus do not increase the energy consumption by much.  Route request packets 
sent to search for alternative routes also contribute to this increased number of 
overheads.  Other reasons for this increase in number of overheads are discussed 
in the earlier sections.  However, as can be seen from the table, the overall 
Average Amount of Routing Overheads for the “Modified II” case is still lower 
than that of the Standard case.  This is due to the significant reduction of routing 
overheads in the previous project. 
 
The Average Path Delay of “Modified II” is lower than that of the other two 
protocols in the Light load and Medium load cases.  Although the metric is higher 
in the Heavy load case, the difference is not great. 
 
Most of the papers discussed in section 6.1 focus only on the energy efficiency 
aspect of routing in ad hoc network.  It is difficult to find one that allows a fair 
comparison of performance with the protocol proposed here.  Different simulation 
set-up and performance metrics are used in the papers and the underlying routing 
protocol is also different.  For example, [16] studies only static networks while the 
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simulations done in this project consider different degrees of mobility.  Network 
lifetime – number of nodes still alive over time – is used as the performance 
metric in [16].  This project does not look into this aspect and assume that the 
nodes do not run out of power during the simulation.  Future extension to this 
project can look into simulating the protocol under similar settings as some of the 
papers and comparing their performance in terms of different metrics.   
 
The protocol given here uses its power control capability to complement other 
parts of the protocol.  This is achieved by building the power control mechanism 
on top of the protocol’s existing structure, especially the reliability model 
described in the previous chapter.  Hence the power control described here is able 
to improve the overall performance of the CBRP protocol and not just in terms of 
energy efficiency.  This is something that is not obvious in the papers discussed 
earlier. 
 
In conclusion, the protocol is able to achieve a higher throughput with a lower 
average power for the three different levels of loads.  Where the amount of routing 
overheads is an important deciding factor, it may be better to cease power control 
and just use the reliability model.  This is especially true for cases of high 
mobility and heavy data traffic.  
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CHAPTER 7  - CONCLUSION 
 
 
Ad hoc networking is a relatively new concept that evolved naturally with the 
advances in wireless technology.  Wireless communication has changed the way 
we communicate with one another.  It has also “shorten” the distance of people all 
around the world.  The recent development in Wireless Application Protocol 
(WAP) will also bring wireless communication to greater heights.   
 
Ad hoc networking is unique in the way it operates without the aid of any fixed 
infrastructure.  Its ability to tap into existing wireless network, especially, the 
Internet, is also a very valuable asset.  However, the dynamic nature of the 
network with scarce and unpredictable wireless links poses many interesting and 
challenging problems for the design of routing protocols. 
 
Many protocols were developed to tackle the challenges posed by ad hoc network.  
One such protocol is the Cluster Based Routing Protocol (CBRP) studied in this 
project.  In [4], another protocol - Dynamic Source Routing (DSR) - proved to be 
one of the best among several proposed protocols.  In [2], the CBRP protocol was 
compared to the DSR protocol.   
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Three important metrics, namely, Packet Delivery Ratio, Routing Overheads and 
Path Optimality, were used to evaluate the performance of the protocols.  It is 
shown that CBRP generally performs better than DSR though it is at the expense 
of additional routing overheads in the form of HELLO packets.  Mobile hosts in 
an ad hoc network are usually battery powered and this limits the amount of 
power they can carry.  Transmitting routing overheads will use up a significant 
portion of this limited power.  This situation is improved in [5] by pegging the 
rate of sending out the HELLO packets to the speed of the mobile nodes.  In [5], a 
stationary node will be transmitting HELLO packets at the lowest rate and this 
rate increases with the speed of the nodes in a non-linear manner.  [5] also 
improves the Average Path Delay of the CBRP protocol. 
 
In CBRP, nodes proactively form clusters, by exchanging HELLO packets with 
neighbours, to reduce the latency for route discovery.  These HELLO packets also 
serve to update the routing information in the network.  Routes are discovered on 
demand and packets are delivered using source routing. 
 
This project set out to study this interesting protocol and to study two important 
aspects of routing in wireless network – reliability and power control.  The 
protocol is modified and simulated many times to achieve better understanding.  





Reliability of links is a very important factor to consider when certain form of 
Quality of Service is desired.  Quality of Service is gaining importance in modern 
communications due to the higher demand for multimedia type of data.  This type 
of data is streaming in nature and delay sensitive.  The reliability of links will 
determine to a certain degree the delay experienced by the packets in the networks 
and the success rate of delivery.  However, reliability is very difficult to measure 
and this project proposes a method by which the reliability of a link can be 
estimated. 
 
Power control is a practical and important part of wireless network.  It is 
important because of the limited power the nodes can carry.  Another reason is 
that avoidable interference that may be caused if higher than necessary 
transmission power is used.  Efficient power control can help to solve these two 
problems.  Another benefit of power control is that it allows nodes to transmit at 
higher transmission power.  This means that more links can be established and 
there is greater connectivity in the network. 
 
As a result of the work done in this project, the performance of CBRP is 
significantly improved.  Simulation results have shown that the method to 
estimate reliability of link proposed in this project is quite accurate and efficient.  
The usage of the reliability model helps to improve the packet delivery ratio and 
reduce the average path delay of the protocol.  The power control model 
developed in this project is able to reduce the average transmission power and 
improve on the packet delivery ratio of the protocol at the same time.  Although 
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there is an increase in the amount of routing overheads, it does not affect the 
performance of the protocol.  The overheads consist mainly of small packets and 
thus the power consumption of the nodes does not increase by much.  
Furthermore, the lower average transmission power used means that there is a 
reduction in the energy consumption. 
 
If the amount of routing overheads is an important deciding factor, the protocol 
may be modified such that it ceases the use of the power control feature when 
there is high mobility and heavy traffic.  The protocol can switch to the reliability 
model, which still gives better performance over the standard CBRP.  In this way, 
the protocol will give the best overall performance, in terms of the four 
performance metrics, for all the pause times.  Future work can look at how the 
protocol can be modified to achieve that. 
 
The power control model developed in this project lays the foundation for using 
power control in MANETs.  It is by no means the complete solution to the 
problem of controlling transmission power to achieve better performance and 
power saving.  The five power levels in this model are chosen to have a good 
range of transmission power and not to minimise the power usage or maximise the 
performance of the protocol.  Future work can look into how the different levels 
of transmission power can affect the performance of the protocol.  Five levels of 
transmission power may not be enough to achieve optimal performance.  Ways to 
reduce the amount of routing overheads for the power control model developed 
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can also be looked into.  Fine-tuning of the power control model can result in 
much better performance of the protocol. 
 
Real-life mobility patterns are not used to simulate the protocol in this project.  
The use of them can result in more accurate assessment of the protocol’s 
performance in real-life situation.  However, the collection of the required data 
may be a tedious and difficult task.  Other performance metrics could also be used 
to evaluate the protocol.  One possible metric is the power consumption of the 
nodes. 
 
An assumption made in the simulations done in this project is that the mobile 
nodes are all of the same type.  This may not be the case in real-life situation.  For 
example, the mobility of the nodes may be different from one another.  The 
simulator program can be modified to include a certain degree of randomness in 
the characteristic of the mobile nodes. 
 
One important factor that is not taken into consideration in this project is the 
nature of the data being sent.  Only the size of the packets and that the 
transmitting sources are constant bit rate sources are known.  Data can generally 
be classified into two categories – delay-sensitive data and non delay-sensitive 
data.  Delay-sensitive data can normally tolerate a few lost bits but must be 
delivered in sequence and with minimal delay.  A good example of such a data is 
real-time or digitised video.  If the data is not delivered in sequence or suffers 
from significant delay, it will become useless.  Non delay-sensitive data is 
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normally loss-sensitive.  An example of such a data is electronic mail.  Electronic 
mails might contain important information that cannot be lost but can tolerate a 
certain amount of delay in its delivery. 
 
Security is another issue that is left out in this project.  Wireless networks are 
generally prone to security risks such as eavesdropping and spoofing.  Encryption 
is one way to improve the security of the data.  This can also be dependent of the 
type of data being sent.  An email or videoconference may require a higher 
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APPENDIX A Terminology 
 
This appendix contains some terminology [11] used in this thesis relating to ad 
hoc networks that are not already discussed. 
 
Bandwidth: Total link capacity of a link to carry information (typically bits). 
 
Bandwidth Utilisation: The actual amount of information delivered over a link, 
expressed as a percent of the available bandwidth on that link. 
 
Bi-directional: Transmission between two hosts works equally well in both 
directions. 
 
Channel: A subdivision of the physical medium allowing possibly shared 
independent uses of the medium. Channels may be made available by subdividing 
the medium into distinct time slots, distinct spectral bands, or decorrelated coding 
sequences.  
 
Flooding: The process of delivering data or control messages to every node 
within the ad hoc network. 
 
Forwarding Node : A node within an ad hoc network which performs the function 
of forwarding datagrams from one of its neighbour to another. 
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Link: A communication facility or physical medium that can sustain data 
communications between multiple network nodes, such as Ethernet (simple or 
bridged).  A link is the layer immediately below IP. 
 
Network Interface: A node's attachment to a link. 
 
Next Hop: A neighbour that has been designated to forward packets along the 
way to a particular destination. 
 
Node : A device that implements IP. 
 
Packet: An IP header plus payload. 
 
Scalability: A protocol is scalable if it is applicable to large as well as small 
populations. 
 
Source Route: A route from the source to the destination made available by the 
source. 
 
Throughput: The amount of data from a source to a destination processed by the 




Unidirectional: A link with transmission characteristics that are different 
depending upon the relative position or design characteristics of the transmitter 
and the receiver of data on the link.  For instance, the range of one transmitter 
may be much higher than the range of another transmitter on the same medium. 
The transmission between the transmitter and receiver will therefore not work 
equally well in both directions.  
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APPENDIX B Important Routines 
 
Some of the more significant routines in the code implementation of the modified 
CBRP for ns-2 are presented here in pseudocode form. 
 
B.1 HELLO Handling 
Each node broadcasts HELLO messages to all its neighbours at a rate that is 
dependent on its speed.  The implementation of mobile nodes includes several 
timer functions that are used to trigger specific events.  One such timer, 
HelloTimer, is used to trigger a timeout at every HELLO_INTERVAL.  A node, 
which encounters such a timeout, will proceed to send a HELLO packets to the 
node in its transmission range. 
 
1. if (HelloTimer expires) { 
2.   create new CBRP packet 
3.   set destination to IP broadcast 
4.   set source to node ID 
5.   set ttl to 1 
6.   set common header field 
7.   initialise packet header 
8.   if (Neighbour Table not empty) { 
9.     load in Neighbour Table 
10.   } 
11.   initialise source route 
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12.   append node ID into source route 
13.   send out packet with route 
14. } 
15. HELLO_INTERVAL = 1 / (0.1 + 2.0*(1 – 1/(1 + speed/10.0))) 
16. start Hello_Timer   
 
B.2 Cluster Head Selection 
The original CBRP select cluster head based on “lowest ID” clustering algorithm.  
In this algorithm, the node with the lowest ID is elected as the cluster head.  
However if a node cannot find a cluster head among its neighbours to belong to 
within a certain time, it automatically elects itself as a cluster head.  When a node 
becomes a cluster head, its role is never challenged by non cluster heads.  This 
algorithm is coded in this project to test its performance against another selection 
criterion and the routines are given below in pseudocode. 
 
1. if (received packet is a HELLO packet) { 
2.   sending node is a neighbour  
3.   if (neighbour is a cluster head) { 
4.     if (node is a cluster head) { 
5.       if (node ID < neighbour ID) { 
6.         unicast HELLO packet to neighbour to get it to change its status 
7.       } 
8.       else { 
9.         downgrade membership status to Cluster Member 
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10.         broadcast Hello packets to neighbours 
11.       } 
12.     } 
13.     change role to cluster member and update Cluster Membership table 
14.   } 
15.   update node’s tables 
16. } 
 
B.3 Forwarding Packets 
Nodes forwarding packets will check whether the link to the next hop is reliable.   
 
1. if (current power level is 4 or 5 and the link status is BI) 
2. { 
3.   find alternative route in 2-hop table, cluster adjacency table and cache 
4.   if (alternative route is BI) 
5.     modify the route to the alternative route  // hope to reduce power level 
6. } 
7. if (link status is BACKUP) 
8. { 
9.   check neighbour table, cluster adjacency table and route cache for 
alternative and reliable routes to be used as backup 
10.   if (backup route is not found) 
11.     check 2-hop table to see if an alternative and reliable path can be found 
12.   if (no backup route is found) 
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13.     send out route request packet to search for backup route 
14. } 
15. if (link status is UNRELIABLE) 
16. { 
17.   try to find a reliable route in the tables and the route cache 
18.   if (no reliable route is found and power level is at 1 or 2) 
19.     increase power level by 1 
20. } 
 
B.4 Local Route Repair Mechanism 
The local route repair mechanism is activated when an intermediate node 
forwarding a packet discovers that its link to the next hop is broken. Note that 
HELLO packets and route requests are not salvaged. Also, a packet with a route 
that has been repaired three times previously is dropped. 
 
1. send Route Error message back to packet originator 
2. if (HELLO packet OR Route Request OR salvaged >= 3 times) 
3.   drop packet 
4. if (route cache or tables have an alternative route to the destination AND 
alternative route does not contain node addresses already visited) { 
5.   raise salvaged flag and send packet off 
6. } 
7. else if (2-hop table or CAT has a route to original next hop) 
8.  raise salvaged flag and send packet off 
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9. else { 
10.   store packet in send buffer 
11.   broadcast Route Request with TTL = 1 searching for route to original 
next hop 
12.   if (reply received) 
13.     raise salvaged flag and send packet off 
14.   else 
15.     drop packet 
16. } 
 
B.5 Decreasing Transmission Power 
The following algorithm is run through whenever the timer (timer1) for 
decreasing transmission power expires. 
 
1. if ( (current power level is at level 4 or 5 and number of neighbours > 1) 
 or (number of neighbours > 4 and node is not a gateway node)) 
2.         {  
3.   if (current power level > level 2) 
4.     decrease transmission power level by 1 
5.   else if (current power level is 2) 
6.   { 
7.     decrease transmission power level by 1 
8.     start timer2 
9.   } 
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10. } 
11. if ( current power level is 4 or 5 ) 
12. { 
13.   set duration of timer1 to 2 seconds 
14.   start timer1 
15. } 
16. else { 
17.   set duration of timer1 to 10 seconds 
18.   start timer1 
19. } 
         
B.6 Increasing Transmission Power 
The following algorithm is run through whenever the timer (timer2) for increasing 
transmission power expires. This is to prevent a node from staying at the lowest  
transmission power level. 
 
1. if ( current power level is 1 ) 
2. { 
3.   set transmission power level to 2 
4.   set duration of timer1 to 10 seconds 
5.   start timer1                 
6. }                 
7. else  
8.   increase transmission power level by 1   
