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論 文 内 容 要 旨          
 情報化社会の進展により，生成されるデータ量が著しく増加している。データは，コンピュータやスマートフ
ォンといった携帯端末などによって生成され，ファイルとしてコンピュータやデータセンターのストレージシス
テムへ格納されている。そのファイルの総容量も著しく増加しており，ファイルを蓄えるファイルサーバのファ
イルアクセス機能や運用機能の処理を高速化することが求められている。本論文は，ストレージシステムの処理
速度を決定する要因を分析し，ファイルサーバに搭載される制御ソフトウェアの処理高速化と高並列化によって，
システム全体の処理速度を向上させるファイルサーバの高速化方式に関する研究をまとめたものであり，全文 6
章からなる。 
 第1章は序論であり，本論文の背景と目的を述べている。ファイルサーバに格納されるファイル数やファイル
データ量が著しく増加しているため，ファイルサーバの処理を高速化する必要がある。高速化には，ハードウェ
アの高速化とソフトウェアの高速化があるが，ハードウェアによる処理速度の向上が頭打ちになっているため，
ソフトウェアによる高速化が重要となる。しかしながら，従来のソフトウェアによる高速化は，ファイル数やフ
ァイルデータ量の増大に十分対応できておらず，速度の低下が起きることが考えられた。そこで，本論文は，フ
ァイル数とファイルデータ量の増加の影響を最も受けやすい 3 つの制御ソフトウェアの高速化を検討する。1 つ
目は，ファイル数とファイルデータ量の増大によりキャッシュ機能の効率が低下する可能性があるオペレーティ
ングシステムである。2 つ目は，ファイル数の増大により処理対象ファイルを絞り込む従来の高速化の効果が低
下する可能性があるデータ容量削減プログラムである。3 つ目は，ファイルデータ量の増大によりバックアップ
されたファイルデータ量の増大とリストア速度低下がトレードオフとなるデータ保護プログラムである。これら
について，解決方式を詳細に検討することによって，ファイルサーバ高速化を実現する。 
 第2章では，ファイルサーバにおける従来の高速化手法について詳細を示し，ファイル数とファイルデータ量
が増大する場合における問題点を指摘している。まず，従来のオペレーティングシステムの高速化方式には，フ
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ァイル数とファイルデータ量の増大によって，同一のファイルデータが大量にキャッシュへ格納されるため，キ
ャッシュ機能の効率が低下し，ファイルアクセス処理速度が低下する問題がある。次に，従来のデータ容量削減
機能の高速化には，ファイル数が増大することにより，処理対象ファイルの絞り込みが失敗するため，重複ファ
イル検出処理のファイル比較負荷が高まり処理時間が長期化する問題がある。さらに，除外ファイルによってデ
ータ容量削減効果が低下する問題もある。また，従来のデータ保護プログラムの高速化においては，単純複製方
式を用いるとバックアップのデータ量が増大する問題があり，一方，分割複製方式を用いるとリストア開始待ち
による速度が低下する可能性がある。本論文は，それぞれの問題に対して，キャッシュデータ共有方式によるオ
ペレーティングシステムの高速化，部分データ事前読出し方式によるデータ容量削減プログラムの高速化，単純
複製・分割複製併用方式によるデータ保護プログラムの高速化におけるトレードオフ解消というアプローチを用
いる。 
 第3章では，オペレーティングシステムの高速化における問題に対して，ファイルの複製関係を用いることに
より，複数のファイルがキャッシュデータを共有する方式を検討している。キャッシュデータを共有するために，
ファイルサーバの持つ高速ファイル複製機能（ファイルクローン機能）が作成するクローンファイルの構造を利
用したキャッシュデータ共有方式（Shared Cache for Clone，SCC）を提案する。提案方式は，複数のクローン
ファイルが共有するデータのキャッシュデータを共有する。提案方式をLinuxへ実装して評価した。図1は，ク
ローンファイルへの書き込みデータ（差分データ）が無い場合の読み込みスループットの評価結果を示す。横軸
は評価項目であり，縦軸は読込みスループットである。この結果から，クローンファイルに差分データが無く，
共有キャッシュデータにヒットする場合，提案方式を導入せずにキャッシュミスする場合と比べて，10倍（シー
ケンシャルアクセス）から38倍（ランダムアクセス）のスループットになることが分かった。また，図2と図3
は，クローンファイルに差分データがある場合の読み込みスループットの評価結果を示す。評価では，差分デー
タの散らばり状態（フラグメント）を変えて評価した。フラグメント小とは，差分データがクローンファイルの
図1 差分データ無しの読み込みスループット 
図2 差分データあり読み込みスループット 
（フラグメント小） 
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一部に集中していることを示し，フラグメント大とは，差分データがクローンファイル全体に分散していること
を示す。グラフの横軸は評価項目であり，縦軸は読込みスループットである。クローンファイルに差分データが
ある場合は，提案方式を導入せずにキャッシュミスする場合と比較して，約2倍（フラグメント大）から6倍（フ
ラグメント小）のスループットになることが分かった。さらに，図4は，差分データ量とフラグメントによるス
ループットへの影響を，見積もりによって評価した結果を示す。横軸は共有キャッシュのヒット率を示し，縦軸
は全アクセスがキャッシュヒットする場合のスループットに対する割合を示す。なお，キャッシュヒット率低下
の要因は，クローンファイルの差分データ量の増加である。つまり，グラフの右側は差分データ量が増加してい
ることになる。この結果から，フラグメントが大きい場合，差分データ量が増加すると，提案方式の効果が急激
に低下することが示された。一方，フラグメントが小さい場合，差分データ量が増加しても，提案方式の効果が
あることが分かった。従って，差分データがクローンファイルの一部に集中している場合に，提案方式の効果が
高いと言える。以上の結果から，提案方式によるオペレーティングシステムの高速化の効果を確認した。 
 第4章では，データ容量削減プログラムの高速化における問題に対して，ファイルレベル重複排除処理の動作
前に，予め一部のデータを読み込む部分データ事前読出し方式（Partial Data Background Pre-fetch，PDBP）
を提案している。提案方式は，ファイルレベル重複排除処理の重複ファイル検出処理の動作前のファイルサービ
ス提供中に，ファイルデータの一部をキャッシュデータへ読み込む。重複ファイル検出処理は，このキャッシュ
データを用いることにより，除外ファイルのファイルサイズ閾値を小さくしても，高速に重複ファイルの判定が
可能となる。提案方式の処理時間見積もり式を作成して評価した結果を，図5に示す。横軸は，処理対象のファ
イルサイズ下限値（閾値）を示し，縦軸は，ファイルレベル重複排除処理スループットを示す。評価では，100
万ファイルを処理する場合において，従来方式の絞り込み失敗率10%，PDBP方式のキャッシュデータでの判定
失敗率1%と想定した。この結果から，例えば，4KBの閾値を設定した場合，PDBP方式の処理スループットは，
従来方式と比べて約2倍となっている。従って，提案方式によるデータ容量削減プログラムの高速化の効果を確
認した。 
図3 差分データあり読み込みスループット 
（フラグメント大） 
図4 読み込みスループット見積もり結果 
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 第5章では，データ保護プログラムの高速化における問題に対して，単純複製方式と分割複製方式を併用する
分割複製・単純複製分割方式（REstoration method using Combination of Replication and Erasure Coding，
REC2）を提案している。提案方式は，小サイズのデータには単純複製方式を適用し，大サイズのデータには分
割複製方式を適用する。さらに，重要度の高いデータの場合，複製数またはパリティ数を多くする。一方，重要
度の低いデータの場合，複製数またはパリティ数をすくなくする。これによって，バックアップのデータ量とリ
ストア速度をバランスさせることができる。提案方式のリストア時間を算出する見積もり式を作成し，バックア
ップのデータ量とリストアスループットの関係を評価した。評価では，ファイルの管理情報（メタデータ）をデ
ータサイズ小，ファイルデータをデータサイズ大として，それぞれ単純複製方式と分割複製方式を適用した。ま
た，東日本大震災後のリストアを想定した。図6は，平均80KBの小サイズのファイルをリストアした結果を示
す。横軸は，バックアップデータ量を示し，縦軸は，リストアスループットを示す。評価の結果，メタデータを
8複製，ファイルデータを2データチャンク6パリティチャンクで複製する構成（図6：8R:2D6P）を用いると，
従来方式と比べて，バックアップデータ量が約半分になり，リストアスループット低下を約 8%に抑えられるこ
とが分かった。一方，平均 8MB の大サイズのファイルをリストアする場合，提案方式は，従来方式と比べて，
バックアップデータ量が半分になり，10%程度のリストアスループット低下に抑えられることが分かった。以上
から，提案方式によるデータ保護プログラムの高速化の効果を確認した。 
 第6章は本論文の結論である。以上のように，本論文では，格納されるファイル数とファイルデータ量が増大
しても，ファイルサーバの処理を高速に実行可能な手法を提案し，実装及びシミュレーションによる評価を行う
ことによって，その効果を明らかにしている。 
 
図6 平均80KBのファイルのリストア速度 図5 ファイルレベル重複排除処理スループット 
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