Abstract. We study the structure of the computably enumerable (c.e.) sets, which form a lattice E under set inclusion. The upward closed jump classes L n and H n have all been shown to be definable by a lattice-theoretic formula, except for L 1 , the nonlow degrees. We say a class of c.e. degrees is invariant if it is the set of degrees of a class of c.e. sets that is invariant under automorphisms of E. All definable classes of degrees are invariant. We show that L 1 is not invariant, thus proving a 1996 conjecture of Harrington and Soare that the nonlow degrees are not definable, and completing the problem of determining the definability of each jump class. We prove this by constructing a nonlow c.e. set D such that for all c.e. A ≤ T D, there is a low set B such that A can be taken by an automorphism of E to B.
Introduction
Definability is one of the fundamental themes in computability theory. The problem of determining which classes of Turing degrees are definable in the languages of Turing reduction and set inclusion has long been a major topic of study among computability theorists. In particular, the question of which jump classes of computably enumerable (c.e.) degrees are definable in the language of set inclusion has been studied for over 40 years. We complete the answer to this question by showing that the class of nonlow c.e. degrees is not definable.
1.1. The main result. The computably enumerable (c.e.) degrees are a particularly important class of Turing degrees. They have been studied extensively since Post first asked in 1944 [10] whether there is a c.e. degree strictly between 0 and 0 . Such degrees were found independently by Friedberg and Muchnik in the 1950s using the priority method, which we will use here. The c.e. sets can be equivalently defined as the domains of partial computable functions and as Σ 0 1 sets. The definition we use here is that a set C is computably enumerable (c.e.) if there is a uniformly computable sequence of computable sets {C s } s∈ω such that C = s C s . A degree is said to be c.e. if it contains a c.e. set.
Another important class of degrees below 0 are the low degrees. A degree d < 0 is low (or L 1 ) if d = 0 . The concept of lowness has been generalized to reflect the behavior of the n th jump of d. In particular, a degree d is low n (or L n ) if d (n) = 0 (n) . Similarly, a degree d is high (or H 1 ) if d = 0 and is high n (or H n ) if
. We call these classes and their complements jump classes of degrees. We will also sometimes call a set low n or high n if it is of low n or high n degree.
Among the jump classes, the low degrees are perhaps the most studied and most significant class. For instance, Gödel's incompleteness theorem tells us that there is no computable completion of Peano arithmetic. However, Peano arithmetic has a low completion. As we will see in §1. 3 , all upward-closed jump classes except for the nonlow degrees have been shown to be definable in the lattice of c.e. sets E under set inclusion. We will show that the nonlow degrees are in fact not definable, setting them apart from all other jump classes.
Theorem 1.1 (Main theorem). The nonlow degrees are not definable in E.
1.2. Methods of the proof. If we were to try to show that the nonlow degrees were definable in E, we would look for some lattice-theoretic property P such that P (A) holds for some A in every nonlow degree, but P (A) does not hold for any low set A. We instead will show that the nonlow degrees are not definable, so we must show that there is no such property P . We can use automorphisms to achieve this.
Definition 1.2. A class of sets S ⊆ E is invariant if it is closed under Aut(E), the set of all automorphisms of E. A class of degrees C is invariant if
where S is invariant.
All classes of degrees definable in E are invariant because automorphisms preserve all lattice-theoretic properties. Thus, in order to show that a class is not definable, it suffices to show that it is not invariant.
To prove Theorem 1.1, we will show that the nonlow degrees are not invariant under automorphisms of E. We actually prove something stronger. It suffices to show that all sets in a certain nonlow degree can be taken by automorphisms to low sets. However, we will show that all sets Turing reducible to a particular nonlow degree can be taken by automorphisms to low sets.
Theorem 1.3. There is a nonlow c.e. set D such that for all c.e. A ≤ T D, there exists a low c.e. set B and an automorphism of E taking A to B.
Theorem 1.1 follows because Theorem 1.3 shows that the nonlow degrees are not invariant.
One technique used in the proof is the Harrington-Soare automorphism method from [4] . However, we will not be able to simply build an automorphism from A to B using only this method, as it does not allow for any restraint to be put on either set A or B. Instead, we must break up the proof into two parts, performed simultaneously. The first is to build a partial automorphism on the complements of A and B, and then to extend it to a full automorphism. The Extension Theorem from [13] does not work here, as we cannot get an effective automorphism. Instead, we modify the Δ 0 3 automorphism method from [4] so that it can act as an extension theorem.
As we will see in §1.3, our set D must be low 2 . In §3, we construct a nonlow c.e. set that is low 2 . While this theorem is already known, it illustrates the technique we will use to prove our main theorem. While we will not specifically make our set D low 2 , the fact that the construction succeeds guarantees that D is low 2 .
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Both the Harrington-Soare Δ 0 3 automorphism construction and the construction of a low 2 set that is nonlow are performed on trees of strategies. We will combine these trees into one tree that will provide the framework for building an automorphism from A to B while guaranteeing that D is nonlow and B is low. In order to combine these two methods, we must make significant changes to both. In §4, we will discuss the methods of the proof in more detail before we begin the formal proof.
1.3. Historical background. We can examine the c.e. sets and degrees by looking at the structure R of the c.e. degrees under Turing reducibility or at the structure E of the c.e. sets under set inclusion. Notice that E forms a lattice with least element ∅ and greatest element ω. Definition 1.4. A class of sets S is definable in E if we can describe S in the language of set inclusion, and a class of sets S is definable in R if we can describe S in the language of Turing reducibility. A class of degrees D is definable in E or R if there is a class of sets S definable in E or R such that D = {deg(W ) | W ∈ S}.
It is natural to ask which jump classes of degrees are definable in the structures E and R. We will discuss the problem for E and refer to R only for comparison. For the structure E, the first progress on this problem came in the form of Martin's Theorem 1.5. We say a c.e. set M is maximal if for every c.e. set W e , either W e ⊆ * M or W e ∪ M = * ω. The property of being a maximal set is latticetheoretic, or definable in E.
Theorem 1.5 (Martin [8]). The high degrees H 1 are exactly the degrees of the maximal sets.
Thus, the high degrees are definable in E. This theorem marked the beginning of investigations as to which jump classes of degrees are definable in E.
It is not difficult to see that the degree 0 is definable in E, as it is the degree of the least element ∅ of the lattice E. In addition, the set of all nonzero degrees is definable in E as the degrees of {A ∈ E | A / ∈ E}. Harrington showed in 1986 (see Soare [15] ) that the degree 0 is definable by finding a definition for the class of creative sets, which is a class of sets known to be complete.
A c.e. set A is called atomless if A is not contained in any maximal set. The atomless sets are clearly a class definable in E.
It is well known that there is a low prompt degree d, so every set A ∈ d can be taken by an automorphism of E to a complete set B. This reconfirms that the low degrees are not invariant, and neither is any other class of degrees that contains the low degrees and does not contain 0 . Thus, every downward closed jump class L n for n ≥ 1 and H n for n ≥ 0 is neither invariant nor definable in E.
The only remaining jump classes in 1996 were the upward closed jump classes L n for n = 1 and n ≥ 3 and H n for n ≥ 2.
Theorem 1.11 (Cholak-Harrington [2]). For n ≥ 2, H n and L n are definable.
This is analogous to the result of Nies, Shore, and Slaman [9] for the c.e. degrees (R, < T ) showing that L n and H n for n ≥ 2 (and, equivalently, their complements) are definable in R.
The only remaining case for the structure E is the class of nonlow degrees, L 1 . We will show that this class differs from all the other upward closed jump classes, as it is the only one that is not definable. For the structure R of c.e. degrees under Turing reducibility, all jump classes are known to be definable except for the class of low degrees, which is still unknown. In both structures E and R, the single jump is more difficult to define than the double jump.
Definitions and notation
We give some basic definitions that will be used throughout this paper. Definitions specific to the automorphism construction will appear in §5.
Let C ⊂ ω. Then C can be viewed as an element of 2 ω by means of its characteristic function. For any set C, node α, or path f , we write C n to denote the initial segment of C of length n and similarly for α n and f n.
Let Φ C e be the e th Turing functional with oracle C. We define the use ϕ
where m is the largest bit of C queried in the computation Φ C e (n) undefined, otherwise.
Let C be a c.e. set with computable enumeration C = s∈ω C s . We write Φ C e (n)[s] to mean Φ C s e,s (n), the result of the Turing functional Φ e with oracle C s on input n, after s steps of computation. Similarly, we write ϕ C e (n) [s] for the use of that computation.
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Let x, y be the standard pairing function from ω 2 to ω. We will also use a, b, c = a, b , c , allowing us to view sets as three-dimensional matrices, where each "row" of the matrix is itself a two-dimensional matrix.
A tree T is a subset of ω <ω such that if α ∈ T , then every initial segment of α is in T . Let [T ] be the set of infinite paths through T , where h is an infinite path through T if h n ∈ T for all n. Let α, β, γ, δ, . . . range over T . Let |α| denote the length of α. Let α β (α ≺ β) denote that string β extends (properly extends) α. Let λ denote the empty string, and α − denote the predecessor of α if α = λ. Let α β denote the concatenation of string α followed by string β. In this paper, we work with trees in ω <ω .
3.
A low 2 nonlow c.e. set D
The existence of a low 2 nonlow 1 c.e. set D follows from the Sacks Jump Theorem [12] but that construction involves a two-stage process, one stage computable in 0 , and is not useful in a computable construction for building automorphisms which we need here. Now we present another construction which will be key for our main theorem. It expands and corrects a sketch by Harrington and Soare [5] functions which could make D low. We will meet for every j the requirement,
This actually ensures the stronger property that D is not semi-low [15, p. 72] , and hence that D is not low. The strategy for P j . We define a set Z j , whose index g(j) is known a priori by the Recursion Theorem, so that
, where g is a computable function. We describe the strategy in terms of a Lachlan game as in Lachlan [7] in which the Blue player (us) and the Red player (the opponent) simultaneously construct c.e. sets.
Step 1a. Initially, Z j = ∅, and Z j ∩ D = ∅. Wait until (if ever) the opponent recognizes this fact by producing a stage t 0 such that ϕ j, t 0 (g(j)) ↓ = 0. Then choose a fresh element Γ
Step 1b. Wait until (if ever) the opponent produces a stage t 1 such that ϕ j, t 1 (g(j))↓ = 1. Then put Γ 3.2.1. The Σ 2 -outcome for the P j strategy. The Σ 2 -outcome is that this process is repeated finitely often. Then ϕ j,t (g(j)) gives the wrong answer for almost every t. Therefore, requirement P j is satisfied. Furthermore, P j appoints at most finitely many witnesses { x 1 < x 2 < . . . < x n }. This will cause only a finite set of injuries to the lower priority negative requirements described below.
3.2.2. The Π 2 -outcome for the P j strategy. The Π 2 -outcome is that this process is repeated infinitely often. Then lim t ϕ j,t (g(j)) [ t ] diverges. Therefore, requirement P j is satisfied because ϕ j (g(j)) fails to give the correct value according to (1) . In this case, the P j strategy enumerates an infinite set { x 1 and the second is the Σ 2 -outcome. To achieve condition (3) we define the following pseudo-requirements:
Let N e be the conjunction, N e = & {N e, y : y ∈ ω}. Of course, we cannot literally satisfy these negative pseudo-requirements N e,y for every e and y or else D would be low because they are exactly the lowness requirements of the low simple set construction in [15, p. 111] . Instead these N e, y are like the pseudo-requirements Q e in the proof of the Sacks Jump Theorem in [15, p. 138] . Attempting to satisfy them causes us to put on a restraint to preserve a computation ψ(y) [ s ] whenever possible. This restraint may be injured infinitely often (but only computably) by a higher priority positive requirement and 0 can discover that injury and can calculate when computations in (5) will no longer be injured and whether Ψ D e (y) converges or not. Therefore, we use (5) to achieve the following:
The left hand side is Π 2 and therefore computable in 0 . The right hand side is Π D 2 -complete. Therefore, D ≤ T 0 and D is low 2 .
3.4. The interference between requirements. We now consider the interference between opposing positive and negative requirements.
3.4.1. One P j versus one N e with j < e. Consider one positive requirement P j and one negative requirement N e where j < e so that P j has higher priority. Our strategy for N e will be split into two parts, one in case P j has the Π 2 -outcome and one in case P j has the Σ 2 -outcome. We say that N e is injured by P j whenever the strategy for P j enumerates a witness
The Σ 2 -outcome for P j . If P j has the Σ 2 outcome and N e is guessing correctly at the number of witnesses it will enumerate in D, then N e can wait until those witnesses have all been enumerated in D before starting its strategy. The Π 2 -outcome for P j . Suppose P j has the Π 2 -outcome and N e is guessing this correctly. Then N e knows that the marker Γ j for P j is moving monotonically to infinity. N e can replace the raw use function ψ e (y) by a modified use function ψ e (y) which is ψ e (y) whenever ψ e (y)[s] < Γ j [s] and undefined otherwise. Any real computation with use ψ e (y) will eventually have this use below Γ j and therefore it will also equal ψ e (y). However, P j will never cause a witness x < ψ e (y) to enter D, so there will never be any injury to the function ψ e (y).
If there are two positive requirements of higher priority, P j and P k for j, k < e, then as the upper boundary for N e we take the minimum of Γ j [s] and Γ k [s] . Again there will be no injury to ψ e (y). This is formalized for the general case in (7) and (8).
3.4.2.
One N e versus one P j with e < j. The Σ 2 -outcome for N e . In the Σ 2 -outcome for N e there is some least y such that Ψ D (y) is undefined. Therefore, by the definition of Ψ e and (5) there will be at most finitely many stages when a new computation ψ e (z) appears for any z and only finitely many times N e wants to impose a new restraint. Whenever this happens, we restart the P j strategy which is therefore restarted (and injured) at most finitely often. The Π 2 -outcome for N e . Even though N e has a higher priority than P j it must guarantee (5) for all y not just for y = e. Therefore, N e cannot simply preserve ψ e (y) with priority N e against all followers x n for P j as in the construction of a low simple set.
The solution is to use the natural ω ranking of all negative pairs e, y against the ω ranking j, n of all positive pairs. P j guesses that ψ e (y) will eventually be defined for all y. When P j is ready to define a new x n it can wait until ψ e (y) [s] is defined for all y with e, y < j, n and can then appoint x n > ψ e (y) [s] for such a y.
Note that the computation ψ e (y) [s] cannot be destroyed at any stage t > s because the witnesses x k , k < n, have already entered D by stage s and x n the first active witness after s exceeds the use. Of course, a computation ψ e (z) may be injured at some stage t > s because it may have become defined after x n was appointed. However, ψ e (z) can be injured by only finitely many witnesses x k and at most once by each. Therefore, the subrequirement N e,y of (5) is met for every y.
But when P j is ready to appoint x n it need only wait for ψ e (y) to be defined for all e, y < j, n which must eventually occur. The fact that x n is ready to be appointed means that all witnesses x k , k < n, have already entered D. Therefore, these computations cannot later change and x n can carry out its strategy as before.
Notice that this argument succeeds only because when we define x n > ψ e (y)[s] we know that ψ e (y)[s] cannot later change and hence that x n can never injure this computation. If we have two or more positive requirements we have to worry that another positive requirement may contribute a follower z < ψ e (y) [s] to D at some later stage t > s which allows ψ e (y) to be redefined so that x n < ψ e (y) [t] . This threatens to allow x n to later enter D and injure the ψ e (y) computation. We address this obstacle in §3.7.
3.5. A tree argument. To complete the proof we convert these strategies into a tree construction as described in [15, Chapter XIV] . Put the empty node λ on T . If α ∈ T and |α| = 2e, then we call α "even" and we associate with α a version of the strategy N e , and put the nodes α 0 and α 1 on T which represent the Π 2 and Σ 2 -outcomes, respectively, of the α strategy. If β ∈ T and |β| = 2i + 1, then we call β "odd" and we associate with β a version of the strategy for P i , and put the outcomes β 0 and β p for all p ≥ 1 on T , representing the Π 2 and all possible Σ 2 -outcomes of the β strategy (β p means a guess of exactly p − 1 β-witnesses enumerated into D). The order of the successor nodes to β will be β 0 on the left, and the others on the right in the order of ω * . The true path f on T and its computable approximation {f s } s∈ω such that f = lim inf s f s will be defined below.
Suppose β ∈ T and |β| = 2j + 1. Then β has an associated witness function Γ But for odd length β of lower priority β α 0, the β witnesses are arranged as for N e in §3.3. That is, such a β can appoint the n th witness, x β n , only after ψ α,s (y) ↓ for all y, α, y ≤ β, n , and must exceed their values. (Here, we identify the nodes of T with their Gödel numbering under some fixed effective numbering of T .) As discussed in §3.7, this is not quite as simple as it sounds. However, as we will see, for each y the computation ψ α,s (y) can be injured at most finitely often,
Finally, Tot
A ≤ T 0 because to determine whether Φ D e is total, we use 0 to compute the node on the true path α = f 2e. Now by N α we know that Ψ e is total if and only if (∀y)(
, which is a Π 2 statement. The ordering of the nodes on the tree is important. Note that the positive requirement nodes follow a different ordering, in that the 0 node is on the left, and the rest of the nodes are in the order of ω * .
<ω . Simultaneously with the construction of D at each stage we define a function f s ∈ T , |f s | = 2s, such that f = lim inf s f s . We say that stage s is an α-stage if α ≺ f s . For each even α ∈ T define the function
Stage s = 0. Define f 0 = λ to be the empty node on T . 
Here β is associated with the strategy for P j described in §3.2. (In particular, we assume a set Z β is being defined whose index g(β) is known a priori, such that W g(β) = Z β , g is the computable function as in §3. 2 Step 1a but adjusted with β in place of j, and that our objective is to arrange that either lim s ϕ j,s (g(β)) diverges, or gives the wrong answer about whether
) ↓ = 0, and there is no β-witness in D s . Let the β-witnesses previously appointed be x
Define y to be the smallest z ∈ D s ∩ ω [β] , where β is identified with its Gödel number, such that Γ β s < z < Λ β s , and the following holds:
The above equation says that we choose a new β-witness y to be bigger than the last β-witness and all γ-witnesses to the left of β, smaller than the higher priority witnesses, and that preserves higher priority restraint functions for the negative requirements. If y exists, then appoint y as the next β-witness, call it x β n , define Γ β s+1 = x β n , and enumerate x β n in Z β,s+1 . Subcase 2. (Like §3. 2 Step 1b) Suppose that ϕ j,s (g(β)) ↓ = 1, Γ β s is defined and equal to some β-witness x β n , and that (14) ( (14) says that for every odd ξ with ξ 0 ≺ β, i.e., for which β is guessing that ξ has the Π 2 outcome of infinitely many witnesses, β must wait until ξ actually puts its witness Γ s = x ξ p into D s+1 during an earlier substage of stage s +1 before β is allowed to simultaneously contribute its own witness at a later substage of stage s + 1.) 3.7. The obstacle. Before we begin the formal verification, we will discuss the primary obstacle in the proof, which was missing from the proof given in [5] . The obstacle appears in proving that along the true path, requirement N α in (9) 
Proof. Fix α = f 2e and fix y ∈ ω. The right to left direction is obvious. For the other direction, assume (
Consider all the finitely many pairs β, n < α, y . Let p be the maximum of |β| for all such β. Choose some odd ξ, such that |ξ| > p, and α 0 ≺ ξ 0 ≺ f . Let t be as in (17) The above arguments show that for any β ≺ ξ or to the right or left of ξ, at stage s 1 , β has no witness that could possibly injure the computation ψ α,s 1 (y). We have also shown that if β, n < α, y , then x β n will not injure the α, y computation. The only remaining case is when ξ ≺ β and β, n > α, y . This is the case discussed in §3.7. We describe it here in detail.
Consider ξ ≺ β. Suppose β, n > α, y and x β n is a witness that exists at stage s 1 . If x β n was appointed when ψ α,t (y) was the same as at stage s 1 , then x β n must be larger than ψ α,s 1 (y), so it will not injure it. However, if x β n was appointed when ψ α,t (y) was smaller than it is at stage s 1 , then at some stage after s 1 , x β n could injure the current computation. Now, the only way for this to happen is for something else to injure the computation before stage s 1 and after x β n has been appointed. The injury could not come from a node γ < L β because that would reset the β-witness. It could not come from a node γ β because by (14) , γ must wait for β to enumerate its witness before enumerating its own. Suppose the injury came from a node γ to the right of β. Then to avoid being reset, x β n must be defined before the γ-witness. Thus, by (13) , γ must have its witness larger than x β n , which means that γ could not have injured the α, y computation. Now, if γ p ≺ β for any p = 0, then by (12) , β must wait for all γ-witnesses to enter D before defining its own witness. If γ 0 ≺ β, then β must choose its witness smaller than the γ-witness, so γ cannot injure the α, y computation. Thus, no β-witness for ξ ≺ β appointed before stage s 1 can possibly injure ψ α,s 1 (y).
Hence, at the end of stage s 1 , the only β-witnesses in existence which have the priority to injure a computation ψ α,t (y) for some t ≥ s 1 are those which are permanently dormant and will never enter D.
Consider any new β-witness x β n appointed after stage 
, and no new witness is appointed less than this value. Hence, (∃k)(∀s
Lemma 3.4. For every j ∈ ω the strategy of node β = f (2j + 1) has satisfied the requirement, 
While we do not use this theorem itself in our proof of Theorem 1.3, we will have the same positive requirements in our theorem, as well as a nearly identical interaction between the positive and negative requirements. In the proof of Theorem 1.3, notice the similarity between Lemma 3.3 above and Lemma 8.8. More directly, Lemma 3.4 appears below with some minor changes as Lemma 8.16.
Proof strategy
As in Theorem 3.1, we will build our c.e. set D on a tree. The positive requirements that make D nonlow are exactly the same as in the theorem above. However, the negative requirements will now be part of the automorphism construction. Our tree will be much more intricate than the tree used in Theorem 3.1 because it will include the entire automorphism construction.
Recall that we are trying to show the following theorem: We will consider the case for a single set A = Ψ D = W i . The theorem follows as explained in §4.7.
4.1. The negative requirements. Let us first examine the special case where D = A. The set B is low, which means that it satisfies a stability property saying that if infinitely many elements enter W e before entering B, then infinitely many elements remain in W e ∩ B. In order to guarantee an automorphism taking A to B, we will need to match the flow of elements into A with a flow of elements into B, so we will need some sort of stability on A to meet the stability of B. However, if we guarantee this stability property on the whole tree, we would in fact have that A was semi-low, which is exactly what the positive requirements are guaranteeing that it is not. What we will actually achieve is stability along the true path only. Because the stability is only along the true path, A will not be semi-low, but will have enough stability to build the automorphism. In Theorem 3.1, this is analogous to the pseudo-requirement of making D low in order to actually achieve that D is just low 2 .
For the general case when A = D, the pseudo-requirement of stability will be the same. However, we cannot restrain elements from A directly, so we will instead restrain D, which will in turn keep the desired elements out of A, via the reduction
4.2. The Harrington-Soare automorphism method. We must build a nonlow set D, a low set B, and an automorphism from A = Ψ D to B. We modify the Harrington-Soare automorphism method as explained below, while simultaneously adding elements to D to ensure that D is nonlow and restraining D to ensure that A is automorphic to B.
Harrington and Soare developed their Δ 0 3 automorphism construction in [4] . The construction is performed on a computable tree. Take the lattice E and quotient out by the ideal of finite sets to get the lattice E * of c.e. sets up to finite difference. Soare [15, page 343] showed that if there is an automorphism of E * taking A to B, then there is one of E as well, so we can work in E * . We first make two lists {U i } i∈ω and {V i } i∈ω of all the c.e. sets up to finite difference. We let U 0 = A. We imagine the U i sets as being on the A-side of the construction, and the V i sets as being on the B-side. We build c.e. sets { U i } i∈ω and { V i } i∈ω such that there is an automorphism taking U i to U i . The inverse of the automorphism will take V i to V i . We define B to be U 0 .
The e-state of an element x tells us which c.e. sets U i and V i , or U i and V i , contain the element x, for all i < e. In order to build an automorphism taking a set A to a set B, it suffices to ensure that the same e-states contain infinitely many elements on each side of the construction.
We build two identical trees, T and T , according to rules that will be explained later. Elements move through the nodes on the trees, starting from the root. If x is at node α or some node δ that extends α on T , then x can be enumerated into the sets U α and V α , where U α = * U e α for some e α ∈ ω such that the coding is invariant over nodes of the same length and similarly for elements on T . The automorphism we build takes U α to U α and V α to V α for all α on the true path, which is Δ 0 3 . We can think of the construction as a game between the Red and Blue players. The Red player (thought of as the opponent) controls the sets U i and V i , and the Blue player (thought of as us) controls U i and V i . The Blue player wins if the sets define an automorphism. In the Harrington-Soare construction of [4] , if Red enumerates an element x at node α into the set A = U 0 , then Blue matches it by enumerating the first available x into B such that x and x are in the same e α -state.
However, in our theorem, we want B to be low, so Blue cannot be allowed to choose any element to put into B. It is problematic if Red enumerates so many elements into A that Blue must either ignore the lowness restraint on B or fail to put enough elements into B to build an automorphism. We must therefore ensure that Red always leaves infinitely many elements from every e-state in A. In other words, we must satisfy the stability property from §4.1, at least along the true path.
4.3. The modified automorphism method. We use a method similar to the Harrington-Soare Δ 0 3 automorphism construction. However, we must make B low, which means that we must have a restraint on B to guarantee stability. In the Harrington-Soare construction of [4] , elements moved among the nodes on two copies of our tree of strategies, corresponding to the A/A and B/B sides of the construction. Now, if we let A have free rein, elements may enter A that will not be matched on the B side due to the restraint on B. We must therefore keep elements in A by somehow restraining A. As we don't control A itself, the only way to do this is to put a restraint on the set D.
In our new construction, we build four identical trees, corresponding to A, A, B, and B. Elements move through the A and B trees until they are enumerated into A or B, when they switch to the corresponding tree. We now must take into account the fact that elements are disappearing from two of the trees and appearing in the others. These mechanics have not appeared before now.
In addition to the nodes on the tree that deal with the automorphism, we must put nodes on the tree corresponding to the positive requirement of making D nonlow. The automorphism nodes themselves act as negative requirement nodes. They tell us which elements we want to restrain to keep out of A.
As mentioned previously, the mechanics of the positive and negative requirements are very similar to those involved in constructing a nonlow c.e. set that is low 2 as in §3.
4.4.
A tree argument for automorphisms. We perform our construction on a tree as in §3.5, but with the addition of automorphism nodes that will also act as negative requirement nodes. We shall define in §6.2 a computable tree T with true path f . If α ∈ T and α a ≺ f , then a is the correct guess at the outcome of α.
For each n ∈ ω there is some m n ∈ ω such that for every α ∈ T of length m n , U α will be a potential candidate for U n and if α ≺ f , then U α = * U n and U α will be the correct candidate for U n . Thus, f will specify the sequence { U f m n } n∈ω which will be the desired sequence { U n } n∈ω and similarly for V n . In a tree construction f is not in general computable but only 0 -computable, so the sequences { U n } n∈ω and { V n } n∈ω will only have a 0 -computable (i.e., Δ 0 3 ) presentation. We say an e-state is well-visited if infinitely many elements enter that state during the construction. An e-state is well-resided if infinitely many elements remain in that state, and emptied if it is well-visited but not well-resided. If α ∈ T and |α| = 5e + j, for 0 < j ≤ 4, then associate with α a version of the automorphism strategy. Each α will have associated sets M α , B α , and R α , where M α is a set of e-states, R α ⊆ M α , and B α ⊆ M α − R α . These represent α's guess at which states are well-visited, states whose emptying is attributed to the Red player, and states whose emptying is attributed to the Blue player, respectively. In addition each α has an associated k α ∈ ω, which represents α's guess at the least element such that no larger element will ever enter a non-well-visited e-state. Further restrictions for which nodes appear on the tree are given in Definition 6.2.
Each of the sets M α , etc., will be divided into two subsets M A α and M A α , depending on whether or not A = U 0 is in each state. We can think of these as being on two different trees, for A and A. In addition, we will have duals M α , etc., corresponding to B and B. As mentioned in §4.3, we will refer to these as four separate, but identical, trees, one corresponding to each of A, A, B, and B.
If β ∈ T and |β| = 5e + 4, then associate with β a version of the strategy for P e , and put the outcomes β 0 and β p for all p ≥ 1 on T , representing the Π 2 outcome and all possible Σ 2 -outcomes of the β-strategy. The nodes below β have order type 1 + ω * with β 0 on the left, and the others to the right arranged in the order of ω * . Note that the nodes guessing at the positive strategy are of length 5e + 5, so these do not conflict with β's own guesses for the automorphism requirements. We also associate β p with M β p = M β , etc. The true path f on T and its computable approximation {f s } s∈ω such that f = lim inf s f s will be defined below.
Suppose β ∈ T and |β| = 5j + 4. Then β has an associated witness function Γ ∈ A, and all nodes β ≺ α will no longer injure the computation.
Making
. We know by Soare [14] that since B is low, L * (B) ∼ = E * , where L * (C) is the lattice of c.e. sets modulo finite difference intersected with the complement of C (this is isomorphic to the lattice of c.e. sets modulo finite difference containing C). The negative requirements stem from the automorphism requirements, which must guarantee that L * (A) ∼ = L * (B). We use a modified version of the automorphism construction in Harrington and Soare [4] . Elements flow through the tree as in that paper, but when they enter A = U 0 , they disappear from the tree (as they switch from the A-tree to the A-tree).
We would like to match the well-resided e-states that do not contain A with the well-resided e-states that do not contain B. However, elements may be falling into A that we cannot match by putting elements into B because B is low. Thus, we need to restrain elements in A so that no well-visited state in M A α is emptied by A alone. In other words, we need stability.
For each k ∈ ω and ν e ∈ M α , we will choose an element y e,k ∈ ν e and restrain D to keep y e,k out of A. This restraint will be the modified use function ψ α (y e,k ) . That is, we want to match the well-visited states that contain A with the well-visited states that contain B. So far we have only discussed keeping elements out of A, but not putting elements into B. We will ensure G α = G α , where To make B low, we will meet the negative requirement:
In addition, we must ensure that no well-visited state is emptied by B. To satisfy this, we will wait for two new elements to come into the state before allowing one of them to enter B.
For the positive requirement, we need to ensure that G α = G α . To do this, we meet: 
be guessing at all positive requirement nodes that α extends. If these guesses are incorrect, then only finitely much activity will occur on T α . The automorphism machinery for e, i will only act at stages when the approximation to the true path goes through α 0. This machinery acts upon the tree T α . This is the tree mentioned in §4. 4 and throughout the rest of the proof, for a fixed e, i, and α.
The ordering of the nodes on the master tree is as follows: height 1 nodes guess at whether W 0 = Φ D 0 , and the next four levels correspond to the first four automorphism requirement nodes on the tree T 0 = T 0,0 , followed by height 6 nodes, which are guesses at the number of witnesses for P 0 . These are followed by the guess for e, i = 1, then the second four automorphism levels of T 0 and the first four automorphism levels of T 1 , and then P 1 . Thus, the space between the P i 's increases as more and more automorphism nodes are added.
In the end, the trees T α will look and act exactly as the tree T in the other sections of this proof with one small difference. Each positive node will need to respect finitely many restraints put on by the finitely many additional T α , for α < L α. As the restraint is finite, this is a negligible change.
To summarize, the addition of multiple A's does not change the theorem except that it adds more nodes to the tree that must obey the same rules. It will cause D to be restrained more. The case for a single e and i is the heart of the problem. We need not refer back to this master tree, as it simply tells us that we may perform the construction for a specific A = W i = Φ D e and that we may weave these constructions together to get the general proof.
An overview of the automorphism machinery
This section, which contains important definitions, is largely taken from the Harrington-Soare Δ 0 3 automorphism paper [4] . The few changes are primarily in differentiating between the A and A parts of the proof.
5.1. Background. As mentioned previously, by [15, page 343] , building an automorphism of E is equivalent to building one of E * , the quotient lattice of E modulo the ideal F of finite sets. To do this we fix two copies of the natural numbers ω and ω. We let variables x, y, . . . (x,ŷ, . . .) range over ω ( ω). Occasionally, we shall specify the definitions and action for only the ω-side, meaning that the ω-side will be entirely dual or simplified in an obvious way. However, there are quite a few differences between the ω and ω sides that were not needed in the Harrington-Soare paper [4] , and we will make these differences explicit.
As mentioned in §4.2, we view the construction of the automorphism Φ as a game between two players in the sense of Lachlan [7] . The Red player produces two standard indexings {U n } n∈ω and {V n } n∈ω of the c.e. sets (up to finite difference), where we view U n as being on the ω-side and V n on the ω-side. The Blue player responds by building c.e. sets { U n } n∈ω on the ω-side and { V n } n∈ω on the ω-side. The condition necessary to show that this correspondence Φ(U n ) = U n and V n = Φ −1 (V n ) is an automorphism is best stated in terms of the following notion of full e-state. We restrict our indexings {U n } n∈ω to those where U 0 = W i = A. Definition 5.1. Given two sequences of c.e. sets {X n } n∈ω and {Y n } n∈ω , define ν(e, x), the full e-state of x with respect to (w.r.t.) {X n } n∈ω and {Y n } n∈ω to be the triple e, σ(e, x), τ (e, x) , where
To see that Φ is an automorphism it suffices to satisfy the requirement, 
Define S α,∞ = {x : α(x) = α} and R α,∞ = {x : α(x) α}. Note that these sets contain all x in either the A-tree or the A-tree. When we need to distinguish between them, we will write them as S A α,s , S A α,s , etc. We shall guarantee that for all α ∈ T , α = λ,
We shall ensure (26) by making x enter S α − before x enters R α . Also x will enter R α at most once (although x may later leave R α ). During the construction in §7 we shall define a computable sequence {f s } s∈ω such that f = lim inf s f s .
If f s < L α for some s ≥ x we say x is α-ineligible at all stages t ≥ s, and we insist that x / ∈ S α,t . Hence, R α,∞ = ∅ for all α with f < L α. Secondly, Y α will be finite for all α < L f . Finally, S α,∞ will be finite for all α. These three facts imply (27). α-states ν(α, x, s) , and lists E α , F α , M α . For conceptual simplicity we do as little action as possible at each node α ∈ T . If |α| ≡ 1 mod 5 (|α| ≡ 2 mod 5), we consider one new U set (V set). If |α| ≡ 3 mod 5 (|α| ≡ 4 mod 5), we consider new α-states ν (ν) which may be non-well-resided on Y α ( Y α ). If |α| ≡ 0 mod 5 we make no new commitments for the automorphism machinery but we instead act for the positive requirements. We shall arrange for all n ∈ ω that for α ≺ f , |α| = 5n + 1 =⇒ U α = * U n , and (28)
The
We let U α and U α (V α and V α ) be undefined if |α| ≡ 1 mod 5 (|α| ≡ 2 mod 5).
We let e α (ê α ) correspond to n in (28) (respectively (29)). Specifically, define e λ = e λ = −1 and if |α| ≡ 1 mod 5, then let e α = e α − + 1, and otherwise let e α = e α − . The construction in §7 will produce a simultaneous computable enumeration U α,s , V α,s , U α,s , V α,s , for α ∈ T and s ∈ ω, of these c.e. sets which we use in the following definition.
Definition 5.4. (i) The α-state of x at stage s, ν(α, x, s), is the triple α, σ(α, x, s), τ (α, x, s) , where
σ(α, x, s) = {e β : β α & e β > e β − & x ∈ U β,s }, τ (α, x, s) = { e β : β α & e β > e β − & x ∈ V β,s }. (ii) The final α-state of x is ν(α, x) = α, σ(α, x), τ (α, x) , where σ(α, x) = lim s σ(α, x, s) and τ (α, x) = lim s τ (α, x,
s).
For each α ∈ T we define the following sets of α-states called lists:
where C is either A or A. We define
We may also define F Note that E α consists of states well-visited by elements x when they first enter R α , and F α those states well-visited while they remain in Y α , so E α ⊆ F α . Note that E A α is the set of all states that are well-visited as entry states by elements that have never been in S α . This excludes entry states that are well-visited only by elements switching from S A α to S A α . However, we will show that in fact these entry states are included, as they will also be well-visited by elements that have not yet been in S α . Each α ∈ T will have an associated list M α which is roughly α's "guess" at the true F α such that if α ≺ f , then M α = F α . For α ≺ f we shall achieve M α = F α by ensuring the following properties of M α :
, and Red causes enumeration of x so that 
During
Step 1 of the construction in §7 we shall promptly pull elements x ∈ Y α − ,s into S α,s+1 in order to ensure
Hence, by (33), (34), and E α ⊆ F α we have
On the ω-side we have dual definitions for the above items by replacing ω, x, U α , V α , A, A by ω, x, U α , V α , B, B, respectively. These dual items will be denoted by ν(α, x, s), S α , R α , Y α , E α , F α , and M α . We write hats over the α-states, e.g. ν 1 = ν(α, x, s), to indicate α-states for elements x ∈ ω. We shall ensure
which implies by (35) that the well-visited α-states on both sides coincide. We also define M A α , etc. when we restrict to the A-tree or the A-tree. Definition 5.5. Given α-states ν 0 = α, σ 0 , τ 0 and ν 1 = α, σ 1 , τ 1 , we have:
) and ν 0 = ν 1 , and similarly for ν 0 < R ν 1 and ν 0 < B ν 1 .
The intuition is that if ν 0 = ν(α, x, s) and ν 0 < R ν 1 (ν 0 < B ν 1 ), then Red (Blue) can enumerate x in the necessary U sets ( V sets) causing ν 1 = ν(α, x, s + 1). For ν 0 and ν 1 the role of σ and τ is reversed because on the ω-side Blue (Red) plays the U sets (V sets), and hence
Definition 5.6. Let β α ∈ T , ν 0 be an α-state ν 0 = α, σ 0 , τ 0 , and C α be a set of α-states. Define (i) ν 0 β = β, σ 1 , τ 1 , where we define σ 1 = σ 0 ∩ {0, . . . , e β } and we define
(ii) ν 1 ν 0 (read "ν 0 extends ν 1 ") if ν 0 β = ν 1 , and
(iv) Given a finite set of α-states, {ν(α, σ i , τ i )} i∈I , we then define i∈I {ν(α, σ i , τ i )} := α, σ, τ , where σ = i∈I σ i , and τ = i∈I τ i . 
Definition 5.7. A node α ∈ T is M-inconsistent if
We shall take action in Step 3 of the construction in §7 to ensure that α is M-consistent if α ≺ f .
5.4.
Well-resided α-states and the lists R α and B α . Define the set of wellresided α-states,
Likewise define K α for the ω-side. To satisfy the automorphism requirement (25) we must show for α ≺ f that
To achieve (39) note that unlike E α and F α of §5.3, K α is Π 
and we allow R α α = ∅ with the intention that for α ≺ f , 
It will be Blue's responsibility to change the α-state of x if ν(α, x, s) ∈ B α and x ∈ R α . However, B α ∩ R α = ∅ so if ν(α, x, s) = ν ∈ R α , then Blue can wait for Red to change the α-state of x to meet (49). That is,
and R-inconsistent otherwise.
By applying (50), Blue will ensure that α is R-consistent for α ≺ f . Now (51), (45), and (37) imply for α ≺ f that
By repeatedly applying (52), Blue can achieve
It is Blue's responsibility to move any x ∈ R α for which ν(α,x, s) =ν 0 ∈ B α to the target stateν 1 = h α (ν 0 ) (and where h is called the target function) so that Blue can achieve
and hence Blue will cause every stateν 0 ∈ B α to be emptied. To achieve (54) on R α it suffices to achieve the following on S γ for each γ α,
We often refer to the dual of (53), which asserts
and which enables us to achieve the dual of (55),
Finally, we have ensured, for all γ ≺ f and all
To check (58) fix γ ≺ f and ν 0 ∈ M γ . By (27) Y γ = * ω, so if the hypothesis of (58) holds, then we can choose b such that
Choose α ≺ f such that α γ, |α| > b and |α| ≡ 3 mod 5. Consider any
α by (44), and hence ν 1 ∈ R α by (40).
Equations (45), (49), (54), (58) and their duals guarantee (39), as long as the well-visited α-states are equal as well.
5.5. Verifying the automorphism requirement. We shall arrange that lim α≺f e α = ∞. By (28) and (29) the sets {U α } α≺f and {V α } α≺f constitute skeletons for {W n } n∈ω . By (35), its dual, and (36) we know that the well-visited α-states on the ω-side and ω-side coincide. By (39) the well-resided α-states also coincide, so (25) is satisfied. The construction in §7 and verification in §8 will demonstrate that the equations of §5.2, §5.3, and §5.4 are satisfied. First we need a few more definitions.
The tree and the true path
In this section, we define the tree of strategies and the true path f through the tree.
6.1. The well-visited states and F + β . In §4. 4 we said that every α ∈ T would have an associated set M α such that M α = F α if α ≺ f . However, although this is the property we want M α to have, we cannot simply define M α to be α's guess at F α because that definition would be circular. Rather we must define here a certain set F + β which depends only on β, and then let M α be α's guess at F
Fix α ∈ T such that e α > e β for β = α − . Define the c.e. set Z e α = s Z e α ,s , where
Define the α-state function ν + (α, x, s) exactly as for ν(α, x, s) in Definition 5.4 but with Z e α ,s in place of U α,s . Define
If e α > e β we also define F 
Define k + β using the dual of (63). Now we can define F 
then we say that α is provably incorrect at all stages t ≥ s and we ensure that α ≺ f .
6.2.
The definition of the tree T .
Definition 6.1. We say that α ∈ T is consistent if α is M-consistent (Definition 5.7) and R-consistent (Definition 5.8).
Note that by clause (i) in the following Definition 6.2 of T ,
We shall show that if α ≺ f , then α is consistent, and therefore lim α≺f e α = ∞, so the argument of §5.5 applies.
Definition 6.2. Put λ ∈ T and define
These nodes correspond to the positive requirement, so they are also associated with either a 0 representing the Π 2 -outcome, or any p ∈ ω, p > 0, representing the Σ 2 -outcomes. These latter have the ω * -ordering, with 0 the leftmost node and 1 the rightmost.
In addition, each α ∈ T has associated dual sets M α , R α , and B α , which are determined from M α , B α , and R α , by (36), (46), and (45), respectively. Also α has associated integers e α and e α (depending only on |α|) as defined at the beginning of §5.3. (We identify the finite object M α , R α , B α , k α with an integer under some effective coding, so we may regard T ⊆ ω <ω .) For M α ⊃ M α , where |α| = |α |, we order the nodes so that α < L α and similarly for R α and B α . We also ensure that if k α < k α , then α < L α . Definition 6.3. The true path f ∈ [T ] is defined by induction on n. We define f 1 to be the node ρ of length 1 such that M ρ contains all possible ρ-states and k ρ = 0. Note there are exactly two states in M ρ , the state containing U ρ = * A and the state that does not contain U ρ . For M α , the two states correspond to the one containing U ρ = B and the one that does not. When we refer to B s , we are actually referring to U ρ,s . The approximation of the true path f s will go through ρ for all s.
Let β = f n be consistent. Then f (n + 1) is the < L -least α ∈ T , α β, of length m = n + 1 such that:
(i) For m = 5e, f (n) = 0 if β appoints infinitely many witnesses, and
(vi) unless otherwise specified in (i)-(iv), M α , R α , B α , and k α take the values M β , R β , B β , and k β , respectively.
For a consistent β = f n, note that F + β is just a finite set of states and k + β is an integer, so clearly α exists. We shall prove that if α ≺ f , then α is consistent, so the true path f exists and is infinite. Note that each of the conditions in Definition 6.3 is Π 0 2 . A computable approximation to the true path, the limit inferior of which will be the true path itself, is given along with the D-Module in the next section.
The construction
Let T be the tree defined in §6.2. We simultaneously construct D and the sets U α , U α , V α , V α . At each stage we also define a function f s ∈ T , |f s | = 2s, such that f = lim inf s f s . We say that stage s is an α-stage if α ≺ f s . 7.1. Order of the construction. We can think of our construction happening on four identical trees, corresponding to A, B, A, and B. Every x ∈ ω begins on the A tree and moves through the nodes. If x ∈ A, it will eventually move from the A tree to the A tree. This happens for eachx ∈ω for the B side as well.
In the following construction, Steps 1-5 are for the A tree. For the A tree, the Step 1-5 construction is exactly the construction in the Harrington-Soare paper, except without distinguishing between S 0 and S 1 . Similarly, Steps 1 − 5, which apply to the B and B trees are also as in the Harrington-Soare construction in [4] , except with the addition of switching elements from the B tree to the B tree. These steps are identical (or dual) to the Steps 1-5 mentioned here, except that any mention of keeping elements out of A, such as in (1.8), is omitted.
At the beginning of each stage s, we perform one of Steps 1-5 of the A or A tree construction if any applies. If no step can act, we perform one of Steps 1 − 5 for the B and B trees. Regardless of whether we performed any of these steps, we continue to Step B and the D-Module. If none of the Steps 1-5 or 1 − 5 has acted on any of the four trees, we proceed to Step 6 after performing Step B and the D-Module.
Step 6 applies to all four trees. 7.2. The automorphism construction. We perform the automorphism construction as in the Δ 0 3 paper, with some important changes. We switch elements x from the A tree to the A tree under Step 4 when they enter A = W i . Let
To initialize node α means: to remove every x ∈ S α,s ( x ∈ S α,s ), and put x in S β ( x in S β ) for β = α ∩ f s+1 (where α ∩ δ denotes the longest γ such that γ α and γ δ).
We present in the next section Steps 1-5 for the construction and a final Step 6 at which we define f s+1 . These properties will produce the automorphism.
Besides adding the D and B constructions, we must also make some changes to the old automorphism construction. The primary difference between this construction and the Harrington-Soare construction of [4] is that we now must only allow elements to move in the A tree if they appear to be in A. Each of Steps 1-5 now requires that the element in question x must satisfy the condition that
This condition says that D believes x is in A. This condition is actually only important for Step 1, but we must impose it on all steps because otherwise, another step, such as Step 3, could empty out a state before Step 1 has the ability to pull elements from that state down to the next node. By requiring that all steps wait for elements to appear to be in A, Step 1 will have priority over the other steps.
Note that in order to ensure that Step 3 can act, we allow it to go immediately after Step 1, so that elements pulled into S α by Step 1 will still appear to be in A when Step 3 acts. Otherwise, Step 3 may never have the ability to act. We only allow Step 3 to act in this way for half of the elements pulled into a state by Step 1, ensuring that the state is not prematurely emptied. Let B 0 = ∅, and define δ 0 = λ, the empty node on T .
Stage s + 1. Find the least n < 6 such that
Step n applies to some x ∈ Y α,s , and perform the indicated action. This can apply to either the A or A trees. If there is no such n, then likewise find the least n < 6 such that
Step n applies to some x ∈ Y α,s , and perform the indicated action. This can apply to either the B or B trees. ( 
If the lists are not both α-marked, then let m(α, s
(Note that after each application of Step 6, the other Steps 1-5 and Steps 1 − 5 can apply only finitely often until the next application of Step 6 as we prove in Lemma 8.7.) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
The verification
We now verify that this construction establishes the theorem. Many of the lemmas in this section are similar to lemmas in [4] . The most significant and important new or altered lemmas are Lemma 8.8 and Lemma 8.9, which contain the key elements of combining the automorphism construction with the construction of a nonlow set. Lemma 8.12 also has important changes.
First define the true path f of the construction by induction on e. Let f 0 = λ, the empty node. Given β = f 5e define f (5e) = 0 if β appoints infinitely many β-witnesses and f (5e) = p + 1 if p β-witnesses are ever enumerated into D. For α = f n, where n = 5e, define f (n) as in the automorphism construction in Harrington-Soare [4] . Proof. This follows directly from the construction. Proof. We know that A is infinite and co-infinite, so there are infinitely many elements x such that ν + (λ, x, s) will contain U 0 and infinitely many that will not, and will appear to D not to contain U 0 . Thus, F + λ contains both possible states. Because of this, it is easy to see that k + λ must be 0, as it is not possible for any element to be in a state that is not well-visited, since both states are well-visited.
The lemmas of motion, Y α , and α(x, s).
We now verify the properties we stated in the three subsections §5.2, §5.3, and §5.4. For each lemma there are obvious dual lemmas with similar proofs unless we state and prove the dual explicitly.
Lemma 8.4. For all
Step 6B, R α,s = ∅. Now x is γ-ineligible for all t ≥ s and all γ α, so x / ∈ S γ,t and hence x / ∈ R α,t by (1.3) and (2.3). (ii) Suppose x ∈ R α,s+1 − R α,s and x ∈ R α,t − R α,t+1 for some t > s. Then x < s by Step 6C. Hence, by Lemma 8.1(ii) at stage t + 1 either: (1) Step 6B applies to α and x, or (2) Step 1 applies to δ and x for some δ < L α, δ = α(x, t + 1). If (1), then f s+1 < L α, so x is γ-ineligible at all stages v ≥ t + 1 and all γ α, and x can never reenter R α because of (1.3) and (2. ( 
Step 1 γ and x cannot be removed from R α by Step 6B, so x must remain in R γ,t for all t ≥ s or else be enumerated into A if it has not already been. Step 6B. Also by induction on t ≥ s, if δ k = α(x, t) and
Step 2 must have applied to δ k and x at stage t + 1 since Step 6B cannot apply to x after stage v γ . But there is no infinite sequence {δ 0 , δ 1 , . . .} such that for all k, δ k+1 < L δ k or δ k+1 δ k , where x still satisfies (1.2) and (2.2).
(
where this union is defined as in Definition 5.6(iv). (ii)
Step 6 cannot apply at stage t if the hypotheses for some Steps 1-5 (Steps 1-5) are satisfied because the latter steps are performed before Step 6 by the basic construction in §7. Choose could injure the current computation. Now, the only way for this to happen is for something else to injure the computation before stage s 3 and after x β n has been appointed. The injury could not come from a node γ < L β because that would reset the β-witness. It could not come from a node γ β because by (73), γ must wait for β to enumerate its witness before enumerating its own. Suppose the injury came from a node γ to the right of β. Then to avoid the γ-witness being reset, x β n must be defined before the γ-witness. Thus, by (72), γ must have its witness larger than x β n , which means that γ could not have injured the α, y computation. Now, if γ p ≺ β for any p = 0, then by (71), β must wait for all γ-witnesses to enter D before defining its own witness. If γ 0 ≺ β, then by (72), β must choose its witness smaller than the γ-witness, so γ cannot injure the α, y computation. Thus, no β-witness for ξ ≺ β appointed before stage s 1 can possibly injure ψ α,s 3 (y 
By the choice of s 1 almost every such x also satisfies (1.1)-(1.8). Thus, some such x is moved to S α under Step 1 at some stage s + 1 > s 1 and the entry α, ν 1 is then marked, contrary to hypothesis. Suppose e α = e β . Now ν 1 ∈ M α , so ν 1 β ∈ M β . By the induction hypothesis,
. By the choice of s 1 almost every such x also satisfies (1.1)-(1.8). Thus, some such x is moved to S α under Step 1 at some stage s + 1 > s 1 and the entry α, ν 1 is then marked, contrary to hypothesis. 
Proof. By Lemma 8.7(i),
Step 6C must eventually put every element x ∈ ω into Y λ . By induction we may assume A and be moved to S α by Step 2. By Lemma 8.5(iv) almost every such x ∈ A will remain in R α forever.
Proof. Let α ≺ f and β = α − . Assume for a contradiction that α is not Mconsistent. Then e α > e β and there
By ( Choose any such x and s > v α . At the end of Step 1, Step 3 will act and enumerate x into such sets that ν(α, x, s + 1) = ν 1 . Thus, α is provably incorrect at all stages v > s + 1, so α ≺ f .
Proof. Fix α ≺ f , and let β = α − . Now (i) holds by the definitions of M α and M α . Assume (ii) and (iii) for β. We know E α ⊆ F α by their definitions, and M α ⊆ E α by Lemma 8.9. Thus, to prove (ii) (and (iii)) it suffices to prove F α ⊆ M α (and F α ⊆ M α ). Induct on α. Suppose the theorem holds for all β ≺ α. By the inductive hypothesis, ν 1 β ∈ F β ⊂ M β . As in Lemma 8.9 (iv), infinitely many of these x values stay in A forever, and appear to be in A from the moment they enter S Suppose ϕ j,s (g(β)) ↓ = 0 for all s ≥ s 0 for some s 0 . Since β ≺ f there is some stage s 1 > s 0 after which β is never P-initialized as in Subcase 3 of the D-Module because if ψ γ (x) is ever defined for γ < L β after the true path permanently leaves γ, all witnesses to the right of γ get reset to prevent injury, so ψ γ (x) will never be redefined. Also for all α, α β, α guesses correctly at the well-visited states, and by Lemma 8.9, for each e ∈ M α and each k, y Let s 0 be the least s such that for all α, x, e ≤ i, α, x, e has either been removed from the list Λ already or will never be removed from the list (this can happen if it is never added to the list, or if it is added but never matched). Since each α, x, e can enter Λ only once, then after stage s 0 , no y will enter B in order to match α, x, e . Let s > s 0 be some stage with Φ A ≤ T D can be taken to a low set B by an automorphism of E. In particular, every c.e. set A of the same degree as D is automorphic to a low set B. Thus, the nonlow degrees cannot be invariant, and so cannot be definable. This completes the proof of Theorem 1.3. The nonlow degrees are the only upward closed jump class that is not definable.
