Introduction.
In the course of their recent investigations into the effect of rounding-off errors in long computations, Goldstine and von Neumann1 have considered the probability distribution of the bound of a matrix, or the length of a vector, whose elements are independent random variables. In the case where each element is the sum of one or more (elementary) rounding-off errors they presume that it has a cumulative distribution function (c.d.f.) of the type Vk(x/b), where Vi(t) corresponds to the uniform (or "rectangular") distribution on the interval -l/2<t<l/2, and Vk(t) is its ¿-fold convolution, that is, (1 • 1) Vk(t) = Vk-i(t) * Vi(t) (k = 2,3,---), *(0 =-e-^2du, is much more manageable analytically: Goldstine and von Neumann dispose of this case first and then reduce the former case to it by means of a "fundamental lemma,"2 in which they compare the distributions in the two cases of a function <p(w) of a vector w = (wi, w2, ■ ■ • , wm)-The main object of the present paper is to simplify and strengthen this lemma, so as to yield Theorem 1 below, which enables us somewhat to improve the numerical estimates they obtained.
We shall say that a function <p(w) of a vector w is convex when for any w and w' we have 2<b(w+w')=<p(2w)+<p(2w'), and that it is even when <f>( -w)= <p(w). 
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where pi is a constant depending upon I for which we have3
(1.8) pi = (6/tt)1'2 < 1.382, 1 < pi = p2 < 1.0707 (1^2).
For comparison we note that in their lemma Goldstine and von Neumann required <f>(w) to be positively homogeneous and bounded by l,4 as well as continuous and convex, and that they established (for any t > 0) the inequality6
which is clearly weaker than (1.6), under the proviso a^(l+l)ll2b/2, which is more restrictive than (1.7). The improvements in their application of the lemma that result when we replace it by Theorem 1 will be summarized in § §6 and 7 below.
Theorem 1 is not in general "best possible." However, it will appear at the end of §4 that in the special case where lm = l>2 (m = i,2, ■ ■ ■ , ilf),and6 (1.9) |w|-+0 as 0(w)-»O, we can only have (1.6) holding for small values of t if <r'èb(l/12)112, that is, if am has as great a variance as hm; in view of (1.8) this means that there is only a margin for possible improvement of about 7% when l>2.
3 Actually, pi<pj (l>2), as was stated in the abstract of this paper, but the proof of this refinement will be merely indicated (in §5).
4 That is, <j>(sw) = \s\ -<t>(w) for every real s, and <t>(w)£l when |w| 3¡1; see [3, (8 2. Definitions and outline of the argument. We shall say that a probability distribution with c.d.f. F(x) is more peaked about 0 than one with c.d.f.7 G(x) when
This implies that when the densities at x = 0 exist we have
When the distributions are either (i) symmetrical about 0, or (ii) confined to (0, «>), we may replace (2.1) by
in these cases we shall say that F(x) majorizes* G(x). We note that the distributions with c.d.f.'s of type Vk(x/b) and $(x/a), concerned in the hypotheses of Theorem 1, fall under case (i), while the distributions of <p(h) and d>(a) in its conclusion fall under case (ii). Theorem 2. Let ui, u2, • • • , Um be independent random variables with unimodal absolutely continuous distributions symmetrical about 0, and similarly for Vi, v2, ■ ■ ■ , vm. Then a necessary and sufficient condition for the distribution of <b(u) to be more peaked about 0 than that of <b(v), that is,
for every function cb(w) satisfying (1.5), is that the distribution of um should be more peaked about 0 than that of vm (m = l, 2,
The sufficiency part of this theorem is covered by Birnbaum's work9 when <b(w)^\wi+w2+
• • -+wm\ ; we shall refer to this case as Birnbaum's theorem. Theorem 2 will be proved in §4 below. ' Or, alternatively, when F(x) and G(x) are absolutely continuous, that the density F\x) is more peaked about 0 than G'(ac).
8 For a discrete analogue see [4, p. 45 ].
In virtue of Theorem 2 we can establish Theorem 1 by proving that, subject to a suitable choice of a, the distribution with c. It remains only to show that we can choose a so as to make
since then we shall have Vim(x/b) majorizing i>(x/o-) a fortiori when /m=7. Both sides of (2.5) increase strictly and continuously, from 1/2 at x = 0, up to 1; hence this inequality is equivalent to 11 We could also have obtained (2.7) as a special case of (2.2).
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We have thus obtained (2.9) pi è pi = (6/t)1'2 < 1.382 (/Al).
This crude upper bound for pi (l> 1) will be improved in §5 by means of a similar argument based on evaluations of p2 and p3; we shall then have completed (1.8) in Theorem 1.
3. Lemmas on cross-sections of convex regions. We shall say that a function of t is symmetrically decreasing when it is an even function of t and decreases as 111 increases ; we note that a unimodal probability distribution symmetrical about 0 has a symmetrically decreasing density. Then s(t) is symmetrically decreasing.
We write pm(xm) = -fm(xm) for the probability density of xm; then pm(xm) is symmetrically decreasing and clearly tends to 0 as |xm| -»oo. Hence •/I*J#-1
Í.
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But when |/| ^T, the inner (M-l)-fold integral here is the crosssectional hyperarea by the hyperplane xm = / of the region CUt, where Ut denotes the rectangular region |xi| ^«i, • • -, |xm-i| Um-i, I Xm\ á T. Now CUt is clearly convex, symmetrical about the origin, and bounded. Hence, by Lemma 1, the inner integral, and therefore also s(t), is symmetrically decreasing for |/| ^T. Moreover, since T is arbitrary, this restriction upon / may be dropped. 4 . Generalization of Birnbaum's theorem. We start with a preliminary theorem. to hold for every convex region C symmetrical about the origin is that the density pm(t) of um should be more peaked about 0 than the density qm(t) of vm, that is, In proving sufficiency we need only deal with the case when qm is distinct from pm for only one value of m, since the proof can then be completed by induction. Suppose, for definiteness, that pm(t) =qm(t) (»w-1,2, • • • , M-1), whilePM(t) ^QM(t) for Z^O. We have, using (3.1) above and integrating by parts, 
We have used here the evenness of pm(t) and qm(t) and the symmetrically decreasing character of s(t), the latter resulting from Lemma 2 and implying that -s(t) is increasing for t = 0; we have used also the hypothesis (4.2) for m = M.
For the necessity we have merely to take for C the region where the wth coordinate does not exceed t in absolute value, and we get Pm(t)-Pm(-t)tQm(t)-Qm (-t) for t = 0, that is, the distribution of um is more peaked about 0 than that of vm, as required.
Proof of Theorem 2. We note first that the conditions (1.5) upon <p imply Remark. For a fixed <j> satisfying the additional condition (1.9) the relation (2.4) implies the following relation between densities at the origin: It can be shown13 that the right-hand side does not exceed (Z/12)1'2, except when 1 = 2, so that for 1^2 we must have o"/A^(//12)1/2 if (1.6) is to hold in the special case considered.
5. Normal distributions less peaked about 0 than the /-fold rectangular distribution. In virtue of (2.5), (2.6), and (2.8) the normal distributions we require are those with variances a2 not less than of=p2A2//12. The following lemma gives some numerical information about pi, especially when / is small, and it covers (1.8) in Theorem 1.
When / is large, the inequality 2/(p? -1) ^ (In /) +0.4212 -(2/)_1 gives better results, but its proof is beyond the scope of the present paper. 13 The proof can be effected easily when I is odd by using the characteristic functions (for the relations between which cf. [6, p. 305, Ex. 6]), and with somewhat more trouble when / is even but greater than 2. Lastly, the inequality in (5.5) is equivalent to (2.7) above, and the equality results from (5.7). We remark that, by (5.2), we have equality throughout (5.5) when / = 1 and 1 = 3, but16 not when 1 = 2. Then for the bound \h\ of H we have
14 Note that, for 1/2 ¿,y ¿3/2, S(y) has the same sign as [(3-2y)/6x '2] -exp ( -9iry2/32), which is easily shown to be decreasing and thus can change sign only once. 15 It can be verified that p4á3/8I/2<1.07<P2 by arguments like those used in evaluating p3. Hence pi<p2 (l>2).
" It can be verified that 2 = 4 is also a case of inequality.
It is easily verified that, for »j^lO, (6.3) is stronger than (6.5), and (6.4) than (6.6).
7. Numerical results connected with the inverting of a matrix. We proceed to summarize numerical improvements obtainable in the results of Goldstine and von Neumann's Chapter IX [3, pp. 199-202] when (6.3) and (6.4) above are used instead of their (8.32) (see (6.5) and (6.6) above). The major change is a reduction in the probabilities of the neglected cases from at worst about 0.1% to at worst about 0.01%; also, in the remaining cases the estimates of error are reduced to at most 7/16 of their former values. In fact, subject to the standing assumption that » = 10, we have from (6.3) and (6.4), with at least 99.99% probability in each case, (9.12), second parts of (9.15) and (9.15i), (9.16), (9.16i), (9.17), (9.17i), and (9.19)] can therefore all be reduced to 7/16 of their values, while those in [3, (9.18 ) and (9.18')] can be multiplied by (16/7)1'2 and those in [3, (9.18"), (9.19.a), (9.19.b), and (9.19.c)] by (16/7)1". In particular, the coefficients 114 and 293 in the main error estimates, [3, (9.16 ) and (9.16i)], can be replaced by 50 and 129, respectively.
