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1. Introduction
Consider the linear discrete time-varying system
x(n + 1) = A(n)x(n), n 0 (1)
where (A(n))n∈N is a bounded sequence of invertible s-by-s real matrices. By ‖‖ we denote the
Euclidean norm in Rs and the induced operator norm. The transition matrix is deﬁned as
A(m, k) = A(m − 1) · · · A(k)
for m > k and A(m,m) = I, where I is the identity matrix. For an initial condition x0, the solution of
(1) is denoted by x(n, x0) so
x(n, x0) = A(n, 0)x0.
Let a = (a(n))n∈N be a sequence of real numbers. The number (or the symbol ±∞) deﬁned as
λ(a) = lim sup 1
n
n→∞
ln |a(n)|
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is called the characteristic exponent of the sequence (a(n))n∈N . For x0 ∈ Rs with x0 /= 0, the Lyapunov
exponent λ(x0) of (1) is deﬁned as the characteristic exponent of (‖x(n, x0)‖)n∈N , that is
λ(x0) = lim sup 1
n
n→∞
ln ‖x(n, x0)‖ .
In the case of a sequence of matrices  = ((n))n∈N we deﬁne the characteristic exponent λ() as
the characteristic exponent of (‖(n)‖)n∈N .
It is well known [3] that the set of all Lyapunov exponents of system (1) contains atmost s elements,
say −∞ λ1(A) < λ2(A) < · · · < λr(A) < ∞ and the set {λ1, λ2, . . . , λr} is called the spectrum of
(1). Thegreatest and the smallest exponentof (1)wewill denoteλg(A)andλs(A), respectively. Together
with (1) we consider the following perturbed system
z(n + 1) = (A(n) + (n)) z(n), (2)
where ((n))n∈N is a sequence of s-by-s real matrices from a certain classM. Under the inﬂuence
of the perturbation ((n))n∈N , the characteristic exponents of (1) vary, in general, discontinuously.
It is possible that a ﬁnite shift of the characteristic exponents of the original system (1) corresponds
to an arbitrarily small sup ‖(n)‖. In particular, it is possible for an exponentially stable system to
be perturbed by an exponentially decreasing perturbation and the resulting system is not stable. An
example which illustrates this situation is given in [6]. The quantity
Λ(M) = sup {λg(A + ) :  ∈M}
is referred to as the maximal upper movability boundary of the higher exponent of (2) with perturba-
tion in the classM. In the paper we will consider exponentially small perturbations.
The determination of themovability boundary of the higher exponent under various perturbations
is one of important problems of themodern theory of characteristic exponents. This problem has been
solved for continuous-time systems for many classesM. For example, upper bound for the higher
exponent of (2) under small perturbations, the so-called central exponent (A), was constructed in
[5, p. 114]. The attainability of this estimate was proved in [11] with the use of the classical rotation
method. This problemwas solved in [7,8] for linear systemswith perturbations decreasing at inﬁnity at
various rates and in [2] for linear systems with perturbations determined by integral conditions. Later
in [9,10] perturbations inﬁnitesimal in mean with a weight function have been investigated. Similar
problems for discrete-time systems have been investigated in [6].
In this paper we introduce the notion and properties of exponential exponents. We will study the
properties of the spectrumand the relationswith the exponential exponents, and the inﬂuenceof these
objects on how the exponents vary when passing from (1) to (2). According to the authors knowledge,
exponential exponents of difference equations has not yet been investigated.
2. Exponential exponents
In this paper,M is deﬁned to be the class of perturbations
M = {((n))n∈N : λ() < 0}.
Deﬁnition 1. Bounded sequences (r(n))n∈N and (R(n))n∈N are said to be lower and upper sequences
for (1), respectively, if for every ε > 0 there are constants dr,ε and DR,ε such that for all natural
m, k, m k we have
dr,ε exp
⎛
⎝
m−1∑
i=k
r(i) − εk
⎞
⎠ ‖A(m, k)‖DR,ε exp
⎛
⎝
m−1∑
i=k
R(i) + εk
⎞
⎠ . (3)
The numbers
∇(A) = inf
R
⎛
⎝lim sup
n→∞
1
n
n−1∑
i=0
R(i)
⎞
⎠ , (A) = sup
r
⎛
⎝lim inf
n→∞
1
n
n−1∑
i=0
r(i)
⎞
⎠
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are called the upper exponential exponent and the lower exponential exponent of system (1). Here
the inﬁmum is taken over the set of all upper sequences whereas the supremum is taken over the set
of all lower sequences. We will denote by L(A) and U(A) the set of all lower and upper sequences of
(1), respectively.
Because system (1) is uniquely deﬁned by the sequence (A(n))n∈N we will also talk about lower
and upper sequences and lower exponential exponent and upper exponential exponent of sequence
(A(n))n∈N . The following relations between the exponential and Lyapunov exponents immediately
follow from the deﬁnition:
∇(A) λ1 (A) λr (A)(A).
The dual or adjoint equation to (1) is deﬁned to be
y(n + 1) = B(n)y(n), n 0, (4)
where B(n) = (AT (n))−1 and AT denotes the transpose of A. The transition matrix of the dual system
is given by
B(m, k) = B(m − 1) · · · B(k)
for m > k and B(m,m) = I. It appears that the lower exponential exponent does not require special
consideration since the problem can be reduced to the investigation of upper exponential exponent
for the adjoint system. This is the content of the next theorem.
Theorem 1. The lower exponential exponent of (1) is equal to the upper exponential exponent of the adjoint
system (4) taken with the opposite sign.
Proof. By the deﬁnition of adjoint system we have
A(m, k) =
(
B(m, k)−1
)T
.
Therefore the estimate
dR,ε exp
⎛
⎝
m−1∑
i=k
r(i) − εk
⎞
⎠ ‖A(m, k)‖
implies
‖B(m, k)‖ 1
dR,ε
exp
⎛
⎝
m−1∑
i=k
−r(i) + εk
⎞
⎠
and the latter implies our statement. 
Now we show that under the condition that λ() < 0, the exponential exponents of (1) and (2)
coincides.
Theorem 2. If λ() < 0 then L(A) = L(A + ), U(A) = U(A + ) and in particular ∇(A) = ∇(A +
) and (A) = (A + ).
In the proof of this theorem we will use the following version of the discrete Gronwall’s inequal-
ity [1].
Theorem 3. Suppose that for twosequencesu(n)and f (n), n = m,m + 1, . . .ofnonnegative realnumbers
the following inequality
u(n) p + q
n−1∑
i=m
u(i)f (i)
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holds for certain p, q ∈ R and all n = m,m + 1, . . . , then
u(n) p
n−1∏
i=m
(1 + qf (i)) (5)
for all n = m,m + 1, . . . .
Proof. Denote by C(n, m) the transition matrix of (2) and consider an upper sequence R(n) for (1). We
show that it is also an upper sequence for (2). For the transition matrix C(n, m) we have
C(n, m) = A(n, m) +
n−1∑
i=m
A(n, i + 1)(i)C(i, m)
and therefore
‖C(n, m)‖ ‖A(n, m)‖ +
n−1∑
i=m
‖A(n, i + 1)‖ ‖(i)‖ ‖C(i, m)‖ .
Fix an ε > 0 such that
ε < −λ() (6)
and estimate ‖A(n, i)‖ according to (3). Then
‖C(n, m)‖DR,ε exp
⎛
⎝
n−1∑
i=m
R(i) + mε
⎞
⎠
+
n−1∑
i=m
DR,ε exp
⎛
⎝
n−1∑
j=i+1
R(j) + (i + 1) ε
⎞
⎠ ‖(i)‖ ‖C(i, m)‖
or
‖C(n, m)‖ exp
⎛
⎝−
n−1∑
i=m
R(i) − mε
⎞
⎠
 DR,ε + DR,ε
n−1∑
i=m
‖C(i, m)‖ exp
⎛
⎝−
i−1∑
j=m
R(j) − mε
⎞
⎠ ‖(i)‖ exp (−R(i) + (i + 1) ε) .
By the Gronwall’s inequality (5) with
u(i) = ‖C(i, m)‖ exp
⎛
⎝−
i−1∑
j=m
(R(j) + mε)
⎞
⎠ ,
p = DR,ε , q = DR,ε , f (i) = ‖(i)‖ exp (−R(i) + (i + 1) ε)
we get
‖C(n, m)‖ exp
⎛
⎝−
n−1∑
i=m
R(i) − mε
⎞
⎠DR,ε
n−1∏
i=m
(
1 + DR,ε ‖(i)‖ exp (−R(i) + (i + 1) ε))
and
‖C(n, m)‖DR,ε exp (mε)
n−1∏
i=m
(
exp (R(i)) + DR,ε ‖(i)‖ exp ((i + 1) ε)) . (7)
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By the boundedness of R(n) there exist ε1 > 0 and C > 0 such that
n−1∏
i=m
(
exp (R(i)) + DR,ε/2ε1) C exp
⎛
⎝
n−1∑
i=m
R(i) + δ
⎞
⎠ ,
for all natural numbers n > m and all δ > 0. By (6) there exists a positive integer N such that for all
n > N
‖(i)‖ exp ((i + 1) ε) < ε1.
By the last two inequalities we obtain from (7) that for all n > m > N the following holds
‖C(n, m)‖DR,εC exp
⎛
⎝
n−1∑
i=m
R(i) + mε + δ
⎞
⎠ .
Increasing if necessary the constant C, we conclude that R(n) is the upper function for (2) because
δ > 0 is arbitrary. Changing the roles of systems (1) and (2) in the above arguments, we come to the
conclusion that an upper function for (2) is also an upper function for (1). Thus, the sets of upper
functions of these systems coincide; hence the upper exponential exponents also coincide. For the
lower functions and lower exponential exponents, the arguments are carried out by passing to the
adjoin system. 
For a sequence of perturbation matrices  = ((n))n∈N , we deﬁne λg(A + ) and λs(A + ) as
the greatest and smallest Lyapunov exponent of (2), respectively. Moreover for δ > 0 deﬁne
Λδ = sup
λ()<δ
λg (A + ) and λδ = inf
λ()<δ
λs (A + ) .
Because the functions Λδ and λδ (considered as functions of δ > 0) are nondecreasing and nonin-
creasing, respectively, the following limits
lim
δ→0−
Λδ and lim
δ→0−
λδ
exist and are equal to
sup
λ()<0
λg (A + ) and inf
λ()<0
λs (A + ) ,
respectively.
Theorem 4. The following inequalities hold
sup
λ()<0
λg (A + )∇(A) and inf
λ()<0
λs (A + )(A).
Proof. By Theorem 1 it is enough to show the case of the upper exponential exponent. In that end, we
show that for every ε > 0, there exists δ > 0 such that
λg (A + )∇(A) + ε
for all perturbation matrices  = ((n))n∈N satisfying λ() < δ. Fix an upper sequence R(n) such
that
lim sup
n→∞
1
n
n−1∑
i=0
R(i)∇(A) + ε
2
, (8)
and denote C(n, m) the transition matrix of (2). Repeating the arguments from the proof of Theorem 2
we obtain the following bounds for z(n) = C(n, 0)z(0):
‖z(n)‖DR,ε/4 ‖z(0)‖
n−1∏
i=0
(
exp (R(i)) + DR,ε/4 ‖(i)‖ exp ((i + 1) ε/4)) .
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By (8) we have for λ() < δ < ε
4DR,ε/2
the inequality
λ(z0) = lim sup 1
n
n→∞
ln ‖z(n, z(0))‖∇(A) + ε
2
+ ε
4
+ ε
4
= ∇(A) + ε.
The proof is completed. 
3. Formula for the exponential exponents
In this paragraph we present a formula for the exponential exponents in terms of the transition
matrix. We start with a result from [4] which states that we may reduce an arbitrary system to upper
triangular form by an unitary transformation.
Theorem 5. For each sequence (A(n))n∈N there exists a sequence (U(n))n∈N of orthogonal matrices such
that C(n) = UT (n + 1)A(n)U(n) is upper triangular.
Clearly the orthogonality of U(n) implies that
U(A) = U(C), L(A) = L(C).
In particular, the exponential exponents of (A(n))n∈N and (C(n))n∈N are equal.
Lemma 6. If matrices (A(n))n∈N are upper triangular with diagonal elements aii(n), then U(A) = U(Ad)
and L(A) = L(Ad), where Ad(n) = diag[aii(n)]i=1,...,n.
Proof. We will proof only the part about upper sequences. The proof of the second part is similar.
Denote by aij(n) and zij(n, k), the elements of A(n) andA(n + 1, k), respectively. By a straightforward
induction we have that for n > m
zij(n, k) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∑n−k
p=0
∑j
l=i+1 ail(n − p)zlj(n − p − 1, k)
∏n
q=n−p+1 aii(q) for i < j,∏n
q=k aii(q) for i = j,
0 for i > j.
(9)
Let R ∈ U(A). By the deﬁnition of upper function, for every ε > 0 there is a constant DR,ε such that for
all n k we have
‖A(n + 1, k)‖DR,ε exp
⎛
⎝
n∑
l=k
R(l) + kε
⎞
⎠ . (10)
Because all norms in ﬁnite dimensional space are equivalent there exist positive constants D1 and D2
such that
D1 ‖X‖ max
i,j=1,...,s
∣∣xij
∣∣D2 ‖X‖ , (11)
for every matrix X = [xij]i,j=1,...,s. Therefore from (10) we have
max
i=1,...,s |zii(n, k)|D2DR,ε exp
⎛
⎝
n∑
l=k
R(l) + kε
⎞
⎠ ;
hence, by (11) we have R ∈ U(Ad).
Let P ∈ U(Ad). By the deﬁnition of upper function, for every ε > 0 there is a constantDR,ε such that
for all n k we have
∣∣zjj(n, k)
∣∣DR,ε exp
⎛
⎝
n∑
i=k
P(i) + kε
⎞
⎠ (12)
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for all j = 1, . . . , s. We will show by induction that for every ε > 0 there is constant D′R,ε such that for
all n k we have
∣∣zij(n, k)
∣∣D′R,ε exp
⎛
⎝
n∑
l=k
P(l) + kε
⎞
⎠ (13)
for all j = i, . . . , s. For i = j it follows from (12). Suppose that (13) holds for i = j, j − 1, . . . ,α + 1. By
(9) and boundednes of P we obtain
∣∣zαj(n, k)
∣∣

n−k∑
p=0
j∑
l=α+1
|aαl(n − p)| ∣∣zlj(n − p − 1, k)∣∣
n∏
q=n−p+1
|aαα(q)|
 DR,ε
n−k∑
p=0
j∑
l=α+1
|aαl(n − p)| exp
⎛
⎝
n−p−1∑
l=k
P(l) + kε
⎞
⎠ exp
⎛
⎝
n∑
i=n−p+1
P(i) + ε (n − p + 1)
⎞
⎠
 D′R,ε exp
⎛
⎝
n∑
l=k
(P(l) + 2εk)
⎞
⎠
n−k∑
p=0
j∑
l=α+1
|aαl(n − p)| .
From the last inequality, (13) follows by the boundedness of (A(n))n∈N . Applying the equivalence of
all norms in ﬁnite dimensional space we obtain from (13) that P ∈ U(A). 
For each real number θ > 1, deﬁne α(θ) = lim sup 1
θn
n→∞
∑n−1
i=0 ln ‖A([θ i+1], [θ i])‖ and α(θ) =
lim inf 1
θn
n→∞
∑n−1
i=0 ln ‖A−1([θ i+1], [θ i])‖, where [x] is the integer part of x.
Lemma 7. If (a(n))n∈N is a bounded sequence, θ > 1 and A(θ) = lim sup
M→∞
1
θM
∑[θM]−1
i=0 a(i), then
lim sup
M→∞
1
M
M−1∑
i=0
a(i) = lim
θ→1+
A(θ).
In particular, lim
θ→1+
A(θ) exists.
Proof. Suppose the sequence (a(n))n∈N is bounded by D > 0. For each natural number n such that
θM < n θM+1, for certain natural numberM, we have
∣∣∣∣∣∣∣
1
n
n−1∑
i=0
a(i) − 1
θM
[θM]∑
i=0
a(i)
∣∣∣∣∣∣∣

∣∣∣∣∣∣
1
n
n−1∑
i=0
a(i) − 1
θM
n−1∑
i=0
a(i)
∣∣∣∣∣∣+
∣∣∣∣∣∣∣
1
θM
n−1∑
i=0
a(i) − 1
θM
[θM]−1∑
i=0
a(i)
∣∣∣∣∣∣∣

∣∣∣∣∣
θM − n
θMn
∣∣∣∣∣
∣∣∣∣∣∣
n−1∑
i=0
a(i)
∣∣∣∣∣∣+
1
θM
∣∣∣∣∣∣∣
[θM]−1∑
i=n
a(i)
∣∣∣∣∣∣∣

∣∣∣∣∣
θM − n
θM
∣∣∣∣∣D +
∣∣∣∣∣∣
n −
[
θM
]
θM
∣∣∣∣∣∣D
 2D (θ − 1) . 
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Theorem 8. The limits lim
θ→1+
α(θ) and lim
θ→1+
α(θ) exist and the following equalities hold
lim
θ→1+
α(θ) = ∇(A) and lim
θ→1+
α(θ) = −(A),
where ∇(A) and (A) are the upper exponential exponent and lower exponential exponent of (1).
Proof. By Theorem 1 it is enough to show only the ﬁrst part; moreover, according to Theorem 5,
we may assume that A(n) are upper triangular with elements aij(n). For a ﬁxed real number θ > 1,
consider sequence (Rθ (n))n∈N . deﬁned in the followingway:. If n is such that θ j−1  n < θ j , for certain
natural number j, then Rθ (n) is equal to ln |aii(n)|such that∏[θ j]k=[θ j−1] |aii(k)| is maximal with respect
to i = 1, . . . , s. Then we have
exp
⎛
⎜⎜⎝
[
θ j
]
∑
k=[θ j−1]
Rθ (k)
⎞
⎟⎟⎠ = max
i=1,...,s
[
θ j
]
∏
k=[θ j−1]
|aii(k)|
and consequently Rθ ∈ U(Ad), where Ad(n) = diag[aii(n)]i=1,...,n. According to Lemma 6 Rθ ∈ U(A)
and therefore
lim sup
n→∞
1
n
n−1∑
i=0
Rθ (i)∇(A).
By Lemma 7
lim
θ→1+
⎛
⎜⎝lim sup
N→∞
1
θN
[θN]−1∑
i=0
Rθ (i)
⎞
⎟⎠∇(A). (14)
If we deﬁne B(m, k) to be the transition matrix of (Ad(n))n∈N , then
∥∥∥B
([
θ j+1
]
,
[
θ j
])∥∥∥ = max
i=1,...,s
[
θ j+1
]
−1∏
k=[θ j]
|aii(k)|
and consequently
lim sup
N→∞
1
θN
N−1∑
j=0
ln
∥∥∥B
([
θ j+1
]
,
[
θ j
])∥∥∥ = lim sup
N→∞
1
θN
[θN]−1∑
j=0
Rθ (j).
By the inequality (11) it is also clear that
lim sup
N→∞
1
θN
N−1∑
j=0
ln
∥∥∥A
([
θ j+1
]
,
[
θ j
])∥∥∥ = lim sup
N→∞
1
θN
N−1∑
j=0
ln
∥∥∥B
([
θ j+1
]
,
[
θ j
])∥∥∥ . (15)
Combining (14) and (15) we obtain that the limit lim
θ→1+
α(θ) exists and that
lim
θ→1+
α(θ)∇(A). (16)
Fix ε > 0 and a function Rε ∈ U(A) such that
lim sup
n→∞
1
n
n−1∑
i=0
Rε(i) < ∇(A) + ε. (17)
By Lemma 6, Rε ∈ U(Ad) and therefore
∥∥∥B
([
θ j+1
]
,
[
θ j
])∥∥∥D′R,ε exp
⎛
⎜⎜⎝
[
θ j+1
]
−1∑
i=[θ j]
Rε(i) + ε
[
θ j
]
⎞
⎟⎟⎠
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for certain positive D′R,ε . Hence,
1
θN
N−1∑
j=0
ln
∥∥∥B
([
θ j+1
]
,
[
θ j
])∥∥∥ lnD
′
R,ε
θN
+ 1
θN
⎛
⎜⎜⎝
[
θ j+1
]
−1∑
i=[θ j]
Rε(i) + ε
[
θ j
]
⎞
⎟⎟⎠
and by (15) and (17) we have
lim
θ→1+
α(θ)∇(A). (18)
Inequalities (16) and (18) lead to the conclusion of the theorem. 
4. Conclusions
In this paper we have considered the inﬂuence of exponentially decreasing perturbations on the
Lyapunov spectrum of a linear discrete-time system with time-varying coefﬁcients. We have shown
that the changes can be described by the exponential exponents. Finally we have presented formulas
for the exponential exponents in terms of the transition matrix of the original system.
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