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We consider linearly coupled discrete nonlinear Schro¨dinger equations with gain and loss terms
and with a cubic-quintic nonlinearity. The system models a parity-time (PT )-symmetric coupler
composed by a chain of dimers. Particularly we study site-centered and bond-centered spatially-
localized solutions and present that each solution has a symmetric and antisymmetric configuration
between the arms. When a parameter is varied, the resulting bifurcation diagrams for the existence of
standing localized solutions have a snaking behaviour. The critical gain/loss coefficient above which
the PT −symmetry is broken corresponds to the condition when bifurcation diagrams of symmetric
and antisymmetric states merge. Past the symmetry breaking, the system no longer has time-
independent states. Nevertheless, equilibrium solutions can be analytically continued by defining
a dual equation that leads to so-called ghost states associated with growth or decay, that are also
identified and examined here. We show that ghost localized states also exhibit snaking bifurcation
diagrams. We analyse the width of the snaking region and provide asymptotic approximations in
the limit of strong and weak coupling where good agreement is obtained.
PACS numbers: 47.54.-r, 46.32.+x, 47.20.Ky, 47.55.P-
I. INTRODUCTION
Many nonlinear dynamical systems, such as spatially
extended nonlinear dissipative systems [1], vertical-cavity
semiconductor optical amplifiers [2], nematic liquid crys-
tal layers with spatially modulated input beam [3], and
magnetic fluids [4], exhibit spatially localized patterns
and a snaking structure in their bifurcation diagrams in
the plane of the length of the localized solution against
a control parameter. This phenomenon of snaking is re-
ferred to as homoclinic snaking [5–7], where the spatial
structure of such a localized state departs from and then
returns to a uniform state. By definition, it has infinitely
many turning points (i.e. saddle-node or saddle-centre bi-
furcations), which form the boundaries of the snaking re-
gion. Such a region is also called pinning region since the
fronts at either end ‘pin’ or ‘lock’ to the structure within
the localized state. An infinite number of localized states
exist in the entire interval of the pinning region.
In most of previous works devoted to localized states
and snaking in continuous systems, the Swift-Hohenberg
equation has been widely used as a model for pattern
formation since it is the simplest model equation that
illustrates the pinning effect [6, 8–11]. In general, the
effect cannot be described by conventional multiple-scale
asymptotic method due to the fact that the length of
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the pinning region is exponentially small in a parameter
which is related to the pattern amplitude [7]. Recently
the Swift-Hohenberg with quadratic-cubic nonlinearities
and cubic-quintic nonlinearities have been successfully
studied with the help of exponential asymptotics [12–14].
The calculations, however, are rather cumbersome and
require two fitting parameters. Alternatively, variational
methods to obtain scaling laws for the structure of the
snaking region have been proposed and demonstrated,
for example, in the system modelled by the cubic-quintic
Swift-Hohenberg equation [15].
Like spatially continuous systems, several discrete sys-
tems can display the snaking behavior with the lock-
ing effect, however, being attributed to the imposed lat-
tice. Examples include the discrete bistable nonlinear
Schro¨dinger equation [16–18], which leads to a subcritical
Allen-Cahn equation [19], optical cavity solitons [20, 21],
discrete systems with a weakly broken pitchfork bifurca-
tion [22] and in patterns on networks appearing due to
Turing instabilities [23]. Pinning regions in lattices were
studied analytically by Matthews and Susanto [24] and
Dean et al. [25].
This paper is devoted to a detailed numerical and
analytical study of homoclinic snaking in a parity-time
(PT ) system. The physical problem is a chain of dimers
that has two arms with each arm described by a dis-
crete nonlinear Schro¨dinger equation with gain or loss
and with cubic-quintic nonlinearity. While the concept
of PT −symmetry has gained a lot of attention in the last
decade [26, 27], to the best of our knowledge, the effect
2of the gain and loss term in a PT -symmetric chain of
dimers to the snaking regime has not been explored yet.
A system of equations is PT −symmetric when it is in-
variant with respect to combined parity (P) and time-
reversal (T ) transformation [28–30]. In the context
of Schro¨dinger Hamiltonians with a complex potential
V (x), PT −symmetry requires the potential to satisfy the
condition V (x) = V ∗(−x), where ∗ is the complex conju-
gation, i.e., V (x) has a symmetric real part and an anti-
symmetric imaginary part. Such symmetry is of great in-
terest as it forms a particular class of widely studied non-
Hermitian Hamiltonians in quantum mechanics [31], that
does not satisfy the standard postulate that the Hamilto-
nian operator be Dirac Hermitian and yet can have real
eigenvalues up to a critical value of the complex poten-
tial parameter. Above the value, the symmetry is broken,
i.e. the eigenvalues of the Hamiltonian become complex-
valued. Among PT −symmetric systems, dimers are the
most basic and important. The concept was first demon-
strated experimentally on dimers, which are composed of
two coupled optical waveguides [32, 33] (see also [34] and
references therein). In particular, when nonlinear dimers
are put in arrays where elements with gain and loss are
linearly coupled to the elements of the same type be-
longing to adjacent dimers, one can obtain a distinctive
feature in the form of the existence of solutions localized
in space as continuous families of their energy parameter
[35]. The nonlinear localized solutions and their stability
have been studied in [36–38] analytically and numerically
(see also the references therein for localized solutions in
systems of coupled nonlinear Schro¨dinger equations).
The continuum limit of the set-up studied herein was
considered in [39, 40]. In optical media, such nonlinearity
can be obtained from a saturation of the Kerr response,
which with the increase of the intensity will introduce a
self-defocusing quintic term in the expansion of the re-
fractive index [41, 42]. In the continuous case [39, 40],
it was shown that the presence of gain/loss terms only
influences the stability of the localized solutions. Here, it
will be shown that the discrete set-up admits homoclinic
snaking. We show that the critical gain/loss parameter
corresponding to the ‘broken PT symmetry’ phase is re-
lated to the merging of two snaking regions. Beyond the
critical point, the system does not have time-independent
states. Nevertheless, their continuation can be analyti-
cally obtained by defining a dual system. Here, we also
identify and examine localized solutions of the dual equa-
tions, where interestingly we obtain that they also pre-
serve the snaking region, including its width.
The report is outlined as follows. The PT -symmetric
chain of dimers with cubic-quintic nonlinearity is dis-
cussed in Section II. In Section III, we study spatially
uniform solutions and their stability. We obtain that
symmetric states can become unstable due to pitchfork
bifurcations. The emanating solutions are asymmetric.
In the presence of gain/loss parameter, such solutions
are lost. By setting a complex-valued propagation pa-
rameter, they can be recovered. However, they are not
actual solutions of the governing equations and are re-
ferred to as ghost states, that are discussed in Section
IV. We study localized solutions, their stability, and the
observation of homoclinic snaking numerically in Section
V. When the PT -symmetry is broken, we can also define
ghost states as continuations of uniform and localized
solutions discussed in the previous sections. We analyse
these states in Section VI. Section VII is on the asymp-
totic expression of the snaking width that is obtained
in the limit of small and large coupling, which is then
compared with computational results, where good agree-
ment is obtained. In the strong coupling region, we use
a variational method following [24], but with a different
approach yielding a simple expression of the width that
was not obtainable in [24]. In the weak coupling case, we
introduce a one-active-site approximation following [43].
Conclusions are given in Section VIII.
II. MATHEMATICAL MODEL AND STABILITY
OF SOLUTIONS
The governing equations describing PT -symmetric
chains of dimers are of the form
iu˙n =
(
C∆2 − ω + |un|2 −Q |un|4 + iγ
)
un + vn,
iv˙n =
(
C∆2 − ω + |vn|2 −Q |vn|4 − iγ
)
vn + un.
(1)
The derivative with respect to the evolution variable (i.e.,
the propagation distance, if we consider their application
in fiber optics) is denoted by the overdot, un = un(t),
vn = vn(t) are complex-valued wave function at site
n ∈ Z with the propagation constant ω ∈ R, C > 0
is the constant coefficient of the horizontal linear cou-
pling (coupling constant between two adjacent sites),
∆2n = (n+1 − 2n + n−1) is the discrete Lapla-
cian term in one spatial dimension, and the gain and loss
acting on complex variables un, vn are represented by
the parameter γ > 0. The cubic nonlinearity coefficient
has been scaled to +1, while Q is the coefficient of the
quintic nonlinearity.
System (1) is PT -symmetric because it is invariant
with respect to the action of the parity P and time-
reversal T operators given by
P
(
un(t)
vn(t)
)
=
(
vn(t)
un(t)
)
, T
(
un(t)
vn(t)
)
=
(
u∗n(−t)
v∗n(−t)
)
. (2)
Next, we consider the equations for standing wave so-
lutions of Eqs. (1), obtained from setting u˙n = v˙n = 0
and substituting un = An, vn = Bne
iφ into (1),(
C∆2 − ω +A2n −QA4n + iγ
)
An +Bne
iφ = 0,(
C∆2 − ω +B2n −QB4n − iγ
)
Bn +Ane
−iφ = 0.
(3)
Here, An, Bn, φ ∈ R. We can assume that un is real-
valued because of the phase invariance of the governing
3equations (1). Splitting the real and imaginary parts of
the equations and simplifying them will yield
ΩAn =C∆2An +A
3
n −QA5n, (4)
which is also known as the discrete Allen-Cahn equation,
where Bn = An, Ω = ω ∓
√
1− γ2 with φ = − arcsinγ
for the minus sign and φ = π+arcsin γ for the plus sign,
which corresponds to the so-called symmetric and anti-
symmetric configuration between the arms, respectively.
Note that (4) will have no real solution when γ > 1. This
is the broken region of PT -symmetry.
The linear stability of a standing wave solution is
determined as follows. Introducing the ansatz un =
An + ǫ(u˜r,n + iu˜i,n)e
λt, vn = Bne
iφ + ǫ(v˜r,n + iv˜i,n)e
λt,
|ǫ| ≪ 1, and substituting it into Eq. (1) will yield from
the terms at O(ǫ) the linear eigenvalue problem
λu˜r,n = (C∆2 − ω +A2n −QA4n)u˜i,n + γu˜r,n + v˜i,n,
−λu˜i,n = (C∆2 − ω + 3A2n − 5QA4n)u˜r,n − γu˜i,n + v˜r,n,
λv˜r,n = (C∆2 − ω + B˜2n −QB˜4n)v˜i,n
+ (2γBnB˜n(1 − 2QB˜2n)− γ)v˜r,n + u˜i,n,
−λv˜i,n = (C∆2 − ω + 3B˜2n − 5QB˜4n)v˜r,n + γv˜i,n + u˜r,n,
(5)
where B˜n = Bn
√
1− γ2.
Generally the spectrum will consist of two types, i.e.
continuous and discrete spectrum or eigenvalue. A so-
lution is unstable when there exists λ with Re(λ) > 0.
However, if λ is a spectrum, so are −λ and ±λ [36]. A so-
lution is therefore (linearly) stable only when Re(λ) = 0
for all λ, i.e. it is neutral stability. Nonlinear stability
may be obtained numerically by evolving a perturbed
solution in Eqs. (1) for a long while, which analytically
is still an open problem due to the absence of a Hamilto-
nian structure of the system (see, e.g., [44, 45] for nonlin-
ear stability analysis of a similar system but with cross-
dispersion and different nonlinearity that becomes possi-
ble because it has a Hamiltonian form via a cross-gradient
symplectic structure).
Numerically we solve the steady-state equations of (3)
using a Newton-Raphson method in Matlab. A pseudo-
arclength continuation scheme is implemented to do nu-
merical continuation past a turning point. To model the
infinite domain, we use a periodic boundary condition
with a large number of lattices. The typical value we use
is N = 100, but larger values were used as well to guar-
antee that the results are independent of the number of
sites. After a solution is obtained, its stability is deter-
mined numerically by solving Eqs. (5) using a standard
eigenvalue problem solver.
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FIG. 1. Bifurcation diagram of the equilibria of (1) for (a)
C = γ = 0, (b) C = 0 and γ = 0.8, (c) C = 0.1 and γ =
0.8. Here, Q = 0.1 and ω = ωr + iωi. Branches ’a’ and ’s’
are antisymmetric and symmetric configuration between the
arms, respectively, obtained from (6), i.e., u = A. Along the
branches, ωi = 0. Branch ’as’ corresponds to asymmetric
solutions, obtained from the nullclines of (1) with ωi given by
(11). Stable solutions are shown as solid line and as dashed
line otherwise. The insets are linear spectrum of the indicated
solutions.
4III. UNIFORM SOLUTIONS
Equation (4) has uniform solutions An ≡ A that are
given by
A = 0, A2 =
1±√1− 4QΩ
2Q
. (6)
Besides γ must be less than 1, the uniform solution
(6) also requires 4QΩ < 1 to exist. Under competing
cubic-quintic nonlinearities, i.e., Q > 0, we will have two
branches of non-zero uniform solutions.
The stability of uniform solutions (6) can be deter-
mined by computing their continuous spectrum. In-
troducing the plane-wave ansatz (u˜r,n, u˜i,n, v˜r,n.v˜i,n) =
(kˆ, lˆ, pˆ, qˆ)eikn, k ∈ R, and substituting it into (5) will
yield a dispersion relation. Continuous spectrum of the
equilibrium is then obtained by setting k = 0 and k = π
in the dispersion equation.
The dispersion relation of the trivial equilibrium An =
Bn = 0 is
λ2 =−
(
K/2− ω ∓
√
1− γ2
)2
, (7)
with K = 4C(cos k − 1), from which we obtain the con-
tinuous spectrum λ ∈ ±i[λ1−, λ2−] and λ ∈ ±i[λ1+, λ2+]
with the spectrum boundaries
λ1± =
√
1− γ2 ± ω, (8)
λ2± =
√
1− γ2 + (ω + 4C)2 − 2
√
1− γ2(4C ∓ ω).(9)
The equilibrium is therefore stable for 0 < γ2 < 1 and
unstable otherwise. Continuous spectra of the non-zero
solution can be obtained similarly.
When C = 0, bifurcation diagrams of the nonzero solu-
tions are shown in Fig. 1(a,b) for two values of γ. In this
case, the chain is uncoupled and one obtains the dimer,
which was studied in [34] (see also references therein) for
Q = 0 and in [46] for nonzero Q.
Consider antisymmetric solutions along branch ’a’. We
obtain that the low intensity solution, i.e. the lower
branch, is stable, while the high one is not. Branch ’s’
generally corresponds to stable symmetric solutions, but
there is a small portion of unstable branch due to pitch-
fork (i.e. spontaneous symmetry breaking) bifurcations.
Solutions emanating from the branching points are asym-
metric, i.e. |un| 6= |vn|, and denoted by branch ’as’ in Fig.
1. However, they cannot be obtained from Eq. (6) be-
cause they do not satisfy the parity (P) symmetry. These
will be discussed in the Section IV below.
In panel (b), we consider γ = 0.8. As the gain/loss
parameter increases towards the critical value γ = 1,
branches ’s’ and ’a’ become closer to each other. At the
critical value, the two branches coincide, i.e. we obtain a
turning point. This is due to the fact that when studying
time-independent solutions, the governing equation (1)
reduces nicely to the discrete Allen-Cahn equation (4)
that is rather independent of γ and at the same time, Ω
for the symmetric and antisymmetric solutions becomes
equal at γ = 1.
Panel (c) shows the effect of coupling constant that
clearly only affects the stability of the equilibrium. Now
we obtain that branch ’a’ and the lower part of branch
’s’ have become unstable.
IV. ASYMMETRIC SOLUTIONS AS GHOST
STATES
In the classical cubic dimer, i.e., Eqs. (1) with C =
Q = γ = 0, symmetric solutions are known to be un-
stable for ω > 2 due to a pitchfork (symmetry-breaking)
bifurcation (see, e.g., [47–52] and references therein). At
the bifurcation point, an asymmetric state pair emanate.
It is a matter of a standard perturbation expansion that
for 0 < Q ≪ 1, asymmetric solutions will bifurcate at
ω = 2+Q+O(Q2). This is in agreement with the result
in Fig. 1(a). The bifurcation diagram of the asymmetric
states denoted as branch ’as’ can simply be obtained from
(1) with γ = 0. However, in the cubic-quintic dimer they
only exist in a finite interval. Even for largerQ, they may
not exist at all, i.e. the symmetric states can be stable in
their entire existence region.
When γ 6= 0, symmetric solutions still can become un-
stable, but the bifurcating asymmetric ones will no longer
exist [34, 52]. This observation was first reported in [53].
Cartarius et al. [54] provide an analytic continuation of
the asymmetric solutions that emerge as ghost states,
namely, a solution of the steady-state problem with com-
plex (instead of real) valued parameter ω and hence is
not a true solution of the original system (1). Rodrigues
et al. [52] used the proposal to obtain continuation of
asymmetric states in a nonlinear Schro¨dinger equation
with PT −symmetric double-well potentials and the two-
mode reduction in the form of a cubic dimer, i.e. (1) with
Q = 0.
To obtain asymmetric states of our problem, consider
again time-independent equations of Eqs. (1) and their
conjugates, where the propagation constant ω is now
complex-valued, i.e., ω = ωr + iωi,(
C∆2 − ω + |un|2 −Q |un|4 + iγ
)
un + vn = 0, (10a)(
C∆2 − ω + |vn|2 −Q |vn|4 − iγ
)
vn + un = 0, (10b)(
C∆2 − ω∗ + |un|2 −Q |un|4 − iγ
)
u∗n + v
∗
n = 0, (10c)(
C∆2 − ω∗ + |vn|2 −Q |vn|4 + iγ
)
v∗n + u
∗
n = 0. (10d)
The imaginary part ωi needs to be determined from a
consistency equation below.
Multiplying Eqs. (10a)-(10d) with u∗n, v
∗
n, −un, and
−vn, respectively, summing up the infinite-dimensional
vectors over n, and adding the resulting equations will
5lead to the equation for ωi:
ωi =
γ
∑
n
(|un|2 − |vn|2)∑
n |un|2 + |vn|2
. (11)
It is clear that ωi will vanish either when |un| = |vn|, i.e.,
symmetric and antisymmetric solutions, or when γ = 0.
In Fig. 1(b,c) the branch of asymmetric solutions is ob-
tained from time-independent equations of (1) with (11).
We also have determined the states’ stability by solving
the corresponding linear eigenvalue problem even though
they are not actual solutions of the original system (1).
V. LOCALISED SOLUTIONS
We consider discrete solitons of Eqs. (1) satisfying the
localisation conditions un, vn → 0 as n → ±∞. It is
known that there are two fundamental localized solu-
tions existing for any coupling constant C, i.e. an intersite
(bond-centred) and onsite (or site-centred) discrete mode
with an even and odd number of high-intensity sites, re-
spectively.
Fixing the coupling C and varying the propagation
constant ω, we depict the bifurcation diagrams of the
two types of discrete modes in Fig. 2. For each sym-
metric and antisymmetric configuration between un and
vn, there are two branches that correspond to the site-
centred and bond-centred solutions.
In addition to symmetric solutions, there are also solu-
tions that are asymmetric between the arms or asymmet-
ric in the same arm. The former type of solutions corre-
sponds to that giving ’as’ branches in Fig. 1, while the
latter one constitutes the ’ladders’ connecting snaking
branches of onsite and intersite modes in Fig. 2. Both
types emanate from pitchfork bifurcations (see, e.g., [55]
for relevant discussions on symmetry-breaking (pitch-
fork) bifurcations in generalized Schroo¨dinger equations).
In Fig. 3 we plot profiles of several localized solutions
and their spectrum in the complex plane. Unstable so-
lutions are due to spectra with nonzero real part, which
belong to the red dashed segment in Fig. 2.
Bifurcation diagrams in Fig. 2 form a snaking struc-
ture. Even though such structures have been reported
before [16–19, 24], the effect of the gain/loss parameter
that yields different stability behaviours along the curves
is novel. The region between the boundaries of the snakes
is the pinning region. Comparing the two panels of Fig. 2,
in agreement with the continuous case reported in [39, 40]
the gain/loss parameter tends to destabilise localized so-
lutions, shown by the dashed curve that tends to expand
in the second panel.
Up in the snaking structures (represented by, e.g.,
point 4 in Fig. 2(a)), the stability of the branches is sim-
ilar to those in Fig. 1. This is because the corresponding
localized solutions have long plateau of nonzero uniform
solutions, i.e. the stability is mainly determined by the
continuous spectrum of the nonzero uniform solution.
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FIG. 2. Bifurcation diagrams of fundamental localized solu-
tions of Eqs. (1) for (a) γ = 0.1 and (b) γ = 0.8 with C = 0.1.
Again, ω = ωr+iωi. We plot the norm ||u|| =
(∑
n u
2
n
)1/2
for
varying ωr. There are two pairs of snaking principle branches.
Each pair is connected by ’ladders’ of asymmetric solutions
along the same arms. Except along the closed curve of asym-
metric states between the arms (that looks like branch ’as’ in
Fig. 1), ωi = 0. Solutions at indicated points in panel (a) are
plotted in Fig. 3.
We show in Fig. 4 the typical time evolution of unsta-
ble solutions in Fig. 3. While Fig. 4(a) indicates a clear
blow up of the wave field with gain, which is common in
PT -systems [34], Fig. 4(b) shows intensity oscillations.
The fact that the oscillations persist for quite a while is
interesting by itself as PT -symmetric dimers with cubic
nonlinearity are known to have oscillations that blow up
[34]. Similar oscillations in the continuum limit C → ∞
were also reported in [39], where the bounded oscillations
were attributed to the quintic nonlinearity that may have
suppressed the blow up. However, whether the long-live
oscillation is a genuine cycle is addressed for future work.
In the spatially uniform case, the branches of symmet-
ric and antisymmetric solutions between the arms move
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FIG. 3. Localised solutions on the bifurcation diagram shown in Fig. 2 and their spectrum in the complex plane. Panels (a,b):
bond-centred solutions. Panel (c): asymmetric solution, which has an intermediate shape between onsite and intersite profiles.
Panel (d): site-centred solution.
towards each other as γ increases and merge at γ = 1. It
is also the same with the case of localized solutions, i.e.,
the two snaking bifurcation diagrams in Fig. 2 become
closer with the increase of γ and coincide at the critical
value.
VI. GHOST STATES IN THE PT −BROKEN
PHASE
In the broken PT −symmetric region (γ > 1), the triv-
ial state un = vn = 0 is unstable. The typical time-
evolution is that un as the field with gain will blow-up,
while vn that experiences loss decays.
The PT -phase transition (γ = 1) is characterized by
the merger of symmetric and antisymmetric solutions in
a fold bifurcation. A follow-up question is what becomes
of them past the critical point. It was also due to [54]
that it is possible to provide an analytic continuation for
the original model in a nontrivial way. The continuation
system is constructed by introducing a ’dual’ system that
’forces’ the solutions to mimic the PT −symmetry of the
potential in the original system, i.e., by setting u∗n →
vn, v
∗
n → un. In the broken PT -symmetric phase γ > 1,
we therefore consider
iu˙n = (M+ iγ)un + vn, iv˙n = (M− iγ) vn + un,
(12)
whereM = C∆2 − ω + unvn −Q (unvn)2. The parame-
ter ω is again complex valued where the imaginary part
must satisfy a self-consistency equation. Doing the same
calculation, we also obtain Eq. (11). Because of complex
ω, Eqs. (12) are not PT -symmetric and their solutions
are also ghost states. The relation between (1) and (12)
is that both systems yield the same symmetric and anti-
symmetric solutions at the phase transition γ = 1.
We have computed the continuation of branches in Fig.
1 past the PT −phase transition point. We present bi-
furcation diagrams of the ghost states in Fig. 5. We have
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FIG. 4. Top view dynamics of the unstable solutions in Figs.
3(b) and 3(d). Upper and lower panel is for |un(t)|
2 and
|vn(t)|
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FIG. 5. Bifurcation diagram of spatially uniform ghost states
in the broken PT −symmetric region with γ = 1.1 and C = 0.
also computed their stability from the corresponding lin-
ear eigenvalue problem of the dual system (12).
There are two uniform states that are mirror images
of each other. Solutions with high intensity in |un| are
stable (in the sense of (12)), while the other ones with
low |un| are unstable, i.e., stable solutions correspond to∑
n |un|2 − |vn|2 > 0.
In the sense of the original system (1), the stable solu-
tions will lead to growth in time as the parameter ωi is
positive. On the other hand, the ones with negative ωi
decay in time and shall not be observed in direct numer-
ical simulations. This thus means that ghost states of
(12) may be interpreted as self-similar solutions of Eqs.
(1), at least for a short time [56, 57].
In Figs. 6 and 7 we plot bifurcation diagrams of local-
ized ghost states and their profiles and stability computed
through the ’dual’ equations (12) and (11). We observe
that the homoclinic snaking persists and that solutions
with larger |un| are stable (in the sense of the dual equa-
tions (12)). It is important to note that numerically the
width of the pinning region of localized ghost states also
does not depend on γ.
VII. ANALYTICAL APPROXIMATIONS
In this section, we will study the width of the snaking
region in Fig. 2 as a function of, e.g., the coupling con-
stant C. We will derive an asymptotic approximation of
the width. The approach is distinguished in two different
regions, i.e. small and large coupling. Because the width
of the pinning region is independent of γ, our result is
also applicable for the snaking region of localized ghost
states in Fig. 6.
A. Small coupling case
When C is small, as we follow the snaking structure
upward (see Fig. 2), at the leading order there is only one
site that is ‘active’, with the remaining sites being either
at 0 or at the plateau of a nonzero uniform solution.
Such behaviours were observed and exploited in many
ways before, see, e.g., [58, 59], but not in the context of
snaking.
From (6), we assume that up in the snaking diagram
only the following nodes are involved in the dynamics,
i.e.
un−1 = 0, un = a, un+2 =
√
1 +
√
1− 4QΩ
2Q
.(13)
Note that we only use the ‘+’ sign for the uniform solu-
tion forming the plateau, which is the upper branch in
Fig. 1. Substituting (13) into the time-independent dis-
crete equation (4) will yield the one-active-site approxi-
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FIG. 6. Bifurcation diagrams of localized solutions for the
ghost states for γ = 1.1 and C = 0.1.
mation:
f(a) := Qa5− a3 + (Ω+ 2C)a−C
√
1 +
√
1− 4QΩ
2Q
= 0.
(14)
.
In general (14) will have five roots. The roots relevant
to our study are the positive ones. As Ω varies, two of
the roots will collide in a saddle-centre bifurcation. This
condition corresponds to the boundaries of the snaking
region. The condition for the collision is when a local
maximum or minimum of the function f(a) crosses the
horizontal axis. The critical points of f(a) are given by
f ′(a) := 5Qa4 − 3a2 + (Ω + 2C) = 0, (15)
i.e.
a =
√
3±
√
9− 20Q(Ω + 2C)
10Q
. (16)
Substituting (16) into (14) and solving the resulting
equation for Ω asymptotically give us
Ω =
1
4Q
− C +O(C2), 3 3
√
C2
4Q
+O(C4/3). (17)
The snaking widthW is then given approximately by the
difference between the two functions.
B. Large coupling case
Following [60, 61], Eq. (4) is identical to the equation
CA˜xx +
∞∑
n=−∞
δ(x− n)F (A˜(x)) = 0, (18)
where An = A˜(x = n) and F (A˜) = −ΩA˜ + A˜3 − QA˜5.
The proof is as follows.
First, from (18), we obtain that A˜xx(n < x < n+1) =
0 or upon integration A˜x(n < x < n+ 1) = const. Thus,
A˜x(n+ 1/2) = A˜(n+ 1)− A˜(n). (19)
Next, integrate (18) from x = n− 1/2 to x = n+ 1/2
to obtain
C
(
A˜x(n+ 1/2)− A˜x(n− 1/2)
)
= F (A˜(n)). (20)
Using Eq. (19), Eq. (20) becomes the lattice equation (4).
Using Fourier series, we can then write the summa-
tion
∑∞
n=−∞ δ(x − n) = 1 + 2
∑∞
k=1 cos(2πkx), which
converges to the Dirac comb non-uniformly. Taking only
the first harmonic, (18) then becomes
CA˜xx+(1+ 2 cos(2πx))
(
−ΩA˜+ A˜3 −QA˜5
)
= 0, (21)
which can be expected to approximate (4) in the large
coupling case for C ≫ 1 [60].
Without the periodic potential 2 cos(2πx), Eq. (21) has
a front solution given by
A˜(x) =
√
3
4Q (1 + eX)
, X =
√
3
4QC
x, (22)
when
Ω = 3/(16Q). (23)
Following [15, 24], we will approximate the solutions
along the snaking structure by
A˜(x) =
√
3/
√
4Q
(
1 + e(|X−φ|−LX/x)
)
, (24)
where φ is the phase-shift distinguishing the two
branches, i.e. φ = 0, X/(2x) for the on-site and intersite
solutions, respectively. L is the length of the plateau,
which is presently an unknown variable.
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FIG. 7. Plot of the localized ghost states on the bifurcation diagram shown in Fig. 6 and their spectrum in the complex plane.
Panels (a,c,e): unstable solutions. Panels (b,d,f): stable solutions. |un| and |vn| are represented by circle and star points,
repectively.
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Using the standard variational argument, requiring
(24) to be an optimal solution of (21) implies that L
must satisfy the equation (see, e.g., [62])∫ ∞
−∞
[
CA˜xx + (1 + 2 cos(2πx))F (A˜)
] ∂A˜
∂L
dx = 0, (25)
where Ω is set to be near the Maxwell point (23), i.e.
Ω = 3/(16Q) + ∆Ω.
Equation (25) can be simplified at the leading order
for L≫ 1 to
∆Ω = lim
L→∞
−2C ∫∞0 cos(2πx)A˜xx ∂A˜∂L dx∫∞
0 A˜
∂A˜
∂L dx
=
Cπ3
3
csch
(
4π2
√
CQ√
3
)
×
[
4π
√
3CQ cos(2πL) + 3 sin(2πL)
]
. (26)
The width of the snaking region is then simply given by
W =
2Cπ3
3
csch
(
4π2
√
CQ√
3
)√
48π2CQ+ 9, (27)
≈ 16π4C3/2
√
Q
3
e−4pi
2
√
CQ/3, (28)
which is exponentially small.
As pointed out by one of the referees, the exponential
factor in the approximation (27)-(28) is correct, which
can be justified in the following way, explained in details
in [63]. The continuous problem (21) involves two scales:
a fast scale variable, x, and a slow one, X . These two
scales are infinitely separated in the limit C → ∞, i.e.,
X/x → 0. The front solution (22) contains singularities
in the complex plane, the closest to the real axis being
X0 = iπ, which then leads to the exponential part of the
pinning. This was used in [63] to derive the dependance
of the pinning range on the front orientation in general
2D pattern forming systems. As for the algebraic factor,
C3/2, only a proper exponential asymptotic treatment
(see, e.g., [64] for exponential asymptotic analysis for a
nonlinear differential difference equation similar to (1))
can establish its exponent. The exponential and alge-
braic scales in (28) are, however, in agreement with those
obtained using exponential asymptotics in [25] for homo-
clinic snaking on a planar lattice, i.e., of two-dimensional
fronts that are localized in one direction only.
We show in Fig. 8(a) the width of the snaking region
computed numerically and our approximations (17) and
(27). One can see good agreement between them.
Note that Fig. 8(a) does not allow one to check (27)
because of the very fast exponential decay as C increases.
We depict in Fig. 8(b) the comparison in a log plot, where
it is clear that the approximation deviates from the nu-
meric as C increases. Using the function
W = αCβe−4pi
2
√
CQ/3, (29)
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FIG. 8. The width of the snaking region as a function of the
coupling constant C for Q = 0.1. The solid curve is obtained
from the numeric and the dashed and dash-dotted lines are
the approximations (17) for 0 ≤ C ≪ 1 and (27) for C ≫ 1,
respectively. In panel (b), we also plot a curve fit (29), that
is indistinguishable from the numerical curve.
we curve fit the numerical result where obtain that α =
405.03 and β = 1.71. There is a slight difference in the
algebraic scale, which may be attributed to the step of
taking the first harmonic only in Eqs. (21).
VIII. CONCLUSION
Spatially uniform and localized solutions (site-centered
and bond-centered modes) and their bifurcation dia-
grams that form a snaking structure in a parity-time
(PT )-symmetric coupler composed by a chain of dimers
have been discussed. It has been shown that the gain/loss
coefficient does not influence the width of the snakes.
In the broken PT −symmetry region γ > 1, we have
also analysed the continuations of the time-independent
11
calized ghost states have also been observed to exhibit
a homoclinic snaking in their bifurcation diagrams, with
the same width of pinning region as that of the localized
solutions with 0 < γ < 1.
Asymptotic approximations of the width of the snaking
region have been derived in two different limits, i.e.
strong and weak coupling between the dimers. The ap-
proximations have been compared with numerical results
where good agreement is obtained.
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