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ABSTRAK 
 
Masih terdapat kemungkinan kesalahan penilaian agunan sebagai acuan nilai kredit, 
yang akan membuka peluang terjadinya NPL. Jadi diperlukan suatu cara penilaian 
(prediksi nilai) yang cukup proporsional, kredibel dan akurat. 
Prediksi yang tidak akurat menyebabkan perencanaan manajemen  kredit  yang tidak 
tepat.  Prediksi  nilai agunan telah menarik minat banyak peneliti karena nilai 
pentingnya baik di teoritis dan empiris. 
Dalam penelitian ini dibuatkan model algoritma support  vector machines dan model 
algoritma suppor vector machines berbasis Particle Swarm Optimization untuk 
mendapatkan rule dalam memprediksi penilaian agunan pengajuan kredit dan 
memberikan nilai akurasi yang lebih akurat. 
Setelah dilakukan pengujian dengan dua model yaitu Algoritma support  vector 
machines dan Support Vector Machines berbasis Particle Swarm Optimization maka 
hasil yang didapat adalah algoritma sehingga didapat pengujian dengan menggunakan 
Support Vector Machines dimana didapat nilai accuracy adalah 84.17 %, sedangkan 
pengujian dengan menggunakan Support Vector Machines berbasis Particle Swarm 
Optimization didapatkan nilai accuracy 87.57%. Sehingga kedua metode tersebut 
memiliki perbedaan tingkat akurasi yaitu sebesar 3.40%. 
 
Kata kunci: algoritma klasifikasi, Algoritma Support Vector Machine, Particle Swarm 
Optimization, penilaian kredit 
 
 
PENDAHULUAN 
 
Salah satu cara untuk melakukan 
evaluasi kredit adalah dengan 
menerapkan teknik komputasi cerdas. 
Salah satunya dengan menggunakan 
algoritma Support Vector Machine 
(SVM). SVM dapat menyelesaikan 
masalah decision tree khususnya jika 
sampel data yang ada kecil, tetapi SVM 
memiliki kelemahan pada sulitnya 
pemilihan fitur yang sesuai dan optimal 
pada bobot atribut yang digunakan 
sehingga menyebabkan tingkat akurasi 
prediksi menjadi rendah. Untuk 
meningkatkan akurasi prediksi yang 
rendah pada SVM diperlukan suatu 
teknik optimasi salah satunya Particle 
Swarm Optimization (PSO) karena 
dalam teknik PSO terdapat beberapa cara 
untuk melakukan pengoptimasian 
diantaranya: meningkatkan bobot atribut 
(attribute weight) terhadap semua atribut 
atau variabel yang dipakai, menseleksi 
atribut (attribute selection), dan feature 
selection.  
 
RUMUSAN MASALAH 
 
Masalah pada penelitian ini yaitu 
penilaian agunan khususnya property 
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berupa tanah plus rumah, dalam hal ini 
yaitu appraisal kredit dan perbankan 
dalam  membuat penilaian  agunan 
pengajuan kredit dengan hasil yang lebih 
baik.Sehingga “Bagaimana 
menerapkan Metode Support Vector 
Machine berbasis PSO untuk  
penilaian  agunan pengajuan kredit?” 
 
 
TUJUAN PENELITIAN 
 
Tujuan dari penelitian ini yaitu: 
Mengukur kinerja klasifikasi SVM 
untuk penilaian agunan properti untuk 
pemberian kredit. 
Menerapkan Particle Swarm 
Optimization (PSO) untuk seleksi atribut 
yang optimal dan membobot atribut dari 
dataset pada metode Support Vector 
Machine (SVM). 
 
TARGET LUARAN DAN MANFAAT 
PENELITIAN 
 
Metode klasifikasi SVM dapat 
digunakan pada proses penilaian agunan 
properti untuk pemberian kredit   
Diharapkan Particle Swarm 
Optimization (PSO) dapat menghasilkan 
kinerja yang maksimal pada proses 
klasifikasi SVM dalam penilaian agunan 
properti untuk pemberian kredit 
 
METODE PENELITIAN 
 
Metode penelitian yang dilakukan 
adalah metode penelitian eksperimen, 
dengan tahapan penelitian seperti 
berikut:  
a. Pengumpulan data 
b. Pengolahan Awal Data (Data 
Pre-processing) 
c. Model/Metode Yang Diusulkan 
(Proposed Model/Method) 
d. Eksperimen dan Pengujian 
Metode (Method Test and 
Experiment) 
e. Evaluasi dan Validasi Hasil 
(Result Evaluation and 
Validation) 
1. Pengumpulan Data 
Teknik pengumpulan data ialah 
teknik atau cara-cara yang dapat 
digunakan untuk menggunakan data 
(Riduwan, 2008). Dalam pengumpulan 
data terdapat sumber data, sumber data 
yang terhimpun langsung oleh peneliti 
disebut denga sumber primer, sedangkan 
apabila melalui tangan kedua disebut 
sumber sekunder (Riduan, 2008). Data 
yang diperoleh adalah data sekunder 
karena diperoleh dari salah satu lembaga 
pemberian kredit kota banjarmasin. 
Masalah yang harus dipecahkan di sini 
adalah prediksi layak atau tidaknya 
pengajuan agunan kredit. Dengan atribut 
dari agunan pengajuan kredit adalah 
lokasi, sertifikat, lantai, luas tanah, harga 
tanah, luas bangunan, harga bangunan, 
penggunaan bangunan, kondisi 
bangunan, keadaan lingkungan dan 
prediksi sebagai label yang terdiri atas 
ya dan tidak 
 
2. Pengolahan Awal Data (Data Pre-
processing) 
Proses ekstraksi plat melibatkan 
proses berikut. Data yang didapat dari 
instansi terkait masih berupa data yang 
terdiri dari berbagai paremeter sehingga 
harus diolah terlebih dahulu, kemudian 
dilakukan penyeleksian data, data 
dimodifikasi sesuai kebutuhan dan 
ditransformasikan kebentuk yang 
diinginkan sehingga dapat dilakukan 
persiapan dalam pembuatan model. 
 
a.  Data validation, untuk 
mengidentifikasikan dan 
menghapus data yang ganjil 
(outlier/noise), data yang tidak 
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konsisten, dan data yang tidak 
lengkap (missing value). 
b. Data integration and 
transformationi, untuk 
meningkatkan akurasi dan 
efisiensi algoritma, data 
ditransformasikan kedalam 
software Rapidminer.Median 
filter 
c. Data size reduction and 
discritization, untuk memperoleh 
data set dengan jumlah atribut 
dan record yang lebih sedikit 
tetapi bersifat informative 
 
3. Metode yang diusulkan  
Dari masalah di atas, setelah 
dilakukan studi literatur dari buku dan 
jurnal, ditemukan bahwa untuk penilaian 
agunan dapat menggunakan metode data 
mining berupa algoritma klasifikasi 
untuk meningkatkan akurasi. 
Penelitian ini menggunakan metode 
penilaian agunan dengan algoritma 
Support Vector Machine berbasis 
Particle Swarm Optimization 
 
4. Evaluasi dan Validasi Hasil 
Pengukuran penelitian dilakukan 
dengan membandingkan hasil prediksi 
yang dilakukan pengolahan data dengan 
metode biasa dan dilakukan simulasi 
dengan menerapkan Support Vector 
Machine dan Support Vector Machine 
berbasis Particle Swarm Optimization. 
Hasil pengolahan akan dievaluasi 
menggunakan precision and recall dan 
kemudian dibandingkan dan dianalisa 
hasilnya antara penilaian yang 
menggunakan metode  Support Vector 
Machine dan Support Vector Machine 
berbasis Particle Swarm Optimization. 
Dari sini akan terlihat tingkat akurasi 
dari penerapan Support Vector Machine 
berbasis Particle Swarm Optimization. 
 
 
ANALISA HASIL DAN 
PEMBAHASAN 
Hasil pengumpulan data yang 
didapat ternyata tidak ditemukan missing 
value sehingga data yang diproses masih 
menggunakan atribut-atribut yang ada. 
1. Hasil Eksperimen dan Pengujian 
Model/Metode 
a. Support Vector Machine 
Nilai akurasi dalam penelitian ini 
ditentukan dengan cara melakukan uji 
coba dengan rapidminer dengan 
menggunakan berbagai macam jenis tipe 
karnel dan membandingkan nilai 
validation 2-10 dengan memasukan nilai 
C = 0.0 dan Epsilon = 0.0, Berikut ini 
adalah hasil dari percobaan yang telah 
dilakukan dengan menggunakan 
berbagai tipe karnel sebagai berikut: 
 
Tabel 1 Perbandingan Akurasi Tipe 
Kernel DOT 
 
Pada tabel 4.1 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
tertinggi terdapat pada K-Fold 2 dengan 
hasil 84.17%. 
 
 
 
 
 
Algoritma Support Vector Machine 
K-Fold Akurasi 
10 82.77% 
9 82.37%  
8 82.27% 
7 81.96% 
6  82.17% 
5 80.15% 
4 81.97% 
3 77.35% 
2 84.17% 
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Tabel  2 Perbandingan Akurasi Tipe 
Kernel Radial 
Algoritma Support Vector Machine 
K-Fold Akurasi 
10 68.89% 
9 62.62%  
8 72.60% 
7 72.72% 
6  64.83% 
5 65.63% 
4 58.42% 
3 54.55% 
2 56.57% 
Pada tabel 2 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
tertinggi terdapat pada K-Fold 7 dengan 
hasil 72.72%. 
 
Tabel 3 Perbandingan Akurasi Tipe 
Kernel Polynomial 
Algoritma Support Vector Machine 
K-Fold Akurasi 
10 63.71% 
9 61.09%  
8 60.73% 
7 61.33% 
6  60.92% 
5 61.93% 
4 63.33% 
3 61.13% 
2 61.51% 
 
Pada tabel 3 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
tertinggi terdapat pada K-Fold 10 dengan 
hasil 63.71%. 
 
 
 
 
 
 
 
Tabel 4 Perbandingan Akurasi Tipe 
Kernel Multiquadric 
Pada tabel 4 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
tertinggi terdapat pada K-Fold 10 dengan 
hasil 52.10%. 
 
Tabel 5 Perbandingan Akurasi Tipe 
Kernel Neural 
 
Pada tabel 5 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
tertinggi terdapat pada K-Fold 7 dengan 
hasil 79.73%. 
Hasil terbaik pada eksperiment 
Support Vector Machine diatas adalah 
dengan nilai validation ke 2 pada tipe 
kernel DOT dihasilkan akurasi 84,17%. 
 
 
 
Algoritma Support Vector Machine 
K-Fold Akurasi 
10 52.10% 
9 52.09%  
8 51.73% 
7 49.33% 
6  51.87% 
5 50.93% 
4 50.23% 
3 51.13% 
2 51.49% 
Algoritma Support Vector Machine 
K-Fold Akurasi 
10 76.15% 
9 78.20%  
8 77.67% 
7 79.73% 
6  75.67% 
5 78.12% 
4 78.71% 
3 77.14% 
2 78.67% 
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1. Confusion matrix 
diketahui dari 500 data, 220 
diklasifikasikan ya sesuai dengan 
prediksi yang dilakukan dengan metode 
svm, lalu 60 data diprediksi ya tetapi 
ternyata hasilnya prediksi tidak, 200 data 
class tidak diprediksi sesuai, dan 19 data 
diprediksi tidak ternyata hasil 
prediksinya ya. 
 
Tabel 6 Model Confusion Matrix untuk 
Metode Support Vector Machine 
Accuracy = 84.17 % +/-1.77% (mikro 
84.17%) 
 True Ya True 
Tidak 
Class 
precision 
Pred 
Ya 
220 60 78,57 % 
Pred 
Tidak 
19 200 91.32 % 
Class 
recall 
92.05% 76.92%  
Berdasarkan Tabel 6 tersebut 
menunjukan bahwa, tingkat akurasi 
dengan menggunakan algoritma SVM 
adalah sebesar 84,17%. 
 
2. Kurva ROC 
Hasil perhitungan divisualisasikan 
dengan kurva ROC. Kurva ROC pada 
gambar 4.1 mengekspresikan confusion 
matrix dari Tabel 4.7. Garis horizontal 
adalah false positives dan garis vertikal 
true positives. 
 
 
 
 
Gambar 1 Hasil AUC SVM di 
Rapidminer 
 
b. Support Vector Machine 
Berbasis Particle Swarm 
Optimization 
 
Nilai akurasi dalam penelitian ini 
ditentukan dengan cara melakukan uji 
coba dengan rapidminer dengan 
menggunakan berbagai macam jenis tipe 
karnel dan membandingkan nilai 
validation 2-10 dengan memasukan nilai 
C = 0.0 dan Population Size = 10, 
Berikut ini adalah hasil dari percobaan 
yang telah dilakukan dengan 
menggunakan berbagai tipe karnel 
sebagai berikut: 
 
Tabel 7 Perbandingan Akurasi Tipe 
Kernel DOT 
Pada tabel 7 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
Algoritma Support Vector Machine 
Berbasis Particle Swarm 
Optimization 
K-Fold Akurasi 
10 82.17% 
9 76.33%  
8 82.77% 
7 82.16% 
6  76.73% 
5 85.78% 
4 80.38% 
3 79.75% 
2 87.57% 
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tertinggi terdapat pada K-Fold 2 dengan 
hasil 87.57%. 
 
Tabel 8 Perbandingan Akurasi Tipe 
Kernel Radial 
Algoritma Support Vector 
Machine Berbasis Particle Swarm 
Optimization 
K-Fold Akurasi 
10 72.79% 
9 79.80%  
8 76.79% 
7 83.79% 
6  84.99% 
5 85.78% 
4 85.90% 
3 80.81% 
2 85.37% 
Pada tabel 8 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
tertinggi terdapat pada K-Fold 4 dengan 
hasil 85.90%. 
 
Tabel 9 Perbandingan Akurasi Tipe 
Kernel Polinomial 
Algoritma Support Vector Machine 
Berbasis Particle Swarm 
Optimization 
K-Fold Akurasi 
10 63.70% 
9 57.70%  
8 62.36% 
7 58.33% 
6  57.34% 
5 59.71% 
4 60.12% 
3 61.90% 
2 60.52% 
 
Pada tabel 9 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
tertinggi terdapat pada K-Fold 10 dengan 
hasil 63.70%. 
 
Tabel 10 Perbandingan Akurasi Tipe 
Kernel Multiquadric 
 
Pada tabel 10 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
tertinggi terdapat pada K-Fold 3 dengan 
hasil 49.91%. 
 
Tabel 11 Perbandingan Akurasi Tipe 
Kernel Neural 
 
Pada tabel 11 hasil dari tabel uji 
akurasi menunjukan bahwa akurasi 
tertinggi terdapat pada K-Fold 5 dengan 
hasil 84.92%. 
Hasil terbaik pada eksperiment 
Support Vector Machine berbasis 
Algoritma Support Vector 
Machine Berbasis Particle Swarm 
Optimization 
K-Fold Akurasi 
10 46.70% 
9 46.13%  
8 46.28% 
7 45.68% 
6  49.08% 
5 46.49% 
4 44.08% 
3 49.91% 
2 45.49% 
Algoritma Support Vector 
Machine Berbasis Particle Swarm 
Optimization 
K-Fold Akurasi 
10 80.15% 
9 80.40%  
8 82.67% 
7 82.33% 
6  82.67% 
5 84.92% 
4 81.71% 
3 83.24% 
2 83.67% 
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Particle Swarm Optimization diatas 
adalah dengan nilai validation ke 2 pada 
tipe kernel DOT dihasilkan akurasi 
87,57%. 
 
1. Confusion matrix 
diketahui dari 500 data, 238 
diklasifikasikan ya sesuai dengan 
prediksi yang dilakukan dengan metode 
svm, lalu 62 data diprediksi ya tetapi 
ternyata hasilnya prediksi tidak, 198 data 
class tidak diprediksi sesuai, dan 0 data 
diprediksi tidak ternyata hasil 
prediksinya ya. 
 
Tabel 12 Akurasi hasil SVM Berbasis 
PSO 
Accuracy = 87.57 % +/-2.03% (mikro 
87.58%) 
 True 
Ya 
True 
Tidak 
Class 
precision 
Pred 
Ya 
238 62 79,40 % 
Pred 
Tidak 
0 198 100 % 
Class 
recall 
100% 76.15%  
 
Berdasarkan Tabel 12 tersebut 
menunjukan bahwa, tingkat akurasi 
dengan menggunakan algoritma Support 
Vector Machine berbasis Particle Swarm 
Optimization adalah sebesar 87,57%. 
 
2. Kurva ROC 
Hasil perhitungan divisualisasikan 
dengan kurva ROC. Kurva ROC pada 
gambar 2 mengekspresikan confusion 
matrix dari Tabel 12. Garis horizontal 
adalah false positives dan garis vertikal 
true positives. 
 
Gambar 2 Hasil AUC SVM berbasis 
PSO di Rapidminer 
Kurva ROC pada gambar 1 dan 2 
menunjukkan trade-off true positive rate 
(proporsi tuple positif yang 
teridentifikasi dengan benar) dan false 
positive rate (proporsi tuple negatif yang 
teridentifikasi salah sebagai positif) 
dalam suatu model. Garis merah untuk 
true positif dan biru untuk threshold. 
 
c. Evaluasi dan Validasi Hasil 
 
Hasil dari pengujian model yang 
dilakukan adalah memprediksi 
kelayakan kredit dengan Support Vector 
Machine dan Support Vector Machine 
berbasis Particle Swarm Optimization 
untuk menentukan nilai accuracy. Dalam 
menentukan nilai tingkat keakurasian 
dalam  model Support Vector Machine 
dan algoritma Support Vector Machine 
berbasis Particle Swarm Optimization 
menggunakan Rapidminer dengan 
design model sebagai berikut. 
 
Gambar 3. Desain model Validasi 
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d. Analisis Evaluasi Dan Validasi 
Model 
Dari hasil pengujian diatas, baik 
evaluasi menggunakan counfusion 
matrix maupun ROC curve terbukti 
bahwa hasil pengujian algoritma SVM 
berbasis PSO memiliki nilai akurasi 
yang lebih tinggi dibandingkan dengan 
algoritma SVM Nilai akurasi untuk 
model algoritma SVM sebesar 84.17% 
dan nilai akurasi untuk model algoritma 
SVM berbasis PSO sebesar 87.57 % 
dengan selisih akurasi 3.40%, dapat 
dilihat pada Tabel 4.5 dibawah ini: 
 
Tabel 13 Pengujian algoritma SVM dan 
SVM berbasis PSO 
 
 Accuracy AUC 
SVM 84.17% 0.891 
SVM Berbasis 
PSO 
87.57% 0.951 
 
e. Pembahasan 
Berdasarkan hasil eksperiment yang 
dilakukan untuk memecahkan masalah 
prediksi hasil prediksi pengajuan kredit, 
dapat disimpulkan bahwa hasil 
eksperiment menggunakan metode 
Support Vector Machine mempunyai 
tingkat akurasi sebesar 84.17 % dan 
mempunyai nilai AUC sebesar 0.891. 
Setelah dilakukan penyesuaian pada 
parameter kernel tipe dan nilai validasi 
didapat nilai akurasi terbaik untuk 
algoritma Support Vector Machine yaitu 
mempunyai akurasi sebesar 84.17 % dan 
nilai AUCnya sebesar 0.891. Sedangkan 
eksperiment kedua yang dilakukan 
dengan menggunakan metode Support 
Vector Machine berbasis Particle Swarm 
Optimization mempunyai nilai akurasi 
sebesar 87.57 % dan nilai AUC sebesar 
0.951. Setelah dilakukan penyesuaian 
pada parameter C dan epsilon dan 
population didapat nilai akurasi terbaik 
untuk algoritma Support Vector Machine 
berbasis Particle Swarm Optimization 
yaitu mempunyai akurasi sebesar 87.57 
% dan nilai AUC sebesar 0.951. 
Data hasil perbandingan tersebut 
disimpulkan Metode Support Vector 
Machine berbasis Particle Swarm 
Optimization memprediksi lebih akurat 
daripada Support Vector Machine dalam 
penilaian agunan kredit. 
Dengan demikian, adanya 
penerapan Metode Support Vector 
Machine berbasis Particle Swarm 
Optimization mampu memberikan solusi 
bagi kreditur, petugas penilai (estimator) 
dan dapat  membantu  pihak terkait, 
yang dalam hal ini adalah appraisal 
kredit dan perbankan dalam  membuat 
penilaian  agunan pengajuan kredit 
dengan hasil yang lebih baik. 
 
PENUTUP 
1.KESIMPULAN 
Dalam penelitian ini dilakukan 
pengujian model dengan menggunakan 
Support Vector Machines dan Support 
Vector Machines berbasis Particle 
Swarm Optimization dengan 
menggunakan data aprisal pengajuan 
kredit. Model yang dihasilkan diuji 
untuk mendapatkan nilai accuracy, 
precision, recall dan AUC dari setiap 
algoritma . Maka dapat disimpulkan 
pengujian menggunakan Support Vector 
Machines berbasis Particle Swarm 
Optimization lebih akurat dari pada 
Support Vector Machines sendiri. 
 
2. Saran 
 
Agar penelitian ini bisa 
ditingkatkan, berikut adalah saran-saran 
yang diusulkan:   
1. Penelitian ini diharapkan dapat 
digunakan pihak Appraisal sebagai 
bahan pertimbangan memprediksi 
penilaian agunan properti pengajuan 
kredit, sehingga dapat meningkatkan 
“Technologia” Vol 7, No.1, Januari – Maret 2016                                                          48 
 
Jurnal Ilmiah Fakultas Teknik “Technologia” 
 
akurasi dalam prediksi pemberian 
keputusan.  
2. Penelitian ini dapat dikembangkan 
dengan metode optimasi lainnya 
seperti Ant Colony Optimization 
(ACO), Genetic Algorithm (GA), 
dan lainnya. 
3. Penelitian ini dapat dikembangkan 
dengan metode klasifikasi data 
mining lainnya seperti Naive Bayes, 
KNN dan lainnya untuk melakukan 
perbandingan. 
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