Abstract. We consider the optimal management of a hydro-thermal power system in the mid and long terms. From the optimization point of view, this amounts to a large-scale multistage stochastic linear program, often solved by combining sampling with decomposition algorithms, like stochastic dual dynamic programming. Such methodologies, however, may entail prohibitive computational time, especially when applied to a risk-averse formulation of the problem.
stochastic linear program, often solved by combining sampling with decomposition algorithms, like stochastic dual dynamic programming. Such methodologies, however, may entail prohibitive computational time, especially when applied to a risk-averse formulation of the problem.
We propose instead a risk-averse rolling-horizon policy that is nonanticipative, feasible, and time consistent. The policy is obtained by solving a sequence of multi-stage problems with deterministic constraints for the current time step and future chance and CVaR constraints.
The considered hydro-thermal model takes into account losses resulting from run-of-river plants efficiencies as well as uncertain demand and streamflows. Constraints aim at satisfying demand while keeping reservoir levels above minzones almost surely. We show that if the problem uncertainty is represented by a periodic autoregressive stochastic process with lag one, then the probabilistic constraints can be computed explicitly. As a result, each one of the aforementioned multi-stage problems is an easy to solve medium-size linear program.
For a real-life power system we compare our approach with three alternative policies. Namely, a robust nonrolling-horizon policy and two risk-neutral policies obtained by stochastic dual dynamic programming, implemented in nonrolling-and rolling-horizon modes, respectively. Our numerical assessment confirms the superiority of the risk-averse rolling-horizon policy that yields comparable average indicators, but with reduced volatility and with substantially less computational effort.
Stochastic programming and Chance constraints and Interstage dependence and Rolling horizon
and Hydro-thermal planning AMS subject classification: 90C15, 91B30.
Introduction
The optimal operation of a hydrothermal system in the mid and long terms usually minimizes the expected value of the operating cost, essentially composed of fuel costs plus penalties for load shedding. This type of problem is of interest not only in centralized systems, but also for ISO and private and institutional agents acting on vertically integrated systems.
When the planning horizon covers several years, the optimal operation problem (OOP) is formulated as a stochastic program with recourse; see Birge and Louveaux (1997) . The problem is often large scale because there are many power plants and many time periods need to be considered. For a study over 5 years, a typical time step of one month -needed to describe suitably the hydrological uncertainty-makes up a total of 60 months. To eliminate "boundary" effects, see Section 5.1.1 below, in practice the time horizon is in fact doubled, yielding T = 120 stages.
For systems subject to cold winters, uncertainty in the seasonal demand needs to be represented too, increasing even more the problem complexity. For these reasons, a linear modeling is often adopted for the optimization problem.
A prototypical example is Brazil's power system, predominantly hydroelectric, for which the availability of limited amounts of hydro-power in the form of water stored in reservoirs makes the OOP very complex. There are many reservoirs in cascade, some of them with a capacity of regularization that covers several years, and spread over geographical regions with different seasonal rainfall. Water is a commodity of unknown value and uncertain availability and present operating decisions have future consequences that are difficult to quantify. In this setting, important indicators obtained when solving the OOP, like mean marginal prices or the average future unsupplied energy, need to reflect well the impact of extreme events such as extended droughts. This is why it is interesting to develop OOP variants that not only consider average phenomena, well represented by the cost in expected value, but also take into account the underlying risk factors. Since the hydrological risk is mostly associated to low volumes of stored water, operators struggle to keep the reservoirs over some critical minimum values or minzones that trigger an alert for the system as a whole, and require special actions to avoid future blackouts.
The question of how to measure risk in financial applications has been intensively developed over the past years, Artzner et al. (1999) , Rockafellar and Uryasev (2000) . In the energy sector, similar ideas have been applied for hedging financial risk of price-taker companies operating in To circumvent the curse of intractability and/or conservatism, inherent to multistage uncertain programs, we employ a risk-averse approach in a rolling-horizon setting, as in Guigues and Sagastizábal (2009), described in Section 2. Essentially, we consider solving successively T − 1 multi-stage problems with shorter and shorter horizons, for t = 1, . . . , T . For the t th multi-stage problem, constraints are considered deterministic at time step t, and in a probabilistic sense for
The approach builds feasible policies: all the constraints over the optimization period hold almost surely. This is a very important property for the OOP, for which the minzones constraints need to be satisfied with probability one. Moreover, the policy is time consistent in the sense of Shapiro (2009).
The considered hydro-thermal model considers uncertain streamflows and includes run-of-river plants, that can either spill or generate; see Section 3. Since turbines have a maximum capacity, some of the uncertain streamflow, meant to be immediately transformed into energy by the run-ofriver plants, may be lost. As explained in Section 3.1, the corresponding plant efficiency induces a loss of energy that depends on the whole system configuration and that is represented by a nondecreasing function of the streamflow. Constraints aim at satisfying demand while keeping reservoir levels above minzones almost surely. In Section 4 we show that if the streamflow is represented by a periodic autoregressive stochastic process with lag one, then the probabilistic constraints can be computed explicitly. As a result, each one of the aforementioned multi-stage problems is an easy to solve medium-size linear program. The model also takes into account uncertain demand. In Section 4.4 we address the general case, when demand is also a stochastic autoregressive process with lag one, for which calculations are no longer explicit, but involve estimations. A AND CLAUDIA SAGASTIZÁBAL
B
With respect to Guigues and Sagastizábal (2009) , this work includes the modeling of both runof-river plant efficiencies and uncertain demand. Although realistic, this more general framework complicates the recursive computation of the chance constraint coefficients derived in Guigues and Sagastizábal (2009) . In this paper we show how to make those computations explicit, in a direct manner, for autoregressive processes with lag equal to one. In addition, the theoretical development is supported by the final Section 5, with numerical results organized in three parts.
First, to emphasize the fact that rolling horizons are indeed beneficial in a risk-averse setting, we (favorably) compare our policy with a robust one, similar to the one by Bertsimas and Thiele (2006) . The second set of tests evaluates the impact of modeling the run-of-river efficiencies, and compares our policy with two stochastic dynamic dual programming (SDDP) policies, implemented in nonrolling-and rolling-horizons, but risk neutral. The third and final test-case refers to a realsize OOP, and confirms the superiority of the risk-averse rolling-horizon policy which yields average indicators that are comparable to the ones obtained by a risk-neutral SDDP, but with reduced volatility and with substantially less computational effort.
We now set down some notation. For a random variable ξ,ξ denotes a particular realization, whereas E(ξ) and σ(ξ) are the expected value and the standard deviation, respectively. For the process ξ, ξ [t] = (ξ j , j ≤ t) denotes its history up to time t. Conditional expectations and probabilities are denoted by E(ξ 1 |ξ 2 ) := E(ξ 1 |ξ 2 =ξ 2 ) and P(ξ 1 ∈ A|ξ 2 ) := P(ξ 1 ∈ A|ξ 2 =ξ 2 ).
The cumulative distribution function is denoted by F ξ (·), knowing that for ξ ∼ N (0, 1), we just write F (·) := F ξ (·). The generalized inverse of a nondecreasing function F is given by
For a continuous random variable X for which higher values are preferred, the Conditional Value-at-Risk of level ε p ∈ (0, 1) of X is defined by CV aR εp (X) =
Main features of a rolling-horizon approach
As explained in Wets (2000) , in a here-and-now approach, a decision must be selected before a realization of the random data becomes available. In a problem of the wait-and-see type, one is allowed to wait before making the decision until realizations of the random variables can be observed; see also Ch. I, Birge and Louveaux (1997) . The risk-averse rolling-horizon methodology lies in-between and could be labeled "here-and-now looking-forward".
In order to explain the rolling-horizon (RH) approach, we first consider how a sampling method, like SDDP, attempts to solve a stochastic program over a multi-stage scenario tree. Since solving the nested optimization problem for all possible scenarios is not possible, SDDP samples a small subset of scenarios to build a policy. The policy is defined by a piecewise linear lower approximation of the future cost for each stage, which is improved along iterations. Each SDDP iteration consists of a forward and a backward step, illustrated by Figure 1 below. Figure 1 shows these cuts in green, built using all the uncertainty information (marked with blue lines) that is available along the red path (cuts are shared between nodes of the same stage). An RH model considers T − 1 successive risk-averse problems, each one defined for a time t = 1, 2, . . . , T − 1. In the figure, the top left and right graphs correspond to the first and second problems, respectively, while the bottom graphs represent the (T − 1) th and T th ones (noting that the last problem is just a one stage deterministic problem). For t < T , the t th problem is a multi- 
ξ2
Second risk-averse problem: first stage t = 2
Future stage: T .
Last problem solved at stage Tξ Similarly, the considered subtrees are surrounded by a red polyhedron. Each subtree is defined by the portion of the full scenario tree, "descending" from the first stage node until final stage T .
Here arises an important difference: an RH implementation of SDDP would sample only some forward paths over such a subtree. By contrast, our model considers the full subtree uncertainty, by setting chance and CVaR constraints for future stage constraints. When uncertainty depends on the past in an affine manner, like in autoregressive models, Section 4 shows how to reformulate future constraints explicitly so that each risk-averse problem is just a deterministic linear program.
Since this sequence of T − 1 multi-stage problems makes a poorer representation of uncertainty than a T -stage program, our risk-averse RH policy is still sub-optimal. Nevertheless, thanks to the explicit formulation of chance constraints that represent uncertainty of each full subtree (instead of just parsing a few forward paths, as in SDDP), our risk-averse policy is "closer" to the wait-andsee one. This is confirmed by our numerical results in Section 5, which also show the substantial difference in computational effort: for a typical real-life case, over a set of 500 scenarios, our approach takes 6h while a nonrolling-horizon SDDP takes 3 weeks. As a result, even though if in principle embedding SDDP in a rolling-horizon setting might produce a good policy, when T is large the computational complexity of SDDP makes such an approach impossible, at least with the computational capacity available nowadays.
A simplified optimal operation problem with energy loss representation
Our approach is general and applies to real-life hydro-thermal systems, like the Brazilian one.
However, for the sake of clarity, the mathematical formulation leading to the chance-constrained problem is first given for a simplified hydro-thermal system. We consider only one reservoir, one run-of-river plant, and no thermal plants. In addition, the problem is formulated in energy variables, without entering into the issue of how to relate water to energy by explicit production functions. However, the run-of-river plant has turbines whose capacity may not suffice to convert all the streamflow into power.
3.1. Energy losses and hydro-thermal complement. In our simplified formulation, at time
we have a state variable x t , the volume of the reservoir at the beginning of the time step; a nonnegative control variable u t , the turbine outflow; and ξ t , the natural streamflow of water arriving into the reservoir. Only a fraction γ t ∈ [0, 1] of this water can be stored, the remaining portion, (1 − γ t )ξ t , is in principle immediately transformed into power by the run-ofriver plant. However, due to capacity limits, it may not be possible to turbine all of (1 − γ t )ξ t , resulting in some loss of energy. We represent such losses by a convex function, L t (·). Several representations are possible; here we consider a piecewise-defined function, depending on certain parameters a, b, and L > 0, satisfying 0 < a < These parameters define three regions, The loss function determines the difference (1 − γ t )ξ t − L t ((1 − γ t )ξ t ) that will effectively be converted into power by the run-of-river plant. When the run-of-river energy is greater than or equal to the demand, no additional generation is necessary. In this sense, denoting by dem t the A AND CLAUDIA SAGASTIZÁBAL Figure 3 . A typical loss function for a run-of-river power plant demand arriving at the system at time step t, the function
gives the hydro-thermal complement :
to be produced by the remaining power plants.
3.2. Problem formulation. For t = 1, . . . , T the main constraints for the optimal operation problem (OOP) are given below.
Water balance equation:
Demand satisfaction: At time step t, let df t denote the nonnegative energy deficit, modeled as a (fictitious) thermal plant with large enough capacity and generation cost equal to the cost of deficit, a known data denoted by cd t . Then the identity
Since, by definition, generation variables are nonnegative, writing demand constraints as
will not change the optimal value of the OOP. Moreover, the particular structure of the optimal operation planning problem (6) below is such that, for a given time step, if the run-of-river production is less than the demand, the corresponding demand constraint is active.
Critical minimal volume: Operators managing the system in real time are mostly concerned with keeping reservoirs at reasonable storage levels. In particular, they sometimes wish to keep the reservoirs above critical values, or reference trajectories, estimated empirically, and denoted by x crit t+1 ≥ 0. These trajectories, also called minzones, are sometimes imposed by some regulatory rules fixed by the ISO, and define the constraint:
For this simplified system, and over a time horizon of T steps, the deterministic OOP problem has the form
In the objective function above, cu t is the hydro generation cost, assumed to satisfy 0 < cu t < cd t .
For the general case of a power mix with many plants, the vector cu t (resp. u t ) stores both the unit costs for thermal plants and for energy transfers between subsystems (resp. thermal generation and import/export exchanges).
3.3. Simplified statistical setting. Uncertainty in (6) appears through ξ t and dem t , the natural streamflow and demand. In order to appropriately reflect seasonal variations, both processes are represented by periodic autoregressive models.
For the sake of simplicity again, we consider here that the twelve orders of the PAR model for the streamflow are equal to one: each month's streamflow depends only on the previous month's rains.
More precisely, letting µ t and σ t denote the mean and the (finite and positive) standard deviation of ξ t , consider the standardized random variable
Then there exists a coefficient Φ t+1 such that
where η 1 , . . . , η T are independent Gaussian random variables with standard deviations σ(η t ) = σ η t > 0. For t = 1, ξ 1 is a known data, often referred to as hydrological tendency and, because the model is periodic, the functions µ t , σ t , Φ t and σ η t are 12-periodic (one year period). The recursive application of (8) gives for any time step t and j ≥ 1:
with the convention that k2 k=k1 Φ k = 1 whenever k 1 > k 2 . This relation, together with (7), gives the following expression for the streamflows
. . , T − t, and with
The fact of considering lags greater than one complicates the coefficient expressions, but the corresponding relation (9) remains affine, on both the past values (ξ j , j ≤ t) and the noises (η t+1:t+j ). Recursive relations for computing recursively coefficients α, β, and θ in the general case can be found in Guigues and Sagastizábal (2010) . In this work we give instead explicit (not too involved) relations that can be derived directly for processes with lag equal to one.
The demand process being also periodic autoregressive, dem t+j has an expression similar to the one in (9), mutatis mutandis. To ease the presentation, first we consider the demand to be deterministic, leaving to Section 4.4 the explanation of how to handle uncertainty in the demand.
Risk-averse rolling-horizon feasible policy
As illustrated by Figure 2 , at a given stage t, the risk-averse RH policy is based on a here-andnow looking-forward approach, in which the data for the current time stage is deterministic while the future is considered uncertain, but depending on the history of realizations until time step t. Figure 2 has uncertain future constraints dealt with by using probabilistic and CVaR constraints. For this reason, we express future states x t+j+1 in terms of the current state and past uncertainty, by applying recursively (3):
Policy definition. Each multi-stage problem in
With the above expression, knowing the first state variable x t , at time stage t the feasible set of our t th -stage risk-averse problem is given by
and, for j = 1, . . . , T − t :
for a given confidence level ε p ∈ (0, 1), possibly varying with t and j ∈ {1, . . . T − t}. The probabilistic constraints in (12) are conditioned only to the realization history of streamflowsξ [t] because the demand is assumed to be deterministic for now. Otherwise, the demand history also conditions the calculation of moments, cf. (24) in Section 4.4.
The optimal state x t+1 and control u t are obtained by solving the following chance-constrained linear program:
As explained below, see (22) in Section 4.3, the risk-averse problem is deterministic, hence the use of a deterministic objective function in (13) .
is an optimal solution to (13), then decisions (x * t+1 , u * t , df * t ) are taken at time step t and satisfy the constraints (3), (4), (5) . As a result, the policy formed by all these sub-vectors, obtained after solving (13) for t = 1, . . . , T , is feasible. Moreover, for each time step, controls (u * t , df * t ) depend on the reservoir levels at the beginning of this time step and on the history of streamflowsξ 1 , . . . ,ξ t , but not on future scenarios of streamflows. Consequently, our policy is time consistent in the sense of Shapiro (2009) . Notwithstanding, the family of optimization problems (13) (A1) along time steps the critical levels are non increasing:
In this context, it is possible to choose a confidence level ε p such that the feasible set (12) of problem (13) is nonempty. In order to keep the streamflows modeled by (8) In our numerical experience in Section 5 noises are Gaussian and we consider a real-life power mix with 4 reservoirs to be managed over 10 years, corresponding to 120 stages. For this case, we obtained empirically that max t,m P(ξ t (m) < 0) = 2.7 × 10 −75 for t = 1, . . . , T = 120 and m = 1, . . . , 4.
4.3.
Making chance constraints explicit. Since the PAR model has lag one, the history conditioning the chance constraints in (12) is the last realization,ξ t . Indeed, plugging (9) into the rightmost term of (11) results in (14)
an expression affine on the noises (η t+1 , . . . , η t+j ). Once more, lag one assumption makes simple the explicit calculation of scalar coefficients A t,j , Θ t,j and vector B t,j , which involves some simple algebraic manipulations:
By contrast, for general lags, calculations are not so straightforward, see Lemmas 2.1 and 2.2 in
Guigues and Sagastizábal (2010).
In future demand constraints, we can likewise replace ξ t+j by its expression (9) , and write all probabilistic constraints from (12) in the abstract form
for different affine scalar functions g(·) and for different continuous random variables X, depending on the noises η t+j .
To show that the feasible set (12) is a polyhedron, and (13) a linear program, we will use the equivalence (15)
↑ only for Gaussian X .
In this relation, ε p ∈ (0, 1), g is a deterministic function, and X is a random variable, keeping in mind that the rightmost identity holds only for Gaussian variables: X ∼ N (E(X), σ 2 (X)).
We now discuss the computation of the generalized inverse F ← X (1 − ε p ) for the different random variables X involved in the chance constraints of (12).
4.3.1.
Critical minimal volume constraint. Using the expression (14) for the last set of constraints in (12) (chance constraints on the reservoir levels), we obtain (15) for g(y) := − j i=0 u t+i and X the random variable
This is a Gaussian random variable, with mean and variance given by
As a result, the chance constraints on the reservoir levels have the form
for j = 1, . . . , T − t. These constraints are affine in the generation variables (u t , . . . , u T ).
An interesting feature of our approach is that chance-constraint (19) can be cast back into a mold akin to the original constraint, that is, akin to (5). The rewriting introduces new variables
x R t+j , defined iteratively by transition equations, similar to (3):
Then, it can be easily checked that
an inequality similar to (5), with an augmented righthand side term that can be explicitly computed using (18).
Demand constraint.
Using relation (9), chance-constraints for the demand in (12) can be written as (15) with g(y) := u t+j + df t+j and X =L t+j (Y t,j ) where, for j = 1, . . . , T − t, the random variable Y t,j is defined by
The random variable Y t,j is Gaussian with respective mean and variance
In view of (15) 
(1 − ε p ) for short, either ε p > P(Y t,j ≤ b), and x εp =L t+j (b); or
. In the latter case,
and, hence,
When the tailwater level becomes too high, the run-of-river energy is null and the loss function is no longer strictly monotone for x ≥ a, as in (1). Nevertheless, it is still possible to derive explicit chance constraints proceeding as explained above, as long as functionsL t remain monotone.
Explicit representation of (12). Putting together the previous results, and letting dem
R t+j := dem t+j + F −1 (1 − ε p )σ(Y t,j ) ,
by (1) and the fact −F
, the feasible set (12) has the representation
where x R t = x t , the known initial state. As mentioned, the slack variable z t ensures satisfaction of (5) for any given realization of the streamflows, and it is penalized in the objective function.
CVaR constraints and uncertain demand.
It is also possible to use Conditional Valueat-Risk constraints; for example, requiring that
for some confidence level ε c > 0. Since the CVaR is translation invariant, using once more the expression (14), inequality (23) can be rewritten as 
for x = 0, the equivalences
hold. Together with the rightmost relation in (15) , and the expressions (17) and (18) for the mean and standard deviation, an equivalent formulation of (23) is obtained by
If the demand is not deterministic but uncertain, in (12) the future demand constraints need to be conditioned to past realizations of both the streamflows and the demand: (ξ [t] , dem [t] ).
Suppose, for simplicity, that the demand process is periodic autoregressive with lag one. Then, for t = 1, . . . , T , the normalized variableZ t = demt−μt σt has meanμ t = E(dem t ) and standard deviationσ t = σ(dem t ), and there exist non-null coefficientsΦ t+1 such thatZ t+1 =Φ t+1Zt +η t for t = 1, . . . , T − 1. The Gaussian random variablesη 1 , . . . ,η T are independent, have standard deviations σ(η t ) = ση t > 0 and define a processη independent of η. Similarly to (9), dem t+j = α t,j dem t + t+j ℓ=t+1β ℓ t+jη ℓ +θ t,j for t = 1, . . . , T − 1, j = 1, . . . , T − t, where the coefficients are computed as in (10) .
In the format (15), demand chance-constraints are written with g(y) := u t+j + df t+j and with the random variable X defined by (24) X
Note that X L is independent of the Gaussian variable dem t+j | dem t , whose mean and variance are
given by
By the rightmost relation in (15) , the inverse of the distribution function of X needs to be computed. This computation is not explicit, but estimated by dichotomy, because the distribution function is nondecreasing. More precisely, for any x ∈ R we have
where the distribution function of X L is given by
The integral in (25) can be approximated by a numerical integration method, or by finding F −1
, for example by a Newton-Raphson method.
Numerical assessment
Our numerical results are organized in three parts, succinctly described below.
(1) To emphasize the interest of a rolling horizon in a risk-averse setting, we show the superiority of our risk-averse rolling-horizon (ra-RH) policy over a robust nonrolling-horizon (rob-NRH) policy derived from the first risk-averse problem, that is from (13)- (22), written with t = 1. The progressive lack of precision of policy rob-NRH as T increases is made more clear by making the comparisons for two different time horizons, namely T = 4 and T = 12.
(2) For a short time horizon, we compare our ra-RH approach with two policies, obtained with a risk-neutral variant of SDDP, implemented both in nonrolling-horizon and rollinghorizon settings.
(3) For an OOP of real size and large T , we compare ra-RH with a risk-neutral nonrollinghorizon SDDP policy. The reason for this choice is that a rolling-horizon SDDP is computationally out of reach for large problems.
The implementation for all the testing was done in Matlab, using Mosek's optimization library to solve linear programming problems (http://www.mathworks.com/products/matlab/ and http: //www.mosek.com). The runs were done on a Dell PowerEdge 2900 server with 2 CPUs Intel Xeon For the real-life instance considered in Section 5.4, the demand is considered deterministic, and equal to its average value.
5.2. Risk-averse policies in nonrolling-and rolling-horizon modes. After solving (13) written at t = 1, the first time step, the corresponding optimal generations
can be viewed as robust generations for the OOP over the entire horizon [1, T ] . Indeed, our constraints can be seen as robust constraints, using uncertainty sets given in Guigues and Sagastizábal This robust policy is considered in Bertsimas and Thiele (2006) for inventory problems. For our application we also project the policy, to make it feasible. This is necessary because uncertainty sets are merely confidence areas and policy (u * , df * ) may not satisfy constraints almost surely for time stages greater than one. Therefore, given the hydro-thermal complement (2), the state For the comparison, we consider a reduced instance of the OOP problem, over two different time horizons, as described in Table 1 Table 2 . Results for reduced OOP.
Although not frequently employed for power planning, robust non-rolling horizon policies have sometimes been used in multistage stochastic inventory problems; for instance in Bertsimas and
Thiele (2006) with T = 20. For large T , the future "seen" by rob-NRH becomes less and less accurate, and the policy becomes too conservative (cf. our final comments in Section 6).
5.3.
Risk-averse rolling-horizon policy versus risk-neutral SDDP policy in nonrollingand rolling-horizon modes. In order to determine the potential benefits in implementing our ra-RH policy, we compare it with two SDDP variants, over the small OOP instance in Table 3 .
The column "|ξ sim |" refers both to the number of trajectories considered by ra-RH and to the number of scenarios employed by SDDP in the simulation phase. The columns "|ξ f wd |" and "|ξ back |" stand, respectively, for the number of SDDP forward scenarios and the number of noise realizations at each stage in SDDP backward pass.
Demand Loss function 12 20 10 9 0.5x max 0.2x max x 1 uncertain with Table 3 . Data for small OOP. Table 4 reports the cost statistics obtained with the different policies. In the table, "sddp-NRH"
and "sddp-RH" stand for the nonrolling-and rolling-horizon variants of SDDP. We observe that using a rolling-horizon approach allows SDDP to reduce its mean cost (in 7%), at the expense of a higher volatility (the s.d. increase is more than 40%). All policies have similar mean costs, with reduced indicators for volatility with ra-RH policy: both the cost standard deviation and the number of extreme cost scenarios (VaRs for low values of the confidence level) are reduced.
In relative terms, ra-RH s.d. is 6% of the average cost, while sddp-NRH and sddp-RH standard deviations represent 51% and 76% of the respective average costs. As for the cost of the extreme scenarios, the VaR 5% represents 108%, 165% and 191% of the corresponding ra-RH, sddp-NRH, and sddp-RH average cost.
5.4.
Determining the impact of modeling losses for a large-scale problem. In view of the numerical experience reported so far, for the large-scale OOP in Table 5 Table 4 . Measures of central tendency and of dispersion of the generation cost (R$) with T = 12.
not worthy to implement the rob-NRH policy. Likewise, since when the demand is uncertain the cumulative distribution inverse function estimation increases the computational work per iteration, we only consider deterministic demand in this test-case. Finally, it is not possible to implement SDDP in a rolling-horizon mode: to obtain the reported results with sddp-NRH, it has already taken about 3 weeks in our computers.
Demand Loss function 120 500 200 20 x max 0.2x max 0.2x max deterministic with and without In order to evaluate the effect of modeling losses, we compared two different ra-RH policies, with and without modeling the run-of-river efficiencies. The first policy models the corresponding losses and takes ε p = 0.19. The second policy is obtained from a model without losses using ε p = 0.15 and ε c = 0.01 in (23) .
For the two ra-RH policies, Figure 4 shows on the left the equivalent reservoir evolution, including the run-of-river generation, and on the right the average thermal generation. The model with losses keeps water and uses more thermal power. Incidentally, these graphs also put in evidence the "boundary effect" induced by the fact that the last recourse function is null: at the end of the optimization period, since water costs nothing, the optimal decision is to generate only hydro power. Note in addition that the boundary effect decreases as time stages get closer in the future.
In fact, the perturbation becomes practically imperceptible for time steps smaller than t = 70, thus justifying the heuristic practice of doubling the time steps.
For the problem in Table 5 , energy losses can be quite important: taken over all time steps, scenarios, and subsystems, the mean ratio 100
(1 − γ t (m))ξ t (m) equals 4.8% while the maximal loss goes up to 36% of the streamflow. This shows the importance of modeling the run-of-river efficiencies. Notwithstanding, the loss modeling may significantly increase the generation cost.
For all the policies considered, that is for WS, ra-RH, and sddp-NRH, modeling losses doubled the average cost. Also, as observed for the reduced OOP, ra-RH reduces volatility with respect to sddp-NRH.
A comparison of the different cost distributions can be found in Figure 5 . Letting C WS and C ra−RH , denote, respectively, the generation cost with policies WS and ra-RH, the figure reports the In relative terms, ra-RH mean cost is 8.6% or 43% higher than WS mean cost, depending on whether or not losses are incorporated in the model. As mentioned, taking into account losses results in a significant increase in the cost for all policies; but, as shown by the rightmost graph in Figure 5 , empirical distributions of the cost of ra-RH and WS become "closer", a phenomenon that can be explained by the fact that the run-of-river mean generation is less in this case.
Finally, Figure 6 shows the hydro and thermal generation for the three considered policies, taking into account the run-of-river efficiencies and, hence, modeling losses. We see that, for all policies, thermal generation is comparatively much smaller than hydro-generation, as expected in a hydro-dominated system (in our configuration, at each time step, thermal power can cover at most 12.8% of the average demand). When needed, thermal plants are committed in ascending order of their operational cost, to prevent load shedding. Globally, on all scenarios, sddp − NRH A AND CLAUDIA SAGASTIZÁBAL B uses slightly less water. On the first half of the optimization period, sddp − NRH tends to use more water than the other two policies. Once more, the alluded "boundary effect" makes all policies use only hydro-power at the end of the optimization period. Figure 6 . WS, ra-RH, and sddp-NRH policies with modeling of losses.
Concluding remarks
For large-scale problems, rolling-horizon models are often impractical, because, as shown by Figure 4 , they need to generate scenario trees over each future step (t + 1, . . . , T ), at each time stage t. The corresponding calculations are prohibitive, making non-rolling horizon approaches more popular for stochastic programming problems with many time stages. The situation is only worse when building risk-averse policies, since there are more variables and constraints. We propose an alternative risk-averse policy, implemented in a rolling horizon that solves a sequence of chance-constrained problems. The explicit formulation of chance constraints for each full subtree makes our ra-RH policy not only feasible, but also "close" to the optimal one.
In particular, the results presented for the optimal operation problem of a large hydro-thermal power system show that our risk-averse rolling-horizon model is both realistic and tractable. Indeed, the model can efficiently handle energy losses arising when the turbines of run-of-river plants attain their maximum capacity and some streamflow is spilled. It is possible for operators to declare minzones, keeping reservoirs above pre-defined limits, with high probability. Similarly, the model can easily incorporate additional probabilistic constraints for flood control purposes, maintaining the reservoirs below a given threshold, if desired. On the basis of our numerical experience and for the case-study analyzed, the consideration of energy losses appears as an important differential factor. We believe such is the case in general for hydro-dominated power systems, especially if operators aim at keeping reservoir levels above critical trajectories.
We also analyzed the numerical behaviour of two commonly used alternative policies, obtained by applying either robust optimization in a nonrolling-horizon mode or stochastic dual dynamic programming, both in nonrolling-and rolling-horizons settings. With respect to robust optimization, for some problems, the objective function value at a robust solution remains close to the optimal value for small data perturbations. Such is the case of a collection of "bad" NETLIB problems considered in Ben-Tal and Nemirovski (2000), for which a maximum 0.1% data perturbation yields a robust objective function value distant in at most 1% from the optimal value. However, for a stochastic linear program like ours, with many time stages, streamflow realizations can exhibit a large variation between scenarios. As a result, uncertainty sets, calibrated for t = 1 and used to define robust counterparts, become just too large for far ahead time stages, degrading substantially the quality of the robust solution for some scenarios. This unfortunate feature is related to the Robust Optimization premise establishing that all realizations of the uncertain parameters should belong to the uncertainty sets considered in the robust counterpart. But in practice this is not the case, because calibrated uncertainty sets are mere confidence regions. When some scenario not covered by calibration appears in the simulation, the system gets to an unfeasible state, highly penalized. In our application, such is the case when there is load shedding: the large deficit cost gives an extremely high cost, and, in particular, produces unacceptable marginal prices.
With respect to the risk-neutral sddp-NRH and sddp-RH policies, our ra-RH approach gives close results in much less computational time. Moreover, our policy can be defined without resorting to scenario trees, nor having to use loose termination criteria to stop the iterations.
We finish with an important remark. From the above, one could conclude that a rolling horizon approach should systematically be preferred to other solution methods. In this respect, it is important to keep in mind that our comparisons are both problem and parameter dependent. The rolling-horizon approach has the potential weakness of producing unfeasible risk-averse problems, if confidence levels are too small. Such is not the case in our application; however, for a different type of problem, finding an a priori sound choice of confidence levels may be a challenging question, and other methodologies may be more suitable.
