Many aberration detection algorithms are used in infectious disease surveillance systems to assist in the early detection of potential outbreaks. In this study, we explored a novel approach to adjusting aberration detection algorithms to account for the impact of seasonality inherent in some surveillance data. By using surveillance data for hand-foot-and-mouth disease in Shandong province, China, we evaluated the use of seasonally-adjusted alerting thresholds with three aberration detection methods (C1, C2, and C3). We found that the optimal thresholds of C1, C2, and C3 varied between the epidemic and non-epidemic seasons of hand-foot-and-mouth disease, and the application of seasonally adjusted thresholds improved the performance of outbreak detection by maintaining the same sensitivity and timeliness while decreasing by nearly half the false alert rate during the non-epidemic season. Our preliminary findings suggest a general approach to improving aberration detection for outbreaks of infectious disease with seasonally variable incidence.
INTRODUCTION
Aberration detection algorithms are used in surveillance systems to detect potential outbreaks and to facilitate rapid response. 1e6 However, many infectious diseases are seasonal, which affects the performance of aberration detection algorithms. 1 7 Some algorithms use historical data over several years to model the effect of seasonality on disease incidence, 2 5 6 but there is no general approach to adjusting algorithms to account for seasonality, especially when historical data are limited.
The objective of our study was to evaluate a new way to adjust aberration detection algorithms to account for the seasonality inherent in some surveillance data. Our approach is to identify optimal alerting thresholds for algorithms during epidemic and non-epidemic seasons. We report results from an evaluation of this approach using data for hand-foot-and-mouth disease (HFMD) cases and outbreaks in Shandong Province, in China.
METHODS
We evaluated our seasonal adjustment approach using the C1, C2, and C3 aberration detection algorithms, which were developed by the US Centers for Disease Control and Prevention. 6 The three algorithms require few historical baseline data and are based on a positive one-sided cumulative sum calculation. These algorithms estimate the expected value on any given day as the average of the observed values over the previous 7 days. For the C1 algorithm, the baseline is the past 7 days (ie, t-1 to t-7), while for the C2 and C3 algorithms, the baseline begins 2 days before the current day (ie, t-3 to t-9). The C3 algorithm also maintains a 2-day running sum, and all three algorithms are described in detail elsewhere. 6 8 The commonly used threshold for C1 and C2 is 2.0. 6 8 In our study, acknowledging that algorithm alert thresholds impact detection performance, 4 5 we considered 20 threshold values (from 0.2 to 4.0, with intervals of 0.2) for C1, C2, and C3 to determine the optimal threshold during epidemic and non-epidemic periods. All algorithms and analyses were implemented in R software.
Since May 2008, HFMD has been a notifiable infectious disease in China. We used reports of HFMD from Shandong province, China for 2009; these data included time series of cases reported in all 1886 townships of Shandong province. The epidemic season was identified by consultation with epidemiologists and consideration of the epidemiological characteristics of incident cases of HFMD. Reported HFMD outbreaks in Shandong province in 2009 were taken as the reference standard for algorithm evaluation, as all of these outbreaks were verified through field investigation by local public health departments. 10 As with previous research, 4 8 11 we defined the start and end of an outbreak in our study as the first and last dates cases associated with the outbreak were reported. An outbreak was considered detected when a signal was triggered by the algorithm during the outbreak.
We evaluated algorithms in terms of their sensitivity, false alarm rate, and time to detection. 1 8 12 Sensitivity was defined as the number of outbreaks flagged, divided by the total number of reported outbreaks. The false alarm rate was defined as the number of non-outbreak days flagged, divided by the total number of non-outbreak days. Time to detection was defined as the median number of days from the beginning of each outbreak to the first day the outbreak was flagged. 4 11 If the algorithm flagged the first day of an outbreak, the detection time of this outbreak was zero. 4 To enable the calculation of timeliness data for all outbreaks, if an outbreak was undetected, the detection time was set to the total duration of the outbreak, so as to enable calculation of the median timeliness across all outbreaks. 11 Therefore, time to detection is an integrated index that reflects both the timeliness and sensitivity of an algorithm. 4 11 The optimal threshold for an algorithm was that which gave the shortest detection time, or that which gave the lowest false alarm rate when the time to detection was same among different thresholds. 4 We used the Student t test to examine whether the false alarm rates were significantly different by using the thresholds estimated for the non-epidemic season and the thresholds estimated for the entire year. When considering data for the whole year, the optimal thresholds for C1, C2, and C3 were 0.2, 0.6, and 0.6, respectively. During the epidemic season, the sensitivity was 95.88% and time to detection was 1 day for all three algorithms; C2 had the lowest false alarm rate (1.61%) and the least number of signals (5850) (table 1). During the non-epidemic season, the sensitivity of the three algorithms was 100% and time to detection was 4 days for each; C1, C2, and C3 had false alarm rates of 0.13%, 0.12%, and 0.12%, respectively.
When considering data from the epidemic and non-epidemic seasons separately, the optimal thresholds during the epidemic season for C1, C2, and C3 were 0.2, 0.6, and 0.6, respectively. These thresholds were the same as those identified when considering data from the whole year (table 2) . For the nonepidemic season, the optimal threshold for all three algorithms was 2.2. Despite this alert threshold being higher than those used during the epidemic season, the time to detection and sensitivity still remained at 4 days and 100%, respectively, but the false alarm rates (0.07% and 0.08%) were significantly lower than when using the thresholds estimated for the entire year (C1: p<0.001; C2: p<0.001; C3: p<0.05); the number of signals also largely decreased.
DISCUSSION
In configuring aberration detection algorithms, surveillance analysts aim to minimize the false alarm rate, while maintaining timely and sensitive detection. Our study demonstrated that, for an infectious disease exhibiting seasonal variation, the optimal thresholds of the C1, C2, and C3 aberration detection algorithms were different in the epidemic season and in the nonepidemic season. Using alerting thresholds optimized for each season reduced the false alarm rate significantly during the nonepidemic season without any loss of timeliness or sensitivity.
For diseases that exhibit obvious seasonality, the number of cases and outbreaks differ greatly between the epidemic season and the non-epidemic season. The scale of outbreaks and characteristics of cases related to outbreaks during the epidemic season may also differ, and all of these factors help to explain why the optimal alerting threshold of an algorithm would be different during epidemic and non-epidemic seasons.
In our study, when used with optimal thresholds, C1, C2, and C3 demonstrated high sensitivity (>95%), a low false alarm rate (<2%), and a short time to detection (1 day in the epidemic season, 4 days in the non-epidemic season) based on a large number of reported HFMD cases and outbreaks. Therefore, we Table 1 The number of signals, sensitivity, time to detection, and false alarm rates for the C1, C2, and C3 algorithms by epidemic and non-epidemic season, based on the optimal thresholds identified using data for the whole year believe these three methods can be used with seasonallyadjusted alert thresholds to detect outbreaks of infectious disease with as little as 1 year of historical surveillance data. The use of epidemiologically confirmed outbreaks as the reference standard to evaluate the methods was a strength of our study. Although it is likely that not all outbreaks were reported, the real data objectively reflect the true characteristics of cases and outbreaks, such as epidemic trends, seasonal cycles, day-ofthe-week variation, and holiday effects. When real data are available, we believe their use for evaluation generates a more realistic reference standard than can be created by simulating outbreaks.
One limitation of this study is that the optimal thresholds were identified without being cross-validated empirically and evaluated by prospective study with additional data from outside of the study period. As data for cases were only available for 1 year, we only used the data of real outbreaks during the same period to define and validate the optimal thresholds, an approach adopted by other researchers. 4 5 The optimal algorithms and thresholds can be further refined through crossvalidation when more data become available in the future.
The definition of epidemic and non-epidemic seasons may be another limitation of study. Epidemic periods were identified through consultation with local epidemiologists and review of cases, without taking into consideration the historical patterns of the disease. We used this approach because historical data were limited, but we expect that epidemiologists draw on their experience with historical outbreaks when identifying the timing of an epidemic in a given year.
Since the optimal algorithms and thresholds identified in our study are based on retrospective analysis of data from one specific region, the thresholds we identified are not expected to result in optimal performance in different regions. Our findings do, however, provide a general solution to improving the performance of outbreak detection methods, especially for infectious diseases with seasonal variation and when historical data are limited, a situation that is often encountered in real public health practice. Table 2 The number of signals, sensitivity, time to detection, and false alarm rates for the C1, C2, and C3 algorithms by epidemic and non-epidemic season, based on the optimal thresholds identified separately for the epidemic and non-epidemic seasons PAGE fraction trail=3
