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Incidence of Missing Item Scores
in Personality Measurement,
and Simple Item-Score Imputation
Joost R. van Ginkel,1 Klaas Sijtsma,2 L. Andries van der Ark,2
and Jeroen K. Vermunt2
1Leiden University, The Netherlands
2Tilburg University, The Netherlands
Abstract. The focus of this study was the incidence of different kinds of missing-data problems in personality research and the handling of these
problems. Missing-data problems were reported in approximately half of more than 800 articles published in three leading personality journals. In
these articles, unit nonresponse, attrition, and planned missingness were distinguished but missing item scores in trait measurement were reported
most frequently. Listwise deletion was the most frequently used method for handling all missing-data problems. Listwise deletion is known to
reduce the accuracy of parameter estimates and the power of statistical tests and often to produce biased statistical analysis results. This study
proposes a simple alternative method for handling missing item scores, known as two-way imputation, which leaves the sample size intact and
has been shown to produce almost unbiased results based on multi-item questionnaire data.
Keywords: incidence of missing data, missing item scores, two-way imputation, questionnaire data, multiple imputation of item scores
Multi-item questionnaires, inventories, and checklists –
henceforth, generically called questionnaires – are widely
used for measuring personality traits. Multiple items are used
to cover all relevant aspects of a trait in an effort to measure
the trait validly, and to control measurement error to a degree
that the total score on the questionnaire is reliable. Examples
of traits measured by means of multi-item questionnaires are
obsessive-compulsive disorder, depression, and anxiety. The
obsessive-compulsive inventory (Foa, Kozak, Salkovskis,
Coles, &Amir, 1998) is a well-known questionnaire for mea-
suring obsessive-compulsive disorder, the Beck Depression
Inventory II (e.g., Segal, Coolidge, Cahill, & O’Riley,
2008) measures depression, and the Beck anxiety inventory
(e.g., Morin et al., 1999) measures anxiety.
Even when respondents have been instructed explicitly
to respond to all items and not leave any responses open,
data collection by means of multi-item questionnaires regu-
larly suffers from missing item scores. Often the researcher
is in the dark with respect to the reasons for this item non-
response. In many cases, re-approaching respondents is an
unrealistic option because of anonymity guarantee or finan-
cial or other restraints. Thus, the researcher often has to
accept the incidence of the missing item scores and make
a decision on how to handle this problem in the statistical
analysis of the data. One popular strategy is to leave out
the cases that have at least one missing score and analyze
only the complete cases. This strategy is called listwise
deletion.
Our experience is that listwise deletion is an immensely
popular method for handling missing item scores but it has
a few serious drawbacks. By definition, it always reduces
the sample size, which has the effect of reducing the accuracy
of estimation and the power of statistical testing. In addition,
under many circumstances listwise deletion may even cause
more harm by producing biased statistical results (Little &
Rubin, 2002; Schafer, 1997). For example, means and corre-
lations may be distorted, which may affect the outcomes of
methods such as the Student’s t test and factor analysis. Also,
see Burton and Altman (2004) who corroborated the domi-
nance of listwise deletion in the context of cancer research.
The large-scale application of listwise deletion suggests
that researchers may not always realize the potentially dam-
aging effects of listwise deletion on their research outcomes
and also may not be aware of the availability of simple and
statistically superior methods for handling missing data that
keep these damaging effects to a minimum. Thus, this study
has two purposes. First, by means of a literature search we
focus on the incidence of several kinds of missing-data
problems that are reported in the literature on personality
research. These missing-data problems also include missing
item scores in multiple-item questionnaires, which constitute
a large portion of the general missing-data problem. Also,
we record the methods used in practice to handle missing-
data problems. Second, we suggest a simple and statistically
superior alternative to listwise deletion, which does not have
the damaging effect of listwise deletion in multi-item trait
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measurement. We illustrate the method by solving the miss-
ing item-score problems in a real data set.
Missingness Mechanisms
and Real-Data Analysis
An example using a real data set (Vorst, 1992; also, see Van
der Ark, 2007) collected by means of a Dutch translation of
the Adjective Checklist (ACL; Gough & Heilbrun, 1980)
may illustrate the problem of item nonresponse, which leads
to missing item scores. The 218 items of the ACL are
divided across 22 subscales (see Table 1). A sample of
N = 433 students from the University of Amsterdam pro-
vided ordered scores on a five-point rating scale, scored 0
(completely disagree) to 4 (completely agree). The data were
completely observed; thus, there were no missing item
scores. The completeness of the real data enabled us to
manipulate mechanisms that created item nonresponse so
as to illustrate what listwise deletion can do to the statistical
results, but first we consider the complete data results.
Suppose a researcher uses the total score on the ACL
Aggression subscale (items 101–110) and the ACL Domi-
nance subscale (items 21–30) to test the hypothesis that
aggressive people tend to be more dominant than nonag-
gressive people. To this end, (s)he uses a median split of
the total scores on Aggression to divide the respondents into
‘‘aggressive’’ respondents and ‘‘nonaggressive’’ respon-
dents. The researcher is interested in the mean difference
in the total Dominance score between aggressive and nonag-
gressive people. To test whether this difference is significant,
(s)he performs a two-sample t test with the dichotomized
aggression score as the independent variable and the total
Dominance score as dependent variable. The researcher is
also interested in the range, the mean, and the reliability
of the Dominance subscale in the total sample. Table 2 (first
row) shows that Cronbach’s (1951) alpha equaled .807, and
that the relationship between aggression and dominance was
significant (p = .024).
The statistical literature (Little & Rubin, 2002, p. 12;
Schafer, 1997) distinguishes three mechanisms that may
produce missing scores on variables. Listwise deletion
always leads to a reduced sample size irrespective of which
mechanism caused the missing item scores, but it leads to
biased results under two of the mechanisms. Unfortunately,
these are the mechanisms that are the most likely to cause
missing-data problems in practical research. Thus, for a bet-
ter understanding of the problems involved in using listwise
deletion and the solutions of these problems, it is necessary
to understand these three mechanisms. Each is explained
next, and their effects on data analysis after the application
of listwise deletion are illustrated using the ACL data.
The Missing Completely at Random
Mechanism
The first mechanism produces missing item scores as if they
constituted a simple random sample from all scores in the
data. There is no relation to the value of the item score that
is missing, or to any other variable. In this case, the missing
item scores are missing completely at random (MCAR;
Little & Rubin, 2002, p. 12). This is the only situation in
which listwise deletion is guaranteed not to result in biased
outcomes. However, reduction of the sample size and its
effects on accuracy and power are unavoidable.
The MCAR mechanism in the Dominance data was sim-
ulated by randomly drawing entries from the data matrix,
which consisted of 433 rows (respondents) and 10 columns
(Dominance items), removing the item scores corresponding
to these entries, and considering the resulting data matrix as
suffering from item nonresponse. For this example, entries
were drawn with a probability equal to .05 and without
replacement; this produced a sample of 217 entries (433
(respondents) · 10 (items) · .05 (probability) = 216.5)
and the corresponding item scores were removed. Listwise
deletion resulted in a 40% reduction of the sample; that is,
N = 258 complete cases were left for statistical analysis.
Because the reduced sample was a simple random sam-
ple drawn from the complete sample, we did not expect
biased results. Table 2 (second row) shows that Cronbach’s
alpha dropped from .807 to .802, which reflects sampling
error. The mean and the range of the test score were also
similar to those found in the complete sample. However, a
smaller sample size leads to a loss of power, which was
apparent from a nonsignificant t test compared to a signifi-
cant result in the complete sample. Also, the mean differ-
ence has become smaller, which also reflects sampling
error. Thus, listwise deletion may have important conse-
quences for the outcomes of research.
The Missing at Random Mechanism
The second mechanism also produces missing item scores
as if they constituted a random sample from the data, but
the missingness is related to one or more observed variables
in the data; hence, the missing item scores do not constitute
a simple random sample. Missing scores are now said to be
missing at random (MAR; Little & Rubin, 2002, p. 12;
Table 1. Overview of the 22 subscales in the ACL data
(Vorst, 1992) and corresponding item numbers
Scale Item No. Scale Item No.
Communality 1–10 Change 111–119
Achievement 11–20 Succorance 120–129
Dominance 21–30 Abasement 130–139
Endurance 31–40 Deference 140–149
Order 41–50 Personal adjustment 151–159
Intelligence 51–60 Ideal self 160–169
Nurturance 61–70 Critical parent 170–179
Affiliation 71–80 Nurturant parent 180–189
Exhibition 81–90 Adult 190–199
Autonomy 91–100 Free child 200–209
Aggression 101–110 Adapted child 210–218
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Rubin, 1976). The next example may further clarify the
MAR mechanism.
Suppose we distinguish decent citizens from indecent
citizens (e.g., due to hazardous traffic behavior, littering
the street, and not waiting in line at the bakery). A median
split of the ACL Communality subscale total score produced
groups of decent people and indecent people. Suppose that
indecent people have a probability of not responding to
items in the Dominance subscale that is three times as high
as the corresponding probability for decent people. Thus,
whether scores on dominance items are missing depends
on the total score on Communality, which is an observed
variable in the data. As this variable explains the missing-
ness, it may be used to fix the missing-data problem.
Because listwise deletion ignores such explanatory vari-
ables, it now produces biased statistical results.
The MAR mechanism was simulated by randomly draw-
ing 217 entries from the data (i.e., 5%missingness), such that
respondents low on Communality had a probability of miss-
ing a Dominance-item score that was three times higher than
respondents high on Communality. After the corresponding
item scores were removed, listwise deletion resulted in a
39% reduction of the sample, leaving N = 265 cases for sta-
tistical analysis. Table 2 (third row) shows that Cronbach’s
alpha increased by .003, and that the t test was not significant.
The mean test score was similar to the mean test score in the
complete-data example and the MCAR example. However,
the maximally observed test score decreased from 40 to
38. Hence, the MAR mechanism produced results that are
slightly worse than the MCAR mechanism.
The Miscellaneous Category: Not Missing
at Random Mechanisms
The third category contains all the mechanisms that produce
missingness that is related to the value that is missing or to
one ormore variables that are not in thedata of the studyunder
consideration. These mechanisms produce missingness such
that item scores are not missing at random (NMAR; Little
&Rubin, 2002, p. 12). The problem here is that the researcher
has noknowledge of the causes of themissingness, and thus is
not in a position to solve the problem adequately. Because the
solution of NMAR problems requires knowledge that is inac-
cessible, one may resort to solutions assuming MAR in an
effort to fix the problem as much as possible.
NMAR was simulated by removing 217 item scores (i.e.,
5% missingness), such that for scores of 3 and higher, the
probability of being missing was three times as high as for
scores lower than 3. Table 2 (fourth row) shows that, com-
pared to the original data, Cronbach’s alpha increased by
.011. Themean test score was underestimated. Themaximum
test score decreased from40 to 38. The t test is not significant.
Study 1: Incidence of Missing Data
in Personality Measurement
In Study 1, we investigated the frequency with which partic-
ular types of missing data were reported in articles discussing
personality-trait measurement. Prior to discussing the results
from the first study, we discuss the four types of missing data
that were frequently reported: item nonresponse, unit nonre-
sponse, attrition, and planned missingness. Because we
already discussed item nonresponse, we now limit attention
to unit nonresponse, attrition, and planned missingness.
Unit nonresponse occurs when a participant drawn into
the sample refuses to take part in the investigation, so that
for this person no observed data exist. De Leeuw and Hox
(1988), Dillman (1991), and Groves and Couper (1998)
have extensively studied the statistical handling of unit
nonresponse.
Attrition occurs when participants dropout of a longitu-
dinal study in which they are subjected to repeated observa-
tion. Dropout may be due to loss of interest or motivation to
proceed, having moved to another city, and in medical and
health studies due to complete recovery, becoming too ill to
further participate, or passing away as a result of the illness.
Fleming and Harrington (1991) and Andersen, Borgan, Gill,
and Kleiding (1993) discuss methods for statistically dealing
with attrition.
Planned missingness results from the researcher’s inten-
tional planning. For example, in a medical screening using
multiple tests, for reasons of efficiency the researcher may
not administer all tests to all participants. Eggen and
Verhelst (1992) and Mislevy and Wu (1988) discuss statisti-
cal methods for handling planned missingness in the context
of educational measurement.
Method
We used the following strategy for studying the incidence of
missing-data problems in personality measurement. A total
of 832 articles from six recent volumes (1995, 1997,
2000, 2002, 2005, and 2007), four issues per volume, of
Table 2. Listwise deletion results of statistical analyses of the ACL data (Vorst, 1992) (first row) and with 5% of the item
scores removed according to either MCAR (second row), MAR (third row), or NMAR (fourth row)
Data Alpha Mean test score Minimum test score Maximum test score Mean difference t df p
Original .807 24.3764 5 40 1.298 2.261 431 .024
MCAR .802 24.5271 5 40 0.740 0.994 256 .321
MAR .810 24.2943 5 38 1.180 0.768 263 .114
NMAR .818 23.4841 5 38 0.972 1.254 250 .211
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three personality journals (Psychological Assessment, Per-
sonality and Individual Differences, and Journal of Person-
ality Assessment) were screened for report of missing-data
problems. The four issues per volume were selected as fol-
lows: Psychological Assessment is issued four times per
year, Personality and Individual Differences is issued
monthly (arbitrarily, the January, April, August, and
December issues were selected), and Journal of Personality
Assessment is issued six times per year (arbitrarily, the
February, July, August, and December issues were selected).
When multiple types of missingness were reported within
the same article, the article was counted multiply. This
yielded a total count of 927 cases within 832 articles.
Results
Table 3 shows that 30% of the 927 cases pertained to item
nonresponse (third column). Unit nonresponse and attrition
are typical of survey studies and longitudinal studies, which
are types of research that are not published as regularly in
the three journals as personality measurement studies. Sev-
eral articles specified the number of participants who pro-
vided incomplete score patterns but did not mention the
type of missing data, and a few articles reported the removal
of participants but not whether removal was due to missing
scores or other reasons (e.g., random responding). Articles
that mentioned nonresponse but did not mention the type
of nonresponse were classified as ‘‘not clear’’ (Table 3).
Table 4 shows descriptive statistics (mean, standard devi-
ation, skewness, minimum, and maximum) of the proportion
of incomplete score patterns computed across the 369 cases
where the proportion of incomplete cases was reported. The
distribution of the proportion of incomplete score patterns is
positively skewed, which means that most articles reported
small amounts of missing data, and a small number of arti-
cles (6%) reported a large proportion of incomplete score
patterns (30% or more). For item nonresponse, the percent-
age of incomplete item-score patterns on average equaled
9%. Thus, on average listwise deletion would result in a
sample reduction of approximately 9%. Some articles
reported the presence of missing item scores, but not the per-
centage of incomplete score patterns.
Table 3. Frequency of occurrence of missing data in 24 issues of Psychological Assessment, Personality and Individual
Differences, and Journal of Personality Assessment
Type of nonresponse
Journal Vol. UN AT IN PL Not clear None reported Total
Psychological Assessment 1995 2 5 14 1 1 21 44
1997 8 7 17 3 2 25 62
2000 3 4 17 1 1 12 38
2002 12 3 18 0 0 9 42
2005 1 8 13 0 1 18 41
2007 11 8 22 0 1 9 51
Total 37 35 101 5 6 94 278
Personality and Individual Differences 1995 3 4 14 0 0 41 62
1997 9 3 15 0 1 45 73
2000 4 1 13 0 2 41 61
2002 10 6 16 0 1 27 60
2005 7 3 17 0 3 52 82
2007 10 2 26 0 1 51 90
Total 43 19 101 0 8 257 428
Journal of Personality Assessment 1995 5 3 19 0 1 25 53
1997 0 1 8 0 2 27 38
2000 6 2 7 0 2 14 31
2002 5 1 14 0 0 15 35
2005 4 5 13 1 1 11 35
2007 2 6 11 0 0 10 29
Total 22 18 72 1 6 102 221
Total 1995 10 12 47 1 2 87 159
1997 17 11 40 3 5 97 173
2000 13 7 37 1 5 67 130
2002 27 10 48 0 1 51 137
2005 12 16 43 1 5 81 158
2007 23 16 59 0 2 70 170
Total 102 72 274 6 20 453 927
Note. UN = unit nonresponse, AT = attrition, IN = item nonresponse, PL = planned missingness.
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Discussion
Almost half of the articles reported missing-data problems.
Assuming that some articles failed to report such problems,
the incidence of missing-data problems in personality mea-
surement may even be greater. Item nonresponse was
reported more often than other types of missing data. Item
nonresponse occurs frequently in personality-trait measure-
ment using multi-item questionnaires. Item nonresponse is
a serious problem in data analysis that calls for effective
solutions that are easy to understand and implement.
Study 2: Handling Missing Data
in Personality Measurement
In Study 2, we investigated the methods researchers in per-
sonality measurement typically use for handling missing-
data problems.
Method
The observations were the 927 missing-data problems used
in Study 1. The independent variable was missing-data type,
which had six levels: unit nonresponse, attrition, item
nonresponse, planned missingness, not clear, and none
reported (Table 3). The dependent variable was the method
researchers in personality measurement use to handle miss-
ing-data problems. Seven principal methods for missing-
data handling were found to be used in the 832 articles: fol-
low-up, listwise deletion, available-case analysis, single
imputation, direct maximum likelihood, variable deletion,
and prorating. In addition, four variations or combinations
of principal methods were identified: listwise deletion with a
check for MCAR and MCAR not rejected; listwise deletion
with a check for MCAR but MCAR rejected; available-case
analysis with a check for MCAR and MCAR not rejected;
and a combination of follow-up and listwise deletion with a
check for MCAR. Also, two rest categories were identified
and categorized as ‘‘other’’ and ‘‘none reported.’’ Addition
of these missing-data handling methods led to a dependent
variable having 7 + 4 + 2 = 13 levels. The seven principal
methods were also used to handle item nonresponse. These
methods and another method known as multiple imputation
are discussed below. Someof themethods are illustrated using
an incomplete-data example (see, Sijtsma & Van der Ark,
2003), which is shown in Table 5. This data set contains the
scores of 8 fictitious respondents on 5 items.
Follow-up
Perhaps the best way to deal with missing data is
re-approaching respondents with incomplete score patterns
in an effort to obtain the scores that are missing. When suc-
cessful, data that were initially missing become observed,
and statistical analyses may be carried out without any prob-
lems, and without running the risk of obtaining biased
results. For an example, see Huisman, Krol, and Van
Sonderen (1998) who re-approached patients in a study with
respect to the waiting list problem in orthopedic practices.
Unfortunately, however, due to many different restraints,
in many studies follow-up is not feasible.
Listwise Deletion
Consider the data in Table 5. Suppose a researcher plans
computing Cronbach’s alpha for the total score on the items
X1, X2, and X3, and the correlation between the items X4 and
X5. Listwise deletion uses cases 2, 4, and 7 for computing
both Cronbach’s alpha and the correlation. Advantages of
listwise deletion are that statistical analyses can be done
without any modifications on the data and that all statistical
analyses are done on the same subsample. Disadvantages
are that the reduction of the sample size results in a loss
Table 4. Statistics of the types of nonresponses encountered in 24 issues of Psychological Assessment, Personality and
Individual Differences, and Journal of Personality Assessment. For the studies that reported missing values the
mean (M), standard deviation (SD), skewness, minimum, and maximum number of incomplete response patterns
are reported
Type of nonresponse N M SD Skewness Minimum Maximum
UN 99 0.302 0.219 0.599 0.005 0.856
AT 74 0.186 0.136 1.090 0.016 0.703
IN 186 0.092 0.110 1.970 0.001 0.650
Not clear 10 0.385 0.315 0.326 0.040 0.898
Note. N = Number of cases where the type of nonresponse was reported. UN = unit nonresponse, AT = attrition, IN = item nonresponse.
Table 5. Example of a data set with incomplete item scores
(Sijtsma & Van der Ark, 2003)
Case X1 X2 X3 X4 X5
1 2 1 1 – –
2 3 5 4 5 5
3 4 3 – 3 4
4 1 1 1 3 2
5 – 3 3 – 4
6 5 5 3 – 5
7 1 3 2 2 2
8 3 3 1 2 –
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of estimation precision and a reduced power in hypothesis
testing. Furthermore, unless the missing scores are MCAR
statistics may be biased. Listwise deletion may be preceded
by a check whether MCAR is a reasonable assumption. This
check may entail testing whether respondents with com-
pletely observed item-score patterns and respondents with
incomplete or blank item-score patterns differ significantly
with respect to demographic variables such as gender and
ethnicity. For example, when the background variable
‘‘age’’ is observed for all respondents, a two-sample t test
may be used to test whether respondents with complete
score patterns differ systematically with respect to age from
respondents with incomplete score patterns. For categorical
background variables, such as gender, chi-square tests may
be used. See, for example, Hishinuma et al. (2000), and
Cole, Hoffman, Tram, and Maxwell (2000) who used this
strategy for checking the MCAR assumption.
Available-Case Analysis
Loss of power may be reduced when all cases are used in
the statistical analysis, which have observed values on the
variables that are effective in the analyses. This option is
called available-case analysis. When applied to the data
from Table 5, available-case analysis uses cases 1, 2, 4, 6,
7, and 8 for computing Cronbach’s alpha for the total score
on the items X1, X2, and X3. For computing the correlation
between the items X4, and X5, available-case analysis uses
cases 2, 3, 4, and 7. Available-case analysis (Little & Rubin,
2002, pp. 53–54) is the default option for missing-data han-
dling in SPSS (2008).
Compared to listwise deletion, a disadvantage of avail-
able-case analysis is that different statistical analyses that
use different variables may be based on (partly) different
subsamples with different sample sizes. A disadvantage
shared with listwise deletion is that statistics may be biased
unless the missingness mechanism is MCAR. Kim and
Curry (1977) showed that available-case analysis is superior
to listwise deletion when correlations among variables are
modest. Haitovsky (1968) and Azen and Van Guilder
(1981) showed that listwise deletion is superior to avail-
able-case analysis when correlations among variables are
large. Little and Rubin (2002, p. 55) argued that both
options are generally unsatisfactory.
Because listwise deletion and available-case analysis
result in a loss of power and possibly biased results, research-
ers should be cautious in using these methods. It may be rec-
ommended to use these methods only when the reduced
sample is large and when it has been checked whether there
are systematic differences in the background variables
between the completely observed cases and the incomplete
cases, so that the MCAR assumption at least is plausible.
Single Imputation
Single imputation replaces the missing scores by plausible
scores, so that cases that have missing scores can be included
in the statistical analyses. We discuss two possibilities.
Deterministic imputation replaces the empty cells in the
data matrix by estimates of the item scores. For example,
Saggino and Kline (1995) replaced each missing score on
variable X by the sample mean of X based on the available
Table 6. Example of deterministic and stochastic variable mean imputation (left), and deterministic and stochastic
regression imputation (right), in the data example from Sijtsma and Van der Ark (2003)
Case X1 X2 X3 X4 X5 Case X1 X2 X3 X4 X5
Deterministic variable mean imputation Deterministic regression imputation
1 2 1 1 3 3.67 1 2 1 1 3 2.47
2 3 5 4 5 5 2 3 5 4 5 5
3 4 3 2.14 3 4 3 4 3 2.42 3 4
4 1 1 1 3 2 4 1 1 1 3 2
5 2.71 3 3 3 4 5 2.71 3 3 3.28 4
6 5 5 3 3 5 6 5 5 3 4.13 5
7 1 3 2 2 2 7 1 3 2 2 2
8 3 3 1 2 3.67 8 3 3 1 2 2.61
M 2.71 3 2.14 3 3.67
Stochastic variable mean imputation Stochastic regression imputation
1 2 1 1 0.72 1.38 1 2 1 1 2.97 2.93
2 3 5 4 5 5 2 3 5 4 5 5
3 4 3 2.28 3 4 3 4 3 3.28 3 4
4 1 1 1 3 2 4 1 1 1 3 2
5 4.52 3 3 2.71 4 5 0.83 3 3 2.62 4
6 5 5 3 0.71 5 6 5 5 3 3.93 5
7 1 3 2 2 2 7 1 3 2 2 2
8 3 3 1 2 3.59 8 3 3 1 2 2.55
M 2.71 3 2.14 3 3.67
SD 1.50 1.51 1.21 1.22 1.37
22 Van Ginkel et al.: Incidence of Missing Item Scores
Methodology 2010; Vol. 6(1):17–30  2010 Hogrefe Publishing
scores, and Sheviin and Adamson (2005) replaced each
missing score by the expected value from a regression
model. Table 6 (upper left panel) shows how variable-mean
imputation is done in the incomplete-data example in
Table 5. The imputed scores are derived readily by comput-
ing the means for each variable (last row). For example, the
imputed score on variable X1 is computed as (2 + 3 +
4 + 1 + 5 + 1 + 3)/7 = 2.71. Note that the resulting
imputed scores are not necessarily integer scores. Depending
on the application, imputed scores may be analyzed as real
numbers (e.g., as in factor analysis, which treats rating-scale
scores as continuous) or they may be rounded to the nearest
feasible integer (e.g., as in item analysis using item-response
models, which treat rating-scale scores as discrete).
Table 6 (upper right panel) also shows the completed
data set that results from deterministic regression imputa-
tion. Imputations were done using SPSS 16.0 (Analyze,
Missing Value Analysis). The imputed scores are
less easily derived because the computation procedure that
SPSS uses is rather complicated.
The advantage of deterministic imputation is that it pro-
vides the researcher with a complete data set, which may be
used for further statistical analysis. A disadvantage is that
variances and covariances are biased downwards (Schafer,
1997, p. 2).
Stochastic imputation improves upon deterministic
imputation by imputing a value that includes a random error;
for example, in regression imputation the imputed value
includes a normally distributed random error with variance
equal to the error variance of the regression model. Thus,
the imputed values have the same variance as the observed
scores. Stochastic imputation keeps the covariance structure
intact but in subsequent statistical analyses the imputed
scores are treated as if they were observed without taking
the uncertainty about these imputed values into account.
As a result, the standard errors of the statistics are too small.
Table 6 (lower left panel) shows how stochastic variable
mean imputation is done. Here, the imputed values are ran-
dom draws from a normal distribution rather than a mean
substitution. For example, the imputed score on variable
X1 is a random draw from a normal distribution with a mean
of 2.71 and a standard deviation of 1.50 (last row).
Because the detailed explanation of how the computa-
tions for both deterministic and stochastic regression impu-
tation are carried out would be too involved, we only show
the syntax that performs the imputations in SPSS. Here, it is
assumed that the incomplete data set is named exam-
ple.sav and located in the directory C:\imputation\,
and that the completed data files are called determinis-
tic.sav and stochastic.sav. The resulting syntax
file is shown in Figure 1. Note that the 12th line (SET
SEED = 2.) is only added to reproduce the results from
the example (Table 6) for stochastic regression imputation.
To obtain imputed values that differ from the example, this
line may be removed.
Multiple Imputation
Multiple imputation improves upon stochastic imputation by
substituting multiple random values (i.e., not necessarily
integer scores) for each missing score, resulting in several
plausible complete versions of the data. These completed
data sets are then analyzed by standard statistical proce-
dures, and the results are combined into one overall result,
using rules proposed by Rubin (1987, chap. 3). Schafer
(1997, p. 106) recommends doing the statistical analyses
on three, four, or five completed data sets.
An advantage of multiple imputation compared to single
imputation is that statistical analysis takes the uncertainty
about the missing data into account, so that standard errors
of statistics are not biased downwards. Moreover, whereas
listwise deletion and available-case analysis only lead to
valid inferences when scores are MCAR, multiple imputa-
tion also leads to valid inferences when scores are MAR.
A disadvantage of multiple imputation is that the method
is rather involved and only available in software packages
that are not frequently used among personality researchers.
Examples of software are SAS 8.1, in the procedure PROC
MI (Yuan, 2000), S-plus 8 for Windows (2007), AMOS 6.0
(Arbuckle & Wothke, 2006), the stand-alone program
NORM (Schafer, 1998), ICE in Stata 10.0 (StataCorp,
2007), the MICE library in S-plus, and the stand-alone pro-
gram WinMICE V1.0 (Jacobusse, 2005).
Table 7 shows five completed versions of the incomplete
data set in Table 5. Multiple imputation was done using the
program NORM (Schafer, 1998). Cronbach’s alpha for the
total score on the items X1, X2, and X3 may be obtained
as the mean of the five alpha values obtained from the five
imputed data sets. The same goes for the correlation
between the variables X4 and X5. To test the significance
of the correlation, an overall standard error has to be com-
puted across the five imputed data sets using Rubin’s
(1987) rules. See Rubin (1987, chap. 3) for an extensive dis-
cussion of these rules.
Direct Maximum Likelihood Estimation
Direct maximum likelihood estimation (e.g., Allison, 2002)
entails estimating the parameters from a statistical model
while ignoring the unobserved scores but without deleting
GET  FILE = 'C:\imputation\example.sav'.
DATASET DECLARE deterministic.
MVA
VARIABLES = X1 X2 X3 X4 X5
/EM ( TOLERANCE = 0.001 CONVERGENCE = 0.0001 ITERATIONS=25 )
/REGRESSION ( TOLERANCE = 0.001 FLIMIT = 4.0 ADDTYPE = NONE OUTFILE =
 stochastic ).
GET FILE = 'C:\imputation\example.sav'.
SET SEED = 2 .
DATASET DECLARE stochastic.
MVA
VARIABLES = X1 X2 X3 X4 X5
/EM ( TOLERANCE = 0.001 CONVERGENCE = 0.0001 ITERATIONS = 25 )
/REGRESSION ( TOLERANCE = 0.001 FLIMIT = 4.0 ADDTYPE = RESIDUAL
OUTFILE = stochastic ) .
DESCRIPTIVES
VARIABLES = X1 X2 X3 X4 X5
/STATISTICS = MEAN STDDEV .
Figure 1. SPSS syntax for applying both deterministic
and stochastic regression imputation in the example data
set from Sijtsma and Van der Ark (2003).
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cases. Thus, unlike listwise deletion and available-case anal-
ysis, direct maximum likelihood estimation uses all observed
item scores instead of using only the scores of respondents
with complete item-score patterns. The method is used for
the estimation of, for example, item-response theory models,
latent class models, and structural equation models.
An advantage of direct maximum likelihood estimation is
that all cases are used to estimate the model. A disadvantage
of the method is that, like most multiple imputation methods,
it is relatively complex and can only be used in nonstandard
statistical procedures and nonstandard statistical software
packages. The method cannot be used in popular procedures
like principal components analysis and analysis of variance
(ANOVA). Moreover, SPSS (2008) does not allow using
the method even for procedures that are suited for it, such
as factor models or loglinear models.
Prorating Test Scores
Prorating test scores entails computing a respondent’s test
score across his/her observed scores and then rescaling the
Table 7. Example of multiple imputation using NORM (Schafer, 1998) in the data example from Sijtsma and Van der Ark
(2003)
Imputed data set #1
Case X1 X2 X3 X4 X5
1 2 1 1 3.72 1.93
2 3 5 4 5 5
3 4 3 2.18 3 4
4 1 1 1 3 2
5 5.81 3 3 4.17 4
6 5 5 3 5.89 5
7 1 3 2 2 2
8 3 3 1 2 1.69
Imputed data set #2
1 2 1 1 3.29 3.73
2 3 5 4 5 5
3 4 3 2.47 3 4
4 1 1 1 3 2
5 0.03 3 3 2.86 4
6 5 5 3 3.59 5
7 1 3 2 2 2
8 3 3 1 2 1.99
Imputed data set #3
1 2 1 1 4.82 3.17
2 3 5 4 5 5
3 4 3 0.18 3 4
4 1 1 1 3 2
5 1.97 3 3 5.74 4
6 5 5 3 4.43 5
7 1 3 2 2 2
8 3 3 1 2 2.52
Imputed data set #4
1 2 1 1 2.01 2.17
2 3 5 4 5 5
3 4 3 1.87 3 4
4 1 1 1 3 2
5 2.40 3 3 5.08 4
6 5 5 3 3.6 5
7 1 3 2 2 2
8 3 3 1 2 4.29
Imputed data set #5
1 2 1 1 0.72 1.38
2 3 5 4 5 5
3 4 3 2.28 3 4
4 1 1 1 3 2
5 4.52 3 3 2.71 4
6 5 5 3 0.71 5
7 1 3 2 2 2
8 3 3 1 2 3.59
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resulting score. Together with the total scores for respon-
dents with complete data, these resulting scores are used
as dependent variable in statistical analyses. In Table 5,
the test score of person 2 is computed as 3 + 5 + 4 +
5 + 5 = 22, and the prorated test score of person 1 is com-
puted as [(1 + 1 + 2)/3] · 5 = 6.67.
This method does not explicitly impute scores but is
equivalent to substituting for each missing value the person
mean across a respondent’s available scores. This procedure
is common practice and is even recommended in manuals of
many personality-trait questionnaires (e.g., Bracken &
Howell, 2004; Hare, 2003). However, from a statistical point
of view, prorating test scores is a suboptimal method. First,
it does not take the differences between item means into
account. Second, because the mean test score across the
remaining items does not have an error component, the
variance of the test score is biased downwards.
Variable Deletion
Variable deletion leaves out variables with missing scores
from the statistical analysis. Thus, for items it is the counter-
part of listwise deletion. The missing-data literature does not
explicitly mention this procedure as a useful method but
researchers often use it. For example, when information
on gender is missing for some respondents a researcher
may decide not to use gender as an independent variable
in statistical tests but to use it only for describing the demo-
graphic characteristics of the sample. See, for example,
Watson et al. (2007) who reported that ‘‘The sample
consisted of 376 women and 121 men (2 participants did
not specify their sex).’’ Another example of variable deletion
may concern a particular item, which has so many missing
values that the researcher may decide to leave it out of the
reliability analysis and compute test scores across the
remaining items. In the data example of Table 5, a researcher
may decide that item X4 has too many missing values to be
useful for any statistical analysis. Thus, (s)he may decide not
to compute the correlation between items X4 and X5.
Because variable deletion does not result in a selective
dropout of respondents, it gives valid results in statistical
analyses but limits the substantive meaning of the research.
Results
Table 8 shows that listwise deletion is by far the most fre-
quently used missing-data method, followed by available-
case analysis. Single imputation was used 19 times, and
multiple imputation was not used at all. Some studies used
several methods of handling nonresponse. Each method was
counted separately, leading to a total of 1,025 cases of miss-
ing-data handling rather than 927 as shown in Table 3. Only
few studies checked whether MCAR was plausible prior to
deleting the cases from the analyses. All of these studies,
regardless of the outcome of this check, conducted the sta-
tistical analyses based on the complete cases, and only in
the Discussion section they mentioned that the sample was
probably not completely representative, thus resulting in
limited generalizability.
Two articles reported a combination of follow-up and
listwise deletion preceded by a check for MCAR (row
12). Specifically, Iversen and Rundmo (2002) reported that
Table 8. Frequencies in which missing-data methods were used in studies from 24 issues of Psychological Assessment,
Personality and Individual Differences, and Journal of Personality Assessment
Type of nonresponse
Missing-data method UN AT IN PL Not clear None reported Total
LD 91 44 164 1 14 0 314
LD-CM 10 8 13 0 0 0 31
LD-CM-R 6 11 8 0 1 0 26
AC 1 11 64 1 4 0 81
AC-CM 0 4 1 0 0 0 5
IMP 0 0 18 1 0 0 19
DMLE 0 1 9 1 1 0 12
VD 1 0 36 0 0 0 37
FU 0 1 2 0 0 0 3
PRO 0 0 10 0 0 0 10
FU-LD-CM 1 1 0 0 0 0 2
Other 0 1 0 0 0 0 1
None reported 0 1 26 2 2 453 484
Total 110 83 351 6 22 453 1,025
Note. UN = unit nonresponse, AT = attrition, IN = item nonresponse, PL = planned missingness. LD = listwise deletion.
LD-CM = Listwise deletion with check for MCAR, MCAR not rejected. LD-CM-R = Listwise deletion with check for MCAR, MCAR
rejected. AC = Available-case analysis. AC-CM = Available-case analysis with check for MCAR, MCAR not rejected.
IMP = Imputation. DMLE = Direct maximum likelihood estimation. VD = Variable deletion. FU = Follow-up. PRO = Prorating.
FU-LD-CM = Combination of follow-up and listwise deletion with check for MCAR.
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A control study was conducted to find out if the group
of respondents who had replied to the questionnaire
differed significantly from those who did not. Fifty
subjects were contacted by phone and interviewed
using the same questionnaire as in the survey. Results
from this study showed that the final sample was rep-
resentative of the population of Norwegian drivers
with regard to age, gender and education.
Discussion
Personality-trait measurement using multiple-item question-
naires predominantly uses listwise deletion for handling
missing-data problems. The popularity of listwise deletion
probably resides in its simplicity but researchers seem to
be unaware of its potential problems. We give two possible
explanations. First, it may be incorrectly assumed that miss-
ing scores make a score pattern useless so that the pattern
better be discarded from the data analysis. Second, it may
be incorrectly assumed that deleting cases only reduces
power, whereas the bias resulting from nonresponse may
not be appreciated. We noted that missing data were often
discussed as if they were nothing more than a nuisance in
the data-collection process, which could simply be remedied
by collecting enough data so that after listwise deletion
enough cases were left for analysis.
Sometimes, listwise deletion is a good solution for miss-
ing item-score problems. For example, respondents who
have almost no observed data may be discarded from the
data analyses. Also, when only a few respondents out of a
relatively large sample have incomplete item-score records
leaving them out of the analysis has little effect on the out-
comes of statistical analysis. For example, Boyd-Wilson,
Walkey, McClure, and Green (2000) deleted two incomplete
cases from a total sample of N = 205. However, listwise
deletion was used so frequently that it seems safe to con-
clude that it is often used inappropriately.
The popularity and dominance of listwise deletion seems
to have the effect of hiding simple, user-friendly, and
statistically superior alternatives for the handling of item
nonresponse from the researchers’ statistical toolbox. Given
the availability of such alternatives and the established infe-
riority of listwise deletion in many research situations, next
we discuss an attractive method for handling item nonre-
sponse in multi-item questionnaires for personality-trait
measurement.
A Simple Method to Handle
Item Nonresponse in Multi-Item
Questionnaire Data
For multiple-item questionnaire data, the most promising
simple imputation method is two-way multiple imputation
with error (abbreviated Method TW; Little & Su, 1989, dis-
cussed the core of Method TW in the context of incomplete
longitudinal data, and Bernaards & Sijtsma, 2000, proposed
using the method for questionnaire data; also see Van Ginkel,
Van der Ark, & Sijtsma, 2007a, 2007b; Van Ginkel, Van der
Ark, Sijtsma, & Vermunt, 2007). In the Appendix we show
how Method TW can be used by means of SPSS (2008).
Method TW is based on a typical ANOVA layout. We
assume that the scores of N persons to J items measuring
a single personality trait are incomplete. Let PMi denote
the mean item score of person i based on his/her available
item scores, let IMj denote the mean score of item j based
on all scores available for this item, and let OM be the over-
all mean of all available item scores in the N · J data
matrix. A deterministic imputation method may use
TWij = PMi + IMj  OM to impute a score for a missing
value in cell (i, j) of the data matrix, and a probabilistic
imputation method adds an error term eij and then imputes
TWij
* = TWij + eij. Depending on the application, imputed
TWij
* scores are analyzed as real numbers (e.g., as in factor
analysis) or rounded to the nearest feasible integer (e.g., as
in item analysis using item-response models).
The computation of TWij
* is illustrated next using the data
example in Table 5 for person 5 and variableX1. Itmaybe ver-
ified that PM5 = (3 + 3 + 4)/3 = 3.33, IM1 = (2 + 3 + 4 +
1 + 5 + 1 + 3)/7 = 2.71, and OM = 95/33 = 2.88; hence,
TW51 = 3.33 + 2.71  2.88 = 3.16. The other values of
TWij from the example in Table 5 are shown in Table 9.
Next, the error eij is drawn from a normal distribution
with mean 0 and variance Se
2; Se
2 is the error variance in
the observed data, which is computed as follows. First, for
each observed item score Xij the corresponding TWij score
is computed. The TWij scores are considered to be the
expected scores of the two-way model, had the Xij scores
been missing. Second, the sum of the squared differences,
(Xij  TWij)2, is computed across all observed cells, and
this sum is divided by the number of observed scores
minus 1 (denoted by M; in Table 5, M = 33  1 = 32).




Multiple imputation based on five independent draws of
the error is done as follows. For the data in Table 5 the error
variance equals 0.901 (it may be noted that for computing a
TWij score, the corresponding observed Xij score is treated
as missing; as a result, the person and item means vary with
Table 9. Example of deterministic TW imputation in the
data example from Sijtsma and Van der Ark
(2003)
Case X1 X2 X3 X4 X5 PMi
1 2 1 1 1.45 2.12 1.33
2 3 5 4 5 5 4.4
3 4 3 2.76 3 4 3.5
4 1 1 1 3 2 1.6
5 3.17 3 3 3.45 4 3.33
6 5 5 3 4.62 5 4.5
7 1 3 2 2 2 2
8 3 3 1 2 3.04 2.25
IMj 2.71 3 2.14 3 3.67 OM = 2.88
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each cell (i, j), and the person and item means in Table 9
cannot be used throughout the computation of the error
variance. These details are ignored here). Assume that five
randomly drawn error terms are: e51
(1) = 0.1601879,
e51
(2) = 1.0220348, e51(3) = 0.4451876, e51(4) = 2.5191623,
and e51
(5) = 0.6389984. For producing consecutive data
matrices, each of these values is added to TW51 = 3.17,
which yields five different values (rounded to two decimals):
TW51
* = 3.01, 2.15, 3.61, 5.69, and 2.53, respectively. Each
of these values is imputed in the data matrix in Table 5 (thus
treating scores as continuous). The same procedure is
followed for the other missing values (not shown here),
which yields five different completed data sets. Statistical
analyses are done on all five data sets separately, and the
results are combined using Rubin’s (1987, chap. 3) rules.
Simulation results (Van Ginkel et al., 2007, 2007a,
2007b) have shown that Method TW produces statistical
results with very little or no bias at all, even when missing
item scores are NMAR and the percentage of missing item
scores increases up to 15% (in these studies, this corre-
sponded to only 4% completely observed cases on average).
A plausible explanation why Method Two-Way works so
well in the case of NMAR is because multiple items are used
to measure the same construct. Even if some extreme NMAR
missingness results in many missing item scores for certain
respondents, these respondents will usually have responded
to some items measuring the same construct. The observed
item scores contain enough information to predict the miss-
ing item scores reasonably well. Only in case of extremely
high percentages of missingness, Method Two-Way will
result in biased estimates (see, Van Buuren, 2010). This is
an important finding implying that a researcher may safely
use Method TW to impute item scores in multiple-item ques-
tionnaires for measuring personality traits.
To illustrate the usefulness of Method TW, we simulated
item nonresponse in the multiple-item ACL Dominance sub-
scale (Table 1) for item scores that were either MCAR,
MAR,1 or NMAR, thus producing three different incom-
plete data sets. We used Method TW to impute scores
in each of the three data sets, and computed the values of
Cronbach’s alpha, the mean test score, the minimum and
maximum observed test scores, and the t test, with Aggres-
sion as the independent variable and the Dominance test
score as the dependent variable (Table 10).
Almost all results produced by multiple imputation using
Method TW were closer to the results produced by the com-
plete data than the results produced by listwise deletion
(cf. Table 2). For the MAR data set, the maximum test score
was underestimated, but less than for listwise deletion
(cf. Table 2, fourth column). For the three completed data
sets, the t test (last three columns) was significant, as in
the original data.
First, it may be noted that when a test contains more than
one subscale, Method TW may be applied to each subscale
separately. Two other versions of Method TW, not discussed
here, use the multidimensionality of the data for imputing
scores; see Van Ginkel et al. (2007b) for more details. Sec-
ond, Method TW should be applied only if PMi can be inter-
preted as an indicator of the trait level of person i (Method
TW capitalizes on each of the J items holding information
on the other items). PMi cannot be interpreted as an indica-
tor of the trait level of person i if items are included that do
not measure the intended trait, such as gender or social eco-
nomic status, or if a respondent has excessively many miss-
ing values. In the former case, other methods such as
multiple imputation under the latent class model may be
used (Vermunt, Van Ginkel, Van der Ark, & Sijtsma,
2008), and in the latter case such exceptional cases may
be removed before Method TW is used.
General Discussion
Item nonresponse occurs frequently in personality measure-
ment. Even though multiple imputation is a highly recom-
mended procedure in the statistical literature for dealing
with item nonresponse, this method appears to be used
rarely if ever in personality measurement. Instead, the
inferior listwise deletion method is by far the most popular
method for handling missing item scores.
Table 10. Results of statistical analyses of the ACL data (Vorst, 1992) without missing data (first row) and with 5% of the
item scores removed according to either MCAR (second row), MAR (third row), or NMAR (fourth row).
Missing data are imputed using Method TW
Data Alpha Mean test score Minimum test score Maximum test score Mean difference t df p
Original .807 24.3764 5.00 40.00 1.298 2.261 431 .024
MCAR .811 24.3982 5.00 40.00 1.196 2.039 391 .042
MAR .810 24.3473 5.00 39.80 1.307 2.136 410 .033
NMAR .810 24.1621 5.00 40.00 1.328 2.264 402 .024
1 It may be noted that even though the missingness only depends on the fully observed variable ‘‘Communality group,’’ the default
application of Method Two-Way does not impute scores separately for ‘‘Communality group = 1’’ and ‘‘Communality group = 2.’’
Therefore, technically, Method Two-Way treats this condition as NMAR.
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The screening of three leading personality journals under-
lined the need for simple, user-friendly, and statistically cor-
rect methods to deal with item nonresponse in questionnaire
data. Method TW has these properties and may be used for
the imputation of item scores. SPSS macros for multiple
item-score imputation are available as freeware from the
Internet (http://www.uvt.nl/mto/software2.html; Van Ginkel
& Van der Ark, 2005a, 2005b). In an empirical-data exam-
ple, it was shown that Method TWaccurately recovered sev-
eral statistics typical of the psychometric analysis of
questionnaire data. Thus, Method TW may be a good alter-
native for listwise deletion and other missing-data handling
methods for handling missing item scores in personality
measurement. Method TW is appropriate for multi-item
questionnaire data, in which the items all measure aspects
of one underlying personality trait and a total score is typi-
cally used for measuring individuals but the method may
also be extended to multidimensional questionnaire data.
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Appendix
SPSS syntax is available to conduct the following types of
statistical analyses on test data with missing item scores
using Method TW:
1. Computation of a statistic without standard error (e.g.,
reliability statistics such as Cronbach’s alpha and cor-
rected item-total correlations; descriptive statistics such
as the mean, standard deviation, median, maximum,
and minimum; correlation coefficients, loadings from
factor analysis). As an example we show how to com-
pute Cronbach’s alpha for a dominance test containing
10 items.
2. Computation of a statistic with standard error. Note
that in several cases SPSS does not provide standard
errors and they have to be computed by the researcher.
As an example we show how to compute the mean
score on a dominance test containing 10 items, its stan-
dard error, and 95% confidence interval.
3. All t tests and univariate regression analyses can be
computed in a straightforward way. As an example,
we show how to compare the mean scores on a domi-
nance test of a group of nonaggressive and a group of
aggressive respondents using a two-sample t test.
4. For other analyses (multivariate regression, multilevel
analysis, ANOVA, significance tests for correlations,
and mixed models) the procedures are more involved
and we refer to Van Ginkel (2006) for detailed
information.
Statistical analyses that cannot be performed include
MANOVA and structural equation models.
The necessary files for the exemplary statistical analyses
can be obtained from http://www.uvt.nl/mto/software2.html
in the zip file imputation.zip, which contains four
files:
• ACL.sav: An SPSS data file containing the item
scores of 433 persons to 10 dominance items (V021
to V030), 5% of the scores are missing (MCAR);
and their scores on variable Naggress (score 1 indi-
cates nonaggressive behavior and score 2 indicates
aggressive behavior).
• imputation.sps: An SPSS syntax file performing
statistical analyses on the incomplete data file ACL.-
sav, using Method TW.2
• tw.sps: An SPSS syntax file containing prepro-
grammed macro tw.
• mi.sps: An SPSS syntax file containing prepro-
grammed macro mi.
These four files should be unpacked and moved to the
same directory. Without loss of generality we assume that
this directory is called C:/imputation/. The analyses
are performed by running imputation.sps, which is
discussed next.
The file imputation.sps contains four steps:
• Step 1: Preliminary commands (lines 1–7). Determin-
ing the working directory (lines 4 and 5). If the
unzipped files are not in C:/imputation/ the FILE
HANDLE command (line 5) should be modified before
use. Line 7 ensures that the results in the Appendix are
2 This file is based on the package tw.zip (Van Ginkel, 2006; Van Ginkel & Van der Ark, 2005a, 2005b). This package is more general than
the syntax presented here and has an extensive manual. To allow a brief yet concise explanation of Method TW, we have modified these
general files and collected them in a single syntax file.
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reproduced exactly; this line should be removed if
imputation. sps is modified for other data sets.
Line 7 suppresses the printing of syntax commands in
the output. The command prevents that the many syntax
commands from mi.sps and tw.sps are printed in the
output.
• Step 2: Creating five completed data sets (lines 9–16).
Line 13 reads the preprogrammed macro tw.sps. Five
completed versions of acl.sav are created by the
command TWOWAY. Subcommand /SELECT specifies
the items to which Method TW is applied and subcom-
mand /M specifies the number of required completed
data sets; here M = 5. Running TWOWAY results in a
single SPSS data file containing five completed ver-
sions of ACL.sav. This file, which is automatically
called ACL_imp.sav, contains all five completed data
sets appended one after another. An additional variable
called imputation_# has been added, which indicates
the data set number.
• Step 3: Conducting statistical analysis (lines 18–56).
First, data file ACL_imp.sav is read and split into five
separate data sets (lines 20–22). In SPSS, the split file
option may be found under task bar: Data, Split
File. Second, five Cronbach’s alphas are computed
using the command RELIABILITY (line 31). RELI-
ABILITY is preceded by the command OMS and fol-
lowed by the command OMSEND. These commands
direct SPSS output into an SPSS data file.3 The result-
ing file reliability.sav contains the five values
of Cronbach’s alpha. Similarly, the mean test score
and the standard deviation are computed using DE-
SCRIPTIVES and the output is directed to de-
scriptives.sav (lines 42–44), and the t test is
performed and the output is directed to ttest.sav
(lines 46–56).
• Step 4: Combining the results of the five statistical
analyses (lines 58–86). First, the five Cronbach’s
alphas, collected in reliability.sav, are com-
bined (lines 60–62). Cronbach’s alpha that should be
reported is obtained by simply taking the mean of
Cronbach’s alphas of the five data sets. The output
shows that Cronbach’s alpha equals .8105. Second,
the mean test scores (Mean) and standard deviations
(Std.Deviation), collected in descrip-
tives.sav, are combined (lines 64–74). This is a lit-
tle bit more involved. The standard error of the mean is
not provided by SPSS and must be computed separately





Furthermore, the even lines in descriptives.sav
contain no information and they are removed (line
65). The command RULESMI gives the correct combi-
nation of the statistic and standard error. The output
shows that the mean test score equals 24.398, its stan-
dard error equals 0.292, and the 95% confidence inter-
val is [23.825; 24.972]; the remaining statistics
(t statistic, df, and p value) can be ignored here. Third,
in a similar way the results of the t test are combined
(lines 76–87). Note that ttest.sav contains the
results for both ‘‘equal variances assumed’’ and for
‘‘equal variances not assumed’’ whereas we are only
interested in t tests where equal variances are assumed.
The other results are deleted in line 77. For the com-
mand RULESMI the difference in mean test scores
(MeanDifference; line 84) and its standard error
(Std.ErrorDifference; line 85) are provided.
The number of degrees of freedom in a two-sample
t test equals N  2 = 433  2 = 431 (line 86). The
output shows that the difference in mean test scores
equals 1.201 with standard error 0.589. The corre-
sponding T statistic equals T = 2.039, df = 390.652,
p = .042, indicating a significant difference between
aggressive and nonaggressive respondents.
Joost R. van Ginkel
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3 For other analyses, other OMS options may have to be specified, which can be found under task bar: Utilities, OMS Control Panel.
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