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ESTIMATES FOR SINGULAR INTEGRALS ON
HOMOGENEOUS GROUPS
SHUICHI SATO
Abstract. We consider singular integral operators and maximal singu-
lar integral operators with rough kernels on homogeneous groups. We
prove certain estimates for the operators that imply Lp boundedness
of them by an extrapolation argument under a sharp condition for the
kernels. Also, we prove some weighted Lp inequalities for the operators.
1. Introduction
Let Rn, n ≥ 2, be the n dimensional Euclidean space. We also regard Rn as
a homogeneous group with multiplication given by a polynomial mapping. So,
we have a dilation family {At}t>0 on R
n such that each At is an automorphism
of the group structure, where At is of the form
Atx = (t
a1x1, t
a2x2, . . . , t
anxn), x = (x1, . . . , xn),
with some real numbers a1, . . . , an satisfying 0 < a1 ≤ a2 ≤ · · · ≤ an (see
[28] and [15, Section 2 of Chapter 1]). We also write Rn = H. In addition
to the Euclidean structure, H is equipped with a homogeneous nilpotent Lie
group structure, where Lebesgue measure is a bi-invariant Haar measure, the
identity is the origin 0, x−1 = −x and multiplication xy, x, y ∈ H, satisfies
(1) (ux)(vx)= ux+vx, x ∈ H, u, v ∈ R;
(2) At(xy) = (Atx)(Aty), x, y ∈ H, t > 0;
(3) if z = xy, then zk = Pk(x, y), where P1(x, y) = x1+y1 and Pk(x, y) =
xk + yk + Rk(x, y) for k ≥ 2 with a polynomial Rk(x, y) depending
only on x1, . . . , xk−1, y1, . . . , yk−1.
We denote by |x| the Euclidean norm for x ∈ Rn. Also, we have a norm
function r(x) satisfying r(Atx) = tr(x) for t > 0 and x ∈ R
n. We assume the
following:
(4) the function r is continuous on Rn and smooth in Rn \ {0};
(5) r(x+y) ≤ C0(r(x)+ r(y)), r(xy) ≤ C0(r(x)+ r(y)) for some constant
C0 ≥ 1, r(x
−1) = r(x);
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(6) there are positive constants c1, c2, c3, c4, α1, α2, β1 and β2 such that
c1|x|
α1 ≤ r(x) ≤ c2|x|
α2 if r(x) ≥ 1,
c3|x|
β1 ≤ r(x) ≤ c4|x|
β2 if r(x) ≤ 1;
(7) if Σ = {x ∈ Rn : r(x) = 1}, then Σ = Sn−1 = {x ∈ Rn : |x| = 1}.
Let γ = a1 + · · ·+ an. Then, dx = t
γ−1 dS dt, that is,∫
Rn
f(x) dx =
∫ ∞
0
∫
Σ
f(Atθ)t
γ−1 dS(θ) dt
for an appropriate function f with dS = ω dS0, where ω is a strictly posi-
tive C∞ function on Σ and dS0 is the Lebesgue surface measure on Σ. For
appropriate functions f, g on H, the convolution f ∗ g is defined by
f ∗ g(x) =
∫
Rn
f(y)g(y−1x) dy.
The space H with a left invariant quasi-metric d(x, y) = r(x−1y) can be
regarded as a space of homogeneous type (see [2, 8, 11, 15, 18, 26, 27, 28] for
more details).
The Heisenberg group H1 is an example of a homogeneous group. If we
define the multiplication
(x, y, u)(x′, y′, u′) = (x + x′, y + y′, u+ u′ + (xy′ − yx′)/2),
(x, y, u), (x′, y′, u′) ∈ R3, then R3 with this group law is the Heisenberg group
H1; a dilation is defined by At(x, y, u) = (tx, ty, t
2u).
Let Ω be locally integrable in Rn \ {0} and homogeneous of degree 0 with
respect to the dilation group {At}, that is, Ω(Atx) = Ω(x) for x 6= 0, t > 0.
We assume that ∫
Σ
Ω(θ) dS(θ) = 0.
Let K(x) = Ω(x′)r(x)−γ , x′ = Ar(x)−1x for x 6= 0. For s ≥ 1, let ds denote
the collection of measurable functions h on R+ = {t ∈ R : t > 0} satisfying
‖h‖ds = sup
j∈Z
(∫ 2j+1
2j
|h(t)|s dt/t
)1/s
<∞,
where Z denotes the set of integers. We define ‖h‖d∞ = ‖h‖L∞(R+). Note
that ds ⊂ du if s ≥ u. Also, put for t ∈ (0, 1], @
ω(h, t) = sup
|s|<tR/2
∫ 2R
R
|h(r − s)− h(r)| dr/r,
where the supremum is taken over all s and R such that |s| < tR/2 (see
[12, 25]). For η > 0, let Λη denote the family of functions h such that
‖h‖Λη = sup
t∈(0,1]
t−ηω(h, t) <∞.
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Define a space Ληs = ds ∩Λ
η and set ‖h‖Ληs = ‖h‖ds + ‖h‖Λη for h ∈ Λ
η
s . Note
that Λη1s ⊂ Λ
η2
s if η2 ≤ η1, and Λ
η
s1 ⊂ Λ
η
s2 if s2 ≤ s1.
Let
(1.1) Tf(x) = p.v.f ∗ L(x) = p.v.
∫
Rn
f(y)L(y−1x) dy,
where L(x) = h(r(x))K(x), h ∈ d1. We consider L
q(Σ) spaces and write
‖F‖q =
(∫
Σ
|F (θ)|q dS(θ)
)1/q
for F ∈ Lq(Σ) (‖F‖∞ is defined as usual). Let
s′ = s/(s−1) denote the conjugate exponent to s. We shall prove Lp estimates
for Tf with h ∈ Λ
η/s′
s and Ω ∈ Ls(Σ), s > 1, as s approaches 1.
Theorem 1. Let s > 1. Suppose that Ω ∈ Ls(Σ) and h ∈ Λ
η/s′
s for some
fixed positive number η. Then, if 1 < p <∞,
‖Tf‖p ≤ Cps(s− 1)
−1‖h‖
Λ
η/s′
s
‖Ω‖s‖f‖p,
where the constant Cp is independent of s, Ω and h.
We denote by L logL(Σ) the Zygmund class of all those functions F on Σ
which satisfy ∫
Σ
|F (θ)| log(2 + |F (θ)|) dS(θ) <∞.
Let Λ denote the collection of functions h on R+ such that there exist a
sequence {hk}
∞
k=1 of functions on R+ and a sequence {ak}
∞
k=1 of non-negative
real numbers satisfying h =
∑∞
k=1 akhk, hk ∈ Λ
1/(k+1)
1+1/k , supk≥1 ‖hk‖Λ1/(k+1)
1+1/k
≤
1 and
∑∞
k=1 kak <∞.
Theorem 1 implies the following result.
Theorem 2. Let Tf be as in (1.1). Suppose that h ∈ Λ and Ω ∈ L logL(Σ).
Then, T is bounded on Lp(Rn) for all p ∈ (1,∞).
When h = 1 (a constant function), this is due to [28]. See [3, 4, 14, 16, 17,
18] for relevant results and also [23, 25, 28] for weak (1, 1) boundedness.
We also consider the maximal singular integral operator
(1.2) T∗f(x) = sup
N,ǫ>0
∣∣∣∣∣
∫
ǫ<r(y)<N
f(xy−1)L(y) dy
∣∣∣∣∣ .
We shall prove analogs of Theorems 1 and 2 for the operator T∗.
Theorem 3. Let a number s and functions h, Ω be as in Theorem 1. Then
we have
‖T∗f‖p ≤ Cps(s− 1)
−1‖h‖
Λ
η/s′
s
‖Ω‖s‖f‖p
for all p ∈ (1,∞), where Cp is independent of s, h and Ω.
By Theorem 3 we have the following result.
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Theorem 4. Suppose that Ω ∈ L logL(Σ) and h ∈ Λ. Let T∗f be defined as
in (1.2) by using the functions Ω and h. Then, T∗ is bounded on L
p(Rn) for
p ∈ (1,∞),
This seems to be novel even in the case when h = 1. If h = 1, Theorem
2 can be proved by interpolation between L2 estimates and weak (1, 1) esti-
mates, both of which are given in [28]. For T∗ with Ω ∈ L logL, weak (1, 1)
boundedness is yet to be proved even in the case h = 1.
In this note we shall show that results of Tao [28] can be used to ob-
tain an analog of a theory of Duoandikoetxea and Rubio de Francia [10] for
homogeneous groups which can prove Theorems 1 and 3. In our situation,
Littlewood-Paley theory (see Lemma 6 in Section 4) and interpolation argu-
ments are available as in [10], although we cannot apply Fourier transform
estimates as effectively as in [10]. We shall show that L2 estimates of Lemma
1 in Section 3 can be used as a substitute for Fourier transform estimates if
we apply Cotlar’s lemma instead of Plancherel’s theorem. Our methods may
extend to the study of some other interesting operators in harmonic analysis
(see [5], [10]).
Let {Bt}t>0, Bt = t
P = exp((log t)P ), be a dilation group on Rn, where
P is an n × n real matrix whose eigenvalues have positive real parts. Let N
be a locally integrable function on Rn \ {0} such that N(Btx) = t
−γN(x),
γ = trace P , for t > 0 and x ∈ Rn \ {0}. Let J(x) = h(r(x))N(x) with an
appropriate norm function r(x) for {Bt}t>0. If we define
Sf(x) = p.v.
∫
Rn
f(y)J(x− y) dy,
using Euclidean convolution, assuming an appropriate cancellation condition
for J , then we can apply methods of Duoandikoetxea and Rubio de Francia
[10] via Fourier transform estimates to prove Lp boundedness, p ∈ (1,∞), of
S under an L logL condition on {r(x) = 1} for N and the condition
sup
j∈Z
∫ 2j+1
2j
|h(r)| (log(2 + |h(r)|))
a
dr/r <∞
for h with some a > 2. Also, a similar result for maximal singular integrals
holds (see [21, 22]).
We can also prove some weighted norm estimates for T and T∗. Let B be
a subset of H such that
B = {x ∈ H : r(a−1x) < s}
for some a ∈ H and s > 0. Then we call B a ball in H with center a and
radius s and write B = B(a, s). Note that |B(a, s)| = csγ with c = |B(0, 1)|,
where |S| denotes the Lebesgue measure of a set S. Let Ap, 1 < p < ∞,
be the weight class of Muckenhoupt on H defined to be the collection of all
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weight functions w on H satisfying
sup
B
(
|B|−1
∫
B
w(x) dx
)(
|B|−1
∫
B
w(x)−1/(p−1)dx
)p−1
<∞,
where the supremum is taken over all balls B in H (see [1, 13]). Also, the
class A1 is defined to be the family of all weight functions w on H satisfying
the pointwise inequality Mw ≤ Cw almost everywhere, where M denotes the
Hardy-Littlewood maximal operator
Mf(x) = sup
x∈B
|B|−1
∫
B
|f(y)| dy;
the supremum is taken over all balls B in H containing x (see [1, 8, 13]). We
can prove the following weighted estimates.
Theorem 5. Let q > 1. Suppose that Ω ∈ Lq(Σ) and h ∈ Ληq for some η > 0.
Let 1 < p <∞. Then,
(1) T and T∗ are bounded on L
p(w) if q′ ≤ p <∞ and w ∈ Ap/q′ ;
(2) if 1 < p ≤ q and w ∈ Ap′/q′ , T and T∗ are bounded on L
p(w1−p).
See [9, 29] for the case of rough singular integrals defined by Euclidean
convolution.
In Section 2, we shall give some preliminary results from [28] for calculation
on homogeneous groups. A basic L2 estimates (Lemma 1) will be proved in
Section 3 by applying methods of [28]. Using the L2 estimate, we shall prove
Theorem 1 in Section 4 by means of a process of [10, 21, 22]. In Section 5, we
shall prove Theorem 3 by adapting arguments of [10] for the present situation.
Theorem 5 will be proved in Section 6 by applying arguments of [9] and using
results of Sections 3–5. Finally, we shall prove Theorem 2 from Theorem 1
in Section 7 by an extrapolation argument. Theorem 4 can be proved in the
same way from Theorem 3. In what follows, even when we consider functions
that may assume general complex values, we deal with real valued functions
only to simplify our arguments. The letters C, c will be used to denote positive
constants which may be different in different occurrences.
2. Preliminary results
In this section we recall several results from [28]. Let f : R→ H be smooth.
Then the Euclidean derivative ∂tf(t) is defined by
f(t+ ǫ) = f(t) + ǫ∂tf(t) + ǫ
2O(1) for ǫ ∈ (0, 1].
We define the left invariant derivative ∂Lt f(t) by
f(t+ ǫ) = f(t)(ǫ∂Lt f(t)) + ǫ
2O(1) for ǫ ∈ (0, 1].
Fix x ∈ H and consider Gx : R
n → Rn defined by Gx(y) = xy. Let
JGx(y) be the Jacobian matrix of Gx at y. Then JGx(y) is a lower tri-
angular matrix. The components of JGx(y) are polynomials in x, y and each
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diagonal component is equal to 1 (see (3) in Section 1). We can see that
∂Lt f(t) = JGf(t)−1(f(t))∂tf(t).
We have the product rule
(2.1) ∂Lt (f(t)g(t)) = ∂
L
t g(t) + C[g(t)]∂
L
t f(t),
where C[x] : Rn → Rn is a linear mapping defined by
x−1(ǫv)x = ǫC[x]v + ǫ2O(1) for ǫ ∈ (0, 1].
We note that
C[x−1] =C[x]−1, C[Atx](Atv) = At(C[x]v),
|C[x]v| ∼ |v| if |x| ≤ 1.
(2.2)
Define a polynomial mapping X : Rn → Rn by
A1+ǫx = x(ǫX(x)) + ǫ
2O(1) for ǫ ∈ (0, 1].
Then
(2.3) X(Atx) = AtX(x), r(X(x)) ∼ r(x)
and
(2.4) ∂Lt (As(t)f(t)) = As(t)∂
L
t f(t) + s
′(t)s(t)−1
(
As(t)X(f(t))
)
,
where s(t) is a strictly positive, smooth function on R+. Also, X is a diffeo-
morphism with Jacobian comparable to 1.
3. L2 estimates
Let φ be a C∞ function with compact support in B(0, 1) \ B(0, 1/2) sat-
isfying
∫
φ = 1, φ(x) = φ˜(x), φ(x) ≥ 0 for all x ∈ Rn, where φ˜(x) = φ(x−1).
Define
∆k = δρk−1φ− δρkφ, k ∈ Z,
where δtφ(x) = t
−γφ(A−1t x) and ρ ≥ 2. Note that supp(∆k) ⊂ B(0, ρ
k) \
B(0, ρk−1/2), ∆k = ∆˜k and
∑
k∆k = δ, where δ is the delta function. Let
ψj ∈ C
∞
0 (R), j ∈ Z, be such that
supp(ψj) ⊂ {t ∈ R : ρ
j ≤ t ≤ ρj+2}, ψj ≥ 0,∑
j∈Z
ψj(t) = 1 for t 6= 0,
|(d/dt)mψj(t)| ≤ cm|t|
−m for m = 0, 1, 2, . . . ,
where cm is a constant independent of ρ (this is possible since ρ ≥ 2).
Let
SjL(x) = (log 2)
−1h(r(x))
∫ ∞
0
ψj(t)δtK0(x) dt/t,
where
K0(x) = K(x)χD0(x), D0 = {x ∈ R
n : 1 ≤ r(x) ≤ 2}.
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Here χE denotes the characteristic function of a set E. Then
∑
j∈Z SjL = L.
Furthermore, let
(3.1) Sj(F, ℓ)(x) = (log 2)
−1ℓ(r(x))
∫ ∞
0
ψj(t)δtF (x) dt/t,
where F ∈ L1(Rn), supp(F ) ⊂ D0 and ℓ ∈ d1. Let Φ be a non-negative
smooth function such that
∫
Φ(x) dx = 1, Φ(x−1) = Φ(x), supp(Φ) ⊂ B(0, 1).
Define
(3.2) Uσf = Uσ(F, ℓ)(f) =
∑
j
σjf ∗ νj ,
where
νj(x) = νj(F, ℓ)(x) = Sj(F, ℓ)(x) − Φj(x),
Φj(x) = Φj(F, ℓ)(x) = (
∫
Sj(F, ℓ) dx)δρjΦ(x),
and σ = {σj} is an arbitrary sequence such that σj = 1 or −1. We note
that
∫
νj(x) dx = 0, SjL = νj(K0, h) = Sj(K0, h) and Uσ(K0, h)(f) = Tf if
σj = 1 for all j. We prove the following L
2 estimates.
Lemma 1. Suppose that s > 1, F ∈ Ls(D0) and ℓ ∈ Λ
η/s′
s for some fixed
positive number η, where we write F ∈ Ls(D0) if F ∈ L
s(Rn) and supp(F ) ⊂
D0. Let νj = νj(F, ℓ). Then, for j, k ∈ Z we have
(3.3) ‖f ∗ νj ∗∆k‖2 ≤ C(log ρ)min(1, ρ
−ǫ(|j−k|−c)/s′)‖ℓ‖
Λ
η/s′
s
‖F‖s‖f‖2
for some positive constants C, ǫ and c independent of ρ, s, ℓ and F .
Proof. It suffices to prove Lemma 1 with ν in place of νj , assuming j = 0 on
the right hand side of (3.3), where
ν(x) = (log 2)−1ℓ(ρjr(x))
∫ ∞
0
ψj(ρ
jt)δtF (x) dt/t− (
∫
Sj(F, ℓ) dx)Φ(x).
This can be seen from change of variables and the formulas: δt(f ∗ g) =
(δtf) ∗ (δtg), δρ−jνj = ν, δρ−j∆k = ∆k−j .
If k ≥ 0, then from the cancellation condition for ν and the smoothness of
∆k we have
(3.4) ‖ν ∗∆k‖1 ≤ C(log ρ)min
(
1, ρ−ǫk+τ
)
‖ℓ‖d1‖F‖1
for some ǫ, τ > 0, which implies the conclusion by Young’s inequality, if the
constant c is large enough.
The following result is useful.
Lemma 2. Suppose that ℓ ∈ dq, F ∈ L
q(D0) for some q ≥ 1. Put S =
δρ−jSj(F, ℓ). Then
‖S‖q ≤ C(log ρ)‖ℓ‖dq‖F‖q,
where the constant C is independent of ρ and q.
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Proof. Suppose that q < ∞. Since
∫∞
0
ψj(ρ
jt) dt/t ≤ 2 log ρ, Ho¨lder’s in-
equality implies
‖S‖qq ≤ (log 2)
−q(2 log ρ)q/q
′
∫∫ ∞
0
|ℓ(ρjr(x))|qψj(ρ
jt)|δtF (x)|
q dt/t dx
= (log 2)−q(2 log ρ)q/q
′
∫∫ ∞
0
|ℓ(ρjtr(x))|qψj(ρ
jt)|F (x)|qtγ(1−q) dt/t dx.
Let N be a positive integer such that ρ2 ≤ 2N+1 < 2ρ2. Then∫ ∞
0
|ℓ(ρjtr(x))|qψj(ρ
jt)tγ(1−q) dt/t
≤
N∑
m=0
∫ 2m+1ρjr(x)
2mρjr(x)
|ℓ(t)|q(ρ−jr(x)−1t)γ(1−q) dt/t.
≤
N∑
m=0
2mγ(1−q)
∫ 2m+1ρjr(x)
2mρjr(x)
|ℓ(t)|q dt/t
≤ C(log ρ)‖ℓ‖qdq ,
where C ≤ 12. Collecting results, we get the conclusion for q < ∞. Also,
we easily see that ‖S‖∞ ≤ C‖ℓ‖d∞‖F‖∞, which implies the conclusion for
q =∞. 
The estimate (3.4) can be shown as follows. First, by Lemma 2 with q = 1
(3.5) ‖ν ∗∆k‖1 ≤ C(log ρ)‖ℓ‖d1‖F‖1.
Suppose that k ≥ 1. Let t = ρk−1. Then ∆k = δt∆1. Since
∫
ν = 0,
ν ∗∆k(x) =
∫
t−γ
(
∆1(A
−1
t (y
−1x)) −∆1(A
−1
t x))
)
ν(y) dy(3.6)
=
∫
t−γ
(∫ 1
0
W ′(u) du
)
ν(y) dy,
where
W (u) = ∆1((uY )
−1X) = ∆1(P1(−uY,X), . . . , Pn(−uY,X)),
with Y = At−1y,X = At−1x (see (3) in Section 1). Note that
W ′(u) = 〈(∇∆1)(P1(−uY,X), . . . , Pn(−uY,X)),
(∂uP1(−uY,X), . . . , ∂uPn(−uY,X))〉,
where ∇∆1 = (∂x1∆1, ∂x2∆1, . . . , ∂xn∆1) and 〈·, ·〉 denotes the Euclidean
inner product in Rn. Also, note that
∂uPi(−uY,X) = 〈−Y,∇xPi(−uY,X)〉,
where
∇xPi(x, y) = (∂x1Pi(x, y), . . . , ∂xnPi(x, y)).
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We may assume that r(Y ) ≤ Cρ2, r(X) ≤ Cρ2 in (3.6) by checking the
support condition. Therefore
sup
u∈[0,1]
|∂uPi(−uY,X)| ≤ C|Y |ρ
M
for some M > 0 and hence
|W ′(u)| ≤ C|Y |ρM |(∇∆1)((uY )
−1X)|.
Note that ‖∇∆1‖1 ≤ C, ‖A
−1
t ‖ (a norm for A
−1
t as a linear transformation on
R
n) is less than Ct−β and |y| ≤ Cρ2α on the support of ν, with β = 1/β1, α =
1/α1 (see (6) of Section 1). Therefore,
‖ν ∗∆k‖1 ≤ Cρ
M‖∇∆1‖1
∫
|A−1t (y)||ν(y)| dy(3.7)
≤ CρM t−β
∫
|y||ν(y)| dy
≤ CρM t−βρ2α‖ν‖1 ≤ C(log ρ)ρ
−kβρ2α+β+M‖ℓ‖d1‖F‖1.
By (3.5) and (3.7), we have (3.4) for k ≥ 0.
We next assume that k ≤ −1. Since
∫
∆0(x) dx = 0, as in the proof of
(3.4) we have
‖Φ ∗∆k‖1 = ‖δρ−kΦ ∗∆0‖1 ≤ Cρ
−ǫ|k|.
Therefore, separately estimating ‖f ∗ S ∗∆k‖2 and ‖f ∗ (
∫
Sj(F, ℓ))Φ ∗∆k‖2,
it suffices to prove
(3.8) ‖f ∗ S ∗∆k‖2 ≤ C(log ρ)min(1, ρ
−ǫ(|k|−c)/s′)‖ℓ‖
Λ
η/s′
s
‖F‖s‖f‖2,
where S = δρ−jSj(F, ℓ) as above.
By the estimate
‖S ∗∆k‖1 ≤ C(log ρ)‖ℓ‖d1‖F‖1
and the T ∗T method, to prove (3.8) it suffices to show that
(3.9)
∥∥∥f ∗∆k ∗ S˜ ∗ S ∗∆k∥∥∥
2
≤ C(log ρ)2ρǫ(k+c)/s
′
‖ℓ‖2
Λ
η/s′
s
‖F‖2s‖f‖2.
Since ‖T ∗T ‖ = ‖(T ∗T )n‖1/n, (3.9) follows from∥∥∥f ∗ (∆k ∗ S˜ ∗ S ∗∆k)n
∗
∥∥∥
2
≤ C(log ρ)2nρǫ(k+c)/s
′
‖ℓ‖2n
Λ
η/s′
s
‖F‖2ns ‖f‖2
for some ǫ, c > 0, where
(
∆k ∗ S˜ ∗ S ∗∆k
)n
∗
denotes the convolution product
of n factors of ∆k ∗ S˜ ∗ S ∗∆k. By Young’s inequality, this follows from the
L1 estimate
(3.10)
∥∥∥(∆k ∗ S˜ ∗ S ∗∆k)n
∗
∥∥∥
1
≤ C(log ρ)2nρǫ(k+c)/s
′
‖ℓ‖2n
Λ
η/s′
s
‖F‖2ns .
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Note that
(
∆k ∗ S˜ ∗ S ∗∆k
)n
∗
= ∆k ∗S˜∗S∗
(
∆k ∗∆k ∗ S˜ ∗ S
)n−1
∗
∗∆k. Since
‖∆′k ∗ S˜‖1 ≤ C(log ρ)‖ℓ‖d1‖F‖1 and ∆
′
k ∗ S˜(x) =
∫
δy(x)∆
′
k ∗ S˜(y) dy, where
δy(x) is the delta function concentrated at y and ∆
′
k is either ∆k or ∆k ∗∆k,
(3.10) follows from
‖δw1 ∗ S ∗ · · · ∗ δwn ∗ S ∗∆k‖1 ≤ C(log ρ)
nρǫ(k+c)/s
′
‖ℓ‖n
Λ
η/s′
s
‖F‖ns
uniformly for w1, . . . , wn ∈ B(0, Cρ
2). To get this, it suffices to prove
(3.11) |〈δw1 ∗ S ∗ · · · ∗ δwn ∗ S ∗∆k, g〉| ≤ C(log ρ)
nρǫ(k+c)/s
′
‖ℓ‖n
Λ
η/s′
s
‖F‖ns
uniformly in w1, . . . , wn ∈ B(0, Cρ
2), for all smooth g with compact support
satisfying ‖g‖∞ ≤ 1.
Fix g. Then, the inner product on the left hand side of (3.11) is equal to
(3.12)
∫∫∫
∆k(x)g(H(y, t)x)
n∏
i=1
(ℓ(ti, yi)F (yi)ψ(ti)) dy d¯t dx,
where ℓ(ti, yi) = ℓ(tiρ
jr(yi)), ψ(ti) = (log 2)
−1ψj(ρ
jti), t = (t1, . . . , tn), y =
(y1, . . . , yn) ∈ D
n
0 , d¯t = (dt1/t1) . . . (dtn/tn), dy = dy1 . . . dyn and
H(y, t) =
n∏
i=1
wiAtiyi = w1At1y1 . . . wnAtnyn.
This is valid since
〈δw1 ∗ S ∗ · · · ∗ δwn ∗ S ∗∆k, g〉
=
∫
S(y1) . . . S(yn)∆k(x)g
((
n∏
i=1
wiyi
)
x
)
dy dx
=
∫ n∏
i=1
[
ψ(ti)ℓ(ρ
jr(yi))δtiF (yi)
]
∆k(x)g
((
n∏
i=1
wiyi
)
x
)
dy dx d¯t,
which will coincide with the integral in (3.12) after a change of variables.
Let DH(y, t) be the n× n matrix whose ith column vector is ∂LtiH(y, t):
DH(y, t) =
(
∂Lt1H(y, t), . . . , ∂
L
tnH(y, t)
)
.
Then, (3.11) follows from the two estimates:
(3.13)
∣∣∣∣∣
∫∫∫
∆k(x)G1(y, t)g(H(y, t)x)
n∏
i=1
(ψ(ti)ℓ(ti, yi)F (yi)) dy d¯t dx
∣∣∣∣∣
≤ C(log ρ)nρǫ(k+c)/s
′
‖ℓ‖n
Λ
η/s′
s
‖F‖ns ,
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(3.14)
∣∣∣∣∣
∫∫∫
∆k(x)G2(y, t)g(H(y, t)x)
n∏
i=1
(ψ(ti)ℓ(ti, yi)F (yi)) dy d¯t dx
∣∣∣∣∣
≤ C(log ρ)nρδǫ(k+c)/s
′
‖ℓ‖n
Λ
η/s′
s
‖F‖n1
with
G1(y, t) = ζ1
(
ρ−nǫk det(DH(y, t))
)
,
G2(y, t) = ζ2
(
ρ−nǫk det(DH(y, t))
)
,
where ζ1 is a function in C
∞
0 (R) such that 0 ≤ ζ1 ≤ 1, supp(ζ1) ⊂ [−1, 1],
ζ1(t) = 1 for t ∈ [−1/2, 1/2], ζ2 = 1− ζ1, and δ, ǫ are small positive numbers.
Proof of (3.13). Since ‖∆k‖1 ≤ C,
∫
ψ(ti) dti/ti ≤ C log ρ and∫
|F (yi)ℓ(ti, yi)|
sψ(ti) dyi dti/ti ≤ C(log ρ)‖ℓ‖
s
ds‖F‖
s
s
(see the proof of Lemma 2), by Ho¨lder’s inequality, it suffices to show that
(3.15)
∫
Dn0
χ[0,1]
(
ρ−knǫ |det(DH(y, t))|
)
dy ≤ Cρǫ(k+c)
uniformly in t ∈ [1, ρ2]n and w1, . . . wn ∈ B(0, Cρ
2). By (2.1) and (2.4)
∂LtiH(y, t) = t
−1
i C[Qi](AtiX(yi)), 1 ≤ i ≤ n− 1, ∂
L
tnH(y, t) = t
−1
n AtnX(yn)
where Qi =
∏n
j=i+1 wjAtjyj for 1 ≤ i ≤ n−1. Fixing y2, . . . , yn and changing
variables with respect to y1, we see that the integral in (3.15) is majorized by
Ct−γ1
∫
D˜0×D
n−1
0
χ[0,1]
(
cρ−knǫt−11 |det(J(y, t))|
)
dy1dy¯,
where D˜0 = {x ∈ R
n : |x| ≤ CρM}, M,C > 0, dy¯ = dy2 . . . dyn and
J(y, t) = (y1, ∂
L
t2H(y, t), . . . , ∂
L
tnH(y, t)).
To see this, it may be convenient to write
∂Lt1H(y, t) = t
−1
1 Aρ2C[Aρ−2Q1](Aρ−2At1X(y1)),
and to note that |Aρ−2Q1| ≤ C (see (2.2)). Repeating this argument succes-
sively for y2, . . . , yn, we can see that (3.15) follows from
(3.16) (t1 . . . tn)
−γ
∫
D˜n0
χ[0,1]
(
cρ−knǫ(t1 . . . tn)
−1 |detY |
)
dy ≤ Cρǫ(k+c),
where Y denotes the n × n matrix whose ith column vector is yi. Write
yi = (y
1
i , . . . , y
n
i ).
To prove (3.16), expand detY =
∑n
m=1 y
m
1 ∆m1, where ∆m1 denotes the
(m, 1) cofactor of Y . Then, using this and applying a rotation in y1 variable,
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we see that∫
D˜n0
χ[0,1]
(
cρ−knǫ(t1 . . . tn)
−1 |detY |
)
dy
=
∫
D˜n0
χ[0,1]

cρ−knǫ(t1 . . . tn)−1
∣∣∣∣∣∣y11
(
n∑
m=1
∆2m1
)1/2∣∣∣∣∣∣

 dy
≤
∫
D˜n0
χ[0,1]
(
cρ−knǫ(t1 . . . tn)
−1
∣∣y11∆11∣∣) dy.
Let D˜01 = {y1 ∈ D˜0 : |y
1
1 | < t1ρ
kǫ}, D˜02 = {y1 ∈ D˜0 : |y
1
1 | ≥ t1ρ
kǫ}. Then we
have ∫
D˜0
χ[0,1]
(
cρ−knǫ(t1 . . . tn)
−1
∣∣y11∆11∣∣) dy1
=
2∑
i=1
∫
D˜0i
χ[0,1]
(
cρ−knǫ(t1 . . . tn)
−1
∣∣y11∆11∣∣) dy1
≤ Ct1ρ
kǫρM(n−1) + CρMnχ[0,1]
(
cρ−k(n−1)ǫ(t2 . . . tn)
−1 |∆11|
)
,
and hence
∫
D˜n0
χ[0,1]
(
cρ−knǫ(t1 . . . tn)
−1 |detY |
)
dy
≤ Cρkǫρb + CρMn
∫
D˜n−10
χ[0,1]
(
cρ−k(n−1)ǫ(t2 . . . tn)
−1 |∆11|
)
dy¯
for some b > 0. Repeating a procedure similar to this n − 1 times, we reach
the estimate∫
D˜n0
χ[0,1]
(
cρ−knǫ(t1 . . . tn)
−1 |detY |
)
dy
≤ Cρkǫρb + Cρb
∫
D˜0
χ[0,1]
(
cρ−kǫt−1n |y
n
n |
)
dyn ≤ Cρ
kǫρτ
for some τ > 0. This proves (3.16).
Proof of (3.14). Let
ℓ˜(ti, yi) =
∫
si<ti/2
ℓ(ti − si, yi)ϕρǫk (si) dsi,
SINGULAR INTEGRALS ON HOMOGENEOUS GROUPS 13
where ϕu(si) = u
−1ϕ(u−1si), u > 0, with ϕ ∈ C
∞(R) satisfying supp(ϕ) ⊂
(0, 1/8), ϕ ≥ 0,
∫
ϕ(s) ds = 1. Then∫
ψ(ti)|ℓ(ti, yi)| dti/ti ≤ C(log ρ)‖ℓ‖d1,∫
ψ(ti)|ℓ˜(ti, yi)| dti/ti ≤ C(log ρ)‖ℓ‖d1,∫
ψ(ti)|ℓ(ti, yi)− ℓ˜(ti, yi)| dti/ti ≤ C(log ρ)ω(ℓ, ρ
ǫk).
Therefore, writing
ℓ(t1, y1) . . . ℓ(tn, yn)− ℓ˜(t1, y1) . . . ℓ˜(tn, yn)
= (ℓ(t1, y1)− ℓ˜(t1, y1))ℓ(t2, y2) . . . ℓ(tn, yn)
+ ℓ˜(t1, y1)(ℓ(t2, y2)− ℓ˜(t2, y2))ℓ(t3, y3) . . . ℓ(tn, yn)
+ · · ·+ ℓ˜(t1, y1) . . . ℓ˜(tn−1, yn−1)(ℓ(tn, yn)− ℓ˜(tn, yn)),
and applying the inequality ω(ℓ, t) ≤ ‖ℓ‖
Λ
η/s′
s
tη/s
′
, we see that to get (3.14) it
suffices to prove a variant of (3.14) where each ℓ(ti, yi) is replaced by ℓ˜(ti, yi)
for i = 1, 2, . . . , n. To show the estimate, it suffices to prove
(3.17)
∣∣∣∣∣
∫∫
∆k(x)G2(y, t)g(H(y, t)x)
n∏
i=1
(
ψ(ti)ℓ˜(ti, yi)
)
d¯t dx
∣∣∣∣∣
≤ Cρδǫkρτ‖ℓ‖nd1
uniformly in y ∈ Dn0 and w1, . . . , wn ∈ B(0, Cρ
2) with some τ > 0, since the
quantity on the left hand side of (3.17) is also bounded by C(log ρ)n‖ℓ‖nd1.
To prove (3.17) we need the following three lemmas.
Lemma 3. Let f be a continuous function on Rn such that
supp(f) ⊂ B(0, C1),
∫
f(x) dx = 0, ‖f‖1 ≤ C2.
Then there exist functions f1, f2, . . . , fn such that
f(x) =
n∑
i=1
∂xifi(x),
supp(fi) ⊂ B(0, C
′
1), ‖fi‖1 ≤ C
′
2 for i = 1, 2, . . . , n,
with some constants C′1 and C
′
2.
This is from Lemma 7.1 in [28].
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Lemma 4. Let ∆k be as in (3.14). Then, there exist functions Fj, j =
1, 2, . . . , n, such that supp(Fj) ⊂ B(0, Cρ
k), ‖Fj‖1 ≤ Cρ
kα for some α > 0
and
∆k(x) =
n∑
j=1
∂xjFj(x).
This follows from Lemma 3.
Lemma 5. Suppose that det(DH(y, t)x) 6= 0, where DH(y, t)x is defined in
the same way as DH(y, t) with H(y, t)x in place of H(y, t). Then
∂xig(H(y, t)x) =
〈
∇tg(H(y, t)x), (DH(y, t)x)
−1(∂Lxi(H(y, t)x))
〉
.
(see Lemma 7.2 of [28]).
By Lemma 4, (3.17) follows from the estimate
(3.18)
∣∣∣∣∣
∫∫
∂xmFm(x)g(H(y, t)x)a(t)
n∏
i=1
ℓ˜(ti, yi) d¯t dx
∣∣∣∣∣ ≤ Cρkδǫρτ‖ℓ‖nd1
for each m, 1 ≤ m ≤ n, where a(t) = G2(y, t)
∏n
i=1 ψ(ti). Applying integra-
tion by parts and using the L1 norm estimate for Fm in Lemma 4, to prove
(3.18) it suffices to show that
(3.19)
∣∣∣∣∣
∫
∂xmg(H(y, t)x)a(t)
n∏
i=1
ℓ˜(ti, yi) d¯t
∣∣∣∣∣ ≤ Cρ−2nkǫρτ‖ℓ‖nd1
for all x ∈ B(0, Cρk) with a sufficiently small ǫ > 0. By Lemma 5, the
estimate (3.19) follows from
(3.20)
∣∣∣∣∣
∫ 〈
∇tg(H(y, t)x), (DH(y, t)x)
−1(∂Lxmx)
〉
a(t)
n∏
i=1
ℓ˜(ti, yi) d¯t
∣∣∣∣∣
≤ Cρ−2nkǫρτ‖ℓ‖nd1,
since ∂Lxm(H(y, t)x) = ∂
L
xmx (see Section 2). Note that |∇ta(t)| ≤ Cρ
−knǫρτ
and | det(DH(y, t)x)| ≥ Cρknǫ on the support of a, since
| det(DH(y, t)x)| = | det C¯[x] detDH(y, t)| ≥ C| detDH(y, t)|,
where C¯[x] denotes the matrix expression for the linear transformation C[x]
(see (2.1), (2.2)). Thus, taking into account Cramer’s formula, we have∣∣∣∣∣∂tu
[
a(t)
n∏
i=1
ℓ˜(ti, yi)(DH(y, t)x)
−1(∂Lxmx)
]∣∣∣∣∣
≤ Cρ−2nkǫρτ
n∏
i=1
|ℓ˜(ti, yi)|+ Cρ
−nkǫρτ |∂tu ℓ˜(tu, yu)|
∏
i6=u
|ℓ˜(ti, yi)|
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for some τ > 0. Also, note that∫ ρ2
1
|ℓ˜(ti, yi)| dti/ti ≤ C(log ρ)‖ℓ‖d1
and ∫ ρ2
1
|∂ti ℓ˜(ti, yi)| dti/ti ≤ C(log ρ)ρ
−kǫ‖ℓ‖d1,
which follows from
|∂ti ℓ˜(ti, yi)| ≤ Cρ
−kǫ
∫
|ℓ(ti − si, yi)||ϕ
′
ρǫk (si)| dsi.
These estimates along with integration by parts imply (3.20). This completes
the proof of (3.14) and hence that of Lemma 1. 
4. Proof of Theorem 1
We use the following weighted Littlewood-Paley inequalities.
Lemma 6. Let w ∈ Ap, 1 < p <∞, and let the functions ∆k be as in Section
3. Then ∥∥∥∥∥
∑
k
fk ∗∆k
∥∥∥∥∥
Lp(w)
≤ Cp,w
∥∥∥∥∥∥
(∑
k
|fk|
2
)1/2∥∥∥∥∥∥
Lp(w)
,(4.1)
∥∥∥∥∥∥
(∑
k
|f ∗∆k|
2
)1/2∥∥∥∥∥∥
Lp(w)
≤ Cp,w‖f‖Lp(w),(4.2)
where the constant Cp,w is independent of ρ ≥ 2.
Proof. Let K(x) =
∑
k∈I σk∆k(x), where I is an arbitrary finite subset of
Z and {σk} is an arbitrary sequence such that σk = 1 or −1. Let Sf(x) =
f ∗K(x). Then
(1) S is bounded on L2 with the operator norm bounded by a constant
independent of ρ, I and {σk};
(2) |K(x)| ≤ Cr(x)−γ ;
(3) there are positive constants C1 and ǫ such that r(x) > C1r(y) implies
|K(y−1x)−K(x)| ≤ Cr(y)ǫr(x)−γ−ǫ.
The proof of (3.4) applies to show
‖∆k ∗∆j‖1 ≤ Cmin
(
1, ρ−ǫ|j−k|+c
)
.
By this and the Cotlar-Knapp-Stein lemma we get (1). The estimates in (2)
and (3) can be shown by a straightforward computation. We note that, to
prove the estimate in (3), it suffices to show that if r(x) > C1r(y), then
|δkφ(y
−1x) − δkφ(x)| ≤ Cr(y)
ǫr(x)−γ−ǫ
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for each k. By application of dilation, this follows from the case k = 0, which
can be easily proved.
Using (1), (2), (3) and applying methods of [7, Chapitre IV] and the proof
of Theorem III in [6], we have ‖Sf‖Lp(w) ≤ C‖f‖Lp(w) for w ∈ Ap, 1 < p <∞,
with a constant C independent of I, {σk} and ρ. From this and the Khintchine
inequality, (4.2) follows. A duality argument and (4.2) imply (4.1). 
Let
MF,ℓf(x) = sup
j
|f ∗ Sj(|F |, |ℓ|)(x)|,
where Sj(F, ℓ) is as in Section 3 (see (3.1)). Put µ
∗f =MF,ℓf . Let θ ∈ (0, 1).
We prove the following result along with Theorem 1.
Lemma 7. Let s > 1, F ∈ Ls(D0) and ℓ ∈ Λ
η/s′
s for some fixed η > 0. Then,
there exist positive constants ǫ, C independent of ρ and s such that
‖µ∗f‖p ≤ C(log ρ)(1− ρ
−θǫ/(2s′))−4/p‖ℓ‖
Λ
η/s′
s
‖F‖s‖f‖p
for p > 1 + θ.
In Lemmas 1 and 7, we can have the same value of ǫ.
Proof of Lemma 7. Let Uσ = Uσ(F, ℓ) (see (3.2)) and write Uσf =
∑
k1,k2
Uk1,k2f ,
where
Uk1,k2f =
∑
j
σjf ∗∆k1+j ∗ νj ∗∆k2+j , νj = νj(F, ℓ).
Fix integers k1, k2. By Lemma 1 and duality we have
‖f ∗∆k ∗ νj‖2 ≤ C(log ρ)min(1, ρ
−ǫ(|k−j|−c)/s′)‖ℓ‖
Λ
η/s′
s
‖F‖s‖f‖2.
Using this along with Lemma 1, for νj and ν˜j , and noting that ‖∆k2+j ∗
∆k2+j′‖1 ≤ Cmin(1, ρ
−ǫ(|j−j′|−c)), where we may assume that the num-
ber ǫ is equal to the value of ǫ in Lemmas 1 and 7, ‖∆k‖1 ≤ C, ‖νj‖1 ≤
C(log ρ)‖ℓ‖d1‖F‖1, we have
(4.3) ‖f ∗ (∆k1+j ∗ νj) ∗ (∆k2+j ∗∆k2+j′ ) ∗ (ν˜j′ ∗∆k1+j′ )‖2
≤ CA2min(1, ρ−2ǫ(|k1|−c)/s
′
)min(1, ρ−ǫ(|j−j
′|−c))‖f‖2,
where A = (log ρ)‖ℓ‖
Λ
η/s′
s
‖F‖s, and also
(4.4) ‖f ∗∆k1+j ∗ (νj ∗∆k2+j) ∗ (∆k2+j′ ∗ ν˜j′ ) ∗∆k1+j′‖2
≤ CA2min(1, ρ−2ǫ(|k2|−c)/s
′
)‖f‖2.
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By (4.3) and (4.4), taking the geometric mean we have
‖f ∗∆k1+j ∗ νj ∗∆k2+j ∗∆k2+j′ ∗ ν˜j′ ∗∆k1+j′‖2
≤ CA2
2∏
i=1
min(1, ρ−ǫ(|ki|−c)/s
′
)min(1, ρ−ǫ(|j−j
′|−c)/2)‖f‖2.
We can obtain a similar estimate for
‖f ∗∆k2+j′ ∗ ν˜j′ ∗∆k1+j′ ∗∆k1+j ∗ νj ∗∆k2+j‖2.
Therefore, by the Cotlar-Knapp-Stein lemma we see that
(4.5) ‖Uk1,k2f‖2 ≤ CA
2∏
i=1
min(1, ρ−ǫ(|ki|−c)/(2s
′))‖f‖2
uniformly in σ. By (4.5) we have
(4.6) ‖Uσf‖2 ≤
∑
k1,k2
‖Uk1,k2f‖2 ≤ CA(1 − ρ
−ǫ/(2s′))−2‖f‖2 ≤ CAB‖f‖2,
where B = (1− ρ−θǫ/(2s
′))−2.
We define a sequence {pj}
∞
1 by p1 = 2 and 1/pj+1 = 1/2 + (1 − θ)/(2pj)
for j ≥ 1. Then, 1/pj = (1 − a
j)/(1 + θ), where a = (1 − θ)/2, so {pj} is
decreasingly converges to 1 + θ. For m ≥ 1 we show that
(4.7) ‖Uσf‖pm ≤ CmAB
2/pm ‖f‖pm
uniformly in σ, for all F and ℓ satisfying the assumptions of Lemma 7. For
m = 1, this is a consequence of (4.6). Fix m ≥ 1 and assume (4.7) for this m.
Then, using it for Uσ(|F |, |ℓ|) and applying the Khintchine inequality, we see
that
(4.8) ‖g(f)‖pm ≤ CAB
2/pm‖f‖pm ,
where
g(f) =

∑
j
|f ∗ νj(|F |, |ℓ|)|
2


1/2
(note that ω(|ℓ|, t) ≤ Cω(ℓ, t)). Let ν∗(f) = supj |f ∗ |νj || and Φ
∗(f) =
supj |f ∗Φj(|F |, |ℓ|)|, where νj = νj(F, ℓ) as above. Note that
ν∗(f) ≤ µ∗(|f |) + Φ∗(|f |) ≤ g(|f |) + 2Φ∗(|f |),
Φ∗(|f |) ≤ C(log ρ)‖ℓ‖d1‖F‖1Mf.
These estimates and (4.8) along with the Hardy-Littlewood maximal theorem
(see [1, 8, 13]) imply
(4.9) ‖ν∗(f)‖pm ≤ CAB
2/pm‖f‖pm .
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Define rm by 1/rm− 1/2 = 1/(2pm). Then by (4.9) and the estimate ‖νj‖1 ≤
CA we have the vector valued inequality (see [10] and also [21, 22])
(4.10)
∥∥∥∥(∑ |gk ∗ νk|2)1/2
∥∥∥∥
rm
≤ CAB1/pm
∥∥∥∥(∑ |gk|2)1/2
∥∥∥∥
rm
.
By the Littlewood-Paley theory (see Lemma 6) and (4.10) we have
‖Uk1,k2f‖rm ≤ C
∥∥∥∥∥∥∥

∑
j
|f ∗∆k1+j ∗ νj |
2


1/2
∥∥∥∥∥∥∥
rm
(4.11)
≤ CAB1/pm
∥∥∥∥∥∥∥

∑
j
|f ∗∆k1+j |
2


1/2
∥∥∥∥∥∥∥
rm
≤ CAB1/pm‖f‖rm .
Interpolating between (4.5) and (4.11), since 1/pm+1 = (1− θ)/rm + θ/2, we
see that
(4.12) ‖Uk1,k2f‖pm+1 ≤ CAB
(1−θ)/pm
2∏
i=1
min(1, ρ−θǫ(|ki|−c)/(2s
′))‖f‖pm+1.
Thus
‖Uσf‖pm+1 ≤
∑
k1,k2
‖Uk1,k2f‖pm+1
≤ CAB(1−θ)/pm(1− ρ−θǫ/(2s
′))−2‖f‖pm+1
≤ CAB2/pm+1‖f‖pm+1.
This proves (4.7) for all m by induction. For any p ∈ (1 + θ, 2] there exists
a positive integer j such that pj+1 < p ≤ pj . So, interpolating between the
estimates (4.7) with m = j and m = j + 1, we have
(4.13) ‖Uσf‖p ≤ CAB
2/p‖f‖p.
Let g(f) be as in (4.8). The estimate (4.13) implies ‖g(f)‖p ≤ CAB
2/p‖f‖p
for p ∈ (1+ θ, 2], from which Lemma 7 for p ∈ (1+ θ, 2] follows, since µ∗(f) ≤
g(f) + Φ∗(f). For p > 2 Lemma 7 follows from interpolation between the
estimate for p = 2 of Lemma 7 and the estimate
‖µ∗(f)‖∞ ≤ C(log ρ)‖ℓ‖d1‖F‖1‖f‖∞.
This completes the proof of Lemma 7. 
Theorem 1 is an immediate consequence of the following result.
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Lemma 8. Let the functions h, Ω be as in Theorem 1 and put δ(p) = |1/p−
1/p′|. Suppose that p ∈ (1 + θ, (1 + θ)/θ). Let A = (log ρ)‖h‖
Λ
η/s′
s
‖Ω‖s and
let B be as above: B = (1− ρ−θǫ/(2s
′))−2. Then
‖Tf‖p ≤ CAB
1+δ(p)‖f‖p,
where the constant C is independent of s > 1, Ω, h and ρ ≥ 2.
Proof. Since Tf = Uσ∗(K0, h)(f), where σ
∗ = {σj} with σj = 1 for all j, by
(4.13) we have
‖Tf‖p ≤ CAB
2/p‖f‖p for p ∈ (1 + θ, 2].
Now, a duality argument using a estimate similar to this one for T ∗f =
Uσ∗(K˜0, h)(f) will imply the conclusion for all p ∈ (1 + θ, (1 + θ)/θ). 
Proof of Theorem 1. Take ρ = 2s
′
in Lemma 8. Then
‖Tf‖p ≤ Cs
′(1− 2−θǫ/2)−2(1+δ(p))‖h‖
Λ
η/s′
s
‖Ω‖s‖f‖p
for p ∈ (1+θ, (1+θ)/θ) and s > 1. Since (1+θ, (1+θ)/θ)→ (1,∞) as θ → 0,
Theorem 1 follows from this estimate. 
5. Proof of Theorem 3
We need the following result to prove Theorem 3.
Lemma 9. Let h, Ω be as in Theorem 3. Let θ ∈ (0, 1) and A = (log ρ)‖h‖
Λ
η/s′
s
‖Ω‖s.
We define
R(f)(x) = sup
k∈Z
∣∣∣∣∣∣
∞∑
j=k
f ∗ SjL(x)
∣∣∣∣∣∣ ,
where SjL is as in Section 3. Let Iθ = (2(1+θ)/(θ
2−θ+2), (1+θ)/θ). Then,
for p ∈ Iθ we have
‖R(f)‖p ≤ CA
(
(1 − ρ−θδ/s
′
)−2(1+δ(p)) + (1 − ρ−θδ/s
′
)−4/p−1−θ
)
‖f‖p
with some δ > 0, where C is independent of s > 1, h ∈ Λ
η/s′
s , Ω ∈ Ls(Σ) and
ρ.
Proof. Let ϕk =
∑
m≥k+2∆m = δρk+1φ. Using the decomposition
∞∑
j=k
f ∗ SjL = T (f) ∗ ϕk −

 k−1∑
j=−∞
f ∗ SjL

 ∗ ϕk +

 ∞∑
j=k
f ∗ SjL

 ∗ (δ − ϕk),
we have
(5.1) R(f) ≤ sup
k
|T (f) ∗ ϕk|+ sup
k
∣∣∣∣∣∣

 k−1∑
j=−∞
f ∗ SjL

 ∗ ϕk
∣∣∣∣∣∣+
∞∑
j=0
Nj(f),
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whereNj(f) = supk |(f ∗ Sj+kL) ∗ (δ − ϕk)|. Lemma 8 and the Hardy-Littlewood
maximal theorem imply that
(5.2)
∥∥∥∥sup
k
|T (f) ∗ ϕk|
∥∥∥∥
p
≤ C‖M(Tf)‖p ≤ CA(1 − ρ
−θǫ/(2s′))−2(1+δ(p))‖f‖p
for p ∈ (1 + θ, (1 + θ)/θ). Also, Lemma 7 and the Hardy-Littlewood maximal
theorem imply that
(5.3) ‖Nj(f)‖u ≤ CA(1 − ρ
−θǫ/(2s′))−4/u‖f‖u for u > 1 + θ.
On the other hand,
(5.4) Nj(f) ≤
(∑
k
|f ∗ Sj+kL ∗ (δ − ϕk)|
2
)1/2
.
Let
Vσf =
∑
k
σkf ∗ Sj+kL ∗ (δ − ϕk),
where σ = {σk}, σk = 1 or −1. We prove
(5.5) ‖Vσf‖2 ≤ CA(1 − ρ
−δ/s′)−3min(1, ρ−δ(j−c)/s
′
)‖f‖2
for some δ, c > 0, uniformly in σ. Estimates (5.4) and (5.5) with Khintchine’s
inequality imply
(5.6) ‖Nj(f)‖2 ≤ CA(1 − ρ
−δ/s′)−3min(1, ρ−δ(j−c)/s
′
)‖f‖2.
To prove (5.5), we apply an argument similar to the one used to prove (4.5).
We prove the estimates
(5.7) ‖f ∗ Sj+kL ∗ (δ − ϕk) ∗ (δ − ϕk′) ∗ Sj+k′ L˜‖2
≤ CA2(1− ρ−δ/s
′
)−2min(1, ρ−δ(j−c)/s
′
)min(1, ρ−δ(|k−k
′|−c)/s′)‖f‖2,
(5.8) ‖f ∗ (δ − ϕk′) ∗ Sj+k′ L˜ ∗ Sj+kL ∗ (δ − ϕk)‖2
≤ CA2(1− ρ−δ/s
′
)−4min(1, ρ−δ(|k−k
′|−c)/s′)min(1, ρ−δ(j−c)/s
′
)‖f‖2.
for some δ, c > 0, where Sj+k′ L˜ = Sj+k′ (K˜0, h). By the Cotlar-Knapp-Stein
lemma, the estimates (5.7) and (5.8) imply (5.5).
To prove (5.7), note that δ − ϕk =
∑
m≤k+1∆m. Therefore,
(5.9) ‖f ∗ Sj+kL ∗ (δ − ϕk) ∗ (δ − ϕk′) ∗ Sj+k′ L˜‖2
≤
∑
m≤k+1,m′≤k′+1
‖f ∗ Sj+kL ∗∆m ∗∆m′ ∗ Sj+k′ L˜‖2.
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By Lemma 1 we see that
(5.10) ‖f ∗ (Sj+kL ∗∆m) ∗ (∆m′ ∗ Sj+k′ L˜)‖2
≤ CA2min(1, ρ−ǫ(|j+k−m|−c)/s
′
)min(1, ρ−ǫ(|j+k
′−m′|−c)/s′)‖f‖2.
Also, we have
(5.11) ‖f ∗ Sj+kL ∗ (∆m ∗∆m′) ∗ Sj+k′ L˜‖2
≤ CA2min(1, ρ−ǫ(|m−m
′|−c))‖f‖2.
The estimates (5.10) and (5.11) imply
(5.12) ‖f ∗ Sj+kL ∗∆m ∗∆m′ ∗ Sj+k′ L˜‖2
≤ CA2min(1, ρ−ǫ(|j+k−m|−c)/(2s
′))min(1, ρ−ǫ(|j+k
′−m′|−c)/(2s′))
×min(1, ρ−ǫ(|m−m
′|−c)/2)‖f‖2.
By (5.9) and (5.12) we have (5.7).
Similarly,
‖f ∗ (δ − ϕk′ ) ∗ Sj+k′ L˜ ∗ Sj+kL ∗ (δ − ϕk)‖2(5.13)
≤
∑
m≤k+1,m′≤k′+1
‖f ∗∆m′ ∗ Sj+k′ L˜ ∗ Sj+kL ∗∆m‖2
≤
∑
m≤k+1,m′≤k′+1
∑
ℓ,ℓ′
‖f ∗∆m′ ∗ Sj+k′ L˜ ∗∆ℓ ∗∆ℓ′ ∗ Sj+kL ∗∆m‖2.
(See [28, p. 1555] for the idea of interposing ∆ℓ ∗ ∆ℓ′ in the convolution
product.) By Lemma 1 we have
(5.14) ‖f ∗ (∆m′ ∗ Sj+k′ L˜) ∗ (∆ℓ ∗∆ℓ′) ∗ (Sj+kL ∗∆m)‖2
≤ CA2min(1, ρ−ǫ(|j+k
′−m′|−c)/s′)min(1, ρ−ǫ(|j+k−m|−c)/s
′
)
×min(1, ρ−ǫ(|ℓ−ℓ
′|−c))‖f‖2.
Also,
(5.15) ‖f ∗∆m′ ∗ (Sj+k′ L˜ ∗∆ℓ) ∗ (∆ℓ′ ∗ Sj+kL) ∗∆m‖2
≤ CA2min(1, ρ−ǫ(|j+k
′−ℓ|−c)/s′)min(1, ρ−ǫ(|j+k−ℓ
′|−c)/s′)‖f‖2.
By (5.14) and (5.15),
(5.16) ‖f ∗∆m′ ∗ Sj+k′ L˜ ∗∆ℓ ∗∆ℓ′ ∗ Sj+kL ∗∆m‖2
≤ CA2min(1, ρ−ǫ(|j+k
′−m′|−c)/(2s′))min(1, ρ−ǫ(|j+k−m|−c)/(2s
′))
×min(1, ρ−ǫ(|ℓ−ℓ
′|−c)/2)min(1, ρ−ǫ(|j+k
′−ℓ|−c)/(2s′))min(1, ρ−ǫ(|j+k−ℓ
′|−c)/(2s′))‖f‖2.
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Summation with respect to ℓ, ℓ′ in (5.16) implies
(5.17) ‖f ∗∆m′ ∗ Sj+k′ L˜ ∗ Sj+kL ∗∆m‖2
≤ CA2(1− ρ−δ/s
′
)−2min(1, ρ−δ(|k−k
′|−c)/s′)
×min(1, ρ−ǫ(|j+k
′−m′|−c)/(2s′))min(1, ρ−ǫ(|j+k−m|−c)/(2s
′))‖f‖2
for some δ, c > 0. By (5.13) and (5.17) we obtain (5.8).
For p ∈ Iθ we can find u ∈ (1+θ, 2(1+θ)/θ) such that 1/p = (1−θ)/u+θ/2,
so an interpolation between (5.3) and (5.6) implies that
(5.18) ‖Nj(f)‖p ≤ CA(1− ρ
−θδ/s′)−4(1−θ)/u−3θmin(1, ρ−θδ(j−c)/s
′
)‖f‖p
for some δ, c > 0.
Also, we need the following result.
Lemma 10. There exist positive constants C, C1 independent of ρ such that∣∣∣∣∣∣

 k−1∑
j=−∞
SjL

 ∗ ϕk(x)
∣∣∣∣∣∣ ≤ C(log ρ)‖h‖d1‖K0‖1ρ−(k+1)γχ[0,C1](ρ−k−1r(x)).
Proof. Since
∫
SjL = 0, for j ≤ k − 1 we have
SjL ∗ ϕk(x) = ρ
−(k+1)γ
∫ (
φ(Aρ−k−1y
−1Aρ−k−1x)− φ(Aρ−k−1x)
)
SjL(y) dy.
Also, since supp(SjL) ⊂ {r(x) ≤ 2ρ
j+2} and supp(ϕk) ⊂ {r(x) ≤ ρ
k+1}, it
follows that supp(SjL ∗ ϕk) ⊂ {r(x) ≤ C1ρ
k+1}. Therefore
|SjL ∗ ϕk(x)| ≤ Cρ
−(k+1)γχ[0,C1](ρ
−k−1r(x))
∫
|Aρ−k−1y||SjL(y)| dy
≤ Cρ−(k+1)γχ[0,C1](ρ
−k−1r(x))ρ(−k−1+j+2)/β1 (log ρ)‖h‖d1‖K0‖1.
Thus summing over j ≤ k − 1, we get the conclusion. 
By Lemma 10
(5.19) sup
k
∣∣∣∣∣∣f ∗

 k−1∑
j=−∞
SjL

 ∗ ϕk
∣∣∣∣∣∣ ≤ C(log ρ)‖h‖d1‖K0‖1Mf.
So, to estimate the maximal function on the left hand side of (5.19), we can
use the Hardy-Littlewood maximal theorem.
By (5.1), (5.2), (5.18) and (5.19), for p ∈ Iθ we have
‖R(f)‖p ≤ CA
(
(1− ρ−θδ/s
′
)−2(1+δ(p)) + (1− ρ−θδ/s
′
)−4(1−θ)/u−3θ−1
)
‖f‖p
for some δ > 0. This implies the conclusion of Lemma 9, since 4(1 − θ)/u +
3θ + 1 = 4/p+ 1 + θ. 
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Proof of Theorem 3. Note that T∗(f) ≤ 2R(f) + CMK0,h(|f |). Therefore,
Lemma 7 and Lemma 9 imply that
‖T∗(f)‖p ≤ C(log ρ)
(
1− ρ−θδ/s
′
)−6
‖h‖
Λ
η/s′
s
‖Ω‖s‖f‖p
for p ∈ Iθ with some δ > 0. Using this with ρ = 2
s′ and noting that Iθ →
(1,∞) as θ → 0, we can get the conclusion of Theorem 3. 
6. Proof of Theorem 5
Let MF,ℓ be as in Section 4. We prove Theorem 5 along with the following
result.
Proposition 1. Let F ∈ Lq(D0) and ℓ ∈ Λ
η
q for some q > 1 and η > 0. Let
1 < p <∞. Then, we have the following:
(1) if q′ ≤ p <∞ and w ∈ Ap/q′ , the operator MF,ℓ is bounded on L
p(w);
(2) the operator MF,ℓ is bounded on L
p(w1−p) if 1 < p ≤ q and w ∈
Ap′/q′ .
We use results of Sections 3, 4 and 5 with ρ = 2. We also write ‖f‖Lp(w) =
‖f‖p,w. First, we prove results of Theorem 5 for T .
Proof of Proposition 1(1). Since ‖Sj(|F |, |ℓ|)‖q ≤ C2
−jγ/q′‖ℓ‖dq‖F‖q, by the
proof of Lemma 2, and supp(Sj(|F |, |ℓ|)) ⊂ {2
j ≤ r(x) ≤ 2j+3}, Ho¨lder’s
inequality implies that
MF,ℓ(f) ≤ C‖F‖q‖ℓ‖dqMq′f,
where Mq′f =
(
M(|f |q
′
)
)1/q′
. From this and the Hardy-Littlewood maximal
theorem it follows that
‖MF,ℓ(f)‖p,w ≤ C‖F‖q‖ℓ‖dq ‖Mq′f‖p,w ≤ Cp,w‖f‖p,w
if q′ < p and w ∈ Ap/q′ .
Next, we handle the case p = q′ > 1. Let w ∈ A1. If s > q
′, then
w ∈ A1 ⊂ As/q′ and hence what we have already proved implies
(6.1) ‖MF,ℓ(f)‖s,w ≤ Cs,w‖f‖s,w.
If 1 < r < q′, then by Lemma 7
(6.2) ‖MF,ℓ(f)‖r ≤ Cr‖f‖r.
Interpolating with change of measure between (6.2) and (6.1) with w replaced
by w1+τ for sufficiently small τ > 0, we get
‖MF,ℓ(f)‖q′,w ≤ Cq′,w‖f‖q′,w.
This proves Proposition 1 (1). 
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Remark 1. If q′ < p in Proposition 1(1), then the assumption ℓ ∈ Λη is not
needed. Also, we can replace the assumption for ℓ of Proposition 1 with the
condition that there exists ℓ∗ ∈ dq, q > 1, such that |ℓ| ≤ ℓ
∗ and ℓ∗ ∈ Λη for
some η > 0, keeping the conclusion unchanged, since MF,ℓ(f) ≤ MF,ℓ∗(|f |).
In particular, if ℓ ∈ d∞, we can take a constant function as ℓ
∗.
Lemma 11. Let Bjf(x) = f ∗νj(x), where νj = νj(F, ℓ), F ∈ L
1(D0), ℓ ∈ d1
(see (3.2)). Consider the inequality
(6.3)
∥∥∥∥∥∥∥

 ∞∑
j=−∞
|Bjfj |
2


1/2
∥∥∥∥∥∥∥
p,w
≤ Cp,w
∥∥∥∥∥∥∥

 ∞∑
j=−∞
|fj |
2


1/2
∥∥∥∥∥∥∥
p,w
.
(1) Suppose that F and ℓ are as in Proposition 1. Let δ ∈ (0, 1). If (6.3)
holds for some p ∈ (1,∞) and w ∈ Ap, then Uσ = Uσ(F, ℓ) is bounded
on Lp(w1−δ) uniformly in σ (see (3.2)).
(2) If MF,ℓ is bounded on L
p(w) for some 1 < p ≤ 2 and w ∈ Ap, then
(6.3) holds with these p and w.
Proof. As in Section 4, we decompose Uσ of (1) as Uσf =
∑
k1,k2
Uk1,k2f . By
(6.3) and Lemma 6 we have
‖Uk1,k2f‖p,w ≤ C
∥∥∥∥∥∥∥

∑
j
|f ∗∆k1+j ∗ νj |
2


1/2
∥∥∥∥∥∥∥
p,w
(6.4)
≤ C
∥∥∥∥∥∥∥

∑
j
|f ∗∆k1+j |
2


1/2
∥∥∥∥∥∥∥
p,w
≤ C‖f‖p,w.
On the other hand, by the proof of Lemma 7 (see (4.12)) and duality we have
(6.5) ‖Uk1,k2f‖p ≤ C2
−ǫ(|k1|+|k2|)‖f‖p
for some ǫ > 0. Interpolating with change of measure between (6.5) and (6.4),
we see that
‖Uk1,k2f‖p,w1−δ ≤ C2
−δǫ(|k1|+|k2|)‖f‖p,w1−δ
for all δ ∈ (0, 1). This implies that
‖Uσf‖p,w1−δ ≤
∑
k1,k2
‖Uk1,k2f‖p,w1−δ ≤ C‖f‖p,w1−δ ,
which proves part (1).
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Suppose that MF,ℓ is bounded on L
p(w) for 1 < p ≤ 2. Then
(6.6)
∥∥∥∥∥∥∥

∑
j
|MF,ℓfj |
p


1/p
∥∥∥∥∥∥∥
p,w
≤ C
∥∥∥∥∥∥∥

∑
j
|fj |
p


1/p
∥∥∥∥∥∥∥
p,w
.
Also, we have
(6.7)
∥∥∥∥sup
j
|MF,ℓfj |
∥∥∥∥
p,w
≤ C
∥∥∥∥sup
j
|fj|
∥∥∥∥
p,w
.
Interpolating between (6.6) and (6.7),∥∥∥∥∥∥∥

∑
j
|MF,ℓfj |
2


1/2
∥∥∥∥∥∥∥
p,w
≤ C
∥∥∥∥∥∥∥

∑
j
|fj |
2


1/2
∥∥∥∥∥∥∥
p,w
.
Now, (6.3) follows from this estimate and a vector valued inequality for the
Hardy-Littlewood maximal operator (see [13, pp. 265–267], [20]). This proves
part (2). 
Let q ≥ 2. If q′ ≤ p ≤ 2, p > 1, by Proposition 1 (1) and Lemma 11, Uσ is
bounded on Lp(w1−δ) for w ∈ Ap/q′ , where Uσ = Uσ(F, ℓ) and F , ℓ satisfy the
assumptions of Proposition 1. Replacing w by w1+τ for sufficiently small τ > 0
and taking δ suitably, we see that Uσ is bounded on L
p(w). This boundedness
also holds for p ∈ (2,∞) by the extrapolation theorem of Rubio de Francia
[19]. If 1 < p ≤ q, w ∈ Ap′/q′ , then this implies that Uσ is bounded on L
p′(w).
Obviously, this is also valid for U∗σ = Uσ(F˜ , ℓ). Therefore, by duality we can
see that Uσ is bounded on L
p(w1−p). Let Ω, h be as in Theorem 5. By taking
F = K0, ℓ = h, σj = 1 for all j in the definition of Uσ, now we can see that
Theorem 5 holds for T when q ≥ 2.
Also, from a result of previous paragraph it follows that if q ≥ 2, 1 <
p ≤ q, w ∈ Ap′/q′ and F , ℓ are as in Proposition 1, then MF,ℓ is bounded
on Lp(w1−p), since MF,ℓf ≤ g(f) + CMf by the proof of Lemma 7 and
the boundedness of g follows from the uniform boundedness in σ of Uσ =
Uσ(|F |, |ℓ|), where
g(f) =

∑
j
|f ∗ νj(|F |, |ℓ|)|
2


1/2
.
Here we recall that ω(|ℓ|, t) ≤ ω(ℓ, t). This proves Proposition 1 (2) for q ≥ 2.
It remains to prove Theorem 5 (for T ) and Proposition 1 (2) when 1 < q <
2.
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Lemma 12. Let 1 < q < 2, 2 < p < ∞. Let F ∈ Lq(D0), ℓ ∈ dq. If
M|F˜ |2−q,|ℓ|2−q is bounded on L
(p/2)′(w−(p/2−1)
−1
) and w ∈ Ap, then∥∥∥∥∥∥∥

 ∞∑
j=−∞
|Bjfj |
2


1/2
∥∥∥∥∥∥∥
p,w
≤ Cp,w
∥∥∥∥∥∥∥

 ∞∑
j=−∞
|fj |
2


1/2
∥∥∥∥∥∥∥
p,w
,
where Bj is defined as in Lemma 11 by the functions F , ℓ.
Proof. It suffices to prove the conclusion for B′j in place of Bj , where B
′
jf =
f ∗Sj(F, ℓ), on account of a vector valued inequality for the Hardy-Littlewood
maximal operator. Take a non-negative function u in L(p/2)
′
(w) with norm 1
such that
(6.8)
∥∥∥∥∥∥∥

∑
j
|B′jfj|
2


1/2
∥∥∥∥∥∥∥
2
p,w
=
∫ ∑
j
|B′jfj |
2

 u(x)w(x) dx.
We see that
(6.9) |B′jf(x)|
2 ≤ C‖ℓ‖qdq‖F‖
q
q(|f |
2 ∗ Sj(|F |
2−q, |ℓ|2−q))(x).
This can be proved as follows. First, the Schwarz inequality implies that
|Sj(F, ℓ)(x)|
2
≤ C
∫ ∞
0
ψj(t)|ℓ(r(x))δtF (x)|
q dt/t
∫ ∞
0
ψj(t)|ℓ(r(x))δtF (x)|
2−q dt/t.
Therefore, using∫ ∫ ∞
0
ψj(t)|ℓ(r(x))δtF (x)|
q dt/t dx ≤ C2jγ(1−q)‖ℓ‖qdq‖F‖
q
q,
again by the Schwarz inequality, we have
|f ∗ Sj(F, ℓ)(x)|
2
≤ C2jγ(1−q)‖ℓ‖qdq‖F‖
q
q
∫ ∫ ∞
0
ψj(t)|f(y)|
2|ℓ(r(y−1x))δtF (y
−1x)|2−q dt/t dy.
This implies (6.9). Therefore, the integral in (6.8) is majorized by
(6.10) C‖ℓ‖qdq‖F‖
q
q
∫ ∑
j
|fj(y)|
2

M|F˜ |2−q,|ℓ|2−q(uw)(y) dy.
By Ho¨lder’s inequality, the integral in (6.10) is bounded by∥∥∥∥∥∥∥

∑
j
|fj |
2


1/2
∥∥∥∥∥∥∥
2
p,w
(∫ ∣∣∣M|F˜ |2−q,|ℓ|2−q(uw)(y)∣∣∣(p/2)
′
w−(2/p)(p/2)
′
(y) dy
)1/(p/2)′
.
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Since −(2/p)(p/2)′ = −(p/2 − 1)−1, from the boundedness of M|F˜ |2−q,|ℓ|2−q
the last integral is majorized, up to a constant factor, by∫
|u(y)w(y)|
(p/2)′
w−(2/p)(p/2)
′
(y) dy = ‖u‖
(p/2)′
(p/2)′,w = 1.
Collecting results, we get the conclusion. 
Let cn = 1− (1/2)
n, n = 0, 1, 2, . . . . Suppose that q−1 ∈ (cn, cn+1], n ≥ 1.
Put r = q/(2− q). Then (2r)−1 = q−1 − 1/2, r−1 ∈ (cn−1, cn]. For n ≥ 1, we
consider the following:
Assertion A(n). Theorem 5 for T and Proposition 1 (2) hold when q−1 ∈
(cn−1, cn].
Assuming Proposition 1 (2) when q−1 ∈ (cn−1, cn], we prove A(n+1) (n ≥
1). This will prove Theorem 5 for T and Proposition 1 (2) when 1 < q < 2,
since we have already proved A(1).
Suppose that q−1 ∈ (cn, cn+1], w ∈ Ap/q′ , q
′ ≤ p < ∞. Then, (p/2)′ ≤
(q′/2)′ = q/(2 − q) = r. Let F , ℓ satisfy the assumptions of Proposition
1. Since r−1 ∈ (cn−1, cn], p/q
′ = (p/2)/r′, −(p/2 − 1)−1 = 1 − (p/2)′ and
|ℓ|2−q ∈ dr, ω(|ℓ|
2−q, t) ≤ Cω(ℓ, t)2−q, |F |2−q ∈ Lr(D0), by what we assume
(A(n) for Proposition 1 (2)),M|F˜ |2−q,|ℓ|2−q is bounded on L
(p/2)′(w−(p/2−1)
−1
).
By Lemmas 11 and 12, Uσ = Uσ(F, ℓ) is bounded on L
p(w1−δ). From this,
boundedness of Uσ on L
p(w) follows as before. This implies A(n + 1) for
Theorem 5 (1) concerning T as in the case when q ≥ 2.
Suppose that 1 < p ≤ q, w ∈ Ap′/q′ . Then, since q
′ ≤ p′, by a result
in the previous paragraph, Uσ is bounded on L
p′(w). We can see that the
same is true for U∗σ . By duality Uσ is bounded on L
p(w1−p). This implies
the boundedness on Lp(w1−p) of T and MF,ℓ as in the case for q ≥ 2. This
finishes proving A(n+ 1), and hence completes the proof of Theorem 5 for T
and Proposition 1.
Next, we prove Theorem 5 for T∗. Let Ω, h, p, q, w be as in Theorem 5 (1).
By (5.1), Lemma 10 and Theorem 5 for T , we have
‖R(f)‖p,w ≤ C‖M(Tf)‖p,w + C‖Mf‖p,w + C
∞∑
j=0
‖Nj(f)‖p,w(6.11)
≤ C‖f‖p,w + C
∞∑
j=0
‖Nj(f)‖p,w.
Since Nj(f) ≤ CMMK0,h(|f |),
(6.12) ‖Nj(f)‖p,w ≤ C‖f‖p,w
by Proposition 1. By (5.3) and (5.6)
(6.13) ‖Nj(f)‖p ≤ C2
−ǫj‖f‖p
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for some ǫ > 0. So, interpolating with change of measure between (6.13) and
(6.12) with w1+τ in place of w for sufficiently small τ > 0, we have
(6.14) ‖Nj(f)‖p,w ≤ C2
−ǫj‖f‖p,w
for some ǫ > 0. Since T∗(f) ≤ CR(f) + CMK0,h(|f |), by (6.11), (6.14) and
Proposition 1 we have the Lp(w) boundedness of T∗. This proves Theorem 5
(1). Theorem 5 (2) can be proved similarly.
7. Proof of Theorem 2
We give a proof of Theorem 2 by applying Theorem 1. Define
Em = {θ ∈ Σ : 2
m−1 < |Ω(θ)| ≤ 2m}
for m = 2, 3, . . . and
E1 = {θ ∈ Σ : |Ω(θ)| ≤ 2}.
Let Ωm = ΩχEm − S(Σ)
−1
∫
Em
Ω dS. Then
∫
Σ
Ωm dS = 0, Ω =
∑∞
m=1Ωm.
Fix p ∈ (1,∞) and an appropriate function f with ‖f‖p ≤ 1. Write
U(h,Ω) = ‖Tf‖p, where Tf = p.v. f ∗ L, L(x) = h(r(x))Ω(x
′)r(x)−γ . Since
h ∈ Λ, we can write h =
∑∞
k=1 akhk, where {ak} and hk are as in the definition
of the space Λ. Then, we decompose
(7.1) hΩ =
∞∑
m=1
(
∞∑
k=m+1
akhkΩm +
m∑
k=1
akhkΩm
)
.
By the subadditivity of U and Theorem 1 we have
U
(
∞∑
k=m+1
akhk,Ωm
)
≤
∞∑
k=m+1
akU (hk,Ωm)(7.2)
≤ C
∞∑
k=m+1
kak‖hk‖Λ1/(1+k)
1+1/k
‖Ωm‖1+1/k
≤ C
∞∑
k=m+1
kak‖Ωm‖1+1/m ≤ C‖Ωm‖1+1/m,
since ‖Ωm‖1+1/k ≤ C‖Ωm‖1+1/m if k > m. On the other hand,
U
(
m∑
k=1
akhk,Ωm
)
≤
m∑
k=1
akU (hk,Ωm)(7.3)
≤ C
m∑
k=1
akm‖hk‖Λ1/(1+m)
1+1/m
‖Ωm‖1+1/m
≤ C
m∑
k=1
akm‖Ωm‖1+1/m ≤ Cm‖Ωm‖1+1/m,
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since ‖hk‖Λ1/(1+m)
1+1/m
≤ C‖hk‖Λ1/(1+k)
1+1/k
≤ C if k ≤ m.
Note that
‖Ωm‖u ≤ C2
me1/um , 1 ≤ u <∞,
where em = S(Em). Using this and applying Young’s inequality, we see that∑
m≥1
m‖Ωm‖1+1/m ≤ C
∑
m≥1
m2mem/(m+1)m(7.4)
≤ 2C
∑
m≥1
(m/(m+ 1))m2m(1+1/m)em + 2C
∑
m≥1
m2−m−1/(m+ 1)
≤ C
∑
m≥1
m2mem + C ≤ C
∫
Σ
|Ω(θ)| log(2 + |Ω(θ)|) dS(θ) + C.
Theoerm 2 follows from (7.1), (7.2), (7.3) and (7.4).
Remark 2. Let Ma, a > 0, be the family of functions h on R+ such that there
exist a sequence {hk}
∞
k=1 of functions on R+ and a sequence {ak}
∞
k=1 of non-
negative real numbers satisfying h =
∑∞
k=1 akhk, hk ∈ d1+1/k, ‖hk‖d1+1/k ≤ 1
uniformly in k ≥ 1 and
∑∞
k=1 k
aak <∞. Then, the space M1 can be used to
form kernels of singular integrals with a minimum size condition that allows
us to get Lp boundedness of singular integrals defined by the kernels from
results of [21, 22] (see [24]).
References
[1] A. P. Caldero´n, Inequalities for the maximal function relative to a metric, Studia
Math. 57 (1976), 297–306.
[2] A. P. Caldero´n and A. Torchinsky, Parabolic maximal functions associated with a
distribution, Advances in Math. 16 (1975), 1–64.
[3] A. P. Caldero´n and A. Zygmund, On singular integrals, Amer. J. Math. 78 (1956),
289–309.
[4] Y. Chen, Y. Ding and D. Fan, A parabolic singular integral operator with rough kernel,
J. Aust. Math. Soc. 84 (2008), 163–179.
[5] M. Christ, Hilbert transforms along curves I. Nilpotent groups, Ann. of Math. 122
(1985), 575–596.
[6] R. R. Coifman and C. Fefferman, Weighted norm inequalities for maximal functions
and singular integrals, Studia Math. 51 (1974), 241–250.
[7] R. R. Coifman and Y. Meyer, Au dela` des ope´rateurs pseudo-diffe´rentiels, Aste´risque
no. 57, Soc. Math. France, 1978.
[8] R. R. Coifman and G. Weiss, Analyse Harmonique Non-Commutative sur Certains
Espaces Homogenes, Lecture Notes in Math. 242, Springer-Verlag, Berlin and New
York, 1971.
[9] J. Duoandikoetxea, Weighted norm inequalities for homogeneous singular integrals,
Trans. Amer. Math. Soc. 336 (1993), 869–880.
[10] J. Duoandikoetxea and J. L. Rubio de Francia,Maximal and singular integral operators
via Fourier transform estimates, Invent. Math. 84 (1986), 541–561.
[11] E. B. Fabes and N. Rivie`re, Singular integrals with mixed homogeneity, Studia Math.
27 (1966), 19–38.
30 SHUICHI SATO
[12] D. Fan and S. Sato, Weighted weak type (1, 1) estimates for singular integrals and
Littlewood-Paley functions, Studia Math. 163 (2004), 119–136.
[13] I. Genebashvili, A. Gogatishvili, V. Kokilashvili, and M. Krbec, Weight theory for
integral transforms on spaces of homogeneous type, Pitman Monographs and Surveys
in Pure and Appl. Math. 92, Addison Wesley Longman, 1998.
[14] A. Nagel, N. Rivie`re and S. Wainger, On Hilbert transforms along curves, II, Amer.
J. Math. 98 (1976), 395–403.
[15] A. Nagel and E. M. Stein, Lectures on pseudo-differential operators, Mathematical
Notes 24, Princeton University Press, Princeton, NJ, 1979.
[16] F. Ricci and E. M. Stein, Harmonic analysis on nilpotent groups and singular integrals,
I. Oscillatory integrals, J. Func. Anal. 73 (1987), 179–194.
[17] F. Ricci and E. M. Stein, Harmonic analysis on nilpotent groups and singular integrals,
II. Singular kernels supported on submanifolds, J. Func. Anal. 78 (1988), 56–84.
[18] N. Rivie`re, Singular integrals and multiplier operators, Ark. Mat. 9 (1971), 243–278.
[19] J.L. Rubio de Francia, Factorization theory and Ap weights, Amer. J. Math. 106
(1984), 533–547.
[20] J. L. Rubio de Francia, F. J. Ruiz and J. L. Torrea, Caldero´n-Zygmund theory for
operator-valued kernels, Adv. in Math. 62 (1986), 7–48.
[21] S. Sato, Estimates for singular integrals and extrapolation, Studia Math. 192 (2009),
219–233.
[22] S. Sato, Estimates for singular integrals along surfaces of revolution, J. Aust. Math.
Soc. 86 (2009), 413–430.
[23] S. Sato, Weak type (1, 1) estimates for parabolic singular integrals, Proc. Edinb. Math.
Soc. (to appear).
[24] S. Sato, A note on Lp estimates for singular integrals, Sci. Math. Jpn. 71 (2010),
343–348.
[25] A. Seeger, Singular integral operators with rough convolution kernels, J. Amer. Math.
Soc. 9 (1996), 95–105.
[26] E. M. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality and Oscillatory
Integrals, Princeton University Press, Princeton, NJ, 1993.
[27] E. M. Stein and S. Wainger, Problems in harmonic analysis related to curvature,
Bull. Amer. Math. Soc. 84 (1978), 1239–1295.
[28] T. Tao, The weak-type (1, 1) of L logL homogeneous convolution operator, Indiana
Univ. Math. J. 48 (1999), 1547–1584.
[29] D. Watson, Weighted estimates for singular integrals via Fourier transform estimates,
Duke Math. J. 60 (1990), 389–399.
Department of Mathematics, Faculty of Education, Kanazawa University, Kanazawa
920-1192, Japan
E-mail address: shuichi@kenroku.kanazawa-u.ac.jp
