Coded aperture spectral imaging (CASSI) provides a mechanism for capturing a 3D spectral cube with a single shot 2D measurement. In many applications selective spectral imaging is sought since relevant information often lies within a subset of spectral bands. Capturing and reconstructing all the spectral bands in the observed image cube, to then throw away a large portion of this data is inefficient. To this end, this paper extends the concept of CASSI to a system admitting multiple shot measurements which leads not only to higher quality of reconstruction, but also to spectrally selective imaging when the sequence of code aperture patterns is optimized.
Introduction
Coded Aperture Snapshot Spectral Imaging (CASSI), first introduced in [1] , is a remarkable imaging architecture that allows capturing spectral imaging information of a 3D cube with just a single 2D measurement of the coded and spectrally dispersed source field. The CASSI architecture has been studied extensively in [2, 3] . It turns out that the coded measurements are mathematically equivalent to compressive projections which are at the heart of the emerging field of compressive sensing (CS). In CS, traditional sampling is replaced by measurements of inner products with random vectors. In CASSI, the random projections are equivalent to spectrally dispersed coded fields that are integrated (projected) by array detectors with broad spectral response. The spectral images are then reconstructed by solving an inverse problem such as a linear program or a greedy pursuit in a basis where the under sampled signals admit sparse representations. The key idea in CS reconstruction is the realization that most signals encountered in practice are sparse in some domain and the theory of CS exploits such sparsity to dictate that far fewer sampling resources than traditional approaches are needed [4] [5] [6] . Spectral image cubes are particularly well suited for sparse representation as images across different wavelengths exhibit strong correlation [7] [8] [9] .
More formally, suppose a hyperspectral signal F ∈ R N ×M ×L , or its vector representation f ∈ R N ·M ·L , is S sparse on some basis Ψ = Ψ 1 ⊗ Ψ 2 ⊗ Ψ 3 , such that f = Ψθ can be approximated by a linear combination of S vectors from Ψ with S (N · M · L). The operator ⊗ is the Kronecker product and Ψ is the Kronecker basis representation of f [7] . N × M represents the spatial dimensions and L is the spectral depth of the image cube. The theory of compressive sensing shows that f can be recovered from m random projections with high probability when m S log(N · M · L) (N · M · L). The dimension of the Kronecker basis set Ψ is R N ·M ·L×N ·M ·L such that Ψ 1 ∈ R N ×N , Ψ 2 ∈ R M ×M and Ψ 3 ∈ R L×L . The projections are given by g = HΨθ, where H is an N (M + L − 1) × (N · M · L) random measurement matrix with its rows incoherent with the columns of Ψ. Commonly used random measurement matrices for CS are random Gaussian matrices (H ij ∈ {N (0, 1/n)}), Rademacher matrices (H ij ∈ {±1/n 1/2 }) and partial Fourier matrices. The random projection matrices in CASSI are realized by the code aperture and the dispersive element. Figure 1 illustrates the principles behind CASSI, where a 6 × 6 × 8 spectral data cube with 16 non zero spectral components is depicted. The spectral components are coded by a code aperture where the white pixels block the impinging light and black pixels permit light to pass through. A prism disperses the coded light and a detector integrates the intensity of the wave light. The pixel measurements at the detector are proportional to the linear combinations of the coded spectral components. This paper extends the CASSI spectral imaging concept to a spectral Fig. 1 . The principles behind CASSI imaging. A 6 × 6 × 8 spectral data cube with 16 non zero spectral components is coded by the code aperture and dispersed by the prism. The detector integrates the intensity of the resulting light wave. Each pixel at the detector contains a coded linear combination of the spectral information from the respective data cube slice.
imaging architecture admitting multiple measurement shots. The multiple measurements are attained as separate FPA measurements, each with a distinct code aperture that remains fixed during the integration time of the detector. There are several advantages to multiple shots [10] . First, the number of compressive measurements in CASSI may not meet the minimum needed for adequate reconstruction. Compressive sensing dictates that the number of measurements must be in excess of S log(N · M · L). Failure to collect a sufficient number of measurements leads to a severely underdetermined inverse problem and to inadequate signal reconstruction. With each shot, CASSI invariably collects N · M additional measurements regardless of the spectral depth and sparsity of the source. For spectrally rich scenes or very detailed spatial scenes, a single shot CASSI measurement may not provide a sufficient number of compressive measurements. Increasing the number of measurement shots will multiply the number of measurements, thus rapidly overcoming such limitations.
A second advantage to multiple shots is that spectral selectivity can be attained by code aperture design. Notably, the code aperture patterns can be designed so as to maximize the information content on a pre-specified subset of spectral bands of particular interest.
Spectral selectivity is a characteristic of interest in many applications, including wide-area airborne surveillance, remote sensing, and tissue spectroscopy in medicine. The optimal spectral bands in airborne surveillance, for instance, depend on atmospheric conditions, time of day, the targets of interest, and the background against which the targets are viewed. The development of dynamically programable multi-spectral imaging sensors are of significant interest, particularly for their use in small unmanned aerial vehicles. Similarly, spectrally selective imaging is becoming widely used in medicine. Spectral imaging of the retina, for instance, offers a route to non-invasive characterization of the biochemical and metabolic processes within the retina retinopathies [11] . In the applications described above, and in many other applications, the spectral signatures of interest live in a spectral band subspace.
Efforts placed on acquiring the entire spectral image cube, to then throw away a large portion of this data is wasteful in many regards. This paper focuses on overcoming these inefficiencies, by developing an optimization framework for the design of code apertures for spectrally selective imaging.
In order to fully exploit the advantages of multishot code apertures, this paper also develops a new model describing the coded aperture optical system. The original CASSI model describes the output of the system as a matrix operation acting on the input source field, where all the optical effects are implicitly embedded in the matrix operation. The CASSI model derived here describes the output of the system as a function of a "code-aperture vector" that explicitly acts on a "reordered" input source. In particular, a vector representation of a slice of the data cube is re-ordered into a matrix structure, implicitly accounting for the spectral shearing operator of the CASSI system. The reordering operator, in turn, decouples the code-aperture effects of CASSI from the spectral shearing, thus allowing the representation of the output of the CASSI system as a simple matrix multiplication of the reordered input data with a vector whose elements are the code aperture variables to be optimized. In this manner, the code aperture optimization problem is shown to be analogous to a multi-channel digital filter bank optimization problem where the filter coefficients represent the aperture codes and, consequently, the optimization is constrained to produce binary-valued outputs. The solution to the optimization problem at hand is made feasible by the new CASSI system representation. Using the resultant optimal coefficients, a filter bank decomposition of the data cube can be realized such that it is possible to assemble a reduced set of compressive measurements which are sufficient to reconstruct a desired subset of spectral bands, and at the same time attain higher signal to noise ratio. Figure 2 A novel piezo-electrical implementation of this approach is described in [10, 12] . An approach more suitable for dynamic selectivity in real-time is to implement the time-varying aperture codes on a spatial light modulator [13] [14] [15] [16] . Device implementation, calibration, wavelength range of operation, and other hardware considerations are critical but fall outside the scope 
of this paper. These will be considered in depth in a separate publication. The methods developed here are mathematical in nature and thus are applicable on any hardware platform capable of acquiring multiple shots, each with a distinct aperture code pattern.
Code Aperture Characterization in CASSI
The coded aperture single shot spectral imaging system is depicted in Fig. 3 [2] . The coding is realized by the coded aperture T (x, y) as applied to the spatio-spectral density source f 0 (x, y; λ) where (x, y) are the spatial coordinates and λ is the wavelength resulting in the coded field f 1 (x, y, λ). The coded density is spectrally dispersed by a dispersive element before it impinges on the focal plane array (FPA) as f 2 (x, y, λ), Assuming that the band pass filter of the instrument limits the spectral components between λ 1 and λ 2 and the side length of the square detector pixel is ∆ d , the number of resolvable bands L is limited by L = α λ 2 −λ 1 ∆ d . The spectral resolution is limited by ∆ d α . Additionally, it is assumed that the side length of the code aperture square pixel ∆ c satisfies k∆ c = ∆ d , where k ≥ 1 is an integer. The horizontal and vertical spatial resolutions are thus limited by
where U h and V h are the vertical physical dimensions of the code aperture and the detector respectively.
The width M of the resolvable data cube is limited by M = min( Uw k∆c , Vw ∆ d − L + 1) where U w and V w are the horizontal physical dimensions of the code aperture and the detector respectively. Following the mathematical model in [3] , the coding is realized by an aperture pattern (T) nm .
The compressed sensing measurements at the focal plane array can be written in the following matrix form:
where ω ω ω represents white noise, L is the number of spectral bands, and n, m index the pixels on the detector. A typical example of the measurement process using (2) is shown in Fig. 1 .
The expression in (2) can be expressed as
where g and f are vector representations of G and F, respectively [3] . These vector representations will be described shortly. H is the projection matrix that takes into account the effects of the code aperture and the dispersive element. Ψ is a Kronecker basis representation, and θ θ θ is a sparse coefficient vector representing f . The characteristics of H in relation to incoherence and the restricted isometry property (RIP), needed for signal reconstruction in a set of undetermined system of linear equations are studied in [17] . If the aperture code pattern is fixed and only one snap-shot is detected, the resultant spectral imager is the socalled single disperser, or single-shot, CASSI architecture [18] . In this case, the entire 3-D multispectral image cube is compressed into a single 2-D compressive image measurement at the FPA.
The spectral image cube f can be reconstructed by solving the optimization problemf = Ψ{argmin θ g − HΨθ 2 2 + τ θ 1 } where τ > 0 is a regularization parameter that balances the conflicting tasks of minimizing the least square of the residuals while, at the same time, yielding a sparse solution. Several algorithms exist in the compressive sensing literature to solve this inverse problem [19] [20] [21] [22] .
H in (3) is an N · (M + L − 1) × N · M · L matrix mapping the vector f , which indexes the 3D data cube, into the vector g. Note from (2) and (3) that the matrix H embeds both, the code aperture T and the shifting operation of the dispersive element. Since the aperture code is hidden in H and since it is not directly observed in (2) and (3), its optimization is difficult using this CASSI formulation. Given that this analysis only considers the dispersive and the code aperture effects, the matrix H is binary; however, due to non-linearity in the dispersive element, non ideal optical instruments and misalignments between the detector pixels and the spatial light modulator, these matrices have real values in practice [1] . For the purposes of this paper a binary H is used. Additionally, the model used does not consider noise. The modifications on H to address the physical limitations of the optical system can be readily done but omitted here in order to better illustrate the aperture code optimization problem.
Since the dispersive element shifts the propagating light along the horizontal dimension only, the spectral coding in CASSI is independent from one row to another. Hence, it is possible to construct an aperture code model for just one row of the measurement matrix, which is then replicated for all rows of the detector. To this end, define the vector f q that indexes one slice of the data cube (F k ) nm when the index n is fixed to q. More specifically,
Note that the elements of f q are the only elements of the source f having an impact on the q th row of G. Let the q th row of G be g q . The projection of f q into g q is then represented as
for q = 1, . . . , N . Figure 4 illustrates the various vector representations in (4) and (5) of the source data cube. Since the spectral coding along rows of G are mutually independent, the vectors g q , can be arranged as in (3) 
independence of the row measurements as
where the matrices 0 have (M + L − 1) × M · L zero elements, the N M L-long vector
T is the concatenation of the vectors f q in (4), and the vector g = [g 1 g 2 . . . g N ] T is the concatenation of the row vectors g q representing the q th row at the detector. The matrix H q represents the effect of the dispersive element, the code aperture, and the integration on the detector for the q th row of the measurement matrix G. The H q matrix is given by
where diag{(T) q,1 , (T) q,2 , . . . , (T) q,M } is an M × M diagonal matrix with the elements of the q th row of T in its diagonal. Observe that the specific structure of H q determines the structure of H in (6) and (3). In order to separate the effects of the various optical elements, the representation H q can be expressed as H q = DT T T , where the matrix D represents the mapping operation of the dispersive element. The matrix D has at most L non zero elements in each row. The specific structure of the (M + L − 1) × M L matrix D is given by
where I M is an M × M identity matrix and 0 1×M are zero-valued row vectors. The matrix T T T represents the effect of the code aperture T on f q and has the following structure
where I L is an L × L identity matrix. T T T is thus an M · L × M · L diagonal matrix whose elements are L repetitions of the elements in the q th row of T. The mapping of f q into g q in (5) is then written as
The vector representation in (10), characterizing CASSI, will be critical in formulating the aperture code optimization problem described in the following sections.
Code Aperture Agile Spectral Imaging System (CAASI)
The spectral selectivity is determined by the aperture codes used in each shot. The mathematical model of the i th measurement shot of the CAASI system is identical to that shown in (2) for the CASSI system
for i = {1, . . . , K}, where K is the number of shots, except that the i th aperture code pattern T i used to sense G i is different from one shot to another. Notice that the code aperture T i can be seen as two separate code apertures applied in tandem. The first code aperture R is a random binary code necessary to attain randomized measurement in CASSI. The second code aperture W i is the i th code optimized to achieve a specific spectral band selectivity.
T i is thus represented as the Hadamard product (T i ) n,m = (R) n,m (W i ) n,m where W i is the time varying element in each CAASI measurement. In matrix form, the CAASI system of equations results in
As in the single shot CASSI system, the row measurements g i q are decoupled from one another such that the H i matrices in (12) are block diagonal. The q th row of G i is then given by
Note in (13) that the source vector f q does not contain the index i, since we assume that the source remains stationary during the time interval when the K shots are measured. The only difference at this point, between the static case of the CASSI equation in (10) and the CAASI equation in (13) , is that the matrix T T T i changes with each shot. The matrices T T T i have the structure given in (9) , but in this case, the q th row of T i can be expressed as t i = r • w i where • denotes the Hadamard multiplication of r and w i , the q th row of the matrices R and W i , respectively. Figure 4 depicts the interaction of the vector t i with the incoming wave f q .
In the static case of (9), T does not have a time varying term and thus t = r. The matrix T T T i can be expressed as
Using the product property of the Kronecker product, T T T i is written as
where (14) in (13) we obtain g i q = DW W W i R R Rf q . Letting ρ ρ ρ = R R Rf q be the effect of the vector r q on the source f q , then g i q can be written as
Making some matrix indexes manipulations as detailed in appendix A, Eq. (15) can be written as
where u L is the L long vector u L = [1, . . . , 1] T and the matrix Γ Γ Γ i q is given by
where ρ j is the j th element of ρ ρ ρ. It can be observed that the (w i ) l terms have a circular shift on l within each row of Γ Γ Γ i . Additionally, only L pixels in the detector are affected by a point source in the data cube. Hence, only L elements of w i in (17) need to be optimized.
Define the L-long sub-segments of w i as w i , such that w i is formed by the modulo repetition
Equation (18) can be expressed in matrix form as
where M = M L is the length of the one element vector u M . If the integral part of M L is not an integer then the first L M L elements of w i are given by (19) and the remaining by, (17) such that the (w i ) l terms appear in ascending order, and using the periodicity of w i given in (18), we obtain
Note that the matrix product Γ Γ Γ i u L in (16) and the product Γ Γ Γ i u L of the reordered matrices in (20) are identical. Hence (16) can be rewritten as g i q = Γ Γ Γ i u L . The expression for g i q can be further simplified by factoring out the elements w i in (20) leading to
where
is a matrix containing the spectral source elements multiplied by the random component of the aperture code, which are then spectrally shifted. Equation (21) is a compact expression for g i q , where w i describes the effect of the optimizable part of the code aperture. The effect of the others optical elements on the data cube is accounted for in the reordering of the data matrix X. The complete vector g i is now succinctly expressed as
where the structure of the matrices X j accounting for the j th data cube slice is given by (22) , and w i q is the designable component of the q th row of the code aperture. In matrix notation (23) can be expressed as
Equations (21) and (24) provide a new representation for the measurements of CAASI when multiple shots are admitted. The new formulation is illustrated in Fig. 5 . In the traditional model ( Fig. 5(a) ), the input is the data cube f and the output g i is characterized
by the matrix H i . In the new representation ( Fig. 5(b) ), the input is the matrix X X X and the output is obtained by varying the matrix W i . The matrix X X X represents a reordered version of the vector f so as to account for the spectral sheering and R, the random term of the code aperture. Note that the elements of W i in the new representation in (24) explicitly contains the components of the code apertures that must be optimized. Observe that the matrices H i in (12) have a total of (N )(M + L − 1) × (N · M · L) elements each, compared to the N (M + L − 1) × L elements of the matrix X X X in (23) . The new model is thus significantly more compact than that of (12) and consequently it is better suited for iterative optimization algorithms. Fig. 5. (a) The traditional model where the data cube f is processed with the highly sparse matrix H i . The code aperture pattern is hidden in H i ; (b) new model of CAASI: f is first re-ordered and expanded into the matrix X X X which is then processed by the weight matrix W i whose elements are the code aperture patterns.
Aperture Code Optimization in Multishot CAASI
Each measurement in CAASI uses an optimized W i code aperture component. Since the spectral coding is mutually independent between the rows of the detector, it is sufficient to design one row of W i . The remaining rows are completed by shifted replicas of the first such that W i = u N ⊗ w i . Furthermore, since w i is a concatenation of several identical segments w i , the optimization of the K W i code aperture matrices reduces to the optimization of K w i vectors.
Before the optimization problem is formulated, it is useful to first simplify the notation by deleting the subindex q in the above formulation, which indicates a particular slice of the CASSI system. It is also useful to note the similarities of the CAASI system to a multichannel filtering problem where the input signal is the data cube f and the filter coefficients are the elements of the code aperture w i . The filtering problem, in this case, aims at optimizing the coefficients (code apertures) such that the linear combination of the outputs at each j th position at the detector is as close as possible to a desired response, one that only contains information of the specific bands of interest. The code aperture design problem is thus analogous to finding the set of the optimal filter coefficients in filter design. More formally, given an input signal f s and a desired output signal d, then the objective is to find the K optimal filter weight vectors (aperture codes w 1 , w 2 ,. . .,w K ) and a set of associated weights b ij such that the error vector e = [e 1 , e 2 , . . . , e M +L−1 ] T is minimized according to an error criterion. Figure 6 depicts the aperture code optimization problem as a filtering problem for the j th position on a detector row. To proceed with the filter design approach, a test image cube f s is first created as follows. Define a sequence of distinct prime numbers {s 1 , s 2 , . . . , s L } such that s l = s j for all l = j. Choosing the set of primes properly, it is possible to guarantee that L j=1 j =l
for all l, where the coefficients z j are binary, z j ∈ {0, 1}. If a coefficient set {z j } L j=1 is different from another {z j } L j=1 in at least one element, then from the properties of prime numbers it follows that L j=1 z j s j = L j=1 z j s j . Given the set of prime numbers, the test data cube to be used in the filter design is then set to (F s k ) nm = s k for all m, n.
Hence F s , is a cube where each spectral slice takes on the constant value of s k across all the spatial positions m and n. A slice of the data cube at n = q in vector form is denoted by f s across all m and k . Clearly (F s k 1 ) n,m = (F s k 2 ) n,m if k 1 = k 2 . The mapping operation converting f s into X is shown in Fig. 6 as the re-indexing operation.
From (25) and the CAASI equation (21), given the detector measurements sequence at the detector, g i , it is possible to determine which spectral bands are present in the linear combination yielding g i . This is the case since (F s k ) qm and X are known.
The desired signal d, shown in Fig. 6 , is created from F d which contains only the desired bands and is given by
for all m, n and where the L-long binary vector λ λ λ indexes the subset of spectral channels of interest. In particular (λ λ λ) k is defined as
for k ∈ {1, . . . , L}. The q th slice of F d is f d which is thus forced to have only the spectral components of interest. The output at the detector, when the desired data cube f d is sensed, is given by
where X d is a matrix whose elements are obtained by the re-indexing of f d . Since X d contains only information from the desired spectral bands, then the desired signal d i can be calculated by a codew i that simply adds the row elements of X d . This operation is analogous to using an "all pass" codew i that permits to pass all the spectral information from X d . In this case, the all-pass codew i = u L , in effect, simply sums all elements of X d . The vector d i in (29) does not depend of the code aperturew i and it is the desired output d. Note that the desired Fig. 7 . A slice of the data cube f s is modulated by the vector r and then reorganized into the matrix X. The output at the detector is calculated as g i = Xw i . signal d is unique in the sense that only the specific combination of spectral bands given by λ λ λ can generate the output of CAASI equal to d. This is precisely the motivation of using the set of prime numbers in (25) as elements of the data cube f s . To further illustrate the underlying concepts, Fig. 7 shows a typical slice of the data cube f s and the corresponding structure of the matrix X. Observe that the elements of the output g i are calculated by the Hadamard product of the code aperture w i and each row of X. In Fig. 6 the operation of extracting x j the j th row of X is indicated with the "Row-Select" operation. From Fig. 6 , the error at j th position in the detector is The j th element of e can be expressed as a function of the code aperture as (e) j =
Note that (e) j = 0 occurs only when the code apertures are able to exactly extract the desired bands λ λ λ in the j th position in the detector. Note also that when Since the measurements g i contain complementary information between them, the functionality of the coefficients b ij is to increase the number of solutions in (31) such that an iterative algorithm can converge more easily. Since the elements of w i and b ij are binary and ternary, respectively, solving (31) is an NP hard problem. An approximate solution, however, can be sought using a heuristic approximation such as a genetic algorithm (GA) [23] . GAs are specially well suited to solve optimization problems that involves binary variables. This optimization technique has already been used in several optics optimization problems [24, 25] .
The genetic algorithm (GA) approach to solve (31) is shown in Table 1 . The details of the algorithm are described in the Appendix C. The stopping criterion to solve (31) is that e 0 = 0. Notice that this stopping criterion conduces to a solution where the optimal codes lead to measurements containing exclusively the desired bands. A measurement containing the desired components can be constructed from the results of the optimization as * =
where B * contains the optimal linear coefficients and w * i are the optimal code apertures attained in (31).
A property of the optimized aperture codes is that if the codes w * 1 , . . . , w * K and their respective optimal coefficient matrix B * can extract the spectral bands given by λ λ λ, then the same codes with a different coefficient matrix B n * can extract the spectral bands given by 
for each m 1 = m 2 , m 1 = 1, . . . , K, and m 2 = 1, . . . , K. Global minimum ξ * = M + L − 1. Population: For = 1, . . . , S compute:
where (w i ) k =Bernoulli(0.5). Iteration While, n < N and ξ * > 0 For = 1, . . . , S compute
End For * = arg min (ξ ξ ξ (n) ) .
If (ξ ξ ξ (n) ) * < ξ * , then :
End While Output Optimal aperture codes w * 1 , . . . , w * K .
Optimal linear coefficient B * . Note j = 1, . . . , M + L − 1 and k = 1, . . . , L.
λ λ λ n with
where k − n L indicates the k − n modulo L operation or equivalently a n circular shift of period L. This property requires that λ λ λ has some circular period N and that the ratio L N is an integer. Finding the new matrix B n * involves simple algebraic operations. The optimized aperture codes are thus circular shift invariant to the vector λ λ λ. The proof of this property is shown in Appendix D.
Simulations and Results

5.A. Code Aperture Optimization
To test the methodology developed in Section 4, the algorithm in Table 1 is used to find the optimal aperture codes for several desired spectral band sets λ λ λ, for increasing number of measurement shots. The experiments use a test data cube F s with L = 24 spectral bands in 504nm-757nm and 256 × 256 spatial dimensions. A set of 24 prime numbers s k is generated such that (25) is satisfied. The other parameters of the algorithm in Table 1 are: population size S = 100, mutation percentage p m = 0.01, and maximum number of iterations N = 5000.
In the experiment, the following desired spectral bands λ λ λ are used in the optimization
From numerous simulations, it can be observed that the algorithm converges for K < L when the vector λ λ λ is circularly periodic. When λ λ λ is aperiodic, the algorithm converges for K = L. Figure 8 shows the performance evolution ξ * as a function of the iterations when the vectors λ λ λ 2 and λ λ λ 4 are used as input of the AG. Figure 9 illustrates the optimal aperture codes w * i when the vectors λ λ λ 1 , λ λ λ 2 , λ 3 , and λ λ λ 4 are used as input to the optimization algorithm.
Additionally, Fig. 10 shows an 128×128 matrix whose elements are constructed by replicates of the optimal code apertures and coded by a random component. Each row of these matrices is constructed by selecting randomly an optical code w i , such that the entire matrix contains information of the all optimal codes. In addition to the optimal codes, the optimization provides the optimal coefficient matrix B * used to construct the elements of the optimal virtual measurement * . Figure 11 illustrates the optimal matrix B * when λ λ λ 4 is used; due to space limitations only a portion of this matrix is shown. Note that the patterns in Fig. 11 exhibit periodicity, except in the beginning and end which exhibit edge structures that are different from that of the main region. 
5.B. Filter Bank Representation
The filter bank spectral model aims at reconstructing the entire data cube from the V compressive measurements where each measurement has information only from one of V disjoint spectral subsets with the constraint of using only K ≤ L shots. Each subset can be reconstructed separately and the results can be merged. The disjoint spectral subsets are specifically designed such that the shift invariance property of the code apertures developed in previous sections is used.
More specifically, suppose that the L long vector λ λ λ has circular period N , define U as the maximum number of consecutive one elements in a period of λ λ λ, and define V as V = N U . Then the complete data cube can be reorganized in V compressive measurements with information only from the bands given by {λ λ λ 0 , λ λ λ 1 , . . . , λ λ λ V−1 } where the elements of each subset λ λ λ n is given by
The filter bank representation is attained as follows: (a) generate V vectors {λ λ λ 0 , . . . , λ λ λ V−1 } where each vector λ λ λ i is a shifted version of λ λ λ 0 = λ λ λ;
where ∨ is the boolean sum; (c) The spectral components given by the different λ λ λ i can be reconstructed separately and the results can be merged with the other reconstructions. Since w * 1 , . . . , w * K are the optimal codes and B * is the optimal coefficient matrix to recover λ λ λ, then each combination { w * 1 , . . . , w * K T , B i * } can be seen as a compressive filter bank to recover λ λ λ i , where B i * is a reordered version of the matrix B * . A representation of this technique was illustrated in Fig. 2 . Define the "mod p " λ λ λ pattern which elements are given by (λ λ λ) k = mod(k, p) k = 1, . . . , L
where mod is the modulo operation, p is the circular period of λ λ λ, and L is the total number of bands. Here, it is assumed that the ratio L p is an integer. These "mod p " patterns can be used to decompose the data cube in the subsets {λ λ λ 0 , λ λ λ 1 , . . . , λ λ λ p−1 } where λ λ λ 0 is equal to λ λ λ in (36) and the others λ λ λ i are given by (35) with U = 1. Notice that the λ λ λ i subsets satisfy the above (b) condition necessary to apply the filter bank decomposition. Decompose the data cube in the "mod p " subsets requires p shots. The respective optimal code apertures to select the mod p patterns is referred to as "mod p filter bank code apertures". For example, referring to Eq. (34), λ λ λ 2 is a mod 4 pattern and the codes of Fig. 9(b) are a mod 4 filter bank code apertures.
5.C. Reconstruction Algorithm
A number of CS reconstruction algorithm are available in the literature [19] [20] [21] [22] . The Gradient Projection for Sparse Reconstruction algorithm (GPSR) [20] was used to reconstruct the spectral data cubes in our simulations as it exhibits faster computational speed. This [20] is the objective function. Figure 12 (b), Fig. 12(c) , and Fig. 12(d) multishot approach was realized. The random multishot technique consists on using random code aperture patterns to realize the compressive measurements [12, 13] . In that technique, no optimization of the code apertures was carried out. Figures 13(b) , 13(c), and 13(d) show the reconstruction of the same first band of the data cube using the random codes for K equal to 2, 12 and 24 shots. Figure 14 illustrates the general results in terms of SNR for the multishot and filter bank approaches as a function of the number of shots K. Notice that in the multishot case, the complete spectral data cube is reconstructed at once. In the filter bank approach, on the other hand, the complete data cube is divided in K disjoints subsets where the n th subset λ λ λ n is given by
where n = 0, . . . , K − 1. Each desired subset is reconstructed independently from others.
The reconstructed subset bands are then merged and the total SNR is calculated. The results show that when the number of shots increases, the filter bank approach is superior in quality of reconstruction. Figure 15 
Conclusions
We invariance property that permits to divide the reconstruction of the complete data cube in V ≤ K less complex reconstructions problems. This property of the optimal codes can be seen as a compressive filter bank decomposition. The filter bank approach reconstructs either the complete data cube, or a selective subset of bands, with higher PSNR and takes up to two orders of magnitude less processing time than the traditional multishot approach with random code apertures. Using the specific structure of D, each element in (15) can be written as
This equation can be expressed as 
where m j k indexes the k th nonzero component in the j th row of D. Note that (38) can be written more succinctly as
where we have pointed the remaining m j k indexes in (38) to those rows of D to have zero elements, such that they do not affect the sum in (39). Define Γ Γ Γ i as
where Γ Γ Γ i contains all the information required to calculate g i q . Note that most of the elements of the (M + L − 1) × L matrix Γ Γ Γ i are non zero, in contrast to the (M + L − 1) × N L) matrix D whose elements are mostly zero. Using (40), Eq. (39) reduces to (g i q ) j = L k=1 (Γ Γ Γ i ) j,k . Figure  4 illustrates the sheared structure of the elements of the matrix Γ Γ Γ i , which are summed along the axial direction to obtain the elements (g i q ) j in the detector.
B. Range Of The b ij Elements.
Using d = X d u L in (29), (30) can be rewritten as
Using the fact that x d j contains only the desired component present in x j , (42) can be written
where λ is the set of desired bands. From (26), the elements of x j are prime numbers arranged in a specific order. Denote s k as the set of prime numbers contained in x j then (43) can be written as
To illustrate the importance of the prime numbers, suppose first that no linear combination of the measurements is used, in this case b ij = 1 for i = j and 0 otherwise, then (44) can be written as
Observe in (45) that the left term is a sum of prime numbers. Observe also that these prime numbers satisfy (25) , hence there is not a linear combination of different prime numbers on the right hand side of (45) that satisfies it. To solve (45) is necessary that the binary (w i ) k coefficients eliminates the excess prime numbers on the right hand side of (45) which is the desired functionality of the (w i ) k terms. Now suppose that b ij ∈ R in (44). In this case, it is not mandatory that there are the same prime numbers in both sides of (44) to satisfy the equation. In this case the prime number representation and the (w i ) k coefficients lose their functionality. To illustrate this situation, suppose that in (44) s k = {7, 9, 11, 13}, λ = {1, 0, 1, 0}, w 1 = [0 1 0 0], w 2 = [1 0 0 0], and K = 2, then replacing these values results in 7 + 11 = b 1j (9) + b 2j (11)
which can be solved by b 1j = 2, b 2j = 0. Observe that different prime numbers appear in both sides of (46). The (w i ) k coefficients, in this case, lose its function of eliminating the excess prime numbers on the right hand side of (44). To correct this situation, the range of the b ij elements is restricted to {−1, 0, 1}. This constraint guarantees the correct functionality of prime number representation and the filter functionality of the (w i ) k coefficients in (30).
C. Genetic Algorithm Approach.
The genetic algorithm (GA) approach has as inputs the subset of desired spectral bands λ λ λ, the number of shots K, the prime numbers s k for k = 1, . . . , L, and the matrix between the desired outputs D D D and the matrix G G G n is the matrix E n , which contains the errors for each linear combination. The minimum value of each E n row is saved in the vector e n and its respective index in L L L (n) . The GA calculates the performance (ξ ξ ξ (n) ) = ê 0 for each candidate using (31). The candidates thus are selected (Sl) through a fitness (ξ ξ ξ (n) ) based process, then the crossover (Cr) and mutation (Mu) operations are realized over the solutions [23] . In each iteration the index * , and the performance (ξ ξ ξ (n) ) * of the best candidate are calculated and compared with the performance of the global best solution ξ * . If (ξ ξ ξ (n) ) * < ξ * then the new best solution is updated with {w * 1 , . . . , w * K } T = P (n) * along with the elements of B * , which are given by (B * ) kj = (B B B) k(L L L (n) ) * j for k = 1, . . . , L and j = 1, . . . , M + L − 1.
The algorithm finish when the number maximum of iterations N is reached or the global minimum performance ξ * is equal to 0. The outputs of the GA are the optimal aperture codes w * 1 , . . . , w * K and the matrix B * . A resume of the GA is presented in the table 1.
D. Circular Shift Invariance Optimized Code Aperture.
The circular shift invariance of the optimized code apertures for a desired set of bands λ λ λ originates in the structure of the desired signal d used in the code aperture optimization.
Suppose that there are two sets of desired bands named λ λ λ and λ λ λ . Furthermore, the vector λ λ λ is a m th circular shift version λ λ λ which elements are related by λ λ λ k = (λ λ λ) ( k−m ) L k = 1, . . . , L. Each subset of bands λ λ λ and λ λ λ and the sets of prime numbers s k and s k can be used to construct the desired signals d and d respectively. Suppose that the optimal code apertures w * i to spectrally select the λ λ λ subset are known. From (45) these optimal codes satisfy k∈λ s k = L k=1 s k (w * i ) k . The unknown optimal codes w i to spectrally select the λ λ λ subset must satisfy
Notice that it is possible to define the s k prime numbers as s k = s ( k−m ) L k = 1, . . . , L.
Given that both right sides of (47) and (48) are equal and given that s k and s k are related by (47), then the optimal apertures codes w i for the subset λ λ λ can be calculated by circularly shifting the known w * i codes. More specifically the elements of the optimal codes to spectrally select the λ λ λ subset are given by (w i ) k = (w * i ) ( k−m ) L for k = 1, . . . , L.
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