This survey paper discusses the facilities provided by hierarchical data-base management systems. The systems are based on the hierarchical data model which is defined as a special case of the network data model. Different methods used to access hierarchically organized data are outlined. Constructs and examples of programming languages are presented to illustrate the features of hierarchical systems. This is followed by a discussion of techniques for implementing such systems. Finally, a brief comparison is made between the hierarchical, the network, and the relational systems.
INTRODUCTION
In the real world, there seems to be a great deal of order and structure. It may be that this structure is implicit as a basic property of the physical world. On the other hand, it may be that humans simply use this structure to understand the world better. Whether God-given or human created, structure is instrumental in helping men to understand the world. One of the most common and simplest structures is the hierarchical structure. In the natural world, among the animals, for instance, there is a hierarchical structure that is graded according to intelligence. Some human organizations are also arranged hierarchically, e.g., management structures. Because hierarchies are so familiar in nature and in human society, it seems natural to us that our ideas about the world are often arranged in a hierarchical fashion.
D a t a bases portray and represent information about the world. Since the world appears to us to be arranged hierarchically, it seems natural that data base management systems (DBMSs) should provide the tools needed to represent and manipulate hierarchical structures. There are actually a number of very successful DBMSs which provide the user with a hierarchical view of the world [9, 14, 17] . In this paper, we discuss the facilities offered by these DBMSs. Before considering these facilities, however, we first have to define, exactly, the nature of a hierarchical structure.
•
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A data model is a method of logically organizing such data according to the relationships found among the data. In general, two types of relationships can be distinguished [19] . The first type is a relationship among attributes of the same entity; the second type is a relationship between entities. The difference between the two types can be understood by examining the following examples.
• The attribute relationship becomes clear if we consider presidential elections. A presidential candidate has a name and is affiliated with a political party. The candidate's name and his political party both describe the candidate, and these two descriptions are of interest to us only as long as the election is of interest--perhaps only until the election is held. • The entity relationship between two entities becomes clear if we consider the relationship between a president and an election. Both the president and the election exist independently of one another, whether or not the president still holds office as a result of an election.
In the sequel, attribute relationships of an entity will be represented by a record type. A record type is a named collection of data items. A data item is the smallest named logical unit of data; it represents an attribute of an entity. Since relationships between attributes are represented within record types, we will concentrate mainly on relationships among different entities.
The relationships between entities can be represented by a graph [1] . In the graph, each node indicates a record type that represents an entity and each undirected arc specifies a relationship between the entities. Many relationships are possible between any two nodes. Each relationship is named explicitly to distinguish it from other relationships. Figure 1 shows some of the relationships between presidents, congresses, etc.
Each relationship depicted in Figure [2] .
The relationships between the entities can be viewed as relationships between the record types. All of the relationships can be assumed to be 1 :N without loss of generality. The I : N relationships have a certain direction that is represented by introducing directed arcs in the graphs, as we have done in Figure 2 . Each arc points from one to N in the I : N relationship. For instance, between the record types STATE and PRESIDENT, the arc representing the relationship NA-TIVE SONS points from STATE to PRESI-DENT, since each state may have many native son presidents, but each president was born in only one state.
Consider the special ease where the data structure diagram represents a tree in which the direction of the arcs points away from Figure 3 represents a hierarchical definition tree--one that is a subset of the data structure diagram shown in Figure 2 . The hierarchical data model is defined as the data model v~hich organizes data logically according to the structural relationships of hierarchical definition trees.
The level of a record type in the hierarchical definition tree :.s a measure of its distance from the root of the tree. The root record type is the highest level record type in the tree (level 1). The PRESIDENT record type in Figure 3 is an example of a root record type. The other record types, called dependent record types, are at lower levels in the tree (levels 2, 3, etc.) . In this instance the ELECTION and ADMINISTRATION record types are both at level 2.
A data base that corresponds to the hierarchical definition tree of Figure 3 is shown in Figure 4 . The hierarchical data base is a collection or forest of trees called data-base trees whose record occurrences appear as nodes. There are, for instance, three data base trees in Figure 4 . All of the trees are constructed according to the relationships permitted explicitly in the hierarchical definition tree. In a hierarchical data base, parents and children, or ancestors (parents, parents of parents, etc.) and descendants (children, children of children, etc.) among the record occurrences can be identified in a natural way. A hierarchical path is a sequence of records in which the records, starting at a root record, follow alternately in a parent-child relationship. For example, the sequence: PRESIDENT record, AD-MINISTRATION record, STATE record, defines a hierarchical path.
In a hierarchical data base that is structured like Figure 3 , each PRESIDENT record occurrence can have many ADMIN-ISTRATION record occurrences connected to it. Each ADMINISTRATION record occurrence may (in turn) have several STATE record occurrences connected to it, as exemplified in Figure 4 . Each STATE record occurrence, however, has exactly one parent record occurrence: ADMINISTRATION (during which the state was admitted), and one grandparent record occurrence: PRESI-DENT (who served when the state was admitted).
Two things should be noted in Figure 4 . First, there can be a varying number of occurrences of each record type at each level. Second, each record occurrence (except for a root record occurrence, PRESIDENT) must be connected to an occurrence of an ancestor record type as constrained by the hierarchical definition tree. There can be no "independent" record occurrences of record
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FIGURE 5. TwO data-base hierarchies.
types ELECTION, ADMINISTRATION, or STATE. If we regard the relationships between parent and child record types as a data structure set, then membership in the set is always mandatory in terms of the DBTG network systems, as Taylor and Frank have discussed in the paper already mentioned [page 67]. The reader can find in the literature a similar, but not identical, notation for representing a hierarchical data base. This notation allows the data to reside only at the terminal nodes of the tree [5l. All intermediate nodes of the data-base trees are present only to maintain the hierarchical relationships. Only the terminal nodes have record occurrences with data-item values.
Figure 5(a) shows a hierarchical definition tree and a data-base tree of the type previously discussed; Figure 5 (b) represents the same information in terms of a hierarchical definition tree where the record types are present only at the terminal nodes. The intermediate nodes (marked with a dot since they carry no data) serve only to maintain the structure and to qualify the data. Since, logically, the two notations are equivalent, for simplicity and uniformity only the former notation will be used.
All features of the example of a presidential data base shown in Figure 2 cannot be completely captured by one hierarchical definition tree. The data structure diagram is itself a network. However, we can represent the same information by using more than one hierarchical definition tree as shown in Figure 6 .
The record types contain the following data items:
PRESIDENT--PRES NUMBER, PRES NAME 
HIERARCHICAL LANGUAGES
A hierarchical system is a DBMS which provides facilities for inserting, modifying, deleting, and retrieving record occurrences in a hierarchical data base. Because of the nature of the hierarchical data model, each new record that is inserted (except for a root record occurrence) has 'to be connected to an occurrence of a parent record type. Usually this action is effected by selecting a parent record occurrence and inserting a child. For example, in Figure 5 , before one can insert an occurrence of a STATE record type, an occurrence of an ADMINISTRA-TION record type would first have to be selected. When a record occurrence is deleted, all of its descendant record occurrences are also deleted. The hierarchical data model does not allow non-root records to exist without ancestors. In Figure 5 , if an ADMINISTRA-TION record occurrence is deleted, all occurrences of STATE record types connected to the occurrence of the ADMINISTRA-TION record type also have to be deleted. To retain the descendant records, but not a parent record, as is sometimes necessary, some systems provide commands which delete the data-item values, but not the record itself [6, 9, 10, 17] . Essentially, this facility permits null (empty) records to exist in the data base. In this way, the data associated with the descendant record is retained.
Records retrieved in a hierarchical data base may be both selected and qualified acComputing Surveym, Vol. 8, No. 1, Mash 1976 cording to the tree structure [12, 13, 18] The retrieval operation in a hierarchical data base may be performed in one of two ways. According to the first method, a user explicitly uses the tree structure of the data base to traverse the data-base trees in a specified order. Traversal may be independent of record selection and qualification, in which case it resembles sequential processing. On the other hand, records may be selected and qualified, but in a very restricted manner only determined by the traversal order. According to the second retrieval method, the user selects and qualifies records based on the relationships between the data items of the record types. Although the user has to be aware of the tree structure of the data base, he does not explicitly use this structure to retrieve records. Instead, the system utilizes the hierarchical structure to determine which records qualify among those selected by the user. Each method will be discussed in detail in the following sections.
Tree Traversal
In systems that use a tree traversal language, record types and record occurrences are sometimes called segment types and segment occurrences or simply segments [14] . A single data-base tree consisting of one root record occurrence and all its assoeiateddeseendants, is sometimes called a data-ba~e record. The root record type of the hierarchical definition tree is referred to as the root segment type. The other segment types are called dependent segment types. Each segment type is further divided into data items called fields. In this section, the original terminology of the Hierarchical Data Model section, page 105, will be used.
One of the DBMSs that uses a tree traversal language is+ the Information Management System (IMS) [14] . IMS uses a preorder tree traversal to traverse a data-base tree. A preorder tree traversal is defined as follows [151: 1) Visit the record if it has not already been visited.
D. C. Tsichritzis and F. H. Lochovsky
2) Else, visit the leftmost child not previously visited. 3) Else, if no children, grandchildren, etc., remain to be visited, go back to the parent record.
These steps are applied to each record of the data-base tree when the record is reached. It is assumed that the children of each parent are ordered according to the appearance of the child record type in the hierarchical definition tree, i.e., all ELECTION records under a PRESIDENT record come before any ADMINISTRATION records.
The traversal begins at the root record. The traversal essentially visits all records in the tree going in top-to-bottom, left-toright order. Taking as an example the database tree given in Figure 7 , a preorder tree traversal would visit the records in the order indicated. If one imagines individual occurrences of data-base trees to be connected to an imaginary head record, a single database tree is formed; this procedure makes it possible to visit all the records in the data base. During the traversal, the selection of record occurrences can take place. In addition, the records may be qualified.
Requests to IMS are specified through procedure calls to Data Language/One (DL/ I) from application programs written in PL/I, COBOL, or Assembler Language. A position pointer marks the progress of an application program through the data base according to a preorder traversal of the data-base tree. The calls to DL/I require several parameters which are passed through a subroutine call in the host language. These parameters identify communication buffers, I/O buffers, the type of call, and qualifications. However, only the last two parameters are relevant to the following discussion.
During the operation of retrieving records, several records may be selected by means of one or more qualifications. After selection, other records may be qualified. No more than one record of each record type, located in the hierarchical path, may be qualified. A qualification on a record is specified by means of a segment search argument (SSA). An SSA specifies a qualification that applies to only one record type. The form of an SSA is:
The (RECORD NAME) is the name of a record type in the hierarchical definition tree. A (QUALIFICATION) is optional in the SSA and is expressed in the form specified previously. The only Boolean operators permitted are AND and OR. The (COMMAND CODE) is optional and specifies the various options of the call. Some of the more important options permit:
• retrieval or insertion of some or all of the records from the root to a specified record type in a single DL/I call (path call); • backing up to the first child under a record at any or all levels (except at the root record level); • retrieval of the last occurrence of a record that meets all specified conditions under a parent; • setting of the parentage to a specific record (see the GET NEXT WITHIN PARENT call below).
The set of SSAs in a DL/I call specify a path that passes from a root record down the data-base tree to a specified record. There may be no more than one SSA for each level in the hierarchical path. If an SSA, located at a particular level, does not uniquely identify a record, or if no SSA is specified, then IMS selects the hierarchically next (preorder) record, except when modified by command codes.
Every DL/I call results in the setting of a status code parameter in the communication buffer used by IMS to communicate with an application program. The status code may be checked after every DL/I call to determine whether the result of the call is successful, unsuccessful, warning, or some other condition. It is then up to the application program to determine the appropriate action to be taken. The various status codes will not be discussed here. The interested reader should refer to the appropriate manuals [141.
Data-base calls are categorized into three general types: GET calls; INSERT calls; and, DELETE and REPLACE calls. All calls may optionally include some form of SSAs.
The GET UNIQUE call retrieves a record, as selected by the SSAs, independently of its current position in the data base. This call is used for nonsequential processing or to establish a start position for sequential" processing of the data base.
The GET NEXT call processes in a forward direction only, starting from the current position in the data base. Records (optionally of a particular type) are retrieved in the order established by a preorder traversal of the data-base trees. GET NEXT can be used without SSAs to retrieve the records in the data base sequentially. It can also be used to search for a particular record if an SSA is included in the call.
A GET NEXT WITHIN PARENT call obtains records (optionally of a particular type) within the family of a parent record. The parent record is established by the last GET NEXT or GET UNIQUE call, or by the (COMMAND CODE) option in an SSA of a preceding GET NEXT or GET UNIQUE call. The only difference between a GET NEXT and a GET NEXT WITHIN PARENT call is the result obtained after the last child (optionally of a given type) A GET HOLD call is used to retrieve and hold a record for a DELETE or REPLACE call. A GET HOLD call allows only one application at a time to alter a record by serializing access to the record.
An INSERT eM1 is used to load a data base or to add new records to a data base. SSAa are used to select the position (in the data-base tree) where the record is to be inserted. Notice that an INSERT call performs two operations: it stores the new record, and connects it to its parent. This dual operation is necessary, since every record, except a root record, must have a parent.
A DELETE call deletes a record and all of its descendant records from the data base. The DELETE call is a "triggered" delete--that is, the record selected and all of its descendants are deleted.
A REPLACE call updates records in the data base. Any nonkey data item may be changed in the record. Attempting to change a key data item results in an error.
To demonstrate the use of the DL/I calls, the following query will be implemented using PL/I: Print the names of all the states that were admitted during a Democratic administration. The query is first presented in its entirety, and then an explanation of its various parts is given. It is assumed that there is a hierarchical data-base structure that conforms to the hierarchical definition tree shown in Figure 6 (a). Only the PRESI-DENT and STATE ADMITTED record types are required for this query. To conform to the naming conventions of IMS, these two record types are renamed PRES and SADMIT, respectively. To run this query, the user would invoke IMS. After IMS has performed the necessary initializations, it passes control to the procedure called DLITPLI. Within his program, a user must declare a mask for a communication buffer, allocate I/O buffers, and set up the formats of the various SSAs that will be needed.
(MAIN);
The declaration of the PL/I structure named PCB is an outline of the structure for the communication buffer, established by IMS, that is needed for communication with the user's program. The buffer is allocated by IMS in the initialization phase, and a pointer to it (QUERY__PCB) is passed as a parameter, to the application program. In general, there may be several communication buffers, one for each data base accessed by the application. The declaration of the PL/I structure, PCB, only serves to facilitate access to the communication buffer via the structure entry names. The buffer is used by DL/I to advise an application program of the results of its DL/I calls. All entries in the buffer are read-only, and most are self-explanatory. The only entry of interest in this example is the STATUS__ CODE. The STATUS CODE indicates whether the result of a DL/I call is successfnl, or an error, a warning, or other condition.
Next, the I/O buffers for the record types are declared. There is usually one I/O buffer for each record type in the hierarchical definition tree. The I/O buffers are used to hold the record, corresponding to the appropriate record type, that is retrieved by IMS, and to make the record available in
the application program. The use of PL/I structures, applied, for example, to PRESI-DENT, facilitates access to the data items of the record type. All records are assumed to be stored as character data. In this example, only buffers for the I~RESIDENT and STATE ADMITTED record types are required. Finally, the SSAs are declared. There may be one SSA for each record type in the hierarchical definition tree. In the example given, only the PRESIDENT and STATE ADMITTED record types require SSAs. Although the SSAs in this example do not change after they have been declared and initialized, it is possible to change the search value and/or the conditional operator by means of the host languages facilities.
The ERROR procedure will not be described in detail here. It is used to print error messages and to take appropriate action when an error condition arises.
As mentioned earlier, a program accesses an IMS data base by making a subroutine call to DL/I. In PL/I, such DL/I calls are characterized by the starting sequence CALL PLITDLI. These calls may have a varying number of parameters. However, in the present example each of the calls uses five parameters, which are in order of appearance within the call:
• the number of parameters to follow (in this example, four);
• the type of call, e.g., GET NEXT, INSERT, etc.; • the pointer to the communication buffer for the call;
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• the location of the I/O buffer; and • the SSA(s) for the call.
The processing of the query is performed ia several steps as follows: 1) Retrieve the first occurrence of a P R E S I D E N T record where the PARTY data item is equal to DEMOCRAT. This action is performed by means of a GET UNIQUE (GU) call using the PRESIDENT__SSA. If no record is selected, then the processing is complete.
2) Get the first STATE A D M I T T E D record that is a descendant of the P R E S I D E N T record. This action is performed by means of a GET N E X T W I T H I N P A R E N T (GNP)
call using the STATE__ ADMITTED__SSA. Notice that it is not necessary to specify an SSA for ADMINISTRATION records. We are not really interested under which administration the state was admitted, but only under which president. IMS, therefore, selects each ADMINISTRATION record in turn as required and processes its associated STATE A D M I T T E D records. If no states were admitted during a president's tenure, then we go to step 4.
3) Get all the other STATE AD-M I T T E D records, in turn, by means of a GET N E X T W I T H I N P A R E N T (GNP) call until there are no more STATE A D M I T T E D records for this president. Print the name of each state. 4) Get the next P R E S I D E N T record
where the PARTY data item is equal to DEMOCRAT. This action is effected by a GET N E X T (GN) call using the same SSA as for the GET UNIQUE call in step 1. If no P R E S I D E N T record is selected, then the processing is complete. Otherwise go to step 2.
Tree traversal languages usually operate on one record at a time. They essentially perform a linear tree traversal. As a result, although they operate on a tree, their processing looks sequential. The nature of the commands they use can also influence their implementation. It would be nice if the record in the hierarchy that is logically next would also be the next physical record. If performed in this way, sequential proceessing of the data-base tree would be very efficient. In the Implementation section, [see page 118], we will examine some implementations of a hierarchical data base.
General Selection
The terminology employed in systems that use general selection languages differs from that of systems using tree traversal languages [5, 6, 7, 9, 10, 11, 17, 20] . Among the general selection languages, a record type is sometimes referred to as a repeating group. A record occurrence is called a repeating group occurrence or data set. A data-base tree consisting of one root record and all its descendants is called a logical entry. Finally, a data item is called a data element. However, to avoid terminological confusion, repeating groups will be called record types, and the other terms will also be named as before. In the following discussion, a hierarchy structured according to the hierarchical definition trees given in . Figure 6 will be used.
General selection languages treat the record occurrences of a record type as sets of data-item values. Records are selected and qualified according to the relationships found among the data items of the record types of the hierarchical definition tree. A qualification in the general selection languages is usually specified by a W H E R E clause [12, 13, 17] . A W H E R E clause consists of th= keyword W H E R E and a Boolean combination of the conditions discussed earlier. The W H E R E clause specifies the records to be selected. After these specifications have been effected, upward and/or downward hierarchical normalization can be performed. Downward hierarchical normalization is usually restricted to one hierarchical path.
The common characteristic features of general selection languages will be illustrated by examples using the "Natural Lan-guage" 'feature of the SYSTEM 2000 [ 9, 17] . This feature is typified by an English-like, interactive query language. The commands of this language consist of two parts: an action part and a WHERE clause. The action part specifies the operation to be performed, e.g., retrieval, update, etc., and the data items on which to operate. The basic retrieval command is the PRINT command. The following query illustrates upward hierarchical normalization.
PRINT VICEPRESIDENT WHERE
STATE NAME EQ ALASKA:
This query specifies that we want VICE-PRESIDENT data-item values in AD-MINISTRATION records. In addition, the ADMINISTRATION records must have a STATE ADMITTED descendant that satisfies the WHERE clause. To provide this, we select all STATE ADMITTED records satisfying the WHERE clause and then perform an upward hierarchical normalization to qualify ADMINISTRATION records. In general, several ADMINISTRATION records may qualify. However, according to the semantics of the example, only one AD-MINISTRATION record would qualify.
The next query illustrates downward hierarchical normalization.
PRINT STATE NAME WHERE VICE-PRESIDENT EQ NIXON:
We examine the ADMINISTRATION records to select those records that satisfy the WHERE clause. Although, in general, several records may be selected, we are constrained in this example to select only one record. A downward hierarchical normalization is then performed to qualify STATE ADMITTED records. Many STATE AD-MITTED records may qualify. Note that this and the preceding query are conceptually symmetric queries. However, they are answered in quite different ways.
PRINT ADMIN NUMBER WHERE
VICEPRESIDENT EQ NIXON:
This query involves neither upward nor downward hierarchical normalization. The query is answered by selecting and qualifying only ADMINISTRATION records. In this case again, several records may be selected and qualified. Now consider the query:
PRINT PRES NAME WHERE VICE-PRESIDENT EQ AGNEW AND VICEPRESIDENT EQ FORD:
The casual user would perhaps expect the response to this query to be Nixon as the president who had both Agnew and Ford as vice-presidents. However, the semantics of the WHERE clause are such that the answer to this query is null, i.e., no PRESIDENT record qualifies. This problem arises because all Boolean operations must be performed at the same level at which records are selected, that is, on ADMINISTRATION records. The result is that the intersection (AND) of two conditions which specify the same data item--but different values--mus be ~ull. The same record cannot have two different values for the same data item.
If the Boolean operations could be performed on qualified records at a higher level, then the problem would be solved. The purpose of the HAS clause is to raise the level at which the Boolean operations are performed by carrying out an upward hierarchical normalization on the selected records. For instance, the query:
PRINT PRES NAME WHERE PRES NAME HAS VICEPRESIDENT EQ AGNEW AND PRES NAME HAS VICEPRESIDENT EQ FORD:
will produce the answer "Nixon," as expected. In the previous query, using only the WHERE clause, the intersection (AND) was performed on ADMINISTRATION records. In this query, the intersection is performed on PRESIDENT records, since the level of Boolean operations is raised to the PRESIDENT record by means of the HAS clause. (The level to which upward hierarchical normalization is performed is specified by the data-item name preceding the keyword HAS.) In the first query, no AD-MINISTRATION record satisfies both conditions of the WHERE clause. In the second
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query, there is at least one PRESIDENT record which has ADMINISTRATION records that satisfy the HAS clauses. Approaching the problem from a different angle, one can visualize the HAS clause as selecting records of a certain type and then determining whether there is at least one parent record connected to all the selected records. On the other hand, the WHERE clause starts at a parent record and determines whether for a given parent, one descendant exists that satisfies the WHERE clause.
The HAS clause is also useful in other situations. For example, sometimes it is necessary to retrieve values from a record of one type based on the selection of a record of a different type at the same level. For instance, suppose we want to know all the election years for the president with administration number 48. A WHERE clause does not have the capability to retrieve these values. However, a HAS clause does, as follows:
P R I N T YEAR W H E R E PRES NAME H A S ADMIN NUMBER EQ 48:
We select the appropriate ADMINIS-TRATION record(s) and then do an upward hierarchical normalization to qualify a PRESIDENT record. We then do a downward hierarchical normalization to qualify all ELECTION records connected to the PRESIDENT record. It is also possible to retrieve a year based on the selection of a STATE ADMITTED record.
P R I N T YEAR W H E R E PRES NAME
H A S STATE NAME EQ ALASKA:
In general, the insertion, update, and deletion commands for general selection languages are similar in their operational effect to the commands outlined in the Tree Traversal section, [See page 111] . However, systems that use general selection languages usually distinguish between a record and its position in a data-base tree. This means a position in the data-base tree may exist, but either there may not be any record, or only a part of a record may be associated with it. For example, in SYSTEM 2000, the RE-MOVE command deletes data-item values from a record occurrence [9, 17] . The effect is to make the data-item value null. But the record is not deleted and associated descendant records are therefore retained.
General selection languages are truly hierarchical. They use tree operations to select and qualify records in the data base. Records are qualified because they are ancestors or descendants of particular selected records. Queries that require movement up and down the data-base tree can usually be handled in one command. Because of these features, general selection languages are more versatile than tree traversal languages which traverse the data-base trees in a specific linear manner.
IMPLEMENTATION
To represent and then implement a hierarchical data base, we must first be able to specify the connections between the records, i.e., how are the records related to one another. One way of implementing a hierarchical data base is by the use of pointers. Essentially every relationship between two record types in the hierarchical definition tree has a set of pointers associated with it. The pointers implement the connections between the parent and child record occurrences. For instance, for the data base tree outlined in Figure 4 , both a forward and a backward pointer can be associated with every branch of the tree.
While this organization is simple to visualize it has many drawbacks. A great deal of space is taken up by pointers. The amount of space required for pointers that are associated with a parent record varies as children are inserted and deleted. It would facilitate storage allocation if this space requirement were fixed. To this end, some systems limit the number of children of a given type that a parent may have [8] . If upward or downward hierarchical normalization of more than one level is adopted, much pointer chasing becomes necessary.
To reduce the space occupied by pointers, the connections can be implemented in other, slightly different ways. As an example of a way of avoiding many forward and backward pointers between parent and children, only one forward pointer plus one brother pointer can be used (Figure 8 ) [16] . In such a case, each record has a fixed amount of pointer overhead. This organization saves space, but now even more pointer chasing is involved. Whereas in the previous organization any child of a parent can be accessed by following one pointer, this organization may demand that several pointers be followed.
Instead of deploying explicit pointers, the physical contiguity of records can imply a connection. For example, the GET NEXT command in IMS processes the data-base tree in a sequential manner. The records can be allocated to reflect this sequential nature. Such allocation saves space and increases access speed for the GET NEXT type of processing, for, depending on the buffering characteristics of the operating system, the next record occurrence is often already in the buffer. Hence, no additional secondary storage access is necessary in this case of sequential allocation. However, data base reorganization problems arise for cases where a record is inserted or deleted. Certain overhead costs are also incurred by skipping groups of records when only a certain type of record is wanted. In addition to these problems, changes to the schema, which are difficult in any organization, are particularly difficult in this approach.
Pointers can be combined with physical contiguity to implement a hierarchical data
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• 119 ! base. This approach results in many special purpose access methods for storing hierarchical data bases. We will outline, as an example, the approach taken by IMS. IMS has two basic storage organizations: hierarchical sequential and hierarchical direct [14] . Within each of these organizations, the access method may optionally use an indexed organization. The indexed organization is similar to B-trees [3] . In the simplest form of indexed organization, the records are ordered by a key data item value and divided into blocks. Each •block contains a fixed number of records. A directory indicates the highest key value stored in each block. In a more general organization, there are several levels Of directories. In this manner, the block in which a record is stored can be quickly determined from its key value. The block is then scanned sequentially to find the desired record.
In the hierarchical sequential organization, records are related by physical adjacency. The Hierarchical Sequential Access Method (HSAM) organization stores all records in physically adjacent storage locations in hierarchical (preorder) sequence. All records must be of fixed length. To modify a HSAM data base, the entire data base must be reloaded.
The Hierarchical Sequential Indexed Access Method (HISAM) organization is used for indexed access to a data-base tree. Each data-base tree is stored in physically contiguous locations in hierarchical sequence. The root record type must contain a key data item. The key data item is used to index each data-base tree. The storage area is divided into a primary and an overflow area. The primary area stores, in hierarchical sequence, a fixed size part of a data-base tree consisting of the root record and as many records of the data-base tree as can be accommodated. Additional records of the database tree are stored, in hierarchical sequence, in the overflow area. A direct address pointer relates a data-base tree in the primary area to its extension in the overflow area.
In the hierarchical direct organization, records are related by pointers. There are two pointer organizations possible: hierarchical and physical child/physical twin. Hierarchical pointers relate records in hier- The pointers in the hierarchical direct organization are stored with each record. The record consists of two parts in this case: a prefix and a data part. The data part contains the record data as supplied by the user. The prefix, which is system controled and not available to an application, contains system data and the pointers. The system data consists of a record code, a delete flag, and a counter. The record code identifies the record type, and the delete flag indicates whether the record has been deleted. The counter is optional and is only present if the record type participates in a logical relationship [14] . A simple prefix consisting of the record code and the delete flag is stored with every record in a multiple record type HISA2¢I data base.
Within the hierarchical direct organization, the Hierarchical Direct Access Method (HDAM) organization is used to access root records via a hash algorithm. Records are hashed into a primary storage area called the root segment addressable area. The root record type must contain a key data item. The hash is performed on the key data item. A fixed portion of a data-base tree, including the root record, is stored in the root segment addressable area. Additional records of a data-base tree are stored in an overflow area. A direct address pointer relates records of a data-base tree in the root segment addressable area with its extension in the overflow area.
The Hierarchical Indexed Direct Access Method (HIDAM) organization provides indexed direct access to records in a data base. The index in this organization is a sequential file called INDEX. Each record in the INDEX file contains the key data item value of a root record and a pointer to the root record in the data base. Root records are accessed by searching for the key dataitem value in the INDEX and then following the pointer to the data base. Records in the data base are related by pointers, as discussed previously.
To summarize, a successful hierarchical implementation can utilize contiguity and pointers with the following objectives:
• it is important to have efficient retrieval by eliminating costly pointer chasing and resulting secondary storage accesses; • the space required both for the data and the pointers should be minimized; and • costly reorganizations should be avoided by providing a flexible environment that allows easy expansion of the data base.
There are other ways of implementing a hierarchical data base. For example, a method can be used to assign a logical address to a record in a data-base tree. This logical address can then be mapped into a physical one. A logical address to a record in a data-base tree is called a trace [16] . An example of assigning traces to records in a data-base tree will be outlined.
Each record type in a hierarchical definition tree can be identified by a type-number as indicated in Figure 9 (a). Any record occurrence in a data-base tree can then be identified by its type-number and a generation tuple. The generation tuple defines a path, in the data-base tree, which leads to the record occurrence.
For example, suppose that Figure 9 (b) corresponds to the third data-base tree in a hierarchical data base. The root record type of this tree is identified by the trace 1 (3). The number 1 is the type-number of the record type. The number 3 indicates that this is the third record of type-1. The first type-2 child of this root is assigned the trace 2 (3, l)--That is, it is the first type-2 child under the third root record. The first type-4 descendant under the first type-3 child of the third root record has as its trace 4 (3, 1, 1) . The first number identifies the record type. The numbers in parentheses define a path to a particular record occurrence. Using a type-number and a generation tuple, any record occurrence in the data base can be uniquely addressed by the path to it. In this rep- Sometimes, valid traces are restricted by specifying some bounds such as maximum number of levels in the hierarchical definition tree, maximum number of children at each level, etc. Traces for record occurrences already in the data base are kept in a trace table. A trace table gives a mapping between a trace and the location where the record occurrence is stored. This mechanism captures all the structure of a hierarchical data base. Given the trace of a record occurrence, one can find its ancestors, the record occurrence itself, its brothers, and its descendants. If we can efficiently implement the trace table, then we have a nice implementation of the hierarchical data structure [4] .
CONCLUDING REMARKS
To summarize the essential points made by this survey, a hierarchical system is a DBMS which presents to the users of the system certain explicit views of the data base that are characteristic of the hierarchical data model. The hierarchical data model has the following characteristics i 1) There is a set of record types {R1, R2, . . . ,Rn}.
2) There is a set of relationships connecting all record types in one data structure diagram. 3) There is no more than one relationship between any two record types Ri and Rj. Hence~ relationships need not be labeled, 4) The relationships expressed in the data structure diagram form a tree with all arcs pointing toward the leaves. 5) Each relationship is I:N, and it is total--that is, for every Rj record occurrence there is exactly one Ri record occurrence connected to iS, if Ri is the parent of Rj in the definition tree.
Hierarchical systems deal with relationships among attributes (~f the same entity in a manner similar to relational and network systems discussed in the companion papers in this issue. All of the systems organize the attributes as items in groups: Their main difference is found in the way they treat re- [5, 6, 7, 9, 10, 11, 14, 17, 20] . It is difficult to relate the success of a particular system to its data model. There are many other parameters which influence the quality of a commercial system. However, for some applications a hierarchical data model seems very natural, e.g., a corporate management structure is truly hierarchical. In addition, most applications can be modeled by a hierarchical organization of the data, although some applications produce more difficulty and redundancy than others.
A hierarchical data model provides no means for implementing direct N : M relationships between record types. Such a relationship can only be effected within record types. However, most hierarchical systems do provide the ability to handle many hierarchical definition trees. By using data duplication, one can represent an N : M relationship by two hierarchical definition trees, each representing a I : N relationship. For instance, consider the record types STATE and COMPANY and the N : M relationship "registration" between them. That is, a company may be registered in many states and a state may have many companies registered in it. The N : M relationship beween STATE and COMPANY can be handled by using two hierarchical definition trees, one with root record type STATE and child record type REGISTRA-TION, the other with root record type COMPANY and child record type REGIS-TRATION.
Note that the N : M relationship could be represented in a single hierarchical definition tree with one record type as the root and the other as the child. However, data duplication is again required: for example, if the root is STATE, then the COMPANY record occurrences would have to be repeated under each state in which the companies are registered. If the amount of data associated with each company is quite large, then a great deal of storage space is required for duplication. It should be noted, however, that some existing hierarchical systems have facilities which essentially eliminate this problem: they implement N : M relationships by using logical pointers among hierarchies. They allow logical hierarchical views that are different from the physically implemented hierarchical structures [ 9, 14, 17] .
Hierarchical systems also handle conceptually symmetric queries in a very different manner. For example, consider the relationship SERVED in Figure 1 . If PRESI-D E N T is the root, then a query such as: "Find all congresses in which President P served," is simple to answer. For President P, all CONGRESS descendants are found. However, the symmetric query: "Find all presidents who served in Congress C," involves a data base search of CONGRESS records. For every President, it is necessary to determine if he served in Congress C. Sometimes, content addressibility, e.g., inverted files, may be used to speed the search. In addition, if two definition trees, one with the root CONGRESS and one with the root PRESIDENT, are used, then the problem disappears.
Some specific advantages are widely accepted for the hierarchical approach:
• It is a simple data model which provides the user with relatively few, easy to master, commands.
• Because of the constraints on the types of relationships allowed, it can allow an easier implementation than other, more complex structures.
Some specific disadvantages are also associated with hierarchical systems:
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•
The restrictions imposed force a sometimes unnatural organization of the data. For instance, as shown previously, N: M relationships can some-
[7] times only be represented in a clumsy way.
[8] • Because of the strict hierarchical ordering, operations such as insertion [9] and deletion become quite complex.
• A delete operation can lead to the loss [lO] of information present in the descendants if null records are not permitted. Consequently, users have to be careful when performing a delete [111 operation. • It is sometimes not possible to answer symmetrical queries easily in a hierarchical system. Therefore, the strue- [12] ture of the data base may tend to reflect the needs of the application.
Sometimes criticism is concentrated on the nature of the hierarchical commands [13l which are claimed to be too procedural. However this criticism can be answered, as we [14] have seen in the section, General Selection, see page 116, by showing that higher level interfaces can be implemented. It is in this way, that even a casual user interface can be easily accommodated.
