Metabolic systems need to show high performance under typical environmental conditions and, at the same time, maintain certain functions under a broad range of perturbations and varying conditions. It is precisely this robustness with respect to large environmental changes that makes metabolic networks a potentially very interesting role model for technical production and distribution systems. Here we develop a formalism to compare these systems and show that optimization strategies from one domain can also be successfully applied to the other domains.
Introduction
The control of material flow in networks is a common task in many man-made systems. Typical goals of such control strategies are maximizing the output, minimizing waiting times, or maintaining stability of the system frequency under changing conditions. These systems can be, e.g., production logistic systems or urban traffic networks. Rising demand for versatile production processes and the strong interdependencies of different systems have led to increasingly complex networks with fluctuating inputs, variable operation and setup times, and a shift from linear to highly networked material flows organized across multiple scales. The more complex these systems become, the less feasible pre-calculated plans like production programs or simple decision rules based on average system behavior are. Recent investigations of traffic control in urban road networks have discovered a number of strategies that allow for a flexible control that adapts to the actual traffic situation [25, 27] . Despite local decisions, these strategies perform better globally than the presently used standard system optimization techniques. Adaptive control is a desirable property in networks of production logistics and a transfer of those strategies seems promising especially in the light of the discussion on adaptive/autonomous control [43] . An alternative perspective on material flows is offered by metabolic systems. By now, the naturally evolved networks of biochemical reactions making up the metabolic systems are well characterized for a number of organisms [14] . A complete understanding of the system level behavior and the mechanisms of regulation of these reactions, however, is still missing. The difficulties, to some extent, lie in the multiple kinds of regulation that occur on different timescales: (1) transcriptional, (2) post-transcriptional, (3) translational, (4) post-translational, (5) metabolic regulation, and (6) signaling pathways.
In spite of the deep functional parallels between these systems-material flows in processes of industrial production, traffic flows in urban road networks and metabolic flows in biochemical networks in cells-and the strong similarities in the challenges and unsolved problems, a methodological transfer and attempts at quantitative comparison have been difficult. They are in particular impeded by the lack of a common terminology and common formal representation of these systems. Here, we argue that we can map all these systems onto the formal language of flow networks controlled by interdependent periodic devices. Providing such an abstract treatment yet applicable formalism for systems from traffic control, logistics, and the study of metabolism enables a common consideration of the remaining problems and allows for the transfer of existing solutions.
All three areas have unanswered questions regarding network behavior. Complex networks in production logistics make it difficult to establish a feasible production plan. Companies struggle to control the production in such a way that its realization matches the production plan. Additionally, the companies' internal resource distribution (e.g. employment of workforce, purchasing of raw material, etc) is dependent on correspondence of production planning and control. Complexity in logistics is not only influenced by network structure, but also by heterogeneous products and varying production parameters. Different production steps can require different lead times, which may vary between seconds and hours. Lot sizes can also differ from product to product or variant to variant. Consequently, a favorable sequencing of orders at one point in the production does not necessarily need to be favorable at a different point. Synchronization of production processes is a possibility to control a production flow over multiple stages and thus is expected to decrease waiting times in production. However, the above mentioned complexity impedes simple approaches to synchronization. Synchronization algorithms need to deal with the specific characteristics of logistic networks and production processes, e.g. varying input and varying setup and operation times.
Traffic networks tend to be less heterogeneous than production networks regarding the network elements. A major challenge in traffic networks is the varying network load depending on the time of the day. Control algorithms for switching traffic lights at intersections need to be adaptive so that they can adjust to the current traffic load. If algorithms are optimized for specific traffic load situations, they are expected to perform worse under different conditions. Algorithms that are designed for average situations may even never perform as well as desired, as the average situation itself may never occur. The circumstances of varying network loads experienced in traffic networks can also be observed in production networks as stated above. Therefore, existing traffic control algorithms could be applied in logistic networks in an effort to deal with varying input.
Metabolic systems are not only diverse in their regulation (as described above), but also in the elements (compounds and enzymes) as well as the conditions under which they operate and the objectives they perform. Furthermore, the timescales of different processes in metabolism vary greatly. The complicated interaction of all these aspects makes metabolism a difficult subject to study, but at the same time it represents an efficient 'solution' to problems like operation under varying system inputs, which has steadily improved through evolution and has clear parallels in traffic and logistics systems.
We hope to answer the following questions in the future by creating a common formal description. How does network topology affect existing adaptive control procedures? Do the network size and further parameters have an influence on control performance? Does metabolism offer control principles that can be transferred to traffic or production control? However, before we deal with all of these problems, we want to describe the model and answer the following basic questions.
(1) Is it possible to develop a unified description of control in traffic, production, and metabolic networks?
(2) Can we transfer existing, well performing control procedures from one network type to the other network types and simultaneously keep up the level of performance?
(3) Can we identify coherent or synchronous behaviors in adaptive control structures regardless of the network type?
Subsequent to our analysis of the different network types, we address these three questions in our simulation study in section 4. The starting point for our comparison of system elements is a series of recent publications on traffic flow control in urban road networks (see, e.g., [23, 25, 27] ). All those publications depend on a treatment of traffic lights as periodic devices, an observation that equally applies to the mechanics of production machines [33] and enzymes [7, 10, 17] . We extend this parallel to the system level by the use of graph-theoretical models from all three fields of study. This work deals primarily with the analysis of control in existing networks. We want to gain an understanding of the dynamics of flow control in the different disciplines and their networks. A future step would be the derivation of rules for network design aimed at finding the most suitable network structures for flow control using periodic devices, as well as bringing the formal (minimal) model gradually closer to each field of application by incorporating more realistic descriptions of the (generic) periodic devices.
In this paper, we present the first step toward a framework suitable for modeling scenarios from traffic, metabolism, and production logistics. The framework contains a collection of descriptions regarding network structure, elements, and dynamics, as well as a definition of commonalities and differences. In section 2 we describe cyclic machines (periodic devices) as the basic constituents of the system and explore how they shape system behavior observations that are at the basis of a unified treatment of the three systems. In order to establish a systematic collection of parallel elements, three different model layers are presented in section 3, namely necessary abstractions for a uniform network structure (section 3.1), a common treatment of network elements (section 3.2), and the expected system dynamics resulting from such a model (section 3.4). Section 4 presents a simulation study which shows the applicability of the model.
As a consequence of this unifying perspective on traffic, logistics, and metabolism, we expect a mutual transfer of insights. For example, metabolic regulation may be explained from an engineering perspective or an understanding of biological design may be applied to the construction and control of artificial networks. Even unsuccessful attempts at knowledge transfer have interesting implications for the boundaries of the considered hypotheses. A machine in a production process is cycling through alternating setup and processing states. While one type of material is being processed, the other type of material waits in the buffer. When processing is finished, a period of setup is necessary to prepare the machine for a different type of material. (c) Schematic enzyme activity that includes many of the potential mechanisms that can take place but need not all occur together in real enzymes. (d) General model of the formalism that covers all three systems, adapted from [27] . Preparatory and safety steps are summarized in the setup time.
Systemic analogies

Periodic devices
Recurrent switching of device states is a process that occurs in traffic, logistics, and metabolism as well. A traffic light at a road intersection can be modeled as a cycle that switches between green and red phases for all incoming traffic flows. A green phase for one incoming traffic flow results in a red light for all other conflicting traffic flows at that intersection. A setup time is necessary for clearing the intersection before the next conflicting traffic flow is released. During this switching phase, the traffic lights are set to red for all traffic flows [27] (figure 1(a)). A commonly used production logistics model, the throughput element, describes the different phases of processing that are repeated in a specific operation [33] . The phases are divided into inter-operation time (consisting of transport time and waiting time of the material) and operation time (consisting of setup time and actual processing time of the machine). Therefore, a machine cycles through the two states of setup and operation for each production lot ( figure 1(b) ).
An analogy to the dynamic behavior on the system is a traveling wave that passes a defined number of points. From an abstract point of view, the wave undergoes a repeated cycle of steps during its journey (e.g., transport, waiting, production, transport, etc) and at specific points being passed, recurrent actions are performed (e.g., preparation, fabrication, preparation, etc).
Moreover, to depict the cyclic performance of allosteric enzymes that bind substrate and regulatory molecule, release product, and resume their initial state, a stochastic phase oscillator model was used in [10] ( figure 1(c) ). In fact, all catalytic enzymes that are returned to their initial state inherently have a cyclic nature that can be abstracted (and the vast majority of enzymes belong to this category). Generally, enzymes (or enzyme complexes) catalyze a specific reaction as long as the substrates are present at favorable concentrations, until there is a regulation event that prevents them from processing the compounds involved, or until they are removed from the cell by, for example, degradation.
System use and behavior
Similarities in the general layout of traffic and production networks have already been identified. The two systems can be modeled as dynamic queuing systems [19, 21] . Furthermore, similar effects involving periodic behavior can be observed in traffic and production networks. In logistics, the bullwhip effect [15] stands for the escalation of stock level along a supply chain caused by delays in the adaptation of the delivery rate or production speed. Traffic networks show corresponding stop-and-go waves propagating through the system. One way to deal with these problems in both systems is the anticipation of future states, i.e. stock levels in logistics or the expected dynamics of cars in traffic flows [20, 31] , a solution that is also found in the metabolism where the presence of certain compounds regulates or leads to the expression of numerous enzymes that will be needed in future steps [45] .
As logistic systems grow more and more complex, a mathematical optimization leads to NP -hard problems that cannot be solved in reasonable time [16] . At the same time, inefficiencies can occur already in relatively simple networks and cause unstable network behavior [22] . These facts call for decentralized approaches as have been proposed in traffic control. The use of decentralized, autonomous control is also currently promoting a paradigm shift in logistics [43] . However, beside developing decentralized control approaches, it is still necessary to consider the network as a whole. Decentralized control does not mean isolated control attempts, since the interaction and synchronization of individual decentralized entities and their interaction with a possible centralized control entity need to be coordinated. We hypothesize that a suitable balance between autonomous and centralized control attempts will lead to a particularly high system performance. Biological systems, especially metabolisms, can be seen as systems involving transportation, decomposition, and production of compounds. At the same time, the ensemble of these individual operations forms a complex network that has been frequently analyzed with graph-theoretical methods over the past ten years [24, 41] . This enables us to draw parallels between all three areas from a functional and from a structural perspective. Biologically inspired control approaches have already been used and applied in logistics systems [2, 3, 8, 36, 37, 39] . The reason for learning from biology in engineering is the aim of creating stable and robust systems. Driving systems toward maximum performance can lead to instability and breakdowns, whereas, on evolutionary grounds, biological systems can be expected to contain an adequate (and competitive) balance of high performance and investments into systemic robustness. Metabolic pathways themselves (and not only their regulation on the genetic level) are subject to adaptive processes guided by evolutionary selection. Some parts, e.g., the TCA cycle and glycolysis, are highly conserved among all organisms, indicating a universally applicable design pattern [13] . It is relevant that biological systems, on an evolutionary timescale and across large populations, 'afford' the 'luxury' of sampling a broad range of variations before a solution stabilizes over time and within a range of species. This luxury is difficult to mimic in the technical realm because, for technical systems, one cannot try out a multitude of blueprints and check them all for robustness against fluctuations or for ease of control. However, given the reliability of available models, computer simulations could do so.
Another problem results from the fact that the metabolism can produce simultaneously a plethora of different products, while avoiding conflicts induced by shared resources (e.g., acetyl-CoA, ATP, etc), involved in a multitude of biochemical reactions. Biological systems are renowned for achieving homeostasis, i.e., the ability to function stably despite serious fluctuations both in their surroundings and within themselves. In order to understand the effects and merits of different forms of control that make such robust behavior possible, a systematic comparison of parallels between the systems will be carried out in the following section.
Comparison of system structures
Network topology
Traffic, logistic, and metabolic systems have been modeled as networks in the past. However, these different fields of science use specific network representations. For example, when traffic in road networks is modeled in a graph representation, the nodes are intersections or junctions where different traffic flows split and merge. The links between the nodes correspond to roads. Depending on the level of abstraction and the direction of traffic flow, a road network can be modeled as a directed or undirected graph. If directed links are used, each driving direction of a road is explicitly modeled. In the case of undirected links, each road is assumed to allow flows in both directions. Urban road networks are commonly modeled as regular or irregular lattices, as displayed in figure 2(a), and emulate the highly interconnected areas of city centers. Particular areas of interest within traffic networks can be defined as subnetworks within traffic networks. These subnetworks can, e.g., be districts or areas of similar traffic load.
Production networks in logistics are usually modeled as directed graphs, as displayed in figure 2(c). Machines and assembly stations performing one or more consecutive production steps are displayed as nodes. The links illustrate the material flow between the machines. As the direction of the material flow is of major importance along the production cycle of a product, the links need to be directed. Backward steps in a production process occur in very few instances. A backward-oriented or cyclic material flow can take place, e.g., for rework purposes after quality control. A second, common graph representation in logistics is the product structure graph, also called the bill of materials [34, 38] , as illustrated in figure 2(d). The product structure graph is a tree. The root node symbolizes the final product after the assembly is complete. The nodes on the following levels of the tree are either assembly groups or parts. Assembly groups consist of multiple parts or additional assembly groups. Parts are always leaf nodes as they are atomistic elements. Consequently, they cannot be found in any other level of the tree. An assembly group cannot be a leaf node as it is still divisible. In contrast to the machine-centered view of the production network graph, the product structure graph is product-centered. It can be used to determine how many atomistic parts a product is composed of and in which order the parts need to be assembled. Figure 2 (e) shows an assembly priority chart which has a similar function: it displays the assembly activities as nodes and dependences between the activities as links. A directed link pointing from a node A to a node C indicates that activity A has to be finished before activity C can begin. The more to the left an activity is located, the earlier it can be carried out in the assembly process. This kind of graph is machine/activity-centered and indicates temporal dependences between production steps [4, 32] . The metabolism is the complete set of biochemical reactions that take place in an organism. In this study we restrict our view to single cell behavior which, nevertheless, may be subdivided into multiple compartments. Reactions transform a number of compounds (substrates) into others (products) in a stoichiometrically balanced fashion, i.e., in relative proportions dictated by chemical requirements, similar to prescribed assembly groups in an industrial production process. Most reactions are made available through the catalytic activity of enzymes, i.e., proteins that are the product of certain genes. When and how genes are expressed determines, in principle, which transformations can occur and which ones are unavailable.
A complete view of the metabolism requires a bipartite network representing both compounds and reactions as nodes that share directional links as defined by substrate and product status (see figure 3 top left). Nevertheless, the whole metabolism object can be projected onto a unipartite network (having only one type of node), e.g., a metabolitecentric network, a reaction-centric network, or a phenomenological pathway map. Such a phenomenological map is defined by biochemical knowledge and divides the system into functional modules built up from main metabolites (with secondary or 'currency' metabolites balancing charge and other chemical properties at each step). The unipartite projections of the metabolism have their drawbacks due to the condensation of information but, interestingly, they very closely resemble the graph structures used in logistics.
The reaction-centric graph, which consists of reaction nodes and links between them if they share a compound (substrate for one and product for the other), mirrors the production network that consists of machines as nodes and materials that link them (see figure 3 bottom left). It is noteworthy that the reaction-centric network is, strictly speaking, a multigraph, as there can be multiple shared compounds between two reactions. The inverse structure, where nodes are compounds and reactions are links, is called a metabolite-centric network (see figure 3 right). In this graph metabolites are linked if they share a common reaction. Again, multiple links between the same two nodes are possible. The corresponding logistic network is the product structure graph, which is a tree that details the parts required to assemble a final product. The tree-like structure is achieved by copying nodes rather than allowing them to have an out-degree higher than one. A tree-like representation of the metabolism would be useful to get an intuition into the complexity of creating a certain compound from molecules available in a cell's environment. Research in this direction has been conducted by [30] , while a product tree would provide a 'parts list' for producing a certain compound.
Curiously, bipartite networks are currently not used in logistics, although the production network and product structure graph could be combined into a perfect mirror of what a metabolic bipartite graph is. A combination of the product structure and the production process in one graph as a bipartite network could reveal the transformation of material into products along the production or assembly path. There are several possibilities for constructing such a bipartite graph representing a production process. As a first option, we can choose to take the product structure graph and insert machine nodes between all existing levels of the graph, as illustrated in figure 4(a). We then have a complete overview of which production or assembly steps are carried out by which machine. As a result, a graph containing the products and the means of production is available. However, we lose a certain degree of disambiguity in this description, as machines that perform multiple operations will appear several times in the graph although they exist physically only once.
A second option for generating a bipartite graph representation in logistics is the transformation of the production network shown in figure 4(b). For this, one splits each link and inserts a new node representing both the previous machine's output and the following machine's input. If there are multiple possible in-and outputs between the same machines (e.g. variants), additional links need to be inserted. This transforms the graph into a multigraph. A major drawback is that, from the visual representation of the graph, one cannot see the exact input-output relations for each machine.
Most useful for a comparison of all traffic, logistic, and metabolic systems are pathway maps, although these maps are a kind of metabolite-centric graphs that focus on the main compound being transformed. Many molecules in biochemical reactions are solely used as energy sources, electron acceptors/donors, or carriers of chemical groups. Thus the pathway map as a concept is closest to logistics, although it does not fully ignore 'waste' products of reactions as is commonly done in product structure graphs. If one were interested in a one-to-one mapping of networks, the following further abstraction could be made: in road networks only the crossing, merging, or division of vehicle flows is regulated. In metabolism, linear chains of reactions are often regulated by the same set of molecules and the corresponding genes may even be in the same operon [45] . Thus, those linear chains of reactions could be summarized into units that form the links of a new network, where only compounds that are the end-products of such a linear chain of reactions are represented by nodes. The result is a network similar to traffic networks, where only branching points are controlled (see figure 2(b) ).
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Flow control by periodic devices (a) Transformation of a product structure graph into a bipartite graph. The product structure graph represents the decomposition of the final product (root node) into its assembly groups (intermediate nodes) and atomistic parts (leaf nodes). The parts and groups are assembled bottom-up, therefore a machine node is inserted between each assembly group (output) and all its composing parts (input). The machine node illustrates which machine (or assembly station) performs the transformation of the lower level nodes to the assembly group one level above. This can lead to a multiple appearance of one and the same machine, e.g. if the transformation steps at M 2 and M 3 are performed by an identical machine. (b) Transformation of a production network into a bipartite graph. The links are provided by the part that is the output of the link's source and the input for the link's target. If there are multiple possible output parts that flow to the same machine (e.g. variants), the graph becomes a multigraph (see dotted link). From this graph representation it is not recognizable which input-output combinations a machine has, if there are multiple input or output parts. For example, it remains unclear whether a and b are prerequisites for both d and e , or whether maybe only a is transformed to d and b to e .
Network elements
The networks presented in section 3.1 are the structures in which the corresponding flow elements move. In the traffic model, cars constitute the flow in the network. Usually, one considers only one or two homogeneous types of cars. For a flow analysis, a distinction between heterogeneous types is not necessary, as the car behavior in traffic is relatively uniform (sometimes there is a distinct observation of cars and trucks). Furthermore, the network flow is to a great extent only dependent on the number of cars in the system. However, groups of cars, called platoons, play an important role in decentralized traffic control [25] . Cars that travel together at a close distance or cars that are waiting in the same queue form platoons, as shown in figure 5(a) . The flow elements in logistic networks are materials and products at every stage of production or assembly. The elements can range from raw materials over semi-finished products to finished and packed products. Groups of products in logistics are usually called lots or batches, as displayed in figure 5(b) . Lot-sizing takes place whenever it is reasonable to handle a group of products instead of single products. This applies especially to mass products and is less often the case when products are rather individual. Using lots in production primarily avoids setup times as one operation is carried out repeatedly. However, lots may also be formed due to customer orders or packaging restrictions. Operating traffic lights in a manner that leads to 'group formation' has two advantages that are very similar to the case of production logistics. (1) The 'cost' of setup times is equally distributed over all elements in a group so that, at the system level, switching becomes less expensive. (2) Due to the 'cost mechanics', groups of elements are prioritized (for example, by 'green waves') which leads to less switching and higher system throughput [25] . Additional flow elements in production networks, depending on the level of detail, can be workers, tools, consumables, files, etc. Finally, there can be a non-physical information flow representing, e.g., orders or status information.
Similarly to production logistics, compounds are transformed at each step of a reaction network. However, when it comes to a heterogeneity of elements and group formation, two perspectives exist:
(1) a generalization of material flow into metabolic fluxes whose heterogeneity is only given by their corresponding reaction; the only importance in this view is given to the amount of material carried per unit of time (typically measured as mmol s −1 );
(2) a more detailed look at the transport of specific kinds of atoms (most prominently carbon) or chemical groups (for example nitrate) and their flows through the system; here, the individual molecule matters because it consists of a particular number of elements that it carries through the system, and the aspect of grouping can be explored.
Depending on the concentration of these compounds, there may be large groups of the same kind present in a cell but there are never the same kinds of compounds in different parts of the network, in contrast to road networks. However, since we know the exact rules of material combination, as given by the network, and we know that only one type of material can be on a given link (or node if we consider the bipartite network), we can neglect the heterogeneity of the compounds and focus only on the material fluxes, their division, and fusion. Such a view on metabolism is adopted, for example, by flux balance analysis (FBA-see [40] ). In flux balance analysis optimal material flows are computed from the stoichiometric information on metabolism and an assumed objective function.
Compounds and reactions in metabolism are specific, a distinction we can neglect for a unified mathematical treatment. We only require the stoichiometric balancing of the system and all the other information is encoded in the metabolic network.
Flow organization
The routes of material s through a given network are determined by a number of factors. For each system, the degree of freedom of each factor varies between 'adaptive' and 'predetermined'.
(1) Plasticity. Networks are usually perceived as static, but this often corresponds only to a momentary snapshot. Roads may be closed due to construction works, jams, accidents, and other emergencies, production facilities in factories may break down, and the effective metabolic network is given by the fluxes through biochemical reactions triggered by gene expression. (2) Autonomy of elements. Despite the apparent homogeneity of cars in traffic networks, they are actually agents that behave individually since they have a specific origin and destination. Nevertheless, drivers behave in typical ways that can be reasonably well modeled, e.g., their preference for main roads, the main flow directions during rush hours, etc. In production and metabolic systems, the flow consists of inanimate objects and their fate is fully encoded by the system (see the next point). (3) Control. As specified in the previous point, the flow works differently in traffic networks on the one hand and logistics and metabolic networks on the other. Consequently, material flows are controlled differently as well. In urban road networks it is only the continuation of flow that is controlled. Usually, no constraints are imposed on the direction of the elements (with respect to the underlying network, of course). In logistics networks, the standard procedure is to maintain a production plan which details the exact route through the network. In the metabolism, we can broadly distinguish three different control strategies. (1) Similarly to the production plan there are global strategies in place that affect plasticity. Part of those global strategies respond to external signals and part to internal system states. (2) Then there are local feedback mechanisms, i.e., the concentration of downstream elements either negatively or positively influences the production rate of precursors upstream. (3) If more than one reaction competes for the same compound, the final route of that compound through the system depends on a stochastic process that is usually modeled by the likelihood of compound and enzyme (complex) encounter. The routes taken by compounds are then finally determined by stochastic processes that depend on the concentrations of enzymes and educts.
The idea of feedback has recently been adapted by the logistics community and was discussed in the framework of 'autonomous control' in, for example, [35, 43, 44] . Feedback control of machines itself is not a new topic, however, and has been discussed at length by systems theorists, e.g., Wiener [42] .
System dynamics
As discussed in section 3.3, control is a major contributor to the paths of material flows through a network. Control is also the key component of implementing system 'goals' or doi:10.1088/1742-5468/2011/05/P05004the enforcement of a desired system behavior. For all three types of system, based on the previous discussion of network elements, we can broadly distinguish two different kinds of control: (1) flow control carried out by the nodes determining which one of the incoming, conflicting flows is released; (2) path selection of the individual flow elements. The two means of control may also be used in a combined approach, as they are not mutually exclusive. However, the two approaches have different characteristics. The intersectionoriented flow control tends to be less complex because only the nodes make decisions. In contrast to this, the path-selection approach needs to take individual decisions for each flow element. Moreover, the path through the network may be fixed due to the above mentioned constraints resulting from the initial network design. Therefore, focusing on the network nodes as flow control devices seems to be the most promising approach.
To be able to carry out the aspired to comparison and transfer of control structures between the three fields of research, we need to take a closer look at the control structures of the different network types. In traffic networks, traffic lights at the intersection nodes control the flow of incoming cars by releasing or inhibiting selected flow directions. Thus, traffic lights switch between discrete states of flow and setups that are repeated periodically, as depicted in figure 1(a) . The behavior in production logistics is analogous: a buffer containing selected items is released for production on a machine. While these items are processed, any other items have to wait. Between the processing of two different flows, a setup time can be required. Hence, the controlling node in the logistic network cycles through discrete states, akin to the traffic light control. Control structures in metabolic networks, however, are more complex. There are three major means of metabolic regulation.
(1) Gene regulation and what it entails determines which reactions are available. If enzymes of a certain kind are not expressed, the probability of the corresponding reaction is very low. In the case where the expression of an enzyme is discontinued, it will take a while until the existing enzymes are degraded and the material flow stops. (2) Covalent enzyme modifications through, for example, signaling pathways. A typical modification is phosphorylation of an enzyme which leads to a conformational change that will either activate or deactivate the enzyme. This is a continuous type of regulation that, nevertheless, behaves in a switch-like way, as there are numerous enzymes present in a cell, but the signal is usually very abundant. (3) Regulation of the enzyme through non-covalent binding with other molecules.
Examples are the competition of similarly shaped molecules for the active site of the enzyme, binding of a regulatory molecules at a site other than the active site (allosteric), and positive or negative feedbacks via products of the same reaction.
There are, generally, no discrete states of flow and no-flow in metabolic networks. Rather, continuous states between zero and maximum flow (as physiologically determined) are possible and experiments measuring metabolic fluxes have shown that they span six orders of magnitude [1] . Despite the continuity of states, however, they often display sigmoid behavior individually, which is very close to an 'on-off switch'. For an overview of mathematical modeling of regulation in the metabolism, see [11, 12, 18, 45] .
Importantly, the control devices form their own network layer on top of the material flow network and these two networks may be interconnected in various ways (for an introduction to interconnectedness, see [9] ). We can imagine different scenarios here. • A global plan, like a production plan, implements the strategy for each individual control device. The control devices thus form isolated nodes in the control network that are each connected to a point in the material flow network by a single link. This kind of setup is depicted in figure 6(a) . A failure of a control device does not affect other control devices but may cause further failures that spread from the point it controls through the material flow network.
• In Lammer et al [27] , the authors present a model of traffic control that relies on phase synchronization of control nodes with their neighbors. Hence, the control network mirrors the structure of the material flow network similarly to the scheme shown in figure 6(b) . Still, the two networks are interconnected by individual links between one controlling node and a point on the material flow network. Failures on either network may proceed through both networks.
• In the case of adaptive traffic control [25] , control devices are influenced by the material flow on incoming links, as shown in figure 6 (c). In order to avoid cascading failures of control due to the traffic situation, the stabilizing control takes over at critical traffic levels. The stabilization scheme resorts to a control scheme, as shown in figure 6 (a).
• The metabolism offers the most complicated situation of all. Gene regulation represents a network with clear hierarchies but no evidence for centralized control. The state of the regulatory networks depends on key external signals, but certain elements of the material flow may also influence the regulatory state and thus become control devices themselves. Beyond the transcriptional regulatory network, other mechanisms of regulation exert an influence on the expression state of metabolic genes and thus on the availability of enzymes: the three-dimensional folding structure of the DNA determines whether a gene can be read off and small regulatory RNAs play a major role as a set of specific regulatory factors. In addition, the transcriptional machinery is under strong regulation, as are the proteins involved in the shaping of DNA compactification and decompactification [29] . Local, decentralized control is in place to achieve one or more system-wide goals. The overall goal in traffic networks is obviously to minimize the average travel time of each car, or the overall travel time [6, 19, 25] . As there is a maximum velocity for cars in road networks, minimizing or avoiding waiting times or times of reduced speed (congestion) seems an appropriate goal. One important constraint, however, exists: there is a maximum waiting time at intersections for single cars, as drivers would not accept excessive waiting times, even if this would contribute to a higher performance regarding the overall goal.
The performance of a production logistics system is measured according to the four targets of production logistics: high schedule reliability, short throughput time, high utilization, and low work in progress [33] . Beside these four performance measures, low cost per unit is a goal.
Short throughput time more or less corresponds to the aspired to low travel time in traffic. High schedule reliability corresponds to the aforementioned constraint of aiming to avoid excessive waiting times. The two remaining targets, high utilization and low work in progress have no counterparts in the traffic model, as utilization and the number of elements in the system are externally determined parameters. The four logistic targets are interconnected and influence each other. For example, enforcing a high utilization of the system usually leads to a high amount of work in progress, and vice versa. Therefore, a simple optimization of the target system consisting of the four individual targets is not possible. A trade-off has to be found between the conflicting targets rather than optimizing all of them at once. This can be achieved by using weighting factors to display a certain preference for each target [44] . Another possibility is to find a suitable switching strategy that selects the target that currently needs to be controlled depending on the state of target achievement.
As in logistics, the metabolism and its regulation underlie a number of often conflicting goals. One of the most well-known goals is energy production and minimization of energy consumption, which is in direct conflict with robustness and necessary redundancy. But there are a number of other factors that play a role, for example the synthesis of building blocks for the maintenance and proliferation of the cell, minimal production of toxic or reactive compound species, or maintenance of physiological conditions (which include acidity, salinity, osmolarity, etc). In the field of flux balance analysis, some of these goals are stated in a vector of compounds a cell should produce, and others may be encoded in the system itself (like export of toxic substances, robustness to fluctuating conditions, etc).
Overall, the goals discussed so far define distinct strategies that steer the system toward certain behaviors. Beyond that we can also identify 'meta-goals' that can only be achieved by a combination of strategies implemented in the system. In logistics, for example, one such 'meta-goal'is sustainable production that results in long market times. Quite similarly, the struggle for survival in organisms allows more time for reproduction and potentially successful proliferation of genetic material. Surprisingly, success in both fields is measured as performance in competition, be that at the market or in evolution.
In summary, we have identified elements from traffic, logistics, and metabolic systems that perform similar functions and display comparable behavior. Thus we have shown that extending an existing mathematical formalism to all three systems is not only plausible but also advantageous. We have therefore found the common description that we asked for in section 1. Consequently, any description or theory found in one field of study can immediately be applied to and verified in the other fields. Apart from the benefits each area of research may reap from this, it also clarifies the generalizable and limiting properties of any such model. On the basis of this general formalism we can proceed to elucidate the remaining questions posed in section 1 that ask about the performance of existing procedures in other areas of research and whether synchronous system behavior depends on system topology.
Network simulation experiments
Experiment setup
In order to address the questions repeated in the last paragraph, we have implemented a computer simulation model of a flow control procedure that can be applied to any network type. The flow control used here was initially developed by Lammer and Helbing [25] for the purpose of traffic light control in urban road networks. The goal of this self-organized algorithm is to minimize the global waiting time for vehicles in an urban road network. The algorithm lets each intersection in the network independently decide which of all incoming traffic flows is allowed to pass the intersection, while all other flows have to wait (i.e. switching one traffic light to green while all other lights are set to red).
The control algorithm can operate in two states, depending on the load of the incoming roads. The standard control mechanism is based on a priority index which is calculated and constantly updated for each incoming road at an intersection. If the flow from the road with the highest priority index value is already active (green), the road remains open. At a certain point in time, when the priority index value of another road becomes highest among all indices at that intersection, the active flow is stopped (red) and the highest priority flow is activated (green). The switching does not take place immediately, as there is a setup time during which all flows are stopped. This represents the fact that a road intersection has to be cleared before a conflicting flow can be released. When switching from flow σ, the priority index π j,i for each inflow i at a specific intersection j is the ratio of the expected number of arriving vehiclesn i and the sum of the necessary setup time τ i , the expected green timeĝ i required to let all vehicles inn i pass, and a penalty value τ pen i,σ [28] :
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A major difference from other existing traffic control algorithms is the fact that not only vehicles in a waiting queue at the traffic light are considered, but also vehicles that are about to arrive in the future. Therefore, the future state of the system recognized as switching is not immediately carried out due to the setup time. Consequently, a rising value of expected and waiting vehiclesn i in the numerator increases the priority index value. All other parameters in the denominator have a reciprocal influence on the value of the priority index: a higher setup time τ i impedes switching due to the resulting inactivity of all flows during setup. The same applies for the required green timeĝ i . The more gaps there are between the vehicles, the higher the required time to let them pass the intersection is. Finally, a penalty τ pen i,σ for switching back to the currently active flow is included. τ pen i,σ = 0 if i is the currently active flow (i = σ); otherwise the penalty is a fraction of the setup time, representing the additional waiting time per vehicle needed to give up the current flow and to switch back later. Hence, at each intersection j there exists a vector of priority indices at each time step, from which the largest element is chosen and control is exerted accordingly. At the system level, these vectors form a matrix very similar to the adjacency matrix, except that the entries are values of the priority indices.
The second control scheme is simpler and takes into account that waiting queues need to be cleared before they grow too large. This especially applies if the traffic load in the system is increasing toward the maximum capacity. A continuous switching between competing high level flows would result in high waiting times due to excessive setup times. This second control scheme (the 'supervisor') is activated immediately when the length of one waiting queue exceeds a critical threshold n crit i . The control algorithm then activates this flow until the queue is cleared or a maximum green time g max i has been reached. If, in the meantime, another vehicle queue exceeds the critical threshold, it is handled consecutively in the same way until no queue length exceeds the threshold anymore. The control is then carried out again based on the priority index. A detailed description of the complete control algorithm can be found in [25] and [28] .
The above presented algorithm switches between the priority-driven and the stabilization-control schemes as dictated by the given traffic situation. Despite the decentralized means of control, the system self-organizes and coordinates to produce a better system-wide solution. This has been simulated so far on lattice-shaped road networks [25] and for the actual traffic situation in Dresden, Germany [26] .
As we now want to compare the behavior of traffic, production, and metabolic networks, we keep the model as abstract as possible in order to apply the control algorithm to the three different network types. We let the algorithm operate on six different networks, two different sizes of each network type (only the results for the larger networks are shown here). Figure 7 (a) shows a large Manhattan network layout including 25 intersection nodes and 20 boundary nodes. Each boundary node can have inflow and outflow at the same time. The production network displayed in figure 7(c) has 40 intersection nodes and five inflow and five outflow nodes. A metabolic network was approximated using a graph grown by preferential attachment [5] . The undirected graph produced by that algorithm was converted by making each edge bidirectional as for the case of traffic networks. The resulting graph may be considered representative of metabolic network structure, because compounds in a metabolic network have a wide distribution of incoming and outgoing links that are roughly scale-free. From the 40-node graph, 10 were boundary nodes. The network was constructed in such a way that boundaries only had connections to intersections. Elements on such a random graph were made to choose directions at intersections with equal probability (going backwards was disallowed). Due to the random structure simulations, we performed the simulations on 30 different topologies and report the mean values here (see figure 7(b) ). All networks consist of boundary nodes, intersection nodes, and directed links. Boundary nodes let new elements enter into the system. The inter-arrival times of the elements were exponentially distributed up to a cut off parameter determining the minimum interval length. If there were multiple outgoing links connected to a boundary node, the element was randomly placed on a link. Elements that reached a boundary node via an incoming link were removed from the simulation. The flow cycles at intersection nodes were controlled as explained above. For the purpose of comparison, we also conducted simulation runs with fixed-cycle lengths at the intersections. The connecting link had a length of 40 units and elements moved along the links at a speed of 1 unit per time unit, resulting in a maximum capacity of 40 elements per link.
To address the three questions from section 1, we conducted simulation runs with the above control algorithm for all three network types. We determined the performance (waiting time per element in system) and created figures reflecting the oscillatory behavior (i.e. the frequency distribution of green phase intervals).
Results of the computer simulations
The first set of collected data aims at answering the first two questions: 'Is it possible to develop a unified description of control in traffic, production, and metabolic networks? ' and 'Can we transfer existing, well performing control procedures from one network type to the other network types and simultaneously keep up the level of performance? ' We have documented the average waiting time per elementw element by recording the global waiting time W and dividing it by the number of elements n that have entered the system since the beginning of the simulation:
The global waiting time W is the sum of all elements that do not move e stop t over all time steps T :
In an ideal scenario, the flow control would manage to let all elements pass without waiting, resulting in a global waiting time W = 0. Figure 8 (a) displays the average waiting time per elementw element for the 7 × 7 network 3 depending on the mean inflow rate per boundary node. The mean inflow rate corresponds to the reciprocal value of the mean inter-arrival time (i.e. 2, 4, 6, 8, 10, 20, 30, 40) . The fixed-cycle lengths 'low', 'medium', and 'high' were set to 1, 2, or 3 times the setup time. It can be seen that the self-organized control outperforms the fixed-cycle control at nearly all levels of system load. Although the authors of the original publication of the algorithm were using a slightly different performance key figure (average queue length), our results correspond to their findings regarding the algorithm's performance (see [25] , figure 12 ). Beyond an inflow rate of 0.25, the average waiting time per element increases rapidly and the system becomes overloaded. Interestingly, the global waiting time in the case of self-organized control decreases monotonically as the inflow decreases, while the fixed-cycle control is not able to achieve a decrease in waiting time beyond a certain point (an inflow rate of 0.1 or lower).
The production network illustrated in figure 8(b) shows a very similar behavior regarding the relationship between fixed-cycle and self-organized control. Among the fixed-cycle control simulations, the medium cycle length dominates the other cycle lengths in the non-overloaded simulations, while the low cycle length is more successful in the traffic simulation for inflow rates below 0.1. This might be a result of the different node degrees, as a higher number of incoming links leads to a higher amount of time spent for the setup. Therefore, longer waiting periods need to be compensated for by longer green times. As there is no typical degree in metabolic networks, the performance of the fixedcycle control varies a lot more than in other networks. In particular, the low cycle length shows an unexpectedly bad performance. Interestingly, the average waiting time for all methods of control already increases sharply from an inflow rate of about 0.033 on, while in other networks this point is only reached between 0.167 and 0.25 (see figure 8(c) ). In the sensible range of inflow rates, the self-organized control outperforms the fixed-cycle control even in this inhomogeneous network architecture.
Coming back to the need for a unified description of control in the different type of systems and the possible transfer of existing control procedures between them, we can state that such a unified model exists and furthermore that the simulation experiments show that this model can also be applied to a large variety of environments. Additionally, the self-organized traffic light control has been successfully transferred and applied to different network structures. We are confident that additional control strategies can be applied across different network types.
A second set of data has been collected to support the search for an answer to the third question: 'Can we identify coherent or synchronous behavior in adaptive control structures regardless of the network type? ' To study this we chose again a measure used in [25] , the service interval frequency distribution. The service interval z i of a link i directed to a node p is defined as the duration between the start of a green phase and the start of the successive green phase. This means that z i is the sum of the green time g i , the red time r i , and the setup time τ i :
The red time r i is again the sum of the green times and setup times of all incoming links I p at the intersection node p, except link i itself.
The frequency of the occurrence of a service interval tells us a lot about periodic behavior. If certain service interval durations occur more often than other intervals, we can assume that there is a repetitive process of equal duration. Let us now discuss the service interval frequency density graphs of the three network types. Figure 9 shows the service interval frequencies for five different inflow ratios at the boundary nodes. Each inflow rate is represented by one of the curves. The graphs have several of the expected peaks indicating periodic behavior. We divided the observed peaks into queue-clearance peaks and setup-time peaks. The queue-clearance peaks have already been observed in [25] and these peaks have been associated with self-organization behavior. Here, we want to give a more detailed explanation of the origin of the queue-clearance peaks: first, the peaks occur exactly at multiples of 45; second, there is no peak at 45 itself. Finally, the queue-clearance peaks only occur for high inflow rates, i.e. at high system load. It turns out that there is a simple reason that explains these observations. All simulation scenarios were run with a setup time τ i of 15 and a maximum green time g max i of 30 for all links i, which adds up to 45. As the networks under high load tend to work predominantly in the second control regime which clears the queues on a rotating basis, we observe service interval durations which are multiples of the sum of the maximum green time and the setup time. Service interval durations of 45 do not appear, because this would mean that one link would be served immediately again after its own green phase (including setup), which is not possible according to the control rules of the clear queue control state. Therefore, the periodic behavior we see here is determined by the system parameters. All three network types show these peaks. However, the frequency distribution of the production network service interval frequency density differs slightly from the other types, because there is only one peak that can be observed. This is a result of the nodes' indegree of 2. The switching can only take place between two alternatives, so that there is only one possible duration of the service interval. In networks with nodes that have a higher indegree, incoming links do not necessarily take turns in the same order all the time. Switching may occur only between highly utilized links, if other links are less utilized. These results can be reproduced with any other combination of τ i and g max i .
In contrast to the above mentioned observation, the peaks in the setup time occur in scenarios with low utilization. The gap between the peaks is τ i + , where ∈ N and is a small number (1 or 2). Here, the reason for the accumulation of service interval frequencies is the fact that, in a scenario with very low load, the intersection control algorithm often lets only one element pass the intersection and immediately switches to another flow. In the scenario with a mean inflow rate of 0.025, we have a mean inter-arrival time of 40 between elements. This implies the appearance of isolated elements on the network links. The intersection often needs to serve one element only and then switches to another flow, as there is simply no other element approaching in the currently served flow direction. Therefore, the duration of the service interval consists only of a multiple of the sum of the setup time and the time needed to let a single element (or sometimes two elements) pass. A major difference from the queue-clearance control is the occurrence of durations of the service interval of single green phase lengths (e.g. τ i + 1, but not 2(τ i + 1)). While in the setup time, the priority index control allows the intersection to update its decision on which flow to activate next. It is possible that the priority indices change during the setup time, and, consequently, after the setup time, the same flow may be activated again, resulting in a service interval duration z i with τ i + 1 < z i < 2(τ i + 1).
The metabolic model networks were also analyzed for the effect of topology on the average queue length at intersection nodes. In figure 10 , we can observe that the mean queue length at intersection nodes is correlated with their indegree. The figure depicts the results for 30 randomly initialized networks and their simulations. For intermediate loads (inflow intervals of 40, 30, 20) , one observes a sigmoid dependence of the queue length on the indegree. In this regime, the graphs consist, qualitatively speaking, of two types of nodes: low-degree nodes with very small queue lengths and high-degree nodes with very large queue lengths. The results using betweenness centrality as a topological measure look very similar but, of course, betweenness centrality and indegree are strongly correlated. An analogous analysis regarding the edge betweenness centrality reveals no such correlation (results not shown).
Summary and conclusion
In this work, we have shown that there exists a formalism suitable for treating traffic, logistic, and metabolic systems in a unified way. Furthermore, this formalism allowed us to transfer a control setup for urban traffic flows to other systems, where it also performed well, independently of system structure. Future work will focus on the transfer of control strategies in the reverse direction, i.e. from metabolic networks to traffic or logistic networks.
To that end, we will propose an even more general model as well as more specific adaptations thereof that resemble production logistics and metabolic systems. Among this range of models from very abstract to very realistic we will then be able to study the impact of particular control strategies and how they affect the system performance at varying degrees of model complexity.
Perhaps the following, more detailed studies of the individual systems will also elaborate on two aspects that were largely ignored here. (1) There is an extreme separation of scales when comparing traffic, logistics, and metabolic systems. The separation applies to both time (the extensive manufacturing process or the travel time in traffic as compared to chemical alterations by enzymes) and space (from the size of cities down to the level of individual molecules). (2) Efficient management of resources is key to all of life. An extremely important aspect of the efficiency is recycling, an idea that has not yet firmly taken hold in the thinking of traffic control or production planning. . Assuming constant inflow and turning rates, the fixed-cycle control almost exclusively performs worse than the self-organized control, except for the most densely used network simulation (inflow interval 2). Generally, there is a separation between the lower end of network load (inflow interval 40, 30, 20) and the higher end (inflow interval 10, 8, 6, 4, 2). The less densely utilized networks have nodes that operate in two regimes. Nodes with a low mean queue length are found for indegrees between 1 and 12, whereas nodes with indegrees of at least 15 mostly operate with long mean queue lengths just like networks of higher utilization. Note that the maximum possible queue length in these simulations was set to 40.
