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Abstract
The classiﬁcation of germs of smooth maps f : Rn → Rn induced by the continuous
Newton method −f ′(x)x˙=f (x) is addressed in this paper. This classiﬁcation problem is shown
to rely on an equivalence notion located between right and contact equivalences, driving the
classiﬁcation problem from the setting of quasilinear ODEs to the singularity theory framework.
One-dimensional problems and regular, n-dimensional cases are easily characterized, and normal
forms for them are given. Folded zeros in Rn display a much richer behavior: an invariant and
a preliminary normal form are derived for these cases.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
Let f ∈ C∞(,Rn), where  is an open set in Rn. Dynamical systems theory
considers f as a vector ﬁeld which, from a local point of view, can be classiﬁed using
different notions of Ck equivalence (k ∈ {0, 1, . . . ,∞}) or Ck orbital equivalence
characterizing the phase portrait of x˙ = f (x) near a given x∗ ∈  [1,3,15,27]. In
contrast, in singularity theory [2,4,5,11,12,21,22,40], the germ of f at x∗ is said to be
left–right equivalent (or A-equivalent) to germs of maps of the form ◦f ◦, where 
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and  are local diffeomorphisms about x∗ and f (x∗); broadly speaking, this approach
does not consider dynamic aspects.
The local dynamic classiﬁcation is not trivial only at equilibrium points (see [1,
Proposition 19.1]), where f (x) = 0 and, specially, at non-hyperbolic equilibria. In
turn, due to the rank theorem, the singularity theory classiﬁcation is not trivial only
at points where the rank of the Jacobian matrix J (x) drops. If J is non-singular in
some open dense subset of , the latter condition deﬁnes the singular set det J (x) = 0.
Hence, an interesting interaction between both theories is expected when considering
the local classiﬁcation of singular equilibria for the quasilinear ODE
−f ′(x)x˙ = f (x). (1)
System (1) deﬁnes the so-called continuous Newton method; the classical Newton iter-
ation
−f ′(xk)(xk+1 − xk) = f (xk) (2)
for the location of zeros of f is obtained through Euler integration of (1) with stepsize 1.
In the problem of determining singular roots (where f (x∗) = 0, rk J (x∗) < n), which
arise for instance at bifurcation points in continuation methods, certain integration
schemes different from Euler’s yield quadratically convergent techniques, improving
the behavior of the classical Newton method at singular solutions. See [13,17,33–36]
and references therein.
Two germs of maps f and f˜ will be called Newton-equivalent if the corresponding
systems (1) are locally equivalent; for the corresponding theory of quasilinear ODEs
A(x)x˙ = f (x), with A ∈ C∞(,Rn×n), f ∈ C∞(,Rn), the reader is referred to
[10,19,20,23,28,30,32,37,38,41]. Note that the local classiﬁcation problem of A(x)x˙ =
f (x) involves germs of maps in C∞(,Rn2+n), whereas the very particular form of
(1) places the problem in the space C∞(,Rn), meaning that systems of the form (1)
are extremely degenerate in the space of quasilinear ODEs. Nevertheless, our approach
attempts to describe the qualitatively different local behaviors which can be displayed
by Newton’s method near zeros of smooth maps f : Rn → Rn, and therefore is believed
to be of interest in the context of root-ﬁnding problems.
In Section 2, this equivalence for Newton systems will be shown to yield a particular
form of contact equivalence [4,5,12,22] between f and f˜ . The classiﬁcation problem
will therefore be driven to the singularity theory setting. A particular, important form
of Newton equivalence will be deﬁned as semilinear equivalence. One-dimensional
problems and regular, n-dimensional cases are characterized at the end of Section 2,
where normal forms are given for both families of problems.
Folded zeros in Rn display a much richer behavior under Newton’s method; they are
considered in Section 3. The problem can be simply stated as how the unique (contact or
left–right) class of folds is split under Newton equivalence. The classiﬁcation problem
for these folded zeros goes beyond the results discussed in the above-mentioned works
[19,20,23,32,37,38,41] due to the very particular structure of (1), which would frame
singular equilibria within the class of resonant I-singularities, in the terminology of [38].
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It does not fall in the framework of [6], either, due to certain regularity assumptions
on the linearized problem needed there. A preliminary normal form is presented in
Theorem 3. A key role in this classiﬁcation problem is played by an extension of the
quadratic differential of f, which deﬁnes an invariant distinguishing at least n different
Newton classes of (non-degenerate) folds. This invariant is easily computable in terms
of f, as discussed in Theorem 4.
Some ﬁnal remarks, including the proof that the above-mentioned invariant is actually
a topological orbital one (Theorem 5), together with some open questions and directions
for future research, can be found in Section 4.
All operators will be assumed in this paper to be smooth, meaning C∞. With 
and ˜ we will represent open sets in Rn with x∗ ∈ , u∗ ∈ ˜, whereas the maps f
and g will verify f ∈ C∞(,Rn), g ∈ C∞(˜,Rn). By Rn×n we represent the set of
real, n×n matrices. We refer to the number of negative, positive, and null eigenvalues
of a square symmetric matrix as the index, coindex, and nullity of the matrix. For
a bilinear symmetric function, we use also the terms index, coindex, and nullity to
denote the number of negative, positive, and null diagonal entries in any diagonal-
matrix representation of the bilinear form. The three quantities together will be called
the inertia of the matrix or of the symmetric bilinear function.
To simplify notation we represent as uv the usual scalar product of vectors in Rn,
so that uv = ∑ni=1 uivi . From the context there should be no confusion with the
arguments of bilinear maps such as the second differential f ′′(x∗) which, considered
as a symmetric bilinear mapping Rn × Rn → Rn, maps (u, v) into f ′′(x∗)uv ∈ Rn.
With these conventions, the expression wf ′′(x∗)uv stands for the scalar product of the
n-dimensional vectors w and f ′′(x∗)uv. Given a ﬁxed vector w ∈ Rn and a linear
operator A ∈ L(Rn,Rn), the product wA denotes the linear function Rn → R deﬁned
as p → wAp; in matrix notation, wA would denote the product of the row-matrix
representation of w and the matrix representation of A in the canonical basis. Finally,
wf ′′(x∗) would represent the bilinear function Rn × Rn → R mapping (u, v) into
wf ′′(x∗)uv ∈ R.
2. Newton equivalence
Quasilinear ODEs A(x)x˙ = f (x), with A ∈ C∞(,Rn×n), f ∈ C∞(,Rn),  ⊆
Rn, differ from explicit ODEs in the possible existence of singular points, where
rkA(x) < n. A constantly rank-deﬁcient matrix A typically deﬁnes a differential-
algebraic equation [8,14,29,31], normal forms having been considered for these in
[10]. Rank drops only in lower dimensional manifolds of the state space yield singu-
larities, and normal forms for these singular quasilinear ODEs have been derived in
[23,32,33,38,41]. Singularities in the differential-algebraic context have been analyzed
in [6,7,32,39].
The natural equivalence notion for quasilinear ODEs is based on a local coordinate
change x = (u) and premultiplication by a smooth, non-singular matrix-valued map-
ping E(u), as displayed below. Note that the latter does not change the trajectories of
the system.
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Deﬁnition 1. Let A ∈ C∞(,Rn×n), f ∈ C∞(,Rn), B ∈ C∞(˜,Rn×n), g ∈
C∞(˜,Rn), where  and ˜ are open sets in Rn. The quasilinear ODEs A(x)x˙ =
f (x), B(u)u˙ = g(u) will be said C∞-equivalent locally around x∗, u∗ if there exist
open neighborhoods U1 ⊆ ˜ of u∗, U2 ⊆  of x∗, a C∞-diffeomorphism  : U1 → U2
with (u∗) = x∗, and a C∞ non-singular matrix-valued mapping E : U1 → Rn×n, such
that, for all u ∈ U1,
g(u) = E(u)f ((u)), (3a)
B(u) = E(u)A((u))′(u). (3b)
The relation between f and g depicted in (3a) is called a contact equivalence [12,22],
and has been also referred to as K-equivalence and V-equivalence [4,5]. As indicated
in [12], this is the most general set of equivalences preserving the structure of the
zeros of f. Note that, for the equivalence of the quasilinear systems, the pair E, is
required to link additionally A and B through (3b).
Deﬁnition 2. The germs of two smooth maps f, g: Rn → Rn at x∗, u∗ are Newton-
equivalent if the corresponding quasilinear systems −f ′(x)x˙ = f (x) and −g′(u)u˙ =
g(u) are C∞-equivalent locally around x∗, u∗.
Proposition 1. The germs of two smooth maps f, g: Rn → Rn at x∗, u∗ are Newton-
equivalent if and only if there exists a local contact equivalence
g(u) = E(u)f ((u)), (4)
with (u∗) = x∗, verifying additionally
0 = (E′(u)·)f ((u)). (5)
In (5), E′ : U1 → L(Rn,Rn×n) stands for the differential of E : U1 → Rn×n;
speciﬁcally, given u ∈ U1, E′(u) is the linear map Rn → Rn×n deﬁned as p →
E′(u)p ∈ Rn×n with (E′(u)p)ij = ∑nk=1 eijuk pk , where eij is the (i, j)-entry of E.
Eq. (5) expresses that, for any argument p, the product (E′(u)p)f ((u)) must vanish,
and can be alternatively written as
0 = E
uk
(u)f ((u)) = 0, k = 1, . . . , n. (6)
Another interpretation of these identities is discussed in Section 4.
Proposition 1 follows immediately from the fact that equivalence (3) would yield in
this case (4) together with g′(u) = E(u)f ′((u))′(u). From the latter expression and
the differentiation of (4) we get (5).
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This result drives the Newton classiﬁcation problem to the setting of singularity
theory. Speciﬁcally, every contact class in the space of germs of maps at a given
point will be split into one or more “Newton” classes. For instance, the planar maps
f±(y, z) = (y, z2 ± y2) are equivalent to the fold (y, z2) using either contact or left–
right equivalence, as can be easily checked by taking  = id and
E(y, z) =
(
1 0
∓ y 1
)
,
or (f±) = (f±1 , f±2 ∓(f±1 )2), respectively. In Section 3 it will be shown that (y, z2±
y2) belong to different Newton classes.
Recall that two germs of maps f, g at x∗, u∗ are called right-equivalent if there exist
open neighborhoods U1 of u∗, U2 of x∗, and a C∞-diffeomorphism  : U1 → U2 with
(u∗) = x∗ such that, for all u ∈ U1, it is g(u) = f ((u)). Taking E = In in (4) and
(5), the following is then immediate.
Proposition 2. The right equivalence of germs of smooth maps Rn → Rn implies their
Newton equivalence.
More generally, (5) will be satisﬁed if E is constant. These important cases motivate
the following deﬁnition, from which Proposition 3 below is immediate.
Deﬁnition 3. The germs of two smooth maps f, g: Rn → Rn at x∗, u∗ will be called
semilinearly equivalent if f and g are locally related by a contact equivalence with
constant E, that is, by a relation of the form
g(u) = Ef ((u)) (7)
for u in U1,  being a C∞-diffeomorphism U1 → U2 with (u∗) = x∗, and E being
a non-singular matrix in Rn×n.
This can be also seen as a strengthened version of left–right equivalence, imposing
that the left diffeomorphism  be linear. Hence, all invariant notions of contact and
left–right equivalence will be also invariant under this semilinear relation.
Proposition 3. The semilinear equivalence of germs of smooth maps Rn → Rn implies
their Newton equivalence.
Note that the functions ±x2 are semilinearly equivalent but not right equivalent. The
same happens with the planar maps (y, z2+y2+y) (y, z2+y2), which are semilinearly
equivalent via
 = id, E =
(
1 0
−1 1
)
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but not right equivalent. The latter can be easily seen from the fact that the discriminant
f (f ) (f denoting the singular set) is invariant under right equivalence.
A more subtle question is the distinction between Newton and semilinear equiva-
lences. The germs of the planar maps
f (y, z) = (1, y), g(y, z) = (1+ y2, y) (8)
at the origin can be checked to satisfy (4) and (5) via
 = id, E(y, z) =
(
1− y2 2y
0 1
)
.
Assume that there exists a semilinear relation between f and g; this would mean that,
for certain non-singular, constant matrix E and certain local diffeomorphism , we
would have
1+ y2 = e11 + e121(y, z),
y = e21 + e221(y, z).
Taking partial derivatives w.r.t. to y and performing some elementary computations we
would get 2e22y − e12 = 0, that is, e12 = e22 = 0, in contradiction with the non-
singularity of E. This example shows that, in general, Newton equivalence does not
imply semilinear equivalence.
2.1. One-dimensional problems
Theorem 1. The germ of a smooth function f : R→ R at a point x∗ where f (x∗) =
f ′(x∗) = . . . = f (k−1)(x∗) = 0, f (k)(x∗) = 0 for some k1, is Newton-equivalent to
the germ of xk at zero.
Proof. Under the working hypotheses, the germ of f at x∗ is right-equivalent to the
germ of ±xk at zero, the ± sign equaling that of f (k)(x∗) (see e.g. [9, Theorem 3.3]).
Both cases are semilinearly equivalent via E = (∓1) to the germ of xk . 
A local normal form for the continuous Newton system in smooth one-dimensional
problems, near a zero with non-vanishing Taylor series, is
x˙ = −x
k
, (9)
where k ∈ N is the order of the ﬁrst non-vanishing derivative. In regular cases (k = 1),
this normal form amounts to x˙ = −x. The unique-1 eigenvalue is responsible for
the quadratic convergence of Euler’s discretization with stepsize 1, which yields the
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classical Newton iteration. In singular cases (k > 1), quadratic convergence is lost in
the standard Newton iteration, but it is easily recovered by using stepsize k in the
discretization. In higher dimension this will deﬁne a much more subtle problem.
Note also that, for odd k, ±xk are right-equivalent, what is not the case if k is even.
With even k, the two different classes under right equivalence (with representatives +xk
and −xk) are glued into only one under semilinear equivalence and also under Newton
equivalence (4) and (5).
2.2. Regular zeros
A point x∗ is said to be regular for a smooth map f : Rn → Rn if rk f ′(x∗) = n. It
is called a zero if f (x∗) = 0. Note that both notions are invariant under contact and,
in particular, Newton equivalences.
Theorem 2. The germ of a smooth map f : Rn → Rn at a regular zero x∗ is Newton-
equivalent to the germ of (y1, . . . , yn) at zero.
Proof. It sufﬁces to observe that y = f (x) is a local diffeomorphism mapping a
neighborhood of x∗ onto a neighborhood of the origin. 
A local normal form for Newton’s system around a regular zero is
y˙ = −y. (10)
Again, the fact that the spectrum of the Newton system amounts to a semisimple eigen-
value −1 yields quadratic convergence in the classical Newton iteration, obtained after
Euler discretization with stepsize 1. For singular problems this quadratic convergence
will be lost and cannot be recovered by changing the stepsize if n > 1, what motivates
the use of other discretization schemes such as Runge–Kutta methods: see [36] for
details.
3. Folds
The results so far can be summarized as follows. The germs of smooth one-dimen-
sional functions with non-trivial Taylor series at a given zero are split into one or
two classes under right equivalence, depending on the parity of the ﬁrst non-vanishing
derivative. In any case, a unique class is depicted under contact equivalence, and this
is also true under Newton equivalence, as proved in Theorem 1. For regular zeros in
Rn, right equivalence and contact equivalence deﬁne a unique class, so that Newton
equivalence (located between both) should obviously deﬁne a unique class, consistently
with Theorem 2.
Now, a point x∗ is said to be a fold for a smooth map f : Rn → Rn if rk f ′(x∗) < n
and (det J )′(x∗)p = 0 ∀p ∈ ker f ′(x∗)− {0}. The latter implies rk J (x∗) = n− 1, and
it can be checked that (y, z2), y being (n− 1)-dimensional and z a scalar, constitutes
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a normal form for folds under either contact or left–right equivalence (a derivation of
this follows Theorem 3). The natural step is to check how Newton equivalence splits
this unique contact class of folds.
Theorem 3. The germ of a smooth map f : Rn → Rn at a folded zero x∗ is Newton-
equivalent to the germ of
(y, z2 + (y))
at the origin, y being (n− 1)-dimensional, z a scalar, (y) = q(y)+ (y) with q(y) =
±y21 ± · · · ± y2m for some m ∈ {0, . . . , n − 1} (m = 0 meaning q ≡ 0) and (y) =
O(||y||3).
Proof. Via Morse lemma with parameters [9], it is not difﬁcult to check that there
exists a local diffeomorphism x = (u, z), with u (n − 1)-dimensional and z scalar,
verifying x∗ = (0, 0) and transforming the germ of f into the right-equivalent form
f ((u, z)) = (u,±z2 + h(u)) (11)
for some smooth h with h(0) = 0.
Now, premultiplication of (u,±z2 + h(u)) by the constant matrix
(
Ir 0
∓ h′(0) ±1
)
yields a semilinear equivalence to (u, z2 + hˆ(u)), with hˆ(0) = 0, hˆ′(0) = 0.
Additionally, from elementary algebra we know that there exists a linear change of
coordinates u = Py for which
j2hˆ(Py) = ±y21 ± y22 . . .± y2m ≡ q(y). (12)
This means that hˆ(Py) = ±y21 ± y22 . . .± y2m + (y) ≡ (y), and therefore the map has
been proved Newton-equivalent to (Py, z2 + (y)). Premultiplication by
(
P−1 0
0 1
)
yields the equivalence to (y, z2 + (y)). 
The normal form
y˙ = −y, (13a)
2zz˙+ ′(y)y˙ = −z2 − (y) (13b)
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naturally follows from the result above. Note that (13) can be rewritten as the (non-
Newton) system
y˙ = −y, (14a)
2zz˙ = −z2 + q(y)+ ˆ(y), (14b)
with ˆ(y) = −(y)+ ′(y)y.
The question arises whether the map (y) in Theorem 3 can be simpliﬁed further.
Note that, under right-equivalence, the discriminant easily shows that 1 = 2 yields
non-right-equivalent maps. On the other hand, (y) can be completely removed under
contact equivalence or left–right equivalence: using e.g. [12, Lemma 3.1, p. 58], (y)
can be rewritten as y11(y)+· · ·+yn−1n−1(y) for certain smooth functions i . Writing
 = (1, . . . , n−1), premultiplication by the matrix
(
In−1 0
−(y) 1
)
transforms (y, z2 + (y)) into the contact-equivalent form (y, z2). Under left–right
equivalence it is even easier: it sufﬁces to map (y, z2+(y)) = (g1, . . . , gn−1, gn) into
(g1, . . . , gn−1, gn − (g1, . . . , gn−1)).
Theorem 4 below provides a partial answer in this direction; the inertia of q(y) is an
invariant under Newton equivalence, so that no further simpliﬁcation of the quadratic
part is possible and, considering only non-degenerate cases, at least n different Newton
classes are displayed in n-dimensional problems. Further simpliﬁcation of the normal
form is the scope of future study; some remarks in this direction can be found at the
end of Section 4.
Some preliminary discussion is required before presenting Theorem 4. If f meets a
fold at x∗, we may choose a non-vanishing vector w in Rn such that
wf ′(x∗) = 0. (15)
Since rk f ′(x∗) = n− 1, this choice is unique up to a non-vanishing scalar.
Let us now consider the quadratic function  : Rn → R deﬁned by (p) =
wf ′′(x∗)pp. From the folded nature of the singularity it follows that wf ′′(x∗)pp = 0
for any non-vanishing vector p in ker f ′(x∗). We may therefore choose w in a way
such that
wf ′′(x∗)pp > 0 for some (hence any) p ∈ ker f ′(x∗)− {0}, (16)
what essentially amounts to the choice of an orientation in the cokernel of f ′(x∗).
Since the choice of w satisfying (15) and (16) is unique up to multiplication by a
positive scalar we conclude that, although  depends on w, its inertia does not depend
on w, and therefore is uniquely deﬁned by f. Note also that the above-deﬁned quadratic
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function , when restricted to ker f ′(x∗), can be also formulated in a natural way from
the quadratic differential of f at x∗ [2].
In the preliminary normal form depicted in Theorem 3, the positive condition in (16)
is reﬂected in the z2 term. The remaining values in the inertia of wf ′′(x∗) actually
yield the inertia of q(y); this provides a simple way to compute the quadratic part of
the normal form directly in terms of f.
Theorem 4. The above-deﬁned inertia is invariant under Newton equivalence, and
equals the one of z2 + q(y) in Theorem 3.
Proof. Let g be a smooth map whose germ at u∗ is Newton-equivalent to that of f at
x∗. We need to show that wg′′(u∗) is a bilinear form with the same inertia as wf ′′(x∗),
for some w satisfying
wg′(u∗) = 0, (17a)
wg′′(u∗)p p > 0, (17b)
with p ∈ ker g′(u∗)− {0}.
Let w be determined by w = wE(u∗). Using (5), we easily get
wg′(u∗) = wE(u∗)f ′((u∗))′(u∗) = wf ′(x∗)′(u∗) = 0,
meaning that w satisﬁes (17a).
Differentiating (4) twice and using (5), we obtain
g′′(u) · · = (E′(u)·)f ′((u))′(u) · +E(u)f ′′((u))′(u) · ′(u) ·
+E(u)f ′((u))′′(u) · ·,
whereas differentiation of (5) yields
(E′(u)·)f ′((u))′(u)· = −(E′′(u) · ·)f ((u)).
Using f (x∗) = 0, this relation implies that (E′(u∗)·)f ′((u∗))′(u∗) = 0 and, there-
fore,
g′′(u∗) · · = E(u∗)f ′′((u∗))′(u∗) · ′(u∗) · +E(u∗)f ′((u∗))′′(u∗) · ·. (18)
Noting that wE(u∗)f ′((u∗)) = wf ′(x∗) = 0 and that wE(u∗) = w, premultiplication
of (18) by w leads to
wg′′(u∗) · · = wf ′′(x∗)′(u∗) · ′(u∗) · . (19)
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Let p ∈ ker g′(u∗) − {0}. Then p = ′(u∗)p ∈ ker f ′(x∗) − {0}, since 0 = g′(u∗)p =
E(u∗)f ′((u∗))′(u∗)p = E(u∗)f ′(x∗)p and E(u∗) is non-singular. This means that
wg′′(u∗)p p = wf ′′(x∗)pp > 0,
showing that (17b) is veriﬁed.
Having checked that (17a) and (17b) hold, the coincident inertia of wf ′′(x∗) and
wg′′(u∗) follow immediately from the congruence relation depicted in (19).
It remains to show that this inertia is indeed that of z2 + q(y) in the preliminary
normal form of Theorem 3. But, writing g(y, z) = (y, z2 + q(y) + (y)), this follows
immediately from the choice w = (0, . . . , 0, 1). 
4. Additional remarks
Topological invariance. Within the class of folded zeros with non-degenerate wf ′′(x∗),
the Morse index [16,24,25] arising from Theorem 4 is actually a topological invariant,
namely, assumed well-deﬁned, this index is preserved under just homeomorphic co-
ordinate changes, and this remains true if time reparameterization is allowed. Brieﬂy,
different Morse indices yield systems which are non-equivalent not only in the smooth
classiﬁcation but also in the topological orbital one. This is stated in Theorem 5 below,
where regular trajectories means trajectories in the regular set.
Theorem 5. Let x∗, u∗ be folded zeros of f ∈ C∞(,Rn), g ∈ C∞(˜,Rn), respec-
tively. Assume that wf ′′(x∗) and wg′′(u∗) are non-degenerate, and that there exists a
homeomorphism  satisfying x∗ = (u∗), preserving the singular set, and mapping
oriented arcs of regular trajectories of −g′(u)u˙ = g(u) in a neighborhood of u∗ into
oriented arcs of regular trajectories of −f ′(x)x˙ = f (x) in a neighborhood of x∗. Then
the Morse index  arising in Theorem 4 is the same for both systems.
Proof. The key aspect here is that, for non-degenerate folded zeros, the topological
structure of impasse points and pseudoequilibria near the origin is determined by ˆ(y) =
q(y) + ˆ(y) = −y21 − y2 + y2+1 . . . + y2n−1 + ˆ(y) in (14b). Backward and forward
impasse points are deﬁned by the conditions ˆ(y) > 0 and ˆ(y) < 0, respectively,
whereas pseudoequilibria verify ˆ(y) = 0.
Except in the extremal cases  = 0 and  = n − 1, in which there are no pseu-
doequilibria in a punctured neighborhood of the origin, the set of pseudoequilibria is
locally a hypersurface with a singularity at zero, actually homeomorphic to a singu-
lar quadric. More precisely, if 0 <  < n − 1, in a neighborhood of the origin the
positive level sets of ˆ are homeomorphic to R × Sn−−2. This can be seen from
Morse lemma, which asserts the existence of a C∞ diffeomorphism y = (v) such
that ˆ((v)) = −v21 − v2 + v2+1 . . .+ v2n−1. Now, under the transformation
vˆi =


vi if i,
vi
√
−v21−v2+v2+1...+v2n−1
v2+1...+v2n−1
if i+ 1, (20)
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the quadratic manifold −v21 − v2 + v2+1 . . . + v2n−1 = k > 0 is homeomorphically
mapped onto {vˆ ∈ Rn−1/vˆ2+1 . . . + vˆ2n−1 = k}, which is obviously homeomorphic to
R × Sn−−2.
Therefore, if 0 <  < n − 1, the set of backward impasse points in a sufﬁciently
small open ball about the origin is homeomorphic to R+1 × Sn−−2, whereas the set
of forward impasse points may be analogously proved homeomorphic to Rn−×S−1.
If  = 0 (resp. n − 1), then the set of backward (resp. forward) impasse points is
homeomorphic to the punctured open (n − 1)-ball ≈ R × Sn−2, whereas the set of
forward (resp. backward) impasse points is empty.
Additionally, around non-degenerate folded zeros, both the set of forward impasse
points and the set of backward impasse points are invariant under topological orbital
equivalence. This is due to the preservation of both the singular set and the orientation of
trajectories, which imply that backward impasse points cannot be mapped into forward
impasse points, and vice versa. The fact that none can be mapped into pseudoequilibria
easily follows from the fact that the latter deﬁne the boundary between both types of
impasse points.
The result then follows from the fact that R1+1 ×Sn−1−2 is not homeomorphic to
R2+1 × Sn−2−2 if 1 = 2. 
4.1. Some open questions
Two major issues remain open. The ﬁrst one is the exact relation between Newton
and semilinear equivalences or, more precisely, the characterization of families of maps
for which the former amounts to the latter. The second question concerns to what extent
the normal form arising in Theorem 3 can be simpliﬁed. Both issues are the scope of
future study; we present below some partial results and cautionary examples in this
direction. For simplicity we restrict the discussion to planar cases. Higher-dimensional
cases and contact classes different from folds also deﬁne directions for future research.
Newton equivalence vs. semilinear equivalence. Let f be a smooth map R2 → R2
with a folded zero at a given x∗, and write the non-singular matrix valued smooth map
R2 → R2×2 E appearing in (4) as
E(u) =
(
e11(u) e12(u)
e21(u) e22(u)
)
. (21)
The relation depicted in (5) can be then rewritten as
(f1((u)) f2((u)))


ei1
u1
(u)
ei1
u2
(u)
ei2
u1
(u)
ei2
u2
(u)

 = 0, i = 1, 2. (22)
Since x∗ is an isolated zero for f [18], Eq. (22) implies that there must be functional
dependence relations (see e.g. [26]) h1(e11, e12) = 0, h2(e21, e22) = 0 among the
components of every row in E.
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The question arises whether for certain families of maps f, the unique solutions eij to
(22) are constants, what implies in particular that for these families Newton equivalence
amounts to semilinear equivalence. This is the case, for instance, if f meets the normal
form (y, z2+ y2+ (y)) in Theorem 3, what can be seen as follows. The normal form
(y, z2 + y2 + (y)) means, following the proof of Theorem 3, that f is right-equivalent
to the germ of (y,±z2+y±ky2+(y)) at zero, with k > 0 and the same sign holding
for ±z2 and ±ky2. Let x = 	(y, z) be the diffeomorphism realizing this normal form.
Inserting u = −1(	(y, z)) in (22) and using the chain rule, we get that a relation of
the form
(
y ± z2 + y ± ky2 + (y)
)


ei1
y
(y, z)
ei1
z
(y, z)
ei2
y
(y, z)
ei2
z
(y, z)

 = 0, (23)
must hold for i = 1, 2, having incurred in the notational abuse eij for eij ◦ −1 ◦ 	.
Equivalently,
y
ei1
y
+ (±z2 + y ± ky2 + (y))ei2
y
= 0, (24a)
y
ei1
z
+ (±z2 + y ± ky2 + (y))ei2
z
= 0. (24b)
Differentiating (24a) w.r.t. z, (24b) w.r.t. y, and performing some elementary computa-
tions, we get that ei2 must verify the relation
±2yzei2
y
+ (±z2 ∓ ky2 + 
(y))ei2
z
= 0,
with 
(y) = (y) − y′(y) = O(||y||3). This means that ei2 must be constant along
trajectories of the system
y˙ = −2yz, (25a)
z˙ = −z2 + ky2 ∓ 
(y). (25b)
One can check that the origin in this system is surrounded only by parabolic and
elliptic sectors, meaning that (0, 0) is in the limit set of all nearby trajectories. This
means that ei2 must be constant in a neighborhood of the origin, and so does ei1 as
can be easily seen from (24). Accordingly, the unique matrix maps verifying (22) for
germs of maps Newton-equivalent to (y, z2 + y2 + (y)) are constant ones; therefore,
in this setting, Newton equivalence does not differ from semilinear equivalence.
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This reasoning does not apply to the case (y, z2− y2+ (y)) since now there would
be hyperbolic sectors surrounding the origin in the analogue of (25). But this fact does
not rule out the possibility that also in this context Newton equivalence might amount
to semilinear equivalence. This is the scope of future study.
Simpliﬁcation of the preliminary normal form for folds. We ﬁnish the discussion with
two cautionary planar examples concerning the preliminary normal form (y, z2+ (y))
for folds. A reader might conjecture that, in the non-degenerate cases (y, z2±y2+(y)),
the normal form could be simpliﬁed further to (y, z2 ± y2). But this is not the case:
the germ of (y, z2 + y2 + y3) is not Newton-equivalent to that of (y, z2 + y2). If it
were, as indicated above there should be a semilinear equivalence between both maps,
that is, a relation of the form
y = e111(y, z)+ e12(21(y, z)+ 22(y, z)), (26a)
y2 + y3 + z2 = e211(y, z)+ e22(21(y, z)+ 22(y, z)). (26b)
Differentiating (26b) at the origin, it is easy to see that e21 = 0. This implies that
1(y, z) =
y
e11
− e12
detE
(y2 + y3 + z2).
From the differentiation of (26) one can also check that 2 must verify the relation
2(y, z) =
z
detE det′(y, z)
,
so that 2(y, 0) = 0. Setting z = 0 in (26b) we arrive at the contradiction y2 + y3 =
e22
(
y
e11
− e12detE (y2 + y3)
)2
.
On the other hand, using the discriminant it is very easy to see that (y, z2+y2+1(y))
is right-equivalent to (y, z2 + y2 + 2(y)) only if 1 = 2. We might suspect that the
same happens under Newton equivalence, but this is not the case, since the maps
(y, z2 + y2 ± y3) are semilinearly equivalent via
(y, z) = (−y, z), E =
(−1 0
0 1
)
.
The same holds in the −y2 case. This means that (y) in the preliminary normal
form (y, z2 ± y2 + (y)) is not invariant under Newton equivalence. Further study is
required in this direction to check to what extent this preliminary normal form can be
simpliﬁed.
Cusps. Beyond the goals of the present work is the behavior of Newton’s method
near zeros undergoing a cusp singularity [40]. The germ of a planar map at a cusp is
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right-equivalent to the germ of (y, z3+ r(y)z+ s(y)) at the origin, for certain functions
r, s [21, V.4]. The dynamics of these cases, as well as further simpliﬁcation of this
normal form under Newton equivalence, are in the scope of future research.
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