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Abstract. Several quadrature-collocation schemes to solve the singular integral equation with 
Cauchy principal value integral are analysed. In the caSe of l-index the closed form of the 
minimum norm least squares solution of a singular system of algebraic equations is discussed, 
and the convergence of the least squares solution is proved. For O-index the Gauss-Jacobi 
schemes are examined. The closed forms of the inverse matrices are found useful to establish 
the convergence. 
1. INTRODUCTION 
Cauchy singular integral equation of the form 
b(s) I ’ stW / 
1 
4sMs) + 7 _l t-_s f A _1 g(t)/c(t, s)dl = f(S), -1 < s < 1, (1.1) 
arises in a variety of mixed boundary value problems. The classical theory, based on the 
properties of sectionally holomorphic functions, includes theorems of the Fredholm type 
derived through a process of regularization. However, direct methods based on quadrature 
and collocation or Galerkin approximation (minimum residual error in an appropriate norm) 
have been quite popular since their inception in the paper by Erdogan and Gupta [l]. Similar 
topics have been discussed in [2], [3] and [4]. 
In this paper we consider the equation 
1 
-1 
’ s(W 
H 
- = f(s), -1 < s < 1, 
-1 t-s 
as the canonical equation for the equations of the form 
1 - - x J ’ s(W +x ’ -1 t-s J g(t)k(t,s)dt = P(s),-1 < s C 1, -1 
based on the belief that the salient features of 
I 
1 
stt)Ht, s)dt 
-1 
(1.2) 
(1.3) 
(1.4) 
may be incorporated in the free function f(s) and simple equations can be used to gauge 
the effectiveness of an algorithm. 
There are three cases of interest corresponding to the index of the solution. 
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(a) Index 1: The solution has integrable singularities at both ends. For uniqueness, an 
extra condition is needed. 
(b) Index -1: The solution is bounded on [-1, I]. It exists only if 
(1.5) 
(c) Index 0: The solution is bounded on one end (specified) and has an integrable singu- 
larity on the other. 
We develop a minimun norm least squares method to solve the equations with l-index 
and several Gauss-Jacobi methods to solve the equations of O-index. 
2. MINIMUN NORM LEAST SQUARES METHOD 
Let g(t) = d(t)/dm and rewrite (1.2) as 
1 l -J d(W ir -1 (t - +/m = f(z),-1 < c < 1. 
Then, Chebyshev quadrature formula applied to (2.1) leads to the equation 
1 n 
-c 
Ll(X) 
n z + 4(z) *n(x) 
= f(x), -1 < z < 1, 
j=l j 
(2.1) 
(2.2) 
where m(x) is the Chebyshev polynomial of degree n of the first kind, Un-i(x) is the 
Chebyshev polynomial of degree n-l of the second kind and {tj};I, {.~k};-~ denote their 
zeros. 
If we replace d(x) by the polynomial interpolating it at {tj}?, namely 
4(x> = ; 2 dCtjlTn Cx) 
j=l (X - tj)un-l(tj) ’ 
collocating at {tj}? we get the equation (in the matrix form): 
Aqi = f, (2.4) 
where 
and 
f’= Wl), f(tz), . . * f f(L)K 
4 = (i(td, &2), f. * I &dT 
(2.5) 
(2.6) 
A = (oij)nxn, (2.7) 
where 
aij = 1 w, ifj#i ,*I ifj=i. 
It is well known that the equation (2.1) h as a nonsingular analytical solution [5] 
c#,t)=c-~=J- s_t l -.fws,_l <t < 1 
-1 
The constant c is usually determined by another condition: 
1 -J ’ b(W 7r _lm=c* 
(2.3) 
(2.8) 
(2.9) 
(2.10) 
The following lemma, needed to prove subsequent theorems, appears to be of some inde- 
pendent interest. 
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LEMMA 1. For any polynomial p(t) of degree < n - 2 , 
e(-I)jJqq(tj) = 0. 
j=l 
Let 
and define 
rl = (Z(tl),Z(t2), . . . ,Z(t,)>T, 1 = O,l,. . . , n; 
pi = (u[(tl),u,(tz), . . .,ul(t,>>T, 1= 0, I,.. . ,n - 1; 
p-1 = (O,O, . . . , O)T; 
T= (n,~1,...,7;1-I), 
u = (p-1, /Jo,. . - , Pn-2). 
We have proved the following theorems: 
THEOREM 1. 
AT=U. 
THEOREM 2. 
Let 
Rank(T) = n, 
Rank(U) = n - 1, 
Rank(A) = n - 1. 
(l-t:)rr,_*(tj)-(l-t~)~~-~(r~) 
b , 
ifjfi, . . - 
‘3 - 
n(ti-tj)U*-l(tj) 
t 
?a’ ifj=i. 
The matrix B has properties similar to those of A. It turns out that B is in fact the weighted 
Moore-Penrose inverse of A. 
Let D denote a diagonal matrix defined by the relation 
D = diag(1 - t:, 1 - li,. . . , 1 - tt), 
and 
With these notations we have 
THEOREM 3. The matrix B is the weighted Moore-Penrose inverse of the matrix A. We 
have 
ABA = A, BAB = B, (DAB)T = DAB, (BA)= = BA. 
(cfRao and Mitra /‘7]). For the equation Aj = f, the 3 = Bj provides the minimum norm 
least squares solution in the following sense: 
Ml2 5 11~112 
IlAg - ii/n 5 llh - flln, ‘for every h E R(A). 
THEOREM 4. Let p,,_l(t) he the polynomial which is equal to Ji = (BJ)i at ti for i = 
1,2,. . . ) n, Then, for all f(z) E C’[-1, l] and f’ satisfies the Lipschitz condition of order Q, 
p,_l(+) converges uniformly to the solution 4(z) of (2.1) which has the property: 
J ’ 4(xW -1 4m = O. 
and 
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THEOREM 5. Using the same notations as in the former theorem, if 
f’(x) E C”+‘[-l,l], where m > 1, 
then p,_l(z) converges uniformly to the exact solution 4(z) of (2.1) with the error estimation 
W(x) - Pn-l(f)llcn = O((n - l)-m). 
COROLLARY 1. c + p,_l(z) converges uniformly to the solution +5(z) of (2.1) with the 
property 
J 
1 4(x)da: 
-1 l/m = c. 
3. GAUSS-JACOBI METHOD 
In the case of O-index, we assume that the solution g(t) has the integrable singularity at 
1 and is bounded at -1. Let 
g(t) = 
we have 
(3.1) 
By using different quadrature nodes and corresponding collocation nodes, we can construct 
different systems of equations. 
Let I = cos0, the 
I/n(x) = 
cos(n + $)O 
cos $8 
and 
are a pair of Jacobi polynomials of the degree n. {Vk(x)}~, { Wk(x)}$ are orthogonal 
with respect to the weight functions @and @ in (-1,l) respectively [8]. (71j)T = 
{cos fw}y and {&}T = {cos a}? are the zeros of K(X) and CVn(x) respectively. 
It is very natural to use {qj}T as the quadrature nodes and to use {<j}T as the collocation 
nodes. We obtain, 
A4 = f, (3.2) 
where 
i= (~(~l),~(~2),...,i(~“))TI P= (f(~l),f(E?),...,f(~n))=, 
A = (=ijLn, 
.1 +qj 
This scheme is called the Gauss-Jacobi method. We find the closed form of the A”. 
THEOREM 6. 
A-’ = B = (bij)nXnf 
where 
(3.3) 
We also estimate the condition number of A. 
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THEORE~I 7. 
tr(ATA) = in2 - ;n + 1 - A, 
tr(.4-TA-‘) = in’ - in + 1 - A. 
By using {<j}y and 1 as quadrature nodes and by using {vi}? and -1 as collocation nodes, 
we obtain another scheme called the Lobatto-Jacobi method. If we still use the zeros of the 
Chebyshev polynomials, {tj}? and {~k};-~, we can construct two other schemes called the 
Gauss-Chybeshev method and the LobbatcKhebyshev method. 
In order to discuss the convergence we write the exact solution of (3.1) in the form: 
(3.4) 
Let, o:(t) be the approximation representation of b(t) by using the Gauss-Jacobi quadrature 
with the nodes {&}y, 
(3.5) 
Let J,‘(t) be the interpolate polynomial of the degree n - 1, which has values $(qj) at 
the points vj, j = 1,2,. . . , n. {J(~j)}~ is the solution of the system of equations (3.2). 
Together with [6], we derive, 
CONCLUSION 1. If f(t) E C”+‘[-1, l] and 1 < m < n, then 
N(t) - 4,JWo I c1(m)llf (m+l)ll& _ l)-+‘), 
where q(m) is a constant independent of n, t and f. As n - 00, $;l(t) + f++(t) uniformly in 
L-1,11. 
CONCLUSION 2. If f(t) E C*[-1, 11, that is m = 1, then 
Ild;I(t> - d;I(t& 5 c2(4llf (2) llco(n - l)-‘, for t E I-1 + 411. 
As n -* co, &(t) + o(t) in (-1, 11. 
CONCLUSION 3. If f(t) E C’[-l,l], then 
j$;l(t) - &J)(t)1 < C3(6)(% + l)-'lo@~ + I), fort E [-I + 6, I] 
and 
as n --+ co, J;(t) + 4(t), fort E (-l,l]. 
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