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In this review we briefly introduce the fundamentals of the replica method in the context of liquid theory and the
structural glass problem. In particular, we explain and show its usefulness as a computation framework in the context
of the Random First Order Transition (RFOT) theory of the glass transition, whose defining points the reader is
assumed to know. We shall give the intuitive idea of how and why the replica method is suitable for the description
of the glass transition (the dynamical glass transition in particular) in real liquids, and then show how it can be used
to make explicit computations and predictions that can be compared to experiments and numerical simulations.
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2I. INTRODUCTION
The set of techniques that goes today under the name of “replica method” was first introduced in the context
of schematic spin models for disordered alloys, like the Edwards-Anderson [11] (EA) or the Sherrington-Kirkpatrick
(SK) [39] model, more commonly known as spin glasses. In its first incarnation, it was called the “replica trick” and
it was just a clever mathematical trick for computing the average over the probability distribution of the disorder
that was necessary for the study of those models. Besides spin models, it also saw application in disordered models
of pinned fluids, see for example [26, 41]. At that stage, the method was just a comfortable computational tool and
had no content form the point of view of the physics.
The idea that the replica trick was about something more than just computing a difficult average came about later,
with the Parisi solution for the SK model [34, 35] and its subsequent physical interpretation [31, 36]. From that point
onward, it started to become clear that introducing replicas of the system was not just part of a mathematical trick,
but was also an elegant technique that allowed to probe the structure of the so-called free energy landscape, i.e. the
structure of thermodynamical equilibrium states that the system can freeze in at low1 temperature. Indeed, as we
will show in the following, making a choice of a certain “replica symmetry breaking” (RSB) scheme is one and the
same with formulating an hypothesis as to which this structure may be.
Some years later, the final “emancipation” of replicas from disorder took place with two works respectively from
Monasson [32] and Franz and Parisi [40], that showed how the usage of replicas has in principle nothing to do with
disorder, but only with the structure of the free energy landscape of the system in study.
Indeed, the only thing that all systems treated with the replica method (from spin glasses [4] to structural glasses [18]
to constraint satisfaction problems [27]) have in common is the fact that this landscape is, to put is simply, very rough:
the system has at his disposal lots and lots of minima which it can settle in at low temperature. This roughness has
two main consequences: first of all, the presence of many minima has nontrivial effects on the entropy of the system;
secondly, and differently from what happens with ordinary phase transitions, the pattern of symmetry breaking is not
obvious: to each minimum corresponds a configuration of the local order parameter (the local magnetization for spin
systems, the local density profile for particle systems) which has no visible symmetry or order, at least from our point
of view. This inability to discern the pattern of symmetry breaking leads to another, and crucial, difficulty: we don’ t
know what is the external field that we can use to select a state (i.e. to force the system to settle inside that particular
state instead of all the others that it has at its disposal). When a state is associated with a magnetization which is
just positive (or equivalently negative) at every point in space, as it happens with the two states in the Curie-Weiss
model below the Curie temperature, it is trivial that an external field which is positive (negative) everywhere will
select the positive (negative) state. If the magnetization has an effectively random behavior in space, however, not so
much.
The replica method solves this problem by exploiting, in a nontrivial way, a fact which is however trivial in itself:
we don’t know what the right pinning field is, but the system does. It will simply be the configuration of the local
magnetization (or the local density) in which the system freezes at low temperature. So the proposal is that we use
the system itself as a pinning field: we make a copy, a replica of it, thermalized at a certain temperature T ′ (which
is a priori different from the temperature T of the original system), and then we use it to pin the original system,
coupling them with a suitable parameter (called overlap in the case of spin glasses) which measures the “distance”
between the two. An alternative (and perhaps more intuitive) way of visualizing this is that even tough all the minima
of the free energy landscape (or equivalently, all the possible configurations of the local order parameter) look the
same to us because of disorder, they still look different to each other. So we probe the space of minima by comparing
different replicas of the system. It is indeed easy to notice how any order parameter that one can come up with in a
replica theory is about comparing configurations of the local order parameter between themselves, rather than with
an “ordered” configuration that we are able to know a priori as in the case of ordinary phase transitions.
The field given by the replicated system will play the role of an external disorder. If we assume the distribution of
the disorder to be uniform, then we get the Monasson “real replica” method [32]; if we assume it to be the canonical
distribution at T ′, we get the Franz-Parisi “potential” method [40]. There are some technical and practical differences
between the two, but they lead to the exact same results, at least for what concerns equilibrium properties. We will
focus here on the first one, as it is more straightforward and intuitive.
The fact that replicas have really to do with rough energy landscapes, and not really with disordered averages,
is often not stressed enough in pedagogical works. Since students who approach the subject are always presented
(both for practical and historical reasons) first with the “replica trick” version the method and its application to spin
glasses, and are taught only afterwards about its actual physical implications, some confusion can arise between the
replica “method” and the replica “trick”. This review presents the method in the context of glass-forming liquids
1 We call “low” a temperature such that the phase space of the system becomes disconnected and ergodicity is broken.
3(deterministic systems with no explicit disorder whatsoever) as way to further stress this point.
Another justification for this choice is the fact that, as of today, the most spectacular application of replicas comes
about in the context of the glass transition problem. The amount of ongoing research in this sector is enormous and
the “glass community” which produces it is one of the most active in condensed matter physics. Over the last few
years in particular, replicas have allowed researchers to obtain results and quantitative predictions [8, 9, 20, 21] which
have shed new light both on the nature of the glass phase and on the physics of the jamming transition [3, 22]. From
a method for the treatment of abstract spin models, replicas are now being used more and more as a powerful tool for
problems in soft matter and materials science. This makes even more necessary an introduction of their fundamentals
in a context which is near to those fields, and familiar to the people who practice them.
The theory that envisions, for structural glasses, a rough free energy landscape at low T goes under the name of
Random First Order Transition (RFOT) theory. As the glass problem is still far from a solution, it is still a point of
(much heated) debate whether or not the RFOT scenario actually applies to glasses. As this review focuses on the
replica method, we will assume the RFOT picture to be true, and the reader to be familiar with the physical content
of it. We only want to show how and why replica theory is suitable for the study of systems with a rough free energy
landscape, which we will presume as given. The interested reader can find excellent reviews on the subject of glasses
and RFOT at references [1, 5], and the original papers by Kirkpatrick, Thirumalai and Wolynes at references [17, 18].
Despite this omission of the physics of RFOT, the subject remains indeed vast and a detailed treatment of it would
require at least a full monograph. This review’s only ambition is to serve as an immediate and stimulating introduction
to a huge end ever-evolving field. Our hope is that what we are going present here will stimulate the reader and enable
him/her to approach the much more detailed and technical works on the field (see for example [16, 37]) with interest
and profit.
II. THE REPLICA METHOD
A. The problem
Let us consider a ferromagnetic Curie-Weiss model, whose Hamiltonian is
H = − 1
2N
∑
i,j
σiσj , (1)
where the sum extends over all pairs of spins, and the magnetization m is defined as usual,
m =
1
N
N∑
i=1
〈σi〉. (2)
This model is the mean-field, fully connected variant of the Ising model. It is well known that under a certain
temperature Tc, the model exhibits a phase transition from a paramagnetic, ergodic phase to a ferromagnetic phase
wherein ergodicity is broken. The Gibbs free energy f(m,β) for the model, as the system is cooled below Tc, is shown
in figure 1.
We can see that above Tc the free energy has a single paramagnetic minimum with zero magnetization. Below
Tc, the free energy develops two degenerate ferromagnetic minima with opposite, nonzero magnetizations, which are
linked by the spin-reversal symmetry of the Hamiltonian (1)
σ → −σ.
Despite the fact that the two minima are linked by the symmetry, it is evident that once one of them has been
chosen, the equilibrium state of the system is itself non-symmetric. This is the quintessential example of spontaneous
symmetry breaking.
Using a terminology taken from the theory of disordered systems, we will refer to those minima of the free energy as
“states”. Each state is labeled by the value of the magnetization in the corresponding minimum, which is given by
stationarity condition
∂f
∂m
= 0 =⇒ m = tanh(βm), (3)
which corresponds to the usual mean field equation for the magnetization. We also know that in the thermodynamic
limit the system will thermalize inside one of the two states and remain there forever, so the presence of states induces
4an hard ergodicity breaking [4].
Thus, we can see that in this very simple case everything is known: we know what the number of states is (two), we
have an order parameter that allows us to tell apart one from the other, and most importantly, it is very easy to study
ergodicity breaking: all that we have to do is apply an external magnetic field h, which couples to the magnetization
m. Using the free energy, we then compute the magnetization as a function of the temperature T and the magnetic
field h. If we then send h to zero, and obtain a nonzero magnetization, this will unambiguously mean that the two
states have appeared and that ergodicity breaking has occurred; if this is not the case, then it will mean that the
system is still in the ergodic phase.
This strategy is also viable for numerical simulations: we can introduce an external field to project the system onto
one of the two states, lower the temperature below Tc, remove the field, and then compute the equilibrium order
parameter from the simulation itself. If it happens to be nonzero, we will immediately know that ergodicity has been
broken.
Now, let us move to a more complicated situation. We suppose to have a system wherein the magnetization is not
homogeneous in space, but instead is lattice-site (or space) dependent
mi = 〈σi〉,
moreso, we complicate the problem even more by assuming that this spatial dependence is not “regular” in space,
that is, it cannot be described by a “simple” function of the position2. We thus have a disordered magnetization.
Now, the free energy will be a function of all those magnetizations f({mi}Ni=1)3, and the stationarity condition will
thus be given by N different equations,
∂f
∂mi
= 0 (i = 1, . . . , N). (4)
Models which exhibit this phenomenology can be constructed in a variety of ways. In spin models, one usually induces
disorder artificially by assuming that the couplings between spins Jij are quenched random variables with a certain
probability distribution [4], while in the case of structural glasses the disorder is self-induced by the system itself;
however, this does not make any relevant difference; all that we are going to say about spin models can be carried
over to structural glasses without difficulty, as we are going to see.
It is now easy to notice that this complication has completely disrupted the whole nice theoretical framework that
we could rely on for the Curie-Weiss model: unless we are able to solve all the N equations for the magnetizations
(with N going to infinity, nonetheless), we cannot use the magnetizations to label states anymore, since, without
a solution, we don’t know which “vector” of magnetizations mα ≡ ({mi}Ni=1)α identifies each state. Besides, it is
obvious that in this case we will have a large number of solutions instead of the just two that we had before: if all
magnetizations are forced to be equal, the number of solutions is small and it can be determined easily just by looking
at the symmetries of the Hamiltonian. In the disordered case, we have no symmetries and all magnetizations can
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FIG. 1. Gibbs free energy as a function of the magnetization m for the ferromagnetic Curie-Weiss model above (left) and below
(right) Tc.
2 As it is, for example, in the anti-ferromagnetic Curie-Weiss model.
3 In the framework of spin models, this is called the Thouless-Anderson-Palmer(TAP) free energy [42].
5be different, so it is quite obvious that the number of solutions (that is, of states) is going to be very large, as it is
obvious that the number of states cannot be computed from the equations (4)4. Indeed, the situation is even worse
since not only there are many states, but there are even many for each value of the state free energy, that is, for each
value of the free energy f at the minimum linked to the state. So the states are not only many, but they can also be
degenerate.
Another important setback is the fact that now we have lost the magnetic field h as a crucial tool for selecting states.
Of course, for each state mα there will be a disordered field hα that projects the system onto it. But since we don’t
know what mα is, we don’t know hα either. Thus, we have lost the order parameter as a label for the states, we are
unable to know how many states we have, and our strategy for the study of ergodicity breaking is now unusable.
B. Real replicas
This is where the replica method comes in. Suppose that we have a generic system (it can be a spin model, or a
liquid, or whatever) which has the disordered properties that we just enumerated: lack of a simple order parameter
and presence of many equivalent states5. To be general, let us assume that the system can be described by a coarse-
grained field theory in the order parameter φ(x), with a generic Hamiltonian H[φ], and an external field h(x) coupled
with the order parameter via a small constant . The free energy at inverse temperature β reads then
Fφ[h(x); , β] = − 1
β
log
∫
δφ(x) exp
(
−βH[φ]− 
2
∫
dx [h(x)− φ(x)]2
)
. (5)
Let us suppose that we know a configuration of the field h(x) such that a certain state (or equivalently a certain
minimum of the free-energy landscape) is selected. When the coupling is nonzero, the field h(x) will break the
symmetry of H[φ] and force the field φ(x) to lie along its direction to minimize the free energy. If the model shows
a phase transition, there will be a certain temperature Tc below which the order parameter φ(x) will remain frozen
in this certain configuration even at zero coupling ( → 0) because the symmetry breaking is spontaneous below Tc.
Indeed, we can see that the only difference of this case with respect to the Curie-Weiss model lies in the fact that we
do not know which is the right configuration for h(x).
However, we do know a thing about it: we know that such a configuration would minimize the free energy (5) for
 → 0. Following Monasson [32], we now assume that the field h(x) is not “external” (in the sense that it is a fixed
variable of the statistical ensemble we are considering, like the temperature), but rather a variable, thermalized at a
certain inverse temperature β′, whose Hamiltonian is just the Fφ[h(x), , β]. The free energy of the field h(x) would
then read
Fh(β
′) = lim
→0
− 1
β′
log
∫
δh(x) exp (−β′Fφ[h(x); , β]) . (6)
So, since we do not know the right h(x), we simply go and ask the system itself which one it is.
This free energy is impossible to compute in the general case. However, if we assume that
β′ = mβ,
where m is an integer number, we get by definition of Fφ
Fh(β,m) = lim
→0
− 1
βm
log
∫
δh(x)
[∫
δφ(x) exp
(
−βH[φ]− 
2
∫
dx [h(x)− φ(x)]2
)]m
= lim
→0
− 1
βm
log
∫
δh(x)δφ1(x) . . . δφm(x) exp
(
−β
m∑
a=1
H[φa]−
m∑
a=1

2
∫
dx [h(x)− φa(x)]2
)
.
(7)
We can now evaluate easily the free energy Fh, as we only have to perform a Gaussian field integration with a linear
term. We finally get (modulo an infinite constant)
Fh(β,m) = lim
→0
− 1
βm
log
∫ m∏
a=1
δφa(x) exp
(
−β
m∑
a=1
H[φa]−
m∑
a<b

2m
∫
dx [φa(x)− φb(x)]2
)
. (8)
4 This is not entirely true as it is indeed possible to compute analytically the number of states from the TAP free energy, at least for the
p-spin spherical model (see [4, 6]). But this strategy is quite convoluted and not viable for structural glasses.
5 Up to now we have made no distinction between stable and metastable states; indeed, in a mean-field scenario, there is not that much
of a difference since metastable states have infinite lifetime and are able to trap the dynamics exactly as stable states do. However, out
of the mean-field the distinction is actually very important and must not be forgotten.
6The meaning of equation (8) is clear: we have to study the statics of a system made of m weakly coupled replicas of
the original one.
Let us focus on the coupling term. We see that is is small when the fields corresponding to different replicas are
similar, and it is big when they are decorrelated. So we have that the weak coupling  can be seen as a constant
external field conjugated with a parameter which measures the “distance” between different replicas.
Generally, the definition of this distance will depend on the particular problem in study; apart from the field theoretic
case, we can for example consider spin systems, in which case it is called overlap, denoted as q, and defined as
q ≡ 1
N
N∑
i=1
σai σ
b
i , (9)
where a and b are indexes that label two different replicas; the overlap measures the average degree of correlation
between the configurations of the two replicas, so it is actually a codistance: the higher, the nearer. For glass forming
liquids, wherein the degrees of freedom are positions and momenta of the particles, the distance is the cage radius A,
which is a real distance, in real space, between different replicas of the same original particle. We will return to this
definition in the following.
To better illustrate how the study of the replicated free-energy (8) can give us information about ergodicity breaking,
let us follow again [32] in considering a system made up of n groups of m replicas, each of them coupled according to
the (8):
Fh(n,m, β, ) = lim
→0
− 1
βm
log
∫ mn∏
a=1
δφa(x) exp
(
−β
mn∑
a=1
H[φa]−
n∑
c=1
a,b∈mc∑
a<b

2m
∫
dx [φa(x)− φb(x)]2
)
. (10)
Notice again the “distance” parameters qab ≡
∫
dx [φa(x)−φb(x)]2. If  = 0, the coupling vanishes and the Hamiltonian
is perfectly symmetric under permutations of any couple of replicas. However, the presence of the coupling explicitly
breaks this symmetry, as only replicas in the same group are coupled. This breaking of the permutation symmetry is
referred to as one-step replica symmetry breaking (1RSB).
But what if the breaking of replica symmetry were spontaneous? Let us consider the Gibbs free energy of the replicated
system, that is, the thermodynamic potential at fixed qab, as opposed to fixed . To keep into account the explicit
breaking of replica symmetry, we assume it to have the form
G(n,m, d0, d1), (11)
where qab = d1 if the replicas a and b in the same group mc, and qab = d0 if they belong to different groups. This
is the minimal form that allows us to keep RSB into account. The free energy Fh at zero coupling will then be the
Legendre transform of the G with respect to d0 and d1 for  = 0, which means
Fh(n,m, β,  = 0) = Extd0,d1G(n,m, d0, d1). (12)
So the free energy at zero coupling is computed by considering the extremum points of the Gibbs free energy with
respect to the two order parameters, exactly as the free energy of the Curie-Weiss model at zero field is given by the
f(m) calculated on its stationary points.
Let us now suppose that we are in the simplest possible situation: perfect ergodicity, one state only. This situation
is sketched in figure 2. In this case, the replicas in the coupled groups, without the coupling  to keep them together,
just scatter away in the phase space of the system. The distance between any two of the replicas is always the same
and does not depend on the particular pair that we selected, so we have d0 = d1: all replicas are perfectly equivalent
and we can permute them as we please. We are then in a replica symmetric (RS) scenario.
Now, we change the situation. We assume that ergodicity has been broken and different states are present, each
corresponding to a blob of microscopic configurations6 in the phase space of the original system; this situation is
sketched in figure 3. We can now see that the picture has changed: the replicas in the groups stay near each other
even for  = 0, because the state in which they found themselves keeps them together7; it is then clear that replicas
are no longer equivalent even for zero coupling: the distance between replicas belonging to different states d0 will be
different from the distance between replicas belonging to the same state d1, and it is not true anymore that we can
6 For a good discussion about the nature of states as basins of configurations, and a possible operative definition of them, see [2, Appendix
A].
7 Remember that replicas cannot get out of the states because of ergodicity breaking.
7d0
Γ
FIG. 2. Phase space in presence of only one ergodic state. Each replica corresponds to a black dot in the phase space Γ of the
original (nonreplicated) system. The grey blob corresponds to the only state.
d0
d1
Γ
FIG. 3. Phase space in presence of many states. The replicas group inside states in such a way that m of them are in each
state.
operate a permutation of the replicas as we please. The replica symmetry (that is, symmetry under permutation of
the replicas) has been spontaneously broken.
It is important to understand that this replica symmetry breaking plays exactly the same role as the breaking of the
symmetry under spin reversal in the Curie-Weiss model. In both cases, the Hamiltonian is invariant under a certain
symmetry, but we find out that the equilibrium state of the system is not. Indeed, many equilibrium states form, all
linked by the symmetry and all equivalent, in the sense that despite being physically different, they all have the same
free energy (the free energy for the replicated system is invariant under permutation of the replicas, in any case). In
both cases, the symmetry breaking signals us the birth of states.
This symmetry breaking can be iterated: for example, one can have states inside clusters of states, corresponding
to a 2-RSB situation; then I can iterate again, getting states inside clusters of states inside metaclusters, and so on,
8getting a k-RSB structure. The process can go on indefinitely, and in fact, for the SK model and mean-field hard
sphere glasses, it does! [9, 31, 38].
Thus, in order to investigate ergodicity breaking, all we have to do is compute the values of d0 and d1 from the free
energy of the replicated system (usually from an optimum condition) and check if there are any non-trivial (that is,
different from d0) solutions for d1: when this happens, it will mean that states have formed and ergodicity breaking
has occurred: this is the prescription for the study of the dynamical transition in the 1RSB replica method.
We must stress the fact that the structure of states cannot be determined a priori and so one must take a guess
(an ansatz ) as to which it might be. For the p-spin spherical model (PSM), for example, it is possible to check a
posteriori that the 1RSB solution is exact[4], but this is not the case both for the p-spin with discrete spins (at least
for low enough temperature [13, 14]) and the SK model [35] (that is, the 2-spin with discrete spins).
In the case of structural glasses, RFOT surmises that the structure of states is indeed 1RSB, basing this assumption
on the analogy of their dynamics to the one of the PSM[17], although recently this view has been proven wrong, at
least for hard spheres at high enough densities8[9, 20]. However, the 1RSB ansatz is all that is needed for the study
of low density regime and the dynamical transition.
C. Complexity and internal entropy
The replica method provides us with a way to investigate ergodicity breaking (i.e. the dynamical transition, for
1RSB systems), but we still need a way to compute the number of states; luckily, the replica method allows us to
do that. Let us go back to the system of m coupled replicas, forced to be in the same state. We now specify out
treatment to the case of a system of hard spheres, where temperature is irrelevant (in only enters the ideal-gas part of
thermodynamic functions) and the entropy, instead of the free energy, is normally used as a thermodynamic potential
9. The control parameter will then be the packing fraction ϕ, i.e., the fraction of volume occupied by the spheres:
ϕ ≡ NvdV = ρvd.
The partition function is:
Zm = (Z)
m =
(∑
α
eNsα
)m
=
∑
α1,α2,...αm
eN(sα1+sα2+···+sαm ),
where sα is the intensive entropy of state α, and for each replica, we have written the partition function by exploiting
its decomposition into states. Now, since all replicas are in the same state because of the coupling, we have that
sα1 = sα2 = · · · = sαm , so
Zm =
∑
α
eNmsα .
We can then rewrite the sum as an integral using delta functions:
Zm =
∑
α
eNmsα =
∫
ds
∑
α
δ(s− sα)eNms,
and then we define the complexity Σ(s, ϕ) in the following way,
Σ(ϕ, s) =
1
N
log
(∑
α
δ(s− sα)
)
, (13)
i.e, it is the number of states which have entropy s, divided by the number of particles N . This way, the integral
takes the form
Zm =
∫
ds eN(Σ(ϕ,s)+ms).
8 Indeed, the results of [9, 20] show that structural glasses are actually in the same universality class as the Ising p-spin, and not the
PSM.
9 This happens because an hard-sphere system, once the kinetic (ideal gas) part of the Hamiltonian has been discarded, does not have
any energy levels (only forbidden configurations due to the hard-core constraint) and so the canonical ensemble is equivalent to the
micro-canonical one, making entropy the suitable thermodynamic potential.
9Now, since we are interested in the thermodynamic limit, we can evaluate the integral using the saddle-point method:
Zm =
∫
ds eN(Σ(ϕ,s)+ms) ' eN(Σ(ϕ,s∗)+ms∗), (14)
and thus for the replicated entropy we have
S(m,ϕ) = 1
N
logZm = Σ(ϕ, s
∗(m,ϕ)) +ms∗(ϕ,m)
where s∗(m,ϕ) is given by the stationarity condition
dS
ds
∣∣∣∣
s=s∗
= 0. (15)
As we can see, we now have an expression for the entropy of the replicated system in terms of the complexity and the
internal entropy of states. It is now straightforward to check that
s∗(m,ϕ) =
∂S
∂m
, (16)
Σ(m,ϕ) = Σ(s∗(m,ϕ), ϕ) = −m2 ∂(m
−1S)
∂m
; (17)
indeed, since s∗ yields the stationarity condition (15), we don’t need to account for the derivative ∂S∂s
ds
dm because it
is always zero. Once s∗(m,ϕ) and Σ(m,ϕ) are known, we can then reconstruct easily Σ(s, ϕ) from their parametric
plots as functions of m.
So, once we know the entropy of the replicated system, we can compute the complexity ad internal entropy of the
states just by using the recipes above. The replica method has managed to solve (almost) all of the problems that
the disorder had created. This set of tools can be easily translated to the case where the free energy is used as a
thermodynamic potential [43].
Now, our problem has shifted to computing the properties (that is, the thermodynamic potential) of a replicated
glass-forming liquid. Then we must perform the analytic continuation of the resulting expression to real m, and
compute the derivatives (17). Before proceeding with this task, it is appropriate to review briefly the fundamentals
of liquid theory.
implies that S!0"=0, i.e., the packings are incom-
pressible.
!7" A particularly intriguing property of jammed amor-
phous configurations is the presence of an excess of
soft modes, i.e., vibrational modes with very small
frequency. This has been shown numerically by
O’Hern et al. !2003" and Silbert et al. !2005". Wyart
!2005", Wyart, Nagel, and Witten !2005", and Wyart,
Silbert, et al. !2005" argued that this excess of soft
modes is related to the isostaticity property of the
network of contact; moreover, a diverging length
scale has been associated to these modes. It has also
been proposed that the square-root singularity of
g!r" is related to these modes !Wyart, 2005". This set
of results seems to suggest a “critical” nature of
jammed amorphous packings that is currently re-
ceiving much interest !Hatano et al., 2007; Majmu-
dar et al., 2007; Olsson and Teitel, 2007; Zeravcic et
al., 2008".
One of the main aims of the following discussion is to
show that the class of packings obtained as infinite pres-
sure glassy states shares at least some of these features,
which are common to all disordered jammed packings
produced with different protocols. We will be able to
partially compute the g!r" of these states and show that
it is consistent with the properties described above. This
fact supports the main assumption of this paper, that
final states reached by typical algorithms belong to the
class of infinite pressure glassy states.
III. THE METHOD
Assuming the phase diagram shown in Fig. 4 and ne-
glecting the ambiguities associated to the existence of
the crystal, the properties of the glass phase can be com-
puted using a replica method inspired by mean-field
models. The method has been described in great detail
in a number of papers #see, in particular, Monasson
!1995", Mézard and Parisi !1996, 1999a, 2000", and
Mézard !1999"$; therefore we sketch it here, but the
reader who is interested in the details and has no previ-
ous knowledge of the replica method should refer to the
original papers for a more complete presentation.
An alternative route to compute the properties of
glassy states is to use density-functional theory !Singh et
al., 1985; Kirkpatrick and Wolynes, 1987a; Dasgupta and
Valls, 1999; Kim and Munakata, 2003; Chaudhuri et al.,
2005; Yoshidome et al., 2007". In principle the two meth-
ods should be equivalent #see Castellani and Cavagna
!2005" for pedagogical discussion in the case of mean-
field models$; still it seems that the replica method gives
more accurate quantitative results and for this reason we
focus on this method in the following.
A. The replica method
The phase diagram shown in Fig. 4 is characterized by
the existence of many glassy states at densities above !d.
At constant density, states are characterized by their vi-
brational !or internal" entropy s, defined as the entropy
of the system constrained to be in this state without re-
laxing toward different states. The derivative of the in-
ternal entropy with respect to density is the pressure of
the states, which is plotted schematically in Fig. 4. Tak-
ing a constant ! slice of the phase diagram in Fig. 4, one
will meet different states, depending on the pressure !or
equivalently on the entropy". The number of states of
entropy s at a given density ! is by definition N!s"
=exp #N"!s ,!"$.
1. The ideal glass transition
The complexity "!s ,!" !sketched in Fig. 5" is a con-
cave function of s; it is reasonable to assume "!s ,!" to
be a decreasing function of s because at fixed density,
states of higher entropy correspond to more compact
structures !in order to have more free volume" and
should be more rare. Moreover "!s ,!" should continu-
ously vanish at some value smax!!" corresponding to the
entropy of the best amorphous structures at this
density.15 The partition function of hard spheres at den-
sity ! is just the total number of allowed configurations
at that density. In the thermodynamic limit, each rel-
evant configuration belongs only to one state and
exp!Ns#" is the number of configurations belonging to
the state #. Therefore one can write the partition func-
tion Z in the following way:
Z = eNS!!" % &
#
eNs# = '
smin!!"
smax!!"
dseN#"!s,!"+s$
% eN#"!s*,!"+s*$, !3"
where in the last line we performed a saddle-point ap-
15As discussed one can construct denser structures by allow-
ing a small amount of local order: we are assuming to be able
to avoid this in some well-defined way, which will be discussed
in the following.
s
maxs
Σ
*s
slope −1
FIG. 5. !Color online" A schematic representation of "!s ,!" at
fixed !. The behavior at small s depends strongly on the model
and on the density #see Krzakala et al. !2007" for a more de-
tailed discussion$. On increasing s, "!s ,!" decreases and ulti-
mately vanishes at a value smax!!". The value s* is defined by
d" /ds=−1. For !$!K, s*$smax, while for !%!K there is no
solution and s*=smax.
802 Giorgio Parisi and Francesco Zamponi: Mean-field theory of hard sphere glasses and …
Rev. Mod. Phys., Vol. 82, No. 1, January–March 2010
FIG. 4. Schematic representation of the complexity Σ as a function of s. Reprinted from [37].
III. A GLIMPSE OF LIQUID THEORY
For our purposes, a liquid10 will be a system of particles with an Hamiltonian
H =
N∑
i=1
p2i
2m
+
∑
i<j
V (xi − xj) = K(pN ) + V (xN )
10 In this section we follow chapters 2 and 3 of [15].
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where V (x) is a suitable interaction potential; there are several possible choices for this potential, depending on the
phenomenon of interest.
For what concerns glassy behavior, the hard-sphere (HS) potential is the simplest choice. It is defined in the following
way,
V (|x|) =
{
= 0 |x| > D
=∞ |x| < D
where D is the diameter of the particles. As we anticipated, with this choice the liquid has no potential energy levels:
the potential energy is always zero for all configurations without overlaps between particles, while the configurations
with at least two overlapping spheres have infinite energy and thus have zero probability, according to the Boltzmann-
Gibbs distribution.
The canonical distribution for the HS liquid is defined as usual,
P (xN ,pN ) =
1
Z
e−βH(x
N ,pN ),
where Z is the partition function
Z =
∫
dNxdNp
N !
e−βH(x
N ,pN ).
The 1N ! factor is needed to ensure the correct counting of microscopic states: since particles are indistinguishable, all
configurations that are linked by an arbitrary permutation of particle labels must be counted only once; without this
caution, we would get paradoxical results in the form of a nonextensive entropy11.
The partition function can be written as
Z =
ZN
N !Λ3N
, (18)
where Λ is the De Broglie thermal wavelength and ZN is the configuration integral
ZN =
∫
dNx e−βV (x
N ). (19)
A. Particle densities and distribution functions
Fundamental objects in liquid theory are the particle densities and the corresponding distribution functions. The
equilibrium n-particle density is defined as
ρ(xn) =
N !
(N − n)!
1
Z
∫
d(N−n)xdNp
N !
e−βH(x
N ,pN ),
=
N !
(N − n)!
1
ZN
∫
d(N−n)x e−βV (|x|).
(20)
This quantity gives the average number of n-tuples of particles which have spatial coordinates in the n-dimensional
volume element dnx, irrespective of the coordinates of the other particles and of all momenta.
Indeed, it is immediate to see that if we integrate over the volume, we get the total number of n-tuples in the system,∫
dnxρ(xn) =
N !
(N − n)! ,
and of course for n = 1 we get ∫
dxρ(x) = N.
11 In the following, we will introduce a model wherein particles are not indistinguishable, and we will see how this causes some problems.
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The function ρ(x) is the local density, or density profile of the liquid; because of translational invariance, it is always
constant in the liquid phase, and because of the normalization condition, we have that
ρ(x) = ρ =
N
V
, (21)
where V is the volume. So the density profile for a liquid is equal to the number density, unless the liquid lies in some
external, non-homogeneous field.
We now introduce an useful representation for particle densities. Let us compute the ensemble average of the
function
δ(x− x1);
we have
〈δ(x− x1)〉 = 1
Z
∫
dNxdNp
N !
δ(x− x1)e−βH(xN ,pN )
=
1
ZN
∫
dNx δ(x− x1)e−βV (x1,x2,...,xN )
=
1
ZN
∫
d(N−1)x e−βV (x,x2,...,xN ).
(22)
If we used x2 instead of x1, or any other particle, the result would not be different since all particles are equivalent.
So, if we sum over all particles, we get
〈
N∑
i=1
δ(x− xi)〉 = N 1
ZN
∫
d(N−1)x e−βV (x,x2,...,xN ),
which is exactly ρ(x). This way, we can see that the density profile indeed corresponds to the ensemble average of
the microscopic particle density.
It is easy to generalize this representation to the higher-order particle densities. For example, the pair density ρ(x,y)
can be written as
〈
N∑
i 6=j
δ(x− xi)δ(y − xj)〉 = ρ(x,y).
The n-particle distribution function is defined in terms of the corresponding n-particle density in the following way:
g(x1, . . . ,xn) ≡ ρ(x1, . . . ,xn)
ρ(x1)ρ(x2) . . . ρ(xn)
. (23)
The full hierarchy of n-particle distribution functions encodes the structure of the liquid and particle correlations,
and knowing it is equivalent to completely solving the statics of the liquid. However, when the potential is pairwise
additive (as it is often the case), one can see that all of the static quantities of interest (internal energy, pressure,
equation of state, etc...) can be computed from knowledge of the pair distribution function only:
g(x,y) =
ρ(x,y)
ρ2
.
If the fluid is homogeneous and isotropic, then the g(x−y) is a function of the particle separation only, g(r = |x−y|),
and is called the radial distribution function. Pretty much all approximations in liquid theory, starting from the classic
ones, Hyper-Netted Chain (HNC) and Percus-Yevick (PY), focus on the computation of the radial distribution g(r)
[15].
B. Internal energy and pressure
As an example, we now sketch rapidly how it is possible to compute internal energy and pressure of the liquid from
the g(r). We start from the basic definition for the internal energy
U = 〈H〉 = 1
Z
∫
dNxdNp
N !
(K(pN ) + V (xN ))e−β(K(p
N )+V (xN ));
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the average of the kinetic term is trivial and gives the ideal gas internal energy
Uid =
3
2
NkBT,
while the average of the potential term reduces to12
Uex =
1
ZN
∫
dNx
∑
i<j
V (rij)
 e−βV (xN ),
with the definition
rij ≡ |xi − xj |.
Because of the symmetry of the problem under permutation of particle labels, each term of the sum has the same
value, so we can write
Uex =
N(N − 1)
2
∫
dx1dx2V (r12)
(
1
ZN
∫
dx3 . . . dxN e
−βV (xN )
)
,
and then, using definitions (20) and (23), we get
Uex =
1
2ρ2
∫
dx1dx2 g(x1,x2)V (r12);
then, for homogeneous, isotropic fluids, where the g depends only on the separation x1−x2, we can change coordinates
defining x ≡ x1 − x2 and integrate over x2 (which gives a factor V at the numerator), and we get
Uex
N
= uex =
ρ
2
∫
dx g(r)V (r) = 2piρ
∫ ∞
0
dr r2g(r)V (r), (24)
which shows us that knowledge of the radial distribution function alone is enough to compute the excess internal
energy per particle of the liquid.
To compute the pressure, one starts from Clausius’ virial function, defined as
V(xN ) ≡
N∑
i=1
xi · Fi(xN ). (25)
The force contained in the virial function can be separated in two parts: an internal part exerted by other particles,
and thus linked to the potential energy, and external part which is exerted by the walls of the container, and is thus
linked to the pressure. The force dF exerted by a surface element dS of the container wall is by definition equal to
−P ndS (where n is the unit vector orthogonal to the surface element), so the average of the external part of the
virial can be written as
〈Vext〉 = −P
∫
x · n dS = −P
∫
∇ · x dx = −3PV,
where we have used the divergence theorem. Then, using the virial theorem
〈V〉 = 〈Vint〉+ 〈Vext〉 = −2〈K〉 = −3NkBT,
one can get the virial equation
βP
ρ
= 1− β
3N
〈
N∑
i=1
N∑
j 6=i
xi · ∇iV (rij)
〉
. (26)
12 The pedix “ex” stays for “excess”, which is standard terminology in liquid theory.
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Now, the sum between brackets can be rewritten as
N∑
i=1
N∑
j 6=i
xi · ∇iV (rij) =
N∑
i=1
N∑
j<i
xi · ∇iV (rij) +
N∑
j=1
N∑
i<j
xj · ∇jV (rij),
then we can use Newton’s third law and get
N∑
i=1
N∑
j 6=i
xi · ∇iV (rij) =
∑
j<i
rijV
′(rij),
where with V ′(r) we denote the derivative of the interaction potential V (r) with respect to r.
Now, we can compute the average of this function following the same exact steps as we did for the excess free energy,
and in the end we get
βP
ρ
= 1− 2piβρ
3
∫ ∞
0
dr r3g(r)V ′(r). (27)
This allows us, once the g(r) is known, to compute the pressure of the liquid, and from it, the equation of state.
These two examples illustrate well why the g(r) is, in many situations, the central object in liquid theory, more than
the partition function or the thermodynamic potential.
In the case of hard spheres, equation (27) cannot be applied as it is since the interaction potential is actually
discontinuous. However, we can circumvent this difficulty by defining another function, the cavity distribution function
y(r) ≡ eβV (r)g(r).
we can then plug this definition in the (27), getting
βP
ρ
= 1− 2piβρ
3
∫ ∞
0
dr r3V ′(r)e(r)y(r).
= 1 +
2piρ
3
∫ ∞
0
dr r3e′(r)y(r)
(28)
where we have defined
e(r) ≡ e−βV (r);
for the hard sphere potential, as it is immediate to check, this function corresponds to a Heaviside theta,
e(r) = θ(r −D),
and thus we have
e′(r) = δ(r −D)
and so, in the end, we get
βP
ρ
= 1 +
2piρ
3
lim
r→D+
r3y(r) = 1 +
2piρ
3
D3g(D). (29)
Thus, for HS the pressure is proportional to the value of the pair distribution function at contact. This makes so that
the radial distribution function for an HS liquid is a central tool in the study of the jamming transition [9, 37], whose
main signature is indeed the divergence of the pressure.
C. Diagrammatic methods
We conclude this section with a very brief account of the commonly used methods for the computation of the static
properties of a liquid.
Usually, the partition function (18) cannot be computed exactly for all but the simplest Hamiltonians, thus making
necessary the use of approximate methods. Apart from the classic approximations of liquid theory (HNC and PY)
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which are devised to compute the g(r) as a solution of certain integral equations, another fruitful method relies on
diagrammatic expansions13 for the thermodynamic potential of interest (Ω in the case of the grancanonical ensemble,
F in the case of the canonical ensemble). Once the thermodynamic potentials are known, the distribution functions can
be recovered as their functional derivatives with respect to either the local activity (for the grancanonical ensemble)
or the local density profile (for the canonical one).
As an example, we provide the diagrammatic expansion for the Landau potential Ω, as a functional of the local
activity z∗(x)
z∗(x) ≡ eβµ−βφ(x),
where to be general we assume that the liquid lie in some external field φ(x). The Landau potential can then be
expressed diagrammatically as
− βΩ[z∗(x)] = [Sum of all connected diagrams with z∗-vertices and f -bonds], (30)
where f(x− y) is the Mayer function,
f(x− y) ≡ e−βV (x−y) − 1.
As an example, in figure 5 we show the first diagrams for the Ω. To compute one diagram, one must assign a
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and if
Γ =
r
then the set H consists of the three diagrams
r r r
3.8 DIAGRAMMATIC EXPANSIONS OF THE DIRECT CORRELATION
FUNCTIONS
We now give examples of how the definitions and lemmas of the previous section can be
used to obtain results of physical interest. The examples we choose are ones that lead to
series expansions of the direct correlation functions c(1)(r) and c(2)(r, r′) introduced in
Section 3.5. We assume again that the interparticle forces are pairwise additive and take as
our starting point the expression for Ξ given by (3.4.5). It follows immediately that Ξ can
be represented diagrammatically as
Ξ = 1+ [all diagrams consisting of black z∗-circles with an e-bond
linking each pair]
= 1+ + + + + · · · (3.8.1)
Note that the definition of the value of a diagram takes care of the factors 1/N ! in (3.4.5).
Because e(i, j)→ 1 as |rj − ri |→∞, the contribution from the N th term in (3.8.1)
is of der V N , nd problems arise in the thermodynamic limit. It is therefore better to
reformulate the series in terms of Mayer functions by making the substitution f (i, j) =
e(i, j)− 1, as in example (3.7.2). The series then becomes
Ξ = 1+ [all diagrams consisting of black z∗-circles and f -bonds]
= 1+ + + + + + + + · · · (3.8.2)
The disconnected diagrams in (3.8.2) can be eliminated by taking the logarithm of Ξ and
applying Lemma 1. This yields an expansion of the grand potential in the form
−βΩ = [all connected diagrams consisting of black z∗-circles and f -bonds]
= + + + + · · · (3.8.3)
Since there is no need to consider disconnected diagrams again, the requirement that dia-
grams must be connected will from now on be omitted.
FIG. 5. Diagrams for the Ω[z∗(x)], up to the third order in the activity.
label variable to each vertex and then evaluate the corresponding integral. The result has then to be divided by
the symmetry factor S of the diagram, that is, the number of relabeling of the vertices that leave the connections
unaltered. For example, the integral corresponding to the third diagram in figure 5 is∫
dx1dx2dx3 z
∗(x1)f(x1 − x2)z∗(x2)f(x2 − x3)z∗(x3),
and the symmetry factor is equal to 2: One can switch vertex 1 with vertex 3, but cannot exchange, say, 2 with 3,
because 2 has remain connected to 1.
From the diagrammatic expression of Ω[z∗(x)], one can obtain, with suitable diagrammatic operations (see [15] for
details), an analogous expression for F [ρ(x)], which reads:
−βF [ρ(x)] =
∫
dx ρ(x)[1− log(Λ3ρ(x))]+
[Sum of all irreducible diagrams with ρ-vertices and f -bonds,]
(31)
where for “irreducible” diagram we mean a diagram free of articulation vertices, i.e., vertices whose removal makes
the diagram disconnected (figure 7). The first diagrams are in figure 6. The passage from Ω to F is equivalent to
taking a functional Legendre transform of Ω with respect to the “variable” z∗(x) conjugated to ρ(x).
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volume (e.g. the volume of a hard sphere) to the total interaction volume. In most sim-
ple liquids the attractive forces are not truly long ranged in the sense of (5.5.3), but many
of the results of the γ -expansion can usefully be carried over to such systems by setting
γ = 1. However, rather than following the original derivation of the γ -expansion, we de-
scribe instead the closely related but simpler method of Andersen and Chandler.23 In doing
so, we make use of the diagrammatic definitions and lemmas of Sectio 3.7. We assume
throughout that the pair potential has the general form given by (5.1.3).
We first require the diagrammatic expansion of the excess Helmholtz free energy. This
can be derived from the corresponding expansion of the single-particle direct correlation
function given by (3.8.6), taken for the case of zero external field. By comparison of (3.8.6)
with the definition of c(1)(r) in (3.5.1) it can be deduced that the reduced free-energy
density φ =−βF ex/V introduced in Section 5.3 is expressible diagrammatically as
V φ = [all irreducible diagra s consisting of two or more black
ρ-circles and f -bonds]
= + + + + + · · · (5.5.4)
If (5.5.4) is inserted in (3.5.1), a simple application of Lemma 2 leads back to (3.8.6).
The separation of the pair potential in (5.1.3) means that the Mayer function f (1,2) can
be factorised as
f (1,2)= f0(1,2)+ [1+ f0(1,2)](exp[Ψ (1,2)]− 1) (5.5.5)
where f0(1,2) is the Mayer function of the reference system and
Ψ (1,2)=−βw(1,2) (5.5.6)
Since the perturbation is weak, the exponential term in (5.5.5) can be expanded to give
f (1,2)= f0(1,2)+ [1+ f0(1,2)] ∞∑
n=1
[Ψ (1,2)]n
n! (5.5.7)
The form of (5.5.7) suggests the introduction of two different types of bond: short-range
f0-bonds and long-range Ψ -bonds. The presence of two types of bond transforms the sim-
ple diagrams in (5.5.4) into composite diagrams in which two circles are linked by at most
one f0-bond but an arbitrary number of Ψ -bonds. We recall from Section 3.7 that if two
circles in a diagram are linked by n bonds of a given species, the symmetry number of
the diagram is increased, and its value decreased, by a factor n!; this takes care of the
factors 1/n! in (5.5.7). The complete expansion of a in terms of composite diagrams is
V φ = [all irreducible diagrams consisting of two or more black
ρ-circles, f0-bonds and Ψ -bonds, where each pair of
circles is linked by any number of Ψ -bonds but at most
one f0-bond] (5.5.8)
FIG. 6. Diagrams for the F [ρ(x)], up to the fourth order in the density.
13 Indeed, the HNC approximation itself can be derived and (somehow) justified diagrammatically.
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As we said before, the distribution functions (and the particle densities, by extension) can be expressed in terms of
functional derivatives of the thermodynamic potentials. For example, for the n−particle density we have
ρ(x1,x2,, . . . ,xn) =
z∗(x1) . . . z∗(xN )
Z
δnZ
δz∗(x1) . . . δz∗(xN )
,
where
Z[z∗(x)] = e−βΩ[z∗(x)].
Thus, one can obtain similar diagrammatic expansions for the particle densities by functional differentiation of the
expression (30) for Ω.
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At each order in z∗ beyond the second, many of the diagrams in the series (3.8.3) contain
articulation circles; those contributing at third and fourth orders are shown below, with the
articulation circles marked by arrows:
If the system were translationally invariant, the articulation circles could be chosen as the
origin of coordinates in the corresponding integrals. The integrals would then factorise as
products of integrals that already appear at lower order in the expansion. While this is not
possible in the general case, diagrams that contain articulation circles can be eliminated
by switching from an activity to a density expansion. This requires, as an intermediate
step, the activity expansion of ρ(1)(r). The single-particle density at a point r is the func-
tional derivative of the grand potential with respect to either ψ(r) or, equivalently, ln z∗(r).
From (3.3.10) and Lemma 2 it follows that
ρ(1)(r)/z∗(r) = 1+ [all diagrams consisting of a white 1-circle labelled
r, at least one black z∗-circle and f -bonds] (3.8.4)
The diagrams in (3.8.4) fall into two classes: those in which the articulation circle is a
white circle and those in which it is not and are therefore star-irreducible. The first of these
classes is just the set of all diagrams that can be expressed as star products of diagrams in
the second class. Use of Lemma 1 therefore eliminates the diagrams with white articulation
circles to give an expansion of ln[ρ(1)(r)/z∗(r)] which, from (3.5.3), is equal to c(1)(r):
c(1)(r) = [all diagrams consisting of a white 1-circle labelled r, at least
one black z∗-circle and f -bonds, such that the white circle
is not an articulation circle] (3.8.5)
The diagrams in (3.8.5) are all star-irreducible, but some contain black articulation cir-
cles. To eliminate the latter, we proceed as follows. For each diagram Γ in (3.8.5) we
identify a maximal, irreducible subdiagram Γm that contains the single white circle.
Illustration.
Γ = Γm =
In the example shown there is one articulation circle (marked by an arrow) and there are
two maximal, irreducible subdiagrams, one of which contains the white circle. It is easily
proved15 that for each Γ there is a unique choice of Γm; if Γ itself is irreducible, Γ and Γm
are the same. The set {Γm} is a subset of the diagrams in (3.8.5). Given any Γm, the diagram
from which it derives can be reconstructed by decorating the black circles with diagrams
FIG. 7. Some diagrams with articulation vertices.
IV. HOW IS A GLASS SIMILAR TO THE DISORDERED FERROMAGNET?
Let us take a step backwards. In the preceding section, we mentioned the fact that in the liquid phase the density
profile is a constant in space, equal to the number density
ρ(x) = ρ,
exactly like the magnetization in the Curie-Weiss model we mentioned in the first section. In this sense, a liquid can
be seen as a sort of “paramagnet”.
But what does happen when the liquid becomes a glass?
What happens is that the density profile is not constant anymore, but instead, because of the amorphous structure
of the glass, density fluctuations are now allowed and so ρ(x) becomes a function of the position, exactly like the
magnetization in the disordered ferromagnet. Indeed, the analogy can be pushed further as the density profile con be
seen as a solution of a minimum condition on the free energy functional F [ρ(x)]14
δF
δρ(x)
= 0 (32)
exactly like the mi were. Besides this, the function ρ(x), since it describes an amorphous solid, cannot have a somehow
“simple”, ordered structure like it would in the case of a crystalline solid, wherein the density field would be a periodic
function of the position,
ρ(x) = ρ(x+R).
So, we have that, from this point of view, the glass is analogous to the disordered ferromagnet, and the crystalline
solid to the antiferromagnet. Once the proper conceptual links are made, we find ourselves in the exact same situation
as before.
Thus, in order to study the glass state, we should construct the energy functional F , then find all possible non-constant
and non-periodic solutions of the (32) and count them in order to compute the total number of amorphous structures
(i.e., of states15). Even more than in the case of the disorder ferromagnet, it is evident that this strategy is basically
a lost cause. Thus, to solve our problem, we turn, finally, to replicas.
14 This statement is a fundamental theorem in density functional theory, the Hohenberg-Kohn-Mermin theorem, which states that the free
en rgy is a functional of the 1-particle density profile only, and that the equilibrium density profile is the one which minimizes the F
[15].
15 Every state in a real glass can be thought of as the set of all configurations covered by the system as the particles vibrate around
equilibrium positions arranged in an amorphous structure. Thus, every state corresponds to such a structure.
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V. THE REPLICATED HS LIQUID
We now tackle the problem enunciated at the end of section II, i.e. computing the static properties of an HS liquid
made up of m weakly coupled replicas. We start from the model Hamiltonian
H =
m∑
a=1
∑
i<j
VHS(x
a
i − xaj ) +

m
N∑
i=1
∑
a<b
(xai − xbi )2, (33)
where we have discarded the kinetic part, as it gives the trivial, ideal-gas part of the thermodynamic functions. For
convenience reasons, we have chosen the inter-replica potential to be harmonic, governed by a small coupling constant
. We must stress the fact that, despite the fact that we started from replica formalism, which in the context of liquid
theory can look somewhat exotic, the Hamiltonian (33) has nothing special: it is just the Hamiltonian for a molecular
liquid, where each molecule is formed by particles belonging to different replicas, interacting via a perfectly harmonic
potential; in the context of liquid theory, it is a pretty standard and straightforward problem.
We now want to compute the entropy of this molecular liquid. We start from the grancanonical partition function
Zm() for the model:
Zm() =
∞∑
N=0
eβµ
∫
dNx1 . . . d
Nxm
N !
∏
i<j
χ(xai − xaj )
N∏
i=1
exp
(
− 1
m
∑
a<b
(xai − xbi )2
)
where we have defined the function
χ(x− y) ≡ θ(|x− y| −D).
We can then define a sort of “molecular position” x ≡ (x1,x2, . . .xm), which allows us to rewrite the partition function
in very compact form
Zm() =
∞∑
N=0
∫
dNx
N !
N∏
i=1
z∗(xi)
∏
i<j
χ(xi,xj), (34)
with the definitions
z∗(x) ≡ z exp
(
− 
m
∑
a<b
(xa − xb)2
)
, (35)
χ(x,y) ≡
m∏
a=1
χ(xa − ya). (36)
We then define the thermodynamic potential for the replicated HS liquid,
S(m,ϕ, ) ≡ 1〈N〉 logZm(),
where ϕ is the packing fraction again.
Now, let us compute this quantity (d is the number of spatial dimensions):
− 1
(m− 1)d
dS(m,ϕ, )
d
.
We have that
− 1
(m− 1)d
dS(m,ϕ, )
d
=
1
m(m− 1)d〈N〉
〈
N∑
i=1
∑
a<b
(xai − ybi )2
〉
=
1
2d〈N〉
〈
N∑
i=1
(xai − ybi )2
〉
.
(37)
Thus, the derivative of S with respect to  is a quantity which measures the average distance between particles
belonging to (any, as replicas are all equivalent and can be permuted at will) two different replicas: it is exactly the
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“distance” we were looking for! The quantity is called the cage radius and is denoted as A.
We can again appreciate the remarkable analogy with the magnetic system: just as the magnetization is equal to
the derivative of the free energy with respect to the magnetic field h, the cage radius is proportional the derivative
of the potential S with respect to the coupling , which is the external “field” that constrains the replicas to be in
the same state. Just as the appearance of a spontaneous magnetization at zero magnetic field was the signature of
the ferromagnetic transition, now the appearance of a finite A for zero coupling will signal the fact that states have
appeared, as anticipated in section II.
At this point, it really looks like we are holding all the cards: computing the S is now a standard liquid theory
problem. Since the partition function (34) is written in the usual form for a liquid in the grancanonical ensemble (just
with the molecular position in the place of the standard one), one could in principle compute it using, for example,
the perturbative expansion (30), having the caution to replace all the objects (activity, mayer function) with their
molecular counterparts defined above. Once this has been done, we can study the behavior of A at zero coupling, as
a function of ϕ, and draw the phase diagram for the model. The complexity and free energy can then be computed
easily from the S using the prescriptions (17) and (16).
However, in practice (and again, exactly as it is done for magnetic systems) it is more convenient to Legendre-
transform S(m,ϕ, ) with respect to , switching to a potential S(m,ϕ,A) which is an explicit function of A16
S(m,ϕ, ) = min

[S(m,ϕ, ) + d(m− 1)A],
in the same way as one passes from the Helmholtz free energy F (β, h) to the Gibbs free energy G(β,m) for a magnetic
system. In order to do this, it is more convenient to switch to the canonical formalism from the very start (that is, use
expansion (31)), rather than compute S perturbatively in the grancanonical formalism and then Legendre-transform
to the canonical one. Once S(m,ϕ,A) is known, one can then compute A from a minimum condition.
This however presents us with a problem: what is the “molecular” density profile ρ(x), which we need to know in
order to compute the diagrams in expansion (31)? In the canonical formalism, the field ρ(x) is not given and is
assumed to be known, in the exact same way in which the number of particles N is an independent variable in the
canonical ensemble, while it is not in the grancanonical one.
Thus, it becomes necessary to impose a certain form of the molecular density field, which must contain A as a
parameter of sorts. Let us look closely at the definition of ρ(x):
ρ(x) = 〈
N∑
i=1
δ(x− xi)〉 = 〈
N∑
i=1
m∏
a=1
δ(xa − xai )〉.
We can thus notice that the molecular density field is really a sort of m-particle density, which is related to the
probability of finding the m replicas of particle i (remember that only replicated particles with the same label i
interact via the harmonic potential) at positions xa,xb, . . . ,xm. Thus, it is the function which really describes the
actual, physical shape of a molecule in the replicated liquid.
Knowing this, the simplest ansatz that we can make for the ρ(x) is the following
ρ(x) =
ρm−d/2
2piA(m−1)d/2
exp
(
− 1
2mA
∑
a<b
(xa − xb)2
)
,
=
ρ
2piAmd/2
∫
dX exp
(
− 1
2A
m∑
a=1
(xa −X)2
)
,
=ρ
∫
dX
m∏
a=1
γA(xa −X),
(38)
where γA denotes a normalized Gaussian with variance A. As we can see, this ansatz corresponds to assuming that
the displacements between particles in the molecule follow a Gaussian law with variance A. For this reason it is
commonly called the Gaussian ansatz.
Once we have this form for the molecular density profile, we just have to plug it in the diagrammatic expansion
(31) to compute the S(m,ϕ,A)17; then we can use the minimum condition (32) and extremize the functional F inside
16 One can also compute the entropy of the replicated liquid by generalizing in a suitable way the HNC and PY approximations. Historically,
the replicated HNC approximation was the first method used to compute the properties of a replicated liquid, by Me´zard and Parisi in
1996[28]. However, one can see that for high enough ϕ the RHNC performs very poorly.
17 The prescription is S[ρ(x)] = −βF [ρ(x)].
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the Gaussian ansatz to get an equation for A
dS
dA
= 0,
and search for any nontrivial solutions for this equation. It looks easy on paper.
Sadly, it is not. Computing the diagrams of the (31) with the Gaussian ansatz is indeed very complicated even at
the second order, and even in that case it is not possible to have an analytic expression for every number of spatial
dimensions, as we are going to see.
There are three possible ways out. The first is the small cage approximation [29, 30, 37], in which the replicated liquid
is replaced by an ordinary, atomic one with effective interaction potentials that can be computed, in powers of
√
A,
from the diagrams that appear in the (31). Therefore, for A sufficiently small, one can hope to get acceptable results
by considering a small number of interaction potentials (in fact, only the first one) [37]. It is a very cumbersome
method, but for the moment is the only one that can be applied to the “realistic” model, i.e. the one defined by the
Hamiltonian (33) in three dimensions.
The second is to consider a liquid embedded in a space with an infinite number of spatial dimensions. In this case,
it is possible to prove that the perturbative series (31) reduces to the first two terms only, i.e. the ideal gas term and
the first interaction term (see [12] for details). One can then extract the asymptotic results for high d. This method
actually makes possible to compute things exactly, and it has been applied with remarkable success in the series of
papers [8, 9, 20, 21]. However, it has a big drawback in the fact that particle systems with an high number of spatial
dimensions are hard to simulate numerically. Furthermore, an infinite dimensional system is unrealistic and it is hard
to tell which results are still valid for 3-dimensional systems.
The third way, which is the one we are going to follow, is to switch from the usual HS model to a modified, mean-field
model, for which the perturbative series (31) reduces to the first two terms only without the need to go to infinite d.
In the next section we will introduce and study briefly such a model.
VI. EXPLICIT COMPUTATIONS: THE MARI-KURCHAN (MK) MODEL
The Mari Kurchan model[24] is defined by the Hamiltonian
HMK =
∑
i<j
V (xi − xj −Aij), (39)
where V is a suitable interaction potential (which in our case will be the HS one). The Aij are “random shifts”, i.e.
quenched, random d-dimensional vectors identically, independently and uniformly distributed in the d-dimensional
cube:
P (A) =
1
V
we also impose that Aij = Aji, for convenience reasons.
This model can be seen as “mean field” in multiple ways. First, we can notice that the model is devoid of any space
structure: despite the fact that every particle interacts, given a certain realization of the As, with a finite number
of “neighbors” (so the model is not “fully connected” in the usual sense), those neighbors can be anywhere in the
sample, since the shifts are uniformly distributed in the whole cube. From this point of view, the model is “mean
field” because the physical space the model is embedded in plays no role on the interactions.
A less intuitive, but more profound line of reasoning stems from considering the probability of having three particles,
say i, j and k, interact with each other at the same time, i.e., each of them interacts with both the other two at the
same time. For this to happen, we should have, for the HS potential,
|xi − xj −Aij | ' D,
|xj − xk −Ajk| ' D,
|xk − xi −Aki| ' D,
(40)
which would imply
|Aij +Ajk +Aki| ' D,
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which is very unlikely (and, in the thermodynamic limit, outright impossible), since the shift are O(L)18. So, in this
model, effectively, three body interactions are forbidden: if i interacts with j, and i interacts also with k, then k and
j do not interact with each other. Thus, we can immediately notice that this model is mean-field in the sense that
the network of interactions is tree-like, i.e., there are no loops. Indeed, another possible mean field model for the glass
state, the Mari-Kurchan-Krzakala model [23], embraces this philosophy explicitly by imposing a tree-like interaction
network from the very start:
HMKK =
∑
i,j
GijV (xi − xj),
where Gij is the adjacency matrix of the underlying tree graph. Besides this, the disappearance of loops is also the
mechanism that gives high-d fluids their mean field nature. In that case, three-body interactions are made improbable
(impossible for d→∞) by the high dimensionality itself.
A. Partition function and entropy functional
The canonical partition function for the model is
Z(A) =
∫
dNx exp
−∑
i<j
V (xi − xj −Aij)
 .
Notice the absence of the factor 1N ! , as particles in this model are not truly indistinguishable for a given realization
of the random shifts. As usual, we want to compute the entropy of the liquid
S(ϕ) = logZ(A).
In the liquid phase, the average over the shifts can be treated at an annealed level[4], that is, we can assume them to
fluctuate on the same timescale as the system’s microscopic configuration, thus giving
S(ϕ) = logZ(A).
This way, our problem reduces to the computation of the annealed partition function
Z(A) =
1
N !
∫ ∏
l<m
dP (Alm)
∫
dNx exp
−∑
i<j
V (xi − xj −Aij)

=
∫
dNx
∏
i<j
(
1 + f(xi − xj)
)
,
(41)
where f is the annealed Mayer function, and we have reinserted the factor 1N ! for convenience. Let us compute f
f(x− y) =
∫
dAP (A)[e−V (x−y−A) − 1]
=−
∫
dAP (A)θ(D − |x− y −A|)
=− 1
V
∫
dA θ(D − |x− y −A|).
(42)
We can see that the integral corresponds to the volume of a sphere of radius D at position x− y, so that
f = −vd(D)
V
.
18 L is the side of the cube.
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In order to compute the entropy S, we now turn to expansion (31). As we anticipated, of the diagrams that
are in the (31) only the first one survives, along the ideal gas term. So the entropy would be (notice the extra
(N logN −N) ' logN ! factor, due to the non-indistinguishability of the particles)
S(ϕ) = −
∫
dx ρ(x)[log ρ(x)− 1] + 1
2
∫
dxdy ρ(x)ρ(y)f(x− y) +N logN −N. (43)
To prove this, one can use diagrammatic theory by starting from the grancanonical expansion in (30), which is actually
the way it is done in [24]. Here we will show it in a more straightforward manner, using the saddle point method.
We start from the partition function (41)∫
dNx
∏
i<j
(
1 + f(xi − xj)
)
,
let us define the density field
ρ(x) =
N∑
i=1
δ(x− xi).
We now introduce a factor 1 in the partition function in the form of the field integral19∫
δρ(x) δ
(
ρ(x)−
N∑
i=1
δ(x− xi)
)
,
and we get
Z(A) =
∫
δρ(x)
∫
dNx δ
(
ρ(x)−
N∑
i=1
δ(x− xi)
)
× exp
(
1
2
∫
dxdyρ(x)ρ(y) log[1 + f(x− y)]
)
.
(44)
Let us focus on the first line, i.e., on the entropic term. As usual we can express the delta function as a functional
Fourier integral. We get ∫
δρˆ(x) δρ(x) dNx exp
[
i
∫
dxρ(x)ρˆ(x)− i
N∑
i=1
∫
dxρˆ(x)δ(x− xi)
]
=
∫
δρˆ(x) δρ(x) dNx exp
[
i
∫
dxρ(x)ρˆ(x)− i
N∑
i=1
ρˆ(xi)
]
.
(45)
We can now put it all together, getting
Z(A) =
∫
δρˆ(x) δρ(x) eG[ρ(x),ρˆ(x)], (46)
where the field action G is
G[ρ(x), ρˆ(x)] = i
∫
dx ρ(x)ρˆ(x) +N log
∫
dx e−iρˆ(x) +
1
2
∫
dxdyρ(x)ρ(y) log[1 + f(x− y)].
Now, noticing that the Mayer function
f(x− y) = −vd(D)
V
19 This procedure is similar to the coulomb-gas method for large random matrices [10].
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goes to zero in the thermodynamic limit, we can expand the logarithm, getting
G[ρ(x), ρˆ(x)] = i
∫
dx ρ(x)ρˆ(x) +N log
∫
dxe−iρˆ(x) +
1
2
∫
dxdyρ(x)ρ(y)f(x− y).
To evaluate the functional integral in the thermodynamic limit, we can use the saddle point method with respect to
the fields ρ and ρˆ. The saddle point equations read
ρ(x) = N
e−iρˆ(x)∫
dx e−iρˆ(x)
, (47)
ρˆ(x) = i
∫
dy ρ(y)f(x− y). (48)
We can eliminate ρˆ using the first one, and in the end we get
logZ(A) = −
∫
dx ρ(x) log ρ(x) +
1
2
∫
dxdy ρ(x)ρ(y)f(x− y) +N logN,
which is equal to the (43). The density profile ρ(x) must in turn satisfy the equation
log ρ(x) =
∫
dyρ(y)f(x− y),
which can be derived by functional differentiation of the Z(A) or by elimination of ρˆ(x) in the second of the saddle
point equations. This integral equation corresponds to the minimization condition (32) for the equilibrium density
profile.
B. Replica formalism
We now wish to apply replica formalism to the study of the dynamical glass transition in the MK model. We
remind that our aim is to compute the entropy S(m,ϕ,A) of m coupled replicas of the model, and then look for any
non-trivial solutions of the equation
dS
dA
= 0.
In the glass phase, the average over the couplings must be done at a quenched level[4] (the shifts are now frozen
while the system evolves), i.e.
S(m,ϕ, ) = logZm,
which is pretty hard to compute. We circumvent this difficulty using the replica trick
logZm = lim
n→0
logZnm = lim
n→0
Znm − 1
n
,
that is, we consider n uncoupled replicas of the system of m weakly coupled replicas (nm replicas in total). Thus, the
annealed partition function would be
Znm() =
∫ ∏
l<m
dP (Alm)
∫ n∏
c=1
dNx
× exp
− nm∑
a=1
∑
i<j
VHS(x
a
i − xaj −Aij)−
n∑
c=1
a,b∈{mc}∑
a<b
N∑
i=1

m
(xai − xbi )2
 (49)
where with mc we denote the c-th (of n total) block of m replicas. As we can see, the nm replicas are grouped in
blocks of m each, and interact only within the same block via the harmonic potential.
As we anticipated, we now switch to the density-functional form of the entropy. For the nm-replicated system we
have
logZnm = −
∫
dx ρ(x) log ρ(x) +
1
2
∫
dxdy ρ(x)ρ(y)fr(x− y) +N logN (50)
22
where we have defined
x ≡ (x1,x2, . . . ,xn) = (x1, . . . ,xm,xm+1, . . . ,xmn), (51)
fr(x− y) ≡ (−1)mn
∫
dAP (A)
nm∏
a=1
θ(D − |xa − ya −A|). (52)
To obtain this form of the entropy, one starts from the partition function for the nm replicated system and then
generalizes simply the steps done in the preceding section.
Now, we must generalize the ansatz (38) to the case of nm replicas coupled in blocks of m. This is indeed remarkably
easy: as replicas are coupled only within blocks, then the ansatz for ρ(x) will just be a product of n Gaussian forms
like the (38),
ρ(x) ∝
n∏
c=1
ρ(xc),
and more precisely
ρ(x) =
N
V n
n∏
c=1
∫
dXc
1
(2piA)md/2
exp
− mc∑
a=m(c−1)+1
(xa −Xc)2
2A
 . (53)
Now, to compute the entropy, we must plug this form of the density field into the (50), compute it as a function of
n, and then take the limit n→ 0,
S(m,ϕ,A) = logZm = lim
n→0
logZnm.
The calculations are quite cumbersome, but in the end it can be shown that, once the n → 0 limit has been taken,
the result for S is
S(m,ϕ,A) = −
∫
dx ρ(x)[log ρ(x)− 1] + 1
2
∫
dxdy ρ(x)ρ(y)f(x− y) +N logN −N, (54)
where
f(x− y) ≡
m∏
a=1
χ(xa − ya)− 1,
and ρ(x) is given by the (38). Thus we have discovered that, apart from the N logN −N additive term, the entropy
for the replicated MK model corresponds to the first two terms of expansion (31) for the replicated ordinary HS liquid:
the advantage is that for the HS liquid this would be a (very crude at best) approximation, while for the MK model
it is exact.
C. The dynamical transition and the phase diagram
We now compute, finally, expression (54) using the ansatz (38). Let us start from the ideal-gas term
1
N
∫
dx ρ(x)[1− log ρ(x)] =1− log ρ+ (m− 1)d
2
log(2piA)− d
2
logm
+
1
N
∫
dx ρ(x)
[
1
2mA
∑
a<b
(xa − xb)2
]
.
(55)
We can rewrite the integral in the second line as
ρ
N
∫
dX
∫ m∏
a=1
dxγA(x
a −X) 1
2mA
(m− 1) m∑
a=1
(xa)2 −
∑
a6=b
xa · xb
 ,
23
which can be evaluated easily, giving
d(m− 1)
2
.
Thus, the total ideal-gas entropy per particle, taking into account the (N logN −N) additive factor20, is
Sid(m,A) =− log ρ+ (m− 1)d
2
log(2piA)− d
2
logm+ d
m− 1
2
+ logN
=− log ρ+ logN + Sharm(m,A),
(56)
where
Sharm(m,A) ≡ (m− 1)d
2
log(2piA)− d
2
logm+ d
m− 1
2
.
We now turn to the interaction term
1
2N
∫
dxdy ρ(x)ρ(y)f(x− y). (57)
First, we rewrite the Mayer function in the following way
m∏
a=1
χ(xa − ya)− 1 = χ(x1 − y1)
(
m∏
a=2
χ(xa − ya)− 1
)
+ χ(x1 − y1)− 1,
and the integral (57) becomes
1
2N
∫
dxdy ρ(x)ρ(y)χ(x1 − y1)
(
m∏
a=2
χ(xa − ya)− 1
)
+
1
2N
∫
dxdy ρ(x)ρ(y)[χ(x1 − y1)− 1].
(58)
The second integral can be computed trivially and the result is
ρ2V
2N
∫
dx[χ(x)− 1] = −ρ
2
vd(D) = −ρ
2
2dvd(D/2) = −2d−1ϕ.
We now focus on the first one, which is (unsurprisingly) the most difficult. Indeed, it represents the “correction” to
the interaction term which is due to the presence of the replicas.
We define the function
Q(x− y) ≡
∫
dx2 · · · dxmdy2 · · · dymdXdY
γA(x−Y)γA(y −Y)
m∏
a=2
γA(xa −X)γA(ya −Y)[
m∏
a=2
χ(xa − ya)− 1],
(59)
which would be the first effective interaction potential of the small-cage expansion [30]. This definition allows us to
write the first line of the (58) as
1
2N
∫
dxdy ρ(x)ρ(y)χ(x1 − y1)
(
m∏
a=2
χ(xa − ya)− 1
)
=
ρ2
2N
∫
dx1dy1χ(x1 − y1)Q(x1 − y1)
=
ρvd(D)
2
(
1
vd(D)
∫
dxχ(x)Q(x)
)
= 2d−1ϕGm(A),
(60)
20 Since we have to take the derivative with respect to A, the logN factor is effectively harmless for what concerns the dynamical transition.
However, this is not the case for the ideal glass transition, since to study it we must look for solutions of the equation Σ(ϕ) = 0, and if
the logN factor is considered part of the complexity, the transition disappears in the thermodynamic limit. For this reason, the MK
model is not suitable for the study of the ideal glass transition. See [7] for more details.
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with the definition
Gm(A) =
1
vd(D)
∫
dx χ(x)Q(x).
We now need to compute Q(x). First, we notice that since the γA are normalized, we can rewrite the (59) as∫
dXdY γA(x−Y)γA(y −Y)
[(∫
dxdyγA(x−X)γA(y −Y)χ(x− y)
)m−1
− 1
]
,
which prompts us to define another function
qA(X−Y) =
∫
dxdyγA(x−X)γA(y −Y)χ(x− y)
=
∫
dξdη γA(ξ)γA(η)χ(X+ ξ −Y − η)
=
∫
dr′ γ2A(r′)χ(X−Y − r′).
(61)
The last step was accomplished by changing coordinates from (ξ, η) to (ξ+η, ξ−η) and then evaluating the Gaussian
integral on ξ + η.
Now, for the Q we have
Q(x− y) =
∫
dXdY γA(x−Y)γA(y −Y)
[
qA(X−Y)m−1 − 1
]
,
which can be manipulated in the same way as the qA, getting
Q(x− y) =
∫
dr′ γ2A(r′)[qA(x− y − r′)m−1 − 1].
Plugging this in the Gm(A), we then have
Gm(A) =
1
vd(D)
∫
drχ(r)Q(r) (62)
=
1
vd(D)
∫
dr[qA(r)
m − χ(r)]. (63)
At this point, we can rewrite the whole entropy
S(m,ϕ,A)
N
= − log ρ+ logN + Sharm(m,A)− 2d−1ϕ[1−Gm(A)]. (64)
Now, to compute the equilibrium value of A (remember equation (12)) we take its derivative with respect to A and
equate it to zero:
dS
dA
= 0,
which gives the equation
d
2dϕ
=
A
m− 1
∂Gm(A)
∂A
≡ Fm(A), (65)
where we have defined the function
Fm(A) =
mA
m− 1
1
vd(D)
∫
dr qA(r)
m−1 ∂qA(r)
∂A
.
Since we are interested in the dynamical transition for the real, non-replicated liquid, we must send m to one (one
replica only). Taking (with some caution) the limit of the Fm(A) for m→ 1, we get
F1(A) = − A
vd(D)
∫
dr log[qA(r)]
∂qA(r)
∂A
. (66)
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So, all that is left is computing the function F1(A), which is defined in terms of qA(r).
We remind the definition of qA(r):
qA(r) ≡
∫
dr′ γ2A(r′)χ(r− r′).
We observe that qA is the convolution in d dimensions of a Gaussian with a theta-like function. This would prompt us
to compute it by Fourier-transforming the two functions, but this procedure would lead to problems: since the cage
radius A is small, then the γ2A has a small variance, which implies that its Fourier transform will be long-ranged.
The same would apply to χ as its range is equal to the sphere diameter, which is more or less of the same order of
magnitude as A.
Thus, rather than Fourier-transforming back the product of two long-ranged functions, it is more convenient to
evaluate the convolution by using d-dimensional bipolar coordinates, as it is done in [37]. This allows us to write
qA(r) as a one-dimensional integral where d appears as a parameter. As the calculations are quite long and tedious,
we skip directly to the final result
qA(r) =
∫ ∞
D
du
(u
r
)(d−1)/2 e−(r−u)2/4A√
4piA
[
e−ru/2A
√
piru
A
I(d−2)/2
( ru
2A
)]
, (67)
where Ii(x) is i-th order modified Bessel function of the first kind. This integral can be evaluated explicitly only
under certain conditions, depending on the value of d.
More precisely, if d is odd, the function I(d−2)/2 has an analytic expression in terms of hyperbolic functions and
polynomials, and the qA(r) can be computed analytically, although the resulting expression becomes more and more
cumbersome with higher d. For d = 3 for example, qA(r) takes the form
qA(r) =
1
r
√
4piA
∫ ∞
D
du u[e−(r−u)
2/4A − e−(r+u)2/4A]
=
1
2
[
erf
(
r −D√
4A
)
− erf
(
r +D√
4A
)
+
2
r
√
A
pi
(e−(r−D)
2/4A − e−(r+D)2/4A) + 2
]
.
(68)
In the limit of high dimension d → ∞, which is the mean-field limit for an ordinary HS liquid, one can extract the
asymptotics by using the saddle point method on the integral representation of Bessel functions. In this case, the
correct scaling form for A can be found to be
A =
D2Aˆ
d2
,
so everything must be expressed as a function of the scaling variable Aˆ; for further details see [21, 37].
For d even, unfortunately, the Bessel function does not have an analytic expression and the qA(r) must then be
computed numerically.
Once qA(r) is known, one must compute the (66). In this case the integral must be always evaluated numerically,
so at the moment we don’t have an analytic expression for F1(A); this is also why the study of the even d case is
quite error prone, since one must then perform a numerical integration using the result of a numerical integration as
an input.
Nevertheless, F1(A) can be computed easily in dimension 3 using Mathematica (we fix D = 1), and its plot is shown
in the left panel of figure 8. We recall the equation for the cage radius
d
2dϕ
≡ F1(A).
As we can see, for low ϕ the equation has no solution, since F1(A) is bounded. As soon as the constant on the left
side touches the maximum of F1(A), two nontrivial solutions for A appear, of which the physical one is the one which
decreases with increasing ϕ. The plot of A vs. ϕ is shown in the right panel figure 8.
The dynamical transition density ϕd can be computed as
ϕd =
d
2dmaxA{F1(A)} ,
ad we get
ϕd ' 1.7764,
which is a reasonable value [7, 24]. In addition, using the generic Fm(A), we can compute ϕd as a function of m and
thus draw the dynamical transition line in the (ϕ,m) plane. We show the (ϕ,m) phase diagram from the model in
figure 9.
26
0.0 0.1 0.2 0.3 0.4 0.5 0.6
A
0.05
0.10
0.15
0.20
F1HAL
1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2
j
0.05
0.10
0.15
0.20
2 dA
FIG. 8. Left: the function F1(A) for d = 3. Right: The cage radius A as a function of the packing fraction ϕ, for ϕ > ϕd,
d = 3.
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FIG. 9. The (ϕ,m) phase diagram for the MK model in three dimensions. The green line is the dynamical transition line. The
blue lines are isocomplexity lines, i.e. the contours of the complexity as a function of ϕ and m. Reprinted from [25].
VII. CONCLUSIONS AND PERSPECTIVES
We presented here a brief review of the replica method in its application to the structural glass transition problem.
We started from an intuitive picture of how the method works, and from there we have gone all the way to the
computation of the phase diagram for an exemplary model. Of course, there are many more results that can be
obtained using replica theory. Indeed, the phenomenology of the MK model is extremely rich, despite its simplicity,
and shows a number of non-trivial features such as non-perfect caging of particles due to hopping, and violation of the
Stokes-Einstein relation for viscosity and diffusion [7]. In addition to this, the presence of the random shifts makes
possible the use of a procedure, the planting [19] method, which allows us to obtain equilibrated configurations for
densities deep in the glass phase. This means that we can circumvent the problem of the extremely large equilibration
times needed to thermalize a glass former near the glass transition, opening the door to extensive numerical studies
of the high density, glassy regime[25]; in particular, we can simulate the actual process of glass formation by a slow
annealing to a planting temperature Tg < Td, where the glass forms, and then model the behavior of the so obtained
glass as it is heated or cooled via rapid temperature variations. This process is the one that is actually used to make
glasses in the real world and so the study of this regime is extremely important for all practical and experimental
purposes.
Since in this regime the glass former is trapped inside a single metastable state, the theoretical focus must shift to the
in-state free entropy s which actually governs the physical properties of the liquid when it is far from equilibration.
The replica method can be used in this case as well, along with the isocomplexity [33] assumption, to compute the
properties of the glass, as it is shown in [25], where the comparison to numerics and the link to actual experiments
on glass formers is discussed. A more refined formalism, which relies on the Franz-Parisi potential [40] has been
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applied in [38] to the infinite-dimensional liquid studied in [8, 20, 21], where the issue of the response of the glass to
an external drive has also been addressed.
In general, we can say that since the seminal paper [28], down to the more recent results of the series [8, 9, 20, 21], the
replica method has thoroughly proven its worth for what concerns the study of glass forming systems in the mean-field
limit, where metastable glassy states have an infinite lifetime and ergodicity breaking is hard. However, one must not
forget that the presence and even the nature of metastable states is still a debated issue (see the conclusions of [43]
for details) for all cases in which the system does not remain trapped forever inside them and ergodicity breaking
is not hard. Once this happens, the concept of “state” could actually be not meaningful anymore. Unfortunately,
this is what actually happens in nature, as the lifetime of metastable states is indeed very long, but finite even below
the dynamical transition temperature. Thus, we need to consider realistic, out of mean field models for the RFOT
program for the description of the glass transition to reach its goal. The applicability of the replica method in those
situations will then be undoubtedly linked to the fate of metastable states once the system is brought out of mean
field.
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