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1. INTRODUCTION 
Let/= {fi,...,fN} b e a g ‘ven basis of unit vectors in an N-dimensional 
complex Hilbert space &‘, say .3?= CN. Let 9 = { g,, . . . , g, } be a given 
orthonormal basis of X’. Consider the problem of replacing /’ by an 
orthonormal basis e subject to two constraints: 
(a) e should be close to/; 
(/3) L should be close tog. 
Since (a) and (p) are competing constraints, the optimal solution (to a 
precisely stated version of this problem) will depend on how much weight is 
given to ((r) and (p) relative to one another. 
In computing ground-state densities and energies for molecules, /’ is 
gotten by analyzing simple subsystems of the molecule in question, and 
changing/results in a loss of information about the subsystems. One must 
orthogonalize for computational purposes, therefore requirement (a) is 
reasonable based on chemical grounds. Requirement (/?) may be based on 
the chemist’s uspicion thatg is close to the “right answer.” Alternatively,3 
may be predicted by a competing chemical theory, and varying the weights 
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associated with (a) and (8) may lead to tests of hypotheses concerning 
competing theories. 
For 0 I b I 1 we introduce the cost functional 
C,(e) = b fII4 - e/II* +(l- b) cIls, - e,ll*. 
j=l J=l 
Here b determines the relative weights given to constraints (a) and (p), and 
an optimal orthogonalization gives an e, which minimizes the functional C,. 
That is, we want to solve 
The problem. Find d such that C,( 2) = min Ch(e). 
Let B by the linear map from/to e, i.e., B is a linear map from 2 to 8 
and Bf, = ej for 1 ~j I N. Let B = UL be the polar decomposition of B, 
i.e., L = I BI = (B*B)‘/* is a positive self-adjoint operator and U is a 
unitary operator on 3’. This decomposition (which reduces to z = e”]zl in 
C’) exists and is unique [6,8]. If we replace e by another orthonormal basis 
e’, let B’ = U’L’ be the corresponding orthogonalization operator written in 
its polar decomposition. Since the linear map V from e to e’ is unitary, we 
see that B’ = VB = (VU)& whence the uniqueness of the polar decomposi- 
tion gives L’ = L and U’ = VU. It follows that varying the orthogonaliza- 
tion operator B corresponds to keeping its positive part L fixed while 
varying its unitary part U over the group %(&‘) of all unitary operators 
on 3?. 
Let W be the (unique) unitary map from the orthonormal basis Lf’= 
{ Lfb . . . , LfN } tog. Then, using B = UL and gJ = WLf,, we get 
C,(e) = b E [[(B-l - I)e,\l* +(l - b) f jl(I - UW-‘)g,ll* 
j=l J=l 
= b f [I( L-’ - U)U-‘e,ll* +(l - b) 2 I/( W - U)W-‘g,ll’ 
j=l J=l 
= bllL-’ - VII; +(l - b)llW- VII;, (1) 
where 11 . II2 denotes the Hilbert-Schmidt norm. (Recall that 
]/A]]: = trace(A*A) = f ]lAhjl]* 
J=l 
for any orthonormal basis A of 2.) 
We now consider the problem of minimizing C&), where this functional 
is thought of as a function of U E q(Z). When b = 1 this problem goes 
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back to P.-O. Lowdin [9], and the unique solution is U = I; see Aiken, 
Erdos, and Goldstein [l, 21; [2] contains further motivational discussion and 
references, to which one should add Duffin and Eachus [4] and Jorgensen 
[91* 
We shall give a more general formulation of the problem in the next 
section. Section 3 contains the proof of the main result. Section 4 contains 
additional discussion of the general problem specialized to the context of 
this section. Section 5 discusses the problem in a more general context by 
introducing a class of different metrics. It turns out that the solution is 
independent of the metric within this class. Section 6 shows how the 
techniques of Hilbert-Schmidt geometry give a simple solution to a matrix 
optimization problem of Wolkowicz [ll]. 
2. THE MAIN RESULT 
Hypothesis (H). Let A,, . . . , A, be linear operators on an N-dimen- 
sional complex Hilbert space &“. Let b, 2 0,. . . , b, 2 0 with b, + . . , +6,, 
= 1. Suppose that C = C;l= Ibj Aj is a normal operator. 
The problem is to minimize the functional 
b(U) = i bjllU - Aill; 
j=l 
when U varies over the unitary group %( &‘) on .X. 
Let n = 2 and b, = b, so that b, = 1 - b. If b = 1 and A, is a positive 
self-adjoint operator, the problem reduces to the Lowdin problem and the 
unique solution is given by U = I. When b = 0 and A, is unitary, the 
unique solution is clearly given by U = A,. When n = 2 with A, positive 
self-adjoint and A, unitary, 6’(U) is given by (1) and the problem reduces to 
the one discussed in the Introduction. 
Our main result is the following theorem. 
THEOREM 1. Let Hypothesis (H) hold and consider 
a(U) = t bjllU - Ajllz 
j=l 
as a real-valued function on %(X), the unitary operators on 8. Write the 
normal operator C = Cy=,bjAj as C = CySlhkek 8 ek, where {e,,. . . ,eN} is 
an orthonormal basis for &‘, i.e., Ce k = h,e, for each k. The unitary operators 
U which minimize d have the following form. For 1 I k I N, Ue, = Ske,, 
where Sk = X,/lb, 1 if A, # 0 and 5;, is an arbitrary complex number of 
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modulus one if h, = 0. Let Ndenote the null space of C. Then the minimizing 
operators U for dare reduced by N, are arbitrary unitary operators on Jli, and 
are uniquely determined unitary operators on N’ . If &is restricted to 42&P), 
the unitary operators on Xwhich commute with C, then the only local minima 
for &are its global minima. 
When C is injective (i.e., one-to-one), the minimum of &is attained on a 
unique U. 
3. PROOF OF THEOREM 1 
The function 
is a smooth map on the compact P-manifold a’( 3). Thus it has local and 
global minima which are among its critical points, i.e., points V E e’(X) at 
which 8’(V) = 0, i.e., for U E %(X), a(U) = 8(V) + 0(1/U - Vllr) as 
u-, v. 
A difficulty with d is that it involves n summands with n > 1. We next 
show how to avoid this difficulty by reducing to the case when n = 1. First 
note that for U unitary, 
Ill - Al’ = (u - A)*(U - A) 
= I - 2 Re( A*U) + IAl’. 
Consequently, if C = Cy= rbj Aj and D = C;= 1 b, I Ail 2, 
i bjlU - A,12 = ,cI bj( I - 2Re( ATU) + \A,I’) 
j=l 
= I - 2Re(C*U) + D 
= IU - Cl2 + (D - lC12). 
Hence, if A is any orthonormal basis, 
= f 2 (b,lU - Aj12h,, h,) 
k=l/=l 
= kcl {( V- Cl’h,, hk) + ((D - ICI’)h,, hk)} 
= trace( IU - Cl’) + trace( D - lC12). 
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We are using the mathematician’s convention that the inner product (.x, y) 
is linear in x and conjugate linear in y. Thus 8(U) and 
differ by a constant, so minimizing d (locally or globally) is equivalent to 
minimizing 9. 
Minimizing means finding the nearest unitary operator to the given 
normal operator C in the Hilbert-Schmidt norm. This is equivalent to 
minimizing ]]C - N]]:, where N varies over the normal operators with 
spectrum contained in the unit circle A = {z E C : ]z] = l}. This problem 
was solved by Bouldin [3], and the solution is as follows, where A denotes 
any nonempty compact set in C. Let, for t E C, G(z) be the nonempty set 
(l E A: IL - {I = dist(z, A)}. For A the unit circle, G(z) = { z/]z]} for 
z # 0 and G(0) = A. Then 
minl]C - N]]: = ]IC - El]: 
for each E in G(C), where G(C) is the set of operators E defined by 
E = C,“=r{,e, 8 ej, where C = C,N=,Xjej 8 e, and 1, E G(Aj) for each j. 
Thus the global minima of 9(and of S) are precisely those asserted in the 
theorem. 
Next we consider 9as a functional on SC(Z) = {U E q’(X) : UC = 
CU} and use the methods of calculus (see [2]) to find its local minima. For 
this we prepare a lemma. 
LEMMA. Let A, H, V be linear operator on &with H se[fadjoint and V 
unitary. Then for F(t) = lleitHV - A# we have 
F’(0) = 2 traceIm( A*HV), 
F”(0) = 2 trace Re( A*H2V). 
Proof. Let 
so that 
B(t) = (ei’HV - A)*(eirHV - A), 
F(t) = trace(B(t)). 
Then a straightforward computation gives 
B’(t) = iV*He-IfHA - iA*e”*HV 
= 2 Im( A*HeirHV), 
B”(t) = V*ffZe-itffA + A*f&i’Hf, 
= 2 Re( A*H2eirHV). 
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By the linearity of the trace, 
Pk)( t) = trace( Bck’( 1)) fork = 1,2, 
and so the lemma follows. 
Let V E @JX) be a critical point of 9(on @J.X’)), i.e., S’(V) = 0. 
Assume further that V is a local minimum. Then for any rank one 
orthogonal projection H let 
By the lemma, 
0 = F’(0) = 2 trace Im( C*HV), 
0 I F”(0) = 2traceRe(C*HV). 
(2) 
(3) 
Let e be an orthonormal basis of eigenvectors of V; thus Ve, = S;e, with 
]{,I = 1 for j = 1,. . . , N. Fix k E (1,. . . , N} and let H = ( . , eL)ek = e, 
Q ek project onto the span of ek. Then 
C*HVej = li’jk{kC*ek, 
V*HCej = (Ce,, e,){,e, , 
(4) 
(5) 
where $ is the Kronecker delta. Then (2)-(5) imply 
Im(S;Ce,, ek) = 0, 
0 2 Re({,Ce,,e,). 
(6) 
(7) 
(Note that if C = C* > 0, as in the Loadin case (cf. [2]), then (6) (7) imply 
ImS; = O,Relk 2 0, which makes {i = . . . = IN= 1, and so U= I is the 
unique local minimum.) 
Since V and C are commuting normal operators, they are simultaneously 
diagonizable. Consequently there is an orthonormal basis e consisting of 
eigenvectors of both C and V. (Note that this e may differ from the above e 
if V has multiple eigenvalues.) Letting 
Ve, = cjej, Ce, = Ale, 
for 1 ~j I N, we have that I{,] = 1 and (6), (7) hold for 1 I k I N. 
Conditions (6) and (7) take the form 
Im({,h,) = 0, Re(S,A,) 2 0. (8) 
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Write 
Sk = ak + ib,, A, = ak + ipk 
and recall that A, is presumed known and Sk is to be determined. 
CASE 1. A, = 0. Then Sk can be any number of modulus one. Lumping 
these values of k together we see that V can be an arbitrary unitary operator 
on the null space of C. 
From now on assume A, # 0. 
CASE 2. (Ye = 0. Then (8) implies 
akPk = 0, b,& 2 0. 
Thus pk # 0, ak = 0; and b, = +l since l&l = 1. Hence b,P, > 0 and so 
bk = Pk/lPkl, i.e., S;, = hk/lXkI. 
CASE 3. fik = 0. Just as in Case 2 we deduce Sk = X,/IX, I. 
CASE 4. ak # 0, pk # 0. By (8) we have 
akPk - akbk = 0, akak + bkpk 2 0; 
and of course 
ai+bi=l. 
Thus by the equality of (9), 
bk = akbk/ak9 
(9) 
00) 
which substituted into the inequality of (9) yields 
(Ik(OLk + fikz/ak) 2 O- 01) 
Both ak and b, are nonzero by (9) in Case 4, so ak and ak must have the 
same sign by (11). Similarly pk and b, have the same sign. It follows that, 
using (9) and (lo), 
ak = {ak/lakl) { ai/(ai + fii)}1’29 
bk = { Pk/lPkl) { P,‘/tai + si)}“‘, 
and so Sk = hk/lhkl. 
This completes the proof of Theorem 1. 
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4. THE n = 2 CASE 
We return to the case when n = 2 and 4’(U) is given by (1). In this case 
C = bL-’ +(l - b)W. 
C will be normal (as required by Hypothesis (H)) if L (or equivalently L- ‘) 
and W commute. In this case we may write 
Le, = rke,, wek = vkek 
for k = 1 , . . . , N and some orthonormal basis e, where rk > 0 and InkI = 1. 
Therefore the null space of C is spanned by 
{e k : br;’ +(l - b)qk = O}. 
If br;’ + (1 - b)qk # 0 for each k, then the solution U of Theorem 1 is 
unique. A necessary condition for br;’ + (1 - b)qk = 0 for some k is that 
qk = - 1. Thus uniqueness is assured if - 1 is not an eigenvalue of W. In 
molecular problems for which the Lowdin orthogonalization gives a rea- 
sonable result, it is plausible to expect that the eigenvalues of Ware close to 
one. Thus the assumption that - 1 is not an eigenvalue of W is reasonable 
on chemical grounds. 
5. OTHER Noms 
The proof of Section 3 reduced everything to minimizing F(U) = 11 V - 
Cl]: over C E e(X), where C is a given normal operator. We could equally 
well work with the functional 
qw = IV - CII,; 
here the Schatten-von Neumann norm 11 . II,, is defined by 
lIDlIp” = trace( D*D)p’2) forllp<cc, 
IIQ, = limp+, lIDlIp = lIDI (= sup{ IlDxll :x E 8, llxll I 1)) for any lin- 
ear operator D on X( = CN). Note that P= 922. 
THEOREM 2. Let C be a normal operator on A@. 
(i) For 2 I p I 00, each U determined by Theorem 1 which minimizes &also 
minimizes SP. Conversely, if U minimizes SP and 2 I p < 00, then U mini- 
mizes 6 and is given by Theorem 1. 
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(ii) For 1 < p I 00, each U determined by Theorem 1 is a local minimum 
for S$, viewed is a functional on a,-(X). Conversely, if 1 < p < co, each 
local minimum for Sp on (S,-(H) is a U given by Theorem 1. 
Proof. Part (i) follows from Bouldin [3] for 2 I p < 00; the case of 
p = 00 is due to H a mos [7]. Part (ii) follows from the techniques of Section 1 
3 applied to the functional Fp” on +Y&.X) (with separate arguments for 
p = 1, co). In differentiating [(errHI’ - Cl];, one uses the chain rule and the 
derivative of the functional ]) . 11;; this was computed in [l]. We omit the 
details. 
The uniqueness assertions for 1 < p < cc fail to hold when p is 1 or cc 
(cf. VI>* 
Much of Theorem 2 can be extended to the context of compact operators 
on an infinite dimensional Hilbert space (see [l, 3]), but we refrain from 
doing this since we have no applications in mind. 
The attractive aspect of Theorem 2 is as follows. Our chemical ortho- 
gonalization question was phrased in a least squares context which was 
reduced to the solution of a minimization problem in the Hilbert-Schmidt 
norm ]I . ]I2 Theorem 2 says that even if we replace (I * II2 by ]I . lip, the 
answer we got for p = 2 still works (and we cannot get any new answer if 
2 < p < co). Thus the answer is independent of the metric. This is a very 
nice property of the solution. 
The Hilbert-Schmidt norm is the natural norm for the problem studied 
here. Not only does it arise from consideration of the least squares cost 
function Cb(e) of Section 1, but working with it gives a unique solution in 
cases when the usual operator norm (p = cc) would give rise to many 
solutions. 
6. A REMARK 
H. Wolkowicz has posed the following problem in a finite dimensional 
Hilbert space %. Given a self-adjoint operator A and three pairwise 
orthogonal subspaces Jr, AZ, A3 of Z’, find the nearest self-adjoint 
operator S to A which is nonpositive on J?,, nonnegative on A,, and zero 
on A,. This problem was posed in [ll] and solved in [12]. 
Let JZ, = X’e (&t $ J%, @ As). View Y(X), the self-adjoint opera- 
tors on X’, as a real Hilbert space under the Hilbert-Schmidt norm. We 
shall solve this problem by doing elementary Euclidean geometry in 9( 2); 
this is the point of view we took in [4]. Let 
Jt;: = (s E Y(X):S(.M;) c Jzj, s(Jkt;l) = {O}) 
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for1 ljr4andlet 
X0 = {S EY(3Ea):S(Aj) cAj for1 Ij 5 4). 
Let 5. be the orthogonal projection onto Aj. Then for all S E X0 we have 
P,S = Cg,,cSP, and 
IIA - SllZ = IlPoA - SIG + IU - eIMII;. 
Therefore minimizing IIA - ,Slli is equivalent o minimizing llPoA - S/l: as 
S varies over 
The unique solution is clearly 
s = (P,AP,)++(P*AP,)-)e+(P*AP*), 
where E = E+- E- is the usual decomposition of a self-adjoint operator 
into its positive and negative parts. 
Using Lagrange multipliers, Wolkowicz solved the more general problem 
in which A,, AZ, and A3 are not necessarily pairwise orthogonal. Our 
simple methods can be adapted to this more general case as well. 
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