We discuss some features of non-self-adjoint Hamiltonians with real discrete simple spectrum under the assumption that the eigenvectors form a Riesz basis of Hilbert space. Among other things, we give conditions under which these Hamiltonians can be factorized in terms of generalized lowering and raising operators.
Introduction
In order to answer to this and other questions, we perform in this paper (Section 2) a detailed analysis of operators defined by Riesz bases. In particular we characterize domains and adjoints; moreover we construct intertwining operators in general form and show that, if the eigenvalues are real, then the operator can be made self-adjoint in a different Hilbert space, more explicitly, in the same space but endowed with a different inner product. A similar analysis has been carried out by many authors before, see, for instance, [8] . However, in our knowledge, this is the first systematic and mathematically minded study of the problem. In Section 3, following our previous work [11] we construct and study generalized raising and lowering operators, and we discuss the possibility of factorizing a given hamiltonian. Section 4 is devoted to examples and applications, while our conclusions are given in Section 5.
Some operators defined by Riesz bases
Let {φ n } be a Riesz basis in H and, as above, ψ n = (T −1 ) * e n , n = 0, 1, . . . . As remarked before, {ψ n } is also a Riesz basis and it is biorthogonal to {φ n }; i.e. φ n | ψ m = δ nm . Throughout this section let α = {α n } be any sequence of complex numbers. We define two operators [13] H α ψ,φ ψ k = α k ψ k , k = 0, 1, . . . .
Hence, H α φ,ψ and H α ψ,φ are densely defined.
Proposition 2.1
The following statements hold.
(1) D(H α φ,ψ ) = {f ∈ H;
(2) H α φ,ψ and H α ψ,φ are closed. Proof -We will prove the statements (1)-(4) for H α φ,ψ . (1): Since T is invertible and has bounded inverse, there exist positive constants γ 1 , γ 2 such that
Hence, taking into account the equality
: It is easy to show that
This implies that g ∈ D(H α ψ,φ ). (4): This is almost trivial. In very similar way one can prove (1)-(4) for H α ψ,φ . This completes the proof.
If β := {β n } is a sequence of complex numbers, we can define two other operators
β n ψ n ⊗ ψ n as follows:
.
It is clear that
Hence, S β φ and S β ψ are densely defined, and the following results can be established:
(2) S β φ and S β ψ are closed. 
The proof of the Proposition is similar to that of the previous one, and will not be repeated.
Of course, we can construct the pair of operators H α φ,ψ , H α ψ,φ and the pair of operators S β φ , S β ψ corresponding to different sequences α = {α n } and β = {β n } and study the interplay between them. In particular, we will take β = 1. This is particularly interesting since the relations between H α φ,ψ , H α ψ,φ , S φ and S ψ are given as follows:
The following equalities hold:
In similar way one proves that
as we had to prove.
As shown in Proposition 2.1,
, stated in Proposition 2.3, implies that the operator H α φ,ψ is quasi-hermitian in the sense of [15] . Roughly speaking, a quasi-hermitian operator is an operator that can be made hermitian by changing the inner product of the space by means of a bounded metric operator G; i.e., G is a bounded, strictly positive operator with bounded inverse. These are exactly the properties that S ψ and S φ enjoy, under the assumptions we are adopting in this paper. Metric operators define in the Hilbert space H where they act a new inner product, which gives rise to a topology equivalent to the original one of H but with a different distance. This situation changes deeply, as it is well explained in [2] , if one extends the definition of metric operator by including the possibility that the inverse is not necessarily bounded or even that both the operator and its inverse are not bounded (in both cases the original Hilbert space is moved to another one). We refer to [15] for a detailed discussion.
Coming back to the situation under consideration, from [15, Prop. 3 .12] we get the results stated below. Let us denote by H(S) the Hilbert space obtained by defining on H the inner product · | · S given by f | g S = S ψ f | g , f, g ∈ H. The quasi-hermitianness of H α φ,ψ then implies that H α φ,ψ is symmetric with respect to this new inner product; i.e., H α
. This is, in a certain sense, not surprising, since the set of eigenvectors of H α φ,ψ , F φ , is an ONB in H, when endowed with the inner product · | · S ; indeed, φ n , φ m S = δ n,m .
The hermitianness of H α φ,ψ in H(S) is however of little use if one wants to make use of the powerful spectral theory for self-adjoint operators. For this reason it is very convenient to have at hand conditions for the self-adjointness of H α φ,ψ in H(S). By [15, Prop. 3.12] , the self-adjointness of H α φ,ψ in H(S) is equivalent to the self-adjointness of the operator h α
in H. As we shall see below, h α φ,ψ is actually self-adjoint when {α n } ⊂ R. Hence H α φ,ψ is self-adjoint when regarded as an operator in H(S).
Coming back to the general case, let α = {α n } be a sequence of complex numbers. We define the operators h α φ,ψ and h α ψ,φ as follows:
The following statements hold:
Proof -(1): This is a simple consequence of the equality S
Hence, we have
This in turn implies that
, we have, making use of Proposition 2.3,
Conversely, take an arbitrary g ∈ D(H α ψ,φ ). Then,
and so
This completes the proof.
ψ , which, together with the equalities in (2.7), are intertwining relations between different operators having the same eigenvalues and related eigenvectors. This fact is well known in the physical literature, and we refer to [16] and references therein for some appearances of these kind of equations in concrete models.
Generalized lowering and raising operators
Following what we did in [11] , we now introduce generalized lowering and raising operators as follows:
The proof is similar to that of Proposition 2.1.
Since the relevance of these operators relies essentially on their products, we give the following Proposition 3.2 The following statements hold.
Suppose that |γ 0 | ≤ |γ 1 | ≤ · · · . Then the following statements (3) and (4) hold:
Proof -We put for shortness A := A γ φ,ψ and B := B γ φ,ψ .
(1): By (1) and (2) of Proposition 3.1 we have
Hence,
The statements for BA in (2) are proved in similar way. (3): If {γ n } is bounded then both A and B are bounded, and so (3) and (4) hold. As for the general case, we begin with putting N 1 = max{n ∈ N ∪ {0}; |α n | ≤ 1}.
Let us suppose that
This implies that
In similar way, we have
Clearly, D(AB) ⊂ D(BA). (4): This follows easily from (3).
It is clear that the lowering and raising operators considered above constitute a generalization of annihilation and creation operators of Quantum Mechanics and, as in that case, they can be used to factorize the original hamiltonian. In particular, if the sequence α = {α n } introduced in the previous section is such that 0 = α 0 < α 1 < α 2 < . . ., and if we take γ n = √ α n here, the sequence γ satisfies the assumptions of Proposition 3.2, and we find, for instance that
then H α φ,ψ can be factorized. Moreover, the commutation relation deduced in (4) is a stronger version of the situation considered [11] and the results obtained there apply.
Examples and applications

A no-go example
Recently, in [2] , the authors proved that, for the well known cubic hamiltonian H = p 2 + ix 3 , whose eigenvalues are real and positive, see [17] , it is possible to find a bounded metric operator which transforms H into a self-adjoint operator h, but this metric operator cannot have a bounded inverse. On the other hand, as we have seen, in our settings both S ψ and S φ are both bounded. The obvious conclusion is, therefore, that the basis of eigenvectors of H is not a Riesz basis.
A finite dimensional, one-parameter example
Finite dimensional examples are quite useful to clarify several aspects of the general framework one is considering. In particular, in the context of PT quantum mechanics, this kind of examples are very common, see, for instance, [18] . This is also useful in order to avoid problems with unbounded operators, which are clearly absent in this case. Let    be a one-parameter, non self-adjoint operator in H = C 3 , our hamiltonian. Notice that H = H † for any value of t, which we take, for the time being, in [0, 2π[. The eigenvalues of H are ǫ 0 = 0, ǫ 1 = 2 cos(t) − 1, ǫ 2 = 2 cos(t) + 1. Then, if t ∈ I := [0,
, 2π], the eigenvalues are simple and growing: ǫ 0 < ǫ 1 < ǫ 2 . The related eigenvectors are
Taking now as E the canonical basis in H, the matrix T introduced in Section 1 can be easily identified:
and the vectors of F ψ , ψ n = (T * ) −1 e n , turns out to be
Direct computations show that φ n , ψ m = δ n,m , and that These matrices, which are manifestly self-adjoint, are also positive and we have S φ = S −1 ψ , S φ = T T * and H * S ψ = S ψ H, as expected. This intertwining relation holds all over H, clearly.
Moreover, since T = T , we conclude, as it was already evident, that F φ and F ψ are Riesz bases.
Interestingly enough, the positive square root of S φ ,
does not coincide with T for any possible value of the parameter t ∈ I. This, in a sense, is not surprising since S 1/2 φ is, by construction, self-adjoint, while T is not. Still we find
which is self-adjoint. As for the raising and lowering operators, they are found to be
Despite of the complicated expressions of these operators, it is possible to check that Aφ 0 = 0,
and Bφ 2 = 0. As for their adjoints, we have
Incidentally, F φ is also a set of eigenstates of the operatorĤ = AB, but with different eigenvaluesǫ n :ǫ 0 = ǫ 1 ,ǫ 1 = ǫ 2 ,ǫ 2 = ǫ 0 . Also, F ψ is a set of eigenstates of the operatorĤ * , with these same eigenvalues.
Finally we have
and
which is an ON basis of eigenvectors of h = a * a, with eigenvalues ǫ n . These vectors are also eigenstates ofĥ = aa * , with eigenvaluesǫ n .
An infinite dimensional example
Let E = {e n , n ≥ 0} be an orthonormal basis of H and P = P * = P 2 an orthogonal projection.
Let us put T = I +iP . Clearly T is bounded and has bounded inverse; namely,
P . Then, as discussed in Section 2, if we put φ n = T e n and ψ n = (T −1 ) * e n , n = 1, 2, . . . , the sets F φ = {φ n , n ∈ N} and F ψ = {ψ n , n ∈ N} are two biorthogonal Riesz bases. So that if α = {α n } is a sequence of real numbers, as shown before, the operator H α φ,ψ can be defined. The operator S φ = T T * is then given by S φ = I + P . It is also easy to compute the positive
In order to give a concrete example, we choose a particular form for P . Let u = c 1 e 1 + · · · + c N e N be a normalized linear combination of the first N elements of the basis E. We put P := u ⊗ u. If we suppose that for at least two indices j, k, 1 ≤ j, k ≤ N, the coefficients c j and c k are both nonzero, then P does not commute with all projections e k ⊗ e k , k ∈ N. A direct computation shows that φ n = e n + i e n | u u = e n + ic n u if n ≤ N e n if n > N and, similarly,
Then,
Then, by Proposition 2.4, the operator h α φ,ψ = S
is self-adjoint and similar to H α φ,ψ . Thus they have the same spectrum. It is easy to check that S 
Conclusions
The non-self-adjoint hamiltonians we have considered here are probably the simplest ones (they are in a sense so much regular as operators defined by an ONB {e n } are, the crucial difference relying on the fact the latter are all normal operators). But as we said before, as far as we know, a detailed analysis of this interesting case was missing in the literature. There are many questions that can be posed in this framework. The most interesting (and difficult) is very likely the following: under what conditions can a closed operator H be constructed from a Riesz basis in the way we did in Section 2? We imagine there is no general answer to this problem as well as there is no general answer for the corresponding question in the case of self-adjoint operators, where only certain classes of them are known to have a discrete simple spectrum.
Another interesting question to be studied is similar to that considered in this paper but with a crucial difference: assume that H has, as before, a purely discrete simple spectrum but that the corresponding eigenvectors {φ n } do not form a Riesz basis but just a basis or, even less, a D-quasi basis in the sense of [4] : is it possible to reconstruct H from the basis in the same spirit of what we did here for Riesz bases. Work on this matter is in progress and we hope to discuss this case in detail in a future paper.
