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Abstract
The problem of interaction selection has recently caught much attention in high
dimensional data analysis. This note aims to address and clarify several fundamental
issues in interaction selection for linear regression models, especially when the input
dimension p is much larger than the sample size n. We first discuss issues such as
a valid way of defining importance for the main effects and interaction effects, the
invariance principle, and the strong heredity condition. Then we focus on two-stage
methods, which are computationally attractive for large p problems but regarded
heuristic in the literature. We will revisit the counterexample of Turlach (2004) and
provide new insight to justify two-stage methods from a theoretical perspective. In
the end, we suggest some new strategies for interaction selection under the marginality
principle, which is followed by a numerical example.
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1 Introduction
Given data {(xi, yi)}ni=1, which are independent and identically distributed copies of (X, Y ),
where X = (X1, ..., Xp)
⊤ is a p-dimensional predictor vector and Y is the response variable,
the standard linear regression model assumes
Y = β0 + β1X1 + · · ·+ βpXp + ε. (1)
In complex systems, the predictors often work together and their interaction effects can
play a crucial role in model prediction and interpretation. Historically, models with two-
or higher-order interaction terms have been considered under the standard linear models
and generalized linear models (Nelder, 1977, 1994; McCullagh & Nelder, 1989; McCullagh,
2002), polynomial regression (Peixoto, 1987, 1990), experiment designs (Hamada & Wu,
1992; Chipman, 1996; Chipman et al., 1997), among others. In general, a linear model with
two-way interaction effects is expressed as
Y = β0 + β1X1 + · · ·+ βpXp + γ11X
2
1 + γ12X1X2 + · · ·+ γppX
2
p + ε, (2)
where β0, β = (β1, ..., βp)
⊤, γ = (γ11, γ12, ..., γpp)
⊤ are unknown parameters. In model (2),
X1,..., Xp are the main effects, X
2
j (1 ≤ j ≤ p) and XjXk (1 ≤ j ≤ k ≤ p) are the quadratic
and two-way interactions terms, respectively. We refer to all of the degree-two terms as
interactions in this note. One special feature about model (2) is the intrinsic relationship
among the regressor terms, i.e., XjXk is a child of Xj and Xk, and, Xj and Xk are the
parents of XjXk. This type of model structure is known as hierarchy or the hierarchical
structure.
In modern biological and medical research, gene-gene interactions, also called epistatic
effects, and gene-environment interactions have been studied intensively in genome-wide
association studies (GWAS) (Evans et al., 2006; Manolio & Collins, 2007; Kooperberg &
LeBlanc, 2008; Cordell, 2009). To deal with large and complex data sets, variable selection
in regression has been under rapid development over the past two decades; a comprehensive
overview is given in Fan & Lv (2010) and the book by Bu¨hlmann & van de Geer (2011).
Lately, research on interaction selection has revived in the context of high dimensional data
analysis; examples of the recent works include Efron et al. (2004), Zhao et al. (2009), Yuan
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et al. (2009), Choi et al. (2010), Bien et al. (2013), and Hao & Zhang (2014). For a large
p which is comparable to n or much larger than n, the problem of interaction selection
for model (2) faces a number of challenges. Computationally, there are d = (p2 + 3p)/2
predictors in total, so the number of candidate models is 2d, which can be enormously large
and create a bottleneck for standard software. Second, in order to maintain the hierarchical
structure of the final model, extra special effort is needed during the selection process. For
example, several authors have suggested special penalty functions or constraints to keep
the hierarchy (Zhao et al., 2009; Yuan et al., 2009). However, constrained programming
can become infeasible for large p due to high computational cost. Theoretically, it is more
challenging to study statistical inferences and asymptotic properties of an estimtor given by
an interaction selection method, since the interaction effects have more complex covariance
structures than the main effects.
In this note, we first discuss some fundamental issues in interaction selection for model
(2) in high dimensional settings. When p is large or extremely large, two-stage meth-
ods might be the only feasible choices in practice. However, there has been a long-term
doubt on its theoretical foundation. We aim to shed new light on the validity of two-stage
methods. Finally, we discuss the marginality principle and suggest some new strategies
suitable for high dimensional interaction selection. Throughout this note, we assume that
X = (X1, ..., Xp)
⊤ is a random vector following a continuous distribution F . The noise ε
follows N (0, σ2) and it is independent of X.
2 Definition of “Importance”
Consider the question of how to define important effects in a regression model. The answer
is quite simple for the standard linear models containing only the main effects, but not so
straightforward for interaction terms due to the model hierarchy. In the following, we first
review the invariance principle in the standard linear models and then suggest a proper
definition of importance for models containing interaction terms.
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2.1 Invariance Principle
In model (1), when p is large, a common model assumption is that the underlying true model
is sparse, i.e., only a small number of variables are relevant to the response. Naturally, the
relevance or importance of a variable Xj is determined by its coefficient βj . Formally, we
say that Xj is important or relevant if and only if βj 6= 0. Variable selection aims to
identify all important variables, or in other words, the support of the coefficient vector
β denoted by S(β) = {j : βj 6= 0, j = 1, . . . , p}. For convenience, we define sign(β) =
(sign(β1), ..., sign(βp))
⊤.
In real applications, it is a common practice to center or rescale the data before variable
selection is conducted. For example, before a shrinkage method like the LASSO (Tibshi-
rani, 1996) is applied, the predictors are usually standardized to have zero mean and unit
variance, so that they are on the same scale and their regression coefficients are comparable.
A proper definition of “importance” should satisfy the invariance principle with respect to
the coding transformation of covariates (Peixoto, 1990). To elaborate, consider the trans-
formation X˜j = aj(Xj − cj), j = 1, . . . , p, where aj > 0 and cj are arbitrary constants.
Under this transformation, model (1) becomes
Y = β˜0 + β˜1X˜1 + · · ·+ β˜pX˜p + ε = (β0 +
p∑
j=1
βjcj) + a
−1
1 β1X˜1 + · · ·+ a
−1
p βpX˜p + ε.
It is clear that β˜j = a
−1
j βj 6= 0 if and only if βj 6= 0. Furthermore, sign(β˜j) = sign(βj).
Therefore, the definitions of S(β) and sign(β) both satisfy the invariance principle.
When studying the theory for high dimensional variable selection, a number of model
consistency criteria are recently suggested to study asymptotic properties of a variable
selection procedure, including sure screening (screening consistency), model selection con-
sistency, and sign consistency, among others. For a given estimator βˆ, these three types of
consistency amount to, with high probability, S(βˆ) ⊃ S(β), S(βˆ) = S(β) and sign(βˆ) =
sign(β), respectively. Due to the invariance of S(β) and sign(β), these consistency prop-
erties are also invariant under any coding transformation of the covariates.
4
2.2 “Important Effects” in Models with Interaction Terms
We now define the important main effects and important interaction effects for model (2).
This turns out not be so straightforward as in the standard linear model (1).
First, we point out that, the traditional definition βj 6= 0 or sign(βj) 6= 0 for the
“important main effects” is no longer proper for model (2), since it violates the invariance
principle. We illustrate this by using Turlach’s data generating process (Turlach, 2004),
Y = (X1 − 0.5)
2 +X2 +X3 +X4 +X5 + ε. (3)
Model (3) can be expressed in the following three different but equivalent equations,
Y = X21 − 1X1 +
1
4
+X2 +X3 +X4 +X5 + ε,
Y = X˜21 + 0X˜1 +X2 +X3 +X4 +X5 + ε, with X˜1 = X1 − 0.5,
Y = Xˆ21 + 1Xˆ1 +
1
4
+X2 +X3 +X4 +X5 + ε, with Xˆ1 = X1 − 1,
where the last two expressions are the results of a simple coding transformation X1 − c.
In the three expressions, the coefficient of the first main effect is −1, 0 and 1, respectively.
This would lead to three different interpretations about the effect of X1, which is positive,
null, or negative. So which one is the correct? The answer depends on the coding sys-
tem. The reason for this inconsistent interpretations is that X21 is a function of X1. As
long as γjk 6= 0, there always exist some transformations to make sign(βj) or sign(βk) be
positive, negative, or zero. Furthermore, under (2), neither the support S(β) nor sign(β)
is invariant of a covariate coding transformation. It is problematic since all of the three
expressions correspond to the same model. In general, violating the invariance principle
can be commonly encountered whenever there is some deterministic intrinsic relationship
among the predictors.
Next, we propose proper definitions for the important effects in model (2) which obey
the invariance principle.
Definition 1 For the data generating process (2), we say that Xj is important if and
only if β2j +
∑p
k=1 γ
2
jk > 0, and say XjXk is important if γjk 6= 0. The set of important
main effects is defined by T (β,γ) = {j : β2j +
∑p
k=1 γ
2
jk > 0, j = 1, . . . , p}. The sign of
main effects is defined as sign(β) under any parametrization with E(Xj) = 0, j = 1, ..., p.
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We show that Definition 1 is invariant of any coding transformation. Under an arbitrary
coding transformation X˜j = aj(Xj − cj) with aj > 0, we have
Y = (β0+
p∑
j=1
βjcj +
∑
1≤j≤k≤p
γjkcjck) +
p∑
j=1
a−1j (βj +
p∑
k=1
γjkck)X˜j +
∑
1≤j≤k≤p
γjka
−1
j a
−1
k X˜jX˜k,
where γjk = γkj when j > k. Under the new parametrization, we have
β˜0 = β0 +
p∑
j=1
βjcj +
∑
1≤j≤k≤p
γjkcjck,
β˜j =
p∑
j=1
a−1j (βj +
p∑
k=1
γjkck),
γ˜jk = γjka
−1
j a
−1
k .
It is easy to check the following facts:
(i) sign(γ˜jk) = sign(γjk)
(ii) β2j +
∑p
k=1 γ
2
jk = 0,⇐⇒ βj = 0, γjk = 0, ∀j, k.⇐⇒ β˜j = 0, γ˜jk = 0, ∀j, k.
⇐⇒ β˜2j +
∑p
k=1 γ˜
2
jk = 0.
Throughout this paper, all parameterizations considered are exclusively obtained by a
coding transformation from the original data. We can further show that, the sign of the
main effects is well-defined under Definition 1. The results are summarized in Proposition
1. Without loss of generality, we treat the following two facts as equivalent: Xj has a
positive sign, or −Xj has a negative sign.
Proposition 1 1. A main effect Xj is important if and only if βj 6= 0 or γjk 6= 0 for
some k, under arbitrary parametrization. In particular, S(β) ⊂ T (β,γ).
2. If an interaction effect XjXk, j 6= k is important, so are its parent effects Xj and Xk.
If X2j is important, so is Xj.
3. If E(Xj) = 0, then under a rescale X˜j = ajXj with any aj > 0, sign(β˜j) = sign(βj).
The new definitions of the “important effects” given in Definition 1 are valid and well-
defined, as they eliminate inconsistent interpretations caused by a coding transformation.
More importantly, they provide us a unified framework to study theoretical properties of
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a variable selection procedure. In Section 3, we discuss some model selection consistency
results for two-stage methods.
3 Myths About Two-Stage Methods
Existing procedures for interaction selection can be divided into two categories: one-stage
methods and two-stage methods. One-stage methods select the main effects and the inter-
actions simultaneously subject to the hierarchical constraint. They include several recent
shrinkage methods which use asymmetric penalty functions and inequality constraints to
keep the model hierarchy (Zhao et al., 2009; Yuan et al., 2009; Choi et al., 2010; Bien et al.,
2013). Their theoretical properties such as model selection consistency and the oracle prop-
erties have been studied, but mainly for the p < n settings. Typically, computational cost
of one-stage methods is very high or even infeasible for large p. By contrast, two-stage
methods are attractive for high dimensional problems with p≫ n due to their feasible and
scalable computation algorithms (Wu et al., 2009, 2010). Two-stage methods select the
main effects and interaction effects at two separate stages, so their computational cost is
much smaller than one-stage methods.
In practice, two-stage methods are widely used in genomics data analysis. However,
they have been usually regarded heuristic procedures in the literature, since their theoretical
foundation is not clearly understood. Turlach (2004) constructed one counterexample which
casts further doubt on the validity of two-stage methods. In the following, we re-analyze
the counterexample in order to better understand the mechanism of two-stage methods
and why they fail in this case. We then discuss some conditions under which two-stage
methods work.
3.1 Turlach’s Counterexample
A general way of implementing a two-stage method is as follows: at stage one, only the main
effects are considered for selection; at stage two, the interaction effects of those main effects
which are identified at stage one are considered for selection. Two-stage methods can retain
the hierarchical structure in a natural fashion without involving any complex constraint
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programming, which explains its computational advantages over one-stage methods.
Efron et al. (2004) suggested a two-stage procedure based on the least angle regression
(LARS). At stage one, it selects only the main effects based on the main-effect model (1).
Denote the set of selected main effects by M̂ ⊂ {1, ..., p}. At stage two, the LARS considers
only the interactions of those main effects belonging to M̂ and selects the interactions based
on the following model
Y = β0 +
∑
j∈M̂
βjXj +
∑
j,k∈M̂; j≤k
γjkXjXk + ε. (4)
At stage one, two-stage methods conduct variable selection under a misspecified model (by
intentionally leaving out all the interaction effects), which has caused much criticism in the
literature on their theoretical justifications. In the discussion of the LARS paper, Turlach
(2004) constructed a counterexample for which two-stage methods do not work. The data
generating process considered by Turlach (2004) is
Y = (X1 − 0.5)
2 +X2 +X3 +X4 +X5 + ε,
which is the same one as given in equation (3). Here X1, . . . , X10 are independent and
identically distributed from a uniform distribution Unif[0, 1], and they are independent with
ε. Five variables, X1, . . . , X5, are present in model (3). Because cov(Y,X1) = 0, the two-
stage LARS algorithm of Efron et al. (2004) can not select X1 at stage one. Consequently,
the procedure will miss the important quadratic term X21 at stage two. In the following two
subsections, we will explain why two-stage methods fail at this example and then discuss
under what general conditions two methods would work.
3.2 New Insight from Turlach’s Example
For two-stage methods, based on Definition 1, the key to success is to identify all the
important main effects at stage one, so that all the important interactions are considered
for selection at stage two. We use Turlach’s example to understand the working mechanism
of two-stage methods.
Without loss of generality, we first center all the covariates X˜j = Xj − E(Xj) = Xj −
0.5, j = 1, . . . , p and consider the model in the following form
Y = 2 + X˜21 + X˜2 + X˜3 + X˜4 + X˜5 + ε. (5)
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In (5), the linear term X˜1 disappears after the centering transformation. It turns out that
no variable selection methods based on (1) can identify X1 unless by chance. To see this
with a rigorous analysis, consider the following least squares estimator based on the entire
data population,
βLS = argmin
β0,...,β5
E(Y − β0 −
5∑
j=1
βjX˜j)
2
= argmin
β0,...,β5
(
E(2− β0)
2 + E(X˜21 − β1X˜1)
2 +
5∑
j=2
E(X˜j − βjX˜j)
2
)
= (2, 0, 1, 1, 1, 1)⊤.
The second coefficient in βLS is equal to zero, which implies that it is impossible to pick out
X1 under model (1), even if we could have observed the entire population. This explains
why two-stage methods fail in selecting X1 in this example. We point out that this example
is too special to be representative. For example, if we simply change (X1−0.5)2 to (X1−c)2
with c 6= 0.5 in (3), then two-stage methods would be able to identify X1 successfully.
Motivated by Turlach’s example, we can establish the general conditions under which
two-stage methods work. Note that the solution produced at stage one by a two-stage
method targets on the parameter
(βˇ0, βˇ) = argmin
β0,β
E
(
Y − β0 −
p∑
j=1
Xjβj
)2
, (6)
but not on β. Since model (1) is misspecified, we do not expect that βˇ is the same as β
in general. Assume that βˇ is unique and sparse. Then a necessary condition for two-stage
methods to work is that all the important main effects T (β,γ) are contained in S(βˇ), i.e.
T (β,γ) ⊂ S(βˇ). If a main effect is not in S(βˇ), such as X1 in Turlach’s example, then it
can not be selected except by chance.
Is it possible to derive a sufficient condition which ensures both S(β) = S(βˇ) and
T (β,γ) = S(β)? If so, it will lead to T (β,γ) = S(β) = S(βˇ), which justifies two-stage
methods from a theoretical view point. Recently, Hao & Zhang (2014) gives a simple and
sufficient condition on the data distribution which guarantees βˇ = β. We briefly review
the main result here. Without loss of generality, assume that, in model (2), E(Y ) = 0,
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E(Xj) = 0 for all j = 1, . . . , p. Moreover, we also center all the interaction terms and define
Zjk = XjXk − E(XjXk). Then model (2) is equivalent to
Y = β1X1 + · · ·+ βpXp + γ11Z11 + γ12Z12 + · · ·+ γppZpp + ε. (7)
Denote by Σ the covariance matrix of vector (X1, ..., Xp, Z11, ..., Zjk, ..., Zpp)
⊤. First, we
can show that, if the joint distribution of (X1, ..., Xp)
⊤, say, F is symmetric with respect
to the origin 0, then the covariance matrix Σ satisfies
Σ =
 Σ(1) 0
0 Σ(2)
 , (8)
where Σ(1) and Σ(2) are the covariance matrices of (X1, ..., Xp)
⊤ and (Z11, ..., Zpp)
⊤, respec-
tively. The block structure is mainly due to the fact that all the first and third moments of
the joint distribution F are zero. The following proposition implies that the block structure
of Σ is a sufficient condition for βˇ = β.
Proposition 2 If (8) holds, then βˇ = β. In particular, S(β) = S(βˇ).
Proof: For (7), define ω = γ11Z11 + γ12Z12 + · · ·+ γppZpp + ε. Based on (8), we have
cov(ω,Xj) = 0 for 1 ≤ j ≤ p. Temporally denote by β∗ the true coefficient vector. Then,
βˇ = argmin
β
E
(
Y −
p∑
j=1
Xjβj
)2
= argmin
β
E
(
p∑
j=1
Xjβ
∗
j + ω −
p∑
j=1
Xjβj
)2
= argmin
β
E
( p∑
j=1
Xjβ
∗
j −
p∑
j=1
Xjβj
)2
+ ω2
 = β∗,
where the equal sign in the last line holds because all of the variables are centered and
cov(ω,Xj) = 0 for all j. 
Remark 1: The key conclusion from Proposition 2 is that two-stage methods can identify
S(β) successfully at stage one, even if the model is misspecified. The block structure of Σ
is s sufficient condition for Proposition 2. To satisfy the block structure, one convenient
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sufficient condition is the symmetry of the joint distribution of (X1, · · · , Xp)⊤; there might
be other sufficient conditions. In practice, two-step methods can also handle categorical
variables, which are usually recoded into a number of separate and dichotomous variables
(the so-called “dummy coding”).
Remark 2: In high dimensional settings, many predictors tend to be highly correlated with
each other. In Hao & Zhang (2014), the performance of two-stage methods are evaluated
under various correlation structure settings and the numerical results are promising.
Next, we consider the conditions which guarantee T (β,γ) = S(β).
3.3 Strong Heredity Condition
In literature, heredity conditions were first used in the context of experiment design (Hamada
& Wu, 1992; Chipman, 1996; Chipman et al., 1997). They have been recently used to study
interaction selection in linear regression models (Yuan et al., 2009; Choi et al., 2010). For
model (2) or (7), the strong heredity condition is expressed as
γjk 6= 0 only if βjβk 6= 0 ∀ 1 ≤ j, k ≤ p. (9)
And the weak heredity condition is expressed as
γjk 6= 0 only if β
2
j + β
2
k 6= 0 ∀ 1 ≤ j, k ≤ p. (10)
For any fixed parametrization, the strong heredity condition (9) implies βj 6= 0 for any
important main effect Xj, i.e. T (β,γ) = S(β). By Proposition 2, conditions (8) and (9)
guarantee that T (β,γ) = S(β) = S(βˇ).
The heredity conditions (9) and (10) seem to be kind of restrictive at the first glance.
In the following, we provide some additional insight on the nature of heredity conditions,
helping one better understand these conditions.
First, the strong heredity condition is actually not that restrictive, since the set of
models which violate the strong heredity condition is usually “small”. We use a simple
setting to illustrate this. Consider p = 2 and model (7) with three effects X1, X2, X1X2
(for simplicity, assume no quadratic effects X21 and X
2
2 are involved). The entire parameter
space for the coefficient vector (β1, β2, γ12)
⊤ is R3. When the strong heredity condition is
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imposed, it only excludes the low dimensional subset {β1β2 = 0, γ212 > 0} from R
3. Since
this excluded set can be seen as a zero-measure subset of the Euclidean space, the strong
heredity condition essentially covers the entire model space R3 almost surely.
Second, whether a model satisfies heredity conditions does depend on its parametriza-
tion. It is a very important fact, which is however often overlooked in the literature. In
linear regression, it is a common practice to center or rescale the data before fitting the
model and conducting variable selection. Since any coding transformationXj → aj(Xj−cj)
leads to a new parametrization for the coefficient vector, it would be meaningless to dis-
cuss heredity conditions of a model without specifying its parametrization. In Turlach’s
example with a parametrization (5), condition (8) holds but (9) does not. It implies that
T (β,γ) % S(β) = S(βˇ), which explains why two-stage methods fail.
Third, the definitions of T (β,γ) and S(βˇ) are independent of parametrization. In other
words, the answer to the question whether all the important main effects are in S(βˇ) is
irrelevant to the model parametrization. Nevertheless, a good parametrization helps to to
connect these two sets via S(β).
In practice, as long as T (β,γ) = S(βˇ) holds, two-stage methods can identify all the
important main effects at stage one, provided other standard technical conditions. The
screening consistency and sign consistency for two-stage methods are recently established
by Hao & Zhang (2014) and Hao et al. (2014), respectively in the context of forward
selection and the LASSO. Similar results should hold for other two-stage methods.
4 Interaction Selection Under Marginality Principle
We discussed the theoretical foundation for two-stage methods in the preceding section. In
spite of their validity, two-stage methods have two drawbacks. First, interaction effects are
selected only after the selection of main effects is finished. At stage one, the noise level is
high since we treat the interaction effects as noises under a misspecified model. Therefore,
it would be difficult to identify weak main effects. Second, the implementation of many
variable selection procedures requires one to specify a proper tuning parameter adaptively
based on the data. For two-stage methods, we need to select the tuning parameter twice,
which may cause more errors even if the solution path is correct. These drawbacks have
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motivated us to develop alternative strategies which are feasible for interaction selection in
high dimensional settings.
4.1 Marginality Principle
Historically, the marginality principle (Nelder, 1977) offers an important guidance for vari-
able selection in interaction models. Roughly speaking, the marginality principle requires
that any interaction term can be selected only after its parents enter the model. Nelder
(1994) gave a clear description about the key idea of the principle.
“ When we fit sequences of quantitative terms such as x1, x2, x1x2, x
2
1, x
2
2,..., we have to ask
which sequences make sense. if we fit x1 without an intercept, then the response must go through
the origin, i.e. zero must be a special point on the x-scale where y is zero. Similarly, if x21 fitted
without an x1 term then the turning-point must occur at the origin (not impossible, but very
unlikely). For if x1 might just as well be x1−a then (x1−a)
2 = x21−2ax1+a
2 and the linear term
re-appears. Both terms must be fitted in the order x1, then x
2
1, and we say that x1 is f -marginal
to x21. With two continuous variable x1 and x2, new effects arise: if x1x2 is fitted without x1 and
x2 then the response surface must be centered on a col (saddle-point) for the process to make
sense. In general there is no reason to expect such a centering to occur, so x1 and x2 must be
fitted before x1x2. ...”
For polynomial regression, Peixoto (1990) argued that a well-formulated model should
be invariant under simple coding transformations. For example, f(x1, x2) = β0 + γ12x1x2
is not invariant, since one or more linear terms can show up in the model due to a coding
transformation. The transformation x˜1 = x1−1 will lead to f(x˜1, x2) = β0+γ12x2+γ12x˜1x2,
making it not sensible to fit the model {1, X1X2} without X1 or X2.
Both the marginality principle and the invariance principle suggest that the selected
model should keep the hierarchical structure. For example, consider model (2) with p = 2.
For simplicity, we tentatively ignore the quadratic terms X21 and X
2
2 . Both the marginality
and invariance principles suggest that we should select from the following candidate models:
{1}, {1, X1}, {1, X2}, {1, X1, X2}, or the full model {1, X1, X2, X1X2}; all the other sub-
models are not sensible. Note that the marginality principle does not exclude the case
that the true data generating process is indeed, say, Y = 1 + 2X1X2 + ε, under a certain
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parametrization. In this case, we lose only 2 degrees of freedom to fit the full model. On
the other hand, it is risky to fit the model {1, X1X2} without any priory knowledge. In
short, the marginality principle is a good guidance to follow for selecting interaction effects.
Next, it is worth to point out the difference between the marginality principle and the
heredity conditions. We regard the former as a guidance for variable selection in interaction
models or other hierarchical models. The selected model must satisfy the hierarchical
structure for any variable selection procedure which employs the marginality principle.
On the other hand, the heredity conditions put some restrictions on the parameter space,
and they depend on the parametrization. They are designed to effectively exclude some
undesired data generating processes.
4.2 Some New Algorithms
In the aforementioned literatures, there are usually two ways to ensure the hierarchical
structure. For one-stage methods, some carefully designed penalties or inequality constrains
are imposed on β and γ to guarantee that the resulted model satisfies the strong heredity
condition. For two-stage methods, the hierarchical structure is naturally preserved due to
its selection scheme. Here we introduce a new strategy based on the marginality principle.
Many existing methods of variable selection produce a family of candidate models which
are naturally nested or indexed by a tuning parameter. For example, for a stepwise method
such as forward selection and the LARS, a sequence of nested models is obtained; for
a penalization approach such as the LASSO, a family of models indexed by a tuning
parameter is produced. These methods can be directly applied to the standard linear model
(1) or the interaction model (2) by ignoring the hierarchical structure. The new strategy
utilizes a family of dynamic candidate models {Ct} lying between models (1) and (2), which
initiates at (1) and grows adaptively under the marginality principle. Now we sketch two
possible implementations of this strategy. For a forward selection procedure, we denote by
M̂t the selected model after step t, and set the candidate set Ct as all of the main effects and
all of the interaction effects whose both parents are in M̂t. In particular, we set M̂0 = ∅ and
C0 = {all main effects}. At step t+1, a forward selection procedure selects one new variable
from Ct and add it to M̂t to obtain M̂t+1. For a penalization procedure like the LASSO,
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we denote by λ the tuning parameter. The coordinate decent algorithm is used to calculate
the penalization estimator along a discrete sequence λmax = λ0 > λ1 > · · · > λT > 0.
Again we set M̂t the selected model at step t corresponding to λt and define Ct based on
M̂t in the same way as above. In the next step with parameter λt+1, we conduct coordinate
decent algorithm on the candidate model Ct to achieve M̂t+1. Under this new framework,
we have developed two new methods for interaction selection; see Hao & Zhang (2014);
Hao et al. (2014), where the new methods are shown to outperform two-stage methods in
numerical studies.
5 Numerical Analysis
We present a numerical example to illustrate the performance of two-stage methods for
interaction selection in high dimensional linear regression settings. Three methods are
considered: two-stage forward selection (two-stage FS), the new forward selection algorithm
under the marginality principle (iFORM) described in Section 4.2, and the oracle (Oracle)
procedure (which is presented as the gold standard but generally not available in practice).
To select the tuning parameter, we use the standard BIC and the extended BIC (Chen &
Chen, 2008). More numerical examples can be found in Hao & Zhang (2014).
Consider a data setting with n = 200 and p = 1, 000. We generateX from the multivari-
ate Gaussian distribution with mean 0 and the autoregressive correlation Cov(Xj, Xk) =
0.5|j−k| for 1 ≤ j, k ≤ p. Generate the response Y from model (2) with σ = 2, the true β =
(2, 0, 2, 0, 2, 0, 2, 0, 2, 0⊤991)
⊤, γ13 = 1.5, γ17 = 1.7, γ57 = 1.9, γ79 = 2.1; the rest of interaction
effects are all zero. In this example, the important main effects are {X1, X3, X5, X7, X9},
and the important interaction effects are {X1X3, X1X5, X5X7, X7X9}.
We run M = 100 Monte Carlo simulations and report their average performance in
selecting the important linear and interaction effects, estimating the nonzero regression
coefficients, and making predictions. In particular, to evaluate linear effect selection, we
report the probability of identifying the important main effects (Cov), percentage of correct
zeros (Cor0), percentage of incorrect zeros (Inc0), and the probability of selecting the set
of important main effects exactly (Ext). For interaction selection evaluation, we report the
probability of identifying all the important interaction effects (iCov), percentage of correct
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zeros (iCor0), percentage of incorrect zeros (iInc0), and the probability of selecting the set
of important interactions exactly (iExt). We also report the average model size for each
method. To evaluate estimation results, we report the mean squared error (MSE) of the
estimated regression coefficients and the out-of-sample R2 (Rsq) based on a test set of size
n from the same distribution as the data. A larger Rsq suggests a better prediction.
The numerical results are summarized in Table 1. It shows that that two-stage forward
selection method (two-stage FS) works reasonably well in terms of model selection. In
particular, it identifies exactly the set of important main effects with 61% probability and
the set of important interaction effects with 48% probability. This performance is pretty
good considering the large dimensionality p = 1000 and a relatively much smaller sample
size n = 200. The new algorithm iFORM is even better than two-stage FS by identifying
exactly the set of important main effects with 96% probability and the set of important
interaction effects with 90% probability. The size of the final model is 8.19 for two-stage FS
and is 9.18 for iFORM, respectively. Note the true model size is 9. The MSE is 1.86 for two-
stage FS, 0.48 for iFORM, and 0.47 for the oracle method. In summary, the performance
of iFORM is very close to that of the oracle procedure.
Table 1: Numerical results for the simulated example.
Linear Term Selection Interaction Selection Size and Prediction
Cov Cor0 Inc0 Ext iCov iCor0 iInc0 iExt size MSE Rsq
two-stage FS 0.62 1.00 0.12 0.61 0.62 1.00 0.24 0.48 8.19 1.86 78.71
iFORM 1.00 1.00 0.00 0.96 0.99 1.00 0.00 0.90 9.18 0.48 91.30
Oracle 1.00 1.00 0.00 1.00 1.00 1.00 0.00 1.00 9.00 0.47 91.32
6 Conclusion
This note aims to clarify some important issues in variable selection for linear model with
interactions. The presented concepts and methods also apply to generalized linear models
and models with higher-order interaction terms or complex hierarchical structures. In
practice, when choosing between main effect models, two-way interaction models, or higher-
order interaction models, one needs to consider the bias-variance tradeoff. In general,
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adding more interaction terms to the model tends to reduce the modeling bias but increase
the variance.
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