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概要
議論を話題単位で分割し, 高成果を上げる行動 (高い“コンピテンシー”が発揮された行動) が含まれている話題を抽出
することで, 高い“コンピテンシー”が発揮された行動と議論参加者自身の発言の行動を容易にし, 議論の振り返りを補助
することができる. 文章を話題単位で分割する手法として , 文書の構造 (段落や章, 節など)を用いる手法と, 語彙的結束
性 (同一語彙, あるいは関連語彙の出現による結びつき) を用いる手法がある. 本研究で用いる議論を記録した文書は, 段
落や章といった形で構造化されておらず, 文書の構造を用いる手法を利用することができない. そこで江刺は, 語彙的結束
性を用いて文書中の話題を検出する Text Tilling に注目した. Hearst の提案した Text Tilling は，テキスト上の任意の
位置を基準点とし，基準点の前後に同数の単語を含む窓を設け，基準点前の窓内の単語分布と基準点後の窓内の単語分布
とを比較して類似度を算出し，類似度が極小となる基準点を話題の境界とみなす手法である．類似度を算出する際に,“コ
ンピテンシー”の諸項目に関連付けられた特定の単語群について重み付けをおこなうことで, “コンピテンシー”の諸項目
に関連付けられた単語が多く出現する話題, すなわち“コンピテンシー”が発揮された話題において類似度の平均値が高く
なり, “コンピテンシー”が発揮された話題とそれ以外の話題の見分けが容易になる. Hearst は説明的な文章はイントロ
ダクションから始まり要約で終わる, 話題に一貫した流れのある文章においてその有効性を示したが, 複数の話題が交互に
出現する, 一度終わった話題が再度出現するなど 話題の流れが一貫していない, 議論のような文章においても有効である
かは検証されていない.
本研究では, 議論の振り返り補助をおこなうシステムの研究の第一段階として, 統計的根拠に基づいて Text Tilling を
検証し, 議論における Text Tilling の有効性と問題点を確認した. 窓内の単語量が 15, 基準点の移動幅が 20 のときに, 再
現率の平均が 64%, 適合率が 36 % という結果になり, Hearst の再現率 66%, 適合率 61% よりも適合率が低いものの,
議論においても Text Tilling が有効であることを示した. また, Text Tilling は 1つの文書に対し, 常に一定の窓の大き
さ, スライド幅で類似度の計算をおこなうことから, 大きな話題と小さな話題を同時に検出することはできないという問題
点を確認した. その後, コンピテンシーの一つである傾聴力に注目し, 関連語彙に重み付けをおこなうことで傾聴力が発揮
された話題を抽出できることを示した. キーワード: 議論, 話題境界, Text Tilling, 単語の分布, 類似度, コンピテンシー.
1 序論
複数の人間が共同で意思決定をおこなう際に, しばしば議
論がおこなわれる. 議論では複数の人間が相互作用してお
り, その中で, 意思決定に向けて傾聴や提案, 課題発見など
様々な行動が発揮されていることから, 発揮された行動に注
目して議論を振り返ることで能力の向上を促すことができ
ると考えた. 議論を話題単位で分割し, 高成果を上げる行動
(高い“コンピテンシー”が発揮された行動) が含まれてい
る話題を抽出することで, 高い“コンピテンシー”が発揮さ
れた行動と議論参加者自身の発言の行動を容易にし, 議論の
振り返りを補助することができる. 文章を話題単位で分割
する手法として, 文書の構造 (段落や章, 節など)を用いる手
法 [5] と, 語彙的結束性 (同一語彙, あるいは関連語彙の出
現による結びつき) を用いる手法 [1]がある. 本研究で用い
る議論を記録した文書は, 段落や章といった形で構造化され
ておらず, 文書の構造を用いる手法を利用することができな
い. そこで江刺は, 語彙的結束性を用いて文書中の話題の境
界を推定する Text Tilling に注目した. Hearst の提案した
Text Tilling は，テキスト上の任意の位置を基準点とし，基
準点の前後に同数の単語を含む窓を設け，基準点前の窓内の
単語分布と基準点後の窓内の単語分布とを比較して類似度
を算出し，類似度が極小となる基準点を話題の境界とみなす
手法である．類似度を算出する際に, “コンピテンシー”の
諸項目に関連付けられた特定の単語群について重み付けを
おこなうことで, “コンピテンシー”の諸項目に関連付けら
れた単語が多く出現する話題, すなわち“コンピテンシー”
が発揮された話題において類似度の平均値が高くなり, “コ
ンピテンシー”が発揮された話題とそれ以外の話題の見分け
が容易になる. Hearst は説明的な文章はイントロダクショ
ンから始まり要約で終わる, 話題に一貫した流れのある文章
においてその有効性を示したが, 複数の話題が交互に出現す
る, 一度終わった話題が再度出現するなど話題の流れが一貫
していない議論のような文章においても有効であるかは検
証されていない.
本研究では, 議論の振り返り補助をおこなうシステムの
研究の第一段階として, 統計的根拠に基づいて Text Tilling
を検証し, 議論における Text Tilling の有効性と問題点を
確認する. その後, コンピテンシーの一つである傾聴力に注
目し, 関連語彙に重み付けをおこなうことで傾聴力が発揮さ
れた話題を抽出できることを確認する.
2 実現手法
本章では, 本研究で利用する Hearst の話題境界認定手法
である Text Tiling [1] を紹介する. Text Tiling では, ベ
クトル空間モデル [3]上でベクトル間の類似度を求める余弦
測度 (cosine measure) を利用して, 話題境界の認定をおこ
なう.
2.1 余弦測度
Text Tiling 法は, 以下の手順で話題境界の認定をおこな
う. 図 1 のように, 文章中の各位置 (基準点) の前後に段落
程度の大きさの窓を設定する. その 2 つの窓にどれくらい
同じ語彙が出現しているかにより, 2 つの窓内の部分の類似
度を測定する. この窓が大きければ認定される話題の大きさ
図 1 Text Tiling 法における窓と基準点 (本研究
で利用した議論 4 での例)
も大きくなり, 逆に小さくければ認定される話題も小さくな
る. 類似度は, 上記の余弦測度を用いて測定している.
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ここで bl , br は, それぞれ前窓, 後窓に含まれる文章の部
分である. wt;bl , wt;br は, それぞれ単語 t の前窓, 後窓中
での出現頻度である. 類似度は 2 つの窓内に共通の語彙が
多く含まれる場合に大きくなり, 共通語彙が全く含まれない
場合に最小となる (1  s(bl; br)  0) . この値が大きいと
前後の窓で共通の話題を扱っている可能性が高く, 逆に小さ
いと異なる話題を扱っている, つまり話題の境界である可能
性が高いことになる. この値を結束度とする. この結束度が
求められた基準点を結束点とする. この基準値をある幅刻
みでずらしながら結束度を測定していき, 値が極小となる位
置を話題境界と認定していく. ただし, 結束度の細かい振動
図 2 結束度の極小点
を無視するために, 図 2 のように, 極小点 mp の周囲で単調
減少 (極小点の左側) と単調増加 (極小点の右側) している
部分を切り出し, その開始点 lp と終了点 rp における結束
度 Clp; Crp と結束度の極小値 Cmp との差をもとに, depth
score と呼ばれる値 d を計算し, 極小点における結束度の変
動量の指標とする. そして, d が閾値 h を超えた極小点のみ
を話題境界として認定している.
d = (Clp   Cmp) + (Crp   Cmp) (2)
h = C   =2 (3)
ここで, C,  はそれぞれ, 文書全体における結束度 Cp の平
均値と標準偏差である.
2.2 処理の流れ
本研究で作成したシステムは, 以下の流れで処理をおこ
なう.
1. 文書 D に対し, 形態素解析をおこなう
2. 形態素を 1 単位として, 基準点の前後の窓で結束度
を計算する
3. 基準点をスライド幅分後ろにずらす
4. 2 と 3 を基準点が文章の終わりにくるまで繰り返す
5. 閾値 h を計算する
6. 極小点をとる結束度を探す
7. 極小点をとる全て結束度に対し d を求める
8. d  h となる結束度をとる場所を結果として出力
する
なお, 文中に話題境界がある場合は, 話題境界を含む文とそ
の次の文の間を話題境界とする. また, 話題境界に/tを出力
することで, 議論中の話題境界を示す.
3 検定
システムが認定した話題境界を評価するために, 正解とな
るデータが必要となる. 本研究では, 複数の人間が判断した
話題境界を正解として利用する. その際に, 人間が判断した
話題境界の妥当性を確認するために, 統計的検定の一種であ
り, 対応のある Q 検定を利用する.
3.1 統計的検定
統計的検定とは, 仮説にしたがって収集された 2 群のデー
タを集計し, 2 つの平均値間に差が見られたときに, 得られ
た差が偶然によるものではなく仮説を支持するに足る差で
あるかを確認する際に使われる手法である. 研究者はまず,
ある理論から予想される事実を証明するために調査または
実験をおこない，データを収集する. この際の実験仮説を対
立仮説 H1 とする. これに対して, 実験仮説を否定する仮説
を帰無仮説 H0 とする. 帰無仮説が正しいという前提の下
で, 標本についてのデータが実際に得られる可能性, すなわ
ち確率を計算する. この確率のことを有意確率 p と呼ぶ. こ
の有意確率が有意水準より小さいとき, 帰無仮説を棄却し,
対立仮説を採用して結論とする. そうでない場合, 帰無仮説
を認めそのまま結論とする.
3.2 Q 検定
本研究では, 対応のある 2 データについての検定である
マクニマー検定を対応のある複数データに利用できるよう
に拡張した Q 検定を利用する. Q 検定とは, 対応のある k
個 （k  3） の名義尺度変数において, 処理間の差 （比率
の差）の検定をおこなう検定である [2]. 各データは 2 値型
の変数でなければならない. たとえば, k 項目の試験を N
人におこない, 各項目間に難易度の差があるかどうかをみる
とする. その項目が解ければ 1, 解けなければ 0 を与え, 表
4.1 を得る. 各条件で成功の確率に差がないとすれば (帰無
仮説 H0), つまり 0 や 1 がこの表の横行と縦列にランダム
に分布するのであれば,
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は自由度 k   1 でχ2 分布する. ここで, Gj は j 縦列の総
和, Li は i 横行の総和である. この値から, H0 を有意水準
α で両側検定をおこなう.
表 1 k 個の対応のあるデータ
PPPPPPPP被験者
項目
1 2 3. . . j. . . . . . k
被験者 1 0 1 0. . . . . . . . . 0
被験者 2 0 1 0. . . . . . . . . 0
...
...
...
.... . . . . . . . . 0
被験者 i 0 1 0. . . . . . . . . 0
...
...
...
.... . . . . . . . . 0
被験者 N 0 1 . . . . . . . . . 0
有意確率を P = Pr｛χ2  Q｝とする. χ2 値は, χ2 分
布表を参照する.
最後に帰無仮説の採否を決める. P ＞α のとき，帰無仮
説を採択する (比率に差はない) . P ≦α のとき，帰無仮説
を棄却する (比率に差がある) .
4 評価
本章では, まず評価用データの作成について説明し, その
あとにそのデータに基づいた評価結果を述べる.
4.1 評価用データの作成
システムの評価をおこなうにあたり, 評価用のデータが必
要となる. 以下, 評価用の話題境界の作成について説明する.
4.1.1 利用する議論データ
本研究では評価用のログとして, 7 個の議論のログを用意
した. 議論 1 から 4 は実際におこなわれた議論を書き起こ
したものであり, 議論 5 から 7 は, RWCP会議音声データ
ベースの M01, M02 , M03 である.
評価用の話題境界として, 計 8 人が議論のログを読み, 話
題境界を認定したものを用意した. Hearst [1] では計 7 人
で説明的な文章を読み話題境界を認定していたが, 対象が議
論であり, 認定される話題境界の個人差が大きくなると予想
されたため, 本研究では計 8 人で話題境界を認定した. その
妥当性を検証するために, 認定した話題境界のデータに対し
て有意水準  = 0:05 で Q 検定をおこなった. その結果が
表 2 である. 用意した議論 7 個のうち, 議論 1, 2, 4, 6, 8
表 2 各議論全体 に対する Q 検定の結果
議論 有意確率 p
1 :19 10 2
2 :54 10 22
3 :91 10 1
4 :97 10 5
5 :39 10 1
6 :30 10 2
7 :11 10 4
は (:54  10 22  p  :30  10 2)  0:052 であり, 各話題
境界について有意差が認められた. しかしながら, 議論 3 は
p = (0:05=2) , 議論 7 は p = (0:05=2) で各話題境界に
有意差は認められなかった. よって本研究では, 各話題境界
について有意差が認められた議論 1, 2, 4, 6, 8 のみを利用
する.
4.1.2 正解とする話題境界
各話題境界について有意差が認められた議論 1, 2, 4, 6, 8
において, 何人以上の同意をもってその話題境界を正解とす
るか考える必要がある. 議論 1, 2, 4, 6, 8 において, 同意数
が 2 以下の場合がほぼ 70% を占めており, 3 人以上の同意
で正解として良いように思える. しかしながら, その仮説は
大きな間違いを含んでいる可能性がある. そこで, 各議論に
おいて n 人同意した場合それぞれについて  = 0:05 で Q
検定をおこなった. その結果, 議論 1 では 3 人以上, 議論 2,
4, 7 では 4 人以上, 議論 6 では 5 人以上が同意した場合に,
有意差が認められた. よって, 議論 1 では 3 人以上, 議論 2,
4, 7 では 4 人以上, 議論 6 では 5 人以上が同意した話題境
界を正解の話題境界とする.
4.2 評価
話題境界認定の評価において, 一般に再現率と適合率が用
いられる. 再現率と適合率はトレードオフの関係にあり, 一
方が上がれば一方が下がる関係にある. 本研究ではコンピテ
ンシーが発揮されている話題を抽出することが目的なので,
できる限り漏れをなくすために再現率を重視して評価をお
こなう.
4.2.1 再現率
ここで, 再現率は正解となる話題境界をどれだけ認定でき
ているかという網羅性の指標とする. 再現率は以下の式で求
めることができる.
再現率 = 正しく認定できた話題境界数正解となる話題境界数 (5)
4.2.2 適合度
適合率は, 出力として得られた話題境界の中に, どれだけ
正解となる話題境界を含んでいるかという正確性の指標で
ある. 適合率は以下の式で求めることができる.
適合率 = 正しく認定できた話題境界数認定した全ての話題境界数 (6)
4.2.3 正解の基準
人間による話題境界認定の際に, 前後 1 行程度のブレが
多く見られた. そこで各議論について, システムによって求
められた話題境界 1 行あたりの平均語数の範囲を正解と
して評価をおこなった.
4.3 結果
Text Tiling における窓の大きさ, スライド幅, および利
用する品詞の種類を変えて実行し, 評価をおこなった. 以下
にその結果を示す.
4.4 窓の大きさとスライド幅
まず, 議論にたいして最適な窓の大きさとスライド幅を調
べるために, 様々な窓の大きさとスライド幅について実行
し, 評価をおこなった. その中で再現率と適合率の両方が高
かった, スライド幅 20 について, 再現率と適合率のグラフ
を, それぞれ図 3 と図 4に示す.
5 考察
5.1 議論における Text Tilling の有用性
窓の大きさ幅が 15, スライド幅が 20 のときに, 再現率の
平均が 61.33%, 適合率が 46.24 % という結果になった. こ
れは Hearst [1] の再現率 66%, 適合率 61% よりもやや低
いものの, 議論においても Text Tilling が有効であること
を示した.
図 3 スライド幅 20 の結果 (再現率)
図 4 スライド幅 20 の結果 (適合率)
5.2 議論における Text Tilling の問題点
Hearst [1] の例と比べて, 特に適合率が低かった理由とし
て, 対象とした文章の違いが考えられる. Hearst [1] は科学
誌のような雑誌の記事である説明的な文章を対象としてお
り, その中の話題の大きさが極端に大きい, あるいは小さい
ことは少ない. 本研究で対象とした議論は, その中には雑談
のような極端に小さい話題も多く含んでおり, 話題の粒度に
幅があった. Text Tiling では常に一定の窓の大きさ, スラ
イド幅で類似度の計算をおこなうので, 大きな話題と小さな
話題を同時に検出することはできない. 議論のように大きな
話題と小さな話題が同時に出現する文章では, 窓の大きさや
スライド幅を動的に設定する工夫が必要となる.
5.3 コンピテンシーが発揮された話題の抽出
Text Tilling では単語の出現頻度により結束度を算出し
話題境界を推定するが, 結束度を算出する際にコンピテン
シー関連語彙に対して重み付けをおこなうことでコンピテ
ンシーが発揮された発言とその前後の文脈を一つの話題と
して抽出する.
5.4 コンピテンシー関連語彙の抽出
本研究ではコンピテンシーの一つである傾聴力に注目し
て, 議論 1 ～ 5 と 7 から傾聴力が発揮されている発言を抽
出した. その後, 抽出された発言を形態素解析によって形態
素単位に分割し, 各議論固有の単語を除去したものに対して
重み付けをおこなった. なお, 傾聴力が発揮された発言とし
て, 相手の意見を理解するために, 相手の意見を整理してい
る発言と, 相手の意見を理解するために, 相手の意見を確認
する発言を抽出した.
6 重み付け関数
抽出したコンピテンシー関連語彙に重み付けをおこなう
際に, 重み付け関数 g を用いた.
g =
(前窓と後窓の合計重み付け単語出現回数)
(前窓の総単語数) + (後窓の総単語数) × 10 (7)
s(bl; br) = (1 + g)
X
t
wt; blwt; brrX
t
w2t ; bl
X
t
w2t ; br
(8)
この g を結束度を求める際に利用し, 式 8 で重み付けされ
た結束度を得る.
6.1 結果
本研究では議論 6 に対して, 重み付けを用いて Text
Tiling をおこなった. 議論 6 では, 傾聴力が発揮された話題
として 3 か所設定した. 結果として, 重み付けをおこなう前
の結束度の極大値と比べて, 重み付けをおこなった後の結束
度極大値は全体的に増加したが, 増加の幅に差がある. 増加
量毎に傾聴力が発揮された話題, 及び傾聴力以外で話題を整
理する発言について数を調べた (表 3). その結果, 傾聴力が
表 3 結束度の増加量
結束度の増加量 個数 傾聴力 話題を整理
0 ～ 0.09 9 1 0
0.10 ～ 0.19 4 0 0
0.20 ～ 8 2 4
発揮された話題, 及び話題を整理する発言で特に結束度の極
大値が増加していることがわかった. このことから, コンピ
テンシー関連語彙に対して重み付けをおこない Text Tiling
をおこなうことで, コンピテンシーが発揮された話題を抽出
することができることがわかった.
7 結論
本研究では, 議論において Text Tilling が有効であるか
の検証を統計的根拠をもっておこない, 窓の大きさが 15, ス
ライド幅が 20 のときに, 再現率の平均が 64%, 適合率が 36
% と, その有効性と問題点を確認した.
その後, コンピテンシーの一つである傾聴力に注目し, 関
連語彙に重み付けをおこなうことで傾聴力が発揮された話
題を抽出できることを示した.
今後の課題としては, より傾聴力のみに関連する語彙を絞
り込むことや, 傾聴力であれば言い換えや繰り返しに対して
重み付けするために類義語を用いるなど, 各コンピテンシー
の特徴に応じた手法を用いることが挙げられる,
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