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Superoperator Many-body Theory of Molecular Currents: Non-equilibrium Green
Functions in Real Time
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The electric conductance of a molecular junction is calculated by recasting the Keldysh formalism
in Liouville space. Dyson equations for nonequilibrium many body Green’s functions (NEGF) are
derived directly in real (physical) time. The various NEGFs appear naturally in the theory as time
ordered products of superoperators, while the Keldysh forward/backward time loop is avoided.
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I. Introduction
Recent advances in the fabrication and measurments of nanoscale devices have lead to a considerable interest in
nonequilibrium current carrying states of single molecules. The tunneling of electrons between two metals separated
by a thin oxide layer was first observed experimentally by Giaever [1] and later by others [2]. Vibrational resonances
can be observed for molecules absorbed at the metal-oxide interface by analyzing the tunneling current as a function
of the applied bias[3, 4]. More recent development of Scanning Tunneling Microscopy (STM) lead to a direct, real
space determination of surface structures. A metal tip is brought near the surface so that tunneling resistence
is measurable. A contour map of the surface is obtained by recording the tunneling resistance as the tip scans the
surface. The tunneling electrons interact and may exchange energy with the nuclear degrees of freedom of the absorbed
molecule. This opens up inelastic channels for electron transmission from tip to the surface leading to the ineastic
electron tunneling (IET). IET may play an important role in manipulating molecules with STM[5, 6]. Recently, the
IET was combined with STM for the chemical analysis of a single absorbed molecule with atomic spatial resolution
[7, 8]. Recent advances in the theory of STM are reviewed in Ref. [9].
Electron tunneling was first analyzed by Bardeen and Cohen et al [10, 11] using the perturbative transfer Hamilto-
nian (TH) approach and more recently by many other authors [12, 13, 14]. Although the TH gives, in most cases, a
good description of the observed effects, it lacks a firm first principles theoretical basis and does not account properly
for many-body effects [15]. An improved form of TH [16] that involved energy dependent transfer matrix elements,
was used to incorporate many body effects. However this model does not describe the elecron-phonon interaction
properly[17].
A many-body non-equilibrium Green functions (NEGF) formulation of electron tunneling was proposed by Caroli
et al [18]. The NEGF theory was originated by Schwinger [19] and Kadanoff and Baym [20], and developed further by
Keldysh [21] and Craig [22]. This formalism involves the calculation of four basic Green functions, time ordered (GT ),
anti-time ordered (GT˜ ), lesser (G<) and greater (G>). Additional retarded (Gr) and advanced (Ga) Green’s functions
are defined as specific combinations of these basic functions. At equilibrium suffice it to know only the retarded or
advanced Green functions; all other Green functions simply follow from the fluctuation-dissipation theorem that
connects the ”lesser” and ”greater” with the retarded Green function through the equilibrium fermi distribution
function (f0(E)) [23]. However, for nonequilibrium measurements, where the distribution function is not known a
priory, one needs to solve for the various NEGFs self-consistently.
Electronic transport in molecular wires and STM currents of single molecules have received considerable attention
[24, 25, 26, 27, 28, 29]. Electron transport through a single molecule [30, 31, 32] or a chain of several atoms [33] were
studied. From a theoretical point of view, this is very similar to the electron tunneling in semiconductor junctions
and various theories developed for STM [34, 35] can directly be applied to molecular wires. The NEGF technique
developed for tunneling currents has been used to analyze the electron conduction through a single molecule attached
to electrodes [24, 34, 36, 37, 38, 39, 40]. The method has also been combined with density functional theory for the
modeling of transport in molecular devices [41, 42].
In this paper we develop a nonequilibrium superoperator Green function theory [21, 23, 43] (NESGF) of molecular
currents [44]. A notable advantage of working with superoperators in the higher dimensional Liouville space [42, 45]
is that we need only consider time ordered quantities in real (physical) time; all NEGFs show up naturally without
introducing artificial time variables. Observables can be expressed in terms of various Liouville space pathways(LSP)
[44]. The ordinary (causal) response function which represents the density response to an external field is one particular
2combination of these LSPs. Other combinations represent the spontaneous density fluctuations and the response of
these fluctuations to the external field [45, 46]. A simple time ordering operation of superoperators in real time
is all it takes to derive the non-equiliubrium theory avoiding the Keldysh loop or Matsubara imaginary time. The
NESGF theory provides new physical insights into the mechanism of the current. It can also be more naturally used
to interpret time domain experiments involving external pulses.
In Sec. II, we give a brief introducion to the superoperator formalism and recast the NEGF theory in terms of the
superoperator Green functions. Starting from the microscopic definitions for various non-equilibrium superoperator
Green functions (NESGF), we construct dynamical equations of motion and obtain the Dyson matrix equation of
Keldysh which couples the various NESGFs. In Sec. III, we apply the NESGF theory to the cunduction of a molecular
junction. In Sec. IV we end with a discussion.
II. Dyson Equations for Superoperator Green Functions
We consider a system of externally driven electrons and phonons described by the Hamiltonian [14, 21, 24, 36],
H = H0 +Hep +Hex (1)
where H0 represents the non-interacting electrons and phonons,
H0 =
∫
drψ†(r)h0(r)ψ(r) +
∫
drφ†(r)Ω0(r)φ(r). (2)
h0(r) = (−~2/2m)∇2 is the kinetic energy and m is the electron mass. ψ (ψ†) represent the anihilation (creation)
operators which satisfy the fermi anticommutation relations,
ψ(r)ψ†(r′) + ψ†(r′)ψ(r) = δ(r− r′)
ψ†(r)ψ†(r′) + ψ†(r′)ψ†(r) = 0
ψ(r)ψ(r′) + ψ(r′)ψ(r) = 0 (3)
and φ (φ†) are boson operators with the commutaion relations,
φ(r)φ†(r′)− φ†(r′)φ(r) = δ(r− r′)
φ†(r)φ†(r′)− φ†(r′)φ†(r) = 0
φ(r)φ(r′)− φ(r′)φ(r) = 0 (4)
The second term in Eq. (1) denotes the electron - phonon interaction,
Hep =
∫
drλ(r)[φ†(r) + φ(r)]ψ†(r)ψ(r). (5)
where λ(r) is the coupling strength. Finally, Hex represents the coupling to a time dependent external potantial
ξ(r, t),
Hex =
∫
drξ(r, t)ψ†(r)ψ(r) (6)
We next briefly survey some properties of Liouville space superoperators that will be useful in the following deriva-
tions [47]. The elements of the Hilbert space N × N density matrix, ρ(t), are arranged as a Liouville space vector
(bra or ket) of length N2. Operators of N2 × N2 dimension in this space are denoted as superoperators. With any
Hilbert space operator A, we associate two superoperators AL (left) and AR (right) defined through their action on
another operator X as,
ALX ≡ AX and ARX ≡ XA. (7)
We further define symmetric and antisymmetric combinations of these superoperators,
A+ =
1
2
(AL +AR) and A− = (AL −AR). (8)
3The commutator and anticommutator operations in Hilbert space can thus be implemented with a single multiplication
by a ”-” and ”+” superoperators, respectively. We further introduce the Liouville space time ordering operator T .
This is a key ingredient for extending NEGF to superoperators: when applied to a product of superoperators it
reorders them so that time increases from right to left. We define 〈A(t)〉 ≡ Tr{A(t)ρeq}, where ρeq = ρ(t = 0)
represents the equilibrium density matrix of the interacting system. It is straightforward to see that for any two
operators A and B we have,
〈T A+(t)B−(t′)〉 = 0 t′ > t (9)
〈T A+(t)B−(t′)〉 is thus always a retarded function. This follows from the definitions (8). Since a ”-” superoperator
corresponds to a commutator in Hilbert space, this implies that for t < t′, 〈A+(t)B−(t′)〉 becomes a trace of a
commutator and must vanish, i.e.,
〈T A+(t)B−(t′)〉 = Tr{B−(t′)A+(t)ρeq} t < t′
=
1
2
Tr{[B(t′), A(t)ρeq + ρeqA(t)]} = 0
Similarly, it follows that the trace of two ”minus” operators always vanishes,
〈T A−(t)B−(t′)〉 = 0 for all t and t′. (10)
We shall make use of Eqs. (9) and (10) for discussing the retarded and advanced Green functions in Appendix D.
Superoperator algebra was surveyed in Ref. [47].
In Liouville space the density matrix, ρ(t) is a vector whose time dependence is given by,
ρ(t) = G(t, t0)ρ(t0) (11)
with the Green function,
G(t, t0) = T exp
{
− i
~
∫ t
to
H−(τ)dτ
}
, (12)
and H− is the superoperator corresponding to the Hamiltonian (Eq. 1). Note that unlike Hilbert space, where
time dependence of the ket and the bra is governed by forward and backward time-evolution operators respectively, in
Liouville space one keeps track of both bra and ket simultaneously and the density matrix needs only to be propagated
forward in time ( Eq. (11)).
To introduce the interaction picture in Liouville space we partition H− = H0− +H′− corresponding to the non-
interacting and interaction Hamiltonians. With this partitinaing, Eq. (12) can be written as,
G(t, t0) = G0(t, t0)GI(t, t0) (13)
where G0 represents the time evolution with respect to H0,
G0(t, t0) = θ(t− t0)exp
{
− i
~
H0−(t− t0)
}
. (14)
GI(t, t0) is the time evolution operator in the interaction picture,
GI(t, t0) = T exp
{
− i
~
∫ t
to
H˜′−(τ)dτ
}
(15)
and H˜′− is the interaction picture representation of H′−. We shall denote superoperators in the interaction picture by
a (˜),
A˜α(t) ≡ G†0(t, t0)Aα(t0)G0(t, t0) (16)
where α= +,- or L,R. Superoperators in the Heigenberg picture will be represented by a caret,
Aˆα(t) ≡ G†(t, t0)Aα(t0)G(t, t0) (17)
4By adiabatic switching of the interaction H′− starting at t0 = −∞ we have,
ρ(t) = ρ0 − i
~
∫ t
−∞
dτG0(t, τ)H′−(τ)ρ(τ) (18)
where ρ0 = ρ(−∞) is the equilibrium density matrix of the non-interacting system,
ρ0 =
exp(−βH0)
Tr{exp(−βH0)} (19)
An iterative solution of Eq. (18) yields,
ρ(t) = GI(t,−∞)ρ0 (20)
which can also be obtained by applying the time evolution operator (15) to ρ(t0) and setting t0 = −∞. Using Eq.
(20), the equilibrium density matrix of the interacting system can be generated from the non-interacting one by
switching on the interactions adiabatically starting at t = −∞. The external potential is constant in time for t < 0
and is assumed to be time dependent only for t > 0. We then get,
ρeq = GI(0,−∞)ρ0, (21)
This adiabatic connection formula has been shown [47] to be very useful for calculating expectaion values using the
interaction picture. In the corresponding Gellman-law expression in Hilbert space [48] there is an extra denominator
that takes care of the phase of the wavefunction. This is not necessery in Liouville space since the density matrix
does not acquire such a phase.
In the Heisenberg picture, the expectaion value of an operator Aˆα(t) is given by,
〈Aˆα(t)〉 ≡ Tr
{
Aˆα(t)ρeq
}
, (22)
where ρeq = ρ(t = 0). Using Eqs. (16) (17) and (20), this can be recast in the interaction picture as,
〈Aˆα(t)〉 = Tr
{
A˜α(t)GI(t,−∞)ρ0
}
≡ 〈A˜α(t)GI(t,−∞)〉0. (23)
Equation (23) is a good starting point for developing a perturbation theory around the non-interacting system.
Through Eqs. (22) and (23) we also define the expectation values 〈...〉 and 〈...〉0. While the former represents the
trace with respect to the interacting density matrix, the latter is defined with respect to the non-interacting density
matrix. This will be used in the following.
Corresponding to the Hilbert space electron and phonon operators, ψˆ, ψˆ†, φˆ and φˆ† we define ”left” (α=L)and
”right” (α=R) superoperators, ψˆα, ψˆ
†
α, φˆα and φˆ
†
α. The dynamics of a superoperator, ψˆα, is described by the
generalized Liouville equation,
− i~∂ψˆα(t)
∂t
= [H−(t), ψˆα(t)] = H−(t)ψˆα(t)− ψˆα(t)H−(t), (24)
where H− is the superoperator corresponding to the Hamiltonian given in Eq. (1). A similar equation can be written
down for the phonon superoperators. In order to evaluate the commutator appearing in the RHS of Eq. (24), we
need the commutation relations of superoperators [49]. The ”left” and the ”right” operators always commute. Thus
for α 6= β we have,
[ψα(r), ψβ(r
′)] = [ψ†α(r), ψ
†
β(r
′)] = [ψ†α(r), ψβ(r
′)] = 0
[φα(r), φβ(r
′)] = [φ†α(r), φ
†
β(r
′)] = [φ†α(r), φβ(r
′)] = 0 (25)
For fermi superoperators we have,
ψα(r)ψα(r
′) + ψα(r
′)ψα(r) = 0
ψ†α(r)ψ
†
α(r
′) + ψ†α(r
′)ψ†α(r) = 0
ψα(r)ψ
†
α(r
′) + ψα(r
′)ψ†α(r) = δ(r− r′). (26)
5Similarly for the boson operators,
φ†α(r)φ
†
α(r
′)− φ†α(r′)φ†α(r) = 0
φα(r)φα(r
′)− φα(r′)φα(r) = 0
φα(r)φ
†
α(r
′)− φ†α(r′)φα(r) = καδ(r− r′). (27)
Here κα= -1 for α = R and unity for α = L.
Using the commutaion relations (25), (26) and the identity,
(XY...Z)α = XαYα...Zα, α = L,R (28)
we can recast H− in terms of the elementary field superoperators,
H− = H0− +Hep− +Hex− (29)
with
H0− =
∑
α=L,R
κα
∫
dr
(
ψ†α(r)h0(r)ψα(r) + φ
†
α(r)Ω0(r)φα(r)
)
He−p− =
∑
α=L,R
κα
∫
drλ(r)Φα(r)ψ
†
α(r)ψα(r)
Hex− =
∑
α=L,R
κα
∫
drψ†α(r)ξ(r, t)ψα(r) (30)
We next define electron and phonon superoperator Greens functions,
Gαβ(rt, r
′t′) = − i
~
〈T ψˆα(r, t)ψˆ†β(r′, t′)〉
Dαβ(rt, r
′t′) = − i
~
〈T Φˆ(r, t)Φˆ†(r′, t′)〉 (31)
As shown in Ref. [42] (see Appendix A), GLL, GRR, GLR and GRL respectively coincide with the standard Hilbert
space time ordered GT , antitime ordered GT˜ , lesser G< and greater G> Green functions defined on a closed time
loop.
Using the commutaion relations (26), the Heisenberg equations of motion for superoperators ψˆα(t) and Φˆα(t),
α = L,R, read
i~κα
∂ψˆα(r, t)
∂t
= h(r, t)ψˆα(r, t) + λ(r)Φˆα(r, t)ψˆα(r, t)
−i~κα∂Φˆα(r, t)
∂t
= Ω0(r)Φˆα(r, t) + λ(r)ψˆ
†
α(r, t)ψˆα(r, t), (32)
where h(r, t) = h0(r)+ ξ(r, t). By taking the time derivaive of the electron Green function in Eq. (31) and using Eqs.
(32), we obtain the equation of motion for Gαβ ,(
i~
∂
∂t
− καh(r, t)
)
Gαβ(rt, r
′, t′) = δαβδ(x − x′)− i
~
καλ(r)〈T Φˆα(r, t)ψˆα(r, t)ψˆ†β(r′, t′)〉, (33)
and similarly for the phonon Green function,(
i~
∂
∂t
+ καΩ0(r)
)
Dαβ(rt, r
′, t′) = δαβδ(x− x′) + i
~
λ(r)κα〈T ψˆ†α(r, t)ψˆα(r, t)Φˆ†β(r′, t′)〉 (34)
We shall denote the space and time coordinates collectively by x = r, t; thus in Eqs. (33) and (34) δ(x − x′) ≡
δ(r− r′)δ(t− t′).
Following Keldysh, we shall rearrange the superoperator Green functions in a 2× 2 matrix G¯,
G¯(x,x′) =
(
GLL(x,x
′) GLR(x,x
′)
GRL(x,x
′) GRR(x,x
′)
)
(35)
6and similarly the phonon Green function matrix D¯ with elements Dαβ. The corresponding Green functions of the
noninteracting system described by the Hamiltonian (2) are denoted by G¯0 and D¯0, respectively. These are given by,
G0αβ(rt, r
′t′) =
(
i~
∂
∂t
− καh(r, t)
)−1
δαβδ(x− x′)
D0αβ(rt, r
′t′) =
(
i~
∂
∂t
+ καΩ0(r)
)−1
δαβδ(x− x′). (36)
Using our matrix notation, we can recast Eqs. (33), (34) in the form of Dyson equations,
G¯ = G¯0 + G¯0Σ¯G¯
D¯ = D¯0 + D¯0Π¯D¯. (37)
The effect of all interactions is now included in the electron (Σ¯) and phonon (Π¯)self energies. Exact expressions for
the self-energies are obtained by comparing Eqs. (34) and (33) with Eq. (37),
Σαβ(rt, r
′t′) = − i
~
καλ(r)
∑
β′
∫
dτ
∫
dr1〈T Φˆ†α(r, t)ψˆα(r, t)ψˆ†β′(r1, τ)〉G−1β′β(r1τ, r′t′)
Παβ(rt, r
′t′) =
i
~
καλ(r)
∑
β′
∫
dτ
∫
dr1〈T ψˆ†α(r, t)ψˆα(r, t)Φˆ†β′(r1, τ)〉D−1β′β(r1τ, r′t′) (38)
Eqs. (36), (37) and (38) are exact and constitute the non-equilibrium superoperator Green function (NESGF)
formalism.
In order to evaluate the self energies perturbatively. we rewrite the Green functions, Eq. (31), in the interaction
picture,
Gαβ(rt, r
′t′) = − i
~
〈T ψ˜α(r, t)ψ˜†β(r′, t′)GI(t,−∞)〉0
Dαβ(rt, r
′t′) = − i
~
〈T Φ˜(r, t)Φ˜†(r′, t′)GI(t,−∞)〉0 (39)
where GI(t,−∞) is given by Eq. (15) with t0 = −∞. Using Eqs. (13),(16) and (20), the self energies (38) can be also
expressed in the interaction picture as,
Σαβ(rt, r
′t′) = − i
~
καλ(r)
∑
β′
∫ ∫
dτdr1〈T Φ˜†α(r, t)ψ˜α(r, t)ψ˜†β′(r1, τ)GI(t,−∞)〉0G−1β′β(r1τ, r′t′)
Παβ(rt, r
′t′) =
i
~
καλ(r)
∑
β′
∫ ∫
dτdr1〈T ψ˜†α(r, t)ψ˜α(r, t)Φ˜†β′(r1, τ)GI(t,−∞)〉0D−1β′β(r1τ, r′t′). (40)
Equations (40) together with (39) constitute closed form equations for the self-energies where all the averages are
given in the interaction picture, < ... >0, with respect to the non-interacting density matrix. By expanding GI (Eq.
15) perterbatively in H˜′− we can obtain perturbative expansion for the self-energies. Each term in the in the expansion
can be calculated using Wick’s theorem for superoperators [47] which is given in the Appendix E. This results in a
perturbative series in terms of the zeroth order Green functions.
III. The Calculation of Molecular Currents
We have applied the NESGF to study the charge conductivity of a molecular wire attached to two perfectly
conducting leads. In the simplest approach the leads ’a’ and ’b’ are treated as two free electron reservoirs. Nuclear
motions in the molecular region are described as harmonic phonons which interact with the surrounding elctronic
structure and the environment (secondary phonons) [24]. We first recast the general Hamiltonian, Eq. (1), in a single
electron local basis and partition it as,
H = Hf +Hint (41)
7where Hf represents the free, non-interacting electrons and phonons and with no coupling between molecule and
leads,
Hf =
∑
i,j
Ei,jψ
†
iψj +
∑
k∈a,b
ǫkψ
†
kψk +
∑
l
Ωlφ
†
lφl +
∑
m
ωmφ
†
mφm. (42)
The indices (i, j) represent the electronic basis states corresponding to the molecule, k labels the electronic states
in the leads (a and b), l denotes primary phonons which intercts with the electrons and m denotes the secondary
phonons which are coupled to the primary phonons and constitute a thermal bath. The applied external voltage V
maintains a chemical potential diffrence, µa-µb = eV , between the two leads and also modifies the single electron
energies. In addition it provides an extra term
∑
i Viψ
†
iψi which is included in the zeroth order hamiltonian, Hf , by
modifying the single electron energies. The interaction Hamiltonian is given by,
Hint =
∑
k∈a,b;i
(
Vkiψ
†
kψi + h.c.
)
+
∑
l,i
λliΦlψ
†
iψi +
∑
l,m
UlmΦlΦm. (43)
The three terms represent the molecule/lead interaction, coupling of primary phonons with the molecule and the
interaction of primary and secndary phonons, respectively.
The total current passing through the junction can be expressed in terms of the electron Green functions and the
corresponding self energies. At steady state it is given by (see Appendix B, Eq. 70),
IT =
2e
~
∑
ij′
∫
dω
2π
[
Σij
′
LR(ω)G
j′i
RL(ω)− Σij
′
RL(ω)G
j′i
LR(ω)
]
. (44)
The electron Green functions G0LR and G
0
RL correspond to the free Hamiltonian, Hf , and the self-energies ΣLR and
ΣRL represent the effects of all interactions (Eq. 43).
Σijαβ has contributions coming from the electron-lead (σ) and electron-phonon (Ξ) interactions,
Σijαβ(ω) = σ
ij
αβ(ω) + Ξ
ij
αβ(ω) (45)
These are given in Eqs. (77) and (86). The self energy expressions (86) and (88) are calculated perturbatively to
second order in the electron-phonon coupling in terms of the zeroth order Green functions (Eq. 48). The simplest
expression for current is obtained by substituting Eqs. (48), (77) and (86) in Eq. (44). This zeroth order result can
be improved by using the renormalized Green functions obtained from the self-consistent solution of Dyson equation
(37).
In order to solve self-consistently for the electron Green functions that appear in the current formula, Eq. (44), the
self energy is calculated under the Born approximation by replacing the zeroth order Green functions, G0αβ and D
0
αβ
with the corresponding renormalized Green functions, Gαβ and Dαβ , as is commonly done in mode-coupling theories
[50, 51]. This approximation sums an infinite set of non-crossing diagrams [52, 53] that appear in the perturbation
expansion of the many body Green function, Gαβ .
Since the electron self-energy (Eq. 86) also depends on the phonon Green function, the phonon self-energy, Πll
′
αβ ,
is also required for a self-consistent solution of the electron Green functions. The phonon self-energy calculated in
Appendix C is given by,
Πijαβ(ω) = γ
ij
αβ(ω) + Λ
ij
αβ(ω) (46)
where γijαβ(ω) (Eq. 78) and Λ
ij
αβ(ω) (Eq. 88) represent the contributions from the phonon-phonon and the electron-
phonon interactions, respectively.
Computing the renormalized electron and phonon Green functions and the corresponding self-energies involves the
self-consistent solution of the following coupled equations for the Green functions.
GLR(ω) = G
0
LL(ω)ΣLL(ω)GLR(ω) +G
0
LL(ω)ΣLR(ω)GRR(ω)
GRL(ω) = G
0
RR(ω)ΣRL(ω)GLL(ω) +G
0
RR(ω)ΣRR(ω)GRL(ω)
GLL(ω) = G
0
LL(ω) +G
0
LL(ω)ΣLL(ω)GLL(ω) +G
0
LL(ω)ΣLR(ω)GRL(ω)
GRR(ω) = G
0
RR(ω) +G
0
RR(ω)ΣRL(ω)GLR(ω) +G
0
RR(ω)ΣRR(ω)GRR(ω). (47)
8Similarly the equations for the phonon Green functions are obtained by replacing Gαβ with Dαβ and Σαβ with Παβ .
Here Green functions corresponding to the free Hamiltonian G0ijαβ and D
0ll′
αβ are given by,
G0ijαβ (ω) =
δαβ
ωδij − καEij + iη
D0ll
′
αβ (ω) = −
δαβδll′
ω − καΩl + iη (48)
where we set ~= 1 and η → 0. Eij=Ei-Ej is the energy difference between single electron ith and jth states. Ωl
denotes the molecular phonon eigenstates.
Once the Green functions GLR, GRL and the corresponding self-energies ΣLR, ΣRL are obtained from the self-
consistent solution of Eqs. (47) together with (45), formula (44) can be used to calculate the total current through
the molecular junction.
Discussion
In this paper we have developed the NESGF formalism and applied it to the computation of molecular current.
The Liouville space time ordering operator provides an elegant way for performing calculations in real time, thus
avoiding the artificial backward and forward time evolution required in Hilbert space (Keldysh loop). Wick’s theorem
for superoperator is used to compute the self-enrgies perturbatively to the second order in phonon-electron coupling.
Equations (47) have been derived earlier by many authors [17, 41, 53]. Recently Galperin et al [24] have used a
fully self-consistent solution to study the influence of different interactions on molecular conductivity for a strong
electron-phonon coupling. The main aim of thepresent work is to demonstrate that by doing calculations in Liouville
space one can avoid thebackward/forward time evolution (Keldysh loop) required in Hilbert space. This originates
from the fact that in Liouville space both ket and bra evolve forward in time. Thus one can couple the system with
two independent fields, ”left” and the ”right”. This property of Liouville space can be used to construct real (physical)
time generating functionals for the non-perturbative calculation of the self-energies.
The present model [35, 36, 37] ignores electron-electron interactions. These may be treated using the GW technique
[54, 55, 56] formulated in terms of the superoperators and extended to non-equilibrium situations. All non-equilibirium
observables can be obtained from a single generating functional in terms of ”left” and ”right” operators. The retarded
(advance) Green function that describe the forward (backward) motion of the system particle can also be calculated
in terms of the basic Green functions, Gαβ (see Appendix D).
The NESGF formulation can be also recast in terms of the + and − (rather than L/R) superoperators which
are more directly related to observables. This is done in Appendix D. We focused on the primary quantities that
are represented in terms of the ”left” and ”right” superoperators and all other quantities are obtained as the linear
combination of these basic operators.
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Appendix A: Superoperator Expressions for the Keldysh Green Functions
The standard NEGF theory formulated in terms of the four Hilbert space Green functions: time ordered (GT ),
anti-time ordered (GT˜ ), greater (G>) and lesser (G<)[21, 23]. These are defined in the Heisenberg picture as,
GT (x,x′) ≡ − i
~
〈T ψˆ(x)ψˆ†(x′)〉
= − i
~
θ(t− t′)〈ψˆ(x)ψˆ†(x′)〉+ θ(t′ − t)〈ψˆ†(x′)ψˆ(x)〉
GT˜ (x,x′) ≡ − i
~
〈T˜ ψˆ(x)ψˆ†(x′)〉
9= − i
~
θ(t′ − t)〈ψ(x)ψˆ†(x′)〉+ θ(t− t′)〈ψˆ†(x′)ψˆ(x)〉
G>(x,x′) ≡ − i
~
〈ψˆ(x)ψˆ†(x′)〉
G<(x,x′) ≡ i
~
〈ψˆ†(x′)ψˆ(x)〉 (49)
These are known as T (T˜ ) is the Hilbert space time (anti-time) ordering operator: When applied to a product of
operators, it reorders them in ascending (descending) ) times from right to left.
The four Green functions that show up naturally in Liouville space are defined as,
GLL(x,x
′) = − i
~
〈T ψˆL(x)ψˆ†L(x′)〉
GRR(x,x
′) = − i
~
〈T ψˆR(x)ψˆ†R(x′)〉
GLR(x,x
′) = − i
~
〈T ψˆL(x)ψˆ†R(x′)〉
GRL(x,x
′) = − i
~
〈T ψˆR(x)ψˆ†L(x′)〉 (50)
T is the Liouville space time ordering operator, which rearanges all superoperators in increasing order of time from
right to left.
To establish connection between Liouville space and Hilbert space Green functions we shall convert superoperators
back to ordinary operators [42]. For GLR and GRL, we obtain,
GLR(x,x
′) ≡ − i
~
Tr{T ψˆL(x)ψˆ†R(x′)ρeq}
= − i
~
Tr{ψˆ(x)ρeqψˆ†(x′)}
= − i
~
〈ψˆ†(x′)ψˆ(x)〉 = G<(x,x′)
GRL(x,x
′) ≡ − i
~
Tr{T ψˆR(x)ψˆ†L(x′)ρeq}
= − i
~
Tr{ψˆ†(x′)ρeqψˆ(x)}
= − i
~
〈ψˆ(x)ψˆ†(x′)〉 = G>(x,x′) (51)
where ρeq is the fully interacting many body equilibrium density matrix.
For GLL and GRR we have two cases,
(i). For t > t′, we get,
GLL(x,x
′) ≡ − i
~
Tr{T ψˆL(x)ψˆ†L(x′)ρeq}
= − i
~
Tr{ψˆ(x)ψˆ†(x′)ρeq} = − i
~
〈ψˆ(x)ψˆ†(x′)〉
GRR(x,x
′) ≡ − i
~
Tr{T ψˆR(x)ψˆ†R(x′)ρeq}
= − i
~
Tr{ρeqψˆ†(x′)ψˆ(x)} = − i
~
〈ψˆ†(x′)ψˆ(x)〉 (52)
(ii) For the reverse case, t < t′, we get,
GLL(x,x
′) ≡ − i
~
Tr{T ψˆL(x)ψˆ†L(x′)ρeq}
= − i
~
Tr{ψˆ†(x′)ψˆ(x)ρeq} = − i
~
〈ψˆ†(x′)ψˆ(x)〉
GRR(x,x
′) ≡ − i
~
Tr{T ψˆR(x)ψˆ†R(x′)ρeq}
= − i
~
Tr{ρeqψˆ(x)ψˆ†(x′)} = − i
~
〈ψˆ(x)ψˆ†(x′)〉 (53)
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Combining Eqs. (52) and (53) we can write,
GLL(x,x
′) ≡ − i
~
Tr{T ψˆL(x)ψˆ†L(x′)ρeq}
= − i
~
[
θ(t− t′)〈ψˆ(x)ψˆ†(x′)〉 − θ(t′ − t)〈ψˆ†(x′)ψˆ(x)〉
]
= GT (x,x′)
GRR(x,x
′) ≡ − i
~
Tr{T ψˆR(x)ψˆ†R(x′)ρeq}
= − i
~
[
θ(t− t′)〈ψˆ†(x′)ψˆ(x)〉 − θ(t′ − t)〈ψˆ(x)ψˆ†(x′)〉
]
= GT˜ (x,x′) (54)
Eqs. (51) and (54) establish the equivalence of Hilbert and Liouville space Green functions and they can be summerized
as,
GLL(x,x
′) = GT (x,x′), GRR(x,x
′) = GT˜ (x,x′)
GLR(x,x
′) = G<(x,x′), GRL(x,x
′) = G>(x,x′) (55)
Appendix B: Superoperator Green Function Expression for the Current
In this Appendix we present a formal microscopic derivation for the current flowing through a conductor. The
conductor could be a molecule or a metal or any conducting material attached to two electrodes held at two different
potentials.
In Hilbert space the charge current-density is given by,
j(r, t) = − ie~
2m
〈
[
ψˆ†(r, t)∇ψˆ(r, t)− (∇ψˆ†(r, t))ψˆ(r, t)
]
〉 (56)
where e and m are the electron charge and mass, respectively. Eq. (56) can be also expressed in a slightly modified
form as,
j(r, t) =
ie~
2m
[
〈(∇−∇′)ψˆ†(r, t)ψˆ(r′, t′)〉
]
x
′=x
(57)
where ∇′ represents the derivative with respect to r′.
Using relations (55) the current density can be expressed in terms of the superoperator Green function as,
j(r, t) = −e~
2
2m
[(∇−∇′)GLR(rt, r′t′)]x′=x (58)
At steady state, the Green functions only depend on the time difference (t − t′) and the total current density (JT )
becomes time independent. Transforming to the frequency (energy) domain, the current density per unit energy is,
j(r, E) = − e~
2m
[(∇−∇′)GLR(rr′, E)]r′=r , (59)
and the total current density
JT (r) =
∫
dE
2π
j(r, E). (60)
Eq. (60) provides a recipe for calculating the current profile across the conductor once the Green function GLR is
known from the self-consistent solution of the Dyson equation. For computing the total current passing through the
conductor, Eq. (59) can be expressed in the form of Eq. (44). In order to get the total current per unit energy
(IT (E)) passing between electrode/conductor we need to integrate the current density over the surface area of the
conductor-electrode contact.
IT (E) =
∫
s
j(r, E) · nˆdS =
∫
∇ · j(r, E)dr, (61)
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where nˆ is the unit vector normal to surface S. Substituting into Eq. (61) from (59), we get
IT (E) = − e~
2m
Tr
[
(∇2 −∇′2)GLR(rr′, E)
]
. (62)
In general, a conductor-electrode system can be described by the Hamiltonain
H = H0 +Hint (63)
where H0 represents the non-interacting part,
H0 =
∫
drψ†(r)h0(r)ψ(r) (64)
where h0(r)= − ~22m∇2 and all the interaction terms (conductor-electrode, electron-phonon)are included in Hint. The
total current per unit energy, Eq. (62), is
IT (E) = − e
~
Tr [(h0(r)− h∗0(r′))GLR(rr′, E)] . (65)
The Dyson equations for the retarded Green function (see Appendix D, Eq. 96), in frequency (energy) can be expressed
in the matrix form as,
h0Gr = EGr − I− σrGr (66)
where I is the identity matrix and Σr is the retarded self-energy, Eq. (98). E=~ω is a number. Henceforth we write
all the expressins in the matrix notation. Taking the complex conjugate of (66), we obtain Dyson equation for the
advanced Green function,
Gah0 = EGa − I−Gaσa (67)
with the corresponding advanced self-energy, Σa. From the matrix Dyson equation (96), we also have the relation,
GLR = GrΣLRGa (68)
Using the relations (66)-(68), it is easy to see that
h0GLR −GLRh0 = GLRΣa +GrΣLR − ΣrGLR − ΣLRGa (69)
Substituting this in Eq. (65), the total current per unit energy becomes,
IT (E) =
2e
~
Tr[ΣLR(E)GRL(E)− ΣRL(E)GLR(E). (70)
Where a factor of 2 is introduce to account for the spin degeneracy.
We have calculated the total current in real space. In practice the Green functions and the self-energy matrices are
calculated in an electronic basis (i, j). The total current through the conductor is obtained by integrating Eq. (70)
over energy resulting in Eq. (44).
Appendix C: Self-energies for Superoperator Green Functions
The basic quantities required for describing the coupled molecule-lead system are the one particle electron and the
phonon Green functions. Following the steps outlined in Sec. II, the time development for various superoperators (
Heisenberg equations) is (all primed indices should be summed over),
i~κα
∂
∂t
ψˆiα(t) = Eij′ ψˆj′α(t) + Vk′iψˆk′α(t) + λl′iΦˆl′α(t)ψˆiα(t)
−i~κα ∂
∂t
Φˆlα(t) = λi′lψˆ
†
i′α(t)ψˆi′α(t) + ΩlΦˆlα(t) + Ulm′Φˆm′α(t)
i~κα
∂
∂t
ψˆkα(t) = ǫkψˆkα(t) + Vki′ ψˆi′ (t)
−i~κα ∂
∂t
Φˆmα(t) = ωmΦˆmα(t) + Ul′mΦˆl′(t), (71)
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where Φmα = φ
†
mα + φmα. Using Eqs. (71) it is straightforward to write the matrix Dyson equation (37) for the
electron and phonon Green functions defined as,
Gijαβ(x,x
′) = − i
~
〈T ψiα(r, t)ψ†jβ(r′, t′)〉
Dll
′
αβ(x,x
′) = − i
~
〈T Φlα(r, t)Φ†l′β(r′, t′)〉, (72)
with the corresponding self-energy matrix elements,
Σijαβ(t, t
′) = − i
~
κα
∑
β′,j′
∫
dτ

∑
l′,
λl′i〈T Φˆl′α(t)ψˆiα(t)ψˆ†j′β′(τ)〉
+
∑
k′
Vk′i〈T ψˆk′α(t)ψˆ†j′β′(τ)〉
]
Gj
′j
β′β
−1
(τ, t′) ≡ Ξijαβ(t, t′) + σijαβ(t, t′)
Πll
′
αβ(t, t
′) =
i
~
∫
dτ
∑
β′,l′′
[∑
m′
Ulm′〈T Φˆm′α(t)Φˆ†l′′β′(τ)〉
+
∑
i′
λli′ 〈T ψˆ†i′α(t)ψˆi′α(t)Φˆ†l′′β′(τ)〉
]
Dl
′′l′
β′β
−1
(τ, t′) ≡ γll′αβ(t, t′) + Λll
′
αβ(t, t
′) (73)
The two terms in the electron self energy represent the contributions from the phonon-electron (Ξ) and molecule
- lead (σ)interactions. Similarly, the phonon self energy has contributions from the electron-phonon (Λ) and the
primary-secondary phonon (γ) couplings. The self energy due to the molecule-lead coupling can be calculated exactly.
To that end we need to obtain the quantity 〈T ψ˜k′α(t)ψ†j′β′(τ)〉. By multiplying the third equation in (71) by ψ†j′β′(τ)
from the left and from the right, taking trace and subtracting, we get (here primed indices are not summed over),(
i~κα
∂
∂t
− ǫk′
)
〈T ψˆk′α(t)ψˆ†j′β′(τ)〉 =
∑
i′
Vk′i′〈T ψˆi′α(t)ψˆ†j′β′(τ)〉
⇒ 〈T ψˆk′α(t)ψˆ†j′β′(τ)〉 = i~
∑
i′
Vk′i′gk′(t)G
i′j′
αβ′ (t, τ) (74)
where gk(t) =
(
i~κα
∂
∂t
− ǫk′
)−1
. Substituting expression (74) in Eq. (73) gives for the molecule-lead self energy,
σijαβ(t, t
′) = καδαβ
∑
k′∈a,b
Vk′iVk′jgk′(t)δ(t− t′) (75)
Similarly, the contribution to the phonon self energy from the interaction with secondary phonons can be calcualted
exactly,
γll
′
αβ = −καδαβ
∑
m′
Ulm′Ul′m′g
′
m′(t)δ(t − t′) (76)
where g′m′(t) =
(
i~κα
∂
∂t
+ ωm′
)−1
. At steady state all Green functions and self-energies depend only on the time
difference (t1− t2) and it is very convenient to express them in the frequency space. The self energy contributions due
to molecule-lead (σijαβ) and phonon-phonon (γ
l′
αβ) interactions, Eqs. (75) and (76), can be represented in frequency
space as,
σijαβ(ω) = καδαβ
∑
k′
Vk′iVk′j
καω − ǫk′ + iη (77)
γll
′
αβ(ω) = −καδαβ
∑
m′
Ulm′Ul′m′
καω + ωm′ + iη
(78)
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where η → 0. However in real calculations it is a common practice to calculate self energies σαβ and γαβ in the
wide band approximation implying that the real parts of the self energies can be ignored and the imaginary parts are
considered as frequency independent. Eqs. (77) and (78) then reduce to simpler forms,
σijαβ = καδαβ
i
2
Γij
γll
′
αβ = −καδαβ
i
2
Γ˜ll
′
(79)
where Γij = 2π
∑
k′ Vk′iVk′j and Γ˜
ll′ = 2π
∑
m′ Um′lVm′l′ .
The phonon contribution to the electronic self energy is obtained perturbatively in the phonon-electron coupling.
We recast the phonon contribution (first term on the RHS of Eq. (73) for Σijαβ) in the interaction picture by writing,
〈T Φˆlα(t)ψˆiα(t)ψˆ†jβ(t′)〉 = 〈T Φ˜lα(t)ψ˜iα(t)ψ˜†jβ(t′)GI(t,−∞)〉0 (80)
where
GI(t,−∞) = exp
{
− i
~
∫
dτ
∑
i′α′
κα′
[∑
l′
λl′i′Φ˜l′α′(τ)ψ˜
†
i′α′(τ)ψ˜i′α′(τ)
+
∑
k′
Vk′i′(ψ˜
†
k′α′(τ)ψ˜i′α′(τ) + ψ˜
†
i′α′(τ)ψ˜k′α′(τ))
]}
. (81)
Substituting (81) in Eq. (80), expanding the exponential to first order in λli and using Wick’s theorem for superop-
erators [47] we obtain,
〈T Φˆlα(t)ψˆiα(t)ψˆ†jβ(t′)〉 = −~2
∑
l′i′α′
κα′λl′i′
∫
dτD0ll
′
αα′(t, τ)
[
G0ijαβ (t, t
′)G0i
′i′
α′α′(τ, τ
+)
+ G0ii
′
αα′ (t, τ)G
0i′j
α′β (τ, t
′)
]
. (82)
Here the superscript ′0′ represents the trace with respect to the non-interacting density matrix. The zeroth order
Green functions are given in Eq. (48). The terms coming from the lead-molecule coupling (Vki) vanish because they
are odd in creation and anihilation operators. Substituting (82) in Eq. (73)gives for the phonon contribution to the
self-energy,
Ξijαβ(t, t
′) = i~
∑
l1l2
καλl1i
[
κβλl2jD
0l1l2
αβ (t, t
′)G0ijαβ (t, t
′)
+ δijδαβδ(t− t′)
∑
i1α′
λl2i1κα′
∫
dτD0l1l2αα′ (t, τ)G
0i1i1
α′α′ (τ, τ
+)
]
(83)
In the derivation of (83), we have used the identity,∫
dτ
∑
α′j′
G0ij
′
αβ′ (t, τ)G
−10j
′j
β′β (τ, t
′) = δαβδijδ(t− t′) (84)
Similarly the contribution of the electron-phonon interaction to the phonon self energy ( second term in Eq. (73) for
Πijαβ) can be obtained perturbatively. To the second order in phonon-electron coupling, we obtain,
Λll
′
αβ(t, t
′) = −i~
∑
ij
κακβλliλl′j
[
G0jiβα(t
′, t)G0ijαβ (t, t
′) +G0iiαα(t, t
+)G0jjββ (t
′, t′
+
)
]
(85)
To second order in electron-phonon coupling, the electronic self energy depends on both the electron and phonon
green functions while the phonon self energy contains only the electron Green functions.
At steady state we shift to the frequency domain and obtain,
Ξijαβ(ω) = i~
∑
l1l2
κακβλl1iλl2j
∫
dω′
2π
D0l1l2αβ (ω
′) G0ijαβ (ω − ω′)
+ δijδαβ
∑
l1,l2,i1,α′
κα′λl1iλl2i1ρ
0
i1i1
D0l1l2αα′ (ω = 0) (86)
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where
ρ0ii ≡ i~Giiαα(t = 0) = i
∫
dE
2π
Giiαα(E) (87)
The phonon self-energy becomes,
Λll
′
αβ(ω) = −i~
∑
ij
κακβλliλl′j
∫
dω′
2π
G0ijαβ (ω
′)G0jiβα(ω
′ − ω)
+
i
~
∑
ij
καǫβλliλl′jρ
0
iiρ
0
jjδ(ω = 0) (88)
Appendix D: Dyson Equations in the +/- Representation
In this Appendix we define the retarded and advance Green’s functions and the corresponding self energies and
relate them to the basic Green functions and self energies obtained in Appendix C. From definitions (9), the Liouville
space retarded (Gr) and advance (Ga) Green functions are defined as,
Gijr (t, t
′) ≡ − i
~
〈T ψi+(t)ψ†j−(t′)〉 (89)
Gija (t, t
′) ≡ − i
~
〈T ψi−(t′)ψ†j+(t)〉. (90)
We further introduce the correlation function,
Gijc (t, t
′) ≡ −2i
~
〈T ψi+(t′)ψ†j+(t)〉 (91)
It follows from Eq. (10) that there are only three Green functions in the +/− representation. These are given by
Eqs. (89)- (91). Using Eq. (8) these can be represented in terms of the basic Green functions (31) as,
Gijr (t, t
′) =
1
2
[
GijLL(t, t
′)−GijLR(t, t′) +GijRL(t, t′)−GijRR(t, t′)
]
= GijLL(t, t
′)−GijLR(t, t′)
Gija (t, t
′) =
1
2
[
GijLL(t, t
′)−GijRR(t, t′)−GijRL(t, t′) +GijLR(t, t′)
]
= −GijRR(t, t′) +GijLR(t, t′) = GijLL(t, t′)−GijRL(t, t′)
Gijc (t, t
′) =
1
2
[
GijLL(t, t
′) +GijRR(t, t
′) +GijLR(t, t
′) +GijRL(t, t
′)
]
= GijLL(t, t
′) +GijRR(t, t
′) (92)
where we have used the identity GLL +GRR = GLR +GRL which can be varified using Eq. (10). A Dyson equation
corresponding to Gr, Ga and Gc can be obtained from Eqs. (37) using unitary transformation,
G = SG¯S−1 (93)
where G represents the matrix
G =
(
0 Ga
Gr Gc
)
(94)
and
S =
1√
2
(
1 −1
1 1
)
(95)
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The transformed Dyson equation (37) reads
G = G0 +G0Σ˜G (96)
and the corresponding self energy matix reduces to
Σ˜ =
(
Σc Σr
Σa 0
)
(97)
with the matrix elements given by,
Σijr (t, t
′) = ΣijLL(t, t
′) + ΣijLR(t, t
′)
Σija (t, t
′) = ΣijRR(t, t
′) + ΣijLR(t, t
′)
Σijc (t, t
′) = ΣijRR(t, t
′) + ΣijLL(t, t
′) (98)
Similar relations also hold for the phonon Greens functions and self energies.
Using (98) and (92), the retarded self energies for electron and phonon Green functions (retarded) coming from the
electron-phonon coupling is obtained as,
Ξijr (ω) = i~
∑
ll′
λl′iλlj
∫
dω′
2π
[
D0ll
′
r (ω
′)G0ijr (ω − ω′) +D0ll
′
r (ω
′)G0ijLR(ω − ω′)
+ D0ll
′
LR(ω
′)G0ijr (ω − ω′)
]
Λll
′
r (ω) = −i~
∑
ijλliλl′j
∫
dω′
2π
[
G0ijLR(ω
′)G0ija (ω − ω′)
+ G0ijr (ω
′)
(
G0ijRL(ω − ω′) +Ga(ω − ω′)
)]
(99)
Similarly the retarded self energies due to the lead and secondary phonons can be written in the wide band limit as
σijr =
i
2
Γij and γll
′
r = −
i
2
Γ˜ll
′
(100)
where Γij includes contributions from both the leads a and b, ie, Γij= Γija + Γ
ij
b .
Appendix E: Wick’s Theorem for Superoperators
Wick’s theorem for superoperators was formulated in Ref. [47]. Using Eqs. (8) and (27), it can be shown that similar
to the L and R superoperators, the commutator of ”+” and ”-” boson superoperators are also numbers. Thus boson
superoperators follow Gaussian statistics and Wick’s theorem holds for both the L, R and ”+”, ”-” representations.
However for fermi superoperators life is more complicated. The anticommutator corresponding to only the ”left” or
the ”right” fermi superoperators are numbers but that for the ”left” and ”right” superoperators, in general, is not a
number. Thus the fermi superoperators are not Gaussian. However, since the left and right superoperators always
commute, the following Wick’s theorem [47] can be applied to the time ordered product of any number of ”left” and
”right” superoperators,e.g.,
〈T Ai1ν1(t1)Ai2ν2(t2)...Ainνn(tn)〉0 =
∑
p
〈T Aiaνa(ta)Aibνb(tb)〉0...〈T Aipνp(tp)Aiqνq (tq)〉0. (101)
Here Ainνn , νn = L,R, represents either a boson or a fermion superoperator. iaνa...iqνq is a permutation of i1ν1...inνn
and sum on p runs over all possible permutations, keeping the time ordering. In case of fermions, each term should be
multiplied by (−1)P , where P is the number of permutations of superoperators required to put them into a perticular
order. Only permutaions among either ”left” or among ”right” superoperators count in P . The permutations among
”L” and ”R” operators leave the product unchanged.
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