In this paper, we obtain optimal uniform lower tail estimates for the probability distribution of the properly scaled length of the longest up/right path of the last passage site percolation model considered by Johansson in [12] . The estimates are used to prove a lower tail moderate deviation result for the model. The estimates also imply the convergence of moments, and also provide a verification of the universal scaling law relating the longitudinal and the transversal fluctuations of the model.
Introduction
In [12] , Johansson considered directed last passage site percolation on Z 2 + = {(m, n) : m, n ∈ N} with geometric random variables. More precisely, for (i, j) ∈ Z 2 + , let w(i, j) be independent, identically distributed geometric random variables with P(w(i, j) = k) = (1 − t 2 )(t 2 ) k , k = 0, 1, 2, · · · , ( for some explicit positive functions ℓ(y) and i(y), y > 0.
The result (1.3) parallels an earlier result in [1] on the length of the longest increasing subsequence ℓ N (σ) of a random permutation σ of N letters. The main result in [1] is the following: for any x ∈ R, for y > 0, where H(y), I(y) are certain explicit positive functions. The result (1.10) is due to Deuschel and Zeitouni [9] and the result (1.11) is essentially due to Seppäläinen [21] .
In two recent papers, [18] [17], the authors have considered ℓ N in the moderate deviation regime.
More precisely, for 0 < α < 1 3 , they showed [18] that for y > 0 12) and [17] Thus from (1.8), one anticipates that as N → ∞,
∼ log F (−yN 1/3−α ) ∼ − 1 12 Of course, when α = 0, we are in the large deviation regime, and when α = 1 3 , we are in the GUE central limit theorem regime. The above moderate deviation results can also be motivated by estimating the functions I(y) and H(y) for the large-deviation regime. In [17] , the authors proved (1.13) by refining certain estimates in [1] and using a careful summation argument. In [18] , the authors utilized an analogous summation argument together with the estimate Lemma 6.3 (ii) in [1] .
Calculations similar to (1.16), (1.17) , motivate the following moderate deviation results for G ([γN ] , N ): for 0 < α < One of the principal goals in this paper is to prove (1.18) . Relation (1.19) is slightly simpler and can also be approached using the techniques in this paper. We hope to return to this problem in the future.
Relation (1.18) is a consequence of the following result. Proof. By Remark 2.5 of [12] , (1.23) follows from the estimate (1.21).
In particular, setting m = 2, we see that the fluctuation
. It is believed (see e.g., [16] ) that the transversal fluctuations of G have order N ξ where ξ and η are related by a dimension-independent universal scaling law 2ξ = η + 1. In other words, it is expected that in our case ξ = 2 3 . In [13] , Johansson considered transversal fluctuations for the Poissonized version of the longest increasing subsequence problem and showed in that case that the scaling law 2ξ = η + 1 is satisfied. By [1] , η is again 1/3 and it follows therefore that the scaling law 2ξ = η + 1 is satisfied for this case. A key role in his analysis was again played by Lemma 6.3 (ii) of [1] . This Poissonized problem can be viewed as a continuum version of the above site percolation problem and in Remark 1.2 of [13] Johansson notes that the scaling law 2ξ = η + 1 for the site percolation problem would follow from an estimate of type (1.21) above. The modifications in the argument in [13] that are needed for the site percolation problem are detailed in [14] . We thus have (1.24)
In order to prove Corollary 1.3, 1.4, weaker bounds than (1.21) suffice. Indeed, using an observation of Harold Widom [24] (see in particular Lemma 2), it is possible to prove the bound
(1.25) for x, γ in the range of Theorem 1.1, for some constant c ′ > 0. As opposed to the proof of (1.21), which requires a steepest-descent Riemann-Hilbert analysis (see below), the proof of (1.25) uses only classical steepest-descent methods. A key role in [24] is played by a beautiful conjecture of Widom for the spectral properties of a class of singular integral operators (see [24] ). This conjecture can be verified in our case, as in the case considered considered by Widom in [24] , by using an elegant formula of Borodin and Okounkov [4] (see identity (4.9)). The method in [24] is itself motivated by earlier calculations in [2] . The estimate (1.25) is enough to prove Corollary 1.3, 1.4, but does not suffice to prove Corollary 1.2.
Remark 1.
The bound in Lemma 6.3 (ii) of [1] was also used by Seppäläinen [22] to control fluctuations for the "stick process" introduced in [20] . In [22] , Seppäläinen also mentioned that a similar result could be obtained for a certain continuous-time totally asymmetric simple exclusion process, provided the appropriate analogue of Lemma 6.3 (ii) could be established. The same should be true for a discretetime version of this process. The above estimate (1.25), and of course also the stronger estimate (1.21), then suffices to control the fluctuations as in the stick process. are clearly the same as for G(N, M ), it is immediate that our results, suitably scaled, also apply to
As indicated above, the proof of Theorem 1.1 is based on the steepest-descent method for RiemannHilbert problems (RHP's) introduced by Deift and Zhou [8] , and further developed in [7] . The method has been used to solve a wide variety of asymptotic problems in pure and applied mathematics (see, for example, [5, 6] and the references therein). The steepest-descent calculations in this paper are closely related to the calculations in [5, 6] and particularly [1] . Our analysis is based on the algebraic formula (2.7) below, which relates P(G(M, N ) ≤ n) to the solution Y to an associated RHP on the unit circle Σ = {|z| = 1} (see (2.6)). It follows then that our problem reduces to the asymptotic analysis of a RHP with large oscillatory parameters. The steepest-descent method in [8] was introduced precisely for this purpose. The key step in the method is to identify the leading order asymptotics for the solution of the RHP and this is done following [7] , [5, 6] and [1] by introducing a so-called g-function with certain specific properties on an appropriate contour Γ 1 ∪ Γ 2 (see Proposition 4.1 below). Using g, one transforms the RHP for Y as follows:
where ℓ is a specific constant to be determined and σ 3 is the Pauli matrix σ 3 = 1 0 0 −1 . A simple calculation shows that U solves the RHP          U (z) is analytic in z ∈ C \ Σ, and continous up to the boundary,
where W is given (2.17), and g ± denote the boundary values of g. In addition, one requires g(z) = log z + O(z −1 ) as z → ∞, so that the RHP for U is normalized at infinity,
The choice of the properties of g mentioned above is made precisely such that the leading contribution to the RHP (1.26) is immediate. Further information on the steepest-descent method can be found, for example, in [7] , [5, 6] , [1] .
In [7] , [5, 6] , the RHP's are given on the real line R and the analogues of Γ 1 , Γ 2 are subintervals of R: in [1] , the RHP is given on the unit circle Σ = {|z| = 1} and the analogues of Γ 1 , Γ 2 are again subintervals of Σ. The main new technical feature of the RHP in this paper is that Γ 1 and Γ 2 cannot be chosen as subintervals of the original contour Σ, and the central problem is to discover the shape of Γ 1 , Γ 2 . The situation is similar to the problem confronted by Kamvissis, McLaughlin and Miller in [15] , where the authors considered the semi-classical limit of the solution of the Cauchy problem for the focusing nonlinear Schrödinger equation. Motivated by the calculations in [15] , we show that the construction of Γ 1 , Γ 2 is equivalent to the problem of determining the global structure of the trajectories
The outline of the paper is as follows. In Section 2, we derive the basic algebraic formula (2.7)
relating P(G([γN ], N ) ≤ n) and the RHP (2.6), and state our basic asymptotic estimate, Proposition 2.2, for Y 21 (0; k). In Section 3, which is the heart of the paper, we construct Σ 1 and Σ 2 using the theory of quadratic differentials and verify the desired properties of h = g ′ . In Section 4, the constant ℓ mentioned above is defined (see (4.2) ) and the desired properties of g = z h are verified (Proposition The work of the third author was supported in part by NSF Grant # DMS-9970328. The work of the fourth author was supported in part by NSF Grant # DMS 01-03909. The work of the fifth author was supported in part by NSF Grant # DMS 0071398.
Basic relations and formulae
For M, N ≥ 1, let
and consider the n × n Toeplitz determinant
where ϕ j is the j th Fourier coefficient of ϕ:
Here and below the integration contour |z| = 1 is assumed to be oriented in the counter-clockwise direction. Let G(M, N ) be the maximal length introduced in the Introduction. From earlier result of Gessel [11] an Johansson [12] , Baik and Rains [3] extracted the relation 5) which plays the basic role in our analysis.
Let Σ be the unit circle |z| = 1 in the complex plane, oriented counter-clockwise and let
be the solution to the following 2 × 2 matrix RHP:
is analytic in z ∈ C \ Σ, and continous up to the boundary, 
Proof. We will construct the solution Y explicitly using computations similar to [10] . First note that from the equality (2.5), D n (ϕ) = 0 for n ≥ 0 since the probability
Consider for k ≥ 0 the polynomials of degree k
A direct check shows that π k and π * k satisfy the following orthogonality conditions:
where
where z ′ approaches z from the ± side respectively, denote its boundary values as in the Introduction.
We claim that
. For the proof of (2.7), first note that by taking n → ∞ in (2.5),
(This can also be seen directly from the Szegö strong limit theorem for Toeplitz determinants.) Thus we have, using (2.11),
Finally, from (2.8) and (2.12), we observe that
k−1 , which completes the proof.
and hence we have −Y 21 (0; k) > 0 for k ≥ 1.
There are three parameters in the RHP (2.6): M, N, k. We regard t, 0 < t < 1, as a fixed number throughout this paper. For convenience we introduce the following notation:
Instead of M, N, k, we now regard γ, a, k as our parameters in the RHP (2.6). Using this notation, the jump condition for Y takes the form
where log w is defined to be analytic in C \ (−∞, 0], and log w = log |w| for w > 0. We are interested in the asymptotics of Y as k → ∞, while γ and a remain in appropriate bounded regions. The main technical result we are going to prove in the rest of this paper is the following:
In particular, for the variables in the same range,
for some constant c 0 > 0.
The h-function
As noted in the Introduction, we seek a g-function and associated contours Γ 1 ∪ Γ 2 . Rather than analyzing g directly, we first seek an h-function, h ′ = g. We start from an ansatz, to be verified a posteriori, that Γ 1 , Γ 2 has the shape indicated in Figure 1 with the endpoints ξ, ξ. Recall from (2.17)
and recall from (2.18)
Notation from the theory of quadratic differentials (see e.g., [19] ): Given a meromorphic function f (z) and a simple oriented curve C lying outside the zeros and poles of f , the notation f (z)(dz)
2 is real and positive for all t ∈ (a, b) where z(t), t ∈ (a, b) is the arc length
2 is real and negative. 
In addition, we have the following properties:
(i) The function h has the form
In particular,
(iv) The curve Γ 2 intersects the real axis at −z 0 . 
Idea of proof:
Suppose that the curve Γ 1 is known. Let
which is defined to be analytic in C \ Γ 1 , and R(z) ∼ z as z → ∞. From the Plemelj formula, it is easy to check that
satisfies condition (a). By a residue calculation, h can be written as
For this h to satisfy (b), the following two conditions are necessary and sufficient, 13) or equivalently by residue calculations,
As we will see, these conditions determine the endpoint ξ.
Substituting R(−t −1 ) and R(−t) in terms of R(0) using the endpoint conditions (3.14) we obtain, after some algebra, for z ∈ Γ 1 ,
Hence we have
which is meromorphic in C. We then use the theory of the quadratic differentials to find the trajectories for Q(z)(dz) 2 > 0 and this leads us to the determination of the contour Γ 1 for which condition (c) is satisfied.
The contour Γ 2 for which condition (d) is satisfied turns out to be obtained by finding the so-called orthogonal trajectories corresponding to Q(z)(dz) 2 < 0. Clearly if a trajectory and an orthogonal trajectory meet at a point z in the plane where Q(z) is analytic and nonzero, they do so at right angles to each other.
The rest of this section consists of a proof of the above Proposition.
The endpoint ξ
In this subsection, we are going to prove that there is a unique ξ, Im(ξ) > 0, for which the following two conditions (cf. (3.13)) are satisfied,
where Γ is any simple oriented curve connecting ξ and ξ, oriented from ξ to ξ such that (i) it does not intersect (−∞, 0] (ii) it is symmetric under reflection about the real line, and 20) which is defined to be analytic in C \ Γ with R(z) ∼ z as z → ∞.
Remark 4.
A priori we should look for a pair of unrelated points ξ 1 , ξ 2 such that (3.19) is satisfied for any contour Γ connecting them as above. It turns out, however, that it is sufficient to look for ξ 1 and ξ 2 in the form ξ 1 = ξ and ξ 2 = ξ. The reason for this symmetry lies in the form of the equations (3.19).
Indeed, both W ′ (s) and sW ′ (s) are real analytic functions, and in each integral the path of integration can be doubled along the "minus" side of the branch cut for R(s) and then deformed into a closed loop containing ξ 1 and ξ 2 and the branch cut Γ connecting them but no singularities of W ′ (s); this loop is otherwise arbitrary. If we take the loop to be symmetric with respect to reflection in the real axis, then it is easy to see that the only way for both integrals to be purely imaginary as required by (3.19 ) is for R(s) itself to be a real analytic function, which forces ξ 2 = ξ 1 .
As in (3.14), these conditions become
Then conditions (3.21) have the form
The conditions (3.23) are now, after simple algebra, equivalent to
Also from the definitions, r, x, y satisfy the relation
Inserting x, y of (3.25), (3.26) into (3.27), we obtain an equation for r:
Since x, y > 0, from (3.25), (3.26), we must have r 1 < r < r 2 . Thus we seek x, y, r satisfying
Lemma 3.2. For each fixed 0 < t < 1, γ ≥ 1, a > a 0 , there is a unique solution r to (3.28) satisfying
Proof. Set
Clearly, H(r) → −∞ as r ↓ r 1 , and H(r) → +∞ as r ↑ r 2 . Thus there is r 1 < r c < r 2 satisfying H(r c ) = 0. We want to show that such an r c is unique. By direct calculation, for r 1 < r < r 2 ,
The minimum of this function on (r 1 , r 2 ) is obtained at
and for r 1 < r < r 2 ,
But since a > a 0 ,
Therefore, if H(r c ) = 0 for r 1 < r c < r 2 , we must have H ′ (r c ) > 0. A simple calculus argument then proves the uniqueness of the solution.
Thus if we define x, y by (3.25), (3.26), we have obtained the unique solution (r, x, y) to the equations (3.25), (3.26), (3.27) subject to (3.29). Now we need to prove that the (r, x, y) defined in this way determines ξ, Im(ξ) > 0, uniquely from (3.22) . In order for ξ, Im(ξ) > 0, to satisfy (3.22), we must have ξ = re iθ for some 0 < θ < π satisfying
Conversely, if there exists θ ∈ (0, π) satisfying (3.35), then ξ := re iθ and ξ = re −iθ are the desired endpoints. However, the second inequality follows from (3.27) and so it is sufficient to prove that for (x, y, r) satisfying (3.25), (3.26), (3.27), (3.29), we have the relation
In order to prove (3.36), we first prove the following Lemma.
Lemma 3.3. For each 0 < t < 1, γ ≥ 1, a > a 0 , the solution (r, x, y) to (3.25), (3.26), (3.27), subject to (3.29) satisfies
Proof. From (3.25), (3.26), we have
The minimum of the right-hand side, regarded as a function in r, is again obtained at r = r * , where r * is defined in (3.32), and hence, by evaluating the minimum, we obtain
But since a > a 0 , we have
Now we prove (3.36).
Lemma 3.4. For each 0 < t < 1, γ ≥ 1, a > a 0 , the solution (r, x, y) to (3.25), (3.26), (3.27), subject to (3.29) satisfies
Proof. Suppose that
Then x 2 ≥ (r + t −1 ) 2 , and thus from (3.27),
Inserting (3.44) into (3.25), (3.26), we have
We multiply the first inequality by r(r + t −1 ), and multiply the second inequality by r(r + t). Then by adding the two inequalities, we obtain, after some algebra, 0 ≥ 2, which is a contradiction. Now suppose that
This implies that (tx) 2 ≤ (1 − rt) 2 . Since r < r 2 ≤ and from (3.27),
Hence we have y ≤ |r − t|. We distinguish two cases r ≥ t and r < t. For the first case when r ≥ t, from (3.47) we have 
Multiply the first inequality by (1−rt)r, multiply the second inequality by (t−r)r, and add the resulting two inequalities. Then after some algebra, we find a ≤ 0, which is a contradiction. This proves the lemma.
It now follows from the preceding discussion that there is a unique solution ξ, Im(ξ) > 0, to (3.21), or equivalently (3.19).
The contour Γ 1
As in (3.6), set
where R(0) is given in (3.22) . We emphasize that z 0 is uniquely determined by the endpoint ξ, and is independent of the curve Γ in subsection 3.1, as long as Γ does not intersect (−∞, 0], Note that t < z 0 < t −1 from the condition r 1 < r := −R(0) < r 2 of (3.29).
Now define
and we consider the quadratic differential Q(z)(dz) 2 . In this subsection, we are interested in the trajectories Q(z)(dz) 2 > 0. In the next subsection we consider the orthogonal trajectories Q(z)(dz) 2 < 0. A general reference for quadratic differentials is Chapter 8 of [19] . Note, in particular, that if two trajectories (or two orthogonal trajectories) meet at a point z where Q(z) is analytic and nonzero, then they must be identical. The quadratic differential Q(dz) 2 has double poles at 0, −t, −t −1 and ∞, a double zero at −z 0 and simple zeros at ξ, ξ. We first consider the local structure of the trajectories near the poles and the zeros. • Near −t:
> 0. As in the z = 0 case, the trajectories are circular.
• Near −t
> 0. Again, the trajectories are circular.
Thus once again the trajectories are circular.
• Near −z 0 : • Near ξ: Q(dz) 2 ∼ c(z − ξ)(dz) 2 for some c ∈ C. Thus we seek trajectories z = z(t) satisfying • Near ξ: Q(dz) 2 ∼ c(z − ξ)(dz) 2 for some c ∈ C. Again, there are 3 trajectories starting from ξ, making an angle 2π 3 between themselves.
The local structure of the trajectories of Q(dz) 2 near the poles and the zeros are summarized in Figure 2 .
Global structure
Note that as Q(z) = Q(z), if {z(t) : α < t < β} is a trajectory of Q(dz) 2 > 0, then {z(t) : α < t < β} is also a trajectory. Also from (3.18), we see that Q(z) < 0 for z ∈ R \ {−z 0 , 0, −t, −t −1 }, hence all trajectories that cross the real axis do so at π/2, and if {z(t) : α < t < β} is a trajectory that satisfies Im(z(t)) > 0 for α < t < β, and Im(z(β)) = 0, Re(z(β)) = −t −1 , −z 0 , −t, 0, then {z(2β − t) : β < t < 2β − α} gives a smooth continuation of {z(t)} into Im(z) < 0.
We need the following lemma. Proof. Let C ′ be the closure of C ∪C, oriented from ξ to ξ. Hence C ′ is a curve which has endpoints ξ, ξ, intersects the real axis at −t −1 < x < −t, and satisfies C ′ = C ′ (see Figure 3 ). Let C * = {z : z ∈ C}, oriented from ξ to x. Using Q(z) = − Q(z) and the realness of x, we have
(3.55)
Hence we want to prove that the last integral is 0.
Set (cf. (3.11), (3.12))
,
where the second equality follows from a residue calculation, while the third equality follows from the endpoint conditions (3.21). Thus from the definition (3.53) of Q and the choice of √ Q, we have
(3.57)
By a residue calculation, for s ∈ Γ,
Hence using the endpoints conditions (3.19), we have
where Γ ′ , the closure of Γ ∪ C ′ , encloses −t, 0, but not −t −1 , and is oriented counter-clockwise. But a direct calculation shows Γ ′ W ′ (s)ds = 2πi, and we obtain the lemma. 
(i). If there is at most one pole of Q(z) in G and this pole is simple, then there is no closed Jordan curve in G consisting only of trajectories (or orthogonal trajectories) and their endpoints. (ii). Suppose that Q(z) has no poles in G and let Γ be a trajectory (or an orthogonal trajectory). Then in both directions, Γ ends at a zero of Q or converges to ∂G.
Remark 6. At various points in the argument that follows, we will use Lemma 3.6 (i) in a slightly extended form. For example, we will want to consider Jordan curves consisting of trajectories of the form in the first picture of Figure 5 for which the hypotheses of the Lemma are not fully satisfied.
However, if we, for example, make a change of variables z → ζ = z 1−ǫ , 0 < ǫ < 1, then the figure takes the form as the second picture in Figure 5 and as the change of variable takes trajectories to trajectories, it is easy to verify that the hypotheses of Lemma 3.6 (i) are now satisfied. We will use this extended form of the Lemma without further comment below. Denote the four trajectories emerging from −z 0 by 1, 2, 3, 4 as shown in Figure 4 . First, consider the trajectory emerging from −z 0 along the ray 1. Since there are no poles in C + , which is a simply connected region, this trajectory must either go to ξ, the zero of Q in C + , or escape from C + . Suppose that the ray 1 does not escape from C + . Then from the definition of a trajectory, 1 √ Qdz ∈ R\{0}, and hence the ray 1 (and similarly the ray 2) can not go to ξ due to Lemma 3.5. So the ray 1 must exit from C + . Now it can not exit through −z 0 because then by the local structure of the trajectories, the ray 1 comes back to z 0 through ray 2, and the interior of the loop has no poles of Q, contradicting Lemma 3.6 (i). Also, again by the local structure of the trajectories, the ray 1 can not exit through −t −1 , −t, 0 or ∞. Now there are five possibilities: the ray 1 exits from C + through (−∞, −t −1 ), (−t −1 , −z 0 ), (−z 0 , −t), (−t, 0), or (0, ∞). We examine each case.
(i) The ray 1 can not exit through (−t −1 , −z 0 ), for if it does, the trajectory can be continued by complex conjugation as remarked before, and the interior of the loop contains no poles of Q(dz) 2 ,
contradicting Lemma 3.6 (i).
(ii) By the same argument, the ray can not exit through (−z 0 , −t).
(iii) Suppose the ray 1 exits at z 1 ∈ (−t, 0). Then extending the ray by conjugation, we obtain the closed loop (see the first Picture in Figure 6 ). Now the trajectory along ray 2 from −z 0 also can not go to ξ and hence must exit C + . Also the ray 2 can not cross the trajectory emerging from the ray 1. Hence it must cross the real axis between (−z 0 , −t) or (−t, z 1 ). The first case can not hold as the closed loop obtained by extending the ray 2 by conjugation has no poles inside. In the latter case, the simply connected region formed by the two loops has no poles, which is again a contradiction (see the second picture in Figure 6 ). Thus ray 1 can not exit through (−t, 0).
(iv) Suppose that the ray 1 exits at z 2 ∈ (0, ∞). Then by arguing as in case (iii), the trajectory along the ray 2 from −z 0 must exit C + as some point Then the simply connected region bounded by these two trajectories has no pole, which is again a contradiction.
(iv-2) If ξ ∈ II, we reach a contradiction by a similar argument. Hence in each case, we have a contradiction.
Thus we conclude that the trajectory along the ray 1 emerging from −z 0 exits C + through z 5 ∈ (−∞, −t −1 ). Now we consider the trajectory along the ray 2 emerging from −z 0 . As before, it must exit C + through either of (−∞, z 5 ), (−z 0 , −t), (−t, 0) or (0, ∞).
(i) If it exits through (−∞, z 5 ), the two trajectories from the rays 1 and 2, extended as in the remark above to C + , form a simply connected region which does not contain poles, this is again a contradiction.
(ii) Suppose that the trajectory along the ray 2 exits through (−z 0 , −t). Then the (C − -extended) loop of the trajectory 2 contains no poles, and again we have a contradiction. (iii) Suppose that the trajectory along the ray 2 exits through z 6 ∈ (0, ∞). Then ξ lies either in the region I, II or III as of Figure 8 . If ξ ∈ I, at least two of the trajectories from ξ exit together through (−∞, z 5 ) or (z 6 , ∞). This yields a contradiction as in (iv-1) above. The case ξ ∈ III leads to a similar contradiction. If ξ ∈ II, then the three trajectories exit, one through (−z 0 , −t), one through (−t, 0), and one through (0, z 6 ). But this gives in turn a contradiction by Lemma 3.5 as in the case (iv-3) above.
Therefore the trajectory along the ray 2 emerging from −z 0 must exit C + through z 7 ∈ (−t, 0). Thus ξ lies either in regions I, II or III of Figure 9 . But by a now familiar argument as above, ξ can not lie in II or III. Hence ξ ∈ I. Then the three trajectories emerging from ξ exit at some points z 8 , z 9 , z 10 where z 8 ∈ (−∞, z 5 ), z 9 ∈ (z 7 , 0), z 10 ∈ (0, ∞). This shows that the global structure of the trajectories of Q(dz) 2 is given in Figure 10 . Figure 10 : Global structure of the trajectories of Q(dz) 2 .
The above considerations prove, in particular, that there is a trajectory emerging from ξ and ending at ξ which crosses the real axis to the right of 0. We take Γ 1 to be this curve, oriented from ξ to ξ.
Define h by (3.56) with the choice of the contour Γ = Γ 1 : let R(z) = (z − ξ)(z − ξ) be analytic in
.
Condition (a) of Proposition 3.1, h + (z) + h − (z) = W ′ (z) for z ∈ Γ 1 , now follows by properties of the Cauchy operator, and the condition (b) by the endpoint condition (3.19).
Now we consider condition (c). Define Q(z)
z(z+t)(z+t −1 ) , so that it is analytic in C \ Γ 1 , and
Along the trajectory Γ 1 , we must have √ Qdz ∈ R \ {0}. Let z 10 ∈ (0, ∞) be the point at which Γ 1 crosses the real axis. As R(z) = (z − ξ)(z − ξ) > 0 for z ∈ (z 10 , ∞), it follows that for all upwardoriented trajectories that cross the real axis at points x ∈ (z 10 , ∞), √ Qdz| z=x < 0. It particular, for
and hence from (3.61),
which proves condition (c).
The contour Γ 2
Again we choose the branch of
Now we consider the orthogonal trajectories Q(z)(dz) 2 < 0. As before, the local structure is easy to determine. We summarize the local structure of the orthogonal trajectories near the finite poles and the zeros of Q(dz) 2 in Figure 11 . Near ∞, any straight rays emerging from ∞ are orthogonal trajectories.
We note that the real axis is an orthogonal trajectory. Hence the orthogonal trajectories can cross the real axis only at 0, −t, z 0 , −t −1 or ∞.
Now we consider the global structure. Again by the symmetry Q(z) = Q(z), the orthogonal trajectories are symmetric under reflection about the real axis. There are three orthogonal trajectories, denoted by 1, 2, 3, emerging from ξ, each of which bisects the angle between two trajectories emerging from ξ (see Figure 12 ). Now we show that the orthogonal trajectory 1 can not cross either of the two R \ {0}, and along the orthogonal trajectory, the integral of √ Qdz along the orthogonal trajectory is in iR \ {0}. Hence the sum can not be zero, which is a contradiction. Therefore the orthogonal trajectory 1 must exit C + between z 9 and z 10 . But then from the local structure, it must exit at 0. Similarly, the orthogonal trajectory 2 must go to ∞. The orthogonal trajectory 3, by a similar argument, must exit
Suppose it exits through −t. By the local structure, the orthogonal trajectory approaches along an angle; indeed it is easy to show that z(s) ∼ −t + e iφ e −cs as s → ∞ for some 0 < φ < π, c > 0. Also by the definition of an orthogonal trajectory, we have
along the orthogonal trajectory 3. For s large, but fixed, write z(s) := −t + ǫe iθ for ǫ > 0, 0 < θ < π, and consider the curve C 0 from ξ to z(s) along the orthogonal trajectory 3. Let C s be the curve Qdz − Re In particular, we have shown that there is an orthogonal trajectory (more precisely, a union of two orthogonal trajectories, one in C + and the other, its conjugate, in C − , meeting at the point −z 0 which is a zero of Q(dz)
2 ) emerging from ξ and ending at ξ and which crosses the real axis at −z 0 . We denote the curve by Γ 2 , and take the orientation from ξ to ξ. Since Γ 2 is a union of two orthogonal trajectories, we have √ Qdz ∈ iR\{0} for z ∈ Γ 2 \{0} and an explicit computation using Q(z) = i(1+γa)
shows that
with the orientation from ξ to ξ. From (3.60), i(2h
This proves condition (d). The reader will observe that the remaining conditions and formulae in Proposition 3.1 have been proved en route in this section, and this completes the proof of the Proposition.
These facts can be illustrated by numerical computations of trajectories and orthogonal trajectories associated with the quadratic differential Q(z) (dz) 2 . The (orthogonal) trajectories can be obtained simply with a Runge-Kutta scheme. For (orthogonal) trajectories that emerge from zeros or poles of Q(z), which amount to singularities of the vector field in the complex plane, the only additional difficulty is to determine the initial direction, which is not unique. But the possible initial directions are easily determined by the sort of local analysis that has already been presented above. An example of the results of such a calculation is presented in Figure 15 . A computer program for generating numerical approximations to the contours Γ 1 and Γ 2 is of course useful because it allows one to explore/illustrate the dependence of the contours on the parameters a, γ, and t. As an example, Figure 16 illustrates the deformation of the contours as a is varied while γ and t are held fixed. Here, we see clearly what happens as a is decreased to a 0 , its minimum value which depends on γ and t. Namely, the two endpoints converge to a common point on the negative real axis, and at the same time, the contour Γ 1 closes without collapsing, while Γ 2 disappears. Similarly, Figure 16 : The dependence of the contours Γ 1 and Γ 2 on the parameter a. As a tends to a 0 from above, the endpoints ξ and ξ coalesce on the negative real axis.
as a increases without bound, the opposite situation prevails, with the endpoints ξ and ξ coalescing on the positive real axis, while Γ 2 closes without collapsing and Γ 1 disappears. It is also possible to see in these pictures that the closed curve Γ 1 ∪ Γ 2 deforms somewhat throughout this process; the endpoints ξ and ξ do not simply slide along a fixed closed curve as a is varied.
4 The g-function Then g and ℓ satisfy the following properties:
, and e g(z) is analytic in C \ Γ 1 . Remark 7. It follows from (3.3) that h(z) = h(z) for z ∈ C \ Γ 1 , and hence from (4.1), we see that
Proof. Since h is analytic in C \ Γ 1 and continuous up to the boundary, we have g given by (4.1) is well-defined and analytic in C \ Γ 1 ∪ (−∞, p i ]), and continuous up to the boundary. Now let C be a simple closed curve, oriented counter-clockwise enclosing Γ 1 . Using the formula (3.3) for h,
Using the residue at infinity, we then have
and
from the endpoint conditions (3.4) . Now from the definition of g, for z ∈ (−∞,
, where g ± (z) = lim ǫ↓0 g(z ± ǫi). Therefore e g(z) is analytic in C \ Γ 1 and continuous up to the boundary. This proves property (1).
Since h(z) = 6) where the integral from ξ to z is taken along Γ 1 . Hence from h + (z) + h − (z) = W ′ (z), z ∈ Γ 1 , we have, using (4.2), 8) where the integrals are again taken along Γ 1 . But from (4.5) (recall that h is analytic in C \ Γ 1 ),
and hence
Therefore, since e g+ , e g− and W are continuous for z ∈ Γ 1 , we have e g+(z)+g−(z)−W (z)−ℓ = 1 for all z ∈ Γ 1 , which verifies property (3).
From (3.8), (4.6), (4.9), and the above relation 11) and hence the property (4) follows if we prove that exp z ξ Φ(s)ds , z ∈ C \ Γ 1 ∪ R − does not depend on the choice of the integration path. For this purpose, it is enough to prove that
for any simple closed contour C which encloses Γ 1 and does not intersect (−∞, 0]. From (3.7) and the fact that W ′ (z) is analytic away from −t −1 , −t, 0, we have
Using (3.3) for h, the above integral is equal to
But this is equal to 4πi from the endpoint condition (3.4), and so (4.12) is established.
For z ∈ Γ 2 ∩ C + , as in (4.6) 17) and hence for z ∈ Γ 2 , 18) and property (5) follows from (3.9) . This completes the proof of Proposition 4.1.
RHP analysis
oriented counter-clockwise. It is a simple closed curve which has 0 and −t inside and −t −1 outside.
Since the jump matrix
for Y in (2.6) is analytic in C \ {0}, we can deform the contour Σ for Y to Γ, as follows. Set
for z inside both Γ and Σ, and for z outside both Γ and Σ,
for z inside Γ and outside Σ,
for z outside Γ and inside Σ.
Then Y is analytic in C \ Γ and continuous up to the boundaries, satisfies
Now (see the Introduction) we define
From the Proposition 4.1 (3), (4), the jump matrix V for M is now 5) and from the Proposition 4.1 (1), (5), we have
For the jump matrix on z ∈ Γ 1 , note that Ψ + (z) = −Ψ(z) − and
Clearly Ψ 1+ has an analytic continuation to the (+)-side of the contour Γ 1 . Now for z ∈ Γ 1 , it is easy to see that Re(Ψ 1+ (z)) = 0, and hence from the Proposition 3.1 (c) and (3.8), the derivative
Thus the CauchyRiemann condition for the analyticity implies that Re(Ψ 1 (z)) > 0 for z on the (+)-side of Γ 1 and close to the contour. Therefore we can take a contour Γ 
1 .
Define M (z) to be M (z) for z in the region bounded by Γ 2 and Γ 
1 , define 8) and for the region bounded by Γ 1 and Γ
1 , define 10) where the jump matrix V is
(5.11)
Now we take the limit k → ∞ with γ ≥ 1 in a compact set and a 0 < a ≤ a * , for some a * . From the signature of Re(Ψ 1 (z)) on Γ Hence as k → ∞, V → I on Γ 2 . Therefore we have V → V ∞ where
(5.12)
Let M ∞ be the solution to the RHP with the jump matrix V ∞ and normalized at infinity. The solution is given by
which is defined to be analytic C \ Γ 1 and satisfies β(z) ∼ 1 as z → ∞. We expect that M ∼ M ∞ as k → ∞, and hence by tracking the algebraic transformations Y → M → M , we expect that
for γ ≥ 1 in a compact set and a 0 < a ≤ a * .
Indeed we have:
we have
for sufficiently large k.
The convergence V → V ∞ is not uniform on Γ ′ and this considerably complicates the analysis. As in [6] in order to obtain the above error bound, we need to introduce local parametrices for the solution of the RHP near each of the endpoints ξ and ξ. As in [1] , a suitable local parametrix near each endpoint can be obtained in terms of Airy functions. Also since a is not fixed, but is allowed to approach a 0 , we need to vary the magnitude of the parametrix according to the size of a − a 0 . A similar situation arises in Lemma 6.2 (ii) of [1] . The proof of the above Proposition is parallel to that of Lemma 6.2 (ii), [1] (γ, q in [1] play the same role as a, k in this paper, respectively), and we do not repeat the argument here.
Proof. For x ∈ R \ {p i }, by Remark 7, g(x + i0) = g(x − i0), and hence by Proposition 4.1 (1),
, and so e g(x) = e g(x+i0) = e g(x−i0) is real. In particular, it follows that Im(g(x + i0)) ∈ Zπ, and hence by continuity, Im(g(x + i0)) is constant for x < p i . From (4.2) and the proof of Proposition 4.
Clearly g − (p i ) and W (p i ) are also real, and this proves the lemma.
If we set ξ = |ξ|e iθc , 0 < θ c < π, then we can check β(0) = e iθc/2 and M Evaluating the asymptotics as z → ∞, we see that 2g(z) = − γa log(z + t −1 ) − a log(z + t) + (a + 1) log(z) + (1 + γa) log (z − α + R(z))/2 − γa log z + R(z) + t −1 − x z + R(z) + t −1 + x − a log z + R(z) + t − y z + R(z) + t + y + (a + 1) log z + R(z) − r z + R(z) + r , Thus using (5.23) and (5.24), we can express ∆ in terms of r, x, y. After some algebra, we find ∆ = − γa log t + (2 + a + γa) log 2 + (1 + a) log r − 1 2 log(r + t −1 − x) − 1 2 (1 + 2γa) log(r + t −1 + x) − 1 2 log(r + t − y) − 1 2 (1 + 2a) log(r + t + y). For the proof, we need the following lemma, which considers the case when a = a 0 . This case is specifically excluded from Lemma 3.2. and hence from (3.35), the point ξ is on the negative real line. Thus when a = a 0 , the two endpoints ξ and ξ collapse to the point −r 0 on the real line. This is an extreme case of the deformation illustrated in Figure 16 .
Proof of Lemma 5.3 . When a = a 0 , we have r = r 0 , x = x 0 , y = y 0 , and we can direct check from (5.26) that ∆(a 0 ) = 0. We have ∆ ′ (a) = − γ log t + (1 + γ) log 2 + log r − γ log(r + t −1 + x) − log(r + t + y) where F (x) is the Tracy-Widom distribution. This proves Theorem 1.1.
