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Abstract
We study the ensemble-averaged conductance as a function of applied magnetic field for ballistic electron
transport across few-channel microstructures constructed in the shape of classically chaotic billiards. We
analyse the results of recent experiments, which show suppression of weak localization due to magnetic
field, in the framework of random-matrix theory. By analysing a random-matrix Hamiltonian for the
billiard-lead system with the aid of Landauer’s formula and Efetov’s supersymmetry technique, we derive
a universal expression for the weak-localization contribution to the mean conductance that depends only
on the number of channels and the magnetic flux. We consequently gain a theoretical understanding of
the continuous crossover from orthogonal symmetry to unitary symmetry arising from the violation of
time-reversal invariance for generic chaotic systems.
PACS numbers: 72.20.My, 73.20.Fz, 05.45.+b, 72.20.Dp October 1994
1 Introduction
Random-matrix theory has proven to be a very successful tool for the understanding of localization phe-
nomena in disordered diffusive systems, for example, universal conductance fluctuations [1, 2], Altshuler-
Aronov-Spivak oscillations [3, 4] and persistent currents [5]. In a number of recent experiments, weak-
localization effects have been observed in ballistic cavities [6–8] in which electron scattering from the
boundaries is classically chaotic. It is interesting to also investigate the application of random-matrix
theory to such problems as one can expect it to be able to address questions not accessible to other
methods, such as semiclassical analysis.
In this work, we look at ballistic electron transport through a microstructure that has the shape
of a classically chaotic billiard, in the presence of an applied magnetic field B. The typical set-up for a
stadium is shown in Figure 1. The stadium, whose length L is less than the mean free path ℓ and the
dephasing length Lφ, has attached to it two asymmetrically positioned ideal quasi-one-dimensional leads
which carry the incoming and outgoing electron transverse modes. We assume an equal number, M/2,
of incoming channels (labelled by index a) and outgoing channels (labelled by index b). Thus M counts
the total number of open channels coupled to the stadium.
We use this physical system to study the breaking of time-reversal symmetry, as measured by the
conductance G(B) = (e2/h)g(B), as the magnetic field B is turned on. The relevant experimental ob-
servation [6–8] is that the average dimensionless conductance g dips at zero magnetic field B = 0. The
g versus B curve is illustrated schematically in Figure 2. The conductance interpolates between a min-
imum value, which can be associated with the Gaussian orthogonal ensemble (GOE), at B = 0 and an
asymptotic upper value, which can be associated with the Gaussian unitary ensemble (GUE), for large
B. The difference δg between the upper GUE limit and the mean dimensionless conductance g represents
the weak-localization contribution to g. The suppression of weak localization due to non-zero magnetic
field, i.e. the fact that δg → 0 as B →∞, corresponds to a GOE → GUE transition.
The appearance of the orthogonal and unitary random-matrix ensembles in this discussion arises from
the fact that the fluctuation properties of the quantum spectra for closed chaotic billiards are the same as
those of (i) the GOE for B = 0, and (ii) the GUE for B sufficiently different from zero. The former, being
an ensemble of Gaussion distributed real-symmetric matrices, respects time-reversal invariance, while the
latter, being an ensemble of Gaussian distributed Hermitian matrices, does not.
The presence and magnitude of the weak-localization term in g(B) at B = 0 can easily be understood
in the framework of random-matrix theory (without detailed calculation) as a consequence of (i) elastic
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enhancement (or equivalently, coherent back-scattering), derived in Section 5.1, and (ii) unitarity of the
S-matrix. Our starting point is the connection between the conductance g and the S-matrix given by
Landauer’s formula:
g =
M/2∑
a=1
M∑
b=M/2+1
{|Sab|2 + |Sba|2} , (1.1)
where a factor of two for spin is effectively included in this expression. Here, the index a sums over the
M/2 incoming channels and b sums over the M/2 outgoing channels, so that the summation in Eq. (1.1)
runs over two non-overlapping sets of channels {a} 6= {b}. If we assume all channels to be equivalent, so
that all mean values |Sab|2 are equal for a 6= b, then we obtain
g = 2
(
M
2
)(
M
2
)
|Sab|2 = M
2
2
|Sab|2 . (1.2)
Now, according to (i), we have
|Scc|2 = κ|Scc′ |2 for c 6= c′ (1.3)
with
κ =
{
2 for GOE
1 for GUE. (1.4)
As a consequence of (ii), we have
M∑
c,c′=1
|Scc′ |2 = tr1M =M . (1.5)
Combination of the two equations (1.3) and (1.5) yields
M =
M∑
c=1
|Scc|2 +
M∑
c,c′=1
c 6=c′
|Scc′ |2
= Mκ|Sab|2 +M(M − 1)|Sab|2 (1.6)
for any a 6= b. Therefore, we see that
|Sab|2 = 1
M − 1 + κ =
{
1/M for GUE (κ = 1)
1/(M + 1) for GOE (κ = 2) .
(1.7)
We can now use Eq. (1.7) to look at the expansions of the corresponding values of g in powers of M−1.
For the pure GUE (large magnetic field), we obtain
gGUE =M/2 , (1.8)
while for the pure GOE (B = 0), we see that
gGOE =
M2
2(M + 1)
= gGUE −
1
2
+O
(
1
M
)
. (1.9)
The contribution −1/2 to the RHS of the equation above represents the weak-localization term in the
conductance, and gives the magnitude of the gap between the upper and lower asymptotic values in
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Figure 2 in the limit of large channel number M . Weak localization is absent for the GUE, evidently
being suppressed by the magnetic field.
One should also observe that, for general values of M , the weak localization term has the value
M/(2(M + 1)). It increases from 1/3 for M = 2 to 1/2 for M →∞. Nonetheless, the weak localization
correction decreases relative to g which is linear in M . All this agrees with recent results obtained [9] for
the circular unitary (CUE) and circular orthogonal (COE) ensembles. The agreement is not surprising:
It has been shown [10] that the GOE and the COE distributions for the S-matrix elements coincide when
the coupling with the leads is maximized. Similar arguments apply to the unitary case.
We now consider the question: How does a finite magnetic field interpolate between gGOE (B = 0) and
gGUE (B sufficiently large)? Semiclassical analysis [12] implies that δg(B) = gGUE − g(B) is a Lorentzian.
However, this work was only able to include the diagonal contributions (i.e. taking into account only in-
terference between symmetry-related classical paths), and was not able to achieve quantitative agreement
with fully quantal numerical simulations. In view of this, one should ask whether the full result remains
Lorentzian.
Our aim in this investigation is to understand the generic features of the continuous GOE → GUE
crossover as a function of magnetic field B for any classically chaotic microstructure in the framework
of random-matrix theory. From the semiclassical perspective, our random-matrix approach may be
viewed as taking into account the generic properties described by the long classical trajectories, in which
system-specific information is washed out. Therefore, we shall need to restrict attention to billiard/lead
configurations that are dominated by long classical trajectories. Our results will not take account of
effects associated with the specific geometry of a billiard, which would be probed by short trajectories.
Moreover, the density of long trajectories is large — growing exponentially with the period — and
therefore virtually impossible to account for in the framework of semiclassical theory.
On an energy (rather than a time) scale, such generic features are displayed on intervals measured
in units of the mean level spacing d. The suppression of weak localization becomes effective whenever
the matrix elements of the interaction of an electron with the magnetic field become comparable with
d. This is why we believe that our approach should yield results which are relevant for the problem.
There exists a time scale — the mixing time τmix, defined below — which relates to the strength of these
matrix elements. The suppression of weak localization will be seen to depend actually on the competition
between this time scale and a second time scale τdec, the mean life-time of the levels in the billiard. The
associated width Γdec = h¯/τdec grows linearly with the number of channels. Our final result essentially
depends on the ratio of these two time scales.
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The paper is set out as follows: In Section 2, we define the model and discuss the values of its
parameters. Section 3 deals with relating the parameter that controls the GOE → GUE crossover to the
strength of the external magnetic field. In Section 4, we outline the supersymmetry formalism used to
extract an exact result for the ensemble-averaged conductance, and explicitly construct the generating
function that is central to this approach. We also summarize the steps leading to the final analytical
expression for g, which is then displayed and discussed in Section 5. Results of the numerical evaluation
of the magnetic field and channel number dependence of the weak-localization term are presented in
Section 6, along with a discussion of the Lorentzian approximation. Section 7 contains some interpretation
of our results, as well as a comparison with experimental data. Finally, we present our conclusions in
Section 8. A few appendices contain various technical details.
2 The Model
We first consider an electron moving in a closed billiard, whose Hamiltonian H we model in terms of an
ensemble of random matrices. We then take account of the presence of external channels by introducing
a coupling between H and the leads. This allows us to define a scattering matrix which we relate to the
conductance via Landauer’s formula, viz. Eq. (1.1). We shall maximize the coupling between H and the
leads. Then, the (ensemble-averaged) conductance g(t,M) depends only on the strength of the magnetic
field B (expressed in terms of a dimensionless parameter t), and on the total number M of channels.
Using ergodicity, we compare this quantity with experiment. We neglect the Coulomb interaction between
electrons as well as all other dephasing effects.
For the Hamiltonian of the closed billiard, we consider an ensemble of random matrices Hµν of
dimension N , given by [11]
Hµν = H
(S)
µν + i
√
t
N
H(A)µν . (2.1)
The ensemble H(S) represents a GOE with zero mean and whose non-diagonal elements have variance
λ2/N , while H(A) denotes an ensemble of Gaussian distributed real antisymmetric matrices whose non-
vanishing elements have zero mean, the same variance λ2/N and are uncorrelated for µ > ν. Explicitly,
H
(S)
µν H
(S)
µ′ν′ =
λ2
N
(δµµ′δνν′ + δµν′δνµ′) ,
H
(A)
µν H
(A)
µ′ν′ =
λ2
N
(δµµ′δνν′ − δµν′δνµ′) . (2.2)
The parameter λ fixes the mean level spacing d of the GOE and must, in principle, be adjusted to the
local mean level spacing at the Fermi energy of the billiard at hand. In the end, we shall take the limit
N →∞, in which case the average level density of the ensemble (2.1) will take the form of Wigner’s
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semicircle. We shall also normalize all energies such that the Fermi energy is zero, EF = 0, in which case
it sits at the centre of the Wigner semicircle. The mean level spacing at the Fermi energy is then given
by d = πλ/N .
To estimate the scale of the GOE → GUE crossover, we note that this transition will take place
when the typical matrix element of the time-reversal violating perturbation becomes comparable with
the mean GOE level spacing: √
t
N
·
√
λ2
N
∼ λ
N
, (2.3)
which implies t ∼ 1, i.e. for a value of t of order unity on the scale of N . This is why we chose to include
a factor N−1/2 in front of H(A) in Eq. (2.1).
The coefficient of iH(A) gives the strength of the time-reversal violating perturbation and is expected
to be proportional to the magnetic field, since the variation of the levels of the stadium with magnetic field
is linear in the flux φ = BA through the area A of the stadium. It is convenient to express
√
t = kφ/φ0,
where φ0 = h/e is the fundamental flux quantum, and k is then a number of order unity. An estimate
of k can be provided by computing the ∆3–statistic of a closed stadium for various values of the applied
magnetic field, and then fitting the results using the matrix ensemble Hµν of Eq. (2.1). More details of
this procedure will be given later.
Next, we must consider the coupling of the closed stadium with two ideal external leads. The
Hamiltonian operator for the total system (comprising stadium and leads) is given by
H =
N∑
µ,ν=1
|µ〉Hµν〈ν|+
M∑
c=1
∫
dµ(E, c) |E, c〉E〈E, c|
+
∑
µ,c
∫
dµ(E, c) {|E, c〉Wcµ(E)〈µ|+ h.c.} . (2.4)
The first term represents the stadium Hamiltonian as discussed above. The second term describes the M
free electron channels in both of the leads. Each channel c is defined by a propagating transverse mode
with an energy E below the Fermi energy. Thus |E, c〉 is the plane wave mode of transverse energy ǫc
and longitudinal momentum h¯k, such that the total energy of the state is E = ǫc + h¯
2k2/(2m∗e), with m
∗
e
being the effective mass of the electrons, and dµ(E, c) is the corresponding energy measure:
dµ(E, c) =
√
m∗e
8π2h¯2
Θ(E − ǫc) dE√
E − ǫc
, (2.5)
where Θ(E) denotes the step function. The final term contains the lead-stadium couplings. We have
denoted by Wcµ the matrix element which connects the basis state |µ〉 in the stadium’s internal region
with channel c, where µ = 1, 2, . . . , N and c = 1, 2, . . . ,M . We assume that the breaking of time-reversal
symmetry by the magnetic field B need only be taken into account in the Hamiltonian (2.1) of the stadium
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and not in the matrix elements Wcµ describing the passage of the electron between one of the channels
and the stadium interior. Accordingly, we set Wcµ =W
∗
cµ.
General quantum scattering theory allows us to write down the scattering matrix Scd for the problem
at hand [13]. It has the form
Scd = δcd − 2iπ
∑
µ,ν
Wcµ[D
−1]µνWdν , (2.6)
where the inverse propagator Dµν is given by
Dµν = Eδµν −Hµν + iπ
∑
c
WcµWcν . (2.7)
Here, the energy E is taken to be the Fermi energy EF , and thus will ultimately be set to zero. The
scattering matrix defined in Eqs. (2.6,2.7) is manifestly unitary but not symmetric (unless t = 0). In
writing eq. (2.7), we have assumed that the energy dependence of the matrix elements Wcµ is negligible
over an energy interval of the order of d, and we have therefore omitted a principal-value integral. It
was shown in Ref. 14 that taking such an integral along complicates the calculation but does not affect
the GOE scattering result, except for a redefinition of the transmission coefficients introduced below.
Insertion of Eqs. (2.6) and (2.7) into the Landauer formula (1.1) furnishes us with a formal expression
for the conductance g in terms of the Hamiltonian, which must now undergo ensemble averaging. For
this purpose, it is useful to note the compact representation
SabS
∗
ab = 4TrΩ
aD−1Ωb[D−1]† , (2.8)
where the trace ‘Tr’ runs over the level index µ and we have introduced the quantities
Ωcµν = πWcµWcν . (2.9)
It is worth pointing out at this stage that the parameters {Wcµ} will not appear explicitly in our final
expression for g, for the following reason: The random-matrix ensemble (2.1) is invariant under unitary
transformations. Therefore, only unitary invariants constructed from the Wcµ’s can appear in averages
like g. The only such invariants are the bilinear forms
v2cd = N
−1
∑
µ
WcµWdµ . (2.10)
Because of the summations in Eq. (1.1), we may assume without loss of generality that
v2cd = v
2
cδcd (2.11)
is diagonal in the channel indices if c and d are channels in the same lead. In assuming that this relation
holds in general, we disregard short classical trajectories connecting the two leads. It turns out [14] that
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the vc’s enter into the final expression for g only in the form of the dimensionless coefficients
Tc =
4λXc
(λ+Xc)2
, (2.12)
where Xc = πNv
2
c . Likewise, the parameter λ specifying the local level density appears only in the
combinationXc. Obviously, we have 0 ≤ Tc ≤ 1 for all c. The quantities Tc are interpreted as transmission
coefficients which measure the strength of the coupling between the cavity and the leads. The absence of
barriers between cavity and leads motivates us to put Tc = 1 for all c, thereby maximizing the coupling
to the leads. Then, g depends only on B and on M . All dependence on λ and on the Fermi energy has
disappeared, and we are left with a calculation that contains no free parameters.
We emphasize that in our approach, all channels are strictly equivalent. There is no distinction made
between channels in lead one and those in lead two. Hence, the sums in Eq. (1.1) are restricted only in
the sense that they must be carried out over different sets {a} 6= {b} of channels. Clearly, this equivalenve
assumption is justified only for long delay times of the electron inside the billiard. The experiments [6–8]
are arranged in such a way that it is unlikely for electrons to pass directly from one lead to the other,
lending credence to this assumption.
A crucial constraint applies in our calculation of g. We cannot use the usual perturbative expansion
in powers of 1/M as done in previous work [1]. First, experiments typically have a small number of
open channels, M = 2, 4 or 6. For example, in the experiments of Refs. 6 and 7, the stadium billiard is
connected to two almost one-dimensional contacts in each of which the number of channels M/2 depends
on the gate voltage and varies between one and three. For M ≫ 1, the semiclassical approximation is
expected to work. For small M , on the other hand, we enter a different regime which is not accessible
to perturbative methods. Physically speaking, the levels in the billiard are broadened by the coupling to
the leads. For smallM , this broadening is of the order of the mean level spacing d. This is the regime we
mainly address in this paper, although our results are generic and apply to all values of M . Second, and
more importantly, we shall see that the dependence of the mean conductance enters in the combination
t/M . This implies that the perturbative results will be good only as long as t≪M , but this will be
shown to fall short of the crossover region. Consequently, we must resort to a computation that is exact in
the number of channels M . This we shall achieve by using the method of the supersymmetric generating
function [15, 14] to find an expression for g(t,M) valid for all values of t and M .
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3 Magnetic-Field Parameter
In order to completely specify our model in terms of physical quantities, it remains to discuss how one can
relate t to the strength of the magnetic field B. A previous investigation of the GOE → GUE transiton
in terms of the same magnetic-field parameter t by Pandey & Mehta [16] offers the possibilty of relating t
and B by direct inspection of the spectral fluctuations of the stadium for different values of the external
magnetic field. Also, in more recent work, Ozo´rio de Almeida [17] derived semiclassically the dependence
of t on B for a chaotic system in terms of purely classical correlators. Although these classical quantities
are difficult to compute with very good accuracy, an efficient average over the phase space is sufficient to
provide another independent quantitative estimate of t in terms of physical quantities. In this section,
both approaches are discussed.
We shall start with the first method, and consider the Schro¨dinger equation for an electron mov-
ing in a billiard in the presence of an external magnetic field B. Working in the gauge A(x, y) =
(−By/2, Bx/2, 0) and introducing rescaled coordinates x′ = η1/2x, y′ = η1/2y with η = 4π/A, A being
the area of the stadium, we arrive at the Schro¨dinger equation in the form[
∇2 − i
2
φ
φ0
(
x′
∂
∂y′
− y′ ∂
∂x′
)
− π
8
(
φ
φ0
)2
(x′
2
+ y′
2
) +
A
4π
2m
h¯2
E
]
ψ(x′, y′) = 0 , (3.1)
where φ0 = h/e is the magnetic flux quantum. The boundary conditions are given by ψ(x
′, y′) = 0 for
(x′, y′) ∈ ∂D, where ∂D is the border of the stadium. This is the eigenvalue equation that we solve
numerically. We subsequently drop the primes on the coordinates. Recalling the Weyl formula for the
average level density ρav for Dirichlet boundary conditions in the absence of magnetic field,
ρav(E) =
A
4π
2m
h¯2
− P
4π
√
2m
h¯2E
+ ... , (3.2)
where P denotes the perimeter of the stadium, we see that, up to a correction of order E−1/2, the rescaling
leads to to an energy spectrum of average density one in units of 2m/h¯.
The linear term in φ in Eq. (3.1) breaks time-reversal symmetry. The term quadratic in φ brings
the system to the integrable limit as one increases φ. This term is of little importance for the range of
B fields relevant to the experiment under consideration. The structure of Eq. (3.1) already suggests a
linear dependence between the parameter t and φ/φ0, provided that the operator Oˆ = i(x∂/∂y − y∂/∂x)
locally connects different states efficiently, thereby mimicking a random matrix. Although the latter
assumption seems to be rather natural, in a dynamical system, the variance of the matrix elements
associated with Oˆ will typically vary with the energy. A qualitative prediction of the trend is possible by
invoking the following arguments: For B = 0, Berry conjectured that the wavefunction of an eigenstate
of energy E = h¯2k2/2m for a classically chaotic billiard is typically given by a superposition of plane
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waves ai exp(iki·r) with ki randomly oriented, k = |ki| and Gaussian amplitudes ai. Since according
to the previous conjecture, Oˆ = −h¯(r × kˆ)z , it follows that for eigenstates µ and ν with kν ≈ kµ ≈ k,
Oˆ ≈ −h¯k〈ν|(r× kˆ)z|µ〉 = kvνµ, where kˆ = k/k and vνµ is a random variable. In order to compute the
wavefunctions of the stadium with good accuracy, Heller typically uses kP plane-wave components.
Taking into consideration the number of components and the randomness of ai, one can estimate that
vµν ∝ k−1. From this naive argument, one concludes that Oˆ2 ∝ k. Therefore, any numerical study of
the GOE → GUE transition in a dynamical system will be quantitative within a given energy range. A
precise correction for the energy dependence of our results can be made via the semiclassical approach,
and will be discussed later.
Analytical results for the GOE → GUE transition are available for the fluctuating part of the level-
level density correlator, defined as
Y2(ǫ/d) = d
2 ρfl(E) ρfl(E + ǫ) (3.3)
where d is the mean level density. For the model defined in Eq. (2.1), one finds in Ref. 16 the following
analytical expression for Y2 as a function of x = ǫ/d and t:
Y2(x, t) =
(sinπx
πx
)2
− 1
π2
∫ π
0
dr r e2tr
2/π2 sin rx
∫ ∞
π
dq
sin qx
q
e−2tq
2/π2 . (3.4)
Unfortunately, this statistical measure is not very efficient for quantifying t in practice. Many numerical
studies show that a more adequate one is the ∆3(x) statistic, which can be related to Y2(x) straight-
forwardly [18]. We have proceeded as follows: For different values of φ/φ0, we computed the ∆3 level
statistics and adjusted t in Eq. (3.4) to obtain the best fit. The results for the quarter stadium, with
radius R = 1 and length ℓ = 0.5 are presented in Figs. 3a–3c. The statistical analysis of the spectra
was performed over an energy interval where the level density stays almost constant. (Only the leading
term in Eq. (3.2) is relevant.) Since we are interested in a quantitative determination of the transition
parameter, care must be taken with respect to the following: (a) Berry’s saturation of the ∆-statistics,
which would jeopardize the method. By restricting our analysis to x < 10, this problem is circumvented.
(b) The lowest eigenstates of the stadium show some marked regularities. In our analysis, we considered
levels only above the 50th. In so doing, the agreement for φ = 0 with the GOE results (for levels up
to 300) is very good. (c) Spectral modulations due to ‘bouncing ball’ orbits would make comparison
of the model (i.e. Eq. (2.1)) with the billiard difficult. For our choice of a relatively small ℓ/R, similar
to the experimental situation, there are no sizeable modulations. The numerical results indicate that
√
t = 3.87φ/φ0. The uncertainty in the fitting of the best Y2(x, t) is about 5% due to statistical error
bars. Here, we determined t for a system containing approximately n = 400 electrons. The physical
situation of interest is more likely to deal with n ≈ O(103), and the question is whether our result will
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be changed for this region of the spectrum.
A partial answer to this question was given by Berry and Robnik [19], who analysed the semiclassical
transition parameter for a billiard threaded by an Aharonov-Bohm flux line. They found that for a fixed
φ/φ0, t increases as n
1/2. A complete semiclassical treatment can be found in Ref. 17, where t is expressed
in terms of the density of states and purely classical quantities:
√
t =
K(E) ρav(E)
4h¯
, (3.5)
where K(E) is a classical quantity which measures the average magnetic flux squared that is enclosed
by a typical trajectory. We should like to stress that it is not the purpose of this discussion to further
improve the semiclassical approach, but rather apply the findings of Ref. 17 to obtain some quantitative
results. For this purpose, we shall present the semiclassical results in a nutshell, motivate their origins,
discuss briefly K(E) and rescale it in a convenient way. Finally, we compute K(E) for a certain geometry
and determine the t-dependence in a way independent from the previous.
After some manipulations on the Gutzwiller trace formula, Ref. 17 gives Y2(ǫ) as
Y2(ǫ) =
( d
2πh¯
)2 ∫ ∞
−∞
dτ |τ |e(iǫτ−2η|τ |)/h¯2
(
1 +
〈
e−〈∆S
2(τ)〉p.s./h¯
2
〉
E
)
, (3.6)
where the average 〈...〉E should be taken over an energy interval large compared with ǫ and the smoothing
parameter η should be small compared with ǫ. The central dynamical quantity to be computed is the
phase space average 〈...〉p.s. of ∆S2 as a function of time τ , which replaces the usual average over periodic
orbits. It is interesting to note that all the physics due to the presence of the magnetic field is contained
in the latter quantity. Introducing the dynamical variable ϕ˜(τ) = A(r) · r˙ = eBϕ(τ), one can write
〈∆S2(τ)〉p.s. = 8(eB)2
∫ τ
0
dt
∫ τ−t
0
dt′ 〈ϕ(t)ϕ(t + t′)〉p.s. . (3.7)
There is considerable work in the literature dealing with long power law tails t′ →∞ of 〈ϕ(t)ϕ(t + t′)〉p.s.
and similar correlators. These works and our numerical studies assure that 〈ϕ(t)ϕ(t + t′)〉p.s. decays
sufficiently fast so that one can define
K(E, τ) =
∫ τ
0
dt′ 〈ϕ(0)ϕ(t′)〉p.s. (3.8)
and 〈∆S2(τ)〉p.s. ≈ 8(eB)2K(E, τ →∞)τ for sufficiently large τ . The quantity K(E) has trivial E and
A dependence, and it is convenient to single out these variables so as to obtain a correlator κ defined for
a unit area and unit velocity, which depends solely on the shape of the billiard. This can be easily done
by a proper rescaling of the coordinates and the time; as a result, one has
K(E, τ) =
√
2EA3
m
κ(τ) . (3.9)
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Inserting this into the semiclassical expression for the transition parameter and recalling Eq. (3.2),
one arrives at the relation
t =
(
φ
φ0
)2 (
Nav(E)
)1/2
π5/2 κ(τ →∞) , (3.10)
where Nav(E) is the cumulative level density, which counts the number of single-particle states in the
billiard up to the energy E. This result gives us the correct energy scaling of the problem, implying that
for a fixed magnetic field the GOE → GUE transition will become faster as the number of electrons n
increases (in agreement with Ref. 19 and our naive estimate). Moreover, it indicates that
√
t depends
linearly on φ/φ0 as a naive inspection of Eq. (3.1) would suggest. Eq. (3.10) also allows one to obtain
quantitative results by determining κ for the the specific system under consideration. In Fig. 4, we present
our result for κ, obtained by a numerical average over the phase space. This was done by computing 107
trajectories with randomly chosen initial points. (It is of interest to mention that such an average has
to be performed over closed paths; otherwise the results depend on where the origin of the coordinate
system is taken.) Our numerical result is κ(τ →∞) ≃ 0.06. It follows that √t = α[Nav(E)]1/4 φ/φ0, with
α ≃ 1.05 in good agreement with 1.03 = 3.87/(200)1/4 obtained by the other method (where we should
note that Nav(E), being the number of levels, is half as small as n due to spin degeneracy).
4 Supersymmetry Formalism
To calculate the ensemble average g, we use Efetov’s supersymmetry approach in the version described
in Ref. 14. In that paper, the scattering problem formulated in Section 2 was worked out without the
GOE-symmetry-breaking term in Eq. (2.1). The present calculation follows very closely the lines of
Ref. 14.
The appearance of the symmetry-breaking term causes the scattering matrix not to be symmetric.
This leads to a set of source terms not considered in Ref. 14. Moreover, the appearance of the symmetry-
breaking term in the effective Lagrangian of the zero-dimensional non-linear sigma model derived in the
N →∞ limit makes it much harder to calculate the terms of highest (eighth) order in the anticommuting
integration variables. These are the terms that yield the answer to our problem. (All terms of lower order
yield vanishing contributions. This statement, well known in the absence of symmetry-breaking, applies
also in the case considered here [20].) There are two ways to overcome this difficulty: (i) One may use a
parametrization of the Q-matrix developed by Altland, Efetov and Iida [21] which is particularly taylored
to time-reversal symmetry breaking, or (ii) one may use Efetov’s original parametrization [15] of the Q-
matrix in conjunction with the method developed in Ref. 5 to simplify the form of the symmetry-breaking
term.
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We have tried both approaches. It turns out that method (ii) is very much simpler: The terms
of highest order can be obtained by hand, i.e. without recourse to a computer-based algorithm. The
reason is that in comparison with the level correlation function, the source terms needed to obtain the
elements of the scattering matrix depend on Q in a more complicated way: The matrix Q appears in the
denominator. In such a case, the method of Ref. 21 becomes very unwieldy. This is why we have adopted
method (ii).
In what follows, we have attempted to render a reasonably complete and systematic account of the
derivation of the explicit formal expression for g as given within the supersymmetry formalism. Though
much of this material has appeared previously in various guises, these sources are rather fragmentary, and
so we consider it worthwhile to present here a pedagogical treatment that is hopefully comprehensible to
the relatively uninitiated reader who has a little background in Grassmann algebra and general random-
matrix theory. At the same time, we aim to achieve consistency of notation and conventions. On the other
hand, the expert reader should simply take note of our generating function as given by Eqs. (4.14)–(4.16),
which incorporates the new source matrix that is employed in the present calculation. This is given in
Eq. (4.19). From here, one can proceed directly to the final integral expression over supermatrices for
|Sab|2, which is presented in Eq. (4.42).
4.1 Generating Function
Let us consider a generating function given by
Z(ε) = Detg−1[D + J(ε)]
= exp {−Trg ln[D + J(ε)]} , (4.1)
where the symbols ‘Detg’ and ‘Trg’ denote the graded determinant and graded trace as defined in the
supersymmetric formalism of Ref. 14. Here, the inverse propagator D has been extended to a 4N × 4N
supermatrix,
D = (E −H)14 + 12ωL+ iΩL , (4.2)
where Ω =
∑
c Ω
c and Lαα
′
pp′ = (−1)p+1δpp′δαα
′
is the diagonal supermatrix that distinguishes between ad-
vanced and retarded parts of D. We have Dpp′ = [diag(D,D
†)]pp′ where p, p
′ = 1, 2, with p = 1 referring
to the retarded block and p = 2 to the advanced block. The indices α, α′ = 0, 1 determine the grad-
ing (with α = 0 for the commuting (bosonic) components and α = 1 for the anticommuting (fermionic)
components). We have also allowed for the presence of a difference ω = E1 − E2 between the energy
arguments of the two S-matrix elements that multiply together to form g. According to Eq. (4.2), D11
12
corresponds to energy E1 = E +
1
2ω while D22 corresponds to energy E2 = E − 12ω. We shall ultimately
set ω → 0, but keep it in the interim to facilitate comparison with other related work [21].
The source supermatrix J(ε) depends on a set of parameters εm labelled by by some (multi)-index
m, and is taken to have the general form
J(ε) = εmMm . (4.3)
for some set of 4N × 4N supermatrices Mm(µ, ν). It then follows that
∂2
∂εm∂εn
Z(ε)
∣∣∣∣
ε=0
= TrgMmD
−1·TrgMnD−1 +TrgMmD−1MnD−1 . (4.4)
For the problem at hand, we shall make the choice of source matrix
Jµν({εjab}) = π
∑
a,b
2∑
j=1
I(j)Waνε
j
abWbµ , (4.5)
where
Iαα
′
pp′ (j) = −kαα
′
δpp′δpj (4.6)
is a projector onto the p = j block with kαα
′
= (−1)αδαα′ . In this case, the second term on the RHS of
Eq. (4.4) vanishes if we differentiate with respect to εm = ε
1
ab and εn = ε
2
ba. Comparison with Eq. (2.8)
then leads to the identification
|Sab|2 = ∂
2
∂ε1ab∂ε
2
ba
Z(ε)
∣∣∣∣
ε=0
. (4.7)
4.2 Ensemble Average
As a Gaussian superintegral, the generating function Z(ε) reads
Z(ε) =
∫
DϕDϕ exp
{
i
∑
p,α
〈ϕαp , [(D + J)ϕ]αp 〉
}
, (4.8)
where we employ the notation
〈F (µ), G(µ)〉 ≡
∑
µ
F (µ)G(µ) , (4.9)
and ϕαp (µ) is a four-component supervector field. The adjoint supervector is defined by ϕ = ϕ
†s with
sαα
′
pp′ = s
α
p δ
αα′δpp′ , s
α
p = (−1)(1−α)(1+p) . (4.10)
The presence of the supermatrix s in the definition of the adjoint ensures the convergence of the final
integral representation of the ensemble-averaged generating function as a supermatrix non-linear σ-model
and ensures the correct combination of compact and non-compact symmetries therein [22].
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With the definitions
Φ =
(
ϕ
sϕ∗
)
, Φ = Φ†s , (4.11)
we have the property
ϕAϕ = 12ΦAΦ , (4.12)
where
A =
(
A 0
0 AT
)
(4.13)
for any supermatrix A that is diagonal in the graded indices α, α′. The eight-dimensional supervector Φ
possesses the ‘charge-conjugation’ or reality property Φ∗ = CΦ which can equivalently be expressed as
a condition of Majorana type, viz. Φ = (ΛΦ)T, where the matrices C,Λ are defined in Appendix A. In
view of Eq. (4.12), Eq. (4.8) may be cast in a form that renders the GOE ensemble average particularly
simple, namely
Z(ε) =
∫
DΦ exp
{
i
2
∑
p,α,r
〈Φαpr, [(D+ J)Φ]αpr〉
}
, (4.14)
The indices r, r′ span the additional matrix structure due to the doubling of dimensionality implied by
Eq. (4.11). We shall say that the index r labels the ‘GOE blocks’. Here, we have
D = E18 −H+ 12ωL+ iΩL , (4.15)
and the definitions of H and J are those implied by Eq. (4.13). In particular,
H =
(
H 0
0 HT
)
= H(S) ⊗ 18 + i
√
t
N
H(A) ⊗ τ3 , (4.16)
where the matrix τ3 is defined in Appendix A. We should note the following symmetry properties: (i)
Transformations T : Φ 7→ TΦ that preserve the relation Φ∗ = CΦ obey
T ∗ = CTC−1 , (4.17)
and (ii) transformations T : Φ 7→ TΦ that leave the bilinear ΦΦ invariant are those which satisfy
T−1 = sT †s . (4.18)
The set of 8×8 supermatrices respecting conditions (4.17) and (4.18) forms a supergroup with compact and
non-compact bosonic subgroups. In the absence of symmetry-breaking and source terms, the generating
function in Eq. (4.14) is invariant under this supergroup.
Special attention should be paid to the induced r-space structure of the source supermatrix J:
Jµν = π
∑
a,b
2∑
j=1
I1(j)Waνε
(s)j
ab Wbµ + π
∑
a,b
2∑
j=1
I2(j)Waνε
(a)j
ab Wbµ , (4.19)
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where ε
(s)j
ab and ε
(a)j
ab are the parts of ε
j
ab symmetric and antisymmetric in the indices a, b respectively, and
we have introduced I1(j) = I(j)⊗ 12, I2(j) = I(j)⊗ τ3. Consequently, the symmetrized form of |Sab|2
can be written as the sum of two terms:
1
2
{|Sab|2 + |Sba|2} = 14 ∂2
∂ε
(s)1
ab ∂ε
(s)2
ba
Z(ε(s), 0)
∣∣∣∣∣
ε=0
+ 14
∂2
∂ε
(a)1
ab ∂ε
(a)2
ba
Z(0, ε(a))
∣∣∣∣∣
ε=0
(4.20)
for a 6= b. Cast in this form, the contribution to |Sab|2 from the first term on the RHS of the equation
above is generated by the essentially same source matrix as used in Ref. 14 for the pure GOE problem;
the second term is generated by a new source matrix. This latter term must vanish for t = 0 and accounts
for the asymmetry of the S-matrix.
The factor in the integral of Eq. (4.14) which undergoes ensemble averaging can be decomposed as
exp
{
− i
2
∑
p,α,r
〈Φαpr, (HΦ)αpr〉
}H
= exp
{−iTr
µ
H(S)S(0)}S · exp{√t/N Tr
µ
H(A)S(3)}A , (4.21)
where we have introduced the ordinary N ×N matrices in the level indices µ, ν,
S(j)(ν, µ) = 12
∑
p,α
r,r′
Φ
α
pr(µ)τ
j
rr′Φ
α
pr′(ν) , (4.22)
and we take τ0 = 1. Gaussian ensemble averaging leads to the relations
exp
{
−iTr
µ
H(S)S(0)
}S
= exp
{
− λ
2
4N
trgS2
}
,
exp
{√
t/N Tr
µ
H(A)S(3)
}A
= exp
{
− t
N
λ2
4N
trg τ3Sτ3S
}
, (4.23)
where
Sα,α
′
pr,p′r′ ≡
∑
µ
Φαpr(µ)Φ
α′
p′r′(µ) (4.24)
is a supermatrix. These results are easily derived with the aid of the relations∑
µ,ν
S(0)(ν, µ)S(0)(µ, ν) = 14 trg S2 ,∑
µ,ν
S(0)(ν, µ)S(0)(ν, µ) = 14 trg S2 , (4.25)
and ∑
µ,ν
S(3)(ν, µ)S(3)(µ, ν) = + 14 trg τ3Sτ3S ,∑
µ,ν
S(3)(ν, µ)S(3)(ν, µ) = − 14 trg τ3Sτ3S . (4.26)
The ensemble-averaged generating function then becomes
Z(ε) =
∫
DΦ eiL#(S) exp
{
i
2
∑
p,α,r
〈Φαpr, [(E1+ 12ωL+ iΩL+ J)Φ]αpr〉
}
, (4.27)
where
iL#(S) = − λ
2
4N
[
trg S2 +
t
N
trg τ3Sτ3S
]
. (4.28)
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4.3 Hubbard-Stratonovich Transformation
Following Ref. 23, let us introduce unity under the Φ-integral in the form
1 =
1
N (S)
∫
Dσ eiW (σ,S) , N (S) =
∫
Dσ eiW (σ,S) , (4.29)
followed with an interchange of the σ and Φ integrations, where σ spans some appropriate space of
supermatrices, not yet specified. The quantity W (σ, S) can be any function provided the integral in
Eq. (4.29) is convergent. The choice
W (σ, S) = −L#
(
S − iN
λ
σ
)
(4.30)
leads to
iL#(S) + iW (σ, S) = −N
4
[
trg σ2 +
t
N
trg τ3στ3σ
]
− iλ
2
∑
p,α,r
〈Φαpr, [(Σ +
t
N
τ3Στ3)Φ]αpr〉 , (4.31)
where Σµν = σδµν . The quartic dependence on Φ in the exponent of the generating function implied in
L#(S) is thus eliminated, and if the space of σ’s is chosen such that N (S) = N (0) (i.e. shifts are allowed),
then the remaining quadratic dependence on Φ is amenable to exact integration, which yields
Z(ε) =
∫
Dσ exp
{
−N
4
[
trg σ2 +
t
N
trg τ3στ3σ
]}
· exp
{
− 12 Trg
µ
ln
[
E1+ 12ωL+ iΩL+ J− λ(Σ +
t
N
τ3Στ3)
]}
. (4.32)
The appropriate space of matrices σ is given by those which assume the form
σ = T−1(P − iηL)T , (4.33)
where the P , which represent massive modes, are essentially Hermitian and block-diagonal in the p-
index, and the T span the set of matrices defined by Eqs. (4.17) and Eq. (4.18) modulo the subgroup
that commutes with L. The positive constant η is required for convergence, and its precise value will be
determined from the saddle-point equation. Next, we write P − iηL = σ0 + δP , where σ0 is the unique
diagonal saddle-point that lies within the integration manifold, and δP are the fluctuations around it.
Thus we have σ = σG + T
−1δPT with σG = T
−1σ0T . The massive fluctuations can be integrated out
in the limit N →∞, which leads to an expression for Z(ε) identical with Eq. (4.32) except for the
replacement σ → σG everywhere.
With E = 0 and neglecting ω (which is assumed to be of order O(N−1)), the saddle-point equation
reads σ0 + σ
−1
0 = 0. Setting σ0 = x1+ yL leads to x = 0, y = ±i. According to Eq. (4.33), the correct
choice is σ0 = −iL. So we write σG = −iQ where Q ≡ T−1LT . Having set E = 0, we can write
Z(ε) =
∫
DQeiLeff (Q)eiLsource(Q;J) , (4.34)
16
where
iLeff(Q) = t
4
trg τ3Qτ3Q− 1
2
Trg
µ
ln(12ωL+ iΩL+ iλQ˜) (4.35)
and
iLsource(Q; J) = −1
2
Trg
µ
ln
[
1+
1
1
2ωL+ iΩL+ iλQ˜
J
]
, (4.36)
with
Q˜ ≡ Q+ t
N
τ3Qτ3 . (4.37)
The summation over the level index µ (implied in the trace ‘Trg’) can be performed by virtue of the
orthogonality relation of Eqs. (2.10, 2.11), from which one can derive the result
Tr
µ
(ω¯ +Ω)n = (N −M)ω¯n +
∑
c
(ω¯ +Xc)
n , (4.38)
for n = 1, 2, . . . and any constant ω¯. (In our case, ω¯ = −iω/2.) Consequently, Leff(Q) can be decomposed
according to Leff(Q) = Lfree(Q) + Lch(Q) with
iLfree(Q) = t
4
trg τ3Qτ3Q− N
2
trg ln(12ωL+ iλQ˜) ,
iLch(Q) = −1
2
∑
c
trg ln
[
1 +
1
1
2ωL+ iλQ˜
iXcL
]
. (4.39)
Next, we expand Lfree(Q) and Lch(Q) in the small quantities ω and t/N to leading order. Using the fact
that Q2 = 1, this yields
iLfree(Q) = − t
4
trg τ3Qτ3Q+
iNω
4λ
trgLQ ,
iLch(Q) = −1
2
∑
c
trg ln
(
1+
Xc
λ
LQ
)
. (4.40)
We note that iLfree(Q) coincides with the analogous quantity derived in Ref. 21. At this stage, we
implement the assumption of equivalent channels with ideal couplings, as already discussed in Section 2,
by setting Xc = λ for all c. Thus we obtain
iLch(Q) = −M
2
trg ln(1+ LQ) , (4.41)
noting that
∑
c 1 =M by definition. The source term can be treated similarly.
Letting ω → 0, we finally arrive at the expression
|Sab|2 =
∫
DQ exp
[
−M
2
trg ln(1+QL)− t
4
trgQτ3Qτ3
]
·
2∑
j=1
trg
[
1
1+QL
Ij(1)
1
1+QL
Ij(2)
]
. (4.42)
The space of the supermatrices Q can be parametrized by 16 real variables. These can be chosen to
comprise 2 ‘azimuthal’ angles, 3 ‘Cayley-Klein’ parameters, 8 anticommuting variables and 3 eigenvalues
17
(1 compact and 2 non-compact). All but the three eigenvalue parameters can be integrated out analyt-
ically. The final threefold integral giving the exact result for |Sab|2 in its maximally reduced analytical
form must be further evaluated numerically. Our result in Eq. (4.42) differs from that of Ref. 14 by the
appearance of the new source term containing I2(p) and the symmetry-breaking term involving τ
3 in the
exponent.
5 Exact Results
Using the method developed in Ref. 5, we can perform in Eq. (4.42) the integration over all the anti-
commuting as well as over several of the commuting variables used in the parametrization of Q. We are
then left with a threefold integration over real variables (the ‘eigenvalues’ in Efetov’s parametrization).
A summary of the technical details involved in the derivation is presented in Appendix B.
For ease of subsequent discussion, it is convenient to separate the exact result for |Sab|2 into two
contributions:
|Sab|2 = |S1|2 + |S2|2 , (5.1)
where |S1|2 represents the part arising from the first source term (j = 1) of Eq. (4.42) and |S2|2 that
from the second source term (j = 2). Then we have, for a 6= b,
|S1|2 = 1
2
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2
(
1 + λ
λ1 + λ2
)M
e−2t(λ
2
2−1)
[
1− λ
1 + λ
+
λ21 + λ
2
2 − 2
(λ1 + λ2)2
]
·
{
1
R2
[
(1− λ2)(1 + e−2t(1−λ2))− (λ21 − λ22)(1− e−2t(1−λ2))]
+
4t
R
[
(1− λ2)e−2t(1−λ2) + λ22
(
1− e−2t(1−λ2))]} , (5.2)
where
R = λ2 + λ21 + λ22 − 2λλ1λ2 − 1 . (5.3)
And,
|S2|2 = 1
2
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2
(
1 + λ
λ1 + λ2
)M
e−2t(λ
2
2−1)
1
R
·
{
−
(
1 + e−2t(1−λ
2) − 1− e
−2t(1−λ2)
t(1− λ2)
) 1− λ
(1 + λ)(λ1 + λ2)
·
[
(λ1 − λ2)
[
3 +
2
R (1 + λ)(λ1λ2 − λ)
]
+ 4t
[
(1 + λ)(λ2 − λλ1)− λ22(λ1 + λ2)
]]
+
(
1− e−2t(1−λ2))[1 + 2R (1− λ)(λ1λ2 − λ)
+
4t
λ1 + λ2
[
(1− λ)(λ2 − λλ1) + λ22(λ1 − λ2)
]]}
. (5.4)
18
We remark here that (i) for t = 0, |S2|2 = 0, so that only |S1|2 contributes to the GOE limit, while (ii)
for t→∞, |S1|2 = |S2|2, i.e. the two terms gives equal contributions to the GUE limit.
The S-matrix result above can be converted into a conductance by virtue of Eq. (1.2). We define the
quantity δg to represent the positive deviation of the mean conductance g from the GUE limit t→∞,
i.e.
δg(t,M) = g(t→∞,M)− g(t,M) . (5.5)
5.1 Analytical Results for Special Cases
For general values of t, one must resort to a numerical evaluation of Eqs. (5.1)–(5.4). However, various
special cases can be treated analytically. Here, we shall quote the results, relegating details of the
derivations to Appendices C and D. (a) In the GUE limit (t→∞), one integration drops out to yield
|Sab|2 =
∫ +1
−1
dλ
∫ ∞
1
dλ1
(
1 + λ
1 + λ1
)M
1
(λ1 − λ)2
[
1− λ
1 + λ
+
λ1 − 1
λ1 + 1
]
=
1
M
. (5.6)
The corresponding value of the mean conductance in this limit is then
gGUE(M) =
M
2
, (5.7)
in agreement with Eq. (1.8). The integral in Eq. (5.6) does indeed correctly represent the GUE limit
of |Sab|2. This was worked out separately along the lines of Ref. 14, replacing the GOE Hamiltonian
ensemble used there by a GUE Hamiltonian ensemble. (b) In the GOE limit (t = 0), one has, for a 6= b,
|Sab|2 = 1
2
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2
(
1 + λ
λ1 + λ2
)M
1− λ2
(λ2 + λ21 + λ
2
2 − 2λλ1λ2 − 1)2
·
[
1− λ
1 + λ
+
λ21 + λ
2
2 − 2
(λ1 + λ2)2
]
=
1
M + 1
. (5.8)
This leads to a mean conductance for zero field that is given by
gGOE(M) =
M2
2(M + 1)
. (5.9)
We have also checked that, after a suitable change of integration variables, the integral formula above
agrees with Eq. (8.10) of Ref. 14 upon setting Tc = 1 for all c and considering a 6= b. Details are provided
in Appendix C. (c) One can also perform a large-t expansion of Eqs. (5.1)–(5.4). For values M ≥ 2, one
obtains
|Sab|2 = 1
M
− M
M2 − 1
1
8t
+O
(
1
t2
)
. (5.10)
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The corresponding result for the large-t tail of the weak-localization term is
δg(t,M) =
M3
M2 − 1
1
16t
+O
(
1
t2
)
. (5.11)
The derivation of this result, which is not entirely straightforward, is outlined in Appendix D.
5.2 General Magnetic Field
For general values 0 < t <∞, the eigenvalue integrations in Eqs. (5.2, 5.4) can no longer be carried out
analytically. However, progress can made examining the implications of assuming that δg(t,M) is indeed
Lorentzian in the magnetic field: B ∼ φ/φ0 ∼
√
t. Accordingly, we write
δg(t,M) =
1
a+ bt
=
1/a
1 + (b/a)t
. (5.12)
The unknown parameters a and b can be determined completely from the three special cases discussed
above. To find a, we set t = 0 in Eq. (5.12). This gives
1
a
= δg(0,M)
= g(t→∞,M)− g(0,M)
=
M
2(M + 1)
(5.13)
with the help of Eqs. (5.6) and (5.6). To find b, we expand Eq. (5.12) in powers of 1/t, which yields
δg(t,M) =
1
bt
[
1
1 + a/(bt)
]
=
1
bt
+ · · · . (5.14)
Thus 1/b is the coefficient of 1/t in δg(t,M) as given in Eq. (5.11). Consequently, we see that
b
a
=
8(M − 1)
M2
. (5.15)
Substitution of Eqs. (5.13) and (5.15) into Eq. (5.12) gives us the result for the expected Lorentzian:
δg(t,M) =
M
2(M + 1)
1
1 +
8(M − 1)
M2
t
. (5.16)
6 Numerical Analysis
In order to verify whether Eq. (5.16) is indeed a good representation of Eqs. (5.1)–(5.4), we should
compute |Sab|2 numerically as a function of t and M . This data is most easily digested if we plot the
curves of reciprocal weak-localiztion versus t, i.e.
δg−1 =
2
M
[
1
M
− |Sab|2
]−1
vs t , (6.1)
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for various values of M . According to the Lorentzian hypothesis, we expect to find
δg−1(t,M) = a(M) + b(M)t , (6.2)
i.e. a straight line in t for each value of M .
Unfortunately, the exact integral expression for |Sab|2 as given by Eqs. (5.1)–(5.4) is not directly
amenable to numerical evaluation. It must first be subjected to a number of changes of integration
variable in order to improve the behaviour of the integrands. This procedure is outlined in Appendix E.
The numerical results for the curves specified by Eq. (6.1) are presented in Figures 5 and 6. One can
make the following observations: (i) For M = 2, 3, 4, 5, . . . and t <∼ 100, the numerical plots agree with
the ‘theoretical’ straight lines to better than 1 part in 102, and the degree of agreement improves as M
is increased. (ii) Odd values of M are unphysical, though the threefold integral remains well-defined.
This holds true even forM = 1. We observe, however, that the M = 1 curve deviates significantly from a
straight line. Moreover, Eq. (5.16) does not even make a sensible prediction for what straight line could
have been expected in this case. To illustrate the extent of the deviation, we plot in Figure 7 the weak-
localization term δg as a function of
√
t for M = 1, and compare it with the corresponding Lorentzians
obtained from fitting to the large-
√
t tail of the M = 1 curve, and also to its FWHM. The inference
that one draws from all this is that, viewing δg(t,M) as a continuous function of the real variable M , a
transition to almost Lorentzian behaviour happens somewhere in the region 1 < M < 2.
One technical point, especially relevant to the caseM = 1, that is worth mentioning is the following:
For given M , the quantity |S1|2 varies monotonically from the GOE value of 1/(M + 1) at t = 0 to half
the GUE value, viz. 1/(2M), in the limit t→∞. Thus forM = 1, it should remain constant with a value
of 12 in spite of its complicated structure in the variable t. This is precisely what is observed numerically.
7 Discussion
To determine the magnetic-field scale on which the GOE → GUE transition occurs, let us look at the
full width at half maximum (FWHM), which we shall denote by F1/2(M), of the δg versus
√
t curve:
δg = 1/[a+ b(
√
t)2]. From Eq. (5.16), it is easy to see that
F1/2(M) = 2
√
a
b
=
M√
2(M − 1)
∼
M≫1
√
M
2
. (7.1)
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Thus we conclude that the GOE → GUE transition is delayed as the number of open channels increases.
We should also observe from Eq. (5.16) that the limits t→∞ and M →∞ do not commute:
lim
t→∞
δg(t,M) = 0 for all M ,
lim
M→∞
δg(t,M) =
1
2
for all t . (7.2)
In the former case, one trivially remains in the GUE limit whatever the value of M , while in the latter,
no crossover is observed, with the GOE weak-localization term holding for all values of t.
This phenomenon can be related to two extreme cases in problems involving quasi-one-dimensional
rings. When one considers an isolated quasi-one-dimensional ring (hence not coupled to external channels)
such as in the calculation of persistent currents [5], the transition from GOE to GUE sets in very rapidly
with increasing flux angle — at a value around φ/φ0 ∼ [d/(πEc)]1/2, where Ec denotes the Thouless
energy. On the other hand, in the problem of AAS oscillations [24] in the same quasi-one-dimensional
ring now coupled to two leads carrying a large number of channelsM , one computes the weak-localization
term as an expansion in terms of diffusons and Cooperons [3]. Here, one does not observe a transition
to GUE behaviour for any value of the flux angle. The oscillations of the magneto-conductance persist
for all values of φ/φ0, as the Cooperon (a periodic function in φ/φ0) is never suppressed. The hypothesis
that the GOE → GUE transtion is delayed with increasing channel number clearly renders these two
distinct observations consistent.
The broadening of the Lorentzian with increasing channel number implied by Eq. (5.16) can be
simply understood in terms of the two relevant time scales that enter the problem. (i) We have τmix —
the average time taken by the time-reversal violating perturbation (due to B) to mix the GOE levels.
The width associated with this time scale is
Γmix =
2π
d
[
t
N
∣∣H(A)µν ∣∣2]
=
2πt
d
· λ
2
N2
, (7.3)
in which case
τmix =
h¯
Γmix
=
πh¯
2td
, (7.4)
since d = πλ/N . Thus, a stronger magnetic field requires a shorter time to mix the levels. (ii) We also
have τdec — the decay time of states in the internal region due to the coupling with the leads. The
associated width is given by
Γdec =
Md
2π
, (7.5)
and this leads to
τdec =
h¯
Γdec
=
2πh¯
Md
, (7.6)
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from which we see that for more open channels, the electrons spend less time within the stadium. There-
fore, an increase in the number of open channels implies a decrease in τdec, which means that the same
degree of time-reversal violation will require a smaller τmix; and this is achieved by a stronger magnetic
field. The ratio Γmix/Γdec ∼ t/M provides a measure of the time-reversal violation, and we note that for
M ≫ 1, δg depends on t only via the combination t/M . This feature is not explicit in the semiclassical
result of Ref. 12 but can be inferred indirectly [25, 26].
If one considers the problem of calculating δg(t,M) in the framework of the asymptotic expansion
of Refs. 1 and 3, which essentially proceeds in inverse powers ofM , then one is able to identify analogues
of the diffuson and Cooperon as Π−1D =M and Π
−1
C =M + 8t, respectively. Eq. (5.16) has a very simple
interpretation in terms of these quantities: If one considers M to be large (compared with unity) but
t/M not necessarily small, then one can write
δg(t,M) ∼
M≫1
2
(
M
2
)(
M
2
)
ΠDΠC , (7.7)
where the first three factors represent the spin degeneracy and the summations over the incoming and
outgoing channels. In this approach, a diffuson factor is always implied by the structure of the lowest-
order contribution to the source term, and reflects the coupling with the leads. With increasing t, the
Cooperon contribution is damped out, and with it δg.
We have treated the stadium billiard strictly as a one-particle system in which classical chaos and
magnetic flux combine to cause the GOE → GUE crossover transition. In actual fact, we should have
treated the stadium as a problem involving a large number (say A) of non-interacting electrons. In such
a system, the eigenvalues of the many-body Hamiltonian H =
∑A
j=1H(j) will not obey GOE (or GUE)
statistics, even if the eigenvalues of each of the single–particle Hamiltonians H(j), j = 1, . . . , A do. Does
this fact necessitate a rethinking of our method and of our results? The answer is no. Indeed, using the
argument of Ref. 27, one can easily show that for non-interacting fermions, it is legitimate to calculate
the single-particle scattering matrix without paying attention to the presence of the other fermions.
Finally, let us attempt a comparison of our theoretical result (5.16) with experimental data. There
are several reasons why a direct comparison of our Eq. (5.16) with the results of Ref. 7 for g is not
possible. First, the stadium used in the experiment possesses a twofold reflection symmetry. Hence, in
the closed stadium there exist classes of states pertaining to different quantum numbers with respect to
this symmetry. This fact is not taken into account in our modelling of the Hamiltonian. Second, the
stadium is known [28] to have a family of ‘bouncing ball’ orbits which might obscure the connection with
our random-matrix model. In view of the way the leads are attached to the stadium, it is likely that
these orbits affect the experiment only slightly. Thirdly, the data of Ref. 7 were obtained by averaging
23
over the gate voltage or, equivalently, over the number of channels and the area of the stadium. Finally,
the data show a marked dependence on temperature which we do not take into account. For purposes
of orientation, we nonetheless take the data of Ref. 7 at face value. For large B, the value of g is close
to 3. This suggests M ≈ 6, recalling that gGUE(M) =M/2. Insertion of this value of M into Eq. (5.9)
for the zero-field value of δg yields a theoretical prediction of 0.43, to be compared with a value of 1/3
experimentally. Also, one can write
√
t = kφ/φ0 = (0.24)kab , (7.8)
where a is the area of the stadium measured in (µm)2 and b is the magnetic field in units of mT. With
the aid of Eq. (7.1), this gives the theoretical FWHM in b to be
∆bFWHM =
1
0.24ka
√
M2
2(M − 1) ≃ 2.7 , (7.9)
for M = 6, a ≃ 0.5 (µm)2, and taking k ≈ 5.8. This value of k results from estimating the number n of
electrons in the stadium to be about two thousand and using the scaling relation
kn =
( n
400
)1/4
k400 = 3.87
( n
400
)1/4
, (7.10)
as discussed in Section 3. Both the values for the height of the Lorentzian and the FWHM differ somewhat
from what we read off the experimentally fitted Lorentzian shown as a dotted line in Figure 3(b) of Ref. 7,
namely 1/3 and 5 mT, respectively. The discrepancy is consistent with the presence in the experimental
data of effects, such as finite temperature and inelastic scattering, that will tend to wash out coherent
phenomena, and manifest themselves as a flattening of the peak and broadening of the width.
8 Conclusions
We have derived a universal expression for the flux and channel-number dependence of weak localiza-
tion, δg, in classically chaotic ballistic microstructures. For M ≥ 2, δg(t,M) is almost Lorentzian in
√
t ∼ B. The FWHM of δg(t,M) versus √t grows with channel number essentially as√M/2, so that the
GOE → GUE crossover occurs at t ∼M/8. This fact is arguably the most interesting result of this
paper: An increase in the number of channels causes an increasing delay in the GOE → GUE crossover
transition.
It is remarkable that for values of M as small as two, δg(t,M) is almost Lorentzian in
√
t ∼ B. This
is reminiscent of results for the S-matrix auto-correlation function versus energy in the GOE limit. In
Ref. 10, it was found that this function is close to Lorentzian even for small M provided all channels
have Tc = 1. For ‘inequivalent’ channels, i.e. channels with different Tc’s, marked deviations from the
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Lorentzian form occur for M as large as ten [10]. We speculate that, similarly, gating one of the leads
connected to the stadium may significantly affect the functional dependence of δg(t,M) on t.
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Appendix A
In this appendix, we collect the various constant matrices that appear throughout the paper. Matri-
ces arising from the graded structure of the theory and the symmetry-breaking due to the presence of
advanced and retarded components are given by
kαα
′
=
(
1 0
0 −1
)
αα′
, Lpp′ =
(
1 0
0 −1
)
pp′
, spp′ =
(
1 0
0 −k
)
pp′
. (A.1)
Matrices associated with the doubling of dimensionality in the GOE problem relative to the GUE are
given by
Λrr′ =
(
0 1
k 0
)
rr′
, C = s⊗ Λ . (A.2)
Matrices arising from the presence of magnetic field and the source terms are given by
τ3rr′ =
(
1 0
0 −1
)
rr′
, Ipp′(1) =
( −k 0
0 0
)
pp′
, Ipp′ (2) =
(
0 0
0 −k
)
pp′
. (A.3)
In all cases, the explicit indices indicate the space to which the displayed block structure pertains.
Appendix B
In Efetov’s parametrization, one writes Q = UDU , where
D =
(
cos θˆ i sin θˆ
−i sin θˆ − cos θˆ
)
, θˆ =
(
θˆB 0
0 θˆF
)
, (B.1)
with
θˆB = i
(
θ1 θ2
θ2 θ1
)
, θˆF =
(
θ 0
0 θ
)
, U =
(
u 0
0 v
)
, U =
(
u 0
0 v
)
, (B.2)
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and we have the relations u = u†, v = kv†k. The rows and columns of matrices of dimensions 8, 4 and 2
are labelled by the indices (p, α, r), (α, r), and r, respectively; the indices follow in lexicographical order.
(With α = 0, 1, this order differs from that of Efetov [15].) The 4 × 4 matrix u is itself expressed as a
product of two matrices u = u1u2 (whence u = u2u1) where
u1 =
(
1− 2ηη + 6(ηη)2 −2(1− 2ηη)η
2η(1− 2ηη) 1− 2ηη + 6(ηη)2
)
, u2 =
(
F1 0
0 F2
)
. (B.3)
Here,
η =
(
η1 η2−η∗2 −η∗1
)
, η = η† =
(
η∗1 η2
η∗2 η1
)
, (B.4)
and
F1 = exp(iφτ
3) , F2 =
(
w z
−z∗ w∗
)
, (B.5)
where |w|2 + |z|2 = 1. We note that F2 is an SU(2) matrix, which can be expressed in terms of uncon-
strained parameters according to
w =
(1 − im)2 − |m1|2
1 +m2 + |m1|2 , z =
−2im∗1
1 +m2 + |m1|2 . (B.6)
Similarly, we write v = v1v2 (whence v = v2v1) where
v1 =
(
1 + 2ρρ+ 6(ρρ)2 −2i(1 + 2ρρ)ρ
2iρ(1 + 2ρρ) 1 + 2ρρ+ 6(ρρ)2
)
, v2 =
(
Φ1 0
0 Φ2
)
. (B.7)
Here
ρ =
(
ρ1 ρ2−ρ∗2 −ρ∗1
)
, ρ = ρ† =
(
ρ∗1 ρ2
ρ∗2 ρ1
)
, (B.8)
and Φ1 = exp(iχτ
3), Φ2 = 1. The normalization of u’s and v’s is given by uu = vv = 1, ujuj = vjvj = 1,
for j = 1, 2.
In the parametrization given above, θ1, θ2, θ,m, φ, χ are real commuting variables, m1 is a complex
commuting variable, while η1, η
∗
1 , η2, η
∗
2 , ρ1, ρ
∗
1, ρ2, ρ
∗
2 are all anticommuting variables. If we also introduce
λ1 = cosh θ1, λ2 = cosh θ2 and λ = cos θ, then in terms of these final variables, the integration measure
on the space of Q-matrices is given by
DQ = 2(1− λ
2)
(64πR)2 dλ1dλ2dλDF2 dφdχ dη1dη
∗
1dη2dη
∗
2dρ1dρ
∗
1dρ2dρ
∗
2 , (B.9)
where R = λ21 + λ22 + λ2 − 2λλ1λ2 − 1 and DF2 denotes the SU(2) integration measure
DF2 = 4
π2(1 +m2 + |m1|2)3 dmd(Rem1) d(Imm1) . (B.10)
One should note that Eq. (B.9) assumes Efetov’s convention [15] for integrals over the anticommuting
variables,
∫
dχχ = 1, rather than the convention of Ref. 14, namely
∫
dχχ = (2π)−1/2. The integration
region corresponds to 1 < λ1, λ2 <∞, −1 < λ < 1, −∞ < m,Rem1, Imm1 <∞, 0 < φ, χ < π.
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To perform the Grassmann integration, we recall that only that part of the integrand which is of
the highest (eighth) order in the anticommuting variables contributes [5]. The M -dependent term of the
integrand depends solely on the generalized eigenvalues θ1, θ2, θ. By diagonalizing the matrix θˆ, we find
that
exp
{− 12M trg ln(1 +QL)} = Detg−M/2(1 +QL) = ( 1 + cos θcosh θ1 + cosh θ2
)M
. (B.11)
After making the substitution
(1 +QL)−1 = 12U
(
1 i sin θˆ(1 + cos θˆ)−1
i sin θˆ(1 + cos θˆ)−1 1
)
U , (B.12)
we find, for the symmetry-breaking and source terms, the explicit forms
trg(Qτ3Qτ3) = trg[(cos θˆ u2·u1τ3u1·u2)2
+ 2 sin θˆ u2·u1τ3u1·u2 sin θˆ v2·v1τ3v1·v2 + (cos θˆ v2·v1τ3v1·v2)2], (B.13)
trg[(1 +QL)−1I1(1)(1 +QL)
−1I1(2)] =
− 14 trg[(1 + cos θˆ)−1 sin θˆ u2·u1ku1·u2(1 + cos θˆ)−1 sin θˆ v2·v1kv1·v2], (B.14)
trg[(1 +QL)−1I2(1)(1 +QL)
−1I2(2)] =
− 14 trg[(1 + cos θˆ)−1 sin θˆ u2·u1kτ3u1·u2(1 + cos θˆ)−1 sin θˆ v2·v1kτ3v1·v2] . (B.15)
The anticommuting variables enter the traces in Eqs. (B.13)–(B.15) only via the matrices u1µu1 and
v1µv1, with µ = τ
3, k, kτ3. By employing Eqs. (B.3)–(B.8), we find that these matrices have the form
u1µu1 = UfµfU
†
f , v1µv1 = UgµgU
†
g , (B.16)
where Uf , Ug are the unitary matrices (UfU
†
f = UgU
†
g = 1) defined by
Uf =
(
1 0
0 exp(γf )
)
, Ug =
(
1 0
0 exp(γg)
)
, (B.17)
with
γf = 4
(
0 −η1η2
η∗1η
∗
2 0
)
, γg = 4
(
0 ρ1ρ2−ρ∗1ρ∗2 0
)
. (B.18)
We note that (i) the matrix Ug commutes with θˆ, v2 and v2, (ii) the matrix τ
3
f depends solely on η2, η
∗
2 ,
and (iii) the matrix τ3g depends solely on ρ2, ρ
∗
2. Making use of Eq. (B.16) and (i), we rewrite the traces
standing on the RHS of Eqs. (B.13)–(B.15) as follows:
trg(Qτ3Qτ3) = trg[(cos θˆ U †gu2Ufτ
3
fU
†
fu2Ug)
2
+ 2 sin θˆ U †gu2Ufτ
3
fU
†
fu2Ug sin θˆ v2τ
3
g v2 + (cos θˆ v2τ
3
g v2)
2] , (B.19)
trg[(1 +QL)−1I1(1)(1 +QL)
−1I1(2)] =
− 14 trg[(1 + cos θˆ)−1 sin θˆ U †gu2UfkfU †fu2Ug(1 + cos θˆ)−1 sin θˆ v2kgv2] , (B.20)
trg[(1 +QL)−1I2(1)(1 +QL)
−1I2(2)] =
− 14 trg[(1 + cos θˆ)−1 sin θˆ U †gu2Uf (kτ3)fU †fu2Ug(1 + cos θˆ)−1 sin θˆ v2(kτ3)gv2] . (B.21)
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The calculation can be greatly simplified by using a trick introduced in Section 4.1 of Ref. 5, which
involves passing from the SU(2) commuting variables specifying u2 to new (primed) SU(2) commuting
variables specifying u′2 defined by
u′2 = U
†
fu2Ug , u
′
2 = U
†
gu2Uf , (B.22)
with u′2 being the same function of the variables φ,m
′,m′1 as u2 is of the variables φ,m,m1. The new
commuting variablesm′,m′1 are functions of the old commuting variablesm,m1 and of the products η1η2,
η∗1η
∗
2 , ρ1ρ2 and ρ
∗
1ρ
∗
2. The Berezinian of this transformation of variables is equal to unity. For simplicity,
the primes will be suppressed in the sequel. We note also that the traces depend on the anticommuting
variables only via the matrices µf and µg. Furthermore, the exponential symmetry breaking term depends
only on the anticommuting variables η2, η
∗
2 , ρ2, ρ
∗
2:
trg(Qτ3Qτ3) = trg[(cos θˆ u2τ
3
f u2)
2 + 2 sin θˆ u2τ
3
f u2 sin θˆ v2τ
3
g v2 + (cos θˆ v2τ
3
g v2)
2]
= 8(sinh2 θ2 + |z|2 sin2 θ) + 64(η2η∗2 − ρ2ρ∗2)(cosh2 θ2 − cosh θ1 cosh θ2 cos θ − |z|2 sin2 θ)
− 64[η2ρ2 cosh θ1 sinh θ2 sin θ z∗ exp(−i(φ+ χ)) + c.c.]
+ 64[η2ρ
∗
2 sinh θ1 cosh θ2 sin θ w
∗ exp(−i(φ− χ)) + c.c.]
+ 256η2η
∗
2ρ2ρ
∗
2[cosh
2 θ1 − cosh2 θ2 + (|w|2 − |z|2) sin2 θ] . (B.23)
Thus,
exp{− 14 t trg(Qτ3Qτ3)} = exp{−2t(sinh2 θ2 + |z|2 sin2 θ)}
·{1− 16t(η2η∗2 − ρ2ρ∗2)(cosh2 θ2 − cosh θ1 cosh θ2 cos θ − |z|2 sin2 θ)
+ 16t[η2ρ2 cosh θ1 sinh θ2 sin θ z
∗ exp(−i(φ+ χ)) + c.c.]
− 16t[η2ρ∗2 sinh θ1 cosh θ2 sin θ w∗ exp(−i(φ− χ)) + c.c.]
− 64tη2η∗2ρ2ρ∗2[cosh2 θ1 − cosh2 θ2 + (|w|2 − |z|2) sin2 θ
+ 4t(cosh2 θ2 − cosh θ1 cosh θ2 cos θ − |z|2 sin2 θ)2
+ 4t sin2 θ(|w|2 sinh2 θ1 cosh2 θ2 + |z|2 cosh2 θ1 sinh2 θ2)]
}
. (B.24)
For working out the integral, only those parts of the source terms which, on multiplying Eq. (B.24),
yield terms of the eighth order in the anticommuting variables are of interest. The explicit forms of these
parts are as follows (cp = contributing part):
trg[(1 +QL)−1I1(1)(1 +QL)
−1I1(2)]
= − 14 trg[(1 + cos θˆ)−1 sin θˆ u2kfu2(1 + cos θˆ)−1 sin θˆ v2kgv2]
cp−→ −32η1η∗1ρ1ρ∗1(1− 8η2η∗2)(1 + 8ρ2ρ∗2)
28
·[(cosh2 θ1 + cosh2 θ2 − 2)(cosh θ1 + cosh θ2)−2 + sin2 θ (1 + cos θ)−2] , (B.25)
trg[(1 +QL)−1I2(1)(1 +QL)
−1I2(2)]
= − 14 trg[(1 + cos θˆ)−1 sin θˆ u2(kτ3)fu2(1 + cos θˆ)−1 sin θˆ v2(kτ3)gv2]
cp−→ −32η1η∗1ρ1ρ∗1(cosh θ1 + cosh θ2)−1(1 + cos θ)−1
·{(1 − 16η2η∗2)(1 + 16ρ2ρ∗2)(cosh θ1 + cosh θ2)(1 − cos θ)(|w|2 − |z|2)
+ (cosh θ1 − cosh θ2)(1 + cos θ) + [16η2ρ2 sinh θ2 sin θ z∗ exp(−i(φ+ χ)) + c.c.]
− [16η2ρ∗2 sinh θ1 sin θ w∗ exp(−i(φ− χ)) + c.c.]
}
. (B.26)
Using Eqs. (B.24)–(B.26), the desired leading part of the integrand (i.e. eighth order in the anticommuting
variables) can be found. This part is independent of φ and χ, and its dependence on the SU(2) variables
is carried by the factors xn exp(ax), where a = t sin2 θ and x = |w|2 − |z|2. (The index n ranges over
n = 0, 1, 2 for the source term of Eq. (B.25), and over n = 0, 1, 2, 3 for the source term of Eq. (B.26).)
The integrals over the anticommuting variables and over the angles φ and χ can now be easily done. In
particular, the integration over the SU(2) parameters can be carried out with the help of the formula
(Section 4.2 of Ref. 5) ∫
DF2 xneax = d
n
dan
(
sinh a
a
)
(B.27)
for n = 0, 1, 2, 3. Having performed these integrations, we finally obtain |Sab|2 in the form of Eqs. (5.1)–
(5.4).
Appendix C
GUE Limit
We begin our discussion of the GUE limit (t→∞) by outlining the derivation of the integral appearing
in Eq. (5.6). For |S1|2, the contribution that survives the large-t limit in Eq. (5.2) comprises the term
whose coefficient is 4t, but neglecting the exponentials e−2t(1−λ
2), i.e.
|S1|2 ∼
t→∞
1
2
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2
(
1 + λ
λ1 + λ2
)M
e−2t(λ
2
2−1)
[
1− λ
1 + λ
+
λ21 + λ
2
2 − 2
(λ1 + λ2)2
]
4tλ22
R . (C.1)
For t≫ 1, this integral is dominated by the region λ2 ∼ 1. Thus we write λ2 = 1 + z, so that
e−2t(λ
2
2−1) = e−4tz(1− 2tz2 + · · ·) . (C.2)
The rest of the integrand should also be expanded in powers of x, retaining only the lowest order contri-
butions. This is equivalent to the replacement λ2 → 1 everywhere except in the exponential on the RHS
of Eq. (C.2). We note that
R ∼
λ2→1
(λ1 − λ)2 . (C.3)
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The exponential integral over z can now be trivially carried out, and we obtain exactly half the integral
expression of Eq. (5.6). The contribution to |S2|2 in Eq. (5.4) that survives the large-t limit consists of
the terms with coefficient 4t, upon neglecting the exponentials e−2t(1−λ
2). This can be simplified to
|S2|2 ∼
t→∞
4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2
(
1 + λ
λ1 + λ2
)M
e−2t(λ
2
2−1)
1
R·
λ22(λ1 − λλ2)
(1 + λ)(λ1 + λ2)
. (C.4)
To extract the large-t limit completely, the procedure used above for |S1|2 can be employed; namely,
we write λ2 = 1+ z and expand in z except for e
−4tz. This also yields half the integral expression of
Eq. (5.6), and hence the result is established.
To now evaluate the GUE integral of Eq. (5.6) analytically, we first cast it in the equivalent form
|SGUE|2 = 2
∫ +1
−1
dλ
∫ ∞
1
dλ1
(
1 + λ
1 + λ1
)M
1
λ1 − λ ·
1
(1 + λ)(1 + λ1)
. (C.5)
Then we make the change of variables
λ =
1− w
1 + w
,
λ1 =
1− w
1 + w
+
2x
1 + w
. (C.6)
The corresponding Jacobian is given by
∂(λ, λ1)
∂(x,w)
=
4
(1 + w)3
, (C.7)
and we also note that
1
λ1 − λ =
1 + w
2x
,
1
(1 + λ)(1 + λ1)
=
(1 + w)2
4(1 + x)
,
1 + λ
1 + λ1
=
1
1 + x
. (C.8)
Putting all this together, we obtain
|SGUE|2 =
∫ ∞
0
dx
∫ x
0
dw
1
x(1 + x)M+1
=
1
M
. (C.9)
GOE Limit
To bring the integral in Eq. (5.8) into the form that appears in Ref. 14, we apply the transformation
λ = 1− 2µ ,
λ1 =
[
(1 + µ1)(1 + µ2) + µ1µ2 + 2
√
µ1(1 + µ1)µ2(1 + µ2)
]1/2
,
λ2 =
[
(1 + µ1)(1 + µ2) + µ1µ2 − 2
√
µ1(1 + µ1)µ2(1 + µ2)
]1/2
, (C.10)
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after re-expressing the non-compact integration in Eq. (5.8) as one over the triangular region λ2 ≤ λ1 <∞,
1 ≤ λ2 <∞, so that λ1 − λ2 ≥ 0 everywhere. The associated Jacobian is given by
∂(λ, λ1, λ2)
∂(µ, µ1, µ2)
=
µ1 − µ2√
µ1(1 + µ1)µ2(1 + µ2)
, (C.11)
and we note that
R = 4(µ+ µ1)(µ+ µ2) . (C.12)
This allows us to write
|Sab|2 = 1
8
∫ 1
0
dµ
∫ ∞
0
dµ1
∫ ∞
0
dµ2
|µ1 − µ2|√
µ1(1 + µ1)µ2(1 + µ2)
(1− µ)M
[(1 + µ1)(1 + µ2)]
M/2
µ(1− µ)
(µ+ µ1)2(µ+ µ2)2
[
2
1− µ −
1
1 + µ1
− 1
1 + µ2
]
. (C.13)
which agrees with Eq. (8.10) of Ref. 14 for a 6= b, having set Tc = 1 for all c.
We now show how to evaluate the GOE integral exactly. With the help of the identity (D.18), the
GOE limit of |Sab|2, as given in Eq. (5.8), can be written as
|SGOE|2 = 2
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2
(
1 + λ
λ1 + λ2
)M
1− λ
(λ1 + λ2)2
1
R
[
1 +
(1 + λ)(λ1λ2 − λ)
R
]
. (C.14)
Further simplification results from observing that
∂
∂λ
(
1
R
)
=
2(λ1λ2 − λ)
R2 , (C.15)
in which case
|SGOE|2 =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2
(
1 + λ
λ1 + λ2
)M+2
1− λ
1 + λ
[
2
1 + λ
1
R +
∂
∂λ
(
1
R
)]
=
∫ +1
−1
dλ
1
1 + λ
[
1− (M − 1)1− λ
1 + λ
] ∫ ∞
1
dλ1
∫ ∞
1
dλ2
(
1 + λ
λ1 + λ2
)M+2
1
R (C.16)
after an integration by parts.
Next, we make the change of integration variables (λ1, λ2) 7→ (λ, α), where
λ1 = 1 +
1
2 (λ − 1)(1 + α) ,
λ2 = 1 +
1
2 (λ − 1)(1− α) , (C.17)
the associated Jacobian being
∂(λ1, λ2)
∂(λ, α)
= 12 (λ− 1) . (C.18)
Then
|SGOE|2 = 1
2
∫ +1
−1
dα
∫ +1
−1
dλ
[
1− (M − 1)1− λ
1 + λ
] ∫ ∞
1
dλ
(
1 + λ
1 + λ
)M+2
λ− 1
R , (C.19)
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and we have
R = (λ− λ)2 − 12 (1 + λ)(λ − 1)2(1− α2) . (C.20)
We are now in a position to implement the change of variables on the pair (λ, λ) given in Eq. (C.6) (with
λ1 replaced by λ there), followed by setting w = x(1 − v). This leads to the representation
|SGOE|2 =
∫ ∞
0
dx
ℓ1(x)
(1 + x)M+2
− (M − 1)
∫ ∞
0
dx
xℓ2(x)
(1 + x)M+2
, (C.21)
where
ℓ1(x) =
∫ 1
0
dα
∫ 1
0
dv
v
(1− v)(x + 1 + v) + α2v2 ,
ℓ2(x) =
∫ 1
0
dα
∫ 1
0
dv
v(1 − v)
(1− v)(x + 1 + v) + α2v2 . (C.22)
The α-integration can be performed, to yield the expressions
ℓ1(x) =
∫ 1
0
dv
1√
(1− v)(x + 1 + v) artan
v√
(1− v)(x + 1 + v) ,
ℓ2(x) =
∫ 1
0
dv
√
1− v
x+ 1 + v
artan
v√
(1− v)(x + 1 + v) . (C.23)
The integrals in Eqs. (C.23) are easily done for the special case of x = 0, and give the results
ℓ1(0) = π
2/8, ℓ1(0)− ℓ2(0) = 1. For general values of x, we can proceed by making the change of inte-
gration variable
v =
(
1− x
2
)
− x
2
u (C.24)
and introducing the quantity
β =
x/2
1 + x/2
. (C.25)
Then we obtain
ℓ1(x) =
∫ 1
β
du
1√
1− u2 artan
u− β√
1− u2 ,
ℓ2(x) =
(
1 +
x
2
) ∫ 1
β
du
1− u√
1− u2 artan
u− β√
1− u2 . (C.26)
The derivatives with respect to β have simple forms:
dℓ1
dβ
= − ln(1 + β)
2β
,
dℓ˜2
dβ
= −1− β
2β
[
1− ln(1 + β)
β
]
, (C.27)
where we have introduced
ℓ˜2(x) ≡ ℓ2(x)/(1 + x/2) . (C.28)
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Now, after some integrations by parts, we can write
|SGOE|2 = ℓ1(0)− ℓ2(0)
M + 1
+
1
M + 1
∫ ∞
0
dx
ℓ′1(x)
(1 + x)M+1
− 1
2
∫ ∞
0
dx
ℓ˜′2(x)
(1 + x)M−1
+
M − 1
2(M + 1)
∫ ∞
0
dx
ℓ˜′2(x)
(1 + x)M+1
=
1
M + 1
+
∫ 1
0
dβ
(
1− β
1 + β
)M
1
1 + β
[
1− ln(1 + β)
β
]
+
1
2(M + 1)
∫ 1
0
dβ
β
(
1− β
1 + β
)M+1 [
1− β − ln(1 + β)
β
]
. (C.29)
After noting that (
1− β
1 + β
)M
1
(1 + β)2
= − 1
2(M + 1)
d
dβ
(
1− β
1 + β
)M+1
(C.30)
and
d
dβ
{
(1 + β)
[
1− ln(1 + β)
β
]}
= − 1
β
[
1− β − ln(1 + β)
β
]
, (C.31)
and using this to perform a further partial integration on the first integral on the RHS of Eq. (C.29), it
becomes clear that the two integrals in Eq. (C.29) cancel each other, leaving us with the desired result
of Eq. (5.8) in the main text.
Appendix D
Preliminaries
If we re-express R in terms of the variables (x,w, z) introduced in the previous appendix, and then make
the further change of variables (w, z) 7→ (v′, z′), where w = vx, z = 2xz′, we obtain the form
R = 4x
2
(1 + vx)2
Dxv (z
′) , (D.1)
with
Dxv (z
′) ≡ (z′ + 1 + vxz′)2 − 4(1− v)z′ . (D.2)
Now, in the large-t asymptotic expansion, due to the exponential factor e−4tz = e−8txz
′
, the significant
domain of the integration is confined to values xz′ ≪ 1, and hence vxz′ ≪ 1 (since 0 ≤ v ≤ 1). Since also
z′ > 0, we can always make the replacement 1− vxz′ ∼ 1 in our expression for Dxv (z′), valid for large t.
Thus, we have
Dxv (z
′) ∼
t≫1
(z′ + 1)2 − 4(1− v)z′ = D0v(z′) . (D.3)
We introduce the notation Dv(z) ≡ D0v(z), and also note that one can write Dv(z) = (z − 1)2 + 4vz.
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Likewise (in view of xz′ ≪ 1, vxz′ ≪ 1), we can make the following identifications and large-t re-
placements:
λ1λ2 − λ = 2x
1 + vx
[1 + (2− v)xz′ + z′]
∼
t≫1
2x
1 + vx
(1 + z′) , (D.4)
λλ2 − λ1 = − 2x
1 + vx
[1 + vxz′ − z′]
∼
t≫1
− 2x
1 + vx
(1 − z′) , (D.5)
λ2 − λλ1 = 2x
(1 + vx)2
[2v(1 + xz′) + vx(1 + vxz′)− 1 + z′]
∼
t≫1
2x
(1 + vx)2
(2v − 1 + vx+ z′) . (D.6)
We should note that, in these combinations of the λ’s, it is not justified to simply make the substitution
λ2 = 1 (i.e. z
′ = 0) in the asymptotic expansion, even when only leading order in t is sought, because it
is not necessarily true that the significant integration region is confined to z′ ≪ 1.
The following result will be used extensively in the subsequent discussion: Suppose that f(x) is a
function such that f(x→∞) ∼ f∞(x) = Cxν . Then, (i) if ν < −1, we have∫ ∞
0
dx
f(tx)
(1 + x)M+1
∼
t≫1
1
t
∫ ∞
0
dx f(x) ; (D.7)
(ii) if ν > −1, we have ∫ ∞
0
dx
f(tx)
(1 + x)M+1
∼
t≫1
tν
∫ ∞
0
dx
f∞(x)
(1 + x)M+1
; (D.8)
(iii) if ν = −1, we have∫ ∞
0
dx
f(tx)
(1 + x)M+1
∼
t≫1
1
s
{∫ 1
0
dx f(x) +
∫ ∞
0
[
f(x)− C
x
]
+ C
[
ln t−
M∑
j=1
1
j
]}
. (D.9)
It is useful to note that with f(x→∞) ∼ Cx−1 and f(x) of the form
f(x) =
∫ ∞
0
e−8xzg(z) , (D.10)
in which case we must have g(0) = 8C, Eq. (D.9) reads∫ ∞
0
dx
f(tx)
(1 + x)M+1
∼
t≫1
1
8s
{∫ ∞
1
dz
g(z)
z
+
∫ 1
0
g(z)− 8C
z
+ 8C
[
ln 8t+ ln γ −
M∑
j=1
1
j
]}
, (D.11)
where γ denotes Euler’s number.
It is also useful to define various functions for later convenience:
g1(z) ≡
∫ 1
0
dv
1
Dv(z)
=
1
4z
ln
(
1 + z
1− z
)2
, (D.12)
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and we have g1(0) = 1, g1(z →∞) ∼ z−2;
g2(z) ≡
∫ 1
0
dv
2v
Dv(z)
=
1
2z
[
1− (1− z)
2
4z
ln
(
1 + z
1− z
)2]
, (D.13)
and we have g2(0) = 1, g2(z →∞) ∼ z−2. Finally,
g3(z) ≡
∫ 1
0
dv
2v
D2v(z)
=
1
8z2
[
ln
(
1 + z
1− z
)2
+
(
1− z
1 + z
)2
− 1
]
. (D.14)
Here we have g3(0) = 1, g3(z →∞) ∼ z−4. Various integrals involving these functions can be established.
These include ∫ ∞
0
dz g1(z) =
∫ ∞
0
dz g2(z) =
π2
4
,
∫ ∞
0
dz
g1(z)− 1
z2
= 0 . (D.15)
Also, ∫ ∞
0
dz g3(z) = 1 ,
∫ 1
0
dz
g3(z)− 1
z
+
∫ ∞
1
dz
g3(z)
z
= − 12 . (D.16)
Large-t Expansion
We isolate from the full expression (5.2), four distinct contributions to the O(t−1) term in |S1|2:
L1 = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+2
λ22
(1 + λ)3
[
1 +
(1 + λ)(λ1λ2 − λ)
R
]
,
A1 =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+2
1
(1 + λ)3
[
1 +
(1 + λ)(λ1λ2 − λ)
R
]
·1− λ
2 − λ21 + λ22
R ,
B1 = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+2
1
(1 + λ)3
[
1 +
(1 + λ)(λ1λ2 − λ)
R
]
·(1− λ2 − λ22)e−2t(1−λ
2) ,
C1 =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+2
1
(1 + λ)2
λ1λ2 − λ
R2
·(1− λ2 + λ21 − λ22)e−2t(1−λ
2) . (D.17)
The quantity L1 contains the term of leading order in t
−1, i.e. half the GUE limit, and can be seen to be
equivalent to the RHS of Eq. (C.1) upon making use of the identity
1− λ
1 + λ
+
λ21 + λ
2
2 − 2
(λ1 + λ2)2
=
2R
(1 + λ)(λ1 + λ2)2
[
1 +
(1 + λ)(λ1λ2 − λ)
R
]
. (D.18)
We need to expand this term to first order is t−1. The integrand of A1 comprises the terms whose
t-dependence resides in the common factor of exp[−2t(λ22 − 1)]. This contribution is non-leading, and
its large-t limit will yield a term of order O(t−1). The integrand of B1 comprises the terms whose t-
dependence resides in the common factor of 4t exp[−2t(λ22 − 1)] exp[−2t(1− λ2)]. This contribution is
also non-leading, and its large-t limit will yield a term of order O(t−1). The term C1 would appear to be
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of higher order in t−1. However, because of the singular nature of the factor R−2, naive power counting
does not apply, and C1 does in fact contribute at order O(t
−1). There are four analogous contributions
to the O(t−1) term in the expression (5.4) for |S2|2, given by
L2 = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+1
λ22
(1 + λ)2
λ1 − λλ2
R ,
A2 =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+1
1
(1 + λ)2
1
R
·
[
4λ2 − λ1 − λλ2 + 2R (1− λ
2)(λ1λ2 − λ)λ2 − 2λ
2
2(λ1 + λ2)
1 + λ
]
,
B2 = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+1
1
(1 + λ)2
1
R
· [(λ2 − λλ1)(λ22 + λ2 − 1)] e−2t(1−λ2) ,
C2 =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+1
1− λ
1 + λ
λ1(λ1λ2 − λ)
R2 . (D.19)
One deals with L1 and L2 most easily by combining them into L = L1 + L2. Then
L = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+2
λ22
(1 + λ)3
+ 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+2
λ22
(1 + λ)3
1
R
·
[
(λ1 − λ)2 + 2(λ2 + λ)(λ1 − λ)− λ(λ2 − 1)2
]
. (D.20)
Next, we write L = |SGUE|2 + δL which isolates the part that is zeroth order in t−1. To extract δL,
which denotes the contribution of order O(t−1), we must expand the integrand, save for e−4tz, to
first or second order in z = λ2 − 1. We shall split the result of the expansion into three components,
δL = δL′ + δL′′ + δL′′′, where δL′ represents contribution from the first term on the RHS of Eq. (D.20),
δL′′ is the contribution coming from the expression in square brackets in the second term on the RHS of
Eq. (D.20), and δL′′′ denotes the rest. Then we have
δL′ = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
(
1 + λ
1 + λ1
)M+2
1
(1 + λ)3
∫ ∞
0
dz e−4tz
[
−2tz2 + 2z − (M + 2) z
1 + λ1
]
=
1
16t
[
2
∫ ∞
0
dx
x
(1 + x)M+2
∫ 1
0
dv − (M + 2)
∫ ∞
0
dx
x
(1 + x)M+3
∫ 1
0
dv (1 + vx)
]
=
1
16t
[
1
M
− 2
M + 1
]
. (D.21)
Next,
δL′′ = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+2
1
(1 + λ)3
2z(λ1 − λ)− z2λ
R
∼
t≫1
4t
∫ ∞
0
dx
x2
(1 + x)M+2
∫ 1
0
dv (1 + vx)
∫ ∞
0
dz e−8txz
2z − z2
Dv(z)
. (D.22)
The contribution involving z2 is non-leading, being of order O(ln t/t2), while in the rest we can set
36
Dv(z) ∼ Dv(0) = 1 by virtue of Eq. (D.7), to obtain
δL′′ ∼
t≫1
1
8t
∫ ∞
0
dx
1
(1 + x)M+2
∫ 1
0
dv (1 + vx)
=
1
16t
[
1
M
+
1
M + 1
]
. (D.23)
It is convenient to split δL′′′ into a sum of two terms δL′′′ = δL′′′1 + δL
′′′
2 . For the first term, we write
δL′′′1 = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+2
1
(1 + λ)3
1
R
·
[
−2tz2 + 2z − (M + 2) z
1 + λ1
]
[(λ1 − λ)2 + 2(1 + λ)(λ1 − λ)] . (D.24)
Due to the presence of the factor λ1 − λ in the numerator, it is safe here to set R ∼z→0 (λ1 − λ)2 for
large t. This results in
δL′′′1 =
1
4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
(
1 + λ
1 + λ1
)M+2
1
(1 + λ)3
[
1 +
2(1 + λ)
λ1 − λ
] [
1− M + 2
1 + λ1
]
=
1
16t
∫ ∞
0
dx
x+ 2
(1 + x)M+3
∫ 1
0
dv [2(1 + x) − (M + 2)(1 + vx)]
=
1
16t
[
−2 + 1
M
+
1
M + 1
]
. (D.25)
The remaining contribution to δL′′′ is given by
δL′′′2 = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+2
1
(1 + λ)3
[(λ1 − λ)2 + 2(1 + λ)(λ1 − λ)]
·
[
1
R −
1
(λ1 − λ)2
]
. (D.26)
Using the relation
(λ1 − λ)2
R − 1 ∼t≫1
Dv(z
′)− 1 + 2vxz′
Dv(z′)
, (D.27)
we find
δL′′′2 ∼
t≫1
4t
∫ ∞
0
dx
x(x+ 2)
(1 + x)M+2
∫ 1
0
dv
∫ ∞
0
dz e−8txz
[(
1
Dv(z)
− 1
)
− 2vxz
Dv(z)
]
= δL′′′2a + δL
′′′
2b , (D.28)
where the two components pick out each of the two terms in the square brackets, respectively. In δL′′′2b,
we are allowed by Eq. (D.8) to set Dv(z) ∼ Dv(0) = 1, and so obtain
δL′′′2b ∼
t≫1
− 1
8t
∫ ∞
0
dx
x+ 2
(1 + x)M+2
∫ 1
0
dv v
= − 1
16t
[
1
M
+
1
M + 1
]
. (D.29)
The component δL′′′2a can be expressed as
δL′′′2a =
∫ ∞
0
dx
f(tx)
(1 + x)M+1
+
∫ ∞
0
dx
f(tx)
(1 + x)M+2
, (D.30)
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where
f(x) = 4x
∫ ∞
0
dz e−8xz[g1(z)− 1] ∼
x→∞
−1
3
1
(8x)2
. (D.31)
In this case, Eq. (D.7) implies that
δL′′′2a ∼
t≫1
2
t
∫ ∞
0
dx f(x) = − 1
8t
∫ ∞
0
dz
g1(z)− 1
z2
. (D.32)
We see from Eq. (D.15) that δL′′′2a vanishes up to order O(t
−1), and consequently only δL′′′2b survives in
δL′′′2 . Collecting together Eqs. (D.21), (D.23) (D.25) and (D.29), we obtain
δL ∼
t≫1
1
16t
[
−2 + 2
M
− 1
M + 1
]
. (D.33)
To extract the large-t limit of A1, we proceed as above by writing λ2 = 1 + z and expanding the
integrand to lowest order in z, except for e−4tz and the combinations in Eqs. (D.4)–(D.5) which are kept
intact. But first we re-express A1 as
A1 =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+2
1
(1 + λ)3
[
(1 + λ)(λ1λ2 − λ)
R + 1
]
·
[
2λ2(λ2 − λλ1)
R − 1
]
. (D.34)
It is now convenient to write A1 = A
(0)
1 +A
(1)
1 +A
(2)
1 , where A
(n)
1 denotes the contribution to A1, as
given above, involving the factor 1/Rn. So, we have
A
(0)
1 ∼t≫1 −
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+2
1
(1 + λ)3
= − 1
8s
∫ ∞
0
x
(1 + x)M+2
∫ 1
0
dv
= − 1
8t
[
1
M
− 1
M + 1
]
. (D.35)
Next, if we note that by Eqs. (D.4) and (D.6) we can make the replacement
2λ2(λ2 − λλ1)− (1 + λ)(λ1λ2 − λ) ∼
t≫1
4x
(1 + vx)2
[2(v − 1) + vx] , (D.36)
then we have
A
(1)
1 ∼
t≫1
−
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+2
1
(1 + λ)3
1
R
·[2λ2(λ2 − λλ1)− (1 + λ)(λ1λ2 − λ)]
∼
t≫1
∫ ∞
0
dx
x
(1 + x)M+2
∫ 1
0
dv
∫ ∞
0
dz e−8txz
2(v − 1) + vx
Dv(z)
∼
t≫1
∫ ∞
0
dx
1
(1 + x)M+2
∫ 1
0
dv [2(v − 1) + vx]
=
1
16t
[
1
M
− 3
M + 1
]
. (D.37)
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The observation that
2(λ2 − λλ1)
R = −
∂
∂λ2
(
1
R
)
(D.38)
allows us to express A
(2)
1 in a form that is amenable to integration by parts. It is convenient to do so in
order to avoid the emargence of singular integrals (convergent only as principal values) in the process of
reducing to the large-t limit. Accordingly, we write
A
(2)
1 ∼
t≫1
−
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+2
1
(1 + λ)2
(λ1λ2 − λ) ∂
∂z
(
1
R
)
∼
t≫1
−
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+2
1
(1 + λ)2
·
{
4t
[
λ1 − λ
R −
1
λ1 − λ
]
− (1− 4tz)λ1R
}
= A
(2a)
1 +A
(2b)
1 . (D.39)
Let us first deal with A
(2b)
1 . We can write this component as
A
(2b)
1 =
(
1 + t
d
dt
)
A˜
(2b)
1 (D.40)
with
A˜
(2b)
1 =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dze−4tz
(
1 + λ
1 + λ1
)M+2
λ1
(1 + λ)2
1
R
∼
t≫1
1
2
∫ ∞
0
dx
1
(1 + x)M+2
∫ 1
0
dv [(2− v)x + 1]
∫ ∞
0
dz e−8txz
1
Dv(z)
. (D.41)
Now, the leading contribution to the term involving (2− v), which is of order O(t−1), is annihilated by
the differential operator in Eq. (D.40). In the rest, only the logarithmic term, whose presence follows
from Eq. (D.9), survives. Thus, we obtain
A˜
(2b)
1 ∼t≫1
1
2
(
1 + t
d
dt
)∫ ∞
0
dx
1
(1 + x)M+2
∫ ∞
0
dz e−8txzg1(z)
∼
t≫1
1
16
(
1 + t
d
dt
)
ln t
t
=
1
16t
. (D.42)
Finally, we have
A
(2a)
1 ∼t≫1− 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+2
λ1 − λ
(1 + λ)2
[
1
R −
1
(λ1 − λ)2
]
. (D.43)
With the help or Eq. (D.27), this can be reduced to the form
A
(2a)
1 ∼t≫1− 4t
∫ ∞
0
dx
x
(1 + x)M+2
∫ 1
0
dv
∫ ∞
0
dz e−8txz
[(
1
Dv(z)
− 1
)
− 2xvz
Dv(z)
]
. (D.44)
One should note that this expression for A
(2a)
1 has a structure very similar to that of δL
′′′
2 in Eq. (D.28),
and an almost identical analysis leads to the result
A
(2a)
1 ∼t≫1
1
16t
1
M + 1
. (D.45)
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Adding together all contributions to A
(2)
1 and combining thus with the results (D.35) for A
(0)
1 and (D.37)
for A
(1)
1 , we see that
A1 ∼
t≫1
1
16t
(
1− 1
M
)
. (D.46)
To extract the large-t limit of A2, we also split it into a sum of regular and singular parts,
A2 = A
(1)
2 +A
(2)
2 , where A
(n)
2 denotes the contribution to A2 in Eq. (D.19) that involves 1/Rn. Then
A
(1)
2 =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)
(
1 + λ
λ1 + λ2
)M+1
1
(1 + λ)3
1
R
·{2λ2[(1− λ2)− (λ1 − λ)] + (1 + λ)(λ1λ2 − λ) + 2λ2(1− λ2)} ,
= A
(1a)
2 +A
(1b)
2 +A
(1c)
2 , (D.47)
where the three components pick out each of the three terms in the braces, respectively. The first
component yields
A
(1a)
2 ∼t≫1 2
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+1
1
(1 + λ)3
(1− λ2)− (λ1 − λ)
R
∼
t≫1
∫ ∞
0
dx
x
(1 + x)M+1
∫ 1
0
dv [(2v − 1) + vx]
∫ ∞
0
dz e8txz
1
Dv(z)
∼
t≫1
− 1
16t
[
1
M − 1 −
1
M
]
, (D.48)
having set Dv(z) ∼ Dv(0) = 1 by virtue of Eq. (D.8). With the aid of Eq. (D.5), the second component
gives us
A
(1b)
2 ∼t≫1
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+1
1
(1 + λ)2
λλ2 − λ1
R
∼
t≫1
−
∫ ∞
0
dx
x
(1 + x)M+1
∫ ∞
0
dz e8txz(1− z)
∫ 1
0
dv
1
Dv(z)
. (D.49)
The term involving z is non-leading, being of order O(ln t/t2), while in the rest we can set
Dv(z) ∼ Dv(0) = 1 to obtain
A
(1b)
2 ∼t≫1 −
1
8t
1
M
. (D.50)
The contribution from the third component A
(1c)
2 is of higher order O(ln t/t
2), and hence discarded. On
combining the three components, we obtain
A
(1)
2 ∼t≫1 −
1
16t
[
1
M
+
1
1 +M
]
. (D.51)
Taking account of Eq. (D.4), we have for A
(2)
2 ,
A
(2)
2 ∼t≫1 2
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tz
(
1 + λ
1 + λ1
)M+1
1− λ
1 + λ
λ1λ2 − λ
R2
∼
t≫1
∫ ∞
0
dx
1
(1 + x)M+1
∫ ∞
0
dz e−8txz(1 + z)
∫ 1
0
dv
2v
D2v(z)
. (D.52)
40
We express this as
A
(2)
2 ∼t≫1
∫ ∞
0
dx
f1(tx)
(1 + x)M+1
+
∫ ∞
0
dx
f2(tx)
(1 + x)M+1
, (D.53)
where
f1(x) =
∫ ∞
0
dz e−8xzg3(z) ∼
x→∞
1
8x
,
f2(x) =
∫ ∞
0
dz e−8xzzg3(z) ∼
x→∞
1
(8x)2
. (D.54)
Then, Eq. (D.7) applied to f2(x) and Eq. (D.11) applied to f1(x), together with the integral identities
(D.16), imply that
A
(2)
2 ∼t≫1
1
8t
[
1
2
+ ln 8t+ ln γ −
M∑
j=1
1
j
]
. (D.55)
The full result for A2 is obtained by adding Eqs. (D.51) and (D.55).
The sum B = B1 +B2 can be simplified to yield
B = 4t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ2−1)e−2t(1−λ
2)
(
1 + λ
λ1 + λ2
)M+2
λ21 − 1
(1 + λ)2
1− λ2 − λ22
R
∼
t≫1
−2t
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tze−2t(1−λ
2)
(
1 + λ
1 + λ1
)M+1
λ1 − 1
(1 + λ)2
1
R
∼
t≫1
−8t
∫ ∞
0
dx
x
(1 + x)M+1
∫ 1
0
dv e−8txv(1− v)
∫ ∞
0
dz e−8txz
1
Dv(z)
=
2∑
α=0
∫ ∞
0
dx
fα(tx)
(1 + x)M+1
, (D.56)
where we have used the fact that only values w = vx≪ 1 are significant for large t, and we have found
it convenient to introduce
f0(x) = −
∫ ∞
0
dv e−8xv ∼
x→∞
− 1
8x
,
f1(x) = −8x
∫ 1
0
dv e−8xv
∫ ∞
0
dz e−8xz
[
1
Dv(z)
− 1
]
∼
x→∞
− 2
(8x)2
,
f2(x) = 8x
∫ 1
0
dv ve−8xv
∫ ∞
0
dz e−8xz
1
Dv(z)
∼
x→∞
1
(8x)2
. (D.57)
Application of Eq. (D.7) to f1(x) and f2(x), followed by the x-integration, results in∫ ∞
0
dx
f1(tx)
(1 + x)M+1
∼
t≫1
− 1
8t
∫ 1
0
dv
∫ ∞
0
dz
1
(v + z)2
[
1
Dv(z)
− 1
]
= − 1
16t
∫ ∞
0
dz g2(z) ,∫ ∞
0
dx
f2(tx)
(1 + x)M+1
∼
t≫1
1
8t
∫ 1
0
dv
∫ ∞
0
dz
v
(v + z)2
1
Dv(z)
=
1
16t
∫ ∞
0
dz g2(z) . (D.58)
These two contributions cancel out, and leave us with
B ∼
t≫1
∫ ∞
0
dx
f0(tx)
(1 + x)M+1
∼
t≫1
− 1
8t
[
ln 8t+ ln γ −
M∑
j=1
1
j
]
(D.59)
according to Eq. (D.11), having noted that in this application g(z) = Θ(1− z), with Θ denoting the
Heaviside step function. We note that B cancels the non-analytic term in A2.
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We combine C = C1 + C2 and note that 1− λ2 + λ21 − λ22 = −R+ 2λ1(λ1 − λλ2). Then we decom-
pose C = C(1) + C(2) according to the power of R−1 that the contributions involve. Thus, we have
C(1) =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)e−2t(1−λ
2)
(
1 + λ
λ1 + λ2
)M+2
1
(1 + λ)2
λ1λ2 − λ
R , (D.60)
C(2) =
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
1
dλ2 e
−2t(λ22−1)e−2t(1−λ
2)
(
1 + λ
λ1 + λ2
)M+2
λ1
(1 + λ)2
(λ1λ2 − λ) ∂
∂λ2
(
1
R
)
.
(D.61)
The term C(1) is clearly of higher order in 1/t. To evaluate C(2), we first integrate by parts in order to
avoid the appearance of singular integrals, as in A
(2)
1 . This yields
C(2) ∼
t≫1
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tze−2t(1−λ
2)
(
1 + λ
1 + λ1
)M+2
λ1
(1 + λ)2
(λ1λ2 − λ) ∂
∂z
(
1
R
)
∼
t≫1
∫ +1
−1
dλ
∫ ∞
1
dλ1
∫ ∞
0
dz e−4tze−2t(1−λ
2)
(
1 + λ
1 + λ1
)M+2
λ1
(1 + λ)2
·
{
4t
[
λ1 − λ
R −
1
λ1 − λ
]
− (1− 4tz)λ1R
}
= C(2a) + C(2b) . (D.62)
Making use of Eq. (D.27) gives us
C(2a) ∼
t≫1
4t
∫ ∞
0
dx
x(1 + 2x)
(1 + x)M+2
∫ 1
0
dv e−8txv
∫ ∞
0
dz e−8txz
[
1
Dv(z)
− 1
]
∼
t≫1
∫ ∞
0
dx
f(tx)
(1 + x)M+1
− 12
∫ ∞
0
dx
f(tx)
(1 + x)M+2
, (D.63)
with
f(x) = 8x
∫ 1
0
dv e−8xv
∫ ∞
0
dz e−8xz
[
1
Dv(z)
− 1
]
∼
x→∞
2
(8x)2
. (D.64)
Then, using Eq. (D.7) and performing the x-integration, we have
C(2a) ∼
t≫1
1
16t
∫ 1
0
dv
∫ ∞
0
dz
1
(v + z)2
[
1
Dv(z)
− 1
]
=
1
32t
∫ ∞
0
dz g2(z) . (D.65)
For the component C(2b), we can write
C(2b) ∼
t≫1
1
2
∫ ∞
0
dx
[
1
(1 + x)M+2
+
4x
(1 + x)M+1
]∫ 1
0
dv e−8txv
∫ ∞
0
dz (1− 8txz)e−8txz 1
Dv(z)
. (D.66)
The second term in the square brackets is non-leading, leaving us with
C(2b) ∼
t≫1
∫ ∞
0
dx
f(tx)
(1 + x)M+2
, (D.67)
where
f(x) = − 12
∫ 1
0
dv e−8xv
∫ ∞
0
dz (1− 8xz)e−8xz 1
Dv(z)
∼
x→∞
1
(8x)3
. (D.68)
Hence, after appealing to Eq. (D.7) and carrying out the x-integration, we obtain
C(2b) ∼
t≫1
− 1
16t
∫ 1
0
dv
∫ ∞
0
dz
v
(v + z)2
1
Dv(z)
= − 1
32t
∫ ∞
0
dz g2(z) . (D.69)
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We see from Eqs. (D.65) and (D.69) that C(2) vanishes up to order O(t−1), and therefore C provides no
contribution to the final result. All the separate components can now be combined to give
δL+
2∑
j=1
(Aj +Bj + Cj) ∼
t≫1
− 1
8t
· M
M2 − 1 , (D.70)
which leads directly to Eqs. (5.10) and (5.11) in the main text.
Additional Remarks
The double integrals which appear in Eqs. (D.58), (D.65) and (D.69) can be easily performed by making
the change of integration variables (v, z) 7→ (v˜, z˜) defined by
v =
v˜z˜
1 + v˜z˜
, z =
(1 − v˜)z˜
1 + v˜z˜
. (D.71)
Then we have ∫ 1
0
dv
∫ ∞
0
dz =
∫ 1
0
dv˜
∫ ∞
0
dz˜
z˜
(1 + v˜z˜)3
,
Dv(z) =
Dv˜(z˜)
(1 + v˜z˜)2
,
1− v
v + z
=
1
z˜
. (D.72)
The results used in the text follow immediately.
Appendix E
A numerical treatment of the integrals in Eqs. (5.2,5.4) cannot be implemented directly as their integrands
exhibit an algebraic singularity on the surface
R ≡ λ2 + λ21 + λ22 − 2λλ1λ2 − 1 = 0 , (E.1)
which, of course, cancels out between numerator and denominator in the end, once all relevant contri-
butions are taken into account. This apparent singularity can be eliminated altogether via the following
change of integration variables:
λ = 1− 2q ,
λ1 = 1+ 2qq1 ,
λ2 = 1+ 2qq2 . (E.2)
Then q, q1, q2 span the ranges 0 ≤ q1, q2 <∞ and 0 ≤ q ≤ 1.
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Let us now consider the case t = 0 and write
|S1|2 =
∫ 1
0
dq IM (q) . (E.3)
Then one can show, for example taking M = 1, that I1(q) ∼q→∞ const.× q−1/2, so that there is an
integrable singularity at q = 0. The divergence of IM (q → 0) does not disappear for larger values of M .
It can be removed by the transformation q = 1/(p+ 1). The resulting integral is regular in p but displays
a consequent slow fall-off as p→∞, going as p−3/2 for M = 1. So, to achieve an accuracy of 10−4, the
numerical cut-off in the p-integral would have to be taken as 108.
Nonetheless, we thus arrive at the expressions
|S1|2 =
∫ ∞
0
dp
∫ ∞
0
dq1
∫ ∞
0
dq2
(
p
1 + p+ q1 + q2
)M−1
exp[−8tq2(1 + p+ q2)/(p+ 1)2]
(1 + p+ q1 + q2)2
1
Rp[
1 + q1 + q2 +
p
p+ 1
2q1q2
1 + p+ q1 + q2
]{
p+ 1
Rp [(1 + E)p− (1− E)(q1 − q2)(1 + p+ q1 + q2)]
+
4t
(p+ 1)2
[
4Ep+ (1− E)(1 + p+ 2q2)2
]}
(E.4)
and
|S2|2 =
∫ ∞
0
dp
∫ ∞
0
dq1
∫ ∞
0
dq2
(
p
1 + p+ q1 + q2
)M−1
exp[−8tq2(1 + p+ q2)/(p+ 1)2]
(1 + p+ q1 + q2)2
1
Rp
·
{
−1 + E − F
p+ 1
[
(q1 − q2)
[
3 +
2p
Rp ((p+ 1)(1 + q1 + q2) + 2q1q2)
]
+
4t
(p+ 1)2
[
2p ((p+ 1)(1− q1 + q2) + 2q2)− (1 + p+ q1 + q2)(1 + p+ q2)2
]]
+
(1− E)p
p+ 1
[[
1 +
2
Rp ((p+ 1)(1 + q1 + q2) + 2q1q2)
]
(1 + p+ q1 + q2)
+
4t
(p+ 1)2
[
2(p+ 1)(1− q1 + q2) + 4q1 + (q1 − q2)(1 + p+ 2q2)2
]]}
. (E.5)
We have set Rp ≡ (p+ 1)R so that
Rp = (p+ 1)(1 + q1 + q2)2 − 4pq1q2 , (E.6)
and here E = exp[−8/(p+ 1)2]. In this form, the integration is completely free of singularities; but, for
small t, the integrand decays slowly (with a power law) in all directions. Consequently, all three upper
integration limits must be taken very large, and this makes accurate computation slow and difficult.
To circumvent this, we introduce two compact coordinates by transforming to two angle variables α,
w and one radial parameter r according to the definitions
q1 =
1
2r(1 − α)(1 + w) ,
q2 =
1
2r(1 − α)(1 − w) ,
p = rα . (E.7)
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The ranges of the new variables are given by 0 ≤ r ≤ ∞, 0 ≤ α ≤ 1, −1 ≤ w ≤ 1. However, because of
the very asymmetric form that the exponential now acquires, there exist both rapidly and very slowly
decaying directions for the integrand. Indeed, the upper limit of the r-integral must still be taken
extremely large in order to achieve sufficient accuracy for the slowly decaying parts. However, this means
that the integration region also extends far along the rapidly decaying directions where the integrand
is virtually zero; and, in fact, the integrand turns out to have support only in a tiny fraction of the
entire integration volume. The integration routine is then unable to properly determine when the desired
accuracy has been achieved. This is because, at some stage in the iteration, further subdivision of the
grid is likely to create new points essentially only in the pervading insignificant region, and hence not
alter the previous value of the integral to within the requisite accuracy.
The easisest way to remedy this problem is by compactifying the x-integration through the variable
change
y =
r
1 + r
, (E.8)
so that 0 ≤ y ≤ 1. The transformations of Eq. (E.7,E.8) result in a simple bounded integration over a
hyper-rectangular region and an integrand that has a significant value over an appreciable fraction of this
region. The change of integration measure and region that corresponds to the variable transformation
(p, q1, q2)→ (y, α, w) can be summarized by the equation∫ ∞
0
dp
∫ ∞
0
dq1
∫ ∞
0
dq2
(
p
1 + p+ q1 + q2
)M−1
1
(1 + p+ q1 + q2)2
[. . .]
=
1
2
∫ 1
0
dy
yM+1
(1 − y)2
∫ 1
0
dα (1 − α)αM−1
∫ +1
−1
dw [. . .] . (E.9)
Then we can write for |Sj |2 (j = 1, 2),
|Sj |2 = 1
2
∫ 1
0
dy yM+1
∫ 1
0
dα (1− α)αM−1
∫ +1
−1
dw
1− y
Ry
· exp
{
−2ty(1− α)(1 − w)
1− y(1− α)
[
2 +
y(1− α)(1 − w)
1− y(1− α)
]}
Fj(y, α, w) , (E.10)
where
F1(y, α, w) =
1
1− y
[
1− yα− 1
2
y3α(1− α)2(1 − w2)
1− y(1− α)
]
·
{
y (1− y(1− α))
Ry [(1 + E)(1− y)α− (1 − E)(1− α)w]
+ 4t
[
4E y(1− y)α
[1− y(1− α)]2 + (1 − E)
(
1 +
y(1− α)(1 − w)
1− y(1− α)
)2]}
(E.11)
and
F2(y, α, w) = −(1 + E − F)
{
y(1− α)w
1− y(1− α)
[
3 +
2yα
Ry
(
(1− y) + y2α(1− α) + 12y2(1 − α)2(1− w2)
)]
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+
4t
[1− y(1− α)]3
[
2yα
(
1− y − y2α(1 − α)w) − (1− y(1− α)w)2]}
+ (1− E) yα
1− y(1− α)
{
1
1− y +
1
Ry
[
2(1− y) + 2y2α(1− α) + y2(1 − α)2(1− w)2]
+
4t
1− y
1
[1− y(1− α)]2
[
2(1− y) (1− y − y2α(1− α)w)
+ y(1− α)w (1− y(1− α)w)2
]}
, (E.12)
with
Ry = y2(1− y)(1− α)2 + (1− y)[1− y(1− α)][1 − y + 2y(1− α)] + y3α(1 − α)w2 ,
E = exp
{
−8t y(1− y)α
[1− y(1− α)]2
}
,
F = 1− e
−8tx
4tx
, x =
y(1− y)α
[1− y(1− α)]2 . (E.13)
In the numerical analysis, we represent F as the integral
F(4tx) = 2
∫ 1
0
du e−8txu (E.14)
when the argument is small. It is also useful to note the relation
1
Rp =
(1− y)3
Ry . (E.15)
In the parameterization above, a mild algebraic singularity appears along the line y = 1, w = 0. This can
be easily dealt with by setting the upper limit of the y-integration to 1 − δ with δ an arbitrarily small
positive number.
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Figure captions
Figure 1: Representation of a typical lead–stadium configuration. The size of the stadium L is large
compared with the elastic mean free path ℓ, ensuring that the electron motion is ballistic. A total of M
external channels couple to the stadium through the two leads.
Figure 2: Schematic depiction of the zero-field dip in the average magnetoconductance associated with
weak localization. The curve interpolates between values associated with pure GOE and GUE for low
and high magnetic fields B, respectively.
Figure 3a: Graph of the ∆3 statistic versus energy interval L for flux angle φ/φ0 = 0. The solid line
corresponds to setting t = 0 in Eq. (3.4) (i.e. the GOE result). The dashed line is the GUE result.
Figure 3b: Graph of the ∆3 statistic versus energy interval L for flux angle φ/φ0 = 0.1. The solid line
shows the best fit to the data points furnished by Eq. (3.4), obtained by adjusting t = 0.15 The upper
and lower dashed lines correspond to the GOE and GUE results, respectively.
Figure 3c: Graph of the ∆3 statistic versus energy interval L for flux angle φ/φ0 = 0.2. The solid line
shows the best fit to the data points furnished by Eq. (3.4), obtained by adjusting t = 0.6 The upper and
lower dashed lines correspond to the GOE and GUE results, respectively.
Figure 4: The correlator κ(t) (defined in Eq. (3.9)) as a function of the time t computed as a numerical
average over phase space, taking 107 trajectories. The t→∞ asymptote is κ ≃ 0.06.
Figure 5: Graph of the reciprocal of the weak-localization term δg−1 versus the magnetic-field parameter
t for M = 1, 2, 4, 6, 8, 10 on a large scale (0 ≤ t ≤ 20).
Figure 6: Graph of the reciprocal of the weak-localization term δg−1 versus the magnetic-field parameter
t for M = 1, 2, 4, 6, 8, 10 on a smaller scale (0 ≤ t ≤ 4).
Figure 7: Plot of the weak-localization term δg as a function of
√
t for the case M = 1, compared with
the corresponding Lorentzians obtained from fitting to the large-
√
t tail of the M = 1 curve, and to its
FWHM.
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