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Abstract
Interval routing schemes (IRS) have been extensively investigated in the past years with special
emphasis on shortest paths. Besides their theoretical interest, IRS have practical applications, as
they have been implemented with wormhole routing in the last generation of INMOS transputer
router chips. In this paper we consider IRS that are optimal with respect to the congestion of the
induced path system. In fact, wormhole routing is strongly in7uenced by the maximum number
of paths that share a physical link and from low to moderate congestion it outperforms the packet
switching technique.
We provide a general framework able to deal with the various congestion issues in IRS. In
fact, we will distinguish between static cases, in which the source–destination con%gurations are
%xed, and dynamic cases, where they vary over time. All these situations can be handled in a
uni%ed setting, thanks to the notion of competitiveness introduced in this paper.
We %rst give some general results not related to speci%c tra;c demands.
Then, in the one-to-all communication pattern, we show that constructing competitive IRS for
a given network is an intractable problem, both for the static and the dynamic case, that is when
the root vertex is %xed and when it can change along the time, respectively.
Finally, both for one-to-all and all-to-all communication patterns, we provide nicely compet-
itive k-IRS for relevant topologies. Networks considered are chains, trees, rings, chordal rings
and multi-dimensional grids and tori.
We consider both the directed congestion case, in which there are pairwise opposite unidirec-
tional links connecting two neighbor processors, and the undirected congestion case, in which
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1. Introduction
Interval routing schemes, or simply IRS, were introduced in [30, 34, 35] with the
purpose of minimizing the memory requirements at the various processors of the in-
terconnection network for the distributed representation of the (shortest) paths.
In IRS, vertex-labels belong to the set {1; : : : ; n}, while link-labels are pairs of vertex-
labels representing disjoint intervals of [1; n]. To send a message m from a source u
to a destination v, m is transmitted by u on the (unique) link e=(u; w) such that the
label of v belongs to the interval associated with e.
As proved in [34, 35], for any network G there always exists an IRS which is valid,
i.e. such that for all the vertices u and v of G, messages from u to v reach v correctly,
not necessarily routing shortest paths. In [30, 34, 35] it is shown how the IRS can be
applied to route messages along shortest paths on particular network topologies, such
as trees, rings, etc. Moreover, it has been used in other papers as a basic building block
for routing schemes based on network decompositions and clusterings [1, 14, 15, 26].
In order to enable shortest path routing for every network, in [35] the model has been
extended to allow more than 1 interval to be associated with each link; in particular,
a 2-IRS, i.e. a scheme associating at most 2 intervals per link, is proposed for 2-
dimensional tori. Other characterization and computational complexity results related
to k-IRS and compact routing schemes can be found in [6, 9, 11, 14, 18, 23, 27] (see
[17] for a survey).
Such results have emphasized that IRS seem eMective for networks having particular
regularities. In fact, they improve upon the trivial solution that stores, at each vertex
v, a complete routing table. Such a table speci%es, for each destination u, one incident
link belonging to a shortest path between u and v. On the contrary, when no speci%c
assumption about the topology of a network is made, IRS in general do not signi%cantly
reduce the space requirements [11, 18, 23].
In this paper we are concerned with the determination of IRS that are optimal with
respect to the resulting congestion. In particular, given a communication pattern R, i.e.
a set of source–destination pairs wishing to communicate, the congestion of the scheme
with respect to R is de%ned as the maximum number of induced paths connecting pairs
in R that share the same physical link.
This issue is crucial in parallel and distributed architectures because the e;ciency of
the underlying routing strategy is strongly related to the congestion of the path system
routed by the messages [24, 5, 19]. Besides its theoretical interest, the combination
of congestion problems with interval routing is relevant also from an implementation
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point of view, since k-IRS have been used in the last generation of INMOS Transputer
C104 Router chips together with wormhole routing [22]. In fact, the wormhole routing
approach was introduced with the basic goal of reducing the negative dependency
of the e;ciency of the routing strategy from the length of the paths routed by the
messages (see [32, 25] for a detailed description). In such a paradigm a message is
divided into 4its. The header 7it forces the route, while all the remaining ones follow
it in a pipeline fashion. If the header %nds a link already in use, it is blocked until
the link becomes available. Assuming that each 7it can traverse a physical link in
one time step, the transmission time of the message in absence of con7icts with other
messages is D+L=B, where D is the length of the path routed by the message, L is the
number of 7its per message, and B is the channel bandwidth. Hence, if L is su;ciently
large, the path length D does not signi%cantly aMect the transmission time. At the same
time, as shown by several e;cient scheduling protocols (see for instance [5, 19]), when
more than one message is sent simultaneously, the transmission time becomes heavily
dependent on the congestion of the used path system, i.e. by the maximum number of
messages stepping through a same physical link. For instance, in [5] an algorithm has
been proposed whose delivering time is O((C ·L ·D1=B+(L+D) · log n)=B), where C is
the maximum congestion and D is the maximal length of the routed paths. Similarly,
in [19] a randomized algorithm has been proposed whose expected transmission time
is O(C · D · l+ C · L · l · log n), with l= min(D; L).
Another fundamental observation about the congestion relies on the fault-tolerant
characteristics of the underlying routing strategy. In fact, if a link fails, all the source–
destination pairs whose paths cross the link cannot communicate any longer. Hence, a
good routing method should not load any link too much, so that the maximum number
of disconnected pairs per link failure is minimized.
Interval Routing and congestion have been considered independently also in [28],
where in the all-to-all case trade-oMs between the number of intervals and the con-
gestion of multi-dimensional IRS have been shown for bounded-degree networks, and
low-congested multi-dimensional IRS are given for the cube-connected-cycle.
In general, the congestion of the path systems has been extensively investigated in
the literature. For instance, in the all-to-all case, it corresponds to the notion of Edge
Forwarding Index introduced in [21]. A similar Vertex Forwarding Index measure
taking into account the load of processors was de%ned in [3]. Various results on the
minimization of the forwarding indexes associated with routing functions can be found
in [3, 21, 29, 31, 7].
In this paper we give a general framework able to deal with the various congestion
issues in IRS. In fact, we will distinguish between the static and the dynamic case. In
the former, the set of communication requests R is %xed in advance and the scheme
is required to have a good performance with respect to R. In the latter, the scheme
is %xed in advance, but R can vary over time within a family of communication
requests R; the scheme is required to behave e;ciently with respect to each R∈R.
Static and dynamic situations can be faced in a uni%ed setting, thanks to the notion
of competitiveness introduced in this paper. Namely, a k-IRS is c-competitive if its
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performance ratio with respect to any other k-IRS is within a factor of c, that is, for
each R∈R its maximal link congestion is at most c times the one of the other k-IRS.
In such a framework, we %rst give some general results, i.e. not related to speci%c
communication requests. Then, we focus on the one-to-all and all-to-all patterns. In the
former, all processors have to communicate with a single root vertex and vice versa;
in the static case the root is %xed in advance, while in the dynamic one it can vary
over time. In the latter all processors want to communicate with all the others.
We %rst show that constructing one-to-all 1-competitive k-IRS for a given network
is an intractable problem, both for the static and the dynamic case.
Then, we provide nicely competitive k-IRS for relevant topologies, both for one-to-
all and all-to-all communication patterns. Networks considered are chains, trees, rings,
chordal rings and multi-dimensional grids and tori.
According to the congestion measures considered, it is possible to distinguish be-
tween the directed congestion and the undirected congestion cases. In the former the
congestion of a link is de%ned as the maximum between the number of paths traversing
the link in a given direction and the number of paths traversing it in the opposite one.
In the latter, the congestion of a link is given by the number of all paths traversing the
link, independent of their direction. We always consider %rst the directed congestion
case, which is more restrictive, and then all results are extended to the undirected case.
The paper is organized as follows. The next section contains a description of the
communication model used and some de%nitions. In Section 3 we give the general
results concerning IRS and congestion. In Section 4 we prove the NP-completeness
results. In Sections 5 and 6 we give e;cient schemes for some relevant intercon-
nection networks, respectively for the one-to-all and all-to-all communication pat-
terns. Finally, in Section 7, we give some conclusive remarks and list some open
problems.
2. The model
The model we shall use is the point to point communication model, where each
processor in the network has access only to its own local memory and communicates
by sending messages along bidirectional communication links to one of its neighbors.
The network topology is modeled as a symmetric directed graph G=(V; A) with vertex
set V representing processors and arc set A representing bidirectional links.
Each message has a header that includes its destination address. As a message reaches
any given vertex, it is either evicted from the network (if it has reached its %nal
destination) or it is forwarded through an outgoing arc. Such an arc is determined
starting from the destination address according to the local information stored at the
vertex.
The particular routing method considered in the paper is the interval labeling scheme
(ILS) [30, 34, 35], that is based on a suitable labeling of the vertices and of the arcs of
the graph. Vertex labels belong to the set N = {1; 2; : : : ; n}, while arc labels represent
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disjoint intervals in N . 1 We will de%ne an interval in N as [a; b] = {a; a + 1; : : : ; b}.
Intervals may be wrap-around, that is if a¿b then [a; b] = {a; a + 1; : : : ; n; 1; : : : ; b}.
We denote as l(v) the label of vertex v and as I(u; v) the interval assigned to arc
(u; v). The set of all intervals associated with the arcs leaving the same vertex forms
a partition of the interval N (thus in reality each arc needs to be labeled with only
the left end-point of the interval). Messages to a destination vertex v are routed via
the arc that is labeled with the interval [a; b] containing l(v). An ILS is valid if, for
all the vertices u and v of G, messages sent from u to v always reach v correctly. A
valid ILS is sometimes called an interval routing scheme (IRS).
In a k-ILS each arc is labeled with up to k intervals in N , always under the as-
sumption that all the intervals associated with the arcs emanating from a same vertex
form a partition of N . A message with destination v is then routed on the link such
that one of its intervals contains the label of v. A valid k-ILS is also called a k-IRS.
By reducing the possible intervals used by the scheme, some restrictions of the
classical k-IRS can be de%ned. For instance, in [2] a k-IRS is said to be linear if
no interval wraps around, i.e. all intervals [a; b] are such that a6b. Another restricted
version of k-IRS, usually called strict k-IRS, was used in [14] and later formalized in
[12]: at each vertex u, the intervals associated with its incident links must not contain
the vertex-label l(u). Thus for example, a vertex labeled 5 can not have an incident
link with an interval containing 5, like for instance [3; 6].
Notice that so far research activities on interval routing have focused on determining
the minimum value of k such that a given network admits a shortest path k-IRS.
However, as already remarked, reducing the congestion of the induced path system
in wormhole routing is a relevant design goal as well to yield good corresponding
routing functions. The remaining part of this section is devoted to the de%nition of the
framework combining interval routing and congestion.
Given two vertices u; v in G, let p(u; v) denote the path used by a given routing
strategy to route messages from u to v. A path system P in G is a set containing all
possible n(n−1) paths in G, that is, P= {p(u; v) | (u; v)∈V ×V; u = v}. We denote as
P(G) the set of all path systems in G.
A set of communication requests in G is a set R⊆V ×V containing the source–
destination pairs wishing to communicate. Given R, it is possible to de%ne the restriction
of P to R as PR= {p(u; v)∈P | (u; v)∈R}, that is the set of paths in P connecting each
communication request in R.
Denition 2.1. Given a set of communication requests R and a path system P in G,
the congestion C(G; P; R; e) of an arc e∈A is de%ned as the number of paths in PR
containing e, i.e. C(G; P; R; e)= |{p(u; v)∈PR | e∈p(u; v)}|. The congestion C(G; P; R)
1 For congruence with the modulo notation, we sometimes assume N = {0; 1; : : : ; n − 1} instead of
{1; 2; : : : ; n}.
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of P with respect to R is the maximum arc congestion, i.e. C(G; P; R)= maxe∈A C(G; P;
R; e), and the minimal congestion with respect to R is C(G; R)= minP∈P(G) C(G; P; R).
As far as lower bounds on the congestion are concerned, a well-known relation-
ship is established by the inequality C(G; P; R)¿(1=|A|)∑(u;v)∈R distG(u; v) (see for
instance [21]). Moreover, given a cut of s arcs which separates the graph into two maxi-
mal strongly connected components G1 = (V1; A1) and G2 = (V2; A2), trivially C(G; P; R)
¿
p=s, where p is the number of source–destination pairs (u; v)∈R such that u∈V1
and v∈V2, or analogously p= |R∩ (V1×V2)| (see for instance [31]). As a direct con-
sequence, in the one-to-all case with R=Rv=({v}× (V − {v}))∪ ((V − {v})×{v})
for a speci%ed vertex v∈V , C(G; P; R)¿
(n−1)=d, where d is the degree of v, while




where b(G) is the bisection width of G, that is the minimum number of arcs that must
be cut to split G in two maximal strongly connected components respectively of n=2
and 
n=2 vertices.
Any k-IRS of a network G induces a path system P in G in a trivial way. Then,
it is possible to de%ne P(G; k-IRS)⊆P(G) as the subset containing all the possible
path systems induced by k-IRS for G. The congestion in G due to k-IRS with re-
spect to a set of communication requests R is denoted as Ck(G; R) and is given by
Ck(G; R)= minP∈P(G; k-IRS) C(G; P; R)
The determination of path systems in P(G; k-IRS) with congestion as close as pos-
sible to Ck(G; R) for a given R is an issue worth to investigate and is one focus of the
present work. Moreover, another strictly related problem considered in this paper con-
sists of %nding the smallest possible k yielding good values of Ck(G; R) as compared
to C(G; R).
As already observed, often a k-IRS has to ful%ll the more challenging task of hav-
ing a good behavior with respect to diMerent communication patterns. The following
parameter measures the behavior of P with respect to a family of sets of communication
requests.
Denition 2.2. Given a family R≡{Ri}i∈ I of communication requests and a k-IRS
for G with induced P, the k-IRS is said to be c-competitive with respect to R for a real
number c¿1 if for any other k-IRS with induced path system P′ maxi∈I {C(G; P; Ri)=
C(G; P′; Ri)}6c.
The competitiveness factor c takes into account how well the k-IRS behaves with
respect to any other scheme on all the sets of communication requests in R. Notice
that some graphs may have no 1-competitive k-IRS, since in order to perform better
on a given Ri it might be necessary to increase the maximal congestion of another
Ri
′
and vice versa. For example, it is easy to see that in the ring of the four vertices
1; 2; 3 and 4 connected in a cycle, no c-competitive k-IRS (for any k) exists for c¡2
with respect to the family of the 3 sets of communication requests R1 = {(1; 2); (1; 3)},
R2 = {(1; 2); (1; 4)} and R3 = {(1; 3); (1; 4)}.
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In order to avoid ambiguities, let us %nally explicitly introduce some of the network
topologies considered in the paper. 2
• A chain Cn is de%ned as the graph with vertex set V = {0; : : : ; n − 1} and arc set
A= {(i; i + 1); (i + 1; i) | 06i¡n− 1}.
• A ring Rn is de%ned as the graph with vertex set V = {0; : : : ; n − 1} and arc set
A= {(i; i + 1); (i + 1; i) | 06i6n− 1}.
• A chordal ring Rn(l1; : : : ; lh) is de%ned as the graph with 16h6n=2, where
1¡l1¡ · · ·¡lh6n=2, V = {0; : : : ; n−1} and A=A1 ∪A2 with A1 = {(i; i+1); (i+
1; i) |06i6n− 1}, A2 = {(i; i+ j); (i+ j; i) | 06i¡n− 1; j∈{l1; l2; : : : ; lh}}. Arcs in
A2 are called chords.
• A hypercube Hd of dimension d is the graph with vertex set V = {0; 1}d and
A= {(#; #(i)) | 06i6d − 1}, where if #= #0#1 : : : #d−1, #(i) is de%ned as #(i)=
#0#1 : : : #i−1(1− #i)#i+1 : : : #d−1.
• A grid Gn×m is de%ned as the graph with vertex set V = {(i; j) | 06i¡n; 06j¡m}
and arc set A= {((i; j); (i+1; j)); ((i+1; j); (i; j)) | 06i¡n− 1; 06j¡m}∪ {((i; j+
1); (i; j)); ((i; j); (i; j + 1)) | 06i¡n; 06j¡m− 1}.
• A torus Tn×m is de%ned as the graph with vertex set V = {(i; j) | 06i¡n; 06j¡m}
and arc set A= {((i; j); (i + 1; j)); ((i + 1; j); (i; j)) | 06i¡n; 06j¡m}∪ {((i; j +
1); (i; j)); ((i; j); (i; j + 1)) | 06i¡n; 06j¡m}.
3. General results
In this section we show some general results concerning IRS and congestion. First
of all, the natural question to ask is whether and how much one looses using k-IRS
with respect to unrestricted path systems, i.e. not necessarily induced by k-IRS, and
with respect to (k + 1)-IRS.
Lemma 3.1. For arbitrarily large values of n; there exists an n-vertex graph G and
a set of requests R such that Ck(G; R)¿((n− 2)=2)C(G; R).
Proof. Let G=(V1 ∪V2 ∪V3 ∪V4; A), with V1 = {u1; : : : ; um}, V2={v}, V3={w1; : : : ; wm}
and V4 = {z}, where m is any positive integer. The arc set A consists of all the possible
arcs between the vertices in Vi and Vi+1 and vice versa, 16i63. The set of requests
R is given by V1×V4.
The best path system P for R is given by m pairwise arc-disjoint paths connect-
ing the pairs in R, that meet only at vertices v and z, thus yielding C(G; R)= 1.
On the other hand, by de%nition of k-IRS, when messages sent from V1 meet at v, the re-
maining subpaths leading to z coincide, as the routing decision at each
2 From now on arithmetical operations on vertex labels are considered modulo |V |, except in tori where
the modulo is taken with respect to the number of rows or columns.
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Fig. 1. The base graph G′ for k =2.
vertex depends only on the label of the destination. It follows that Ck(G; R)=m and
Ck(G; R)¿mC(G; R)= ((n− 2)=2)C(G; R).
The lemma follows by the arbitrariety of m.
Lemma 3.2. For each 9xed number of intervals k¿2; there exists a graph G and a
set of requests R such that Ck−1(G; R)¿Ck(G; R).
Proof. Before describing the claimed graph G and set of communication requests R,
we give a base graph G′ having some remarkable properties and then we show how
to extend it to obtain the %nal graph G. Such a graph is based on a construction given
in [33] (see Fig. 1).
Given a positive integer k¿2, consider the family S of all subsets of the set
of the 2k integers {1; : : : ; 2k} that contain exactly k elements of {1; : : : ; 2k}, and let
S1; : : : ; S( 2kk ) be any enumeration of these sets. The base graph G
′=(V; A) is such that
V =V1 ∪V2 ∪V3 ∪V4, where
V1 = {ui | i=1; : : : ; ( 2kk )},
V2 = {vi;1 | i=1; : : : ; ( 2kk )},
V3 = {vi;0 | i=1; : : : ; ( 2kk )},
V4 = {zj | j=1; : : : ; 2k}
and A=A1 ∪ · · · ∪A8, where
A1 = {(ui; vi;1) | i=1; : : : ; ( 2kk )},
A2 = {(vi;1; ui) | i=1; : : : ; ( 2kk )},
A3 = {(ui; vi;0) | i=1; : : : ; ( 2kk )},
A4 = {(vi;0; ui) | i=1; : : : ; ( 2kk )},
A5 = {(vi;1; zj) | i=1; : : : ; ( 2kk ); j=1; : : : ; 2k j∈ Si},
A6 = {(zj; vi;1) | i=1; : : : ; ( 2kk ); j=1; : : : ; 2k j∈ Si},
A7 = {(vi;0; zj) | i=1; : : : ; ( 2kk ); j=1; : : : ; 2k j =∈ Si},
A8 = {(zj; vi;0) | i=1; : : : ; ( 2kk ); j=1; : : : ; 2k j =∈ Si}.
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Informally, the graph G′ contains ( 2kk ) groups of vertices, each associated to a set
Si ∈S, 16i6( 2kk ), and consisting of a vertex ui adjacent to vi;1 and vi;0, with vi;1
(resp. vi;0) connected to the k vertices zj, 16j62k, such that j∈ Si (resp. j =∈ Si).
Fig. 1 shows the base graph for k =2.
The key property for the base graph is the following. Assume that we want to
represent shortest paths in G between the vertices ui ∈V1 and the vertices zj ∈V4, and in
particular one shortest path per source–destination pair (ui; zj). Then any scheme needs
at least k intervals. In fact, given any labeling of the vertices in V4, there always exists
one set Si ∈S such that the label of every vertex zj such that j∈ Si is not adjacent to
the label of any other vertex zj′ with j′ ∈ Si. For instance, if l(z1)¡l(z2)¡ · · ·¡l(z2k),
the set Si = {1; 3; : : : ; 2k − 1} satis%es this property. But then, since at ui all shortest
paths to vertices zj such that j∈ Si start with arc (ui; vi;1) and all the ones to vertices zj
with j ∈ Si with arc (ui; vi;0), in order to represent shortest paths from ui to all vertices
zj it is necessary to associate at least k intervals both to (ui; vi;1) and to (ui; vi;0).
Starting from the above observation, we let the %nal graph G be obtained by adding
to G′ another set of 2k(k − 1)( 2kk ) new vertices V5 = {wj; i; h | j=1; : : : ; 2k; i=1; : : : ;
( 2kk ); h=1; : : : ; k−1}, and we connect for each j, 16j62k, all the wj; i; h to zj. Finally,
we let the set of communication requests R= {(ui; zj) | i=1; : : : ; ( 2kk ); j=1; : : : ; 2k}∪
{(vi;1; wj; i; h) | i=1; : : : ; ( 2kk ); j=1; : : : ; 2k; h=1; : : : ; k − 1; and j∈ Si}∪ {(vi;0; wj; i; h) |
i=1; : : : ; ( 2kk ); j=1; : : : ; 2k; h=1; : : : ; k − 1; and j =∈ Si}. Hence in R each ui wants to
communicate with each zj, while each vi;1 (resp. vi;0) with all the wj; i; h such that j∈ Si
(resp. j =∈ Si), i.e. with all the wj; i; h such that there is an arc between vi;1 (resp. vi;0)
and zj.
We now show that any (k − 1)-IRS for G has an induced path system P′ such that
C(G; P′; R)¿k, i.e. Ck−1(G; R)¿k, while there exists a k-IRS for G with an induced
path system P such that C(G; P; R)= k, i.e. Ck(G; R)6k.
Consider %rst any (k − 1)-IRS for G with an induced path system P′. We want to
show that there must exist at least one arc e∈A5 ∪A7, that is from a vertex vi; x to a
vertex zj, such that C(G; P′; R; e)¿k.
Each of the ( 2kk )2k + (
2k
k )k(k − 1) + (2kk )k(k − 1)=2k2( 2kk ) source–destination
pairs in R corresponds clearly to a path in P′ containing at least one arc e∈A5 ∪A7
(i.e. from vertices vi; x to vertices zj). Moreover, by the properties of the base graph,
there must exist at least one source–destination pair (ui; zj)∈R such that the (k − 1)-
IRS does not represent a shortest path from ui to zj. Then, the path in P′ from ui
to zj contains at least two arcs in A5 ∪A7, as it has to step through a vertex zj′ , from
zj′ back to a vi′ ; x, and then from vi′ ; x to a vertex zj′′ , not necessarily corresponding
to zj.
Thus, if we consider the summation s of the congestions of all the arcs in A5 ∪A7,
by the above observations s¿2k2( 2kk ) + 1. Since there are 2k(
2k
k ) arcs in A5 ∪A7,
at least one arc e∈A5 ∪A7 must have congestion C(G; P′; R; e)¿
s=|A5 ∪A7|= 
(2k2
( 2kk ) + 1)=2k(
2k
k )¿k + 1.
In order to complete the proof, let us now provide a valid k-IRS for G with an
induced path system P such that C(G; P; R)= k. We assign consecutively for each j,
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16j62k, an interval of vertex labels from ((k−1)( 2kk )+1)(j−1)+1 to ((k−1)( 2kk )+
1)j to the ((k − 1)( 2kk ) + 1) vertices zj, wj;1;1, wj;1;2; : : : ; wj; ( 2kk ); k−1 in such a way that
l(zj)= ((k− 1)( 2kk )+1)(j− 1)+1 and for each h and i, 16h6k− 1 and 16i6( 2kk ),
l(wj; i; h)= ((k−1)( 2kk )+1)(j−1)+(k−1)(i−1)+h+1. Similarly, we assign an interval
of vertex labels from ((k − 1)( 2kk ) + 1)2k + 3(i − 1) + 1 to ((k − 1)( 2kk ) + 1)2k + 3i
consecutively to vertices vi;1, ui and vi;0, 16i6(
2k
k ).
Concerning the intervals associated to the arcs, observe %rst that there exist exactly
two possible values of i, 16i6( 2kk ), such that the set of vertices zj optimally reach-
able at ui through (ui; vi;1) requires k intervals. In fact this happens either for the set
Si1 = {1; 3; : : : ; 2k − 1} or the set Si2 = {2; 4; : : : ; 2k}.
Then, for i= i1 or i = i2, at vertices vi;1, ui and vi;0 we have less degrees of freedom
with respect to the other possible values of i in representing paths to the other vertices,
since in order to minimize the congestion all the communication pairs in R must be
routed along shortest paths. In particular, ui must use shortest paths to reach all the
vertices zj, 16j62k, and this already requires k intervals.
Thus, the intervals assignment below is such that for i= i1 or i= i2 all the paths
from vi;1, ui and vi;0 to the vertices zj, wj;1;1, wj;1;2, . . . ,wj; ( 2kk ); k−1 such that j∈ Si step
through vi;1, while all the ones to all the remaining vertices go in the reverse direction
through vertex vi;0. In order to preserve the validity of the scheme, a bit care must
then be taken to assign the other intervals.
Without loss of generality, assume that 1¡i1¡i2¡(
2k
k ) and i2 = i1+1 (see also Fig.
1, where i1 = 3 and i2 = 4). We distinguish between the two following cases:
Case a: i= i1 or i2.
In this case, the arc (ui; vi;1) receives the k intervals [l(zj); l(wj; ( 2kk ); k−1)] containing
exactly the labels of the vertices zj, wj;1;1; : : : ; wj; ( 2kk ); k−1 such that j∈ Si, while the
arc (ui; vi;0) receives the k intervals resulting from the complement of the intervals of
(ui; vi;1). Notice that by the wrap-around property of intervals, (ui; vi;1) and (ui; vi;0)
receive exactly k intervals. Arcs (vi;1; ui) and (vi;0; ui) receive respectively the com-
plements of the intervals of their opposite arcs (ui; vi;1) and (ui; vi;0), or analogously
(vi;1; ui) the same intervals of (ui; vi;0) and (vi;0; ui) the same intervals of (ui; vi;1).
At each vertex vi; x, with x=0; 1, every arc (vi; x; zj) toward a vertex zj receives the
interval [l(zj); l(wj; ( 2kk ); k−1)]. Moreover, one more interval [l(v1;1); l(ui)] is assigned to
one arc (vi;0; zj′) exiting from vi;0 and, if i¡(
2k
k ), one more interval [l(vi+1;1); l(v( 2kk );0)]
also to another arc (vi;0; zj′′) with j′′ = j′, to reach from vi;0 all the other vertices
in V1 ∪V2 ∪V3. This clearly yields for each arc (vi;0; zj) at most 2
intervals.
Finally, for each j; 16j62k, each arc (zj; vi;1) with i= i1 or i= i2 receives the
interval [l(vi;1); l(vi;0)], while each arc (zj; vi;0) with i= i1 or i= i2 no interval, so that
it is never used.
The description of the intervals associated to the remaining arcs incident to each zj
is completed in case (b) below.
Case b: i = i1 and i2.
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In this case, the arc (ui; vi;1) receives the at most k − 1 intervals [l(zj′); l(wj′′ ;( 2kk ); k−1)]
containing exactly the labels of the vertices zj, wj;1;1; : : : ; wj; ( 2kk ); k−1 such that j∈ Si, plus
the interval [l(vi;1); l(vi;1)]. Similarly, the arc (ui; vi;0) receives the at most k−1 intervals
containing the labels of the vertices zj, wj;1;1; : : : ; wj; ( 2kk ); k−1 such that j =∈ Si, plus the
interval [l(vi;0); l(vi;0)]. Finally, in order to represent paths to all the other vertices
ui′ , vi′ ;1 and vi′ ;0, if i¡(
2k
k ) we enlarge to the left the interval [l(z1); l(wj′ ; ( 2kk ); k−1)]
assigned either to (ui; vi;1) or (ui; vi;0) (according to whether 1∈ Si or 1 =∈ Si) to the new
(wrapping) interval [l(vi+1;1); l(wj′ ; ( 2kk ); k−1)] containing also all such vertices for i
′¿i,
while if i¿1 we enlarge to the right the interval [l(zj′′); l(w2k; ( 2kk ); k−1)] assigned either
to (ui; vi;1) or (ui; vi;0) (according to whether 2k ∈ Si or 2k =∈ Si) to the new interval
[l(zj′′); l(vi−1;0)] containing also all such vertices for i′¡i. Finally, the arc (vi;1; ui)
(resp. (vi;0; ui)) receives the at most k−1 intervals containing the labels of the vertices
zj, wj;1;1; : : : ; wj; ( 2kk ); k−1 such that j =∈ Si (resp. j∈ Si), plus the interval [l(ui); l(vi;0)]
(resp. [l(vi;1); l(ui)]).
At each vertex vi; x, with x=0; 1, every arc (vi; x; zj) toward a vertex zj receives the
interval [l(zj); l(wj; ( 2kk ); k−1)]. Moreover, if i¡i1, we add [l(vi+1;1); l(vi1 ;0)] to an arc
(vi; x; zj′) with j′ odd (it must exist because i = i2), [l(vi2 ;1); l(v( 2kk );0)] to an arc (vi; x; zj′′)
with j′′ even (it must exist because i = i1), and [l(v1;1); l(vi−1;0)] to one of the remain-
ing arcs (vi; x; zj) with still one interval. Similarly, if i¿i2, we add [l(v1;1); l(vi1 ;0)] to
an arc (vi; x; zj′) with j′ odd, [l(vi2 ;1); l(vi−1;0)] to an arc (vi; x; zj′′) with j
′′ even, and
[l(vi+1;1); l(v( 2kk );0)] to one of the remaining arcs (vi; x; zj) with still one interval. Notice
that by construction such an interval assignment is always possible and ensures that
in order to reach vertices in V1 ∪V2 ∪V3 corresponding to i1 (resp. i2), paths from vi; x
step through vertices zj that are directly connected to vi1 ;1 (resp. vi2 ;1), as no path goes
from a zj to vi1 ;0 (resp. vi2 ;0) and moreover from vi1 ;1 (resp. vi2 ;1) the paths reach ui1
and vi1 ;0 (resp. ui2 and vi2 ;0) within 2 hops.
For each j, 16j62k, each arc (zj; vi; x) with x=0; 1, i = i1 and i = i2, receives the
interval [l(vi;1); l(vi;0)]. Moreover, if i= i1 − 1 and j is even (resp. i= i2 + 1 and
j is odd), [l(vi;1); l(vi;0)] is enlarged to [l(vi;1); l(vi1 ;0)] (resp. [l(vi2 ;1); l(vi;0)]). This
enables all vertices zj such that j =∈ Si1 (resp. j =∈ Si2 ) to reach vertices vi1 ;1, ui1 , vi1 ;0
(resp. vi2 ;1, ui2 , vi2 ;0). Furthermore, to reach all the other vertices in V4 ∪V5, if j¿1
we add the interval [l(z1); l(wj−1;( 2kk ); k−1)] to one arc (zj; vi;1) with i = i1 and i = i2,
and if j¡2k the interval [l(zj+1); l(w2k; ( 2kk ); k−1)] to another arc (zj; vi
′ ;1) with i′ = i1,
i′ = i2 and i′ = i.
Finally, each arc (zj; wi; j; h) receives the interval [l(wi; j; h); l(wi; j; h)] and each arc
(wi; j; h; zj) the interval containing all the labels except l(wi; j; h).
A simple case study shows that the above k-IRS is valid. Moreover, as it can be
easily checked, it represents shortest paths between each source–destination pair in R
and thus C(G; P; R)= k. In fact, for each i, j and h such that 16i6( 2kk ), 16j62k and
16h6k−1, it results C(G; P; R; (ui; vi;1))=C(G; P; R; (ui; vi;0))= k, C(G; P; R; (vi;1; zj))
=C(G; P; R; (vi;0; zj))= k, C(G; P; R; (zj; wj; i; h))= 1, while all the other arcs have con-
gestion 0.
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One natural question to ask is what is the maximum value of k such that Ck−1(G; R)
¿Ck(G; R). A trivial upper bound is k = n=2 + 1, as n=2 intervals are always
su;cient to identify any subset of n vertices, so a higher number of intervals does not
increase the representation power of the scheme.
On the other hand, the graph provided in the proof of Lemma 3.2, even if it has the
advantage of showing that, for every %xed k, Ck−1(G; R)¿Ck(G; R), has a number of
vertices exponential in k, so that k grows only logarithmically in n.
A better lower bound is provided in the following lemma.
Lemma 3.3. For each positive integer n there exists a graph G with ((n) vertices
and k =((n= log n) such that; for a given set of requests R; Ck−1(G; R)¿Ck(G; R).
Proof. The proof is similar to the one of Lemma 3.2, but the base graph now relies
on the construction given in [10].
Such a graph can be derived directly from the one provided in Lemma 3.2 by
changing the number of subsets Si and the total number of integers in the universe
set. In fact, given a suitably large integer l, the family S is constituted by 2l subsets
S1; : : : ; S2l of the set of 2l integers {1; : : : ; 2l}. The cardinality of such subsets is not
always the same, but it can vary arbitrarily between 1 and 2l.
Hence, the base graph now has 2l groups of vertices vi;1, ui and vi;0, while there are
2l vertices zj. Again each ui is adjacent to vi;0 and vi;1, and vi;0 and vi;1 are connected
to vertices zj as in Lemma 3.2 according to the set Si.
As shown in [10], for l large enough, there is a suitable choice for the subsets
S1; : : : ; S2l such that again in the base graph every scheme which represents shortest
paths from vertices ui to vertices zj needs )(2l) intervals. Since on the other hand
O(2l) intervals are su;cient to represent shortest paths (the base graph contains O(2l)
vertices), there must exist a k =((2l) such that k intervals allow the representation of
the shortest paths from vertices ui to vertices zj and k − 1 do not.
The construction of the %nal graph from the base graph is slightly diMerent, thought.
In fact, we let the %nal graph G be obtained from the base graph by adding an-
other set of 4l2l new vertices V5 = {wi; h; x | i=1; : : : ; 2l; h=1; : : : ; 2l; and x=0; 1}, and
we connect all the wi; h; x to vi; x. Finally, we let the set of communication requests
R= {(ui; zj) | i=1; : : : ; 2l; j=1; : : : ; 2l}∪ {(wi; h;1; zj) | i=1; : : : ; 2l; h=1; : : : ; 2l; and j
=∈ Si}∪ {(wi; h;0; zj) | i=1; : : : ; 2l; h=1; : : : ; 2l; and j =∈ Si}. Hence in R each ui wants to
communicate with each zj, while each wi; h;1 (resp. wi; h;0) with all the zj such that j∈ Si
(resp. j =∈ Si), i.e. with all the zj such that there is an arc between vi;1 (resp. vi;0) and zj.
We now show that any (k − 1)-IRS for G has an induced path system P′ such that
C(G; P′; R)¿2l+1, i.e. Ck−1(G; R)¿2l+1, while there exists a (k+2)-IRS for G with
an induced path system P such that C(G; P; R)= 2l+1, i.e. Ck+2(G; R)62l+1. Then,
since Ck+2(G; R)6Ck+1(G; R)6Ck(G; R)6Ck−1(G; R) and Ck+2(G; R)¡Ck−1(G; R), it
must be Ck+2(G; R)¡Ck+1(G; R) or Ck+1(G; R)¡Ck(G; R) or Ck(G; R)¡Ck−1(G; R).
The lemma thus follows by the arbitrariety of l and by observing that the total number
n of vertices in G is n=((l2l) and k =((2l)=((n= log n).
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Consider %rst any (k − 1)-IRS for G with an induced path system P′. Again we
show that there must exist at least one arc e∈A5 ∪A7, that is from a vertex vi; x to a
vertex zj, such that C(G; P′; R; e)¿2l + 1.
Each of the 2l2l + 2l2l2l source–destination pairs in R corresponds to a path con-
taining at least one arc e∈A5 ∪A7. Moreover, by the properties of the base graph,
there must exist at least one source–destination pair (ui; zj)∈R such that the (k − 1)-
IRS does not represent a shortest path from ui to zj. Then, the path in P′ from ui to
zj contains at least two arcs in A5 ∪A7, as it has to step through a vertex zj′ , from
zj′ back to a vi′ ; x, and then from vi′ ; x to a vertex zj′′ , not necessarily corresponding
to zj.
Thus, if we consider the summation s of the congestions of all the arcs in A5 ∪A7,
by the above observations s¿2l2l+2l2l2l+1. Since there are 2l2l arcs in A5 ∪A7, at
least one arc e∈A5 ∪A7 must have congestion C(G; P′; R; e)¿
s=|A5 ∪A7|= 
(2l2l +
2l2l2l + 1)=2l2l¿2l + 2.
In order to complete the proof, let us now provide a valid (k+2)-IRS for G with an
induced path system P such that C(G; P; R)= 2l + 1. We assign an interval of vertex
labels from 1 to 2l to vertices z1; : : : ; z2l in such a way that for each i, 16i62l, it is
possible to represent shortest paths from ui to the vertices zj using at most k intervals
per arc. Then, we assign an interval of vertex labels from 2l + (2l+1 + 3)(i − 1) + 1
to 2l + (2l+1 + 3)i consecutively to vertices wi;1;1, wi;2;1; : : : ; wi;2l;1, vi;1, ui, vi;0, wi;1;0,
wi;2;1; : : : ; wi;2l;0, for 16i62l.
Concerning the intervals associated to the arcs, observe %rst that if k intervals allow
the representation of the shortest paths from each ui to each zj, then the labels of the
vertices zj corresponding to each single set Si form at most k intervals. Then, at each
ui the arc (ui; vi;1) receives the at most k intervals containing exactly the labels of the
vertices zj such that j∈ Si, plus the interval [l(wi;1;1; l(vi;1)] containing the label of the
vertices wi;1;1, wi;2;1; : : : ; wi;2l;1 and vi;1. Similarly, the arc (ui; vi;0) receives the at most
k +1 intervals containing exactly the labels of the vertices zj such that j =∈ Si, plus the
interval [l(vi;0); l(wi;2l;0)]. Finally, in order to represent paths to all the other vertices
ui′ , vi′ ; x and wi′ ; h; x, if i¡2l we enlarge to the left the interval [l(z1); l(zj′)] assigned
either to (ui; vi;1) or (ui; vi;0) (according to whether 1∈ Si or 1 =∈ Si) to the new interval
[l(wi+1;1;1); l(zj′)] containing also all such vertices for i′¿i, while if i¿1 we enlarge
to the right the interval [l(zj′′); l(z2l)] assigned either to (ui; vi;1) or (ui; vi;0) to the new
interval [l(zj′′); l(wi−1;2l;0)] containing also all such vertices for i′¡i. Finally, the arc
(vi;1; ui) (resp. (vi;0; ui)) receives the at most k + 1 (resp. k) intervals containing the
labels of the vertices zj such that j =∈ Si (resp. j∈ Si), plus the interval [l(ui); l(wi;2l;0)]
(resp. [l(wi;1;1); l(ui)].
At each vertex vi; x, x=0; 1, every arc (vi; x; zj) toward a vertex zj receives the interval
[l(zj); l(zj)]. Moreover, if i¿1, we add [l(w1;1;1); l(wi−1;2l;0)] to an arc (vi; x; zj′) and,
if i¡2l, [l(wi+1;1;1); l(w2l;2l;0)] to an arc (vi; x; zj′′) with j′′ = j′. Each arc (vi; x; wi; h; x)
receives the interval [l(wi; h; x); l(wi; h; x)], and (wi; h; x; vi; x) the interval containing all the
vertex labels, except l(wi; h; x).
328 S. Cicerone et al. / Theoretical Computer Science 276 (2002) 315–354
Finally, for each j, 16j62l, each arc (zj; vi; x) with 16i62l and x=0; 1, receives
the interval [l(wi;1;1); l(wi;2l;0)]. Moreover, we add the interval [l(z1); l(z2l)] to one arc
(zj; vi; x), to reach also all the other vertices zj′ with j′ = j.
Clearly, the (k +2)-IRS is valid and represents shortest paths between each source–
destination pair in R. Thus C(G; P; R)= 2l+1, as for each i, j and h such that 16i62l,
16j62l and 16h62l, it results C(G; P; R; (ui; vi;1))= |Si|62l, C(G; P; R; (ui; vi;0))=
2l−|Si|62l, C(G; P; R; (wi; h;1; vi;1))= |Si|62l, C(G; P; R; (wi; h;0; vi;0))= 2l−|Si|62l and
C(G; P; R; (vi;1; zj))=C(G; P; R; (vi;0; zj))= 2l+1, while all the other arcs have conges-
tion 0.
Even if we do not put separate claims, Lemmas 3.2 and 3.3 can be easily extended
to prove that, for every positive integer c, Ck−1(G; R)¿c + Ck(G; R). In fact, it suf-
%ces to add, for each communication request (u; v)∈R, c+1 new vertices u1; : : : ; uc+1
connected only to u and to replace in R the request (u; v) with the c + 1 requests
(u1; v); : : : ; (uc+1; v). Then, by the property of k-IRS, all the paths from u1; : : : ; uc+1
to v coincide after u, as at u the decision of the outgoing arc for v depends only
on v and not on the source. This means that arc congestions are now multiples of
c + 1, and more precisely are the ones of Lemmas 3.2 and 3.3 multiplied by c + 1.
Hence, Ck−1(G; R)¿Ck(G; R) trivially implies Ck−1(G; R)¿c + Ck(G; R). Moreover,
since Lemma 3.2 does not impose any upper bound on the number of vertices in
the graph, letting c=(c′− 1)Ck(G; R) yields Ck−1(G; R)¿c′Ck(G; R) for any constant
positive integer c′.
As far as competitiveness is concerned, the example of rings in the previous sec-
tion shows that there are graphs not admitting 1-competitive k-IRS for given families
of communication requests. The following lemma shows that in some cases the best
competitive ratio of any k-IRS grows linearly in the size of the graph.
Lemma 3.4. For arbitrarily large values of n there exists an n-vertex graph G with a
family of communication requests R such that any k-IRS for G cannot be less than
(n− 1)=2-competitive.
Proof. For an arbitrary positive integer m, let G=(V; E) be such that V =V1∪{w}∪V2,
with V1={u1; : : : ; um} and V2 = {v1; : : : ; vm}. Moreover, let the arc set A be such that
vertices u1; : : : ; um induce a complete subgraph, u1; : : : ; um are all connected to w and
w is connected with the m isolated vertices v1; : : : ; vm.
Consider all possible pairs of communication requests (ui; vj) in G from V1 to V2, let
R be the family of all possible sets containing each exactly m of such communication
requests and let P be the path system induced by a k-IRS for G. Since in any other
k-IRS each of the m2 paths from V1 to V2 has to step through one of the m arcs (ui; w),
at least one of these arcs must be traversed by at least m paths in P from V1 to V2.
Let R∈R be the set of communication requests corresponding to these m paths. Then,
the k-IRS for G cannot be c-competitive with respect to R for c less than m. In fact,
if we consider another k-IRS for G with an induced path system P′ in which the m
S. Cicerone et al. / Theoretical Computer Science 276 (2002) 315–354 329
paths corresponding to R are routed each through a diMerent arc (ui; w), it results in
C(G; P; R)=C(G; P′; R)=m.
Such a k-IRS can always be constructed as follows. For each i, 16i6m, vertices ui
and vi receive vertex labels l(ui)= i and l(vi)=m+1+i, while l(w)=m+1. Let us say
that a vertex ui is a source vertex if there exists at least one pair (ui; vj)∈R, otherwise
ui is a free vertex. Notice that, since |R|=m, the sum of the numbers of source and
free vertices is exactly m. For each source vertex ui with p pairs (ui; vj1 ); : : : ; (ui; vjp)
in R, choose p− 1 free vertices ui1 ; : : : ; uip−1 associated only to ui (notice that by con-
struction since |R|=m this is possible for all source vertices). Intervals are constructed
as follows. Assign to each free vertex uih associated to ui the destination vertex vjh and
initially let the interval Ih, 16h6p − 1, of arc (ui; uih) be just [l(vjh); l(vjh)], while
the interval I of (ui; w) be just [l(vjp); l(vjp)]. Then expand intervals I1; : : : ; Ip−1; I in
such a way that they form a partition of the set of all the vertex labels. For each free
vertex ui, the interval associated to (ui; w) is [l(w); l(vm)] and the one associated to
each arc (ui; uj) with i = j is [l(uj); l(uj)]. Finally, each arc (w; ui) receives the interval
[l(ui); l(ui)], each arc (w; vi) receives the interval [l(vi); l(vi)] and each arc (vi; w) the
interval containing all the vertex labels except l(vi).
Such a scheme is clearly valid and has the claimed congestion C(G; P′; R)= 1. More-
over, as it is a 1-IRS, it is also a k-IRS for any k¿1. The lemma follows by the
arbitrariety of the integer m and by observing that m=(n− 1)=2.
The following lemma is useful to establish upper bounds on the competitive ratio.
Lemma 3.5. Given a graph G and any set of communication requests R; in a given
k-IRS for G let e be an arc with maximum congestion with respect to R. Then; if
there exists a cut of at most s arcs that splits G in two maximal strongly connected
components G1 and G2 such that all the sources of the paths traversing e belong
to G1 and all the destinations to G2; the k-IRS is s-competitive with respect to any
family of communication requests R.
Proof. Let h=C(G; P; R; e), where P is the path system induced by the k-IRS, and
let (u1; v1); : : : ; (uh; vh) the source–destination pairs in R corresponding to the c paths
traversing e. The proof trivially holds by observing that in any other k-IRS for G
with an induced path system P′ the h paths corresponding to (u1; v1); : : : ; (uh; vh) must
include at least one arc of the cut, so that at least one such an arc e′ must have
congestion at least 
h=s. Thus C(G; P; R)=C(G; P′; R)6s and the lemma then follows
by the arbitrariety of R.
This result clearly holds also with respect to a given family of communication re-
quests R, if each R∈R satis%es the conditions of the claim.
Concerning results for speci%c topologies, observe %rst that trivially chains and
trees have dynamic 1-competitive 1-IRS with respect to any family of communica-
tion requests R, as they have a unique simple (shortest) path connecting any source–
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destination pair and thus the path system induced by any k-IRS is the
same.
Moreover, as a direct consequence of Lemma 3.5, upper bounds on the competitive
ratio can be determined for many interconnection networks.
Theorem 3.6. For each of the following networks there exists a k-IRS that is c-
competitive with respect to any set of communication requests R; where
1. k =1 and c=1 for any tree;
2. k =1 and c=2 for any ring Rn of n vertices;
3. k =1 and c=2(1 +
∑h
i=1 li) for any n-vertex chordal ring Rn(l1; : : : ; lh) hav-
ing chords of length respectively l1; : : : ; lh with nmod lh=0 and lj mod lj−1 = 0;
1¡j6h;
4. k =1 and c= n for any n× n grid Gn×n;
5. k =2 and c=2n for any n× n torus Tn×n;
6. k =1 and c= n=2 for any hypercube Hd of d= log n dimensions.
Proof. All such networks admit a shortest path k-IRS with the claimed k [36, 17]. Let
us then consider each network separately.
1. Trees: As observed above, any tree admits a shortest path 1-IRS and, as the tree
has a unique simple (shortest) path connecting any source–destination pair, the path
system induced by any k-IRS is the same.
2. Rings: Consider a ring Rn of n vertices and the 1-IRS that routes messages
along shortest paths. Given any set of communication requests R, consider one arc, say
(0; 1), with highest congestion. Since the scheme represents shortest paths, the source
of every path traversing (0; 1) must be one of the vertices from 
n=2+1 to 0 and the
destination one of the remaining vertices from 1 to 
n=2. Hence, the cut of the two
arcs (0; 1) and (
n=2+1; 
n=2) satis%es the conditions of Lemma 3.5, and the claim
follows.
3. Chordal Rings: Consider a chordal ring Rn(l1; : : : ; lh) satisfying the hypothesis
and the 1-IRS that routes messages along shortest paths. Given any set of communi-
cation requests R, consider one arc, say e=(−
lj=2;−
lj=2+ lj) (resp. (0; 1)), with
highest congestion. Since the scheme represents shortest paths, the source of every path
traversing e must be one of the vertices from 
n=2+1 to 0 and the destination one of
the remaining vertices from 1 to 
n=2. Hence, the cut of the 2(1+∑hi=1 li) arcs corre-
sponding to arcs (0; 1) and (
n=2+1; 
n=2)), plus for each j, 16j6h, the 2lj chords
(−lj +1; 1); (−lj +2; 2); : : : ; (0; lj) and (
n=2+ lj; 
n=2); : : : ; (
n=2+1; 
n=2− lj +1)
satis%es the conditions of Lemma 3.5, and the claim follows.
4. Grids: Consider an n× n grid Gn×n and the 1-IRS that routes messages along
shortest paths. Given any set of communication requests R, consider one arc, say
((i; j); (i + 1; j)), with highest congestion. Since the scheme represents shortest paths,
the source of every path traversing ((i; j); (i+1; j)) must be one of the vertices (i′; j′)
with i′6i. Hence, the cut of the n arcs ((i; j); (i + 1; j)) with 16j6n satis%es the
conditions of Lemma 3.5, and the claim follows.
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5. Tori: Consider an n× n torus Tn×n and the 2-IRS that routes messages along
shortest paths. Given any set of communication requests R, consider one arc, say
((0; 0); (1; 0)), with highest congestion. Since the scheme represents shortest paths, the
source of every path traversing ((0; 0); (1; 0)) must be one of the vertices (i; j) with i
from 
n=2 + 1 to 0, 06j6n − 1, and the destination one of the remaining vertices
(i′; j′) with 16i′6
n=2, 06j′6n − 1. Hence, the cut of the 2n arcs ((0; j); (1; j))
and ((
n=2+1; j); (
n=2; j)) with 06j6n− 1 satis%es the conditions of Lemma 3.5,
and the claim follows.
6. Hypercubes: Consider a hypercube Hd of d= log n dimensions and the 1-IRS
that routes messages along shortest paths. Given any set of communication requests
R, consider one arc, say (0 : : : 0; 1 : : : 0), with highest congestion. Since the scheme
represents shortest paths, the source of every path traversing (0 : : : 0; 1 : : : 0) must be
one of the vertices 0# with #∈{0; 1}d−1 and the destination one of the remaining
vertices 1+. Hence, the cut of the 2d−1 = n=2 arcs (0#; 1#) with #∈{0; 1}d−1 satis%es
the conditions of Lemma 3.5, and the claim follows.
While the result for rings is optimal in the sense that there are families of com-
munication requests for which there are not schemes with a competitive ratio of less
than 2 (see the last paragraph of Section 2), it would be worth to %nd suitable lower
bounds on the competitive ratio also for the other networks.
4. The NP-completeness results
The time complexity of deciding the existence of a shortest path k-IRS for a graph
has been %rst considered in [9], where it has been shown that the problem is NP-
complete for non constant values of k on weighted graphs. Such a result has been
extended in [8] by proving that it is NP-complete for k =2 on unweighted graphs. The
best NP-completeness result for shortest path 1-IRS on unweighted graphs has been
proved in [6].
In this section we determine the computational complexity of the problem of devising
IRS with a good competitive ratio. By exploiting ideas in [20], we prove that this
problem is in general NP-complete both in the static and in the dynamic one-to-all
cases. In particular, let Rv=({v}× (V − {v}))∪ ((V − {v})×{v}) for a given vertex
v∈V . Then, in the static one-to-all case R= {Rv} for a %xed vertex v∈V , while in
the dynamic one R= {Rv}v∈V , i.e., it includes all possible Rvs.
Since in order to obtain a low competitive ratio it is necessary to minimize the
congestion with respect to the corresponding communication requests, the following
problems naturally arise.
Denition 4.1 (Minimum Static k-IRS Problem (Stat k-IRS)).
INSTANCE: A symmetric digraph G=(V; A), a root vertex r and an integer C¿0.
QUESTION: Is there a k-IRS for G whose induced path system P is such that
C(G; P; Rr)6C?
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Denition 4.2 (Minimum Dynamic k-IRS Problem (Dyn k-IRS)).
INSTANCE: A symmetric digraph G=(V; A) with V = {1; : : : ; n} and a sequence of n
positive integers C1; : : : ; Cn.
QUESTION: Is there a k-IRS for G whose induced path system P is such that
C(G; P; Ri)6Ci for each i∈V ?
We show the NP-completeness of both the two problems by providing a polynomial-
time reduction from 3-Partition, which is NP-complete in the strong sense [16]. In such
a problem we are faced with a %nite set S of 3m elements, an integer B¿0, and an
integer size s(a) for each element a∈ S such that B=4¡s(a)¡B=2 and ∑a∈S s(a)=mB.
We want to know if S can be partitioned into m disjoint sets S1; S2; : : : ; Sm such that
for each i, 16i6m,
∑
a∈Si s(a)=B.
Theorem 4.1. Stat 1-IRS is NP-complete.
Proof. It is easy to see that 1-Stat 1-IRS belongs to NP, as given any 1-IRS for G
with an induced path system P, it is possible to check in polynomial time whether
C(G; P; R)6C.
Given a set S = {a1; a2; : : : ; a3m} and an integer B corresponding to an instance of
3-Partition, we provide in polynomial time a digraph G=(V; A), a set R⊆V ×V and
an integer C such that there is the required partition of S if and only if there is a
1-IRS for G with C(G; P; R)6C.
In the reduction graph G=(V; A) the set of the vertices V is partitioned into %ve
subsets V1; : : : ; V5 as follows (see Fig. 2):
• V1 =X1 ∪ · · · ∪X3m, where X1; : : : ; X3m are pairwise disjoint sets of vertices such that
|Xi|=(T + 1)s(ai) for each 16i63m, where T =3m2 + 4m;
• V2 = {x1; x2; : : : ; x3m};
• V3 = {y1;1; : : : ; y1;3m; y2;1; : : : ; y2;3m; : : : ; ym;1; : : : ; ym;3m};
• V4 = {z1; z2; : : : ; zm};
• V5 = {r}.
Concerning the arcs of G, since G is symmetric, we do not give the complete list,
but we simply assume that for each given arc the opposite one also belongs to A. A
contains all the possible arcs between V5 and V4 and between V2 and V4. Moreover,
V2 and V4 induce the complete graphs K3m and Km, respectively. For each i and j,
16i6m and 16j63m, yi; j ∈V3 is connected both to zi ∈V4 and to xj ∈V2, while each
xi, 16i63m, has an arc toward each vertex in Xi. This completes the de%nition of A.
Finally, let R=({r} × (V − {r}))∪ ((V − {r})×{r}) and C =B(T + 1) + T=m.
Clearly, as 3-Partition is NP-complete in the strong sense, the construction of G is
performed in polynomial time with respect to the size of the instance of 3-Partition.
Now, we prove that the instance of 3-Partition has a positive answer if and only if
G is a positive instance of Stat 1-IRS.
Only if case. Let us assume that the instance of the 3-Partition problem has a positive
answer. Then S = {a1; a2; : : : ; a3m} can be partitioned into m disjoint sets S1; S2; : : : ; Sm of
S. Cicerone et al. / Theoretical Computer Science 276 (2002) 315–354 333
Fig. 2. The graph G built using the instance of 3-Partition.
cardinality 3 such that, if Si = {aji; 1 ; aji; 2 ; aji; 3}, then
∑3
k=1 s(aji; k )=B for each 16i6m.
Let us now show that there exists a path system P induced by a 1-IRS for G such
that C(G; P; R)6C.
The claimed 1-IRS is de%ned by the following vertex and arc labelings:
• l(r)= 1;
• vertices in Zi = {zi}∪ {yi; j | 16j63m}, 16i6m, are labeled after vertices in Zi−1
in such a way that l(zi)= (3m+1)(i−1)+2 and l(yi; j)= (3m+1)(i−1)+j+2; hence
the labels of the vertices in Zi form the interval IZi = [(3m+1)(i−1)+2; (3m+1)i+1];
• Vertices in QXi =Xi ∪{xi} receive the interval:







Let N = {1; 2; : : : ; (mB + 1)(T + 1)} be the set of vertex labels and I(u; v) denote
the interval assigned to arc (u; v). Then, the arc labeling is obtained according to the
following rules:
• Vertex r:
I(r; zi)= [(i − 1)(|N | − 1)=m+ 2; i(|N | − 1)=m+ 1], 16i6m.
• Vertices zi, 16i6m:
I(zi; r)= [l(r); l(r)]= [1; 1];
I(zi; yi; j)= [l(yi; j); l(yi; j)], 16j63m;
I(zi; xj)= I QXj , 16j63m;
I(zi; zj)= IZj , 16j6m and j = i.
• Vertices yi; j, 16i6m and 16j63m:
I(yi; j; zi)=N\
⋃
16j63m I QXj = [1; 3m
2 + m+ 1], 16i6m;
I(yi; j; xj)=
⋃
16j63m I QXj = [3m
2 + m+ 2; |N |].
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• Vertices in Xi, 16i63m:
I(x; xi)= [1; |N |] for each x∈Xi.
• Vertices xj, 16j63m:
labels of outgoing arcs of these vertices are the most important because they strictly
depend on the solution of 3-Partition.
I(xj; xi) = I QXi ; 16 i 6 3m and i = j;
I(xj; x) = [l(x); l(x)] for each x ∈ Xj;
I(xj; yi;j) =
{





[1; 1] if aj ∈ Si;
[l(zi); l(zi)] otherwise;
16i6m:
Notice that in the above construction a vertex zi corresponds to the set Si and then
exactly three vertices xj are connected to zi with an arc having label [1; 1]. Moreover,
the above labeling de%nes a valid 1-IRS.
Let us now show that C(G; P; R)6C. In order to prove the claim, we consider
separately the contribution to the congestion of the paths from r to all the other vertices
and vice versa. In fact, no arc is contained in a path of the %rst and of the second
type at the same time, i.e., the congestion of each arc is completely due either to paths
from r to other vertices or from other vertices to r.
Let ei =(r; zi) be an arc incident to r. The paths from r to all the other vertices
cause a congestion on ei equal to (|N | − 1)=m=(mB(T + 1) + T )=m=C.
For given i and j, 16i6m and 16j63m, paths from zi to vertices in QXj follow arc
(zi; xj) and eventually (if the destination is not xj) (xj; x), where x is the %nal vertex.
This can contribute to the congestion of all such arcs at most | QXi|=(T + 1)s(aj) +
1¡(T + 1)B=2 + 1¡C, as each element in S has an integer size smaller than B=2.
Analogously paths from zi to vertices in Zi′ , for a given i′ between 1 and m, follow
arc (zi; zi′) and eventually (if the destination is not zi′) (zi′ ; yi′ ; j), where yi′ ; j is the %nal
vertex. This can contribute to the congestion of all such arcs at most |Zi′ |=3m+1¡C.
Let us consider now the contribution to the congestion caused by the paths to-
ward the root. Since all the arcs belonging to such paths form a tree rooted at r,
the maximum congestion is on the arcs ei =(zi; r) incident to r. By construction, if
Si = {aji; 1 ; aji; 2 ; aji; 3} is an element of the solution for 3-Partition, ei belongs to all the
paths from the vertices in QXji; 1 ∪ QXji; 2 ∪ QXji; 3 to r, plus the paths from vertices yi; j,
16j63m, and vertex zi toward r, thus yielding C(G; P; R; ei)=B(T +1)+3m+4=C.
Since as remarked above no arc belongs to paths from r and toward r at the same
time, then C(G; P; R)6C.
If case. Assume now that the graph G has a 1-IRS that induces a path system P with
C(G; P; R)6C. We prove that the corresponding instance of the 3-Partition problem
has a positive answer, i.e., there exists a partition of the elements of S into subsets of
weight B.
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By hypothesis, C(G; P; R; ei)6C =B(T + 1) + T=m for each edge ei =(zi; r).
By de%nition of k-IRS, when messages sent from diMerent vertices to the same
receiver r reach a common intermediate vertex, the remaining subpaths leading them
to r coincide, as the routing decision at each vertex depends only on the label of r.
Hence for any j such that 16j63m, starting from xi, all the subpaths in P from
vertices in QXi to r are exactly the same, since they all step through xi.
Notice that only vertices in exactly three sets Xji; 1 ; Xji; 2 and Xji; 3 can have paths
stepping through a same arc ei to reach r, as if there were at least another set Xji; 4 it
would be C(G; P; R; ei)¿(T + 1)
∑4
k=1 s(aji; k )¿(T + 1)(B+ 1)¿C, as any element in
S has an integer size greater than B=4.
Thus for each i, 16i6m, there are exactly three sets of vertices Xji; 1 ; Xji; 2 and
Xji; 3 among {X1; X2; : : : ; X3m} that reach r through ei. Then, the corresponding parti-
tion for the instance of 3-Partition obtained by letting Si = {aji; 1 ; aji; 2 ; aji; 3} for each
i satis%es the equality
∑3
k = 1 s(aji; k )=B, as otherwise for at least one i it would be
C(G; P; R; ei)¿
∑3
k = 1(T + 1)s(aji; k )¿(T + 1)(B + 1)¿C, thus contradicting the hy-
pothesis.
The 1-IRS provided in the only if part is linear (that is every assigned interval [a; b]
satis%es a6b) and setting all possible intervals I(x; xj)=N\{l(x)} it can be made
strict (i.e. no interval I(u; v) contains l(u)), but not linear any longer. Hence, the NP-
completeness holds also for linear 1-IRS and for strict 1-IRS. Moreover, the if part
works for any k-IRS, so in general the problem is NP-complete for every %xed value
of k.
Theorem 4.2. Dyn 2-IRS is NP-complete.
Proof. The reduction is obtained as in the proof of the previous theorem, but the graph
is changed by letting T =4m, by eliminating the vertex set V3 and taking the subgraph
induced by the remaining vertices.
Finally, for what concerns the bounds on the maximal congestions associated to each
possible root vertex
• Cr =B(T + 1) + 4;
• Cxi = max16j63m (T + 1)s(aj) + 1;
• Czj = max16j′63m; j′ = j (T + 1)s(aj′) + 1;
• Cx = n− 1=mB(T + 1) + 4m; x∈X1 ∪ : : : X3m.
The 2-IRS in the “only if ” part is de%ned in an analogous manner by taking the
vertex labeling induced by the above 1-IRS on the vertices in V\V3; while the interval
assignment is de%ned accordingly with the exception that (xj; zi) receives always the
interval [l(zi); l(zi)]; plus the interval [1; 1] if aj ∈ Si. As it can be easily checked, each
arc then receives at most two intervals and
• C(G; P; Rr)=Cr;
• C(G; P; Rxi)=Cxi ; 16i6m;
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• C(G; P; Rzj)=Czj ; 16j63m;
• C(G; P; Rx)=Cx; x∈X1 ∪ : : : X3m.
Concerning the if part, the proof proceeds analogously as to the one of the previous
theorem by observing that for each i; 16i6m; if C(G; P; Rr; (zi; r))=Cr then there is
the required partition for the instance of 3-Partition.
The 2-IRS provided in the “only if ” part can be made linear and strict by assigning
to each arc (x; xj) the two intervals [1; l(x) − 1] and [l(x) + 1; mB(T + 1) + 4m + 1].
Thus the NP-completeness holds also for linear and=or strict 2-IRS. Moreover, as in
the static case, the if part works for any k-IRS with k¿2; so in general the problem
is NP-complete for every %xed value of k¿2.
Notice that, since the competitiveness of k-IRS is de%ned with respect to k-IRS
themselves, often asking for the existence of c-competitive schemes does not make
sense. For instance, in the static case there always exists a 1-competitive k-IRS and
this holds also in the reductions provided in the proof of Theorem 4.1 for k =1 and
in the proof of Theorem 4.2 for k =2; respectively. This means that, even if we know
in advance that a 1-competitive scheme exists, constructing it is anyway an NP-hard
problem.
5. One-to-all: results for specic topologies
Starting from the hardness results shown in the previous section, we now provide
e;cient schemes for some commonly used interconnection networks, such as rings,
grids and tori. The communication pattern is always assumed one-to-all.
Lemma 5.1. There exists a dynamic 1-competitive 1-IRS for rings Rn.
Proof. Consider the classical 1-IRS for rings in which l(i)= i and for every i; 16i¡n;
I(i; i+1)= [i+1; i+n=2] and I(i; i−1)= [i+n=2+1; i−1]. This scheme is dynamic
1-competitive as C(Cn; P; Ri)= 
(n− 1)=2; where P is the induced path system. Such
a congestion is required at each vertex i by every scheme, as i has to reach n − 1
vertices and has degree 2.
Lemma 5.2. There exists a static 1-competitive 1-IRS for grids Gn×n and tori Tn×n.
Proof. Static 1-competitive 1-IRS for a grid Gn×n and a torus Tn×n can be easily
determined by observing that given any vertex (i; j) of degree d; 26d64; it is possible
to identify d disjoint subsets of vertices V1; : : : ; Vd such that V1 ∪ · · · ∪Vd=V\{(i; j)}
and for each i |Vi|6
(n2 − 1)=d and Vi ∪{(i; j)} induces a connected subgraph.
Consider now the path system P induced by the 1-IRS that routes messages along
the spanning tree of all the grid (resp. torus) obtained by the union of d trees spanning
respectively vertices in V1 ∪{(i; j)}; : : : ; Vd ∪{(i; j)}. Then, if R(i; j) is the set of requests
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Fig. 3. A Hamiltonian cycle on a even grid (a), and a quasi-Hamiltonian cycle on an odd grid (b).
with root (i; j); it follows that C(Gn; P; R(i; j))= 
(n2 − 1)=d (resp. C(Tn×n; P; R(i; j))=

(n2 − 1)=d) and such a congestion is clearly required by any other scheme.
If a network is Hamiltonian and has bounded degree, the following lemma can be
used.
Lemma 5.3. If G is Hamiltonian and every vertex of G has degree at most d; d¿0;
then there exists a dynamic d=2-competitive 1-IRS for G.
Proof. It su;ces to consider the 1-IRS that routes messages along a Hamiltonian cycle
of G as in rings. Then, for any chosen root r; every arc in G has congestion at most

(n − 1)=2; and the lemma follows by observing that as there are at most d arcs
leaving v; at least one arc must have congestion 
(n− 1)=d.
As a consequence of the previous lemma, dynamic 2-competitive 1-IRS can be deter-
mined for chordal rings Rn(l); tori, De Bruijn graphs and other Hamiltonian networks
of degree at most 4. The following lemma holds for grids.
Lemma 5.4. There exists a dynamic 2-competitive 1-IRS for Gn×n.
Proof. Given a grid Gn×n; if n is even then Lemma 5.3 can be applied by observing
that each Gn×n is Hamiltonian (see Fig. 3a) and every vertex has degree at most 4. If
n is odd then Gn×n is “quasi-Hamiltonian”, where a sequence of m vertices 0; : : : ; m−1
is said to form a quasi-Hamiltonian cycle if arcs (i; i + 1) and (i + 1; i) belong to the
graph for each i such that 06i6m−2; together with arcs (m−1; 1); (1; m−1); (m−2; 0)
and (0; m− 2) (see Fig. 3b).
A 1-IRS for quasi-Hamiltonian graphs can be de%ned similar to that for rings in a
trivial way, so that routing in Gn×n messages along the quasi-Hamiltonian cycle yields
for any root a maximal congestion at most equal to 
(n2 − 1)=2. The claim then
follows as above by observing that each vertex in Gn×n has degree at most 4.
Despite of its apparent simplicity, the task of devising better competitive schemes
in the one-to-all directed case seems to be rather untrivial. We now show that in the
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less restrictive situation of an undirected congestion, better results can be found for
networks like tori and chordal rings.
5.1. Undirected congestion case
In the undirected congestion case the network is modeled as an undirected
graph and the congestion of an edge {u; v} is given by the number of all paths
traversing the edge, independently of their direction. Namely, the congestion of {u; v} is
given by the sum of the congestions of the directed arcs (u; v) and
(v; u).
All the de%nitions in Section 2 trivially extend to the undirected congestion case,
and it is immediate to check that the same holds also for all the previous results,
with the exception of the ones concerning the time complexity of the construction of
low-congested schemes.
In fact, the NP-completeness results still holds, but with respect to the static and
dynamic accumulation problems, where we are interested only in the paths from all the
nodes toward the route and not vice versa. Namely, for each node v∈V; we modify
each set Rv as (V − {v})×{v}.
Concerning the results for speci%c topologies, all the lower bounds derived by means
of the cutting or summation of distances arguments double for undirected congestion,
and the same trivially holds for the upper bounds, as a scheme with directed conges-
tion C implies directly a scheme with undirected congestion 2C. Hence, all optimal
and nearly optimal results can be extended with slight modi%cations to the undirected
congestion case.
Vice versa, a scheme with undirected congestion 2C in general does not imply the
existence of a scheme with directed congestion C. Therefore, the undirected congestion
case appears less di;cult than the directed one.
As an example, %rst of all a better result can be found for tori.
Theorem 5.5. There exists a dynamic (1 + 1=(n− 1))-competitive 1-IRS for Tn×n.
Proof. The (1 + 1=(n− 1))-competitive 1-IRS is constructed as follows.
Let V = {(i; j) | 06i¡n; 06j¡n} and A= {{(i; j); (i + 1; j)} | 06i¡n; 06j¡n}∪
{{(i; j); (i; j+1)} | 06i¡n; 06j¡n} be, respectively, the node and edge sets of Tn×n.
Starting from node (0; n − 1); which receives label 0; node labels are assigned in
monotonic increasing order along the spiral Hamiltonian cycle of Tn×n determined as
follows (see Fig. 4): for each i; 06i¡n; the subpath constituted in the order by nodes
(i; i+n−1); (i; i+n−2); : : : ; (i; i) belongs to the Hamiltonian cycle. In order to connect
the subpaths belonging to the diMerent rows to build the %nal spiral, the subpath from
(i; i + n − 1) to (i; i) is connected to the one from (i + 1; i + n) to (i + 1; i + 1)
in the following row by the vertical edge {(i; i); (i + 1; i)}. Hence, l(0; n − 1)=0;
l(0; n−2)=1; : : : ; l(0; 0)= n−1; l(1; 0)= n; l(1; n−1)= n+1; and so forth (see Fig. 4).
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i(n+ 1)− j − 1 + n if i 6 j;
i(n+ 1)− j − 1 if i¿j:
The intervals assigned to the edges are the following (here arithmetical operations
on indices i and j of nodes (i; j) are modulo n; while the ones on node labels l(i; j)
are modulo |V |= n2):
• At nodes (i; j); with i = j and i = j + 1:
I((i; j); (i; j + 1))= [l(i; j)− 
n=2; l(i; j)− 1];
I((i; j); (i + 1; j))= [l(i; j) + 
n=2+ 1; l(i; j) + 
n2=2];
I((i; j); (i − 1; j))= [l(i; j) + 
n2=2+ 1; l(i; j)− 
n=2 − 1];
and I((i; j); (i; j − 1))= [l(i; j) + 1; l(i; j) + 
n=2].
• At nodes (i; i):
I((i; i); (i; i + 1))= [l(i; i)− 
n=2; l(i; i)− 1];
I((i; i); (i + 1; i))= [l(i; i) + 1; l(i; i) + 
n=2];
I((i; i); (i; i − 1))= [l(i; i) + 
n=2+ 1; l(i; i) + 
n2=2];
and I((i; i); (i − 1; i))= [l(i; i) + 
n2=2+ 1; l(i; i)− 
n=2 − 1].
• At nodes (i + 1; i); in a symmetric fashion:
I((i + 1; i); (i + 1; i + 1))= [l(i + 1; i) + 
n2=2+ 1; l(i + 1; i)− 
n=2 − 1];
I((i + 1; i); (i + 2; i))= [l(i + 1; i) + 
n=2+ 1; l(i + 1; i) + 
n2=2];
I((i + 1; i); (i + 1; i − 1))= [l(i + 1; i) + 1; l(i + 1; i) + 
n=2];
and I((i + 1; i); (i; i))= [l(i + 1; i)− 
n=2; l(i + 1; i)− 1].
In this 1-IRS, for any source–destination pair, the induced path can be expressed as the
concatenation of two subpaths: a vertical subpath, which is constituted by the sequence
of vertical edges leading to a node whose distance from the destination along the spiral
is at most 
n=2; and then a spiral subpath of length at most 
n=2 along the spiral.
This is true except around nodes (i; i) or (i+1; i); 06i¡n. In fact, edges {(i; i); (i+
1; i)}; 06i¡n; when (i; i) or (i + 1; i) is the root would be charged both by vertical
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subpaths and by spiral subpaths, as they are the only vertical edges belonging also to
the spiral. Thus, intervals at each node (i; i) are modi%ed in such a way that paths to
nodes with labels between l(i; i)+1 and l(i; i)+
n=2 go through edge {(i; i); (i+1; i)};
and nodes with labels between l(i; i) + 
n=2+ 1 and l(i; i) + 
n2=2 go through edge
{(i; i); (i; i − 1)}; that otherwise would not be traversed by any path. Symmetrically,
instead of 
n2=2 paths, only 
n=2 paths go from (i + 1; i) toward (i; i); since the
others 
(n2− n)=2 go through edge {(i+1; i); (i+1; i+1)}; that otherwise would not
be traversed by any path.
A case analysis on all the possible roots shows that in every case the maximal
congestion is at most (n + 1)
n=2; and is given by the congestion of the horizontal
edges incident to the root. In particular, a contribution n
n=2 to this congestion is due
to incoming paths, and a contribution 
n=2 is due to outcoming paths.
Finally, since each node has degree 4 and there must be 2(n2−1) paths leaving and
arriving to each root, it follows that the proposed scheme is dynamic (1 + 1=(n− 1))-
competitive.
The following theorem shows a similar result for chordal rings.
Theorem 5.6. Let Rn(l) be a chordal ring with nmod l=0. There exists a dynamic
(3=2+o(1))-competitive 1-IRS for Rn(l); and a dynamic (1+o(1))-competitive 1-IRS
for Rn(l) when l=o(n) and 1=l=o(1).
Proof. The 1-IRS for Rn(l) is obtained in such a way that each node i has label
l(i)= i. For what concerns the interval assignment, I(i; i+1)= [i+1; i+l=2]; I(i; i+
l)= [i + l=2 + 1; i + (n− 1)=2]; I(i; i − 1)= [i − l=2; i − 1] and I(i; i − l)= [i +
(n− 1)=2+ 1; i − l=2 − 1].
By the interval assignment, when i is the root the contribution to the congestion due
to the paths leaving i on the edges {i; i + 1} and {i; i − 1} is l=2; while the one on
the chords {i; i+ l} and {i; i− l} is at most n=2−l=2. Vice versa, the contribution
to the congestion due to the paths arriving in i on {i; i + l} and {i; i − l} is at most
n=2l; and, as consequence, the one on the edges {i; i + 1} and {i; i − 1} is equal to
n=2 − n=2l.
Therefore, the total congestion of the external edges and chords incident to i is at
most n=2 − n=2l+ l=2 and n=2+ n=2l − l=2; respectively.
The maximum values of these congestions are n=2− ((n=l)− 1)=2 + l=2; and n=2 +
n=2l− (l− 1)=2; respectively.
Since each node has degree 4 and there must be 2(n−1) paths leaving and arriving to
each root r; it follows that the proposed scheme has competitiveness equal to max{1+
(l=(n− 1)− n=(l(n− 1))) + 2=(n− 1); 1− (l=(n− 1)− n=(l(n− 1))) + 2=(n− 1)}.
Hence, for any possible value of l; the scheme is always dynamic (3=2 + o(1))-
competitive, and it is dynamic (1 + o(1))-competitive when l=o(n) and
1=l=o(1).
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The following corollary can be used whenever a chordal ring Rn(l) is a subgraph of
a n-node network.
Corollary 5.7. Let G be a network having n nodes and containing a chordal ring
Rn(l) as subgraph. If every node of G has degree at most d; d¿0; then there exists
a dynamic (3d=8 + o(1))-competitive 1-IRS for G; and a dynamic (d=4 + o(1))-
competitive 1-IRS for G when l=o(n) and 1=l=o(1).
Proof. It su;ces route the messages on the subgraph Rn(l) using the 1-IRS of
Theorem 5.6. The result follows by observing that the maximum edge congestion is
max{n=2− ((n=l)− 1)=2+ l=2; n=2+ n=2l− (l− 1)=2} and that, for each root r having
degree at most d; there must be 2(n− 1) paths leaving and arriving to it, so that one
incident edge must have congestion at least 
2(n− 1)=d.
6. All-to-all: results for specic topologies
In this section we give optimal and nearly optimal results for the all-to-all commu-
nication pattern. Networks considered are rings, chordal rings, and multi-dimensional
grids and tori. For the sake of simplicity, since R is %xed and equal to V ×V; we
always omit it from the notation. Again, we consider %rst the undirected congestion
case.
6.1. Chains, trees, and rings
In the Section 3 we have proved that chains and trees have dynamic 1-competitive
1-IRS with respect to any family of communication requests R (see Theorem 3.6).
The following theorem shows that the same result also holds for rings in the all-to-all
case.
Theorem 6.1. There exists a 1-competitive 1-IRS for any ring Rn.
Proof. The lower bound C1(Rn)¿C(Rn)= 
n2=4=2 on the congestion for rings de-
rives directly from the bisection width argument in Section 2 by observing that b(Rn)
= 2.
Let V = {0; : : : ; n−1} and A= {(i; i+1) | 06i¡n}∪ {(i+1; i) | 06i¡n} be respec-
tively the vertex set and the arc set of Rn. The 1-IRS matching the above lower bound
is constructed as follows. Let l(i) denote the label of vertex i and I(e) denote the
interval associated with arc e. Then l(i)= i; I(i; i + 1)= [i + 1; i + 
(n − 1)=2] and
I(i; i−1)= [i+
(n−1)=2+1; i−1] if i is even, while I(i; i+1)= [i+1; i+(n−1)=2]
and I(i; i − 1)= [i + (n− 1)=2+ 1; i − 1] if i is odd.
Assume %rst that n is odd. Then the path system P induced by the scheme is com-
pletely symmetric and all paths in P are shortest paths. As a consequence, each arc e has
the same congestion and C(G; P; R; e)= 
(1=|A|)∑i; j dist(i; j)= 
(1=2n)n∑n=2d=1 2d=




n2=4=2; as for any vertex i and for any distance d; 16d6n=2;
there are exactly two vertices (i − d) and (i + d) at distance d from i.
If n is even then the proof of the upper bound is slightly more complicated, as the
scheme is not completely symmetric. In fact, each vertex i reaches the opposite vertex
i+ n=2 at distance n=2 by using the clockwise outgoing arc if i is even, otherwise the
anti-clockwise one.
Anyway, the symmetry still holds with respect to the restriction of the path sys-
tem P induced by the scheme on the set of communication requests R′=R\{(i; i +
n=2)|06i¡n}; obtained by deleting all source–destination pairs at distance n=2 from





Let R′′= {(i; i + n=2)|06i¡n} be the subset of all the source–destination pairs in
R at distance n=2. According to the scheme, i reaches (i + n=2) clockwise if i is
even, anti-clockwise otherwise, and then the total congestion due to R′′ is n2=2. As
maxe C(Rn; P; R′′; e)−mine C(Rn; P; R′′; e)61; C(Rn; P; R′′)= 
n=4. Since R′ ∪R′′=R=





By the bisection width argument, C(Rn(l1; : : : ; lh))¿
n2=4=2(1 + l1 + · · · + lh).
However, if suitable restrictions on chord lengths are imposed, better results can be
determined.
Lemma 6.2. Let Rn(l1; : : : ; lh) be a chordal ring having chords such that nmod lh=0
and lj mod lj−1 = 0; 1¡j6h. Then C(Rn(l1; : : : ; lh))¿max16j6h{
n2=4=2(1 + l1
+ · · ·+ lh); n(lj − 2)=8(1 + l1 + · · ·+ lj−1)}
Proof. Given a vertex i; let Vj(i)= {i′ ∈V | (i′−i)mod lj =0}; i.e. the subset of vertices
i′ such that it is possible to go from i to i′ and vice versa traversing only chords of
length lj (see Fig. 5).
Fig. 5. The external distance in a chordal ring. Vertices in Vj(i′) are enlarged.
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Given any two vertices i; i′; let extj(i; i′) be the minimal external distance between
i and a vertex in Vj(i′); that is the minimum number of external arcs in A1 that have
to be traversed to go from i to a vertex in Vj(i′).
As i′ ∈Vj(i′); in order to go from i to i′ it is necessary to reach at least one vertex
in Vj(i′). Moreover, for any vertex i′′ ∈V; extj(i′′; i′)= extj(i′′ + lg; i′) for any g¿j;
i.e. from i′′ routing chords of length at least lj does not reduce the external distance
between i′′ and Vj(i′).
Then, if we denote as n0; n1; : : : ; nlh respectively the number of external arcs and
chords of length l1; l2; : : : ; lh belonging to any path from i to i′; it must be n0 + n1l1 +
· · ·+ nj−1lj−1¿extj(i; i′). Let s0; s1; : : : ; sh be respectively the total number of external
arcs and chords of length l1; l2; : : : ; and lh used by all the paths in the path system.
Then, by summing over all possible pairs of vertices it follows that s0 + s1l1 + · · ·+
sj−1lj−1¿
∑




2(lj − 2)=4 as for each vertex
i and for each d; 16d6(lj − 1)=2; there are 2n=lj vertices i′ with extj(i; i′)=d.
Then, if each arc has congestion at most x; as 2nx¿sj for 06j6h; it must be
2nx(1 + l1 + · · ·+ lj−1)¿ n2 lj − 24 :
Therefore x¿nlj − 2=(8(1 + l1 + · · ·+ lj−1)).
In order to complete the proof, observe that, as remarked above, the 
n2=4=2(1+l1
+ · · ·+ lh) lower bound derives directly from the bisection width argument.
Lemma 6.3. Let Rn(l1; : : : ; lh) be a chordal ring with nmod lh=0 and lj mod lj−1 = 0;
1¡j6h. Then C1(Rn(l1; : : : ; lh))6max1¡j6h{n=8(n=lh+2)+1; (n=4) (lj−1+lj=(2lj−1));
(n=8) (l1 + 2)}.
Proof. The 1-IRS for Rn(l1; : : : ; lh) is obtained in such a way that each vertex i
has label l(i)= i. For what concerns the interval assignment, I(i; i + 1)= [i + 1; i +
l1=2]; I(i; i+l1)= [i+l1=2+1; i+l2=2]; I(i; i+l2)= [i+l2=2+1; i+l3=2]; : : : ;
I(i; i + lh−1)= [i + lh−1=2+ 1; i + lh=2].
Intervals for arcs (i; i− 1); and (i; i− lj); 16j¡h; are obtained in a symmetric way.
The interval assignment of arcs (i; i+lh) and (i; i−lh) is slightly more complicated. In
fact, as seen also for the rings, if the chordal ring has an even number of vertices, then
it can decide whether to reach the opposite vertex (i + n=2) either through (i; i + lh)
or (i; i − lh). Here the interval assignment re7ects the same solution proposed for
simple rings, considering the subring induced by the set Vh(i) de%ned in the proof of
Lemma 6.2. Namely, intervals associated with arcs (i; i + lh) and (i; i − lh) along the
subring are alternating, that is I(i; i + lh)= [i + lh=2 + 1; i + 
(n − 1)=2]; I(i; i −
lh)= [i+
(n−1)=2+1; i−lh=2−1] and I(i; i+ lh)= [i+lh=2+1; i+(n− 1)=2];
I(i; i − lh)= [i + (n− 1)=2+ 1; i − lh=2 − 1].
By symmetry, all the external arcs and chords of length lj; 16j¡h; have the same
congestion.
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Each vertex i originates 2n=l1 paths containing exactly one external arc (one per
vertex i′ such that either (i−i′)mod l1 = 1 or (i′−i)mod l1 = 1), 2n=l1 paths containing
exactly 2 external arcs; : : : ; and at most 2n=l1 paths containing exactly l1=2 external
arcs. Summing up over all the vertices and dividing by the total number 2n of external
arcs, it follows that each external arc has congestion at most (n=8) (l1 + 2).
Similarly, for each vertex i; there are at most 2nlj=lj+1 paths containing one chord
of length lj; 16j¡h; at most 2nlj=lj+1 paths containing exactly 2 chords; : : : ; and at
most 2nlj=lj+1 paths containing exactly lj+1=(2lj) chords. Summing up over all the
vertices and dividing by the total number 2n of chords of length lj; it follows that each
such a chord has congestion at most (n=8) (lj + lj+1=2lj).
Finally, for each vertex there are at most 2lh paths containing one chord of length
lh; at most 2lh paths containing exactly 2 chords; : : : ; and at most 2lh + 1 paths con-
taining exactly n=(2lh) chords. Summing up over all the vertices and dividing by the
total number 2n of chords of length lh; it results an average congestion per chord at
most equal to (n=8) (n=lh + 2) and since for any two chords e1 and e2 of length lh
C(Rn(l1; : : : ; lh); P; e1)−C(Rn(l1; : : : ; lh); P; e2)61; where P is the path system induced
by the scheme, each chord of length lh has congestion at most (n=8) (n=lh+2)+1.
For chordal rings of type Rn(l) with only one chord of length l such that nmod l=0;
the above results are very close, as they give max{
n2=4=2(1 + l); n(l− 2)=8}6
C1(Rn(l))6max{(n=8) (n=l+ 2) + 1; (n=8) (l+ 2)}.
As a consequence of the previous lemmas, optimal competitive schemes can be
obtained under diMerent assumptions.
Corollary 6.4. There exist (1 + o(1))-competitive 1-IRS for
• Rn(l); if nmod l=0;
• Rn(l1; : : : ; lh); if nmod lh=0 and for each j; 16j¡h; lj+1 mod lj=0 and l2j =o(lj+1).
Proof. For Rn(l) the result trivially follows since by Lemmas 6.2 and 6.3 max{
n2=4=
2(1 + l); n(l− 2)=8}6C1(Rn(l))6max{(n=8) (n=l+ 2) + 1; (n=8) (l+ 2)}.
Concerning Rn(l1; : : : ; lh); if the condition l2j =o(lj+1) holds for 16j¡h; then lj−1+
lj=2lj−1 = (1+o(1))lj=2lj−1 and for each j′; 16j′6h; 1+ l1 + · · ·+ lj′ =(1+o(1))lj′ .
The claim then follows directly from Lemmas 6.2 and 6.3.
6.3. Multi-dimensional grids and tori
We now consider grid and torus networks. These topologies belong to the more gen-
eral class of the Cartesian product graphs, that includes other interconnection networks
commonly used in parallel architectures, as for instance the hypercubes.
The Cartesian product G≡G1×G2 of two graphs G1 = (V1; A1) and G2 = (V2; A2) is
the graph whose vertices are the pairs (u1; u2); where u1 is a vertex of G1 and u2 is
a vertex of G2. Two vertices (u1; u2) and (v1; v2) of G1×G2 are adjacent if and only
if u1 = v1 and (u2; v2) is an arc of G2 or u2 = v2 and (u1; v1) is an arc of G1. Many
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graphs can be de%ned in terms of Cartesian product of simpler graphs:
• the hypercube Hd can be recursively de%ned from C2 by Hd=C2×Hd−1 =
C2× · · ·×C2︸ ︷︷ ︸
d times
;
• the grid Gn×m is the Cartesian product Cn×Cm;
• the torus Tn×m is the Cartesian product Rn×Rm.
According to the above de%nition, the horizontal (resp. vertical) subgraph induced
by all vertices in {u}×V2 (resp. V1×{u}) obtained by %xing the %rst (resp. second)
component to u is isomorphic to G2 (resp. G1). We call such a subgraph the horizontal
(resp. vertical) component with respect to u.
Lemma 6.5. Let G1 = (V1; A1) and G2 = (V2; A2) be two networks with n1 and n2 ver-
tices and bisection width b(G1) and b(G2); respectively. Then











Proof. The lemma follows simply by observing that there is an horizontal cut
of n1b(G2) arcs which splits G1×G2 in two isolated subgraphs of n1n2=2 and
n1






n1(n2)2=4=b(G2) and similarly C(G1×G2)¿
n2(n1)2=4
=b(G1).
Lemma 6.6. Let G1 and G2 be two networks having n1 and n2 vertices; respectively.
Then;
Ck+2(G1 × G2)6 max{n2 · Ck(G1); n1 · Ck(G2)}:
Proof. Let P1 ∈P(G1; k-IRS) and P2 ∈P(G2; k-IRS) be two path systems induced by
k-IRS de%ned on G1 and G2; respectively. Based on P1 and P2; we de%ne a path
system P in G≡G1×G2 in which the path p from (u1; u2) to (v1; v2) is given by the
concatenation of the path p1 from (u1; u2) to (v1; u2) in the vertical component of u2
isomorphic to the path from u1 to v1 in G1; and the path p2 from (v1; u2) to (v1; v2)
in the horizontal component of v1 isomorphic to the path from u2 to v2 in G2.
A (k + 2)-IRS for G inducing such a path system P has been proposed in [23].
Then, if P1 and P2 are such that Ck(G1)=C(G1; P1) and Ck(G2)=C(G2; P2); it is im-
mediate to verify that C(G; P)= max{n2 ·Ck(G1); n1 ·Ck(G2)}. In fact, given two arcs
((u1; u2); (v1; u2)) and ((u1; u2); (u1; v2)) in G; C(G; P; ((u1; u2); (v1; u2)))= n2C(G1; P1;
(u1; v1)) and C(G; P; ((u1; u2); (u1; v2)))= n1C(G2; P2; (u2; v2)). Hence, the lemma fol-
lows.
The (k + 2)-IRS for G1×G2 constructed in Lemma 6.6 is obtained according to
the construction given in [23]. As shown in [13], if G1 and G2 have, respectively, a
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strict k-IRS and a linear k-IRS then there exists a k-IRS for G1×G2 with the same
induced path system, and consequently completely analogous arguments as the ones in
Lemma 6.6 show that if the strict k-IRS for G1 is such that the induced path system
P1 satis%es C(G1; P1)=Ck(G1) and the linear k-IRS for G2 is such that the induced
path system P2 satis%es C(G2; P2)=Ck(G2); then Ck(G1×G2)6max{n2 ·Ck(G1); n1 ·
Ck(G2)}. Similarly, if G1 has a strict k-IRS or G2 has a linear k-IRS (not necessar-
ily both), the product of G1 and G2 has a (k + 1)-IRS obtained in the same way
and if the two schemes for G1 and G2 match respectively Ck(G1) and Ck(G2); then
Ck+1(G1×G2)6max{n2 ·Ck(G1); n1 ·Ck(G2)}.
As a consequence of Lemmas 6.5 and 6.6, optimal results can be
found for d-dimensional grids (and thus d-dimensional hypercubes), d-dimensional tori
and d-dimensional grid–tori, where grid–tori are the generalization of grids and tori ob-
tained by considering mixed Cartesian products of chains and
rings.
Corollary 6.7. There exists a 1-competitive 1-IRS for any d-dimensional grid Cn1 ×
Cn2 × · · ·×Cnd .
Proof. Since the Cartesian product operation is commutative and associative, directly
from Lemma 6.6 it follows that if we have the product of d¿2 graphs, respectively, of
n1; n2; : : : ; nd vertices, Ck+2(G1× · · ·×Gd)6max16i6d{(
∏
16j6d nj)=ni ·Ck(Gi)}.
Moreover, if each Gi has a strict and linear k-IRS matching Ck(Gi); the scheme for
the Cartesian product obtained by means of the above construction yields a k-IRS
for G1× · · ·×Gd with Ck(G1× · · ·×Gd)6max16i6d{(
∏
16j6d nj)=ni ·Ck(Gi)}. Then,





16j6d nj)=ni · (ni)2=4} follows directly by observing that each chain Cni
trivially admits a strict and linear 1-IRS with optimal congestion C1(Cni)=C(Cni)=
n2i =4.
Moreover, since b(Cni)= 1; by Lemma 6.5 C(Cn1 ×Cn2 × · · ·×Cnd)¿max16i6d
{(∏16j6d nj)=ni · (ni)2=4}; hence the corollary follows.
Corollary 6.8. For any d-dimensional grid-torus Qn1 ×Qn2 × · · · ×Qnd with Qni ≡Cni
or Qni ≡Rni ; 16i6d; there exists a (1 + O(1=mini(n2i )))-competitive 2-IRS.
Proof. For each i, 16i6d, b(Qni)= 1 if Qni ≡Cni and b(Qni)= 2 if Qni ≡Rni . More-
over, Qni admits a strict and linear 1-IRS with optimal congestion C1(Qni)= n2i =4
if Qni ≡Cni and a strict and linear 2-IRS with optimal congestion C2(Qni)= 
n2i =8 if
Qni ≡Rni (it can be obtained directly from the strict 1-IRS in Theorem 6.1 by cutting
wrap-around intervals in two linear intervals). Then, similarly as in Corollary 6:7, in a
completely analogous manner from Lemma 6.6 C2(Qn1 ×Qn2 × · · · ×Qnd)6max16i6d
{(∏16j6d nj)=ni ·C2(Qni)} and from Lemma 6.5 C(Qn1 ×Qn2× · · · ×Qnd)¿max16i6d
{(∏16j6d nj)=ni · 
n2i =4=b(Qni)}, hence the corollary follows.
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6.4. Congestion of 1-IRS for two dimensional tori
In the previous section we have given optimal results for Cartesian products of
graphs. Namely, we have shown that Ck+2(G1×G2) can be easily bounded starting
from Ck(G1) and Ck(G2).
A natural question then arises: what about Ck(G1×G2) and Ck+1(G1×G2)? We
know how to give an optimal answer to this question only under particular assumptions,
but in general proper bounds on Ck(G1×G2) have not been determined yet.
In this section we show that such a problem is not trivial, even in the very simple
case of a two dimensional torus. In fact, while an optimally congested 2-IRS can be
easily determined from the product theorem, no bound is known on the congestion
achievable by 1-IRS. By means of successive steps we show how to get schemes with
congestion n3=4≈ 2C(Tn×n), 3n3=16, and %nally 3n3=20=0:150n3, that is very close to
the C(Tn×n)≈ n3=8=0:125n3 lower bound (from Lemma 6.5, when G1≡G2≡Rn and
b(Rn)= 2).
Since we are interested in determining the order of the congestion with respect to
the n3 factor, that is the multiplicative constant of n3, in the sequel we will not give
exact estimation of the arc congestions, but we will include all the negligible factors
within an o(n3) term. Moreover, for the sake of clarity and due to the complexity
of the %nal 1-IRS, instead of including all formal details in a single proof, we will
basically concentrate on giving in a clean way all the fundamental steps leading to the
%nal result.
The 1-IRS with congestion n3=4 can be derived directly from the Cartesian prod-
uct results by building a scheme which ignores the wraps in the horizontal direction.
Namely, we apply on Tn×n the 1-IRS for the product Rn×Cn, and the bound follows
directly from Corollary 6.8.
We now show how this scheme can be improved by means of two basic tricks:
a halving trick and a lightening trick. Both of them are applied on the following
alternative 1-IRS, which has the same n3=4 congestion of the above trivial one.
Before explaining in detail the two tricks, let us introduce formally the new 1-IRS.
As far as the vertex labeling is concerned, we consider again the labeling introduced
in the proof of Theorem 5.5 forming the spiral Hamiltonian cycle in Tn×n. The arc
labeling is de%ned as follows (again here arithmetical operations on indices i and j of
vertices (i; j) are modulo n, while the ones on vertex labels l(i; j) are modulo |V |= n2).
The intervals on the outgoing arcs of a vertex (i; j), with i = j and i = j + 1, are:
I((i; j); (i; j − 1))= [l(i; j) + 1; l(i; j) + 
n=2],
I((i; j); (i; j + 1))= [l(i; j)− 
n=2; l(i; j)− 1],
I((i; j); (i + 1; j))= [l(i; j) + 
n=2+ 1; l(i; j) + 
n2=2]
and I((i; j); (i − 1; j))= [l(i; j) + 
n2=2+ 1; l(i; j)− 
n=2 − 1].
Concerning vertices (i; i), 06i¡n:
I((i; i); (i; i + 1))= [l(i; i)− 
n=2; l(i; i)− 1],
I((i; i); (i + 1; i))= [l(i; i) + 1; l(i; i) + 
n2=2],
and I((i; i); (i − 1; i))= [l(i; i) + 
n2=2+ 1; l(i; i)− 
n=2 − 1].
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Intervals of arcs incident to (i+1; i) are determined in a symmetric way with respect
to (i; i).
In this 1-IRS, for any source–destination pair, the induced connecting path can be
expressed as the concatenation of two subpaths: a vertical subpath, which is constituted
by the sequence of vertical arcs leading to a vertex whose distance from the destination
along the spiral is at most 
n=2, and then a subpath of length at most 
n=2 along
the spiral.
All the vertical subpaths in a given column contribute a congestion of n3=8+o(n3) to
each vertical arc belonging to the column, while spiral subpaths contribute a congestion
of n3=8 + o(n3) to each arc along the spiral.
Unfortunately, this scheme does not perform better than the above trivial scheme. In
fact, arcs ((i; i); (i; i + 1)) (and, symmetrically, ((i + 1; i); (i; i))), 06i¡n, are charged
both by vertical subpaths and by spiral subpaths, as they are the only vertical arcs
belonging also to the spiral. This clearly yields congestion n3=4 + o(n3).
Anyway, if we are interested in the dilation of the scheme, the following lemma can
be derived directly by the construction.
Lemma 6.9. There exists a 1-IRS for 2-dimensional tori such that each message
routes a path of length at most d + 2; where d is the distance between the source
and the destination of the message.
We are now ready to explain the halving and lightening tricks.
The halving trick is based on the observation that at each vertex (i; i), arc ((i; i);
(i; i − 1)) is not used by any path. Then the congestion of arc ((i; i); (i + 1; i)) can be
reduced by charging ((i; i); (i; i − 1)) as follows. Among the paths stepping through
((i; i); (i+1; i)), n3=8+o(n3) are directed to vertices with labels between l(i; i)+1 and
l(i; i)+ 
n=2 (spiral contribution), while the other n3=8+ o(n3) to vertices with labels
between l(i; i) + 
n=2+ 1 and l(i; i) + 
n2=2 (vertical contribution). We charge half
of the spiral contribution to arc ((i; i); (i; i − 1)) by letting I((i; i); (i; i − 1))= [l(i; i) +
1; l(i; i) + 
n=4] and I((i; i); (i + 1; i))= [l(i; i) + 
n=4+ 1; l(i; i) + 
n2=2].
As a result, ((i; i); (i+1; i)) has now congestion n3=4−n3=16+o(n3)= 3n3=16+o(n3),
arc ((i; i); (i; i − 1)) congestion n3=16 + o(n3), arc ((i; i − 1); (i + 1; i − 1)) conges-
tion n3=8 + n3=16 + o(n3)= 3n3=16 + o(n3) (the half spiral contribution goes through
((i; i−1); (i+1; i−1))), and %nally arc ((i+1; i−1); (i+1; i)) increases its congestion
by at most n2 = o(n3) because of the paths in the half-spiral contribution which have
destination (i + 1; i). A symmetric argument applies also to reduce the congestion of
((i + 1; i); (i; i)) charging the not used arc ((i + 1; i); (i + 1; i + 1)).
Applying the halving technique, the arcs with maximum congestion are ((i; i);
(i + 1; i)), ((i + 1; i); (i + 2; i)), and their opposite ones. Since the congestion of all
the other arcs is not aMected by the halving technique, the new 1-IRS has congestion
3n3=16 + o(n3).
Let us now consider the lightening trick to further reduce the congestion of these
arcs. In order to get the exact intuition of the trick, we apply it on a ring.
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Fig. 6. Vertex and arc assignments in the modi%ed 1-IRS.
Consider Rn with vertex set V = {0; : : : ; n−1} and arc set {(i; i+1); (i+1; i) | 06i¡n}.
We now show how to minimize the maximum congestion, assuming that already a %xed
strictly positive contribution is present on arcs (n−1; 0), (0; 1) and their opposite ones,
that is (0; n− 1) and (1; 0).
Let S = [n− x; x] be the sector of the vertices from n− x to x determined clockwise,
16x6n=2 (see Fig. 6). It is possible to construct a 1-IRS for Rn in such a way that
messages from i to j are sent through paths in the sector if i; j∈ S, whereas through
paths not including vertex 0 if i ∈ S or j =∈ S (see Fig. 6). Namely, the 1-IRS assigns
label l(i)= i to each vertex i and intervals I(i; i−1)= [x+1; i−1] and I(i; i+1)= [i+
1; x] if n−x6i6n−1, intervals I(i; i−1)= [n−x; i−1] and I(i; i+1)= [i+1; n−x−1]
if 0¡i6x, intervals I(i; i− 1)= [0; i− 1] and I(i; i+1)= [i+1; n− 1] if x¡i¡n− x.
Finally I(0; 1)= [1; n=2] and I(0; n− 1)= [n=2+ 1; n− 1].
In order to determine the congestion C(Rn; P) with respect to the path system P
induced by the routing scheme, observe that by symmetry (0; 1), (1; 0), (n − 1; 0)
and (0; n − 1) are arcs with maximal congestion, or (n=2; n=2 + 1) is an arc with
maximum congestion. Trivial computation shows that the congestion of the %rst group
of arcs is x2 + o(n2), while (n=2; n=2+ 1) has congestion (n2 − 4x2)=4 + o(n2).
Therefore, it is possible to trade the congestion of the %rst group of arcs for the
congestion of (n=2; n=2+ 1) by suitably choosing the value of x.
In the %nal scheme we apply simultaneously the lightening and halving techniques
(see Fig. 7). First, we use the lightening technique in each column to lighten the
vertical contribution of arcs ((i; i); (i + 1; i)) and ((i + 1; i); (i + 2; i)), as they are the
most congestioned in the above scheme. The same lightening is then performed also for
the spiral contribution on arc ((i; i); (i+1; i)), although at least at a %rst sight it seems
not directly applicable along the spiral. Finally, we implement the halving technique
similarly as above.
Before describing in detail the scheme, let us give an estimation of its congestion. If
we choose x= n=√10 both for vertical and spiral contributions, without the halving
trick this yields congestion at most n(n2 − 4x2)=4 + o(n3)= 3n3=20 + o(n3) on all
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Fig. 7. Lightening technique with corresponding sectors in rings and tori. Sectors in tori extend both vertically
and horizontally, respectively, for vertical and spiral contributions.
arcs, except for ((i; i); (i + 1; i)) and ((i + 1; i); (i + 2; i)), which have respectively
congestion 2nx2 + o(n3)= n3=5 + o(n3) (lightened vertical contribution plus lightened
spiral contribution) and nx2 + o(n3)= n3=10 + o(n3) (lightened vertical contribution).
The additional n multiplicative factor with respect to rings here is due to the fact that
each vertical arc carries about n paths for each row, and each spiral arc about n paths
for each destination vertex. By applying the halving technique, both ((i; i); (i + 1; i))
and ((i+1; i); (i+2; i)) %nally have the same congestion 3n3=20+o(n3). Notice that as
described above the halving method applied to (i; i) charges arc ((i; i−1); (i+1; i−1)).
Then, by the generality of i, this holds for all arcs ((i + 1; i); (i + 2; i)). Completely
symmetric considerations apply to arcs ((i + 1; i); (i; i)) and ((i; i); (i − 1; i)).
In order to prove the correctness of the above considerations, let us now formally
de%ne the %nal 1-IRS. While the vertex labeling is exactly the same as above, the
interval assignment is determined in such a way to implement the halving and lightening
techniques and to guarantee at the same time the validness of the scheme. As we shall
see in a while, this is accomplished by carefully choosing the intervals of the arcs that
are at the borders of the spiral sectors arising from the lightening trick.
Let us de%ne the intervals at each vertex separately and let x= n=√10.
Consider %rst a vertex (i; j) which is in the spiral sector of (i; i), that is such that
i6j6i + x. Then if j= i + x,
I((i; j); (i; j + 1))= [l(i; i − 1); l(i; j + 1)],
I((i; j); (i − 1; j))= [l(j + x + 1; j); l(i − 1; i − 1)],
I((i; j); (i; j − 1))= [l(i; j − 1); l(i + 1; i) + x],
I((i; j); (i + 1; j))= [l(i + 1; i) + x + 1; l(j + 2x + 1; j)− 1].
Note that (j + x + 1; j) and (j − x; j) are the vertices at the borders of the vertical
sector in column j.
Let now i¡j¡i + x. Then
I((i; j); (i; j + 1))= [l(i; i − 1) + x + 1; l(i; j + 1)],
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I((i; j); (i − 1; j))= [l(j + x + 1; j); l(i; i − 1) + x],
I((i; j); (i; j − 1))= [l(i; j − 1); l(i + 1; i) + x],
I((i; j); (i + 1; j))= [l(i + 1; i) + x + 1; l(j + x + 1; j)− 1].
and if j= i, then
I((i; j); (i; j + 1))= [l(i; i − 1) + x + 1; l(i; j + 1)],
I((i; j); (i − 1; j))= [l(i + x + 1; j); l(i; i − 1) + x],
I((i; j); (i; j − 1))= [l(i + 1; j); l(i + 1; j) + x=2],
I((i; j); (i + 1; j))= [l(i + 1; j) + x=2+ 1; l(i + x + 1; j)− 1].
Finally, if i + x + 16j6i + 
n=2, then
I((i; j); (i; j + 1))= [l(i; i − 1); l(i; j + 1)],
I((i; j); (i − 1; j))= [l(j; j + 1); l(i − 1; i − 1)],
I((i; j); (i; j − 1))= [l(i; j − 1); l(i; i)],
I((i; j); (i + 1; j))= [l(i + 1; i); l(j; j + 1)− 1].
Intervals at vertices (i; j) with j from i + 
n=2 + 1 + 1 to i − 1 are de%ned in a
symmetric fashion.
The following theorem states the %nal congestion, and a corollary gives the compet-
itiveness of the proposed scheme.
Theorem 6.10. C1(Tn×n)60:150n3 + o(n3).
Corollary 6.11. There exists a (1:2 + o(1))-competitive 1-IRS for any torus Tn×n.
6.5. Undirected congestion case
Similarly as in the one-to-all communication pattern, in the undirected congestion
case all lower bounds derived by means of the summation of distances and cutting
arguments double, and the same holds for the upper bounds. Thus all optimal and
nearly optimal results can be extended to the undirected congestion case, although
little diMerences to yield exactly matching bounds might be necessary, due to integer
rounding factors. For instance, the scheme for rings that assigns at each node i interval
[i + 1; i + n=2] to edge {i; i + 1} and interval [i + n=2 + 1; i − 1] to {i; i − 1} has
congestion exactly C(Rn)= n2=4, while the scheme proposed for the directed case
might yield congestion n2=4 + 1, as two pairwise opposite arcs can have the same
congestion 
n2=4=2, while others have a congestion of n2=4=2.
7. Conclusion and open problems
In this paper we have considered the problem of devising interval routing schemes
with a low congestion per arc or per edge, both in the static and in the dynamic
congestion cases.
As remarked in [7], a relevant design goal is also that of considering paths that are
low-congested and shortest at the same time. Anyway, although we have not explicitly
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taken into account the length of the paths routed by the messages, many of the proposed
1-IRS exhibit also a good dilation. In fact, all the schemes for the all-to-all case, except
the 1:2-competitive 1-IRS for tori, are either shortest path or they route each message
along a path of length d + c for a suitable constant c62, where d is the distance
between source and the destination of the message. A similar observation holds for
the 1-IRS for tori, where each message routes a path of length less than 2:2d, i.e. the
scheme has stretch factor (the maximum ratio, over all the source–destination pairs,
between the length of the path induced by the scheme and the distance) at most 2:2.
Many questions are left open. First of all, what is the computational complexity of
devising optimally congested all-to-all schemes? We observe here that to the best of
our knowledge such a problem is still open even if we consider unrestricted path sys-
tems, i.e. not necessarily yielded by k-IRS. Moreover, what is the time complexity of
constructing e;cient one-to-all k-IRS in the undirected congestion case? In broadcast-
ing (from the root toward the other processors) and permutation routing with directed
and undirected congestion?
It would be worth to complete our results for particular network topologies, as for
instance the 1–2 (one-to-all) gap on the competitive ratio of 1-IRS for grids and tori
in the directed one-to-all case and the 1–1.2 gap of 1-IRS for tori in the directed
all-to-all case. Furthermore, it would be nice to consider extensions to other possi-
ble communication patterns such as permutation routing, both in static and dynamic
situations.
Apart from the speci%c results, another relevant contribution stands in the introduced
framework, that enables to face diMerent tra;c situations in a uni%ed fashion. The
competitive setting has actually more general applications than the ones tackled in
this paper in “oblivious” routing schemes, when the induced path system must be
checked versus diMerent source–destination con%gurations. Here a scheme is said to
be oblivious if the path followed by each message is just a function of the source
and of the destination of the message. Besides the competitiveness de%nition, it might
be possible to de%ne a strong-competitive measure by comparing the performance
of k-IRS with respect to unrestricted path systems, that is not necessarily yielded by
k-IRS. We observe here that almost all the schemes proposed for speci%c topologies
are strong competitive with the same factor.
Due to the various open questions and research directions in the congestion and
competitive settings, we believe that this paper renews the interest in the interval
routing area.
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