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Introduction
The transitions in the time dependent two energy level systems are of great importance from many view points. From the one side such systems provide us with the simplest models for testing different approaches to the investigations of the transition amplitudes between different energy levels [1] . On the other hand such systems play an important role in experimental investigations of basic principles of the quantum mechanics [2] . The two level systems have recently attracted much attention with the aim to obtain more rigorous results on the adiabatic limit of the transition amplitudes for these systems [3, 4, 5, 6, 7] . In particular in the series of their recent papers Joye et al have studed this problem by the Hilbert space methods. Such two energy level systems are formaly equivalent to a one-half spin system put into time dependent magnetic field. However even for simple time evolutions of the effective 'magnetic' field in such systems good approximate results and the more so the exact ones are difficult to obtain. Therefore each opportunity of improving this situation is worth of being tried. As such a treatment of the problem by the method of fundamental solutions so fruitful in its application to the 1-dim Schrödinger equation stationary problems [8, 9, 10] is of first importance the more so that, according to our knowledge, the method was not used so far to this goal. The possibility of application of the method is related to the fact that the linear system of the first order differential equations describing the time evolution of the transition amplitudes for the systems under considerations can be always brought to the system of the decoupled second order equations, one for each amplitude, and having the form of the stationary Schrödinger equation each. This allows us to apply all the advantages of the fundamental solution method [10] . The only obstacle related with this approach is complexity of the effective 'potentials' which appear in the final systems of the Schrödinger-type equations.
The paper is organized as follows.
In the next section the problem of the transitions in two energy level systems is stated and the corresponding assumptions about the effective 'magnetic field' are formulated. The linear systems of two differential equations for the transition amplitudes are written and next rewritten in the form of two decoupled equations of the Schrödinger type.
In Sec. 3 the properties of fundamental solution method are reminded. In Sec.4 some subtleties of the application of the fundamental solution method to the problems considered in the paper are discussed.
The method is first applied in Sec.5 to the particular system of the atom -atom scattering within the frame of the Nikitin model [11, 12] .
The results of Sec.5 are next generalized in Sec. 6 to the systems with the algebraic time dependence of the effective magnetic field.
In Sec.7 another two particular examples of the two energy level systems are considered with exponential time dependence of the corresponding magnetic fields. These examples show the form independence of the transition amplitudes on the type of the time dependence of the magnetic fields and on the number of (complex) energy level crossings on the Stokes lines closest to the real axis of the complex time plane. The latter result confirms the one of the previous section. Such a dependence resulting with some interference effects has been announced by Joye et al [4] .
In the last section we discuss our results.
Adiabatic transitions in two energy level systems
In general, any two energy level system is formally equivalent to the spin one-half system put into an external magnetic field B(t). We shall consider therefore exactly such a system. Its Hamiltonian H(t) is given then byH(t) = 1 2 µB(t) · σ , where σ = (σ x , σ y , σ z ) are Pauli's matrices so that the two energy levels E ± (t) of H(t) are given by
When the adiabatic transitions between the two energy levels E ± (t) are considered then the following properties of the field B(t) are typically assumed:
1 0 B(t) is real being defined for the real t, −∞ < t < +∞; 2 0 B(t) can be continued analytically off the real values of t as a meromorphic function defined on some t-Riemann surface R B . The sheet of R B from which B(t) is originally continued is called physical;
3 0 On the physical sheet B(t) is analytic in the infinite strip Σ = t : |ℑt| < δ, δ > 0, without roots in the strip and achieves there finite limits for ℜt = ±∞ , i.e. B(ℜt = ±∞) = B ± = 0 in the strip;
The field B(t) depends additionally on a parameter T (> 0) i.e. B(t) ≡ B(t, T ) which introduces to the system a "natural" scale of time so that the time evolution of the system is expressed most naturally in the T -unit. If T is small in comparison with the actual period of the process observed then the latter is considered as "fast" or "sudden". If, however, T is large in this comparison then the process is considered as "slow" or "adiabatic".
The following is assumed about B(t, T ) in the adiabatic process of the system: 4 0 The dependence of B(t, T ) on T is such that the rescaled field B(sT, T ) has the following asymptotic behaviour for T → +∞
whilst its s-Riemann surface R B /T approaches 'smoothly' in this limit the topological structure of the Riemann surface corresponding to the first term B 0 (s) of the expansion (1). 5 0 The field B 0 (s) satisfies with respect to its dependence on s the properties 1 0 − 3 0 above if we make there substitutions t → s and B(s) → B 0 (s).
Note that the condition 3 0 excludes periodic fields B(t) . The time-dependent Schrödinger equation induced by H(t) takes therefore the form
The adiabatic regime of the evolution of the wave function Ψ(s, T ) corresponds now to taking the limit T → +∞ in (2) .
The main problem of the adiabatic limit in the considered case is to find in this limit the transition amplitude between the two energy levels of the system for s → +∞ under the assumptions that Ψ(+∞, T ) coincides with one of the two possible eigenstates Ψ ± (−∞, T ) of H(−∞) and there is no level crossing for real t i.e. lim inf −∞<t<+∞ B(t) ≥ ǫ > 0. The known approximated solution of this problem is that of Landau [13] and Zener [14] in the form of so called Landau-Zener formula and of Dykhne [15] who have shown that such an amplitude should be exponentially small in the limit T → +∞. We shall show in the next sections how to get with the help of the fundamental solutions the exact (i.e. not approximated) result for this amplitude as well as its adiabatic limit.
A typical way of proceeding when the adiabatic limit is investigated is using the eigenvectors Ψ ± (s, T ) of H(sT, T ) satisfying (Ψ ± ,Ψ ± ) = 0. Then the corresponding eigen vectors Ψ ± (s, T ) can be chosen as
where Θ and φ are the polar and azimuthal angles, respectively, of the vector B(t, T ) and the dots over different quantities mean the derivatives with respect to the s-variable.
The wave function Ψ(s, T ) can now be represented as
where s ′ takes any real but fixed value. The Schrödinger equation (2) can be rewritten in terms of the coefficients a ± (s, T ) as the following linear system of two equationṡ
where
The system (5) can be rewritten further as the linear system of the second order equations
where the cofficient functions a ± decouple from each other being however still connected by (5) . By the transformations
we bring the equations (8) to the following Schrödinger types
where q + (s, T ) = 1
so that for real s (and T) we have
The equations (9) are now basic for our further analysis since their form is just of the stationary 1-D Schrödinger equation.
First let us not that the dependence of the "potential" function q + (s, T ) on T is given by
where the dependence of B, c, Θ, φ on T in (12) is also anticipated. By (12) we get the corresponding T -dependence for q − (s, T ). Taking into account (1) and (6) it is easy to check that the last formula provides us with the following type of the asymptotic behaviour of q + (s, T ) for large T :
Therefore the above form of dependence of q ± (s, T ) on T permits us to apply to the considered case the method of fundamental solutions so fruitful in studying the semiclassical limits when the stationary 1-D Schrödinger equation with analytic potentials is considered. For this reason we shall start in the next section with a review of the basic pinciples of the method suitably adapted to the considered case.
Fundamental solutions and their properties
Consider first as functions q ± (s, T ) as functions of s. They are defined completely by the s-dependence of the field B(T s, T ). According to our assumptions, the latter is meromorphic on some Riemann surface R B /T . However, by (12) , q ± (s, T ) are algebraic functions of B,Ḃ andB and, therefore, they are also meromorphic functions of s defined again on some other Riemann surfaces R ± determined by these algebraic dependences. As it follows from (12) the structures of R ± can be quite complicated. However, in what follows, we are interested rather in the adiabatic limit T → +∞ by which the 'basic' structure of R ± should be determined for T large enough by the first term q (0) + (s) of the expansion (13) . In consequence, by (12) , it should be determined by µB (0) (s) i.e. by the first term of the expansion (1). Such a limit structure of R ± can appear to be much simpler. Despite this supposed complexity of q ± (s, T ) and their Riemann surfaces we shall introduce and discuss the fundamental solutions to the equations (9) without simplifications. We shall do it for the plus case of (12) . The extension of the discussion to the minus case will be obvious. A standard way to introduce the fundamental solutions is a construction of a Stokes graph [8, 9, 10] related to a given q + (s, T ). Such a construction, according to Fröman and Fröman [8] and Fedoriuk [9] , can be performed in the following way [10] .
Let Z denote a set of all the points of R + at which q + (s, T ) has its single or double poles. Let δ(x) be a meromorphic function on R + the unique singularities of which are double poles at the points collected by Z with the coefficients at all the poles equal to 1/4 each. (The latter function in the case when R + is simply a complex plain can be constructed in general with the help of the Mittag-Leffler theorem [17] . But for the branched case of R + the general procedure is unknown to us). Consider now a functioñ
The presence and role of the δ-term in (14) are explained below. This term contributes to (14) if and only when the corresponding 'potential' function q + (s, T ) contains simple or second order poles. (Otherwise the corresponding δ-term is put to zero). It is called the Langer term [10, 18] .
The Stokes graph corresponding to the functionq + (s, T ) consists now of Stokes lines emerging from roots (turning points) ofq + (s, T ). The Stokes lines satisfy one of the following equations:
with s i being a root ofq + (s, T ). We shall assume further a generic situation when all the roots s i are simple.
The Stokes lines which are not closed end at these points of R + (i.e. have the latter points as their boundaries) for which an action integral in (15) becomes infinite. Of course such points are singular forq + (s, T ) and can be its finite poles or its pole lying at the infinity.
Each such a singularity z k ofq + (s, T ) defines a domain called a sector. This is the connected domain of R + bounded by the Stokes lines and z k itself with the latter point being also a boundary for the Stokes lines or being an isolated boundary point of the sector (as it is in the case of the second order pole).
In each sector the LHS in (15) is only positive or only negative. Consider now the equation (9) for b + (s, T ). Following Fröman and Fröman, one can define in each sector S k having a singular point z k at its boundary a solution of the form:
with
and
where s i is a root ofq(s, T ) lying at the boundary of S k .
In (16) and (17) a sign of σ (=±1) and an integration path are chosen in such a way to have:
for any ordered pair of integration variables (with ξ 0 = s). Such a path of integration is then called canonical. Of course, the condition (20) means that b +,k (s, T ) vanishes in its sector when s → z k along the canonical path. The Langer δ-term appearing in (14) and (18) is necessary to ensure all the integrals in (17) to converge when z k is a first or a second order pole ofq(s, T ) or when the solutions (16) are to be continued to such poles. As it follows from (18) each such a pole z k demands a contribution to δ(s) of the form (2(s − z k )) −2 , what has been already assumed in the corresponding construction of δ(s).
The adiabatic limit in the fundamental solution description
Consider now the consequences of taking the large-T limit for the above description. We assume that for a givenq + (s, T ) and its Riemann surface R + the corresponding Stokes graph G + is drawn. It is drawn, of course, on the Riemann surphace √ R + corresponding to q + (s, T ).
First let us notice that the singular points ofq + (s, T ) such as its branch points and poles depend in general on T . For both the kinds of these singularities this means also a dependence on T of jumps ofq + (s, T ) on its cuts as well as the T -dependence of coefficients of its poles.
According to the property 4 0 of the magnetic field B (see Sec. 2) we can expect that the singular structure ofq + (s, T ), i.e. positions of its roots and poles as well as as the cut jumps and pole coefficients change smoothly in this limit to their final positions and values, respectively. This limiting structure is defined by the singularity structure ofq Being a little bit more specific we expect that for T large enough a set S + of all singular points ofq + (s, T ) (i.e. containing all its branch points and poles) consists of three well separated subsets S inf + , S van + and S f in + . The points of S inf + run to infinities of R + when T → +∞. These of S van + disappear in this limit whilst these of S f in + coincide in this limit with the set S (0) + in the limit T → +∞. The above two operations we shall call the adiabatic limit reduction or simply the reduction operation.
As we have mentioned earlier there is a set of sectors and a corresponding set of fundamental solutions defined in them associated with the graph G + . By the reduction operation both the sets can be reduced i.e. under this operation some sectors of G + transform into the corresponding sectors of G f in + whilst the others disappear. Obviously, the latter sectors are those which disappear when the limit T → +∞ is taken.
The following assumption should stabilize the corresponding results obtained with the help of the fundamental solution method.
6 0 Among a full set of fundamental solutions associated with the Stokes graph G + there is a subset of them associated with the graph G f in + which allows us to solve the basic problem of the adiabatic transition and which is invariant under the reduction operation.
The dynamical systems described by the Hamiltonian H(t) satisfying the assumption 6 0 will be called the adiabatic limit reducible (ALR-)systems.
The above assumption means that to solve the problem of the adiabatic transitions in the ALR-system we can perform first the reduction operation and next work with the simplified Stokes graphs G f in + . A set of fundamental solutions associated with this graph which can be used to solve the problem considered coincide with the corresponding ones of the full graph G + . The procedure used to construct a solution of the problem with the help of the latter graph is not affected by the reduction operation, i.e. it looks the same when the simplified graph G f in + is used instead of G + . Therefore the aim of the reduction operation is to make it easier choosing the proper set of funademental solution solving the problem. The results obtained in this way can be still exact if the integration paths taken on the graph G f in + can be mapped properly on the Stokes graph G + restoring in this way the exact condition of the problem. However, if such a map is not known or is difficult to construct (because of the complicated structure of the graph G + ) the result obtained in this way can be considered only as an approximation i.e. valid only in the limit T → +∞.
According to the above assumptions we can conclude from (12) and (13) that there is one-to-one correspondence between the Stokes graphs G + and G 
+ in the same limit. Therefore when the limit T → +∞ is taken we can consider for the equation (12) rather a Stokes graph corresponding to the first terms q (0) ± (s) of the asymptotic expansions for q ± (s, T ). Both the expansions are the same in this limit and equal, according to (1), to 1 4 µ 2 B 2 0 (s). Let us note that the properties 1 0 − 6 0 above can be satisfied by the field B for which B 2 is a meromorphic function of t. We shall assume just such a dependence of B on t and the corresponding rescaled field B(sT, T ) on s. However, for the reason of simplicity, instead of continuing our considerations in their most general form we shall investigate first a particular example of the field B(t, T ) which as it seems to us will illustrate our method in a satisfactory way.
The Nikitin model of the atom-atom scattering
The model of Nikitin [12] describes the scattering A*+B→A+B+∆ǫ of the exited atom A* moving with a small velocity v and with the impact parameter b ′ and scattered by the atom B whilst the interaction between the atoms is of the dipol-dipol type. The latter example was analyzed in the context of the adiabatic limit v → 0 also by Joye et al [4] .
The Hamiltonian for this system reads ( [11] , paragraph 9.3.2 and [12] ):
where ∆ǫ and C are constants and R = b ′ 2 + v 2 t 2 is a distance between the atoms. Introducing d = (2C/∆ǫ) 1 3 as a natural distant unit for the case and T = d/v as the corresponding adiabatic parameter and rescaling: t → sT and b ′ → bd we get from (21):
In the 'magnetic field' language we have of course B(sT, T ) = b 2 + s 2 − 3 2 , 0, 1 ∆ǫ µ so that all the assumptions 1 0 − 6 0 above are satisfied with B ± (T ) = B ± (±∞, T ) = (0, 0, 1) ∆ǫ µ . Since in the considered case φ(s) ≡ 0 then for the corresponding quantities defined by (6) and (12) we get:
The equations (23) show that in the limit T → +∞ the Stokes graph for the considered problem is determined by the function
and is shown on , k = 1, 2, 3, and with their two poles at s=0, six roots of q (0) (s, T ) at s = s k , k = 1, 2, 3 and its two poles at s = ±ib look encouraging. Nevertheless, we shall first consider the case without any approximations. At first glance the Stokes graphs corresponding to the function q ± (s, T ) seems to be quite complicated. However it can be handled in the following way.
The functions q ± (s, T ) are determined on two sheeted Riemann surfaces R ± respectively with the branch points at s = ±ib and at s = s k , k = 1, 2, 3 and with 40 roots distributed on each sheet of the surfaces into halves. Therefore the Riemann surfaces √ R ± corresponding to q ± (s, T ) (it will appear that it is not necessary to introduce to the latter functions the corresponding Langer terms) are four-sheeted with these 40 roots being square root branch points on them. When T → +∞ only six of these branch points survive which coincide then with the six roots of q (0) (s, T ) at s = ±s k , k=1,2,3 whilst R ± transforms into the complex s-plane since the branch points of q ± (s, T ) at s = ±ib disappear being transformed into the second order poles of q (0) (s, T ). It is easy to check however that for finite but large T these six roots of q (0) (s, T ) are splitted each first into two as a result of the square root branch points at s = ±ib to which the recovering of the finite T transforms the poles of q (0) (s, T ) at the same points. The two copies of each of these six roots lie of course on different sheets of R ± . Next, each of these 12 roots is still splitted into three of them by the same reason of finiteness of T . In this way, on each of the two sheets of R ± there are 36 roots grouped by three around their limiting positions s = ±s k , k = 1, 2, 3 achieved for T → +∞.
The remaining four roots of are displaced in two pairs, one pair on each sheet of R ± , close to the points s = 0 at which the second order poles of q ± (s, T ) are localized. When T → +∞ the roots in each pair collapse into s = 0 multiplying the corresponding second order poles and thus causing mutual cancellation of the latter and themselves in this limit.
Because of our task to be solved we shall focuse our attention on the Stokes graph G − generated by q − (s, T ) on the first sheet of R − as well as on the remaining ones. It looks as in Fig.2 .
The points at s = 0 on each of the four sheets of √ R − (these four points correspond to the second order poles of q − (s, T )) and the four branch points close to s = 0, whilst S f − contains all the remaining singular points of q − (s, T ). Now, for the case considered, the solution of the problem stated in this paper is simple. Namely, it can be found in the following steps:
i ii. use the equation (5) to construct a − (s, T ) and adjust the constant mentioned erlier so that the limit lim s→−∞ |a + (s, T )| = 1 can be satisfied;
iii. continue canonically a − (s, T ) along the real s-axis with the help of the solutions b −,1 (s, T ) and b −,1 (s, T ) using to this goal the remaining fundamental solutions if necessary;
iv. calculate the limit s → +∞; and v. calculate the adiabatic limit T → +∞. According to (8) and to the first of the above points we have: − dσ is positive (for s sufficiently large) for the sector S 1 and negative for S1 . The latter property follows from the fact that according to (25) and the Stokes graph on Fig. 2 we have on the first sheet of √ R − : sgn ℜ q 1 2 − (s, T ) =sgn(s) for s → ±∞ along the real axis. If further we take into account the following asymptotic behaviour of the relevant quantities on the real axis:
then we can conclude that B = 0 in (25).
To fix the value of the constant A in (25) we can use the second of the relations (5) and apply the condition mentioned in the second step of the procedure i.e. lim 
Therefore, for the amplitude a − (s, T ) we obtain finally:
Now we can take the limit s → +∞ in the above formula continuing along the canonical path γ1 →2 shown in Fig.2 to get:
The apparent s 0 -dependence in the above formula is illusive. We can use this fact to calculate the integrals in the exponent most accurately. First let us note that we cannot disjoint totally the integrations in the two infinite integrals since the diverging contributions of the three terms in both of these integrals cancel mutually at the corresponding infinities making the integrals convergent. We can take however for these two integrals the Stokes lines abc on Fig. 1 and abcde on Fig. 2 as the integration paths for them. Namely, let the points s L on the line a and s R on the line e be arbitrarily close to the corresponding infinities of the real axis. Let further the points s ′ L and s ′ R be the points on the Stokes lines a and c of Fig.  1 , respectively. We choose the latter points to lie on the anti Stokes lines of Fig. 1 which pass by the respective points s L and s R . Then the integral in the exponential of the formula (29) can be rewritten as:
where the last three integrals run along the respective Stokes lines and, therefore, are pure imaginary. The point s ′′ in the above formula is an arbitrary point of the Stokes line abc on Fig. 1 .
We are interested mainly in the transition probability defined by the amplitude a − (+∞, T ) for which only the real part of the integral I is important. The formula (30) gives for it:
We can now calculate ℜI taking in (31) the limits s L → −∞ and s R → +∞ along the corresponding Stokes lines. We get in this way:
The limits in (32) can be estimated by estimating the asymptotic behaviour of the differences s ′ L,R − s L,R and the corresponding functions when |s| → ∞ along the Stokes lines, for which the direct calculations gives:
where the constants a L,R are also independent of T and can be estimated exactly only when the exact equation of the Stokes lines abc of Fig.1 and abcde of Fig.2 are known. The imaginary part of the integral I can be calculated as the following limit:
Therefore, the final exact formula for the transition amplitude is:
whilst the probability P reads:
where in the last two formulae the point s ′ is an arbitrary point on the real axis whilst the point s ′′ being the one of the Stokes line abc of Fig. 1 is taken to lie simultanuously on the anti Stokes line passing by the point s ′ . The adiabatic limit of the transition probability is threrefore:
where s ′′ is now an arbitrary point of the continuous Stokes line passing by the roots of B 0 (s) closest to the real axis.
The general case of algebraic magnetic field
The result given by the formula (35) can be easily generalized. According the way the formula (29) was obtained the most important was the existence of the continuous Stokes lines abcde on Fig. 2 and its T → +∞-limit, i.e. the Stokes line abc of Fig. 1 , which link the respective infinities ℜs = −∞ and ℜ = +∞ on both the Stokes graphs. Another important property was the way the field B approached in the strip Σ mentioned in the assumption 3 0 the limits B ± when ℜt → ±∞ respectively. Let us therefore accept the following two additional assumptions:
7 0 There are two Stokes lines on each of the Stokes graphs corresponding to iT √ q ± which can be taken as the boundaries of the strip Σ. Each of these two Stokes lines links continuously both the infinities of the strip Σ, see Fig.3 ; 8 0 Inside the strip Σ the field B approaches the infinities of the strip according to the following asymptotic formula:
where α ± 1 , . . . , α ± k , are rational if B 2 is a meromorphic function of s. If the Stokes graph corresponding to iT √ q − satisfies the conditions of being the graph of the ALR-system described in Sec.4 then we can claim that there are four sectors S 1 , S1, S 2 , S2 of the graph and the corresponding fundamental solutions χ 1 , χ1 which can be used in exactly the same way as we did it in the case of the Nikitin model to solve the problem stated in Sec.2, see Fig.4 . γ → Fig.3 The Stokes graph corresponding Fig.4 The Stokes graph corresponding to general q (0) (s) considered in Sec. 6 to general q − (s, T ) considered in Sec.6
Let us choose the xyz-axes in the space of the vector B in such a way that one of its limit components B ±
x,0 and B ± y,0 does not vanish in the corresponding infinities and let us assume that the vectors B ± 0 (T ) and B ± 1 (T ) of the expansion (38) are not parallel to each other in the respective infinities (otherwise we should take another pair of vectors appearing in (38) satisfying the last property and having the smallest sum of the power exponents which they are accompanied with). Then, if we take into account the following asymptotics which come out of (6) and of the above assumptions when ℜs → ±∞ inside the strip:
we can repeat the procedure of the previous section to get the analogues of the formulas (29) and (34). Namely, we have for them:
where the points s ′ and s ′′ have again been chosen on the same anti Stokes line of the graph corresponding to iω(s, T ) and
where D ± are given by:
so that:
where φ ± (T ) are the angles formed by the fields B ± 0 and B ± 1 respectively. Again the exact form of the coefficients a L,R can be known if the exact equations of the Stokes lines corresponding to ω(s, T ) and q − (s, T ) are known.
Therefore, the final forms of the transition probability and its adiabatic limit are:
and:
where to get the last formula the asymptotic expantion (1) has been applied to fields B ± 0 (T ) and B ± 1 (T ) as well as to ω given by (6) . The point s ′′ is now an arbitrary point of the continuous Stokes line a 1 a 2 . . . a n a n+1 passing by the roots os B 0 (s) closest to the real axis as it is shown on Fig.3 . Note that because of our assumption the angles in (44) and (45) are different from 0 and π.
Another two examples with exponentially decreasing of magnetic fields
We consider here two another examples of the magnetic fields depending exponetially on time. The main difference of these cases in comparison with the previous ones is in number of level crossings which in the exponential cases are, of course, infinite.
We consider the following two cases of the fields:
The relevant quantities for this case have the forms: The procedure leading us to the formula (29) is still valid but the corresponding sectors S 1 , S1, S 2 , S2 are now less exposed. Namely, the first two lie on the left from the imaginary axis, S 1 above and S1 below the real axis whilst the second two on the right from the imaginary axis and, respectively, above and below the real axis. A peculiarity of this and the next case is that these sectors are cut by the infinite number of the Stokes lines parallel to the real axis and distributed up and down to the imaginary infinities, see the figures 3. and 4.. The fundamental solutions defined in these sectors vanish in their imaginary infinities. Therefore, the corresponding transition amplitude a − (s, T ) from the level E + to E − looks as folllows:
where to get the above formula the following asymptotic behaviour of the quantities determining it have been taken into account:
where s L,R = x L,R + iy L,R and s ′ L,R = x ′ L,R + iy ′ L,R have the same meaning as previously, i.e. lie on the corresponding Stokes lines defined by q − (s, T ) and ω(s, T ), respectively, whilst a L,R measure (together with the terms linear in x L,R ) the deviation of these lines at the corresponding infinities.
Therefore, for the exact transition probability and its adiabaic limit we obtain from (48):
respectively.
Case b)
In this case we have:
and the Stokes graphs corresponding to ω(s, T ) and q − (s, T ) are shown on the figures 7. and 8. respectively. π π π π π π π → → → → π π π π π π π π π γ → → → → → Fig.7 The Stokes graph corresponding Fig.8 The Stokes graph corresponding to q (0) (s) of the case b) of (46) to q − (s, T ) of (52)
Again the transition amplitude can be calculated taking into account the following asymptotics: 
Conclusions and discussion
We have shown in this paper that the fundamental solution method has appeared to be very effective also in its application to the problems of the transition amplitudes in two energy level systems. In particular it has enabled us to obtain compact and exact formulae for these amplitudes and to get easily their adiabatic approximations as well. Due to both the clear way of their obtaining and their compact forms the formulae allow us to claim that there are no some particular effects coming out of the many complex level crossings i.e. there are no some kind of individual contributions to the transition amplitude from each such a crossing leading to some particular interference effects in these amplitudes. Just opposite, such a contribution is controlled totaly by the Stokes line closest to the real axis of the t-plane which is however built by these crossing points of the two energy levels. This result is independent of both the number of complex level crossings (i.e. finite or infinite) and the particular type of the t-dependence of the effective magnetic field (i.e. algebraic or exponential). In this way the respective results of Joye et al [4] have been not confirmed by our approach.
In these particular examples we have cosidered in this paper we have also not detected some clear effects of the gometrical (Berry) phase contributions to the total phase of the transition amplitudes [16] . This is because of the flat form of the magnetic field evolution curves in the space of the parameters of the considered fields. However, in the general form of the algebraic magnetic field there is a room for such geometrical phase contributions to the total phase which follows from the general form of the quantities ω(s, T ) and c(s, T ) given by (6) and contributing to this phase. In particular one can detect such a contribution in the main integral s ′′ s ′ iω(s, T )ds present in all the above formulae determining the transition amplitudes. Namely, the termφ cos Θ(s) which contributes to ω(s, T ) (see (6) ) contributes also to the last integral in the form s ′′ s ′φ cos Θ(s)ds = φ(s ′′ ) φ(s ′ ) cos Θ(φ)dφ which is ompletely of geometrical origin. In particular we can choose in this integral the point s ′′ first to coincide with the point s 1 on Fig.3 and then we can substitute this integral by the half of the one the integration contour γ(s ′ ) of which starts from s ′ on the sheet shown in Fig.3 and ends in the point with the same coordinate s ′ but lying on the second sheet achieved by going along the path γ(s ′ ) around the point s 1 . Since this point is the turning one for B(s, T ) = |B(s, T )| but not for B z (it is not as such for B x and for B y as well) then cos Θ changes its sign along the path γ(s ′ ) what means that Θ alone changes by π. As a consequence this analytical continuation exchanges the levels between themselves changing simultanuously the phases of the states (3) exactly by γ(s ′ ) cos Θdφ since the angle φ does not change along the path γ(s ′ ) (tan φ = B y /B x ). If we take further the point s ′ to lie on the anty Stokes line of Fig.3 linking it with point s 1 then the integral γ(s ′ ) iω(s, T )ds is totaly real so is the geometrical contributions to it. Therefore the latter contributes also to the exponential smallness of the transition amplitudes although this contribution is subdominant in the adiabatic limit.
