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a b s t r a c t
Fractional differentials provide more accurate models of systems under consideration. In
this paper, approximation techniques based on the shifted Legendre-tau idea are presented
to solve a class of initial-boundary value problems for the fractional diffusion equations
with variable coefficients on a finite domain. The fractional derivatives are described in the
Caputo sense. The technique is derived by expanding the required approximate solution
as the elements of shifted Legendre polynomials. Using the operational matrix of the
fractional derivative the problem can be reduced to a set of linear algebraic equations.
From the computational point of view, the solution obtained by this method is in excellent
agreement with those obtained by previous work in the literature and also it is efficient to
use.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, a lot of attention has been devoted to the study of fractional differential equations. Fractional
derivatives arise in many physical and engineering problems such as electric transmission, ultrasonic wave propagation
in human cancellous bone, modeling of speech signals, modeling the cardiac tissue electrode interface, viscoelasticity, wave
propagation in viscoelastic horns and fluid mechanics [1,2]. One of the major advantages of the fractional derivatives is
that they can be considered as a super set of integer-order derivatives. Thus, fractional derivatives have the potential to
accomplish what integer-order derivatives cannot [3]. A history of the development of fractional differential operators can
be found in [4,5].
We describe some necessary definitions and mathematical preliminaries of the fractional calculus theory required for
our subsequent development.
Definition 1. Caputo’s definition of the fractional-order derivative is defined as [1]
Dα f (x) = 1
Γ (n− α)
∫ x
0
f (n)(t)
(x− t)α+1−n dt, n− 1 < α ≤ n, n ∈ N, (1)
where α > 0 is the order of the derivative and n is the smallest integer greater than α. For the Caputo’s derivative we
have [6],
DαC = 0, (C is a constant), (2)
Dαxβ =
0, for β ∈ N0 and β < ⌈α⌉,Γ (β + 1)
Γ (β + 1− α)x
β−α, for β ∈ N0 and β ≥ ⌈α⌉ or β ∉ N and β > ⌊α⌋. (3)
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We use the ceiling function ⌈α⌉ to denote the smallest integer greater than or equal to α, and the floor function ⌊α⌋ to
denote the largest integer less than or equal to α. Also N = {1, 2, . . .} and N0 = {0, 1, 2, . . .}. Recall that for α ∈ N,
the Caputo differential operator coincides with the usual differential operator of integer order. Similar to the integer-order
differentiation, Caputo’s fractional differentiation is a linear operation:
Dα(λf (x)+ µg(x)) = λDα f (x)+ µDαg(x), (4)
where λ and µ are constants.
The analytic results on existence and uniqueness of solutions to fractional differential equations have been investigated
by many authors (see, for examples [1,7]). Most fractional differential equations do not have closed form solutions,
so approximation and numerical techniques such as He’s variational iteration method [8,9], Adomian’s decomposition
technique [10,11], the homotopy analysis method [12,13], finite difference schemes [14] and other methods [15–18], must
be used. Also we refer the interested reader to [19,20] for more research works in the solution of fractional differential
equations.
Fractional order diffusion equations are generalizations of classical diffusion equations. These equations play important
roles in modeling anomalous diffusion and subdiffusion systems, description of a fractional random walk, unification of
diffusion and wave propagation phenomena, see, e.g., [11], and the references therein.
In this paper, we present a direct computational technique for the one-dimensional space fractional diffusion equation
of the form:
∂u(x, t)
∂t
= c(x) ∂
αu(x, t)
∂xα
+ q(x, t), 0 < x < ℓ, 0 ≤ t ≤ τ , 1 < α ≤ 2, (5)
with initial condition
u(x, 0) = f (x), 0 < x < ℓ, (6)
and boundary conditions
u(0, t) = g0(t), 0 < t ≤ τ , (7)
u(ℓ, t) = g1(t), 0 < t ≤ τ . (8)
Here the space-fractional derivative is defined as the Caputo fractional derivatives. Note thatα = 2, Eq. (5) is the classical
diffusion equation
∂u(x, t)
∂t
= c(x) ∂
2u(x, t)
∂x2
+ q(x, t).
In [18] the author used Chebyshev collocation method to discretize Eq. (5) to get a linear system of ordinary differential
equations and used the finite difference method [21] to solve the resulting system. An approach based on the classical
Crank–Nicolson method combined with the spatial extrapolation can be found in [14]. Authors of [14] used the Riemann
fractional derivative.
Themain idea of the currentwork is to apply the Legendre polynomials and the operationalmatrix of fractional derivative
together with the tau method to discretize Eq. (5) to get a linear system of algebraic equations thus greatly simplifying the
problem. The tau method has been originally proposed by Lanczos [22] for ordinary differential equations and extended by
Ortiz [23], and formulated for partial differential equations by Oritz et al. [24–27]. The method consists of expanding the
required approximate solution as the elements of a complete set of orthogonal polynomials [28]. It is worth mentioning
here that, the method based on using the operational matrix of an orthogonal function for solving differential equation is
computer oriented.
The current article is organized as follows:
In the next section we describe the basic formulation of shifted Legendre polynomials required for our subsequent
development. Section 3 summarizes the application of the shifted Legendre tau method to the solution of problem (5)–(8).
As a result a set of linear algebraic equations is formed and the solution of the considered problem is introduced. In Section 4,
the proposedmethod is applied to two numerical examples and is comparedwith themethod existing in the literature. Also
a conclusion is given in Section 5. Note that we have computed the numerical results by Maple programming.
2. Properties of the shifted Legendre polynomials
The well-known Legendre polynomials are defined on the interval [−1, 1] and can be determined with the aid of the
following recurrence formulae:
Li+1(z) = 2i+ 1i+ 1 zLi(z)−
i
i+ 1 Li−1(z), i = 1, 2, . . . ,
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where L0(z) = 1 and L1(z) = z. In order to use these polynomials on the interval x ∈ [0, h] we define the so-called shifted
Legendre polynomials by introducing the change of variable z = (2x− h)/h. The shifted Legendre polynomials in x are then
obtained as:
Lhi+1(x) =
(2i+ 1)(2x− h)
(i+ 1)h L
h
i (x)−
i
i+ 1 L
h
i−1(x), i = 1, 2, . . . (9)
where Lh0(x) = 1 and Lh1(x) = (2x− h)/h. The analytic form of the shifted Legendre polynomial Lhi (x) of degree i given by
Lhi (x) =
i−
k=0
(−1)i+k (i+ k)!
(i− k)!
xk
(k!)2hk . (10)
The orthogonality condition is∫ h
0
Lhi (x)L
h
j (x)dx =
 h
2i+ 1 for i = j,
0 for i ≠ j.
(11)
A function y(x), square integrable in [0, h], may be expressed in terms of the shifted Legendre polynomials as
y(x) =
∞−
j=0
cjLhj (x),
where the coefficients cj are given by
cj = 2j+ 1h
∫ h
0
y(x)Lhj (x)dx, j = 1, 2, . . . .
In practice, only the first (m+ 1)-terms shifted Legendre polynomials are considered. Then we have
ym(x) =
m−
j=0
cjLhj (x) = CTΦm,h(x),
where the shifted Legendre coefficient vector C and the shifted Legendre vectorΦm,h(x) are given by
CT = [c0, . . . , cm]T ,
Φm,h(x) = [Lh0(x), Lh1(x), . . . , Lhm(x)]T . (12)
Similarly a function u(x, t) of two independent variables defined for 0 ≤ x ≤ ℓ and 0 ≤ t ≤ τ may be expanded in terms of
the double shifted Legendre polynomials as
un,m(x, t) =
n−
i=0
m−
j=0
aijLτi (t)L
ℓ
j (x) = ΦTn,τ (t)AΦm,ℓ(x), (13)
where the shifted Legendre vectorsΦm,ℓ(x) andΦn,τ (t) are defined similarly to Eq. (12). Also the shifted Legendre coefficient
matrix A is given by
A =
a00 · · · a0m... ...
an0 · · · anm
 ,
where
aij =

2i+ 1
τ

2j+ 1
ℓ
∫ τ
0
∫ ℓ
0
u(x, t)Lτi (t)L
ℓ
j (x)dxdt, i = 0, 1, . . . , n, j = 0, 1, . . . ,m. (14)
The integration ofΦn,τ (t) from 0 to t can be expressed as [27,29,30]∫ t
0
Φn,τ (t ′)dt ′ ≃ PΦn,τ (t), (15)
where P is a (n+ 1)× (n+ 1) operational matrix of integration given by
P = τ

δ0 δ0
−δ1 0 δ1
. . .
. . .
. . .
−δn−1 0 δn−1
−δn 0
 , (16)
1138 A. Saadatmandi, M. Dehghan / Computers and Mathematics with Applications 62 (2011) 1135–1142
with δk = 12(2k+1) . Also the derivative of the vectorΦm,ℓ(x) can be expressed by [27,29]
dΦm,ℓ(x)
dx
= D(1)Φm,ℓ(x), (17)
where D(1) is the (m+ 1)× (m+ 1) operational matrix of derivative given by
D(1) = (dij) =

2(2j+ 1)
ℓ
, for j = i− k,

k = 1, 3, . . . ,m, ifm odd,
k = 1, 3, . . . ,m− 1, ifm even,
0, Otherwise.
Using Eq. (17), it is clear that
dkΦm,ℓ(x)
dxk
= (D(1))kΦm,ℓ(x), (18)
where k ∈ N and the superscript, in D(1), denotes matrix powers. Thus
D(k) = (D(1))k, k = 1, 2, . . . . (19)
Theorem 1. Let Φm,ℓ(x) be the shifted Legendre vector defined in (12) and also suppose α > 0 then
DαΦm,ℓ(x) ≃ D(α)Φm,ℓ(x), (20)
where D(α) is the (m + 1) × (m + 1) operational matrix of fractional derivative of order α in Caputo sense and is defined as
follows:
D(α) =

0 0 · · · 0
...
... · · · ...
0 0 · · · 0
⌈α⌉−
k=⌈α⌉
θ⌈α⌉,0,k
⌈α⌉−
k=⌈α⌉
θ⌈α⌉,1,k · · ·
⌈α⌉−
k=⌈α⌉
θ⌈α⌉,m,k
...
... · · · ...
i−
k=⌈α⌉
θi,0,k
i−
k=⌈α⌉
θi,1,k · · ·
i−
k=⌈α⌉
θi,m,k
...
... · · · ...
m−
k=⌈α⌉
θm,0,k
m−
k=⌈α⌉
θm,1,k · · ·
m−
k=⌈α⌉
θm,m,k

, (21)
where θi,j,k is given by
θi,j,k = 2j+ 1hk+1
j−
ℓ=0
(−1)i+j+k+ℓ(i+ k)!(ℓ+ j)!
(i− k)!k!Γ (k− α + 1)(j− ℓ)!(ℓ!)2(k+ ℓ− α + 1) . (22)
Proof. The proof is similar to Theorem 1 in [17].
Note that in D(α), the first ⌈α⌉ rows, are all zero and if α = n ∈ N, then Theorem 1 gives the same result as Eq. (19). 
3. The shifted Legendre tau method
To solve problem (5)–(8), we approximate f (x) by (m+ 1) terms of the shifted Legendre series, thus we get
fm(x; t) =
m−
j=0
fjLℓj (x) = ΦTn,τ (t)FΦm,ℓ(x), (23)
where F is a known (n+ 1)× (m+ 1)matrix and can be shown by
F =

f0 f1 · · · fm−1 fm
0 0 · · · 0 0
...
... · · · ... ...
0 0 · · · 0 0
 . (24)
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Also we approximate c(x), u(x, t) and q(x, t) by the shifted Legendre polynomials as
cm(x) = CTΦm,ℓ(x), (25)
un,m(x, t) = ΦTn,τ (t)AΦm,ℓ(x), (26)
qn,m(x, t) = ΦTn,τ (t)QΦm,ℓ(x), (27)
where vector C = [c0, . . . , cm]T and the matrix Q are known, but A is a (n+1)× (m+1) unknownmatrix. Now integrating
Eq. (5) from 0 to t and using Eq. (6) we have
u(x, t)− f (x) =
∫ t
0
c(x)
∂αu(x, t)
∂xα
dt +
∫ t
0
q(x, t)dt. (28)
Using Eqs. (15), (20), (25) and (26) we obtain∫ t
0
c(x)
∂αu(x, t)
∂xα
dt ≃ (CTΦm,ℓ(x))
∫ t
0
ΦTn,τ (t)dt

A(DαΦm,ℓ(x)),
= (CTΦm,ℓ(x))(ΦTn,τ (t)PTAD(α)Φm,ℓ(x)),
= ΦTn,τ (t)PTAD(α)Φm,ℓ(x)ΦTm,ℓ(x)C . (29)
Let
Φm,ℓ(x)ΦTm,ℓ(x)C ≃ HTΦm,ℓ(x), (30)
where H is a (m+ 1)× (m+ 1)matrix. To illustrate H, Eq. (30) can be written as
m−
k=0
ckLℓk(x)L
ℓ
j (x) =
m−
k=0
HkjLℓk(x), j = 0, 1, . . . ,m.
Multiplying both sides of the above equation by Lℓi (x), i = 0, 1, . . . ,m and integrating the result from 0 to ℓ, we obtain
m−
k=0
ck
∫ ℓ
0
Lℓi (x)L
ℓ
j (x)L
ℓ
k(x)dx = Hij
∫ ℓ
0
Lℓi (x)L
ℓ
i (x)dx, i, j = 0, 1, . . . ,m. (31)
Now suppose
wi,j,k =
∫ ℓ
0
Lℓi (x)L
ℓ
j (x)L
ℓ
k(x)dx, i, j, k = 0, 1, . . . ,m. (32)
Using Eqs. (11), (31) and (32) we have
Hij =

2i+ 1
ℓ

·
m−
k=0
ckwi,j,k, i, j = 0, 1, . . . ,m. (33)
Employing Eq. (30), Eq. (29) can be written as∫ t
0
cm(x)
∂αun,m(x, t)
∂xα
dt = ΦTn,τ (t)PTAD(α)HTΦm,ℓ(x). (34)
Also using Eqs. (15) and (27) we get∫ t
0
qn,m(x, t)dt = ΦTn,τ (t)PTQΦm,ℓ(x). (35)
Applying Eqs. (23), (26), (34) and (35) the residual Rn,m(x, t) for Eq. (28) can be written as
Rn,m(x, t) = ΦTn,τ (t)

A− F− PTAD(α)HT − PTQΦm,ℓ(x),
= ΦTn,τ (t)EΦm,ℓ(x),
where
E = A− F− PTAD(α)HT − PTQ.
As in a typical tau method [29] we generate (n + 1) × (m − 1) linear algebraic equations using the following algebraic
equations
Eij = 0, i = 0, . . . , n, j = 0, . . . ,m− 2. (36)
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Fig. 1. Plot of error function, |u(x, t)− u6,6(x, t)|, from Example 1.
Also, substituting Eq. (26) in Eqs. (7) and (8) we obtain
ΦTn,τ (t)AΦm,ℓ(0) = g0(t), (37)
ΦTn,τ (t)AΦm,ℓ(ℓ) = g1(t), (38)
respectively. Eqs. (37) and (38) are collocated at (n+ 1) points. For suitable collocation points we use the shifted Legendre
roots ti, i = 1, . . . , n + 1 of Lτn+1(t). The number of the unknown coefficients aij is equal to (n + 1)(m + 1) and can be
obtained from Eqs. (36)–(38). Consequently un,m(x, t) given in Eq. (26) can be calculated.
4. Numerical examples
This section is devoted to computational results.Weapplied themethodpresented in this paper and solved twoexamples.
Example 1. Consider the following space fractional (α = 1.8) differential equation [18]
∂u(x, t)
∂t
= c(x) ∂
1.8u(x, t)
∂x1.8
+ q(x, t),
on a finite domain 0 < x < 1, with the diffusion coefficient
c(x) = Γ (1.2)x1.8,
the source/sink function
q(x, t) = (6x3 − 3x2)e−t ,
the initial condition
u(x, 0) = x2 − x3, 0 < x < 1,
and the boundary conditions
u(0, t) = u(1, t) = 0.
Note that the exact solution to this problem is
u(x, t) = (x2 − x3)e−t ,
which can be verified by direct fractional differentiation of the given solution and substituting in the fractional differential
equation. We solved the problem, by applying the technique described in Section 3. In Table 1, the absolute errors between
the exact solution u(x, t) and the approximate solution un,m(x, t), at n = m = 3 and n = m = 5 with the final time
τ = 2 are given. Also in Table 1 we compare the absolute error of the new method together with the absolute error of
the Chebyshev collocation method given in [18]. Fig. 1 shows the absolute error function |u(x, t) − u6,6(x, t)| obtained by
the present method with τ = 2. From Table 1 and Fig. 1, we see that we can achieve a good approximation for the exact
solution using a few terms of the shifted Legendre polynomials and also our results are in good agreement with the method
introduced in [18].
Example 2. Let us consider the following space fractional differential equation
∂u(x, t)
∂t
= c(x) ∂
1.5u(x, t)
∂x1.5
+ q(x, t),
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Table 1
Comparison of absolute errors for u(x, 2) from Example 1.
x m = 3 m = 5
Method [18] Present method Method [18] Present method
0.0 1.70e−04 0.0 2.74e−05 0.0
0.1 0.21e−04 2.89e−05 4.20e−05 4.47e−06
0.2 1.76e−04 1.09e−04 3.76e−05 2.78e−07
0.3 3.01e−04 2.20e−04 8.44e−05 5.81e−06
0.4 4.04e−04 3.40e−04 3.27e−05 1.02e−05
0.5 4.89e−04 4.45e−04 3.61e−05 1.17e−05
0.6 5.63e−04 5.15e−04 1.94e−05 1.08e−05
0.7 6.33e−04 5.27e−04 2.95e−05 8.54e−06
0.8 7.05e−04 4.60e−04 4.92e−05 6.06e−06
0.9 7.86e−04 2.91e−04 2.83e−05 3.67e−06
1.0 8.82e−04 0.0 7.73e−05 0.0
Fig. 2. Plot of error function, |u(x, t)− u8,8(x, t)|, from Example 2.
on a finite domain 0 < x < 1, with the diffusion coefficient
c(x) = Γ (1.5)x0.5,
the source/sink function
q(x, t) = (x2 + 1) cos(t + 1)− 2x sin(t + 1),
the initial condition
u(x, 0) = (x2 + 1) sin(1),
and the boundary conditions
u(0, t) = sin(t + 1), u(1, t) = 2 sin(t + 1), for t > 0.
The exact solution of this problem is u(x, t) = (x2+1) sin(t+1), which can be verified by applying the fractional differential
formula (3).
We solved the problem, by applying the technique described in Section 3. The absolute errors |u(x, 1) − un,m(x, 1)| for
n = m = 2, 3, 6 and 7 are shown in Table 2. Also Fig. 2 shows the absolute error function |u(x, t)− u8,8(x, t)| obtained by
the present method with τ = 1. Such as the previous example, it is seen from Table 2 and Fig. 2 that we can achieve a good
approximation with the exact solution using a few terms of the shifted Legendre polynomials.
5. Conclusion
In this article, we proposed a numerical scheme, based on the shifted Legendre tau method, to solve the space fractional
diffusion equation. The fractional derivatives are described in the Caputo sense. The properties of the Legendre polynomials
are used to reduce the fractional diffusion equation to the solution of system of linear algebraic equations. The solution
obtained using the suggested method shows that this approach can solve the problem effectively and it needs less CPU
time. Comparisons are made between the approximate and exact solutions and another method to illustrate the validity
and the great potential of the new technique. Moreover, employing the new technique only a small number of the shifted
Legendre polynomials are needed to obtain a satisfactory result.
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Table 2
The absolute errors for u(x, 1) from Example 2.
x m = 2 m = 3 m = 6 m = 7
0.1 2.75e−04 6.77e−04 5.35e−05 4.66e−05
0.2 8.27e−04 7.16e−04 1.11e−04 7.74e−05
0.3 1.20e−03 7.22e−04 1.19e−04 5.00e−05
0.4 1.42e−03 7.10e−04 7.56e−05 2.30e−05
0.5 1.46e−03 6.97e−04 4.06e−05 2.74e−05
0.6 1.33e−03 6.99e−04 3.30e−05 4.38e−05
0.7 1.03e−03 7.32e−04 4.42e−05 3.87e−05
0.8 5.59e−04 8.12e−04 5.38e−05 1.01e−05
0.9 8.26e−05 9.55e−04 2.79e−05 3.35e−06
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