1/44 subthreshold dynamics such as resonance, found for instance in cortical interneurons, stellate cells, and mitral cells. A resonator neuron has at least two degrees of freedom for which the classical Fokker-Planck approach to calculating the dynamic gain is largely intractable. Here, we lift the voltage-reset rule after a spike, allowing us to derive for the first time a complete expression of the dynamic gain of a resonator neuron model. We find the gain can exhibit only six shapes. The resonant ones have peaks that become large due to intrinsic adaptation and become sharp due to an intrinsic frequency. A resonance can nevertheless result from either property. The analysis presented here helps explain how intrinsic neuron dynamics shape population-level response properties and provides a powerful tool for developing theories of inter-neuron correlations and dynamic responses of neural populations. 13 type. For example, Type II neurons exhibit rebound spikes, subthreshold oscillations 14 and spiking resonance (e.g. mitral cells, [4-6], respectively). The qualitative explanation 15 for these phenomena is that the dynamical interplay of somatic conductances endow 16 some neurons with a voltage frequency preference, i.e. a subthreshold resonance. This 17 preference can contribute to a superthreshold resonance in the modulation of their 18 output spiking [7]. How dynamic response properties of spiking dynamics such as 19 resonance emerge can be directly assessed by considering the neuron's dynamic gain. 20 Dynamic gain, first treated by Knight [8], quantifies the amount by which features at 21 specific frequencies in the input current to a neuron are amplified or attenuated in its 22 output spiking. It can accurately distinguish functional types and unveil a large 23 diversity of phenomena shaping the response to dynamic stimuli [9-18]. Dynamic gain 24
Abstract
The response of a neuronal population over a space of inputs depends on the intrinsic properties of its constituent neurons. Two main modes of single neuron dynamics-integration and resonance-have been distinguished. While resonator cell types exist in a variety of brain areas, few models incorporate this feature and fewer have investigated its effects. To understand better how a resonator's frequency preference emerges from its intrinsic dynamics and contributes to its local area's population firing rate dynamics, we analyze the dynamic gain of an analytically solvable two-degree of freedom neuron model. In the Fokker-Planck approach, the dynamic gain is intractable. The alternative Gauss-Rice approach lifts the resetting of the voltage after a spike. This allows us to derive a complete expression for the dynamic gain of a resonator neuron model in terms of a cascade of filters on the input. We find six distinct response types and use them to fully characterize the routes to resonance across all values of the relevant timescales. We find that resonance arises primarily due to slow adaptation with an intrinsic frequency acting to sharpen and adjust the location of the resonant peak. We determine the parameter regions for the existence of an intrinsic frequency and for subthreshold and spiking resonance, finding all possible intersections of the three. The expressions and analysis presented here provide an account of how intrinsic neuron dynamics shape dynamic population response properties and can facilitate the construction of an exact theory of correlations and stability of population activity in networks containing populations of resonator neurons.
Author Summary
Dynamic gain, the amount by which features at specific frequencies in the input to a neuron are amplified or attenuated in its output spiking, is fundamental for the encoding of information by neural populations. Most studies of dynamic gain have focused on neurons without intrinsic degrees of freedom exhibiting integrator-type subthreshold dynamics. Many neuron types in the brain, however, exhibit complex in its output spiking. The traditional approach to investigating neuronal transfer 5 properties is to measure the stationary response: the time-averaged rate of firing of 6 spikes as a function of the mean input current, or fI-curve. In Hodgkin's 7 classification [1] , Type I membranes can fire at arbitrarily low rates, while the onset of 8 firing in Type II membranes occurs only at a finite rate. This distinction arises 9 naturally from the topology of the bifurcations that a neuron can undergo from resting 10 to repetitive spiking [2] . In many central neurons, it is fluctuations rather than the 11 mean input current that drive spiking, putting them in the so-called fluctuation-driven 12 regime [3] . Many dynamical phenomena are nevertheless tightly linked to excitability Intrinsic parameters, g and τ w , shape the phase diagram of the intrinsic 84 dynamics Here we present analysis of the phase diagram of the intrinsic dynamics of 85 the model, which is a reparametrization of Fig.1 from [29] . Beyond that work, here we 86 analyze the Ω-contour density and scaling behavior. For a fixed, constant value of I syn , 87 and with time in units of τ V , the structure of the phase space of the single neuron 88 dynamics described by Eq. (1) is determined by a point in the τ w /τ V vs. g plane, the 89 two parameters defining the intrinsic current, w (see Fig.1 ). For τ w τ V , w speeds up 90 or slows down V depending on whether g is hyperpolarizing (g > 0) or depolarizing 91 (g < 0) characterized by an effective time constant
While the dissipative voltage term stabilizes the voltage dynamics, the dynamics can be 93 effectively unstable for g < −1, and we exclude this case. For depolarizing intrinsic 94 current, there is a region where the two eigenvalues of the voltage solution, λ ± , are 95 complex and the model exhibits an intrinsic frequency, Ω = 2πf int , that varies as
where g crit = (τ w − τ V ) 2 /4τ w τ V (see Methods for details). For a fixed g > 0, a given 97 value of Ω can be achieved at both a high and a low value of τ w . For fast τ w , the 98 Ω-contour density is high and the model exhibits high parameter sensitivity, while for 99 large τ w the contour density is low and the model is relatively insensitive to local 100 parameter variation. Taking the respective limits, the set of isofrequency curves are 101 linear for large τ w with slope ∝ Ω 2 and ∝ τ −1 w with a slope independent of Ω for small 102 τ w . 103 Furthermore, there is a minimum relative conductance, g min = 1 2 −1 +
for which a given Ω can be achieved. The minimum shifts to increasing short τ w with Ω. 105 To emphasize the timescale of the intrinsic frequency when it exists, we reparametrize 106 the model by replacing g with Ω using Eq. (3) , and arrive at the implicit representation 107 shown in Table 1 ) (see Methods for more details). The statistical structure of the 108 relative timings of the output spikes of the model will be affected by Ω. Figure 1 . The type of w-current depends on the values of the intrinsic parameters. (a) Intrinsic parameter phase diagram in (τ w /τ V , g). w can be depolarizing (g < 0) or hyperpolarizing (g > 0). w contributes an intrinsic frequency to the model in the colored region. The dynamics are unstable if g < −1. Iso-Ω lines are shown in white (g = ((τ V Ω) 2 + 1 4 )τ w /τ V for large τ w and g = 1 2 ( τ V 2τw − 1) for small τ w ). (b) When λ ± ∈ C, the phase diagram can be cast in (τ w /τ V , Ωτ V )-space. Iso-g lines are shown in white. (See [29] for a similar plot). Table notes : There are three equivalent representations of the parameter space of the voltage dynamics based on the explicit parameters of the model, the implicit timescales of the model, and the filter parameters of the mean voltage filter, respectively. Parameter notation: τ V , membrane time constant; g, relative conductance; τ w , w time constant; θ, voltage threshold; τ r , relaxation time of voltage dynamics; Ω, intrinsic frequency; λ ± , eigenvalues, when ω L τ r > 1, λ ± = r ± iΩ, with real part, r = −τ −1 r ; τ ef f , effective membrane time constant; τ I , input noise correlation time; σ I , input noise standard deviation; ω, input signal frequency; A, input signal amplitude; σ V , standard deviation of voltage; σV , standard deviation of voltage time derivative; τ s , differential correlation time; σ, relative standard deviation of voltage; ω L and Q L , center frequency and Q-value, respectively, of low pass component of current-to-voltage filter; V low , low frequency voltage response; ν 0 , stationary firing rate; τ c , characteristic time of voltage-to-spiking filter; ν ω L := ν 1 (ω L )/ν 1 (0), spiking response at ω L ; ν ∞ := ν 1 (∞)/ν 1 (0), high frequency spiking response.
Population firing rate dynamics Given a population of N neurons indexed by k, 110 in a time window, T , each one produces a spike train,
with n k spikes labeled as t k s . The average firing rate across the population in this
For stationary input, this becomes the stationary population averaged firing rate, 114 independent of t, in the limit T → ∞,
In the other limit, taking T → 0 while keeping N T constant, such that there is a 116 statistically invariant number of spikes in the time window, the integrand of Eq. (5) is a 117 well-defined time-dependent ensemble average, the instantaneous population firing rate, 118
wherex = x k k ≡ 1 N N k=1 x k denotes the population average of a single neuron 119 quantity, x. Note that this population firing rate can exhibit time dependence on 120 arbitrarily fast timescales.
continuous stochastic process. The system can then be solved under this assumption by 124 directly simulating the corresponding stochastic differential system of Eq. (1),
whereĪ(t) is the time-dependent mean input and δI(t) is a zero-mean noise process.
126
Solutions give the output spike times, which averaged over an ensemble give the 127 population firing rate, ν(t). Under the diffusion approximation, discussed in more detail 128 in the Methods, the stochastic drive, δI(t), can be taken as an zero-mean 129
Ornstein-Uhlenbeck process with variance σ 2 I and correlation time τ I . The resulting 130 stochastic dynamics were simulated by numerical integration via a Runge-Kutta scheme 131 (see ref. [55] for details).
132
To illustrate the dynamic ensemble response, we show in Fig.2 an example of input, 133 intrinsic, and output variable time series produced by the model for two choices of 134 signal in the mean channel,Ī(t): a weak oscillation of amplitude A and frequency ω 135 and, separately, a step of height ∆. In addition, we show the corresponding population 136 firing rate dynamics obtained from a histogram of the spike times of the sample 137 ensemble produced by the two inputs. Code to produce this plot can be found in the 138 supplemental material. The input modulation structures the spike times produced by 139 the ensemble relative to the stationary response in a way that only becomes salient at 140 this population level. We motivate consideration of the analytical expressions for the 141 linear response function (Eq. (41)) and the step response function (Eq. (63)), obtained 142 later in this paper, by plotting their curves, which accurately overlie the profile of the 143 two respective measured histograms. While the input oscillation produces modulation in 144 the output spiking at only one frequency, the step input produces a response that has 145 power across a broad band of frequencies. 
Approaches to obtaining the population response 147
Response theory captures the population response to input signals with arbitrary 148 frequency content and so we now turn to it, and linear response theory in particular, in 149 the pursuit of understanding the population firing rate dynamics of the GIF neuron 150 model.
151
The formal, implicit definition of the linear response function, ν 1 (ω), arises from a 152 weak oscillatory modulation of amplitude A and frequency ω in the mean input, and an 153 expansion of the response, ν(t), in powers of A,
where ν 0 is the stationary response, Eq. (6). In the Methods, we restate how the linear 155 response can be obtained (Eq. (59)) directly from the spike times using the complex 156 response vector, r(ω) := e −iωtm m . Below, we show the classic formulation that shows 157 that it can also be obtained from the voltage dynamics.
158
Obtaining the response from the statistics of the voltage dynamics To 159 obtain ν 1 (ω) analytically, we go back to the definition of ν(t) containing s k (t), Eq. (7). 160 s k (t) can be rewritten as
where Θ is the Heaviside theta function defined as Θ(x) = 0 for x < 1 and Θ(x) = 1 for 162 x > 0. Θ(V ) appears since spikes are only generated at upward threshold crossings of 163 the voltage. The factor |V (t)| results from the coordinate change in the argument of the 164 δ-function. When combined with Θ(V ), the absolute value can be omitted. For a 165 population of such neurons, we can then obtain the population-averaged firing rate as 166 the rate of upward threshold crossings known as Rice's formula [56] ,
The underlying ensemble of the population is captured by the distribution of voltages 168 and voltage time derivatives at a given time, p(V,V |t). When each neuron's state is 169 identically and independently distributed, the average over k neurons is an average over 170 this distribution at fixed t,
This time-varying expectation value over the statistics of the voltage dynamics in the 172 population is the central time-domain quantity in the response theory for neuronal 173 populations. It is in general analytically intractable.
174
Subthreshold dynamics can be approximately linear and the many, weak inputs to 175 each neuron can permit a diffusion approximation to a Gaussian process input. In this 176 situation, a model of voltage dynamics that omits the nonlinear voltage reset gives a 177 voltage statistics that is also Gaussian and can be treated analytically. This is the 178 Gauss-Rice approach, to our knowledge first published by Jung [57] , where it was used 179 to calculate correlation functions. The first application of the approach to dynamic gain 180 appears in Supplementary Note 3 of ref. [37] . Note that the lack of a voltage reset Dynamic gain for the mean channel of a population of Gauss-Rice neurons 184 Here, we derive the dynamic gain using the Gauss-Rice approach, similar to [19, 37, 42] . 185 The emphasis of the derivation here differs in that, first, we go directly to the linear 186 response by linearizing around the mean voltage, and second we express the results in 
This expression can be computed in terms of error functions to obtain the full nonlinear 199 dynamic response, e.g. for the Gauss-Rice LIF neuron model [19, 37, 42] .
200
For a transparent analytical treatment of the mean channel in the fluctuation-driven 201 regime we consider the linear response. That is, for case of weak mean input we expand, 202 for each time t, this expression in terms of the resulting weak deviations to the ensemble 203 mean voltageV (t) and to its derivativeV (t). To linear order,
Solving the integral, one obtains the linear response in the mean signal channel,
where ν 0 is the stationary firing rate attained in the absence of modulation around the 206 mean input current, I 0 ,
V (t) t is offset by I 0 and since I 0 θ in the fluctuation-driven regime we set I 0 to 0 208 without loss of generality, so that V (t) t = 0. This expression can then be rewritten 209 using only two quantities: the differential correlation time τ s := σ V /σV , and the size of 210 voltage fluctuations relative to threshold, σ := σ V /θ,
τ s is the width of the quadratic approximation to the correlation function around zero 212 delay. It serves as the summary timescale determined by the joint effects of all intrinsic 213 timescales and we study in detail this dependence for the GIF model in a later section. 214 τ s thus provides a natural time unit by which to measure the rate of output spikes, ν 0 , 215 as a function of the relative voltage fluctuations, σ. ν 0 τ s is then interpreted as the 216 number of spikes in a correlated window of voltage trajectory, and according to Eq. (18) 217 rises with σ, saturating for large σ at (2π) −1 < 1. Fluctuation strength is less than the 218 voltage difference between resting and threshold for most physiological conditions, σ 1, 219 in which case the useful bound, ν 0 τ s (2π √ e) −1 1, holds. (Large output firing rates 220 can nonetheless be achieved so long as the voltage correlation window, τ s , is short 221 enough to maintain ν 0 τ s 1.) Spike-generating voltage excursions are thus on average 222 well-separated in time so that the produced spiking exhibits low temporal correlations. 223 According to Eq. (16), we can then identify ν 1 (ω) as the finite frequency component 224 of its Fourier transform,
where we note that our definition of ν 1 (ω), Eq. (16) , that has the amplitude of the input 226 modulation, A, factored out implies that A has been factored out of the voltage 227 response. All response quantities are implicitly defined as these A-independent versions. 228 This expression can be simplified further by pulling out the time-derivative operator. In 229 the Fourier domain, this is just multiplication by iω so that theV (ω) factors out and 230 calculation of ν 1 (ω) requires only the first two voltage moments, as any statistic derived 231 from a stationary Gaussian process should.V (ω) is the mean voltage response and the 232 variances,
, are computed from the correlation function 233 of the stationary unperturbed voltage correlation function,
obtained from the voltage noise spectrum δV (ω). The latter provides only the variances, 235 and so in the space of correlation functions, only directions along which these quantities 236 change affect the rate response [43] . The relative response can then be written
We can re-express it using τ s and σ,
The ensemble response of a population of Gauss-Rice neurons to a small modulation in 239 the mean input is thus simply a first-order high pass filter of the ensemble mean voltage 240 response with characteristic frequency 1/τ c , with τ c defined as
where we have removed σ with σ −2 = π The relative linear rate response is then
where the dependence on ν 0 τ s is concealed in the definition of τ c . Thus, in units of τ s , 244 the high pass filter resulting from crossing the spike threshold is proportional to
From Eq. (22) , we see that the characteristic frequency, 1/τ c , shifts to lower values for 247 larger output firing rates, as the prefactor, τ −2 c , further attenuates the low frequency 248 response. One consequence is that the effect of the low pass voltage characteristics are 249 made negligible by the differentiating action of the spike at high firing rate.
250
The dynamic gain of this complex-valued linear rate response function is its modulus, 251
here normalized by the stationary rate, ν 0 . Taking out a factor of ν 0 of Eq. (9), we see 252 that the strength of the linear term and thus the quality of the linear approximation of 253 the response is then controlled by the size of the right hand side of Eq. (23) relative to 1. 254 The effect of this spiking filter contributes a factor that scales as 1 τ 2 c when τ c 1 (for a 255 bounded range of relevant input frequencies) so the linearity assumption is better at 256 larger values of τ c , which means larger values of ν 0 τ s . The quality of the approximation 257 will also depend on the size of V (ω) . We also note that focusing on the linear response 258 neglects boundedness features of the population firing rate such as its non-negativity.
259
Nevertheless, once a voltage dynamics is specified, Eq. (23) gives the explicit dependence 260 of the dynamic gain on the underlying parameters of the single neuron model. In this section, we take the general result of the previous section, Eq. (23), and go 264 through its explicit calculation for a population of Gauss-Rice GIF neurons to obtain 265 the result Eq. (41) . A work taking a similar approach, partly inspired by this work, 266 though with with less intermediate analysis has recently appeared [25] . Our novel 267 findings arise from an exhaustive characterization of the parameter dependence across 268 the phase diagram of the voltage response, Fig. 3 . We calculate the current-to-voltage 269 filter, expressing it in each of the three representations listed in Table 1 , Eqs. (25, 26, 27) 270 respectively. We show ( Fig. 4 ) how the the low pass component of the filter undergoes a 271 qualitative change from second-order low pass to first-order low pass to resonant as Q L 272 is increased. We find the voltage resonance condition, ω L τ w > Q −2 L − 1, where the 273 resonance has a contribution from slow adaptation and from the frequency, Ω. Either
274
can exist without the other ( Fig. 5 ). We then compute the voltage correlation function, 275 Eq. (37), whose envelope depends on the relaxation time, τ r ( Fig. 6 ). From this, the 276 variances are calculated and an expression for the differential correlation time, τ s ,
277
Eq. (39) is obtained. We show a characteristic dependence on the ratio τ w /τ I (Fig. 7) . 278 Finally, we show in Fig. 8 how the stationary firing rate has unimodal dependence on 279 the time constants, τ V and τ I , monotonic rise with input variance, σ 2 I , and monotonic 280 decay with intrinsic frequency, Ω.
281
Voltage solution For arbitrary input, I(t), the system in the Fourier domain is
Multiplying the first equation by (1 + iωτ w ) and eliminating w(ω) one obtains
so that the solution for any g > −1 is, with respect to the representation of the model 284 by its explicit parameters (g, τ V , τ w ),
When the neuron exhibits an intrinsic frequency, Ω, we can use |λ ± | 2 = 1+g τwτ V and the 286 definition of the complex eigenvalues by their real and imaginary parts, |λ ± | 2 ≡ r 2 + Ω 2 287 (see Methods), to substitute Ω into the denominator of Eq. (25) after expanding: 
A third convenient representation consists of effective parameters, (ω L , Q L , τ w ), 292 determining the shape of the filter
where the second order low pass filter has been re-expressed using its center frequency, 294
at which its contribution to the gain is its quality factor,
, and we have pulled out the broadband voltage 296 response, V low , attained in the limit ω → 0, which gives
The stability constraint, g > −1 is naturally satisfied by ω L > 0 and keeps V low finite. 298 With dependence on τ V removed in the shape representation, we must explicitly add 299 the stability constraint, τ V > 0, which is expressed using the definition of τ V in this 300 representation,
so that the stable regime corresponds to Q L < ω L τ w . V low is expressed in this shape 302 representation as
so that V low > 0 is satisfied by the stability constraint.
304
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Each of the three expressions for the voltage response filter, Eqs (25, 26, 27) , is 305 instructive in understanding the dependence on the contained parameters. To motivate 306 this analysis in the context of population response, we first specify the input, I(ω). An 307 input oscillation of frequency ω 0 will produce an oscillation in the mean input expressed 308 asĪ(t) = Ae iω0t . In the frequency domain, the spectrum of the mean input,Ī(t), and 309 power spectral density of the noise, δI(t), is, respectively,
with noise strength, D = τ I σ 2 I , in the latter. Because of the linearity of the dynamics, 311 we can solve the system for mean and fluctuating input separately. In the next Eq. (30), into the voltage solution. For the remainder of the paper, we omit the factor 317 δ(ω − ω 0 ) and denote the frequency of the mean input by ω. The mean response in the 318 three representations is then Eqs. (25, 26, 27) , respectively, with the I(ω) factor dropped 319 and with an additional a factor of √ 2π.
320
The mean voltage response is given in the filter shape representation,
We now go through the analysis of this response using this representation. Using the 322 gain,
we constructed a diagram of its qualitative features in Q L vs. ω L τ w (see Fig.3 ).
324
The model exhibits low frequency voltage gain amplification (V low > 1) or 325 attenuation (V low < 1) depending on whether w is depolarizing (g < 0) or 326 hyperpolarizing (g > 0), respectively. ω L = 0 at g = −1 and grows with g as √ 1 + g.
327
Q L = ω L τ r /2 also grows with g, generating three parameter regions of qualitatively 328 distinct low pass filter gain shapes: ω L τ r < 1, 1 < ω L τ r < 2 and ω L τ r > 2. Indeed, in 329 units of ω L , the shape of the current-to-voltage filter depends only on τ r and τ w , and so 330 in the next paragraphs and with reference to Fig.4 , we describe this 2D parameter space 331 completely by considering qualitative differences in the full filter shape across ω L τ w in 332 each of three distinct regimes of ω L τ r . Note that relatively slow and fast intrinsic 333 dynamics is obtained when Q L is less than or greater than ω L τw 2 , respectively.
334
For ω L τ r < 1 (see Fig.4 (a)), the low-pass gain contribution can be factored into a 335 contribution arising from two first order low pass filters,
where γ = γ(Q L ) ≥ 1 is the solution to Q L = γ/ γ 2 + 1 . The low pass gain thus 
depolarizing Q Q 1 voltage resonance 10 1 10 0 10 1 10 1 10 0 10 1 2 1 Figure 3 . Regimes of the current-to-voltage transfer function. (a) Phase diagram of the transfer function. The region of depolarizing w (low frequency amplifying, V low > 1) is shown in purple and voltage resonance in green. The filter is unstable in the blue region. An intrinsic frequency exists, above the dotted line, Q L = 1/2. Note that there is a region with Q L > 1/2 and no voltage resonance, and vice versa. The star and circle denote the example values of (ω L τ w , Q L ) used in (b) and (c), respectively. (b) An example of the current-to-voltage filter in the case of resonance with no intrinsic frequency (τ V = 10, τ w = 100, g = 1.2). (c) An example of the current-to-voltage filter in the case of no voltage resonance despite the existence of an intrinsic frequency (τ V = 10, τ w = 5, g = 0.5). The rising and falling dashed lines in (b) and (c) denote the contributions of the high pass, 1 + iωτ w , and the low pass
respectively. Their combination forms
the current-to-voltage filter, which are shown as solid lines.
shown in Fig.3 Fig.4 (b)) are only achievable by depolarizing w, and w must be depolarizing for any 343 response exhibiting such shapes. Consequently, the three qualitatively distinct shapes of 344 the current-to-voltage filter for ω L τ r < 1 are determined by the location of ω L τ w 345 relative to 1/γ and γ, with the middle regime, (γ −1 , γ), only achievable for depolarizing 346 w. For ω L τ w > γ, the filter first rises with ω after 1/τ w , is flattened at ω L /γ, and then 347 falls after γω L . The result is an intermediate, raised plateau of width γ − γ −1 ω L .
348
The condition for this voltage resonance is ω 2 As ω L τ r approaches 1 from below, γ also approaches 1, and the 353 qualitatively distinct region between ω L /γ and γω L shrinks as the two roots coalesce 354 into one and the low pass expression forms a perfect square. In the case that ω L τ w > γ, 355 this leave a well-defined maximum located just before ω L . The slight offset arises simply 356 because the second order low pass begins falling significantly before ω L at ω L τ r = 1.
357
For 1 < ω L τ r < 2 (see Fig.4(b) ), the impact of the high-pass on the shape of the 358 filter is determined simply by whether its characteristic frequency is above or below ω L . 359 For ω L τ w > 1, the plateau existing for ω L τ r < 1 becomes a flat-topped peak in the gain 360 with a maximum again slightly lower than ω L . Otherwise, the behavior is low pass.
361
Note that ω L τ r > 1 is also where the intrinsic frequency exists. However, this property 362 does not contribute to a resonance until ω L τ r > 2. Indeed, the resonance here, as in the 363 regime ω L τ r < 1, arises solely from a high pass attenuation of low frequencies sculpting 364 a peak from a low pass, and comes alongside a region, Q L < (2 + ω L τ w ) −1/2 , that lacks 365 resonance. This latter region is upperbounded in general by Q L = 1/ √ 2, and 366 specifically for stable filters by Q L = √ 2 − 1 so that above these values of Q L all 367 filters are voltage resonant. For ω L τ r > 2 (see Fig.4 (c)), by definition a resonant peak emerges in the low pass 369 filter. If ω L τ w < 1, this contributes a de novo resonance in the current-to-voltage filter 370 located near ω L . Otherwise, it simply acts to sharpen the existing resonance that 371 appears progressively over 0 < ω L τ r < 1, and again with a peak slightly to the left of 372 ω L .
373
Of the two mechanisms for resonance just described, the contribution of first 374 'sculpting' mechanism leads to a linear increase in the response height and input 375 frequency range of elevated response with τ w , i.e. with the slowness of the intrinsic 376 dynamics, for the reason that the low frequency amplification continues over a broader 377 range the further ω L /γ and 1/τ w are apart. This amplification in the relative response 378 is actually over-compensated by a broadband attenuation with τ w , so that the actual 379 effect is the carving out of a resonant peak using adaptation, i.e. a low frequency 380 attenuation of an otherwise low pass filter.
381
The second low-pass resonance mechanism emerges in the expression when the low 382 pass filter exhibits a maximum, which itself emerges when the two low pass 383 characteristic times of the low pass coalesce. From the point of the view of the voltage 384 dynamics, this occurs from a sufficiently strong and negative feedback interaction 385 between v and w, whose timescales are sufficiently similar so that the delayed feedback 386 is constructive. In the time domain voltage solution, this occurs when the two 387 eigenvectors align. The height of the resonant response grows linearly with τ r (with 388 range of elevated response fixed) because there is less dissipation.
389
These two resonance mechanisms contribute to the height of the response at ω L ,
which is resonant by definition if it is greater than V low . The condition for voltage 391 resonance is thus ω L τ w > Q −2 L − 1 and the relative ratio of their contributions is 392 1 2 ω L τ r / 1 + ω 2 L τ 2 w ≤ 1 so that at a given ω L τ w the sculpting mechanism always 393 contributes more gain than the intrinsic frequency mechanism. Indeed, this sculpting 394 can exist in the absence of an intrinsic frequency (ω L τ r < 1), so long as the intrinsic 395 dynamics is slow enough. Conversely, even with an intrinsic frequency (ω L τ r > 1), the 396 PLOS 14/44
response can lack a resonance if in addition ω L τ w < 2, demonstrating that an intrinsic 397 frequency is not a sufficient condition for resonance. These two cases become apparent 398 in a plot of the resonance frequency as a function of the intrinsic frequency ( Fig. 5 ), 399 where we observe x-and y-intercepts because of the preexisting or absent resonance, 400 respectively. The location of the maximum converges to ω L = √ r 2 + Ω 2 for ω L τ w 1, 401 which itself converges to Ω for Ωτ r 1. For smaller values of ω L τ w , the location 402 converges to a value slightly larger than ω L . Figure 5 . A resonance frequency emerges in the voltage response in one of two ways depending on the intrinsic timescale. For slow intrinsic current (ω L τ w > √ 2), a response exhibiting a maximum at ω max already exists at Ω = 0. For fast intrinsic current (ω L τ w < √ 2), a resonance emerges at finite Ω, whose value converges for vanishing ω L τ w .
We will make use of the representation of the current-to-voltage filter in terms of
404
(ω L , τ w , Q L ) to understand the full response. What is left to calculate, however, is the 405 voltage correlation function. 
The auto-correlation thus requires computing an inverse Fourier transform integral of 410 the form
The result is
where λ ± are the eigenvalues of the voltage dynamics, Eq. 57, and the units are 
where, for notational convenience, we have defined
and τ ef f = τ V /(1 + g) (Eq. (2)) is the maximum speed over τ w of the voltage kinetics, 424 approached when τ w τ V by the tonic conductance change induced by w. For the LIF 425 (g = 0), τ ef f = τ V , α I = α w = 1 and the variances simplify to
from which the differential correlation time τ s for the LIF can be read off as
We consider this quantity more generally in the next paragraph. 428
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In the intrinsic representation, the variances can be written as 
where the limiting value of τ s for τ w smaller (larger) than all other timescales is, When Ω exists, we can write τ s as
where ω 2 L = |λ ± | 2 = τ −2 r + Ω 2 = τ ef f τ w , is the center frequency analyzed in the 459 previous section. In the implicit representation and as a function of τ r (see Fig.7 ), τ s 10 3 10 2 10 1 10 0 10 1 10 2 10 3 10 1 10 0
10 1 10 0 10 1 10 2 10 2 10 1 10 0 around σ I ∼ θ, simply due to the higher propensity of threshold crossings. In 471 subsequent analyses in this paper, we explore the parameter dependence at fixed 472 stationary output firing rate by adjusting the input variance accordingly (see Methods 473 for this mapping). The rate dependence at I 0 is similar for both τ I and τ w , growing 474 from zero at vanishing time constants to a maximum located just below the membrane 475 time constant. While the rate decays with increasing τ I , it seems to saturate and even 476 rise for slowly with τ w for τ w > τ V . The stronger the flow of the dynamics around the 477 resting state at I 0 , the more the voltage fluctuations are dampened so that the the 478 firing rate decreases with Ω. As for the I 0 -dependence, we see that all curves rise 479 monotonically simply because the average voltage moves closer to the threshold.
480
Expression for the complex response function With the variances and the mean 481 voltage response in hand, we can write down the complex linear frequency response,
This biquad filter is composed of two-step cascade of a combined 1st-order high-pass 483 and 2nd-order low-pass current-to-voltage filter followed by a first-order high-pass 484 voltage-to-population firing rate filter. In the remaining part of the paper, we analyze 485 the properties of this filter. 
Analysis of the dynamic gain function of a GIF ensemble 487
In this section, we characterize the qualitative features of the response function, 488 Eq. (41), again with a focus on completeness. We first show that the high and low input 489 frequency limits of the response constrain the parameter sets that can achieve high and 490 low pass behavior and we give an expression, Eq. (45) of the critical stationary rate 491 separating these two regions in terms of the other parameters. We then reparametrize 492 the expression for the response , Eq. (47), using the height of the response at its center 493 frequency, ν ω L and high frequency limit, ν ∞ , both relative to its low frequency limit.
494
The two-dimensional shape parameter space give responses with a peak, dip or step at 495 ω L whose width varies with Q L . The additional high or low pass nature of the filter 496 give six classes of filter shape. The constraint of stable voltage dynamics restricts the 497 area accessible to the model to ν ω L ≥ Q L (1 + ν ∞ ).
498
The ω → 0 and ω → ∞ limits simply determine a high/low pass criterion 499 The matched order between the high and low pass filter components of Eq. (41) implies 500 that there are finite limiting values of the dynamic gain at low and high input
with the size of ν high relative to ν low , ν ∞ := ν high ν low = τc τ ef f = ω 2 L τ w τ c . We note that both 504 ν low and ν high can be written without explicit dependence on the intrinsic timescale, it 505 influences the limiting values only by setting the value of τ s in the way demonstrated in 506 the previous section. 507 ν low scales the above filter shapes up or down and itself scales down linearly with 508 τ ef f /τ V and thus with g. The boundary in the parameter space between low and high 509 pass is defined implicitly by ν ∞ = 1 providing the simple criterion for low or high pass 510 behavior as whether τ c is below or above τ ef f respectively. The high pass behaviour for 511 large g or Q L is not due to an increase in ν high (in which g does not appear) but in fact 512 a consequence of the low frequency attenuation. Recalling that the approximation to a 513 hard threshold keeps the response flat to arbitrarily high frequencies, while in fact it 514 eventually decays (beyond f limit , as discussed in the Methods section), the high pass For g = 0, we have α w = 1 and τ ef f = τ V and this reduces simply to ν crit
√ τ V , 537 the expression presumably underlying results for the LIF in [42] . slowly so that the model dynamics can directly follow the oscillation. At high 541 frequencies, the return of the lag to 0, just like the flat high-frequency gain, is an 542 artifact associated to the hard threshold.
543
There are six qualitatively distinct filter shapes When g = 0 (LIF), the filter, 544 Eq. (41), simply reduces to single order. The intermediate behavior is then only the 545 respective monotonic decay or rise beginning and ending around the smaller and larger 546 of the two characteristic frequencies.
547
For g = 0, the voltage modulation by the current, w, comes into play. To analyze the 548 effect of the high pass voltage-to-spiking filter on the current-to-voltage filter we employ 549 a similar exhaustive characterization as was done above in the analysis of the contribution of the voltage-to-spiking filter to the qualitative behavior of the complete 554 filter beyond just low or high pass requires that 1/τ c be no larger than either ω L or 555 1/τ w . Otherwise, the only effect of the spiking is to flatten the high frequency response 556 beyond 1/τ c . In general, however, there are many possible shapes. To further facilitate 557 the classification of these shapes, we present a single parameter space representation in 558 which they are all simply mapped.
559
For this general case, we can introduce the relative quality factor for the full filter, 560 ν ω L := |ν 1 (ω L )|/ν low . The response then depends on the five shape features, ν low , ν high , 561 ω L , Q L , and ν ω L . Denoting ξ = τ w /τ c , so that
can re-express the response function as
with dynamic gain
When
, which implicitly defines 565 ξ in terms of ν ω L , Q L and ν high and closes the representation. Indeed, with time in 566 units of ω −1 L and gain values relative to ν low , the shape of the filter depends only on 567 this triplet: each of the six regions in (ν ∞ , ν ω L )-space defined by the boundaries ν ∞ = 1, 568 ν ω L = 1, and ν ∞ = ν ω L provides filters of a qualitatively similar class (see Fig. 9 ).
569
In particular, depending on the region there is a peak, dip or step at ω L whose width 570 varies with Q L . The additional high or low pass nature of the filter gives the six classes 571 of filter shape.
572
While the possible shapes are simply represented in this space, the constraints are no 573 longer represented in a plane since they depend additionally on Q L . We now dissect the 574 effects of the stability and voltage resonance constraint on determining which filter 575 shapes are allowed where. A main conclusion that can be drawn is that a lower bound 576 for accessible filters is ν ω L = Q L (1 + ν ∞ ) (the colored lines in Fig.9 ).
577
With reference to Fig. 10 , the stability constraint, Q L < ω L τ w , translates into 578 Q 2 L < ξν ∞ with the correct root of ξ given by the values of Q L , ν ∞ , , ν low , and ω L .
579
Which root can also be checked by which of τ w and τ c is larger. This constraint 580 breaks into branches when combined with the other constraints. (c,f) Region 1-6 denote the regions exhibiting qualitatively similar filter shapes. E.g. spiking resonance is by definition region 1 and 2. Not all of these six regions are accessible for a given Q L . Colored lines (blue to red) represent the Q L -dependent boundary below which filter shapes are forbidden because of unstable dynamics. We note that ν ω L , ν∞→0 = Q L . An intrinsic frequency exists in region above the Q L = 1/2 boundary. A voltage resonance exists in the region above the Q L = 1 boundary. We show the accessible subset of corresponding filter shapes at representative positions within the regions (located at (10 ± 0.7 2 , 10 ±0.7 ) and (10 ±0.7 , 10 ± 0.7 2 )) and at the border between regions (located at ν ω L , ν ∞ = 10 −1.5 , 10 0 , 10 1.5 ). (f) Same type of plot as (c), but for the phase response. π/2 and −π/2 are shown as top and bottom bounding dashed lines for the set of phase responses at each location. The gain and phase for the position denoted by the circle are shown in (a) and (c), and for the star in (b) and (e), respectively. For ξ < 1 so that the intrinsic dynamics is faster than the spiking dynamics, the 582 region exhibiting stable filters is constrained to a sliver,
, with an additional constraint on the lower 584 bound, ν ω L > Q L 1 + Q 2 L , so that stable filters only exist for ν ∞ ≥ Q 2 L and 585 ν ω L ≥ Q L 1 + Q 2 L . For values of ν ∞ and ν ω L increasing from this lower bound point, 586 the accessible region forms a band whose vertical thickness grows with ν ∞ and it 587 extends out parallel with the line ν ω L = ν ∞ for large ν ∞ . For increasing Q L , the 588 accessible region shifts right and up so that the band is eventually contained in 589 ν ω L > ν ∞ and ν ω L > 1 region, i.e. only high pass, resonating filters are allowed.
590
For ξ > 1 so that the spiking is faster than the intrinsic dynamics, the region 591 exhibiting stable filters has no upper bound in ν ω L . The lower bound is For ξ < 1, and 1/2 < Q L < 1/ √ 2 the voltage resonant filters exist at large ν ∞ only 599 for ν ω L < ν ∞ , i.e. only for non-spiking resonant filters, possible because the high pass 600 limit is brought up by the additional high pass filter above the peak of the resonance, 601 e.g. Fig. 11 . Conversely, the spiking resonant filters here lack a voltage resonance 602 PLOS 23/44 because the spiking resonance arises not from the voltage resonance but from the lower 603 frequency amplification due to the high pass spiking filter. 604 10 2 10 1 10 0 10 1 10 2 10 2 10 1 10 0 10 1 independent of Q L . The absence of a spiking resonance, ν ω L < ν ∞ , however holds over 609 a large sub region of these stable, ξ > 1, and voltage-resonant filters, for same reason as 610 in ξ < 1 that the high pass limit is brought up by the additional high pass filter above 611 the peak of the resonance, thus covering it.
612
For Q L < 1/2, the depolarization condition, γ −2 < ξν high < γ 2 , also excludes some 613 regions for hyperpolarizing w (see Fig.9 ).
614
The phase response across this representation is shown in Fig.9 (f). We find 0 lag 615 when ω = ω L so that the input and the response are synchronous. For the spiking 616 resonance region, we always find a delay for slower and an advance for faster input 617 frequencies. For non-resonant cases, it is possible to observe delays or advances for both 618 faster and slower input frequencies.
619
Discussion 620 A neuron's dynamic gain constrains its signal processing capabilities. Our analysis 621 provides the first complete analysis of an expression for dynamic gain of a resonator 622 neuron model. The level-crossing approach used here has been previously applied to 1D 623 models to study correlation gain [23, 42, 44, 57] , dynamic response [19, 37, 42] , and 624 Spike-Triggered Averaged stimulus and variance [23, 42] . Consistent with conditions for 625 the validity of the approach [19] , experiments have directly demonstrated that 626 Gauss-Rice neurons can provide a surprisingly accurate description of cortical 627 neurons [44, 58] . We find that the space of gain functions contains six types, two of 628 which are resonant. The height of a resonant response is strictly dominated by intrinsic 629 adaptation, while its sharpness is controlled by the strength of the subthreshold 630 PLOS 24/44 resonance. In particular, sharper peaks arise for higher intrinsic frequencies. We 631 determined the parameter region where an intrinsic frequency exists and where 632 subthreshold and spiking resonance are exhibited. We find that all possible 633 combinations of the presence or absence of these three features have finite volume in 634 parameter space. We expect profitable applications of our results to the study of the 635 connection between intrinsic properties and population oscillations.
636
Model limitations Neuron models with hard-thresholds, such as the LIF and GIF, 637 have been unexpectedly successful in modeling cortical neurons [58] . They are 638 nevertheless are obtained from more complex models by a series of reductions.
639
In Methods, we gave a rationale for the reduction to a no-reset, hard-threshold 640 model, where we state the additional limitations imposed by lifting the voltage reset.
641
First, these models do not apply to mean-driven situations and so do not cover 642 phenomena such as the masking of a subthreshold resonance by a resonance at the firing 643 rate [29] . Second, to avoid extremely bursty spike patterns, we extend previous 644 work [19] and argue that the correlation time of the input, τ I , and the correlation time 645 of the voltage statistics, τ s , can not be too different. This precludes analysis involving 646 white current noise but implies that satisfaction depends additionally on intrinsic 647 parameters through their dependence on τ s . For example, since τ s ≤ τ V , the rough 648 validity condition 1 ∼ τ s /τ I τ V /τ I so that the timescale of the input fluctuations, τ I , 649 should not be much slower than the membrane time constant, τ V . Third, for 650 correspondence with threshold models the voltage relaxation time, τ r , should fall within 651 the average inter-spike interval, ν 0 τ r 1 . Last, these models should only be considered 652 in the irregular firing regime, ν 0 τ s 1. We found that τ r ≤ τ s for τ w > τ I , so that this 653 last constraint is in fact implied by the combination of the second and third.
654
To verify the validity of the no-reset model within the prescribed range, we made a 655 direct, quantitative comparison to a canonical model with an active-spike generating 656 mechanism. The dynamic gain of the two models coincides up to the high frequency 657 limit, f limit , beyond which the low pass effect of the finite action potential rapidness 658 dominates. Thus, all of the 6 distinct types of response shapes are altered by additional 659 low pass behavior at high frequencies. For a previously used value of the rapidness, the 660 intermediate frequency behavior is affected, while for a higher, and perhaps more 661 accurate value it is not, and the artificially flat high frequency response is brought down 662 by the realistic finite onset rapidness. In summary, these results show that the 663 simplification to a no-reset, hard threshold is an adequate approximation when response 664 features are slower than the speed of action potential onset.
665
A topic of related future work regards the possibility of accelerated kinetics of 666 auxiliary currents during a spike [59] . To study such a scenario, one could numerically 667 compute the gain for a model where the auxiliary current, w, undergoes a jump at spike 668 times.
669
In this study of the Gauss-Rice GIF neuron and a previous on the Gauss-Rice 670 LIF [42] , exponentially-correlated Gaussian noise was used as an example of a Gaussian 671 input statistics with non-trivial temporal correlations. These input statistics will not in 672 general produce self-consistent firing statistics. It is therefore important to note that 673 the approach to the linear response taken here admits arbitrary temporal correlations in 674 the input, so long as their effect on the short-delay features of the temporal correlation 675 of the voltage can be calculated, since that is what determines τ s and thus the effect of 676 temporal correlations on the response properties. We also note that since the voltage 677 correlation affects the response properties only through τ s , there is an equivalence class 678 structure over the space of input correlation functions based on how they influence τ s . 679
Relation to previous work on Type II membrane excitability Excitable 680 membranes are classified by the type of bifurcation that they undergo from resting to 681 spiking, with Type I and II referring to super and sub critical Hopf bifurcation, 682 respectively. The respective set of eigenvalues around the resting state are real and 683 complex, with the imaginary part of the latter providing an intrinsic frequency. In this 684 case, the voltage impulse response exhibits decaying oscillations and the voltage 685 response function can exhibit a resonant peak near the intrinsic frequency. The Frequency-sweeping ZAP input currents have revealed resonant responses from 691 neurons in the inferior olive [60, 61] , thalamus [62] , hippocampus [63] , and cortex [64] .
692
Consistent with the type classification, these cells often display Type II membrane 693 excitability properties such as subthreshold oscillations with power at similar frequencies 694 as the spiking resonance (for a review, see ref. [7] ). Type II stationary spiking responses 695 have been measured in cortical interneurons [65] . Direct measurements of the dynamic 696 gain of resonator neurons are lacking, however. Moreover, these existing measurements 697 used the mean input to drive the neurons to spike. Resonator response properties in the 698 in vivo fluctuation-driven regime remain unmeasured.
699
Numerical simulations of resonator models containing the minimally required 700 currents can nevertheless reproduce the peaked voltage and ZAP response and bimodal 701 ISI distributions in both mean and fluctuation-driven regimes [66] [67] [68] . Inspired in part 702 by the research presented here, Tchumatchenko and Clopath [25] used similar methods 703 as those used here on excitatory and inhibitory GIF networks where they investigated 704 the role of subthreshold resonance and electrical synapses on the emergence of network 705 oscillations for a particular choice of model parameters, in which they also confirm the 706 correspondence between the response properties with and without voltage reset. The 707 remaining few analytical results for the stationary and linear response have so far been 708 restricted to the long intrinsic time constant limit, τ w 1 [22, 29] . In this paper, we are 709 able to obtain exact results for the stationary and linear response for all values of τ w , 710 something not possible in ref. [22] due to the difficulty of the analytics of the 711 Fokker-Planck approach used there. For large τ w and the fluctuation-driven regime, our 712 results qualitatively match their high noise results, where σ I ∼ 0.1 − 1. Since 713 Gauss-Rice models apply only to the fluctuation-driven regime, there is no meaningful 714 mean-driven, deterministic limit attained in the limit of vanishing noise strength with 715 which to compare to the mean-driven results of [22] , such as the shift in the resonant 716 frequency with increasing, small amounts of noise. Their phase diagram of subthreshold 717 behavior is essentially the same as ours, up to reparametrization. We also note that the 718 low frequency limit will differ slightly between the models due to the slightly differing 719 slopes of their fI-curves. These small quantitative discrepancies between idealized 720 models should not, however, be emphasized over their ability to provide a qualitative 721 explanation of the phenomena. Finally, we note the GIF Spike-Triggered Averaged can 722 be obtained from expression for dynamic gain. It has also been computed through other 723 methods [69] .
724
Uses of the dynamical response in the theory of recurrent networks 725 Explicit expressions for the linear response, such as Eq. (41) obtained above, are 726 essential ingredients for the analysis of the collective states in recurrent networks. First, 727 they are the key quantity in the evaluation of population stability [21] . The dynamics of 728 the population firing rate linearized around one of its fixed points is defined by the self-consistent patterns of inter-neuron correlations [47, 49, 70] . In the Gauss-Rice 733 approach used here, the linear response providing the population stability and 734 correlation gain is tractable for arbitrary Gaussian input current. Many networks 735 generate such input statistics, most prominently balanced networks [71, 72] . We expect 736 that the correlation gain and population firing rate stability of these networks can be 737 theoretically investigated using the expressions for the linear response derived here.
738
One target application area is in understanding the connection between circuit 739 oscillations and single cell excitability. Subthreshold resonance is often neglected in 740 modeling studies of the PING and ING mechanisms for population oscillations [73] .
741
This is despite the ample suggestive evidence of phase locking between subthreshold 742 oscillations and gamma band population oscillations [7] . This connection has been 743 studied in the olfactory bulb where mitral cells display a host of resonator properties 744 such as subthreshold oscillations [5, 6] , rebound spikes [74] , and Type II phase resetting 745 curves [75] . The role of this resonance in sustaining the population oscillation has not 746 been directly assessed in detailed network models of resonating mitral cells [76] , though 747 it should play a role in either of two existing hypotheses for the origin of the 748 oscillations [77] . Combining subthreshold and PING mechanisms has been studied in 749 other contexts [78] .
750
The demonstrated subthreshold resonance in inhibitory interneurons in cortex likely 751 also contributes to the population oscillation observed there (as suggested by the 752 numerical results of [79] and [78] ) and could be investigated using the expression for 753 dynamic gain that we provide. A first of such studies inspired by an unpublished 754 version of the work presented here has already appeared [25] , where the Gauss-Rice GIF 755 response gain was also derived. 756 Finally, an ad hoc dynamic response filter of the same form as the one derived 757 here [80] has been successful in modeling responses of cortical neurons (personal Response properties depend on the differential correlation time The 763 differential correlation time, τ s , was used in a variety of ways throughout this paper. 764 First, it appeared in expressions for other important quantities in the theory. It 765 appears most prominently in our expression for the fluctuation-driven voltage 766 autocorrelation function for exponentially-correlated Gaussian input current. The result 767 for a Type II GIF, Eq. (37), gives exponentially enveloped, oscillatory decay, with a 768 decay constant equal to the relaxation time of the model and oscillation frequency given 769 by the intrinsic frequency, Ω. Despite these oscillations, we find that the dynamic gain 770 depends only on the initial falloff behavior away from 0-delay, a feature that can be 771 shown to define, τ s . From the perspective of the response then, voltage correlation 772 functions differ only insofar as they exhibit different τ s . The characteristic time,τ c , and 773 thus also the attenuation of the spiking filter scales linearly with τ s , influencing the high 774 or low pass nature of the filter accordingly. sharp resonance, i.e. a high Q L , is only possible when the overall filter is high pass.
801
Neither voltage nor spiking resonance strictly imply the other in this model. First, 802 there can be voltage resonance with no spiking resonance because the spiking high pass 803 pulls up the response in the high input frequency range above the elevated response 804 around the intermediate-range resonant input frequency. The high frequency limitation 805 of the approach (e.g. Fig. 12 ) implies that the elevated response extends up to the speed 806 of the action potential, leaving a broad resonant band at high input frequencies. Second, 807 there can be spiking resonance with no voltage resonance because of a low frequency 808 attenuation by the spiking high pass filter of a low pass current-to-voltage filter.
809
In addition, neither voltage nor intrinsic resonance strictly imply the other. First, 810 the existence of an intrinsic frequency does not imply voltage resonance in general 811 because the response at ω L where Ω becomes finite is Q L = 1/2 and is thus still 812 attenuated relative to the response at low input frequencies. This response only 813 becomes resonant at Q L = 1. Second, there can be a voltage resonance with no intrinsic 814 resonance for the same reason that a high pass with low characteristic frequency (this 815 time from relatively slow intrinsic dynamics) can sculpt a peak from the low pass 816 component of the full filter.
817
Finally, we found that the strength of the spiking resonance (∼ ν ω L ) is composed of 818 a contribution from the intrinsic timescale, τ w and from the intrinsic frequency, Ω.
819
Nevertheless, ν ω L is dominated by the attenuation at low input frequencies associated 820 with the high pass effect of large τ w , while the unique effect of Ω is to sharpen this 821 resonance.
822
The cascade representation of the dynamic response The effect of spiking in 823 the Gauss-Rice formulation of the response is as an explicit first-order high pass filter of 824 the voltage dynamics (see Eq. (20)). We note that this high pass behavior associated 825 with spiking is distinct from that discussed in the literature as arising from sodium 826 channel inactivation [81] . This has nothing to do with the Gauss-Rice high pass arising 827 in this paper. In this work, we always consider the threshold fixed. Closed form 828 expressions are thus obtained for the low frequency limit and characteristic time of this 829 filter in terms of the parameters of the model. When the characteristic frequency is 830 high, the filter has the effect of flattening an otherwise decaying voltage response. 
where C is the membrane capacitance, I mem is the sum of all membrane currents and 844 I syn is the total synaptic current arriving at the soma. Our exposition of the reductions 845 to synaptic and subthreshold currents is standard. To the exposition of the reductions 846 of spiking currents we add analysis determining the high frequency limit, f limit , below 847 which the approximation to a hard threshold is valid. To the exposition of the reduction 848 of reset currents, we add more detailed consideration of the mechanisms through which 849 the no reset approximation breaks down.
850
Synaptic current I syn contributes current terms of the form g syn (t)(V − E), where 851 E is the reversal potential for the synapse type and g syn (t) is the time-varying, synaptic 852 input conductance for that class of synapse whose time course is determined by 853 presynaptic activity. For a neuron embedded in a large, recurrently-connected 854 population, this presynaptic activity arises from both the recurrent presynaptic pool of 855 units (numbering K 1 on average) and any external drive. In networks with sufficient 856 dissipation, the external drive acts to maintain ongoing activity. The measured activity 857 of networks in this regime is asynchronous and irregular and can be achieved robustly in 858 models by an approximate 1/ √ K-scaling of the recurrent coupling strength, J. This 859 scaling choice has the effect of balancing in the temporal average the net excitatory and 860 inhibitory input to a cell, leaving fluctuations to drive spiking. In this fluctuation-driven 861 regime, the mean-field input to a single neuron resembles a stochastic process. In the 862 limits of (1) many, (2) weak, and (3) at most weakly correlated inputs, a diffusion 863 approximation of I syn (t) can be made such that it obeys a Langevin equation [82, 83] .
864
While not yet developed for the Gauss-Rice neuron approach, analytical tools for 865 computing the response in the case of the shot noise resulting when (1) fails are 866 appearing [84] . Strong inputs do exist in the cortex where synaptic strengths are 867 logarithmically distributed. Nevertheless, many strengths are weak, and we treat only 868 (2) here. Finally, an active decorrelation in balanced networks justifies (3) . Expanding 869 I syn to leading order in the conductance fluctuations reduces the input to additive noise 870 yielding the Gaussian approximation to the voltage dynamics, also known as the 871 effective time constant approximation [84, 85] . The quality of this approximation 872 depends on the relative difference between the reversal potential and the voltage. Somas 873 receive input from two broad classes of synapse: excitatory ones for which the difference 874 is large, and inhibitory ones for which the difference is smaller so that they are less thus have qualitative effects on the response [19] . We retain only a single synapse type 878 so as to concentrate on the shaping of the filter properties by the intrinsic currents of 879 the neuron model.
880
In this approximation to additive Gaussian noise, the time-dependent ensemble from 881 which the input signal, I syn (t), is sampled is completely described by a variance channel 882 carrying the dynamics of the fluctuations of the network activity, and a mean channel 883 carrying the dynamics of the mean network activity. More complicated compound input 884 processes described by higher order statistics offer more channels but they are negated 885 by the diffusion approximation to a Gaussian process. The variance channel determines 886 the fluctuations of I syn (t) on which rides a DC component described by the mean 887 channel. We can thus write 888 I syn (t) =Ī(t) + δI(t) (49) where the zero-mean Gaussian process δI(t) is characterized by the variance, σ 2 I , and 
where g i (V ) is a voltage-dependent conductance, whose effect on the voltage dynamics 903 depends on the driving force, V − E i , the difference of the voltage and the reversal 904 potential, E i . g i obeys kinetic equations based on channel activation whose specification 905 is often made ad hoc to fit the data since the details of the conformational states and 906 transitions of a neuron's ion channels is often unknown or at least not yet well 907 understood. Nevertheless, for voltages below the threshold for action potential initiation 908 the voltage dynamics can be well-approximated by neglecting spike-generating currents 909 and linearizing the dynamics of the subthreshold gating variables around the resting 910 potential, V * . Following ref. [29] , the resulting subthreshold dynamics is then given by 911
where v = V − V * and w i = (x i − x * i,∞ | V =V * )/ dImem dV | V =V * are the linearized 912 variables for the voltage and subthreshold gating variable, x i , respectively; g i > 0 and g i < 0, respectively. We denote the linearized voltage by V instead of v 918 throughout the paper to better distinguish it from the firing rate, ν.
919
With the addition of a hard (i.e. sharp and fixed) voltage threshold and a reset rule 920 to define the spiking dynamics, this defines the GIF class of models [29] . Among the 921 models considered in ref. [29] , the simplest has only one additional degree of freedom, upon which the qualitative shape of the current-to-voltage filter for white noise input 926 depends. 927 We consider correlated noise input that introduces an additional time scale which 928 serves as a more natural time unit. We are also interested in the explicit dependence on 929 τ w . Thus, we retain both of the timescales of the neuron model, τ V and τ w . We then 930 parametrize our model using the relative conductance g = β/α = g w /g M , the relative 931 membrane time constant τ V /τ I = α −1 = C M /τ I g M , and the relative w timescale, 932 τ w /τ I = β/τ I g . Input variance is independently fixed in order to achieve a desired 933 firing rate. We thus make a slight alteration to the model in ref. [29] ,
We have absorbed the 1/g M factor into the units of I syn so that all dynamic quantities 935 are in dimensions of voltage. We keep τ V > 0 by setting g M > 0, that together with 936 g > −1, this gives stable voltage dynamics. This model is the same as the one stated at 937 the beginning of the Results section, Eq. (1).
938
The approximation to a hard threshold from a set of spike-generating currents that 939 are in principle contained in I mem but are not considered explicitly in [29] involves some 940 assumptions and approximations that have since been nicely formalized in [24] and so 941 we include them in the following section.
942
Spike-activating current The formulation of spike-activating currents can be 943 simplified using the fact that all the information that the neuron provides to 944 downstream neurons is contained in the times of its action potentials and not their 945 shape. Only the voltage dynamics contributing to this time is retained in the model; 946 namely, the summed rise of voltage-gated activation of the spike-generating x i , summed 947 into a single function, ψ(V ), dependent only on the voltage when its dynamics is 948 relatively fast [24] . ψ(V ) then appears as a term in the voltage dynamics and, when 949 supralinear in V , acts as the spike-generating instability that, in the absence of 950 superthreshold, hyperpolarizing currents, causes the voltage to diverge in finite time.
951
These latter currents are simply omitted and the time at which the voltage has diverged 952 is used in these models as the spike time. The socalled spike slope factor [24] , ∆ T , is the 953 inverse curvature of the I-V curve near threshold and sets the slope of the rise of the 954 action potential, with smaller values giving steeper rise. Its value should be measured at 955 the site of action potential initiation, the precise location of which is not yet known in 956 general. An upper bound on the realistic range of ∆ T is, however, likely smaller than 957 that achievable by conventional Hodgkin-Huxley-like models, even with multiple 958 compartments [37, 39] , and this speed has motivated neuron models with fast action 959 potential onset rapidness [86] . 54)), due to finite rise time of action potential controlled by ∆ T = 0.35, 0.035. The EIF-version was simulated with V thr = 1.15, 3, and V T = 0.8, −1 (the latter was adjusted to keep ν 0 = 2Hz fixed). The black dashed lines correspond to the high frequency limit of the response of the EIF-type model (Eq. (53) ). The no reset model had the default parameters.
reset after a spike. The reset makes the dynamics discontinuous and a closed form 1005 expression for the frequency response for more-than-1D models appear intractable. We 1006 forgo this reset rule in order to open up the problem for deeper analysis. With this 1007 simplification, however, come three issues that we avoid by narrowing the scope of the 1008 analysis.
