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Abstract 
Alspach, B. and D. Hare, Edge-pancyclic block-intersection graphs, Discrete Mathematics 97 
(1991) 17-24. 
It is shown that the block-intersection graph of both a balanced incomplete block design with 
block size at least 3 and A = 1, and a transversal design is edge-pancyclic. 
1. Introduction 
A finite set V together with a collection B of subsets of V is called an incidence 
structure. The elements of V are called points, those of B blocks, and the size of a 
block is its cardinality. The block-intersection graph of an incidence structure B, 
denoted B(B), has vertex-set B and has two vertices adjacent if and only if the 
corresponding blocks have non-empty intersection. If G = (V, E) is a graph, then 
B(E) is the ordinary line graph of G. 
A pairwise balanced design, denoted PBD(u, K, A), is an incidence structure 
(V, B) that has IV1 = ZI, has block sizes from K, and has any pair of distinct points 
contained in exactly A blocks. If K = {k}, then (V, B) is called a balanced 
incomplete block design and is denoted by BIBD(v, k, A). In this case each point 
is in exactly r = A(v - l)/(k - 1) blocks. When k = 3 and A = 1, then the structure 
is called a Steiner triple system. If K = {k, g} (k = g allowed) and the blocks of 
size g partition the points, then (V, B) is called a transversal design and is 
denoted by TD(k, g). In this case (V( = kg, there are k blocks of size g, called 
groups, and g2 blocks of size k. It is a well-known fact that a TD(k, g) is 
equivalent to k - 2 pairwise orthogonal Latin squares of size g and therefore 
k<g+l. 
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Let G be a graph. G is edge-pancyclic if for every edge e of G and every 
integer 12, 3 c n < IV(G)l, there is a cycle of length IZ in G using e. 
For a survey of work on the relationships between designs and graphs the 
reader is referred to [2]. Graham asked at a meeting of the American 
Mathematical Society in March 1987 if the block-intersection graph of a Steiner 
triple system has a Hamilton cycle. Horak and Rosa showed in [3] that indeed it 
does and, moreover, so does the block-intersection graph of a BIBD(v, k, 1) for 
k > 3. Alspach, Heinrich and Mohar [l] proved a stronger theorem which states 
that if B is a PBD(v, K, l), then B(B) has a Hamilton cycle if the size of the 
largest block is no more than twice the size of the smallest block. 
We show in this paper that the following hold. 
Theorem 1. Zf T ~5 a TD(k, g), k 2 3, g 2 2, then B(T) is edge-pancyclic. 
Theorem 2. ZffB is a BIBD(v, k, l), k 2 3, then B(B) is edge-pancyclic. 
If g is a prime power, then there exist g - 1 pairwise .orthogonal Latin squares 
of size g and hence a TD(k, g) for all k E (3, 4, . . . , g + l}. Thus Theorem 1 
gives examples for which the condition on the size of the blocks in the above 
mentioned result of [l] is not necessary. Theorem 2 is stronger than the above 
mentioned result of [3]. 
2. Neighborhoods in block-intersection graphs 
We first show that the neighborhood in the block-intersection graph of any 
block in a BIBD(zJ, k, 1) and of any group in a TD(k, g), k ~3, g ~2, has a 
special structure and is edge-pancyclic. For positive integers s, t, u, s 2 t, let 
F(s, t, u) be the set of all (s - 1 + t(u - 1))-regular graphs on su vertices which 
have u vertex-disjoint copies of KS as subgraphs such that each vertex in a KS has 
exactly t neighbors in any other KS. 
Throughout the following, let T be a TD(k, g), k 2 3, g 2 2, and A* = 
{ al, a2,. . . 7 a,} be a fixed group from T. For i = 1, 2, . . . , g there are exactly g 
blocks which contain Ui that are not A*. These blocks form a Kg in B(T), and 
each block that is not a group is in exactly one such Kg_ Consider a block B in a 
Kg formed from some ai, i E { 1, 2, . . . , g}. If Z E { 1, 2, . . . , k} \ {i}, then each 
point of B \ { Ui} . IS in a unique block with aj and thus B has k - 1 neighbors in the 
Kg formed from uj in B(T). Hence, the neighborhood of any group in the 
block-intersection graph of a TD(k, g), k 2 3, g 2 2, is in F(g, k - 1, g). 
Also throughout the following, let B be a (v, k, 1)-design, k 2 3, and 
B* = {b,, b2, . . . , bk} be a fixed block from B. For i = 1, 2, . . . , k, let 
Bi={BEB:BnB*={bi}} and B*=B1UB2U-**UBk. 
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Each point of B is in r = (V - l)/(k - 1) blocks and hence B(BJ is isomorphic to 
K,_,. If i E (1, 2, . . . ) k} \ {i} and B E Bi then for each b E B, b # bi, there exists 
a unique block C E Bj such that b E C. Thus B has k - 1 neighbors in Bj in the 
graph B(B). Hence the neighborhood of any block in the block-intersection 
graph of a BIBD(u, k, l), k 13, is in F(r - 1, k - 1, k). 
The significance of the set of graphs F(s, t, u) is highlighted in the following 
lemma. 
Lemma 1. Zf G E F(s, t, u), s 2 t a 2, u 2 2, then G is edge-pancyclic. 
Proof. If s = t = 2, then G is isomorphic to K2,, and hence is edge-pancyclic. So 
suppose s 2 3. Let Gr, G2, . . . , G,, be the vertex-disjoint copies of KS in G, let e 
be an edge of G. Define 
H,, = G[V(G,) U V(G,) U - . . U V(G,J], 
that is, the subgraph of G induced by the vertices of Gr U G, U . - - U G,. 
Casel: eisanedgeofG,forsomei~{1,2,...,u}. 
Without loss of generality, we may suppose that e is in G,. Let n E 
{I, 2, . * * 9 u - l}. If xy is an edge of a cycle C in H,, then since x and y each 
have t 2 2 neighbors in G,+l, by removing xy from C and using two of their 
neighbors and a path between them in G,+l, we can extend C to a cycle which 
includes anywhere from 2 to s vertices of G,,,. 
Thus starting with a cycle of length its and one of length ns - 1 in H, that use e, 
choosing x and y so that xy # e is an edge of the cycle we can get cycles in H,,, of 
all lengths between ns + 1 and (n + 1)s. 
In Gr, e is in cycles of lengths 3 to s. Thus if s 2 4, by induction we have cycles 
of all lengths that use e. If s = 3, then we need only exhibit a cycle of length 4 in 
H2 that uses e. In this case we form the 4-cycle from two distinct neighbors in G2 
of the vertices incident with e. 
Case 2: e = ab where a E V(G,) and b E V(Gj), i, j E (1, 2, . . . , u}, i #j. 
Without loss of generality, we may suppose that i = 1 and i = 2. Let c #b be a 
neighbor of a in G2. From the argument in case 1, we have cycles of all lengths 
between 3 and (U - 1)s + 1 in H, which use e but only the vertex a in G,. Let C 
be such a cycle of length (U - 1)s + 1 and let d # a be a neighbor of c in G1. By 
replacing the edge ac from C with cd and using other vertices of G,, we can 
extend C to a cycle that uses e and has anywhere from (U - 1)s + 2 to us 
vertices. 0 
3. Proof of Theorem 1 
We need one more tool before proving Theorem 1. Let G and H be two 
disjoint graphs. The join of G and H, denoted by G v H, is the graph whose 
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vertices are those of G and of H and which has two vertices x and y adjacent if 
and only if xy is an edge of G or H, or x is in G and y is in H. 
Lemma 2. Let F = G v H. Zf IV(H)1 3 IV(G)1 + 1, H is edge-pancyclic and 
E(H) # 0, then F is edge-pancyclic. 
Proof. Let e = NJ be an edge of F, and let g = IV(G)1 and h = IV(H)(. We have 
three cases. 
Case 1: e is an edge of H. 
If e is an edge of H, then e is in cycles of lengths 3, 4, . . . , h since H is 
edge-pancyclic. Let C be a Hamilton cycle in H. For any edge xy # e on C and 
any vertex z from G, we can replace xy with xzy to get a cycle of longer length 
using z. This operation can be performed up to h - 12 g times and thus we can 
construct cycles which use e of lengths h + 1, h + 2, . . . , h + g. 
Case 2: e is an edge of G. 
Choose any vertex x in H. Then xuzlx is a 3-cycle in Fusing e. Let y be adjacent 
to x in H. Then xuvyx is a 4-cycle in F. For any n E (3, 4, . . . , h + g - 2}, let C 
be a cycle through xy of length n that does not use the vertex u or u (this is 
possible by the operation of case 1). Then replace xy with xuvy in C to get a cycle 
of length n + 2 using e. 
Case 3: u E V(G) and Y E V(H). 
Let x be adjacent to u in H. Then xuux is a 3-cycle in F using e. For any 
n E {3,4, . . . , h + g - l}, let C be a cycle through XV of length n that does not 
use the vertex U. Then replace XZJ with xuv in C to get a cycle of length n + 1 
using e. 0 
Proof of Theorem 1. The transversal design T has k groups which are pairwise 
disjoint. Each block of T which is not a group has size k and therefore must 
intersect each group. Thus if G is the set of groups of T, then B(T) = B(G) v 
B(T \G). But B(T\G) E F(g, k - 1, g) and hence by Lemma 1 is edge-pancyclic. 
Moreover, IB(T\G)I =g*> k = IB(G)I since k s g + 1 and g 3 2. Therefore by 
Lemma 2, B(T) is edge-pancyclic. 0 
4. Proof of Theorem 2 
InthefollowingletD={B~B:B~B*=0}andletd=~D).Disthesetofall 
blocks that are not in the closed neighborhood of B* in B(B). We will construct 
cycles that include all the neighbors of B* as well as n blocks from D for all 
n E {1,2, . . . , d}. To do this we find vertex-disjoint paths in B(D) which we can 
truncate so as to contain n blocks and which can still be adjoined to the 
neighborhood of B*. 
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Let L1 be a path of maximum length in B(D). For j > 1, let Li+l be a path of 
maximum length in B(Dj+l) where 
Oj+l =D\(V(L,) U V(L,) U ’ . . U V(Lj)). 
Moreover, let s be the first integer i such that Dj+l =0. For each t E 
(192, . . . 2 s}, we say N,, N2, . . . , N, is a truncation of L,, Lz, . . . , L, if for 
i= 1,2,. . . , t - 1, Ni = Li and if N, is a subpath of L, having the same initial 
vertex. Truncations have the following property. 
Lemma 3. Let N,, N2, . . . , N, be a truncation of L1, L2, . . . , L,. For j = 
1, 2, . . . , t, there exists a point xi from the first block of Nj and a (k - l)-subset Cj 
from the last block of Nj such that the sets {x1}, {x2}, . . . , {x,}, C1, Cz, . . . , C, 
are pairwise disjoint. 
Proof. For )’ = 1,2, . . . , t choose an arbitrary point Xj from the first block of Nj 
and choose a (k - 1)-subset Cj from the last block of Nj which does not contain Xi. 
Let m, n E (1, 2, . . . , t} satisfy m < 12. If x, = x, then we can extend L, using the 
first block of L,. This contradicts the maximality of the length of L,. If X, E C,, 
then we can extend L, using the block which contains C,,, also a contradiction. If 
x, E C,,, then we can extend L, using the first block of L,. Finally, if C,,, rl C,, # 0, 
then we can extend L, using the block which contains C,,. With these 
contradictions we have that the sets {xl}; {x2}, . . . , {x,}, C1, Cz, . . . , C, are 
pairwise disjoint. 0 
Let N,, N2, . . . , N, be a truncation of L,, Lz, . . . , L, and let x1, x2, . . . , x,, 
c,, Cz, . *. 1 C, be given by Lemma 3. For the next two lemmas we collapse each 
N, into the block {xi} U Ci. Note that if Ni is a single block, then Ni = {xi} U Cj. 
Let 
C = {{Xi) u C,, {x2) u Cz, . . * f b,> u CJ. 
If we can adjoin the blocks of C to the neighborhood of B* in B(B), then we can 
inflate the blocks of C back into their original paths of the truncation. To adjoin 
the blocks of C, we need to be careful in our choice from the neighbors of C in 
B(B*). Lemma 4 makes a choice and Lemma 5 verifies that it is indeed a careful 
one. 
Lemma 4. There exist t vertex-disjoint paths of length 2 in B(C U B*), each of 
which starts in B1, ends in one of B2, By, . . . , Bk, and has its internal vertex in C. 
Proof. We construct two bipartite graphs, obtain two matchings and from these 
matchings get the desired paths. Let 
x = {XI, x2, . . . 9 X2, C’ = {C,, cz, . . . ) C,} andB’=B,UB,U---UBk. 
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Define G to be the bipartite graph (C’, B,) such that for all C E C’ and B E &, 
CB E E(G) if and only if C fl B # 0. For all C E C’, (C( = k - 1 and each point of 
C is in a distinct block of B,. Thus d,(C) = k - 1. For all B EBB, IB\{b,}l = 
k - 1 and since the blocks of C’ are pairwise disjoint by Lemma 3, d,(B) s k - 1. 
Thus for any subset S !z C’, 
(k - 1) ISI = c &AC) s 
CES Be;csj MB) =s (k - 1) IWVI 
implying ISI c IN(S Therefore by Hall’s theorem, G has a matching M1 which 
saturates C’. 
Similarly, define H to be the bipartite graph (X, B’) such that for all x E X and 
B E B’, xB E E(H) if and only if x E B. Then for all n E X, d&x) = k - 1 since 
{x, bj} is in exactly one block for i = 1, 2, . . . , k, and that block is in &. 
Moreover, d,(B)Sk-1 for each BEB’ since IB\B*(=k-1 andXOB*=0. 
Again by Hall’s theorem, H has a matching M2 which saturates X. 
Mi U M2 is the desired set of paths of length 2 in B(C U B*). Cl 
Lemma 5. Let H= B(CUB* U {B*}) and let B, EBB. Then H has a Hamilton 
cycle containing the edge B*B,. 
Proof. Let P1, P2, . . . , P,, be the t vertex-disjoint paths of length 2 in H from 
Lemma4.Fori=2,3 ,..., k, if there is an odd number of these paths that end 
in &, then choose one of them and call it ‘single’ and pair the remaining paths 
together. Let Qi, Q,, . . . , Q, be the single paths. 
maF,Eerm ;o’,,s2,k’l, j~/Fi ;e pair together Q2,,-, and Q2,,, in the following 
. 
. . , k}, i f j, Qz,,-, ends in Bi and Q2,,, ends in 
Bj. If Q2,,-I is the only path ‘to Bj in PI, P2, . . . , P,, then extend it to a path 
Rti_i which includes all the vertices of B;. Otherwise, let &_, = Qzm-i. 
If Rzm-, ends in a vertex of Bi which is adjacent to a vertex Bj E Bj that is not 
on the paths P,, P2, . . . , P,, then we let Rzm = Q,,Bj and we pair R2,,,_, and Rzm 
together. 
Otherwise, R2m_1 ends in a vertex which is adjacent to k - 1 vertices in Bj each 
of which is on some path from PI, P2, . . . , P,. 
Choose one such vertex Bj which is not on Q,,. Then Bj E V(S) for some 
S E {Pi, P*, . * . > P,} and S is paired with some T E {P,, Pz, . . . , P,} \ {S} which 
ends in Bj. Exchange the paths in the pairs, pairing together Rzm_, with S, and 
Q *,,, with T. 
At this point all the paths have been paired together, except possibly Q, in the 
case that n is odd, and some of the Qi’s may have been extended but their 
endvertices are still in B1 and the same Bi. By the above pairing scheme, for each 
of the pairs of paths {M, N}, MN-’ or NM-’ is a path from B, to B1 since every 
two blocks in Bi intersect in bi, i = 2, 3, . . . , k, where MN-‘, for example, 
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denotes the juxtaposition of the path M from B1 to the appropriate & with the 
path N from Bi back to B1. Thus we can construct a long path P which starts at 
the first vertex of any one of PI, P2, . . . , P,, includes all the vertices of 
s, P2, . . . , P, except those of Q, when n is odd, and ends in B1 because 
B(B,) = K,_,. If B, is on one of PI, P2, . . . , P,, then we choose B, as the initial 
vertex of P. 
Now if there is a vertex in a Bi that is not on P but P has an edge in Bi, then we 
can clearly extend P to include this vertex since B(Bi) is K,_,. Otherwise, if there 
is a vertex in a Bi that is not on P and P has no edge in Bi, then we can extend 
any edge in P that is in some Bj to include all the vertices of Bi since the 
endvertices of the edge each have k - 1 neighbors in Bj. Note that by the pairing 
together of all the paths but possibly Q,, either P has an edge in Bi or has no 
vertices in Bi. 
If 12 is even, then from the previous paragraph we can extend P to a path Q so 
that Q starts at B1, ends in B1, and includes all the vertices of CUB*. Then 
B*QB* is the desired Hamilton cycle. 
If n is odd, then Qn ends in some Bi, i E (2, 3, . . . , k}. Let R be a path in Bi 
which includes all the vertices of Bi not on P or Q,. If Q, starts at B1, then 
extend P (using the above) to a path Q which starts at any neighbor in B1 of the 
endvertex of R, ends in B1 and includes all the vertices of (C U B*)\ V(Q,R). 
Then B*Q,RQB* is the desired Hamilton cycle. Otherwise, extend P to a path Q 
so that Q starts at B1, ends in B1, and includes all the vertices of (C U 
B*)\V(Q,R). Then B*QQ,RB* is the desired Hamilton cycle. q 
We now have all the tools to prove Theorem 2. 
Proof of Theorem 2. Let B*B, be an edge of B(B). By Lemmas 1 and 2, there 
are cycles using B*B, of lengths 3, 4, . . . , jB*J + 1. For a cycle of length 
12 > IB*l + 1 let m = n - IB*l - 1. Then m E (1, 2, . . . , d} and so there exists a 
truncation N,, N,, . . . , N, of L1, Lz, . . , L, such that 
m = (V(NJ U V(N,) U. . 1 U V(N,)l. 
Using Lemma 4, collapse the truncation into C, apply Lemma 5, and inflate the 
elements of C back into the paths of the truncation. This gives a cycle of length II 
which uses the edge B*BI. 0 
Acknowledgement 
The authors wish to thank the School of Mathematics and Computer Science, 
Curtin University of Technology, and the Department of Mathematics and 
Statistics, University of Otago, for their hospitality during the research for and 
preparation of this paper. 
24 B. Akpach, D. Hare 
References 
[l] B. Alspach, K. H&rich and B. Mohar, A note on Hamilton cycles in block-intersection graphs, 
in: E.S. Kramer and S.S. Magliveras, eds., Finite Geometries and Combinatorial Designs, 
Contemporary Mathematics III (Amer. Math. Sot., Providence, RI, 1990) l-4. 
[Z] M. Behzad and E.S. Mahmoodian, Graphs versus designs-a quasisurvey, in: Proc. 6th Internat. 
Conf. on the Theory and Application of Graphs (Wiley, New York) to appear. 
[3] P. Horak and A. Rosa, Decomposing Steiner triple systems into small configurations, Ars 
Combin. 26 (1988) 91-105. 
