Abstract. In this paper we prove the existence of positive ground state solution for a class of linearly coupled systems involving Kirchhoff-Schrödinger equations. We study the subcritical and critical case. Our approach is variational and based on minimization technique over the Nehari manifold. We also obtain a nonexistence result using a Pohozaev identity type.
Introduction
In this article we study the following class of nonlocal linearly coupled systems
where L 1 : E → R and L 2 : E → R are Kirchhoff-Schrödinger type operators defined over a suitable space E. A typical example of these operators considered in some recent papers are given by
where a i > 0, b i ≥ 0, i = 1, 2 and V i (x) satisfies certain conditions. In this case, (S µ ) becomes a coupled system involving standard Kirchhoff-Schrödinger equations. Here we deal with a more general class of operators which will be defined later on. Moreover, we assume that the coupling term λ(x) is related with the potentials by |λ(x)| ≤ δ V 1 (x)V 2 (x), for some suitable δ > 0. Our main contribution here is to prove the existence of positive ground states for the subcritical case, that is, when 4 < p ≤ q < 6 and for the critical case when 4 < p < q = 6. In the critical case, the existence of ground states will be related with the parameter µ introduced in the first equation.
In fact, we obtain the existence result when µ > 0 is large enough. For the critical case when p = q = 2 * , we make use of the Pohozaev identity type to prove that System (S µ ) does not admit positive solution.
In order to motivate our results we begin by giving a brief survey on Kirchhoff problems. First, we mention that System (S µ ) is called nonlocal due the presence of the Kirchhoff-Schrödinger operator L. This type of operator takes care of the behavior of the solution in the whole space, which implies that the equations in (S µ ) are no longer a pointwise identity. We point out that nonlocal problems have been applied in many different contexts, for instance, biological systems, where can be used to describe the growth and movement of a particular species. Moreover, we cite also conservation laws, applications on population density, etc. The Kirchhoff-Schrödinger equations introduced in System (S µ ) are also motivated by some physical models. The first study in this direction was proposed by Kirchhoff [9] in the study of the following hyperbolic equation 
in Ω,
where Ω ⊂ R N is a bounded domain. In 1878, J.L. Lions [12] introduced a functional analysis approach to study problem (1.2). Motivated by the physical interest and impulsed by [12] , Kirchhoff problems has been extensively studied by many authors in the last years. Concerning the scalar case related with (1.2), there are several works with respect to the following KirchhoffSchrödinger equation
where a, b > 0 and Ω ⊂ R 3 is a smooth bounded domain. For existence and multiplicity of solutions for related problems to (1.3), we refer the readers to [1, 3, 6, 14] and references therein.
Here we are concerned to study the existence of ground states for a class of nonlocal linearly coupled systems defined in the whole space R 3 . We are motivated by recent works which obtain existence of solutions for nonlocal systems by using a variational approach. In this direction, D. Lü and J. Xiao [7] studied the following class of coupled systems involving Kirchhoff equations
where α, β > 2 satisfying α + β < 2 * = 6. The authors obtained existence and multiplicity of solutions when the parameter λ > 0 is large. For more related results to the class of coupled systems (1.4) we refer the readers to [8, 13] .
Motivated by the above discussion, our purpose is to study the class of coupled systems (S µ ), by considering a general class of Kirchhoff-Schrödinger equations. More precisely, we introduce
where M i : R + × R + → R + is a C 2 class function satisfying some appropriate conditions which will be stated later on. Throughout the paper, M i,u i denotes the partial derivative of M i with respect to u i . For each i = 1, 2 we consider the following weighted Sobolev space and norm
The operator L i is defined over the product space
The class of systems (S µ ) imposes several difficulties. The first one is that the nonlocal term here is a general function M :
which generalizes the standard Kirchhoff-Schrödinger equation (see Remark 1.4). Moreover, we deal with the "lack of compactness" due the fact that the problem is defined in the whole space R 3 . Another obstacle is the fact that System (S µ ) involves strongly coupled Kirchhoff-Schrödinger equations because the linear terms in the right hand side. The work is divided into three parts: The first one consists to study System (S µ ) in the subcritical case, that is, when 4 < p ≤ q < 6. By using a minimization method over the Nehari manifold we obtain the existence of at least one positive ground state solution for System (S µ ), for any parameter µ > 0. After that, we study the critical case, when 4 < p < q = 2 * = 6. In this case, we use the parameter µ > 0 to control the range of the ground state energy level associated to System (S µ ). Finally, we make use of a Pohozaev identity type to conclude that System (S µ ) does not admit positive solution when p = q = 6.
1.1. Assumptions and main results. In order to establish a variational approach to study System (S µ ), we introduce some suitable assumptions on the Kirchhoff function and on the potentials. Throughout the paper, we assume that the Kirchhoff function M (s, t) := M 1 (s, t) + M 2 (s, t) is of C 2 class and M 1 (s, t) is a linear function on t, s > 0. In addition, we suppose that M 1 and M 2 satisfy the following assumptions:
Due the presence of the potentials V 1 and V 2 , we have introduced above suitable spaces E 1 and E 2 . We set the product space E = E 1 × E 2 . We have that E is a Hilbert space when endowed with the inner product
. For each i = 1, 2, we assume the following hypotheses:
3 ) Assumption (V 3 ) holds and λ(x) > 0, for all x ∈ R 3 . Associated to System (S µ ) we have the energy functional I ∈ C 2 (E, R) defined by
By standard arguments it can be checked that critical points of I correspond to weak solutions of (S µ ) and conversely. We say that a weak solution
and positive (negative) if u 0 , v 0 > 0 (u 0 , v 0 < 0) respectively. Now we are able to state our main results.
holds, then the ground state is positive.
In addition, for i = 1, 2 we consider the following assumptions:
Then, System (S µ ) has no positive classical solution for all µ ≥ 0.
Remark 1.4. A typical example of function verifying the assumptions
where a 1 , a 2 > 0, b 1 > 0 and b 2 ≥ 0. This is the example that was considered in [9] in the scalar case. More generally, each function of the form
). An another example is M s (s, t) = a 1 + ln(1 + s) and M t (s, t) = a 2 + ln(1 + t).
Notation. Let us introduce the following notation:
• C,C, C 1 , C 2 ,... denote positive constants (possibly different).
• o n (1) denotes a sequence which converges to 0 as n → ∞.
• The norm in L q (R 3 ) and L ∞ (R 3 ), will be denoted respectively by · q and · ∞ .
• The norm in
• We write u instead of R 3 u dx.
• We denote by S the sharp constant of the embedding
where
1.3. Outline. In the forthcoming Section we introduce the Nehari manifold associated to System (S µ ). In Section 3 we study the existence of ground states for System (S µ ) in the subcritical case. Section 4 is devoted to the critical case. In Section 5 we make use of a Pohozaev identity type to prove the nonexistence result.
The Nehari manifold
The main goal of the paper is to prove the existence of ground state solutions. For this purpose, we use a minimization technique over the Nehari manifold. In order to obtain some properties for the Nehari manifold, we have the following technical lemma:
Thus, using (V 3 ) we can deduce that
which together with (M 2 ) implies (2.1).
The Nehari manifold associated to System (S µ ) is given by
Proof. If (u, v) ∈ N , then using Lemma 2.1 and Sobolev embedding we deduce that
Notice that N = J −1 (0) and
which together with assumption (M 5 ) implies that
Since (u, v) ∈ N , we can conclude that
where we have been used Lemma 2.1 and the fact that 4 < p ≤ q. Therefore, 0 is a regular value of J and N is a C 1 -manifold. Proof. Let (u, v) ∈ E\{(0, 0)} be fixed and consider the fiber map g : [0, ∞) → R defined by g(t) = I(tu, tv). Notice that I ′ (tu, tv)(tu, tv) = tg ′ (t). Therefore, t 0 is a positive critical point of g if and only if (t 0 u, t 0 v) ∈ N . Note that
By using Lemma 2.1 and Sobolev embeddings, we have that
provided t > 0 is sufficiently small. On the other hand, by using (M 4 ) we deduce that
By using the fact that M 2,s (s, t) ≤ b 1 s and M 2,t (s, t) ≤ b 2 t we conclude that
Since 4 < p ≤ q we conclude that g(t) < 0 for t > 0 sufficiently large. Thus g has maximum points in (0, ∞). It remains to prove that the critical point is unique. In fact, notice that if g ′ (t) = 0 then
It follows from (M 3 ) that the left-hand side is decreasing on t > 0. Since the right-hand side is increasing on t > 0, the maximum point of g is unique.
Remark 2.5. Let us define the following energy levels associated to System (S µ ): 
The subcritical case
In this section we are concerned to prove existence of ground states for the subcritical System (S µ ). For this purpose, we follow some ideas from [2, Theorem 2.5]. Let (u n , v n ) ⊂ N be a minimizing sequence for c N , that is
Proof. In fact, recalling that we are assuming p ≤ q, it follows from (2.2) that
which together with (M 4 ) and Lemma 2.1 implies that
Since I(u n , v n ) is bounded, we conclude that (u n , v n ) is bounded in E.
By the preceding Proposition we may assume that, up to a subsequence, we have
Without loss of generality, we can assume that (u 0 , v 0 ) = (0, 0). In fact, by using a standard argument we can use the result due to Lions [15, Lemma 1.21 ] (see also [11] ) to prove that there exist η > 0 and (y n ) ⊂ R 3 such that lim inf
A direct computation shows that we can assume (y n ) ⊂ Z 3 . Let us define the shift sequence
Since V i is Z 3 -periodic function, a routine calculus leads to (ũ n ,ṽ n ) is a Palais-Smale sequence of I at level c N , that is, also satisfies (3.1). Moreover, we have that (ũ n (x),ṽ n (x)) is also bounded in E and its weak limit denoted by (ũ 0 ,ṽ 0 ) is nontrivial, because (3.2) and the local convergence imply that
Therefore, we can consider (u 0 , v 0 ) = (0, 0). Proof. By the fact that M u and M v are continuous, we have the following convergences:
Let us suppose by contradiction that at least one of the preceding estimates is strictly. Without loss of generality, let us assume that
By using the fact that (u 0 , v 0 ) is a weak solution for the problem (3.3) and the above inequality, we can deduce that I ′ (u 0 , v 0 )(u 0 , v 0 ) < 0. Therefore, there exists t ∈ (0, 1) such that t(u 0 , v 0 ) ∈ N . Combining this information with the characterization of mountain pass level, we derive
Since the right-hand side is strictly increasing we can conclude that
By using Fatou's lemma we conclude that
which is not possible. Therefore, I ′ (u 0 , v 0 ) = 0.
In view of the preceding arguments, we have obtained a nontrivial weak solution (u 0 , v 0 ) ∈ E for System (S µ ). Thus, (u 0 , v 0 ) ∈ N and consequently c N ≤ I(u 0 , v 0 ). On the other hand, by using (M 4 ), Lemma 2.1, the semicontinuity of norm and Fatou's Lemma, we can deduce that
which implies that c N ≥ I(u 0 , v 0 ). Therefore, I(u 0 , v 0 ) = c N . Proof. Let (u 0 , v 0 ) ∈ N be the ground state obtained previously. In view of Lemma 2.4, there exists t 0 > 0 such that (t 0 |u 0 |, t 0 |v 0 |) ∈ N . Thus, we can deduce that
which implies that (t 0 |u 0 |, t 0 |v 0 |) is also a minimizer of I on N . Therefore, (t 0 |u 0 |, t 0 |v 0 |) is a nonnegative ground state solution for System (S µ ). Let us denote (ū 0 ,v 0 ) = (t 0 |u 0 |, t 0 |v 0 |). Since (ū 0 ,v 0 ) = (0, 0) we may assume without loss of generality thatū 0 = 0. We claim thatv 0 = 0. In fact, arguing by contradiction we suppose thatv 0 = 0. Thus, since (ū 0 ,v 0 ) is a critical point of I, we deduce that
Since λ(x) is positive, we have thatū 0 = 0 which is a contradiction. Therefore,v 0 = 0. By using strong maximum principle (see [5] ) in each equation of (S µ ), we conclude that (ū 0 ,v 0 ) is positive.
Proof of Theorem 1.1 completed. Theorem 1.1 follows from Propositions 3.2 and 3.3.
The critical case
In the preceding Section we have obtained a positive ground state solution to the subcritical System (S µ ), for any parameter µ > 0. In this Section, we are concerned with the critical case, that is, when 2 < p < q = 6. Analogously to the subcritical case, we have a minimizing sequence (u n , v n ) ⊂ N satisfying (3.1). Moreover, the sequence is bounded and (u n , v n ) ⇀ (u 0 , v 0 ) weakly in E. We may assume that, up to a subsequence, v n 6 6 → A µ ∈ [0, +∞). If A µ = 0, then the proof follows by the same arguments from the subcritical case, using [15, Lemma 1.21 ] to obtain (3.2) and a nontrivial critical point for the energy functional I. Let us assume A µ > 0. In this case, we do not obtain (3.2) directly, since q = 2 * and we are not able to use strong convergence in the argument. In order to overcome this difficulty, we choose µ > 0 large enough such that the level c N be in the suitable range where we can recover the compactness. 
Proof. Let (u, v) ∈ E be nonnegative and u, v ≡ 0. We define u µ = µu and v µ = µv. It follows from Lemma 2.4 that for any µ > 0, there exists a unique t µ > 0 such that (t µ u µ , t µ v µ ) ∈ N . Hence, we have
, which together with (M 4 ) implies that
Therefore, (t µ µ) µ is a real bounded family. Hence, up to a subsequence, t µ µ → t 0 ≥ 0, as µ → +∞. We claim that t 0 = 0. Indeed, let us suppose by contradiction that t 0 > 0. Thus, it follows from (4.2) that
which is not possible since the right-hand side goes to infinity as µ → +∞. Therefore, t µ µ → 0 as µ → +∞. Since (t µ u µ , t µ v µ ) ∈ N , we have
Therefore, there exists µ 0 > 0 such that (4.1) holds, for all µ ≥ µ 0 .
Corollary 4.2. Let (u n , v n ) be the minimizing sequence satisfying (3.1). If µ ≥ µ 0 , then there exists (y n ) ⊂ R 3 and constants R, η > 0 such that
Proof. Arguing by contradiction, we suppose that (4.3) does not hold. Hence, for any R > 0 we have
In light of [15, Lemma 1.21] (see also [11] ) we have that u n → 0 and v n → 0 strongly in L p (R 3 ), for 2 < p < 2 * . Thus, it follows from (2.2) that Proof of Theorem 1.2 completed. Since (4.3) holds, we can consider the shift sequence (ũ n (x),ṽ n (x)) = (u n (x + y n ), v n (x + y n )) and we can repeat the same arguments used in the proof of Theorem 1.1 to finish the proof of Theorem 1.2.
The nonexistence result
In this section we are concerned to prove that does not exist positive classical solution for System (S µ ) when p = q = 6. For the sake of simplicity, let us denotẽ By using similar ideas to [4, 10, 15] we can obtain the following Pohozaev type identity: 
which together with assumptions (V 4 ) and (V 5 ) implies that
