In this article we study the inverse problem of recovering a space-dependent coefficient of the Moore-Gibson-Thompson (MGT) equation, from knowledge of the trace of the solution on some open subset of the boundary. We obtain the Lipschitz stability for this inverse problem, and we design a convergent algorithm for the reconstruction of the unknown coefficient. The techniques used are based on Carleman inequalities for wave equations and properties of the MGT equation.
Introduction and main results
In this paper, we are interested in an inverse problem for the Moore-Gibson-Thompson (MGT) equation. It consists in recovering an unknown time-independent coefficient from a single measurement of some trace of the solution at the boundary.
Let Ω ⊆ R N be a nonempty bounded open set (for N = 2 or N = 3), with a smooth boundary Γ, and let T > 0. We consider the MGT equation    τ u ttt + αu tt − c 2 ∆u − b∆u t = f, Ω × (0, T ) u = 0, Γ × (0, T ) u(·, 0) = u 0 , u t (·, 0) = u 1 , u tt (·, 0) = u 2 , Ω,
where c ∈ R and τ, b > 0 are given constants. We study the inverse problem of recovering the unknown space-dependent coefficient α = α(x) from partial knowledge of some trace of the solution u at the boundary, namely, ∂u ∂n on Γ 0 × (0, T ), where Γ 0 ⊂ Γ is an relatively open subset, called the observation region, and n is the outward unit normal vector on Γ. We will often write u(α) to denote the dependence of u on the coefficient α. Concerning the well posedness of the system, it is known (see Theorem 2.1) that, given a coefficient α ∈ L ∞ (Ω) and data satisfying (u 0 , u 1 , u 2 ) ∈ H 2 (Ω) ∩ H 1 0 (Ω) × H 1 0 (Ω) × L 2 (Ω), f ∈ L 2 (0, T ; L 2 (Ω)), (2) Key words and phrases. Carleman inequalities, Bukhgeim-Klibanov method, hidden regularity, Moore-Gibson-Thompson equation.
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the system (1) admits a unique weak solution (u, u t , u tt ) satisfying (u, u t , u tt ) ∈ C([0, T ]; H 2 (Ω) ∩ H 1 0 (Ω) × H 1 0 (Ω) × L 2 (Ω)). More precisely, in this paper we study the following properties of the stated inverse problem:
• Uniqueness:
∂u(α 1 ) ∂n = ∂u(α 2 ) ∂n on Γ 0 × (0, T ) implies α 1 = α 2 in Ω.
• Stability:
, for some appropriate spaces X(Ω) and Y (Γ 0 ). • Reconstruction: Design an algorithm to recover the coefficient α from the knowledge of ∂u(α) ∂n on Γ 0 .
The first part of this work is concerned with the uniqueness and stability issues of the inverse problem. We will obtain a stability result, which directly implies a uniqueness one, under certain conditions for α, Γ 0 and the time T . To prove the stability, we use the Bukheim-Klibanov method, which is based on the idea of applications of the so-called Carleman estimates to prove the result for the inverse problem.
In order to state the precise result that we obtain, we consider the following set of admissible coefficients:
and the geometrical assumptions, sometimes referred to as the Gamma-condition of Lions or the multiplier condition::
and
Our main result concerning the stability is the following. Theorem 1.1. For Γ 0 ⊂ Γ, M > 0 and T > 0 satisfying (4)- (5) , suppose there exists η > 0 such that |u 2 | ≥ η > 0 a.e. in Ω, (6) and α 2 ∈ A M is such that the unique solution u(α 2 ) of (1) satisfies u(α 2 ) ∈ H 3 (0, T ; L ∞ (Ω)).
Then there exists a constant C > 0 such that
Let us mention some comments about Theorem 1.1.
Remark 1.2. The hypothesis u(α 2 ) ∈ H 3 (0, T ; L ∞ (Ω)) in Theorem 1.1 is satisfied if more regularity is imposed on the data. For instance, taking m > N 2 + 1, it is enough to take (u 0 , u 1 , u 2 ) ∈ (H m+2 (Ω) ×H m+1 (Ω) ×H m (Ω)), f ≡ 0, and α 2 ∈ H m−1 (Ω), plus appropriate boundary compatibility conditions. Indeed, from Theorem 2.1 (Section 2), we obtain
Using the fact that the Sobolev space H s (Ω) with s > N 2 is an algebra, we have that u tt solves a similar equation than (1) with initial condition (u tt (·, 0), u ttt (·, 0),
and using Sobolev's embedding theorem, we get that u ttt ∈ L 2 (0, T ; L ∞ (Ω)). Remark 1.3. The inverse problem studied in this paper was previously considered by Liu and Triggiani [19, Theorem 15.5] . They considered α ∈ H m (Ω) and initial data (u 0 , u 1 , u 2 ) ∈ (H m+2 (Ω) × H m+1 (Ω) × H m (Ω)) with m > N 2 + 2. By using Carleman estimates for a general hyperbolic equation, the authors proved global uniqueness of any damping coefficient α with boundary measurement given by
and the initial data is supposed to satisfy (6) and
In this paper, using an appropriate Carleman inequality and the method of Bukhgeim-Klibanov, we obtain stability around any regular state, under hypothesis m > N 2 + 1 and without the additional assumption (9). Remark 1.4. The hypotheses (4) and (5) on Γ 0 and T typically arises in the study of stability or observability inequalities for the wave equation, see [11] where the multiplier method is used, or [10, 28] where some observability inequalities are obtained from Carleman estimates. These hypotheses provide a particular case of the geometric control condition stated in [1] .
The assumption of the positiveness for u 2 appearing in Theorem 1.1 is classical when applying the Bukhgeim-Klibanov method and Carleman estimates for inverse problems with only one boundary measurement, see [2, 18, 25] .
As we mentioned before, in order to study and proved the stated inverse problem, we use global Carleman estimates and the method of Bukhgeim-Klibanov, introduced in [8] .
To state our Carleman estimates precisely, we shall need the following notations.
Assume that Γ 0 satisfies (4) for some x 0 ∈ R N \ Ω. For λ > 0, we define the weight functions φ and ϕ λ as follows
To prove our main Theorem 1.1, we shall use the following Carleman estimate. Theorem 1.6. Suppose that Γ 0 and T satisfies (4), (5) .
Then, there exists s 0 > 0, λ > 0 and a positive constant C such that
for all s ≥ s 0 and for all y ∈ L 2 (0, T ; H 1 0 (Ω)) satisfying Ly := y ttt + αy tt − c 2 ∆y − b∆y t ∈ L 2 (Ω × (0, T )), y(·, 0) = y t (·, 0) = 0 in Ω, and y tt (·, 0) ∈ L 2 (Ω).
Let us mention that Carleman inequalities like (11) is a very technical but powerful mathematical tool. In this work, we established this estimate with an alternative methodology. The classical way to get inequalities as (11) is to consider an operator of the form P 0 (w) := e sϕ λ L(e −sϕ λ w), with w := e sϕ λ y and then decompose this operator into the symmetric part and the anti-symmetric part. Then, after several integrations by parts, the use of the weighted functions, and energy estimates, the Carleman inequality is obtained. However, as we mention before, instead of developing a Carleman estimate for the MGT system, we get (11) using in an appropriate way the well-known Carleman estimate for the wave operator. The most important reason for obtaining an inequality like (11), similar to a Carleman estimate, but not following the classical technique, is due that the MGT equation has poor control properties as was proved in [20] . The authors in [20] showed that the null controllability is impossible to get in a cylindrical subset ω × (0, T ) ⊂ Ω × (0, T ). This immediately implies that also with a boundary control the null controllability is false. Therefore, if we prove a Carleman estimate for MGT equation, this would tell us that the equation can be controllable through a boundary control, obtaining a contradiction with the result in [20] .
A similar idea used to obtain an observability inequality was considered in [27] , where a Carleman estimate was obtained to prove the unique continuation property for a linearized Benjamin-Bona-Mahony equation, from the use of Carleman inequality for the Laplace operator.
These Bukhgeim-Klibanov method and Carleman estimate have been widely used for obtaining stability of coefficients with one-measurement observations. Concerning inverse problems for wave equations with boundary observations, in [24] is studied the problem of recovering a source term of the equation, [26] deals with the problem of recovering a coefficient of the zero-order term, and [6] concerns the recovering of the main coefficient. A complete list of references using this method is too long to be given here, but we mention [7] for a complete account of classic and recent results.
The second part of this work is focused on giving a constructive and iterative algorithm which allow us to find the coefficient α from the knowledge of the additional data ∂u ∂n on the observation domain Γ 0 . For that, we will analysis the following functional
, and q is an appropriate exponential function depending on the parameter s > 0, which is given explicitly in the proof of Theorem 1.1, and on the trajectories y ∈ L 2 (0, T ; H 1 0 (Ω)), with Ly := y ttt +αy tt −c 2 ∆y−b∆y t ∈ L 2 (Ω × (0, T )), y(·, 0) = y t (·, 0) = 0 in Ω, and y tt (·, 0) ∈ L 2 (Ω).
We will show that this functional admits a unique minimizer (see Theorem 4.2) on an appropriate admissible set. Moreover, we will show how the minimum of (12) depends on g ∈ L 2 (Ω × (0, T )) (see Theorem 4.3). We refer to Section 4 for details. Using this results, we prove the convergence of the iterative algorithm presented below, which is adapted from [3] , where it was introduced an algorithm for recovering zero-order terms in the wave equation. We can also mention the works of Beilina and Klibanov [4, 5] , where the authors studied the reconstruction of a coefficient in a hyperbolic equation using the Carleman weight.
Algorithm:
Step 2 -Minimize the functional J[µ k , 0] on the admissible trajectories y (see Section 4 for details).
Step 3 -Let y * ,k the minimizer of J[µ k , 0] and
Step 4 -Finally, consider α k+1 = T ( α k+1 ), where
This function T is to guarantee at each step that α k belongs to the admissible set A M .
Let us finally conclude this section giving some references about the MGT equation considering in this work. The MGT equation
arises, e.g., as a linearization of a model for wave propagation in viscous thermally relaxing fluids. In that cases, the space-dependent coefficient α depended on a viscosity of the fluid [14] . This third order in time equation (linear and nonlinear) was previously analysed by several authors from a different point of view. We can mentioned, among others, the works [13, 15, 16, 19, 21, 22, 20] for a variety of problems related to this equation.
In particular, one interesting and different characteristics of this equation from a familiar second order systems (τ = 0, α > 0), is that the structural damping b plays an crucial role for the well-posedness: in [15] it is proved that, if b = 0 and α a positive constant, there does not exist an infinitesimal generator of the semigroup, in contrast with second order equations, where the structural damping does not affect the well-posedness of the equation. The parameter γ := α− τ c 2 b gives relevant information regarding the stability of the system. If γ > 0, the group associated to the equation is exponentially stable, and for γ = 0, the group is conservative, see for instance [21] . On the other hand, Conejero, Lizama and Rodenas [9] proved that the one-dimensional equation exhibits a chaotic behavior if γ < 0. Also, for the case in which α is given by a function depending on space and time, the well posedness and the exponential decay was proved by Kaltenbacher and Lasiecka in [14] .
The remaining of this paper is organized as follows. In section 2 we present some basic results about the well posedness of the MGT equation which are needed for the inverse problem. Besides, we prove the hidden regularity for the MGT equation. Also, we present Carleman estimates for the wave equation. In section 3 we prove the main result of our work, namely Theorems 1.1 and 1.6. Finally, in section 4 we focus on the algorithm for the reconstruction of coefficient α and we prove the convergence of this Algorithm.
Preliminaries
In this section we present the well posedness framework for studying our problem. Furthermore, we state and prove some estimates for the Laplacian of a solution of (1) and a hidden regularity estimate for the solution of the MGT equation. Also, we recall the results concerning to the Carleman estimates for the wave equation. This estimation play an important role in our approach.
2.1. Well-posedness for Moore-Gibson-Thompson equation. Let us now introduce the basic properties for the equation under studying. We first review some results given by Kaltenbacher and Lasiecka [14] , in the context of semigroup theory. Let Ω be a bounded and smooth domain of R N , N = 2 or 3, and consider the equation
where α = α(x) is a variable coefficient depending on a viscosity of the fluid, c is the speed of the sound, τ is a positive constant accounting for relaxation, b = δ + τ c 2 where δ is the diffusivity of sound. Without loss of generality, we normalize τ and set τ = 1. We denote by Γ the boundary of Ω, and T is a strictly positive number. We recall that n is the outward unit normal vector on Γ.
The homogeneous part of equation (17) can be rewritten as a first order abstract system
where the operator A is defined by
The natural domain of A is given by
for some M > 0. 
2.2.
Bound of Laplacian of the solutions. From now, throughout the article, we define
and then the set of admissible coefficients is given by
We also define the energy
In order to prove our main results, some technical estimations are necessary. One of them is the following:
Then there exists C > 0 such that the total energy E(t) := E e (u t (t)) + E e (u(t)),
satisfies
(Ω) and f ∈ L 2 (0, T ; L 2 (Ω)), where u be the unique solution of (17).
Proof. Without loss of generality, we assume that b = 1. Then, the equation
can be write as follows (recall the definition of γ in (20))
where the operator L 0 is the wave operator given by
Let us multiply the equation (24) by u tt (t) + c 2 u t (t) ∈ L 2 (Ω) and after integrating on Ω, we deduce that
And using Gronwall's inequality, there exists a constant C > 0, such that
On other side, a directly computation give us
and replacing the above identities in (26), we have
Hence, integrating we obtain that, there exists a constant C > 0, such that
Finally, if we take ε < 1, we observe that
replacing the above identities in (26) and using (27) , we obtain that, there exists a constant C > 0, such that,
combined (27) and (28) we conclude the proof.
(Ω) and f ∈ L 2 (0, T ; L 2 (Ω)). Then, the term ∆u(t) can be bounded as follows
Proof. Since the term u tt (t), ∆u(t) ∈ L 2 (Ω), let us multiply the equation (24) by L 0 u and after integrating on Ω, we deduce that
Using Hölder inequality, the right hand side of (29) is majorized by
Therefore, taking ε = c 2 > 0 in (30) and replacing it in (29) we obtain
Integrating (31) from 0 to t > 0, we obtain that
Then, we have
and then using Theorem 2.2 we obtain that, there exists a constant C > 0, such that
2.3. Hidden regularity. We can observe that the inverse problem considered in this paper needs that the normal derivative of the solution can be defined on the boundary. It is well know that the wave equation satisfies certain extra regularity called hidden regularity [17] . it is natural to expect an analogous result for the Moore-Gibson-Thompson equation, due its hyperbolic nature [15] . In the following result, using the multiplier method, we obtain a hidden regularity for the solutions of this equation.
Moreover, the normal derivative satisfies 
Consequently, the mapping (f, u 0 , u 1 , u 2 ) → ∂u ∂n is linear continuous from L 2 (0, T ; L 2 (Ω))×(H 2 (Ω)∩H 1 0 (Ω))×H 1 0 (Ω)×L 2 (Ω)) into H 1 (0, T ; L 2 (Γ)). Proof. We use the multiplier method for the proof. Let m ∈ W 1,∞ (Ω; R N ) and let us multiply L 0 (u) by m∇u and L 0 (u t ) by m∇u t . Using the summation convention for repeated index, we obtain, respectively
Now, taking the multiplier m as a lifting of the outward unit normal n, so that m · n = 1, on Γ and using that (u, u t , u tt ) ∈ C([0, T ]; (H 2 (Ω) ∩ H 1 0 (Ω)) × H 1 0 (Ω) × L 2 (Ω)) we obtain
Concerning the estimate (33) is direct from the previous computation, Theorem 2.3 and the continuous dependence of the solution with respect to the data. The proof is finished.
2.4.
Carleman Inequalities for wave equation. Now, we provide global Carleman estimates corresponding to the wave operator. Here, we rely on the work of Puel [23] , Imanuvilov [12] , and also the work of Baudouin et al. [3] .
Consider the wave equation
We know a measure of ∂y ∂n on a subset of the boundary, namely ∂y ∂n on Γ 0 × (0, T ).
Consider the wave operator L 0 defined by
Next, for x 0 ∈ R N \ Ω and λ > 0, we define the weight functions φ and ϕ λ as follows
and M 0 is chosen such that
For a parameter s > 0, let us consider P 0 w := e sϕ λ L 0 (e −sϕ λ w), with w := e sϕ λ v and the descomposition (0, 1) is appropriately chosen and
Finally, for x 0 ∈ R N , we define
Theorem 2.5 ([23], Theorem 2.0.1). Let us suppose that there exists x 0 ∈ R N \Ω such that Γ 0 ⊃ Γ x 0 , and consider v ∈ L 2 (−T, T ; L 2 (Ω)) such that fulfills conditions (38) and (39). Then there exists λ 0 > 0 and s 0 > 0 and there exists a constant C = C(s 0 , λ 0 , Ω, β, x 0 ), we have, for every λ ≥ λ 0 and s ≥ s 0 ,
The following result is a different way to established Carleman estimates for wave equation, which is easier to use in the context of inverse problems. Besides, define the weight functions φ as in (41) with β ∈ (0, 1) such that
Then, there exists s 0 > 0, λ > 0 and a positive constant C > 0, such that for all s ≥ s 0
for all v ∈ L 2 (−T, T ; H 1 0 (Ω)) satisfying (v tt − ∆v) ∈ L 2 (Ω × (−T, T )), (∇v · n) ∈ L 2 (Γ 0 × (−T, T )) and v(·, 0) = 0 in Ω. Remark 2.7. We observe that when the time T is large enough (see (45)), the conditions on the function v at time ±T can be removed of the hypotheses of Theorem 2.5. However, it is necessary to add the null assumption on the initial condition.
Proof of Main Results
In this section we prove our main results, that is, Theorem 1.1 and Theorem 1.6. First, we obtain the Carleman estimate given in Theorem 1.6 and then we apply this inequality to solve our inverse problem. We use the following notation for the energy of the wave operator L 0
with ϕ λ is given by (40) . And also we recall below the operator L defined in Section 2
Ly := L 0 y t + c 2 L 0 y + γy tt .
Proof of Theorem 1.6. Let y ∈ L 2 (0, T ; H 1 0 (Ω)) satisfying Ly = f ∈ L 2 (Ω × (0, T )), y(·, 0) = y t (·, 0) = 0 in Ω, and y tt (·, 0) = y 2 ∈ L 2 (Ω). Then, by Theorem 2.1 there exists a unique solution (y, y t , y tt ) ∈ C([0, T ]; (H 2 (Ω) ∩ H 1 0 (Ω)) × H 1 0 (Ω) × L 2 (Ω)) of the boundary value problem    L 0 y t + c 2 L 0 y + γy tt = f, Ω × (0, T ) y = 0, Γ × (0, T ). y(·, 0) = 0, y t (·, 0) = 0, y tt (·, 0) = y 2 , Ω
For a given function F defined in [0, T ], we will denote by F its even extension, and by F its odd extension to [−T, T ].
Then
w(·, 0) = 0, w t (·, 0) = 0, w tt (·, 0) = y 2 , Ω.
(50)
We take a cut-off function
where δ > 0 is small enough, to be chosen below.
We denote by P the operator
and by · w the weighted norm
where ϕ λ is given by (40). Then,
and, taking into account that v = v tt = 0 at t = T and t = −T , we have
Also, from the definition of the weight function, we have
From (52) and (53), using that v(·, 0) = 0, we deduce that
On the other hand, from (10) 
where E is the energy defined in (23) of y. Using Theorems 2.2 and 2.3 we get that
which together with (54) gives
Since γ ∈ L ∞ (Ω × (−T, T )), from (57) we obtain that L 0 v and L 0 v t belongs to L 2 (Ω × (−T, T )). Therefore, using the hidden regularity for the wave equation, we have that ∂v ∂n ∈ H 1 (−T, T ; L 2 (Γ 0 )). Then, we can apply the Carleman estimates (47) for the wave equation to each term L 0 v and L 0 v t . Namely, we have
where we use the fact that v t (·, 0) = 0, and
Thus, from (57), (58) and (59) we obtain
Then, there exists s 0 > 0 and λ such that for every s ≥ s 0 we absorb the second and third term in the right hand side of (60) which implies
Finally, without loss of generality, we can take M 0 > 0 and C > 1 in definition (41) such that φ(x, 0) ≤ Cφ(x, t) for all x ∈ Ω and t ∈ [0, T ]. Then we have ϕ λ (x, 0) ≤ C 1 ϕ λ (x, t) for some C 1 = C 1 (λ) independent of (x, t) ∈ Ω × [0, T ], from where we conclude the desired estimates (11) .
With the previous Carleman inequality, we can prove the main result of this article.
Proof of Theorem 1.1. Using the notation settled in the the previous section (see (20) and (24)), we write the MGT equation in the following way.
Hence, we will prove a stability estimate for coefficient γ = γ(x) in equation (61).
Let us denote by u k the solution of equation (61) with coefficient γ k , for k = 1, 2, which existence is guaranteed by Theorem 2.1. Hence z := u 1 − u 2 solves the following system.
where R = ∂ 2 t u 2 . Then y :
Since γ 2 − γ 1 belongs, in particular, to L 2 (Ω) and R ∈ H 1 (0, T ; L ∞ (Ω)), by Theorem 2.1, we obtain that the Cauchy problem (63) is well-posed and admits a unique solution
Moreover, from Theorem 2.4 the normal derivative ∂y ∂n belongs to H 1 (0, T ; L 2 (Γ)) and satisfy
This last estimate gives at the end ∂z ∂n belongs to H 2 (0, T ; L 2 (Γ 0 )) and proves the second inequality of (8).
Next, we apply Theorem 1.6 to y. From system (63) we have
Thus, from (11)
which implies, using that |R(x, 0)| = |u 2 | ≥ η > 0 a.e in Ω,
Therefore, taking s large enough we absorb the first term in the right hand side and we have
which is the first inequality of (8) and the proof is finished.
Reconstruction of the coefficient
In this section we shall propose an reconstruction algorithm for the unknown parameter γ, from measurements of the normal derivative of the solution u(γ) of the MGT equation (61). This algorithm is an extension of the work of Baudouin, Buhan and Ervedoza [3] , in which they propose a reconstruction algorithm for the potential of the wave equation.
By Theorem 1.1, we known that the knowledge of ∂u ∂n on Γ 0 × (0, T ) is enough to identify the parameter γ.
Let γ ∈ B M . Let g ∈ L 2 (Ω × (0, T )) and µ ∈ H 1 (0, T ; L 2 (Γ 0 )). Given ϕ λ defined in (40) with λ > 0 given by Theorem 1.6, we define the functional (1) Since the weighted functions e sϕ λ are bounded from below and from above by a positive constants depending on s, the semi-norm (66) is equivalent to
in the sense that there exists a constant C = C(s), such that for all y ∈ V
(2) By Theorem 1.6, there exists s 0 > 0 such that for every s ≥ s 0 the semi-norm (66) is actually a norm. Hence, from (1) we have that · V,s is a norm for all s > 0.
In the rest of the paper, we will omit the subscript s in the notation.
The first result concerning the reconstruction of γ, is to guarantee that the functional J[µ, g] reaches the minimum. Moreover, we have the following uniqueness result. Under the new writing of the equation, we present our algorithm and the convergence result of this.
Algorithm:
(1) Initialization: γ 0 = 0.
(2) Iteration: From k to k + 1
Step Proof. We consider y k = ∂ t (u(γ k ) − u(γ)), which is the solution of    L 0 y k t + c 2 L 0 y k + γ(x) k y k tt = (γ − γ k )∂ t R(x, t), Ω × (0, T ) y k = 0, Γ × (0, T ) y k (·, 0) = 0, y k t (·, 0) = 0, y k tt (·, 0) = (γ − γ k )R(x, t), Ω
where R(x, t) = ∂ 2 t u(γ). Thus,
We observe that y k belongs to V. Therefore, by (78), the solution y k of (77) satisfy the Euler-Lagrange equations associated to the functional J[µ k , g k ], where g k = (γ − γ k )∂ t R(x, t). Since J[µ k , g k ] admits a unique minimizer, y k corresponds to minimum of J[µ k , g k ].
Let y * ,k be the minimizer of J[µ k , 0]. From Theorem 4.3 we obtain that √ s Ω e 2sϕ λ (·,0) |y * ,k tt (·, 0) − y k tt (·, 0)| 2 dx ≤ C T 0 Ω e 2sϕ λ |(γ − γ k )∂ t R(x, t)| 2 dxdt. (79) From (73) and (77) y * ,k tt (·, 0) = ( γ k+1 − γ k )u 2 , y k tt (·, 0) = (γ − γ k )u 2 . This implies that, using that |u 2 | ≥ η > 0
Since the function T defined in (74) is Lipschitz continuous and satisfy T (γ) = γ, we obtain
On the other hand, since φ(·, t) is decreasing in t ∈ (0, T ) and ∂ t R(x, t) ∈ L 2 (0, T ; L ∞ (Ω)), we conclude 
