Abstract. Three-moment chi-square and four moment F approximations are given which can be used for testing a unit root in AR(1) model when the innovations have one of a very wide family of symmetric distributions (Student's t).
INTRODUCTION
In an AR(1) model y t = φy t−1 + ε t , it is of great interest to test φ = 1 against φ < 1.
When ε t are distributed N (0, σ 2 ), a vast literature on the subject exists; see, for example, Dickey and Fuller (1979) , Phillips and Perron (1988) , Abadir (1995) and the references given there. The test statistics used are essentially based on the normal-theory estimator φ 0 = n t=1 y t y t−1 / n t=1 y 2 t−1 . Abadir (1995) gives the asymptotic distribution and Vinod and Shenton (1996) give the first four mements ofφ 0 (and variants of it) when φ = 1.
In recent years, however, it has been recognized that the normality assumption is too restrictive from applications point of view; see, for example, Huber (1981) and Tiku et al (1986) . Wong et al (1996) considered the situation when ε t has a distribution which belongs to a wide family of symmetric distributions (Student's t) ranging from Cauchy to normal. They derived the MML (modified maximum likelihood) estimatorφ and showed that it is remarkably efficient. They also studied the distribution ofφ when φ < 1 and showed that it is normal for large n. In this article, we give three-moment chi-square and four-moment F approximations which give remarkably accurate values for the probability integral and the upper percentage points of the distribution ofφ when φ = 1. In particular, these approximations can be used for obtaining the percentage points of the distribution of φ 0 when φ = 1. The results given can easily be extended to the model y t = µ + φy t−1 + ε t . 1
THE MML ESTIMATORS
The MML estimators are based on order statistics of a random sample and are obtained by linearizing the intractable terms in likelihood equations (Tiku et al 1986, Tiku and Suresh 1992) . They are known to be asymptotically fully efficient (Bhattacharyya 1985) and almost fully efficient for small sample sizes (Lee et al 1980 , Tan 1985 , Tiku et al 1986 , Tiku and Suresh 1992 , and Vaughan 1992a . Consider the model
where |φ| < 1, and E(ε t ) = 0 and V (ε t ) = σ 2 . Assume that ε t 's are iid and have the distribution
where k = 2p − 1 and p ≥ 2. It may be noted that the mean and variance of the distribution (2) is zero and σ 2 respectively, and t = (k/ν) (ε/σ) has a Student's t distribution with ν = 2p − 1 df (degree of freedom). Conditional on y 0 , the likelihood equations for estimating φ and σ are (Wong et al 1996)
}. These equations are, however, intractable. To formulate modified likelihood equations (Tiku 1967 , Tiku et al 1986 and Suresh 1992), we order z t (for a given φ) in order of increasing magnitude and denote
is that pair of (y i , y i−1 ) observations which constitutes z (i) , 1 ≤ i ≤ n. Since complete 2 sums are invariant to ordering
and
Writing
and noting that under very general regularity conditions
as n tends to infinity, and noting the fact that the function g(z) is almost linear in a small interval c ≤ z ≤ d (Tiku 1967 (Tiku , 1968 , Wong et al (1996) used the following Taylor expansion to linearize g{z (i) }:
where
It may be noted that α i = −α n−i+1 and β i = β n−i+1 , and n i=1 α i = 0; this follows from symmetry. Tables of t (i) are available for n ≤ 20 in Tiku and Kumra (1981 ) and Vaughan (1992b , 1994 . For n > 20, the values of t (i) are obtained from the equation
Note that (k/ν)z has Student's t distribution with ν = 2p − 1 df. For p = inf (normal innovations), α i = 0 and
The modified likelihood equations are obtained by incorporating (5) in (3) and (4):
The solutions of (7) and (8) are the MML estimatorŝ
It may be noted here that
For p ≤ 3, a few extreme β i 's are negative in which caseσ might cease to be real for some samples. For p ≤ 3, therefore, whenever β i < 0 it is equated to zero and so is the corresponding α i . The resulting estimatorσ is always real and positive and the estimatorŝ φ andσ generally retain all the optimality properties mentioned above (Vaughan 1992a , Wong et al 1996 .
Note thatφ is scale invariant. This follows from the fact that K and Dσ are both scale invariant. For studying the distributional properties ofφ, therefore, σ may be taken to be equal to 1 without any loss of generality.
COMPUTATIONS: In the first place we computeφ from (9) from the order statistics
We then replaceφ 0 byφ and use the order statistics of
. Thus, the MML estimates are obtained in two iterations. In all our computations, no more than two iterations were needed for the order statistics of y i −φy i−1 to stabilize. 4
TESTING FOR UNIT ROOT
For testing H 0 : φ = 1 against H 1 : φ < 1, we use (9) and define the statistic
Large values of R 1 lead to the rejection of H 0 in favour of H 1 . For p = inf (normal innovations) R 1 reduces to the normal-theory statistic
As in Abadir (1995) and Vinod and Shenton (1996) y 0 is taken to be a constant, zero in particular.
It is very difficult to derive the distribution of R 1 or its moments. To investigate the null distribution of R 1 (and R 0 ), we simulated (from 10,000 runs) their first four moments.
Both the distributions turned out to be positively skew. We were pleased to find that Table I for p = 1(.5) 5, 7, 10 and inf.
THREE-MOMENT CHI-SQUARE APPROXIMATION
Following Pearson (1959) and Tiku (1963 Tiku ( , 1966 , let µ 1 be the mean of a random variable X and µ 2 , µ 3 and µ 4 be its variance and third and fourth central moments, respectively; µ 3 > 0. If the Pearson coefficients β 1 and β 2 satisfy the condition
then the distribution of
is effectively a central chi-square with ν degrees of freedom. The values of a and b and ν are obtained by equating the first three moments on both sides of (14):
, and
Realize that for a chi-square distribution β 2 = 3 + 1.5 β 1 which is called the Type III line; see, for examaple, Pearson and Tiku (1970, Fig. 1 ).
FOUR-MOMENT F APPROXIMATION
Let (Tiku and Yip 1978)
where F has the central F distribution with (ν 1 , ν 2 ) degrees of freedom. The values of ν 1 , ν 2 , g and h are determined by equating the first four moments on both sides of (15):
For the F distribution ν 1 > 0 and ν 2 > 0 and, therefore, for (15) We were pleased to find that the ( β 1 , β 2 ) values of both R 1 and R 0 satisfy (16) for all values of p and n. For p ≥ 10, however, the ( β 1 , β 2 ) values generally satisfy the condition (13). Therefore, the chi-square and F approximations above are applicable. To illustrate the accuracy of these approximations, we give below the simulate values (based on 10,000 Monte Carlo runs) of the probabilities
where d 1 and d 0 are the 95% points as determined by (15) Wong et al (1996) showed thatφ is considerably more efficient thanφ 0 for all |φ| < 1.
Power Properties: As expected, the R 1 test has considerably higher power than the 
The techniques given in this paper can also be used for any location-scale distribution of the type (1/σ)f ((y − θ)/σ). We do not, however, reproduce the details for conciseness. 
