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1PCにおける動的な情報に基づく消費電力自動制御機構の開発のための予備評価
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ここ数年のプロセッサの消費電力の増加により，ノート PCなどのモバイル機器においてコンパク
ト化や長時間の使用，性能の向上など様々な問題が発生している．このことから，消費電力を削減す
る必要性が増している．本プロジェクトでは，PC における動的な情報に基づく消費電力自動制御機
能の提案と開発に必要な予備評価を行う．システム開発の予備評価として，マルチコアプロセッサを
使用した 2 つの PC において，消費電力を測定し，それぞれの消費電力特性を明らかにした．また，
周波数やコア数を変更した場合の消費電力の予測についても検討を行い，これにより一般的な PCに
おける消費電力自動制御機構の可能性を示した．
Measurement and Characterization of multi-core processor's for
dynamic power optimization system using pro¯le information
Yoshihiko Hotta,y Hideaki Kimuray and Takayuki Imada y
Recently, there has been tremendous interest in power-aware computing such as PDA, mo-
bile phone, and laptop computer. From this background, we propose runtime system to
achieve power/energy reduction using pro¯le information. This system select the frequency
and the number of cores from pro¯le information. In this paper, we have evaluated the char-
acteristics of multi-core processor's power consumption for developing ECO system. And
we also have discussed power/energy prediction in all frequency, and all cores. From these
result, we found that our dynamic power optimization system is promising for power-aware
computing on a PC.
1. は じ め に
近年，PCなどの計算機システムにおいてプロセッサ
の消費電力の上昇による消費電力の増加が問題となっ
ている．高性能汎用プロセッサの消費電力は 100Wを
越え，冷却のために巨大な装置が必要となりシステ
ムのコンパクト化の大きな障害となっている．また，
ノート PCなどのモバイル機器においても消費電力が
増加しており，バッテリ駆動時間に重大な制約を与え
たり，高い消費電力に伴う熱問題のために性能を向上
させることが困難になっている．プロセッサの消費電
力は電圧の 2 乗と周波数に比例することが知られて
いる．これまで，周波数を向上させることによりプロ
セッサの性能を向上を実現してきた．しかしながら，
これらの問題からこれ以上性能を向上させることが難
しくなってきており，一方で，性能よりも消費電力を
重視するユーザも増えてきている．
プロセッサの消費電力を削減するための方法とし
ては，
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² DVFSの使用
² プロセッサのマルチコア化
がある．
DVFS（Dynamic Voltage and Frequency Schedul-
ing）は，プロセッサの電圧・周波数を動的に変化さ
せることで消費電力を下げる機構であり，現在の主要
なプロセッサの多くに実装されている．DVFSにより
実行時に周波数・電圧を制御することができるように
なり，アプリケーション実行時に，特定の周波数のみ
で実行した場合と比較して，より高い電力効率を実現
可能であることが分かってきた6)．例えばメモリアク
セスを行う時や通信を行う時に待ち時間が発生し，プ
ロセッサを高速に動作させる必要がなくなる場合があ
る．このときに，プロセッサの動作電圧を下げ，周波
数を落とすことによって無駄な電力の消費を避けるこ
とができる．また，このような時に周波数を下げるこ
とは，計算時に周波数を下げるよりもアプリケーショ
ンの性能低下を抑えることができる．
近年，多くのプロセッサがこれまでのプロセッサと
比べて低消費電力で高性能化が可能なマルチコアプロ
セッサへと移行している． プロセススケールの微細
化が進み，チップ上に余剰なトランジスタを配置でき
るようになってきた．マルチコアプロセッサは，この
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図 1 提案システムの概略図
余剰なトランジスタを有効利用するために，構造が単
純なプロセッサを複数個搭載する手法である．これに
より命令レベル並列性を有効にいかし，低い動作周波
数で性能向上を実現することが可能になる．一般的な
PCにおいては，様々なアプリケーションが実行され
ることが多い．このような場合，それぞれのプロセッ
サにタスクを割り振ることでこれまでのように逐次処
理型のプロセッサと比べて性能向上を容易に行うこと
ができる．
我々は，これまでにHPC並列システム向けのDVFS
を用いた消費電力最適化について研究を行ってきた．
ハードウェアとソフトウェア両方の側面からのアプロー
チが今後の HPC並列システムには必要である．ハー
ドウェアからのアプローチとして百万規模のプロセッ
サからなるMega scale computingを実現するために
低消費電力なコンポーネントを高密度実装したシステ
ム \MegaProto"を開発・評価してきた3)．また，ソ
フトウェアによる消費電力の削減のために，様々なプ
ロセッサにおける実測に基づいた消費電力の特性評価
や，クラスタシステムにおける電力性能最適化を行っ
てきた7)．また，アプリケーション内で slack time が
生じる場合に各タスクの周波数最適化を行うことで消
費電力削減を実現してきた8)．
一方で，消費電力削減の必要性は一般的な PC環境
においても増加している．我々がこれまでに行ってき
た HPC向けのアプリケーションは，同じ動作を繰り
返し行うものが多く，動作特性を把握することによる
最適化が有効であった．しかし，一般 PCにおいては
同時に様々なアプリケーションが実行され，また繰り
返し同じ動作を行うことは少ない．そこで本研究では，
一般 PCなどにおける消費電力の削減機構の開発を行
う．実行時に，システムの状態を監視するとともに状
況に応じて周波数や使用するコア数などを制御するこ
とによって PCの消費電力を最適化するシステムの開
発を行う．
消費電力最適化システム開発のため，我々が開発し
てきた消費電力測定環境 PowerWatch の拡張を行っ
た．このシステムはホール素子を使用した消費電力測
定環境，実行プロファイルを取得するライブラリ，周
波数と電圧を制御するライブラリなどから成る環境で
ある．
消費電力最適化システムの開発には，実際の PCに
おける消費電力特性評価，特に近年急速に普及しつつ
あるマルチコアプロセッサの最適化制御を考えなけれ
ばならない．本論文では，汎用 PCのプロセッサとし
て非常に広く使用されている Intel Core2Duo，AMD
Athlon64 X2 の 2 つのマルチコアプロセッサを搭載
した PCにおいての予備評価結果を示すとともに，消
費電力特性を明らかにした．さらに，一般 PCにおけ
る電力最適化手法について議論を行う．
本論文の構成は以下のようになっている．2章では
PCにおける電力最適化のプロトタイプについて述べ
る．3章ではプロトタイプ設計のために行った評価に
ついて述べる．4章では，得られた結果からの考察な
らびにシステム実装の状況について述べる．5章に関
連する研究を述べ，最後にまとめを述べる．
2. 提案システムの概要
PCにおける消費電力最適化を行うシステムである
「ECO（Energy Consumption Optimizer）」を提案
する．図 1にシステムの概念図を示す．ECOシステ
ムは，後述する PowerWatch を使用し，動的に周波
数やコア数を決定するシステムである．これは，その
ときの消費電力，CPU情報（コア数・周波数・CPU
使用率など），実行しているプロセスの情報から，次
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図 2 最適な周波数・コア数選択
の一定期間のコア数・周波数を決定する．まず，Pow-
erWatchによって，PCの消費電力と CPU情報を取
得する．取得した情報とOSから得られるプロセス情
報（プロセス数，プロセスの種類）を元に，次の周波
数を決定する．これを一定間隔ごとに行うことで，自
動的に周波数・コア数を制御することができる．
2.1 アプリケーションでのプロセッサのランタイ
ムスケジューリング
一般的な PCにおけるアプリケーションは，常に高
速に動作する必要はなく，定められた期限内に動作を
終了すれば良い場合が多い．並列での実行はプログラ
ムの実行を逐次実行よりも速くするが，デッドライン
スケジューリング下においては，必ずしも並列処理は
必要ない．プログラムのデッドラインまで時間が十分
にある場合，プログラムはひとつのコアで実行し，他
のコアをスタンバイ状態にすることによって消費電力
を抑えることができる．このことは，排熱やパッケー
ジング，バッテリ駆動の機器において非常に重要なこ
とである．また，複数のアプリケーションを実行する
要求があるときに，それぞれのデッドラインに応じて，
各コアの周波数を調節することによって，余剰な電力
消費を抑えることもできる．
2.2 モバイル機器向けバッテリ駆動時間保証シス
テム
ノート PCなどのモバイル機器では，バッテリ駆動
時間が最も重要なファクターとなる．これまでのモバ
イル機器における省電力化は，電源が接続されている
ときは，プロセッサを高速に動作させ，バッテリで動
作している時は，周波数を可能な最低周波数に落とし，
またディスプレイの照度を最も暗くすることによって，
バッテリ駆動時間を延ばすという手法が用いられてき
た．しかし，バッテリ駆動時にどのくらいの時間，起
動している必要があるか，またどれだけの仕事をする
必要があるかは使用する状況によって異なる．
例えば，ノート PC をバッテリ駆動で使用してい
る場合，ユーザは以下に示す要求を持っていると思わ
れる．
( 1 ) 限られた電力内で最低あと X 時間動作してほ
しい
( 2 ) 行わなければならない仕事を限られた電力制約
下で最も速く実行したい
このような要求の場合，いたずらに駆動時間を延ばす
のではなく，ユーザが要求する時間内で，できるだけ
高性能に動作を行うことで，既存の駆動時間のみに着
目した省電力化手法よりもユーザのニーズに答えるこ
とができる．
システムとして，以下の手順で最適化を行う
² Step1: ユーザからの要求
(1)の場合は，ユーザが PCを起動し続けたい時
間 Talive を入力する (2)の場合は，ユーザが実行
したい作業を登録する
² Step2: 現状のバッテリの残量を求める
ノート PCなどでは，バッテリの残量を取得する
ことができる．バッテリの残量を E とする．
² Step3: 要求を行うために必要な電力を推測
問題の単純化のために，(1)の場合，基本的に作
業を継続的に行わないとする．駆動時間を保証
するために，Talive の間，最低周波数においてな
にもしなかった時のエネルギーの消費を推測し，
Elow とする．E と Elow の比較を行い，余剰電
力 Eextra を求める．(2)の場合: ある周波数Gn，
コア数 Cm である作業 K を実行する時，必要な
エネルギーを Ek とすると Ek は，以下の式で表
現される．
Ek = fk(Gn; Cm)
(n=0,1,・・Gmax m = 1,・・Nmax)
Gmax，Cmax は使用可能な最大周波数，最大コ
ア数である．全ての Ek を求め，次の step へと
進む．
² Step4: 残り時間と余剰電力から使用可能な周波
数を選択する
(1) の場合: 定常的に最も消費電力の低い状態で
固定する．短い時間で終了するアプリケーション
が実行される場合，Eextraが十分にあるならば周
波数やコア数を 1段階変化させ，より速く実行を
完了させる．(2)の場合: 全ての Ek と E の比較
4 	

Tlog 
Cluster
ﬀﬂﬁﬃ! ﬂ"ﬂ#
$
ﬂ%&('ﬂ)ﬂ*!+	,-/.10
2
ﬀ34
5!67ﬀ8ﬂ9:
;=<?>
@BADC
EGF
HJIJKLNMPO?QSR
TVUXW
YBZ
[?\
]^_a`bcd

e1fgSh
i
DVFS j
dlk
jm&
&
$
ﬂn
d
) GUI
図 3 PowerWatch: 電力測定システム
を行いEk < Eとなる全ての fk(Gn; Cm)の中か
ら最も実行時間が短くなる Gn，Cm の組合せを
選び，周波数をGn に，コア数をCmに変更する．
² Step4: 2，3 を定期的に繰り返す一定時間 Tth
毎に繰り返し処理を行い，最適な状態を選択する．
図 2 に (2) の場合の周波数・コア数の選択の例を示
す．グラフは，全ての周波数・コア数のパターンで必
要なエネルギー Ek をプロットしたものである．エネ
ルギーが E 以下になるのは，2，3，4，5，8であり，
この中で最も実行時間の短い 2の組合せを選択する．
右側のグラフは，Tth 後の状態である．以前に，エネ
ルギーに余裕のある状態を選択したため，より高速に
実行できる周波数・コア数の組合せである 1を使用可
能になった．
このように，状態を監視しながら周波数・コア数を
選択することによって，モバイル機器においてユーザ
の要求を満たす最適化を行うことができる．
2.3 電力測定環境 PowerWatch
我々は，消費電力と実行時間のプロファイルを取得
するためのシステムPowerWatchを開発してきた．こ
のシステムにより PCの消費電力を測定し収集するこ
とができる．図 3にこのシステムの概念図を示す．こ
のシステムは以下に示す４つの特徴がある．
2.3.1 ホール素子を使用した電力モニタリング
消費電力の測定には，我々が構築したホール素子を
使用した電力測定環境を使用する．この環境は，測定
対象を破壊することなく数十 ¹秒の解像度で電力の測
定を可能にする．現在のシステムは，48個の電力線の
消費電力を同時に測定でき，複数台の PC の詳細な消
費電力の測定を同時に行うことができる．アプリケー
ションプログラムに組み込むための電力測定 APIを
作成した．この APIをプログラムに挿入することで
プログラム中の任意の部分における各 PCの消費電力
を取得することができる．また，ネットワーク上でリ
アルタイムに消費電力をモニタリングする GUI を提
供している．
2.3.2 実行時間プロファイルツール tlog
アプリケーションの実行プロファイルを取得するた
めにイベントの実行時間を取得するライブラリであ
る tlogを使用した．tlogとは time logの略称であり，
イベントごとの logを取るライブラリと可視化を行う
ツールである tlogviewから構成されている．プロファ
イルを取得するために，プロファイル取得コードをプ
ログラム内の適当な場所（例えば通信命令や，ループ
など）に挟みこむことで，tlog初期化からの開始時点
の経過時間と終了時点の経過時間を取得することがで
きる．プロファイルから得られた時間と電力プロファ
イルを対応づけることで指定した領域のエネルギーな
どを取得することができる．
2.3.3 DVFSコントロールランタイムライブラリ
DVFSをプログラム内で制御するためにライブラリ
を実装した．周波数と電圧の組み合わせである gearを
指定することで動作周波数の変更を行うことができる．
はじめに初期化ライブラリを呼び出しプロセッサの情
報を取得した後，実際に gearを変更する．動作周波
数変更ライブラリを呼び出した地点で所望の動作周波
数に変更するため，プログラムの特定箇所を所望の周
波数で動作させるといったことも可能である．周波数
と電圧の指定には FID と VID を用いている．今回，
Core2Duo，Athlon64 X2といった新たなプロセッサ
に対して周波数・電圧制御を行う．このため，従来の
DVFSコントロールランタイムライブラリを拡張する
必要がある．
2.3.4 パフォーマンスカウンタの取得
アプリケーションの実行時の状況を正確に把握する
ためにプロセッサのパフォーマンスカウンタとプログ
ラム実行情報を取得するライブラリを作成した．パ
フォーマンスカウンタの取得には PAPIを使用する．
これにより，実行時にキャッシュヒット回数や命令実
行数などプロセッサに関する様々な情報を取得するこ
とが可能である．同時にプログラムのどの地点を実行
しているかをトレースすることで，アプリケーション
の特性を詳細に知ることができる．
5表 2 Core2Duo E6600 の周波数・電圧・idle 時の消費電力
周波数 電圧 CPU12V(idle) +5V(idle) total(idle)
1.6GHz 1.175V 20W 26W 55W
1.86GHz 1.225V 21W 26W 56W
2.13GHz 1.275V 22W 26W 57W
2.4GHz 1.325V 22W 26W 57W
表 3 Athlon64 X2 5000+の周波数・電圧・idle 時の消費電力
周波数 電圧 CPU12V(idle) total(idle)
1.0GHz 1.10V 13W 32W
1.4GHz 1.15V 14W 34W
1.8GHz 1.20V 16W 35W
2.2GHz 1.25V 18W 37W
2.6GHz 1.30V 20W 40W
表 4 Core2Duo E6600 の EP の平均消費電力（実測値）
周波数 CPU12V(2core) +5V(2core) total(2core)
1.6GHz 23W(24W) 26W(26W) 58W(60W)
1.86MHz 26W(28W) 26W(26W) 61W(63W)
2.13GHz 30W(32W) 26W(26W) 65W(68W)
2.4GHz 34W(37W) 26W(26W) 69W(72W)
表 5 Athlon64 X2 5000+の EP の消費電力
周波数 CPU12V(2core) total(2core)
1.0GHz 22W(25W) 40W(43W)
1.4GHz 28W(32W) 48W(51W)
1.8GHz 35W(40W) 54W(60W)
2.2GHz 43W(50W) 63W(70W)
2.6GHz 52W(61W) 72W(82W)
表 1 対象とする PC の仕様
システム名 Mario Luigi
CPU Core2Duo E6600 Athlon64 X2 5000+
Clock 2.40GHz 2.6GHz
Cache L1/L2 32KB/4MB 64KB/512KB*2
Memory 1GB(DDR2) 1GB(DDR2)
HDD 250GB 250GB
kernel 2.6.18 2.6.18
Compiler gcc4.1.1 gcc4.1.1
TDP 65W 89W
3. 予 備 評 価
提案するシステムの実装には，様々な状況における
消費電力特性の評価が必要である．本論文では以下の
項目に着目し，評価を行った．
² 使用するコア数による消費電力特性の変化
² 周波数による消費電力特性の変化
² アプリケーションの特性による消費電力の変化
3.1 評 価 環 境
表 1 に評価を行った PC の仕様を示す．評価する
プロセッサとして，最近の主流になりつつある Intel
Core2Duo を搭載したシステムと AMD Athlon X2
を搭載したシステムを使用する．それぞれのプロセッ
サは，近年主流となってきているマルチコアプロセッ
サである．我々は，これまでにさまざまなプロセッサ
の消費電力特性の評価を行ってきた6) が，マルチコア
プロセッサについては行っていない．マルチコアプロ
セッサはこれからますます増えていくものと予測され
る．将来的なプラットフォームを想定すると，マルチ
コアプロセッサの消費電力特性を評価しなければなら
ない．今回は，設計方針の異なる 2つのマルチコアプ
ロセッサの評価を行い，マルチコアシステムの実装方
式とその電力特性について比較検討を行う．
マルチコアプロセッサの構成方法による差を明確に
検討するために，プロセッサ以外の構成要素について
はできる限り同じものになるよう，評価システムを設
計した．具体的には，メモリ，HDDは同じ製品を使
用した．マザーボードについては，同一製品を使用す
ることが出来ないた構成の似た同一メーカ社製品を
使用した．，OS環境はいずれも Linuxを用いている．
Linuxの kernelバージョン，使用したコンパイラ，ラ
イブラリなども同一とし，評価にプロセッサ以外の影
響ができる限り現れないようにした．
各システムのATX電源におけるプロセッサへ直接電
力を供給するCPU12V，マザーボードやメモリなどの
コンポーネントに電力を供給する+12V，+5V，+3.3V
（プロセッサやマザーボードの設計によってどのライ
ンがどのコンポーネントに電源供給するかは異なる）
の計 5 つの電線に流れる電流から消費電力を測定す
る．今回はプロセッサによる特性の違いを見るために，
HDDは電力測定の対象から外した．
3.2 ベンチマークプログラム
各システムの消費電力特性評価のために，ベンチ
マークプログラムを実行した．常にキャッシュヒット
し，CPUが計算をし続けるプログラムとして高性能
並列計算用ベンチマークである Nas Parallel Bench-
marks（NPB）から EP を，PC向けマルチメディア
アプリケーションとして動画の圧縮などに用いられて
いるMPEGのベンチマークとしてMediaBenchを使
用した．
3.3 Core2Duoの消費電力特性
Core2Duoでベンチマークプログラムを実行し，消
費電力を測定することによって消費電力特性を評価
した．
3.3.1 idle時の消費電力
表 2にCore2Duoで使用した周波数と消費電力に変
化が見られた主なラインならびにシステム全体の idle
時の消費電力を示す．このように，Core2Duo では，
周波数を下げても消費電力の変化が少ない．消費電力
の周波数変更に必要なオーバーヘッドを考えると，短
い期間で周波数を下げることは消費電力の削減に適し
ていない．また，待ち時間に周波数を下げることによ
る効果が低くなる可能性がある．一方，+5Vラインの
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図 4 Core2Duo における 2.4GHz で実行したときの thread 数による消費電力の違い
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図 5 Core2Duo における 1.6GHz で実行したときの thread 数による消費電力の違い
消費電力が非常に高い．これは，仮に DVFS により
CPUの消費電力が削減できても，相対的に+5Vの消
費電力が高く，消費電力削減の効果が得られにくい．
3.3.2 最大負荷時の消費電力特性
次に，最大負荷時の消費電力特性の評価を行った．
表 4に EPを実行したときの最大消費電力をスレッド
数・周波数別に示す．このように，周波数やコア数を
変化させても消費電力は大きく変化しない．実行時間
の変化を考えるとCore2Duoでは，少しでも速くプロ
グラムの実行を終えることが省電力化につながる可能
性がある．また，+5Vのラインは実行時と idle時に
おいて消費電力がほとんど変化せず，実行にかかわら
ず固定的に電力を消費していると思われる．
3.3.3 MPEG実行時の消費電力
一般的な PCアプリケーションの消費電力特性の評
価のためにMediaBenchのMPEGを使用した．図 4
に最大周波数における，図 5に最低周波数におけるコ
ア数によるMPEGベンチマークを実行したときの消
費電力特性の変化を示す．各グラフにおいて，システ
ム全体の消費電力，CPU12V，+5Vがプログラムの
実行状態に応じて消費電力を変化しながら処理を進め
ていることを確認できる．まず，周波数による消費電
力の違いに着目する．周波数が 2.4GHz，2thread実
行時の最高周波数と最低周波数における消費電力の差
は約 10Wである．システムの最大消費電力が 80W前
後であることを考えると，消費電力の変化は少ない．
また，+5V のラインはプロセッサ周辺の消費電力が
下がったときに，消費電力が数W 上昇する．これは，
メモリアクセスによりバスなどの消費電力が増加した
ためだと考えられる．
thread数を変化させた場合の消費電力に着目する．
周波数が同一で thread数（使用したコア数）を変化
させた場合，消費電力は数Wの範囲（最大周波数の
時に 7W程度）で変化する．これまでに共有メモリ型
システムにおいて広く使われていた SMPの場合，ひ
とつのコアを使わない場合，大幅に消費電力を削減で
きる．しかしながら Core2Duoの場合，消費電力の変
化はわずかであった．計算を行うコアの消費電力が非
常に低く，かつ計算部分以外の固定的な消費電力が高
い可能性を示している．
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図 6 Athlon64 X2 における 2.6GHz で実行したときの thread 数による消費電力の違い
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図 7 Athlon64 X2 における 1GHz で実行したときの thread 数による消費電力の違い
3.4 Athlon X2の消費電力特性
3.4.1 idle時の消費電力
表 3に Athlon64 X2で使用した周波数と消費電力
に変化が見られた主なラインならびにシステム全体の
idle時の消費電力を示す☆．
このように，Athlon64 X2では，周波数によって消
費電力に変化が見られる．idle時に消費電力が下げら
れるならば，メモリアクセスや HDDへのアクセス時
間などにプロセッサの周波数を下げることによって無
駄なエネルギーの消費を抑えることができる可能性が
ある．一方，CPU12V以外の消費電力は大きくなく，
システム全体における CPU周りの消費電力の割合が
非常に高い．このことからDVFSなどによりプロセッ
サの消費電力を大幅に削減できるものと考えられる．
3.4.2 最大負荷時の消費電力特性
次に，最大負荷時の消費電力特性の評価を行った．
表 5に EPを実行したときの最大消費電力をスレッド
数・周波数別に示す．まず，周波数による消費電力の
☆ Athlon X2 の一部の周波数と電圧の組み合わせは公式にアナウ
ンスされていないため推測で値を決めた
違いに着目する．最大周波数と最低周波数におけるシ
ステムの消費電力の変化は約 30Wとなる．結果から，
この変化のほとんどは CPU12Vの変化と同じであり，
DVFSを利用することで消費電力を大幅に削減できる
と考えられる．
コア数による消費電力の変化に着目する．周波数が
高い場合は，コア数によって消費電力が大きく異なる．
消費電力の違いは最大で 20Wであり，このようなア
プリケーションにおいては，状況に応じてコア数を選
択することで消費電力の削減を行うことが期待できる．
3.4.3 MPEG実行時の消費電力
図 6，図 7にMPEGベンチマークを実行したとき
の周波数，コア数の違いによる消費電力特性を示す．
まず，周波数による消費電力の違いに着目する．シス
テム全体の消費電力は 40W前後から最大で 90W前後
まで上昇する．このように，周波数によって消費電力
が大きく異なる場合，状況に応じて周波数を下げるこ
とによって，エネルギーの消費を抑えることができる．
一方で，コア数による消費電力の変化に着目すると，
消費電力が状況に応じて大きく変化するのが確認でき
る．2コア使用した場合，消費電力が高くなる山が 2
8つ確認できる．一方で，1コア使用時では消費電力の
変化の山は一つしか確認できない．最初の山の消費電
力の差が非常に大きいことから 2 コアの場合はキャッ
シュヒットしており，1コアの場合はキャッシュミス
ヒットしていると考えられる．これに関しては，詳細
なパフォーマンスカウンタなどからの情報が必要にな
るが，複数のコアを使用することでこのような，消費
電力特性が他のアプリケーションでも見られる可能性
が十分にある．
このような消費電力特性を示す場合，例えばメモリ
アクセス時などのように消費電力が低くなる際に低い
周波数を選択することによって，性能を維持しながら，
エネルギーの消費を削減することができる．
4. 考 察
4.1 消費電力の違い
今回，PCのプロセッサとして主流であるCore2Duo
と Athlon X2 の消費電力特性の評価を行った．その
結果，それぞれの消費電力特性は大きく異なることが
分かった．以下に，Core2Duo，Athlon64 X2それぞ
れの消費電力特性をまとめる．
Core2Duoの電力特性
² 周波数による消費電力変動は約 10W
² thread数による消費電力の差は最大で 8W程度
² アプリケーション実行時にそれほど大きく消費電
力が変化しない
² +5Vラインの消費電力は 30W弱となり，高い
Athlon64 X2 の電力特性
² 周波数による消費電力変動は約 40W
² thread数による消費電力の差は最大で 20W程度
² アプリケーション実行時に大きく消費電力が変化
する
² CPU に使われるライン以外の消費電力は低く，
10W以下でほとんど変化しない
動作周波数による消費電力の違いの原因のひとつと
して，使用できる電圧・周波数の幅の違いが考えられ
る．Athlon64 X2は Core2Duo と比較して動作可能
な周波数の幅が広い．2 thread 実行時の挙動も異な
る．これは，共有 L2 キャッシュを用いる Core2Duo
型の設計と L2キャッシュが分離されているAthlon64
X2の特徴をあらわしているものであると考えられる．
4.2 コア数制御機構による省電力化
我々の提案するシステムでは，状況に応じて必要の
無いコアをより消費電力の低いステートまで遷移させ，
定常的に消費する電力を抑える機能を実装する予定で
ある．今回使用した環境では，Core2Duo, Athlon64
X2共に，ステート遷移によるコア数制御を行うこと
ができなかった．今回の評価では，threadを用いるこ
とにより，仕事を行うコアと行わないコアを区別する
ことで，それぞれの消費電力の評価を行い，コア数に
よる特性の違いを明らかにした．今後は，この問題を
解決し，提案するシステムに実装する予定である．
4.3 電力予測機構の検討
実際の環境において，常に消費電力を測定できると
は限らない．状況に応じた消費電力を予測することが
可能であるならば，実際の消費電力を測定することな
く最適化を行うことが可能である．そこで，消費電力
の予測について検討を行う．
これまでの実験結果より，システム全体の消費電力
変動はプロセッサとメモリが影響しているものと考え
られる．特にプロセッサの影響が大きいため，以降は
プロセッサの消費電力について議論する．
プロセッサの消費電力が変化する要因として，次の
ものが挙げられる．
² プロセッサの動作周波数・電圧
² 使用するコア数
² プロセッサの使用率
プロセッサの消費電力は Ptotal = aV 2ccf + Pstatic
で与えられることが知られている．実験結果，特に
Athlon64 X2の結果はこの傾向を顕著に示している．
使用するプロセッサコア数によっても消費電力が変化
する．しかしながら，Core2Duo と Athlon64 X2 で
は，その変化量に大きな差がある．これらはキャッシュ
構造が影響しているものと考えられる．プロセッサの
動作によって消費電力が変わることも実験結果より明
らかである．
これらの要素は，いずれもプロセッサの消費電力に
直接影響する．いずれも，プロセッサの状態を監視す
ることにより取得可能な情報である．プログラムの実
行時にこれらの情報を取得，解析することによって消
費電力を予測できる．
今回の実験結果より，プロセッサの消費電力 Pproc
は，
Pproc = f(V
2
ccf;#cores; CPUutilization)(1)
で予測できると考えられる．しかしながら，プロセッ
サの構成によって適切な関数が変化する可能性も蟻，
またこれ以外の要因によっても消費電力が変化する可
能性もある．どのような要素を用いることが適切かに
ついては，今後さらに検討を行う必要がある．
一方，間接的に変化する値と消費電力の関係から，
予測を行う方法も考えられる．例えば，キャッシュミス
回数などの情報と消費電力の相関を求める方法が，考
えられる．キャッシュミスが頻発（メモリアクセスが
頻発）した場合や，プロセッサを明示的にアイドル状
態にした場合，プロセッサの消費電力は減少する．こ
れらの挙動の変化は，パフォーマンスカウンタによっ
て捕らえることができる．パフォーマンスカウンタの
情報と消費電力の間に相関関係が見られれば，これを
用いて消費電力を予測することが可能である．
また，各種カウンタ値と性能に相関関係があること
はすでに知られており9)，この手法を電力予測にも拡
9張できると考えられる．
4.4 システムの開発状況
現在までに，提案するシステムの実現のために，
PowerWatch を拡張し，動的にパフォーマンスカウ
ンタの値を取得する機構，消費電力特性の基礎評価を
終了している．これらを組み合わせることで，より詳
細な消費電力特性の評価を行う．今後の課題として，
これらのデータから最適な周波数・コア数を選択する
アルゴリズムの検討を行を行う．コア数の制御を行う
ために，様々な調査・開発を進め，全てを統合するこ
とでシステムの実装を行う．
また，2.2で提案したモバイル機器における最適化
の実現のために，消費電力の予測モデルを確立し，実
際のノート PCなどで実行することで，ユーザの要求
に適切に答えられるかどうかの評価を行う．
5. 関 連 研 究
静的な解析によるDVFSの最適化
DVFSを用いて実行中に周波数を制御する研究には
様々なものがある．Hsu5) らはコンパイラによってア
プリケーションプログラムを静的に解析し， 逐次プ
ログラム内で動作周波数を変更することで大幅なエネ
ルギーの削減を実現している．
DVFSの動的最適化
Hsu4) らはランタイムによる DVFSの制御を行い，
様々なアプリケーションで大幅なエネルギーの削減を
実現している．この研究では，次のある一定の期間の
周波数を決めるために，過去の様々な情報を統計的に
処理することで適切な周波数を決める．このため，動
作周波数が大きく変動することは無く，粗粒度で滑ら
かに変動する．これにより，アプリケーションに依存
することなく周波数の最適化を行うことができる．ラ
ンタイムによる実装により，ユーザに意識させること
なく最適化が可能である．
6. お わ り に
本プロジェクトでは，近年需要が増している PCに
おける消費電力の自動制御機構の提案を行い，マルチ
コアプロセッサにおける予備評価を行った．結果から，
マルチコアプロセッサを使用するプロセッサの消費電
力特性を明らかにし，プロセッサの構造によって消費
電力削減の効果に大きな違いがあることがわかった．
また，モバイル機器におけるバッテリ駆動の最適化の
ためのシステムの提案を行い，システム構築に必要と
なる消費電力の予測モデルの検討を行った．
今後は，現在問題となっているコア数の制御機構の
開発を進め，また拡張した PowerWatch を使用する
ことでより詳細なアプリケーションの評価を行い，シ
ステムの実装を行ったのち，実際の PCにおいて評価
を行う予定である．
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