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Abstract
We study representations of a free associative algebra T ∗(W ⊗W ∗) in a vector space
V with the property V ⊗ V ∼= V ⊕ V0 where T
∗(W ⊗ W ∗) acts by zero on V0 and
the tensor product V ⊗ V of representations corresponds to the natural homomorphism
W ⊗W ∗ → W ⊗W ∗ ⊗W ⊗W ∗. We develop an algebraic theory of such objects and
construct a lot of examples.
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1 Introduction
Let W be a vector space1. Denote by AW the category of finite-dimensional representations of
T ∗(W ⊗W ∗), the free associative algebra generated by W ⊗W ∗, where W ∗ stands for the dual
vector space. An object V ∈ Ob(AW ) is just a linear mapping
W ⊗W ∗ ⊗ V → V
without any constrains. By a well-known result from linear algebra it can be considered as a
linear map
W ⊗ V → V ⊗W
as well. The category AW possesses a structure of tensor category: given two representations
P1 : W ⊗ V1 → V1 ⊗W and P2 : W ⊗ V2 → V2 ⊗W we construct its tensor product V1 ⊗ V2
as the following composition
W ⊗ V1 ⊗ V2
P1⊗1−−−→ V1 ⊗W ⊗ V2
1⊗P2−−−→ V1 ⊗ V2 ⊗W.
This tensor product often appears in the algebraic study of lattice models [1].
We denote by [V ] the image of V ∈ Ob(AW ) in the Grothendieck group of AW .
In the paper [2] Maxim Kontsevich posed the following2
Question. Are there interesting objects V ∈ Ob(AW ) for some W such that [V ⊗V ] = [V ]?
In these notes we make an attempt to answer this question.
Definition 1. A K-projector P is a linear mapping P : W ⊗V → V ⊗W such that in the
tensor category AW defined above we have
[V ⊗ V ] = [V ].
To create an algebraic theory of K-projectors we need to add some constrains to this defi-
nition.
Definition 2. A K-projector P : W ⊗ V → V ⊗W is called regular if V is an irreducible
representation of T ∗(W ⊗W ∗) and V ⊗ V ∼= V ⊕ V0 where [V0] = 0 in the Grothendieck group
of AW .
It seems that this constrain is not very restrictive: any “interesting” K-projector should be
regular. However, we will also need a more restrictive
Definition 3. A K-projector P : W ⊗ V → V ⊗W is called perfect if V is an irreducible
representation of T ∗(W ⊗W ∗) and V ⊗ V ∼= V ⊕ V0 where T
∗(W ⊗W ∗) acts by zero on V0.
1All vector spaces in these notes are finite-dimensional and over C.
2See [2], Section 3.5, Question 6.
3
2 K-projectors as representations of certain associative
algebras
In order to formulate the main results of this Section we need the following
Definition 4. A P -algebra is a vector space V together with two linear maps µ : V⊗V → V
and λ : V → V ⊗ V subject to the following constrains:
- µ is an associative multiplication and λ is an associative comultiplication in V .
- The following composition V
λ
−→ V ⊗ V
µ
−→ V is equal to the identity.
Remark 1. In general a P -algebra is not a bialgebra. We do not require for λ to be a
homomorphism of associative algebras.
Definition 5. Let V be a P -algebra. A weak envelope of V is an associative algebra
Enw(V ) generated by V ⊗ V
∗ with the following defining relations∑
α
(u⊗ x′′α)(v ⊗ x
′
α) = µ(v ⊗ u)⊗ x, where µ
∗(x) =
∑
α
x′α ⊗ x
′′
α (2.1)
∑
α
(u′′α ⊗ x)(u
′
α ⊗ y) = u⊗ λ
∗(y ⊗ x), where λ(u) =
∑
α
u′α ⊗ u
′′
α (2.2)
for all u, v ∈ V , x, y ∈ V ∗. Here µ∗, λ∗ stand for the dual maps.
Definition 6. Let V be a P -algebra. An envelope of V is the tensor product of associative
algebras V with multiplication µ¯ and V ∗ with multiplication λ¯∗ where µ¯, λ¯∗ stand for opposite
multiplications. In other words, an envelope is the vector space En(V ) = V ⊗ V ∗ with the
associative product defined by
(u⊗ x)(v ⊗ y) = µ(v ⊗ u)⊗ λ∗(y ⊗ x). (2.3)
Let us choose a basis e1, ..., en in V . Let µ(ei ⊗ ej) = c
k
ijek and λ(ei) = s
jk
i ej ⊗ ek. These
tensors must satisfy the constrains3
crijc
t
rk = c
t
irc
r
jk, s
ir
t s
jk
r = s
ij
r s
rk
t , s
rt
i c
j
rt = δ
j
i (2.4)
by Definition 4 where δji is a Kronecker delta. Let e
j
i = ei ⊗ e
j be the corresponding basis of
V ⊗ V ∗. The weak envelope Enw(V ) is generated by e
j
i , i, j = 1, ..., n with defining relations
ckrte
t
je
r
i = c
p
ije
k
p, s
rt
i e
k
t e
j
r = s
jk
p e
p
i . (2.5)
The envelope En(V ) is the associative algebra with the basis eji , i, j = 1, ..., n and the
product given by
elje
k
i = c
t
ijs
kl
r e
r
t . (2.6)
3Here and in the sequel we assume summation by repeated latin indexes.
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Lemma 1. There exists a homomorphism of associative algebras φ : Enw(V ) → En(V )
such that φ|V⊗V ∗ = Id. In other words, En(V ) is a quotient of Enw(V ).
Proof. We need to prove that the relations (2.1), (2.2) are both consequences of (2.3).
Computing the products in the l.h.s. of (2.1) by virtue of (2.3) we obtain∑
α
(u⊗ x′α)(v ⊗ x
′′
α) =
∑
α
µ(v ⊗ u)⊗ λ∗(x′′α ⊗ x
′
α) = µ(v ⊗ u)⊗ λ
∗(µ∗(x)) = µ(v ⊗ u)⊗ x
where we used the property of P -algebras µ ◦ λ = Id from the Definition 4. The proof of (2.2)
is similar. 
The main results of this section are the following
Theorem 1. There exists a natural correspondence: given a regular K-projector P : W ⊗
V → V ⊗W one can construct a P -algebra structure in the vector space V and a representation
of Enw(V ) in the vector space W . Moreover, given a P -algebra structure in a vector space V
and a representation of Enw(V ) in a vector space W obtained from some regular K-projector,
one can reconstruct thisK-projector. On the other hand, given an arbitrary P -algebra structure
in a vector space V and a representation of Enw(V ) in a vector space W one can construct a
representation of T ∗(W ⊗W ∗) in the vector space V such that V ⊗ V ∼= V ⊕ V0 but it is not
necessarily that [V0] = 0 nor V is irreducible as a representation of T
∗(W ⊗W ∗).
Theorem 2. There exists a natural correspondence: given a perfect K-projector P : W ⊗
V → V ⊗W one can construct a P -algebra structure in the vector space V and a representation
of En(V ) in the vector spaceW . Moreover, given a P -algebra structure in a vector space V and
a representation of En(V ) in a vector space W obtained from some perfect K-projector, one
can reconstruct this K-projector. On the other hand, given an arbitrary P -algebra structure
in a vector space V and a representation of En(V ) in a vector space W one can construct a
representation of T ∗(W ⊗W ∗) in the vector space V such that V ⊗ V ∼= V ⊕ V0 where V0 is a
zero representation of T ∗(W ⊗W ∗) but V is not necessarily irreducible.
Remark 2. Therefore, given an arbitrary P -algebra structure in the vector space V and
a representation of En(V ) in a vector space W one can construct a K-projector which is not
necessarily perfect.
Proof. Let P : W ⊗ V → V ⊗W be a regular K-projector. We have V ⊗ V ∼= V ⊕ V0 and
therefore V ⊗ V ⊗V ∼= V ⊗V ⊕V0⊗ V ∼= V ⊕V
′
0 where [V0] = [V
′
0 ] = 0 and V is an irreducible
representation of T ∗(W ⊗W ∗). Therefore, the both representations V ⊗ V and V ⊗ V ⊗ V
contain V with multiplicity one. Let µ : V ⊗ V → V and λ : V → V ⊗ V be intertwining
operators of these T ∗(W ⊗W ∗)-modules. By the Schur lemma these exist and unique up to
multiplication by scalars. Moreover, consider the diagrams
V
λ
−→ V ⊗ V
µ
−→ V
5
V ⊗ V ⊗ V
µ⊗1
−−−→ V ⊗ V
1⊗ µ
y y µ
V ⊗ V
µ
−−−−→ V
V
λ
−−−−→ V ⊗ V
λ
y y λ⊗ 1
V ⊗ V
1⊗λ
−−−−→ V ⊗ V ⊗ V
By the Schur lemma the composition in the first diagram is proportional to identity and
can be made equal to identity by rescaling of µ or λ. Also by the Schur lemma the second and
the third diagrams are commutative up to proportionality but it is easy to see (considering the
corresponding pentagon diagrams) that these coefficients of proportionality are equal to one.
Therefore, we obtain a P -algebra. To obtain a representation of the weak envelope Enw(V )
we consider our K-projector P : W ⊗ V → V ⊗ W as W ⊗ V ⊗ V ∗ → W . This gives a
representation of T ∗(V ⊗ V ∗) in W . To prove the relations (2.1) and (2.2) we consider the
following diagrams
W ⊗ V ⊗ V
P⊗1
−−−→ V ⊗W ⊗ V
1⊗P
−−−→ V ⊗ V ⊗W
1⊗ µ
y y µ⊗ 1
W ⊗ V
P
−−−−−−−−−−−−−−→ V ⊗W
(2.7)
and
W ⊗ V ⊗ V
P⊗1
−−−→ V ⊗W ⊗ V
1⊗P
−−−→ V ⊗ V ⊗W
1⊗ λ
x x λ⊗ 1
W ⊗ V
P
−−−−−−−−−−−−−−→ V ⊗W
(2.8)
These diagrams are commutative by construction and give the relations (2.1) and (2.2). In
a basis e1, ..., en the structure of T
∗(V ⊗ V ∗)-module in W is defined by
w ⊗ ei
P
7−→ ej ⊗ e
j
iw
where eji = ei⊗ e
j is the corresponding basis of V ⊗ V ∗ and w ∈ W . The commutativity of the
diagram (2.7) gives
w ⊗ ei ⊗ ej
P⊗1
7−−−→ et ⊗ e
t
iw ⊗ ej
1⊗P
7−−−→ et ⊗ er ⊗ e
r
je
t
iw
7−
→
7−
→
1⊗ µ µ⊗ 1
crijw ⊗ er
P
7−−−−−−−−−−−→ crijek ⊗ e
k
rw = c
k
trek ⊗ e
r
je
t
iw
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which gives the first relation in (2.5). Similar computation with the diagram (2.8) gives the
second relation in (2.5).
Therefore, we obtain a representation of Enw(V ). It is clear that some of these steps can
be done backwards: given a P -algebra V and a representation of Enw(V ) in a vector space
W we obtain the commutative diagrams (2.7) and (2.8) which show that V ⊗ V ∼= V ⊕ V0 as
T ∗(W ⊗W ∗)-modules. But we do not obtain in general that [V0] = 0 nor that V is irreducible.
This proves the Theorem 1. 
Let P : W ⊗V → V ⊗W be a perfect K-projector. It is clear that any perfect K-projector
is also regular so we have a P -algebra V and a representation of Enw(V ) in W by the previous
consideration. We need to prove the relations (2.3). It is clear that λ◦µ is a projector in V ⊗V .
Indeed, (λ ◦ µ)2 = λ ◦ (µ ◦ λ) ◦ µ = λ ◦ Id ◦ µ = λ ◦ µ. This projector is a homomorphism of
T ∗(W ⊗W ∗)-modules and Im(λ ◦µ) = V . Therefore, Ker(λ ◦µ) = Im(Id−λ ◦µ) = V0 which is
a zero representation of T ∗(W ⊗W ∗) by definition of a perfect K-projector. This means that
the composition of the linear maps P ⊗ 1 and 1⊗ P applied to Im(Id− λ ◦ µ) gives zero which
is equivalent to (2.3).
Computing in a basis e1, ..., en of V we get
(Id− λ ◦ µ)ei ⊗ ej = ei ⊗ ej − c
r
ijs
pt
r ep ⊗ et
and
w ⊗ (ei ⊗ ej − c
r
ijs
pt
r ep ⊗ et)
P⊗1
7−→ ek ⊗ e
k
iw ⊗ ej − c
r
ijs
pt
r ek ⊗ e
k
pw ⊗ et
1⊗P
7−→
1⊗P
7−→ ek ⊗ el ⊗ e
l
je
k
iw − c
r
ijs
pt
r ek ⊗ el ⊗ e
l
te
k
pw = ek ⊗ el ⊗ (e
l
je
k
i − c
r
ijs
pt
r e
l
te
k
p)w = 0
and we obtain
elje
k
i = c
r
ijs
pt
r e
l
te
k
p (2.9)
Applying the second relation from (2.5) to the r.h.s. of (2.9) we obtain (2.6). Therefore, we
obtain a representation of En(V ).
It is clear that some of these steps can be done backward: given a representation of En(V )
in a vector space W one can construct a K-projector. The only problem is that V is not
irreducible in general and therefore the corresponding K-projector is not necessarily perfect. 
According to [2], any K-projector P : W ⊗ V → V ⊗ W gives rise an infinite series of
projectors PN : W
⊗N →W⊗N . In our framework this can be reformulated as follows
Lemma 2. Let V be a P -algebra. Let P1 = Id ∈ En(V ) = V ⊗ V
∗ = End(V ) and in
general PN = Id ∈ En(V )
⊗N = End(V ⊗N ). Then P 2N = PN for all N = 1, 2, .... In a basis
e1, ..., en of V we have
P1 = e
i
i, P2 = e
j
i ⊗ e
i
j , ..., PN = e
i2
i1
⊗ ei3i2 ⊗ ...⊗ e
iN
iN−1
⊗ ei1iN , ... (2.10)
Therefore, if W is a En(V )-module, then PN defines a projector in W
⊗N for each N = 1, 2, ...
Remark 3. According to [2], if V, W correspond to a K-projector P : W ⊗ V → V ⊗W ,
then the numbers tr(PN) = dim(Im(PN)) are important invariants of P .
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Proof. We have
P 21 = e
i
ie
j
j = c
r
ijs
ij
t e
t
r = δ
r
t e
t
r = e
r
r = P1
where we use (2.6) and (2.4). The computation for PN is similar. 
3 Examples of P-algebras
The results of the previous Section suggest the following way for constructing examples of
perfect K-projectors:
1. Construct examples of P -algebras.
2. Construct representations of the envelope of each P -algebra obtained in the previous
step.
3. For each representation obtained in the previous step check if the corresponding K-
projector is perfect.
In this Section we address the first step which seems to be the hardest.
Example 1. Let V be a two-dimensional vector space with a basis e1, e2. Assume that
λ(e1) = e1 ⊗ e1, λ(e2) = e2 ⊗ e2. (3.11)
Then each of the following formulas defines a P -algebra
µ(e1 ⊗ e1) = e1, µ(e2 ⊗ e2) = e2, µ(e1 ⊗ e2) = µ(e2 ⊗ e1) = 0, (3.12)
µ(e1 ⊗ e1) = e1, µ(e2 ⊗ e2) = µ(e1 ⊗ e2) = µ(e2 ⊗ e1) = e2, (3.13)
µ(e1 ⊗ e1) = µ(e1 ⊗ e2) = e1, µ(e2 ⊗ e2) = µ(e2 ⊗ e1) = e2, (3.14)
µ(e1 ⊗ e1) = µ(e2 ⊗ e1) = e1, µ(e2 ⊗ e2) = µ(e1 ⊗ e2) = e2, (3.15)
Lemma 3. All P -algebras with dim V = 2 and semisimple comultiplication are listed in
Example 1.
Proof. Any semisimple two-dimensional algebra is commutative and the coproduct of the
corresponding coalgebra is given by (3.11). One can check by direct computation that any
product compatible with the coproduct given by (3.11) in the sense of (2.4) is given by one of
(3.12) - (3.15). 
It seems to be natural, at least from the pure algebraic point of view, to try to classify
all P -algebras such that both product and coproduct are semisimple. The first step in this
direction is the following
8
Theorem 3. Let V be a P -algebra such that the product µ and the coproduct λ are
both semisimple and commutative. Then there exist bases e1, ..., en and f1, ..., fn of V and a
nonsingular n× n matrix (rβα) such that
rβα ∈ {0, 1}, eα = r
t
αft, λ(eα) = eα ⊗ eα, µ(fβ ⊗ fβ) = fβ α, β = 1, ..., n. (3.16)
The matrix (rβα) is determined by a P -algebra V up to independent permutations of rows
and columns. Moreover, for any nonsingular (0, 1)-matrix (rβα) the formulas (3.16) define a
P -algebra with commutative semisimple product and coproduct.
Remark 4. For n = 2 there are two nonsingular (0, 1)-matrices up to independent rows
and columns permutations:
(
1 0
0 1
)
and
(
1 1
0 1
)
. The corresponding P -algebras are given
in Example 1 by (3.12) and (3.13).
Remark 5. For n = 3 there are 8 nonsingular (0, 1)-matrices up to independent rows and
columns permutations.
Proof. Let V be a P algebra such that the product µ and the coproduct λ are both
semisimple and commutative. It is known [3] that there exist bases e1, ..., en and f1, ..., fn of V
such that λ(eα) = eα⊗eα, µ(fβ⊗fβ) = fβ, α, β = 1, .., n and this bases are defined uniquely up
to permutations. Define a matrix (rβα) by eα = r
t
αft, this matrix is nonsingular by construction
and is defined uniquely up to independent rows and columns permutations. The only condition
we need to require is µ ◦ λ = Id. We have
µ(λ(eα)) = µ(eα ⊗ eα) = r
p
αr
q
αµ(fp ⊗ fq) = δp,qr
p
αr
q
αfq = (r
p
α)
2fp, eα = r
p
αfp
and therefore (rpα)
2 = rpα which is equivalent to r
p
α ∈ {0, 1}. 
Example 2. Let V be a P -algebra such that V ∼= Mat2(C) as an algebra with the product
µ and V ∼= C ⊕ C ⊕ C ⊕ C as a coalgebra with the coproduct λ. Let e1, e2, e3, e4 ∈ Mat2(C)
be a basis of Mat2(C) such that λ(eα) = eα ⊗ eα, α = 1, 2, 3, 4. These matrices are defined
uniquely up to permutations and simultaneous conjugations. The only condition we have is
e2α = eα, α = 1, 2, 3, 4. There are two possibilities (up to permutations of eα): rk(e1) =
2, rk(e2) = rk(e3) = rk(e4) = 1 and rk(e1) = rk(e2) = rk(e3) = rk(e4) = 1. In the first case we
have
e1 =
(
1 0
0 1
)
, e2 =
(
1 0
0 0
)
, e3 =
(
a1 b1
c1 1− a1
)
, e4 =
(
a2 b2
c2 1− a2
)
(3.17)
where a1(1− a1) = b1c1, a2(1− a2) = b2c2 and in the second case we have
e1 =
(
1 0
0 0
)
, e2 =
(
a1 b1
c1 1− a1
)
, e3 =
(
a2 b2
c2 1− a2
)
, e4 =
(
a3 b3
c3 1− a3
)
(3.18)
where a1(1− a1) = b1c1, a2(1− a2) = b2c2, a3(1− a3) = b3c3.
Example 3. Similarly to the previous example, let V be a P -algebra such that V ∼=
Matn(C) as an algebra with the product µ and let V be a commutative semisimple coalgebra
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with respect to the coproduct λ. It is clear that the description of such P -algebras is the
same as the description of bases in Matn(C) consisting of projectors up to permutation and
conjugation.
Example 4. Let V ∼= Matn(C) as an algebra with the product µ and as a coalgebra with
the coproduct λ. To describe such P -algebras we need to describe bases eij , i, j = 1, ..., n in
Matn(C) such that ei1e1j + ...+ einenj = eij , i, j = 1, ..., n. In other words, we need to describe
block n × n-matrices E = (eij) consisting of n × n-matrices eij such that E
2 = E and eij is a
basis of Matn(C). Two block matrices E and E
′ define isomorphic P -algebras iff E ′ = UEU−1
where U is a product of a block diagonal matrix with equal matrices on the diagonal and a
block matrix with scalar entries.
Example 5. Set n = 2 in the previous example. We have E =
(
a b
c d
)
where a, b, c, d ∈
Mat2(C) is a basis. Assume that b is invertible. In this case the condition E
2 = E is equivalent
to d = 1− b−1ab, c = b−1a(1− a) for arbitrary a, b. In this case tr(E) = tr(a) + tr(d) = 2 and
therefore rk(E) = 2.
Remark 6. It is clear from these examples that the problem of classification of P -algebras
with semisimple product and coproduct is wild. However, it is easy to construct examples of
such P -algebras.
Theorem 4. There exists one-to-one correspondence between P -algebras with simisimple
products and coproducts and the following data:
- Two families of vector spaces L1, ..., Lr and M1, ...,Mt such that
r∑
α=1
(dimLα)
2 =
t∑
β=1
(dimMβ)
2
- An isomorphism of vector spaces
Q :
r⊕
α=1
Lα ⊗ L
∗
α →
t⊕
β=1
Mβ ⊗M
∗
β
such that all induced homomorphisms Qα,β : Lα ⊗ L
∗
α → Mβ ⊗M
∗
β considered as linear maps
Q¯α,β : Lα ⊗M
∗
β → Lα ⊗M
∗
β are projectors
4: Q¯2α,β = Q¯α,β.
Proof. We are given that V is a semisimple associative algebra with respect to the product
µ. By the Wedderburn’s theorem [3] we have an isomorphism of associative algebras
V ∼=
t⊕
β=1
Hom(Mβ ,Mβ)
where M1, ...,Mt are some vector spaces. Similarly we have
V ∗ ∼=
r⊕
α=1
Hom(Lα, Lα)
4We agree that zero maps are also projectors.
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because the algebra V ∗ with the product λ∗ is also semisimple. Using canonical isomorphisms
Hom(U, U) ∼= U ⊗ U∗ and (U ⊗ U∗)∗ ∼= U ⊗ U∗ we can rewrite these isomorphisms as
V ∼=
r⊕
α=1
Lα ⊗ L
∗
α and V
∼=
t⊕
β=1
Mβ ⊗M
∗
β
which gives the isomorphism Q. The only property of these data we need to require is µ◦λ = Id.
Let e1,α, ..., ekα,α be a basis of Lα and let f1,β, ..., fmβ ,β be a basis ofMβ . We denote by e
1
α, ..., e
kα
α
and f 1β , ..., f
mβ
β the corresponding dual bases. We have
µ(λ(ei,α ⊗ e
j
α)) = µ(ei,α ⊗ e
p
α ⊗ ep,α ⊗ e
j
α) =
t∑
β=1
Q
β,p,t
α,i,r Q
β,j,s
α,p,q m(fβ,t ⊗ f
r
β ⊗ fβ,s ⊗ f
q
β) =
=
t∑
β=1
Q
β,p,t
α,i,r Q
β,j,s
α,p,q δ
r
s fβ,t ⊗ f
q
β =
t∑
β=1
Q
β,p,t
α,i,r Q
β,j,r
α,p,q fβ,t ⊗ f
q
β
and
ei,α ⊗ e
j
α =
t∑
β=1
Q
β,j,t
α,i,q fβ,t ⊗ f
q
β .
Therefore, we obtain Qβ,p,tα,i,r Q
β,j,r
α,p,q = Q
β,j,t
α,i,q where Q
β,j,t
α,i,q are matrix elements of both Qα,β and
Q¯α,β. This is equivalent to the statement that Q¯α,β are projectors. 
4 Examples of K-projectors
In this Section we construct examples of K-projectors using our previous results. We also
compute the rank of the projectors PN in each of these examples
5.
4.1 The case of commutative semisimple product and coproduct
Let V be a P -algebra described in Theorem 3. The envelop En(V ) is a commutative semisimple
algebra with a basis gji = fi⊗e
j and a product gji g
l
k = δikδjlg
j
i . Any representation W of En(V )
is a direct sum of one-dimensional representations. LetWij be a one-dimensional representation
of En(V ) such that gji 7→ 1 and all other basis elements are mapped to zero. We have
W =
n⊕
i,j=1
W
⊕mij
ij
where mij ∈ {0, 1, 2, ...} are multiplicities of Wij in W . The corresponding P -projector is
defined by
P (w ⊗ fi) = ej ⊗ g
j
iw = r
k
j fk ⊗ g
j
iw.
5See Lemma 2.
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Let wlij , i, j = 1, ..., n, l = 1, ..., mij be a basis of W such that w
l
ij ∈ W
⊕mij
ij . We have
P (wljk ⊗ fi) = δijδrker ⊗ w
l
jk = δijek ⊗ w
l
jk = δijr
t
kft ⊗ w
l
jk.
It is clear that the K-projector P is perfect iff V is irreducible with respect to the set of
operators Sjk : fi 7→ δijr
t
kft, j, k = 1, ..., n.
Let us compute the projectors PN , N = 1, 2, ... defined by (2.10) in this case. We have
P1w
l
jk = f
i
iw
l
jk = δijr
i
kw
l
jk = r
j
kw
l
jk and tr(P1) =
n∑
j,k=1
mjkr
j
k.
In general
PNw
l1
j1k1
⊗ ...⊗ wlNjNkN = f
i2
i1
wl1j1k1 ⊗ ...⊗ f
i1
iN
wlNjNkN = δi1j1r
i2
k1
...δiN jN r
i1
kN
wl1j1k1 ⊗ ...⊗ w
lN
jNkN
and we obtain
PNw
l1
j1k1
⊗ ...⊗ wlNjNkN = r
j2
k1
r
j3
k2
...r
j1
kN
wl1j1k1 ⊗ ...⊗ w
lN
jNkN
.
Therefore
tr(PN) =
n∑
j1,...,kN=1
mj1k1r
j2
k1
...mjNkN r
j1
kN
. (4.19)
Let T be an n× n-matrix such that
Tij =
n∑
t=1
mitr
j
t .
The formula (4.19) can be written as
tr(PN) = tr(T
N). (4.20)
4.2 The general case of semisimple product and coproduct
Let V be a P -algebra described in Theorem 4. The envelop En(V ) is a semisimple algebra
En(V ) = V ⊗ V ∗ =
⊕
1≤α≤r
1≤β≤t
Lα ⊗ L
∗
α ⊗Mβ ⊗M
∗
β =
⊕
1≤α≤r
1≤β≤t
Hom(Lα ⊗Mβ , Lα ⊗Mβ)
with natural multiplication. Any En(V )-module is a direct sum of simple modules of the form
Lα ⊗Mβ . Let
W ∼=
⊕
1≤α≤r
1≤β≤t
(Lα ⊗Mβ)
⊕mαβ
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where mαβ ∈ {0, 1, 2, ...} are multiplicities. The corresponding K-projector P : W ⊗ V →
V ⊗W written in the form W ⊗ V ⊗ V ∗ →W is the direct sum of natural homomorphisms
Lα ⊗Mβ ⊗ Hom(Lα ⊗Mβ, Lα ⊗Mβ)→ Lα ⊗Mβ .
It can also be written as the direct sum of compositions
(Lα⊗Mβ)⊗ (Mβ ⊗M
∗
β)→ (Lα⊗L
∗
α)⊗ (Lα⊗Mβ)
(⊕tγ=1Qαγ)⊗1
−−−−−−−−→
(
t⊕
γ=1
Mγ ⊗M
∗
γ
)
⊗ (Lα⊗Mβ)
where the first homomorphism is induced by the composition of the natural maps Mβ ⊗M
∗
β →
C→ Lα ⊗ L
∗
α.
Recall that we denote by e1,α, ..., ekα,α a basis of Lα and by f1,β, ..., fmβ ,β a basis of Mβ. We
denote by e1α, ..., e
kα
α and f
1
β , ..., f
mβ
β the corresponding dual bases. In these bases we have
P : (eiα ⊗ fjβ)⊗ (ekα ⊗ e
l
α) 7→ δ
l
i (fjβ ⊗ f
p
β)⊗ (ekα ⊗ fpβ) = δ
l
i Q
βqp
γtj (eqγ ⊗ e
t
γ)⊗ (ekα ⊗ fpβ)
The projector P1 : W → W defined by (2.10) is the direct sum of the projectors Q¯αβ , we
have
P1 =
⊕
1≤α≤r
1≤β≤t
Q¯
⊕mαβ
αβ .
In particular
tr(P1) =
∑
1≤α≤r
1≤β≤t
mαβtr(Q¯αβ).
More generally, the projector PN : W
⊗N →W⊗N is given by
PN =
⊕
1≤α1,...,αN≤r
1≤β1,...,βN≤t
Q¯
⊕mα1β1
α1β2
⊗ ...⊗ Q¯
⊕mαNβN
αNβ1
and therefore
tr(PN) =
∑
1≤α1,...,αN≤r
1≤β1,...,βN≤t
mα1β1tr(Q¯α1β2)...mαNβN tr(Q¯αNβ1). (4.21)
Let T be an r × r-matrix such that
Tα1α2 =
t∑
β=1
mα1βtr(Q¯α2β).
The formula (4.21) can be written as
tr(PN) = tr(T
N). (4.22)
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5 Conclusion
It looks that we have studied the most natural class of K-projectors. Indeed, we assumed
that V ⊗ V ∼= V ⊕ 0 and V is a simple T ∗(W ⊗W ∗)-module. Moreover, we assumed that
the products µ : V ⊗ V → V and λ∗ : V ∗ ⊗ V ∗ → V ∗ are both semisimple. These mean
that we have studied “the most semisimple” case of K-projectors. We have developed a theory
which has produced a huge amount of examples of such K-projectors, and it is clear that there
are so many examples that the classification problem is “wild”. Indeed, even in the case of
semisimple commutative products µ and λ∗, wherein the set of K-projectors is discrete and
is parameterized by nonsingular (0, 1)-matrices up to independent permutations of rows and
columns (along with some additional data, see Theorem 3 and Section 4.1), the combinatorial
problem of explicit description (or even counting) of such matrices looks very hard. It is easy
however to construct examples of such matrices of arbitrary size, and it is also easy to construct
the corresponding examples of K-projectors. In the general case of semisimple products µ and
λ∗, the set of K-projectors is parametrized by both discrete and continuous parameters and, as
it is demonstrated by Examples 2 to 5, the classification problem is hopeless in general although
it is easy to construct examples. We can conclude that the answer to Question 6 from [2] is
definitely “Yes, there are!”.
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