A collection of ele mentary formu las for calc ulatin g the grad ien ts of scalar-and matrix-valu ed functions of one matrix argument is presented. Using so me of the welT-known prope rti es of the operator "trace" on square matri ces, alternative definitions of gradients a nd simple examples of calc ulatin g them using the product rule and the chain rule for diffe rentiation are treated in an expository fashion in both co mpon ent and matrix notations with emphasis on the latter. Two examples in con tinuum mechani cs are presented to illustrate the application of the so·called "matrix calc ulus" of differentiab le function s.
Introduction
This is an expository article on the use of matrix notation in the elementary calculus of differentiable functions whose arguments are square matrices. For example, in continuum physics, it is often n ecessary to work with partial derivatives of a class of fun ctions whose arguments are elements of a square matrix and whose values can be either scalars or square matrices of the same order. Following the notation and basic concepts of tensor functions as treated by Truesdell and Noll [1, pp. 20 -35]1 , we present here an elementary introduction to the proper formulation of the c hain rule and the product rule for differentiation in matrix notation and we include examples, formulas and applications to illustrate the two rules.
The reader is assumed to be familiar with the notions of the trace and the determinant of a I figures in brackets indicate the )jl e ralure refe rences al th e end of this paper. 2 A square matrix is denoted by a sy mbol und erlined with two bars indicating the n eed for two indices in compo nent notation. In general, any quantity with, say, k indices in co mpon enl notatio n wiU be underlin ed wilh k bars wh en Ih e indices are suppre ssed. For ease o(prinling, this convention is fol1owed in equations but ignored in lex!. 
Gradient of a Scalar Function of a Matrix Argument
Followin g Truesd ell and Noll [I] , we introdu ce an oth e r exp a nsion of a de te rmin a nt:
wh e re B is an y squ a re matrix of ord e r n a nd 11 
i.e., (2. 9)
Sin ce A -I = ( d et A) -I (ACOfF, we see imm ediately that (2.9) is e quivale nt to (2.6), and th a t both definit~ns giv e n i~(2 .2) ~-;;d (2.3) yield th e s am e res ult.
EXAMPLE 2 : E = E(:;1) = tr(i"') ' 1m bein g any positive integer.
Since we hav e ye t to introduce the noti on of the gradi e nt of a matrix·valued fun ction , w e mus t rule out the poss ibility of calculatin g the gradi e nt of E usin g the c hain rule . T o apply th e de finiti on of th e gradi e nt of E as gi ven in (2.2), it is necessary to de velop an expa nsion of the fun ction E in te rm s of the co mponents of A . W e observe th at for arbitrary positive integer m, th e expan sion of th e matri x Am is c umberso me, and it is no t practi cal to find the gradi e nt of E us in g (2 .2).
However, the definiti on give n in (2. 3) does lead us to an an swer:
3 For a rigo rous expositi on of t he noti on of a prin c ipal in variant of a matri x or a seco nd order te nsor, see E ric ksen [2, p. 832].
Since th e trace operator is linear and tr(:1'l.) = tr(!!1). Since s;;. ~s arbitrary, we conclude that
In this case, both definitions given in (2.2) and (2.3) ar p not practical for us to evaluate the gradient of the scalar function E. The only reasonable alternative is to use the chain rule in conj un ction with a practical way of evaluating the gradient of a matrix-valued fun ction as to be presented in the next section.
Gradient of a Matrix-Valued Function of a Matrix Argument
Let I=-/ (A) define a matrix-valued function / of a matrix argument A where both I and A are square matrices of order n with components I"m and Ars respectively , and the n 2 component functions/ "m of/ are defined as follows :
If each component function.Am is differentiable, the set of the first partial d~rivatives of .Am, i.e., {Dpqik",} , can be defined as th e gradient of the function} to be denote~ by 'V f To emphasize the need for four indices to specify IA which stands for the value of 'VI for a given A, we introduce the unusual four-bar notation as it appears in the following definition:
Clearly IA is not a square matrix in the usual sense, and, thereiore, is not suitable for calculations in matrix notation. Following [1] , we introduce the so-called contraction operation on/A with respect to an arbitrary square matrix C whose order is the same as that of A : .
I
The definition of the gradient of} as given in (3.2) is equivalent to the following alternative I definition based on the chain rule :
or, in component notation ,
As a rule, both qefinitions given in (3.2) and (3-4) are useful for simple matrix-valued functions s uch as those listed below:
(3.5) 
Product Rule for Differentiation of Matrix-valued Functions
Le t j be th e prod uct of two matrix-valued fun ctions g and h with f
where the order of the matrix multiplication is important. The product rule for partial diffe rentiation yields th e gradient of I in th e followin g matrix notation:
.
£JQ = &Jg!!:..+ghA[G]
-----= = for f=gh = == ( 
1)
Using the ele me ntary formulas given in (3 .S) and (3.6), we obtain imm ediately the followin g formula based on (4.1):
To derive the formula for the gradient of the matrix inve rsion operator, we apply th e product rule to th e id e ntity 4-' 4=~:
Using the produ ct rule and (4.3), the reader can easily verify by induction:
Whene ver the inverse of a matrix is me ntioned, the restriction to the class of square matrices with nonzero determinants will be und erstood.
. Chain Rule for Differentiation of Scalar-and Matrix-Valued Functions

L
Co nsider a sc ... !ar·valu ed function E of a matrix ar~ument A whos e co mpon e nts Aklll are functions of a single scalar parame ter t. The chain rule for differentiation with r espect to t assumes the following form in component notation: 
_-
where the dot symbol denotes the operator :r. In matrix notation, (S.la) becomes
](t) = tr(EATd (t)).
(S.lb)
In applications, it is common to work with a scalar-valued function 4> of a matrix argument fwhich depends on another matrix argument A. The chain rule for differentiation with respect to A can be written in the following component notation:
(EA)pq = ~ '~l (¢fh", (JAh",pq.
(S.2a)
To write (S.2a) in matrix notation, let lIS contract both sides of (S.2a) with an arbitrary matrix C;
tr( E~ C) = tr( ¢T fA [C) ).
(S.2b)
Returning to Example 3 given in section 2, we are now equipped to evaluate the gradient of the function E defined by E = E (d) = det (d 2 + !D , B being a constant matrix. Using (2.9), (3.9) and the chain rule give n by (S.2b) , we-have: --
A Collection of Some Elementary Formulas in "Matrix Calculus"
Based on the product rule and the chain rule for dIfferentiation in matrix notation as presented ----.
.=0 6 I(A) =AT A CT A +ATC
BT (¢BAD) DT B, D being constant matrices.
E(A) =;P(A -I) -(A -I)T (¢ r l) (A -I)T
E(A) = 4> (A AT) 2 (¢AA T) A
Note (¢AA7')T= (¢AAT). IS E(A) = ;P(AT A)
2A (¢A7'A)
to as the "matrix calculus," can be defined in an analogous way as the elementary theory of calculus based on the field of real or complex numbers. Obviously, for matrix calculus, the underlying mathematical object is not a field, but a noncommutative ring, i.e., the ring of square matrices of order n over the familiar ring of differentiable functions. An excellent account of the theory of matrices over rings was given recently by Newman [3] , but here we merely present a collection of some elementary formulas in "matrix calculus" without studying its mathematical structure.
For the convenience of the reader, the table on page 102 lists some of the most co mmonly used formulas in matrix calculus. Using the properties of the operator "trace" as listed in section 1, we observe that the derivation for formulas Nos. 11-15 presents no difficulty. For example, formula No. 13 can be derived as follows:
From (S.2b) and formula 7, we have
Since C is arbitrary, we obtain immediately the desired result.
Applications
To illustrate the ease with which certain problems in continuum physics can be treated by using some of the formulas listed in the last section, we shall present two examples in co ntinuum mechanics: 
(velocity vector).
(7.2)
It is useful to express Xi as functions of x'" and t so that the velocity components have the alternative representation v k = :Uk (x tn , t). This allows us to define another useful quantity:
(velocity gradient). An important relation to be needed later follows immediately from the above definitions and the interchange of the order of partial differentiations:
where the dot symbol denotes the partial derivative with respect to t holding the material coordinates Xi constant. The notion of "mass" of a continuous body leads to two notions of "mass density", namely, the mass density PR with rt;3pect to a unit volume in the reference configuration where each particle is labeled with the material coordinates Xi, and the mass density PI with respect to a unit volume in the spatial configuration at time t where each particle is observed to occupy the position at coordinates x". The two mass densities are of course related:
PR=PI det f.
(7.5)
The law of the conservation of mass states thatpH=O. Using (5.lb), formula No. 10, and the relation (7.4), we obtain the well known "equation of continuity" in classical mechanics: (Note:
One of the principles generally associated with the correct formulation of the constitutive equation of a material is known as the "Principle of Material Indifference" which means physically that the response of a material is independent of the observer. Let us confine our attention to "simple fluids" in the sense of Truesdell and Noll [1] , where the most general constitutive equation may be written in the following form:
Here T(t) is the Cauchy stress at time t, CI (T) is the relative right Cauchy-Green tensor defined by where p is a scalar-valued function of the mass density Pt, and U is a scalar-valued function of one matrix argument Ct( 7) and one scalar variable t -7, i_eo, U == 0 (~t( 7); t -7) _ Furthermore, o is required to satisfy the following condition for an arbitrary orthog~nal Q:
Differentiating eq (7.9) with respect to C/(7) and applyin g the formula No. 12 as li s ted in the last section, we obtain (7.10)
where Uc de notes the partial gradient of (; with respect to C1 (7). We are now ready to show that eq (7.8), indeed, satisfies the principle of material indifference. Using (7.6) and (7.8), we calculate the left-hand side of (7.7): Substituting (7.10) into the above equation, we obtain = Q~[~t(7); Pt]QT=R.H.S. of (7.7).
Q.E.D.
It is clear from the above two examples that the advantage of adopting the matrix notation and applying formulas in "matrix calculus" lies mainly in the elegance in which higher-dime nsional problems in continuum physics can be formulated. It is also clear that even though our li~t of formulas was prepared for functions of one matrix argument, their applications can be easily extended to functions of several matrix arguments.
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