Comparisons of precise measurements and predictions associated with quark-flavor dynamics probe the existence of unknown particles at energies much higher than those directly accessible at particle colliders. The precision of the predictions is often limited by the strong-interaction theory at low energies, where calculations are intractable. Predictive power is recovered by resorting to effective models such as heavy-quark expansion [1] which rely on an expansion of the quantum chromodynamics corrections in powers of 1/m, where m is the mass of the heavy quark in a bound system of a heavy quark and a light quark. These predictions are validated and refined using lifetime measurements of heavy hadrons. Hence, improved lifetime measurements ultimately enhance the reach in searches for non-standard-model physics. Currently, more precise measurements are particularly important as predictions of the lifetime ratio between B 0 s and B 0 mesons show a 2.5 standard-deviation discrepancy from measurements.
Measurements of the "flavor-specific" B + ν µ X sample from the D0 collaboration, is limited by the systematic uncertainty. Throughout this Letter, the symbol X identifies any decay product, other than neutrinos, not included in the candidate reconstruction, and the inclusion of charge-conjugate processes is implied.
In this Letter, we use a novel approach that suppresses the above limitations and achieves a precise measurement of the flavor-specific B We analyze proton-proton collisions at center-of-mass energies of 7 and 8 TeV collected by the LHCb experiment in 2011 and 2012 and corresponding to an integrated luminosity of 3. The LHCb detector is a single-arm forward spectrometer equipped with precise charged-particle vertexing and tracking detectors, hadron-identification detectors, calorimeters, and muon detectors, optimized for the study of bottom-and charm-hadron decays [11, 12] . Simulation [13, 14] is used to identify all relevant sources of bottom-hadron decays, model the mass distributions, and correct for the effects of incomplete kinematic reconstructions, relative decay-time acceptances, and decay-time resolutions. The unknown details of the B 0 s decay dynamics are modeled in the simulation through empirical form-factor parameters [15] , assuming values inspired by the known B 0 form factors [2]. We assess the impact of these assumptions on the systematic uncertainties.
The online selection requires a muon candidate, with transverse momentum exceeding 1.5-1.8 GeV/c, associated with one, two, or three charged particles, all with origins displaced from the proton-proton interaction points [16] . In the offline reconstruction, the muon is combined with charged particles consistent with the topology and kinematics of signal B 0
− mass is restricted around the known values of the D − (s) meson masses such that cross-contamination between signal and reference samples is smaller than 0.1%, as estimated from simulation. We also reconstruct "same-sign"
candidates, formed by charm and muon candidates with same-sign charge, to model combinatorial background from accidental D − (s) µ + associations. The event selection is optimized toward suppressing the background under the charm signals and making same-sign candidates a reliable model for the combinatorial background: track-and vertex-quality, vertex-displacement, transverse-momentum, and particle-identification criteria are chosen to minimize shape and yield differences between same-sign and signal candidates in the m Dµ > 5.5 GeV/c 2 region, where genuine bottom-hadron decays are kinematically excluded and combinatorial background dominates. Mass vetoes suppress background from misreconstructed decays such as B 0
decays where a muon is misidentified as a pion,
µ X decays where the proton is misidentified as a kaon or a pion, and B A total of approximately 468 000 (141 000) signal (reference) candidates, formed by combining
signal range with µ + candidates, satisfy the selection. Figure 1 shows the relevant mass distributions. The enhancements of the signal and reference distributions over the corresponding same-sign distributions for m Dµ < 5.5 GeV/c 2 are due to bottom-hadron decays. 
s decays potentially useful for the lifetime measurement contribute signal candidates, including decays into D * *
1 Similarly, along with the
However, we restrict the signal (reference) decays solely to the B 0
s ) decays and require smaller and better-known k-factor corrections to relate the observed decay times to their true values.
A reliable understanding of the sample composition is essential for unbiased lifetime results. An unbiased determination from simulation of the acceptances and mass distributions as functions of decay time requires that the simulated sample mirrors the data composition. We therefore weight the composition of the simulated samples according to the results of a least-squares fit to the m corr distributions in data, shown in 
The distributions of all components are modeled empirically from simulation, except for the combinatorial component, which is modeled using same-sign data. Contributions expected to be smaller than 0.5% are neglected. The effect of this approximation and of possible variations of the relative proportions within each fit category are treated as contributions to the systematic uncertainties. The fit p-value is 62.1% and the fractions of each component are determined with absolute statistical uncertainties in the 
are determined in each of 20 decay-time bins with a m corr fit similar to the global composition-fit. The two signal and the two physics-background contributions are each merged into a single component according to the total proportions determined by the global fit and their decay-time dependence as determined from simulation. The fit includes the decay-time resolution and the ratio between signal and reference decay-time acceptances, which is determined from simulation to be uniform within 1%. The fit is shown in the top panel of Fig. 3 ; it has 34% p-value and determines ∆ Γ (D) = 1.0131 ± 0.0117 ps −1 . To check against biases due to differing acceptances and kinematic properties, the analysis is validated with a null test. We repeat the width-difference determination by using the same reference
+ ν µ sample and replacing the signal decays with 2.1 million (Fig. 3, bottom panel) . Differing momentum and vertexdisplacement selection criteria induce up to 10% differences between acceptances as a function of D [ 
