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Preface 
Image processing has a vast impact on today’s world. Every steps we are giving forward being 
dependent on image processing kinds of thing. This is call modernization of the world. And in this 
world image processing is needed as we are giving vision to our robots, we are operating robotic 
arms to do operations there we need high quality camera with good encoding software. Again we 
are trying to shorten the process of any decision taken visually by test or judging by cameras there 
we need image processing. 
Whenever image processing topic comes there is always some limitations and its time range or 
time limit that needed to do the process. In normal CPU it’s so tough and risky to run a complete 
image processing as this might damage the machine. For high quality CPU it’s okay but till now 
it takes a lot of time to do a good quality image processing. And sometimes may be after waiting 
a long time the expected result is not there so it increases the disappointment. 
Another problem is we cannot get a result partially based on the present methods of image 
processing or edge detection. We have to wait the whole time where a partial processed could have 
worthy. 
Based on these problems stated above we came with an idea where we can resolve both the 
problems based on hardware and software solution. 
Now for that we have to go through some algorithms and to solve the second problem only 
solution is using anytime algorithm where we can stop the program anytime we want to and get a 
result that will help. For initial work stage we chose only edge detecting as edge detecting is the 
main part of image processing. 
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When it comes to solve the first problem none but the solution came in to our head is parallel 
computing and that’s been made easy by NVIDIA releasing support for GPU’s to use with CPU’s. 
This GPU technology is the main part here and also challenge for as. 
Anytime algorithm is a artificial intelligence based algorithm. And the main challenge was to 
implement it on NVIDIA CUDA C programming. Where we have gone through many books and 
web sites and the outcome was disappointed for us. As once only the anytime algorithm was 
theoretically solve using parallel computing but they failed to implement practically. That was a 
bad news for us as all other so far implemented AI algorithms in parallel computing doesn’t work 
as great as thought in theoretically. 
Then we decided to partition the problem and started working on it. We have to wait two month 
long to get our first progress. And it was implementing only Sobel in CUDA C. and so we did it. 
Then our next part was to do something with anytime algorithm. We had to go through tons of 
references and works done by others for anytime algorithm and till then all the works for anytime 
algorithm was done in CPU based models only. Never in any parallel things. 
After making a process model of anytime algorithm for GPU programming we did it 
successfully. We are now able to get a result on given time. If we give the process till how many 
we want to get the final result now our can do that. 
We did successfully implemented anytime algorithm with Sobel edge detection method in GPU 
computing by NVIDIA that is CUDA C. Comparing  the result of the output and other conventional 
CPU edge detection process we came to an end with 4 times faster edge detection process. 
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Abstract 
Edge detection is a considerably important factor in image or video processing. Detecting the 
edges of an image play a significant role in image segmentation, data compression, well matching, 
and image reconstruction. There are several approaches available to detect the edges of an image. 
In this paper we focus on Sobel edge detection using contract-time anytime algorithm in CUDA. 
To reduce the computational complexity we implemented our proposed edge detection method 
using an NVIDIA GPU. In the experimental setup we have used NVIDIA GTX 550Ti GPU along 
with AMD FX8150 Processor and 8 GB RAM. Finally, we measure speedup as well as quick, 
moderate and final (3steps of contract) of our proposed parallel implemented model. Comparing 
with conventional serial CPU based edge detection we have experienced maximum 4X speedup 
of proposed implementation for 16 block dimension. 
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Chapter I 
Introduction 
1.1 Introduction 
Edge detection from a color image is a very important and basically critical area in low level 
image processing. For performing high speed industrialized application based on image 
processing, edge detection is a mandatory thing to enhance work rate as well as accuracy. A 
number of researchers works on several edge detection algorithms and they give different 
responses and details to the different input images [1-7]. Edge detection quality has a great impact 
on realization of complex automated computer/machine vision systems [1]. Among them, the 
Sobel edge detection algorithm is much more popular than simple gradient operators due to its 
property to counteract the noise sensitivity and easier implementation process [2]. While using 
Sobel operator for GPU takes much less time than CPU. Again, the use of Interruption-Algorithm 
for image processing much less time efficient [3]. Moreover, in case of canny edge detection in 
GPU time process seems efficient but not enough for real time [4]. The use of anytime algorithm 
for GPU architecture makes it run faster in association with Dijkstra’s algorithm [5, 10]. In 
addition, anytime algorithm seems much efficient when it is used for observing different tasks [6]. 
Interruptible Anytime Algorithm for image processing is much faster than normal image 
processing algorithms and also gives the privilege of getting output in different stage of time [7]. 
That is why, we are choosing contract-time anytime algorithm in coordination with Sobel operator 
for proposed parallel implementation.  
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1.2 Contribution Summary 
The proposed edge detection of images was designed by passing through five main steps: Image 
input taking in CPU, image conversion (gray scale) using the Sobel Algorithm along with 
Contract-time Anytime Algorithm in GPU, essential Sobel Algorithm was used to detect the edge 
of the image. We also used Contract-time Anytime Algorithm here for faster processing in GPU 
Edge detection calculation of an image was done in CUDA environment. Finally, processed image 
and calculated time is showing in CPU. 
 
1.3 Thesis Orientation 
The rest of this thesis is organized as follows: Chapter II discusses on the premises of our thesis 
Parallel Computing and different components of parallel computing, anytime algorithm, its 
features and Sobel Edge Detection Technique. Chapter III discusses our proposed model. Chapter 
IV describes Experiment and result analysis on both CPU and CUDA Environment. Chapter V 
will tell the Application of this thesis. Finally, Chapter VI will conclude this paper with our future 
direction regarding this research.  
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Chapter II 
Background Study 
2.1 Parallel Computing - Definition 
Parallel computing is operating on the idea that large problems can be divided into smaller ones, 
which are then solved at the same time. All of the calculations are carried out at the same time. 
2.1.1 General-Purpose Parallel Computing Architecture 
NVIDIA introduced CUDA™, a general purpose parallel computing architecture, a new 
parallel programming model and instruction set architecture. It leverages the parallel compute 
engine in NVIDIA GPUs to solve many complex computational problems. It is more efficient way 
than on a CPU. CUDA comes with a software environment that allows developers to use C as a 
high-level programming language. Other languages, application programming interfaces, or 
directives-based approaches are supported (i.e.) FORTRAN, DirectCompute, OpenCL, 
OpenACC. 
2.1.2 Kernels 
CUDA C extends C by allowing the programmer to define C functions, called kernels. When 
called, are executed N times in parallel by N different CUDA threads. In regular C functions, it 
will be executed only once. A kernel is defined using the __global__. It specifies the number of 
CUDA threads that execute when a kernel is called using a new <<<…>>> execution configuration 
syntax. Each thread that executes, given a unique thread ID. It is accessible within the kernel 
through the built-in threadIdx variable. As an illustration, the following sample code adds two 
vectors A and B of size N and stores the result into vector C. 
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Here, each of the N threads that execute VecAdd() performs one pair-wise addition. 
2.1.3 Thread Hierarchy 
ThreadIdx is a 3-component vector. The threads can be identified using a one-dimensional, two-
dimensional, or three-dimensional thread index. It forms a one-dimensional, two-dimensional, or 
three-dimensional thread block respectively. This provides a way to invoke computation across 
the elements in a vector, matrix, or volume.  
The index of a thread and its thread ID relate to each other in a straightforward way. For a one-
dimensional block, they are the same. For a two-dimensional block of size (Dx, Dy), the thread ID 
of a thread of index (x, y) is (x + y Dx). For a three-dimensional block of size (Dx, Dy, Dz), the 
thread ID of a thread of index (x, y, z) is (x + y Dx + z Dx Dy).  
As an example, the following code adds two matrices A and B of size N x N and stores the 
result into matrix C: 
1. // Kernel definition 
2. __global__ void VecAdd(float* A, float* B, float* C){ 
3. int i = threadIdx.x;      
4. C[i] = A[i] + B[i];  
5. }   
 
6. int main() {     
7. ...     // Kernel invocation with N threads      
8. VecAdd<<<1, N>>>(A, B, C);    
9. ... } 
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There is a limit to the number of threads per block. On current GPUs, a thread block may contain 
up to 1024 threads. A kernel can be executed by multiple equally-shaped thread blocks. The total 
number of threads is equal to the number of threads per block times the number of blocks. Blocks 
are organized into a one-dimensional, two-dimensional, or three-dimensional grid of thread blocks 
as illustrated by Figure 1. 
A thread block size of 16x16 (256 threads), is a common choice. Thread blocks are required to 
execute independently. This allows thread blocks to be scheduled in any order across any number 
of cores. 
2.1.4 Memory Hierarchy 
Each thread has private local memory. They have shared memory visible to all threads of the 
block and shared the same lifetime as the block. All threads have access to the same global 
memory. 
There are also two additional read-only memory spaces accessible by all threads: the constant 
and texture memory spaces. The global, constant, and texture memory spaces are persistent across 
kernel launches by the same application. Figure 3 illustrates a basic memory hierarchy block.  
1. // Kernel definition  
2. __global__ void MatAdd ( float A[N][N], float B[N][N],  float C[N][N]) {       
3. int i = threadIdx.x;      
4. int j = threadIdx.y;      
5. C[i][j] = A[i][j] + B[i][j];  
6. }   
7. int main() {     
8. ...     // Kernel invocation with one block of N * N * 1 threads     
9. int numBlocks = 1;      
10. dim3 threadsPerBlock(N, N);     
11. MatAdd<<<numBlocks, threadsPerBlock>>>(A, B, C);      
12. ... } 
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.  
Figure 1. Grid of Thread Blocks 
8 | P a g e  
    
 
 
 
Figure 2. Memory Hierarchy 
A multithreaded program is partitioned into blocks of threads. It executes independently from 
each other. A GPU with more multiprocessors will automatically execute the program in less 
time than a GPU with fewer multiprocessors. 
Per - thread local  
memory   
Thread  Block     
Per - block shared  
memory   
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Figure 3. CUDA Multithreaded Programming Model 
2.2 Anytime Algorithm 
Anytime algorithm is a class of algorithm whose quality of results improves gradually as 
computation time increases. However, it offers trade-off between the resource consumption and 
output quality. The most wonderful feature of anytime algorithm is that it can be stopped anytime 
and an approximate result will be given based on the so far calculated data. It is the best part of 
anytime algorithm that other algorithm’s cannot do. In case of any other algorithm, the program 
will crash if it is being try to stop in the middle of the calculation. They have to run the whole 
process to give a result.   
Anytime algorithm is suited for the problem which has the trade-off between the processing 
(computation) time and the accuracy. The accuracy will be improved as the computation time 
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increases. The computation of anytime algorithm extends the traditional idea of computational 
procedures by allowing to return many possible approximate answers to any given inputs. The 
specialty of anytime algorithm is the use of well-defined quality measures to monitor the progress 
in problem solving. It also allocates the computational resources effectively.  
Figure 4. Workflow of anytime algorithm. 
According to S. Zilberstein’s paper [11] metrics of various kind can be used to get the quality 
of the result which is produced by anytime algorithm.  
2.2.1 Certainty 
This metrics reflects the certainty whether the result is correct.  Certainty can be expressed 
using probabilities, certainty factors, or any other approaches. 
2.2.2 Accuracy  
This metric reflects the difference between the approximate result and the exact answer. Many 
anytime algorithms can provide a guarantee of a bound on the error, where the bound is reduced 
over time. 
  . 
  
Quality of Results   
Computation Time   
  Less   
  Low   High   
  More   
Possible   
Result   
Approximated 
Result   
  Exact   
Result   
Any  
Input   
Output   
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2.2.3 Specificity  
This metric reflects the level of detail of the result. Anytime algorithm always produces the 
correct results, but the level of detail increases over time. 
2.2.4 Properties of Anytime Algorithm 
This section explains the properties of anytime algorithm according to S. Zilberstein’s paper 
[11]. Anytime algorithm has the properties that satisfy the following features –  
 Measurable quality: Quality of result can be defined exactly. 
 Recognizable quality: Quality of an approximated result is easy to determine at 
intermediate processing time.  
 Monotonicity: Quality of result is an increasing function of time and input quality. 
 Consistency: Quality of result is connected with computation time and input quality. 
 Diminishing returns: The solution’s quality improves much larger than previous stages 
of computation and diminishes over time.  
 Interruptibility: The algorithm can be stopped at any time and given some answer.  
 Preempt ability: The algorithm can be stopped and started again at any time with minimal 
overhead. 
2.2.5 Type of Anytime Algorithm  
There are two types of anytime algorithm, (i.e.,) contract and interruptible 
2.2.5.1 Contract 
Contract based anytime algorithm provides the result in a given time frame. Although the 
algorithm can produce the results for any given time allocation, it might not be able to produce 
the required result. If the algorithm is interrupted before the expiration of the allocation, it might 
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not be able to produce the required result. In case of contract anytime time algorithm, there are 
few ways to be adopt. Among them, one is knowing the full time of the program and another is 
till which processes the program can give results. 
 
     Figure 5. Model of contract-time Anytime Algorithm. 
2.2.5.2 Interruptible 
Anytime algorithm also produce an acceptable or required result based on the requirement 
when interrupted. The total run time of this algorithm is unknown. It can provide the output at 
any step of the result.  
2.2.6 Differences Between Interruptible and Contract Anytime Algorithms   
2.2.6.1 Interruptible   
 Total execution time is unknown. 
 Can be interrupted at any time. 
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 It is always contract algorithms. 
 It is more complicated to construct than contract algorithm  
 Flexible and widely applicable. 
2.2.6.2 Contract   
 Total execution time must be known in advance. 
 Cannot be interrupted at any time, if it is interrupted between the execution time, it 
cannot provide the required result. 
 It is not interruptible algorithms.  
 Easier to construct. 
2.2.7 Sample Algorithm of anytime algorithm 
2.2.8 Reduction Theorem  
Reduction theorem allows the construction of contract anytime algorithms as an intermediate 
step, before the system is made interruptible. (S. Zilberstein, 1993). 
1. Result ← INITIALIZATION-STEP (Input(x, y))  
2. REGISTER-RESULT (Result)  
3. x ← 0; y ← 0;  
4. While (x < h)  
5. {  
a. While (y < w)  
b. {  
i. Output(x, y) ← Input(x, y);   
 
ii. y ← y + 2;  
c. }  
d. SIGNAL (TERMINATION)  
e. HALT  
6. }  
7. w ← w/2;  
8. h ← h/2;  
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For any contract algorithm, an interruptible algorithm B can be constructed such that for any 
particular input qB(4t) ≥ qA(t).  
  
Figure 6. Performance profiles of interruptible and contract algorithms  
2.3 Sobel Algorithm 
The Sobel operator is widely used for edge detection in images. It is based on the computing 
the approximation of the gradient of image intensity function. The Sobel filter uses two 3 x 3 
spatial masks to calculate the gradient. Two filters are Sx and Sy.  
 
 
 
 
 
Figure 7. Sobel operator Convolution Kernel/Mask. 
Sobel operator is based on convolving the image with a small, separable and integer valued 
filter in both horizontal and vertical directions. The local edge strength is defined as the gradient 
magnitude is given by equation 1. Equation 2 can give approximate magnitude for the 
computation, much faster to compute the gradient.  
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S=√ (Sx²+Sy²) (1) 
|S| = | Sx | + | Sy | (2) 
The above mentioned scheme is for grayscale images. For color images (RGB color space), this 
scheme is applied separately for each color component. Final color edge map of color image is 
computed by using the edge maps of each color component.  
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Chapter III 
Proposed Model 
3.1 Proposed Model 
Figure 8 shows the block diagram of proposed parallel implementation of   CPU-GPU based 
edge detection method. To evaluate our proposed model have utilized different test images. First 
of all, we have taken the images as input. As the images are color images, we converted it into 
gray scale images. The process ran in GPU and we used contract-time anytime algorithm to make 
the conversion process faster, as depicted Figure 8. 
 
 
 
 
 
 
 
 
 
 
Edge detection 
(Sobel) Contract-time 
Anytime 
Algorithm for 
Sobel 
Gray Scale 
Conversion 
Image input CPU 
Contract-time 
Anytime 
Algorithm for 
gray scale 
GPU 
Output CPU 
Figure 8. Proposed Model 
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After that, the edge detection process runs in GPU. Again, used contract-time anytime algorithm 
to detect the edges. We have calculated the time for Sobel operator in CUDA environment and 
took the time for processing and compared results. Our all the outputs shows in CPU that were 
calculated in GPU that is the primary aspiration of parallel implementation of Sobel operator along 
with any time algorithm. Figure 10 is a Sobel operator matrix that we used to calculate value for 
detecting edges in our CUDA environment. Here we used the general Sobel operator gradient 
matrix with CUDA. That detects edges and the time taken here is less than normal Sobel operator 
in CPU. 
                                  
Figure 9. Contract-time Anytime Algorithm task processing. 
In Figure 7 Sx represents horizontal convolution mask and followed by Sy represents vertical 
convolution mask. These convolution mask is being used for calculating the gradient. 
Sobel operator 2D gradient based measurement is performed on an image. High spatial 
frequency which correspond to edges is mainly used to perform the measurement. For 
measurement we use Equation 1 which is the equation for gradient magnitude. In addition, 
Equation 2 can give approximate magnitude for the computation, which is much faster to compute 
the gradient. Figure 9 shows the task processing structure of any image input. From starting point 
it takes less time to compute but quality of processing is low. That is the quick process of contract-
Input Quick 
Process
Half Process Full process Output
Less More 
Low High 
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time anytime algorithm. Gradually for half process and complete process of the program gives 
better output. 
 
Figure 10. 3x3 sub-mask filters (1-8). 
Figure 10 depicted how we divide every image into eight 3x3 sub-masks to use Sobel operator 
and use contract-time in different time period. We initially experiment only 3 contracts using these 
sub-masks and calculate process time in GPU and CPU system. 
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Chapter IV 
Experiment and Result Analysis 
4.1 Experimental Environment and Tools 
In the experimental setup, we have used AMD FX 8150 CPU, 8 GB RAM with a GTX 550TI 
GPU. We have also used Visual Studio 2013, CUDA ToolKit 7.5, OpenGL, Java 7, .NET C++, 
Eclipse Mars editor and Create a graph (online tool). Table I describes the detailed specification 
of GTX 550TI GPU.  
Table I. GTX 550ti GPU Engine Specs 
Parameters Value 
CUDA Cores 192 
Graphics Clock (MHz) 900 
Processor Clock (MHz) 1800 
Texture Fill Rate (billion/sec) 28.8 
Processor Clock (MHz) 1800 
Total amount of shared memory per block 49152 bytes 
Maximum number of threads per block 1024 
CUDA Driver Version / Runtime Version 7.5 / 7.5 
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4.2 Experimental Results of Parallel Sobel Detection 
To evaluate our proposed edge detection model, we have used a 4096 image [Image I] and a 
1920x1080 image [Image II]. Figure 11(a) is our sample image [Image I] for this experiments. 
Figure 11 (c) and (d) are the two outputs of input we present in Figure 11 (a). 
 
 
 
 
 
 
 
 
 
 
Figure 11 (c) & (d) are two outputs for our experiment image. For large pixel images we capture 
the real image in 4096x4096 texture and then we send it to the GPU for gray scale conversion and 
edge detection. CPU execution time is the total time to read the image and printing the output. 
GPU time is the time for kernel that is calculating the total time to execute the kernel in GPU. We 
have taken block dimension 16 and 32 to calculate threads lowest threads for 16 block dimension 
is 256. And for 32 block dimension uses highest 1024 threads. For our experiment, we have 
calculated the blocks using Equation 3.   
Figure 11. (a) And (b) are the Sample Image I and II. 
(c) And (d) are the output of Sobel 16 and 32 block. 
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𝐵𝑙𝑜𝑐𝑘 𝑠𝑖𝑧𝑒 = (𝑋1 , 𝑌1)                (3) 
𝑋1= 𝑊/𝐵d 
𝑌1= 𝐻/𝐵d 
Where, width and height of image are from input image and block dimension is our default 
value. Width of image = W, Height of image = H, and Block dimension = Bd. 
 
                                    Figure 12. Console Result for 16 block dimension. 
 
Figure 13. Console Result for 32 block dimension. 
This program process 4K ultra HD images that is a normal conventional CPU programming 
Sobel edge detection cannot do. As we have also implemented Sobel for conventional CPU 
programming language with 3840 x 2400 image [Image 1] but it cannot read the image. 
4.3 Experiment with Parallel Contract-time anytime and Sobel Detection 
For experimenting our contract time algorithm with Sobel we have used a 1920x1080 image 
[Image II], which is presented in Figure 11(b). 
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Figure 14 shows that we have used 32 block dimension for test contract-time anytime algorithm. 
Where we have got different output and execution time from 3 contract of our program. Test 1 is 
the result of quick process. Test 2 is for half process and Test 3 is for Full process. Test 1 takes 
comparatively less time than test 3. Same goes for the image tested in 16 block dimension that’s 
showed in Figure 15. 
Figure 16 illustrates the sample outputs of our process. Where process of our algorithm is 
anytime algorithm output [Output 1], here user defines which process will be calculated. This 
output is for 16 block dimension half process. We have processed an image also in conventional 
CPU programming language to compare our results. Conventional CPU result is shown in Figure 
16 (b). 
  
  
Figure 14. Three contract-time process test for 32 block 
dimension Test (b, c, and d). 
(a) (b) 
(c) (d) 
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Figure 16. Sample outputs. 
  
  
(a) (b) 
(c) (d)  
Figure 15. Three contract-time process test for 16 block 
dimension test (b, c and d). 
 
24 | P a g e  
    
 
Figure 17. Process versus Time for 16 and 32 block dimension. 
         
 
 
Figure 18. Time Comparison of 1920 x 
1024 Input Image. 
Figure 19. Time Comparison of 4096 x 
4096 Input Image. 
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Table II. Result Comparison 
PROCESS 
CPU – GPU 
TIME (MS) 
THREADS 
PER BLOCK 
BLOCK 
SIZE 
CPU 
EXECUTION 
TIME (MS) 
SPEEDUP 
(AGAINST 
CPU) 
16 BLOCK 
DIMENSION 
QUICK 119.899 
256 8192 480 
4.003X 
HALF 127.809 3.7X 
FULL 127.992 3.75X 
32 BLOCK 
DIMENSION 
QUICK 138.227 
1024 2048 480 
3.47X 
HALF 141.027 3.4X 
FULL 141.601 3.38X 
 
Table II represents the comparison of our program with conventional CPU programming. 
Comparing with the CPU program we have calculated speedup of our program and for 16 block 
low it is 4.003x and for high quality edge detection it is 3.75x. Figure 17 graph represents the 
detailed comparison between 16 and 32 block dimension with respect to execution time. 
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Chapter V 
Application 
5.1 Application  
Edge detection is a fundamental feature of Image Processing. It is the basic step of image 
analysis. The purpose of edge detection is to discover the information about the shapes and the 
reflectance or transmittance in an image. We can apply edge detection in many sectors.  
Our first thought of applying this technology in game of cricket. In Cricket, there are some 
contradiction in giving out. To determine, whether it was out or not, they took help of snicko 
technology (sound wave based). In this case, we can apply our proposed model instead of snicko 
technology.  
                                                    
 
 
 
 
Figure 20. Sample Image III Figure 21. Sample Image IV 
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Figure 20 and Figure 21 are the sample image III and sample image IV to use in our application. 
Figure 22 and Figure 23 are the same output of III and sample image IV are the output image. It is 
clearly visible that whether the ball touched the bat or not. 
 
 
 
 
 
 
Figure 22. Output Image III 
 
Figure 23. Output Image IV 
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We can also implement our edge detection methods on medical science (detect the edge of lungs 
CT image), shape and object recognition, traffic management and line detection from blurry image. 
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Chapter VI 
Conclusion and Future Works 
6.1 Conclusion  
This paper presented a new parallel edge detection method using Sobel and Contract Anytime 
Algorithm. As a parallel platform we utilize an NVIDIA GTX GPU and 8 Core CPU. For sample 
test images, we calculate the execution time of proposed CPU-GPU parallel method and 
conventional CPU based algorithm. In addition, by varying thread and block sizes, we observed 
the effect of computation time. Experimental results show that the proposed parallel 
implementation exhibits above 4X speedup over the conventional serial implementation.  
6.2 Future Works & Limitations 
Among the various difficulties and limitations we have faced, the most important one is the 
Visual Studio 2013 extension error with CUDA C environment. Moreover, CUDA C 7.0 toolkit 
did not permit some of our coding technique. So, we have to wait till CUDA C toolkit 7.5. In 
addition, due to lack of Kepler Architecture GPU, we were not able to implement the interruptible 
anytime algorithm. Normal GTX architecture that we used and are available to us does not support 
the techniques required. 
We are interested to extend this thesis to compute image in real time using contract-based 
anytime algorithm. Furthermore, we like to implement interruptible anytime algorithm. Again, we 
also want to implement the above method of computing edge detection in video formats as well.  
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