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Abstract
We show the existence of a universal Vassiliev invariant for links
in closed surface cylinders by explicit construction using configuration
space integrals.
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1 Introduction
The quantization of the algebra of functions on the moduli space of flat con-
nections on a Riemann surface has attracted the attention of a number of
authors, including [AGS95], [AS96], [Ati90], [ADPW91], [Buffenoir-Roche],
[Fal93] and [Hit90]. The present authors together with Nicolai Reshetikhin
developed a new approach in [AMR96b], [Mat97],[AMR96a]. We showed
that chord diagrams (see [BN95a], [Vas90]) can be generalized to surfaces
and that they form a Poisson algebra of which the algebra of functions on
moduli space is a quotient in a natural way. Furthermore, universal Vassiliev
invariants ([Kon93],[BNS96],[AMR96a]) allow us to use a simple, geometri-
cally defined multiplication of links to deformation quantize the algebra of
chord diagrams. In addition we showed that for punctured surfaces universal
Vassiliev invariants exist and that the quantization obtained descends to a
quantization of moduli space.
In the present paper we take this program one step further by constructing
a universal Vassiliev link invariant for closed surface cylinders. See definition
2.1 and theorem 5.4 for the statement of our main result. The techniques
are rather different from those we used before: For punctured surfaces we
used the combinatorial construction of universal invariants of tangles due to
Bar-Natan [BN95b] and Le and Murakami [Le95] whereas here we general-
ize the configuration space integral approach of Bott and Taubes [BT94],
D.Thurston [Thu95], Altschuler and Freidel [AF96], see also Guadagnini et
al. [GMM90] and Bar-Natan [BN95c] as well as Axelrod and Singer [AS94].
Our constructions for punctured and closed surfaces respectively are mutu-
ally orthogonal in a literal sense: In our construction for punctured surfaces
chords run parallel to the surface whereas in the present construction chords
run (almost) vertical. In a subsequent paper we will show that the construc-
tion is local on the surface and study the resulting deformation quantization
of the algebra of functions on moduli space in detail.
We should point out that we are going to continue to use the notation
of [AMR96a] which differs from that preferred by some other authors: We
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use ch (rather than A) to denote the space of chord diagrams and V (rather
than Z) to denote a universal Vassiliev link invariant. We also use the terms
“Vassiliev invariant” and “finite type invariant” interchangeably.
We wish to thank N.Reshetikhin and D.Thurston and to acknowledge
that we profited from a series of lectures by R.Forman at MSRI. Many of
our arguments generalize [Thu95] and [AF96] (which in turn are based on
[BT94]).
2 Diagrams in 3-manifolds
We refer to [BN95a] for basics concerning chord diagrams and related mat-
ters. Let M =M3 be an oriented 3-manifold.
Definition 2.1 An abstract chord diagram Da is a graph consisting of dis-
joint oriented circles LaI , I ∈ {1, ..., n} and disjoint arcs C
a
j , j ∈ {1, ..., m}
such that:
1. the endpoints of the arcs are distinct
2. ∪j∂C
a
j = (∪iL
a
I ) ∩
(
∪jC
a
j
)
The arcs are called chords, the circles are called the core components of
the diagram. Set La = ∪iL
a
I and C
a = ∪jC
a
j .
Definition 2.2 A chord diagram D in M3 is a homotopy class of maps
from an abstract chord diagram Da into M . The space generated by chord
diagrams modulo 4T-relations is denoted by ch (M).
More generally we consider trivalent graphs Ka containing a disjoint col-
lection of distinguished oriented circles {LaI}. Set L
a = ∪iL
a
I and Γ
a =
Ka\La.
Definition 2.3 An internal vertex of Ka is a trivalent vertex of Γa, an
external vertex is a univalent vertex of Γa. An abstract Feynman diagram
is a trivalent graph Ka together with a cyclic orientation at each internal
vertex such that every connected component of Γa has at least one external
vertex.
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If e denotes the number of edges of Γa, u the number of univalent vertices
of Γa, uI the number of univalent vertices on L
a
I (so that u =
∑
uI) and t
the number of trivalent vertices, then e = u+3t
2
. We define the degree of Ka
to be
degKa =
u+ t
2
= e− t
Note that t ≤ 2 degKa and thus e ≤ 3 degKa. For a chord diagram the
degree is just the number of chords. We also use the letter e to denote a
general edge of Ka. It should be clear from the context, what the meaning
is in a given situation.
We denote the set of abstract Feynman diagrams with u univalent and t
trivalent vertices by Fau,t and the set of abstract Feynman diagrams of degree
n by Fan .
Definition 2.4 A Feynman diagram is a homotopy class of mappings K :
Ka → M3 from an abstract Feynman diagram Ka into M , such that Γ =
K (Γa) ⊆ M is contractible in M . We call Γ = K (Γa) the graph of the
Feynman diagram and LK = K (L
a) the core of K.
Definition 2.5 The vector space generated by Feynman diagrams in M is
denoted by F (M).
Definition 2.6 An automorphism of a Feynman diagram K is an automor-
phism of the abstract Feynman diagram that can be realized by a homotopy
of K in M .
The following generalizes a basic result for R3:
Lemma 2.7 We have that
1. ch (M) ∼= F (M) /STU
2. F (M) /STU satisfies AS and IHX.
Proof: The proofs of [BN95a, sect.3.1] apply since Γ is contractible by
definition. 
Remark 2.8 Note that we have to be careful when applying STU: Two of
the diagrams in the STU relation having contractible graph does not imply
that the third diagram also has contractible graph.
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3 Configuration spaces
Throughtout this sectionM will be an oriented compact 3-manifold, possibly
with boundary. We let Mo denote the interior of M .
3.1 Definition and basic properties
Let us briefly recall the basic constructions from [FM94], [BT94], [AS94],[Thu95]:
Let Cr(M) be the functorial compactified configuration space of r points
in M as described by Axelrod and Singer in [AS94]: Let [r] = {1, . . . , r}.
For any subset S ⊂ [r] (with |S| > 1, which we will tacitly assume whenever
necessary) we define the diagonal in M r corresponding to S by
∆S = {(x1, . . . , xr) |xI = xj for i, j ∈ S} ⊆M
×r.
Now we set
Cor (M) =M
r\ (∪S∆S)
and define the space Cr(M) to be the closure
Cr(M) = Cor (M) ⊂M
r ×

∏
S⊂[r]
BlS (M)


where BlS (M) is the (differential-geometric) blow-up ofM
r along the diago-
nal ∆S, obtained by replacing the diagonal ∆S with the unit sphere bundle of
the normal bundle to ∆S . Equivalently, BlS (M) = (M
r\∆S)∪(N (∆S) \R
+)
since
N (∆S) \R
+ ∼=
{
v ∈ TM⊕S : |v|2 = 1,
∑
I∈S
vi = 0
}
×M×([r]−S) (1)
By definition of Cr(M) we have projections from Cr(M) onto M
×r and
BlS (M) for S ⊆ [r]. Hence, if x ∈ Cr(M) is such that its image in M
×r
is contained in ∆S then the projection of x to BlS (M) will be contained
in N (∆S) \R
+ and we simply write (xi)I∈S for the element in TM
⊕S which
under the above isomorphism corresponds to the projection of x to BlS (M).
The space Cr(M) is a manifold with corners. If M has no boundary, its
strata CSr (M) are parametrized by admissible collections of subsets of [r]: A
collection S of subsets of [r] is called admissible is and T ∈ S has at least
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two elements and any two sets in S are either disjoint or one contains the
other. The codimension of the stratum is |S|, in particular the codimension
one strata are parametrized by subsets T of [r] of cardinality at least two. If
M has a nonempty boundary, then there are more strata, since constraining
p of the r points to be contained in the boundary has codimension p.
The appropriate relative configuration space for a link L with compo-
nents L1, . . . , Ll in M is Ct (M, (L1, u1) , . . . , (Ll, ul)), introduced in [BT94,
Appendix] as the pullback
Cu,t(L,M) −−−→ Cu+t(M)y y
×iCui(L) −−−→ Cu(M)
(2)
where Cr (L) is defined just as Cr (M) above and we used the following nota-
tion:
Cu,t (L,M) = Ct (M, (L1, u1) , . . . , (Ll, ul))
Let u =
∑l
I=1 uI where Γ has uI univalent vertices incident on LI . Consider
Ct (M, (L1, u1) , . . . , (Ll, ul))
o = Ct (M, (L1, u1) , . . . , (Ll, ul)) ∩ C
0
t+u(M)
Lemma 3.1 The space Ct (M, (L1, u1) , . . . , (Ll, ul)) is the closure in Ct+u(M)
of the open configuration space Ct (M, (L1, u1) , . . . , (Ll, ul))
o .
Proof: The closure has the universal property of the pullback. 
The stratification is given by
Ct (M, (L1, u1) , . . . , (Ll, ul))
S = Ct (M, (L1, u1) , . . . , (Ll, ul)) ∩ C
S
t+u
for admissible S ⊆ P ([u+ t]). In particular the codimension one boundary
is given by
∂1Ct (M, (L1, u1) , . . . , (Ll, ul)) =
⋃
T⊂[u+t]
Ct (M, (L1, u1) , . . . , (Ll, ul))
{T}
and
∂1
(
Ct (M, (L1, u1) , . . . , (Ll, ul))
{T}
)
=
⋃
S⊂T
Ct (M, (L1, u1) , . . . , (Ll, ul))
{T,S}
⋃
S⊃T
Ct (M, (L1, u1) , . . . , (Ll, ul))
{T,S}
⋃
S∩T=∅
Ct (M, (L1, u1) , . . . , (Ll, ul))
{T,S}
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Let Cu,t(M) be defined as the space fibering over the space of links in M ,
with fiber over L equal Cu,t (L,M).
Proposition 3.2 The space Cu,t(M) is a manifold with corners. Its codi-
mension one faces are the codimension one faces of Cu,t(M
o) together with
∂M × Cu,t−1(M
o).
3.2 Correction bundle
In analogy with [BT94] and [Thu95] we will introduce a certain correction
related to anomalous faces. To do this we construct for each T ⊂ [u + t] a
bundle over the unit sphere bundle of TM
piT : BT → S(TM).
Let Tu = T ∩ [u]. For a point x in C
{T}
u+t (M), we have (xi)I∈T ∈ TM
⊕T and
we define
D(xi) = span {xI}
Likewise, for v ∈ S(TM) we define D(v) to be the line span {v} through v.
Definition 3.3 We set
BoT =
{
(v, x) ∈ S(TM)× C
{T}
u+t (M) |D(xi) ⊆ D(v), I ∈ Tu
}
and
BT = BoT ⊆ C
{T}
u+t (M) ⊆ Cu+t (M)
For v ∈ S(TM) we let BT (v) denote the fiber pi
−1
T (v). The space BT is
constructed such that we get the commutative diagram of subsets
BT −−−→ Cu+t(M)x x
C
{T}
u,t (L,M) −−−→ Cu,t(L,M)
Proposition 3.4 The space BT is a manifolds with corners of dimension
dim(BT ) = 3(u+ t + 1)− 2|Tu|.
The projection map
piT : BT → S(TM)
is a fibration of manifolds with corners.
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Lemma 3.5 The codimension one boundary of BT is given by ∂
1BT = ∪SB
S
T
where BST = BT ∩ C
{T,S}(M)
t+u and S ⊃ T, S ⊂ T or S ∩ T = ∅.
Explicitly, BST =
{
(v, x) ∈ S(TM)× C
{S,T}
u+t |D(xi) ⊆ D(v), I ∈ Tu
}
3.3 Diagrams and strata
Let L be a link in M and let Ka ∈ Fau,t be an abstract Feynman diagram
with l core components, where l is the number of components of L. Choose
an orientation of each of the edges in Γa. Also choose a bijection o between
the set of components of L and the set of core components of Ka. Let
{u1, . . . , ul}, respectively, be the number of univalent vertices on the core
components of Ka so that
∑l
I=1 uI = u.
Now choose one of each of the following four orderings:
oc An ordering of the components of L.
ou An ordering of the uI univalent vertices on the I’th core component
of Ka compatible with the cyclic order induced from the orientation of
the core component.
ot An ordering of the t trivalent vertices of K
a.
oe An ordering of the e edges of Γ
a.
The orderings oc and ou together with the map o specify a component of
Cu,t(L,M).
A collection T of vertices of Γa defines a subgraph ΓaT ⊆ Γ
a by ΓaT =
{e|∂e ⊆ T}. Denote by F d the collection of those T ⊆ [u+ t] with ΓaT dis-
connected, by F a the collection of those T ⊆ [u+ t] with |T | > 1 and ΓaT
is a connected component of Γa and finally by F h the collection of those
T ⊆ [u+ t] with |T | > 1 and ΓaT connected but not a whole connected com-
ponent of Γa nor is ΓaT just an edge of Γ, F
p the collection of those T ⊆ [u+ t]
for which there is an edge in Ka such that ∂e = T .
We have the following decomposition of the codimension one strata of
Cu,t(M):
∂C1u,t(L,M) = C
b
u,t(L,M) ∪ C
d
u,t(L,M) ∪ C
p
u,t(L,M) ∪ C
h
u,t(L,M) ∪ C
a
u,t(L,M),
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where
Cbu,t(L,M) = ∂M × Cu,t−1(L,M
o)
Cpu,t(L,M) = ∪T=F pC
{T}
u,t (L,M)
Cdu,t(L,M) = ∪T∈F dC
{T}
u,t (L,M)
Chu,t(L,M) = ∪T∈FhC
{T}
u,t (L,M)
Cau,t(L,M) = ∪T∈F aC
{T}
u,t (L,M)
are the boundary, disconnected, principal, non-anomalous hidden and anoma-
lous strata, respectively (extending the terminology introduced by Bott and
Taubes in [BT94]). By abuse of notation we will also call T boundary, dis-
connected, principal, hidden or anomalous, respectively.
3.4 Orientations
We define the orientation of Cu,t(M) via an orientation of the abstract Feyn-
man graph, following [AF96]. Let L be a link and let Ka be an abstract
Feynman diagram.
Proposition 3.6 There is an orientation on Cu,t depending on the product
of vertex orientations and product of edge orientations of Ka.
Proof: At a point x ∈ Cou,t(L,M), we have that
TxC
o
u,t(L,M)
∼= Tx1L⊕ . . .⊕ TxuL⊕ Txu+1M ⊕ . . .⊕ Txu+tM.
Let XxI = (X
1
xI
, X2xI , X
3
xI
) be an oriented basis for TxIM , I = u+1, . . . , u+t,
and let X1xI be an oriented basis for TxiL, I = 1, . . . , u. The orientation
element
Ω(Ka) =
∧
e∈Γa
Ωe,
where
Ωe = X
ov(e)
v ∧X
ou(e)
u ∂e = (u, v),
and ov is the cyclic order at the internal vertex v, defines an orientation on
TxC
o
u,t(L,M), which orients C
o
u,t(L,M). We then orient all the lower strata
of Cu,t(L,M) by inducing their orientation from C
o
u,t(L,M). 
Configuration space integrals 10
3.5 Fibre integration
We recall the following fact from [BT94]: If pi : B → X is a fibration with
fibre F a compact manifold with corners then for any cycle c ⊆ X the value
of the fibre integral pi∗(dω) =
∫
F
dω of an exact form on B is given by(∫
F
dω
)
(c) =
∫
pi−1c
dω =
∫
∂pi−1c
ω
=
∫
pi−1∂c
ω +
∫
pi−1c∩∂B
ω
=
∫
F
ω (∂c) +
∫
c
(∫
∂F
ω
)
= d
(∫
F
ω
)
(c) +
(∫
∂F
ω
)
(c)
so that d
(∫
F
ω
)
=
∫
F
dω−
∫
∂F
ω. In particular, dω = 0 and
∫
∂F
ω = 0 imply∫
F
ω is constant.
4 Configuration space integrals
Let Σ be a closed oriented surface of positive genus. For the remainder of
this paper M = Σ × I where I = [0, 1]. Let piΣ denote the projection from
M onto Σ and piI the projection from M onto I.
We choose a hyperbolic metric ρ on Σ if the genus is not 1. In the case
where the genus of Σ is 1 we choose a flat metric ρ. For any two points
z1, z2 ∈ Σ we denote by ρ(z1, z2) the length of the shortest geodesic from z1
to z2. For x, y ∈ M , we use the notation ρ(x, y) for ρ(piΣ(x), piΣ(y)). On M
we will consider the product metric.
4.1 The two-form on C2(M)
Fix a natural number n (in the following n will be the degree of a chord
diagram) and a small positive real number ε, smaller than the injectivity
radius of the metric ρ.
Consider
Un =
{
(x, y) ∈M ×M | ρ(piΣ(x), piΣ(y)) < (ε/3n)
2
}
.
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Let N be an open neighbourhood of the diagonal in M ×M which satisfies
that
N ∩ Un = {(x, y) ∈ M ×M | |piI(x)− piI(y)| < ε/3n} ∩ Un.
Clearly we can choose N such that C2(M) is diffeomorphic to the com-
plement of N in M ×M , say by a diffeomorphism ι : C2(M)→M ×M −N .
Note also that Un ∩ (M ×M −N) is disconnected.
Since ε is smaller than the injectivity radius of Σ we have for any (x, y) ∈
Un a unique geodesic γ = γx,y with γ (0) = piΣ(x) and γ (1) = piΣ(y). Using
this, we define a map g : Un → TΣ by
g(x, y) = γ′x,y(0) ∈ TpiΣ(x)Σ.
Let Λn be a closed 2-form on TΣ with support contained in {v ∈ TΣ |
|v| < (ε/n)2} which represents the Thom class of TΣ, see e.g. [BT82, ch.I.6].
Define ω˜ = ω˜n, by
ω˜n =
{
g∗(Λn) if piI(x) > piI(y)
−g∗(Λn) if piI(x) < piI(y)
Definition 4.1 Let ω = ωn be the closed 2-form on C2(M) given by
ω = ι∗ω˜n
Remark 4.2 By construction, ω has support in ι−1(Un).
4.2 The configuration space integral
Let L be a link in M . An abstract Feynman diagram Ka together with the
choices specified in section 3.3 defines a map
φKa : Cu,t (L,M)→ C2 (M)
×e
defined on the component of Cu,t (L,M) determined by these choices.
The form ω on C2(M) can be pulled back to a two-form on C2(M)
×e via
any of the projections pi : C2(M)
×e → C2(M). The wedge product of these
pullbacks defines a new form ωe ∈ Ω2e(C2(M)
×e).
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Consider the form φ∗Kaω
e on the configuration space Cu,t (L,M). For every
point c ∈ Cu,t (L,M) contained in the support of this form there is naturally
induced a Feynman diagram Kac in M given by mapping the edges of K
a to
the unique geodesics between the corresponding pairs of points in M . (The
uniqueness follows from the fact that any pair of endpoints of an edge is
contained in Un.)
Let Sl denote the set of possible choices for the map o (so Sl is in bijective
correspondence with the symmetric group on l elements).
Definition 4.3 Let ωK
a
Cu,t ∈ Ω
2e(Cu,t (L,M) ,F(M)) be given by
ωK
a
Cu,t(c) :=
∑
o∈Sl
φ∗Kaω
e(c)
|AutKac |
Kac
for c ∈ Cu,t (L,M).
The reason why we only sum over the choices of o will be explained
below. Clearly, the class of Kac is locally constant and therefore constant
on the connected components of supp(φ∗Kaω
e) ⊆ Cu,t(L,M). Thus ω
Ka
Cu,t is
integrable, and by compactness we see that
∫
Cu,t
ωK
a
Cu,t(L,M)
is a finite sum of
Feynman diagrams in M , hence it specifies an element in F(M).
Since ω is a two form, this integral is independent of the chosen total
ordering oe of the edges of Γ
a. From ω(y,x) = −ω(x,y) it follows that ω
Ka
Cu,t
depends on the product of the orientations of the edges. Thus proposition
3.6 implies that
∫
Cu,t
ωK
a
Cu,t is independent of the choice of edge orientations.
Changing the ordering ot of the internal verticies of K
a or the ordering of
the external verticies ou on any of the components, results in an orientation
preserving self-diffeomorphism of Cu,t(L,M) taking the form for one orien-
tation to the form for the other, hence the integral is independent of these
orderings.
Hence we can now make the following definition:
Definition 4.4 We define for any abstract trivalent Feynman diagram Ka
V˜ (L,Ka) =
∫
Cu,t(L,M)
ωK
a
Cu,t
We will consider the variation of this integral with respect to the link L.
Using arguments similar to those of [BT94], [Thu95] and [AF96] we calculate
δ
∫
Cu,t(L,M)
ωK
a
Cu,t(L)
using the properties of the form ωdegK chosen above and
the definition of the automorphism group of a diagram.
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4.3 Variation of the function V˜
Let us define
V˜n(L) =
∑
Ka∈Fan
V˜ (L,Ka)
and
V˜ (L) =
∞∑
n=0
V˜n(L)
2n
thought of as a function on the space of links in M with values in ch (M).
We want to compute the derivative of the function V˜ .
By the version of Stokes theorem presented in section 3.5,
δV˜ = δbV˜ + δdV˜ + δpV˜ + δhV˜ + δaV˜
where
δbV˜ =
∞∑
n=0
1
2n
∑
Ka∈Fan
∫
Cbu,t(L)
ωK
a
Cu,t(L)
δdV˜ =
∞∑
n=0
1
2n
∑
Ka∈Fan
∫
Cdu,t(L)
ωK
a
Cu,t(L)
δpV˜ =
∞∑
n=0
1
2n
∑
Ka∈Fan
∫
Cpu,t(L)
ωK
a
Cu,t(L)
δhV˜ =
∞∑
n=0
1
2n
∑
Ka∈Fan
∫
Chu,t(L)
ωK
a
Cu,t(L)
δaV˜ =
∞∑
n=0
1
2n
∑
Ka∈Fan
∫
Cau,t(L)
ωK
a
Cu,t(L).
Theorem 4.5 The variation of V˜ equals the variation over the anomalous
faces:
δV˜ = δaV˜
Proof: By the above, we need to establish that δbV˜ = 0, δdV˜ = 0, δpV˜ = 0
and δhV˜ = 0.
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The variation over the boundary faces δbV˜ is zero. This follows since
ω(x,y) depends on piΣ (x) , piΣ (y) only up to sign. Hence∫
x∈Σ×{1}
∫
Cu,t−1(Σ×(0,1))
φ∗Kaω
e = −
∫
x∈Σ×{0}
∫
Cu,t−1(Σ×(0,1))
φ∗Kaω
e
which shows that these contributions cancel.
If T is disconnected φKa factors through a codimension three subspace so
that φ∗Kaω
e = 0.
The variation of V˜ coming from the hidden faces vanishes: By the sym-
metry arguments in [Thu95] there are either orientation reversing automor-
phisms of the strata preserving ωK or orientation preservering automor-
phisms of the strata mapping ωK to −ωK (this uses ω(y,x) = −ω(x,y)).
Finally, the following section will establish that δpV˜ = 0. 
The variation on anomalous faces δaV˜ might be nonzero. Let T ⊂ [u+ t]
define an anomalous face. Let I : L → S(TM) be the natural tangential
inclusion map. Consider the diagram
(C2(M))
e (C2(M))
e (C2(M))
exφKa xφKa xψKa
Cu,t ←−−− C
{T}
u,t −−−→ BTy y ypiT
L×u ×M×t ←−−− L
I
−−−→ S(TM)
(3)
We obtain a form ωK
a
BT
on BT by replacing φKa by ψKa in definition 4.3. If
we let ΩK
a
T be the 2-form on S(TM) obtained by pushing ω
Ka
BT
forward to
S(TM), i.e.
ΩK
a
T (v) =
∫
BT (v)
ωK
a
BT
,
then clearly
δa
∫
Cu,t
ωK
a
Cu,t =
∫
C
{T}
u,t
ωK
a
BT
|
C
{T}
u,t
=
∫
L
i∗ΩK
a
T (4)
In section 5.2 we will adjust V˜ to obtain a function which also has zero
variation over the anomalous faces, hence is an invariant of links.
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4.4 Variation on principal faces
Recall that we are using e both as a variable running through the edges of
Ka and as the number of edges in Γa.
Collapsing an edge e of an abstract Feynman diagram Ka leads to a
graph δeK
a with one 4-valent vertex moreover, e specifies a principal face
C∂eu,t (L,M). It is easy to extend the discussion in section 4.2 to this case (for
details see [AF96, prop.3]). In particular, one δeK
a induces an orientation
on C∂eu,t (L,M) and one gets a map φδeKa : C
∂e
u,t (L,M)→ C2(M)
×e such that
ωK
a
Cu,t |Ceu,t(L,M)(c) =
∑
o∈Sl
φ∗δeKaω
e(c)
|AutKac |
Kac
Proposition 4.6 The orientation defined in proposition 3.6 and the orien-
tation induced from δeK
a on C∂eu,t (L,M) agree.
Proof: As in [AF96, prop.3] 
Lemma 4.7 Let Γx be a graph with one four-valent vertex x, all other ver-
tices trivalent. Then there are at most three trivalent graphs ΓIx, I ∈ {1, 2, 3},
such that δeIΓ
I
x = Γx for edges eI ∈ Γ
I
x.
Proof: Holds as in [AF96, lemma 1] since this is a local statement. 
Lemma 4.8 K a trivalent graph with edges e, f . Then δeK ∼= δfK iff there
is an σ ∈ Aut (K) such that δe (σ (K)) = δe (K) , σ (e) = f
Proof: Obvious. (as [AF96, lemma 2]) 
Proposition 4.9 δeK ∼= δfK iff σ (K) = ± (δeK)
I , σ (f) = e for some
I, σ ∈ Aut (K)
Proof: As [AF96, prop.1]. 
Lemma 4.10 If e is admissible and collapsing e does not result in two ver-
tices being connected by two different edges, then P±I (K, e) ∩ P
±
j (K, e) = ∅
Proof: [AF96, lemma 5] is stronger. 
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Lemma 4.11 # {f |δfK ∼= ±δeK} = # {I} ×
|Aut+K|
|Aut+δeK|
Proof: Follows from the above lemmata, as in [AF96, lemma 4]. 
From the above it now follows that
Lemma 4.12 The variation on principal faces is given by
δpV˜ =
∞∑
n=0
1
2n
∑
Ka∈Fn
e∈Ka
1
2n
∫
C∂eu,t(L,M)
ωδeK
a
Cu,t
Lemma 4.13 If there is an orientation reversing automorphism of K or
δeK then [K] = 0 or
∫
C∂eu,t(L,M)
ωδeK
a
Cu,t
= 0.
Proof: Obvious. 
Lemma 4.14 One gets that
∫
C∂eu,t(L,M)
ωδeK
a
Cu,t
= 0 if collapsing e does result in
two vertices being connected by two different edges.
Proof: φKa factors through (C2 (M))
e−1, hence φ∗Kaω
e = 0. 
Theorem 4.15 The variation on principal faces is zero: δpV˜ = 0.
Proof: Follows from the last three lemmata as in [AF96, theorem 1] since
all the arguments are local. 
5 The invariant
5.1 Correction terms
Here we will construct the correction factor to cancel the variation over the
anomalous faces. From equation (4) we see that the we need a factor whose
variation is
∑
Ka∈Fan
∑
T∈F a(Ka)
∫
L
i∗ΩK
a
T . To construct such a correction we
want to show that the 2-form Ωn =
∑
Ka∈Fan
∑
T∈F a(Ka)Ω
Ka
T is exact. We will
do this only on an open dense submanifold S ′(TM) of S (TM) containing a
neighbourhood of L, but this suffices for our purposes.
Our first step is
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Proposition 5.1 The 2-form Ωn is closed.
Proof: By lemma 3.5,
δΩn =
∑
Ka∈Fan
∑
T∈F a(Ka)
∑
S
∫
BST (v)
ωK
a
BT
where one of the following holds:
1. S defines a boundary face
2. S ⊂ T
3. S ⊃ T
4. S ∩ T = ∅
If S is boundary the contribution is zero as above.
If S ⊂ T then S is principal or hidden and the contribution is zero.
If S ⊃ T then S is disconnected and does not contribute.
Hence we see that the contributions to δΩn all vanishes unless S ∩ T = ∅
and S is anomalous.
Now we note that S contains at least one univalent vertex v0 (since S
is a connected component of Γ) that in C
{T,S}
u,t (L,M) runs over the whole
tangent space of TxM if the points parametrized by S collapse at x. Let v1
be the vertex which is connected to v0 by a edge in Γ. Reflection of v0 in v1
is an automorphism θ of BST such that θ
∗ω = −ω and θ∗
∫
BST (v)
ω = −
∫
BST (v)
ω
implies
∫
BST (v)
ω = 0. This completes the proof that δΩn = 0. 
Now we proceed as follows:
Let n be a section of S(TM). We shall now restrict our self to links
L ⊂M such that n(M) ∩ TL = ∅ inside S(TM). In other words n induces a
framing of L.
Choose a point x ∈ Σ not on the projection of the link L and let
S ′(TM) = S(TM)−
{
n(M) ∪ S(TM)|pi−1
Σ
(x)
}
.
By construction S ′(TM) is homotopy equivalent to Σ−{x}, henceH2(S ′(TM)) =
0. Hence, if we let Ω′n = Ωn|S′(TM), then Ω
′
n is exact. Now pick cycles bI
representing a basis for H1Σ.
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Definition 5.2 Let αn be such that
Ω′n = dαn
αn (bI) = 0.
Any two choices for αn will be cohomologous: d (αn − α
′
n) = Ωn−Ωn = 0
and (αn − α
′
n) (bI) = 0∀I so that [αn − α
′
n] = 0 ∈ H
1 (S ′(TM)).
By the version of Stokes theorem in section 3.5 we see that
δ
∫
L
αn =
∫
L
dαn =
∫
L
Ωn (5)
and
∫
L
(αn − α
′
n) =
∫
L
dfn =
∫
∂L
fn = 0 shows that it is independent of
αT . Since n is only allowed to vary continuously in the complement of I(L)
and since H2 (Σ\ {x}) = 0, it is clear that the cohomology class of αn is
independent of the choice of framing n.
Furthermore
∫
L
αn is independent of the choice of x: Consider two choices
of points x, y and the corresponding forms αxn, α
y
n. The first homology of
S (TM) \
{
n(M) ∪ S(TM)|pi−1
Σ
({x,y})
}
is generated by {bI} and a small loop
cy around y on Σ. By assumption ∀α
x
n (bI) = α
y
n (bI) for all I, in addition
αxn (cy) = 0 since cy is homologous to 0 in the domain of α
x
n. Since also
αyn (cy) = α
y
n (cx) = 0 (because cy is homologous to cx mod {bI}) we see that
αxn is cohomologous to α
y
n near L and thus
∫
L
αxn =
∫
L
αyn.
5.2 Definition of the invariant
Let ch (M) denote the completion of ch (M) with respect to the filtration
defined by degree.
Definition 5.3 Let Vn (L) be defined by
Vn (L) = V˜n(L)−
∫
L
αn.
Theorem 5.4 The sum
V (L) =
∑
n
1
2n
Vn(L)
defines an element of ch (M). The map L 7→ V (L) ∈ ch (M) is a universal
finite type invariant for links in M .
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Proof:
By the definition of Un we know that only those imbeddings of K con-
tribute where for any connected component K¯ of K the projection piΣ
(
K¯
)
is contained in some disk of radius at most e
(
ε
3 degK
)2
≤ ε
2
3 degK
on Σ, in
particular the graph of Γ is contractible. From this, the finiteness of the
sum defining V and from F/STU ∼= ch (lemma 1) it follows that the sum is
well-defined as a sum of chord diagrams.
We have that
δVn = δV˜n − δ
∫
L
αn = δ
aV˜n −
∫
L
Ωn = 0
by the construction of Ωn in the previous section.
We are left with showing that V (L) is in fact a universal finite type
invariant. This will be done in the next section. 
5.3 Finite type and universality
Consider a resolution of a singular knot
∑
η∈{±1}n (−1)
η Lη of degree n. Let
the Lη be equal outside balls BI , I = 1, . . . , n, of size ε around the singular-
ities. By invariance of V under isotopy we can also assume they are almost
planar (contained in Σ×
{
1
2
}
), all the piΣ (Lη) are equal and the distance of
the balls satisfies |BI , Bj|µ > 3ε/n. If for some I no edge of Γ ends in BI
then clearly
∑
(−1)η ωK
a
η = 0.
Now we consider the correction term: Assume L1 and L2 are singular
links of degree n − 1 that differ by a crossing switch away from the BI and
let χ (t) be a homotopy from L1 to L2, then∑
η∈{±1}n−1
(−1)η
∫
L1η
αdegKa −
∑
η∈{±1}n−1
(−1)η
∫
L2η
αdegKa
=
∑
η∈{±1}n−1
(−1)η
∫
t
∫
χ (t)∗Ω′degKa.
If 2 degKa < n − 1 then for each imbedding of Ka either the projection of
some edge has length greater than (ε/3n)2 or at least one BI , I = 1, . . . , n−1
does not contain a univalent vertex. In either case∑
η∈{±1}n−1
(−1)η
∫
Imχ(t)
Ω′degKa = 0
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for each t, so that
∑
η′∈{±1}n
(−1)η
′
∫
Lη′
αdegKa =
∑
η∈{±1}n−1
(−1)η
∫
L1η
αdegKa −
∑
η∈{±1}n−1
(−1)η
∫
L2η
αdegKa = 0.
This shows that V (L) of finite type.
Finally, we show that V (L) is universal: We observe that any chord
that contributes to
∫
ωK
a
projects into a small disk in Σ (by remark 4.2) so
that the integral decomposes as a product of integrals over disjoint domains
for each double point of the projection since |BI , Bj |µ > 3ε/n ≥
eε
n degK
(cf. [AF96, proof of theorem 5] ), hence if a component of Γ intersects two
different BI then the contribution to the invariant vanishes. Let γ be the
number of connected components of Γa. Since γ ≤ degKa and γ = degKa
iff Ka has no trivalent vertex it follows that
∑
η∈{±1}n (−1)
η V˜I (Lη) = 0 for
i < n. Furthermore, α can contribute only if Ka has at least one trivalent
vertex and
∑
η∈{±1}n−1 (−1)
η
∫
Imχ(t)
Ω′I = 0 for I = 1, . . . , n by the argument
above so that
∑
η∈{±1}n (−1)
η
∫
Lη
αI = 0 for i < n.
If e = degKa = n (i.e. no trivalent vertex) then V˜ (Lη, K
a) 6= 0 only if
there is exactly one chord in each BI , which necessarily runs almost vertical.
The coefficient will be 1 by the defining properties of the Thom class Λn
entering in the construction of ωn. To see that the correction term will be
zero for degKa = n we note that we can assume that χ (t) moves only in
the vertical direction. By the definition of ω again, we see that Ω′ has no
component in the vertical direction, thus we effectively integrate a two-form
over a manifold of dimension one. Hence the anomalous contribution is zero
for degKa = n.
This concludes the proof of the main theorem 5.4.
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