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Abstract
This paper considers the distributed filtering problem for a class of stochastic uncertain systems under quantized data flowing over
switching sensor networks. Employing the biased noisy observations of the local sensor and interval-quantized messages from neighboring
sensors successively, an extended state based distributed Kalman filter (DKF) is proposed for simultaneously estimating both system state
and uncertain dynamics. To alleviate the effect of observation biases, an event-triggered update based DKF is presented with a tighter
mean square error bound than that of the time-driven one by designing a proper threshold. Both the two DKFs are shown to provide
the upper bounds of mean square errors online for each sensor. Under mild conditions on systems and networks, the mean square error
boundedness and asymptotic unbiasedness for the proposed two DKFs are proved. Finally, the numerical simulations demonstrate the
effectiveness of the developed filters.
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1 Introduction
In recent years, sensor networks are broadly studied and
applied to environment sensing, target tracking, smart grid,
etc. As is well known, state estimation problems over sensor
networks are usually modeled as distributed filtering studies.
Thus more and more researchers and engineers around the
world are paying their attention to the methods and theories
of distributed filtering.
In the existing literature on distributed filtering over sen-
sor networks, many effective approaches and analysis tools
have been provided. For linear time-invariant systems, dis-
tributed filters with constant parameter gains were investi-
gated in [1, 2], which yet confined the scope of the sys-
tem dynamics to be considered. As is known, the optimal
centralized Kalman filter for linear stochastic systems can
provide the estimation error covariances online. However,
in distributed Kalman filters (DKFs) [3–9], the covariances
can not be obtained by each sensor due to the unknown
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correlation between state estimates of sensors, which essen-
tially hinders the optimality of distributed filters. Then the
distributed Kalman filters based on consensus or diffusion
strategies were studied in [4, 5], where the state estimates
were fused by scalar weights. As a result, the neighboring
information can not be well utilized. Owing to the important
role of filtering consistency 1 in real-time precision evalua-
tion, the consistent algorithms in [6–8, 10] enabled their ap-
plications to design covariance weight based fusion schemes,
though the system models were limited to be linear and the
communications were required to be perfect. In this paper,
we will propose consistent filters for general system models,
communication schemes and network topologies.
Stability is one of fundamental properties for filtering al-
gorithms. In the existing results on stability analysis, local
observability conditions of linear systems were assumed in
[5, 11], which confined the application scope of distributed
filters. On the other hand, the sensor observation bias, which
prevalently exists owing to factors like calibration error, sen-
sor drift, and registration error, can directly influence the
consistency as well as the stability of filters. This is attributed
to the difficulty in dealing with biased observations of the lo-
cal sensor and fusing the biased estimates from neighboring
1 The filtering consistency means that an upper bound of estima-
tion error covariance can be calculated online.
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sensors. The state estimation problems in the presence of ob-
servation bias were investigated in [12, 13] by assuming the
independence between the system state and the random bias,
which yet is hard to be satisfied for feedback control systems
with colored random bias processes. More importantly, ow-
ing to the existence of outer disturbances or unmodeled dy-
namics, many practical systems contain uncertain dynamics,
which may be nonlinear. To deal with the unknown dynam-
ics, some robust estimation methods, such as H∞ filters and
set valued filters, were studied by researchers [14, 15]. An
extended state based Kalman filter was proposed in [16] for a
class of nonlinear uncertain systems. However, the relation
between the original system and the formulated system still
needs further investigation. Compared with the centralized
filter [16], more general system models and noise conditions
will be studied in this work under a distributed framework.
Communication scheme between sensors is one of the essen-
tial features for decentralized algorithms. In the past years,
a considerable number of results have analyzed topology
conditions in terms of network connectivity and graph types
[3–9, 11]. Most of these results assumed that the network is
fixed over time. However, due to the network vulnerability
(e.g., link failure [10]), the topologies of sensor networks
may be changing with time. Another significant aspect is
on the message transmission between neighboring sensors.
A majority of the existing literature on distributed filters re-
quired the accurate transmission. Nevertheless, due to lim-
itations of energy and channels in practical networks, such
as wireless sensor network, it is difficult to ensure perfect
sensor communications. Thus, the filter design under quan-
tized sensor communications seems to be an important issue
of practice.
The main contributions of this paper are summarized in the
following.
(1) By utilizing the techniques of interval quantization and
state extension, we propose a quantized communication
based distributed Kalman filter for a class of stochastic
systems suffering uncertain dynamics and observation
biases. The filter enables the upper bounds of mean
square estimation errors to be avaiable online.
(2) Under some mild conditions including uniformly col-
lective observability of the system and jointly strong
connectivity of the switching networks, we prove that
the mean square estimation errors are uniformly upper
bounded. Furthermore, it is shown that the estimation
biases tend to zero under certain decaying conditions
of uncertain dynamics and observation biases.
(3) An event-triggered observation update based DKF is
presented with a tighter mean square error bound than
that of the time-driven one. Also, the mean square
boundedness of the estimation error for the event-
triggered filter is proved. More importantly, we reveal
that the estimation biases of the event-triggered filter
can tend to zero even if the observation biases of some
sensors are not decaying over time.
Compared with the existing literature [1–9], the studied sys-
tems are more general by considering uncertain dynam-
ics and observation biases. Furthermore, although there are
some results on quantized distributed consensus [17, 18], the
distributed filtering problems with quantized sensor com-
munications have not been well investigated in the existing
literature, especially for the scenario that the system is un-
stable and collectively observable. Moreover, the conditions
of noise in [8], the initial estimation error in [3, 19], and the
non-singularity of time-varying system matrices in [3, 8] are
all relaxed in this paper.
The remainder of the paper is organized as follows. Sec-
tion 2 is on the model description and preliminaries. Section
3 studies the system reconstruction and filtering structure.
Section 4 analyzes the distributed filter with time-driven up-
date scheme. Section 5 studies the distributed filter with
event-triggered update scheme. Section 6 shows the numer-
ical simulations. The conclusion of this paper is given in
Section 7. Some proofs are given in Appendix.
Notations. The superscript “T” represents the transpose. In
stands for the identity matrix with n rows and n columns.
E{x} denotes the mathematical expectation of the stochastic
variable x, and blockdiag{·} means that the block elements
are arranged in diagonals. diag{·} represents the diagonal-
ization of scalar elements. tr(P ) is the trace of the matrix P .
N+ denotes the set of positive natural numbers.Rn stands for
the set of n-dimensional real vectors. [a : b) stands for the set
of integers a, a+1, · · · , b−1. We denote [a : b] = [a : b)∪b.
And, sat(f, b) means max{min{f, b},−b}. We assume that
λmin(A) and λmax(A) are the minimal eigenvalue and max-
imal eigenvalue of a real-valued square matrix A, respec-
tively. supk∈NAkA
T
k <∞means supk∈N λmax
(
AkA
T
k
)
<
∞. Let ‖ · ‖2 be the standard Euclidean norm.
2 Model Description and Preliminaries
2.1 Network topology and definitions
We model the communication topologies of sensor networks
by switching weighted digraphs {Gs = (V, Es,As)}, where
V , Es and As stand for the node set, the edge set and
the weighted adjacency matrix, respectively. We assume
that As is row stochastic with nonnegative off-diagonal el-
ements and positive diagonal elements, i.e., aGsi,i > 0, a
Gs
i,j ≥
0,
∑
j∈V a
Gs
i,j = 1. As node i can receive information from
its neighboring sensors, the neighbor set of node i is denoted
byN Gsi , {j ∈ V|aGsi,j > 0}, which includes node i. We de-
note aGsi,j = ai,j(k) and N Gsi = Ni(k), if the graph is Gs at
time k. Gs is called strongly connected if for any pair nodes
(i1, il), there exists a direct path from i1 to il consisting of
edges (i1, i2), (i2, i3), · · · , (il−1, il). We say that {Gs}Ks=1
is jointly strongly connected if the union graph
⋃K
s=1 Gs is
strongly connected, where K ∈ N+.
The following definitions are needed in this paper.
2
Definition 2.1 ([20]) Suppose that xk is a random vector
and xˆk is the estimate of xk. Then the pair (xˆk, Πk) is said
to be consistent if E{(xˆk − xk)(xˆk − xk)T } ≤ Πk. An
algorithm is of consistency if it provides consistent pairs
(xˆk, Πk) for all k ∈ N.
Definition 2.2 Let ek,i be the state estimation error of
sensor i at time k, then the sequence of estimation error
covariances E{ek,ieTk,i}, k ∈ N, is said to be stable if
supk∈NE{ek,ieTk,i} < ∞. And, the sequence of estimates
is said to be asymptotically unbiased if lim
k→∞
E{ek,i} = 0.
Let (Ω,F , P ) be the basic probability space. Fk stands for
a filtration of σ-algebra F , i.e., for Fk ⊂ F , Fi ⊂ Fj
if i < j. Here, the σ-algebra is a collection of subsets of
Ω and satisfies certain algebraic structure. A discrete-time
sequence {ξk,Fk} is said to be adapted if ξk is measurable
toFk. In principle, ξk is a function of past events withinFk.
We refer the readers to the formal definitions of ‘filtration’,
‘σ-algebra’ and ‘measurable’ in [21].
Definition 2.3 A discrete-time adapted sequence {ξk,Fk}
is called a martingale difference sequence (MDS), if
E{‖ξk‖2} <∞ and E{ξk|Fk−1} = 0, almost surely.
Definition 2.4 A time sequence {Tl, l ∈ N} is called an
L-step supporting sequence (L-SS) of a matrix sequence
{Mk, k ∈ N}, if there exists a scalar β > 0, such that the
sequence {Tl, l ∈ N} is well defined in the following manner
T0 = inf
{
k ≥ 0
∣∣∣∣λmin(Mk+sMTk+s) ≥ β,∀s ∈ [0 : L)}
Tl+1 = inf
{
k ≥ Tl + L
∣∣∣∣
λmin(Mk+sM
T
k+s) ≥ β,∀s ∈ [0 : L)
}
sup
l∈N
{Tl+1 − Tl} <∞.
(1)
Remark 2.1 The definition of L-SS is introduced to study
the nonsingularity of the time-varying transition matrices
{A¯k,i} given in the sequel. In many existing results [3, 8],
A¯k,i is assumed to be nonsingular for any k ∈ N, which is
removed in this paper.
2.2 Model description and assumptions
Consider the following model for a class of stochastic sys-
tems with uncertain dynamics and biased observations{
xk+1 = A¯kxk + G¯kf(xk, k) + ω¯k,
yk,i = H¯k,ixk + bk,i + vk,i, i ∈ V, (2)
where xk ∈ Rn is the unknown system state, A¯k ∈ Rn×n
is the known state transition matrix and ω¯k ∈ Rn is the un-
known zero-mean white process noise. f(xk, k) ∈ Rp is the
uncertain dynamics (e.g., some unknown disturbance). G¯k ∈
Rn×p is the known matrix subject to supk∈N{G¯kG¯Tk } <∞.
Here, yk,i ∈ Rmi is the observation vector obtained via
sensor i, H¯k,i ∈ Rmi×n is the known observation matrix,
subject to supk∈N{H¯Tk,iH¯k,i} < ∞, bk,i ∈ Rmi is the un-
known state-correlated stochastic observation bias of sen-
sor i, and vk,i ∈ Rmi is the stochastic zero-mean obser-
vation noise. N is the number of sensors over the system,
thus V = {1, 2, . . . , N}. Note that A¯k, G¯k are known to
all the local sensors, while H¯k,i and yk,i are only known
to the local sensor i. Suppose that σ{x} stands for the
minimal sigma algebra generated by the random vector x.
Let Fk , σ{x0, b0,i, ω¯j , vj,i, i ∈ V, 0 ≤ j ≤ k} and
fk , f(xk, k) for simplicity. In the following, we will pro-
vide several assumptions on the system structure and com-
munication scheme.
Assumption 2.1 The following conditions hold:
• 1) The sequence {ω¯k}∞k=0 is independent of x0 and
{vk,i}∞k=0, i ∈ V , with E{ω¯kω¯Tk } ≤ Qk, where
infkQk > 0 and supQk <∞, ∀k ∈ N.
• 2) The sequences {bk,i}∞k=0, i ∈ V , are measurable to
Fk−1, k ≥ 1, and E{bk,ibTk,i} ≤ Bk,i.
• 3) The sequence {vk,i,Fk}∞k=0 is MDS andE{vk,ivTk,i} ≤
Rk,i as well as supk∈NRk,i > 0 holds ∀i ∈ V .
• 4) It holds that E{(X0 − Xˆ0,i)(X0 − Xˆ0,i)T } ≤ P0,i,
where Xˆ0,i is the estimate of X0 , [xT0 , fT0 ]T , i ∈ V .
Compared with [8] where the observation noises of sensors
are independent, the MDS assumption on vk,i is milder. The
condition 4) of Assumption 2.1 is more general than that in
[3, 19] which the initial estimation error is required to be
sufficiently small.
Assumption 2.2 There is an L ∈ N+, such that the se-
quence {A¯k, k ∈ N} has an L-SS and sup
k∈N
{A¯kA¯Tk } <∞.
Assumption 2.2 poses no requirement on the stability of the
original system (2). Besides, within the scope of distributed
filtering for time-varying systems, Assumption 2.2 is milder
than that in [3, 8], where the non-singularity of the system
state transition matrix is needed for each time.
Assumption 2.3 The following conditions hold.
• 1) fk is measurable to F¯k, where F¯k = σ{x0, b0,i,
ω¯j−1, vj,i, i ∈ V, 1 ≤ j ≤ k} for k ≥ 1, and
F¯0 = σ{x0, b0,i, v0,i, i ∈ V}.
• 2) E{ukuTk } ≤ Qˆk, where uk , fk+1 − fk, subject to
infk∈N λmin(Qˆk) > 0 and supk∈N λmax(Qˆk) <∞.
3
The first condition of Assumption 2.3 permits fk to be im-
plicitly related with {xj , yj,i}kj=0, i ∈ V . Under this setting,
the model built in (2) also considers the distributed output
feedback control systems, such as the system of coupled
tanks [22]. The condition in 2) of Assumption 2.3 relies on
the boundedness of the dynamic increment, which is milder
than the boundedness of uncertain dynamics required by
[23].
Definition 2.5 The system (2) is said to be uniformly col-
lectively observable if there exist two positive integers N¯ ,
M¯ , and a constant α > 0 such that for any k ≥ M¯ , there is∑N
i=1
[∑k+N¯
j=k Φ¯
T
j,kH¯
T
j,i(Rj,i +Bj,i)
−1H¯j,iΦ¯j,k
]
≥ αIn,
where Φ¯k,k = In, Φ¯k+1,k = A¯k, Φ¯j,k = Φ¯j,j−1 × · · · ×
Φ¯k+1,k, if j > k.
Assumption 2.4 The system (2) is uniformly collectively
observable.
Assumption 2.4 is a mild collective observability condition
for time-varying stochastic systems. If the system is time-
invariant, then Assumption 2.4 degenerates to (A¯, H¯) being
observable [6, 24], where H¯ = [H¯T1 , . . . , H¯
T
N ]
T . Besides, if
the local observability conditions are satisfied [5, 11], then
Assumption 2.4 holds, but not vice versa.
The topologies of the networks are assumed to be switching
digraphs {Gσk , k ∈ N}. σk is the switching signal defined by
σk : N → Ω, where Ω is the set of the underlying network
topology numbers. For convenience, the weighted adjacency
matrix of the digraph Gσk is denoted by Aσk = [ai,j(k)] ∈
RN×N . To analyze the switching topologies, we consider
the infinite interval sequence consisting of non-overlapping
and contiguous time intervals [kl, kl+1), l = 0, 1, . . . , with
k0 = 0. It is assumed that there exists an integer k0, such that
kl+1 − kl ≤ k0. On the switching topologies, the following
assumption is needed.
Assumption 2.5 The union graph
⋃kl+1
k=kl
Gσk is strongly
connected, and the elements of Gσk , i.e., ai,j(k), belong to
a set consisting of finite nonnegative real numbers.
Since the joint connectivity of the switching digraphs admits
that the network is unconnected at each moment, Assump-
tion 2.5 is milder for the networks confronting link failures.
If the network remains connected at each moment or fixed
[6, 7], then Assumption 2.5 holds as well.
2.3 Quantized communications
In sensor networks, such as wireless sensor networks, the
signal transmission between two sensors may confront the
problems of channel limitation and energy restriction. Thus,
without losing too much accuracy, some quantization oper-
ators can be considered to reduce the package size in the en-
coding process with respect to the transmitted messages. In
this paper, we study the case that the messages to be trans-
mitted are quantized element by element through a given
quantizer before transmission. Let zk,i be a scalar element
remaining to be sent out by sensor i, then we consider the
following interval quantizer with quantizing step ∆i > 0
and quantizing function g(·) : R −→ Qi
g(zk,i) = m∆i, if (m− 1
2
)∆i ≤ zk,i < (m+ 1
2
)∆i (3)
where Qi = {m∆i|m ∈ Z} is the quantization alphabet
with countably infinite elements. Then we write g(zk,i) =
zk,i+ϑ(zk,i), where ϑ(zk,i) is the quantization error, which
is deterministic conditioned on the input zk,i. In addition,
we have ϑ(zk,i) ∈ [−∆i2 , ∆i2 ). A technique to deal with the
correlation between ϑ(zk,i) and zk,i is to consider a dither
operator by adding a random sequence {ξk,i}, which can
randomize the quantization error and make it independent
of the input data. Write
ϑ(k, i) = g(zk,i + ξk,i)− (zk,i + ξk,i), (4)
then the quantization error sequence {ϑ(k, i)} is indepen-
dent and identically distributed (i.i.d.), uniformly distributed
on [−∆i2 , ∆i2 ) and independent of zk,i, if the following as-
sumption holds.
Assumption 2.6 The sequence {ξk}k≥0 satisfies Schuch-
man conditions [17] and it is independent of F¯k defined in
Assumption 2.3.
A sufficient condition such that {ξk}k≥0 satisfies Schuch-
man conditions is that {ξk,i}k≥0 is an i.i.d. sequence uni-
formly distributed on [−∆i2 , ∆i2 ) and independent of input
sequence {zk,i}.
3 System Reconstruction and Filtering Structure
3.1 System reconstruction
By constructing a new state vector, consisting of the original
state xk and the uncertain dynamics fk, a modified system
model is given as follows.{
Xk+1 = AkXk +Duk + ωk
yk,i = Hk,iXk + bk,i + vk,i
(5)
where
Xk ,
(
xk
fk
)
∈ Rn+p, Ak ,
(
A¯k G¯k
0 Ip
)
∈ R(n+p)×(n+p),
ωk ,
(
ω¯k
0
)
∈ Rn+p, D ,
(
0
Ip
)
∈ R(n+p)×p,
uk , fk+1 − fk ∈ Rp, Hk,i ,
(
H¯k,i 0
)
∈ Rmi×(n+p).
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Considering the system (2) and the reformulated system (5),
Propositions 3.1 and 3.2, which are proved in Appendices
A-B, show the equivalence between the properties of the
two systems.
Proposition 3.1 On the relation between A¯k in (2) and Ak
in (5), the following conclusions hold.
• 1) supk∈N{AkATk } <∞ if and only if supk∈N{A¯kA¯Tk } <∞.
• 2) {Ak|Ak ∈ R(n+p)×(n+p), k ∈ N} has an L-SS if and
only if {A¯k|A¯k ∈ Rn×n, k ∈ N} has an L-SS.
Proposition 3.2 The reformulated system (5) is uniformly
collectively observable if and only if there exist M, N¯ ∈ N+
and α > 0, such that for any k ≥M ,
Θ¯1,1
k,N¯
> αIn
Θ¯2,2
k,N¯
− (Θ¯1,2
k,N¯
)T (Θ¯1,1
k,N¯
− αIn)−1Θ¯1,2k,N¯ > αIp
(6)
where Θ¯1,1
k,N¯
, Θ¯1,2
k,N¯
, and Θ¯2,2
k,N¯
are given in (B.1).
According to the proof of Proposition 3.2 and Definition 2.5,
we can obtain the following lemma.
Lemma 3.1 Let Assumption 2.4 holds, then there exist
M, N¯ ∈ N+ and α > 0, such that for any k ≥ M ,
Θ¯1,1
k,N¯
> αIn, where Θ¯
1,1
k,N¯
is given in (B.1).
Remark 3.1 By Proposition 3.2 and Lemma 3.1, the ob-
servability gap between the reformulated system (5) and the
system (2) is the second equation in (6), which will reduce
to rank
(
In−A¯ −G¯
H¯ 0
)
= n+p if the system is time-invariant
and observable, where H¯ = [H¯T1 , . . . , H¯
T
N ]
T , H¯i ∈ Rmi×n,
A¯ ∈ Rn×n and G¯ ∈ Rn×p.
Example
To show the feasibility of (6), we consider a con-
nected network with three sensors. Suppose that bk,i =
sat
(
sin
(
x2k(1) + x
2
k(2)
)
, 1
)
. For the system (2), we
let A¯ = ( 1 10 2 ), G¯ = [1, 1]
T , H¯1 = [1, 0], H¯2 =
[0, 1], H¯3 = [1, 1], Ri = 1, Bi = 1, i = 1, 2, 3.
On one hand, according to (6) and the notations in
the proof of Proposition 3.2, by choosing α = 2 and
N¯ = 10, we have λmin(Θ¯
1,1
k,N¯
− αIn) > 5.77, and
λmin
(
Θ¯2,2
k,N¯
− (Θ¯1,2
k,N¯
)T (Θ¯1,1
k,N¯
− αIn)−1Θ¯1,2k,N¯ − αIp
)
>
1.2 × 106. On the other hand, by Remark 3.1, we have
rank
(
In−A −G
H¯ 0
)
= 3. Then due to rank
(
H¯
H¯A¯
)
= 2, the
condition (6) holds.
In the sequel, we require the following assumption.
Assumption 3.1 There exist M, N¯ ∈ N+ and α > 0, such
that for any k ≥M , the second inequality in (6) holds.
It is straightforward to prove that if Assumptions 2.4 and 3.1
are both satisfied, there is a commonα > 0, such that the two
inequalities in (6) holds simultaneously. By Proposition 3.1,
Assumptions 2.4 and 3.1 can lead to the uniformly collective
observability of the reformulated system (5).
3.2 Filtering structure
In this paper, we consider two observation update schemes,
namely, time-driven update and event-triggered update,
whose difference lies in whether the biased noisy observa-
tion yk,i is utilized at the update stage or not. We propose
the following distributed filter structure of the system (5)
for sensor i, ∀i ∈ V ,

X¯k,i = Ak−1Xˆk−1,i
if yk,i is utilized:
X˜k,i = X¯k,i +Kk,i(yk,i −Hk,iX¯k,i)
if yk,i is discarded:
X˜k,i = X¯k,i
Xˆk,i =
∑
j∈Ni(k)Wk,i,jX˜k,j
(7)
where X˜k,j = X˜k,i, if i = j, otherwise X˜k,j =
G1(X˜k,j), j ∈ Ni, and G1(X˜k,j) =: [g(X˜k,j(1)), . . . ,
g(X˜k,j(n))]
T is the quantized message sent out by sensor
j with element-wise quantization by (3). Also, X¯k,i, X˜k,i,
and Xˆk,i are the extended state’s prediction, update, and es-
timate by sensor i at the kth moment, respectively. Kk,i and
Wk,i,j , j ∈ Ni(k), are the filtering gain matrix and the local
fusion matrices, respectively. They remain to be designed.
Remark 3.2 We utilize the dither quantization of state es-
timates in (7) to relax the conservativeness in handling
correlation between the quantization error and state esti-
mates. For example, if random variables x and y are cor-
related, a common technique is to use E{(x + y)2} ≤
(1 + 1α )E{x2} + (1 + α)E{y2} for α > 0. However, this
operator is usually conservative. Thus, we use the dithered
quantization to remove the correlation.
In the sequel, we will study the consistency, stability and
asymptotic unbiasedness of the proposed distributed filters
under Assumptions 2.1-3.1. Table 1 is to provide the con-
nection between the main results and assumptions.
Table 1
Connection between results and assumptions
Assumptions Results
Assumptions 2.1, 2.3, 2.6 Lemma 4.1/5.2 (Consistency)
Assumptions 2.1-2.3 Lemma 4.3
Assumptions 2.1-2.6, 3.1 Theorem 4.1/5.1(Stability)
Assumptions 2.1-2.6, 3.1 Theorem 4.2/5.2(Unbiasedness)
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4 Distributed filter: time-driven update
In this section, for the filtering structure (7) with yk,i em-
ployed at each time, we will study the design methods of
Kk,i and Wk,i,j . Then we will find the conditions to guar-
antee the stability of the estimation error covariances for the
proposed filter with the designed Kk,i and Wk,i,j .
4.1 Filter design
The next lemma, proved in Appendix C, provides a design
method of fusion matrices {Wk,i,j}j∈Ni , which can lead to
the consistent estimate of each sensor.
Lemma 4.1 Consider the filtering structure (7) with a non-
stochastic filtering gain Kk,i. Under Assumptions 2.1, 2.3
and 2.6, for any i ∈ V , positive scalars θk,i and µk,i, the
pairs (X¯k,i, P¯k,i),(X˜k,i, P˜k,i), (X˜k,i, P˜k,i) and (Xˆk,i, Pk,i)
are all consistent, provided by Wk,i,j = ai,j(k)Pk,iP˜−1k,j ,
where
P˜k,j =
{
P˜k,j , if i = j, j ∈ Ni(k)
Pˇk,j +
n¯∆j(2∆j+1)
2 In¯, if i 6= j, j ∈ Ni(k),
and P¯k,i, P˜k,i, Pˇk,i and Pk,i are recursively calculated
through
P¯k,i = (1 + θk,i)Ak−1Pk−1,iATk−1 +
1+θk,i
θk,i
Q¯k−1 + Q˜k−1,
P˜k,i = (1 + µk,i)(I −Kk,iHk,i)P¯k,i(I −Kk,iHk,i)T
+Kk,i
(
Rk,i +
1+µk,i
µk,i
Bk,i
)
KTk,i,
Pˇk,i = G2(P˜k,i),
Pk,i =
(∑
j∈Ni(k) ai,j(k)P˜−1k,j
)−1
,
with n¯ = n+p, Q˜k−1 = blockdiag{Qk−1, 0p×p}, Q¯k−1 =
DQˆk−1DT . Here, G2(P˜k,i) is the element-wise quantiza-
tion operator by (3) without dither.
Remark 4.1 In some distributed filtering algorithms [6, 7],
besides state estimates, parameter matrices are also trans-
mitted between neighboring sensors. In this work, the quan-
tized messages {Xˇk,j , Pˇk,j}, will be received by sensor i
from its neighbor sensor j, j 6= i. To keep the consistency
in Definition 2.1, the quantization error of the parameter
matrix is compensated by P˜k,j = Pˇk,j + n¯∆j(2∆j+1)2 In¯.
The next lemma, proved in Appendix D, considers the design
of the filtering gain matrix Kk,i.
Lemma 4.2 Solving the optimization problem K∗k,i =
arg minKk,i tr(P˜k,i) yields
K∗k,i = P¯k,iH
T
k,i
(
Hk,iP¯k,iH
T
k,i +
Rk,i
1 + µk,i
+
Bk,i
µk,i
)−1
.
Summing up the results of Lemmas 4.1 and 4.2, the ex-
tended state based distributed Kalman filter (ESDKF) with
quantized communications is provided in Algorithm 1.
Algorithm 1 Extended State Based Distributed Kalman Fil-
ter (ESDKF):
Prediction: Each sensor carries out a prediction operation
X¯k,i = Ak−1Xˆk−1,i,
P¯k,i = (1 + θk,i)Ak−1Pk−1,iATk−1 +
1+θk,i
θk,i
Q¯k−1 +
Q˜k−1,∀θk,i > 0.
where Q¯k−1 and Q˜k−1 are given in Lemma 4.1.
Update: Each sensor uses its own observations to update
the estimation
X˜k,i = X¯k,i +Kk,i(yk,i −Hk,iX¯k,i)
Kk,i = P¯k,iH
T
k,i
(
Hk,iP¯k,iH
T
k,i +
Rk,i
1+µk,i
+
Bk,i
µk,i
)−1
P˜k,i = (1 + µk,i)(I −Kk,iHk,i)P¯k,i.
Quantization: Each sensor uses element-wise dither quan-
tization to X˜k,i and interval quantization to P˜k,i, i.e.,
Xˇk,i = G1(X˜k,i), Pˇk,i = G2(P˜k,i), where G1(·) and
G2(·) are the element-wise quantization operators with and
without dither, respectively.
Local Fusion: Each sensor receives (Xˇk,i, Pˇk,i,∆j ) from
its neighbors, denoting n¯ = n+ p, for j ∈ Ni(k),
(X˜k,j , P˜k,j) =
{
(X˜k,j , P˜k,j), if i = j,
(Xˇk,i, Pˇk,j +
n¯∆j(2∆j+1)
2 In¯), otherwise
Xˆk,i = Pk,i
∑
j∈Ni(k)
ai,j(k)P˜−1k,j X˜k,j ,
Pk,i =
( ∑
j∈Ni(k)
ai,j(k)P˜−1k,j
)−1
.
4.2 Stability
The next lemma, proved in Appendix E, is useful for further
analysis.
Lemma 4.3 Under Assumptions 2.1-2.3, if there are posi-
tive constants {θ1, θ2, µ1, µ2} such that θk,i ∈ (θ1, θ2) and
µk,i ∈ (µ1, µ2), the following two conclusions hold.
• 1) It holds that P˜−1k,i =
P¯−1
k,i
1+µk,i
+ HTk,i∆R
−1
k,iHk,i, k ∈
N, i ∈ V, where ∆Rk,i = Rk,i + 1+µk,iµk,i Bk,i.
• 2) There exists a positive scalar η such that P¯−1Tl+s+1,i ≥
ηA−TTl+sP
−1
Tl+s,i
A−1Tl+s, s ∈ [0 : L), where {Tl, l ∈ N} is
an L-SS of {Ak, k ∈ N}.
Theorem 4.1 Consider the system (5) with Algorithm
1. Under Assumptions 2.1-2.6 and 3.1, if the param-
eter L given in (1) satisfies L > max{k0, N} + N¯
and there are positive constants {θ1, θ2, µ1, µ2} such
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that θk,i ∈ (θ1, θ2) and µk,i ∈ (µ1, µ2), then the se-
quence of estimation error covariances is stable, i.e.,
supk∈N
{
E{(Xˆk,i −Xk)(Xˆk,i −Xk)T }
}
< +∞,∀i ∈ V.
PROOF. Due to the consistency in Lemma 4.1, we turn to
prove supk∈N Pk,i <∞. Under Assumption 2.2, {Ak|Ak ∈
R(n+p)×(n+p), k ∈ N} has an L-SS, which is supposed to
be {Tl, l ∈ N} subject to L ≤ Tl+1−Tl ≤ T <∞, ∀l ≥ 0,
where L > max{k0, N} + N¯ . Without loss of generality,
we assume T0 ≥ M¯ , where M¯ is given in Assumption 2.4.
Otherwise, a subsequence of {Tl, l ∈ N} can always be
obtained to satisfy the requirement. We divide the sequence
set {Tl, l ≥ 0} into two non-overlapping time set: {Tl +
L, l ≥ 0} and ⋃l≥0[Tl + L+ 1 : Tl+1 + L− 1].
1) First, we consider the case of k = Tl + L, l ≥ 1. For
convenience, let k¯ , Tl + L. It can be easily shown that(
Pˇk,i +
n¯∆i(2∆i+1)
2 In¯
)−1
≥ %P˜−1
k¯,i
, where % ∈ (0, 1] and
n¯ = n+ p. According to Lemma 4.3, we obtain
P−1
k¯,i
≥%
∑
j∈Ni(k¯)
ai,j(k¯)P˜
−1
k¯,j
≥ %η
(1 + µ2)
∑
j∈Ni(k¯)
ai,j(k¯)A
−T
k¯−1P
−1
k¯−1,jA
−1
k¯−1
+
∑
j∈Ni(k¯)
ai,j(k¯)H
T
k¯,j∆R
−1
k¯,j
Hk¯,j . (8)
By recursively applying (8) for L times, denoting δ =
%η
(1+µ2)
, one has
P−1
k¯,i
≥aminδ
L−1µ1
µ1 + 1
L−1∑
s=k0
[
Φ−T
k¯,k¯−s (9)
·
∑
j∈V
HTk¯−s,j(Rk¯−s,j +Bk¯−s,j)
−1Hk¯−s,j
]
Φ−1
k¯,k¯−s,
where amin = mini,j∈V a
k¯,k¯−s
i,j > 0, s ∈ [max{k0, N} : L),
and ak¯,k¯−si,j is the (i, j)th element of Π
k¯
l=k¯−sAσl . Note
that amin can be obtained under Assumption 2.5, since
the elements of Aσk belong to a finite set and the jointly
strongly connected network can lead to ak¯,k¯−si,j > 0, s ≥
max{k0, N}. Under Assumptions 2.2 and 2.4, there
exists a constant positive definite matrix P˘ , such that
Pk,i ≤ P˘ , k = Tl + L.
2) Second, we consider the time set
⋃
l≥0[Tl + L + 1 :
Tl+1+L−1]. Considering (9), we havePTl+L,i ≤ P˘ , k ≥ L.
Since the length of the interval k ∈ [Tl+L+1 : Tl+1+L−1]
is bounded by T < ∞, we can just consider the prediction
stage to study the boundedness of Pk,i, for k ∈ [Tl+L+1 :
Tl+1 + L− 1].
Under Assumption 2.2 and Proposition 3.1, there is a scalar
β1 > 0 such that AkATk ≤ β1In. Due to supk(Q¯k + Q˜k) <∞, it is safe to conclude that there exists an constant matrix
Pmid, such that
Pk,i ≤ Pmid, k ∈ [Tl + L+ 1 : Tl+1 + L− 1] (10)
3) Finally, for the time interval [0 : T0 + L], there exists a
constant matrix Pˆ , such that
Pk,i ≤ Pˆ , k ∈ [0 : T0 + L]. (11)
According to (10) and (11), we have supk∈N Pk,i <∞.
An upper bound of error covariance can be derived by the
proof of Theorem 4.1, from which the influence of quantiza-
tion interval size ∆i can be seen through the scalar %. With
the increase of ∆i, the upper bound will become larger.
4.3 Design of parameters
In this subsection, the design methods for the parameters
θk,i and µk,i are considered by solving two optimization
problems.
a) Design of θk,i
At the prediction stage, the design of the parameter θk,i is
aimed to minimize the trace of P¯k,i, which is an upper bound
of mean square error by Lemma 4.1. Mathematically, the
optimization problem on θk,i is given as
θ∗k,i = arg min
θk,i
tr(P¯k,i), (12)
where P¯k,i = (1 + θk,i)Ak−1Pk−1,iATk−1 +
1+θk,i
θk,i
Q¯k−1 +
Q˜k−1.
Since (12) is convex, which can be numerically solved
by many existing convex optimization methods. The next
proposition 4.1, proved in Appendix F, provides the closed-
form solution of (12).
Proposition 4.1 Solving (12) yields the closed-form solu-
tion
θ∗k,i =
√
tr(Q¯k−1)
tr(Ak−1Pk−1,iATk−1)
, i ∈ V.
Furthermore, it holds that θ∗k,i > 0.
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b) Design of µk,i
Considering the consistency, we cast the design of µk,i into
the following optimization problem:
µ∗k,i = arg min
µk,i
tr(P˜k,i), s.t. µk,i > 0. (13)
Remark 4.2 Although the optimization in (13) is not con-
vex, it can be solved by some existing methods, such as the
quasi-Newton methods or the nonlinear least square [25].
4.4 Asymptotically unbiased
We write fk = O(gk) (or fk = o(gk)) if and only if fk ≤
Mgk for all k ≥ 0 (or lim
k→∞
fk
gk
= 0). The following two
lemmas, proved in [26] and Appendix G respectively, are
to find conditions ensuring the asymptotic unbiasedness of
Algorithm 1.
Lemma 4.4 Suppose that Π0 and Π1 satisfy 0 ≤ Π0 ≤ Π1
and Π1 > 0, then Π0Π−11 Π0 ≤ Π0.
Lemma 4.5 Let {dk} ∈ R be generated by dk+1 = ρdk +
mk with ρ ∈ (0, 1) and d0 <∞, then
(1) if mk = o(1), then dk = o(1), i.e., dk → 0 as k →∞;
(2) if mk = o(δk) and ρ < δ < 1, then dk = o(δk);
(3) if mk = o( 1kM ) with M ∈ N+, then dk = o( 1kM−1 ).
Theorem 4.2 Consider the system (5) satisfying the same
conditions as Theorem 4.1 and λmin{AkATk } ≥ β0 > 0.
DenotingMk := maxj∈V ‖E{bk,j}‖22 + ‖E{uk}‖22,
• ifMk = o(1), then ‖E{ek,i}‖2 = o(1);
• if Mk = o(k−M ) with M ∈ N+, then ‖E{ek,i}‖2 =
o(k
1−M
2 );
• if Mk = o(δk) and %˜ < δ < 1, then ‖E{ek,i}‖2 =
o(δ
k
2 ), where %˜ ∈ (0, 1) is defined in (16).
PROOF. Since P¯k,i is positive definite, we define the fol-
lowing function Vk,i(E{e¯k,i}) = E{e¯k,i}T P¯−1k,i E{e¯k,i}.
From the fact (iii) of Lemma 1 in [6] and the non-
singularity of Ak, we have Vk+1,i(E{e¯k+1,i}) ≤ %
E{e¯k+1,i}TA−Tk P−1k,i A−1k E{e¯k+1,i}, where 0 < % < 1.
Since wk is zero-mean, E{e¯k+1,i} = AkE{ek,i} −
DE{uk}. Then, there exists a scalar α0 > 0, such that
%¯1 = %(1 + α0) ∈ (0, 1), and
Vk+1,i(E{e¯k+1,i})
≤%¯1E{ek,i}TP−1k,i E{ek,i}+O(‖E{uk}‖22). (14)
As the quantization error is uniformly distributed in
[−∆i2 , ∆i2 ], the quantization error is zero-mean. By (14) and
Lemma 2 in [6], there exists a scalar %¯2 ∈ (0, 1) such that
Vk+1,i(E{e¯k+1,i}) ≤%¯2
∑
j∈Ni(k)
ai,j(k)E{e˜k,j}T P˜−1k,jE{e˜k,j}
+O(‖E{uk}‖22). (15)
Notice that P˜k,j = (1 + µk,j)(I − Kk,jHk,j)P¯k,j and
E{ek,j} = (I − Kk,jHk,j)E{e¯k,j} + Kk,jE{bk,j}, then
we have
P¯−1
k,j
1+µk,j
= P˜−1k,j (I − Kk,jHk,j) and P˜−1k,j ≤ P˜−1k,j .
There exists a sufficiently small scalar α1 > 0 such that
%¯2(1 + α1) < 1. Denote
%˜ = %¯2(1 + α1), (16)
For this α1, we have
E{e˜k,j}T P˜−1k,jE{e˜k,j}
≤(1 + α1)E{e¯k,j}T (I −Kk,jHk,j)T
× P˜−1k,j (I −Kk,jHk,j)E{e¯k,j}+O(‖E{bk,j}‖22)
≤(1 + α1)E{e¯k,j}T
P¯−1k,j
1 + µk,j
P˜k,j
P¯−1k,j
1 + µk,j
E{e¯k,j}
+O(‖E{bk,j‖22)
≤(1 + α1)E{e¯k,j}T P¯−1k,jE{e¯k,j}+O(‖E{bk,j‖22)
where the last inequality is obtained by Lemma 4.4 and 1)
of Lemma 4.3. By (15) and (16), we have
Vk+1,i(E{e¯k+1,i})
≤%˜
∑
j∈Ni(k)
ai,j(k)Vk,j(E{e¯k,j})
+O(max
j∈V
‖bk,j‖22) +O(‖uk‖22) (17)
Due toAk = [ai,j(k)], i, j = 1, 2, · · · , N , summing up (17)
for i = 1, 2, · · · , N , then
Vk+1(E{e¯k+1}) (18)
≤%˜AkVk(E{e¯k}) + 1N ⊗ (O(max
j∈V
‖bk,j‖22) +O(‖uk‖22)),
where Vk(E{e¯k}) = [V Tk,1(E{e¯k,1}), . . . , V Tk,N (E{e¯k,N})]T .
Taking 2-norm operator on both sides of (18) and con-
sidering ‖Ak‖2 = 1 yields ‖Vk+1(E{e¯k+1})‖2 ≤
%˜‖Vk(E{e¯k})‖2 + O
(
maxj∈V ‖bk,j‖22 + ‖uk‖22
)
. Due to
Mk = maxj∈V ‖bk,j‖22 + ‖uk‖22 = o(1) and (1) of Lemma
4.5, the estimate sequence of each sensor by Algorithm
1 is asymptotically unbiased. Furthermore, if Mk satis-
fies certain convergence rates (i.e., Mk = o(k−M ) or
Mk = o(δk)), by (2) and (3) of Lemma 4.5, the estimation
bias is convergent to zero with certain rates (i.e., o(k
1−M
2 )
or o(δ
k
2 )), respectively.
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Remark 4.3 Theorem 4.2 shows the polynomial and expo-
nential convergence rates of estimation bias by Algorithm
1 in presence of decaying observation biases and uncertain
dynamics. In practical applications, if the observation bi-
ases of sensors do not converge to zero or the uncertainty
does not converge to a constant vector, one can analyze an
upper bound (i.e., b1) of estimation bias with the similar
procedure as the proof of Theorem 4.2. Additionally, due
to E{Xˆk,i − Xk}E{Xˆk,i − Xk}T + Cov{Xˆk,i − Xk} =
E{(Xˆk,i −Xk)(Xˆk,i −Xk)T } ≤ Pk,i, it holds that b2 :=
‖E{(Xˆk,i −Xk)}‖2 ≤
√‖Pk,i‖2. Then one can utilize the
value min{b1, b2} to evaluate the estimation bias in real
time.
5 Distributed filter: event-triggered update
In this section, we will study an even-triggered update based
DKF and analyze the conditions to ensure the mean square
boundedness and asymptotic unbiasedness.
5.1 Event-triggered update scheme
Due to the influence of random noise and observation bias
over the system (2), some corrupted observations may lead
to the performance degradation of filters. Thus, we aim to
provide a scheme to decide when the observation is utilized
or discarded. We introduce the information metric Sk,i, de-
fined as Sk,i , HTk,i
(
Rk,i +
(1+µk,i)
µk,i
Bk,i
)−1
Hk,i. In the
following, we define the update event and the event-triggered
scheme.
Definition 5.1 We say that an update event E of sensor i is
triggered at time k, if sensor i utilizes the observation yk,i
to update the estimate as Algorithm 1.
The event E is triggered at time k (i.e., yk,i is utilized) if
λmax
(
Sk,i − µk,i
1 + µk,i
P¯−1k,i
)
> τ, (19)
where τ ≥ 0 is the preset triggering threshold of the obser-
vation update. Otherwise, yk,i will be discarded.
Remark 5.1 The triggering scheme in (19) shows that if the
current information is more sufficient in at least one channel
than the prediction information, then it is worth using the
available observation in the update stage. The triggering
threshold τ is used as a measure of information increment.
The following lemma, proved in Appendix H, provides an
equivalent form of the triggering scheme.
Lemma 5.1 The event-triggered scheme (19) is satisfied if
and only if
λmax(P˜
−1
k,i − P¯−1k,i ) > τ, (20)
where P˜k,i = (1 + µk,i)(I −Kk,iHk,i)P¯k,i and τ ≥ 0.
Since Algorithm 1 is consistent, P˜−1k,i and P¯
−1
k,i stand for the
lower bounds of information matrices at the update stage and
the prediction stage, respectively. Then P˜−1k,i − P¯−1k,i reflects
the variation of statistical information resulted from a new
observation. In light of Lemma 5.1, the event E is triggered
if sufficiently new information is accumulated at the update
stage.
5.2 ESKDF with event-triggered update
Based on the event-triggered scheme (19) and Algorithm 1,
we can obtain the extended state based DKF with event-
triggered update scheme in Algorithm 2. According to Al-
Algorithm 2 ESDKF based on event-triggered update:
Prediction: the same as the one of Algorithm 1
Event-triggered update:
If (19) is satisfied, then
Kk,i = P¯k,iH
T
k,i
(
Hk,iP¯k,iH
T
k,i +
Rk,i
1+µk,i
+
Bk,i
µk,i
)−1
P˜k,i = (1 + µk,i)(I −Kk,iHk,i)P¯k,i.
X˜k,i = X¯k,i +Kk,i(yk,i −Hk,iX¯k,i)
Otherwise,
X˜k,i = X¯k,i, P˜k,i = P¯k,i.
Quantization: the same as the one of Algorithm 1
Local Fusion: the same as the one of Algorithm 1
gorithms 1 and 2, we can easily obtain Lemma 5.2.
Lemma 5.2 Consider the system (5) with Algorithm 2. Un-
der Assumptions 2.1, 2.3 and 2.6, the pairs (X¯k,i, P¯k,i),
(X˜k,i, P˜k,i), (X˜k,i, P˜k,i) and (Xˆk,i, Pk,i) are all consistent.
The next lemma, proved in Appendix H, is on Algorithm 2.
Lemma 5.3 Under the event-triggered update scheme, for
Algorithm 2, it holds that P˜−1k,i ≥
P¯−1
k,i
1+µk,i
+HTk,i∆R
−1
k,iHk,i−
τIn+p, where ∆Rk,i = Rk,i +
1+µk,i
µk,i
Bk,i.
The next proposition, proved in Appendix H, studies the
relation between Algorithm 1 and Algorithm 2, which shows
that the event-triggered observation update scheme can lead
to a tighter bound of error covariance than the typical time-
driven observation update.
Proposition 5.1 Let PAsk,i , s = 1, 2, be the Pk,i matrix of
Algorithm 1 and Algorithm 2, respectively. If the two al-
gorithms share the same initial setting and τ = 0, then
PA2k,i ≤ PA1k,i .
Remark 5.2 Compared with Algorithm 1, Algorithm 2 is
able to obtain better estimation performance since it dis-
cards corrupted observations that may deteriorate the esti-
mation performance. Meanwhile, in the scenarios as [27, 28]
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where the estimator and sensor are distributed at different
geographical locations with energy-constrained communi-
cation channels, it is suggested to judge which observations
contain novel information and to decide when the observa-
tions are transmitted from the sensor to the remote estimator.
These tasks can be achieved by the proposed event-triggered
update scheme.
5.3 Stability and asymptotic unbiasedness
Theorem 5.1 Consider the system (5) and Algorithm 2 un-
der Assumptions 2.1-2.6 and 3.1. If the parameter L given
in (1) satisfies L > max{k0, N} + N¯ and θk,i ∈ (θ1, θ2),
µk,i ∈ (µ1, µ2) for positive constants {θ1, θ2, µ1, µ2}, then
there exists a scalar ϑ > 0, such that for 0 ≤ τ < ϑ,
sup
k∈N
{
E{ek,ieTk,i}
}
< +∞,∀i ∈ V.
Furthermore, if infk λmin
(
AkA
T
k
)
> 0, then
max
i∈V
sup
k≥L
λmax
(
E{ek,ieTk,i}
) ≤ 1
a0 − τa1 ,
where ek,i = Xˆk,i −Xk, a0 and a1 are given in (22).
PROOF. According to Lemma 5.2, we turn to prove
supk∈N Pk,i <∞. Similar to the proof of Theorem 4.1, with
the same notations, we consider the time set
⋃
l≥0[Tl+L+1 :
Tl+1 + L − 1]. The rest part can be similarly proved by
taking the method as the proof of Theorem 4.1. We have
P−1
k¯,i
≥ δLΦ−T
k¯,k¯−L
[∑
j∈V a
k¯,k¯−L
i,j P
−1
k¯−L,j
]
Φ−1
k¯,k¯−L + P˘
−1
k¯,i
,
where δ = %η(1+µ2) and
P˘−1
k¯,i
=%
L−1∑
s=0
δs
[
Φ−T
k¯,k¯−s
∑
j∈V
ak¯,k¯−si,j (21)
·
(
HTk¯−s,j∆R
−1
k¯−s,jHk¯−s,j − τIn+p
)
Φ−1
k¯,k¯−s
]
.
We have P−1
k¯,i
≥ P˘−1
k¯,i
. To prove the conclusion, we turn to
prove there is a constant matrix S > 0, such that P˘−1
k¯,i
≥ S.
Under the conditions of this theorem, it follows from the
proof of Theorem 4.1 that there is a scalar pi > 0, such that∑L−1
s=0 δ
sΦ−T
k¯,k¯−s
[∑
j∈V a
k¯,k¯−s
i,j H
T
k¯,j
∆R−1
k¯,j
Hk¯,j
]
Φ−1
k¯,k¯−s ≥
piIn+p. Denote Ξk¯ =
∑L−1
s=0 δ
sΦ−T
k¯,k¯−sΦ
−1
k¯,k¯−s. To guaran-
tee inf k¯ P˘
−1
k¯,i
> 0, it is sufficient to prove that there exists
a constant matrix S, such that piIn+p − τΞk¯ ≥ S > 0.
Under Assumption 2.2, there exists a constant scalar µ¯ >
0, such that supk¯Ξk¯ ≤ µ¯In+p. Let S = (pi − τ µ¯)In+p,
then a sufficient condition is 0 ≤ τ < piµ¯ . Choosing ϑ =
pi
µ¯ > 0, then the boundedness is obtained. Furthermore, if
infk λmin{AkATk } > 0, then the above analysis holds for
any k ≥ L with no prediction step in the proof of Theo-
rem 4.1. Thus, for any k ≥ 0, it holds that P−1k,i ≥ P˘−1k¯,i ≥
%(pi − τ µ¯)In+p. Let
a0 = %pi, a1 = %µ¯, (22)
then we have maxi∈V supk≥L λmax(Pk,i) ≤ 1a0−τa1 . In
light of the consistency in Lemma 4.1, the conclusion holds.
Remark 5.3 If better performance of Algorithm 2 is pur-
sued, one could let τ be zero or sufficiently small, which can
ensure a smaller bound of mean square error by Proposition
5.1. If one aims to reduce the update frequency with stable
estimation error, a relatively large τ can be set by satisfy-
ing the requirement in Theorem 5.1. Note that if a too large
τ is given such that the triggering condition (19) is hardly
satisfied, then most of observation information will be dis-
carded. As a result, the collective observability condition in
Assumption 2.4 may not hold, which means that the bound-
edness of estimation error covariances is not guaranteed.
To analyze the asymptotic unbiasedness of Algorithm 2, for
convenience, we denote
Ik,i = HTk,i
(
Rk,i +
1 + µ2
µ2
Bk,i
)−1
Hk,i
a¯ = sup
k∈N
{λmax(AkATk )}, bw = sup{λmax(Q¯k)}
r0 = (1 + θ2)(a0 − τa1)a¯+ 1 + θ1
θ1
bw + bq
r1 =
µ1
(µ1 + 1)r0
+ τ, bq = sup{λmax(Q˜k)},
(23)
where a0 and a1 are given in (22), {θ1, θ2, µ1, µ2} are given
in Theorem 5.1.
Theorem 5.2 Consider the system (5) with Algorithm
2 under the same conditions as Theorem 5.1. If there
is an integer M˜ > L such that the set S = {i ∈
V| supk≥M˜ λmax (Ik+1,i) ≤ r1} is non-empty, and
• if M¯k = o(1), then ‖E{ek,i}‖2 = o(1);
• if M¯k = o(k−M ) with M ∈ N+, then ‖E{ek,i}‖2 =
o(k
1−M
2 );
• if M¯k = o(δk) and %˜ < δ < 1, then ‖E{ek,i}‖2 =
o(δ
k
2 ), where %˜ ∈ (0, 1) is defined in (16),
where M¯k := max
j∈V−S
‖E{bk,j}‖22 + ‖E{uk}‖22.
Remark 5.4 Theorem 5.2 shows that the estimation biases
of Algorithm 2 tend to zero even if the observation biases
of some sensors do not decay. The proof of Theorem 5.2 is
similar to that of Theorem 4.2, by noting that P˜k,i = P¯k,i,
for i ∈ V − S.
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In the following, we show the feasibility of the condition
that there is a positive integer M˜ > L such that the set
S = {i ∈ V| supk≥M˜ λmax (Ik+1,i) ≤ r1} is non-empty.
Feasibility for a non-empty S
To find the condition under which the set S is non-empty,
we prove that the condition supk≥M˜ λmax (Ik+1,i) ≤ r1
can be satisfied for some sensors. Note that under the condi-
tions of Theorem 5.2, then the conclusions of Theorem 5.1
holds as well. Thus, recalling the notations in (23), we have
a0 − τa1 > 0, which leads to r0 > 0 and then r1 > τ > 0.
Meanwhile, whatever how τ is small, r1 has a uniformly
lower bound by noting 0 < r0 ≤ (1+θ2)a0a¯+ 1+θ1θ1 bw+bq .
If there is M ≥ L, such that supk≥M˜ λmax (Ik+1,i) ≤ r1,
then S is non-empty. Simple examples ensuring this condi-
tion include that for k ≥ M˜ ≥ L, ‖Hk,i‖2 being very small,
λmax
(
Rk,i +
1+µ2
µ2
Bk,i
)
being very large, and so on.
The event-triggered scheme and the time-driven scheme
have some similar properties in estimation consistency,
boundedness of error covariances, and asymptotic unbiased-
ness of estimates. The differences between the two schemes
are explicitly shown in Table 2.
6 Numerical Simulations
In this section, numerical simulations are carried out to
demonstrate the aforementioned theoretical results and show
the effectiveness of the proposed algorithms.
6.1 Performance Evaluation
In this and next subsections, let us consider an object whose
motion is described by the kinematic model [29] with un-
certain dynamics:
xk+1 =

1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1
xk +

0 0
0 0
T 0
0 T
 f (xk, k) + ωk,
(24)
where T = 0.1 is the sampling step, xk is the unknown state
vector consisting of four-dimensional components along the
coordinate axes and f (xk, k) is the uncertain dynamics. The
covariance of process noise ωk is Qk = diag ([4, 4, 1, 1]).
The kinematic state of the object is observed by means of
four sensors modeled as
yk,i = H¯k,ixk + bk,i + vk,i, i = 1, 2, 3, 4.
The observation noise [vk,1, . . . , vk,N ]T is i.i.d. Gaussian
with covariance Rk = 4 × I4. Additionally, the sensor
network’s communication topology is assumed to be di-
rected and switching, whose adjacency matrix is selected
from A1 =
(
1 0 0 0
0.5 0.5 0 0
0 0.5 0.5 0
0 0 0.5 0.5
)
, A2 =
(
0.5 0.5 0 0
0 1 0 0
0 0.3 0.4 0.3
0 0.5 0 0.5
)
and
A3 =
(
0.5 0.5 0 0
0 0.5 0.5 0
0 0 1 0
0.25 0.25 0.25 0.25
)
. And the topology switch-
ing signal σk = mod
(bk5 c, 3) + 1, where mod(a, b)
stands for the modulo operation of a by b. In the fol-
lowing, we conduct the numerical simulations through
Monte Carlo experiment, in which 500 runs for the con-
sidered algorithms are implemented, respectively. The
Root Mean Square Error (RMSE) averaged over all the
sensors is defined as RMSEk =
√
1
4
∑4
i=1MSEk,i,
whereMSEk,i = 1500
∑500
j=1
(
xjk,i − xˆjk,i
)T (
xjk,i − xˆjk,i
)
,
and xˆjk,i is the state (position or velocity) estimate
of the jth run of sensor i at the kth time instant. Be-
sides, we denote Pk = 14
∑4
i=1 Pk,i. The mean estima-
tion error (ME) averaged over all sensors is defined by
MEk =
1
4
∑4
i=1
1
500
∑500
j=1
1
4
∑4
l=1
(
xjk,i(l)− xˆjk,i(l)
)
. It
is assumed that the initial state is a zero-mean random
vector with covariance matrix P0 = diag ([10, 10, 1, 1]).
The uncertain dynamics and the state-correlated bias
are assumed to be f (xk, k) = 13
(
sin(xk(3))+k
sin(xk(4))+k
)
and
bk,i = sat
(
2 sin
(
x2k(1) + x
2
k(2)
)
+ b0,i, 2
)
, respec-
tively, where the initial bias b0,i is generated uni-
formly within [-2,2]. We assume Bk,i = 4. The ob-
servation matrices are supposed to be switching with
time, following H¯k,i = H¯mod(i+b k10 c,4)+1, and H¯1 =
( 1 0 0 0 ) , H¯2 = ( 0 1 0 0 ) , H¯3 = H¯4 = ( 0 0 0 0 ) . And
the parameters of Algorithm 1 and Algorithm 2 are set
Xi,0 = 06×1, Pi,0 =
(
P0 04×2
02×4 I2
)
, Qˆk = 10−3 × I2,
µk,i = 0.3, τi = 0.001,∀i = 1, 2, 3, 4. First, we carry out
numerical simulations for Algorithm 1 (i.e., ESDKF) and
Algorithm 2 with results given in Fig. 1 and Fig. 2. Fig.
1 shows Algorithm 2 generally have better performance
than Algorithm 1. Meanwhile, Fig. 2 shows the triggering
time instants of observation update for each sensor. Be-
cause of the periodic switching of observation matrices,
the triggering time instants of all sensors are also periodic.
Thus, compared with Algorithm 1, Algorithm 2 can reduce
the frequency of observation update with competitive esti-
mation performance. Fig. 2 also gives the behavior of the
RMSE and
√
tr (Pk) of Algorithm 2, from which one can
see the estimation error covariances of the proposed ES-
DKF keep stable in the given period and the consistency of
each sensor remains.
6.2 Asymptotically unbiasedness of Algorithms 1 and 2
Next, we give a numerical simulation to verify Theorem 4.2
and Theorem 5.2. In this subsection, the uncertain dynamics
is assumed to be f (xk, k) = 12k
(
sin(xk(3))
sin(xk(4))
)
+ ( 11 ) , and
the state-correlated bias bk,i has two situations:
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Table 2
Differences of time-driven and event-triggered update schemes
update scheme observation threshold stability condition asymptotic unbiasedness
time-driven always no system+topology decaying observation biases of all sensors
event-triggered selective yes system+topology+threshold non-decaying observation biases of some sensors
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Fig. 1. RMSE difference between Algorithm 1 and Algorithm 2
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• Situation 1:
bk,i =
1
k
sat (sk,i, 2) , Bk,i =
4
k2
i = 1, 2, 3, 4
where sk,i = 2 sin
(
x2k(1) + x
2
k(2)
)
+ b0,i, and b0,i is
generated uniformly within [-2,2].
• Situation 2:
bk,i =

1
k
sat (sk,i, 2) , Bk,i =
4
k2
, i = 1, 2,
sat (s˜k,i, 40) , Bk,i = 1600, i = 3, 4,
where s˜k,i = 40 sin
(
x2k(1) + x
2
k(2)
)
+ b0,i, b0,1 and b0,2
are generated uniformly within [-2,2], b0,3 and b0,4 are
generated uniformly within [-40,40].
In Situation 2, the biases of sensor 3 and sensor 4
are big and do not tend to zero. The observation ma-
trices are supposed to be H¯k,1 = ( 1 0 0 0 ) , H¯k,2 =
( 0 1 0 0 ) , H¯k,3 = ( 1 0 0 0 ) , H¯k,4 = ( 0 1 0 0 ). And the
parameters of Algorithm 1 and Algorithm 2 are set
Xi,0 = −
(
10 10
√
10
√
10 0 0
)T
, Pi,0 =
(
11P0 04×2
02×4 I2
)
,
Qˆk = 10
−3 × I2, µk,i = 0.3, τi = 0.001,∀i = 1, 2, 3, 4.
Fig. 3 gives the mean estimation error of Algorithm 1 and
Algorithm 2 under Situation 1 and Situation 2. From this
figure, one can see, under Situation 1, both Algorithm 1 and
Algorithm 2 are asymptotically unbiased; however, under
Situation 2, only Algorithm 2 is asymptotically unbiased.
Thus Thereom 4.2 and Theorem 5.2 are verified.
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Fig. 3. Mean estimation error of Algorithm 1 and Algorithm 2
6.3 Comparisons with other algorithms
To verify that the proposed algorithm can handle singu-
lar system matrices, as stated in Theorems 4.1 and 5.1, in
this subsection, let us leave out the physical meaning of
system (24) and assume that the system matrix satisfies
A¯k =
(
1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1
)
if mod (k, 10) < 8. Otherwise, A¯k =(
1 0 T 0
0 1 0 T
0 0 1 0
0 0 1 0
)
. Besides, we consider a network with 20 nodes,
where 3 kinds of nodes in this network: sensor A, sensor B
and non-sensing node. A non-sensing node has no observa-
tion but it is capable to run algorithms and communicate with
other nodes. The observation matrices of sensor A and sen-
sor B are supposed to be H¯A = ( 1 0 0 0 ) , H¯B = ( 0 1 0 0 ).
The distribution of these 3 kinds of nodes is given in Fig.
4, which is undirected and switching between two graphs.
Note that a non-sensing node i can implement algorithms
by assuming H¯k,i = 0 and yk,i = 0. In the figure, the dot-
ted red lines and blue lines will exist successively for every
five time instants. The elements of the adjacency matrix are
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set to be aGsi,j =
1
|NGsi | . The setting of uncertain dynamics
and bias is the same as Subsection 6.1.
sensor A
sensor B
non-sensing node
Fig. 4. Communication topology of the sensor network
For above system, we carry out numerical simulations to
compare Algorithm 2 with other three algorithms, namely,
distributed state estimation with consensus on the posteri-
ors (DSEA-CP) [6], centralized Kalman filter (CKF) and
centralized extended state based Kalman filter (CESKF)
[16]. For DSEA-CP, the initial estimate is assume to be
xˆ0,i = 04×1, P0,i = P0,∀i = 1, 2, 3, 4. As for CKF, in a
data center, the CKF is utilized with the form of standard
Kalman filter by employing the collected observations from
all sensors. Here, the initial estimate of CKF are xˆ0 = 04×1,
PCKF0 = P0. Similar to CKF, CESKF is utilized with the
form of ESKF [16] by employing the collected observations
from all sensors. As for the parameter of CESKF are set to
be Xˆ0 = 06×1, PCESKF0 =
(
P0 04×2
02×4 I2
)
, Qˆk = I2.
The performance comparison result of the above algorithms
is shown in Fig. 5. From this figure, one can see that the
RMSE of x3 and x4 for DSEA-CP and CKF become un-
stable, but the estimation errors of CESKF and Algorithm
2 still keep stable. The stability of CESKF and Algorithm
2 lies in its capability in handling with uncertain nonlinear
dynamics. Since CESKF is a centralized filter without be-
ing affected by the quantized channels and the switching
of communication topologies, its estimation error is smaller
than ESDKF. For the DSEA-CP, due to the existence of un-
bounded uncertain dynamics and the switching topologies,
both the position estimation error and the velocity estima-
tion error are divergent. As for CKF, since observations (po-
sition information) of all sensors are available, the position
estimation error is stable. However, the velocity estimation
error is divergent since the existence of unbounded uncer-
tain dynamics.
Based on the above results, we can see the proposed Algo-
rithm 1 and Algorithm 2 are effective distributed filtering
algorithms for the considered scenarios.
7 Conclusion
In this paper, we studied a distributed filtering problem for
a class of general uncertain stochastic systems. By treating
the nonlinear uncertain dynamics as an extended state, we
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Fig. 5. Estimation performance of different algorithms
proposed a novel consistent distributed Kalman filter based
on quantized sensor communications. To alleviate the effect
of biased observations, the event-triggered observation up-
date based distributed Kalman filter was presented with a
tighter bound of error covariance than that of the time-driven
one by designing a proper threshold. Based on mild condi-
tions, the boundedness of the estimation error covariances
and the asymptotic unbiasedness of state estimate for both
the proposed two distributed filters were proved.
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A Proof of Proposition 3.1
Recall Ak =
(
A¯k G¯k
0 Ip
)
, and supk∈N{G¯kG¯Tk } < ∞, then
we have
AkA
T
k =
(
A¯kA¯
T
k + G¯kG¯
T
k G¯k
G¯Tk Ip
)
. (A.1)
First, we consider the proof of 1). We start with the suf-
ficiency of 1). According to (A.1), we have AkATk ≤
2
(
A¯kA¯
T
k +G¯kG¯
T
k 0
0 Ip
)
. Thus, supk{A¯kA¯Tk } < ∞ and
supk{G¯kG¯Tk } < ∞ lead to supk{AkATk } < ∞. We then
consider the necessity of 1). If supk{AkATk } < ∞, it fol-
lows from (A.1) that supk{A¯kA¯Tk + G¯kG¯Tk } < ∞. Due to
G¯kG¯
T
k ≥ 0, then supk{A¯kA¯Tk } < ∞. Next, we consider
the proof of 2). According to (A.1), it holds that AkATk =(
In G¯k
0 Ip
)(
A¯kA¯
T
k 0
0 Ip
)(
In 0
G¯Tk Ip
)
. Thus, λmin(A¯kA¯Tk ) =
min{λmin(A¯kA¯Tk ), 1}. We study the sufficiency of 2).
If {A¯k|A¯k ∈ Rn×n, k ∈ N} has an L-SS {Tl, l ∈ N}
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which satisfies λmin(A¯Tl+sA¯
T
Tl+s
) > β, s ∈ [0 : L).
Then for the same time sequence {Tl, l ∈ N}, it holds
that λmin(ATl+sA
T
Tl+s
) > β∗ = min{β, 1}, s ∈ [0 : L).
Thus, the time sequence {Tl, l ∈ N} is also an L-SS of
{Ak|Ak ∈ R(n+p)×(n+p), k ∈ N}. We then consider the ne-
cessity of 2). If {Ak|Ak ∈ R(n+p)×(n+p), , k ∈ N} has an L-
SS {T¯l, l ∈ N}, then λmin(AT¯l+sATT¯l+s) > β¯, s ∈ [0 : L).
Recall λmin(A¯kA¯Tk ) = min{λmin(A¯kA¯Tk ), 1}., then we
have λmin(A¯T¯l+sA¯
T
T¯l+s
) > β¯, s ∈ [0 : L). As a re-
sult, the time sequence {T¯l, l ∈ N} is also an L-SS of
{A¯k|A¯k ∈ Rn×n, , k ∈ N}.
B Proof of Proposition 3.2
Denote Φj,k = Φj,j−1 · · ·Φk+1,k(j > k), Φk,k =
In+p, and Φk+1,k = Ak, then it holds that Φj,k =(
A¯j−1 G¯j−1
0 Ip
)
× · · · ×
(
A¯k G¯k
0 Ip
)
=
(
Φ¯j,k Φ˜j,k+1
0 Ip
)
,
where Φ˜j,k+1 =
∑j
i=k+1 Φ¯j,iG¯i−1. Thus, we obtain
ΦTj,kH
T
j,i(Rj,i + Bj,i)
−1Hj,iΦj,k =
(
Θ1,1i,j,k Θ
1,2
i,j,k
(Θ1,2i,j,k)
T Θ2,2i,j,k
)
,
where Θ1,1i,j,k = Φ¯
T
j,kH¯
T
j,i(Rj,i + Bj,i)
−1H¯j,iΦ¯j,k, Θ
1,2
i,j,k =
Φ¯Tj,kH¯
T
j,i(Rj,i +Bj,i)
−1H¯j,iΦ˜j,k+1 and
Θ2,2i,j,k = (H¯j,iΦ˜j,k+1)
T (Rj,i +Bj,i)
−1(H¯j,iΦ˜j,k+1).
For N¯ ∈ N+, we denote
N∑
i=1
k+N¯∑
j=k
(
Θ1,1i,j,k Θ
1,2
i,j,k
(Θ1,2i,j,k)
T Θ2,2i,j,k
)
:=
 Θ¯1,1k,N¯ Θ¯1,2k,N¯
(Θ¯1,2
k,N¯
)T Θ¯2,2
k,N¯
 .
where
Θ¯1,1
k,N¯
=
N∑
i=1
k+N¯∑
j=k
Θ1,1i,j,k
Θ¯1,2
k,N¯
=
N∑
i=1
k+N¯∑
j=k
Θ1,2i,j,k
Θ¯2,2
k,N¯
=
N∑
i=1
k+N¯∑
j=k
Θ2,2i,j,k
(B.1)
1) Necessity. If the reformulated system (5) is uniformly col-
lectively observable, then there existM, N¯ ∈ N+ and α > 0
such that
 Θ¯1,1k,N¯ Θ¯1,2k,N¯
(Θ¯1,2
k,N¯
)T Θ¯2,2
k,N¯
− αIp
−αIn+p > 0,∀k ≥M.
Thus, Θ¯1,1
k,N¯
> 0, then in light of Schur Complement [30], for
k ≥ M¯ , (Θ¯2,2
k,N¯
−αIp)−(Θ¯1,2k,N¯ )T (Θ¯
1,1
k,N¯
−αIn)−1Θ¯1,2k,N¯ > 0.
2) Sufficiency. If there exist N¯ ,M ∈ N+ and α > 0,
such that Θ¯1,1
k,N¯
− αIn > 0, for k ≥ M¯ . For k ≥ M¯ , by
(Θ¯2,2
k,N¯
− αIp) − (Θ¯1,2k,N¯ )T (Θ¯
1,1
k,N¯
− αIn)−1Θ¯1,2k,N¯ > 0 and
Schur Complement [30], for k ≥ M¯ ,
 Θ¯1,1k,N¯ Θ¯1,2k,N¯
(Θ¯1,2
k,N¯
)T Θ¯2,2
k,N¯
 >
αIn+p holds. Thus, the reformulated system (5) is uniformly
collectively observable.
C Proof of Lemma 4.1
Here we utilize an inductive method for the proof. At the ini-
tial moment, under Assumption 2.1, E{(Xˆ0,i−X0)(Xˆ0,i−
X0)
T } ≤ P0,i. Suppose E{(Xˆk−1,i − Xk−1)(Xˆk−1,i −
Xk−1)T } ≤ Pk−1,i. Recall e¯k,i = X¯k,i − Xk =
Ak−1ek−1,i − Duk−1 − ωk−1. Since the estimation er-
ror ek−1,i is measurable to σ{Fk−2, vk−1,i, i ∈ V},
and ωk−1 is independent from Fk−2 and vk−1,i, i ∈
V , we have E{ek−1,iωTk−1} = 0. Similarly, it holds
that E{uk−1ωTk−1} = 0. Then, due to E{(
√
θk,ix +
y√
θk,i
)(
√
θk,ix +
y√
θk,i
)T } ≥ 0, we have the inequality
E{xyT + yxT } ≤ E{θk,ixxT + 1θk,i yyT }, ∀θk,i > 0.
Then, we have E{e¯k,ie¯Tk,i} ≤ (1+θk,i)Ak−1Pk−1,iATk−1 +
(1 + 1θk,i )Q¯k−1 + Q˜k−1. According to the definition of
P¯k,i, E{e¯k,ie¯Tk,i} ≤ P¯k,i hold. At the update stage, there
is e˜k,i = X˜k,i − Xk = (I − Kk,iHk,i)e¯k,i + Kk,ibk,i +
Kk,ivk,i. Under Assumption 2.1 and the fact that e¯k,i
is measurable to Fk−1, it follows that E{e¯k,ivTk,i} =
E{E{e¯k,ivTk,i|Fk−1}} = E{Ak−1ek−1,iE{vTk,i|Fk−1}} +
E{E{wk−1vTk,i|Fk−1}} = E{wk−1vTk,i} = 0. Similarly,
it holds that E{bk,ivTk,i} = 0 by noting that bk,i is mea-
surable to Fk−1. Then, ∀µk,i > 0, we have E{e˜k,ie˜Tk,i} ≤
(1 + µk,i)(I − Kk,iHk,i)E{e¯k,ie¯Tk,i}(I − Kk,iHk,i)T +
Kk,iE{vk,ivTk,i}KTk,i + 1+µk,iµk,i Kk,iE{bk,ibTk,i}KTk,i ≤ P˜k,i.
Recall the existence of quantization operation with respect
to X˜k,i + ξk,i, where ξk,i stands for the dithering noise
vector. We denote the estimation error eˇk,i := Xˇk,i−Xk =
e˜k,i+ ξk,i+ϑk,i, where ϑk,i is the quantization error vector
of X˜k,i + ξk,i. By Assumption 2.6, ξk,i + ϑk,i is indepen-
dent of e˜k,i. Then E{eˇk,ieˇTk,i} ≤ E{e˜k,ie˜Tk,i} + E{(ξk,i +
ϑk,i)(ξk,i+ϑk,i)
T } ≤ P˜k,i+∆2i n¯In¯ = Pˇk,i+P ∗k,i+∆2i n¯In¯,
where P ∗k,i ∈ Rn¯×n¯ is the symmetric quantization er-
ror matrix of Pˇk,i. It holds that P ∗k,i ≤ λmax(P ∗k,i)In¯ ≤
‖P ∗k,i‖F In¯ :=
√(∑n¯
s=1
∑n¯
l=1
(
P ∗k,i(s, l)
)2)
In¯ ≤
∆in¯
2 In¯, where ‖ · ‖F is the Frobenius norm, and P ∗k,i(s, l)
is the (s, l)th element of Pk,i. Thus, we have E{eˇk,ieˇTk,i} ≤
Pˇk,i +
n¯∆i(2∆i+1)
2 In¯. Notice that ek,i = Xˆk,i − Xk =
14
Pk,i(
∑
j∈Ni(k),j 6=i ai,j(k)P˜−1k,j eˇk,j + ai,i(k)P˜−1k,i e˜k,i),
where P˜k,j = Pˇk,j + n¯∆i(2∆i+1)2 In¯, if i 6= j, and j ∈ Ni.
According to the consistent estimate of Covariance Inter-
section [31], there is E{ek,ieTk,i} ≤ Pk,i. Therefore, the
proof is finished.
D Proof of Lemma 4.2
By Lemma 4.1, it holds that P˜k,i = (1 + µk,i)∆P˜k,i, with
∆P˜k,i ,(I −Kk,iHk,i)P¯k,i(I −Kk,iHk,i)T +Kk,iR˜k,iKTk,i,
=(Kk,i −K∗k,i)(Hk,iP¯k,iHTk,i + R˜k,i)(Kk,i −K∗k,i)T
+ (I −K∗k,iHk,i)P¯k,i, (D.1)
where R˜k,i =
Rk,i
1+µk,i
+
Bk,i
µk,i
,K∗k,i = P¯k,iH
T
k,i(Hk,iP¯k,iH
T
k,i+
R˜k,i)
−1. Thus, it is seen from (D.1) that P˜k,i is mini-
mized in the sense of positive definiteness (i.e., tr(P˜k,i) is
minimized) when Kk,i = K∗k,i.
E Proof of Lemma 4.3
For the proof of 1), exploiting the matrix inverse formula
on P˜k,i directly yields the conclusion. Next, we consider
the proof of 2). First, we prove there exists a constant
positive definite matrix P¯ , such that Pk,i ≥ P¯ . Consider
P¯k,i ≥ 1+θk,iθk,i Q¯k−1 + Q˜k−1 ≥ 1+θ2θ2 Q¯k−1 + Q˜k−1 ≥ Q∗ >
0, where Q∗ can be obtained by noting infkQk ≥ Q > 0
and Assumption 2.3. According to 1) of Lemma 4.3, then
we have P˜−1k,i ≤ Q
∗
1+µk,i
+ HTk,i∆R
−1
k,iHk,i ≤ Q∗, where
Q∗ > 0 is obtained by employing the condition 3) of As-
sumption 2.1. Recall Pk,i =
(∑
j∈Ni(k) ai,j(k)P˜
−1
k,j
)−1
,
then P−1k,i ≤ Q∗, which means Pk,i ≥ Q−1∗ > 0.
Consider the time sequence {Tl, l ∈ N}, which is the
L-SS of {Ak, k ∈ N}. Under Assumption 2.2, there
exists a scalar β, such that ATl+sPTl+s,iA
T
Tl+s
≥
βQ−1∗ > 0. Due to supkQk ≤ Q¯ < ∞, there is a
scalar $ > 0, such that QTl+s ≤ $ATl+sPTl+s,iATTl+s.
Then P¯Tl+s+1,i = ATl+sPTl+s,iA
T
Tl+s
+ QTl+s ≤
(1 + $)ATl+sPTl+s,iA
T
Tl+s
. Let η = 11+$ , then the con-
clusion 2) of this lemma holds.
F Proof of Proposition 4.1
Consider tr(P¯k,i), then we have tr(P¯k,i) = (1 +
θk,i) tr(Ak−1Pk−1,iATk−1) +
1+θk,i
θk,i
tr(Q¯k−1) + tr(Q˜k−1).
Hence θ∗k,i = arg min
θk,i
tr(P¯k,i) = arg min
θk,i
fk(θk,i), where
fk(θk,i) = θk,i tr(Ak−1Pk−1,iATk−1) +
tr(Q¯k−1)
θk,i
, which
is minimized if θ∗k,i tr(Ak−1Pk−1,iA
T
k−1) =
tr(Q¯k−1)
θ∗
k,i
. As
a result, θ∗k,i =
√
tr(Q¯k−1)
tr(Ak−1Pk−1,iATk−1)
. Since Pk−1,i > 0,
Q¯k−1 > 0 and Ak−1 6= 0, we have θ∗k,i > 0.
G Proof of Lemma 4.5
By Theorem 1 of [5], (1) can be proved. For (2),
we have xk
δk
=
(
ρ
δ
)k
x0 +
∑k
i=0
(
ρ
δ
)k−i mi
δi . Due to
ρ < δ < 1,
(
ρ
δ
)k
x0 → 0. Denote ρ¯ = ρδ ∈ (0, 1) and
m¯i =
mi
δi = o(1), then construct a sequence {x¯k} sat-
isfying x¯k+1 = ρ¯x¯k + m¯k with x¯0 = 0. By (1), we
have x¯k = o(1). In light of x¯k =
∑k
i=0 (ρ¯)
k−i
m¯i,∑k
i=0
(
ρ
δ
)k−i mi
δi =
∑k
i=0 (ρ¯)
k−i
m¯i → 0 as k → ∞.
Hence, xk = o(δk). For (3), consider xkkM−1 =
ρkkM−1x0 +kM−1
∑k
i=0 ρ
k−imi. Notice ρkkM−1 = o(1),
then consider the convergence of the second term,
namely, kM−1
∑k
i=0 ρ
k−imi. Due to mk = o( 1kM ),
we have kM−1
∑k
i=0 ρ
k−imi =
∑k
i=0 o(ρ
k−i kM−1
iM
) =∑k
i=0 o(
kM−1
iM (k−i)M ) =
∑k
i=0 o(
1
k ) = o(1), where the sec-
ond equality is obtained by ρk−i = o( 1
(k−i)M ) and the third
equality is obtained by i(k−i) ≤ k2 . Thus, xkkM−1 = o(1),
which means xk = o( 1kM−1 ).
H Proofs of Lemmas 5.1, 5.3 and Proposition 5.1
Proof of Lemma 5.1. Employing the matrix inverse for-
mula on P˜k,i yields P˜−1k,i =
P¯−1
k,i
1+µk,i
+HTk,i∆R
−1
k,iHk,i. where
∆Rk,i = Rk,i+
1+µk,i
µk,i
Bk,i. Substituting P˜−1k,i into (20), the
conclusion of this lemma holds.
Proof of Lemma 5.3 . If (20) is satisfied, we have P˜−1k,i =
P¯−1
k,i
1+µk,i
+ HTk,i∆R
−1
k,iHk,i. Thus, conclusion of Lemma 5.3
holds in this case. If the update event in (20) is not trig-
gered, then P˜k,i = P¯k,i. Besides, according to the scheme,
it follows that P˜−1k,i ≥
P¯−1
k,i
1+µk,i
+HTk,i∆R
−1
k,iHk,i − τIn.
Proof of Proposition 5.1. In light of Lemma 5.3, for τ = 0,
P˜−1k,i ≥
P¯−1
k,i
1+µk,i
+ HTk,i∆R
−1
k,iHk,i = Pˇ
−1
k,i , which means
P˜k,i ≤ Pˇk,i, where Pˇk,i corresponds to the observation up-
date of Algorithm 1. By using the mathematical induction
method, the proof of this proposition can be finished.
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