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Prisoner’s dilemma(PD) game has been used widely in various disciplines as a tool
to understand the mechanisms to evoke the cooperation although a player’s favor-
able choice is not cooperative. Among a variety of explanations for the emergence
of cooperation, the combination of evolutionary process and spatial structure is one
of the successful hypotheses. In the first chapter, we review the spatial evolution-
ary PD games shortly. In the next two parts, we study the spatial evolutionary PD
games in two detailed aspects.
In the second chapter, we study the PD games on several scale-free networks
bridging between large-world and small-world types. Especially, we focus on the
clusters of permanent cooperators. In small-world networks where the hubs are
interconnected, one cooperator cluster is formed, and overall cooperation level is
relatively high. On the other hand, in large-world networks where the hubs are
separated, the clusters of cooperators with diverse sizes are formed, and the fraction
of cooperators is not high. We investigate the cluster size distribution, changing
networks from large-world ones to small-world ones, and find that the cluster size
follows a power law at the transition point.
i
In the third chapter, we introduce mixed strategies into spatial evolutionary
PD games. The probability of cooperation is used to represent the mixed strategies.
As an application, we investigate the evolutionary stability in PD games with two
mixed strategies on several types of regular graphs. A strategy which doesn’t allow
the invasion of other strategy is called an evolutionarily stable strategy. We find
that under the deterministic game rules, there always exist evolutionarily stable
strategies. These strategies can maintain the cooperation level against the invasion
of other strategies. The introduction of mixed strategies in PD games can be the
basis of more realistic PD games.
Keywords : prisoner’s dilemma game, fractal network, large-world network, small-
world network, mixed strategy, evolutionary stability
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Chapter 1
Introduction to spatial evolutionary
prisoner’s dilemma games
1.1 Prisoner’s dilemma
Cooperation among selfish individuals are universal in animal and human soci-
eties [1]. The cooperative behaviors are observed even in an RNA virus [2]. The
origin of cooperation have been studied in various disciplines. The game theory is
widely used as a theoretical framework to understand the emergence of coopera-
tion.
A prisoner’s dilemma(PD) game is a typical example of games describing the
situations in which the interests of players conflict. A classical example of PD game
is as follows. Prosecutors interrogate two suspects who are separated and remain
silent. The prosecutors offer each of a suspect the same deal. If one betrays and
testifies the other’s crime while the other remains silent, the betrayer will go free
and the one who remains silent will be sentenced to four years. If both remain silent,
both will receive two year sentence. If both incriminate each other, they will get
three-year sentence. The offer of the prosecutors can be summarized by the matrix
presented in Table 1.
Prisoner’s dilemma game can be generalized as shown in Table 2. When both
players cooperate, they obtain the payoff R. If both defect, they receive the payoff
P. If the choices of two players differ, the payoff of the cooperator is S and that of
the defector is P. PD games satisfy the conditions, T > R > P > S.
1
Table 1: The payoff matrix for a classical example of PD game. The values inside the table
are the payoffs of suspect A.
B stays silent B betrays
A stays silent –2 –4
B betrays 0 –3
Table 2: The payoff matrix for the general form of PD game. The values inside the table
are the payoffs of player A.
B cooperates B defects
A cooperates R S
A defects T P
If rational, player A always choose defection regardless of the choice of player
B. If player B cooperates, player A would better defect since T > R. If player B
defects, player A would better defect since P> S. Player B also defects if rational.
As a result, rational players defect, obtaining the payoffs P which is lower than R.
In the previous classical example, the suspects will betray and incriminate the other
if they are rational.
Many situations in real world can be viewed as PD games. One of the ex-
amples is the actions of nations to mitigate the global warming. To stabilize the
concentration of CO2 in the atmosphere, the emission of CO2 should be reduced.
Reducing the emission of the greenhouse gas, however, might lead to the decrease
of national productivity. If a nation does not regulate the emission of CO2, while
the other nations do, the economic growth rate of this nation can be higher than
those of the other nations.
Although the classical game theory predicts the defection of players, many
examples of PD games in real world exhibit cooperation between players. To set-
tle the disagreement, several mechanisms to support cooperation have been pro-
posed: kin selection [3], group selection [4], direct reciprocity [5] [6], indirect reci-
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procity [7] [8], punishment [9] [10], rewards [11], voluntary participation [12] [13] [14].
Here, we introduce five mechanisms which Nowak summarized in [15].
Kin selection explains the emergence of cooperation from the perspective of a
gene. Cooperation among genetic relatives is advantageous for the propagation of
the gene. This mechanism can not explain the cooperative behaviors between the
organisms which do not share genes.
Tit for tat is the symbolic phrase for direct reciprocity. The strategy that one
cooperates only if the other cooperates is inferior to other strategies in a single
game. In iterated games, however, this strategy can be superior [5].
Indirect reciprocity explains the altruistic behaviors among the individuals
whose interactions are asymmetric and temporary. In these types of interactions,
donors do not often receive the return benefits from the recipients. Instead, the altru-
istic behaviors of donors raise their reputations, which can increase the probability
to receive help from others.
Group selection considers the competition between groups. The group of co-
operators can have an an advantage in competition with that of defectors, even if an
cooperator as a individual is at a disadvantage in competition with defectors. This
can lead to the prosperity of cooperator groups and the die-off of defector groups.
Network reciprocity takes spatial or population structure into consideration.
An individual interacts with some more often than with others. A network can
be constructed from the interactions among individuals. Clusters of cooperators
can be formed among the individuals with strong interactions. Network reciprocity
is closely related to the spatial evolutionary games which is introduced in next
section.
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1.2 Spatial evolutionary prisoner’s dilemma game
The pioneering works of Nowak and May [16] [17] introduced the spatial evolu-
tionary PD games, which are the spatial versions of the evolutionary PD games.
The evolutionary games [5] assume Darwinian selection instead of the rational-
ity of players. Players have intrinsic strategies. In the evolutionary processes, the
players with the successful strategies flourish and the ones with the unsuccessful
strategies vanish. In the spatial versions, a player can only interact with the spatial
neighbors. Nowak and May showed in the spatial evolutionary PD games, coop-
erators can survive, forming the clusters. The spatial evolutionary games attracted
the statistical physicists’ interests, for similarities between the spatial evolutionary
games and the spin models. The strategies and payoffs of players are analogous to
the states and interaction energies of spins.
Various mechanisms are suggested to enhance cooperation in the spatial evo-
lutionary PD games. Some examples are as follows: reward mechanism [18] [19],
preferential selection [20] [21] [22] [23] [24] [25] [26], master-follower asym-
metry [27] [28], dynamical rules [29] [30], partner switching [31], social diver-
sity [32], separation of interaction layer and learning layer [33] [34], interaction
stochasticity [35].
The common features in most of the mechanisms are to increase the inho-
mogeneity among the players. In the preferential selection mechanism, the higher
payoff of a player’s payoff leads to the higher probability that the player is chosen
as a reference by the neighbors is. The master-follower asymmetry mechanism as-
sumes two types of players: one type of players accept the strategies of neighbors
with high probability and the other type of players with low probability. The social
diversity mechanism supposes the inhomogeneity of a player’s influence, so-called
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diversity which is a scaling factor to map the payoff of a player to the fitness. The
inhomogeneity among the players facilitates the forming of the cooperator clusters.
1.3 Spatial evolutionary prisoner’s dilemma game
on scale-free networks
Most of the early works studied the games on square lattice. With the advent of the
concept of scale-free networks [36] [37], PD games on scale-free networks also
have been studied. Scale-free networks are the networks with inhomogeneous de-
gree distributions following the power-law, P(k) ∼ k−α . Many real systems can
be described as scale-free networks. Santos and Pacheco [38] [39] [40] claimed
that cooperation can be enhanced in the games on random scale-free networks
more than on some other types of graphs. The game rules suggested by Santos
and Pacheco assume that the payoff of a player is the sum of the payoffs earned
from the games with neighbors. Hence, in their rules, the influences of players on
hubs are generally stronger than those on the other nodes. A defector on a hub ex-
pels cooperators in the neighborhood. As a result, the payoff of the player on the
hub decreases. On the other hand, A cooperator on a hub fosters cooperators in the
neighborhood. Therefore, the payoff of the cooperator on the hub increases. When
hubs are connected, it is highly probable for defector hubs to change into cooper-
ator hubs. As a result, a cluster of hub cooperators forms, spreading the strategy
of cooperation to non-hubs. After, Devlin, et al. [41] exhibited the strong correla-
tion between the standardized variance of the degree distribution and the density of
cooperators in a variety of random networks including random scale-free networks.
Researchers studied the evolutionary PD games on structural variations of
scale-free networks by the game rules proposed by Santos and Pacheco. Assenza,
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et al. [42] reported that cooperation is enhanced in the highly clustered scale-free
networks. Pusch, et al. [43] showed the enhancement of cooperation in assortative
scale-free networks for large temptation value. Chen, et al. [44] studied the evolu-
tionary PD games on scale-free networks with community structure and concluded
that the direct connections between hubs play more important role in enhancement
of cooperation in these networks than the inhomogeneity of degree distribution.
However, several researches raised questions about the effect of scale-free net-
work structure on the enhancement of cooperation. In the rules proposed by Santos
and Pacheco, the payoff of a player is directly related to the number of neighbors.
The introduction of the normalized payoffs [45] [46] [47] [48] and the participation
costs [49] can weaken cooperation in the evolutionary PD games on scale-free net-
works. These mechanisms reduce the inhomogeneities of players’ payoffs, leaving
the structural inhomogeneities unchanged.
1.4 Rules for spatial evolutionary PD games
In this section we discuss the general rules for spatial evolutionary PD games.
1.4.1 Typical processes of games
In the spatial evolutionary games, each player has its own strategy, and plays games
with the nearest neighbors. The payoff of a player is determined by the strategies
of the player and the neighbors. In Darwinian process, the fitter can survive. The
fitness of a player is calculated from the payoff. If the fitness of a player is lower
than those of the neighbors, the player imitates the strategy of the player which has
the higher fitness. In the terms of strategy, the worse strategy is replaced by the
better one. The strategy imitation of players or the replacement of strategies results
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in the change in the local environment. This alters the fitnesses of players. These
processes are iterated. These are the typical processes of the spatial evolutionary
games.
A
A B A B
(a) (b)
(c) (d)
Figure 1: Processes of the spatial evolutionary PD game. (a) calculation of fitnesses, (b)
selection of a candidate for the strategy update, (c) selection of a reference neigh-
bor, (d) strategy update.
The typical processes are composed of the following steps; initialization, cal-
culation of payoffs(fitnesses), selection of (a) candidate player(s), selection of a
neighbor for a reference, strategy imitation. After initialization, the next steps are
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iterated. A candidate player means the player which tries to change its strategy. A
reference player is a selected neighbor of the candidate, and if some conditions are
satisfied, then the candidate imitates the strategy of the reference.
At the initialization step, the initial strategies of players are determined. In
general cases, the strategy of cooperation is assigned to certain portion ρ0C of players
which are randomly selected.
Each step is conducted under the predefined rule which can be varied by the
objective of research.
1.4.2 Payoff matrix
The canonical form of payoff matrix for prisoner’s dilemma games is represented
with four variables, T, R, P, S, as introduced in Table 2. Here, T > R > P > S.
The canonical payoff matrix is rarely used in the the studies on the spatial
evolutionary PD games. Instead, the simplified versions of payoffmatrix are widely
used. Here, we introduce two types of the simplified payoff matrix.
First type of the simplified payoff matrix introduced by Nowak and May [16]
has the values T = b, R = 1, P = S =0, where b > 1. In this type of payoff matrix,
the number of parameter is only one, and the parameter b is called as a temptation
value.
Second type [50] has T = b, R = b− c, P = 0, S = −c, where b > 0, c > 0 and
b > c. This type needs two variables. Some researches rescaled this type to have
a single parameter. The rescaled payoffs are T = 1, R = 1− r, P = 0 and S = −r,
where r = c/b.
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1.4.3 Fitness
The payoff matrix determines the payoff of a player earned from the games with
neighbors. A fitness of a player, a indicator of survivability is determined by the
payoffs of the player. The higher fitness of a player raises the probability that the
player survives and the strategy of the player spreads.
Many studies have used the accumulated payoff, i.e. the sum of the payoffs
from the games with neighbors as a fitness of a player. Some researches employed
the modified versions of fitness to control the inhomogeneity among players. For
instance, Tang, et al. [51] used an average payoff Fi = Pi/ki as a fitness of player
i, where Pi is an accumulated payoff of player i and ki is the number of neighbors.
In the work of Szolnoki, et al. [48], the fitness of player i is defined by Fi = αPi +
(1−α)Pi/ki, where α is a normalization parameter. Jiang, et al. [52] used Fi = Pαi
as a fitness.
1.4.4 Synchronous update vs. asynchronous update
In the games with a synchronous update rule, all the players have the chances to
change strategies at one time step. On the other hand, an asynchronous update rule
allows only one player to change the strategies.
Huberman and Glance [53] introduced the asynchronous update rule. They
criticized the synchronous update rule introduced firstly by Nowak and May [16],
since the synchronous rule assumes the existence of a global clock, which is un-
realistic. This dispute is still ongoing [54] [46], however has weakened with the
introduction of stochasticity in other rules, especially transition probability. In the
presence of stochasticity, the results of PD games updated synchronously become
similar to those of PD games updated asynchronously. The stochasticity brings an
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effect to limit the number of players to change strategies.
1.4.5 Selection of candidate players for updating strategies
In the games with an asynchronous update rule, one selected player has a chance
to change its strategy. In general cases, a candidate player is chosen randomly.
There are some exceptions. In BD(birth-death) update rule introduced by Oht-
suki, et al. [55] [56], a candidate player is selected with the probability proportional
to fitness.
1.4.6 Selection of a neighbor for a reference
In evolutionary PD games, players try to imitate the strategies of players with bet-
ter fitnesses. In most of the spatial evolutionary PD games, a player use one of
the nearest neighbors as a reference. Nowak and May introduced a deterministic
rule in their initial works [16] [57]. Under the deterministic rule, a player choose
the neighbor with the highest fitness as a reference. Later, Nowak, et al. [58] [17]
introduced the stochastic rule. The probability that player i choose player j as a ref-
erence among the neighbor players is proportional to f jm, where m is the parameter
to control the stochasticity. In the limit of m→ ∞, this stochastic rule is equiva-
lent to the deterministic rule. Many recent researches used a random selection rule,
which is equal to m = 0 case. In the random selection rule, one neighbor is selected
randomly with equal probability, regardless of fitness. Later, Wang and Perc [25]




In the early studies of the evolutionary spatial PD games [16] [53], a player adopts
the strategy of a reference neighbor only if the payoff of the player is lower than that
of a reference neighbor. Szabó et al. [59] introduced the stochastic rule, in which
player i adopts strategy of player j(reference neighbor) with probability
W (i→ j) = (1+ exp[−( f j− fi)/K])−1. (1.1)
Here, fi and f j are the fitnesses of player i and j, and K is the control parameter for
noise level. This rule allows the irrational choices of players; it is possible for play-
ers to adopt the strategies of players with lower fitnesses. Hauert and Doebeli [60]
introduced other type of stochastic rule. In their rule, player i adopts the strategy
of player j with probability W (i→ j) = ( f j− fi)/D where D is T − S. Here, the
fitness of a player is the average payoff. Their rule does not allow the irrational
choices of players; players do not adopt the strategies of players with lower fit-
ness. Santos and Pacheco [38] modified the stochastic rule introduced by Hauert
and Doebeli to apply to PD games on the scale-free networks; player i adopts the
strategy of player j with probability W (i→ j) = ( f j− fi)/(Dk>) where k> is the
largest between ki and k j, the numbers of neighbors of player i and j. Here, the fit-
ness is the sum of payoffs from the games with neighbors. In Santos and Pacheco’s




Prisoner’s dilemma games on hierarchical
model
2.1 Introduction
Nowak andMay [16] introduced the prisoner’s dilemma games on spatial structure,
and showed the neighbor interaction on spatial structure can induce the formation
of the cooperator clusters.
The spatial structure which Nowak and May used is square lattice. All players
have the same number of neighbors in square lattice. In reality, however, the distri-
butions of the number of neighbors are often inhomogeneous and follow a power
law. These type of structures are called as scale-free networks [36] [37].
Santos and Pacheco [38] showed that the density of cooperation can be en-
hanced in small-world scale-free networks than in Euclidean space. The average
distance l scales logarithmically in small-world scale-free networks. After Santos
and Pacheco’s study, variants of the evolutionary games on small-world scale-free
networks have been studied.
Many scale-free networks in the real world are, however, not small worlds.
These networks havemodular structure, which is often hierarchically organized [61].
They have disassortativity, i.e, the strong repulsion between hubs. The average dis-
tance scales in a power-lawmanner [62] [63]. Such networks are called large-world
or fractal networks. Social networks are often between small-world and large-world
networks [64].
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The connection between hubs is one of the main factors to enhance the level of
cooperation in PD games on small-world scale-free networks. In large-world scale-
free networks, however, the connections between hubs are extremely rare. Hence,
the cooperation level on large-world scale-free networks can differ from that on
small-world ones. The results of PD games on small-world scale-free networks
therefore may not explain the characteristics of cooperation in some real world
networks which are large-world.
We study the prisoner’s dilemma game onmodel networks introduced in [65].
In this network model, a network can be transformed from large-world to small-
world via long-range bond probability p. A percolation transition of cooperator
clusters is found in the parameter space (p,b). The cluster size distribution follows
a power law at the transition point. We also study prisoner’s dilemma games on
World-Wide Web(WWW), and the cluster size distribution near the percolation
threshold follows a power law. The critical behavior results from the combined
effects of stochastic processes in the PD game and the heterogeneity of complex
network structure.
This study was published in [66].
2.2 Hierarchical network model
M.Hinczewski andA.N. Berker introduced a scale-free hierarchical networkmodel [65]
based on a hierarchical lattice introduced in [67].
2.2.1 Construction rule
In hierarchical network model, a network is constructed by iterating the procedure




Figure 2: Construction of the hierarchical network.
as solid lines) and non-expandable links(depicted as dashed lines). Starting from a
expandable link, in each step, every expandable link is replaced by the two parallel
paths of two expandable links with probability 1− p or the two parallel paths of
two expandable links and one path of one non-expandable link with probability p.
This procedure is repeated until the desired network size is gained.
2.2.2 Network characteristics
Let us consider a network is constructed after the n construction step [65]. The
number of nodes N is 23(2+4
n). The average degree< k > is 3+ p− 3(2+p)2+4n . In the
limit of x→ ∞, < k > is 3+ p. The network is scale-free and the degree exponent
γ is 3.
When p = 0, the average distance l is proportional to N 12 , which means the
network is large-world. When p = 1, l scales logarithmically as lnN, which means
the network is small-world. The value of p controls the large-world property of the
networks.
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2.3 Rules for evolutionary prisoner’s dilemma games
Payoff matrix determines a player’s payoff earned from the game with other player.
Here, we use the simplified version of payoff matrix for prisoner’s dilemma game




First column is the strategy of player A and first row is the strategy of player
B. Values in matrix are the payoffs of player A. For prisoner’s dilemma game, b
should be greater than 1.
We use the evolutionary prisoner’s dilemma rules introduced in [38]. De-
tails of the rules are as follows. Initially, each player is given one of the strategies,
C(cooperator) or D(defector) randomly with equal probability. Once the strategies
of the players are decided, the accumulated payoffs of the players can be calcu-
lated. In our study, the accumulated payoff Pxof player x is defined as the sum of
the payoffs from the game with the neighbors. After the payoffs are determined,
every player has the chance to imitate the strategy of the neighbor which has bet-
ter payoff. Each player(player x) chooses one reference player(player y) among
neighbors at random. If Px ≥ Py, player x doesn’t change its strategy. If Px < Py,
player x imitate the strategy of player y with probability (Py−Px)/(b ·max(kx,ky)).
Here, kx and ky) is the number of neighbors of player x and player y) respectively,
and max(kx,ky) is the largest between kx and ky. We repeat two processes of the
imitation of strategies and the calculation of the accumulated payoffs for 2× 104
steps.
The rule for updating a strategy does not allow the errors of players: players
16
do not imitate the strategies of the neighbors which have lower payoffs.
2.4 Simulation results and discussions
2.4.1 Results on hierarchical networks
Figure 3: (a)Giant cluster size and (b)susceptibility in the hierarchical network with N =
10,924. The curves are the peak positions of susceptibility. The solid(dotted)
curve represents continuous(discontinuous) percolation transition.
We simulate the evolutionary prisoner’s dilemma games on hierarchical net-
works, varying p, b. The number of players(the number of nodes in a network) is
10,924. Data are averages over 100 network configurations. We focus our interests
on permanent cooperators. A permanent cooperator is defined as the player which
select strategy C for the last 104 steps. A permanent defector is defined similarly:
the player which choose strategy D for the last 104 steps. The rests are unstable
players, which change their strategy continuously.
Firstly, we investigate the giant cluster size of the permanent cooperators(Fig. 3(a)).
For fixed b, the giant cluster size is larger for large p than for small p. For small
b, the giant cluster size increases gradually with p; for large b, the giant cluster
grows drastically near a certain p point. For fixed p, the giant cluster size is larger
for small b than for large b. For small p, the giant cluster size decreases gradually
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with increasing b; for large p, the giant cluster size drops drastically near a certain
b point. The giant cluster disappears beyond b = 3.0 regardless of b.





summation except the giant cluster, and ns is the number of s-sized clusters di-
vided by the system size. The higher diversity of clusters raises the value of sus-
ceptibility. The results are shown in Fig. 3(b). The curves in the figure are the loci
along the peaks of susceptibility. The positions of peaks mark the phase bound-
ary pc(b) across which the giant cluster grows to a macroscopic-scale cluster. The
susceptibility has the maximum value near the point (0.1, 1.0). Along the curves,
the susceptibility diminishes gradually until the tricritical-like point (pt , bt) repre-
sented as a circle. Beyond this point, the susceptibility seems to disappear. This
suggests that for a fixed b < bt(b > bt) or p < pt(p > pt), the giant cluster of co-
operators grows continuously(discontinuously). The estimated value of pt is about
0.4. This is similar to p∗ ≃ 0.494, which is the boundary between the large-world
and the small-world networks as determined on the basis of the thermal transition
patterns of the Ising model [65].
Figure 4: Size distribution of cooperator clusters in the hierarchical network with
N=10,924. (a)b = 1.7, (b)p = 0.15
Next, we investigate the cluster-size distribution ns near the continuous per-
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colation transition threshold(Fig. 4). Data are averages over 500 configurations.
Fig. 4(a) reveals ns against s for b= 1.7 and several values of p. For the large-world
network(p < pc), ns(p) shows a subcritical behavior; ns follows a power law for
small s, and ns decays exponentially for large s. At pc ∼= 0.1, ns follow a power
law ns ∼ s−τ with τ ≈ 1.85± 0.1. For p > pc, ns shows a supercritical behavior.
The similar behaviors are observed for the fixed p case. In Fig. 4(b), the cluster
size distributions against s for p = 0.15 and several values of b are presented. For
b < bc, ns shows a supercritical behavior; at b = bc, ns follows a power law; for
b > bc, ns shows a subcritical behavior.
In general, a module means a set of nodes which are connected densely. In this
definition of a module, a hierarchical network does not have modules in a general
sense. However, if a module is redefined as a set of nodes which are affected by
influential nodes, a module in a hierarchical network consists of a hub or directly
connected hubs and the neighbors. Hence, in the hierarchical network with low p,
the degree of a hub determines the size of a module. As the degree distribution
follows a power-law, the size distribution of modules is also likely to follow a
power-law. Since the payoff of the player on the node with small degree is likely
to be smaller than that on the node with large degree, it is highly probable that
the players in a module follow the strategy of a hub. Surely, the whole part of a
module cannot become a cluster of permanent cooperators. In most cases, the part
of a module forms the permanent cooperator cluster. Yet, as the size of a module
becomes larger, the size of the permanent cooperator cluster is also likely to get
larger. Therefore, the distribution of the size of permanent cooperator clusters also
follows a power-law.
The networks constructed by the hierarchical network model are composed of
mainly two types of motifs(Fig. 6). The motif consisting of only cooperator nodes
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Figure 5: Density of cooperators as a function of temptation payoff b. (a) for the cases for
p = 0 and p = 1, (b) for the cases for p = 0.4 and p = 0.9 in the hierarchical
model
Type I Type II
Figure 6: Hierarchical networks are composed of mainly two types of motifs.
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Figure 7: Cooperator clusters. Gray(white) nodes represent cooperators(defectors).
Cooperator clusters on several types of structures are depicted in Fig. 7. Gray
nodes represent cooperators; white nodes are defectors. Player 1, 2, 3 and 4 which
are cooperators reside in a motif of type I or II introduced in Fig. 6.
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In Fig. 7(a), all motifs are type I. The nodes with degree more than 4 are con-
nected only to the nodes with degree 2. These type of local structures are commonly
observed in the hierarchical network of small p. Here, a node with degreemore than
4 is called a local hub. Player 1 and 4 locate at local hubs. Player 2 and 3 locate
at the node with degree 2. The payoffs of player 2 and 3 are 2, and those of player
1 and 4 equal or exceed 2. The payoff of player 8 is b. If b ≤ 2, the cooperator
cluster of player 1, 2, 3 and 4 is stable. For b > 2, the cluster is unstable, since the
payoff of player 4 is lower than those of non-hub defectors. Therefore, for b > 2,
the cooperator clusters of type-I motifs are vulnerable to defection. The density of
the cooperator clusters of type-I motifs drops at b = 2. As a result, the density of
cooperators drops at b = 2 for small p as shown in Fig. 5.
For p > 0, the strategies of local hubs can spread to other local hubs.
In Fig. 7(b) and (c), the strategy of player 1 can propagate to player 7 in the
local hub. If player 5 and 7 become cooperators, the fixed income of player 1 will
increase; the payoff of player 1 will be at least 5 in (b) and 6 in (c). The increase
of the fixed income of a cooperator local hub increase raises the probability that
the strategy of the cooperator local hub spread to the neighbors. Therefore, the
connections between local hubs can induce the rise of the payoffs of cooperator
local hubs and enhance the level of cooperation. The overall level of cooperation
increases with p. However, this is not the case for b > 3. The cooperator cluster of
type-II motif is unstable for b > 3. In Fig. 7(c), for b > 3, the payoff of player 4
is less than those of non-hub defectors in the neighborhood. If player 4 becomes
a defector, the strategies of player 2 and 3 will fluctuate and the fixed income of
player 1 will drop to zero. The density of the cooperator clusters of type-II drops at
b = 3. Since the networks at p = 1 can be decomposed mainly into type-II motifs,
the giant cluster size and the cooperator density ρC decrease suddenly at b = 3.
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Recalling that the cooperator cluster of type-I motifs are unstable for b > 2, the
fraction of cooperators drops close to 0 for b > 3 regardless of p as shown in Fig. 5.
The real networks are composed of various types of motifs, not only two types
shown in Fig. 6. Therefore, the sudden drops of cooperation level at b= 2 and b= 3
are not expected to appear in the real networks.
Figure 8: A snapshot of permanent cooperators(red), permanent defectors(white), and un-
stable players(cyan) in the hierarchical network with p=0.15, b=2.3, and N=684
after 20,000 rounds in a steady state
Shown in Fig. 8 is a snapshot depicting the state of the players when p = 0.15,
b = 2.3 and N = 684. This network is close to a large-world network. The isolated
cooperator cluster of a type-I motif cannot survive since b > 2. The cooperator
23
clusters consist of solely type-II motifs, or the mixture of type-I and type-II motifs
surrounded by type-I motifs. The cooperator can become a permanent cooperator
when the payoff of a cooperator is guaranteed to be higher than those of neighbor
defectors. To satisfy this condition, the cooperator needs the fixed income earned
from the stable cooperator clusters. Hubs have advantages to satisfy this condition,
since hubs have large degrees and the probability for hubs to belong to the stable
cooperator clusters is relatively higher than that for other nodes. Surely non-hub
nodes can also satisfy the conditions. The size of the cooperator cluster with hub
cooperators is likely to be larger than that without hub cooperators. Here, a cooper-
ator, even located in a hub, cannot survive if not belonging to the stable cooperator
clusters. Cooperator clusters are formed with a wide range of sizes, because of the
heterogeneity of the degree of the nodes and the stochastic process of the PD games
In the small-world network with large p, the strategies of the stable hub coop-
erators spread to the other hubs. The propagation of cooperation expands the sizes
of cooperator clusters. The expansion of the clusters leads to the appearance of one
giant cluster. Meanwhile, the propagation of strategies of hub cooperators to neigh-
bors increase the fixed incomes of hubs as well. Therefore, permanent cooperators
are most likely to locate at hubs.
2.4.2 Results on rewired hierarchical networks
The hierarchical network model is a good model for investigating a transition from
large-world to small-world. The structure of hierarchical networks is, however,
extremely regular. The networks are decomposed mainly into two types of motifs.
The degree distributions are not continuous. Because of the structural regularity,
the hierarchical network model may not be proper as a testbed to investigate the











Figure 9: Description of link-rewiring process
Link-rewiring is one of the ways to transform a large-world network to a
small-world network. A link-rewiring process consists of two steps; to select two
links and to rewire two selected links, as shown in Fig. 9. In our study, two links are
selected randomly. A link-rewiring process conserves the number of links and the
degrees of all nodes. Rewiring of links of a network lessens the structural regularity
as well.
Figure 10: (a)Giant cluster size and (b)susceptibility for rewired networks. N=10,924. fR
is the fraction of rewired links.
We simulate the evolutionary prisoner’s dilemma games on the rewired hi-
erarchical networks. We construct the rewired network by rewiring fR fraction of
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links of a base network. Here, we use a hierarchical network with p = 0 as a base
network. The number of players is 10,924. Data are averages over 100 configura-
tions.
First, we investigate the giant cluster size of the permanent cooperators(Fig. 10(a)).
The giant cluster size reduces gradually with the increase of b regardless of fR. The
giant cluster size increases gradually with fR regardless of b. This behavior differs
from that in the hierarchical networks controlled by long-range bond probability p.
Recalling that link-rewiring eases the structural regularity, the gradual transition of
the giant cluster size is expected to be more acceptable and general than the abrupt
transition of the giant cluster size in the hierarchical networks with p. Meanwhile,
the networks for small fR are composed of mainly type-I motifs in Fig. 6. The nodes
in the network are of degree 2m. By these two factors, for b > 2, cooperators die
out, which may be not expected in the real networks.
The level of cooperation in the rewired networks appears to be low. Since
the link-rewiring process does not guarantee the connection between hubs, the
number of links connecting hubs is smaller in the rewired networks with fR than
in the hierarchical network with the comparable p. As presented in previous re-
searches [38] [39], the connection between hubs plays a crucial role in the en-
hancement of cooperation.
Secondly, we investigate the susceptibility(Fig. 10(b)). There exists a tricritical-
like point, which is the similar result with that of the games on the hierarchical
model.
Next, we investigate the size distribution of permanent cooperator clusters for
small fR. As shown in Fig. 11, the distribution of cooperator cluster sizes exhibits
a critical behavior at a certain value bc for a given fR.
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Figure 11: Accumulated size distribution of cooperator clusters for rewired networks at
fR = 0.01. fR is the fraction of rewired links.
2.4.3 Results on the WWW network
So far, we investigated the characteristics of permanent cooperator clusters in the
model networks. The results on the model networks are expected to reveal many
traits of cooperation on the real large-world networks. Nevertheless, as pointed out
in the previous sections, the extremely structural regularity of the model networks
might cause some unrealistic results.
To compare the results on the model networks and the real-world ones, we
simulate the evolutionary PD games on World-Wide Web(WWW). WWW is one
of the well-known examples of the real large-world network [62] [63].
We use a part of theWWWcomposed of 325,729 [68]. This network is a scale-
free network with degree exponent γ ≈ 2.6. The fractal dimension is about 4.1,
which is calculated by a box-covering method. It is known that the distribution of
themodule sizes inmany real networks follows a power law [69] [70] [71] [72]. The
cumulative distributionP(S> s) of themodule sizes ofWWWalso follow a power-
law P(S > s)∼ s−ν with the exponent ν ≈ 1.15 [73]. From the power-law behavior
of the cumulative distribution, we can infer that themodule size distribution follows
a power-law P(s) ∼ s−τ with τ ∼ 2.2. Lancichinetti, et. al [74] investigated the
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overlapping and hierarchical module structure of networks, and reported that the
size distribution of overlapping modules of WWW follows a power-law, and the
value of the exponent is also close to 2.2.
WWW is a directed network, but the directionality of links is disregarded in
our study.
Figure 12: Size distribution of cooperator clusters in WWW
We investigate the distribution of cooperator cluster sizes for several b(Fig. 12).
Data are averages over 100 configurations. The distribution of cluster sizes decays
in a power-law manner with an exponent of approximately 2. This exponent is
similar to the exponent τ of the module size distributions, which is approximately
2.2. This similarity originates from the module structure and the disassortativity of
WWW. The payoffs of hubs are likely to be higher than those of non-hubs. The
player with lower payoff cannot affect the player with higher payoff. Therefore,
the probability that hubs affect non-hubs is higher than that of the opposite cases.
The connections between hubs are few in WWW. The module in a fractal network
is composed of a few connected hubs and the non-hubs around the hubs. A hub af-
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fluences the players within the neighborhood directly and within the module indi-
rectly. The initial strategies of hubs are likely to determine the strategies of players
in a module. Consequently the sizes of cooperator cluster are compatible with the
sizes of the modules. On the other hand, there are some differences among the size
distributions for bs. The numbers of small clusters decrease with increasing b. The
increase of b raises the probability that the hub cooperators have smaller payoffs
than the non-hub defectors. The degrees of hubs are low in small modules relative
to in large modules. Hence the resistance to defectors is likely to be less in small
modules than in large ones. The sizes of large clusters decrease with the increase
of b. For small b, large modules and small modules in the neighborhood can be
connected and act like a mega-module. For large b, the strategies of the players
connecting modules change continuously, and the modules are separated by these
players.
The critical behaviors of the distribution of the cluster sizes are observed in
the PD games on the hierarchical networks for small p, the rewired hierarchical
networks for small fR and WWW. These model networks and the large-world net-
works in real world have the common characteristics of the modular structure and
the disassortativity. These types of behaviors are expected in the games on other
real large-world networks.
In the result on the hierarchical network, there exists a specific value of b
above which all the cooperator clusters vanish. This is caused by the local structure
of the hierarchical network. The hierarchical network consists of mainly two types
of motifs which are vulnerable to the invasion of defection above the specific value
of b. The abrupt destruction of cooperator clusters, however, is not observed in
WWW. In WWW, the number of cooperator clusters decreases continuously with
b. This means that the resistance to defection varies betweenmodules. It is expected
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to be extremely rare that a real network is composed of only a few type of motifs.
Therefore, in most of real fractal scale-free networks, the number of cooperator
clusters may decrease with the increase of b.
2.5 Summary
After the advent of the concept of scale-free networks, PD games on these het-
erogeneous networks have been studied, and some researchers claimed that these
types of networks promote the level of cooperation. Most of the researches studied
PD games of on small-world scale-free networks. In small-world scale-free net-
works, as the hubs usually have higher payoffs or fitnesses than the neighbors do,
the neighbors imitate the strategies of hubs. When a hub has the strategy of coop-
eration, the neighbors change their strategies to cooperation, and the high payoff
of the hub can be maintained steadily. When the strategy of a hub is defection, the
neighbors is likely to have the strategy of defection, which lowers the payoff of the
hub. Therefore, the defective hubs are likely to have lower payoff than the cooper-
ative hubs do. One of the characteristics of small-world scale-free networks is the
connection among hubs. The strategy of cooperator hubs can propagate to defector
hubs, and this grows the sizes of cooperator clusters, which lead to the appearance
of a giant cooperator cluster.
The real networks such as WWW and protein-interaction networks, however,
are found to be fractal networks, of which the characteristics are the rare connection
among hubs and the modular structure. As the connection among hubs is one of the
main factors that raise the level of cooperation, the PD games on fractal scale-free
networks differ from those on small-world scale-free networks. In this study, we
focused on the difference of the formation of cooperator clusters on both type of
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networks.
We followed the game rules suggested by Santos, et al, in which they claimed
that the level of cooperation rises on scale-free networks. As the spatial structure,
a hierarchical model was used. In this model, by varying the fraction of long-range
links, we can control the property of a network from large-world to small-world.
In the large-world networks, a variety of cooperator clusters with various sizes
are formed. This is because the structure of a fractal scale free network is modular,
and the sizes of modules vary. The rare connection among hubs hinders the prop-
agation of strategies between clusters. Therefore the advent of a giant cooperator
cluster is not expected in fractal scale-free networks. The fraction of cooperators is
lower in a fractal network than in a small-world network.
The increase of the value of temptation or the fraction of long-range links leads
to the decrease of the variety of cooperator cluster sizes. If the value of temptation
rises, the survivability of small cooperator clusters is lowered.
The variety of cooperator cluster sizes and the low level of cooperation are
also observed in the PD games on WWWwhich is one of the real fractal networks,




Evolutionary stability in the spatial
evolutionary PD games with
mixed-strategies
3.1 Introduction to mixed strategies
So far, we studied the PD games with only two strategies, cooperation and defec-
tion. If a player chooses the cooperation strategy, the player cooperates with all
of neighbors until the strategy of the player changes. The player with strategy of
defection defects all of neighbors. The existence of unconditional cooperators or
defectors is, however, somewhat unrealistic.
The introduction of cooperation probability can generalize the games. A strat-
egy of a player is determined by the cooperation probability PC from 0 to 1. For
example, the cooperation probability of a player is 0.6, then the player cooperates
with the probability of 60%, and defects with 40%. The cooperation probability of
1 is mapped to the cooperation strategy in the standard PD games. The coopera-
tion probability of 0 is equivalent to the defection strategy. Here, the cooperation
probability is the only factor which determines the player’s action.
In game theory, the strategy which mixes more than two pure strategies with
certain probabilities is called a mixed strategy. In PD games, cooperation and de-
fection are pure strategies.
The mixed strategy is an essential element in the game theory. Consider each
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player has a certain strategy. If each player has no benefit from changing its strategy,
while the other players keep their strategies unchanged, then the set of strategies
is Nash equilibrium. Nash [75] [76] proved that every finite games have at least
one Nash equilibrium. Some games however do not have Nash equilibria where all
players have pure strategies. These games have mixed-strategy Nash equilibria. A
typical example is Rock-Scissors-Paper game, where Nash equilibrium is that each
player has the mixed strategy of 1/3 rock, 1/3 scissors, and 1/3 paper.
BitTorrent, which is a protocol for file sharing is one of the real-world ex-
amples which the mixed strategy prisoner’s dilemma game can be applied to. The
BitTorrent protocol allows users to upload and download the files simultaneously.
A file is divided into pieces with the same sizes. By transferring the pieces, the
simultaneous upload and download of a file are enabled. A node which downloads
and uploads the pieces of a file is called a peer. A seeder is a node which uploads
the file after completing the download of a file. A peer downloads the pieces from
seeds and peers. The number of the pieces of a single file is predetermined, and this
is the number of connection which a peer need. One of the aims of this protocol is
the decentralized distributions of files.
A peer(seeder) can control the speed limit of upload and download. Lowering
the speed limit of upload can enhance the speed of download. Hence, a rational peer
lowers the upload speed. The download speed will, however, become slower even-
tually if all the peers and seeders are rational and they lower the speed of upload.
This situation is similar to the prisoner’s dilemma. The limit speed of upload can be
interpreted as a cooperation level. In this sense, the transfer of a file in BitTorrent
protocol can be the mixed-strategy prisoner’s dilemma.
Aside the example of BitTorrent, there are many behaviors and phenomena
which can be explained by the game with mixed strategies. In the field of physics,
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however, the games with mixed strategies have been rarely studied.
3.1.1 Payoffs in mixed-strategy PD games
Once cooperation probability PC of players are determined, we can calculate the
expectation value of payoffs. In this study, the payoff matrix with T=b, R=1, P=S=0
is used. For example, consider the mixed-strategy PD game(b > 1) with an A-type
player with cooperation probability PCA and a B-type player with P
C
B . The expected











B +b(1−PCB )]. (3.2)
In this study, the expectation value of payoff from games is used as a payoff.




B +b(1−PCB )]−PCB [PCA +b(1−PCA )]
= b(PCA −PCB )
(3.3)
WhenPCB <PCA , the payoff ofB-type player is higher than that ofA-type player.
Hence, in the mixed-strategy PD games with two players, the payoff of the player
with lower PC is higher.
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3.2 Evolutionary stability in PD game with mixed
strategies
The introduction of mixed strategies into spatial games generalizes the games, and
can make the games more realistic. Nevertheless, the spatial games with mixed
strategies have been very rarely studied. In this study, we introduce the spatial PD
games with mixed strategies. As a first step, we study the evolutionary stability in
the spatial evolutionary PD games with mixed strategies.
The evolutionarily stable strategy is defined as follows. Consider all players
in a group have strategy A. When a player with strategy B come into this group,
can this player survive or strategy B invade into the group? If the answer is yes,
strategy A is not evolutionarily stable to the strategy B. In the other case, strategy
A is evolutionarily stable to the strategy B.
In general, an evolutionary stable strategy(ESS) is a strategy which, if all play-
ers have this strategy, does not allow the invasion of any other (initially rare) strat-
egy. Once all the players in a group have an ESS, the group is resistant to the
occasional invasion of other strategy. Maynard Smith and Price firstly introduced
the concept of evolutionary stability [77]. Evolutionary stability does not explain
why and how a certain strategy in the real world becomes a major strategy. Instead,
this concept tells whether a major strategy can be stable under the attacks of other
strategies.
Maynard Smith and Price suggested two conditions for an ESS. Consider the
game with two strategies, T , S. For strategy S to be an evolutionary stable strategy,
strategy S should satisfy one of the following conditions.
1. PayoffS←S > PayoffT←S
2. PayoffS←S = PayoffT←S and PayoffS←T > PayoffT←T
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In a group where most of players have a strategy S, if the payoff of player
with strategy T from the game with players with strategy S is smaller than other
player’s payoff, strategy T vanishes by natural selection. This is the meaning of the
first condition.
If PayoffS←S = PayoffT←S, the number of player with strategy T can increase.
Nevertheless, if PayoffS←T > PayoffT←T , the average payoff of player with strat-
egy T is likely to be smaller than that of player with strategy S, which is a disad-
vantage of strategy T in a competition with strategy S. This is the meaning of the
second condition.
If certain animal and human behavioral patterns and social norms have been
sustained for a long time, then these might be the products of evolutionarily stable
strategies. Therefore, many researchers studied the evolutionary stability [1] [78]
in a variety of disciplines. Most studies on evolutionary stability, however, did not
consider the spatial structure. There are only a few studies on the evolutionary
stability in the spatial evolutionary games [79]. These studies, however, did not
consider the mixed strategies.
The invasion of initially rare strategy in PD game on networks can be an ana-
logue of the propagation of an idea, a meme and an opinion in structured popula-
tion. Considering this analogy, some research subjects in physics, such as opinion
model, voter model and epidemic model are similar to evolutionary stability. Since
we study the influence of one mutant on the equilibrium state, our study can be
seen as the damage spreading for spatial PD games with mixed strategies.
In the PD games with mixed strategies, the number of strategies can be more
than three; theoretically infinite. In this study the number of strategies in a single
game is limited to two. Initially all the players except one player have strategy A,
and only one player has strategy B. We simulate the PD games with this initial
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configuration and measure the fraction of players with strategy B in a stable state.
To confirm the evolutionary stability of strategy A, we investigate the fraction of
players with strategy B′, varying B′. If strategy A does not allow the invasion of
any other strategies, strategy A is evolutionary stable.
The evolutionary stable strategies in the original sense do not allow the inva-
sion of other strategies at all; no player with initially rare strategies survives. In this
study, we weaken the condition for ESS; ESS in our sense is the strategy which do
not allow the invasion of other strategies above a specified fraction f−B . If there is
at least one strategy with which the fraction surpasses f−B , strategy A is not an ESS.
In this study, f−B is set to 1/100.
We use several types of regular graphs as the spatial structure for PD games. It
is found that under a deterministic rule, there always exists the evolutionary stable
strategies.
3.3 Rules of games
The initial strategies of all the players but one are strategy A. Players with strategy
A cooperate with probability PCA . Only one randomly chosen player has strategy B.
This player has cooperation probability PCB .
In this study, an asynchronous update rule is used. At one simulation time step,
only one randomly chosen player has the chance to change its strategy.
Table 3: Two rules for reference selection
Reference selection rule
Rule I random reference selection
Rule II deterministic reference selection
We use two types of reference selection rules, as shown in Table 3. Rule I is
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a random reference selection rule. A candidate player chooses one of neighbors
randomly. Rule II is a deterministic reference selection rule. A candidate selects a
neighbor with the highest fitness as a reference neighbor. We simulate PD games
under a random rule and a deterministic rule separately.
Adoption probability is defined as follows. If the fitness of a candidate is lower
than that of a reference neighbor, the candidate adopts the strategy of the reference.
If the fitness of the candidate is higher, the candidate keeps its own strategy. If the
fitnesses of two players equal, the candidate adopts the strategy of the reference
with probability of 0.5.
Payoff matrix is a simplified version with T=b, R=1, P=S=0. The expected




















B +b(1−PCB )] (3.7)
As a fitness of a player, we use the average payoff, which is the sum of payoffs
divided by the number of neighbors.
We simulate the evolutionary PD games by iterating the following steps; the
selection of a candidate player, the selection of a reference neighbor, the adoption
of strategy and the re-calculation of fitnesses.
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3.4 Fitnesses of players
In this study, an average payoff is used as the fitness of a player. Let us compare
the fitnesses of an A-type player and a B-type players. A player with cooperation
probability PCA is an A-type player and one with (P
C
B ) is a B-type player.
An A-type player has the neighbors of A-type players and B-type players. The
number of A-type players among the neighbors of a A-type player is kAA. Likewise,
the number ofB-type player among the neighbors of aA-type player is kBA. Similarly,
kAB and kBB are defined. Then, the fraction of players among the neighbors of a player
















where kA is the number of neighbors of an A-type player and kB is that of an A-type
player.
The fitness FA of a A-type player and the fitness FB of a B-type player are
calculated by
FA = f AA PayoffA←A + f
B
A PayoffA←B




A +b(1−PCA ))+ f BA PCB (PCA +b(1−PCA ))
(3.9)
FB = f AB PayoffB←A + f
B
B PayoffB←B




B +b(1−PCB ))+ f BB PCB (PCB +b(1−PCB ))




B +b(1−PCB )]+(1− f AB )PCB [PCB +b(1−PCB )].
(3.10)
In the case of f AB ̸= 1, the condition that the fitness of a B-type player is higher
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b( f AA − f AB )
(b−1)(1− f AB )
, (3.12)
and min(PCA ,X) is the smallest value between P
C
A andX , and max(P
C
A ,X) is the
largest value.
In the case of f AB = 1, the condition that the fitness of a B-type player is higher
than that of a A-type player is PCB < PCA .
3.4.1 Fitnesses in regular graphs
A regular graph is the graph where all the players have the same number of neigh-
bors. Consider a games for PCB < PCA on a regular graph with degree n. In the PD
game on regular graphs, the following relations are always satisfied [80].
FsX > F
s−1
X (s ∈ {1, ...,n}) (3.13)
FnB = max{FsA,FsB} (3.14)
F0A = min{FsA,FsB} (3.15)
FsB > F
s
A (s ∈ {0, ...,n}) (3.16)
Here, FsX is the fitness of X player with which kAX is s, and X is A or B.
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3.5 Evolutionary stability on complete graphs
A complete graph is a graph in which every pair of nodes is connected. In the
complete graph with N nodes, each node has N− 1 neighbors and the number of
links is N(N−1)/2.
Let us consider the PD game withN−1 players with strategy A and one player
with strategy B. The initial fitness of a A-type player is FN−2A , and that of a B-type
player is FN−1B . For PCB < PCA , the fitness of a B-type player is higher than those
of A-type players by Eq. 3.13 and Eq. 3.16, so that a B-type player survives and
strategy B spreads to other nodes. For PCB > PCA , B-type player does not survive.
Consider that the number of the remaining A-type player is n for PCB < PCA .
The fitness of a A-type player is Fn−1A and that of a B-type player is F
n
B . Since the
fitness of a B-type player is always higher than that of an A-type player, strategy B
propagates to all the players at last.
In short, if a new strategy is more cooperative than the existing one of the other
players, then the invasion of the new strategy is not possible. The strategy which
is less cooperative than the existing one, however, propagates to all the players.
Hence, the only evolutionary stable strategy is the strategy with PC = 0.
3.6 Evolutionary stability on regular graphwith de-
gree 2
As a first step to study the evolutionary stability on regular graph, we study the
evolutionary PD games on the regular graph with degree 2. We use cycle graphs.
A cycle graph is a graph composed of a single cycle, as shown in Fig. 13. A
cycle graph with N nodes has N links. The degree of a node is 2.
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Figure 13: A cycle graph with N=10
3.6.1 Comparison between fitnesses of two players with dif-
ferent strategies
There are two types of players, A and B. An A-type player has cooperation proba-
bility PCA , and a B-type player has P
C
B . The conditions for FA <FB differ for PCA > P
C
B
and PCA < P
C
B . The conditions are presented in Table 4 for PCA > P
C
B , and in Table 5
for PCA < P
C
B .





B Conditions for FA < FB
0 0 0 < PCB < PCA























1/2 1/2 −PCA < PCB < PCA







0, 1/2, 1 1 PCB < PCA
With these conditions, the parameter space of (PCA ,P
C
B ) can be divided into
sections. The sections for b=1.5, 2.0 and 3.0 are shown in Fig. 14, Fig. 15 and
Fig. 16, respectively. In a section, the inequality of {FsA, F
s
B}(s = 0,1,2) is same
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B Conditions for FA < FB
0 0 impossible























0, 1/2, 1 1 impossible












Figure 14: Sections divided on the inequalities of {FsA, FsB} at b=1.5 for the regular graphs
with degree 2. Here s = 0,1,2
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Table 6: The inequalities of fitnesses in sections of Fig. 14.
section inequalities of fitnesses




































Figure 15: Sections divided on the inequalities of {FsA, FsB} at b=2.0 for the regular graphs
with degree 2. Here s = 0,1,2.
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Table 7: The inequalities of fitnesses in sections of Fig. 15.
section inequalities of fitnesses
1 F2B < F2A < F1B < F1A < F0B < F0A































































Figure 16: Sections divided on the inequalities of {FsA, FsB} at b=3.0 for the regular graphs
with degree 2. Here s = 0,1,2.
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Table 8: The inequalities of fitnesses in sections of Fig. 16
section inequalities of fitnesses










































































regardless of PCA and P
C
B . For example, the inequality of fitnesses at section 2 in





















3.6.2 Simulation results and discussions
We simulate the mixed-strategy PD games on cycle graph of N = 1000 for several
bs under two reference selection rules, and measure the fraction of playerB. The
results are shown in Fig. 17. Data are averages over 200 configurations. Black
lines separate the sections based on the inequalities of fitnesses. The results under
Rule I are shown in shown in Fig. 17 (a), (c), (e), and those under Rule II in (b),
(d), (f).




Figure 17: The fraction of B-type players in the mixed-strategy PD games on the cycle
graph of N = 1000. (a), (c), (e) Rule I, (b), (d), (f) Rule II. (a), (b) b=1.5, (c),
(d) b=2.0, (e), (f) b=3.0
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A-type players do not allow the invasion of B-type players regardless of the value
of b. As F1A > F2B , a B-type player adopts the strategy of neighbors and strategy B
vanishes.
For PCA > P
C
B , strategy B propagates to all the players, and strategy A vanishes.
A strategy allows the invasion of other strategies with smaller PC. Hence, no the
strategies except the one with PC = 0 are evolutionary stable under Rule I.
For PCA < P
C
B under Rule II, strategy B cannot invade. No B-type player sur-
vives.
The results for PCA > P
C
B under Rule II differ from those under Rule I. For
b = 1.5, strategy A blocks the invasion of strategy B. As the value of b increases,
the area where strategy B invades widens in the parameter space. In this area, all
the players adopt strategy B.
The areas where strategy B cannot invade under Rule II for b=1.5, 2.0 and
3.0 correspond to section 2 of Fig. 14, section 6 of Fig. 15, section 8 of Fig. 16,
respectively. These sections have the same order of fitnesses(Table 9). Under Rule
II, only two B-type players survive in these sections. The fraction of B-type players
is 2/N, which goes to 0 in the limit N→ ∞.
For b= 1.5, all strategies are evolutionary stable. For b= 2.0, the strategywith
PC ≤ 2/3 are evolutionary stable. For b = 3.0, the strategy with PC ≤ 1/2 are the
evolutionarily stable strategies. From the calculation, we obtain that for arbitrary
b, the strategy with PC ≤ b3(b−1) are evolutionary stable. Here, by definition, P
C
has the value from 0 to 1. Therefore, for b≤ 3/2, all the strategies are evolutionary
stable.
The behavior of propagation in each section is analyzed in Appendix A.
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3.7 Evolutionary stability on regular graphwith de-
gree 3
In this section, the evolutionary stability on regular graph with degree 3 is studied.
3.7.1 Comparison between fitnesses of two players with dif-
ferent strategies
The conditions for FA < FB are presented in Table 10 for PCA > P
C
B and in Table 11
for PCA < P
C
B .





B Conditions for FA < FB
0 0 0 < PCB < PCA

































































2/3 2/3 −2PCA < PCB < PCA







0, 1/3, 2/3, 1 1 PCB < PCA
3.7.2 Simulation results and discussions
We investigate the faction of B-type players in the mixed-strategy PD games on
two types of regular graphs with degree 3 for several bs under two reference selec-
tion rules. The each results on the honeycomb lattice and random regular graph are
shown in Fig. 21 and Fig. 22, respectively. Data are averages over 200 configura-
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B Conditions for FA < FB
0 0 impossible











































0, 1/3, 2/3, 1 1 impossible
Table 12: The inequalities of fitnesses in sections at Fig. 18
section inequalities of fitnesses





















































































































Figure 18: Sections divided on the inequalities of {FsA, FsB} at b=1.5 for the regular graphs
with degree 3. Here, s = 0,1,2,3.
Table 13: The inequalities of fitnesses in sections at Fig. 19
section inequalities of fitnesses













































































































































































Figure 19: Sections divided on the inequalities of {FsA, FsB} at b=2 for the regular graphs
with degree 3. Here, s = 0,1,2,3.
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Figure 20: Sections divided on the inequalities of {FsA, FsB} at b=3 for the regular graphs
with degree 3. Here, s = 0,1,2,3.
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Table 14: The inequalities of fitnesses in sections at Fig. 20
section inequalities of fitnesses





































































































































































































































Figure 21: The fraction of B-type players in the mixed-strategy PD games on the honey-
comb lattice of N = 9800. (a), (c), (e) Rule I, (b), (d), (f) Rule II. (a), (b) b=1.5,
(c), (d) b=2.0, (e), (f) b=3.0
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Figure 22: The fraction of B-type players in the mixed-strategy PD games on the random
regular graphs of N = 10000 with degree 3. (a), (c), (e) Rule I, (b), (d), (f) Rule
II. (a), (b) b=1.5, (c), (d) b=2.0, (e), (f) b=3.0
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tions. The number of players on honeycomb lattice is 9800, and that on the random
regular graph is 10000.
The propagation behaviors on two types of graphs are similar in parameter
space(PCA , P
C
B ) for the same b and the same reference selection rule. The only dif-




B , strategy A does not allow the invasion of strategy B for any bs on
any graphs regardless of the reference selection rule. As F2A > F3B , a B-type player
adopts the strategy of neighbors and strategy B vanishes.
For PCA > P
C
B , however, the propagation behaviors are different depending on
the reference selection rule.
Under Rule I, strategy B invades with a considerable fraction. Strategy A van-
ishes or coexists with strategy B. Therefore, under Rule I, the strategy with PC = 0
is the only evolutionarily stable strategy.
Under Rule II, there exists the sections where the invasion of strategy B is not
allowed. Strategy with PC ≤ PC∗ can block the invasion of other strategy. Here,
PC∗ is 0.75 for b = 1.5, 0.5 for b = 2, and 0.375 for b = 3. From calculation, we
obtain PC∗ = b4(b−1) . Hence, for b≤ 4/3, all the strategy is evolutionary stable.
In mixed-strategy PD games with two players, lowering PCB , while fixing PCA ,
raises the payoff of a B-type player. Similarly, the payoff of aB-type player increase
with PCA for fixed P
C
B . Higher payoffs are likely to lead to higher fitnesses, since a
fitness is defined as the average of payoffs. The relatively higher fitnesses ofB-type
players, however, do not always lead to the the higher fraction of B-type players.
For example, for b = 3, the fitnesses of B-type players in section 12 and 14 are
relatively higher than those in section 15. Nonetheless, in the game with Rule II,
the fraction of B-type players in section 12 and 14 is lower than that in section 15.
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More detailed results on honeycomb lattice are in Appendix B and those on
random regular graphs with degree 3 are Appendix D.
3.8 Evolutionary stability on regular graphwith de-
gree 4
In this section, we study the evolutionary stability on the graphs with degree 4.
3.8.1 Comparison between fitnesses of two players with dif-
ferent strategies
The conditions for FA < FB are presented in Table 16 for PCA > P
C
B and in Table 17
for PCA < P
C
B .
3.8.2 Simulation results and discussions
We investigate the faction of B-type players in the mixed-strategy PD games on
two types of regular graphs with degree 4 for several bs under two reference selec-
tion rules. The results on the square lattice and random regular graph are shown in
Fig. 21 and Fig. 22, respectively. Data are averages over 200 configurations. The
number of players is 10000 on both graphs.
On the whole, the propagation behaviors on two types of graphs are similar
in parameter space(PCA , P
C
B ) for the same b and the same reference selection rule.
However, unlike the results on the regular graphs with degree 3, there exist the
sections where the propagation behaviors are remarkably different depending on
the spatial structures. For example, in section 21and 24 for b = 3.0, all players
adopt strategy B in the games on square lattice. However, in the same sections, the
final fraction of B-type players is not 1in the games on random regular graph of
59





B Conditions for FA < FB
0 0 0 < PCB < PCA





















































































2/4 2/4 −PCA < PCB < PCA



































3/4 3/4 −3PCA < PCB < PCA







0, 1/4, 2/4, 3/4, 1 1 PCB < PCA
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B Conditions for FA < FB
0 0 impossible



















































































0, 1/4, 2/4, 3/4, 1 1 impossible
Table 18: The inequalities of fitnesses in sections at Fig. 23
section sorted list of fitnesses
























































































































































































Figure 23: Sections divided on the inequalities of {FsA, FsB} at b=1.5 for the regular graphs
with degree of 4. Here, s = 0,1,2,3,4.
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Figure 24: Sections divided on the inequalities of {FsA, FsB} at b=2 for the regular graphs
with degree of 4. Here, s = 0,1,2,3,4.
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Table 19: The inequalities of fitnesses in sections at Fig. 24
section inequalities of fitnesses









































































































































































































































































































































































































Figure 25: Sections divided on the inequalities of {FsA, FsB} at b=3 for the regular graphs
with degree of 4. Here, s = 0,1,2,3,4.
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Table 20: The inequalities of fitnesses in sections at Fig. 20
section inequalities of fitnesses


























































































































































































































































































































































































































































































































Figure 26: The fraction of B-type players in the mixed-strategy PD games on the square
lattice of N = 1000. (a), (c), (e) Rule I, (b), (d), (f) Rule II. (a), (b) b=1.5, (c),
(d) b=2.0, (e), (f) b=3.0
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Figure 27: The fraction of B-type players in the mixed-strategy PD games on the random
regular graphs of N = 10000 with degree 4. (a), (c), (e) Rule I, (b), (d), (f) Rule
II. (a), (b) b=1.5, (c), (d) b=2.0, (e), (f) b=3.0
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degree 4, and small fraction of A-type players can survive.
For PCA <P
C
B , strategy A does not allow the invasion of strategy B for any bs on
any graphs regardless of the reference selection rule. As F3A > F
4
B , a B-type player
adopts the strategy of neighbors and strategy B vanishes.
For PCA > P
C
B , however, the propagation behaviors are different depending on
the reference selection rule.
Under Rule I, strategy B always invades with a considerable fraction. Strategy
A vanishes or coexists with strategy B. Hence, under Rule I, no strategies except
the one with PC = 0 are evolutionary stable.
Under Rule II, there exist the sections where strategy B cannot propagate.
Strategy with PC ≤ PC∗ blocks the invasion of other strategy. Here, PC∗ is 0.6 for
b = 1.5, 0.4 for b = 2, and 0.3 for b = 3. From calculation, we obtain PC∗ = b5(b−1) .
Hence, for b≤ 5/4, all the strategy is evolutionary stable.
Similar to the cases in the games on regular graphs with degree 3, the relatively
higher fitnesses of B-type players do not always increase the fraction of B-type
players. For example, the fraction of B-type players are lower in section 22, 25,
and 26 than in section 27.
More detailed results on square lattice are in Appendix C and those on random
regular graphs with degree 4 are Appendix E.
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3.9 Discussions
In the games with Rule I, a randomly selected neighbor’s fitness is the only in-
formation which a candidate player needs. Under Rule II, a candidate needs more
amount of informations. The candidate should know the fitnesses of all neighbors.
Therefore, we can say that a player under Rule II is more prudent than a player
under Rule I.
Under Rule I, all the strategies are vulnerable to other strategies with lower
PC. The group of players with the high level of cooperation can collapse into that
with the very low level of cooperation. It is even possible that the groupwithPC = 1
can be turned into that with PC = 0.
Under Rule II, the behaviors differ. For b ≤ b∗, all the strategies are evo-
lutionarily stable. The cooperation level of a group can be maintained, since the
strategy with lower cooperation level cannot invade. For b > b∗, the strategies with













where k is the degree of the regular graph. These values are obtained from the
intersection point of two lines, PCA = P
C
B and FkA = F
k−1
B . In the section bounded by
these lines, FkA is larger than F
k−1
B and the fraction of B-type players is 2/N, where
N is the number of players. The group with PC > PC∗ can be destroyed and turned
into the group with lower cooperation level, in the worst case, PC = 0. Meanwhile,
the group with PC ≤ PC∗ can maintain its own cooperation level.
In our game rules, the group of more prudent players(the players under Rule
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II) is more resistant to the invasion of strategy with low cooperation level. In re-
ality, the informations on neighbors are likely to be limited, and are inaccurate
sometimes. Hence, the players which collect the informations on all the neighbors
to choose the fittest strategy aren’t be expected to exist in the real world. How-
ever, if the players try to collect more information and determine the strategy more
cautiously in the real-world PD game situations, it is likely that the propagation of
strategies with low cooperation level can be blocked or at least retarded. According
to the experiments for human subjects [81], approximately 70% of players imitate
the strategies of the neighbors with the highest payoffs.
We introduced the mixed strategies into the spatial evolutionary PD games.
As a bridge connecting the pure-strategy PD games and the mixed-strategy PD
games, we studied the evolutionary stability. In the evolutionary stability study, we
investigate two-strategy games similar to PD games with two pure strategies. The
games with two mixed strategies are de facto PD games with two pure strategies.
The game with two mixed strategies(PCA > P
C
B ) defined by a payoff matrix T, R, P,
S is equivalent to the PD game with T ′ , R′ , P′ , S′ . Here, the mixed strategy A and
B are mapped to the pure strategyC and D respectively, and
T
′
= PCB (R ·PCA +S(1−PCA ))+(1−PCB )(T ·PCA +P(1−PCA ))
R
′
= PCA (R ·PCA +S(1−PCA ))+(1−PCA )(T ·PCA +P(1−PCA )),
P
′
= PCB (R ·PCB +S(1−PCB ))+(1−PCB )(T ·PCB +P(1−PCB )),
S
′
= PCA (R ·PCB +S(1−PCB ))+(1−PCA )(T ·PCB +P(1−PCB )).
(3.19)
However, the difference between the pure-strategy game and the mixed-strategy
game exists. In the pure-strategy games, we cannot compare the different strate-
gies defined by different payoff matrixes. On the other hand, in the mixed-strategy
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games, we can compare the different strategies defined by the different PC. More-
over, the games with more than three strategies are possible. In the real world, many
players interact with the diverse strategies. Hence, to investigate the games in the
real world, we need to study the games with various strategies including mixed
strategies. Our study on the games with mixed strategies can be the basis for the
studies on PD games with various strategies.
3.10 Summary
A mixed strategy is the strategy which mixes pure strategies with probabilities. It
is one of the main concepts in game theory. It is known that all the finite games
have the equilibrium points called as Nash equilibrium. This statement is valid
only when players can select mixed strategies. Some games have Nash equilibrium
which does not consist of only pure strategies.
In prisoner’s dilemma games, a mixed strategy can be represented as the prob-
ability or level of cooperation. In the classical PD games, the optimal strategy is
the strategy of defection. In the real world, however, the behaviors of players are
observed, which can be interpreted as mixed strategies. Sometimes the most com-
monly observed strategies are mixed strategy.
So far, many previous studies on spatial PD games considered only two strate-
gies, which are cooperation and defection. Our study introduces mixed strategies
into the spatial PD games. As a first step, we studied the evolutionary stability in
the spatial PD games with mixed strategies.
The evolutionary stability is a subject to investigate whether a stable state
where a main strategy dominates can be maintained in a natural selection process.
In this study, we investigate the propagation of a initially rare strategy in the system
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where all except one player have the same strategy. If the main strategy blocks
the propagation of initially rare strategies, then the main strategy is evolutionarily
stable.
The rule of games are as follows. An asynchronous updating rule is used. A
candidate player which has the chance to change its strategy is selected randomly.
The candidate chooses one of the neighbors as a reference. If the reference has
higher fitness, then the candidate imitates the strategy of the reference. We use
two rules for a candidate to choose a reference. In Rule I, a candidate chooses a
reference randomly among one of the neighbors. In Rule II, a candidate selects
the player which has the largest fitness among the neighbors as a reference. We
compared the propagation behaviors under each rule.
The propagation behavior of a initially rare strategy is determined by the in-
equality of fitnesses. The inequality of fitnesses is determined by the cooperation
probabilities of two strategies, the value of temptation, and the degree of a regu-
lar graph. In the rules we use, the same inequality of fitnesses leads to the same
propagation behavior. For fixed temptation value and number of neighbors, the pa-
rameter space of the cooperation probabilities of two strategies can be divided into
the sections for the same inequality of fitnesses.
When the newly introduced strategy has higher cooperation probability than
the existing one, the new one cannot propagate on both rules. Meanwhile, when
the cooperation probability of new strategy is lower than that of the existing one,
the propagation behavior differs on each rule. Under Rule I, new strategy always
propagates. New strategy propagates to all the players, or new strategy and old one
coexist. Hence, the appearance of new strategy with lower cooperation probability
leads to the fall of the cooperation level of the system. Under Rule I, the only
evolutionarily stable strategy is the one with zero cooperation probability.
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Under Rule II, in the parameter space of two cooperation probability, there
always exist the sections where a new strategy cannot invade into the system even
though the new one has lower cooperation probability than the existing one. Fur-
ther, there always exist the evolutionarily stable strategies with non-zero coopera-
tion probabilities; the strategy is ESS if it has the cooperation probability lower than
the specific value related to the value of temptation and the number of neighbors.
When the value of temptation is lower than the specific value, all the strategies
are ESS; the system with the cooperation probability of 1 can maintain its own
cooperation level.
In the PD games under Rule II, there exist the evolutionarily stable strategies,
and the cooperation probability of system can be maintained. Under Rule I, the in-
formation that the candidate player needs is the fitness of one of the neighbors. Un-
der Rule II, the player needs to know the fitnesses of all the neighbors, which takes
more effort. If players try to collect more information to determine their strategies,
the level of cooperation can be maintained, or at least the propagation speed of the





Cooperation is a universal behavior observed in animal and human societies. Even
though defection is the most beneficial choice to individuals, cooperation emerges.
As a framework to study the origin of cooperation, prisoner’s dilemma games are
widely used. Here, prisoner’s dilemma(PD) represents the situation where the in-
dividual optimum is defection while the global optimum is cooperation.
As the classical game theory which assumes the rationality of players cannot
explain the emergence of cooperation in PD situation, manymechanisms to emerge
cooperation have been proposed. One of them is evolutionary game, which assumes
the natural selection process instead of the rationality of players, hence explains the
emergence of cooperation among the players which lack rationality or information.
A strategy is embedded in the gene or meme of a player. In the natural selection
process, the players with inferior strategies vanish, and the number of the players
with fitter strategies increases. It is found that in the evolutionary game on spatial
structure, the clusters of cooperators are formed, hence the strategy of cooperation
can survive. This thesis studies two variations of spatial evolutionary game. One is
the variation of spatial structure, and the other is the variation of strategy.
Santos, et al. showed that in small-world scale-free networks, the fraction of
cooperators is high. This is due to the degree heterogeneity and the close connection
among hubs, which are the characteristics of small-world scale-free networks. In
the family of scale-free networks, however, there exist the networks which have the
rare connection among hubs. These networks are called as fractal or large-world
77
networks. These networks have modular structure. Chapter 2 dealt with the PD
games on fractal scale-free networks under the rules of Santos, et al. We focused
on the formation of cooperator clusters. While one giant cluster of cooperators ap-
pears in a small-world scale-free network, a variety of clusters with various sizes
emerges in a fractal scale-free network. As the lack of connection among hubs hin-
ders the propagation of strategies among modules, the strategy of cooperation stays
in modules. Many real networks are found to be fractal networks. If the players on
the fractal networks behave according to the rules of Santos, et al., the addition of
connection among hubs can enhance the level of cooperation.
Mixed strategy is an essential element in game theory. Yet, the spatial PD
games with mixed strategies have been studied rarely. In PD games with two pure
strategy of cooperation and defection, the mixed strategy can be represented by the
cooperation probability, which shows the cooperation of a player. Chapter 3 in-
troduced the spatial PD game with mixed strategies, and studied the evolutionary
stability of mixed strategies. If the state that a specific strategy dominates a sys-
tem can be maintained under the invasion of other strategies, the main strategy is
evolutionarily stable. We compared the evolutionary stability under two rules. In
Rule I, a candidate selects a reference among the neighbors randomly. In Rule II,
a candidate chooses the neighbor with the highest fitness as reference. The player
under Rule II needs more information than the one under Rule I. When the cooper-
ation probability of the existing strategy is lower than that of new one, the new one
cannot invade into the system regardless of the rules. When the existing strategy
has higher cooperation probability than new one, the propagation behaviors differ
by rules. Under Rule I, the new strategy always propagates globally, hence the only
evolutionary stable strategy is the strategy with zero cooperation probability. The
cooperation level of system cannot be maintained; the invasion of strategy with
78
low cooperation probability lowers the cooperation level of system. Meanwhile, in
the games under Rule II, in some cases, new strategy cannot propagate globally.
Moreover, there exist the evolutionarily stable strategies with non-zero cooperation
probability. When the temptation value is under a certain value, all the strategies
are evolutionary stable. Hence, in the games under Rule II, the high cooperation
level of system can be maintained. Although the players in the real world do not
behave deterministically, if they try to collect more information and determine their
actions prudentially, the cooperation level of system can be maintained, or at least
decline slowly.
The evolutionary stability is related to the problems whether a rare, newly in-
troduced strategy can propagate into the system globally. A meme, an idea and a
life-style can be interpreted as strategies. Therefore, the propagation and replace-
ment of a meme, an idea and a life-style can be studied in terms of evolutionary
stability.
The introduction of mixed strategies can generalize the spatial PD games. The
players can interact with various strategies. In the games with only pure strategies,
the cooperation level of system is measured by the fraction of cooperators. In the
games with mixed strategies, the distribution of cooperation probability of players
determines the cooperation level of system. The distribution can differ by the struc-
ture of a network. The case which is known that all the players in system become
defectors in the pure strategy games might be the case that cooperation exists with
slight probability in the mixed strategy games.
We may rethink the results on chapter 2 in terms of mixed strategy. We con-
cluded that to increase the number of cooperators, the connection among hubs
should increase. In small-world networks where the connection among hubs are
abundant, a giant cluster of cooperators is formed. The formation of a giant cluster
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surely raises the fraction of cooperators. However, it can be an Achilles’ heel in
the aspect of the maintenance of cooperation level. Assume the temptation value is
high. If the strategy with high cooperation probability and that with slightly lower
cooperation probability collide in the small-world scale-free network, it is likely
that the strategy with higher cooperation probability becomes the major strategy.
If a strategy with very low cooperation probability is introduced in this state, the
giant cluster with high cooperation probability will vanish. Meanwhile, in a fractal
scale-free network, the strategy with extremely low cooperation probability cannot
propagate globally, or propagates slowly. Hence, in terms of the maintenance of
cooperation level, fractal scale-free networks have advantages.
Wemight need to reexamine the previous results in PD games with pure strate-
gies. The introduction of mixed strategies is not just a generalization of the games;






Propagation of strategies on cycle graph
In the game rules which we employ, the behaviors of propagation of a strategy are
determined by the order of fitnesses. The cases in b = 3 cover all of the cases in
b = 1.5 and b = 2, as shown in Table 9. Here, we focus on the results for b = 3.
A.1 Propagation of strategies under Rule I
In Rule I, a candidate player choose a reference player among its neighbors ran-
domly. Shown in Fig. 28 is the fraction of players with initially rare startegy in
each section.











Figure 28: The fraction of B-type players in the mixed-strategy PD games under Rule I for
b=3.0 on the cycle graph of N = 1000(Fig. 17(e)).
A.1.1 Section 1, 2, 3, 4 at b = 3
The propagation of strategies is depicted in Fig. 29. The color of a node represents



















Figure 29: Propagation of strategies in section 1, 2, 3, 4 at b = 3 under Rule I on a cycle
graph
the fitness of the node.
In section 1, 2, 3 and 4 at b = 3, F2B is smaller than F1A . Consider player 5
is selected as a candidate player to try to change the strategy. The fitnesses of the
neighbors are higher than that of player 5. Therefore, player 5 adopts the strategy
of neighbors, strategy A. In the case of PCA < P
C
B , strategy B which is initially rare
cannot survive.
A.1.2 Section 5, 6, 7, 8 at b = 3
In section 5, 6, 7 and 8 at b = 3, F2B and F2B are larger than F1A . The fitness of a
B-type player is always higher than that of a A-type neighbor. Therefore, strategy
B spreads to all the players, as shown in Fig. 30.
A.2 Propagation of strategies under Rule II
In Rule II, a candidate player chooses the neighbor with the highest fitness as a




































Figure 30: Propagation of strategies in section 5, 6, 7, 8 at b = 3 under Rule I on a cycle
graph











Figure 31: The fraction of B-type players in the mixed-strategy PD games under Rule II
for b=3.0 on the cycle graph of N = 1000(Fig. 17(f)).
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each section.


















Figure 32: Propagation of strategies in section 1, 2, 3, 4 at b = 3 under Rule II on a cycle
graph
In section 1, 2, 3 and 4 at b = 3, F2B is smaller than F1A . The propagation of
strategies is shown in Fig. 32. Consider player 5 is choosed as a candidate player
to change the strategy. The fitnesses of the neighbors are higher than that of player
5. Therefore, player 5 adopts the strategy of neighbors, strategy A. In the case of
PCA < P
C
B , strategy B which is initially rare cannot survive.
A.2.2 Section 5, 6, 7 at b = 3
In section 5, 6 and 7 at b = 3, F2B and F1B are larger than F1A and F2A .
Consider a A-type player which has a B-type neighbor is selected as a can-
didate player to change the strategy. Among the neighbors of the A-type player,
the B-type player has the highest fitness. Therefore, the A-type candidate adopts




































Figure 33: Propagation of strategies in section 5, 6, 7 at b = 3 under Rule II on a cycle
graph
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Figure 34: Propagation of strategies in section 8 at b = 3 under Rule II on a cycle graph
In section 8 at b = 3, F2B and F1B are larger than F1A . F2B are larger than F2A . F1B
are smaller than F2A .
The propagation of strategies is shown in Fig. 34.
The strategy of a B-type player with two A-type neighbors spreads to the
neighbor. However, the strategy of a B-type player with the neighbors of one A-
type player and one B-type player doesn’t spread. In Fig. 34(b), the neighbors of
player 5, 6 with the highest fitness are player 6, 5. The neighbors of player 4, 7
with the highest fitness are player 3, 8, which have the same strategy with player
4, 7. Therefore, no players change their strategy. In this section, the final fraction
of B-type players is 2/N.
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Appendix B
More detailed results on mixed-strategy
PD games on honeycomb lattice
B.1 Propagation of strategies on honeycomb lattice
under Rule I











Figure 35: The fraction of B-type players in the mixed-strategy PD games by Rule I for
b=3.0 on the honeycomb lattice of N = 9800(Fig. 21(e)).
The fraction of B-type players in the mixed-strategy PD games by Rule I for
b=3.0 on the honeycomb lattice ofN = 9800 are shown in Fig. 35. Data are averages
over 200 configurations.
For PCA < P
C
B , the fraction of B-type players is 0. For PCA > P
C
B , strategy B can
invade. In section 9, 10, 11, 12, 13 and 14, all the players adopt strategy B, and
strategy A vanishes.
In section 15 and 16, A-type players can survive, forming small clusters, as
shown in Fig. 37 (a). As Fig. 37 (b) reveals, the fraction of B-type players appears
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B.2 Propagation of strategies on honeycomb lattice
under Rule II











Figure 36: The fraction of B-type players in the mixed-strategy PD games by Rule II for
b=3.0 on the honeycomb lattice of N = 9800(Fig. 21(f)).
The fraction of B-type players in the mixed-strategy PD games by Rule II
for b=3.0 on the honeycomb lattice of N = 9800 are shown in Fig. 36. Data are
averages over 200 configurations.
For PCA < P
C
B , no B-type player survives. For PCA > P
C
B , strategy B can invade.
In section 9, 10, 11 and 13, all the players adopt strategy B.
In section 12 and 14, strategy B can invade into A-type players, however, with
very small fraction. A example is shown in Fig. 38 (a). As shown in Fig. 38 (b),
the number of B-type players appears to be constant regardless of network sizes.









In section 15, strategy B prevails. Nonetheless, A-type players which form
clusters can survive, as shown in Fig. 39 (a). The fraction of B-type players is
approximately 0.73 regardless of network sizes(Fig. 39 (b)). In this section, the








Section 16 is the section where only two B-player can invade(Fig. 40). In this









Figure 37: The propagation of strategies under Rule I for b = 3.0 on honeycomb lattice
in section 15 and 16. (a) a snapshot of a stable state. The white(red) circles are
A-type(B-type) players and the size of a circle represents the fitness of a player.




Figure 38: The propagation of strategies under Rule II for b = 3.0 on honeycomb lattice
in section 12 and 14. (a) a snapshot of a stable state. The white(red) circles are
A-type(B-type) players and the size of a circle represents the fitness of a player.




Figure 39: The propagation of strategies under Rule II for b = 3.0 on honeycomb lattice in
section 15. (a) a snapshot of a stable state. The white(red) circles are A-type(B-
type) players and the size of a circle represents the fitness of a player. (b) The




Figure 40: The propagation of strategies under Rule II for b = 3.0 on honeycomb lattice in
section 16. (a) a snapshot of a stable state. The white(red) circles are A-type(B-
type) players and the size of a circle represents the fitness of a player. (b) The




More detailed results on mixed-strategy
PD games on square lattice
C.1 Propagation of strategies on square lattice un-
der Rule I





















Figure 41: The fraction of B-type players in the mixed-strategy PD games under Rule I for
b=3.0 on the square lattice of N = 10000(Fig. 26(e)).
The fraction of B-type players in the mixed-strategy PD games by Rule I for
b=3.0 on the square lattice of N = 10000 are shown in Fig. 41. Data are averages
over 200 configurations.
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For PCA < P
C
B , the fraction of B-type players is 0. For PCA > P
C
B , the fraction of
B-type players is 1.
C.2 Propagation of strategies on square lattice un-
der Rule II





















Figure 42: The fraction of B-type players in the mixed-strategy PD games under Rule II
for b=3.0 on the square lattice of N = 10000(Fig. 26(f)).
The fraction of B-type players in the mixed-strategy PD games by Rule II for
b=3.0 on the square lattice of N = 10000 are shown in Fig. 42. Data are averages
over 200 configurations.
For PCA < P
C
B , the fraction of B-type players is 0. For PCA > P
C
B , strategy B can
invade. In section 15, 16, 17, 18, 19, 20, 21, 23 and 24, the fraction of B-type player
is 1.
In section 22, 25 and 26, very small fraction ofB-type player can invade(Fig. 43).
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The number of B-type players is irrelevant to network sizes.
In section 27, the clusters of A-type players with diverse sizes are formed, as
shown in Fig. 44 (a). The fraction of B-type players is about a half(Fig. 44 (b)). In








In section 28, the number of B-type players is 2(Fig. 45). In this section, the









Figure 43: The propagation of strategies under Rule II for b = 3.0 on square lattice in
section 22, 25 and 26. (a) a snapshot of a stable state. The white(red) circles are
A-type(B-type) players and the size of a circle represents the fitness of a player.




Figure 44: The propagation of strategies under Rule II for b = 3.0 on square lattice in
section 27. (a) a snapshot of a stable state. The white(red) circles are A-type(B-
type) players and the size of a circle represents the fitness of a player. (b) The




Figure 45: The propagation of strategies under Rule II for b = 3.0 on square lattice in
section 28. (a) a snapshot of a stable state. The white(red) circles are A-type(B-
type) players and the size of a circle represents the fitness of a player. (b) The
number of B-type players against the number of players.
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Appendix D
More detailed results on mixed-strategy
PD games on random graphs with degree
3
D.1 Size dependency of fraction of B-type players
on random regular graphs with degree 3 under
Rule I











Figure 46: The fraction of B-type players in the mixed-strategy PD games under Rule I for
b=3.0 on the random regular graphs of N = 10000 with degree 3(Fig. 22(e)).
For PCA < P
C
B , the fraction of B-type players is 0. For PCA > P
C
B , strategy B can
invade. In section 9, 10, 11, 12, 13 and 14, the fraction of B-type players is 1.
In section 15 and 16, the fraction of B-type players is approximately 0.75
regardless of network sizes.
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Figure 47: The fraction of B-type players against the number of players in the PD game
under Rule I for b = 3.0 on random regular graphs with degree 3 in section 15
and 16.
D.2 Size dependency of fraction of B-type players
on random regular graphs with degree 3 under
Rule II











Figure 48: The fraction of B-type players in the mixed-strategy PD games under Rule II
for b=3.0 on the random regular graphs ofN = 10000with degree 3(Fig. 22(f)).
For PCA < P
C
B , the fraction of B-type players is 0. For PCA > P
C
B , at least two B-
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type players can survive. In section 9, 10, 11 and 13, the fraction of B-type players
is 1.
In section 12 and 14, the fraction of B-type players is approximately propor-
tional to N−0.5, as shown in Fig. 49 (a). As N goes to infinity, the fraction of B-type
players goes to 0.
In section 15, as Fig. 49 (b) reveals, the fraction of B-type players is about
0.67, irrelevant to network sizes.






Figure 49: The fraction of B-type players against the number of players in the PD game
under Rule II for b = 3.0 on random regular graphs with degree 3. (a) Section
12 and 14, (b) section 15, and (c) section 16.
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Appendix E
More detailed results on mixed-strategy
PD games on random graphs with degree
4
E.1 Size dependency of fraction of B-type players
on random regular graphs with degree 4 under
Rule I





















Figure 50: The fraction of B-type players in the mixed-strategy PD games under Rule I for
b=3.0 on the random regular graphs of N = 10000 with degree 4(Fig. 27(e)).
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For PCA < P
C
B , strategy B vanishes. For PCA > P
C
B , strategy B can survive. In
section 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, the fraction of B-type players is 1.
In section 26, the fraction of B-type players is about 0.99, as shown in Fig. 51
(a). Fig. 51 (b) reveals that In section 27 and 28, the fraction of B-type players is
about 0.92.
E.2 Size dependency of fraction of B-type players




B , the fraction ofB-type players is 0. ForPCA >P
C
B , strategyB can invade.
In section 15, 16, 17, 19, 21, 22, 24, 25, the fraction of B-type players is 1.
In section 18, 20 and 23, the fraction ofB-type players is about 0.995, as shown
in Fig. 53 (a). Fig. 53 (b) reveals that in section 21 and 24, the fraction of B-type
players is about 0.95.
It is indicated from Fig. 54 (a) that in section 22, 25 and 26, the fraction of
B-type players is proportional to N−0.5. As N goes to infinity, the fraction of B-type
players goes to 0.
Fig. 54 (b) shows that in section 27, the fraction of B-type players is about
0.52, regardless of network sizes.





Figure 51: The fraction of B-type players against the number of players in the PD game
under Rule I for b = 3.0 on random regular graphs with degree 4. (a) Section
26, (b) section 27 and 28.
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Figure 52: The fraction of B-type players in the mixed-strategy PD games under Rule II




Figure 53: The fraction of B-type players against the number of players in the PD game
under Rule II for b = 3.0 on random regular graphs with degree 4. (a) Section





Figure 54: The fraction of B-type players against the number of players in the PD game
under Rule II for b = 3.0 on random regular graphs with degree 4. (a) Section
22, 25 and 26, (b) section 27, (c) section 28.
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