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ABSTRACT 
HIGH DYNAMIC RANGE IMAGING FOR THE DETECTION OF 
MOTION 
Jeffrey Robert Hay 
April 8, 2011 
High dynamic range imaging involves imaging at a bit depth higher than the 
typical 8-12 bits offered by standard video equipment. We propose a method of 
imaging a scene at high dynamic range, 14+ bits, to detect motion correlated with 
changes in the measured optical signal. Features within a scene, namely edges, 
can be tracked through a time sequence and produce a modulation in light levels 
associated with the edge moving across a region being sampled by the detector. 
The modulation in the signal is analyzed and a model is proposed that allows for 
an absolute measurement of the displacement of an edge. In addition, 
turbulence present in the received optical path produces a modulation in the 
received signal that can be directly related to the various turbulent eddy sizes. 
These features, present in the low frequency portion of the spectrum, are 
correlated to specific values for a relative measurement of the turbulence 
intensity. In some cases a single element sensor is used for a measurement at a 
single point. Video technology is also utilized to produce simultaneous 
measurements across the entire scene. Several applications are explored and 
vii 
the results discussed. Key applications include: the use of this technique to 
analyze the motions of bridges for the assessment of structural health, non-
contact methods of measuring the blood pulse waveform and respiration rate of 
an individual(s), and the imaging of turbulence, including clear air turbulence, for 
relative values of intensity. Resonant frequencies of bridges can be measured 
with this technique as well as eddies formed from turbulent flow. 
viii 
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CHAPTER I: 
INTRODUCTION 
Innovations in electronics have made it possible to make more precise 
measurements with sensor technology. In optical systems these measurements 
are at times only limited by the Poisson noise inherent in the photons being 
measured. Remote sensing is a field that has benefited immensely from these 
innovations leading to equipment with lower noise, higher sensitivity and more 
capability. These new technologies have advanced the field allowing new 
measurements to be made leading to more insight into the system they are 
probing. 
The amount of information contained within the photons that travel from 
one object to another is vast. Take for example a photon emitted shortly after the 
beginning of our Universe or even billions of years ago. It has traveled those 
billions of years reaching us here on Earth and contained with it is information 
that reveals to us the nature of the Big Bang, the shape of the Universe, as well 
as it's age. [1-4] Although grand as it may sound, this happens every day to 
everyone; light travels from a object containing information about that object's 
surface color and material, reaches one's eye and that data is processed in such 
a way that makes that information meaningful. Take that a step further and add 
the temporal dimension to the process and a continual stream of photons are 
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arriving at the eye revealing properties such as velocity and acceleration of the 
source. 
1.1 Goals and Current Work 
The focus of this work is to develop a model that outlines the principles 
behind time varying intensities of light and its relationship to physical parameters 
of the source structure. The work involved details the development of a method 
to detect subtle motion of a remote object by correlating the emitted radiation of 
the object to its motion. Features within the structure are directly related to the 
amount of light that the object transmits, for example the reflection coefficient will 
determine the amount of light an object's surface will reflect, or the density of a 
gas will determine the amount of light that is transmitted through the gas. These 
features can be analyzed in the temporal domain revealing details as to the 
motion of the object. 
This work involves the ability to make measurements that require a high 
dynamic range, that is, the signal being detected may be a very small component 
on a very large background. These signals are often as small as one part in a 
million.(22o or 20 bits) This high dynamic range imaging allows for subtle motions 
to be detected that are correlated with small variations in the signal. 
Displacements smaller than the wavelength of light «500 nm) have been 
detected in this way and will be described in this dissertation. These 
displacements are detected using modulation of the light from the surface 
features of the object. Other methodologies will be described that utilize similar 
techniques to see light modulation from the minor fluctuation in turbulent air. 
2 
Small variations in the density of the air result in fluctuations of light intensities. 
These variations are associated with the motion of the turbulence and allow the 
described methodology to be applied for the detection of even the small density 
fluctuations from clear air turbulence. 
From the developed model several areas of application will be outlined. 
Data has been collected and processed on several systems from mechanical 
machine health to human biological functions where the methodology developed 
in the described work can be applied. Each application will be described in detail 
and the data presented. 
1.2 Hypothesis and Goals 
The following research utilizes high dynamic range imaging to detect very 
small variations in light to describe the motion of remote systems from where the 
light originates and is encoded. The information in the time varying light signal 
reveals information about the system allowing the exploration of the following 
hypotheses: 
1) The time varying intensities within a pixel can be correlated to the 
time varying displacement of the image of edges within a single 
pixel/detector element. 
2) High dynamic range imaging and data processing can offer the 
necessary system performance required to make measurements 
sensitive enough to remotely detect the motions of objects. 
3 
3) The information encoded in the time varying signal reveals 
information about the remote structure affording information that 
can characterize that system. 
The primary goals of the research are to: 
1) Correlate the time varying signal of a surface feature of a remote 
object to a quantitative description of the motion. 
2) Develop methods of data acquisition and processing that are 
suitable for optical, non-contact measurement and analysis of 
remote systems. 
3) Apply the technique to systems where a remote measure of motion 
and dynamics would be of use. 
Throughout this dissertation, the term pixel will refer to a single sensor element of 
an imaging device. It can be singular in the case of a single element sensor or 
found in multiples as is the case with a video imaging device. 
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CHAPTER II: 
BACKGROUND 
In some sense remote sensing traces its origin back to thousands of years 
ago when humans looked to the heavens to record information about the night 
sky. Whether it be to characterize the objects they saw or record the motions of 
stars as a method of keeping time, humans have always been collecting 
information about remote objects. The eye has been a very powerful tool to 
perform such task, revealing information such as the wavelength of light reflected 
from an object, its intensity, and its place or origin. 
Instrumentation has helped advance the field of remote sensing improving 
the information we are able to receive. For example, in the 1600's the telescope 
was invented, vastly improving the ability to see the details by eye of remote 
objects through magnification and increased light gathering. In the 1800's 
methods were developed allowing for the recording of focused light as images, 
later to become what we know as photography. That was followed by the 
electronic detection and digital recording in the 1900's, in which the charges 
produced by photons striking a surface are captured. measured, and recorded. 
Although these are a only a few examples in the progression of imaging 
technologies, numerous other achievements have made it possible for the 
remote sensing field to advance to where it is today. 
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2.1 Technological Landscape 
The methodologies used in this research involve the detection and 
precision measurement of motion. For qualitative comparison, an outline of the 
current technological landscape of other motion sensing devices is described. 
Their advantages and disadvantages are reviewed to determine where the 
proposed technology fits within the existing field. 
2.1.1 Accelerometers 
Probably the most common sensor technology used for the detection of 
motion is the accelerometer. Although the accelerometer is not strictly a remote 
sensing device in the sense of non-contact detection, wireless technology allows 
the data to be streamed off the device to a remote location. 
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Figure 1. A three axis accelerometer records motion from all three 
spatial axes simultaneously. The above accelerometer is a 3-axis 
. Crossbow CXL02TG3 with a sensitivity of 833 mV/g, typical of 
those used in our lab. The fourth connector shown is the 
temperature output from an integrated thermometer. 
Accelerometers detect motion by measuring the acceleration of an object 
through various inertial sensors. They output a voltage that is usually 
proportionate to the acceleration. From acceleration, the temporal signal can be 
integrated once to determine the velocity and twice to determine position. In that 
fashion , an object's relative position can be tracked in space over time. 
Accelerometers often measure all three axes in space. 
Accelerometers are highly sensitive devices that are today ubiquitous in 
motion sensing. Less sensitive microfabricated devices that cost only a few 
7 
dollars to produce are commonly found in household items such as game 
remotes and cell phones and are robust in terms of environmental conditions in 
which they operate reliably. Even the most sensitive devices used for inertial 
measurement and seismology cost only a few thousand dollars to manufacture. 
The major drawback to accelerometers is the fact that they are required to 
be in contact with an object to measure its motion. The problem with this is 
twofold. For one, this requires physical access to the object to be measured, and 
in many cases it is not cost effective or safe to do so. For example, objects that 
are in motion may not be a suitable environment for an electronic device such as 
an accelerometer to be placed. In other cases, for example monitoring large 
structures such as bridges, access may be difficult to achieve. If it is possible to 
gain access for accelerometer placement, connections for power and telemetry 
are still required. When the power requirements are more severe data are 
transmitted by means of wireless communication, the power requirements are 
more severe. [5] 
The second problem with accelerometer technology is that it requires 
physical contact with the target. In many cases measurements are necessary 
that a disturbance such as a contacting accelerometer would corrupt. The mass 
from an accelerometer would affect the dynamics of the system so unless 
Macc«Msys the observer alters the measurement. In the case of the optical 
measurement Mace would now be the effective photon mass, so that its recoil 
from photon momentum is all that limits the accuracy. Even the load from the 
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weight of the accelerometer may be enough to fundamentally change the 
quantity of what is being measured. 
2.1.2 Doppler Laser Vibrometers 
A commonly used optical technology to sense motion is the laser 
vibrometer. The vibrometer works by measuring the beat frequency of a 
modulated laser with the Doppler shifted backscattered light. [6,7] The beat 
frequency is proportional to~. Consequently, the laser vibrometer measures 
c 
velocity then does a Fourier transform to get frequencies. The displacement is 
the integral of velocity and acceleration is its derivative and vibrometer gives 
precisely calibrated information on the dynamics of the target. 
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Figure 2. A laser vibrometer measures velocity by means of 
Doppler shift. The one shown is a Metro Laser Vibromet V500 
which is used in our lab. It is capable of measuring displacements 
ranging from 0.1 nm to 10 mm and frequencies from DC to 20 kHz 
with 3% error. 
Commercial laser vibrometers are highly sensitive and can measure 
motions as small as 10 nanometers. [8,9] They are non-contacting and are able 
to measure motions of very small targets in areas that may be inaccessible or 
unsafe to access. For example an object may be too hot to affix a sensor directly 
on the surface or may be in an area too hot to even access. Other objects may 
be too small to affix a sensor to, such as cells or small structures. 
The laser vibrometer technology has practical limitations however. First, it 
is an active device that requires illumination of the target and deflection of weak 
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backscatter by a laser. There may be situation in which illuminating a surface 
with obvious laser light may be undesirable. Second, because of the detection 
requirement the laser vibrometer is a short range sensor, and objects more than 
a few hundred meters away cannot be measured with "eye safe" laser 
powers. [10] Third, since it is a pointed device, it can measure only a single point 
on a surface at a time and cannot be used to detect relative motions with a single 
object. Finally, laser vibrometers are costly when compared to accelerometers. 
The least expensive commercial units at this time are about $20,000. 
The laser vibrometer is state of the art sensor for several ~pplications for 
which a passive remote high dynamic range senor is suitable. One such use is 
the application of the vibrometer to the measurement of the carotid blood 
pulse. [11-14] The laser vibrometer can be used to integrate the velocity 
measurement to determine an absolute value of displacement for the blood pulse 
waveform, as will be shown with the carotid artery. This offers the advantage of 
the non-contact nature of the vibrometer and provides a highly accurate baseline 
measurement. However the disadvantage of cost and single point sensing are 
significant in clinical applications. 
2.1.3 Strain Gauges 
Another common technology for measuring relative motion are strain 
gauges. Strain gauges are small devices attached firmly to the surface of an 
object. They work by measuring the resistive changes associated with the 
tension and compression that results from small relative displacements in "the 
point of contact of the strain gauges with the surface. 
11 
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Figure 3. A strain gauge is a common device used to measure 
surface motion associated with tension and compression. When 
the material in a strain gauge is stretched or compressed the 
resistivity changes allowing the displacement to be measured. 
Source: Creative Commons. 
An obvious disadvantage to the strain gauge is the requirement that it is 
attached to the surface. Often the strain gauges are permanently affixed to the 
surface with glue and require surface preparation. This could restrict the 
surfaces that are available for use with strain gauges due to this requirement. 
This also means that access to the surface would necessary ruling out 
inaccessible areas or surfaces that are in hazardous areas. Finally a voltage is 
required to be applied to the strain gauges requiring some sort of power supply 
and maintenance. The data would need to be transferred from the site as well , 
requiring either a wired solution or powered wireless device. In addition because 
12 
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strain gauges measure very small changes in resistance, they are affected by 
temperature fluctuations. 
2.1.4 Extensometers 
Extenso meters are a common device used to measure small 
displacements in some direct or mechanical way. They come in a variety of 
forms some of which are more directly related to the optical methods of this 
dissertation. Extensometers generally come in two classes, contacting and non-
contacting. 
Early contacting extensometers use a lever arm effect where two points 
are fixed to an object and as the two points separate one arm rotates. The 
measurement of displacement is made at the end of the arm where the distance 
moved is greater for the given angle. [15] More common was the dial 
extenso meter which use a sensitive dial gauge as a means of measuring the 
displacement. [16] 
13 
A 
B 
c 
~~~a~ _________ o____ ----------,-__ ~ 
A 
Figure 4. A contact extensometer is shown that measures the 
displacement by translating a small motion of the sample into a 
larger one through a lever arm. More sophisticated extensometers 
use laser speckling and video technology to make highly accurate 
quantitative measurements of displacement. Source: Creative 
Commons. 
Non-contacting extenso meters are more aligned with the technology 
presented in this dissertation. They come in two primary forms, laser and video. 
Laser extensometers work by illuminating the surface with a laser and recording 
the illumination with a CCO camera. As the surface is displaced the CCO 
captures changes in that illumination and through signal processing the 
displacement is determined. No contact is necessary and surface preparation is 
not required. However this techniques requires an active laser illumination and 
therefore will be limited in range. It will also have the limitation of only being 
useful in situations where active illumination is acceptable. 
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The second form of extenso meter is the video extenso meter. They work 
by preparing the surface with markings that are recorded with a video camera. 
When a displacement occurs, these markings are tracked with the video system 
and the displacement is determined through the geometry of the optical system 
and correlation functions. [17] This system has the advantage of being non-
contacting. However, surface preparation requires access to the surface and is 
prone to error. [18] Furthermore, these systems are highly dependent of the 
illumination of the scene with a steady light source and shading from outside 
illumination. One form of video extensometry, laser speckle extensometers, 
works by illuminating the scene with a laser to produce a speckle interference 
from the surface. These patterns are recorded by one or more cameras to track 
the patterns produced by the laser through data proceSSing. This technique 
requires no surface preparation but still suffers from the drawbacks associated 
with laser illumination and the difficulties of analysiS of the speckle. 
2.1.5 Tonometry 
Tonometry is another technique that, while measuring pressure and not 
motion, is applicable to a biomedical application discussed in this dissertation. It 
works by applying a force to a surface and using the deformation of that surface 
as a measure of the pressure inside. [19] Applanation tonometry is the common 
forms of this technique. The drawback to this process is the requirement of 
making contact to the surface and the necessity of applying pressure to the 
measurement site. The application of force to the measurement site can disrupt 
the actual measurement being made altering the surface and potentially 
15 
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changing subtle variations in the measurement. A non-contact form of this 
measurement is done by applying puffs of air to the surface and measuring the 
deformation but the same disadvantages apply since a force is still being applied 
to the measurement site. [20,21] 
2.1.6 Manometers 
The sphygmomanometer, like the tonometer measures a pressure at 
which specific response occurs. This device is also known as the common blood 
pressure cuff and has widespread reliable use. [22] However it requires contact 
and suffers from the drawback that it alters the measurement site and potentially 
affects subtle changes of pressure. 
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Figure 5. A sphygmomanometer measures blood pressure by 
listening, in conjunction with a stethoscope, for the return of blood 
flow after th.e artery has been occluded at a measured cuff 
pressure. More advanced sphygmomanometers derive the blood 
pressure from readings of the surface pressure of the artery. 
Source: Creative Commons. 
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CHAPTER III: 
METHOD OF OPERATION 
3.1 Physical Principles 
The principle behind high dynamic range imaging for the detection of 
motion is to use the dynamic range of an optical sensor to determine a physical 
displacement of an object in the scene, For example, a single element 
photodiode sensor can have a saturation level of 6 V, with a typical noise floor of 
1 I-IV rms, a range of 6x106, That gives a dynamic range between 22 and 23 bits 
since 223 is about 107, The goal would be to transform that exceptional range of 
signal into a comparable measurement of displacement by mapping a feature 
spatially across a single detector element. 
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Figure 6. Mapping the signal to a pixel. Here we see how the bit 
depth of the camera can be mapped to the spatial dimension of the 
pixel. A typical video pixel may have a bit depth of 216 differing 
levels of signal. If each possible level of intensity was correlated to 
a spatial location of a feature within the pixel the ability to spatial 
resolve that feature can be greatly improve. Normally a feature can 
simply be determined to be in the pixel or not. 
In the case of a dynamic range of 22 bits, that represents approximately 4 
million discrete values the sensor can achieve in signal. If those values can 
represent a physical displacement in the scene, we now have approximately 4 
million discrete units of.displacement mapped across the detector as opposed to 
-65,000 units, as is the case of a 14 bit camera, or even 1 unit when the actual 
pixel is the spatial measurement! 
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The system works by measuring the modulation of light level imaged on 
the detector. This can be done with a single element sensor, as is the case with 
a photodiode, or an array of sensors like a high speed camera. In the case of a 
camera, each pixel acts as an independent sensor. The modulation in light level 
is attributed to the fact that, in some way., the amount of light reaching the sensor 
element is changing. 
The simplest and cleanest example would be a black and white edge. 
Imagine the target of interest was something similar to what is shown in Figure 7. 
Figure 7. An imaged black and white edge is shown, one that is 
used in the lab to provide a clean and simple method of testing our 
sensor. Here we see a high contrast black and white edge affixed 
to a speaker cone. 
Figure 7 shows a simple black and white edge drawn on a piece of paper 
attached to the COl1e of a speaker. For simplicity, let us assume that the black 
portion of the target absorbs 100% of the light incident upon it and the white 
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portion of the target reflects 100% of the light. If the sensor were to image the 
scene with the black and white edge in the center of the sensor detection 
element, the signal of the scene would be 50% of the value if the entire scene 
were white. Let us assume that the detector operates just below saturation 
levels, that is a fully white scene, where the entire target is completely white, 
gives a level of nearly 6 V on the detector. Now if the black and white edge is 
imaged on the detector, again with the edge falling in the center of the scene, the 
sensor would give a value of 3 V, assuming linearity in the sensor. This is the 
DC value of the signal which represents the ambient illumination of the static 
target. In this scenario we are also assuming there are no fluctuations in the light 
level, that is, that the system is constant both spatially and temporally. 
Let us now assume that the speaker vibrates at a known low frequency, 
say 10Hz. The characteristics of the signal modulation can be determined by 
performing a Fast Fourier Transform of the temporal signal, as sampled by the 
detector through a series of discrete measurements, equally spaced in time, of 
the image of the black and white boundary. Looking at a single element in the 
scene, we would see the signal of that point vary as the edge moves in and out 
of the field of view or across the area image on the single pixel. This would occur 
due to the fact that the ratio of the black to white area seen by the detector would 
change. The signal at a single element at a given time is ultimately determined 
by the amount of light collected from the surface. As previously mentioned, a 
completely black surface would ideally result in an signal of 0 while a completely 
white surface would result in a nearly saturated pixel. Let's assume we are 
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working with a 16 bit sensor so that the fully saturated element is 65,536. If the 
speaker were vibrating such that the edge vibrated completely across the pixel's 
field of view (moved from one side of the imaged area to the other), the 
amplitude of vibration would be equal to the resolution of a single pixel. So, if 
that pixel were aligned so that the turning points of the vibration were on the very 
edge of the pixel's field of view, we would see the pixel's values change from 0 to 
65536 at a frequency of 10Hz. The corresponding modulation associated with 
this movement would be 65536 for 100% modulation. If, instead, the speaker 
vibrated with a smaller amplitude such that the turning pOints of vibrations fell 
within the pixel's field of view, we would not expect the signal to be 0 or 65536 as 
there would always be some part of the black and some part of the white surface 
in the field of view. Let us assume that the edge instead moves across 80% of 
the field of view, that is the amplitude of the vibration is such that the turning 
points are 10% of the pixels field of view from either edge. At the maximum and 
minimum values of the vibration, 10% of the white edge and 10% of the black 
edge would remain in the field of view. This would result in values of 
approximately 6554 and 58982, respectively, for a modulation of 52428 or 80% 
of 65536. 
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Figure 8. Various levels of modulation are shown that could 
illuminate a single pixel. . The white portion on the left stays 
illuminated by the brighter side of the edge the entire time. The 
gray area in the middle represents the area of the pixel where the 
edge is seen to move back and forth. It is periodically covered by 
the edge and undergoes modulation. The black portion on the right 
stays illuminated by the darker side of the edge the entire time. 
Three examples of varying levels of modulation a pixel may 
undergo are depicted. 
Figure 8 shows various level of modulation as the image of the edge moves 
across a sensor. Various levels of modulation are proportional to the percentage 
of the pixel that the edge moves across when imaged on the detector. 
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The percentage that the edge moves across the field of view can then be 
correlated to an actual physical displacement. Figure 9 shows the geometry 
associated with the distance subtended as measured on the detector's surface. 
The actual displacement of the edge, which is the distance from the two turning 
points of the vibration, is related to the distance across the sensor in which that 
edge move by: 1) the distance to -the target, 2) the focal length of the lens and 3) 
the angle subtended by that distance. 
distance to target 
==============-c:::========= } displacement 
focal length 
Figure 9. Geometry of the displacement to a pixel shows how the 
physical parameters relate to the modulation on the sensor. A pixel 
is shown being modulated due to a displacement of the target. 
For a very small displacement, the angle is expected to be very small as well. In 
that case, we expect the small angle approximation would be appropriate leaving 
only the focal length of the lens and distance to the target to determine the 
displacement. 
So far we have shown that the percentage of modulation is related to the 
edge's movement across the surface. If we assume that the edge stretches 
across the entire pixel, as shown in Figure 9 then we can assume that the 
modulation is directly proportionate to the sensor width. Again we are assuming 
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that the edge is black and white and goes from full saturation on the white edge 
to 0 on the black edge. If the sensor is experiencing 50% modulation, the image 
of the edge must be moving across 50% of the pixel's width. In other words the 
edge must be moving across half the pixel during this modulation. If we assume 
a square pixel, that would mean that the modulation tells us how much of the 
sensor is being covered by the image of the edge. 
Now we can derive an actual physical displacement of the vibration from 
the modulation levels of the sensor. According to Figure 9, the fractional 
modulation of the sensor is then determined by the following relationship 
fdx 
m=--
r p 
where the pixel is mapped back on the target width w = ~ and: 
f is the focal length of the lens 
r is the distance to the target 
P is the pixel width 
dx is the displacement 
This tells us that the fractional modulation of a pixel detecting a black and white 
edge in a scene can give us the physical displacement of the edge if we know 
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the focal length of the lens, distance to the target, and the width of the pixel. Of 
course, if the edge motion has principal components at distinct frequencies, then 
a Fourier analysis of the signal will reveal those components. 
There are two significant problems with this.simple example. One is the 
fact that a signal level of a pixel can never achieve a value of 0; noise due to 
Poisson statistics in the photon flux will always be present at the very least. 
Second is the fact that the signal values across the edge will rarely if ever be the 
full dynamic range of the sensor. Let us deal with the problem of noise first. 
Photon detection inherently has a noise associated with it. Poisson 
statistics apply to the measurement of the number of in a defined time interval, 
and the uncertainty limits the accuracy of a photonic signal. Assuming that all 
others sources of system noise can be eliminated, Poisson noise remains and it 
is unavoidable. The uncertainty in a count of N photons is..JN. Since the 
number of photons is proportional to the signal level for the pixel, the statistics tell 
us that ultimately them most favorably signal-to-noise ratio is ~ or ..IN . 
Therefore the smallest modulation we can detect will be when that modulation is 
of the same fractional order of magnitude as the noise to signal, or 
{N N-~ 
-or 2 
N 
Similarly, this establishes a fundamental limit on the smallest detectable 
displacement of the system, since 
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[ox 
m=--
r p 
where ox is the displacement for a modulation m. We solve for the displacement 
corresponding to modulation m 
rp 
ox=-m [ 
Since we are limited by Poisson Noise at the smallest possible fractional 
modulation, 
rp 1 
J: N--ux =- 2 [ 
This tells us that the smallest detectable signal is determined by the distance to 
the target, the focal length of the lens, the width of the pixel, and now the number 
of photons detected. 
Again we are still dealing with a case where the modulation level is based 
on a situation with an ideal black and white edge. Obviously this will not always 
be the case so let us look at the second problem described above, a situation 
where this is no longer the case. 
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Figure 10. Modulation across an edge is represented. Here we 
see how a fraction of total modulation is related to a fraction of the 
size of a pixel. As a black and white edge is imaged on a pixel, the 
physical area it covers moves across the sensor element and 
modulates the signal. If a black and white edge periodically 
transverses a certain percentage of the area of the pixel when it is 
imaged on the detector, the signal shows that same percentage 
modulation. 
In the event that the edge is no longer purely black and white, that is 
100% absorbing and reflective, respectively, there will be some albedo A1 
defining the brighter side, and some albedo Ao defining the dimmer side. For 
example, a region with an albedo A1 would have an albedo 1, scattering incident 
light with 100% efficiency, and a region with an albedo Ao would have an albedo 
o absorbing 100% of the incident light. 
A position of the edge can be defined by x such that at x=O the dark region 
with albedo Ao fills the pixel, and with x=w the pixel is filled with the region of 
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albedo A1. We allow for the possibility of a background, B, contributing to the 
signal regardless of where the position of the edge, x, is located. A maximum 
signal is defined as Smax that includes the background and is measured for a 
perfect surface with albedo 1. The signal can then be expressed in terms of the 
position of the edge and is given by, 
Now consider a small motion in the target that displaces the edge. The resulting 
change in the signal will be given by the derivative of this expression which is, 
We see the signal change is still proportional to the displacement of the edge, but 
now also the difference in the albedo of the two sides and the maximum signal 
above background 
We measure the signal S1 when only the brighter side, A1, fills the pixel by setting 
x=w and signal So when only the darker side, Ao, fills the pixel by setting x=O to 
obtain two reference signals 
50 = Ao(5max - B) + B 
The difference in these two values is 
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The signal change can be expressed in terms of this difference by 
again where w = pr. 
. f 
We can identify this relative change in the signal as the fractional modulation mf 
of the signal as it represents the signal change with respect to the difference in 
the two signal on either side of the edge so that 
dS 
This gives is an equation of the form 
f 
mf =-dx 
rp 
that relates the modulation to the measurable parameter of the lens, the detector, 
and the distance to the target. With this definition, a measurement of mf can be 
connected to a physical displacement dx if the signals for the two sides of the 
edge can be measured individually. 
Comparing this to the originally derived equation 
fdx 
m=--
r p 
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we see that mf has replaced m. Again recall that 
This tells us that the measured change in the signal dS is scaled by the 
difference in the signals on either side of the edge. Physically this makes sense 
as the detector is limited in measuring a modulation that must fall within the 
range of the those signals. 
Recalling 
we can express this as 
fdx 
dS = --(51 - So) 
r p 
so that the displacement becomes 
rp dS 
dx = T (51 - So) 
Now we see that the only additional quantities necessary to make an absolute 
measurement, regardless of the surface albedos and background are the signals 
on either side of the edge, S1 and So. 
Again doing the same substitution for the smallest displacement we see 
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1 
rpN-Z-
OX = f(Sl - SO) 
where N is an average signal measured in photon count. So now we see that the 
smallest displacement is determined by the following: 
1. The distance to the target r 
2. The width of the pixel. p 
3. The average number of photons. N 
per pixel per time element. 
4. The focal length of the lens. f 
5. The signal difference across the edge. (S1-S0) 
To optimize the system to detect the smallest displacement we would need to do 
the following: 
Maximize Minimize 
Focal Length Distance to the target 
Signal Difference across the edge Width of the Pixel 
Photon Count 
Intuitively this makes sense as getting closer to the target, increasing the 
focal length, and decreasing the width of the pixel makes the spatial resolution 
more favorable on the sensor. Increasing the photon count is favorable as it 
increases the signal-to-noise ratio. However it is the signal difference across the 
edge that is unique to this system. Quite simply, the higher the difference across 
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the edge the larger the modulated signal can be, allowing for a higher signal-to-
noise. It is a linear effect. The largest factors are distance and total photon 
count. 
More importantly, though, the signal difference across the edge gives us 
terms of the absolute physical measurement. As it turns out, the system 
becomes completely self calibrating. The sensor is capable of measuring an 
absolute displacement as long as the signals across the edge is known. It does 
not matter if the target or illumination changes (assuming it does not change 
during the integration time), as long as the signals across the edge is known. In 
the situation of an image array or camera, that value can be achieved simply by 
measuring the neighboring pixels. A single element sensor would need to 
sample areas adjacent to the edge to ensure that the sensor measures the 
values neighboring either side. 
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CHAPTER IV: 
DATA COLLECTION 
4.1 Instrumentation 
The premise behind the high dynamic range sensing and its ability to see 
small motion lies in the ability to see minute fluctuations in light levels and 
correlate those measurements to physical motions. Two primary types of 
instrumentation are used to do this; a) a highly optimized single element sensor 
that has a dynamic range on the order of 20 bits resolving light level changes as 
small as 1 part in a million, and b) video camera technology that has been 
optimized for high dynamic range imaging. This optimization is done in either 
data post-processing, and or through the selection of a camera with a suitable bit 
depth. 
4.1.1 Single Element Sensor 
The single element sensor in our experimental work consists of an 
Tamron 23FM16SP, 16 mm focal length f/1.4 C-mount lens, coupled to an un-
cooled Thorlabs FGA04 InGaAs photodiode by a 10 meter Thorlabs 
AFS105/125Y fiber optic cable. The signal is amplified by a Analog Devices 
AD549LHZ operational amplifier with a dark current noise of 0.1j..1V. The circuitry 
is enclosed in an RF shielded enclosure which also contains the powers supply 
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and Tadian TL5903 3.6 V lithium ion batteries. The photodiode has a 100 IJm 
diameter cathode, the same size as the fiber optic core, and the sensitive area is 
aligned to the fiber by an FCA fiber optic connector. A schematic of the system 
is shown in Figure 11. 
~ Fo"'" _ '-1 :'Shielded I CoaDaI cable '1 USB AOC 1 uso.- @ 
Contains the 
InGaAs photodiode 
and amplifier 
Figure 11. A schematic showing the single element sensor. 
The single element sensor has a load resistor that is 100 x 106 O. In 
terms of the noise level, 
V 10-6 V 
I = - = = 10-14 A 
R 108 ,{1 
e = 1.6 x 10-19 C so, I = 6 x 104e at 1IJVand 36 x 1010 e at 6V. Now, 
N 
- = 6xl0s {N 
So at the maximum signal, the noise, of the order of 1 ppm, is shot noise due to 
the number of electrons detected. 
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Figure 12. The single element photodiode system is shown. The 
basic setup for the single element sensor comprises a lens coupled 
to a fiber optic cable. This transmits the signal to an RF shielded 
box containing a photodiode and amplifier. Once amplified the 
signal is then transmitted to an analog to digital converter. 
In order to receive as much as light as possible the largest lens aperture is 
generally chosen. In addition to the Tamron 16mm lens, a Celestron ONYX 
BOED 500 mm focal length telescope is used in situations where higher 
magnification is more suitable. The telescope has an f ratio of f/6.25. The 
telescope is a much slower optical system then the 16mm lens. However, the 
focal length of the telescope is much greater and for distant targets it affords 
proportionately greater spatial accuracy. Recalling the equation on page 32 
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outlining the smallest displacement, the telescope's longer focal length allows for 
a much smaller detectable displacement because the image is spread over a 
larger area in the focal plane. This is especially advantageous when we have 
high light levels as happens in outdoor sunlit scenes. 
The signal is digitized in a National Instruments NI-9234 24 bit analog to 
digital converter that is AC or DC coupled and measures a ±5 V range. For in-
lab experiments, the signal is digitized with an equivalent 24-bit NI PCI-4472 card 
on a PCI bus in a desktop computer that is AC or DC coupled and measures a 
±10 V range. The signal is then read by LabVIEW data acquisition software. 
Typical cards used are capable of acquiring at a rate of up to 124,000 samples 
per second but data is usually acquired at rates near 2048 samples per second, 
more appropriate for low frequency mechanical oscillators. This allows for a 
maximum frequency measurement of 1024 Hz. Typical frequencies of interest in 
applications covered in this dissertation are within this range. Software written in 
LabVIEW is used to process the data as well. 
4.1.2 Video Camera Acquisition 
The single element sensor has the advantage of extremely high dynamic 
range and avoids saturation in even the brightest sunlit environments, but there 
are many advantages to using video camera technology in replace of the single 
element sensor. When used in a similar fashion to the single element sensor, 
that is for collecting light from a particular location and looking at the temporal 
features, the camera acts as an array of single element sensors, albeit with 
diminished dynamic range. 
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The best bit depth afforded by a commercially available camera that we 
use is the Allied Vision Pike F032B offering a 14 bit AID converter. The Pike 
F032B interfaces with the computer through a IEEE 1394b Firewire connection 
capable of transmitting data at rates up to 800 Mb/s. These connections can be 
daisy chained to allow more than one connection at a time. The Pike contains a 
Kodak KAI-0340 CCD Type 1/3 inch sensor with square 7.4 !-1m pixel size in a 
640x480 array. The Firewire card we use is a SIIG Firewire 800 2-Port 
ExpressCard which supplies 12 V power to the camera. The software used to 
capture video in Windows 7 is StreamPix 5 written by a third party company 
NorPix. The software is optimized for high speed cameras and offers the ability 
to allocate RAM prior to acquisitions for streaming directly to RAM. 
Figure 13. The Pike F-032 has a native dynamic range of 14 bits 
and capable of acquiring a 640x480 image at 107 frames per 
second. It's small size and Firewire interface make it a good choice 
for data acquisition in the field. 
Although cameras offer the advantage of a larger array of sampled points on a 
target compared to a single sensor, their lower bit depth is problematic. 
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However, we have developed ways to overcome this limitation. Oversampling or 
co-adding frames allows the effective bit depth of the camera to be expanded as 
needed. To do this even for low frequencies, a high speed camera is necessary 
in order to oversample in time and retain the spatial resolution. Here, high speed 
will refer to a camera that is faster than a standard 60 frames per second video 
rate. Essentially the idea is to acquire more frames each second than necessary 
to resolve the frequencies or motion of interest. Frames are co-added in post 
processing to increase the highest possible photon count. This technique allows 
the camera technology to near the 18-19 bit range. In fact, the Pike F032B has 
onboard processing that allows the addition of frames before they are exported 
allowing for higher dynamic range directly from the camera. Even lower bit depth 
cameras are useful if they have very high speed. For example, a second camera 
used in this work is the Photron APX-RS which has a native 10-bit depth. With 
oversampling and sub-imaging the 17-18 bit range can be achieved. The post 
processing of the images will be discussed more in the next section. 
The Photron APX-RS has a CMOS type camera sensor that is much 
faster than the CCO used in the Pike camera. The sensor has a 17 !-1m square 
pixel with a full resolution of 1024 x 1024. The camera interfaces through gigabit 
ethernet and uses Photron's FASTCAM Viewer software. Through a gigabit 
TCP/IP connection the camera can communicate directly to the host computer or 
be placed on a local network. It operates at maximum frame rate of 3,000 fps at 
full 1 024x1 024 resolution. The fastest achievable speed with sub-imaging, in 
which only part of a frame is read, is 250,000 fps, much faster than the Pike 
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F032B camera offers. Again, temporal oversampling can be used to overcome 
the 10-bit digitization. For example, windowing at a resolution of 128x128 gives 
a frame rate of 60,000 fps. If we are only interested in a 100 Hz signal, we can 
sum 300 frames for an effective frame rate of 200 fps. These additional 300 
frames give a little over 8 more bits of dynamic range or an 18-19 bit image, 
coming close to the dynamic range of the single element sensor. Another factor 
limiting the Photron Fastcam is its use of onboard storage. During acquisition at 
high speeds images are streamed to the 8 GB of onboard memory. This limits 
the duration of acquisition, as opposed to the Pike camera, which exports data in 
real time via Firewire. An advantage to storage however, is the stability in the 
timing of the individual frames acquired by the Photon APX-RS, which is highly 
accurate. With the Pike, the system performance of the PC can unpredictably 
slow the acquisition leading to an inconsistent interval between frames. An 
optimized system with tuned software capable of handling the data in real-time is 
required. 
4.2 Calibration 
A robust method of operation has been described with the above 
instrumentation. A test of the system in terms ·of its operation with a well defined 
target is necessary. The simplest test would be to see the response of the 
system to the motion of a black and white edge across a pixel. To do this in the 
laboratory we use the single element sensor with a Tamron 16mm lens coupled 
to an optical fiber that feeds into the low noise amplifier. The signal is digitized at 
24 bits with a NI 4472 PCI analog to digital converter card and read into the 
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LabVIEW data acquisition software. From there the signal is processed through 
a Fast Fourier Transform and the frequency spectrum is determined. The 
modulation of the signal is determined by integrating under the frequency peak of 
interest. To calibrate the signal a MetroLaser Inc. VibroMet 500V laser 
vibrometer is used to determine the target motion. The laser vibrometer 
measures the velocity of the target by Doppler shift of the modulated laser and is 
considered a reliable standard. The velocity is then integrated in the temporal 
domain to determine displacement for comparison to our image data. 
The setup consist of a Pioneer TS-G1642R speaker with a nominal power 
of 30 watts and a 40 impedance. The speaker is driven by an Applied Research 
and Technology SLA-1 linear power amplifier with an input signal from a Model 
3003 BK Precision 10 MHz sine and square wave handheld signal generator. A 
low mass plastic tube is affixed to the cone to allow a black and white edge target 
to be coupled to the speaker vibration while also exposing a surface 
perpendicular to the direction of vibration. The optical sensor and laser 
vibrometer measure the target at right angles to one another as seen in Figure 
14. Both points of measurement are coupled to the same rigid body. 
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Figure 14. The optical calibration setup consists of a speaker 
oscillating while both the optical and vibrometer measurements are 
made simultaneously. A black and white edge is affixed to the 
speaker by means of a plastic cylinder glued directly to the speaker 
cone. This allows for a flat surface on which the laser vibrometer 
can measure as well as a surface to attach the black and white 
edge for the optical sensor. The surface that the laser vibrometer 
measures is perpendicular to the direction of motion while the 
surface of the black and white edge is parallel to the direction of 
motion. 
The system was characterized to evaluate the motion of the speaker. The 
speaker was driven at a single frequency of 625 Hz throughout the-test to ensure 
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the. speaker's response was consistent between measurements. This frequency 
was chosen because the speaker showed well behaved motion in this region of 
the audio spectrum. The vibrometer was set to its most sensitive setting and the 
built-in low pass filter, set at 1 KHz, was applied. The vibrometer measured the 
velocity of the speaker during vibration from the face of the cylinder attached to 
the speaker as seen in Figure 14. This temporal signal was then integrated in 
LabVIEW to determine displacement. The optical measurement was made on 
the black and white edge attached to the side of the cylinder from a direction 
perpendicular to the motion of the speaker. To set the target field precisely, the 
fiber optic cable was illuminated on the photodiode end of the system and the 
light sent back though the fiber was projected on the paper. The lens was then 
aligned so that the projected spot was placed on the paper with edge in the 
middle. Data were collected with the optical system and vibrometer 
simultaneously. 
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Figure 15. Calibration of the optical system to absolute 
displacement shows a strong linear relationship. The optical 
system measured the modulation of light associated with the 
periodic motion of a black and white edge while the vibrometer 
measures the displacement of a surface being displaced equally 
with the edge. The result shows that the optical system's 
modulation signal is linear with the measurement of displacement 
determined by integrating the laser vibrometer's measured value of 
velocity .. 
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The displacement as measured by the vibrometer was then correlated with the 
optical measurement as shown in Figure 15. The optical system shows a strong 
linear relationship that supports our proposed model of the system. The fit is 
characterized as: 
y = 1.4206 X 10-05 x (3.629 ± 0.032)x 
with a correlation coefficient of 0.9984. Note the value of 1.42 x 10-05 represents 
a value of approximately 14 nm, a small variation from where the graph should 
be intersecting the origin. It is interesting to note the two regions on either end 
of the plot shown in Figure 15. On both the upper and lower measurements of 
displacement, the optical system continued to track the measurement accurately 
while the vibrometer failed to continue to accurately measure the displacement 
as seen by the data flattening out on the y-dimension. This indicates that the 
optical system has a higher dynamic range in a position measurement than the 
vibrometer under these conditions and settings. 
4.3 Confirming an Absolute Measurement 
Section 3.1 outlines a method for determining the absolute value of 
displacement based on the measurement and system used. The equation on 
page 31 determines the absolute displacement that is measured by the system 
which is, 
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rp d5 
dx = f (51 - SO) 
To test this we measure the displacement of a black and white edge that is 
affixed to a vibrating speaker vibrating at 20 Hz, the plane of the paper being 
parallel to the motion of the speaker, the same setup used for calibration in 
Section 4.2. The single element sensor is chosen for purposes of simplicity and 
positioned 980 mm. from the black and white edge. A 16mm lens is coupled to 
the fiber which transmits the light to the photodiode and its low noise amplifier. 
The signal is digitized to 24 bits with the NI-9234 USB ADC and is then analyzed 
with programs written in the LabVIEW environment. A white piece of paper is 
placed on a perpendicular surface to the black and white edge to provide a 
surface for the vibrometer's laser to illuminate. 
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Figure 16. Confirming the absolute measurement uses the same 
setup as the he optical calibration, consisting of a speaker 
oscillating while both the optical and vibrometer measurements can 
be made from the same displacement of the speaker. A black and 
white edge is affixed to the speaker by means of a plastic cylinder 
glued directly to the speaker cone. This allows for a flat surface on 
which the laser vibrometer can measure as well as a surface to 
attach the black and white edge. The surface the laser vibrometer 
measures is perpendicular to the direction of motion while the 
surface of the black and white edge is parallel to the direction of 
motion. 
The vibrometer is set to the most sensitive Lo setting with a 1 Khz low pass filter 
applied. Its velocity signal is also digitized to 24-bits with the NI-9234 and read 
by the LabVIEW software. The vibrometer signal is integrated from the native 
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velocity measurement to displacement for a confirming measure to compare to 
the optical signal. 
Looking at the equation 
rp d5 
dx = 7 (51 - 50) 
we see that the necessary information need to determine the displacement form 
the optical signal is the following: 
1. distance from the lens to the edge 
2. width of the detector element 
3. focal length of the lens 
4. amount of detected modulation 
5. signal difference between the high and low side of edge 
The signal difference is found by focusing the optical detector entirely on a black 
portion of the end then a white portion of the edge and measuring the DC value. 
The DC values are measured at 90.36mV and 527.79 mV respectively for a 
signal difference of 437.43 mV. The distance to the lens is 980 mm, the width of 
the fiber element is 0.1 mm, the focal length of the lens is 16 mm and the 
measured modulated signal, dS, from the motion of the edge is 15.3 mV. The 
modulation for both the optical and vibrometer signal is determined by integrating 
over 0.2 Hz bins centered around the 20 Hz frequency of interest. The 
calculated modulation from the optical signal can now be determined, 
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(
980 mm x 0.1 mm) 15.3 mV 
dx = 16 mm' 437.432 mV = 0.2142 mm = 214.2 Jlm 
This compares to a reference value of 221.6 IJm as measured by the integrated 
vibrometer signal. The laser vibrometer has a specified error of ±3% which result 
in a measured value of 221.6 IJm ± 6.65 IJm. The percentage error from the 
reference measurement is determined to be 
221.6 Jlm - 214.2 Jlm 
221.6 Jlm = 3.34 % 
The optical detector is able to measure the displacement of the edge to within 
7.4 IJm which is within 3.34% of the reference vibrometer measurement. A 
significant portion of this inaccuracy may be due to the laser vibrometer error. 
4.4 Comparison of Instrument Signal Quality 
It is important to understand the key differences between the different 
types of sensors. Various parameters lend themselves to being more suitable for 
different types of measurements. One particularly important comparison is that 
of signal quality. For that, we measure the performance of each sensor under 
the same conditions for a comparison of noise levels and signal-to-noise ratio. 
To compare the sensors we have them image the same scene, namely 
the speaker setup with a black and white edge described in Section 4.2 Each 
sensor was placed so the sensor array was perpendicular to the direction of 
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motion as illustrated by the optical path in Figure 14. The single element 
photodiode system was placed 45 cm from the black and white high contrast 
edge, the Fastcam 80 cm and the Pike 61 cm. The focal length of the lenses 
were 16 mm, 50 mm and 16 mm respectively. 
The goal was to compare the signal of each type under optimal conditions, 
trying to achieve the highest signal-to-noise ratio. To do this, each camera 
operated at its fastest frame-rate at a resolution of 256x256. The images were 
co-added to the highest value that would still allow an effective frame rate of 40 
frames per second. This rate was selected since it was the lowest effective 
frame rate after co-adding that both cameras' true frame rates could have in 
common. This allows for a low frequency range of 0-20 Hz to be measured, a 
common range for many of the applications discussed in this dissertation. 
The black and white edge was illuminated by an incandescent light bulb at 
a level of 0.5 Vas measured by the single element photodiode. 1.0 V is typical 
of a white surface illuminated by direct sunlight so a 0.5 V measurement of a 
equally divided black and white surface would approximate a measurement 
made outdoors. 
The Fastcam was set to a resolution of 256x256 with the fastest frame 
rate of 28,000 frames per second. To keep an effective frame rate of 40 frames 
. per second, 700 Fastcam frames were co-added after each one was dark 
subtracted. The Pike was also set to a resolution of 256x256 with the fastest 
frame rate of 360 frames per second. This allowed for an effective frame rate of 
50 
----------------------------------------------
40 frames per second with 9 frames co-added. In terms of bits, this processing 
added 3 bits to the Pike and 9 bits to the Fastcam for effective bit depths of 17 
and 19 respectively. It is evident that the fast frame rate of the Fastcam gives it 
an advantage in bit depth due to the number of frames that can be added in the 
measurement time interval. The single element sensor acquired at a rate of 
2048 samples per second and has an effective bit depth of 19 to 20 bits at 1.0 V. 
The Metro Laser Vibromet V500 vibrometer was also used 
contemporaneously to determine the absolute displacement of the speaker cone 
motion during the measurement. The vibrometer operated at 2048 samples per 
second on the most sensitive setting of Lo with a 1.0 kHz low-pass filter applied. 
The velocity of the cone was determined by measuring the laser vibrometer 
signal in LabVIEW and the amplitude of displacement was calculated through 
integration. The velocity is related to displacement by the following: 
x = xosinwt 
v = xowcoswt 
Since we are only interested in the modulation of the signal, the amplitude is 
unaffected by a change in phase so that, with a 900 phase change, we have 
v = xowsinwt 
Now, 
x Xo sinwt 
v xowsinwt 
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v 
x= -
w 
where w = 2nf and f = frequency of the cone, 10Hz for this measurement. The 
result as measured by the vibrometer is a displacement amplitude of 14.1 IJm for 
this comparative test. 
In addition to co-adding frames, all the pixels along the edge are added 
together to increase the signal-to-noise ratio which will explained in detail in 
Section 5.2.2 For the Pike we add 288 pixels over 2 columns and for the 
Fastcam 160 pixels over 1 column. The number of columns was chosen based 
on the highest signal-to-noise ratio and the fact that the modulation can be 
blurred over more than one column from the optics. Each sensor acquired data 
for a trial time of one second. For the cameras, the pixels were added in the 
temporal domain to make a single virtual pixel before a Fast Fourier Transform 
was applied. 
The signal-to-noise ratio was determined by integrating under the peak 
frequency of interest, 10 Hz, in the frequency domain. That result was divided by 
an integration in the spectrum of equal length where no signal was seen. The 
results show that the single element photodiode sensor had a signal-to-noise 
ratio of 35.5, the Pike had a value of 35.1 and the Fastcam 73.0. The relative 
spot sizes for the camera were 2.81 mm, 0.28 mm and 0.27mm respectively. 
These results show that the Fastcam has the highest signal-to-noise ratio of the 
three sensors. The most likely factors responsible for this performance is the 
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high speed of the camera allowing a large number of frames to be co-added as 
well as the use of the 50 mm lens. 
The various contrasting qualities of the two technologies, the single 
element sensor and video cameras have been indicated in the following table, 
Figure 17. 
Single Element Sensor Video Camera Array 
Targets only one location Simultaneously samples multiple locations 
20bits per sample 10-14 bits per sample 
Sample rates up to 102,400 SIs 
Full frame sample rate of 108 fps (Pike) 
and 3000 fps (Fastcam) 
USB interface Firewire and Ethernet interface 
Acquisition Length limited by Computer 
Acquisition limited by Disk Space (Pike) 
Acquisition limited by onboard 8 GB 
Disk Space 
Storage (Fastcam) 
Low System Usage 
High System Usage (Pike) 
Low System Usage (Fastcam) 
Figure 17. Comparison of the single element to the video array. A 
table shows the complementary qualities of the two technologies 
used for measurement, the single element sensor and the video 
sensor array. 
4.5 Problems and Mitigation 
4.5.1 Sensor Jitter 
One of the largest problems associated with this technology is sensor 
jitter, that is, any signal originating from motion of the sensor and not the object 
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being measured. The result of this type of motion can be modulation in the 
signal that is not from the source but instead from something close to the sensor, 
for example ground shake coupled to it through its support. These signals can 
be deceiving and often appear no different than the signal originating from a 
distant target, especially when urban seismic noise is present. 
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Figure 18. Ground source jitter originating from a nearby heating 
and cooling facility shows a clear signal in the frequency spectrum 
of a single channel sensor. If the source of a signal cannot be 
determined, signals originating from an imaged distant object may 
be indistinguishable from jitter of the sensor. In this case one 
component of the signal is originating from a ventilation unit being 
imaged on the sensor while another is originating from the sensor 
itself shaking because of vibrations coupled to the ground. Without 
this prior knowledge of background features it is difficult to attribute 
the source in a single measurement of a new target. 
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Figure 18 shows a measurement taken on a ventilation unit on top of Lutz 
Hall from a location in front of the University's Physical Plant, which houses the 
University's heating and cooling facility. The spectrum clearly shows the vibration 
due to the ventilation unit at 20 Hz, or 1200 rpm. However an even larger signal 
at 30 Hz is evident. The 30 Hz signal was verified by a Physical Plant employee 
to be the operating rate of the pumps housed in the Physical Plant. 
Attributing various signals with the video sensor technology can be done 
by looking for differential signals, that is for frequencies that appear to be unique 
to certain areas of the image rather than throughout the entire scene. It would be 
expected that if a signal arises from sensor jitter then the entire scene would be 
modulated at levels based on the signal difference across the individual edges in 
the scene. If such a common signal arises, it can be rejected as originating from 
local effects, while the unique frequencies in the different sections of the scene 
can be attributed to those distant objects being imaged. 
The single element sensor cannot differentiate between multiple points in 
the scene simultaneously, although it can be used for sequential measurements 
at precisely defined points in the scene to the same effect. It is also possible to 
use more than one single element sensor to sample simultaneously various 
points within the scene and look for differential motion. A second sensor can 
also be positioned to image a target that is known to be static. In this way, any 
motion seen from that sensor can be attributed to sensor jitter. In this scenario it 
is important that each sensor be physically attached to the same platform so any 
motion of the sensors is the same. 
56 
Beyond analyzing the signal it is possible to reduce or characterize sensor 
jitter in other ways. Vibration reduction technology can be used to reduce 
unwanted signals from reaching the sensor, such as passive air cushions or 
tripod vibration reduction pads, and active stabilization platforms. 
Accelerometers can also be placed near the sensor location to determine the 
frequencies present in the ground or the platform motion so they can be rejected. 
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CHAPTER V: 
DATA PROCESSING 
5.1 Co-adding Frames for Increased Dynamic Range 
As we have seen in the comparative lab tests one of the most effective 
methods of increasing the dynamic range of the video sensor is done through the 
co-addition of frames. Each pixel sampling the same spatial location is added to 
the next successive pixel on the temporal axis. This oversampling, is done by 
increasing the frame rate of the camera and adding successive frames in 
memory to double the on-chip analog bit depth for each factor of two in frames 
added. For example, adding two frames increases the bit depth by one, and 
adding another set of two beyond that for a total of four frames added frames 
gives a second bit and so on. Some cameras like the Allied Vision Pike F032B 
will do this on the camera up to 16 bits. This has two advantages, 1) the added 
dynamic range in the sensor, and 2) the reduction of bandwidth coming from the 
camera as the pixel values begin to fill the already allocated space of 16 bits for 
each frame. The normal mode allows for 14 bits of data in a 16 bit image, so the 
camera is already streaming a 16 bit image. Adding four frames allows for 4, 14 
bit images to be compressed into one. 
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A key factor in this technique is the necessity to be able to nearly saturate 
the frames before they are co-added, assuming the detector stays non-linear. If 
not, the levels would need to stay within the non-linear regime. The Pike camera 
uses a Kodak KAI-0340 CCD, an interline transfer sensor with a read noise of 14 
electrons, 7.4 !-1m square pixels, and a well depth of 40,000 electrons. Thus at 
full well the Poisson shot noise is 200 electrons, much bigger than the read 
noise. A 14-bit ADC saturates at half the well depth. Without doing this there 
would be no advantage in increasing the bit depth with the co-addition of frames. 
Basically each frame would be reduced to half of the pixel value because the 
integration time of each frame is reduced. When the pixel is saturated, halving 
the integration time leads to the pixel values being reduced by some value less 
than half so there is a net gain in photons. The goal is to increase the total 
number of photons collected and thereby reduce the shot noise in each pixel. 
Co-addition can be done to the limit at which the frequency of interest can 
still be resolved. For example, if a 20 Hz signal is being measured, the Nyquist 
limit requires at a minimum a 40 samples/second acquisition rate, so for a 
camera operating at 320 frames per second, at least 4 frames can be co-added 
for a reduction in frame rate to 80 samples per second and a bit depth increase 
of 2. [23] In practice a frame rate above 40 samples per second would be ideal 
to fully resolve a 20 Hz signal. 
5.2 Binning Pixels to Increase Sensitivity 
Another technique used to increase the sensitivity of the system is to 
spatially bin pixels. This increases the photon count, producing a virtual pixel 
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larger than the physical one and still providing multiple samples from an 
extended target. This can be especially advantageous when the vibrating edge 
spans multiple pixels in a scene. There are two ways in which pixels can be 
binned: parallel and perpendicular to the direction of target motion. We look at 
both cases. 
5.2.1 Binning Parallel to Motion 
The smallest target motion detectable in the system is 
where f is the focal length of the optical system, r is the distance to the target, p 
is the width of a signal pixel, and Ne is the number of photoelectrons in the 
system. 
Direction of Motion 
R ow being binned 
/ 
,/ 
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V 
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Figure 19. Binning pixels parallel to the direction of motion is one 
way to increase the signal count by creating a virtual pixel. Pixels 
parallel to the direction of motion offers no gain in signal-to-noise 
however. 
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We now look at binning pixels in the direction parallel to the motion of the 
target as imaged on the sensor to see the effect on the system's sensitivity to 
motion. This would increase the effective well depth thus increasing the photon 
count and in turn increase the signal-to-noise ratio. As we bin pixels Nn -+ NbNe 
where Nb is the total number of pixels being binned. Likewise, the width of the 
"binned pixel" becomes p -+ NbP. Now we have 
Taking the ratio of the two we have 
8Xb = (,) (Nbp)(NbNe)-~ 
8xo = (,)PNe-~ 
By binning additional pixels we see a decrease in the sensitivity to the smallest 
1 
detectable target motion by a factor of N ~ . 
Although the increase in the total photon count by adding pixels does 
increase signal-to-noise, we are not interested in the overall signal for the new 
effective pixel, but instead interested in the modulation. It is unaltered by binning 
pixels in the direction parallel to the target motion. In the frequency domain, we 
can view this as increasing the signal in the DC bin while the signal level of the 
modulation remains the same. The overall effect of binning pixels in this case is 
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an actual increase in noise by an amount proportional to the number of real 
pixels binned. Since this process is governed by photon noise we see the 
1 
standard factor of Nb 2 which is responsible for decreasing the sensitivity of the 
system. 
5.2.2 Binning Perpendicular to Motion 
Now we look at binning pixels in the direction perpendicular to the target 
motion. Note that this is only of interest in the event that the motion is being 
detected from an edge imaged parallel to the pixels being binned such that the 
motion across that edge is correlated. As before, the smallest target motion 
detectable in the system is 
In the situation where we bin perpendicular to the target motion, again Nn ~ 
NbNe. However w does not change as this is the pixel width parallel to the 
motion. Now looking at the ratio of the two we have 
OXb = (7) p(NbNe)-i 
oXo = (7) pNe-i 
So we see that binning in the direction perpendicular to motion increases the 
1 
sensitivity to detect target motion by a factor of Nb 2. 
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Figure 20. Binning pixels perpendicular to the direction of motion 
can also increase the signal. Binning pixels perpendicular to the 
direction of motion offers an increase in signal-to-noise. This differs 
from the previous case in that we are binning over pixels that see a modulation 
and effectively increase the desired signal that results from that modulation. In 
the frequency domain, this amounts to increasing the signal resulting from 
1 
modulation by a factor of Nb, while the noise is increased by a factor of Nb 2" as 
1 
governed by photon statistics. This, in turn, gives us an effective factor of Nb 2" 
increase in signal-to-noise in the signal of interest. 
Looking at the combination of the two binning circumstances we see that 
they effectively cancel each other in terms of the effect of the system's sensitivity 
to detect motion. This would be the same as acquiring over a single larger pixel 
of proportionately larger size. 
5.3 Handling Large Data Sets 
A single element sensor alone can give us information about the target, 
such as local motion, vibration, and displacement. However to gain spatial 
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resolution a multi-element array is necessary if data are to be acquired 
simultaneously at various locations on the target. 
As we acquire imaged data in real time, it can easily be seen that the size 
of the data sets become quite large. When using a standard high speed camera, 
even at relatively slow frame rates of a few hundred frames per second, at a high 
resolution one can see that some method would be necessary to process and 
inspect the data for information of importance under such high bandwidth. 
One technique that can be utilized is transforming the time domain into the 
frequency domain and replacing the temporal dimension with the frequency 
domain. For example, suppose we are acquiring data with a camera that has a 
resolution of 640 x 480 pixels. We are interested in frequencies below 100 Hz so 
to meet the Nyquist criteria we sample at a frame rate of 200 frames per 
second. [23] In this scenario we collect 200 frames every second, each with a 
resolution of 640 x 480 and requiring 16 bits of storage. If you can imagine 
stacking these frames one after another, we build a three dimensional data cube 
that consists of spatial dimensions in the x and y dimension, and time in the z 
direction giving us a data set that has the dimensions 640 x 480 x 200. Each 
element of the array can be thought of as its own sensor so that we have 307200 
sensors sampling at a rate of 200 samples per second. If we were to process all 
of these sensor with a Fourier Transform we would then recover the frequency 
domain for that element. That new frequency domain data set could then replace 
the time domain data set for each pixel giving us a new data cube that now has 
two spatial dimensions in the x and y direction and frequency in the z direction 
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with dimensions 640 x 480 x 100. This data eube will be discussed in more detail 
in the following section. Recall that the Nyquist sampling criterion limits the 
highest frequency to half the frame rate. [23] 
5.4 Creating a 3-D Data Cube 
In the case of the single element sensor, a series of data, consisting of a 1 
x N array would be acquired and processed with a Fourier transform. The result 
is an !!.. set of data in the frequency domain where N is the number of samples in 
2 
the time domain. This a 1 x!!.. data array that details the frequency spectrum at a 
2 
particular spatial location in the scene, wherever the single element sensor is 
'imaging. However, when data are acquired with a multi-element sensor, this 
allows for multiple points to be monitored simultaneously. The series of "images" 
represents the spatial field and the combination of fields results in an X x Y X Ni 
data array where X represents the spatial dimension across the width of the 
image, Y represents the spatial dimension across the height of the image, and Ni 
represent the number of frames. Since each frame contains multiple samples, 
each frame Ni will contain X x Y samples. 
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Figure 21. Transforming a time series data cube into a frequency 
series data cube is done by performing a Fourier transform on each 
series of pixels in the time domain. Depicted is a representation of 
how a time series is transformed into a frequency series which then 
replaces the temporal axis with the frequency axis to create a 
frequency cube. 
Now we treat each pixel in the image just like a single element sensor, applying a 
Fourier Transform to the series of measurements in time. The result is that the 
time domain series is now replaced by a frequency domain series. If there were 
Ni frames acquired with each frame representing the scene at a particular point 
in time, we now have Ni frames each representing a particular frequency. As with 
2 
any Fourier Transform, we are limited by the Nyquist theorem so that the initial 
frame of the sequence depicts the 0 Hz component and the last element depicts 
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~, where R is the sampling rate. [23] In whole, the transform of each pixel results 
2 
in a X x Y X ~i data volume enclosing the X dimension of target width, the Y 
dimension of target height, and the N i dimension of target frequency. 
2 
Figure 22. A black and white edge to be imaged in 3D is shown. 
This edge is used to capture a series of time domain images for 
transformation into a frequency domain data cube. The edge was 
attached to the speaker and oscillated at 10Hz. 
The advantages of acquiring data with a series of images is that multiple points in 
the scene are acquired simultaneously. This means that the resulting data cube 
gives the frequencies found within the scene as well as the location at which 
those frequencies occur spatially. 
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Figure 23. A frequency domain data cube is shown. The figure is 
in inverse grayscale with the darker features indicating more signal. 
The data cube was created by performing a ·Fourier transform on 
each series of pixels in the time domain and replacing those values 
with the frequency domain values. The result is a cube with 
frequency replacing the time axis. The left side of the image shows 
a signal slice representing the bright DC portion of the image. 10 
units to the right is the slice representing the 10Hz component. 
The edges are clearly seen due to their high modulation. Various 
harmonics are seen in slices to the right. The 120 Hz slice is 
represented on the right which is due to the room illumination from 
AC lighting. In that plane the white target strip is the data and the 
dark spot on the target is the white spot in the data. In the principle 
10Hz component only the edge features that strongly modulate the 
signal are apparent. 
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When we transform the time domain signal to the frequency domain we 
lose the temporal information in lieu of the frequency information. However, we 
can regain some temporal data by acquiring over a given time step, processing 
that data with a Fourier Transform to create a data cube, and then repeat that 
process over the next time step. The result is a series of time steps that can be 
viewed sequentially as a series of data cubes, that is, a 3D movie. This gives us 
the temporal resolution of the length of one time step equal to the length of an 
acquisition interval in the temporal domain. For example consider acquiring at a 
rate of 100 frames per second continuously. If you process each set of 100 
frames you end of with a data cube showing 0-50 Hz representing 1 second of 
acquisition time. If you continuously do this you create a series of data cubes 
each representing 1 second of data, giving you a sequence of 3D snapshots at 1 
second of temporal resolution. Supplemental Video 1 shows a time series of 
data cubes. The data was collected on a black and white edge attached to a 
speaker as shown in Figure 22. The speaker's frequency of vibration was 
increased in 10 Hz intervals over time starting at 10 Hz. The video shows the 
data cube being rotated to show the spatial and frequency axes. Black indicates 
more intense modulation while white is less. The black and white edge is clearly 
evident in the data cube and can be seen to increase along the frequency axis 
indicating a faster vibration rate. 
More finely grained 3D temporal sampling can be achieved if instead of 
shifting the window in which. you process the Fourier Transform by a multiple 
number of frames, you only shift it by one sample or frame. In this way you 
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change the starting element of the Fourier transform by one point such that each 
data cube overlaps with the previous cube. in terms of the number of frames 
processed by N-1 where N is the number of frames that are used in the Fourier 
Transform. The means that the cube is only altered each iteration by a single 
sample. The temporal sampling that can now be achieved is 
where, 
Ni is the number of frames processed in the Fourier Transform 
R is the sample rate for frame rate 
tJ.t is the temporal resolution 
Keep in mind that the each data cube still represents 1 second worth of data in 
this example or an arbitrary amount of time equal to the acquisition time. This 
means that the data cube contains information that occurs over the entire 
acquisition so any motion in the scene will be still appeared "smeared" as it has 
occurred over the entire acquisition window. 
Figure 23 shows a frequency data cube of the vibrating speaker that is in 
Figure 22. Attached to the speaker is a piece of paper that shows a high contrast 
edge. The Fourier Transform process has changed the time dimension of the 
series of frames into a frequency dimension. The data cube shows the various 
"slices" depicting these frequencies. The speaker was vibrated at 10Hz and 
illuminated in 60 Hz fluorescent room lighting (120 Hz lighting modulation) with 
70 
an incandescent bulb using the equipment and setup described in section 4.2 
The data cube is labeled to show prominent features in the frequency space. On 
the left is the DC component, that is the component of the cube that has no 
oscillation in illumination. The first prominent feature to the right of DC would be 
the 10Hz component from the speaker oscillation itself. The edges are clearly 
evident, one from the black and white boundary and another from the white end 
of the paper in contrast to the dark background. The black dot provide another 
high contrast edge. Continuing to the right we see a series of harmonics at 20 
and 30 Hz and so on as they diminish in intensity. Finally we see the 120 Hz 
component from the room lights. Although the AC lights operate at 60 Hz, the 
detector see the power associated with the lights which is expressed as a cos2 
term. This mean that the 60 Hz voltage oscillation appears as a 120 Hz 
illumination oscillation to the detector. Essentially both the positive and negative 
amplitude of the voltage oscillation in the lamps produce a brightening. 
It is clear from the data cube in Figure 23 that each frequency is clearly 
resolved. The frequencies present in the scene, as well as their location, can 
easily be determine from the data cube. Also, it is clear that unwanted 
frequencies can be rejected easily as the 120 Hz oscillation from the room lights 
is clearly separated from other frequencies in the scene. Furthermore, bright DC 
backgrounds are easily rejected as this component is only present in the lowest 
frequency slice. 
71 
The software used to render the data cube in Figure 23 as well as in 
Supplemental Video 1, was Partiview, open source code developed for 3 
dimensional visualization. [24] 
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CHAPTER VI: 
GPU COMPUTING 
Significant amounts of data are being streamed from the camera when 
using video technology as a source for data collection. We have seen for 
example, that a 640x480 pixel image (0.3 megapixel) contains 307,200 elements. 
For post-processing this is not much of a problem. Data of that size can be 
easily handled, but if the data of interest would need to be processed in real time 
this can pose a significant problem. In this case the processing necessary to 
handle this sort of data acquisition in real time would involve applying a Fourier 
Transform to the temporal axis of each set of pixel values in the same time it took 
for that set of frames to be acquired. Typically for the Pike F032B, this would 
amount to 307,200 Fourier Transforms, each of length 107 frames, in one 
second. This would represent a full frame acquisition at the fastest frame rate 
with the operation being performed on one second worth of data. Modern day 
CPU's are still not capable of handling the processing of data sets of such size in 
real time. In fact, the CPU is generally occupied with streaming the image files to 
disk during this time. However, the Graphics Processing Units, or GPU's are 
highly optimized for type of application. [25,26] The reason is because the 
Fourier Transforms are highly parallelizable, that is each series of pixels values 
are independent of one another and can be processed in parallel. [25] NVIDIA 
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GPU's are being built with numerous cores, as many as 512 per card at the time 
of this writing. In fact, applications are being targeted by GPU manufactures and 
high performance computing is an available option for the desktop because of 
the GPU. The most recent computer to take the title as the fastest 
supercomputer in the world was built around GPUs. [27] The NVIDIA technology 
in particular has a robust API and compiler under the Compute Unified Device 
Architecture (CUDA), developed by NVIDIA. The . language is written natively in 
C and has thorough examples and documentation freely available for download · 
to gain entry into GPU computing. [26] 
Figure 24. NVIDIA Tesla Card is shown. The NVIDIA Tesla 1060 
seen here has 240 cores per card, each operating at 1.3 Ghz, all capable of 
running in parallel. Credit: Mahogny, Creative Commons. 
A GPU based processing system could acquire the data from the system, 
streaming directly to disc. Once a determined number of frames were acquired , 
the GPU unit would proceed to perform a Fast Fourier Transform on each set of 
pixels in parallel. In the case of the Pike F032B, acquiring at a frame rate of 107 
frames per second at a resolution of 640x480, this amounts to doing 307,200 
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Fourier Transforms, each of 107 in length in one second. Using a GPU with 448 
cores, this would mean that 686 Fourier Transforms would need to be made per 
core in one second for this to be achievable. 
6.1 The GPU Test System 
Our system consists of two GPU units, an NVIDIA Tesla 1060 and a 
Quadro FX5800. Both have 240 CUDA cores operating at 1.3 Ghz for a total of 
480 cores available for processing. Each card has 4 GB of available RAM 
allowing large series of images to be transferred and stored in GPU memory 
making the process faster and more efficient. The machine being used to 
process the data is a Dell Precision T7500 Workstation, with 4 quad core W5590 
Xeon processors, each operating at 3.33 Ghz. The system has 24 GB of system 
memory. Although this is not typical of a standard workstation, the system's 
purpose here is to provide a proof of concept and show feasibility that the 
necessary computation can be performed in real time. The envisioned machine 
would more likely be a laptop capable of performing similar operations. Today· 
the highest end laptops rival the described system. Systems are available with 
mobile platforms that operate with six core Xeon processors operating at 3.33 
GHZ, 24 GB of system memory, and dual GeForce GTX 460M GPU units 
offering a total of 704 CUDA cores with 4 GB of GPU memory. Although these 
GPU units are designed for gaming they are fully capable of offering the 
computing capabilities at much lower cost than the Dell Workstation. 
A benchmark was performed using our test machine to check the 
feasibility of performing the necessary Fourier transforms in real time to process 
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the camera data. The code was written using the CUDA platform which handles 
parallelizing the processing so that the FFTs are performed in parallel on the 
GPU. The benchmark code was based on code written by Kashif Rasul. [28] 
The code implemented only utilized one of the two GPUs on the system, the 
Tesla 1060. Obviously the speeds would significantly improve if both cards were 
being used to process the data. 
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Figure 25. Benchmarking the graphics processor unit shows that 
the necessary Fourier transforms can be performed to process 
307,200 pixels with 107 frames. Three different length FFT's were 
performed, 128, 256, 512, and 1024. With the Pike operating at 
107 frames per second, the 128 length FFT approximates the 
amount of data streamed from the camera. Up to 1 million FFTs of 
length 128 were performed in under 1 second in this test. 
Figure 25 shows the result of benchmarking the GPU. Multiple tests were 
performed of various length FFTs to determine the time it takes to process 
multiple elements. The data clearly shows that, as you would expect, the more 
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FFTs performed, the longer it takes; and likewise the larger the FFT, the longer it 
takes. What is more important however is that not only can 307,200 FFTs of 
size 128 be performed under 1 second but a total of 1,000,000 can be performed 
in less than a second. This clearly show that a data cube consisting of images 
640x480 in size with 107 sample length (1 second worth of data from the Pike 
camera running at 107 frames per second) could be transformed into the 
frequency domain in real time with time to spare. In fact a sample length of 256 
can be done in under a second with the frame size of the Pike. The would allow 
a camera with a 640x480 sensor size to run at a speed of 256 frames per second 
and be processed in real time. 
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CHAPTER VII: 
APPLICATIONS 
7.1 Structural Health 
7.1.1 Bridges 
It is well documented that the current US infrastructure is aging and much 
of it is in need of repair. Railroad and highway bridges are critical components of 
that infrastructure. Recent studies have shown that 12.1 % of the bridges in the 
United States are considered structurally deficient with another 14.8% 
categorized as functionally obsolete. [29] Bridges were generally built to last 50 
years with the average bridge now 43 years old. [29] Current methods of 
analyzing bridges to test for defects are outdated, often subjective, and at times 
based on invalid information. [30] A system that could remotely and quickly 
assess a bridge's structural health at low cost would be of interest and value. [31] 
It has been shown that variations in the natural resonances in bridges can 
be useful as an indicator of the structural health. [32] In addition, a system 
capable of a remote measurement of these resonances could be useful in 
helping to indicate a bridge's structural health, especially in aftermath of a large 
scale catastrophic event, i.e an earthquake, when numerous bridges are in need 
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of assessment. A remote system could make multiple measurements of different 
bridges quickly and with relatively low cost and resources. 
The system discussed has proven capable of measuring very small 
motions optically and has shown it is capable of revealing resonant properties of 
bridges that may be used to ascertain its structural health. To demonstrate this, 
two bridges have been analyzed using our system for the detection of motion and 
analysis of structural dynamics: the Eastern Parkway Bridge carrying Eastern 
Parkway passing over the CSX railroad at Floyd and Brook Streets, and the 
Beulah Church Road bridge for 1-265 passing over Beulah Church Road. 
The first, the Eastern Parkway Bridge, is a concrete bridge that spans two 
roads and a railway as seen in Figure 26. 
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Figure 26. The Eastern Parkway Bridge while under re-
construction in 2010 is shown. The bridge is located in Louisville 
Kentucky and spans Brook St., Floyd St., and a CSX railway 
crossing. The bridge underwent repairs beginning in June 2009 
due to degradation of its reinforced concrete. The majority of the 
piers were demolished and repoured , new railings were added, and 
the sidewalk was replaced. 
The Eastern Parkway Bridge was chosen because of its close proximity to our 
laboratory and its state of decay. The bridge was scheduled for renovation 
starting in August of 2009 which allowed us to make measurements on the 
bridge before, during and after construction. In addition, the construction allowed 
us to have access to the underside of the bridge deck to outfit an in situ 
accelerometer due to the fact that the construction crew already had the 
equipment in place and assisted in affixing the sensor. 
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An accelerometer was placed on the underside of the bridge deck at a 
location determined by three primary factors: a) in the middle of a span to 
maximize motion, b) in close proximity to a building that would house the data 
collection system, and c) in a location that showed no signs of water damage to 
the bridge to prevent the equipment from getting wet. 
Figure 27. The accelerometer affixed to the Eastern Parkway 
Bridge is located mid-span between piers 5 and 6, numbered from 
the abutment on the western side of the bridge. The accelerometer 
is a Crossbow CXL02TG3 capable of measuring all 3 axes of 
motion. The data from the accelerometer were recorded 
continuously and archived over the 2 year project time period. 
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Figure 28. A close-up of the accelerometer is shown in more detail. 
Figure 28 shows the accelerometer in detail. The cabling can be seen extending 
out from the housing containing the accelerometer and down to a nearby 
building. The building contains a computer that collects data from the bridge 
continuously. The accelerometer is a 3-axis Crossbow CXL02TG3 with a 
sensitivity of 833 mV/g. The data acquisition system comprises of a computer 
running OpenS USE 11 .1 with LabVIEW software. The signal is digitized with a 
NI-4472 PCI ADC card. A LabVIEW program acquires data from the bridge at a 
rate of 2048 samples per second. Each measurement file contains 2048 
samples for a frequency resolution 1 Hz bins up to 1024 Hz although files can be 
appended for a longer time base. We initially acquired 1024 samples at 1024 
samples per second but later decided it would be valuable to see the frequency 
response in the 512-1024 Hz range. The data collection runs constantly, 24 
hours a day 7 days a week, storing all data to external drives for easy access by 
exchanging drives. 
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Figure 29. Continuous data collection on the Eastern Parkway 
Bridge shows a large amount of motion detected by the attached 
accelerometer. Here we see the LabVIEW analysis of the attached 
accelerometer data. The x-axis is time showing 1 am to 2am while 
the y-axis is frequency from 0 to 512 Hz. Individual events are 
clearly scene in the data as sharp rises in the intensity of 
frequencies. We hypothesis that most of these events are 
attributed to trains on the CSX line running under the bridge. 
The attached accelerometer allows us to have a sensor affixed to the 
bridge at all times that can be used to calibrate our remote standoff 
measurement at any given time. In addition, it gives us quantitative information 
as to the types and amount of motion present. 
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One of the fundamental properties of bridge is the resonant frequency 
of the structure. The frequencies arise from natural vibrations in the bridge that 
are determined by the structural properties of the bridge itself, such as its length 
of span, material, and support contacts. An accelerometer placed on the bridge 
can easily detect such motion especially when an event occurs that drives these 
resonant modes. In fact these vibrations are easily felt when you stand on most 
bridges, especially with traffic or strong winds exciting their motion. 
Prior to the placement of the affixed accelerometer to the underside of the 
decking, tests were performed on the bridge to measure the acceleration by 
simply placing an accelerometer on the sidewalk while traffic was flowing. These 
measurements were performed prior to the closure of the bridge for repairs. 
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Figure 30. Measuring acceleration of the surface of the Eastern 
Parkway Bridge was done with a portable system consisting of a 
laptop, USB ADC, and accelerometer. Data were collected with a 
Crossbow CLX01 LF3 3-axis accelerometer and digitized with a 24 
bit an NI-9162 analog to digital converter. Vibrations from passing 
traffic were easily felt and measured. 
Data were collected with a Crossbow CLX01 LF3 accelerometer and digitized 
with an NI-9234 USB ADC. The accelerometer signals were then read by the 
LabVIEW software on a Panasonic CF-30 Toughbook with Opensuse 11.1 
installed . 
Accelerations were clearly present on the bridge and could be felt as 
vehicles passed by. Figure 31 shows the frequency response of the bridge in all 
three axis as measured from the acceleration. Strong vibrations are present in 
the low frequency, <100 Hz, portion of the spectrum. 
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Figure 31. Acceleration of the Eastern Parkway Bridge is seen in 
all three directions. As expected the vertical component is very 
strong. The horizontal direction, perpendicular to the length of the 
bridge is also quite strong as well. The larger strength contributions 
are on the lower portion of the structural frequency spectrum below 
50 Hz. 
The ability to see these motions with our optical system would allow these 
measurements to be made remotely without the need to access the bridge. 
Measurements were made on the Eastern Parkway Bridge to validate the optical 
system's ability to measure frequencies found in situ sensors on the bridge. The 
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permanently attached accelerometer offers a validation that the measurements 
made through the optical system are real and occurring on the bridge. Optical 
data were collected from the bridge with the with our portable data acquisition 
system. This consisted of a the photodiode detector coupled through the fiber 
optical cable to an ONYX 80ED Celestron telescope with a focal length of 
500mm at f/6.25. The data were then digitized through the NI 9234 USB analog 
to digital converter and read into the Toughbook laptop through the LabVIEW 
data acquisition software. Recalling the formula that determines the smallest 
detectable displacement on page 32, the longer focal length of the small 
telescope offers a substantial increase in the ability of the system to see the 
motion of the bridge. 
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Figure 32. Data collection on the Eastern Parkway Bridge with the 
portable optical system. Data is collected with a ONYX 80ED 
Celestron telescope with a 500 mm focal length. The increase in 
focal length for this use allows a smaller region to be imaged on the 
sensor, increasing the spatial resolution. The railing was being 
removed from the bridge during this data collection process. 
Credit: John Kielkopf 
Figure 32 shows the data collection on the bridge during construction. At this 
particular time, the construction on the bridge involved removing the last section 
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of railing over the railroad. In this particular setup the detector was 
approximately 26.5 meters from the section of bridge being imaged. With a 500 
mm focal length lens and 100 IJm sensor size the size of the area being imaged 
on the sensor is 5.3 mm. Data were collected with the optical system by focusing 
on regions with sufficiently high contrast. Concrete offers many suitable 
locations of measurement as the variations in the texture of the various 
constituents, aggregate, cement, etc., offer different levels of reflectivity, often 
with sharp edges between transitions. Data was collected at a rate of 2048 
samples per second with 2048 samples per acquisition. Data was post-
processed to append data files to allow for a longer sampling period. 
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Figure 33. Validation of the optical system with an in situ 
accelerometer is seen. Simultaneous measurements were made 
on the Eastern Parkway Bridge with the in situ accelerometer and 
optical system. The data show both systems are capable of 
detecting the same frequency indicating the optical system has 
made a positive detection of a bridge resonance. 
Figure 33 shows comparison of the data taken simultaneously with the optical 
system and the attached accelerometer under the bridge. The green .line shows 
the frequency spectrum of the bridge as measured by the accelerometer while 
the black line shows the measurement of the optical system measuring 
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displacement. A 4 Hz signal is clearly seen in both measurements with a signal-
to-noise ratio of 3.10 for the accelerometer and 11.33 for the optical 
measurement. The accelerometer shows another clear peak at 3 Hz while the 
optical signal shows another peak at 5 Hz. The 5 Hz signal may be detected by 
the accelerometer but is just above the noise. These detections may be the 
result of the locations of the placement of the individual sensors. 
Figure 34. The Eastern Parkway Bridge as seen from above. The 
location of the individual points of measurement with the optical 
system and in-situ accelerometer are indicated. The two 
measurements were made on separate spans with one span 
separating them. © 2011 Google, © Europa Technologies. 
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The optical and accelerometer measurements were made a two different 
locations on the bridge most notably differentiated by the separate spans. They 
are also separated by a third span. It is possible and most likely that each of the 
spans exhibits its own mode of vibration and unique frequencies. The 
accelerometer is much more sensitive to this motion than the optical 
measurements so the vibration from one span may propagate to others and still 
be measured by the accelerometer, explaining why the accelerometer is seeing 
multiple frequencies. The optical signal will be much weaker so the frequencies 
associated with other spans may not be as strong in detection. In addition, the 
construction that was occurring at the time was located over the span where the 
optical measurement was made so it would be likely that that span was being 
driven to have a higher amplitude of motion. The span on which the 
accelerometer was placed was likely to have no unnatural driving forces at that 
time. 
Once the bridge was reopened, we were able to access multiple locations 
on bridge as it has a pedestrian walk path on both sides. A collaboration with the 
Civil Engineering Department at the University of Louisville also led to a Finite 
Element Analysis (FEA) being performed on the Eastern Parkway Bridge. The 
span over the CSX railway was determined by the FEA to be the location that 
would undergo the maximum deflection, primarily due to it being the longest 
span. This location was chosen to measure the vibration of the bridge. In 
addition, the FEA modal revealed the fundamental vibration across the 2 to 3 pier 
span to be 6.193 Hz. This site was chosen for an optical measurement. 
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Accelerometers were placed on the sidewalk of the Eastern Parkway 
Bridge on the CSX span and data were collected. Data were transmitted from 
the bridge to the laptop using a National Instruments WLS-9163. This is a WiFi 
cradle that connects to the NI-9234 AID that transmits a wireless signal over 
Wireless G directly to the laptop through an Ad-Hoc connection. The device is 
powered by a Celestron Power Tank 17 portable external DC power supply. An 
FFT was performed to determine the frequency spectrum at that location. 
94 
Figure 35. The time evolution of the frequency spectrum of an 
accelerometer over the CSX railway line on the Eastern Parkway 
Bridge. Strong amplitude are seen in the 6 Hz region of the 
spectrum. The x axis represents time in seconds. The y axis 
represents frequency. Here we see the 0-50 Hz region of the 
spectrum for the vertical axis of the bridge. The intensity of the 
spectrum is represented in false color with red indicating the 
strongest modulation and blue the weakest. The bridge was open 
to traffic during data collection on 11-18-10 and the short periods of 
strong modulation likely correspond to traffic passing over the 
bridge. 
Figure 35 shows a series of frequency spectrum determined from the 
collected data by the accelerometer . . Features around the 6 Hz range are clearly 
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seen. Looking at a time interval in more detail that shows more activity, we can 
clearly see features around the 6 Hz region of the spectrum as seen in Figure 36. 
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Figure 36. The frequency spectrum of the over the CSX span on 
the Eastern Parkway Bridge shows strong components near the 6 
Hz region of the spectrum. Several modes are seen at 4.7, 4.9, 
5.5, 6.0 and 7.2 Hz. The data represent the vertical axis of the 
bridge and was collected on 11-18-10. 
The optical data collected over the 2 to 3 pier span also shows the 6 Hz feature 
as well as seen in Figure 37. The optical data was collected with the single 
element photodiode system along with the Celestron ONYX 80ED 500 mm focal 
96 
length telescope. The detector was approximately 26.5 meters from the pier 2 to 
3 section of bridge being imaged. With a 500 mm focal length lens and 100 IJm 
sensor size the size of the area being imaged on the sensor is 5.3 mm. 
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Figure 37. Optical measurement between piers 2 and 3 on the 
Eastern Parkway Bridge shows a 6 Hz peak and predicted by the 
Finite Element Analysis(FEA) model. 
This offers a validation that the optical measurement can reveal the 
fundamental frequency in the bridge. 
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7.2 Machine Health 
7.2.1 Mechanical Systems 
Mechanical systems exhibit motion that is related to physical parameters 
of the system. In the simplest form that motion may be a vibration resulting from 
a fan rotating at a given frequency or a piston oscillating at a given rate. 
Because these internal functions often produce large amounts of energy, that 
energy is able to propagate to the surface while still remaining coherent. From 
there we are able to make measurements on the system and relate to processes 
at their source. 
An example of such a system would be the air handler inside our 
laboratory. Measurements were made on the air hander to determine the 
frequency spectrum it produces from internal motions present in the unit. The 
unit was measured on the edge of the outside panel of the unit while it was 
running, with no internal features visible, as seen in Figure 38. 
98 
Location at which the 
measurement was made. 
Figure 38. The air handler unit inside our laboratory exhibits 
motions that reveal information about the internal mechanical 
system. Data were collected on the air handler unit with the single 
element optical system. A 50 mm lens was chosen and the right 
edge of the system was imaged. The results yielded information 
about the hidden mechanical rotation, internal gearing, shaft 
rotations, and belt slippage. Credit: John Kielkopf 
Data were collected on the system from the single element sensor system 
from approximately 1.8 meters away on the edge of the enclosure. A 50 mm 
lens used for collection resulted in a spot size 4.5 mm in diameter on the edge of 
the enclosure. The measurement location was confirmed by sending light 
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through the fiber optic cable from the photodiode end and projecting the spot 
onto the air handler unit. The lens was then positioned such that the edge of the 
air handler unit was located in the middle of the projected spot. The single 
element sensor system signal was processed through the desktop PCI NI-4472 
AID card. The data were collected at a rate of 1024 samples/second for 10 
seconds and transformed into the frequency domain with LabVIEW generating 
the spectrum of mechanical vibrations in the air handler unit. 
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Figure 39. The air hander unit's spectrum reveal several distinct 
frequencies. Most notably are 15.5 Hz and 27.9 Hz peaks 
correspond to the rotation rates of the two internal pulleys. 
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Upon analyzing the internal mechanical system it is possible to relate the 
acquired frequency spectrum to the physical parameters of the system. Inside 
the air handler unit we can see that the unit is driven by a motor that is specified 
to operate at 1725 rpm which corresponds to a measured frequency of 27.9 Hz 
or 1674 rpm detected with a signal-to-noise ratio of 52.8. This shows that the 
unit is operating within 3% of the specification, most likely resulting from slippage 
of the unit, but still within tolerance. 
Figure 40. The internal view of the air handler unit shows the motor 
and belt driven system. The two wheels, which give rise to the two 
prominent peaks in the frequency spectrum are seen. Credit: John 
Kielkopf 
101 
The diameter of the motor's rotating pulley is 5.75 cm. This wheel then drives a 
second pulley, connected through a single qelt. The second larger pulley has a 
diameter of 10.5 cm. This represents a factor of 1.8 in reduction in the speed of 
rotation. The resulting rotation rate of the second wheel would then be 930 rpm 
or 15.5 Hz, which is clearly visible in the spectrum depicted in Figure 39. This 
peak, which is the rotation of the blower itself, is prominent at a signal-to-noise 
ratio of 62.4. So from measuring the outside surface with our standoff system, it 
is possible to determine the rotational rates of the enclosed pulleys and whether 
or not the system is operating at the specified rates within tolerance. 
7.2.2 Rooftop HVAC Units 
Certain mechanical systems exhibit vibrations that may be useful to 
measure from a remote sensor. Situations may make remote sensing a more 
suitaqle and safer solution in the event, for example, that the machinery is 
inaccessible, ina dangerous location or in motion. An example of such 
machinery is an HVAC system where the machinery is relied upon to continually 
exchange the air in building to provide a safe environment. HVAC ventilation 
systems are often in a location not easily accessible but can easily be viewed 
from a remote location on the ground. A line of sight measurement can be made 
that measures the vibration resulting from the mechanical systems. These 
vibrations are indicators that the machinery is operating normally. 
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Location of 
single element 
sensor 
measurement. 
Figure 41 . The Chemistry Building on Belknap Campus has single 
HVAC stacks on top of the building. Measurements taken on one 
of these units reveal'to operators the mechanical systems in the 
building. Such measurements can be easily made from the ground 
hundreds of meters from the building. 
Figure 41 shows a typical HVAC system on top of the chemistry building on the 
University of Louisville Belknap campus. The unit would be a forced air system 
driven by a pump and ultimately responsible for air circulation in the building for 
evacuation of gases from fume hoods. Their proper functioning is a primary 
safety concern. Data were collected on the edge shown in Figure 41. The sides 
of the system offer us high contrast edges to make high signal-to-noise 
measurements. Data were sampled at a rate of 2048 sample/second for a length 
17 seconds. A 500 mm Celestron ONYX 80ED refractor telescope was coupled 
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to a fiber that terminated at the InGaAs photodiode which was then amplified and 
digitized with a 24-bit NI-9234 National Instruments analog-to-digital converter. 
The data was collected at a distance of approximately 61.5 m resulting in a 
imaged diameter of 1.2 mm. The temporal data were processed with a Fourier 
Transform in Grace, an open source 2-D plotting tool, producing a frequency 
spectrum. [33] 
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Figure 42. The frequency spectrum from the HVAC system on top 
of the Chemistry Building is shown for a single HVAC unit. A 
prominent feature at 20.68 Hz is clearly seen and corresponds to 
the rotational rate of the system's blower motor. 
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Figure 42 shows the resulting frequency spectrum from a 17s measurement of 
the chemistry building ventilation unit. A clear 20.68 Hz peak is seen from the 
vibration resulting from the mechanical pumping systems of the HVAC unit with a 
signal-to-noise ratio of 24.6. This corresponds to 1241 revolutions per minute. 
Most motors work efficiently without overheating if the rate is within the 
manufacturer's tolerance. This vibration frequency reveals the revolutions per 
minute at which the motor is operating, and shows that it is running normally. 
This assessment can be done remotely and quickly on a number of HVAC units 
all from the same test location. It is possible to survey several buildings from the 
same test point. This capability could be especially useful in the event that the 
units are inaccessible, in a location that is laborious to access, or during an 
emergency that restricts access. 
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Multiple 
HVAC units 
are visible 
Figure 43. Multiple HVAC unit on the Chemistry Building are visible 
from a single vantage point. All of these units could easily be 
measured from the same location on the ground. 
7.3 Surface Motion 
It is possible to analyze the surface motion of an object if sufficient 
modulation of the reflected surface light occurs. Usually small variations which 
result in edges, although not always straight, are present on surfaces and 
sufficient in contrast to make a measure of the modulation. It is important to note 
that if the edges on the surface are not straight across a pixel or otherwise 
unknown before the measurement, a calibrated quantitative measurement is not 
possible, although an un-calibrated quantitative detection is. 
A surface that is generally well-behaved and characterized in terms of its 
surface motion while undergoing a vibration is a drumhead. When struck in a 
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particular way, a drum undergoes well known modes of vibration. Optical 
imaging has been performed on drum vibration with the use of projected fringe 
patterns recorded at different angles with high speed cameras to reconstruct the 
surface displacement. Two modes of vibration were seen in the drum head after 
it was struck in the center, (1,0) and (1,1). [34] 
Figure 44. The second mode of vibration of a drum head ,(0,2), 
shows the pattern resulting from the drum resonating. A single 
point of maximum amplitude is characteristic of this mode of 
vibration. Credit: Oleg Alexandrov, Creative Commons. 
It is possible to analyze this behavior with a drum head by measuring the 
modulation of the reflected surface light while it is resonating. Upon close 
inspection of a white powder coated drum head surface, it is possible to see the 
various levels of sharp contrast that can give rise to modulated light when the 
surface moves. 
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Figure 45. The surface of the drum head is made up of many 
edges of high contrast. These surface features allow for 
measurement of modulated light as the drum resonates. 
Data were collected on a 18 inch Ludwig floor tom drumhead with the 
Fastcam APX-RS at a frame rate of 500 fps after the opposite batter head was 
struck. The drum was also struck separately and measured with a Vibromet 
500V Laser Doppler vibrometer for confirmation of the resonant frequency. Both 
measurements confirm the drum was resonating at 86 Hz. The laser Doppler 
vibrometer sampled at a rate of 1000 samples per second for 1 second for a total 
of 1000 samples. 
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Figure 46. The spectrum of a drum strike shows a clear resonance 
at 86 Hz as measured by a laser Doppler vibrometer. The 120 Hz 
signal is from the AC coupled modulated room lights. 
The data was transformed from the time domain to the frequency domain through 
a Fast Fourier Transform. Figure 46 shows the spectrum taken with the laser 
Doppler vibrometer. The 86 Hz resonance is clearly visible in the spectrum with 
a signal-to-noise ratio of 8.35. Also seen is the 120 Hz peak from the room 
lighting. 
The video images where processed similarly for each pixel as a time 
series. Three eigenimages were created representing the modulation of light at 
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those particular frequencies. Each frame represents the integrated values 
centered around the particular frequency of interest with 1 Hz bins. 
---
Figure 47. The 86 Hz response of a drum head clearly shows a 
vibrational mode. A single point of strong modulation is evident in 
the upper portion of the drum as shown here. That point is 
surrounded by an area of weaker modulation much like the second 
mode of vibration of a circular membrane. 
Figure 47 shows the integrated values centered around the 86 Hz peak. 
The vibrational pattern of a drum head is clearly seen in the image. The brighter 
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portions of the image represent greater modulation. Portions showing strong 
modulation on the drum head have a signal-to-noise ration of 3.96. 
To ensure the pattern seen in Figure 47 was not due to uneven 
illumination in the scene, two other images were created that would show the 
illumination pattern, a DC image representing the portion of the scene illuminated 
by a steady light source, and an image depicting the 120 Hz portion of the 
spectrum, representing illumination from AC room lighting. Neither image 
revealed a vibrational pattern on the drum head, indicating the pattern seen in 
the 86 Hz eigenimage is in fact due to the 86 Hz vibration. 
---
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Figure 48. The DC portion of the drum illumination show no 
unevenness in the drum head. This indicates that vibrational 
pattern is not the result of uneven DC illumination. 
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Figure 49. The 120 Hz portion of the drum head illumination shows 
no unevenness. This indicates that vibrational pattern is not the 
result of uneven incandescent lamp illumination. 
7.4 Deflection of a Beam 
With the ability to measure displacement it is possible to utilize the camera 
sensor to create a spatial measurement of a deflection across the field of view. A 
very simplistic approach would be to measure the deflection of a straight beam 
which allows for a consistent edge. To do this we affixed a common laboratory 
meter stick to clamps on either end. We then attached the center of the meter 
stick to a vibrating speaker as shown in Figure 50. We used the Pioneer TS-
G1642R speaker along with the Applied Research and Technology SLA-1 linear 
power amplifier and BK Precision Model 3003 signal generator with a similar 
setup as described in Section 4.2 except the speaker was oriented vertically. · 
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This created a situation where the end points were fixed and the center vibrated 
at a maximum, driving a fundamental mode with nodes at each end. 
Figure 50. The deflection of a beam was measured using a 
vibrating meter stick clamped on both ends. The center of the 
beam was affixed to a plastic cylinder that was attached to a 
speaker cone. That speaker was vibrated at 20 Hz causing a 
deflection in the beam as it oscillated. The center of the stick 
showed maximum deflection as expected with the fundamental 
mode of vibration. 
The background was composed of white paper to increase the contrast of 
the meter stick edge with the background and to improve the smallest detectable 
motion. The speaker was vibrated at 20 Hz whi le a sequence of images were 
recorded with the Pike F032B camera operating at a resolution of 640 x 480 and 
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107 frames per second. Data were acquired for 20 seconds resulting in 2140 
frames. An eigenimage shown on the lower portion of Figure 51 was produced 
depicting the 20 Hz motion in the scene which correlates to the absolute 
displacement. The pixel values were determined by performing a Fast Fourier 
Transform on each series of pixels along the temporal axis and integrating the 20 
Hz signal. 
Figure 51. A comparison of the static and displaced beam shows 
the displacement to be greatest in the center" of the element. The 
upper portion of the image is a single frame in a time series. The 
lower portion of the image is the eigenimage displaying the 20 Hz 
component of the image. Red denotes regions of strongest 
modulation while the blue denotes regions of the weakest 
modulation. The strong modulation in the center corresponds to 
the region with the greatest displacement. 
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Figure 51 shows both the static image and the eigenimage displaying the 
contribution of motion at 20 Hz driven by the speaker. It is clear that the most 
intense modulation in the signal is occurring in the center of the element which 
corresponds to the point of greatest deflection. The signal-to-noise ratio of an 
area of strong modulation in the eigenimage is 250.0. A signal cross section of 
the deflection was determined along the edge of the upper portion of the meter 
stick by summing 3 vertical pixels to account for some spatial smearing of the 
modulation across multiple pixels as well as the meter stick not being perfectly 
level. These values were then plotted as seen in Figure 52. 
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Figure 52. The plotted relative displacement of a beam shows the 
expected . behavior of a vibrating element clamped on both ends. 
This data show the signal at the 20 Hz modulation along a 
horizontal slice of pixels on the edge of the meter stick. 3 vertical 
pixels where summed because the modulation smeared the 20 Hz 
signal across multiple pixels. Since the modulation is linearly 
dependent with displacement, the resulting plots is proportionate to 
the actual displacement of the meter stick. 
The increase in displacement toward the center of the meter stick is 
clearly evident in the plot. It exhibits the behavior one would expect from a 
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vibrating element clamped at both ends in a fundamental mode. The dips in the 
plot are due to the fact that the contrast diminishes at pOints in the background 
where the papers are joined thus leading to a drop in the signal proportionate to 
the contrast level, as expected. 
7.5 Biomedical 
An area in which remote non-contact sensing is of interest is in the field of 
biomedical monitoring. Removing the tether of wires has the benefit of creating a 
less restrictive environment for the patient. 
7.5.1 Blood Pulse 
The sensitivity of the detector allows for applications where precision 
measurements are necessary. Although the technology lends itself to remote 
sensing of structures, the fact that it is a simple stand-off measurement of such 
high precision has merit for other applications as well. One such application is in 
the biomedical field and involves the sensing of the blood pulse. 
Cardiovascular disease is the single largest cause of death in the United 
States, responsible for 1 in every 2.9 deaths in 2007. [35] Coronary heart 
disease, which 'is caused by arthrosclerosis claimed 406,531 deaths in 2007. 
The cost of cardiovascular disease alone to the US in 2007 was $286.6 
billion. [35] Research shows that the prevalence of cardiovascular disease is 
rising at a rate of 1 % to 2% per year as the age of the population within the US is 
expected to rise. [36] A substantial need for increased cardiovascular care is 
expected in the next four decades. [36] Arteries at childhood are compliant and 
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become progressively less compliant or stiffer with age. New and affordable 
technologies that quantitatively measure arterial stiffness through simple 
measurements, and possibly track arterial stiffness through aging, would be 
clinically relevant. [37-39] Studies by Millasseau et al have shown that the blood 
pulse waveform can offer valuable information about cardiovascular stiffness 
including an accurate assessment of cardiovascular age. [40] In addition, 
models put forward by Pauca, for example, have shown that the radial pulse 
profile can be used to assess the aortic blood pressure, leading to the possibility 
of a low cost, non-contact, blood pressure monitor. [41] 
There are multiple spots on the body where an artery is close enough to 
the surface of the skin that the displacement of the artery wall during pulsation 
from blood flow is evident. A few locations are the wrist, with the brachial artery, 
the neck, with the carotid artery, and the thigh with the femoral artery. [42] This 
results in multiple locations in which the arterial blood pulse can be sensed 
outside the body. The Pulse Wave Velocity (PWV) is a widely accepted method 
of determining arterial stiffness that is determined by measuring the transit time 
of a blood pulse wave from one location in the body to another. [43-47] With 
multiple locations being present that allow for a blood pulse measurement to be 
made optically from the surface of the skin, the proposed detection would be 
capable of measuring the PWV. In addition, if the orientation of the wrist or neck 
is oriented correctly the pulsation can be seen as a moving edge from the 
detector's point of view. It is in this fashion that we are able to make a 
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measurement of the blood pulse that fits within the model outlined for our 
detection method. 
The wrist is the easiest of the various locations to access so we will 
primarily focus on this measurement. The setup involves using a similar system 
to other laboratory tests, a Tamron 16mm lens coupled to the fiber that feeds the 
photodiode sensor sensor system. The signal is then processed with a 24-bit NI 
9234 analog-to-digital converter read by LabVIEW. The lens is placed relatively 
close to the wrist, -10cm to increase sensitivity to the motion resulting in an 
image sample area with a diameter of 0.63 mm. 
Figure 53. A single element sensor is placed above the wrist to 
make the blood pulse measurement. The wrist is then viewed edge 
on so the profile of the compliance of the skin to the blood pulse 
can be determined. 
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Figure 54. Illumination of the wrist for measurement of the blood 
pulse is done with a small DC powered incandescent lamp 
flashlight. The wrist is viewed from an angle that enables a 
measurement of the blood pulse as an edge moving across the 
scene seen by the detector. Credit: John Kielkopf 
The wrist is illuminated by a small DC source, in this case a flashlight, to increase 
the signal-to-noise ratio. The sensor is positioned above the wrist in such a way 
that the profile of the wrist, where the pulsation is evident, is seen by the 
detector. An appropriate background, in this case a gray foam, is positioned 
. below the wrist to increase the contrast of the edge formed by the profile of the 
wrist against the background. 
Data acquired at a rate of 1000 samples/second give a temporal 
resolution of a millisecond. On each pulse, the artery expands, pushing 
outwards on the skin which is then seen by the detector to move across the field. 
Because we look at an edge of the wrist much in the same way we do a 
vibration, the model correlating the measurement to a physical displacement, 
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previously put forward, is still valid to describe this motion. The detector sees a 
greater illumination as the artery pulses outwards, forcing more of the illuminated 
wrist into the field of view and likewise sees a lesser illumination when the artery 
contracts allowing the detector to see more of the background. The signal is 
modulated in proportion to the displacement of the skin. Figure 55 show a 
measurement taken from the wrist. 
I I I 
o 0.2 0.4 0.6 
I I I 
0.8 1 1.2 
Time [s) 
I 
1.4 
I 
1.6 
I 
1.8 
Figure 55. The blood bulse profile seen in edge mode. Shown is 
the time series of the blood pulse as measured by the single 
element sensor. The periodic blood pulse profile is clearly 
measured with features such as the dicrotic notch well defined. 
Rendering: Adam Willitsford. 
The blood pulse profile is clearly seen in Figure 55. Not only is the 
repetitive process detected, but finer structure, such as the dichotic notch, can be 
seen within the pulse leading to the possibility that subtle changes in the arterial 
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wall can be identified and measured. The dicrotic notch is the result of the 
closure of the aortic valves and is used to indicate the end of the systole ejection 
period. [48] Studies have shown that the shape of the dicrotic notch can be an 
indicator of cardiovascular health. [49,50] Lax et al. referred to the dicrotic notch 
as the single most important diagnostic feature of the blood pulse waveform. [51] 
Figure 56 shows a plot taken from Laurent et. al showing the conventionally 
measured blood pulse measurement exhibiting similar shape. Figure 57 also 
taken from Laurent et. al shows how the measurement of the blood pulse is 
related to useful information such as blood pressure and distensibility. [52] 
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Figure 56. Graphic of the blood pulse transit time from Laurent et 
al. illustrates the concept of the blood pulse transit time. [52] The 
waveform depicted closely resembles the waveform measured with 
the single element photodiode system. Credit: Laurent et al. 
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Figure 57. Graphic of the distensibility from Laurent et al. illustrates 
the concept of distensibility and its relation to vessel diameter. [52] 
Credit: Laurent et al. 
This methodology offers a high level of precision for the measurement of the 
arterial wall displacement. As previously detailed the smallest detectable change 
in the displacement is given by the following equation, assuming the contrast 
across the edge is maximized, which we are free to do in a controlled 
environment, 
where again, 
f is the focal length of the lens 
r is the distance to the target 
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w is the pixel width 
N is the number of photons 
Here we effectively have a 20 bit sensor so N =22°, while f =1.6 cm, r = 10 cm 
and w = 100 x 10-4 cm from the 100 micron fiber. Using these values we have, 
O.lm x 100 x 10-6 m 
ox = --------
. 016m x ..,f[iO 
ox = .61 IJm 
We see that the system has a very precise spatial resolution with the above 
figures, ones that would be typical under which this measurement is made. 
The blood pressure was tracked with a Vibromet 500V Laser Vibrometer 
for comparison of displacement and confirmation that the shape that we were 
measuring was in fact the blood pulse. The laser vibrometer was focused on the 
exact location where the blood pulse was causing motion on the wrist. Figure 58 
shows a superimposed plot of the optical data as well as the vibrometer data. 
These data were not acquired simultaneously and were scaled for comparison. 
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Figure 58. Optical and vibrometer comparison of blood pulse as 
measured by the single element photodiode system and the laser 
Doppler vibrometer show a correlation in the rise and fall of the 
blood pulse waveform. The laser Dopper vibrometer was used to 
confirm the measurement of the blood pulse waveform on the wrist. 
We see that the overall shape and pulsation tracks well with the vibrometer 
measurement, indicating that we are in fact measuring the pulsation on the 
surface of the skin from the blood pulse. Notice how much more cleanly the 
dicrotic notch is distinguished in the optical measurement. 
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7.5.2 Respiration 
Applications such as structural monitoring and analysis of mechanical 
systems are not the only areas in which sensing a vibration remotely with a 
stand-off device is useful. Essentially the concept will be useful for any 
application in which a range of frequencies defines a phenomenon. Human 
respiration is another biomedical area where the activity produces a pronounced 
and well defined motion. Respiration is detectable by looking for the motion of 
the chest cavity related to the inhalation and exhalation of the air. Respiration 
rates that are typical are in the range of 6 to 31 breathes per minute. [53] 
Respiration rates and patterns have been shown to be an early indicator 
of diseases, common in both children and adults. [54] Conventional respiration 
monitoring devices usually require contact, such as affixing a sensor directly to 
the chest cavity to measure physical motion. This methodology is often 
problematic for the long term monitoring of patients, for example in overnight 
sleep apnea studies. [55,56] Additionally, these contact sensors often require 
wires, restricting patient movement and can become detached. The same is true 
for monitors that focus on infants. [56,57] This underscores the relevance of a 
non-contact respiration monitor. 
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Figure 59. ' A common button down shirt for measurement of 
respiration shows a large number of edges to detect for 
measurement. The high contrast edges make a high quality 
measurement possible. 
Figure 60. A common white t-shirt for measurement of respiration 
shows a number of edges from the stitching from which a 
modulation can be detected. 
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Because the chest wall has such a pronounced motion it makes a very 
good target in analyzing the frequency response of the subject's respiration. As 
discussed before, contrasting edges are needed to make a measurement with 
good signal-to-noise value. As it turns out, edges are abundant when it comes to 
measuring a subject's chest cavity motion. Even a uniform white t-shirt contains 
numerous features such as the stitching within the shirt is easily resolved with a 
modest resolution camera. The same would be true of a subject that is sleeping 
underneath a sheet or cover, the material itself has stitching that produce a large 
number of edges. The various folds that are bound to be present in the material 
become edges that are useful in making the measurement. Figure 59 and Figure 
60 show two shirts on the subject being measured. Figure 59 shows a typical 
dress shirt. It is clear that the image contains a large number of edges that have 
high contrast values. On close inspection even the stitching produces edges on 
the pixel level, all that is needed to provide a signal. Figure 60 shows a common 
white t-shirt, in which the stitching is clearly visible. The high dynamic range of 
the sensor makes it possible for such fine detail to produce a respiration signal 
from such an image. 
Data were collected with an Allied Vision Pike F032B camera that has a 
14-bit depth. The camera operated at 30 frames per second and continuously 
acquired images. A sequence of 20 seconds of data, 600 frames, were 
processed into the frequency spectrum. Each pixel in the temporal series was 
transformed to the frequency domain resulting in a 300 frame frequency data 
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cube ranging from 0-15 Hz. This enabled us to study frequencies as high as 15 
Hz with a frequency resolution of .05 Hz. 
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Figure 61. The whole frame average of respiration can be used to 
determine respiration for a subject without spatial resolution , 
regardless of the fact that the entire frame is averaged. This shows 
that the respiration rate of an individual can be determined when 
their location in the scene is unknown. 
Figure 61 shows the frequencies evident from the individual in the white shirt. A 
clear peak at 26 respirations per minute is clearly evident, showing that the 
respiration has been detected. The red line, with a signal-to-noise ratio of 32.68, 
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shows the frequency response from the average values of the frequencies over 
the entire frame. What this shows is that an exact or best point of measurement 
is not needed to determine the respiration but instead an entire area can be 
averaged and the respiration rate can still be determined. The whole frame 
measurement shows a major feature at 20 respirations per minute, with a signal 
to-noise-ratio of nearly 50. A single pOint measurement has an even higher 
signal, and this show that there are individual points that are better than others 
for determining the respiration rate. A cross-correlation technique can be 
implemented so that multiple pixels can be used to make the measurement but 
only those sharing common frequencies will be used. In this manner a larger 
area can be searched for the respiration while still maintaining a high signal-to-
noise ratio. 
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Figure 62. Comparison of single pixel to whole frame respiration 
levels shows the relative signal values of a single pixel of high 
contrast to an averaging of the entire frame. As expected, the 
single pixels offers a higher signal values of respiration than the 
average pixel value over the entire image. In addition, it offers 
lower noise. 
Figure 62 shows a comparison of a single pixel that shows a strong 
feature at the respiration frequency and a whole frame average of only pixels 
above a threshold amplitude of 4000 in pixel value. This allows only those pixels 
showing an amplitude of a specific frequency above a fixed threshold to be 
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included in the average. The threshold amplitude was set such that only pixels 
with frequencies detected at a suitable level above the noise were used in the 
average. This method rejects the pixels that do not exhibit the signals related to 
the respiration rate, effectively rejecting a large source of noise and the irrelevant 
part of the frame. Figure 62 shows th.e single pixel amplitude in red and the 
average pixels above a reference threshold in black. The single pixel 
measurement has a signal-to-noise ratio of 62.0 while the threshold sampling has 
a signal-to-noise ratio of 48.5. We can see that the noise level has been greatly 
diminished from the previous plot in Figure 61 where all the pixels where 
included in the average. 
To test the ability to resolve other frequencies, the individual being 
measured breathed at different rates, categorized as regular, accelerated, 
slowed, and no breathing. The results of those measurements are shown in 
Figure 63. 
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Figure 63. Detection of controlled respiration rates has been 
demonstrated. Rates at various frequencies are measured from 
the same individual while purposefully controlling breathing. Even 
the lack of respiration is detected by the absence of a discernable 
peak. 
The green plot in Figure 63 shows the respiration rate for normal breathing , that 
is the individual continued to breathe at a rate in which they were comfortable. 
The normal breathing plot at 30 breaths per minute has a signal-to-noise ratio of 
138.3. The individual then intentionally breathed faster, and the measurement at 
100 breaths per minute is shown in red. We can see that the faster measured 
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respiration has a signal-to-noise ratio of 13.3. The individual then slowed their 
breathing and this is shown in the blue plot. The re~piration rate is determined to 
be -10 per minute with a signal-to-noise ratio of 204.0. Finally the individual 
stopped breathing for the entire 20 s acquisition, with the result shown in pink. It 
is clear that no peak is evident in the plot and that a lack of breathing has been 
detected. 
Individual slices, or eigenimages, in the frequency data cube can be analyzed for 
specific detected frequencies to see where the respiration is taking place and 
what pixels exhibit the strongest signal. 
Figure 64. An eigenimage of respiration levels for a common shirt 
is shown. Comparison of a time domain image and frequency 
domain image for a button-down shirt shows a single frame from 
the time series on the left and only the amplitude of the frequency 
corresponding to the respiration rate on the right. 
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Figure 64 shows the result of an analysis of only the frequencies associated with 
the respiration. Data were taken on the chest of an individual wearing a striped 
shirt. The left side of the image shows a single frame from the time series. The 
right side show the signal at each pixel for a specific frequency, in this case the 
peak respiration rate. We see that the stripes in the fabric produce high contrast 
edges that help to increase the modulated signal. The highlighted pixel in yellow 
on the left side of the image shows how one pixel, in this case one that lies on a 
high contrast edge, can be picked out to look at the frequency response. This is 
done because the amplitude of the signal is expected to be higher for that pixel. 
The right side shows how strongly the respiration rate is detected. The entire 
chest is moving and because the field of view is small the respiration rate is seen 
across the whole image. 
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Figure 65. Eigenimage of respiration levels for a common T-shirt is 
shown. Comparison of a time domain image and frequency domain 
images for a T-shirt show a single frame from the time series on the 
left and only the amplitude of the frequency corresponding to the 
respiration rate on the right. 
Figure 65 has that same types of images, except here we show the result from 
looking at a white T-shirt. Again, the left image is a single frame from the original 
time series while the right is the frequency-processed image showing only the 
signals association with the respiration rate. Even with the white T-shirt it is clear 
that there are many pixels that show a high amplitude in modulation for the 
respiration rate, well above the background which is the black pixels. It is 
interesting to have the ability to detect modulation from features such as stitching 
and folds in the fabric. Both are able to give us information about the respiration 
rate as they have a high enough contrasting edge to produce suitable modulation 
in the signal at the respiration rate. This shows us that even from what appears 
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to be a completely uniform surface, there are enough edges to produce a signal 
strong enough for the detection of the respiration rate. Even of more importance 
is the fact that these surfaces are typical in situations that would be present when 
you would be monitoring a respiration rate, at home or in a clinical setting i.e. 
when the subject is resting with their clothes on or sleeping in a bed covered by a 
sheet. 
It could be useful if respiration rates from several individuals could be 
detected in the same field simultaneously and their individual rates spatially 
resolved and correlated with the subjects. To do this eigenimagesof separate 
frequencies can be created to spatially isolate respiration rates and correlate 
them to individual subjects. Data were collected on two individuals in the same 
scene with the Pike F0328 camera at a frame rate of 107 frames per second for 
30 seconds. This gives the ability to resolve .033 Hz, or 2 breathes per minute, 
well below the typical human rate of 6 to 31 breathes per minute. [53] A Fast 
Fourier Transform was performed on each pixel in a time series creating a 
frequency data cube. The cube was analyzed for individual eigenimages 
showing high levels of modulation with correlated spatial properties. 
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Figure 66. A respiration rate of 8 breathes per minute is measured 
with the high speed camera and its eigenimage is shown. Clearly 
the respiration rate of the individual to the left is selected . The fact 
that the respiration rates can be measured spatially allows this 
particular rate to be attributed to the one particular individual in the 
scene breathing at that rate. A much smaller amplitude is still 
shown for the individual to the right. That the other subject is 
detected is due to the fact that the respiration rates are close in the 
frequency domain and the wings of the peaks reach the frequency 
bin of the other rate. 
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Two distinct eigenimages have high modulation levels, at 8 and 12 
breathes per minute. In addition, they show strong spatial correlation to the 
location of the separate individuals in the frame. Figure 66 shows an eigenimage 
at a respiration rate of 8 breaths per minute. The strong spatial correlation to the 
individual on the right suggests this is the rate at which that person is breathing. 
In addition, the spatial location of the modulation is located at the chest cavity, 
where the strongest motions associated with respiration would occur. A single 
point of strong modulation in that area shows a signal-to-noise ratio of 696.2. 
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Figure 67. A respiration rate of 12 breathes per minute is 
measured with the high speed camera and its eigenimage is 
shown. Clearly the respiration rate of the individual to the right is 
the subject breathing at that rate. The fact that the respiration rates 
can be isolated spatially allows particular rates to be attributed to 
particular individuals in the scene. In this case, a much smaller 
amplitude is still shown for the individual to the left who is breathing 
at a different rate. 
Figure 67 shows the eigenimage depicting a respiration rate of 0.2 Hz or 12 
breathes per minute. This image was created using the same data set as Figure 
66. A point of strong modulation in this image shows a signal-to-noise ratio of 
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929.7. This demonstrates how multiple respiration rates can be isolated 
simultaneously in a field of view. 
These fields can be used to construct the respiration waveform for the 
isolated subjects. A threshold for the modulation level can be determined 
indicating a positive determination of a respiration occurring at that rate and 
those pixels can then be summed in signal over each frame in the time series. 
Essentially we look at the eigenimage and determine where the strongest 
modulation is occurring within a frequency range. Then we sum those pixels in 
each frame and plot that sum over time or frame number. The result is a single 
virtual pixel tracking the chest motion over time by recording the optical signal. 
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Figure 68. The respiration waveform can be extracted from the 
individual time series frames. To extract the waveform, the pixels 
with the highest modulation in the eigenimage are determined by 
setting a minimum threshold. Those pixels are then summed, and 
the results for successive temporal images are plotted against time. 
Figure 68 shows the result of summing pixels of high modulation in the 
time domain. A threshold pixel value of 500 in the frequency domain was chosen 
to be well above the background level which is measured to have a typical 
average pixel value of 6.45. All pixels showing a signal of 500 or greater in the 
eigenimage for the identified respiration rates were summed, and that summed 
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signal was plotted against time. The result is a distinctive waveform depicting the 
respiration over the 30 second acquisition time. This allows respiration rates to 
be determined for several subjects within a scene and their individual respiration 
waveforms to be monitored. 
7.6 Measuring Flow Through a Pipe 
It is possible to detect and measure fluid flow in a pipe by studying 
turbulence originating from the flow itself. The turbulence does not have to be 
imaged to accomplish this, since its signature may be transferred to the surface 
displacement on the pipe. We can detect this with either a single element sensor 
or camera array by measuring a feature on the surface with sufficient contrast. 
The edge of the pipe should offer the highest contrast but we are not limited to it, 
since marks on the pipe could serve as well. The motion of that feature is 
followed by sampling the signal from sampling pixels over time. The time domain 
data are transformed to the frequency domain where turbulence gives a unique 
structure in the low frequency portion of the spectrum at acoustic frequencies. 
The frequency spectrum is then analyzed to find the frequency that corresponds 
to the upper scale length of the turbulence. Models are used to determine actual 
physical size of that characteristic scale length based on the diameter of the pipe. 
It is known that the diameter, D, of a pipe determines the large scale eddy 
size. [58] Knowing the physical size of the scale length L and the frequency at 
which it occurs f, which is determined by the pOint where the frequency spectrum 
plateaus in the direction of the DC component, the velocity of the flow can be 
determined. [59] Simply, these parameter are related by 
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where, 
L = Upper scale length 
v = velocity of the fluid flow 
v 
L=-f 
f = frequency of the upper scale length 
Now we have, 
v = Lf 
and the fluid flow rate can be determined from the calculated scale length Land 
the plateau frequency f. 
The volumetric flux, q is given by, 
where, 
q=vxA 
nD2 
q=Lf-4 
A nD2 . I f h . = - = cross sectwna area 0 t e pLpe 
4 
Since the diameter of the pipe determines the upper scale length, the volumetric 
flux also can also be determined from a turbulence measurement. If the edge of 
the pipe is used for detection, its absolute displacement can be determined as 
well. Sampling rates would be determined by the frequencies of interest. 
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CHAPTER VIII: 
IMAGING CLEAR AIR TURBULENCE 
8.1 Introduction 
In theory any phenomenon that produces a modulation in light levels could 
be measured by the proposed system. Features such as clearly defined edges 
on a surface are not the only phenomenon that produce a modulation in light 
levels and one such example is light transmitted through or scattered from a 
liquid or gas in turbulent flows. 
The direction and intensity of light passing through a turbulent medium 
fluctuates with changes in the index of refraction along the optical path. These 
fluctuations are due to density or temperature inhomogeneities within turbulent 
eddies in the fluid. There are significant problems in detecting these fluctuations 
in a wide field of view of a daytime scene without special sensors and signal 
processing. For one, the variations in amplitudes are much too small to detect 
directly with commercially available video cameras and for another, the 
fluctuations in signal occur in too short of a period of time to be noticed by eye, or 
in some cases to be measureable at the standard video frame rate. 
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Turbulence produces variations in air density. In moving air these 
fluctuations are transported across the line of sight so that variations in intensity 
of transmitted light are correlated with the scale length of the packets and the 
flow speed. Imaging data treated in the temporal frequency domain quantify the 
turbulent fluctuations and reject the significantly stronger constant background. 
Fourier processing can filter the steady background, and only the fluctuations 
from turbulence are seen. We use these variations in light levels temporally at 
each point, and spatially across a field of view as a method to detect turbulence. 
In order to see these small variations in a large background, we need a system 
that offers a large dynamic range and low noise. Furthermore in order to map 
the turbulence in the field of view we need a detection scheme that spatially 
images temporal fluctuations. 
Here we outline a technique for passive detection of turbulence using high 
dynamic range imaging (14 - 20 bits) to follow these subtle changes in 
transmitted ambient light intensity. In some cases the turbulence will be clear air 
turbulence, CAT, turbulence that is not visible to the naked eye. The ambient 
light fluctuations are used to create a temporal frequency spectrum for turbulent 
and non-turbulent cases by Fast Fourier Transform (FFT) processing. Turbulent 
fields show stronger low frequency (2-10 Hz) components over non-turbulent 
conditions, thus enabling a simple and straight forward means of threshold 
detection of turbulence. [60] 
Four cases are presented in which we detect and image turbulence using 
two different techniques. Each technique relies on a large dynamic range and 
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sensitivity in order to detect changes in light intensity both temporally and 
spatially that are imperceptible to the casual observer. 
The first imaging technique was implemented using the single InGaAs 
photodiode with the high gain low noise amplifier yielding a dynamic range 
around 20 bits, while maintaining a relatively low cost. The signal was digitized 
using an NI-9234 24-bit ADC from National Instruments and processed using 
LabVIEW data acquisition software. The large dynamic range allows us to detect 
variations in signal as small as one part in a million at a single sample point 
while remaining unsaturated from bright sunlit backgrounds. 
The second technique utilizes the high speed cameras, a Photron 
Fastcam (APX RS) and an Allied Vision Pike. The required large dynamic range 
was achieved by oversampling at rates as fast as 60,000 fps and then co-adding 
images to increase the effective bit depth of the camera. The high speed camera 
has the advantage of spatially resolving the turbulence by simultaneously 
acquiring data points across the field of view. 
The inherent noise of the single element photodiode system was 
measured to be on the order of 600 nV. The amplifier saturates at 6 V giving the 
photodiode system a possible dynamic range of 70 dB, where a factor of 10 
corresponds to 10 dB. However 1 V is more typical of a bright sunlit 
backgrounds which gives the detector a dynamic range of 60 dB in real world 
conditions. The camera was operated at near saturation levels. The detector 
noise will be governed by Poisson Statistics which gives us a noise level of...[N, 
where N is the photon count. The noise in the low frequency portion of the 
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spectrum, the area of interest to us, is not governed by detector noise but instead 
dominated by background noise, some of which is background turbulence. This 
makes the overall noise of the system much larger than detector noise. 
First we looked at a "sheet" of water vapor originating from a cold pipe. 
We clearly saw the turbulence in this case and used this as a validation tool in 
the detection of turbulence. We measured the changes in light Signal and 
imaged the different scale lengths associated with turbulence to ensure it 
corresponds to the well-known ,modeled and expected behavior. 
The second case involved imaging conditions where we fully expected 
there would be strong turbulence created from the temperature gradient above a 
hotplate. This allowed us to image a case of CAT where we can validate the 
results with a reasonable assumption of where the turbulence will be located. 
Finally we looked at a case of CAT inside a cardboard tube used to shield 
the optical path from external disturbances of the imaged air. We injected a flow 
of gas from a compressed nitrogen tank into the tube and imaged the resulting 
turbulence. This case of CAT was much weaker in terms of modulated light than 
the others and imperceptible by eye. 
8.2 Water Vapor Turbulence Frequency Spectrum 
We started by observing a well-known laboratory phenomenon where 
turbulence is clearly discernible because of entrained water vapor. Downward 
airflow over a super-cooled pipe was measured in order to identify specific 
features and regions in the turbulent flow and associate them with their 
respective frequency spectra. Atmospheric water vapor condensed on the pipe, 
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and then sublimated as a dense aerosol tracer into the turbulent flow driven by 
gravity. 
We measured light signal as a function of time for one sampled spatial 
element of this scene using a single photodiode sensor and a lens focused on a 
spot approximately 5 mm in diameter. The field of view of the sensor was moved 
in 1 cm steps from the bottom of the pipe in order to determine the temporal 
signal in regions with different spatial turbulent scale lengths. Data were collected 
for approximately 1 minute at each sampled element at 2048 samples/s to a 
maximum distance of 20 cm below the pipe. The first few centimeters were 
dominated by a laminar flow where no turbulence is discernible. Farther from the 
pipe we saw the beginnings of the classical turbulence where larger eddies 
formed first, followed by smaller eddies until viscosity dispersed the energy and 
the turbulence was no longer visible. Figure 69 shows frequency spectra of the 
signal 9 cm below the pipe, where turbulence appeared to be at a maximum, and 
20 cm below the pipe where the turbulence was no longer visible. The low 
frequency rise in amplitude characteristic of turbulence is clearly evident in the 
measurement at 9 cm and is much greater than at 20 cm below the pipe. We 
measured a 9 db signal-to-noise ratio for the region integrated from 2 to 10Hz. 
The 20 cm measurement represents the background signal, which for our 
purposes can be regarded as system noise, although we think it contains a 
characteristic room air turbulence background as well. This low frequency rise 
from 2 to 10 Hz gives us a very simple method of detecting turbulent conditions. 
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Figure 69. Frequency spectrum of water vapor turbulence. Water 
vapor turbulence imaged 9 cm (red) and 20 cm (black) below the 
pipe (see Figure 70) with the single element sensor. The low 
frequency rise in the 9 cm plot shows a simple and clear method to 
detect turbulence. The 20 cm plot is indicative of the background 
noise. The integrated signals from 2-10 Hz are measured and 
compared to determine the relative signal above that background . 
The strong peak at 120 Hz is due to the room lighting. 
Next we imaged the same scene of water vapor in a turbulent sheet using 
a Photron Fastcam high speed camera. Image data were collected at a rate of 
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500 frames per second with the resolution of the camera set to its full frame of 
1 024x1 024 pixels. We collected a total 6144 frames (limited by on-camera 
storage) yielding approximately 12 seconds of image data. We then co-added 4 
frames (reducing the effective frame rate to 125 fps) in order to increase the 
dynamic range as well as reduce the size of the data set for faster processing. 
The co-added frames were then used to produce a frequency spectrum for 
each pixel to produce a 1 024x1 024x1536 data space with two spatial axes and 
one temporal axis. Taking a pixel-by-pixel Fourier transform (not a spatial 
transform) along the time axis resulted in a transformed data space in which the 
third axis is frequency rather than time. Separate sample planes in the 
transformed space are images of the scene in distinct frequency ranges. An 
integration of the 2-10 Hz components displayed in false color reveals the spatial 
distribution of the elements of the scene with signals in the 2-10 Hz region 
characteristic of turbulence. To eliminate bias due to static non-uniformities (that 
is, variations in illumination or imager response) across the scene, a 
corresponding 0-2 Hz image was created, representing the constant "flat field" 
across the image. This reference image was used to normalize the intensities for 
the images of turbulence at higher frequencies. On the left side of Figure 70 is a 
single gray-scale frame from the high speed visible camera. At 9 cm below the 
pipe the region is highly turbulent, and at 20 cm below the pipe the turbulence is 
nearly indistinguishable from the background. The normalized integrated 
frequency intensity is shown in false color on the right side of Figure 70. The 
false color image makes it possible to clearly see the relative intensities of the 
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turbulence as well as the spatial distribution of the turbulence. The signal-to-
noise ratio for a pixel showing strong turbulence is in this image is 14 dB. Notice 
that laminar (non-turbulent) flow directly below the pipe has been rejected in the 
frequency image as it is not seen in the integrated 2-10 Hz component of the 
spectrum. 
Figure 70. Frequency spectrum image of water vapor turbulence. 
(Left) Gray scale image of image of water vapor in turbulent air 
flowing downward over a liquid nitrogen pipe as seen by the high 
speed camera. (Right) False color image of the normalized 
integrated signal from 2-10 Hz. Dark blue denotes no turbulence 
and red is associated with the largest turbulence. The most 
turbulent region stands out in red in the filtered spectral image on 
the right. Rendering: Adam Willitsford 
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Figure 71 shows the spectral images for individual frequencies ranging 
from 2 to 24 Hz. Each image is the integrated signal centered on the labeled 
integer values with a width of 1 Hz, e.g. the 6 Hz image is the integrated intensity 
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of 5.5 to 6.5 Hz. As expected, the amplitudes diminish as the frequency gets 
higher. In addition, the scale lengths diminish as the frequency gets larger, 
which clearly shows that longer scale lengths are associated with lower 
frequencies while shorter scale lengths are associated with higher 
frequencies. [61] 
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Figure 71. Frequency Resolved Images of Water Vapor 
Turbulence. Each frame is the integrated signal centered on the 
labeled frequency with a width of 1 Hz. For example, the 6 Hz 
image is the integrated signal of 5.5 to 6.5 Hz. Dark blue denotes 
no turbulence and red is associated with the largest turbulence as 
indicated by the color bar on the right. The relative strength of the 
turbulence diminishes as the frequencies increases with the 
strongest turbulence associated with the lowest frequencies. The 
scale lengths decrease as the frequencies increase with the larger 
scale lengths being seen at the lower frequencies. Rendering: 
Adam Willitsford 
8.3 Clear Air Turbulence - Temperature Gradient from a Hotplate 
In the previous example the turbulent flow was visible to the camera and 
to the eye because water vapor aerosols traced the gas flow. To image a scene 
that has known CAT, but is far less obvious, we consider a scene in strongly 
turbulent air but absent an aerosol tracer. Using the methodology of extracting 
images in the Fourier domain, we also sense fluctuations in the index of 
refraction due to air density changes as these disturbances subtly alter the 
detected signal. We consider first a case where these effects are very 
pronounced. 
We disturbed the observed optical path with a hotplate that was placed in 
front of a small-scale grid target seen in the left side of Figure 72. The black and 
white pattern was placed behind the turbulence to maximize the modulation of 
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the signal resulting from when the refraction in the air shifts image elements on 
and off the black and white boundaries as seen at the detector. To image the grid 
pattern, the high speed Pike camera was again operated at 107 frames/so The 
right side of Figure 72 shows the false color map of air above a hotplate with 
integrated 2-10 Hz components normalized against a constant flat background 
The signal-to-noise ratio in this spectral image was measured to be 8 dB for a 
strongly turbulent region. Turbulence is clearly seen, formed from the thermally 
driven inhomogeneities in the index of refraction of turbulent air in the large 
temperature gradient above the hotplate. A movie sequence, Supplemental 
Video 2, was created showing the real-time variation of the turbulence above the 
hotplate. Each frame is the result of a 107 image FFT, representing 1 s worth of 
data. To time resolve the sequence, each new frame created from the FFT was 
staggered by 3 frames to create a 0.03 s interval in each frame of the movie. 
The left portion of the image shows every 3 frames of the original video 
sequence while the right shows the frequency extracted images depicting the 
turbulence. 
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Figure 72. Thermal turbulence of a hotplate. (Left) Gray scale 
image of the hotplate and the black and white grid pattern. The 
black and white grid pattern was used to increase the modulation 
levels of the light. (Right) The integrated 2-10 Hz frequency 
intensity is shown for turbulence created above the hotplate. Blue 
denotes no turbulence and red is associated with the largest 
turbulence. Rendering: Adam Willitsford 
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8.4 Clear Air Turbulence - Temperature Gradient from a Candle 
Similar measurements can be made from turbulence resulting from the 
heated air above a candle. 
Figure 73. Thermal turbulence of a candle. (Left) Gray scale 
image of the candle and the black and white grid pattern. The 
black and white grid pattern was used to increase the modulation 
levels of the light. (Right) The normalized integrated 2-10 Hz 
frequency intensity is shown for turbulence created above a burning 
candle. Dark blue denotes no turbulence and red is associated with 
the largest turbulence. Rendering: Adam Willitsford 
1 
0.75 
0.5 
0.25 
o 
We disturbed the observed optical path with a candle that was placed in front of 
a small-scale grid target seen in the left side of Figure 73. To image the grid 
pattern, the high speed Photron camera was again operated at 500 frames/s and 
post-processed to 125 frames/s as previously described. The right side of Figure 
73 shows the false color map of air above a burning candle with integrated 2-10 
Hz components normalized against a constant flat background The signal-to-
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noise ratio in this spectral image was measured to be 14 dB for a strongly 
turbulent region. The color image shown is reduced in size by spatially binning 
8x8 areas to remove the grid pattern for purposes of clarity. Turbulence is clearly 
seen, formed from the thermally driven inhomogeneities in the index of refraction 
of turbulent air in the strong temperature gradient above the candle. A movie 
sequence, Supplemental Video 3, was created showing the real-time variation of 
the turbulence above the candle. Each frame is the result of a 125 image FFT, 
representing 1 s worth of data. To time resolve the sequence, each new frame 
created from the FFT was staggered by 1 frame to create a 0.008 s interval in 
each frame of the movie. The video was rendered at 60 frames per second so 
the resulting playback is reduced to approximately half speed. 
8.5 Clear Air Turbulence - Invisible Compressed Gas Flow 
The example of the hotplate is a clear demonstration of CAT imaging. 
However small turbulent fluctuations are still discernible in the individual camera 
frames, and they are sometimes perceivable to the eye. Much more subtle 
effects can be extracted that are visually imperceptible without processing. This 
is suggested by the low frequency rise in the background shown in Figure 69. To 
detect CAT that is both indiscernible in single video frames and to the eye, we 
used a flow of dry nitrogen in quiescent room air as a target. 
To eliminate any outside effects on our measurements, namely room air 
currents, we placed a cardboard tube, approximately 1.6 m in length, in the 
optical path. This shielded any outside flow from entering the optical path. We 
drilled a small hole at the midpoint of the tube to allow the injection of 
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compressed dry nitrogen to create turbulence along the line of sight Figure 74 
shows an increased amplitude in the low frequency spectrum through the tube 
when the compressed gas is injected (red line labeled "With Flow in Tube") as 
compared to the background measurement without the flow (black line labeled 
"No Flow in Tube"). The signal-to-noise ratio for the 2-10 Hz region is 8 dB. The 
peaks below 90 Hz seen in the background signal in Figure 74 coincide with 
frequencies measured by an accelerometer placed on the tubing. The 97 Hz 
signal may represent an organ pipe resonance in the tube which is open at both 
ends. We calculated the pipe resonance to be approximately 106 Hz only 8.5% 
difference from the measured value. Although not displayed in the graph, it is 
interesting to note that these measurements were repeated without the tubing in 
place. The removal of the tube gave us a measure of the room's inherent air 
turbulence. The frequency background spectra were comparable to the 
turbulence excited in a quiet tube. The turbulent flow inherent to the room was 
tracked to an air-handling register in the ceiling above the workspace. 
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Figure 74. CAT from a compressed flow of dry nitrogen. The black 
line denotes the non turbulent case with the tubing to reduce the 
effects of room air currents. The red line shows the turbulent case 
with nitrogen injected into the tube. 
The successful detection of the CAT indicates that modulations in light 
levels were present upon the introduction of gas into the tube. The modulation 
level was lower than previous examples since individual frames did not show 
obvious variations on playback, in contrast to the case with the hotplate. To 
spatially resolve the turbulence in the scene and see the evolution of the 
turbulence through time, the high speed camera was optimized to ensure the 
highest sensitivity possible. 
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The high speed Photron Fastcam was set up to image through the tube to 
our grid pattern at the far end of the tube. We recorded images at a rate of 
60,000 fps. At this speed the camera is limited to a maximum region of 128x128 
pixels. We recorded for a total of -6.5 s, limited by the cameras internal storage, 
yielding approximately 390,000 frames. Approximately halfway through 
acquisition (t~) we injected compressed air into the tube creating turbulent flow 
in clear air. To the eye there was no distinguishable change in the image, true 
clear air turbulence. To image this flow we post-processed the 390,000 frames 
in order to pull the clear air turbulence frequency spectra out of the noise. 
We have co-added 300 frames which increases the dynamic range of the 
camera from 10 bits to a little over 18 bits allowing close to the sensitivity of the 
single element sensor. This co-addition also reduces the effective frame rate to 
200 fps. As with the water vapor images, FFTs were performed on each time 
sequence for each pixel creating a single frequency spectral image representing 
the intensity of the 2-10 Hz region of the spectrum which was then normalized 
with the 0-2 Hz DC signal as previously described. 
We processed the data using 200 frames per FFT giving us a spectral bin 
width of 1 Hz and a temporal size of 1 s for each frequency spectral image. To 
see the evolution of the turbulence over time we staggered the initial frame of the 
200 frame length FFT by 10 frames which allows us to create a new frequency 
spectrum image every ten frames (0.1 second step between frames) for a total of 
111 frequency images over the entire acquisition time. We see the spatial 
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evolution of the turbulence in the scene associated with the 2-10 Hz frequency 
range when played back sequentially as shown in Supplemental Video 4. 
By injecting the turbulent flow halfway through a single acquisition we 
benefit by comparing cases of flow and no flow during the same image 
sequence. The evolution of the turbulence was clearly seen with our imaging 
and post-processing technique using the normalized integrated intensities 
associated with the 2-10 Hz components of the frequency spectrum. A 
measured signal-to-noise ratio for strong turbulence was 11 dB. Figure 75 
shows 9 images representing the 2-10 Hz normalized integrated intensity 
centered around the time indicated. The sharp increase in signal marks the initial 
formation of the turbulence at -3s. As the turbulence evolves, large scale 
structure is first seen which then breaks into smaller structure as theorized and 
modeled by Kolmogorov. [62] 
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Figure 75. Frequency Spectrum Images of CAT from a 
Compressed Flow of Nitrogen. Evolution of turbulence when air is 
injected into a tube at t =:: 3 s. Each image represents the 
normalized integrated intensity of 2-10 Hz, using a sliding time 
window of 1 second centered around each indicated time. Dark 
blue denotes no turbulence and red is associated with the largest 
turbulence. Turbulence first forms in the upper right section for the 
image where the nitrogen was injected. Eddies form quickly 
thereafter forming structures with smaller scale. Rendering: Adam 
Wi llitsford 
8.6 Conclusions 
We have demonstrated the ability to image CAT using high speed 
cameras and data processing methods that extend their dynamic range and 
sensitivity and utilize the frequency domain as a method to filter the turbulent 
signal. In addition, we have demonstrated that we are able to spatially resolve 
turbulence and place values on the relative intensities of turbulence throughout 
the scene. Our spatially resolved images in the frequency domain show the 
distinct characteristics of turbulence, namely the changes in signal and scale 
length. Our measurement is not limited to detecting the turbulence of an 
inhomogeneous gas, but can also measure CAT from a homogenous gas. This 
technique has the potential to be extended to applications including the passive 
detection of turbulence for aircraft safety on the runaway during take-off, and for 
aircraft in flight. This could help to increase the safety of aircraft by offering 
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additional early detection of turbulence. This method also has the potential to be 
used for detecting the turbulence associated with pipeline leaks that result in 
turbulent flow in the surrounding medium. 
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CHAPTER IX: 
SUMMARY, CONCLUSIONS AND FUTURE WORK 
9.1 Summary 
The work of this dissertation involved developing a new technique for the 
remote measurement of motion. The concept of analyzing the fluctuations of 
light intensities was explored. A model that describes this technique was 
developed and tested to show the relationship of the measured signal to physical 
parameter. Finally, the technique was tested with multiple applications to show 
feasibility of the technique to be used as a valid instrument for detecting and 
measuring motion. 
Many devices currently exist that aim to measure motion either through 
direct contact or by remote sensing. However each device suffers from its own 
limitations that hinder its ability to make a precise non-contacting measure of 
motion remotely, and at low cost. The applied research described here have 
been developed to do this and have been tested on several practical 
applications. 
Previous work has been done that shows that features of objects, or 
varying levels of contrast of objects, can be used to determine position with sub-
pixel accuracy. We have extended this concept and applied it to the 
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measurement of motion. There are distinct advantages of our new approach 
over others currently available, those being: it is passive, offers high dynamic 
range, it is suitable in dynamic lighting situations, and it is extremely sensitive to 
small displacements. 
We have developed this technique around two primary modes of data 
acquisition. One is a single element sensor that consists of imaging lens coupled 
to a fiber optical cable that directs the focused light to a photodiode. Its photo 
current is then amplified and digitized to 24-bit accuracy. The second system is 
composed of high dynamic range video technology that achieves the necessary 
bit depth by a combination of the co-addition of frames, regioning, and pixel 
binning, when necessary. 
The video technology was used to record the time varying images 
processed to produce eigenimages of the field of view. These images are able to 
show the principal frequency components of the scene over two spatial 
dimensions. Furthermore data cube sequences were produced that create a 
series of spatial images representing a time series of all the unique frequencies 
in the scene along with their spatial dimension, limited only by the optical system, 
sampling rate, and total data acquisition time. Work was done to show the 
feasibility of collecting and data processing these measurements in real time with 
the use of the GPU. 
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Finally the technique was applied to show the ability to make 
measurements on real systems in real-world conditions and return useful and 
accurate information. 
9.2 Conclusions 
The high dynamic range imaging methodology was shown to yield signals 
that are linearly proportional to displacement when measuring the motion of an 
edge. A comparison with a laser Doppler vibrometer yielded a calibration for 
operation with high dynamic range passively under room lighting conditions. 
It is possible to extend this measurement of displacement to a 
measurement of periodic motion of a vibrating source. Frequencies relating to 
motion have been identified and measured relating to the motion of the object 
being measured. In the case of the single element sensor, this has been done in 
real time to show the frequency spectrum. In the case of video technology, this 
depends on post processed data to reveal the frequency spectrum of each pixel 
and to create a three dimensional data cube where two dimensions are the 
spatial dimensions and the third is frequency. Each successive image plane in 
the cube shows the frequency response at that particular frequency 
Simultaneously across all points in the scene. The resulting data volume reveals 
dynamical information about each point in the scene. 
Although the video data was post-processed for this research, work was 
done to show the feasibility of processing in real time. An NVIDIA GPU was 
used to process thousands of Fast Fourier Tranforms (FFT's) in parallel. 
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Benchmark tests showed that the necessary number of FFT's of sufficient length 
could be done within the data acquisition window to allow real time processing of 
the video signals into frequency data cubes. This hardware would allow for data 
to be collected and processed in real time, a condition that would be useful for 
many applications. 
The technique was applied to the motion of the structure of bridges and 
shown to yield that the fundamental resonant frequencies at specific locations. In 
addition the displacement of bridge components under real traffic load can be 
determined and monitored in real-time. Similar measurements were performed 
on mechanical systems providing vibration analysis through non-contact optical 
sensing. Such measurements allow a remote determination of whether 
mechanical devices are operating normally. The technique was applied to 
biomedical problems and used to determine the blood pressure pulse profile 
simultaneously ant many multiple points on the body with a high degree of 
accuracy, rivaling current state of the art measurements that require contact or 
invasive sensors. Respiration rates of individuals were measured across a 
scene and it was shown that the individual subjects could be recognized and 
monitored simultaneously. Finally, the technique was applied to measure and 
characterize turbulence. The inertial sub-region of turbulence in a gas flow was 
measured revealing information about the structure of the turbulence, the energy 
it contains, and the rate of flow. Clear air turbulence was successfully detected 
and imaged as well. It was shown that these measurements show the dynamic 
evolution of turbulence. 
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9.3 Future Work 
More work will be done with the technology discussed in this dissertation 
to extend the scope of applications as well as refine the technology. Currently 
the system is known to make a measurement of displacement as accurate as 
that from an industry standard Doppler Laser Vibrometer. A next step will be to 
develop algorithms to make the system self calibrating based on features within 
the scene. More work will be performed with the GPU to integrate it into the 
workflow of data acquisition, processing and display so that the data is acquired 
and displayed seamlessly and usefully in real time. A system is envisioned 
where time series video is taken and displayed in 3 dimensions. The user could 
then select part or the entire image and have it transformed to show a specific 
frequency. Data would be acquired and processed in the GPU, in real time, 
within one software package. This system would be useful for field work to allow 
real time feedback in the data acquisition process, especially to structural health 
monitoring. 
Work to extend the scope beyond the applications described here will 
follow, since the ones described are by no means all inclusive. For example, 
data such as that collected from ttie drum head imaging could be of used in 
manufacturing for quality control. 
More work is presently planned with analyzing the structural health of 
bridges with both the single element sensor and video camera technology. A 
synchronized system of in situ strain gauges and accelerometers is being 
developed to further correlate the optical measurements with structural defects 
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and physical properties of the bridge. The system under development will allow 
for simultaneous measurements of strain, acceleration and displacement at 
many locations on a bridge. 
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