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Abstract:
This paper describes our chatbot system submitted to SLUD Dialogue System Live Competetion.
Our chatbot is based on a sequence-to-sequence (seq2seq) model, which returns a reply to a user's
utterance. In addition, to attract user's interest, we integrate four modules, (i) Trivia module (ii)
Quiz module, (iii) Pun recognition/generation module, and (iv) Virtual persona module. When
some specic words are included in user's utterances, one of the modules is selected and returns


















































































































































































文に対して，前処理として，辞書に NEologd 2 を追加
した mecab3 を用いて形態素解析をおこない，その後
1https://github.com/mlpnlp/mlpnlp-nmt このツールの実体














































































































































































































































































評価点 評価内容 人数 （ 割合 ）
1 とてもそう思う 5 （ 16.7% ）
2 そう思う 16 （ 53.3% ）
3 どちらとも言えない 5 （ 16.7% ）
4 そう思わない 4 （ 13.3% ）
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