Under the generalized Lindelöf Hypothesis in the t-and q-aspects, we bound exponential sums with coefficients of Dirichlet series belonging to a certain class. We use these estimates to establish a conditional result on squares of Hecke eigenvalues at Piatetski-Shapiro primes.
General assumptions
In this paper, we derive a conditional estimate for exponential sums of the form n∼N a n e(f (n)), where a n is the n-th coefficient of Dirichlet series F (s) whose twists with Dirichlet characters satisfy the generalized Lindelöf Hypothesis in the t-and q-aspects, and f (x) is a function having certain properties. As an application, we consider squares of Hecke eigenvalues at Piatetski-Shapiro primes. In the following, we state the required conditions on F (s) and f (x).
Conditions on the L-function:
We assume that F (s) = ∞ n=1 a n n −s is a Dirichlet series, absolutely convergent for ℜs > 1, which satisfies the following conditions a), b) and c). a) F (s) lies in the extended Selberg class of Dirichlet series which don't necessarily possess a functional equation, i.e. F (s) has the following properties.
(i) (Analiticity) There exists some m ∈ N such that (s − 1) m F (s) extends to an entire function of finite order.
(ii) (Ramanujan conjecture) a 1 = 1 and a n ≪ ε n ε for any ε > 0.
(iii) (Euler product) For ℜs > 1, the function F (s) can be written as a product over primes in the form a n χ(n)n −s for ℜs > 1.
Then (s − 1) m F (s, χ) extends to an entire function again.
c) The family of functions F (s, χ) satisfies the Lindelöf Hypothesis in the t-and q-aspects, i.e. F 1 2 + it, χ ≪ |tq| ε for all |t| 1, q ∈ N and characters χ mod q.
(1.1)
Conditions on f :
We assume that f : [1, ∞) → R satisfies the following conditions a)-f). a) f is three times continuously differentiable. b) f is monotonically increasing.
Results
Our first result is the following.
Then, under the conditions in section 1, we have
We note that the above bounds are non-trivial if ε < η/11 and N is large enough.
With applications in mind, we also prove the following modification of Theorem 1.
Theorem 2. Let m ∈ N. Then, under the conditions in Theorem 1 and section 1, we have
Let now G be a Hecke eigenform of weight κ for the full modular group SL 2 (Z). By λ(n) we denote the normalized n-th Fourier coefficient of G, i.e.
for ℑz > 0, and λ(1) = 1.
These Hecke eigenvalues satisfy the multiplicative property
and the Ramanujan conjecture
We note that by multiplying out the right-hand side, we get
where the coefficients of the Dirichlet series on the right-hand side satisfy a n = λ n 2 for any squarefree n. Moreover, it is well-known that L(Sym 2 G, s) lies in the Selberg class and hence satisfies condition a) in section 1.
More generally, for any Dirichlet character χ let L(Sym 2 G ⊗ χ, s) be the symmetric square L-function for G twisted with χ, defined by
As a consequence of the work of Shimura [5] , L Sym 2 G ⊗ χ, s extends analytically to the whole complex plane and hence satisfies condition b) in section 1. If χ is primitive, then L Sym 2 G ⊗ χ, s even lies in the Selberg class.
The Lindelöf Hypothesis in the t-and q-aspects for the family of L-functions L Sym
We note that it can be deduced from Theorem 1 in [2] that (2.4) holds if L Sym 2 G ⊗ χ, s satisfies the Riemann Hypothesis for all primitive characters χ.
In [1] , we bounded the average of λ(p) at Piatetski-Shapiro primes, i.e. primes of the form p = [n c ] with n ∈ N and c > 1 fixed. The c-range for which we obtained a non-trivial result was 1 < c < 8/7. In this range, we proved that 5) where here as in the sequel, P is the set of primes. We posed the question if also an asymptotic estimate for the average of the squares of these Hecke eigenvalues at Piatetski-Shapiro can be established. Employing Theorem 2, we shall prove the following conditional result.
Theorem 3. Let 1 < c < 25/24 be fixed and P be the set of primes. Assume that (2.4) holds. Then we have
According to [1] , Theorem 3 and (2.5) imply the following result on the sign changes of λ(p) at Piatetski-Shapiro primes p. We point out that the full strength of the Lindelöf hypothesis is not required to obtain nontrivial bounds for the exponential sums in question. However, in this paper, we want to establish the strongest possible result that our method allows.
Farey dissection
Our goal is to establish a non-trivial bound for the exponential sum n∼N a n e(f (n)) in Theorem 1. To this end, we shall split this exponential sum into short subsums using a Farey dissection of a certain interval. We note that the splitting of the summation interval in the present paper differs from that in [1] . It will become clear in the next section why it is advantageous to split the summation interval as described below.
For
By the condition f) on f in section 1, we have
Hence, h(x) is monotonically increasing or decreasing. In the sequel, we assume without loss of generality that h(x) is monotonically decreasing (in particular, if f (x) is defined as in (10.7) in section 10, then h(x) will have this property). Let Q be a real parameter with
to be chosen later. Now we make a Farey dissection of level Q of the interval [h(N ′ ), h(N )) (for details on Farey intervals, see [1] , for example). In this way, we write [h(N ′ ), h(N )) as the disjoint union of intervals of the form
where
Q and (q, l) = 1. Projecting these intervals back into (N, N ′ ] under the map h −1 , we get intervals of the form
by (3.2) and the conditions b) and c) on f in section 1.
In the following sections, we shall estimate the subsums
a n e(f (n)).
Approximation of f and partial summation
In (x 0 − m 1 , x 0 + m 2 ], we now approximate the function f (x) by
Using the definition of h(x) in (3.1), It follows that
Hence, applying Taylor's theorem to approximate (f − g) ′ (x) near x 0 , we have
by our conditions on f . Hence,
.
Using partial summation, we deduce that
a n e(g(n))−
a n e(g(n))
a n e(g(n)) . Thus we have replaced the function f (x) by g(x). The exponential sum with g(n) in place of f (n) can now be related to the functions F (s, χ). This will be done in the next sections.
In [1] , we approximated the function f (x) just by a linear function of the form
in an interval around the point x 0 = f ′−1 (l/q). However, in this way one can just force the first derivative of g(x) to agree with that of f (x) at the point at x = x 0 . The approximation of f (x) by the function g(x) defined in (4.1) allows to force the first and the second derivatives of g(x) and f (x) to agree at x = x 0 . This reduces the error in the approximation substantially and is the key point of this paper.
5 Rewriting n a n e(g(n)) using multiplicative characters
We have
We break the sum over n as follows.
Now we write the additive character in the last line using multiplicative characters in the form
It follows that
6 Reduction to F (s, χ)
Using Perron's formula and the Ramanujan conjecture, a n ≪ n ε , we have
for c = 1 + 1/ log N and T 0 1, where we recall that
Next, we relate the Dirichlet series in the integrand to F (s, χ). Since F (s) has an Euler product, the coefficients a n of F (s) are multiplicative in n. Hence, for ℜs > 1, we have
where s(n) is the largest squarefree number dividing n, and we may write
is the prime number factorization of d. Further,
Hence, the integral on the right-hand side of (6.1) takes the form
(6.3)
Estimation of the integral
We shall need a bound for G d (s, χ) if ℜs 1/2, which we establish in the following. By the Ramanujan conjecture, a n ≪ n ε , we have
and by axiom (iii) (Euler product) for F (s), we therefore have
where b p k (k = 0, 1, ...) are suitable coefficients satisfying
From the above estimates, we deduce that
Furthermore, using conditions b) and c) on F (s, χ) in section 1 together with the Phragmen-Lindelöf principle, we have
Thus,
Now we bound the integral on the right-hand side of (6.3), where we suppose that
Using Cauchy's integral theorem, we then have
(7.4) From (6.2), (7.2), (7.3), (7.4) and d|q, we deduce that
Proof of Theorem 1
Now we choose
We note that
by (5.2), x 0 ≍ N and our conditions of f . Hence, by (2.1), the condition (7.3) is satisfied if N is large enough. From (2.1), (6.1), (6.3), (7.5), (8.1), (8.2) and d N (by d|q, q Q and (3.3)), we deduce that
Plugging this into (5.3), and using ϕ(q/d) ≫ q 1−ε /d and |τ (χ)| q/d, we obtain
This together with (4.2) and (5.1) yields
In section 3, we have divided the interval [h(N ′ ), h(N )) into Farey intervals around fractions l/q with
Hence, summing the contributions of the short sums in (8.4) over all relevant q and l, we get
Now we choose
Thus we get n∼N a n e(f (n)) ≪ N 19/22+ε f (N ) 1/11 , which completes the proof.
Proof of Theorem 2
Theorem 2 can be proved along similar lines as Theorem 1. The arguments in sections 3-5 carry over completely. We are then led to the sum
in place of the sum
considered in sections 6-8. We now use the fact that a n is multiplicative in n to rewrite the sum in question in the form
where χ 1 (n) = χ(n)χ 0 (n), χ 0 (n) being the principal character modulo dm. Similarly as in section 6, we relate the sum over n on the right-hand side to the corresponding Dirichlet series, which we write in the form
By a n ≪ n ε and (7.1), the product on the right-hand side converges absolutely and uniformly in every compact subset S of the half plane ℜs > 1/2. Hence, the function H(s, χ 1 ) is entire there. Moreover, |H(s, χ 1 )| is bounded by a constant C(ε) if ℜs 1/2 + ε. The rest of the proof follows the arguments in the proof of Theorem 1, where the function G d (s, χ) is replaced by H(s, χ 1 ), and in the application of Cauchy's integral theorem, the line of integration is shifted to ℜs = 1/2 + ε instead of ℜs = 1/2.
Proof of Theorem 3
The general procedure of the proof will be similar as in [1] , where we bounded the sum
Therefore, we will be very brief in general and go into details only in the parts where the proof of Theorem 3 deviates substantially from that of Theorem 1 in [1] . First, we use the well-known relation
Hence, we have
The ordinary Piatetski-Shapiro prime number theorem (see [1] , for example) tells us that
for every fixed c in the range in Theorem 3. It remains to estimate the second sum on the right-hand side of (10.1). We write this sum in the form
with a n as in (2.3). Clearly, it now suffices to bound the sum
where Λ(n) is the von Mangoldt function. Similarly as in [1] , we pull out a main term which we estimate using an analogue of the prime number theorem for λ(p 2 ). Then we reduce the error term to exponential sums as in [1] and treat the von Mangoldt function appearing in them using a Vaughan-type identity due to Heath-Brown (Lemma 4 in [1] ). This leads to type I and type II sums. In [1] , we then used the decomposition in (2.2) to separate the summation variables m and n in the said type I and type II sums. The decomposition of b mn needed here is simpler since we have
due to the appearance of the Möbius function in the definition of b n . Now the type I and type II sums take the form Here C h , A m and B n are general coefficients of size ≪ N ε , and b n is defined as in (10.2). We remove the coprimality condition (m, n) = 1 in K and L using Möbius inversion, getting Now applying Theorem 2 with f (n) defined as above and a n defined as in (2.3) to the inner sum over n on the right-hand side of (10.3), we get n∼Y (m,n)=1
b n e (h(mn) γ ) = n∼Y (m,n)=1 µ 2 (n)a n e (h(mn) γ ) ≪ H provided that 24/25 < γ < 1 and η is sufficiently small. The rest of the proof is similar as in section 12 in [1] . We note that the range 1 < c < 25/24 in Theorem 3 comes from the above condition 24/25 < γ < 1.
