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Introduction
Many economic studies aim to determine the driving factors of economic growth. Following the seminal work of Kormendi and Meguire (1985) and Barro (1991) , an important tool in this endeavor has been the cross-country growth regression, i.e. the use of regression analysis to determine what variables are correlated with economic growth in a cross-section of countries. The literature has identified two major problems with this technique. The first is that there is only a limited number of countries and a potentially very large number of variables to explain economic growth. The decision of which variables to include in the regression therefore has a strong influence on the conclusions that are drawn from the analysis. Since this decision is often guided by nothing but the whim of the researcher, there is no guarantee that these conclusions are not the product of data mining and selective presentation of data (see Leamer (1983) and Geweke (2005, sections 8.4 and 8.5) ).
The second objection raised against cross-country growth regression is that most studies unreasonably restrict attention to the set of linear regression models. The linear regression model complies with the classical Solow model (see Mankiw et al., 1992) which specifies that log output is an additive linear function of technology, capital and labor. However, a range of new growth models, collectively known as new growth theory, pose the existence of multiple steady states in economic growth (see Aghion et al., 1999) . Although these models typically specify the growth path of each country to be linear in its variables, the slopes of the growth path depend on which steady state the country is in. Since the steady state of a country depends on its initial conditions, such as its level of economic development and human capital, the process determining economic growth in these models is nonlinear in the regressors.
Both issues have received much discussion in the literature, however only rarely in the same paper. Yet, a joint treatment of these two sources of model uncertainty is absolutely essential: Variable selection methods do not necessarily select the same variables under different model specifications, and evidence of nonlinearity may not hold up under different variable selections. To examine these issues, this paper presents an integrated analysis of variable selection and functional form specification in cross-country growth regressions. We perform this joint treatment by extending the linear growth regression model to explicitly allow for multiple-regime parameter heterogeneity as suggested by new growth theory, while simultaneously addressing the variable selection problem by performing a Bayesian model averaging. Estimating the new models on the data set of Sala-i-Martin et al. (2004) provides evidence of multiple-regime parameter heterogeneity of the type predicted by new growth theory and empirically documented by Durlauf and Johnson (1995) and Liu and Stengos (1999) . In addition, we find that many of the explanatory variables indicated by the literature do not have robust marginal effects across countries when allowing for a more flexible model specification, contradicting the results of Minier (2007) . Our results offer some new insights into the form of the parameter heterogeneity in the growth data and we discuss its connection to phenomena like the natural resources curse.
The outline of the remainder of this paper is as follows. Section 2 provides a short review of the existing literature on growth regression. The statistical methodology of the paper is explained in Section 3, where we introduce a new set of models that allows for multipleregime nonlinearity. In Section 4 we present the estimation results for these models and compare them with the linear model specification. Finally, Section 5 concludes.
Robustness in growth regressions
The large body of literature on cross-country growth regression started with the work of Kormendi and Meguire (1985) , Grier and Tullock (1989) and Barro (1991) . Since then the literature has identified a large number of variables correlated to economic growth. However, these variables were not discovered by the analysis of an ever greater amount of data, but rather by the specification of an ever greater amount of different models, casting doubt onto the statistical validity of these findings. Attention to this problem was first raised by the influential paper of Levine and Renelt (1992) , who investigated the robustness of earlier findings to different model specifications by employing a variant of the extreme bounds analysis of Leamer (1983) . This analysis proceeds by estimating the coefficient of a regressor in many different linear regression models, each controlling for a different subset of regressors, and analyzing the different results. If the regressor of interest is found to be significantly different from zero in each regression, with the same sign, the influence of the regressor is called robust. Otherwise it is called fragile. Levine and Renelt (1992) (henceforth LR) found that many of the relationships uncovered in earlier work on growth were in fact fragile.
The paper by LR was followed by many responses from the growth community. Although widely appreciated for bringing attention to the explosion of different model specifications in the growth literature, its methodology received criticism from several authors. An influential response was the one by Sala-i-Martin (1997) , who argued that the extreme bounds approach was overly stringent. An important property of the approach is that a negative result from a single model specification can potentially negate the positive results from a much larger number of models, even if those other models fit the data much better. Sala-i-Martin argued that this property, combined with the large number of different model specifications, was almost guaranteed to produce the negative results reported by LR. As an alternative method of providing robust inference, he proposed to instead look at the average result of the regressions, with each model receiving a weight proportional to its data likelihood. His follow-up paper (Sala-i-Martin et al., 2004) further developed this approach by deriving a new weighting method based on Bayesian model averaging. Another contribution using the concept of model averaging is Fernandez et al. (2001b) who presented a similar analysis.
A second criticism the LR study received is that it unreasonably restricted attention to the set of linear models, while new growth theory predicts a nonlinear relationship between growth and the explanatory variables. This criticism was backed up by empirical evidence provided by Durlauf and Johnson (1995) , among many others, who documented the existence of multiple-regime parameter heterogeneity. By performing a tree regression, they allocated the countries in their data set into multiple regimes based on initial conditions related to the levels of economic development and human capital of the country. Liu and Stengos (1999) confirmed these results by estimating a classical semi-parametric model on the LR dataset, modeling the same kind of multiple-regime nonlinearity. They found that their nonlinear model improved upon the linear specification. Additional evidence in support of heterogeneity was found by Paap et al. (2005) and Basturk et al. (2010) who modeled economic growth using mixtures of linear regression models. While these studies took into account the uncertainty in the functional form of the growth equation, they considered only small fixed sets of explanatory variables, ignoring the uncertainty in the variable selection process.
To the author's knowledge, Minier (2007) and Cuaresma and Doppelhofer (2007) are the only attempts to date at combining both sources of uncertainty in an analysis. Minier (2007) investigated the influence of nonlinearities in the fragile variables of LR by repeating their analysis, but subsequently introducing quadratic and interaction terms into the specification as well as allowing for different growth regimes by splitting the sample according to initial conditions. By doing so, several more variables relating to fiscal policy appeared robust in her specification compared to the original LR analysis. However, in determining the robustness of the variables she only looked at the parameters of the linear terms, ignoring the coefficients of the higher order regressors. This ignores the fact that, through the quadratic and interaction terms, the 'robust' regressors may very well have marginal effects with different signs in different specifications, which makes her conclusions difficult to compare with the original LR results. Cuaresma and Doppelhofer (2007) extended the approach of Sala-i-Martin et al. (2004) to allow for threshold effects in the model specification. Similar to the analyis of Durlauf and Johnson (1995) , they effectively split the sample based on explanatory variables, but instead of defining the splitting thresholds a priori they estimated them together with the regression coefficients. Using this approach, they performed Bayesian model averaging over the subset of variables found to be robustly correlated to growth by Sala-i-Martin et al. (2004) . Contrary to the results of Durlauf and Johnson (1995) , Liu and Stengos (1999) and others they did not find much evidence for nonlinearity. It is worth investigating whether this is due to their particular model specification or their (limited) consideration of variable selection uncertainty. In addition, a further investigation into the influence of possible nonlinearities on the variable selection problem is needed.
Statistical Methodology
Following the tradition of the growth literature, as exemplified by Barro (1991) , Levine and Renelt (1992) , Sala-i-Martin et al. (2004) and many others, we will consider linear regression models of the form
where y i is the i-th country's long term growth rate, {x i,1 , ..., x i,p } is a collection of p explanatory variables, α is an intercept, {β i,1 , ..., β i,p } is a collection of (possibly countryspecific) regression coefficients and i is an error term. Most recent work on growth regressions has focused on the selection of explanatory variables to include in this model (Fernandez et al. (2001b) , Sala-i-Martin et al. (2004)) or on the specification of countryspecific parameters (Kalaitzidakis et al. (2000) , Minier (2007) , Paap et al. (2005) , Basturk et al. (2010) , Maasoumi et al. (2007) ). A rigorous regression analysis of cross-country growth data should simultaneously take into account both of these sources of uncertainty. Bayesian analysis is ideally suited for this task as it offers a systematic method of quantifying this uncertainty that is not offered by classical statistics. Indeed, the majority of the literature dealing with these issues in growth regressions builds on the Bayesian framework (e.g. Levine and Renelt (1992) , Sala-i-Martin (1997), Fernandez et al. (2001b) , Sala-i-Martin et al. (2004), Minier (2007) and many others).
Prior specification for the regression parameters
The uncertainty due to the unknown β parameters can be quantified in terms of a prior distribution. Since the model (1) contains more parameters than we have observations, the specification of this prior distribution will have an important effect on our analysis. The earlier studies by Sala-i-Martin (1997), Fernandez et al. (2001b) and Sala-i-Martin et al. (2004) all assume that the model parameters are the same across countries. Subject to this constraint, they use the popular conjugate g-prior introduced by Zellner (1986) to complete the specification. The advantage of this prior is its analytical tractability and its invariance to the scale of the regressors. Stacking the {β i,1 , ..., β i,p } parameters into a vector β, this prior is given by
where X is the matrix of explanatory variables included in the model and g is a parameter to be set by the researcher. Sala-i-Martin et al. (2004) set g = 1/n and then take an approximation based on the sample size n becoming large. Alternatively, Fernandez et al. (2001b) set the g parameter to 1/k 2 , where k is the number of candidate regressors. They choose this constant because they find it generally leads to good estimation results, as they show in Fernandez et al. (2001a) . We choose g = 1/n as this choice has the intuitively attractive property of keeping the scale of the prior variance constant when the sample size changes.
The assumption that all countries have the same parameters is consistent with the Solow model, as discussed in the introduction, but not with new growth theory. According to new growth theory, countries end up in different growth regimes when they are subject to different initial conditions. These different regimes create nonlinearities in the growth data, as documented by Durlauf and Johnson (1995) , Liu and Stengos (1999) , Kalaitzidakis et al. (2000) , Minier (2007) and others. A prior specification that puts 100% probability on the parameters being equal across countries seems unreasonably dogmatic as it completely rules out such nonlinearities a priori. Here we present one way of allocating prior probability to new growth theory. To facilitate comparison we start out by adopting (2) as the marginal prior distribution for the country specific parameters β i as in the earlier studies. However, instead of making the classical assumption that the parameters are equal across countries, we follow new growth theory in allowing them to vary according to initial conditions. This is the intuition behind the work of Durlauf and Johnson (1995) and Minier (2007) , who split the sample according to initial output and human capital and find evidence of parameter heterogeneity between the different groups. A problem with this approach is that it is not clear a priori at what level the sample should be split or how many of these splits should be made. This makes it hard to do derive statistical conclusions from such a procedure, as discussed by Durlauf and Johnson (1995) . Instead, we formalize the intuition of new growth theory by introducing prior covariances between the country-specific parameter vectors
where ρ i,j is the prior correlation between the parameters for country i and country j. In other words, we specify a joint multivariate normal prior for all β parameters.
where ρ is the matrix of all cross-country correlations ρ i,j . New growth theory suggests that countries with similar initial conditions are likely to have similar parameters. Of these initial conditions, output and human capital are believed to be the most important (e.g. Durlauf and Johnson (1995) , Liu and Stengos (1999) , Minier (2007) ). We formalize this idea by specifying ρ i,j as a Gaussian distance function containing measures for output and human capital.
where O denotes log initial GDP per capita and H denotes initial human capital as captured by the level of higher education enrollment, although using primary schooling instead turns out to give very similar results. Conditional on the α, γ and σ 2 parameters, our prior for economic growth as a function of the explanatory variables now corresponds to the following Gaussian process.
A Gaussian process is a stochastic process of which any finite dimensional distribution is distributed according to a (multivariate) Gaussian. Our conditional prior distribution for the vector of growth rates corresponding to the countries in the sample is thus the following multivariate normal distribution
where ι is a vector of ones. Gaussian processes can be used to specify very flexible prior specifications that allow for nonlinearities while remaining analytically tractable. For this reason they are becoming increasingly popular, especially in the field of machine learning, see e.g. Rasmussen and Williams (2006) . By adapting the covariance function K(x i , x i ), the approach presented here can easily be modified to allow for almost any form of nonlinearity. One such way of specifying the covariance function is the method of Koop and Poirier (2004) , who explicitly discuss the specification of variants of commonly used classical semi-parametric methods in this form.
The prior cross-country correlations ρ i,j are determined by the γ parameter through equation (5). This parameter is somewhat difficult to interpret directly, but it has a simple one-to-one relationship with the median of the correlations ρ i,j .
whered is the median of the 'distances'
. If the median prior correlationρ is set to one, then γ is equal to zero, all β i parameters are assumed to be equal and our model reduces to the linear model specification of Fernandez et al. (2001b) and Sala-i-Martin et al. (2004) . If on the other handρ is set to zero, γ is infinite and the regression coefficients of the different countries are assumed to be completely independent. We would like to infer the right amount of dependence from the data and we therefore assume a uniform prior onρ, which implies an exponential prior on γ.ρ
Finally, we finish the prior specification by adopting standard non-informative priors for the remaining parameters α and σ 2 as is often suggested in the literature on Bayesian model averaging (e.g. Fernandez et al., 2001a) .
Conditional on X andρ, the proportional marginal data likelihood and posterior distributions can now be obtained analytically by treating the uninformative prior on α as the limit of a normal distribution, i.e. α ∼ N (0, δ) with δ → ∞. Applying the matrix determinant lemma and Sherman-Morrison formula to the covariance matrix of y then leads to the following expression for the marginal likelihood.
where B = Σ/σ 2 is proportional to the covariance matrix and n is the number of observations in y. A similar derivation shows that the posterior distribution for σ 2 is inverted Gamma and that for β multivariate Student's t.
where p is the number of explanatory variables in the model, and C is proportional to the prior covariance between β and y, characterized by C i+pm,j = ρ m+1,j [(gX X)
Variable selection
A second source of uncertainty is the problem of selecting regressors to include in the model. The data set we consider contains 88 countries and a list of 67 potential explanatory variables, giving 2 67 different possible subsets of regressors to include in our model. All of these variables can reasonably be expected to influence economic growth and we cannot be sure a priori which subset of variables we should use. In such cases we can proceed by assigning a prior probability P(m j ) to each of these different models, representing our assessment of the probability of that model being correct before having seen the data. Given the data y = {y 1 , ..., y n }, we can then obtain posterior model probabilities by applying Bayes' rule.
where P(y|m j ) is the likelihood of the data under model j. Our final conclusions about economic growth can then be obtained by averaging over all models and weighing each model by its posterior probability P(m j |y). This procedure is known as Bayesian model averaging (see Mitchell and Beauchamp (1988) and Raftery et al. (1997) ) and was also used by Sala-i-Martin (1997), Fernandez et al. (2001b) and Sala-i-Martin et al. (2004) to study economic growth. Following these earlier studies, we specify prior model probabilities by assigning an independent prior inclusion probability ofk/k to each regressor, wherek is the a priori expected model size and k is the number of candidate regressors. As in Sala-i-Martin et al. (2004), we setk equal to 7.
Posterior inference
Conditional on the median correlationρ and the selection of variables to include in the regression, the marginal data likelihood and the parameter posterior distributions can be calculated analytically. However, considering all possible subsets of explanatory variables, the full model space now contains 2 67 ≈ 1.5 * 10 20 different models, which makes it impossible to explicitly average over all candidate models. Fortunately, the work by Fernandez et al. (2001b) and Sala-i-Martin et al. (2004) suggests that the posterior probability mass is typically concentrated in a relatively small fraction of these models, making it feasible to simulate from the posterior distribution over models. To accomplish this, we use the MC 3 methodology of Madigan and York (1995) , which is a Metropolis-Hastings algorithm on the model space. The MC 3 algorithm uses a uniform proposal distribution on the model space containing the current model and all models obtained by adding or removing a regressor. By using the stochastic Metropolis-Hastings acceptance criterion, the algorithm is ensured to have the posterior distribution over models as its stationary distribution. After each MC 3 step, we draw a new proposal value forρ from its prior in an independence chain Metropolis-Hastings step.
Data
We estimate the new nonlinear models on the data set of Sala-i-Martin et al. (2004), which is a collection of the variables examined in earlier studies. All variables in this data set were measured at the beginning of the sample period (1960) in order to avoid endogeneity problems, with the exception of the variables related to war, inflation and the openness of the economy. In addition, some countries and variables were excluded because of the need for a 'balanced' data set, i.e. a data set where all regressors are observed for all countries. After this selection process, the data set contains 88 countries, each with data on GDP growth and 67 explanatory variables. The data set contains countries in different stages of development and with a wide geographic dispersion. The explanatory variables cover a wide range of different factors, including data on economic development, social issues, health, geography, politics, education and more. The list of variables is given along with a summary of the posterior results in Section 4.2. For further discussion of the data as well as a list of sources we refer the reader to Sala-i- Martin et al. (2004) .
Results
Eleven million draws were generated from the posterior distribution over models and over ρ, of which the first million were discarded as burn-in. The remaining draws contain 120 thousand unique model specifications. By numerically integrating outρ from the likelihood for these specifications we can compare the exact proportional posterior probabilities of these models to the number of times they were sampled (see Ley and Steel, 2009) . The correlation between these measures is extremely close to one, indicating convergence of the sampling procedure. In addition, the trace plots forρ, the model size, and the different variable inclusion indicators support this conclusion. The posterior correlation betweenρ and the model size is -0.027, indicating no strong relationship overall between cross-country correlation and the number of regressors in the model. However, we find that those draws withρ very close to one do have a somewhat smaller model size. Using the methodology of George and McCulloch (1997) we find that 10 million draws is enough to cover about 70% of the posterior model probability if we keepρ fixed. Since the correlation betweenρ and the model size is low we expect to have covered a similar percentage in the analysis presented here.
Evidence for parameter heterogeneity
The posterior distribution of the median correlationρ, displayed in Figure 3 , shows that the data support a median cross-country correlation of around 0.75. The posterior density is low at bothρ = 0 andρ = 1, indicating that the regression coefficients are most likely not independent, but also not equal across countries. A formal test of the linear model specification against the new model can be performed by constructing a Bayes Factor p(y|ρ = 1)/p(y). By considering this Bayes Factor as a Savage-Dickey density ratio (Dickey (1971) , Verdinelli and Wasserman (1995) ) we can see that it reduces to p(ρ|y)|ρ =1 , the posterior density atρ = 1. This density can be calculated accurately using the method of Chib and Jeliazkov (2001) and it turns out to be 1.15 * 10 −4 , providing strong evidence in support of parameter heterogeneity. This result is consistent with the conclusions of Durlauf and Johnson (1995) and Liu and Stengos (1999) who have documented this type of nonlinearity before.
One might suspect that the nonlinear models have an unfair advantage in this comparison since they always include an (indirect) influence of the variables for initial GDP and higher education regardless of the variable selection, while the linear models do not. However, restricting the linear models to always include these variables does not substantially increase their posterior probability. In addition, we find that the posterior distribution for ρ is robust to changes in the prior parameters g andk. For example, using g = 1/k 2 and k = k/2 as in Fernandez et al. (2001b) produces a very similar posterior distribution forρ, with similar evidence in favor of multiple regime parameter heterogeneity. The posterior distribution of the model size is more strongly affected by changes in g and k, see Ley and Steel (2010) .
Posterior summary regression coefficients
The posterior distribution of the regression coefficients β is a mixture of multivariate Student's t densities, depending on the sampledρ and variable selections, and can be obtained analytically from equation (12). The characteristics of this posterior distribution are summarized in Table 1 . The first column of the table lists the posterior inclusion probability of each variable, i.e. the sum of the posterior probabilities of all models including that variable. Conditional on the inclusion of each regressor, the table lists the expected average parameter for that regressor across countries, along with its posterior standard deviation. This gives us a sense of the average directional effect of each explanatory variable and facilitates comparison with the earlier studies. Using the terminology of the preceding literature, a regressor can be considered robust if the bulk of the posterior mass of its average parameter lies either above or below zero. In order to determine this, the posterior confidence for the sign of the average parameter of each regressor is reported, which Sala-i- Martin et al. (2004) called the 'sign certainty probability'. Also reported are the expected number of countries with a parameter of this sign and the number of countries that have at least a 90% posterior probability of having a parameter of this sign.
The reported regressors are ordered according to posterior inclusion probability. The variables that were found to be 'significant' by Sala-i-Martin et al. (2004) are printed in bold face to facilitate comparison. These variables are the ones for which they find a higher posterior inclusion probability than the prior inclusion probability. In their results, most of these variables also have a sign certainty probability above 0.975 and are thus considered 'robust'. The variables with increased inclusion probability under our specification are separated from the others by a horizontal line. The results of our model averaging confirm the general conclusion of Fernandez et al. (2001b) and Sala-i-Martin et al. (2004) , indicating the importance of a number of the same variables. Most of these variables also have average parameter estimates of the same sign as those in the earlier studies. However, we also find some important differences. The most striking difference is that in the earlier studies there was a very strong positive correlation between inclusion probability and sign certainty. For example, in the analysis of Sala-iMartin et al. (2004) the twenty variables with the highest inclusion probability are also the twenty variables with the highest sign certainty. In our analysis this is very different: a number of variables have a high inclusion probability despite having low sign certainty and several variables with high sign certainty have a low posterior inclusion probability. On average, the sign certainty is slightly decreased. This difference is a direct result of allowing the parameters of the variables to differ over countries. In the linear model specification only those variables that have a similar effect across countries are likely to be included, while in our specification also variables with heterogeneous effects can have predictive power.
In addition to a somewhat reduced sign certainty for the average parameters, the two last columns of the table show that the parameter estimates for each country individually are much less certain than under the linear model specification and that the expected signs of the parameters may differ strongly over countries. This means that many of the variables found to be robust in earlier studies do not have robust marginal effects across countries and variable selections under our model specification. Although this is to be expected when allowing the variables to be country-dependent, it contradicts the findings of Minier (2007) who finds that allowing for nonlinearity makes the parameter estimates more robust. However, as already discussed in Section 2, those results are based on only the linear components of the model and not on the full marginal relationships which makes comparison difficult. Interestingly, we do confirm the finding of Minier (2007) that variables related to fiscal policy become more important (in terms of inclusion probability) when allowing for nonlinearity. Examples of this are the government consumption share, the government share of GDP, and the public investment share.
As in the earlier studies, the variable with the highest posterior inclusion probability is the dummy for East Asian countries. The influence of this dummy variable reflects the high rate of economic growth in this region during the sample period. This dummy variable has a high correlation with the fraction of the population that is Confucian, which also belongs to the significant variables of Sala-i-Martin et al. (2004) . However, with the current specification the East Asian dummy seems to be sufficient to explain the growth of the countries in this region, giving the Confucian variable a much lower inclusion probability. The East Asian dummy is a good example of the importance of geographic location to economic growth, as are the variables for the fraction of tropical area and the air distance to big cities. Also consistent with the earlier studies are the findings that education (primary schooling), investment (investment price, public investment share) and health (life expectancy, Malaria prevalence) are important to economic growth.
Parameter posterior means
Since the parameters in our specification are allowed to vary with GDP and higher education, the posterior means of the parameters are functions of these initial conditions. These posterior mean functions are summarized in Table 4 .2, but this summary does not fully describe the heterogeneity present in the posterior mean functions of the parameters.
To offer a more detailed look at this heterogeneity, this section shows and discusses the full posterior mean functions of selected regressors, conditional on inclusion. The variance around these posterior mean functions is reasonably high in most cases, so the comments below are mostly illustrative.
Initial GDP Investment Price
The first posterior mean function shown is that for the initial log GDP. The graph shows that the marginal effect of initial GDP on growth is largely negative, but that as initial GDP rises the marginal effect rises with it. This shows that the nonlinearity in this variable, found in several earlier studies, does not come only from its interaction with the other variables but also through its direct relationship with economic growth. In addition, the marginal effect of initial GDP seems to go up with the level of education, indicating that rich countries did better when they had a high level of education.
The second parameter shown concerns the investment price. The price of investment is important in determining economic growth, judging by the high posterior inclusion probability for this variable. High costs of investment are detrimental to economic growth as indicated by the negative posterior mean for the coefficient of this variable and its high sign certainty. The posterior mean graph shows that this negative effect is present for most of the countries in the sample.
Fertility Fraction population under 15
The posterior means of the parameters for the fertility variable and the fraction of the population under 15 have similar patterns, indicating that these variable might represent the same underlying effect. The positive posterior means for the average parameters for these variables suggest that having a young population promotes economic growth, presumably because it means that these countries had a large labor force during the sample period. This is further supported by the negative posterior mean for the average coefficient of the fraction of the population over 65.
Fraction GDP in mining
Openness economy
An interesting difference between our results and those of Sala-i-Martin et al. (2004) is the sign of the posterior mean of the average parameter for fraction GDP in mining. They find a positive relationship with high sign certainty while we estimate the average parameter to be negative. The latter is consistent with the popular idea that large endowments of natural resources are associated with rent-seeking and low growth, known as the 'natural resources curse' (see Sachs and Warner, 2001) . This difference can be explained by the strong parameter heterogeneity shown in the graph above. While most countries with large endowments of natural resources indeed seem to grow more slowly, a few countries with high mining activity actually experienced very high growth rates. Examples include Chile and Saudi Arabia, which both had high initial GDP and low education, explaining the positive posterior mean in the right corner of the graph. The posterior mean is also very high for countries with low education and low initial GDP. This effect is most likely caused in large part by Botswana, the country with the highest share of GDP from mining in the sample. This country has successfully managed to exploit the diamonds found in its territory and has experienced extremely high growth rates. This result provides a powerful argument in favor of parameter heterogeneity as this finding is clearly not just a statistical anomaly: Botswana, Chile and Saudi Arabia really do benefit from their natural resources, while for other countries the case for the natural resources curse is quite strong.
The openness of the economy also has a very interesting pattern of parameter heterogeneity. The graph of the posterior mean suggests that having an open economy was especially beneficial for those countries that were already comparatively rich. Poor countries seem to have derived much less benefit from having an open economy as their parameter posterior means are negative.
Conclusion
A rigorous regression analysis of cross-country growth data should jointly take into account the model uncertainty present in the variable selection problem as well in the functional form specification. Although both sources of model uncertainty have separately received much attention in the literature, joint treatments are unfortunately very rare. This paper presents such an integrated analysis.
We address the model uncertainty relating to the functional form of the regression function by introducing a new flexible growth regression model based on a Gaussian process prior. The new model explicitly allows for multiple regime parameter heterogeneity as suggested by new growth theory, while nesting the linear model specification as a special case. We solve the variable selection problem by performing a Bayesian model averaging with the new model using different sets of explanatory variables. As argued earlier by Fernandez et al. (2001b) and Sala-i-Martin et al. (2004) , this approach provides a theoretically sound and practical way of considering a large class of different variable selections.
A formal model comparison provides strong evidence supporting multiple regime parameter heterogeneity, consistent with the conclusions of Durlauf and Johnson (1995) and Liu and Stengos (1999) who have documented this type of nonlinearity before. The results do not support the conclusions of Minier (2007) who finds that allowing for nonlinearity makes the parameter estimates more robust to the variable selection. In addition, our results show that many of the explanatory variables do not have robust partial correlations to growth across countries.
The proposed method is general and can easily be adapted to allow for almost any kind of nonlinearity in the functional form of the regression function. Exploring these different specifications is a promising direction for future research.
