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Abstract—With a careful design of sample spacings either in
temporal and spatial domain, co-prime sensing can reconstruct
the autocorrelation at a significantly denser set of points based on
Bazout theorem. However, still restricted from Bazout theorem,
it is required O(M1 +M2) samples to estimate frequencies in
the case of co-prime sampling, where M1 and M2 are co-prime
down-sampling rates. Besides, for Direction-of-arrival (DOA)
estimation, the sensors can not be arbitrarily sparse in co-prime
arrays. In this letter, we restrain our focus on complex waveforms
and present a framework under multiple samplers/sensors for
both frequency and DOA estimation based on Diophantine
equation, which is essentially to estimate the autocorrelation
with higher order statistics instead of the second order one. We
prove that, given arbitrarily high down-sampling rates, there exist
sampling schemes with samples to estimate autocorrelation only
proportional to the sum of degrees of freedom (DOF) and the
number of snapshots required. In the scenario of DOA estimation,
we show there exist arrays of N sensors with O(N3) DOF and
O(N) minimal distance between sensors.
Index Terms—Coprime sampling, Sparse sampling, Linear
Diophantine equation.
I. INTRODUCTION
The study on co-prime sparse sensing, which was initial-
ized in [8], [20], spans almost last decade and has wit-
nessed tremendous progress [4], [13], [15], [18], [24]. It
can be used in autocorrelation reconstruction based esti-
mation with enhanced degrees of freedom (DOF) while it
also preserves sparsity either in time or space domain. The
key idea of co-prime sensing is that, for two sequences
M1 = {m1M1τ,m1 = 0, 1, 2, ..., 2M2 − 1} and M2 =
{m2M2τ,m2 = 0, 1, 2, ...,M1 − 1}, where M1 and M2 are
co-prime integers and τ is some unit, the difference set of the
pair of elements fromM1 andM2 respectively will include all
consecutive multiples of τ starting from −M1M2τ to M1M2τ .
In the applications of frequency estimation, the two sequences,
M1 and M2, represent the sampling instants in the time
domain from two samplers, while for the case of Direction-
of-arrival (DOA) estimation, M1 and M2 correspond to the
sensor positions of two uniform arrays, respectively. Such
carefully designed difference set from M1 and M2 can
construct O(M1M2) consecutive lags for autocorrelation esti-
mation, which is usually used in spectral estimation methods,
such as MUSIC and ESPRIT [22] etc. On the other hand,
M1 and M2 can be arbitrarily large provided the co-prime
property is preserved. Without dispute, the enhanced sparsity
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and DOF will make breakthrough in physical limitations.
Since such idea can be generalized to any integer Ring, apart
from one dimension, higher dimension cases have also been
explored [11], [12], [21]. Though co-prime sensing has been
well studied, two problems related remain open.
1) Whether in the case of frequency estimation, there exists
a more flexible sampling scheme to trade off time
delay against resolution. If L snapshots are required for
autocorrelation estimation, the time delay of co-prime
sampling is O(LM1M2). When M1 and M2 are large
enough, such delay is unacceptable.
2) Whether there exists an array structure which can
achieve a larger minimal distance between sensors and
more enhanced DOF. In DOA estimation, a closer place-
ment of sensors will incur a tighter mutual coupling.
However, the minimal distance between sensors in ex-
isting co-prime arrays or (super) nested arrays [1], [5],
[6], [7], [9], [14], is fixed to be a half of wavelength.
In this paper, we answer both questions affirmatively in the
case of complex waveforms. In Section II, details of Dio-
phantine equation based sampling are provided and Theorem
1 suggests the new scheme only requires O(K +L) samples,
where K is the number of consecutive lags required. Further,
the case of arbitrarily N samplers is investigated and the
results are shown in Theorem 2. In Section III, a framework
of DOA estimation is presented with similar idea. Theorem 3
shows Diophantine equation based arrays can provide O(N3)
DOF and the minimal distance between sensors is O(N).
II. DIOPHANTINE EQUATION BASED SAMPLING
We first flesh out the main idea of co-prime sampling. Let us
consider a complex waveform formed by D sources,
x(t) =
D∑
i=1
Aie
j(ωit+φi) =
D∑
i=1
Aie
jφiejωit (1)
where ωi = 2pifiTs is the digital frequency and Ts is the
Nyquist sampling interval. Ai, fi and φi are the amplitude,
the frequency and the phase of the ith source, respectively.
The phases φi are assumed to be random variables uniformly
distributed in the interval [0, 2pi] and uncorrelated from each
other. The two sampled sequences with sampling interval
M1Ts and M2Ts, respectively, are expressed as
x1[n] = x(nM1Ts) + w1(n)
x2[n] = x(nM2Ts) + w2(n)
(2)
where w1(n) and w2(n) are zero mean Gaussian white noise
with power σ2. In [8], [20], it is shown that for r ∈ Z, there
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2exist mr1k ∈ {rM2, rM2 + 1, ..., (r + 2)M2 − 1} and mr2k ∈
{rM1, rM1 + 1, ..., (r + 1)M1 − 1} such that
mr1kM1 −mr2kM2 = k (3)
for k = {−M1M2, ..., 0, 1, ...,M1M2}. Furthermore, the au-
tocorrelation of x[n] can be expressed as
Rx[k] = En{x[n]x∗[n− k]} =
D∑
i=1
A2i e
jωik (4)
According to equation (3), Rx[k] can be also estimated
by using the average of the inner product of those pairs
{x1[mr1k], x2[mr2k]} with sparse sampling. To this end, by
rewriting Rx[k] in the context of x1[mr1k] and x2[m
r
2k],
i.e., Er{x1[mr1k] · x∗2[mr2k]}, we have demonstrated that
En{x[n]x∗[n − k]} = Er{x1[mr1k] · x∗2[mr2k]} in (6), which
implies the validity of co-prime sampling. If L snapshots are
used to estimate each En{x[n]x∗[n − k]}, the delay of co-
prime sampling is O(LM1M2Ts) [16]. When M1 and M2 are
large enough, such delay is unacceptable in many applications.
When very high resolution is not necessary, it would be
beneficial to balance the time delay against the resolution in
order to reduce the delay. To this end, we propose to estimate
the autocorrelation with higher order statistics. Clearly higher
order statistics will be less robust than the lower ones, while,
as shown soon, much stronger flexibility is achievable. To be
specific, we consider a class of generic Diophantine equation
m1M1 +m2M2 +m3M3 = k, (7)
instead of the special case with only two variables in (3). Equa-
tion (7) yields the seed of proposed framework of Diophantine
equation based sparse sensing and it has integer solutions if
and only if gcd(M1,M2,M3)|k is satisfied. Here gcd denotes
the greatest common divisor 1.
Suppose there are three samplers with down sampling rate
M1, M2 and M3, respectively, where gcd(M1,M2,M3) = 1.
In order to find out the solutions, {m1,m2,m3}, of equation
(7), we first construct equation (8). There exist two groups of
integers, {a1, a2, a3} and {b1, b2, b3}, such that{
a1M1 + a2M2 + a3M3 = 0
b1M1 + b2M2 + b3M3 = 1
(8)
and the signs of {ai} are not the same, nor are {bi}. Here we
use the fact that [2] (8) has solutions if gcd(M1,M2,M3) =
1. Then according to equation (8) for each k, l ∈ Z, k =
1, 2, ...,K and l = 1, 2, ..., L, we have
(kb1 + la1)M1 + (kb2 + la2)M2 + (kb3 + la3)M3 = k (9)
Without loss of generality, supposing (kb1 + la1) and (kb3 +
la3) to be positive and (kb2+la2) to be negative, we construct
the sequence {x1[kb1 + la1]x∗2[−(kb2 + la2)]x3[kb3 + la3]} to
estimate the autocorrelation, where xi[n] = x(MinTs)+wi(n)
denotes the sample sequence with a downsampling rate Mi. In
(10), we show that El{x1[kb1+ la1]x∗2[−(kb2+ la2)]x3[kb3+
la3]} =
∑D
i=1A
3
i e
jφiejωik, once a1M1(ωi−ωv)+a2M2(ωu−
ωv) 6= 0 for i 6= v 6= u ∈ {1, 2, ..., D}, which fails with
1Please note we do not require those three integers to be relatively co-prime.
negligible probability. The results of autocorrelation estimated
using the constructed sequence will be the same as that of
x[n] with denser samples. Furthermore, if all the above
assumptions hold, the time delay of the proposed scheme is
determined by the maximum value of |kbi + lai|. In the fol-
lowing, we show the validity by giving a specific construction.
Theorem 1. When a1M1(ωi − ωv) + a2M2(ωu − ωv) 6= 0
for i 6= v 6= u ∈ {1, 2, ..., D}, there exist constants c1 and
c2 such that the time delay of the proposed scheme is upper
bounded by (c1K + c2L)MTs, where K is the number of
consecutive lags and L is the number of snapshots required
to estimate El{x1[kb1 + la1]x∗2[−(kb2 + la2)]x3[kb3 + la3]}.
Here M = max{M1,M2,M3}.
Proof. Consider a set of integers, say, {2, 3, 5}, which satisfies
gcd(2, 3, 5) = 1. Now we try to find out two integer groups
{a1, a2, a3} and {b1, b2, b3} such that
2a1 + 3a2 + 5a3 = 0
a1 + a2 + a3 = 0
2b1 + 3b2 + 5b3 = 1
b1 + b2 + b3 = 0
(11)
We choose {a1 = 2, b1 = 1}, {a2 = −3, b2 = −2}, {a3 =
1, b3 = 1} as solutions of (11). Due to
∑
i ai = 0 and
∑
i bi =
0, clearly they are also solutions to
(kb1+la1)(2+Γ)+(kb2+la2)(3+Γ)+(kb3+la3)(5+Γ) = k
(12)
for any Γ ∈ Z. Based on (12), we can get the lags to
estimate autocorrelation. Because k ∈ {1, 2, ...,K} and l ∈
{1, 2, ..., L}, we have maxi,k,l |kbi + lai| ≤ 2K + 3L. Also
(kb1 + la1) and (kb3 + la3), i.e., (k + 2l) and (k + l),
are always positive while (kb2 + la2), i.e., (−2k − 3l), is
negative. Thus, the total time delay is upper bounded by
maxi,k,l |kbi + lai| ·maxiMiTs ≤ (2K + 3L)(5 + Γ)Ts.
In the following, we give a general framework of multiple
samplers. Given N samplers, of which the sampling rates are
denoted by M1,M2, ...,MN , a distributed co-prime sampling
can be naturally constructed by selecting any three of them
and implementing with the above scheme. To provide a
concrete strategy to efficiently make use of the triple cross
difference between samples collected from each sampler, let
us revisit the idea we apply before. For a subgroup of triple
samplers, say, {Mi1 ,Mi2 ,Mi3}, i1, i2, i3 ∈ {1, 2, ..., N}, we
still try to construct two specific solutions, {ai1 , ai2 , ai3} and
{bi1 , bi2 , bi3}, such that
ai1Mi1 + ai2Mi2 + ai3Mi3 = 0
ai1 + ai2 + ai3 = 0
bi1Mi1 + bi2Mi2 + bi3Mi3 = 1
bi1 + bi2 + bi3 = 0
(13)
which can be simplified to find out ai1 , ai3 , bi1 , bi3 ,{
ai1(Mi1 −Mi2) + ai3(Mi3 −Mi2) = 0
bi1(Mi1 −Mi2) + bi3(Mi3 −Mi2) = 1 (14)
In the following, we try to figure out how many such subgroup
can be constructed from M1,M2, ...,MN . Without loss of gen-
erality, we set M1,M2, ...,MN as the sequence of consecutive
3Er[x1[mr1k]x∗2[mr2k]] = Er{[
D∑
i=1
Aie
jφiejωim
r
1kM + w1(m
r
1k)][
D∑
i=1
Aie
jφie−jωim
r
2kN + w∗2(m
r
2k)]}
= Er[
D∑
i=1
A2i e
jωi(m
r
1kM−mr2kN) ] + Er[
∑
i 6=l
Aie
jφiejωim
r
1kMAle
jφle−jωlm
r
2kN ] + Er[w1(mr1k)w∗2(mr2k)]
= Er[
D∑
i=1
A2i e
jωik] + Er[
∑
i 6=l
AiAle
j(φi−φl)ejωlkejm
r
1kM(ωi−ωl) ] =
D∑
i=1
A2i e
jωik = E[x[n]x∗[n− k]]
(6)
El{x1[kb1 + la1]x∗2[−(kb2 + la2)]x3[kb3 + la3]} =
D∑
i=1
A3i e
jφiejkωi +
∑
i 6=u,v
AiAuAve
j[kb1M1ωi+kb2M2ωu+kb3M3ωv ]ej(φi−φu+φv) · El{ejl[a1M1(ωi−ωv)+a2M2(ωu−ωv)]} (10)
numbers starting from 1 to N shifted by some integer Γ, i.e,
Mi = i + Γ. To lighten the expression, the following results
are presented in an asymptotic sense of N . For any Mi, we
consider the following sequence
M1 −Mi,M2 −Mi, ...,MN −Mi (15)
and try to estimate the number of co-prime pairs among
them. Since the sequence in (15) are still consecutive numbers
ranging from (−N,N), the number of primes among the
sequence is upper bounded by pi(N), where pi(N) denotes
the number of primes no bigger than N . Thus, by randomly
picking any two of them, the probability of the two picked
numbers which are co-prime is lower bounded by
pi(N)∏
j=1
(1− 1
p2j
) >
∞∏
j=1
(1− 1
p2j
) =
6
pi2
(16)
where pj is the jth prime in the natural order and the above
inequality follows from the density of primes [2]. Here we
use the fact that if we randomly select two numbers from Z,
the probability that they both share a prime factor pj is 1p2j .
Therefore, we can totally find 6pi2
(
N
3
)
, i.e., 1pi2N(N − 1)(N −
2), triplet sets such that (Mi1 −Mi2) and (Mi3 −Mi2) are
co-prime and thus there exist solutions satisfying (14), which
is equivalent to that there are solutions to (13). Furthermore,
without loss of generality, we assume Mi1 > Mi2 > Mi3 and
therefore, Mi1 − Mi2 > 0 while Mi3 − Mi2 < 0 in (14).
Hence, we can specifically set ai1 = Mi2−Mi3 , ai3 = Mi1−
Mi2 , bi1 = 〈(Mi1 −Mi2)−1〉(Mi2−Mi3 ) and bi2 = 〈(Mi3 −
Mi2)
−1〉(Mi1−Mi2 ), which are all positive. Thus both ai2 and
bi2 should be negative due to the restrictions in (13). Therefore,
from (14), it is clear that both |ai| and |bi|, if exist, are upper
bounded by 2(N − 1). Moreover, for k = 1, 2, ...,K and l =
1, 2, ..., L, (kbi2 + lai2) are always negative whereas (kbi1 +
lai1) and (kbi3 + lai3) are positive. According to Theorem 1
and equation (13), the following theorem can be derived.
Theorem 2. For arbitrary N samplers, there exists a dis-
tributed co-prime sampling scheme which can provide at
least L 1pi2N(N − 1)(N − 2) virtual samples to estimate
El{xi1 [kbi1 + lai1 ]x∗i2 [−(kbi2 + lai2)]xi3 [kbi3 + lai3 ]} with
time delay upper bounded by 2(N − 1)(K + L)MTs. Here
M = maxi{Mi}
It is worthwhile to mention that following our idea, for any
given N samplers, the number of subsets of size three, where
{ai} and {bi} satisfying (13) exist, is upper bounded by(
N
3
)
−
(
Ne
3
)
−
(
N −Ne
3
)
<
N(N − 1)(N − 2)
8
(17)
where Ne is the number of even numbers among N integers.
It is noted that if M1,M2 and M3 are all even or odd integers,
(14) is not solvable. Therefore, the proposed construction is
close to the optimal.
III. DIRECTION OF ARRIVAL ESTIMATION WITH
MULTIPLE COPRIME ARRAYS
As mentioned earlier, another important application of co-
prime sensing is to provide enhanced freedoms for DOA
estimation, which has many applications[17], [19], [23]. A
co-prime array structure consists of two uniform arrays with
M1 − 1 and 2M2 sensors respectively. The positions of the
M1 sensors are given by {M2m2d,m2 = 1, 2, ...,M1 − 1}
and the positions of the other 2M2 sensors are given by
{M1m1d,m1 = 0, 1, ..., 2M2 − 1}. Here d = λ2 and λ cor-
responds to the wavelength. As indicated by Bazout theorem,
the difference set {m1M1−m2M2} will cover all consecutive
integers from −M1M2 to M1M2, which can further provide
(2M1M2+1) DOF. In general, there are two primary concerns
in DOA estimation. The first is the number of consecutive
lags to estimate autocorrelation. As shown in [8], both the
resolution and DOF are proportional to the number of the
longest consecutive lags generated by the difference set 2.
Second, a larger minimal distance between sensors will always
be desirable in order reduce coupling.
Let al(θi) = ej(2pi/λ)dl sin θi be the element of the steering
vector corresponding to direction θi, where dl is the position
of lth sensor. Assuming fc to be the center frequency of the
band of interest, for narrow-band sources centered at fi + fc,
2Though consecutiveness can be relaxed by only requiring distinct lags with
sparse sensing techniques [10].
4i = 1, 2, ..., D, the received signal being down-converted to
baseband at the lth sensor is expressed by
xl(t) =
D∑
i=1
al(θi)si(t)e
2pifit (18)
where si(t) is a narrow-band source. When a slow-fading
channel is considered, we assume si(t) as some constant si
in a coherence time block [3]. With the similar idea we use
in frequency estimation, when n1 + n3 = n2,
En1,n3
[
xl1 [n1]·x∗l2 [n2]·xl3 [n3]
]
=
D∑
i=1
s3i e
j(2pi/λ)(dl1−dl2+dl3 ) sin θi
(19)
where xl[n] = xl(n) + wl(n), l1, l2, l3 ∈ {1, 2, ..., N} and
N = M1 + 2M2 − 1. Similarly, En1,n3 [x∗l1(n1) · xl2(n2) ·
x∗l3(n3)] =
∑D
i=1 s
3
i e
j(2pi/λ)(−dl1+dl2−dl3 ) sin θi . With the
above assumptions, it suffices to estimate DOA in the case
of complex waveforms using the third order statistics rather
than the second order one.
Theorem 3. By assigning M1 = qp1, M2 = qp2 and M3 =
p1p2 such that q, p1 and p2 are relatively co-prime positive in-
tegers, sensors are located at {m1M1,m2M2,m3M3 | m1 ∈
{0, 1, ..., 2p2 − 1},m2 ∈ {0, 1, ..., p1 − 1},m3 ∈ {0, 1, ..., q −
1}} to form three uniform subarrays. Then the difference set
{±(m1M1−m2M2)±m3M3} will contain consecutive lags
starting from −p1p2q to p1p2q.
Proof. Based on Bazout theorem, for m1M1 − m2M2 =
q(m1p1 −m2p2), where m1 ∈ {0, 1, ..., 2p2 − 1} and m2 ∈
{0, 1, ..., p1 − 1}, the difference set ±{m1p1 − m2p2} enu-
merates {−p1p2,−p1p2 + 1, ..., p1p2}. Now, applying Bazout
theorem again on the two sequences, ±{m1M1−m2M2} and
±{m3M3}, which essentially are the multiples of q and p1p2,
respectively, the triple difference set {±(m1M1 −m2M2) ±
m3M3} clearly covers each integer starting from −p1p2q to
p1p2q.
From Theorem 3, it shows that with (p1 + 2p2 + q − 1)
sensors, at least (2p1p2q+1) DOF can be provided. Comparing
to conventional co-prime array based DOA estimation, given
(M1+2M2−1) sensors, the corresponding DOF is 2M1M2+
1 ≤ (M1+2M22 )2 +1. Moreover, the minimal distance between
any two adjacent sensors is min{q, p1, p2}, since the positions
of any two sensors share at least one common divisor from
{q, p1, p2}. Thus, the minimal distance of sensor is O(Nd).
On the other hand, to estimate the autocorrelation at lag
k, we will find the snapshots at time n1, n2, and n3, where
n1 + n3 = n2, from the three uniform subarrays, respec-
tively.Therefore, assuming that each sensor has collected L
snapshots, we can find L(L− 1)/2 samples for autocorrelation
estimation for each lag by the proposed strategy, instead
of L samples in co-prime arrays, though the computational
complexity may slightly increase to construct those samples.
Thus, those additional samples can compensate for precision
downside of the third order statistics applied in proposed
Diophantus arrays (19), which is less robust than the second-
order based estimation in co-prime arrays.
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Fig. 1. Numeriacal Results Comparison
IV. SIMULATION
We present the results of two numerical simulations in Fig. 1,
which compares the performance of the proposed Diophantine
equation based sparse reconstruction in the applications of fre-
quency and DOA estimation with that of traditional Multiple
Signal Classification (MUSIC).
For frequency estimation, we randomly generate 5 and 10
frequencies respectively and set K = L. The proposed method
is used to estimate the frequencies with three samplers of down
sampling rate M1 = 2 + 106, M2 = 3 + 106 and M3 =
5 + 106. We average the root mean square error (RMSE) on
100 independent Monte-carlo runs with signal-to-noise ratio
(SNR) ranged from -10 to 10dB. To evaluate the performance
of the proposed method, we choose MUSIC as a baseline to
estimate frequencies and the results are shown in Fig. 1(a). As
expected, a small compromise in accuracy exists for proposed
strategy since we use the third order statistics instead of the
second one. However, the time delay of co-prime sampling
is around 106 times longer than that of ours. In the case of
DOA estimation, we randomly generate 3 and 10 independent
sources, respectively. For proposed Diophantus equation based
arrays, we select p1 = 4, p2 = 3 and q = 5 and thus totally 14
sensors are used. We still use MUSIC algorithm as the baseline
with L = 18 and L = 50 snapshots. As analyzed before, for
each lag k, we can find O(L2) samples. The simulations are
run 100 times and the averaged RMSEs are shown in Fig.
1(b). We can see that the proposed strategy in some cases is
even with better performance than MUSIC. Furthermore, our
method provides up to 149 DOF compared with 57 in a co-
prime array. Also the minimal distance between sensors is 3d,
comparing to d in an existing nested or co-prime array.
V. CONCLUSION
In this letter, we generalize the co-prime based sparse sensing
based on the idea of Diophantine equations to deal with
complex waveforms. The proposed scheme establishes a new
tradeoff which provides more flexibility in the parameter
selection and the sparsity requirement. Experimental results
also support the theory.
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