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Abstract
We derive the low energy effective action of the heterotic superstring in superspace. This
is achieved by coupling the covariantly quantized Green-Schwarz superstring of Berkovits
to a curved background and requiring that the sigma model has superconformal invariance
at tree level and at one loop in α′. Tree level superconformal invariance yields the
complete supergravity algebra, and one-loop superconformal invariance the equations
of motion of the low energy theory. The resulting low energy theory is old-minimal
supergravity coupled to a tensor multiplet. The dilaton is part of the compensator
multiplet.
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1 Introduction
Low energy effective actions play an important role in the study of string theory, and not
only for phenomenological applications. They also provide important pieces of evidence
for the existence of various dual descriptions of string theories. One can consider low
energy effective actions in their own right as specific examples of locally supersymmetric
field theories. The structure of these low energy effective field theories is constrained
not only by the requirement of local supersymmetry, but also by the fact that they
represent low energy effective theories of some string theory. It is clearly desirable to
obtain as much understanding of these constraints as possible. One of the most powerful
ways to obtain such constraints is by analyzing the two-dimensional sigma model that
describes the string theory coupled to the background fields of the low energy effective
field theory. Unfortunately, until recently no sigma model description was known which
was formulated directly in terms of a target superspace and which had manifest local
target space supersymmetry (this problem is also known as ‘the covariant quantization
of the superstring’). Without such a sigma model description, one can only work in
components and not determine the off-shell description that is selected by string theory.
In addition, it is in general quite difficult to obtain the fermionic part of the effective
action without a manifestly supersymmetric sigma model. In the RNS formalism for
example, the fermionic terms can only be obtained by a calculation of S-matrix scattering
amplitudes.
It is important to know the precise off-shell description, as it provides constraints on
the allowed types of matter couplings in the low energy effective action. Furthermore,
it provides constraints on the structure of higher order α′ corrections, and it provides a
natural framework to study the interplay between T -duality and supersymmetry, super-
symmetry breaking, and non-renormalization theorems.
The sought for sigma model description of string theory was obtained recently by
Berkovits [1, 2, 3]. In the case of heterotic string theory compactified to four dimensions,
it is a sigma model with N = (2, 0) supersymmetry on the world-sheet. The coupling
of the theory to background fields was discussed in [4], where also the form of the low-
energy effective action was proposed, based on indirect arguments. In this paper we
perform a detailed study of this sigma model. We show how the tree-level analysis of the
sigma model yields a complete set of supergravity constraints, and how this determines,
by means of the Bianchi identities, the supergravity algebra. Next, we study the sigma
model at one loop, and find the equations of motion of the supergravity theory, all in
superspace. We determine the action that reproduces these field equations, and thereby
establish that the theory that describes the four dimensional fields of the compactification
of the heterotic string is old-minimal supergravity coupled to a tensor multiplet. The
dilaton is part of the chiral and anti-chiral compensator fields [5, 6], and not, as is often
claimed, part of the tensor multiplet. This affects, in the presence of charged matter
fields, the structure of the effective action, especially at higher string loops.
The outline of this paper is as follows. In section two we review the new covariant
sigma model description for the heterotic string. We first describe the sigma model in flat
space, in which case it is an exact conformal field theory. Next we couple the sigma model
to a curved background. To do this we first rewrite the action in the flat background in a
manifestly supersymmetric way, and then promote the flat vielbeins and antisymmetric
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tensor fields into arbitrary unconstrained fields. The sigma model is then by construction
target space super-reparametrization invariant. Moreover, when expanded around a flat
background it contains all massless vertex operators of the heterotic superstring. For
simplicity we set both the compactification dependent and the Yang-Mills background
fields equal to zero. Our method can easily be extended to include these fields as well.
Next, we add a Fradkin-Tseytlin term to the sigma model to accomodate the dilaton.
The structure of the Fradkin-Tseytlin term, proposed in [4], forces the dilaton to be part
of a chiral and anti-chiral target space superfield, and shows that it cannot sit in the
same multiplet as the antisymmetric tensor field.
The sigma-model, thus constructed, has a local target space Lorentz and U(1) in-
variance. In section 3 we show how to maintain this symmetry at the quantum level
using the background field method. We develop a background field expansion that it is
covariant with respect to both the Lorentz and the U(1) symmetry. One of the interest-
ing features of the sigma model is that it has a chiral boson ρ whose kinetic term is α′
independent, and which has to be treated exactly. This can be achieved by means of a
field redefinition, and allows us to develop a hybrid perturbation theory where we treat
all fields perturbatively except the field ρ that we treat exactly. We use this perturbation
theory to analyze the sigma model at tree level. Due to the presence of the chiral boson
ρ, a Poisson bracket analysis of the theory would not be sufficient, and one has to analyze
tree diagrams in perturbation theory instead. From the tree diagrams we obtain a set of
constraints, which, when supplemented with a maximal set of conventional constraints,
provides a complete set of constraints for conformal supergravity coupled to a tensor
multiplet. This, as well as the complete supergravity algebra, follows from the solution
to the Bianchi identities.
In section 4, we check the superconformal invariance of the sigma model at one loop,
by computing the OPE’s of the N = 2 generators in perturbation theory. We evaluate
all one-loop graphs in momentum space using a version of dimensional regularization
suitable for this sigma model. We find that the non-holomorphic terms in the OPE’s
yield the field equations of the low energy effective field theory. The extra holomorphic
terms that appear in the calculation but should not be there can all be removed using
suitable one-loop counterterms and a modification of the background field expansion.
The latter is, unfortunately, rather ad hoc, and we have not yet understood whether this
has a geometrical interpretation or is an artifact of the scheme we use. We conclude this
section by a discussion of sigma model anomalies, and show how they can be cancelled by
a superspace version of the Green-Schwarz mechanism. Also, we briefly indicate which
part of the calculation is reproduced by a standard beta-function calculation. Such a
calculation would be the most efficient way to obtain some results at two loops.
Having obtained the field equations we then look in section 5 for a supergravity action
that reproduces the same field equations. This is a rather tedious exersice in supergravity
theory. Although it is straightforward to write down candidate actions, to find out what
their field equations are is not an easy task. This is because the supergravity fields are
constrained. Hence, when varying the action to obtain the field equations the variations
should respect the constraints. To achieve this we express the variations in terms of
unconstrained prepotentials. Our final result is that the low energy effective theory of
the heterotic superstring is old-minimal supergravity coupled to a tensor multiplet.
In section six we present our conclusions and some possible applications of our results.
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The superspace conventions we used throughout the paper are summarized in appendix
A, and appendix B provides details of the solution of the Bianchi identities presented in
the main text.
2 The covariant description of 4d compactifications
of the heterotic string
2.1 Flat space
In this section we review the construction and some of the properties of the two-dimensional
sigma model which is manifestly space-time supersymmetric and describes 4d compact-
ifications of the heterotic string. This covariant description originated in [1] and was
further developed in [2], [3] and [4]. For a review, see [7].
An important distinction between the covariant formulation and the RNS or Green-
Schwarz formulations of the heterotic string is that in the covariant formalism the het-
erotic string arises as a critical (2, 0) string theory rather than a (1, 0) one. In a flat
4d background, the 4d-part of the heterotic string is in the (2, 0) superconformal gauge
desribed by the following action3
S =
1
α′
∫
d2z(
1
2
∂xm∂¯xm + pα∂¯θ
α + pα˙∂¯θ¯
α˙ − α
′
2
∂¯ρ(∂ρ + az)) (2.1)
where zM ≡ (xm, θα, θ¯α˙) are the coordinates of flat 4d superspace, the p’s are the con-
jugate fields of the θ’s and ρ is a boson with a ‘wrong’ sign for the kinetic term. We
omitted here the 32−2r heterotic fermions and the c = (9, 6+r) internal superconformal
field theory coming from the Calabi-Yau sector, as we will not consider background fields
coming from these sectors in this paper. However, our methods can be easily extended
to include these fields as well. Notice the explicit factor of α′ in front of ρ, from which it
follows that the ρ-sector of the theory is completely α′-independent. One of the conse-
quences this will have for us later is that in order to obtain results at a fixed order in α′,
we need to treat the ρ-sector exactly rather than perturbatively. The U(1) gauge field
component az will be viewed as a Lagrange multiplier imposing the constraint ∂¯ρ = 0, so
that ρ becomes a chiral boson. If we couple the theory to (2, 0) world-sheet supergravity,
the theory will contain both components az and az¯ of a U(1) gauge field. One might
think that the gauge fixed theory should therefore have both a left and right moving
U(1) symmetry, but this is not quite true, since the two U(1) gauge fields gauge only
one symmetry (ρ→ ρ+ constant), so that only one component of the gauge field can be
gauged away. The other remains as a Lagrange multiplier (modulo global issues, which
we ignore in the remainder).
From the action (2.1) one derives the following OPE’s
∂xαα˙(z)∂xββ˙(w) =
−α′CαβCα˙β˙
(z − w)2
3We use an Euclidean world-sheet, and the measure d2z denotes dxdy/pi, with z = x+ iy. The advan-
tage of this convention is that we never see explicit factor of pi. In particular the following ditributional
identity holds: ∂¯z¯(z − w)−1 = δ(2)(z − w), where δ(2)(z − w) is the delta function with respect to the
measure d2z.
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pα(z)θ
β(w) =
α′δα
β
(z − w)
pα˙(z)θ¯
β˙(w) =
α′δα˙
β˙
(z − w)
∂ρ(z)∂ρ(w) =
1
(z − w)2 (2.2)
It has a (2, 0) superconformal symmetry on the world-sheet with generators
T =
1
α′
(
−1
2
∂xαα˙∂xαα˙ − pα∂θα − pα˙∂θ¯α˙ + α
′
2
∂ρ∂ρ
)
G =
1
iα′
√
8α′
eiρdαdα
G¯ =
1
iα′
√
8α′
e−iρdα˙dα˙
J = −i∂ρ (2.3)
where we defined4
dα = pα + iθ¯
α˙∂xαα˙ +
1
2
θ¯2∂θα − 1
4
θα∂(θ¯
2)
dα˙ = pα˙ + iθ¯
α∂xαα˙ +
1
2
θ2∂θ¯α˙ − 1
4
θ¯α˙∂(θ
2) (2.4)
The generators in (2.3) satisfy the usual N = 2 superconformal algebra
T (z)T (w) =
c/2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
(z − w)
T (z)G(w) =
3
2
G(w)
(z − w)2 +
∂G(w)
(z − w)
T (z)G¯(w) =
3
2
G¯(w)
(z − w)2 +
∂G¯(w)
(z − w)
J(z)G(w) =
G(w)
(z − w)
J(z)G¯(w) =
−G¯(w)
(z − w)
J(z)J(w) =
c/3
(z − w)2
G(z)G¯(w) =
2c/3
(z − w)3 +
2J(w)
(z − w)2 +
2T (w) + ∂J(w)
(z − w) (2.5)
with c = −3. This central charge is exactly what we need, since combined with the
c = +9 N = 2 algebra in the Calabi-Yau sector the total N = 2 algebra has central
4For simplicity, we will abbreviate dα˙dα˙ and ∇α˙∇α˙ by d¯2 and ∇¯2.
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charge c = +6, which is precisely the central charge needed to obtain a critical N = 2
string (6 = 26 − 11 − 11 + 2). In contrast to the RNS string where only an N = 1
subalgebra of the N = 2 algebra of the internal Calabi-Yau sector appears as a local
symmetry algebra, here we need the full N = 2 algebra.
In verifying (2.5) one has to be a bit careful. For example, to verify that G has a
regular OPE with itself, one needs to check that the normal ordered product of (d)2 with
itself vanishes. If this would be nonzero, it would (due to the factor eiρ in G) appear as
a first order pole in the OPE of G with G. The easiest way to verify (2.5) is to use the
following intermediate results
dα(z)dβ(w) = regular
dα˙(z)dβ˙(w) = regular
dα(z)dβ˙(w) =
2iα′Παβ˙
(z − w)
dα(z)Πββ˙(w) =
−2α′iCαβ∂θ¯β˙
(z − w)
dα˙(z)Πββ˙(w) =
−2α′iCα˙β˙∂θβ
(z − w)
d2(z)dα˙(w) = −8(α
′)2∂θ¯α˙(w)
(z − w)2 +
4α′idαΠαα˙(w)
(z − w)
d¯2(z)dα(w) = −8(α
′)2∂θα(w)
(z − w)2 +
4α′idα˙Παα˙(w)
(z − w) (2.6)
where d2 = dαdα, d¯
2 = dα˙dα˙ and we defined
Παα˙ = ∂xαα˙ − iθα∂θ¯β˙ + i∂θαθ¯β˙ (2.7)
in terms of which T becomes
1
α′
(
−1
2
Παα˙Παα˙ − dα∂θα − dα˙∂θ¯α˙ + α
′
2
∂ρ∂ρ
)
(2.8)
The advantage of the variables d and Π over p and x is that they commute with the
target space supersymmetry generators
qα =
∮
dz
2πi
(
pα − iθ¯α˙∂xαα˙ + 1
4
θα∂(θ¯
2)
)
qα˙ =
∮
dz
2πi
(
p¯α˙ − iθα∂xαα˙ + 1
4
θ¯α˙∂(θ
2)
)
(2.9)
In general, we can define variables ΠA, Π¯A using vielbeins EM
A to convert curved into
flat indices
ΠA = ∂zMEM
A, Π¯A = ∂¯zMEM
A. (2.10)
Παα˙ reduces to (2.7) when EM
A is the vielbein of flat superspace, which is one on the
diagonal and has off-diagonal components
Eµ˙
αα˙ = iδµ˙
α˙θα, Eµ
αα˙ = iδµ
αθ¯α˙. (2.11)
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The action also becomes manifestly target space supersymmetric when written in terms
of ΠA, Π¯A,
S =
1
α′
∫
d2z(
1
2
Παα˙Π¯αα˙ + dαΠ¯
α + dα˙Π¯
α˙ +
1
2
Π¯AΠBBBA − α
′
2
∂¯ρ(∂ρ + az)) (2.12)
where we introduced an anti-symmetric tensor field BBA whose only non-zero components
are
Bαα˙,β˙ = iCβ˙α˙θα Bαα˙,β = iCβαθ¯α˙
Bβ˙,αα˙ = −iCβ˙α˙θα Bβ,αα˙ = −iCβαθ¯α˙
(2.13)
Covariant derivatives are in flat superspace given by ∇A = EAM∂M , where the inverse
vielbein EA
M has one on the diagonal and off-diagonal components
Eα˙
µµ˙ = −iδα˙µ˙θµ, Eαµµ˙ = −iδαµθ¯µ˙, (2.14)
as follows from (2.11). From this we deduce that the non-zero torsion of flat superspace
is in our conventions given by
Tα,α˙
ββ˙ = −2iδαβδα˙β˙ . (2.15)
Associated to the anti-symmetric tensor field in (2.13) is a non-zero field strength HABC .
With curved indices it is given by HMNP =
1
4
∂[MBNP ) which in terms of flat indices
becomes
HABC =
1
4
∇[ABBC) − 1
4
T[AB
DB|D|C). (2.16)
The only non-zero components of H are
Hα,α˙,ββ˙ = −iCαβCα˙β˙ (2.17)
and its permutations.
2.2 Relation with RNS and Green-Schwarz formalism
For completeness, we briefly indicate the relation between this formalism and the usual
RNS and Green-Schwarz formalisms[3].
The usual light-cone variables of the four-dimensional Green-Schwarz superstring ap-
pear after bosonizing a pair (pα, θ
α) for α = 1 or α = 2, or a pair (pα˙, θ¯α˙), and by
imposing the constraints that follow from the N = 2 algebra. The stress-energy tensor T
can be used to gauge ∂(x0 + x3) to 1, and the constraint T = 0 can be used to eliminate
x0 − x3. The U(1) current J can be used to gauge ρ = iσ, where σ is the boson used
to bosonize a pair (p, θ) via p = e−iσ, θ = eiσ, and subsequently J = 0 is used to take
∂ρ = 0. Next, G and G¯ can be used to gauge a θ and a θ¯ equal to zero, and G = G¯ = 0
can be used to eliminate the two corresponding p’s, so that all that remains is x1, x2 and
one pair (p, θ), which are the light-cone Green-Schwarz variables.
The relation with the RNS formalism starts by embedding the N = 1 RNS string in a
critical N = 2 string following [8]. The cohomologies are the same in the two cases, which
can easily be seen from the fact that the two BRST operators are related by a similarity
transformation [9]. Subsequently, one needs to perform a field redefinition and a further
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unitary transformation to arrive at the N = 2 string described in the previous paragraph.
A nice check on this procedure is that only those fields in the RNS string that survive
the GSO projection can be transformed into a single valued field in the N = 2 string,
which is what one would expect in view of the manifest target space supersymmetry of
the latter.
2.3 The σ-model in a curved background
Our next task is to formulate the sigma model in (2.1) in a curved background [4]. The
main requirements this formalism should be subject to are: (i) it should be manifestly
world-sheet covariant, (ii) it should be target space supersymmetric, (iii) when expanded
to first order around a flat background one should recover the massless vertex operators
of a flat background and (iv) the complete set of massless physical states of the heterotic
superstring should be present.
The massless vertex operators were discussed in [3] and can be obtained, for example,
by transforming the vertex operators in the RNS formalism to ones for the N = 2 string
discussed here, as explained in the previous section. They have the form
V =
∫
d2z{G¯, [G, Vαα˙]}Π¯αα˙ (2.18)
where G =
∮ dz
2πi
G(z) = G−1/2 and similarly G¯ are the N = 2 world-sheet supersymmetry
generators, and they have precisely the form as one would expect for a theory with
N = (2, 0) world-sheet supersymmetry. Furthermore, from the requirement that the
vertex operator produces a state in the BRST cohomology it follows that V must be an
N = 2 primary of conformal weight zero and U(1) charge zero, i.e. V should have only
single poles in the OPE with T,G, G¯ and have a regular OPE with J . To analyze this
condition, consider the following OPE’s of T,G, G¯ with an arbitrary function M of xαα˙
and θα, θ¯α˙
dα(z)M(w) =
α′∇αM(w)
(z − w)
dα˙(z)M(w) =
α′∇α˙M(w)
(z − w)
T (z)M(w) =
−1
2
α′∇αα˙∇αα˙M(w)
(z − w)2 +
∂M(w)
(z − w)
G(z)M(w) =
1
i
√
8α′
(
α′eiρ∇γ∇γM(w)
(z − w)2 +
2eiρdγ∇γM(w)
(z − w)
)
G¯(z)M(w) =
1
i
√
8α′
(
α′e−iρ∇γ˙∇γ˙M(w)
(z − w)2 +
2e−iρdγ˙∇γ˙M(w)
(z − w)
)
(2.19)
where we as an intermediate step also included the OPE of the d’s with M . From these
equations we read off that the conditions for V in (2.18) to be a N = 2 primary of
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conformal weight zero are
∇α∇αVββ˙ = ∇α˙∇α˙Vββ˙ = ∇αα˙∇αα˙Vββ˙ = 0 (2.20)
In addition, V should be a primary field of weight one with respect to the anti-holomorphic
Virasoro algebra, yielding the additional condition
∂ββ˙Vββ˙ = 0 (2.21)
These equations do not yet completely classify the inequivalent vertex operators of the
theory, because it is possible to perform certain gauge transformations that do not change
the form of V . The integrated vertex operator V is invariant under
δ(Vαα˙Π¯
αα˙) = [L¯−1, Z] (2.22)
and under
δVαα˙ = {G, e−iρXαα˙}+ {G¯, eiρX¯αα˙} (2.23)
from which we find, up to some constants,
δVαα˙ = ∇αα˙Z +∇β∇βXαα˙ +∇β˙∇β˙X¯αα˙. (2.24)
One may verify that Vαα˙, subject to (2.20), (2.21) and with the invariance (2.24) describe
the on-shell content of supergravity coupled to a tensor multiplet, with prepotential Vαα˙
[4]. To do this verification, one chooses a Wess-Zumino gauge for Vαα˙, after which one
can count the off-shell degrees of freedom contained in Vαα˙. There are 12 bosonic and 12
fermionic off-shell components, and by examining their spins one finds that they indeed
describe conformal supergravity coupled to a tensor multiplet.
The structure of the linearized field equations and gauge fixing conditions (2.20),
(2.21), and the gauge invariances in (2.24) were all dictated by the particular form of
the two-dimensional theory we started with, and by the fact that the theory has an
N = 2 superconformal symmetry. Different manifestly target space supersymmetric two-
dimensional sigma models describing the heterotic string might yield different off-shell
descriptions of supergravity, but since the sigma model we discuss here is the only known
covariant description of the heterotic string, this is also the first time we do actually see
string theory selecting a particular off-shell description.
Our next task is to write down the sigma model in an arbitrary curved background.
To do this, we should couple the sigma model in flat space to the most general possible
set of background fields. In addition, we want to compare this with the vertex operators
(2.18). To see what type of coupling to background fields the latter predicts, we use the
fact that for an arbitrary function M of x, θ, θ¯ the following identity holds
[G¯, [G,M}} = 2Πα∇αM − 1
4
dα(∇β˙∇β˙∇αM)
+iΠαα˙∇α˙∇αM − idα˙(∇α∇αα˙M)
−α′∂ρ∇αα˙∇α˙∇αM (2.25)
9
which can be rewritten as
[G¯, [G,M}} = (Πα∇αM − Πα˙∇α˙M) + ∂M − 1
2i
Παα˙[∇α˙,∇α]M
−1
4
(dα(∇¯2∇αM)− dα˙(∇2∇α˙M))− 1
4
dα˙(∇α˙∇2)M
+
iα′
8
(∂ρ)(∇¯2∇2 −∇2∇¯2 + 8∇αα˙∇αα˙)M, (2.26)
where ∇2 = ∇α∇α and ∇¯2 = ∇α˙∇α˙. Based on these observations, one is then led to
propose[4] for the sigma model in curved space exactly the form as given in (2.12)
S =
1
α′
∫
d2z(
1
2
Παα˙Π¯αα˙ + dαΠ¯
α + dα˙Π¯
α˙ +
1
2
Π¯AΠBBBA − α
′
2
∂¯ρ(∂ρ + az)) (2.27)
with the definitions in (2.10), but now with arbtitrary vielbeins and anti-symmetric tensor
fields. One might imagine also introducing terms like ∂ρΠ¯ANA and ghost dependend
terms in the sigma model, but such terms are not present in the vertex operators (the
∂ρ term in (2.26) drops out when M satisfies (2.20)), and are probably forbidden by
world-sheet superconformal invariance (for example, ∂ρ terms would break world sheet
U(1) invariance). Therefore we will not consider such couplings here. The generators
J,G, G¯ of the N = 2 algebra are the same for the sigma model in curved space and in
flat space (see (2.3)), but the stress energy tensor is in curved space replaced by
T =
1
α′
(
−1
2
Παα˙Παα˙ − dαΠα − dα˙Πα˙ + α
′
2
∂ρ∂ρ
)
. (2.28)
As usual, the sigma model action contains potentials BBA and EM
A rather than a
prepotentials like Vαα˙. In particular, the sigma model is manifestly space-time supersym-
metric. Of course, the anti-symmetric tensor field and the vielbeins contain many more
degrees of freedom than the prepotential Vαα˙. We can at this stage already see what we
expect will happen when we do a perturbative analysis of (2.12). The single poles in
(2.19) arise from tree-level contractions, whereas the double poles arise from double con-
tractions, corresponding to one-loop diagrams. Since it is the double poles that give rise
to the linearized field equations for the physical components of the vertex operator, we
expect that in our sigma model the equations of motion will only appear at one-loop, and
that at tree level we will find a set of constraints that reduces the field content from the
vielbein and anti-symmetric tensor field to the field strenghts of conformal supergravity
coupled to a tensor multiplet. (As the sigma model is manifestly supersymmetric, we
expect to find the field strengths rather than the prepotentials of supergravity.) Later,
we will see that this is indeed what happens (in a rather subtle way), but before we do
a perturbative computation in (2.12), we first have to include a Fradkin-Tseytlin term
in the action to take the dilaton into account. Including the dilaton, the field content
becomes that of Poincare´ supergravity coupled to a tensor multiplet.
2.4 The Fradkin-Tseytlin term
The Fradkin-Tesytlin term in the action will be a direct generalization of the dilaton
coupling
∫
d2z
√
gRΦ of the bosonic string [10]. The dilaton is not part of the anti-
symmetric tensor field BAB, because it should not couple classically in the action. As we
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will see later from the tree-level constraints, the tensor multiplet is expressed completely
in terms of the torsions, and in particular the constraints break target space conformal
invariance. Therefore the dilaton must be part of the remaining superfield, which is the
conformal compensator. In a more conventional formulation one would use the conformal
invariance to gauge fix the conformal compensator rather than the tensor multiplet, but
in the sigma model it is the other way around. Something similar happens in the bosonic
string: the dilaton there is the compensator for conformal transformations, a fact which
is reflected in the wrong sign of the kinetic term of the dilaton. This is very particular
for the ‘string gauge’ for target space conformal transformations that the sigma model
selects. By going from the string gauge to another gauge by means of a field redefinition,
it is possible to obtain a kinetic term for a scalar degree of freedom which does have the
right sign. However, this scalar degree of freedom should no longer be called the dilaton,
the dilaton being by definition the scalar field which counts the number of string loops.
Similar statements apply to heterotic superstring and will be discussed in more detail in
section 5.
To write down the explicit form of the dilaton term, we need to know a little about
N = (2, 0) world-sheet supergravity [11] and N = (2, 0) superspace. The latter contains
two extra anti-commuting coordinates which we will call κ and κ¯. The two (holomorphic)
superderivatives areD = ∂κ−κ¯∂ and D¯ = ∂κ¯−κ∂, whereas the supersymmetry generators
are Q = ∂κ + κ¯∂ and Q¯ = ∂κ¯ + κ∂. They satisfy {D, D¯} = −2∂ and {Q, Q¯} = 2∂. If we
want to identify the action of Q and Q¯ with those of G ≡ ∮ dz
2πi
G and G¯, we find that a
(2, 0) superfield is expressed in terms of its lowest components as follows
Φ = φ+ κ[G, φ}+ κ¯[G¯, φ}+ 1
2
κκ¯([G, [G¯, φ}} − [G¯, [G, φ}}). (2.29)
In particular, if φ is target space chiral
Φ = φ+ κ[G, φ} − κκ¯∂φ (2.30)
and, correspondingly, if φ is target space anti-chiral
Φ¯ = φ¯+ κ¯[G¯, φ¯}+ κκ¯∂φ¯. (2.31)
With these conventions, we find that the (2, 0) world-sheet super stress-energy tensor Θ
is given by the component expansion
Θ = J − κG+ κ¯G¯+ 2κκ¯T. (2.32)
On a curved (2, 0) world sheet, the derivatives D, D¯ and ∂ get replaced by covariant
derivatives ∇κ, ∇κ¯, and ∇z. In the case of a (0, 0) world-sheet, the curvature arises in the
commutator [∇z,∇z¯] ∼ RM , whereM is the generator of Lorentz transformations. In the
same way, the curvatures of a (2, 0) world-sheet can be extracted from the commutators
[∇κ¯,∇z¯] ∼ Σ(M + iY ) and [∇κ,∇z¯] ∼ Σ¯(M − iY ), where Y is the generator of U(1)
transformations, with respect to which κ and κ¯ have weights ±1
2
, and Σ and Σ¯ are
respectively chiral and anti-chiral world-sheet supercurvatures. The components of Σ
look like Σ ∼ χ+ κ(R + iF )− κκ¯∂χ, where R and F are the world-sheet curvature and
U(1) field strength, and χ is the gravitino field strength [11]. If now Φ and Φ¯ are the
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chiral and anti-chiral world-sheet superfields associated to target space chiral and anti-
chiral superfields φ, φ¯ as in (2.30) and (2.31), we can write down the Fradkin-Tseytlin
term [4] ∫
d2zdκǫ−1ΦΣ +
∫
d2zdκ¯ǫ¯−1Φ¯Σ¯ (2.33)
where ǫ is the (2, 0) world-sheet chiral density. The fields Φ and Φ¯ have to be chiral and
anti-chiral, otherwise (2.33) would break local (2, 0) world-sheet supersymmetry.
The precise form of the Fradkin-Tseytlin term will not be very important to us in the
remainder, since we will always work in superconformal gauge. In superconformal gauge,
Σ ∼ iκ∂¯az and the only remnant of the Fradkin-Tseytlin term is an additional term in
the action
∆S = − i
2
∫
d2z∂¯(φ− φ¯)az. (2.34)
In addition, the Fradkin-Tseytlin term modifies the generators of the N = (2, 0) super-
conformal algebra. This modification can easily be determined from (2.33), and reads
Θ→ Θ+ ∂(Φ − Φ¯). (2.35)
However, there is an additional modification of the stress-energy tensor induced by the
extra term (2.34), which tells us that it is no longer ρ but rather ρ + i(φ − φ¯) which is
the chiral boson. Together with the components of (2.35) we then find for the generators
in the presence of a dilaton
J → J + ∂φ− ∂φ¯
G → G− 1√
2α′i
∂
(
eiρdγ∇γφ
)
G¯ → G¯− 1√
2α′i
∂
(
e−iρdγ˙∇γ˙φ¯
)
T → 1
α′
(
−1
2
Παα˙Παα˙ − dαΠα − dα˙Πα˙
+
α′
2
∂(ρ+ i(φ− φ¯))∂(ρ+ i(φ− φ¯))
)
− 1
2
∂2(φ+ φ¯). (2.36)
Previously we required that the expansion around a flat background of the sigma
model in curved background should to first order reproduce the massless vertex operators
of the theory. This is true for all massless vertex operators except the dilaton (for a
discussion see e.g. [12]). There is a corresponding statement for the dilaton coupling, the
soft dilaton theorem [13, 14], which states that the insertion of a dilaton vertex operator
in a correlation function measures the world-sheet curvature at that point, exactly as one
would expect from the Fradkin-Tseytlin term (for a more recent discussion of the dilaton,
see [15]). Thus one could attempt to further justify the form (2.33) by showing that in
this formulation of the heterotic string there are two dilaton-type vertex operators, that
respectively compute the world-sheet curvature and U(1) curvature.
Instead of (2.33), there may be other possibilities to couple the dilaton. For example,
in [16] the dilaton is coupled to the ghost current rather than to the world-sheet curvature.
The difference between the two couplings is given by a term quadratic in the dilaton which
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through a field redefinition be absorbed in the target space metric. In either case the part
linear in the dilaton is uniquely given by the Fradkin-Tseytlin term. Dilaton couplings
with a different Fradkin-Tseytlin type term have been suggested in [17], but it is not
clear how to implement these in the present context.
In our case we will find it convenient to redefine the U(1) gauge field az by
az → az + i∂(φ − φ¯) (2.37)
which does not change the theory but introduces a quadratic dilaton term in the action,
which now reads
S =
1
α′
∫
d2z(
1
2
Παα˙Π¯αα˙ + dαΠ¯
α + dα˙Π¯
α˙ +
1
2
Π¯AΠBBBA
−α
′
2
(∂¯ρ+ i∂¯(φ− φ¯))(∂ρ+ i∂(φ − φ¯) + az)) (2.38)
After this redefinition, the action is invariant under the following local spacetime U(1)
transformations
δφ = −1
2
Λ, δφ¯ =
1
2
Λ, (2.39)
δΠα = −1
2
ΛΠα, δΠα˙ =
1
2
ΛΠα˙, (2.40)
δdα =
1
2
Λdα, δdα˙ = −1
2
Λdα˙, δρ = iΛ (2.41)
In addition, the action (2.38) is invariant under local target space Lorentz transformation,
and the covariant derivatives ∇A with a flat index A contain therefore both a spin and a
U(1) connection (the conventions we use for these are given in appendix A); in particular
the dilaton φ should be covariantly chiral, a U(1) invariant statement. Both the Lorentz
and U(1) symmetries need to be preserved after quantization of the sigma model, in order
to arrive at a non-anomalous target space theory, but both can suffer from sigma-model
anomalies. One does indeed expect such anomalies to be present, due to the fields dα and
dα˙, which are like chiral fermions, although their conformal weight is one. We postpone
the discussion of the anomalies they cause to section 4.3, and we will for the time being
assume that the Lorentz and U(1) symmetries are unbroken. Notice that one necessary
condition for this to hold is indeed satisfied, namely the generators of the N = 2 algebra
in (2.3) together with (2.36) are U(1) and Lorentz invariant.
Having described the sigma model and some of its properties, we now turn to its
perturbative analysis.
3 The sigma model at tree level
3.1 Perturbation theory in the sigma model
Before setting up the perturbation theory in α′ for (2.38) using a covariant background
formalism, we notice that there is one immediate problem, and that is the field ρ. Its
kinetic term does not have an explicit factor of 1/α′ in front, and therefore an arbitrary
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number of ρ-loops contributes to any given order in α′. In addition, in (2.38) ρ couples
to the other fields of the theory through φ − φ¯, and it is not obvious whether or not it
is possible to find explicit results for all diagrams with a fixed number of ρ-loops and
to sum them up. Furthermore, in (2.38) the world-sheet Lagrange multiplier az imposes
the constraint ∂¯(ρ + i(φ − φ¯)) = 0 which is difficult to handle. Luckily, these last two
problems disappear if we make the field redefinition
ρ→ ρ− i(φ − φ¯) (3.1)
after which ρ becomes a chiral boson which can be quantized exactly, and which does not
interact with the other fields in the theory. Our perturbation theory will therefore consist
of a hybrid combination of conventional perturbation theory for all fields except ρ, and
exact conformal field theory results for ρ. After this field redefinition, the generators of
the N = 2 algebra read
J = −i∂ρ
G =
1
iα′
√
8α′
eiρeφ−φ¯dαdα − 1√
2α′i
∂
(
eiρeφ−φ¯dγ∇γφ
)
G¯ =
1
iα′
√
8α′
e−iρeφ¯−φdα˙dα˙ − 1√
2α′i
∂
(
e−iρeφ¯−φdγ˙∇γ˙φ¯
)
T → 1
α′
(
−1
2
Παα˙Παα˙ − dαΠα − dα˙Πα˙ + α
′
2
∂ρ∂ρ
)
− 1
2
∂2(φ+ φ¯) (3.2)
Next, we describe the kind of calculation we intend to do. Our goal is to obtain the
equations of motion of the low-energy effective target space action that is obtained from
(2.38) by integrating out all world-sheet fields. In the case of the bosonic string, the
equations of motion are equivalent to finiteness of the sigma model and can therefore
be obtained from the beta-functions for the background fields [18, 19, 10]. It is, due
to the presence of the ρ-field, not obvious that a similar computation would provide
the equations of motion in our case. A second complication is that finiteness of the
sigma model only implies that the sigma model is conformal, and does not guarantee
the full N = (2, 0) superconformal invariance. The latter would only follow from a
standard supersymmetric β-function calculation if the model could be formulated in
N = (2, 0) superspace on the world-sheet, which does not seem possible. In view of these
complications we have chosen to employ an alternative approach, which we will compare
to β-function calculations in section 4.4.
Our approach is an extension of the one that has been developed for the bosonic string
in [16]. In that paper it is shown that the equations of motion for the bosonic string
can also be derived by requiring nilpotency of the BRST-operator of the sigma model
through one-loop. This is in turn equivalent to demanding that the Virasoro algebra is
preserved at one-loop. The equivalent statement in our case would be that the N = 2
algebra in (2.5) is preserved at one-loop, and this is certainly something we can check.
One-loop here refers to our hybrid way of doing perturbation theory, i.e. one-loop in all
fields except ρ and to all orders in the field ρ.
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To verify (2.5) at one-loop, we use a covariant background field expansion in the
action of the sigma model, and so that every field gets a non-zero vacuum expectation
value, except ρ, which we treat exactly. Next, we require that the singular parts of the
one-loop expectation values of each of the pairs of operators on the left-hand sides in
(2.5) matches the one-loop expectation value of the right-hand side. For example, for the
Virasoro algebra, we want to verify the identity
< T (z)T (w) >=
c/2
(z − w)4 +
2 < T (w) >
(z − w)2 +
< ∂T (w) >
(z − w) + regular (3.3)
through one-loop. This computation will be desribed in section 4, but before that we
first have to describe the background field expansion of the sigma model and to analyze
it at tree-level.
3.2 Covariant background field expansion
In the background field method all fields are decomposed in terms of background fields
which satisfy the classical field equations5 and quantum fields which represent the quan-
tum fluctuations around the background fields. We want to develop an expansion which
is covariant with respect to the target space local symmetries. In our case, this means
a local Lorentz and U(1) covariant expansion. The traditional way to achieve such an
expansion is to use Riemann normal coordinates[20]. Riemann normal coordinates are
defined as follows: Let Z0 be a point on a (super)-manifold and y
M a tangent vector at Z0.
Let Z(t) be the geodesic that satisfies Z(0) = Z0 and
d
dt
Z(t)|t=0 = yM , then the yM define
coordinates in a neighborhood of Z0 by associating to y
M the point Z(Z0; y
M) ≡ Z(t)|t=1
of M. In Riemann normal coordinates, one labels the point Z(Z0; yM) by ZM0 + yM ,
and in those coordinates the geodesics are are just straight lines eminating from ZM0 . In
general the geodesic Z(t) is given by Z(t) = Z(Z0; ty
M).
The geodesic equation can be written as
dZM
dt
∇M dZ
N
dt
= 0. (3.4)
Now let us denote by yN(Z0; y
M) the tangent vector at Z(Z0; y
M) obtained by parallel
transporting the tangent vector yN at Z0 to the point Z(Z0; y
M) along the geodesic
Z(Z0; ty
M). In other words, yN(Z0; y
M) satisfies yN(Z0; 0) = y
N and
dZP (Z0; ty
M)
dt
∇P yN(Z0; tyM) = 0. (3.5)
The geodesic equation implies that (3.5) is solved in particular by
yM(Z0; ty
P ) ≡ d
dt
ZM(Z0; ty
P ), (3.6)
which allows us to rewrite (3.5) as
yM(Z0; y
P )∇MyN(Z0; yP ) = 0. (3.7)
5If one is only interested in the 1PI effective action it is not necessary to require that the background
fields satisfy the classical equations of motion; in our case we want to verify identitites like (3.3) and
then it is more convenient to impose the equations of motion.
15
In particular, in Riemann normal coordinates, the tangent space at Z(Z0; y
M) = Z0+y
M
is naturally identified with the tangent space at Z0, and (3.7) is solved by y
N(Z0; y
M) =
yN .
The covariant background field expansion is achieved by performing a power series
expansion in the Riemann normal coordinates and then covariantizing the result
T˜′ ≡ T(Z0 + y) =
∑ 1
n!
(∂M1 · · ·∂MnT)(Z0) yMn · · · yM1, (3.8)
where T(Z) is any tensor. The coefficients of the expansion are covariantized by writing
the derivatives in (3.8) as the difference of a covariant derivative and a connection piece,
and by subsequently using relations between non-covariant objects, like derivatives of
connections, and covariant tensors that are only valid in Riemann normal coordinates.
For example, in the purely bosonic case we have in normal coordinates relations of the
form
∂kΓ
l
mn =
1
3
(Rlmkn +R
l
nkm). (3.9)
If, however, one is only interested in the expansion of scalar quantities then there is a
better algorithm available[21, 22]. Observe that (3.8) can be also written as
T˜′ = ey
M∂MT. (3.10)
If T = S is a scalar we can immediately covariantize this expression by just converting
the derivative into a covariant derivative.
S˜ ′ = ey
A∇AS. (3.11)
Notice that in the exponent we also replaced curved indices M by the more convenient
flat indices A, using a vielbein to convert one index into the other: yA = yMEM
A and
∇M = EMA∇A. Whereas ∇M contained a Christoffel connection, ∇A contains a spin
connection, and its explicit form is given in (A.9).
If S is composed of several tensors then (3.11) implies (by the chain rule) an “induced
expansion” for them which is given by exactly the same formula (3.11),
T′ = ey
A∇AT. (3.12)
Let us further define
∆T = [yA∇A,T] (3.13)
Clearly T′ can be obtained by applying iteratively the operator ∆.
Notice that in (3.12) we have used a different symbol than in (3.8). Both (3.12) and
(3.8) are covariant, but they differ by a Lorentz rotation
T˜′ = Ω(Z0; y)T
′. (3.14)
When composing tensors to construct a scalar, the dependence on the Lorentz trans-
formation in (3.14) will drop out, and the result will be the same regardless of whether
we used (3.8) or (3.12). In practise, (3.12) is much easier to use. Equation (3.12) has
a simple geometrical interpretation: the left hand side is the result obtained by parallel
transporting T(Z(Z0; y)) back from Z(Z0; y) to Z0. Again, when composing tensors to
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form a scalar, these parallel transport terms drop out, and a third, equivalent way to
construct a covariant background field formalism for scalars would be to simple take
T(Z(Z0; y)). This has the disadvantage that the expansion of a tensor T will contain
explicit connection terms, because T(Z(Z0; y)) lives at Z(Z0; y) whereas it is expanded
in terms of objects that live at Z0, but, again, in scalar quantities the connection terms
cancel. Although we will only use (3.12), the distinction between the different approaches
is important in order to understand the at first awkward looking rules like (3.21).
We are interested in carrying out the background field expansion of the action I and
the generators T,G, G¯, J of the superconformal algebra. All of them are both Lorentz
and U(1) scalars. Therefore, we can use (3.12). However, they are not composed directly
of tensors but rather they are made up from vielbeins and connections. Hence, we
need to determine the expansion of E MA , ω
γ
Aβ and ΓA. To this end, consider T = ∇A.
Using the definitions and conventions in appendix A in (A.9) and (A.10), we obtain from
∆∇A = [yB∇B,∇A] that
∆EA
M = −[(∇AyB)− yCTCAB]EBM (3.15)
∆ωAβ
γ = −[(∇AyB)− yCTCAB]ωBβγ + yBRBAβγ (3.16)
∆ΓA = −[(∇AyB)− yCTCAB]ΓB + yBFBA (3.17)
Furthermore, let T = yA, then using the geodesic equation we immediately get ∆yA =
0. Recalling that ΠA = ∂ZMEM
A, ∇ = ΠA∇A, and defining
∇yA = ∂yA +ΠB[ωBβγMγβ + ωBβ˙γ˙Mγ˙ β˙ + ΓBY, yA] (3.18)
we finally obtain, using that ∂ZM evaluated at ZM(Z0; y) and parallel transported back
to Z0 is just ∂Z
M
0 ,
∆ΠA = ∇yA −ΠByCTCBA (3.19)
∆(∇yA) = −yDΠByCRCBDA − w(A)yAΠByCFCB (3.20)
where w(A) the U(1) charge associated with the index A, i.e. w(a) = 0, w(α) = 1/2 and
w(α˙) = −1/2.
The action (2.38) contains in addition to (ΠA, Π¯A) the world-sheet fields dα and ρ.
Although these are world-sheet fields, one sees from the action (2.38) and the generators
(3.2) that they should be viewed as being located at Z(Z0; y). Correspondingly, in order
to do the same covariant background field expansion for them as for the other fields in
the sigma model, they should also be parallel transported to Z0. This can be achieved
using the same equation (3.12) as we use for the other fields in the theory, where only the
connection piece in ∇A in (3.12) acts on dα and ρ. On ρ, which is U(1) neutral after the
field redefinition (3.1) and also a Lorentz scalar, the connection piece acts trivially, so
that ρ has a trivial background field expansion, ∆ρ = 0. However, dα transforms under
Lorentz and U(1) transformations, leading to the rule
∆dβ = y
A(ωAβ
γ +
1
2
ΓAδβ
γ)dγ. (3.21)
This rule is only valid to first order in y. To obtain the higher order terms in the expansion
of dα, one should first work out e
yA∇Adα to the required order and then put ∂Adα = 0 in
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this expansion. Although this leads to terms that explicitly depend on the connections in
the background field expansion, as one already sees (3.21), the theory is still Lorentz and
U(1) invariant, because dα transforms as if it were located at Z(Z0; y), and the explicit
expressions for the transformation rules (in terms of objects that live at Z0) will contain
connection pieces as well, rendering the total background field expansion Lorentz and
U(1) invariant.
Although (3.21) seems to be the most natural background field expansion for dα, one
can always make a field redefinition of d to arrive at any other background field expansion
with
∆dα = y
CUcα
βdβ. (3.22)
Such field redefinitions do in principle have jacobians that can affect the one-loop prop-
erties of the sigma model. It is our point of view that one could in principle take any
background field expansion of d and take that as the definition of the sigma model. In
a similar way one has the freedom to make a field redefinition of the quantum variable
yA. With this in mind, we will from now on also choose the trivial background field
expansion for dα, ∆dα = 0. The advantage of this choice is that Lorentz symmetry is
completely manifest, with dα transforming naively. In addition, we will give a background
expectation value Dα to dα,
dα → dα +Dα. (3.23)
We are now ready to perform the covariant expansion of the action S. For the purpose
of our calculation we only need to go up to two background fields in the part quadratic
in the quantum fields (denoted by S(2)), and up to one background field in the part with
three quantum fields (denoted by S(3)). This can be seen by either a general analysis of
the orders of α′ in the theory, of by an inspection of the Feynman diagrams that occur.
Terms with 4 quantum fields and no background fields contribute only when two of the
quantum fields are contracted as in diagram 34 in figure 1, but since massless tadpoles
vanish in dimensional regularization, we have not explicitly given the results for these
terms. The results for S(2) read
S(2) =
1
2
∇ya∇¯ya + dα˜∇¯yα˜
+
1
2
∇¯yayC(ΠBTBCa) + 1
2
∇yayC(Π¯BTBCa)− 1
4
∇¯yCyB(ΠaTBCa + 2ΠAHABC)
+
1
2
∇¯yCyB(TBCα˜Dα˜) + dα˜yC(Π¯BTBCα˜)− 1
4
∇yCyB(Π¯aTBCa − 2Π¯AHABC)
+
1
4
yByC[(ΠDΠ¯a + Π¯DΠa)TDCB
a − 2Π¯DTDCBα˜Dα˜
+Π¯D((−1)E(D+B)+CD+1T EaC TDBa +HDCBE)ΠE ] (3.24)
whereas for S(3) we have
S(3) = −1
4
(∇¯ya∇yByC +∇ya∇¯yByC)TCBa
+
1
3
∇¯yA∇yByCHCBA + 1
2
dα˜y
B∇¯yCTCBα˜
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+
1
4
(∇¯yayByCΠD +∇yayByCΠ¯D)TDCBa + 1
2
dα˜y
ByCΠ¯DTDCB
α˜
+yByC∇yD[ 1
12
Π¯a(TDCB
a + (−1)CD∇CTDBa)
+(−1
3
HDCB
A +
1
6
TDC
EHEB
A − 1
4
TDC
eTB
Ae)Π¯A]
+yByC∇¯yD[ 1
12
Π¯a(TDCB
a + (−1)CD∇CTDBa)
+(
1
3
HDCB
A − 1
6
TDC
EHEB
A − 1
4
TDC
eTB
Ae)ΠA]
−1
6
yByC∇¯yD[TDCBα˜ + (−1)CD∇CTDBα˜]Dα˜, (3.25)
where
TDCB
A = RDCB
A + w(A)FDCδB
A + TDC
ETEB
A + (−1)CD∇CTDBA, (3.26)
HDCBA = ∇CHDBA(−1)CD − TCAEHEDB(−1)A(B+D)+CD + TDCEHEBA. (3.27)
Next, we give the expansions of the leading parts of the generators of the supercon-
formal algebra in (3.2). Again to the order we are interested in they are given by
T = −∇yaΠa −Dα˜∇yα˜ − dα˜Πα˜ − yCΠB(TBCaΠa − TBCα˜Dα˜)
−1
2
∇ya∇ya − dα˜∇yα˜
−∇yayCΠBTBCa + 1
2
∇yByCΠaTBCa − 1
2
∇yByCTBCα˜Dα˜
−dα˜yBΠCTCBα˜ − 1
2
yByCΠD[TDCB
aΠa − TDCBα˜Dα˜
−(−1)E(D+B)+CDT EaC TDBaΠE ]
G = eiρeφ−φ¯(d+D)2(1 + yA∇A(φ− φ¯) + 1
2
yAyB∇B∇A(φ− φ¯)
+
1
2
(yA∇A(φ− φ¯))2)
G¯ = e−iρeφ¯−φ(d¯+ D¯)2(1 + yA∇A(φ¯− φ) + 1
2
yAyB∇B∇A(φ¯− φ)
+
1
2
(yA∇A(φ¯− φ))2) (3.28)
Finally, the relevant expansions of the dilaton pieces of the superconformal algebra in
(3.2) read
Gdil = − 1√
2α′i
∂(eiρeφ−φ¯dγ∇γφ+ eiρeφ−φ¯DγyA∇A∇γφ
+eiρeφ−φ¯Dγ∇γφyA∇A(φ− φ¯))
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G¯dil = − 1√
2α′i
∂(e−iρeφ¯−φdγ˙∇γ˙φ¯+ e−iρeφ¯−φDγ˙yA∇A∇γ˙φ¯
+e−iρeφ¯−φDγ˙∇γ˙φ¯yA∇A(φ¯− φ))
Tdil = −1
2
∂2(yA∇A(φ+ φ¯)) (3.29)
Besides Lorentz and U(1) invariance, the background field expansion of (2.38) has an
additional set of symmetries, which we denote by ‘shift symmetries’. These originate in
the fact that the original action (2.38) depends only on the vielbeins, not on connections.
The relation between torsions, connections and vielbeins is given by (A.12). Adding a
covariant tensor to any of the connections in (A.12) and subtracting a corresponding
covariant term from the torsions will leave the vielbeins invariant. This ‘shift symmetry’
should therefore be an invariance of the action. In our case one can indeed verify that the
action and the N = 2 generators are invariant under the following non-linearly realized
shift symmetry:
δωAB
C = YAB
C
δΓA = XA
δTAB
C = Y[AB}
C + w(C)X[AδB)
C
δyA = −1
2
yByC(YCB
R + w(A)XCδB
A) +O(y3)
δdα = (y
MYMα
β +
1
2
yAXAδα
β)(dβ +Dβ) +O(y2) (3.30)
where XA and YAB
C are arbitrary covariant tensors, such that YAB
C has the same symme-
tries as the spin connection and preserves the fact that the Lorentz group acts reducibly
in target space (see (A.13)-(A.16)). In the next section we will gauge this ‘shift symme-
try’ by putting certain torsions equal to zero. These gauge fixing conditions are usually
called ‘conventional constraints’.
Apart from these observations, we will completely ignore all non-covariant terms in
the background field expansion, since in the absence of anomalies the final results of
our computation should be Lorentz and U(1) invariant (we will come back to this in
section 4.3; in the bosonic case explicit calculations show all explicit dependence on the
spin connection indeed drops out [23]).
3.3 Tree-level constraints
We are now ready to examine whether or not the sigma model has an N = 2 algebra at
tree level. By examining the orders of α′ in (2.5), and using exact results for ρ we find
that at tree level we only need to verify
T (z)T (w) =
2T (w)
(z − w)2 +
∂T (w)
(z − w) +O((z − w)
0)
T (z)eφ−φ¯d2(w) =
2eφ−φ¯d2(w)
(z − w)2 +
∂(eφ−φ¯d2)(w)
(z − w) +O((z − w)
0)
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T (z)eφ¯−φd¯2(w) =
2eφ¯−φd¯2(w)
(z − w)2 +
∂(eφ¯−φd¯2)(w)
(z − w) +O((z − w)
0)
eφ−φ¯d2(z)eφ−φ¯d2(w) = O((z − w)1)
eφ¯−φd¯2(z)eφ¯−φd¯2(w) = O((z − w)1)
eφ−φ¯d2(z)eφ¯−φd¯2(w) = O((z − w)−1), (3.31)
where T denotes here the ρ-indepent piece of T . Notice the peculiar orders of z − w to
which order these identities should hold; these follow from the OPE’s of the exponentials
of ρ appearing in G and G¯.
In addition to (3.31), the generators of the N = 2 superconformal algebra should be
holomorphic, implying ∂¯T = ∂¯(eφ−φ¯d2) = ∂¯(eφ¯−φd¯2) = 0. Clearly, the presence of terms
proportional to for example (z¯− w¯)/(z−w)3 in the right hand side of (3.31) would imply
that the fields on the left hand side are not holomorphic, but the converse need not be
true, namely that the absence of nonholomorphic pieces in the OPE’s implies that the
currents themselves are holomorphic.
The stress-energy tensor T is the Noether current associated to the symmetry
ΠA → ΠA∂ǫ+ ∂ΠAǫ, Π¯A → ΠA∂¯ǫ+ ǫ∂Π¯A (3.32)
dα → dα∂ǫ+ ∂dαǫ, dα˙ → dα˙∂ǫ+ ∂dα˙ǫ (3.33)
and this immediately implies (i) that ∂¯T = 0 and (ii) that the first three OPE’s in (3.31)
are satisfied, as can be seen by comparing the transformations of T , eφ−φ¯d2 and eφ¯−φd¯2
that follow from (3.32) and (3.33) to those that are generated by
∮ dz
2πi
ǫ(z)T (z) according
to the OPE’s (3.31). It therefore remains to analyze eφ−φ¯d2 and eφ¯−φd¯2.
Since it is easier to work out the conditions ∂¯(eφ−φ¯d2) = ∂¯(eφ¯−φd¯2) = 0 than to
compute the tree diagrams contributing to (3.31), we start with the former. For this
we need the equations of motion of (2.38). These can be found in a very easy way by
applying the operator ∆ which generates the covariant background field expansion (see
the previous section) once to (2.38). This yields the following field equations
0 = Π¯α˜ (3.34)
0 = ∇Π¯a + ∇¯Πa − ΠCTCabΠ¯b − Π¯cTcabΠb + 2Π¯cTcaβ˜dβ˜ + 2ΠCΠ¯bHbCa (3.35)
0 = ∇¯dα + 1
2
(ΠCTCα
bΠ¯b + Π¯
cTcα
bΠb)− Π¯cTcαβ˜dβ˜ − ΠCΠ¯bHbCα (3.36)
These can all be used to express ∇¯(background field) in terms bilinear in the background
fields, using the identity
∇Π¯A − ∇¯ΠA = −Π¯BΠCTCBA. (3.37)
Using the equations of motion (3.36), we find that ∂¯(eφ−φ¯d2) = ∂¯(eφ¯−φd¯2) = 0 if and
only if
Tα˜β˜a − 2Hα˜β˜a = 0 (3.38)
Taβ˜c + Tcβ˜a = Haβ˜c = 0 (3.39)
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Taβ
β˙ = Taβ˙
β = 0 (3.40)
Taβ
β +∇a(φ− φ¯) = 0 (3.41)
Taβ˙
β˙ +∇a(φ¯− φ) = 0 (3.42)
Notice the explicit dilaton terms in (3.41) and (3.42). They are crucial in order that the
constraints are invariant under the ‘shift symmetry’ mentioned in the previous section.
Although it is not obvious at this stage, imposing (3.41) and (3.42) puts the theory
partially on-shell. It is, however, not necessary to impose (3.41) and (3.42) in order
to have a consistent tree-level theory. If (3.41) and (3.42) are not satisfied, G and G¯
satisfy equations of the form ∂¯G = UG, ∂¯G¯ = U¯G¯ for some U . With U nonzero, it is still
possible to couple the theory to world-sheet supergravity, with a modified transformation
rule for the gravitino under superconformal transformations. At the linearized level, this
is particularly easy to see. Consider the world-sheet action given by
S = Ssigma model +
∫
d2z(νG + ν¯G¯) (3.43)
where ν, ν¯ are gauge fields for the superconformal transformations generated by G and G¯.
Under such a transformation with parameters ǫ, ǫ¯, the action transforms, up to irrelevant
numerical factors, into
δS =
∫
d2z(ǫ(∂¯G+ UG) + ǫ¯(∂¯G¯+ U¯G¯) + δǫνG + δǫ¯ν¯G¯) (3.44)
Therefore, if we take δǫν = ∂¯ǫ− Uǫ and similarly for δǫ¯ν¯, the action is invariant.
Violating any of the other constraints (3.38)-(3.40) would imply that ∂¯G would no
longer be proportional to G, and this is not acceptable. Therefore, (3.38)-(3.40) have to
be imposed.
We continue by analyzing the tree-level OPE of d2 with d¯2. There is only one diagram
that can possibly contribute, which is diagram (49) in figure 1, which contains a table
of all diagrams that are relevant for this paper. Diagrams with more than two external
background field lines are always of order O((z − w)−1), and are therefore not relevant
for (3.31). As one sees from the the kinetic term in S(2) in (3.24), there is no propagator
from dα to dβ˙, which is what would be needed to obtain a nonzero contribution from
diagram (49). We conclude that diagram (49) vanishes and that the OPE of d2 and d¯2
has the required form.
It remains to analyze the OPE of d2 with itself, the analysis for d¯2 with itself is similar.
Again, diagram (49) yields no contribution. However, we now have to include all diagrams
with up to four background fields, as we need the OPE up to order O((z − w)1). The
diagrams with three or four background fields that contribute are diagrams (50), (51),
(52), (55) and (59). Diagrams (53), (54) and (56) vanish as they involve the product of
at least three D’s.
The relevant diagrams can be worked out in a straightforward fashion in either coor-
dinate or momentum space, and although they are completely finite there is an ambiguity
in the results6, which we discuss in a moment. Diagrams (50), (51) and (52) contribute,
6A more detailed discussion of momentum and coordinate space methods will be given in section 4.
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up to an overall factor,
< eφ−φ¯d2(z)eφ−φ¯d2(w) > ∼ (z¯ − w¯)
2
(z − w)2 (∂¯D
αDγΘ¯γα)
+
z¯ − w¯
z − w (∂D
αDγΘ¯γα + ∂¯D
αDγΘγα)
+(∂DαDγΘγα) (3.45)
where we defined
Θρβ =
1
4
Tρβ
aΠa − 1
2
Tρβ
α˜Dα˜ +
1
2
ΠBHBρβ − 1
2
Dρ∇β(φ− φ¯)
Θ¯ρβ =
1
4
Tρβ
aΠ¯a − 1
2
Π¯BHBρβ . (3.46)
Since the background fields satisfy the field equations, we could in principle replace ∂¯Dα
in (3.45) by a bilinear in the background fields, yielding terms with four background
fields, that might potentially cancel against contributions from diagram (55). However,
something similar is not possible for the terms containing ∂Dα, and these terms should
vanish by themselves, from which we deduce that ∂DαDγΘγα and ∂D
αDγΘ¯γα should
vanish completely. This leads to the constraints
Tαβ
c = Tαβ
γ˙ = Hαβc = Hαβγ˙ = Hαβγ = 0 (3.47)
and
Tαβ
β + 2∇α(φ− φ¯) = 0. (3.48)
The constraints (3.47) include the representation preserving constraints needed to be
able to define chiral superfields in target space. On the other hand, (3.48) looks very
awkward. On can easily verify that it is not invariant under the shift symmetry (3.30).
Apparently, we have broken the shift symmetry in this tree level calculation. One may
wonder how this is possible, since one could also have done a Poisson bracket calculation
in the sigma model without using any background field expansion, in which case the shift
symmetry is manifest. However, a Poisson bracket calculation for the ρ-independent part
of the sigma model action would provide no information about the regular part of the
OPE of eφ−φ¯d2 with itself, which is precisely where the problematic term (3.48) came
from.
One explanation of the ambiguities that underly (3.48) is as follows. Imagine adding
a term to the action of the form∫
d2z(∇¯Dγ + . . .)(yαyβSβαγ) (3.49)
where (∇¯Dγ + . . .) is the field equation (3.36) with d replaced by D. Since D satisfies
the field equation, the extra term in (3.49) is zero. On the other hand, if one partially
integrates the ∇¯ in ∇¯Dγ, one gets a series of vertices with two background fields, and
precisely one vertex with one background fields, namely
∫
d2z(−2Dγ∇¯yαyβSβαγ). (3.50)
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If we include this vertex in the calculation, we find an extra contribution in (3.48) pro-
portional to Sαβ
β. This represents an inherent ambiguity in our calculation, and since we
unfortunately do not know of any manifest shift symmetric scheme to compute things, we
will simply choose Sαβ
γ so as to cancel (3.48) completely. Of course, to be self-consistent,
we have to use the same vertex (3.50) also in our one-loop calculation.
Another way to look at this ambiguity is to observe that on the one hand ∇¯D consists
of terms bilinear in the background fields, but if one in a diagram encounters a propagator
(∂¯)−1 and integrates this against ∇¯D, one can obtain contributions containing a single
D. Clearly, a better understanding of these issues would be desirable.
We are left with diagrams (55) and (59) to analyze. Before doing so, we will first
try to simplify these remaining calculations as much as possible, by supplementing the
constraints obtained so far ((3.38), (3.39), (3.40) and (3.47)) with a maximal set of
conventional constraints, and by subsequently solving the Bianchi identities for the con-
nections ∇A, {∇A, {∇B,∇C}} + cycl. = 0. This will further constrain the torsions and
curvatures and provide us with the largest possible set of constraints implied by (3.38),
(3.39), (3.40) and (3.47).
Quite remarkably, it turns out that (3.38), (3.39), (3.40) and (3.47) plus a maximal set
of conventional constraints is already sufficient to completely solve the Bianchi identities
and reduce the field content of the theory to that of conformal supergravity coupled to a
linear multiplet. This in complete accordance with the analysis of the vertex operators in
section (2.3), see in particular the discussion at the end of section (2.3), where we argued
that all contraints should appear at tree level and the field equations should appear at
one-loop.
Let us now determine a maximal set of conventional constraints. All but one of the
conventional constraints can be viewed as a gauge fixing of the shift symmetry (3.30)
discussed previously.
Recall that the parameters of the shift symmetry are covariant tensors XA and YAB
C ,
where YAB
C has the same symmetries as the spin connection and preserves the fact
that the Lorentz group acts reducibly in target space (see (A.13)-(A.16)). We can not
use this to put the spin connection and U(1) connection equal to zero, since zero is
not a globally well-defined connection, but we can use it to put some torsions equal to
zero. To determine how many torsion coefficients can be removed we analyze the spin
content of the covariant tensors X and Y . The tensor Yαβ
γ contains a spin-3/2 and a
spin-1 piece and can be used to remove the torsion Tαβ
γ completely. The tensor Yα˙β
γ
removes the symmetric part Tα˙(β
γ) of the torsion whereas Xα˙ removes the remaining
antisymmetric part Tα˙β
β. Similarly, Yaβ
γ is used to put Ta(β
γ) equal to zero, and we use
Xa to put Taβ
β−Taβ˙ β˙ equal to zero. To summarize, we impose the following conventional
contraints:
Tαβ
γ = Tα˙β
γ = Tαβ˙
γ˙ = Tα˙β˙
γ˙ = Ta(β
γ) = Ta(β˙
γ˙) = Taβ
β − Taβ˙ β˙ = 0. (3.51)
There is still one more conventional constraint, of a somewhat different origin, that
we can impose. One can always redefine the vielbeins by performing a local Lorentz
tranformation, since it is not the vielbein itself but only the metric GMN = EM
AENA
that appears in the action. The Lorentz group acts reducible in target space, in other
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words independently on the indices α, α˙ and a. Using a local Lorentz rotation that acts
only on the vector indices a, we can always achieve that
Tαβ˙
c = cδα
γδβ˙
γ˙ , (3.52)
where c is a constant. After choosing this gauge for the vector piece of the Lorentz
gauge transformations, Lorentz transformations acting on the spinor indices must be
accompagnied by one on the vector indices in order to preserve (3.52). This leads to the
identifications (A.13) and (A.15). Comparing with the exact result for flat superspace in
(2.15) we find that c = −2i, and this will be confirmed by our one-loop calculations in
the remaining sections. Equation (3.38) now implies
Hαα˙b = −iCαβCα˙β˙ (3.53)
in accordance with (2.17).
We are now ready to solve the Bianchi identities that will reduce the field content
to that of conformal supergravity coupled to a tensor multiplet. The involved algebra
is rather tedious and here we just present the final result, postponing the details to
appendix B
{∇α,∇β} = 0, (3.54)
{∇α,∇β˙} = −2i∇αβ˙ − 4iHβ˙γMαγ + 4iHγ˙αMβ˙ γ˙ + 4iHβ˙αY, (3.55)
[∇α,∇b] = −2∇βHβ˙γMαγ
+[−2iCαβW¯β˙γ˙ δ˙ + Cβ˙γ˙(∇(αH δ˙β) −
1
3
Cαβ∇ǫH δ˙ ǫ)]Mδ˙ γ˙
+2∇βHβ˙αY (3.56)
[∇a,∇b] = {−2Hα˙β∇αβ˙
+[
i
2
Cαβ∇(α˙Hβ˙)γ + Cα˙β˙(−
i
6
Cγ(α|∇ǫ˙Hǫ˙|β) +Wαβγ)]∇γ
+
[
Cα˙β˙
(
1
24
∇(αWβγδ) + 1
4
(Cδα∇(β|ǫ˙H ǫ˙|γ) + α↔ β)
+
i
6
CαγC
δ
β∇ǫ˙∇ǫHǫ˙ǫ
)
+
i
2
Cαβ∇γ∇(α˙Hβ˙)δ
]
Mδ
γ
− i
2
Cαβ∇δ∇(α˙Hβ˙)δY + c.c.} (3.57)
where ‘c.c.’ denotes our definition of complex conjugation, see appendix A, Wαβγ is
completely symmetric chiral superfield,
∇δ˙Wαβγ = 0, (3.58)
and Hα˙β is defined as follows (see also appendix B)
Habc = CγαCγ˙β˙Hα˙β − CγβCγ˙α˙Hβ˙α. (3.59)
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Wαβγ and Hα˙β satisfy the following differential relations
∇aHa = 0, ∇γWγαβ = i
6
∇(α|∇γ˙Hγ˙|β) + i
2
∇γ˙∇(α|Hγ˙|β), ∇β∇βHa = 0. (3.60)
Furthermore, all the components of the field strength HABC vanish except the ones that
are given in (3.53) and (3.59). Compactly, we have
TABc + (−1)AB2HABc = 0. (3.61)
A similar supergravity algebra has been obtained in [24].
From (3.54)-(3.57) we can read off how all torsions and curvatures can be expressed
in terms of Hα˙β and Wαβγ . In particular, the background field expansion for the action
will then contain only these two fields, and this is the form of the action with the fewest
number of vertices and therefore the most suitable one to use in calculations.
One can verify that with maximally simplified form of the action the remaining tree
diagrams (55) and (59) yield no contribution, which concludes the tree-level analysis of
the theory. We next turn our attention to one-loop calculations.
4 The sigma model at one-loop
4.1 Coordinate space and momentum space techniques
The starting point for our calculations will be the covariant background field expansion
for the action, with all the constraints and explicit expressions obtained from the tree-
level constraints and the Bianchi identities inserted in it. In addition, as we explained
before, we will for the time being drop all explicit connection terms. The part of the
action quadratic in the quantum fields given in (3.24) contains a piece
Skin =
1
α′
∫
d2z(
1
2
∂ya∂¯ya + dα˜∂¯y
α˜) (4.1)
which we take as the kinetic term, since Skin describes free fields for which we know
the propagators explicitly. The remainder of (3.24) will together with (3.25) provide the
vertices of the theory.
The propagators obtained from (4.1) are in coordinate space given by
< ya(z)yb(w) >= α′δabG(z, w) ≡ −α′δab log |z − w|2 (4.2)
< dα(z)y
β(w) >=
α′δα
β
(z − w) = −α
′δα
β∂zG(z, w) (4.3)
It is now straightforward to write down coordinate space expressions for the Feyn-
man diagrams given in figure 1. We are only going to compute the contributions to
< T (z)T (w) >, < T (z)G(w) > etc. which involve at most two background fields (or
more precisely, where the sum of the conformal weights of the background fields is at
most two). For < G(z)G¯(w) > this is all we need (cf. (3.31)), as it is for < T (z)T (w) >
by virtue of its symmetry under z ↔ w. Thus, the only contributions we are missing
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are those to < T (z)G(w) > and < T (z)G¯(w) > with three background fields and those
to < G(z)G(w) > and < G¯(z)G¯(w) > with four background fields. It is a very tedious
calculation to determine these contributions, and in addition we believe that they will
not lead to any new equations, although we have no general proof of this.
In diagrams with two background fields, we can assume that the background fields are
independent of the coordinates, or in momentum space, that they have zero momentum.
If we would make a Taylor expansion of the background fields around a fixed point on
the world-sheet, all derivatives of the background fields would have higher conformal
weight and can be ignored. For diagrams with one or zero background fields one has
to be more careful and expand everything up to the relevant order. In addition, there
may be ambiguities in this similar to those discussed below (3.48), but these particular
ambiguities don’t play a role in the part of the calculation we present below.
In coordinate space, we then encounter various integrals not containing background
fields, like for example ∫
d2u
1
z − u
1
u− w (4.4)
Such integrals can then be manipulated using the fact that they are translationally in-
variant, using partial integrations inside the integral and using identities such as
∂z¯
1
z − w = δ
(2)(z − w). (4.5)
Here, δ(2) is the delta function with respect to our measure d2z which was defined as
dxdy/π with z = x+ iy. For our example (4.4) one then finds
∫
d2u
1
z − u
1
u− w =
z¯ − w¯
z − w (4.6)
by writing 1/(u− w) as ∂¯u¯((u¯− w¯)/(u− w)), using a partial integration and (4.5). One
has to be very careful using such naive manipulations, since one-loop diagrams can have
divergences, and this can sometimes lead to ambiguous answers. For example, diagram
(9) can lead to integrals like
∫
d2ud2v
1
z − u
1
u− vδ
(2)(v − w)δ(2)(u− w) (4.7)
If we first do the u integral, we get
∫
d2v
1
z − w
1
w − v δ
(2)(v − w) = −1
2
1
z − w
∫
d2v∂¯v¯
1
(v − w)2 = 0. (4.8)
whereas first integrating over v leads to
∫
d2u
1
z − u
1
2
∂¯u¯
1
(u− w)2 =
∫
d2uδ(2)(u− z)1
2
1
(u− w)2 =
1
2
1
(z − w)2 . (4.9)
This ambiguity reflects the fact that we should regularize the (relatively convergent)
integrals. Although there are proposals for a consistent regularization in coordinate space
[25], these are not particularly useful in our case. In our case, we have found indications
that it might be possible to formulate a set of rules in coordinate space that allow one to
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express every integral in terms of unambiguous integrals and only one particular integral
whose evaluation in coordinate space seems to be very difficult,
D2 =
∫
d2uδ2v
1
z − u
[
δ(2)(u− v)
]2 1
v − w. (4.10)
The precise value of this integral then depends on the choice of regularization prescription
(in dimensional regularization it is 1
6(z−w)2
), but its precise value is not important because
one can always choose finite local counterterms in the generators of the N = 2 algebra
so that in the final result D2 does not appear. Unfortunately, we have not been able to
make these statements more precise, and therefore we have chosen to use dimensional
regularization in momentum space instead.
In dimensional regularization, we immediately run into two problems. First, there are
terms in the action coming from the antisymmetric tensor field in (2.38), and these contain
two-dimensional anti-symmetric tensors ǫij when written in a world-sheet covariant way.
Second, there are ‘chiral’ world-sheet fields like dα and y
α. We have chosen the following
version of dimensional regularization to deal with these problems. First of all, we keep
all interactions in exactly two dimensions, and in particular the ǫ-tensor will remain in
two dimensions. Secondly, we view dα as a vector field on the world-sheet with only a
z-component, and we will in other dimensions still view it as a vector field with only
a component in the z-direction. Besides this, the kinetic terms will be taken in 2 − 2ǫ
dimensions. With such a type of regularization, one has to be careful when going beyond
one loop, in which case evanescent counterterms have to be taken into account (see [26] for
a detailed discussion of the two-loop renormalization of a two-dimensional sigma model,
including problems with the ǫ tensor in two dimensions)7. We will not further discuss
these issues here, since we will only be doing a one-loop calculation.
In the same way as we defined the measure d2z as dxdy/π, we will define d2k also as
dkxdky/π, and it turns out that with this choice we never see any explicit factors of π in
our calculation. Then G(z, w) has the following representation
G(z, w) =
∫
d2k
eik(z−w)+ik¯(z¯−w¯)
|k|2 (4.11)
and the propagators in momentum space read
< ya(k)yb(l) > = α′δabδ(2)(k + l)
1
|k|2
< dα(k)y
β(l) > = α′δα
βδ(2)(k + l)
−ik
|k|2 (4.12)
where k is shorthand notation for kz, the z-component of k, and in dimensional regular-
ization we keep k in one dimension, and only continue the denominators in (4.12) outside
two dimensions. To work out the Feynman diagrams we write down the corresponding
expression in momentum space, continue to d = 2 − 2ǫ dimensions, and include a fac-
tor Γ(1 − ǫ)(4π)−ǫ(2π)2ǫ for each loop, which removes a lot of unwanted constants like
7There exist several other approaches to regularize the integrals that appear in chiral and non-local
two-dimensional field theories, such as analytic regularization [27], exponential regularization [28] and
Pauli-Villars [29]. The situation beyond one-loop is unclear, but at one-loop we expect each of these to
yield equivalent answers.
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the Euler constant, see [26]. The d-dimensional measure ddk is equal to the standard
d-dimensional measure divided by π. The relevant integrals come out as follows
Γ(1− ǫ)(4π)−ǫ(2π)2ǫ
∫
ddp
pap¯b
[|p|2]α[|p− k|2]β =
= ka+1−α−β k¯b+1−α−β |k2/µ2|−ǫ Γ[1− ǫ]Γ[1− ǫ− α + b]
Γ[α]Γ[β]Γ[2− α− β + b− ǫ]
×
a∑
r=0
(
a
r
)
Γ[2− α− β + b+ r − ǫ]Γ[α + β − 1− r + ǫ]Γ[1 − ǫ− β + r]
Γ[2− 2ǫ− α− β + r + b] (4.13)
as one proves by differentiating both sides with respect to k and k¯, starting from the
known result for a = b = 0. The parameter µ is the usual dimensional regularization
mass parameter.
We have worked out all our diagrams in momentum space using (4.13), and then
afterwards reexpressed them in coordinate space using the following translation table
− k
3
3k¯3
↔ (z¯ − w¯)
2
(z − w)4
k2
2k¯2
↔ z¯ − w¯
(z − w)3
− k
k¯
↔ 1
(z − w)2
k
ǫk¯
+
k
k¯
(1− log(|k|2/µ2)) ↔ G(z, w)
(z − w)2 (4.14)
The first three follow by Fourier transformation, the last one, which contains an 1/ǫ
divergence, was chosen by comparing the result for < y(z)y(w) >< ∂y(z)∂y(w) > in
coordinate space and momentum space. In the right hand side one could in principle
have chosen a different finite term proportional to k/k¯, but since all divergences will
cancel in our calculation, this would not make any difference for the final answers.
There is one more important thing we have to discuss before we present the results
of our calculation. Namely, we have dropped in the expansion of G and G¯ in (3.28) all
terms that came from the background field expansion of eφ−φ¯ and eφ¯−φ. Including these
terms leads to a number of additional contributions in all OPE’s except that of T with T ,
each of which contain the dilaton. However, we claim that one can systematically remove
all these terms. For this one needs (i) one-loop counterterms, (ii) ambiguities similar to
the one discussed below (3.48) and (iii) the possibility to choose different background
field expansions for d. The precise details are rather cumbersome and will be reported
elsewhere [30]. We suspect there may be a better explanation in which the shift symmetry
in (3.30) plays a crucial role, but for the time being all this remains rather mysterious.
Having described how we performed them, we now turn to the results of our calcula-
tions.
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4.2 One-loop results
Below we tabulate the contributions of diagrams (1)-(19) to < G(z)G¯(w) >, <
G(z)G(w) >, < T (z)G(w) > and < T (z)T (w) >. We postpone the discussion of the
other diagrams for the time being; most of them do not give any contribution, except for
the ones involving an insertion of the dilaton terms in (3.29), and these will be tabulated
separately.
Denoting by Id the contribution of diagram number d, the non-zero diagrams for
< G(z)G¯(w) > come out as follows (note that we have also taken the ρ-contributions
into account, whose only effect is to shift the order of the poles by one, and λ is the
coefficient in front of G, λ = 1/(iα′
√
8α′))
I4 =
1
(z − w)(8λ
2α′2ΠaΠa)
I10 =
1
(z − w)(+16λ
2α′2DβΠ
β − λ2α′2DαRγ˙αγ˙ β˙Dβ˙ −
1
2
λ2α′2DαDγ˙Fγ˙α)
I15 =
1
(z − w)(16λ
2α′2Dβ˙Π
β˙ − λ2α′2Dα˙Rγα˙γβDβ − 1
2
λ2α′2DαDγ˙Fγ˙α)
We have also computed all one-loop contributions to < G(z)G¯(w) >, without imposing
any constraints, except (3.38)-(3.42), and found many more terms contributing to <
G(z)G¯(w) >, but the result remained finite, i.e. the terms proportional to G(z, w)
canceled each other. This is a reflection of the fact that when G and G¯ are conserved
quantities, their OPE should be finite. Adding up the contributions we get
< G(z)G¯(w) >=
1
(z − w)(2T (w) +
2i
α′
DαDβ˙Hβ˙α) (4.15)
The first term is precisely the term we expect (see (2.5)). The second term will be
removed by choosing a different background field expansion for d. We defer a furhter
discussion of the background field expansion for d and the one-loop counterterms till
after we have discussed all OPE’s.
None of the diagrams (1)-(19) contributes to < G(z)G(w) > or < G¯(z)G¯(w) >, in
agreement with (2.5).
Next we turn to < T (z)G(w) >. Below are the results for this computation, and we
have extracted a factor of λα′eiρeφ−φ¯ To obtain the contributions to < T (z)G(w) >, one
should still multiply everything by this factor.
I5 =
(z¯ − w¯)
(z − w)3 (−2Π¯
dRd
β
β
αDα − Π¯dFdγDγ)
I7 =
1
(z − w)2 (Π
dRd
β
β
αDα +Π
δ˙Rδ˙
β
β
αDα +
1
2
ΠdFd
γDγ
+
1
2
Πδ˙Fδ˙
γDγ − 8Πα˙Πα˙)
I10 =
(z¯ − w¯)
(z − w)3 ((+2Π¯
dRd
β
β
αDα + Π¯
dFd
γDγ)
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+
1
(z − w)2 (−
1
2
ΠdRd
β
β
αDα − 1
2
Πδ˙Rδ˙
β
β
αDα − 1
4
ΠdFd
γDγ
−1
4
Πδ˙Fδ˙
γDγ + 8Πα˙Π
α˙)
I14 =
(z¯ − w¯)
(z − w)3 (−2iΠ¯
cTc,
γ
β˙,
β˙Dγ)
I15 =
(z¯ − w¯)
(z − w)3 (Π¯
a(
1
2
Rγbba + 3iTa,
γ
β˙,
β˙ +Ra
βγ
β − 1
2
Fa
γ)Dγ)
+
1
(z − w)2 (Π
a(−1
4
Rγbba +
i
2
Ta,
γ
β˙,
β˙)Dγ)
I18 =
1
(z − w)2 (3iΠ
cTc,
γ
β˙,
β˙Dγ)
I19 =
1
(z − w)2 (−
13i
6
ΠcTc,
γ
β˙,
β˙Dγ) (4.16)
Adding up all diagrams we obtain
< T (z)G(w) > =
z¯ − w¯
(z − w)3 Π¯
a(Ra
β
β
γ − 1
2
Fa
γ +
1
2
Rγbba + iTa,
γ
β˙,
β˙)Dγ
+
1
(z − w)2 [Π
a(
1
2
Ra
β
β
γ − 1
4
Rγbba +
1
4
Fa
γ
+
4
3
iTa,
γ
β˙,
β˙)Dγ + Π
α˙(
1
2
Rα˙
β
β
γ +
1
4
Fα˙
γ)Dγ] (4.17)
Inserting the expicit expressions of the curvatures and torsions from (B.24) we get
< T (z)G(w) > =
z¯ − w¯
(z − w)3 [−4Π¯
a∇αHα˙γDγ ]
+
1
(z − w)2 [−
17
6
Πa∇αHα˙γDγ + 4iΠα˙Hα˙γDγ] (4.18)
Finally, we list the results for < T (z)T (w) >. Due to the symmetry of this expectation
value under z ↔ w, a diagram and its mirror image (like diagrams (2) and (7)) give
identical contributions, and this is reflected in the following table
I1 =
G(z, w)
(z − w)2 (−(Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2)
+
1
(z − w)2 ((Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2
−4i(Πα˙ΠcTc,βα˙,β + (ΠαΠcTc,αβ˙,β˙))
I2 =
G(z, w)
(z − w)2 (2(Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2)
+
1
(z − w)2 (−4(Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2)
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I3 = I2
I4 =
1
(z − w)2 (2(Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2)
I5 =
(z¯ − w¯)
(z − w)3 (−Π
dΠ¯a(
1
2
Rd
m
ma +
1
2
Ra
m
md +∇mHamd)− 1
2
Πδ˜Π¯aRδ˜
m
m
a
+iΠ¯dTd,
ββ˙
,(βΠβ˙) + 2Π¯
d(
1
2
∇mTdmα˜ −HdmeTemα˜)Dα˜)
I6 =
G(z, w)
(z − w)2 (−4(Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2)
+
1
(z − w)2 (6(Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2)
I7 =
1
(z − w)2 (Π
dΠa(
1
2
Rdcca − 4HdecHcea)
+
1
2
Πδ˜ΠaRδ˜cca +Π
d(HdecTce
α˜ +
1
2
∇cTcdα˜)Dα˜)
I8 = I7
I9 =
(z¯ − w¯)
(z − w)3 (−iΠ¯
c(ΠνTc
n
ν˙ +Πν˙Tc
n
ν))
+
G(z, w)
(z − w)2 (+2(Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2)
+
1
(z − w)2 (−(−Π
cHcmn +
1
2
Tmn
α˜Dα˜)(−3ΠcHcmn + 1
2
Tmn
α˜Dα˜))
I10 =
(z¯ − w¯)
(z − w)3 (ΠmΠ¯a(
1
4
Rmnna +
3
4
Rannm +
1
2
∇nHnma − 1
2
∇γ˜Tamγ˜)
+ΠβΠ¯a(−1
4
Rmβma +
3i
2
Tam
µ˙δβ
µ +
1
2
Ra
γ
βγ − 1
4
Faβ)
+Πβ˙Π¯a(−1
4
Rmβ˙ma +
3i
2
Tam
µδβ˙
µ˙ +
1
2
Ra
γ˙
β˙γ˙ +
1
4
Faβ˙)
+Dγ˜Π¯a(∇mTmaγ˜ + 2HaemTmeγ˜))
+
1
(z − w)2 (ΠmΠa(
1
8
Rnmna +
3
8
Ranmn +HnemHnae)
+ΠmΠ
α(
3
8
Rαnmn +
1
8
Rnαnm)
+ΠmΠ
α˙(
3
8
Rα˙nmn +
1
8
Rnα˙nm)
+ΠmD
α˜1
2
(HnemTneα˜ +∇nTmnα˜))
I13 =
G(z, w)
(z − w)2 (−(Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2)
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+
1
(z − w)2 ((Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2 + 3iΠ(ν|Π¯
cTc
n
|ν˙))
I14 = I9
I15 = I10
I18 = I13
I19 =
G(z, w)
(z − w)2 (−(Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2)
+
1
(z − w)2 ((Π
cHcmn − 1
2
Tmn
α˜Dα˜)
2
−13i
6
(Πν˙Tm
n
ν +ΠνTm
n
ν˙)Πm) (4.19)
Adding up all contributions we get
< T (z)T (w) > =
z¯ − w¯
(z − w)3 [Π
aΠ¯b(Rbcca +∇γ˜Tbaγ˜)
+ΠβΠ¯a(Ra
γ
βγ − 1
2
Faβ)
+Πβ˙Π¯a(Ra
γ˙
β˙γ˙ +
1
2
Faβ˙)
+Dγ˜Π¯b(∇aTabγ˜ − 2HbdeTdeγ˜)]
+
1
(z − w)2 [−
i
6
(Πα˙ΠcTc,βα˙
β +ΠαΠcTc,αβ˙
β˙)
+4ΠaΠbHacdHbcd] (4.20)
After some simplifications we obtain
< T (z)T (w) > =
z¯ − w¯
(z − w)3 [Π
aΠ¯bRbcca
+ΠβΠ¯a(−2∇αHα˙β) + Πβ˙Π¯a(2∇α˙Hβ˙α)
+Dγ˜Π¯b(∇aTabγ˜ − 2HbdeTdeγ˜)]
+
1
(z − w)2 [
1
6
ΠαΠb∇βHβ˙α −
1
6
Πα˙Πb∇β˙Hα˙β
+4ΠaΠbHacdHbcd] (4.21)
We now move to the dilaton sector. Since the dilaton corrections (3.29) to the su-
perconformal generators enter with an extra α′ one only has to compute tree graphs. To
< G(z)G(w) > only diagrams (60) and (61) contribute, and we find
I60 = I61 =
1
(z − w)3 (4λ
2α′2e2iρeφ−φ¯D2∇2eφ−φ¯). (4.22)
To cancel this term, one can add a one-loop counterterm to the action of the form ∆S ∼∫
d2z∇2eφ−φ¯ΠαΠ¯α, which does not interfere with any of the other one-loop calculations.
33
If one, however, takes the point of view that it should not be allowed to add one-loop
counterterms containing the dilaton to the theory, then one is forced to require ∇2eφ−φ¯ =
0. Interestingly enough, we will see later that the low-energy effective action does have
∇2eφ−φ¯ = 0 as one of its equations of motion, so that either point of view is consistent
with our further results.
It is rather easy to check that there is no dilaton contribution to < G(z)G¯(w) >. In
the tree graph the pole due to the contraction between dα and y
α is cancelled by the ρ
contribution and the result is regular.
The dilaton contributions to < T (z)G(w) > are as follows (again a factor of λα′ has
been extracted).
I61 =
1
(z − w)2 (−2e
iρDα∂(∇αeφ−φ¯))
I62 =
1
(z − w)32e
iρeφ−φ¯Dα∇αφ
+
z¯ − w¯
(z − w)32e
iρeφ−φ¯Dα∂¯(∇αφ)
I63 =
1
(z − w)3 (−4e
iρDα∇αeφ−φ¯)
+
z¯ − w¯
(z − w)3 (−4e
iρ∂¯(Dα)∇αeφ−φ¯)
+
1
(z − w)2 (−2)(∂(e
iρ)Dα∇αeφ−φ¯ + eiρDα∂(∇αeφ−φ¯) + 2eiρ(∂Dα)∇αeφ−φ¯)
I65 = −I67 = 4iΠα˙Παα˙∂w( 1
z − we
iρ∇αeφ−φ¯)
I69 =
1
(z − w)3 (2e
iρDα∇αeφ−φ¯)
+
1
(z − w)2 (∂(e
iρDα∇αeφ−φ¯)− 2∂(eiρ)Dα∇αeφ−φ¯) (4.23)
Here, diagram (69) refers to a contraction of the term 1
2
∂ρ∂ρ in T with the dilaton term in
G. Adding up these contributions we get that the cubic poles cancel, Gdil has conformal
weight 3/2 and the remaining non-holomorphic part is equal to
z¯ − w¯
(z − w)32e
iρeφ−φ¯DαΠ¯b∇b∇αφ (4.24)
We are now ready to write down the first field equation. As in the bosonic string
the field equations are determined from the non-holomorphic part. The holomorphic
part determines the counterterms to the currents. From (4.18) and (4.24) we obtain the
following field equation
2∇αHα˙β = ∇β∇a(φ+ φ¯). (4.25)
The dilaton contribution to < T (z)T (w) > is tabulated below
I62 + I63 =
1
(z − w)22(−
1
2
∂2(φ+ φ¯))
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+
z¯ − w¯
(z − w)3 (2Π
AΠ¯b∇b∇A(φ+ φ¯)− ∂¯∂(φ + φ¯))
I64 = I65 =
1
(z − w)2 (−
1
2
ΠbTbc
α˜Dα˜∇c(φ+ φ¯))
I66 = I67 =
1
(z − w)2 (
1
2
ΠbTbc
α˜Dα˜∇c(φ+ φ¯))
+
z¯ − w¯
(z − w)3 (−Dα˜Π¯
bTcb
α˜∇c(φ+ φ¯)
+ΠaΠ¯b(Tab
γ∇γφ+ Tabγ˙∇γ˙φ¯)) (4.26)
Adding up these contributions we obtain that Tdil has conformal weight 2 plus the fol-
lowing non-holomorphic contribution
z¯ − w¯
(z − w)3 (Π
AΠ¯b∇b∇A(φ+ φ¯) + ΠaΠ¯bTabγ˜∇γ˜(φ+ φ¯) +Dα˜Π¯bTcbα˜∇c(φ+ φ¯)). (4.27)
Thus, from (4.21) and (4.27) follows that the following three equations should hold
2∇αHα˙β = ∇β∇a(φ+ φ¯), (4.28)
Rabbc = −∇a∇c(φ+ φ¯) + Tacδ˜∇δ˜(φ+ φ¯), (4.29)
∇aTabγ˜ − 2HbdeTdeγ˜ = Tbaγ˜∇a(φ+ φ¯). (4.30)
Observe that (4.28) is precisely equation (4.25)! Even more, the last two equations follow
from the first as we now show!
Let us first introduce some notation. Let TA = ∇A(φ+ φ¯). We also define
ββa = 2∇αHα˙β; βac = Rabbc;
βDbγ˜ = ∇aTabγ˜ − 2HbdeTdeγ˜ (4.31)
In this notation equations (4.28) read
ββa = ∇aTβ (4.32)
βac = −∇aTc + Tacδ˜Tδ˜ (4.33)
βDbγ˜ = Tbaγ˜Ta (4.34)
We shall show that (4.33) follows from (4.32) by differentiating once and (4.34) by
differentiating twice. In the process we will need a few identities that we tabulate below.
[∇α˙,∇b]Vα = −2iTabγVγ, (4.35)
[∇α,∇b]Vγ = 2Cγα∇βHβ˙δVδ, (4.36)
{∇α,∇α˙}Tγ = −2i(∇αα˙Tγ − 2H α˙βTβCαγ) (4.37)
Tαα˙,ββ˙,γ − Tγα˙,ββ˙,α = iCαγ∇β˙Hα˙β , (4.38)
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∇αTαα˙,ββ˙,γ = 2∇bHα˙γ − i∇α˙∇βHβ˙γ (4.39)
Rabbc =
1
2
[iCαγCα˙γ˙∇ǫ˙∇ǫHǫ˙ǫ + Cα˙γ˙∇(α|ǫ˙H ǫ˙|γ) − Cαγ∇ǫ(α˙Hγ˙)ǫ
+
i
2
([∇α,∇α˙]Hγ˙γ + α↔ γ + α˙↔ γ˙)], (4.40)
∇aTacδ˙ =
1
2
∇α[{∇γ,∇γ˙}Hδ˙α −∇α∇γ˙Hδ˙γ ]
+4H α˙αTγα˙,αγ˙,δ˙ − 2iHδ˙α∇γHγ˙α (4.41)
∇α∇β˙∇γHδ˙α = ∇α∇δ˙∇γHβ˙α. (4.42)
In these identities Vα˜ is assumed to have the U(1) charge of its index, namely 1/2 if the
index is undotted and −1/2 if the index is dotted. One may use the first three identities
to derive how (anti-)commutators act on tensors. However, one has to be careful when
the U(1) charge of the tensor is different from the one its indices indicate. Such an
example is the torsion Tabγ that has U(1) charge −1/2 and not 1/2. In such cases it is
preferable to work out the commutators directly. However, when the tensor involved has
the same U(1) charge as its indices the identities may be used safely.
We are now ready to derive equations (4.33) and (4.34) from (4.32). Equation (4.33)
is derived by differentiating (4.32) by ∇α and then adding to the resulting equation the
complex conjugate one. Then the result follows from (4.40). To get equation (4.34) we
start by defining the following object
Ωαββ˙ =
i
2
[∇β∇β˙Tα +∇β˙∇βTα −∇α∇βTβ˙ −∇α∇β˙Tβ]
+2CαβHβ˙
δTδ (4.43)
Using the definition of Tα one may prove that Ωαββ˙ is equal to zero. Nevertheless,
we momentarily ignore this fact and treat Ta as a tensor that only satisfies (4.32). We
compute the quantity Cαβ∇cΩαββ˙ . The idea is to commute∇c all the way to the right and
then to use (4.32). After some rather tedious algebra that involves use of the identities
(4.35)-(4.42) we get
Cαβ∇cΩαββ˙ =
i
2
Cαβ(∇β∇β˙βαc +∇β˙∇ββαc −∇α∇βββ˙c −∇α∇β˙ββc)
4Hβ˙
δβδc − 2T αα˙c,β˙∇(α˙Tα) + Tαβ˙,cδ∇(αTδ). (4.44)
Using now the definition of TA we see that the last term vanishes, whereas the one but
the last is equal to 4iTacβ˙∇a(φ+ φ¯) which is just (up to the factor of 4i) the right hand
side of (4.34). To complete the proof we have to show that
βDbγ˜ = −
1
8
Cαβ(∇β∇β˙βαc +∇β˙∇ββαc −∇α∇βββ˙c −∇α∇β˙ββc) + iHβ˙δβδc (4.45)
This follows upon using (4.41) and (4.42).
Finally, let us rewrite the equation (4.28) in a form that it will appear in the next
section. Observe that the left hand side of (4.28) can be rewitten as [∇a,∇β](φ− φ¯). It
follows that the field equation is equal to
∇γ∇a(φ− φ¯) = 0. (4.46)
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Having discussed the field equations we now turn to the remaining holomorphic pieces
in the OPE’s. We already discussed the < G(z)G(w) > previously. In the < T (z)T (w) >
in (4.21) there are several holomorphic terms, each of which can be easily cancelled by
adding the following one-loop counterterms to T
T → T − 1
12
ΠαΠb∇βHβ˙α +
1
12
Πα˙Πb∇β˙Hα˙β − 2ΠaΠbHacdHbcd. (4.47)
This leaves an unwanted holomorphic term in < G(z)G¯(w) > of the form (see (4.15)
1
(z − w)(
2i
α′
DαDβ˙Hβ˙α) (4.48)
and in < T (z)G(w) > that looks like
1
(z − w)2 [−3Π
a∇αHα˙γDγ + 4iΠα˙Hα˙γDγ ] (4.49)
It seems impossible to cancel (4.49) by means of a counterterm. The remaining possibility
is then to try to modify the background field expansion of d in such a way as to cancel
(4.49). Suppose we modify the background field expansion of d as follows
(dα +Dα)→ (dα +Dα)(1 + yAyBNBA). (4.50)
A straightforward calculation reveals that by taking Naγ = Nγa =
3
2
∇αHα˙γ and Nαα˙ =
−Nα˙α = 2iHα˙a one can indeed remove (4.49) completely. A pleasant side effect of this
new background field expansion for d is that it also at the same time completely removes
(4.48), while it does not affect any of the other results. While everything at one-loop
now seems to work, it would certainly be nice to have a further, maybe even geometrical,
understanding of the right background field expansion of d.
4.3 Lorentz and U(1) anomalies
In this section, we discuss the anomalies of the world-sheet sigma model. The two
symmetries of the theory, local Lorentz and local U(1) invariance, can be discussed at
the same time. We certainly expect the local Lorentz and U(1) gauge transformations to
be anomalous, due to the presence of the ‘chiral’ fields dα˜, y
α˜ which, from the world-sheet
point of view, closely resemble chiral fermions. Chiral fermions are the usual source of
sigma model anomalies [31]. In the RNS formalism of the heterotic string, the local
Lorentz and gauge anomalies of the low-energy effective action are closely related to the
world-sheet sigma model anomalies and the latter can be cancelled by a Green-Schwarz
mechanism [32, 33, 34]. Since our sigma model is supposedly a reformulation of the RNS
string, a similar anomaly cancellation should be possible in our case as well, as we will
now demonstrate.
The local Lorenz anomaly comes only from diagrams with dα˜, y
α˜ loops and for the
sake of a one-loop analysis it is sufficient to look only at the kinetic term of dα˜, y
α˜ which
we write as ∫
d2zdα˜(δγ˜
α˜∂¯ + Ωγ˜
α˜)yγ˜ (4.51)
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where Ω ≡ −Π¯B(ωBγ˜α˜+w(γ˜)ΓBδγ˜ α˜) contains the spin and U(1) connection and depends
only on the background fields. Local Lorentz and U(1) transformations act on dα˜, y
α˜,Ωγ˜
α˜
as follows
δyβ˜ = Λβ˜ α˜y
α˜
δdα˜ = −dβ˜Λβ˜ α˜
δΩγ˜
α˜ = Λα˜β˜Ωγ˜
β˜ − Ωβ˜ α˜Λβ˜ γ˜ − ∂¯Λα˜γ˜ (4.52)
where Λ is the parameter of the local Lorentz and U(1) transformation that depends
only on the background fields. The full Lorentz and U(1) transformation rule for dα˜ may
involve further yA-dependent terms, depending on the choice of background expansion,
but these do not contribute at one loop.
If we define an effective action by
e−
1
α′
Γ[Ω] =
∫
DdDye−
1
α′
∫
d2zdα˜(δγ˜
α˜∂¯+Ωγ˜
α˜)yα˜ (4.53)
one obtains for its anomalous variation
δΓ[Ω] = −α′
∫
d2z∂Λα˜γ˜Ωα˜
γ˜ . (4.54)
To obtain this result one can e.g. use a point splitting regularization as in [35]. The
full result for Γ[Ω] is proportional to ΓWZW [g], the Wess-Zumino-Witten action, where
the group valued field g is related to Ω through Ω = g−1∂¯g, and is therefore a non-local
functional of Ω. One easily checks this correctly reproduces (4.54).
Our next task is to examine whether or not we can cancel (4.54) by a suitable trans-
formation of the vielbein and the antisymmetric tensor. The relevant equation reads
δ
(
−
∫
d2z(
1
2
ΠaΠ¯a +Dα˜Π¯
α˜ +
1
2
Π¯AΠBBBA)
)
+ α′
∫
d2z∂Λα˜γ˜Ωα˜
γ˜ = 0. (4.55)
We will assume that the background fields are on-shell, in particular that Π¯α˜ = 0.
Furthermore we use Ωα˜
γ˜ = −Π¯AΩAα˜γ˜ and will abbreviate ∂BΛα˜γ˜(ωAα˜γ˜ + w(γ˜)ΓAδα˜γ˜) by
Tr(∂BΛωˆA). Then we find from (4.55) that
δΠA = ΠBXB
A, δΠ¯A = Π¯BXB
A (4.56)
with
Xab = −α
′
2
Tr(∂bΛωˆa + ∂aΛΩb)
Xα˜b = −α′Tr(∂α˜Λωˆb + ∂bΛΩα˜). (4.57)
In order that δΠ¯α˜ = 0, one has to choose Xaβ˜ = 0, but Xα˜β˜ can still be chosen arbitrarily.
For the variation of the antisymmetric tensor we find
δBBA = −α′Tr(∂BωˆA − (−1)AB∂AΛωˆB)−XBSBSA + (−1)ABXASBSB, (4.58)
and with these variations (4.55) is indeed satisfied.
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What is the interpretation of these results? From the variations of the vielbein, we
find that the metric GMN varies in exactly the same way as −α′2 Tr(ωˆM ωˆN). So instead
of introducing new variations of the vielbein, we could also have redefined the metric
as GMN → GMN − α′2 Tr(ωˆM ωˆN), which is the same as adding a local counterterm to
the world-sheet action. We have done an explicit calculation of the one-loop OPE’s
without neglecting the explicit U(1) connections, and we found U(1) noninvariant terms.
All U(1) noninvariant terms could be cancelled by a counterterm in the action of the
form
∫
d2zΓAΓBΠBΠ¯A, in perfect agreement with the general anomaly analysis presented
above.
The variation of the antisymmetric tensor field cannot be canceled by a local coun-
terterm. However, in the background field expansion all terms containing at least two
quantum fields contain only the field strength H , and there is a unique local term one can
add to H in order to make it into a covariant quantity under the modified transformation
rule of B,
HMNP → HMNP − α
′
2
Tr(ωˆ[M∂N ωˆP} +
2
3
ωˆ[M ωˆN ωˆP}). (4.59)
In other words, one should add a super Chern-Simons three-form [36] to H in order
to make it covariant. We know that with the modified transformation rules discussed
above, the Lorentz and U(1) anomalies cancel, and therefore the result obtained from
a perturbative calculation that takes all the spin and U(1) connections properly into
account, can also be obtained in a simpler way by first ignoring all the spin and U(1)
connections and by subsequently performing the substitution (4.59) in the final answer.
In our computation we have ignored the spin and U(1) connections, but we have only
done a one-loop calculation and the shift in (4.59) would therefore only affect two-loop
results. Altogether this shows that if we would have taken the spin and U(1) connections
into account, we would have been able to get rid of all non-covariant terms by means of
suitable local counterterms, and the final field equations would still come out the same,
and we verified this explicitly for the U(1) connections, as mentioned above.
Similarly, the inclusion of gauge field from the internal six dimensional space or the
heterotic fermions would give rise to a Chern-Simons term for the gauge fields in H , and
these Chern-Simons terms play a crucial role in the anomaly cancelation through the
Green-Schwarz mechanism.
4.4 Standard β-function calculations
In this section we briefly examine the relation between the diagrammatic results and a
‘standard’ beta-function calculation. In a standard beta-function calculation (see e.g.
[12], [37], and for the Green-Schwarz string [38, 39]), one couples the sigma model to a
world-sheet metric and then continues the theory to 2 + 2ǫ dimensions. If the 2 + 2ǫ-
dimensional metric is purely conformal, gαβ ∼ eσδαβ, then the action picks up an overall
factor eǫσ. In addition, the Fradkin-Tseytlin term
∫
d2z
√
gR(φ+ φ¯) becomes proportional
to
∫
d2z(φ+ φ¯)∂∂¯σ, and it explicitly breaks conformal invariance. This is not a problem,
because the Fradkin-Tseytlin term is of higher order in α′, so that classically the sigma
model is still conformally invariant. If we now vary the action with respect to σ, we find
that δS/δσ ∼ ǫL+α′c∂∂¯(φ+ φ¯), where L is the Lagrangian density, S = ∫ d2zL, and c is
some constant. If the theory is UV divergent at one-loop, it should be renormalized with
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a counterterm α
′
ǫ
Ldiv. Including such a counterterm, the condition for the theory to be
conformally invariant at one-loop becomes Ldiv ∼ ∂∂¯(φ+ φ¯). The only one-loop diagrams
that are UV divergent are those of the type of diagram (41), with the cross indicating a
vertex from the action. If we denote the relevant vertices in (3.24) by
∫
d2zyAyBC
(2)
BA, we
find a UV divergent contribution 1
ǫ
C(2)aa . Thus, conformal invariance of the sigma model
requires C(2)aa ∼ ∂∂¯(φ + φ¯). Using the equations of motion of the background fields and
the explicit form of the vertices C
(2)
BA in (3.24), we find that this reproduces exactly the
equations (4.28)–(4.30). Although this derivation is much simpler than the diagrammatic
one in the previous sections, it is not clear to us whether these beta-function calculations
would also be sufficient to guarantee the full N = 2 superconformal invariance of the
theory. As this example illustrates, the standard beta-function calculation reproduces
precisely the equations of motion that are implied by requiring the presence of a Virasoro
algebra only, and it may be that at higher loop this is a weaker condition than requiring
a full N = 2 invariance. Nevertheless, it would certainly be a useful exercise to compute
the two-loop beta-functions of the sigma model, as these do provide necessary conditions
for N = 2 superconformal invariance. If the number of two-loop equations thus obtained
would match the number of one-loop field equations, this would be a strong indication
that one did in fact find the complete set of equations up to two-loop. These could then
be used to find the α′ corrections to the supergravity action, which is discussed in the
next section.
An alternative approach would be to first formulate the sigma model as a sigma model
for a (2, 0) super world-sheet, and to then do a manifestly supersymmetric beta-function
calculation (see e.g. [40]). This would automatically guarantee the full N = (2, 0)
superconformal invariance. Unfortunately, no such super world-sheet formulation if the
sigma model is known to us.
5 The supergravity action
In this section we derive the low energy effective action. The fields that appear in the
theory are the vierbein EM
A and the dilaton complex chiral superfield φ. The anti-
symmetric tensor BAB is not an indepent field, as it is expressed purely in terms of
the vielbein by means of the tree-level constraints. We will find it convenient to define
Φ = expφ and Φ¯ = exp φ¯, so that Φ and Φ¯ have multiplicative U(1) charge.
We have already seen that the field content of the low-energy theory is that of ‘16-16
supergravity’ [41]. This supergravity can be expressed as a non-minimal supergravity
with an additional constraint (such that the number of off-shell components of the non-
minimal supergravity is reduced from 40 to 32). Solving for this constraint one sees that
‘16-16 supergravity’ may be either old-minimal supergravity coupled to a tensor multiplet
or a formulation of new-minimal supergravity coupled to a chiral multiplet [42]. (Now
the counting of the number of off-shell components yields 24+8; 24 being the number of
supergravity components and 8 the number of tensor or chiral multiplet components).
The action that describes this non-minimal supergravity theory is given by [42]
S =
∫
E−1G3n+1(ΦΦ¯)−2n (5.1)
40
where G is a real linear multiplet and Φ is a chiral multiplet (the Φ in (5.1) is equal
to (Φ′)3/2, where Φ′ is the chiral multiplet that appears in [42]; this follows from the
U(1) charge of our Φ or equivalently from its conformal weight (which is 3/2)). Now
in (5.1) either G or Φ is a compensator field. Which one of the two is the compensator
depends on the sign of the kinetic term of the scalar in the linear and chiral multiplet.
If G is a compensator we are dealing with a new-minimal theory, whereas in case Φ is
the compensator the theory is old minimal. To determine the sign let us go to the gauge
Φ = 1 and then shift G → G + 1. The factor 1 gives the usual supergravity action.
The term quadratic in G has coefficient 3n(3n + 1). If this coefficient is positive then
the kinetic term for the scalar in the tensor multiplet has the correct sign and Φ is the
compensator.
The constraints that the supergravity algebra satisfies imply that we are in the “string
gauge” G = 1. In this gauge the field content of the tensor multiplet has been moved
to the supergravity fields. The antisymmetric tensor that couples in the sigma model is
sitting in the supergravity multiplet and not in the tensor multiplet. This follows from
the sigma-model constraints
TABc + (−1)AB2HABc = 0. (5.2)
In addition, this relation implies
Hαβ˙c = −iCαγCβ˙γ˙ (5.3)
In rigid superspace the Bianchi identities for the tensor mupliplet give
Hαβ˙c = −iGCαγCβ˙γ˙. (5.4)
So we indeed get G = 1.
The action (5.1) in the string gauge takes the form
S =
∫
d4xd4θE−1(ΦΦ¯)−2n. (5.5)
We emphasize that the fact that one can gauge away G does not mean that G is a
compensating multiplet. It is only the signs of the kinetic terms that determine which
multiplet is the physical one, and which is the compensator.
To derive the field equations we will use a method developed by Wess and Zumino
[43]. We define ∆A
B = δEA
MEM
B. Then using
δE−1 = −E−1(−1)A∆AA. (5.6)
the variation of the action is given by
δS =
∫
E−1[−(−1)A∆AA − 2n(δφ+ δφ¯)](ΦΦ¯)−2n. (5.7)
However, ∆A
A, δφ and δφ¯ are not unconstrained superfields. The variations of the super-
fields should be along the constrained surface defined by the original constraints. This
imposes constraints on the variations. In other words, given ∇A that satisfies (3.54)-
(3.57), ∇A + δ∇A, where
δ∇A = ∆AB∇B + δωAβ˜γ˜Mγ˜ β˜ + δΓAY, (5.8)
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should satisfy the same supergravity algebra to first order in the variations. We proceed
to solve the constraints by expressing the variations in terms of prepotentials.
For the purpose of obtaining the field equations one need not solve for all the varia-
tions. All that we need is to express ∆a
a,∆α˜
C ,Γα˜ in terms of uncontrained superfields.
The need for ∆α˙
C ,Γα˙ follows from the chirality of Φ. The variation of Φ should respect
its chirality
0 = δ(∇α˙Φ) = ∆α˙C∇CΦ− 1
2
δΓα˙Φ+∇α˙(δΦ), (5.9)
and similarly for ∆α
C ,Γα.
We start by solving (3.54) (from now on “solving” means “solving at the linearized
level”). It is rather easy to solve all equation that arise. The results are
∆α
β = ∇αψβ − ψαβ − 1
2
Cα
βψ
∆α
β˙ = ∇αM¯ β˙
∆α
b = 2iCα
βM¯ β˙ +∇αLb
δΓα = ∇αψ − 4iHβ˙αM¯ β˙ + 2∇βHβ˙αLb
δωαγ
δ = ∇αψγδ + 2iM¯ γ˙Hγ˙(γ|Cα|δ) − Le∇ǫHǫ˙(γ|Cα|δ)
δωαγ˙
δ˙ = ∇αφ¯γ˙ δ˙ − 2iM¯ (δ˙Hγ˙)α − 2iLαǫ˙W¯ ǫ˙γ˙ δ˙
+
1
6
Lα(γ˙|∇γ|H δ˙)γ + 1
2
(Lǫγ˙∇(α|H δ˙|ǫ) + γ˙ ↔ δ˙) (5.10)
where ψα, ψα
β, ψ, M¯ α˙, La, φ¯γ˙
δ˙ are Lorentz irreducible superfields (e.g. ψα
α = 0). At this
point they are unconstrained but they will be constrained when we will impose the rest
of the supergravity algebra. Notice that we have also solved for the spin connections. We
did this because they will be needed in the subsequent analysis. The complex conjugate
equations are obtained from the above by just interchanging dotted with undotted indices.
Note, however, that since δΓα → −δΓα˙ (which follows from Y † = −Y , see Appendix A)
we have ψ → −ψ¯.
Next, the torsion part of (3.55) implies
∆a
β =
i
2
[∇(α∆α˙)β + δωα˙αβ + 1
2
δΓα˙Cα
β],
∆a
b =
i
2
[∇(α∆α˙)b − 2i∆αβCα˙β˙ − 2i∆α˙β˙Cαβ], (5.11)
From the curvature and U(1) parts of (3.55) one can determine δHα˙α, δωaβ˜
γ˜ , δΓa. How-
ever, since we do not need these variations for the derivation of the field equations we
will not solve the corresponding equations.
The commutator in (3.56) does not have any torsion part. This imposes certain
constraints on the variations. Explicitly, we get that the following combinations should
vanish
−∇b∆αβ +∆αcTcbγ +∇α∆bγ − δωbαγ − 1
2
δΓbCα
γ = 0 (5.12)
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−∇b∆αγ˙ +∆αcTcbγ˙ +∇α∆bγ˙ = 0 (5.13)
−∇b∆αc +∆αdTdbc + δωαβγCβ˙ γ˙ + δωαβ˙γ˙Cβγ +∇α∆bc + 2i∆bγ˙Cβγ = 0 (5.14)
The first equation will constrain the prepotentials for δωaβ˜
γ˜ , δΓa. Since we are not in-
terested in them we will not discuss further this equation. Equations (5.13) and (5.14)
constrain the prepotentials ψα, ψα
β, ψ, M¯ α˙, La, φ¯γ˙
δ˙ as we now show.
Inserting into (5.13) the results from (5.10) and (5.11) and after some rather tedious
algebra we get that certain combinations of the prepotentials are linear superfields. We
solve these constraints to get
∇α˙(ψ¯α˙ − M¯α˙) + ψ − ψ¯ = ∇αΛα
∇(α˙(ψ¯β˙) − M¯β˙)) + 2(φ¯α˙β˙ − ψ¯α˙β˙) = ∇αKαα˙β˙ (5.15)
where Λα, Kαα˙β˙ are (at this point) unconstrained superfields. The calculation involves
a rather delicate cancellation among all terms that are not linear in the fields or in the
variations. One may anticipate such a cancellation since the solution of the full non-linear
Bianchi’s involves Hα˙α and Wαβγ only linearly.
Procceding in a similar way we get from (5.14) (again after tedious algebra and many
cancellations)
i
2
∇α˙(La − L¯a)− Λα + 2(Mα − ψα) = ∇βθβα +∇αθ (5.16)
Kαβ˙
γ˙ +
i
2
∇(β˙|(Lα|γ˙) − L¯α|γ˙)) = ∇βΣβαβ˙ γ˙ +∇αΣβ˙ γ˙ (5.17)
where θβ
α,Σβ
α
β˙
γ˙,Σβ˙
γ˙ are Lorentz irreducible.
We see that these equations only depend on certain differences of superfields. We
define
ψˆ = ψ − ψ¯; φˆαβ = φαβ − ψαβ ; Lˆa = La − L¯a; Mˆα = Mα − ψα. (5.18)
In terms of these fields the equations (5.15), (5.17) and their complex conjugate read
∇α˙ ¯ˆM
α˙
+ ψˆ = ∇αΛα (5.19)
∇αMˆα + ψˆ = ∇α˙Λ¯α˙ (5.20)
i
2
∇α˙Lˆa − Λα + 2Mˆα = ∇βθβα +∇αθ (5.21)
− i
2
∇αLˆa − Λ¯α˙ + 2 ¯ˆM
α˙
= ∇β˙ θ¯β˙ α˙ +∇α˙θ¯ (5.22)
−∇(α˙ ¯ˆM β˙) + 2¯ˆφα˙β˙ = ∇αKαα˙β˙ (5.23)
−∇(αMˆβ) + 2φˆαβ = ∇α˙K¯α˙αβ (5.24)
Kαβ˙
α˙ +
i
2
∇(β˙|Lˆα|α˙) = ∇βΣβαβ˙ γ˙ +∇αΣβ˙ γ˙ (5.25)
K¯ α˙β
α − i
2
∇(βLˆα)α˙ = ∇β˙Σ¯β˙ α˙βγ +∇α˙Σ¯βγ. (5.26)
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The last four equations are irrelevant for the derivation of the field equations and, there-
fore, we will not deal with them any further. The first four equations constrain the super-
fields ψˆ, Mˆ,Λα, θαβ , θ. We now solve them in terms of new prepotentials (prepotentials-
for-prepotentials). Equations (5.21) and (5.22) can be used to solve for Λα and Λα˙.
Eliminating ψˆ from (5.19) and (5.20) we get
−∇αMˆα +∇α˙ ¯ˆM α˙ = −∇α( i
2
∇α˙Lˆa +∇αθ) +∇α˙(− i
2
∇αLˆa +∇α˙θ¯) (5.27)
The general solution of this equation is a particular solution Mˆ1α plus the most general
solution Mˆ0α of the homogeneous equation. It is very easy to find a particular solution
Mˆ1α =
i
2
∇α˙La +∇αθ (5.28)
The general solution of the homogeneous equation is given by
Mˆ0α = ∇¯2∇αV +∇βχβα +∇2χα. (5.29)
where V is a real unconstrained superfield and χαβ , χ are Lorentz irreducible uncon-
strained complex supefields. To prove the last statement we rewrite the equation as
∇αMˆα = ∇α˙ ¯ˆM α˙ (5.30)
The general solution of this equation is a particular solution plus a general element in
the kernel of ∇α. The last two terms in (5.29) are clearly the most general elements in
the kernel of ∇α. It remains to show that the first term in the right hand side of (5.29)
is a particular solution of (5.30). This follows from the identity
∇α∇¯2∇αV = ∇α˙∇2∇α˙V, (5.31)
which can be proven by direct computation. We have, thus, shown that
Mˆα =
i
2
∇α˙La +∇αθ + ∇¯2∇αV +∇βχβα +∇2χα (5.32)
Furthermore,
Λα = − i
2
∇α˙Lˆa + 2∇¯2∇αV +∇αθ +∇β(2χβα − θβα) + 2∇2χα,
ψˆ =
i
2
[∇α,∇α˙]La + 3∇α∇¯2∇αV +∇2θ + ∇¯2θ¯. (5.33)
Next, we are going to express the variation of the dilaton superfield in terms of un-
constrained superfields. We need to solve equation (5.9). This is rather straightforward.
The result is
δΦ = ∇2U −Mα∇αΦ− L¯b∇bΦ + 1
2
ψ¯Φ, (5.34)
where U is a complex unconstrained superfield.
We are now almost ready to derive the field equations. We first need one more fact,
namely that our supergravity algebra allows naive partial integrations. This follows from
the identity
E−1
←∇A= −E−1(−1)BTABB (5.35)
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The proof of this identity can be found in [44] p. 282, and it will not be repeated here.
Since in our supergravity algebra (−1)BTABB = 0 naive partial integrations are allowed.
The easiest equation to derive is the dilaton field equation. Integrating by part the
derivatives from U and using the fact that Φ¯ is anti-chiral we get
∇2Φ = 0, (5.36)
or in terms of φ
∇2φ+∇αφ∇αφ = 0. (5.37)
We now move on to derive the remaining equations. Direct computation gives
− (−1)A∆AA = 2[∇α(Mα − ψα) +∇α˙(M¯ α˙ − ψ¯α˙)] + ψ − ψ¯
− i
2
(∇α∇α˙L¯a +∇α˙∇αLa) +∇αψα +∇α˙ψ¯α˙ (5.38)
We see that some terms appear in the combinations of differences that we have already
seen but not all of them. However, an interesting conspiracy happens when we take into
account the dilaton terms. Integrating by parts the M-term in δφ the resulting ∇αMα
combines with the bare ∇αψα in (5.38) to ∇αMˆα. Similarly, by integrating by parts
the L terms in δφ and δφ¯ we find that the L terms also organize themselves into Lˆa
(more precisely, we integrate by parts the term −1
2
L¯b∇bΦ, the other half we keep as it
is; similarly for the L term in δφ¯). At this point we have
δS =
∫
E−1[∇αMˆa+∇α˙ ¯ˆM
α˙
+(1+n)ψˆ+
i
4
[∇α,∇α˙]La−nLa∇a(φ− φ¯)](ΦΦ)−2n (5.39)
Inserting now (5.32), (5.33) we get
δS =
∫
E−1[
i
4
(2n+ 1)[∇α,∇α˙]Lˆa − nLˆa∇a(φ− φ¯) +
+n(∇2θ + ∇¯2θ¯) + (1 + 3n)∇α∇¯2∇αV ](ΦΦ¯)−2n (5.40)
Clearly, θ and θ¯ do not give any new equations. For n = −1/2 the first term in (5.40)
drops out and we get the following field equation
∇a(φ− φ¯) = 0, (5.41)
Clearly, this equation implies (4.46). Equation (4.46), however, is a slightly weaker
condition than that given by (5.41). We think that it is very unlkely that it is possible
to write down a different action that gives directly (4.46) as its field equation instead
of just (5.41). It is clear though that in the class of theories described by an action of
the form (5.5) the n = −1/2 theory is the only one that can be the low energy effective
action of the heterotic superstring. Furthermore, we expect that a two-loop calculation
will confirm the value n = −1/2.
For n = −1/2 (which is the n = 0, n˜ = −1/2 case in the language of [44]) 3n(3n+ 1)
is positive, and therefore, the low energy theory is old-minimal supergravity coupled
to a tensor multiplet. The fact that the low energy effective action of the heterotic
string is old-minimal supergravity was already predicted in [5] using string field theory
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arguments, and that it is in particular n = −1/2 ‘16-16 supergravity’ in [6]. Properties
of low energy effective actions similar to ours have been studied in [45], although the
dilaton was incorrectly assumed to be part of G rather than Φ.
It remains to determine the field equation that follows from V . It turns out that
this equation follows from the other two as we now describe. Integrating by parts the
derivatives from V and using that Φ is chiral and linear (see (5.36)) we get
(∇α∇β˙∇β˙∇αΦ)Φ¯ + 2(∇α∇β˙∇αΦ)(∇β˙Φ¯) + 2(∇β˙∇αΦ)(∇α∇β˙Φ¯) = 0 (5.42)
Adding to this equation its complex conjugate we get
∇aφ∇aφ¯−HaHa + i
4
[∇α,∇α˙]H α˙α = 0 (5.43)
To get this result one has to use the following two identities
∇α∇α˙∇αφ = 0
1
2
(∇αH α˙α∇α˙φ¯−∇α˙H α˙α∇αφ)−H α˙α∇α˙φ¯∇αφ = 0. (5.44)
that both follow from (5.41).
It is now relatively straightforward to prove that (5.43) follows from (5.36) and (5.41).
Equation (5.41) can be rewritten as
Hα˙α = − i
4
[∇α,∇α˙](φ+ φ¯) (5.45)
Acting with [∇α,∇α˙] one gets
[∇α,∇α˙]H α˙α = −i∇a∇a(φ+ φ¯) (5.46)
Similarly by acting with ∇α˙∇α on the dilaton field equation we get
∇a∇a(φ+ φ¯) + 2∇aφ∇aφ− 2HaHa − i
2
[∇α,∇α˙]H α˙α = 0. (5.47)
From (5.46) and (5.47) one immediately gets (5.43).
6 Conclusions
We have performed a one-loop computation to determine the low energy effective action
of the heterotic superstring. This was done by first coupling the Berkovits string to a
curved background and then requiring that it has an N = 2 superconformal invariance at
the one-loop level. The tree-level analysis gave a set of constraints that together with a
maximal set of conventional constraints determined completely the supergravity algebra
through the Bianchi identities.
Computing the OPE’s of the superconformal algebra at the one-loop level led to
extra terms in the right hand side of the OPE’s. The extra holomorphic terms could
be cancelled by a particular and ill-understood choice of counterterms and background
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Figure 1: A table of Feynman diagrams; crosses (×) indicate vertices from the non-
dilaton parts of T ,G, and G¯; encircled crosses (⊗) indicate vertices coming from their
dilaton parts; double lines indicate background fields and single lines indicate quantum
fields. Whenever the diagram is a contribution to < A(z)B(w) >, the leftmost cross will
always indicate a vertex from A, the rightmost cross a vertex from B.
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field expansions. The non-holomorphic terms led to the field equations. We found field
equations only in the OPE’s of T with G and T with T . This is accordance with the
strange α′ factors that appears in the definition of G and G¯. The one-loop calculation
of < G(z)G¯(w) > yields only the tree-level part of T , and should therefore not contain
any field equations (similarly for < G(z)G(w) >, < G¯(z)G¯(w) >). The calculation of
< T (z)T (w) > led to three equations. However, only one of those is an independent
equation, namely
∇γ∇a(φ− φ¯) = 0. (6.1)
The other two can be obtained by differentiating (6.1). Vanishing of the non-holomorphic
part of < T (z)G(w) > requires that precisely the same equation holds.
We then studied the problem of finding the supergravity action that has (6.1) as its
field equation. Starting with a general form of the supergravity action (5.5) we obtained
that only the n = 1/2 case
S =
∫
d4xd4θE−1ΦΦ¯ (6.2)
is compatible with the string calculation. Hence, we conlude that this is the low energy
effective action. This action describes old-minimal supergravity coupled to a tensor
multiplet. Notice, however, that instead of equation (6.1) we find a slightly stronger field
equation, namely
∇a(φ− φ¯) = 0. (6.3)
Another way to check that n = 1/2 is consistent is to look at the precise coefficient of the
dilaton term in the sigma model action, and to use that one the sphere 1
4
∫
d2zR
√
g = −2.
The action (6.2 leads to two more field equations
∇2φ+∇αφ∇αφ = 0 (6.4)
∇aφ∇aφ¯−HaHa + i
4
[∇α∇α˙]H α˙α = 0 (6.5)
We saw a glimpse of the first one in the computation of < G(z)G(w) >, and the second
is a consequence of the first one and (6.3). Both will probably follow from a two-loop
calculation.
There are many different extensions and applications of our results. One extension
is to include the compactification-dependent and the Yang-Mills background fields. This
extension should be straightforward since all our methods are directly applicable. One
may also try to extend our results to two loops. This is, however, a much more difficult
task since the number of graphs one would need to compute grows enormously and,
furthermore, one runs into problems of renormalization. It would be desirable to have
a better understanding of the counterterms and different background field expansions
for d before starting such a two-loop calculation. At this moment, the easiest way to
obtain two-loop information seems to be to compute the conventional beta-functions, as
discussed in section 4.4, at two loops. Further generalizations include the case of the
type II string. Since the sigma model treats Neveu-Schwarz fields on the same footing
as Ramond fields, the sigma model might provide interesting information about the
geometry of the still, especially in the case of the type IIB string, mysterious Ramond
fields. It should also be possible to generalize the covariant sigma model description of
the heterotic string to the case of N = (1, 2) heterotic strings. These string theories
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have recently attracted some attention because they may be of direct relevance to M-
theory [47]. Another interesting possibility is to consider D-branes in an open type II
version of the sigma model. Due to the simple nature of the Ramond fields, the Ramond
charges carried by a D-brane should be clearly visible. In a somewhat different direction
our results might shed light in the relation between target space supersymmetry and
T -duality, and lead to new off-shell formulations for certain supergravity theories.
All in all, we believe that this world-sheet point of view of string theory should provide
a fruitful arena for further investigations.
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A Conventions
In this appendix we present the conventions used in this paper. We use a two component
notation. Our conventions are the ones of [44]. For completeness we summarize the
relevant points here. Indices from the first part of the alphabet (Greek or Roman) are
target space (or flat) indices and from the middle part of the alphabet are curved indices.
Greek letters are reserved for spinor two components indices (for example, ψα is a two
component spinor with α = +,−) and Roman ones for vector indices. Each vector index
is equivalent to one undotted and one dotted index (φa = φαα˙). Capital indices denote
both a spinor (dotted and undotted) and vector index, whereas a tilde on a Greek index
denotes both a dotted and undotted spinor index. Indices are raised and lowered using
an sl2 invariant antisymmetric two dimensional matrix Cαβ . Since Cαβ is antisymmetric,
we have to specify how exactly we use it to raise and lower indices, and our convention
is the so-called ‘down-hill’ rule from left to right for both the undotted and the dotted
sector.
To illustrate the above we give couple of examples:
ψAχA = ψ
aχa + ψ
α˜χα˜ = ψ
aχa + ψ
αχα + ψ
α˙χα˙ (A.1)
ψαCαβ = ψβ; C
αβψβ = ψ
α (A.2)
In addition, we have the following identity
CαβC
γδ = δ[α
γδβ]
δ, (A.3)
where the square brackets indicate antisymmetrization. Similarly, parenthesis indicate
symmetrization, and square bracket from the left and parenthesis from the right indicate
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graded antisymmetrization. Our convention for (anti)-symmetrization is without any
additional factors, i.e.
A(αBβ) = AαBβ + AβBα. (A.4)
Furthermore, indices between straight lines do not participate in (anti)-symmetrization.
From (A.3) we get
CαβCαβ = δα
α = 2 (A.5)
Cαβχγ − Cαγχβ = −Cβγχα (A.6)
χαχβ = −1
2
Cαβχ
γχγ (A.7)
The last identity is an example of a Fierz identity. Finally, although we are not going to
need it, we quote the explicit form of the C-matrices
Cαβ = C
β˙α˙ = Cα˙β˙ = σ2 =
(
0 −i
i 0
)
, (A.8)
where σ2 is the Pauli matrix.
Our conventions for covariant derivatives, torsion, curvature, etc. are as follows
∇A = EAM∂M + ωAβγMγβ + ωAβ˙γ˙Mγ˙ β˙ + ΓAY, (A.9)
[∇A,∇B} = TABC∇C +RABγδMδγ +RABγ˙ δ˙Mδ˙ γ˙ + FABY, (A.10)
where EA
M , ωAβ˜
γ˜ and ΓA are the vielbein, the spin connection and the U(1) connection,
respectively. TAB
C , RABγ˜
δ˜ and FAB are the torsion, the curvature tensor and the U(1)
curvature, repectively. M γ˜
δ˜
are the generators of the Lorentz group. They are symmetric
in α, β and they act as follows
[λα
βMβ
α, sγ] = λγ
αsα, (A.11)
Finally, Y is the antihermitian generator of U(1). The U(1) charge of the various fields is
given in the main text. In addition, we sometimes use w(A) to indicate the U(1) weight
of the index A, which is defined by w(α) = +1
2
, w(α˙) = −1
2
, and w(a) = 0. Let us also
give the explicit dependence of the torsion on the vierbein and the connections
TAB
C = E[A
M∂MEB)
NEN
C + ω[AB)
C + w(C)Γ[AδB)
C . (A.12)
Both the spin connection and the curvature are reducible with respect to the Lorentz
group, in order to preserve (3.52). In particular, one has
ωAb
c = ωAβ
γδβ˙
γ˙ + ωAβ˙
γ˙δβ
γ (A.13)
ωAβ
c = ωAβ
γ˙ = 0 (A.14)
RABc
d = RABγ
δδγ˙
δ˙ +RABγ˙
δ˙δγ
δ (A.15)
RABc
δ = RABγ
γ = RABγ
δ = 0. (A.16)
Finally, we use a version of hermitian conjugation, which we denote by c.c., and which
acts as follows on the various objects
(∇α)† = ∇α˙; (Cαβ)† = Cα˙β˙; (Mγδ)† =Mγ˙ δ˙; (Y )† = −Y ; (A.17)
(∇a)† = −∇a; (Hαβ˙)† = Hβα˙; (Wαβγ)† = W¯α˙β˙γ˙ . (A.18)
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B Solving the Bianchi identities
In this appendix we give some details of the solution of the Bianchi identities. There are
two different Bianchi identities that we will solve: the Bianchi identity associated with the
antisymmetric tensor BMN and the Bianchi’s associated with the covariant derivatives.
The first one just expresses the fact that HLMN is a closed 3-form (notice that the indices
in HLMN are curved indices). The second ones follow from the Jacobi identities for the
covariant derivatives.
Let us start from the latter. The equation we need to solve is the following [44]
∆ABC
D = R[ABC)
D + w(D)F[ABδC)
D, (B.1)
where
∆ABC
D = ∇[ATBC)D − T[AB|ET[E|C)D. (B.2)
There are two other equations that follow from the Jacobi identities. One of them involves
the covariant derivative of the curvatures RABC
D and the other the covariant derivative
of the U(1) curvature. They do not yield any further information, though, since they
become true identities once (B.1) is satisfied (Dragon’s theorem [46]).
The second set of Bianchi identities is associated with the antisymmetric tensor. The
field strength HLMN is a closed 3-form. Therefore,
dHLMN = 0. (B.3)
One now writes (B.3) in terms of covariant derivatives and with all indices flat. The
result is a sum of two terms. The first ones vanish if the supergravity Bianchi’s are
satisfied. So, we are left with the following identity to solve
∇[AHBCD) − T[AB|EHE|CD) = 0. (B.4)
This equation has the same form as in flat superspace.
To solve (B.1) and (B.4) we decompose all tensors in irreducible representations of
the Lorentz group and substitute these in (B.1) and (B.4). By further decomposing the
left and right hand side of (B.1) and (B.4) into Lorentz irreducible pieces we get relations
among the different Lorentz components of the curvatures and the torsions. Eventually
all tensors are expressed in terms of a few superfields that satisfy certain differential
relations.
The Lorentz decomposition is achieved by just symmetrizing and antisymmetrizing
all similar indices. For example, the curvature Rα˙βγδ contains an (3/2, 1/2) and an (1/2,
1/2) irreducible component8. Explicitely we have
Rα˙βγδ = rα˙,βγδ + Cβ(γrδ)α˙ (B.5)
where rα˙,βγδ is symmetric in β, γ, δ and represents the (3/2, 1/2) component and rδα˙
represents the (1/2, 1/2) piece. To give a second example, consider the torsion component
Tαbc. It contains the 6 different Lorentz components, namely (3/2, 0)⊕(1/2, 0)⊕(1/2, 0)⊕
8 Our notation (a, b) refers to the representation(a, b) of the Lorentz group SL(2, C), where a is the
spin carried by the undotted indices and b is the spin carried by the dotted indices.
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(3/2, 1)⊕ (1/2, 1)⊕ (1/2, 1). The tree level constraint (3.39), however, eliminates half of
them, and we get the following decomposition
Tαbc = Cβ˙γ˙[Kαβγ + Cα(βKγ)] + CβγKαβ˙γ˙ (B.6)
The Lorentz decomposition of the rest of the tensors is tabulated below
Rαβγδ = rαβγδ + (Cδ(αrβ)γ + γ ↔ δ) + Cα(γCδ)βr
Rα˙bγδ = rα˙β˙,βγδ + Cα˙β˙rβγδ + Cβ(γrδ)α˙β˙ + Cα˙β˙Cβ(γrδ)
Rαbγδ = rβ˙,αβγδ + (Cαβrγδβ˙ + cyclic in β, γ, δ)− Cβ(γr′δ)αβ˙ + Cα(γCδ)βrβ˙
Rabγδ = Cα˙β˙ [Wαβγδ + (Cδ(αWβ)γ + γ ↔ δ) + Cα(γCδ)βW ] + CαβWα˙β˙,γδ
Fαb = Cαβfβ˙ + fαβ,β˙
Fab = Cαβfα˙β˙ + Cα˙β˙fαβ
Tabγ = CαβWγ,α˙β˙ + Cα˙β˙(Cγ(αWβ) +Wαβγ)
Habc = CγαCγ˙β˙Hα˙β − CγβCγ˙α˙Hβ˙α =
1
2
(Cα˙β˙Cγ(α|Hγ˙|β) − CαβCγ˙(α˙Hβ˙)γ)
The Lorentz decomposition of the remaining components can be obtained from the ones
listed above by hermitian conjugation, see (A.17),(A.18). For example,
Rαβ˙γ˙δ˙ = r¯α,β˙γ˙δ˙ + Cβ˙(γ˙ r¯δ˙)α. (B.7)
To organize the calculation we start with the Bianchi’s of lowest dimension (vector
indices have dimension 1 and spinor indices dimension 1/2; then “dimension = lower
indices - upper indices”) and work our way up. The first non-trivial equation appears at
dimension 1/2 and it involves only torsions. As mentioned in Appendix A the Lorentz
group acts reducibly in target space. This implies that in the equation (α˙, β, γ, d)9 the
right hand side vanishes identically. Then the equation yields
T c
(α,β)β˙
= 0. (B.8)
Using (B.6) we get that the torsion T cαb vanishes.
Because the curvatures RABcd are determined from the curvatures RABγδ and RABγ˙δ˙
it is, in general, advisable to analyze first the identities (A,B, γ˜, δ˜). We start, however,
by partly analyzing the equation (α, β˙, c, d). The right hand side is equal to Rαβ˙cd. The
left hand side is given by
∆αβ˙cd = 2iTαβ˙cd + iCαδCβ˙δ˙(Tcǫ
ǫ + Tcǫ˙
ǫ˙) (B.9)
To proceed further we need a result from the Bianchi’s related to the antisymmetric
tensor. From the equation (a, β˙, γ, δ) (where now by (a, β˙, γ, δ) we mean (B.4) with
A = a, B = β˙, C = γ,D = δ) we get
Tαβ˙,bc = −2Hαβ˙,bc +
1
2
CγδCγ˙δ˙(Tαβ˙,ǫ
ǫ + Tαβ˙,ǫ˙
ǫ˙)− 1
2
CαδCβ˙δ˙(Tcǫ
ǫ + Tcǫ˙
ǫ˙) (B.10)
9By (α˙, β, γ, d) we mean equation (B.1) with A = α˙, B = β,C = γ,D = d.
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Inserting this into (B.9) we obtain
∆αβ˙cd = −4iHαβ˙,bc + iCγδCγ˙δ˙(Tαβ˙,ǫǫ + Tαβ˙,ǫ˙ǫ˙) (B.11)
However, ∆αβ˙cd is antisymmetric in the indices c and d since it is equal to Rα,β˙,cd. Hence,
Tαβ˙,ǫ
ǫ + Tαβ˙,ǫ˙
ǫ˙ = 0, (B.12)
which combined with the conventional constraint
Tαβ˙,ǫ
ǫ − Tαβ˙,ǫ˙ǫ˙ = 0 (B.13)
yields
Tαβ˙,ǫ
ǫ = Tαβ˙,ǫ˙
ǫ˙ = 0. (B.14)
So, equations (B.9) and (B.10) become
Rαβ˙cd = −4iHαβ˙,bc
Tabc + 2Habc = 0. (B.15)
We now proceed with the supergravity Bianchi’s. We will return to the antisymmetric
tensor Bianchi’s after we solve completely the gravity ones. In dimension 1 the left hand
side of (B.1) vanishes identically (due to constraints). There are 6 (non-trivial) equations
at this level. Three of those, namely the equations (α˙, β˙, γ, δ), (α˙, β, γ, δ), and (α, β, γ, δ),
yield
Rα˙β˙γδ = rα˙,βγδ = rαβγδ = 0,
Fα˙β˙ = 0, Fα˙β = −2rβα˙, Fαβ = 4rαβ. (B.16)
The other three equations are the hermitian conjugates of these ones. The results are
the hermitian conjugates of the equations (B.16). (One should remember that our U(1)
generators are anti-hermitian; this yields an extra minus sign in the U(1) sector).
At dimension 3/2 we have 4 equations. The equation (α˙, b, γ, δ) yields
rα˙β˙,βγδ = 0, rαβ˙γ˙ = iWαβ˙γ˙ , rα = iWα, rαβγ = −2iWαβγ ,
f¯α = 6iWα, f¯α˙β˙,γ = −2iWγα˙β˙ (B.17)
Next we consider the equation (α, b, γ, δ). It yields
rβ˙,αβγδ = 0, r
′
αβγ˙ = −
1
2
rαβγ˙ =
1
6
fαβ,γ˙, fβ˙ = −2rβ˙ (B.18)
Combining these results with their hermitian conjugates we get
rα˙ = 3iW¯α˙, r
′
αβγ˙ =
i
3
W¯γ˙αβ . (B.19)
At the dimension 2, from the equation (a, b, γ, δ) we get
Wαβγδ =
1
24
∇(αWβγδ), Wαβ = 1
4
∇(αWβ) − 1
8
∇δWδαβ ,
W =
1
2
∇δWδ, Wα˙β˙,γδ =
1
2
∇(γWδ),α˙β˙,
fαβ = −∇δWδαβ −∇(αWβ), fα˙β˙ = −∇δWδα˙β˙. (B.20)
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The hermitian conjugate of this equations implies that fαβ = −(fα˙β˙), where the bar
indicates that dotted and undotted indices should be interchanged. Explicitely, we get
∇δ˙W¯δ˙αβ +∇δWδαβ +∇(αWβ) = 0. (B.21)
We now move to the case where the equations involve curvatures with two bosonic
indices as the last two indices. There is no U(1) contribution in this sector because vector
indices do not carry U(1) charge. The results are tabulated below
(α, β, c, d) : rαβ = r = 0,
(α, β˙, c, d) : rαβ˙ = −r¯β˙α = −2iHβ˙α
(α, b, c, d) : W¯α˙ =
i
6
∇βHα˙β, W¯α˙βγ = − i2∇(β|Hα˙|γ)
(a, b, c, d) : W¯α˙β˙ = −18∇γ(α˙H γβ˙) , Wαβ = 18∇(α|γ˙H
γ˙
|β), W¯ −W = −32∇aHa,
W¯αβ,γ˙δ˙ −Wγ˙δ˙,αβ = −12(∇α(γ˙Hδ˙)β + α↔ β)
(B.22)
In deriving the results in (B.22) we have used (B.15).
Next we need to check the consistency between the results in (B.20) and the ones in
(B.22). This yields
W = W¯ =
i
12
∇α˙∇αHα˙α, ∇aHa = 0. (B.23)
All curvatures and torsions can now be expressed in terms of the superfields Hα˙β,
Wαβγ and W¯α˙β˙γ˙ . The results are gathered below.
Rα˙βγδ = 2iHα˙(γCδ)β
Rα˙bγδ = −2iCα˙β˙Wβγδ + [Cβγ(−
1
2
∇(α˙Hβ˙)δ +
1
6
Cα˙β˙∇ǫ˙Hǫ˙δ) + γ ↔ δ]
Rαbγδ = −1
3
Cαβ∇(γ|Hβ˙|δ)
−[Cαγ(1
3
∇(δ|Hβ˙|β) +
1
2
Cδβ∇ǫHβ˙ǫ) +
1
6
Cβγ∇(δ|Hβ˙|α)) + γ ↔ δ]
= ∇βHβ˙(γCδ)α
Rabγδ =
1
24
Cα˙β˙∇(αWβγδ)
+[Cα˙β˙(
1
8
(Cδα∇(β|ǫ˙H ǫ˙|γ) + α↔ β) +
i
12
CαγCδβ∇ǫ˙∇ǫHǫ˙ǫ)
+
i
4
Cαβ∇γ∇(α˙Hβ˙)δ + γ ↔ δ]
Fαb = Cαβ∇γHβ˙γ +∇(α|Hβ˙|β) = 2∇βHβ˙α
Fab = − i
2
[Cαβ∇δ∇(α˙Hβ˙)δ + Cα˙β˙∇δ˙∇(α|Hδ˙|β)]
Fαβ˙ = 4iHβ˙α,
Tabγ =
i
2
Cαβ∇(α˙Hβ˙)γ + Cα˙β˙[−
i
6
Cγ(α|∇ǫ˙Hǫ˙|β) +Wαβγ ] (B.24)
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Furthermore, equation (B.21) becomes
∇γWγαβ = i
6
∇(α|∇γ˙Hγ˙|β) + i
2
∇γ˙∇(α|Hγ˙|β). (B.25)
The last non-trivial equation is the equation (a, b, γ, δ˙). It yields
∇δ˙Tabγ = 0. (B.26)
This, in turn, implies that Wαβγ is a chiral superfield and Ha is a linear superfield
∇δ˙Wαβγ = 0; ∇β∇βHa = 0. (B.27)
The resulting supergravity algebra is given in (3.54)-(3.57). This supergravity algebra
is actually invariant under local superscale and local U(1) transformations as we now
describe. To discover these transformations we start from the transformation rule of the
vierbein
δEα
M =
1
2
LEα
M , (B.28)
where L is a complex parameter. If L is real we are dealing with local scale transorma-
tions, whereas if it is imaginary with U(1) transformations. The tranformation rules of
the connections are determined by requiring invariance of the supergravity algebra under
local superscale and/or local U(1) transformations. The manipulations involved are very
similar to the ones we performed in section 5. The resulting transformation rules are
given below
δ∇α = 1
2
L∇α +∇β(L+ L¯)Mαβ − (2∇αL+∇αL¯)Y
δ∇α˙ = 1
2
L¯∇α˙ +∇β˙(L+ L¯)Mα˙β˙ + (2∇α˙L¯+∇α˙L)Y
δ∇a = 1
2
(L+ L¯)∇a + i
2
∇α˙(L+ L¯)∇α + i
2
∇α(L+ L¯)∇α˙
+
i
2
∇β∇α˙(L+ L¯)Mαβ + i
2
∇α˙∇β(L+ L¯)Mαβ + i
2
(∇α∇α˙L¯−∇α˙∇αL)Y (B.29)
In addition
δHa =
1
2
(L+ L¯)Ha − i
4
[∇α,∇α˙](L+ L¯)
δWαβγ =
1
2
(2L¯+ L)Wαβγ . (B.30)
The parameter L satisfies the equation
∇2(L+ L¯) = 0. (B.31)
This means L is an imaginary unconstrained superfield for U(1) transformations and
a real linear superfield for scale transformations. From these transformation rules we
can read off the relation between the conformal weight d and the U(1) charge w of a
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chiral superfield, using the fact that scale transformations should respect the chirality
condition, δ(∇α˙φ) = 0. This yields
d+ 3w = 0. (B.32)
We now return to the antisymmetric tensor Bianchi’s. Having already solved the
supergravity Bianchi’s it is rather easy to solve (B.4). Most of the components of HABC
have already been determined by the tree-level constraints
Haβ˜γ˜ = Habγ˜ = 0; Hαβ˙c = −iCαγCβ˙γ˙. (B.33)
Equations (α, β, γ, δ), (α˙, β, γ, δ), (α˙, β˙, γ, δ) and (a, b, γ, δ) yield
∇αHβγδ + cyclic in α, β, γ, δ = 0, (B.34)
∇α˙Hβγδ +∇βHα˙γδ +∇γHα˙βδ +∇δHα˙βγ = 0, (B.35)
∇α˙Hβ˙γδ +∇β˙Hα˙γδ +∇γHα˙β˙δ +∇δHα˙β˙γ = 0, (B.36)
T ǫ˜ab Hǫ˜γδ = 0. (B.37)
We conclude that Hαβγ = Hα˙βγ = Hα˙β˙γ = 0.
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