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Abstract
Rapid state control of quantum systems is significant in reducing the influence of relaxation or decoherence caused by the
environment and enhancing the capability in dealing with uncertainties in the model and control process. Bang-bang Lyapunov
control can speed up the control process, but cannot guarantee convergence to a target state. This paper proposes two classes
of new Lyapunov control methods that can achieve rapidly convergent control for quantum states. One class is switching
Lyapunov control where the control law is designed by switching between bang-bang Lyapunov control and standard Lyapunov
control. The other class is approximate bang-bang Lyapunov control where we propose two special control functions which
are continuously differentiable and yet have a bang-bang type property. Related stability results are given and a construction
method for the degrees of freedom in the Lyapunov function is presented to guarantee rapid convergence to a target eigenstate
being isolated in the invariant set. Several numerical examples demonstrate that the proposed methods can achieve improved
performance for rapid state control of quantum systems.
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1 Introduction
Quantum control has the potential to play impor-
tant roles in the development of quantum information
technology and quantum chemistry, and has received
wide attention from different fields such as quantum
information, chemical physics and quantum optics
[1,2,3,4,5,6]. Transfer control between quantum states
is one of the basic tasks in quantum control. Different
control strategies such as optimal control [7,8,9,10],
adiabatic control [11,12], Lyapunov control methods
[13,14,15,16,17,18,19,20,21,22,23], H∞ and LQG con-
trol [24,25,26], and sliding mode control [27,28] have
been presented for controller design in quantum sys-
tems. Among these control strategies, Lyapunov control
methods have been extensively studied for quantum
systems due to their simplicity and intuitive nature in
the design of control fields [29,30,31,32,33]. In Lyapunov
control, a Lyapunov function is constructed using infor-
mation on states or operators related to the quantum
system [13,14,15,16,17,18,19,20,21,22,23,29,30,31,32,33]
and the associated control law is designed based on the
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Lyapunov function (feedback design). Then the control
law can be implemented in an open-loop way. From the
viewpoint of control theory, one hopes that any system
trajectory converges to a desired target state. Unfor-
tunately, the LaSalle invariance principle used in Lya-
punov control methods cannot guarantee convergence of
any system trajectory to a target state. Some methods
such as using implicit Lyapunov functions or switching
control methods have been developed to achieve ap-
proximate or asymptotic convergence for some specific
quantum control tasks (see, e.g., [14,16,19,21]).
For quantum systems, rapid state control is of impor-
tance because a realistic quantum system cannot be per-
fectly separated from its environment, which will cause
a relaxation or decoherence effect. In the context of
quantum information processing, rapid control is a ba-
sic requirement for performance improvement in quan-
tum computing. In practical applications, robustness has
been recognized as a key requirement for the develop-
ment of quantum technology [34,35,36,37,38,39,40,41].
Rapid control may make the control law more robust to
uncertainties in themodel or in the control process. Time
optimal control methods have been proposed to achieve
rapid control for quantum systems [42,43,44]. However,
it is very difficult to obtain the optimal control law for
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general quantum systems [42,43,44]. In [22], an optimal
Lyapunov design method has been proposed to design a
control law for rapid state transfer in quantum systems.
Under power-type and strength-type constraints on the
control fields, two kinds of Lyapunov control laws were
proposed. In particular, the strength-type constraint led
to a bang-bang Lyapunov control. In [23], the conver-
gence problem for bang-bang Lyapunov control law is
further discussed for two-level quantum systems.
The bang-bang Lyapunov control method in [22,23] can
be used to achieve rapid state control for some practi-
cal quantum systems with a high level of fidelity. How-
ever, since the control function of bang-bang Lyapunov
control is not continuously differentiable, the LaSalle in-
variance principle cannot be directly used to guarantee
convergence. We show that a high-frequency oscillation
with an infinitesimal period may occur in bang-bang
Lyapunov control, which prevents effective transfer to
the target state. Such control fields can also not be real-
ized in the laboratory. In order to achieve rapidly con-
vergent control in state transfer, we propose two classes
of new Lyapunov control methods in this paper: switch-
ing Lyapunov control and approximate bang-bang Lya-
punov control. We first derive a sufficient condition for a
two-level system that shows a high-frequency oscillation
with an infinitesimal period in bang-bang Lyapunov con-
trol. Then we design a switching strategy, i.e., switching
between bang-bang Lyapunov control and standard Lya-
punov control. For approximate bang-bang Lyapunov
control, we design two special control functions that in-
corporate bang-bang and smoothness properties. These
proposed Lyapunov design methods can achieve rapidly
convergent control in quantum systems, which is demon-
strated by several numerical examples involving a two-
level system, a three-level system and a two-qubit su-
perconducting system.
This paper is organized as follows. Section 2 presents the
system model, and analyzes the robustness of open-loop
quantum control. Section 3 discusses Lyapunov func-
tions with various degrees of freedom, presents several
stability results, and develops a construction method
for designing the degrees of freedom in the Lyapunov
function. A switching strategy between bang-bang and
standard Lyapunov control schemes is proposed and the
switching condition is investigated in Section 4. In Sec-
tion 5, we propose two approximate bang-bang Lya-
punov control methods. Three numerical examples are
presented to demonstrate the performance of the pro-
posed rapid Lyapunov control strategies in Section 6.
Conclusions are presented in Section 7.
Notation
• i: the imaginary unit, i.e., i = √−1;
• [A,B]: the commutator of the matrices A and B, i.e.,
[A,B] = AB −BA;
• [A(n), B]: the repeated commutator with depth n, i.e.,
[A(n), B] = [A, [A, · · · , [A︸ ︷︷ ︸
n times
, B]]];
• ‖A‖: the induced 2-norm of the matrix A, or the l2-
norm of the vector A;
• AT: the transpose of the matrix A;
• A†: the conjugate transpose of the matrix A;
• 〈ψ|: the conjugate transpose of the state vector |ψ〉;
• a∗: the complex conjugate of the complex number a;
• |a|: the modulus of the complex number a;
• R: the sets of all real numbers;
• C: the sets of all complex numbers;
• tr(A): the trace of the matrix A;
• λ(A): the spectrum of the matrix A, i.e., the set of all
eigenvalues of A;
• ℜ(a): the real part of the complex number a;
• ℑ(a): the imaginary part of the complex number a.
2 System model and robustness of control
2.1 Models of finite-dimensional quantum systems
Assume that the quantum system under consideration
is anN -dimensional and controllable closed system [45],
described by the following Liouville-von Neumann equa-
tion:
ρ˙(t) = −i
[
H0 +
m∑
k=1
Hkuk(t), ρ(t)
]
, (1)
where ρ(t) ∈ CN×N is a density matrix describing the
state of the system; H0 is the internal Hamiltonian, and
Hk is the control Hamiltonian that describes the interac-
tion between the external control fields and the system
(H0 and Hk are time-independent Hermitian matrices);
and uk(t) (k = 1, · · · ,m) are external real-valued con-
trol fields. In the energy representation,H0 has a diago-
nal form, i.e., H0 = diag[λ1, λ2, · · · , λN ]. We call ωab ,
λa − λb (a, b ∈ {1, 2, · · · , N}) the transition frequency
between the energy levels λa and λb. Denote |λj〉 as the
eigenvector of H0 corresponding to the eigenvalue λj ,
i.e., |λj〉 = [0, · · · , 0, 1, 0, · · · , 0]T where the j-th element
is 1 and other elements are 0. All |λj〉, (j = 1, · · · , N)
form an orthogonal basis of the N dimensional complex
Hilbert space CN .
Since the Hamiltonian H0 +
∑m
k=1Hkuk(t) , H(t) is
a Hermitian matrix, the evolution of the system (1) is
unitary. For a given initial state ρ(0) = ρ0, the quantum
state at time t, ρ(t), can always be written as
ρ(t) = U(t)ρ0U
†(t), t ≥ 0 (2)
where U(t) is a unitary matrix with U(0) = I. Equa-
tion (2) indicates that the system state ρ(t) at any time
always has the same spectrum with the initial state ρ0.
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Using (1) and the property of the unitary operator
U(t)U †(t) = U †(t)U(t) = I, we can undertake a differ-
entiation calculation on both sides of (2) to obtain the
Schro¨dinger equation for U(t):
U˙(t) = −i
(
H0 +
m∑
k=1
Hkuk(t)
)
U(t) = −iH(t)U(t) (3)
with U(0) = I.
We assume that the control objective is to steer the
system to an eigenstate of H0, ρf , |λf 〉〈λf |, (f ∈
{1, 2, · · · , N}). Due to the isospectral evolution prop-
erty of closed quantum systems and the fact that pure
states (tr(ρ2) = 1) and mixed states (tr(ρ2) < 1) have
different spectra, we assume that the initial state is a
pure state since the target eigenstate ρf is a pure state.
Moreover, quantum pure states have wide applications
in quantum information processing.
Also, the following conditions are assumed on the sys-
tem:
ωaf 6= ωbf (a 6= b; a, b 6= f) ; (4)
(Hk′)jf 6= 0 (j 6= f ; ∃ k′∈{1, 2, · · · , m}) . (5)
Condition (4) means that the transition frequencies be-
tween the target eigenstate and other eigenstates are dis-
tinguishable, and that H0 is non-degenerate, i.e., its all
eigenvalues are mutually different. Condition (5) implies
that there exists a direct coupling between the target
eigenstate and any other eigenstate.
2.2 Robustness of open-loop quantum control
For a closed quantum system, we may use the model (1)
to design an open-loop control law and then apply the
control law to the practical system. Since any physical
system is unavoidably affected by some uncertainties,
the robustness of the control law should be considered.
Possible perturbations to the quantum system (1) in-
clude perturbations of the internal HamiltonianH0, and
perturbations in the control HamiltonianHk, inaccuracy
in the control law, and inaccuracy in the initial states.
Here, we mainly discuss perturbations in the Hamilto-
nian. The aim is to show that rapid control can make the
control law more robust to uncertainties in the model or
in the control process. This is another motivation (be-
sides reducing the relaxation and decoherence effect) to
develop rapid Lyapunov control in the following.
We denote the perturbations in the internal and control
Hamiltonians as δH0 and δHk, respectively, where δH0
is a real diagonal matrix and δHk are Hermitian matri-
ces. Thus, the internal and control Hamiltonians with
perturbations can be written as H˜0 = H0 + δH0 and
H˜k = Hk + δHk, respectively. We call the model (1) the
nominal system and the system with δH0 and δHk the
perturbed system. Define ∆H , δH0+
∑m
k=1 δHkuk(t).
Then, the dynamics of the perturbed system can be de-
scribed as
˙˜ρ(t) = −i
[(
H0 +
m∑
k=1
Hkuk(t)
)
+∆H, ρ˜(t)
]
, (6)
where the Hermitian matrix ∆H is the uncertainty in
the Hamiltonian H(t).
We assume that the uncertainty ∆H satisfies ‖∆H‖ ≤ ε
and that the introduction of ∆H does not break Con-
ditions (4) and (5), i.e., ω˜af 6= ω˜bf (a 6= b 6= f), where
ω˜ab , λ˜a − λ˜b and λ˜a is the diagonal elements of H˜0 =
diag[λ˜1, λ˜2, · · · , λ˜N ]; and (H˜k′ )jf 6= 0 (j 6= f ; ∃ k′ ∈
{1, 2, · · · , m}). Now, we examine the effect of the un-
certainty ∆H on the quantum system.
Theorem 1 We assume ‖∆H‖ ≤ ε. For any initial pure
state ρ0, the states of the nominal system (1) and the
perturbed system (6) satisfy ‖ ρ˜(t)− ρ(t) ‖ ≤ min{e2tε−
1, 2} (t ≥ 0). If ‖ ρ(T )−ρf ‖ = ξ1 at a finite time T , then
for an arbitrarily given ξ (ξ1 ≤ ξ), when ε ≤ ln(1+ξ−ξ1)2T ,
the distance between ρ˜(T ) and the target state satisfies
‖ ρ˜(T )− ρf ‖ ≤ ξ.
PROOF. Similar to (3), we write the perturbed sys-
tem (6) in terms of its time evolution operators U˜(t) as
follows:
˙˜
U(t) = −i(H(t) + ∆H)U˜(t), U˜(0) = I. (7)
Since both U˜(t) and U(t) are unitary matrices, we let
U˜(t) = U(t)Q(t). (8)
Differentiating both sides of (8) with respect to t and
considering (3) and (7), we have
iQ˙(t) =
(
U †(t)∆HU(t)
)
Q(t), Q(0) = I. (9)
Define U †(t)∆HU(t) , Γ(t). We have ‖Γ(t)‖ ≤
‖∆H‖ ≤ ε. The Dyson series solution of (9) is the
following time-ordered integral
Q(t) = I +
∞∑
n=1
(−i)n
∫ t
0
dt1
∫ t1
0
dt2 · · ·∫ tn−1
0
dtnΓ(t1)Γ(t2) · · ·Γ(tn) , I +W (t), (10)
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where t ≥ t1 ≥ t2 ≥ · · · ≥ tn ≥ 0. Considering ‖Γ(t)‖ ≤
ε, we have
‖W (t)‖ = ‖W †(t)‖ ≤
∞∑
n=1
εn
∫ t
0
dt1
∫ t1
0
dt2 · · ·∫ tn−1
0
dtn =
∞∑
n=1
εn
tn
n!
= etε− 1. (11)
For any initial state ρ(0) = ρ0, we have
‖∆ρ(t)‖, ‖ρ˜(t)− ρ(t)‖
= ‖U(t)Q(t)ρ0Q†(t)U †(t)− U(t)ρ0U †(t)‖
= ‖Q(t)ρ0Q†(t)− ρ0‖
= ‖ρ0W †(t) +W (t)ρ0 +W (t)ρ0W †(t)‖
≤ ‖ρ0W †(t)‖ + ‖W (t)ρ0‖+ ‖W (t)ρ0W †(t)‖
≤ ‖W †(t)‖ + ‖W (t)‖+ ‖W (t)‖2
≤ etε− 1 + etε− 1 + (etε− 1)2
= e2tε− 1. (12)
Considering ‖ρ˜(t)− ρ(t)‖ ≤ 2, we have
‖∆ρ(t)‖ ≤ min{e2tε− 1, 2}. (13)
For the perturbed system (6), when ‖ρ(T )− ρf‖ = ξ1,
‖ρ˜(T )− ρf‖ ≤ ‖∆ρ(T )‖+ ‖ρ(T )− ρf‖
≤ e2Tε− 1 + ξ1. (14)
Hence, when ε ≤ ln(1+ξ−ξ1)2T , we have ‖ρ˜(T ) − ρf‖ ≤ ξ.

Theorem 1 can be regarded as a generalization to quan-
tum systems of the continuous dependence on param-
eters of solutions to differential equations. Theorem 1
shows that, for given ξ and ξ1, if the nominal system (1)
can approach the target state within a shorter time pe-
riod, the perturbed system (6) can tolerate larger per-
turbations when guaranteeing given performance. That
is to say, a rapidly convergent control for the nominal
system (1) may lead to improved robustness. This paper
develops rapidly convergent Lyapunov control methods
for the system (1).
3 Lyapunov quantum control and stability
3.1 Lyapunov control design
Consider the following Lyapunov function:
V = tr (Pρ(t)) , (15)
where P is a positive semi-definite Hermitian operator
that needs to be constructed for completing a given con-
trol task.
The time derivative of the Lyapunov function (15) is
calculated as
V˙ = tr(P ρ˙)
= tr (−iρ [P, H0]) +
m∑
k=1
uk(t)tr
(− iρ [P, Hk] ). (16)
We design the control laws by guaranteeing V˙ ≤ 0 in
(16). Considering the fact that tr(−iρ[P,H0]) in (16)
is independent of the control field uk(t) while P is an
unknown Hermitian matrix to be constructed, we let
[P, H0] = 0. (17)
Since the diagonal matrix H0 is non-degenerate, (17)
implies that P is also a diagonal matrix. We denote P ,
diag[p1, p2, · · · , pN ]. Using (17), (16) can be written as
V˙ =
m∑
k=1
uk(t)Tk(t), (18)
where Tk(t) , tr(−iρ(t)[P,Hk]). For notational simplic-
ity, we also denote Tk(t) as Tk hereinafter.
Thus, by guaranteeing V˙ ≤ 0 in (18), we design a control
law with the following general form:
uk(t) = fk(Tk), (k = 1, 2, · · · ,m) (19)
where the control function fk(·) satisfies: 1) fk(x) (x ∈
R) is continuously differentiable with respect to x; 2)
fk(0) = 0; and 3) fk(x) ·x ≤ 0. In particular, we call the
following control law the standard Lyapunov control in
this paper:
uk(t) = −KkTk(t), (k = 1, 2, · · · ,m) (20)
where the control gain Kk > 0 is used to adjust the
amplitude of the control field uk(t).
3.2 General stability results
The control law (19) means that the whole “closed-
loop” system is a nonlinear autonomous system. We use
the LaSalle invariance principle to analyze the stabil-
ity of the system. The LaSalle principle ensures that
the system (1) with the control fields (19) necessarily
converges to the largest invariant set E contained in
M , {ρ : V˙ (ρ) = 0}.
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Assume ρ¯ ∈ E and let ρ(0) = ρ¯. The invariance property
guarantees that V˙ (ρ(t)) = 0 (t ≥ 0), which holds when
uk(t) = 0 (k = 1, · · · ,m), i.e.
Tk = tr(−iρ(t)[P, Hk]) = 0, (k = 1, · · · ,m). (21)
Substituting the solution of ρ˙(t) = −i[H0, ρ(t)]) into
(21) and using (17), one has
tr
(
e−iH0tρ¯eiH0t[P, Hk]
)
= tr
(
eiH0tHke
−iH0t[ρ¯, P ]
)
= tr
( ∞∑
n=0
[
(iH0t)
(n), Hk
]
n!
[ρ¯, P ]
)
=
∞∑
n=0
−intn
n!
tr
(
[H
(n)
0 , Hk][P, ρ¯]
)
= 0. (22)
Since the time function sequence 1, t, t2, · · · is linearly
independent, and H0 and P are diagonal, we have
tr
([
H
(n)
0 , Hk
]
[P, ρ¯]
)
= tr
((
ωnjl(Hk)jl
)(
(pj − pl)ρ¯jl
))
= 0, (k = 1, · · · ,m; n = 0, 1, 2, · · · ). (23)
Since Hk and ρ¯ are Hermitian matrices, (23) reduces to∑
j< l
(
ωnjl(Hk)jl(pl − pj)ρ¯lj + ωnlj(Hk)∗jl(pj − pl)ρ¯∗lj
)
= 0, (k = 1, · · · ,m; n = 0, 1, 2, · · · ). (24)
For even and odd n, (24) has the following forms, re-
spectively:∑
j< l
ℑ
(
ωnjl(Hk)jl(pl − pj)ρ¯lj
)
= 0, (n = 0, 2, · · · ); (25)
∑
j< l
ℜ
(
ωnjl(Hk)jl(pl − pj)ρ¯lj
)
= 0, (n = 1, 3, · · · ). (26)
We denote FN = N(N − 1)− 2, and define
ξk , [(Hk)12ρ¯21, · · · , (Hk)1N ρ¯N1, (Hk)23ρ¯32, · · · ,
(Hk)2N ρ¯N2, · · · , (Hk)N−1,N ρ¯N,N−1]T, (27)
M,

1 · · · 1 1 · · · 1 · · · 1
ω212 · · · ω21N ω223 · · · ω22N · · · ω2N−1,N
ω412 · · · ω41N ω423 · · · ω42N · · · ω4N−1,N
... · · · ... ... · · · ... · · · ...
ωFN12 · · · ωFN1N ωFN23 · · · ωFN2N · · · ωFNN−1,N

, (28)
P , diag [p2 − p1, · · · , pN − p1, p3 − p2, · · · ,
pN − p2, · · · , pN − pN−1], (29)
Ω, diag [ω12, · · ·, ω1N , ω23, · · ·, ω2N , · · ·, ωN−1,N ]. (30)
Then (25) and (26) read
MPℑ(ξk) = 0, (k = 1, · · · ,m); (31)
MΩPℜ(ξk) = 0, (k = 1, · · · ,m). (32)
Since the system (1) evolves unitarily, the positive limit
set of any evolution trajectory has the same spectrum
as its initial state. Thus, the invariant set that the sys-
tem with the control law (19) will converge to can be
characterized in the following theorem.
Theorem 2 Given an arbitrary initial pure or mixed
state ρ0, and under the action of the control fields (19),
the system (1) converges to the invariant set E(ρ0) =
{ρ¯ : λ(ρ¯) = λ(ρ0); ρ¯ = ρ¯†;MPℑ(ξk) = 0,MΩPℜ(ξk) =
0, (k = 1, · · · ,m)}, where λ(A) represents the spectrum
of “A”, and M,P ,Ω and ξk are defined by (27)-(30).
From Theorem 2, the invariant set that the system con-
verges to is dependent on the transition frequencies of
the system, the diagonal values of P , the initial state
ρ0 and the connectivity of Hk. When these factors sat-
isfy some particular conditions, it is possible to obtain a
simpler form for the invariant set (see [31]).
3.3 Construction of Hermitian operator P
In this subsection, we study the construction method
of P to achieve convergence to the target eigenstate ρf .
Thus, we only consider the case of initial pure states.
For the system (1), all possible initial pure states can be
divided into two classes: initial states satisfying either
tr(ρ0ρf ) 6= 0 or tr(ρ0ρf ) = 0. In this subsection, we give
a method for constructing P to achieve convergence to
the target state for these two classes of initial states,
respectively.
When the initial state ρ0 satisfies tr(ρ0ρf ) 6= 0, we have
the following result.
Theorem 3 Consider the system (1) satisfying Condi-
tions (4), (5) and with the control fields (19). Assume
that the target eigenstate ρf and the initial pure state ρ0
satisfy tr(ρ0ρf ) 6= 0. If the diagonal elements of P sat-
isfy pj = p > pf ≥ 0, (j = {1, 2, · · · , N}/f), then ρf is
isolated in the invariant set E(ρ0) and the system state
starting from ρ0 necessarily converges to ρf .
PROOF. Using Conditions (4) and (5), we can sim-
plify the invariant set E(ρ0) in Theorem 2. For con-
venience of expression, we assume that the target
eigenstate is the N -th eigenstate of H0, i.e., ρf = ρN .
If pj = p > pN ≥ 0, (j = 1, · · · , N − 1), we have
5
MP = (pf − p)

0 ··· 1 0 ··· 1 0 ··· 1
0 ··· ω21N 0 ··· ω22N 0 ··· ω2N−1,N
0 ··· ω41N 0 ··· ω42N 0 ··· ω4N−1,N
... ···
...
... ···
...
... ···
...
0 ··· ωFN1N 0 ··· ωFN2N 0 ··· ωFNN−1,N
 and
MΩP = (pf − p)

0 ··· ω1N 0 ··· ω2N 0 ··· ωN−1,N
0 ··· ω31N 0 ··· ω32N 0 ··· ω3N−1,N
0 ··· ω51N 0 ··· ω52N 0 ··· ω5N−1,N
... ···
...
... ···
...
... ···
...
0 ··· ωFN+1
1N
0 ··· ωFN+1
2N
0 ··· ωFN+1
N−1,N
.
Thus, (31) and (32) are equivalent to
1 1 ··· 1
ω21N ω
2
2N ··· ω2N−1,N
ω41N ω
4
2N ··· ω4N−1,N
...
...
...
...
ωFN1N ω
FN
2N ··· ωFNN−1,N
 · ℑ

(Hk)1N ρ¯N1
(Hk)2N ρ¯N2
...
(Hk)N−1,N ρ¯N,N−1
 = 0 and

ω1N ω2N ··· ωN−1,N
ω31N ω
3
2N ··· ω3N−1,N
ω51N ω
5
2N ··· ω5N−1,N
...
...
...
...
ω
FN+1
1N
ω
FN+1
2N
··· ωFN+1
N−1,N
 · ℜ

(Hk)1N ρ¯N1
(Hk)2N ρ¯N2
...
(Hk)N−1,N ρ¯N,N−1
 = 0,
respectively. Using Condition (4), one can obtain
[(Hk)1N ρ¯N1, (Hk)2N ρ¯N2, · · · , (Hk)N−1, N ρ¯N,N−1]T =
0. Using Condition (5), we can obtain the relationship
[ρ¯N1, ρ¯N2, · · · , ρ¯N,N−1]T = 0. Hence, all states in the in-
variant set E(ρ0) are of the form ρ¯ =
[
A¯ 0
0 ×
]
, where “×”
represents an arbitrary eigenvalue of the initial state ρ0.
Since ρ0 is a pure state, ρ0 has one eigenvalue 1 andN−1
eigenvalues 0. Hence, the states in the invariant setE(ρ0)
have the form of ρ¯1 =
[
A1 0
0 1
]
or ρ¯2 =
[
A2 0
0 0
]
, where A1
and A2 are Hermitian matrices. For ρ¯1, all eigenvalues
of A1 are 0, which leads to A1 = 0, i.e., ρ¯1 = ρf . For
ρ¯2, A2 has one eigenvalue 1 with multiplicity 1 and one
eigenvalue 0 with multiplicity N − 2. In other words,
E(ρ0) = {ρf} ∪ {ρ¯2 =
[
A2 0
0 0
]
: A2 has one eigenvalue 1
and N − 2 eigenvalues 0} , E1(ρ0) ∪ E2(ρ0). It is clear
that the target eigenstate ρf is isolated in E(ρ0).
For any initial pure state ρ0 which satisfies tr(ρ0ρf ) 6= 0,
one has ρ0 /∈ E(ρ0) or ρ0 ∈ E1(ρ0). When ρ0 ∈ E1(ρ0),
the conclusion naturally holds. When ρ0 /∈ E(ρ0), we
have V (ρ¯2) = p > V (ρ0) > pf . Hence, when tr(ρ0ρf ) 6=
0 and p > pf , the system (1) necessarily converges to
the target state ρf . 
When the initial state ρ0 satisfies tr(ρ0ρf ) = 0, we have
ρ0 ∈ E2(ρ0). That is to say, under the construction re-
lation of P in Theorem 3, the control law (19) cannot
enable any state transfer. In this case, there exists a
j ∈ {1, 2, · · · , N}/f such that 〈λj |ρ0|λj〉 6= 0. Thus, we
may use the following switching control to achieve con-
vergence to the target state:
uk(t) =
{
fk(sin(ωjf t)), t ∈ [0, t0]
fk(Tk), t > t0
(k = 1, · · · ,m), (33)
where ωjf , λj − λf , and t0 is a small time duration.
When t0 is small, the state ρ(t0) is not in the invari-
ant set E(ρ0). If we take ρ(t0) as a new initial state,
then Theorem 3 guarantees that the control law (19) can
achieve convergence to the target state. Thus, we have
the following conclusion.
Theorem 4 Consider the system (1) satisfying Condi-
tions (4), (5) and with the switching control (33). As-
sume that the target eigenstate ρf and the initial pure
state ρ0 satisfy tr(ρ0ρf ) = 0. If the switching time t0
satisfies ρ(t0) /∈ E(ρ0) and the diagonal elements of P
satisfy pj = p > pf ≥ 0 (j = {1, 2, · · · , N}/f), then the
system state starting from ρ0 necessarily converges to ρf .
For general continuously differentiable control function
(19), the construction relation in Theorems 3 and 4 en-
sures convergence to the target eigenstate. Based on the
construction relation of P , we propose two new methods
including switching Lyapunov control and approximate
bang-bang Lyapunov control to achieve rapidly conver-
gent Lyapunov control.
4 Switching between Lyapunov control schemes
To speed up the control process, Ref. [22] proposed two
design methods for quantum systems with power-type
constraints and strength-type constraints such that V˙
in (18) takes the minimum value at each moment. For
the case with strength-type constraints, the “optimal”
control law is the following bang-bang Lyapunov control:
uk(t) =

−S, (Tk > 0)
S , (Tk < 0)
0 , (Tk = 0)
(k = 1, · · · ,m), (34)
where S is the maximum admissible strength of each
control field, i.e., |uk(t)| ≤ S.
The bang-bang Lyapunov control in (34) makes V˙ in
(18) satisfy V˙ ≤ 0, and can speed up completing some
quantum control tasks. Especially, the state may move
rapidly towards the target state at the early stages of the
control [22]. However, convergence cannot be guaranteed
since the control function is not continuously differen-
tiable. Here, we first show that the bang-bang Lyapunov
control may lead to a high-frequency oscillation phenom-
ena [22,23], which prevents effective state transfer to-
wards the target state. Then, we propose two classes of
switching Lyapunov control strategies to achieve rapidly
convergent control, i.e., switching between the bang-
bang Lyapunov control and the standard Lyapunov con-
trol, and switching between bang-bang Lyapunov con-
trol schemes with variable control strengths.
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4.1 High-frequency oscillation in bang-bang Lyapunov
control
In this subsection, we present a sufficient condition for
two-level quantum systems that high-frequency oscilla-
tion phenomena occur in the bang-bang Lyapunov con-
trol [22], which can be used to determine switching con-
ditions for the design of switching Lyapunov control. We
first give the following definition.
Definition 5 The control law (34) is said to have a high-
frequency oscillation with an infinitesimal period at time
t0 if ∃ ǫ > 0,
inf{τ > 0 : uk(t+ τ) 6= uk(t)} = 0
for all t ∈ [t0, t0 + ǫ].
Since the control in (34) can take on only one of three
constant values (0 and ±S) at any time, the high-
frequency oscillation in Definition 5 means that the
control always jumps between these values after an ar-
bitrarily small time duration in the interval [t0, t0 + ǫ].
Such a control field cannot be realized in practice.
Now consider the system model (1) in the case of two
energy levels, and denote its internal Hamiltonian asH0
and its control Hamiltonian as H1:
H0 =
[
λ1 0
0 λ2
]
, H1 =
[
0 r
r∗ 0
]
, (35)
where r 6= 0.
We define the first eigenstate |λ1〉 , [1, 0]T as the excited
state, |λ2〉 , [0, 1]T as the ground state, and
ω12 , λ1 − λ2 > 0. (36)
Let the excited state |λ1〉 be the target state. According
to Theorem 3 or Theorem 4, P can be chosen as P =
diag [p1, p], (p > p1). Thus, [P, H1] = (p − p1)
[
0 −r
r∗ 0
]
.
From (34), T1 = 0 holds at any zero point of the bang-
bang Lyapunov control. For convenience of analysis, in
this paper we denote such moments as 0˜ to differentiate
them from the initial moment 0. Thus, we have
T1(0˜) = −itr
(
[P,H1]ρ(0˜)
)
= 2(p− p1) · ℑ
(
r∗ρ12(0˜)
)
= 0. (37)
Equation (37) equals that r∗ρ12(0˜) ∈ R. For the two-
level system, we have the following result.
Theorem 6 Consider the two-level system
ρ˙(t) = −i[H0 +H1u1(t), ρ(t)], (38)
with the Hamiltonians (35) and the bang-bang Lyapunov
control (34) (where k = 1). Assume that the initial
state of the system is an arbitrary pure state. We denote
the state at any zero point of the control field 0˜ (i.e.,
u1(t = 0˜) = 0) as ρ(0˜) =
[
ρ11(0˜) ρ12(0˜)
ρ∗12(0˜) ρ22(0˜)
]
. Then, a suffi-
cient condition for the bang-bang Lyapunov control (34)
to have a high-frequency oscillation with an infinitesimal
period is
|r| (ρ11(0˜)− ρ22(0˜))
|ρ12(0˜)|
≥ ω12
S
,
(
ρ12(0˜) 6= 0
)
. (39)
PROOF. Assume that from the state ρ(0˜), a con-
stant control u1(t) = u acts on the system and
lasts to time t. Write the state at time t as ρ(t) =
e−i(H0+H1u)tρ(0˜)ei(H0+H1u)t. We have
T1(t) =−i tr
(
[P,H1]ρ(t)
)
=−itr(ei(H0+H1u)t[P,H1]e−i(H0+H1u)tρ(0˜)). (40)
Denote ωu =
√
ω212 + 4|r|2u2, R1 =
[
0 −r
r∗ 0
]
, and R2 =[
2|r|2u −rω12
−r∗ω12 −2|r|2u
]
, then ei(H0+H1u)t[P,H1]e
−i(H0+H1u)t in
(40) can be calculated as
ei(H0+H1u)t[P,H1]e
−i(H0+H1u)t
= [P,H1] + it[H0 +H1u, [P,H1]]
+
(it)2
2!
[H0 +H1u, [H0 +H1u, [P,H1]]]
+
(it)3
3!
[H0 +H1u, [H0 +H1u, [H0 +H1u, [P,H1]]]]
+ · · ·
= (p− p1)R1 + it(p− p1)R2 + (it)
2
2!
(p− p1)ω2uR1
+
(it)3
3!
(p− p1)ω2uR2 +
(it)4
4!
(p− p1)ω4uR1
+
(it)5
5!
(p− p1)ω4uR2 + · · ·
= (p− p1) cos (ωut)R1 + i(p− p1)
ωu
sin (ωut)R2, (41)
where we have used the series formula
∑∞
n=0
x2n+1
(2n+1)! =
ex−e−x
2 and
∑∞
n=0
x2n
(2n)! =
ex+e−x
2 , (x ∈ R).
Substituting (41) into (40) gives
T1(t) = −i(p− p1) · cos(ωut) · tr(R1ρ(0˜))
+
(p− p1)
ωu
· sin(ωut) · tr(R2ρ(0˜))
=
2(p− p1)
ωu
· sin(ωut)·[
u|r|2 (ρ11(0˜)− ρ22(0˜))− ω12 · r∗ρ12(0˜)]. (42)
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Using (42), we prove the conclusion in the theorem by
contradiction.
For ρ12(0˜) 6= 0, we first assume that the control field after
0˜ is u = S which can last for a given small time duration
t˜1 (t˜1 > 0). Then, (34) guarantees that T1(t) < 0 holds
for t ∈ (0˜, t˜1). It follows from the condition (39) that
S|r|2(ρ11(0˜) − ρ22(0˜)) ≥ ω12|r∗ρ12(0˜)| ≥ ω12r∗ρ12(0˜).
Considering (42), we have T1(t) ≥ 0 holds for t ∈ (0˜, t˜1).
Such a contradiction implies that the constant con-
trol u = S from 0˜ cannot last for any finite time
duration t˜1. Similarly, if the control field after 0˜ is
u = −S which can last for a small non-zero time du-
ration t˜1, then (34) guarantees that T1(t) > 0 holds
for t ∈ (0˜, t˜1). It follows from the condition (39) that
S|r|2(ρ11(0˜) − ρ22(0˜)) ≥ ω12|r∗ρ12(0˜)| ≥ −ω12r∗ρ12(0˜),
i.e., −S|r|2(ρ11(0˜)− ρ22(0˜))− ω12r∗ρ12(0˜) ≤ 0. Consid-
ering (42), we know that T1(t) ≤ 0 holds for t ∈ (0˜, t˜1).
Such a contradiction implies that the constant control
u = −S cannot last for a finite time duration from 0˜.
For the case of u = 0, it is straightforward to obtain a
contradiction from (42).
Since T1(t) is a continuous function of t, we con-
sider another zero point 0˜2 following 0˜. Considering
that the Lyapunov function V = p1ρ11 + pρ22 =
p − (p − p1)ρ11, (p > p1) satisfies V˙ ≤ 0 in the
interval [0˜, 0˜2], we have ρ11(0˜2) ≥ ρ11(0˜). The
condition (39) implies that ρ11(0˜) > ρ22(0˜), i.e.,
ρ11(0˜) >
1
2 . Thus, we have ρ11(0˜2) ≥ ρ11(0˜) > 12 .
Therefore, |r|(ρ11(0˜2)−ρ22(0˜2))|ρ12(0˜2)| =
|r|(2ρ11(0˜2)−1)√
ρ11(0˜2)(1−ρ11(0˜2))
≥
|r|(2ρ11(0˜)−1)√
ρ11(0˜)(1−ρ11(0˜))
= |r|(ρ11(0˜)−ρ22(0˜))|ρ12(0˜)| ≥
ω12
S
holds. That is
to say, the condition (39) still holds at the zero point 0˜2.
We can conclude that the bang-bang Lyapunov control
has a high-frequency oscillation with an infinitesimal
period when the condition (39) is satisfied. 
According to Theorem 6, when ρ(0˜) satisfies (39), the
bang-bang Lyapunov control has a high-frequency oscil-
lation with an infinitesimal period. Such a control field
with a high-frequency oscillation cannot guarantee ef-
fective state transfer for the two-level system as well as
it is not physically realizable. When ρ12(0˜) 6= 0 and
|r| (ρ11(0˜)− ρ22(0˜))
|ρ12(0˜)|
<
ω12
S
, (43)
we can show that there exists an appropriate bang-bang
Lyapunov control to achieve effective state transfer. For
example, when r∗ρ12(0˜) > 0 and u = S, T1(t) < 0 in
(42) can last at least for pi
ωu
. Hence, the condition in (39)
will be used to design the switching control law in the
following subsection.
Remark 7 Since ω12 > 0, the right-hand side of (39)
is positive. Hence, ρ11(0˜) > ρ22(0˜) in the left side al-
ways holds. This clearly shows that any high-frequency
oscillation with an infinitesimal period only may occur
when ρ11(0˜) >
1
2 . For any zero point 0˜ of the bang-
bang Lyapunov control (34), when the state ρ(0˜) satisfies
ρ12(0˜) = 0, a direct calculation of T1 with only an in-
ternal Hamiltonian H0 shows that the control field will
always be zero and the state transfer will stop. That is to
say, the system state in this case is within the invariant
set. When ρ(0˜) satisfies (39), the control law has a high-
frequency oscillation with an infinitesimal period and
cannot guarantee convergence toward the target state.
Remark 8 Theorem 6 only considers two-level systems.
For general N -level systems, the high-frequency oscilla-
tion phenomena in bang-bang Lyapunov control may also
occur. However, it is very difficult to establish a strict suf-
ficient condition for the high-frequency oscillation phe-
nomena in this case.
4.2 Switching design between bang-bang and standard
Lyapunov control schemes
We consider two-level systems. In order to avoid possi-
ble high-frequency oscillations with infinitesimal periods
in the bang-bang Lyapunov control (34), we design the
switching control as follows. If the high-frequency oscil-
lation condition in Theorem 6 is not satisfied, we apply
the bang-bang Lyapunov control law (34) to the system;
once the condition is satisfied at a certain zero point 0˜,
we switch to the standard Lyapunov control.
The standard Lyapunov control (20) needs to satisfy the
strength constraint, i.e., |u1(t)| ≤ S. Calculating T1(t)
gives
T1(t) =−i(p− p1)tr
([
ρ11(t) ρ12(t)
ρ∗12(t) ρ22(t)
] [
0 r
−r∗ 0
])
=−2(p− p1) · ℑ(r∗ρ12(t)). (44)
We can obtain an estimate of the amplitude of T1(t) as
|T1(t)| = 2(p− p1) · ℑ(r∗ρ12(t))
≤ 2(p− p1) · |rρ12(t)|
= 2(p− p1)|r|
√
(1 − ρ11(t))ρ11(t)
≤ (p− p1)|r|. (45)
For (45), when ρ11(t)=
1
2 , 2(p−p1)|r|
√
(1−ρ11(t))ρ11(t)
reaches its maximum value. |T1(t)| may reach its maxi-
mum when the initial ρ0 satisfies tr(ρ0ρf ) <
1
2 . To guar-
antee that the standard Lyapunov control does not ex-
ceed the maximum admissible strength for all possible
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initial states, we choose
K1 =
S
|T1|max =
S
(p− p1)|r| . (46)
Thus, we can design a switching control law as follows:
u1(t) =
{ − S · sgn(T1(t)), (until (39) holds)
−K1 · T1(t), otherwise (47)
where K1 =
S
(p−p1)|r| . Note that switching between the
bang-bang Lyapunov control and the standard Lya-
punov control may only occur at zero points of T1(t).
From the initial time t = 0, the bang-bang Lyapunov
control should be first used unless T1(0) = 0.
Remark 9 Observing the high-frequency oscillation
condition for two-level systems in Theorem 6, it is clear
that reducing the bang-bang Lyapunov control strength
can avoid high-frequency oscillations. This observation
tells us that we can also develop a new switching design
strategy involving switching between bang-bang Lyapunov
controls with different control bounds. Such a switching
strategy is outlined in the Appendix.
4.3 Stability of switching Lyapunov control
Based on the construction relation of P in subsection
3.3, bang-bang Lyapunov control can speed up the con-
trol process, but cannot guarantee convergence to the
target state; while the standard Lyapunov control can
guarantee convergence. Therefore, dependent on differ-
ent initial states, the switching design strategy in sub-
section 4.2 can achieve rapidly convergent control.
Theorem 10 Consider the two-level system (38) with
the Hamiltonians (35). Assume that the target state ρf is
the excited state ρ1 = |λ1〉〈λ1|, and that the initial state
ρ0 is an arbitrary pure state. The diagonal elements of P
satisfy p2 = p > pf = p1 ≥ 0. Then, the following con-
clusions hold:
i) the largest invariant set of the system with the switch-
ing Lyapunov control (47) is E′ = {ρf} ∪ {ρ2}, where
ρ2 , |λ2〉〈λ2|;
ii) when ρ0 satisfies tr(ρ0ρf ) 6= 0, with the switching Lya-
punov control (47), the system trajectory starting from
ρ0 necessarily converges to ρf ;
iii) when ρ0 satisfies tr(ρ0ρf ) = 0, the initial control
u1(t) = S sin (ω21t) (t ∈ [0, t′]) is first used, where ω21
, λ2 − λ1 and t′ is a small positive number satisfying
tr(ρ(t′)ρf ) 6= 0; then, with the switching Lyapunov con-
trol (47), the system trajectory starting from ρ(t′) neces-
sarily converges to ρf .
PROOF. Conclusion i). According to the proof of
Theorem 3 (k = 1), for the initial state ρ0 and the target
state ρf , the largest invariant set of the two-level system
(38) only under the action of the standard Lyapunov
control is E′ = {ρf} ∪ {ρ2 = [ 0 00 1 ]}. It can be verified
that when the system is in the state ρf or ρ2, the switch-
ing Lyapunov control u1(t) in (47) always keeps as zero.
This shows that E′ is one subset of the largest invari-
ant set of the system with the switching control (47).
On the other hand, for the switching Lyapunov control
(47), the system state will keep transferring toward the
target state when the state ρ(0˜) at the zero point 0˜ of
the bang-bang Lyapunov control does not satisfy the
switching condition (39); while when (39) is satisfied,
the control field will switch to the standard Lyapunov
control and the system state will still continue evolving
toward the target state. This shows that the switch-
ing control (47) will not generate any new stable state
except ρf and ρ2 such that the system stops evolving.
Hence, the largest invariant set of the system with the
switching control (47) is still E′ = {ρf} ∪ {ρ2}.
Conclusion ii). If ρ0 = ρf , then the conclusion natu-
rally holds. Next, we consider the case of ρ0 6= ρf . The
condition tr(ρ0ρf ) 6= 0 implies that ρ0 6= ρ2. The Lya-
punov function (15) takes the maximal value p2 when
ρ = ρ2 and monotonically decreases under the action of
the switching Lyapunov control (47). Using Conclusion
i), we know that the system trajectory starting from
ρ0 necessarily converges to ρf contained in the largest
invariant set E′.
Conclusion iii). The condition tr(ρ0ρf) = 0 implies
that ρ0 = ρ2. In this case, the use of the initial control
u1(t) = S sin (ω21t) (t ∈ [0, t′]) leads to tr(ρ(t′)ρf ) 6= 0.
Then, Conclusion ii) guarantees that the system trajec-
tory starting from ρ(t′) necessarily converges to ρf . 
5 Approximate bang-bang Lyapunov control
In Section 4, we proposed two switching design methods
between Lyapunov control schemes to achieve improved
performance. However, the switching points are not easy
to determine for a general case. In this section, we further
propose two approximate bang-bang (ABB) Lyapunov
control approaches that can achieve rapidly convergent
control [46].
5.1 ABB Lyapunov control design
The first ABB Lyapunov control law is designed as
uk(Tk) =
2Sk
1 + eγkTk
− Sk, (k = 1, · · · ,m), (48)
where Sk > 0 is the maximum admissible strength of the
control field uk, and γk > 0 is a parameter used to adjust
the hardness of the control function. The bigger γk is,
the harder the characteristic of uk(Tk) is. As γk → +∞,
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the characteristic of uk(Tk) approaches the bang-bang
Lyapunov control in (34).
The second ABB Lyapunov control law is designed as
uk(Tk) =
−SkTk
|Tk|+ ηk , (k = 1, · · · ,m), (49)
where Sk > 0 is the maximum admissible strength of the
control field uk, and ηk > 0 is a parameter used to adjust
the hardness of the control function. Here, the smaller
ηk is, the harder the characteristic of uk(Tk) is. Likewise,
as ηk → 0+, the characteristic of uk(Tk) approaches the
bang-bang Lyapunov control in (34). The two smooth
control laws (48) and (49) can show similar character-
istics to bang-bang Lyapunov control by choosing ap-
propriate hardness parameters. Hence, we call them ap-
proximate bang-bang (ABB) Lyapunov controls.
The ABB Lyapunov control laws (48) and (49) are two
special forms of the smooth control law (19). Therefore,
the convergence results in Theorems 2, 3, and 4 natu-
rally hold for these ABB control laws. That is to say,
with the conditions in Theorem 3 or Theorem 4, the cor-
responding ABB Lyapunov control laws (48) and (49)
are always stable.
5.2 Further construction of P
Since the control functions (48) and (49) are continu-
ously differentiable, the qualitative construction relation
of P in Theorems 3 and 4 can guarantee convergence to
the target state. In order to speed up the control pro-
cess in the early stages, we can design diagonal elements
of P such that the early-stage control has a bang-bang
property.
Without loss of generality, we assume that the target
state is the N -th eigenstate, i.e., ρf = ρN . Consider
the construction relation of P in Theorems 3 and 4, we
denote P, ρ,H0 and Hk as the following block forms:
P ,
[
pIN−1 0
0 pf
]
=
[
pIN−1 0
0 pN
]
, (50)
ρ ,
[
ρ#1 ρ#2
(ρ#2)† ρff
]
=
[
ρ#1 ρ#2
(ρ#2)† ρNN
]
, (51)
H0 ,
[
H#10 0
0 λN
]
, (52)
Hk ,
[
H#1k H
#2
k
(H#1k )
† (Hk)NN
]
,
[
H#1k Rk
R†k (Hk)NN
]
, (53)
where IN−1 is identity matrix of order N − 1; ρ#1, H#10 ,
and H#1k are Hermitian matrices of order N − 1, and
H#10 = diag[λ1, · · · , λN−1]; ρ#2 and Rk = H#2k are col-
umn vectors of dimension N − 1; and ρNN = ρff and
(Hk)NN are real numbers.
Calculating T1(t) gives
Tk(t) =−i(p− pN )tr
([
ρ#1(t) ρ#2(t)
(ρ#2(t))† ρNN (t)
][
0 Rk
−R†k 0
])
=−2(p− pN ) · ℑ 〈Rk|ρ#2(t)〉. (54)
Since the evolution state starting from any initial pure
state always stays, we can obtain an estimate of the
amplitude of Tk(t) as:
|Tk(t)| = 2(p− pN) · |ℑ 〈Rk|ρ#2(t)〉|
≤ 2(p− pN) · |〈Rk|ρ#2(t)〉|
≤ 2(p− pN) · ‖Rk‖ · ‖ρ#2(t)‖
= 2(p− pN) · ‖Rk‖·√
ρ11ρNN + · · ·+ ρN−1,N−1ρNN
= 2(p− pN) · ‖Rk‖ ·
√
(1− ρNN (t))ρNN (t)
≤ (p− pN ) · ‖Rk‖. (55)
For (55), when tr(ρ0ρf ) <
1
2 , |Tk(t)| can reach the max-
imum value (p− pN )‖Rk‖ during the evolution process.
Assume that the initial state ρ0 satisfies tr(ρ0ρf ) <
1
2
and that the control laws (48) and (49) are regarded as
having the bang-bang property when the control value
reaches βS, (β ≈ 1, β < 1). In this case, we calculate
from (48) and (49) that |Tk| = 1γk ln
1+β
1−β and |Tk| =
β
1−β ηk. Thus, when p − pf satisfies (p − pf )‖Rk‖ >
1
γk
ln 1+β1+β and (p − pf )‖Rk‖ > β1−β ηk, respectively, the
bang-bang property will be dominant in the control pro-
cess. These two expressions imply that, when γk is rel-
atively small or ηk is relatively large, p − pf should be
large, and vice versa. The selection can also be explained
as follows. When γk is very large or ηk is very small, a
large p− pf will put |Tk| in the saturation regions of the
functions (48) and (49). This makes the whole control
process similar to the bang-bang Lyapunov control in
(34).
6 Numerical Examples
In this section, we present three numerical examples to
demonstrate the performance of the proposed rapid Lya-
punov control strategies. In the first example of two-
level quantum systems, we compare the standard Lya-
punov control, the switching Lyapunov control and ABB
Lyapunov control. In the other two examples for three-
level quantum systems and two-qubit superconducting
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Fig. 1. The evolution curves of the fidelities with the tar-
get state (Fig. 1 (a)) and the control fields (Fig. 1 (b)) un-
der the bang-bang Lyapunov control and the standard Lya-
punov control, where the bang-bang Lyapunov control shows
a high-frequency oscillation phenomenon.
systems, the ABB Lyapunov control strategies are com-
pared with the standard Lyapunov control. These sim-
ple quantum systems in the examples have significant
applications in quantum information technology. The
ABB Lyapunov control strategies are also applicable to
generalN -level quantum systems although more control
fields are usually required to guarantee the controllabil-
ity.
6.1 Two-level quantum system
Consider the two-level system (38) where H0 = [ 0.4 00 0 ]
and H1 = [ 0 11 0 ]; the maximum admissible strength of
the control field is S = 0.2; the initial pure state and the
target eigenstate are given as ρ0 =
1
6
[
1
√
5√
5 5
]
and ρf =
[ 1 00 0 ], respectively. According to Theorem 3 or Theorem
4, we set P = diag[0.5, 1].
We present simulation results first for the bang-bang
Lyapunov control (34) and standard Lyapunov control
(20); then for the switching control (47). In order to com-
pare the control effect of the two classes of rapid Lya-
punov control methods, we also present the simulation
results for the approximate bang-bang Lyapunov control
(48) with k = 1 in Section 5. In simulations, we let the
control gain in (20) and (47) be K1 = 0.4 such that the
maximum value of the standard Lyapunov control can
reach up to the maximum admissible strength S = 0.2.
Throughmultiple simulations, we choose γ1 = 11 in (48)
such that the ABB Lyapunov control (48) can achieve
rapid convergence. Simulation results are shown in Fig.
1 and Fig. 2.
Fig. 1 shows the evolution curves of fidelities with the
target state and the control fields under the bang-bang
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Fig. 2. The evolution curves of fidelities with the target state
(Fig. 2(a)) and the control fields (Fig. 2(b)) under the switch-
ing Lyapunov control (47) and the ABB Lyapunov control
(48) (ABB I).
Lyapunov control and the standard Lyapunov control. It
can be seen from Fig. 1(a) that the standard Lyapunov
control achieves convergence to the target state; and
that the bang-bang Lyapunov control has better rapid-
ness in the early stages but a high-frequency oscillation
phenomenon occurs from t = 5.5 as shown in Fig. 1(b).
Fig. 2 shows the evolution curves of fidelities with the
target state, and the control fields under the switch-
ing Lyapunov control, the approximate bang-bang Lya-
punov control, and the standard Lyapunov control. It
can be seen from Fig. 2 that these two classes of rapid
Lyapunov controls have similar control performance and
achieve excellent convergence to the target state. They
have better rapidness than the standard Lyapunov con-
trol. In addition, the switching Lyapunov control has
slightly better rapidly convergence than the ABB Lya-
punov control in (48). This is because that the switching
Lyapunov control (47) always keeps the maximal control
value 0.2 in the early stages (see Fig. 2(b)). More simula-
tion results also show that it is possible in the switching
Lyapunov control to obtain better performance by using
a control strength less than S for the initial bang-bang
control field.
6.2 Ξ-type three-level system
Consider a three-level system with Ξ-type configuration.
This system is controlled by only one control field, and
its internal and control Hamiltonians are given as H0 =[
0 0 0
0 0.3 0
0 0 0.9
]
and H1 =
[
0 1 0
1 0 1
0 1 0
]
, respectively. Assume that
the maximum admissible strength of the control field is
0.1, and that the target state is the second eigenstate
of the system, i.e., ρf = |λ2〉〈λ2|. Based on Theorems 3
and 4, ρf is isolated in the invariant set, and any system
trajectory starting from initial pure states necessarily
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Fig. 3. The time evolution of the fidelities under the standard
Lyapunov control (20) and the approximate bang-bang Lya-
punov control (48) with different hardness parameter values.
converges to ρf under the action of the control law (19)
or (33) with the control function forms of (48) or (49).
Assume that that the initial state is given as ρ0 =
1
3
[
1 1 1
1 1 1
1 1 1
]
. In order to compare with the standard Lya-
punov control (20), we choose K1 = 0.155 in (20) so
that the maximum strength of the standard Lyapunov
control can reach the maximum admissible strength
of the control field 0.1. Based on Theorem 3, we set
P = diag [1, 0.5, 1], choose (48) as the control law and
set its hardness parameter as γ1 = 2, 5, 10, 50, respec-
tively. The simulation results are shown in Fig. 3.
It can be seen fromFig. 3 that, as the hardness parameter
increases, the rapidness of the approximate bang-bang
Lyapunov control (48) is reinforced. At the same time
its convergence rate decreases in the later stages. Based
on simulation experiments, when 5 ≤ γ1 ≤ 10, we can
obtain improved control performance compared with the
standard Lyapunov control for this system, considering
both rapidness and convergence.
6.3 Two-qubit superconducting system
In this subsection, we consider the control problem of
a superconducting quantum system of two qubits. Su-
perducting qubits have been recognized as promising
quantum information processing units due to their scal-
ability and design flexibility [47,48,49]. Superconduct-
ing qubits can behave quantum mechanically while they
can be controlled by adjusting some classical quantities
such as currents and voltages. Here we consider the cou-
pled two-qubit system in [50] where two charge qubits
are coupled via an LC-oscillator. The system model can
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Fig. 4. The evolution curves of the fidelities (Fig. 4 (a)) and
the Lyapunov functions (Fig. 4 (b)) under the approximate
bang-bang Lyapunov control (49) and the standard Lya-
punov control (20) on a two-qubit superconducting system.
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Fig. 5. The evolution curves of the three control fields under
the approximate bang-bang (ABB) Lyapunov control (49)
and the standard Lyapunov control (20) on a two-qubit su-
perconducting system, in which the blue solid lines are the
evolution curves of the ABB Lyapunov control, and the black
dotted lines correspond to the standard Lyapunov control.
be described as
ρ˙(t) = −i[u1zσ(1)z ⊗ I2 + u2zI2 ⊗ σ(2)z + u1xσ(1)x ⊗ I2
+ u2xI2 ⊗ σ(2)x + uxxσ(1)x ⊗ σ(2)x , ρ(t)
]
, (56)
where I2 = [ 1 00 1 ]; σ
(1)
z = σ
(2)
z =
[
1 0
0 −1
]
and σ
(1)
x =
σ
(2)
x = [ 0 11 0 ] are the Pauli matrices along the z and x di-
rections, respectively. Considering the experimental pa-
rameters [51], we assume that these control fields satisfy
the following constraints: 1GHz ≤ |ujz(t)| ≤ 20GHz,
|ujx(t)| ≤ 10GHz, (j = 1, 2); and |uxx(t)| ≤ 0.5GHz.
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Assume that the target state is ρf = |λ1〉〈λ1|. For sim-
plicity, we let u1z(t) = 10GHz, u2z(t) = 5GHz, u1x(t) =
u1(t), u2x(t) = u2(t), and uxx(t) = u3(t). Thus, the
model (56) can be written as
ρ˙(t) = −i
[
H0 +
3∑
k=1
uk(t)Hk, ρ(t)
]
, (57)
where H0 = diag [15, 5,−5,−15], H1 = σ(1)x ⊗ I2, H2 =
I2 ⊗ σ(2)x , H3 = σ(1)x ⊗ σ(2)x , |uj(t)| ≤ 10GHz, (j = 1, 2),
and |u3(t)| ≤ 0.5GHz. The initial state is given as the
pure state ρ0 =
1
16
 1 1 1 √131 1 1 √13
1 1 1
√
13√
13
√
13
√
13 13
.
Set P = diag [0.5, 1, 1, 1], and choose (49) as our control
law. For comparison with the standard Lyapunov con-
trol, we choose K1 = 15, K2 = 12, and K3 = 0.6 for the
standard Lyapunov control (20). According to simula-
tion results, we know that the maximum values of the
control fields are 3.9, 3.4, and 0.2, respectively. There-
fore, we set these three values to be the maximum ad-
missible strengths of the three approximate bang-bang
Lyapunov control fields, i.e., S1 = 3.9, S2 = 3.4, and
S3 = 0.2. Further, we choose their hardness parameters
as η1 = η2 = 0.005, and η3 = 0.01, respectively. The
simulation results are shown in Fig. 4 and Fig. 5.
It can be seen from Fig. 4 that both the approximate
bang-bang Lyapunov control (49) and the standard Lya-
punov control (20) achieve convergence, but the rapid-
ness of the approximate bang-bang Lyapunov control
(49) is better than that of the standard Lyapunov con-
trol (20). Fig. 5 shows that the three control fields associ-
ated with the approximate bang-bang Lyapunov control
(49) have a bang-bang like property in the early stages
of the control, which speeds up the control process.
7 Conclusions
In this paper, we have designed a switching Lyapunov
control strategy between the bang-bang Lyapunov con-
trol and standard Lyapunov control and two approx-
imate bang-bang Lyapunov control laws. These Lya-
punov control laws can achieve rapidly convergent con-
trol for quantum systems by choosing appropriate pa-
rameters. In particular, convergence has been analyzed
via the LaSalle invariance principle, and a construction
method for the degrees of freedom in the Lyapunov func-
tion has been provided. We have also derived a sufficient
condition for the existence of high-frequency oscillations
that can be used for switching Lyapunov control de-
sign. Simulation experiments showed that the proposed
Lyapunov control methods can achieve improved perfor-
mance for manipulating quantum systems. Further re-
search includes optimizing these parameters in the con-
trol laws and extending the proposed methods to more
general quantum systems.
Appendix: Switching between bang-bang Lya-
punov controls with different strengths
Here, we can design another switching Lyapunov control
strategy for two-level quantum systems in Section 4, i.e.,
switching between bang-bang Lyapunov controls with
different control bounds.
Observing the high-frequency oscillation condition for
two-level systems in Theorem 6, it is clear that reduc-
ing the bang-bang Lyapunov control strength can avoid
high-frequency oscillations. This observation inspires us
to develop a new switching design strategy involving
switching between bang-bang Lyapunov controls with
different control bounds.
Assume that the state ρ(0˜) at the zero point 0˜ of T1(t)
satisfies the high-frequency oscillation condition in the
bang-bang Lyapunov control (34). In theory, any posi-
tive number such that the infinitesimal high-frequency
oscillation condition is not satisfied may be chosen as the
strength of the new bang-bang Lyapunov control. The
selection of strengths is not unique. For instance, we can
design the following bang-bang control strength:
S(0˜+) =
µ1ω12|ρ12(0˜)|
|r|(ρ11(0˜)− ρ22(0˜))
, (58)
where S(0˜+) represents the strength of the new bang-
bang Lyapunov control after time 0˜; and µ1 ∈ (0, 1) is
a constant guaranteeing that the new control strength
does not satisfy the high-frequency oscillation condition.
Considering the fact that 0 ≤ 2
√
(1− ρ11(t))ρ11(t) =
2|ρ12(t)| ≤ 1 and |ρ12(t)| → 0 as t → ∞, we may de-
sign a coefficient-varying bang-bang control strength as
follows:
S(0˜+) =
2µ2ω12|ρ12(0˜)|2
|r|(ρ11(0˜)− ρ22(0˜))
, (59)
where the constant µ2 ∈ (0, 1) can be properly chosen.
It is clear that the coefficient 2µ2|ρ12(0˜)| also guarantees
that the high-frequency oscillation condition does not
hold. Hence, we can use the following switching control
law for the two-level system (38):
u1(t) =

− S(0˜+) · sgn(T1(t)),
( |r|(ρ11(0˜)− ρ22(0˜))
|ρ12(0˜)|
≥ ω12
S(0˜−)
, ρ12(0˜) 6= 0
)
− S(0˜−) · sgn(T1(t)), otherwise
(60)
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where S(0˜−) represents the last strength of the bang-
bang Lyapunov controls before time 0˜. In particular, the
strength of the bang-bang Lyapunov control before the
first zero point is S.
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