ABSTRACT. In this paper, we deal with the following fractional nonlocal p-Laplacian problem:
these two operators by studying their spectral properties and obtained, as a consequence of this careful analysis, that the two operators are different. Also, see [29] for an exhaustive study of this comparison.
A recent trend in the fractional framework is to consider a new nonlocal and nonlinear operator, the so-called fractional p-Laplacian (−∆) In this direction, the aim of the present paper is to deal with the following problem:
where Ω ⊂ R N is a bounded domain with smooth boundary, s ∈ (0, 1), p ∈ (1, ∞), N > sp, q > 0 and λ ∈ R are parameters, while β ∈ L ∞ (Ω) and f : [0, +∞) → R is a continuous function.
More precisely, our aim here is to study the number and the behavior of solutions of problem (1.1), where f oscillates near the origin or at infinity. This analysis will be carried out using variational and topological techniques. In the sequel, we state our main results, treating the two cases separately, that is, when the nonlinearity f oscillates near the origin or at infinity, respectively.
A special case involving the classical fractional Laplacian operator (−∆)
s is as follows: A similar multiplicity result may be proven requiring similar asymptotic behavior of the potential at infinity. More precisely, the next theorem holds. Finally, we should emphasize that the coefficient β ∈ L ∞ (Ω) in problem (1.1) is allowed to be indefinite in sign, as suggested in several well-known works (see, for instance, [1, 2, 4, 11, 12] and the references therein).
Our results are in connection with the existence of infinitely many weak solutions of the following Dirichlet problem:
where ∆ p u := div(|∇u| p−2 ∇u), which has been extensively studied in the literature, assuming that f is odd in order to apply a variant of the classical Lusternik-Schnirelmann theory.
To the contrary, few papers deal with nonlinearities having no symmetry properties. 
where, either L = 0 + or L = +∞ and
The existence of sequences of weak solutions for fractional nonlocal equations, with no symmetry hypothesis on the nonlinear term f , has only recently been investigated in the literature. In this sense, the results presented here may be seen as an extension of some recent nonlinear analysis theorems to the case of elliptic equations driven by nonlocal fractional operators.
More precisely, in our paper there are some computations, mostly straightforward, similar to those performed by Kristály and Moroşanu [20] and adapted here to the nonlocal fractional case. However, due to the presence of the fractional operator (−∆) s p , our abstract approach, as well as the setting of the main results, is different from the results found in [20] , where the authors studied competition phenomena for elliptic equations involving the Laplacian operator. A crucial point along the proof of the main results is that the truncation procedure developed in [20, Theorem 2.1] can be adapted to the fractional nonlocal setting. Of course, some technical difficulties naturally appear in this paper due to the nature of the fractional Gagliardo norm (see, for instance, Theorem 4.1).
Contrary to the classical literature dedicated to boundary value problems involving the Laplacian operator or some of its generalizations, up until the present, to our knowledge, only a few papers consider the existence of infinitely many weak solutions to nonlocal equations involving fractional nonlinear operators. For instance, Molica Bisci [24] studied the existence of a sequence of nontrivial weak solutions for exploiting the classical Z 2 -symmetric version of the Mountain pass theorem. In order to make the nonlinear methods work, careful analysis of the fractional spaces involved is necessary. As a particular case, we derive an existence theorem for the fractional Laplacian, finding nontrivial solutions of the equation
As far as we know, all of these results are new and represent a fractional version of classical theorems obtained working with Laplacian equations.
In [40] , Servadei studied the existence of infinitely many solutions for a nonlocal, nonlinear equation with homogeneous Dirichlet boundary data. In particular, the main result concerns the following model problem:
where s ∈ (0, 1) is a fixed parameter, (−∆) s is the fractional Laplacian operator, which (up to normalization factors) may be defined as
while λ is a real parameter, the exponent q ∈ (2, 2 * s ), with 2 * s = 2N/(N − 2s), N > 2s, the function h belongs to the space L 2 (Ω) and, finally, the set Ω is an open, bounded subset of R N with Lipschitz boundary.
Adapting the classical variational techniques used in order to study the standard Laplace equation with subcritical growth nonlinearities to the nonlocal framework, in the present paper, we prove that this problem admits infinitely many weak solutions {u k } k , with the property that the Sobolev norm goes to infinity as k → +∞, provided the exponent q < 2 * s − 2s/(N − 2s). In this sense, the results presented here may be seen as an extension of some classical nonlinear analysis theorems to the case of fractional operators.
We consider different superlinear growth assumptions on the nonlinearity, starting from the well-known Ambrosetti-Rabinowitz condition. In this framework, we obtain three different results about the existence of infinitely many weak solutions for the problem under consideration, by using the Fountain theorem. All of these theorems extend the classical results for semilinear Laplacian equations to the nonlocal fractional setting. This paper is organized as follows. In Section 2, we recall some preliminary notions and results. In Section 3, we discuss problem (1.1) under suitable asymptotic behavior of the potential either at zero or at infinity. Section 4, as well as Sections 5 and 6, will be devoted to the variational analysis of a suitable truncated problem (P K h ) that will be crucial in order to study the existence of infinitely many solutions of problem (1.1) given in Theorems 3.1 and 3.2.
Preliminaries and functional setting.
In this section, we recall some basic results related to fractional Sobolev spaces. In fact, the nonlocal analysis that we perform in this paper in order to use variational methods is quite general and may be suitable for other goals, too. Our proof will verify that the abstract approach developed in [20] is respected by the nonlocal framework. For this, we will develop a functional analytical setting that is inspired by (but not equivalent to) the fractional Sobolev spaces in order to correctly encode the Dirichlet boundary datum in the variational formulation. For more details regarding this topic, the reader is referred to [15, 27].
Let u : R N → R be a measurable function. We say that u belongs to the space
is a Banach space with respect to the norm
We will work in the following, closed linear subspace
which can be equivalently renormed by setting
Now, the following, crucial results are recalled. We denote by (X * (Ω), ∥ · ∥ * ) the dual space of (X(Ω), ∥ · ∥). We define the nonlinear operator A : X → X * by setting
Here, ⟨·, ·⟩ denotes the duality pairing between X(Ω) and its dual X * (Ω).
Finally, we introduce a special function which will be useful in proving our main results. Fix x 0 ∈ Ω and r > 0 such that B(x 0 , r) ⊂ Ω, where B(x 0 , r) is the open ball of radius R and center x 0 . For any t > 0, we define the function z t as follows:
We set Since z t = 0 outside the compact B(x 0 , r), we can use [15, Lemma 5.1] to deduce that z t ∈ X(Ω). In particular, the following holds:
where C(r, s, p, N ) is a positive constant depending only upon p, r, s and N .
Main results.
This section is devoted to the main results of the paper, where we prove the existence of infinitely many solutions for problem (1.1) in these two different contexts:
• f oscillating near the origin and q ≥ p − 1, • f oscillating at infinity and 0 < q ≤ p − 1; while, in the remaining cases, that is, when
• f oscillates near the origin and 0 < q < p − 1, • f oscillates at infinity and q > p − 1;
we show the existence of at least a finite number of solutions. In all of these cases, we assume that f : [0, +∞) → R is a continuous function. Also, we denote by F the function
for any t > 0.
Oscillation near the origin.
In this framework, we assume that the following conditions are satisfied:
Our main result can be stated as follows.
Assumption (3.2) yields the existence of solutions for problem (1.1), while (3.3) allows us to deduce some information regarding the number of the solutions. In addition, we note that assertion (b) also covers the case when the power q is critical or supercritical, that is, the case when q ≥ p * s , where
is the Sobolev critical exponent.
Oscillation at infinity.
In this framework, we assume that the following assumptions hold:
In this setting, the counterpart of Theorem 3.1 may be stated as follows.
A special case of the above result is as follows.
Corollary 3.3.
Let q ≤ p − 1, and let all of the assumptions of Theorem 3.2 be satisfied. In addition, assume that
where {u j } j is the sequence of distinct weak solutions of problem (1.1), given by Theorem 3.2.
As in the case when there is oscillation near the origin, here, assumption (3.6) is used in order to prove the existence of solutions for problem (1.1), while (3.7) guarantees that these solutions are infinitely many, when 0 < q ≤ p − 1, and at least one finite number, if q > p − 1.
In all of the situations, that is, when there is an oscillation near zero or at infinity, and for any value of q, the idea is to prove the existence of solutions for problem (1.1) using the variational method. More precisely, we first consider an auxiliary problem and, under suitable assumptions on the data, we prove the existence of solutions for this equation studying the associated energy functional and proving that this functional admits a minimum, using the direct methods of the calculus of variations (see Theorem 4.1).
Next, we apply Theorem 4.1 to problem (1.1) in order to obtain Theorems 3.1 and 3.2.
4. An auxiliary nonlocal problem. In this section, we consider the problem
Here, we assume that K : Ω → R is such that
while h : Ω × [0, +∞) → R is a Carathéodory function satisfying the following conditions:
(a) there exists an M > 0 such that |h(x, t)| ≤ M for almost every x ∈ Ω and for any t ≥ 0; (b) there exist δ and η, with 0 < δ < η such that h(x, t) ≤ 0 for almost every x ∈ Ω and for any t ∈ [δ, η].
In the sequel, we extend the function h on the whole Ω×R by taking h(x, t) = 0 for almost every x ∈ Ω and t < 0.
The aim of this section is to prove the existence of a non-negative weak solution for problem (refauxiliary), that is, a non-negative solu-tion to the following problem:
In order to achieve our aim, we look for critical points of the energy functional J K,h : X(Ω) → R, defined by setting
By using (4.1)-(4.2) (a), (b) and Theorem 2.2, we can deduce that J K,h is well defined, and J K,h is of class C 1 on X(Ω). Now, we introduce the set W η , defined as follows
where η is the positive parameter given in (4.2) (b).
The main result of this section is the following: 
Proof. 
where, hereon, L(Ω) denotes the Lebesgue measure of Ω.
Then, for every k ∈ N, there exists a u k ∈ W η such that
By using u k ∈ W η , (4.2) (a) and (4.7), we can see that
for every k ∈ N. In view of (4.1), we obtain
Then, up to a subsequence, we may assume that
Now, our claim is to prove that u η is the minimum of J K,h . Since W η is weakly closed in X(Ω), we can see that u η ∈ W η . Then, we have
Now, by using the sequential weak lower semicontinuity of J K,h , (4.7) and (4.9), we get
This and (4.10) yield
(ii) Let δ be as in (4.2) (b), and let us define
Our aim is to prove that L(A) = 0. Assume, by contradiction, that L(A) > 0.
We introduce the map γ : R → R, defined by
where t + = max{t, 0}. We also define w := γ • u η , that is,
for almost every x ∈ Ω, and w(x) = 0 almost everywhere x ∈ R N .
Since γ is a Lipschitz function with Lipschitz constant equals to 1, we obtain ∫ ∫
which implies that w ∈ X(Ω). Moreover, 0 ≤ w(x) ≤ |u η (x)| for almost every x ∈ R N , 0 w(x) δ for almost every Ω, and, by using the fact that δ < η, in view of (4.2) (b), we can infer that w ∈ W η .
The following sets are defined as
and
Thus, it is clear that A = A 1 ∪ A 2 . Moreover, we can see that w(x) = u η (x) for almost every x ∈ Ω \ A, w(x) = 0 for almost every x ∈ A 1 , and w(x) = δ for almost every x ∈ A 2 . Now, we aim to show that
We note that
Consider the first term I 1 , and observe that (4.13)
Since w(x) = 0 for almost every x ∈ A 1 , and w(x) = δ for almost every x ∈ A 1 , it may be seen that (4.14)
On the other hand, w(x) = δ and u η (x) < 0 for almost every x ∈ A 1 , and w(y) = δ and u η (y) > δ for almost every x ∈ A 2 ; thus, we have
A similar argument shows that
Taking into account (4.13)-(4.17), we can deduce that I 1 ≤ 0. Now, we estimate I 2 . Then, we can see that
Since w(x) = 0 and u η (x) < 0 for almost every x ∈ A 1 , and w(y) = u η (y) ∈ [0, δ] for almost every y ∈ Ω \ A, we can see that
On the other hand, w(x) = δ and u η (x) > δ for almost every x ∈ A 2 , and w(y) = u η (y) ∈ [0, δ] for almost every y ∈ Ω \ A; thus, we obtain
Combining (4.18), (4.19) and (4.20), we deduce that I 2 ≤ 0.
In a similar fashion, we can prove that I 3 ≤ 0. Then, by using (4.12) and the fact that all terms I 1 , I 2 , I 3 are nonpositive, we can conclude that (4.11) holds.
Hence, by using (4.11), we can see that (4.21)
Recalling that ess inf x∈Ω K(x) > 0 by (4.1), u η (x) > δ for almost every x ∈ A 2 and w(x) = 0 for almost every x ∈ A 1 , we can deduce that
Since h(x, t) = 0 for almost every x ∈ Ω and all t ≤ 0, we get (4.23)
On the other hand, by the mean value theorem, for almost every x ∈ A 2 , we can find
Then, (4.2) (b) and the definition of B 2 yield (4.24)
By combining (4.23) and (4.4), we can see that
Taking into account (4.21), (4.22) and (4.25), we obtain
However, w ∈ W η ; thus, J K,h (w) J K,h (u η ), and, by using (4.26), we obtain that (4.27)
Now, taking into account (4.27) and the fact that all of the integrals on the right hand-side of (4.21) are non-negative, we can deduce that
From the definition of A 1 and A 2 , and using (4.1), we get L(A 1 ) = L(A 2 ) = 0, that is, L(A) = 0, which gives a contradiction.
(iii) Take φ ∈ C ∞ 0 (Ω), and let
where δ and η are as given in (4.2) (b). We introduce the functional I : [−ε 0 , ε 0 ] → R, defined by setting
Using (ii), we can see that, for any ε ∈ [−ε 0 , ε 0 ],
Hence, by using Theorem 4.1 (i), we can see that I(ε) ≥ I(0) for every ε ∈ [−ε 0 , ε 0 ], which implies that zero is an interior minimum point for I. Since I is differentiable at zero, we obtain I ′ (0) = 0 and ⟨J
, φ⟩ = 0 for any φ ∈ X(Ω), and this gives that u η is a weak solution of problem (P K h ) (that is, a solution of (4.3)). Finally, u η is non-negative in Ω in view of Theorem 4.1 (ii).
Note that u ≡ 0 is a weak solution of problem (P K h ), due to the fact that h(x, 0) = 0 almost everywhere x ∈ Ω by (4.2). This means that Theorem 4.1 does not guarantee that the solution u η of problem (P K h ) is not trivial. For this reason, we will choose the nonlinear term f in a suitable way, and, by using Theorem 4.1, we will be able to deduce the existence of non-trivial solutions for the original problem (1.1). 
Oscillatory behavior near the origin.
In this section, we study problem (1.1) in the case where the nonlinear term f oscillates near the origin. In order to prove Theorem 3.1, we first give an auxiliary result obtained as a consequence of Theorem 5.1. Precisely, we prove the existence of infinitely many solutions for problem (P A. there exists a t > 0 such that sup t∈ [0,t] 
B. there exist two sequences {δ j } j and {η j } j , with 0 < η j+1 < δ j < η j and lim j→+∞ η j = 0 such that h(x, t) ≤ 0 for almost every x ∈ Ω and for every t ∈ [δ j , η j ], j ∈ N;
uniformly for almost every x ∈ Ω, where H is the function given in (4.5). More precisely, our result is as follows. 
Proof. By using assumption B, we know that η j → 0 as j → +∞; therefore, without loss of generality, we may assume that
for j sufficiently large, where t > 0 is from A. Now, for every j ∈ N, we introduce the function
for almost every x ∈ Ω and t ≥ 0, where τ ηj is the function defined in (4.28) with η = η j . In order to simplify the notation, in what follows, we denote by
where J K, hj is the functional given in (4.4), with h = h j .
We show that h j satisfies the assumptions of Theorem 4.1, for j ∈ N large enough. From the regularity of h, the continuity of τ η and (4.2), the function h j is Carathéodory and such that h j (x, 0) = 0 almost every x ∈ Ω. By assumption A, (5.3) and (5.4), h j satisfies (4.2) (a). Finally, condition (4.2) (b) holds in view of assumption B.
Thus, we are in a position to apply Theorem 4.1, and, for j sufficiently large, we can find u j ∈ W ηj such that .7) and C. u j is a non-negative weak solution of (P K hj ). Taking into account the definition of τ η , (5.4) and u j (x) ≤ δ j < η j almost everywhere x ∈ Ω, we can deduce that
almost everywhere x ∈ Ω. In particular, by combining this and assumption C, we can deduce that u j is a non-negative weak solution for (P K hj ) and for problem (P K h ). Now, our claim is to prove that there are infinitely many distinct elements in the sequence {u j } j . Firstly, we show that for j ∈ N large enough.
Since δ j ↘ 0 as j → +∞, up to a subsequence, we may assume that
Now, take j ∈ N sufficiently large, and set
where z t is the function defined as in (2.1) with t = t j . Then, z j ∈ X(Ω) and ∥z j ∥ L ∞ (Ω) = t j ≤ δ j < η j by B and (5.12). As a consequence, z j ∈ W ηj and 0 ≤ z j (x) ≤ t j ≤ δ j < η j almost everywhere x ∈ Ω. In particular, we obtain
for almost every x ∈ Ω. Then, by using (2.2), (4.1), (5.9), (5.11), and using the fact that z j (x) < η j < η 1 (being {η j } j decreasing by (5.2)), we obtain for j sufficiently large (5.13)
Taking L > 0 sufficiently large such that
we deduce that, for j large enough,
Therefore, using (5.6), we get (5.14)
for j sufficiently large. Then, (5.8) holds, and this allows us to infer that u j ̸ ≡ 0 since J j (0) = 0. Now, we aim to show that
Firstly, we note that, from the definition of H j , (4.1), A, B, (5.3), (5.4) and (5.7), we have, for any j ∈ N sufficiently large,
By using B, we know that lim j→+∞ δ j = 0; thus, the above inequality and (5.14) imply that (5.15) holds.
Hence, taking into account (5.8) and (5.15), we can see that {u j } j contains infinitely many distinct elements, which means that problem (P K h ) possesses infinitely many distinct weak solutions. Finally, we prove (5.2). Concerning the first limit, we can observe that, from (5.7), it follows that ∥u j ∥ L ∞ (Ω) ≤ δ j for j ∈ N sufficiently large. Then, recalling that lim j→+∞ δ j = 0 (see B), we can infer that ∥u j ∥ L ∞ (Ω) → 0 as j → +∞. Now, we prove that the latter limit holds. Combining (4.1), A, (5.7) and (5.8), we obtain
and, by using B, we have
Now, we prove Theorem 3.1. In order to do so, we will apply Theorems 4.1 and 5.1, choosing the functions h and K in a suitable way.
Proof of Theorem 3.1.
Firstly, we prove that problem (1.1) admits infinitely many distinct weak solutions, provided q ≥ p − 1. We distinguish the cases q = p − 1 and q > p − 1; in both situations, we will apply Theorem 5.1.
We begin by proving that (a) holds. In this setting, we assume that q = p − 1, ℓ 0 ∈ (0, +∞) and λ ∈ R is such that λβ(x) < λ 0 almost everywhere x ∈ Ω for some λ 0 ∈ (0, ℓ 0 ). Take λ 0 ∈ (λ 0 , ℓ 0 ), and define
almost everywhere x ∈ Ω and t ≥ 0. Now, we show that K and h verify the assumptions of Theorem 5.1.
Regarding the function h, we can observe that the regularity of f implies that h is a continuous function in Ω × [0, +∞), and h(x, 0) = 0 for any x ∈ Ω. Hence, (4.2) holds. In addition, the continuity of t → h(·, t) along with the Weierstrass theorem yield assumption A. Since, for any x ∈ Ω and t > 0, the following holds
and we can deduce (5.1) in view of (3.3).
Then, we must show that h verifies assumption B. For this purpose, we note that, by (3.2), there exists a sequence {t j } j such that t j → 0 and
as j → +∞. Since we are assuming that λ 0 < ℓ 0 , we can find ε > 0 such that λ 0 + ε < ℓ 0 . By combining this and (5.18), we can see that, for j large enough, say j ≥ j * ∈ N,
Then, using the continuity of f , it is possible to find a neighborhood of t j , say (δ j , η j ), such that
for any x ∈ Ω and all t ∈ [δ j , η j ] and j ≥ j * . As a consequence, B is satisfied.
Therefore, we can apply Theorem 5.1 to problem (P K h ) with h and K given in (5.17), and to obtain the existence of infinitely many distinct non trivial non-negative solutions {u j } j for problem (P K h ), satisfying condition (3.4) . From the definitions of h and K, and recalling that q = p − 1, we can see that u j is a weak solution of problem (1.1). This concludes the proof of Theorem 3.1 in the case q = p − 1. Now, let us consider assertion (b). For this purpose, let q = p − 1, ℓ 0 = +∞ and λ ∈ R. We choose λ 0 ∈ (λ 0 , ℓ 0 ), and we define
almost everywhere x ∈ Ω and t ≥ 0. Then, we can proceed as in the proof of assertion (a), merely replacing formula (5.19) with the following one
For j large enough, we take into account that
Finally, we deal with assertion (c). Let q > p − 1 and λ ∈ R. Take λ 0 ∈ (0, ℓ 0 ). We introduce the functions
for almost every x ∈ Ω and t ≥ 0. Also, in this setting, our claim is to prove that the functions h and K, defined in (5.22) , verify the conditions required by Theorem 5.1.
It is clear that (4.1) and (4.2) hold. By using β ∈ L ∞ (Ω), the continuity of t → h(·, t) and the Weierstrass theorem, we can see that assumption A is satisfied. Since, for almost every x ∈ Ω and t > 0, we
we can use (3.3) and q > p − 1, to deduce that (5.1) holds.
Concerning condition B, we can observe that, for almost every x ∈ Ω and any t ≥ 0, we have
This, (3.2) and q > p − 1 imply (5.24)
uniformly almost everywhere x ∈ Ω. Hence, we can find a sequence {t j } j converging to 0 as j → +∞ such that h(x, t j ) < 0 for j ∈ N large enough and uniformly almost everywhere x ∈ Ω. Thus, by using the continuity of t → h(·, t), there exist two sequences {δ j } j and {η j } j such that 0 < η j+1 < δ j < t j < η j , lim j→+∞ η j = 0 and h(x, t) ≤ 0, for almost every x ∈ Ω, all t ∈ [δ j , η j ] and j large enough. This concludes the proof of (5.2).
Hence, we can argue as in the proof of assertion (a), and, by applying Theorem 5.1, we obtain that (c) is satisfied.
Example 5.2. Let us consider problem (1.1), when f is given by
where α, σ and γ are such that 1 < σ + 1 < α < p and γ > 0. Note that f is continuous in [0, +∞), and F is the following function
Another prototype for f is given by
where α, σ and γ are such that 1 < α < p, σ > 0, α − σ > 1 and γ > 0. Due to these choices of the parameters, f is continuous in [0, +∞). In addition, F is the following function
In both examples, we deduce by direct calculation that f and F satisfy assumptions (3.2) and (3.3).
Remark 5.3. In Theorem 3.1, if 0 < q < p − 1, then, for every k ∈ N, there exists a Λ k > 0 such that problem (1.1) has at least k distinct weak solutions
6. Oscillatory behavior at infinity. This section is devoted to the study of problem (1.1) in the case where f oscillates at infinity. In order to prove Theorem 3.2, we use some techniques developed in the previous section. Now, we again consider problem (P K h ), under the following assumptions on function h:
B. there exist two sequences {δ j } j and {η j } j with 0 < δ j < η j < δ j+1 and lim j→+∞ δ j = +∞ such that h(x, t) ≤ 0 for almost every x ∈ Ω and for all t ∈ [δ j , η j ], j ∈ N:
where H is defined as in (4.5).
In this context, our existence result for problem (P 
Proof. By using assumptions A and B, we can see that, for any j ∈ N, h j (defined as in (5.4) ) verifies the assumptions of Theorem 4.1. Thus, for every j ∈ N, there is an element u j ∈ W ηj such that C. u j is the minimum point of the functional
for almost every x ∈ Ω, and E. u j is a non-negative weak solution of (P K hj ). Here, J j is the functional defined as in (5.5).
(6.3). As a consequence, problem (P K h ) has infinitely many distinct weak solutions.
At this point, we show that (6.2) is true. We argue by contradiction, and we assume that, up to a subsequence, the following holds
for all j ∈ N, and for some L > 0. Since η j → +∞ as j → +∞, for j large enough, say j ≥ j * , with j * ∈ N, we have that η j ≥ L. Then, by using (6.9) and the fact that the sequence {η j } j is increasing (see B), we get
We also note that, from the monotonicity of {η j } j , it follows that, for j < k,
In particular, (6.11) implies that for any u ∈ W ηj we have (6.12)
Furthermore, we can show that {J j (u j )} j is non-increasing. In fact, if j < k, we can see that (6.11) and (6.12) yield (6.13)
Hence, by using (6.10)-(6.13), for any j ≥ j * , we get
which contradicts (6.3) Thus, we can conclude that
Requiring the following, extra condition on the function h, Proof. Assume, by contradiction, that, up to a subsequence, there exists an L > 0 such that, for any j ∈ N,
Then, by using (6.14), (6.15) , and by applying Theorem 2.2, we can see that, for any j ∈ N,
Therefore, (6.16) implies that {J j (u j )} j is a bounded sequence in R, and this is impossible in view of (6.3).
As a consequence of Corollary 6.2, we have the following result:
Proof of Corollary 3.3. It is sufficient to apply Corollary 6.2 with h and K given in (6.17) when q = p − 1, and in (6.19) in the case 0 < q < p − 1. Now, we assume that q = p − 1. Clearly, q > 0 since p > 1. By using (3.9), we have, for any t ∈ [0, 1],
For t > 1, we get We begin with consideration of cases q = p − 1 and ℓ ∞ ∈ (0, +∞). Fix λ ∈ R such that λβ(x) < λ ∞ almost everywhere x ∈ Ω for some λ ∞ ∈ (0, ℓ ∞ ). We take λ ∞ ∈ (λ ∞ , ℓ ∞ ), and we define the following functions (6.17) K(x) := λ ∞ − λβ(x) and h(x, t) := λ ∞ t p−1 + f (t), for almost every x ∈ Ω and t ≥ 0. Arguing as in the proof of Theorem 3.1, we can see that h and K satisfy the assumptions of Theorem 6.1 (here, we also use the fact that f (0) = 0 by assumption), and then the assertion of Theorem 3.2 follows.
When q = p − 1 and ℓ ∞ = +∞, we take λ ∈ R, and we use Theorem 6.1 with (6.18) K(x) := λ ∞ and h(x, t) := (λβ(x) + λ ∞ )t p−1 + f (t), for almost every x ∈ Ω and t ≥ 0. The arguments are the same as those used in the previous case.
In the case 0 < q < p − 1, we choose h and K in Theorem 6.1 as follows: (6.19) K(x) := λ ∞ and h(x, t) := λβ(x)t q + λ ∞ t p−1 + f (t), for almost every x ∈ Ω and t ≥ 0, where λ ∞ ∈ (0, ℓ ∞ ), and we argue as above.
When we consider the case q > p − 1, we aim to apply Theorem 4.1 to problem (P almost everywhere x ∈ Ω, t ≥ 0 and λ ∈ R. Thus, we may proceed as in the proof of Theorem 3.1 to obtain the assertion. where either L = 0 + or L = +∞. This case will be discussed in a forthcoming paper (see [23, 25] and the references therein for related topics).
