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The  study  investigates  whether  existing  Knowledge  Organization  Systems  (KOS)  for  strong  and 
hesitant forward‐looking sentiment could be improved to detect social phenomena.  
Five  judges  identified examples of  strong/hesitant  forward‐looking  sentiment which were used  to 
compare the KOS developed in the study, to existing models. The ‘composite’ KOS was subsequently 







in  another  company  which  may  be  explained  by  an  industrial  disaster  and  subsequent  crisis 
management rhetoric, supporting Discourse of Renewal Theory. 









organization  (Davenport and Prusak 2000). However, Pauleen et al.  (2015) argue wisdom  requires 
particular  attitudes  (ontologies,  epistemologies  and  axiologies)  towards  knowledge,  an  approach 







2015). When  knowledge  is  said  to be  ‘hidden’  in big data  (Khan  and Vorley 2017)  it  implies  that 
knowledge exists separate to people, rather than knowledge being constructed through the minds of 
people. Adopting a philosophy towards ‘big data’ may be a key component of KM when examining the 
possibilities  for  action  to  exploit  the  wealth  of  information  available  to  organizations.  Statistical 







so  they  can be  stored  in an  information  system  for  retrieval  (Zeng et al. 2007). However,  the  LIS 











most  relevant  document  (information)  acting  through  technology  (Ruthven  2008).  Within  these 
documents, modal verbs are often used to show what we believe is possible or certain in the future 





for  patterns,  trends  and  other  useful  information.  These  techniques  can  be  used  to  summarize, 
synthesize and compare (Manning et al. 2008), supporting higher level thinking processes rather than 
simply  retrieving  (remembering)  information  (Bloom et al. 1956). Derived  technology applications 
have recently been termed ‘insight engines’ or ‘cognitive search’ (Tetu 2016). One TDM technique is 
sentiment (tone) analysis, concerned with identifying meaning in text such as its polarity (positive or 
negative)  and  the  strength  or  intensity  of  that  opinion  (Taboada  2015).  They may  reveal where 
individuals or entities are  focusing  their  level of  immersion and hidden motives. Emotions such as 















is  a  method  for  inquiring  into  social  reality.  It  has  only  recently  become  more  common  with 
organizational  and  management  scholars  and  challenges  include  the  development  of  ‘proxy 








Automated  unsupervised  machine  learning  techniques  using  various  forms  of  complex  word  co‐
occurrence are  capable of  surfacing  intricate  structure within  texts  (clustered  topics) without any 
external information (such as a KOS) being input into the original text corpus (Mikolov et al. 2013; Blei 
et al. 2003). However, Cambria and Hussain (2015) suggest a shift has been taking place in recent years 
in  sentiment  analysis,  from  syntax  towards  semantics.  For  example  the  phrase  “The  iPhone6  is 




recent  literature  (Khan and Vorley 2017)  tends  to  focus on  inductive statistical clustering  to glean 














half  the  frequency  (Hykes 2000). Other studies of marketing disciplines  in business however, have 
shown no  statistically  significant differences  in modal word usage between native and non‐native 
English speakers (Nathan 2010).  
In  a  study  of  Annual  Company  Reports,  Rutherford  (2005)  postulated  that  they were  devices  of 






used  in Company Reports may  also provide  indications of organizational  rhetoric  concerned with 
persuasion (Ulmer et al. 2011) and underlying beliefs and ideologies.  
Usage of modal  verbs has been  reported  as being higher  in business  language  (Yasumasa  2008). 
Findings in the literature include evidence in business communication for rhetoric and over‐positive 











lexical database WordNet  (2010). Malhotra  (2013)  identified patterns and synonyms  for detecting 
hypotheses in text using modal verbs, additional verbs and adjectives, although no division was made 
on  the  strength  or  intensity  of  conviction.  Bochkay  and  Dimitrov  (2014)  assessed  the  positive 
(optimism)  and  negative  (pessimism)  tone  of  sentences  of  annual  company  filings.  They  found  a 
systematic bias, when managers were more optimistic, future earnings were low and vice versa. 








words  in 10‐K  filings did not demarcate deceptive  information. More  frequent use of  the hesitant 
modal  verb  ‘could’  and  less  frequent  use  of  the  strong  modal  verb  ‘will’  did  provide  statistical 
significance for identifying fraud. 
Loughran and McDonald  (2011)  found  that companies with a higher proportion of weak or strong 
modal words, were more  likely to have a material weakness  in  internal controls. It has been found 
that  fraudulent  reports  tend  to  use more words  (Bodnaruk  et  al.  2015)  supporting Management 
Obfuscation  Theory  (Bloomfield  2002). However,  it has  also been  reported  that  annual  company 
reports have grown  in  size  (number of words) by 50% between 2006‐2015 due  to  the  increasing 
complexities for regulation (Deloitte 2015). There is evidence that deception, or attempts to conceal 


























Li  (2010) classified 30,000  forward‐looking statements  in annual  reports and used  them  to  train a 

























LIWC  dictionary  has  two  categories  of  interest  to  this  study,  ‘tentative’  (e.g.  ‘maybe’,  ‘perhaps’, 
‘guess’) and ‘certainty’ (e.g. ‘always’, ‘never’). The dictionary is of a commercial nature so all the words 
are  not  available  freely  to  the  academic  community.  These  ‘tentative’  and  ‘certainty’  category 
descriptions however, do not necessarily  translate  into  forward‐looking  ‘tentative’  and  ‘certainty’ 
opinion.  







Speculative  Assume,  assumption,  belief,  believe,  claim,  conceivable,  estimate, 
expect,  expectation,  hypothesize,  hypothesis,  hypothetical,  in 

















likely,  normally,  obviously,  probability,  probable,  strongly,  support, 
would 







There  are  three  main  groupings  of  modal  verbs  (EOI  2012):  epistemic  (assessing  confidence  in 





  Most frequent  >  >  Least Frequent 
Logical possibility  Ability  Necessity  Permission 
Strongest  Must  Can  Must  May 
^  Will/would  Could  Should  Could 
^  Should      Can 
^  May       






























































Modality  Decreases  a  propositions  certainty 
value 
Could, may, might, ought, should, would
Objectivity  Extent to which data ‘speaks for itself’  Apparent,  appear,  imply,  indicate, 
show, suggest 
Prediction  Judgement about the future  Eventually,  expect,  forecast,  maybe, 
perhaps,  predict,  project,  reckon, 
somehow, soon, speculate 
Probability  Propositions likelihood  Likely,  possible,  possibility,  potential, 
probable, probably, probability, unlikely






In  this  hedging  lexicon  (Table  6), many  of  the words  appear  to  fall  into  the  ‘moderate’  strength 
category which  are neither  strong  (confident) or weak  (hesitant) words.  For  example,  ‘generally’, 
‘reckon’ and  ‘somewhat’.  In everyday parlance, some words  in Table 6 may be polysemic: used  to 













2.  Verb  (including  lemma’s) 
conjugation 
Combining  (aim,  anticipate,  assume,  commit,  estimate, 
expect,  forecast,  forsee,  hope,  intend,  plan,  project,  seek, 









section has  identified a number of strengths and weaknesses  in the dictionaries used  for  forward‐




















The Oil and Gas (O&G)  industry was purposefully chosen as  it  is commodity based (performance  is 
linked to the oil price) and so nuances and differences between multinational companies are more 






A dictionary  (lexicon  rule based) method was  selected  for  this exploratory  study  for  two  reasons. 













believe,  has  to,  have  to,  need  to,  commit,  aim,  expect,  anticipate,  think, 
aspire, strive, optimistic, going to 
Hesitant  might,  may,  could,  unlikely,  unknown,  uncertain,  suggest,  sometimes, 




exceptions  included  the  term  ‘is’ which  is  not  always  associated with  assessments  regarding  the 
future.  All  the  absolute  and  low  certainty  markers  from  Table  1  (Thompson  et  al.  2008)  were 
integrated into the composite along with selected verbs (such as ‘hope’, ‘expect’ and ‘intend’) from 
Table 7 (Muslu et al. 2015). Various prediction terms (e.g.  ‘speculate’) from Table 6 (Cassidy 2016) 







may be particularly  challenging due  to  the  subtle and  subjective nature of opinion  (Pang and Lee 
2008). Some studies such as Li (2010) rely on the researcher to identify sentences that are indicative 
of  the sentiment being analysed. However, as stated by Grimes  (2010),  relying on a single human 
assessment of sentiment is likely to lead to bias and it has been reported that human agreement on 
sentiment is unlikely to be much better than 82% (Wilson et al. 2005).  
Therefore,  five  independent  human  judges were  purposefully  recruited  from  the  business  social 







any  part  of  the  report,  which  for  them  represented  strong  forward‐looking  sentiment,  hesitant 
forward‐looking  sentiment  and neutral  (neither)  as  a  control.  Each  judge was  therefore  asked  to 




























Mentions  of  the  future  included  the  explicit  term  ‘future’  and mentions  of  the  following  year  in 
reports. For example, the mention of 2011 in the 2010 annual report would be a successful match. 
Supported by the literature (Jaime and Perez‐Guillot 2015; Pique‐Angordans et al. 2002; Millar 2009), 



























ten types of words  (or categories) where  individual words occurred 1,000  times, an evenness of 1 
would equate to a frequency of 100 for each of the ten word type/categories. 



































A  limitation  of  the  method  applied  is  generally  assuming  a  Bag  of  Words  (BOW)  approach  and 
monosemy (single meaning) for the modal verbs. However, natural  language context negation was 
catered for in this study (section 3.4) and the inclusion of some concepts (Baker et al. 2012) rather 
than  just  single words, moving  the KOS  towards  a Bag of Concepts  (Cambria  and Hussain 2015). 
Nevertheless, limitations of the BoW approach are well documented in the literature (Chan and Chong 
2016). It is likely that in some contexts, the same modal verbs may be used with different meaning 



























Recall Precision F1 Recall Precision F1
Judge 1 0.89 0.89 0.89   0.83 0.91 0.87
Judge 2 0.38 0.9 0.53 0.92 0.92 0.92
Judge 3 0.64 0.62 0.63 0.22 0.58 0.32
Judge 4 0.93 0.62 0.74 0.4 0.8 0.53
Judge 5 0.86 0.93 0.89 0.93 0.97 0.95























Recall Precision F1 Recall Precision F1 Recall Precison  F1 Recall Precison  F1
Judge 1 0.69 0.9 0.781 0.83 1 0.907 0.72 0.66 0.689 0.83 1 0.907
Judge 2 0.28 1 0.438 0.94 0.8 0.864 0.36 0.89 0.513 0.91 0.86 0.884
Judge 3 0.36 0.82 0.5 0.25 0.73 0.372 0.6 0.4 0.48 0.19 0.66 0.295
Judge 4 0.86 0.7 0.772 0.4 0.8 0.533 0.93 0.62 0.744 0.4 0.8 0.533
Judge 5 0.5 1 0.667 0.9 0.97 0.934 0.63 0.86 0.727 0.9 1 0.947























The  Strong  to  hesitant  (S/H)  forward‐looking word  frequency  ratio’s  (solid  lines)  for  Company  A 






The equitability diversity  (evenness)  ratio  (ED)  for Company C  (black dotted  line)  showed a  strong 
increasing relationship with time, assertive language becoming more diverse (R2=0.82). The diversity 














Company A,  C  and D  appeared  to  have  relatively  uniform  changes  (although  nothing  statistically 
















When  applied  to  the  examples  provided  by  the  judges,  the  composite  KOS  created  by  analysing 














Company  C  exhibited  a  statistically  significant  association  between  increasing  diversity  of  strong 
assertive forward‐looking language and subsequent future decreasing relative business performance. 
No other company exhibited this association  in the sample. Addressing RQ2,  it  is believed that this 
marker has not been reported before in the literature and presents an area for further research. 
Addressing RQ3, both Company A and Company B showed a strong association over the period 2008‐
2015 with a decline  in the use of strong words/assertive  language about the future (Figure 1).  It  is 
possible  that  this  reflected  increasing  business  uncertainty.  This  could  be  explained  through  a 
narrative  which  ties  word  frequencies  to  global  events.  The  financial  crisis  had  just  occurred 
















to move  forward. The organization may have been participating  in a  future‐based  ‘developmental 
conversation’ with stakeholders, as a form of  impression management, “While we can’t  ignore the 
past, we also can’t change it. We can learn from it, but we shouldn’t dwell on it” (Levin and Edwards 
2007,  155).  This  proposition  is  supported  by  the  increases  in  the  word  frequency  of  the 
‘learnings/lessons’ concept  (Figure 3). The word  frequency patterns of  the  ‘future’ and  ‘learnings’ 
concepts could support a narrative based on Discourse of Renewal Theory (DRT) as proposed by Ulmer 









verb  usage  is  influenced  by  nationality  rather  than  corporate  culture  (Hykkes  2000),  although 
differences  in professional business  contexts  have been dismissed  as negligible  (Nathan  2010). A 
competing  explanation  is  that  Company  C  deploys more  optimistic  rhetoric  in  its  annual  report, 
supporting  the Pollyanna effect  (Hildebrandt and Snyder 1981). Due  to greater consilience,  this  is 
proposed as the most plausible explanation based on the evidence collected in this study that links a 








(iii)  the highest diversity  in  the  sample  (Figure 1) of  forward‐looking  strong  sentiment – a 
potential indicator of deception (Siegel et al. 2013). 

































and superior business performance and Honest Laggards  (white)  ‐  low performing companies  that 









Applying more  context disambiguation  and Bayesian  statistics may  improve  accuracy  further  and 
presents an area for further research. 
No previous studies make an association between increasing diversity of words within forward‐looking 
sentiment categories  in  reports and corresponding decreasing business performance. The  findings 
from this initial study may therefore act as a catalyst to explore this marker in more detail.  
Using proxy dictionaries to automatically discern word patterns in text is not new. However, it may be 





the  practitioner  towards  explanation, mechanisms  and  tendencies  rather  than  simply  looking  for 
statistical regularities. This may lead to theory generation and the potential for differentiating insights 
which go beyond regularities within the data. 
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