Abstract A parallel version is proposed for a fundamental theorem of serial unconstrained optimization. The parallel theorem allows each of k parallel processors to use simultaneously a di erent algorithm, such as a descent, Newton, quasi-Newton or a conjugate gradient algorithm. Each processor can perform one or many steps of a serial algorithm on a portion of the gradient of the objective function assigned to it, independently of the other processors. Eventually a synchronization step is performed which, for di erentiable convex functions, consists of taking a strong convex combination of the k points found by the k processors. For nonconvex, as well as convex, di erentiable functions, the best point found by the k processors is taken, or any better point. The fundamental result that we establish is that any accumulation point of the parallel algorithm is stationary for the nonconvex case, and is a global solution for the convex case. Computational testing on the Thinking Machines CM-5 multiprocessor indicate a speedup of the order of the number of processors employed.
Introduction
In this work we are interested in parallel algorithms for solving the unconstrained minimization problem min x2R n f(x) (1) where f is a di erentiable function from the n-dimensional real space R n into R: The basic idea behind our approach is to assign a portion of the gradient rf of f; to one of k processors, let each processor perform one or more steps of a serial algorithm on its portion of the gradient, and then synchronize the processors eventually. The synchronization consists of taking a strong convex combination of the k points found by the k processors when f is convex. For nonconvex as well as convex f, the best point found by the k processors can be taken, or any other point with a lower value of f will work.
The fundamental theorem we intend to parallelize is related to some classical forcing function theorems given in 7, 4, 10] that establish convergence for a wide class of algorithms. Such algorithms typically consist of a direction choice followed by a stepsize choice. The combined direction-stepsize choice generates a decrease in the objective function that forces the eventual satisfaction of an optimality condition, namely the vanishing of the gradient. Direction choices include descent directions, Newton, quasi-Newton and conjugate directions. Stepsize choices along the chosen direction include minimization, nding the rst stationary point, interval stepsize, the Armijo stepsize and others. Related algorithms, wherein the objective function is sequentially minimized with respect to certain variables, include the serial algorithm proposed by Warga 15] for a strictly convex function in each block of variables and in which the function is sequentially minimized for each block of variables, and the coordinate descent methods of Tseng 14] and Luo and Tseng 8] .
Other parallelization schemes are discussed extensively in 2].
We give now an outline of the paper. In Section 2 we establish two serial convergent algorithm Theorems 2.1 and 2.2 (SCAT1 and SCAT2) which cover many unconstrained direction-stepsize algorithms that are suitable for parallelization. We also give a number of speci c instances of well known algorithms satisfying conditions of these theorems. In Section 3 we establish a number of parallel convergent algorithm theorems that utilize the serial algorithms. In Theorem 3.1 (Convex PCAT1), which covers the convex case, each processor takes one step of any serial algorithm covered by SCAT1 or SCAT2, and then a strong convex combination (positively weighted average) of all the points is taken as the next iterate. Corollary 3.1 (Nonconvex PCAT1) di ers from the Convex PCAT1 in that the synchronization step consists of taking the best point found by the k processors, or any better point. By better we mean, of course, lower f value. Corollary 3.2 (Partially Asynchronous Nonconvex PCAT1) allows partial asynchronization among the k processors in the sense that each processor is free to perform any number of steps of the serial algorithm that is desirable (say, until further improvement in each processor is very small), followed by a synchronization step that consists of taking the best point or a better one. Theorem 3.2 (Partially Asynchronous Nonconvex PCAT2) combines, in a similar manner to SCAT2 for the serial case, the direction and stepsize choices of Corollary 3.2 into a simpler and more general forcing function condition (20). However, this theorem is not as suggestive of an explicit computational scheme as the Partially Asynchronous Nonconvex PCAT1 of Corollary 3.2. In the concluding Section 4 we report brie y on computational experience with parallel gradient distribution algorithms on multicategory discrimination problems 1], and on publicly available test problems 6] from the constrained and unconstrained testing environment CUTE 3] . Computations were carried out on the Thinking Machines CM-5 multiprocessor. Speedup e ciency depended on problem size and number of processors employed (2 to 32) and averaged between 129% and 20%.
We now brie y describe our notation. The sequence fx i g; i = 0; 1; : : :; will represent iterates in the n-dimensional real space R n generated by some algorithm. For`= 1; : : :; k; xì 2 R n`w ill represent an n`-dimensional subset of components of x i ; where k X =1 n`= n: The complement of`in f1; : : :; kg will be denoted by `and we write x i = (xì; x ì );`= 1; : : :; k: For a di erentiable function f: R n ! R; rf will denote the n-dimensional vector of partial derivatives with respect to x; and r`f will denote the n`-dimensional vector of partial derivatives with respect to x`2 R n`;`= 1; : : :; k: For k points y in R n ; 
Serial Convergent Algorithm Theorems
We begin rst with a simple serial convergent algorithm theorem (SCAT1) for the solution of the unconstrained minimization problem (1). The theorem is related to some classical forcing function theorems given in 7, 4] that establish convergence for a wide class of algorithms that consist of a direction choice followed by a stepsize choice. The decrease in the objective function forces the satisfaction of an optimality condition, namely the vanishing of the gradient. Before stating and proving SCAT1 we adapt the de nition of a forcing function 9, p.479] for our purposes. 
where 1 is a forcing function on fkrf(x i )kg, and Stepsize i : We note that Theorem 2.1 can be written in a more general and simpler, but algorithmically less suggestive, form by combining conditions (2) and (4) into the single condition (8) below. This results in the following theorem, the proof of which either follows from that of Theorem 2.1 or can be given in a few lines as is done below. Theorem 2.2 Serial convergent algorithm theorem 2 (SCAT2) Let f 2 C 1 (R n ): Start with any x 0 2 R n : Given x i stop if rf(x i ) = 0; else determine x i+1 such that f(x i ) ? f(x i+1 ) = (krf(x i k) (8) when is a forcing function on fkrf(x i )kg: Then either fx i g terminates at a stationary point x i ; or each accumulation point x of fx i g is stationary.
Proof Suppose rf(x i ) 6 = 0 for all i and that fx ij g converges to x: Since the nonincreasing sequence ff(x i )g has an accumulation f( x); it converges to f( x). By (8) we have that
krf(x ij )k = 0 and rf( x) = 0: We note that the full sequences ff(x i )g and fkrf(x i )kg converge if f is bounded below. We state this as the following corollary. We now proceed to establish parallel versions of Theorems 2.1 and 2.2 and other parallel results.
Parallel Convergent Algorithm Theorems
We shall establish in this section parallel versions of Theorems 2.1 and 2.2. The import of these theorems, PCAT1 and PCAT2, is that they enable each of k processors to perform, on a portion of the gradient that is assigned to it, one or more iterations of the serial algorithms independently of the other processors. The processor picks a direction and stepsize based on the partial gradient assigned to it. A simple synchronization step follows in which a new point is generated by a strong convex combination of the k points obtained by the k processors for the convex case, and by using the best, or better, point obtained by the k processors for the nonconvex as well as the convex case. We rst state and prove Theorem 3.1, our parallel theorem for the convex case. Corollary 3.1 extends Theorem 3.1 to the nonconvex case. Corollary 3.2 further extends Corollary 3.1 by allowing partial asynchronization by letting each processor take as many steps as desirable. Finally Theorem 3.2 gives a more general version of Theorem 3.1 for the nonconvex case. We note here that a referee pointed out that the distribution of the gradient can also be made with respect to subspaces induced by other decompositions of R n . For example, the iterate x i can be decomposed into xì = P`x i ;`= 1; : : :; k, instead of into subvectors xì of x i . Here P 1 ; : : :; P k are projection matrices (that is P 2 i = P i ; P T i = P i ; i = 1; : : :; k) such that P k i=1 P i = I: (12) and (10) We note that the convexity of f was needed in (13) in the proof above, as well as to show that the stationary point generated by PCAT1 is a global solution of min x2R n f(x): However, it is easy to extend Theorem 3.1 to nonconvex f by changing the synchronization procedure (11)- (12) to one that takes the best of the points found by the k processors or a better point. We state this as the following corollary. 
Proof The only changes needed in the proof of Theorem 3.1 in order to apply it here are the following. Replace by 1 k in (14) and replace the string of inequalities of (13) We note now that partial asynchronization of the k processors for the nonconvex PCAT1 is possible by allowing each of the k processors to take as many steps as desired, e.g. until say, they encounter slow convergence, provided we terminate each processor`;`= 1; : : :; k; at a point (yì; x ì ) such that f(yì; x ì ) 5 f(xì + ì d i ; x ì );`= 1; : : :k
where ì ;`= 1; : : :; k; satisfy (10) . Such an inequality is easily satis ed, for example, when each processor takes a desired number of steps in R n`d etermined by any of the standard serial algorithms described in Section 2 on the function f(xì; x ì ) starting at (xì + ì dì; x ì ): After these parallel steps are performed by each processor , then an eventual synchronization step is needed that consists of determining x i+1 such that f(x i+1 ) 5 min
We summarize these procedures as the following partially asynchronous algorithm. 
Proof The only changes needed in the proof of Theorem 3.1 in order to apply it here are to replace by 1 k in (14) and to replace the string of inequalities of (13) that establish the monotonicity of ff(x i )g by using (18) 
Consequently rf( x) = 0:
We conclude this section with the remark that the synchronization step, in all the proposed methods in this section, can be further modi ed, if desired. In particular, we can search along the direction x i + (x i+1 ? x i ); 2 R; for a better point than x i+1 as the next iterate, and replace x i+1 by this better point. All the convergence results remain valid because of the forcing function arguments used to establish them.
Conclusion and Numerical Results
We have given a number of parallel versions of fundamental convergence theorems for unconstrained minimization. These basic results enable k; possible massively large, parallel processors to perform on portions of the gradient, what one processor performs on the entire gradient in a serial algorithm. The direction choices in these theorems include many of the popular directions (gradient, quasiNewton, Newton, conjugate gradient) and stepsizes (minimization, rst stationary point, interval, Armijo). Note that each processor can apply direction and stepsize choices di erent from those of the other processors. A synchronization step is then used to obtain a strongly convex combination of the k points obtained by the k processors for the convex case, or alternatively the best of the k points or a better point can be taken as the next iterate for the nonconvex as well as the convex case.
Numerical implementations of parallel gradient distribution algorithms have been carried out in 1, 6] on the Thinking Machines CM-5 multiprocessor. In these implementations, inexact quasiNewton minimization was used in each parallel processor so as to satisfy (16). Each processor was allowed to take a number of steps before synchronization. The synchronization consisted of searching the a ne hull of the points generated by the parallel processors as well as the current point. The problems solved in 1] consisted of real world multicategory discrimination problems, formulated as unconstrained minimization of piecewise convex quadratic functions with Lipschitz continuous gradients. Problem size varied between 70 and 140 variables. For these multicategory discrimination problems, it is most e cient to use as many parallel processors as there are categories. This happened to be 7 for the problems tested. A standard measure of e ciency for parallel algorithms is the speedup e ciency de ned as Speedup E ciency = Time on 1 processor (Time on k processors) k Thus, a speedup e ciency of 100% means that the time taken by one processor is cut exactly by a factor of k, when k processors are employed. An e ciency of over 100% indicates that some of the parallel processors, that are solving smaller subproblems, have obtained very good points, or that the a ne hull generated by these points spans some very good points. For the multicategory discrimination problems, speedup e ciency was between 50% and 91%. For more details see 1].
In 6], thirty unconstrained problems from the publicly available CUTE (Constrained and Unconstrained Testing Environment) 3] were tested. Among others, the parallel variable distribution algorithm version PVD0 was tested, which is equivalent to a parallel gradient distribution algorithm. Problems solved were between 100 and 1024 variables in size. These problems were solved on 2, 4, 8, 16 and 32 processors, with respective average speedup e ciencies of: 129%, 122%, 77%, 44% and 20%. These gures indicate that for problems of the size attempted, parallel gradient distribution is capable of producing a speedup, equal to or better than 44% of the number of processors used, for 16 or less processors. In order to exploit more fully a larger number of processors, larger problems need to be solved. We believe, however, that we have demonstrated that parallel gradient distribution can achieve speedups of the order of the processors employed, and hence warrant further study and testing.
