Advancing Cyberinfrastructure for Collaborative Data Sharing and Modeling in Hydrology by Gan, Tian
Utah State University 
DigitalCommons@USU 
All Graduate Theses and Dissertations Graduate Studies 
12-2019 
Advancing Cyberinfrastructure for Collaborative Data Sharing and 
Modeling in Hydrology 
Tian Gan 
Utah State University 
Follow this and additional works at: https://digitalcommons.usu.edu/etd 
 Part of the Civil and Environmental Engineering Commons 
Recommended Citation 
Gan, Tian, "Advancing Cyberinfrastructure for Collaborative Data Sharing and Modeling in Hydrology" 
(2019). All Graduate Theses and Dissertations. 7618. 
https://digitalcommons.usu.edu/etd/7618 
This Dissertation is brought to you for free and open 
access by the Graduate Studies at 
DigitalCommons@USU. It has been accepted for 
inclusion in All Graduate Theses and Dissertations by an 
authorized administrator of DigitalCommons@USU. For 
more information, please contact 
digitalcommons@usu.edu. 
ADVANCING CYBERINFRASTRUCTURE FOR COLLABORATIVE 





A dissertation submitted in partial fulfillment 
















David G. Tarboton, Ph.D. Curtis Dyreson, Ph.D. 




Jeffery S. Horsburgh, Ph.D. Bethany Neilson, Ph.D. 




David E. Rosenberg, Ph.D. Richard S. Inouye, Ph.D. 











Copyright © Tian Gan 2019 





Advancing Cyberinfrastructure for Collaborative 
Data Sharing and Modeling in Hydrology 
by  
Tian Gan, Doctor of Philosophy 
Utah State University, 2019 
 
Major Professor: Dr. David G. Tarboton 
Department: Civil and Environmental Engineering 
 
Hydrologic research is increasingly data and computationally intensive, and often 
involves hydrologic model simulation and collaboration among researchers. With the 
development of cyberinfrastructure, researchers are able to improve the efficiency, 
impact, and effectiveness of their research by utilizing online data sharing and hydrologic 
modeling functionality. However, further efforts are still in need to improve the 
capability of cyberinfrastructure to serve the hydrologic science community. The goals of 
the research described in this dissertation were to use physically based snow modeling to 
improve operational water supply forecasts in the Colorado River Basin and to create 
new hydrologic information system functionality to address the challenges of utilizing 
cyberinfrastructure for hydrologic data sharing and modeling.   
This dissertation first presents the evaluation of the Utah Energy Balance 
snowmelt model as an alternative to temperature index snowmelt modeling for water 
supply forecasts. Then it presents the design of the multidimensional space-time data 
sharing functionality of the HydroShare hydrologic information system. It also describes 
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a web application developed to facilitate input preparation and model execution of the 
Utah Energy Balance snowmelt model and the storage of these results in HydroShare.  
The snowmelt model evaluation served as use cases to evaluate the cyberinfrastructure 
elements developed. 
The comparison of snowmelt models showed that both physically based and 
temperature index models, when coupled to a runoff model and calibrated, provide 
reasonable basin snow and discharge simulations. However, the physically based model 
was able to better quantify evaporative water balance components and sensitivity to land 
cover change with fewer calibrated parameters, thus offering better transferability 
potential to remain valid for different climate and terrain conditions. 
The contribution of the new hydrologic information system functionality 
presented is that it enables hydrologic researchers and water resources professionals to 
collaborate from initial data preparation to final data publication of multidimensional 
space-time data. Moreover, by integrating hydrologic modeling web services with the 
hydrologic information system we established web-based simulation functionality that 
improved hydrologic modeling research in terms of collaboration, computer platform 
independence, and reproducibility. In addition, the methods and technologies for 
cyberinfrastructure development in this research provide potential solutions for the 
challenges associated with the design and implementation of cyberinfrastructure for 
hydrologic data sharing and modeling.   
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development of cyberinfrastructure, researchers are able to improve the efficiency, 
impact, and effectiveness of their research by utilizing online data sharing and hydrologic 
modeling functionality. However, further efforts are still in need to improve the 
capability of cyberinfrastructure to serve the hydrologic science community. This 
dissertation first presents the evaluation of a physically based snowmelt model as an 
alternative to a temperature index model to improve operational water supply forecasts in 
the Colorado River Basin. Then it presents the design of the functionality to share 
multidimensional space-time data in the HydroShare hydrologic information system. It 
then describes a web application developed to facilitate input preparation and model 
execution of a snowmelt model and the storage of these results in HydroShare. The 
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1.1 Problem statement  
In the western United States, snowmelt from mountainous areas is an important 
water source for regional streamflow, and snow models play an important role in 
predicting monthly to seasonal water supply for water resources management (Li et al., 
2017). Current river forecasting system methods couple a temperature index snowmelt 
model with a rainfall runoff model to predict basin discharge conditions (Franz et al., 
2008). The advantages of using a temperature index model are that it only requires 
climate forcing inputs of precipitation and temperature that are easy to obtain and process 
in real time for most places (Anderson, 2006), and that it has good model performance 
despite its simplicity (Hock, 2003).  However, there are also limitations when applying a 
temperature index model for operational water supply forecasts. Model parameters are 
often not transferable among watersheds, and calibration for each watershed may require 
significant effort (Anderson, 2006). It is also questionable to use a temperature index 
model under the impact of climate change because of the high sensitivity of the model to 
temperature (Warscher et al., 2013) and reduced validity of calibrated parameters as the 
system changes from conditions used for calibration. Changes in seasonal water resources 
due to climate change have broad economic and ecologic impacts (Barnett et al., 2005; 
Sturm et al., 2017; Zierl and Bugmann, 2005), and it is necessary to advance the current 
method for water supply forecasting to address the challenges of future changing 
conditions and to provide reliable predictions to guide water resources management 
decision making.  
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Hydrologic models are essential tools to help provide reliable predictions for 
water supply forecasting. They are also applied in other research to address critical water 
issues to guide the formulation of water resources management strategies or as a tool of 
scientific inquiry (Dingman, 2008). However, modelers face a number of challenges. 
First, great effort is often required to discover and integrate heterogeneous and dispersed 
data from multiple sources to use as model inputs. Second, the need to install and 
configure advanced hydrologic models and their associated dependency code libraries 
may be difficult.  Third, models may have a steep learning curve that needs to be 
overcome before they can start model simulations. Fourth, there is an increasing demand 
for modeling research to be curated and shared to enhance the reuse of data and models 
within the hydrologic science community and better enable reproducibility of the 
research (Archfield et al., 2015; Demir and Krajewski, 2013). Additionally, as 
collaboration among researchers from various disciplines and areas becomes a key factor 
to promote new research findings, an open platform for researchers to effectively 
communicate and collaborate becomes important. 
Cyberinfrastructure development offers a new and promising approach to address 
these challenges in hydrologic research (Billah et al., 2016; Laniak et al., 2013; Wang, 
2010). Generally, cyberinfrastructure consists of computational systems, data and 
information management, advanced instruments, visualization environments, and people, 
all linked together by software and advanced networks. Cyberinfrastructure is usually 
distributed beyond the scope of a single institution and is established to promote 
scientific research and education (Freeman et al., 2005; Stewart et al., 2010; Yang et al., 
2010). Considerable effort has been put into cyberinfrastructure development and many 
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people have benefitted from using or extending cyberinfrastructure for education or 
research in the field of hydrology (Conner et al., 2013; Hersh and Maidment, 2014; 
McEnery et al., 2013; Muste et al., 2012). For example, the CUAHSI Hydrologic 
Information System (HIS) is a cyberinfrastructure system for publishing environmental 
observations data (Horsburgh et al., 2009; Tarboton et al., 2009). This system is 
comprised of hydrologic databases, servers, and software for data publication, discovery, 
access, visualization, and analysis for time series data at stationary points. Researchers 
are able to easily discover and access the time series datasets for hydrologic modeling 
and data analysis. They could also adopt and adapt the technology to share their own time 
series datasets online. Another example is SWATShare (Rajib et al., 2016), which is a 
collaborative environment that provides the capability of publishing, sharing, 
discovering, and downloading of Soil and Water Assessment Tool (SWAT) models 
(Arnold et al., 1998). This cyberinfrastructure also supports model calibration with high 
performance computing (HPC) resources and visualization of model outputs. 
In spite of these existing efforts, further improvements to cyberinfrastructure are 
still necessary to help address the challenges in hydrologic research. For example, there 
are many data sharing systems established to promote the community inputs from 
individual researchers or small research groups for data reuse and collaboration. 
However, because of the large diversity of hydrologic data types used in different 
models, one major issue is how to manage various datasets in different file types, 
formats, and semantics to facilitate data discovery, visualization, and analysis. Most 
existing systems support either a certain data type with advanced functionality (e.g., 
CUAHSI HIS) or multiple data types as generic file objects with basic functionality (e.g., 
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Figshare). Therefore, the limitations of supported data types or advanced functionality 
inhibit the effectiveness of data sharing and reuse. For example, functions for metadata 
extraction, creation, and curation are still not available for some systems to enhance the 
reusability and discovery of shared datasets. Insufficient functionality to visualize or 
process different types of scientific datasets to help gain knowledge or insights from them 
is also a limitation for some data sharing platforms. For instance, while users can publish 
datasets with assigned digital object identifiers (DOI) in Figshare, they cannot enable 
subsetting or visualization to work with large datasets efficiently.  
In terms of cyberinfrastructure to support hydrologic modeling, there are a 
number of model input preparation systems and web services. HydroTerre is a system 
developed to provide access to geospatial datasets for supporting physically-based 
numerical models (Leonard and Duffy, 2013). This system includes data workflows for 
web access to fundamental national datasets to run catchment models in the US. 
EcohydroLib (Miles, 2014) provides a series of Python scripts for ecohydrology data 
preparation workflows. The workflow scripts include tools for downloading and 
processing geospatial data from national data infrastructure or custom local datasets to 
prepare ecohydrology model inputs such as land cover data, digital elevation data, or 
vegetation leaf area index. RHESSys workflow (Miles, 2014) was an example built on 
EcohydroLib to support running the RHESSys model (Tague and Band, 2004) that 
simulates carbon, water, and nutrient fluxes. HydroDS is a system implemented to 
prepare model input for distributed hydrologic models (Gichamo, 2019). The HydroDS 
web services can process digital elevation data to delineate watersheds and create slope 
and aspect as terrain inputs. They can also process climate data such as precipitation, 
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temperature, and wind speed as model inputs with required file format and content.  
Despite that the existing model input preparation systems and web services have 
the potential to improve the work efficiency and support reproducible modeling research, 
a barrier still exists for those who may have limited programming skills to utilize them 
for modeling work. Moreover, these systems often do not provide a good data 
management mechanism, which makes it difficult for researchers to curate and share their 
model input/output with the hydrologic science community to improve research 
reproducibility and collaboration. 
1.2 Objectives  
The goals of this research were to use physically based snow modeling to improve 
operational water supply forecasts in the Colorado River Basin and to create new 
hydrologic information system functionality to address the challenges of utilizing 
cyberinfrastructure for hydrologic data sharing and modeling in the context of an 
advanced hydrologic information system, HydroShare. HydroShare (Tarboton et al., 
2014, Horsburgh et al., 2015) was designed to expand the data types supported by 
CUAHSI HIS from time series to include types such as geographic raster data, 
geographic feature data, multidimensional space-time data, referenced time series (Sadler 
et al., 2015), model programs, and model instances (Morsy et al., 2017). It supports data 
discovery, access, publication, analysis, and visualization for different data types to 
facilitate the activities involved in the whole data life cycle. It also integrates social 
functionality to build up a collaborative environment for researchers to easily 
communicate and work around the shared datasets. Moreover, HydroShare provides a 
Representational State Transfer (REST) application programming interface (API) to help 
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interact with other cyberinfrastructure systems, which makes information exchange 
possible among systems. For example, web apps hosted in other web servers and 
connected to HydroShare, such as web apps in HydroShare Tethys Apps portal 
(https://apps.hydroshare.org/), can use the API to retrieve shared datasets from 
HydroShare for visualization, analysis, or modeling, and can create new datasets from 
other sources and share them in HydroShare.   
This research first presents the evaluation of the Utah Energy Balance model 
(Tarboton and Luce, 1996) as an alternative to temperature index snowmelt modeling for 
water supply forecasts. It then presents the functionality design and implementation in 
HydroShare to facilitate data management, sharing, and reuse of multidimensional space-
time data, a widely used data type in hydrologic modeling. Finally, an approach to tackle 
the challenges associated with using web services as part of the modeling process is 
presented. Details related to each objective are presented below.   
1.2.1 Objective 1: Evaluate temperature index and energy balance snow models to 
improve the operational water supply forecasts in the Colorado River Basin.  
The current methodology for water supply forecasting at the Colorado Basin 
River Forecast Center (CBRFC) uses the SNOW-17 model (Anderson, 1973) to generate 
rain-plus-melt inputs to the Sacramento Soil Moisture Accounting (SAC-SMA) runoff 
model (Burnash et al., 1973).  SNOW-17 is a temperature index model and, despite its 
simplicity, the use of its output as input to SAC-SMA produces generally good 
comparisons between simulated and observed discharges after calibration. However, the 
model parameters are often not transferable among watersheds, and much effort is needed 
to calibrate the model for new watersheds (Anderson, 2006). This is one limitation. 
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Additionally, the calibrated parameters such as the melting factor used to determine 
melting rate may have reduced validity if the system changes from conditions used for 
calibration, such as when watershed or climate conditions change.   
In order to provide accurate predictions of seasonal water resources under the 
future changing conditions, energy balance modeling becomes a promising option to 
advance the current methodology. An energy balance model uses the energy and mass 
balance equations to simulate the physical process of snow accumulation and ablation. 
Because of its inherent physically based representation of processes, an energy balance 
model usually requires little model calibration and has potential to provide accurate 
forecasts under the impact of climate or land cover change.  
Under this objective, we assessed and prototyped the application of an energy 
balance model for operational water supply forecasts in the Colorado River Basin. The 
SNOW-17 and the Utah Energy Balance (UEB) model were separately coupled with the 
SAC-SMA model for basin snowmelt and discharge simulation to evaluate the 
performance of the two snow models. Detailed research questions included:  
1) Which snow model can provide better performance for snowmelt and discharge 
simulations in the watersheds?   
2) What are the benefits or limitations of applying the energy balance model in 
the river forecasting system for the operational water supply forecasts?  
1.2.2 Objective 2: Develop capability for multidimensional space-time data sharing 
in HydroShare to facilitate data management and reuse.  
Hydrologic processes (e.g., snowmelt or rainfall-runoff) often involve physical 
phenomena, which are spatially and temporally variable (e.g., precipitation, temperature, 
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and snow water equivalent). Modelers can utilize distributed hydrologic models to 
simulate detailed processes as a way to guide decisions for water resources management. 
These models often take multidimensional space-time data as input and/or output because 
they can represent the spatial and temporal variabilities of the physical phenomenon well. 
Many scientists and modelers create and use multidimensional space-time data in their 
work, and many wish to work collaboratively, share data with their colleagues, and 
publish the results of their work as research products. Therefore, it is essential to develop 
functionality in data sharing systems to help curate and share multidimensional space-
time data to reuse these scientific results for hydrologic research. 
Multidimensional space-time data is often stored and distributed in file formats 
such as Common Data Format (CDF http://cdf.gsfc.nasa.gov/), Hierarchical Data Form 
(HDF https://www.hdfgroup.org/), and Network Common Data Form (NetCDF 
http://www.unidata.ucar.edu/software/netcdf/). However, current data sharing systems 
have limitations that inhibit the management or reuse of these types of datasets. First, it is 
difficult to edit or extract the metadata within current file formats in many data sharing 
systems (e.g., Google Drive and Dropbox), so that they are often poorly described. 
Second, existing tools for visualization and analysis of this data type may require 
complicated software and/or server installation and configuration that is beyond the reach 
of many scientists who want to enable simple visualization and analysis for their shared 
data, but do not want to host a server or install software.   
Thus, under this objective we developed new capabilities in HydroShare for 
storing and managing multidimensional space-time data to facilitate data sharing, 
visualization, and analysis. Detailed research questions included:  
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1) Which file format is most suitable to enable storage and management of 
multidimensional space-time data in a hydrologic information system?  
2) What functionality can help enhance metadata capture to make metadata more 
visible and easier to edit and manage?  
3) What functionality is needed to better facilitate data visualization or analysis? 
The work under this objective also investigated available technology for 
implementation of this functionality.   
1.2.3 Objective 3: Integrate hydrologic modeling web services with HydroShare to 
improve reproducibility of hydrologic modeling research. 
With the development of hydrologic modeling web services, modelers can utilize 
them to simplify the process of model input preparation and/or model simulation, which 
saves time and energy and helps focus more on data analysis and interpreting results. 
Nonetheless, barriers still exist for people to utilize them, especially for those without 
advanced programming skills or knowledge of web services. In addition, systems that 
host modeling web services (Billah et al., 2016; Gichamo, 2019; Leonard and Duffy, 
2013) often do not provide data curation and sharing functionality to help access the data, 
metadata, and the scripts to repeat or modify the modeling work for validation or deriving 
new results. This impedes the ability for the hydrologic science community to access and 
reproduce the work for collaboration.   
Under this objective, we integrated hydrologic modeling web services with a data 
sharing system to resolve the limitations mentioned above, simplify the modeling 
process, and enhance the reproducibility of hydrologic research. As a case study, we 
integrated HydroShare with HydroDS, a system providing web services 
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(https://github.com/CI-WATER/Hydro-DS) for input preparation and model simulation 
of the UEB snowmelt model. Specific research questions included:   
1) How can a hydrologic information system provide easy access to hydrologic 
modeling web services? 
2) How can hydrologic information system functionality be utilized to support 
data curation and to repeat or modify the modeling work created from the hydrologic 
modeling web services? 
1.3 Chapter organization  
Each of the above objectives is addressed within one chapter of this dissertation 
as follows.  
Chapter 2 addresses the first objective and presents the evaluation of the model 
performance between the SNOW-17 and the UEB model. It first introduces the study 
sites located in the Colorado River Basin and the input datasets for model simulation as 
well as the observation data for model evaluation. Second, it describes the model 
calibration method and the multiple performance metrics to assess the snowmelt and 
discharge simulation results. Furthermore, simulated evaporative components of 
sublimation and evapotranspiration (ET) from snow and runoff models are also 
compared. Finally, advantages and challenges associated with the application of an 
energy balance model for operational water supply forecasts are discussed. 
Chapter 3 addresses the second objective and presents the design and 
implementation of the functionality in HydroShare for multidimensional space-time data 
sharing. It first details the selection of the file format to store and organize 
multidimensional space-time data and introduces the design of metadata elements for 
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describing this data type. Then, it presents development of a web application based on the 
file format and metadata design to manage the datasets in HydroShare. Thirdly, it 
describes the function implementations to facilitate metadata management, data subset, 
processing, and visualization. Finally, a case study is introduced to evaluate the data 
sharing functionality. The snow output datasets created from the first objective were 
organized and shared in HydroShare to support data curation and reuse. 
Chapter 4 addresses the third objective and describes an approach to integrate a 
data sharing system with a system that hosts modeling web services to support hydrologic 
modeling research. This approach uses a three-layer architecture design to integrate the 
two systems. It describes a case study that uses HydroShare and HydroDS as an example 
for implementing this approach and tests the developed functionality for snowmelt 
modeling under the context of the first objective. Then, it provides the results for 
implementation details and functionality evaluation. Finally, it discusses the benefits of 
system integration to support hydrologic modeling research and summarizes the lessons 
learnt from the work.   
1.4 Contribution 
This research was driven by the need for advancing the methods used in 
operational water supply forecasts to adapt to changing future conditions (climate and 
watershed) and overcome common limitations identified from the application of 
cyberinfrastructure in hydrologic research.  
The first objective evaluates the value of incorporating a more complex snow 
model within the river forecasting system used operationally by the CBRFC to facilitate 
water resources management in the Colorado River Basin. The analysis of retrospective 
12 
 
model simulations in this research demonstrate the potential of applying the UEB model 
for operational water supply forecasts in the snow-dominated river basins in the western 
United States or other places with similar climate and terrain conditions.  
The main contribution from the second objective is an approach to support the 
sharing and reuse of multidimensional space-time data in a system to help hydrologic 
researchers or water resources professionals collaborate from initial data preparation to 
final data publication. This approach organizes the datasets in a widely-used, standard file 
format to support data interoperability and enables users to extract and edit the metadata 
in the file to better support data annotation and discovery. It also automates the setup of 
standard data services to support data visualization and analysis without requiring data 
providers to establish and maintain the data services by themselves.  
The third objective provides an approach to reuse different open source 
cyberinfrastructure to support web-based hydrologic simulation, which benefits 
hydrologic modeling in terms of enhancing opportunities for collaboration, promoting 
computer platform independence, and encouraging and facilitating greater 
reproducibility. It simplifies the use of hydrologic modeling web services to reach a 
broader community of users. It also expands the capabilities of the modeling web services 
by using the data sharing functionality from the HydroShare hydrologic information 
system. Through this work, users are enabled to create, curate, share, discover, access, 
repeat, or modify modeling work in an online-environment without using local storage 
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 EVALUATION OF TEMPERATURE INDEX AND ENERGY BALANCE 
SNOW MODELS FOR HYDROLOGICAL APPLICATIONS IN 
OPERATIONAL WATER SUPPLY FORECASTS 1 
 
Abstract    
In the western United States, snow accumulation, storage, and ablation affect 
seasonal runoff. Thus, the prediction of snowmelt is essential to improve the reliability of 
water supply forecasts to guide water allocation and operational decisions. The current 
method used at the Colorado Basin River Forecast Center (CBRFC) couples the SNOW-
17 temperature index snow model and the Sacramento Soil Moisture Accounting (SAC-
SMA) runoff model in a lumped approach. Limitations in the transferability and 
calibration requirements for changing conditions with the temperature index model 
motivated this research where new avenues were investigated to assess and prototype the 
application of an energy balance snow model in a distributed modeling approach. The 
Utah Energy Balance (UEB) model was chosen to compare with the SNOW-17 model 
because it is simple and parsimonious making it suitable for distributed application with 
the potential to improve water supply forecasts. Each model was coupled with the SAC-
SMA model and the Rutpix7 routing model to simulate basin snowmelt and discharge. 
All of the models were applied on grids over watersheds using the Research Distributed 
Hydrologic Model (RDHM) framework. Case studies were implemented for two study 
sites in the Colorado River Basin over a period of two decades. The model performance 
 
1 Coauthored by Tian Gan, David G. Tarboton, and Tseganeh Z. Gichamo. 
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was evaluated by comparing the model output with observed daily discharge and snow 
covered area data obtained from remote sensing sources. Simulated evaporative 
components of sublimation and evapotranspiration were also evaluated. Results showed 
similar model performance for both UEB and SNOW-17 after calibration, and both 
provided reasonable basin snow and discharge simulations in the two study sites. 
However, the UEB model has the advantage of being able to explicitly simulate 
sublimation for different land types and thus better quantify evaporative water balance 
components and their sensitivity to land cover change. It also has better transferability 
potential because it requires calibration of fewer parameters than SNOW-17. In UEB the 
majority of the parameters are physically based and regarded as constants characterizing 
spatially invariant properties of snow processes. Thus, the model remains valid for 
different climate and terrain conditions for multiple watersheds.  
Keywords: snow modeling, operational water supply forecasts, SNOW-17 model, Utah 
Energy Balance model 
 
2.1 Introduction 
Snowmelt from mountainous areas is an important water source for regional 
streamflow in the western United States, and snow models play an important role in 
predicting monthly to seasonal water supply for water resources management (Li et al., 
2017). The National Weather Service (NWS) Colorado Basin River Forecast Center 
(CBRFC) is responsible for basin wide seasonal water supply forecasts for several major 
watersheds in the western United States. Currently, the CBRFC produces water supply 
forecasts using the SNOW-17 snow model (Anderson, 1973)  to generate inputs to the 
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Sacramento Soil Moisture Accounting (SAC-SMA) runoff model (Burnash et al., 1973). 
This forecasting method uses a lumped approach where the two models (SNOW-
17+SAC-SMA) are applied over basins, with variability within basins represented 
through elevation zones.   
SNOW-17 is a temperature index model that uses air temperature and 
precipitation as the model inputs to simulate snow accumulation and ablation. Using a 
temperature index model for operational water supply forecasts has the following 
advantages: (1) the climate forcing inputs are easy to obtain and process in real time for 
most places (Anderson, 2006), and (2) it has good model performance (e.g., good fit 
between observed and simulated discharge) despite its simplicity (Hock, 2003).  
However, the model parameters are often not transferable among watersheds, and 
calibration for each watershed may require significant effort (Anderson, 2006). It is also 
questionable to use a temperature index model under the impact of climate change 
because of the high sensitivity of the model to temperature and reduced validity of 
calibrated parameters as the system changes from conditions used for calibration.  
Changes in seasonal water resources due to climate change have broad economic 
and ecologic impacts (Barnett et al., 2005; Sturm et al., 2017; Zierl and Bugmann, 2005), 
thus highlighting the importance of advancing the current method for forecasting water 
supply to address the challenges of future changing conditions and to guide water 
resources management decision making. The increased availability of meteorological 
data such as wind speed, vapor pressure, and solar radiation makes using an energy 
balance model a promising option for operational water supply forecasts. The advantages 
of an energy balance model are that it, in theory, requires less model calibration and has 
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the potential to provide forecasts that account for climate or land cover change 
(Zeinivand and De Smedt, 2009). However, using an energy balance model may require 
more data and involve advanced computation that places high demand on computing 
resources, and model performance relies on the availability and quality of the additional 
needed climate input data.  
Prior work comparing temperature index and energy balance models has not been 
conclusive as to whether one approach is better than the other (Essery et al., 2013; 
Magnusson et al., 2015; Shakoor et al., 2018). Franz et al. (2008) compared the Snow-
Atmosphere-Soil Transfer (SAST) energy balance model with the SNOW-17 model to 
simulate basin streamflow by coupling them with the SAC-SMA model. They found that, 
although simulations of snowpack and streamflow from the two models were similar, the 
SNOW-17 model performed consistently well in general and in some years better than 
the SAST model. Debele et al. (2010) compared energy balance and temperature index 
models within the Soil and Water Assessment Tool (SWAT) model. They compared the 
runoff simulation results and found only insignificant differences between the two 
approaches, noting that, for practical application, the temperature index model can be 
utilized when net solar radiation rather than turbulent heat flux dominates the snowmelt 
process. Kumar et al. (2013) compared the Isnobal energy balance model with a 
temperature index model for snowmelt and streamflow simulation by linking them with 
the Penn State Integrated Hydrology Model (PIHM). Their results showed that both the 
Isnobal model and the calibrated temperature index model could provide reasonable 
streamflow results. Isnobal had the best accuracy, whereas the temperature index model 
without calibration had the poorest results. Thus, it is apparent that model complexity is 
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not a determinant of the reliability of snow or runoff simulation results. Calibrated 
temperature index models may produce similar or better results, and the uncertainty of 
climate input data is a major factor affecting the performance of the energy balance 
models. Therefore, it is important to compare the model performance from different snow 
models before applying them in various contexts. 
The purpose of this research was to assess and prototype the application of an 
energy balance model for operational water supply forecasts. The requirements for a 
snowmelt model to support operational water supply forecasts include not only model 
performance, but also computation time and input data availability. We separately 
coupled the SNOW-17 model and the Utah Energy Balance model (Tarboton and Luce, 
1996) with the SAC-SMA runoff model and the Rutpix7 routing model (NWS, 2008a) 
and simulated basin snow and discharge to evaluate model performance (SNOW-
17+SAC-SMA+Rutpix7, UEB+SAC-SMA+Rutpix7). We also adopted a distributed 
modeling approach that applied the models on grids over watersheds. This approach 
provides more accurate representation of the spatial distribution of the snowmelt process 
and leads to improved forecasts. We used the Research Distributed Hydrologic Model 
(RDHM) framework (NWS, 2008a) to support this approach. This framework consists of 
multiple modules to simulate hydrologic processes such as snowmelt, rainfall runoff, and 
routing. Individual modules are called from within the RDHM framework and new 
modules can also be developed and added into this framework. 
To evaluate model performance, we applied the approach to study watersheds in 
the Colorado River Basin, USA. We evaluated the spatial distribution of the snowmelt 
simulation by comparing the simulated snow water equivalent (SWE) with the snow 
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covered area (SCA) data from the MODIS Snow-Covered Area and Grain size 
(MODSCAG) product (Painter et al., 2009). We also evaluated the seasonal runoff 
simulation by selecting different evaluation metrics to compare the observed and 
simulated basin discharge. In addition, we compared the model outputs of sublimation 
and evapotranspiration from the snow and runoff models to discover the differences in 
simulating the evaporative components between the two model configurations (SNOW-
17+SAC-SMA+Rutpix7, UEB+SAC-SMA+Rutpix7).  
This research is an initial investigation into the feasibility of incorporating a more 
complex snow model within the CBRFC river forecasting system for use in water supply 
forecasts. The model simulation in the RDHM framework is also a first step exploration 
of a transition to operational distributed modeling at the CBRFC. Moreover, the approach 
used in this research shows the potential of applying the UEB model in other snow-
dominated river basins for water supply forecasts in the western United States or other 
locations with similar conditions.   
This paper is organized as follows. Section 2 describes the study area and research 
data. It then presents the model description, model calibration, and evaluation metrics. 
Section 3 provides the evaluation results and corresponding discussion. Finally, Section 4 
summarizes the work and discusses the advantages and challenges associated with the 
application of an energy balance model for operational water supply forecasts. 
2.2 Methods 
2.2.1 Study sites and data 
The study sites are within the Colorado River Basin and include watersheds of the 
Dolores River above McPhee reservoir and the Blue River above Dillon reservoir 
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(referred to as the Dolores River watershed and the Blue River watershed in the following 
sections) (Figure 2.1 and Figure 2.2). Each site consists of head subwatersheds and local 
subwatersheds, with the details listed in (Table 2.1). The average elevation of the Blue 
River watershed (3347 m) is higher than that of the Dolores River watershed (2786.54m), 
whereas its total area (849.3 km2) is much smaller than that of the Dolores River 
watershed (2080.1 km2). We chose these two study sites because (1) they represented 
different terrain and climate conditions, and (2) they were high priority watersheds in the 
NASA applications project in collaboration with RTI International (https://www.rti.org). 
This work was part of that effort to improve water supply forecasts for the CBRFC 
watersheds. 
We retrieved and processed data both from static datasets (e.g., topographic data 
and canopy cover data) and dynamic datasets (e.g., meteorological data) to prepare the 
model inputs. Precipitation and temperature are important model forcing inputs for both 
snow models. We utilized historical gridded precipitation and temperature datasets from 
the CBRFC. These 3-hour time step, 800-m resolution datasets were created using the 
Mountain Mapper algorithm based on quality controlled climate station data (Schaake et 
al., 2004). We also used the CBRFC temperature data to derive the daily maximum and 
minimum temperature as inputs to the UEB model for radiation flux calculation. Wind 
speed and vapor pressure for the UEB model were prepared using gridded data from the 
NLDAS-2 land surface forcing dataset with 1/8th degree (around 13 km) grid spacing 
and hourly time step (Xia et al., 2012). For this approach to be used operationally, 
methods to incorporate wind speed and vapor pressure forecasts from an operational 
weather model driving the predictions would need to be developed. 
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Static slope and aspect inputs for the UEB model were created using the 30-m 
National Elevation dataset (NED) (Gesch, 2007), and canopy coverage fraction, canopy 
height, and leaf area index inputs for the UEB model were prepared using the 30-m 
National Land Cover Dataset (NLCD) (Homer et al., 2015).  
The RDHM framework uses the Hydrologic Rainfall Analysis Project (HRAP) 
grid system (Reed and Maidment, 1999). We defined the model resolution as 0.25 HRAP 
(around 1.2 km) and the model simulation time step as 6 hours for consistency with our 
RTI International collaborators. This choice was based on trading off computational 
considerations with explicit spatial detail. However, as UEB is a point model most 
meaningfully applied with a spatial footprint around 30 m (Tarboton et al., 2000), we 
applied UEB at grid cell centers within the 0.25 HRAP grid and with slope, aspect, and 
vegetation calculated from their respective 30-m scale datasets. This approach prevents 
the smoothing of the terrain that would occur if 1200-m grid cells were used, but does not 
represent the variability of slope and aspect within any one grid cell. Rather, the 
assumption is that, aggregated over the watershed, these center points are sufficiently 
representative. Dynamic forcing data for the 1988–2010 time span was resampled from 
its 800-m (temperature and precipitation) or 1/8-degree (humidity and wind) resolution 
by selecting the value for the grid cell as the value where the 0.25 HRAP grid cell centers 
falls.   
The observed datasets used for performance evaluation included daily discharge 
and remotely sensed snow covered area (SCA) data. Daily historical natural discharge for 
1988-2010 was obtained from the CBRFC values produced by adjusting the USGS 
streamflow using diversion and reservoir data to calculate historical natural flows without 
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the impacts of regulation. The MODIS Snow Covered-Area and Grain size retrieval 
algorithm (MODSCAG) daily SCA data for 2000–2010 at 500-m resolution were used to 
evaluate the model snow outputs.  
2.2.2 Models description 
We compared two model configurations for simulating snow and basin discharge, 
each of which coupled a snowmelt model with the SAC-SMA runoff model and the 
Rutpix7 routing model. The first configuration used the SNOW-17 temperature index 
model, represented as SNOW-17+SAC-SMA+Rutpix7. The second used the UEB energy 
balance model, represented as UEB+SAC-SMA+Rutpix7. The RDHM framework was 
used to support each of these model configurations. SNOW-17, SAC-SMA, and Rutpix7 
models were already part of RDHM, whereas the UEB model was added to the 
framework as a new module in this research. This took take advantage of the extensibility 
that RDHM provides for the addition of module code files configured following the 
developer’s instructions (NWS, 2008b). Descriptions of the two model configurations are 
provided in the following subsections.  
2.2.2.1 Utah Energy Balance model (UEB) 
The UEB model is a physically based model for snow accumulation and melt 
developed to predict snowmelt rates that contribute to stream and river flows during the 
spring and summer. This model uses a single layer representation of the snowpack and a 
modified force-restore approach (Luce and Tarboton, 2001, 2010) that allows the snow 
surface temperature to be different from the snow average temperature. This design 
avoids modeling the complex processes within a snowpack and provides a parsimonious 
model with a small number of state variables that is applicable over a spatial grid with no 
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or minimal calibration at different locations. In addition, the UEB model’s vegetation 
component enhances its ability to model energy and mass balance processes in forested 
areas (Mahat et al., 2013; Mahat and Tarboton, 2012, 2014). The vegetation component 
estimates the transmission and attenuation of radiation through a forest canopy, 
precipitation interception and unloading, snowmelt and sublimation of intercepted snow, 
and turbulent energy exchanges between the ground surface, canopy, and atmosphere. 
The UEB model inputs include air temperature, precipitation, wind speed, relative 
humidity, incoming solar radiation, and longwave radiation at a time step sufficient to 
resolve the diurnal cycle (e.g., hourly, three hourly, and six hourly). When the radiation 
inputs are not available, air temperature and the daily temperature range can be used to 
estimate them. Slope and aspect terrain conditions and canopy properties such as leaf area 
index, canopy height, and canopy cover are also required.  
In the UEB model, the two major state variables of energy content, U, and water 
equivalence, W, are determined at each time step using the inputs mentioned above and 
the following energy and mass balance equations.   
dU
dt = 	Q'( + Q*+ + Q, + Q- − Q*/ + Q0 + Q/ − Q1											(1) 
dW
dt = 	P7 + P' − M7 − E																																																													(2) 
In the energy balance equation, the state variable U is energy per unit of 
horizontal area (kJ m-2). The flux terms are Qsn, net shortwave radiation; Qli, incoming 
longwave radiation; Qp, advected heat from precipitation; Qg, ground heat flux; Qle, 
outgoing longwave radiation; Qh, sensible heat flux; Qe, latent heat flux due to 
sublimation/condensation; and Qm, advected heat removed by meltwater, all of which are 
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in units of energy per unit of horizontal area, per unit time (kJ m-2hr-1).  In the mass 
balance equation, the state variable W is snow water equivalent (m). The flux terms are 
Pr, rainfall rate; Ps, snowfall rate; Mr, meltwater outflow from the snowpack; and Ε, 
sublimation from the snowpack, all in m/hr of water equivalent. Readers are referred to 
Mahat et al. (2013) and Mahat and Tarboton (2012, 2014) for details on how each 
process is modeled. 
2.2.2.2 SNOW-17 model 
The SNOW-17 model is a conceptual model that uses precipitation as the water 
input and air temperature as the index to determine the energy exchange across the snow-
air interface. This model is mainly used for river forecasting and requires calibration of 
melt factors to generate reliable simulation results (Anderson, 2006).   
The SNOW-17 model calculates snow surface melt differently depending on 
whether rain is present or not. For rain on snow, the model computes the surface melt 
based on the following equation (Anderson, 2006): 
M = σ ∙ ∆t ∙ [(T@ + 273.15)E − 273.15E] + 0.0125 ∙ P ∙ f7 ∙ TI + 8.5 ∙ UADJ ∙ ∆t
∙ [(e@ − 6.11) + 0.00057 ∙ P@ ∙ TP]																							(3) 
where M is the depth of melt (mm); σ is the Stefan-Boltzmann constant; ∆t is the time 
interval (hours); Ta is air temperature (°C); P is the water equivalent of precipitation 
(mm); fr is fraction of precipitation in the form of rain; Tr is rain temperature (°C); UADJ 
is the average wind function during rain-on-snow events (mm∙mb-1∙hr-1); ea is vapor 
pressure of air (mb); Pa is atmospheric pressure (mb). This calculation is based on energy 
balance concepts but neglects solar radiation, assuming that the sky overcast. The first 
term represents longwave radiation, the second represents melt by rain, and the third 
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represents melt by sensible and latent heat. 
When there is no rain and the air temperature is above the base value, the SNOW-
17 model uses a melt factor to calculate the snowmelt as follows:  
M = 𝑀R ∙ (𝑇P − 𝑇T)																																													(4) 
where M is the depth of melt (mm); Mf is a seasonally varying melt factor (mm/°C); Ta is 
air temperature; Tb is the base temperature above which melt starts (usually 0 °C). To 
represent the seasonal variation of the melt factor, Mf is calculated from a sinusoidal 
curve with maximum (MFMAX) and minimum (MFMIN) melt factor values as model 
parameters (Anderson, 2006).  
The SNOW-17 model uses heat deficit to keep track of the net heat loss from the 
snow cover under conditions of no surface melt (Anderson, 2006). When the air 
temperature is below freezing, the snow cover can be losing or gaining heat depending on 
the thermal gradient in the upper layers of the snowpack. This gradient is estimated as the 
difference between the snow surface temperature Tsur and the temperature at some 
distance within the snowpack computed as the antecedent temperature index (ATI). 
When Tsur is less than ATI, the heat deficit is increasing; otherwise it is decreasing. When 
the heat deficit is zero and the amount of liquid water held in the pack equals the holding 
capacity, the snow cover is ripe and the excess liquid water will become the outflow. This 
is calculated using empirically derived equations to represent the lag and attenuation of 
water through the snow cover. Note that, unlike the UEB model, the SNOW-17 model 
does not have any representation of snow sublimation, and all snow water equivalent 
losses from SNOW-17 become snowmelt inputs to the SAC-SMA model of surface 
hydrology and runoff generation processes. For full details refer to Anderson (2006). 
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2.2.2.3 Sacramento Soil Moisture Accounting model (SAC-SMA) 
The SAC-SMA model is a two-layer conceptual rainfall-runoff model (NWS, 
2006). This model parameterizes the soil characteristics that are responsible for 
streamflow production and represents soil moisture storage, percolation, drainage, and 
evapotranspiration (ET) processes in a conceptual way. It uses rain-plus-melt data as its 
input, which can be obtained from the output of snow models such as the SNOW-17 or 
the UEB model, but it requires calibration of parameters quantifying processes such as 
soil water storage and percolation rate to produce runoff simulations.  
The SAC-SMA model estimates evapotranspiration (ET) using the available 
tension water volume and potential evaporation (PE) demand. When ET occurs, the 
moisture is withdrawn from the upper and lower zone tension water. The PE demand is 
estimated using PE grids and PE adjustment factors. Twelve mean monthly PE grids are 
available for the model, and PE adjustment factors are used to account for the effects of 
vegetation.  
2.2.2.4 Rutpix7 
Rutpix7 is a hillslope and channel routing model (NWS, 2008a). Inputs to the 
Rutpix7 model include fast (surface) and slow (subsurface/ground) runoff from the SAC-
SMA model. In each cell, fast runoff is routed over a conceptual hillslope to a channel. 
Then the channel inflow from the hillslopes, the slow runoff, and the upstream pixel 
outflows are routed through a cell conceptual channel, after which a topographically 
defined cell-to-cell connectivity sequence is used to move water from upstream to 
downstream. See Koren et al. (2004) for details.  
30 
 
2.2.3 Model calibration  
We used code obtained from RTI International to automatically calibrate 
parameters for the snowmelt and rainfall runoff models to minimize the difference 
between simulated and observed discharge. The code that RTI International provided 
implemented the Nondominated Sorting-based Multiobjective Genetic Algorithm II 
(NSGA-II) (Deb et al., 2002). Three fitness functions were used in the algorithm: (1) 
Kling-Gupta efficiency (Gupta et al., 2009) based on the difference between simulated 
and observed discharge, (2) monthly volume difference between observed and simulated 
discharge, and (3) a penalty score to constrain model parameters within a prescribed valid 
range. To select a calibration parameter set on the pareto front defined by these metrics, 
root-mean-square error (RMSE), Nash-Sutcliffe efficiency (NSE), and bias were 
evaluated for the simulated discharge and used to rank parameter sets from which the 
best, in the judgment of the author, was chosen. This automatic-calibration was used to 
calibrate the SNOW-17 and the SAC-SMA model parameters given in Table 2.2. These 
parameters are either scalar, meaning that a single value applies to the whole domain, or 
gridded, meaning that they vary spatially. In the case of gridded parameters, RDHM 
provides procedures to compute a priori parameters based on topography, soils, and land 
cover information (NWS, 2008a). For our study watersheds, these a priori parameters 
were provided by RTI International. The spatial pattern from these geospatially derived a 
priori parameters was retained in the calibration algorithm by using a separate scalar 
multiplier for each grid parameter. Parameters (scalars and multipliers) were calibrated 
separately using the method described above for each subwatershed using all the 
available data from 1988–2010.  
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In the first model configuration (SNOW-17 + SAC-SMA + Rutpix7), the SNOW-
17 and the SAC-SMA model parameters were automatically calibrated. As a result of 
separate calibration for each subwatershed, the scalar parameters such as snow correction 
factor (SCF) and PE adjustment factors differ between subwatersheds. In the second 
model configuration (UEB + SAC-SMA+Rutpix7), only SAC-SMA model parameters 
were automatically calibrated. Because the UEB model is physically based its parameters 
were held fixed at a priori published values and not calibrated. Initial results (not shown) 
revealed a low flow underestimation problem for some subwatersheds that was diagnosed 
to be due to bias in the precipitation inputs. This bias occurred in the Blue River 
watershed, and was indicated by SNOW-17 SCF being larger than 1.2, which means the 
calibration adjusted the precipitation input multiplier to increase the precipitation input. 
The UEB model parameter that accounts for bias in precipitation input is the drift factor. 
In cases where SCF was larger than 1.2, we increased precipitation input by setting drift 
factor to the SCF value. This was the only UEB parameter changed from a priori 
published values, and this change resolved the low flow underestimation problem. 
Furthermore, Rutpix7 model parameters were kept constant using a set of pre-
defined hillslope and channel parameters for both model configurations. RTI 
International completed the calibration for the first model configuration, and we 
calibrated the second model configuration. 
2.2.4 Performance measures 
The MODSCAG SCA data product was used to compare simulated snow water 
equivalent from the two snow models. MODSCAG SCA data at ~500 m resolution were 
resampled using a nearest neighbor approach to 0.25 HRAP resolution and then classified 
32 
 
as snow (value 1) where SCA was larger than 5% and as no snow (value 0) elsewhere. 
Modeled SWE was classified into a binary snow/no snow dataset using a 1 mm SWE 
threshold. The binary snow cover maps were created only for the dates on which less than 
10% of pixels were invalid (e.g., cloud cover or missing data) and at least one of the data 
sources (MODSCAG, UEB, SNOW-17) had snow in the watershed. Since there was 
insufficient valid observation data for the Blue River watershed, we focused comparison 
of the observed and simulated spatial distribution of the snowmelt process on the Dolores 
River watershed.  
We used area and pixel-based methods to compare modeled and observed snow. 
The area-based comparison used fractional snow covered area (Equation 5) and 
calculated mean absolute error (MAE) as the difference between the modeled and 
observed SCA fractions (Equation 6). MAE calculations were made separately for each 
month to account for seasonality and then averaged over all of the years with data. We 
also used the daily fractional SCA to calculate both the annual and melting period 
(March-June) Nash-Sutcliffe efficiency (NSE) (Equation 7). The pixel-based evaluation 
compared observed and modeled binary snow cover maps using a fitness statistic 
(Equation 8) based on the number of pixels where snow was observed and modeled, 
observed and not modeled, not observed and modeled, and not observed and not modeled 
(Table 2.3) (Aronica et al., 2002; Bernhardt and Schulz, 2010). The fitness is the ratio 
between the number of pixels where both the simulation and observation have snow and 
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A + C + B																																																									(8) 
In these equations, Ns is the total number of pixels with snow in the binary snow 
cover map; Nd is the total number of pixels without snow in the binary snow cover map; 
fOi and fMi  are the fractional SCA from observation and simulation; A, B, and C in the 
fitness function are the number of pixels in each group as defined in Table 2.3. 
Basin discharge was simulated at a 6-hour time step and averaged as a daily time 
step for evaluation. Moreover, before using this result, we removed the first water year 
(water year 1989) as the system spin up period. Observed daily discharge was compared 
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where Oi and Mi  are the daily discharge (m3s-1) from observation and simulation and VOi  




Aside from the snow and discharge analysis, we also compared the model outputs 
of sublimation and ET from the snow and runoff models to discover the differences 
between the two model configurations in simulating the evaporative components. We 
compared the water mass balance by calculating the simulated interannual domain 
average of precipitation, sublimation, and ET. We also examined the sublimation results 
of the UEB model in different land types to evaluate the model performance.  
2.3 Results and discussion  
2.3.1 Snow process simulation 
Both observation and simulation datasets for the Dolores River watershed were 
converted into binary snow cover maps, and the evaluation metrics were calculated using 
results from 2000–2010. Table 2.4 shows the annual and melting period NSE results. 
Table 2.5 shows the monthly MAE and fitness (except for July–Sept). The UEB model 
produced higher NSE and lower MAE in most of the months compared to the SNOW-17 
model, indicating that the UEB model performed better for the area-based evaluation. As 
for fitness results, the SNOW-17 model had a higher fitness value most of the time, and 
hence a better pixel-based performance than the UEB model. Additionally, both models 
have higher fitness during the snow accumulation period (Dec–Mar) than during the 
melting (Apr–Jun) and early snowfall (Oct–Nov) periods. This is because both 
observation and simulation have high SCA over the watershed during the snow 
accumulation period, which increases the possibility of matching pixels between the 
simulation and observation binary snow cover maps.   
In order to gain a better understanding of the spatial and temporal dynamics of the 
SCA in the watershed, we further examined the results in water year 2006, which has the 
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largest number of satellite observation images with sufficient valid data. A time series 
plot of the modeled and observed fractional SCA during water year 2006 (Figure 2.3), 
shows that both models generally follow the observed SCA pattern. During the snow 
accumulation period, the SNOW-17 model tended to have higher peaks (e.g., during 
October and November) and overestimate SCA more than the UEB model does. During 
the melting period, both models simulated the snowmelt process with reasonable timing 
and amount, compared to the observational data. The binary snow cover maps (Figure 
2.4) show the spatial distribution of snow cover from the two snow models and the 
MODSCAG observations for various dates in water year 2006. The four days correspond 
to the accumulation (October 13, December 6) and snowmelt (April 9, May 1) periods. 
The maps show that the UEB model better captures the reduction in area during melt-out, 
whereas the SNOW-17 model overestimates SCA. This is also a problem during the snow 
accumulation period (October 13th). Examining the UEB SCA simulations, a scattered or 
pixelated pattern is present (e.g., October 13th). This is due to the UEB model using 
terrain parameters (slope and aspect) at the center point of each 0.25 HRAP grid cell.  
These center point values do not represent the larger grid cell as a whole and may have 
slope and aspect disassociated with the slope and aspect of adjacent large grid cell 
centers, leading to the pixelated SCA pattern.   
The UEB model’s better performance in the area-based evaluation can be 
explained as follows. First, the automatic-calibration adjusted SCF (SCF > 1) from the 
SNOW-17 model leads to greater snow accumulation, which may delay snow 
disappearance. Second, the UEB model does simulate sublimation, which may lead to 
more rapid snow depletion and disappearance than SNOW-17. Third, the SNOW-17 
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model uses a melt factor to implicitly represent the energy input and corresponding 
topographic effect for snowmelt, whereas the UEB model directly calculates the radiation 
fluxes using slope, aspect, and canopy data as inputs. This makes the UEB model more 
sensitive to the variability in melting caused by different terrain conditions.   
For pixel-based evaluation, the UEB model uses the slope and aspect at the center 
point of each pixel to represent the terrain features of the corresponding grid area. 
However, terrain features at the center points are different from the grid cell as a whole, 
especially when the grid spacing is large, and this may lead to the mismatch with 
observed SCA and thus lower fitness. However, the similarity of aggregate observed and 
UEB SCA suggests that over the basin these points may be sufficient to represent basin 
terrain variability, something that is not done by SNOW-17 that does not account for 
slope and aspect. 
2.3.2 Basin discharge simulation 
We evaluated the basin discharge performance by comparing the observed and 
simulated daily discharge with different evaluation metrics for water years 1990–2010. 
According to the values of the different performance metrics, the overall model 
performance for the basin discharge simulation indicated a satisfactory calibration for 
each model configuration in the two watersheds (Table 2.6 and Table 2.7). In the Dolores 
River watershed, the UEB model had somewhat better performance than the SNOW-17 
model, with higher NSE and lower values for the other metrics in most of the 
subwatersheds, whereas the SNOW-17 model outperforms the UEB model somewhat in 
the Blue River watershed when comparing these metrics. In addition, the head watershed 
LCCC2 had much lower NSE indicating the model performance was not as good as for 
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the other subwatersheds. This is because LCCC2 has much less precipitation input than 
other subwatersheds and generates intermittent streamflow that mainly happens during 
the spring melt season, with almost no streamflow during July to September.  Since 
neither snow model can simulate the streamflow during dry periods well (results not 
shown here), the model performance for this subwatershed is not as good as for the 
others.  
Figure 2.5 and Figure 2.6 present the simulated domain average SWE and 
observed and simulated discharge in different water years (1994, 1997, 2001, and 2008) 
for the Dolores River and Blue River watersheds, respectively. These years were chosen 
because they were typical of and spanned the range of model performance over the two 
decades (22 years), except for one year that was exceptionally dry and where there was 
poor model performance from both models (2002). These results show that the two snow 
models coupled to SAC-SMA and Rutpix7 provide reasonable discharge simulations for 
the two watersheds, each of which has different snowmelt and discharge patterns. In the 
Dolores River watershed, the snowpack ripens to melt fast around late March or the 
beginning of April, with total melt out around late June or the beginning of July, while a 
similar process happens approximately one month later in the Blue River watershed. This 
difference in snowmelt patterns also affects the corresponding discharge patterns. For 
instance, the timing of spring pulse is often influenced by the temperature increase that 
ripens the snow pack to melt and trigger the surge in discharge. In the Dolores River 
watershed, the spring discharge increase starts around April, which corresponds to the 
early snowmelt that is about one month earlier than in the Blue River watershed (around 
May). Also, snowpack size is the major controlling factor for the discharge decline 
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process. Therefore, because of its later melt out process, the flow recession process in the 
Blue River watershed lasts longer than in the Dolores River watershed.  
Aside from the discharge results, both the SNOW-17 and the UEB model were 
found to have similar timing for snow accumulation and snowmelt. The SNOW-17 model 
has a higher SWE during the accumulation period mainly because the UEB model 
simulates water loss from sublimation, leading to less snow accumulation than the 
SNOW-17 model. As a result, the SNOW-17 model actually provides more rain-plus-
melt input to feed the SAC-SMA model that simulates the runoff and ET processes. This 
leads to differences in the simulated quantity of ET from the two model configurations.  
This will be discussed in the next subsection.   
2.3.3 Evaporative components simulation 
The UEB model coupled to SAC-SMA simulates both sublimation and ET.  
However, since SNOW-17 does not simulate sublimation, the only evaporative 
component in the SNOW-17 model coupled to SAC-SMA is ET. To better understand the 
consequences of this difference, we compared the water mass balance from the two 
model configurations. We calculated the watershed average of annual mean precipitation, 
sublimation, and ET for the two watersheds over the simulation period (Figure 2.7). 
Precipitation adjustments made to SNOW-17 through the SCF parameter, and to UEB 
through the drift factor parameter are shown. Precipitation inputs to both snowmelt 
models were adjusted by a similar amount in the Blue River watershed, whereas only the 
SNOW-17 model was adjusted in the Dolores River watershed, noting from the 
calibration section above that drift factor was not adjusted when SCF was less than 1.2. 
Since the simulated precipitation inputs are similar and the models were calibrated 
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against the same observed discharge, both model configurations have similar total 
evaporative components for each of the watersheds. The UEB model, however, explicitly 
simulated the portion due to sublimation. The results show that the water loss due to 
sublimation is a considerable amount (12%–13% of annual mean precipitation), and 
should not be neglected in the snow mass balance for these watersheds.  
We further examined the canopy and ground sublimation simulated by the UEB 
model for different land types (Figure 2.8). This figure shows the watershed average of 
the annual mean precipitation, as well as the canopy and ground sublimation for forest 
and open areas. The canopy sublimation in the forest area dominates the process, and the 
total water loss from sublimation in the forest areas is about twice as much as in the open 
area. In addition, the annual mean precipitation and canopy sublimation were compared 
for different forest types and at different elevations using the simulated results at each 
grid cell over the watershed domain. Figure 2.9 shows that annual precipitation increases 
with increased elevation, and the canopy sublimation increases with increased elevation, 
precipitation, and forest density, determined by LAI, canopy cover, and canopy height of 
different forest types (Table 2.8). These results are similar to findings from other work 
that evaluates sublimation variability in semi-arid mountainous regions (Montesi et al., 
2004; Sexstone et al., 2018).   
Since a large fraction of both watersheds consists of forest area (87% in the 
Dolores River watershed and 53% in the Blue river watershed), land type changes may 
affect sublimation and thus impact the water mass balance in the watersheds (Biederman 
et al., 2014; Harpold et al., 2014; Penn et al., 2016). This analysis highlights the 
advantages of using the UEB model, including it better quantifying the proportions of the 
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different evaporative components and providing the means to evaluate the impact of land 
cover change on the sublimation process and the corresponding influence on the water 
availability in the watershed. Using SNOW-17 to accomplish these same tasks would be 
difficult or impossible because the model doesn’t directly account for the sublimation 
process.  
2.4 Summary and conclusions 
The objective of this study was to assess whether applying an energy balance 
model in the river forecasting system used by CBRFC would improve water supply 
forecasts in the Colorado River Basin. This research used analysis of historical, or 
retrospective, model simulations to evaluate model performance in comparison to snow 
covered area, daily discharge, and water mass balance. The UEB and SNOW-17 models 
were evaluated by coupling them with the SAC-SMA model and the Rutpix7 model 
within the RDHM framework for distributed modeling of basin snow and discharge in the 
Dolores and the Blue River watersheds. Parameters for the SNOW-17 and the SAC-SMA 
models were calibrated using an automated multi-objective procedure. In the UEB model, 
the drift factor parameter was adjusted to account for the precipitation input bias, but 
other parameters were held fixed at their literature values.  
Comparison of the simulated and observed SCA data showed that both snow 
models were able to simulate the spatial and temporal change of the SCA in the Dolores 
River watershed with reasonable timing and amount (e.g., annual NSE of SCA is larger 
than 0.7). Results indicated that both model configurations were also able to provide 
good discharge simulation results for the study sites (e.g., NSE of discharge is between 
0.85 and 0.94 for most subwatersheds). Although both models have similar performance, 
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the UEB model showed its potential for application in the river forecasting system to 
advance water supply forecasts for future changing conditions. First, the UEB model was 
able to simulate the sublimation process for different land cover types, whereas 
sublimation is not represented in the SNOW-17 model. Sublimation is an important 
evaporative component during the snow season in the Colorado River Basin, and the 
UEB model demonstrated its capability to evaluate sublimation water loss and its impact 
on the water mass balance when the land type alters. Second, the UEB model held 
parameters (except for drift factor) constant and achieved fit metrics comparable to the 
SNOW-17 model, where parameters were calibrated for each subwatershed. This 
suggests that the UEB model parameters are more transferable and provide the ability to 
simulate the snowmelt process under different terrain or climate conditions, thus reducing 
the intensive model calibration work required within the temperature index model to 
provide a reliable simulation. Moreover, the maximum/minimum melt factors in the 
SNOW-17 model were calibrated against historical data, which may not well represent 
the melt rate under potential future conditions given a changing climate. In contrast, the 
UEB model accounts for the physical process of snowmelt based on energy and water 
mass balance, which means it is more capable of providing reliable predictions when 
climate patterns change. However, the performance of the UEB model was found to be 
affected by biases in the input precipitation. It was necessary to adjust the UEB model’s 
drift factor based on the SNOW-17 model’s SCF values to resolve low flow 
underestimation caused by the precipitation input bias in the Blue River watershed. 
Without the reference SCF value, it may be challenging to estimate the data bias and 
calibrate the UEB model parameters, demanding more simulation time and computing 
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resources than the SNOW-17 model for automatic-calibration. 
In the future, additional work is needed to further understand the UEB model 
performance for operational water supply forecasts. One direction is to evaluate the two 
snow models under forecasting conditions, which involves data assimilation and 
ensemble forecasting techniques to compare the UEB and the SNOW-17 models using 
historical forcing over decades as representative of future possible weather conditions. 
Another direction is to evaluate model performance when running the UEB model at 
higher spatial resolutions. It is assumed that the energy balance model will provide better 
performance at finer resolution because of the better representation of the spatial 
variation in topographic and vegetation features. However, higher model resolution will 
require more computing resources and longer simulation time. Balancing the trade-offs 
between model performance and computational demand of model operation is an 
important issue for operational water supply forecasts.   
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Table 2.1 Details of subwatersheds in the two study sites. 
Index Area (km2) Elevation range (m) Type 
Dolores River watershed 
DRRC2 275.11 2569.89 - 4323.56 Headwater  
LCCC2 172.42 2114.00 - 3393.22 Headwater 
DOLC2 1026.32 2111.56 - 4297.89 Local  
MPHC2 606.24 2093.00 - 2964.40 Local  
Blue River watershed 
TCFC2 228.83 2776.98 - 4242.29 Headwater 
SKEC2 148.84 2838.89 - 4349.08 Headwater 
BUEC2 110.60 2999.36 - 4344.82 Headwater 
BSWC2 204.03 2750.39 - 4166.63 Local 






Table 2.2 Parameters of the SNOW-17 and the SAC-SMA models used in calibration. 
Parameter Description Type 
snow_SCF Snow correction factor  Scalar 
snow_PXTMP Temperature that separates rain from snow [°C] Scalar 
snow_MFMAX Maximum melt factor [mm (6hr)-1 °C-1] Grid 
snow_MFMIN Minimum melt factor [mm (6hr)-1 °C-1] Grid 
snow_UADJ Wind function factor during rain-on-snow periods [mm mb-
1] 
Grid 
sac_peadj Potential evaporation adjustment factor (12 factors in total) Scalar 
sac_UZTWM Upper zone tension water maximum storage [mm] Grid 
sac_UZFWM Upper zone free water maximum storage [mm] Grid 
sac_LZTWM Lower zone tension water maximum storage [mm] Grid 
sac_LZFPM Lower zone free water primary storage [mm] Grid 
sac_LZFSM Lower zone free water supplementary storage [mm] Grid 
sac_UZK Upper zone free water storage depletion coefficient  [day-1] Grid 
sac_LZPK Lower zone primary storage depletion coefficient [day-1] Grid 
sac_LZSK Lower zone supplementary storage depletion coefficient 
[day-1] 
Grid 
sac_ZPERC Maximum percolation capacity coefficient [dimensionless] Grid 
sac_REXP Exponent for the percolation equation  Grid 
sac_PFREE Percent of percolated water which always goes directly to 
lower zone free water storages (decimal fraction) 
Grid 




Table 2.3 Four pixel types used in the fitness evaluation. 
Number of pixels Observed snow Observed no snow 
Modeled snow  A B 





Table 2.4 Annual and melting period (Mar-June) NSE of SCA in the Dolores River 
watershed evaluated over 2000-2010. 
Models Annual NSE Melting period NSE 
SNOW-17 0.739 0.822 





Table 2.5 Monthly MAE and fitness of the SCA in the Dolores River watershed 
evaluated over 2000-2010. 
 MAE (%)  Fitness 
Month UEB SNOW-17 UEB SNOW17 
Jan 7.5 10.2 0.878 0.898 
Feb 7.0 15.6 0.801 0.837 
Mar 6.7 10.3 0.819 0.860 
Apr 12.4 18.3 0.557 0.582 
May 7.2 6.3 0.375 0.372 
Jun 2.3 1.6 0.185 0.184 
Oct 4.5 8.0 0.083 0.177 
Nov 13.2 22.3 0.196 0.237 















SNOW-17 0.851 2.201 0.112 1.285 
UEB 0.897 1.827 0.023 -0.138 
LCCC2 
SNOW-17 0.654 0.871 0.027 1.796 
UEB 0.684 0.832 0.013 0.151 
DOLC2 
SNOW-17 0.905 5.494 0.159 0.826 
UEB 0.915 5.231 0.132 0.184 
MPHC2 
SNOW-17 0.900 6.834 0.425 3.343 





Table 2.7 Results of evaluation metrics for basin discharge in the Blue River watershed. 
Watershed 
index 







SNOW-17 0.937 1.174 0.068 -1.922 
UEB 0.928 1.257 0.045 0.09 
SKEC2 
SNOW-17 0.921 0.776 -0.02 -2.404 
UEB 0.931 0.727 -0.024 -0.834 
BUEC2 
SNOW-17 0.912 0.576 -0.008 -2.381 
UEB 0.896 0.629 -0.013 -3.373 
BSWC2 
SNOW-17 0.924 1.125 0.0 -1.248 
UEB 0.915 1.191 -0.011 -1.665 
DIRC2 
SNOW-17 0.947 2.794 -0.056 -2.462 





Table 2.8 LAI, canopy cover, and canopy height for each forest type used in the 
simulation. 
Land type LAI Canopy cover Canopy height 
evergreen forest 4.5 0.7 15 
deciduous forest 1 0.5 8 



















Figure 2.3 Modeled and observed MODIS fractional SCA in water year 2006 in the 




Figure 2.4 Snow cover maps for model simulations and MODIS observation at different 




Figure 2.5 Simulated domain average SWE, and simulated and observed daily discharge 




Figure 2.6 Simulated domain average SWE, and simulated and observed daily discharge 







Figure 2.7 Domain average of annual mean precipitation, sublimation, and ET fluxes 
simulated from the two model configurations. Error bars denote the standard error of the 








Figure 2.8 Simulated domain average annual mean sublimation fluxes compared to 
annual mean precipitation in forest and open areas. The percentage listed above the 
sublimation column represents the percentage of annual mean precipitation that was 
sublimated in each land cover type. Error bars denote the standard error of the mean. 









Figure 2.9 Annual mean precipitation (a) and canopy sublimation (b) versus elevation 






 COLLABORATIVE SHARING OF MULTIDIMENSIONAL SPACE-TIME 




In hydrologic research, there is a need to manage, archive, and publish data in a 
discoverable way to increase data reuse, transparency, and reproducibility.  
Multidimensional space-time data are commonly used in hydrologic research, and 
systems are needed for sharing and exchanging such data. Simply exchanging files is not 
always convenient given file sizes, may result in loss of metadata and provenance 
information, and does not take advantage of server-based functionality available for 
serving these types of data. We developed an approach to manage, share, and publish 
multidimensional space-time data in HydroShare, a next generation hydrologic 
information system and domain specific repository. This paper presents the design, 
development, and testing of this approach. We selected the Network Common Data Form 
(NetCDF) as the file format and defined metadata elements to store and manage 
multidimensional space-time data. We adopted and adapted existing software to 
automatically harvest, support entry of metadata, and establish standardized data services.  









With advances in hydrologic monitoring and model simulation technologies, 
hydrologic research has become data and computationally intensive, resulting in large 
volumes of scientific data generated or collected by individual researchers and 
organizations. However, advances in hydrologic understanding now tends to require 
discovery, access, and integration of heterogeneous and dispersed data from multiple 
sources. Moreover, large-scale hydrologic problems often need to be solved by 
collaboration among researchers, thus working as a team to collaborate around data has 
become indispensable. These emerging trends in hydrologic research are key drivers that 
demand new tools to support the entire research cycle of data creation, discovery, access, 
curation, publication, and analysis to help achieve new scientific breakthroughs (Hey et 
al., 2009; Hey and Trefethen, 2005).  
The Consortium of Universities for the Advancement of Hydrologic Science Inc. 
(CUAHSI) has devoted great effort to the development of cyberinfrastructure (CI) to 
satisfy this need, including HydroShare (http://www.hydroshare.org), a next generation 
Internet-based Hydrologic Information System (HIS) (Tarboton et al., 2014).  
HydroShare was developed to extend the capability of the earlier, server based CUAHSI 
HIS, which focused on the sharing of point observation time series data (Horsburgh et al., 
2008, 2009; Tarboton et al., 2009). Given that the needs of hydrology researchers go well 
beyond time series data, HydroShare was established to add support for sharing a broader 
range of hydrologic datasets and models that are widely used in the hydrologic science 
community. These include time series, geographic raster, geographic feature, 
multidimensional space-time data, model instances, and model programs (Morsy et al., 
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2017). As a first step in HydroShare development, a data model was designed that 
enabled storing, transmitting, and cataloging of resources comprised of these diverse 
hydrologic data types and models to facilitate discovery (Horsburgh et al., 2015). Details 
for each of HydroShare’s supported data types were also specified, including required file 
format and content, metadata elements, and functions for data processing, analysis, or 
visualization. HydroShare’s resource data model was designed to generalize the way 
datasets and models were managed and shared, while at the same time supporting specific 
metadata elements and functions required for enhancing the hydrologic analysis 
capability and interoperability for different data types and models.  
HydroShare enables users to upload datasets stored in a recognized file format 
and annotate them with metadata. For known content types, available functions can be 
used to visualize or analyze the datasets for further insights. Functions exist for data 
discovery, access, versioning, and formal publication, as well as social functions for 
commenting on, rating, and managing access to the shared datasets. Thus, the shared 
datasets and models in HydroShare are “social objects” that can be published, 
collaborated around, annotated, discovered, and accessed (Horsburgh et al., 2015). 
One very important and ubiquitous data type used in hydrologic modeling 
research is multidimensional space-time data. This type of data is usually derived either 
from computational hydrologic models or from observations to represent the values for a 
physical phenomenon over a geospatial region within a time period. Examples include 
time slices of spatially distributed precipitation, temperature, wind speed, humidity, or 
snow water equivalent. While commonly used, there are several challenges associated 
with multidimensional space-time data that can make data sharing more difficult. For 
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example, there is no single, accepted file format for storing this type of data to support 
the interoperability of data sharing and analysis. They are often stored and distributed in 
file formats such as Common Data Format (CDF http://cdf.gsfc.nasa.gov/), Hierarchical 
Data Form (HDF https://www.hdfgroup.org/), and Network Common Data Form 
(NetCDF http://www.unidata.ucar.edu/software/netcdf/). File size can also be a 
challenge. Multidimensional space-time datasets can be quite large, making it 
inconvenient to download large files when potential users may need only a subset or slice 
of them. Recognizing these challenges, this paper describes our efforts to establish 
functionality to support the sharing of multidimensional space-time data in HydroShare. 
Currently, several websites and software tools can be used for sharing 
multidimensional space-time data, and each has its own strengths and limitations. For 
example, general-purpose file sharing systems such as Google Drive 
(https://www.google.com/drive/) and Dropbox (https://www.dropbox.com/) may be used 
to exchange multidimensional space-time data files. Users can easily upload and privately 
share preliminary and intermediate data products with these systems. However, they do 
not support permanent data publication, and little or no metadata is captured for the 
shared datasets. In addition, anyone other than the dataset creator would have difficulty 
discovering or accessing the datasets because no public metadata cataloging or search 
services are provided.  
Figshare (http://figshare.com/) is a website that enables users to manage their 
research output in the cloud to be stored, shared, published, and discovered. It supports 
permanent data publication and provides citation information for shared datasets to give 
the data provider credit and make their datasets citable. Figshare also supports social 
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functions such as commenting and access control to facilitate collaboration around the 
datasets. However, although Figshare has functions to capture simple metadata and 
preview file contents for commonly used file formats such as Microsoft Word, PDF, and 
Microsoft Excel, no functions are provided to preview or edit the metadata or contents of 
the more advanced, scientific data formats used for multidimensional space-time data 
(e.g., NetCDF and CDF). These limitations hinder users’ ability to describe, preview, 
access, and interpret file contents through the website, which can be a barrier to data 
sharing, inhibiting data reuse and the reproducibility of scientific analyses.   
The Thematic Real-time Environmental Distributed Data Services (THREDDS) 
and Hyrax data servers can provide cataloging functionality and support access to 
metadata and data for scientific datasets through various data access protocols 
(OPeNDAP, 2017; Unidata, 2017a). Multidimensional space-time data stored in file 
formats such as CDF or NetCDF can be stored and served with a single installation of 
these data servers. The THREDDS catalog and the Open-source Project for a Network 
Data Access Protocol (OPeNDAP) service are common services supported by these two 
data servers. THREDDS catalogs are logical directories of available online datasets that 
help discover data. The OPeNDAP services enable to subset or preview the contents of 
remote datasets and metadata. Moreover, OPeNDAP client software programs exist that 
can help retrieve remote datasets for analysis and visualization. These include NetCDF 
Operators (NCO) (Zender, 2008), Integrated Data Viewer (IDV) (Unidata, 2017b), and 
Panoply (NASA, 2018), etc. While this software stack can provide powerful and 
performant access to large volumes of multidimensional space-time data, one limitation is 
that sharing data requires server hardware and software to be set up and maintained. In 
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many cases, adopting this approach would not be practical, especially with small amounts 
of data or small research groups with limited information technology expertise or server 
resources. Additionally, the web server provides limited search capabilities, which may 
prevent or impede scientists from discovering datasets using search terms or the 
geolocation of the dataset, etc.  
The Repository for Archiving, Managing and Accessing Diverse Data 
(RAMADA) (http://ramadda.org/) is another web-based application framework that 
provides a broad suite of services for content and data management, publishing and 
collaboration. With RAMADA, users can search, access, upload, or comment on datasets. 
The system incorporates the OPeNDAP service and data analysis tools to provide 
functions for file content preview, metadata capture and curation, and data subsetting and 
analysis for multidimensional space-time data. However, as with the THREDDS and 
Hyrax data servers, sharing multidimensional space-time data with RAMADA requires 
setting up and maintaining the services, which may make sharing research datasets 
impractical for individual researchers or small research groups.  
The HydroShare multidimensional space-time data representation design and 
implementation reported in this paper was developed to address and overcome some of 
these limitations of existing methods. It provides functionality to help share 
multidimensional space-time data to promote data curation, publication, and reuse. The 
approach is different from that of other data sharing systems that take scientific datasets 
in various file formats as generic file objects with basic data sharing functionality.  
Rather, for HydroShare we developed functionality to support data management and 
reuse based on the features of each specific data type supported. This includes selection 
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of a file format and design of type specific metadata elements. We also designed type 
specific functions to facilitate data visualization, processing, and metadata management.  
This approach enables users to share multidimensional space-time data in the 
NetCDF file format and annotate them with descriptive metadata in HydroShare. Users 
can access shared datasets in HydroShare for file content preview, visualization, and 
processing. When made public, the data are automatically registered in a HydroShare-
connected THREDDS server that enables access using the OPeNDAP service without 
data providers being required to provision any server hardware or install or configure any 
software. In addition, with HydroShare’s inherent data discovery, versioning, publication, 
and social functions, users can collaborate around datasets from initial data preparation to 
final data publication, and the sharing, discovery, and reuse of multidimensional space-
time data is simplified.  
In this paper, we describe the design, development, and testing of this approach. 
We first introduce the HydroShare system and briefly describe its functionality, system 
architecture, and resource data model design. Next, we discuss our selection of the 
NetCDF file format to represent multidimensional space-time data in HydroShare and the 
metadata elements used to describe this data type. Then, we describe the functions 
developed based on this file format to enable remote data access for content preview, 
subsetting, visualization, and processing, as well as metadata capture and editing. Next, 
we provide an experimental case study in which we tested this approach to demonstrate 
the functions in HydroShare that can facilitate collaboration among users for data 
preparation, publication, and reuse. Finally, we summarize the work and describe future 




The goal for this work was to develop functionality for HydroShare to share 
multidimensional space-time data and provide a collaborative environment for curation, 
publication, discovery, and reuse of this data. The design and system architecture of 
HydroShare are extensible, which allows developers to add new elements for different 
hydrologic data types and incorporate them with existing system functions as was done 
here for multidimensional space-time data. We took advantage of the data sharing and 
social functions already developed within the HydroShare system and built additional 
functionality to support multidimensional space-time data sharing. Thus, a brief overview 
of HydroShare is given to provide context for the work described in this paper.  
HydroShare is a web based hydrologic information system, operated by CUAHSI, 
in which anyone can create an account to share datasets for research. A goal of 
HydroShare is to advance hydrologic science by enabling the scientific community to 
more easily and freely share products resulting from their research — not just the 
scientific publication summarizing a study, but also the data and models used to create 
the scientific publication. HydroShare provides functionality for metadata capture and 
curation, data manipulation, data publication, data discovery, and collaboration, including 
access control functionality for sharing with individuals, groups, or the public, and for 
enhancing the social value of resources through commenting and rating. Together, these 
functions represent a new paradigm in data sharing systems, supporting discovery 
through the integration of information from multiple sources, team work, collaboration, 
reuse of data, and transparency to enhance trust in research findings.   
HydroShare’s system architecture is centered on several open source components 
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(Heard et al., 2014). Figure 3.1 demonstrates how these components interact with each 
other. The major components include Django (https://www.djangoproject.com) and 
iRODS (http://iRODS.org/). Django is an open source Python web framework that 
provides the functionality used to build the web user interface to help users interact with 
HydroShare and manage their shared datasets and models. iRODS is a data system that 
supports data storage shared between distributed servers. Additionally, HydroShare’s 
Representational State Transfer (REST) application programming interface (API) and 
iRODS interface (e.g., iRODS python API) enable web applications, or Apps, deployed 
by the HydroShare development team or third party organizations (Rajib et al., 2016) to 
interact with the Django and iRODS components. This design enables HydroShare, in 
addition to providing core collaboration and data sharing functionality via its primary 
website, to support additional web services that interact via HydroShare’s RESTful web 
services to enhance the capability for data analysis and visualization as well as model 
simulation. 
The HydroShare resource data model was designed and implemented to manage 
various types of hydrologic datasets and models (Horsburgh et al., 2015). A HydroShare 
resource is the granular unit of shared content for access control, serialization for 
transport over the Internet, and cataloging for discovery within the system. A resource 
consists of a resource-level metadata file and resource content files. The resource-level 
metadata file is encoded using extensible markup language (XML) and is generated by 
HydroShare from user-created metadata that documents the resource. The resource 
content files may include single or multiple files that make up different hydrologic 
datasets or models uploaded into HydroShare by users. Additional informational or 
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readme files for the datasets or models may also be included as resource content files. In 
addition, HydroShare’s resource data model allows for definition of specific content 
types for widely used and well-known hydrologic data types and models, which extends 
the core resource data model through specification of a content type data model. The 
resource content files associated with a supported content type are grouped together into 
an OAI-ORE aggregation (Lagoze et al., 2008). The content type data model defines the 
file format and contents of the aggregated files along with aggregation-level metadata 
that provides the provenance information and describes the file contents.   
Figure 3.2 shows the organization of an example HydroShare resource. This 
example includes a physical file (a Microsoft Word document) and different content 
types representing time series, geographic features, and multidimensional space-time 
data. Each content type includes a single or multiple file(s) aggregated to represent one 
logical object (or dataset) and the aggregation-level metadata created as an XML file by 
HydroShare. The advantage of the resource data model design is that HydroShare can 
manage (e.g., storage on disk, packaging for delivery over the Internet, access control, 
and cataloging for discovery) multiple types of datasets and models in the same way, 
regardless of the file formats and contents. Meanwhile, a content type data model enables 
users to standardize file formats and syntax and to add additional metadata to describe the 
hydrologic dataset or model. Developers can then use the standardized file formats and 
metadata to create advanced functions to facilitate metadata management, data analysis, 
or visualization. This paper specifically reports the design of the content type data model 
for multidimensional space-time data and serves as an example demonstrating how to 




We designed the multidimensional content type in HydroShare to support the 
sharing of multidimensional space-time data. We first specified the format and syntax of 
the files that comprise a multidimensional aggregation and the metadata elements 
associated with the aggregation. Then the multidimensional content type was 
implemented within the HydroShare system. In addition, we developed automated 
functions to extract metadata from the uploaded files (e.g., extracting metadata 
automatically from uploaded files rather than having users enter it manually) and to set 
up the OPeNDAP web services to facilitate remote data access and subsetting for data 
preview, analysis, and visualization. Finally, we validated the design with an 
experimental use case to demonstrate how sharing multidimensional space-time data in 
HydroShare can help users collaborate around datasets to facilitate the activities involved 
in the data management life cycle. The detailed methods are described in the following 
sections.  
3.3.1 Multidimensional content type data model  
3.3.1.1 Content type files 
Since there are many scientific file formats capable of storing multidimensional 
space-time data, we evaluated the benefits and tradeoffs of these file formats and chose 
the one that we felt most suitable for data storage and management in HydroShare. We 
established the following criteria to decide the file format used to represent 
multidimensional space-time data in HydroShare. First, the data stored in the file needed 
to be organized in a way that helps understand the data structure and retrieve a subset for 
analysis. Second, the file format needed to be widely recognized and used in hydrologic 
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research, with available open source software or libraries to help analyze or visualize the 
data. Third, widely accepted standards needed to be available to guide users in how to 
organize the data contents and metadata in the file to promote interoperability for data 
processing and sharing.  
Based on these criteria, we compared CDF, HDF5, and NetCDF file formats and 
adopted the NetCDF file format to represent multidimensional space-time data in 
HydroShare. These three file formats use similar data models to hold multidimensional 
space-time data. Open source software programs for these file formats are also available 
to support data analysis or visualization. The reasons for selecting NetCDF were its wide 
use in modeling research in hydrology and aligned fields such as atmospheric science, its 
adoption as a standard (OGC, 2011) and support for standards for its metadata (Eaton et 
al., 2017; ESIP, 2017).  
A NetCDF file usually includes three components: dimensions, variables, and 
attributes. Dimensions may be used to represent one or more physical dimensions such as 
time, latitude, longitude, or height. They may also be used to index other quantities like 
station (e.g., the location of a monitoring site) or model run number. Variables are used to 
store an array of values to represent a physical phenomenon such as precipitation, 
temperature, or snow water equivalent. The array shape of each variable is defined by the 
dimensions, and different variables can be defined with different array shapes. Attributes 
are used to store metadata information. Global attributes provide information about the 
NetCDF dataset as a whole. These may include information about the data creator, a 
descriptive abstract, key words, and spatial and temporal coverage, etc. Variable 
attributes are used to provide information for a specific variable, such as the variable unit 
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and variable descriptive name. 
The NetCDF file format supports the creation of array-oriented datasets and can 
contain metadata that makes them self-describing and helps researchers understand the 
structure and the properties of the data. This file format is widely used to represent 
multidimensional space-time datasets as the input or output for hydrologic models (David 
et al., 2011; Sen Gupta et al., 2015; Thornton et al., 1997). It has also been used for data 
management and curation of data converted from other file formats (Guo et al., 2015). 
Moreover, many software programs and libraries available for NetCDF data processing, 
analysis, or visualization are widely applied among the research community (Unidata, 
2017c). Thus, researchers with these tools can easily manipulate NetCDF files. This 
capability was also an advantage that enabled us to develop the functions in HydroShare 
without starting from scratch. Furthermore, several conventions are available to promote 
the processing and sharing of data in NetCDF format. The Climate and Forecast (CF) 
(Eaton et al., 2017) convention specifies how to define the dimensions, variables, and 
attributes to represent multidimensional space-time data as regular grid data or point time 
series. Additionally, the Attribute Conventions for Data Discovery (ACDD) (ESIP, 2017) 
were designed to define the metadata attributes to describe the whole NetCDF dataset to a 
discovery system. These attributes can be extracted from the file and stored in a data 
sharing system to support data discovery or data processing.  
In HydroShare, aggregated files of a specific content type may consist of one or 
multiple files used to represent one logical object (or dataset). Thus, we specified that a 
multidimensional aggregation should include only one NetCDF file uploaded by the user 
and one metadata header information text file automatically generated by the system from 
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the uploaded file to provide a brief summary of the contents in the NetCDF file.   
For the NetCDF file, it is recommended that users define the dimensions, 
variables, and attributes by following the CF and the ACDD conventions. HydroShare 
does not prevent users from sharing multidimensional space-time data in NetCDF files 
that do not follow these conventions. However, the functions developed to harvest 
metadata were based on these conventions and when they are not followed metadata will 
not be automatically extracted and users will need to enter it manually.  
The metadata header information text file is generated using the NetCDF 
“ncdump -h” command, and is in a format that is widely recognizable to researchers who 
are familiar with NetCDF. This text file includes information about the defined attributes 
and data structures extracted from the NetCDF file and can provide users a brief 
summary of the file contents without needing to download the full data file that may be 
large.  
3.3.1.2 Content type metadata 
A HydroShare resource holding a multidimensional aggregation has two sets of 
metadata elements. One is the resource-level metadata that are the standard Dublin Core 
metadata elements common to all HydroShare resources describing the general attributes 
of a resource (title, creator, abstract, etc.). The other consists of content type metadata (or 
aggregation-level metadata) that are designed to describe the multidimensional 
aggregation. The content type metadata includes general elements to capture the basic 
information of any content type (e.g., keywords and coverage), and extended elements to 
capture the data features in the NetCDF file (e.g., spatial reference and variable 
information). Figure 3.3 shows resource-level and content type metadata elements and 
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example metadata information for a resource containing a multidimensional aggregation. 
Some of the metadata elements also contain sub-elements. For example, the 
“netcdfVariable” metadata element includes sub-elements to describe the name, data 
type, units, etc., for a given variable. 
In designing the multidimensional content type, we chose to extract metadata 
elements held within the NetCDF file and explicitly list them as the resource-level or 
content type metadata for two main reasons. First, this made it easier to present the full 
metadata description on a resource’s landing page in HydroShare, which is the web page 
for the user to view and manage the resource, making it more accessible to potential users 
of the data (e.g., potential users are not required to download or open the NetCDF file to 
learn about its contents). Second, explicit metadata helps HydroShare (and potentially 
other web services) catalogue the information to enable data discovery or facilitate 
interoperability for data processing and analysis functions.  
3.3.1.3 Content type implementation 
In HydroShare, a general pattern can be followed to add a new content type. A 
new content type will inherit from the abstract content type, and the new content type 
metadata will inherit from the abstract content type metadata. Since the abstract content 
type metadata includes general elements that apply to all content types, the extended 
metadata elements are added by inheriting from the abstract metadata element class. A 
new content type will also include specific data or metadata functions to, for example, 
provide functionality such as automatically harvesting metadata from data files or 
updating data files with user edits to metadata in HydroShare. Moreover, since a content 
type can’t exist independently outside of a resource, a “composite” resource type was 
80 
 
implemented in HydroShare as a container for different content types with in a resource. 
Given this general extensibility pattern, we implemented a new content type to 
manage multidimensional space-time data in HydroShare. A UML diagram of the logical 
database design for the multidimensional content type within a composite resource in 
HydroShare is shown in Figure 3.4. This presents only major classes, attributes, and 
methods and demonstrates the organization of this content type in HydroShare.   
In this diagram, the green frame contains the classes that define the composite 
resource type (CompositeResource class) and its corresponding resource-level metadata 
elements (ResourceMetadata class). The red frame contains the classes that define the 
new content type, which include four main categories: (1)  the abstract classes, including 
the AbstractContentType class, the AbstractContentTypeMetadata class, and the 
AbstractMetadataElement class that are inherited by any new content type; (2) the class 
to define the new content type (MDContentType); (3) the class to manage the content 
type metadata (MDMetadata); and (4) the classes to define the extended metadata 
elements of the content type (e.g. SpatialReference class and NetcdfVariable class).  
The CompositeResource class defines the composite resource type, which 
manages all the resource content files and provides data access control, data publication, 
and social functions for the resource. This class also contains the ResourceMetadata class 
that manages the resource-level metadata and creates the XML metadata file. 
Additionally, the CompositeResource class can include different content type classes 
(multidimensional as developed here, time series, geographic raster, etc.) to manage 
different types of hydrologic datasets in the resource.  
The MDContentType class inherits from the AbstractContentType class, which is 
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the abstract class that provides the interface to represent a content type in HydroShare. 
The AbstractContentType class includes the properties and methods for the system to 
manage a content type and provides a common interface to enable the content type 
related functions. Functionality specific to the multidimensional content type had to be 
developed by overriding some methods of AbstractContentType class. For example, the 
AbstractContentType class has a set_file_types() method that was overridden in the 
MDContentType class, which is used to check the uploaded multidimensional space-time 
data in NetCDF file format to create a multidimensional aggregation.  
The MDMetadata class inherits from the AbstractContentTypeMetadata class, 
which is the base class used by all content types to manage the content type metadata 
elements in the system. By inheriting from the abstract class, the MDMetadata class only 
needs to contain classes that represent the extended metadata elements, which are the 
SpatialReference and the NetcdfVariable classes. These classes all inherit from the 
AbstractMetadataElement, which is the base class used to represent a metadata element 
and defines its sub-elements and methods. In addition, the get_xml() method and 
has_all_required_elements() methods in the MDMetadata class override the 
corresponding methods from the abstract class. The get_xml() method is used to generate 
the content type metadata XML file for multidimensional content type. The 
has_all_required_elements() method is used to check if the required multidimensional 
content type metadata elements are provided by the user before the resource is shared to 
the public. 
3.3.2 Additional content type functions 
As described above, HydroShare provides a base set of functionality for each 
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resource that includes access control, publication, social functions, etc. However, one of 
the advantages of the design and implementation we describe here is that additional 
functionality can be developed for a specific content type to support specialized metadata 
management and sharing of the data via content type specific web services. In the 
following sections, we describe how this functionality was created for the 
multidimensional content type. 
3.3.2.1 Metadata management functionality 
In order to simplify the work required to record the metadata for sharing 
multidimensional space-time data in HydroShare, we designed two functions to (1) 
extract information (where it exists) from the NetCDF file to populate the resource and 
content type metadata elements, and (2) generate the metadata header information text 
file. When a user uploads a file with the “.nc” extension, HydroShare will test whether 
the file holds valid NetCDF content, and if successful, execute these functions to create a 
multidimensional aggregation from the file. 
We used the NetCDF utility “ncdump” and NetCDF4 Python library to implement 
these metadata extraction functions. Furthermore, we established a mapping between 
HydroShare’s metadata elements and the ACDD and CF conventions (Table 3.1). Thus, 
for files that follow either of these conventions, the automated metadata extraction 
function retrieves and populates matched HydroShare metadata elements. Additionally, 
for files without ACDD metadata elements, but with spatial or temporal coordinate 
variables given following the CF conventions, spatial and temporal coverage metadata 
elements determined by reading these data variables are populated in the content type and 
resource coverage metadata. 
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We also implemented functionality for editing the metadata in the NetCDF file 
through HydroShare. When a user edits the metadata in HydroShare, the system utilizes 
the metadata mapping (Table 3.1) to check for consistency between the NetCDF file and 
the HydroShare metadata. If there is a need to update the metadata in the NetCDF file, 
the system will notify the user, and the user can have the system update the file based on 
the new metadata edits. This functionality helps a user easily update the NetCDF file 
without having to download and manually edit it. When the initial file includes little 
metadata, this functionality makes it easy to create metadata in the file that follows 
NetCDF conventions.   
The metadata editing functionality described above was implemented using the 
NetCDF4 Python library and HydroShare iRODS client interface (Figure 3.1). When 
metadata needs to be updated, the system first copies the original NetCDF file from 
iRODS to a temporary folder. Second, the system writes HydroShare’s metadata into the 
copied file using the NetCDF4 Python library. Then, the system generates a new 
metadata header information text file from the updated copied file. Finally, the system 
replaces the original NetCDF file and the metadata header information text file in iRODS 
with these newly created files.   
3.3.2.2 OPeNDAP service 
OPeNDAP services add value to the web sharing of NetCDF files by enabling 
users to access the data for previewing, visualization, and processing from programs that 
consume these services such as NCO and Panoply. These services help users learn about 
and work with the contents of the datasets without being required to download them first. 
They also enable users to retrieve a subset of the data for use cases that require smaller 
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spatial or temporal extent. To provide this capability for HydroShare users, we automated 
the process of creating an OPeNDAP web service for all publicly shared 
multidimensional space-time data in HydroShare. Users can access and subset the dataset 
stored in HydroShare through an OPeNDAP data access form in a web browser or 
through existing OPeNDAP client software for data visualization or analysis.   
In HydroShare, support for OPeNDAP services was created by setting up a 
THREDDS data server to interact with HydroShare’s iRODS file storage system. In the 
system architecture shown in (Figure 3.1), the data server plays the role of a web service 
provided as part of HydroShare’s “Actions on Resources” functionality. The data server 
requires direct file system access to the NetCDF files for its OPeNDAP services. Thus, 
we used existing iRODS client software to interface to the iRODS Network file system 
(yellow arrow connecting the orange and purple frames in Figure 3.1). We developed a 
script that copies HydroShare public resources containing multidimensional aggregations 
using the iRODS “iget” command to a directory on the data server. This copying occurs: 
1) when access control for a private resource is changed to public; and 2) when the time 
stamp of a public resource on the data server is older than that in HydroShare and a data 
update is needed. This use of “iget” takes advantage of iRODS’ high performance data 
transfers, but in the present implementation does require duplicate storage of NetCDF 
files. Moreover, since the data server does not support file level user access control as 
would be required for access to private files in HydroShare, the OPeNDAP service is 
limited to NetCDF files stored in public or formally published resources in HydroShare. 
This functionality saves users the work that would be required to set up a server to host 
OPeNDAP services for their datasets and gives them the freedom to control when to 
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make their datasets accessible via OPeNDAP services by using HydroShare’s access 
control settings.  
3.3.3 Case study design  
Figure 3.5 depicts the cycle of activities involved in collaborative research and the 
HydroShare functions that support this. HydroShare enables users to incrementally add 
metadata to the initial dataset to prepare and describe it for permanent publication. 
Sharing data in HydroShare also enables users to easily discover and access datasets for 
reuse. The availability of detailed metadata can assist potential data users in determining 
whether the data are appropriate for reuse, and the availability of the OPeNDAP service 
means that potential data users can access and retrieve a subset of the data for 
visualization or analysis to derive new results. With social functions that include access 
control, commenting on, and rating of resources, HydroShare provides a collaborative 
environment in which users can work together to edit or describe datasets for formal 
publication or to communicate, evaluate, and iterate on datasets to improve data quality 
and potential for reuse. 
As a method for evaluating HydroShare’s capability to enable collaborative 
research around the workflow shown in Figure 3.5 that focuses on multidimensional 
space-time data, we considered the case where a researcher simulates the snowmelt 
process for the Dolores River watershed in the Colorado River Basin from 1988 to 2010. 
This was part of a study that the authors were involved in on snowmelt modeling and 
operational water supply forecasting within the Colorado River Basin. The model used in 
this study initially stored snow water equivalent output as separate two-dimensional 
geospatial data files for each 6-hour time step. This results in thousands of model output 
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files for a 22-year simulation. Sharing of these original model output files has limitations 
that make data management and reuse difficult. First, information may be lost if any file 
is missed during the file transfer process. Second, when the original model output files 
are in a format not widely used by the research community, it is inconvenient to extract 
subsets that involve thousands of files and difficult to find available software for data 
analysis or visualization.  
Thus, we developed a Python script to reorganize and convert the multiple 
original model output files into one NetCDF file, which includes simulated results for 
snow water equivalent with CF conventions used to define the dimensions and variables. 
Additionally, metadata elements from ACDD convention were added to the NetCDF file 
as global attributes that describe the whole dataset (e.g., “title” and “keywords”). Figure 
3.6 shows the data structure and the attributes defined in the NetCDF file. This file 
includes three dimensions to represent the spatial and temporal dimensions (“time,”“x,” 
and “y” dimensions). It also includes five variables, one of which stores the snow water 
equivalent data (“ueb_swe” variable). There are three variables that store the spatial and 
temporal coordinate data for the three dimensions (“x,”“y,” and “time” variables) and the 
last variable holds spatial reference information (“polar_stereographic” variable).  
Once this data was organized in a single NetCDF file, it was shared via 
HydroShare to enable others to discover and access the data, and add additional metadata, 
or use it in further analysis. The results for this case study presented below are used to 
validate the functions for sharing multidimensional space-time data in HydroShare to 
support data reuse. This case study involving multiple hypothetical users, was 
implemented by the first author acting as these users from separate HydroShare accounts. 
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3.4 Results  
3.4.1 HydroShare resource landing page and basic functions 
Upon uploading the case study dataset into an empty HydroShare composite 
resource, the type of data file was automatically recognized and a multidimensional 
aggregation was automatically created in the resource. HydroShare generated a resource 
landing page for this composite resource, which shows the resource content files and 
metadata as well as different functions for the user to interact with the system to manage 
the resource.  
In this resource landing page (Figure 3.7), there are buttons to trigger the 
functions for editing, managing access, deleting the resource, creating a new version, 
copying the resource as a new resource, and formal publication. The functions for 
managing access help the user control whether a dataset is private and shared only with 
trusted colleagues to prepare and annotate the dataset, or whether a dataset is exposed to 
the public for anyone to discover and access. The data versioning functionality can help 
the user manage the shared datasets with multiple versions when the original dataset 
evolves. The publication function is used to formally publish the final data product with 
an assigned digital object identifier (DOI) in HydroShare. The suggested citation 
information is also provided to encourage proper citation of this dataset. Additionally, 
this resource landing page provides the commenting and rating functions for users to 
communicate with each other and evaluate the shared datasets. The metadata panel at the 
right of the contents area shows the content type metadata for the multidimensional 
aggregation, in which the title, keywords, spatial/temporal coverage, spatial reference, 
and variable metadata were automatically extracted from the NetCDF file.  
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After the multidimensional aggregation was created in the resource, the user can 
manage access to share the resource only with trusted collaborators. One example could 
be a collaborator who edits the aggregation’s metadata to correct information in the 
NetCDF file or add information that is not in the NetCDF file. For instance, after a 
collaborator added information in the metadata panel, HydroShare’s consistency check 
identified the presence of newly added metadata and showed an “Update NetCDF File” 
button (Figure 3.7) to inform the user that the NetCDF file could be updated with the new 
information. Then, the collaborator clicked the button to have HydroShare update the 
metadata in the NetCDF file. This is an example of how, using HydroShare, multiple 
users can collaborate to annotate the resource with metadata. This metadata editing 
function also enhances NetCDF files to have more attributes that follow NetCDF 
conventions.    
After editing the metadata elements in HydroShare, the resource was made public, 
and another user discovered it using HydroShare’s search and filter functions (Figure 
3.8). This user provided a search term, and HydroShare listed matching resources by 
querying the HydroShare metadata elements such as title, abstract, and keywords. This 
user also used HydroShare’s map search function to determine the geographic location 
associated with this dataset. HydroShare can also query the spatial coverage metadata to 
identify resources that match coordinates input by the user. In addition, search results can 
be filtered based on different metadata facets, such as content type, author, and subject.  
3.4.2 OPeNDAP service 
When the resource was made public, the OPeNDAP service was enabled for the 
case study dataset. Any user can use the OPeNDAP service to access and subset this 
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dataset for analysis or visualization. Generally, there are two ways to use it: 1) through 
the OPeNDAP data access form in a web browser, or 2) through OPeNDAP client 
software.  
In HydroShare, the user can right click on the multidimensional aggregation 
folder or the NetCDF file within the folder to directly open the OPeNDAP data access 
form for the dataset (Figure 3.9 (a)), which allows users to preview or download a data 
subset from the NetCDF file through the website. In this data access form (Figure 3.9 
(b)), users can select the variable names and specify the spatial and temporal dimension 
indexes to subset the dataset. Moreover, the data access form also provides the “Data 
URL” that can be used in OPeNDAP client software to access and subset the dataset for 
visualization or analysis. 
For example, consider a user who discovered this resource in HydroShare and 
wanted to reuse a subset of the model results for water year 2009. This user could use the 
OPeNDAP service and different client software for data visualization and analysis 
without downloading the whole NetCDF file to a local computer. As a demonstration of 
this, Figure 3.10 (a) shows a two-dimensional graph of the distribution of snow water 
equivalent in the test watershed at a single time step generated by entering the OPeNDAP 
“Data URL” into the Panoply visualization tool. As the case study dataset was saved in 
the NetCDF file format following the CF convention, Panoply can easily interpret the 
data contents and retrieve the subset via the OPeNDAP service for visualization. The 
Panoply user only specified the dimension index information in the software for data 
subsetting, and the software then automatically retrieved the data from HydroShare via 
the OPeNDAP service to generate the plots. 
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There are also some free tools and libraries for data processing and analysis for 
NetCDF files such as NCO and the NetCDF4 Python library. For instance, NCO can be 
used to programmatically access and subset the discovered dataset for analysis. Figure 
3.10 (b) shows the NCO commands used to access, subset, and process the case study 
dataset using the OPeNDAP service. The code first subsets the data from January 1st to 
May 31st, 2009, identifies the maximum snow water equivalent for each grid cell within 
this period, and writes the result to a new NetCDF file (max.nc). This provides the model 
result for maximum snow accumulation (assumed to occur within this period) for that 
year. The code then retrieves the data for April 1st and April 15th (april_1.nc and 
april_15.nc) and evaluates the snow water equivalent difference between the two dates to 
create a new NetCDF file (diff.nc). This provides the analysis result for accumulation 
(increase) or ablation (decrease) during this period. Water managers often track such 
snow water equivalent changes in water supply forecasts.  
This use case demonstrated the activities shown in the collaboration cycle 
depicted in Figure 3.5, and how to use OPeNDAP and client software for data analysis in 
HydroShare for collaborative research. After the original user organized the model output 
files into one NetCDF file and shared it in HydroShare (Gan, 2019a), other users were 
able to directly subset the data for visualization and analysis without downloading the 
whole dataset to local computers. This way to share the data makes it more convenient 
for data analysis when compared with sharing thousands of model output files in a not 
widely used file format. Additionally, the data analysis code and the derived NetCDF 
files can be uploaded into HydroShare as a new resource to support data reuse and 




The case study illustrated how organizing multidimensional space-time data using 
the NetCDF file format and sharing it in HydroShare provided added value in terms of 
functionality for metadata management, data analysis, and visualization. When compared 
with other data sharing methods for multidimensional space-time data, this approach has 
several advantages.  
First, this approach provides functionality to capture, expose, and edit the 
metadata stored in the NetCDF file. The creator or manager of the dataset can add 
metadata through forms in a web browser and have it encoded following widely used 
conventions. Metadata is more accessible to potential data consumers on the resource 
landing page, header text file, and via the machine readable metadata XML files. Other 
data sharing methods such as Dropbox, Google Drive, or Figshare do not automatically 
expose the metadata from a NetCDF file for viewing or editing, making it harder to read, 
edit, and understand the file contents and determine appropriate uses for the data. 
Although THREDDS or RAMADA can expose the metadata, it is difficult to edit the 
metadata in the file directly. Moreover, the manage access function in HydroShare 
enables users to collaborate on metadata editing and thus improve its description of the 
data.  
Second, this approach provides OPeNDAP services for shared datasets, which 
support data analysis, visualization, and reuse that enhance opportunities for  
collaboration around the data in the derivation of new results or data products. In 
HydroShare, users have the freedom to decide when to expose shared datasets through an 
OPeNDAP service by simply changing the resource sharing status. They also do not need 
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to setup and maintain the data server themselves. Other available methods either do not 
provide an OPeNDAP service or require effort to set up and maintain a server and 
service.  
Third, this approach provides better data discovery functionality for the shared 
datasets. For example, Hyrax or THREDDS servers require the users to know the naming 
and directory hierarchy of files. Our approach improves data discovery functionality by 
supporting keyword and geolocation searches based on a catalog of metadata extracted 
from the NetCDF file or input by the data provider.  
In addition, there is other HydroShare functionality useful but not available for 
some other exiting methods for sharing multidimensional space-time data. For example, 
HydroShare’s data publication functionality helps users formally publish their datasets 
and obtain a citable DOI, which can formally link published datasets with published 
research manuscripts to enhance reproducibility and help others cite published datasets. 
This supports users in receiving citation credit for their data. 
In our approach, two key factors make this advantageous functionality available. 
First, we adopted a standard file format (NetCDF) to organize multidimensional space-
time data. This file format has conventions that standardize how data and metadata are 
organized in the file to improve the interoperability of datasets. Based on this file format, 
we utilized existing tools and standard data services to develop additional functions for 
metadata management, data analysis, and visualization to promote data reuse. Second, we 
created automated functionality (e.g., metadata extraction, OPeNDAP service creation) 
that makes sharing of multidimensional space-time data easier. HydroShare's data sharing 
functionality applies to all data types, while at the same time allowing value added 
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functionality for specific data types. This system design helps improve consistent data 
discovery, access, and publishing across the broad range of data types used by scientists 
in the hydrology domain. 
However, there are limitations that need further improvements for sharing 
multidimensional space-time data in HydroShare. One limitation is that the NetCDF file 
format may be a bit obscure to some users. As with any file format, users need to learn 
how to organize multidimensional space-time data in this file format for data sharing. 
One way to facilitate this would be to make the system support automatic file format 
conversion to transfer data from other formats into NetCDF format. Another limitation is 
web-based visualization. There is a need for additional web applications developed to 
provide researchers with greater capacity to process and visualize datasets directly 
without transferring the data or subsets of the data between the data sharing system and 
their local computers.  
3.6 Conclusions 
HydroShare is a web based hydrologic information system that provides 
researchers with a platform to share their hydrologic data and models. As 
multidimensional space-time data is one of the widely used data types in hydrologic 
research, we developed an approach to support sharing of this data type within 
HydroShare. 
This work has demonstrated sharing multidimensional space-time data in a 
standard file format (NetCDF) and with value added functions, which are supported in 
the framework of HydroShare’s resource data model and web based collaboration 
platform to enhance analysis, visualization, and reuse of this data. In concert with 
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existing HydroShare functionality, the work described here enables relatively 
straightforward sharing and formal publication of multidimensional space-time data. This 
increases transparency and reproducibility of the associated research. This also enables 
and promotes reuse of data, and the derivation of additional value from research data 
investments.  
We demonstrated how the new functionality developed solves issues faced by 
researchers who are using alternative or more traditional methods of sharing this type of 
data, including difficulty in previewing or processing datasets without downloading them 
and the lack of advanced metadata editing, sharing, and social functions that encourage 
collaboration around shared datasets. In HydroShare, researchers can preview and edit 
the metadata for datasets in a NetCDF file and access or subset them with the 
automatically configured OPeNDAP service and existing tools. They can also discover 
datasets using HydroShare’s flexible metadata-based data discovery capabilities. Along 
with other functions such as data versioning and social functions, researchers can manage 
their multidimensional space-time datasets and collaborate with colleagues for data 
preparation, description, publication, discovery, and analysis.  
Beyond the context of the new functionality we have demonstrated within the 
HydroShare system, another contribution of this work is that the methods we developed 
for improving sharing of multidimensional space-time data can be used as examples for 
supporting other data types in HydroShare or for better supporting multidimensional 
space-time data in other systems. CI developers who are going to build or have built a 
data sharing system to support multidimensional space-time data sharing can use the 
recommendations of this work to organize data in a standard file format and document 
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the datasets using the standards-based metadata. They may also be able to establish 
standard data services or develop new functionality to facilitate metadata management, 
data analysis, or visualization. Adopting standard formats and techniques across data 
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Table 3.1 Mapping between HydroShare metadata terms and the NetCDF conventions 
metadata terms. 
HydroShare metadata terms NetCDF conventions metadata terms  
creator: name creator_name (ACDD) 
creator: url creator_url (ACDD) 
creator: email creator_email (ACDD) 
contributor: name contributor_name (ACDD) 
coverage (temporal): start time_coverage_start (ACDD) 
coverage (temporal): end time_coverage_end (ACDD) 
coverage (spatial): northlimit geospatial_lat_max (ACDD) 
coverage (spatial): southlimit geospatial_lat_min (ACDD) 
coverage (spatial): eastlimit geospatial_lon_max (ACDD) 
coverage (spatial): westlimit geospatial_lon_min (ACDD) 
description summary (ACDD) 
relation: cites references (ACDD) 
rights license (ACDD) 
source source (CF) 
subject keywords (ACDD) 
title title (ACDD) 
identifier id (ACDD) 
netcdfVariable: unit unit (CF) 
netcdfVariable: descriptiveName long_name (CF) 
netcdfVariable: missingValue missing_value (CF) 
netcdfVariable: comment comment (CF) 














Figure 3.2 Example HydroShare resource including a physical file and different OAI-














Figure 3.3 Metadata elements for a HydroShare resource holding a multidimensional 
aggregation. Panel (a) shows Dublin Core metadata elements held at the resource level. 
Panel (b) shows metadata elements specific to the multidimensional content type. Each 
Dublin Core metadata element is prefixed with “dc”; each metadata element defined by 
HydroShare is prefixed with “hsterms.” Individual metadata element names are labeled 











Figure 3.5 HydroShare supports the collaborative sharing of multidimensional space-
time data with multiple functions that facilitate the cycle of data sharing activities 





Figure 3.6 Data structure and attributes of the case study dataset expressed in NetCDF 








Figure 3.7 Resource landing page for the case study dataset. Panel (a) shows the basic 
data sharing functionality for a resource. Panel (b) shows the content type files, content 








Figure 3.8 Data discovery of the case study dataset with the search and filter functions in 
HydroShare. Panel (a) shows the data discovery with a search term. Panel (b) shows the 







Figure 3.9 OPeNDAP data access form for the case study multidimensional space-time 
data. Panel (a) shows the way to open the OPeNDAP dataset access form through the 
resource landing page. Panel (b) shows the OPeNDAP data access form to help 









Figure 3.10 Data visualization and analysis for the case study multidimensional space-
time data by using the OPeNDAP service and its client software programs. Panel (a) 
shows a 2D graph of snow distribution using Panoply. Panel (b) shows data processing 





 INTEGRATING HYDROLOGIC MODELING WEB SERVICES WITH 
ONLINE DATA SHARING TO PREPARE, STORE, AND EXECUTE 
HYDROLOGIC MODELS 1 
 
Abstract 
Web based applications, web services, and online data and model sharing 
technology are becoming increasingly available to support hydrologic research. This 
promises benefits in terms of collaboration, computer platform independence, and 
reproducibility of modeling workflows and results. In this research, we designed an 
approach that integrates hydrologic modeling web services with an online data sharing 
system to support web-based simulation for hydrologic models. We used this approach to 
integrate example systems as a case study to support reproducible snowmelt modeling for 
a test watershed in the Colorado River Basin, USA. We demonstrated that this approach 
enabled users to work within an online environment to create, describe, share, discover, 
repeat, modify, and analyze the modeling work. This approach encourages collaboration 
and improves research reproducibility. It can also be adopted or adapted to integrate other 
hydrologic modeling web services with data sharing systems for different hydrologic 
models. 









Hydrologic modeling is essential as a guide to formulating strategies for water 
resources management or as a tool of scientific inquiry (Dingman, 2008). However, 
hydrologic modeling research presents a number of challenges. Modelers need to 
discover and collect data from various sources (Archfield et al., 2015) and use it to 
prepare model inputs. Model input preparation can be time consuming and may require a 
substantial learning curve, especially where programming is needed (Miles, 2014). 
Furthermore, modelers may need to access high performance computing (HPC) resources 
to effectively handle large scale or complicated hydrologic model simulations (Kumar et 
al., 2008; Laloy and Vrugt, 2012). Curating and sharing modeling datasets and metadata 
publicly is also important to improving reproducibility (Demir and Krajewski, 2013; 
Archfield et al., 2015; Hutton et al., 2016). Collaboration among people from various 
disciplines and areas is one of the key factors in catalyzing new research findings 
(Silliman et al., 2008). For instance, the water-food-energy nexus research requires 
expertise from various fields and cross-sector collaboration to enhance the water, energy, 
and food security. A system that provides a way to effectively communicate and 
collaborate in their research projects would be of significant value.  
With the development of web technologies and standards, one promising direction 
is to provide web services or web applications to help people overcome these challenges 
and improve the efficiency of hydrologic modeling work. Some systems help acquire or 
preprocess datasets as model input files for hydrologic models (Leonard and Duffy, 
2013). For instance, Billah et al. (2016) developed web services that help to automate the 
grid data pre-processing workflow for preparation of model inputs for the Variable 
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Infiltration Capacity (VIC) model (Liang et al., 1996). The workflow includes the 
information that allows others to independently reproduce the model results and acts as a 
means for documenting the steps used to create model input files. Some systems focus on 
simulation using a specific hydrologic model while others couple different hydrologic 
models to simulate integrated hydrologic processes. For example, SWATShare (Rajib et 
al., 2016) established a collaborative environment to publish, share, discover, and 
download Soil and Water Assessment Tool (SWAT) models. This cyberinfrastructure 
also supports SWAT model calibration running on HPC resources and visualization of 
model outputs. The Community Surface Dynamics Modeling System (CSDMS) 
(Peckham et al., 2013) created an environment that promotes the sharing, reuse, and 
integration of open-source modeling software. Many models in CSDMS are installed and 
maintained on its high-performance cluster. CSDMS members can access these resources 
and integrate them for complex model simulation. Other systems support both model 
input preparation and simulation to facilitate modeling work. The framework of 
AWARE, which is described as “A tool for monitoring and forecasting Available WAter 
REsource in mountain environments,” was developed to offer online geospatial 
processing services and other tools to help users monitor and forecast water resources in 
Alpine regions (Granell et al., 2010).  
Although these web services or web applications improve the efficiency of 
hydrologic modeling work, they do have limitations. One limitation is that it may require 
programming to use the web services and thus be difficult for those without the required 
programming skills or knowledge to use them. Another limitation is related to the 
reproducibility of the modeling work, an essential principle in scientific research (Hutton 
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et al., 2016). The model input/output files and the programming code for data processing 
and analysis are often not well curated and shared with the public (Stagge et al., 2019). 
This hinders the ability for the modeling community to reproduce and verify the 
modeling work and reuse the results.   
In this research, our goal was to integrate hydrologic modeling web services with 
a data sharing system to provide web-based simulation that improves the reproducibility 
of the modeling work and the usability of these web services. We define web-based 
simulation as the use of web technologies to develop, execute, and analyze simulation 
models with the web browser playing an active role in the modeling process, either as a 
graphical user interface or as a container for the simulation engine (Byrne et al., 2010; 
Walker and Chapra, 2014). We sought to provide an online environment within which 
users can prepare model input, execute the model, share and analyze the results, and 
repeat or modify the modeling work for collaboration.  
To achieve this goal, we designed an approach for system integration. The general 
idea was to add a browser-based graphical user interface for the modeling web services to 
simplify the way of using them without programing and to take advantage of a data 
sharing system to provide advanced data curation and management capability beyond 
existing modeling web services and add value to them. As a case study, we used this 
approach to integrate two example systems, HydroDS and HydroShare, to support web-
based simulation for a snowmelt model. The functionality implemented was evaluated 
using use cases based on snowmelt modeling in a test watershed of the Colorado River 
Basin, USA. HydroDS is a system that provides hydrologic modeling web services to 
process terrain and climate datasets as model inputs for distributed hydrologic models 
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such as the Utah Energy Balance (UEB) snow model (Tarboton and Luce, 1996). This 
system also provides a Python client for the Representational State Transfer (REST) web 
service application programming interface (API) for users to write Python code to 
automate data processing workflows. Model input and output files can be temporarily 
saved in the HydroDS system and are then downloadable for further analysis. 
HydroShare is a hydrologic information system and repository for sharing hydrologic 
data, models, and analysis tools (Tarboton et al., 2014). In HydroShare, the hydrologic 
datasets or models can be shared as resources (Horsburgh et al., 2015) which can be 
published, collaborated around, annotated, discovered, and accessed. Aside from the data 
sharing functions, HydroShare also provides a REST API and corresponding Python 
client library that enables other systems including web applications (or apps) to interact 
with HydroShare.  
This approach makes the hydrologic modeling web services available to a broader 
community of users who have limited programming skills. By sharing the datasets, 
scripts, and metadata of modeling work in a data sharing system, the research community 
will be better able to discover and access them for reuse and collaboration. This approach 
also facilitates research validation and experimentation within an online environment 
without model configuration and data transfer or using the storage and computing 
resources of the user’s local machine. Additionally, this approach reuses and extends 
open source software to promote reproducible research. It can be adopted or adapted to 
integrate other hydrologic modeling web services with data sharing systems for different 
hydrologic models.  
In Section 2, we introduce the general architecture design and the case study 
116 
 
design that uses this approach to integrate two example systems (HydroDS and 
HydroShare). In Section 3, we present the case study results, which describes the 
integration of the functionality implemented and snow modeling use cases for 
functionality test. Sections 4 is discussion and Section 5 summary and conclusions.   
4.2 Methods  
4.2.1 General approach 
The purpose of the system integration is to support web-based simulation that : 1) 
provides easy access through a web browser to use the modeling web services,  2) 
provides online data curation and sharing to support management and reuse of the 
modeling work, and 3) avoids the complexity of changing existing systems to achieve 
system integration. 
Based on these criteria, we designed a three-layer architecture to integrate 
hydrologic modeling web services with a data sharing system. This architecture includes 
a user interface layer, a data service layer, and a data storage layer (Figure 4.1). The user 
interface layer can be a web app that provides browser based user interface for modelers 
to use the hydrologic modeling web services without programming. This user interface 
layer web app can be hosted on other web servers separate from the data service layer or 
the data storage layer and interact with them through REST APIs. This design decouples 
the user interface web app from the other two layers and avoids significant changes in the 
existing systems. The data service layer is a system that hosts hydrologic modeling web 
services. This layer can receive web requests from the user interface layer to prepare 
model input datasets or execute hydrologic models. The data storage layer is a data 
sharing system to store and share modeling work created and transferred from the data 
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service layer. This design uses the emerging functionality of data sharing systems to 
avoid additional software development work and provide the storage and data curation 
needs for systems that host hydrologic modeling web services. 
4.2.2 Case study design 
Our case study was designed to use this general approach and integrate example 
systems to test if the system integration can support web-based simulation to improve 
research reproducibility and reduce the need for coding to use the modeling web services. 
Thus, we used the three-layer architecture to integrate HydroShare and HydroDS, and 
designed use cases to evaluate the application of implemented functionality for snowmelt 
modeling in a test watershed of the Colorado River Basin.  
We chose these systems because: 1) they represent the general functionality of 
hydrologic modeling web services (HydroDS) and data sharing systems (HydroShare); 
and 2) the author has access to both systems and is thus able to work on them for 
integration. In the following, we first provide background on these systems and then 
present the case study design.   
HydroDS is a system that provides web services to simplify model input 
preparation for distributed hydrologic models (Gichamo, 2019). Modelers can use these 
web services to create model input files and save the time and energy often spent 
collecting datasets from multiple sources and developing code to preprocess the data into 
required file formats. For example, Table 4.1 shows the UEB model input variables and 
the major HydroDS Python client functions used to prepare them. The UEB model 
requires climate, terrain, and canopy datasets as model input and uses Network Common 
Data Form (NetCDF http://www.unidata.ucar.edu/software/netcdf/) as its input/output 
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file format. Modelers can use HydroDS Python client functions to write data processing 
code for input preparation. These web services store generated datasets in HydroDS and 
preprocess them to NetCDF format for a given area.  
The HydroDS system was built using Django, an open-source Python web 
framework for web development (https://www.djangoproject.com/) (Figure 4.2). Several 
open-source libraries and software programs for processing NetCDF and raster datasets 
were installed in HydroDS, such as NetCDF4 Python module, NCO (Zender, 2008), 
GDAL (http://www.gdal.org/), and TauDEM (Tarboton, 1997). Additionally, datasets 
from multiple sources for input preparation were also stored in this system, including the 
National Elevation Dataset (NED) (Gesch, 2007), National Land Cover Datasets (Homer 
et al., 2015), and Daymet climate data (Thornton et al., 2016). A Python client program 
for the HydroDS web services called “Hydrogate” (https://github.com/CI-
WATER/hydrogate_Python_client) is available for users to write Python code and make 
web requests to HydroDS. 
HydroShare’s system architecture (Figure 4.3) is centered on several open source 
components (Heard et al., 2014). The major components include Django and iRODS 
(http://iRODS.org/). Django provides the functionality that was used to build the web 
user interface to help users manage their shared datasets or models. iRODS is open 
source data management software that is used for data storage and access control. Aside 
from data sharing functionality, web apps hosted on other web servers can also connect to 
HydroShare. For instance, the CUAHSI JupyterHub web app (http://jupyter.cuahsi.org) is 
an example that is developed by others (Castronova, 2016) and connected to HydroShare. 
This web app was built with the JupyterHub software stack (https://jupyter.org/hub) and 
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configured with many scientific Python libraries and tools and provides an online 
programming environment where researchers can load data from HydroShare and 
develop Python code for data analysis and visualization. Another example is the 
HydroShare Tethys Apps portal (https://apps.hydroshare.org/apps/), a system established 
by the HydroShare team to host multiple web apps and interact with HydroShare 
resources. This web portal was built using the Tethys platform (Swain et al., 2016) that 
includes various software suites and development kits to alleviate the difficulties non-
professional programmers may have in developing web apps for environmental data 
visualization, analysis, and modeling applications. In order to enable information 
exchange between HydroShare and the HydroShare Tethys Apps portal, Oauth 
(https://oauth.net/) is used to support user authentication and authorization, and the 
HydroShare REST API Python client “hs_restclient” 
(https://github.com/hydroshare/hs_restclient) is used to transfer the datasets between the 
two systems. 
In our case study design, we applied the three-layer architecture based on the 
features of HydroDS and HydroShare to support modeling work of the UEB model 
(Figure 4.1). A Tethys web app (the UEB web app) was developed and hosted in the 
HydroShare Tethys Apps portal and serves as the user interface layer to provide easy 
access to the HydroDS web services. HydroDS is the data service layer used to prepare 
the model input files and execute the model. HydroShare acts as the data storage layer to 
store and share the results created from HydroDS. The main activity between the UEB 
web app and HydroDS is the transfer of user input information to make web requests for 
model input preparation or model simulation. Between HydroDS and HydroShare, the 
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activity is mainly the transfer of model input/output files and associated metadata for 
modeling work. The UEB web app also interacts with HydroShare to retrieve the 
metadata of shared model input files to facilitate model simulation.  
We evaluated the system integration for two snowmelt modeling use cases. These 
use cases were designed to use the web-based simulation functionality to test the 
sensitivity of the UEB model to grid cell resolutions and find out if different grid cell 
resolutions for the model input files can lead to different snow outputs. This finding can 
help modelers to evaluate the tradeoffs between model performance and computational as 
well as data storage requirements. In the first use case, a user prepares model input, 
executes the model, and curates the results in HydroShare. In the second use case, 
another user discovers the shared modeling work in HydroShare and modifies the work to 
derive new results with higher grid cell resolution and compares the snow outputs from 
the two use cases.    
4.3 Results 
4.3.1 System integration 
4.3.1.1 User interface layer 
The UEB web app was developed as a Tethys web app and hosted in the 
HydroShare Tethys Apps portal to provide a graphical user interface for HydroDS web 
services. We chose this web portal to host the UEB web app for several reasons. First, 
this decouples the user interface application from the systems that hosts data or 
hydrologic modeling web services. Loosely coupled systems allow changes in one system 
without big changes in the other systems making them easier to maintain. Second, this 
web portal is built on Tethys platform that provides software development kits to 
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simplify the web app development and lower the requirement of learning multiple 
languages, which reduces the coding required (Swain et al., 2016).  
The UEB web app was designed to provide three functions: model input 
preparation, model execution, and job status checking. Users can interact with this web 
app to perform modeling work without writing program code to simplify access to 
HydroDS. Figure 4.4 (a) shows the user interface for model input preparation. This has 
two main sections: the user input form section on the left and the map view section in the 
center. The user input form section allows the user to enter settings to create a complete 
model input package for model simulation. The map view section helps the user draw a 
bounding box and/or an outlet point to specify the modeling domain. After the user fills 
out the form and clicks on the “Input Data Preparation” button, the web request is sent to 
HydroDS and a corresponding job ID is returned so that the UEB web app can monitor 
the status of the submitted job. Figure 4.4 (b) shows the user interface for model 
execution. It also has two main sections: the model input information section on the left 
and the map view section. The model input information section allows the user to select a 
model input package stored in HydroShare. When the user selects a model input package, 
its corresponding metadata is retrieved from HydroShare and shown in this section. 
Furthermore, if the metadata includes the bounding box and outlet point information for 
the modeled domain, it will be automatically shown on the map to orient the user 
geographically. After the user clicks on the “Submit Model Execution” button, the web 
request is sent to HydroDS, and the corresponding job ID is returned so that the UEB 
web app can monitor the job status. Figure 4.5 shows the job status checking user 
interface where the status of submitted model input preparation or model simulation jobs 
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is shown. When the job is completed successfully, the user is provided with a link to the 
resource in HydroShare that stores the model input package (in the green frame) or model 
output files (in the red frame). If the job fails, the user will be provided with detailed 
error information (in the yellow frame).   
The UEB web app was built based on Tethys, which by default includes a narrow 
left panel and a wide right panel in the main app section. We designed the app to display 
a map in the main app section and parameter entry form with control buttons on the left.  
Menu bars at the top were used to switch between steps in the designed use of the app, 
which can provide the user with guidance on the functionality of each page. 
Implementing this design required Hypertext Markup Language (HTML) and cascading 
style sheets (CSS) to customize the default layout provided by Tethys. The user input 
forms in the left panel were implemented using Bootstrap, an open-source front-end web 
framework (http://getbootstrap.com/) and the Template Gizmos API 
(http://docs.tethysplatform.org/en/latest/tethys_sdk/gizmos.html) from the software 
development kit of Tethys platform. The map view in the right panel was implemented 
using the Google Maps JavaScript API (https://developers.google.com/maps/). 
Additionally, the HydroShare REST API Python client was used to manage all the 
interactions between the user interface layer and the data storage layer. For example, the 
metadata for existing model input packages from HydroShare can be retrieved using the 
Python client and displayed on the model execution interface.  
4.3.1.2 Data service layer  
In the HydroDS system, we implemented new web services and job submission 
capability, which were used by the UEB web app for model input preparation, model 
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simulation, and job status checking.   
 This was a departure from the original design for the HydroDS web services, 
which required users to make multiple web requests to process various datasets for input 
preparation (Table 4.1). It is inefficient for the UEB web app to send multiple web 
requests to HydroDS and periodically check for completion. Thus, we used the existing 
data processing functionality in HydroDS and implemented a new web service for model 
input preparation, which enables the UEB web app to submit a single web request to 
HydroDS to accomplish the work. Figure 4.6 (a) shows the detailed tasks done by this 
new web service. It first creates a complete UEB model input package that includes both 
the input data files and the model parameter files. Then, it generates a Python file to 
document the details of how the model input package can be created using the HydroDS 
Python client. Finally, it transfers all of the files and associated metadata to HydroShare.  
In this web service, the Python script created was designed to provide input preparation 
details instead of hiding the processing work behind the scenes as a black box to users. 
This Python script can be reused to reproduce or derive new model input for the UEB 
model. It can also be used as an example to learn how to use HydroDS web services and 
create input preparation workflows for other hydrologic models.  
We also implemented a new web service that helps the UEB web app to make a 
single web request to HydroDS for model simulation. Figure 4.6 (b) presents the specific 
tasks accomplished by this web service. It first downloads the model input package from 
HydroShare into HydroDS. Then, it validates the model input package to check if there 
are missing files required for executing the model. If the validation is successful, 
HydroDS executes the UEB model and then transfers the model output files and stores 
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them with the model input package in HydroShare. To support data transfer between the 
data service and data storage layers, the HydroShare REST API Python client 
“hs_restclient” was used for reading and writing files and metadata to and from 
HydroShare. 
In order to improve the user experience, we also added job submission capability 
for the two new web services. When users use the UEB web app to make web requests to 
HydroDS, the system responds with a job ID, and the model input preparation or model 
execution process can be accomplished asynchronously so that users are able to check the 
job status any time after the job submission. Web services for querying the job status 
from HydroDS were also implemented, and were used by the UEB web app to get the job 
details and present them on the user interface.  
4.3.1.3 Data storage layer 
In HydroShare, we chose the “model instance” resource type (Morsy et al., 2017) 
to support curation and sharing of the data files and metadata generated by HydroDS.  
This resource type was specifically designed to support the collaborative sharing of 
model input/output files and their associated metadata, which best suits our requirement 
to improve reproducibility of hydrologic modeling research (Figure 4.7). For example, 
users can store model input/output files in a HydroShare model instance resource and 
describe them with predefined resource-level metadata as well as user-defined key-value 
pair metadata. This can help others discover and access the model instance with enough 
information for reuse. Users can also manage the resource access control, so that it can be 
kept as private and accessed only by trusted users to prepare and edit the contents, or it 
can be shared to the public so that anyone can discover and reuse it for validation or 
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deriving new results. In addition, users can formally publish their modeling work in 
HydroShare to get a digital object identifier (DOI) and suggested citation information. 
This encourages proper citation of the shared work. 
When the UEB web app is used for model input preparation, a new model 
instance resource is created in HydroShare to store the model input package. The 
information entered in the user input form of the UEB web app is stored as user-defined 
resource metadata in HydroShare, which saves users from manual metadata editing work 
to provide detailed information about the input package. When the UEB web app is used 
for model simulation, the model instance resource is downloaded from HydroShare into 
HydroDS for execution, and the resulting model output files are sent back to the 
corresponding model instance resource in HydroShare. In the case where a user submits a 
model simulation job but deletes the model instance resource before the job completes, a 
new model instance resource is created that includes model input package and output 
files after the model simulation. The user can run the simulation to generate model output 
multiple times with all the results stored in the same resource. Additionally, other users 
can use the resource copy function in HydroShare to duplicate the model instance 
resource as their own new resource to repeat or build on the modeling work. 
In addition to using the model instance resource for data curation and sharing, we 
also used the CUAHSI JupyterHub web app, an online programming environment that 
supports the development and execution of program code from a Jupyter Notebook file. 
The benefit of using this web app is that users do not need to download the modeling 
work and install software on their local computers for post-modeling analysis or to 
reproduce or reuse a shared model instance. Instead, the model instance resource can be 
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directly retrieved from HydroShare into this web app for reuse. They can develop and 
execute Python code in a Jupyter Notebook file to visualize or analyze the model 
input/output datasets (Figure 4.8). Other users can also use this web app and the Python 
script from the model instance resource to repeat or modify the model input preparation 
workflow to validate the existing model input package or generate a new model input 
package (Figure 4.9). This provides another option for model input preparation, that is 
more scripted, but less graphical user interface friendly than the UEB web app. 
4.3.2 Snowmelt modeling 
We used the Animas watershed in the Colorado River Basin (Figure 4.10) as the 
study area to implement our two use cases for model input preparation, then simulation of 
snowmelt for water year 2010. This served to validate the implemented functionality and 
test if the system integration can provide web-based simulation to support hydrologic 
modeling.     
In the first use case the UEB web app was used to prepare the model input 
package, execute the model, and then have all the results automatically copied into a 
HydroShare resource. Figure 4.4 and Table 4.2 show the interfaces and detailed settings 
information that were used in the UEB web app for model input preparation and model 
simulation for the Animas watershed. Figure 4.5 shows the job status of the 
corresponding results. The green frame is the status for model input preparation, and the 
red frame for model simulation. Figure 4.7 is the resource landing page for the model 
instance resource (Gan, 2019a), which was created to store the model input/output files, 
the associated metadata, and the Python script of the input preparation workflow for the 
first use case.  
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The second use case demonstrated collaboration and showed how the modeling 
work created in the first use case could be discovered, modified, and reused to derive new 
findings. Assume that the user who prepared the model in the first use case was user 1, 
and the user who collaborated and reused the model was user 2. The first author of this 
paper actually acted as both users with separate HydroShare accounts to prepare this 
illustration. The second use case included the following steps. First, user 2 discovered 
and got access to the model instance resource created by user 1. Second, user 2 retrieved 
the resource into the CUAHSI JupyterHub web app, which was used to modify the 
Python script from the model input package of the first use case to create a new model 
input package and store it in a new model instance resource in HydroShare. Third, the 
UEB web app was used to execute the model with the new model instance resource. 
Finally, the CUAHSI JupyterHub web app was used to develop Python code in a Jupyter 
Notebook to compare the model outputs from the two use cases.  
Figure 4.11 shows the discovery page in HydroShare where the model instance 
resource created in the first use case can be discovered.  In HydroShare, users can search 
for resources with text or geolocation information and filter the listed results with 
different facets (e.g., authors or keywords) to find the needed content. 
Figure 4.9 shows the Python script loaded into a cell in a Jupyter Notebook within 
the CUAHSI JupyterHub web app. This Python script is from the model instance 
resource of the first use case and documents the workflow of model input preparation for 
creating the climate forcing datasets and parameter files. Figure 4.9 highlights where the 
user modified the Python script and changed the model resolution from 1200 meters to 
600 meters, a model configuration change being tested by user 2 in the second use case 
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(reuse of a model previously established). This modification was designed to test the 
sensitivity of the model to grid cell resolution and determine whether different resolutions 
lead to different snow outputs. After the modification, the Jupyter Notebook file was used 
to execute the script and to create a new model instance resource in HydroShare to store 
the results, which includes the modified Python script and the new model input package 
(Gan, 2019b). After the new model instance resource was created, the UEB web app was 
used to execute the model to create the model output files, which were automatically 
stored in the same resource.  
Finally, the CUAHSI JupyterHub web app was used to retrieve the two resources 
from HydroShare and to develop data visualization code (Figure 4.8) to compare the 
snow output from the two use cases. It was found that in the Animas watershed, the 
comparison of 600 meters versus 1200 meters grid cell resolutions resulted in only very 
small differences in the model output for snow water equivalent and total surface water 
input (Figure 4.12 and Figure 4.13). This is mainly because the spatial variability of the 
terrain and canopy input for the UEB model at the two grid cell resolutions only has 
small differences, which leads to similar performance for the snowmelt results. The user 
can also test with higher grid cell resolutions (e.g., 100m or 300m) and compare the 
model outputs.  
This sensitivity test is useful because UEB modelers may choose a coarser cell 
resolution for model simulation to decrease the simulation time and the size of input and 
output datasets if there is no significant difference for the snowmelt output. In addition, 
users may also reuse the first use case to conduct model experiments for parameter 
sensitivity analysis and find out the relationship between different parameter settings and 
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model performance. The modeling and analysis process can be conducted using the web-
based simulation without using the local computing and storage resources. The 
corresponding results for model experiments can be directly curated and shared with 
others for validation or reuse.  
4.4 Discussion  
This case study demonstrated that after using the three-layer architecture to 
integrate example systems, users were able to develop, share, and reuse modeling work in 
an online environment by interacting with HydroShare and HydroShare Apps (Figure 
4.14). The UEB web app helped to prepare the model input and execute the model 
through a graphical web user interface. The model instance resource in HydroShare was 
used to curate and share the modeling results as well as the associated metadata, which 
enabled others to discover and access them. The CUAHSI JupyterHub web app also 
provided a web-based tool with which users can modify the work and analyze the results 
without using data storage or computing resources on their own local computers.  
We also compared three ways to accomplish the same tasks involved in the snow 
modeling use cases: (1) conducting research without HydroDS web services, (2) 
conducting research with HydroDS before system integration, and (3) conducting 
research with HydroDS after system integration (Table 4.3). The first option represents 
how modelers are doing modeling research now. The second option represents the use of 
modeling web services to simplify the work involved in the first option, which might still 
be difficult in a real application because of the requirement for learning and writing 
program code. The third option represents a new way of using the modeling web services, 
which provides a graphical user interface to lower the requirement of programming and 
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the functionality to support data curation and sharing.  
This comparison allowed us to evaluate whether the system integration could 
accomplish the modeling work with less need for coding, and fewer manual operations or 
data transitions among different environments. We found that the system integration 
provided benefits in several aspects. First, the system integration lowered the requirement 
for writing code to interact with HydroDS web services. The UEB web app only requires 
knowledge of the UEB model, which allows users to overcome the programming barrier, 
saving the time required to write Python code. Additionally, the Python script created by 
HydroDS to document the input preparation workflow also helps to learn and use the web 
services from example code.  
Second, the system integration simplifies data curation and management efforts. 
The data files, metadata, and script are automatically curated in the data sharing system 
without manually moving the files among different environments (HydroDS, local 
computer, and data sharing systems), a process that can be error prone with potential for 
information loss. This automatic data transfer capability can encourage the preparation 
and sharing of modeling work rather that retaining it only on local computers. This also 
supports collaboration and makes it easier to comply with open data mandates and 
document reproducibility.  
Third, the system integration can simplify the way for others to validate 
reproducibility of the modeling work, and reuse or extend it for their own work. Users 
can use the UEB web app and the CUAHSI JupyterHub web app to repeat or modify the 
modeling work without downloading the files to their local computers or configuring 




In hydrologic modeling research, we are starting to see the availability of more 
and more hydrologic modeling web services that enable users to write code and make 
their work more efficient. However, limitations still exist in real application of such 
services in terms of their usability and the reproducibility of the modeling work. Users 
need to learn and write code to utilize these web services, which may be a barrier for 
those with limited programming skills. In addition, a good mechanism is needed for 
curation and sharing of not only the data and metadata, but also the script of the modeling 
work, which can improve the research reproducibility and encourage collaborations 
around them.   
In this paper, we presented an approach that uses a three-layer architecture to 
integrate open source software to enable web-based simulation to support hydrologic 
modeling research. As an example, we integrated the HydroDS hydrologic modeling web 
services with a data sharing system, HydroShare, and tested the implemented 
functionality with use cases of snowmelt modeling for the Animas watershed in the 
Colorado River Basin. The results demonstrated that the system integration enabled users 
to work within an online environment to create, describe, share, discover, modify and 
analyze the modeling work, which encourages collaboration around the hydrologic 
modeling research and significantly reduces the need for coding and manual operation for 
data transfer and model configuration. This approach has the advantage of reusing open 
source software to support hydrologic modeling research in terms of collaboration, 
computer platform independence, and reproducibility of modeling workflows and results.  
In addition, the general design of the three-layer architecture can be adopted or 
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adapted to other open source data sharing and modeling software. Furthermore, other 
modeling web services can be integrated with a data sharing system such as HydroShare 
using the methods we described to support automated data curation and post-modeling 
analysis without repeating development of similar functionality. While we used 
HydroShare for our work, other data sharing systems could also be used. We found that 
the following data sharing system features were needed to ease integration with other 
cyberinfrastructure and add value to them. First, the system should have well-developed 
data sharing functionality and corresponding web service API for interoperating with 
other systems over the Internet. For example, HydroShare has the REST API Python 
client, which helped us to develop new web services in HydroDS that enable automatic 
data transfer between the two systems to support data curation and sharing. Secondly, the 
data sharing system needs to be a platform where new functionality for interacting with 
the shared datasets can be added as loosely coupled components (e.g., as web apps) 
without requiring significant changes to the existing system. For instance, the 
HydroShare Tethys Apps portal established by HydroShare team was used to host the 
UEB web app, which provided a user interface layer to interact with HydroDS and 
HydroShare with minimal changes in both systems.  
In the future, possible development could include a new web app that provides 
graphical user interface for multiple data processing web services from HydroDS. This 
would benefit researchers by making it easier for them to reuse and combine different 
web services based on their need and to prepare inputs for other hydrologic models 
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Table 4.1 UEB model input variables and HydroDS Python client functions for input 
preparation. 




Watershed grid subset_raster() 
delineate_watershed() 
raster_to_netcdf() 





Canopy  Canopy cover 
Canopy height 
Leaf area index 
project_clip_raster() 
get_canopy_variable() 
Climate  Incoming shortwave radiation 
Minimum air temperature 
Maximum air temperature 








Table 4.2 Inputs set for model input preparation in the first case study. 
Item Value  Required? 
(Yes/No) 
Bounding box [north, south, west, east] [37.9695, 37.2626, -108.0505, 
-107.5150] in degrees 
Yes 
Energy content initial condition  0  Yes 
Snow water equivalent initial condition  0 Yes 
Snow surface dimensionless age initial 
condition 
0 Yes 
Snow water equivalent of canopy 
condition 
0 Yes 
Snow surface temperature one day 
prior to the model starting time  
0 Yes 
Spatial coordinate system NAD83/UTM zone 13N Yes 
Time period [start date, end date] [2009/10/01, 2010/10/01] Yes 
Cell size for model simulation [dx, dy]  [1200, 1200] in meter Yes 
Watershed outlet [longitude, latitude] [-107.8797, 37.27917] in 
degree 
No 
HydroShare resource title Animas watershed snowmelt 
modeling in 2010 water year 
(case study1) 
No 














Figure 4.1 A three-layer architecture to integrate hydrologic modeling web services (e.g., 































Figure 4.6 The functionality of the added web services in HydroDS. Panel (a) for model 








Figure 4.7 Example model instance resource in HydroShare. Panel (a) shows different 
resource functions and predefined metadata; Panel (b) shows the user-defined metadata 




Figure 4.8 Python code for post-modeling analysis comparison plots in the CUAHSI 





Figure 4.9 Python script for model input preparation loaded into a Jupyter Notebook file 










Figure 4.11 The HydroShare discovery page used to search for the model instance 
















Figure 4.14 The system integration enables users to interact with HydroShare and 





SUMMARY, CONCLUSION, AND RECOMMENDATIONS 
 
This dissertation presents research that advances cyberinfrastructure for 
collaborative data sharing and modeling in hydrology. Modeling to improve methods for 
operational water supply forecasts in the Colorado River Basin was a driving use case. 
There were three objectives: 
1. Evaluate temperature index and energy balance snow models to improve 
operational water supply forecasts in the Colorado River Basin.  
2. Develop capability for multidimensional space-time data sharing in 
HydroShare to facilitate data management and reuse. 
3. Integrate hydrologic modeling web services with HydroShare to improve 
reproducibility of hydrologic modeling research. 
Chapter 2 describes the work addressing the first objective. The SNOW-17 
temperature index model and the Utah Energy Balance (UEB) physically based snowmelt 
model were coupled with the SAC-SMA runoff model and the Ruptix7 routing model to 
simulate basin snowmelt and discharge in two test watersheds in the Colorado River 
Basin over a time span of two decades. The modeling and analysis results demonstrate 
that both the SNOW-17 and the UEB models can provide reliable simulation of the basin 
snowmelt and discharge with reasonable timing and amount. While the performance of 
each model was similar, the UEB model has the following advantages. First, the UEB 
model is able to simulate sublimation, which is an important evaporative component that 
may affect seasonal water resources availability. Since the SNOW-17 model does not 
explicitly represent the sublimation process, its evaporative losses were calibrated into 
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the SAC-SMA land surface model. On the other hand, the UEB model's direct 
representation of sublimation can be utilized to help modelers get a better understanding 
of the different evaporative components and evaluate their sensitivities under conditions 
of changing land cover or land use. Second, the UEB model requires less calibration than 
that for the SNOW-17 model, which can reduce some intensive calibration work required 
in model application. In the two test watersheds, most of the UEB model parameters were 
held constant (except for drift factor), while the SNOW-17 model requires calibration in 
each of the subwatersheds. This shows that the UEB model parameters are more 
transferable under different terrain and climate conditions than the SNOW-17 model 
parameters, and also indicates that the UEB model is potentially better for simulating 
snowmelt processes in ungauged catchments. Furthermore, the SNOW-17 model is 
sensitive to the maximum and minimum melting factors, which are calibrated against 
historical data that may not well represent the future melting conditions under global 
warming. On the contrary, the UEB model takes advantage of the physical mechanisms 
that account for energy and water mass balance to simulate the process of snowmelt 
without relying on the conceptual parameters calibrated based on the historical data. 
However, there are also limitations that were identified when utilizing the UEB model in 
this research. For example, manual adjustment of the drift factor was required to account 
for precipitation input bias. Its value was set based on the calibrated snow correction 
factor (SCF) of the SNOW-17 model in this research. Without a reference SCF value, it 
may be challenging to estimate the model input error and adjust the UEB model's drift 
factor parameter in an efficient and timely manner.  
Chapter 3 describes the work addressing the second objective, which developed 
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capability for sharing multidimensional space-time data in HydroShare. In this work, we 
defined a content type data model for managing multidimensional space-time data and 
justified the selection of NetCDF as the file format for data storage in HydroShare. The 
case study showed that by storing multidimensional space-time datasets in a standard 
NetCDF file, rather than multiple two-dimensional files, it was easier to curate and 
manage the data. Moreover, the metadata functionality implemented in HydroShare can 
help simplify the work involved in preparing the metadata from metadata attributes in the 
NetCDF file. In addition, since the standard OPeNDAP data service can be easily enabled 
through HydroShare, data reuse is simplified. The case study showed how OPeNDAP 
enabled subsetting for data reuse without downloading the whole dataset from 
HydroShare to local PC for visualization and analysis. The HydroShare OPeNDAP 
service also saves users the work needed to host and maintain the corresponding data 
servers. Along with the other data sharing and social functions, HydroShare provides a 
collaborative environment in which users can work together to edit or describe datasets 
for formal publication or to communicate, evaluate, and iterate on datasets to improve 
data quality and potential for reuse. 
Chapter 4 presents the research addressing the third objective, which designed a 
three-layer architecture to integrate hydrologic modeling web services with a data sharing 
system. As a case study, two example systems, HydroDS and HydroShare, were used to 
implement this approach. This case study demonstrated that users were able to 
accomplish multiple tasks involved in the modeling process in HydroShare without 
intensive programing or manually transferring the data among different environments for 
data curation and sharing. Moreover, other users can discover, access, repeat, or build on 
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the shared work in HydroShare. This provides a way to reproduce the modeling work for 
collaboration without downloading and configuring the model for use on local computing 
or storage resources. 
The work described in this dissertation contributes to hydrologic research in 
several aspects. First, the historical analysis of the snowmelt model simulations is an 
initial step in investigation of incorporating a physically based model within a river 
forecasting system such as the one used at the CBRFC. This research shows the 
advantages of potentially applying the UEB model for operational water supply forecasts. 
This encourages further investigation to evaluate the model performance under 
forecasting conditions, and to establish the workflow required for practically applying the 
UEB model in a river forecasting system. Moreover, the proposed approach using the 
UEB model for basin snow and discharge simulation also holds promise for application 
in other snow-dominated river basins that have similar climate and topographic 
conditions. Second, the data sharing functionality developed in HydroShare provides a 
new way of sharing multidimensional space-time datasets, which enables relatively 
straightforward data sharing and formal publication to promote collaboration and data 
reuse to advance hydrologic understanding. Third, the system integration functionality 
developed provides a web-based simulation environment for hydrologic modeling, which 
not only simplifies the way of using the modeling web services, but also improves 
research reproducibility by providing easy access to the modeling work and 
corresponding web apps to repeat or modify the work for validation and collaboration.  
The software results from this research also benefit future cyberinfrastructure 
development. The method developed to share multidimensional space-time data within 
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HydroShare can be transferred to other data sharing systems. For the design and 
implementation of such functionality, one key point is to select a widely used standard 
file format and metadata elements to organize the datasets to improve the data 
interoperability for processing and sharing. Another key point is to evaluate the trade-offs 
between building functionality from scratch and adopting existing standardized tools or 
services to support the advanced functionality. Moreover, the method to integrate 
hydrologic modeling web services with HydroShare can be applied to other similar 
systems for different hydrologic models. A benefit of this method is that it reuses 
multiple cyberinfrastructure elements to exploit their respective advantages without 
needing to re-develop similar functionality. In addition, a well-developed API and good 
mechanism to add new functionality as loosely coupled components are the essential 
features for a data sharing system to support successful integration with other systems. 
While this work has made important advances to address challenges in hydrologic 
research and cyberinfrastructure development, further work is still needed. For the 
research to advance the methods used for operational water supply forecasts, additional 
work is needed to validate calibrated models using recent years of climate forcing input, 
to have a better understanding of the model performance. It is also important to evaluate 
the time and computing resources required for both snowmelt models when applied in the 
river forecasting system under practical forecasting conditions. Moreover, there is a need 
to figure out an effective way of estimating the climate forcing errors and adjusting the 
inputs or the model parameters when the UEB model is applied in the river forecasting 
system.  
In terms of the sharing of multidimensional space-time data, additional 
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functionality is needed to guide researchers to convert the datasets stored in other formats 
into NetCDF format and help those who are not familiar with NetCDF to easily share 
their datasets. Moreover, although there is client software to support data visualization 
and processing, it is important to develop functionality to help researchers directly 
visualize or process the data in HydroShare without installing software in the local PC 
and transferring the datasets between the online and local environment. One way is to 
utilize the CUAHSI JupyterHub web app in HydroShare to provide well-developed code 
to support data processing and visualization. Another way is to implement new web apps 
that can be connected to HydroShare to provide graphical user interface to support 
advanced visualization and data analysis functionality.  
As for the work of the system integration to support hydrologic modeling 
research, there are two directions for future work. First, the Tethys web app in current 
research only supports the complete workflow of model input preparation and model 
simulation for the UEB model. Future research could use this web app as a template to 
make the implementation of web apps for other models more efficient. Further, in the 
general process of hydrologic model input preparation and analysis, it may be possible to 
identify general and common methods that apply to many models and develop web 
services and applications that support to minimize the model specific work needed.  
Second, when there are no available hydrologic modeling web services for models 
such as the SNOW-17 and the SAC-SMA models, how to provide an effective way to 
reproduce the modeling process conducted in the local environment is also a challenge 
because of the difficulties in setting up exactly the same modeling environment. Sciunit 
(https://sciunit.run/), which is software for creating self-contained and annotated 
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containers that describe and package computational experiments, provides a possible 
solution. A future opportunity is to take the SNOW-17 and the SAC-SMA modeling 
process as a case study to explore ways for using HydroShare and Sciunit to help 
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