Motivation for error estimates of molecular dynamics
Molecular dynamics is a computational method to study molecular systems in materials science, chemistry and molecular biology. The simulations are used, for example, in designing and understanding new materials or for determining biochemical reactions in drug design, [14] . The wide popularity of molecular dynamics simulations relies on the fact that in many cases it agrees very well with experiments. Indeed when we have experimental data it is easy to verify correctness of the method by comparing with experiments at certain parameter regimes. However, if we want the simulation to predict something that has no comparing experiment, we need a mathematical estimate of the accuracy of the computation. In the case of molecular systems with few particles such studies are made by directly solving the Schrödinger equation. A fundamental and still open question in classical molecular dynamics simulations is how to verify the accuracy computationally, i.e., when the solution of the Schrödinger equation is not a computational alternative.
The aim of this paper is to derive qualitative error estimates for molecular dynamics and present new mathematical methods which could be used also for a more demanding quantitive accuracy estimation, without solving the Schrödinger solution. Having molecular dynamics error estimates opens, for instance, the possibility of systematically evaluating which density functionals or empirical force fields are good approximations and under what conditions the approximation properties hold. Computations with such error estimates could also give improved understanding when quantum effects are important and when they are not, in particular in cases when the Schrödinger equation is too computational complex to solve.
The first step to check the accuracy of a molecular dynamics simulation is to know what to compare with. Here we compare with the value of any observable g(X), of nuclei positions X, for the time-independent Schrödinger eigenvalue equation HΦ = EΦ, so that the approximation error we study is (1.1)
for a molecular dynamics path X t , with total energy equal to the Schrödinger eigenvalue E. The observable can be, for instance, the local potential energy, used in [36] to determine phase-field partial differential equations from molecular dynamics simulations, see Figure 1 . The time-independent Schrödinger equation has a remarkable property of accurately predicting experiments in combination with no unknown data, thereby forming the foundation of computational chemistry. However, the drawback is the high dimensional solution space for nuclei-electron systems with several particles, restricting numerical solution to small molecules. In this paper we study the time-independent setting of the Schrödinger equation as the reference. The proposed approach has the advantage of avoiding the difficulty of finding the initial data for the time-dependent Schrödinger equation. Figure 1 . A Lennard-Jones molecular dynamics simulation of a phase transition with periodic boundary conditions, from [36] . The left part is solid and the right is liquid. The color measures the local potential energy.
The second step to check the accuracy is to derive error estimates. We have three types of error: time discretization error, sampling error and modeling error. The time discretization error comes from approximating the differential equation for molecular dynamics with a numerical method, based on replacing time derivatives with difference quotients for a positive step size ∆t. The sampling error is due to truncating the infinite T and using a finite value of T in the integral in (1.1). The modeling error (also called coarse-graining error) originates from eliminating the electrons in the Schrödinger nuclei-electron system and replacing the nuclei dynamics with their classical paths; this approximation error was first analyzed by Born and Oppenheimer in their seminal paper [2] .
The time discretization and truncation error components are in some sense simple to handle by comparing simulations with different choice of ∆t and T , although it can, of course, be difficult to know that the behavior does not change with even smaller ∆t and larger T . The modeling error is more difficult to check since a direct approach would require to solve the Schrödinger equation. Currently the Schrödinger partial differential equation can only be solved with few particles, therefore it is not an option to solve the Schrödinger equation in general. The reason to use molecular dynamics is precisely in avoiding solution of the Schrödinger equation. Consequently the modeling error requires mathematical error analysis. In the literature there seems to be no error analysis that is precise, simple and constructive enough so that a molecular dynamics simulation can use it to asses the modeling error. Our alternative error analysis presented here is developed with the aim to allow the construction of algorithms that estimate the modeling error in molecular dynamics computations. Our analysis differs from previous ones by using -the time-independent Schrödinger equation as the reference model to compare molecular dynamics with, -an amplitude function in a WKB-Ansatz that depends only on position coordinates (x, X) (and not on momentum coordinates (p, P )) for caustic states, -actual solutions of the Schrödinger equation (and not only asymptotic solutions), -the theory of Hamilton-Jacobi partial differential equations to derive estimates for the corresponding Hamiltonian systems, i.e., the molecular dynamics systems.
Understanding both the exact Schrödinger model and the molecular dynamics model through Hamiltonian systems allows us to obtain bounds for the difference of the solutions by well-established comparison results for the solutions of Hamilton-Jacobi equations, by regarding the Schrödinger Hamiltonian and the molecular dynamics Hamiltonians as perturbations of each others. The Hamilton-Jacobi theory applied to Hamiltonian systems is inspired by the error analysis of symplectic methods for optimal control problems for partial differential equations, [30] . The result is that the modeling error can be estimated based on the difference of the Hamiltonians, for the molecular dynamics system and the Schrödinger system, along the same solution path, see Theorem 5.1 and Section 6.2.
The Schrödinger and molecular dynamics models
In deriving the approximation of the solutions to the full Schrödinger equation the heavy particles are often treated within classical mechanics, i.e., by defining the evolution of their positions and momenta by equations of motions of classical mechanics. Therefore we denote X t : [0, ∞) → R 3N and P t : [0, ∞) → R
3N
time-dependent functions of positions and momenta with time derivatives denoted bẏ
We denote the Euclidean scalar product on R 3N by
Furthermore, we use the notation ∇ X ψ(x, X) = (∇ X 1 ψ(x, X), . . . , ∇ X N ψ(x, X)), and as customary
. On the other hand, the light particles are treated within the quantum mechanical description and the following complex valued bilinear map · , · :
) will be used in the subsequent calculations
φ(x, X) * ψ(x, X) dx .
The notation ψ(x, X) = O(M −α ) is also used for complex valued functions, meaning that |ψ(x, X)| = O(M −α ) holds uniformly in x and X. The time-independent Schrödinger equation (2.2)
H(x, X)Φ(x, X) = EΦ(x, X) models many-body (nuclei-electron) quantum systems and is obtained from minimization of the energy in the solution space of wave functions, see [32, 31, 1, 34, 7] . It is an eigenvalue problem for the energy E ∈ R of the system in the solution space, described by wave functions, Φ : R 3n × R 3N → C, depending on electron coordinates x = (x 1 , . . . , x n ) ∈ R 3n , nuclei coordinates X = (X 1 , . . . , X N ) ∈ R 3N , and the Hamiltonian operator H(x, X)
We assume that a quantum state of the system is fully described by the wave function Φ : R 3n × R 3N → C which is an element of the Hilbert space of wave functions with the standard complex valued scalar product Φ, Ψ = R 3n ×R 3N Φ(x, X) * Ψ(x, X) dx dX , and the operator H is self-adjoint in this Hilbert space. The Hilbert space is then a subset of L 2 (R 3n × R 3N ) with symmetry conditions based on the Pauli exclusion principle for electrons, see [7, 22] .
In computational chemistry the operator V, the electron Hamiltonian, is independent of M and it is precisely determined by the sum of the kinetic energy of electrons and the Coulomb interaction between nuclei and electrons. We assume that the electron operator V(·, X) is self-adjoint in the subspace with the inner product ·, · of functions in (2.1) with fixed X coordinate and acts as a multiplication on functions that depend only on X. An essential feature of the partial differential equation (2.2) is the high computational complexity of finding the solution in an antisymmetric/symmetric subset of the Sobolev space H 1 (R 3n ×R 3N ). The mass of the nuclei, which are much greater than one (electron mass), are the diagonal elements in the diagonal matrix M .
In contrast to the Schrödinger equation, a molecular dynamics model of N nuclei X : [0, T ] → R 3N , with a given potential V p : R 3N → R, can be computationally studied for large N by solving the ordinary differential equations
in the slow time scale, where the nuclei move O(1) in unit time. This computational and conceptual simplification motivates the study to determine the potential and its implied accuracy compared with the the Schrödinger equation, as started already in the 1920's with the Born-Oppenheimer approximation [2] . The purpose of our work is to contribute to the current understanding of such derivations by showing convergence rates under new assumptions. The precise aim in this paper is to estimate the error
for a position dependent observable g(X) of the time-indepedent Schrödinger equation (2.2) approximated by the corresponding molecular dynamics observable lim T →∞ T −1 T 0 g(X t ) dt, which is computationally cheaper to evaluate with several nuclei. The Schrödinger eigenvalue problem may typically have multiple eigenvalues and the aim is to find an eigenfunction Φ and a molecular dynamics system that can be compared. There may be eigenfunctions that we cannot approximate, but with some assumptions on the spectrum of V(·, X) the molecular dynamics in fact approximates the observable corresponding to one eigenfunction.
The main step to relate the Schrödinger wave function and the molecular dynamics solution is the so-called zero-order Born-Oppenheimer approximation, where X t solves the classical ab initio molecular dynamics (2.4) with the potential V p : R 3N → R determined as an eigenvalue of the electron Hamiltonian V(·, X) for a given nuclei position X. That is V p (X) = λ 0 (X) and
for an electron eigenfunction Ψ BO (·, X) ∈ L 2 (R 3n ), for instance, the ground state. The Born-Oppenheimer expansion [2] is an approximation of the solution to the time-independent Schrödinger equation which is shown in [15, 19] to solve the time-independent Schrödinger equation approximately. This expansion, analyzed by the methods of multiple scales, pseudo-differential operators and spectral analysis in [15, 19, 13] , can be used to study the approximation error (2.5). However, in the literature, e.g., [24] , it is easier to find precise statements on the error for the setting of the time-dependent Schrödinger equation, since the stability issue is more subtle in the eigenvalue setting.
Instead of an asymptotic expansion we use a different method based on a Hamiltonian dynamics formulation of the time-independent Schrödinger eigenfunction and the stability of the corresponding perturbed Hamilton-Jacobi equations viewed as a hitting problem. This approach makes it possible to reduce the error propagation on the infinite time interval to finite time excursions from a certain co-dimension one hitting set. A motivation for our method is that it forms a sub-step in trying to estimate the approximation error using only information available in molecular dynamics simulations.
The related problem of approximating observables to the time-dependent Schrödinger equation by the Born-Oppenheimer expansions is well studied, theoretically in [4, 28] and computationally in [20] using the Egorov theorem. The Egorov theorem shows that finite time observables of the time-dependent Schrödinger equation are approximated with O(M −1 ) accuracy by the zero-order Born-Oppenheimer dynamics with an electron eigenvalue gap. In the special case of a position observable and no electrons (i.e., V = V (X) in (2.3)), the Egorov theorem states that (2.6)
where Φ(X, t) is a solution to the time-dependent Schrödinger equation
with the Hamiltonian (2.3) and the path X t is the nuclei coordinates for the dynamics with the Hamiltonian
If the initial wave function Φ(X, 0) is the eigenfunction in (2.2) the first term in (2.6) reduces to the first term in (2.5) and the second term can also become the same in an ergodic limit. However, since we do not know that the parameter C t (bounding an integral over (0, t)) is bounded for all time we cannot directly conclude an estimate for (2.5) from (2.6).
In our perspective studying the time-independent instead of the time-dependent Schrödinger equation has the important differences that -the infinite time study of the Born-Oppenheimer dynamics can be reduced to a finite time hitting problem, -the computational and theoretical problem of specifying initial data for the Schrödinger equation is avoided, and -computationally cheap evaluation of the position observable g(X) is possible using the time average lim T →∞ 1 T T 0 g(X t ) dt along the solution path X t .
In this paper we derive the Born-Oppenheimer approximation from the time-independent Schrödinger equation (2.2) and we establish convergence rates for molecular dynamics approximations to time-independent Schrödinger observables under simple assumptions including the so-called caustic points, where the Jacobian determinant det J(X t ) ≡ det(∂X t /∂X 0 ) of the Eulerian-Lagrangian transformation of X-paths vanish. As mentioned previously, the main new analytical idea is an interpretation of the time-independent Schrödinger equation (2.2) as a Hamiltonian system and the subsequent analysis of the approximations by comparing Hamiltonians. This analysis employs the theory of Hamilton-Jacobi partial differential equations. The problematic infinite-time evolution of perturbations in the dynamics is solved by viewing it as a finite-time hitting problem for the Hamilton-Jacobi equation, with a particular hitting set. In contrast to the traditional rigorous and formal asymptotic expansions we analyze the transport equation as a time-dependent Schrödinger equation.
The main inspiration for this paper are works [27, 6, 5] and the semi-classical WKB analysis in [25] : the works [27, 6, 5] derive the time-dependent Schrödinger dynamics of an x-system, iΨ = H 1 Ψ, from the time-independent Schrödinger equation (with the Hamiltonian H 1 (x) + H(x, X)) by a classical limit for the environment variable X, as the coupling parameter vanishes and the mass M tends to infinity; in particular [27, 6, 5] show that the time derivative enters through the coupling of Ψ with the classical velocity. Here we refine the use of characteristics to study classical ab initio molecular dynamics where the coupling does not vanish, and we establish error estimates for Born-Oppenheimer approximations of Schrödinger observables. The small scale, introduced by the perturbation
of the potential V, is identified in a modified WKB eikonal equation and analyzed through the corresponding transport equation as a time-dependent Schrödinger equation along the eikonal characteristics. This modified WKB formulation reduces to the standard semi-classical approximation, see [25] , in the case of the potential function V = V (X) ∈ R, depending only on nuclei coordinates, but becomes different in the case of operatorvalued potentials studied here. The global analysis of WKB functions was initiated by Maslov in the 1960', [25] , and lead to the subject Geometry of Quantization, relating global classical paths to eigenfunctions of the Schrödinger equation, see [10] . The analysis presented in this paper is based on a Hamiltonian system interpretation of the time-independent Schrödinger equation. Stability of the corresponding Hamilton-Jacobi equation, bypasses the usual separation of nuclei and electron wave functions in the time-dependent selfconsistent field equations, [3, 23, 35] .
Theorem 5.1 demonstrates that observables from the zero-order Born-Oppenheimer dynamics approximate observables for the Schrödinger eigenvalue problem with the error of order O(M −1+δ ), for any δ > 0, assuming that the electron eigenvalues satisfy a spectral gap condition. The result is based on the Hamiltonian (2.3) with any potential V that is smooth in X, e.g., a regularized version of the Coulomb potential. The derivation does not assume that the nuclei are supported on small domains; in contrast derivations based on the time-dependent self-consistent field equations require nuclei to be supported on small domains. The reason that the small support is not needed here comes from the combination of the characteristics and sampling from an equilibrium density. In other words, the nuclei paths behave classically although they may not be supported on small domains. Section 4 shows that caustics couple the WKB modes, as is well-known from geometric optics, see [18, 25] , and generate non-orthogonal WKB modes that are coupled in the Schrödinger density. On the other hand, with a spectral gap and without caustics the Schrödinger density is asymptotically decoupled into a simple sum of individual WKB densities. Section 7 constructs a WKB-Fourier integral Schrödinger solution for caustic states. Section 5.2 relates the approximation results to the accuracy of symplectic numerical methods for molecular dynamics.
A unique property of the time-independent Schrödinger equation we use is the interpretation that the dynamics X t ∈ R 3N can return to a co-dimension one surface I which then can reduce the dynamics to a hitting time problem with finite-time excursions from I. Another advantage of viewing the molecular dynamics as an approximation of the eigenvalue problem is that stochastic perturbations of the electron ground state can be interpreted as a Gibbs distribution of degenerate nuclei-electron eigenstates of the Schrödinger eigenvalue problem (2.2), see [33] . The time-independent eigenvalue setting also avoids the issue on "wave function collapse" to an eigenstate, present in the time-dependent Schrödinger equation.
We believe that these ideas can be further developed to better understanding of molecular dynamics simulations. For example, it would be desirable to have more precise conditions on the data (i.e. molecular dynamics initial data and potential V) instead of our implicit assumption on finite hitting time and convergence of the Born-Oppenheimer power series approximation in Lemma 6.2.
3.
A time-independent Schrödinger WKB-solution 3.1. Exact Schrödinger dynamics. For the sake of simplicity we assume that all nuclei have the same mass. If this is not the case, we can introduce new coordinates M
Hamiltonian to the form we want
k ∆ X k of the potential V introduces an additional small scale M −1/2 of high frequency oscillations, as shown by a WKB-expansion, see [29, 17, 16, 26] . We shall construct solutions to (2.2) in such a WKB-form
where the amplitude function φ : R 3n × R 3N → C is complex valued, the phase θ : R 3N → R is real valued, and the factor M 1/2 is introduced in order to have well-defined limits of φ and θ as M → ∞. Note that it is trivially always possible to find funtions φ and θ satisfying (3.1), even in the sense of a true equality. Of course, the ansatz only makes sense if φ and θ do not have strong oscillations for large M . The standard WKB-construction, [25, 16] , is based on a series expansion in powers of M 1/2 which solves the Schrödinger equation with arbitrary high accuracy. Instead of an asymptotic solution, we introduce an actual solution based on a time-dependent Schrödinger transport equation. This transport equation reduces to the formulation in [25] for the case of a potential function V = V (X) ∈ R, depending only on nuclei coordinates X ∈ R 3N , and modifies it for the case of a self-adjoint potential operator V(·, X) on the electron space L 2 (R 3n ) which is the primary focus of our work here. In Sections 4 and 7 we use a linear combination of WKB-eigensolutions, but first we study the simplest case of a single WKB-eigensolution as motivated by the following subsection.
3.1.1. Molecular dynamics from a piecewise constant electron operator on a simplex mesh. The purpose of this section is to convey a first formal understanding of the relation between ab initio molecular dynamics X t = −∇ X λ 0 (X t ) and the Schrödinger eigenvalue problem (2.2) and motivate the WKB ansatz (3.1). In subsequent sections we will describe precise analysis of error estimates for the WKB-method. The idea behind this first study is to approximate the electron operator V by a finite dimensional matrix V h , which is piecewise constant on a simplex mesh in the variable X, with the mesh size h. Furthermore, we introduce the change of variables Φ = 
with the notation ∆ X = j ∆ Xj , so that on each simplex
which by separation of variables, for each j = 0, 1, 2, . . . , J, implies
for any P j ∈ C 3N that satisfies the eikonal equation
The solution Φ, to (2.2), and its normal derivative are continuous at the interfaces of the simplices. On the intersection of the faces the normal derivative is not defined but this set is of measure zero and thus negligible as seen from the H 1 (R 3N ) solution concept of (2.2).
We investigate a simpler, one-dimensional case, X ∈ R, first. Then the solution ϕ simplifies to
hold for any X 0 ∈ R, in particular, at the interval boundary where for X 0 = 0
It is clear that given a − and b − we can determine a + and b + so that (3.3) holds. In order to prepare for the multi-dimensional case it is convenient to consider each incoming wave a − and b + separately: the incoming a − wave is split into a refracted a + and reflected b − wave (3.5)
and similarly the incoming b + wave is split into a refracted b − wave and a reflected a + wave, see Figure 2 . The jump conditions at the different interfaces are coupled by the oscillatory functions e ±iM 1/2 P j ·X . The global construction of ϕ and Ψ in one dimension follows by marching in the positive X-direction to successive intervals, creating in each interval both a e iM 1/2 P j ·X Ψ j and a e −iM 1/2 P j ·X Ψ j wave. In general each interface condition (3.4) also couples all eigenvectors Ψ j . However, we shall see that if M is large, V smooth and there is a spectral gap λ 1 − λ 0 > c > 0 then, in the limit of the simplex size h tending to zero, there is an asymptotically uncoupled WKB-solution Φ(x, X) = φ(x, X)e iM 1/2 θ(X) , where
Under these assumptions the Born-Oppenheimer approximation in Lemma 6.2 shows that φ is asymptotically parallel, in L 2 (dx), to the electron eigenfunction Ψ 0 as M → ∞.
In the case of electron eigenvalue crossing, i.e., λ 1 (X) = λ 0 (X) for some X, or so called avoided crossings (meaning that the eigenvalue gap c 1 is small and dependent on M ), a refraction will, in general, include all components a j e iM 1/2 P j ·X Ψ j , j = 1, . . . , J and consequently the Born-Oppenheimer approximation fails. The construction of a solution to the Schrödinger equation with a piecewise constant potential is more involved in the multi-dimensional case for two reasons: each reflection at an interface generates, in general, an additional path in a new direction, so that many paths are needed. Furthermore, the construction of a solution to the eikonal equation is more complicated since the jump condition (3.4) implies that the tangential component P j t of P j must be continuous across a simplex face and only the normal component
may have a jump. In multi-dimensional cases it is still possible to construct a solution of the form (3.2) by following the characteristic pathsẊ t = P j (X t ) and using the jump conditions (3.4): when the path X t hits a simplex face, the tangential part P j t of P j is continuous and the normal component P j n of P j may jump. At a simplex face the new value of the P j n is determined by (P j n · P its characteristic X t , whereẊ t = P j , through the simplex to the adjacent simplicial faces, which the characteristic pass through when they leave the simplex, and at these outflow faces a reflected mode is created and a refracted mode continues into the adjacent simplices, see Figure 2 . In this way we can formally construct a solution of the form P j a(P j )e The value of P j is constructed by following the characteristic paths X t (the blue and green curves), based onẊ t = P j , with a reflection-refraction at each simplex face (left) following the path through simplices (middle) and each simplex may have several P j (right).
In conclusion, the piecewise constant electron operator shows that the solution to the Schrödinger equation (2.2) is composed of a linear combination of highly oscillatory function modes a j e iM 1/2 P j ·X Ψ j based on the electron eigenvectors Ψ j and eigenvalues λ j , where P j satisfies the eikonal equation
These modes can be followed be characteristicsẊ = P j from simplex to simplex. In this paper we show that observables based on the related WKB Schrödinger solutions can be approximated by molecular dynamics time averages, when there is a spectral gap around λ 0 .
A first WKB-solution. The WKB-solution satisfies the Schrödinger equation (2.2) provided that
We shall see that only eigensolutions Φ that correspond to dynamics without caustics correspond to such a single WKB-mode, as for instance when the eigenvalue E is inside an electron eigenvalue gap. Solutions in the presence of caustics use a Fourier integral of such WKB-modes, and we treat this case in detail in Section 7. To understand the behavior of θ, we multiply (3.6) by φ * e −iM 1/2 θ(X) and integrate over R 3n . Similarly we take the complex conjugate of (3.6), and multiply by φ e iM 1/2 θ(X) and integrate over R 3n . By adding these two expressions we obtain
The purpose of the phase function θ is to generate an accurate approximation in the limit as M → ∞. A possible and natural definition of θ would be the formal limit of (3.7) as M → ∞, which is the HamiltonJacobi equation, also called the eikonal equation
where the function
The solution to the Hamilton-Jacobi eikonal equation can be constructed from the associated Hamiltonian systemẊ
through the characteristics path (X t , P t ) satisfying ∇ X θ(X t ) =: P t . The amplitude function φ can be determined by requiring the ansatz (3.6) to be a solution, which gives
so that by using (3.8) we have
The usual method for determining φ from this so-called transport equation uses an asymptotic expansion φ [15, 19] and the beginning of Section 6. An alternative is to write it as a Schrödinger equation, similar to work in [25] : we apply the characteristics in (3.10) to write
and define the weight function G by
and the variable ψ t := φ(X t )G t . We use the notation φ(X) instead of the more precise φ(·, X), so that e.g.
Then the transport equation becomes a Schrödinger equation
In conclusion, equations (3.8)-(3.12) determine the WKB-ansatz (3.1) to be a solution to the Schrödinger equation (2.2).
Theorem 3.1. Assume the Hamilton-Jacobi equation, with the corresponding Hamiltonian,
based on the primal variable X and the dual variable P = P (X) = ∇ X θ(X), has a smooth solution θ(X), then θ generates a solution to the time-independent Schrödinger equation (H − E)Φ = 0, in the sense that
solves the equation (2.2), whereψ(X t ) := ψ t satisfies the transport equation (3.12) and
(X t , P t ) solves the Hamiltonian system (3.10) corresponding to H S .
It is well know that Hamilton-Jacobi equations in general do not have smooth solutions, due to X-paths that collide, as seen by (7.25) generating blow up in ∂ XX θ(X). However if the domain is small enough, the data on the boundary is smooth and V 0 is smooth, then the characteristics generate a smooth solution, see Ref. [12] . In Section 7.2.5 we describe Maslov's method to find a global solution by patching together local solutions.
Note that the nuclei density, usingĜ, can be written
and since each time t determines a unique point (X t , P t ) = (X t , ∇ X θ(X t )) in the phase space the functionŝ G andψ are well defined.
3.1.3. Liouville's Formula. In this section we verify Liouville's formula
given in [25] . The characteristicẊ t = P (X t ) implies
denotes the first variation with respect to perturbations of the initial data. The logarithmic derivative then satisfies d/dt log J(X) ij = ∂ X j P i (X t ) = ∂ X i X j θ(X) which implies that log J(X t ) is symmetric and shows that (3.14) holds
The last step uses that J(X) can be diagonalized by an orthogonal transformation and that the trace is invariant under orthogonal transformations.
3.1.4. Data for the Hamiltonian system. For the energy E chosen larger than the potential energy, that is such that E ≥ V 0 , the Hamiltonian system (3.10) yields a solution (X, P ) :
, for regular compatible data (X 0 , P 0 ) given on a 3N − 1 dimensional "inflow"-domain I ⊂ U . Typically, the domain I and the data (X 0 , P 0 )| I are not given (except that its total energy is E), unless it is really an inflow domain and characteristic paths do not return to I as in a scattering problem. If paths leaving from I return to I, there is an additional compatibility of data on I: assume X 0 ∈ I and X t ∈ I, then the values P t are determined from P 0 ; continuing the path to subsequent hitting points X tj ∈ I, j = 1, 2, . . . determines P tj from P 0 . The characteristic path (X t , P t ), t > 0, generates a manifold in the phase space (X, P ), which is smooth under our assumptions. This manifold is in general only locally of the form (X, P (X)), but in the case of no caustics it is globally of this form and then there is a phase function X → θ(X) such that P (X) = ∇ X θ(X) globally. In Section 7 we study phase space manifolds with caustics.
Remark 3.2. The integrating factor G and its derivative ∂ X i G can be determined from (P, ∂ X i P, ∂ X i X j P ) along the characteristics by the following characteristic equations obtained from (3.8) by differentiation with 15) and similarly ∂ X i X j G can be determined from (P,
3.2. Born-Oppenheimer dynamics. The Born-Oppenheimer approximation leads to the standard formulation of ab initio molecular dynamics, in the micro-canonical ensemble with the constant number of particles, volume and energy, for the nuclei positions X = X BO ,
by using that the electrons are in the eigenstate ψ = Ψ BO with eigenvalue λ 0 to V, in L 2 (dx) for fixed X, i.e., V(X)Ψ BO = λ 0 (X)Ψ BO . The corresponding Hamiltonian is H BO (X, P ) := |P | 2 /2 + λ 0 (X) with the eikonal equation
3.3. Equations for the density. We note that
, shows that G and ψ determine the density 
This representation can also be obtained from the conservation of mass
with the solution
where C is a positive constant for each characteristic. Note that the derivation of this classical density does not need a corresponding WKB equation but uses only the conservation of mass that holds for classical paths satisfying a Hamiltonian system. The classical density corresponds precisely to the Eulerian-Lagrangian change of coordinates
3.4. Construction of the solution operator. The WKB Ansatz (3.1) is meaningful when ψ does not include the full small scale. In Lemma 6.2 we present conditions for ψ to be smooth. To construct the solution operator it is convenient to include a non interacting particle in the system, i.e., a particle without charge, and assume that this particle moves with a constant, high speed dX 2 /2 to E in order not to change the original problem (2.2) and write the equation (3.12) in the fast time scale
Furthermore, we change to the coordinates
where
Hence we obtain
using the notationẇ = dw/dτ in this section. In Section 6.1 we show that the left hand side can be reduced to iψ as P 1 1 → ∞, by choosing special initial data. Note also that G is independent of the first component in X 1 . We see that the operator
3N −1 -periodic, for Z t = θ(X t ) and P t = ∇ X θ(X t ). To simplify the notation for such periodic functions, define the periodic circle
We seek a solution Φ of (2.2) which is (LZ) 3(n+N )−1 -periodic in the (x, X * )-variable. The Schrödinger operatorV(·, X τ ) has, for each τ , real eigenvalues {λ m (τ )} with a complete set of eigenvectors {ζ m (x, X * , τ )} orthogonal in the space of x-anti-symmetric functions in L 2 (T 3n+3N −1 ), see [1] . The proof uses that the operatorV τ + γI generates a compact solution operator in the Hilbert space of x-anti-symmetric functions in L 2 (T 3n+3N −1 ), for the constant γ ∈ (0, ∞) chosen sufficiently large. The discrete spectrum and the compactness comes from Fredholm theory for compact operators and the fact that the bilinear form T 3(n+N )−1 vV τ w + γvw dx dX * is continuous and coercive on H 1 (T 3(n+N )−1 ), see [12] . We see thatṼ has the same eigenvalues {λ m (τ )} and the eigenvectors {G τ ζ m (τ )}, orthogonal in the weighted L 2 -scalar product
The construction and analysis of the solution operator continues in Section 6.1 based on the spectrum.
Remark 3.3 (Boundary conditions). The eigenvalue problem (2.2) makes sense not only in the periodic setting but also with alternative boundary conditions from interaction with an external environment, e.g., for scattering problems.
Computation of observables
Suppose the goal is to compute a real-valued observable
The integrand is oscillatory for k = l, hence critical points (or near critical points) of the phase difference give the main contribution. The stationary phase method, see [10, 25] and Section 9, shows that these integrals are small, bounded by O(M −3N/4 ), in the case when the phase difference has non degenerate critical points, or no critical point, and the functions A φ k , φ l and θ l are sufficiently smooth. A critical point X c ∈ R 3N satisfies ∇ X θ l (X c ) − ∇ X θ k (X c ) = 0, which means that the two different paths, generated by θ l and θ k , passing through X = X c also have the same momentum P at this point. That the critical point is degenerate means that the Hessian matrix ∂ X i X j (θ k − θ l )(X c ) is singular (or asymptotically singular for M → ∞ as for avoided crossings when the electron eigenvalues have a vanishing spectral gap depending on M ). Therefore caustics, crossing or avoided crossing electron eigenvalues may generate coupling between the WKB terms. On the other hand, without such coupling the density of a linear combination of WKB terms separates asymptotically to a sum of densities of the individual WKB terms
in the case of multiple eigenstates,k > 1, and
for a single eigenstate. In the next section we will study molecular dynamics approximations of a single state
In the presence of a caustic, the WKB terms can be asymptotically non orthogonal, since their coefficients and phases typically are not smooth enough to allow the integration by parts to gain powers of M −1/2 . Non-orthogonal WKB functions tell how the caustic couples the WKB modes.
Regarding the inflow density ρ k I there are two situations: either the characteristics return often to the inflow domain or not. If they do not return we have a scattering problem and it is reasonable to define the inflow-density ρ k I as an initial condition. If characteristics return, the dynamics can be used to estimate the return-density ρ k I as follows: Assume that the following limits exist (4.4) lim
which bypasses the need to find ρ k I and the quadrature in the number of characteristics. A way to think about this limit is to sample the return points X t ∈ I and from these samples construct an empirical returndensity, converging to ρ k I as the number of return iterations tends to infinity. We shall use this perspective to view the eikonal equation (3.8) as a hitting problem on I, with hitting times τ (i.e., return times). The property having ρ| I constant as a function of X 0 is called ergodicity, which we will use. We could allow the density ρ| I to depend on the initial position X 0 and momentum P 0 , but then our observables need to conditional expected values. An example of a hitting surface is the co-dimension one surface where the first component X 11 in X 1 = (X 11 , X 12 , X 13 ) is equal to its initial value X 11 (0). The dynamics does not always have such a hitting surface: for instance if all particles are close initially and then are scattered away from each other, as in an explosion, no co-dimension one hitting surface exists.
Molecular dynamics approximation of Schrödinger observables
A numerical computation of an approximation to k T 3N φ k , Aφ k dX has the main ingredients:
(1) to approximate the exact characteristics by molecular dynamics characteristics (3.10), (2) to discretize the molecular dynamics equations, and (3a) if ρ I is an inflow-density, to introduce quadrature in the number of characteristics, or (3b) if ρ I is a return-density, to replace the ensemble average by a time average using the property (4.4).
This section presents a derivation of the approximation error in the step (1) in the case of a return density and comments on the time-discretization of step (2) treated in Section 5.2. The third and fourth discretization steps, which are not described here, are studied, for instance, in [8, 7, 21] .
5.1. The Born-Oppenheimer approximation error. This section states our main result of molecular dynamics approximating Schrödinger observables. We formulate it using the assumption of the BornOppenheimer property
This assumption is then proved in Lemma 6.2 based on a setting with a spectral gap. The spectral gap condition. The electron eigenvalues {λ k } satisfy, for some positive c, the spectral gap condition
is the set of all nuclei positions obtained from the Schrödinger characteristics X = X S in Theorem 3.1 and from the Born-Oppenheimer dynamics X = X BO in (3.16), for all considered initial data.
Theorem 5.1. Assume that the phase functions θ S and θ BO are smooth solutions to the eikonal equations (3.8) and (3.17) and that the Born-Oppenheimer property (5.1) holds, then the zero-order Born-Oppenheimer dynamics (3.16), assumed to have the ergodic limit (4.4) and bounded hitting times τ in (6.11), (6.14) and (6.18), approximates time-independent Schrödinger observables, generated by Theorem 3.1 or the caustic case in Section 7.2, with error bounded by
The proof is given in Sections 6 and 7.2.
Why do symplectic numerical simulations of molecular dynamics work?
The derivation of the approximation error for the Born-Oppenheimer dynamics, in Theorem 5.1, also allows to study perturbed systems. For instance, the perturbed Born-Oppenheimer dynamicṡ
generated from a perturbed Hamiltonian H BO (X, P ) + H (X, P ) = E, with the perturbation satisfying
yields through (6.13) and (6.19) an additional error term O( ) to the approximation of observables in (5.3). So called symplectic numerical methods are precisely those that can be written as perturbed Hamiltonian systems, see [30] , and consequently we have a method to precisely analyze their numerical error by combining an explicit construction of H with the stability condition (5.4) to obtain O (M −1 + ) 1−δ accurate approximations, provided the corresponding phase function has bounded second difference quotients. The popular Störmer-Verlet method is symplectic and the positions X coincides with those of the symplectic Euler method, for which H is explicitly constructed in [30] with proportional to the time step. The construction in [30] is not using the modified equation and formal asymptotics, instead a piecewise linear extension of the solution generates H .
Analysis of the molecular dynamics approximation
Before we proceed with the analysis of the approximation error we motivate our results by a significantly simpler case of a system without electrons. We use the densities (3.18) and (3.19) and we show heuristically how the characteristics can be used to estimate the difference ρ S − ρ BO , leading to O(M −1 ) accurate BornOppenheimer approximations of Schrödinger observables
In the special case of no electrons, the dynamics of X does not depend on ψ and therefore X BO = X S = X and consequently G BO = G S . The difference ψ S − ψ BO can be understood from iterative approximations of (3.12)
with ψ 0 = 0. Then ψ BO = ψ 1 is the Born-Oppenheimer approximation and formally we have the iterations approaching the full Schrödinger solution ψ k → ψ S as k → ∞.
In the special case of no electrons, there holds V = V 0 , thus the transport equation iψ 1 = 0 has constant solutions. We let ψ 1 = 1 and then ψ 2 − ψ 1 is imaginary with its absolute value bounded by O(M −1/2 ). We write the iterations of ψ k by integrating (6.1) as the linear mapping
which formally shows that
Consequently this special Born-Oppenheimer density satisfies
since G BO = G S and X do not depend on ψ.
In the general case with electrons and a spectral gap, we show in Lemma 6.2 that there is a solution ψ S satisfying
for the electron eigenfunction Ψ BO , satisfying
and the eigenvalue λ 0 (X) ∈ R with a (fixed) nuclei position X. Then the state ψ 1 equal to a constant, in the case of no electrons, corresponds to the electron eigenfunction Ψ BO in the case with electrons present. In the general case the X dynamics for the Schrödinger and the Born-Oppenheimer dynamics are not the same, but we will show that (6.3) implies that the Hamiltonians H S and H BO are O(M −1 ) close. Using stability of Hamilton-Jacobi equations, the phase functions θ S and θ BO are then also close in the maximum norm, which, combined with an assumption of smooth phase functions, show that |G S − G BO | = O(M −1+δ ) for any δ > 0. Lemma 6.2 also shows that | ψ S , ψ S − 1| = O(M −1 ) and consequently the density bound |ρ S − ρ BO | = O(M −1+δ ) holds. To obtain the estimate (6.3) the important new property, compared to no electrons, is to use oscillatory cancellation in directions orthogonal to Ψ BO .
6.1. Continuation of the construction of the solution operator. This section continues the construction of the solution operator started in Section 3.4. Assume for a moment thatṼ is independent of τ . Then the solution to (3.23) can be written as a linear combination of the two exponentials
where the two characteristic roots are the operators
We see that e iτ A− is a highly oscillatory solution on the fast τ -scale with
Therefore we chose initial data
to have b = 0, which eliminates the fast scale, and the limit P The next section presents an analogous construction for the slowly, in τ , varying operatorṼ.
6.1.1. Spectral decomposition. Write (3.23) as the first order system
which forψ := (ψ, π) takes the forṁ
where the eigenvalues Λ ± , right eigenvectors Q ± and left eigenvectors Q −1 ± of the real "matrix" operator B are
We see that lim P 1 1 →∞ Λ + = −Ṽ and lim P 1 1 →∞ (P
The important property here is that the left eigenvector limit lim P 1 1 →∞ Q −1 + = (Id, 0) is constant, independent of τ , which implies that the Q + component Q −1 +ψ = ψ decouples. We obtain in the limit P 1 1 → ∞ the time-dependent Schrödinger equation
where the operatorṼ τ depends on τ and (x, X 0 ), and we define the solution operator S (6.6) ψ(τ ) = S τ,0 ψ(0) .
As in (6.5) we can view this as choosing special initial data for ψ(0). From now on we only consider such data. The operatorṼ can be symmetrized
with real eigenvalues {λ m } and orthonormal eigenvectors {ζ
ThereforeṼ τ has the same eigenvalues and the eigenvectorsζ m := G τ ζ m , which establishes the spectral representation
We note that the weight G −2 on the co-dimension one surface T 3N −1 appears precisely because the operator V is symmetrized by G −2 and the weight G −2 corresponds to the Eulerian-Lagrangian change of coordinates (3.14) (6.9)
The existence of the orthonormal set of eigenvectors and real eigenvalues makes the operatorṼ self-adjoint in the Lagrangian coordinates and hence the solution operator S becomes unitary in the Lagrangian coordinates.
6.2. Stability from perturbed Hamiltonians. In this section we derive error estimates of the weight functions G when the corresponding Hamiltonian system is perturbed. To derive the stability estimate we consider the Hamilton-Jacobi equation
in an optimal control perspective with the corresponding Hamiltonian systeṁ
We define the "value" function
where the "cost" function defined by h(P, X) := P · ∇ P H(P, X) − H(P, X)
satisfies the Pontryagin principle (related to the Legendre transform) (6.10) H(P, X) = sup
Let θ I be defined by the hitting problem
using the hitting time τ on the return surface I (6.11) τ := inf{t | X 0 ∈ I, X t ∈ I & t > 0} .
For a perturbed HamiltonianH and its dynamics (X t ,P t ) we define analogously the value functionθ and the cost functionh. We can think of the difference θ −θ as composed by a perturbation of the boundary data (on the return surface I) and perturbations of the Hamiltonians. The difference of the value functions due to the perturbed Hamiltonian satisfies the stability estimate
with a difference of the Hamiltonians evaluated along the same solution path. This result follows by differentiating the value function along a path and using the Hamilton-Jacobi equations, see Remark 6.1 and [9] .
We assume that (6.13) sup
which is verified in (6.20) for Schrödinger and Born-Oppenheimer Hamiltonians. We choose the hitting set as (6.14)
on which the two phases coincide. Now assume that I forms a codimension one set in T 3N and that the maximal hitting time τ for characteristics starting on I is bounded; the fact that I is a codimension one set holds, for instance, locally if |∇ X (θ −θ)| is nonzero. In fact, it is sufficient to assume that there exists a function γ : T 3N → R, satisfying γ = O(M −1 ), and such that the set I := {X ∈ T 3N | θ(X) −θ(X) = γ(X)} is a codimension one set with bounded hitting times. Then the representation (6.12), for any time t replacing τ andτ , together with the stability of the Hamiltonians (6.13) and the initial data (θ −θ)| I = 0 obtained from (6.14) imply that
provided the maximal hitting time τ is bounded, which we assume. When the value functions θ andθ are smoothly differentiable in X with derivatives bounded uniformly in M , the stability estimate (6.12) implies that also the difference of the second derivatives has the bound (6.16)
Our goal is to analyze the density function ρ = |G| −2 ψ, ψ with G defined in (3.11). The BornOppenheimer approximation (5.1) yields ψ, ψ = 1 + O(M −1 ) thus it remains to estimate the weight function |G| −2 . This weight function satisfies the Hamilton-Jacobi equation
The stability of Hamilton-Jacobi equations can then be applied to (6.17), as in (6.12), using now the hitting set (6.18)
and the assumption of bounded hitting times τ in the hitting problem, and we obtain
In this sense we will use that an O(M −1 ) perturbation of the Hamiltonian yields an error estimate of almost the same order for the difference of the corresponding densities ρ −ρ.
The Hamiltonians we use are
based on the cost functions
For the Born-Oppenheimer case the electron wave function is the eigenstate Ψ BO . The Born-Oppenheimer approximation (5.1), proved in Lemma 6.2, implies that
which verifies (6.13).
Remark 6.1. This remark derives the stability estimate (6.12). The definitions of the value functions implỹ
where the Pontryagin principle (6.10) yields the inequality and we use the Hamilton-Jacobi equation
To establish the lower bound we replace θ along withX t byθ and X t and repeat the derivation above.
6.3. The Born-Oppenheimer approximation. The purpose of this section is to present a case when the Born-Oppenheimer approximation holds in the sense that ψ − Ψ BO L 2 (dx) is small. We know from Section 6.1.1 that the solution ψ t = S t,0 ψ 0 is bounded in L 2 (dx dX), since S is unitary in the Lagrangian coordinates. This unitary S implies that the integral in the Lagrangian coordinates T 3N −1 ψ t , ψ t dX 0 is constant in time. We consider the co-dimension one set
where the point values of ψ(X), ψ(X) coincides with its L 2 average. We choose a time t such that X t ∈ I ψ and assume that the time τ * it takes to hit I ψ the next time is bounded, i.e.,
We also assume that all functions of X are smooth.
Lemma 6.2. Assume that iψ = M 1/2Ṽ ψ holds, then there exists initial data for ψ such that the
uniformly in time t, provided the spectral gap condition (5.2) holds, the smoothness estimate (6.29) is satisfied and the hitting time τ * is bounded.
Proof. We consider the decomposition 
denotes the orthogonal decomposition in the eigenfunction direction Ψ BO and its orthogonal complement in L 2 (dx). We consider first the linear operator R in (6.23) with a given function V 0 and then we use a contraction setting to show that V 0 = ψ, Vψ / ψ, ψ also works since ψ⊥ 0 L 2 (dx) is small. The orthogonal splitting ψ =ψ 0 ⊕ ψ ⊥ 0 and the projection Π(·) in (6.24) imply 0 = Π R(ψ 0 + ψ
where the last step follows from the orthogonal splitting
together with the second order change in the subspace projection
which yields Π(ψ 
Let S τ,σ be the solution operator from time σ to τ for the generator
Consequently, the perturbation ψ ⊥ 0 can be determined from the projected residual ψ
Integration by parts introduces the factor M −1/2 we seek
To analyze the integral in the right hand side we will use the fact
which can be verified by multiplying both sides from the left by
and satisfying Vψ k = λ kψk , then impliesV
which applied to the integral in the right hand side of (6.26) shows that ψ⊥ 0 L 2 (dx) = O(M −1/2 ) on a bounded time interval, when the spectral gap condition holds and ψ k are smooth.
The evolution on longer times requires an additional idea: one can integrate by parts recursively in (6.26) to obtain
so that by (6.25) we have
. . We assume this expansion (6.28) is convergent in L 2 (dx) for each τ , which follows from the smoothness estimate
By choosingψ
The next step, verifying that also the non linear problem for V 0 works, is based on the contraction obtained from
and that ψ ⊥ 0 depends on V 0 in (6.25), (6.26) and (6.27) with a multiplicative factor O(M −1/2 ). Finally, to conclude that | ψ, ψ − 1| = O(M −1 ), we use the evolution equation
where the last equality uses the obtained bound of ψ ⊥ 0 in the first part of (6.22) . The assumption of a finite hitting time τ * then implies that
, since we may assume that ψ, ψ = 1 on I ψ .
Remark 6.3 (Error estimates for the densities). We have the densities
for the Schrödinger equation, (6.30)
for the Born-Oppenheimer dynamics. (6.31) From the stability of the Hamilton-Jacobi equation for log(|G| −2 ) and the estimate
and Lemma 6.2 implies (6.32)
Fourier integral WKB states including caustics
7.1. A preparatory example with the simplest caustic. As an example of a caustic, we study first the simplest example of a fold caustic based on the Airy function A : R → R which solves
The scaled Airy function
solves the Schrödinger equation
for any constant C. In our context an important property of the Airy function is the fact that it is the inverse Fourier transform of the functionÂ
i.e.,
In the next section, we will consider a general Schrödinger equation and determine a WKB Fourier integral corresponding to (7. 3) for the Airy function; as an introduction to the general case we show how the derive (7.3): by taking the Fourier transform of the ordinary differential equation (7.1)
we obtain an ordinary differential equation for the Fourier transformÂ(p) with the solutionÂ(p) = Ce ip 3 , for any constant C. Then, by differentiation, it is clear that the scaled Airy function u solves (7.2). Furthermore, the stationary phase method, cf. Section 9, shows that to the leading order u is approximated by u(x) C −xM
and u(x) 0 to any order (i.e., O(M −K ) for any positive K) when x > 0. The behaviour of the Airy function is illustrated in Figure 3 . with solutions for x ≤ 0, which leads to the phase
We compute the Legendre transform θ
where by (7.5) and −x = p 2 we obtain
We note that this solution is also obtained from the eikonal equation
Thus we recover the relation for the Legendre transform −xp + θ * (p) = −θ(x).
7.1.2.
Observables for the Airy function. The primary object of our analysis is an observable (a functional depending on u) rather than the solution u(x) itself. Thus we first compute the observable evaluated on the solution obtained from the Airy function. In the following calculation we denote by C a generic constant not necessarily the same at each occurrence,
2 /4) dq dp
) dp
x is the Fourier transform of e
−it
3 /(12M ) .
Lemma 7.1. The scaled Airy function A M is an approximate identity in the following sense
Proof. Plancherel's Theorem implies
The inequality follows from |e iy − 1| ≤ |y| which holds for all y ∈ R.
The classical molecular dynamics approximation corresponding to the Schrödinger equation (7.2) is the Hamiltonian systemẊ = p ,ṗ = − 1 2 with a solution X t = −t 2 /4 and the corresponding approximation of the observable
In this specific case the phase satisfies |p(x)| = |x| 1/2 and |∂ x p| = |x| −1/2 /2, and hence the non-normalized density |p| −1 is in this case equal to 2|∂ x p|. Equation (7.6) and Lemma 7.1 imply
and consequently for two different observables g 1 and g 2 we have that Schrödinger observables are approximated by the classical observables with the error O(M −1 )
. The reason we compare two different observables with a compact support is that R u 2 (x) dx = ∞ in the case of the Airy function. We note that in (7.6) we used
which in the next section is generalized to other caustics. For the Airy function there holds
A general Fourier integral ansatz.
In order to treat a more general case with a caustic of the dimension d we use the Fourier integral ansatz
1/2 Θ(X,X,P ) dP and we write X = (X,X) , P = (P ,P )
based on the Legendre transform θ * (X,P ) = miň
If the function θ * (X,P ) is not defined for allP ∈ R d , but only forP ∈ U ⊂ R d we replace the integral over R d by integration over U using a smooth cut-off function χ(P ). The cut-off function is zero outside U and equal to one in a large part of the interior of U, see Section 7.2.3. The ansatz (7.10) is inspired by Maslov's work [25] , although it is not the same since our amplitude function φ depends on (X,X, x) but not onP . We emphasize that our modification consisting in having an amplitude function that is not dependent onP is essential in the construction of the solution and for determining the accuracy of observables based on this solution.
7.2.1. Making the ansatz for a Schrödinger solution. In this section we construct a solution to the Schrödinger equation from the ansatz (7.10). The constructed solution will be an actual solution and not only an asymptotic solution as in [25] . We consider first the case when the integration is over R d and then conclude in the end that the cut-off function χ(P ) can be included in all integrals without changing the property of the Fourier integral ansatz being a solution in theX-domain whereX = ∇P θ * (X,P ) for someP satisfying χ(P ) = 1.
The requirement to be a solution means that there should hold
1/2 Θ(X,X,P ) dP .
(7.11)
Comparing this expression to the previously discussed case of a single WKB-mode we see that the zero order term is now ∆X θ * instead of ∆ X θ and that we have −∇X φ ·P instead of ∇X φ · ∇X θ. However, the main difference is that the first integral is not zero (only the leading order term of its stationary phase expansion is zero, cf. (9.1)) . Therefore, the first integral contributes to the second integral. The goal is now to determine a function F (X,X,P ) satisfying 12) and verify that it is bounded.
Lemma 7.2. There holds F = F 0 + F 1 where
Proof. The function θ * (X,P ) is defined as a solution to the Hamilton-Jacobi (eikonal) equation
for all (X,P ). Consequently, the integral on the left hand side of (7.12) is
LetP 0 (X) be any solution to the stationary phase equationX = ∇P θ * (X,P 0 ) and introduce the notation Θ (X,X,P ) := ∇P θ * (X,P 0 ) ·P − θ * (X,P ) .
Then by writing a difference as V (
and integrating by parts the integral can be written
1/2 Θ (X,X,P ) dP dt
Therefore the leading order term in F =: F 0 + F 1 is
Denoting δθ * (P ) = ∇P θ * (P 0 ) − ∇P θ * (P ) the remainder becomes
hence the function F 1 is purely imaginary and small
The eikonal equation (7.13) and the requirement that (H − E)Φ = 0 in (7.11) then imply that 0 =
The Hamilton-Jacobi eikonal equation (7.13) , in the primal variable (X,P ) with the corresponding dual variableP ,X), can be solved by the characteristicṡ 16) using the definition ∇X θ * (X,P ) =P ∇P θ * (X,P ) =X .
The characteristics give
so that the Schrödinger transport equation becomes, as in (3.12),
and for ψ = Gφ
with the complex valued weight function G defined by
This transport equation is of the same form as the transport equation for a single WKB-mode, with a modification of the weight function G. Differentiation of the second equation in the Hamiltonian system (7.16) implies that the first variation
which by the Liouville formula (3.14) and the equality
in (7.14) yields the relation,
for the constant C := | det
∂X0 ∂P0
|. We use relation (7.20) to study the density in the next section.
Remark 7.3. The conclusion in this section holds also when all integrals over dP in R d are replaced by integrals with the measure χ(P ) dP . Then there holds 2Re F = ij ∂XiXj V∂P i (χ∂P j θ * ). We use that the observable g is zero when the cut-off function χ j is not one, see Section 7.2.3. In Section 7.2.5 we show how to construct a global solution by connecting the Fourier integral solutions, valid in a neighborhood where det ∂(X)/∂(P ) vanishes (and χ(P ) = 1), to a sum of WKB-modes, valid in neighborhoods where det ∂(P )/∂(X) vanishes (and χ(P ) < 1). 7.2.2. The Schrödinger density for caustics. In this section we study the density generated by the solution
The analysis of the density generalizes the calculations for the Airy function in Section 7.1.2. We have, using the notationĝ for the Fourier transform ofg with respect to theX variable, and by introducing the notatioň
In the convolutiong * A M , the function A M , analogous to (7.7), is the Fourier transform of
with respect to ω ∈ R d and the integration inX is with respect to the range of ∇P θ * (X, ·). As a next step we evaluate the Fourier transform and its derivatives at zero and obtain
Here we use that both differentiation with respect to (ω · ∇P ) 3 and θ * (X,Ř + γω) yield factors of ω which vanish. The vanishing moments of A M imply that
as in (7.8) , so that up to O(M −1 ) error the convolution with A M can be neglected.
7.2.3.
Integration over a compact set inP . In the case when the integration is over U ⊂ R d instead of R d , we use a smooth cut-off function χ(P ), which is zero outside U and restrict our analysis to the case when the smooth observable mappingP → g(X, ∇P θ * (X,P )) is compactly supported in the domain where χ is one. In this way g(X, ∇P θ * (X,P )) is zero when ∇P χ(P ) is non zero. The integrand is thus equal to
and we use the convergent Taylor expansion
Then the observable becomes
As in (7.22) we can remove the convolution with A M by introducing an error O(M −1 ) and since for k > 0 we have a k (Ř)g(X, ∇P θ * (X,Ř)) = 0 and a 0 = 1, we obtain the same observable as before
7.2.4.
Comparing the Schrödinger and molecular dynamics densities. We compare the Schrödinger density to the molecular dynamics density generated by the continuity equation
which yields the density e − div(∇θ) dt .
We have P = ∇θ, so that
The Liouville formula (3.14) implies the molecular dynamics density
The observable for the Schrödinger equation has, by (7.21), the density
We want to compare it with the molecular dynamics density ρ BO . The convolution with A M gives an error term of the order O(M −1 ), as in (7.8) , and following the proof of Theorem 5.1 for a single WKB-state in Section 6 (now based on the Hamilton-Jacobi equation (7.13) , the Schrödinger transport equation (7.17) and the definition of the weight G in (7.19) ), the amplitude function satisfies, by (7.18 ) and (7.19 ) and the Born-Oppenheimer approximation Lemma 6.2,
so that by (7.20)
When we restrict the domain to U with the cut-off function χ as in Remark 7.3 we use the fact that g(X, ∇P θ * (X,P )) is zero when ∇P χ(P ) is non zero and obtain the same. The representations (7.24) and (7.23) show that the density generated in the caustic case with a Fourier integral also takes the same form, to the leading order, as the molecular dynamics density and the remaining discrepancy is only due to θ * = θ * S and θ * = θ which is estimated by the difference in Hamiltonians of the Schrödinger and molecular dynamics eikonal equations. The estimate of the difference of the phase functions uses the Hamilton-Jacobi equation (7.13) for θ * S (X,P ) and a similar Hamilton-Jacobi equation for θ * BO (X,P ) with V 0 = λ BO + O(M −1 ) replaced by λ BO . The difference in the weight functions log(|G(X,P )| −2 ) is estimated by the Hamilton-Jacobi equation
S (X,P ) + Re F (X,P ) = 0 , where Re F is given in (7.14) , and by the similar Hamilton-Jacobi equation with V 0 = λ BO + O(M −1 ) replaced by λ BO and θ * S by θ * BO . 7.2.5. A global construction coupling caustics with single WKB-modes. We use a Hamiltonian system to construct solutions to the Schrödinger equation. Given a set of initial points X 0 ∈ R 3N the solution paths {(X t , P t ) ∈ R 6N | 0 ≤ t < ∞, H(P 0 , X 0 ) = E} of the Hamiltonian systeṁ
with a smooth and bounded Hamiltonian H(P, X) generate a 3N -dimensional manifold called Lagrangian manifold. The Lagrangian manifold defined by the tube of trajectories is defined by the phase function θ(X) that plays the role of a generating function of the Lagrangian manifold. Thus we seek a function θ : U ⊂ R 3N → R such that P t = ∇ X θ(X t ). We show that there exists a potential function θ by determining an equation that preserves the symmetry for the matrix Q t , defined as Q ij (X) := ∂ X j P i (X) and
together with the symmetry of Q t show thaṫ
Since the Hamiltonian is assumed to be smooth it follows that the right hand side in (7.25) is symmetric and thus the matrix Q t remains symmetric if it is initially symmetric. Hence there exists a potential function θ(X) such that P (X) = ∇ X θ(X) in simple connected domains where Q is smooth. The function Q may become unbounded due to the term ∂ P j P l H Q kl Q ij , even though H has bounded third derivatives. Points X t at which |Tr (Q t )| = ∞ satisfy, by Liouville's theorem (see Section 3.1.3), det ∂X0 ∂Xt = ∞ and such points are called caustic points.
The same construction of a potential works for the local chart expressed as X = X(P ) instead of P = P (X). In fact any new variableX (not including both X i and P i for any i), based on 3N of the 6N variables (X, P ), and the remaining variables 3N variables,P , represent the same Hamiltonian system with the HamiltonianĤ(P ,X) := H(P, X). The Lagrangian manifold is defined byP = ∇Xθ(X) in the local chart ofP -coordinates with the generating (potential) functionθ(X) defined in domains excluding caustics,
i.e., where det ∂X0 ∂Xt < ∞. Maslov, [25] , realized that a Lagrangian manifold can be partitioned, by changing coordinates in the neighborhood of a caustic, into domains whereP = ∇Xθ(X) is smooth. He used the generating (potential) functionsθ to construct asymptotic WKB solutions of Fourier integral type. A sketch of this general situation is depicted in Figure 4 . In previous sections we have described global construction of solutions in a simpler case without caustics, i.e., P t = ∇ X θ(X t ) holds everywhere. In this section we describe the global construction of WKB solutions in the general case when caustics are present. Figure 4 . The left figure depicts a graph of the molecular dynamics potential λ(X) in the case which exhibits caustics at X = a and X = b for a given energy E. The right figure shows a general case of the Lagrangian manifold with two caustic points X = a and b and its covering with charts U i . In the charts U i , i = 2, 4 the manifold is defined by P = ∇ X θ i (X) and the solution to Schrödinger equation is constructed by simple WKB modes. The caustics belong to the charts U i , i = 1, 3 and in this case the manifold is defined by X = ∇ X θ i (P ) and the solutions are given by the Fourier integrals.
We see that the weight function G, in (3.14), based on a single WKB-mode (3.1) blows up at caustics, where det(∂(X)/∂(P )) = 0, and that the weight function G in (7.17) for the Fourier integral (7.10) blows up at points where det(∂(P )/∂(X)) vanishes. Therefore, in neighborhoods around caustic points we need to use the representation θ * (X,P ) of the phase based on the Fourier integrals, while around points where det(∂(P )/∂(X)) vanishes we apply the representation θ(X,X) based on the Legendre transform, as pointed out by Maslov in [25] and described in the simplifying setting of the harmonic oscillator in [11] .
One way to make a global construction of a WKB solution, which is slightly different than in [25] , is to use the characteristics and a partition of the phase-space as follows, also explained constructively by the numerical algorithm 8.2 in the next section. Start with a Fourier integral representation in a neighborhood U of a caustic point, which gives a representation of the Schrödinger solution Φ in U. Then we use the stationary phase expansion, see Section 9, to find an asymptotic approximationΦ (accurate to any order N ∈ N) at the boundary pointsX of U as a sum of single WKB-modes with phase functions θ j
where each phase function θ j (X) :=X ·P X,j − θ * (X,P X,j ) corresponds to a branch of the boundary and the index j corresponds to different solutionsP X,j of the stationary phase equationX = ∇P θ * (X,P X ).
The single WKB-modes φ(x, X)e iM 1/2 θ(X) are then constructed along the characteristics to be Schrödinger solutions in a domain around the point where det(∂(P )/∂(X)) vanishes, following the construction in Theorem 3.1 using the initial data ofΦ at ∂U. We note that the tiny error of size O(M −N ) that we make in the initial data for φ also yields a tiny perturbation error in φ of size O(M −N ) along the path, due to the assumption of the finite hitting times. A small error we make in the expansion therefore leads to a negligible error in the Schrödinger solution and the corresponding density. When a characteristic leaves the domain and enters another region around a caustic we again use the stationary phase method at the boundary to give initial data for (X, P, φ, G). When the characteristic finally returns to the first boundary ∂U, there is a compatibility condition to have a global solution, by having the incoming final phase equal to the initial phase function in C 1 . We can think of this as trying to find a co-dimension one surface I in R 3N where the incoming and outgoing phases are equal. First to have one point where they agree is possible if we restrict the possible solutions to a discrete set of energies E, i.e., the eigenvalues, and therefore the compatibility condition is called a quantization condition. Then, having one point where the difference of the two phase function is zero, we can combine this with the assumption that the Lagrangian manifold generated by the characteristics path (X t , P t ) is continuous: the two phases have the same gradient on I, since (X, P ) = (X, ∇ X θ(X)) = X , ∇P θ * (X,P ) , ∇X θ * (X,P ),P so the phases are C 1 . In this way we define the (X, P, φ, G) globally, for the eigenvalue energies E. To evaluate observables we use a partition of unity to restrict the observable to a domain with a single representation, either a Fourier integral representation for a caustic or a single WKB-mode when det(∂(P )/∂(X)) = 0.
Numerical examples
In order to demonstrate the presented theory we consider two different low dimensional Schrödinger problems. For both of these problems we show that there exists a Schrödinger eigenfunction density which converges weakly to the corresponding molecular dynamics density as M → ∞ with a convergence rate within the upper bound predicted in the theoretical part of this paper. 
with heavy coordinate X ∈ (−π, π] and two-state light coordinate x ∈ {x − , x + }. Periodicity is assumed over the heavy coordinate, Φ(X, x) = Φ(X + 2π, x), and the potential operator V is defined by the matrix
where we have chosen V (X) = −2 cos(X) + cos(4X), e(X) = 1 + X 2 and c to be a non-negative constant relating to the size of the spectral gap of V. The action VΦ is thus defined by
For each X the potential matrix (8.2) gives rise to the eigenvalue problem
with the eigenvalues
where Sgn(X) = ±1 as defined below. When constructing the molecular dynamics density for this problem
one has to determine on which of the two eigenfunctions λ ± to base this density. When c = 0 the difficulty that the eigenvalue functions λ + and λ − can cross is added to the problem. In order to determine the continuation of eigenvalue functions at the crossings we introduce a function Sgn(X) which is a sign function with Sgn(−π) = 1 that changes sign at points where
Since this situation can only occur when c = 0, it is possible to set Sgn(X) := sgn(V (−π))sgn(V (X)) .
See Figure 5 for a typical eigenvalue function crossing, which makes the function λ ± : R → R smooth (in contrast to the choice Sgn ≡ 1).
To solve (8.1) numerically, we use the finite difference method to discretise the operator H on a grid {X j } N j=1 × {x − , x + } with the step-size h = 2π/N and X j = jh. The discrete eigenvalue problem
is solved for the 10 eigenvalues being closest to the fixed energy E and a molecular dynamics approximation of the eigensolution is constructed by
where υ(X, ·) is one of the eigenvectors of V(X) and
is approximated by a trapezoidal quadrature yielding Θ (h) . Thereafter a Schrödinger eigensolution Φ (h) which is close to the molecular dynamics eigensolution is obtained by projecting Φ M D onto the subspace spanned by {Υ}J j=1 as described in Algorithm 2. By denoting ρ Φ (h) (X) = Φ (h) , Φ (h) and ρ MD (X) = Φ MD , Φ MD , the observables g 1 (X) = X 2 and g 2 (X) = V (X) are used to compute the convergence rate of end for and scaling
8.2. Example 2: A caustic state. Next, we consider the one dimensional, time independent, periodic Schrödinger equation
with V (X) = X 2 and E = 1. The eikonal equation corresponding to (8.7) is
As in Example 1, we would like to use the eikonal equation to construct a numerical approximate solution of (8.7) whose density converges weakly as M → ∞ to the density generated from a solution of (8.7). The molecular dynamics density corresponding to this eikonal equation becomes by (3.19) ρ BO = C(E −
Algorithm 2 Projection algorithm
Input: Mass M ; wave solution Φ; eigenvalues {E i }J i=1 and corresponding eigenvectors {Υ i }J i=1 . Output: Schrödinger projection wave solution Φ (h) .
1.
Organize eigenvalues by multiplicity by a numerical approximation. Construct aJ ×J, zero matrix A which keeps track of multiplicity relations as follows: for i = 1 toJ do for j = i toJ do if |E i − E j | < M −3/4 then Consider eigenvalues equal since the expected spectral gap is O(M −1/2 ), and store this relation by if A kj = 0 for all k < i then Set A ij = 1. 
V (X))
−1/2 . The density ρ BO goes to infinity at the caustics X = V −1 (E) = ± √ E and the approach in Example 1 does not work directly. We will instead construct the numerical approximate solution using the stationary phase method as outlined below based on the WKB Fourier integral ansatz.
By the Legendre transform θ * (P ) = min an invertible mapping between the momentum and position coordinates fulfilling X = ∇ P θ * (P ) is constructed. Using equation (8.8) , one sees that ∇ P θ * (P ) = V −1 (E − P 2 /2). Since θ * (0) = 0, one can derive that for this particular choice of V θ * (P ) = P 0 E − s 2 /2 ds = E √ 2 sin
In neighbourhoods of the caustics [−2E 1/2 , −X 0 ) and (X 0 , 2E with, according to the Legendre transform, θ(X) := X 2(E − V (X)) − θ * 2(E − V (X)) and ψ ± determined by the stationary phase method:
1. Set P (p) = P 0 + p with P 0 = 2(E − V (X 0 )) and let Y (p) := sgn(p) 2 −X(P 0 + p) + θ * (P 0 + p) + θ(X 0 ) ∂ P P θ * (P 0 ) , .
The constant C in (8.9) is chosen so that the wave solution parts are continuous at the gluing point, Φ(±X − 0 ) = Φ(±X + 0 ). It is most easy to determine C when X 0 is chosen so that |u(X 0 )| is at a local maximum; see Figure 9 for an illustration of the gluing procedure.
At the end a Schrödinger eigenfunction solution Φ (h) is obtained by projecting Φ onto the space spanned by a set of eigensolutions to the discretized version of the Schrödinger problem, {Υ j }J j=1 , as is described in Algorithm 2.
Two convergence results are needed to make the method work. First, the density generated from the stationary phase based on the approxmiate solution ρ(X) := |Φ| 2 (X)/ Φ 2 2 must converge weakly to the Schrödinger projection based density ρ Φ (h) (X) := |Φ (h) | 2 (X)/ Φ (h) 2 2 as M → ∞; see Figure 10 for an illustration of how these functions converge. Second, ρ Φ (h) must converge to the molecular dynamics density ρ MD (X) := C(E − V (X)) −1/2 as M increases; see Figure 11 . A numerical test of the convergence rate of (8.13) as M increases is illustrated in Figure 12 for the observables (8.14) g 1 (X) = (1.5 − X) 6 (1.5 + X) 6 (1 + e −X 2 )
1.5 12 and g 2 (X) = (1.5 − X) 6 (1.5 + X) 6 (1 − X 2 + X 4 ) 1.5 12 .
Further details of the solution procedure in Exampe 2 are given in Algorithm 3.
The stationary phase expansion
Consider the phase functionX ·P − θ * (X,P ) and letP 0 (X) be any solution to the stationary phase equationX = ∇P θ * (X,P 0 ). We rewrite the phase functioň X ·P − θ * (X,P ) =X ·P 0 − θ * (X,P 0 ) =θ(X,X)
(1 − t)∂ P P θ * P 0 + t[P −P 0 ] dt [P −P 0 ] . 
