We present an approximation algorithm that, given a simple, possibly nonconvex polyhedron P with n vertices in R 3 , and two points s and t on its surface @P , constructs a path on @P between s and t whose length is at most 7(1 + ") , where is the length of the shortest path between s and t on @P , and " > 0 is an arbitararily small positive constant. The algorithm runs in O(n 5=3 log 5=3 n) time. We also present a slightly faster algorithm that runs in O(n 8=5 log 8=5 n) time and returns a path whose length is at most 15(1 + ") .
Introduction
Problem statement. Let P be a simple nonconvex polyhedron with n vertices, and let s and t be two points on the boundary of P, denoted by @P. We consider the problem of computing an approximate shortest path on @P from s to t.
Computing a shortest path on a polyhedral surface is a central problem in numerous areas, including robotics, geographic information systems, medical imaging, low-altitude ight simulation, and water ow analysis. In most of these applications, a simple, e cient algorithm for computing an approximate shortest path is preferable to an expensive algorithm that computes an exact shortest path, since the input surfaces are rather large, e ciency is critical, and the polyhedral surface is just an approximation of the real surface.
Previous results. Motived by these applications, many researchers have studied the problem of computing a shortest path on a polyhedral surface 3, 8, 12, 13, 14, 15, 20, 28, 26, 32] . Sharir and Schorr 32] gave an O(n 3 log n) algorithm for the case of a convex polyhedron, exploiting the property that a shortest path on a polyhedron \unfolds" into a straight line. Mitchell et al. 26] improved the running time to O(n 2 log n); their algorithm works for non-convex polyhedra as well. Chen and Han 8] gave another algorithm with an improved running time of O(n 2 ). Although several heuristics have been proposed (see 3, 12, 13, 15, 20, 28] , for example), it is a long-standing and intriguing open problem whether a subquadratic algorithm can be developed even for computing an approximate shortest path. Recently, Hershberger and Suri 19] presented a simple algorithm that computes a 2-approximate path on a convex polyhedron in O(n) time. 1 Agarwal et al. 1] presented an algorithm that computes a (1 + ")-approximate path on a convex polyhedron in O(n log 1=" + 1=" 3 ) time, for any given " > 0. However, both these algorithms heavily exploit the convexity of the polyhedron and do not extend to nonconvex polyhedra. It was posed as an open problem by Agarwal et al. 1 ] to nd a subquadratic-time algorithm for computing an approximate path between two points on a nonconvex polyhedron.
For the three-dimensional Euclidean shortest-path problem, where we are given a set of polyhedral obstacles and we want to compute the shortest collision-free path between two given points, there are some approximation algorithms due to Papadimitrou 27] , Clarkson 10] , and Choi et al. 9] . All these algorithms compute a (1 + ")-approximate path, but their running times are superquadratic in n. Recently, Lanthier et al. 21] have considered the problem of computing the weighted shortest path problem on polyhedral surfaces. In this problem, each face of the given polyhedron has a weight associated with it, and the cost of traversing a face is the distance travelled on the face times the weight of the face. In this scenario, they give an approximation algorithm for computing a minimum-cost path between two given points on the polyhedral surface. Their algorithm is an adpatation of Papadimitrou's algorithm which we mention above, and computes a (1 + ")-approximate path for the unweighted case in superquadratic time.
Our results. In this paper, we present an algorithm for computing a path on @P from s to t whose length is at most 7(1 + ") , where is the length of a shortest path on @P from s to t.
(Throughout the rest of this paper, we will assume that " > 0 is an arbitararily small, positive, number.) The algorithm runs in time O(n 5=3 log 5=3 n). We also present a second algorithm that runs in O(n 8=5 log 8=5 n) time, and computes a path whose length is at most 15(1 + ") . We believe that the running time of the rst algorithm can be improved to O(n 3=2 log n), but we are faced with some technical di culties at present. Although our approach falls short of giving a near-linear 1 We call a path -approximate, for 1, if its length is at most times that of a shortest path.
time algorithm for this problem, it is an important step because the problem of computing an approximate shortest path in subquadratic time has been open for quite some time now.
The basic idea of our algorithm is rather simple: we choose a parameter r and partition @P into O(n=r) \patches," each consisting of at most r faces. For each patch P 0 i , we carefully choose a set of points on the \boundary" edges of P 0 i and construct a graph G i that approximates a shortest path between any two points lying on the boundary edges of P 0 i . We merge these graphs G i into a single graph G; s and t are guaranteed to be vertices of G. We then compute a shortest path from s to t in G, using Dijkstra's algorithm, and prove that the length of this path is at most 7(1 + ")d P (s; t).
There are two nontrivial steps in the algorithm | how to choose points on the boundary edges and how to construct the graphs G i 's. By using a scheme based on the planar separator theorem 22] to partition @P into patches, we ensure that there are only O( p r) boundary edges per patch, which allows us to put only a small number of points on the boundary of each patch P 0 i . To compute the graph G i e ciently, we use some novel ideas such as computing a shortest-path map of P 0 i from an edge source, and generalizing the Voronoi diagram (on the polyhedron) to allow edge sites. These concepts are interesting in their own right. An e cient algorithm for computing the Voronoi diagram from an edge source is not completely trivial, but due to lack of space, we omit the details from this abstract.
The paper is organized as follows. In Section 2, we give basic de nitions and properties related to shortest paths, and in Section 3, we describe how to partition @P into patches. Section 4 describes the general algorithm. Sections 5 and 6 describe how to choose points on the edges of each patch and how to construct the graphs G i 's, respectively. Due to lack of space, we have included the proofs of many lemmas in an appendix and have omitted many details.
Geometric Preliminaries
We assume that the polyhedron P is speci ed by a set of faces, edges, and vertices, with each edge occurring in exactly two faces, and two faces intersecting either at a common edge, vertex, or not at all. We consider faces to be closed polygons (they include their boundaries) and edges to be closed line segments (they include their endpoints, which are vertices). Without loss of generality, we assume that all faces are triangles (otherwise, we can use any polygon triangulation algorithm to triangulate the faces, thus introducing at most O(n) additional edges), and that s and t are vertices of the polyhedron. If is a path on @P, we let j j denote its length. For any two points a; b 2 , let a; b] denote the portion of between a and b. We refer to d P (u; v) as the shortest-path distance on @P between u and v. We denote by the shortest-path distance d P (s; t). We sometimes refer to a path on the surface of P as simply a path on P. We denote by d(p; q) the Euclidean distance between points p and q in R 3 .
We review some relevant properties of shortest paths on polyhedra. A detailed analysis can be found in 26, 32] .
Unfolding. Two faces f and f 0 of P are said to be edge adjacent if they share a common edge. A sequence of edge-adjacent faces is a list of one or more faces F = (f 1 ; f 2 ; : : : ; f k+1 ) such that the face f i is edge-adjacent to the face f i+1 . Let e i be the edge shared by the faces f i and f i+1 . We then refer to the (possibly empty) list of edges E = (e 1 ; e 2 ; : : : ; e k ) as an edge-sequence. If no face (resp. edge) appears more than once in F (resp. E), then we call the sequence simple.
Each face has a two-dimensional coordinate system associated with it. If faces f and f 0 are edge-adjacent sharing an edge e, we de ne the planar unfolding of f 0 onto f as the image of points of f 0 when f 0 is rotated about the line through e until f and f 0 become coplanar and lie on opposite sides of e; see Figure 1 . Points in the planar unfolding of f 0 onto f are written in the coordinate system of f. We unfold an edge sequence E as follows: Rotate f 1 around e 1 until its plane coincides with f 2 , rotate f 1 (already unfolded around e 1 ) and f 2 around e 2 until their plane coincides with that of f 3 , and continue in this manner until all faces f 1 ; f 2 ; : : : ; f k lie in the plane of f k+1 . If x is a point on face f i , then the unfolded image of x along E is the image of x when we unfold the edge sequence E (written in the coordinate system of face f k+1 ).
Let v i be a point that lies in the interior of edge e i , for 1 i k. Let v (resp. v 0 ) be a point on face f 1 (resp. f k+1 ) such that (1) either v (resp. v 0 ) is the vertex of f 1 (resp. f k+1 ) that is opposite edge e 1 (resp. e k ), or (2) v (resp. v 0 ) lies in the interior of f 1 (resp. f k+1 ), or (3) Lemma 2.1 The intersection of a shortest path with a face is a (possibly empty) line segment. If is a geodesic path that connects (two points along) the edge sequence E, then the planar unfolding of along E is a straight line segment.
Unlike in the case of convex polytopes, where a geodesic cannot pass through a vertex of the polytope, a geodesic on a nonconvex polytope can pass through a vertex. The subpath of a geodesic between any two vertices v and v 0 of P that are consecutive on connects some edge-sequence E (if E = , then v and v 0 are the endpoints of some edge e which is contained in ). By Lemma 2.1, the subpath from v to v 0 is completely determined by giving the edge-sequence E. Thus, we have the following characterization of geodesics and shortest paths. Lemma 2.2 We can describe a geodesic path from s to t by writing it as a list (v 1 = s; E 1 ; v 2 ; E 2 ; v 3 ; : : : ; v k ; E k ; v k+1 = t); where v 1 ; : : : ; v k are the vertices (in order) through which passes, and each E i is the (possibly empty) edge sequence which v i ; v i+1 ] connects. The planar unfolding of v i ; v i+1 ] along E i is a straight line segment. If is a shortest path, no edge of P appears in more than one edge sequence E i , and each edge sequence E i is simple.
Partitioning the Polyhedral Surface
We can associate with the polyhedron P a graph G P , the dual graph of the 1-skeleton of P, de ned as follows. (We use`nodes' and`arcs' in the context of graphs and use`vertices' and`edges' when speaking of terrains.) For each face f of P, there is a node n f in G P . There is an arc between nodes n f and n f 0 in G P if the corresponding faces f and f 0 of the polyhedron are edge-adjacent. Since P is simple, its genus is zero, and G P is planar. Moreover, since each face of P is a triangle, each node of G P has degree at most three.
Our algorithm exploits a scheme for partitioning any planar graph G = (V; E) that was developed by Frederickson 16] . Let (V 1 ; V 2 ; : : : ; V k ) be a covering of the node set of V , that is, V i V and S i V i = V . We refer to each V i as a region. A node is interior to a region if it is adjacent only to nodes in that region, while a shared node is present in at least two regions. For a given parameter r, an r-partition of G is a covering of the node set V by (jV j=r) regions, such that
(1) any node is either a shared node or it is an interior node of some region, and (2) time.
An r-partition of G P induces a subdivision of the polyhedral surface @P, which we describe below. A polyhedral patch of @P (or simply, a patch of @P) is just the portion of @P comprised of a subset of the faces of P. Given an r-partition of G P , we designate any face that corresponds to a shared node of G P as a bu er face, and associate a polyhedral patch with the faces corresponding to the interior nodes of each region of the r-partition. (That is, each shared node de nes one bu er face, and each region de nes one polyhedral patch.) Thus, an r-partition of G P induces a partition @P into O(n=r) polyhedral patches, with each patch containing at most r faces, and O(n= p r) bu er faces; abusing terminology slightly, we refer to this partition of @P as an r-partition of @P. An r-partition of @P can be computed in O(n log n) time.
An edge incident to a bu er face is called a frontier edge. It is easily seen that a r-partition satis es the following properties:
1. If face f in a patch is edge-adjacent to a face f 0 along an edge e, then either f 0 belongs to the same patch as f, or f 0 is a bu er face in which case e is a frontier edge.
2. In any patch, there are only O( p r) faces that have a frontier edge incident on them. Since each face of P is a triangle, any patch has only a total of O( p r) frontier edges incident to its faces. These are referred to as the frontier edges of the patch. Note that the frontier edges of a polyhedral patch constitute its boundary, so we can also refer to them as the boundary edges of the patch. The total number of frontier edges is at most cn= p r, for some constant c > 0. Let = cn= p r
The following lemma, whose proof is included in the appendix, describes the main application of the above partitioning scheme, but we rst need a de nition.
De nition 3.1 Given a frontier edge e in an r-partition of @P, a collection of points (e) on e is a "-portal set on e if the following holds: For any point x on e that lies on the shortest path P (s; t), there exists p 2 (e) whose distance from x is at most ("=2 ) . Each point of a "-portal set on e is called a portal on e. With respect to an r-partition, a path is legal if it lies completely within a single patch (resp. bu er face), and each of its two endpoints is a portal on a frontier edge of the patch (resp. bu er face). Lemma 3.2 Given an r-partition of the polyhedron P and a "-portal set on each frontier edge of the r-partition, there is a path between s and t such that (1) its length is at most (1 + ")d P (s; t), and (2) it is a concatentaion of legal paths.
The Algorithm
In this section, we present our algorithm for computing a path between s and t on @P whose length is at most 7(1+")d P (s; t). For the sake of clarity, we rst present an algorithm that approximates the shortest-path distance, i.e., it returns a quantity that is at least d P (s; t) and at most 7(1+")d P (s; t).
Subsequently, we modify this algorithm so that it also returns an approximate shortest path.
Approximating the shortest path distance
In order to describe the algorithm, we need to de ne a -approximator, which is similar to the well-studied notion of a spanner (see 4, 30] ) with Steiner points.
De nition 4.1 Let P 0 be a polyhedral patch, and S be a set of points on P 0 . A -approximator for S on P 0 is a weighted graph G = (S S 0 ; E), where S 0 is a set of additional points on P 0 , that has the following properties: (1) Proof: Assuming the correctness of the various sub-procedures, it follows from Lemma 3.2 that the algorithm returns an estimate j G j such that j G j 7(1 + ") .
We now analyze the running time of the algorithm. In Step 1 of the algorithm, we can compute an r-partition in O(n log n) time. The number of frontier edges in the r-partition is = O(n= p r).
In Step 2, a "-portal set of size O((n= p r) log n) for each frontier edge can be computed in O((n= p r) log n) time. Over all frontier edges, this results in a running time of O((n 2 =r) log n) for portals, m i = O(n log n). The running time for computing G i is then O(r 3 log r + n log 2 n), and the running time for Step 3 summed over all patches is O(nr 2 log r + (n 2 =r) log 2 n). By choosing r = n 1=3 log 1=3 n, the running time of Step 3 is O(n 5=3 log 5=3 n). It can be shown that the running time of step 4 is also O(n 5=3 log 5=3 n), which completes the proof of the theorem. 2 Choosing r = n 2=5 log 2=5 n in step 1, = 15 in step 3, and using the algorithm of Section 6.3 in step 3 to construct a -approximator, we obtain the following result. Theorem 4.3 Given a simple, nonconvex polyhedron P, with n vertices, and two points s; t 2 @P, we can compute in time O(n 8=5 log 8=5 n) a quantity between d P (s; t) and 15(1 + ")d P (s; t).
Computing an approximate shortest path
We now describe the modi cations to the algorithm presented above that will allow us to compute an approximate-shortest path from s to t. Let G i be the -approximator, computed in Step 3, for V i M i on P 0 i . We want to be able to answer the following path query for an arc in G i : given (p; p 0 ) 2 E i , compute a path on P 0 i between p and p 0 whose length is at most the weight of (p; p 0 ). If P 0 i is a bu er face, we can answer such a query by simply taking the line segment joining p and p 0 . For a patch P 0 i , we augment G i with a data structure that can answer a path query in O(r)
time. It will be evident in Section 6 that such a data structure can be computed within the time bound for computing G i . Let G be the shortest path in G that is computed by Step 4 of the algorithm. We can compute a path in @P between s and t by simply doing a path query for each arc traversed by G , and concatenating the resulting paths. This could be expensive if G traverses too many arcs of G.
However, as described below, we really need to do path queries for only some arcs in G . For a face f of P, if p 1 and p 2 are the rst and last nodes in f that appear in G , we can bypass the arcs in G between p 1 and p 2 by including in the line segment joining p 1 and p 2 . If we apply this trick to every face, we will be left with only O(n) path queries to perform, which will require a total of O(nr) time.
Choosing the appropriate value of r, we get the main result of this paper.
Theorem 4.4 Given a simple, nonconvex polyhedron P, with n vertices, and two points s; t 2 @P, we can compute, in O(n 5=3 log 5=3 n) (resp. O(n 8=5 log 8=5 n)) time, a path on @P between s and t whose length is at most 7(1 + ")d P (s; t) (resp. 15(1 + ")d P (s; t)).
Computing Portal Sets
In this section, we present an algorithm that, given an edge e of P (and an r-partition of @P), computes a "-portal set (e) on e. We rst describe a scheme for computing a crude estimate of the shortest path distance such that O(n) . The estimate will prove useful in constructing portal sets. Let C(s; !) be a cube of side ! centered at s, and let P(!) be the portion of @P lying within C(s; !), i.e., P(!) = @P \C(s; !). Note that @P = P(1). For a face f of P, let f ! = f \C(s; !). Since f is a triangle, f ! is convex. This implies that P(!) consists of O(n) faces.
We let be the smallest value of ! for which s and t are connected by a path lying completely in P(!).
The proof of the following lemma is included in the appendix.
Lemma 5.1 (1) c 1 n , for some constant c 1 , and (2) the estimate can be computed in O(n log n)time.
Using lemma 5.1, we can show the following.
Lemma 5.2 Let B be the set of frontier edges in an r-partition of @P, where jBj . Given any edge e 2 B, we can compute a "-portal set (e) of size O(( =") log n) in time O(( =") log n). Proof: We use the estimate to compute (e) as follows. For 1 i dlg c 1 ne, we add O( =") portals so that they subdivide e \ C(s; 2 i ) into equal-sized intervals of length ("=2 ) 2 i .
Clearly, the total number of portals added is O(( =") lg n). To see that (e) constructed above is a "-portal set, let x be any point on P (s; t) \ e. Since c 1 n , x 2 C(s; 2 i ) for some i between 1 and dlg c 1 ne. Let i x be the smallest such i. If i x = 1, then among the portals that were added by the procedure to e \ C(s; 2 ) when i = 1, there is some portal p such that O(r 2 log r) time. Moreover, we can compute, within the same time bound, an associated data structure that will allow us to perform the following query in O(log r) time: given a point x 2 e on a boundary edge, compute the site q containing x in its Voronoi cell in V 1 (e), and the distance d P 0 (q; x). We can also compute a path (q; x) whose length is d P 0 (q; x) in O(log r + k) time, where k r is the number of faces of P 0 traversed by (q; x). For the second Voronoi diagram, the sites are the vertices V (vertex-sites) and the boundary edges B (edge-sites). Let Q denote this collection. An edge site is regarded as open, that is, without its endpoints. In allowing boundary edges to be sites of the Voronoi diagram, we depart from the work of Mount 24] , which allows only point sites. As we shall see, allowing edge-sites is a useful idea in constructing -approximators.
We de ne the distance d P 0 (e 0 ; x) of a point x 2 P 0 from a boundary edge e 0 to be the in mum inf o2e 0 d P 0 (o; x). We are now ready to de ne the Voronoi partition V 2 (e) on a boundary edge e.
The partition of V 2 (e) into Voronoi cells is de ned as follows: a point x 2 e belongs to the Voronoi cell for a given site q 0 2 Qnfeg if d P 0 (q 0 ; x) = min q2Qnfeg d P 0 (q; x); i.e., we take the Voronoi diagram with respect to all sites of Q except e. We will show the following result in the full version of the paper. Lemma 6.2 We can compute the partition V 2 (e), for a boundary edge e 2 B, in O(r 2 log r) time.
Furthermore, we can compute, within the same time bound, an associated data structure that will allow us to perform the following query. Given a point x 2 e on a boundary edge, we can compute the site q containing x in its Voronoi cell in V 2 (e), the distance d P 0 (q; x), and a point o 2 q such that d P 0 (o; x) = d P 0 (q; x) in O(log r) time. We can also compute the path (o; x) whose length is d P 0 (o; x) in O(log r + k) time, where k is the number of faces traversed by (o; x).
The following lemma, which states the most useful property of V 2 (e), plays a crucial role in the construction of -approximators. Its proof is given in the appendix.
Lemma 6.3 Let e; e 0 2 B be two distinct boundary edges of P 0 , and let x 2 e and y 2 e 0 . Let (x; y) be a shortest path of length l between x and y. If d P 0 (x; v) > 3l for every vertex v 2 V , then
x belongs only to the Voronoi cell of e 0 in V 2 (e), and d P 0 (e 0 ; x) l.
Computing a 7(1 + ")-approximator
We now present our algorithm for computing a 7(1 + ")-approximator G = (V M M 0 ; E) for V B M on P 0 ; here M 0 is a set of at most m new points on P 0 . For the sake of simplicity, we describe an algorithm for computing a 13-approximator, and then mention how to obtain a 7(1 + ")-approximator.
Algorithm: 13 2 In case 1 of Lemma 6.5 above, there is a path on P 0 between p and p 0 that passes through a vertex of P 0 and has length at most 7l. Using a scheme based on a recent result of Har- Peled 17] for constructing approximate shortest path maps on a polyhedron from a single source, we can compute a graph that 7(1 + ")-approximates any path between u; v 2 V B M that passes through a vertex of P 0 . By plugging this construction into the above algorithm, we can construct, within the same time bounds, a 7(1 + ")-approximator for V B M on P 0 .
Computing a 15-approximator
We now present a slightly di erent algorithm that computes a 15-approximator G = (V M M 0 ; E) for V B M on the patch P 0 . This algorithm, which we call 15-approximator, runs in O(r 5=2 log r + m log r + r log r) time. Let e 2 B be a boundary edge. We de ne the distance of a point x 2 P 0 from e, which we denote by d P 0 (e; x), to be min o2e d P 0 (o; x). The only di erence from the de nition used in Section 6.1 is that we now regard e as closed, i.e., e includes its endpoints. If (o; x) is a path from o 2 e to x, and its length j (o; x)j equals d P 0 (e; x), we say that (o; x) is the shortest path from the boundary edge e to x. By suitably modifying the algorithm by Mitchell et al. 26 ], we can compute shortest paths from a single boundary edge of P 0 to every vertex of P 0 in O(r 2 log r) time.
Algorithm 15-approximator is identical to 13-approximator, except that we replace step 1 by the following procedure. From each e 2 B, we compute a shortest path to every vertex of V using the O(r 2 log r) algorithm that was mentioned above. Let (o; u), where o 2 e and u 2 V , be the shortest path from e to u that is computed. We introduce o as a new node in G, and add an arc (o; u) with weight j (o; u)j.
Proceeding in a way similar to previous subsection, we can show the following lemma. We have omitted its proof from this abstract. Lemma 6.6 We can compute, in time O(r 5=2 log r + m log m + m log r), a 15-approximator for V B M on P 0 . A Appendix: Proofs of a Few Lemmas Lemma 3.2 Given an r-partition of the polyhedron P and a "-portal set on each frontier edge of the r-partition, there is a path between s and t such that (1) its length is at most (1 + ")d P (s; t), and (2) it is a concatentaion of legal paths.
Proof: Let = (v 1 = s; E 1 ; v 2 ; E 2 ; v 3 ; : : : ; v k ; E k ; v k+1 = t) represent the shortest path between s and t, where v 1 ; : : : ; v k are the vertices (in order) through which passes, and each E i is the (possibly empty) edge sequence which v i ; v i+1 ] connects. Let e be a frontier edge that occurs in some edge sequence E i above. Let x be the (unique) point on e that lies on , and let p be the portal on e so that d P (x; p) = d(x; p) "=2 d P (s; t)= . We alter slightly by introducing a loop from x to p and back. This increases the length of the path by at most "d P (s; t)= . If we perform this surgery on every frontier edge that occurs in some edge sequence, we get a path whose length is at most (1 + ")d P (s; t). It is clear that is a concatenation of legal paths, since s and t are assumed to be the vertices of P. 2
Lemma 5.1 (1) c 1 n , for some constant c 1 , and (2) the estimate can be computed in O(n log n) time.
Proof: (1) We claim that any shortest path P (s; t) must intersect the boundary of C(s; ).
f of faces of F such that f ! 6 = ; and f ! C. Note that C = S f2F C f ! . Observe that the sets F C partition the set of faces of P that have a non-empty intersection with C(s; !).
Let f s (resp. f t ) be some face of P containing s (resp. t). Then, is the smallest value of ! for which (1) s; t 2 C(s; !) (2) f s ! and f t ! belong to the same path-connected component of P(!). Thus, computing boils down essentially to nding the smallest ! when (2) occurs. We sketch below an algorithm to do this.
Our algorithm represents each path-connected component C of P(!) implicitly by the set F C . As ! increases form zero, our representation undergoes changes. Two sets F C i and F C j may get merged. A new face f may be added to one of the already existing sets F C . A set consisting of just a single new face f may be created, if f ! forms a single path-connected component in P(!). Clearly, such changes in our representation occur only when some vertex, edge, or face of P rst intersects C(s; !). Hence, there are only O(n) critical values of ! at which our representation needs to be updated.
We rst compute and sort (in increasing order) these critical values of !. Starting from ! = 0, we go through them in order, updating our representation of the path-connected components of P(!) appropriately. We stop and report the value of ! when f s and f t are in the same set in our representation. If we use any data structure for disjoint sets 11] to maintain the representation of the path-connected components, the entire procedure can be implemented in O(n log n) time. 2 Lemma 6.3 Let e; e 0 2 B be two distinct boundary edges of P 0 , and let x 2 e and y 2 e 0 . Let (x; y) be a shortest of length l between x and y. If d P 0 (x; v) > 3l for every vertex v 2 V , then x belongs only to the Voronoi cell of e 0 in V 2 (e), and d P 0 (e 0 ; x) l.
We rst establish a preliminary claim before proving Lemma 6.3. We refer to any path that
originates from x and that has length at most l as a short path. Since d P 0 (x; v) > 3l for every v 2 V , no short path passes through a vertex. It follows that every short, geodesic path connects some edge sequence beginning with the edge e. Let E = eE 0 e 0 be the edge sequence which (x; y) connects (e and e 0 are respectively the rst and last edges of E). Claim A.1 Any short, geodesic path connects some edge sequence which is a pre x of E. Proof: Suppose, for a contradiction, that the claim is false. That is, there is a short, geodesic path 0 that connects E 0 e 1 e 3 , whereas the edge sequence connected by (x; y) is E = E 0 e 1 e 2 E 00 .
Since both paths are geodesic, the edges e 1 , e 2 , and e 3 must be incident on the same (triangular) 
