Abstract. We show that the multiwavelets, introduced by Alpert in 1993, are related to type I Legendre-Angelesco multiple orthogonal polynomials. We give explicit formulas for these LegendreAngelesco polynomials and for the Alpert multiwavelets. The multiresolution analysis can be done entirely using Legendre polynomials, and we give an algorithm, using Cholesky factorization, to compute the multiwavelets and a method, using the Jacobi matrix for Legendre polynomials, to compute the matrices in the scaling relation for any size of the multiplicity of the multiwavelets.
1. Introduction. Wavelets are a powerful way for approximating functions and have been very successful in harmonic analysis, Fourier analysis, signal and image processing and approximation theory [2] , [15] . Multiresolution analysis, as introduced by Mallat and Meyer [17, 18] , is a powerful way to describe functions in L 2 (R) in a nested sequence of subspaces, and wavelets are very well suited to move from one resolution to higher resolutions. Multiwavelets are an extension of wavelets where instead of using a single scaling function one uses a vector scaling function, which allows to describe the spaces in the multiresolution analysis in terms of translates of linear combinations of the functions in the scaling vector. Multiwavelets came up in a natural way in fractal interpolation and iterated functions theory [3, 4, 5, 10] and were also put forward by Goodman [8, 9] and Hervé [11] . A good description of multiwavelets can be found in [15, part II] and [16] . In this paper we will investigate the multiwavelets described by Alpert [1] . Previously Geronimo, Marcellán and Iliev investigated a modification of Alpert's multiwavelets in [7] and [6] , but they used an orthogonal basis for the wavelets with fewer zero moments than proposed by Alpert in [1] . In this paper we will investigate the wavelets with the maximal number of zero moments, as originally proposed by Alpert.
The paper is organized as follows. We give some information on Alpert's multiwavelets in section 2, we make the connection with type I multiple orthogonal polynomials in section 3 and give explicit formulas for the Legendre-Angelesco multiple orthogonal polynomials in section 4. A formula for Alpert's multiwavelets in terms of the Legendre-Angelesco polynomials is given in section 5 including explicit expressions for their Fourier transforms. An algorithm to expand the multiwavelets in terms of Legendre polynomials is given in section 6.
Alpert multiwavelets.
Let n ∈ N = {1, 2, 3, . . .} be fixed and consider the functions where I n is the identity matrix of order n. Introduce the linear space
then V 0 is a space of piecewise polynomials of degree ≤ n − 1 and it is a finitely generated shift invariant space, for which {φ i (x − j), 1 ≤ i ≤ n, j ∈ Z} is an orthonormal basis. For every k ∈ Z we define V k = {φ(2 k ·), φ ∈ V 0 }, so that V k contains functions in L 2 (R) at different resolutions. Clearly the spaces (V k ) k∈Z are nested
and they form a multiresolution analysis (MRA) of L 2 (R). We can write
and the spaces (W k ) k∈Z are called the wavelet spaces. If ψ 1 , . . . , ψ n generate a shiftinvariant basis for W 0 , then these functions are known as multiwavelets when n > 1. For n = 1 one retrieves the MRA associated with the Haar wavelet. Multiwavelets for n > 1 were investigated by Alpert [1] , Geronimo and Marcellán [7] , Geronimo and3. Multiple orthogonal polynomials. Let r ∈ N and n = (n 1 , . . . , n r ) ∈ N r with size | n| = n 1 + n 2 + . . . + n r . Multiple orthogonal polynomials are polynomials in one variable that satisfy orthogonality conditions with respect to r measures µ 1 , . . . , µ r on the real line. There are two types: the type I multiple orthogonal polynomials for the multi-index n are (A n,1 , . . . , A n,r ), where the degree of A n,j is ≤ n j − 1 and
with the normalization
and the type II multiple orthogonal P n is the monic polynomial of degree | n| for which [14, 13] . The type I Legendre-Angelesco polynomials (A n,m , B n,m ) are thus defined by deg A n,m = n − 1, deg B n,m = m − 1 and the orthogonality conditions
and the normalization
These polynomials are uniquely determined by these conditions. Note that the orthogonality (3) corresponds to the condition for the vanishing moments (condition 4) for k = n, hence proving Proposition 1. The normalization, however, is different since one uses condition 3 instead of (4) . Note that the type I Legendre-Angelesco polynomials are piecewise polynomials on [−1, 1] but their restrictions to [−1, 0] and [0, 1] are respectively the polynomials A n,m (of degree n − 1) and B n,m (of degree m − 1). The remaining multiwavelets f 1 , . . . , f n−1 can also be expressed in terms of Legendre-Angelesco orthogonal polynomials. Denote the type I multiple orthogonal polynomials by
As mentioned before, these are piecewise polynomials on [−1, 1] as are the multiwavelets.
Proposition 2. Let (f 1 , . . . , f n ) be the Alpert multiwavelets of multiplicity n. Then
where the coefficients (a j ), (c j ), (d j ) are real numbers.
Proof. The type I multiple orthogonal polynomials {Q j,j , 1 ≤ j ≤ n} on the diagonal, together with {Q j+1,j , 0 ≤ j ≤ n − 1} are a basis for the piecewise polynomials 1] , where p n−1 , q n−1 ∈ P n−1 are polynomials of degree at most n − 1. There is a biorthogonality relation for the multiple orthogonal polynomials [12, §23.1.3]
where P n,m are the type II Legendre-Angelesco multiple orthogonal polynomials, for which
The biorthogonality gives for the multi-indices near the diagonal
So if we expand f k in the basis of type I Legendre-Angelesco polynomials, then
and the biorthogonality gives
The conditions imposed by Alpert give some properties for these coefficients. The symmetry property 2 gives (change variables x → −x)
so that d j = 0 whenever k + n is even. We have used that the type II multiple orthogonal polynomial P j,j is an even function. For c j we have (with the same change of variables)
where we used that P j,j−1 (−x) = −P j−1,j (x), which can easily be seen from the orthogonality conditions. The type II multiple orthogonal polynomials satisfy the nearest neighbor recurrence relations
Subtracting both relations gives
so that P j,j−1 (x) − P j−1,j (x) = a j P j−1,j−1 (x), where a j = d j−1,j−1 − c j−1,j−1 . Using this we find
and hence we have that 2c j = a j d j−1 whenever k + n is odd. So the expansion (5) reduces to
Alpert's moment condition 4 also shows that
so that the expansion (7) reduces to the one given in the proposition.
Legendre-Angelesco polynomials.
It is now important to find the Legendre-Angelesco polynomials. We introduce two families of polynomials
Observe that p n and q n are polynomials of degree n with positive leading coefficient. These two families are immediately related to the last two multiwavelets, and this holds for every multiplicity n. We will need the Mellin transform of these polynomials to make the connection. 
Proof. The proof is along the lines of [6, Lemma 4] and [21, Thm. 2.2] . We will compute the Mellin transform of p n , which by integrating (8) is
This is the partial fraction decomposition of a rational function T (s)/R(s) with poles at the integers {−k − 1, 0 ≤ k ≤ n}, so R(s) = (s + 1) n+1 and T is a polynomial of degree ≤ n with residue (−1)
for the pole at −k − 1, hence
) n of degree n has precisely these values at −k −1, and hence (10) follows. Observe that the Mellin transform of p n is a rational function of s and that the numerator has zeros when s = 2k − 1 (1 ≤ k ≤ n), so that all the odd moments ≤ 2n − 1 of p n on [0, 1] vanish. The Mellin transform of q n can be obtained easily in a similar way. From (11) one sees that q n has vanishing even moments ≤ 2n − 2.
The last two multiwavelets f n and f n−1 are now easily given in terms of these polynomials.
where c n,0 and d n,0 are normalizing constants given by
Proof. We need to verify the moment condition (2) for f n . Observe that
so that all the even moments are already zero. So we only need to concentrate on the odd moments of p n−1 . The Mellin transform (10) for p n−1 shows that the odd moments ≤ 2n − 3 vanish, and since all the even moments for f n are already zero, it must follow from (2) that f n is equal to p n−1 up to a normalizing factor. The proof for f n−1 is similar with a few changes. The symmetry f n−1 (−x) = f n−1 (x) now gives
so that all the odd moments vanish. We only need to check that the even moments vanish. The orthogonality of f n and f n−1 will automatically be true because of the symmetry:
For q n−1 we have from (11) that all the even moments ≤ 2n − 4 vanish, so that together with the vanishing odd moments, the moment condition (2) holds and f n−1 must be proportional to q n−1 .
An explicit formula for the normalizing constants c n,0 and d n,0 will be given in Proposition 8.
4.1. Type I Legendre-Angelesco polynomials. The type I Legendre-Angelesco polynomials near the diagonal can be expressed explicitly in terms of the functions p n and q n in (8)- (9): Proposition 5. Let (A n,m , B n,m ) be the type I Legendre-Angelesco polynomial for the multi-index (n, m). Then on the diagonal
and for |n − m| = 1 (14) and
where the normalizing constant is given by b n = 2(
The result in (12) follows from Proposition 1 and Proposition 4. The constant can be found by putting s = 2n + 1 in the Mellin transform, since that moment has to be 1. For (13)- (15) one can check that the vanishing moment conditions (3) hold and that the polynomials are of the correct degree. The normalizing constant b n can be obtained by computing the 2nth moment of q n , i.e., putting s = 2n in (11) , and the using the normalization in (4).
A consequence of the Mellin transform (10) is the Rodrigues type formula
which follows by using
wheref is the Mellin transform of f
. In a similar way the Mellin transform (11) implies the Rodrigues type formula
The p n and q n can be written as linear combinations of two hypergeometric functions
There is also a system of recurrence relations.
Proposition 6. One has
Proof. We will prove this by comparing coefficients. For (16) the coefficient of (−x) k on the right hand side is
This can easily be seen to be equal to
The factor between brackets is k(3n − 1), hence together this gives
which is the coefficient of (−x) k of the left hand side of (16) . The proof is similar for (17) , except that one now has to combine three terms on the right hand side.
These recurrence relations can be simplified in the following way. Introduce one more sequence of polynomials (18) r
4.2. Type II Legendre-Angelesco polynomials. The type II Legendre-Angelesco polynomials P n,n (x) and P n+1,n (x) also have nice Mellin transforms.
Proposition 7. One has
, where C n and D n are constants.
Proof. The orthogonality conditions for P n,n are
The symmetry P n,n (−x) = P n,n (x) implies that P n,n (x) is an even polynomial and we only need to consider the orthogonality conditions on [0, 1]. Let
then the Mellin transform is
This is a rational function of s with poles at the odd negative integers −1, −3, −5, . . . , −2n − 1, hence the denominator is (
The orthogonality conditions on [0, 1] imply that the numerators has zeros at 0, 1, . . . , n − 1, hence the numerator is proportional to (−s) n . This gives (19), where the constant C n has to be determined so that P n,n is a monic polynomial.
The orthogonality conditions for P n+1,n and P n,n+1 are
The difference P n+1,n (x)−P n,n+1 (x) is a polynomial of degree 2n which is proportional to P n,n , and P n+1,n (−x) = −P n,n+1 (x). The sum P n+1,n + P n,n+1 is therefore an odd polynomial and we can write
The Mellin transform of this sum is of the form
and this is a rational function with poles at the even negative integers −2, −4, −6, . . . , −2n − 2. Hence the denominator is (1 + s 2 ) n+1 . The orthogonality conditions on [0, 1] imply that the numerator vanishes at 0, 1, . . . , n − 1, hence it is proportional to (−s) n . This gives (20) , where the constant D n has to be determined so that the leading coefficient is 2.
The Mellin transform (19) implies the Rodrigues formula
if we take into account that
. This Rodrigues formula was already known, e.g., [12, §23.3] , and it gives the explicit expression
5. Alpert multiwavelets and Legendre-Angelesco polynomials. Proposition 4 already gives the last two multiwavelets f n and f n−1 in terms of the polynomials p n−1 and q n−1 . In order to be able to work with multiwavelets of various multiplicity, we will change the notation somewhat. If n ∈ N we will denote the multiwavelets of multiplicity n by (f 
To find the other multiwavelets, we proceed as follows. Every f n+1 n+1−2k is a linear combination of p n , p n−1 , . . . , p n−k in such a way that the orthogonality (1) holds. This means that we start from the sequence (p n , p n−1 , . . . , p n−k ) and we use the Gram-Schmidt process to obtain (f n+1 n+1 , f n+1 n−1 , . . . , f n+1 n+1−2k ). In a similar way every f n+1 n−2k is a linear combination of q n , q n−1 , q n−k in such a way that the orthogonality (1) holds. Hence we use Gram-Schmidt on (q n , q n−1 , . . . , q n−k ) to obtain
) n and (q n ) n starting from degree n and going down in the degree, which is different from the usual procedure where one starts from the lowest degree, going up to the highest degree. If we denote by f, g the integral of f g over the interval [0, 1], then an explicit formula for x ∈ (0, 1] is
, where c n+1,k is such that the norm of f n+1 n+1−2k is one. Similarly
, where the constant d n+1,k normalizes the function to have norm one. For the normalizing constant c n+1,k we define
then it follows from (21) that f n+1 n+1−2k , p n−j = 0 for 0 ≤ j < k, since this is equal to a determinant with two equal rows, and f 
In a similar way we find
Hypergeometric functions.
We will express the inner products p n , p k in terms of hypergeometric functions.
Proposition 8. The entries in the Gram-matrix for k ≤ n are given by
; 1 ,
Proof. For (27) we expand p k using (8) to find
The integral can be evaluated by using the Mellin transform (10), which gives
and this is zero whenever j is odd and 1 ≤ j ≤ 2n − 1. So we only need to consider even terms in the sum. This leaves
Now we can write
and this coincides with the hypergeometric expression in (27). The computations for q n , q k are similar, starting from the expansion (9) and using the Mellin transform (11) .
Observe that both (27) and (28) are terminating hypergeometric series.
Fourier transform.
We will now compute the Fourier transform of the multiwavelets f n+1 k for k = n + 1 and k = n.
Proof. We have
If we use the Taylor series expansion of the sin function, then the Fourier transform isf n+1 n+1 (t) = 2i
n+1 (x) = c n+1,0 p n (x), so we can use the Mellin transform in (10) to evaluate the integral:
The first n terms in the series are zero, so if we set k = j + n, then
.
Now use
(2j + 2n + 1)!(2j + 2n + 2) n+1 = (2j + 3n + 2)! = (3n + 2)! 2 2j 3n + 3 2
and (−j − n) n = (−1) n n!(n + 1) j /j! to find
which can be identified in terms of the hypergeometric series.
The proof for the second Fourier transform is similar. We now havê
Now use f n+1 n (x) = d n+1,0 q n (x) and the Mellin transform (11) for q n to find
Again the first n terms in the series are zero, so the change k = j + n giveŝ
In this case we need to use can be obtained by taking the sin-transform in (21) or the cos-transform in (22). Both will give a determinant containing hypergeometric functions.
6. Alpert multiwavelets and Legendre polynomials. In order to compute the multiwavelets, we introduce the notation
. . .
and the idea is to write
and n (x) are the orthonormal Legendre polynomials on [0, 1] with χ A the indicator function for the set A. The scaling relation is
where C n −1 and C n 1 are n × n matrices (which are lower triangular). The orthogonality of the Legendre polynomials gives
where I n is the identity matrix of order n, so that
The orthogonality of Alpert's multiwavelets gives
Furthermore, the multiwavelets are orthogonal to polynomials of degree ≤ n, hence
Let n be even, then we write
From (21) and (22) we find that
where G 
, and hence (G . Next, we expand the p k and q k functions in terms of
where A n and B n are lower triangular n × n matrices. The orthonormality of the Legendre polynomials gives . Note that the positivity of the diagonal elements of the Cholesky factorization reflects that the leading coefficients of p k and q k are positive. Combining this gives
where O n,m is a n×m matrix containing only zeros, and D 
For n odd we have to modify the method only slightly. We now use
so that Ψ e n has (n − 1)/2 elements and Ψ o n has (n + 1)/2 elements. From (21) and (22) we now find
where G p n is a . The lower triangular matrices A n and B n are the same as before. The final result is that
where the stretched matrices are now given bŷ
Appendix A. An alternative proof of Proposition 8. The Mellin transforms (10)- (11) will be useful, if we combine this with Parseval's formula for the Mellin transform
By using Parseval's formula and (10) we have
The arguments it/2 are unusual, so to get rid of them we change the variable t = 2s to find
+ is)| 2 ds. Now we use Legendre's duplication formula for the Gamma function
to find
ds.
If we now change the variable is to y, then we get a Mellin-Barnes integral defining a Meijer G-function , where the Meijer G-function is defined as
where the path Γ separates the poles of Γ(b j − s) from the poles of Γ(1 − a j + s) [19, 20, §16.17] . In our case we have m = n = 2, p = q = 4 and
This Meijer G-function can be expressed as a linear combination of two hypergeometric functions a1, a2, a3, a4 b1, b2, b3, b4
We need the case z = 1. Note that the 4 2 − n, hence one of these two is a negative integer, and the Gamma function Γ(a 3 − b 1 ) or Γ(a 4 − b) has a pole, so that the first term vanishes. This means that (27) follows.
In a similar way one can also obtain the following expression for the integrals involving the q n polynomials . which simplifies to (28). 
S1
. Explicit matrices for the scaling relation and the multiwavelets. The Legendre polynomials are denoted by P n (x) and they are orthogonal on [−1, 1]
We will be using the orthonormal Legendre polynomials on [0, 1] given by
We denote the scaling vector by
and the vector containing the multiwavelets by
where χ A is the indicator function for the set A. The scaling relation is
where C n −1 and C n 1 are n × n matrices (which are lower triangular). The wavelets are expressed in terms of Legendre polynomials by 
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Furthermore, the multiwavelets in Ψ n are orthogonal to polynomials of degree ≤ n, hence
S1.1. The scaling relation and the matrices C n −1 . The matrices C n 1 for 1 ≤ n ≤ 4 are given explicitly in [S3, p. 2486] (but their notation is a bit different for the multiplicity index n). Here is a simple way to generate them. The orthonormal Legendre polynomials on [0, 1] satisfy the three term recurrence relation t n−1 (x) = a n n (t) + 1 2 n−1 (t) + a n−1 n−2 (t), where a n = n 2 (2n − 1)(2n + 1) .
Introducing the Jacobi matrix
where e n is the unit vector (0, . . . , 0, 1) T in R n . If we use (S5) in the scaling relation (S1), then
. Note that J n is the truncated Jacobi matrix for the Legendre polynomials on [0, 1] and that its eigenvalues are the zeros of p n , which are all in (0, 1), hence J n is not singular (and positive definite), so that its inverse exists. This allows to write
If we use (S5) three times, then
(t − 1)Φ n (t − 1) − a n n (t − 1)χ [1, 2] e n .
Taking t = 0 gives −a n n (0)e n = J n C n −1 J −1 n −a n n (0)e n , and since n (0) = 0 we thus find (S7) J n C n −1 J −1 n e n = e n .
Using (S1) on the left side of (S6) and (S7) on the right side gives for t ∈ [0, 1] t 2 C n −1 Φ n (t) = a n n (t/2)e n − a n n (t)e n + tJ n C n −1 J −1 n Φ n (t).
Divide this by t, multiply on the right by Φ T n (t) and integrate over [0, 1] , to find
where we used the orthonormality of the Legendre polynomials This is the matrix version of the scaling relation (S1), and the 2 results from the fact that our scaling is with a factor 2. We now describe a recursive way to compute the matrices C n −1 . Write
where 0 n and r n are vectors of size n and s n+1 is a real number. One also has J n+1 = J n a n e n a n e T n 1/2 .
Then, ignoring the last row, we have
J n a n s n e n * * , and J n+1 C n+1 −1 = J n C n −1 + a n e n r T n a n s n+1 e n * * .
From (S8) for n + 1 we find
Ignoring the last row, this gives (S10) C n −1 J n − 2J n C n −1 − 2a n e n r T n = 0, and a n s n e n − 2a n s n+1 e n = 0. The latter gives 2s n+1 = s n and since C 1 −1 = 1 (and thus s 1 = 1) we find immediately that s n+1 = 1/2 n (which was already given in [S3, S2] ). So recursively we start with C 
