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ON THE VALUE DISTRIBUTION OF THE EPSTEIN ZETA
FUNCTION IN THE CRITICAL STRIP
ANDERS SO¨DERGREN
Abstract. We study the value distribution of the Epstein zeta function En(L, s)
for 0 < s < n
2
and a random lattice L of large dimension n. For any fixed
c ∈ ( 1
4
, 1
2
) and n → ∞, we prove that the random variable V −2cn En(·, cn) has
a limit distribution, which we give explicitly (here Vn is the volume of the n-
dimensional unit ball). More generally, for any fixed ε > 0 we determine the limit
distribution of the random function c 7→ V −2cn En(·, cn), c ∈ [
1
4
+ ε, 1
2
− ε]. After
compensating for the pole at c = 1
2
we even obtain a limit result on the whole
interval [ 1
4
+ ε, 1
2
], and as a special case we deduce the following strengthening of
a result by Sarnak and Stro¨mbergsson [15] concerning the height function hn(L)
of the flat torus Rn/L: The random variable n
{
hn(L)− (log(4pi)− γ+1)
}
+ log n
has a limit distribution as n→ ∞, which we give explicitly. Finally we discuss a
question posed by Sarnak and Stro¨mbergsson as to whether there exists a lattice
L ⊂ Rn for which En(L, s) has no zeros in (0,∞).
1. Introduction
Let Xn denote the space of n-dimensional lattices of covolume 1. We realize
Xn as the homogeneous space SL(n,Z)\SL(n,R), where SL(n,Z)g corresponds to
the lattice Zng ⊂ Rn. We further let µn denote the Haar measure on SL(n,R),
normalized to be the unique right SL(n,R)-invariant probability measure on Xn.
For L ∈ Xn and Re s >
n
2 the Epstein zeta function is defined by
En(L, s) =
∑
m∈L
′
|m|−2s,
where ′ denotes that the zero vector should be omitted. En(L, s) has an analytic
continuation to C except for a simple pole at s = n2 with residue π
n
2 Γ(n2 )
−1. Fur-
thermore En(L, s) satisfies the functional equation
Fn(L, s) = Fn(L
∗, n2 − s),(1.1)
where
Fn(L, s) := π
−sΓ(s)En(L, s),(1.2)
and L∗ is the dual lattice of L. The close relation with the Riemann zeta function, in
fact ζ(2s) = 12E1(Z, s), makes it natural to call the region 0 < Re s <
n
2 the critical
strip for En(L, s). Note however that for all n ≥ 2 there exist lattices L ∈ Xn for
which the Riemann hypothesis for En(L, s) is known to fail (cf. [21, Thm. 1]; see
also [1], [17], [20] and [22]).
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It follows from (1.1) that En(L, 0) = −1 for all L ∈ Xn. Since En(L, s) has a
simple pole at s = n2 with positive residue it is also clear that
lim
s→n
2
−
En(L, s) = −∞
for all L ∈ Xn. In this paper we will be interested in the behavior of En(L, s)
in the interval 0 < s < n2 for large n. In particular we will, for 0 < c <
1
2 ,
be interested in questions concerning the value distribution of En(L, cn) as n→∞.
These questions are mainly motivated by the work of Sarnak and Stro¨mbergsson [15]
on minima of En(L, s). They note that if there exists a lattice L0 ∈ Xn satisfying
En(L, s) ≥ En(L0, s) for all 0 < s <
n
2 and all L ∈ Xn then En(L0, s) < 0 for
0 < s < n2 . Hence, for such a lattice L0, En(L0, s) has no zeros in (0,∞).
The question as to whether or not a lattice with the last property can exist is also
of interest in algebraic number theory. In particular, by Hecke’s integral formula (cf.
[8, pp. 198-207] and [22, eq. (9)]), if we knew that En(L, s) < 0 for all 0 < s <
n
2 and
all lattices L ∈ Xn of a special type related to a given number field k, this would
imply that the Dedekind zeta function ζk(s) of k satisfies ζk(s) < 0 for all s ∈ (0, 1)!
Gaining insight into whether or not lattices L ∈ Xn with En(L, s) 6= 0, ∀s > 0,
do exist for all n (or all large n) is one of the main goals of the present study. A
first step in this direction was taken by Sarnak and Stro¨mbergsson in [15, Sec. 6],
where they study the value distribution of the height function for flat tori as n→∞.
Recall that for the flat torus Rn/L, with L ∈ Xn, the height function is given by
hn(R
n/L) = hn(L) = 2 log(2π) +
∂
∂s
En(L
∗, s)|s=0.(1.3)
Theorem 3 of [15] states that if ε > 0 is fixed then
Probµn
{
L ∈ Xn
∣∣∣ ∣∣hn(L)− (log(4π) − γ + 1)∣∣ < ε}→ 1(1.4)
as n → ∞, where γ is Euler’s constant. Expressed in terms of the Epstein zeta
function, (1.4) says
Probµn
{
L ∈ Xn
∣∣∣ ∣∣ ∂∂sEn(L, s)|s=0 − (1− γ − log π)∣∣ < ε}→ 1(1.5)
as n→∞. Here 1−γ−log(π) ≈ −0.72. Note that (1.5) together with En(L, 0) = −1
(∀L ∈ Xn) give a fairly precise description of the behavior of En(L, s) in the left end
of the interval 0 < s < n2 for most L ∈ Xn when n is large.
The results in the present paper give information on the value distribution of
En(L, s) for
n
4 < s <
n
2 with large n. Using (1.1) it is then easy to infer results also
for the interval 0 < s < n4 . In order to state our theorems we first need to introduce
some notation. We consider a Poisson process P =
{
N̂(V ), V ≥ 0
}
on the positive
real line with constant intensity 12 , and let T1, T2, T3, . . . denote the points of the
process ordered in such a way that 0 < T1 < T2 < T3 < . . .. We let N(V ) := 2N̂(V )
and define, for all V ≥ 0,
R(V ) := N(V )− V.(1.6)
Finally we let Vn denote the volume of the unit ball in R
n.
Theorem 1.1. Let 14 < c1 < c2 <
1
2 . For each n ∈ Z≥1 consider
c 7→ V −2cn En(·, cn)
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as a random function in C
(
[c1, c2]
)
. Then the distribution of this random function
converges to the distribution of
c 7→
∫ ∞
0
V −2c dR(V )
as n→∞.
For our purposes it is essential to understand V −2cn En(·, cn) as a random function.
Nevertheless, for extra clarity we also state the following immediate corollary of
Theorem 1.1.
Corollary 1.2. For fixed c ∈ (14 ,
1
2 ), the distribution of the random variable V
−2c
n En(·, cn)
converges to the distribution of
∫∞
0 V
−2c dR(V ) as n → ∞. In fact, for any m ≥ 1
and fixed 14 < c1 < · · · < cm <
1
2 , the distribution of the random vector(
V −2c1n En(·, c1n), . . . , V
−2cm
n En(·, cmn)
)
converges to the distribution of(∫ ∞
0
V −2c1 dR(V ), . . . ,
∫ ∞
0
V −2cm dR(V )
)
as n→∞.
The fact that the limit random variables in Theorem 1.1 and Corollary 1.2 are
well-defined follows from the bound
|R(V )| ≪ (V log log V )
1
2 as V →∞,(1.7)
which holds almost surely, as a simple consequence of the law of the iterated loga-
rithm. We also mention that the distribution of
∫∞
0 V
−2c dR(V ), for fixed c ∈ (14 ,
1
2),
is well understood. In particular
∫∞
0 V
−2c dR(V ) has a strictly 12c -stable distribution.
We discuss these matters in detail in Section 2.
Let us point out the close formal similarity between the results above and our
previous results in [19] on the value distribution of En(·, cn) to the right of the
critical strip. In the language we have adopted here the main result in [19] states
that for fixed c > 12 , the distribution of the random variable V
−2c
n En(·, cn) converges
to the distribution of
∫∞
0 V
−2c dN(V ) as n → ∞. Similar statements also hold
for general finite dimensional distributions and the corresponding random functions.
Hence, passing from the case to the right of the critical strip to the present one, we
need only change from ”dN(V )” to ”dR(V )” in the limit variable.
A crucial ingredient in the proof of Theorem 1.1 is our result [18] on the distri-
bution of lengths of lattice vectors in a random lattice L ∈ Xn. It says that, as
n→∞, the suitably normalized non-zero vector lengths in a random lattice L ∈ Xn
behave like the points of a Poisson process on the the positive real line. To be more
precise: Given a lattice L ∈ Xn, we order its non-zero vectors by increasing lengths
as ±v1,±v2,±v3, . . ., set ℓj = |vj| (thus 0 < ℓ1 ≤ ℓ2 ≤ ℓ3 ≤ . . .), and define
Vj :=
πn/2
Γ(n2 + 1)
ℓnj ,(1.8)
so that Vj is the volume of an n-dimensional ball of radius ℓj. The main result in [18]
now states that, as n → ∞, the volumes {Vj}
∞
j=1 determined by a random lattice
L ∈ Xn converges in distribution to the points {Tj}
∞
j=1 of the Poisson process P on
the positive real line with constant intensity 12 .
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In view of this result from [18], the following definitions are natural. Given L ∈ Xn
and V ≥ 0 we let Nn(V ) denote the number of non-zero lattice points of L in the
closed n-ball of volume V centered at the origin, and define
Rn(V ) := Nn(V )− V.(1.9)
Note that the above-mentioned result from [18] implies in particular that Nn(V )
tends in distribution to N(V ) as n→∞, and Rn(V ) tends in distribution to R(V ),
for any V ≥ 0.
A second crucial ingredient in our proof of Theorem 1.1 is a bound of similar
quality as (1.7) for the corresponding function Rn(V ) on Xn.
Theorem 1.3. For all ε > 0 there exists Cε > 0 such that for all n ≥ 3 and C ≥ 1
we have
Probµn
{
L ∈ Xn
∣∣ |Rn(V )| ≤ Cε(CV ) 12 (log V ) 32+ε, ∀V ≥ 10} ≥ 1− C−1.
We stress in particular that Cε is independent of n.
Theorem 1.3 is interesting not only for being an important technical part of the
proof of Theorem 1.1, but also for its connection with the famous circle problem
generalized to dimension n and general ellipsoids. Given V > 0, n ≥ 2 and L ∈ Xn
the problem asks for the number N (V ) = 1 + Nn(V ) of lattice points of L in the
closed n-ball of volume V centered at the origin. It is well-known that N (V ) is
asymptotic to the volume V of this ball. Hence 1 + Rn(V ) equals the remainder
term in this asymptotic relation, and Theorem 1.3 implies that this remainder is
≪ V
1
2 (log V )
3
2
+ε as V →∞, for almost every L ∈ Xn.
As far as we are aware, the fact that almost every L ∈ Xn satisfies |Rn(V )| ≪
V
1
2 (log V )
3
2
+ε, or just |Rn(V )| ≪ V
1
2
+ε, as V → ∞, has not been pointed out
previously in the literature. We mention a result from 1928 by Jarnik [9, Satz 3],
which in our notation says that |Rn(V )| ≪ V
1
2
+ε holds for almost every orthogonal
lattice L (viz. a lattice which has an orthogonal Z-basis), when n ≥ 4. Also in this
vein we mention the impressive recent work by Bentkus and Go¨tze [2], [3] and Go¨tze
[6], which imply strong explicit bounds on Rn(V ) for an arbitrary given lattice L.
In particular, [6] implies that |Rn(V )| ≪ V
1− 2
n holds for every L ∈ Xn when n ≥ 5,
and furthermore the stronger bound Rn(V ) = o(V
1− 2
n ) as V → ∞ whenever L is
irrational in the sense that the Gram matrix for some Z-basis of L (equivalently: for
every Z-basis of L) is not proportional to a matrix with integer entries only.
In Section 6 we extend the result in Theorem 1.1 to the case c2 =
1
2 . In order
for this to make sense we have to subtract the singular part of V −2cn En(·, cn) from
both the random functions appearing in Theorem 1.1. A precise statement of this
limit value distribution result can be found in Theorem 6.2. As an application we
prove a result on the asymptotic value distribution of the height function hn. First,
in Lemma 2.9, we show that the limit
Z0 := lim
c→ 1
2
−
(∫ ∞
0
V −2c dR(V ) +
1
1− 2c
)
(1.10)
exists almost surely. Recall that it was proved in [15, Thm. 3] that the random
variable hn(L) converges in distribution to the constant log(4π) − γ + 1 (cf. (1.4)
above). Relating Z0 to a similar limit involving En(L, cn) and using the functional
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equation (1.1) and the formula (1.3) for hn, we obtain the following much more
precise convergence result:
Theorem 1.4. The random variable
n
(
hn(L)−
(
log(4π)− γ + 1
))
+ log n
converges in distribution to
2Z0 − log π − 1
as n→∞.
Returning to the question of whether there exists a lattice L ∈ Xn such that
En(L, s) < 0 for 0 < s <
n
2 , we note that Theorem 1.1 and Theorem 6.2 have the
following corollary.
Corollary 1.5. For any fixed 14 < c1 < c2 ≤
1
2 , the limit
lim
n→∞Probµn
{
L ∈ Xn
∣∣En(L, s) < 0 for all s ∈ [c1n, c2n] \ {12n}}
exists, and equals
f(c1, c2) := Prob
{∫ ∞
0
V −2c dR(V ) < 0 for all c ∈ [c1, c2] \ {12}
}
.
Moreover, for all 14 < c1 < c2 ≤
1
2 the probability f(c1, c2) satisfies 0 < f(c1, c2) < 1.
In particular, for any given ε > 0 the probability that
En(L, s) < 0 for all s ∈
[
(14 + ε)n,
1
2n
)
holds tends to a positive limit as n → ∞! However, we also have the following
results.
Theorem 1.6. Fix m ∈ Z≥1 and let cj = 14 + ηj with ηj ∈ (0,
1
4) for 1 ≤ j ≤ m. If
(η1, . . . , ηm) tends to the zero vector in R
m in such a way that ηj/ηj+1 → 0 for each
1 ≤ j ≤ m− 1, then the m-dimensional random vector((
2c1 −
1
2
) 1
2
∫ ∞
0
V −2c1 dR(V ), . . . ,
(
2cm −
1
2
) 1
2
∫ ∞
0
V −2cm dR(V )
)
converges in distribution to the distribution of m independent N(0, 1)-variables.
Corollary 1.7. For each fixed c2 ∈
(
1
4 ,
1
2
]
, the probability f(c1, c2) tends to zero as
c1 →
1
4+.
As an immediate consequence it follows that for any ε > 0 we have
Probµn
{
L ∈ Xn
∣∣En(L, s) < 0 for all s ∈ [14n, (14 + ε)n]}→ 0
as n→∞. In particular this entails that the probability that En(L, s) has a zero in
(0,∞) tends to one as n→∞. Hence the question of Sarnak and Stro¨mbergsson is
rather delicate!
Finally we remark that the precise behavior of the random variable En(L, cn) for
c = 14 or c tending to
1
4 as n→∞ remains very much an open and exciting question,
which we hope to tackle in future work.
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2. The random variables H(c) and Z0
2.1. The random variable H(c). In this section we prove some basic results about
the random variable
H(c) :=
∫ ∞
0
V −2c dR(V ),(2.1)
which appears as the limit variable in Theorem 1.1 and Corollary 1.2.
Recall from the introduction that, for a Poisson process P =
{
N̂(V ), V ≥ 0
}
on
the positive real line with constant intensity 12 , we let N(V ) := 2N̂(V ) and define
R(V ) := N(V )− V, V ≥ 0.
We also recall that N̂(V ) denotes the number of points of P falling in the interval
(0, V ] and that N̂(V ) is Poisson distributed with expectation value 12V . In fact, since
furthermore N̂(V2)−N̂(V1) is Poisson distributed with expectation value
1
2(V2−V1),
it follows that E
(
R(V2)−R(V1)
)
= 0 and
E
((
R(V2)−R(V1)
)2)
= Var
(
R(V2)−R(V1)
)
= Var
(
N(V2)−N(V1)
)
= 2(V2 − V1)
(2.2)
for all 0 ≤ V1 < V2. We let T1, T2, T3, . . . denote the points of P ordered in such a
way that 0 < T1 < T2 < T3 < . . .. Hence the sequence {Tj}
∞
j=1 belongs to the space
Ω :=
{
x = {xj}
∞
j=1 ∈ (R≥0)
∞ ∣∣ 0 < x1 < x2 < x3 < . . .}.
We equip Ω with the subspace topology induced from the product topology on
(R≥0)∞. We denote the distribution of P on Ω by P and note that P is actually a
Borel probability measure on Ω.
To begin with we need an estimate ofR(V ). Using the law of the iterated logarithm
(see [7]) it is straightforward to show that with probability one we have
lim sup
V→∞
|R(V )|
(V log log V )
1
2
= 2.
In particular it follows that with probability one there exists a constant C > 2 (that
depends on x ∈ Ω) such that
|R(V )| < C(V log log V )
1
2 , ∀V ≥ 10.(2.3)
In the following lemma we give a simple proof of a slightly weaker bound than
(2.3), which as input only uses the monotonicity of N(V ) and the variance relation
(2.2). This proof has the advantage that it easily generalizes to the situation in
Theorem 1.3 (see Section 3).
Lemma 2.1. For all ε > 0 there exists Cε > 0 such that for all C ≥ 1 we have
P
{
|R(V )| ≤ Cε(CV )
1
2 (log V )
3
2
+ε, ∀V ≥ 10
}
≥ 1− C−1.
Remark 2.2. Note that the set{
x ∈ Ω
∣∣ |R(V )| ≤ Cε(CV ) 12 (log V ) 32+ε, ∀V ≥ 10}
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is indeed P-measurable, viz. a Borel subset of Ω. Indeed, since R(V ) is right-
continuous for every x ∈ Ω, the above set equals the countable intersection⋂
V ∈Q∩[10,∞)
{
x ∈ Ω
∣∣ |R(V )| ≤ Cε(CV ) 12 (log V ) 32+ε}.
Here each set is of the form
{
x ∈ Ω | |R(V )| ≤ A
}
for some V,A ≥ 0, and since{
x ∈ Ω | |R(V )| ≤ A
}
=
{
x ∈ Ω | xm ≤ V and xℓ+1 > V
}
with m = ⌈12 (V −A)⌉ and ℓ = ⌊
1
2 (V +A)⌋, this is a Borel subset of Ω. In a similar
way one also proves that the set Ωε defined below in (2.11) is a Borel subset of Ω,
and also that the set considered in Theorem 1.3 is a Borel subset of Xn.
Proof of Lemma 2.1. For all A ≥ 10, it follows from (2.2) that
E
(
R(A)2 +
∑
0≤k≤ 1
2
log2A
2k−1∑
j=0
(
R
(
(1 + 2−k(j + 1))A
)
−R
(
(1 + 2−kj)A
))2)
= 2A+
∑
0≤k≤ 1
2
log2 A
2k · 2 · 2−kA = 2A
(
⌊12 log2A⌋+ 2
)
≪ A logA,
where the implied constant is absolute. Hence, using Markov’s inequality, we get
(2.4) P
{
R(A)2 +
∑
0≤k≤ 1
2
log2A
2k−1∑
j=0
(
R
(
(1 + 2−k(j + 1))A
)
−R
(
(1 + 2−kj)A
))2
≥ CA logA
}
≪ C−1,
uniformly over all C > 0 and A ≥ 10. On the other hand we claim that for all C ≥ 1,
A ≥ 10 and x ∈ Ω for which
R(A)2 +
∑
0≤k≤ 1
2
log2A
2k−1∑
j=0
(
R
(
(1 + 2−k(j + 1))A
)
−R
(
(1 + 2−kj)A
))2
< CA logA
(2.5)
holds, we have
|R(V )| ≪ (CA)
1
2 logA for all V ∈ [A, 2A],(2.6)
with an absolute implied constant.
To prove the claim we fix any V ∈ [A, 2A]. We also set k0 := ⌊
1
2 log2A⌋ and
let m be the largest integer satisfying (1 + 2−k0m)A ≤ V ; thus 0 ≤ m ≤ 2k0 . By
considering the binary representation of m, we may express
R
(
(1 + 2−k0m)A
)
−R(A)
as a sum of terms of the form
R
(
(1 + 2−k(j + 1))A
)
−R
(
(1 + 2−kj)A
)
,
where 0 ≤ k ≤ k0 and where for each k ∈ {0, . . . , k0}, we either have no term, or
exactly one term, for some j = j(k,m) ∈ {0, . . . , 2k − 1}. Hence the total number
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of terms does not exceed k0 +1 and by the Cauchy-Schwarz inequality and (2.5) we
have∣∣R((1 + 2−k0m)A)−R(A)∣∣
≤ (k0 + 1)
1
2
( ∑
0≤k≤ 1
2
log2A
2k−1∑
j=0
(
R
(
(1 + 2−k(j + 1))A
)
−R
(
(1 + 2−kj)A
))2) 12
< (k0 + 1)
1
2
(
CA logA
) 1
2 ≪ (CA)
1
2 logA.
Using (2.5) once more we get R(A) <
(
CA logA
) 1
2 and thus, by the triangle inequal-
ity, we conclude that ∣∣R((1 + 2−k0m)A)∣∣≪ (CA) 12 logA.(2.7)
Now, if V = 2A then m = 2k0 , R(V ) = R
(
(1 + 2−k0m)A
)
and (2.7) is the desired
estimate. Next we assume that V < 2A. Then m + 1 ≤ 2k0 and by the argument
proving (2.7) we also get∣∣R((1 + 2−k0(m+ 1))A)∣∣≪ (CA) 12 logA.(2.8)
Using the definition of R(X) and the fact that N(X) is an increasing function of X
we obtain
R(X) ≤ R(X ′) +X ′ −X for all 0 ≤ X ≤ X ′.
Thus, since we by our choice of m have
(1 + 2−k0m)A ≤ V < (1 + 2−k0(m+ 1))A,
we get
R
(
(1 + 2−k0m)A
)
− 2−k0A ≤ R(V ) ≤ R
(
(1 + 2−k0(m+ 1))A
)
+ 2−k0A.(2.9)
Recalling that k0 >
1
2 log2A − 1 we obtain 2
−k0A < 2A
1
2 . Hence (2.7), (2.8) and
(2.9) together conclude the proof of the claim that (2.5) implies (2.6).
Combining (2.4) with the fact that (2.5) implies (2.6), yields the following state-
ment: There exists an absolute constant C0 > 0 such that for all C ≥ 1 and A ≥ 10
we have
P
{
∃V ∈ [A, 2A] : |R(V )| > C0(CA)
1
2 logA
}
≤ C−1.(2.10)
(Note that the constant C in (2.10) is an appropriate multiple of the constant C in
(2.4)-(2.6).) Now, given K ≥ 1 and ε > 0, we apply, for all j ∈ Z≥1, (2.10) with
A = 5 · 2j and C = Kj1+ε. We conclude that there exists a constant C ′0 > 0, which
only depends on ε, such that
P
{
∃V ∈ [5 · 2j , 10 · 2j ] : |R(V )| > C ′0(KV )
1
2 (log V )
3
2
+ 1
2
ε
}
≤ K−1j−1−ε
for all j ∈ Z≥1. Hence, using the subadditivity of P, we obtain
P
{
∃V ≥ 10 : |R(V )| > C ′0(KV )
1
2 (log V )
3
2
+ 1
2
ε
}
≤ K−1C ′,
where C ′ :=
∑∞
j=1 j
−1−ε > 1 only depends on ε. Finally, the lemma follows from
setting C = KC ′−1 and Cε/2 = C ′0C ′
1
2 . 
ON THE VALUE DISTRIBUTION OF THE EPSTEIN ZETA FUNCTION 9
For ε > 0 we define
Ωε :=
{
x ∈ Ω
∣∣ |R(V )| ≪x,ε V 12 (log V ) 32+ε ∀V ≥ 10}.(2.11)
Note that it follows from Lemma 2.1 that P(Ωε) = 1 for every ε > 0. For notational
convenience we will only work with Ω1/2 in the following; however any other set Ωε
would do just as well. The following lemma shows that the integral H(c) in (2.1)
converges almost surely.
Lemma 2.3. For every x ∈ Ω1/2 the integral H(c) converges for all c ∈ (
1
4 ,
1
2), and
furthermore the integral
∫∞
A V
−2c dR(V ) converges for all A > 0 and c > 14 .
Proof. Let x ∈ Ω1/2 be fixed. Now for any 0 < A < B and c >
1
4 we have∫ B
A
V −2c dR(V ) =
[
V −2cR(V )
]V=B
V=A
+ 2c
∫ B
A
V −2c−1R(V ) dV,(2.12)
and since V −2c|R(V )| ≪x V
1
2
−2c(log V )2 as V →∞, with 12 − 2c < 0, it follows that
both terms in the right hand side of (2.12) are convergent as B → ∞. This proves
the second statement of the lemma. Finally, since R(V ) = −V for all 0 ≤ V ≪x 1
it follows that if c < 12 then the two terms in the right hand side of (2.12) are also
convergent as A→ 0, so that H(c) converges for all c ∈ (14 ,
1
2). 
Lemma 2.4. H(c) is a well-defined random variable on Ω1/2 for all c ∈ (
1
4 ,
1
2 ).
Proof. Fix c ∈ (14 ,
1
2). By Lemma 2.3, H(c) is convergent for each x ∈ Ω1/2, and
it remains to show that x 7→ H(c) is measurable. Let us for A > 0 consider the
function fA : Ω→ R ∪ {∞} defined by
fA(T1, T2, . . .) =
∫ A
0
V −2c dR(V ) =
∫ A
0
V −2c dN(V )−
∫ A
0
V −2c dV(2.13)
= 2
∑
Tj≤A
T−2cj −
A1−2c
1− 2c
.
We express Ω as a disjoint union of Borel sets as follows: Ω =
(
∪∞j=0 Ω
(j)
)
∪ Ω(∞),
where
Ω(∞) =
{
x ∈ Ω | xℓ ≤ A, ∀ℓ
}
, Ω(0) =
{
x ∈ Ω | A < x1
}
,(2.14)
and
Ω(j) =
{
x ∈ Ω | xj ≤ A < xj+1
}
for j ≥ 1.(2.15)
It follows from the last expression in (2.13) that the restriction of fA to each set
Ω(j) is continuous (we set fA :=∞ for all x ∈ Ω
(∞)). Hence each fA is measurable,
and hence also the restrictions of these functions to Ω1/2 are measurable (of course
we also have Ω(∞) ∩ Ω1/2 = ∅, so that fA is real-valued on Ω1/2). Thus also H(c)
is measurable on Ω1/2, since it is the pointwise limit of the sequence f1, f2, f3, . . . of
measurable functions. 
Remark 2.5. We want to consider H(c) also as a random variable on Ω. To make
this rigorous we should redefine H(c) (as for example zero) on Ω \ Ω1/2 in order to
make H(c) measurable on Ω (cf. [13, p. 29]). However, since we in the present paper
are only interested in questions of distribution and Ω1/2 has full measure in Ω, we
will simply let H(c) remain undefined at points where the integral is divergent.
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We next note that Lemma 2.1 also implies that the tail of H(c) can be made
uniformly small in closed intervals [c1, c2] ⊂ (
1
4 ,
1
2 ].
Lemma 2.6. Let 14 < c1 < c2 ≤
1
2 . Then for all ε
′ > 0 there exists a constant
A0 > 0 such that for all A ≥ A0 we have
P
{
sup
c∈[c1,c2]
∣∣∣∣ ∫ ∞
A
V −2c dR(V )
∣∣∣∣ ≤ ε′} ≥ 1− ε′.
Proof. Let ε′ > 0 and δ ∈ (0, 2c1− 12) be given. It follows from Lemma 2.1 that there
exists a set Ω′ ⊂ Ω1/2 with P(Ω′) ≥ 1 − ε′ such that for all x ∈ Ω′ and all V ≥ 10
we have |R(V )| ≪ε′,δ V
1
2
+δ, where the implied constant is independent of x. Now,
for any x ∈ Ω′ and all A ≥ 10, we have
(2.16)
∣∣∣∣ ∫ ∞
A
V −2c dR(V )
∣∣∣∣ = ∣∣∣∣[V −2cR(V )]V=∞V=A + 2c
∫ ∞
A
V −2c−1R(V ) dV
∣∣∣∣
≪ε′,δ,c1 A
−2c+ 1
2
+δ ≤ A−2c1+
1
2
+δ,
uniformly over all c ∈ [c1, c2]. Since we can make the right hand side in (2.16) as
small as we like, by choosing A large enough, the lemma follows. 
Lemma 2.7. Let 14 < c1 < c2 <
1
2 . Then, for all x ∈ Ω1/2 the function c 7→ H(c) is
continuous in [c1,
1
2). In particular H : Ω1/2 → C
(
[c1, c2]
)
given by x 7→
(
c 7→ H(c)
)
is a well-defined random function.
Proof. Fix x ∈ Ω1/2. For each A > 0, the formula (2.13) shows that c 7→
∫ A
0 V
−2c dR(V )
is a continuous function on [c1,
1
2). Furthermore, by mimicking the proof of Lemma
2.6 we see that the function c 7→ H(c) is the uniform limit of c 7→
∫ A
0 V
−2c dR(V ) as
A→∞. Hence c 7→ H(c) is indeed continuous in [c1,
1
2 ). The second statement now
follows from Lemma 2.4 (cf., e.g., [5, p. 84]). 
Remark 2.8. We will also consider H as a random function on Ω (cf. Remark 2.5).
2.2. The random variable Z0. We now show that the random variable Z0, intro-
duced in (1.10), is well-defined.
Lemma 2.9. For every x ∈ Ω1/2 the limit
Z0 := lim
c→ 1
2
−
(∫ ∞
0
V −2c dR(V ) +
1
1− 2c
)
exists. In particular, this limit exists P almost surely.
Proof. For any x ∈ Ω1/2, A > 0 and c ∈ (
1
4 ,
1
2) we have
∫ ∞
0
V −2c dR(V ) +
1
1− 2c
(2.17)
=
∫ A
0
V −2c dN(V )−
∫ A
0
V −2c dV +
∫ ∞
A
V −2c dR(V ) +
1
1− 2c
=
∫ A
0
V −2c dN(V ) +
(
−A−2cR(A) + 2c
∫ ∞
A
V −2c−1R(V ) dV
)
+
1−A1−2c
1− 2c
.
ON THE VALUE DISTRIBUTION OF THE EPSTEIN ZETA FUNCTION 11
We recall that
∫ A
0 V
−2c dN(V ) = 2
∑
Tj≤A T
−2c
j is a finite sum and note that the
integral
∫∞
A V
−2c−1R(V ) dV is absolutely convergent. Hence, for any x and A as
above, we can let c→ 12 in the last line of (2.17) to obtain
lim
c→ 1
2
−
(∫ ∞
0
V −2c dR(V ) +
1
1− 2c
)
(2.18)
=
∫ A
0
V −1 dN(V ) +
(
−A−1R(A) +
∫ ∞
A
V −2R(V ) dV
)
−
( d
dt
At
)
|t=0
=
∫ A
0
V −1 dN(V ) +
∫ ∞
A
V −1 dR(V )− logA.
Since P(Ω1/2) = 1 the proof is complete. 
Remark 2.10. Since the restriction of Z0 to Ω1/2 is (by definition) a pointwise limit
of measurable functions, we find that Z0 is a random variable on Ω1/2. In fact we
will consider Z0 also as a random variable on Ω (cf. Remark 2.5).
Remark 2.11. We note that the last line of (2.18) gives a formula for Z0 for any
A > 0. In particular we have
Z0 =
∫ 1
0
V −1 dN(V ) +
∫ ∞
1
V −1 dR(V ).
2.3. H(c) and Z0 have stable distributions. Even though the random variable
H(c) has a rather complicated definition, its distribution can be understood in very
explicit terms. More precisely it follows from [14, Thm. 1.4.5] (slightly modified to
allow for the Poisson process to have intensity 12 ) that H(c) has the strictly
1
2c -stable
distribution
S 1
2c
(
2
(
Γ(2− 12c) cos(
π
4c)
2(1 − 12c)
)2c
, 1, 0
)
.(2.19)
(Here we use the same parameterization of stable distributions as [14].)
Remark 2.12. Recalling from the introduction the relation between H(c) and the
random variable
∫∞
0 V
−2c dN(V ), defined for c > 12 , it is interesting to note that
also
∫∞
0 V
−2c dN(V ) has a strictly 12c -stable distribution given by the expression
(2.19) (cf. [19, Sec. 2.5]).
Remark 2.13. It follows from (2.19) and [14, Property 1.2.3] that, for any c ∈ (14 ,
1
2),
the random variable
(
2c− 12
) 1
2H(c) has the strictly 12c -stable distribution
S 1
2c
(
2
(
2c− 12
) 1
2
(
Γ(2− 12c) cos(
π
4c)
2(1− 12c)
)2c
, 1, 0
)
.
Hence, since
lim
c→ 1
4
+
(
1
2c
, 2
(
2c− 12
) 1
2
(
Γ(2− 12c) cos(
π
4c)
2(1− 12c)
)2c
, 1, 0
)
=
(
2, 1√
2
, 1, 0
)
and S2
(
1√
2
, 1, 0
)
= S2
(
1√
2
, 0, 0
)
= N(0, 1), we conclude, using [14, Def. 1.1.6] and
[4, Thm. 26.3], that
(
2c− 12
) 1
2H(c) converges in distribution to N(0, 1) as c→ 14+.
Note in particular that this proves Theorem 1.6 in the case m = 1.
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Figure 1. The probability density functions of H
(
5
18
)
(left)
and H
(
5
12
)
(right). The figures were generated by the pro-
gram STABLE, which is available from J. P. Nolan’s website
http://academic2.american.edu/∼jpnolan/.
By an argument similar to the one in Remark 2.13 we now show that also Z0 has
a stable distribution. First we define, for each c ∈ (14 ,
1
2), the random variable
Ĥ(c) := H(c) +
1
1− 2c
,
so that Ĥ(c) tends in distribution to Z0 as c →
1
2−. It follows from (2.19) and [14,
Property 1.2.2] that Ĥ(c) has the stable distribution Sα(c)(σ(c), β(c), µ(c)), where(
α(c), σ(c), β(c), µ(c)
)
=
(
1
2c
, 2
(
Γ(2− 12c) cos(
π
4c)
2(1 − 12c)
)2c
, 1,
1
1− 2c
)
.(2.20)
Note that, since limc→ 1
2
− α(c) = 1 and the characteristic function for a stable dis-
tribution (in this parameterization) does not vary continuously with respect to α at
α = 1, we cannot take the limit directly in (2.20). However, using [14, p. 7, Rem.
4], we find that Ĥ(c) tends in distribution to Sα(σ, β, µ), where
(α, σ, β, µ) = lim
c→ 1
2
−
(
α(c), σ(c), β(c), µ(c) + β(c)σ(c)α(c) tan
(πα(c)
2
))
=
(
1, π2 , 1, 1 − log 2− γ
)
.
(Here γ is Euler’s constant.) Hence we conclude that Z0 has the 1-stable distribution
S1(
π
2 , 1, 1 − log 2− γ).
3. Proof of Theorem 1.3
Recall that the proof of Lemma 2.1 only uses the monotonicity of N(V ) and the
variance relation (2.2) (where an upper bound “≪ V2 − V1” suffices), and makes no
further use of the fact that R(V ) is defined in terms of a Poisson process. For this
reason, it turns out that the proof of Theorem 1.3 can be completed by a direct
mimic of the proof of Lemma 2.1, once we have Lemma 3.1 below.
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Figure 2. The probability density function of Z0. The figure was
generated by the program STABLE, which is available from J. P.
Nolan’s website http://academic2.american.edu/∼jpnolan/.
Lemma 3.1. For all A ≥ 0, ∆ > 0 and n ≥ 3 we have
E
((
Rn(A+∆)−Rn(A)
)2)
< 5∆.(3.1)
Note that it follows from Siegel’s mean value formula [16] that
E
(
Rn(A+∆)−Rn(A)
)
= 0,
and hence also that the left hand side of (3.1) equals the variance of Rn(A + ∆)−
Rn(A).
Proof of Lemma 3.1. Recall that Vn denotes the volume of the unit ball in R
n and
that Vn = ωn/n, where ωn is the (n − 1)-dimensional volume of the unit sphere
Sn−1 ⊂ Rn. To begin with we note that
E
((
Rn(A+∆)−Rn(A)
)2)
= E
((
Nn(A+∆)−Nn(A)
)2)
−∆2
=
∫
Xn
∑
m1,m2∈L
I
(
Vn|m1|
n, Vn|m2|
n ∈ (A,A+∆]
)
dµn(L)−∆
2.
14 ANDERS SO¨DERGREN
Now recall that for any nonnegative Borel measurable function ρ on Rn×Rn satisfying
ρ(±x1,±x2) = ρ(x1,x2), Rogers’ mean value formula states that (cf. [11, Thm. 4])∫
Xn
∑
m1,m2∈L\{0}
ρ(m1,m2) dµn(L)
=
∫
Rn
∫
Rn
ρ(x1,x2) dx1dx2 +
∞∑
e1=1
∑
e2∈Z\{0}
gcd(e1,e2)=1
1
en1
∫
Rn
ρ
(
x,
e2
e1
x
)
dx(3.2)
=
∫
Rn
∫
Rn
ρ(x1,x2) dx1dx2 +
2
ζ(n)
∞∑
d1=1
∞∑
d2=1
∫
Rn
ρ(d1x, d2x) dx.
Applying (3.2) with the function
ρ(x1,x2) := I
(
|x1|, |x2| ∈
(
V
− 1
n
n A
1
n , V
− 1
n
n (A+∆)
1
n
])
yields
E
((
Rn(A+∆)−Rn(A)
)2)
=
2
ζ(n)
∞∑
d1=1
∞∑
d2=1
∫
Rn
ρ(d1x, d2x) dx
=
2
ζ(n)
∞∑
d1=1
∞∑
d2=1
ωn
∫ ∞
0
I
(
d1r, d2r ∈
(
V
− 1
n
n A
1
n , V
− 1
n
n (A+∆)
1
n
])
rn−1 dr
=
2ωn
ζ(n)
∑
1≤d1≤d2
2− I(d1 = d2)
dn1
∫ ∞
0
I
(
u,
d2
d1
u ∈
(
V
− 1
n
n A
1
n , V
− 1
n
n (A+∆)
1
n
])
un−1 du
=
2ωn
ζ(n)
∑
1≤d1≤d2<(1+∆/A)1/nd1
2− I(d1 = d2)
dn1
[un
n
]u=V − 1nn (d1/d2)(A+∆) 1n
u=V
− 1n
n A
1
n
=
2
ζ(n)
∑
1≤d1≤d2<(1+∆/A)1/nd1
2− I(d1 = d2)
dn1
((d1
d2
)n
(A+∆)−A
)
= 2∆ +
4
ζ(n)
∑
1≤d1<d2<(1+∆/A)1/nd1
d−n1
((d1
d2
)n
(A+∆)−A
)
.
Note that for 1 ≤ d1 < d2 we have
(
d1
d2
)n
(A+∆)−A <
(
d1
d2
)n
∆. Hence
E
((
Rn(A+∆)−Rn(A)
)2)
< 2∆ +
4
ζ(n)
∞∑
d1=1
∞∑
d2=d1+1
d−n2 ∆
< 2∆ +
4
ζ(n)
∞∑
d1=1
(∫ ∞
d1
x−n dx
)
∆
=
(
2 +
4ζ(n− 1)
(n− 1)ζ(n)
)
∆ < 5∆,
which is the desired bound. 
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4. Treatment of the Epstein zeta function
When working with the Epstein zeta function in the critical strip it is often con-
venient to consider the normalized function Fn(L, s) (cf. (1.2)). In particular this
function has a simple expansion into incomplete gamma functions (cf. [22, Thm. 2]);
Fn(L, s) =
(
−
1
n
2 − s
+
∑
m∈L
′
G
(
s, π|m|2
))
+
(
−
1
s
+
∑
m∈L∗
′
G
(
n
2 − s, π|m|
2
))(4.1)
holds for s ∈ C \ {0, n2 }, where
G(s, x) :=
∫ ∞
1
ts−1e−xt dt, Re x > 0.
We define
Hn(L, s) := −
1
n
2 − s
+
∑
m∈L
′
G
(
s, π|m|2
)
,(4.2)
and thus the identity (4.1) becomes
Fn(L, s) = Hn(L, s) +Hn(L
∗, n2 − s).(4.3)
Hence, to be able to understand the function Fn(L, s) we need first to understand the
function Hn(L, s). As a first step, we observe that the integral obtained by replacing
the summation over L in (4.2) by integration over Rn can be evaluated explicitly:
Lemma 4.1. For each s ∈ C with Re s < n2 we have∫
Rn
G
(
s, π|x|2
)
dx =
1
n
2 − s
.
Proof. Changing to spherical coordinates we have (recalling that ωn denotes the
(n− 1)-dimensional volume of the unit sphere Sn−1 ⊂ Rn)∫
Rn
G
(
s, π|x|2
)
dx = ωn
∫ ∞
0
G
(
s, πr2
)
rn−1 dr(4.4)
=
ωn
2
π−
n
2
∫ ∞
0
G(s, x)x
n
2
−1 dx
=
ωn
2
π−
n
2
∫ ∞
0
∫ ∞
1
ts−1e−xtx
n
2
−1 dtdx
=
ωn
2
π−
n
2 Γ(n2 )
∫ ∞
1
ts−
n
2
−1 dt =
1
n
2 − s
,
where we in the last step use the well-known identity ωn = 2π
n
2 Γ(n2 )
−1. 
It follows from Siegel’s mean value formula [16] that the expectation value of the
sum over L in (4.2) equals the integral in Lemma 4.1, and hence we have:
E
(
Hn(·, s)
)
= 0 for all s with Re s < n2 .(4.5)
In fact, for real s all terms in the sum in (4.2) are positive, and we will see in the
proof of Theorem 1.1 that for most lattices L ∈ Xn with n large, and s ∈ (
n
4 ,
n
2 ), we
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have exponential cancellation between the sum and the term −(n2 − s)
−1: For any
fixed c ∈ (14 ,
1
2) there exists some δ > 0 such that
Probµn
{
L ∈ Xn
∣∣∣ ∣∣Hn(L, cn)∣∣ < e−δn}→ 1(4.6)
as n→∞. (Cf. Remark 5.2 below.) Hence the analysis of Hn(L, s) is quite delicate.
The key to capturing the exponential cancellation in (4.2) and getting control on
the difference Hn(L, s) is our Theorem 1.3, and our starting point is to rewrite (4.2)
in terms of Rn(V ). Note that Lemma 4.1 can be expressed as∫ ∞
0
G
(
s, π
(nV
ωn
) 2
n
)
dV =
1
n
2 − s
(indeed, substituting x = π
(
nV
ωn
) 2
n in the integral we get back the second line in (4.4)
above). Hence, recalling the definitions of Nn(V ) and Rn(V ) from the introduction,
we have
Hn(L, s) = −
1
n
2 − s
+
∫ ∞
0
G
(
s, π
(nV
ωn
) 2
n
)
dNn(V ) =
∫ ∞
0
G
(
s, π
(nV
ωn
) 2
n
)
dRn(V ),
(4.7)
for all s with 0 < s < n2 . The idea is now that the tail of this integral will be small
compared with the size of Hn(L, s). The precise meaning of this statement will be
clear below.
Lemma 4.2. For 0 < x ≤ s− 1 we have
x−sΓ(s)− e−x ≤ G(s, x) ≤ x−sΓ(s).
Proof. From the definition of G(s, x) we get
G(s, x) =
∫ ∞
1
ts−1e−xt dt = x−s
∫ ∞
x
us−1e−u du = x−s
(
Γ(s)−
∫ x
0
us−1e−u du
)
.
Here, since the function u 7→ us−1e−u is increasing for u ∈ (0, s − 1), we have
0 ≤
∫ x
0 u
s−1e−u du ≤ xse−x for 0 < x ≤ s− 1 and the lemma follows. 
Applying Stirling’s formula we get
ωn =
2π
n
2
Γ(n2 )
∼
(2πe
n
)n
2
(n
π
) 1
2
as n→∞.(4.8)
As a consequence we note that π( nωn )
2/n ∼ n2e as n→∞ and hence, for fixed A > 0
and all large enough n, we have π(nAωn )
2/n < n4 − 1. Thus, for all c ∈ [
1
4 ,
1
2 ) and A
and n as above, Lemma 4.2 applies to give
(4.9)
∫ A
0
G
(
cn, π
(nV
ωn
) 2
n
)
dRn(V ) = Γ(cn)π
−cn
( n
ωn
)−2c ∫ A
0
V −2c dRn(V )
+O(1)
∫ A
0
exp
{
− π
(nV
ωn
) 2
n
}(
dNn(V ) + dV
)
,
with an absolute implied constant. We choose not to consider this identity for c = 12
since in that case both the integrals in the first row of (4.9) are divergent. For
notational convenience we set
Kc,n := Γ(cn)π
−cn
( n
ωn
)−2c
.
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Proposition 4.3. Let A > 0 be fixed. Then, for all k < 12e , we have
Probµn
{
L ∈ Xn
∣∣∣ ∣∣∣∣K−1c,n ∫ A
0
G
(
cn, π
(nV
ωn
) 2
n
)
dRn(V )−
∫ A
0
V −2c dRn(V )
∣∣∣∣
< K−1c,ne
−kn, ∀c ∈ [14 ,
1
2 )
}
→ 1
as n→∞.
Proof. We consider the integral with respect to dNn(V ) and the integral with respect
to dV separately in the error term in (4.9). Changing variables V = ωnn (
x
π )
n/2 yields∫ A
0
exp
{
− π
(nV
ωn
) 2
n
}
dV =
ωn
2
π−
n
2
∫ π(nA/ωn)2/n
0
e−xx
n
2
−1 dx.(4.10)
Recalling that we have π(nA/ωn)
2/n < k′n for any fixed k′ > 12e and all sufficiently
large n, as well as the fact that x 7→ e−xx
n
2
−1 is increasing for all 0 < x < n2 − 1, we
find that, for 12e < k
′ < 12 and large enough n, (4.10) is
O
(
ωn
(k′n
π
)n
2
e−k
′n
)
= O
(
n
1
2 exp
((
1
2 log(2ek
′)− k′
)
n
))
.
By taking k′ sufficiently close to 12e it follows that for any fixed k <
1
2e there exists
n0 ∈ Z≥1 (which also depends on A) such that∫ A
0
exp
{
− π
(nV
ωn
) 2
n
}
dV < e−kn
for all n ≥ n0.
Next, let ε > 0 be given. By possibly increasing n0 it follows from [12, Thm. 3]
(cf. also [18, Thm. 1]) that there exists M ∈ Z≥1 such that for n ≥ n0 we have both
Nn(A) < M and Nn(M
−1) = 0 with probability > 1− ε. Since also (M−1)2/n → 1
as n → ∞, we conclude that for any fixed constant k < 12e and all n ≥ n0 (with a
possibly even larger n0 depending on k) we have∫ A
0
exp
{
− π
(nV
ωn
) 2
n
}
dNn(V ) < M exp
{
− π
(nM−1
ωn
) 2
n
}
< e−kn,
with probability > 1− ε. Hence for our fixed A > 0 and k < 12e and all n ≥ n0, the
absolute error in (4.9) is < Ce−kn, where C is an absolute constant, with probability
> 1− ε. Thus for any k′ < k the absolute error is < e−k′n for all sufficiently large n
with probability > 1− ε, and the proposition follows. 
Remark 4.4. We stress that with an appropriate choice of k, the upper bound
K−1c,ne−kn in Proposition 4.3 tends to zero as n → ∞, uniformly with respect to
c ∈ [14 ,
1
2 ]. Indeed, note that
K−1c,ne
−kn = O
(
n
1
2
(πe
cn
)cn
n2c
( n
2πe
)cn
n−ce−kn
)
= O
(
n
1
2
+c exp
(
−
(
k + c log(2c)
)
n
))
.
Here k+c log(2c) ≥ k− 14 log 2 = k−0.1732... for all c ∈ [
1
4 ,
1
2 ], and the last difference
is positive when k is sufficiently close to 12e = 0.1839....
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Next we estimate the tail of the integral giving Hn(L, s), normalized in the same
way as the integral in Proposition 4.3. The proof is similar to the proof of Lemma
2.6. We first recall two bounds on G(s, x) which will be used several times in this
paper.
Lemma 4.5. The following bound holds uniformly for all x > 0, s ≥ 1,
G(s, x)≪ s−
1
2
(ex
s
)−s
.
In the case x ≥ s ≥ 1 we also have the stronger bound
G(s, x)≪ s−
1
2 e−x.
Proof. Cf. [15, Cor. 2]. 
Lemma 4.6. Let c1 ∈ (
1
4 ,
1
2). Then, for all ε > 0 there exist constants A0 > 0 and
n0 ∈ Z≥3 such that for all A ≥ A0 and n ≥ n0 we have
Probµn
{
L ∈ Xn
∣∣∣ sup
c∈[c1, 12 ]
∣∣∣∣K−1c,n ∫ ∞
A
G
(
cn, π
(nV
ωn
) 2
n
)
dRn(V )
∣∣∣∣ ≤ ε} ≥ 1− ε.
Proof. Let ε > 0 and δ ∈ (0, 2c1 −
1
2) be given. It follows from Theorem 1.3 that for
each n ≥ 3 there exists a set X ′n ⊂ Xn with µn(X ′n) ≥ 1− ε such that for all L ∈ X ′n
and all V ≥ 10 we have |Rn(V )| ≪ε,δ V
1
2
+δ, where the implied constant is indepen-
dent of n and L. Now, integrating by parts and using ∂∂xG(s, x) = −G(s + 1, x), we
have
(4.11)
∫ ∞
A
G
(
cn, π
(nV
ωn
) 2
n
)
dRn(V ) =
[
G
(
cn, π
(nV
ωn
) 2
n
)
Rn(V )
]V=∞
V=A
+
2π
n
( n
ωn
) 2
n
∫ ∞
A
G
(
cn+ 1, π
(nV
ωn
) 2
n
)
V
2
n
−1Rn(V ) dV.
Hence, using Lemma 4.5 we get, for any L ∈ X ′n (with n sufficiently large) and all
A ≥ 10,∣∣∣∣K−1c,n ∫ ∞
A
G
(
cn, π
(nV
ωn
) 2
n
)
dRn(V )
∣∣∣∣
≪ε,δ A
−2c+ 1
2
+δ +
(cn+ 1
cn
)cn ∫ ∞
A
V −2c−
1
2
+δ dV ≪ε,δ,c1 A
−2c1+ 12+δ,
uniformly over all c ∈ [c1,
1
2 ]. Thus we can make the left hand side above as small
as we like, by choosing A large enough. 
Given ε > 0 and c1 ∈ (
1
4 ,
1
2), it follows from (4.7), Proposition 4.3 and Lemma 4.6
that there exists A0 > 0 such that for all A ≥ A0 there exists n0 ∈ Z≥3 such that
for all n ≥ n0 we have
Probµn
{
L ∈ Xn
∣∣∣ sup
c∈[c1, 12 )
∣∣∣∣K−1c,nHn(L, cn)− ∫ A
0
V −2c dRn(V )
∣∣∣∣ ≤ ε} ≥ 1− ε.
(4.12)
Since our goal is to understand the function Fn(L, cn) for c ∈ [c1,
1
2 ) it remains to
study Jn(L, s) := Hn(L,
n
2 − s) for s = cn with c ∈ [c1,
1
2) (recall (4.3)).
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Proposition 4.7. Given any c1 ∈ (
1
4 ,
1
2 ) there exists a constant k > 0 such that
Probµn
{
L ∈ Xn
∣∣∣ K−1c,n∣∣Jn(L, cn)∣∣ < e−kn, ∀c ∈ [c1, 12 ]}→ 1
as n→∞.
Proof. It follows from (4.7) and integration by parts, together with the estimates in
Lemma 4.5 and the bound G(s, x)≪ x−1e−x for 0 ≤ s ≤ 1, that
Jn(L, cn) =
∫ ∞
0
G
(n
2
− cn, π
(nV
ωn
) 2
n
)
dRn(V )
=
2π
n
( n
ωn
) 2
n
∫ ∞
0
G
(n
2
− cn+ 1, π
(nV
ωn
) 2
n
)
V
2
n
−1Rn(V ) dV
(cf. (4.11)). Furthermore, changing variables V = ωnn (
x
π )
n/2 we obtain
Jn(L, cn) =
∫ ∞
0
G
(n
2
− cn+ 1, x
)
Rn
(ωn
n
(x
π
)n
2
)
dx.(4.13)
Given ε, δ ∈ (0, 12 ), it follows from [18] and Theorem 1.3 that there exist n0 ∈ Z≥3,
M ∈ Z≥1 and sets X ′′n ⊂ Xn with µn(X ′′n) > 1−ε such that for all n ≥ n0 and L ∈ X ′′n
we have Nn(V ) = 0 for all V ∈ [0,M
−1], Nn(10) < M , and |Rn(V )| ≪ε,δ V
1
2
+δ for
all V ≥ 10. It follows that, for all n ≥ n0 and L ∈ X
′′
n, we have
|Rn(V )| ≪ε,δ min
(
V, V
1
2
+δ
)
, ∀V ≥ 0.
We now estimate Jn(L, cn) for all c ∈ [
1
4 ,
1
2 ] and L ∈ X
′′
n (n ≥ n0) by splitting the
integral in (4.13) into two parts. More precisely, for n ≥ n0 and L ∈ X
′′
n, we have
(4.14) |Jn(L, cn)| ≪
∫ Wn
0
G
(n
2
− cn+ 1, x
)ωn
n
(x
π
)n
2
dx
+
∫ ∞
Wn
G
(n
2
− cn+ 1, x
)(ωn
n
(x
π
)n
2
) 1
2
+δ
dx,
where Wn = π
(
n
ωn
) 2
n . In (4.14) and in all other ”≪” bounds below, the implied
constant may depend on ε, δ, but is independent of n,L, c (subject to c ∈ [14 ,
1
2 ]).
Recall here that Wn ∼
n
2e as n → ∞. We call the integrals in (4.14) I1 and I2
respectively.
To begin with we set Tn = min(
n
2 − cn+ 1,Wn) and use Lemma 4.5 to get
(4.15) I1 ≪
ωn
n
π−
n
2
(
n
2 − cn+ 1
)( 1
2
−c)n+ 1
2 e(c−
1
2
)n
∫ Tn
0
xcn−1 dx
+
ωn
n
π−
n
2
(
n
2 − cn+ 1
)− 1
2
∫ Wn
Tn
x
n
2 e−x dx.
When Tn =Wn the second integral in (4.15) vanishes and we have
I1 ≪
ωn
n2
π−
n
2
(
n
2 − cn+ 1
)( 1
2
−c)n+ 1
2 e(c−
1
2
)nW cnn(4.16)
≪ n−1
(ωn
n
)1−2c
(πe)(c−
1
2
)n
(
n
2 − cn+ 1
)( 1
2
−c)n+ 1
2 .
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On the other hand, when Tn =
n
2 − cn+ 1 we have
I1 ≪
ωn
n2
π−
n
2 e(c−
1
2
)n
(
n
2 − cn+ 1
)n
2
+ 1
2 +
ωn
n
π−
n
2
(
n
2 − cn+ 1
)− 1
2
∫ Wn
0
x
n
2 e−x dx.
(4.17)
One checks that x 7→ x
n
2 e−x is increasing for all 0 < x < n2 . In addition Wn <
n
2 for
all large enough n. Hence after possibly increasing n0, we have that for all n ≥ n0,
(4.17) is
≪
ωn
n2
π−
n
2 e(c−
1
2
)n
(
n
2 − cn+ 1
)n
2
+ 1
2 +
ωn
n
π−
n
2
(
n
2 − cn+ 1
)− 1
2W
n
2
+1
n e
−Wn(4.18)
≪
ωn
n2
π−
n
2 e(c−
1
2
)n
(
n
2 − cn+ 1
)n
2
+ 1
2 + ω
− 2
n
n
(
n
2 − cn+ 1
)− 1
2 e−Wn .
Next we estimate the integral I2. We set Sn = max(
n
2 − cn + 1,Wn) and use
Lemma 4.5 to get
(4.19) I2 ≪
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)n
(
n
2 − cn+ 1
)( 1
2
−c)n+ 1
2 e(c−
1
2
)n
∫ Sn
Wn
x(c−
1
4
+ δ
2
)n−1 dx
+
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)n
(
n
2 − cn+ 1
)− 1
2
∫ ∞
Sn
x(
1
4
+ δ
2
)ne−x dx.
When Sn = Wn the first integral in (4.19) vanishes and we obtain, estimating the
function g(x) = x(
1
4
+ δ
2
)n+3e−x with its maximum,
I2 ≪
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)n
(
n
2 − cn+ 1
)− 1
2
∫ ∞
Wn
x(
1
4
+ δ
2
)n+3e−x
dx
x3
(4.20)
≪
(ωn
n
) 1
2
+δ
W−2n π
−( 1
4
+ δ
2
)n
(
n
2 − cn+ 1
)− 1
2
((
1
4 +
δ
2
)
n+ 3
)( 1
4
+ δ
2
)n+3
e−(
1
4
+ δ
2
)n
≪
(ωn
n
) 1
2
+δ+ 4
n
π−(
1
4
+ δ
2
)n
(
n
2 − cn+ 1
)− 1
2
((
1
4 +
δ
2
)
n+ 3
)( 1
4
+ δ
2
)n+3
e−(
1
4
+ δ
2
)n.
In the remaining case, that is Sn =
n
2 − cn+ 1, we have
I2 ≪
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)n
(
n
2 − cn + 1
)( 1
2
−c)n+ 1
2 e(c−
1
2
)n
∫ n
2
−cn+1
0
x(c−
1
4
+ δ
2
)n−1 dx
(4.21)
+
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)n
(
n
2 − cn+ 1
)− 5
2
((
1
4 +
δ
2
)
n+ 3
)( 1
4
+ δ
2
)n+3
e−(
1
4
+ δ
2
)n
≪ n−1
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)ne(c−
1
2
)n
(
n
2 − cn+ 1
)( 1
4
+ δ
2
)n+ 1
2
+
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)n
(
n
2 − cn+ 1
)− 5
2
((
1
4 +
δ
2
)
n+ 3
)( 1
4
+ δ
2
)n+3
e−(
1
4
+ δ
2
)n.
(Recall that the implied constant is allowed to depend on δ.)
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Collecting the results in (4.16), (4.18), (4.20) and (4.21) we get, for all n ≥ n0,
L ∈ X ′′n and c ∈ [
1
4 ,
1
2 ],
|Jn(L, cn)| ≪ n
−1
(ωn
n
)1−2c
(πe)(c−
1
2
)n
(
n
2 − cn+ 1
)( 1
2
−c)n+ 1
2
(4.22)
+ n−1
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)ne(c−
1
2
)n
(
n
2 − cn+ 1
)( 1
4
+ δ
2
)n+ 1
2
+
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)n
(
n
2 − cn+ 1
)− 5
2
((
1
4 +
δ
2
)
n+ 3
)( 1
4
+ δ
2
)n+3
e−(
1
4
+ δ
2
)n
when Wn ≤
n
2 − cn+ 1, and
|Jn(L, cn)| ≪
ωn
n2
π−
n
2 e(c−
1
2
)n
(
n
2 − cn+ 1
)n
2
+ 1
2 + ω
− 2
n
n
(
n
2 − cn+ 1
)− 1
2 e−Wn
(4.23)
+
(ωn
n
) 1
2
+δ+ 4
n
π−(
1
4
+ δ
2
)n
(
n
2 − cn+ 1
)− 1
2
((
1
4 +
δ
2
)
n+ 3
)( 1
4
+ δ
2
)n+3
e−(
1
4
+ δ
2
)n
when n2 − cn+ 1 ≤Wn.
It now remains to prove that all terms in (4.22) and (4.23) are as small as the
proposition claims. We will prove that there exists a constant k > 0 such that if δ
has been fixed to be sufficiently small (as depends only on c1), then for all sufficiently
large n we have K−1c,n|Jn(L, cn)| ≪ n4e−2kn for all c ∈ [c1,
1
2 ] and L ∈ X
′′
n. Hence, a
fortiori, K−1c,n|Jn(L, cn)| < e−kn for n large enough, and this completes the proof.
We first consider (4.22). Using Stirling’s formula and (4.8) we get
K−1c,nn
−1
(ωn
n
)1−2c
(πe)(c−
1
2
)n
(
n
2 − cn+ 1
)( 1
2
−c)n+ 1
2
≪ n2c−
1
2
(
1
2 − c+
1
n
) 1
2 exp
(
− fn(c) · n
)
,
where
fn(c) = c log c+
(
2c− 12
)
log 2 +
(
c− 12
)
log
(
1
2 − c+
1
n
)
.
Using Wn ∼
n
2e and
1
2 −
1
2e = 0.316... we find that for n sufficiently large the
assumption Wn ≤
n
2 − cn+1 implies c ≤ 0.32. Moreover, for all c ∈ [
1
4 , 0.32] we have
(4.24) f ′n(c) = log c+ 2 + 2 log 2 + log
(
1
2 − c+
1
n
)
−
(
n
2 − cn+ 1
)−1
≥ 2 + log
(
1
2 − 0.32
)
−
(
n
2 − 0.32n
)−1
,
which is positive for n sufficiently large. Hence for n sufficiently large and for all
c ∈ [c1,
1
2 ] satisfying Wn ≤
n
2 − cn+ 1, we have (writing f∞(c) := limn→∞ fn(c) and
noticing that the computation in (4.24) also proves f ′∞ > 0 for c ∈ [
1
4 , 0.32]):
fn(c) ≥ fn(c1) >
1
2f∞(c1) > 0.
Hence the first term in (4.22) is small enough. Continuing, we find that
K−1c,nn
−1
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)ne(c−
1
2
)n
(
n
2 − cn+ 1
)( 1
4
+ δ
2
)n+ 1
2
≪ nc−
δ
2
− 1
4
(
1
2 − c+
1
n
) 1
2 exp
(
− gn(c) · n
)
,
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where
gn(c) = c log c+
(
c− 14 −
δ
2
)
log 2 +
(
1
4 −
δ
2 − c
)
−
(
1
4 +
δ
2
)
log
(
1
2 − c+
1
n
)
.
Here g′n(c) > log(2c) + (2 − 4c +
4
n)
−1 > 0 for all n ≥ 10 and c ∈ [14 ,
1
2 ]; hence
gn(c) ≥ gn(c1) for all c ∈ [c1,
1
2 ]. Thus, since for all sufficiently large n and small δ
we have that gn(c1) is larger than a positive constant which only depends on c1, the
second term in (4.22) is small enough. Next we note that
(4.25) K−1c,n
(ωn
n
) 1
2
+δ
π−(
1
4
+ δ
2
)n
(
n
2 − cn+ 1
)− 5
2
((
1
4 +
δ
2
)
n+ 3
)( 1
4
+ δ
2
)n+3
e−(
1
4
+ δ
2
)n
≪ nc−
δ
2
+ 3
4
(
1
2 − c+
1
n
)− 5
2 exp
(
− hn(c) · n
)
,
where
hn(c) = c log c+
(
c− 14 −
δ
2
)
log 2−
(
1
4 +
δ
2
)
log
(
1
4 +
δ
2 +
3
n
)
.
Now h′n(c) ≥ 1 − log 2 > 0 for all c ≥
1
4 , independently of n and δ, and thus
hn(c) ≥ hn(c1) for all c ∈ [c1,
1
2 ]; also for all sufficiently large n and small δ we have
that hn(c1) is larger than a positive constant which only depends on c1. Thus the
third term in (4.22) is small enough.
We now give a similar treatment of the terms in (4.23). First we observe that
K−1c,n
ωn
n2
π−
n
2 e(c−
1
2
)n
(
n
2 − cn+ 1
)n
2
+ 1
2 ≪ nc−
1
2
(
1
2 − c+
1
n
) 1
2 exp
(
− jn(c) · n
)
,
where
jn(c) = c log c+
(
c− 12
)
log 2− c− 12 log
(
1
2 − c+
1
n
)
.
Note that j′n(c) = log(2c) + (1 − 2c +
2
n)
−1 > 0 for all c ∈ [14 ,
1
2 ] and all n ≥ 3.
Furthermore, using 12 −
1
2e = 0.316..., it follows that for n sufficiently large the
assumption Wn ≥
n
2 − cn + 1 implies c ≥ 0.3. Hence jn(c) ≥ jn(0.3), and for all
n ≥ 1000 we have jn(0.3) ≥ j1000(0.3) = 0.00240... > 0. Hence the first term in
(4.23) is as small as desired. Next we note that, for all sufficiently large n such that
Wn > (
1
2e − δ)n, we have
K−1c,nω
− 2
n
n
(
n
2 − cn+ 1
)− 1
2 e−Wn ≪ K−1c,nn
1
2
(
1
2 − c+
1
n
)− 1
2 e−(
1
2e
−δ)n.
Hence it follows from Remark 4.4 that also the second term in (4.23) is as small as
desired. Finally, since the third term in (4.23) differs from the the third term in
(4.22) only by a factor of polynomial size in n, the treatments of these terms are
almost identical. Note in particular that the exponential decay in (4.25) is uniform
for c ∈ [c1,
1
2 ]. This concludes the proof of the proposition. 
Remark 4.8. Recall from (4.3) that we are interested in Jn(L
∗, cn). Since the mea-
sure µn is invariant under the homeomorphism L 7→ L
∗ of Xn onto itself, we have
the following consequence of Proposition 4.7: Given any c1 ∈ (
1
4 ,
1
2 ) there exists a
constant k > 0 such that
Probµn
{
L ∈ Xn
∣∣∣ K−1c,n∣∣Jn(L∗, cn)∣∣ < e−kn, ∀c ∈ [c1, 12 ]}→ 1
as n→∞.
We collect the results of this section in the following theorem.
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Theorem 4.9. Let c1 ∈ (
1
4 ,
1
2 ). Then for all ε > 0 there exists A0 > 0 such that for
all A ≥ A0 there exists n0 ∈ Z≥3 such that for all n ≥ n0 we have
Probµn
{
L ∈ Xn
∣∣∣ sup
c∈[c1, 12 )
∣∣∣∣V −2cn En(L, cn) − ∫ A
0
V −2c dRn(V )
∣∣∣∣ ≤ ε} ≥ 1− ε.
Proof. Recall that Vn =
ωn
n . Since
K−1c,nFn(L, cn) = V
−2c
n En(L, cn)
the theorem follows from Proposition 4.3, Lemma 4.6 (cf. (4.12)) and Remark 4.8. 
5. Proof of Theorem 1.1
Theorem 4.9 says that for c ∈ [c1,
1
2) the random variable
∫ A
0 V
−2c dRn(V ) is, with
large probability, uniformly close to the (normalized) Epstein zeta function provided
that A and n are appropriately large. We now show that this random variable is
close in distribution to the corresponding truncation of H(c).
Lemma 5.1. Let 14 < c1 < c2 <
1
2 and A > 0 be fixed. Then the C
(
[c1, c2]
)
-valued
random function
c 7→
∫ A
0
V −2c dRn(V )
converges in distribution to the random function
c 7→
∫ A
0
V −2c dR(V )
as n→∞.
Proof. Expressed in more explicit terms, recalling the definitions of Rn(V ) and R(V )
(see (1.6) and (1.9)), we need to prove that the random function
c 7→ 2
∑
Vj≤A
V−2cj −
A1−2c
1− 2c
converges in distribution to
c 7→ 2
∑
Tj≤A
T−2cj −
A1−2c
1− 2c
as n → ∞. Note that the function fA defined in (2.13), considered as a function
from Ω \Ω(∞) into C
(
[c1, c2]
)
, is continuous on the open set ∪∞j=0(Ω
(j))◦ (cf. (2.14),
(2.15)), which has full (P-)measure in Ω. Now the lemma follows from [18, Thm. 1′]
and [5, Thm. 2.7]. 
We let P
(
C
(
[c1, c2]
))
denote the set of Borel probability measures on C
(
[c1, c2]
)
.
We recall that for P,Q ∈ P
(
C
(
[c1, c2]
))
the Le´vy-Prohorov distance π(P,Q) between
P and Q is defined as
π(P,Q) := inf
{
ε > 0
∣∣P (B) ≤ Q(Bε) + ε for all Borel sets B ⊆ C([c1, c2])} ,(5.1)
where Bε is the open ε-neighbourhood of B in C
(
[c1, c2]
)
(cf. [5]). Since C
(
[c1, c2]
)
is separable, it is known that convergence in the metric π is equivalent to weak
convergence in P
(
C
(
[c1, c2]
))
.
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Proof of Theorem 1.1. Let ε > 0 be given and let µEn , µEn,A , µHA and µH be the
distributions of the C
(
[c1, c2]
)
-valued random functions c 7→ V −2cn En(·, cn), c 7→∫ A
0 V
−2c dRn(V ), c 7→
∫ A
0 V
−2c dR(V ) and c 7→ H(c), respectively. Let further
A > 0 and n0 ∈ Z≥3 be large enough for Theorem 4.9, Lemma 5.1 and Lemma 2.6
to guarantee that π(µEn , µEn,A) ≤ ε, π(µEn,A , µHA) ≤ ε and π(µHA , µH) ≤ ε hold
for all n ≥ n0. It follows from the triangle inequality that π(µEn , µH) ≤ 3ε for all
n ≥ n0. We conclude that µEn converges (in the metric π) to µH as n→∞ and the
theorem follows. 
Remark 5.2. We note that our claim in (4.6) about exponential cancellation in
Hn(L, cn) follows easily from (4.12) and Lemma 5.1. Indeed, given ε > 0 we choose
A > 0 and n0 ∈ Z≥3 such that (4.12) holds for all n ≥ n0, and using Lemma 5.1 we
see that there exists some M > 0 and n′0 ∈ Z>0 such that for all n ≥ n
′
0 we have∣∣∫ A
0 V
−2c dRn(V )
∣∣ < M for our fixed c ∈ (14 , 12), with (µn-)probability ≥ 1 − ε. It
follows that
Probµn
{
L ∈ Xn
∣∣∣ ∣∣Hn(L, cn)∣∣ < (M + ε)Kc,n} ≥ 1− 2ε
for all n ≥ max(n0, n
′
0). But Kc,n ≪ (2c)
cnn−(c+
1
2
) as n → ∞, and thus for all
sufficiently large n we have (M + ε)Kc,n < e
−δn, where δ := −c log(2c) > 0. Since
ε > 0 was arbitrary, this concludes the proof of (4.6).
6. An extension of Theorem 1.1 and proofs of Theorem 1.4 and
Corollary 1.5
In this section we are interested in extending the result in Theorem 1.1 to the case
c2 =
1
2 . The problem is that neither En(L, cn) nor H(c) is defined for c =
1
2 . We
overcome this problem by subtracting the singular part of En(L, cn) from En(L, cn)
and H(c). For the rest of this section we let c1 ∈ (
1
4 ,
1
2) be fixed.
Recall that En(L, s) has a simple pole at s =
n
2 with residue π
n
2 Γ(n2 )
−1. Hence,
for all n and all L ∈ Xn, the limit
lim
c→ 1
2
(
En(L, cn)−
π
n
2
Γ(n2 )(cn −
n
2 )
)
exists. Now, since
lim
c→ 1
2
V −2cn =
n
ωn
=
nΓ(n2 )
2π
n
2
,
basic complex analysis gives that also the limit
lim
c→ 1
2
(
V −2cn En(L, cn) +
1
1− 2c
)
(6.1)
exists for all n and all L ∈ Xn. Hence we can consider
c 7→ Ên(·, cn) := V
−2c
n En(·, cn) +
1
1− 2c
as a C
(
[c1,
1
2 ]
)
-valued random function. Here, of course, the value of the function at
c = 12 is given by the limit (6.1). We now have the following immediate corollary of
Theorem 4.9.
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Corollary 6.1. Let c1 ∈ (
1
4 ,
1
2 ). Then for all ε > 0 there exists A0 > 1 such that for
all A ≥ A0 there exists n0 ∈ Z≥3 such that for all n ≥ n0 we have
Probµn
{
L ∈ Xn
∣∣∣ sup
c∈[c1, 12 ]
∣∣∣∣Ên(L, cn)− (∫ 1
0
V −2c dNn(V ) +
∫ A
1
V −2c dRn(V )
)∣∣∣∣ ≤ ε}
≥ 1− ε.
Proof. Note that∫ A
0
V −2c dRn(V ) +
1
1− 2c
=
∫ 1
0
V −2c dNn(V ) +
∫ A
1
V −2c dRn(V )
for all c ∈ [c1,
1
2). Hence the corollary follows from Theorem 4.9 since both Ên(L, cn)
and
∫ 1
0 V
−2c dNn(V ) +
∫ A
1 V
−2c dRn(V ) are continuous on [c1, 12 ], for each fixed L ∈
Xn. 
We set
Ĥ(c) :=
∫ ∞
0
V −2c dR(V ) +
1
1− 2c
for c ∈ [c1,
1
2) and Ĥ(
1
2 ) := Z0.
It follows from Lemma 2.4, Lemma 2.7, Lemma 2.9, Remark 2.10 and [5, p. 84] that
we can consider c 7→ Ĥ(c) as a C
(
[c1,
1
2 ]
)
-valued random function on Ω (cf. Remark
2.5). Furthermore we note that (2.17) and Remark 2.11 give, for all c ∈ [c1,
1
2 ], the
formula
Ĥ(c) =
∫ 1
0
V −2c dN(V ) +
∫ ∞
1
V −2c dR(V ).
We are now ready to prove the following extension of Theorem 1.1.
Theorem 6.2. Let c1 ∈ (
1
4 ,
1
2). Then the distribution of the C
(
[c1,
1
2 ]
)
-valued random
function c 7→ Ên(·, cn) converges to the distribution of c 7→ Ĥ(c) as n→∞.
Proof. Let hA ∈ C
(
[c1,
1
2 ]
)
be given by
hA(c) =
{
1−A1−2c
1−2c if c ∈ [c1,
1
2),
− logA if c = 12 .
To begin with we note that the function gA : Ω \ Ω
(∞) → C
(
[c1,
1
2 ]
)
, defined by
gA(x1, x2, . . .)(c) = 2
∑
xj≤A
x−2cj + hA(c),
is continuous P almost everywhere (cf. the proofs of Lemma 2.4 and Lemma 5.1).
Hence it follows from [18, Thm. 1′] and [5, Thm. 2.7] that the C
(
[c1,
1
2 ]
)
-valued
random function
c 7→ 2
∑
Vj≤A
V−2cj + hA(c) =
∫ 1
0
V −2c dNn(V ) +
∫ A
1
V −2c dRn(V )
converges in distribution to
c 7→ 2
∑
Tj≤A
T−2cj + hA(c) =
∫ 1
0
V −2c dN(V ) +
∫ A
1
V −2c dR(V )
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as n → ∞. The theorem now follows from this fact, Lemma 2.6 and Corollary 6.1
using the Le´vy-Prohorov metric (see (5.1)) in a way almost identical to the one in
the proof of Theorem 1.1 on p. 24. 
Proof of Corollary 1.5. Let 14 < c1 < c2 ≤
1
2 be given. To start with, we assume
c2 <
1
2 . Let C be the following open subset of C
(
[c1, c2]
)
:
C :=
{
f ∈ C
(
[c1, c2]
) ∣∣ f(c) < 0 for all c ∈ [c1, c2]}.
Note that
∂C =
{
f ∈ C
(
[c1, c2]
) ∣∣ sup
c∈[c1,c2]
f(c) = 0
}
.
Let µH be the distribution of the C
(
[c1, c2]
)
-valued random function c 7→ H(c). We
claim that
µH(∂C) = 0.(6.2)
To prove this, recall that since 0 < T1 < T2 < . . . are the points of a Poisson process
P on the positive real line with constant intensity 12 , they can be realized as the
partial sums of an infinite sequence of independent random variables which each has
the exponential distribution with parameter 12 (cf. [10, Sec. 4.1]). It follows from
this that if we parametrize Ω by the homeomorphism J : R>0 ×R>0 ×Ω→ Ω given
by J(u, v,z) = x with x1 = u, x2 = u+ v and xj = u+ v + zj−2 for j ≥ 3, then
dP(x) =
1
4
e−
1
2
ue−
1
2
v du dv dP(z).
Hence
µH(∂C) =
1
4
∫
Ω
∫ ∞
0
∫ ∞
0
I
(
J(u, v,z) ∈ S
)
e−
1
2
ue−
1
2
v du dv dP(z),
where
S =
{
x ∈ Ω
∣∣ sup
c∈[c1,c2]
H(c) = 0
}
.
Substituting v = y − u we get
µH(∂C) =
1
4
∫
Ω
∫ ∞
0
∫ y
0
I
(
J(u, y − u,z) ∈ S
)
e−
1
2
y du dy dP(z).(6.3)
Now for a given point x = J(u, y−u,z) we have (assuming x ∈ Ω1/2, or equivalently
z ∈ Ω1/2)
H(c) =
∫ ∞
0
V −2c dR(V ) =
∫ x2
0
V −2c dR(V ) +
∫ ∞
x2
V −2c dR(V )(6.4)
= 2u−2c + 2y−2c −
y1−2c
1− 2c
+
∫ ∞
x2
V −2c dR(V ),
where the last integral is independent of u for given y,z. Since in fact all terms in
the second line of (6.4) except the first are independent of u, and u−2c is a decreasing
function of u > 0 for every fixed c ∈ [c1, c2], it follows that if J(u, y − u,z) ∈ S for
some 0 < u < y and z ∈ Ω1/2, then J(u
′, y − u′,z) /∈ S for all u′ with 0 < u′ < u
or u < u′ < y. Hence the innermost integral in (6.3) vanishes for all y > 0 and
z ∈ Ω1/2, and we conclude that (6.2) holds.
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Using (6.2), the first part of the corollary now follows from Theorem 1.1 and [5,
Thm. 2.1].
In the remaining case 14 < c1 < c2 =
1
2 we consider instead the open set
Ĉ :=
{
f ∈ C
(
[c1,
1
2 ]
) ∣∣∣ f(c)− 1
1− 2c
< 0 for all c ∈ [c1,
1
2)
}
,
and let µĤ be the distribution of the C
(
[c1,
1
2 ]
)
-valued random function c 7→ Ĥ(c).
Now
µĤ
(
∂Ĉ
)
= 0
holds, with almost the same proof as before. (Indeed, this boils down to proving
that the triple integral in (6.3) vanishes, where now
S =
{
x ∈ Ω
∣∣ sup
c∈[c1, 12 )
H(c) = 0
}
,
and the same argument as before applies, since limc→ 1
2
−H(c) = −∞ for all x ∈
Ω1/2.) Hence by Theorem 6.2 and [5, Thm. 2.1] we have
lim
n→∞Probµn
{
L ∈ Xn
∣∣∣ Ên(L, cn)− 1
1− 2c
< 0 for all c ∈ [c1,
1
2)
}
= Prob
{
Ĥ(c) −
1
1− 2c
< 0 for all c ∈ [c1,
1
2)
}
.
This implies that the first part of the corollary holds also when c2 =
1
2 .
In order to prove 0 < f(c1, c2) < 1 for general
1
4 < c1 < c2 ≤
1
2 , we let Ω(A) =
{x ∈ Ω | x1 > A} for A > 0. Clearly for any x ∈ Ω(A) we have∫ A
0
V −2c dR(V ) = −
∫ A
0
V −2c dV = −
A1−2c
1− 2c
for all c ∈ [c1, c2]\{
1
2}. Hence, by differentiation with respect to c, we find that for all
A > 1 and x ∈ Ω(A) we have
∫ A
0 V
−2c dR(V ) ≤ −e logA < 0 for all c ∈ [c1, c2]\{12}.
Recall from Lemma 2.6 that given ε > 0 there exists A > 1 such that with probability
≥ 1 − ε we have supc∈[c1,c2]
∣∣ ∫∞
A V
−2c dR(V )
∣∣ ≤ ε. Note that, since the Poisson
process P may be realized as the superposition of a Poisson process on (0, A) and
an independent Poisson process on (A,∞), both with constant intensity 12 (cf., e.g.,
[10, Sec. 2.2]), and since furthermore
∫∞
A V
−2c dR(V ) only depends on those points
of P which belong to (A,∞), the probability of supc∈[c1,c2]
∣∣ ∫∞
A V
−2c dR(V )
∣∣ ≤ ε
remains unchanged if we condition on x ∈ Ω(A). Hence, for small enough ε and
large enough A, we have f(c1, c2) ≥ (1 − ε)P(Ω(A)) > 0. Finally, by a similar
argument where we instead condition on the event N(A) = B for some large B, we
also obtain f(c1, c2) ≤ P
{
x ∈ Ω | H(c1) < 0
}
< 1. 
Theorem 6.2 also has the following corollary.
Corollary 6.3. The random variable
Ên
(
·, n2
)
= lim
c→ 1
2
(
V −2cn En(·, cn) +
1
1− 2c
)
converges in distribution to Z0 as n→∞.
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Proof. Given c1 ∈ (
1
4 ,
1
2) the evaluation map C
(
[c1,
1
2 ]
)
∋ f 7→ f(12) is continuous.
Hence the desired result follows from Theorem 6.2 and [5, Thm. 2.7]. 
As a consequence of this result we obtain an easy proof of Theorem 1.4.
Proof of Theorem 1.4. First, applying the functional equation (1.1) and (1.2), we
get
En
(
L, n2 − s
)
= π
n
2
−sΓ
(
n
2 − s
)−1
Fn
(
L, n2 − s
)
= π
n
2
−sΓ
(
n
2 − s
)−1
Fn
(
L∗, s
)
(6.5)
= π
n
2
−2sΓ
(
n
2 − s
)−1
Γ(s)En
(
L∗, s
)
.
We are interested in this relation when s is small. Using (1.3) and basic knowledge
about the gamma function we have, for s sufficiently small,
π
n
2
−2s = π
n
2
(
1− 2(log π)s+O
(
s2
))
;
Γ
(
n
2 − s
)−1
=
(
Γ(n2 )− Γ
′(n2 )s+O
(
s2
))−1
= Γ(n2 )
−1
(
1−
Γ′(n2 )
Γ(n2 )
s+O
(
s2
))−1
= Γ(n2 )
−1
(
1 +
Γ′(n2 )
Γ(n2 )
s+O
(
s2
))
;
Γ(s) = s−1Γ(s+ 1) = s−1 − γ +O(s);
En
(
L∗, s
)
= −
(
1−
(
hn(L)− 2 log(2π)
)
s+O
(
s2
))
,
where γ is Euler’s constant and the implied constants are allowed to depend on n.
Using these expansions in (6.5) yields
En
(
L, n2 − s
)
= −π
n
2 Γ(n2 )
−1
(
s−1 +
(
2 log 2 +
Γ′(n2 )
Γ(n2 )
− hn(L)− γ
)
+O(s)
)
.(6.6)
Writing n2 − s as cn and using the relation π
n
2 Γ(n2 )
−1 = 12ωn we get, for |c −
1
2 |
sufficiently small,
En
(
L, cn
)
= −
ωn
n
(
1
1− 2c
+
n
2
(
2 log 2 +
Γ′(n2 )
Γ(n2 )
− hn(L)− γ
)
+O
(
|c− 12 |
))
.
Since we furthermore have
V −2cn =
n
ωn
(ωn
n
)1−2c
=
n
ωn
(
1 +
(
log ωn − log n
)
(1− 2c) +O
(
|c− 12 |
2
))
,
we obtain
V −2cn En
(
L, cn
)
= −
(
1
1− 2c
+ logωn − log n+
n
2
(
2 log 2 +
Γ′(n2 )
Γ(n2 )
− hn(L)− γ
)
+O
(
|c− 12 |
))
.
Hence, we conclude that
lim
c→ 1
2
(
V −2cn En(L, cn) +
1
1− 2c
)
= log n− log ωn +
n
2
(
hn(L) + γ − 2 log 2−
Γ′(n2 )
Γ(n2 )
)
.
(6.7)
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Next we study the asymptotics of (6.7) as n → ∞. Using (4.8) and Stirling’s
formula we get
lim
c→ 1
2
(
V −2cn En(L, cn) +
1
1− 2c
)
= log n−
n
2
log
(2πe
n
)
−
1
2
log
(n
π
)
+ o(1) +
n
2
(
hn(L) + γ − 2 log 2− log
(n
2
)
+ n−1 +O
(
n−2
))
=
1
2
log(πn) +
1
2
+
n
2
(
hn(L)−
(
log(4π) − γ + 1
))
+ o(1).
Hence we conclude that
2Ên
(
L, n2
)
− log π − 1 = n
(
hn(L)−
(
log(4π)− γ + 1
))
+ log n+ o(1),
where o(1) stands for a certain function of n which is independent of L and which
tends to 0 as n→∞. Using e.g. the Le´vy-Prohorov metric on P(R) (the set of Borel
measures on R), it now follows from Corollary 6.3 that
n
(
hn(L)−
(
log(4π)− γ + 1
))
+ log n
converges in distribution to 2Z0− log π−1 as n→∞, which is the desired result. 
Remark 6.4. Our proof shows that Theorem 1.4 is really a special case of Theorem
6.2, and we think this nicely illustrates the power of Theorem 6.2. However, it is
worth noticing that considerations involving C
(
[c1,
1
2 ]
)
-valued random functions are
not at all essential for the proof of Theorem 1.4: An alternative proof of Theorem 1.4
can be given by working more directly along the lines of Sarnak and Stro¨mbergsson
[15, Sec. 6] and applying the Rn(V )-bound in Theorem 1.3 and our Poisson limit
result from [18].
To outline this alternative approach, recall from [15, Sec. 4] that
hn(L) = log(4π) − γ −
2
n
+
∑
m∈L∗
′
G
(
0, π|m|2
)
+
∑
m∈L
′
G
(
n
2 , π|m|
2
)
,(6.8)
where we call the two sums above J(L) and H(L) respectively. Using the same
notation as in Section 4 we have, for any A > 0,
(6.9) H(L) =
∫ ∞
0
G
(n
2
, π
(nV
ωn
) 2
n
)
dNn(V ) =
∫ A
0
G
(n
2
, π
(nV
ωn
) 2
n
)
dNn(V )
+
∫ ∞
A
G
(n
2
, π
(nV
ωn
) 2
n
)
dV +
∫ ∞
A
G
(n
2
, π
(nV
ωn
) 2
n
)
dRn(V ).
The last integral in (6.9) can be bounded using Theorem 1.3 and Lemma 4.5. (The
computations are exactly as in the proof of Lemma 4.6 but a tiny bit simpler as we
are working only with c = 12 , instead of aiming at a uniform bound over the interval
c ∈ [c1,
1
2 ].) The result is that the random variable
n
∫ ∞
A
G
(n
2
, π
(nV
ωn
) 2
n
)
dRn(V )
converges in distribution to the constant 0, as A,n→∞. (Naturally, this also follows
as a consequence of Lemma 4.6, since K1/2,n =
2
n .) Regarding the first integral in
the right hand side of (6.9), the same argument as in Proposition 4.3 (cf. also (4.9)
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and Lemma 4.2) shows that, for fixed A > 0, the distributions of the two random
variables
n
∫ A
0
G
(n
2
, π
(nV
ωn
) 2
n
)
dNn(V ) and 2
∫ A
0
V −1 dNn(V )
have Le´vy-Prohorov distance tending to 0 as n → ∞. Furthermore, applying [18,
Thm. 1′] and [5, Thm. 2.7] in the usual way (this time for real-valued random vari-
ables), it follows that the random variable 2
∫ A
0 V
−1 dNn(V ) converges in distribution
to 2
∫ A
0 V
−1 dN(V ) as n → ∞. Finally, the middle integral in the right hand side
of (6.9) can be evaluated asymptotically as n → ∞, for example as follows. Using
Lemma 4.1 and Lemma 4.2 we find that, for fixed A > 0 and with an arbitrary fixed
constant 0 < δ < 12e ,∫ ∞
A
G
(n
2
, π
(nV
ωn
) 2
n
)
dV = lim
s→n
2
−
(
1
n
2 − s
−
∫ A
0
G
(
s, π
(nV
ωn
) 2
n
)
dV
)
=
(
lim
s→n
2
−
1− Γ(n2 )
−1Γ(s)
(
π(nAωn )
2/n
)n
2
−s
n
2 − s
)
+O
(
e−δn
)
=
Γ′(n2 )
Γ(n2 )
− log
(
π
(nA
ωn
)2/n)
+O
(
e−δn
)
= 1− n−1 log n− n−1
(
1 + log π + 2 logA+ o(1)
)
as n→∞. Collecting these results, and also using the fact that the random variable
2
∫ A
0 V
−1 dN(V )− 2 logA converges in distribution to 2Z0 as A → ∞, we conclude
that the random variable n
(
H(L) − 1
)
+ log n converges in distribution to 2Z0 −
log π − 1 as n→∞.
Similarly,
J(L∗) =
∫ ∞
0
G
(
0, π
(nV
ωn
) 2
n
)
dNn(V )
=
∫ ∞
0
G
(
0, π
(nV
ωn
) 2
n
)
dV +
∫ ∞
0
G
(
0, π
(nV
ωn
) 2
n
)
dRn(V ).
Here the first integral in the right hand side can be evaluated explicitly by Lemma
4.1, and equals E
(
J(L∗)
)
= 2n . The second integral in the right hand side can be
bounded using Theorem 1.3 and Lemma 4.5 in the same way as in the proof of
Proposition 4.7; the result is that the random variable
n
∫ ∞
0
G
(
0, π
(nV
ωn
) 2
n
)
dRn(V )
converges in distribution to the constant 0, as n→∞. (The same result also follows
as a consequence of Proposition 4.7, for c = 12 .) Hence we conclude that the random
variable nJ(L∗) (and hence also nJ(L)) converges in distribution to the constant
2 as n → ∞. Theorem 1.4 now follows from (6.8) and the above limit results for
n
(
H(L)− 1
)
+ log n and nJ(L∗). 
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7. Proof of Theorem 1.6
In this section we prove Theorem 1.6. The proof is based on a study of the joint
moments of an explicit truncation of((
2c1 −
1
2
) 1
2H(c1), . . . ,
(
2cm −
1
2
) 1
2H(cm)
)
.
To be more precise we will, for δ > 0, consider the random vector((
2c1 −
1
2
) 1
2H(c1, δ), . . . ,
(
2cm −
1
2
) 1
2H(cm, δ)
)
,(7.1)
where
H(c, δ) :=
∫ ∞
δ
V −2c dR(V ).
In order to calculate the joint moments of the random vector (7.1) we first prove a
formula closely related to [18, Prop. 3].
Proposition 7.1. Let k ≥ 1 and denote by P ′(k) the set of partitions of {1, . . . , k}
containing no singleton sets. For 1 ≤ j ≤ k let fj : R≥0 → R be functions satisfying∏
j∈B fj ∈ L
1(R≥0) for every nonempty subset B ⊆ {1, . . . , k}. Then
E
( k∏
j=1
∫ ∞
0
fj(V ) dR(V )
)
=
∑
P∈P ′(k)
2k−#P
∏
B∈P
(∫ ∞
0
∏
j∈B
fj(V ) dV
)
.
Remark 7.2. In particular, when 1 ≤ k ≤ 3 Proposition 7.1 gives
E
(∫ ∞
0
f1(V ) dR(V )
)
= 0 ;
E
( 2∏
j=1
∫ ∞
0
fj(V ) dR(V )
)
= 2
∫ ∞
0
f1(V )f2(V ) dV ;
E
( 3∏
j=1
∫ ∞
0
fj(V ) dR(V )
)
= 4
∫ ∞
0
f1(V )f2(V )f3(V ) dV.
Proof of Proposition 7.1. Let K = {1, . . . , k}. Note that for each 1 ≤ j ≤ k we have∫ ∞
0
fj(V ) dR(V ) = 2
∞∑
n=1
fj(Tn)−
∫ ∞
0
fj(V ) dV.
Using this observation together with [18, Prop. 3] we get
E
( k∏
j=1
∫ ∞
0
fj(V ) dR(V )
)(7.2)
=
∑
A⊂K
(−1)#(K\A)
( ∏
j∈K\A
∫ ∞
0
fj(V ) dV
)
E
(∏
j∈A
2
∞∑
n=1
fj(Tn)
)
=
∑
A⊂K
∑
P∈P(A)
(−1)#(K\A)2#A−#P
( ∏
j∈K\A
∫ ∞
0
fj(V ) dV
) ∏
B∈P
∫ ∞
0
∏
j∈B
fj(V ) dV,
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where P(A) denotes the set of partitions of the set A. Given A ⊂ K and P ∈ P(A)
we define P ′(A,P ) to be the partition
P ′(A,P ) :=
{
{j} | j ∈ K \ A
}
∪ P
of K. Rewriting the right hand side of (7.2) in terms of partitions of K yields∑
A⊂K
∑
P∈P(A)
(−1)#(K\A)2#A−#P
∏
B∈P ′(A,P )
∫ ∞
0
∏
j∈B
fj(V ) dV.(7.3)
For each partition P ′ ∈ P(K) we let S(P ′) ⊂ K denote the union of the singleton
sets in P ′. Note that in the double sum (7.3) we have P ′(A,P ) = P ′ for exactly
2#S(P
′) pairs (A,P ). Indeed, when K \ A runs through all subsets of S(P ′) there
exists, for each such A, a unique partition P ∈ P(A) with P ′(A,P ) = P ′. We
conclude that (7.3) equals∑
P ′∈P(K)
2k−#P
′
( ∑
C⊂S(P ′)
(−1)#C
) ∏
B∈P ′
∫ ∞
0
∏
j∈B
fj(V ) dV
=
∑
P ′∈P(K)
S(P ′)=∅
2k−#P
′
∏
B∈P ′
∫ ∞
0
∏
j∈B
fj(V ) dV,
which is the desired result. 
We note that the functions
gc,δ(V ) := V
−2cI(V ≥ δ)
do not satisfy the assumption in Proposition 7.1 for any choice of c ∈ (14 ,
1
2 ) and
δ > 0. However, by an approximation argument we get the following corollary.
Corollary 7.3. Let k ≥ 1 and let δ > 0 and 14 < c1 ≤ . . . ≤ ck <
1
2 be fixed. Then
E
( k∏
j=1
H(cj , δ)
)
=
∑
P∈P ′(k)
2k−#P δ#P−2
∑k
j=1 cj
∏
B∈P
1
2
∑
j∈B cj − 1
.
Proof. For all 14 < c <
1
2 and A > δ we let
fA(c, δ) :=
∫ A
δ
V −2c dR(V ) = 2
∑
δ<Tj≤A
T−2cj −
A1−2c − δ1−2c
1− 2c
.
As in Lemma 2.4 we find that fA(c, δ) is a measurable function on Ω. We furthermore
note that Lemma 2.6 implies that the random vector(
fA(c1, δ), . . . , fA(ck, δ)
)
tends in distribution to (
H(c1, δ), . . . ,H(ck, δ)
)
as A → ∞. Hence it follows from [5, Thm. 2.7] that
∏k
j=1 fA(cj , δ) converges in
distribution to
∏k
j=1H(cj , δ) as A→∞.
Now, applying Proposition 7.1, we get
E
(∣∣∣ k∏
j=1
fA(cj , δ)
∣∣∣2) = ∑
P∈P ′(2k)
22k−#P
∏
B∈P
∫ A
δ
∏
j∈B
V −2c˜j dV,
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where c˜2j = c˜2j−1 = cj for 1 ≤ j ≤ k. By the dominated convergence theorem,
together with the fact that #B ≥ 2 for all B ∈ P ∈ P ′(2k), we have
lim
A→∞
E
(∣∣∣ k∏
j=1
fA(cj , δ)
∣∣∣2) = ∑
P∈P ′(2k)
22k−#P
∏
B∈P
∫ ∞
δ
∏
j∈B
V −2c˜j dV
and hence, in particular, it follows that supA>δ E
(∣∣∣∏kj=1 fA(cj , δ)∣∣∣2) < ∞. Simi-
larly we find that
lim
A→∞
E
( k∏
j=1
fA(cj , δ)
)
=
∑
P∈P ′(k)
2k−#P
∏
B∈P
∫ ∞
δ
∏
j∈B
V −2cj dV
and the corollary now follows from [4, Cor. to Thm. 25.12]. 
In the special case where c1 = . . . = ck = c, Corollary 7.3 gives
E
(
H(c, δ)k
)
=
∑
P∈P ′(k)
2k−#P δ#P−2kc
∏
B∈P
1
2c#B − 1
.(7.4)
In the next lemma we will consider the rescaled variable
H (c, δ) :=
(
2c− 12
) 1
2 δ2c−
1
2H(c, δ),(7.5)
which by (7.4) satisfies E
(
H (c, δ)
)
= 0, E
(
H (c, δ)2
)
= 1 and
E
(
H (c, δ)k
)
=
(
2c− 12
) k
2
∑
P∈P ′(k)
2k−#P δ#P−
k
2
∏
B∈P
1
2c#B − 1
, k ≥ 3.(7.6)
If k ≥ 3 is odd, then for every P ∈ P ′(k) we have #{B ∈ P | #B = 2} ≤
1
2(k − 3). Hence it follows from (7.6) that, for fixed δ > 0 and odd k ≥ 3, we have
limc→ 1
4
+ E
(
H (c, δ)k
)
= 0. Similarly we find that, for fixed δ > 0 and even k ≥ 4,
we have
lim
c→ 1
4
+
E
(
H (c, δ)k
)
= #
{
P ∈ P ′(k) | #B = 2, ∀B ∈ P
}
=
(
k
2, . . . , 2
)
1
(k/2)!
= (k − 1)!!.
Since these limits coincide with the corresponding moments of the distribution
N(0, 1) and normal distributions are determined by their moments, we conclude
that, for any fixed δ > 0, H (c, δ) converges in distribution to N(0, 1) as c → 14+.
More generally, we have the following result.
Lemma 7.4. Fix m ∈ Z≥1 and let cj = 14 + ηj with ηj ∈ (0,
1
4) for 1 ≤ j ≤
m. If δ > 0 is fixed and (η1, . . . , ηm) tends to the zero vector in R
m in such a
way that ηj/ηj+1 → 0 for each 1 ≤ j ≤ m − 1, then the m-dimensional random
vector
(
H (c1, δ), . . . ,H (cm, δ)
)
converges in distribution to the distribution of m
independent N(0, 1)-variables.
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Proof. It remains to consider the case where m ≥ 2. Let k1, . . . , km ∈ Z≥0 satisfying
k = k1 + . . .+ km ≥ 1 be given and let
c˜j =

c1 if 1 ≤ j ≤ k1,
c2 if k1 < j ≤ k1 + k2,
...
cm if k1 + . . . + km−1 < j ≤ k.
It follows from Corollary 7.3 and (7.5) that
E
( m∏
j=1
H (cj , δ)
kj
)
(7.7)
=
( m∏
j=1
(2ηj)
kj
2
)
δ2
∑m
j=1 kjηj
∑
P∈P ′(k)
2k−#P δ#P−2
∑m
j=1 kjcj
∏
B∈P
1
2
∑
j∈B c˜j − 1
.
In this sum, the contribution from a given partition P ∈ P ′(k) is, in the limit under
consideration, writingMi1,i2 for the number of elements B ∈ P which satisfy #B = 2,
minB ∈ (k1+ . . .+ ki1−1, k1+ . . .+ ki1 ] and maxB ∈ (k1+ . . .+ ki2−1, k1+ . . .+ ki2 ]
(here k1 + . . .+ k0 := 0),
≍
m∏
j=1
η
kj
2
j
∏
B∈P
#B=2
1
2
∑
j∈B c˜j − 1
(7.8)
≍
m∏
j=1
η
kj
2
j
∏
1≤i1≤i2≤m
(ηi1 + ηi2)
−Mi1,i2 ≍
m∏
j=1
η
kj
2
j
∏
1≤i1≤i2≤m
η
−Mi1,i2
i2
=
(m−1∏
j=1
( ηj
ηj+1
) 1
2
∑j
ℓ=1 kℓ−
∑
1≤i1≤i2≤j
Mi1,i2
)
η
1
2
∑m
ℓ=1 kℓ−
∑
1≤i1≤i2≤m
Mi1,i2
m .
Hence, since by definition we have
∑
1≤i1≤i2≤jMi1,i2 ≤
1
2
∑j
ℓ=1 kℓ for each 1 ≤ j ≤ m,
the expression in (7.8) tends to zero unless
∑
1≤i1≤i2≤j
Mi1,i2 =
1
2
j∑
ℓ=1
kℓ, ∀j ∈ {1, . . . ,m}.(7.9)
Now suppose that P ∈ P ′(k) gives a non-zero limit contribution to (7.7). From
(7.9) we get M1,1 =
1
2k1, which implies that M1,j = 0 for all 2 ≤ j ≤ m. Next
(7.9) gives M1,1 +M1,2 +M2,2 =
1
2(k1 + k2). By our previous observations we must
have M2,2 =
1
2k2 and hence it follows that M2,j = 0 for all 3 ≤ j ≤ m. Continuing
in the same way we find that (7.9) forces Mj,j =
1
2kj for all 1 ≤ j ≤ m and
Mi,j = 0 whenever i < j. Conversely, we note that these conditions imply that (7.9)
holds. Thus, in particular, the moment in (7.7) tends to zero unless all kj are even.
Furthermore, for each partition P ∈ P ′(k) satisfying (7.9) the contribution to (7.7)
equals ( m∏
j=1
(2ηj)
kj
2
)
2k−#P δ#P−2
∑m
j=1 kj(cj−ηj)
∏
B∈P
1
2
∑
j∈B c˜j − 1
= 1.
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Hence, in the limit under consideration, the moment E
(∏m
j=1 H (cj , δ)
kj
)
tends to
the number of partitions P ∈ P ′(k) satisfying condition (7.9). Recalling the discus-
sion below (7.6) we conclude that
E
( m∏
j=1
H (cj , δ)
kj
)
→
m∏
j=1
Mkj ,
where
Mk :=
{
0 if k is odd,
(k − 1)!! if k is even.
The lemma follows since a random vector whose coordinates in the standard basis
are independent N(0, 1)-variables is determined by its joint moments. 
Proof of Theorem 1.6. Let cj =
1
4 + ηj with ηj ∈ (0,
1
4 ) for 1 ≤ j ≤ m. For conve-
nience of notation we set H (c) :=
(
2c− 12
) 1
2H(c). We note that if δ > 0 is fixed and
x ∈ Ω is such that N(δ) = 0, then
H (c) =
(
2c− 12
) 1
2
(
H(c, δ) −
∫ δ
0
V −2c dV
)
= δ
1
2
−2c
H (c, δ) −
(
2c− 12
) 1
2
δ1−2c
1− 2c
,
(7.10)
where limc→ 1
4
+ δ
1
2
−2c = 1 and limc→ 1
4
+
(
2c− 12
) 1
2 δ
1−2c
1−2c = 0.
Now let ε > 0 be given. Fix δ > 0 small enough to ensure thatP(N(δ) = 0) > 1−ε.
By Lemma 7.4 there exist numbers 0 < η˜1 < . . . < η˜m <
1
4 such that for all vectors
(η1, . . . , ηm) satisfying 0 < ηj ≤ η˜j (1 ≤ j ≤ m) as well as 0 <
ηj
ηj+1
<
η˜j
η˜j+1
(1 ≤ j ≤
m− 1), the distribution of
(
H (c1, δ), . . . ,H (cm, δ)
)
is within ε of the distribution
of m independent N(0, 1)-variables in the Le´vy-Prohorov metric. Furthermore it
follows from (7.10) that we can, by possibly shrinking the numbers η˜j , guarantee
that
P
(∣∣∣(H (c1), . . . ,H (cm))− (H (c1, δ), . . . ,H (cm, δ))∣∣∣ < ε) > 1− 2ε,
for all admissible (η1, . . . , ηm). The observations above together imply that the
distribution of
(
H (c1), . . . ,H (cm)
)
is, for all admissible (η1, . . . , ηm), within 3ε of
the distribution of m independent N(0, 1)-variables in the Le´vy-Prohorov metric.
This concludes the proof. 
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