Monte Carlo simulation is playing an increasingly important role in the pricing and hedging of complex, path dependent nancial instruments. Low discrepancy simulation methods o er the potential to provide faster rates of convergence than those of standard Monte Carlo methods, however in high dimensional problems special methods are required to ensure that the faster convergence rates hold. Indeed, Ninomiya and Tezuka (1996) have shown high-dimensional examples, in which low discrepancy methods perform worse than Monte Carlo methods. The principal component construction introduced by Acworth et al. (1998) provides one solution to this problem. However, the computational e ort required to generate each path grows quadratically with the dimension of the problem. This article presents two new methods that o er accuracy equivalent, in terms of explained variability, to the principal components construction with computational requirements that are linearly related to the problem dimension. One method is to take into account knowledge about the payo function, which makes it more exible than the Brownian Bridge construction. Numerical results are presented that show the bene ts of such adjustments. The di erent methods are compared for the case of pricing mortgage backed securities using the Hull-White term structure model.
formly than an ordinary random sample. An important di culty arises when low discrepancy sequences are used in high dimensional problems such as the 360-dimensional mortgage-backed security problem described above. The di culty is that low-discrepancy sequences are no more uniform than random sequences in high dimension, unless one uses a very large number of points. It is hard to assess the uniformity of a sequence in a high-dimensional space. A necessary but not su cient condition for uniformity is uniformity of low-dimensional coordinate projections of the sequence. For example, consider Figure 1 in which the rst and the third coordinate of 1024 points taken from a Sobol sequence are plotted. This very regular gure should be compared with Figure 2 which plots pairs of points from a pseudo-random generator. One can see the relative regularity of the Sobol points compared with the pseudo-random points which exhibit both clustering and relative sparsity over the unit square. However, in higher dimensions, lower dimensional projections of the Sobol sequences can exhibit very poor uniform regularity. Consider Figure 3 which gives the projections of coordinates 30 and 31 for 1024 Sobol numbers. The picture is quite regular, but is far from the desired uniformity. Ninomiya and Tezuka (1996) report that some low-discrepancy sequences can not only lose their advantage but can even perform worse than Monte Carlo methods in high dimensional nancial problems. Recently, important works by Acworth et al. (1998) , Moroko (1998) and Ca isch et al. (1997) began to develop e ective methods to achieve accurate price with convergence rates much better than O(n ?1=2 ). These methods introduce new approaches to construct price paths so that their shapes are mostly determined by the rst few dimensions of a low-discrepancy sequence. This paper introduces two new methods, the partial principal components and the subsequence methods, which are computationally e cient and obtain improvements in the rates of convergence. The current and the new methods are discussed in detail in later sections of the paper.
This paper is organized as follows. In Section 2 we present some background on various price path generation methods and introduce our new methods. In Section 3 we introduce the one-factor Hull-White term structure model under which we will do our pricing. This model is particularly convenient as it can be written in terms of an Ornstein-Uhlenbeck process which is Gaussian and Markov. This allows us to simulate prices and discount factor exactly, without any discretization error. The extension to other term structure models is also discussed. Section 4 presents ve di erent methods of path generation including the two new methods: partial principal components and subsequence principal components. Section 5.3 applies the methods developed in Section 4 to price mortgage-backed securities with the Hull-White term structure model and a commonly used prepayment model by Richard and Roll (1989).
Background on Path Generation Methods
The worst case error bounds that exists for quasi-Monte Carlo methods are O(n ?1 (log n) d ), asymptotically superior to O(n ?1=2 ). These bounds do not explain the success of low-discrepancy methods in highdimensional problems in nance since the bounds are increasing for n < e d . The concept of e ective dimension introduced by Ca isch et al. (1997) o ers one explanation. An integrand is said to have a low e ective dimension if it can be written as a sum of lower dimensional integrands plus an integrand with small variance. An integrand f has e ective dimension t in the truncated sense if there exists a function g depending only on the rst t coordinates such that Var(f ? g) is much smaller than Var(f), or equivalently E ? f ? E fjz 1 ; : : : ; z k 2
is much smaller than Var(f). An integrand f has e ective dimension s in the superposition sense if there exists s-dimensional functions fg i g such that Var(f ? P i g i ) is much smaller than Var(f). The idea is that the lower dimensional integrands will have a convergence rate faster than O(n ?1=2 ) and the high dimensional integrand with small variance will have a negligible e ect for sample sizes used in practice (see Owen (1998) for a precise discussion).
We will assume that our integrand is a function of a normally distributed vector x with mean zero and covariance matrix . The vector x can be generated by taking a linear transformation of a vector z i.i.d. standard normals, i.e. x = Az for some square matrix A which creates the appropriate covariance matrix . Thus we require AA 0 = . The goal of the methods in this article is to use the freedom in the choice of A to reduce the e ective dimension in the truncated sense of the integrand.
Ca isch and Moskowitz (1995) departed from the standard \forward" method of constructing paths of Brownian motion, in which points are generated in increasing temporal order. Instead, they introduced the Brownian bridge construction method in which one generates the end points rst then lls in the midpoint, quarter-points and so forth of the Brownian motion, in each case sampling the new point from its conditional distribution given the existing points. By using the ith coordinate of a quasi-random vector z to construct the ith step, the early parts of z determine the major features of the path. Ca isch et al. (1997) Okamoto and Kanazawa (1968) show that this choice of A gives the optimal approximation of x by A(z 1 ; : : : ; z k ; 0; : : : ; 0) 0 in a rather general sense, which includes the case when the trace in (3) is replaced by the Frobenius norm. It is possible to show that E kx ? A(z 1 ; : : : ; z k ; 0; : : : ; 0) 0 k 2 2 = tr( ) ?
a ij 2 ; (4) where fa ij g are the elements of A. This motivates the next de nition. The variability explained by the rst k normals alone is de ned as the sum of the squared norms of the rst k columns of A. The principal component path generation was rst introduced by Acworth, Broadie and Glasserman (1998) with motivation that it maximizes the explained variability. The connection to e ective dimension given here is new and it will be discussed further in Section 4.6.
It is important to note that the principal components approach o ers the possibility of generalization to account for the e ect of the payo function through the use of a weighted norm in (2) . For example, with mortgage-backed securities, experience shows that most parts will be paid o in a relatively short number of years, thus the most important parts of the path are the rst few years.
In spite of these optimality properties, the computational cost to carry out the principal components construction can be large, as it grows with the square of the dimension of the problem. This cost is of great concern in high dimensions. For example, mortgage-backed securities may require a 360-dimensional construction. On the other hand, the forward construction or the Brownian bridge construction are linear in the dimension. Hence, it would seem at rst glance that the principal components method should be dismissed. However, in this paper we develop two methods based on the principal component construction which o er accuracy comparable (in terms of explained variability) to the full principal components construction, but have computational costs which are linear in the dimension.
The idea underlying the new method is very straightforward. In statistics, principal component methodology is often used to identify a coordinate representation in which a small number of coordinates (factors) can explain most of the variance in the data. We later show in Table 1 (see also Table 3 in Acworth et al. 1998 ) that the rst 5 principal components explain 96% of the variance for a particular 256 dimensional problem. Consequently, only a small number of principal components are needed. If one can nd an e cient method to generate a random variate that has the distribution of the residual components, then the computation can be reduced to just using a small number of components. This construction, called the partial principal components (PPC) method, is introduced in Section 4.4.
A second construction method adopts a hierarchical approach. First, a subset of the path is generated on a regular subsequence of size k of the evaluation points. For example, for a mortgage-backed security over a 30 year time interval one might generate asset prices for the rst month of each year, W 12 ; W 24 ; : : : ; W 360 . The remaining points can be lled in using Brownian bridge techniques. This approach is far more e cient than the full principal components approach but o ers comparable accuracy. This approach, which we call the subsequence principal components method, is discussed in Section 4.5.
3 One-Factor Hull-White Model
The Hull-White (1990) term structure model 2 is a one-factor mean-reverting term structure model in which the spot interest rate under the martingale measure is given by the stochastic di erential equation
where fB(t); t 0g is a Brownian motion, a and are constants, (t) is chosen to t the initial term structure, (t) = @f(0; t) @t + af(0; t) + 2 2a
where f(0; t) is the instantaneous forward rate. In the special case with (t) = ab for some constant b, this model becomes the Vasicek (1977) model. It is convenient to introduce the reparameterization dx(t) = ?ax(t)dt + dB(t); with x(0) = 0; (6) where (t) = r(t) ? x(t) = f(0; t) + 2 2a 2 (1 ? e ?at ) 2 :
Hull and White (1994) develop tree implementations using (6) . The process de ned by (6) is called the Ornstein-Uhlenbeck process, and its solution is given by x(t) = e ?at Z t 0 e au dB(u); (8) a Gaussian Markov process, which can also be represented as x(t) = e ?at W e 2at ? 1 2a ; (9) where fW(t); t 0g is a new Brownian motion, related to B(t) in a non-trivial way (see Karatzas and Shreve 1991). The representation given by (9) will be used extensively throughout this paper.
The representation given by (6) is also useful in representing discount factors. According to arbitrage pricing theory, the price of a security is equal to the expected value of its discounted cash ows. The discounting factor is equal to e ? The path constructions that we will introduce later are not unique for the Hull-White model. We will derive the path constructions for all interest rate models for which r(t) can be represented in the following way: r(t) = F( (t) + g(t)W h(t) ) (10) where ; g : R + ! R are continuous functions, and the functions F : R ! R and h : R + ! R + are strictly increasing and continuous. From (7) and (9) we see that the Hull-White model is represented as: (11) which is a Gaussian Markov process, and then compute the interest rate by r(t) = F( (t) + x(t)). It is not su cient to know the path of r(t) to evaluate the payo function of an interest rate dependent contingent claim. One also needs to know the bond prices P(r(t); t; T) for the dates at which the claim has cash ows. For some models, including the Hull-White model, it is fortunate that there exists a closed-form solution for the bond prices. However, for the Black-Karasinski model and other models without closed-form solutions we must use numerical methods to compute the bond prices. It would be very ine cient to use Monte Carlo simulations to compute these bond prices. Instead one should use a tree implementation (see Hull 1994 or Schmidt 1997) or a nite di erence implementation. Since a tree or a nite di erence method gives bond prices for only a discrete number of interest rates, some interpolation scheme is needed to obtain bond prices for other interest rates.
Path Generation Methods
In this section, we discuss di erent ways to generate paths of x(t) without discretization errors at t = t 1 ; : : : ; t d , where 0 = t 0 < : : : < t d = T and T is constant. We rst derive formulas for x(t) for the general form (11) and later specialize them to (9) . In all cases we have x(0) = 0.
The Standard Path Generation
The standard (forward) path generation method is given by (13) where t i = t i+1 ? t i . The matrix A corresponding to this method is the Cholesky factorization of .
We note that 2d multiplications are needed to generate a path with d time-steps.
Principal Component Path Generation
The covariance matrix = ( ij ) needed to compute the principal components is given by ij = g(t i )g(t j )h(t i^tj ); (14) where t i^tj denotes the minimum of t i and t j . In the special case that x(t) is from Hull-White model we obtain ij = 2 e ?ajti?tjj ? e ?a(ti+tj) 2a : (15) The computation time required to nd the eigenvectors and eigenvalues of a covariance matrix of dimension d by standard numerical procedures is proportional to d 3 . In the special case when t i = i n T; i = 1; : : : ; d; there exists an algorithm (see Akesson and Lehoczky 1998) for computing the eigenvalues and eigenvectors of ( ij ) in O(d) operations, when ij is given by (15) . For these t i 's there exists a closed-form solution for the covariance matrix of the Brownian motion, i.e. when a = 0.
Brownian Bridge Path Generation
The Brownian bridge construction introduced by Ca isch and Moskowitz (1995) o ers a method to generate paths that concentrate their variance on the rst few components of the normals with computational cost equivalent to that of the standard path generation method. The method is based on the fact that the distribution of a Markov process x(s) at s = s 2 conditional on fx(u); 0 u s 1 ; s 3 ug is the same as the conditional distribution of x(s 2 ) given x(s 1 ); x(s 3 ). This means that we can generate paths in a recursive way, where we only need to take into account the closest known values of x. Moroko (1998) presents a rather complicated algorithm for generating the conditional distribution of an Ornstein-Uhlenbeck process. We will now derive a closed-form solution for x(t) based on (11) . Given 
and variance
In the special case when x(t) comes from the Hull-White model with midpoints, i.e. s 2 = s 3 = t=2
where s i = s i+1 ? s i , the mean simpli es to x(s1)+x (s3) 2cosh(at=2) and the variance to 2 tanh(at=2) 2a . We note that as a ! 0, this converges to the distribution of the standard Brownian bridge.
The Brownian bridge construction begins by generating the path value at the nal time point using the formula:
In the Hull-White model, this formula becomes 
Partial Principal Component Path Generation
The usefulness of the principal component construction over the other path constructions is that it concentrates most of the path variability on the rst few normals. It seems reasonable that we would obtain equivalent numerical accuracy with much less computational e ort if we could rst generate we can use the above theorem for the partial principal component construction. In the case that A corresponds to the standard path generation method, we can see from (17) that the partial principal component construction requires 3dk + 2d multiplications. We also have to generate d+k normals instead of d. In the next section we will show that good accuracy can be obtained with relatively small values of k. This construction was inspired by a related construction by Glasserman et al. (1999) for the special case in which is the identity matrix.
Subsequence Path Generation
The subsequence method is designed to generate paths that are similar to the paths generated by the principal component construction, but with a much smaller computational requirement. Given that one is going to generate a path with d time steps, the subsequence method selects a subset of k time points, t i1 ; : : : t i k , where 0 < i 1 < : : : < i k = d, and generates x(t) at those time steps using the principal components construction. Once we are given the value of x(t) at t = t im ; 1 m k, the remaining points are lled in using the Brownian bridge construction. The most natural choice for the subsequence would be to distribute the k points evenly, so if d = 360 and k = 30, we would use the subsequence (x(t 12 ); x(t 24 ); x(t 36 ); : : : ; x(t 360 )). Table 1 and Table 2 show the explained variability in four di erent cases where the k initial points are evenly distributed. We notice that this construction gives almost the same explained variability as the principal component construction while using far fewer multiplications. Fishman et al. (1997) described a related path construction method, where one rst generates the path at selected time points using a low discrepancy sequence and then lls in the remaining points. Although their paper lacks su cient details to determine the precise method they propose, it appears that the standard path generation method was used to generate the initial subsequence of path values.
Weighted principal components
In Section 2 it was shown that using the lower dimensional components of the z vector on the parts of the path with the greatest variability minimizes an upper bound on the e ective dimension in the truncated sense. This upper bound was based on the following inequality
? x(t i ) ? y(t i ) 2 : (18) One important limitation of this approach to path construction is that it treats all parts of x as being equally important. For many nancial instruments certain parts of a path are more important than other parts. An extreme example is a European call or put option, where the payo function depends only on the stock price at the last time step. For mortgage-backed securities, we expect that the earlier parts of x(t) will be most important, because the value of one dollar in 30 years is worth much less than one dollar today, and mortgage prepayments depend on the previous interest rates. A generalization of (18), designed to weight the parts of a path according to their importance in the payo , is (19) where w i are weights giving the relative importance of x(t i ). By rescaling x it possible to use the previous results. Letx = Dx, where D = diag(w 1 ; : : : ; w d ). Since f(x) satis es (18) , the optimal way of generating x is given by the principal components of the covariance matrix ofx. Givenx we scale it back to get x, so the optimal A is equal to The double sum in (21) is de ned to be the weighted explained variability of the rst k normals. Table 3 compares the cumulative weighted variability explained by the rst seven normals. A further generalization of (18) would be to use jf(x) ? f(y)j 2 (x ? y) 0 C(x ? y); (22) where C is a symmetric positive de nite matrix. The same argument as above shows that the optimal A is given by (20) if D now denotes a matrix such that D 0 D = C. However, in most cases it would be di cult to specify d(d + 1)=2 di erent weights, at least without some numerical procedure.
In order for (18), (19) or (22) to provide a useful guideline in lowering the e ective dimension, they need to be reasonably tight for most pairs (x; y) that have a high probability of occurring. Examples when these bounds don't work include integrands that depend on the local rather than the global properties of the underlying price path. One such example, mentioned by Dupire and Savine (1998) Table 3 : Cumulative explained weighted variability from the rst seven dimensions using the standard construction, the Brownian bridge construction, the principal component construction and the weighted principal component construction, based on dimension d = 360, T = 30, and the mean-reverting coecient a = 0:1. The weights are equal to e ?0:09t .
One possible remedy is to represent f as a function of a di erent discrete process. More generally, assume that we have an integrand of the following form
c ij x(t j ) by Cx, where C = (c ij ), before using any principal component methods. This makes the integrand more dependent on the global features of underlying process.
The bounds (18), (19) and (22) all imply that f is continuous. However, this is not true for many types of options, including barrier options. If f only has small discontinuities, it is possible to add a small positive constant to the right of the bounds. However, when discontinuities dominate the behavior of f, the above analysis doesn't o er a convincing argument why a principal components construction should give a lower e ective dimension than the Brownian bridge construction, for example.
A heuristic method to nd weights For some problems it is straightforward to specify reasonable weights, but in other cases we will need to use some numerical procedure. We want to nd a fast heuristic procedure that is applicable even in situations when only a few thousands payo function evaluations can be a orded, including those used to nd the weights. A rst idea might be to generate many sample paths and nd a set of weights that minimize P d i=1 w i 2 under the constraint that (19) holds for all pairs of the sample paths. This leads to a large linear programming problem that is more complicated to solve than the original Monte Carlo simulation.
We will modify the above idea in two ways in order to make it feasible: 1) we generate paths in such a way that most of the terms in (19) are equal to zero, and 2) we requiring (19) to hold only for a subset of all possible combinations of simulated paths. The following o ers a reasonable heuristic:
1. Divide t 1 ; : : : ; t d into L intervals, so that each interval contains approximately the same number of time points. Let I 1 ; : : : ; I L denote the set of indices for the di erent intervals. The weights are assumed to be constant in each interval. Let w(I k ) denote the value of the weights in interval I k . 2. Simulate M paths of x(t). The paths should be uniformly distributed, so it is preferable to generate the paths with a low discrepancy sequence combined with the principal component construction.
Let fx j g j=1;::: ;M be the results of this simulation.
3. Let k be a vector in which the ith element is equal to 1 
The size of the elements in k are chosen to satisfy two criteria. First, k k k 2 needs to be large enough to make (23) robust against small discontinuities in f. Second, we don't want (18) to be dominated by some extremely unlikely path, so k k k 2 needs to be small enough so that fx j k g all are paths with not too small probability.
This weighting method requires M(2L + 1) evaluations of the discounted payo . A reasonable choice of M and L might be M = 32 and L = 10, which results in 672 evaluations of the discounted payo function. This choice of (M; L) was somewhat robust for the mortgage-backed security problem discussed in the next section. If one intends to price several instruments with the same paths, it is possible to use an average of the weights derived for these instruments. One could also develop a good set of weights for one problem and use them for related problems. It is possible that the above algorithm returns zero weights. One way to avoid division by zero in (20) , it to rst generate only the time-steps with non-zero weight and then later ll in the remaining points using their conditional distribution. Another simpler solution is to change the zero weights to a value that is small compared to the non-zero weights.
The integrand, f, in the heuristic above should be the resulting integrand after eventual control variates and/or antithetic variates have been applied.
Other related approaches
A di erent approach to generate paths is to approximate the integrand with a second order Taylor approximation and use a matrix A that minimizes the e ective dimension of the approximation. Moroko (1998) nds a matrix A that diagonalizes the quadratic term, such that the elements in the resulting diagonal matrix appear in order of decreasing absolute value. This gives an e ective dimension of one in the superposition sense. This choice of A also gives a minimal e ective dimension in the truncated sense when antithetic variates are used to remove the linear term. We recall that where U 0 diag( 1 ; : : : ; k )U is a spectral decomposition of G 11 with the eigenvalues in order of decreasing absolute value. The last equality uses the fact that UZ 1 is a vector of independent standard normals.
Assume that S = f 1 ; : : : ; i g consists of p positive numbers and n non-positive numbers. It follows from Rayleigh Theorem (see Lancaster and Tismenetsky 1985) that there exist p lambdas larger than the smallest positive number of S and n lambdas smaller than the largest non-positive number of S.
Hence there exist i lambdas with absolute values larger than j i j which implies that j i j j i j for i = 1; : : : ; k.
This theorem was also proved independently by Fox (1999) . Glasserman et al. (1998) prove the corresponding result when the logarithm of integrand is approximated by a second order Taylor approximation. The performance of this approach depends on how well the integrand can be approximated by a quadratic function.
Comparison of Methods for MBS

Introduction to MBS securities
Mortgage-backed securities(MBS) and collateralized mortgage obligations (CMO) are an increasingly popular and important class of nancial instruments. Each is created by a nancial institution which pools a set of mortgages and sells units to investors. Ownership of a unit entitles the owner to a cash ow from the principal and/or interest of the mortgage payments. All of the mortgages have some given payment schedule and often permit prepayment without penalty. Thus the owners of the pool units are subject to interest rate risk and prepayment risk. In a pass-through MBS, the owners are treated equally and bear equivalent risks. In CMOs the total pool is divided into classes or tranches, each having di erent prepayment and interest rate risk characteristics. For example, one tranche may be paid o completely before any other tranche receives any prepayments. MBS and CMOs are a particularly relevant instruments to use to study the e ectiveness of new simulation methodology because they are high dimensional (monthly payments over a 30 year period results in a 360 dimensional problem) and their pricing is sensitive to the term structure of interest rates, thus the simulation must include term structure models. These characteristics make simulation the only viable approach for pricing and hedging MBS. Davidsson and Herskovitz (1993) give a good introduction to mortgage-backed securities.
In this paper we study MBS simulation pricing using the Hull-White term structure model and a widely used prepayment model described by Richard and Roll (1989) . More advanced models could be used, however this will su ce for our study of simulation methodology.
Richard and Roll identify four factors that must be included in a prepayment model: 1. Re nancing incentives: measured by the mortgage coupon rate divided by the mortgage re nancing rate, C=R.
2. Seasoning or age of the mortgage: newer loans tend to prepay slower than older loans. 3. Seasonality: home-owners are more likely to move during certain months than others. 4. Premium burnout: the tendency for prepayment to diminish over time, even when re nancing incentives are favorable. Richard and Roll note that the more the prepayment option has been deep in the money, the more burned out the pool must be. The prepayment rate, CPR, is computed as the product of these four factors. We take the parameters from an example on Numerix's homepage, www Table 4 : Mean value and standard deviation for the di erent instruments (in millions of dollars).
Speci c problem simulated
For our test problem, the investors are divided into four tranches, A through D. All principal repayments (both scheduled and prepayments) are used to payo tranche A completely. Principal repayments are then used to payo tranche B and so forth. All four tranches receive interest on their outstanding balance during the entire time period. The collateral underlying the CMO is a xed-rate pass-through MBS with a total par value of 400 million dollars, a net coupon of 7.5%, a weighted average coupon (WAC) of 8.125%, and a weighted average remaining maturity (WAM) of 357 months. The di erence in the net coupon and the weighted average coupon comes from the fees that are subtracted from the households' coupon payments until they reach the investor. Formulas describing exactly how the cash ow is distributed are presented in the Appendix.
To specify the Hull-White interest rate model, we used a at initial term structure, f(0; t) = 0:065 for all t, mean-reverting coe cient a = 0:1 and volatility = 0:01.
Numerical results
The low discrepancy sequence used is a Sobol sequence generated by FINDER obtained from Columbia University (see Traub and Papageorgiou 1996). The algorithm by Moro (1995) was used to transform the Sobol numbers into standard normals. The function randn in MATLAB r version 5 was used to generate pseudo-random numbers having a normal distribution.
We estimated the true value of the di erent instruments being priced by averaging 200 independent random shifts of 2 19 xed points from a Sobol sequence, whose paths were generated with the weighted partial principal component construction, k = 8, (see Table 4 ). These random shifts are due to Cranley and Patterson (1976) and Tu n (1996).
Next we present the results of the simulation study. Seven di erent instruments are considered: ownership of any of the tranches A, B, C or D; interest only; principal only; and pass-through (both interest and principal combined). Each instrument is priced with large number of di erent path generation methods.
In all gures in Section 8 the x-axis gives the number of paths, n, (which range from 256 to 16,384) plotted on a log scale. In the methods that use antithetic variates n denotes the number of evaluations of the payo function, since this is the most expensive operation (see Table 6 ). The y-axis gives the relative root-mean-squared-error (RMSE) obtained from 50 independent computations, where the error is measured as the di erence from the value in Table 4 . For the Sobol sequence calculations the 50 independent values were obtained rst by dividing the Sobol sequence into 50,000 blocks of size n, then randomly selecting 50 without replacement. (These 50 blocks are not independent in a statistical sense.) Each path is used to calculate the value of all seven instruments. The pairs of gures compare the results without and with the use of antithetic variables. The estimated slopes of the linear ts obtained using ordinary least-squares. A selection of them are presented in Table 5 . The estimated convergence rates for standard Monte Carlo vary from 0.47 to 0.54. However, the theoretical convergence rate for Monte Carlo based on pseudo-random numbers is 0.5, so the estimates in Table 5 there is a large extra cost to generate di erent paths for each instrument. Two features hold for all instruments with or without antithetic variables: the STD method has the largest RMSE, while the WPC and WPC2 have the smallest. In fact, the RMSE for WPC and WPC2 with n = 256 is roughly equivalent to the RMSE for STD with n = 16; 384. This is a reduction of a factor of 64. Neither PC or BB perform as well as WPC and WPC2. The WPC2 method performs better than WPC in some cases, and not signi cantly worse than WPC in any cases. The improvements over WPC are most noticeable for Tranche A, since the heuristic correctly nds that the payo only depends on the early time-steps. Tranche D is the instrument where the di erence is smallest between the two weighted principal component methods and the other methods. PC and BB are roughly equivalent for all instruments. PC is slightly better than BB for Tranche D, but the opposite holds for PO. The lowdiscrepancy methods here, PC, BB, WPC and WPC2, are far superior to the standard method, and this is true throughout all the instruments.
The antithetic variables generally move the curves down but also reduce the slopes. Antithetic sampling substantially reduces the error for Tranche D, which indicates that it is almost a linear function.
The partial principal component construction
In the gures in Section 8.1 we observed the superiority of WPC and WPC2 over the other methods. We must recall, however, that the principal components method requires substantially more computation than BB or STD. To overcome this computational problem we developed the PPC and WPPC methods which use only a small number of the principal components. The gures in Section 8. Consequently, WPPC16 appears to be very e ective method which are also computationally e cient. While a much more comprehensive study will be needed to ensure that these results apply across a wide range of MBS-pricing problems, these initial results are very encouraging. Furthermore, the study did include a variety of di erent MBS instrument types.
We also tried the subsequence path method with k = 40; however, the results were signi cantly worse than those for PC. We conjecture that the reason for such behavior is that the earliest part of the path is most important in this problem. With k = 40, the time points that are rst lled in are 9; 18; 27; : : :. This means that the entire path between 0 and 9 is left to be lled in with only ordinary pseudo random numbers. Since the subsequence method has almost the same explained variability as PC (see Table 1 -2), this indicates that explained variability is not a very good measure of the path generation method's performance, at least not for the problems where certain parts of the underlying asset's path are much more important than the other.
In Table 6 we present the computation times for the methods listed, once they have been initialized. The times are based on our implementation in MATLAB 
Quadratic approximation methods
The gure in section 8.3 compares PC and WPC2 with three methods based on quadratic approximation of the payo function. The three methods are:
1. QA -this method generates the paths by the matrix that diagonalizes the quadratic approximation of the payo function, such that the diagonal elements appear in decreasing absolute value (see Section 4.6). Glasserman et al. (1998) uses a combination of importance sampling and strati cation based on a quadratic approximation of the logarithm of the payo function. The importance sampling changes the mean of z so that the linear term is removed from the logarithm of the payo . The importance sampling is motived by large deviation analysis. They stratify u 0 z, where u is chosen to be optimal for the log-quadratic approximation. We use 64 equiprobable strata with a equal number of samples in each stratum. 3. ISS-Sobol -this a version of ISS uses Sobol numbers instead of strati cation. The paths are generated by the matrix that minimizes the e ective dimension of the log-quadratic approximation of the payo function.
ISS -this method by
It requires O(d 2 ) evaluations of f to numerically calculate the Hessian of f (or log f). This is much more evaluations that the ones used for the rest of the simulation, even in the case when n = 16; 384. In order to reduce the computational e ort, we looked for approximation of the eigenvectors of the Hessian in a subspace spanned by the rst 40 columns of the matrix A that corresponds to the Brownian bridge path generation. This approximation is described in detail on page 135 in Glasserman et al. (1998) .
Without antithetic variates, we have that ISS-Sobol is best method except for IO and PO. The ISS method has a slower convergence rate than the other methods since it uses pseudo random numbers; it is the worst method then n is larger than 4,096, but the second best method for n = 256, except for IO and PO. ISS has a larger error than standard Monte Carlo for instrument PO, which means that the importance sampling in this case increased the variance instead of decreasing it. The QA method is slightly worse than WPC2 without antithetic variates
With antithetic variates, we have that WPC2 is the best method followed by ISS-Sobol and QA that are roughly equivalent. Both ISS and ISS-Sobol don't bene t from the antithetic variates (except for PO). This is excepted since the importance sampling removes the variance from the linear term of the log-payo .
Generalized Faure
We also compared the performance of generalized Faure (GFaure) points with Sobol points. Both sequences are generated by the FINDER software. The results in shown in Section 8.4. Both STD-Sobol and STD-GFaure perform better than STD-random but worse than BB-Sobol, PC-Sobol, WPC-Sobol. STD-Sobol and STD-GFaure have roughly the same errors, except for Tranche A, where STD-Sobol is slightly better, and tranche D, where STD-GFaure is slightly better. GFaure performs better than Sobol then antithetic variates are used together with standard path generation. STD-Sobol-anti performs worse than STD-random-anti, where this does not happen for STD-GFaure-anti. Our results are consistent with the results of Acworth et al. (1998) , but are somewhat di erent from the results of Papageorgiou and Traub (1996) , who reported that generalized Faure sequences \usually achieve the same accuracy as the Sobol points 2.5 to 6.5 times faster". A possible explanation could be that they measure errors in a different way. We only measure RMSE when the number of points is equal to powers of 2, which is likely to bene t the Sobol numbers since they are constructed in base 2. BB-GFaure, PC-GFaure, WPC-GFaure with and without antithetic variables all perform much worse than the corresponding versions with Sobol numbers, except that WPC-GFaure-anti has approximately the same error as WPC-Sobol-anti for IO and PO. We concluded that Sobol points are superior to GFaure points when the paths are generated by a Brownian bridge or a principal component method that concentrates the variability to the rst few dimensions. We believe that the reason is the very uniform one-and two{dimensional projections of the rst few coordinates of the Sobol sequence. The new methods coupled with a weighted version of the partial principal components method generate paths using the low dimensional components of the sequence for the path components having the highest variability. The methods were applied to the pricing of a variety of types of mortgage-backed securities assuming a Hull-White term structure model. The weighted principal components method was shown to outperform the other methods, often by a substantial amount. More importantly, the partial principal components and weighted partial principal components were shown to nearly achieve the performance of the corresponding full procedures, sometimes using as few as 8 principal components and always when using 16 principal components. This is an important nding, since the full principal components method requires substantial extra computation time, while the partial principal components versions are comparable to the standard or Brownian bridge path generation methods in terms of computational requirements. The experiments clearly point out the need to use weighting procedures, especially in the MBS problem where early prepayment causes much greater importance for the early parts of the path. A more comprehensive study is needed to con rm the bene ts of these new procedures, however the results presented in this paper are very promising.
Appendix
In this Appendix we summarize the details of the mortgage-backed security model that was used to conduct the simulation experiments.
Formulas for the prepayment model
The index t denotes the month for all variables except for the bond prices. Let B(t) be the mortgage balance in the beginning of month t. The initial mortgage balance, B(0), is equal to 400 10 6 . The . We model the re nancing coupon using the 10-year zero-coupon rate: RC(t) = ? log(P (t=12; t=12 + 10)) 10 where P(t; T) denotes the bond price at time t with maturity T in years. The re nancing incentive, RI (t), is equal to RI (t) = 0:28 + 0:14 arctan(?8:571 + 430 (WAC ? RC (t))) and the annualized prepayment rate, CPR(t), is equal to
CPR(t) = RI (t) AGE(t) MM (t) BM (t):
The single month mortality, SMM (t), is the proportion of the outstanding balance that is prepaid during month t. It is given by SMM (t) = 1 ? 12 p 1 ? CPR(t).
Cash ow from the pool of underlying mortgages
The cash ow with index t is the cash ow during month t. The mortgage payment, MP(t), is equal to
The scheduled principal payment, SP(t) = MP(t) ? WAC 12 B(t), is chosen to make the sum of the interest rate and the scheduled principal payments constant for all months. The principal prepayment, PP(t), is equal to PP(t) = SMM (t) (B(t) ? SP(t)). The total principal payment, TPP(t), is equal to the scheduled principal payment plus the principal prepayment, TPP(t) = SP(t) + PP(t). The reduction in the mortgage balance for each month is given by B(t + 1) ? B(t) = TPP(t).
Principal disbursements to tranches
Let PP a (t), PP b (t), PP c (t) and PP d (t) denote the principal payments to tranches A-D during month t. Let 
