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ABSTRACT 
An algorithm is  presented f o r  generat ing the  s e t  of n x n 
pos i t i ve -de f in i t e  symmetric matrices, based on t h e  choice of 
a r b i t r a r y  parameters. n(n + 1) 2 
T h i s  method was developed as a necessary s t e p  i n  t h e  de- 
velopment of an approach t o  t h e  problem of est imat ing t h e  domain 
of a t t r a c t i o n  of an equilibrium so lu t ion  t o  a system of nonl inear  
autonomous d i f f e r e n t i a l  equations. The technique however, i s  
genera l ,  and may be appl ied t o  any problem requir ing t h i s  type 
of matr ix .  
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INTRODUCTION 
In  conjunction with research being done on the  formulation 
of numerical techniques f o r  es t imat ing the  domain of a t t r a c t i o n  
of an equi l ibr ium so lu t ion  t o  a nonl inear  dynamical system, t he  
need arose for an e f f i c i e n t  a lgori thm t o  generate  a s e t  of 
n x n pos i t i ve -de f in i t e  symmetric matrices. These matrices can 
be used as candidate  "Q" matrices which i n  turn  give r ise t o  
associated "P" matrices  through the  so lu t ion  of the  Liapunov 
equation, A P + PA = - Q. Having parameterized the  Q set, T 
one can proceed i n  an order ly  fashion i n  pursu i t  of an "opt imal"  
quadrat ic  form Liapunov function t o  resolve the  domain of sta- 
b i l i t y  problem (see Ref. 1). 
Another problem area f o r  which t h i s  matrix generat ion tech-  
nique has p o t e n t i a l  appl icat ion i s  i n  the  c l a s s  of opt imizat ion 
problems where the  so-called conjugate d i r ec t ion  methods are 
employed (Refs. 2 and 3 ) .  In  many of these  methods, the i n i t i a l  
a r b i t r a r y  o r  random choice of a pos i t i ve -de f in i t e  symmetric 
matrix i s  required.  
This memorandum discusses a procedure and associated computer 
program f o r  s a t i s f y i n g  the  above requirements. 
1 
DEVELOPMENT OF THE NUMERICAL ALGORITHM 
The generat ion of t h e  s e t  of pos i t i ve -de f in i t e  n x n sym- 
metric matrices can be car r ied  out by r e s o r t i n g  t o  the  b ru te  force  
approach of forming an a r b i t r a r y  symmetric matrix and then 
applying the  determinantal  test (Ref. 4 )  f o r  pos i t ive-def in i teness .  
n x n 
n(n + 1) 
matrix elements followed by the  The a r b i t r a r y  choice of 2 
evaluat ion of the  determinants of the  n-pr incipal  minors would 
be necessary.  It would be des i rab le  t o  generate  these  matrices 
by a procedure t h a t  guarantees a l l  t o  be pos i t i ve -de f in i t e ,  and 
i n  addi t ion,  t h a t  the  e n t i r e  set of pos i t i ve -de f in i t e  matr ices  be 
spanned. 
It i s  w e l l  known (Ref. 4 )  t h a t  a l l  real symmetric matrices 
are or thogonal ly  s i m i l a r  t o  a diagonal matrix, and t h a t  a l l  posi-  
t i v e - d e f i n i t e  (pd) matrices are then orthogonally s i m i l a r  t o  a 
diagonal matrix with posi t ive-diagonal  elements; i . e . ,  l e t  Q be 
pd, then 
(1) T Q = S A S ,  
where 
Ai > 0 , i = 1, 2, ..., n 
T S S = I .  
2 
Thus, the parameterization of all pd matrices, Q, is reduced 
to the parameterization of the group of orthogonal matrices, S. 
In Ref. 5, Murnaghan proves that the parameterization of the 
group of n x n unitary matrices U is accomplished by the fac- 
torization 
U = D  
where 
11-1 
I I  'n-k 
k= 1 
= D x Un-l x ... x u1 , 
D = diag iE1 , e itj2 , ,.., e "n-1, ei'n} , 
'k r: 
Y =  
n- 1 
(2n - k)(k - 1) + 
2 
(2n - k)(k - 1) + P =  2 l + n -  a ,  
(2n - k - 2 ) ( k  - 1) 
2 + (n - 0 9 v =  
( 3 )  
(4)  
( 5 )  
3 
ii 
Ukk = cos 0 
= COS e a a  
u = O , i # j , i , j # k , 4  I i j  
- i o  uka = - e s i n  8 
uak = + e s i n  t) , 
The f a c t o r i z a t i o n  of the  group of orthogonal matrices is  imme- 
d i a t e l y  obtained by requir ing U t o  be real; i .e.,  
S = D1 In; k= 1 'n-kl ' 
= diag {I, ..., 1, k 1) , Dl 
6 = 0 = 0 ,  
In p a r t i c u l a r ,  
(7) 
(2n - k - 2)(k - 1) 
c L =  2 + n -  4 .  
4 
(n - 1) (n - 2) t he t a s  and n phis ,  2 This f a c t o r i z a t i o n  contains 
o r  a t o t a l  of 
Eq. (2) raise the  number of parameters t o  2 + 1, o r  one 
n(n - 1) 
2 + 1 parameters. The n lambdas i n  
n(n + 1) 
more than required.  Thus, i f  w e  r e s t r i c t  S t o  be a r o t a t i o n  
matrix ( i . e . ,  choose 
- p(n + 1) 
2 
matrix.  The choice 'pn = 0 i s  i n t u i t i v e l y  motivated by the con- 
s i d e r a t i o n  t h a t  w e  wish t o  r o t a t e  and sca l e  the  e l l i p s o i d  associated 
'pn = 0) ,  t he  number of parameters w i l l  be 
, the  number required t o  represent  an a r b i t r a r y  symmetric 
with the  quadrat ic  form formed from the  pd matrix and do not  
want t o  r e f l e c t  coordinates o r  change the  handedness of the  co- 
ord ina te  sys tem.  
The f a c t o r i z a t i o n  of a pd matrix of dimension chree i s  thus 
given by 
(10) T P = S A S ,  
where 
> 2 
A 
0 
i A =  i o  
and 
5 
- S O  
c(pl = cos cpl , scpl = sin (pl 
Thus, it is clear that by using this representation under the 
restrict ions 
A > o  i i = 1, 2, ..., n 
- 7 7 -  < ' p i < - T ,  i = 1, 2, ..., n - 1 - 
(n - 1) (n - 2) 
2 
7T -T 
9 - -  < O i < 2 ,  i = 1, 2, ..., 2 ,  - 
the candidate Q matrices are guaranteed to be positive-definite. 
The constraints, Eq. ( 1 4 ) ,  can be removed by defining: 
6 
I 
I 
1 
“‘i A = e  i 
1 I 
i i 
8 = ?(- I- + 0 mod 2 ~ )  ,
q,. real 9 
I 
1 
1 
0 .  real 
! s only appear as arguments of ‘i and recognizing that since the 
trigometric functions, they can be arbitrary real numbers. 
7 
COMPUTER PROGRAM 
A computer program which implements t he  preceding numerical 
a lgori thm has  been developed and i s  being used i n  conjunction with 
t h e  problem of f ind ing  an " o p t i m a l "  quadra t ic  Liapunov funct ion 
f o r  a gth order quas i - l inear  d i f f e r e n t i a l  equation. The dimen- 
s ion  of the problem, however, i s  read  a s  data and i s  a r b i t r a r y .  
To use t h e  program, one must spec i fy  the  parameters: ql; 
1 1 1 
q2;  
t i o n s  of Eq. (15) hold.  The names given t o  these  a r r a y s  are:  
... 'ln; ol ;  e2; 0 . .  Qk; Cpl; (P2; ... C p n - l '  where t h e  r e s t r i c -  
q a r ray  E XLAM (I) 
1 
8 a r ray  E THETA (I) 
cp a r ray  =- PHI (I) . 
I f  it i s  des i red  t o  p r i n t  out t he  orthogonal matrix, 
i s  used i n  Eq. (ll), t h e  cont ro l  va r i ab le  PP i s  set equal t o  
1.0, otherwise it i s  set  equal t o  zero.  This matrix [SI i s  
c a l l e d  B ( 1 ,  J) i n  the  program. The f i n a l  requi red  output of 
t h e  program i s  Q ( I ,  J ) ,  a n  n x n pos i t i ve -de f in i t e  symmetric 
matrix. Enclosed i n  the appendix i s  t h e  complete computer pro-  
gram l i s t i n g .  
S, which 
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LISTING OF COMPUTER PROGRAM 
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