Abstract. Let (Y k ) be an integrable sequence of iid random variables defined on the probability space (Y, F , µ). We prove that there exists a subset Y * ⊂ Y of full measure such that for each y ∈ Y * the following holds: for every integrable iid sequence (X k ) on a probability space (X, , m), the series
Introduction
In recent years there has been an increase in the interest shown in proving almost everywhere convergence results for weighted operators, where the weights are obtained by sampling a stochastic process. The underlying motivation developed in connection with Bourgain's return times theorem [4, 5] , see also [10] . This is a very general result for weighted ergodic averages with weights selected by almost everywhere sampling in a fixed dynamical system. An analog of this result for series is not known yet. More precisely, it would be interesting to know for which pairs of indices p, q ≥ 1 it is true that given any dynamical system (Y, F , µ, σ ) and g ∈ L q (Y ), there exists a set Y * ⊂ Y of full measure such that for each y ∈ Y * , for every other dynamical system (X, , m, τ ) and f ∈ L p (X), the limit exists for almost every x. Like in the aforementioned theorem of Bourgain, the relation between the indices p and q is crucial. We only know that the above question has a negative answer when q = 1, for all the values of p. Indeed, if we assumed the contrary, by applying the result to the family of rotations (T, L, m, τ θ ) on the torus with τ θ (x) = x + θ , and to
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C. Demeter the function f (x) = e 2πix , we would have that for almost every y the following series converges for all θ ∈ T:
But such a conclusion has been shown to be false by Lacey and Marcus [8] . Perhaps surprisingly, they proved the existence of an L 1 sequence (Y k ) of iid random variables such that for almost every y
fails to exist for some θ (depending on y). It is worth mentioning also the theorem of Talagrand [11] which states that the same negative result holds for the one-sided version of the series, whenever (Y n ) is a sequence of iid random variables that does not belong to L log log L. However, Cuzick and Lai proved in [7] 
This result fails for some integrable iid sequence (Y k ) and some f ∈ L ∞ (X), as it easily follows from the previous discussion. On the other hand, the validity of the theorem is unknown in the general case when f is only assumed to be integrable, not even when
The following twin version of the above has been proved by Assani. Both of these results were proved in the context of one-sided series but the extension to the two-sided case is immediate. For example, to see the last part of Theorem 1.2, assume by contradiction the above was true for p = 1. Take an arbitrary sequence of symmetric iid random variables (X k ). By testing Theorem 1.2 with both (X k ) and (sgn(k)X k ), one immediately gets that for each y ∈ Y * the sequence g(σ k y)X k (x)/k would have to converge for almost every x. Classical arguments like in [2] show that this implies that the maximal function
= ∞ for almost every y ∈ Y * , as it follows from [3] . This clearly leads to a contradiction.
In the light of all these results, it is interesting to know whether Theorem 1.2 is true in the limiting case p = 1, when a sequence of iid's (Y k ) replaces the dynamical iterates (g • σ k ). We will show in the following that the answer is yes. . This analog follows immediately from our theorem, by means of Kronecker's lemma. However, Assani's result also holds for one-sided averages, which raises the question whether part (a) of our theorem is true when both processes are in L 1 and have mean 0. Part (b) and a symmetrization argument show the existence of some constants c k depending on Y k , such that for each Y k , X k ∈ L 1 , not necessarily with mean 0, there is a return times theorem for the series
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C. Demeter Remark 1.5. It can be easily shown using the three series theorem (see [9] ), that if Y n = Z n − E(Z n ) and Z n is positive, then n k=1 Y k /k does not converge almost everywhere, whenever Y 1 is not in L log L. This shows that the requirement that Y 1 ∈ L log L cannot be relaxed in part (a) of the above theorem (it suffices to choose X k ≡ 1). For the same reason, the condition that Y 1 has mean 0 cannot be replaced with the condition that X 1 has mean 0.
Proof of the main result
We will first take a look at part (a). Note that this result is easily seen to hold when X k ∈ L ∞ , as a consequence of the one-sided version of Theorem 1.2 from [2] and of the well-known almost everywhere convergence of series First, we need to check that for almost every y, independently of the sequence (X k )
Since X 1 is integrable, a classical counting argument shows that the above is equivalent to
But this was proved in [1] to be true, whenever Y 1 ∈ L 1 . Second, we have to prove that the series
converges for almost every y. This is the same as asking for the almost everywhere convergence of
By means of the dominated convergence theorem, it will suffice to prove that
exists almost everywhere, for each α ≤ 1, and also that
The almost everywhere convergence of the full series The proof of (2.3) is more involved and makes use of one of Kolmogorov's inequalities. For each i ≥ 1, we will apply this inequality to the independent random variables
First, we need an estimate on the mean of the sum of these random variables. The estimate we prove is 
where in the last inequality we used the fact that
On the other hand,
Equation (2.4) now follows in a second.
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Now, for each
by Kolmogorov's inequality (see [9] ), we get for each i ≥ 0
It follows that Note that all we have used to get the above sequence of inequalities was the integrability of Y 1 , which allows for a similar proof for part (b) of the theorem. This shows that for almost every y 
