ABSTRACT. We consider weakly interacting diffusions on time varying random graphs. The system consists of a large number of nodes in which the state of each node is governed by a diffusion process that is influenced by the neighboring nodes. The collection of neighbors of a given node changes dynamically over time and is determined through a time evolving random graph process. A law of large numbers and a propagation of chaos result is established for a multi-type population setting where at each instant the interaction between nodes is given by an inhomogeneous random graph which may change over time. This result covers the setting in which the edge probabilities between any two nodes is allowed to decay to 0 as the size of the system grows. A central limit theorem is established for the single-type population case under stronger conditions on the edge probability function.
INTRODUCTION
In this work we study some asymptotic results for large particle systems given as weakly interacting diffusion processes on time varying inhomogeneous random graphs. The model is described in terms of two types of stochastic dynamical systems, one that describes the evolution of the graph that governs the interaction between nodes of the system (dynamics of the network) and the other that describes the evolution of the states of all the nodes in the system (dynamics on the network). We consider a setting where the interaction between the nodes is weak in that the 'strength' of the interaction between a node and its neighbor is inversely proportional to the total number of neighbors of that node. Such stochastic systems arise in many different areas, such as social networks (e.g. in the study of gossip algorithms [3, 30] ), biological systems (e.g. swarming and flocking models, see [35] and references therein), neurosciences (e.g. in modeling of networks of spiking neurons, see [2, 7] and references therein), and mathematical finance (e.g. in modeling correlations between default probabilities of multiple firms [14] ).
The case where the interaction graph is complete, i.e. each node interacts with every other node, is classical and dates back to works of Boltzmann, Vlasov, McKean and others (see [22, 33] and references therein). Original motivation for the study of such systems came from Statistical Physics but, as noted above, in recent years similar models have arisen in many different application areas, ranging from mathematical finance and chemical and biological systems to communication networks and social sciences (see [9] for an extensive list of references). The asymptotic picture in the setting of a complete graph is well resolved and many different results have been established, including laws of large numbers (LLN), propagation of chaos (POC) properties, and central limit theorems (CLT), see e.g. [8, 15, 20, [26] [27] [28] [29] [31] [32] [33] [34] . A number of variations have also been studied. For example, in [10, 11, 23, 24] a setting where a common noise process influences the dynamics of every particle is considered and limit theorems of the above form are established. For a setting with K -different subpopulations within each of which particle evolution is exchangeable, LLN and POC have been studied in [2] , and a corresponding CLT has been established in [11] . Mean field results for heterogeneous populations have also been studied in [12, 13] . All of these papers consider complete interaction graphs where every vertex influences every other vertex (albeit in a 'weak' fashion).
Informal overview of our contributions and proof techniques.
The goal of the current work is to develop an analogous limit theory when the interaction graph is not complete and is possibly time varying. The two main results of this work are Theorem 3.1 and Theorem 4.2. Theorem 3.1 and its corollaries (Corollary 3.2 and Corollary 3.3) give a law of large numbers result and a propagation of chaos property whereas Theorem 4.2 proves a central limit theorem.
In the area of interacting particle systems there is a large amount of work for many different settings with dynamics on random graphs, for example, the voter model or the contact process [1, 17, 18, 25] . There is much less work for the class of models considered in this paper. The closest in spirit to the work here is [35, 36] where the authors consider an Erdős-Rényi random graph G N (p) = ξ i j : 1 ≤ i < j ≤ N , where ξ i j = 1 if there is an edge between vertices i and j , and 0 otherwise. Using the interaction structure generated by this graph these papers consider a family of coupled ordinary differential equations (ODE),
Here F (·) is a suitable repulsive-attractive force that captures the phenomenon that particles are attracted to each other unless they get too close, in which case they are repelled. The aim of these works is to understand the consensus behavior of the associated coupled system of ODE as N → ∞. The model considered in the current work is different in several aspects: (1) The random graph is allowed to change over time in quite a general fashion; (2) the population can be multi-type, namely the associated random graph can be 'inhomogeneous'; (3) Edge probabilities can change with system size and are even allowed to decay to zero (for the LLN result) as system size increases; (4) the dynamics of the node states can have external noise and be described through stochastic differential equations (SDE) rather than ODE. Another recent work that is close to ours is [16] where interacting diffusions on static graphs are studied and quenched results on propagation of chaos are established.
For the law of large numbers result, we consider a random graph model that is a time evolving version of the inhomogeneous random graph models studied by Bollobas, Janson and Riordan in [6] . Roughly speaking, each node can be of K possible types and at any time instant edges between two nodes form independently with probabilities depending only on the types of the two nodes. These probabilities may change over time and are allowed to decay with N (see Condition 3.2) . The evolution of the node states is described through a collection of weakly interacting stochastic differential equations(SDE) such that the interaction of a particular particle with its neighbors is given through the coefficients in the SDE for that particle that depend on the states of all its neighbors through functions that depend only on the node-type (see equation (2.2) for a precise description of the evolution). The proof of the law of large numbers relies on certain coupling arguments along with exchangeability properties of nodes of each type, and concentration inequalities for various functionals of the random graph.
Our second main result proves a central limit theorem for scaled functionals of the empirical measures of the particle states. For simplicity, here we consider the single type setting, namely K = 1. The proof of CLT relies on a change of measure technique using Girsanov's theorem, which goes back to [31, 32] . This technique reduces the problem to a setting with i.i.d. particles and edges, while the price to pay is that one must carefully analyze the asymptotic behavior of the Radon-Nikodym derivative J N (T ), which is given in terms of quantities (see J N,1 (T ) and J N,2 (T ) in (7.1) and (7.2) for the martingale and the quadratic variation part, respectively) involving all particles and edges. For the asymptotics of the quadratic variation part J N,2 (T ), one can modify the system to reduce the analysis to the setting of a complete graph by carefully studying the effect of the time evolving random interaction graph (Lemma 7.5) and bounding the corresponding error (Lemma 7.6), and then apply classical limit theorems for symmetric statistics [19] . For the martingale part J N,1 (T ), however, one cannot easily modify the system to replace the random graph by a complete graph while keeping the particle interaction to be i.i.d. Due to the interaction being governed by a time evolving random graph, neither can one apply classical techniques from [31, 32] , since the entire collection of particles and edges cannot be viewed as a collection of i.i.d. particle-edge combinations. The asymptotic analysis of J N,1 (T ) presents one of the main challenges in the proof. For this, we first show in Lemma 7.4 that J N,1 (T ) is asymptotically close toJ N,1 (T ) defined in (7.13), which is written in a form similar to an incomplete U-statistic and that has 'lesser dependence' on the random interaction graph. The significance of this result is that incomplete U-statistics, first introduced by Blom [5] , have been shown to be asymptotically normal by Janson [21] , under suitable conditions. We extend Janson's limit result to the setting of stochastic processes where the incompleteness shows up in the integrands of certain stochastic integrals and combine it with classical limit theorems for symmetric statistics, to obtain in Lemma 7.7, a key characterization of the asymptotic distribution ofJ N,1 (T ) as the sum of a normal random variable and a multiple Wiener integral (see Section 7.1 for precise definitions) with certain independence properties. These properties allow us to obtain joint asymptotic behavior of J N,1 (T ) and J N,2 (T ), which completes the analysis of the Radon-Nikodym derivative.
The proof of the central limit theorem requires a stronger condition on the edge probabilities (see Condition 4.1) than that needed for the law of large numbers. In particular, here we are unable to treat the case where the edge probabilities decay to 0 with N . One interesting aspect of the proof is the role of the non-degeneracy assumption on edge probabilities in Condition 4.1. For simplicity, consider the setting where the random graph is static, given at time instant 0 according to an Erdős-Rényi random graph with edge probabilities p N and suppose that p N → p > 0 as N → ∞. Then, as seen in Theorem 4.2, the variance of the limiting Gaussian random field does not depend on p. One may conjecture that because of this fact one may be able to relax the condition p > 0 and allow p N to converge to 0 at an appropriate rate. However, as noted earlier, a crucial ingredient in our proof is the study of the asymptotic behavior of the Radon-Nikodym derivative J N (T ). The limit of this random variable is described (see Proposition 7.2) 
This is the key observation in the proof and the reason the limit random field does not depend on p . However, when p N → 0, a similar analysis of the asymptotics of the Radon-Nikodym derivative J N (T ) cannot be carried out and even the tightness of this term is unclear. Proving a suitable fluctuations result in this regime (i.e. when p N → 0 at a suitable rate) is an interesting and challenging open problem.
1.2.
Organization. The paper is organized as follows. We conclude this Section by outlining the notation used in the rest of the paper. Our model of weakly interacting multi-type diffusions on random graphs is introduced in Section 2. In Section 3 two basic conditions (Conditions 3.1 and 3.2) on coefficients in the model and sparsity of the interaction graph are stated, under which a law of large numbers and propagation of chaos property are established in Theorem 3.1 and its corollaries. Next in Section 4 we present a central limit theorem (Theorem 4.2) in the single-type setting under a stronger condition (Condition 4.1) on sparsity of the interaction graph. The rest of this paper gives proofs of Theorems 3.1 and 4.2. We start in Section 5 with some preliminary concentration results on the degree distribution. Theorem 3.1 is proved in Section 6. In Section 7 we give the proof of Theorem 4.2. The proofs of several technical Lemmas and auxiliary results are given in the Appendix.
1.3. Notation. The following notation will be used in the sequel. For a Polish space (S, d (·, ·)), denote the corresponding Borel σ-field by B(S). For a signed measure µ on S and µ-integrable function f :
Denote by P (S) (resp. M (S)) the space of probability measures (resp. sub-probability measures) on S, equipped with the topology of weak convergence. A convenient metric for this topology is the bounded-Lipschitz metric d BL , defined as
where · BL is the bounded Lipschitz norm, i.e. for f : S → R,
Denote by C b (S) the space of real bounded and continuous functions. For a measure ν on S and a Hilbert space H, let L 2 (S, ν, H) denote the space of measurable functions f :
All stochastic processes will be considered over the time horizon [0, T ]. We will use the notations {X t } and {X (t )} interchangeably for stochastic processes. For a Polish space S, denote by C([0, T ] : S) (resp. D([0, T ] : S)) the space of continuous functions (resp. right continuous functions with left limits) from [0, T ] to S, endowed with the uniform topology (resp. Skorokhod topology).
We say a collection {X m } of S-valued random variables is tight if the distributions of X m are tight in P (S). We use the symbol '⇒' to denote convergence in distribution. The distribution of an S-valued random variable X will be denoted as L (X ). Expected value under a probability distribution P will be denoted as E P but when clear from the context, P will be suppressed from the notation.
We will usually denote by κ, κ 1 , κ 2 , . . . , the constants that appear in various estimates within a proof. The value of these constants may change from one proof to another.
MODEL
We now describe the precise model that will be studied in this work. Law of large numbers will be established in the general K -type setting described below whereas for the central limit theorem in Section 4 we will consider for simplicity the case K = 1.
2.1. Random graph. Our random graph model is a (possibly time evolving) version in the class of inhomogeneous random graph models studied by Bollobas, Janson and Riordan in [6] . We start with N vertices represented by the vertex set N . = {1, 2, . . ., N }. Assume that each vertex can be one of K possible types (sometimes called populations) labelled according to K . = {1, 2, . . . , K }. We will require, for every α ∈ K , the number of type α vertices, denoted by N α , to approach infinity and the ratio N α /N to converge to a positive value as N → ∞. It will be notationally convenient to assume that N α are nondecreasing in N so that by reindexing if needed the type α vertices in the N -th model can be described through a membership map p : N → K such that type α-vertices in the N -th model are given as N α . = {i ∈ N : p(i ) = α}. In this work we take the membership map to be fixed over time. It may be viewed as a given deterministic function or determined through a sample realization (which is then fixed throughout) of N i.i.d. K -valued random variables {p(i )} N i =1 distributed according to some probability distribution π = (π(α), α ∈ K ) on K . The evolution of the random graph is given in terms of a stochastic process ξ
We assume that ξ (·) ≡ 1 are used just as a simplification in the interacting particle system process described in the next subsection. Ignoring these self-loop edges, the random graph G N (t ) belongs to the class of inhomogeneous random graph models analyzed in [6] wherein edges are formed randomly between vertices and connection probabilities depend only on the 'type' of the vertex. For later use, let N i ,γ (t ) .
represents the number of γ-th type neighbors of vertex i at time t . Note that
The following are two natural families for the edge process. 
Example 2.1 (Static networks). Let {ξ
N i j (t )} be unchanging over time, namely ξ N i j (t ) ≡ ξ N i j (0). In this casep N = min α,γ∈K p αγ,N (0), N i ,γ (t ) ≡ N i ,γ (0) for all t ∈ [0, T ], i , j ∈ N and γ ∈ K .
Example 2.2 (Markovian edge formation). For each N ≥ 1 let {ξ
We assume that the evolutions of Markov chains for different edges are independent. In this setting
and hencē
One can also allow non-Markovian edge formation processes where the holding times have general probability distributions that satisfy appropriate conditions. 2.2. Interacting particle system. The main object of interest in this paper is a collection of R d -valued diffusion processes {Z 1,N , . . . , Z N,N }, representing trajectories of N particles of K types and that interact through the evolving graphical structure represented by {G N (t ) : t ≥ 0}. The dynamics is given in terms of a collection of stochastic differential equations (SDE) driven by mutually independent Brownian motions with each particle's initial condition governed independently by a probability law that depends only on its type. The interaction between particles occurs through the coefficients of the SDE in that for the i -th particle Z i ,N , with p(i ) = α, the coefficients depend on not only the i -th particle's current state, but also K empirical measures of its neighbors corresponding to K types. A precise formulation is as follows. Recall the filtered probability space (Ω, F , P , {F t }) on which the edge processes ξ N i j : i ≤ j ∈ N are given. We suppose that on this space we are also given an infinite collection of standard
denotes the number of γ-th type particles that interact with i -th particle at time instant t . For α ∈ K and i ∈ N α consider the collection of stochastic differential equations given by,
3)
for suitable functionsb αγ :
Under Condition 3.1 one can easily establish existence and uniqueness of pathwise solutions to the above system of stochastic differential equations [33] .
We can now summarize the main contributions of this work.
(i) In Theorem 3.1 and its corollaries we show that with suitable assumptions on coefficients (Condition 3.1) and a sparsity condition on the interaction graph that is formulated in terms of the decay rate ofp N (Condition 3.2), a law of large numbers and propagation of chaos result hold. (ii) In Section 4 we study the fluctuations of {Z i ,N } from its law of large numbers limit by establishing a central limit theorem. For simplicity, we study the single-type setting, i.e. K = 1. Specifically, let
where
is a family of functions on the path space that are suitably centered and have appropriate integrability properties (see Section 4.3 for definitions). We show in Theorem 4.2 that under Condition 3.1 and a stronger assumption on edge probability p N (Condition 4.1) the family {η
} in the sense of convergence of finite dimensional distributions.
LAWS OF LARGE NUMBERS
We now describe our main results. This section deals with the law of large numbers while the next section concerns central limit theorems. Recall the collection of SDE {Z i ,N t : i ∈ N } describing the evolution of N interacting particles, defined in Section 2 via (2.2). Along with this system, we will also consider a related infinite system of equations for
The existence and uniqueness of pathwise solutions of (2.2) and (3.1) can be shown under the following conditions on the coefficients (cf. [33] ).
We start with the following moment estimate. The proof is given in Section 6. For later use defineN .
Remark 3.1. From the above theorem it is clear that E Z i ,N − X i 2 * ,T is of order at most (Np N ) −1/2 . If one assumes diffusion coefficients {σ αγ } α,γ∈K to be constants, then the following result with a better order can be obtained:
See Remark 6.1 for comments on this point.
We will make the following assumption onp N .
Condition 3.2.Np
Theorem 3.1 together with a standard argument (cf. [33] ) implies that, under Conditions 3.1 and 3.2, the following propagation of chaos result holds. We omit the proof. 
Using above results and an argument similar to [33] one can further show the following law of large numbers result. Proof is included in Appendix A for completeness. 
(b) Suppose in addition that we are in the setting of Example 2.1, namely ξ
FLUCTUATIONS AND CENTRAL LIMIT THEOREMS
Next we will study the fluctuations of empirical measures about the law of large numbers limit. For simplicity, we consider the single-type setting, i.e. K = 1, and assume constant diffusion coefficients, i.e. σ αγ ≡ I d , the d -dimensional identity matrix. Consequently, we will write µ
b αγ andb αγ . Also, to simplify the notation, we will abbreviate ξ
as ξ i j (t ) and ξ i j in the rest of the paper.
Canonical processes.
We first introduce the following canonical spaces and stochastic processes. Let
. Denote by ν ∈ P (Ω d ) the common law of (W i , X i ) where i ∈ N and X i is given by (3.1) (under the setting of this section). Also denote by ν e,N ∈ [P (Ω e )]
N×N the law of the random adjacency matrix process {ξ i j (t ) : i , j ∈ N , t ∈ [0, T ]}. Define for N ∈ N the probability measure
Some integral operators.
We will need the following functions for stating our central limit theorem. Recall that µ = ν (2) denotes the law of
The following lemma is taken from [11] (see Lemma 3.1 therein).
4.3. Central limit theorem. For the central limit theorem we need the following strengthened version of Condition 3.2.
We can now present the central limit theorem. Let 
Proof of the theorem is given in Section 7.
PRELIMINARY ESTIMATES
In this section we present several elementary results for a binomial distribution, which will be used for the proof of Theorems 3.1 and 4.2. Proofs to these results are provided in Appendix B for completeness.
Lemma 5.1. Let X be a Binomial random variable with number of trials n and probability of success p. Let q
Also for each m = 2, 3, . . .,
For the following lemma, let ζ i i ≡ 1 for i ∈ N and {ζ i j = ζ j i : 1 ≤ i < j ≤ N } be independent Bernoulli random variables with P (ζ i j = 1) = p αγ,N = p γα,N for i ∈ N α , j ∈ N γ , and
For 
6. PROOF OF THEOREM 3.1
Fix α ∈ K and i α ∈ N α . For fixed t ∈ [0, T ], we have from Cauchy-Schwarz and Doob's inequalities that
Fix γ ∈ K . Note that by adding and subtracting terms we have for s ∈ [0, T ],
and
Now we will analyze these terms one by one. For T γ,N,1 , first note that
So we have from Cauchy-Schwarz inequality and Lipschitz property ofb that
where the last two equalities follow from the fact that when γ = α
When γ = α, we have
where the last line follows from the fact that
Combining (6.4) and (6.5) shows that for each γ ∈ K ,
From Condition 3.1 and an application of Cauchy-Schwarz and Doob's inequalities analogous to that for (6.1) it follows that
Applying this and Lemma 5.2 to (6.6) gives us for all γ ∈ K
Thus using Lemma 5.1, 
(6.11)
From exactly the same argument as above, it is clear that (6.11) holds with b αγ replaced by σ αγ , for all α, γ ∈ K . So we have from (6.1) that
The result now follows from Gronwall's lemma.
Remark 6.1. With a slight modification to the proof it can be shown that if one assumes diffusion coefficients {σ αγ } α,γ∈K to be constants, then the estimate in (3.3) holds. To see this, first note that (6.1)-(6.5) are still valid with each second moment replaced by first moment. Combining (6.4) and (6.5), using Cauchy-Schwarz inequality as in (6.6), applying Lemma 5.2 and (6.7), one can argue (6.8) holds with second moment replaced by first moment. Also one can apply Cauchy-Schwarz inequality to get estimate of first moment from (6.9) and (6.10). The desired result then follows once more from an application of Gronwall's lemma.
PROOF OF THEOREM 4.2
In this section we prove Theorem 4.2. Conditions 3.1 and 4.1 will be in force throughout the section and thus will not be noted explicitly in the statement of various results. For
By Girsanov's Theorem, (X 1 , . . . , X N , {ξ i j : i , j ∈ N }) has the same probability distribution
Thus in order to prove the theorem it suffices to show that for any φ ∈ L
which is equivalent to showing
For this we will need to study the asymptotics of J N,1 and J N,2 as N → ∞.
Asymptotics of symmetric statistics.
The proof of (7.4) crucially relies on certain classical results from [19] on limit laws of degenerate symmetric statistics. In this section we briefly review these results. Let S be a Polish space and let {Y n } ∞ n=1 be a sequence of i.i.d. S-valued random variables having common probability law θ. For k ∈ N, let L 2 (θ ⊗k ) be the space of all real-valued square integrable functions on (
Denote by L 2 s ym (θ ⊗k ) the subspace of symmetric functions, namely φ ∈ L 2 (θ ⊗k ) such that for every permutation π on {1, . . . , k},
In order to describe the asymptotic distributions of such statistics consider a Gaussian field {I 1 (h) : h ∈ L 2 (θ)} such that
and set φ h 0 . = 1.
The multiple Wiener integral (MWI) of φ
), is defined through the following formula. For k ≥ 1,
The following representation gives an equivalent way to characterize the MWI of φ
where we set I 0 (φ , h ∈ L 2 (θ)} by linearity. It can be checked that for all f in this linear span,
Using this identity and standard denseness arguments, the definition of
s ym (θ ⊗k ) and the identity (7.5) holds for all f ∈ L 2 s ym (θ ⊗k ). The following theorem is taken from [19] .
Then the following convergence holds as n → ∞:
as a sequence of R ∞ -valued random variables.
7.2.
Completing the proof of Theorem 4.2. From Condition 4.1 for any subsequence of {p N } there is a further subsequence and a p ∈ C([0, T ] : R) such that, along the subsequence, p N converges to p. In order to prove Theorem 4.2 it suffices to prove the statement in the theorem along every such subsequence. Thus, without loss of generality, we will assume that for some p ∈ C([0, T ] : R),
Let (Ω * , F * , P * ) be some probability space on which we are given 
where λ t is defined in (4.4), such that Z is independent of {I 1 (h) : h ∈ L 2 (ν)}. Note that (7.6) implies σ 2 < ∞. Define on this probability space multiple Wiener integrals 
In order to prove (7.4) (which will complete the proof of Theorem 4.2), we will make use of the following key proposition, whose proof will be given in Section 7.3. Recall J N,1 and J N,2 defined in (7.1) and (7.2) respectively. Also recallη
We now complete the proof of (7.4) using the above proposition. It follows from the proposition that as N → ∞,
where f is defined as
. Recalling the formula for Trace(A A * ) established in Lemma 4.1, the definition of σ 2 in (7.7), and using independence between Z and {I k (·)} k≥1 , we have
where the last equality follows from Lemma C.1 in Appendix C. Since E P N exp(J N (T )) = 1 for all N , we have from Scheffe's lemma that {exp(J N (T ))} is uniformly integrable and consequently so is {exp(iη N (φ) + J N (T ))}. Hence, from (7.12) we have that as N → ∞,
where the first equality uses the independence between Z and {I k (·)} k≥1 and the last equality again follows from Lemma C. 
whereb s is defined in (4.1). Let
We will argue in Lemma 7.4 that the asymptotic behavior of J N,1 is the same as that of J N,1 (T ), the proof of which relies on the following lemma.
Proof. It suffices to prove the first convergence, since the second one follows from the inequality
where the convergence follows from Condition 4.1. Now consider the second term on the right side of (7.14). Condition 4.1 implies that Np N − C N (3) − 1 > 0 for large enough N . Hence
as N → ∞. The result follows by combining (7.15) and (7.16).
The following lemma says that to study the asymptotics of J N,1 (T ), it suffices to study the asymptotic behavior ofJ N,1 (T ).
Lemma 7.4.
Proof. First note that as N → ∞
where the convergence follows from Lemma 7.3. Similarly one can show that
Combining above results completes the proof.
Next we study the asymptotics of J N,2 (T ). For that we will need the following lemma.
Lemma 7.5. Suppose γ, ϑ, ρ are bounded measurable real maps on
Proof. To prove (7.17) , it is enough to prove the convergence with the summation taken over the ordered sum i < j < k. Now note that
where the second inequality follows from Lemma 5.1. Thus (7.17) holds. Proofs for (7.18), (7.19 ) and (7.20) are similar and hence omitted.
Recall the definition of m t from (7.9). Definẽ
The following lemma shows thatJ N,2 (T ) is asymptotically the same as J N,2 (T ). Proof. We split J N,2 (T ) as follows:
where S 1 , S 2 , S 3 , S 4 and S 5 are collections of (i ,
as N → ∞, where the second inequality follows from Lemma 5.1. To study the asymptotics ofT N,2 ,T N,3 ,T N, 4 andT N,5 , we will use Lemma 7.5.
ForT N,2 , note that
It then follows from Lemma 7.5 (see (7.18 ) and (7.19) 
Consider now the fourth termT
N, 4 . Recalling λ t defined in (4.4), we writẽ
It follows from Lemma 7.5 (see (7.18 ), (7.19 ) and (7.20) ) that as N → ∞,
We now show that
as N → ∞. For this, first writẽ
By Lemma 7.3
Also as N → ∞,
where the convergence follows from Lemma 7.3 and (7.6). This proves (7.22) and hence as
Finally consider the last termT N, 5 . Recalling m t defined in (7.9), we havẽ
It follows from Lemma 7.5 (see (7.17) ) that
We now show that as N → ∞,
To see this, as before, it suffices to consider the summation over ordered indices i < j < k.
Note that
where the convergence follows from Lemma 7.3. So (7.23) holds. Next splitT N,5 aŝ 5 3 .
(7.24)
It follows from Condition 4.1 that as N → ∞ From Lemma 7.4 and 7.6 we have that 25) where R N,1 , R N,2 → 0 in probability as N → ∞.
Let, with {V i } and {ξ i j } as in Section 4.1,
The following result is key for studying the asymptotics of (η N (φ),J N,1 (T ),J N,2 (T )). The special case where ξ i j (s) = ξ i j (0) for all s ∈ [0, T ], i , j ∈ N and φ k = 0 for all k = 2 was considered by Janson in the study of incomplete U -statistics [21] .
Recall Z and {I k (·)} introduced in Section 7.2.
c,s ym (ν ⊗k ) for each k ≥ 1. Then the following convergence holds as N → ∞: 
, and
Recall σ 2 defined in (7.7). It follows from (7.6) that as N → ∞,
So σ 2 N → σ 2 in probability. Suppose without loss of generality that σ 2 > 0, since otherwise we have that Z = 0, U N → 0 in probability as N → ∞ and the desired convergence holds trivially by Theorem 7.1. Also note that as N → ∞,
Hence the Lyapunov's condition for CLT (see [4] , Theorem 27.3) holds with δ = 2:
where the convergence is in probability. It then follows from standard proofs of CLT and a subsequence argument that for each t ∈ R, 
be that of (Z , I 1 (φ 1 ), . . . ,
where the convergence follows from (7.27) and (7.28) . This completes the proof.
Now we complete the proof of Proposition 7.2. From (7.13), (7.26) and (7.8) we can writẽ
It follows from Condition 4.1 and law of large numbers that as N → ∞
Also, from (7.21) we have, with l as in (7.10),
Combining above three displays with (7.25), noting thatη
, and applying Lemma 7.7 gives us (7.11) . This completes the proof of Proposition 7.2. B.1. Proof of Lemma 5.1. Note that
(n + 1)p .
Hence for each m ∈ N,
Similarly, 
we have Taking t = C N (k) completes the proof.
APPENDIX C. A LEMMA ON INTEGRAL OPERATORS
Let S be a Polish space and ν ∈ P (S). Let a(·, ·) ∈ L 2 (ν ⊗ ν) and denote by A the integral operator on L 2 (ν) associated with a: Aφ(x) . = S a(x, y)φ(y) ν(d y) for x ∈ S and φ ∈ L 2 (ν). Then A is a Hilbert-Schmidt operator. Also, A A * , and for n ≥ 2, A n , are trace class operators. The following lemma is taken from Shiga-Tanaka [31] . 
where I is the identity operator on L 2 (ν).
