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 ملخص
على بعض جوانب الحياة  بة المرئياتحوسل غلابين الدراسات الأولى لتأثير است منتعتبر هذه الأطروحة 
 .الإنسان الآليالاصطناعية مثل الروبوتات التطورية من خلال توفير سلسلة من تجارب جديدة في مجال عمل 
تحقيق تهدف الروبوتات التطورية إلى إنشاء برامج السيطرة على التكيف من خلال استغلال المبادئ التطورية. 
تطلب كميات هائلة من القدرة الحاسوبية، التي كانت حتى وقت قريب التطوري  ي للإنسان الآليالهدف النهائي 
 موردة أساسا من المعالجات المركزية.
 التنفيذ حساب على متتابعةال البرمجية التعليمات تنفيذلالأمثل  هي المركزية المعالجة وحدات قلوب
 المتزايد الطلب .الأداء عالية الحوسبة تطبيقات إلى الأمر يتعلق عندما نسبيا فعالة غير يجعلها مما المتوازي،
 الحوسبة معالجلغرافيك الى  معالجساعد على تطوير  سوقلل الحقيقي الوقت في الأداء عالي الابعادللرسوم ثلاثية 
 جدا العالي الترددي لنطاق عرض ومع خارقة حوسبة قوةمع  ,قلوبال متعددة ,مهامال متعددة ,المتقدمة المتوازية
 .لذاكرةل
 أخرى يادينم في ستخدامهالا مقصودة غير نتيجة وحداتال هذه أسعار وانخفاض والمرونة القوة لزيادة كان
 التي الضخمة الحسابية المتطلبات من بدافع  .لبرمجةلالغرض  حساب العامال ستخدامالا هذا يسمى. كلغرافيا غير
 مفاهيم تطبيق الأطروحة هذه في نقترح الاصطناعية، الحياة موضوعات في تدخل التي البحوث بمجالات تتصل
 معالجةال وحدات من واسعةال الحاسوبية الموارد هذهل الآن ويمكن  .المجال هذا في لبرمجةلالغرض  حساب العامال
 .بطبيعتها متوازية تكون أن إلى تميل لأنها التطورية الروبوتات من نماذج قبل من استخدامها الحديثة
 إجراءات مثلالكمبيوتر حول هامة علمية مسائل لمعالجة للاهتمام مثيرة تطورية مختلفة نماذج وضعت وقد
إلا أن  الهامة، العلمية الجوانب أفضل بشكل نفهم أن لنا سمحت أنها من الرغم على .الروبوتات انشاءو كتسابالا
 التجريبية المهام من التقليل يلجا الأحيان من كثير في .الأخيرة السنوات في جيد بشكل تحسني لم والتنفيذ التعقيد
 .التدريب بيانات من عدد مع باطراد تنمو يتالالوقت  المفرطة التدريبات لتجنب النماذج هذه وحجم
 العلوم مجال في المعقدة المشاكل لحل فعالة طرق التطورية الخوارزميات مثل التحسين خوارزمياتتمثل 
 ,حل عن بحثا الفضاء استكشاف حساب على الوقت من كثيرا تقلل لاتالاستدلا هذه أن من الرغم على ,ةوالصناع
 خوارزمياتل الكامن التوازيخاصية  .المشكلة من جدا كبيرة حالات حل يتم عندما الأخيرة باهظة تكلفة أن إلا 
 .لغرافيك معالجة وحدات مثل واسع نطاق على متوازية الأجهزة على لتعمل تماما مناسبة تبدوتجعلها  التحسين
 مرتبط شامل نهج في التجارب إجراء طريق عن الاختبار حيز المعلومات هذه وضعنا الأطروحة، هذه في
 ع تحديدم , المهمة لهذه الغرافيك معالجة وحدات تكييف يتم كيف نعرف أن نحاول ونحن .التطورية الروبوتاتب
 .عليها ىؤدت أن يجب التي التطورية تقنيةال أجزاء
 الحياة خوارزميات على معالجة الصورة استغلال وحدات أدى حيث الحالات من العديد الأطروحة هذه تقدم
 لتحقيق مثيل لها يسبق لم تعقيد مع النطاق واسعة نماذج تطوير في خصوصا التطورية والروبوتات الصناعية
 .جديدة خبرات
 الحياة ،الغرافيك معالجة وحدات، الغرافيك معالجة وحداتب لبرمجةلالغرض  حساب العامال : الكلمات المفتاحية
 .المتكررة العصبية والشبكات بالتوازي، ةالتطوريالخوارزميات  الروبوتات، الاصطناعية،
Résumé
Cette thèse constitue l’une des premières études sur l’impact de la programmation
orientée GPU sur quelques aspects de la vie artificielle, telle que la robotique évolution-
naire. A cette occasion, nous fournissons une série d’expérimentations nouvelles dans le
domaine de la conception de robots humanoïdes. La robotique évolutionnaire est un do-
maine qui s’intéresse à la création de programmes réalisant des contrôles adaptatifs pour
des robots artificiels en exploitant les principes évolutionnistes. Atteindre l’objectif ultime
de robots évolutionnaires viables nécessitera une puissance de calcul considérable, cette
puissance étant jusqu’alors fournie principalement par des processeurs (CPUs) standards.
La demande sans cesse croissante du marché hautes performances pour les graphiques
3D temps réel a permis de faire subir aux architectures massivement parallèles des pro-
cesseurs graphiques (GPUs) une évolution spectaculaire en matière de puissance de calcul
graphique. Cette augmentation de la puissance et la flexibilité qu’elle dénote, conjuguées
au faible coût de ces GPUs ont eu comme conséquence inattendue de voir leur utilisation
s’étendre à des domaines étrangers à celui pour lequel ils ont été conçus, le graphisme. Par
son extension, cet usage a reçu un nom, c’est le GPGPU (General Purpose computation
on GPU). Motivés par les besoins de calcul considérables liés aux domaines de recherche
s’inscrivant dans les thématiques de la vie artificielle, nous nous proposons dans cette
thèse d’exploiter les concepts GPGPU à des applications spécifiques du domaine de la vie
artificielle.
Différents modèles évolutionnaires intéressants ont été élaborés pour traiter des ques-
tions scientifiques importantes pour l’acquisition et la génération des actions de robots.
Bien qu’il ne nous est pas aisément offert de mieux comprendre les aspects scientifiques
les plus importants, la compréhension de leur complexité et la multiplication de leur uti-
lisation ont fait émerger une évolution favorable au cours de ces dernières années.
En raison de leur parallélisme inhérent, les algorithmes évolutionnaires semblent bien
adaptés pour être exécutés sur des architectures massivement parallèles telles que les
GPUs.
Dans cette thèse, nous mettons cette assertion à l’épreuve en effectuant des expé-
riences complètes pour une approche en rapport avec la robotique évolutionnaire. Cette
thèse présente plusieurs cas où l’application du concept du GPU Computing sur des algo-
rithmes de la vie artificielle et spécialement ceux de la robotique évolutionnaire a abouti
à l’élaboration de modèles à grande échelle avec une complexité inédite permettant la
réalisation de nouvelles expérimentations.
Mots Clés : GPU, GPGPU, Vie artificielle, Algorithmes évolutionnaires parallèles,
Robotique évolutionnaire, Réseaux de Neurones Récurrents.
Abstract
This thesis is considered among the first studies of the impact of GPU computing
on some aspects of artificial life as evolutionary robotics by providing a series of new
experiments in the field of action of humanoid robots. Evolutionary robotics is concerned
with the creation of adaptive control programs for robots by exploiting the evolutionary
principles. Achieving the ultimate objective of evolutionary robots require huge amounts of
computing power, which was until recently mainly supplied by standard CPU processors.
The increasing demand for high performance 3D graphics, real-time market evolved
the graphics processor (GPU) into a highly parallel computing processor, multi-threaded,
many-core, extraordinary computing power and with a very high bandwidth memory.
The increased power and flexibility and the low prices of these GPUs took the uninten-
ded consequence for their use in other areas than the graphics. This use is named GPGPU,
General Purpose computation on GPU or GPU Generic Programming. Motivated by the
huge computational requirements related to research areas falling within the artificial life
themes, we propose in this thesis to apply the concepts of specific GPGPU applications
in this field.
Various interesting evolutionary models have been developed to address the important
scientific questions about the acquisition and generation actions robots computerized. Al-
though they have allowed us to better understand important scientific aspects, complexity
and implementation were not well improve in recent years. The experimental tasks and
the scale of these models are often minimized to avoid excessive time trainings that grow
exponentially with the number of the training data.
Because of their inherent parallelism, the evolutionary algorithms seem well suited to
running on massively parallel hardware such as graphics processing units. In this thesis,
we put this claim to the test by performing experiments in a comprehensive approach
linked to the evolutionary robotics.
We try to know how the graphics processing units are adapted to the task and what
parts of evolutionary technique that must be performed on them.
This thesis presents several cases where the application of GPU Computing on algo-
rithms of artificial life and especially evolutionary robotics has led to the development of
large-scale models with unprecedented complexity for the realization of new experiences.
Keywords : GPU, GPGPU, Artificial Life, Parallel Evolutionary Algorithms, Evolu-
tionary Robotics, Recurrent Neural Network.
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1.1 Cadre de la Thèse
Le parallélisme est un concept de plus en plus populaire qui contribue grandementà satisfaire la demande croissante en performance dans le domaine informatique.
Depuis quelques années, on assiste à une démocratisation à grande échelle d’ordinateurs
possédant des potentialités de calculs parallèles du fait qu’ils soient devenus de plus en plus
abordables. De plus, un certain volume d’efforts a été consenti dans le but de les rendre
encore et en même temps plus accessibles et davantage plus conviviaux. Cette croissance
rapide de la technologie des architectures parallèles a touché beaucoup de domaines parmi
lesquels ceux liés aux problèmes de la vie artificielle.
L’efficacité des algorithmes évolutionnaires à traiter divers problèmes a été démontrée
dans plusieurs travaux de recherche fondamentale et appliquée. Le succès de ces méthodes
s’explique par un ensemble de facteurs, notamment par leur potentiel d’adaptation aux
différentes contraintes associées à des problèmes spécifiques, par leur facilité d’implan-
tation dans des programmes d’application divers et par la qualité des solutions qu’elles
peuvent produire en un temps relativement court. Le domaine des algorithmes évolution-
naires est toutefois encore jeune et de nombreux efforts sont présentement mis en œuvre
dans le but d’améliorer la performance de ces méthodes de résolution.
Cette thèse représente une tentative dans la voie d’explorer les implications de pro-
grammation sur les GPUs pour la résolution de problèmes du domaine de la vie arti-
ficielle tels que la robotique évolutionnaire, en procédant à l’accélération de techniques
évolutionnistes utilisées. Le domaine de la vie artificielle est associé au développement de
comportements de créatures artificielles inspirées de la vie naturelle. Le développement
de tels comportements dépend fortement de la nature de l’environnement de simulation
et des ressources dont il dispose. Dans ce contexte, un nombre important d’algorithmes
traitant ce type de problèmes se sont avérés idéalement parfaits pour le modèle de pro-
grammation parallèle du GPU, et en conséquence que leur accélération peut ouvrir de
nouvelles possibilités dans la conception de solutions aux problèmes auxquels s’intéresse
la vie artificielle. En outre, l’utilisation des GPUs pour des problèmes de la vie artificielle
telle que la robotique évolutionnaire ne permet pas uniquement d’accélérer les modèles
existants, mais offre également la possibilité d’ouvrir de nouveaux horizons pour des ex-





1.2.1 Émergence des architectures multicœurs
Dans les processeurs multicœurs, l’utilisateur peut désormais adresser et contrôler plu-
sieurs threads en parallèle, comme ce fut le cas dans les anciens systèmes multiprocesseurs
utilisés dans les environnements professionnels (les serveurs multi-utilisateurs, les serveurs
web, les clusters de haute performance (HPC), etc.). Le nombre de cœurs a par la suite
évolué pour atteindre le nombre de 4. En utilisant le Multithreading simultané (SMT),
8 threads peuvent être exécutés en parallèle et en concurrence. L’inconvénient de ces ar-
chitectures réside dans le fait que pour atteindre sa puissance de crête de calcul, de tels
processeurs doivent effectuer plusieurs tâches simultanément.
L’exploitation de ces ressources est assurée par le Scheduler des tâches, qui permet
d’assigner une tâche pour chacun des différents cœurs. Dans les systèmes modernes, le
Scheduler distribue les tâches d’un utilisateur sur tous les cœurs constituant le CPU
(navigateur Web, le programme d’écoute de la musique, des démons système).
Cette technique présente plusieurs avantages, et offre une forte réactivité du système
d’interaction de l’utilisateur ainsi qu’une exploitation optimale des concepts matériels et
logiciels déjà existants. En effet, la planification des tâches standards multiprocesseur peut
être adaptée à ce cas.
Cependant, certaines questions restent ouvertes : l’équilibrage de charge, en particulier,
est un problème difficile. En raison de l’aspect mono-utilisateur, le nombre de tâches
lourdes n’est pas forcément assez élevé. L’utilisateur exécute une tâche principale, qui est
en général la plus consommatrice en terme de temps CPU.
Une tâche aussi large utilise toute la puissance de traitement disponible uniquement si
elle est programmée pour être exécutée sur un système multiprocesseur. Mais dans le cas
général, cette exigence n’est pas observée, car la plupart des applications sont toujours
développées de façon séquentielle. Afin de surmonter ce problème, certains mécanismes
ont été mis en œuvre afin d’augmenter la puissance d’un des cœurs au détriment des
autres.
Les architectures multicœurs apportent un avantage réel dans les clusters de calcul, où
le parallélisme entre les nœuds de calcul, entre les multiples processeurs et entre les noyaux
sont exploités. Si les deux derniers niveaux de parallélisme sont juste un peu différents, des
clusters d’ordinateurs avec un processeur unique sont aujourd’hui assez rares et chaque
application à l’aide de telles architectures de Clustering doit utiliser des paradigmes de
parallélisation différents, un pour les machines à mémoire partagée et un autre pour les
machines à mémoire distribuée (par exemple, OpenMP, MPI).
1.2.2 Émergence du calcul général GPGPU sur les architectures
GPUs
Les processeurs graphiques (GPUs) ont été introduits par NVIDIA dès 1999. La de-
mande toujours croissante pour des graphiques hautes performances et temps réel décou-
lant principalement de l’industrie du jeu ont fait subir au GPU une évolution permettant
de le classer en tant que supercalculateur massivement parallèle, possédant des perfor-
mances de calcul extrêmement élevées en virgule flottante. Peu de chercheurs ont réalisé
que cette performance cachée pourrait révolutionner de nombreux algorithmes scienti-
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fiques. Le problème auquel se sont confrontés les développeurs d’applications sur GPU
résidait dans le fait que ces instruments n’ont pas été conçus pour le calcul généraliste et
donc ne peuvent pas être programmables de la même manière qu’on le fait avec les CPUs.
Ainsi, le GPU constituait un moyen de réaliser uniquement des graphismes en manipulant
des Shaders, des textures, des points, des pixels, etc.
Pour écrire un nouveau code qui pourrait fonctionner sur GPU, ces programmeurs de-
vaient représenter leurs problèmes mathématiques comme des textures et les transmettre
vers le GPU comme entrée au GPU en utilisant les APIs graphiques tels qu’OpenGL
ou DirectX. Le GPU serait alors capable de produire des sorties sous forme de pixels
et d’attributs graphiques, qui devaient être décodés pour être utilisés en tant que résul-
tat. L’utilisation de cette technique a montré à ceux qui l’ont adoptée qu’elle pouvait
arriver à des accélérations beaucoup plus compétitives que les CPUs classiques. Cepen-
dant, l’ensemble du processus de programmation GPU était extrêmement lourd et exigeait
des connaissances supplémentaires sur le fonctionnement des APIs graphiques, ce qui a
découragé énormément l’utilisation des processeurs graphiques pour des fins de calculs
généralistes.
Le 15 février 2007, représente la date de publication de la première plateforme de
calcul parallèle nommée CUDA (Compute Unified Device Architecture). Cette plateforme
a offert aux développeurs la possibilité de disposer d’un accès direct à l’ensemble des
instructions virtuelles ainsi qu’à la mémoire des éléments de calcul parallèles dans le GPU.
Grâce à la plateforme CUDA, le GPU est devenu un supercalculateur parallèle à faible
coût et aux performances inégalées. C’est à partir de cette date que des chercheurs d’autres
domaines se sont intéressés à la programmation GPGPU pour accélérer des applications
gourmandes et exigeantes en termes de puissance de calcul.
1.2.3 Programmation GPGPU pour les méthodes bio-inspirées,
les phénomènes biologiques, et les techniques évolution-
nistes
Les méthodes inspirées de la nature sont privilégiées pour leur robustesse et leur très
bonne exploration de l’espace de recherche. Ces méthodes s’intéressent principalement
aux algorithmes évolutionnaires, qui touchent de près aux algorithmes génétiques, aux
stratégies d’évolution, à la programmation génétique, à l’optimisation évolutionnaire, à
l’optimisation par colonies de fourmis ainsi qu’aux approches émergentes (BOIDS, opti-
misation par essaim particulaire).
De par le passé, l’utilisation des algorithmes bio-inspirés a été relativement limitée
du fait de la nécessité de disposer de ressources informatiques très importantes. La pro-
gression, qualifiée de spectaculaire, de la puissance de calcul des ordinateurs, a permis à
des modèles réels inspirés de phénomènes ou de comportements naturels observés dans
la nature d’être appliqués pour la résolution de problèmes complexes. Plusieurs exemples
peuvent être cités, l’évolution naturelle, les cellules nerveuses, les essaims d’insectes, les
populations de plantes ou d’animaux et divers anticorps. Dans tous ces cas, typiquement,
chaque agent est plus ou moins indépendant, et dans une certaine mesure, les actions
individuelles de ces agents, réalisées naturellement simultanément, font émerger un com-
portement, très souvent plus complexe que la somme de toutes ces actions. La simulation
de tels comportements est souvent réalisée séquentiellement sur un seul ordinateur, géné-
rant par conséquent des temps de calcul colossaux dus souvent et selon le cas, au nombre
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d’individus dans les populations simulées, à la taille des réseaux de neurones, à la taille
des essaims, etc.
Cependant, dans la plupart des cas, les simulations peuvent être réalisées facilement en
parallèle (plutôt que séquentiellement) mais les coûts qu’une telle entreprise peut générer,
rend des actions de ce type très souvent irréalisables. Tout récemment, on observe un
regain d’intérêt à des efforts de parallélisation en utilisant les architectures graphiques
dont disposent les GPUs qui offrent des opportunités de parallélisation et d’accélération
à faible coût.
Certaines des premières utilisations des GPUs concernent les algorithmes évolution-
naires (AEs). Les AEs sont inspirés de l’évolution naturelle. Ils permettent de trouver
des solutions qui ne sont pas forcément optimales, mais très souvent satisfaisantes à de
nombreux problèmes inverses complexes, mais nécessitent très souvent des puissances de
calcul très élevées.
Ceci rend les algorithmes inspirés de la nature en général et les AEs, en particulier,
intéressants dans le contexte de la programmation GPGPU, du fait de leur nature intrin-
sèquement parallèle. En effet, ces algorithmes réalisent une exploration/exploitation de
l’espace de recherche par l’évolution d’un ensemble de solutions possibles. En réalité, un
nombre restreint des étapes qui les constituent nécessitent une communication globale.
Comme ceci représente le même cas dans de nombreux domaines de calcul intensif, de
nombreux travaux ont été entrepris et d’autres sont en cours, dans le but d’aboutir à
leur parallélisation sur diverses architectures, et à fortiori sur des architectures GPUs. Ce
constat est principalement dû au fait que ces algorithmes sont de nature intrinsèquement
parallèle, et peuvent utiliser le nombre très élevé de cœurs de traitement disponibles dans
les GPUs modernes.
Finalement, le caractère SIMD du parallélisme GPGPU ne représente pas une limita-
tion pour les AEs et leur aspect synchrone les rend de bons candidats pour une utilisation
efficace des GPUs.
1.3 Problématique, Objectifs, et Contributions
L’utilisation des cartes graphiques massivement parallèles (GPUs) pour le calcul scien-
tifique est aujourd’hui, une réalité inéluctable, de par la puissance que les GPUs incarnent
et les coûts très loin et bien en deçà des solutions massivement parallèles classiques. Ainsi,
dans le domaine de l’évolution artificielle et des algorithmes évolutionnaires, cette éventua-
lité constitue un challenge de par la puissance de calcul dont on peut disposer aujourd’hui
dans les cartes graphiques.
Pour toutes ces raisons, de plus en plus de problèmes, jadis inabordables, tant ils néces-
sitaient des ressources informatiques indisponibles en termes de facteurs puissance/coût,
trouvent aujourd’hui espoir dans l’exploitation des possibilités des cartes graphiques dans
la résolution de problèmes, au demeurant non graphiques, et ce, en exploitant les archi-
tectures massivement parallèles du pipeline des cartes graphiques.
En terme général, l’objectif principal de la recherche entreprise dans cette thèse est
d’étudier l’impact de la programmation GPU dans la résolution des problèmes de la ro-
botique évolutionnaire et de mener de nouvelles expérimentations pour prendre en charge
la complexité inhérente à la robotique évolutionnaire. La présente entreprise représente
l’une des premières thèses à explorer cette problématique.
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La robotique évolutionnaire (RE) est un axe relativement nouveau dans le domaine
de l’intelligence artificielle pour laquelle l’idée principale est de créer des programmes de
contrôle adaptatif pour des robots autonomes en exploitant les principes évolutionnistes.
Les robots sont considérés comme des organismes artificiels qui développent leurs propres
systèmes de contrôle voire leurs morphologies en étroite interaction avec l’environnement
et sans intervention humaine. La RE s’inspire des mécanismes de l’auto-organisation bio-
logique et intègre les aspects liés à l’évolution, au développement, aux systèmes neuronaux
et aux développements morphologiques.
Le problème majeur dans un tel domaine réside dans le processus et les mécanismes
permettant la conception de contrôleurs pouvant évoluer en un temps raisonnable.
Cependant, l’exploitation des modèles parallèles n’est pas un issue facile, et plusieurs
questions sont liées à une exploitation efficace de la hiérarchie mémoire de l’architecture
des GPUs, à la distribution des données à traiter entre le CPU et le GPU, à l’optimisation
du transfert de données entre les différents mémoires ainsi qu’aux capacités de la mémoire.
Les objectifs généraux de ce travail de recherche obéissent à deux axes :
Le premier étant d’étudier les relations entre le calcul parallèle et les algorithmes évolu-
tionnaires afin de mieux comprendre les bénéfices que peuvent apporter les algorithmes
évolutionnaires parallèles dans la résolution de problèmes de la vie artificielle.
Le deuxième, quant à lui, consiste à identifier et mettre en œuvre des solutions parallèles
performantes à un problème lié à la robotique évolutionnaire pratique. L’aboutissement de
ces objectifs passe alors par une connaissance adéquate du parallélisme, des architectures
GPUs, des algorithmes évolutionnaires et des problèmes de la vie artificielle telle que la
robotique évolutionnaire.
Cette étude est considérée parmi les premières investigations sur l’impact du GPU
Computing dans la robotique évolutionnaire. La contribution principale de cette thèse est
de faire face aux challenges de l’évolution parallèle dans un problème de robotique évolu-
tionnaire de large instance sur l’architecture de GPU. Notre objectif est la reconception
des modèles existants pour optimiser et réussir leur déploiement sur GPU. Pour atteindre
cet objectif, nous proposons dans ce document une vision inédite et une conception nou-
velle pour la construction d’un contrôleur de robotique évolutionnaire sur une architecture
GPU. Notre challenge est de sortir avec une conception à base de GPU adéquate pour
toute la hiérarchie des modèles parallèles. Différentes contributions avec des issues prin-
cipales sont traitées dans ce document :
1. Cette étude a permis de proposer un système efficace de coopération entre la partie
de simulation évolutionnaire dans le CPU et celle dans le GPU, qui exige l’optimi-
sation du transfert de données entre le CPU et le GPU.
2. Cette étude nous a conduits de proposer un système de contrôle de parallélisme
efficace qui permet d’associer les unités de calcul avec les processus élémentaires de
la tâche globale, en considérant les différentes parties de la simulation.
3. Cette étude a permis de proposer un mappage efficace des différentes structures de
la simulation sur la hiérarchie de la mémoire.
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1.4 Structure du manuscrit
Dans cette section, nous proposons un résumé des différents chapitres composant ce
manuscrit tout en précisant les principaux résultats obtenus.
Le deuxième chapitre décrit la théorie et les concepts généraux des algorithmes évo-
lutionnaires, ainsi que leur complexité et leurs méthodes d’analyses.
Le troisiéme chapitre commence par présenter les concepts du parallélisme, une classi-
fication des architectures parallèles ainsi que les modèles et les langages de programmation
qui leur sont associés. Par la suite, nous décrivons les modèles parallèles des algorithmes
évolutionnaires ainsi que les paradigmes informatiques considérés comme des outils per-
mettant leur parallélisation. Par ailleurs, une étude approfondie concernant l’architecture
des GPUs, leur émergence, leurs caractéristiques matérielles et logicielles, en mentionnant
leur utilisation au sein des méthodes bio-inspirées. Une discussion des travaux existants
concernant la parallélisation des algorithmes évolutionnaires dans les architectures clas-
siques et modernes sur les GPU spécialement, est également abordée à la fin de ce chapitre.
Le quatrième chapitre présente une analyse des sources de parallélisation à prendre en
considération dans le problème étudié, puis il s’intéresse principalement à la présentation
de notre proposition qui s’exprime dans le domaine de la robotique évolutionnaire en
étudiant les différentes classes et parties du problème traité, la partie simulation dans le
moteur physique, et la partie évolutionniste avec leur re-conception sur GPU. La gestion
de la hiérarchie de mémoire ainsi que la distribution des tâches entre le CPU et le GPU
pour le processus de simulation est également présentée en fin de chapitre.
Le cinquième chapitre reprend les détails des sous-systèmes déjà décrits dans le cha-
pitre précédent. Celui de la distribution des tâches entre le CPU et le GPU ainsi que celui
lié à la gestion mémoire en ont reçu une attention particulière.
Enfin, le document est achevé avec une conclusion qui permet de faire un récapitulatif
de toutes les études effectivement entreprises dans cette thèse et suivi par la présentation








L’intelligence artificielle (IA) bio-inspirée [50] tente à produire synthétiquement dessystèmes qui présentent de l’intelligence en s’inspirant des processus des systèmes
naturels de la vie. Des exemples de l’intelligence artificielle bio-inspirée incluent les com-
portements reproduits en robotique, les réseaux de neurones artificiels (RNAs), les algo-
rithmes évolutionnaires (AEs), l’optimisation par essaim de particules et l’optimisation
par colonies de fourmis.
La biologie est une branche de la science qui cherche à déterminer les lois de la nature
inhérentes à la structure et au comportement des organismes vivants. Le biologiste pos-
tulera une théorie ou un modèle pour expliquer certains phénomènes naturels, et vérifiera
ensuite expérimentalement à quel point le modèle prédit ce qui est observé dans la na-
ture. Bien qu’il n’existe pas de contraintes de conception dans le domaine de l’IA pour se
limiter à appliquer les mêmes mécanismes à ceux utilisés par les systèmes de vie naturels,
la « fausseté » d’un modèle particulier à reproduire l’intelligence naturelle peut être un
guide utile pour mesurer le succès d’un modèle d’IA bio-inspirée. En outre, on tente de
reproduire les capacités d’intelligence du niveau humain qui pourraient conduire potentiel-
lement à de nouvelles percées technologiques. Un des buts de ce chapitre est de souligner
l’importance de ce processus de validation par rapport à des systèmes du monde réel dans
l’évaluation des modèles bio-inspirés de l’intelligence artificielle. Nous pouvons acquérir
des connaissances en les déduisant de comparaisons avec les observations des processus
naturels afin de munir la conception de nos systèmes d’une vie artificielle intelligente [50],
[196].
La plupart des modèles développés jusqu’à présent sont faiblement liés à leur équivalent
de la vie réelle (tels que les réseaux de neurones artificiels et les stratégies évolutionnaires
comme sont les exemples les plus évidents). De nombreux systèmes bio-inspirés de l’IA
ont négligé l’importance de maintenir la comparaison avec le monde réel. Une fois une
technique jugée efficace, l’approche diverge souvent de son équivalent du monde réel, et
les améliorations de la méthode se concentrent souvent davantage sur l’amélioration des
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performances de la machine et moins sur la façon de tenir compte des phénomènes naturels
mieux observés afin d’améliorer le réalisme. Il est souvent important de revoir les objectifs
de conception de la recherche originale en tirant plus d’inspiration à partir des systèmes
de la vie réelle. Ceci peut être fait en examinant les phénomènes qui ne sont pas couverts
par le modèle en explorant des solutions alternatives, ou en cherchant à étendre le modèle
pour en améliorer le réalisme et analyser la partie fausse du modèle [196].
Dans cette optique, une des directions les plus explorées actuellement est liée aux
améliorations avancées par les AEs existants, qui prennent leur inspiration du processus
évolutif naturel. Il est, de ce fait intéressant de se concentrer sur les améliorations signi-
ficatives de performance qui peuvent être faites en apportant des modifications inspirées
des mécanismes biologiques non inclus dans le modèle original ou en apportant des modi-
fications pour les adapter aux nouvelles technologies existantes telles que les architectures
parallèles récentes. Ainsi, le point d’intérêt de cette thèse est l’évolution artificielle en
utilisant les AEs ainsi que leur redéfinition pour les nouvelles technologies parallèles. Ce
chapitre est consacré à la présentation de la théorie des AEs, l’analyse de leur complexité,
et surtout les problèmes nécessitant de grands espaces de recherche, suivie par la pré-
sentation des méthodes d’analyse existantes ainsi que leurs sources de performance [89],
[144], [193], [90].
Les AEs ont été utilisés, souvent avec succès, dans de nombreux domaines informa-
tiques tels que l’optimisation, l’apprentissage, l’adaptation et autres. Malgré la réussite de
plusieurs applications avec les AEs, la théorie des AEs est encore à ses commencements.
De plus, l’idée fondamentale d’un AE est l’obtention d’un problème robuste indépen-
dant de l’heuristique de recherche avec un comportement efficace de plusieurs problèmes
à partir d’une large variété de problèmes. Cette variété de problèmes rend l’analyse des
AEs plus difficile que l’analyse d’un problème d’algorithmique spécifique. Néanmoins, le
progrès dans la conception et dans l’application des AEs gagnerait considérablement en
exploitant davantage des fondements théoriques. Actuellement, nous sommes capables
d’analyser les AEs sans croisement et les AEs avec croisement sur quelques fonctions.
Les fonctions ne sont pas des exemples à partir d’applications du monde réel, mais des
exemples de fonctions décrivant quelques issues typiques de fonctions ou sont choisies
pour voir les comportements extrêmes des AEs [193], [41], [40], [94].
Ce chapitre s’intéresse aussi à étudier quelques méthodes d’analyses des AEs existants
ainsi que leur complexité et leurs performances. Ainsi, l’objectif principal consiste à mettre
l’accent sur le temps prévu dans leur exécution et la probabilité de réussite avec une borne
de temps raisonnable [183], [91].
2.2 Évolution naturelle : principe des algorithmes évo-
lutionnaires
L’évolution naturelle est un élément fondamental dans la biologie moderne, et les
scientifiques s’entendent remarquablement sur ce sujet.
Les théories originales de l’évolution et de la sélection naturelle ont été proposées
presque simultanément et indépendamment par Charles Robert Darwin et Alfred Russel
Wallace au 19ème siècle, combinée avec le sélectionnisme par Charles Weismann et de la
génétique par Gregor Mendel, elles sont acceptées de façon ubiquitaire dans la commu-
nauté scientifique, et sont répandues chez le public en général [164].
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Ce corpus cohérent, souvent appelé le néo-darwinisme, agit comme une grande théorie
unificatrice pour la biologie : il est en mesure d’expliquer les merveilles de la vie, et, plus
remarquablement, il le fait à partir d’un nombre limité de concepts relativement simples
et intuitivement plausible. Il décrit l’ensemble du processus de l’évolution par des notions
telles que la reproduction, la modification, la concurrence, et la sélection.
L’évolution peut être facilement décrite comme une séquence d’étapes, certaines plus
souvent déterministes et certaines plus souvent aléatoires. Une telle idée de forces aléa-
toires est formée par des pressions déterministes inspirantes et n’est pas surprenante, elle
a été exploitée pour décrire des phénomènes tout à fait sans rapport avec la biologie.
Des exemples notables incluent des alternatives conçues lors de l’apprentissage, les idées
s’efforcent de survivre dans notre culture [136], ou même les univers possibles.
L’évolution peut être considérée comme un processus d’amélioration qui tente de par-
faire des caractéristiques inexpérimentées. L’ensemble du paradigme néo-darwiniste peut
donc être considéré comme un outil d’optimisation puissant capable de produire d’excel-
lents résultats à partir de zéro, ne nécessitant pas un plan, et avec l’exploitation d’un
mélange d’opérateurs aléatoires et déterministes [90].
Dans le calcul de l’évolution, une solution unique candidate est appelée individu ;
l’ensemble des solutions candidates qui existent à un moment donné est appelé population,
et chaque étape du processus d’évolution est appelée génération. La capacité d’un individu
à résoudre un problème donné est mesuré par une fonction de fitness [194], qui classe la
probabilité d’une solution et propage ses caractéristiques pour les générations futures.
Le mot génome désigne l’ensemble du matériel génétique de l’organisme, bien que sa
mise en oeuvre réelle soit différente d’une approche à l’autre. Le gène est l’unité fonc-
tionnelle de l’héritage, ou opératoire, elle représente le plus petit fragment du génome qui
peut être modifié pendant le processus d’évolution. Les gènes sont positionnés dans le
génome à des positions spécifiques appelées loci, pluriel de locus. Les gènes alternatifs qui
peuvent se produire à un locus donné sont appelés allèles [107].
Les processus naturels qui conduisent à des mutations, la reproduction, la concurrence
et la sélection sont émulées par des opérateurs. Les opérateurs agissent sur les gènes, les
individus seuls, des groupes ou des populations entières, et produisent généralement une
version modifiée de l’entité qu’ils manipulent. Les biologistes ont besoin de faire la dis-
tinction entre le génotype et le phénotype : le premier est l’ensemble de la constitution
génétique d’un organisme, le deuxième présentant l’ensemble des propriétés observables
qui sont produites par l’interaction entre le génotype et l’environnement. Dans de nom-
breuses implémentations, les praticiens du calcul évolutif n’en font pas une distinction
précise. La valeur numérique qui représente l’aptitude d’un individu est parfois assimilée
à son phénotype [164], [107].
Pour générer les descendants pour la prochaine génération, la plupart des AEs mettent
en oeuvre la reproduction sexuée et asexuée. La première est généralement appelée re-
combinaison ; elle nécessite deux participants ou plus, et implique la possibilité pour les
descendants d’hériter des caractéristiques différentes de parents différents. Lorsque la re-
combinaison est réalisée par un simple échange de matériel génétique entre les parents, elle
prend souvent le nom de croisement. La deuxième est nommée réplication, pour indiquer
que la copie d’un individu est créée, ou, plus couramment, de mutation, pour souligner
que la copie n’est pas exacte. Presque aucun AE ne prend en compte le genre, d’où les
individus n’ont pas des rôles distincts de reproduction. Dans certaines implémentations, la
mutation a lieu seulement après la recombinaison sexuelle. On remarque que certains AEs
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ne stockent pas une collection d’individus distincts, et donc la reproduction est effectuée
en modifiant les paramètres statistiques qui décrivent la population actuelle. Tous les opé-
rateurs exploités lors de la reproduction peuvent être cumulativement appelés opérateurs
évolutionnaires, ou opérateurs génétiques soulignant qu’ils agissent au niveau génotypique
[44].
2.2.1 Qu’est-ce qu’un algorithme évolutionnaire (AE) ?
De grandes inventions ont été le résultat de la bionique [44], à savoir l’application des
principes biologiques ou naturels pour l’étude et la conception des systèmes inspirés des
humains. Nous avons imité les chauves-souris pour inventer le radar, les poissons pour
inventer les sous-marins, etc. L’évolution naturelle des espèces pourrait être regardée
comme un processus pour apprendre à s’adapter à l’environnement et l’optimisation de
l’aptitude de l’espèce. Ainsi, on pourrait imiter le point de vue de la génétique moderne,
à savoir le principe de "la survie du plus apte", dans la conception, l’optimisation ou
l’apprentissage des algorithmes.
Comme son nom le suggère, un AE a un lien avec la biologie. D’un point de vue
biologique, l’idée est de formaliser le modèle de l’évolution qu’on a à l’esprit, et de syn-
thétiser cette idée à travers un algorithme [89]. Les AEs appartiennent à la famille des
méta-heuristiques, qui comprend aussi, par exemple, les essaims de particules [43] et l’op-
timisation par colonies de fourmis [38], qui sont inspirés à partir d’autres structures et
processus biologiques, ainsi que des méthodes classiques comme le recuit simulé [189], qui
est inspiré d’un processus de la thermodynamique.
Comme il est connu, cette grande catégorie d’algorithmes est subdivisée en quatre
grandes familles comme mentionnées dans la table 2.1. Les détails exacts de chaque fa-
mille diffèrent sur des points considérables, et ne sont pas équivalents en général. Chaque
membre de la famille des AEs a un grand nombre de variantes décrites dans la littérature
et en tant que tel, la généralisation ci-dessous devrait être acceptée avec soin [159].
Cette catégorie d’algorithmes est considérée généralement comme des solveurs géné-
raux de problèmes. Ceci implique qu’ils sont conçus selon une idée générale concernant
la manière de la mise en oeuvre. Dans le cas des AEs, cette idée provient d’une compré-
hension de l’évolution naturelle. Le plus important encore, est qu’ils ne sont pas conçus
de manière adaptée vers un type spécifique de problème d’optimisation. La façon de faire
l’optimisation tout en étant inconscient de l’instance du problème concret est appelée
"optimisation à boite noire" [90].
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Le schéma suivant représente la chronologie de quelques AEs :
Figure 2.2 – Chronologie de quelques différents AEs.
La variante La description
Les Stratégies d’évolution
(SE)
Introduites par Ingo Rechenberg en 1960, elles sont
destinés à optimiser les systèmes de valeurs réelles.
Les Algorithmes
Génétiques (AG)
Introduits par John Holland en 1960, ils sont destinés a




Introduite par Lawrence Fogel en 1960, conçue pour
évoluer des machines d’état fini.
La Programmation
Génétique (PG)
Introduite par John Koza en 1960, conçue pour faire
évoluer les arbres Parse de langage informatiques
fonctionnels tels que LISP.
Table 2.1 – Variantes des algorithmes évolutionnaires [159].
Les AEs sont décomposés en plusieurs parties interdépendantes : La Population, la
Fonction de Fitness (la fonction d’évaluation, la fonction objective) et, le Moteur de Va-
riation. Par la suite, nous introduisons les notions de base et les concepts des AEs en les
transférant de leurs homologues biologiques, voir la table (2.2).
2.2.1.1 Population
Les AEs maintiennent un groupe d’individus (solutions), appelé population, afin d’op-
timiser ou de réaliser un apprentissage sur le problème, et ce, d’une manière parallèle.
a. Individu :
Un individu, qui est un organisme vivant en biologie, correspond à une solution candi-
date en informatique. Dans les deux domaines, un individu est décrit par un chromosome.
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En biologie, un chromosome est constitué d’acide désoxyribonucléique (ADN) et de nom-
breuses protéines histones, alors que dans la science informatique, l’information génétique
est codée comme une séquence d’objets informatiques tels que : les bits, les caractères, les
nombres, etc. La plupart des organismes vivants possèdent plusieurs chromosomes, à titre
d’exemple, les humains ont 46 chromosomes, organisés en 23 paires homologues. Cepen-
dant, en informatique, cette complication est ignorée et toutes les informations génétiques
sont combinées dans un seul chromosome. Chaque individu représente une solution po-
tentielle du problème à optimiser. Il est encodé par un ensemble de gènes qui le décrivent
[107]. Ces gènes constituent la représentation génotypique de l’individu, qui est transfor-
mée en une représentation phénotypique pour l’évaluation.
Figure 2.3 – Représentation de deux individus pour deux problèmes d’algorithmes évo-
lutionnaires : gauche, (a) Représentation du génome pour les examens horaires. Droite,
(b) Une représentation d’un individu pour la PG [124].
b. Population :
Une population est un simple ensemble d’organismes, généralement de la même es-
pèce. À cause de la complexité des génomes biologiques, il est généralement prudent de
supposer qu’il n’existe pas deux individus d’une population partageant la même confi-
guration génétique - les jumeaux homozygotes étant la seule exception. En outre, même
les individus génétiquement identiques, différent à cause des caractères acquis, (ne sont
jamais parfaitement identiques), ce qui conduit à des phénotypes différents. Cependant,
en informatique, il faut prévoir la possibilité d’avoir des individus identiques à cause de
la variabilité limitée d’un chromosome. En conséquence, une population d’un AE est un
sac ou un multi-ensemble d’individus [107].
c. Générations :
Dans l’évolution biologique et simulée, la production se réfère à la population sur
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certains repères dans le temps. Une nouvelle génération est créée par la reproduction,
et ceci par la génération des descendants d’un ou plusieurs organismes, dans lesquels le
matériel génétique des individus parents peut être recombiné. La même procédure est
utilisée en informatique, à la seule différence que le processus de création d’un descendant
agit directement sur les chromosomes et que le nombre de parents peut excéder deux. La
reproduction sera entamée avec plus de détails dans les opérateurs de variation [159], [124].
d. Initialisation de la population :
Concernant l’initialisation de la population, un générateur aléatoire uniforme est uti-
lisé pour initialiser les différentes valeurs des gènes de la population initiale et permet
d’échantillonner uniformément l’espace de recherche à grande échelle.
Des stratégies plus sophistiquées peuvent être utilisées, et des connaissances d’experts
peuvent être insérées à ce niveau. Bien sûr, cela va induire un biais, qui pourrait empê-
cher l’algorithme de trouver une bonne solution si la population est initialisée dans une
mauvaise partie de l’espace de recherche [124].
Le choix initiale et crucial pour un pratiquant d’un AE est la taille de la population.
Le raisonnement de base explique que la population doit être choisie en fonction de la
longueur de la chaine du génome. Une population trop grande conduit à une perte de temps
de calcul avec plusieurs évaluations indifférenciées de la fonction. Alors qu’une population
de petite taille peut conduire une couverture insuffisante de l’espace de recherche [159].
Plusieurs travaux ont entamé l’analyse de cette question dans une série d’investigations
tels que ceux réalisés par Goldberg et ses co-auteurs [64], [62], [63], [78], Reeves [157] et Gao
[56]. Comme résultat, il suffit de dire qu’une large population p  n, n’est généralement
pas nécessaire et que la diversité est souhaitable, et de plus elle doit être maintenue. Cette
hypothèse est largement défendue [61].
2.2.1.2 Fonction de Fitness
Dite aussi fonction d’évaluation, elle représente la partie clé d’un AE. Elle permet
d’évaluer un individu et est spécifique du problème sur la représentation du génome. Cette
fonction doit permettre la comparaison entre les différents individus, éventuellement avec
un ordre non total. Pour poursuivre l’analogie avec la biologie, la fonction évalue la façon
d’adaptation d’un individu à son environnement. Les fonctions d’évaluation représentent
l’espace de recherche. Elles sont généralement multimodales (c.-à-d., elles possèdent plu-
sieurs optima locaux) lorsqu’elles sont utilisées dans les AEs. La fonction d’évaluation
décrit la fitness que l’algorithme tente d’optimiser, par échantillonnage en utilisant une
population. En effet, la population se propage sur l’espace de la fitness, et les opérateurs
de variation appliqués sur ces individus servent à les mouvoir en essayant de les déplacer
vers les parties les plus intéressants de l’espace de recherche [159], [124].
Les fonctions d’évaluation représentent le problème à résoudre. Elles possèdent diffé-
rents temps d’exécution. Le temps passé à l’évaluation de la population représente souvent
la partie majeure dans l’exécution d’un AE. Typiquement, le temps d’évaluation de la pro-
grammation génétique est un calcul très intensif, comme pour la régression symbolique,
un individu est comparé à un ensemble d’entrainement qui peut aller vers des milliers de
cas [124].
Inversement, pour résoudre les problèmes avec contraintes, l’évaluation d’un individu
consiste à associer des pénalités à chaque fois qu’une contrainte est en panne (la totalité
14
2.2. ÉVOLUTION NATURELLE
du temps, la densité de la solution). Ces calculs peuvent être très légers, ce qui signifie que
l’évaluation de la population peut représenter une proportion négligeable par rapport au
temps total d’exécution de l’AE. Ces considérations sont relativement importantes, car si
l’évaluation est très coûteuse [124], il est intéressant d’utiliser des opérateurs de variation
complexes qui permettront de sauver lors des évaluations.
À l’opposé, le temps nécessaire à trouver une solution peut être plus long si ces opé-
rateurs coûteux sont utilisés, si l’évaluation n’est pas coûteuse. Dans un tel cas [124],
produire autant d’individus que possible et en comptant sur l’évolution artificielle pour
sélectionner les meilleurs individus peut être plus efficace.
2.2.1.3 Moteur de variation
Les individus seront soumis à un certain nombre d’opérations de variation pour imiter
les changements génétiques du gène, et qui sont fondamentaux à la recherche de l’espace
des solutions.
Les opérateurs de variation sont utilisés pour créer de nouveaux individus. L’idée
sous-jacente est que la création d’un individu à partir des parents sélectionnés pour leurs
qualités devrait être en mesure de créer un meilleur enfant. Les opérateurs de variations
prennent comme entrée un nombre de parents et produisent un nombre d’enfants comme
sortie [136], [194].
Les trois sous-sections suivantes sont de brefs résumés des principaux opérateurs de
l’évolution comme vus par la communauté des AEs. Le lecteur doit examiner des livres
d’introduction pour plus de détails et d’exemples [136], [46].
a. Opérateurs de sélection :
Un AE possède deux classes distinctes d’opérateurs de sélection, la sélection pour la
reproduction et la sélection pour la survie. Le choix de l’opérateur à imposer est abordé
dans la discussion du contexte. Les deux opérateurs ont une base dans les théories de
l’évolution de la biologie [159].
La fonction de fitness évalue la qualité des individus, ce qui permet une comparaison
facile des individus avec un tri de la population pour ne prendre que le meilleur.
Toutefois, un tel mécanisme, où les meilleurs sont utilisés de façon déterministe, pré-
sente des problèmes de convergence prématurée et n’a pas de sens pour la sélection des
parents. Dans la phase de réduction, tout en gardant dans la nouvelle population des
individus qui ne sont pas les meilleurs, mais qui sont encore "assez bon", peut aider à
maintenir une certaine diversité dans la population, ce qui empêche une telle convergence
prématurée. L’utilisation des opérateurs stochastiques pour la sélection a été proposée
très tôt (Holland [46]). L’idée est d’utiliser une sélection stochastique, qui est sollicitée
selon la valeur de la fonction de fitness. La « sélection de fitness proportionnelle » ou «
la roue de roulette » suit ce principe en attribuant une probabilité, à un individu, qui est
proportionnelle à sa valeur de fitness.
Plusieurs sélecteurs modernes incluent la très bonne sélection, celle de tournoi, qui
choisit au hasard t individus de la population et renvoie le meilleur. Ce sélecteur de tour-
noi est largement utilisé de nos jours [124].
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b. Opérateurs de croisement :
Une instance des opérateurs de variation est l’opérateur de croisement appelé aussi
opérateur de recombinaison. Cet opérateur prend habituellement plusieurs parents afin
de produire un ou plusieurs enfants après la recombinaison des gènes des parents. Le
croisement devrait tenir compte de la structure de l’individu. Plusieurs types de croisement
existent, adaptés à et/ou inspirés par les différentes représentations des individus. La
figure (2.4) présente l’opérateur de « croisement uniforme », qui fait le choix aléatoire des
gènes à partir de trois parents pour produire l’enfant. En effet, ce croisement uniforme
est initialement adapté aux algorithmes génétiques et leurs représentations binaires. Un
opérateur typique de la stratégie d’évolution pourrait être le croisement barycentrique,
où le gène de l’enfant est le centre de gravité pondéré des gènes des parents, mais des
opérateurs plus évolués existent : le croisement binaire simulé (SBX [33]) crée un gène
réel estimé dont la valeur est proche de celle de l’un des deux parents. Enfin, l’un des
parents peut être choisi comme le seul parent et l’enfant qui en résulte est donc un clone
du parent choisi [159], [124], [136], [194].
Le croisement dans la programmation génétique est aussi différent, et également étudié
par Koza dans [103], Koza and Rice dans [104], Koza et al. dans [105]. Le problème ici est
de croiser deux arborescences représentant des fonctions mathématiques, par exemple.
Figure 2.4 – Le croisement uniforme entre trois parents [124].
c. Opérateur de mutation :
L’opérateur de mutation est peut-être l’opérateur unaire le plus élémentaire dans l’AE,
qui prend généralement l’enfant récemment créé comme paramètre. Il s’inspire de la mu-
tation de base observée en génétique biologique, en raison des différents effets de trans-
criptions et des changements spontanés dans les chromosomes observés dans les primitives
d’études évolutionnaires. La mutation vise à déplacer légèrement l’enfant dans l’espace de
recherche afin d’explorer éventuellement des zones inaccessibles par un croisement seul.
Pour une représentation basée sur des nombres réels, le procédé ajoutant un bruit gaussien
à un ou plusieurs des gènes individuels, est une méthode courante, mais dans les SEs [5],
un opérateur de mutation auto-adaptative est utilisé. De la même manière, une matrice
de covariance peut être ajoutée à la mutation avec un vecteur d’écart-type, ce qui donne




Cette mutation auto-adaptative très efficace est largement utilisée dans les SEs, où
chaque gène individuel a une variance spécifique. Le schéma de mutation le plus com-
mun pour les génomes binaires consiste à utiliser une probabilité bit-flip appliquée contre
chaque bit indépendamment. Donc, le nombre réel de bits modifiés chez un individu n’est
pas fixe. Le taux de mutation typique est 1/n, en donnant un bit unique prévu permettant
la variabilité. D’autres ont utilisé un taux de 1/nm, donnant un bit unique attendu dans
l’ensemble de la population à être renversé dans une génération donnée [159].
2.2.1.4 Récapitulatif
Récapitulation
Individuel L’organisme vivant La Solution Candidate
Chromosome
ADN protéine histone brin
séquence d’objets de traitement
Décrit le «plan de construction» et donc (quelques-uns) des traits d’un
individu sous forme codée.
Généralement plusieurs chromo-
somes par individu
En général un seul chromosome par
individu
Géne Partie du chromosome Objet de calcul (par exemple, un
bit, un caractère, un numéro, etc.)
Unité fondamentale de l’héritage, qui détermine une caractéristique
partielle d’un individu.
Allèle Forme ou « valeur » de gène. Valeur d’un objet de calcul.
Dans chaque chromosome il y a au plus une forme / valeur d’un gène.
Locus Position d’un gène position d’un objet de calcul
Pour chaque position dans un chromosome, il y a un gène exactement.
Phénotype L’apparence physique d’un orga-
nisme vivant.
Mise en oeuvre / application d’une
solution candidate.
Génotype Constitution génétique d’un orga-
nisme vivant.
Codage d’une solution candidate.
Population Définir des organismes vivants. Multi-ensemble de chromosomes.
Génération Population à un moment dans le
temps.
Population à un moment dans le
temps.
Reproduction Créant les descendants d’un ou plu-
sieurs (généralement deux) orga-
nismes (Parent).
Création (enfants) chromosomes
provenant d’un ou plusieurs chro-
mosomes (parent).
Fitness Aptitude / conformité d’un orga-
nisme vivant.
Aptitude / qualité d’une solution
candidate.
Détermine les chances de survie et de reproduction.
Table 2.2 – Notions évolutionnaires de base en biologie et en informatique [107].
17
2.3. ANALYSE DE COMPLEXITÉ DES ALGORITHMES ÉVOLUTIONNAIRES
Figure 2.5 – Grandes lignes d’un algorithme évolutionnaire générique.
2.2.2 Domaines d’application des AEs
Les AEs permettent de résoudre, non seulement des problèmes purement théoriques
en combinatoire, en économie, en apprentissage, dans la théorie des jeux, mais également
des problèmes liés à des applications réelles complexes [28], [58], [68], [200], [204], [208],
[179]. Ainsi, ils sont utilisés pour analyser des sondages de sous-sol et détecter des champs
pétrolifères, établir des emplois du temps, prévoir les cours de la bourse (nombreuses
applications financières), contrôler les pipe-lines de gaz, concevoir des automobiles, ils
sont également utilisés en logistique (meilleure solution actuelle au problème du voya-
geur de commerce, avec une approche couplant AEs et recherche opérationnelle), pour
optimiser les ailes d’avion, les empennages de missiles supersoniques, les aubes de tur-
bines, les hélices, les tuyères de propulseurs, les manoeuvres des avions de combat, les
allocations de routes aériennes, les allocations dynamiques de fréquences en téléphonie
mobile (meilleur résultat actuel), le positionnement d’antennes, le routage dans les ré-
seaux, l’analyse d’images médicales, le calcul des trajectoires de robots, la recherche de
gènes responsables de maladies génétiques, l’approximation de formes 2D par des fractales
(pour compression fractale d’image)...
2.3 Analyse de complexité des algorithmes évolution-
naires
2.3.1 Définition de l’analyse algorithmique
Analyser un algorithme consiste à prévoir les ressources qui lui seront nécessaires,
en temps et en espace, pour résoudre un problème. La taille de l’entrée est le nombre
d’éléments constituant l’entrée. Elle dépend du problème, par exemple, la somme des
tailles des listes dans le cas d’un problème de fusion de deux listes. Dans la plupart des
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cas, le temps d’exécution et l’espace mémoire de stockage d’un algorithme augmentent en
fonction de la taille de son entrée [36].
Lorsqu’un problème de calcul peut être résolu en utilisant un algorithme donné, l’issue
suivante, après la solvabilité, est la complexité du temps et de l’espace nécessaires pour
la méthode de la solution. Par complexité de l’espace, nous noterons la mémoire requise
pour la solution algorithmique, une fois un modèle de calcul adopté. La complexité par
rapport au temps se réfère au nombre d’étapes algorithmiques exécutées par le modèle
de calcul. Notre intérêt est lié au comportement de l’algorithme lorsqu’il est appliqué à
des problèmes de plus en plus grands. Généralement, la complexité de l’espace n’est pas
considérée comme une issue primordiale, puisque les modèles informatiques sont fournis
avec une mémoire infiniment élevée. Ce qui est plus intéressant pour les applications
consiste en la complexité du temps et donc, et par la suite, lorsqu’on parle de la complexité
d’un algorithme, nous faisons référence effectivement à sa complexité par rapport au temps
[160].
2.3.2 Analyse des algorithmes évolutionnaires
Les AEs ont été appliqués dans le domaine de la bioinformatique, la conception de
circuits, l’exploration des données, la recherche d’informations, etc. Malgré le succès re-
marquable obtenu par les AEs sur les problèmes pratiques, les AEs sont souvent critiqués
par l’absence d’une base théorique solide. Actuellement, un tel fondement théorique est
très souhaité et recherché afin d’arriver à une compréhension approfondie de la force et
la faiblesse des AEs actuels et par la suite à l’élaboration des AEs plus efficaces [206].
Une grande partie de la recherche théorique des AEs [212] consiste en l’analyse d’exé-
cution rigoureuse qui provient de l’informatique théorique et l’analyse probabiliste des
algorithmes aléatoires.
L’analyse de la complexité de calcul des AEs est devenue une branche reconnue et
pas moins importante dans la théorie du calcul évolutif, surtout avec les grands avancées
récentes. Ceci se fait habituellement par l’analyse de l’optimisation attendue du temps
mesuré par le moyen d’un nombre d’évaluations et la description de sa croissance en tant
qu’une fonction de mesure de la taille de l’espace de recherche. Les résultats asymptotiques
décrivant seulement l’ordre de la croissance en sont les plus souvent dérivés [96].
Les théories consistant à expliquer pourquoi et comment fonctionne un AE, sont encore
relativement peu nombreuses malgré les efforts récents. La complexité du temps de calcul
des AEs est largement inconnue [79], sauf pour quelques cas simples.
Le premier temps de frappe attendu (The First Hiting Time) représente l’une des
questions théoriques les plus importantes des AEs [206], car il implique la complexité
moyenne du temps de calcul. Le premier temps de frappe attendu d’un AE est le temps
en un cycle, qui permet de trouver la solution optimale pour la première fois.
L’analyse de la complexité des AEs ne se fait pas avec les méthodes classiques exis-
tantes pour de multiples raisons. On peut en citer les suivantes :
– Ils sont stochastiques ;
– Ils ne sont pas conçus pour être analysés ;
– Ils ne sont pas conçus pour des problèmes spécifiques ;
– Ils sont trop complexes, non linéaire, chaotiques ;
– Il sont mathématiquement infaisable...
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2.3.3 Vue générale sur les travaux existants concernant l’analyse
des algorithmes évolutionnaires
Les premières études ont été soucieuses d’expliquer les comportements des AEs plutôt
que d’analyser leurs performances. La théorie du schéma est probablement l’outil le plus
populaire utilisé dans ces premières tentatives. En particulier, elle a été d’abord proposée
dans le but d’analyser le comportement d’un AG simple [144].
Comme Eiben et Rudolph [45] ont déclaré, lors de l’analyse initiale de ces outils, que
bien que la théorie du schéma ait été considérée comme fondamentale pour la compréhen-
sion des AGs [144] jusqu’au début des années quatre vingt dix, elle ne peut pas expliquer
le comportement dynamique ou limité des AEs.
Dans les années quatre vingt dix, avec l’avènement de la théorie des chaines de Markov
dans l’analyse des AEs, les premiers résultats de convergence sont apparus liés à leur délai
de comportement pour les problèmes d’optimisation. Avec les transitions d’états d’un AE
et leur nature probabiliste, la définition de la convergence déterministe n’était évidemment
pas le cas. Ainsi, la définition de la convergence stochastique a dû être utilisée. Idéalement,
un AE devrait être capable de trouver la solution au problème, il s’attaque avec une
probabilité 1 après un nombre fini d’étapes, indépendamment de son initialisation [144],
[193].
Dans un tel cas, l’algorithme est sensé visiter l’optimum global dans un temps fini. Si
l’algorithme influence la solution dans la population, alors il est considéré converger vers
l’optimum. Utilisant les chaines de Markov, Rudolph [161] a prouvé que les algorithmes
génétiques canoniques qui utilisent la mutation, le croisement et la sélection proportion-
nelle ne convergent pas vers l’optimum global alors que les variantes élitistes le font. Il
a alors étendu son analyse en définissant des conditions générales selon lesquelles, s’ils
sont satisfaits par un AE, ils garantissent sa convergence. Ce travail a été motivé par le
postulat suivant : "il n’est pas nécessaire de construire exactement un modèle de Markov
quantitatif pour chaque AE afin d’enquêter sur la limite du comportement".
Les Conditions de non-convergence ont été également données. Ainsi, c’est uniquement
lorsqu’un AE ne satisfait pas les conditions données qu’une analyse spécifique s’avère né-
cessaire. Une autre nouveauté réside dans le fait que le travail intensif concernant la
convergence des AEs avait finalement conduit à des démonstrations simples qui ne né-
cessitent plus la théorie des chaines de Markov. Cependant, si un algorithme converge,
l’analyse du temps, qui limite le comportement, ne donne aucune indication concernant
le temps prévu pour trouver la solution. Aytug et Koehler [4] ont proposé une analyse
sur le nombre de générations suffisant pour garantir la convergence avec un niveau fixe
de confiance indépendamment de la fonction d’optimisation. Les résultats obtenus ont été
améliorés par Greenhalgh et Marshall [70]. Néanmoins, la meilleure borne supérieure de
l’analyse qui peut être garantie est la même que celle d’un algorithme aléatoire en choisis-
sant au hasard des individus de façon indépendante dans chaque génération. L’échec de
ces approches pour obtenir des bornes utiles, a confirmé l’idée que lors de l’analyse de la
complexité du temps pour les problèmes de recherche heuristiques, la fonction d’optimisa-
tion doit être considérée. Une autre confirmation d’une telle idée est venue quand Droste
[41] a prouvé l’existence de fonctions pour lesquelles la stratégie d’évolution (1+1)-AE
trouve l’optimum global dans un temps égal à O (nn). Ainsi, la nécessité de mesurer la
performance des AEs pour des problèmes spécifiques est devenue évidente dans les années
quatre-vingt-dix. En particulier, il s’est avéré nécessaire d’utiliser des mesures standard
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telles que la relation entre la taille du problème abordé et le temps prévu pour que la
solution soit trouvée. Beyer [8] a confirmé qu’il n’y avait presqu’aucun résultat, avant le
milieu des années quatre vingt dix qui estime le temps d’optimisation dans le pire des
cas d’un AE qui travaille sur un problème quelconque, ou qui estime la probabilité de
l’obtention d’une solution remplissant une demande minimale avec t(n) étapes.
Par conséquence, une tentative a finalement été réalisée en vue d’une analyse systé-
matique de la complexité du temps qui transforme la théorie des AEs en une partie légale
de la théorie des algorithmes efficaces.
En raison de leur nature stochastique, l’analyse de la complexité du temps des AEs
est une tâche délicate. Les premières tentatives sont liées aux AEs de base (tels que le
(1+1)-AE) sur des fonctions simples avec quelques propriétés structurelles. Choisir des
problèmes pseudo-booléenne simples avec « une belle structure » sert à :
– Décrire le comportement d’un AE sur les problèmes typiques des fonctions ;
– Montrer quelques comportements extrêmes des AEs ;
– Réfuter largement les suppositions acceptées ;
– Comparer les différentes variantes des AEs.
Après les motivations ci-dessus, en 1998, Droste [40], Jansen et Wegener [94] ont
analysé les (1+1) AE sur les fonctions pseudo booléenne telle qu’ONEMAX et bin. Ils
ont étendu leurs résultats à des fonctions linéaires en prouvant une borne supérieure
de O (n log n). Dans la même année, Droste [39] a également analysé, de nouveau, le
(1+1) AE sur les fonctions uni-modales résultant du refus de la supposition, largement
répandue, que les AEs sont efficaces sur toutes les fonctions en produisant un exemple
pour lequel l’algorithme prend un temps exponentiel par rapport au temps prévu. Dans
l’année 2000,Wegener et Witt [193] ont prouvé qu’on peut également trouver des fonctions
quadratiques dont le temps de l’optimisation attendue pour le (1+1) AE est exponentiel
pour un problème de taille n. En outre, ils ont montré comment un (1+1) AE n’accepte
pas des individus avec les mêmes valeurs de fitness. Un autre objectif de ces études a
été celui de l’obtention de méthodes mathématiques et d’outils qui peuvent s’avérer très
utiles dans l’analyse des AEs sur des problèmes plus sophistiqués et réalistes, en général.
Ceci était nécessaire, car il s’est avéré que l’utilisation des chaines de Markov n’a pas été
suffisante pour l’analyse. Certains outils ont dû être importés à partir du domaine général
de l’analyse des algorithmes aléatoires et d’autres ont été spécialement définis [193].
En conséquence de ces préliminaires, il est désormais possible d’analyser le (1+1) AE
sur les problèmes d’optimisations combinatoires avec des applications pratiques. De plus,
quelques résultats réalistes concernant les AEs ayant des populations et exploitant les
croisement sont également été obtenus. De tels travaux sont devenus possibles en utilisant
des outils obtenus dans les précédentes analyses, directement ou en les étendant aux
nouveaux problèmes abordés. Toutefois, dans certains cas, de nouveaux outils semblent
nécessaires
Les résultats les plus importants sont donnés en collaboration avec les idées véhiculées
par les outils mathématiques les plus utilisés dans les analyses. Sans prétendre d’être
complète, l’étude déjà faite a été limitée aux problèmes d’optimisation combinatoire avec
des fonctions objectives simples. Bien que cette restriction se croise avec un grand nombre
de travaux théoriques liés, elle sert à mettre l’accent sur un thème général sans provoquer
une très grande dispersion [144].
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2.3.4 Éléments d’analyse des algorithmes évolutionnaires
Afin de faire une telle analyse, nous devons connaître les éléments d’analyse des méta-
heuristiques et spécialement celle des AEs.
2.3.4.1 Exploitation et Exploration
Les initiateurs des AEs ont introduit les notions d’exploitation et d’exploration. L’ex-
ploitation insiste sur la capacité, que doivent posséder ces algorithmes, d’examiner en
profondeur, par une méthode des zones de recherche particulières alors que l’exploration
met en avant la capacité de découvrir des zones de recherche prometteuses. Il est donc
pertinent d’analyser l’ensemble des méta-heuristiques en fonction de ces deux notions [73].
Les méthodes de voisinage entendent exploiter les bonnes propriétés de la fonction de
voisinage pour découvrir rapidement des configurations de bonne qualité. Elles reposent
sur l’hypothèse que les zones les plus prometteuses sont situées à proximité des configu-
rations (déjà visitées) qui sont les plus performantes. Le principe d’exploitation consiste
à examiner en priorité ces zones [31].
Dans les AEs, la sélection a pour effet de concentrer la recherche autour des configu-
rations de meilleure performance. Plusieurs méthodes introduisent des mécanismes d’ex-
ploitation spécifiques supplémentaires.
Cependant, l’application systématique du seul principe d’exploitation ne permet pas
une recherche efficace. En effet, l’exploitation conduit à confiner la recherche dans une zone
limitée qui finit par s’épuiser. Le cas de l’amélioration itérative rapidement piégée dans
un optimum local illustre du façon caractérisée ce phénomène [73]. Une autre illustration,
souvent évoquée, est fournie par le problème de convergence prématurée des AEs : du fait
de la sélection, la population finit par n’être constituée que d’individus similaires. L’une
des préoccupations majeures dans les AEs consiste d’ailleurs à préserver le plus longtemps
possible une diversité suffisante dans la population. En termes de palliatif à ce type de
difficulté, la solution consiste à diriger la poursuite de la recherche vers de nouvelles zones,
c.-à-d., à recourir à l’exploration [74].
En plus de la relance, les heuristiques emploient principalement deux autres stratégies
dans le but d’explorer : la première consiste à perturber aléatoirement et la seconde à ca-
ractériser les régions visitées pour pouvoir ensuite s’en éloigner. La première stratégie qui
est aussi la plus simple consiste à introduire des perturbations aléatoires : c’est le cas pour
les mutations aléatoires dans les AEs ainsi que pour la génération aléatoire d’un voisin
dans le recuit simulé. Dans les deux cas, la configuration courante est altérée de manière
aléatoire et un mécanisme d’acceptation est appliqué a posteriori. Ces deux méthodes
admettent donc en permanence des perturbations aléatoires. La deuxième stratégie, per-
mettant l’exploration, consiste à mémoriser au cours de la recherche, des caractéristiques
des régions visitées et à introduire un mécanisme permettant de s’éloigner de ces zones.
Citons également la pondération qui utilise une variante de cette idée, nous pouvons re-
marquer que cette seconde stratégie nécessite l’utilisation de la notion de mémoire. Notons
enfin que la recombinaison est parfois présentée comme une manière supplémentaire de
contribuer à l’exploration [73].
Nous venons de voir qu’il existe différents modes d’exploration. Les méta heuristiques
se différencient également selon la manière dont elles font varier l’intensité de l’exploration
au cours de la recherche.
La recombinaison constitue un autre principe général qui complète l’exploitation et
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l’exploration. Elle consiste à construire de nouvelles configurations en combinant la struc-
ture de deux ou plusieurs bonnes configurations déjà trouvées [74].
2.3.4.2 Méthodes générales et méthodes spécifiques
Contrairement aux algorithmes traditionnels dédiés à un problème spécifique, les AEs
constituent des mécanismes très généraux qui peuvent être adaptés pour traiter de nom-
breux problèmes différents. Pour expliquer l’efficacité d’un algorithme spécifique, on in-
voque souvent le fait qu’il utilise des connaissances spécifiques du problème. Pour expliquer
l’efficacité d’une méta-heuristique, deux types d’arguments opposés sont généralement
avancés.
Selon le premier point de vue, des mécanismes généraux suffisamment puissants ont
par eux-mêmes la faculté de mener efficacement la recherche sans disposer d’information
spécifique du problème considéré (contexte de boîte noire) : c’était notamment le point
de vue classique porté sur les AEs. Malheureusement, de même qu’il ne puisse exister de
stratégies avantageuses dans un jeu de hasard comme la roulette, il existe également des
limitations théoriques fondamentales qui amenuisent les espoirs d’une méthode aveugle
dans le cas le plus général. En fait, le théorème «No Free Lunch (NFL)» montre que pour
les problèmes de type boîte noire, toutes les méthodes sont équivalentes et font aussi bien,
ou plutôt aussi mal, que l’énumération aléatoire [199].
Selon le point de vue opposé, la puissance d’une méta-heuristique est d’abord liée
à son aptitude à intégrer des connaissances spécifiques du problème. La connaissance
du problème la plus fondamentale réside dans le codage du problème et dans le choix
de la fonction de voisinage. Plusieurs auteurs insistent sur l’importance du codage du
problème. Dans le cas du voyageur de commerce, plusieurs types de codages différents ont
été proposés et conduisent à des performances très variées. En général, il n’existe pas de
codage universellement efficace. Un «bon» codage doit permettre de restreindre l’espace
de recherche et intégrer des connaissances du problème.
Les AEs tentent également d’améliorer leur efficacité en incorporant des connaissances
supplémentaires dans leurs opérateurs. Plus les opérateurs d’une méthode utilisent des
connaissances spécifiques, plus la méthode dispose de moyens potentiels pour conduire
efficacement la recherche. En contrepartie, l’intégration de ces connaissances spécifiques
nécessite un effort pour spécialiser ou adapter la méthode. En général, une méthode offrant
des possibilités d’intégrer des connaissances du problème a plus de chance de produire de
bons résultats, mais demande un effort d’adaptation et de spécialisation. Au contraire,
une méthode très générale qui prétend n’intégrer aucune connaissance propre ne peut pas
être compétitive [73].
2.3.5 Méthodes d’analyse des algorithmes évolutionnaires
Depuis 1990, l’approche systématique de l’analyse des heuristiques de recherches aléa-
toires a élaboré d’une façon complète un nouveau domaine de recherche [46]. Maintes
analyse de calcul du temps de complexité des algorithmes évolutionnaire ont été réalisées
depuis le milieu des années quatre vingt dix. Les premiers résultats étaient liés à des al-
gorithmes très simples, tels que l’AE de type (1+1). Ces efforts ont produit une meilleure
compréhension de la façon dont un AE effectue ses différents traitements sur divers types
de fitness et de remise en forme générale des outils mathématiques qui peuvent être éten-
dus à l’analyse des AEs les plus complexes sur des problèmes plus réalistes. En effet,
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durant ces dernières années, il a été possible d’analyser l’algorithme (1+1) AE sur des
problèmes d’optimisation combinatoire avec des applications pratiques et plus réalistes
basées sur des AEs avec population [144].
En générale, si Xf est la variable aléatoire mesurant le temps durant lequel la solution
est trouvée par un AE pour une certaine fonction f, alors l’analyse de l’exécution d’un
algorithme aléatoire consiste à :
1. Estimer E(Xf ) dans le meilleur, le moyen et le pire des cas ;
2. Calculer de la probabilité de réussite Pr(Xf <= t) dans le meilleur, le moyen et le
pire des cas.
Comme les AEs constituent des processus stochastiques dont chaque état ne dépend
en général que de la valeur de l’état précédent, la méthode la plus simple et la plus utilisée
pour modéliser un algorithme évolutionnaire est les chaines de Markov.
Cependant, il n’est pas toujours facile de dériver des expressions explicites, ou les li-
mites de temps, pour l’estimation de la variable aléatoire Xf directement à partir de la
matrice de transition d’une chaine de Markov. Pour d’autres détails, des outils mathé-
matiques sont mis à la disposition des chercheurs dans le but d’analyse les algorithmes
évolutionnaires, le lecteur peut se référer au travail de Jun He et coll. [144].
2.4 Calcul de la complexité
Cette section discute un état de l’art concernant le calcul de complexité des AEs
tout en considérant les améliorations faites sur l’analyse des AEs à base population et en
décrivant les raisons derrière les travaux récents dans ce domaine.
2.4.1 De l’individu à la population
D’une manière similaire à l’analyse du type (1+1) AE, les premiers résultats théoriques
pour les AEs basés population ont été obtenus avec des fonctions ayant des structures in-
téressantes. L’idée étant de comprendre quand est-ce qu’une population ou l’opérateur
de croisement pourraient être bénéfiques. Les premières analyses ont été motivées par la
conjecture que les algorithmes génétiques ont été supposés comme une forme surperformé
des AEs de type (1+1), sans que des preuves théoriques aient été présentées. En parti-
culier, il y avait une nécessité de prouver l’existence d’une des fonctions pour laquelle les
algorithmes génétiques présentent de meilleures chances de réussite. Une autre direction
dans l’analyse des algorithmes évolutionnaire à base population a été de considérer des
stratégies d’évolution différentes plutôt que de d’exploiter directement les AGs.
2.4.1.1 Quand est-ce que les populations sont bénéfiques
Lorsque l’on compare les AEs d’un seul individu contre celle à base population, l’ana-
lyse doit prendre en compte le fait que les anciens algorithmes peuvent utiliser des stra-
tégies de redémarrage. En dehors de l’équité dans la comparaison, ceci est également
nécessaire du fait que les AEs nécessitent, dans leur pratique, un redémarrage probable
après un certain temps. En 1998, Rudolph [162] a déclaré "qu’il est facile de voir qu’un
algorithme évolutionnaire avec une large population ne peut pas être pire qu’un (1+1)
AE en ce qui concerne le nombre d’itérations". Toutefois, le nombre de générations n’est
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pas une mesure de performance équitable pour la comparaison, alors que le nombre d’éva-
luations de fitness est plus approprié.
En 1999, Jansen et Wegner ont présenté, pour la première fois, une analyse d’une
fonction (en l’occurrence JUMP) qui peut être optimisée de manière plus efficace avec
l’utilisation du croisement uniforme, contrairement à un AE qui ne l’utilise pas, à la
condition que les réplications des individus dans la population soient évitées. Les inves-
tigations d’exécution typiques et les résultats du problème du collecteur coupon ont été
d’une grande utilité pour cette analyse. Le problème est de savoir si les populations elles-
mêmes pourraient être bénéfiques est resté ouvert [93].
En 2001, Jansen et Wegner ont étendu leurs résultats par la production d’une classe
de fonctions pour lesquelles un algorithme évolutionnaire basé population, sans utilisation
de croisement, nécessite un temps polynomial pour son optimisation. D’autre part, un AE
de type (1+1) prend un temps d’optimisation super polynomial [95]. Afin d’obtenir leurs
résultats, ils doivent éviter une population qui ne converge pas trop rapidement. L’algo-
rithme satisfait la condition dans la mesure où la mesure de diversité est appliquée. Ainsi,
deux possibilités émergent : l’évitement des duplications et des répétitions. Le dernier mé-
canisme de diversité n’assure que la condition que chaque enfant possède au moins un bit
muté à chaque génération, et c’est le mécanisme utilisé par l’algorithme. Une fois encore,
les exécutions typiques sont souvent utiles dans ces analyses. Les classes de fonctions de
Royal Road associées à un AE (Steady state GA), et utilisant du croisement uniforme ainsi
que le croisement en un seul point sont plus performantes que toute stratégie d’évolution.
Witt a introduit des fonctions pour lesquelles, en augmentant la taille de la population,
le temps d’exécution s’améliore de l’exponentiel vers le polynomial sans l’utilisation des
mécanismes de diversité ou de croisement (le meilleur fossé prouvé précédemment était le
super-polynomial vs le polynomial). Toutefois, des exemples avec des temps d’exécution
inverses sont également donnés [197].
En 2003, Stroch et Wegner ont introduit de nouvelles fonctions pour lesquelles les
mêmes résultats précédents peuvent être obtenus, mais avec une population d’une taille
minimale de 2 individus [178].
En 2002, He et Yao [80] ont présenté un autre document qui prouve la façon dont une
population peut être bénéfique pour des individus uniques sur toutes sortes de problèmes
pseudo-booléen. Cette fois, les résultats sont atteints grâce à des stratégies de sélection
soigneuses, bien qu’un seul bit flips soit utilisé. Les résultats décrits ci-dessus prouvent que
parfois les populations et/ou croisements peuvent être utiles en montrant les classes de
fonctions pour lesquelles la combinaison d’une certaine taille de population et un opérateur
de croisement bien choisit de fournir une meilleure performance. Cependant, il n’est pas
encore très clair quand et comment on peut opérer au choix de la taille de la population
ou de l’opérateur de croisement. Aussi, il y a de nombreux exemples où ils ne s’avèrent
pas utiles à tous les cas.
2.4.1.2 Stratégies d’évolution basées populations
Une autre direction dans l’analyse des AEs à basse population a été celle de consi-
dérer les différents types de stratégies d’évolution plutôt que de s’intéresser directement
aux AGs. Jansen a analysé les AEs de type (1+λ) sur les principaux ESs, et les ONE-
MAX et a étendu leurs résultats de façon empirique à d’autres fonctions de référence plus
complexes. Malheureusement, les analyses présentées ici ne sont pas capables d’offrir une
forte prédiction sur la valeur appropriée de λ pour un cas de figure arbitraire. Toujours en
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considérant les résultats de la stratégie d’évolution basée population, Stroch et Jäagers-
kuppe, au contraire, ont comparé les stratégies (1+λ) et (1,λ) et ont prouvé qu’il existe
certaines valeurs de λ pour lesquelles, non seulement la stratégie des virgules s’exécute
aussi bien que toute autre stratégie, mais elle peut également les supplanter sur certaines
fonctions. Une extension des niveaux artificiels de la fitness est introduite à l’analyse [92].
D’autre part, Witt a analysé les AEs de type (µ + 1) sur les fonctions pseudo-
booléennes les plus connues et a produit un exemple pour lequel l’algorithme est plus
efficace que le AE de type (1+1) [198]. Cependant, sur les fonctions pseudo-booléennes
classiques, aucun bénéfice n’a été observé ni pour la population des descendants ni pour
la population parente. Dans le meilleur des cas, la fonction pour laquelle les popula-
tions donnent une amélioration considérable est plus compliquée que les autres analyses,
confirmant partiellement la conjecture empirique. Alors que les preuves de la limite supé-
rieure utilisent généralement la technique des fonctions de potentiel, l’approche des arbres
est exploitée pour l’obtention de la borne inférieure. Les résultats précédents font appa-
raître la nécessité d’analyser les AEs basés population qui peuvent être plus proches des
applications réelles. Des exemples simples sont les problèmes classiques d’optimisation
combinatoire présentant des applications pratiques. Si un AE basé population est plus
performant qu’un AE à base d’un seul individu sur des problèmes d’optimisation com-
binatoire difficiles, alors il peut y avoir une bonne chance qu’ils obtiennent de meilleurs
résultats sur les applications difficiles de la vie réelle [144].
2.4.2 Récapitulation
Les heuristiques de recherches aléatoires sont des algorithmes de recherche robustes
pour des problèmes indépendants. Elles ont été conçues pour les raisons pratiques sui-
vantes :
1. Certains problèmes concernant des applications réalistes doivent être résolus ra-
pidement, et souvent il n’y a pas assez de ressources financiéres, de temps ou de
connaissances pour construire un algorithme de problème dépendant.
2. La fonction qui doit être optimisée peut ne pas être connue, et uniquement par
échantillonnage de l’espace de recherche, quelques connaissances sur le problème
peuvent être acquises.
Les objectifs précédents font apparaître la nécessité de concevoir des algorithmes de
problèmes indépendants, même si un algorithme est construit spécialement pour résoudre
un problème devrait mieux fonctionner. D’où l’accent est mis sur la conception d’heuris-
tiques qui devraient bien fonctionner sur une large classe de problèmes. Concernant leur
analyse théorique, il n’est pas possible d’étudier les performances des algorithmes sur des
fonctions inconnues. Ainsi, leur comportement doit être analysé sur de larges classes de
fonctions et sur des problèmes d’optimisation combinatoire connus avec des applications
pratiques. Qu’il s’agisse des résultats positifs ou négatifs, tous les deux peuvent aider à
mieux comprendre sur quel genre de problèmes un algorithme peut être le meilleur ou le
pire, le cas échéant. Ainsi, ceci peut aider les praticiens dans le choix de l’heuristique et
l’ajustement de ses paramètres. Par ailleurs, les algorithmes évolutionnaires sont souvent
utilisés pour résoudre des problèmes d’optimisation combinatoire, car ils sont faciles à uti-
liser et les résultats empiriques qui suggèrent leur performance sont souvent couronnés de
succès. Il est généralement admis qu’un algorithme soit efficace si son temps d’exécution
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attendu est majoré par une fonction polynomiale de la taille du problème. En résolvant
un problème avec un algorithme, la première question qui nécessite une réponse est de
savoir si l’algorithme peut trouver la solution efficacement [57].
2.5 Mesures de performance
Les temps d’exécutions prévus et la probabilité de réussite sont les mesures de perfor-
mance globale, ces mesures de performance étant typiquement les plus utilisées pour les
algorithmes aléatoires. Dans la théorie des algorithmes évolutionnaires, plusieurs autres
aspects sont considérés. Les autres mesures de performances ont une certaine valeur, mais
nous pensons que finalement leur analyse est seulement un outil pour obtenir des résul-
tats sur le comportement global. Afin de comprendre le comportement global, il est utile
de comprendre le comportement local. La qualité de bénéfice et le taux du progrès sont
comme des mesures de performances locales qui décrivent le comportement d’une seule
étape. La théorie du schéma est aussi un résultat qui garantit un certain comportement
pour une seule étape. Pour les chaines de Markov (comme les algorithmes évolutionnaires)
la transition des probabilités pour une seule étape détermine le comportement global. Ce-
pendant, les mesures de performances locales sont dites « statistiques insuffisantes », ce
qui implique qu’en général, il est impossible de déduire les états d’un comportement glo-
bal. Nos mesures de performance globales décrivent le comportement avec un temps limité
et raisonnable [193].
En définitive, les résultats les plus intéressants sont obtenus avec la modélisation des
algorithmes évolutionnaires comme des systèmes dynamiques. Toutefois, ce modèle tra-
vaille implicitement avec une population infinie, mais il faut qu’on différencie entre les
populations infinies, les populations finies, et les populations avec une taille raisonnable.
2.6 Conclusion
Les algorithmes évolutionnaires constituent une classe de méthodes approchées adap-
tables à un très grand nombre de problèmes combinatoires et de problèmes d’affectation
sous contraintes. Ils ont révélé leur grande efficacité pour fournir des solutions approchées
de bonne qualité pour un grand nombre de problèmes d’optimisation classiques et d’ap-
plications réelles de grande taille. C’est pourquoi l’étude de ces méthodes est actuellement
en plein développement.
Si on peut constater la grande efficacité des algorithmes évolutionnaires pour de nom-
breuses classes de problèmes, il existe en revanche très peu de résultats permettant de
comprendre la raison derrière cette efficacité. Cette question constitue sans doute un défi
important pour les chercheurs.
Afin de résoudre des instances de taille et de difficulté croissantes, il faut mettre au
point des méthodes toujours plus puissantes. Pour atteindre cet objectif, au moins deux
voies privilégiées se développent : l’hybridation de méthodes et la parallélisation [89].
Le chapitre suivant sera consacré pour les études existantes dans le domaine de la pa-




Évolution des architectures parallèles
classiques et modernes dans la parallélisation
des algorithmes évolutionnaires
3.1 Introduction
L’informatique a connu une évolution importante ces dernières années avec la généra-lisation du concept de parallélisme. Le parallélisme s’est imposé au niveau de nom-
breuses architectures, langages et modèles de programmation parallèle qui ont été proposés
au cours des deux à trois dernières décennies, et ce, pour aider à surmonter les limites
avérées des processeurs standards. L’intérêt porté à ces architectures avait basculé récem-
ment compte tenu des limites de performances des processeurs séquentiels. L’évolution est
telle que, les processeurs séquentiels sont devenus de plus en plus efficaces faisant perdre
momentanément aux chercheurs leur intérêt pour des machines parallèles complexes. Ce-
pendant, la stagnation récente de la fréquence d’horloge pour ces mêmes processeurs a
fait regagner de plus en plus leur intérêt à l’utilisation des architectures parallèles [188].
Les constructeurs de cartes graphiques ont également eu recours à offrir la possibilité
d’exploiter les performances de ces cartes à des fins de calcul généraliste : on parle alors de
« General Purpose Graphic Processing Unit » ou GPGPU. Ainsi, de nouvelles plateformes
comme CUDA « Compute Unified Device Architecture » ont été conçus pour utiliser le
potentiel de ces cartes graphiques à des fins de calcul généraliste, et ce, du fait que ces
mêmes cartes incarnent une puissance de calcul parallèle sans commune mesure ayant des
coûts nettement inférieurs.
L’enjeu principal de la modélisation et de la simulation de l’évolution continue se
mesure en termes de contraintes et d’objectifs. Cependant, l’exécution de cette évolution
ne cesse d’exiger un temps de calcul exorbitant, allant jusqu’à plusieurs jours de calcul.
Ceci est renforcé par le fait que ces modèles complexes peuvent également avoir plusieurs
paramètres supplémentaires, qui doivent être considérés pour leur rôle important dans le
comportement du modèle. Pour ces raisons, des efforts considérables ont été consentis dans
la théorie ainsi que dans les technologies et les méthodologies avancées à l’effet d’accélérer
l’exécution sans perdre la précision du modèle [20]. Néanmoins, le constat fait qu’il y
avait peu d’études qui se sont intéressées à accélérer la simulation des applications faisant
partie de l’intelligence artificielle en utilisant les GPUs.
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La parallélisation des AEs n’est pas une nouvelle idée car les problèmes complexes
requièrent de larges populations dont le traitement qu’on leur réserve est du même type.
En effet, les AEs qui optimisent ces types de problèmes cherchent dans l’espace de solutions
d’une manière efficace si un grand nombre d’échantillons est disponible (individus dans la
population). On se voit donc confronté à un problème ayant deux volets : on ne dispose
pas de puissance de calcul infinie, d’une part et d’autre part l’utilisation et le traitement
de grandes populations conduit à des temps de calcul prohibitifs [124].
Alors que les unités de traitement informatique (CPUs) aient été optimisées pour
exécuter des tâches séquentielles, les GPUs sont destinés à calculer et à exécuter des
tâches massivement parallèles. De plus, les progrès récents ont contribué à l’apparition
d’une nouvelle approche de programmation basée GPUs. Ainsi, de nombreux algorithmes
ont été réécrits et repensés pour les GPUs modernes, qui sont caractérisés par le paradigme
de programmation massivement parallèle SIMD « Single Instruction Multiple Data ». Par
ailleurs, les GPUs ont été utilisés dernièrement pour accélérer des calculs dans divers sujets
(en Neuroscience [117], dans les algorithmes évolutifs [97], dans le traitement d’images
médicales [47], dans la compression de données [146], etc.)
Nous pouvons également noter que la disponibilité de nouveaux environnements de
développement appropriés tels que CUDA et OpenCL tend à simplifier davantage le déve-
loppement d’applications parallèles pour ce type de processeurs, et d’ouvrir, par la même,
la possibilité de développer des modèles bio-inspirés prédictifs plus intégratifs et détaillés
tout en diminuant en même temps le coût de calcul nécessaire pour simuler ces modèles.
Toutes ces considérations ont orienté de nombreux chercheurs vers les accélérateurs
graphiques en détournant leur rôle vers le calcul généraliste afin d’optimiser des problèmes
complexes. L’étude présentée dans la suite du document s’intéresse à l’utilisation des
GPUs pour l’accélération des techniques évolutionnaires.
Dans ce chapitre, nous tentons d’élaborer un aperçu sur les architectures parallèles
modernes et avancées ainsi que les modèles parallèles des AEs pour accélérer le processus
de recherche. Nous introduisons, dans la suite de notre logique, le GPU Computing comme
outil pour l’accélération des AEs. En outre, nous présentons les différents avantages et
les défis associés à cette technologie émergente avant d’établir un examen et une analyse
approfondis des différents travaux de la littérature qui se sont intéressés à l’implémentation
des AEs sur des architectures GPUs.
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Partie 1 :
Parallélisme et évolution des architectures
parallèles classiques et modernes
3.2. PARALLÉLISME : PHASES ET DÉFINITIONS
3.2 Parallélisme : phases et définitions
Le calcul parallèle/distribué signifie que plusieurs processus fonctionnent simultané-
ment et en parallèle sur plusieurs processeurs en résolvant une instance d’un problème
donné. Le parallélisme suit une décomposition de la charge de calcul total et une distri-
bution des tâches résultantes sur les processeurs disponibles. La décomposition peut avoir
une liaison avec l’algorithme, les données de l’instance du problème, ou la structure du
problème.
Dans le premier cas, dit parallélisme fonctionnel, des tâches différentes travaillant sur
les mêmes données, s’exécutent en parallèle et sont allouées aux différents processeurs et
exécutées en parallèle, avec la possibilité d’échange d’information.
Le deuxième type de parallélisme désigne le parallélisme des données ou le domaine
de décomposition, et se réfère au cas où le domaine du problème, ou l’espace de recherche
associé seraient décomposés et une méthodologie de solution particulière soit utilisée pour
traiter le problème sur chacun des composants résultant de l’espace de recherche.
Pour ce qui du troisième cas, qui est en outre le plus récent, il génère des tâches en
décomposant le problème en ensembles d’attributs. La décomposition peut être réalisée
grâce à des techniques de programmation mathématiques ou grâce à des heuristiques.
Consécutivement, certaines tâches travaillent sur des sous-problèmes correspondant à des
ensembles particuliers d’attributs, alors que d’autres combinent des solutions des sous-
problèmes aux solutions entières du problème original. Selon la façon dont «petit» et
«grand» constituent des tâches en termes de travail de l’algorithme ou de l’espace de
recherche, la parallélisation est dite ’fine’ ou ’à gros grains’, respectivement [27].
3.3 Architectures parallèles modernes et avancés : clas-
sification, modèles et langages de programmation
3.3.1 Classification des architectures classiques
Il existe plusieurs architectures parallèles différentes. En fonction du nombre d’ins-
tructions qui peuvent être exécutées simultanément et du nombre de flux de données sur
lesquelles ces instructions peuvent agir, une taxonomie très connue proposée par Flynn
en 1966, permet de regrouper ces architectures en quatre groupes : Single Instruction /
Single Data (SISD), Single Instruction / Multiple Data (SIMD), Multiple Instruction /
Single Data (MISD), Multiple Instruction / Multiple Data (MIMD) [124].
Figure 3.1 – SISD : Single Instruction Single Data.
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Figure 3.2 – SIMD : Single Instruction Multiple Data.
Figure 3.3 – MISD : Multiple Instruction Single Data.
Figure 3.4 – MIMD : Multiple Instuction Multiple Data.
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D’un côté, cette classification est universellement acceptée, utilise des notations brèves,
et permet une classification facile d’un système. D’un autre côté, avec cette classifica-
tion, une comparaison des différents systèmes est limitée, les interconnections, les en-
trées/sorties, les mémoires ne sont pas considérées dans le schéma. Par conséquent, il est
rare de classifier des architectures complexes modernes comme l’une des catégories de
Flynn [167].
En effet, la plupart des architectures modernes mettent en œuvre plusieurs de ces
paradigmes, comme les processeurs multi-coeurs modernes. Ceux-ci peuvent être de type
MIMD, en raison de leur implémentation multi-coeurs, mais peuvent être également de
type SIMD en raison de leurs pipelines d’instructions et leur jeu d’instructions de vecteur
[124], [167].
Handler a proposé une autre classification basée sur une notation élaborée pour expri-
mer le pipelining et le parallélisme, en adressant l’ordinateur à trois niveaux différents :
Unité de contrôle du processeur (CPU), Unité arithmétique et logique (ALU), Circuit au
Niveau du Bit (BCL). Cette classification est fortement orientée vers la description des
pipelines et des chaines. Bien qu’elle soit en mesure de décrire le parallélisme dans un seul
processeur, la variété du parallélisme dans les ordinateurs multiprocesseurs demeura mal
traitée [84].
Comme un ordinateur parallèle MIMD peut être caractérisé par un ensemble de pro-
cesseurs et de mémoire partagée ou des modules de mémoires communicants via un réseau
d’interconnexion, une autre manière de classer les architectures parallèles fut proposée en
considérant l’organisation, la mémoire et la communication inter-processus. Les plus ré-
pandues de nos jours sont l’accès uniforme à la mémoire (UMA), l’accès non uniforme à
la mémoire (NUMA) et aucun accès à distance à la mémoire (NORMA). Dans l’accès de
type UMA, la mémoire principale est uniformément partagée par tous les processeurs dans
le système multiprocesseur et tous les processeurs disposent d’un temps égal pour l’accès
à la mémoire partagée. Ce modèle est utilisé pour les applications multi-utilisateurs. Pour
ce qui est du modèle NUMA, chaque processeur ou groupe de processeurs dispose de sa
propre mémoire locale. L’ensemble de toutes les mémoires locales forme la mémoire glo-
bale qui est en fait partagée. De cette manière, la mémoire globale est distribuée sur tous
les processeurs. Dans ce cas, l’accès à une mémoire locale est uniforme pour le processeur
correspondant. Fournir des mémoires séparées pour chaque processeur réduit l’impact sur
les performances qu’on peut observer pour les architectures de l’UMA lorsque plusieurs
processeurs tentent d’accéder à la mémoire en même temps. Ce gain dépend de la lo-
calisation des données et est proportionnel au nombre de processeurs lorsque toutes les
données se trouvent dans la mémoire locale. Cette architecture est plus évolutive que celle
de l’UMA et permet d’associer un plus grand nombre de processeurs [167], [84], [81].
D’autres classifications sont possibles telles que celle basée sur l’arrangement des mé-
moires, la communication, et le type de parallélisme.
3.3.2 Environnements et langages de programmation
Dans un environnement parallèle, le programmeur doit gérer les problèmes liés aux
ressources disponibles importantes. Les bibliothèques de programmation parallèle exis-
tantes offrent une interface de haut niveau pour l’architecture sous-jacente. Cette couche
d’abstraction peut également inclure d’autres fonctionnalités inter-logiciel, comme le par-
titionnement des tâches, l’équilibrage de charge, et la communication des données ; qui
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peut différer d’un environnement parallèle à l’autre selon le modèle cible de program-
mation et le matériel utilisé. Par conséquent, les modèles de programmation parallèle
peuvent être classés, selon la façon dont les données sont gérées, en : passage de message,
parallélisme de thread, et parallélisme de données [102].
Les applications de passage de message contiennent un ensemble de processus com-
municants indépendants qui sont nommés uniquement et interagissent en recevant et
envoyant des messages les uns aux autres. Les spécifications les plus populaires pour le
passage de messages sont la spécification PVN (Parallel Virtuel Machine) et la spécifica-
tion MPI (Message Passing Interface). Les deux types de systèmes ont été conçus pour
être portables et supporter les architectures hétérogènes. Le modèle de parallélisme de
thread, également appelé le parallélisme de tâche de la mémoire partagée, est un modèle
où différentes tâches sont exécutées par un même processus, en partageant le même es-
pace d’adressage. Selon le point de vue des programmeurs, le principal avantage de ce
modèle sur le passage de messages est de permettre l’accès aux données partagées de la
même manière que le langage de programmation séquentielle. OpenMP est la norme la
plus populaire pour la programmation de la mémoire partagée [102], [81].
3.4 Émergence des GPUs comme un outil de calcul gé-
néral pour les méthodes parallèle bio-inspirés
3.4.1 Pourquoi les processeurs multi-coeurs et les GPUs ?
Les problèmes numériques les plus complexes sollicitent de plus en plus de puissance de
calcul et les traitements à opérer sur les données sont de plus en plus exigeants. Les GPUs
sont attractifs de par leur grande puissance de calcul théorique et leur coût modeste, ainsi
que leur faible consommation liée à un système de refroidissement efficace [51].
En 2006, pour la première fois depuis leur invention, en raison des limites de dissipation
de réchauffement, les processeurs ont atteint la limite des fréquences de fonctionnement
possible. Afin de fournir des puces plus puissantes, les fabricants ont ensuite commencé
à développer les processeurs multicoeurs, un chemin qui avait déjà été emprunté par les
fabricants de cartes graphiques plus tôt. En 2012, NVIDIA a sorti les processeurs GK110
bénéficiant de 2880 coeurs avec une simple précision et 960 coeurs de double précision,
pour une puissance de calcul de 6 Tflops en précision simple et 1.7 Tflops en précision
double [188].
Actuellement, les supercalculateurs sont pourvus généralement avec de millions de
coeurs dans les processeurs graphiques dédiés au calcul général, ce qui pose deux autres
questions [18] :
– Quel genre d’applications peut exploiter la puissance de calcul des GPUs pour l’ac-
célération ?
– Comment concevoir un GPU capable d’exécuter efficacement aussi bien les tâches
graphiques que les tâches généralistes ?
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Figure 3.5 – Les différents séries de cartes graphiques NVIDIA.
La partie suivante sera consacrée pour répondre à la deuxième question, en expliquant
l’architecture des GPUs actuels (Hardware), ainsi que les modèles de programmation
valable pour ces architectures (software).
3.4.2 Panorama matériel et logiciel des GPUs
Les architectures parallèles et hétérogènes sont de plus en plus parmi les courants do-
maines dominants et attractifs. Les accélérateurs graphiques disposent d’une performance
de crête théorique de l’ordre du TFlops, exploitable dans le domaine du GPU Computing
en utilisant les environnements de programmation associés, dans des domaines d’applica-
tion très variés [140].
Actuellement, les GPUs peuvent contribuer efficacement dans un champ d’application
plus large que le rendu graphique, dont l’exploitation de parallélisme de données est le
point commun majeur entre ces applications. Un certain nombre de GPUs commerciaux
sont disponibles sur le marché, telles que les gammes des constructeurs NVIDIA, AMD
et Intel. Chacun d’entre eux possède différentes séries, telles que la GeForce, la Quadro,
et la Tesla de NVIDIA, la Radeon, la FireGL et la FirePro/FireStream d’AMD et la
GMA d’Intel. La connaissance approfondie de l’architecture matérielle des GPUs ainsi
que leurs environnements de développement permet de mieux les exploiter, parmi ces
environnements, on peut citer : CUDA pour les cartes NVIDIA ; ATI Stream SDK pour
AMD/ATI et l’API "généraliste" OpenCL [81].
Naturellement, le nombre de coeurs du processeur continuera de croître proportion-
nellement à l’augmentation des transistors disponibles. Malgré leurs hautes performances
démontrées sur les applications de données parallèles, les processeurs fondamentaux GPUs
sont encore relativement de conception simple. Plus de techniques agressives seront intro-
duites avec chaque architecture successive pour augmenter l’utilisation réelle des unités
de calcul [188].
Du fait que le calcul parallèle évolutif sur les GPUs est encore un jeune domaine, on
assiste à l’émergence rapide de nouvelles applications. En les étudiant, les concepteurs des
GPUs pourront découvrir et mettre en oeuvre de nouvelles optimisations pour ces GPUs.
Le but de cette partie est la présentation des principales caractéristiques de l’éco-
système GPU actuel, en introduisant l’historique, les architectures des cartes graphiques
NVIDIA ainsi que les défis de programmation pour un tel hardware.
35
3.4. ÉMERGENCE DES GPUS COMME UN OUTIL DE CALCUL GÉNÉRAL
3.4.3 Développement du software GPU au cours de ces différentes
générations : Historiques vs Actualités
Les techniques matérielles du pipeline graphique tridimensionnel (3D) a évolué compa-
rativement aux grands systèmes coûteux du début des années 1980 et aux petites stations
de travail et PC accélérateurs du milieu et la fin des années 1990 [102].
Depuis l’apparition des accélérateurs graphiques dans les années 80, leur évolution n’a
cessé de s’accélérer [18]. Le terme GPU est introduit par NVIDIA, remplaçant le terme
VGA Controller qui est insuffisant pour exprimer l’ensemble des fonctionnalités offertes
par ces cartes.
La compréhension de l’héritage graphique de ces processeurs éclaire les forces et les
faiblesses de ces processeurs à l’égard des principaux modèles de calcul. En particulier,
l’histoire permet de clarifier le raisonnement derrière les grandes décisions de conception
architecturale des programmables GPUs modernes : MultiThreading massif, les mémoires
caches relativement petites par rapport aux unités centrales de traitement (CPUs), et la
conception d’interface de mémoire à bande passante centrée. Un aperçu sur les développe-
ments historiques sera également susceptible de donner au lecteur le contexte nécessaire
pour projeter l’évolution future des GPUs en tant que dispositifs de calcul [29]. Par la
suite, nous allons présenter un bref historique de l’évolution de ces dispositifs ainsi que le
développement des architectures actuelles.
Le calcul sous GPU a démarré comme un domaine de recherche pour les ordinateurs
graphiques au début des années 2000 et a bénéficié d’une haute importance comme un
processeur destiné vers le calcul généraliste. En 2001, pour la première fois, les unités de
traitement graphiques ont été construites sur une architecture programmable, permettant
à une multitude de programmes ([22], [23], [165]) d’être calculés et rendus en temps réel.
Ces effets sont achevés en utilisant des langages à base de Shaders de haut niveau tel que
GLSL (OpenGL Shading Language) [130], HLSL (Highlevel Shading Language) [130] et
CG (C for Graphics) [37]. Durant la même période, l’idée du parallélisme massif a com-
mencé à évoluer dans la société des chercheurs du domaine graphique (les chercheurs CG),
qui ont conçu les algorithmes per-vertex et per-fragment destinés à un ensemble de mil-
lions de primitives. Durant les années passées, la communauté scientifique s’est intéressée
à la capacité des GPUs et à leurs faibles coûts par rapport aux autres solutions (clusters,
supercomputers). Tandis que, l’adaptation d’un problème scientifique à un environnement
graphique était une tâche délicate et considérée d’abord comme un détournement du rôle
du GPU, elle est devenue un grand challenge du point de vue technique.
En 2002, McCool et coll. ont publié un travail qui détaille un langage de méta-
programmation dédiée au GPGPU nommé Sh [131]. En 2004, Buck et coll. ont proposé
un autre environnement dit Brook-GPU [13]. Ceci était une extension du langage C qui
permet la programmation générale sous les GPUs programmables. Ces deux langages (Sh
et Brouk-GPU) ont joué un rôle très important dans l’élargissement de l’idée de calcul
sur GPU (GPU Computing) en cachant le contexte graphique des langages shading.
En 2006, une autre API dédiée au calcul généraliste sous GPU a été réalisée. Mais
cette fois-ci par NVIDIA, appelé CUDA (Compute Unified Device Architecture). Tech-
niquement, L’API CUDA est une extension du langage C en compilant des utilitaires
d’ordre général, qui sont exécuté sur GPU (en se basant sur le modèle de programmation
à mémoire partagée). L’avènement de CUDA était un vrai important repère dans l’histoire
de ce type de programmation puisqu’elle était la première API qui a délivré une docu-
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mentation complète pour le démarrage dans ce paradigme de programmation. L’acronyme
CUDA réfère au calcul généraliste des GPUs NVIDIA [26]. Actuellement, seule NVIDIA
supporte CUDA.
En 2008, un standard a été créé avec OpenCL (Open Computing Language), per-
mettant la création de codes massivement parallèles, pour des plateformes multiples. Son
modèle de programmation est similaire de celui de CUDA, avec différents noms pour les
mêmes structures. Le modèle de programmation derrière CUDA et OpenCL est un aspect
clé pour la programmation GPU, tant ils définissent la majorité des composants essentiels
pour l’implémentation d’un algorithme massivement parallèle [72].
Figure 3.6 – La chronologie des languages au cours des années.
3.4.4 Futur du calcul GPU
Le calcul sous GPU a pris une évolution extraordinaire depuis l’introduction de CUDA.
Le matériel (Hardaware) a évolué en un temps incroyable, offrant de nouvelles caractéris-
tiques, améliorant la performance et le prix pour chaque génération.
Le logiciel a progressé également pour refléter ces changements, à partir de la ver-
sion initiale de CUDA 1.0 à la version actuelle CUDA 7.0 rendant le calcul parallèle plus
facile. Ces progrès ont créé une forte position du calcul sous GPU dans le monde du
calcul haute performance (High Performance Computing - HPC), représenté par l’un des
supercalculateurs les plus puissants du monde nommé Titan, qui est composé de 18 688
processeurs avec le même nombre de GPUs Tesla K20s, ce qui permet d’atteindre une
performance totale de 27 PFLOPS. Récemment, Le Titan a été dépassé par le supercal-
culateur Tianhe-2, qui est composé de 16 000 noeuds informatiques (ordinateurs), chacun
avec deux processeurs Intel lvy Bridge Xeon et trois puces Xeon Phi, ajoutant jusqu’à un
total de 3.120.000 coeurs et 33.86 PFLOPS.
NVIDIA a travaillé également à étendre le calcul haute performance pour les appareils
mobiles. Cet effort a donné lieu à une nouvelle gamme de puces codées nommées Tegra,
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ayant servi dans de nombreuses différentes tablettes et téléphones mobiles. Une puce Tegra
comprend un processeur ARM ainsi qu’un nombre de GPUs coeurs, qui pourraient être
non programmable de la même manière que les GPUs standards tels que les cartes de
GTX ou Tesla. Cependant, cela a changé en 2014, lorsque NVIDIA a annoncé une puce
complètement redessinée nommée Tegra K1, comportant Kepler. L’introduction de Tegra
K1 a redéfini le marché du mobile et a permis de nombreuses nouvelles fonctionnalités
sur les appareils mobiles tels que DirectX 11.2, OpenGL 4.4 et CUDA 6.0.
L’avenir du calcul sous GPU semble également brillant avec la prochaine génération
Maxwell, qui s’appuie sur le succès de Kepler.
La puce Maxwell GM117 comprendra un processeur Denver ARM 64 bits dual core
intégré, qui décharge une partie du travail de GPU telle que les calculs PhysX. Un autre
ajout inclut la mémoire virtuelle unifiée permettant au CPU d’accéder à la mémoire du
GPU et vice versa. Cette étape sera suivie par une prochaine génération nommée Pascal,
qui introduit deux technologies clés qui mettent l’accent sur l’apprentissage de la machine.
La première est appelée « NVlink », qui renforcera la vitesse du bus PCIe de 5 à 12 fois
par l’amélioration de la communication entre le CPU et le GPU. La deuxième technologie
clé est une mémoire 3D, qui est fondamentalement une DRAM empilée. Cette nouvelle
mémoire va avoir 4 fois plus efficace et une bande passante 5 fois plus élevée de l’ordre de
1 TB/sec.
3.4.5 Architecture matérielle et logiciel du GPU
Conduit par la demande pour des graphiques 3D à haute définition sur des ordinateurs
personnels, les GPUs ont évolué en un environnement fortement parallèle, multithreads et
multicoeurs [132]. Dans la suite du document, une vue générale de l’architecture matérielle
et logicielle sera présentée.
3.4.5.1 Vue générale de l’architecture matérielle
Le processeur GPU (Graphics Processing Unit) orienté débit représente une tendance
majeure dans l’avancement récent des architectures pour l’accélération du calcul paral-
lèle. Effectivement, cette architecture offre une puissance de calcul énorme et une bande
passante de mémoire très élevée par rapport aux CPUs traditionnels. Puisque plus de
transistors sont dévoués au traitement des données plutôt qu’aux caches de données et
aux flots de contrôle, le GPU est spécialisé pour des applications fortement parallèles et
intenses en termes de calcul. Une revue complète sur l’architecture du GPU peut être
consultée dans [140], [102], [188].
La plus évidente caractéristique du GPU est la disponibilité d’un très grand nombre de
coeurs assez simples au lieu de quelques coeurs complexes comme les processeurs classiques
multicoeurs de bureau à usage général.
Du point de vue physique, les GPUs NVIDIA sont organisés comme des Streaming
Multiprocessors (SM : multiprocesseurs de traitement de flux) embarquant des proces-
seurs scalaires élémentaires (SP : Scalar Processors). Les SMs utilisent la mémoire du
périphérique comme une ressource partagée. Chaque SM contient par ailleurs un nombre
important de registres, utilisés pour stocker les opérandes des instructions [140].
Par exemple, pour chaque type de GPU envisagé, il convient donc de tenir compte
de ces spécificités en termes de répartition des unités de calcul et de modèle d’exécution,
ainsi que de la hiérarchie mémoire.
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Figure 3.7 – Une représentation simplifié de l’architecture GPU de NVIDIA GTX 280
(à gauche) et GTX 480 (à droite).
3.4.5.2 Vue générale de l’architecture logicielle
Comme nous l’avons indiqué dans la partie matérielle, l’architecture du GPU varie
considérablement à chaque génération. En outre, même dans une génération, la consi-
dération de la puce (en particulier, le nombre de coeurs) peut être modifiée. Ceci peut
entrainer des complications lors du portage des programmes à différentes architectures ci-
blées. Pour pallier ce problème, NVIDIA a développé un logiciel appelé CUDA qui fournit
une abstraction du matériel sous-jacent, ce qui facilite la portabilité, même à travers les
différentes architectures et la compréhension du processeur sous-jacent.
Dans le paradigme GPGPU, le CPU est considéré comme l’hôte et le GPU est utilisé
comme un coprocesseur périphérique. De cette manière, le GPU a sa propre mémoire
et ses éléments à traiter qui sont séparés de l’ordinateur hôte. Les données doivent être
transférées entre l’espace mémoire de l’hôte et la mémoire du GPU pendant l’exécution
des programmes. Le transfert de la mémoire du CPU vers la mémoire du GPU est une
opération synchrone qui est coûteuse en termes de temps de calcul. Le bus de la bande
passante et la latence entre le CPU et le GPU peuvent diminuer significativement les
performances de la recherche. Ainsi, ces transferts de données doivent être minimisés
[132].
Les opérations séquentielles doivent être programmées comme des fonctions d’hôte
qui s’exécutent sur le CPU. Par conséquent, les opérations parallélisables devraient être
programmées comme des Kernels ou des fonctions du dispositif qui s’exécutent sur le GPU.
Les deux fonctions d’hôte et de dispositif seront appelées via une fonction principale de
l’hôte.
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Figure 3.8 – La correspondance entre la physique et la logique de l’architecture GPU
Nvidia avec son environnement de programmation CUDA, où DU représente Direction
Update, PU représente Position Update, et FU représente Fluence Update.
Dans l’environnement CUDA, l’unité de base d’un code parallèle est le Thread, des
milliers de Threads peuvent s’exécuter simultanément avec le même ensemble d’instruc-
tions appelé Kernel. Un Thread sur GPU peut être vu comme un élément de donnée à être
traité. Comparés aux Threads sur CPU, les Threads sur GPU sont légers. Ce qui signifie
que changer le contexte entre deux Threads n’est pas une opération coûteuse. Un Kernel
peut employer les registres comme une mémoire à accès rapide. La communication entre
les Threads peut être effectuée avec la mémoire partagée, qui est une sorte de mémoire
très rapide surtout pour les opérations d’accès de lecture et d’écriture.
Concernant l’organisation spatiale de Threads, les Threads sont organisés à l’intérieur
de blocs de Threads. Un Kernel est exécuté par de multiples blocs de Threads de même
taille. Les blocs peuvent être organisés en des grilles à une, deux, ou trois dimensions de
blocs de Threads, et les Threads à l’intérieur d’un bloc peuvent être regroupés de manière
similaire. Tous les Threads appartenant à un même bloc peuvent être affectés à différents
multiprocesseurs.
La communication entre le CPU et le GPU peut se faire par la mémoire globale, la
mémoire constante, ou la mémoire de texture du GPU. Par ailleurs, il y’a lieu de noter
que les dernières générations de GPUs contiennent une mémoire accessible par les deux
périphériques.
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Figure 3.9 – L’organisation spatiale de threads.
Après la compilation par l’environnement CUDA, un programme s’exécute comme un
Kernel sur le GPU. Un Kernel prend les paramètres d’entrée, effectue les calculs, et renvoi
les résultats vers la mémoire du GPU où les résultats peuvent être lus par le CPU. Chaque
Thread doit effectuer la même opération dans le Kernel, mais les données d’entrée peuvent
être différentes. Avec des milliers de Threads qui font des tâches similaires simultanément,
la vitesse de calcul peut s’avérer significativement améliorée. Le CPU est le propriétaire
du code hôte qui prépare des données d’entrée et accepte des valeurs de sortie provenant
du GPU. La tâche de calcul intensif est gérée par les Kernels GPU. Les données de sortie
sont écrites dans la mémoire globale du périphérique (GPU) afin d’être récupérées par le
programme du CPU. Pour une description très complète, le lecteur est renvoyé à consulter
le guide de programmation CUDA C [26] et des ressources similaires.
Nous pouvons résumer les aspects clés de la haute performance d’un code GPGPU
comme ils l’ont été dans l’étude réalisée dans le travail de (yang et al,[205]) :
1. Les accès mémoire doivent être coalescés et chaque élément de données peut avoir
besoin d’être un type de vecteur ;
2. L’utilisation commune d’une mémoire partagée se fait par un logiciel qui gère la
réutilisation de la mémoire ;
3. Les balances du parallélisme et les optimisations de la mémoire doivent être faites
avec soin, comme plusieurs Threads dans le même bloc ainsi que de multiples blocs
sont en concurrence pour les ressources limitées dans un SM, y compris le fichier de
registre, la mémoire partagée, et le nombre de Threads étant pris en charge dans le
matériel ;
4. Des milliers de Threads doivent être exécutées simultanément sur le GPU pour
dissimuler la latence de la mémoire ;
5. La divergence de Threads doit être réduite au minimum par l’exécution de tous les
Threads au sein d’un Warp en suivant le chemin d’exécution.
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3.5 Applications GPGPU pour la vie artificielle.
Cette section fournit une vue générale concernant l’application des GPUs dans quelques
domaines de recherche dans la vie artificielle, tels que la bio-informatique, les réseaux de
neurones artificiels, les L-Systèmes, le développement cellulaire, les algorithmes évolution-
naires, le traitement de la vision, qui vont constituer la partie présentée par la suite.
3.5.1 Bioinformatique
Comme on pouvait s’y attendre, les GPUs ont été suggérés pour des applications médi-
cales de traitement d’image depuis quelques années maintenant. Les chercheurs prévoient
qu’après le portage de quelques algorithmes clés avec succès au GPU, dans quelques
années, la bio-informatique adoptera le GPU pour l’accélération de plusieurs routines
utilisées dans ces applications.
Charalambous et coll. [17] ont utilisé avec succès un GPU alimenté bas de gamme
pour démontrer l’inférence d’arbres de succession évolutifs (par portage RAxML sur une
carte graphique nVidia). La comparaison des séquences est la source vitale de la bio-
informatique. Liu et coll. [118] ont exécuté l’algorithme clé de Smith-Waterman sur un
GPU haut de gamme. Ils ont démontré une réduction d’un facteur allant jusqu’à taille
(16) à l’époque et pour la plupart des protéines. Schatz et coll. [168] ont également utilisé
CUDA pour porter une autre séquence d’outil de recherche (MUMmer) sur un autre
GPU de la gamme G80 où ils ont obtenu une multiplication de la vitesse par un facteur
allant de 3 à 10 lors de l’appariement des brins d’ADN courts contre des séquences plus
longues. En brisant les requêtes des GPUs en fragments dimensionnés, ils étaient en
mesure d’exécuter de courtes séquences (par exemple 50 bases) contre un chromosome
humain complet. Gobron et coll. [60] ont utilisé OpenGL sur un GPU haut de gamme
pour conduire une simulation d’automates cellulaires de l’œil humain et ont obtenu un
traitement en temps réel d’une caméra d’entrée. Les GPUs ont également été utilisés dans
l’ingénierie médicale. Par exemple, une GeForce 8800 fournit un ordre d’accélération de
15 à 20, améliorant la réponse haptique d’un outil de simulation de chirurgie interactive
en temps réel [119].
3.5.2 Réseaux de neurones artificiels et les algorithmes évolution-
naires
Les applications d’intelligence computationnelle des GPUs ont inclus les réseaux de
neurones artificiels (par exemple. les perceptrons multicouches et l’auto-organisation des
réseaux [120]), les algorithmes génétiques [52], les stratégies d’évolution, et la program-
mation génétique [114], [158], [76], [75], [77], [110], [111], [19], [112], [191].
3.5.3 L-Systèmes
Les systèmes de Lindenmayer populairement connu sous le nom de L-systèmes sont
des systèmes de chaîne de réécriture qui consistent en un initiateur appelé axiome, et un
ensemble de règles appelées générateur [154]. Afin d’accélérer la génération d’images avec
les L-systèmes, des travaux de recherche ont été réalisés en direction de la dérivation des
L-systèmes directement sur les unités de traitement graphique, qui permet d’examiner
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si l’interprétation géométrique des L-systèmes peut être divisée en milliers de Kernels
qui peuvent être implémentés en parallèle avec les Threads CUDA. Certains travaux ont
analysé le parallélisme de la mise en oeuvre des L-Systèmes sur GPU [108]. Lipp et coll.
[115] ont été les premiers à analyser la possibilité de la mise en oeuvre des L-système en
utilisant CUDA.
3.5.4 Traitement de la vision artificielle
Généralement, les systèmes standards de vision nécessitent plusieurs traitements à
faire en un temps minimum. Comme l’augmentation de la résolution des caméras ainsi
que la complexité des algorithmes de traitement d’images, il s’avère que le CPU est en
retard par rapport au GPU en termes de performances (p. ex. Pulli et coll. 2012 [155]) et
pourrait être lent pour aborder le contrôle des tâches en temps réel d’un robot.
Avec l’introduction des outils de programmation généraliste tels que CUDA et OpenCL,
plusieurs API de traitement de vision ont été élaborées, telles que OpenCV (Pulli et coll.
2012, [155]), OpenVIDIA(Fung and Mann 2005, [54]), gpuCV (Patil and Shahapure 2013,
[147]) ou NVIDIA Performance Primitives (NPP) library [36]. Cela active le développe-
ment rapide de nouvelles applications en traitement d’image dans la vision artificielle des
robots (Folkers and Ertel 2007, [53]), telle que la vision stéréo (Lyes and Hawick 2011,
[122]), le flux optique (Kim et coll. 2009 [101]), la détection de saillance (Thota et al.
2013, [184]), la reconstruction 3D (Gallup 2011, [55]), la fonctionnalité de suivi (Sinha et
coll. 2006, [174]), la détection d’objets (Coates et coll. 2009, [21]), la détection de visage
(Devrari and Kumar 2011, [34]) et la détection pose corps (Brown et coll. 2011, [12]).
La tendance générale est que ces algorithmes sont bien adaptés pour l’architecture
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3.6 Modèles parallèles des algorithmes évolutionnaires
3.6.1 Sources de parallélisation des algorithmes évolutionnaires
D’une part, les problèmes d’optimisation sont de plus en plus complexes et leurs besoins
en ressources augmentent sans cesse. Les problèmes d’optimisation de la vie réelle sont
souvent NP-hard en matière de consommation de ressources CPU et/ou mémoire. Bien
que l’utilisation des méta-heuristiques permette de réduire considérablement la complexité
de calcul du processus de recherche, ce dernier reste consommateur de temps pour de
nombreux problèmes dans divers domaines d’application, où la fonction objective et les
contraintes associées au problème sont des ressources (p. ex., CPU, mémoire) intensives
et la taille de l’espace de recherche est très élevée [180].
D’un point de vue algorithmique, la principale source de parallélisme pour les AEs
est l’exécution concurrente de leurs itérations de boucles intérieures. Malheureusement,
c’est souvent la seule source facilement accessible dans les AEs, la plupart des autres
étapes étant dépendantes du temps et nécessitant le calcul des étapes précédentes pour
être achevées. Même lorsque le parallélisme est disponible, la synchronisation dépendant
du temps des étapes de l’AE donne des latences importantes, ce qui rend le calcul parallèle
non pertinent [27].
Un AE contient plusieurs étapes qui peuvent être indépendantes ou non. Pour commen-
cer, l’initialisation de la population est intrinsèquement parallèle, car tous les individus
sont créés de façon indépendante (généralement avec des valeurs aléatoires).
Ensuite, tous les individus nouvellement créés doivent être évalués. Mais, comme ils
sont tous évalués de manière indépendante en utilisant la fonction de fitness, l’évalua-
tion peut également être faite en parallèle. Il est intéressant de noter que dans les AEs,
l’évaluation des individus est généralement l’étape la plus consommatrice de l’AE.
Une fois la population parente obtenue (par évaluation de tous les individus de la
population initiale), il est nécessaire de créer une nouvelle population de descendants.
Afin de créer un descendant, il est nécessaire de sélectionner quelques parents sur lesquels
seront appliqués les opérateurs de variation. Dans les AEs, la sélection des parents est
aussi parallélisée parce qu’un parent peut être sélectionné plusieurs fois, ce qui signifie
que les sélecteurs indépendants peuvent choisir ce qu’ils veulent, sans aucune restriction.
La création d’un descendant hors des parents sélectionnés est également une étape
totalement indépendante : un opérateur de croisement doit être appliqué sur les parents,
suivi par un opérateur de mutation sur le descendant créé.
Ainsi, on peut constater que jusque-là, toutes les étapes de la boucle évolutionnaire
sont intrinsèquement parallèles, sauf pour mais pour la dernière, le remplacement. Afin
de préserver la diversité dans les générations successives, la génération (N+1)eme est créée
en sélectionnant l’un des meilleurs individus de la population des enfants des parents +
la population des enfants de la Neme génération. Cependant, si un individu est autorisé
à apparaître plusieurs fois dans la nouvelle génération, il pourrait rapidement devenir
prééminent dans la population, induisant ainsi une perte de diversité qui aura pour consé-
quence de réduire la puissance d’exploration de l’algorithme [127].
Par conséquent, les AEs imposent que tous les individus de la nouvelle génération
soient différents. C’est une véritable restriction sur le parallélisme, puisque cela signifie
que la sélection des N survivants ne peut être faite de façon indépendante, sinon un même
individu peut être sélectionné à plusieurs reprises par plusieurs sélecteurs indépendants.
D’autre part, une quantité significative du parallélisme peut se trouver dans le domaine
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du problème à résoudre ou dans l’espace de recherche correspondant. En effet, il n’y a
pas de dépendances de données entre le coût ou les fonctions d’évaluation de solutions
différentes et, par conséquent, elles peuvent être calculées en parallèle. De plus, théorique-
ment, le parallélisme dans la solution ou l’espace de recherche est aussi grand que l’espace
lui-même. Il y a des limites considérables à une exploitation efficace de ce parallélisme,
cependant. Pour des raisons évidentes, attribuer un processeur pour chaque évaluation de
la solution ne présente aucun intérêt. L’espace de solutions ou de recherche doit donc être
partagé entre les processeurs, donc, une sérialisation de l’évaluation de solutions affectées
au même processeur doit prendre place. Les partitions résultantes sont généralement en-
core trop grandes pour une énumération explicite et, par conséquent, une méthode exacte
ou heuristique de recherche est toujours nécessaire pour l’explorer implicitement. Le par-
titionnement pose alors deux questions à l’égard de la stratégie globale de la recherche
méta-heuristique [27] : le contrôle d’une recherche globale menée séparément sur plusieurs
partitions de l’espace original et l’exhaustivité de la solution finalement atteinte. L’al-
location des ressources informatiques doit mener à une exploration efficace évitant, par
exemple, la recherche des régions avec des solutions de mauvaise qualité. Finalement, on
pourrait se demander si plusieurs générations pourraient évoluer en parallèle, le fait que
la génération (N+1) est basée sur la génération N infirme cette idée.
Le calcul parallèle et distribué peut être utilisé dans la conception et la mise en oeuvre
de méta-heuristiques et par la suite les AEs pour les raisons suivantes [121] :
– Accélération de la recherche : Ceci est un aspect crucial pour la classe de problèmes
où il y a des exigences précises sur le temps de recherche. Un des principaux objec-
tifs de la parallélisation d’une méta-heuristique est de réduire le temps de recherche.
Ceci aide à une conception interactive en temps réel des méthodes d’optimisation.
– Amélioration de la qualité des solutions obtenues : certains modèles parallèles pour
les méta-heuristiques permettent d’améliorer la qualité de la recherche. En effet,
l’échange d’informations entre les méta-heuristiques coopératives va modifier leur
comportement en termes de recherche dans l’espace de recherche associé au pro-
blème. L’objectif principal d’une coopération parallèle entre les méta-heuristiques
est d’améliorer la qualité des solutions.
– Amélioration de la robustesse : Une méta-heuristique parallèle peut être plus ro-
buste en termes de résolution de différents problèmes d’optimisation et différentes
instances d’un problème donné avec une manière efficace.
– Résolution de problèmes à grande échelle : les méta-heuristiques parallèles per-
mettent de résoudre des instances à grande échelle pour des problèmes d’optimi-
sation complexes. Un enjeu est de résoudre de très grandes instances qui ne peuvent
être résolues par une machine séquentielle. Un autre défi similaire est de résoudre
des modèles mathématiques plus précis associés aux différents problèmes d’optimi-
sation.
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3.6.2 Classification des Modèles Parallèles des AEs
Plusieurs recherches ont été élaborées en ce qui concerne la classification des méta-
heuristiques, les plus fameuses sont celle de Crainic et Toulouse [24], qui ont considéré
les sources de parallélisation dans ces techniques, et celle de Cung et coll.[27] qui se veut
indépendante de l’architecture.
Le processus d’évolution artificielle peut être mis en oeuvre sur le matériel parallèle
de diverses manières, où l’idée de base est à propos des individus de la population, qui
sont indépendants les uns des autres, et seulement quelques étapes de l’algorithme qui
nécessitent une interaction entre elles, principalement le croisement et la réduction de la
population [124].
Selon Cantu-Paz [14] et Alba et Tomassini [1], Grefenstette [71] est le premier à avoir
introduit plusieurs types de parallélisme des AEs, où il a mis en oeuvre un algorithme
Maître-Esclave synchrone et un autre asynchrone (coarse-grained model). Ces deux caté-
gories sont fondées principalement sur la structuration de la population.
Dans le modèle global, une population est maintenue et tous les processeurs accèdent
au même groupe d’individus. Par contre, dans la deuxième catégorie, la population est
structurée en sous-ensembles, cette dernière concerne les AEs parallèles distribués.
Les AEs cellulaires représentent une autre catégorie, qui pousse encore la structura-
tion de la population, en considérant un individu et son voisinage immédiat comme une
sous-population. Il est notable ici que ces catégories ne sont pas strictes, puisqu’il existe
également des modèles mixtes, où plusieurs niveaux de parallélisme sont présents
3.6.2.1 AEs parallèles globales ou le modèle Maitre/Esclave
Approches standards
L’évaluation d’un individu particulier est en général, le cas le plus commun, et indé-
pendamment de l’évaluation des autres individus. Sur une architecture parallèle, il est
possible de répartir la population (parents ou descendants) en sous-ensembles et attribuer
chaque sous-ensemble à un processeur pour être évalué. Cette parallélisation ne modifie
pas le comportement de l’algorithme. Seul le temps d’évaluation est réduit en utilisant
plusieurs processeurs pour évaluer la population.
La parallélisation en utilisant le modèle maître/esclave présente l’avantage d’être com-
parable à un algorithme séquentiel équivalent (l’évaluation des populations et des indivi-
dus se fait d’une façon parallèle). Ce qui simplifie la comparaison entre les algorithmes
séquentiels et parallèles, et le calcul de l’accélération en particulier peut être fait à la base
d’une seule exécution. En outre, ce modèle n’impose pas une architecture de matériel
spécifique, tant il existe des variantes sur de nombreux types de machines, qui sont soit
partagées ou à mémoire distribuée (répartie), pour des processeurs MIMD ou SIMD.
Cependant, l’accélération réalisée avec un tel modèle est en fonction de la difficulté du
problème et de l’architecture matérielle, puisqu’elle est limitée à la partie parallélisable
de l’algorithme.
Cette méthode offre plusieurs avantages. Le premier est évidemment, comme on l’a
noté ci-dessus, d’être tout à fait comparable avec les algorithmes séquentiels. Le second est
la portabilité de ce modèle, qui peut être implémenté sur un grand nombre d’architectures
parallèles. Comme dernier avantage, on peut citer l’absence de paramètres supplémentaires
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par rapport aux approches séquentielles. En effet, seul le nombre de noeuds doit être
spécifié, mais ça ne modifie pas le comportement de l’algorithme.
Toutefois, ce modèle a aussi des désavantages : c’est un modèle synchrone, où les noeuds
travaillent pas à pas. Le noeud maître envoie séquentiellement les sous-populations aux
noeuds esclaves faisant de son interface avec les noeuds d’esclaves un goulot d’étrangle-
ment. Ensuite, le noeud maitre fonctionne au ralenti, car il attend les noeuds esclaves
pour calculer les valeurs de le fitness, même s’il est tout à fait possible de lui attribuer un
sous-ensemble à évaluer. Encore une fois, l’interface de communication du noeud maître
devient un goulot d’étranglement. Enfin, le noeud maître remonte à l’exécution de l’algo-
rithme séquentiel standard, ce qui signifie que les noeuds esclaves sont au ralenti. Ainsi,
il y a plusieurs synchronisations, opérations d’échange et d’attente dans ce modèle.
Les points critiques sont la vitesse de l’interface de communication du noeud maître, et
le rapport de temps entre l’évaluation de la population et le reste de l’algorithme (moteur
d’évolution).
Enfin, la parallélisation utilisant ce modèle permet de partager les ressources de calculs,
mais ne prend pas en compte l’avantage de la taille de la mémoire distribuée parce que
la population est toujours stockée sur le noeud maître. Cependant, elle permet d’utiliser
une architecture asymétrique, où le noeud principal est une machine puissante avec un
grand espace mémoire, et les noeuds esclaves sont plus petits avec moins de possibilités
d’accès mémoire.
Figure 3.10 – Exécution d’un modèle Maitre/Esclave.
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Figure 3.11 – Algorithme de l’évaluation au sein d’un modèle Maitre/Esclave.
Approches non standard :
Il existe des implémentations dites panmictiques. Dans ce cas, elles perdent leur com-
parabilité avec les algorithmes séquentiels, mais le principe sous-jacent reste toujours le
même [82]. On peut distinguer :
– Les AEs panmictiques distribués : cet algorithme effectue un grand nombre
d’échanges individuels entre les noeuds, avant les étapes globales de l’algorithme ;
– Les AEs panmictiques asynchrones : ce type d’algorithmes est effectivement
très approprié pour une architecture à mémoire partagée, avec un nombre restreint
de processeurs (threads). L’absence de synchronisation et de communication entre
les cores permet une accélération linéaire par rapport au nombre de coeurs, au moins
en termes de nombre d’évaluations.
Les AEs parallèles sont développés en tenant compte des architectures matérielles
disponibles. Partant de cette constatation, Golub et coll. ont proposé [65], [67], [66] un
algorithme qui se concentre sur l’utilisation de la mémoire partagée des machines parallèles
des années 2000. Durant ces années, un PC parallèle fusionne 2 ou 4 coeurs. En utilisant
un modèle maître/esclave, ont obtient une vitesse utile dans certains cas, mais présentant
des restrictions pour certains types d’algorithmes.
3.6.2.2 AEs parallèles distribués (En îlots)
L’utilisation d’une seule population, où tous les individus peuvent potentiellement
s’accoupler pour produire un descendant est évidemment loin d’un modèle de la nature.
En outre, nous avons vu que cela nécessite soit l’utilisation du modèle classique maître-
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esclave centralisé, ou des échanges très fréquents entre les sous-populations. Ceci impose
des contraintes sur le matériel, qui ne peuvent être remplies par l’architecture utilisée.
Ce modèle qui est plus proche de la notion naturelle de DEME, est adapté pour les
architectures à mémoire distribuée, qui sont largement utilisées dans le calcul à haute
performance. Ce modèle de parallélisation est dit ’Algorihmes évolutionnaires distribués’
(distributed evolutionary algorithm, dEA).
Chaque noeud exécute un AE classique, avec un échange de temps en temps des
meilleurs individus avec les autres noeuds du réseau.
Figure 3.12 – Algorithme de l’évaluation au sein d’un modèle en ilôt.
Ces modifications permettent un parallélisme avec peu ou pas de synchronisation entre
les noeuds et quelques transferts entre eux. En outre, la sous-population peut être consi-
dérée comme une population unique répartie entre plusieurs noeuds, donc présentant une
structure. Cette distribution peut avoir comme effet d’augmenter la mémoire disponible
pour stocker la population.
Il y a beaucoup de choix de conception qui influent sur le comportement d’un modèle
en Îlot, parmi les plus importants : la politique d’émigration, la politique d’immigration,
l’intervalle de migration, le nombre de migrants et la topologie de la migration.
3.6.2.3 Algorithmes évolutionnaires parallèles hybrides
Il est également possible de combiner plusieurs des approches précitées. Par exemple,
on peut imaginer un modèle en îlots où chaque île exécute un AE cellulaire afin de pro-
mouvoir davantage la diversité. On peut penser à des modèles hiérarchiques de l’îlot où
les îles sont eux-mêmes des modèles insulaires. Les modèles parallèles insulaires (en îlots)
et cellulaires peuvent également être mis en oeuvre en tant que modèles maître-esclave
pour obtenir une meilleure accélération [124].
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Figure 3.13 – Algorithme génétique hiérarchique.
3.7 Paradigmes informatiques considérés comme outils
de parallélisation pour les AEs
Divers auteurs, chercheurs, scientifiques ont parallélisé des AEs sur différentes archi-
tectures de calcul parallèle, à savoir : les Clusters, MPP (Massively Parallel Processing),
GPGPU (General Purpose Graphics Processing Units), les Grilles de calcul, le Cloud Com-
puting, les processeurs Multi-coeurs/HPC, pour assurer une solution optimale à chaque
fois avec efficacité et efficience.
La performance d’un AE est optimisée par la parallélisation. La façon dont les AEs
Parallèles sont parallélisés dépend des paramètres suivants :
1. L’initialisation de la population.
2. La disponibilité d’une population unique ou de multiples sous-populations.
3. La politique de migration, taux de migration.
4. La méthode de sélection.
5. La fonction objective.
6. Le croisement.
7. La mutation.
8. La méthode de sélection de survie.
Selon la façon dont chacun de ces éléments est mis en oeuvre, différentes méthodes
d’algorithmes parallèles sont plus adaptées, comme présenté dans la section précédente.
Dans notre thèse, nous proposons d’élaborer une brève étude concernant les paradigmes
informatiques considérés pour la parallélisation des AEs avant d’entamer notre étude
concernant la contribution des GPUs dans cette zone.
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3.7.1 Cluster et MPP
Un Cluster est généralement déployé pour améliorer la performance et la disponibilité
existante sur un seul ordinateur. La plupart des implémentations existantes des AEs
parallèles utilisent soit le Cluster ou le MPP pour l’exécution (large nombre de processeurs
(ou ordinateurs) pour effectuer un ensemble de calculs coordonnés en parallèle.). Le retard
de communication devrait être pris en considération lors de la mise en oeuvre sur des
clusters et des MPPs. La plupart des supercalculateurs existants sont soit des Clusters
ou bien des MPPs [138]. Les Clusters présentent divers inconvénients sur grille tels que
le contrôle centralisé, moins de sécurité, pas d’accès direct aux ressources hétérogames
distribuées et l’accès à distance complexe aux sources de données. L’avantage des clusters
et des MPPs réside dans le fait qu’ils se composent de noeuds homogènes, facilitant ainsi
le développement d’algorithmes parallèles.
Le modèle le plus célèbre des ALGORITHME EVOLUTIONNAIRE PARALLÈLEs
s’exécutant sur des clusters est le modèle d’îlot. Les travaux [27], [124] et [14] rapportent
des mises en oeuvre sur les clusters.
3.7.2 Grille de calcul
La Grille de calcul (composée de plusieurs ordinateurs interconnectés en réseau conjoin-
tement pour effectuer de grandes tâches) est un concept important, il a rapidement fait
évoluer des paradigmes de programmation parallèles. Il est plus faiblement couplé, hé-
térogène avec une distribution géographique. La grille de calcul présente de nombreux
avantages par rapport aux Clusters tels que : l’absence de contrôle centralisé, la sécu-
rité, l’accès aux ressources hétérogènes distribuées, l’accès facile et fiable à des sources de
données à distance et un service à toute les applications disponibles.
Un Algorithme Génétique sur une grille de calcul est dit Algorithme Génétique Orienté
Grille (GOGA). Ce terme a été introduit par Herrera et coll. [82]. Les algorithmes géné-
tiques coarse grained, medium grained et fine grained GAs ont été implémentés sur grilles
de calcul.
3.7.3 Les architectures multicoeurs et les systèmes HPC
De nombreux Algorithmes Génétiques ont été mis en oeuvre sur des systèmes multi-
coeurs, mais ne soucient pas de leur utilisation CPU/Coeur. Aujourd’hui, les processeurs
multi-coeurs sont moins en moins chers et sont facilement disponibles. Les Systèmes multi-
coeurs comportent plusieurs coeurs de traitement sur une même puce tandis que les sys-
tèmes multiprocesseurs sont construits par assemblage de plusieurs processeurs (puces)
à l’intérieur d’un même système. Les défis des AEs sur des systèmes HPC sont liés à la
prise en charge de la tolérance aux pannes, de l’assurance d’évolutivité, de l’équilibrage
de charge, du stockage de données ainsi que de l’exploitation optimale des architectures
multi-coeurs.
Zheng et coll. [211] se sont intéressés à l’élaboration des Algorithmes Génétiques Paral-
lèles avec la perspective des architectures de type Multi-cores et Many-core. De son côté,
Cristea a proposé la conception et le design des Algorithmes Génétiques Parallèles sur des
modèles d’analyse et de performance HPC [25]. Par ailleurs, Zhuang et coll. ont proposé
un Algorithme Génétique Parallèle pour la planification sur la puce IC dans un système
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HPC [214]. Dunlop et coll. [42] utilisèrent les AGs sur l’outil de réglage automatique de
référence.
Les architectures des Algorithmes Génétiques Parallèles sont mises en oeuvre sur des
Clusters, des MPPs, des grilles de calcul, des GPUs, le Cloud Computing, les architectures
Multi-coeurs et les HPCs. Pour la conception d’un AGP sur une architecture Multi-coeurs,
HPC et GPGPU, le nombre de coeurs peut être pris en considération afin d’optimiser la
coopération et l’utilisation CPU/GPU.
3.7.4 Le Cloud Computing
Nous vivons aujourd’hui l’ère de la croissance rapide de l’informatique et des logiciels
de parallélisation. Acheter la dernière configuration du PC ou un système de haute per-
formance représente un élément de jugement d’actualité. Cependant, il n’est pas possible
d’investir dans toutes les dernières infrastructures informatiques matérielles et logicielles.
La disponibilité de l’infrastructure informatique et de logiciels sur un Cloud est assez
facilement disponible.
Du fait de l’exigence de potentialités de calcul intensif et parallèle d’un Algorithme
évolutionnaire Parallèle, il s’avère difficile de mettre en oeuvre et d’optimiser ses per-
formances sur un Cloud Computing. En outre, développer un AE Parallèle sur un Cloud
requiert impérativement des connaissances approfondies sur l’AE ainsi que de sur le Cloud
Computing. Beaucoup de questions liées au Cloud, comme la sécurité, la bande passante,
etc. sont encore en discussion.
Zhao et coll. ont mis en oeuvre un AE parallèle, sur un prototype de Cloud Computing
appelé Hadoop [210].
Par la suite, les travaux qui seront mentionnés dans chaque catégorie sont liés princi-
palement aux architectures des GPUs.
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Partie 3 :
Contribution des accélérateurs graphiques
(GPUs) dans la parallélisation des
algorithmes évolutionnaires
3.8. TRAVAUX DE RECHERCHE SUR LES AES À BASE GPU
3.8 Travaux de recherche sur les AEs à base GPU
Les AEs sont des algorithmes de recherche stochastiques permettant de renforcer la
zone de recherche avec des solutions alternatives pour trouver la solution optimale. Ils ont
réussi dans la résolution des problèmes d’optimisation difficiles dans divers domaines tels
que l’optimisation, l’apprentissage, l’adaptation, et autres [180]. La qualité des résultats
prévus dépend de nombreux facteurs, y compris la puissance de calcul disponible [2].
Récemment, en raison de leur nature parallèle, il y a eu plusieurs tentatives pour
accélérer les algorithmes évolutionnaires sur les architectures massivement parallèles à
base de GPUs. La plupart des travaux sur les GPUs sont mis en oeuvre avec le Toolkit
de développement CUDA, ce qui permet une programmation sur GPU dans un langage
plus accessible de C [190].
Cette partie permet de passer en revue divers approches parallèles des AEs utilisant
les GPUs. Nous proposons une classification des AEs parallèles avec implémentation sur
les GPUs en nous basant sur le nombre de Threads affectés pour chaque chromosome
(solution). En effet, les travaux relatifs à l’implémentation des AEs basée GPU peuvent
être distingués selon deux catégories :
1. Affectation d’un Thread à chaque chromosome ;
2. Affectation d’un Thread à chaque gène du chromosome.
3.8.1 GPU-AEs basés chromosome
Dans cette catégorie, Arora et coll. [2] peuvent être cités. Leur étude a présenté une
mise en œuvre pour les AGs exploitant le toolkit CUDA. Dans cette étude les auteurs ont
tenté d’exploiter un ensemble de paramètres (nombre de Thread, taille du problème, taille
de la population, etc.). En appliquant le paradigme de programmation parallèle GPGPU,
ils ont pu obtenir des accélérations avec un facteur de l’ordre de 40 relativement à la
version séquentielle de leur algorithme.
Ogier et coll. [126] ont proposé différentes stratégies de portage des AEs sur GPU
dans le cadre du framework EASEA (Easy Specification of Evolutionary Algorithm) qui
est dédié à des non-spécialistes pour les aider à optimiser leurs problèmes en exploitant
un AE. Les algorithmes présentés, et les accélérations réalisées dans leur travail sont
classés selon différentes cartes graphiques NVIDIA pour différentes familles d’algorithmes
d’optimisation [126].
Pospichal et coll. [152] ont adopté un AG parallèle avec le modèle en ilot de Skolicki
[175], pour une mise en oeuvre exécutée sur le GPU avec 256 individus pour chaque ile.
Pour maintenir la population, les auteurs ont proposé d’utiliser une architecture basée sur
le plaquage des Threads sur les individus, en utilisant le "on-chip hardware scheduler" afin
d’échanger les iles entre les multiprocesseurs rapidement, et ce dans le but de masquer la
latence de la mémoire. Les auteurs ont rapporté une vitesse jusqu’à 7000 fois plus élevée
sur le GPU par rapport à la version séquentielle de l’algorithme.
Jaros et Pospichal [98] ont comparé une mise en oeuvre optimisée sur un processeur
multicoeurs avec une version GPU fortement optimisé d’un algorithme génétique pour le
problème du sac à dos . L’objectif principal de cette étude était de présenter la relation
entre la performance réelle entre les processeurs modernes (CPUs) ainsi que les accéléra-
teurs graphiques, afin d’éliminer certains mythes de la performance des environnements
GPUs. Ils ont clairement montré qu’une version CPU soigneusement mis en oeuvre peut
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être plus rapide qu’un seul thread GAlib compilé par défaut. Ils ont également montré que
d’une manière réaliste, qu’un seul NVIDIA GTX580 peut surpasser un processeur Intel
Xeon X5650 avec un facteur d’environ 12 tout en atteignant une efficacité d’exécution de
26 % et une performance de 405 GFLOPS.
Zhu a suggéré dans [213] un algorithme de stratégie d’évolution pour la résolution
d’un banc de problèmes continu en utilisant le Toolkit CUDA. Dans son implémentation,
plusieurs Kernels sont conçus pour quelques opérateurs évolutionnaires tels que la sélec-
tion, le croisement, l’évaluation et la mutation. Le reste du processus de recherche est
géré par le CPU. Dans leur implémentation, la performance de crête est prévue lorsque
le nombre de threads est suffisant pour maintenir une activité simultanée pour tous les
multiprocesseurs. Pour cette raison, l’analyse effectuée est principalement basée sur 10240
threads, avec une accélération représentant un facteur 100.
3.8.2 GPU-AEs basés Gènes
Le travail effectué par Shah et coll. [171] est un exemple de cette catégorie. Les au-
teurs se sont proposés d’exploiter le parallélisme à l’intérieur d’un chromosome (intra-
chromosome), en plus du parallélisme effectué pour évaluer de multiples chromosomes
(inter-chromosome). Leur implémentation traite un AG simple avec un chromosome 1D
et deux méthodes différentes de sélection. Le cadre proposé peut être étendu à une ac-
célération de la bibliothèque d’algorithmes génétiques générique sur GPU en intégrant
de plus en plus de fonctionnalités. Avec une accélération réalisés au cours d’un facteur
de 1000 et une bibliothèque-programmable comme interface, le GPU GA accélérée peut
trouver des applications dans de nombreux domaines.
Kromer et coll. [106] ont proposé une technique utilisant la même analogie avec le
précédent travail, en étudiant l’évolution différentielle . Avec l’aide du toolkit CUDA, la
fonction objective a été accélérée d’un facteur allant de 2.2 à 12.5. De plus, celle-ci est
devenue plus rapide que la version CPU avec un facteur allant de 25.2 à 216.5 et ceci en
exploitant un code orienté objet c++.
Oiso et coll. [143] ont suggéré une technique exploitant le parallélisme entre les indi-
vidus et les gènes simultanément. La méthode de mise en oeuvre proposée a donné des
résultats environ 18 fois plus rapides que la mise en oeuvre sur CPU de leurs tests de
référence.
Il convient de signaler que toutes ces études ont exploité l’aspect parallèle sur GPU
et ont montré l’efficacité de ces dispositifs pour améliorer l’évolution des comportements
complexes. Par conséquent, et pour faire face à l’accélération de l’évolution des compor-
tements complexes de robots humanoïdes, nous proposons d’utiliser une stratégie d’évo-
lution orientée vers le parallélisme GPU, afin de faire face à la phase d’apprentissage du
RNN, ce dernier étant responsable du contrôle du mouvement du robot humanoïde (Notre
proposition).
3.9 Considérations pour une implémentation parallèle
d’un AE sur la GPU
Pour réaliser une implémentation parallèle, la population doit être affectée aux mul-
tiprocesseurs (MPs) présents sur la carte. Cette étape est importante, car elle doit être
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en mesure d’assurer un bon équilibrage de charge sur chaque processeur de l’architecture
multi-GPU ainsi qu’un ordonnancement efficace.
Toutefois, cette répartition doit être compatible avec les contraintes matérielles. Ces
contraintes matérielles consistent à vérifier que chaque bloc ne puisse utiliser que les
ressources effectivement disponibles sur un MP. Certains principes relatifs à l’occupation
de la carte et la distribution automatique efficace des individus sur la carte pour contrôler
le parallélisme de Threads seront présentés.
Un SM (Streaming Multi-processor) peut exécuter deux demi-Warps en même temps.
Les Warps de plusieurs blocs de Threads peuvent être mis en attente sur le même SM.
Lorsque les Threads d’un Warp établirent une demande à la mémoire globale, ces Threads
sont bloqués jusqu’à ce que les données arrivent de la mémoire. Pendant ce temps de
latence élevé, d’autres Warps dans la file d’attente peuvent être organisés et exécutés.
Ainsi, il est important d’avoir suffisamment de chaînes en attente dans le SM pour masquer
les latences de la mémoire globale en les chevauchant avec le calcul, ou avec d’autres accès à
la mémoire. La première considération pour maximiser l’occupation est de choisir une taille
de bloc appropriée. Par exemple, dans l’architecture Fermi [186], le nombre de Threads par
bloc doit être un diviseur entier du nombre maximal de Threads par SM. Ce nombre de
Threads doit être supérieur ou égal à 192, afin de permettre de remplir le nombre maximal
de Threads par SM avec pas plus de 8 blocs. En outre, concernant l’effet d’occupation,
la forme choisie a également un impact significatif sur la coalescence (une demande de
mémoire effectuée par des threads consécutifs dans un demi-Warp est strictement associée
à un segment), le partition-camping (causé par des accès mémoire qui sont biaisé vers un
sous ensemble de partitions de mémoire disponibles, ce qui peut dégrader les performances
des Kernels GPU jusqu’à sept fois), et les goulets d’étranglement de mémoire. Une chaîne
devrait demander 32 éléments contigus pour réduire la bande passante de la mémoire
totale.
Une machine parallèle pourrait avoir plus de ressources comme les mémoires ou le
cache ; et c’est le cas des accélérateurs graphiques. Lors du portage d’un code de la ma-
chine CPU à la machine GPU, l’algorithme pourrait utiliser ces ressources. Ces ressources
représentent la hiérarchie de mémoire, où l’application des optimisations aux accès mé-
moires peut améliorer significativement la performance.
3.10 Récapitulation
Plusieurs tentatives ont eu lieu, à l’effet d’accélérer des AEs sur des architectures
massivement parallèle orientées GPU. Cependant, de nombreux chercheurs ont exploité
dans leurs entreprises des benchmarks numériquement simples sans données globales ou
avec seulement un ensemble de données très limité [51]. Ceci pourrait être considéré
comme une contradiction aux problèmes du monde réel, où des simulations à des échelles
plus larges doivent être effectuées et où l’évaluation des conditions de ces simulations est
souvent l’opération la plus délicate et la plus sensible, mais souvent négligée.
Néanmoins, nous sommes en mesure de tirer un certains nombre de conclusions :
1. Dans les cas où l’évaluation de la fonction de fitness prend plus de temps qu’une
phase de manipulation génétique, un AE maître/esclave peut être utilisé en raison
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Table 3.1 – Synthèse des travaux des algorithmes évolutionnaires à base de GPU.
2. D’un autre côté, si l’évaluation de la condition prend un temps similaire au processus
évolutif, il est généralement préférable d’exécuter l’ensemble de l’AE sur le GPU [2].
Ces alternatives sont basées sur l’attribution d’un individu à un Thread, ou l’attribu-
tion d’un individu à un bloc de Threads.
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Avec de petites populations, l’inconvénient de cette approche est la limitation dite
par bloc introduite par CUDA [26]. L’effet de cette restriction réside dans le fait qu’il
est très difficile de mettre en oeuvre des fonctions d’évaluation et d’exploiter de larges
chromosomes. D’autre part, l’attribution d’un individu par bloc de Threads nécessite de
larges chromosomes pour aboutir à l’occupation maximale de tous les Threads, où les
gènes doivent être lus à plusieurs reprises pour effectuer une simulation complexe [106],
[143].
Peu de travaux vérifiant le modèle en Ilots ont été développés, où chaque île est stockée
dans la mémoire partagée comme une autre approche [152], [133]. Parmi les limites de
cette approche est d’exploiter la même configuration des paramètres entre les îles, car
les processeurs présents sur le GPU sont utilisés selon le modèle SPMD (Single Program
Multiple Data).
3.11 Conclusion
Dans ce chapitre, nous avons décrit tous les concepts nécessaires à la compréhension
générale du document. Dans ce but, nous avons introduit les notions liées au parallélisme,
les sources de parallélisme dans les AEs, les modèles de parallélisation dans les AEs et
l’émergence des accélérateurs graphiques comme outil de parallélisation pour des fins de
calcul généraliste y compris la parallélisation de l’évolution artificielle. Par ailleurs, nous
nous sommes surtout concentrés sur les AEs parallèles sur les GPUs. La compréhension
de l’organisation hiérarchique de l’architecture du GPU est utile à l’effet de prévoir une
implémentation parallèle efficace d’un processus évolutionnaire.
L’objectif de cette thèse est de revoir les différents modèles parallèles de l’évolution
artificielle sur des architectures GPU. Dans ce but nous avons proposé une vue globale
des différents défis déjà levés ou à relever dans la conception et la mise en oeuvre des AEs,
en exploitant les accélérateurs GPUs.
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Définies comme un sous-domaine de l’intelligence artificielle (IA), les techniques évo-lutionnaires ont été utilisées pour développer des contrôleurs pour des robots au-
tonomes et forment un sous-domaine appelé "robotique évolutionnaire". Plus spécifique-
ment, un des meilleurs investissement des systèmes informatiques avancés réside dans
l’opportunité de trouver de nouvelles voies qui offrent des solutions performantes aux
problèmes de la robotique. Néanmoins, la plupart de ces solutions sont basées sur les pa-
radigmes de l’IA classique en s’appuyant sur la conception humaine. Ces solutions étant,
néanmoins, limitées en termes d’efficacité, si le contrôle du robot est fortement contraint
et soumis à des fonctions objectives différentiables [146]. L’IA classique est également
incapable de faire face à des comportements de robots qui soient entachés d’incertitude
[3] en raison de la programmation explicite des comportements souhaités en utilisant un
modèle mathématique exacte et complet pour concevoir le robot et son environnement
[192]. Pour les robots à pattes, divers algorithmes d’apprentissage ont été proposés afin de
fournir des opérations autonomes aux nombreux problèmes complexes avec le challenge
de conception et de contrôle tel que présenté dans le travail de Tang en 2007 [181]. Un de
ces problèmes concerne le contrôle de la marche d’un bipède.
Afin de traiter ce problème, des alternatives de contrôle biologiquement inspirées ont
été proposées [69]. Dans ce cadre, l’apprentissage d’un réseau neuronal multicouche avec
un algorithme évolutionnaire est l’une de ces méthodes efficaces proposées pour concevoir
des contrôleurs pour ces robots.
Lors du contrôle, le réseau de neurones à base évolutive consomme souvent un temps de
traitement important, surtout s’il y a une large gamme de données, même avec des entrai-
neurs efficaces de réseaux de neurones. Pour faire face à cette restriction, les architectures
parallèles ont été proposées pour améliorer les performances de calcul et de traitement
[150], [177], [15], [139], [134], ceci vu le constat que les technologies associées aux pro-




Les chercheurs en biomécanique, en robotique, et en informatique tentent de com-
prendre le mouvement naturel humain afin de trouver de nouvelles inspirations pour
résoudre des problèmes de calcul en reproduisant ce mouvement humain.
L’un des domaines les plus importants ayant été inspiré par le mouvement humain est
la robotique humanoïde. L’objectif principal de la recherche dans ce domaine est d’obtenir
des robots qui peuvent reproduire les comportements humains afin de collaborer de la
meilleure façon avec les humains. Un problème inhérent à la robotique humanoïde est la
génération d’allures stables, réalistes et efficaces en un délai raisonnable. Pour prendre en
charge ce problème, des alternatives bio-inspirées ont été proposées [145], elles n’incluent
pas les spécifications des références de trajectoires aidant à réduire le temps de calcul.
La modélisation et l’intégration de modalités différentes et de comportements de la
robotique humanoïde nécessitent des algorithmes complexes et des calculs intensifs qui
pourraient s’exécuter en des temps raisonnables. Dans cette étude, nous mettons l’accent
sur la proposition d’un contrôleur de robot amélioré basé sur deux techniques bio-inspirées
nommément, les stratégies évolutionnaires (SEs) et les réseaux de neurones artificiels
(RNAs).
D’un côté, les AEs sont considérés comme une des méthodes d’optimisation les plus
importantes qui engendrent des solutions approchées, néanmoins avec des temps de calcul
très élevés [156], [98]. Dus à leur nature intrinsèquement parallèle, les AEs sont très
appropriés pour les systèmes distribués [150]. Plusieurs de ces techniques visent à fournir
une plateforme de calcul généraliste, comme mentionné dans le chapitre précédent.
D’un autre côté, plusieurs études antérieures ont examiné des alternatives de parallé-
lisation matérielles pour les réseaux de neurones artificiels (RNAs) en utilisant des dispo-
sitifs de calcul tels que Field Programmable Gate Array (FPGA) et les GPUs qui offrent
une architecture parallèle fine-grained [123], [170].
La mise en œuvre de l’association SE/RNA, incluant une phase d’entrainement, sur
la plateforme accélératrice graphique CUDA constitue un cadre idéal, et ce en raison
de ses caractéristiques qui en font un environnement de programmation massivement
parallèle pour le GPU. De plus, du fait que l’architecture du GPU qui contient des milliers
d’unités indépendantes, opérant en virgule flottante, et connectées à une mémoire intégrée,
et disposant d’une bande passante élevée, rendant ce dispositif parfait pour fournir des
accélérations significatives exploitant le parallélisme [148].
Comme l’usage général d’unité graphique de calcul (GPGPU) est un domaine émergent
dans de nombreuses disciplines, il y avait peu d’approches proposées pour faire face à
l’application de cette technique dans la robotique évolutionnaire [69], [149], [172], [137].
Dans cette étude, nous proposons une idée originale basée sur une implémentation
sur GPUs qui vise à accélérer l’évolution d’un robot évolutif afin de fournir des compor-
tements efficaces nécessaires dans plusieurs situations complexes comme la marche vers
une destination cachée. Cette proposition est fondée sur la combinaison d’une stratégie
évolutive (SE) et un réseau de neurones récurrents (RNN) où la SE est responsable de
l’optimisation de la génération des trajectoires du robot humanoïde, et le RNN constitue
le cerveau contrôlant les comportements du robot. Pour accélérer le processus d’évolu-
tion de l’apprentissage du RNN, nous proposons l’utilisation d’un accélérateur graphique
(GPU) sur plusieurs niveaux, en tenant compte de la version GPGPU intégrant le simula-
teur physique ODE (Open Dynamique Engine) proposé par Zamith [207]. Le processus de




Pour ce faire, il est nécessaire de garantir une utilisation efficace et optimale de la
hiérarchie mémoire associée au GPU. La principale nouveauté ici est de réduire le temps
de transfert des données entre les deux sous-systèmes de mémoires (c.-à-d. la mémoire
du CPU et la mémoire GPU). En outre, pour rentabiliser l’utilisation du GPU, il est
nécessaire d’assurer une gestion judicieuse et efficace du parallélisme du GPU, et ce, à tous
les niveaux du processus d’évolution du contrôleur. De plus, nous proposons un ensemble
d’instructions génériques pour la programmation du GPU, ces instructions devant être
respectées afin de bénéficier des performances optimales du GPU. Les résultats obtenus
sont comparés à ceux obtenus avec la mise en œuvre séquentielle.
Le rôle de ce chapitre est bien d’explorer deux volets, où le premier sert à présenter
les possibilités existantes pour la parallélisation des composants du problème étudié, et le
deuxième permet de présenter notre vision théorique et technique concernant le processus
de parallélisation du problème étudié à base GPU.
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4.2 Analyse du parallélisme au sein d’un problème lié
à la robotique évolutionnaire
Sachant que le problème étudié est composé de trois éléments essentiels, il serait très
intéressant d’analyser et de souligner quelles sont les parties potentiellement paralléli-
sables.
4.2.1 Niveau stratégie évolutionnaire
Les AEs disposent d’une caractéristique intéressante qui consiste dans le fait qu’ils
soient intrinsèquement parallèles. En effet, en nous basant sur un AE standard, il est
possible d’analyser la parallélisation de toutes ses étapes [107], [124].
En outre, il est possible d’étudier le nombre de tâches pouvant être créées à chaque
étape. Ce point est particulièrement intéressant lors de l’utilisation du principe de pro-
grammation GPGPU. En effet, comme nous l’avons vu, de nombreux cœurs réels et vir-
tuels sont présents au sein d’une architecture GPU, et tous ces cœurs doivent être main-
tenus occupés pendant l’exécution de tout l’algorithme pour une efficacité maximale.
Dans cette section, µ se réfère au nombre de parents et λ fera référence au nombre
d’enfants.
4.2.1.1 Initialisation
Il s’agit d’une étape parallélisable, dans le cas général. En effet, l’initialisation d’un
individu ne dépend généralement pas de celle des autres individus, les gènes des indivi-
dus sont habituellement initialisés de façon aléatoire. Par conséquent, l’initialisation des
individus peut être effectuée par des tâches, de manière indépendante sur les N cœurs.
4.2.1.2 Évaluation
Il s’agit d’une étape également parallélisable, car dans le cas général, un individu est
évalué indépendamment des autres. Après la phase d’initialisation, l’évaluation doit être
effectuée une fois par parent (µ fois). Dans la boucle de l’évolution, l’évaluation doit être
effectuée une fois pour chaque enfant (λ fois).
4.2.1.3 Critère d’arrêt
Il s’agit d’une étape également parallélisable :
1. Si le critère d’arrêt est le nombre de générations, chaque cœur peut vérifier indé-
pendamment si ce critére est atteint.
2. Si le critère d’arrêt est l’atteinte d’une valeur spécifique de la fitness, chaque cœur
peut vérifier indépendamment si l’individu, qui vient d’être évalué, a rencontré ce
seuil ou non. Si cela est le cas, le cœur peut procéder à l’arrêt du moteur de l’évo-
lution à la prochaine génération, chaque cœur sera interrogé et le meilleur individu
de tous les cœurs est retourné.
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4.2.1.4 Choix de sélection pour la création de descendants
Il est nécessaire de sélectionner un certain nombre de parents pour la recombinaison.
Comme il est possible (et même souhaitable) que le même individu soit sélectionné pour
créer plusieurs descendants, n cœurs peuvent sélectionner indépendamment α parents en
parallèle pour la reproduction. Si α est l’arité de l’opérateur de recombinaison, la sélection
des parents est exécutée λ * α fois indépendamment, afin de produire λ descendants.
4.2.1.5 Recombinaison
Après le choix indépendant des parents, chaque cœur peut procéder à la création d’un
enfant, en effectuant une recombinaison entre les gènes d’un parent sélectionné, qui peut
être consulté simultanément en lecture seule.
4.2.1.6 Mutation
Après la création d’un descendant dans la phase de recombinaison, on peut effectuer
une mutation indépendamment de toutes les mutations des autres descendants. Ainsi,
cette phase est également parallélisable.
4.2.1.7 Remplacement
Cette étape n’est pas parallélisable d’une manière simple, au moins une méthode de
réduction simple est appliquée.
Si un schéma de remplacement est sélectionné dans une stratégie évolutionnaire, un
remplacement efficace de la population implique une sélection de µ survivants sans rem-
placement. En effet, si le même individu a été sélectionné plusieurs fois pour remplir la
nouvelle génération, cela provoquerait la génération de clones qui induiraient la réduction
de la diversité et provoqueraient une convergence prématurée.
S’assurer que tous les individus sélectionnés sont différents exigerait la communication
des différents cœurs dans le but de ne pas choisir le même individu. La sélection de
µ différents individus hors de la population temporaire µ + λ implique de nombreuses
communications et synchronisations, qui sont coûteuses dans un environnement parallèle.
Afin de résoudre ce problème, nous proposons dans le chapitre 5 (la section 8.4) l’opé-
rateur de sélection, qui travaille sur des ensembles disjoints d’individus.
Comme mentionné au-dessus, toutes les étapes d’un AE, sauf une peuvent être pa-
rallélisées d’une manière simple sur une architecture parallèle à mémoire partagée. Le
nombre de tâches est généralement élevé, soit respectivement, µ, λ, et λ * α (nombre de
tâches pour créer les parents, nombre de tâches pour créer les enfants, nombre de taches
pour sélectionner les enfants). Même si une phase de réduction séquentielle est mise en
œuvre à la fin de chaque génération, il est possible de paralléliser le contenu de la boucle
d’évolution qui est notamment la plus coûteuse.
D’un point de vue parallélisation, l’exécution de multiples itérations de la boucle évolu-
tive n’est pas possible simultanément, car la population actuelle dépend de la précédente.
Un AE est réalisé par différentes étapes, comme décrit ci-dessus. La complexité des
opérateurs génétiques dépend de la taille du génome et l’évaluation d’un individu dépend
du problème. Enfin, toutes les différentes étapes dépendent de la taille des populations µ
et λ.
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4.2.2 Niveau réseau de neurones
Les réseaux de neurones naturels contiennent un parallélisme intrinsèque, il semble
donc logique de retrouver cette propriété pour les réseaux de neurones artificiels.
L’un des problèmes liés à l’utilisation des réseaux de neurones est en effet le fort coût
de ceux-ci en temps de calcul, et ce, essentiellement en phase d’apprentissage. Il est donc
intéressant de pouvoir utiliser la puissance de calcul des machines parallèles modernes
pour accélérer l’exécution de nos réseaux, pour les configurer comme pour les exécuter
[10].
L’apport du parallélisme peut donc permettre, en premier lieu, de réduire de façon
significative ce coût et faciliter ainsi la tâche des connexionnistes. Ce gain est conséquent
tant du point de vue exploitation (apprentissage parallèle d’un réseau utilisé séquentiel-
lement ultérieurement) que du point de vue expérimental (gain de temps pour tester la
validité d’une méthode). Un autre attrait du parallélisme réside dans le fait qu’il permet
une autre approche des réseaux de neurones artificiels. À la différence d’une approche
séquentielle, la parallélisation permet de tenir compte du parallélisme intrinsèque des
réseaux de neurones et de leur synchronisme. Les neurones d’un réseau effectuent leur
calcul à partir des résultats des neurones les "précédant", à la réception de tous ceux-ci,
d’où le synchronisme. Tous les neurones effectuent leurs calculs simultanément, d’où le
parallélisme intrinsèque [11].
En phase de fonctionnement, pour un réseau multicouche, différentes possibilités de
parallélisme peuvent être exploitées. Nous en citerons trois : parallélisme intra-neurone,
parallélisme de données, et parallélisme inter-couche [49].
Dans le premier cas, il s’agit du parallélisme de plus bas niveau (on dit aussi « à grain
fin »). Cette forme de parallélisme opère à l’intérieur du neurone. Le calcul du potentiel
post-synaptique nécessite d’effectuer la somme pondérée des états de sortie des neurones
connectés. Ce calcul peut être effectué en parallèle si on utilise simultanément plusieurs
unités de calcul (multiplieurs et additionneurs).
Le principe du parallélisme de données repose sur le constat que les neurones d’une
couche n’utilisent pour leur calcul de mise à jour que l’état des neurones de la couche
antérieure. De ce fait, l’état de sortie de chaque neurone d’une même couche peut être
évalué séparément (et donc en parallèle) à partir du moment où la mise à jour de l’état
des neurones de la couche antérieure ait été effectuée.
Enfin, le parallélisme inter-couches consiste à exploiter le flot de données. Le temps de
relaxation est généralement obtenu en mesurant le temps séparant la présentation d’un
stimulus en entrée et l’évaluation en sortie du réseau, c’est-à-dire le temps de propagation
dans le réseau. L’ensemble des calculs est alors découpé en différents modules de traitement
mis bout à bout. Cette technique, appelée « pipeline », permet de diminuer la durée du
cycle de calcul. Dans le cas d’un réseau de neurones, chaque module peut être composé
d’une, voire plusieurs, couches du réseau, l’objectif étant de séparer la quantité de calcul
en tâches autonomes à peu près équilibrées, de manière à ce que le temps de calcul de
chaque tâche soit inférieur au temps de cycle global.
4.2.3 Niveau simulateur physique
Le GPGPU est devenu très important et a permis d’initier un nouveau domaine lié à
la recherche graphique (celle de l’infographie). Cela a conduit à un nouveau paradigme,
où le processeur n’a pas besoin de calculer toutes les issues non graphiques. Cependant,
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il y a certains types d’algorithmes qui ne peuvent être attribués au GPU. En outre,
même si un problème est approprié pour le traitement par des GPUs, il y a des cas où
l’utilisation des GPUs pour résoudre des problèmes n’est pas utile, car la latence générée
par la manipulation de la mémoire sur ce type de dispositifs peut être trop élevée, ce qui
mène à une dégradation de la performance de l’application.
De nombreux problèmes mathématiques et de simulation physique peuvent être for-
mulés comme des processus à base de flux, ce qui permet de les distribuer naturellement
entre le CPU et le GPU. En bref, les principales tâches effectuées à chaque pas de simula-
tion d’une scène composée d’un ensemble de corps rigides sont la détection de collision, la
gestion des collisions, et la résolution d’équations différentielles. Pour la détection de colli-
sions, les GPUs peuvent être utilisés en tant que coprocesseur pour accélérer les techniques
de calcul d’intersections [48].
ODE (Open Dynamics Engine) est une bibliothèque Open-Source responsable de la
simulation dynamique en temps réel des corps rigides et élastiques et qui correspond à
l’un des outils essentiels disponibles pour la simulation de la physique. Le solveur ODE
est un composant qui peut également être mis en œuvre efficacement sur les GPUs, étant
donné que l’équation de l’intégration destinée aux corps rigides est faite indépendamment
des autres. En outre, les données liées à l’état d’un corps rigide et sa dérivée peuvent
facilement lire et écrire à partir des flux tel que le solveur Runge-Kutta sur GPU (Kernel
arithmétique [207].
Dans la littérature, il y a beaucoup de travaux sur la résolution des équations différen-
tielles sur GPU, en particulier celles liées au système de simulation (discret) de particules.
Une des possibilités pour ce type de problème est d’utiliser le GPU comme un coprocesseur
mathématique pour mettre en œuvre un certain nombre de techniques de calcul numé-
rique, principalement celles pour les opérations matricielles et de résolution de systèmes
d’équations linéaires.
4.3 Récapitulation
Il existe un grand nombre de possibilités de parallélisation pour les algorithmes évo-
lutionnaires, les réseaux de neurones, et même la simulation physique. Diverses technolo-
gies peuvent être employées. Notre choix s’est naturellement tourné vers les architectures
GPUs tant elle représente notre intérêt principal en plus du potentiel d’accélération très
élevé qu’elles recèlent. Nous avons toutefois passé en revue les points parallélisables pour







La robotique évolutionnaire (RE) est une technique relativement nouvelle dans le do-
maine de l’intelligence artificielle dont l’idée principale est de créer des programmes de
contrôle adaptatif portables sur des robots réels, et ce, en exploitant des principes évolu-
tionnistes [141]. Cette méthodologie est inspirée de la vision darwinienne de la reproduc-
tion sélective du plus apte, qui est reprise par les AEs. Les robots sont considérés comme
des organismes artificiels qui développent leurs propres systèmes de contrôle voire leur
morphologie en étroite interaction avec l’environnement et sans intervention humaine. La
RE s’inspire du concept d’auto-organisation présent en biologie et comprend les aspects
de l’évolution, du développement, ainsi que les systèmes neuronaux et morphologiques.
L’avantage réside dans le fait qu’un grand espace de recherche avec de nombreuses
dimensions peut être exploré d’une manière efficace et dont les solutions trouvées ne sont
pas souvent intuitivement simples (selon la perspective humaine), mais sont néanmoins
efficaces. Les inconvénients proviennent du fait que les fonctions des contrôleurs neuronaux
apparaissent comme des boites noires et que leur entrainement est très coûteux en terme
de temps, en particulier lorsque le matériel fait également l’objet d’un processus évolutif
[32].
Figure 4.1 – Diagramme d’un exemple d’une expérience évolutive sur un seul robot
humanoïde.
Les principales étapes méthodologies exploitées dans la robotique évolutive peuvent
être définies comme suit :
(a) Création d’une population initiale de chromosomes aléatoires, où chacun repré-
sente le système de commande du robot et intégrant également si nécessaire la
morphologie.
(b) Les robots disposant d’une liberté d’interaction avec l’environnement pour un
nombre déterminé d’itérations tandis que leur performance est évaluée automati-
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quement. La performance est mesurée grâce à une fonction de fitness, qui représente
une mesure de la façon dont chaque individu évolue.
(c) Les robots ayant les meilleurs scores de la fonction de fitness sont autorisés à se
reproduire et régénérer des chromosomes qui sont sujets à des mutations aléatoires
et d’échange de matériel génétique en utilisant des opérateurs de croisement. Ce
processus crée une nouvelle génération de chromosomes dont certains pourraient
être plus efficaces que leurs parents.
(d) Les individus dans la population nouvellement créée sont évalués pour constituer
le point de départ d’une nouvelle itération.
(e) Les quatre premières étapes sont répétées pour un certain nombre de générations
jusqu’à ce qu’un robot représentant le meilleur individu soit obtenu (traduisant la
fonction de fitness définie par l’utilisateur).
4.5 Contrôleurs évolutifs sur machines parallèles
Les techniques évolutionnaires appliquées au contrôle de robots peuvent générer des
solutions efficaces, intelligentes, créatives qui correspondent aux contraintes imposées par
l’environnement ainsi que par les critères de sélection. La puissance, la flexibilité, et la
généralité de l’évolution artificielle ont souvent été exploitées à la fois pour trouver des
solutions d’ingénierie pour différents problèmes de contrôle de robots autonomes ainsi
que pour faire la lumière sur les mécanismes biologiques inhérents aux comportements
adaptatifs.
Cependant, la robotique évolutionnaire, à l’image des autres méthodes d’adaptation,
tels que l’apprentissage par renforcement et l’apprentissage des systèmes de classeur, peut
nécessiter du temps et des ressources matérielles considérables, exigeant ainsi une évalua-
tion minutieuse des outils matériels et des méthodes employées [116], [150], [15].
La recherche expérimentale, dans le domaine de la robotique évolutionnaire, nécessite
des ressources CPU puissantes. Dans ce cadre, plusieurs tentatives ont expérimenté l’uti-
lisation des architectures parallèles dans le but d’améliorer la convergence de l’évolution
et réduire le temps de calcul.
Capi et Coll. [15] ont proposé une application d’un AE étendu, pour lequel ils ont im-
plémenté un AG étendu multi-population (EMPGA) [15]. Les sous-populations concur-
rencent et coopèrent entre elles en appliquant différents stratégies évolutionnaires. Les
résultats de cette approche (EMPGA) ont prouvé qu’elle était plus performante par rap-
port à un AG à une population unique (SPGA), et ce en distribuant d’une manière efficace
les individus entre les sous-populations. De plus, la comparaison avec d’autre AGs multi-
populations montre que la concurrence entre les sous-populations améliore la qualité de
la solution. Les contrôleurs implémentés ont été évolués et testés en utilisant le matériel
réel du Cyber Rodent robot.
Dans [150], l’expérimentation de Petrovic sert à réaliser l’évolution d’un AE pour un
mécanisme d’arbitrage du contrôleur d’un robot représenté comme un ensemble d’au-
tomates d’états finis augmenté. L’expérience de la robotique évolutionnaire dans ce cas
est basée sur le package GaLib, qui ne supporte pas la parallélisation, et donc le besoin
d’un package de calcul distribué. Par conséquent, ils ont choisi de mettre en œuvre leur
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propre technique pour des raisons de simplicité, de modificabilité, de contrôle, de mainte-
nance et d’installation, et en raison d’autres exigences qui sont décrites dans leur papier.
La solution distribuée implémentée et utilisée pour acquérir des résultats expérimentaux
consistait en deux grandes technologies, les scripts Shell UNIX avec la copie sécurisée
pour la soumission, la surveillance et la gestion des tâches, et de base de données SQL
pour une application distribuée évolutive.
Parmi les études réalisées pour les accélérateurs graphiques, il y’a lieu de mettre en
avant celle présentée dans [142], où les auteurs ont discutés si le comportement collectif
dans un système évolutionnaire de robotique en essaim (ESR) peut être efficacement mis
en œuvre par des techniques exploitant le GPU Computing. Comme étude de cas, ils ont
implémenté le problème de recherche de nourriture. Dans l’environnement informatique
expérimental utilisé, le GPU a joué un rôle non négligeable pour le traitement parallèle
du ESR, en particulier lors du traitement de capteurs indépendants équipant les robots.
Par rapport à la méthode classique, la méthode proposée a permis d’obtenir des temps de
traitement dont les facteurs de réduction était de l’ordre de 2.5, 3.0, 2.9, et 2.8 pour des
essaims de tailles 8, 16, 24 et 32 respectivement. La méthode proposée conférait son plus
grand avantage dans l’opération de détection, qui a pu être accélérée avec un facteur de
11.3 par rapport à la méthode standard.
Un autre travail présenté par Jones et coll. [99], dont le but est d’accélérer la simulation
des robots en allant vers la fourniture d’un robot autonome avec une capacité incorporée
nommé what-if.
4.6 Facteurs limitatifs des modèles actuels
La section précédente a présenté brièvement plusieurs différents modèles de contrôleurs
évolutifs sur des machines parallèles. Dans un premier temps, il y’a lieu de faire le constat
qu’ils ne nous aient permis une meilleure compréhension scientifique, leur complexité et
application n’ayant pas subi de changements au cours de ces dernières années.
Concrètement, les tâches expérimentales ainsi que l’échelle des contrôleurs évolutifs
(Réseaux de neurones simples, ou Réseaux de neurones évolués avec une technique évo-
lutionnaire) pour les mouvements (les actions) sont souvent réduites au minimum pour
éviter des temps d’entrainement excessifs qui se développent de façon exponentielle avec
les données d’apprentissage ainsi que les détails des paramètres associés à la technique
utilisée (tel que : le nombre de neurones). Tani et Nolfi [182] ont utilisé un modèle de
réseaux de neurones récurrents à deux niveaux. Pour le niveau inférieur, le réseau était
composé de cinq modules RNN, chacun avec 18 neurones et 5 modules RNN avec 17
neurones chacun au niveau supérieur. Les auteurs ont utilisé un robot mobile simulé avec
20 capteurs de distance laser. Cependant, les auteurs déclarent que : "Seulement 6 des
20 valeurs de senseurs sont utilisées pour l’apprentissage du RNN dans le but de réduire
le temps de calcul". Les expériences de la robotique évolutive menées par Massera ont
introduit le module CTRNN. Plus complexe, il est constitué de 64 neurones et 23 moteurs
de contrôle. Le temps d’entrainement des CTRNN de cette complexité est typiquement
autour d’un jour (5000 générations). Cependant, si la tâche devient plus complexe avec un
CTRNN plus complexe, le temps d’entrainement pourrait facilement atteindre des jours
voire des semaines.
Ces études mettent en évidence quelques états de l’art des modèles de réseaux neu-
ronaux pour l’acquisition de mouvements. On peut remarquer que les initiateurs sont
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souvent obligés de simplifier leurs modèles de réseaux neuronaux ainsi que les tâches ex-
périmentales afin de rendre l’entrainement possible. Cependant, de nombreuses études
ont démontré que l’utilisation de réseaux de neurones à grande échelle présente un grand
potentiel pour étendre la complexité des contrôleurs neuronaux [85], [169] et leur capacité
d’apprendre [113]. Sans surprise, beaucoup ont tourné leur attention vers le traitement
distribué en utilisant des clusters de CPU et plus récemment sur des processeurs GPU
parallèles, qui ont abouti à de grandes cadences et ont permis l’exploration de nouveaux
domaines.
À notre connaissance, cette thèse est parmi les premières expériences où l’application
du GPU Computing pour la robotique évolutionnaire a produit des contrôleurs évolutifs
efficaces, capables de contrôler chaque degré de liberté du robot humanoïde pendant
l’acquisition de l’information, et la génération des mouvements désirés.
4.7 RNAs exploitant la programmation sur GPU pour
les contrôleurs des robots humanoïdes
Les RNAs représentent l’un des outils ayant servi à imiter la phase d’apprentissage du
système nerveux humain. Cependant, la principale différence vient du fait que le système
nerveux est massivement parallèle [153], tandis que le processeur de l’ordinateur reste
significativement séquentiel.
Étant donné que les RNAs nécessitent un nombre considérable d’opérations vectorielles
et matricielles pour obtenir des résultats, ils sont très aptes à être mis en œuvre dans un
modèle de programmation parallèle et à fortiori à envisager leur implémentation sur une
architecture de type GPU.
CUDA a été employé dans une grande variété d’applications, néanmoins, peu d’entre
elles examinant cette technologie pour la neuro-robotique évolutionnaire. Seules quelques
tentatives ont mis en œuvre les réseaux de neurones. Ceci est dû au fait que ce domaine
nécessite une étude plus approfondie dans l’application de la technologie CUDA pour le
traitement neuronal artificiel évolutif et la recherche en robotique [149], [35].
Peniak a présenté un nouveau logiciel nommé « Aquila » [149], utile pour la recherche
dans le domaine de la robotique cognitive et développementale. Aquila répond au besoin de
la haute performance du contrôle de robots en utilisant le dernier paradigme de traitement
parallèle, basé sur la technologie CUDA de NVIDIA.
González-Nalda a visé à travers l’évolution du réseau de neurone [69], qu’il couple
avec un corps complexe d’un robot humanoïde, où le réseau neuronal utilisé a été plongé
dans le modèle de programmation CUDA. Dans ce travail, les problèmes d’un environne-
ment non structuré ainsi que ceux de la robotique évolutionnaire requièrent une approche
connexionniste sous-symbolique basée sur l’intelligence artificielle, qui peut faire face à
l’accouplement entre les sensorimoteurs, les neurones et les parties de l’environnement.
Divers types de réseaux de neurones sont utilisés pour générer des comportements
de la marche ainsi que pour la conception des contrôleurs des robots humanoïdes, ou
quelques-uns d’entre eux ont étudié le traitement parallèle avec les GPUs. Cependant, ces
approches basées RNAs ne permettaient pas la construction d’un contrôleur qui s’adapte
avec le corps du robot humanoïde complexe.
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Figure 4.2 – Interface de Aquila Toolkit.
Figure 4.3 – A propos de Nalda proposition.
Pour surmonter cette lacune, nous proposons dans notre étude actuelle l’intégration
d’une stratégie évolutionnaire (SE) basés CUDA, pour concevoir le contrôleur du robot.
Les SEs soulèvent un grand intérêt dans leur capacité à un grand intérêt dans leur capacité
de trouver des solutions qui ne sont pas nécessairement optimales, mais convenables pour
des problèmes complexes.
4.8 Simulateurs physiques à base GPU
Au cours de la dernière décennie, la simulation physique est devenue une technologie
clé pour différentes applications. Elle a pris un rôle important dans les jeux informatiques
[83], l’animation de mondes virtuels [151] et la simulation robotique [203]. D’autre part,
les logiciels de conception automatique de contrôleurs ne sont pas intégrés avec les moteurs
physiques [185].
Les robots et les moteurs physiques sont composés d’une multitude de composants
nécessitant une grande précision dans certaines parties, alors que dans d’autres domaines,
le temps de calcul représente l’élément clé indispensable. Ainsi, la vitesse de simulation
est l’élément directeur lors d’une étude sous GPU. Pour atteindre l’accélération exigée,
certains moteurs physiques ont déjà recours aux accélérateurs graphiques [100], [207] à
travers les fonctionnalités de CUDA ou d’OpenCL, telles que l’accélération de la détection
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de collision entre les corps rigides et l’interaction des particules. Le fait d’affecter certains
calculs physiques au GPU est basé sur deux constats principaux :
1. Il est possible de décharger le CPU de certains calculs typiques, afin qu’il puisse
effectuer d’autres calculs.
2. Il est possible d’optimiser le moteur physique afin qu’il puisse supporter plus d’or-
ganismes rigides dans la simulation.
En 2009, Zamith et coll. [207] ont présenté une version modifiée du simulateur ODE
(Open Dynamic Engine) qui tire profit du potentiel des moteurs graphique. Pour la réa-
lisation de simulations de corps rigides avec certaines de ses méthodes implémentées sur
le GPU, il a proposé l’implémentation de nouvelles méthodes de distribution automa-
tique de processus entre le CPU et le GPU. En effet, le GPU a été utilisé dans ce travail
comme en tant que coprocesseur mathématique pour assurer le critère temps réel pour
des jeux spéciaux et dans des simulations physiques avec l’intention de supporter les lois
mathématiques et physiques accélérées. L’architecture proposée est efficacement exploi-
table pour les langages Shaders ainsi que pour les langages des processeurs graphiques à
usage général (GPGPU).
Figure 4.4 – Architecture de la multithread découplé avec le modèle de GPGPU [207].
Dans notre étude, nous adoptons l’architecture GPGPU proposé par Zamith et coll.
(2009) afin de garantir l’utilisation du GPU comme un coprocesseur mathématique et
physique qui accélère le calcul de lois mathématiques et physiques utilisées dans les mou-
vements devant être générés par le robot humanoïde.
4.9 Hybridation SE-RNN du contrôleur du robot ex-
ploitant le GPU : Conception et mise en œuvre
Cette section présente les détails de la proposition d’une hybridation SE-RNN du
contrôleur exploitant le GPU, proposé dans [7]. Nous démarrons avec un aperçu de notre
proposition, suivi de la présentation du modèle du robot humanoïde utilisé (c.-à-d. les
primitives géométriques, les articulations, la hiérarchie de mémoire utilisée pour le sto-
ckage des primitives du robot). L’évolution des paramètres des Kernels et de stockage de
données est introduite, et sera suivie par l’illustration de l’architecture proposée. Enfin,
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nous concluons cette section en analysant la complexité du système proposé et la justifi-
cation du processus de conception et des choix arrêtés au cours de la mise en œuvre de
cette proposition comme la répartition des tâches et la gestion de la mémoire.
4.9.1 Aperçu général
Pour faire face à l’aspect critique du paradigme de programmation GPU, et dans le
but d’obtenir un gain considérable ou une accélération de l’évolution de notre contrôleur,
nous proposons une nouvelle architecture hybride basée sur la SE et le RNN conçu sur
une plateforme GPU. Ce modèle adopte l’architecture GPGPU proposée dans [207] afin
d’exploiter la grande précision de calcul de ce type de dispositifs, avec l’intention de
soutenir l’accélération des lois mathématiques et physiques, dans la simulation.
Concernant la spécification du RNN, le robot humanoïde étudié utilise le réseau de
neurones récurrent d’Elman pour sa plausibilité biologique et ses capacités de mémorisa-
tion puissantes. Bien que les RNAs biologiques ne se servent pas de la propagation arrière
de l’apprentissage, nous proposons d’utiliser une stratégie évolutionnaire basée GPU pour
évoluer et faire converger le comportement de locomotion. Pour cette tâche, nous devons
exploiter un grand réseau neuronal récurrent pour connecter et simuler les muscles et un
système moteur dans un robot humanoïde avec des dizaines de degrés de liberté. Le réseau
de neurones doit posséder plusieurs milliers de neurones, car il est plus facile d’extraire
et de mettre les informations correctes pour chaque articulation. Le nombre de nœuds
dans les couches cachées du RNN est limité par la capacité de la mémoire associée au
GPU. Cette hybridation (RNN + SE) exploite le parallélisme à un niveau supérieur, où
des groupes de threads sont formés pour manipuler un seul chromosome qui correspond
à chaque robot.
L’objectif de la stratégie d’évolution est d’optimiser les poids du RNN qui contrôle la
marche du robot. Une relation synergique existe entre la SE et le RNN comme illustré
dans la figure 4.5. La SE optimise le RNN et le RNN produit le comportement du robot
qui est ensuite évalué et classé. Au démarrage, la simulation est lancée sur le CPU, les
paramètres de l’évolution sont copiés dans la mémoire constante du GPU, les centres des
positions des pieds des robots sont copiés dans la mémoire globale du GPU alors que
les chromosomes de la population sont initialisés aléatoirement avec un (01) gène qui
correspond à un poids du RNN. Le nombre de connexions représente le nombre de gènes
dans le chromosome tandis qu’un nombre réel représente chaque gène. Les caractéristiques
des valeurs pour toutes les instances d’évolution de l’apprentissage sont transférées vers la
mémoire principale du dispositif (GPU) afin qu’ils soient prêt pour les calculs SE-RNN.
À chaque pas de simulation, le dispositif exécute les étapes décrites dans la figure 4.5.
Après l’initialisation de la partie GPU et pour chaque génération, tous les senseurs
du robot sont activés afin de recueillir des informations à partir de l’environnement de
simulation. Ces valeurs représentent les entrées du RNN. Par conséquent, les sorties du
RNN seront mises à jour en utilisant notre proposition d’évolution parallèle. Pour atteindre
cet objectif, la répartition des tâches élémentaires (threads) est gérée de façon judicieuse
en utilisant l’algorithme proposé ainsi qu’une gestion efficace de la mémoire disponible
dans la hiérarchie du GPU (chapitre 5).
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Figure 4.5 – Configuration du RNA et SE avec ODE sous le GPU.
En outre, la nouvelle population (récupérée à partir de la dernière génération) repré-
sente la nouvelle entrée du RNN. Nous pouvons remarquer ici que les senseurs représentent
les parties en contact direct avec l’environnement de simulation. Ces senseurs fournissent
des données provenant de l’environnement comme le contact avec le sol, tandis que les
effecteurs ont la capacité d’interpréter les valeurs de sorties du RNN (les muscles qui sont
représentés dans notre cas par quelques primitives géométriques). Les Kernels mentionnés
dans la partie GPU représentent le calcul évolutif fonctionnant sur le périphérique.
Les détails techniques concernant la mise en œuvre du GPU-SE, seront présentés par la
suite. Commençons avec l’initialisation de la stratégie évolutionnaire (SE) de la première
population qui se fait de manière parallèle dans le but d’augmenter le taux d’utilisation
de la carte graphique qui est un facteur influant directement sur la performance globale.
La simulation du processus évolutif basé GPU, est décrite par le pseudo-code (1). La
partie suivante décrit la distribution de la population sur la carte ainsi que les détails de
l’implémentation des Kernels.
4.9.2 Modèle du robot humanoïde et de stockage de données
4.9.2.1 Simulateur physique : ODE (Open Dynamique Engine)
ODE est une bibliothèque open source pour simuler la dynamique et les collisions des
corps rigides d’une manière efficace et précise [59]. Il consiste d’une bibliothèque de haute
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Algorithme 1 Processus de simulation sous GPU.
1: Télécharger les paramètres de simulation et d’initialisation des robots.
2: Initialiser les RNNs.
3: Générer la première population évolutionnaire des solutions.
4: Initialiser la SE.
5: Allocation des entrées du problème dans la mémoire du GPU.
6: Allocation de la population dans la mémoire du GPU.
7: Allocation des structures de fitness dans la mémoire du GPU.
8: Copie des entrées de problème sur la mémoire du GPU ;
9: Copie la population généré sur la mémoire du GPU ;
10: Copie des structures supplémentaires sur la mémoire du GPU ;
11: Évaluation les valeurs de fitness de tous les individus de la population en utilisant une
mesure sur la base de la fonction objectif à optimiser ;
12: répéter
13: pour tout les individus faire
14: Évaluation de l’individu ;
15: Insertion des fitness résultantes dans leurs structures.
16: fin pour
17: Copie les structures de la fonction de fitness sur la mémoire du CPU ;
18: Appliquation des opérateurs de recombinaison ;
19: Construction de la nouvelle population (Robots) ;
20: Remplacement de la population parente par la nouvelle population descendante ;
21: Copie la nouvelle population sur la mémoire du GPU ;
22: Copie de la structure supplémentaire dans la mémoire du GPU ;
23: jusqu’à ce que le critère d’arrêt soit atteint
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performance pour la simulation de la dynamique des corps rigides écrite une simple API
C/C++.
Bien que le moteur ODE soit un moteur fiable dans la simulation physique, le calcul
de toutes les interactions physiques d’un système complexe peut exiger énormément de
puissance de traitement. Comme l’ODE utilise un moteur de rendu simple basée sur
OpenGL, il a des restrictions pour le rendu des environnements complexes comprenant
de nombreux objets et des corps. Ceci peut affecter de manière significative la vitesse de
simulation des expériences complexes de la simulation robotique [9].
Algorithme 2 Structure algorithmique d’une application typique d’ODE, De [166].
1: Créer un environnement dynamique ;
2: Créer les organismes dans l’environnement dynamique ;
3: Définir le statut (position et vitesse) de tous les organismes ;
4: Créer les articulations (contraintes) qui relient les organismes ;
5: Créer un monde de collision et la géométrie de collision des les objets ;
6: tantque temps < tempsmax faire
7: Appliquer les forces nécessaire pour les organismes ;
8: Appeler la détection de collision ;
9: Créer un contact de jointure pour chaque point de collision, et le mettre dans le
groupe de contact de jointures ;
10: Prendre une étape de simulation vers l’avant ;
11: Retirez tout le groupe de jointure ;
12: Avancer le temps : temps = temps + ∆t ;
13: fin tantque
4.9.2.2 Modèle du robot humanoïde
Notre démonstration s’appuie sur un modèle robotique, basé sur des primitives dis-
ponibles dans la bibliothèque de simulation ODE, qui offrent un environnement contrôlé
avec ou sans obstacle. Un modèle physique de locomotion décrit les relations non linéaires
entre les forces, les moments agissant sur chaque jointure, les pieds, la position, la vitesse
et l’accélération angulaire de chaque articulation. En plus des données géométriques, un
modèle dynamique nécessite les masses des éléments cinématiques, les centres des masses
et les matrices d’inertie pour chaque liaison, a besoin également de jointure, des valeurs
min/max des couples moteurs et les vitesses angulaires qui sont difficiles à obtenir et
qui représentent souvent une source d’imprécision négligée pour la simulation. Toutes ces
données sont copiées dans la mémoire principale du GPU à l’effet d’effectuer un maximum
de calculs sur celle-ci.
Pour simuler l’interaction avec l’environnement, la détection et le traitement des col-
lisions ainsi que les modèles appropriés des contacts avec le sol pour les pieds sont néces-
saires. Pour s’adapter au monde de la simulation et après avoir effectué plusieurs essais,
nous avons fixé les paramètres expérimentaux conformément à ceux mentionnés sur la
table (4.1), ces valeurs représentant les meilleures valeurs empiriques de notre robot.
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Body part Geometry primitive Dimendion (m)
Head Sphere Radius :0.188
Arm Caped cylinder 0.14x0.25x0.44
Torso Rectangular box 0.9x0.25x1.0
Thigh Caped cylinder 0.20x0.25x0.7
Shank Caped cylinder 0.20x0.25x0.7
Foot Rectangular box 0.4x0.5x0.1
Table 4.1 – Paramétres du corps du robot.
Figure 4.6 – Primitives géométriques, les jointures, et le modèle 3D du robot.
4.9.2.3 Invocation des Kernels, population de la SE et paramètres des don-
nées de stockage
Avec plusieurs types de mémoires, une utilisation incorrecte des capacités de la mé-
moire offerte et disponible au sein du GPU peut influer sur l’accélération désirée. Ainsi,
et en général, la question posée concerne plutôt le type correct de mémoire devant être
utilisée pour chaque phase de l’implémentation. Une fois la structure créée au niveau de la
partie hôte, elle sera copiée dans la mémoire constante du GPU, car ce type de mémoire
est utilisé spécifiquement pour les cas où les données ne changeront pas à l’exécution d’un
Kernel évolutionnaire, y compris la taille de la population, la taille des chromosomes, le
taux de mutation, le taux de croisement, le nombre de générations, les données statistiques
(moyenne, maximum, et minimum des valeurs de la fonction de fitness), etc.
La population de la stratégie évolutionnaire est aménagée dans la mémoire principale
du processeur graphique, comme une matrice à deux dimensions N*L, où les colonnes
réfèrent aux chromosomes et les lignes correspondent aux gènes à l’intérieur des chro-
mosomes. Dans notre cas, N est la taille de la population et L est la longueur des chro-
mosomes, en tenant compte du fait que le stockage des variables de la même séquence
individuelle dans un tableau ne permet pas un accès efficace à la mémoire.
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Figure 4.7 – Organisation de structure de données dans la mémoire.
Figure 4.8 – Représentation de la population dans la mémoire GPU.
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Ainsi, pour atteindre la coalescence de la mémoire, les variables du même type et
appartenant à des individus différents de la population sont stockés dans des buffers
adjacents.
4.9.3 Architecture hybride SE-RNN du Contrôleur du Robot
Comme mentionné ci-dessus, le GPU, dans de telles applications, est utilisé en tant que
coprocesseur, ou les phases de calcul intense sont affectées au GPU telles que le processus
évolutif du RNN avec quelques calculs de la simulation physique.
4.9.3.1 Configuration et paramétrage des Kernels
Pour trouver la meilleure configuration des paramètres (la forme des blocs, le nombre
total de threads) des Kernels évolutionnaires, nous proposons un algorithme permettant
de sélectionner à la fin de son exécution la configuration la plus appropriée, celle-ci devant
maximiser en même temps le taux d’occupation de la carte utilisée et minimiser le temps
pour trouver les solutions. Le principe de notre stratégie de distribution suppose que le
nombre de blocs (correspondant au nombre de chromosomes) ne doit pas être supérieur
au nombre des MPs existants. En outre, le nombre de threads est le nombre de poids dans
chaque RNN, où la capacité des blocs de la carte utilisée doit être respectée (la taille max
de bloc). Plus de détails sur l’algorithme utilisé, ainsi que sur la distribution sur la carte
seront présentés dans le chapitre suivant.
4.9.3.2 Modules d’hybridation SE-RNN basée GPU.
Notre système est composé de trois modules, le premier étant le module de simulation
qui est responsable de la tâche de la simulation dans l’environnement ODE en tenant
compte de toutes les lois nécessaires de la physique. Le second est le module du contrôle
(système neuronal artificiel), qui est responsable de créer le cerveau du robot à l’aide du
RNN. Le troisième et dernier représente le module principal (module chargé de l’évolution
du RNN) de notre système dans lequel toutes les phases de la stratégie évolutionnaire sont
implémentées parallèlement sur le GPU comme des Kernels.
Figure 4.9 – Modules principaux du modèle proposé.
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Dans les prochains paragraphes, les Kernels du module d’évolution seront détaillés.
4.9.3.3 Gestion de la mémoire
Il est indispensable de réduire au minimum les transferts des données entre le CPU
et le GPU puisqu’il y a un volume important d’informations échangées entre les modules
proposés, ceux-ci étant le module la simulation, le module de contrôle (système nerveux) et
le module chargé de l’entrainement évolutionnaire, ces modules seront expliqués en détail
dans les paragraphes suivants. Nous proposons la réduction du transfert de données par
un sous-module inspiré des travaux de Becchi [6] et Yang [205] en prenant les avantages
des règles d’optimisation d’accès à la mémoire globale par la coalescence, et la capacité
d’ordonnancement pour le recouvrement des latences de la mémoire. Les programmeurs
exploitant le GPGPU considèrent que la coalescence fait référence au besoin d’accéder
à un demi-Warp (c.-à-d. 16 threads consécutifs peuvent être fusionnés en un seul accès
mémoire).
Figure 4.10 – Gestion de la mémoire du processus de simulation (le Moteur Physique,
l’entrainement évolutive formation).
Notre proposition de réduire au minimum le taux de transfert entre les deux sous-
systèmes (CPU-GPU) est basée sur la coalescence de la mémoire où l’idée de base du
Mapping entre les mémoires CPU-GPU du processus évolutionnaire est la vectorisation
des structures de données utilisées (la structure de la population, la celle de la fonction de
fitness, etc.) aidant à sauvegarder toutes les données sur des vecteurs ou des matrices 2D
pour faciliter le processus de coalescence. Par conséquent, le mappage des données sur la
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mémoire du GPU est effectué en utilisant CudaMalloc, le transfert des données est assuré
à l’aide de CudaMemcpy où nous vérifions avant tout transfert, si ces données résident
dans la mémoire du GPU ou non.
Avant d’exécuter les Kernels évolutionnaires, la coalescence de données est vérifiée à
l’aide des règles définies par Yang [205] (Seront présenté dans le chapitre suivant).
À la fin de ce processus, les données sont libérées à l’aide de CudaFree, soit à la fin de
l’application ou lorsque la mémoire du GPU s’avère pleine.
Les détails de l’algorithme utilisé au niveau de cette étape auront lieu dans le chapitre
suivant.
A. Génération des nombres aléatoires
Un des facteurs qui affectent la performance des algorithmes évolutionnaires consiste
en la génération de nombres aléatoires, du fait que ces algorithmes sont des processus
de recherche stochastique. Cependant, la bibliothèque CUDA ne comprend pas toutes les
fonctionnalités d’un générateur de nombres aléatoires (RNG) à l’heure actuelle, alors que
le RNG est naturellement nécessaire à l’exécution des processus évolutionnaire. Afin de
pallier cette défaillance, et générer des nombres aléatoires dans notre application, nous
utilisons la bibliothèque Random123 de « counter-based » (CBRNGs) comme décrite par
Salmon et coll. (2011) [163]. La bibliothèque Random123 peut être utilisée avec les ap-
plications CPU (C et C++) et GPU (CUDA et OpenCL). La version utilisée dans cette
implémentation dispose de plusieurs familles (Threefry, Philox, AESNI, ARS). Cette bi-
bliothèque est choisie en raison de la rapidité de son générateur, ses potentialités de
parallélisme et l’utilisation minimale des ressources de la mémoire traditionnelle relative-
ment aux ressources de la mémoire cache (trois fois plus rapide que la fonction rand du
C standard et 10 fois plus rapide que le générateur cuRand de CUDA).
B. Kernel d’initialisation de la population
Dans chaque processus évolutif, la première étape est l’initialisation de la population.
Une des questions qui se posent pour cette étape est : où est-ce que les chromosomes
seront générés ? Pour répondre à cette exigence, deux approches principales [190] sont
proposées dans la littérature :
1. Génération de la population sur CPU et Évaluation sur GPU : À chaque itération
du processus évolutionnaire, la population est générée sur le CPU. La structure qui
lui est associée et qui mémorise les solutions est copiée sur le GPU. Ainsi, les trans-
ferts des données sont essentiellement l’ensemble des solutions de population copiées
du CPU vers le GPU.
2. Génération et évaluation de la population sur le GPU : Dans cette approche, la
population est générée sur GPU. Ce qui implique qu’aucune structure explicite ne
doit être allouée. De ce fait, seule la représentation de la solution doit être copiée
du CPU vers GPU. Ainsi, comme bénéfice de cette approche nous pouvons noter
réduction considérable des transferts de données, puisque l’ensemble de la popula-
tion ne doit pas être copié. Cependant, la mise en correspondance entre un thread
et un individu eut s’avérer une tâche difficile.
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Dans notre cas et comme mentionnés ci-dessus, les éléments de chaque chromosome
représentent les poids du RNN, l’opération d’obtention de ces valeurs est entièrement
parallélisable et tous les chromosomes sont initialisés en même temps. Cette phase est
réalisée par un bloc de threads pour chaque chromosome, comme le montre figure (4. 11).
Figure 4.11 – Mappage de chromosome sur les blocks.
C. Kernel de la sélection
Comme la plupart des schémas de sélection qui travaillent avec des probabilités et
prélèvent des échantillonnages aléatoires de la population, et même promouvoir l’échan-
tillonnage multiple du même individu, les prélèvements peuvent être effectués en parallèle
[86].
Notons, dans notre cas, que la forme modifiée de la sélection de la roulette pipée est
utilisée dans la phase de sélection. Il existe peu de travaux ayant contribué à la mise en
œuvre de la sélection de la roulette pipée sur GPU. Pour sa part, Dawson et Stewart
ont prouvé dans [30], qu’un algorithme exploitant la sélection de roulettes hautement
parallèle doit respecter le parallélisme au niveau du warp, ce qui réduit les dépendances
de la mémoire partagée.
Pour simuler le Kernel de la sélection de la roulette pipée dans notre cas, la population
des robots est triée (méthode GPU). La fonction de fitness est calculée en fonction de la
distance parcourue, en utilisant le Radix-Sort basé GPU, représentant un utilitaire rapide
fourni et décrit dans [166]. Ces scores sont normalisés pour calculer les probabilités de
sélection. Nous contribuons dans cette phase avec l’utilisation d’un bloc de threads pour
chaque chromosome dans le processus. Une somme de réductions est effectuée sur un ta-
bleau normalisé qui contient les valeurs collectées. Ce nouveau tableau est stocké dans la
mémoire globale et utilisé comme un tableau de la roulette.
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D. Kernel du processus évolutionnaire
Ce Kernel vise à actualiser l’ancienne population, en sélectionnant toutes les paires
de chromosomes qui vont subir le processus de croisement pour produire les descendants
(les enfants). Nous contribuons dans cette phase par l’application d’un croisement massi-
vement parallèle en un seul point, en plus de la mutation. Ces opérateurs sont contrôlés
respectivement par les probabilités de croisement et de mutation.
Pour concevoir une implémentation efficace du Kernel de manipulation génétique, une
divergence faible d’accéder à la mémoire plus une quantité considérable de données pour
utiliser tous les cœurs CUDA sont requises.
Afin d’implémenter le croisement en un point, nous devons avoir deux Kernels, le
premier sert à trouver le point de croisement. Nous suggérons ici d’assigner un thread
pour chaque chromosome pour surmonter le problème de synchronisation entre les blocs
CUDA, produit dans le cas d’attribution d’un bloc de thread pour chaque chromosome,
ce qui signifie que tous les threads doivent avoir l’information concernant le point de
croisement. Le second sert à retourner les nouveaux descendants. Pour ce faire, chaque
bloc CUDA est organisé en deux dimensions. La dimension x correspond aux gènes d’un
seul chromosome, tandis que la dimension y correspond à des chromosomes différents.
L’ensemble de la grille est organisé en deux dimensions avec une taille de x fixé à un
(01), et la taille de y correspondant à la taille de la population des descendants (threads)
divisée par la taille des blocs de y multipliée par deux (02).
Pour le Kernel de mutation, la distribution de threads est réalisée de sorte que chaque
thread occupe un gène, l’objectif de ce processus est d’éloigner la stratégie évolutionnaire
d’un minimum ou maximum locaux.
E. Kernel de la Fonction de Fitness
Dans cette proposition, une méthode totalement parallélisée est proposée pour le pro-
cessus d’évaluation afin de réduire la complexité de calcul, tant cette étape est la plus
importante et est généralement plus consommatrice en termes de temps. Dans notre cas,
le meilleur individu est le robot capable de traverser la plus grande distance en un temps
bien défini. Dans ce problème, la fonction de fitness est basée sur la position initiale et
finale pour chaque robot (individuel).
La même décomposition du processus évolutionnaire est utilisée, où chaque warp est
copié vers la mémoire partagée, puisque cette mémoire peut fournir une accélération consi-
dérable en conservant la bande passante vers la mémoire globale, en raison des caractéris-
tiques de la mémoire cache (User-Managed) [26] lors du calcul de la distance dans le GPU.
F. Kernel de remplacement
Cette phase utilise le processus de sélection déjà décrit (la version modifiée de la
roulette pipée) pour les parents ainsi que pour les enfants afin de créer une nouvelle po-
pulation parente. Les paramètres utilisés pour le Kernel sont les mêmes que ceux utilisés
dans les phases précédentes avec une modification dans les dimensions des Kernels qui
sont dérivées de la taille de la population mère.
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G. kernel des statistiques
Pour chaque génération, après le calcul des valeurs de la fonction de fitness, les sta-
tistiques doivent être mises à jour. Les statistiques de la population sont utilisées pour le
processus de sélection et pour le processus de la terminaison de la décision. Les valeurs
maximales et minimales de la fonction de fitness, la moyenne et la déviation constituent
les éléments de la structure des données statistiques.
4.9.4 Analyse de complexité du problème
Trois parties sont considérées pour calculer la complexité de cette proposition : la
partie simulation, la partie système nerveux et la partie évolution. Dans le cadre de la
simulation, la complexité de calcul de l’ODE est d’ordre O (n2), où n est le nombre d’objets
(des primitives géométriques). En outre, la complexité du réseau de neurones est d’ordre
O (2L−1) où L est le nombre de couches cachées de réseau neuronal. En ce qui concerne
la partie évolution, la complexité dépend des étapes et des opérateurs évolutionnaires.
Comme les opérateurs utilisés sont la mutation ponctuelle avec un croisement en un point
plus la sélection en utilisant la roulette pipée, la complexité de la partie évolutionnaire
est de : O (g. (t. m + t. m + n) = O (g. t. m). Avec g est le nombre de génération, t est
la taille de la population et m est la taille de l’individu.
Par conséquent, la complexité du calcul global de l’algorithme proposé est calculée en
additionnant la complexité des trois parties est d’ordre : O (g. t. m).
4.10 Expérimentation, Résultats et Discussion
Nous rappelons que le premier but de cette étude est de démontrer le potentiel de
l’utilisation de dispositif GPU pour les SEs utilisées pour faire évoluer un réseau de neu-
rones récurrent. Pour ce faire, nous avons effectué diverses expériences en modifiant les
différents paramètres de la SE, à savoir la longueur du chromosome, la taille de la popula-
tion, le nombre de générations et les paramètres sensibles des Kernels exécutés (la forme
du bloc, le nombre de threads). Le gain a été mesuré sur l’ensemble de la SE. Lors de nos
tests, les temps de différentes phases de la SE sont mesurées sur le CPU ainsi que sur le
GPU. Pour plus de précision, le temps de transfert de la population, de et à partir du
GPU, est ajouté au temps d’exécution des Kernels.
4.10.1 Configuration de l’environnement d’exécution
Nous avons mis en œuvre le modèle proposé en C/C++ et le framework CUDA. Ces
expériences sont exécutés sur un PC avec un processeur (Intel Core i7 870) et deux GPUs
(NVIDIA GeForce GTX 480).
Pour la SE, nous avons utilisé un taux de croisement fixé à 0.7, le taux de mutation
génomique égal à 0.01, le taux d’élitisme 0.2 , la méthode de sélection de la roulette
pipé est utilisé et au moins de 100 individus pour chaque population. La simulation est
effectuée jusqu’à ce qu’à l’obtention des mouvements adéquats pour les robots.
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4.10.2 Convergence de la proposition évolutive
Tout d’abord et avant tout, tout effort de parallélisation doit garantir que la solution
finale atteinte est similaire ou meilleure en qualité à celle obtenue à partir de l’algorithme
séquentiel. Premièrement, nous allons démontrer que notre approche évolutive parallèle
est en mesure de trouver une solution qui est très proche de la solution optimale. Spécifi-
quement, la solution optimale attendue est liée aux meilleures valeurs des poids du RNN
qui conduisent le robot à développer des mouvements réels très semblables à ceux d’un
humain réel pour effectuer des tâches complexes.
Figure 4.12 – Valeurs de fitness sur différentes générations de CPU et GPU.
La convergence de l’algorithme peut être étudiée en examinant les valeurs moyennes
de la fonction objective de l’ensemble des générations de la population. Pour discuter la
convergence de l’algorithme, nous considérons les valeurs moyennes de la fonction objective
et les valeurs prises de la moyenne de la fonction objective pour les 900 séries de la SE.
Figure 4.13 – Aptitude moyenne avec un intervalle de confiance de 95 % pour chaque
algorithme.
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Figure 4.14 – Exécution globale du système accéléré.
4.10.3 Analyse de performance et de qualité des solutions, sous
les limites de temps
La figure 4. 15 représente les résultats expérimentaux des implémentations CPU et
GPU sur les différentes phases de la SE proposée. Ces résultats ont été atteints après
30 essais. Notons que le processus de parallélisation inter et intra chromosomes est plus
efficace, puisque chaque gène est mappé à un thread dans le bloc qui maintient le chromo-
some. Ceci est dû au fait que la mise en œuvre basée GPU permet l’exécution de plusieurs
threads. En outre, l’exécution de la plupart des processus de la SE peut réduire la fré-
quence de transfert des données entre le dispositif hôte et le périphérique, qui constitue
le plus grand défi dans une telle application sur GPU.
Après avoir discuté les différences entre les résultats obtenus par les implémentations
basées GPU et basée CPU, nous discutons dans ce paragraphe l’impact de certains pa-
ramètres sur l’ensemble des performances. Le temps de calcul et l’occupation mémoire
(mémoire partagée ou registres) consacrés à la fonction objective sont plus élevés que
ceux des autres kernels pour les deux tailles de chromosomes (n = 512) et (n = 1024). La
raison derrière ce phénomène réside dans le fait que les éléments de calcul du Kernel pro-
viennent de la simulation physique effectuée par l’ODE. La performance globale de notre
système croît en fonction de l’augmentation du nombre d’individus dans la population.
4.10.4 Discussion de performance en termes d’efficience et d’effi-
cacité
Pour chaque étape de la simulation, une mise en œuvre séquentielle utilisant un CPU
mono-cœur ainsi qu’une mise en œuvre coopérative CPU-GPU sont considérées, en plus
de l’échange des données entre le CPU et le GPU. Le délai moyen correspond à 30 essais.
Les valeurs moyennes de la fonction d’évaluation ont été recueillies et le nombre d’essais
réussis est également représenté. Étant donné que le temps de calcul peut concerner 1.000
générations et plus, le temps moyen attendu pour la mise en œuvre basée CPU, a été
déduit sur la base de deux études d’exécution.
La génération et l’évaluation des chromosomes d’une manière parallèle sur GPU four-
nissent un moyen efficace pour accélérer l’évolution et le processus de recherche par rap-
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port à une version basée CPU. Comme le montre les figures 4.14 et 4.16, la version basée
GPU est plus rapide que celle basée CPU (c’est-à-dire. l’exécution parallèle basée GPU a
permis de diviser le temps par un facteur 12 par rapport à une mise en œuvre séquentielle
sur CPU). Dus aux accès élevés mal alignés à la mémoire globale, les accès non coalescés
réduisent les performances de la mise en œuvre sur GPU. Pour surmonter le problème et
atteindre la coalescence de la mémoire, les variables d’un même type et appartenant à des
individus différents de la population sont stockées dans des tampons adjacents. Le GPU
conserve l’accélération du processus évolutif hybride aussi longtemps avec l’augmentation
de la taille de la population. Concernant la qualité de la solution, les résultats obtenus avec
la SE proposée sont très compétitifs par rapport à ceux obtenus avec la SE séquentielle.
Figure 4.15 – Temps des phases évolutionnaire CPU vs GPU.
Figure 4.16 – Temps d’exécution du système sur CPU et GPU sur différente générations.
Les figures (4. 16) et (4. 17) représentent respectivement le temps moyen pendant
quelques générations par rapport à la taille de la population et le temps Évolution CPU
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vs GPU au cours des générations, selon le nombre d’individus, à travers une exécution
alternée sur le CPU et sur le GPU afin de montrer plus d’informations sur l’exécution.
Comme mentionnée ci-dessus, la fonction objective dans ce cas est la distance parcourue
par chaque robot où tous les individus commencent et terminent en même temps (dans
chaque étape de simulation). Dans chaque génération, un bon phénotype est un ensemble
de paramètres qui incite l’individu à effectuer le mouvement souhaité.
Figure 4.17 – Évolution de temps au cours des générations.
Nous concluons que l’utilisation des GPUs fournit un moyen efficace pour faire face à
ce type d’application où plusieurs paramètres sont considérés (paramètres de simulation :
par exemple, les paramètres RNN, et les paramètres SE). Par conséquent, l’implémen-
tation de l’entrainement sur le GPU a permis d’exploiter le parallélisme dans une telle
application et l’amélioration de la robustesse et de la qualité des solutions fournies. D’autre
part, comme ce problème prend en compte un ensemble de paramètres, l’ordre de l’ac-
célération obtenue est très prometteur pour aller vers d’autres méthodes d’optimisation,
voire l’automatisation du réglage des paramètres de la SE sur le GPU, ou plus encore, en
utilisant le multi-GPU et les nouvelles architectures telles que l’architecture Kepler.




Figure 4.19 – Évolution du temps CPU vs GPU.
4.11 Conclusion
Le but de cette recherche consistait à étudier la faisabilité d’utilisation des capacités des
technologies GPU pour simuler un modèle complexe en utilisant des approches artificielles
bio-inspirées basées sur une stratégie d’évolution et un réseau de neurones récurrent. Pour
atteindre cet objectif, une nouvelle approche parallèle hybride (SE-RNN basée GPU)
a été proposée pour construire et simuler un modèle 3D de locomotion pour un robot
humanoïde. D’une manière plus spécifique, le mouvement et l’évolution du contrôleur
du robot humanoïde ont été mis en œuvre en utilisant le modèle proposé. Ce dernier est
élaboré par le biais d’un simulateur physique dont le rôle est de reproduire des phénomènes
physiques tels que la gravité, les collisions, etc. Nous avons ainsi mis en place notre modèle
évolutif du RNN sur une plateforme à base de GPUs pour laquelle nous avons discuté
diverses questions de programmation.
En outre, nous avons fourni un ensemble de lignes directrices de conception qui pour-
raient être utiles pour d’autres modèles, dont la façon de pallier les contraintes usuelles
telles que les limitations de la mémoire disponible sous GPU et la synchronisation entre
les différentes tâches exécutées sur le GPU (synchronisation entre les différents threads),
ces précautions ont pour but principal l’exploitation optimale des GPUs pour des gains
de performances.
En réalité, il est plus probable de supposer que l’évolution de l’entrainement et de la
simulation des actions du RNN opère sur une échelle de temps plus longue que les autres
opérations, qui permettent une séparation d’échelle de temps.
En définitive, cette étude a permis de réaliser avec succès les étapes définissant la mise
en œuvre d’un système de contrôle optimisé qui peut exploiter au mieux la combinaison de
traitements entre le CPU et le GPU, permettant au développeur de disposer d’un modèle
automatique l’assistant dans le traitement de ses étapes de calcul.
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Chapitre5
Coopération CPU-GPU, distribution des
tâches et gestion de la mémoire dans
pEvoRNN
5.1 Introduction
La communauté de recherche du calcul généraliste sur les accélérateurs graphiques(GPGPU) a eu pour rôle de fournir les lignes directrices générales pour optimiser
une application sur GPU en utilisant la plateforme Compute Unified Device Architecture
(CUDA). Cependant, la compréhension des effets matériels importants et les performances
qui leur sont associées dans la mise en œuvre des applications, restent encore des points
à prendre en charge par les programmeurs.
Afin d’exploiter le potentiel de performances des GPUs, diverses questions doivent être
abordées telles que la distribution des tâches entre le CPU et le GPU, l’utilisation efficace
de la hiérarchie mémoire du GPU, la gestion judicieuse du parallélisme GPU, ainsi que
l’optimisation des codes GPU, considérées comme les tâches les plus fastidieuses.
L’exploitation des architectures hétérogènes nécessite généralement une ré-implémenta-
tion des codes CPU existants. Cette ré-implémentation nécessite une grande connaissance
des techniques de programmation pour ces types d’architectures particulières. Les per-
formances des unités de traitement graphique (GPU) sont sensibles à des références de
mémoire irrégulières. Une étude récente montre la nécessité d’éliminer les références irré-
gulières par l’exécution d’un remappage des threads/données. Cependant, la façon dont
on peut déterminer efficacement le mappage optimal reste encore une question ouverte.
Concernant CUDA, l’un des paramètres ajustables [187] réside dans la forme des blocs
associés aux threads (grille des blocs). Le choix de la taille et de la forme des blocs est
l’une des décisions les plus importantes [186] que les utilisateurs doivent prendre lorsqu’un
problème est codé afin de fonctionner d’une façon parallèle sur une architecture GPU. Un
bon choix de la taille et de la forme des blocs peut affecter d’une manière significative
l’utilisation des ressources des GPUs. Par conséquent, la performance utilisée dans la tâche
d’implémentation globale est étroitement liée à la configuration des blocs. Actuellement,
de nombreux programmeurs sélectionnent la taille et la forme des blocs de façon empirique
via un processus d’essais/erreur, induisant un gaspillage énorme en termes de temps de
calcul. Pour éviter une telle dépense en termes de temps de calcul ainsi qu’au le recours à
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un réglage manuel, une approche intéressante consiste à automatiser la génération du code
CUDA et/ou le tuning des paramètres sensibles. Les paramètres typiques des stratégies de
Tuning, tels que le choix de la taille et de la forme appropriées pour les blocs de threads,
la programmation d’une bonne coalescence, ou la maximisation de l’occupation, s’avèrent
être interdépendants.
De plus, les choix dépendent également des détails de l’architecture sous-jacente, et le
motif d’accès à la mémoire globale de la solution élaborée.
Avant de nous intéresser aux détails nécessaires pour une application optimisée sous
GPU, nous allons présenter les aspects parallèles dans notre cas d’étude.
5.2 Coopération CPU-GPU
Le but de cette partie est de présenter la façon d’établir une coopération efficace entre
le CPU et le GPU, ce qui nécessite le partage de tâches et l’optimisation du transfert de
données entre les deux composants.
Il existe de nombreux facteurs qui doivent être considérés avant de décider si le pro-
cessus doit être alloué au CPU ou au GPU. Certains de ces facteurs sont constants et
d’autres peuvent compter sur les états du processus en temps réel.
Un processus correct de gestion de la distribution est important pour deux raisons :
1. Il est souhaitable que le CPU et le GPU aient des charges de processus similaires,
en évitant le cas où l’un est surchargé et l’autre est entièrement libre ;
2. Il est pratique de distribuer les processus en tenant compte de l’architecture qui
serait la plus efficace pour ce genre de problème.
Tout d’abord, nous allons décrire brièvement le schéma commun de parallélisation des
algorithmes évolutionnaires sous GPUs. Ensuite, nous allons nous concentrer sur l’opti-
misation des transferts de données entre le CPU et le GPU, tant elle représente l’un des
enjeux cruciaux pour atteindre les meilleures performances dans les applications GPUs.
Finalement, nous allons projeter ces points critiques sur le problème étudié.
5.2.1 Répartition des tâches pour les algorithmes évolutionnaires
sur GPU
5.2.1.1 Cas de parallélisation de l’évaluation
La parallélisation des algorithmes évolutionnaires suit différents modèles. L’un d’entre
eux consiste à paralléliser seulement la phase d’évaluation, tant cette phase est souvent la
plus consommatrice en temps de calcul dans les algorithmes évolutionnaires spécialement
et les méta-heuristiques généralement (Le modèle maître/esclave). L’avantage de cette
approche est qu’elle garde le même comportement comparativement à un algorithme sé-
quentiel. À chaque itération, le maître génère l’ensemble des solutions à évaluer. Chaque
travailleur (esclave) reçoit une partition de l’ensemble des solutions depuis le maître. Ces
solutions sont évaluées et retournées au maître. Un challenge de ce modèle est de déter-
miner la granularité de chaque partition de solutions à allouer à chaque travailleur selon
les délais de communication de l’architecture donnée. En termes de généricité, comme le
modèle est indépendant du problème, il s’avère être générique et réutilisable.
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Dans ce cas, selon le paradigme maître/esclave, l’idée est d’évaluer les solutions en
parallèle sur GPU. Dans ce modèle, un Kernel est envoyé au GPU pour être exécuté par
un grand nombre de threads groupés en blocs. La granularité de chaque partition est
déterminée par le nombre de threads par bloc [202], [213], [2], [125], [176].
Ce genre de parallélisation est utile pour un algorithme dont le temps d’évaluation est
prédominant. Ce modèle est décrit par la figure (5.1).
Figure 5.1 – Évaluation parallèle des solutions sur GPU.
5.2.1.2 Cas de l’algorithme complet
Notre étude diffère significativement des autres études du fait qu’elle représente une
implémentation parallèle à base de GPU, qui de plus ne sera pas consacrée que pour
l’évaluation, mais également pour toutes les autres phases, en suggérant des modifications
aux opérateurs évolutionnaires existants en fonction de l’architecture du GPU (e.g. [171],
[143], [2]), en fonction de la nature du problème étudié et en fonction des opérateurs
évolutionnaires utilisés.
Par la suite, nous allons présenter quelques opérateurs évolutionnaires modifiés afin
qu’ils soient situables pour l’architecture spécifique du GPU, suivie par les détails de la
gestion du parallélisme, ainsi que la gestion de la mémoire du GPU.
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Figure 5.2 – Stratégie évolutionnaire complet sur GPU
Afin de converger vers une haute performance d’un GPU, la parallélisation de chaque
opérateur évolutionnaire est souhaitable. Un des premiers travaux pionniers sur les opé-
rateurs évolutionnaires a été proposé par Wong et coll. dans [202], [201] dans le but de
réaliser une mutation spécifique (Cauchy mutation) sur GPU. D’une manière similaire,
Shah et coll. [171]ont proposé des versions modifiées des sélections dites uniforme et rou-
lette pipée, ainsi qu’une autre version du croisement en un seul point, convenable pour
les GPUs. Dans [128], Ogier et Coll. ont présenté une étude expérimentale de différents
variantes de la sélection en tournoi. Osio et coll. [143] ont présenté les versions modifiées
de la sélection de tournoi, de croisement en un seul point et la mutation en un point. Dans
la même optique, Jaros et Coll. [98] ont proposé aussi des opérateurs modifiés convenables
à une architecture GPU.
Dans notre cas, nous avons utilisé un algorithme évolutionnaire totalement plongé
dans l’accélérateur graphique, tous les détails de l’algorithme ainsi que les modifications
sont dans la partie 2 du chapitre 4.
5.3 Équilibrage de la Charge
Avoir un système qui intègre un processeur hôte, un ensemble de cartes avec plusieurs
cœurs sur chaque carte, ayant un ensemble de tâches à accomplir, nécessite de diviser
l’ensemble des tâches en sous-ensembles assignés, aux cartes, aux MPs et finalement aux
cœurs.
L’objectif principal d’un processus d’équilibrage de charge est de réduire le temps
d’exécution global.
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Dans un algorithme évolutionnaire synchrone, il est nécessaire d’équilibrer les tâches
entre les unités de calculs indépendantes, afin de leur permettre de terminer leur calcul
en même temps afin de commencer la prochaine génération. Sinon, si une unité termine
avant les autres, elle deviendra inactive en les attendant, ce qui engendre donc une perte
dans la puissance de calcul.
L’équilibrage de charge peut être effectué selon le niveau de la distribution des tâches.
Toutefois, la distribution à un niveau déterminé peut prendre en compte la structure d’un
niveau inférieur. Typiquement, la distribution MP (multiprocesseur) est également basée
sur la structure des cœurs simples.
Les systèmes GPUs ont trois niveaux (Cartes, MP, les cœurs simples), mais l’équili-
brage de charge se fait en deux étapes : d’abord inter-GPU et ensuite intra-GPU. Bien
sûr, les deux derniers niveaux sont fortement corrélés.
5.3.1 Équilibrage de tâche Inter-GPUs
Dans plusieurs cartes GPU sont à utiliser, il est nécessaire d’attribuer un ensemble de
tâches à chaque GPU. Cette étape correspond au premier niveau de la hiérarchie décrit
ci-dessus.
Le but de l’équilibrage de la charge inter-GPU est d’affecter les processus aux cartes
d’une manière équilibrée, afin de permettre le calcul sur chaque carte pour terminer dans
le même temps. Malheureusement, si le type des GPUs utilisés est différent dans la même
machine, il est difficile de comparer la puissance des cartes.
5.3.2 Équilibrage de tâche Intra-GPUs
Les Puces GPUs comprennent de nombreux cœurs qui sont structurés sur plusieurs
couches. Chaque couche doit répondre à certaines contraintes, telles que le nombre de
tâches qui peuvent être prévues, le nombre de registres disponibles dans un MPs.
Le problème réside dans le fait qu’avec un certain nombre de tâches identiques et un
nombre de cœurs (SPs) regroupés en un nombre de MPs, nous devons les exploiter pour
répartir les tâches selon les critères suivants.
1. Équilibrer la charge entre les différents MPs ;
2. Équilibrer la charge entre les différents cœurs d’un MP, afin de ne pas créer de
divergences artificielles, en assignant des tâches à une partie d’un Warp et rien à
l’autre partie ;
3. Maximiser la capacité d’ordonnancement de chaque MP, tout en respectant les
contraintes sur les registres disponibles par MP et la taille du bassin d’ordonnance-
ment.
5.4 Répartition des threads et mappage efficace de la
population
Le GPU Computing est basé sur l’hyper-threading, et l’ordre dans lequel les threads
sont exécutés est inconnu. Alors, un contrôle efficace des threads doit être assuré dans
le but de répondre aux contraintes liées à l’utilisation de l’espace mémoire. Ceci permet
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d’assurer la robustesse des solutions développées sur GPU et d’améliorer la performance
globale. Une cartographie efficace doit être établie entre chaque solution candidate et le
thread désigné par un identifiant unique.
Nous nous concentrons dans cette partie sur le mappage de la population sur la carte
(GPU). La population doit être affectée aux multiprocesseurs (MPs) sur la carte. Cette
étape est importante, car elle assure un bon équilibrage de charge sur chaque processeur
ainsi qu’un ordonnancement efficace. Cependant, cette répartition doit être conjuguée
avec les contraintes matérielles, qui peuvent être résumées dans le respect de l’utilisation
des ressources existantes sur chaque MP et de faire en sorte de ne pas les dépasser.
Certains principes liés à l’occupation de la carte et la distribution efficace et automatique
des individus sur la carte pour contrôler le parallélisme des threads seront présentés.
Toutefois, cette répartition doit être compatible avec les contraintes matérielles.
Un multiprocesseur (SM) peut exécuter deux demi-Warps en même temps. Les Warps
des différents blocs de threads peuvent être mis en attente sur le même SM. Lorsque
les threads d’un Warp émettent une demande à la mémoire globale, ces threads seront
bloqués jusqu’à ce que les données arrivent de la mémoire. Durant cette période de latence
élevée, d’autres Warps dans la file d’attente peuvent être planifiés et exécutés. Ainsi, il
est important d’avoir suffisamment de Warps dans la file d’attente de chaque SM pour
masquer les latences de la mémoire globale en les chevauchant avec le calcul, ou avec
d’autres accès mémoire. La première considération pour maximiser l’occupation est de
choisir une taille appropriée de bloc.
Dans l’architecture Fermi [186], le nombre de threads par bloc doit être un diviseur
entier du nombre maximal de threads par SM et supérieur ou égal à 192, afin de permettre
de remplir le nombre maximal de threads par SM avec pas plus de 8 blocs. En plus de l’effet
lé à l’occupation, la forme choisie a également un impact significatif sur la coalescence,
la partition camping, et les goulets d’étranglement de la mémoire. Une chaîne devrait
demander 32 éléments contigus pour réduire la bande passante de la mémoire totale.
Certaines des stratégies communes du code de Tuning [187] interagissent fortement
avec, ou sont dépendantes de, la taille de bloc choisie ainsi que de sa forme.
5.4.1 Réglage automatique de la configuration pour l’AE utilisé
sur la plateforme CUDA
Il peut sembler d’abord intuitif de choisir la forme des blocs, puis d’appliquer les autres
techniques d’optimisation, certains d’entre eux peuvent avoir besoin de tailles de blocs
spécifiques ou de formes afin d’exploiter leur potentiel.
Il s’agit d’une question ouverte quand et où, il est possible d’isoler la configuration des
blocs de threads de l’application d’autres techniques d’optimisation.
Plusieurs études ont porté sur l’autoréglage (Tuning) des paramètres sensibles dans
CUDA. Dans cette partie, nous allons analyser deux travaux liés aux algorithmes évo-
lutionnaires, celui développé par Ogier et coll. [126] et celui réalisé par Luong et coll.
[190]. L’idée de l’algorithme conçu par Ogier est de maintenir l’optimisation des SMs en
maximisant les threads assignés pour chaque bloc, et ce, en tenant compte à la fois les li-
mitations des registres et de l’ordonnancement. Alors que Luong a proposé une heuristique
dynamique pour l’autoréglage des paramètres de l’algorithme LSM (Local Search Meta-
heuristique). L’idée derrière cette approche est d’envoyer les threads par «vagues (waves)»
au Kernels du GPU pour effectuer le réglage des paramètres pendant les premières ité-
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rations de l’algorithme LSM. De ce fait, la mesure du temps pour chaque configuration
choisie selon un certain nombre d’essais fournira les meilleurs paramètres de configuration.
5.4.2 Contribution à la détermination de l’aménagement optimal
pour l’activité courante
Parmi les méthodes prometteuses permettant le réglage automatique des paramètres
les heuristiques qui sont a priori des approches basées sur l’énumération de toutes les
différentes valeurs des paramètres sensitifs (threads par bloc et nombre total des threads).
Cependant, de telles approches sont excessivement consommatrices en termes de temps
de calcul et ne peuvent pas bien être adaptées pour le type de problème étudié dans cette
thèse en raison de leur nature.
Pour traiter ce problème, L’algorithme (3) décrit le procédé utilisé pour distribuer
la population des robots dans PEvoRNN sur chaque SM de la carte et en même temps
trouver les paramètres sensibles les plus appropriés à chaque étape de la simulation.
L’idée principale de cet algorithme est d’effectuer le réglage des paramètres pendant
les premières itérations des Kernel GPU de la partie évolutionnaire (y incluent les parties
liées à la simulation et la génération des poids des RNNs).
De ce fait, la mesure du temps pour chaque configuration sélectionnée en fonction d’un
certain nombre d’essais (lignes 5- 16) donnera les meilleurs paramètres de configuration.
En ce qui concerne le nombre de threads par bloc, comme cité ci-dessus, il est fixé à un
multiple de la taille du warp (voir la ligne 21). Le nombre total d’unités d’exécution de
départ est défini comme le plus proche de la puissance de deux. Dans certains cas, quand
un bloc de thread alloue plus de ressources (registres par exemple) que ceux disponibles
sur un multiprocesseur, l’exécution du Kernel échoue, car trop de threads sont demandés.
Par conséquent, un mécanisme de tolérance aux pannes est prévu pour détecter une telle
situation (à partir des lignes 11 à 14). Dans ce cas, l’algorithme se termine et renvoie les
meilleurs paramètres de configuration précédemment trouvés.
Les paramètres à déterminer sont le nombre d’essais par configuration, les informations
de l’architecture sous-jacente et le temps imparti à chaque essai. Plus la valeur du nombre
d’essais est élevée, plus le réglage final sera précis au détriment d’un temps de calcul
supplémentaire.
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Algorithme 3 Aménagement optimale des données
Entrées: Nb_essaies, GPU_infos, Temps_de_essaie
Sorties: meilleur_Nb_threads, meilleur_Nb_threads_block
1: Nb_thread = Nb_gene_par_chromosome
2: Dim_grid = Nb_MP
3: tantque (Nb_thread < popsize) faire
4: Nb_threads_block = 32
5: tantque (Nb_threads_block <= 1024) faire
6: tantque Temps_courant <= Temps_de_essaie faire
7: Initialisation des paramètres SE sur le côté GPU ;
8: Génération de la population initiale sur le côté du GPU. (Initialisation des
poids du RNN) ;
9: Lancer l’évaluation sur le GPU ;
10: Exit ;
11: si échec kernel alors
12: Récupérer (meilleur_Nb_threads) ;
13: Récupérer (meilleur_Nb_threads_block) ;
14: fin si
15: Le reste du processus d’évolution sur le côté GPU ; (Manipulation évolu-
tionnaire, replacement, les calculs statistiques).
16: fin tantque
17: si meilleur_temps alors
18: meilleur_Nb_threads← Nb_threads ;
19: meilleur_Nb_threads_block ← Nb_threads_block
20: fin si
21: Nb_threads_block ← Nb_threads+ 32
22: Dim_block ← Nb_threads_block




27: Nb_threads← Nb_threads ∗ 2
28: fin tantque
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5.5 Gestion de la Mémoire
Pour résoudre le problème du temps de transfert de données, nous proposons un sous-
modèle qui joue le rôle d’un gestionnaire d’accès à la mémoire et qui orchestre les transferts
des données entre le processeur et la mémoire du GPU.
Avant de rentrer dans les détails, nous proposons de présenter les règles générales
d’utilisation de la hiérarchie mémoire.
5.5.1 Concepts communs de gestion de la mémoire
5.5.1.1 Enjeux de coalescence de mémoire
Dans le modèle d’exécution des GPUs, chaque bloc de threads est divisé en groupes
de Warps. À chaque cycle d’horloge, chaque processeur du multiprocesseur sélectionne
un demi-Warp (16 threads) qui soit prêt à exécuter la même instruction sur des données
différentes. La mémoire globale est conceptuellement divisée en une séquence de segments
de 128 octets. Le nombre de transactions de mémoire exécutées pour un demi-Warp sera
le nombre de segments ayant les mêmes adresses utilisées par cette demi-Warp.
Pour plus d’efficacité, les accès globaux à la mémoire doivent être coalescés, ce qui
signifie qu’une demande de mémoire effectuée par des threads consécutifs dans un demi-
Warp est strictement associée à un segment. L’exigence est que les threads du même
Warp doivent lire de la mémoire globale dans un modèle ordonné. Si les accès mémoires
des threads d’un seul demi-Warp constituent une plage contiguë des adresses, les accès
seront fusionnés en une transaction de mémoire unique. Autrement, l’accès à des en-
droits dispersés se traduit par une divergence de mémoire et nécessite l’intervention du
processeur pour produire une transaction mémoire par thread. La pénalité associée à la
performance pour les accès de mémoire non coalescés varie en fonction de la taille de la
structure de données.
En effet, en ce qui concerne les structures de problèmes d’optimisation, la coalescence
est parfois difficilement réalisable puisque les accès à la mémoire globale ont un modèle
non structuré dépendant des données. Par conséquent, les accès non coalescés à la mé-
moire impliquent de nombreuses opérations de mémoire qui conduisent à une diminution
significative des performances pour les algorithmes évolutionnaires.
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Figure 5.3 – Des coeurs SIMD réalisant le chargement à partir d’une adresse de base Ab
et le coeur id.
Figure 5.4 – Accès mémoire non-coalescé.
Figure 5.5 – Accès mémoire coalescé.
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5.5.2 Transformation vers la coalescence
Néanmoins, pour certaines structures d’optimisation qui sont particulières à un thread
donné, la coalescence sur la mémoire globale peut être effectuée. Cela est généralement le
cas pour l’organisation des données d’une population dans les algorithmes évolutionnaires ;
où de grandes structures locales sont utilisées pour la fonction d’évaluation. Cependant,
afin de déterminer si les accès vers la mémoire l’off-chip peuvent être coalescés, le calcul
des adresses de chaque accès mémoire dans la fonction de Kernel pour différents threads
doit être effectué.
Comme les tableaux sont les structures de données les plus communes dans le traite-
ment scientifique, quatre types d’indices pour les tableaux et des transformations affines
de ces indices sont considérées.
1. L’indice constant : La valeur constante est utilisée dans un index de tableau, par
exemple, la constante entière 5 dans un [idy][i + 5] ;
2. Indice prédéfini : les numéros prédéfinis, tels que les ids absolus de thread, idx, Idy,
et des identifiants relatifs, tidx (c.-à-d., threadIdx.x), tidy (c.-à-d., threadIdx.y) sont
utilisés comme un indice de tableau. Par exemple, dans un Idy [Idy][i + 5].
3. Indice de boucle : une variable d’itération de boucle est utilisée comme un indice de
tableau, par exemple, i en b [i][idx] ;
4. Indice non résolus : Par exemple, un accès indirect a[x], où x est une valeur chargée
de la mémoire. Dans ce cas-là, la vérification de la coalescence est ignorée.
Après avoir déterminé les types d’indices des tableaux dans la fonction du Kernel,
et pour chaque instruction d’accès mémoire, les adresses des 16 threads consécutifs dans
le même Warp sont calculées pour voir si elles peuvent être coalescées. Pour répondre
à l’exigence de coalescence, l’adresse de base doit être un multiple de 64 et les Offests
doivent être de 1 à 15 mots. Après l’analyse de chaque accès au tableau dans le code du
Kernel, les accès non coalescés à la mémoire globale sont convertis en des accès coalescés
à travers la mémoire partagée.
La figure (5.6) présente un exemple d’une transformation de coalescence pour les
structures locales. Comme illustré en haut de la figure, une mauvaise approche naturelle
pour organiser les éléments est d’aligner les différentes structures une après l’autre. Ainsi,
chaque thread peut avoir accès à des éléments de sa propre structure avec un modèle
logique AdresseDeBase x id + Offset. Par exemple, sur la figure, chaque thread a accès
au deuxième élément de la structure avec AdresseDeBase =3 et Offset = 2.
Même si cette façon d’organiser les éléments sur la mémoire globale est naturelle, il
est clair qu’elle n’est pas efficace. En effet, pour obtenir une meilleure performance de
la mémoire globale, les accès mémoire doivent constituer une plage contiguë d’adresses
pour être coalescés. Ceci est illustré en bas de la figure, où les éléments des structures
sont dispatchés de telle façon que chaque accès de threads sera coalescé en une seule
transaction de mémoire avec le modèle AdresseDeBase2 x id + Offset.
5.5.3 Notre proposition
Pour résoudre le problème du temps de transfert de données, nous proposons un sous
module qui joue le rôle d’un gestionnaire d’accès à la mémoire et qui orchestre les transferts
des données entre la mémoire du CPU et la mémoire du GPU.
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Figure 5.6 – Largeur de bus de la mémoire et l’importance de la vitesse de la mémoire.
Algorithme 4 Optimisation de la gestion de la mémoire.
Entrées: Bloc_données [N] ,CPU_addr, Taille_Données, temps_dernier-accése,
mis_à_jour, GPU_addr, reside = on_cpu, on_gpu
1: Allouer/Transférer les données (en utilisant CudaMalloc, CudaMemcpy) ;
2: Assurer la cohérence des données ;
3: si blockID ∈ DataBlock[N ] alors
4: reside = on_gpu ;
5: Mettre_à_jour_les_paramètres_de_CPU (void *CPU_addr, size_t size) ;
6: fin si
7: si execution_CPU_kernel_call_time_termine alors
8: Marquer_Sorties_CPU_memorie (void *cpu_addr, size_t size) ;
9: Mettre_à_jour_les_paramètres_de_CPU (void *cpu_addr, size_t size) ;
10: fin si
11: GPU_addr = acquérir (void *CPU_addr, size_t size, bool update) ;
12: free (void *cpu_addr, size_t size) ;
Pour ce faire, ce module gère un mappage entre les régions de la mémoire du CPU et
du GPU. Notamment, la mémoire globale du GPU est considérée comme un ensemble de
blocs de données non chevauchants, chacun d’entre eux correspondant à un bloc de don-
nées du CPU. Le mappage est stocké dans une liste de structure nommée Bloc_données
et qui représente les blocs de données. Chaque bloc de données dispose d’une adresse
CPU cpu_addr, une adresse GPU gpu_addr, d’un état de synchronisation (sync) et d’un
horodatage indiquant le dernier accès au bloc. Le statut de la synchronisation indique si
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le contenu des blocs CPU et GPU est synchronisé ou si la copie mise à jour des données
réside dans la mémoire CPU/GPU (on_cpu/on_gpu). Notons que, puisque l’application
tourne sur le CPU et le Runtime fonctionne à la granularité de l’appel de fonction, ce
module n’alloue de la mémoire GPU (et ne met à jour la liste des blocs de données) que
lorsque le Runtime appelle la mise en œuvre du GPU pour une fonction interceptée.
La partie majeure de la manipulation du mappage de la mémoire CPU/GPU est
réalisée dans les lignes de code (1 et 2), qui sont invoquées par l’exécution de tous les
paramètres d’un appel du Kernel GPU. Étant donné un bloc de mémoire CPU, la ligne
(1) retourne un pointeur vers le bloc de mémoire GPU correspondant. Si le paramètre
mis_à_jour est réglé sur vrai, alors le contenu du bloc de mémoire GPU doit être mis à
jour. L’exécution d’un Kernel GPU affecte uniquement la mémoire du GPU. Le Runtime
n’impose aucun transfert de mémoire GPU/CPU après l’invocation d’un Kernel GPU. La
cohérence des données est assurée par l’ensemble des invocations mis sur les paramètres de
sortie du Kernel appelé. Étant donné une adresse du CPU, l’attribut de synchronisation
du bloc de données correspondant sera mis à on_gpu. Lorsqu’un Kernel est invoqué sur
CPU, le Runtime doit assurer que la mémoire du CPU a une copie à jour de tous les
paramètres d’entrée.
Après l’exécution d’un appel Kernel CPU, les paramètres de sortie doivent être mar-
qués comme résidants dans la mémoire du CPU. Ceci définit l’attribut de synchronisation
des blocs de données contenant la plage d’adresses donné à ON_CPU. Enfin, ce module
fournit une primitive pour libérer l’espace mémoire (ligne 12). La primitive free élimine, de
la liste du bloc de données, toutes les entrées contenant des adresses de la plage d’adresses
donnée, et libère la mémoire GPU correspondante. Cette fonction est invoquée dans deux
cas : (1) lorsque l’application libère les données, et (2) lorsque la mémoire est pleine. Dans
ce dernier cas, le Runtime utilise le champ Horodatage dans la structure Bloc_données
afin de déterminer les blocs moins récemment utilisés. Les blocs déterminés comme les
moins utilisés seront copiés sur CPU avant la désallocation GPU.
5.6 Conclusion
Dans ce chapitre, nous avons traité les trois challenges importants et nécessaires dans
une application GPU dans un cadre général avec comme objectif de les projeter sur
notre cas d’étude. Premièrement, nous avons proposé une coopération efficace entre le
CPU et le GPU pour notre système pEvoRNN. Deuxièmement, nous avons traité avec
un contrôle efficace du parallélisme. Pour cette fin, une compréhension claire du modèle
d’exécution des threads permet de concevoir de nouveaux algorithmes, et d’améliorer la
performance des algorithmes évolutionnaires sur GPU. Dans ce cadre, nous avons proposé
un aménagement efficace des parties de notre simulation sur le GPU. Il est à noter qu’en
dernier, l’accent a été mis sur la gestion de la mémoire pour le processus de simulation dans
notre système pEvoRNN. Ce point est essentiel vu que la compréhension de l’organisation
hiérarchique des différentes mémoires disponibles sur les architectures GPU est la question
cruciale à laquelle il est impératif de répondre pour réussir à concevoir des algorithmes






L’étude comparative que nous avons élaborée permet de tirer des conclusions sur les
principaux points étudiés dans notre modèle et qui sont en commun avec les travaux exis-
tants dans la littérature et s’intéressant au même domaine et à la même problématique.
Cette étude nous permet une auto-évaluation de notre travail en présentant les différents
points positifs et négatifs des différentes contributions effectives. De plus, une étude com-
parative sera réalisée entre, d’une part les propositions que nous avons élaborées et d’autre
part les modèles de la littérature déjà présentés dans la partie correspondante de l’état
de l’art.
Cette comparaison sera centrée autour de la problématique présentée au niveau de la
deuxiéme partie du quatriéme chapitre qui a eu pour objet l’étude et la mise en œuvre
d’une nouvelle implémentation sur GPU d’un problème lié à la robotique évolutionnaire,
en répondant aux défis et aux questions liées à l’utilisation d’une telle architecture dans
ce domaine. Les critères de comparaison sont définis comme suit :
1. Le type du contrôleur évolutionnaire simulé ;
2. La coopération entre le CPU et le GPU pour les tâches de simulation effectuées ;
3. L’utilisation de la hiérarchie mémoire ;
4. La gestion du parallélisme : le mappage des tâches de simulation sur la carte gra-
phique.
6.2 Notre approche évolutive à l’égard d’autres approches :
une brève comparaison
Le but de l’étude présentée dans le chapitre 4 de la présente thèse consiste à évaluer
l’influence de l’utilisation des accélérateurs graphiques dans le processus d’évolution des
comportements des robots évolutionnaires.
Le problème lié au développement, par évolution, de comportements de robots évolu-
tionnaires et cognitifs est d’une complexité élevée liée à l’énorme quantité de puissance
de calcul nécessaire telle que vue dans les travaux de la littérature [149], [69]. Ceci nous
permet de prendre conscience et conforter la nécessité d’accélérer le processus d’évolution
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à réaliser. En définitive, nous allons considérer l’étude de cas sur notre robot humanoïde,
et ce, dans le but d’opérer l’accélération de l’évolution du contrôleur du robot dans l’en-
vironnement de simulation.
Notre travail se recoupe avec les travaux récents existants dans la littérature, dont
nous avons présenté certains au niveau du troisième et quatrième chapitre de cette thèse
(voir les sections des réseaux de neurones et les algorithmes évolutionnaires sous GPUs).
Par ailleurs, les objectifs visés par notre travail sont différents des autres travaux, en plus
de certains points forts qui différencient notre modèle par rapport aux autres.
Afin de mieux situer et comparer notre approche basée GPU pour l’accélération de
l’évolution du contrôleur du robot humanoïde, par rapport à l’ensemble des travaux exis-
tant dans la littérature, il est indispensable de s’intéresser aux travaux qui traitent la même
problématique, qui de plus traite la même technique accélérée. Cependant, notre travail
est parmi les premiers travaux qui ont abordé l’accélération d’un processus évolutionnaire
dédié à un problème de robotique évolutionnaire, sur les accélérateurs graphiques. Ceci
nous conduit à faire le constat suivant : la comparaison qui pourrait être faite, serait
incohérente, puisque dans les travaux existants, la technique généralement accélérée est
celle d’un type bien précis de réseaux de neurones tels que les réseaux de neurones dits
"Spiking Neural Networks", comme ceux utilisés par [69], et [16].
Pour cela, nous proposons d’établir d’abord une comparaison de notre approche évolu-
tionnaire (chapitre 4-section 4.7-) par rapport aux approches présentées dans le chapitre
3 et 4 (chapitre 3- section 3.8, chapitre 4- section 4.5-), en étudiant les éléments critiques
d’une application supportée par une architecture basée GPU : l’organisation des données
au niveau de la hiérarchie mémoire, le nombre de threads attribués pour chaque individu
dans la population de l’évolution (solution), et la hiérarchie de mémoire utilisée au sein
de l’application, comme repris dans le tableau (6.1).
Fondamentalement, la plupart des approches de la littérature sont basées soit sur l’éva-
luation parallèle des solutions sur GPU ou l’exécution d’algorithmes indépendants/coopéra-
tifs simultanée. Ces approches peuvent aussi être classées en des approches entièrement
parallélisées ou des approches partiellement parallélisées, où quelques-uns de ces travaux
ont exploité le parallélisme entre les gènes conduisant à deux types d’exploitation du
parallélisme : parallélisme inter-chromosome et parallélisme intra-chromosome.
Concernant la représentation des données (c.-à-d. la représentation de la structure),
des tableaux à 1 et 2 dimensions servant à recueillir les données sur les objets sont géné-
ralement utilisés pour stocker les individus de la population. La majorité des approches
suggèrent qu’un individu soit composé d’un génome auquel on associe d’autres champs
tels que la valeur de la fitness et une variable booléenne qui indique si l’individu a été
déjà évalué ou non. Cependant, nous avons préconisé dans notre approche évolutive que
les attributs de chaque robot (individuel) soient rassemblés dans une même structure de
données, y compris les différents paramètres des simulations physiques ainsi que les pa-
ramètres évolutionnaires (par exemple : la masse, les positions du contact avec le sol, les
dimensions des primitives utilisées, la valeur de la fitness, les informations statistiques
[c.-à-d. la fitness, les min/max de la fitness], et le nombre de neurones et de couches).
Notre implémentation regroupe les mêmes individus dans des tampons contigus visant à
transférer toutes les informations nécessaires en un seul transfert en mode DMA (Direct
Memory Access). De plus, la longueur des chromosomes est trop grande, où les gènes ne
représentent pas seulement les valeurs du RNA utilisé, mais également les poids qui leur
sont associés. Les paramètres de la stratégie évolutionnaire sont stockés dans la mémoire
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constante du GPU, alors que la mémoire partagée est utilisée pour faciliter l’accès aux
données réutilisées dans l’ensemble du processus d’évolution.
Concernant le nombre de threads affectés, la plupart des implémentations que nous
avons étudiées associent un thread à un individu (solution) pour le modèle maître/esclave.
En outre, un bloc de threads est affecté à une sous-population pour le modèle en ilot ou
les algorithmes de coopération. Toutefois, en essayant de pousser nos investigations, nous
sommes arrivés au constat qu’il existe peu d’investigations qui répondent à la gestion
efficace des threads avec les contraintes d’utilisation de la mémoire, en particulier lorsqu’ils
traitent un grand nombre de solutions ou de grandes instances de problèmes. Notons,
également, que ces solutions sont généralement spécifiques à un problème particulier ou à
des problèmes de la même famille. Dans notre travail, nous proposons d’attribuer un bloc
de threads à chaque individu avec une gestion efficace de la distribution des threads sur
la carte.
Concernant la gestion de la mémoire de données, il y a peu d’efforts explicites qui
gèrent les structures d’optimisation avec les différentes mémoires disponibles. Ceux-ci sont
d’ailleurs strictement dépendants du problème d’optimisation étudiée. Pour ces raisons,
nous avons proposé notre propre système de gestion de mémoire en tenant compte de
toutes les parties du processus de simulation.
6.3 Bilan
Les différents points sur lesquels nous avons réalisé notre étude comparative ont mis en
avant les points forts et les capacités offertes par notre modèle accéléré de simulation dans
un environnement artificiel, et ce, du fait qu’il exploite les points suivants : la prise en
compte d’un simulateur physique dont quelques parties sont accélérées, l’exploitation du
parallélisme existant et qui est utilisé dans la carte utilisé pour le processus évolutionnaire
pour accomplir une simulation accélérée.
En conclusion, nous présentons à titre de récapitulatif une comparaison entre nos
objectifs initiaux présentés dans cette thèse, ceux effectivement réalisés et ceux visés
dans le futur immédiat en termes de perspectives et ce relativement aux comportements
parallèles évolués réalisés, et des résultats obtenus.
En résumé, les points forts de notre modèle de simulation accéléré relèvent du constat
qu’ils traitent plusieurs des facteurs qui entrent dans la mesure d’une simulation évolutive
accélérée qui sont :
1. L’utilisation parallèle de quelques parties du simulateur physique ;
2. L’émergence du comportement de populations dans un environnement hautement
parallèle ;
3. Le partage des tâches de la simulation entre le CPU et le GPU ;
4. Le mappage entre la population des robots et les éléments élémentaires (threads)
dans le processus de la simulation ;
5. La gestion efficace des transferts de données entre les parties de la simulation.
107
6.3. BILAN







































Un thread par individu











































(solution) est traité par










traité par une SM, et











(solution) est traité par
un bloc de threads.
Les chromosomes
sont stockés dans le








(solution) est traité par
un bloc de threads.















































































































































































































































































































































































































































7.1 Récapitulatif des Contributions
Les accélérateurs GPUs sont aujourd’hui omniprésents : dans nos ordinateurs por-
tables, dans les stations de travail graphiques, dans les clusters hybrides, dans les grilles
de calcul et dans le Cloud Computing. Cette disponibilité va augmenter d’une manière
exponentielle avec l’arrivée de machines exaflopiques annoncées pour 2018-2020 .
Le défi est, et sera dans un futur proche, de répondre à la question : comment concevoir
et mettre en œuvre des algorithmes efficaces pour les environnements informatiques GPU
améliorés ?
Dans cette thèse, l’accent a été mis sur l’accélération des techniques d’évolution ar-
tificielle développées dans le domaine de la vie artificielle. En effet, nous avons revu la
conception et la mise en œuvre des algorithmes évolutionnaires pour résoudre un problème
lié à la robotique évolutionnaire sur des plateformes de calcul hétérogènes. Sans perte de
généralité, le problème étudié est considéré comme une étude de cas.
Pour y parvenir, nous avons d’abord étudié l’utilisation d’un seul processeur couplé à
un dispositif GPU, en nous intéressant à différentes questions liées aux caractéristiques
des GPUs, à la nature des algorithmes évolutionnaires, et au contexte du problème dans la
vie artificielle : la divergence des threads, la gestion de la mémoire du GPU, l’adaptation
du dimensionnement des données transférées et l’optimisation du transfert de données
entre le CPU et le GPU.
Au cours de cette thèse, nous nous sommes intéressés à l’utilisation générique des cartes
graphiques (GPUs) en tant que machine de calcul parallèle pour une certaine gamme de
problèmes dans la vie artificielle, en expliquant leurs structures et les caractéristiques de
leur modèle de programmation.
Les algorithmes évolutionnaires parallèles permettent de fournir l’efficacité et la ro-
bustesse dans plusieurs domaines tels que celui lié à l’évolution dans la vie artificielle.
Leur exploitation pour résoudre les problèmes du monde réel est possible mais nécessite
l’utilisation d’une puissance de calcul importante. Le calcul haute performance basé sur
l’utilisation des GPU s’est révélé être un excellent moyen de fournir une telle puissance de
calcul. Cependant, l’exploitation des modèles parallèles n’est pas triviale et de nombreuses
issues liées à la gestion de la hiérarchie de mémoire de l’architecture GPU doivent être
ciblées et sérieusement résolues.
Cette thèse a permis, entre autres, de présenter un état de l’art sur les algorithmes
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évolutionnaires (chapitre 2), et les algorithmes évolutionnaires parallèles exploitant les
accélérateurs graphiques (chapitre 3). Une analyse sur le parallélisme existant dans notre
problème a été menée au niveau du chapitre 4, suivie de notre Framework pEvoRNN, qui
a exploré l’application du GPU Computing dans le domaine de la robotique évolutionnaire
avec une mise en évidence des travaux les plus importants dans des sous-domaines divers
qui utilisaient les GPUs afin d’accélérer la convergence des réseaux de neurones et des
algorithmes évolutionnaires.
Une autre caractéristique intéressante des algorithmes évolutionnaires parallèles ré-
side dans le fait qu’ils permettent d’utiliser efficacement les machines parallèles sur des
problèmes inverses séquentiels et que plutôt que de devoir paralléliser l’évaluation d’un
individu, ils exécutent des milliers d’évaluations, à l’origine séquentielles, en parallèle.
Cependant, l’utilisation efficace du paradigme GPGPU reste un défi, puisque le portage
direct d’un algorithme sur ces architectures est conditionné par de nombreuses contraintes,
car ces dispositifs informatiques sont très différents d’un processeur standard. Les tech-
niques de programmation sont différentes et sont peu susceptibles d’être à la portée des
chercheurs dans les sciences appliquées tels que les chimistes ou les physiciens.
En effet, la complexité de programmation rend très peu probable leur faculté d’être
en mesure de reproduire les algorithmes décrits dans de nombreux articles publiés sur
GPGPU.
Dans la majorité des implémentations, les auteurs ont comparé une mise en œuvre
optimisée avec une mise en œuvre mono-thread non optimisée. Ceci dit, la plupart des
implémentations ont atteint des taux d’accélérations considérables qui ne devraient en
aucun cas être une surprise puisque de nombreux algorithmes dans la vie artificielle ont
tendance à être intrinsèquement parallèles.
Le chapitre 5 a pris en considération les détails de la gestion de la mémoire ainsi
que le mappage du problème sur le GPU. Le chapitre 6 et 7 représentent respectivement
une étude comparative, et une conclusion de ce manuscrit en soulignant l’apport de la
thèse, les limites de l’approche présentée ainsi que les perspectives entrevues. Une étude
concernant les outils de calcul de performance et les modèles analytiques existants ont été
présentés en annexe.
7.2 Discussions et Perspectives
Pour des orientations futures, les approches développées à l’occasion de cette thèse
pourraient être intégrées à un Toolkit plus large, dont le but serait de gérer les techniques
évolutionnistes utilisées dans la robotique évolutionnaire sous architectures GPU (d’autres
types de réseaux de neurones avec d’autres types des techniques évolutionnistes).
D’autres perspectives sont liées aux évolutions récentes dans le contexte du calcul haute
performance (HPC). En effet, le HPC se généralise au calcul basé Cloud, le logiciel prend
conscience du facteur énergie, et les accélérateurs GPUs sont de plus en plus massivement
parallèles.
En tant qu’orientations futures de recherche pour ce travail, nous avons identifié
quelques perspectives pouvant considérées comme constituant des défis à relever, elles
sont résumées ci-aprés :
1. Avec l’arrivée de ressources GPU dans les infrastructures du Cloud Computing, le
défi consiste à revoir les approches que nous avons proposées sur les environnements
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virtualisés. Ceci est une première étape naturelle vers les économies d’énergie. Tou-
tefois, le critère de consommation d’énergie devrait être explicitement pris en charge
dans la conception et la mise en œuvre de nos approches.
2. Récemment, la technologie des GPUs a connu une évolution qui est arrivée avec
de nouvelles générations de dispositifs, y compris de fonctionnalités avancées. Par
exemple, les machines basés sur l’architecture Kepler permettent un parallélisme
dynamique (NVidia GPUDirect). Le parallélisme dynamique consiste à permettre
au GPU de générer de nouveaux travaux par lui-même, la synchronisation sur les
résultats, et le contrôle de l’ordonnancement par des voies matérielles dédiées et
accélérées, le tout en n’impliquant pas le CPU, ainsi nous envisageons l’exploration
de ces techniques comme extension potentielle et intéressante à notre travail.
3. Dans cette thèse, et dans la prise en charge du problème étudié, nous avons consi-
déré une fonction d’évaluation linéaire dans les techniques évolutionnistes utilisées.
Nous croyons que certaines fonctions pourraient être efficaces sur une architecture
CPU monocœurs ou multicœurs, mais inefficace sur GPU vue la difficulté de leur
parallélisation sur ce dispositif et vice versa. Une amélioration très encourageante
dans le cadre de ce travail consiste à concevoir et mettre en œuvre une bibliothèque
qui rassemble de nombreux types de fonctions utilisées pour le même problème sur
des architectures mono et multicœurs CPU et GPU. En tant que niveau supplémen-
taire d’adaptabilité, la technique évolutionniste utilisée choisit dynamiquement et
automatiquement la mise en œuvre qui convient le mieux à la machine d’exécution
sous-jacente.
7.2.1 Nouvelle vision pour une future démarche exploitant les
nouveaux accélérateurs graphiques
Dans les années qui suivirent le développement du Toolkit CUDA, il est indéniable
que dans le monde computationnel, les GPUs ont pris de plus en plus d’importance, leurs
structures ayant inspiré davantage les concepteurs de CPU.
Suite à l’étude élaborée dans cette thèse, et vu l’importance des algorithmes évolution-
naires dans plusieurs domaines, nous nous proposons la construction d’une architecture
GPU générique qui intègre toutes les phases d’un processus évolutionnaire et ce selon une
approche câblée.
La construction d’une telle architecture est un grand défi, vu le nombre important de
critères que l’on doit considérer, tels que :
1. Avoir la capacité de traiter différents types de problèmes.
2. Avoir la capacité de traiter différents types de fonctions d’évaluation (mono-objective,
multi-objective).
3. Avoir la capacité de traiter différents opérateurs évolutionnaires.
4. Avoir la capacité d’automatiser la génération des paramètres sensitives pour les
kernels élaborés.
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Annexe : PEvoRNN Performance : Mesures
de performance d’un algorithme parallèle du
point de vue GPU
1 Introduction
Malgré la révolution constatée dans le domaine du parallélisme boostée par l’apparition
des architectures multi-coeurs, très peu d’applications ont pu être optimisées pour ces
systèmes, ceci étant dû au fait qu’il soit encore difficile de développer efficacement et
de façon rentable des applications parallèles. Ces dernières années, de plus en plus de
chercheurs dans le domaine du calcul hautement parallèle (HPC) ont eu davantage recours
à l’exploitation des GPUs pour accélérer des applications parallélisables. Bien que peu
d’effort soit nécessaire pour adapter de manière fonctionnelle les applications aux GPUs,
les programmeurs doivent consacrer davantage de temps et d’effort pour optimiser leurs
applications dans le but d’atteindre de meilleures performances en termes de temps de
calcul.
Afin de mieux appréhender les résultats de performance et optimiser efficacement les
applications sur GPU, plusieurs thématiques intéressantes ont été abordées par la commu-
nauté GPGPU. Des modèles analytiques de performances ont été élaborés pour aider les
développeurs à mieux analyser et comprendre les résultats de performances et localiser les
différents goulots d’étranglement. La difficulté évidente pour l’analyse des performances
des applications basées GPGPU réside dans le fait que l’architecture sous-jacente des
GPUs est très peu documentée. La plupart des approches développées jusqu’à présent
n’ont pas pu présenter un niveau d’optimisation efficace pour des applications du monde
réel. Par ailleurs, l’architecture des GPUs évoluant très rapidement, la communauté doit
fournir un effort soutenu à l’effet de perfectionner les modèles existants et développer de
nouvelles approches qui permettraient aux développeurs de mieux optimiser les applica-
tions basées GPU.
Considérant toutes ces raisons, et vu le nombre restreint d’applications dans le do-
maine de la vie artificielle qui exploitent actuellement les GPUs, le processus consistant à
estimer la performance des applications de ce domaine reste un défi tant l’estimation de
performances dans son sens le plus large reste encore une question ouverte.
Dans cette partie, nous allons essayer de présenter les modèles analytiques existants
dans le but d’étudier la possibilité d’en adapter un pour notre cas.
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2 Outils d’analyse de performance des applications CUDA
Dans cette section, nous présentons quelques outils importants dont le rôle est d’as-
sister les développeurs dans l’analyse des performances des applications développées sur
la plateforme CUDA [26].
2.1 CUDA Visual Profiler
NVIDIA a prévu dans le Hardware GPU des compteurs et de nombreux événements
de mesure de performances prédéfinis pouvant être utilisables. L’outil Visual Profiler de
CUDA utilise des compteurs de performance et des événements pour collecter un grand
nombre de statistiques utiles d’un Kernel en cours d’exécution. En outre, Visual profiler
de CUDA délivre plusieurs informations importantes comme le nombre d’instructions, les
demandes d’accès mémoire, les transactions, l’occupation mémoire, le nombre de branches,
etc. Ces informations peuvent être utiles pour tout processus d’analyse de la performance.
Il est doté, à la fois d’une ligne de commande ainsi que d’une interface graphique. Il
peut, par ailleurs, analyser les données mentionnées précédemment via des indicateurs de
performance tels que le débit global de la mémoire, le débit des instructions (instructions
scalaires par cycle) (ipc), etc. C’est un outil développé par NVIDIA et livré avec CUDA
Toolkit.
2.2 GPUOcelot
GPUOcelot est un Framework de compilation dynamique pour les systèmes hétéro-
gènes. Il réalise de nombreux backends cibles pour des programmes CUDA. Ainsi, un
programme écrit sous CUDA peut être exécuté sans recompilation sur les processeurs de
la famille x86 en utilisant l’émulation PTX ou la traduction LLVM ainsi que l’exécution
en mode natif sur AMD et NVIDIA GPU. Le terme PTX désigne un ensemble d’instruc-
tions de l’architecture virtuelle CUDA. Il fournit un modèle de programmation stable et
un ensemble d’instructions pour la programmation parallèle à usage général.
En utilisant Ocelot, on peut aussi instrumentaliser le code PTX d’un Kernel CUDA
tout en effectuant l’émulation en écrivant les analyseurs d’instructions, et ce, en utilisant
l’API fournie avec Ocelot. Ces instructions analytiques peuvent être utilisées pour collecter
un grand nombre de statistiques et d’indicateurs de performances pertinents à partir d’un
Kernel CUDA.
2.3 Decuda
Le code d’assemblage PTX n’est pas une vraie représentation du code binaire qui
se trouve dans le fichier binaire NVIDIA CUDA (.cubin). On peut noter une certaine
optimisation qui a lieu entre le PTX et le fichier (.cubin). DECUDA est un désassembleur
pour le format binaire utilisé avec NVIDIA CUDA. Il offre un aperçu des instructions
internes générées et permet de mieux comprendre les aspects liés aux performances de ces
instructions.
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2.4 Cuobjdump
Cuobjdump est un outil permettant de manipuler les fichiers objets CUDA. Les entrées
prises en charge sont pré-CUDA 3.0 cubins textuels ou cubins base-ELF CUDA 3.0 et plus.
Cuobjdump peut afficher les instructions de l’assembleur pour un Kernel particulier,
ce qui est utile pour l’optimisation et le débogage. C’est un outil fourni par NVIDIA
CUDA et disponible pour les développeurs enregistrés.
3 Comparaison des applications basées CPU vs GPU,
Évaluation de performance et métriques de mesure
Jusqu’à présent, pour atteindre l’efficacité maximale en termes de performances et
malgré la puissance de calcul offerte par les versions les plus puissantes des cartes gra-
phiques les plus récentes, l’optimisation des Kernels GPU a constitué un défi perpétuel
en raison des grandes différences organiques fonctionnelles entre le CPU et le GPU et le
manque d’outils pour la programmation et l’analyse de performances. Pour la commu-
nauté des systèmes évolutionnistes, il est primordial de fournir le même effort et les mêmes
conditions aux deux implémentations lors d’une analyse comparative entre le CPU et le
GPU.
Pour les processeurs à haute performance, un riche corpus d’utilitaires qui proposent
des modèles analytiques pour l’analyse des performances est fourni. Cependant, comme
le calcul généraliste sur les processeurs GPUs est encore un domaine de recherche relati-
vement nouveau, les modèles et les approches proposées pour comprendre les résultats de
performances du GPU ont encore besoin plus de raffinement. Certains travaux intéressants
sur la façon d’estimer les performances des applications CUDA ont mis à la disposition
des développeurs de méthodes analytiques ou de simulation [109].
Dans cette partie de thèse, nous allons essayer de montrer comment calculer la per-
formance du calcul parallèle dans le but d’établir une comparaison légale entre les ap-
plications CPU et GPU, puis nous analysons certaines mesures existantes et quelques
méthodes analytiques.
3.1 Comparaison des applications CPU vs GPU
Il est assez courant et facile de trouver des travaux annonçant « Notre implémentation
GPU montre un ordre de grandeur d’accélération contre le CPU ». Mais, ils font souvent
une comparaison entre une mise en oeuvre GPU hautement optimisée et une mise en
œuvre mono-coeur non optimisée. Ainsi, la question devant être posée est la suivante :
«Comment arriver à une comparaison cohérente et équitable entre des applications CPUs
et des applications GPUs ? ».
De nombreuses études ont été faites pour répondre à cette question, où la majorité des
études ont prouvé qu’une comparaison équitable entre les performances du GPU et du
CPU pour une application spécifique doit être basée sur une implémentation maintenue
sur CPU à un niveau raisonnablement acceptable.
L’algorithme doit être parallélisé sur plusieurs coeurs du processeur. L’accès à la mé-
moire cache doit être convivial autant que faire se peut. Le code ne devrait pas confondre
le prédicteur de branchement. Les opérations SIMD, comme SSE (Streaming SIMD Ex-
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tensions) qui englobe un jeu de 70 instructions supplémentaires pour microprocesseurs
x86, et qui sont cruciales pour exploiter le parallélisme au niveau instruction [98].
Les performances du GPU varient considérablement entre les différents dispositifs le
composant. Afin de quantifier la performance d’un GPU, nous devons répondre à trois
questions :
1. Dans combien de temps les données peuvent être envoyées au GPU ou relues de
lui-même ?
2. Dans combien de temps le Kernel GPU peut lire et écrire des données ?
3. Dans combien de temps le GPU peut-il effectuer des calculs ?
Après la mesure de celles-ci, la performance du GPU peut être comparée à celle du
CPU. Ceci fournit un repère sur le nombre de données ou de calculs nécessaires pour le
GPU afin de fournir un avantage par rapport au CPU.
3.2 Informations et métriques nécessaires à la mesure de perfor-
mances sous GPU?
Afin de mesurer la performance des interactions CPU et GPU, nous disposons de trois
sources d’information potentielles [129] :
1. Le Langage de programmation GPU : Deux standards émergents pour les
développements GPU sont connus, CUDA et OpenCL, où chacun d’entre eux dispose
d’un support pour observer les événements associés à l’utilisation du GPU, à partir
de l’exécution du Kernel.
2. Le pilote du GPU : Représente l’interface du dispositif du GPU et est délivré par
le fabricant du GPU.
3. Le dispositif de GPU : Représente un soutien pour la mesure de la performance
du matériel.
Il est important de mentionner ici que les outils de mesure et d’analyse de performances
doivent travailler avec ce qui est à leur disposition sur une plate-forme particulière qui
peut limiter la couverture de ces outils.
3.3 Évaluation de la performance des approches à base de GPU
utilisant les modèles analytiques
Certaines orientations générales sont prévues pour optimiser une application GPU.
Pour trouver la solution optimale, les développeurs doivent modifier la configuration des
combinaisons de réglages. Néanmoins, l’architecture des GPUs et le résultat de perfor-
mance des applications CUDA restent un défi pour les développeurs.
Des approches analytiques ont été proposées afin de régler ces exigences.
Généralement, le modèle de performance GPU analytique n’a pas besoin de tous les
détails de l’architecture, mais seulement d’un ensemble de paramètres qui pourraient être
obtenus par des études comparatives ou présentes dans des documents publics.
Par ailleurs, des travaux intéressants sur la façon de prédire la performance des applica-
tions CUDA, exploitant des méthodes analytiques ou basées simulation ont été développés.
L’avantage principal des modèles analytiques est qu’ils peuvent être utilisés statiquement
sans exécuter une application sur GPU.
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3. COMPARAISON DES APPLICATIONS BASÉES CPU VS GPU
Le tableau ci-dessous représente un récapitulatif des travaux les plus importants dans
ce domaine, et dans lequel où nous indiquons le principe et les limites de chaque modèle.
Récapitulation
Auteurs /








L’idée clé consiste à
estimer le nombre de
demandes parallèles
d’accès mémoire.
Le modèle est du type
coarse grain, car il suffit
de séparer l’exécution
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période de calcul plus
la période d’accès
mémoire.
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code squelette CPU.
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a besoin de développer




Table 1: Les modèles analytiques d’estimation de per-
formance existants.
D’après [88], les Kernels GPU peuvent être classés en deux catégories :
1. Borne de calcul : elle correspond à des conditions où le débit de calcul est inférieur
au débit mémoire, ce qui signifie que les demandes d’accès à la mémoire globale
arrivent à l’interface de la mémoire globale à une vitesse relativement lente.
2. Borne de mémoire : cette catégorie renvoie à la situation où le débit calcul est plus
grand que le débit mémoire, ce qui signifie que les demandes d’accès mémoire arrivent
plus rapidement que la vitesse avec laquelle ces demandes quittent la mémoire à
laquelle elles sont arrivées.
Par ailleurs, la philosophie de l’architecture GPU est de découvrir les opérations ayant
une latence longue avec entrelacement d’exécution des opérations de calcul à partir d’une
grande quantité de Warp. La performance finale dépend principalement de l’efficacité de
la latence cachée. Par conséquent, le temps d’exécution peut être décomposé en deux
parties : la durée d’exécution du calcul et la partie non couverte de la latence de la
mémoire.
Dû à un taux de calcul d’accès mémoire ou à un accès coalescé parfait à la mémoire
globale, le débit de calcul est plus grand que le débit d’accès mémoire, et les demandes
d’accès mémoire peuvent être manipulées à une plus grande vitesse que celles arrivant à
l’interface mémoire.
En 2014, Hu et coll. [88] ont proposé un modèle qui partage plusieurs caractéristiques
avec le modèle MWP-CWP proposé par Hong et Kim en 2009 :
1. Les deux modèles analytiques extraient le parallélisme à partir des Kernels GPU,
de la granularité des Warps et la totalité du temps exécution est comptabilisé sur
la capacité de dissimulation de la latence des accès mémoire par les calculs.
2. La latence d’une transaction non coalescée au niveau de la mémoire globale
A part les points communs, les deux modèles présentent des différences remarquables :
1. Dans le travail de Hu et coll., le retard du délai entre deux accès mémoires non coa-
lescés est référé à la latence des accès à la DRAM d’une seule transaction mémoire,
qui peut être et qui peut être calculé sur la base des valeurs délivrées dans la fiche
technique de la GDDR, au lieu de prolifération.
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2. Hu et coll. ont construit un modèle de pipeline pour les accès à la mémoire globale
et ont utilisé le pipeline throughput pour caractériser la performance de la mémoire.
3. Les calculs et les opérations des accès mémoires aux Kernels sont séparés et les
performances des deux parties sont représentées respectivement par la borne de
calcul ainsi que la borne de la mémoire étendue.
Comme les programmes GPU sont classifiés en borne de calcul et de mémoire, l’amélio-
ration de la performance potentielle nécessite une augmentation ainsi qu’une amélioration
de ces valeurs.
4 Récapitulation
Dans cette section, plusieurs modèles importants d’analyse de performances pour les
GPUs ont été brièvement présentés. En la comparant avec l’approche simulation, l’ap-
proche analytique est beaucoup plus facile à construire et à utiliser. Généralement, l’ap-
proche analytique utilise uniquement un ensemble de paramètres matériels qui sont soit
fournis par les constructeurs ou susceptibles d’être recueillies à partir des benchmarks. En
fait, l’approche simulation et l’approche analytique ne présentent pas beaucoup de dif-
férences. Par ailleurs, plus des paramètres matériels sont introduits dans les modèles, et
plus des implémentations sous-jacentes sont exploitées. De plus, les modèles analytiques
devraient être les plus précis. Une tendance claire est que de nombreux modèles récents
d’analyse de performances tentent d’utiliser directement le code machine et avant que
les modèles analytiques n’utilisent normalement le niveau algorithmique, (l’information
C/C++ du niveau PTX de l’assembleur de CUDA).
D’une manière générale et d’un point de vue de l’utilisateur, nous devons adopter le
modèle analytique et ce pour avoir les raisons suivantes :
– tout d’abord, un modèle analytique doit pouvoir être construit par le biais de para-
mètres pouvant être effectivement obtenus.
– deuxièmement, un modèle devrait être en mesure de prédire la performance de
certaines mises en œsuvre avec suffisamment de précision.
– en troisième lieu, un modèle devrait être en mesure de briser le temps d’exécution
de sorte que les pénalités de performances pourraient être quantifiées.
Pour satisfaire ces exigences, nous croyons qu’un bon outil de prédiction de l’analyse
des performances devrait être une combinaison entre un simulateur fonctionnel et un outil
de synchronisation analytique.
Pour comprendre l’état d’exécution sous-jacent d’une demande de GPU, l’entrée du
modèle analytique doit être le code machine.
Le but initial de ce chapitre était de prédire la performance des Kernels proposés
et implémentés dans notre système pEvoRNN en utilisant un des modèles analytiques
présentés dans cette partie. Cependant, et vue la complexité de notre système PEvoRNN,
les modèles proposés pour prédire la performance doivent avoir des améliorations et plus
de clarifications afin qu’ils soient adaptés aux différents types de problèmes.
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