Abstract. We calculate model theoretic ranks of Painlevé equations in this article, showing in particular, that any equation in any of the Painlevé families has Morley rank one, extending results of Nagloo and Pillay (2011). We show that the type of the generic solution of any equation in the second Painlevé family is geometrically trivial, extending a result of Nagloo (2015).
Introduction
The Painlevé equations are six families of nonlinear second order differential equations over C(t) with complex parameters. For instance, the second Painlevé equation with parameter α, P II (α), is given by: P II (α) : y ′′ = 2y 3 + ty + α where α ∈ C. Throughout our manuscript, y ′ := dy dt . The equations originally arose in connection with problems in analysis around analytic continuation, but transcendental aspects of the functions were considered from almost the beginning (see the introduction to [16] for a description). Now, the transcendental aspects of a solution to a Painlevé equation over C(t) are well-understood (and used in this paper), and so the problem which serves as the focus of this article is the classification of (differential) algebraic relations between solutions of Painlevé equations. A special case of such a classification was the driving force behind the recent series of papers of Nagloo and Pillay [15, 16, 13] , which we now describe.
In [15] Nagloo and Pillay conjecture that solutions y 1 , . . . , y n to a fixed Painlevé equation whose complex parameters are generic satisfy: td(C(t)(y 1 , y ′ 1 , . . . , y n , y ′ n )/C(t)) = 2n, Date: May 18, 2018.
1 that is solutions of a generic Painlevé equation together with their derivatives are algebraically independent. 1 We will refer to this (and related generalizations) as the Nagloo-Pillay conjecture. In [15] , Nagloo and Pillay prove a weak version of the conjecture; if equality does not hold in the above equation, then it must be that there are two solutions of the given equation y i1 , y i2 such that td(C(t)(y i1 , y ′ i1 , y i2 , y ′ i2 )/C(t)) < 4. This weak version of the conjecture follows from establishing the strong minimality and geometric triviality of the given equation, which Nagloo and Pillay accomplish for all Painlevé equations with generic complex parameters [15] . In [16] , Nagloo and Pillay go farther, and establish the strong form of their conjecture for each of the families P II − P V (and prove a weaker statement for P V I ), again all under the assumption that the complex parameters are generic.
In [13] , Nagloo establishes the weak form of the conjecture for solutions of P II (α) as long as α / ∈ 1 2 + Z. Our rank calculations in the case of the solution set of P II , which we call X II (α), show that while X II (α) is not strongly minimal for α ∈ 1 2 +Z, the equation does have Morley rank one. Specifically, for such α, X II (α) has one order one subvariety, which we will denote by R(α). Our analysis allows for the generalization of the arguments of [13] proving the geometric triviality of the strongly minimal set X II (α) \ R(α) for α ∈ 1 2 + Z. Thus, we have established the weak form of the Nagloo-Pillay conjecture for generic solutions over C(t) of any of the equations in the second Painlevé family. would drop the transcendence degree by one, violating the conjectured bounds. The equality also does not hold for values of the parameters of equations in the P V I -family such 1 Here generic means that the tuple of parameters is transcendental and algebraically independent over Q. So, the results of Pillay and Nagloo apply to P II (π) or P IV (π, e π ) but not to P IV (π, 3π) or P IV ( √ 2, π). 2 By a generic solution to a fixed equation with parameters in K, we mean a solution a in some differential field F extending K such that a does not satisfy any lower order equation with coefficients in K. In the context of Painlevé equations, taking the field K to be C(t), generic solutions of a fixed Painlevé equation are those solutions a such that a / ∈ C(t) alg and a does not satisfy any order one equation with coefficients in C(t).
Note that solutions of a Painlevé equation with generic parameters (over Q) are automatically generic solutions over C(t), because Painlevé equations with generic parameters are strongly minimal with no algebraic solutions, so the Nagloo-Pillay conjecture for generic solutions of arbitrary Painlevé equations is strictly stronger than the Nagloo-Pillay conjecture for solutions of Painlevé equations with generic parameters. that the equation is not geometrically trivial (for instance, when each parameter is in 1 2 + Z, see [14] , Section 3 for a discussion and references). Generally, there are three factors which can lead to the equation in the previous question not holding for a given Painlevé equation: algebraic solutions to the equation, the equation not being strongly minimal, or the equation having algebraic relations between solutions. The first source is completely understood and this classification plays a major role in the present paper. In this paper, as mentioned above, we give a complete characterization of Morley rank and degree of Painlevé equations in each of the families. The third source is much less understood, being known only for equations with generic parameters at the moment. The instances in which we currently know there are algebraic relations between solutions of a given Painlevé equation occur in the P V I -family for special values of the parameters.
Showing geometric triviality of X II (α) \ R(α) for α ∈ 1 2 + Z also allows for an analysis of transformations of Painlevé equations, which we describe now. A notable property of the Painlevé families is the presence of bijective differential algebraic maps between the solution sets of the various equations in a fixed family, known as Bäcklund transformations. The existence of these maps is used in various ways in studying Painlevé equations (for instance, to classify algebraic and classical solutions) and plays a key role in this paper. In [14] , Nagloo showed that Painlevé equations with generic parameters from many pairs of the different families (I through VI) are orthogonal, implying that there are no Bäcklund transformations between generic Painlevé equations from different families, partially answering a question of P. Boalch. Several of the pairs of families eluded the techniques Nagloo used in [14] . Specifically, the question of whether generic P II is orthogonal to generic P IV and whether generic P III is orthogonal to generic P V were left open by [14] . We answer both of these questions affirmatively, which gives a complete answer to the question of Boalch. So, combining our results with those of Nagloo, we have established: Theorem 1.2. Any two Painlevé equations which have generic parameters and come from distinct families (I-VI) are orthogonal.
The proof of the theorem will be completed in Propositions 4.3 and 5.3 below. Nagloo [14] discusses Bäcklund transformations and orthogonality in detail, explaining the relations between the ideas and their significance in the theory of Painlevé equations, and we refer the reader there for a complete account. But briefly, orthogonality of two Painlevé equations implies that there can be no algebraic relations between their solutions. Of course, this is related to a generalized form of the conjecture of Nagloo and Pillay, which we formulate more precisely below. Our results also allow for an analysis of nonorthogonality between pairs of equations in the same Painlevé family, where we prove, at least generically, that the Backlünd transformations give all instances of nonorthogonality between Painlevé equations. This opens up the possibility of classifying algebraic relations between all solutions of Painlevé equations from the same family: Question 1.3. For each of the Painlevé families, do the groups of affine transformations (Backlünd transformations) give all instances of nonorthogonality of between fibers of the family of equations?
Additional special cases of the question can be handled our methods mentioned above, but our techniques seem to require that least one of the parameters is transcendental. One can also formulate the analog of Question 3.4 for any distinct pair of Painlevé families: Question 1.4. Are generic solutions to equations from distinct Painlevé families orthogonal?
Finally, we give a variant which subsumes each of Questions 1.1, 1.3, 1.4: Question 1.5. Let y 1 , . . . , y n be generic solutions of Painlevé equations of different families or equations with the property that they are not related by (nonidentity) elements of the groups of affine transformations (Bäcklund transformations) given in the previous sections for each of the Painlevé families and the equations are not from the non geometrically trivial fibers of P V I .
3 Does the following equation hold?
. A positive answer to Question 1.5 would constitute the strongest possible classification of the algebraic relations between solutions of Painlevé equations. Since we know that the types of solutions to Painlevé equations with generic parameters are geometrically trivial, all algebraic relations between such solutions come from algebraic relations between pairs of solutions, and the results described above give a positive answer to 1.5 generically.
1.1. Beyond algebraic relations. We would also like to mention a few other aspects of our work which may be of interest from a more theoretical standpoint in differential algebraic geometry. Our results show that each of the Painlevé families gives a positive answer to the following question: Having Morley degree one is a natural notion of irreducibility for definable sets, but the Kolchin topology already comes equipped with its own notion of irreducibility: a Kolchin-closed set X ⊂ A n over K is irreducible if the collection of differential polynomials with coefficients in K which vanish on X forms a prime differential ideal. 
is not definable? Question 1.7 is one of the equivalent forms of the Ritt problem, an important open problem which has received considerable attention, e.g. [3] . Questions 1.7 and 1.6 are of a similar flavor, but the interaction of model-theoretic ranks with the Kolchin topology is somewhat enigmatic; for instance, [1] gives an example of 3 An infinite collection of the fibers of P V I are nonorthogonal to Manin kernels of elliptic curves (see [14] ) and so unlike any of the other Painlevé equations (that we know about) there are many algebraic relations among the solutions coming from the graph of multiplication in the elliptic curve.
a definable set whose Kolchin closure has higher Lascar and Morley rank than the original set.
Finally, we discuss definability and orthogonality. In [5] , Hrushovski and Itai show that if X is any order one strongly minimal strictly disintegrated set, and Y → B is a family of definable sets, then {b ∈ B | Y b ⊥ X} is a definable set. When X is taken to be the definable subfield of the constants, the set of fibers of a family nonorthogonal to X is not necessarily definable, a fact which figures prominently in a number of works, e.g. [10] . Every order one set is nonorthogonal to a strictly disintegrated set or the constants.
Our analysis of the Painlevé families shows that the analog of the Hrushovski-Itai result does not hold for order two strictly disintegrated sets; the nonorthogonality classes of generic Painlevé equations are given by the orbits of discrete groups. This seems to be the first instance in which such a phenomenon has been noticed for trivial strongly minimal sets. A similar phenomenon was already noticed by Hrushovski and Sokolovic [7] for locally modular sets; every locally modular strongly minimal set is nonorthogonal to the Manin kernel A ♯ of a simple Abelian variety A which does not descend to the constants. Two such sets A ♯ and B ♯ are nonorthogonal precisely when A and B are isogenous. Considering the case of elliptic curves for simplicity, A and B are isogenous precisely when their j-invariants satisfy a modular polynomial. Our results show a similar structure for nonorthogonality for Painlevé equations with generic parameters. It seems likely, but not obvious, that such examples could also be found among the differential equations satisfied by automorphic functions for subgroups of SL 2 (R), see [2] .
As we have seen, instances of nonorthogonality lead to transcendence results, but they have also played a key role in structural problems concerning differentially closed fields. For instance, one can use the nonorthgonality structure of any of the Painlevé families to give a simple proof that the isomorphism problem for countable differentially closed fields is Borel complete using the ENI-DOP style arguments of [9] .
Painlevé two
Much of the differential algebraic information in this section comes from [19] , whose notation we also follow. We also use the classification of algebraic solutions of equations of the second Painlevé family [11] . The second Painlevé family of differential equations is given by
where α ranges over the constants. We denote, by X II (α), the solution set of P II (α). Murata [11] shows that X II (α) has a solution in C(t) alg if and only if α ∈ Z; in this case, there is a unique element of C(t) alg in X II (α). For α = − 1 2 , Umemura and Watanabe [19] , see 2.7-2.9 on pages 169-170, show that if K 1 is a differential field extension of K and if y 1 is a solution to X II (− 1 2 ) such that the transcendence degree of K 1 y 1 over K 1 is one, then y 1 satisfies the Ricatti equation:
In model theoretic terms, this implies that
2 ) is of Morley rank one and Morley degree two. The differential varieties X II (α) for α ∈ 1 2 + Z are all isomorphic via Bäcklund transformations, so the same analysis applies to X II (α) for α ∈ 1 2 + Z. Note however, that the degree of the exceptional subvariety changes with the application of the Bäcklund transformations; this can be seen by direct calculations, though the fact that the degree of the exceptional subvarieties can not be bounded uniformly over all α ∈ 1 2 + Z also follows by a compactness argument and the fact that for generic coefficient α, P II (α) is strongly minimal.
Our analysis contradicts the remarks in subsection 3.7 of [15] , where it is claimed that the Morley rank (and Lascar rank) of X II (α) for α ∈ 1 2 +Z is two (in particular Fact 3.22 of [15] is incorrect). Parts of the subsequent discussion of the subsection depend on this fact, and this leaves the order three case Question 2.9 of [6] still open. The Painlevé II family witnesses the non-definability of Morley degree, rather than Morley rank as had been claimed in [15] . In the coming subsections, we will show that this is the case for each of the Painlevé families.
First, we generalize a result of Nagloo [13] :
is strongly minimal and geometrically trivial.
Proof. As established in the paragraphs above, the strong minimality of this set is a reinterpretation of the results of Umemura and Watanabe [19] , pages 169-170. With this in place, we will establish the triviality of this definable set via the argument of Nagloo [13] , Proposition 3.3 (this argument depends on strong minimality). By the strong minimality of the above set X, the type of a generic solution to
2 ) is of Morley rank one. The equivalence relation of nonorthogonality refines transcendence degree, so the type of a generic solution to P II (− 1 2 ) is orthogonal to the constants. By a result of Hrushovski and Sokolovic [7] , any locally modular nontrivial strongly minimal set in differentially closed fields is nonorthogonal to the Manin kernel of a simple abelian variety. From this, it follows that a strongly minimal set X is trivial if for any generic x, y ∈ X, if y ∈ K x alg , then y ∈ K x (see [13] , Proposition 2.7, for a proof). The remaining portion of the proof follows [13] , Proposition 3.3, almost verbatim; it can be verified that the strong minimality of X II (α) is used in only one place in the proof of Proposition 3.3 of [13] . Namely, in Claim 1 of the proof of Proposition 3.3, strong minimality is only used to show that the polynomial F (defined in [13] , Claim 1 in the proof of Proposition 3.3) cannot divide its derivative. The same applies in our case by strong minimality of X. The rest of the argument proceeds identically to [13] , Proposition 3.3.
Because the Bäcklund transformations give definable bijections between the sets X II (α) for α ∈ 1 2 + Z, it is the case that for each such fiber, the generic type of each fiber of the the second Painlevé equation is geometrically trivial. This establishes the weak form of the Nagloo-Pillay conjecture discussed in the introduction. Next, we turn towards establishing the orthogonality statements mentioned in the introduction.
Establishing the orthogonality of two strongly minimal sets defined over a parameter set A requires, in general, one to consider extensions of the parameter set A. However, in the case of geometrically trivial strongly minimal sets, we have the following result, which follows from general results of geometric stability theory [18] , Corollary 5.5, chapter 2, section 5: Lemma 2.2. Let X and Y be nonorthogonal geometrically trivial strongly minimal definable sets over a differential field K. Then X and Y are non weakly orthogonal 4 over K.
where α ∈ C is transcendental. The definable set X II (n) for n ∈ Z is orthogonal to X II (α) where α ∈ C is transcendental. Let a ∈ Q alg and let α be transcendental. Then X II (a) is orthogonal to X II (α).
Proof.
If not, then by Lemma 2.2 there is a formula φ(α, x, y) over Q(t), which gives a generically finite-to-finite correspondence between X II (
alg -points and is strictly disintegrated, it must be the case that this correspondence is a finite-to-one surjective map from X II (
The collection of α ∈ C such that φ(α, x, y) is a finite-to-one surjective map is a Q(t)-definable subset of α ∈ C. Strong minimality of the constants, plus the genericity of α implies that φ(α, x, y) is finite-to-one surjective map from
alg if and only if α ∈ Z [11] . Because the correspondence between X II ( 1 2 ) \ R( 1 2 ) and X II (a) is defined over Q(t) and is finite-to-one, we must have some element of C(t)
, contradicting Murata's results [11] . The second statement follows from the first because nonorthogonality is an equivalence relation on strongly minimal sets and
For the last statement, the proof is very similar to the first. On a cofinite subset of α ∈ C, we have a Q(t)-formula φ(α, x, y) which defines a finite-to-one surjective map from X II (n) to X II (α). The domain of the map is all but a fixed finite subset of X II (n) for almost all α; as this set is definable over Q(t) ⊂ C(t) alg , it must be that the domain is either all of X II (n) or is all but the unique algebraic solution of X II (n). Now we argue the two cases separately. If this domain includes the algebraic solution given by [11] , then we have a contradiction as above for any α / ∈ Z. If this domain does not include the algebraic solution of X II (n), then we obtain a contradiction by obtaining a map (via specializing α) from X II (n) to X II (m) for some other m ∈ Z which is surjective and whose domain does not include the algebraic solution of X II (n). The range does include an algebraic solution, and the map is defined over Q(t), a contradiction. 4 Recall, two strongly minimal sets X and Y are nonorthogonal if there is a generically finiteto-finite K 1 -definable correspondence between X and Y for some K 1 extending K. We say X and Y are non weakly orthogonal over K if they are nonorthogonal and the correspondence can be taken to be definable over K. Also note that Corollary 5.5 of [18] is strictly stronger than the Lemma we state, because it applies to modular strongly minimal sets, of which the trivial ones are a proper subclass. Proposition 2.4. Let a ∈ Q alg and let α be transcendental. Then X II (a) is orthogonal to X II (α).
Proof. Assume that a / ∈ 1 2 + Z and a / ∈ Z, since these cases are covered by Lemma 2.3. By the same argument of Lemma 2.3, we obtain a Q(a, b, t)-definable finiteto-one surjective map from X II (a) to X II (b) for some b ∈ Z. Now using Murata's theorem, we obtain a contradiction, since there is an element of C(t) alg in X II (b) but not X II (a).
From the previous two Lemmas, an affirmative answer to the following question seems plausible: Question 2.5. For any α, β ∈ C, consider the following conditions:
Are the two conditions equivalent?
The content of the question is in the first condition implying the second, since the Bäcklund transformations of P II prove the other direction. For complete details, see [19] , Section 2.1, but briefly, for any α ∈ C, there are birational bijections between X II (α) and X II (−1−α), X II (α) and X II (α+1), X II (α) and X II (α−1). By suitable compositions of these transformations, one can see that X II (α) is nonorthogonal to any β such that β − α ∈ Z or β + α ∈ Z.
We answer the question generically:
Proposition 2.6. Suppose that α, β ∈ C, with at least one of α, β transcendental. Then X II (α) is nonorthogonal to X II (β) if and only if β − α ∈ Z or β + α ∈ Z. In the case that α, β are transcendental and β − α ∈ Z or β + α ∈ Z, the only algebraic relations between solutions of P II (α) and P II (β) are induced by the Backlünd transformation X II (α) → X II (β).
Proof. By Proposition 2.4 we need only consider the case that both α and β are transcendental. If α and β are interalgebraic by some polynomial p(x, y) ∈ Q(x, y) (which we may assume to be irreducible), we can assume for cofinitely many α 1 ∈ C, for any β 1 such that p(α 1 , β 1 ) = 0, we have that X II (α 1 ) and X II (β 1 ) are nonorthogonal by a particular fixed formula φ(x, y, α 1 , β 1 ) which can be assumed be a Q(t, α 1 , β 1 ), by Lemma 2.2. In particular, for all but finitely many values α 1 ∈ Z, we have that X II (α 1 ) and X II (β 1 ) are in finite-to-finite correspondence, by φ(x, y, α 1 , β 1 ); in fact, since we know that X II is strictly disintegrated for α 1 generic [16] , it must be that φ(x, y, α 1 , β 1 ) defines a bijection between X II (α 1 ) and X II (β 1 ) for all but finitely many α 1 . In particular, this holds for cofinitely many α 1 ∈ Z. For α 1 ∈ Z, it must be that β 1 ∈ Z (again, this uses Murata's analysis of algebraic solutions [11] ). Further, for any integer α 1 , the collection of β ∈ C such that p(α 1 , β) = 0 must consist entirely of integers β. Similarly, for any integer β 1 , the collection of α ∈ C such that p(α, β 1 ) = 0 must consist entirely of integers α. By the Hilbert Irreducibility theorem, [8] Chapter 9, for all but finitely many integers α 1 , the polynomial p(α 1 , y) is irreducible over Q. Consider the coefficient, p 1 (x) ∈ Q[x], of the highest degree term of p(x, y) considered as a polynomial in y. For all but finitely many integers α 1 , p 1 (α 1 ) = 0. But, now there must be an integer α 1 such that p(α 1 , y) has only integer roots and p(α 1 , y) is irreducible and the leading degree monomial of p(x, y) in y does not vanish at x = α 1 . This is impossible unless p(x, y) is linear in y. By a symmetric argument, p(x, y) is also linear in x. We claim that p(x, y) is (up to multiplication by a scalar) of the form y − x + c or y + x + c for some c ∈ Z, in which case, we have established the proposition in the case that α, β are algebraically dependent.
5 To see that p(x, y) is of one of the two specified forms, we need only prove that there is no monomial term of the form xy in p(x, y) .
If α, β are transcendental and independent over Q, then by similar arguments as above, we have some formula φ(x, y, α, β) which is a bijection between X II (α) and X II (β) on some Q-definable subset of C 2 . But, since this definable set includes the generic point (α, β), the set must include a Zariski open subset of C 2 . Any such subset includes a pair of points (α 1 , β 1 ) so that α 1 ∈ Z and β 1 / ∈ Z, a contradiction by Murata's classification of algebraic solutions [11] . To see the final statement of the Proposition, note that if there were some algebraic relation not induced by the Backlünd transformation, we would obtain (by composing with the inverse of the Backlünd transformation) an algebraic relation between two solutions of P II (α), which contradicts the fact that the equation is strictly disintegrated.
Painlevé three
The differential algebraic information in this section comes from [20] , whose notation we also follow. For the purposes of determining the Morley rank and 5 There are likely many methods of now showing that p(x, y) must have a very restrictive form.
For instance, the curve C, which we can assume to be nonsingular, defined by p(x, y) has infinitely many integral points, so by Siegel's theorem [4] , Part D, it must be genus zero with fewer than three points at infinity in its projective closure.
One can also show that p(x, y) has the appropriate form via an elementary argument using o-minimality of the field of real numbers -essentially we will repeatedly be using the fact that in an o-minimal structure, a definable property holds for all sufficiently large x if it holds for arbitrarily large x (for a reference on o-minimality, see [21] ). Since p has coefficients in Q, the map x → (y 1 (x) , . . . , yn(x)) where p(x, y i (x)) = 0 is a map which is interpretable in the real numbers considered as an ordered field. For sufficiently large integers, x, all of the roots of p(x, y) = 0 are integers and for sufficiently large y, all of the roots of p(x, y) = 0 are integers, by o-minimality the same is true for sufficiently large real-valued x, y. For sufficiently large x (or y), the number of distinct (real) roots of p(x, y) = 0 in y (resp. in x) is some fixed number, and letting n be the number of such roots, each of the maps x → y i where y 1 < y 2 . . . < yn is a definable map. For sufficiently large x, we may assume, each of these maps is nonconstant and differentiable with differentiable inverses. Now, if dy i dx is identically ±1, then the map must be of the form y = x + c or y = −x + c, and so the linear polynomial y − x − c or y + x − c is a factor of p(x, y) and it must be the case that c ∈ Z. If not, then for sufficiently large values of x, it must be that for some i, degree of the fibers of the third Painlevé family, it is sufficient consider the following system of equations, which we denote by S III (v),
which can be obtained from the third Painlevé family via the transformation given in the introduction of [20] , wherev = (v 1 , v 2 ) ∈ C 2 . We denote, by X III (v 1 , v 2 ), the solution set of S III (v 1 , v 2 ). Define
and
Theorem 1.2 (iii) [20] implies that forv not in W 1 or D 1 , X III (v) is strongly minimal. Forv ∈ W 1 , Lemma 3.1 of [20] implies that X III (v) has Morley rank one and Morley degree two. Forv ∈ D 1 , Lemma 3.2 of [20] implies that X III (v) has Morley rank one and Morley degree three. To see these latter two facts from the statements of Lemmas 3.1 and 3.2, note that the fibers of the family related by an affine transformation in the group generated by
are isomorphic. We now state a result of Murata [12] for convenience and because we are following the notation of [20] which differs slightly from the notation of [12] . Using techniques similar to the previous subsection, we can show: Proposition 3.2. For any α ∈ C\( 1 2 +Z), and any β, γ ∈ C which are independent and transcendental over Q, X II (α) is orthogonal to X III (β, γ). For any α ∈ 1 2 + Z,
. By Lemma 2.2, the triviality and strong minimality of X III (β, γ) [15] and X II (α), and the fact that X III (β, γ) has no algebraic solutions [20] implies that there must be a Q(t, α, β, γ)-definable finiteto-one map from X II (α) to X III (β, γ). By the genericity of β, γ, there is such a map on a Zartiski open subset of (β 1 , γ 1 ) ∈ C 2 . Such an open subset includes some points with γ 1 − β 1 − 1 ∈ 2Z, for which X III (β 1 , γ 1 ) has an algebraic solution by Theorem 3.1, but X II (α) has no algebraic solution, a contradiction. The same argument applies to X II (α) \ R(α) when α ∈ 1 2 + Z. The set R(α) is order one and strongly minimal, and nonorthogonality refines algebraic dimension for strongly minimal sets, so R(α) is orthogonal to X III (β, γ). Now, suppose that α ∈ Z. Then just as above, we have a Q(t, β, γ)-definable map from X II (α) to X III (β, γ), and the domain of the map could either be all of X II (α) or X II (α) minus the algebraic solution. In the first case, we have a contradiction since X III (β, γ) has no algebraic solutions. In the second case, we obtain a contradiction by specializing β, γ to values β 1 , γ 1 such that γ − β − 1 ∈ 2Z.
Finally, Proposition 5.4 of [14] covers the case in which α is transcendental. 
Proof. If (the generic component of) X III (β, γ) is not geometrically trivial, then it must be the case that X II (α) (or X II (α) \ R(α) in case α ∈ 1 2 + Z) is orthogonal to X III (β, γ). Thus, we can assume that X III (β, γ) is geometrically trivial. Then by Lemma 2.2, we have a Q(t)-formula φ(x, y, α, β, γ) which defines a generically finite-finite correspondence between X II (α) and X III (β, γ) (with the variable x corresponding to X II (α) and the variable y corresponding to X III (β, γ)).
Case I: Suppose that α ∈ Q alg \(Z∪( 1 2 +Z)). Then the domain of φ(x, y, α, β, γ) must be all of X II (α) since X II (α) has no C(t) alg -points. Case Ia: Suppose that β +γ = n ∈ 2Z. Then the range of the correspondence in X III (β, γ) must be all of X III (β, γ) except for the exceptional subvariety given by [20] (described at the beginning of this section). These properties of φ(x, y, α, β, γ) hold for cofinitely many points in the locus of (β, γ) such that β + γ = n ∈ 2Z, but the set of (β, γ) such that β + γ = n ∈ 2Z contains infinitely many points such that β − γ + 1 ∈ 2Z. This contradicts the fact that X II (α) has no algebraic solutions and X III (β, γ) has two algebraic solutions. The case that β − γ = n ∈ 2Z is analogous.
When β − γ / ∈ Z and β + γ / ∈ Z, X III (β, γ) is strongly minimal. We have two additional cases when X III (β, γ) is strongly minimal.
Case Ib: Suppose β − γ + 1 = n ∈ 2Z. Since X II (α) has no algebraic solutions, we must have that the range of φ(x, y, α, β, γ) is all of X III (β, γ) except for two points. This property holds on all but finitely many (β, γ) such that β − γ + 1 = n. But, now among the collection of (β, γ) such that β − γ + 1 = n, there are infinitely many (β, γ) such that β + γ + 1 ∈ 2Z. For such (β, γ), X III (β, γ) has four algebraic solutions. Thus, two of these solutions are in the range of φ(x, y, α, β, γ), contradicting the fact that X II (α) has no algebraic solutions. The case that β + γ + 1 ∈ 2Z is analogous.
Case Ic: Suppose β and γ satisfy some algebraic relation other than Case Ib. Then we must have that the range of φ(x, y, α, β, γ) is all of X III (β, γ), and this holds on some specialization of (β, γ), (β 1 , γ 1 ) such that β 1 + γ 1 + 1 ∈ 2Z or β 1 − γ 1 + 1 ∈ 2Z, which gives a contradiction, since for such (β 1 , γ 1 ), X III (β 1 , γ 1 ) has two algebraic solutions and X II (α) has no algebraic solutions.
Case II: The case in which α ∈ 1 2 + Z can be argued identically to Case I. Case III: Suppose that α ∈ Z. As in Case I, we obtain φ(x, y, α, β, γ), a generically finite-to-finite correspondence between X II (α) and X III (β, γ). If the domain of φ(x, y, α, β, γ) does not include the unique algebraic point in X II (α), then the argument proceeds identically as in Case I. So, suppose that the domain of φ(x, y, α, β, γ) is all of X II (α). Then the range of φ(x, y, α, β, γ) must contain some algebraic point(s) or a subvariety, which means that we must have one of the following relations holding:
Case i) is similar to Case ii), and Case iii) is similar to Case iv). Thus, we will cover cases i) and iii). Assume that β − γ + 1 = n ∈ 2Z. Then on a Zariski open subset of (β, γ) such that β − γ + 1 = n, φ(x, y, α, β, γ) is a finite-to-finite correspondence so that one of the two following cases holds:
• Let a ∈ X I I(α) be the unique algebraic solution. The range of φ (x, y, α, β, γ) is all of X III (x, y, α, β, γ) and |{y : y ∈ X III (β, γ) and φ(a, y, α, β, γ)}| = 2.
• Let a ∈ X I I(α) be the unique algebraic solution. The range of φ(x, y, α, β, γ) is all of X III (x, y, α, β, γ) except for one point and |{y : y ∈ X III (β, γ) and φ(a, y, α, β, γ)}| = 1.
In either of these cases, picking (β, γ) so that φ(x, y, α, β, γ) has one of the above properties and β + γ + 1 ∈ 2Z. Then we have a contradiction since X III (β, γ) has four algebraic solutions. Now, assume we are in Case iii), that is β − γ = n ∈ 2Z. The set X III (β, γ) has no algebraic solutions, so it must be that the fiber of φ(x, y, α, β, γ) above the unique algebraic point of X II (α) must be the unique order one subvariety of X III (β, γ). Then the range of φ(x, y, α, β, γ) must be all of X III (β, γ), and this holds on a cofinite subset of all (β, γ) such that β − γ = n. In particular, this holds for all but finitely many (β, γ) such that β + γ ∈ 2Z and β − γ = n. By the results of [20] as interpreted above,
• When β + γ ∈ 2Z and β − γ = n, there are two irreducible order one subvarieties of X III (β, γ).
• When β+γ / ∈ 2Z and β−γ = n, there is one irreducible order one subvariety of X III (β, γ).
It follows that the degree of the differential polynomial defining these order one subvarieties must be unbounded, since otherwise there is a Zariski dense subset of {(β, γ) | β − γ = n} which has two disjoint infinite definable order one subsets defined by the instances of differential polynomials of bounded degree. It would then follow that there are such a subvarieties for generic (β, γ) such that β − γ = n. But, we know by [20] that there are not two such definable subsets for (β, γ) such that β − γ = n.
But, on a cofinite subset of (β, γ) such that β − γ = n, the correspondence φ(x, y, α, β, γ) is surjective onto X III (β, γ). It follows that the fiber above the algebraic point of X II (α) must consist of the order one subvarieties of X III (β, γ). But it is impossible for the these subvarieties to be the fibers of a single formula φ, since as we explained above, their degree is unbounded. We now turn to analyzing the nonorthogonality classes within the third Painlevé family.
Proposition 3.5. Suppose that (v 1 , v 2 ) are algebraically independent and transcendental and that (w 1 , w 2 ) are algebraically independent and transcendental. For x ∈ C, let π(x) denote x(mod 2Z). Then X III (v 1 , v 2 ) is nonorthogonal to X III (w 1 , w 2 ) if and only if the sets {π(v 2 − v 1 ), π(v 1 − v 2 )} and {π(w 2 − w 1 ), π(w 1 − w 2 )} are identical. In this case, the only algebraic relations between solutions of the equations are induced by Backlünd transformations.
Proof. If the sets {π(v 2 −v 1 ), π(v 1 −v 2 )} and {π(w 2 −w 1 ), π(w 1 −w 2 )} are identical, there is a composition of the maps given s i given above sending (v 1 , v 2 ) to (w 1 , w 2 ); the corresponding Bäcklund transformation gives the nonorthogonality of the two sets. Now, assume that X III (v 1 , v 2 ) is nonorthogonal to X III (w 1 , w 2 ). Because of the strong minimality and triviality of X III (v 1 , v 2 ) and X III (w 1 , w 2 ) [15] , by Lemma 2.2, there is a definable bijection φ(x, y, v 1 , v 2 , w 1 , w 2 ) between X III (v 1 , v 2 ) and X III (w 1 , w 2 ), where φ is a formula over Q(t) alg . We consider the following cases:
In the first case, φ(x, y, v 1 , v 2 , w 1 , w 2 ) is a bijection between X III (v 1 , v 2 ) and X III (w 1 , w 2 ) on a Zariski open subset of C 4 over Q since (v 1 , v 2 , w 1 , w 2 ) is generic over Q. This set includes some point such that v 2 − v 1 − 1 ∈ 2Z but w 2 − w 1 − 1 / ∈ 2Z and w 1 + w 2 + 1 / ∈ 2Z. But Theorem 3.1 shows that there for such values of (v 1 , v 2 ), X III (v 1 , v 2 ) has an algebraic solution and X III (w 1 , w 2 ) has no algebraic solution. This is a contradiction, so X III (v 1 , v 2 ) is orthogonal to X III (w 1 , w 2 ) in the first case.
In the second case, we have that either w 1 +w 2 +1 or w 2 −w 1 −1 is transcendental over Q(v 1 , v 2 ). In either case, there is a specialization of the point (v 1 , v 2 , w 1 , w 2 ) to one in which w 1 +w 2 +1 or w 2 −w 1 −1 is an even integer while v 1 , v 2 are algebraically independent and transcendental. This again contradicts Murata's classification of algebraic solutions, Theorem 3.1.
Set
, and c 2 =
. Notice that the number of algebraic solutions to X III (v 1 , v 2 ) is controlled by whether or not c 1 , c 2 are integral. Then in the last case, the tuples (c 1 , c 2 ) and (d 1 , d 2 ) are interalgebraic over Q, so there are polynomials p(x 1 , x 2 , y 1 ) and q(x 1 , x 2 , y 2 ) over Q such that p(c 1 , c 2 , d 1 ) = 0 and q(c 1 , c 2 , d 2 ) = 0. For a Zariski open subset of (c 1 , c 2 ) ∈ C 2 , we have that the formula φ(x, y, v 1 , v 2 , w 1 , w 2 ) gives a bijection between X III (v 1 , v 2 ) and X III (w 1 , w 2 ). Now we apply Murata's classification, Theorem 3.1, and the fact that a C(t) algdefinable bijections must preserve the number of algebraic solutions. So, we have that for all but finitely many c 1 ∈ Z, p, q have the property that for all but finitely many c 2 ∈ Z, the following hold:
• Both p(c 1 , c 2 , y 1 ) = 0, q(c 1 , c 2 , y 2 ) = 0 have only integral solutions. Case (A) can not occur since we are assuming that w 1 , w 2 are algebraic over Q(v 1 , v 2 ). In Cases (B) and (C), we assume without loss of generality that x 2 appears nontrivially in p(c 1 , x 2 , d 1 ) = 0. Then by the same arguments of Proposition 2.6 using the Hilbert Irreducibility theorem, since we may assume without loss of generality that p is monic in y 1 and irreducible, we have that p(x 1 , x 2 , y 1 ) must be one of the following:
If we are in case (B), above, then q(x 1 , x 2 , y 2 ), by arguments similar to those given above, and the fact that x 2 is assumed to not appear in q, must be one of:
• y 2 − x 1 + n 1 • y 2 + x 1 + n 1 for some n 1 ∈ Z. Now, suppose we are in one of the cases besides (1) or (2) . Then the Zariski-open set of C 2 on which φ gives a bijection between X III (v 1 , v 2 ) and X III (w 1 , w 2 ) contains some points v 1 , v 2 such that c 2 ∈ Z and c 1 / ∈ Z. In this case, we have both
∈ Z. This is a contradiction since then X III (w 1 , w 2 ) has no algebraic solutions while X III (v 1 , v 2 ) has two algebraic solutions. In cases (1) and (2), it is easy to see that the proposition holds.
If we are in Case (C), we may argue that q(x 1 , x 2 , y 2 ) is in one of the same six forms as given for p with y 2 in place of y 1 (with an identical argument substituting y 2 for y 1 ):
(
+ n In all of the cases, in which we have one of (1)- (6) and one of (1.a)-(6.a), we have that the Zariski-open set of C 2 on which φ gives a bijection between X III (v 1 , v 2 ) and X III (w 1 , w 2 ) for which c 2 / ∈ Z, and c 1 ∈ Z. In this case, neither d 1 , d 2 are integral, and this is a contradiction, since X III (v 1 , v 2 ) has two algebraic solutions and X III (w 1 , w 2 ) has no algebraic solutions. This is a contradiction, and so Case (C) can not occur. The final assertion of the Proposition follows by the same argument as the final assertion of Proposition 2.6. Question 3.6. Does Proposition 3.5 hold for non generic coefficients as well?
Painlevé four
Most of the differential algebraic information in this section comes from [19] , whose notation we also follow. The fourth Painlevé family of equations is given by
where α, β range over the constants. Let S IV (v 1 , v 2 , v 3 ) be the solution set to the following system of differential equations:
2 the elements q such that there is a p so that (q, p) in the solution set of S IV (v 1 , v 2 , v 3 ) is precisely the solution set of the fourth Painlevé equation. So, we will work with the solution set of S IV (v 1 , v 2 , v 3 ), which we denote by X IV (v 1 , v 2 , v 3 ) .
Define the following affine transformations:
. Let H be the subgroup generated by s 0 , s 1 , s 2 . It is easy to see that s 1 and s 2 generate the natural action of the symmetric group S 3 on V . So, the possible actions of the elements of the group H are permuting the coordinates as well as adding one to any coordinate while subtracting one from any other coordinate.
Let Γ be the subset of C 3 such that
The set Γ is a fundamental region of V for the group H. For parametersv,w which are in the same orbit under H, the sets X IV (v) and X IV (w) are isomorphic, so, to analyze the fourth Painlevé family, it will only be necessary to analyze thosev ∈ Γ. Define
Corollaries 3.5 and 3.9 of [19] imply that X IV (v) satisfies Condition J (has no differential subvarieties except for finite sets of points) whenv ∈ Γ \ W . It is easy to see that Condition J is equivalent to strong minimality [15] , see the appendix for a discussion. Define
Then noting that D is the orbit of the origin under H, Lemma 3.11 [19] implies that forv ∈ D, X IV (v) has two irreducible order one differential subvarieties over any differential field K extending C(t). So, X IV (v) has Morley rank one and Morley degree three. Ifv ∈ W \ D, then Lemma 3.10 [19] implies that X IV (v) has one irreducible order one differential subvariety, and so X IV (v) has Morley rank one and Morley degree two.
Then X IV (v) is nonorthogonal to X IV (w) if and only if there is a permutation σ of {1, 2, 3} such that for i = 1, 2, 3, v i − w σ(i) ∈ Z. In this case, the only algebraic relations between solutions of the equations are induced by Backlünd transformations.
Proof. We will only sketch the result since it is very similar to the proof of Proposition 3.5. By the strong minimality and triviality of X IV (v) and X IV (w) [15] together with Lemma 2.2, we have a Q(t) formula φ(x, y,v,w) which defines a bijection between X IV (v) and X IV (w). Now the mechanics of the proof proceed as in 3.5, because no such bijection can exist between X IV (v) and X IV (w) ifv,w come from different sets among V \W, W \D, D (because in this case X IV (v) and X IV (w) have different Morley degree). 6 Again, the final assertion follows as in Proposition 2.6. Proof. By [15] , both X II (α) and X IV (v) are strongly minimal and strictly disintegrated (thus geometrically trivial), so by Lemma 2.2, if the two sets are nonorthogonal, they are non weakly orthogonal, and there is a formula φ(x, y, α,v) with parameters from Q(t) a lg which gives a definable bijection between X II (α) and X IV (v). By quantifier elimination and stable embeddedness of the constants, φ(x, y, z 0 ,z 1 ) gives a bijection between X II (z 0 ) and X IV (z 1 ) on some Zariski open subset of the locus of (α,v) over Q a lg. This locus must, by the assumption thatv ∈ V is generic, project dominantly onto V .
Thus, because the set D ⊂ V is Zariski dense, φ(x, y, z 0 ,z 1 ) gives a bijection between X II (z 0 ) and X IV (z 1 ) for somez 1 ∈ D. This is impossible, since by the results of [19] interpreted above, the Morley degree of X IV (z 1 ) is three and the Morley degree of X II (z 0 ) is at most two as established in Section 2. 
Painlevé five
The differential algebraic information in this section comes from [22] , whose notation we also follow. The fifth Painlevé family is equivalent to the following 6 It is also possible to argue here by using the classification of algebraic solutions -see [11] . 7 As Nagloo notices [14] , by Murata's results, [11] , the structure of the algebraic solutions of P II and P IV are very similar, and one does not seem to be able to make a soft argument with algebraic solutions work for proving orthogonality; this is Nagloo's strategy for the other pairs of Painlevé equations. In differential algebraic terms, our argument is relying on the differences in the structure of the classical solutions of P II and P IV , which manifest in the form of differences in Morley degree. See [15] for an explanation of classical solutions. system of equations
and solutions to this system are birational with the solutions to our earlier system. The properties we study are not sensitive up to birationality, so we will work with this second system, whose solution set we denote by
and let π 2 denote the natural map from X V → V given by projection. Let
Corollary 2.6 of [22] implies that forv / ∈ W , S(v) is strongly minimal. In particular, for generic parameters, X V (v) is strongly minimal. Lemmas 3.1-3.4 of [22] imply that forv ∈ W the Morley rank of X V (v) has Morley rank one and Morley degree between two and four; the specific loci with a given degree can be deduced from the cited lemmas and noting that a group of affine transformations specified in [22] acts on the family of equations. First we describe the group of transformation, and then we will give the specify the set of parameters with a fixed degree.
Let
Let G be the group of transformations of V generated by s 1 , s 2 , s 3 , t − . Then, for instance, t
, and s 1 , s 2 , s 3 = S 4 . For each τ ∈ G, there is a birational bijective map (defined over Q) τ * : X V → X V such that the following diagram commutes:
The transformations are constructed (in slightly different notation) in [17] , and are given in [22] in our notation. Thus, the sets X V (v 1 ) and X V (v 2 ), wherev 1 ,v 2 are such that there is τ ∈ G such that τ (v 1 ) =v 2 , are nonorthogonal (there is a Qdefinable bijection between the sets). We next aim to characterize the orbits of the action of G on V in order to state our results on nonorthogonality.
The group G contains each of the following transformations:
Let H be the Z-module generated by α 1 , . . . , α 4 . It can be verified that any element of G written as στ where τ ∈ H and σ ∈ S 4 can be rewritten as τ 1 σ for appropriately chosen τ 1 ∈ H. So, two elementsv,w ∈ V are related by an element of G if there is a permutation σ and some elements τ ∈ H such that
This last condition is equivalent to there existing a ∈ Z such that:
Of course, since the the elementsv of V satisfy that v i = 0, the last condition is equivalent to:
Question 5.1. Ifv,w ∈ V are such that there is no σ ∈ S 4 and a ∈ Z such that a
then are X V (v) and X V (w) orthogonal?
As in previous sections, our techniques can only be used to answer the question for generic values of the parameters. First, we describe the results of [22] in model theoretic terms. Let S 1 denote the set ofv ∈ V such that for some σ ∈ S 4 , v σ(1) − v σ(2) ∈ Z and v σ(3) − v σ(4) ∈ Z. Let S 2 denote the set ofv ∈ V such that for some σ ∈ S 4 , v σ(1) − v σ(2) ∈ Z and v σ(2) − v σ(3) ∈ Z. Noting the action of the group G, Lemma 3.1 of [22] implies that forv such thatv ∈ W , butv / ∈ S 1 ∪ S 2 , the set X V (v) is of Morley rank one and Morley degree two. Let D denote the subset ofv ∈ V such that each of the entries ofv is in the same Z-coset. Again noting the action of G, Lemma 3.2 of [22] implies that forv ∈ S 2 , butv / ∈ D, X V (v) has Morley rank one and Morley degree three. Lemma 3.3 of [22] implies that forv such thatv ∈ S 1 andv / ∈ D, X V (v) has Morley rank one and Morley degree three. Lemma 3.4 of [22] implies that forv ∈ D, X V (v) has Morley rank one and Morley degree four. By [22] , Theorem 0.4, forv ∈ S 2 \ D, X V (v) has one algebraic solution. Ifv ∈ D, X V (v) has two algebraic solutions.
Using techniques similar to the previous two sections, one can answer Question 5.1 in the generic case. We omit the proof because it is similar to the proofs of Propositions 3.5 and 4.1; here the key facts are the results of [22] as interpreted in the previous paragraph and the fact that X V (v) is geometrically trivial and strictly disintegrated in the case thatv ∈ V is generic [15] . Proposition 5.2. Letv ∈ V be generic over Q. Letw ∈ V . Then X V (v) is orthogonal to X V (w) unless there is σ ∈ S 4 and a ∈ Z such that a 4 (1, 1, 1) + v σ(1) , v σ(2) , v σ(3) − (w 1 , w 2 , w 3 ) ∈ Z 3 .
In this case, the only algebraic relations between solutions of the equations are induced by Backlünd transformations.
We now establish Theorem 1.2 by covering the last remaining case:
Proposition 5.3. Let α, β be transcendental and independent, and letv ∈ V be generic. Then X III (α, β) is orthogonal to X V (v).
Proof. The proof is almost identical to that of Proposition 4.3, so we will only describe the differences here. The essential point is that by [22] as interpreted in the this Section, forv ∈ D, a dense subset of V , X V (v) has Morley degree four, while by [20] as interpreted in Section 3, any equation in the third Painlevé family has Morley degree at most three.
Painlevé six
Let R be the collection of 24 vectors of the following form:
(±1, ±1, 0, 0), (±1, , 0±1, 0), (±1, 0, 0, ±1), (0, ±1, ±1, 0), (0, ±1, 0, ±1), (0, 0, ±1, ±1).
Let v,w = v 1w1 + v 2w2 + v 3w3 + v 4w4 denote the usual inner product on C 4 . For α ∈ R and k ∈ Z, define H α,k = {v ∈ C 4 | v, α = k}.
Define M to be the union of all H α,k for α ∈ R and k ∈ Z. Let P be the union of all intersections of the form H α,k ∩ H β,l such that α, β are linearly independent. Let L be the union of all intersections of the form H α,k ∩ H β,l ∩ H γ,m for α, β, γ ∈ R are linearly independent and k, l, m ∈ Z. Let D be the union of all intersections of the form H α,k ∩ H β,l ∩ H γ,m ∩ H δ,n for α, β, γ, δ ∈ R are linearly independent and k, l, m, n ∈ Z.
The results quoted in the following paragraph come from [23] . Giving the sixth Painlevé equations, in the form of [23] , Section 1 is somewhat technical, and since the specific form of the equations will not matter here, we refer the reader to Watanabe's paper. For us, it suffices to note that the sixth Painlevé family can be regarded as a family of order two differential equations X V I → C 4 . Forv ∈ C 4 , by X V I (v) we denote the fiber of this family abovev, the solution set of the equation with parametersv. Theorem 2.1 (v) implies that forv / ∈ M , the solution set of the sixth Painlevé equation, which we denote by X V I (v), is strongly minimal. Let W be the group generated by s 1 , . . . , s 5 . Then [23] shows that for any g ∈ W , there is a birational bijective map g * such that the following diagram commutes:
It is thus the case that for any two pointsv,w ∈ C 4 which are related, gv =w, by an element of W , we have X V I (v) is nonorthogonal to X V I (w). By composing the generators of W given above, one can see that gv =w for some g ∈ G if and only if there is some σ ∈ S 4 and some i, j, k, l ∈ {0, 1} such that i + j + k + l ∈ {0, 2, 4} so that Question 6.1. Forv,w such that there is no g ∈ W such that gv =w, is X V I (v) orthogonal to X V I (w)?
Since [15] only establishes the ω-categoricity of X V I for generic coefficients, the strategy from the other families would be would not directly apply to this case.
