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Abstract
The Cauchy transform of a measure has been used to study the analytic capacity and
uniform rectiﬁability of subsets in C: Recently, Lund et al. (Experiment. Math. 7 (1998) 177)
have initiated the study of such transform F of self-similar measure. In this and the
forecoming papers (Starlikeness and the Cauchy transform of some self-similar measures, in
preparation; The Cauchy transform on the Sierpinski gasket, in preparation), we study the
analytic and geometric behavior as well as the fractal behavior of the transform F : The main
concentration here is on the Laurent coefﬁcients fangNn¼0 of F : We give asymptotic formulas
for fangNn¼0 and for F ðkÞðzÞ near the support of m; hence the precise growth rates on janj and
jF ðkÞj are determined. These formulas are connected with some multiplicative periodic
functions, which reﬂect the self-similarity of m and K : As a by-product, we also discover new
identities of certain inﬁnite products and series.
r 2002 Elsevier Inc. All rights reserved.
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1. Introduction
Harmonic analysis plays a central role in the study of fractal measures. The
aspects of Fourier transform of such measures have been investigated in detail by
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Strichartz [St1,St2,St3] and one of the authors [L1,L2,LW]. For the complex case a
natural consideration is on the Cauchy transform deﬁned by
FðzÞ ¼
Z
K
dmðwÞ
z  w ;
where m is a bounded regular Borel measure with support K : The study of such
transform can be traced back to that of Cauchy-type integral, which is fundamental
in the study of the boundary-value problems for analytic functions. The Cauchy
transform is also a useful tool in geometric measure theory [Ma,G]. Two
typical examples are the Painleve´ Theorem and the Vitushkin conjecture [Ma,G,
pp. 265–273, pp. 1–3]. The Painleve´ Theorem says that a compact set K is removable
(or vanishing analytic capacity) if its one-dimensional Hausdorff measureH1ðKÞ is
0, its proof depends on the Cauchy transform, and a direct consequence of the
theorem is that the Cauchy transform F of m with support K cannot be bounded on
C\K : The Vitushkin conjecture is that if K is a compact set withH1ðKÞoN then K
is removable if and only if K is purely 1-unrectiﬁable, it is equivalent to some Cauchy
transforms that cannot be bounded on C\K [Ma, p. 272]. This conjecture has been
solved by David recently [D]. In a new direction, Strichartz et al. [LSV] have initiated
an investigation of the self-similar measures through the Cauchy transform. They
proved some basic analytic and geometric properties of such F ; they also raised some
interesting questions based on the computational observations of F on the Sierpinski
triangle.
Recently, we have carried out a detail study of the Cauchy transform of self-
similar measures in the spirit of [LSV]. We consider the following questions: (i) the
asymptotic behavior of the Laurent coefﬁcients of F ; (ii) the growth rate and the
chaotic behavior of F near the support of m; (iii) the region of starlikeness of F : Since
the proofs require certain ﬁne estimations and are quite long, we will present the
results separately. The present paper will concentrate on the Laurent coefﬁcients
fangNn¼0 of F ; our ﬁrst goal is to estimate the order of the growth of janj; i.e., to ﬁnd
the maximum a such that fnajanjgNn¼1 is a bounded sequence; then we discuss the limit
behavior of najanj: A related discussion of such limit behavior is Hayman’s regularity
theorem which asserts that the modulus of the nth coefﬁcient of the areally mean p-
valent function, p > 1
4
; is asymptotic to a constant multiple of n2p1 (see [H1,H2,Du,
pp. 150–161; pp. 163–166]).
The results in the topics (ii) and (iii) will appear elsewhere [DL1,DL2,Do].
We assume that the iterated function system (IFS) fSjgmj¼1 is of the form
Sjz ¼ zj þ rjðz  zjÞ; ð1:1Þ
where 0orjo1; jzj jp1 with at least one jzj j ¼ 1; and the fSjgmj¼1 satisﬁes the open
set condition (OSC), a basic condition to ensure separation in the iteration [F]. Let K
be the attractor and let m be the self-similar measure associated with a set of positive
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probability weights fpjgmj¼1:
m ¼
Xm
j¼1
pim 3 S1j : ð1:2Þ
Let FðzÞ be the Cauchy transform of m: Obviously, F is analytic in C\K ; hence it has
a Laurent expansion
FðzÞ ¼
XN
n¼1
anz
n; jzj > 1 with anþ1 ¼
Z
K
wn dmðwÞ: ð1:3Þ
This coefﬁcients have been studied by Strichartz et al. [LSV]. For 1pjpm; let
aj ¼ log pj=log rj and an :¼ minfaj : 1p jpmg: ð1:4Þ
They gave a crude estimate:
Theorem A. If fSjgmj¼1 satisfies the OSC and if pjorj; 1pjpm; then for any boan;
there exists C such that
nbjanjpC for all n > 0: ð1:5Þ
In this paper, one of our main efforts is to give the precise growth rate of the
Laurent coefﬁcients fangNn¼1: We let
J1 ¼ f j : jzjj ¼ 1g and a ¼ minfaj : jAJ1g: ð1:6Þ
Theorem 1.1. Let fSjgmj¼1 satisfy the OSC and let m be the self-similar measure defined
by (1.2). Then the Laurent coefficients fangNn¼1 defined by (1.3) satisfies
anþ1 ¼
X
jAJ1
naj znjFjðnÞ þ O
log2 n
naþ1
 
;
where the Fj are analytic multiplicative periodic functions on Rþ with period rj; i.e.,
FjðtÞ ¼ FjðrjtÞ (hence Fj is bounded).
Theorem 1.2. (i) If fSjgmj¼1 satisfies the OSC, then there exists C > 0 such that
najanjpC; nX1:
(ii) If fSjgmj¼1 satisfies the separated OSC, then
lim
n-N
najanj > 0:
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If we only assume the OSC in (ii), we have the following lower bound estimate:
Proposition 1.3. If fSjgmj¼1 satisfies the OSC and if 0oaop=y0; then
lim
n-N
najanj > 0; ð1:7Þ
where y0 ¼ inf jAJ1;aj¼aðsupfargðw  zjÞ  argðx zjÞ : w; xAK\fzjggÞ:
We remark that the supremum in the above expression is the angle subtended by K
at the vertex zj and is less than p (Lemma 2.3(i)). In particular, when m ¼ 2 we have
y0 ¼ 0; hence (1.7) always holds for this case. The case for Sierpinski triangle
ðm ¼ 3Þ also holds as p=y0 ¼ 3 > a ¼ log 3=log 2E1:5849:
As a remark of Theorem A and our theorems, we note that if fSjgmj¼1 satisﬁes the
OSC, then
Xm
j¼1
rsj ¼ 1 ¼
Xm
j¼1
r
aj
j p
Xm
j¼1
ra
n
j ;
where s ¼ dimH K is the Hausdorff dimension of K :Hence 0oanps: In addition the
condition pjorj implies an > 1: It follows that
1oanpsp2
for the case in Theorem A. On the other hand, the a in Theorems 1.1 and 1.2 lies in
ð0;þNÞ depends on the weights.
Our proof is different from [LSV], it is based on some accurate estimations of
anþ1 ¼
R
K
wn dmðwÞ; making use of the self-similar properties of fSjgmj¼1 and m as well
as a special decomposition of the integral
R
K
wn dmðwÞ (see (3.1), (3.2)). The extra
condition on a in Proposition 1.3 is used to justify an auxiliary function HkðzÞc0
(see (4.2)), a seemingly trivial statement but technically difﬁcult to prove. We believe
that the statement limn-N n
ajanj > 0 is true without such condition.
For the special case when zj ¼ e2pij=m; rj ¼ r and pj ¼ 1=m; the attractor K and the
self-similar measure m are m-fold symmetric, so is the Cauchy transform F : The
Laurent series can be expressed as
FðzÞ ¼ z1 þ
XN
n¼1
anmþ1zðnmþ1Þ; jzj > 1:
In this case, we ﬁnd constants rm (see (5.5)) such that for 0orprm; fSjgmj¼1 satisﬁes
the OSC; the functions Fj in Theorem 1.1 are all equal (denoted by F0) and can be
expressed more explicitly by an inﬁnite product (Corollary 3.5 or (5.7)). The growth
rate of the fanmþ1gNn¼1 can be described more precisely as follows.
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Theorem 1.4. For 0orprm; dimH K ¼ a ¼ log m=jlog rj; there exists C > 0 such
that the sequence of Laurent coefficients fanmþ1gNn¼1 satisfies
C1pðnm þ 1Þaamnþ1pC; 8nX0:
Furthermore, except for the case m ¼ 2; 4 with r ¼ rm ¼ 12; the sequence fðnm þ
1Þaanmþ1gNn¼0 is dense in the non-degenerated line segment mF0ð½r; 1Þ: In this case
lim
n-N
ðnm þ 1Þaanmþ1 ¼ max
rptp1
mF0ðtÞ;
lim
n-N
ðnm þ 1Þaanmþ1 ¼ min
rptp1
mF0ðtÞ:
When m ¼ 2; 4 with r ¼ rm ¼ 12; the sequence fðnm þ 1Þaanmþ1gNn¼1 is very simple
and the limits exist (see (5.15), (5.18)). This and Theorem 1.1 allow us to obtain a few
identities of certain inﬁnite products and series (Section 5; see also Section 3).
From the ﬁrst part of Theorem 1.4, we can also conclude the behavior of the kth
derivative F ðkÞ near 1 (and hence for the vertices zj ¼ e2pij=m).
Corollary 1.5. For 0orprm (except for m ¼ 2; 3; 4 with r ¼ rm ¼ 12), if k þ 1 a >
0; then
0o lim
t-1þ
ðt  1Þkþ1ajF ðkÞðtÞjo lim
t-1þ
ðt  1Þkþ1ajF ðkÞðtÞjoN:
The corollary also holds for m ¼ 3; r ¼ rm ¼ 12; but it needs a different proof
which is given in [DL2]. While for the case m ¼ 2; 4 and r ¼ rm ¼ 12; the lim and the
lim are actually equal (see Section 5).
For the organization of the paper, we give some preliminary results in Section 2.
We introduce the multiperiodic functions Fj and prove some basic estimations in
Section 3. Theorems 1.1, 1.2 and Proposition 1.3 are proved in Section 4. In Section
5 we consider the special cases of the self-similar m-gasket; Theorems 1.4 and
Corollary 1.5 are proved there.
2. Preliminaries
The following proposition is probably known and we include it here for
completeness.
Proposition 2.1. Let m be a positive, bounded regular Borel measure on C and has a
compact support K. Then FðzÞ ¼ R
K
ðz  wÞ1 dmðwÞ is analytic on C\K but is not
analytic on K.
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Proof. The analyticity of F on C\K is clear and the main concern is on the non-
analyticity of F on K : We ﬁrst note that for any R > 0;Z
K
Z
jzz0jpR
jw  zj1 dL2ðzÞ dmðwÞoN;
hence the Fubini theorem implies that FðzÞ exists L2-a.e. on K : Let z0AK and let
Brðz0Þ denote the ball with center at z0 and radius r: We claim that
mðBrðz0ÞÞ ¼ 1
2pi
Z
jzz0j¼r
FðzÞ dz; rARþ; L-a:e: ð2:1Þ
Indeed we apply the Fubini theorem and the polar coordinate on the above double
integral to conclude thatZ
jzz0j¼r
Z
K
dmðwÞ
jz  wj jdzjoN; rAR
þ; L-a:e:; ð2:2Þ
we also exclude the countably many r such that mðfjz  z0j ¼ rgÞ > 0 in (2.2). For the
remaining r; we apply the Fubini theorem again to the right-hand side of (2.1) to
obtain
1
2pi
Z
jzz0j¼r
FðzÞ dz ¼
Z
K
1
2pi
Z
jzz0j¼r
dz
z  w
 !
dmðwÞ:
The integral inside the parentheses equals 1 if jw  z0jor; and equals 0 if jw  z0j > r
(by the Cauchy formula). This together with mðfjz  z0j ¼ rgÞ ¼ 0 implies that the
integral equals mðBrðz0ÞÞ and the claim follows.
Now if FðzÞ were analytic for some z0AK ; then there exists e > 0 such that F is
analytic on fz : jz  z0joeg: By using the Cauchy theorem,
1
2pi
Z
jzz0j¼r
FðzÞ dz ¼ 0 for all 0oroe;
so that mðBrðz0ÞÞ ¼ 0: This contradicts that mðBrðz0ÞÞ > 0 since z0AK ¼ supp m: &
Throughout the paper we assume that the IFS fSjgmj¼1 is of the form
Sjz ¼ zj þ rjðz  zjÞ; j ¼ 1; 2;y;m; ð2:3Þ
where 0orjo1 and jzjjp1 with equality holding for some j (we let z1 ¼ 1 for
convenience). Also, we assume fSjgmj¼1 satisﬁes the OSC [Hu]: there exists an open set
U such that
SjUDU and SiU-SjU ¼ | for iaj:
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If in addition Sj %U-Sj %U ¼ | for iaj; we call it separated OSC; in this case K is
totally disconnected. Let K be the attractor and let m be the self-similar measure
associated with a set of positive probability weights fpjgmj¼1: Let J ¼ f1;y;mg
denote the index sets for the Sj’s; for the multi-indices, we write J ¼ ðj1;y; jnÞ; SJ ¼
Sj1 3? 3 Sjn ; KJ ¼ SJK and pJ ¼ pj1?pjn : Under the OSC, the measure m has the
measure separation property [S]:
mðSJK-SJ 0KÞ ¼ 0 for JaJ 0 and jJj ¼ jJ 0j: ð2:4Þ
Since we are only interested on the self-similar measures, we will assume
that m is such a measure if we make no speciﬁcation. The above proposition is
applied to yield a Laurent series expansion on jzj > 1 as in (1.3). Our goal in
this section is to set up some basic tools for the estimation of the coefﬁcients of the
series.
Proposition 2.2. Suppose that fSjgmj¼1 satisfies the OSC and m is a self-similar measure.
Then for any fAL1ðmÞ and for any Borel subset E,
Z
SJ E
f ðwÞ dmðwÞ ¼ pJ
Z
E
f ðSJwÞ dmðwÞ:
Moreover, for any jAJ1 and kX0;
Z
Sk
j
K
f ðwÞ dmðwÞ ¼
XN
c¼k
pcj
Z
K\SjK
f ðScj ðwÞÞ dmðwÞ:
Proof. It sufﬁces to prove the ﬁrst identity for f ¼ wA where A is any Borel
subset in SJE: Let B ¼ S1J A; then by applying the self-similar identity and the OSC,
we have
mðAÞ ¼ mðSj1?jnðBÞÞ ¼ pj1mðSj2?jnðBÞÞ ¼? ¼ pJmðBÞ
and the identity follows directly from this and wAðSJwÞ ¼ wBðwÞ: For the second
identity, it is observed that under the OSC,
Skj K\fzjg ¼
[N
c¼0
Scþkj ðK\SjKÞ:
The measure separation property (2.4) implies that the measure of the intersection of
any two sets in the union is zero. We can apply the ﬁrst identity in the proposition to
conclude the second identity, noting that mðfzjgÞ ¼ 0 (as m is a continuous
measure). &
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For our later estimations, we will express ðSkj ðzÞÞn into an exponential form as
follows: for jAJ1; kAN
þ and for any zAK\SjK ;
ðSkj ðzÞÞn ¼ znj ð1þ rkj ð%zjz  1ÞÞn ¼ znj en logð1þr
k
j
ð%zjz1ÞÞ
¼ znj enr
k
j
ð1%zjzÞþOðnr2kj Þ; ð2:5Þ
where Oðnr2kj Þ is uniform with respect to zAK\SjK : In the sequel we make some
considerations on the two expressions ð1 %zjzÞ and nrkj in the above exponent.
For jz0j ¼ 1; a (symmetric) closed Stolz angle with vertex z0 and angle 2yop is a
set of the form
Az0ðyÞ ¼ fz : jzjp1; jargð1 z0zÞjpyg,fz0g;
i.e., a sector at vertex z0 with an angle 2y symmetric to ½0; z0: Note that
g ¼ argð1 %z0zÞ ¼ argðz0  zÞ  arg z0 is the angle ðop=2Þ of z0 and z0  z;
Reð1 %z0zÞ ¼ jz0  zjcos g is the projection of z0  z along z0:
Lemma 2.3. For jAJ1; we have
(i) K is contained in the Stolz angle Azj ðyjÞ for some 0pyjop=2;
(ii) Zj :¼ inffReð1 %zjzÞ : zAK\SjKg > 0;
(iii) there exists l > 0 such that jzjo1 lrnj for zASjK\Snþ1j K ; nX1:
Remark. We do not need the OSC in fSjgmj¼1 here.
Proof. By a rotation of %zj; we can assume for simplicity that zj ¼ z1 ¼ 1: Let G be
the convex hull of fz1;y; zmg: Then GDfjzjp1g and SiGDG for each 1pipm:
Hence KD
TN
n¼1
S
jJj¼n SJG [F]. The strict convexity of the boundary of the unit
disc yields a 0py1op=2 such that G lies in the Stolz angle A1ðy1Þ: This implies (i).
For (ii), we observe that for 2pipm; 1eSiG; hence 1eSiK : Therefore
j1 zjXdist 1;
[m
i¼2
SiK
 !
¼ d > 0; 8 zAK\S1K : ð2:6Þ
This implies that Reð1 zÞXd cos y1 > 0 for zAK\S1K :
To prove (iii), we apply the isometric contractive property of S1ðzÞ ¼ 1þ r1ðz  1Þ
to (2.6) inductively and obtain j1 zjXdrn1 for zASn1K\Snþ11 K so that
j1 zjXdrn1; 8 zAK\Snþ11 K :
Next note that by (i), K is contained in the Stolz angle A1ðy1Þ: It is clear that
S1ðA1ðy1ÞÞ is a ‘‘fan-shape’’ set within the A1ðy1Þ and its circular arc is bounded
away from fz : jzj ¼ 1g: Hence from elementary geometry, there exists l > 0 such
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that S1ðA1ðy1ÞÞ\fz : jz  1jXdrn1gð:¼ AÞ is a subset of fjzjp1 lrn1g (see Fig. 1 for
the special z with maximum length in the set A). Statement (iii) follows from
this. &
For the sequence fnrkg in (2.5), we proceed as follows. For ﬁxed 0oro1; and for
any nX1; we can choose a unique sequence
NðnÞ such that rpnrNðnÞo1; let xn ¼ nrNðnÞ: ð2:7Þ
Note that NðnÞ ¼ 1þ ½log n=jlog rj:
Proposition 2.4. For 0oro1; the sequence fxngNn¼1 defined above is dense in ½r; 1; but
it is not uniformly distributed.
Proof. Observe that fNðnÞgNn¼1 is a monotonic increasing sequence with jumps at
most 1 at each n: We deﬁne ik to be the n such that the kth jump occurs, i.e., ik ¼ n
where NðnÞ ¼ k: It follows that
NðnÞ ¼ k for ikpnoikþ1:
Hence xn ¼ nrk for ikpnoikþ1: This implies that fxik ; xikþ1;y; xikþ11g has equal
spacing rk and lies in ½r; 1; also 0pxik  rprk and 0p1 xikþ11prk: Hence fxngNn¼1
is dense in ½r; 1:
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For the non-uniform distribution of fxngNn¼0; it sufﬁces to show that for a function
f ðxÞc0 continuous on ½r; 1; R 1
r
f ðxÞ dx ¼ 0 but
lim
n-N
1
n
Xn
c¼1
f ðxcÞ does not exist;
[KN, p. 2]. Indeed let fikgNk¼0 be deﬁned as above, then by using the partition
fr; xik ;y; xikþ11; 1g of ½r; 1; it is easy to show by the deﬁnition of Riemann integral
that for ikpnpikþ1  1;
rk
Xn
c¼ik
f ðxcÞ 
Z xn
r
f ðxÞ dx ¼ oð1Þ as k-þN;
in particular, rk
Pikþ11
c¼ik f ðxcÞ ¼ oð1Þ as k-N: Consequently, for ikpnpikþ1  1
and for k-N;
1
n
Xn
c¼1
f ðxcÞ ¼ r
k
xn
Xik01
c¼1
þ
Xk
q¼k0
Xiqþ11
c¼iq
þ
Xn
c¼ik
0
@
1
Af ðxcÞ
¼OðrkÞ þ o
Xk
q¼k0
rkq
 !
þ r
k
xn
Xn
c¼ik
f ðxcÞ
¼ 1
xn
Z xn
r
f ðxÞ dx þ oð1Þ:
Noting that fxngNn¼1 is dense in ½r; 1; it is clear that the last term does not have
limit. &
3. Estimations of the coefﬁcients
Let fpjgmj¼1 be a set positive probability weights associated with fSjgmj¼1: Let a be
deﬁned by (1.6). We are aiming to show that anþ1 ¼ OðnaÞ: Let l > 0 be deﬁned
by Lemma 2.3(iii), i.e., jzjp1 lrkj for all zASjK\Skj K and jAJ1: For each
jAJ1; nX2; we deﬁne a positive integer jnð:¼ cjðnÞÞ by
gl1 log npnrjnj ogl1ðlog nÞ=rj ; ð3:1Þ
where the positive constant g is to be chosen later (see (4.1)); write
anþ1 ¼
Z
K
wn dmðwÞ ¼
X
jAJ\J1
Z
Sj K
þ
X
jAJ1
Z
SjK\S
jn
j
K
þ
X
jAJ1
Z
S
jn
j
K
 !
wn dmðwÞ
:¼AðnÞ þ BðnÞ þ CðnÞ ð3:2Þ
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(note that the measure separation property (2.4) is applied to the decomposition of K
into the sums).
Lemma 3.1. With the above notations and the choice of jn for a given g > 0; we have for
some 0oro1;
jAðnÞjprn; jBðnÞjpng:
Proof. Note that for jAJ\J1; jrjjo1: Hence there exists 0oro1 such that
SjKCfjwjprg: This yields jAðnÞjp
R
K
jwjn dmðwÞprn: The estimation of jBðnÞj
follows from (3.1):
jBðnÞjp
X
jAJ1
Z
SjK\S
jn
j
K
jwjn dmðwÞpð1 lrjnj Þnpelnr
jn
j png: &
The main difﬁculty is to handle CðnÞ: For this we ﬁrst establish an elementary
estimation: for b > 1; a > 0 and for sufﬁciently large a; we have
XN
c¼1
baceab
cp 2
aa log b
e
1
2
a: ð3:3Þ
In fact, note that jðxÞ ¼ baxeabx is a decreasing function on x for large a; the left-
hand side of (3.3) is less than
Z N
0
baxeab
x
dx ¼ 1
aa log b
Z N
a
ya1ey dy:
By using ya1eypey=2; we get (3.3). In the following proof, we see that the choice
of jn is to make the a large enough to apply (3.3).
For simplicity, we slightly abuse the notation by writing
P
c cc þ OðEnÞ
P
c jccj as
ð1þ OðEnÞÞ
P
c cc in Lemma 3.2 and Theorem 4.1.
Lemma 3.2. For jAJ1; let jn be defined as in (3.1). Then for sufficiently large n;
Z
S
jn
j
K
wn dmðwÞ ¼ 1þ O log
2 n
n
  
znj
X
cAZ
r
ajðjnþcÞ
j
Z
K\SjK
enr
jnþc
j
ð1%zj zÞ dmðzÞ
þ Oðnðaj þ 12 Zgl1ÞÞ;
where Z ¼ minfZj : jAJ1g; Zj > 0 is given by Lemma 2.3(ii), l by Lemma 2.3(iii) and
g by (3.1).
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Proof. We will make use of the expression of ðSkj ðzÞÞn in (2.5). From the choice of jn
we have eOðnr
2k
j
Þ ¼ ð1þ Oðlog2 n=nÞÞ for kXjn; hence
ðSkj ðzÞÞn ¼ znj enr
k
j
ð1%zjzÞð1þ Oðlog2 n=nÞÞ for kXjn:
By Proposition 2.2 and noting the uniformity of Oðlog2 n=nÞ with respect to
zAK\SjK and kXjn; we haveZ
S
jn
j
K
wn dmðwÞ ¼
XN
c¼0
p
jnþc
j
Z
K\SjK
ðSjnþcj wÞn dmðwÞ
¼ 1þ O log
2 n
n
  
znj
XN
c¼0
r
ajðjnþcÞ
j
Z
K\Sj K
enr
jnþc
j
ð1%zjzÞ dmðzÞ: ð3:4Þ
To put it in the sum for cAZ as in the statement of the lemma, we need to estimate
Rn :¼ znj
X
cp1
r
ajðjnþcÞ
j
Z
K\SjK
enr
jnþc
j
ð1%zjzÞ dmðzÞ:
By making use of the choice of jn in (3.1),
jRnjp
XN
c¼1
r
ajðjncÞ
j e
Znrjnc
j pC1
log n
n
 ajXN
c¼1
r
ajc
j e
arc
j ;
where C1 ¼ ðgl1r1j Þaj and a ¼ Zgl1 log n; Z ¼ minfZj : jAJ1g; Zj > 0 is deﬁned
in Lemma 2.3(ii). By (3.3)
jRnjpC2nðaj þ
1
2
Zgl1Þ
and the lemma follows. &
In view of the expression in the above lemma, we introduce two auxiliary
functions: for jAJ1; let
FjðzÞ ¼
X
nAZ
ðzrnj Þaj
Z
K\SjK
ezr
n
j
ð1%zjwÞ dmðwÞ; ð3:5Þ
CjðtÞ ¼
X
nAZ
ðtrnj Þaj
Z
K\Sj K
etr
n
j
Reð1%zjwÞ dmðwÞ: ð3:6Þ
Lemma 3.3. For jAJ1; let yj be given by Lemma 2.3(i), then
(i) CjðtÞ is bounded above and bounded away from 0 on Rþ;
(ii) FjðzÞ is analytic in jarg zjop=2 yj;
(iii) FjðrjzÞ ¼ FjðzÞ for jarg zjop=2 yj and CjðrjtÞ ¼ CjðtÞ for all tARþ:
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Proof. Write r ¼ r1 for simplicity. In view of Lemma 2.3(ii), it sufﬁces to prove (i) by
showing that for 0oro1; a > 0; Z > 0; there exists C1;C2 > 0 such that
C1p
X
nAZ
ðtrnÞaeZtrnpC2; 8tAð0;NÞ: ð3:7Þ
Indeed for each t > 0 we can choose an integer N (depends on t) such that rptrNo1:
Let k ¼ ½a þ 2: Then
XN
n¼N
ðtrnÞaeZtrnp
XN
n¼N
ðtrnÞap k!
ðZtrnÞk
pC1
XN
n¼0
ðtrnþNÞakpC1
XN
n¼0
rn
(the ﬁrst inequality follows from eyXyk=k!; y > 0). Also
PN
n¼Nþ1ðtrnÞaeZtr
npPN
n¼0 r
n: Hence the upper bound in (3.7) follows.
To prove the lower bound, we observe that the sum in (3.7)XðtrNÞaeZtrNXraeZ:
For (ii), we let d > 0 be sufﬁciently small and let Dnd ¼ fz : jarg zjpp=2 ðyj þ
dÞ; dpjzjpd1g: It follows from Lemma 2.3(i), (ii) that
jargðzð1 %zjwÞÞjpp=2 d and j1 %zjwjXZj
for zADnd and wAK\SjK : Hence
Reðzð1 %zjwÞÞXdZj cos
p
2
 d
 
:¼ dZ:
Similar to the above estimate, we have for zADnd ;
X
jcjXn
jzrcja
Z
K\SjK
eRefzr
cð1%zj wÞg dmðwÞ
¼
XþN
c¼n
þ
Xn
c¼N
ð?ÞpCðdÞðran þ rðkaÞnÞ-0 as n-þN:
Hence as a function term series FjðzÞ converges uniformly on Dnd ; so FjðzÞ is analytic
in jarg zjop=2 yj :
Property (iii) follows from a direct check of the deﬁnition. &
In the following, we show that for some special cases, FjðzÞ can be expressed as an
inﬁnite product. We will use it at the end of the paper.
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Proposition 3.4. Suppose in addition we assume that fSjgmn¼1 satisfies rj ¼ r for each j.
Then for jAJ1;
FjðzÞ ¼ zaj lim
n-N
pnþ1j
Yn
k¼n
Q
ðkÞ
j ðzÞ
 !
;
where Q
ðkÞ
j ðzÞ ¼ p1j
Pm
i¼1 pie
zð1rÞrkð1%zjziÞ:
Proof. By r
aj
j ¼ pj; we have
FjðzÞ ¼ zaj
X
nAZ
pnj
Z
K\SjK
ezr
nð1%zjwÞ dmðwÞ:
Let InðtÞ be the expression inside the sum. Then by the measure separation property
of m in (2.4),
InðzÞ ¼ pnj ezr
n
Z
K\SjK
ezr
n %zj w dmðwÞ ¼ pnj ezr
n
X
iaj
Z
SiK
ezr
n %zj w dmðwÞ:
By Proposition 2.2,Z
SiK
ezr
n %zjw dmðwÞ ¼ pi
Z
K
ezr
n %zj Siw dmðwÞ ¼ p1j pi
Z
SjK
ezr
n %zjSi 3 S1j w dmðwÞ;
hence (note that SiðS1j wÞ ¼ w þ SiðzjÞ  zj)
InðzÞ ¼ pnj ezr
n
X
iaj
p1j pie
zrnð1%zjSiðzjÞÞ
Z
SjK
ezr
n %zjw dmðwÞ:
By Proposition 2.2 again, we can write
Z
SjK
ezr
n %zjw dmðwÞ ¼
XN
c¼1
pcj e
zrn
Z
K\SjK
ezr
nþcð1%zjwÞ dmðwÞ ¼ pnj ezr
n
XN
c¼1
InþcðzÞ:
Let hnðzÞ ¼
PN
c¼n IcðzÞ: Observe that ezr
nð1%zjSjðzjÞÞ ¼ 1; by combining the above
identities, we have
InðzÞ ¼ p1j
X
iaj
pie
zrnð1%zjSiðzjÞÞ
 ! XN
c¼nþ1
IcðzÞ
 !
¼ p1j
Xm
i¼1
pie
zrnð1%zjSiðzjÞÞ
 !
hnþ1ðzÞ  hnþ1ðzÞ:
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Let Q
ðnÞ
j ðzÞ denote the term inside the parantheses. By moving hnþ1ðzÞ to the left, the
identity reduces to hnðzÞ ¼ QðnÞj ðzÞhnþ1ðzÞ: Inductively, we have
hnðzÞ ¼
Yn
k¼n
Q
ðkÞ
j ðzÞ
 !
hnþ1ðzÞ: ð3:8Þ
For hnþ1ðzÞ; we have the following estimate:
hnþ1ðzÞ ¼
XN
k¼nþ1
IkðzÞ ¼
XN
k¼nþ1
pkj
Z
K\SjK
ezr
kð1%zjwÞ dmðwÞ
¼ pnþ1j
XN
k¼0
pkj
Z
K\SjK
ezr
kþnþ1ð1%zjwÞ dmðwÞ:
We note that the last integral
R
K\SjK
ezr
kþnþ1ð1%zjwÞ dmðwÞ converges uniformly to
mðK\SjKÞ ¼ 1 pj as n-þN for jzjod1 where d > 0 is sufﬁciently small, hence
pn1j hnþ1ðzÞ-1 uniformly on jzjod1 as n-þN: ð3:9Þ
The proposition follows from FjðzÞ ¼ zaj limn-N hnðzÞ and (3.8), (3.9). &
Corollary 3.5. With the hypotheses of Proposition 3.4, then
QN
k¼1 Q
ðkÞ
j ðzÞ andQN
k¼0 ðpjQðkÞj ðzÞÞ converge uniformly on each compact subset of jarg zjop=2 yj :
Hence
FjðzÞ ¼ zaj
YN
k¼1
Q
ðkÞ
j ðzÞ
YN
k¼0
ðpjQðkÞj ðzÞÞ; jarg zjop=2 yj:
Proof. Let E > 0 be sufﬁciently small. For EpjzjpE1 and jarg zjop=2 yj  E;
noting that jargðzð1 %zjziÞÞjpjarg zj þ jargð1 %zjziÞjpp=2 E (Lemma 2.3(i)), we
have
jQðnÞj ðzÞ  1j ¼ p1j
X
iaj
pie
zrnð1rÞð1zi %zjÞ


p p1j
X
iaj
pie
rnð1rÞjzð1%zj ziÞjcosðp=2EÞ
p 1 pj
pj
ebðEÞð1rÞr
noCrn;
where bðEÞ > 0 is deﬁned in an obvious way. This implies that
1 CrnpjQðnÞj ðzÞjp1þ Crn for n > 0: ð3:10Þ
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On the other hand, Q
ðnÞ
j ðzÞ ¼ p1j ð1þ OðrnÞÞ uniformly for EpjzjpE1 as n-þN:
These show that
YN
n¼1
jQðnÞj ðzÞj and
YN
n¼0
ðpjjQðnÞj ðzÞjÞ converge uniformly ð3:11Þ
on each compact subset of jarg zjop=2 yj: The corollary follows by Proposition
3.4 and (3.11). &
A similar argument as Proposition 3.4 and Corollary 3.5, we have
Proposition 3.6. With the hypotheses of Proposition 3.4 and let CjðtÞ be defined by
(3.6), then
CjðtÞ ¼ taj
YN
k¼1
q
ðkÞ
j ðtÞ
YN
k¼0
pjq
ðkÞ
j ðtÞ
 
; tARþ
where q
ðkÞ
j ðtÞ ¼ p1j
Pm
i¼1 pie
trkð1rÞð1Reð%zjziÞÞ:
It is easy to see that if zj ¼ e2jpi=m and pj ¼ 1m for j ¼ 1; 2;y;m in Proposition 3.4,
then all the Fj are equal. Write a ¼ log m=jlog rj:
Example 1. Let m ¼ 2; zj ¼ e2jpi=2; pj ¼ 12; j ¼ 1; 2 and the contraction ratio r ¼ 12:
Then the attractor K is ½1; 1; m ¼ 1
2
L (Lebesgue measure), a ¼ 1 and
FjðzÞ ¼ z
YN
k¼1
ð1þ e2kzÞ
YN
k¼0
1þ e2kz
2
 1
2
for jarg zjop
2
:
(The last identity follows from
QN
k¼1ð1þ e2
kzÞ ¼ ð1 e2zÞ1 andQN
k¼0ð1þ e2
kzÞ=2 ¼ ezQNk¼1 coshð2kzÞ ¼ ezsinh z=z:)
If r ¼ 1
3
instead. Then the m is the Cantor measure, a ¼ log 2=log 3 and
FjðzÞ ¼ za
YN
k¼1
ð1þ e4:3kzÞ
YN
k¼0
ð1þ e4:3kzÞ=2 for jarg zjop
2
:
Example 2. Let m ¼ 3; zj ¼ e2jpi=3; pj ¼ 13; j ¼ 1; 2; 3; r ¼ 12: Then the attractor K is
the Sierpinski gasket, m is the Hausdorff measureHa restricted and normalized on K
with a ¼ log 3=log 2 and
Q
ðkÞ
j ðzÞ ¼ 1þ ez
1
2
 kþ1
ð1e2pi=3Þ þ ez 12
 kþ1
ð1e2pi=3Þ;
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hence
FjðzÞ ¼ za
YN
k¼1
ð1þ 2e32k2zcosð
ﬃﬃﬃ
3
p
 2k2zÞÞ
YN
k¼0
1þ 2e32k2zcosð ﬃﬃﬃ3p  2k2zÞ
3
for jarg zjop=3:
Example 3. Let m ¼ 4; zj ¼ e2jpi=4; pj ¼ 14; j ¼ 1; 2; 3; 4; r ¼ 12: Then the attractor
K is the square with vertices zj ;m ¼ 12L2; a ¼ 2 and
Q
ðkÞ
j ðzÞ ¼ 1þ ez
1
2
 k
þ ez 12
 kþ1
ð1iÞ þ ez 12
 kþ1
ð1þiÞ
¼ ð1þ ez 12
 kþ1
ð1þiÞÞð1þ ez 12
 kþ1
ð1iÞÞ;
hence
FjðzÞ ¼ z2
YN
k¼1
ð1þ e2kz þ 2e2k1zcosð2k1zÞÞ
YN
k¼0
1þ e2kz þ 2e2k1zcosð2k1zÞ
4
¼ 2P 1þ i
2
z
 
P
1 i
2
z
 
 1
2
; jarg zjop=4
where PðzÞ is the product zQNk¼1ð1þ e2kzÞQNk¼0ð1þ e2kzÞ=2 in Example 1.
4. The theorems
In this section we will prove the theorems of the Laurent coefﬁcients.
Theorem 4.1. Let fSjgmj¼1 be the IFS as in (2.3) and satisfy the OSC; let aj ¼
log pj=log rj and a ¼ minfaj : jAJ1g: Then
anþ1 ¼
X
jAJ1
naj znjFjðnÞ þ O
log2 n
naþ1
 
;
where FjðtÞ satisfies FjðrjtÞ ¼ FjðtÞ (as in (3.5)).
Proof. We use the expression of anþ1 in (3.2). It is clear from Lemma 3.1 that jAðnÞj
can be absorbed in Oðna1Þ; the same for jBðnÞj if we choose
g > aþ 1þ 2lZ1 ð4:1Þ
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in (3.1). It remains to estimate the term
R
S
jn
j
K
wn dmðwÞ in Cn: for jAJ1; by Lemma
3.2 and (4.1) we haveZ
S
jn
j
K
wn dmðwÞ
¼ 1þ O log
2 n
n
  
znj
X
cAZ
r
ajðjnþcÞ
j
Z
K\Sj K
enr
jnþc
j
ð1%zjzÞ dmðzÞ þ Oðna1Þ
¼ 1þ O log
2 n
n
  
znj
X
c0AZ
r
ajðNjþc0Þ
j
Z
K\SjK
enr
Njþc0
j
ð1%zjzÞ dmðzÞ þ Oðna1Þ
ðwhere c0 ¼ cþ jn  Nj with Nj :¼ NjðnÞ is defined in ð2:7ÞÞ
¼ 1þ O log
2 n
n
  
znj r
ajNj
j
X
c0AZ
r
ajc0
j
Z
K\SjK
exjðnÞr
c0
j
ð1%zjzÞ dmðzÞ þ Oðna1Þ
¼ naj znjFjðxjðnÞÞ þ O
log2 n
naþ1
 
the last identity is by jFjðxÞjpCjðxÞ and Lemma 3.3. This gives the estimate of CðnÞ
and the theorem follows (note that FjðxjðnÞÞ ¼ FjðnÞ). &
By some obvious modiﬁcations of the above proof, we have
Proposition 4.2. With the same notations as in Theorem 4.1, then
Z
K
jwjn dmðwÞ ¼
X
jAJ1
najCjðnÞ þ O log
2 n
naþ1
 
;
where CjðtÞ satisfies CjðrjtÞ ¼ CjðtÞ and 0oc1pCjðtÞpc2oN (as in (3.6) and
Lemma 3.3).
To show that a in Theorem 4.1 is the best possible, we need the auxiliary function
HkðzÞ deﬁned by
HkðzÞ ¼
X
nAZ
ran
Z
K\K1
dmðwÞ
ðz  rnðw  1ÞÞkþ1
; ð4:2Þ
where S1K ¼ K1 and kX½a (the largest integer less that a). Let Hþk ðzÞðHk ðzÞÞ be the
sum of nX0 ðnp 1; respectively) of the above series. By Proposition 2.2 (with
j ¼ 1 and k ¼ 0 there), we have
Hþk ðzÞ ¼
Z
K
dmðwÞ
ðz þ 1 wÞkþ1
¼ ð1Þ
k
k!
F ðkÞðz þ 1Þ: ð4:3Þ
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Let A1ðt1p=2Þ be the Stolz angle as in Lemma 2.3(i) where 0ot1o1: Note that
ð1þ t1Þ p
2
pargðw  1Þpð3 t1Þ p
2
for wAK\f1g:
Hence F ðkÞðz þ 1Þ is analytic in D ¼ fz : jarg zjoð1þ t1Þp=2g by Lemma 2.3(i).
Lemma 4.3. (i) Hk ðzÞ is analytic on D,D where D ¼ fz : jzjor1dg with d ¼
distð1;K\K1Þ; (ii) HkðzÞ is analytic on D.
Proof. Obviously jw  1jXd > 0 for wAK\K1 and
Hk ðzÞ ¼
XN
n¼1
rðkþ1aÞn
Z
K\K1
dmðwÞ
ðrnz  ðw  1ÞÞkþ1
: ð4:4Þ
For small d > 0; let Dd ¼ fz : jarg zjoð1þ t1  dÞp=2g; then a direct check shows
that
jrnz  ðw  1ÞjXd sin dp
2
 
for zADd and wAK\K1: This shows that the series in (4.4) is uniformly convergent on
Dd and hence H

k ðzÞ is analytic in D: Similarly, we can prove that Hk ðzÞ is analytic
in jzjor1d also and (i) follows.
By (4.3), Hþk ðzÞ is analytic on D; hence (i) implies (ii). &
Lemma 4.4. If fSjgmj¼1 satisfies the separated OSC, then for any x0AK and E > 0; there
exists a simply connected domain O with piecewise smooth boundary @O such that
x0AOCfjw  x0joEg and @O-K ¼ |:
Proof. Let U be an open set in the separated OSC, then Si %U-Sj %U ¼ | for iaj and
KC %U [F, p. 115]. It follows that
min
ioj
distðKi;KjÞ > 0: ð4:5Þ
We choose SJ0K with jJ0j ¼ coN such that x0ASJ0KCfjw  x0jo12Eg: By (4.5)
d1 :¼ min
JaJ0; jJj¼c
distðSJK;SJ0KÞ > 0:
Let d ¼ minfd1; Eg: By compactness, we can ﬁnd open balls Oj ðj ¼ 1; 2;y; pÞ of
radius 1
4
d such that SJ0KC
Sp
j¼1 Oj: Assume that C is a connected component of the
union that contains x0; then
x0ACCfjw  x0jo34Eg and K-@C ¼ |: ð4:6Þ
ARTICLE IN PRESS
X.-H. Dong, K.-S. Lau / Journal of Functional Analysis 202 (2003) 67–97 85
If C is a multiply connected domain, then the union of C with its holes is also
contained in fjw  x0jo34Eg: Hence we may assume that C in (4.6) is a simply
connected domain and let it be O: By (4.6) the lemma follows. &
Theorem 4.5. If fSjgmj¼1 satisfies the OSC, then there exists C > 0 such that
najanjpC for all nX1: ð4:7Þ
Furthermore if fSjgmj¼1 satisfies the separated OSC (see Section 2), then
lim
n-N
najanj > 0: ð4:8Þ
Proof. Since jFjðtÞjpCjðtÞ and CjðtÞ is a bounded function (Lemma 3.3(i)),
Theorem 4.1 implies that najanjpC for all n > 0: The main proof is for the second
assertion.
Let z1 ¼ 1 as before, and write a ¼ a1 ¼ log p1=log r1 and r ¼ r1 for simplicity. A
technical step is to show that for k þ 1 > a;
HkðzÞc0 for zAD ¼ fz : jarg zjoð1þ t1Þp=2g:
If this is proved, let hðzÞ ¼ zkþ1aHkðzÞ (here and throughout this paper zkþ1a is the
principal branch in poarg zop; i.e., zkþ1a is real for z ¼ xARþ), then hðzÞ is a
non-zero analytic function on D; by (4.2) it satisﬁes
hðrzÞ ¼ hðzÞ for zAD: ð4:9Þ
From Lemma 4.3(i) and (4.2)–(4.4), there exists C > 0 such that
ð1Þk
k!
zkþ1aF ðkÞðz þ 1Þ  hðzÞ

 ¼ jzjkþ1ajHk ðzÞjpCjzjkþ1a ð4:10Þ
for zAD and small jzj > 0: Hence we have
lim
t-0þ
tkþ1ajF ðkÞðteiy þ 1Þj ¼ lim
t-0þ
k!jhðteiyÞj > 0 ð4:11Þ
for all jyjoð1þ t1Þp2: Let f ðzÞ ¼ F ðkÞðz1Þ; then
f ðzÞ ¼ ð1Þk
XN
n¼1
nðn þ 1Þ?ðn þ k  1Þanznþk :¼ zk
XN
n¼1
bnz
n
is analytic in jzjo1: Suppose that (4.8) does not hold, i.e.,
lim
n-N
naan ¼ 0; ð4:12Þ
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then bn ¼ oðnkaÞ as n-N: By the Bernoulli series expansion we conclude that
f ðtÞ ¼ oðð1 tÞðkaþ1ÞÞ as t-1: It follows that
F ðkÞðt þ 1Þ ¼ oðtðkaþ1ÞÞ as t-0þ:
This contradicts (4.11). Hence (4.12) does not hold and limn-N n
ajanj > 0 follows.
It remains to prove that HkðzÞc0 on D; we assume the contrary, then (4.2) and
(4.3) imply that
ð1Þk
k!
F ðkÞðz þ 1Þ  Hk ðzÞ ¼
XN
n¼1
rðkþ1aÞn
Z
K\K1
dmðwÞ
ðrnz  ðw  1ÞÞkþ1
ð4:13Þ
for zAD: By Lemma 4.3(i) and (4.13), there exists a function jðzÞ analytic on D,D
such that
F ðkÞðz þ 1Þ ¼ jðzÞ for zAD: ð4:14Þ
Since D,D is a simply connected domain, we can ﬁnd a function jkðzÞ analytic on
the domain D,D such that
Fðz þ 1Þ ¼ jkðzÞ; zAD: ð4:15Þ
To apply Lemma 4.4, we take x0 ¼ 0AK  1 and E ¼ 12r1d where r1d is given by
Lemma 4.3(i). Then there exists a simply connected domain O such that
OC21D; 0AE :¼ ðK  1Þ-O and ðK  1Þ-@O ¼ |: ð4:16Þ
By the separated OSC, K is compact, totally disconnected [F, p. 116]; by (4.16) the
same conclusion is true for E: It follows that O\E is a connected open set [Mo, p. 93],
i.e., O\E is a domain.
Now, note that Fðz þ 1Þ is analytic on the domain O\E;jkðzÞ is analytic on O by
Lemma 4.3(i) and (4.16), and D-O :¼ I is a non-empty open set. It follows from
(4.15) and the uniqueness principle for analytic functions that
Fðz þ 1Þ ¼ jkðzÞ for zAO\E: ð4:17Þ
Since E has no interior points, Fðz þ 1Þ has a unique continuous extension to O by
(4.17), and it must be analytic as jkðzÞ is analytic on O: This contradicts Proposition
2.1 as Fðz þ 1Þ is not analytic at zAE; and HkðzÞc0 follows. &
For the second statement in Theorem 4.5, if we only assume the OSC, then we
obtain the following partial conclusion.
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Proposition 4.6. If fSjgmj¼1 satisfies the OSC and if 0oaop=y0; then
lim
n-N
najanj > 0; ð4:18Þ
where y0 ¼ inf jAJ1;aj¼aðsupfargðw  zjÞ  argðx zjÞ : w; xAK\fzjggÞ:
Remark. In the next section, we see that in some cases, (4.18) can still hold without
satisfying the condition in Proposition 4.6. In fact our conjecture is that
limn-N n
ajanj > 0 is true without any extra assumption.
Proof. We assume without loss of generality that z1 ¼ 1 attains y0 in the statement
of the theorem, hence a1 ¼ a: Write r ¼ r1: From the proof of Theorem 4.5, we only
need to prove HkðzÞc0: For this, we consider
Z 1
r
HkðteiyÞtka dt:
By using a change of variable t ¼ xrn; the above integral reduces to
eiðkþ1Þy
Z
K\K1
Z N
0
xka dx
ðx  eiyðw  1ÞÞkþ1
dmðwÞ:
If a is an integer, then k ¼ a; the above improper integral RN
0
is equal to eikyk1ðw 
1Þk by a direct calculation; otherwise k ¼ ½aaa (in this case 0ok þ 1 ao1), the
integral equals
2pi
ð1Þkþ1aða 1Þ?ða kÞeayi
k!ð1 ei2pðkaÞÞðw  1Þa
by the residue theorem. Consequently, we have
Z 1
r
HkðteiyÞtka dt ¼ Ceiðak1Þy
Z
K\K1
dmðwÞ
ðw  1Þa
for some constant Ca0 (depends on a). Let y0 be the angle in the hypothesis, we can
choose t such that jargðw  1Þ  tjpy0=2 for all wAK\K1: Since 0oaop=y0;
eiat
Z
K\K1
dmðwÞ
ðw  1Þa ¼
Z
K\K1
eiaðargðw1ÞtÞ
jw  1ja dmðwÞa0:
Hence HkðzÞc0 on D: &
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5. Special cases
In this section we consider the IFS of the form
Sjz ¼ Ej þ rðz  EjÞ; j ¼ 0; 1;y;m  1; ð5:1Þ
where Ej ¼ e2pij=m and 0oro1 (note that we have shifted the indices of j to start from
0 for convenience). Let
m ¼ 1
m
Xm1
j¼0
m 3 S1j : ð5:2Þ
Our ﬁrst step is to prove the measure m deﬁned by (5.2) is invariant under e2pi=m-
rotation and its Cauchy transform F is m-fold symmetric. In fact, consider the new
measure *m deﬁned by
*mðBÞ ¼ mðE1BÞ ¼ 1
m
Xm1
k¼0
mðS1k ðE1BÞÞ
for all Borel set B: By making use of (5.1) and a direct calculation, we have
S1k ðE1wÞ ¼ E1S1k1ðwÞ; 0pkpm  1 (where S1 ¼ Sm1), hence
*mðBÞ ¼ 1
m
Xm1
k¼0
mðE1S1k1ðBÞÞ ¼
1
m
Xm1
k¼0
mðE1S1k ðBÞÞ ¼
1
m
Xm1
k¼0
*mðS1k ðBÞÞ;
i.e., *m also satisﬁes (5.2). The uniqueness implies the *m ¼ m [Hu].
Let K denote the attractor of the IFS, then e2pi=mK ¼ K and supp m ¼ K : By a
change of variable, we have
FðzÞ ¼
Z
K
1
z  x dmðxÞ ¼
1
m
Z
K
Xm1
k¼0
1
z  e2kpi=mw dmðwÞ:
For ﬁxed z; we deﬁne for wAC\fz; e2pi=mz;y; e2ðm1Þpi=mzg;
hðwÞ ¼ 1
m
Xm1
k¼0
1
z  e2kpi=mw 
zm1
zm  wm:
We remark that hðwÞ has a simple pole at w ¼ ze2kpi=m and has residue 0, hence hðwÞ
has a removable singularity for w ¼ e2kpi=mz: Because hðNÞ ¼ 0; we have hðwÞ  0:
This gives
FðzÞ ¼
Z
K
dmðwÞ
z  w ¼
Z
K
zm1
zm  wm dmðwÞ; ð5:3Þ
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hence FðE1zÞ ¼ FðzÞ; i.e., F is m-fold symmetric, its Laurent series has the form
FðzÞ ¼ z1 þ
XN
n¼1
anmþ1zðnmþ1Þ; jzj > 1: ð5:4Þ
Our next goal is to give a condition on r so that the IFS fSjgm¼1j¼0 in (5.1) satisﬁes
the OSC. Let G be the regular m-polygon deﬁned by the vertices fEjgm1j¼0 : If
S0ðGÞo-S1ðGÞo ¼ | and S0ðGÞ-S1ðGÞa|;
then we have from [St4, p. 1716] that
r ¼ rm ¼ sin
p
m
sin
p
m
þ sin ð2q þ 1Þp
m
 
;

ð5:5Þ
where q ¼ ½m=4: It follows immediately that
Proposition 5.1. Let fSjgm1j¼0 be as in (5.1) and suppose rprm: Then fSjgm1j¼0 satisfies
the OSC.
Note that for r ¼ rm; the Hausdorff dimension of the attractor K of fSjgm1j¼0 is
am ¼ log m=jlog rmj: Some values of rm and am calculated by using Mathematica are
given in Table 1.
If 0orprm; then the m in (5.2) is the Hausdorff measure Ha restricted on the
attractor K [F]. By [LSV], the coefﬁcient anmþ1 can be determined by the following
recursive relation:
anmþ1 ¼ ð1 rÞ
nm
1 rnm
Xn1
k¼0
nm
km
 !
r
1 r
 km
akmþ1; ð5:6Þ
where a1 ¼ 1: However, the formula is not easy to handle. In the following we will
sharpen the asymptotic behavior of anmþ1 in Theorem 4.1 for these special cases.
We remark that some of the cases do not satisfy the condition app=y0 in
Proposition 4.6. For example for m ¼ 5; 6; 7; 8 and r ¼ rm; we have p=y0 ¼ m=
ðm  2Þoam ¼ log m=jlog rmj from Table 1.
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Values of rm and am for 2pmp8
m 2 3 4 5 6 7 8
rm 0.5 0.5 0.5 0.38196 0.33333 0.30797 0.29289
am 1 1.58496 2 1.67228 1.63093 1.65226 1.69343
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Theorem 5.2. For 0orprm; let a ¼ log m=jlog rj and let F(z) be the Cauchy
transform. Then the Laurent coefficients fanmþ1gNn¼1 satisfy
C1pðnm þ 1Þaamnþ1pC; nX1
for some C > 0:
Proof. That zj ¼ Ej ¼ e2jpi=m; rj ¼ r and pj ¼ 1m imply that all the FjðtÞ in Corollary
3.5 are equal. We write
F0ðtÞ ¼ ta
YN
k¼1
ð1þ bkðtÞÞ
YN
k¼0
1þ bkðtÞ
m
; ð5:7Þ
where
bkðtÞ ¼
Xm1
c¼1
etr
kð1rÞð1e2cpi=mÞ; kAZ: ð5:8Þ
We claim that there exists C > 1 such that
C1pF0ðtÞpC for tARþ: ð5:9Þ
Note that Sm1c¼0 e
2mcpi=m ¼ 0 if canm; and ¼ m if c ¼ nm: By expressing the
exponential term in (5.8) as a power series, we have
1þ bkðtÞ ¼ metrkð1rÞ
XN
n¼0
ðtrkð1 rÞÞnm
ðnmÞ! :
This gives
mer
kð1rÞo1þ bkðtÞom for rptp1; kAZ: ð5:10Þ
Hence
e1o
YN
k¼0
1þ bkðtÞ
m
o1 for rptp1:
Also (3.10) and (5.10) imply that there exists C1 > 1 such that
C11 p
YN
k¼1
ð1þ bkðtÞÞpC1 for rptp1:
Hence the claim follows. The theorem follows from this, anmþ1 > 0 and
(Theorem 4.1)
ðnm þ 1Þaanmþ1 ¼ mF0ððnm þ 1ÞÞ þ Oðlog2 n=nÞ as n-N: & ð5:11Þ
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Corollary 5.3. For any k such that k þ 1 a > 0; there exists C > 0 such that
C1tkþ1
ð1 tÞkþ1a
pð1ÞkF ðkÞðt1Þp max
jzj¼t1
jFkðzÞjp Ct
kþ1
ð1 tÞkþ1a
for 0oto1: Moreover, we can find constants Z > 0; d > 0 and c > 0 such that
jF ðkÞð1þ zÞjXcjzjak1 for 0ojzjpd; jarg zjpZ:
Proof. We take the kth derivatives of FðzÞ in (5.4), then the coefﬁcients of
ð1ÞkF ðkÞðzÞ are fðnm þ 1Þ?ðnm þ kÞanmþ1gNn¼0 which are bounded above and
below by positive multiples of nka: The inequality follows by comparing with the
binomial series expansion of ð1 tmÞðkþ1aÞ:
For the second assertion we use the function hðzÞ in the proof of Theorem 4.5. By
(4.9), (4.10) and the ﬁrst inequality in the ﬁrst assertion, there exists c > 0 such that
hðxÞX3c > 0 for xARþ:
The continuity and the multiplicative periodicity of h give that jhðzÞj > 2c; jarg zjpZ
for some Z > 0: By (4.10) again, there is a constant d > 0 such that
jF ðkÞð1þ zÞjXcjzjak1 for 0ojzjpd and jarg zjpZ: &
Theorem 5.2 describes the exact ‘‘order’’ of anmþ1 at inﬁnity; in the next
proposition we like to discuss the ‘‘limit behavior’’ of ðnm þ 1Þaanmþ1: We will need
the HkðzÞ (in (4.2)) for the m given by (5.2) and with rj ¼ rprm: Note that HkðzÞ is
analytic for jarg zjo 1
2
þ 1=m p (Lemma 4.3); also note that the main part of the
proofs of Theorem 4.5 and Proposition 4.6 are to show that hðzÞ :¼ zkþ1aHkðzÞc0:
In the following lemma, we prove that hðzÞ is again a non-constant analytic function.
Lemma 5.4. For 0orprm; mX2; except the cases m ¼ 2; 3; 4 with r ¼ rm ¼ 12; and
for k þ 1 a > 0; then hðzÞ ¼ zkþ1aHkðzÞ is a non-constant analytic function on
D ¼ fz : jarg zjop=2þ p=mg:
Proof. We only need to prove that hðzÞ is a non-constant function. By (5.5), the
assumption on r implies that 0oro1
2
in all the cases.
We ﬁrst prove the lemma for the cases mX3: Let zt ¼ ð1þ tÞe2pi=m  1 for t > 0:
Clearly, ztAD and z0 ¼ 2 sinðp=mÞeð1=2þ1=mÞpiA@D\f0g: By (4.2)–(4.4),
HkðztÞ ¼ ð1Þ
k
k!
F ðkÞð1þ ztÞ þ
XN
n¼1
Z
K\K0
rðkþ1aÞn dmðwÞ
ðrnztðw1ÞÞkþ1: ð5:12Þ
(We replace the K1 in HkðzÞ in Theorem 4.5 by K0 because of the change of the
indices). To prove hðzÞc constant, it sufﬁces to prove HkðztÞ-N as t-0þ (note
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that z0a0Þ: A simple geometric consideration shows that jw  1jX12je1  1j ¼ sin pm
for wAK\K0: It follows from 0oro12 that
jrnz0jprjz0j ¼ 2r sin p
m
osin p
m
pjw  1j
for nX1;wAK\K0: Hence there are t0 > 0; d > 0 such that
jrnzt  ðw  1ÞjXjw  1j  rnjztjXd
for 0otpt0; nX1;wAK\K0: This together with (5.12) and Corollary 5.3 imply that
HkðztÞ ¼ ð1Þ
k
k!
F ðkÞð1þ ztÞ þ Oð1Þ-N as t-0þ
(here we have used the m-fold symmetry: jF ðkÞðð1þ tÞe2pi=mÞj ¼ jF ðkÞð1þ tÞjÞ:
For the case m ¼ 2; the above zteD: Alternatively, we choose znt ¼ 2 teiZ
where Z is given in Corollary 5.3, then zntAD and z
n
0A@D\f0g: Since a ¼
log 2=jlog rjo1 and jFð1þ znt Þj ¼ jFð1 teiZÞj ¼ jFð1þ teiZÞjXcta1 (Corollary
5.3), we have
Fð1þ znt Þ-N as t-0:
In view of 0oro1
2
and K\K0C½1;1þ 2r; we have jw  1jX1þ ð1 2rÞ > 2r ¼
rjzn0jXrnjzn0 j for nX1 and wAK\K0: Similar to the case mX3; we can use (5.12) to
prove that Hkðznt Þ-N as t-0: &
Proposition 5.5. For 0orprm; mX2; except the cases m ¼ 2; 3; 4 with r ¼ rm ¼ 12;
and for k þ 1 a > 0; then
0o lim
t-1þ
ðt  1Þkþ1ajF ðkÞðtÞjo lim
t-1þ
ðt  1Þkþ1ajF ðkÞðtÞjoN:
Proof. By Theorem 5.2 and in view of F ðkÞðtÞ preserves sign for tAð1;NÞ; it sufﬁces
to show that limt-1þðt  1Þkþ1a F ðkÞðtÞ does not exist. But this follows from hðtÞ is
non-constant (Lemma 5.4) and the same reasoning as in (4.11). &
Remark. Proposition 5.5 also holds for m ¼ 3; r ¼ rm ¼ 12; but it needs a different
proof, the case k ¼ ½a ¼ 1 is given in [DL2].
Theorem 5.6. For 0orprm; mX2; except the cases m ¼ 2; 4 with r ¼ rm ¼ 12; then
the Laurent coefficients fðnm þ 1Þaanmþ1gNn¼0 of F is dense in the non-degenerated line
segment mF0ð½r; 1Þ where F0ðtÞ is given by (5.7) and (5.8) and a ¼ log m=jlog rj:
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Moreover
lim
n-N
ðnm þ 1Þaanmþ1 ¼ max
rptp1
mF0ðtÞ;
lim
n-N
ðnm þ 1Þaanmþ1 ¼ min
rptp1
mF0ðtÞ:
Proof. By a slight modiﬁcation of Proposition 2.4, we know that the sequence x0n :
¼ ðnm þ 1ÞrNðnmþ1Þ is dense in ½r; 1: Since F0 is continuous on Rþ;F0ð½r; 1Þ is a
bounded interval by (5.9). From (5.11) and noting that F0ðrtÞ ¼ F0ðtÞ; we have
ðnm þ 1Þaanmþ1 ¼ mF0ððnm þ 1ÞrNðnmþ1ÞÞ þ Oðlog2 n=nÞ as n-N:
Proposition 5.5 shows that limn-N ðnm þ 1Þaanmþ1 does not exist (the argument is
the same as in (4.12)), with one remaining unjustiﬁed case m ¼ 3; r ¼ rm ¼ 12: Hence
mF0ðxÞ is not constant and mF0ð½r; 1Þ must be a non-degenerated interval; fðnm þ
1Þaanmþ1gNn¼0 is dense in the non-degenerated line segment mF0ð½r; 1Þ:
It remains to show that F0ðtÞ is not a constant function when m ¼ 3; r ¼ rm ¼ 12:
We can proceed as Lemma 5.4 to prove this, but there are some added complication
because of r ¼ 1
2
(see [DL2]). We give an alternate proof here. It sufﬁces to ﬁnd a
t0A½12; 1 such that F00ðt0Þa0: From Example 2 in Section 3 and noting that (5.9), we
have for t > 0;
F00ðtÞ
F0ðtÞ ¼
a
t
þ
XN
k¼0
2 ﬃﬃﬃ3p sinðp=3þ ﬃﬃﬃ3p 2k1tÞ
1þ 2e32k1t cosð ﬃﬃﬃ3p 2k1tÞ 2ke32k1t
þ
XN
k¼1
2 ﬃﬃﬃ3p sinðp=3þ ﬃﬃﬃ3p 2k1tÞ
1þ 2e32k1t cosð ﬃﬃﬃ3p 2k1tÞ 2ke32k1t; ð5:13Þ
where a ¼ log 3=log 2: Let Rð1Þp ; Rð2Þq denote the tails
P
kXp;
P
kXq of the ﬁrst and
second series in (5.13). For 1
2
ptp1;
jRð1Þp jp
2
ﬃﬃﬃ
3
p
1 2e32ðp2Þ
XN
k¼p
2ke32
ðk2Þ
p 2
ﬃﬃﬃ
3
p
1 2e32ðp2Þ
Z N
p1
2ye32
ðy2Þ
dy
¼ 8
ﬃﬃﬃ
3
p
e32
ðp3Þ
3 log 2ð1 2e32ðp2Þ Þ :¼ b1ðpÞ;
and for 1
2
ptp1;
jRð2Þp jp
2ð1qÞ
ﬃﬃﬃ
3
p
sinðp=3þ ﬃﬃﬃ3p 2ðqþ1ÞÞ
1þ 2e32ðqþ1Þ cosð2ðqþ1Þ ﬃﬃﬃ3p Þ :¼ b2ðqÞ:
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It follows that for any p; q > 1 (see (5.13))
F00ðtÞ
F0ðtÞX
a
t
þ
Xp1
k¼0
ð?Þ þ
Xq1
k¼1
ð?Þ
 !
 b1ðpÞ  b2ðqÞ:
It we take p ¼ 5; q ¼ 10 and t ¼ 3
5
; then by using Mathematica, the right-hand
side E0:002265 0:000041 0:000978E0:0011: This implies that F00ð3=5Þ=
F0ð3=5Þ > 0: &
When m ¼ 3 and r ¼ r3 ¼ 12; the case of Sierpinski triangle K ; we ﬁnd numerically
min
1=2ptp1
3F0ðtÞE1:42668; max
1=2ptp1
3F0ðtÞE1:42676:
This shows that fð3n þ 1Þaa3nþ1gNn¼0 is a sequence with small oscillation in between
these two values.
The remaining untreated case in Proposition 5.5 and Theorem 5.6 is for m ¼ 2; 4
and r ¼ rm ¼ 12: In fact they are the simple exceptional cases. For m ¼ 2; the
attractor K ¼ ½1; 1 obviously, the self-similar measure m ¼ 1
2
L and a ¼ 1; hence its
Cauchy transform is
FðzÞ ¼ 1
2
Z
½1;1
dLðxÞ
z  x ¼
1
2
log
z þ 1
z  1; zAC\½1; 1; ð5:14Þ
where the logarithmic function is the principal branch, i.e., logðz þ 1Þ and logðz  1Þ
are real for z ¼ x > 1: It is easy to show from the above that
a2nþ1 ¼ 1=ð2n þ 1Þ for nX0: ð5:15Þ
This implies that limt-1þðt  1ÞkjF ðkÞðtÞj exists for kX1; and that limn-N
ð2n þ 1Þa2nþ1 ¼ 1: By using this, we can directly obtain the interesting identity in
Section 3, Example 1:
z
YN
k¼1
ð1þ e2kzÞ
YN
k¼0
1þ e2kz
2
 1
2
jarg zjop
2
:
It is because from Theorem 4.1 (or (5.11)) and (5.15), we have
1 ¼ ð2n þ 1Þa2nþ1 ¼ 2F0ð2n þ 1Þ þ O log
2 n
n
 
for n-N: ð5:16Þ
By the periodicity, F0ð2n þ 1Þ ¼ F0ðxnÞ where xn ¼ ð1=2ÞNð2nþ1Þð2n þ 1ÞA½12; 1Þ and
is dense in ½1
2
; 1: Hence (5.16) and the continuity of F0ðxÞ on Rþ give F0ðxÞ  12 for
xA½1
2
; 1: It follows by Lemma 3.3(ii) and the uniqueness principle for analytic
functions that F0ðzÞ  12 for jarg zjop=2:
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For the case m ¼ 4 and r ¼ 12; the attractor K is the square with vertices
e2pij=4; 0pjp3; the self-similar measures m ¼ 1
2
L2 and a ¼ 2: Its Cauchy trans-
form is
FðzÞ ¼ 1
2
Z
K
dL2ðwÞ
z  w ¼
1
2
Z 1
0
dx
Z 1x
x1
1
z þ x  yi þ
1
z  x  yi
 
dy:
A direct calculation gives
FðzÞ ¼ 1
2
X3
n¼0
ð1Þnðz  e2pin=4Þ log ð1 e2pin=4z1Þ ð5:17Þ
for zAC\K : (For the logarithmic branches, for logð1 z1Þ and logð1þ z1Þ; we take
real values for z ¼ x > 1; and for logð1þ iz1Þ ¼ logj1þ iz1j þ i argð1þ iz1Þ; we
take for z ¼ x > 1; 0oargð1þ iz1Þop=2; it is necessary that logð1 iz1Þ ¼
logj1 iz1j þ i argð1 iz1Þ satisﬁes p=2oargð1 iz1Þ ¼ argð1þ iz1Þo0 for
z ¼ x > 1 since FðxÞ > 0 for x > 1:) It is easy to see that
FðzÞ ¼
XN
n¼0
1
ð2n þ 1Þð4n þ 1Þ z
ð4nþ1Þ forjzjX1 ð5:18Þ
and that
F ðkþ2ÞðzÞ ¼ d
k
dzk
X3
i¼0
Y3
j¼0
jai
ei
ei  ej
0
BB@
1
CCA 2z  ei ¼
X3
i¼0
Y3
j¼0
jai
ei
ei  ej
0
BB@
1
CCA 2ð1Þ
k
k!
ðz  eiÞkþ1
where kX0 and ej ¼ e2jpi=4: Hence ð4n þ 1Þaa4nþ1 ¼ 2 1=ð2n þ 1Þ and limt-1þ
ðt  1Þkþ1ajF ðkÞðtÞj ¼ ðk  2Þ!=2 where kX2 and a ¼ 2:
Note that F is analytic in C\K and has an analytic extension F0 in
C\f½1; 1,½i; ig: But FðzÞcF0ðzÞ for zAK\f½1; 1,½i; ig since F is not
analytic for any zAK by Proposition 2.1.
As a simple consequence of the Laurent series of F and (5.17), we have
XN
n¼0
1
ð2n þ 1Þð4n þ 1Þ ¼ Fð1Þ ¼
ln 2
2
þ p
4
:
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