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ABSTRACT
We study momentum distributions of the final-state charged lepton in pp¯/pp→
tt¯→ ℓ+X (ℓ = e or µ) at hadron colliders, i.e., Tevatron and Large Hadron Collider
(LHC) in order to explore possible new-physics effects in the top-quark sector.
Assuming general model-independent tt¯g + tt¯gg and tbW interactions beyond the
standard model, we first derive analytical formulas for the corresponding parton-
parton processes. We then compute the lepton angular, energy and transverse-
momentum distributions in pp¯/pp collisions to clarify how they are affected by
those anomalous couplings.
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1. Introduction
The Large Hadron Collider, LHC, has started to operate and is already giving
us new data [1]. Thereby we will soon be able to explore physics beyond the
standard model of the strong and electroweak interactions in TeV world with high
precision. Studies of such new physics can be classified into two categories: model-
dependent and model-independent approaches. The former approach could enable
precise calculations but require us to start everything from the beginning if the
wrong model was chosen. In contrast to it, we would rarely fail to get meaningful
information in the latter but it would not be that easy there to perform precision
analyses since we usually need to treat many unknown parameters together.
One reasonable way to decrease the number of such unknown parameters in a
model-independent analysis is to assume a new physics characterized by an energy
scale Λ and write down SU(3)×SU(2)×U(1)-symmetric effective operators for the
world below Λ. Those operators with dimension 6, having the leading importance,
were listed in [2], supposing there exist only standard particles below Λ. Although
we still have to treat several operators (parameters) even in this framework, but
some of the operators given there were found to be dependent on each other through
equations of motion [3]. This shows that we might further be able to reduce the
number of independent operators, and indeed it was done in [4] (see also [5]).
In this effective-operator framework, not only electroweak couplings but also
QCD couplings receive nonstandard corrections. Although it might be hard to
imagine that the QCD couplings of light quarks are affected by those anomalous
interactions, the top-quark couplings could however be exceptional, because this
quark has not been studied enough precisely yet, and its extremely heavy mass
seems to tell us something about a new physics beyond the standard model. That
is, this heaviest quark might be able to work as a precious window to a nonstandard
physics once LHC starts to give us fruitful data.
Under this consideration, we have performed analyses of anomalous top-gluon
couplings produced by the dimension-6 operators through tt¯ productions at Teva-
tron and LHC [6, 7]. In this article, we would like to develop them and perform
more realistic analyses focusing on momentum distributions of the charged lepton
– 2 –
coming from the semileptonic top decay in pp¯/pp→ tt¯X . In fact, a number of au-
thors have studied top anomalous interactions through such final leptons in pp¯/pp
collisions [8]–[16]. Their main interests are in CP -violation, which is reasonable
since the standard-model CP -violation in the top sector is expected so small that
any non-negligible CP -violation effects there will be a signal of new physics.
Here, however, we have no mind to add similar studies to them. Our main
purpose of revisiting this issue is to present analytical formulas of the final-lepton
momentum distributions for practical use, and carry out some computations and
analyses based on them, taking into account both anomalous CP -conserving and
CP -violating top-gluon couplings plus nonstandard tbW coupling altogether.
We first describe our calculational framework in section 2. In section 3, we
derive the final-lepton momentum distribution in partonic processes qq¯/gg → tt¯→
ℓ+X , and present their analytical expressions. We then transform them into the
angular, energy and transverse-momentum distributions of the final charged lepton
in the hadronic processes pp¯/pp → tt¯X → ℓ+X ′, and study those distributions
numerically for several typical parameter sets in section 4. Finally, a summary and
some remarks are given in section 5. In the appendix, we refine our last result on
the anomalous top-gluon couplings [7] with the Tevatron and CMS data [17, 18]
by adding the latest ATLAS data [19].
2. Framework
Let us describe our basic framework in this section. In ref.[2] were given three
effective operators contributing to top-gluon interactions. Those operators produce
top-pair production amplitudes which include γµ, σµνqν , (pi + pj)
µ and qµ terms
(or more complicated Lorentz structure), where pi,j and q are the top-quark i, j
and gluon momenta. However two of them were shown not to be independent in
[4], and we only need to take into account one operator
O33uGφ =
∑
a
[ q¯L3(x)λ
aσµνuR3(x)φ˜(x)G
a
µν(x) ], (1)
where we followed the notation of [4]: qL3 is the third generation of left-handed
SU(2)-doublet, i.e., (t, b)tL, uR3 is the third generation up-type SU(2) singlet, i.e.,
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tR, φ˜ ≡ iτ 2φ∗ with φ being the Higgs doublet, Gaµν is the SU(3) gauge-field (=gluon)
tensor.
Now the top-gluon interaction Lagrangian including the above operator is given
by
L = LSM + 1
Λ2
(C33uGφO33uGφ + C33∗uGφO33†uGφ), (2)
where LSM on the right-hand side means the standard-model QCD top-gluon cou-
plings and C33uGφ, the coefficient of O33uGφ, represents the contribution of this oper-
ator. In our framework this coefficient (plus its complex conjugate) and Λ−2 are
combined and treated as parameters to be determined by experimental data. Since
O33uGφ contains Gaµν , the resultant nonstandard interaction has not only tt¯g but also
tt¯gg couplings. Let us therefore denote this Lagrangian by Ltt¯g,gg hereafter and
reexpress it as
Ltt¯g,gg = −1
2
gs
∑
a
[
ψ¯t(x)λ
aγµψt(x)G
a
µ(x)
− ψ¯t(x)λaσ
µν
mt
(dV + idAγ5)ψt(x)G
a
µν(x)
]
, (3)
where gs is the SU(3) coupling constant and dV,A are defined as
dV ≡
√
2vmt
gsΛ2
Re(C33uGφ), dA ≡
√
2vmt
gsΛ2
Im(C33uGφ)
corresponding to the top chromomagnetic- and chromoelectric-dipole moments re-
spectively with v being the Higgs vacuum expectation value (= 246 GeV). Con-
cerning the other light quarks, i.e., u, d, s, c and b, we assume their couplings
with the gluon are properly described by the standard QCD Lagrangian though in
principle there also could be nonstandard corrections in our framework, because
those couplings have so far been tested very well based on a lot of experimental
data.
On the other hand, dimension-6 operators which contribute to top-decay t →
bW are
O(3,33)φq = i
∑
I
[φ†(x)τ IDµφ(x) ][ q¯L3(x)γ
µτ IqL3(x) ] (4)
O33φφ = i[ φ˜†(x)Dµφ(x) ][ u¯R3(x)γµdR3(x) ] (5)
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O33uW =
∑
I
q¯L3(x)σ
µντ IuR3(x)φ˜(x)W
I
µν(x) (6)
O33dW =
∑
I
q¯L3(x)σ
µντ IdR3(x)φ(x)W
I
µν(x), (7)
where Dµ is the SU(2) × U(1) covariant derivative, dR3 is the third generation
down-type SU(2) singlet (i.e., bR), and W
I
µν is the SU(2) gauge-field tensor.
We thereby have the corresponding interaction Lagrangian
L = LSM + 1
Λ2
∑
i
(CiOi + C∗iO†i ), (8)
where LSM gives the standard-model tbW couplings this time and the sum is taken
over the above four operators. We denote this Lagrangian by LtbW and again
reexpress as
LtbW = − g√
2
[
ψ¯b(x)γ
µ(fL1 PL + f
R
1 PR)ψt(x)W
−
µ (x)
+ ψ¯b(x)
σµν
MW
(fL2 PL + f
R
2 PR)ψt(x)∂µW
−
ν (x)
]
, (9)
where g is the SU(2) coupling constant, PL/R ≡ (1∓ γ5)/2,
fL1 ≡ Vtb + C(3,33)∗φq
v2
Λ2
, fR1 ≡ C33∗φφ
v2
2Λ2
,
fL2 ≡ −
√
2C33∗dW
v2
Λ2
, fR2 ≡ −
√
2C33uW
v2
Λ2
and Vtb is (tb) element of Kobayashi-Maskawa matrix. Here again ℓνW couplings,
which become necessary for W+ → ℓ+νℓ occurring after t→ bW+, could also have
nonstandard terms, but we adopt the SM Lagrangian for this part due to the same
reason as the light-quark and gluon interactions.
In calculating the momentum distributions of the final charged lepton in the
partonic level, we utilize the Kawasaki-Shirafuji-Tsai formalism [20, 21]. This for-
malism is quite valuable when we study the momentum distribution of a final-state
particle from productions/decays of a heavy particle whose massm and total width
Γ satisfy m≫ Γ , and consequently “narrow-width approximation”
∣∣∣∣∣
1
p2 −m2 + imΓ
∣∣∣∣∣
2
≃ π
mΓ
δ(p2 −m2)
holds as a good approximation. In this framework, the final-lepton momentum
distribution in a collision of particles a and b like ab→ tt¯→ ℓ+X is given by
dσ
d3pℓ
(ab→ tt¯→ ℓ+X) = 4
∫
dΩt
dσ
dΩt
(n, 0)
1
Γt
dΓℓ
d3pℓ
(t→ bℓ+ν), (10)
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where Γℓ is the width of an unpolarized top, dσ(n, 0)/dΩt is that obtained from
the tt¯-production cross section with spin vectors st and st¯, dσ(st, st¯)/dΩt, through
the following replacement:
sµt → nµ =
mt
ptpℓ
pµℓ −
1
mt
pµt , s
µ
t¯ → 0. (11)
We get the ℓ− distribution from t¯ decay by exchanging the roles of st and st¯, and
reversing the sign of n.
3. Parton-process cross sections
Let us derive the lepton-momentum distribution in the parton processes qq¯/gg →
tt¯ → ℓ+X using interactions (3) and (9) in Kawasaki-Shirafuji-Tsai framework.
In [22] is pointed out that we have to be careful in applying the narrow-width
approximation to a certain process, but in the case of the top quark and W boson,
necessary conditions are satisfied asmt (= 172.0±1.6GeV)≫ Γt (= 1.99+0.69−0.55GeV)
and MW (= 80.399± 0.023GeV)≫ ΓW (= 2.085± 0.042 GeV) [23, 24].
In the following calculations, we neglect all the fermion masses except the top,
and put Vtb to be 1 [25]. In addition, we take into account all the contributions from
dV,A since this is part of the strong interaction, although LHC data have narrowed
the allowed region for them [7], while we include only linear terms in anomalous
fL,R1,2 like in [13] considering that this is electroweak interaction and also that all
Tevatron data on t → bW [26, 27] are consistent with the standard model (i.e.,
fL1 = 1, f
R
1 = f
L,R
2 = 0).
Under these approximations, the qq¯/gg → tt¯ differential cross sections are
dσqq¯
dΩt
(st, 0) =
βˆα2s
36sˆ
[
1− 2(v − z)− 8(dV − d2V + d2A) + 8(d2V + d2A)v/z
]
(12)
dσgg
dΩt
(st, 0) =
βˆα2s
384sˆ
[
(4/v − 9) [ 1− 2v + 4z(1− z/v)− 8dV (1− 2dV ) ]
+4(d2V + d
2
A) [ 14(1− 4dV )/z + (1 + 10dV )/v ]
−32(d2V + d2A)2(1/z − 1/v − 4v/z2)
]
(13)
in the CM frame, and the t→ bW → bℓ+ν differential width is
1
Γt
dΓℓ
d3pℓ
=
6Bℓ
πm2t WEℓ
ω
[
1 + 2dR
( 1
1− ω −
3
1 + 2r
) ]
, (14)
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where Eℓ is the ℓ
+ energy, i.e., pµℓ = (Eℓ, pℓ),
z ≡ m2t/sˆ, v ≡ (tˆ−m2t )(uˆ−m2t )/sˆ2, ω ≡ (pt − pℓ)2/m2t ,
r ≡ (MW/mt)2, W ≡ (1− r)2(1 + 2r), dR ≡ Re(fR2 )
√
r,
sˆ, tˆ, uˆ are the Mandelstam variables, βˆ ≡
√
1− 4m2t/sˆ is the size of the top velocity,
Bℓ is the top-semileptonic-decay branching ratio (= Γℓ/Γt), and we applied the
narrow-width approximation to the W propagator. Here we attached “^” to some
variables to clarify that they are parton-level ones. Note that neither dσqq¯ nor dσgg
has st-dependent terms actually.
Combining all those formulas and quantities with eq.(10) we arrive at the lepton-
momentum distributions:
dσab
dEℓdcℓ
=
[ dσab
dEℓdcℓ
]
SM
+
[ d∆σab
dEℓdcℓ
]
BSM
(15)
where ab = qq¯ or gg, the first (SM)/second (BSM) terms on the right-hand side ex-
press respectively the standard-model/beyond-the-standard-model contributions,
and cℓ is our abbreviation of cos θℓ with θℓ being the scattering angle between the
momenta of the incident parton a and ℓ+ (similarly sℓ ≡ sin θℓ hereafter). We give
their analytical forms explicitly in the following:
[ dσqq¯
dEℓdcℓ
]
SM
=
4βˆα2s
3m2t sˆ
Bℓ
W
Eℓ
[
(1 + 2z)F0(Eℓ, cℓ)− 2F1(Eℓ, cℓ)
]
(16)
[ d∆σqq¯
dEℓdcℓ
]
BSM
=
4βˆα2s
3m2t sˆ
Bℓ
W
Eℓ
[
2dR
[
(1 + 2z)
(
G0(Eℓ, cℓ)− 3
1 + 2r
F0(Eℓ, cℓ)
)
−2
(
G1(Eℓ, cℓ)− 3
1 + 2r
F1(Eℓ, cℓ)
) ]
−8(dV − d2V + d2A)F0(Eℓ, cℓ) +
8
z
(d2V + d
2
A)F1(Eℓ, cℓ)
−16dR(dV − d2V + d2A)
(
G0(Eℓ, cℓ)− 3
1 + 2r
F0(Eℓ, cℓ)
)
+
16
z
dR(d
2
V + d
2
A)
(
G1(Eℓ, cℓ)− 3
1 + 2r
F1(Eℓ, cℓ)
) ]
(17)
[ dσgg
dEℓdcℓ
]
SM
=
βˆα2s
8m2t sˆ
Bℓ
W
Eℓ
[
−(17 + 36z)F0(Eℓ, cℓ) + 18F1(Eℓ, cℓ)
+4(1 + 4z + 9z2)F−1(Eℓ, cℓ)− 16z2F−2(Eℓ, cℓ)
]
(18)
[ d∆σgg
dEℓdcℓ
]
BSM
=
βˆα2s
8m2t sˆ
Bℓ
W
Eℓ
[
2dR
[
−(17 + 36z)
(
G0(Eℓ, cℓ)− 3
1 + 2r
F0(Eℓ, cℓ)
)
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+18
(
G1(Eℓ, cℓ)− 3
1 + 2r
F1(Eℓ, cℓ)
)
+4(1 + 4z + 9z2)
(
G−1(Eℓ, cℓ)− 3
1 + 2r
F−1(Eℓ, cℓ)
)
−16z2
(
G−2(Eℓ, cℓ)− 3
1 + 2r
F−2(Eℓ, cℓ)
) ]
−8dV (1− 2dV )
(
4F−1(Eℓ, cℓ)− 9F0(Eℓ, cℓ)
)
+4(d2V + d
2
A)
(14
z
(1− 4dV )F0(Eℓ, cℓ) + (1 + 10dV )F−1(Eℓ, cℓ)
)
−32(d2V + d2A)2
(1
z
F0(Eℓ, cℓ)− F−1(Eℓ, cℓ)− 4
z2
F1(Eℓ, cℓ)
)
−16dRdV (1− 2dV )
[
4
(
G−1(Eℓ, cℓ)− 3
1 + 2r
F−1(Eℓ, cℓ)
)
−9
(
G0(Eℓ, cℓ)− 3
1 + 2r
F0(Eℓ, cℓ)
) ]
+8dR(d
2
V + d
2
A)
[ 14
z
(1− 4dV )
(
G0(Eℓ, cℓ)− 3
1 + 2r
F0(Eℓ, cℓ)
)
+(1 + 10dV )
(
G−1(Eℓ, cℓ)− 3
1 + 2r
F−1(Eℓ, cℓ)
) ]
−64dR(d2V + d2A)2
[ 1
z
(
G0(Eℓ, cℓ)− 3
1 + 2r
F0(Eℓ, cℓ)
)
−G−1(Eℓ, cℓ) + 3
1 + 2r
F−1(Eℓ, cℓ)
− 4
z2
(
G1(Eℓ, cℓ)− 3
1 + 2r
F1(Eℓ, cℓ)
) ] ]
. (19)
Here Fm and Gm (m = −2,−1, 0,+1) are Ωt integrations choosing the pℓ direction
as the z axis
Fm(Eℓ, cℓ) ≡
∫ ct+
ct−
dct
∫ 2π
0
dφt ωv
m
Gm(Eℓ, cℓ) ≡
∫ ct+
ct−
dct
∫ 2π
0
dφt
ω
1− ωv
m
(ct ≡ cos θt) with
ct+ = Max
[
Min[
1
βˆ
(
1− M
2
W√
sˆEℓ
)
, +1 ], −1
]
ct− = Min
[
Max[
1
βˆ
(
1− m
2
t√
sˆEℓ
)
, −1 ], +1
]
(20)
(see also [28]), and they are given as
Fm = Im(ct+)− Im(ct−), Gm = Jm(ct+)− Jm(ct−), (21)
– 8 –
where each Im and Jm are
I1(ct) = − π
4(1− βˆ)ct
[
(1− βˆ − xℓ)
(
βˆ2s2ℓ − 2 +
1
3
βˆ2(3c2ℓ − 1)c2t
)
+
1
4
βˆxℓ[ 2(βˆ
2s2ℓ − 2)ct + βˆ2(3c2ℓ − 1)c3t ]
]
(22)
I0(ct) =
π
1− βˆ ct[ 2(1− βˆ − xℓ) + βˆxℓct ] (23)
I−1(ct) =
4π
1− βˆ
[
(1− βˆ − xℓ)[ f+0/1(ct) + f−0/1(ct) ]
+βˆxℓ[ f
+
1/1(ct) + f
−
1/1(ct) ]
]
(24)
I−2(ct) =
8π
1− βˆ
[
(1− βˆ − xℓ)[ βˆcℓf+1/3(ct) + f+0/3(ct)− βˆcℓf−1/3(ct)
+f−0/3(ct) + f
+
0/1(ct) + f
−
0/1(ct) ]
+βˆxℓ[ βˆcℓf
+
2/3(ct) + f
+
1/3(ct)− βˆcℓf−2/3(ct) + f−1/3(ct)
+f+1/1(ct) + f
−
1/1(ct) ]
]
(25)
J1(ct) =
π
4
[ 1
βˆxℓ
(1− βˆ)(βˆ2 − 3)s2ℓ ln(1− βˆct) +
1
2xℓ
(1− βˆ)(3c2ℓ − 1)ct(2 + βˆct)
+(βˆ2s2ℓ − 2)ct +
1
3
βˆ2(3c2ℓ − 1)c3t
]
(26)
J0(ct) = −2π
βˆ
[ 1− βˆ
xℓ
ln(1− βˆct) + βˆct
]
(27)
J−1(ct) = 4π
[ 1− βˆ
xℓ
[ g+0/1(ct) + g
−
0/1(ct) ]− f+0/1(ct)− f−0/1(ct)
]
(28)
J−2(ct) = 8π
[ 1− βˆ
xℓ
[ βˆcℓg
+
1/3(ct) + g
+
0/3(ct)− βˆcℓg−1/3(ct) + g−0/3(ct)
+g+0/1(ct) + g
−
0/1(ct) ]
−βˆcℓf+1/3(ct)− f+0/3(ct) + βˆcℓf−1/3(ct)− f−0/3(ct)
−f+0/1(ct)− f−0/1(ct)
]
(29)
with xℓ ≡ 2Eℓ
√
(1− βˆ)/(1 + βˆ)/mt, and f±m/n and g±m/n being
f±m/n(ct) ≡
∫
dct
cmt√
(βˆ2c2t ± 2βˆcℓct + 1− βˆ2s2ℓ)n
(30)
g±m/n(ct) ≡
∫
dct
cmt
(1− βˆct)
√
(βˆ2c2t ± 2βˆcℓct + 1− βˆ2s2ℓ)n
. (31)
Their explicit forms after the integrations are
f±0/1(ct) =
1
βˆ
ln[ βˆct ± cℓ +R±(ct) ] (32)
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f±1/1(ct) =
1
βˆ2
[
R± ∓ cℓ ln[ βˆct ± cℓ +R±(ct) ]
]
(33)
f±0/3(ct) =
βˆct ± cℓ
βˆ(1− βˆ2)s2ℓR±(ct)
(34)
f±1/3(ct) = −
1− βˆ2s2ℓ ± βˆcℓct
βˆ2(1− βˆ2)s2ℓR±(ct)
(35)
f±2/3(ct) =
1
βˆ3
[ βˆ(2c2ℓ − 1 + βˆ2s2ℓ)ct ± cℓ(1− βˆ2s2ℓ)
(1− βˆ2)s2ℓR±(ct)
+ ln[ βˆct ± cℓ +R±(ct) ]
]
(36)
g±0/1(ct) = −
1
βˆQ±
ln
[ 1− βˆct
(1± cℓ)(1− βˆ2 ± βˆ2cℓ + βˆct) +Q±R±(ct)
]
(37)
g±0/3(ct) = −
1∓ 2cℓ − βˆ2(1∓ cℓ)− βˆct
βˆs2ℓ [ 2− βˆ2(3∓ cℓ) + βˆ4(1∓ cℓ) ]R±(ct)
− 1
βˆQ3±
ln
[ 1− βˆct
(1± cℓ)(1− βˆ2 ± βˆ2cℓ + βˆct) +Q±R±(ct)
]
(38)
g±1/3(ct) =
1
βˆ
[ g±0/3(ct)− f±0/3(ct) ], (39)
where
R±(ct) ≡
√
βˆ2c2t ± 2βˆcℓct + 1− βˆ2s2ℓ , Q± ≡
√
2± 2cℓ − βˆ2s2ℓ
and all terms which cancel out in f±m/n(ct+)− f±m/n(ct−) and g±m/n(ct+)− g±m/n(ct−)
have been dropped from the beginning, although the right-hand sides of eqs.(30,31),
the definition of f±m/n and g
±
m/n, mean indefinite integrals.
4. Final-lepton distributions
We are now in the final stage of computing the lepton-momentum distributions
under actual experimental conditions. In order to derive hadron cross sections
based on the parton-level formulas given in the previous section, we first need to
connect partonic cross sections in the parton-CM frame and hadron-CM frame.
The final-lepton energy and scattering angle in the parton-CM frame, E∗ℓ and θ
∗
ℓ ,
are expressed in terms of those in the hadron-CM frame, Eℓ and θℓ, as
E∗ℓ = Eℓ(1− βLcℓ)/
√
1− β2L, c∗ℓ = (cℓ − βL)/(1− βLcℓ), (40)
– 10 –
where βL is the Lorentz-transformation boost factor connecting the two frames.
These relations lead to Jacobian
∂(E∗ℓ , c
∗
ℓ)/∂(Eℓ, cℓ) = Eℓ/E
∗
ℓ (41)
and consequently cross-section relation
dσqq¯,gg
dEℓdcℓ
=
Eℓ
E∗ℓ
dσqq¯,gg
dE∗ℓ dc
∗
ℓ
. (42)
Then the hadron cross sections are obtained by integrating the product of the
parton-distribution functions and the parton cross sections in the hadron-CM frame
on the momentum fractions x1 and x2 carried by the partons:
dσpp¯/pp
dEℓdcℓ
=
∑
a,b
∫ 1
4m2
t
/s
dx1
∫ 1
4m2
t
/(x1s)
dx2 Na(x1)Nb(x2)
Eℓ
E∗ℓ
dσab
dE∗ℓ dc
∗
ℓ
, (43)
where Na,b(x) are the parton-distribution functions of parton a and b (a, b = u, u¯,
d, d¯, s, s¯, c, c¯, b, b¯ or g) and the boost factor is given by βL = (x1 − x2)/(x1 + x2).
Note here that s is defined via the initial hadron momenta pp/p¯ as s ≡ (pp+ pp/p¯)2.
4.1. Angular distribution
We first study the angular distribution:
dσpp¯/pp
dcℓ
=
∫ E+
ℓ
E−
ℓ
dEℓ
dσpp¯/pp
dEℓdcℓ
, (44)
where
E+ℓ =
m2t√
s(1− β) , E
−
ℓ =
M2W√
s(1 + β)
and β ≡
√
1− 4m2t/s. Concerning the anomalous-coupling parameters, we take
(dV , dA) = (a) (−0.01, 0), (b) (0.01, 0), (c) (0, 0.05), (d) (0.03, 0.10)
as typical examples,♯1 and we use αs = 0.118,MW = 80.4 GeV,Bℓ = 0.22 (ℓ = e/µ),
and the present world average mt = 172 GeV [29]. Note that the decay anomalous
parameter dR does not contribute to the angular distribution due to the decoupling
theorem [30]–[32]. As for the parton-distribution functions, we adopt the latest set
“CTEQ6.6M” in Next-to-Next-to-Leading-Order (NNLO) approximation [33].
♯1As you find in the appendix, these values are not excluded by the current experimental data
(see Fig.10). From now on, we only use such values as typical parameter sets.
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We present the results in Fig.1–Fig.3 for Tevatron, LHC(7 TeV) and LHC(14
TeV) respectively, where we show the distributions normalized by the standard-
model total cross section σSM ≡ σ(pp¯/pp→ tt¯X → ℓ+X ′) = Bℓσ(pp¯/pp→ tt¯X) so
that large part of the QCD corrections cancel each other in the ratio.♯2 It should
be noted that the vertical axis of Fig.1 is different from those of Fig.2 and Fig.3 in
scale.
Through those figures, we find that the deviation from dσSM varies to a certain
extent to positive or negative direction depending on the anomalous parameters,
even if we strictly take into account the constraints on dV,A coming from combined
Tevatron and LHC data shown in the appendix and change parameter values only
within the resultant allowed region. In some cases, it will not be easy to distinguish
the curves: In particular, those with parameter sets (a) and (c) almost overlap each
other in Figs.2 and 3.
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(c) dV = 0, dA = 0.05
(d) dV = 0.03, dA = 0.10
cℓ(≡ cos θℓ)
Figure 1: The final-lepton angular distribution normalized by σSM: Tevatron energy√
s = 1.96 TeV
♯2Strictly speaking, of course, the QCD corrections to the total cross sections and differential
cross sections are not the same as each other, but the difference is not that sizable as studied
systematically in [34] (see also [35]).
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Figure 2: The final-lepton angular distribution normalized by σSM: LHC energy√
s = 7 TeV
-1 -0.5 0 0.5 10
0.5
1
1.5
2
P
S
frag
rep
lacem
en
ts1
σSM
dσ
dcℓ
Standard model
(a) dV = −0.01, dA = 0
(b) dV = 0.01, dA = 0
(c) dV = 0, dA = 0.05
(d) dV = 0.03, dA = 0.10
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Figure 3: The final-lepton angular distribution normalized by σSM: LHC energy√
s = 14 TeV
– 13 –
In order to clarify the size of those nonstandard effects more quantitatively, let
us show
δ(∗) ≡ [ dσ(∗)− dσSM ]/dσSM (×100)
at cos θℓ = 0 as an example, where ∗ means parameter set (a), (b), (c) or (d):
Tevatron
δ(a) = + 9.73%, δ(b) = − 9.15%,
δ(c) = + 2.54%, δ(d) = −15.94%. (45)
LHC (7 TeV)
δ(a) = +11.50%, δ(b) = −10.02%,
δ(c) = +13.20%, δ(d) = +23.82%.
(46)
LHC (14 TeV)
δ(a) = +11.61%, δ(b) = − 9.95%,
δ(c) = +15.60%, δ(d) = +34.31%.
(47)
The deviation could be as large as more than 30 % at LHC, and there seem to be
some chances of getting a nonstandard signal.
4.2. Energy distribution
Let us next study the energy distribution:
dσpp¯/pp
dEℓ
=
∫ c+
ℓ
c−
ℓ
dcℓ
dσpp¯/pp
dEℓdcℓ
, (48)
where
c+ℓ = +1 , c
−
ℓ = −1 .
In the same way as the angular distributions, we show the normalized distributions
in Figs.4–6 using anomalous-coupling parameters:
(dV , dA, dR) = (a) (−0.01, 0, 0), (b) (0.01, 0, 0), (c) (0, 0.05, 0),
(d) (0, 0, 0.01), (e) (0.03, 0.10, 0.01).
Note that the dR terms can also contribute to the results in this case.
We see that sizable effects can be expected in some cases. However, Figs.4–
6 tell us that the dash-dot-dotted curve depicted with parameter set (d) has a
substantial overlap with the SM curve, which indicates that we have little chance
to observe any signal in this case. In addition, those with parameter sets (a) and (c)
show quite similar behavior at LHC and will be indistinguishable from each other,
though the overlapping part gets smaller as the center-of-mass energy increases.
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Figure 4: The final-lepton energy distribution normalized by σSM: Tevatron energy√
s = 1.96 TeV
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Figure 5: The final-lepton energy distribution normalized by σSM: LHC energy√
s = 7 TeV
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Figure 6: The final-lepton energy distribution normalized by σSM: LHC energy√
s = 14 TeV
We again show the size of the deviations in percentage at Eℓ = 50 GeV:
Tevatron
δ(a) = +9.48%, δ(b) = −8.94%, δ(c) = +2.13%,
δ(d) = +0.02%, δ(e) = −17.08%. (49)
LHC (7 TeV)
δ(a) = +11.46%, δ(b) = −10.12%, δ(c) = +11.45%,
δ(d) = +0.20%, δ(e) = +16.42%.
(50)
LHC (14 TeV)
δ(a) = +11.58%, δ(b) = −10.11%, δ(c) = +13.02%,
δ(d) = +0.25%, δ(e) = +22.92%.
(51)
The size of the deviation is similar to that of the angular distribution, and it could
be fairly large though depending on the parameters.
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4.3. Transverse-momentum distribution
Finally, we compute the transverse-momentum pT distribution. This distribution
is obtained by integrating dσpp¯/pp/dpTdcℓ over cℓ, which cross section is connected
with dσpp¯/pp/dEℓdcℓ through Jacobian 1/
√
1− c2ℓ :
dσpp¯/pp
dpT
=
∫ c+
ℓ
c−
ℓ
dcℓ
1√
1− c2ℓ
dσpp¯/pp
dEℓdcℓ
, (52)
where
c+ℓ = −c−ℓ =
√
1− (pT/E+ℓ )2
and E+ℓ is given in eq.(44). Using the same anomalous-coupling parameters as for
the energy distributions
(dV , dA, dR) = (a) (−0.01, 0, 0), (b) (0.01, 0, 0), (c) (0, 0.05, 0),
(d) (0, 0, 0.01), (e) (0.03, 0.10, 0.01),
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Figure 7: The final-lepton transverse-momentum distribution normalized by σSM:
Tevatron energy
√
s = 1.96 TeV
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Figure 8: The final-lepton transverse-momentum distribution normalized by σSM:
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Figure 9: The final-lepton transverse-momentum distribution normalized by σSM:
LHC energy
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the distributions are shown in Fig.7–Fig.9.
In these figures, the shapes of the curves are similar to those in Fig.4–Fig.6.
However, the magnitude of these pT distributions is roughly two times larger than
that of the Eℓ distributions around their peak points. The size of the deviations in
percentage at pT = 50 GeV is as follows:
Tevatron
δ(a) = +9.48%, δ(b) = −8.94%, δ(c) = +2.14%,
δ(d) = −0.49%, δ(e) = −17.42%. (53)
LHC (7 TeV)
δ(a) = +11.34%, δ(b) = −10.03%, δ(c) = +11.08%,
δ(d) = −0.39%, δ(e) = +14.60%. (54)
LHC (14 TeV)
δ(a) = +11.45%, δ(b) = −10.02%, δ(c) = +12.63%,
δ(d) = −0.34%, δ(e) = +20.97%. (55)
5. Summary and remarks
We have studied possible anomalous tt¯g-, tt¯gg- and tbW -interaction effects in the
final-lepton distributions of pp¯/pp→ tt¯X → ℓ+X ′ at Tevatron and LHC by assum-
ing that there exists a new physics characterized by an energy scale Λ and we only
have standard-model particles/fields below Λ. Under this assumption, all lead-
ing anomalous interactions are given by dimension-6 effective operators [2, 4, 5].
Based on the interaction Lagrangians composed of relevant effective operators, we
have derived analytical formulas of the parton-level cross sections of the processes
qq¯/gg → tt¯X → ℓ+X ′ for the first time including both anomalous CP -conserving
and CP -violating top-gluon couplings as well as anomalous tbW couplings at the
same time.♯3 We then performed numerical calculations for the hadron-level pro-
cesses at Tevatron and LHC experiments. The results were shown in Fig.1–Fig.9,
and then we came to the following conclusions:
• In case of dV 6= 0 and dA ≃ 0, we could observe discrepancy between the SM
prediction and those with nonstandard effects. Moreover, comparing shapes
♯3A similar work was done for the same processes (but in a different formalism) in [13], where
anomalous CP -violating top-gluon couplings and anomalous tbW couplings were taken into ac-
count.
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depicted using parameter sets (a) and (b) in all figures, we saw that the
opposite sign of dV could induce opposite deviation from the SM predictions.
This is simply because the leading dV contribution comes from its linear
terms, which fact will however be useful for determining the sign of this
parameter.
• If both dV and dA are not so small, some nonstandard effects are expected
to be observed. Furthermore, they could appear as different corrections at
Tevatron and LHC: Look at Fig.4 and Fig.5, for example. We see that de-
viations induced by parameter set (e) for Tevatron and LHC are in opposite
direction from the SM prediction each other. The same holds true for other
figures shown here. Those different deviations originate from the difference
in the tt¯-production mechanisms at Tevatron and LHC, i.e., qq¯-annihilation
processes are dominant at Tevatron, while gluon-fusion processes dominate
at LHC. This shows that Tevatron and LHC work complementarily to each
other.
• In contrast to those dV,A contributions, that from dR was found to produce
no sizable effects in the distributions we calculated here, and therefore it is
difficult to measure its contributions in the processes on which we focused.
Finally, let us close this section with a couple of remarks. First, we have limited
our anomalous-coupling values to the inside of the allowed region given in the
appendix (Fig.10). However this constraint reflects 1σ level uncertainties. That
is, their true values might be outside that region, which leads to the possibility
that larger deviations from the SM prediction could be observed. Secondly, we
expressed all the anomalous interactions in terms of several constant parameters.
This is justified only when
√
sˆ ≪ Λ holds, which assumption might become less
accurate with increasing center-of-mass energy of LHC if the new physics is just
around the corner. In that case, unexpected nonstandard effects could be measured.
Therefore, even if we might not discover any new particles at LHC, it must be
meaningful and important to increase its energy in order to get signals from new
physics beyond the standard model. At any rate, we believe what was presented
– 20 –
here will be one of the most promising approaches to new physics at Tevatron and
the current energy scale of LHC (
√
s = 7 TeV).
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APPENDIX
Constraints on the anomalous top-gluon couplings
In our previous analysis on dV and dA through the total cross section of tt¯ produc-
tions [6] we pointed out that LHC data could give a stronger constraint on them,
which would be hard to obtain from Tevatron data alone. We then showed in [7]
that the first CMS measurement of this quantity [18] actually made it possible.
That is, we have obtained a stronger constraint on dV,A by combining the CDF/D0
data [17]
σexp = 7.02± 0.63 pb (CDF : mt = 175 GeV) (56)
= 8.18 + 0.98
− 0.87 pb (D0 : mt = 170 GeV) (57)
with the CMS data
σexp = 194± 72 (stat.)± 24 (syst.)± 21 (lumi.) pb (mt = 172.5 GeV) (58)
than in the analysis with the above CDF/D0 data alone. Since we now also have
ATLAS data [19]
σexp = 145± 31+42−27 pb (mt = 172.5 GeV), (59)
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where the first uncertainty is statistical and the second systematic, it is worth
carrying out the same analysis again with all the data available here.♯4
In this analysis, we need the absolute value of the cross section, for which we
cannot neglect the QCD radiative corrections. As for such corrected SM contribu-
tion, we took the Next-to-Leading-Order (NLO) cross section
σNLOSM = 157.5
+23.2
−24.4 pb (60)
in [7], which was used by the CMS [18]. We here, however, take account of the
NNLO value
σNNLOSM = 164.6
+11.4
−15.7 pb (mt = 172.5 GeV) (61)
as in [19].
dA
dV
Figure 10: The dV,A region allowed by Tevatron and LHC data altogether (the
shaded part). The solid curves, the dashed curves and the dash-dotted curves are
respectively from CDF, D0 and CMS data, and the dash-dot-dotted curve is from
ATLAS data.
The result is shown in Fig.10, where the shaded part is the dV,A region allowed
by Tevatron and LHC data altogether. There does not seem to be any big difference
♯4We do not repeat describing the detail of the calculations here and leave it to [6].
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from the result in [7], but the allowed area has become a bit narrower by adding
the ATLAS data. All the parameter values used in the main text were taken from
inside this region.
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