Reactor noise analysis method based on information dimension is applied to the monitoring and diagnosing of power oscillation.
Reactor noise analysis method based on information dimension is applied to the monitoring and diagnosing of power oscillation.
The method focuses on the utilization of the slope of the correlation integral (SOCI) which determines the information dimension of attractors. For practical application, the information dimension is expected to be the same as the fractal dimension of attractors ; it can be used to classify different asymptotic regimes of nonlinear dynamical systems.
We examined a real power oscillation using SOCI and the results implied that the oscillation was just a noisy limit cycle, although it is not possible to assert that there is no chaotic character in the oscillation because large oscillatory time-series data sets are not available.
In addition, the application of SOCI to the real-time monitoring of power oscillation is proposed and examined. KEYWORDS 
I. INTRODUCTION
The power of boiling water reactors (BWRs) reportedly tend to lose stability and to oscillate under low-flow and high-power conditions(1)~ (3) . From the viewpoint of reactor safety, the study of this instability is crucial and has been widely discussed from various points of view (4) . The instability is attributed to the nonlinear dynamics with excessive thermal-hydraulic feedback. For the early detection of the onset of instability through a monitoring system, reactor noise analysis is expected to play an important role. For instance, power spectral density (PSD) is commonly used as a monitoring descriptor.
Although the PSD, defined on basis of stochastic theory, expresses which frequency component is relatively dominant, it does not identify deterministic nonlinear phenomena such as limit-cycle oscillations. Another monitoring descriptor is the decay ratio (DR) (5) , that is commonly evaluated from a linear parametric model for an equilibrium state like an autoregressive (AR) model whose parameters are determined by fitting. When the equilibrium state of a nonlinear dynamical system is stable, the dynamics around the equilibrium can be represented by a locallyapproximated linear evolution equation with stochastic noise source.
However, when the equilibrium state becomes unstable the nonlinear behavior, such as the limit cycle, takes place in the dynamics and the linear evolution equation is no longer valid.
For this reason applications of nonlinear dynamics theory are expected to play an important role in the field of reactor noise analysis.
In the field of nonlinear dynamics theory, the discovery of chaos(6) stimulated a new evolution of this field. According to general understanding of chaos, it involves essentially deterministic phenomena, and behaviors too * Tokai-mura , Ibaraki-ken 319-11, complex to predict. It is generally accepted that simple nonlinear equations do not always generate simple solutions. Therefore various "stochastic" phenomena in nonlinear dynamical system, including the reactor noise, should be reviewed.
A natural question in chaos theory is by which observables a chaotic situation is most efficiently characterized.
An order may be found in chaos, that is, the figures drawn by the many chaotic time-evolutions in phase space have a fractal structure (7) .
It is possible to define a dimension of these figures, which is called the fractal dimension or the information dimension.
The information dimension of nonchaotic motion is also be defined, and is equal to the number of the independent oscillating modes. The information dimension is successfully applied to distinguish not only between different chaotic phenomena but also between different kinds of nonlinear phenomena including nonchaotic ones ; this fact suggested that the information dimension may be applied to the analysis of limit cycle motions such as BWR's power oscillation. For more on the characteristic quantities of chaos, see e.g. Ref. (8) .
We have been searching for a new kind of reactor noise analysis method which holds for nonlinear dynamics such as the BWR's power oscillation, and examining the applicability of the newly defined quantities of chaos including the information dimension(9)(10). This paper describes some techniques necessary for applying the information dimension to realtime monitoring of power oscillation. This paper is organized as follows : Chap. II is a brief description of the theoretical background.
Knowing whether the reactor power oscillation is periodic, quasi-periodic or chaotic is of physical interest and necessary prior information for subsequent real-time monitoring.
We try to find it out from the data of a research reactor whose power also becomes oscillatory because of the excessive reactivity feedback in Chap. M. In Chap. IV the reactor noise analysis method based on information dimension is developed and applied to real-time power oscillation monitoring. The (1) where the vector x is a set of variables describing the system ; the vector Fp signifies the nonlinear time evolution whose asymptotic motion depends on the parameter p. Change in the characteristics of the asymptotic motion is called a bifurcation ; the value of p at which the bifurcation takes place is called a bifurcation point.
Assume that the solution of Eq. (1) settles in a subspace of the n-dimensional phase space. This limited space is called an attractor. Typically the attractor is seen as a simple manifold.
For example, for the asymptotically stable motion the attractor is a point (point attractor); for the limit cycle motion the attractor is a closed orbit (periodic attractor). When another oscillating mode appears, the asymptotic motion may be composed of a superposition of two oscillators (quasi-periodic attractor).
When the behavior of the deterministic time evolution looks random, the system has a strange attractor instead of a simple manifold. Attractors consequently determine the system's asymptotic motion. Therefore by examining attractors for various values of p it is possible to find the bifurcation in the nonlinear dynamical system Eq. ( 1) .
Suppose that the time evolution of Eq. ( 1 ) is calculated with a regular time step. If the number of calculated points is large enough in a statistical sense, the assembly of the points after the transient period forms an invariant probability measure p(x) which describes how frequently various parts of the attractor are visited by the trajectory describing the system. In other words, the invariant probability measure is a numerical expression of the attractor.
For sampled data analysis of the system, one has an n-dimensional time-series data {x,}, where i is a discrete time. The timeseries data can directly represent its dynamics, form the invariant probability measure, and be submitted to the subsequent analysis. However, in a physical experiment one may monitor typically only a single scalar timeseries data, say {u,} , even for an n-dimensional system.
For instance, reactor power oscillations in BWRs are usually monitored by the average power range monitor (APRM). In such a case, in order to prepare data for the analysis, it is necessary to reconstruct the dynamics from the scalar time-series data. For this purpose one can use the so-called embedding method as is shown below.
Let the sampling period of {u,} be r. By selecting a suitable delay time a=m7 where m is the delay time in the discrete time expression, the scalar time-series data is transformed into a d-dimensional one by embedding the data into d elements of the vector d X61=-.Ui+my Ui+(d-Omi ( 2 ) where d is called an embedding dimension. Figure 1 conceptually depicts the embedding method for d=2 and m=3.
The trajectory drawn by d-dimensional time-series data (.0 in d-dimensional space forms a set which is p(x)'s projection, pdr(x), onto the d-dimensional space ; the projecton holds the characteristic quantities of the original dynamics if the parameters, d and a, are selected properly '11) . We choose the smallest a for the numerical analyses, i.e a=7 (m =1), because a large d can compensate for small a when we need to analyze long time-constant phenomena("). By using this method the difficuity of two-dimensional parameter tuning can be avoided.
Information Dimension of Time-series Data
One of the characteristic quantities to be retained by the dynamics is the information dimension defined below. The dimension of a set of points in a phase space is roughly the amount of information needed to specify the points in the set accurately. Strictly speaking, the commonly used dimension is called the topological dimension which assumes only non-negative integer numbers. The dimension we discuss here is a non-integer dimension or a fractal dimension.
The information dimension D1 is defined on the basis of the invariant probability measure. Let P[Bs(g)] be a mass of the invariant probability measure contained in a sphere Bx(r) of radius r centered at x, i.e.
Then the DI is defined as ( 3 ) It assumes a non-negative real number. The dimension is related to the number of in- dependent-variables necessary to express the time-evolution of the nonlinear dynamical system.
As mentioned in Sec. 11-1, we have the means to gain access to the invariant probability measure.
The method of evaluating D, was proposed by Grassberger & Procaccia" as follows.
Suppose that x, and x, are points on the attractor.
They estimated that p[Bx(r)] can be approximated by the correlation integral C(r) which is defined as distance I is less than r} ,
where N is the number of x, and x, combination. To calculate x,-x, , we use the norm of the maximum given by the largest component of x, -x,. If the data is given in the form of scalar time-series data this process becomes more complicated : Suppose that and xl are the points on the reconstructed dynamics in d-dimensional space from the time-series data with the sampling period r, and that the delay time for embedding is set to r (m=1). Similarly the correlation integral for the embedding dimension d, distance xl-x,1 I is less than rl , ( 4 ) is an approximation to the pdr[B.,(r)J, where N is the number of xcl and combination. For sufficiently large d, the projection pdr(x) is expected to retain the characteristic quantities of p(x). Consequently we can anticipate that Cd(r) for sufficiently large d is a good approximation to p[B,(r)]. Thus, the relationship between D, and the reconstructed dynamics from the time-series data is established as ( 5 ) The parameter D, defined by Eq. ( 5 ) is also called the correlation dimension.
A practical method of determining D, is to measure the slope of the curve of log C(r) vs. log r, which is calculated by the derivative ( 6 ) Eq. ( 6 ) is meaningful only when d is sufficiently large ; we call such a v(r) the slope of correlation integral (SOO). The p[Br(r)] discriminates the points on the attractor into two categories, points inside and those outside the sphere Br(r).
This means that p[Bx(r)] analyzes the point on the attractor with the finite resolution of r. Therefore, the SOCI is, in a sense, D, at the measuring resolution r. If the attractor is an ideal fractal figure or an ideal manifold, the SOCI behaves like a constant with respect to r for sufficiently small r, and its value is equal to D1. However, this may never happens because stochastic noise significantly influences the Cd(r) for small r. In the actual situations the SOCI always varies with r. Therefore, in practical applications, the proper range of r must be selected ; this will be discussed later.
III. EXAMINATION OF ACTUAL POWER OSCILLATION
In this chapter we try to determine D, introduced in Chap. II for identifying the deterministic behavior of the time-series data of power oscillation in a nuclear reactor. For this purpose the data of power oscillation(9) recorded at Nuclear Safety Research Reactor (NSRR) before its recent modification is used.
Overview of NSRR
NSRR is a TRIGA-type pulsed reactor installed at Japan Atomic Energy Research Institute (JAERI) for safety research ; the maximum power in a stationary-power mode is 300 kW, and the maximum peak-power in a pulse-mode is 23 GW. The annular reactor core is mounted on the bottom of the open pool which holds light water. The horizontal geometry around the core is shown in Fig. 2 . The experimental cavity at the center of the annular core is used to insert the test fuel. Eleven control-rods are located among the fuels along a circle. Three nozzles of an "N- In the stationary-power mode the reactor is regulated by an automatic control system. The block diagram of the control system is shown in Fig. 3 , where six regulating-rods (Rod-1~Rod-6) are concurrently driven by the signals from the parallel slave-servo systems. The transient-rods are used for pulse-mode operation.
The neutron-flux signal is compared to the set value of reactor power demand signal to provide the input to the control system so that the reactor follows the demand. We used the oscillatory neutron-flux data recorded in the experiments conducted in 1984. The measured analog signal was converted into several sets of digital time-series data in such a manner that the sampling period r was 0.0625 s and that each data-length was 256 s (i. e. 4,096 points). A typical example of the power oscillation which occurred in NSRR is shown in Fig.  4 , where the gain level of the master-servo system is set to a higher level than usual. The power continuously oscillates at a frequency of about 0.24 Hz. The figure clearly shows that the oscillation is fluctuating. In order to facilitate visual examination of the fluctuation, the dynamics for the time-series data was reconstructed by using the embedding method with d=2 and s=1 s (m-16) as shown in Fig. 5 . The precise cause of the fluctuation cannot be identified at this point, although it is possible to be stochastic noise, or due to quasi-periodicity or chaos.
In order to solve the above problem the time-series data shown in Fig. 4 is processed by the embedding method with d=2~20 and t=0.0625 (m=1) to obtain the approximation to p(x). The parameter v(r) in Eq. ( 6 ) is calculated for each d and the result is shown in Fig. 6 , where r is normalized by the largest diameter of the attractor, as is usual practice. In the figure, the values of v(r) are larger for smaller r than for larger r, and seem to become indefinitely large when d co ; this means that the time-series data may have an infinite number of dimensions. The reason for this result is that the stochastic noise has theoretically infinite degrees of freedom. By contrast, for larger r, we identify the plateau to which v(r) converges as d becomes larger.
The value of v(r) at the plateau is about 1.3. For the continuous systems the D, never takes, in principle, real numbers between 1 and 2. However the periodic signal with noise can take a value of D1 ?? 1 .2(14) , so this result suggests that the power oscillation is a limit cycle. If the timeseries data were a projection of quasi-periodic motion or chaotic motion, then there should have existed such a plateau at v(r)-2.
Another characteristic quantity, the largest Lyapunov exponent l1 (8) was also measured for this data (see Ref. (9)) in order to check if the chaotic motion can be identified in the power oscillation or not. If 2, is positive, the data possesses a chaotic character.
However, we could not succeed to verify the positive li with confidence because of the stochastic noise. In addition we searched for the chaotic character by using Poincare section(16). The results also suggested that the power oscillation is a noisy limit cycle.
The same analysis for another oscillatory data from the NSRR supported the above results. However, it is not possible to conclude with certainty the nonexistence of quasiperiodic and chaotic motion in NSRR because we could not use larger data sets due to an operational restriction of the reactor, but it is possible to expect with confidence that the power oscillation is not a low-dimensional quasi-periodic or chaotic motion. We will assume in the following the reactor power oscillation is noisy limit-cycle motion, since we must deal with smaller data sets to monitor the power oscillation in real-time.
IV. APPLICATION TO REAL-TIME 
r=ra+DT, In Fig. 7 , two sets of time-series data are shown, both of which show the neutron-flux normalized to the steady state value ; they are calculated numurically using the fifthorder Runge-Kutta method on the basis of the model in which band-limited gaussian white-noise is introduced in Eq. (7d) as a perturbation to the fuel temperature. The noise levels in these two cases are the same. The calculation period r is set to 0.05 s. The parameters in the model are selected in such a manner that the deterministic time evolution of the model converges to an equilibrium point (point attractor) in Fig. 7(a) (K/K0=0.99) and to a periodic motion (periodic attractor) in Fig. 7 (b) (K/K,3=1.01). In other words, there exists a Hopf bifurcation point between the two parameter-settings.
The reconstructed dynamics shown in Fig.  8 is calculated from each time-series data shown in Fig. 7 by the embedding method with d=2 and s=0.5 s (m-10). The difference between these two reconstructed dynamics is that the shape in Fig. 8(b) looks sparser inside than that in Fig. 8(a) .
For detailed analysis we performed a longterm simulation with 100,000 time-points for the above two cases ; the first half was discarded to avoid the transient motion and the remaining 50,000 points were used for the subsequent analyses.
To determine the DR for these data sets a univariate AR model was applied to both sets of data, where the Yule-Walker algorithm was used to estimate the AR coefficients. The DRs based on the identified AR model are 0.984 for K/K0=-0.99 and 0.998 for 1.01 ; both DRs are less than 1, therefore it is not possible to classify the asymptotic characteristics of the these data sets. The PSDs for these two data sets are calculated by using fast Fourier transform (FFT) and are shown in Fig. 9 , which does not clearly classify the asymptotic characteristics of these data sets either.
One-dimensional probability density function (PDF), which is equal to a p(x)'s projection onto one-dimensional space rip(x), may be a good index to classify the asymptotic characteristics, because the PDF is expected theoretically to have a single peak for / K 0=0 .99 and double peaks for K/K0=-1.01. However, this classification is not practical for the system which is close to the Hopf bifurcation point such as the above two cases, because a reliable PDF cannot be obtained when only a small number of data is available for real-time computation.
The v(r) s for the noisy point attractor (r/K0=0.99) and the noisy periodic attractor (oro-1.01) are shown in Fig. 10(a) and (b) , respectively.
The delay time is set to c r= 0.05 s (m =1) and the embedding dimension varied from 2 to 20. For each graph, r is normalized by the largest diameter of the attractor.
The SOCI of the noisy point attractor ( Fig. 10(a) ) does not have the plateau and the peak such as seen in Fig. 6 . In Fig.  10(b) , there is no clear plateau as seen in Fig. 6 , but the peak at the right edge of the graph is the same as seen in Fig. 6 . We have already mentioned in Sec. III-2 that stochastic noise causes the large value of the SOCI for small r. In this case the noise level is higher than that shown in Fig. 6 , and the plateau disappears.
However, the peak can be a descriptor which distinguishes these data sets.
The appearance of the peak is roughly explained as follows.
In Fig. 11 (a) the noisy periodic attractor obtained by the embedding method is shown. Consider the calculation of the SOCI for this attractor.
In order to simplify the explanation, assume that the points are uniformly distributed on the attractor and that the reference point x, is The value of Cd(r) is equal to the number of the points of x; which satisfy .x .,-x;1<r, see Eq. ( 4 ). Here we will consider the process in which r is shifted gradually from small value to large one.
In the range of rd-rb the Cd(r) almost increase in proportion to r, because the points are almost one-dimensionally distributed.
Then the SOCI (Fig. 11(b) ) in this range has almost a constant value of ~1, that corresponds to the plateau introduced in Sec.
In the range of gb -g, the Cd(r) increase faster than in the range of ga-gb, because many points are taken into account by this change, as is seen in Fig. 11(a) . Then the SOCI increases in this range as seen in Fig. 11(b) . The parameter Cd(r) does not increase any more for r> r,, then the value of the SOCI in this range is 0. Consequently the peak in the graph of SOCI appears in the range of gb-gc. We need only one v(r) curve whose d is properly tuned. For this purpose, an empirical guide-line is necessary to determine d. Let us consider a periodic motion :
where A is the constant amplitude and T the period of the oscillation.
The dynamics in the phase space are given by the pair (x(t), y(t)) y(t),,x(t+T I 4).
The trajectory in the phase space drawn by (x(t), y(t)) becomes a circle, which is an attractor of the dynamics.
(One does not have to stick to the specified delay time T/4 because the ellipse can also represent its dynamics, but the delay time must not be too short because the 
The potential oscillation period can be anticipated.
For example, it is about 2~3 s for the power oscillations in BWR. The oscillation period simulated in the BWR model is ~2.5 s (Fig. 7) . Since the sampling period r is set at 0.05, d can be set at about 14, then the right-edge peak appears, see Fig.  10(b) .
As seen in Fig. 10 , the characteristic shape of the SOCI remains over the range of d>14 ; this is because the proper delay time is still included in the embedding of d >14.
It is safer and more practical to choose a slightly larger d, in order to cope with the fluctuation of the oscillation period.
In our application the SOCIs calculated for different attractors are compared with one another to monitor the power oscillation. From the discussion above, we set d at 20. In Fig. 12(a) 
Reduction of Attractor Size Effect
Another difference between the two curves in Fig. 12(a) is that v(r) for small r is larger for the stable time-series data than for the unstable one.
We have obtained a similar result from experimental datam.
As mentioned in Sec. III-2, the SOCI for small r is influenced by stochastic noise. Since the noise levels induced in these two cases are the same, this difference seems strange in a physical sense.
This phenomenon can be explained as follows : When the amplitude of the oscillation increases, stochastic noise looks relatively suppressed and the D1, which indicates the degree of freedom, appears to decrease. Therefore, this difference has no more meaning than just showing the difference of the oscillation amplitudes.
In order to reduce the above effect, it is necessary to fix the normalization factor over the different attractors.
Since the time-series data calculated from the BWR model is already normalized to the steady state value, the data can keep the normalization factor constant. In this way the curves in Fig. 12(a) are rescaled into those of Fig. 12(b) , from which the understanding of SOCI becomes much easier.
Both v(r)s for g<go are almost the same ; this suggests that the noise levels induced in the model are the same. For g0<g <g1, v(r)s are clearly separated ; this suggests the existence of the Hopf bifurcation point at which the DI jumps up from 0 to 1. In other words the Hopf bifurcation is visible only in this range of measuring resolution. Both v(r)s becomes 0 for r>r, ; this suggests that both attractors look like a point for a large measuring resolution.
The position of the right-edge peak shows the approximate value of the average amplitude of oscillation. Consequently, Fig. 12(b) can represent the intuitive physical character much better than Fig. 12(a) .
According to Ref. (16), a dynamic descriptor for the limit cycle regime should be the amplitude of the limit-cycle oscillation instead of the DR which is useful in the linear regime. This is because the DR levels off at 1 after the Hopf bifurcation and loses its applicability as a dynamic descriptor.
SOCI can tell which descriptor to choose even if the system is driven by stochastic noise If SOCI has the right-edge peak, choose the amplitude of the limit-cycle oscillation which is directly shown in the SOCI: If not, choose the DR. In addition the change in the stochastic noise can be monitored by using SOCI in "stochastic" range (i. e. g<go), which is not influenced by the change of the deterministic motion.
In order to check if the curves shown in Fig. 12(b) are time-invariant or not, we calculated 150,000 time-points for the two cases (i.e. for .k/k0=0.99 and KA-0=1.01) and divided them into three data sets of equal length. The first data set of them was discarded and the other two were used to compute SOCI. SOCIs for the second (dotted line) and the last sets (solid line) are compared in Fig. 13 for the two cases. They show that SOCI curves for different data sets do not change so much in both cases. Therefore we can expect that at least the qualitative characters of SOCI are time-invariant. 4 On the other hand, we know empirically that the PSD and the AR model calculated from small data sets may give practical and meaningful results, even though they are not theoretically timeinvariant.
Similarly we can expect that SOCI calculated from the small data set may give practical and meaningful information on the operational condition.
In this section the applicability of the SOCI to real-time monitoring is examined using experimental data from NSRR.
Realizing the monitoring method by the SOCI as well as other applications of timeseries data analyses involves the problem of choosing an optimal length of data sets. In fact this is often difficult to determine it because larger data sets gives in principle better statistics, but cause a longer time-lag in getting the result, and also may spoil the essential information contained in short-term variations through the averaging process involved in the analysis.
To our knowledge the best way is to determine the length of data sets according to the special phenomena of our interest, that is the limit-cycle motion observed in NSRR as mentioned in Sec. III-2. For the test cases shown below the data length is chosen such that at least several oscillatory cycles are included.
From such a data length it is possible to know the tendency of oscillatory motions, although the complete classification of the deterministic property is difficult as long as a stochastic property coexists. In order to apply SOCI to monitor the power oscillation, different time-series data from NSRR was used. Each data-set whose sampling period is 0.0625 s and data length is 256 s (4, 096 time points) is divided into 8 blocks so that each data length is 32 s (512 time points), and each data block includes about 6 oscillatory cycles. The SOCI is calculated for each block using the improved For reference, the DR is calculated from the impulse response of the AR models determined using the Yule-Walker algorithm.
An example of time-series data of neutronflux is shown in Fig. 14(a) with the corresponding DR for each data block (Fig. 14(0) . In Fig. 14(a) , the signal in the first four blocks is fairly oscillatory, particularly in Block 3, but it becomes relatively stable in the last four blocks. This is what we can roughly recognize by visual inspection of the record.
In Fig. 15 we show the calculated SOCIs for each block. In the figure we can see that the right-edge peak in the SOCI for Block 3, which indicates the oscillation in the block is recognized as a persistent one. On the other hand, SOCIs for the rest of the blocks do not have the peak. Therefore the signal as a whole can be understood to occur before the Hopf bifurcation, and this result suggests that it may be possible to use the DR as a dynamic descriptor.
The change of the DR in time (Fig. 14(b) ) also gives the evidence of our recognition by visual monitoring of the record, i.e. the DRs for the first four blocks are relatively large, especially for Block 3, and those for the last four blocks are almost 0. The monitoring using the DR seems successful for Another example is offered by the more oscillatory data shown in Fig. 16(a) . The gain level in the master-servo system (see Fig. 3 ) is larger for this data than for the data in Fig. 14(a) , i.e. more feedback to the neutron-flux is present in this case. The oscillation of the time-series data is persistent and fluctuating, and one can see the oscillation ceases for a short while in Block 7. The SOCI calculated for each data block is shown in Fig. 17 . The right-edge peaks are seen in SOCIs for most blocks ; this suggest that a linear dynamic descriptor such as DR becomes out of order for this case. The SOCI for Block 7 does not have the peak ; this means that the periodic orbit disappears momentarily in this block. This result agrees with that of visual observation of the record.
In addition, the peak in SOCI for Block 3 is not as clear as, e.g. for Block 4. This reason can be understood by checking the data record ( Fig.  16(a) ) such that the periodic motion in Block 3 is not as clear as that in Block 4. The results of this test case show that SOCI is sensitive to onset and cease of the sustained oscillation.
On the other hand, DR alone ( Fig.  16(b) ) cannot be used to identify such subtle changes. From the discussion above, we verified that SOCI is applicable to the time-series analysis of the small data sets. This method offers information which is useful for monitoring the power oscillation, not available by conventional methods.
The SOCI in the example shown above was calculated using a workstation whose processing ability is 14 mega-instructions per second (MIPS). The time necessary to calculate each SOCI is several seconds, which is fast enough to keep up with the real-time monitoring.
This calculation time obviously depends on the length of the data block ; the calculation time is proportional to the second power of the data-length, see Eq. (4). Therefore the frequency of calulation should be optimized for real-time monitoring application taking account of the calculation time.
V. CONCLUSIONS
The slope of correlation integral (SOCI) has been successfully applied to monitoring and diagnosing the power oscillation in a nuclear reactor. The SOCI represents the information dimension D/ which is defined for all the deterministic motions, including the nonchaotic one. Although D1, in principle, can identify the limit-cycle motion, stochastic noise always disturbs its evaluation.
We found that the right-edge peak of the SOCI graph is a good descriptor of limit cycle motion. The appearance of the peak is explained by the fact that reconstructed dynamics comes to have a characteristic length beyond the Hopf bifurcation point.
The oscillatory neutron-flux signal from the research reactor NSRR was analyzed in order to examine its feature of nonlinear dynamics.
As a result, we have found neither chaotic nor quasi-periodic motion, and have assumed that the oscillation consists of limitcycle motion mixed with stochastic noise.
Based on this assumption, we applied SOCI to real-time monitoring of power oscillation. For this purpose, the data-processing for calculating the SOCI was improved on some points to adapt it our objective.
Prior to monitoring, optimal embedding parameters for the reconstruction of dynamics from the scalar time-series data can be determined by using the period of the possible power oscillation in the reactor.
The normalization factor of the measuring resolution r is set constant over the different data-processing to remove the influence of different attractor sizes on their SOCIs.
The neutron-flux signal from NSRR was used in order to examine the improved method. The result showed the SOCI is sensitive to onset and cease of the sustained oscillation, but the DR is not always sensitive to 
