Abstract. In this paper we find several new properties of a class of Fox's H functions which we call delta neutral. In particular, we find an expansion in the neighborhood of finite nonzero singularity and give new Mellin transform formulas under a special restriction on parameters. The last result is applied to prove a conjecture regarding the representing measure for gamma ratio in Bernstein's theorem. Further, we find the weak limit of measures expressed in terms of the H function which furnishes a regularization method for integrals containing the delta neutral zero-balanced function of Fox. We apply this result to extend a recently discovered integral equation to zero-balanced case. In the last section of the paper we consider a reduced form of this integral equation for Meijer's G function. This leads to certain expansions believed to be new even in the case of the Gauss hypergeometric function.
1. Introduction and preliminaries. In his milestone paper [29] Nørlund constructed the fundamental system of solutions of the generalized hypergeometric differential equation (D = z in the neighborhood of its three regular singular points 0, 1, ∞ in terms of the Mellin-Barnes integrals [32] . Solutions in the neighborhood of 0, ∞ were previously built by Thomae in 1870 in terms of the generalized hypergeometric functions. Rather straightforward examination shows that Nørlund's solution in the neighborhood of 1 that corresponds to the local exponent ψ −1 = p k=1 (b k −a k ) −1 is equal to Meijer's G function G p,0 p,p defined by the contour integral (5) below on setting A = B = (1, . . . , 1). See also [33, section 8.2] for its definition and properties. In his paper Nørlund discovered a large number of expansions, representations and connection formulas for his solutions. Among many identities for the function G p,0 p,p found in [29] a prominent role is played by the following expansion [29, (1.33) ]:
g n (a [k] ; b) (ψ) n (1 − z) n , k = 1, 2, . . . , p.
The coefficients g n (a [k] ; b) satisfy two different recurrence relations (in p and n) and the following explicit formula [29, (1.28) , (2.7), (2.11)]:
g n (a [p] ; b) = 
where ψ m = m i=1 (b i − a i ), j 0 = 0, j p−1 = n, and a = (a 1 , . . . , a p ), b = (b 1 , . . . , b p ), a [k] = (a 1 , . . . , a k−1 , a k+1 , . . . , a p ).
The coefficient g n (a [k] ; b) is obtained from g n (a [p] ; b) by exchanging the roles of a p and a k . Nørlund also mentioned without reference or proof that "as z = 1 is a regular singularity, (2) is convergent in the circle |z − 1| < 1". Indeed, this fact follows from the general theory of Fuchsian differential equations, see, for instance, [16, Theorem 11.3] . Convergence of (2) in the disk |z − 1| < 1 allows using this series for analytic continuation of G p,0 p,p from inside of the unit disk to the disk |z − 1| < 1. One of the consequences of (2) found in [29] is the following little-known formula for the Mellin transform of the G function valid for ψ = where the standard notation (α) j = Γ(α + j)/Γ(α) for the rising factorial has been used. Note that for ψ > 0 the term q(s) is absent from (4) while for ψ ≤ 0, −ψ / ∈ N 0 the integral on the left diverges. An account of Nørlund's work along with extensions and applications can be found in our recent paper [19] , where an interested reader is referred to for details.
The first motivation for this paper is to find generalizations of formulas (2) and (4) to a particular case of Fox's H function defined by
Here A = (A 1 , . . . , A p ), B = (B 1 , . . . , B q ) are positive vectors while a = (a 1 , . . . , a p ), b = (b 1 , . . . , b q ) are arbitrary real vectors (most results of this paper remain valid for complex a, b by analytic continuation, but we restrict our attention to real case for simplicity). The contour L starts and ends at infinity and leaves all the poles of the integrand on the left. It can be one of the following:
• L = L −∞ is a left loop situated in a horizontal strip starting at the point −∞ + iϕ 1 and terminating at the point −∞ + iϕ 2 , where −∞ < ϕ 1 < ϕ 2 < ∞;
• L = L ∞ is a right loop situated in a horizontal strip starting at the point ∞ + iϕ 1 and terminating at the point ∞ + iϕ 2 , where −∞ < ϕ 1 < ϕ 2 < ∞;
• L = L ic is the vertical line ℜz = c, where
Details regarding the contour and conditions for convergence of the integral in (5) 
Under this condition the function H p,0 q,p will be called delta neutral (we avoid here the term "balanced" since it is reserved for the case µ = 0, where µ is defined in (8) below). It follows from [21, Theorems 3.3] and [20, Theorem 6] that the delta neutral H p,0 q,p (z) is supported on the disk |z| ≤ ρ, where the number
plays the same role for the delta neutral H p,0 q,p unity plays for G
This parameter generalizes the parameter ψ of the G function. Suppose 0 < x < ρ. Then choosing the contour L = L −∞ in (5) guarantees convergence of the integral for all complex µ; if µ > 0 the integral over L = L ic also converges and has the same value. If x > ρ then choosing L = L +∞ in (5) [15, 34, 35] and numerous references therein. In particular, in [15] they found two series expansions for "a statistic with general moment function" (= the delta neutral H function). Their second expansion corresponds to our Theorem 1 below, but without convergence proof and with more complicated formulas for the coefficients. They also base their argument on an incorrect theorem of Nair [15, Lemma 4.1] . Furthermore, the delta neutral H function represents the probability density function of a product of positive powers of beta distributed random variables, see [23, section 4.2] . Chapter 4 of this book also contains further applications of the H function in statistics. This line of research continues today -see, for instance, [11] and references there. Independently, probability distribution with the G function density has been found to be the stationary distribution of certain Markov chains and is known as Dufresne law in this context. See [7, 12, 13] and references therein.
The first purpose of this paper is to give a complete description of the singularity of H p,0 q,p (z) at the point z = ρ. We establish an expansion in the neighborhood of this point which generalizes (2). The main difference from the G function case lies in the fact that the function H p,0 q,p (z) does not satisfy any reasonable differential equation, so that no Frobenius method is available for computation of the coefficients and no general theory can be resorted to for convergence proof. We overcome both of these difficulties. We also give a direct independent proof of the Mellin transform formula generalizing (4). The role of ψ is thereby played by the parameter µ from (8) .
Recall that a function f : (0, ∞) → (0, ∞) is called completely monotonic if (−1) n f (n) (x) ≥ 0 for x > 0 and n ∈ N 0 . The celebrated Bernstein theorem asserts that completely monotonic functions are precisely those that can be expressed by the Laplace transform of a nonnegative measure. In our recent paper [20] we found conditions for the ratio
to be completely monotonic on (0, ∞). The second motivation for this paper comes from the fact that the delta neutral H 
We conjectured in [20, Conjecture 2] that for µ = 0 the representing measure takes the form
where δ x denotes the unit mass concentrated at x. In this paper we prove this conjecture and find an explicit expression for the constant A. Moreover, we go one step further and show that the measure in (9) converges weakly to the measure in (10) as µ → 0 even when W (x) is not completely monotonic and both measures are signed. This provides a regularization method for the integrals containing the delta neutral function H p,0 q,p which is also zero-balanced, i.e. for µ = 0. In Corollary 3.1 below we apply this regularization to extend the integral equation
to the zero-balanced case. This integral equation was established in [20, Theorem 8 ] for x ∈ (0, ρ) under the restrictions A, B > 0, a, b ≥ 0, ρ ≤ 1 and µ > 0. Here
When H p,0 q,p reduces to Meijer's G function, the integral on the right hand side of (11) can be evaluated. This leads to a new functional-differential relation and a new expansion for Meijer's G function G p,0 p,p which we present in the ultimate section of this paper.
Main results for the H function.
Let us start by recalling that n-th Bernoulli polynomial B n (a) is defined via the generating function [31, p.588]
The next lemma contains a corrected form of the asymptotic formula found in [15] which was originally derived in [5] in a slightly different form (see also [1, 8.5.1] ). This formula follows immediately from Hermite-Barnes asymptotic expansion for the gamma function, see, for instance, [25, (1.6) ]. Details can be found in our forthcoming paper [18] .
in the sector | arg z| < π − δ, 0 < δ < π. Here
ρ and µ are defined in (7) and (8), respectively. The coefficients l r satisfy the recurrence relation
q m l r−m , with l 0 = 1 (15) and
Remark. It is known [17, Lemma 1] that the recurrence (15) can be solved to give the following explicit expressions for l r :
Moreover, Nair [24, section 8] found a determinantal expression for such solution which in our notation takes the form
Will need the so called signless non-central Stirling numbers of the first kind s σ (n, l) [10, 8.5 ] defined by their their "horizontal" generating function [36, (A. 2)] as follows:
These numbers have been studied by Carlitz [8, 9] . In particular, Carlitz found another nice
His expression as given in [9, (7.6)] is:
Numerous formulas for these numbers are also collected in [10] . The key role in the proof of our first theorem will be played by the next statement which is a combination of [28, Theorems III and IV] (see also a related result in [27, §94 I,II]).
Suppose the series
converges for some finite z 0 ∈ C. Then it converges uniformly in the half-plane ℜ(z −z 0 ) ≥ ε for any ε > 0 and absolutely in the half-plane ℜ(z − z 0 ) > 1. The function Ω(z) admits the representation
The following theorem extends Nørlund's expansion (2) to the delta neutral H function.
Theorem 1 Suppose ∆ = 0. For arbitrary real θ and complex t lying in the intersection of the disks |t| < 1 and |t − 1| < 1 the following representations hold true:
where ν is given in (14) , l r is defined in (15)
The series in (17), (18) converge in the disk |t − 1| < 1 and their sum represents the analytic continuation of the left hand side of (17) to the disk |t − 1| < 1.
Remark. Expansion (17) shows that the delta neutral H function on the left of (17) has a branch point at t = 1 for all non-integer values of µ (algebraic or logarithmic depending on rationality of µ). For all integer µ, including negative values, this function is analytic around t = 1.
Proof. First, we prove expansion (17) . In our forthcoming paper [18] we establish the formula
where
with ν defined in (14) , and the series in (21) converges in some right half-plane ℜz > λ. Therefore, according to Theorem A the series ∞ n=0 a n (1−t) n converges in the disk |1−t| < 1. This, in turn, implies that the series ∞ n=0 a n n! Γ(µ + n)
(1 − t) n converges in the same disk (because n!/Γ(µ + n) ∼ n 1−µ as n → ∞). Next, we assume temporarily µ > 0 and ℜz > λ + 1, multiply the above series by t z+θ (1 − t) µ−1 and integrate term by term using (21): 
But this series is clearly equal to
, where x = ℜz. According to Theorem A it converges for ℜz > λ + 1. This proves the validity of expansion (17) for µ > 0. Recalling the definition of µ in (8) we see that both sides of (17) are well defined analytic functions of a i , b j . Hence, the restriction µ > 0 can be removed by analytic continuation.
To prove (18) substitute the expansion [30, (43)]
, convergent in the half plane ℜz > 0, for the powers z −r−µ in asymptotic formula (13) and rearrange. These manipulations yield
It is known [26, III, p.454] and is easy to see that the resulting series is also asymptotic for the left hand side. On the other hand, it clearly coincides with the series (21) . Uniqueness of inverse factorial series (convergent or asymptotic) shows that we have thus merely obtained an alternative expression for the coefficients a n :
Substituting this expression into (17) in place of (22) we immediately arrive at (18) . The next theorem contains a generalization of Nørlund's formula (4). (a k /A k ) denote the rightmost pole of the integrand in (5). Then the Mellin transform of the delta neutral H function exists in the half-plane ℜs > γ and is given by:
where the coefficients l r are computed by (15).
Remark. Theorem 1 implies that the Mellin transform of H in Theorem 2 does not exist for any value of s if µ is negative and non-integer.
Proof. Note first that the contour L −∞ in the definition of the H function can be placed on the left of the vertical line ℜz = c, c > γ. Further, the part of the contour outside of some disk |s| < r 0 can be deformed into the rays R ±ε = {re i(π±ε) : r ≥ r 0 > 0} for some ε > 0. To justify this claim we need to demonstrate that the slanted ray R −ε can be deformed into the horizontal ray R = {t + ir 0 sin ε : − ∞ < t ≤ −r 0 cos ε} without altering the value of the integral in the definition of the H function. Indeed, using the reflection formula for the gamma function we get
In view of condition (6) it is straightforward to see that the quotient of the sine functions above is bounded in the domain |ℑs| ≥ r 0 sin ε (see, for instance, [21, proof of theorem 3.3]). Asymptotic expansion (13) applied to the function
on the vertical segment R u = [−u + ir 0 sin ε, −u + iu tan ε] connecting R and R −ε implies that
Then, according to the residue theorem
A similar argument shows that R +ε can be deformed into a horizontal line. Next, set
The function H(s) has no poles in the region bounded by L −∞ and L ic . It follows from (13) 
The function s → ρ s P m (s)x −s = P m (s)e s ln(ρ/x) has no poles and
and the definition of the H function yields
According to (13)
where g(s) = O(1/s 2 ) as s → ∞ in the sector | arg(s)| < π − δ so that t → g(c + it) is absolutely integrable on R for c > γ. Then we get the Mellin pair
It follows from [4, §12 (6) ] that
On the other hand, (24) implies that
for all x > 0, x = ρ. Direct computation reveals that
which is equivalent to
To remove the restriction s > 0 note that the asymptotics of the H function given, for instance, in [21, Theorem 1.11, p.19] implies that the left hand side of (26) is holomorphic in the half-plane ℜs > γ and hence coincides there with H(s).
In our recent paper [20] we found conditions for the gamma ratio
to be completely monotonic. According to Bernstein's theorem W (x) can then be represented by the Laplace transform of a nonnegative measure. We showed that this measure for µ > 0 is given by (9) and conjectured that it is given by (10) for µ = 0, see [20, Conjecture 2] . Immediate corollary of Theorem 2 confirms this conjecture.
Corollary 2.1 Suppose µ = 0, ρ ≤ 1 and W (x) is completely monotonic. Then
Here ν is defined in (14) and δ w denotes the unit mass concentrated at the point w.
Proof. Application of Theorem 2 for m = 0 yields
It remains to apply the substitution x = e −t and notice that
Next, suppose we have a family dv c (x) of signed Borel measures supported on [a, b] indexed by a real vector c belonging to some set S ⊂ R n . Assume further that c 0 is a limit point of S. We recall the definition of the weak convergence [3, Definition 8. In the next theorem the notation
is used.
Theorem 3 Set S = {(a, b) ∈ R p+q : a ≥ 0, µ > 0} and suppose ∆ = µ * = 0. Then the signed measures
Here ρ is defined in (7) and
Write D((a * , b * ), r) for the closed disk of radius r centered at the point (a * , b * ) in the space R p+q . We divide the proof in three steps.
Step 1. We will show that ρ 0 |dv (a,b) | is uniformly bounded in a neighborhood of (a * , b * ). The first few terms of the Stirling series [32, p.29, 31] read
where | arg z| < π and
Choose δ ∈ (0, 1). Write s = c + it, 0 < c < 1, t ∈ R, and suppose that
Standard series manipulations yield log Γ(A i s + a i ) = A i s log s + s log A
The function
for some constant M 0 and |s| > R. Change of variable u = t/|s| + a i /|s|, s/|s| = e iϕ gives
where we used π/4 < ϕ < π/2. Similar relations clearly hold for log Γ(B j s + b j ). These relations imply
where r(a, b) is a continuous function of the vector (a, b) and R(s, a, b) is bounded for |s| ≥ δ 1 and (a, b) ∈ D((a * , b * ), ε) with some positive δ 1 , ε. On the other hand the function
is continuous and hence bounded on the set {(a, b) ∈ D((a * , b * ), ε), s = c + it, |s| ≤ δ 1 } which implies that (30) holds for all s = c + it, t ∈ R. Applying (30) to the definition (5) of Fox's H function we get (31) in the punctured ε-neighborhood of (a * , b * ) and for some M 2 > 0. The next identity can be found in [4, §12, formula (6)]
where 0 < x < ρ and µ > 0. Consequently, there exist certain constants M 3 , M 4 , M 5 such that
in the punctured ε-neighborhood of the point (a * , b * ). In view of
Using (24) for m = 0 we get
so that inequalities (32) and (33) also hold at the point (a * , b * ).
Step 2. We now prove the theorem for η = 0. Consider arbitrary continuous function f (x) defined on [0, ρ]. Fix ε 1 > 0. Weierstrass approximation theorem guarantees existence of the polynomial P m (x) such that
where C is the bound from (33) . According to [14, Theorem 7] and Theorem 2 for m = 0 we have
for any n ∈ N 0 . In view of these formulas and continuity of the gamma function we have:
Hence, in some punctured neighborhood of the point (a * , b * ) of radius λ we have
Then for any (a, b) ∈ S in the punctured neighborhood of (a * , b * ) of radius min(λ, ε) we get
which proves the weak convergence of dv (a,b) (x) on [0, ρ].
Step 3. Suppose now that 0 < η < ρ. For any continuous function g(x) defined on [η, ρ] we can build the function
where σ > 0 is sufficiently small. It follows from (32) that the function x → H(x, a, b) is bounded on [η − σ, η] for (a, b) in some neighborhood of (a * , b * ). Let us call this bound M. Then
In view of the weak convergence of dv (a,b) on [0, ρ] we obtain lim sup
As σ is arbitrary,
The above theorem leads to an extension of the integral equation for the delta neutral H function obtained in [20, Theorem 8] to the case µ = 0.
holds for all x ∈ (0, ρ) with Q defined in (12) .
. Then µ ε = µ + ε > 0 so that the H function with parameters A, B, a, b ε satisfies the integral equation [20, (25) ]
Theorem 4 Suppose a, b ≥ 0 and 0 < x < 1. Then the G function satisfies the following equations:
if µ > 0 and As lim h→0 hΓ(h) = 1 we conclude that the limit (47) equals
Formula (45) now follows on substituting (43) into (44). The proof of (46) is similar. Remark. Nørlund's identity (2) for the G function in (44) takes the form
The coefficients g n (a; b k , b) are given in (3) . Further details regarding these coefficients can be found in [29] and our recent paper [19] . Computing the derivative in u and setting u = b k we obtain
It is easily seen on setting u = b k or u = a k that In particular, for p = 2 we get using (42) and [29, (2.10) ]:
The ultimate two identities are believed to be new.
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