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VOLUMES ON COMPLEX ANALYTIC SPACES
STEVEN DALE CUTKOSKY
1. Introduction
In this paper we show that volumes and related limits exist for line bundles and graded
linear series on compact reduced complex analytic spaces. In Section 3 we define graded
linear series associated to a line bundle and the Kodaira-Iitaka dimension of a graded
linear series. Our definition of Kodaira-Iitaka dimension coincides with the classical defi-
nitions in [8], [14] on a compact, normal complex analytic variety. We restrict to reduced
compact complex analytic spaces since limits of graded linear series do not generally exist
on nonreduced projective algebraic varieties, and hence cannot exist in general on compact
complex analytic spaces. This is shown in [4] and [5]. We now state our main results in
this paper.
Suppose that L is a graded linear series on a compact irreducible reduced complex space
X. We will call such a space a (compact) complex analytic variety.
The index m = m(L) of L is defined as the index of groups
m = [Z : G]
where G is the subgroup of Z generated by {n | Ln 6= 0}.
Theorem 1.1. Suppose that X is a d-dimensional compact complex analytic variety, and
L is a graded linear series on X with Kodaira-Iitaka dimension κ = κ(L) ≥ 0. Let
m = m(L) be the index of L. Then
lim
n→∞
dimC Lnm
nκ
exists.
In particular, from the definition of the index, we have that the limit
lim
n→∞
dimC Ln
nκ
exists, whenever n is constrained to lie in an arithmetic sequence a+ bm (m = m(L) and
a an arbitrary but fixed constant), as dimk Ln = 0 if m 6 | n.
An example of a big line bundle where the limit in Theorem 1.1 is an irrational number
is given in Example 4 of Section 7 [6].
Theorem 1.1 (and the following Corollary 4.3) have been proven for proper algebraic
varieties in a series of papers. In this algebraic setting, it has been proven by Okounkov
[13] for section rings of ample line bundles, Lazarsfeld and Mustata [11] for section rings
of big line bundles, and for graded linear series by Kaveh and Khovanskii [9]. All of these
proofs require the assumption that the ground field is algebraically closed. The theorem
has been proven by the author over a perfect field in [4], and over an arbitrary field in [5].
In the analytic case, it has been proven by Bouksom [1] when X is a compact Ka¨hler
manifold and L is nef and big.
Partially supported by NSF.
1
Theorem 1.2. Suppose that X is a d-dimensional compact complex analytic variety and
L is a graded linear series on X with Kodaira-Iitaka dimension κ = κ(L) ≥ 0. Let
m = m(L) be the index of L. Let
Ynm = Proj(C[Lnmt]) ⊂ P
dimC Lnm−1
C
be the projective subvariety of PdimC Lnm−1, where t is an indeterminate and C[Lnmt] is the
graded C-algebra where t has degree 1. Let deg(Ynm) be the degree of Ynm in P
dimC Lnm−1.
Then dimYnm = κ for n≫ 0 and
lim
n→∞
dimC Lnm
nκ
= lim
n→∞
deg(Ynm)
κ!nκ
.
Here deg(Ynm) is the multiplicity of the graded C-algebra C[Lnmt].
Theorem 1.2 is proven by Kaveh and Khovanskii [9] when X is a projective variety
over an algebraically closed field (Theorem 3.3 [9]). We prove the theorem for a proper
algebraic variety over an arbitrary field in Theorem 7.2 [5].
Corollary 1.3. Suppose that X is a compact complex analytic variety of dimension d and
L is a line bundle on X. Then the limit
lim
n→∞
dimC Γ(X,L
n)
nd
exists.
Theorem 1.4. Suppose that X is a compact reduced complex analytic space. Let L be a
graded linear series on X with Kodaira-Iitaka dimension κ = κ(L) ≥ 0. Then there exists
a positive integer r such that
lim
n→∞
dimC La+nr
nκ
exists for any fixed a ∈ N.
The theorem says that
lim
n→∞
dimC Ln
nκ
exists if n is constrained to lie in an arithmetic sequence a+ br with r as above, and for
some fixed a. The conclusions of the theorem are a little weaker than the conclusions of
Theorem 4.1 for varieties. In particular, the index m(L) has little relevance on reduced
but not irreducible schemes (as shown by the example after Theorem 9.2 [5] and Example
5.5 [4]).
Theorem 1.4 is proven in Theorem 5.2 [4] for reduced projective schemes over a perfect
field and for reduced proper schemes over an arbitrary field in Theorem 8.2 [5].
mR will denote the maximal ideal of a local ring R. Q(R) will denote the quotient field
of a domain R. Z+ denotes the positive integers and N the nonnegative integers.
2. Cones associated to semigroups
In this section we summarize some results on semigroups and associated cones from [9].
Suppose that S is a subsemigroup of Zd×N which is not contained in Zd×{0}. Let L(S)
be the subspace of Rd+1 which is generated by S, and let M(S) = L(S) ∩ (Rd × R≥0).
Let Con(S) ⊂ L(S) be the closed convex cone which is the closure of the set of all linear
combinations
∑
λisi with si ∈ S and λi ≥ 0.
S is called strongly nonnegative (Section 1.4 [9]) if Cone(S) intersects ∂M(S) only at
the origin (this is equivalent to being strongly admissible (Definition 1.9 [9]) since with our
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assumptions, Cone(S) is contained in Rd×R≥0, so the ridge of of S must be contained in
∂M(S)). In particular, a subsemigroup of a strongly negative semigroup is itself strongly
negative.
We now introduce some notation from [9]. Let
Sk = S ∩ (R
d × {k}).
∆(S) = Con(S) ∩ (Rd × {1}) (the Newton-Okounkov body of S).
q(S) = dim ∂M(S).
G(S) be the subgroup of Zd+1 generated by S.
m(S) = [Z : pi(G(S))] where pi : Rd+1 → R be projection onto the last factor.
ind(S) = [∂M(S)Z : G(S) ∩ ∂M(S)Z] where
∂M(S)Z := ∂M(S) ∩ Z
d+1 =M(S) ∩ (Zd × {0}).
volq(S)(∆(S)) is the integral volume of ∆(S). This volume is computed using the trans-
lation of the integral measure on ∂M(S).
S is strongly negative if and only if ∆(S) is a compact set. If S is strongly negative,
then the dimension of ∆(S) is q(S).
Theorem 2.1. (Kaveh and Khovanskii) Suppose that S is strongly nonnegative. Then
lim
k→∞
#Sm(S)k
kq(S)
=
volq(S)(∆(S))
ind(S)
.
This is proven in Corollary 1.16 [9].
With our assumptions, we have that Sn = ∅ if m(S) 6 | n and the limit is positive, since
volq(S)(∆(S)) > 0.
Theorem 2.2. (Kaveh and Khovanskii) Suppose that q is a positive integer such there ex-
ists a sequence ki →∞ of positive integers such that the sequence #Sm(S)ki/k
q
i is bounded.
Then S is strongly nonnegative with q(S) ≤ q.
This is proven in Theorem 1.18 [9].
The following theorem generalizes Proposition 3.4 [11].
Theorem 2.3. (Theorem 3.3 [5]) Suppose that S is strongly nonnegative. Fix ε > 0.
Then there is an integer p = p0(ε) such that if p ≥ p0, then the limit
lim
n→∞
#(n ∗ Spm(S))
nq(S)pq(S)
≥
volq(S)∆(S)
ind(S)
− ε
exists, where
n ∗ Spm(S) = {x1 + · · ·+ xn | x1, . . . , xn ∈ Spm(S)}.
3. Compact reduced complex analytic spaces
Suppose that X is a d-dimensional compact reduced complex analytic space, and L is a
line bundle on X, by which we will mean the sheaf of holomorphic sections of a (geometric)
complex analytic line bundle. The section ring⊕
n≥0
Γ(X,Ln)
is a graded C-algebra. Each Γ(X,Ln) is a finite dimensional complex vector space since X
is compact, and Γ(X,OX ) = C since X is reduced. A graded C-subalgebra L =
⊕
n≥0 Ln
of a section ring of a line bundle L on X is called a graded linear series for L.
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We define the Kodaira-Iitaka dimension κ = κ(L) of a graded linear series L as follows.
Let
σ(L) = max
{
m |
there exists y1, . . . , ym ∈ L which are homogeneous of positive
degree and are algebraically independent over C
}
.
κ(L) is then defined as
κ(L) =
{
σ(L)− 1 if σ(L) > 0
−∞ if σ(L) = 0
This definition is in agreement with the classical definition for line bundles on normal
projective varieties (Definition in Section 10.1 [8] or Chapter 2 [10]), although our κ(L)
can be smaller on a non normal variety.
In the case that X is also irreducible, let C(X) denote the meromorphic function field
of X. The algebraic dimension of X is a(X) := trdegCC(X). It is shown in Section 3 of
[14] that if X1 and X2 are bimeromorphic then a(X1) = a(X2) and (Theorem 3.1 [14])
that
(1) a(X) ≤ dimX.
In the case when X is reduced, with irreducible components X1, . . . ,Xs, we define
a(X) = maxi{ai(X)}.
The following lemma generalizes Lemma 2.1 [4] to reduced analytic spaces.
Lemma 3.1. Suppose that L is a graded linear series on a d-dimensional compact, reduced
complex analytic space X. Then
1)
(2) κ(L) ≤ a(X)
2) There exists a positive constant γ such that
(3) dimC Ln < γn
a(X)
for all n.
3) Suppose that κ(L) ≥ 0. Then there exists a positive constant α and a positive
integer e such that
(4) dimC Len > αn
κ(L)
for all positive integers n.
4) Suppose that L is a graded linear series on X. Then κ(L) = −∞ if and only if
Ln = 0 for all n > 0.
Proof. We first prove 1). Suppose that Ln 6= 0 for some n > 0. There there exists a
positive integer e such that if
B =
⊕
n≥0
Bn := C[Let
e] ⊂
∑
Lnt
n = L
then σ(B) = σ(L). We have that
κ(B) = Krull dimension(B)− 1
by Lemma 8.1 [4].
First assume that X is irreducible. Then
Krull dimension(B) = trdegCQ(B).
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Suppose that f0, . . . , fr generate Le as a complex vector space. Then
Q(B) = K(f0t
e)
where
K = C(
f1
f0
, . . . ,
fr
f0
) ⊂ C(X).
Hence
trdegCQ(B) ≤ a(X) + 1,
and 1) follows.
Now assume that X is reduced but not irreducible. Let Xi for 1 ≤ i ≤ s be the
irreducible components of X. We have (since X is reduced) inclusions of OX -modules
0→ OX →
s⊕
i=1
OXi ,
giving us inclusions
Bn ⊂ Lne ⊂ Γ(X,L
ne) ⊂
s⊕
i=1
Γ(Xi, (L|Xi)
ne)
for all n. Let Bin be the image of Bn in Γ(Xi, (L|Xi)
ne). Then Bi :=
⊕
n≥0B
i
n is a graded
subalgebra of
⊕
n≥0 Γ(Xi, (L|Xi)
ne), so it is a domain. Let Pi be the prime ideal which is
the kernel of the surjection B → Bi. The natural graded homomorphism B →
⊕s
i=1B
i
is 1-1, so ∩Pi = 0. Since every prime ideal of B must contain one of the Pi, we have that
Krull Dimension(B) = max
i
{Krull Dimension(Bi)}.
Thus, since the Xi are reduced irreducible,
Krull Dimension(B) ≤ max
i
{a(Xi) + 1}
and κ(L) ≤ a(X).
We now prove 2). If X is normal and irreducible, the desired bound is proven in
Theorem 8.1 [14]. Let X ′i be the normalizations of the irreducible components Xi of X.
Let X ′ be the disjoint union of the X ′i, and pi : X
′ → X be the natural normalization map.
Tensoring the inclusion
0→ OX → pi∗OX′
with Ln, we obtain inclusions
0→ Γ(X,Ln)→ Γ(X ′, pi∗Ln) ∼=
s⊕
i=1
Γ(X ′i, (pi
∗Ln|X ′i)).
The desired bound now follows from the equalities a(X ′i) = a(Xi), and Lemma 5.5 and
the fact that the desired bound holds on normal varieties.
The proofs of 3) and 4) follows from the proofs of 3) and 4) in [4]. 
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4. Limits of graded linear series on compact complex analytic varieties
Suppose that L is a graded linear series on a compact irreducible reduced complex space
X. We will call such a space a (compact) complex analytic variety.
The index m = m(L) of L is defined as the index of groups
m = [Z : G]
where G is the subgroup of Z generated by {n | Ln 6= 0}.
The following theorem (and the following Corollary 4.3) have been proven for proper
algebraic varieties in a series of papers. In this algebraic setting, it has been proven by
Okounkov [13] for section rings of ample line bundles, Lazarsfeld and Mustata [11] for
section rings of big line bundles, and for graded linear series by Kaveh and Khovanskii [9].
All of these proofs require the assumption that the ground field is algebraically closed. The
theorem has been proven by the author over a perfect field in [4], and over an arbitrary
field in [5].
In the analytic case, it has been proven by Bouksom [1] when X is a compact Ka¨hler
manifold and L is nef and big.
Theorem 4.1. Suppose that X is a d-dimensional compact complex analytic variety, and
L is a graded linear series on X with Kodaira-Iitaka dimension κ = κ(L) ≥ 0. Let
m = m(L) be the index of L. Then
lim
n→∞
dimC Lnm
nκ
exists.
In particular, from the definition of the index, we have that the limit
lim
n→∞
dimC Ln
nκ
exists, whenever n is constrained to lie in an arithmetic sequence a+ bm (m = m(L) and
a an arbitrary but fixed constant), as dimk Ln = 0 if m 6 | n.
An example of a big line bundle where the limit in Theorem 4.1 is an irrational number
is given in Example 4 of Section 7 [6].
The following theorem is proven by Kaveh and Khovanskii [9] when X is a projective
variety over an algebraically closed field (Theorem 3.3 [9]). We prove the theorem for a
proper algebraic variety over an arbitrary field in Theorem 7.2 [5].
Theorem 4.2. Suppose that X is a d-dimensional compact complex analytic variety and
L is a graded linear series on X with Kodaira-Iitaka dimension κ = κ(L) ≥ 0. Let
m = m(L) be the index of L. Let
Ynm = Proj(C[Lnmt]) ⊂ P
dimC Lnm−1
C
be the projective subvariety of PdimC Lnm−1, where t is an indeterminate and C[Lnmt] is the
graded C-algebra where t has degree 1. Let deg(Ynm) be the degree of Ynm in P
dimC Lnm−1.
Then dimYnm = κ for n≫ 0 and
lim
n→∞
dimC Lnm
nκ
= lim
n→∞
deg(Ynm)
κ!nκ
.
Here deg(Ynm) is the multiplicity of the graded C-algebra C[Lnmt].
We now proceed to prove Theorems 4.1 and 4.2.
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Let Q be a nonsingular point of X. Let R = OX,Q. R is a d-dimensional regular local
ring.
Choose a regular system of parameters y1, . . . , yd in R. By a similar argument to that
of the proof of Theorem 4.1 [4] (or Theorem 7.1 [5]), we may define a valuation ν of the
quotient field Q(R) of R dominating R, by stipulating that
(5) ν(yi) = ei for 1 ≤ i ≤ d
where {ei} is the standard basis of the totally ordered group Γν = (Z
d)lex, and ν(c) = 0 if
c is a unit in R. As in the proof of Theorem 4.1 [4], we have that the residue field of the
valuation ring Vν of ν is Vν/mν = C (this follows most directly since ν is zero dimensional
and C is algebraically closed).
L is a graded linear series for some line bundle L on X. There exists an R = OX,Q-
module isomorphism σ : LQ → R. We thus have an isomorphism of graded R-algebras⊕
n≥0
LnQ
∼=
→ R[t]
to a (standard graded) polynomial ring over R. The restriction maps Γ(X,Ln)→ LnQ are
1-1 since X is irreducible and reduced, so we have a 1-1 graded C-algebra homomorphism⊕
n≥0
Γ(X,Ln)→ R[t].
We have an induced C-algebra homomorphism
L→ R ⊂ Vν
defined by mapping t to 1.
Given a nonnegative element γ in the value group Γν = (Z
d)lex of ν, we have associated
valuation ideals Iγ and I
+
γ in Vν defined by
Iγ = {f ∈ Vν | ν(f) ≥ γ}
and
I+γ = {f ∈ Vν | ν(f) > γ}.
Since Vν/mν = C, we have that
(6) Iλ/I
+
λ
∼= C
for all nonnegative elements λ ∈ Γν . Let
(7) S(L)n = {γ ∈ Γν | there exists f ∈ Ln such that ν(f) = γ}.
By (6), we have that
(8) dimC Ln ∩ Iγ/Ln ∩ I
+
γ =
{
1 if there exists f ∈ Ln with ν(f) = γ
0 otherwise.
Since every element of Ln has non negative value (as Ln ⊂ Vν), we have by (7) and (8)
that
(9) dimk Ln = #S(L)n
for all n. Let
S(L) = {(γ, n)|γ ∈ S(L)n}.
S(L) is a subsemigroup of Zd+1.
We have that m = m(L) = m(S(L)). Let q(L) = q(S(L)).
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By (3) of Lemma 3.1 and (1), there exists a positive constant γ such that
dimC Ln ≤ γn
d
for all n. By (9) and 2.2, we have that S(L) is a strongly nonnegative semigroup.
by Theorem 2.1 and (9), we have that
(10) lim
n→∞
dimC Lnm
nq(L)
= lim
n→∞
#(S(L)nm)
nq(L)
=
volq(L)(∆(S(L)))
ind(S(L))
exists.
Let Ypm be the varieties defined in the statement of Theorem 4.2. Let d(pm) = dimYpm.
The coordinate ring of Ypm is the C-subalgebra L
[pm] := C[Lpm] of L (but with the grading
giving elements of Lpm degree 1). The Hilbert polynomial PYpm(n) of Ypm (Section I.7 [7]
or Theorem 4.1.3 [2]) has the properties that
(11) PYpm(n) =
deg(Ypm)
d(pm)!
nd(pm) + lower order terms
and
(12) dimC L
[pm]
npm = PYpm(n)
for n≫ 0. We have that
(13) lim
n→∞
dimC(L
[pm])npm
nd(pm)
=
deg(Ypm)
d(pm)!
.
For p sufficiently large, we have that m(S(L[pm])) = mp. Let C be the closed cone
generated by S(L)pm in R
d+1. We also have that
dim(C ∩ (Rd × {1})) = dim(∆(S(L)) = q(L)
for p sufficiently large. Since S(L)pm = S(L
[pm])pm, we have that
dim(C ∩ (Rd × {1})) ≤ dim(∆(S(L[pm])) ≤ dim(∆(L)).
Thus
(14) q(S(L[pm])) = q(L)
for all p sufficiently large.
By the definition of Kodaira-Iitaka dimension, we also have that
(15) κ(L[pm]) = κ(L)
for p sufficiently large.
Now by graded Noether normalization (Section I.7 [7] or Theorem 1.5.17[2]), the finitely
generated C-algebra L[pm] satisfies
(16) d(pm) = dimYpm = Krull dimension(L
[pm])− 1 = κ(L[pm]).
We have that
(17) dimC L
[pm]
npm = #(S(L
[pm])npm)
for all n. S(L[pm]) is strongly nonnegative since S(L[pm]) ⊂ S(L) (or since L[pm] is a
finitely generated C-algebra). It follows from Theorem 2.1, (17), (12), (11) and (16) that
(18) q(S(L[pm])) = d(pm) = κ(L[pm]).
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From (14), (18) and (15), we have that
(19) q(L) = κ(L) = κ.
Theorem 4.1 now follows from (10) and (19). We now prove Theorem 4.2. For all p, we
have inequalities
#(n ∗ S(L)mp) ≤ #(S(L
[mp])nmp) ≤ #(S(L)nmp).
The second term in the inequality is dimC(L
[pm])nmp and the third term is dimC Lnmp.
Dividing by nκpκ, and taking the limit as n→∞, we obtain from Theorem 2.2, (19) and
(10) for the first term and (13), (15) and (16) for the second term, that for given ε > 0,
we can take p sufficiently large that
lim
n→∞
dimC Lnm
nκ
− ε ≤
deg(Ypm)
κ!pκ
≤ lim
n→∞
dimC Lnm
nκ
.
Taking the limit as p goes to infinity then proves Theorem 4.2.
Corollary 4.3. Suppose that X is a compact complex analytic variety of dimension d and
L is a line bundle on X. Then the limit
lim
n→∞
dimC Γ(X,L
n)
nd
exists.
Proof. Let L =
⊕
n≥0 Γ(X,L
n). In the case when κ(L) < d the corollary is immediate
from Theorem 4.1 (the limit is zero). Suppose that κ(L) = d. We must show that
m(L) = 1, and then the limit follows from Theorem 4.1.
Since κ(L) = d, there exists τ > 0 and e > 0 such that dimC Γ(X,L
ne) > τnd for
all n sufficiently large. By a theorem of Moishezon, there exist a proper modification
pi : X ′ → X such that X ′ is a nonsingular projective variety (Chapter II [12], Theorem
3.6 [14]). Let L′ = pi∗(L).
We have exact sequences
0→ OX → pi∗OX′ → F → 0
where F is a coherent OX module whose support has dimension less than d. Tensoring
with Lne and taking global sections, we have exact sequences
(20) 0→ Γ(X,Ln)→ Γ(X,pi∗(L)n)→ Γ(X,F ⊗ Ln).
There exists a constant λ such that
(21) dimC Γ(X,F ⊗ L
n) < λnd−1
for all n, since the support of F has dimension ≤ d− 1. Thus we have a positive constant
τ ′ such that dimC Γ(X
′, pi∗(L)ne) > τ ′nd for all n sufficiently large. Thus pi∗(L) is a big
line bundle on X ′. Let L′ =
⊕
n≥0 Γ(X,pi
∗Ln). It follows from Lemma 2.2 [11] that
m(L′) = 1, so that m(L) = 1 by (20) and (21). 
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5. Limits on compact reduced complex analytic spaces
Suppose that X is a compact complex analytic space and L is a graded linear series
for a line bundle L on X. Suppose that Y is a closed analytic subspace of X. Set
L|Y = L ⊗OX OY . Taking global sections of the natural surjections
Ln
ϕn
→ (L|Y )n → 0,
for n ≥ 1 we have induced short exact sequences of C-vector spaces
(22) 0→ K(L, Y )n → Ln → (L|Y )n → 0,
where
(L|Y )n := ϕn(Ln) ⊂ Γ(Y, (L|Y )
n)
and K(L, Y )n is the kernel of ϕn|Ln. Defining K(L, Y )0 = C and (L|Y )0 = ϕ0(L0),
we have that L|Y =
⊕
n≥0(L|Y )n is a graded linear series for L|Y and K(L, Y ) =⊕
n≥0K(L, Y )n is a graded linear series for L.
The following lemma is proven in Lemma 5.1 [4] for proper algebraic varieties. The
proof is the same for analytic spaces.
Lemma 5.1. Suppose that X is a compact reduced complex analytic space and X1, . . . ,Xs
are the irreducible components of X. Suppose that L is a graded linear series on X. Then
κ(L) = max{κ(L|Xi) | 1 ≤ i ≤ s}.
The following theorem is proven in Theorem 5.2 [4] for reduced projective schemes over
a perfect field and for reduced proper schemes over an arbitrary field in Theorem 8.2 [5].
Theorem 5.2. Suppose that X is a compact reduced complex analytic space. Let L be a
graded linear series on X with Kodaira-Iitaka dimension κ = κ(L) ≥ 0. Then there exists
a positive integer r such that
lim
n→∞
dimC La+nr
nκ
exists for any fixed a ∈ N.
The theorem says that
lim
n→∞
dimC Ln
nκ
exists if n is constrained to lie in an arithmetic sequence a+ br with r as above, and for
some fixed a. The conclusions of the theorem are a little weaker than the conclusions of
Theorem 4.1 for varieties. In particular, the index m(L) has little relevance on reduced
but not irreducible schemes (as shown by the example after Theorem 9.2 [5] and Example
5.5 [4]).
Proof. Let X1, . . . ,Xs be the irreducible components of X. Define graded linear series M
i
on X by M0 = L, M i = K(M i−1,Xi) for 1 ≤ i ≤ s. By (22), for n ≥ 1, we have exact
sequences of k-vector spaces
0→ (M j+1)n = K(M
j,Xj+1)n →M
j
n → (M
j |Xj+1)n → 0
for 0 ≤ j ≤ s− 1, and thus
M jn = Kernel(Ln →
j⊕
i=1
(L|Xi)n)
10
for 1 ≤ j ≤ s. The natural map L →
⊕s
i=1 L|Xi is an injection of C-algebras since X is
reduced. Thus M sn = (0), and
(23) dimC Ln =
s∑
i=1
dimC(M
i−1|Xi)n
for all n. Let r = LCM{m(M i−1|Xi) | κ(M
i−1|Xi) = κ(L)}. The theorem now follows
from Theorem 4.1 applied to each of the Xi with κ(M
i−1|Xi) = κ(L) (we can start with
an X1 with κ(L|X1) = κ(L)). 
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