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Abstract. Using Voiculsecu’s free entropy, it is shown that the free group factors L(Fn) lack
property C of Popa and that they lack finite multiplicity abelian subalgebras.
Introduction.
In [8] and [9], Voiculescu introduced free entropy for n–tuples of self–adjoint elements in
a II1–factor, and used it to prove that free group factors, L(Fn), lack Cartan subalgebras [9].
In [4], S. Popa introduced a property for II1–factors, called property C. (See [5] for a paper
related to [4].) Like Property Γ of Murray and von Neumann, this is an asymptotic commutiv-
ity property, but it is formally weaker than property Γ. Factors possessing Cartan subalgebras
have property C. After Voiculescu’s striking result, it is a natural question whether the factors
L(Fn) have property C. In this note, we show that they do not.
Liming Ge [2] used Voiculescu’s free entropy to show that the free group factors L(Fn)
for 2 ≤ n < ∞ lack simple (i.e. of multiplicity one) abelian subalgebras. We say that an
abelian subalgebra, A, of a II1–factor M with trace τ has finite multiplicity m if there are
ξ1, . . . , ξm ∈ L
2(M, τ) for which
Aξ1A+ · · ·+ AξmA (1)
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is dense in L2(M, τ) andm is least such that this holds, where juxtaposition in (1) indicates the
left and right actions of M on L2(M, τ). We also give a proof, based on Ge’s argument, that
the free group factors L(Fn) for 2 ≤ n ≤ ∞ have no abelian subalgebras of finite multiplicity.
Acknowledgement.
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thank Liming Ge for showing me an early version of [2] and Franz Lehner and Roland Speicher
for pointing out an error in my first Lemma 2.2.
§1. Notation and elementary lemmas.
See [8] and [9] for many definitions, notations and theorems associated with free entropy.
In this paper:
Euclidean norms. M s.a.k means the k
2–dimensional Euclidean space of self–adjoint k × k
matrices over the complex numbers with the Euclidean norm ||T ||e
def
= Tr(A2)1/2, where Tr is
the trace on M s.a.k for which Tr(1) = k. On
(M s.a.k )
n = M s.a.k × · · · ×M
s.a.
k︸ ︷︷ ︸
n times
,
the Euclidean norm is ||(T1, . . . , Tn)||e
def
= (
∑n
1 Tr(Tj)
2)1/2.
2–norms. In both M s.a.k and in II1–factors, for self–adjoint x, ||x||2 = τ(x
2)1/2 where τ is the
trace normalized so that τ(1) = 1. Thus on M s.a.k we have || · ||e = k
1/2|| · ||2.
Operator norms Without a subscript, ||X|| means the operator norm of X.
Euclidean volumes. Free entropy is defined in terms of Euclidean volumes of certain subsets
of (M s.a.k )
n. Whenever we have a measurable subset, X, of Euclidean space, E ∼= Rn, we
denote by voln(X) the (n–dimensional) Lebesgue measure of X. Thus, for example, what is
λ(ΓR(x1, · · · , xn ; m,k, ǫ)) in [8] and [9] is here written volnk2(ΓR(x1, · · · , xn ; m,k, ǫ)).
Volumes of Euclidean balls. Vn(r) is how we denote the n–dimensional volume of a ball of
radius r in Rn, which is known to be
Vn(r) =
πn/2rn
Γ(1 + n
2
)
. (2)
Gamma. Let us remark that “ΓR” always refers to the approximating subsets defined by
Voiculescu, while “Γ” without a subscript always means the Gamma–function.
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Lemma 1.1. Let n,m ∈ N. Then
1
Γ(1 + n
2
)Γ(1 + m
2
)
≤
2(n+m)/2
Γ(1 + n+m2 )
.
Proof. Taking the crossed product of balls we see Vn(2
−1/2)Vm(2
−1/2) ≤ Vn+m(1). Use (2).

Lemma 1.2. Let 0 < β < 1, n ∈ N and 0 ≤ t1, . . . , tN ≤ β be such that
∑N
i=1 ti = 1. Then
N∑
i=1
t2i ≤ β + 2β
2.
Proof. Since (t1+ c)
2+(t2− c)
2 ≥ t21+ t
2
2 if c ≥ 0 and t1 ≥ t2, it follows that the supremum of∑N
1 t
2
i over allowable tj is [
1
β
]β2 + (1− β[ 1
β
])2. Hence if β = 1
K
for K ∈ N then
∑N
1 t
2
i ≤
1
K
.
For general 0 < β < 1 let K = [ 1β ]. Then
1
K+1 < β ≤
1
K so also 0 < ti ≤
1
K and thus
N∑
1
t2i ≤
1
K
≤ β +
1
K(K + 1)
≤ β + β2(1 +
1
K
).

§2. Property C and free entropy.
Definition 2.1. ([4]). A II1–factor M with tracial state τ is said to have property C if
∀x1, . . . , xn ∈ M ∀α > 0 ∃y1, . . . , ym ∈M such that
(a) ∀1 ≤ ι ≤ n the distance with respect to || ||2 from xι to span{y1, . . . , ym} is less than
α,
(b) ∀β > 0 ∃A1, . . . , Am, mutually commuting abelian subalgebras of M, none of which
contains a minimal projection of trace larger than β, and such that for each j the
distance with respect to || ||2 from yj to A
′
j ∩M is less than β.
Lemma 2.2. For M a II1–factor with tracial state τ , for self–adjoint x1, . . . , xn ∈ M and
for 0 < α < 1, suppose y1, . . . , ym are such that (a) and (b) of Definition 2.1 hold. Then there
is β0 > 0 such that whenever 0 < β < β0, whenever A1, . . . , Am are the mutually commuting
abelian subalgebras of M as in (b) of Definition 2.1 and whenever for each 1 ≤ j ≤ m we
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take Nj ∈ N and self–adjoint projections pj,1, . . . , pj,Nj ∈ Aj , each of trace ≤ β, such that∑Nj
l=1 pj,l = 1, then letting b = max(||x1||2, . . . , ||xn||2) + 1 we have
χ(x1, . . . , xn : y1, . . . , ym, (pj,l)1≤j≤m
1≤l≤Nj
) ≤ C1 + (n− 1− 6mβ) logα, (3)
where C1 is a constant depending only on b and n.
Proof. At the cost of doubling m we may suppose each yj is self–adjoint. We will assume each
of y1, . . . , ym is self-adjoint and prove under this additional hypothesis that
χ(x1, . . . , xn : y1, . . . , ym, (pj,l)1≤j≤m
1≤l≤Nj
) ≤ C1 + (n− 1− 3mβ) logα, (4)
which will then prove the lemma. Let cι,j ∈ R be such that
∀1 ≤ ι ≤ n ||xι −
m∑
j=1
cι,jyj ||2 < α.
Take β > 0 and let A1, . . . , Am be the mutually commuting subalgebras with projections pj,l
as in the statement of the lemma. If Bj = Cpj,1+Cpj,2+ · · ·+Cpj,Nj then the distance with
repect to || ||2 from yj to B
′
j ∩M is ||yj −
∑Nj
l=1 pj,lyjpj,l||2, which by hypothesis must be < β.
Hence choosing β0 small enough and β < β0 we get
∀1 ≤ ι ≤ n ||xι −
m∑
j=1
cι,j
Nj∑
l=1
pj,lyjpj,l||2 < α+ β
m∑
j=1
|cι,j | < 2α.
Let q1, . . . , qN be the minimal projections of the algebra generated by {pj,l | 1 ≤ j ≤ m, 1 ≤
l ≤ Nj}. Let I(j, l) ⊆ {1, . . . ,N} be such that
pj,l =
∑
s∈I(j,l)
qs.
By an easy case of [9, 1.8], we have that
χ(x1, . . . , xn : y1, . . . , ym, (pj,l)1≤j≤m
1≤l≤Nj
) = χ(x1, . . . , xn : y1, . . . , ym, q1, . . . , qN )
and we estimate the latter quantity.
Claim 2.2a. ∀R ≥ 0 ∃m′, k0 ∈ N ∃ǫ > 0 such that if
(A1, . . . , An) ∈ ΓR(x1, . . . , xn : y1, . . . , ym, q1, . . . , qN ;m
′, k, ǫ) (5)
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then there are B1, . . . , Bm ∈M
s.a.
k and projectionsQ1, . . . , QN ∈M
s.a.
k such that
∑N
1 Qs ≤ 1,
rank(Qs) = [τ(qs)k] and such that, letting
Pj,l =
∑
s∈I(j,l)
Qs,
we have
∀1 ≤ ι ≤ n ||Aι −
m∑
j=1
cι,j
Nj∑
l=1
Pj,lBjPj,l||2 < 3α. (6)
Proof. Indeed, if Aι are as in (5), let B1, . . . , Bm,D1, . . . ,DN ∈M
s.a.
k be such that
(A1, . . . , An, B1, . . . , Bm,D1, . . . ,DN ) ∈ ΓR(x1, . . . , xn, y1, . . . , ym, q1, . . . , qN ;m
′, k, ǫ). (7)
Then by (5), letting Ej,l =
∑
s∈I(j,l)Ds and choosing m
′ ≥ 3 and ǫ small enough, we may
insist that
∀1 ≤ ι ≤ n ||Aι −
m∑
j=1
cι,j
Nj∑
l=1
Ej,lBjEj,l||2 < 5α/2 (8)
Now there is δ > 0 such that if D′1, . . . ,D
′
N ∈ M
s.a.
k satisfy ||D
′
s|| ≤ R and ||D
′
s −Ds||2 < δ
then letting E′j,l =
∑
s∈I(j,l)D
′
s it follows that, for any ||Bj || ≤ R,
∀1 ≤ ι ≤ n ||
m∑
j=1
cι,j
Nj∑
l=1
(Ej,lBjEj,l −E
′
j,lBjE
′
j,l)||2 < α/2. (9)
It follows from [8, 4.3] that if m′ is large enough, if ǫ is small enough and if k ≥ k0 for k0
large enough, (independently of the choice of D1, . . . ,DN such that (7) holds), then there
are Q1, . . . , QN ∈ M
s.a.
k , projections, such that
∑N
1 Qs ≤ 1 and ∀s rank(Qs) = [τ(qs)k] and
||Qs−Ds||2 < δ. Hence, from (9) and (8) we have that (6) holds. Thus, Claim 2.2a is proved.
Continuing with the proof of Lemma 2.2, let Q˜1, . . . , Q˜N ∈M
s.a.
k be any fixed projections
such that
∑N
s=1 Q˜s ≤ 1 and rank(Q˜s) = [τ(qs)k]. Let
P˜j,l =
∑
s∈I(j,l)
Q˜s.
Then by (6), there is a k × k unitary U , (letting U be such that U∗Q˜sU = Qs), for which we
have
∀1 ≤ ι ≤ n ||UAιU
∗ −
m∑
j=1
cι,j
Nj∑
l=1
P˜j,l(UBjU
∗)P˜j,l||2 < 3α.
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Consider the linear transformation
F : (M s.a.k )
m → (M s.a.k )
n
given by
F (X1, . . . ,Xm) =
( m∑
j=1
cι,j
Nj∑
l=1
P˜j,lXjP˜j,l
)n
ι=1
.
Thus every (A1, . . . , An) as in (5) is within Euclidean distance 3αn
1/2k1/2 from a unitary
conjugate of the range space of F . If U,U1 ∈ Uk are such that ||U − U1|| ≤ γ then since
||Aι||2 ≤ b− 1 + ǫ ≤ b we have
||(U∗A1U, . . . , U
∗AnU)− (U
∗
1A1U1, . . . , U
∗
1AnU1)||e ≤
≤ k1/2n1/2 max
1≤ι≤n
||U∗AιU − U
∗
1AιU1||2 ≤ 2bk
1/2n1/2γ.
Hence if (Uλ)λ∈Λ is a γ–net for Uk with respect to the metric arising from the operator norm,
then (A1, . . . , An) is within Euclidean distance n
1/2k1/2(3α+ 2bγ) of
⋃
λ∈Λ
(Uλ, . . . , Uλ)Range(F )(U
∗
λ, . . . , U
∗
λ).
By results of Szarek [6], there is a γ–net in Uk with cardinality |Λ| ≤ (
C
γ
)k
2
, where C is a
universal constant. In the following computation, let ΓR denote the right–hand–side of (5).
Since the Euclidean norm of (A1, . . . , An) is no greater than k
1/2n1/2b, letting B be the
Euclidean ball in Range(F ) of radius k1/2n1/2(3α + b(2γ + 1)), it follows that every point in
ΓR is connected to (Uλ, . . . , Uλ)B(U
∗
λ , . . . , U
∗
λ), for some λ ∈ Λ by a line segment of Euclidean
length≤ k1/2n1/2(3α+2bγ) which is normal to (Uλ, . . . , Uλ)B(U
∗
λ , . . . , U
∗
λ). Let dk = rank(F ).
Then
dk ≤
m∑
j=1
Nj∑
l=1
rank(P˜j,l)
2
≤ k2
m∑
j=1
Nj∑
l=1
τ(pj,l)
2.
Hence by Lemma 1.2, dk ≤ 3mβk
2. Then
volnk2(ΓR) ≤ |Λ| · Vdk(k
1/2n1/2(3α+ b(2γ + 1))) · Vnk2−dk(k
1/2n1/2(3α+ 2bγ)).
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Letting γ = α/b we have
volnk2(ΓR) ≤
(
Cb
α
)k2
·
(πkn)dk/2(5α+ b)dk
Γ(1 + dk2 )
·
(πkn)(nk
2−dk)/2(5α)nk
2−dk
Γ(1 + nk
2−dk
2 )
≤
(Cb)k
2
(πkn)nk
2/2(6b)dk5nk
2−dkα(n−1)k
2−dk2nk
2/2
Γ(1 + nk
2
2 )
≤
((6b)n5nCb)k
2
(2πkn)nk
2/2α(n−1)k
2−dk
Γ(1 + nk
2
2
)
,
where we used successively (2) and Szarek’s result about |Λ|; Lemma 1.1; the fact that 0 ≤
dk ≤ nk
2. Thus using Stirling’s formula we get
n
2
log k + k−2 log volnk2(ΓR) ≤
≤ n log(30b) + log(Cb) +
n
2
log(2πn) + (n− 1− (dk/k
2)) logα+ ck,
where limk→∞ ck = 0. Using that dk ≤ 3mβk
2 and letting k →∞ gives (4).

Theorem 2.3. For each n ∈ {2, 3, 4, . . . ,∞}, L(Fn) does not have property C.
Proof. Suppose for contradiction that L(Fn) has property C. We have by [8, 4.5] and [8, 5.4]
that for a free family of semicircular elements, x1, . . . , xn′ ,
χ(x1, . . . , xn′) > −∞. (10)
If n ∈ N, n ≥ 2, then letting x1, . . . , xn be a free family of semicircular elements generating
L(Fn), using (4) with β and α sufficiently small, from (3) and (10) we obtain
χ(x1, . . . , xn : z1, . . . , zK ) < χ(x1, . . . , xn)
for some z1, . . . , zK ∈ L(Fn), which is a contradiction to [9, 1.8].
If n =∞, let (xι)
∞
ι=1 be a free family of semicircular elements generating L(F∞) and take
any n′ ∈ N, n′ ≥ 2. Assuming property C holds, in like manner to above we obtain
χ(x1, . . . , xn′ : z1, . . . , zK ) < χ(x1, . . . , xn′)
for some z1, . . . , zK ∈ L(F∞). Now letting El denote the conditional expectation from L(F∞)
to {x1, . . . , xl}, by [9, 1.5] we have for some l ∈ N, l ≥ n
′, that
χ(x1, . . . , xn′ : El(z1), . . . , El(zK)) < χ(x1, . . . , xn′ ).
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Hence by [9, 1.8] and [8, 2.3] we have
χ(x1, . . . , xl) = χ(x1, . . . , xl : z1, . . . , zK )
≤ χ(x1, . . . , xn′ : z1, . . . , zK ) + χ(xn′+1, . . . , xl)
< χ(x1, . . . , xn′) + χ(xn′+1) + · · · + χ(xl)
≤ χ(x1) + · · · + χ(xl),
which contradicts [8, 5.4].

§3. Finite multiplicity abelian subalgebras and free entropy.
Proposition 3.1. Suppose a II1–factor,M, has an abelian subalgebra, A, of finite multiplicity
≤ m. Then for every t ∈ R>0, Mt has an abelian subalgebra of multiplicity ≤ m.
Proof. It will suffice to show for all 0 < t < 1 and for all t ∈ N that if A has multiplicity ≤ m
then Mt has an abelian subalgebra of finite multiplicity ≤ m. Let ξ1, . . . , ξm ∈ L
2(M, τ) be
such that Aξ1A+ · · · +AξmA is dense in L
2(M, τ). For 0 < t < 1, let p ∈ A be a projection
for which τ(p) = t. Then
L2(pMp, τ(p)−1|pMp) = pL
2(M, τ)p
= p(Aξ1A+ · · ·AξmA)p
= pA(pξ1p)Ap+ · · · pA(pξmp)Ap
so pA has multiplicity ≤ m in pMp. For t = n ∈ N, t ≥ 2 we have Mt =M⊗Mn(C). Let
(eij)1≤i,j≤n be a system of matrix units for Mn(C). Then L
2(Mn(C), τn) has orthonormal
basis {n1/2eˆij | 1 ≤ i, j ≤ n}. Let D = span{eii | 1 ≤ i ≤ n} ⊆ Mn(C). Consider the abelian
subalgebra, A⊗D ⊆Mt. Let ξ
′
k =
∑n
i,j=1 ξk ⊗ eˆij , so that
(a1 ⊗ eii)ξ
′
k(a2 ⊗ ejj) = a1ξka2 ⊗ eˆij
and thus
(A⊗D)ξ′1(A⊗D) + · · ·+ (A⊗D)ξ
′
m(A⊗D)
is dense in L2(M, τ)⊗ L2(Mn(C), τn). Hence A⊗D has multiplicity ≤ m in M⊗Mn(C).

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Lemma 3.2. Let M be a II1–factor with normalized trace τ and take x1, . . . , xn ∈ Ms.a..
Suppose ω > 0 and there are y1, . . . , yK ∈ Ms.a., projections p1, . . . , pN ∈ Ms.a. whose sum
is 1 and scalars λ
(ι,l)
r,s ∈ C (for 1 ≤ ι ≤ n, 1 ≤ l ≤ K, 1 ≤ r, s ≤ N) for which λ
(ι,l)
r,s = λ
(ι,l)
s,r
such that
∀1 ≤ ι ≤ n ||xι −
K∑
l=1
N∑
r,s=1
λ(ι,l)r,s prylps||2 < ω. (11)
Then ∀R > 1 there are k1,m
′ ∈ N and ǫ > 0 such that if k ≥ k1 and if
(A1, . . . , An) ∈ ΓR(x1, . . . , xn : p1, . . . , pN , y1, . . . , yK ;m
′, k, ǫ) (12)
then there are orthogonal, self–adjoint projections Q1, . . . , QN ∈ M
s.a.
k , with rank(Qj) =
[τ(pj)k] and there are B1, . . . , BK ∈M
s.a.
k such that
∀1 ≤ ι ≤ n ||Aι −
K∑
l=1
N∑
r,s=1
λ(ι,l)r,s QrBlQs||2 < 3ω. (13)
Proof. In light of (11), taking m0 = 3 there is ǫ0 > 0 such that if k ∈ N and if
(A1, . . . , An,D1, . . . ,DN , B1, . . . , BK) ∈ ΓR(x1, . . . , xn, p1, . . . , pN , y1, . . . , yK ;m0, k, ǫ0)
(14)
then
∀1 ≤ ι ≤ n ||Aι −
K∑
l=1
N∑
r,s=1
λ(ι,l)r,s DrBlDr||2 < 2ω. (15)
Then there is δ > 0 such that if D′1, . . . ,D
′
N ∈ M
s.a.
k , ||D
′
r|| ≤ R satisfy ∀1 ≤ j ≤ N
||Dj −D
′
j ||2 < δ then for any ||Bl|| ≤ R,
∀1 ≤ ι ≤ n ||
K∑
l=1
N∑
r,s=1
λ(ι,l)r,s (DrBlDs −D
′
rBlD
′
s)||2 < ω.
It follows from [8, 4.3] that there are ǫ1 > 0, m1, k1 ∈ N such that if k ≥ k1 and if
(D1, . . . ,DN ) ∈ ΓR(p1, . . . , pN ;m1, k, ǫ1)
then there are orthogonal, self–adjoint projections Q1, . . . , QN ∈M
s.a.
k , rank(Qj) = [τ(pj)k],
such that ∀1 ≤ j ≤ N ||Dj −Qj ||2 < δ.
Putting these facts together, we can prove the lemma. Indeed, let ǫ = min(ǫ0, ǫ1) and
m′ = max(m0,m1). If Aι are as in (12) then there are Dj and Bl such that (14) holds, also
with m′ and ǫ replacing m0 and ǫ0. Then (15) holds and we can find Qj as desired so that (13)
holds.

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Lemma 3.3. Suppose x1, . . . , xn, ω > 0, yl, pj and λ
(ι,l)
r,s satisfy the hypotheses of Lemma 3.2
and let b = max(||x1||2, . . . , ||xn||2) + 1. Let m
′ ∈ N and ǫ > 0 be as found in Lemma 3.2,
assume without loss of generality that ǫ ≤ 1 and let
R > max(||x1||, . . . , ||xn||, ||y1||, . . . , ||yK ||, 1).
If also ω ≤ b and ω < 1 then
χR(x1, . . . , xn : y1, . . . , yK , p1, . . . , pN ;m
′, ǫ) ≤ C1 + (n−K − 1) logω,
where C1 ∈ R depends only on n and b.
Proof. Let k1 be as found in Lemma 3.2 and let k ≥ k1. Let Q˜1, . . . , Q˜N be any fixed, orthog-
onal projections in M s.a.k , with rank(Q˜j) = [τ(pj)k]. By Lemma 3.2, for every (A1, . . . , An)
as in (12) there are B1, . . . , BK ∈ M
s.a.
k , each of norm ≤ R, and there is U ∈ Uk (the group
of k × k unitaries) such that
∀1 ≤ ι ≤ n ||Aι −
K∑
l=1
N∑
r,s=1
λ(ι,l)r,s UQ˜rU
∗BlUQ˜sU
∗||2 < 3ω. (16)
Consider the linear transformation
F : (M s.a.k )
K → (M s.a.k )
n
given by
F (C1, . . . , CK ) =
( K∑
l=1
N∑
r,s=1
λ(ι,l)r,s Q˜rClQ˜s
)n
ι=1
.
Then (16) implies that there is U ∈ Uk such that the point (U
∗A1U, . . . , U
∗AnU) is Euclidean
distance at most 3ωn1/2k1/2 away from the range space of F . If U,U1 ∈ Uk are such that
||U − U1|| ≤ γ then since ||Aι||2 ≤ b− 1 + ǫ ≤ b we have
||(U∗A1U, . . . , U
∗AnU)− (U
∗
1A1U1, . . . , U
∗
1AnU1)||e ≤
≤ k1/2n1/2 max
1≤ι≤n
||U∗AιU − U
∗
1AιU1||2 ≤ 2bk
1/2n1/2γ.
Hence if (Uλ)λ∈Λ is a γ–net for Uk with respect to the metric arising from the operator norm,
then (A1, . . . , An) is within Euclidean distance n
1/2k1/2(3ω + 2bγ) of
⋃
λ∈Λ
(Uλ, . . . , Uλ)Range(F )(U
∗
λ, . . . , U
∗
λ).
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By results of Szarek [6], there is a γ–net in Uk with cardinality |Λ| ≤ (
C
γ )
k2 , where C is a
universal constant. In the following computation, let ΓR denote the right–hand–side of (12).
Since the Euclidean norm of (A1, . . . , An) is no greater than k
1/2n1/2b, letting B be the
Euclidean ball in Range(F ) of radius k1/2n1/2(3ω + b(2γ + 1)), it follows that every point in
ΓR is connected to (Uλ, . . . , Uλ)B(U
∗
λ , . . . , U
∗
λ), for some λ ∈ Λ by a line segment of Euclidean
length≤ k1/2n1/2(3ω+2bγ) which is normal to (Uλ, . . . , Uλ)B(U
∗
λ , . . . , U
∗
λ). Let dk = rank(F ),
so dk ≤ nk
2 and dk ≤ mk
2. Then
volnk2(ΓR) ≤ |Λ| · Vdk(k
1/2n1/2(3ω + b(2γ + 1)) · Vnk2−dk(k
1/2n1/2(3ω + 2bγ)).
Set γ = ω/b, giving
volnk2(ΓR) ≤
(
Cb
ω
)k2
·
(πkn)dk/2(5ω + b)dk
Γ(1 + dk
2
)
·
(πkn)(nk
2−dk)/2(5ω)nk
2−dk
Γ(1 + nk
2−dk
2 )
≤
(Cb)k
2
(πkn)nk
2/2(6b)dk5nk
2−dkω(n−1)k
2−dk2nk
2/2
Γ(1 + nk
2
2
)
≤
((6b)n5nCb)k
2
(2πkn)nk
2/2ω(n−K−1)k
2
Γ(1 + nk
2
2 )
,
where we used successively (2) and Szarek’s result about |Λ|; Lemma 1.1; the facts that
(n− 1)k2 − dk ≥ (n−K − 1)k
2 and ω < 1. Thus using Stirling’s formula we get
n
2
log k + k−2 log volnk2(ΓR) ≤
≤ n log(30b) + log(Cb) +
n
2
log(2πn)−
1
2
log(2π) + (n−K − 1) logω + ck,
where limk→∞ ck = 0. Taking the limit as k →∞ gives
χR(x1, . . . , xn : p1, . . . , pN , y1, . . . , yK ;m
′, ǫ) ≤ C1 + (n−K − 1) logω
as required.

Lemma 3.4. Suppose M is a II1–factor with abelian subalgebra A having finite multiplicity
≤ m. Let x1, . . . , xn ∈ Ms.a. and ω > 0. Let K = 2m. Then there is N ∈ N such that the
hypotheses of Lemma 3.2 are satisfied, namely, there are y1, . . . , y2m, p1, . . . , pN and λ
(ι,l)
r,s
such that (11) holds.
Proof. Recall that an element of H = L2(M, τ) is said to be self–adjoint if it is fixed by the
involution J defined by Jxˆ = (x∗)ˆ , where x 7→ xˆ is the defining mapping M → L2(M, τ).
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There are self–adjoint ξ1, . . . , ξ2m ∈ H such that Aξ1A + · · · + Aξ2mA is dense in H. Hence
there is M ∈ N and there are a
(ι,l)
1 , . . . , a
(ι,l)
M , b
(ι,l)
1 , . . . , b
(ι,l)
M ∈ A (for 1 ≤ l ≤ 2m, 1 ≤ ι ≤ n)
such that
∀1 ≤ ι ≤ n ||xˆι −
2m∑
l=1
M∑
k=1
a
(ι,l)
k ξlb
(ι,l)
k − xˆι||H < ω/3.
Since (Ms.a.)ˆ is dense in Hs.a., there are y1, . . . , y2m ∈ Ms.a. such that
∀1 ≤ ι ≤ n ||xι −
2m∑
l=1
M∑
k=1
a
(ι,l)
k ylb
(ι,l)
k ||2 < 2ω/3.
Since A is abelian there are N ∈ N and self–adjoint projections p1, . . . , pN ∈ A whose sum is 1
such that each a
(ι,l)
k and b
(ι,l)
k is approximated sufficiently well in norm by linear combinations
of the pj so that for some scalars λ
(ι,l)
r,s ∈ C we have
∀1 ≤ ι ≤ n ||xι −
2m∑
l=1
N∑
r,s=1
λ(ι,l)r,s prylps||2 < ω.
Since xι is self–adjoint, we may without penalty take λ
(ι,l)
r,s = λ
(ι,l)
r,s .

Theorem 3.5. Suppose M is a II1–factor with an abelian subalgebra, A, having finite multi-
plicity ≤ m. Suppose x1, . . . , xn are self–adjoint elements of M which taken together generate
M. If n > 2m+ 1 then
χ(x1, . . . , xn) = −∞.
Proof. Let ω > 0, let N , p1, . . . , pN and y1, . . . , y2m be as obtained from Lemma 3.4. and let
b and R be as in Lemma 3.3. Since M = {x1, . . . , xn}
′′, by [9, 1.8] we have
χ(x1, . . . , xn) = χR(x1, . . . , xn) = χR(x1, . . . , xn : p1, . . . , pN , y1, . . . , y2m),
and we will estimate the latter quantity. Let ǫ and m′ be obtained from Lemma 3.2, taking
without loss of generality ǫ ≤ 1. Then for ω ≤ b, by Lemma 3.3,
χ(x1, . . . , xn) ≤ χR(x1, . . . , xn : p1, . . . , pN , y1, . . . , y2m;m
′, ǫ) ≤ C1 + (n− 2m− 1) logω.
Now let ω → 0.

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Corollary 3.6. For no n ∈ N, n ≥ 2 does the free group factor L(Fn) contain an abelian
subalgebra of finite multiplicity.
Proof. For n′ ∈ N and n′ ≥ 2, L(Fn′) is generated by a free family semicircular elements,
x1, . . . , xn′ and by [8, 4.5] and [8, 5.4] it is seen that
χ(x1, . . . , xn′) > −∞. (17)
Suppose for contradiction that L(Fn) has an abelian subalgebra of finite multiplicitym. By [7],
for each k ∈ N L(Fn)1/k ∼= L(F1+k2(n−1)), so by Proposition 3.1 and for k large enough we
can find n′ ∈ N such that n′ > 2m − 1 and L(Fn′) has an abelian subalgebra of multiplicity
≤ m. Theorem 3.5 and (17) now give a contradiction.

Remark 3.7. Clearly, (see [3], [1]) the same argument shows that for no 1 < t <∞ does the
interpolated free group factor L(Ft) contain an abelian subalgebra of finite multiplicity.
We now use the method of [8, 5.3] to consider also the free group factor on (countably)
infinitely many generators.
Theorem 3.8. L(F∞) has no abelian subalgebras of finite multiplicity.
Proof. Suppose for contradiction that L(F∞) contains an abelian subalgebra of finite multi-
plicity m. Let x1, x2, . . . be a free family of semicircular elements generating L(F∞) such that
||xj ||2 = 1. Let K = 2m, n = 2m+ 2, b = 2 and let C1 be as in Lemma 3.3 for these values
of n and b. Since χ(x1, . . . , xn) > −∞, there is ω > 0 such that C1 + logω < χ(x1, . . . , xn).
Let y1, . . . , y2m, p1, . . . , pN and λ
(ι,l)
r,s be as obtained from Lemma 3.4. By Lemma 3.3,
χ(x1, . . . , xn : y1, . . . , y2m, p1, . . . , pN ) < χ(x1, . . . , xn).
For n′ ∈ N let En′ be the trace–preserving conditional expectation from L(F∞) onto
{x1, . . . , xn′}
′′. Then by [9, 1.5], for some n′ ∈ N we have
χ(x1, . . . , xn : En′(y1), . . . , En′ (y2m), En′(p1), . . . , En′ (pN )) < χ(x1, . . . , xn)
and we may assume without loss of generality that n′ ≥ n. Thus, by [9, 1.8] and [8, 2.3] we
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have
χ(x1, . . . , xn′) = χ(x1, . . . , xn′ : En′(y1), . . . , En′ (y2m), En′(p1), . . . , En′ (pN))
≤ χ(x1, . . . , xn : En′(y1), . . . , En′(y2m), En′(p1), . . . , En′(pN ))
+ χ(xn+1, . . . , xn′)
< χ(x1, . . . , xn) + χ(xn+1) + · · ·+ χ(xn′)
≤ χ(x1) + · · · + χ(xn′),
which contradicts [8, 5.4].

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