Consider the stochastic heat equation ∂ t u = Lu +Ẇ , where L is the generator of a [Borel right] Markov process in duality. We show that the solution is locally mutually absolutely continuous with respect to a smooth perturbation of the Gaussian process that is associated, via Dynkin's isomorphism theorem, to the local times of the replicasymmetric process that corresponds to L. In the case that L is the generator of a Lévy process on R d , our result gives a probabilistic explanation of the recent findings of Foondun et al. [6] .
Introduction and main results
The purpose of this article is to give some probabilistic insight into the structure of the linear stochastic heat equation ∂ ∂t U (t , x) = (LU )(t , x) +Ẇ (t , x), U (0 , x) = 0,
where L-the generator of a nice Markov process with values on a nice space E-acts on the variable x ∈ E, t is strictly positive, andẆ is a suitable space-time white noise on R + × E.
A typical example is when E = R d , and L is the L 2 -generator of a Lévy process {X t ; t ≥ 0} on R d . Let X * denote an independent copy of the Lévy process −X and consider the symmetric Lévy processX defined bȳ
It has been shown recently in [6] that, under these conditions on L and E, (1.1) has a random-field solution U if and only ifX has local times {L x t } t≥0,x∈R d . Moreover, when the local times exist, many of the local features of x → U (t , x) are precisely the same as the corresponding festures of x → L x t . Most notably, x → U (t , x) is [Hölder] continuous if and only x → L x t is [Hölder] continuous. And the critical Hölder exponent of x → U (t , x) is the same as that of x → L x t . The approach taken in [6] is a purely analytic one: One derives necessary and sufficient analytic conditions for the desired local properties of x → U (t , x) and/or x → L x t , and checks that the analytic conditions are the same.
The purpose of the present paper is to give an abstract probabilistic explanation for the many connections that exist between the solution to (1.1) and local times of the symmetrized processX. Our explanation does not require us to study special local properties, and, moreover, allows us to study a much more general family of operators L than those that correspond to Lévy processes.
We close the Introduction by describing our main findings. Before we do that we identify precisely the family operators L with which we are concerned, since this requires some careful development. We refer the reader to the recent monograph by Marcus and Rosen [10] , which contains a wealth of information on Markov processes, local times, and their deep connections to Gaussian processes. Our notation for Markov processes is standard and follows [10] as well.
Let X := {X t } t≥0 denote a Borel right process with values on a locally compact, separable metric space E, and let {P t } t≥0 denote the semigroup of X. We assume that there exists a Radon measure m on E with respect to which X has regular transition functions p t (x , y).
Let L 2 (m) denote the collection of all Borel-measurable functions f : We assume that the process X has a dual process X * under m, so that the adjoint P * t of P t is itself a Markov semigroup on L 2 (m). We emphasize that our assumptions imply that each P t [and also P * t ] is a contraction on L 2 (m). Here, and throughout, we assume also the following commutation property:
This condition is met is X is a Lévy process on an abelian group, or if it is a Markov process with symmetric transition functions.
Next, defineP
group on L 2 (m) simply because of (1.5); {P t } t≥0 is the replica semigroup associated to the process X, and appears prominently in the work of Kardar [9] , for example.
Also, consider the corresponding replica generator and its domain, viz.,
as well as the α-potentialsŪ α := ∞ 0 e −αsP s ds for α > 0. Throughout, we assume that the semigroup {P t } t≥0 corresponds to a Borel right Markov process {X t } t≥0 , and Dom[L] is dense in L 2 (m). A simple computation shows that {P t } t≥0 has regular [and symmetric] transition functions that are denoted byp t (x , y).
The process {X t } t≥0 has α-potential densities that are described as follows: For all α > 0 and x, y ∈ E,
(1.8)
Sincep s (x , y) =p s (y , x), {X t } t≥0 is a strongly symmetric Markov process.
We are interested mainly in the case thatū α (x , x) < ∞ for all x because that is precisely the condition that guarantees thatX has local times. As we shall see [Theorem 3.1], this condition is equivalent to the existence of an a.s.-unique mild solution to (1.1). When this condition is satisfied, we choose to normalize the local times so that for all α > 0 and x, y ∈ E,
In broad terms, the Dynkin isomorphism theorem [10, Chapter 8] tells us that many of the local properties of the local-time process x → L x t , where t > 0 is fixed, are the same as those of the process η α , where η α is a centered Gaussian process, indexed by E, with covariance
for all x, y ∈ E.
(1.10)
Here, α > 0 is a fixed but arbitrary.
The following is the main result of this paper. Its proof is a combination of results proved in Sections 2 and 3.
Theorem 1.1. Assume thatū α is finite and continuous on E × E for some (equivalently for all) α > 0. Let U denote the unique mild solution to (1.1),
where the white noiseẆ is chosen so that its control measure is dt × dm.
Choose and fix α > 0 and t > 0. Then, there exists a space-time process V α with the following properties:
1. For every compact set A ⊂ E, the law of {V α (t , x)} x∈A is mutually absolutely continuous with respect to the law of {U (t , x)} x∈A ;
2. There exists a process
has the same law as Dynkin's Gaussian process η α that is associated to the local times ofX.
We will define "smoother than" more precisely in due time. But suffice it to say that because S α (t , ·) is "smoother than" V α (t , ·), many of the local properties of S α (t , ·) follow from those of V α (t , ·). For instance, the following properties hold [and many more]:
continuous up to a modification, then so is
By mutual absolute continuity, and thanks to Dynkin's isomorphism theorem [10, Chapter 8] , it follows that many of the local features of L · t and U (t , ·) are shared. This explains the aforementioned connections between (1.1) and local times in the case that L is the generator of a Lévy process.
We will also prove [Section 4] that when L is the generator of a nice Lévy process, then we can select a C ∞ version of S α (t , ·). Thus, in such cases, "smooth" has the usual meaning.
Note that all the required assumptions for Theorem 1.1 are satisfied in case L is the generator of a strongly symmetric Markov process X with finite continuous α-potential densities (α > 0). Indeed in that case {X t } t≥0 has the same law as {X 2t } t≥0 .
Preliminaries

Markov processes
We begin by making some remarks on the underlying Markov processes X andX. The process X is chosen so that it has the following properties:
First of all, we have the identity (P t f )(x) = E p t (x , y)f (y) m(dy), valid for all Borel functions f : E → R + , t > 0, and x ∈ E. And the ChapmanKolmogorov equation holds pointwise:
As was pointed out in the Introduction, a simple computation shows that {P t } t≥0 has regular [and symmetric] transition functions. In fact, they are described as follows: for all t > 0 and x, y ∈ E,
Let us close this subsection with two technical estimates. Here and throughout, we denote by M (E) the space of finite Borel-measurable signed measures on E.
Lemma 2.1. If P * r µ < ∞ for some µ ∈ M (E) and r > 0, then t → P * t+r µ is a nonincreasing function on [0 , ∞). In particular, the function t →p t (x , x) is nonincreasing on (0 , ∞) for all x ∈ E.
Proof. Let us choose and fix the r > 0 as given, and observe that because P t+r = P t P r and P t is a contraction on L 2 (m), it follows that P * t+r µ < ∞ for all t ≥ 0.
Next, let us consider only µ ∈ Dom[L], so that µ is for the time being a function. BecauseP t is a contraction on L 2 (m) for all t ≥ 0, it follows that
for all t ≥ 0, and therefore
where d/ds denotes the right derivative at s. It is well known thatL is a negative-definite operator. That is,
Indeed, because every P t is a contraction on L 2 (m), it follows that (P t φ , φ) = P t φ 2 ≤ (φ , φ). Take the difference, divide by t, and then let t ↓ 0 to deduce
4). In turn, (2.4) and (2.3) together imply that for
Since every P * t is a contraction on L 2 (m), the assumed density of the domain ofL implies that (2.5) continues to hold for all µ ∈ L 2 (m) and s, t > 0. Now let µ be a finite signed Borel measure on E such that P * r µ < ∞; we can apply (2.5), with µ replaced by P * r µ ∈ L 2 (m), and this leads us to the following inequality:
Since P * u P * v µ = P * u+v µ, the preceding shows that (2.5) holds for all s ≥ r and all t ≥ 0.
In order to conclude, we choose µ := δ x . In that case, the ChapmanKolmogorov equations imply that P * r µ =p r (x , x) 1/2 < ∞ for all r > 0; therefore, (2.5) implies the announced result.
Let us end this subsection by introducing an estimate on α-potentials. Lemma 2.2. Assume thatū α is finite on E × E for α > 0. Then for all x, y ∈ E and α > 0,ū
where c α = e(α + 2α −1 ).
Proof. We begin by proving that for all x, y ∈ E and t ≥ 1,
In order to prove this we recall that if θ denotes the shifts on the path of
We can apply the strong Markov property to the first hitting time of y to
for all integers n ≥ 1 and x, y ∈ E. If t ≥ 1, then we can find an integer n ≥ 2 such that n − 1 ≤ t < n, whence 12) thanks to (2.8) and the strong Markov property. On the other hand,
The lemma follows from the preceding and (2.12).
Gaussian random fields
Suppose {G(x)} x∈E is a centered Gaussian process that is continuous in
that G has a separable version for which we can define
14)
for all µ in the space M (E) of finite Borel-measurable signed measures on
is a Gaussian random field with mean process zero and
We say that G is smoother than G * if there exists a finite constant c such that
We say that G is as smooth as G * when G is smoother than G * and G * is smoother than G.
It is easy to deduce from general theory [10, that if G is smoother than G * , then the continuity of x → G * (x) implies the continuity of x → G(x). Similar remarks can be made about Hölder continuity and existence of nontrivial p-variations, in case the latter properties hold and/or make sense.
The heat and cable equations
LetẆ := {Ẇ (t , x); t ≥ 0, x ∈ E} denote white noise on R + × E with control measure dt × dm, and consider the stochastic heat equation (1.1), where t > 0 and x ∈ E. Also, consider the stochastic cable equation with parameter α > 0:
where t > 0 and x ∈ E.
First we establish the existence of a mild solution to (3.1) and to ( As a consequence of all this, and thanks to the Dynkin isomorphism theorem, many of the local properties of the solution to (1.1) are the same as those of the local times of the processX. We refer the reader to Chapter 8 of the book by Marcus and Rosen [10] for details on Dynkin's isomorphism theorem and its applications to the analysis of local properties of local times.
Let us concentrate first on the cable equation.
The weak solution to the Kolmogorov equation
is the function f (t , x , y) := e −αt/2 p t (x , y). Therefore, we can use the theory of Walsh [13, Chapter 3] , and write the solution to (3.1) as
This is a well-defined Gaussian process if and only if the stochastic integral has two finite moments. But then, Wiener's isometry tells us that
Similarly, the stochastic heat equation (1.1) has the following solution:
which is a well-defined Gaussian process if and only if its second moment is finite. Note that Proof. According to [6, Lemma 3.5] , the following holds for every nonincreasing measurable function g : R + → R + , and t, λ > 0:
We apply Lemma 2.1 and (3.7), with λ := 2/α and g(s) := e −αsp s (x , x) to find that
Similarly, we apply (3.7) with λ := 1/α and g(s) :=p s (x , x) to obtain
2α (x , x). From now on, we assume that all the α-potentials are finite and continuous on E × E. Hence the stochastic cable equation (3.1) has an a.s.-unique mild solution such that sup t≥0 sup x∈A E(|V α (t , x)| 2 ) < ∞ for every compact set A ⊂ E. It follows easily from this discussion that
continuous in L 2 (P), and hence in probability as well.
Since x → V α (t , x) is continuous in probability, Doob's separability the-
is well-defined for all finite signed Borel measures µ on E. We will be particularly interested in the two examples, µ := δ a and µ := δ a − δ b for fixed a, b ∈ E. In those two cases,
, respectively. One can prove quite easily the following: For all finite signed Borel measures µ on E, Using the same methods as before, one shows that U (t , µ) is well defined if and only if µ ∈ M (E) satisfies (|µ| ,Ū α |µ|) < ∞. The following result shows that each V α (t , ·) is as smooth as U (t , ·). A much better result will be proved subsequently.
Lemma 3.2. For all t, α > 0 and µ ∈ M (E) such that (|µ| ,Ū α |µ|) < ∞,
Thus, {V α (t , x); x ∈ E} is as smooth as {U (t , x); x ∈ E} for every t, α > 0.
Proof. The first inequality follows from a direct computation. For the second bound we note that if 0 ≤ s ≤ t, then (1 − e −αs/2 ) 2 ≤ e αt/2 − 1 2 e −αs ≤ e α(t−s) . Therefore,
the second inequality of the lemma follows.
We propose to prove Proposition 3.3 which is a better version of Lemma 3.2. But first recall that laws of two real-valued random fields {A v } v∈Γ and {B v } v∈Γ are said to be mutually absolutely continuous if there exists an almost surely strictly-positive mean-one random variable D such that for every v 1 , . . . , v n ∈ Γ and Borel sets Σ 1 , . . . , Σ n ∈ R,
Proposition 3.3. Choose and fix T > 0 and a compact set A ⊂ E. Then, then for any α > 0, the law of the random field {V α (t , x)} t∈[0,T ],x∈A is mutually absolutely continuous with respect to the law of the random field
Proof. Throughout this proof define for all t ∈ [0 , T ],
Minkowski's inequality implies that for all integers k ≥ 0,
Because of (3.3), each V α (s , y) is a centered Gaussian random variable.
Therefore,
where Z is a standard-normal random variable. Thanks to (3.4),
where C α := C α (T , A) := T m(A) sup x∈Aūα (x , x). Consequently, for any positive integer l,
and this is finite if and only if α 2 C α /l 2 < 4. By continuity,ū 1 is bounded uniformly on A × A. Therefore, Lemma 2.2 tells us that there exist a large l such that α 2 C α /l 2 < 4. Hence for such an l, 
defines a mean-one martingale indexed by t ∈ [0 , T ]. Definė
Recall that P denotes the measure under which {Ẇ (t , x)} t∈[0,T ],x∈A is a white noise. The preceding and Girsanov's theorem together imply that 
A second application of Girsanov's theorem allows us to conclude that
,x∈A is a white noise under a certain probability measure P 2 which is mutually absolutely continuous with respect to P 1 .
In fact, the very same argument implies existence of a finite sequence of
,x∈A is a white noise under P n for 1 ≤ n ≤ l. We can now conclude thatẆ (l) (t , x) =Ẇ (t , x) − (α/2)V α (t , x) defines a white noise [indexed by t ∈ [0 , T ] and x ∈ A] under the measure P l , and that P l is mutually absolutely continuous with respect to P. The latter fact follows from the transitivity property of absolute continuity of measures; this is the property that asserts that whenever Q 1 and Q 2 are mutually absolutely continuous probability measures, and Q 2 and Q 3 are mutually absolutely continuous probability measures, then so are Q 1 and Q 3 .
The result follows from the strong existence of solutions to (1.1) and (3.1). indexed by µ ∈ L 2 (m) and t > 0. Elementary properties of the processes S α and V α show that they are independent mean-zero Gaussian processes.
Consider the Gaussian random field
Consider the Gaussian random field
direct computation shows that for all t > 0 and finite Borel measures µ and
In other words, the law of η α (t , ·) does not depend on t > 0, and
Thus, η α (t , ·) is precisely the associated Gaussian process that arises in Dynkin's isomorphism theorem [10, Chapter 8] .
It is easy to see that since the law of η α (t , ·) is independent of t > 0, η α (t , ·) is the [weak] steady-state solution to (3.1), in the sense that
this follows directly from the definition of S α .
Our next result implies that many of the local regularity properties of
Proposition 3.4. For every fixed t, α > 0, S α (t , ·) is smoother than V α (t , ·).
In fact, for all µ ∈ M (E) such that (|µ| ,Ū α |µ|) < ∞,
Proof. Suppose µ is a finite signed Borel measure on E with (|µ| ,Ū α |µ|) < ∞. Then, ∞ 0 e −αs P * s µ 2 ds = (µ ,Ū α µ) < ∞, and hence P * r µ is finite for almost all r > 0.
We first note the following:
But thanks to Lemma 2.1, we have
which together with (3.30) implies that
This is another way of stating the Proposition.
We mention, in passing, a nontrivial consequence of Proposition 3.4:
Consider the special case that µ := δ a − δ b for fixed a, b ∈ E. In that case,
from which it follows that P * s µ 2 =p s (a , a)+p s (b , b)−2p s (a , b). Therefore, time reversal and Proposition 3.4-specifically in the form given by (3.32)-together assert the following somewhat unusual inequality.
Corollary 3.5. Let S(α) denote an independent exponentially-distributed random variable with mean 1/α. Then, for all t, α > 0 and a, b ∈ E,
This appears to be novel even when X is linear Brownian motion.
Lévy processes
Next we study the special case that L is the generator of a Lévy process X on R. Recall that X is best understood via its characteristic exponent Ψ
[1]; we normalize that exponent as follows: E exp(iξX t ) = exp(−tΨ(ξ)).
Let m denote the Lebesgue measure on E := R; then X is in duality with −X under m, and the replica semigroup {P * t } t≥0 is the semigroup associated to the Lévy processX defined by (1.2).
We know from the general theory of Dalang [4] that (1.1) has a randomfield solution if and only if 
In particular,ū α is continuous on R×R. Finally, one checks that the domain ofL is precisely the collection of all f ∈ L 2 (m) such that Re Ψ·|f | 2 ∈ L 1 (R). Choose and fix some t > 0. According to Proposition 3.4, and thanks to the general theory of Gaussian processes, the process S α (t , ·) is at least as smooth as the process V α (t , ·); the latter solves the stochastic cable equation.
Next we prove that under a mild condition on Ψ, S α (t , ·) is in fact extremely smooth. Then, for each fixed t, α > 0, the process S α (t , ·) has a modification that is in C ∞ (R).
Proof. By Plancherel's theorem, if µ is a finite signed measure on R, then
where "ˆ" denotes the Fourier transform, normalized so that
But {P * s } s≥0 is a convolution semigroup in the present setting, and has Fourier multiplier exp(−sΨ(−ξ)). That is,
From this and the Tonelli theorem we deduce the following:
Recall [7] that the generalized nth derivative of S α (t , ·) is defined as the following random field:
for all rapidly-decreasing test functions φ on R. Here, φ (n) denotes the nth derivative of φ. Since the Fourier transform of φ (n) is i n ξ nφ (ξ), (4.7) implies that the following holds for all rapidly-decreasing test functions φ on R:
The growth condition on Re Ψ ensures that the integral is finite regardless of the value of n and t. Therefore, a density argument shows that Z (n) α (t , µ) can be defined as a L 2 (P)-continuous Gaussian random field indexed by all finite signed Borel measures µ on R, and
This estimate and the Kolmogorov continuity theorem together imply that
has a modification that is a bona fide continuous Gaussian process such that S (n)
. Apply this with µ replaced by a rapidly-decreasing test function φ and apply integration by parts to deduce that S α has a C ∞ modification.
It would be interesting to know when (4.1) implies (4.3). This turns out to be a perplexing problem, about which we next say a few words. The preceding remarks suggest that, quite frequently, (4.1) implies (4.3).
We do not know whether or not (4.1) always implies (4.3). But we are aware of some easy-to-check conditions that guarantee this property. Let us state two such conditions next. First, we recall the following two of the three well-known functions of Feller: Proof. In the case that X contains a nontrivial gaussian component, the Lévy-Khintchine formula [1, p. 13] implies that there exists σ > 0 such that Re Ψ(ξ) ≥ σ 2 ξ 2 for all ξ ∈ R. Therefore, the result holds in this case. Thus, let us consider the case where there is no gaussian component in X and (4.16) holds.
Because 1 − cos θ ≥ θ 2 /3 for θ ∈ (0 , 1), we may apply the Lévy-Khintchine formula to find the following well-known bound: For all ξ > 0,
Now we apply an averaging argument from harmonic analysis; define
By the Lévy-Khintchine formula,
where sinc θ := sin θ/θ, as usual. Because 1 − sinc θ ≤ min(θ 2 /2 , 1) for all θ > 0, it follows that for all ξ > 0, Because of this and symmetry we obtain (4.21), and hence the lemma. We conclude this paper by presenting an example. 
