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a b s t r a c t
The existence of block LU factorization without pivoting for complex symmetric block
tridiagonal matrices whose real and imaginary parts are positive definite and every
block has the same property is assured. Some properties of the factors of the block LU
factorization for this kind of matrices are presented. By the block representation of the
factorization, the growth factor proposed by Amodio and Mazzia [P. Amodio, F. Mazzia,
A new approach to the backward error analysis in the LU factorization algorithm, BIT 39
(1999) 385–402], sometimes, is less than or equal to 1. Based on the growth factor, an
error analysis is also considered and it shows that the factorization is stable under some
reasonable assumptions. Finally, a numerical experiment on a model problem is used to
verify our results.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Complex matrices arise naturally in many applications, for instance when boundary integral equations are discretized,
when Padé approximations to the exponential [1] are calculated, and when algebraic eigenvalue problems are considered
(see, for example, [2,3]), and are thus of a wide importance. Moreover, complex matrices that arise in calculation with Padé
approximations to the exponential are banded.
For complex matrices, generally speaking, they do not admit simple methods like LU without pivoting. Fortunately,
running an LU factorization without pivoting for totally nonnegative matrices, Hermitian positive definite matrices, and
matrices diagonally dominant by rows or columns is known to be safe. Higham [4] proposed complex symmetric matrices
whose real and imaginary parts were both positive definite, which also have this good property. In this case the Schur
complements produced in the course of Cholesky factorization inherited the original matrix structure, and in the process of
block LDLT factorization with the pivoting strategy of Bunch and Kaufman [5], no 2 × 2 pivots were chosen. References
relevant to algorithms for complex symmetric matrices include Béreux [6,7]. On the other hand, the Bunch–Kaufman
algorithmused by real symmetric indefinitematrices had been rejected for bandedmatrices because of the banded structure
of thematrices being destroyed (see, for example, [8]). Therefore, the Bunch–Kaufman algorithm should be refused for block
tridiagonal matrices.
In this paper, we first consider the existence of block LU factorization for the complex symmetric block tridiagonal
matrices whose real and imaginary parts are positive definite and whose every block also has positive definite real and
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imaginary parts. This class of complex symmetric block tridiagonal matrices arises in centered difference discretizations of
the R22-Padé approximations in the time integration of parabolic partial differential equations (see [9,10] for details). Then,
by the block representation of the block LU factorization, some properties of the factorization are proposed.
Traditionally, the growth factor was introduced in [11]. The growth factor is extremely important for controlling
numerical stability of theGaussian elimination algorithm.Numerical stability of theGaussian elimination algorithm requires
controlling the size of the ‘‘growth factor’’ ρ,
ρ =
max
i,j,k
|a˜(k)ij |
max
i,j
|a(0)ij |
, 0 ≤ k ≤ n− 1,
where A˜(k) = (a˜(k)ij ), a(0)ij = aij, and A˜(k) is one of the computed reduced matrices (see, e.g., [12]). It is well known that
backward stability is guaranteed if ρ is small. Moreover, in the standard backward error analysis of Wilkinson the growth
factor could be applied (see, for example, [13]). Upper and lower bounds for ρ have been given for certain class of matrices
in [14–21]. Specially, Higham matrices whose real and imaginary parts are symmetric and positive definite have a growth
factor bounded by 2 under the LU factorization. However, this is just a conjecture and a open problem (see, [4] for details).
Hence, George et al. [22] extended this result, that is, the proof of a weaker result that the growth factor ρ was less than 3 for
a Higham matrix was proposed, and gave the bound for the growth factor in Gaussian elimination for generalized Higham
matrices whose real and imaginary parts were Hermitian and positive definite.
To obtain a more accurate bound for the backward error analysis of the LU factorization and of the solution of the
associated triangular linear systems, another definition of growth factor ρn,
ρn =
max
j
‖S˜j‖∞
‖A‖∞ , 0 ≤ j ≤ n− 1,
has beenproposed in [23].Moreover, they also gaveupper bounds for growth factors for several kinds of special realmatrices,
such asHessenbergmatrices,matrices diagonally dominant by rows, andM-matrices. In this paper, the bound for the growth
factor, sometimes, is less than or equal to 1.
For real symmetric indefinite tridiagonal matrices, the numerical stability of block LDLT factorization with Bunch’s
pivoting strategy is guaranteed (see [24,25] for details). For Higham matrices, the stability of LU factorization is assured
(see, for example, [4]). However, backward error analysis of the factorization is omitted. In this paper, an error analysis of
the block LU factorization for the complex symmetric block tridiagonal matrix in (1) is presented. Moreover, by the growth
factor, a new backward error analysis is considered and it shows that under some suitable assumptions the factorization is
stable.
Unless otherwise stated, throughout, positive definite matrices mean symmetric positive definite matrices. A =
tridiag[c, a, b] = (aij)means the entries aij = 0 whenever |i − j| > 1. An unsubscripted norm denotes ‖A‖ := maxi,j |aij|,
where |aij| = |Re(aij)| + |Im(aij)| is less expensive to evaluate and less prone to overflow and underflow in floating point
arithmetic.
2. Block LU factorization
Consider the following complex symmetric block tridiagonal matrix
A =

A1 BT2
B2 A2 BT3
. . .
. . .
. . .
. . .
. . . BTs
Bs As
 = M + iN ∈ Cn×n, (1)
where s > 1, Ai, Bi+1 ∈ Ck×k (i = 1, 2, . . . , s) whose real and imaginary parts are positive definite, and M and N are
positive definite block tridiagonal matrices. All k satisfy 1 ≤ k < n and ks = n. It is obvious that this class of matrices is also
Higham matrices. However, Higham matrices are not always this class of matrices. Applying a block representation of the
LU factorization for general matrices gives a block representation of the block LU factorization for the complex symmetric
block tridiagonal matrix in (1). First of all, we need to prove the existence of the block LU factorization.
Theorem 2.1. Let A be a complex symmetric block tridiagonal matrix with positive definite real and imaginary parts, and let
every block have positive definite real and imaginary parts. Then A has a unique block LU without pivoting.
Proof. Applying expression (1), it follows that
Ai = Mii + iNii, Bi = Mi,i−1 + iNi,i−1.
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Consider the following linear systems
(Mij + iNij)(xij + iyij) = aij + ibij.
Then, we have
Mij −Nij
Nij Mij

xij
yij

=

aij
bij

.
It is obvious that the matrix is positive definite, that is, the matrices Ai and Bi are also positive definite and nonsingular. For
the 2× 2 block leading principal submatrix of A is also the 2k× 2k point leading principal submatrix of the original matrix.
By the definition of positive definite matrices, we obtain
det

M11 MT21
M21 M22

≥ 0, det

N11 NT21
N21 N22

≥ 0.
Therefore the 2×2 leading block principal submatrix is nonsingular. For a given i (1 ≤ i ≤ s), the i× i leading block principal
submatrix is nonsingular. Applying the fact that A has a unique block LU factorization when the s leading block principal
submatrices of A are nonsingular (see, for example, [26]), it follows that the complex symmetric block tridiagonal matrix A
in (1) has a unique LU factorization. 
Remark 1. From the above theorem, we know the following remarks.
(1) It is obvious that the block LU factorization without pivoting for the complex symmetric block tridiagonal matrix in (1)
is also safe.
(2) The above theorem can be proved similarly as Theorem 12.5 in [13].
Because of the existence of block LU factorization for complex symmetric block tridiagonal matrices whose real and
imaginary parts are positive definite and whose every block has the same property, applying the block representation of
LU for general matrices, we have the following block representation of block LU factorization for complex symmetric block
tridiagonal matrix in (1):
A1 BT2
B2 A2 BT3
. . .
. . .
. . .
. . .
. . . BTs
Bs As
 =

I1
B2A−11 I2
. . .
. . .
Is


I1
S1


A1 BT2
I2
. . .
. . .
Is

= L1D1U1. (2)
The second step of the factorization is applied to D1 in order to obtain a matrix D2 with a sub-block S2, then
D1 = L2D2U2. (3)
Applying expressions (2) and (3) recursively, we get
Di−1 = LiDiUi (4)
and
Si =

Ai+1 − BiU−1ii BTi BTi+1
Bi+1 Ai+2 BTi+2
. . .
. . .
. . .
. . .
. . . BTs
Bs As
 .
After s− 1 steps the block Ss−1 is k× k and the factorization ends, we obtain
A = L1L2 · · · Ls−1Ds−1Us−1 · · ·U2U1 = LU, (5)
where L =∏s−1i=1 Li and U = Ds−1∏s−1i=1 Us−i.
Herewe have a question, that is, whether Si, Li+1,i, Li,Uii,Ui, L andU can preserve the same property as that of the original
matrix or not? We first consider Si.
Theorem 2.2. Let A be the complex symmetric block tridiagonal matrix in (1). Then Si preserves the same property as that of the
original matrix A.
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Proof. For S1, applying Lemma 2.3 in [4], it follows that S1 is also a complexmatrix with positive definite real and imaginary
parts. The following proof is about the property on A2 − B2A−11 BT2 , and others entries are the same entries as those of the
original matrix. Then we just need to consider the property on its entry (1, 1). We first consider the inverse of the complex
matrix A1. Let A−11 = X + iY . It was shown in Ref. [27] that
X = (M11 + N11M−111 N11)−1, Y = −(N11 +M11N−111 M11)−1. (6)
On the other hand,
A2 − B2A−11 BT2 = (M22 + iN22)− (M21 + iN21)(X + iY )(MT21 + iNT21)
= [M22 − (M21X − N21Y )MT21 + (N21X +M21Y )NT21]
+ i[N22 − (M21X − N21Y )NT21 − (N21X +M21Y )MT21],
then,
Re(A2 − B2A−11 BT2) = M22 −

M21 N21
  X −Y
−Y −X

MT21
NT21

.
Combining with expression (6), we have
Re(A2 − B2A−11 BT2) = M22 −

M21 N21
 (M11 + N11M−111 N11)−1 (N11 +M11N−111 M11)−1
(N11 +M11N−111 M11)−1 −(M11 + N11M−111 N11)−1

MT21
NT21

= M22 −

M21 N21
 M11 N11
N11 −M11
−1 
MT21
NT21

. (7)
From representation (7), it follows that Re(A2 − B2A−11 BT2) can be regarded as the Schur complement of

M11 N11
N11 −M11

in the
following matrix
H :=
M11 N11 MT21N11 −M11 NT21
M21 N21 M22
 .
The following proof is similar to that of Lemma 2.3 in [4], that is, we have
inertia(Re(A2 − B2A−11 BT2)) = (k2, 0, 0),
where inertia(Re(A2 − B2A−11 BT2)) is a row vector that consists of the number of eigenvalues of Re(A2 − B2A−11 BT2), counting
multiplicities, with positive real, negative real and zero real part, respectively. Thus, Re(A2 − B2A−11 BT2) is positive definite,
as is Im(A2−B2A−11 BT2). Hence, S1 preserves the key property of the original matrix. For a given i, the positive definiteness of
Re(Ai− BiU−1i−1BTi ) and Im(Ai− BiU−1i−1BTi ) is proved similarly. Then Si is also a complex block tridiagonal matrix with positive
definite real and imaginary parts, and every block is a complex matrix with positive definite real and imaginary parts. 
The following theorem is to consider the property on Li and L. Whether Li can preserve the same property as the original
matrix A or not. The answer is negative. The counterexample is as follows:
H :=

2+ 2i 2+ 2i 1+ i
3+ 3i 1+ i 2+ 2i
2+ 2i 1+ i 3+ 3i 1+ i 1+ i
1+ i 2+ 2i 5+ i 1+ i 3+ 3i
1+ i 1+ i 5+ 5i
1+ i 3+ 3i 7+ 7i
 .
It is conspicuous that every submatrix block of the 3×3 block tridiagonal matrix is positive definite. However, applying the
block LU factorization in this paper, we have
Re(B2A−11 ) =

1 1/3
1/2 2/3

,
which is non-symmetric, thus, it is not positive definite. From the above counterexample, it follows that the factors
Li (1 ≤ i ≤ s − 1) and L cannot preserve the same property as A. The diagonal blocks of Li and L are Ii, that is, their
imaginary parts are zero. Fortunately, if some conditions are satisfied, then Li+1,i (1 ≤ i ≤ s − 1) are the matrices with
positive definite real and imaginary parts. The following theorem is key.
Theorem 2.3. Let A be the complex symmetric block tridiagonal matrix in (1), and Uii = BTi+1. Then Li+1,i for all 1 ≤ i ≤ s − 1
are complex matrices with positive definite real and imaginary parts.
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Proof. The proof is essentially inductive. For L21, B2A−11 , by the proof of Theorem 2.2, it follows that
A−11 = (M11 + N11M−111 N11)−1 − i(N11 +M11N−111 M11)−1.
Then
B2A−11 = (M21 + iN21)[(M11 + N11M−111 N11)−1 − i(N11 +M11N−111 M11)−1]
= [M21(M11 + N11M−111 N11)−1 + N21(N11 +M11N−111 M11)−1]
+ i[N21(M11 + N11M−111 N11)−1 −M21(N11 +M11N−111 M11)−1].
Thus,
Re(B2A−11 ) = M21(M11 + N11M−111 N11)−1 + N21(N11 +M11N−111 M11)−1
= M21 N21 M211(I +M−111 N11M−111 N11) 00 N211(I + N−111 M11N−111 M11)
−1 
M11
N11

= MT11 NT11 M211(I +M−111 N11M−111 N11) 00 N211(I + N−111 M11N−111 M11)
−1 
M11
N11

. (8)
From expression (8), applying the result of [28], we have
inertia(Re(B2A−11 )) = (k1, 0, 0).
Moreover, Im(B2A−11 ) is proved similarly. Thus, B2A
−1
1 is a complex matrix with positive definite real and imaginary parts.
For a given i, it follows that BiU−1i−1,i−1 is also a complex matrix with positive definite real and imaginary parts. 
For the factors Uii (1 ≤ i ≤ s− 1) and U , we have the following theorem.
Theorem 2.4. Let A be a complex block tridiagonal matrix with positive definite real and imaginary parts, and let every block
have positive definite real and imaginary parts. Then the factors Uii (1 ≤ i ≤ s−1) are complex symmetric matrices with positive
definite real and imaginary parts, and U is a block bidiagonal matrix whose every block is also a complex matrix with positive
definite real and imaginary parts.
Proof. By Theorem 2.2, Uii and the diagonal blocks of Ui are complex matrices with positive definite real and imaginary
parts. Moreover, the off-diagonal blocks Ui,i+1 are unaltered, that is, they are still complex matrices with positive definite
real and imaginary parts. Therefore, every block ofU is also a complexmatrixwith positive definite real and imaginary parts.
The proof is completed. 
It is a pity that Li+1,i,Uii and U no longer have the same structure as that of the original matrix in (1). Moreover, since U
is not symmetric, it is not a complex matrix with positive definite real and imaginary parts.
3. Bound for the growth factor
Unless otherwise mentioned, to avoid the bound incurring unit roundoff, two formulas of growth factors are as follows:
ρ =
max
i,j,k
|a(k)ij |
|a(0)ij |
, ρn =
max
i
‖Si‖∞
‖A‖∞ .
In this section the bound for the growth factor ρn presented in [23] is presented. We first recall the following lemma.
Lemma 3.1 ([4]). The growth factor for a complex symmetric positive definite matrix A ∈ C satisfies ρ < 2 and this bound is the
best possible.
Lemma 3.2. Let A be the complex symmetric block tridiagonal matrix in (1). Then
|aij| ≤ (|aii| |ajj|) 12 , ‖A‖∞ ≤ n(|app| |akk|) 12 ,
where |akk| = maxj |ajj| and the sum of the pth row is maximum.
Proof. By the assumption, it follows that
|aij| = |Re(aij)| + |Im(aij)|
≤ (|Re(aii)| |Re(ajj)|) 12 + (|Im(aii)| |Im(ajj)|) 12
≤ (|aii| |ajj|) 12 .
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Hence, assume that the sum of the pth row is maximum, then
‖A‖∞ = |ap1| + · · · + |apn|
≤ |app| 12

|a11| 12 + · · · + |ann| 12

≤ n(|app| |akk|) 12 ,
where
|akk| = max
j
|ajj|. 
To obtain the growth factor, based on the structure of Si, we need to consider it from the following two cases:
(1) The first case is that the maximum row sum appears in some row of the first submatrix of Si.
(2) The second case is that the maximum row sum appears in some row of the other submatrices of Si.
We have the following theorem.
Theorem 3.3. Let A be the complex block tridiagonal matrix in (1). Then the growth factor satisfies ρn < 2 in the first case or
ρn ≤ 1 in the second case.
Proof. For ‖Si‖∞, we need to consider the following two cases. The first case is that themaximum row sum appears in some
row of the first submatrix of Si. From Theorem 2.4, Re(Ai+1−Bi+1U−1ii BTi+1) and Im(Ai+1−Bi+1U−1ii BTi+1) are positive definite.
By Lemmas 3.1 and 3.2, we have
|(Ai+1 − Bi+1U−1ii BTi+1)lm| < 2maxl,m |(Ai+1)lm|.
Thus,
‖Si‖∞ < max
l,m

2
ki+1+ki+2−
m=ki+1
|(Ai+1)lm| +
ki+2+ki+3−
m=ki+2
|(BTi+2)lm|

< 2max
l,m

ki+ki+1−
m=ki
|(Bi+1)lm| +
ki+1+ki+2−
m=ki+1
|(Ai+1)lm| +
ki+2+ki+3−
m=ki+2
|(BTi+2)lm|

.
Applying the definition of the growth factor gives
ρn =
max
i
‖Si‖∞
‖A‖∞ < 2.
The second case is that the maximum row sum appears in some row of the other submatrices of Si, their entries being the
same as in the original matrix by the form of Si. Then
max
i
‖Si‖∞ ≤ ‖A‖∞,
that is,
ρn ≤ 1. 
Note that at the last step of the factorization this case can be attributed to the first case.
By Theorem 3.3, it follows that the bound for the growth factor presented in [23], sometimes, is less than or equal to
1, which is different from that of the growth factor proposed in [11] for complex symmetric positive definite matrices.
Therefore, from Theorem 3.3, the block LU factorization for the complex symmetric block tridiagonal matrix in (1) should
be stable.
4. Error analysis
Throughout, we use the ‘‘standard model’’ of floating-point arithmetic in which the evaluation of an expression in
floating-point arithmetic is denoted by fl(·), with
fl(a o b) = (a o b)(1+ δ), |δ| ≤ u, o = +,−, ∗, /
(see [13] for details). Here u is the unit roundoff associated with the particular machine being used. Note that for ‖.‖, with
A and B dimensioned as the following assumption (∗),
‖AB‖ ≤ n‖A‖ ‖B‖
is the best such inequality. It is well known that this norm is not consistent, but for sparse matrices it is a simple and proper
choice.
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The use of BLAS3 based on fast matrix multiplication techniques affects the stability only insofar as it increases the
constant terms in the normwise backward errors bounds [29]. We make the following assumption about the underlying
level-3 BLAS (matrix–matrix operations).
(∗) If A ∈ Cm×n and B ∈ Cn×p then the computed approximation Cˆ to C = AB satisfies
Cˆ = AB+1C, ‖1C‖ ≤ c1(m, n, p)u‖A‖ ‖B‖ + O(u2),
where c1(m, n, p) denotes a constant depending onm, n, and p.
In this sectionwe present a backward error analysis of the block LU factorization for the complex block tridiagonalmatrix
A in (1). Furthermore, by the results on the growth factor as above, a new backward error is considered.
Theorem 4.1. Let the complex block tridiagonal matrix A in (1) have the block LU factorization. Under assumption (∗), then
tridiag[B+1B, A′ +1A′, BT +1BT ] = LˆUˆ,
‖1BT‖ = ‖1B‖ ≤ 2c ′uBmax + O(u2), ‖1A′‖ ≤ 2c ′′Umaxu+ O(u2),
where
Bmax = max
i
{|Re(Bi)|, |Im(Bi)|} ,
Umax = max
i
{|Re(UiUi−1)|, |Im(UiUi−1)|} ,
c ′ = max
i
{c1(k, k, k)kκ(Ui−1)} ,
c ′′ = max
i
{1+ (c1(k, k, k)+ k)kκ(Ui−1)} .
Proof. To save clutter we will omit ‘‘+O(u2)’’. By the computed quantities, we have
Uˆi = Ui + O(u), Uˆ−1i = U−1i + O(u). (9)
Rewriting expression (9) and taking norm on the both sides, it follows that
‖Uˆi‖ ≤ ‖Ui‖ + O(u), ‖Uˆ−1i ‖ ≤ ‖U−1i ‖ + O(u). (10)
By the representation of the block LU factorization, we have
Lˆi,i−1 = BiUˆ−1i−1,i−1 +1Lˆi,i−1, ‖1Lˆi,i−1‖ ≤ c1(k, k, k)u‖Bi‖ ‖Uˆ−1i−1,i−1‖. (11)
Then
Lˆi,i−1Uˆi−1,i−1 = Bi +1Lˆi,i−1Uˆi−1,i−1
= Bi +1Bi. (12)
Since
‖Uˆii‖ ≤ ‖Uˆi‖, ‖Uˆ−1ii ‖ ≤ ‖Uˆ−1i ‖, (13)
from expressions (10)–(13), then
‖1Bi‖ ≤ c1(k, k, k)kκ(Ui−1)u‖Bi‖.
Thus,
‖1B‖ ≤ 2c ′uBmax,
where
c ′ = max
i
{c1(k, k, k)kκ(Ui−1)} , Bmax = max
i
{|Re(Bi)|, |Im(Bi)|} .
Now
Ai +1Ai = Uˆii + Lˆi,i−1BTi . (14)
Let the computed approximation Fˆ satisfy
Fˆ = Lˆi,i−1BTi +1F ,
‖1F‖ ≤ c1(k, k, k)u‖Lˆi,i−1‖ ‖BTi ‖.
(15)
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Then
Ai + G = Uˆii + Fˆ ,
‖G‖ ≤ u(‖Uˆii‖ + ‖Fˆ‖)
≤ u(‖Uˆii‖ + k‖Lˆi,i−1‖ ‖BTi ‖).
(16)
From expressions (10), (14)–(16), we have
Ai = Uˆii + Lˆi,i−1BTi +1F − G,
‖1Ai‖ ≤ ‖1F‖ + ‖G‖
≤ c1(k, k, k)u‖Lˆi,i−1‖ ‖BTi ‖ + u(‖Uˆii‖ + k‖Lˆi,i−1‖ ‖BTi ‖)
≤ u

‖Uˆii‖ + (c1(k, k, k)+ k)k‖Bi‖ ‖Uˆ−1i−1,i−1‖ ‖BTi ‖

≤ u
[
‖Ui‖ + (c1(k, k, k)+ k)k‖Bi‖ ‖BTi ‖ ‖U−1i−1‖
]
≤ (‖Ui‖ + (c1(k, k, k)+ k)kκ(Ui−1)‖Bi‖)u
≤ (1+ (c1(k, k, k)+ k)kκ(Ui−1))‖UiUi−1‖u
≤ 2(1+ (c1(k, k, k)+ k)kκ(Ui−1))Ui,i−1u,
where
‖Bi‖ = ‖BTi ‖ ≤ ‖Ui−1‖,
Ui,i−1 = max {|Re(UiUi−1)|, |Im(UiUi−1)|} .
Thus,
‖1A′‖ ≤ 2c ′′Umaxu,
where
c ′′ = max
i
{1+ (c1(k, k, k)+ k)kκ(Ui−1)} , Umax = max
i

Ui,i−1

. 
Remark 2. From Theorem 4.1 we have the following results.
(1) By the block LU factorization for the complex symmetric block tridiagonal matrix in (1), it follows that
‖1BT‖ = 0, ‖1B‖ ≤ 2c ′uBmax + O(u2).
Then we cannot guarantee that
(A+1A)T = A+1A,
that is, the block LU for this kind matrices cannot exist.
(2) If we make
‖1BT‖ = ‖1B‖ = 0
hold, even though the block LU can exist, it will be a bad influence on the bound for ‖1A′‖.
By Remark 2, it follows that
‖1BT‖ = ‖1B‖ ≤ 2c ′uBmax + O(u2).
On the other hand, combining the growth factor with the backward error, we can obtain the following backward error.
Corollary 4.2. Let the complex block tridiagonal matrix A in (1) have the block LU factorization. Under assumption (∗), then
A+1A = LˆUˆ, ‖1A‖ ≤ αu‖A‖∞,
where α = max c ′, c ′′ρn.
Proof. By Theorem 4.1, we have
‖1A′‖ ≤ c ′′U ′max,
where c ′′ is described as mentioned above and U ′max = maxi {‖Ui‖, ‖Ui−1‖}. Applying the form of Si and Ui+1, it follows that
‖Ui+1‖ ≤ ‖Si‖∞.
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Thus,
‖1A′‖ ≤ c ′′ρnu‖A′‖∞.
Therefore,
‖1A‖ ≤ αu‖A‖∞,
where α = max c ′, c ′′ρn. 
Applying the result on the growth factor as above mentioned, it also follows that
‖1A‖ ≤ βu‖A‖∞,
where β = max c ′, 2c ′′. It has shown that the block LU factorization for the complex symmetric block tridiagonal matrix
in (1) is stable if α or β is not too large.
5. Numerical experiment
In this section we illustrate our results on the block LU factorization for this class of complex symmetric matrices.
The test is performed on a Lenovo PC, with 1 Gb memory and a 3 GHz Pentium(R) D CPU. We consider that a complex
symmetricmatrix originates from centered difference discretizations of the R22-Padé approximations in the time integration
of parabolic partial differential equations. The R22-Padé approximations satisfy the operator equation
I + 1
2
τL+ 1
12
τ 2L2

u = − iτ
2
24
φ,
which can be rewritten in factorized form as the following fourth-order partial differential equation
L+ 3+
√
3
τ
I

+ i

L+ 3−
√
3
τ
I

L+ 3−
√
3
τ
I

+ i

L+ 3+
√
3
τ
I

u = φ,
where τ is the time step-size and L = −1 with homogeneous Dirichlet boundary conditions is the negative Laplacian
operator. We reduce the linear operator equation to two second-order equations of the forms
L+ 3+
√
3
τ
I

+ i

L+ 3−
√
3
τ
I

µ = φ
and 
L+ 3−
√
3
τ
I

+ i

L+ 3+
√
3
τ
I

u = µ. (17)
Taking the time step-size τ to be the mesh-size h = 1k+1 , the complex symmetric linear system Ax = b arises in the
discretized form of the partial differential equation (17), where A is a complex symmetric matrix of the form
A =

T + 3+
√
3
τ
I

+ i

T + 3−
√
3
τ
I

, (18)
T ∈ Rn×n is the five-point centered difference matrix approximating the negative Laplacian operator, on a uniformmesh in
[0, 1] × [0, 1]with the mesh-size h, and b is a vector with its jth entry bj being presented by
bj = (1− i)jh(j+ 1)2 , j = 1, 2, . . . , n.
The matrix T is composed of
T = I ⊗ Xk + Xk ⊗ I,
where the form of T is tensor-product, Xk = h−2tridiag(−1, 2,−1) ∈ Rk×k and k2 = n (see [9,10] for details). Therefore, T is
a block tridiagonal matrix. Moreover, real and imaginary parts of both A and every block of A are positive definite. Running
the block LU factorization for A in (18), we obtain backward errors and growth factors. See Table 1 for details.
From Table 1, we find that backward errors of the block LU factorization for the matrix A in (18) are reasonable and
growth factors are always less than 1. Therefore the block LU factorization for this class of complex symmetric matrices
should be stable.
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Table 1
Backward errors and growth factors of the block LU factorization.
Size ‖A− LˆUˆ‖∞ ρn (≤)
100× 100 1.8111e−013 0.8792
400× 400 1.0769e−012 0.8809
900× 900 3.8206e−012 0.8838
1600× 1600 5.5609e−012 0.8859
2500× 2500 1.0762e−011 0.8876
3600× 3600 1.7271e−011 0.8889
6. Conclusions
For complex matrices, generally speaking, they do not admit simple methods like LU without pivoting. However,
computing an LU factorization without pivoting for totally nonnegative matrices, Hermitian positive definite matrices,
matrices diagonally dominant by rows or columns, andHighammatrices is known to be safe. In this paperwe first considered
the existence of the block LU factorization for the complex symmetric block tridiagonal matrix A in (1), which the block LU
factorizationwithout pivoting for this class ofmatrices was also safe. Then some properties of the factors of the factorization
were presented. For the factors Si (1 ≤ i ≤ s − 1), it preserved the same property as the original matrix. It was obvious
that the factors Li,i+1,Uii and U were not block tridiagonal matrices. Fortunately, Li,i+1 and Uii had both positive definite
real and imaginary parts, and every block of U was a complex matrix whose real and imaginary parts were both positive
definite. Then the bound for the growth factor presented in [23] was obtained. Moreover, applying the block representation
of the block LU factorization and the definition of the growth factor, the bound for the growth factor, sometimes, was less
than that of the general growth factor. We also performed an error analysis of the block LU factorization and it showed that
the factorization was stable when the parameter α or β was not too large. Finally, our results have been verified by the
numerical experiment that we have conducted.
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