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1 Preface
This thesis consists of four papers produced in the course of the last four years. The purpose
of this introduction is to show the connection between the papers and brieﬂy explain the
contents without using much technical detail. The papers are presented chronologically with
respect to when they were ﬁnished.
To put it simple, this thesis deals with the regularization eﬀect of noise on diﬀerential
equations with ’bad’ coeﬃcients.
The discovery of diﬀerential equations is arguably the most revolutionary moment in the
history of mathematics. A very general, ﬁrst order Ordinary Diﬀerential Equation (ODE)
can be written
dXt
dt
= b(Xt), X0 = x (1.1)
where b is a given function and we are searching for a diﬀerentiable function, t → Xt satisfying
the above relation. The most widespread assumption on b one uses to study ODE’s is the
Lipschitz-continuity, namely
|b(x)− b(y)| ≤ L|x− y|
where L is a given constant. Under this assumption it is well known that there exists a unique
solution to the equation (1.1). If the Lipschitz condition is not satisﬁed, existence and/or
uniqueness may be violated in (1.1). Consider for example b(t) = 2sign(t)
√
|t| and x = 0. It
is then easy to verify that Xt = 0 for all t is a solution. Furthermore X
±
t = ±t2 also solves
the problem. In general, proving existence of a solution to (1.1) is also a challenging problem.
It is an interesting fact that adding noise to the equation has a regularizing eﬀect. Namely,
if once replaces (1.1) with its corresponding Stochastic Diﬀerential Equation (SDE)
dXt = b(Xt)dt + dBt, X0 = x (1.2)
where B = (Bt)t≥0 is a Brownian motion, existence and uniqueness holds (in the stochastic
sense) as long as b is bounded and measurable. This means that we can allow for discontinuous
coeﬃcients, which clearly violates the Lipschitz condition.
This result was ﬁrst discovered by Zvonkin in [52] for the one-dimensional case and later
generalized by Veretennikov in [49] to multiple dimensions. Both of these proofs utilizes
the Yamada-Watanabe theorem, i.e. they show that there is strong uniqueness in (1.2) in
connection with weak existence which gives the result.
This thesis tries to reach further than existence and uniqueness in the sense of regularity.
Indeed, using a diﬀerent technique, not relying on the Yamada-Watanabe theorem, we have
studied the Malliavin diﬀerentiability and the stochastic ﬂow of (1.2) when b is bounded and
measurable. This is quite counter intuitive, as the common trend in the study of diﬀerential
equations and dynamical systems is that the solutions ’inherits’ the regularity from the driving
coeﬃcients. It is important to remark that this technique proves existence and uniqueness
as well, i.e. it ’stands alone’ in the sense that it does not rely on the results by Zvonkin or
Veretennikov. This gives us reason to believe that the method presented in this thesis is in
some sense more closely linked to the true nature of these equations.
In more detail, the content of the thesis is as follows:
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Chapter 2
In this chapter we present the mentioned new method for proving existence and uniqueness
of a solution to (1.2) when b is just bounded and measurable. As a by-product we get that
the solution is Malliavin diﬀerentiable.
More precisely, we approximate a given function b by a sequence of smooth functions
{bn}, uniformly bounded in L∞. It is then well known that the corresponding solution,
Xn = (Xnt )t≥0 to (1.2) is Malliavin diﬀerentiable and its Malliavin derivative satisﬁes
DsX
n
t = Id×d +
∫ t
s
b′n(u,X
n
u )DsX
n
udu (1.3)
which can be regarded as linear ODE with a random coeﬃcient. We then use Picard iteration
to write
DsX
n
t = Id×d +
∑
k≥1
∫
s<u1<...uk<t
b′n(u1, Xu1) . . . b
′
n(uk, Xuk)du1 . . . duk.
The trick is then to ﬁnd a bound on DsX
n
t which does not depend on the size of b
′
n, but
rather ‖bn‖L∞ . Using a compactness criterion in [6] one can show convergence of {Xnt } in
the strong topology of L2(Ω). Then, using an explicit representation formula for the solution
developed in [3] we can show that Xnt is converging to a process X = (Xt)t≥0 which solves
(1.2). Since the norm of DsX
n
t is uniformly bounded, this is enough to guarantee Malliavin
diﬀerentiability of Xt.
Chapter 3
In this chapter we consider the same equation (1.2) with a bounded and measurable b,
but to emphasize its dependence on the initial condition, x, we write Xxt . In this chapter we
show that the mapping x → Xxt is weakly diﬀerentiable.
Using the same approximation of b by {bn}n≥1, we note that the corresponding solution
Xn,xt is diﬀerentiable in x and that the derivative satisﬁes
∂
∂x
Xn,xt = Id×d +
∫ t
0
b′n(u,X
n
u )
∂
∂x
Xn,xu du (1.4)
which is the same equation as (1.3) when s = 0.
Similarly as in Chapter 2 we ﬁnd a bound of the norm of ∂∂xX
n,x
t depending only on
‖bn‖L∞ . Using weak compactness in connection with the strong compactness from Chapter
2 we can conclude that the mapping x → Xxt is weakly diﬀerentiable, almost surely.
This fact is applied to study the Stochastic Transport Equation,
∂tu(t, x) + b(t, x)∂xu(t, x) + ∂xu(t, x) ◦ dBt = 0 (1.5)
u(0, x) = u0(x).
Notice that, since b is not diﬀerentiable, the usual trick of integrating against a test-
function and using integration by parts does not make sense for the product b(t, x)∂xu(t, x).
This chapter shows, however, that the solution is weakly diﬀerentiable so that one does not
need to use integration by parts on this term, and this leads to a meaningful deﬁnition of
a weak solution even for discontinuous b. Indeed, the solution to (1.5) is given by u(t, x) =
u0(φ
−1
t (x)) where φt(x) is the ﬂow map associated with (1.2). This relation is easily checked
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by using the usual method of characteristic for (1.5) in connection with the Itoˆ-Ventzell
formula.
Chapter 4
This chapter deals with the special case of one-dimensional equation and autonomous
b. However, it opens up for the study of an unbounded coeﬃcient, where existence and
uniqueness is not covered by Zvonking or Veretennikov.
More precisely, we consider a sub-linear coeﬃcient, |b(x)| ≤ C(1 + |x|), which is enough
to guarantee weak existence of a solution which does not have a ﬁnite blow-up time, see [2].
The advantage of one-dimension lies in the fact that in this case (1.3) can be solved
explicitly by
DsX
n,x
t = exp{
∫ t
s
b′n(X
n,x
u )du}.
The trick is this time is to use Itoˆ’s formula to get rid of the derivative of bn. Namely, let
b˜n be an anti-derivative of bn and use Itoˆ’s formula to write
b˜n(X
n,x
t ) = b˜n(X
n,x
s ) +
∫ t
s
bn(X
n,x
u )dX
n,x
u +
1
2
∫ t
s
b′n(X
n,x
u )du.
We can then ﬁnd an explicit formula for the spatial derivative of the ﬂow of (1.2), which
does not use the derivative of the coeﬃcient but rather a local time integral:
∂
∂x
Xxt = exp{−
∫
R
b(y)dLyt (X
x
· )}.
Using this representation it follows in a straightforward (but technical) application of
Kolmogorov’s continuity lemma that we get a continuous derivative of x → Xxt when b is a
step function.
Chapter 5
In the ﬁnal chapter we consider a Hilbert-space valued SDE,
dXt = (AXt + B(t,Xt))dt +
√
QdWt, X0 = x ∈ H (1.6)
where the coeﬃcient B is Ho¨lder continuous, i.e.
|B(t, x)−B(t, y)| ≤ C|x− y|α
for some α ∈ (0, 1). Here, A is a linear (discontinuous) operator, W is a cylindrical Brownian
motion on H and Q a non-negative selfadjoint bounded operator on H. We show existence
and uniqueness of a solution to this equation which is Malliavin diﬀerentiable. Notice that
the assumption of Ho¨lder continuity is substantially weaker than Lipschitz continuity.
The proof of this assertion combines the method introduced in Chapter 2 with estimates
on the solution of the following inﬁnite-dimensional PDE for every n ∈ N
∂Un
∂t
+
1
2
Tr
(
D2UnQ
)
+ 〈Ax,DUn〉+ 〈B,DUn〉 =Bn (1.7)
Un(T, x) =0
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where Bn is the n-th component of B. The presense of D
2 has a regularizing eﬀect in
the sense that if B is Ho¨lder continuous, the solution to (1.7) is twice diﬀerentiable. Letting
U(t, x) =
∑
n∈N Un(t, x)en we can apply Itoˆ’s formula to U and get
dU(t,Xt) = B(t,Xt)dt + DU(t,Xt)
√
QdWt.
Then we can rewrite (1.6) as
Xt = e
tA(x− U(0, x)) + U(t,Xt) +
∫ t
0
Ae(t−s)AU(s,Xs)ds
+
∫ t
0
e(t−s)AQ1/2dWs −
∫ t
0
e(t−s)ADU(s,Xs)Q
1/2dWs.
In this new formulation all the right hand side terms have good regularity properties.
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2 A Variational Approach to the construction and Malliavin
Diﬀerentiability of Strong solutions of SDE’s
Olivier Menoukeu-Pamen, Thilo Meyer-Bandis, Torstein Nilssen,
Frank Proske and Tusheng Zang
Published in Mathematische Annalen,
Vol. 357, Issue 2, pp 761-799, 2013
Abstract
In this article we develop a new approach to construct solutions of stochastic equa-
tions with merely measurable drift coeﬃcients. We aim at demonstrating the principles
of our technique by analyzing strong solutions of stochastic diﬀerential equations driven
by Brownian motion. An important and rather surprising consequence of our method
which is based on Malliavin calculus is that the solutions derived by A. Y. Veretennikov
[49] for Brownian motion with bounded and measurable drift in Rd are Malliavin diﬀeren-
tiable. Further, a strength of our approach, which doesn’t rely on a pathwise uniqueness
argument, is that it can be transferred and applied to the analysis of various other types
of stochastic equations: We prove Sobolev diﬀerentiability of stochastic diﬀerential equa-
tions in their initial conditions. The latter result is used to derive a Bismut-Elworthy-Li
formula [10] for spatial derivatives of solutions to the Kolmogorov equation under weak
conditions on the drift coeﬃcient. Another application of our technique is the construction
of unique solutions of the stochastic transport equation with irregular drift coeﬃcients.
Moreover, it is conceivable that our approach is also applicable to the construction of
solutions of stochastic evolution equations on Hilbert spaces.
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2.1 Introduction
In this paper we are mainly interested to study the following stochastic diﬀerential equation
(SDE) given by
dXt = b(t,Xt)dt + dBt, 0 ≤ t ≤ T, X0 = x ∈ Rd, (2.1)
where the drift coeﬃcient b : [0, T ] × Rd −→ Rd is a Borel measurable function and Bt is
a d−dimensional Brownian motion on a probability space (Ω,F , π). We denote by Ft the
augmented ﬁltration generated by Bt.
If b in (2.1) is of linear growth and (globally) fulﬁlls a Lipschitz condition it is well known
that there exists a unique global strong solution to the SDE (2.1). More precisely, there exists
a continuous Ft−adapted process Xt solving (2.1) such that
E
[∫ T
0
X2t dt
]
< ∞.
Important applications, however, of SDE’s of the type (2.1) to physics or stochastic control
theory show that Lipschitz continuity imposed on the drift coeﬃcient b is a rather severe
restriction. For example, in statistical mechanics, where one is interested in solutions of (2.1)
as functionals of the driving noise (i.e. strong solutions) to model interacting inﬁnite particle
systems, the drift b is typically discontinuous or singular. See e.g. [21] and the references
therein.
Strong solutions of SDE’s with non-Lipschitz coeﬃcients have been investigated by many
authors in the past decades. To begin with we mention the work of Zvonkin [52], where the
author obtains unique strong solutions of (2.1) in the one-dimensional case, when b is merely
bounded and measurable. The latter result can be regarded as a milestone in the theory of
SDE’s. Subsequently, this result was generalized by Veretennikov [49] to the multidimensional
case. The tools used by these authors to derive strong solutions are based on estimates of
solutions of parabolic partial diﬀerential equations and a pathwise uniqueness argument.
Other important and more recent results in this direction based on a pathwise uniqueness
argument (in connection with other techniques due to Portenko [36] or the Skorohod embed-
ding) can be e.g. found in Krylov, Ro¨ckner [21], Gyo¨ngy, Krylov [16] or Gyo¨ngy, Mart´ınez
[17]. We also refer to [11], where the authors employ a modiﬁed version of Gronwall’s Lemma.
In this context we shall also point out the paper of Davie [7], who even establishes unique-
ness of strong solutions of (2.1) for almost all Brownian paths in the case of bounded and
measurable drift coeﬃcients.
In this paper we further develop the new approach devised in [31] to construct strong
solutions of SDE’s with irregular drift coeﬃcients which additionally yields the important
insight that these solutions are Malliavin diﬀerentiable. See also [29] and [38]. More precisely,
we derive the results in [31] without assuming a certain symmetry condition [31, Deﬁnition 3]
on the drift b in (2.1), which severely restricts the class of SDE’s to be studied. In particular,
one of our main results is the extension of [31, Theorem 4] on the Malliavin diﬀerentiability
of solutions of (2.1) for merely bounded Borel functions b from the one-dimensional to the
multidimensional case.
Our approach is mainly based on Malliavin calculus. To be more precise, our technique
relies on a compactness criterion based on Malliavin calculus and an approximation argument
for certain generalized processes in the Hida distribution space which we directly verify to be
strong solutions of (2.1). We remark that our construction method is diﬀerent from the above
mentioned authors’ ones. The technique proposed in this paper is not based on a pathwise
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uniqueness argument (or the Yamada-Watanabe theorem). In fact we tackle the construction
problem from the ”opposite” direction and prove that strong existence in connection with
uniqueness in law of solutions of SDE’s enforces strong uniqueness.
The additional information that strong solutions of SDE’s with merely measurable drift
coeﬃcients are Malliavin diﬀerentiable has important and interesting implications. Further,
one major strength of our approach is that it exhibits great ﬂexibility to be applied and gener-
alized to the analysis of various important aspects of solutions of a broader range of stochastic
equations with irregular coeﬃcients besides ﬁnite dimensional SDE’s. In the last section of
this paper we illustrate this by ﬁrst showing how our techniques imply Sobolev diﬀerentia-
bility of the strong solution Xt of SDE (2.1) in the initial condition x. Together with the
Malliavin diﬀerentiability of Xt this is then used to derive a useful stochastic representation
of spatial derivatives of solutions to the Kolmogorov equation - known as Bismut-Elworthy-
Li formula - which does not involve derivatives of the initial condition of the Kolmogorov
equation. Secondly, we present the applicability of our techniques and results to the problem
of well-posedness of stochastic transport equations with singular coeﬃcients (see also [32]).
The paper is organized as follows: In Section 2.2 we recall basic concepts of Malliavin
calculus and Gaussian white noise theory. Section 2.3 is devoted to the study of the SDE
(2.1). The main results of the paper are Theorem 2.3, Lemma 2.5, Corollary 2.6, and Theorem
2.17. Section 2.4 concludes by considering the above mentioned applications of techniques
and results of the previous sections.
2.2 Framework
In this section we recall some facts from Gaussian white noise analysis and Malliavin calculus,
which we aim at employing in Section 2.3 to construct strong solutions of SDE’s. See [8, 35, 23]
for more information on white noise theory. As for Malliavin calculus the reader is referred
to [34, 25, 26, 8].
2.2.1 Basic Facts of Gaussian White Noise Theory
A building block of our proof for the constuction of strong solutions (see Section 2.3) is based
on a generalized stochastic process in the Hida distribution space which we verify to be a
SDE solution. In the following, we shall give the deﬁnition of this space which goes back to
T. Hida (see [8]).
From now on we ﬁx a time horizon 0 < T <∞. Consider a (positive) self-adjoint operator
A on L2([0, T ]) with Spec(A) > 1. Let us require that A−r is of Hilbert-Schmidt type for
some r > 0. Denote by {ej}j≥0 a complete orthonormal basis of L2([0, T ]) in Dom(A) and
let λj > 0, j ≥ 0 be the eigenvalues of A such that
1 < λ0 ≤ λ1 ≤ ... −→∞.
Let us assume that each basis element ej is a continuous function on [0, T ]. Further let
Oλ, λ ∈ Γ, be an open covering of [0, T ] such that
sup
j≥0
λ
−α(λ)
j sup
t∈Oλ
|ej(t)| <∞
for α(λ) ≥ 0.
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In what follows let S([0, T ]) denote the standard countably Hilbertian space constructed
from (L2([0, T ]), A). See [35]. Then S([0, T ]) is a nuclear subspace of L2([0, T ]). We denote by
S ′([0, T ]) the corresponding conuclear space, that is the topological dual of S([0, T ]). Then
the Bochner-Minlos theorem provides the existence of a unique probability measure π on
B(S ′([0, T ])) (Borel σ−algebra of S ′([0, T ])) such that∫
S′([0,T ])
ei〈ω,φ〉π(dω) = e
− 1
2
‖φ‖2
L2([0,T ])
holds for all φ ∈ S([0, T ]), where 〈ω, φ〉 is the action of ω ∈ S ([0, T ]) on φ ∈ S([0, T ]). Set
Ωi = S ′([0, T ]) , Fi = B(S ′([0, T ])) , μi = π ,
for i = 1, . . . , d. Then the product measure
μ =
d×
i=1
μi (2.2)
on the measurable space
(Ω,F) :=
(
d∏
i=1
Ωi,
d⊗
i=1
Fi
)
(2.3)
is referred to as d-dimensional white noise probability measure.
Consider the Doleans-Dade exponential
e˜(φ, ω) = exp
(
〈ω, φ〉 − 1
2
‖φ‖2L2([0,T ];Rd)
)
,
for ω = (ω1, . . . , ωd) ∈ (S ′([0, T ]))d and φ = (φ(1), . . . , φ(d)) ∈ (S([0, T ]))d, where 〈ω, φ〉 :=∑d
i=1 〈ωi, φi〉 .
In the following let
(
(S([0, T ]))d)b⊗n be the n−th completed symmetric tensor product
of (S([0, T ]))d with itself. One veriﬁes that e˜(φ, ω) is holomorphic in φ around zero. Hence
there exist generalized Hermite polynomials Hn(ω) ∈
((
(S([0, T ]))d)b⊗n)′ such that
e˜(φ, ω) =
∑
n≥0
1
n!
〈
Hn(ω), φ
⊗n
〉
(2.4)
for φ in a certain neighbourhood of zero in (S([0, T ]))d. It can be shown that{〈
Hn(ω), φ
(n)
〉
: φ(n) ∈
(
(S([0, T ]))d
)b⊗n
, n ∈ N0
}
(2.5)
is a total set of L2(μ). Further one ﬁnds that the orthogonality relation∫
S′
〈
Hn(ω), φ
(n)
〉〈
Hm(ω), ψ
(m)
〉
μ(dω) = δn,mn!
(
φ(n), ψ(n)
)
L2([0,T ]n;(Rd)⊗n)
(2.6)
is valid for all n,m ∈ N0, φ(n) ∈
(
(S([0, T ]))d)b⊗n , ψ(m) ∈ ((S([0, T ]))d)b⊗m where
δn,m =
{
1 if n = m
0 else
.
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Deﬁne L̂2([0, T ]n; (Rd)⊗n) as the space of square integrable symmetric functions f(x1, . . . , xn)
with values in (Rd)⊗n. Then the orthogonality relation (2.6) implies that the mappings
φ(n) −→
〈
Hn(ω), φ
(n)
〉
from
(
S([0, T ])d
)b⊗n
to L2(μ) possess unique continuous extensions
In : L̂
2([0, T ]n; (Rd)⊗n) −→ L2(μ)
for all n ∈ N. We remark that In(φ(n)) can be viewed as an n−fold iterated Itoˆ integral of
φ(n) ∈ L̂2([0, T ]n; (Rd)⊗n) with respect to a d−dimensional Wiener process
Bt =
(
B
(1)
t , . . . , B
(d)
t
)
(2.7)
on the white noise space
(Ω,F , μ) . (2.8)
It turns out that square integrable functionals of Bt admit a Wiener-Itoˆ chaos representation
which can be regarded as an inﬁnite-dimensional Taylor expansion, that is
L2(μ) =
⊕
n≥0
In(L̂
2([0, T ]n; (Rd)⊗n)). (2.9)
We construct the Hida stochastic test function and distribution space by using the Wiener-
Itoˆ chaos decomposition (2.9). For this purpose let
Ad := (A, . . . , A) , (2.10)
where A was the operator introduced in the beginning of the section. We deﬁne the Hida
stochastic test function space (S) via a second quantization argument, that is we introduce
(S) as the space of all f =∑n≥0 〈Hn(·), φ(n)〉 ∈ L2(μ) such that
‖f‖20,p :=
∑
n≥0
n!
∥∥∥((Ad)⊗n)p φ(n)∥∥∥2
L2([0,T ]n;(Rd)⊗n)
< ∞ (2.11)
for all p ≥ 0. It turns out that the space (S) is a nuclear Fre´chet algebra with respect to
multiplication of functions and its topology is given by the seminorms ‖·‖0,p , p ≥ 0. Further
one observes that
e˜(φ, ω) ∈ (S) (2.12)
for all φ ∈ (S([0, T ]))d.
In the sequel we refer to the topological dual of (S) as Hida stochastic distribution space
(S)∗. Thus we have constructed the Gel’fand triple
(S) ↪→ L2(μ) ↪→ (S)∗.
The Hida distribution space (S)∗ exhibits the crucial property that it contains the white noise
of the coordinates of the d−dimensional Wiener process Bt, that is the time derivatives
W it :=
d
dt
Bit, i = 1, . . . , d , (2.13)
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belong to (S)∗.
We shall also recall the deﬁnition of the S-transform which is an important tool to charac-
terize elements of the Hida test function and distribution space. See [37]. The S−transform
of a Φ ∈ (S)∗, denoted by S(Φ), is deﬁned by the dual pairing
S(Φ)(φ) = 〈Φ, e˜(φ, ω)〉 (2.14)
for φ ∈ (SC([0, T ]))d. Here SC([0, T ]) the complexiﬁcation of S([0, T ]). We mention that the
S−transform is a monomorphism from (S)∗ to C. In particular, if
S(Φ) = S(Ψ) for Φ,Ψ ∈ (S)∗
then
Φ = Ψ.
One checks that
S(W it )(φ) = φ
i(t), i = 1, ..., d (2.15)
for φ = (φ(1), . . . , φ(d)) ∈ (SC([0, T ]))d.
Finally, we need the important concept of the Wick or Wick-Grassmann product, which
we want to use in Section 2.3 to represent solutions of SDE’s. The Wick product can be
regarded as a tensor algebra multiplication on the Fock space and can be deﬁned as follows:
The Wick product of two distributions Φ,Ψ ∈ (S)∗, denoted by Φ Ψ, is the unique element
in (S)∗ such that
S(Φ Ψ)(φ) = S(Φ)(φ)S(Ψ)(φ) (2.16)
for all φ ∈ (SC([0, T ]))d. As an example we ﬁnd that〈
Hn(ω), φ
(n)
〉

〈
Hm(ω), ψ
(m)
〉
=
〈
Hn+m(ω), φ
(n)⊗̂ψ(m)
〉
(2.17)
for φ(n) ∈ ((S([0, T ]))d)b⊗n and ψ(m) ∈ ((S([0, T ]))d)b⊗m . The latter in connection with (2.4)
shows that
e˜(φ, ω) = exp(〈ω, φ〉) (2.18)
for φ ∈ (S([0, T ]))d. Here the Wick exponential exp(X) of a X ∈ (S)∗ is deﬁned as
exp(X) =
∑
n≥0
1
n!
Xn, (2.19)
where Xn = X  . . . X, if the sum on the right hand side converges in (S)∗.
2.2.2 Basic elements of Malliavin Calculus
In this Section we brieﬂy elaborate a framework for Malliavin calculus.
Without loss of generality we consider the case d = 1. Let F ∈ L2(μ). Then it follows
from (2.9) that
F =
∑
n≥0
〈
Hn(·), φ(n)
〉
(2.20)
for unique φ(n) ∈ L̂2([0, T ]n). Assume that∑
n≥1
nn!
∥∥∥φ(n)∥∥∥2
L2([0,T ]n)
< ∞ . (2.21)
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Then the Malliavin derivative Dt of F in the direction of Bt is deﬁned by
DtF =
∑
n≥1
n
〈
Hn−1(·), φ(n)(·, t)
〉
. (2.22)
We introduce the stochastic Sobolev space D1,2 as the space of all F ∈ L2(μ) such that (2.21)
is fulﬁlled. The Malliavin derivative D· is a linear operator from D1,2 to L
2(λ× μ), where λ
denotes the Lebesgue measure. We mention that D1,2 is a Hilbert space with the norm ‖·‖1,2
given by
‖F‖21,2 := ‖F‖2L2(μ) + ‖D·F‖2L2([0,T ]×Ω,λ×μ) . (2.23)
We obtain the following chain of continuous inclusions:
(S) ↪→ D1,2 ↪→ L2(μ) ↪→ D−1,2 ↪→ (S)∗, (2.24)
where D−1,2 is the dual of D1,2.
2.3 Main results
In this section, we want to further develop the ideas introduced in [31] to derive Malliavin dif-
ferentiable strong solutions of stochastic diﬀerential equations with discontinuous coeﬃcients.
More precisely, we aim at analyzing the SDE’s of the form
dXt = b(t,Xt)dt + dBt, 0 ≤ t ≤ 1, X0 = x ∈ Rd , (2.25)
where the drift coeﬃcient b : [0, T ] × Rd −→ Rd is a Borel measurable function and Bt is a
d-dimensional Brownian motion with respect to the stochastic basis
(Ω,F , μ) , {Ft}0≤t≤T (2.26)
for the μ−augmented ﬁltration {Ft}0≤t≤T generated by Bt. At the end of this section we
shall also apply our technique to equations with more general diﬀusions coeﬃcients (Theorem
3.16).
Our method to construct strong solution is actually motivated by the following observation
in [24] and [29] (see also [30]).
Proposition 2.1 Suppose that the drift coeﬃcient b : [0, T ]×Rd−→ Rd in (2.25) is bounded
and Lipschitz continuous. Then the unique strong solution Xt = (X
1
t , ..., X
d
t ) of (2.25) allows
for the explicit representation
ϕ
(
t,Xit(ω)
)
= Eeμ
[
ϕ
(
t, B˜it(ω˜)
)
ET (b)
]
(2.27)
for all ϕ : [0, T ] × R −→ R such that ϕ (t, Bit) ∈ L2(μ) for all 0 ≤ t ≤ T, i = 1, . . . , d,. The
object ET (b) is given by
ET (b)(ω, ω˜) := exp
(∑d
j=1
∫ T
0
(
W js (ω) + bj(s, B˜s(ω˜))
)
dB˜js(ω˜)
−12
∫ T
0
(
W js (ω) + bj(s, B˜s(ω˜))
)2
ds
)
. (2.28)
15
Here
(
Ω˜, F˜ , μ˜
)
,
(
B˜t
)
t≥0
is a copy of the quadruple (Ω,F , μ) , (Bt)t≥0 in (2.26). Further Eeμ
denotes a Pettis integral of random elements Φ : Ω˜ −→ (S)∗ with respect to the measure μ˜. The
Wick product  in the Wick exponential of (2.28) is taken with respect to μ and W jt is the white
noise of Bjt in the Hida space (S)∗ (see (2.13)). The stochastic integrals
∫ T
0 φ(t, ω˜)dB˜
j
s(ω˜)
in (2.28) are deﬁned for predictable integrands φ with values in the conuclear space (S)∗.
See [19] for deﬁnitions. The other integral type in (2.28) is to be understood in the sense of
Pettis.
Remark 2.2 Let 0 = tn1 < t
n
2 < . . . < t
n
mn = T be a sequence of partitions of the interval
[0, T ] with maxmn−1i=1
∣∣tni+1 − tni ∣∣ −→ 0 . Then the stochastic integral of the white noise W j
can be approximated as follows:∫ T
0
W js (ω)dB˜
j
s(ω˜) = limn−→∞
mn∑
i=1
(B˜jtni+1
(ω˜)− B˜jtni (ω˜))W
j
tni
(ω)
in L2(λ× μ˜; (S)∗). For more information about stochastic integration on conuclear spaces the
reader may consult [19].
In the sequel we shall use the notation Y i,bt for the expectation on the right hand side of
(2.27) for ϕ(t, x) = x, that is
Y i,bt := Eeμ
[
B˜
(i)
t ET (b)
]
for i = 1, . . . , d. We set
Y bt =
(
Y 1,bt , . . . , Y
d,b
t
)
. (2.29)
The form of Formula (2.27) in Proposition 2.1 actually suggests that the expectation
on the right hand side or Y bt in (2.29) may also represent solutions of (2.25) for merely
measurable drift coeﬃcients b. The latter naturally leads to the following question: Can one
specify conditions on b under which one succeeds to directly verify the generalized process
Y bt to be a (strong) solution of (2.25)? This question was successfully treated for the one-
dimensional case using a comparison argument in [29] and for the multidimensional case
under a rather strong symmetry condition on the drift b using Malliavin calculus in [31].
In this paper we considerably improve the results given in [31] by removing the symmetry
condition on b. Our main result in this paper is the following theorem:
Theorem 2.3 Suppose that the drift coeﬃcient b : [0, 1] × Rd → Rd in (2.25) is a bounded
Borel-measurable function. Then there exists a unique global strong solution X to Equation
(2.25) such that Xt is Malliavin diﬀerentiable for all 0 ≤ t ≤ 1.
Remark 2.4 In the one-dimensional case the existence and uniqueness of strong solutions
to (2.25) for bounded and measurable drift coeﬃcients was ﬁrst obtained by Zvonkin in his
celebrated paper [52]. The extension to the multi-dimensional case was given by [49]. We point
out that our solution technique grants the important additional insight that such solutions are
Malliavin diﬀerentiable. We remark that Theorem 2.3 is a generalization of [30, Theorem
5] from the one-dimensional to the multi-dimensional case. Let us also mention that we
considerably improve the technique initiated in [31] (see also [29] and [38]) by removing a
certain symmetry condition on the drift coeﬃcients in (2.25) (see [30, Deﬁnition 3]), which
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severely limits the class of SDE’s to be analyzed. The removal of the latter condition, however,
may actually pave the way for the construction of strong solutions of discontinuous inﬁnite
dimensional stochastic equations of the type (2.62) or SPDE’s. See [28]. We point out that
the methods of the authors mentioned in the introduction fail in this case.
To prove Theorem 2.3 we follow a procedure consisting of two steps (compare [31]). In the
ﬁrst step, we show for a sequence of uniformly bounded, smooth coeﬃcients bn : [0, 1]×Rd →
R
d, n ≥ 1, with compact support that for each 0 ≤ t ≤ 1 the sequence of corresponding strong
solutions Xn,t = Y
bn
t , n ≥ 1, is relatively compact in L2(μ;Rd) (Corollary 2.6). The main tool
to prove compactness is the bound in Lemma 2.5 in connection with a compactness criteria
in terms of Malliavin derivatives obtained in [6] (see Appendix 2.5). This step is one of the
main contribution of this paper.
Given a merely measurable and bounded drift coeﬃcient b, we then show in the second
step that Y bt , 0 ≤ t ≤ 1 is a generalized process in the Hida distribution space, and we apply
the S-transform 2.14 to prove that for a given sequence of a.e. approximating, uniformly
bounded, smooth coeﬃcients bn with compact support a subsequence of the corresponding
strong solutions Xnj ,t = Y
bnj
t fulﬁlls
Y
bnj
t → Y bt
in L2(μ;Rd) for 0 ≤ t ≤ 1 (Lemma 2.14). Using a certain transformation property for Y bt
(Lemma 2.16) we directly verify Y bt as a solution to (2.25) which in addition is Malliavin
diﬀerentiable.
We now turn to the ﬁrst step of our procedure. The successful completion of the ﬁrst step
relies on the following essential lemma:
Lemma 2.5 Let b : [0, 1] × Rd → Rd be a smooth function with compact support. Then the
corresponding strong solution X in (2.25) fulﬁlls
E
[‖DtXs −Dt′Xs‖2] ≤ Cd(‖b‖∞)|t− t′|α
for 0 ≤ t′ ≤ t ≤ 1, α = α(s) > 0 and
sup
0≤t≤1
E
[‖DtXs‖2] ≤ Cd(‖b‖∞)
where Cd : [0,∞) → [0,∞) is an increasing, continuous function, ‖ · ‖ a matrix-norm on
R
d×d and ‖ · ‖∞ the supremum norm.
From Lemma 2.5 together with Corollary 2.30 we immediately obtain the main result of
step one of our procedure:
Corollary 2.6 Let bn : [0, 1]×Rd → Rd, n ≥ 1, be a sequence of uniformly bounded, smooth
coeﬃcients with compact support. Then for each 0 ≤ t ≤ 1 the sequence of corresponding
strong solutions Xn,t = Y
bn
t , n ≥ 1, is relatively compact in L2(μ;Rd).
In order to prove Lemma 2.5 we need the following estimate, which can be considered a
generalization of a bound given in [7, Proposition 2.2]:
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Proposition 2.7 Let B be a d-dimensional Brownian Motion starting from the origin and
b1, . . . , bn be compactly supported continuously diﬀerentiable functions bi : [0, 1]×Rd → R for
i = 1, 2, . . . n. Let αi ∈ {0, 1}d be a multiindex such that |αi| = 1 for i = 1, 2, . . . , n. Then
there exists a universal constant C (independent of {bi}i, n, and {αi}i) such that∣∣∣∣∣E
[∫
t0<t1<···<tn<t
(
n∏
i=1
Dαibi(ti, B(ti))
)
dt1 . . . dtn
]∣∣∣∣∣ ≤ Cn
∏n
i=1 ‖bi‖∞(t− t0)n/2
Γ(n2 + 1)
(2.30)
where Γ is the Gamma-function. Here Dαi denotes the partial derivative with respect to the
j′th space variable, where j is the position of the 1 in αi.
Proof. Without loss of generality, assume that ‖bi‖∞ ≤ 1 for i = 1, 2 . . . , n. Denote by
z = (z(1), . . . z(d)) a generic element of Rd and by ‖ · ‖ the usual Euclidian norm. With
P (t, z) = (2πt)−d/2e−‖z‖
2/2t, write the left hand side in (2.30) as∣∣∣∣∣
∫
t0<t1<···<tn<t
∫
Rdn
n∏
i=1
Dαibi(ti, zi)P (ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn
∣∣∣∣∣ .
Introduce the notation
Jαn (t0, t, z0) =
∫
t0<t1<···<tn<t
∫
Rdn
n∏
i=1
Dαibi(ti, zi)P (ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn
where α = (α1, . . . αn) ∈ {0, 1}nd. We shall show that |Jαn (t0, t, 0)| ≤ Cn(t−t0)n/2/Γ(n/2+1),
thus proving the proposition.
To do this, we will use integration by parts to shift the derivatives onto the Gaussian
kernel. This will be done by introducing the alphabet
A(α) = {P,Dα1P, . . . ,DαnP,Dα1Dα2P, . . .Dαn−1DαnP}
where Dαi , DαiDαi+1 denotes the derivatives in z on P (t, z).
Take a string S = S1 · · ·Sn in A(α) and deﬁne
IαS (t0, t, z0) =
∫
t0<···<tn<t
∫
Rdn
n∏
i=1
bi(ti, zi)Si(ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn .
We will only need a special type of strings, and we say that a string is allowed if, when all the
DαiP ’s are removed from the string, a string of the form P ·DαsDαs+1P ·P ·Dαs+1Dαs+2P · · ·P ·
DαrDαr+1P for s ≥ 1, r ≤ n − 1 remains. Also, we will require that the ﬁrst derivatives
DαiP are written in an increasing order with respect to i.
Before we proceed with the proof of Proposition 2.7 we will need some intermediate
results.
Lemma 2.8 We can write
Jαn (t0, t, z0) =
2n−1∑
j=1
jI
α
Sj (t0, t, z0)
where each j is either −1 or 1 and each Sj is an allowed string in A(α).
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Proof. The equation obviously holds for n = 1. Assume the equation holds for n ≥ 1, and
let b0 be another function satisfying the requirements of the proposition. Likewise with α0.
Then
J
(α0,α)
n+1 (t0, t, z0) =
∫ t
t0
∫
Rd
Dα0b0(t1, z1)P (t1 − t0, z1 − z0)Jαn (t1, t, z1)dz1dt1
=−
∫ t
t0
∫
Rd
b0(t1, z1)D
α0P (t1 − t0, z1 − z0)Jαn (t1, t, z1)dz1dt1
−
∫ t
t0
∫
Rd
b0(t1, z1)P (t1 − t0, z1 − z0)Dα0Jαn (t1, t, z1)dz1dt1 .
Notice that
Dα0IαS (t1, t, z1) = −I(α0,α)S˜ (t1, t, z1)
where
S˜ =
{
Dα0P · S2 · · ·Sn if S = P · S2 · · ·Sn
Dα0Dα1P · S2 · · ·Sn if S = Dα1P · S2 · · ·Sn .
Here, S˜ is not an allowed string in A(α). So from the induction hyptothesis Dα0Jαn (t0, t, z0) =∑2n−1
j=1 −jI(α0,α)S˜ (t0, t, z0) this gives
J
(α0,α)
n+1 =
2n−1∑
j=1
−jI(α0,α)Dα0P ·Sj +
2n−1∑
j=1
jIP ·S˜j .
It is easily checked that when Sj is an allowed string in A(α), both Dα0P · Sj and P · S˜j are
allowed strings in A(α0, α).
For the rest of the proof of Proposition 2.7 we will bound IαS when S is an allowed string,
and the result will follow from the above representation.
Lemma 2.9 Let φ, h : [0, 1]×Rd → R be measurable functions such that |φ(s, z)| ≤ e−‖z‖2/3s
and ‖h‖∞ ≤ 1. Also let α, β ∈ {0, 1}d be multiindices such that |α| = |β| = 1. Then there
exists a universal constant C (independent of φ, h, α and β) such that∣∣∣∣∣
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
φ(s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt
∣∣∣∣∣ ≤ C .
Proof. Let l,m ∈ Zd and denote [l, l+ 1) := [l(1), l(1) + 1)× · · · × [l(d), l(d) + 1) and similarly
for [m,m + 1). Deﬁne φl(s, z) = φ(s, z)1[l,l+1)(z) and hm(t, y) = h(t, y)1[m,m+1)(y).
Denote the above integral by I, and Il,m the integral when φ, h is replaced by φl, hm.
Then we can write I =
∑
l,m∈Zd Il,m. Below we let C be a generic constant that may vary
from line to line.
Assume ‖l −m‖∞ := maxi |l(i) −m(i)| ≥ 2. For z ∈ [l, l + 1) and y ∈ [m,m + 1) we have
‖z − y‖ ≥ ‖l −m‖∞ − 1. If α = β we have that
DαDβP (t− s, z − y) = (z
(i) − y(i))(z(j) − y(j))
(t− s)2 P (t− s, y − z)
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for a suitable choice of i, j. Then we can ﬁnd C such that
|DαDβP (t− s, z − y)| ≤ Ce−(‖l−m‖∞−2)2/4.
If α = β, we have
(Dα)2P (t− s, y − z) =
(
(y(i) − z(i))2
t− s − 1
)
P (t− s, y − z)
t− s
and similarily we ﬁnd C such that
|(Dα)2P (t− s, y − z)| ≤ Ce−(‖l−m‖∞−2)2/4 .
In both cases we have |Il,m| ≤ Ce−‖l‖2/8e−(‖l−m‖∞−2)2/4 and it follows that∑
‖l−m‖∞≥2
|Il,m| ≤ C.
Assume ‖l−m‖∞ ≤ 1 and let φˆl(s, u) and hˆm(t, u) be the Fourier transform in the second
variable, deﬁned by
hˆm(t, u) := (2π)
−d/2
∫
Rd
h(t, x)e−i(u,x)dx
and similar for φˆl(s, u). By the Plancherel theorem we have that∫
Rd
φˆl(s, u)
2du =
∫
Rd
φl(s, z)
2dz ≤ Ce−‖l‖2/6
for all s ∈ [0, 1] and ∫
Rd
hˆm(t, u)
2du =
∫
Rd
hm(t, y)
2dy ≤ 1.
We can write
Il,m =
∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)hˆm(t,−u)u(i)u(j)(t− s)e−(t−s)‖u‖
2/2dudsdt. (2.31)
To see this, start with the right hand side. Then we have by Fubini
∫
Rd
hˆm(t,−u)φˆl(s, u)uiuj(t− s)e−(t−s)‖u‖
2/2du
= (2π)−d
∫
Rd
∫
Rd
∫
Rd
hm(t, x)e
i(u,x)φl(s, y)e
−i(u,y)uiuj(t− s)e−(t−s)‖u‖2/2dudxdy =
=
∫
Rd
∫
Rd
hm(t, x)φl(s, y)(t− s)
[
(2π)−d
∫
Rd
ei(u,x−y)uiuje−(t−s)‖u‖
2/2du
]
dxdy.
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Now look at the expression in the square brackets. Substitute v =
√
t− su to get
(2π)−d
∫
Rd
ei(u,x−y)uiuje−(t−s)‖u‖
2/2du
= (2π)−d(t− s)−d/2
∫
Rd
e
i( v√
t−s ,x−y)
vi√
t− s
vj√
t− se
−‖v‖2/2dv
= (2π)−d(t− s)−d/2(t− s)−1
∫
Rd
e
i(v, x−y√
t−s )vivje−‖v‖
2/2dv.
Now put f(v) = e−‖v‖
2/2 and p(v) = v(i)v(j). From properties of the Fourier transform we
know that p̂f = DαDβ fˆ and fˆ = f . This gives that the above expression is equal to
(2π)−d/2(t− s)−d/2(t− s)−1DαDβf
(
x− y√
t− s
)
= (t− s)−1DαDβP (t− s, x− y).
This gives the equation (2.31).
Applying ab ≤ 12a2c + 12b2c−1 with a = φˆl(s, u)u(i), b = hˆm(t,−u)u(j) and c = e‖l‖
2/12 we
get
|Il,m| ≤ 1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)
2(u(i))2e‖l‖
2/12e−(t−s)‖u‖
2/2dudsdt
+
1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2(u(j))2e−‖l‖2/12e−(t−s)‖u‖2/2dudsdt
≤ 1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)
2‖u‖2e‖l‖2/12e−(t−s)‖u‖2/2dudsdt
+
1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2‖u‖2e−‖l‖2/12e−(t−s)‖u‖2/2dudsdt.
For the ﬁrst term, integrate ﬁrst with respect to t in order to get∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)
2‖u‖2e‖l‖2/12e−(t−s)‖u‖2/2dudsdt ≤ Ce−‖l‖2/12
and for the second term, integrate with respect to s ﬁrst to get∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2‖u‖2e−‖l‖2/12e−(t−s)‖u‖2/2dudsdt ≤ Ce−‖l‖2/12
which gives |Il,m| ≤ Ce−‖l‖2/12 and hence∑
‖l−m‖∞≤1
|Il,m| ≤ C.
Corollary 2.10 There exists an absolute constant C such that for measurable functions g
and h bounded by 1∣∣∣∣∣
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt
∣∣∣∣∣ ≤ C
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and ∣∣∣∣∣
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)DγP (s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt
∣∣∣∣∣ ≤ C .
Notice that we have
∫
Rd
P (t, z)dz = 1 and that∫
Rd
|DαP (t, z)|dz ≤ Ct−1/2 , (2.32)
∫
Rd
|DαDβP (t, z)|dz ≤ Ct−1 . (2.33)
Lemma 2.11 There is an absolute constant C such that for every Borel-measurable functions
g and h bounded by 1, and r ≥ 0∣∣∣∣∫ t
t0
∫ t1
t0
∫
Rd
∫
Rd
g(t2, z)P (t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t− t1)rdydzdt2dt1
∣∣∣∣
≤ C(1 + r)−1(t− t0)r+1
and∣∣∣∣∫ t
t0
∫ t1
t0
∫
Rd
∫
Rd
g(t2, z)D
γE(t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t− t1)rdydzdt2dt1
∣∣∣∣
≤ C(1 + r)−1/2(t− t0)r+1/2 .
Proof. We begin by proving the estimate for t = 1,t0 = 0. From Corollary 2.10 we have that
for each k ≥ 0∣∣∣∣∣
∫ 2−k
2−k−1
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt
∣∣∣∣∣
≤ C(1− 2−k−1)r2−k .
To see this, make the substitutions t′ = 2kt and s′ = 2ks. Use the easily veriﬁed fact that
P (at, z) = a−d/2P (t, a−1/2z) and substitute z′ = 2k/2z and y′ = 2k/2y. Using h˜(t, y) :=
(1−t)r
(1−2−k−1)r h(t, y) in Corollary 2.10, the result follows.
Summing this equation over k gives∣∣∣∣∣
∫ 1
0
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt
∣∣∣∣∣ ≤ C(1 + r)−1
Moreover from the bound (2.33)∣∣∣∣∣
∫ 1
0
∫ t/2
0
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt
∣∣∣∣∣
≤ C
∫ 1
0
∫ t/2
0
(t− s)−1(1− t)rdsdt ≤ C(1 + r)−1
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and combining these bounds gives the ﬁrst assertion for t = 1,t0 = 0. For general t and t0
use the change of variables t′1 =
t1−t0
t−t0
, t2 =
t2−t0
t−t0
, y′ = (t− t0)−1/2y and z′ = (t− t0)−1/2z.
The second assertion is proved similary.
We turn to the completion of the proof of Proposition 2.7 by showing that there exists a
constant M such that for each allowed string S in the alphabet A(α) we have
IαS (t0, t, z0) ≤
Mn(t− t0)n/2
Γ(n2 + 1)
.
We will prove this by induction on n. The case n = 0 is immediate, so assume n > 0 and
that this holds for all allowed strings of length less than n. There are three cases
1. S = Dα1P · S′ where S′ is a string in A(α′) and α′ := (α2, . . . , αn)
2. S = P ·Dα1Dα2P · S′ where S′ is a string in A(α′) and α′ := (α3, . . . , αn)
3. S = P · Dα1P · · ·DαmP · Dαm+1Dαm+2P · S′ where S′ is a string in A(α′) and α′ :=
(αm+3, . . . , αn).
In each case, S′ is an allowed string in the given alphabet.
1. We use the inductive hypothesis to bound Iα
′
S′ (t1, t, z1) and the bound (2.32) to get
|IαS (t0, t, z0)| =
∣∣∣∣∫ t
t0
∫
Rd
b1(t1, z1)D
α1P (t1 − t0, z1 − z0)Iα′S′ (t1, t, z1)dz1dt1
∣∣∣∣
≤ M
n−1
Γ(n+12 )
∫ t
t0
(t− t1)(n−1)/2
∫
Rd
|Dα1P (t1 − t0, z1 − z0)|dz1dt1
≤ M
n−1C
Γ(n+12 )
∫ t
t0
(t− t1)(n−1)/2(t1 − t0)−1/2dt1
=
Mn−1C
√
π(t− t0)k/2
Γ(n2 + 1)
.
The result follows if M is large enough.
2. For this case we can write
IαS (t0, t, z0) =
∫ t
t0
∫ t
t1
∫
Rd
∫
Rd
b1(t1, z1)b2(t2, z2)
× P (t1 − t0, z1 − z0)Dα1Dα2P (t2 − t1, z2 − z1)Iα′S′ (t2, t, z2)dz1dz2dt2dt1.
We set h(t2, z2) := b2(t2, z2)I
α′
S′ (t2, z2)(t− t2)1−n/2 so that by the inductive hypothesis
we have
‖h‖∞ ≤ Mn−2/Γ(n/2) .
Use this in the ﬁrst part of Lemma 2.11 with g = b1 and integrate with respect to t2
ﬁrst, to get
|IαS (t0, t, z0)| ≤
CMn−2(t− t0)n/2
nΓ(n/2)
,
and the result follows if M is large enough.
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3. We have
IαS (t0, t, z0) =
∫
t0<...tm+2<t
∫
R(m+2)d
P (t1 − t0, z1 − z0)
m+2∏
j=1
bj(tj , zj)
×
m∏
j=2
DαjP (tj − tj−1, zj − zj−1)Dαm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)
× Iα′S′ (tm+2, t, zm+2)dz1 . . . dzm+2dt1 . . . dtm+2 .
Let h(tm+2, zm+2) = bm+2(tm+2, zm+2)I
α′
S′ (tm+2, t, z)(t − tm+2)(2+m−n)/2, so that from
the inductive hypothesis we have ‖h‖∞ ≤Mn−m−2/Γ((n−m)/2). Write
Ω(tm, zm) :=
∫ t
tm
∫ t
tm+1
∫
R2d
bm+1(tm+1, zm+1)h(tm+2, zm+2)
× (t− tm+2)(n−m−2)/2DαmP (tm+1 − tm, zm+1 − z)
×Dαm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)dzm+1dzm+2dtm+1dtm+2 ,
so that from Lemma (3.9) we have that
|Ω(tm, zm)| ≤ C(n−m)
−1/2Mn−m−2(t− tm)(n−m−1)/2
Γ(n−m2 )
.
Using this in
IαS (t0, t, z0) =
∫
t0<...tm+2<t
∫
R(m+2)d
P (t1 − t0, z1 − z0)
m∏
j=1
bj(tj , zj)
×
m−1∏
j=1
DαjP (tj − tj−1, zj − zj−1)Ω(tm, zm)dz1 . . . dzmdt1 . . . dtm ,
and using the bound (2.32) several times gives
|IαS (t0, t, z0)| ≤ Cm+1(n−m)−1/2
Mn−m−2
Γ((n−m)/2)
×
∫
t0<...tm<t
(t2 − t1)−1/2 . . . (tm − tm−1)−1/2(t− tm)(n−m−1)/2dt1 . . . dtm
= Cm+1(n−m)−1/2M
n−m−2π(m−1)/2Γ(n−m+12 )
Γ(n−m2 )Γ(
n
2 + 1)
(t− t0)n/2 ,
and the result follows when M is large enough, thus proving the induction step.
We are now ready to complete the proof of Lemma 2.5.
Proof of Lemma 2.5.
Using the chain-rule of the Malliavin derivative Dt (see [34]) we ﬁnd that
DtXs = Id +
∫ s
t
b′(u,Xu)DtXudu (2.34)
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μ-a.e. for all 1 ≥ t ≥ s, where Id is the d× d identity matrix and b′ =
(
∂
∂xi
b(j)(t, x)
)
1≤i,j≤d
is the (bounded) space derivative of b.
Fix 0 ≤ t′ ≤ t < 1. Then, for 1 ≥ s ≥ t we have
Dt′Xs −DtXs =
∫ s
t′
b′(u,Xu)Dt′Xudu−
∫ s
t
b′(u,Xu)DtXudu
=
∫ t
t′
b′(u,Xu)Dt′Xudu +
∫ s
t
b′(u,Xu) (Dt′Xu −DtXu) du
= Dt′Xt − Id +
∫ s
t
b′(u,Xu) (Dt′Xu −DtXu) du.
Applying Picard iteration to the above equation we ﬁnd that
Dt′Xs −DtXs
=
(
Id +
∞∑
n=1
∫
t<s1<···<sn<s
b′(s1, Xs1) : · · · : b′(sn, Xsn)ds1 . . . dsn
)
(Dt′Xt − Id) (2.35)
in L2(μ), uniformly in s, where : denotes (non-commutative) matrix multiplication. On the
other hand we also observe that
Dt′Xt − Id =
∞∑
n=1
∫
t′<s1<···<sn<t
b′(s1, Xs1) : · · · : b′(sn, Xsn)ds1 . . . dsn . (2.36)
Denote by ‖ · ‖ the maximum norm on Rd×d. Then Girsanov’s theorem, Ho¨lder’s inequality
and the Novikov condition in connection with (2.35) and (2.36) yield
E
[‖Dt′Xs −DtXs‖2] =E
[∥∥∥∥∥
(
Id +
∞∑
n=1
∫
t<s1<···<sn<s
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn
)
×
(
∞∑
n=1
∫
t′<s1<···<sn<t
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn
)∥∥∥∥∥
2
×E
⎛⎝ d∑
j=1
∫ 1
0
b(j)(u,Bu)dB
(j)
u
⎞⎠⎤⎦
≤C1
∥∥∥∥∥Id +
∞∑
n=1
∫
t<s1<···<sn<s
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn
∥∥∥∥∥
2
L8(μ;Rd×d)
×
∥∥∥∥∥
∞∑
n=1
∫
t′<s1<···<sn<t
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn
∥∥∥∥∥
2
L8(μ;Rd×d)
where C1 is a constant and E(Mt) denotes the Doleans-Dade exponential of a martingale Mt.
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So we obtain that
E
[‖Dt′Xs −DtXs‖2]
≤ C1
∥∥∥∥∥Id +
∞∑
n=1
∫
t<s1<···<sn<s
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn
∥∥∥∥∥
2
L8(μ;Rd×d)
×
∥∥∥∥∥
∞∑
n=1
∫
t′<s1<···<sn<t
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn
∥∥∥∥∥
2
L8(μ;Rd×d)
≤ C1
⎛⎝1 + ∞∑
n=1
d∑
i,j=1
d∑
l1,...ln−1=1
∥∥∥∥∫
t<s1<···<sn<s
∂
∂xl1
b(i)(s1, Bs1)
∂
∂xl2
b(l1)(s2, Bs2) . . .
. . .
∂
∂xj
b(ln−1)(sn, Bsn)ds1 . . . dsn
∥∥∥∥
L8(μ;R)
)2
×
⎛⎝ ∞∑
n=1
d∑
i,j=1
d∑
l1,...ln−1=1
∥∥∥∥∫
t′<s1<···<sn<t
∂
∂xl1
b(i)(s1, Bs1)
∂
∂xl2
b(l1)(s2, Bs2) . . .
. . .
∂
∂xj
b(ln−1)(sn, Bsn)ds1 . . . dsn
∥∥∥∥
L8(μ;R)
)2
. (2.37)
Now, look at the expression
A :=
∫
t′<s1<···<sn<t
∂
∂xl1
b(i)(s1, Bs1)
∂
∂xl2
b(l1)(s2, Bs2) . . .
∂
∂xln
b(ln)(sn, Bsn)ds1 . . . dsn.
(2.38)
Then, using (deterministic) integration by parts, repeatedly, one ﬁnds that A2 can be written
as a sum of at most 22n summands of the form∫
t′<s1<···<s2n<t
g1(s1) . . . g2n(s2n)ds1 . . . ds2n , (2.39)
where gl ∈
{
∂
∂xj
b(i)(·, B·) : 1 ≤ i, j ≤ d
}
, l = 1, 2 . . . 2n. Since A4 = A2A2, we can argue
similarly and conclude that there are at most 28n such summands (of length 4n). Using this
principle once more we see that A8 can be represented as a sum of at most 232n summands
of the form (2.39) now with length 8n.
Combining this with Proposition 2.7 we get that∥∥∥∥∫
t′<s1<···<sn<t
∂
∂xl1
b(i)(s1, Bs1)
∂
∂xl2
b(l1)(s2, Bs2) . . .
∂
∂xj
b(ln−1)(sn, Bsn)ds1 . . . dsn
∥∥∥∥
L8(μ;R)
≤
(
232nC8n‖b‖8n∞ |t− t′|4n
Γ(4n + 1)
)1/8
≤ 2
4nCn‖b‖n∞|t− t′|n/2
(4n!)1/8
. (2.40)
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Then it follows from (2.37) that
E
[‖DtXs −Dt′Xs‖2] ≤ C1
(
1 +
∞∑
n=1
dn+224nCn‖b‖n∞|t− s|n/2
(4n!)1/8
)2
×
(
∞∑
n=1
dn+224nCn‖b‖n∞|t− t′|(n−1)/2
(4n!)1/8
)2
|t− t′|
≤ Cd(‖b‖∞)|t− t′|
for a function Cd as claimed in the theorem.
Similarly, we deduce the estimate for sup0≤t≤s E[‖DtXs‖2].
This concludes step one in our program and we are now coming to the second step. For
a Borel-measurable, bounded coeﬃcient b we gradually show the following:
• Y bt in (2.29) is a well-deﬁned object in the Hida distribution space (S)∗, 0 ≤ t ≤ 1,
(Lemma 2.12).
• For any a.e. approximating sequence of uniformly bounded, smooth coeﬃcients bn with
compact support a subsequence of the corresponding strong solutions Xnj ,t = Y
bnj
t ,
fulﬁlls Y
bnj
t → Y bt in L2(μ) for 0 ≤ t ≤ 1 (in particular Y bt ∈ L2(μ), 0 ≤ t ≤ 1), (Lemma
2.14).
• We apply a transformation property for Y bt (Lemma 2.16) and identify Y bt as a Malliavin
diﬀerential strong solution to (2.25).
The ﬁrst lemma gives a criterion under which the process Y bt belongs to the Hida distri-
bution space.
Lemma 2.12 Suppose that
Eμ
[
exp
(
36
∫ 1
0
‖b(s,Bs)‖2 ds
)]
<∞, (2.41)
where the drift b : [0, 1]×Rd−→ Rd is measurable (in particular, (2.41) is valid for b bounded).
Then the coordinates of the process Y bt , deﬁned in (2.29), that is
Y i,bt = Eeμ
[
B˜
(i)
t ET (b)
]
, (2.42)
are elements of the Hida distribution space.
Proof. See [31]
Lemma 2.13 Let bn : [0, 1] × Rd−→ Rd be a sequence of Borel measurable functions with
b0 = b such that
sup
n≥0
E
[
exp
(
512
∫ 1
0
‖bn(s,Bs)‖2ds
)]
<∞ (2.43)
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holds. Then ∣∣∣S(Y i,bnt − Y i,bt )(φ)∣∣∣ ≤ const · E[Jn] 12 · exp(34∫ 1
0
‖φ(s)‖2 ds)
for all φ ∈ (SC([0, 1]))d, i = 1, . . . , d, where the factor Jn is deﬁned by
Jn =
d∑
j=1
(
2
∫ 1
0
(
b(j)n (u,Bu)− b(j)(u,Bu)
)2
du
+
(∫ 1
0
∣∣∣(b(j)n (u,Bu))2 − (b(j)(u,Bu))2∣∣∣ du)2
)
. (2.44)
In particular, if bn approximates b in the following sense
E[Jn] → 0 (2.45)
as n →∞, it follows that
Y bnt → Y bt in (S)∗
as n →∞ for all 0 ≤ t ≤ 1, i = 1, . . . , d.
Proof. See [31]
Lemma 2.14 Let bn : [0, 1]×Rd−→Rd be a sequence of Borel-measurable, uniformly bounded,
smooth functions with compact support which approximates a Borel-measurable, bounded coef-
ﬁcient b : [0, 1]×Rd−→Rd a.e. with respect to the Lebesgue measure. Then for any 0 ≤ t ≤ 1
there exists a subsequence of the corresponding strong solutions Xnj ,t = Y
bnj
t , j = 1, 2..., such
that
Y
bnj
t −→ Y bt
for j →∞ in L2(μ). In particular this implies Y bt ∈ L2(μ), 0 ≤ t ≤ 1.
Proof. By Corollary 2.6 we know that there exists a subsequence Y
bnj
t , j = 1, 2..., converging
in L2(μ). Further, by boundedness obviously E[Jnj ] → 0 in (2.45), and thus Y
bnj
t → Y bt in
(S)∗. But then, by uniqueness of the limit, also Y bnjt → Y bt in L2(μ).
Remark 2.15 Note that by well known approximation results there always exists a sequence
of functions bn, n ≥ 1, fulﬁlling the assumptions in Lemma 2.14. Then Lemma 2.14 guaran-
tees that we are now ready to state the following “transformation property” for Y bt .
Lemma 2.16 Assume that b : [0, 1]× Rd−→ Rd is Borel-measurable and bounded. Then
ϕ(i)
(
t, Y bt
)
= Eeμ
[
ϕ(i)
(
t, B˜t
)
ET (b)
]
(2.46)
a.e. for all 0 ≤ t ≤ 1, i = 1, . . . , d and ϕ = (ϕ(1), . . . , ϕ(d)) such that ϕ(Bt) ∈ L2(μ;Rd).
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Proof. See [38, Lemma 16] or [29].
Using the above auxiliary results we can ﬁnally give the proof of Theorem 2.3.
Proof of Theorem 2.3. We aim at employing the transformation property (2.46) of
Lemma 2.16 to verify that Y bt is a unique strong solution of the SDE (2.25). To shorten
notation we set
∫ t
0 ϕ(s, ω)dBs :=
∑d
j=1
∫ t
0 ϕ
(j)(s, ω)dB
(j)
s and x = 0. Also, let bn, n = 1, 2, ...,
be a sequence of functions as required in Lemma 2.14 (see Remark 2.15).
We ﬁrst remark that Y b· has a continuous modiﬁcation. The latter can be checked as
follows: Since each Y bnt is a strong solution of the SDE (2.25) with respect to the drift bn we
obtain from Girsanov’s theorem and our assumptions that
Eμ
[(
Y i,bnt − Y i,bnu
)4]
= Eeμ
[(
B˜
(i)
t − B˜(i)u
)4
E
(∫ 1
0
bn(s, B˜s)dB˜s
)]
≤ const · |t− u|2
for all 0 ≤ u, t ≤ 1, n ≥ 1, i = 1, ..., d. The above constant comes from the fact that{
E
(∫ 1
0 bn(s, B˜s)dB˜s
)}
n≥1
is bounded in L2(μ˜,Rd). To see this, we note that the Doleans-
Dade exponential is the solution of the SDE
dZnt = Z
n
t bn(t, B˜t)dB˜t
starting at Zn0 = 1. So that from Itoˆ’s formula we have
Eμ˜[(Z
n
t )
2] =1 +
∫ t
0
Eμ˜[(Z
n
s )
2‖bn(s, B˜s)‖2]ds
≤1 + ‖bn‖2∞
∫ t
0
Eμ˜[(Z
n
s )
2]ds
≤ exp (t‖bn‖2∞)
≤ exp
(
t sup
k≥1
‖bk‖2∞
)
where the second last inequality comes from Gro¨nwall’s lemma. The last expression is
bounded by assumption. By Lemma 2.14 we know that
Y
bnj
t −→ Y bt in L2(μ;Rd)
for a subsequence and hence we have almost sure convergence for a further subsequence,
0 ≤ t ≤ 1. So we get that by Fatou’s lemma
Eμ
[(
Y i,bt − Y i,bu
)4]
≤ const · |t− u|2 (2.47)
for all 0 ≤ u, t ≤ 1, i = 1, ..., d. Then Kolmogorov’s Lemma provides a continuous modiﬁcation
of Y bt .
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Since B˜t is a weak solution of (2.25) for the drift b(s, x)+φ(s) with respect to the measure
dμ∗ = E
(∫ 1
0
(
b(s, B˜s) + φ(s)
)
dB˜s
)
dμ we obtain that
S(Y i,bt )(φ) = Eeμ
[
B˜
(i)
t E
(∫ 1
0
(
b(s, B˜s) + φ(s)
)
dB˜s
)]
= Eμ∗
[
B˜
(i)
t
]
= Eμ∗
[∫ 1
0
(
b(i)(s, B˜s) + φ
(i)(s)
)
ds
]
=
∫ t
0
Eeμ
[
b(i)(s, B˜s)E
(∫ 1
0
(
b(u, B˜u) + φ(u)
)
dB˜u
)]
ds + S
(
B
(i)
t
)
(φ).
Hence the transformation property (2.46) applied to b gives
S(Y i,bt )(φ) = S(
∫ t
0
b(i)(u, Y i,bu )du)(φ) + S(B
(i)
t )(φ).
Then the injectivity of S implies that
Y bt =
∫ t
0
b(s, Y bs )ds + Bt .
The Malliavin diﬀerentiability of Y bt follows from the fact that
sup
n≥1
∥∥∥Y i,bnt ∥∥∥
1,2
≤M <∞
for all i = 1, . . . , d and 0 ≤ t ≤ 1. See e.g. [34].
On the other hand our conditions allow the application of Girsanov’s theorem to any
other strong solution. Then the proof of Proposition 2.1 (see e.g. [38, Proposition 1]) shows
that any other solution necessarily takes the form Y bt .
Finally, we give an extension of Theorem 2.3 to a class of non-degenerate d−dimensional
Itoˆ-diﬀusions.
Theorem 2.17 Consider the time-homogeneous Rd−valued SDE
dXt = b(Xt)dt + σ(Xt)dBt, X0 = x ∈ Rd, 0 ≤ t ≤ T, (2.48)
where the coeﬃcients b : Rd −→ Rd and σ : Rd −→ Rd× Rdare Borel measurable. Require
that there exists a bijection Λ : Rd −→ Rd, which is twice continuously diﬀerentiable. Let
Λx : R
d −→ L (Rd,Rd) and Λxx : Rd −→ L (Rd × Rd,Rd) be the corresponding derivatives of
Λ and assume that
Λx(y)σ(y) = idRd for y a.e.
as well as
Λ−1 is Lipschitz continuous.
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Suppose that the function b∗ : R
d −→ Rd given by
b∗(x) := Λx
(
Λ−1 (x)
) [
b(Λ−1 (x))
]
+
1
2
Λxx
(
Λ−1 (x)
) [ d∑
i=1
σ(Λ−1 (x)) [ei] ,
d∑
i=1
σ(Λ−1 (x)) [ei]
]
satisﬁes the conditions of Theorem 2.3, where ei, i = 1, . . . , d, is a basis of R
d. Then there
exists a Malliavin diﬀerentiable solution Xt to (2.48).
Proof. The proof can be directly obtained from Itoˆ’s Lemma. See [31].
2.4 Applications
In this section we consider various applications of the techniques and results of the previous
sections. In Subsection 2.4.1 we show that our techniques can be used to analyse Sobolev dif-
ferentiability of strong solutions Xt of the SDE (2.25) in the initial condition x. In Subsection
2.4.2 our results on Malliavin and Sobolev diﬀerentiability of strong solutions of SDE’s are
employed to derive a stochastic representation of spatial derivatives of solutions to the Kol-
mogorov equation (Bismut-Elworthy-Li formula, [10]) with irregular drift coeﬃcients, which
does not involve derivatives of the initial condition (2.51). The latter result might be also
relevant from a numerical point of view. In Subsection 2.4.3 we account for the great ﬂexi-
bility of our approach to be generalized to the study of solutions of various other stochastic
equations besides SDE’s in ﬁnite dimension. In particular we present the applicability of
our techniques and results to the problem of well-posedness of stochastic transport equations
with singular coeﬃcients.
2.4.1 Sobolev diﬀerentiability of strong solutions of SDE’s
In the sequel we consider the solution process of the SDE (2.25) as a function of the initial
value, x ∈ Rd, denoted by Xxt . We remark that the following analysis can be extended to the
SDE (2.48) with non-trivial diﬀusion coeﬃcient under the assumptions of Theorem 2.17. It is
well known (see [22]) that when b is continuously diﬀerentiable with bounded derivative, the
process Xxs is μ-a.e. diﬀerentiable in x and its derivative satisﬁes the following linear ODE
∂
∂x
Xxs = Id +
∫ s
0
b′(u,Xxu)
∂
∂x
Xxudu. (2.49)
Note that this equation is the same as (2.34) when t = 0. Using this observation in connection
with the same technique as in the proof of Lemma 2.5, by replacing the Malliavin derivative
of Xxs by
∂
∂xX
x
s , we get the following Lemma.
Lemma 2.18 Let b : [0, 1]×Rd → Rd be a smooth function with compact support. Then the
corresponding strong solution X in (2.25) fulﬁlls
sup
0≤s≤1, x∈Rd
E
[
‖ ∂
∂x
Xxs ‖2
]
≤ Cd(‖b‖∞),
where Cd : [0,∞) → [0,∞) is an increasing, continuous function, ‖ · ‖ a matrix-norm on
R
d×d and ‖ · ‖∞ the supremum norm.
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Applying this Lemma we obtain the following result on the (local) Sobolev diﬀerentiability
of (x → Xxt ) in the case of irregular b, which we will use in our applications in the next
subsections.
Proposition 2.19 Let b : [0, 1] × Rd → Rd be bounded and measurable. Let U be an open,
bounded subset of Rd. For each t ∈ [0, 1] we have
(x → Xxt ) ∈ L2(Ω,W 1,2(U)),
where W 1,2(U) is the space of square integrable Sobolev-diﬀerentiable functions.
The proof of Proposition 2.19 follows the same pattern as presented in Section 3. In the
following, we retain the notation from the previous section.
Proof.
We start by observing that for any ϕ ∈ C∞0 (U ;Rd) and t ∈ [0, 1] the sequence of random
variables
〈Xnt , ϕ〉 :=
∫
U
〈Xn,xt , ϕ(x)〉Rddx
is relatively compact in L2(Ω). To see this we use the compactness criterion of Corollary
4.22. Note that since the Malliavin derivative is a closed linear operator we have
E[|Djs〈Xnt , ϕ〉|2] =
d∑
i=1
(
∫
U
E[DjsX
i,n,x
t ]ϕi(x)dx)
2
≤ ‖ϕ‖2L2(Rd;Rd)λ{supp(ϕ)} sup
x∈supp(U), 0≤s≤t
E[‖DsXn,xt ‖2],
where Dj· is the Malliavin derivative in the direction of B
j
· and where λ denotes Lebesque
measure and supp(ϕ) is the support of ϕ. Summing over j = 1, . . . d in connection with
Lemma 2.5 gives
E[‖Ds〈Xnt , ϕ〉‖2] ≤ d‖ϕ‖2L2(Rd;Rd)λ{supp(ϕ)}Cd(‖bn‖∞).
Similarly we get
E[‖Ds〈Xnt , ϕ〉 −Ds′〈Xnt , ϕ〉‖2] ≤ d‖ϕ‖2L2(Rd;Rd)λ{supp(ϕ)}Cd(‖bn‖∞)|s′ − s|,
which shows that 〈Xnt , ϕ〉 is relatively compact. Denote by Yt(ϕ) its limit after taking an (if
necessary) subsequence.
Taking the S-transform of 〈Xnt , ϕ〉 and 〈Xt, ϕ〉 we see that for any φ ∈ (SC([0, 1]))d
|S(〈Xnt , ϕ〉)(φ)− S(〈Xt, ϕ〉)(φ)|2 = |〈S(Xnt −Xt)(φ), ϕ〉|2
≤ ‖ϕ‖2L2(Rd;Rd)
∫
U
|S(Xn,xt −Xxt )(φ)|2dx
≤ ‖ϕ‖2L2(Rd;Rd)
∫
U
CE[Jn(x)] exp(68
∫ 1
0
‖φ(s)‖2ds)dx,
where C is a constant and
Jn(x) :=
d∑
j=1
(
2
∫ 1
0
(
b(j)n (u, x + Bu)− b(j)(u, x + Bu)
)2
du
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+(∫ 1
0
∣∣∣(b(j)n (u, x + Bu))2 − (b(j)(u, x + Bu))2∣∣∣ du)2
)
.
See Lemma 2.13. Since {bn} is uniformly bounded, using dominated convergence, we get that
〈Xnt , ϕ〉 → 〈Xt, ϕ〉
in (S)∗, and thus in particular weakly in L2(Ω, μ). By uniqueness of the limits we can conclude
that
Y (ϕ) = 〈Xt, ϕ〉 μ-a.s.,
thus proving the assertion.
Note that there exists a subsequence n(k) such that 〈Xn(k)t , ϕ〉 converges for every ϕ, that
is, n(k) is independent of ϕ. To see this, let x = 0 and choose n(k) such that
X
n(k),0
t → X0t
in L2(Ω). If there exists ϕ ∈ C∞0 (Rd;Rd) and  > 0 such that ‖〈Xn(k)t , ϕ〉 − 〈Xt, ϕ〉‖ ≥  we
may by the above extract a further subsequence 〈Xn(k(j))t , ϕ〉 converging to 〈Xt, ϕ〉, which
gives a contradiction. From now we denote this subsequence by n for simplicity.
We now proceed to prove that (x → Xxt ) ∈ L2(Ω;W 1,2(U ;Rd)): Because of Lemma 2.18
we get that (x → Xn,xt ) is bounded in L2(Ω;W 1,2(U ;Rd)), thus relatively compact in the
weak topology. Then there exists a subsequence n(k) such that X
n(k),·
t converges weakly to
an Y ∈ L2(Ω;W 1,2(U ;Rd)). Then for all A ∈ F and ϕ ∈ C∞0 we have
E[1A〈Xt, ϕ′〉] = lim
k→∞
E[1A〈Xn(k)t , ϕ′〉]
= lim
k→∞
−E[1A〈 ∂
∂x
X
n(k)
t , ϕ〉] = −E[1A〈Y, ϕ〉].
Hence we have
〈Xt, ϕ′〉 = −〈Y, ϕ〉 μ-a.s. (2.50)
Finally, we need to show that there exists a measurable set Ω0 ⊂ Ω with full measure such that
X ·t has a weak derivative on this subset. To this end choose a sequence {ϕn} in C∞(Rd;Rd)
dense in W 1,20 (U ;R
d). Choose a measurable subset Ωn of Ω with full measure such that (2.50)
holds on Ωn with ϕ replaced by ϕn. Then Ω0 := ∩n≥1Ωn satisﬁes the desired property.
Remark 2.20 By a similar argument as in the above proof, one can show that there exists
a subsequence n(k) such that X
n(k),x
t → Xxt in L2(Ω;Rd) for all t and x, i.e. the choice of
subsequence is independent of t and x. From now on, we shall always use this subsequence,
for simplicity denoted by n.
Remark 2.21 We mention that Proposition 2.19 was ﬁrst studied in [32]. There the authors
could even show that the solution to the SDE (2.25) gives rise to a stochastic ﬂow of Sobolev
diﬀeomorphisms
R
d  x → φs,t(x) ∈ Rd, s, t ∈ R,
where φs,t(x) denotes the solution at time t of the SDE (2.25) that starts in x at time s.
33
2.4.2 Stochastic representation of spatial derivatives of solutions to Kolmogorov
equations
We will now study the Kolmogorov equation
∂
∂t
v(t, x) =
d∑
j=1
bj(t, x)
∂
∂xj
v(t, x) +
1
2
d∑
i=1
∂2
∂x2i
v(t, x) (2.51)
with initial condition v(0, x) = Φ(x), where b : [0, 1]× Rd → Rd is bounded and measurable.
It can be shown, see [50], that when Φ is continuous and bounded there exists a solution
to (2.51) given by
v(t, x) = E[Φ(Xxt )], (2.52)
where v is a solution to the Kolmogorov Equation (2.51) which is unique among all bounded
solutions in the space ∩p>1W (1,2),ploc ((0, 1] × Rd) ∩ C([0, 1] × Rd). Here W (1,2),ploc ((0, 1] × Rd)
denotes the space of functions that are once weakly diﬀerentiable on (0, 1] and twice weakly
diﬀerentiable on Rd, and these derivatives are locally integrable to the p-th power.
In the following we are interested in the spatial derivative ∂∂xv, and our aim is to use the
Mallavin derivative and the spatial derivative ∂∂xX
x
t to ﬁnd an explicit formula for
∂
∂xv which
does not depend on the derivative of Φ.
Remark 2.22 i) The spatial derivative ∂∂xv(t, x) has various important interpretations. For
example, if v(t, x) describes the concentration of a certain type of molecules at time t and
position x in a medium, where b(t, x) is the macroscopic velocity of motion of the medium at
t, x, then ∂∂xv(t, x) can be regarded as a sensitivity measure of the concentration of molecules
with respect to its location.
ii) We remark that the representation (2.53) we derive below might be useful from a numerical
point of view, since no derivative of the initial condition Φ is involved. It is e.g. conceivable
to approximate ∂∂xv(t, x) by using Monte-Carlo simulation. The latter is at least possible
in the one-dimensional case, where ∂∂xX
x
t can be written in terms of a backward stochastic
integral or a local time integral without using the derivative of b. Compare [31].
Theorem 2.23 (Bismut-Elworthy-Li formula) Assume Φ ∈ Cb(Rd) and let U be an
open, bounded subset of Rd. Then the derivative of the solution to (2.51) takes the following
(matrix notational) form
∂
∂x
v(t, x) = E[Φ(Xxt )t
−1
∫ t
0
∂
∂x
Xxs dBs] (2.53)
for almost all x ∈ U and all t ∈ (0, 1].
Proof.
Assume that Φ ∈ C2b (Rd) (the general case of Φ ∈ Cb(Rd) can be proved by approximation
of Φ in relation (2.55)) and let bn and X
n,x
t be as in the previous section. If we replace b by
bn in (2.51) we have the unique solution given by
vn(t, x) = E[Φ(X
n,x
t )].
By using Remark 4.11 we see that vn(t, x) → v(t, x) for each t and x.
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By [34, Page 109] we know that
DsX
n,x
t
∂
∂x
Xn,xs =
∂
∂x
Xn,xt ,
where the above product is the usual matrix product. Then we have
∂
∂x
Xn,xt = t
−1
∫ t
0
DsX
n,x
t
∂
∂x
Xn,xs ds. (2.54)
Interchanging integration and diﬀerentiation we get
∂
∂x
vn(t, x) = E[Φ
′(Xn,xt )
∂
∂x
Xn,xt ]
= E[t−1
∫ t
0
DsΦ(X
n,x
t )
∂
∂x
Xn,xs ds]
= E[Φ(Xn,xt )t
−1
∫ t
0
∂
∂x
Xn,xs dBs],
where we have used the chain rule and the duality formula for the Malliavin derivative in the
last equality.
Fix ϕ ∈ C∞0 (U). Using the matrix notation, we will show that∫
Rd
∂
∂x
ϕ(x)v(t, x)dx = −
∫
Rd
ϕ(x)E[Φ(Xxt )t
−1
∫ t
0
∂
∂x
Xxs dBs]dx. (2.55)
Indeed, by dominated convergence and Remark 4.11 we have∫
Rd
∂
∂x
ϕ(x)v(t, x)dx =− lim
n→∞
∫
Rd
ϕ(x)E[Φ(Xn,xt )t
−1
∫ t
0
∂
∂x
Xn,xs dBs]dx
=− lim
n→∞
∫
Rd
ϕ(x)E[(Φ(Xn,xt )− Φ(Xxt )) t−1
∫ t
0
∂
∂x
Xn,xs dBs]dx
− lim
n→∞
∫
Rd
ϕ(x)E[Φ(Xxt )t
−1
∫ t
0
∂
∂x
Xn,xs dBs]dx
= − lim
n→∞
i)n − lim
n→∞
ii)n.
For the ﬁrst term we have
i)n ≤
∫
Rd
|ϕ(x)|‖ ∂
∂x
Φ‖∞‖Xn,xt −Xxt ‖L2(Ω;Rd)t−1/2
(
sup
k≥1,s∈[0,1]
E[‖ ∂
∂x
Xk,xs ‖2Rd×d ]
)1/2
dx,
which goes to zero as n tends to inﬁnity by Remark 4.11 and Lebesque dominated convergence
theorem. For the second term, ii)n since X
x
t is Malliavin diﬀerentiable and Φ ∈ C2b (Rd) we
have by the Clark-Ocone formula in matrix notational form that (see e.g. [34])
Φ(Xxt ) = E[Φ(X
x
t )] +
∫ t
0
E[DsΦ(X
x
t )|Fs]dBs,
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so that
ii)n =
∫
Rd
ϕ(x)E[Φ(Xxt )t
−1
∫ t
0
∂
∂x
Xn,xs dBs]dx (2.56)
=t−1
∫
Rd
ϕ(x)E[
(
E[Φ(Xxt )] +
∫ t
0
E[DsΦ(X
x
t )|Fs]dBs
)∫ t
0
∂
∂x
Xn,xs dBs]dx (2.57)
=t−1
∫ t
0
∫
Rd
ϕ(x)E[DsΦ(X
x
t )
∂
∂x
Xn,xs ]dxds. (2.58)
It is easily veriﬁed by Lemma 2.5 that ϕ(·)DsΦ(X ·t) = ϕ(·)Φ′(X ·t)DsX ·t lies in L2(Rd×Ω;Rd)
so that for each s, the function
gn(s) =
∫
Rd
ϕ(x)E[DsΦ(X
x
t )
∂
∂x
Xn,xs ]dx
converges to
∫
Rd
ϕ(x)E[DsΦ(X
x
t )
∂
∂xX
x
s ]dx by the weak convergence of
∂
∂xX
n,x
s (for a subse-
quence). Now
|gn(s)| ≤
∫
Rd
|ϕ(x)|‖DsΦ(Xxt )‖L2(Ω;Rd)‖
∂
∂x
Xn,xs ‖L2(Ω;Rd)dx
≤ sup
y∈Rd, u≤t, k∈N
‖DuΦ(Xyt )‖L2(Ω;Rd)‖
∂
∂x
Xk,yu ‖L2(Ω;Rd)
∫
Rd
|ϕ(x)|dx
so that by Lebesgue dominated convergence theorem
lim
n→∞
ii)n = t
−1
∫ t
0
∫
Rd
ϕ(x)E[DsΦ(X
x
t )
∂
∂x
Xxs ]dxds.
Reversing equations (2.56), (2.57) and (2.58) with ∂∂xX
x
s in place of
∂
∂xX
n,x
s gives the result.
Remark 2.24 i) In the case of smooth coeﬃcients b a similar proof based on the duality
formula for Malliavin derivatives can be found in [14].
ii) By using relation (2.55) and the existence of a probability density of Xxt in the proof of
Theorem 2.23 it can actually be shown that for merely bounded and measurable Φ we have
(x → E[Φ(Xxt )]) ∈ W 1,2(U)
for all t.
2.4.3 Well-posedness of stochastic transport equations with singular coeﬃcients
In order to emphasize the applicability of the techniques and results of the previous sections
to a variety of other problems in stochastic analysis, we present the following result on the
problem of well-posedness of stochastic transport equations with singular coeﬃcients, which
is based on the estimate (2.30) in Proposition 2.7.
The stochastic transport equation is the following equation
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{
dtu(t, x)+ (b(t, x) · ∂∂xu(t, x))dt +
∑d
i=1
∂
∂xi
u(t, x) ◦ dBit = 0
u(0, x) = u0(x),
(2.59)
where b : [0, 1]×Rd → Rd is a given vector ﬁeld and u0 : Rd → R is a given initial data. The
stochastic integration is understood in the Stratonovich sense.
By a diﬀerentiable, weak L∞-solution of the transport equation (2.59) we mean a stochas-
tic process u ∈ L∞(Ω× [0, 1]×Rd) such that, for every t, the function u(t, ·) is weakly diﬀer-
entiable a.s. with sup0≤s≤1,x∈Rd E[
∣∣ ∂
∂xu(s, x)
∣∣4] < ∞ and for every test function θ ∈ C∞0 (Rd),
the process
∫
Rd
θ(x)u(t, x)dx has a continuous modiﬁcation which is an Ft-semi martingale
and ∫
Rd
θ(x)u(t, x)dx =
∫
Rd
θ(x)u0(x)dx
−
∫ t
0
∫
Rd
∂
∂x
u(s, x) · b(s, x)θ(x)dxds
+
d∑
i=1
∫ t
0
(∫
Rd
u(s, x)
∂
∂xi
θ(x)dx
)
◦ dBis, (2.60)
where ∂∂xu(t, x) is the weak derivative of u(t, x) in the space-variable.
Theorem 2.25 Let b be bounded and measurable, and let u0 ∈ C1b (Rd). Then there exists
a unique diﬀerentiable, weak L∞-solution u(t, x) to (2.59). Moreover, for ﬁxed t and x, this
solution is Malliavin-diﬀerentiable.
Proof. See [32].
Remark 2.26 We point out that the corresponding deterministic transport equation of (2.59)
is in general not well-posed - even if b is continuous.
Finally, we conclude this section with a remark on two further potential applications of
our approach.
Remark 2.27 i) Another interesting implication of our result that strong solutions of SDE’s
with merely measurable drift coeﬃcients are Malliavin diﬀerentiable is that for all 0 ≤ t ≤ T ,
h ∈ L2([0, T ]) the process
{Xt(ω + u
∫ ·
0
h(s)ds)}u∈R (2.61)
has a version which is absolutely continuous for almost all ω ∈ Ω = C0([0, T ]) (Wiener space),
see e.g. [34]. By considering the “initial condition” y = x + Bt(ω) in the ODE
d
dt
Xyt =b(t,X
y
t )
Xy0 =y ,
relation (2.61) in connection with (2.25) actually gives an interesting “link” to the ﬂow prop-
erty of solutions of ODE’s with discontinuous coeﬃcients. This may be of use in perturbation
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problems of discontinuous ordinary diﬀerential equations and other applications. See e.g. [27]
or [12].
ii) We also mention that our technique may be applied to examine strong solutions of
dXt = b(t,Xt)dt + dB
Q
t , X0 = x ∈ H, (2.62)
where BQt is a Q-cylindrical Brownian motion on a Hilbert space H and Q a positive symmet-
ric trace class operator. Applications to certain classes of SPDE’s are also conceivable. See
[28]. We point out that equations of the type (2.62) are not accessible within the framework
of the authors of [52], [49], [36], [21], [16] and [17]. For example, the construction method
of the authors in [17] heavily rests on an estimate of Krylov [20], which has no extension to
inﬁnite dimensions.
2.5 Appendix
The following result which is due to [6, Theorem 1] provides a compactness criterion for
subsets of L2(μ;Rd) using Malliavin calculus.
Theorem 2.28 Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P ) is a
probability space and H a separable closed subspace of Gaussian random variables of L2(Ω),
which generate the σ-ﬁeld A. Denote by D the derivative operator acting on elementary
smooth random variables in the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).
Further let D1,2 be the closure of the family of elementary smooth random variables with
respect to the norm
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .
Assume that C is a self-adjoint compact operator on H with dense image. Then for any c > 0
the set
G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +
∥∥C−1DG∥∥
L2(Ω;H)
≤ c
}
is relatively compact in L2(Ω).
In order to formulate compactness criteria useful for our purposes, we need the following
technical result which also can be found in [6].
Lemma 2.29 Let vs, s ≥ 0 be the Haar basis of L2([0, 1]). For any 0 < α < 1/2 deﬁne the
operator Aα on L
2([0, 1]) by
Aαvs = 2
kαvs, if s = 2
k + j
for k ≥ 0, 0 ≤ j ≤ 2k and
Aα1 = 1.
Then for all β with α < β < (1/2), there exists a constant c1 such that
‖Aαf‖ ≤ c1
⎧⎨⎩‖f‖L2([0,1]) +
(∫ 1
0
∫ 1
0
|f(t)− f(t′)|2
|t− t′|1+2β
dt dt′
)1/2⎫⎬⎭ .
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A direct consequence of Theorem 2.28 and Lemma 2.29 is now the following compactness
criteria which is essential for the proof of Corollary 2.6:
Corollary 2.30 Let a sequence of F1-measurable random variables Xn ∈ D1,2, n = 1, 2...,
be such that there exist constants α > 0 and C > 0 with
sup
n
E[|Xn|2] ≤ C,
sup
n
E
[‖DtXn −Dt′Xn‖2] ≤ C|t− t′|α
for 0 ≤ t′ ≤ t ≤ 1 and
sup
n
sup
0≤t≤1
E
[‖DtXn‖2] ≤ C .
Then the sequence Xn, n = 1, 2..., is relatively compact in L
2(Ω).
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3 Sobolev Diﬀerentiable Stochastic Flows for SDE’s with Singluar
Coeﬃcients: Applications to the Transport Equation
Salah Mohammed, Torstein Nilssen and Frank Proske
Preprint
Abstract
In this paper, we establish the existence of a stochastic ﬂow of Sobolev diﬀeomorphisms
R
d  x −→ φs,t(x) ∈ Rd, s, t ∈ R,
for a stochastic diﬀerential equation (SDE) of the form
dXt = b(t,Xt) dt + dBt, s, t ∈ R, Xs = x ∈ Rd.
The above SDE is driven by a bounded measurable drift coeﬃcient b : R × Rd → Rd
and a d-dimensional Brownian motion B. More speciﬁcally, we show that the stochastic
ﬂow φs,t(·) of the SDE lives in the space L2(Ω;W 1,p(Rd, w)) for all s, t and all p > 1,
where W 1,p(Rd, w) denotes a weighted Sobolev space with weight w possessing a p-th
moment with respect to Lebesgue measure on Rd. This result is counter-intuitive, since
the dominant ‘culture’ in stochastic (and deterministic) dynamical systems is that the
ﬂow ‘inherits’ its spatial regularity from the driving vector ﬁelds.
The spatial regularity of the stochastic ﬂow yields existence and uniqueness of a
Sobolev diﬀerentiable weak solution of the (Stratonovich) stochastic transport equation{
dtu(t, x)+ (b(t, x) ·Du(t, x))dt +
∑d
i=1 ei ·Du(t, x) ◦ dBit = 0,
u(0, x) = u0(x),
where b is bounded and measurable, u0 is C
1
b and {ei}di=1 a basis for Rd. It is well-known
that the deterministic counter part of the above equation does not in general have a
solution.
Using stochastic perturbations and our analysis of the above SDE, we establish a de-
terministic ﬂow of Sobolev diﬀeomorphisms for classical one-dimensional (deterministic)
ODE’s driven by discontinuous vector ﬁelds. Furthermore, and as a corollary of the lat-
ter result, we construct a Sobolev stochastic ﬂow of diﬀeomorphisms for one-dimensional
SDE’s driven by discontinuous diﬀusion coeﬃcients.
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3.1 Introduction
In this article we analyze the spatial regularity in the initial condition x ∈ Rd for strong
solutions Xx· to the d-dimensional stochastic diﬀerential equation (SDE)
Xs,xt = x +
∫ t
s
b(u,Xs,xu )du + Bt −Bs, s, t ∈ R. (3.1)
In the above SDE, the drift coeﬃcient b : R×Rd −→ Rd is only Borel measurable and bounded,
and the equation is driven by standard Brownian motion B. in R
d.
More speciﬁcally, we construct a two-parameter pathwise Sobolev diﬀerentiable stochastic
ﬂow
R× R× Rd  (s, t, x) −→ φs,t(x) ∈ Rd
for the SDE (3.1) such that each ﬂow map
R
d  x −→ φs,t(x) ∈ Rd
is a Sobolev diﬀeomorphism in the sense that
φs,t(·) and φ−1s,t (·) ∈ L2(Ω,W 1,p(Rd;w)) (3.2)
for all s, t ∈ R, all p > 1. In (3.2) above, W 1,p(Rd, w) denotes a weighted Sobolev space
of mappings Rd → Rd with any measurable weight function w : Rd → [0,∞) satisfying the
integrability requirement ∫
Rd
(1 + |x|p)w(x)dx <∞. (3.3)
In particular, φs,t(·) is locally α−Ho¨lder continuous for all α < 1. When the SDE (3.1) is
autonomous, we show further that the stochastic ﬂow corresponds to a Sobolev diﬀerentiable
perfect cocycle on Rd. For precise statements of the above results, see Theorem 3.3 and
Corollary 3.5 in the next section.
In this article we oﬀer a novel approach for constructing a Sobolev diﬀerentiable stochastic
ﬂow for the SDE (1). Our approach is based on Malliavin calculus ideas coupled with new
probabilistic estimates on the spatial weak derivatives of solutions of the SDE. A unique
(pleasantly surprising) feature of these estimates is that they do not depend on the spatial
regularity of the drift coeﬃcient b. Needless to say, the existence of diﬀerentiable ﬂows for
SDE’s with measurable drifts is counter-intuitive: The dominant ‘culture’ in stochastic (and
deterministic) dynamical systems is that the ﬂow ‘inherits’ its spatial regularity from the
driving vector ﬁelds. Furthermore, in the stochastic setting, the stochastic ﬂow is in general
even a little ‘rougher’ in the space variable than the driving vector ﬁelds. (cf. [22], [28]).
The existence of a Sobolev diﬀerentiable stochastic ﬂow for the SDE (1) is exploited
(Section 3) to obtain a unique weak solution u(t, x) of the (Stratonovich) stochastic transport
equation {
dtu(t, x)+ (b(t, x) ·Du(t, x))dt +
∑d
i=1 ei ·Du(t, x) ◦ dBit = 0
u(0, x) = u0(x),
(3.4)
when b is just bounded and measurable, u0 ∈ C1b (Rd), and {ei}di=1 a basis for Rd. This result
is surprising since the corresponding deterministic transport equation is in general ill-posed.
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Cf. [1], [8]. We also note that our result holds without the existence of the divergence of b;
and furthermore, our solutions are spatially (and also Malliavin) Sobolev diﬀerentiable (cf.
[14]).
In Section 4, we apply the ideas of Section 2 to show the existence of a family of solutions
X˜xt of the one-dimensional ODE
dX˜t
dt
= b(X˜t), t ∈ R, X˜0 = x ∈ R, (3.5)
which are locally of class W 1,2 in x (Theorem 3.27, Section 4). This result is obtained under
the requirement that the coeﬃcient b is monotone decreasing and is either bounded above or
below. The proof of the result uses a stochastic perturbation argument via small Brownian
noise coupled with local time techniques. As far as we know, it appears that the above result
is new. Furthermore, solutions to the ODE (3.5) generate a one-parameter group of W 1,2
diﬀeomorphisms of R onto itself. As a consequence of the above result, we construct a W 1,2
perfect cocycle of diﬀeomorphisms for solutions of the one-dimensional Stratonovich SDE:
dXxt = b(X
x
t ) ◦ dBt, t ∈ R, Xx0 = x ∈ R. (3.6)
It is surprising that such regularity of the ﬂow is feasible despite the inherent discontinuities
in the driving vector ﬁeld of in the ODE (3.5) and the SDE (3.6). SDE’s with discontinuous
coeﬃcients and driven by Brownian motion (or more general noise) have been an important
area of study in stochastic analysis and other related branches of mathematics. Important
applications of this class of SDE’s pertain to the modeling of the dynamics of interacting
particles in statistical mechanics and the description of a variety of other random phenomena
in areas such as biology or engineering. See e.g. [33] or [23] and the references therein.
Using estimates of solutions of parabolic PDE’s and the Yamada-Watanabe principle, the
existence of a global unique strong solution to the SDE (3.1) was ﬁrst established by A.K.
Zvonkin [41] in the 1−dimensional case, when b is bounded and measurable. The latter work
is a signiﬁcant development in the theory of SDE’s. Subsequently, the result was generalized
by A.Y. Veretennikov [39] to the multi-dimensional case. More recently, N.V. Krylov and M.
Ro¨ckner employed local integrability criteria on the drift coeﬃcient b to obtain unique strong
solutions of (3.1) by using an argument of N. I. Portenko [33]. An alternative approach,
which doesn’t rely on a pathwise uniqueness argument and which also yields the Malliavin
diﬀerentiability of solutions to (3.1) was recently developed in [27], [26]. We also refer to the
recent article [5] for an extension of the previous results to a Hilbert space setting. In [5], the
authors employ techniques based on solutions of inﬁnite-dimensional Kolmogorov equations.
Another important issue in the study of SDE’s with (bounded) measurable coeﬃcients is
the regularity of their solutions with respect to the initial data and the existence of stochastic
ﬂows. See [22], [28] for more information on the existence and regularity of stochastic ﬂows
for SDE’s, and [29], [30] in the case of stochastic diﬀerential systems with memory. Using the
method of stochastic characteristics, stochastic ﬂows may be employed to prove uniqueness
of solutions of stochastic transport equations under weak regularity hypotheses on the drift
coeﬃcient b. See for example [14], where the authors use estimates of solutions of backward
Kolmogorov equations to show the existence of a stochastic ﬂow of diﬀeomorphisms with
α-Ho¨lder continuous derivatives for α < α, where b ∈ C([0, 1];Cαb (Rd)), and Cαb (Rd) is the
space of bounded α−Ho¨lder continuous functions. A similar result also holds true, when
b ∈ Lq([0, 1];Lp(Rd)) for p, q such that p ≥ 2, q > 2, dp + 2q < 1. See [12]. Here the authors
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construct, for any α ∈ (0, 1), a stochastic ﬂow of α-Ho¨lder continuous homeomorphisms for
the SDE (3.1). Furthermore, it is shown in [12] that the map
R
d  x −→ Xx· ∈ Lp([0, 1]× Ω;Rd)
is diﬀerentiable in the Lp(Ω)−sense for every p ≥ 2.
The approach used in [12] is based on a Zvonkin-type transformation [41] and estimates
of solutions of an associated backward parabolic PDE. We also mention the recent related
works [11], [10] and [2]. For an overview of this topic the reader may also consult the book
[8].1 In this connection, it should be noted that our method for constructing a stochastic
ﬂow for the SDE (3.1) is heavily dependent on Malliavin calculus ideas together with some
diﬃcult probabilistic estimates (cf. [26]).
Our paper is organized as follows: In Section, 2 we introduce basic deﬁnitions and nota-
tions and provide some auxiliary results that are needed to prove the existence of a Sobolev
diﬀerentiable stochastic ﬂow for the SDE (3.1). See Theorem 3.3 and Corollary 3.5 in Section
2. We also brieﬂy discuss a speciﬁc extension of this result to SDE’s with multiplicative noise.
In Section 3 we give an application of our approach to the construction of a unique Sobolev
diﬀerentiable solution to the (Stratonovich) stochastic transport equation (3.27) . Ideas devel-
oped in Section 2 are used in Section 4 to show the existence and regularity of a deterministic
ﬂow for the one-dimensional ODE (3.5), and a perfect cocycle for the one-dimensional SDE
(3.6).
3.2 Existence of a Sobolev Diﬀerentiable Stochastic Flow
Throughout this paper we denote by Bt = (B
(1)
t , ..., B
(d)
t ), t ∈ R, d−dimensional Brownian
motion on the complete Wiener space (Ω,F , μ) where Ω := C(R;Rd) is given the compact
open topology and F is its μ-completed Borel σ-ﬁeld with respect to Wiener measure μ.
In order to describe the cocycle associated with the stochastic ﬂow of our SDE, we deﬁne
the μ-preserving (ergodic) Wiener shift θ(t, ·) : Ω → Ω by
θ(t, ω)(s) := ω(t + s)− ω(t), ω ∈ Ω, t, s ∈ R.
The Brownian motion is then a perfect helix with respect to θ: That is
Bt1+t2(ω)−Bt1(ω) = Bt2(θ(t1, ω))
for all t1, t2 ∈ R and all ω ∈ Ω. The above helix property is a convenient pathwise expression
of the fact that Brownian motion B has stationary ergodic increments.
Our main focus of study in this section is the d-dimensional SDE
Xs,xt = x +
∫ t
s
b(u,Xs,xu )du + Bt −Bs, s, t ∈ R, x ∈ Rd, (3.7)
where the drift coeﬃcient b : R× Rd −→ Rd is a bounded Borel measurable function.
It is known that the above SDE has a unique strong global solution Xs,x. for each x ∈ Rd
( [39] or [26], [27]).
Here, we will establish the existence of a Sobolev-diﬀerentiable stochastic ﬂow of diﬀeo-
morphisms for the SDE (3.7).
1After completing the preparation of this article, personal communication with F. Flandoli indicated work
in preparation with E. Fedrizzi [13] on similar issues regarding the regularity of stochastic ﬂows for SDE’s,
using a diﬀerent approach.
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Deﬁnition 3.1 A map R×R×Rd  (s, t, x, ω) −→ φs,t(x, ω) ∈ Rd is a stochastic ﬂow of
homeomorphisms for the SDE (3.7) if there exists a universal set Ω∗ ∈ F of full Wiener
measure such that for all ω ∈ Ω∗, the following statements are true:
(i) For any x ∈ Rd, the process φs,t(x, ω), s, t ∈ R, is a strong global solution to the SDE
(3.7).
(ii) φs,t(x, ω) is continuous in (s, t, x) ∈ R× R× Rd.
(iii) φs,t(·, ω) = φu,t(·, ω) ◦ φs,u(·, ω) for all s, u, t ∈ R.
(iv) φs,s(x, ω) = x for all x ∈ Rd and s ∈ R.
(v) φs,t(·, ω) : Rd → Rd are homeomorphisms for all s, t ∈ R.
A stochastic ﬂow φs,t(·, ω) of homeomorphisms is said to be Sobolev-diﬀerentiable if for
all s, t ∈ R, the maps φs,t(·, ω) and φ−1s,t (·, ω) are Sobolev-diﬀerentiable in the sense described
below.
From now on we use |·| to denote the norm of a vector in Rd or a matrix in Rd×d.
In order to prove the existence of a Sobolev diﬀerentiable ﬂow for the SDE (3.7), we need to
introduce a suitable class of weighted Sobolev spaces. Fix p ∈ (1,∞) and let w : Rd −→ (0,∞)
be a Borel measurable function satisfying∫
Rd
(1 + |x|p)w(x)dx <∞. (3.8)
Let Lp(Rd, w) denote the Banach space of all Borel measurable functions u = (u1, ..., ud) :
R
d −→ Rd such that ∫
Rd
|u(x)|p w(x)dx < ∞, (3.9)
and equipped with the norm
‖u‖Lp(Rd,w) :=
[ ∫
Rd
|u(x)|p w(x)dx
]1/p
.
Furthermore, denote by W 1,p(Rd, w) the linear space of functions u ∈ Lp(Rd, w) with weak
partial derivatives Dju ∈ Lp(Rd, w) for j = 1, ..., d. We equip this space with the complete
norm
‖u‖1,p,w := ‖u‖Lp(Rd,w) +
d∑
i,j=1
‖Djui‖Lp(Rd,w) . (3.10)
We will show that the strong solution Xs,.t of the SDE (3.7) is in L
2(Ω, Lp(Rd, w)) when
p > 1 (see Corollary 3.13). In fact, the SDE (3.7) implies the following estimate:
|Xs,xt |p ≤ cp(|x|p + |t− s|p ‖b‖p∞ + |Bt −Bs|p).
for all s, t ∈ R, x ∈ Rd.
On the other hand, it is easy to see that the solutions Xs,.t of SDE (3.7) are in general not
in Lp(Rd, dx) with respect to Lebesgue measure dx on Rd: Just consider the special trivial
case b ≡ 0. This implies that solutions of the SDE (3.7) (if they exist) may not belong to
the Sobolev space W 1,p(Rd, dx), p > 1. However, we will show that such solutions do indeed
belong to the weighted Sobolev spaces W 1,p(Rd, w) for p ≥ 1.
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Remark 3.2 (i) Let w : Rd −→ (0,∞) be a weight function in Muckenhoupt’s Ap−class
(1 < p <∞), that is a locally (Lebesgue) integrable function on Rd such that
sup
(
1
λd(B)
∫
B
w(x)dx
)(
1
λd(B)
∫
B
(w(x))1/(1−p)dx
)p−1
=: cw,p <∞,
where the supremum is taken over all balls B in Rd and λd is Lebesgue measure on R
d. For
example the function w(x) = |x|γ is an Ap−weight iﬀ −d < γ < d(p − 1). Other examples
of weights are given by positive superharmonic functions. See e.g. [18] and [21] and the
references therein. Denote by H1,p(Rd, w) the completion of C∞(Rd) with respect to the
norm ‖·‖1,p,w in (3.10). If w is a Ap−weight, then we have
W 1,p(Rd, w) = H1,p(Rd, w)
for all 1 < p <∞. See e.g. [18].
(ii) Let p0 = inf{q > 1 : w is a Aq−weight} and let u ∈ W 1,p(Rd, w). If p0 < p/d, then u is
locally Ho¨lder continuous with any exponent α such that 0 < α < 1− dp0/p.
We now state our main result in this section which gives the existence of a Sobolev
diﬀerentiable stochastic ﬂow for the SDE (3.7).
Theorem 3.3 In the SDE (3.7), assume that the drift coeﬃcient b is Borel-measurable and
bounded. Then the SDE (3.7) has a Sobolev diﬀerentiable stochastic ﬂow φs,t : R
d → Rd, s, t ∈
R: That is
φs,t(·) and φ−1s,t (·) ∈ L2(Ω,W 1,p(Rd, w))
for all s, t ∈ R and all p > 1.
Remark 3.4 If w is a Ap−weight then it follows from Remark 3.2 (ii) that a version of
φs,t(·) is locally Ho¨lder continuous for all 0 < α < 1 and all s, t.
The following corollary is a consequence of Theorem 3.3 and the helix property of the
Brownian motion.
Corollary 3.5 Consider the autonomous SDE
Xs,xt = x +
∫ t
s
b(Xs,xu )du + Bt −Bs, s, t ∈ R, (3.11)
with bounded Borel-measurable drift b : Rd → Rd. Then the stochastic ﬂow of the SDE
(3.11) has a version which generates a perfect Sobolev-diﬀerentiable cocycle (φ0,t, θ(t, ·)) where
θ(t, ·) : Ω → Ω is the μ-preserving Wiener shift. More speciﬁcally, the following perfect cocycle
property holds for all ω ∈ Ω and all t1, t2 ∈ R:
φ0,t1+t2(·, ω) = φ0,t2(·, θ(t1, ω)) ◦ φ0,t1(·, ω)
We will prove Theorem 3.3 through a sequence of lemmas and propositions. We begin by
stating our main proposition:
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Proposition 3.6 Let b : R × Rd → Rd be bounded and measurable. Let U be an open and
bounded subset of Rd. For each t ∈ R and p > 1 we have
X ·t ∈ L2(Ω;W 1,p(U))
We will prove Proposition 3.6 using two steps. In the ﬁrst step , we show that for a
bounded smooth function b : [0, 1]×Rd → Rd with compact support, it is possible to estimate
the norm of X ·t in L
2(Ω,W 1,p(U)) independently of the size of b′, with the estimate depending
only on ‖b‖∞. To do this we use the same technique as introduced in [26].
In the second step, we will approximate our bounded measurable coeﬃcient b by a
sequence {bn}∞n=1 of smooth compactly supported functions as in step 1. We then show that
the corresponding sequence Xn,·t of solutions is relatively compact in L
2(Ω) when integrated
against a test function on Rd. By step 1 we use weak compactness of the above sequence in
L2(Ω,W 1,p(U)) to conclude that the limit point X ·t of the above sequence must also lie in
this space.
We now turn to the ﬁrst step of our procedure. Note that if b is a compactly supported
smooth function, the corresponding solution of the SDE (3.1) is (strongly) diﬀerentiable with
respect to x, and the ﬁrst order spatial Jacobian ∂∂xX
x
t satisﬁes the linearized random ODE{
d ∂∂xX
x
t = b
′(t,Xxt )
∂
∂xX
x
t dt
∂
∂xX
x
0 = Id
, (3.12)
where Id is the d× d identity matrix and b′(t, x) =
(
∂
∂xi
b(j)(t, x)
)
1≤i,j≤d
denotes the spatial
Jacobian derivative of b.
A key estimate in the ﬁrst step of the argument is provided by the following proposition:
Proposition 3.7 Assume that b is a smooth function with compact support. Then for any
p ∈ [1,∞) and t ∈ R, we have the following estimate for the solution of the linearized equation
(3.12):
sup
x∈Rd
E[| ∂
∂x
Xxt |p] ≤ Cd,p(‖b‖∞)
where Cd,p is an increasing continuous function depending only on d and p.
The proof of Proposition 3.7 relies on the following sequence of lemmas which provide
estimates on expressions depending on the Gaussian distribution and its derivatives. To this
end we deﬁne P (t, z) := (2πt)d/2e−|z|
2/2t, t > 0, where |z| is the Euclidean norm of a vector
z ∈ Rd.
Lemma 3.8 Let φ, h : [0, 1]×Rd → R be measurable functions such that |φ(s, z)| ≤ e−|z|2/3s
and ‖h‖∞ ≤ 1. Also let α, β ∈ {0, 1}d be multiindices such that |α| = |β| = 1. Then there
exists a universal constant C (independent of φ, h, α and β) such that∣∣∣∣∣
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
φ(s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt
∣∣∣∣∣ ≤ C .
Furthermore, there is a universal positive constant (also denoted by) C such that for measur-
able functions g and h bounded by 1, we have∣∣∣∣∣
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt
∣∣∣∣∣ ≤ C
49
and ∣∣∣∣∣
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)DγP (s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt
∣∣∣∣∣ ≤ C .
Proof.
We will only give a proof of the ﬁrst estimate in the lemma. The proofs of the second
and third estimates are left to the reader.
Denote the ﬁrst integral in the lemma by I. Let l,m ∈ Zd and deﬁne [l, l + 1) :=
[l(1), l(1) + 1) × · · · × [l(d), l(d) + 1) and similarly for [m,m + 1). Truncate the functions φ, h
by setting φl(s, z) := φ(s, z)1[l,l+1)(z) and hm(t, y) := h(t, y)1[m,m+1)(y).
In the ﬁrst integral, we replace φ, h by φl, hm respectively, and thus deﬁne
Il,m :=
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
φl(s, z)hm(t, y)D
αDβP (t− s, y − z)dydzdsdt
Therefore we can write I =
∑
l,m∈Zd Il,m. Below we let C be a generic constant that may
vary from line to line.
Assume ‖l −m‖∞ := maxi |l(i) −m(i)| ≥ 2. For z ∈ [l, l + 1) and y ∈ [m,m + 1) we have
|z − y| ≥ ‖l −m‖∞ − 1. If α = β we have that
DαDβP (t− s, z − y) = (z
(i) − y(i))(z(j) − y(j))
(t− s)2 P (t− s, y − z)
for a suitable choice of i, j. Then we can ﬁnd C such that
|DαDβP (t− s, z − y)| ≤ Ce−(‖l−m‖∞−2)2/4.
If α = β, we have
(Dα)2P (t− s, y − z) =
(
(y(i) − z(i))2
t− s − 1
)
P (t− s, y − z)
t− s
and similarly we ﬁnd C such that
|(Dα)2P (t− s, y − z)| ≤ Ce−(‖l−m‖∞−2)2/4 .
In both cases we have |Il,m| ≤ Ce−|l|2/8e−(‖l−m‖∞−2)2/4 and it follows that∑
‖l−m‖∞≥2
|Il,m| ≤ C.
Assume ‖l−m‖∞ ≤ 1 and let φˆl(s, u) and hˆm(t, u) be the Fourier transform in the second
variable, deﬁned by
hˆm(t, u) := (2π)
−d/2
∫
Rd
h(t, x)e−i(u,x)dx
and similarly for φˆl(s, u). By the Plancherel theorem we have that∫
Rd
φˆl(s, u)
2du =
∫
Rd
φl(s, z)
2dz ≤ Ce−|l|2/6
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for all s ∈ [0, 1] and ∫
Rd
hˆm(t, u)
2du =
∫
Rd
hm(t, y)
2dy ≤ 1.
We can write
Il,m =
∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)hˆm(t,−u)u(i)u(j)(t− s)e−(t−s)|u|
2/2dudsdt. (3.13)
To see this, start with the right hand side. Then we have by Fubini’s theorem
∫
Rd
hˆm(t,−u)φˆl(s, u)uiuj(t− s)e−(t−s)|u|
2/2du
= (2π)−d
∫
Rd
∫
Rd
∫
Rd
hm(t, x)e
i(u,x)φl(s, y)e
−i(u,y)uiuj(t− s)e−(t−s)|u|2/2dudxdy
=
∫
Rd
∫
Rd
hm(t, x)φl(s, y)(t− s)
[
(2π)−d
∫
Rd
ei(u,x−y)uiuje−(t−s)|u|
2/2du
]
dxdy.
Now look at the expression in the square brackets. Substitute v =
√
t− su to get
(2π)−d
∫
Rd
ei(u,x−y)uiuje−(t−s)|u|
2/2du
= (2π)−d(t− s)−d/2
∫
Rd
e
i( v√
t−s ,x−y)
vi√
t− s
vj√
t− se
−|v|2/2dv
= (2π)−d(t− s)−d/2(t− s)−1
∫
Rd
e
i(v, x−y√
t−s )vivje−|v|
2/2dv.
Now put f(v) = e−|v|
2/2 and p(v) = v(i)v(j). From properties of the Fourier transform we
know that p̂f = DαDβ fˆ and fˆ = f . This gives that the above expression is equal to
(2π)−d/2(t− s)−d/2(t− s)−1DαDβf
(
x− y√
t− s
)
= (t− s)−1DαDβP (t− s, x− y).
This gives the equation (3.13).
Applying the inequality ab ≤ 12a2c+12b2c−1 to (3.13) with a = φˆl(s, u)u(i), b = hˆm(t,−u)u(j)
and c = e|l|
2/12 we get
|Il,m| ≤ 1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)
2(u(i))2e|l|
2/12e−(t−s)|u|
2/2dudsdt
+
1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2(u(j))2e−|l|2/12e−(t−s)|u|2/2dudsdt
≤ 1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)
2|u|2e|l|2/12e−(t−s)|u|2/2dudsdt
+
1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2|u|2e−|l|2/12e−(t−s)|u|2/2dudsdt.
51
For the ﬁrst term, integrate ﬁrst with respect to t in order to get∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)
2|u|2e|l|2/12e−(t−s)|u|2/2dudsdt ≤ Ce−|l|2/12
and for the second term, integrate with respect to s ﬁrst to get∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2|u|2e−|l|2/12e−(t−s)|u|2/2dudsdt ≤ Ce−|l|2/12
which gives |Il,m| ≤ Ce−|l|2/12 and hence∑
‖l−m‖∞≤1
|Il,m| ≤ C.
Using the previous lemma we can show the following:
Lemma 3.9 Let g, h : [0, 1]× Rd → R be Borel-measurable and bounded by 1 and let r ≥ 0.
As before we let α, β, γ be multiindexes with length 1. There exists a universal constant C
such that∣∣∣∣∫ t
t0
∫ t1
t0
∫
Rd
∫
Rd
g(t2, z)P (t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t− t1)rdydzdt2dt1
∣∣∣∣
≤ C(1 + r)−1(t− t0)r+1
and∣∣∣∣∫ t
t0
∫ t1
t0
∫
Rd
∫
Rd
g(t2, z)D
γP (t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t− t1)rdydzdt2dt1
∣∣∣∣
≤ C(1 + r)−1/2(t− t0)r+1/2 .
Proof.
We begin by proving the ﬁrst estimate in the lemma for t = 1, t0 = 0. The following
estimate holds for each integer k ≥ 0:∣∣∣∣∣
∫ 2−k
2−k−1
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt
∣∣∣∣∣
≤ C(1− 2−k−1)r2−k .
To see this, use the fact P (at, z) = a−d/2P (t, a−1/2z) and make the following substitutions
in the second estimate in Lemma 3.8: t′ := 2kt and s′ := 2ks, z′ := 2k/2z and y′ := 2k/2y,
h˜(t, y) := (1−t)
r
(1−2−k−1)r h(t, y).
Summing the above inequalities over k gives∣∣∣∣∣
∫ 1
0
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt
∣∣∣∣∣ ≤ C(1+r)−1.
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Moreover, it is easy to see that∣∣∣∣∣
∫ 1
0
∫ t/2
0
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt
∣∣∣∣∣
≤ C
∫ 1
0
∫ t/2
0
(t− s)−1(1− t)rdsdt ≤ C(1 + r)−1,
and combining these bounds gives the ﬁrst assertion of the lemma for t = 1, t0 = 0. For
general t and t0 use the change of variables t
′
1 :=
t1−t0
t−t0
, t′2 :=
t2−t0
t−t0
, y′ := (t − t0)−1/2y and
z′ := (t− t0)−1/2z.
The second assertion of the lemma is proved similarly.
We now turn to the following key estimate (cf. [6, Proposition 2.2]):
Lemma 3.10 Let B be a d-dimensional Brownian Motion starting from the origin and
b1, . . . , bn be compactly supported continuously diﬀerentiable functions bi : [0, 1] × Rd → R
for i = 1, 2, . . . n. Let αi ∈ {0, 1}d be a multiindex such that |αi| = 1 for i = 1, 2, . . . , n. Then
there exists a universal constant C (independent of {bi}i, n, and {αi}i) such that∣∣∣∣∣E
[∫
t0<t1<···<tn<t
(
n∏
i=1
Dαibi(ti, x + Bti)
)
dt1 . . . dtn
]∣∣∣∣∣
≤ C
n
∏n
i=1 ‖bi‖∞(t− t0)n/2
Γ(n2 + 1)
(3.14)
where Γ is the Gamma-function and x ∈ Rd. Here Dαi denotes the partial derivative with
respect to the j′th space variable, where j is the position of the 1 in αi.
Proof. Without loss of generality, assume that ‖bi‖∞ ≤ 1 for i = 1, 2 . . . , n. Using the
Gaussian density we write the left hand side of the estimate (3.14) in the form∣∣∣∣∣
∫
t0<t1<···<tn<t
∫
Rdn
n∏
i=1
Dαibi(ti, x + zi)P (ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn
∣∣∣∣∣ .
Introduce the notation
Jαn (t0, t, z0) =
∫
t0<t1<···<tn<t
∫
Rdn
n∏
i=1
Dαibi(ti, x+zi)P (ti− ti−1, zi−zi−1)dz1 . . . dzndt1 . . . dtn
where α = (α1, . . . αn) ∈ {0, 1}nd. We shall show that |Jαn (t0, t, z0)| ≤ Cn(t−t0)n/2/Γ(n/2+1),
thus proving the proposition.
To do this, we will use integration by parts to shift the derivatives from the bi’s onto the
Gaussian kernel. This will be done by introducing the alphabet
A(α) = {P,Dα1P, . . . ,DαnP,Dα1Dα2P, . . .Dαn−1DαnP}
where Dαi , DαiDαi+1 denotes the derivatives in z of P (t, z).
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Take a string S = S1 · · ·Sn in A(α) and deﬁne
IαS (t0, t, z0) =
∫
t0<···<tn<t
∫
Rdn
n∏
i=1
bi(ti, x + zi)Si(ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn .
We will need only a special type of strings: Say that a string is allowed if, when all the DαiP ’s
are removed from the string, a string of the form P · DαsDαs+1P · P · Dαs+1Dαs+2P · · ·P ·
DαrDαr+1P for s ≥ 1, r ≤ n − 1 remains. Also, we will require that the ﬁrst derivatives
DαiP are written in an increasing order with respect to i.
We now claim that
Jαn (t0, t, z0) =
2n−1∑
j=1
jI
α
Sj (t0, t, z0)
where each j is either −1 or 1 and each Sj is an allowed string in A(α). To see this, we
proceed by induction on n ≥ 1:
The claim obviously holds for n = 1. Assume that it holds for n ≥ 1, and let b0 be another
function satisfying the requirements of the lemma. Likewise with α0. Then
J
(α0,α)
n+1 (t0, t, z0) =
∫ t
t0
∫
Rd
Dα0b0(t1, x + z1)P (t1 − t0, z1 − z0)Jαn (t1, t, z1)dz1dt1
=−
∫ t
t0
∫
Rd
b0(t1, x + z1)D
α0P (t1 − t0, z1 − z0)Jαn (t1, t, z1)dz1dt1
−
∫ t
t0
∫
Rd
b0(t1, x + z1)P (t1 − t0, z1 − z0)Dα0Jαn (t1, t, z1)dz1dt1 .
Notice that
Dα0IαS (t1, t, z1) = −I(α0,α)S˜ (t1, t, z1)
where
S˜ =
{
Dα0P · S2 · · ·Sn if S = P · S2 · · ·Sn
Dα0Dα1P · S2 · · ·Sn if S = Dα1P · S2 · · ·Sn .
Here, S˜ is not an allowed string in A(α). So from the induction hypothesis Dα0Jαn (t0, t, z0) =∑2n−1
j=1 −jI(α0,α)S˜ (t0, t, z0) this gives
J
(α0,α)
n+1 =
2n−1∑
j=1
−jI(α0,α)Dα0P ·Sj +
2n−1∑
j=1
jIP ·S˜j .
It is easily checked that when Sj is an allowed string in A(α), both Dα0P · Sj and P · S˜j are
allowed strings in A(α0, α).
This proves the claim.
For the rest of the proof of Lemma 3.10 we will bound IαS when S is an allowed string,
i.e. we will show that there is a positive constant M such that
IαS (t0, t, z0) ≤
Mn(t− t0)n/2
Γ(n2 + 1)
.
for all integers n ≥ 1 and for each allowed string S in the alphabet A(α).
We proceed by induction on n ≥ 0: The case n = 0 is immediate, so assume n > 0 and
that this holds for all allowed strings of length less than n. We divide into three cases:
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1. S = Dα1P · S′ where S′ is a string in A(α′) and α′ := (α2, . . . , αn)
2. S = P ·Dα1Dα2P · S′ where S′ is a string in A(α′) and α′ := (α3, . . . , αn)
3. S = P · Dα1P · · ·DαmP · Dαm+1Dαm+2P · S′ where S′ is a string in A(α′) and α′ :=
(αm+3, . . . , αn).
In all the above cases, S′ is an allowed string in the alphabet.
1. We use the inductive hypothesis to bound Iα
′
S′ (t1, t, z1) and the bound∫
Rd
|DαP (t, z)|dz ≤ Ct−1/2 (3.15)
to get
|IαS (t0, t, z0)| =
∣∣∣∣∫ t
t0
∫
Rd
b1(t1, z1)D
α1P (t1 − t0, z1 − z0)Iα′S′ (t1, t, z1)dz1dt1
∣∣∣∣
≤ M
n−1
Γ(n+12 )
∫ t
t0
(t− t1)(n−1)/2
∫
Rd
|Dα1P (t1 − t0, z1 − z0)|dz1dt1
≤ M
n−1C
Γ(n+12 )
∫ t
t0
(t− t1)(n−1)/2(t1 − t0)−1/2dt1
=
Mn−1C
√
π(t− t0)k/2
Γ(n2 + 1)
.
The result follows if M ≥ max{C√π, 1}.
2. For this case we can write
IαS (t0, t, z0) =
∫ t
t0
∫ t
t1
∫
Rd
∫
Rd
b1(t1, z1)b2(t2, z2)
× P (t1 − t0, z1 − z0)Dα1Dα2P (t2 − t1, z2 − z1)Iα′S′ (t2, t, z2)dz1dz2dt2dt1.
We set h(t2, z2) := b2(t2, z2)I
α′
S′ (t2, z2)(t− t2)1−n/2 so that by the inductive hypothesis
we have
‖h‖∞ ≤ Mn−2/Γ(n/2) .
Use the above estimate in the ﬁrst assertion of Lemma 3.9 with g = b1 and integrate
with respect to t2 ﬁrst, to get
|IαS (t0, t, z0)| ≤
CMn−2(t− t0)n/2
nΓ(n/2)
,
and the result follows if M ≥ max{C, 1}.
3. We have
IαS (t0, t, z0) =
∫
t0<...tm+2<t
∫
R(m+2)d
P (t1 − t0, z1 − z0)
m+2∏
j=1
bj(tj , zj)
×
m∏
j=2
DαjP (tj − tj−1, zj − zj−1)Dαm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)
× Iα′S′ (tm+2, t, zm+2)dz1 . . . dzm+2dt1 . . . dtm+2 .
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Set h(tm+2, zm+2) := bm+2(tm+2, zm+2)I
α′
S′ (tm+2, t, z)(t − tm+2)(2+m−n)/2. Then from
the inductive hypothesis we have ‖h‖∞ ≤Mn−m−2/Γ((n−m)/2). Deﬁne
A(tm, zm) :=
∫ t
tm
∫ t
tm+1
∫
R2d
bm+1(tm+1, zm+1)h(tm+2, zm+2)
× (t− tm+2)(n−m−2)/2DαmP (tm+1 − tm, zm+1 − z)
×Dαm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)dzm+1dzm+2dtm+1dtm+2 .
Then Lemma 3.9 implies that
|A(tm, zm)| ≤ C(n−m)
−1/2Mn−m−2(t− tm)(n−m−1)/2
Γ(n−m2 )
.
Using this in
IαS (t0, t, z0) =
∫
t0<...tm+2<t
∫
R(m+2)d
P (t1 − t0, z1 − z0)
m∏
j=1
bj(tj , zj)
×
m−1∏
j=1
DαjP (tj − tj−1, zj − zj−1)Ω(tm, zm)dz1 . . . dzmdt1 . . . dtm ,
and using the bound (3.15) several times gives
|IαS (t0, t, z0)| ≤ Cm+1(n−m)−1/2
Mn−m−2
Γ((n−m)/2)
×
∫
t0<...tm<t
(t2 − t1)−1/2 . . . (tm − tm−1)−1/2(t− tm)(n−m−1)/2dt1 . . . dtm
= Cm+1(n−m)−1/2M
n−m−2π(m−1)/2Γ(n−m+12 )
Γ(n−m2 )Γ(
n
2 + 1)
(t− t0)n/2 .
We can choose M so large that the result holds. This completes the induction argument.
We are now ready to complete the proof of Proposition 3.7.
Proof of Proposition 3.7. Let t ∈ [0, 1]. Iterating the linearized equation (3.12) we obtain
∂
∂x
Xxt = Id +
∞∑
n=1
∫
0<s1<...sn<t
b′(s1, X
x
s1) : · · · : b′(sn, Xxsn)ds1 . . . dsn.
Let p ∈ [1,∞) and choose r, s ∈ [1,∞) such that sp = 2q for some integer q and 1r + 1s = 1.
Then by Girsanov’s theorem and Ho¨lder’s inequality
E
[∣∣∣∣ ∂∂xXxt
∣∣∣∣p] =E
[∣∣∣∣Id + ∞∑
n=1
∫
0<s1<...sn<t
b′(s1, x + Bs1) : · · · : b′(sn, x + Bsn)ds1 . . . dsn
∣∣∣∣p
× E(
∫ 1
0
b(u, x + Bu)dBu)
]
≤ C1(‖b‖∞)
∥∥∥∥∥Id +
∞∑
n=1
∫
0<s1<...sn<t
b′(s1, x + Bs1) : · · · : b′(sn, x + Bsn)ds1 . . . dsn
∥∥∥∥∥
p
Lsp(μ,Rd×d)
,
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where E(∫ 10 b(u, x + Bu)dBu) is the Doleans-Dade exponential of the martingale∫ 1
0
b(u, x + Bu)dBu =
d∑
j=1
∫ 1
0
b(j)(u, x + Bu)dB
j
u
and C1 is a continuous increasing function.
Then we obtain
E| ∂
∂x
Xxt |p
≤ C1(‖b‖∞)
∥∥∥∥∥Id +
∞∑
n=1
∫
0<s1<...sn<t
b′(s1, x + Bs1) : · · · : b′(sn, x + Bsn)ds1 . . . dsn
∥∥∥∥∥
p
Lsp(μ,Rd×d)
≤ C1(‖b‖∞)
⎛⎝1 + ∞∑
n=1
d∑
i,j=1
d∑
l1,...ln−1=1
∥∥∥∥∫
t<s1<···<sn<s
∂
∂xl1
b(i)(s1, x + Bs1)
∂
∂xl2
b(l1)(s2, x + Bs2) . . .
. . .
∂
∂xj
b(ln−1)(sn, x + Bsn)ds1 . . . dsn
∥∥∥∥
Lps(μ;R)
)p
.
Now consider the expression
A :=
∫
0<s1<···<sn<t
∂
∂xl1
b(i)(s1, x+Bs1)
∂
∂xl2
b(l1)(s2, x+Bs2) . . .
∂
∂xln
b(ln)(sn, x+Bsn)ds1 . . . dsn.
Then, using (deterministic) integration by parts, repeatedly, it is easy to see that A2 can be
written as a sum of at most 22n terms of the form∫
0<s1<···<s2n<t
g1(s1) . . . g2n(s2n)ds1 . . . ds2n , (3.16)
where gl ∈
{
∂
∂xj
b(i)(·, x + B·) : 1 ≤ i, j ≤ d
}
, l = 1, 2 . . . 2n. Similarly, by induction it follows
that A2
q
is the sum of at most 2q2
qn terms of the form∫
0<s1<···<s2n<t
g1(s1) . . . g2qn(s2qn)ds1 . . . ds2qn , (3.17)
Combining this with Lemma 3.10, we obtain the following estimate:∥∥∥∥∫
0<s1<···<sn<t
∂
∂xl1
b(i)(s1, x + Bs1)
∂
∂xl2
b(l1)(s2, x + Bs2) . . .
∂
∂xj
b(ln−1)(sn, x + Bsn)ds1 . . . dsn
∥∥∥∥
L2
q
(μ;R)
≤
(
2q2
qnC2
qn‖b‖2qn∞ t2
q−1n
Γ(2q−1n + 1)
)2−q
≤ 2
qnCn‖b‖n∞
((2q−1n)!)2−q
.
Then it follows that
E
[
‖ ∂
∂x
Xxt ‖p
]
≤ C1(‖b‖∞)
(
1 +
∞∑
n=1
dn+22qnCn‖b‖n∞
((2q−1n)!)2−q
)p
= Cd,p(‖b‖∞).
The right hand side of this inequality is independent of x ∈ Rd, and the result follows.
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For the remainder of the paper we will ﬁx a bounded and measurable b : [0, 1]×Rd → Rd.
It is proved in [39] and [26] that the corresponding SDE (3.7) has a unique strong solution,
denoted Xs,x. . Suppose now bn : [0, 1] × Rd → Rd be a sequence of compactly supported
smooth functions. Suppose that bn(t, x) −→ b(t, x) dt× dx−a.e. and |bn(t, x)| ≤M <∞ for
all n, t, x for some constant M . Denote by Xn,s,x. the solution of (3.7) associated with the
coeﬃcient bn, n ≥ 1. We then have the following
Lemma 3.11 The sequence Xn,s,xt converges weakly in L
2(Ω;Rd) to Xs,xt .
Remark 3.12 Assume ψ ∈ L∞([0, 1] × Ω;Rd) adapted to the ﬁltration generated by the
Brownian motion. Then we can bound the Doleans-Dade exponential E(∫ 10 ψ(u)dBu) in Lp(Ω)
by an increasing continuous function of ‖ψ‖L∞([0,1]×Ω).
To see this, notice that Mt := E(
∫ t
0 ψ(u)dBu) is the unique solution to the linear SDE
dMt = M(t)ψ(t)dBt, M0 = 1.
By Itoˆ’s formula we get
E[Mpt ] = 1 +
p(p− 1)
2
∫ t
0
E[Mpu |ψ(u)|2]du
≤ 1 + p(p− 1)
2
‖ψ‖L∞([0,1]×Ω)
∫ t
0
E[Mpu ]du ≤ exp
{
tp(p− 1)‖ψ‖L∞([0,1]×Ω)
2
}
where we have used Gro¨nwall’s lemma in the last inequality.
Proof of Lemma 3.11. For simplicity, consider d = 1 and s = 0. We start by noting that
the set {
E(
∫ 1
0
h(u)dBu) : h ∈ C1b (R)
}
spans a dense subspace of L2(Ω;R). So it suﬃces to prove the convergence
E[Xn,xt E(
∫ 1
0
h(u)dBu)] → E[Xxt E(
∫ 1
0
h(u)dBu)].
By the Cameron-Martin theorem we have
E[Xxt E(
∫ 1
0
h(u)dBu)] =
∫
Ω
Xxt (ω + h)dμ(ω).
The function (u, x) → b(u, x) + h′(u) is still bounded, and so Xxt (· + h) must coincide with
the solution to (3.7) when b is replaced by b + h′. Hence by uniqueness in law of (3.7) we
may write
E[Xxt E(
∫ 1
0
h(u)dBu)] = E[(x + Bt)E(
∫ 1
0
b(u, x + Bu) + h
′(u)dBu)],
and similary for Xn,xt . We thus get
E[Xn,xt E(
∫ 1
0
h(u)dBu)]− E[Xxt E(
∫ 1
0
h(u)dBu)]
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= E[(x + Bt)
(
E(
∫ 1
0
bn(u, x + Bu) + h
′(u)dBu)− E(
∫ 1
0
b(u, x + Bu) + h
′(u)dBu)
)
].
Using the inequality |ea− eb| ≤ |ea + eb||a− b|, Ho¨lders inequality and Burkholder-Davis-
Gundy inequality we ﬁnd a constant C such that the above is bounded by
C
(
E[(E(
∫ 1
0
bn(u, x + Bu) + h
′(u)dBu) + E(
∫ 1
0
b(u, x + Bu) + h
′(u)dBu))
4]
)1/4
×
(
E[
(∫ 1
0
(bn(u, x + Bu)− b(u, x + Bu))2 du
)2
+
(∫ 1
0
(b(u, x + Bu) + h
′(u))2 − (bn(u, x + Bu) + h′(u))2du
)4
]
)1/4
.
From Remark 3.12, since bn is uniformly bounded we get that {E(
∫ 1
0 bn(u, x+Bu)+h
′(u)dBu)}n
is bounded in L4(Ω), so that the ﬁrst factor above is uniformly bounded. The latter factor
converges to zero by bounded convergence.
In [26] the authors show that the sequence Xn,s,xt is relatively compact in L
2(Ω;Rd) (in
the strong topology). Thus {Xn,xt } has a converging subsequence, which, by Lemma 3.11 has
to converge to Xxt . Since every subsequence of {Xn,xt } has a further subsequence converging
to the same limit Xxt , the full sequence is convergent in L
2(Ω;Rd) (with strong topology).
As a consequence of Proposition 3.7 and the above discussion we obtain the following
result:
Corollary 3.13 Let Xs,x. be the unique strong solution to the SDE (3.7) and q > 1 an
integer. Then there exists a constant C = C(d, ‖b‖∞ , q) < ∞ such that
E
[∣∣Xs1,x1t1 −Xs2,x2t2 ∣∣q] ≤ C(|s1 − s2|q/2 + |t1 − t2|q/2 + |x1 − x2|q)
for all s1, s2, t1, t2, x1, x2.
In particular, there exists a continuous version of the random ﬁeld (s, t, x) −→ Xs,xt with
Ho¨lder continuous trajectories of Ho¨lder constant α < 12 in s, t and α < 1 in x, locally (see
[22]).
Proof. Retain the above notation. Without loss of generality let 0 ≤ s1 < s2 < t1 < t2.
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Then
Xn,s1,x1t1 −Xn,s2,x2t2
= x1 − x2 +
∫ t1
s1
bn(u,X
n,s1,x1
u )du−
∫ t2
s2
bn(u,X
n,s2,x2
u )du
+(Bt1 −Bs1)− (Bt2 −Bs2)
= x1 − x2 +
∫ s2
s1
bn(u,X
n,s1,x1
u )du +
∫ t1
s2
bn(u,X
n,s1,x1
u )du
−
∫ t1
s2
bn(u,X
n,s2,x2
u )du−
∫ t2
t1
bn(u,X
n,s2,x2
u )du
+(Bt1 −Bt2) + (Bs2 −Bs1)
= x1 − x2 +
∫ s2
s1
bn(u,X
n,s1,x1
u )du−
∫ t2
t1
bn(u,X
n,s2,x2
u )du
+
∫ t1
s2
(bn(u,X
n,s1,x1
u )− bn(u,Xn,s1,x2u ))du
+
∫ t1
s2
(bn(u,X
n,s1,x2
u )− bn(u,Xn,s2,x2u ))du
+(Bt1 −Bt2) + (Bs2 −Bs1).
So due to the uniform boundedness of bn, n ≥ 1 we get
E[
∣∣Xn,s1,x1t1 −Xn,s2,x2t2 ∣∣q]
≤ Cq(|x1 − x2|q + |s1 − s2|q/2 + |t1 − t2|q/2
E[
∣∣∣∣∫ t1
s2
(bn(u,X
n,s1,x1
u )− bn(u,Xn,s1,x2u ))du
∣∣∣∣q]
+E[
∣∣∣∣∫ t1
s2
(bn(u,X
n,s1,x2
u )− bn(u,Xn,s2,x2u ))du
∣∣∣∣q]). (3.18)
Using the fact that Xn,·,st is a stochastic ﬂow of diﬀeomorphisms (see e.g. [22]), the mean
value theorem and Proposition 3.7, we get
E[
∣∣∣∣∫ t1
s2
(bn(u,X
n,s1,x1
u )− bn(u,Xn,s1,x2u ))du
∣∣∣∣q]
= |x1 − x2|q E[
∣∣∣∣∫ t1
s2
∫ 1
0
(bn(u,X
n,s1,x1+τ(x2−x1)
u )
∂
∂x
Xn,s1,x1+τ(x2−x1)u )dτdu
∣∣∣∣q]
≤ |x1 − x2|q
∫ 1
0
E[
∣∣∣∣∫ t1
s2
(bn(u,X
n,s1,x1+τ(x2−x1)
u )
∂
∂x
Xn,s1,x1+τ(x2−x1)u )du
∣∣∣∣q]dτ
= |x1 − x2|q
∫ 1
0
E[
∣∣∣∣ ∂∂xXn,s1,x1+τ(x2−x1)t1 − ∂∂xXn,s1,x1+τ(x2−x1)s2
∣∣∣∣q]dτ
≤ Cq |x1 − x2|q sup
t∈[s1,1],x∈Rd
E[
∣∣∣∣ ∂∂xXn,s1,xt1
∣∣∣∣q]
≤ Cd,q(‖b‖∞) |x1 − x2|q . (3.19)
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Finally we observe that estimation of the last term of the right hand side of (3.18) can be
reduced to the previous case (3.19) by applying the Markov property, since
E[
∣∣∣∣∫ t1
s2
(bn(u,X
n,s1,x2
u )− bn(u,Xn,s2,x2u ))du
∣∣∣∣q]
≤
∫ t1
s2
E[|bn(u,Xn,s1,x2u )− bn(u,Xn,s2,x2u )|q]du
=
∫ t1
s2
E[E[|bn(u,Xn,s2,yu )− bn(u,Xn,s2,x2u )|q]|y=Xn,s1,x2s2 ]du
≤ CE[∣∣Xn,s1,x2s2 − x2∣∣q] = CE[∣∣Xn,s1,x2s2 −Xn,s1,x2s1 ∣∣q]
≤ Mq |s2 − s1|q/2
for a positive constant Mq < ∞.
Therefore, we have
E[
∣∣Xn,s1,x1t1 −Xn,s2,x2t2 ∣∣q] ≤ Cq(|s1 − s2|q/2 + |t1 − t2|q/2 + |x1 − x2|q)
for a constant Cq independent of n.
To complete the proof, we use the fact that Xn,s1,x1t1 → Xs1,x1t1 and Xn,s2,x2t2 → Xs2,x2t2
in L2(μ) for n −→ ∞ (see [26]) together with Fatou’s lemma applied to a.e. convergent
subsequences of {Xn,s1,x1t1 }∞n=1 and {Xn,s2,x2t2 }∞n=1.
This concludes step one of our program.
We now proceed to Step 2. For simplicity we consider s = 0, i.e. we look at the sequence
{Xn,xt }n≥1 := {Xn,0,xt }n≥1 and Xxt := X0,xt . The following lemma establishes convergence of
the above sequence:
Lemma 3.14 For any ϕ ∈ C∞0 (Rd;Rd) and t ∈ [0, 1] the sequence
〈Xnt , ϕ〉 =
∫
Rd
〈Xn,xt , ϕ(x)〉Rddx
converges to 〈Xt, ϕ〉 in L2(Ω, μ).
Proof. Denote by Ds the Malliavin derivative (see the Appendix) and by U the compact
support of ϕ. By noting the inequalities
E[|Ds〈Xnt , ϕ〉|2] = E[|〈DsXnt , ϕ〉|2]
≤ ‖ϕ‖2L2(Rd)|U | sup
x∈U
E[|DsXn,xt |2]
and
E[|Ds〈Xnt , ϕ〉L2(Rd) −Ds′〈Xnt , ϕ〉|2]
= E[|〈DsXnt −Ds′Xnt , ϕ〉|2]
≤ ‖ϕ‖2L2(Rd)|U | sup
x∈U
E[|DsXn,xt −Ds′Xn,xt |2]
we can invoke Corollary 3.33 together with Lemma 3.5 [26] to obtain a subsequence 〈Xn(k)t , ϕ〉
converging in L2(Ω, μ) as k →∞. Denote the limit by Y (ϕ).
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Similary to the proof of Lemma 3.11 one can show that E[〈Xnt , ϕ〉E(
∫ 1
0 h(u)dBu)] con-
verges to E[〈Xt, ϕ〉E(
∫ 1
0 h(u)dBu)] for all h ∈ C1b (R;Rd). We then get that 〈Xnt , ϕ〉 converges
weakly to 〈Xt, ϕ〉, and so by uniqueness of the limits we can conclude that
Y (ϕ) = 〈Xt, ϕ〉.
To see that the full sequence converges we assume that there exists an  > 0 and a subsequence
〈Xn(k)t , ϕ〉 such that
‖〈Xn(k)t , ϕ〉 − 〈Xt, ϕ〉‖ ≥ 
for every k. Applying the above procedure to 〈Xn(k)t , ϕ〉 gives a further subsequence converg-
ing to 〈Xt, ϕ〉 thus giving a contradiction.
We are now able to ﬁnalize the proof of Proposition 3.6.
Proof of Proposition 3.6.
Using Proposition 3.7, we have
sup
n
E
[
| ∂
∂x
Xn,xt |p
]
<∞.
Hence there exists a subsequence of ∂∂xX
n(k),x
t converging in the weak topology of L
2(Ω, Lp(U))
to an element Y . Then we have for any A ∈ F and ϕ ∈ C∞0 (U ;Rd)
E[1A〈Xt, ϕ′〉] = lim
k→∞
E[1A〈Xn(k)t , ϕ′〉]
= lim
k→∞
−E[1A〈 ∂
∂x
X
n(k)
t , ϕ〉] = −E[1A〈Y, ϕ〉].
Hence we have for ϕ ∈ C∞0 :
〈Xt, ϕ′〉 = −〈Y, ϕ〉 (3.20)
P -a.s.. Finally, we need to show that there exists a measurable set Ω0 ⊂ Ω with full measure
such that X ·t has a weak derivative on this subset. To this end choose a sequence {ϕn} in
C∞(U ;Rd) dense in W 1,20 (U ;R
d). Choose a measurable subset Ωn of Ω with full measure
such that (3.20) holds on Ωn with ϕ replaced by ϕn. Then Ω0 := ∩n≥1Ωn satisﬁes the desired
property.
We now return to the weighted Sobolev spaces. Using the same techniques as in the above
lemma, we prove the following
Lemma 3.15 For all p ∈ (1,∞) we have
X ·t ∈ L2(Ω,W 1,p(Rd, w))
Proof. For simplicity, we consider the case d = 1. It suﬃces to show that E[(
∫ | ∂∂xXxt |pw(x)dx)2/p]
is ﬁnite. To this end, let Xn,xt denote the sequence approximating X
x
t as in the previous
lemma. Assume ﬁrst that p ≥ 2. Then by Ho¨lder’s inequality w.r.t. the Wiener measure μ
we have
E[(
∫
| ∂
∂x
Xn,xt |pw(x)dx)2/p]
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≤
(
E[
∫
| ∂
∂x
Xn,xt |pw(x)dx
)2/p
≤ (
∫
w(x)dx)p/2
(
sup
x∈R
E
∣∣∣∣ ∂∂xXn,xt
∣∣∣∣p)2/p.
For 1 < p ≤ 2, by Ho¨lder’s inequality w.r.t. w(x)dx we have
E[(
∫
| ∂
∂x
Xn,xt |pw(x)dx)2/p] ≤ (
∫
w(x)dx)(4−p)/2 sup
x∈Rd
E[| ∂
∂x
Xn,xt |2].
In both cases we can ﬁnd a subsequence converging to an element Y ∈ L2(Ω, Lp(Rd, w))
in the weak topology, in particular for every A ∈ F and f ∈ Lq(Rd, w) (q is the Sobolev
conjugate of p) we have
lim
k→∞
E[1A
∫
∂
∂x
X
n(k),x
t f(x)w(x)dx] = E[1A
∫
Y (x)f(x)w(x)dx]
by choosing f such that fw ∈ Lq(R, dx) (e.g. put f(x) = e−w(x)ϕ(x) for ϕ ∈ C∞0 (R)), it
follows that Y must coincide with the weak derivative of Xxt . This proves the lemma.
We now complete the proof of our main theorem in this section (Theorem 3.3) and its
corollary:
Proof of Theorem 3.3. Denote by R×R×Rd  (s, t, x) −→ φs,t(x) ∈ Rd the continuous
version of the solution map (s, t, x) −→ Xs,xt provided by Corollary 3.13. Let Ω∗ be the set
of all ω ∈ Ω such that the SDE (3.7) has a unique spatially Sobolev diﬀerentiable family of
solutions. Then by completeness of the probability space (Ω,F , μ), it follows that Ω∗ ∈ F
and μ(Ω∗) = 1. Furthermore, by uniqueness of solutions of the SDE (3.7), it is easy to check
that the following two-parameter group property
φs,t(·, ω) = φu,t(·, ω) ◦ φs,u(·, ω), φs,s(x, ω) = x, (3.21)
holds for all s, u, t ∈ R, all x ∈ Rd and all ω ∈ Ω∗. Finally, we apply Lemma 3.15 and use the
relation φs,t(·, ω) = φ−1t,s (·, ω), to complete the proof of the theorem.
Proof of Corollary 3.5. Let Ω∗ denote the set of full Wiener measure introduced in the
above proof of Theorem 3.3. We claim that θ(t, ·)(Ω∗) = Ω∗ for all t ∈ R. To see this, let
ω ∈ Ω∗ and ﬁx an arbitrary t1 ∈ R. Then from the autonomous SDE (3.11) it follows that
Xt1,xt+t1(ω) = x +
∫ t+t1
t1
b(Xt1,xu (ω))du + Bt+t1(ω)−Bt1(ω), t1, t ∈ R, (3.22)
By the helix property of B and a simple change of variable the above relation implies
Xt1,xt+t1(ω) = x +
∫ t
0
b(Xt1,xu+t1(ω))du + Bt(θ(t1(ω))), t ∈ R, (3.23)
The above relation implies that the SDE (3.11) admits a Sobolev diﬀerentiable family of
solutions when ω is replaced by θ(t1, ω). Hence θ(t1, ω) ∈ Ω∗. Thus θ(t1, ·)(Ω∗) ⊆ Ω∗, and
since t1 ∈ R is arbitrary, this proves our claim. Furthermore, using uniqueness in the integral
equation (3.22) it follows that
Xt1,xt2+t1(ω) = X
0,x
t2
(θ(t1, ω)) (3.24)
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for all t1, t2 ∈ R, all x ∈ Rd and ω ∈ Ω∗. To prove the following cocycle property for all
ω ∈ Ω∗
φ0,t1+t2(·, ω) = φ0,t2(·, θ(t1, ω)) ◦ φ0,t1(·, ω)
we rewrite the identity (3.24) in the form
φt1,t1+t2(x, ω) = φ0,t2(x, θ(t1, ω)), t1, t2 ∈ R, x ∈ Rd, ω ∈ Ω∗, (3.25)
replace x by φ0,t1(x, ω) in the above identity and invoke the two-parameter ﬂow property
(3.21). This completes the proof of Corollary 3.5.
Finally, we give an extension of Theorem 3.3 to a class of non-degenerate d−dimensional
Itoˆ-diﬀusions.
Theorem 3.16 Consider the time-homogeneous Rd−valued SDE
dXxt = b(X
x
t )dt + σ(X
x
t )dBt, X
x
0 = x ∈ Rd, 0 ≤ t ≤ 1, (3.26)
where the coeﬃcients b : Rd −→ Rd and σ : Rd −→ Rd× Rdare Borel measurable. Suppose
that σ(x) has an inverse σ−1(x) for all x ∈ Rd. Further assume that σ−1 : Rd −→ Rd× Rd is
continuously diﬀerentiable such that
∂
∂xk
σ−1lj =
∂
∂xj
σ−1lk
for all l, k, j = 1, ..., d. In addition, require that the function Λ : Rd −→ Rd deﬁned by
Λ(x) :=
∫ 1
0
σ−1(tx) · xdt
possesses a Lipschitz continuous inverse Λ−1 : Rd −→ Rd. Let DΛ : Rd −→ L (Rd,Rd) and
D2Λ : Rd −→ L (Rd × Rd,Rd) be the existing corresponding derivatives of Λ.
Assume that the function b∗ : Rd −→ Rd given by
b∗(x) := DΛ
(
Λ−1 (x)
) [
b(Λ−1 (x))
]
+
1
2
D2Λ
(
Λ−1 (x)
) [ d∑
i=1
σ(Λ−1 (x)) [ei] ,
d∑
i=1
σ(Λ−1 (x)) [ei]
]
is bounded and Borel measurable, where ei, i = 1, ..., d, is a basis of R
d.
Then there exists a stochastic ﬂow (s, t, x) −→ φs,t(x) of the SDE (3.26) such that
φs,t(·) ∈ L2(Ω,W p(Rd, w))
for all 0 ≤ s ≤ t ≤ 1 and all p > 1.
Proof. Because of our assumptions we see that Λ−1 is twice continuously diﬀerentiable and
that
DΛ(y)σ(y) = Id
for all y ∈ Rd.
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Then Itoˆ’s Lemma applied to (3.7) implies that
dY xt = DΛ
(
Λ−1 (Y xt )
) [
b(Λ−1 (Y xt ))
]
+
1
2
D2Λ
(
Λ−1 (Y xt )
) [ d∑
i=1
σ(Λ−1 (Y xt )) [ei] ,
d∑
i=1
σ(Λ−1 (Y xt )) [ei]
]
dt + dBt ,
Y x0 = Λ(x) , 0 ≤ t ≤ 1,
where Y xt = Λ(X
x
t ) . Because of Theorem 3.3 and a chain rule for functions in Sobolev spaces
(see e.g. [40]) there exists a stochastic ﬂow (s, t, x) −→ φs,t(x) of the SDE (3.26) such that
φs,t(·) ∈ L2(Ω,W p(Rd, w)) for all 0 ≤ s ≤ t ≤ 1 and all p > 1.
3.3 Application to the Stochastic Transport Equation
In this section we will study the stochastic transport equation{
dtu(t, x)+ (b(t, x) ·Du(t, x))dt +
∑d
i=1 ei ·Du(t, x) ◦ dBit = 0
u(0, x) = u0(x),
(3.27)
where e1, . . . ed is the canonical basis of R
d, b : [0, 1]×Rd → Rd is a given bounded measurable
vector ﬁeld and u0 : R
d → R is a given initial data. The stochastic integration is understood
in the Stratonovich sense.
In [22] it is proved that for smooth data and suﬃciently regular vector ﬁeld b, (3.27) has
an explicit solution u(t, x) = u0(φ
−1
t (x)) where φt(x) is the ﬂow map generated by the strong
solutions (Xxt )t≥0 of the SDE (3.7). In fact this solution of the transport equation is strong
in the sense that u(t, ·) is diﬀerentiable everywhere in x almost surely for all t, and it satisﬁes
the integral equation
u(t, x) +
∫ t
0
Du(s, x) · b(s, x)ds +
d∑
i=1
∫ t
0
ei ·Du(s, x) ◦ dBis = u0(x)
almost surely, for every t.
We shall use the following notion of weak solution (cf. Deﬁnition 12 in [14]).
Deﬁnition 3.17 Let b be bounded and measurable and u0 ∈ L∞(Rd). A diﬀerentiable,
weak L∞-solution of the transport equation (3.27) is a stochastic process u ∈ L∞(Ω ×
[0, 1] × Rd) such that, for every t, the function u(t, ·) is weakly diﬀerentiable a.s. with
sup0≤s≤1,x∈Rd E[|Du(s, x)|4] < ∞ and for every test function θ ∈ C∞0 (Rd), the process∫
Rd
θ(x)u(t, x)dx has a continuous modiﬁcation which is an Ft-semi-martingale and∫
Rd
θ(x)u(t, x)dx =
∫
Rd
θ(x)u0(x)dx
−
∫ t
0
∫
Rd
Du(s, x) · b(s, x)θ(x)dxds
+
d∑
i=1
∫ t
0
(∫
Rd
u(s, x)Diθ(x)dx
)
◦ dBis, (3.28)
where Du(t, x) is the weak derivative of u(t, x) in the space-variable.
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Our deﬁnition of weak solution diﬀers slightly from that in [14] due to the fact that we do
not require any regularity on the coeﬃcient b except Borel measurability and boundedness.
To compensate for it, the expression depends on the weak derivative of u(t, x).
It is easy to see that equation (3.28) can be written in the equivalent Itoˆ form:
Lemma 3.18 A process u ∈ L∞(Ω × [0, 1] × Rd) is a diﬀerentiable, weak L∞ solution of
the transport equation (3.27) if and only if, for every test function θ ∈ C∞0 (Rd), the process∫
Rd
θ(x)u(t, x)dx has a continuous Ft-adapted modiﬁcation and∫
Rd
θ(x)u(t, x)dx =
∫
Rd
θ(x)u0(x)dx
−
∫ t
0
∫
Rd
Du(s, x) · b(s, x)θ(x)dxds
+
d∑
i=1
∫ t
0
(∫
Rd
u(s, x)Diθ(x)dx
)
dBis
+
1
2
∫ t
0
∫
Rd
u(s, x)Δθ(x)dxds.
The main result of this section is the following existence and uniqueness theorem for
solutions of the stochastic transport equation (3.27):
Theorem 3.19 Let b be bounded and Borel measurable. Suppose u0 ∈ C1b (Rd). Then there
exists a unique W 1,∞ weak solution u(t, x) to the stochastic transport equation (3.27). (More-
over, for ﬁxed t and x, this solution is Malliavin-diﬀerentiable.)
Remark 3.20 As noted in [14], the deterministic transport equation is generally ill-posed
under the conditions of Theorem 3.19. It is remarkable that Brownian forcing on the transport
equation induces uniqueness and regularity of the solution.
We shall prove Theorem 3.19 using a sequence bn : [0, 1]×Rd → Rd of uniformly bounded
sequence of smooth functions with compact support converging almost everywhere to b. We
then study the corresponding sequence of solutions of the transport equation (3.27) when b
is replaced by bn.
For the rest of this section we denote by φt the ﬂow of the SDE (3.7) driven by the vector
ﬁeld b, and by φn,t the ﬂow of the SDE (3.7) with bn in place of b.
We begin with the following lemma:
Lemma 3.21 Let u0 ∈ C1b (Rd) and f ∈ L1(Rd). Then the sequence(∫
Rd
u0(φ
−1
n,s(x))f(x)dx
)
n≥1
converges to
∫
Rd
u0(φ
−1
s (x))f(x)dx in L
2(Ω) for every s ∈ [0, 1].
Proof. Consider
‖
∫
Rd
u0(φ
−1
n,s(x))f(x)dx−
∫
Rd
u0(φ
−1
s (x))f(x)dx‖L2(Ω)
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≤
∫
Rd
‖u0(φ−1n,s(x))− u0(φ−1s (x))‖L2(Ω)|f(x)|dx
We have ‖u0(φ−1n,s(x)) − u0(φ−1s (x))‖L2(Ω) ≤ ‖Du0‖∞‖φ−1n,s(x) − φ−1s (x)‖L2(Ω) which goes to
zero for every s and x. Now
‖u0(φ−1n,s)− u0(φ−1s )‖L2(Ω)|f | ≤ 2‖u0‖∞|f | ∈ L1(Rd)
and the result follows by dominated convergence.
We also need the following result (see Theorem 2 in [17] and also [35], [36]):
Theorem 3.22 Let U be open subset of Rd and f ∈W 1,d(U) be a homeomorphism. Then f
satisﬁes the Lusin’s condition, that is
E ⊂ U , |E| = 0 =⇒ |f(E)| = 0.
Here |A| stands for the Lebesgue measure of a set A.
Moreover, for every measurable function g : U −→ [0,∞) and measurable set E ⊂ U the
following change of variable formula is valid:∫
E
(g ◦ f) |det Jf | dx =
∫
f(E)
g(y)dy,
where det Jf is the determinant of the Jacobian of f .
Remark 3.23 The random diﬀeomorphisms φt(·), φ−1t (·) ∈ W 1,ploc (Rd) a.e. satisfy the condi-
tions of Theorem 3.22 on each bounded and open subset U of Rd.
We are now ready to prove Theorem 3.19:
Proof of Theorem 3.19.
1. Existence of a weak solution:
We consider the approximation {bn} of b as described in Corollary 13. Then we know that
there exists a unique strong solution to the transport equation (3.27) when b is replaced by bn,
which is uniquely given by un(t, x) = u0(φ
−1
n,t(x)), n ≥ 1. In particular, un is a diﬀerentiable,
weak L∞-solution, such that for every θ ∈ C∞(Rd)∫
Rd
θ(x)un(t, x)dx =
∫
Rd
θ(x)u0(x)dx
−
∫ t
0
∫
Rd
Dun(s, x) · bn(s, x)θ(x)dxds
+
d∑
i=1
∫ t
0
(∫
Rd
un(s, x)Diθ(x)dx
)
dBis
+
1
2
∫ t
0
∫
Rd
un(s, x)Δθ(x)dxds.
(3.29)
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Let’s now deﬁne u(t, x) := u0(φ
−1
t (x)) so that u ∈ L∞(Ω× [0, 1]× Rd), and u(t, ·) is weakly
diﬀerentiable, a.s. We now let n go to inﬁnity to get that u(t, x) is a solution of the transport
equation.
The following two limits exist in L2(Ω) by Lemma 3.21 and dominated convergence:∫
Rd
θ(x)un(t, x)dx →
∫
Rd
θ(x)u(t, x)dx
∫ t
0
∫
Rd
un(s, x)Δθ(x)dxds →
∫ t
0
∫
Rd
u(s, x)Δθ(x)dxds
By the Itoˆ isometry we have
d∑
i=1
∫ t
0
(∫
Rd
un(s, x)Diθ(x)dx
)
dBis →
d∑
i=1
∫ t
0
(∫
Rd
u(s, x)Diθ(x)dx
)
dBis
in L2(Ω). Finally, we claim that∫ t
0
∫
Rd
Dun(s, x) · bn(s, x)θ(x)dxds →
∫ t
0
∫
Rd
Du(s, x) · b(s, x)θ(x)dxds
in L2(Ω). To see this observe that(∫ t
0
∫
Rd
Dun(s, x) · bn(s, x)θ(x)dxds
)
n
is convergent in L2(Ω) because of the convergence of the other terms in equality (3.29). Then
the claim is proved once we show that
∫ t
0
∫
Rd
Dun(s, x) · bn(s, x)θ(x)dxds converges weakly
to
∫ t
0
∫
Rd
Du(s, x) · b(s, x)θ(x)dxds. Then the strong and weak limit must coincide.
To prove weak convergence, we write the diﬀerence in three parts, namely:∫ t
0
∫
Rd
Dun(s, x) · bn(s, x)θ(x)dxds−
∫ t
0
∫
Rd
Du(s, x) · b(s, x)θ(x)dxds
=
∫ t
0
∫
Rd
Dun(s, x) · bn(s, x)θ(x)dxds−
∫ t
0
∫
Rd
Dun(s, x) · b(s, x)θ(x)dxds
+
∫ t
0
∫
Rd
Du0(φ
−1
n,s(x))Dφ
−1
n,s(x)·b(s, x)θ(x)dxds−
∫ t
0
∫
Rd
Du0(φ
−1
s (x))Dφ
−1
n,s(x)·b(s, x)θ(x)dxds
+
∫ t
0
∫
Rd
Du0(φ
−1
s (x))Dφ
−1
n,s(x)·b(s, x)θ(x)dxds−
∫ t
0
∫
Rd
Du0(φ
−1
s (x))Dφ
−1
s (x)·b(s, x)θ(x)dxds
= (i)n + (ii)n + (iii)n
We shall deal with these terms separately.
(α): The ﬁrst term (i)n converges to 0 strongly in L
2(Ω) as n → ∞, since by Ho¨lder’s
inequality and Fubini’s theorem
E[(i)2n] = E
[(∫ t
0
∫
Rd
Dun(s, x) · (bn(s, x)− b(s, x))θ(x)dxds
)2]
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≤
∫ t
0
∫
Rd
E[|Dun(s, x)|2]|bn(s, x)− b(s, x)|2|θ(x)|dx‖θ‖L1(R)
We have that
E[|Dun(s, x)|2] ≤ ‖Du0‖2∞E[|Dφ−1n,s(x)|2]
which is uniformly bounded in n, s and x by Proposition 3.7. Then, using dominated con-
vergence, we obtain lim
n→∞
(i)n = 0.
(β): The second term converges strongly to 0 in L2(Ω), because of the following estimates:
E[(ii)2n] ≤ ‖b‖2∞E[
(∫ t
0
∫
Rd
|Du0(φ−1n,s(x))−Du0(φ−1s (x))||Dφ−1n,s(x)||θ(x)|dxds
)2
≤ ‖b‖2∞t‖θ‖L1(Rd)
∫ t
0
∫
Rd
E[|Du0(φ−1n,s(x))−Du0(φ−1s (x))|2|Dφ−1n,s(x)|2]|θ(x)|dxds
≤ ‖b‖2∞t‖θ‖L1(Rd)
∫ t
0
∫
Rd
(
E[|Du0(φ−1n,s(x))−Du0(φ−1s (x))|4]
)1/2 (
E[|Dφ−1n,s(x)|4]
)1/2 |θ(x)|dxds
≤ ‖b‖2∞t‖θ‖L1(Rd) sup
k,r,y
(
E[|Dφ−1k,r(y)|4]
)1/2
×
∫ t
0
∫
Rd
(
E[|Du0(φ−1n,s(x))−Du0(φ−1s (x))|4]
)1/2 |θ(x)|dxds.
The above estimates are consequences of Ho¨lder’s inequality. Since Du0 is bounded and con-
tinuous, the right hand side of the above inequality converges to 0 by dominated convergence.
(γ): For the last term, let X ∈ L2(Ω) and consider
E[(iii)nX] =
∫ t
0
E[
∫
Rd
Du0(φ
−1
s (x))(Dφ
−1
n,s(x)−Dφ−1s (x)) · b(s, x)θ(x)Xdx]ds
Now, for each s, since Du0, b and θ are bounded and Dφ
−1
s is the weak limit of Dφ
−1
n,s, this
expression tends to 0 as n →∞.
2. Uniqueness of weak solutions:
Let us assume that u is a weak solution to the stochastic transport equation (3.28) with
sup0≤s≤1,x∈Rd E[|Du(s, x)|4] <∞. We will show that
u(t, x) = u0(φ
−1
t (x) a.e.
This will guarantee uniqueness of the solution to the transport equation. So let V be a
bounded and open subset of Rd and consider for the locally integrable function u(t, ·) on Rd
its molliﬁcation
u
(t, x) = (u ∗ η
) =
∫
Rd
u(t, y)η
(x− y)dy,
with respect to the standard molliﬁer η.
We observe that u
 satisﬁes the equation
u
(t, x) = u0,
(x)−
∫ t
0
(b ·Du)
(s, x)ds−
∫ t
0
(Du)
(s, x) ◦ dBs.
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Then using the Itoˆ-Ventzell formula applied to u
 and φt(x) (see [22]) gives
u
(t, φt(x)) = u0,
(x) +
∫ t
0
((Du)
(s, φs(x)) · b(s, φs(x))− (b ·Du)
(s, φs(x)))ds. (3.30)
Now let τ ∈ L∞(Ω) and θ be a smooth function with compact support in V . Then it
follows from (3.30) that
E[τ
∫
V
θ(x)u
(t, φt(x))dx]
= E[τ
∫
V
θ(x)u0,
(x)dx] (3.31)
+E[τ
∫ t
0
∫
V
θ(x)((Du)
(s, φs(x)) · b(s, φs(x))− (b ·Du)
(s, φs(x)))dxds]. (3.32)
Using Theorem 3.22 applied to φ−1t (·) we obtain
E[τ
∫ t
0
∫
V
θ(x)((Du)
(s, φs(x)) · b(s, φs(x))− (b ·Du)
(s, φs(x)))dxds]
= E[τ
∫ t
0
∫
Rd
χφs(V )(x)θ(φ
−1
s (x))((Du)
(s, x) · b(s, x)− (b ·Du)
(s, x))
∣∣det(Jφ−1s (x))∣∣ dxds]
= I1 + I2, (3.33)
where
I1 := E[τ
∫ t
0
∫
Rd
χφs(V )(x)θ(φ
−1
s (x))((Du)
(s, x) · b(s, x))
∣∣det(Jφ−1s (x))∣∣ dxds] (3.34)
and
I2 := −E[τ
∫ t
0
∫
Rd
χφs(V )(x)θ(φ
−1
s (x))(b ·Du)
(s, x)
∣∣det(Jφ−1s (x))∣∣ dxds]. (3.35)
Since V is bounded, there exists a n ∈ N such that V ⊂ V ⊂ W := (−n, n)d. Then we get
‖(Du)
‖L2(φs(V )) ≤ ‖Du‖L2(φs(W )) ,
‖(b ·Du)
‖L2(φs(V )) ≤ ‖b ·Du‖L2(φs(W ))
≤ ‖b‖∞ ‖Du‖L2(φs(W )) . (3.36)
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Using (3.36), Ho¨lder’s inequality, Fubini’s theorem and Theorem 3.22, we obtain
I1 ≤ CE[
∫ t
0
(
∫
Rd
(χφs(V )(x)θ(φ
−1
s (x))b(s, x)
∣∣det(Jφ−1s (x))∣∣)2dx) 12
·(
∫
Rd
χφs(W )(x) |Du(s, x)|
2 dx)
1
2ds]
≤ C
∫ t
0
E[
∫
Rd
(χφs(V )(x)θ(φ
−1
s (x))b(s, x)
∣∣det(Jφ−1s (x))∣∣)2dx] 12
·E[
∫
Rd
χφs(W )(x) |Du(s, x)|
2 dx]
1
2ds
≤ C
∫ t
0
E[
∫
Rd
χφs(V )(x)
∣∣det(Jφ−1s (x))∣∣2 dx] 12
·E[
∫
Rd
χφs(W )(x) |Du(s, x)|
2 dx]
1
2ds
≤ C
∫ t
0
(
∫
Rd
E[χφs(V )(x)]
1
2E[
∣∣det(Jφ−1s (x))∣∣4] 12 dx) 12
·(
∫
Rd
E[χφs(W )(x)]
1
2E[|Du(s, x)|4] 12dx) 12ds
≤ C sup
0≤s≤1,x∈Rd
E[
∣∣det(Jφ−1s (x))∣∣4] 12 sup
0≤s≤1,x∈Rd
E[|Du(s, x)|4] 12
·
∫ t
0
(
∫
Rd
E[χφs(V )(x)]
1
2dx)ds
≤ C
∫ t
0
(
∫
Rd
E[χφs(V )(x)]
1
2dx)ds (3.37)
for a constant C depending on the sizes of V , θ and b, since
sup
0≤s≤1,x∈Rd
E[
∣∣det(Jφ−1s (x))∣∣4] ≤ M <∞
because of Lemma 3.7 applied to φ−1s (x).
Further, it follows from Girsanov’s theorem, Ho¨lder’s inequality and the symmetry of the
distribution of the Brownian motion that∫ t
0
∫
Rd
E[χφs(W )(x)]
1
2dxds
=
∫ t
0
∫
Rd
(μ(φ−1s (x) ∈ W ))
1
2dxds
≤ C
∫ t
0
∫
Rd
(μ(Bs + x ∈ W ))
1
4 dxds
= C
∫ t
0
∫
Rd
(μ(Bs + x ∈ (−n, n)d)
1
4dxds
≤ C
∫ t
0
(2
∫ ∞
0
(1− Φ(−n + y√
s
))
1
4dy)dds, (3.38)
where Φ is the standard normal distribution function.
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On the other hand we know that
1− Φ(x) ≤ 1
2πx
exp(−x2/2)
for all x > 0 (see [3]).
So ∫ t
0
∫
Rd
E[χφs(W )(x)]
1
2dxds
≤ C
∫ t
0
(2
∫ n
0
(1− Φ(−n + y√
s
))
1
4dy + 2
∫ ∞
n
(1− Φ(−n + y√
s
))
1
4dy)dds
≤ K
∫ t
0
((
∫ n
0
(1− Φ(−n + y√
s
))
1
4dy)d + (
∫ ∞
n
(1− Φ(−n + y√
s
))
1
4dy)d)ds
≤ M(1 +
∫ t
0
(
∫ ∞
n
(
√
s
2π(y − n) exp(−(y − n)
2/2s))
1
4dy)d)ds)
= M(1 +
∫ t
0
(
∫ ∞
0
(
√
s
2πy
exp(−y2/2s)) 14dy)d)ds)
= M(1 +
∫ t
0
(
∫ ∞
0
√
s(
1
2πy
exp(−y2/2)) 14dy)d)ds)
≤ L <∞. (3.39)
Furthermore, since
(Du)
 −→ Du in Lploc(Rd)
for all p > 1 and since∫
Rd
(χφs(V )(x)θ(φ
−1
s (x))b(s, x)
∣∣det(Jφ−1s (x))∣∣)2dx < ∞ a.e.
because of the above estimates, we obtain∫
Rd
χφs(V )(x)θ(φ
−1
s (x))((Du)
(s, x) · b(s, x))
∣∣det(Jφ−1s (x))∣∣ dx
−→
∫
Rd
χφs(V )(x)θ(φ
−1
s (x))((Du)(s, x) · b(s, x))
∣∣det(Jφ−1s (x))∣∣ dx
for  ↘ 0 μ× ds−a.e.
On the other hand the latter expression w.r.t.  is dominated by the integrable term
(
∫
Rd
(χφs(V )(x)θ(φ
−1
s (x))b(s, x)
∣∣det(Jφ−1s (x))∣∣)2dx) 12 (∫
Rd
χφs(W )(x) |Du(s, x)|
2 dx)
1
2 .
So using dominated convergence it follows from (3.37) and (3.39) that
I1 = I1() −→ (3.40)
E[τ
∫ t
0
∫
Rd
χφs(V )(x)θ(φ
−1
s (x))((Du)(s, x) · b(s, x))
∣∣det(Jφ−1s (x))∣∣ dxds]
for  ↘ 0.
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Similarly to I1 we also get
I2 = I2() −→ (3.41)
−E[τ
∫ t
0
∫
Rd
χφs(V )(x)θ(φ
−1
s (x))(b ·Du)(s, x)
∣∣det(Jφ−1s (x))∣∣ dxds]
for  ↘ 0
and
E[τ
∫
V
θ(x)u
(t, φt(x))dx] −→ E[τ
∫
V
θ(x)u(t, φt(x))dx] (3.42)
as ↘ 0.
In addition, because of the assumptions on u0 it is clear that
E[τ
∫
V
θ(x)u0,
(x)dx] −→ E[τ
∫
V
θ(x)u0(x)dx]
as ↘ 0.
Altogether we can conclude that
E[τ
∫
Rd
θ(x)u(t, φt(x))dx = E[τ
∫
Rd
θ(x)u0(x)dx]
for all τ ∈ L∞(Ω) and compactly supported smooth functions θ. Hence
u(t, φt(x)) = u0(x)
μ× dx−a.e.
Since φ−1t (·) satisﬁes the Lusin condition in Theorem 3.22 on bounded open subsets we
can ﬁnd a Ω∗ with μ(Ω∗) = 1 such that for all ω ∈ Ω∗
u(t, x) = u0(φ
−1
t (x)) dx− a.e.
Due to the continuity of u with respect to time the latter relation also holds uniformly in t.
Finally, the Malliavin diﬀerentiability of (a version) of u(t, x) is a consequence of the fact
that φ−1t (x) is Malliavin diﬀerentiable (see [26]) and of the chain rule for Malliavin derivatives
(see [31]).
3.4 Application to ODE’s
In this section we employ the approach developed in Section 3.2 to study the existence of
absolutely continuous solutions x −→ Xxt of the time-homogeneous (deterministic) ODE
dXxt = b(X
x
t )dt,X0 = x ∈ R, t ∈ R, (3.43)
where b : R −→ R is a discontinuous function. More precisely, we show that the sequence of
solutions Xn,x. , n ≥ 1 to the perturbed equation
dXn,xt = b(X
n,x
t )dt +
1
n
dBt, X
n,x
0 = x ∈ R, t ∈ R,
converge to a solution Xn,x. of the ODE (3.43). Furthermore, we show that this family of
solutions to the ODE is absolutely continuous in x ∈ R.
We begin with the following observation:
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Proposition 3.24 Let b = (b1, ..., bd) : [0, 1] × Rd −→ Rd be a bounded Borel measurable
function with at most countably many points of discontinuities in the space variable uniformly
in time. Further, suppose that there exist constants mi > 0, i = 1, ..., d such that for each i
either mi ≤ bi(t, y) for all t, y or bi(t, y) ≤ −mi for all t, y. (3.44)
Then there exists for all initial values x ∈ Rd a solution to the ODE
dXxt = b(t,X
x
t )dt,X0 = x, 0 ≤ t ≤ 1.
Proof. By a result of A. Y. Veretennikov [39] we know that the perturbed equation
dXn,xt = b(t,X
n,x
t )dt +
1
n
dBt, X
n,x
0 = x ∈ Rd, 0 ≤ t ≤ 1
has a unique strong solution Xn,x. with continuous paths for all n ≥ 1.
On the other hand, we also know that the Brownian paths are α−Ho¨lder continuous a.e.
for all α < 12 See e.g. [20]. Let us ﬁx a ω in some Ω
∗ with μ(Ω∗) = 1 on which all those
solutions and Brownian paths are concentrated. Then there exists a constant C = C(ω) <∞
such that for all 0 ≤ t1, t2 ≤ 1 and n ≥ 1∣∣Xn,xt1 −Xn,xt2 ∣∣ ≤ M |t1 − t2|+ Cn |t1 − t2|α
≤ M |t1 − t2|+ C |t1 − t2|α
for a constant M <∞. Clearly, we also have
sup
0≤t≤1
|Xn,xt | ≤M <∞
uniformly in n for some M. So it follows from the theorem of Arzela-Ascoli that
Xnk,x. −→
k−→∞
Xx. = (X
x,(1)
. , ..., X
x,(d)
. ) in C([0, 1];R
d)
for some subsequence {nk}∞k=1 of {n}∞n=1. Thus
X
x,(j)
t = xj + limn−→∞
∫ t
0
bj(s,X
nk,x
s )ds
for all t ∈ [0, 1], j ∈ {1, 2, · · · , d}. Thus for each 1 ≤ j ≤ d, either
X
x,(j)
t1
−Xx,(j)t2 = limn−→∞
∫ t2
t1
bj(s,X
nk,x
s )ds ≥ mj > 0, t1 < t2
or
X
x,(j)
t1
−Xx,(j)t2 = limn−→∞
∫ t2
t1
bj(s,X
nk,x
s )ds ≤ −mj < 0, t1 < t2.
So any of the components X
x,(j)
· of X
x
. is a bijection on [0, 1]. Hence X
x,(j)
t can only hit the
j−th projection of the points of discontinuities of b in the space variable at most countably
many times for t ∈ [0, 1]. Therefore Xxt doesn’t hit the discontinuity points of b t−a.e. Finally,
using dominated convergence we get
Xxt = x +
∫ t
0
b(s,Xxs )ds, 0 ≤ t ≤ 1.
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Remark 3.25 In [38] it is shown that even if b : [0,∞) −→ [a, b] with a > 0 is Borel
measurable, then the ODE (3.43) has a solution in [0,∞).
In the sequel let us denote by ∫ t
0
∫
R
f(s, y)LX
x
(dy, ds) (3.45)
the integral of a bounded measurable function f : [0, 1] × R −→ R with respect to the local
time LX
x
(dy, ds) of Xx := X0,x (in time and space). For more information about local
time-space integration the reader is referred to [3] or [37].
We also need the following auxiliary result:
Lemma 3.26 Let b : R −→ R be a bounded Borel measurable function and let (bn)n≥1 in
C∞0 (R) be a sequence of functions such that
bn(y) −→
n−→∞
b(y) a.e.,
and
|bn(y)| ≤ C
for all n ≥ 1, y ∈ R and some ﬁnite positive constant C. Denote by Xn,x. the unique strong
solution to
dXn,xt = bn(X
n,x
t )dt + δdBt, X
n,x
0 = x ∈ R, 0 ≤ t ≤ 1,
where δ > 0 is a constant. Let b
′
n be the derivative of bn for each n ≥ 1.
Then the following convergence
exp(
∫ t
0
b′n(X
n,x
s )ds) −→n−→∞ exp(−
1
δ2
∫ t
0
∫
R
b(y)LX
x
(dy, ds))
holds weakly in L2(U × [0, 1]× Ω, dx× dt× dμ) for all bounded open sets U ⊂ R.
Proof.
We start by noting that the set of functions(
ϕ ⊗ exp{
∫ 1
0
h(s)dBs}
)
,
is total in L2(U × [0, 1]×Ω, dx×dt×dμ) when ϕ ranges through C∞0 (U × [0, 1]) and h ranges
through the step functions deﬁned on [0, 1].
By Girsanov’s theorem we have
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∣∣∣∣∣
(
ϕ⊗ exp{
∫ 1
0
h(s)dBs}, exp(
∫ t
0
b′n(X
n,x
s )ds)− exp(−
1
δ2
∫ t
0
∫
R
b(y)LX
x
(dy, ds))
)
L2(U×[0,1]×Ω)
∣∣∣∣∣
=
∣∣∣∣∫
R
∫ 1
0
ϕ(x, r)E[exp{
∫ 1
0
h(s)dXn,xs } exp{−
∫ t
0
b′n(x + Bs)ds}E(
∫ t
0
bn(x + Bu)dBu)]drdx
−
∫
R
∫ 1
0
ϕ(x, r)E[exp{
∫ t
0
h(s)dXxs } exp{−
1
δ2
∫ t
0
∫
R
b(y)LδB·+x(ds, dy)}E(
∫ t
0
b(x + Bu)dBu)]drdx
∣∣∣∣
≤
∣∣∣∣∫
R
∫ 1
0
ϕ(x, r)E[
(
exp{
∫ 1
0
h(s)dXn,xs } − exp{
∫ 1
0
h(s)dXxs }
)
× exp{
∫ t
0
b′n(x + Bs)ds}E(
∫ 1
0
bn(x + Bu)dBu)]drdx
∣∣∣∣
+
∣∣∣∣∫
R
∫ 1
0
ϕ(x, r)E[exp{
∫ 1
0
h(s)dXxs }
×
(
exp{
∫ t
0
b′n(x + Bs)ds} − exp{−
1
δ2
∫ t
0
∫
R
b(y)LδB·+x(ds, dy)}
)
E(
∫ 1
0
bn(x + Bu)dBu)]drdx
∣∣∣∣
+
∣∣∣∣∫
R
∫ 1
0
ϕ(x, r)E[exp{
∫ 1
0
h(s)dXxs } exp{−
1
δ2
∫ t
0
∫
R
b(y)LδB·+x(ds, dy)}
×
(
E(
∫ 1
0
bn(x + Bu)dBu)− E(
∫ 1
0
b(x + Bu)dBu)
)
]drdx
∣∣∣∣
=: i)n + ii)n + iii)n
For the ﬁrst term, since
exp{
∫ t
0
b′n(x + Bs)ds} = 1 +
∑
m≥1
∫
0<s1<...sm<t
m∏
j=1
b′n(x + Bsj )ds1 . . . dsm,
we get that the sequence{
exp{
∫ t
0
b′n(x + Bs)ds}E(
∫ 1
0
bn(x + Bu)dBu)
}
n≥1
is bounded in L2(Ω) and we have
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i)n ≤
∫ 1
0
∫
R
|ϕ(x, r)|‖ exp{
∫ 1
0
h(s)dXn,xs } − exp{
∫ 1
0
h(s)dXxs }‖L2(Ω)×
‖ exp{
∫ t
0
b′n(x + Bs)ds}E(
∫ 1
0
bn(x + Bu)dBu)‖L2(Ω)dxdr.
We know that Xn,xt → Xxt in L2(Ω) and since h is a step function we get by dominated
convergence that
lim
n→∞
i)n = 0.
For the second term, by [3, Theorem 3.1] we have∫ t
0
bn(δBs + x)ds = −
∫ t
0
∫
R
1
δ2
bn(y)L
δB+x(ds, dy)
for all t, μ−a.e.
On the other hand, we also know (see [37, p. 220]) that
−
∫ t
0
∫
R
1
δ2
bn(y)L
δB+x(ds, dy)
= 2(Fn(δBt + x)− Fn(x)−
∫ t
0
1
δ2
bn(δBs + x)δdBs)
where Fn(y) :=
∫ y
0
1
δ2
bn(u)du. The last expressions holds is true when bn is replaced by b.
We see that the convergence∫ t
0
bn(δBs + x)ds → −
∫ t
0
∫
R
1
δ2
b(y)LδB+x(ds, dy)
holds μ almost surely (possibly on a subequence). Similary as for i)n we may invoke domi-
nated convergence to conclude
lim
n→∞
ii)n = 0.
For the last term notice that E(∫ 10 bn(x+Bu)dBu) → E(∫ 10 b(x+Bu)dBu) μ-almost surely
(possibly on a subsequence). Since bn is uniformly bounded we get that E(
∫ 1
0 bn(x+Bu)dBu)−
E(∫ 10 b(x + Bu)dBu) is bounded in, say, L4(Ω), and thus the same sequence is uniformly
integrable when squared. We then get that
‖E(
∫ 1
0
bn(x + Bu)dBu)− E(
∫ 1
0
b(x + Bu)dBu)‖L2(Ω) → 0
by the Vitali Convergence theorem. By dominated convergence we get
lim
n→∞
iii)n = 0.
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Theorem 3.27 Let b : R −→ R be a bounded decreasing function such that either m ≤ b(y)
for all y or b(y) ≤ −m for all y for some constant m > 0. Then there exists a unique
continuous function (t, x) −→ X˜xt on R× R such that
X˜xt = x +
∫ t
0
b(X˜xs )ds, (3.46)
for all t, x ∈ R. Moreover, the map
(t, x) −→ X˜xt
belongs to L2([0, 1];W 1,2(U)) for any bounded open interval U in R. The family
R  x → X˜xt ∈ R, t ∈ R,
is a group of W 1,2 Sobolev diﬀeomorphisms on R.
Proof. Uniqueness is easy. Indeed, suppose Y xt is any solution of equation (3.46). Then
d
dt
(X˜xt − Y xt )2 = 2(
d
dt
X˜xt −
d
dt
Y xt )(X˜
x
t − Y xt ) = 2(b(X˜xt )− b(Y xt ))(X˜xt − Y xt ) ≤ 0
since b is decreasing. Integrating the above inequality from 0 to t, we get
(X˜xt − Y xt )2 ≤ (X˜x0 − Y x0 )2 = 0
This proves uniqueness.
We next prove existence of the ﬂow for the ODE (3.46). It is suﬃcient to prove existence
for x ∈ U , an open bounded interval in R and for t ∈ [0, 1]. Suppose bm,m ≥ 1 is a
sequence of decreasing functions in C∞0 (R) such that bm(y) −→ b(y) a.e. m −→ ∞ a.e. and
|bm(y)| ≤ C <∞ for all m, y and for some positive constant C.
Consider the solution Xm,n,x· of the SDE
Xm,n,xt = x +
∫ t
0
bm(X
m,n,x
s )ds +
1
n
Bt, 0 ≤ t ≤ 1
for all x ∈ U , n,m ≥ 1 μ−a.e.
We have (see [22])
∂
∂x
Xm,n,xt = 1 +
∫ t
0
bm(X
m,n,x
s )
∂
∂x
Xm,n,xs ds, 0 ≤ t ≤ 1
for all x ∈ U , n,m ≥ 1 μ−a.e.
Therefore,
∂
∂x
Xm,n,xt = exp(
∫ t
0
bm(X
m,n,x
s )ds). (3.47)
Let ϕ ∈ C∞0 (U), ξ ∈ L∞(Ω), h ∈ L∞([0, 1]).
Now from the proof of Lemma 3.15 in Section 3.2, it follows that for each n ≥ 1 and p > 1
sup
0≤t≤1
sup
x∈U
sup
m≥1
E[
∣∣∣∣ ∂∂xXm,n,xt
∣∣∣∣p] ≤ M <∞,
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where M = M(n, p) is a positive constant.
The latter proof also shows that
−
∫
U
∫ 1
0
E[Xm,n,xt ξ]h(t)
∂
∂x
ϕ(x)dtdx
−→
m−→∞
−
∫
U
∫ 1
0
E[Xn,xt ξ]h(t)
∂
∂x
ϕ(x)dtdx.
Since the map (t, x) −→ Xx,nt belongs to L2([0, 1]×Ω;W 1,2(U)), then it has a continuous
version (t, x) −→ X˜n,xt which is absolutely continuous in x.
Using 3.47 and Lemma 3.26 we ﬁnd
−
∫
U
∫ 1
0
E[Xm,n,xt ξ]h(t)
∂
∂x
ϕ(x)dtdx
=
∫
U
∫ 1
0
E[
∂
∂x
Xm,n,xt ξ]h(t)ϕ(x)dtdx
−→
m−→∞
∫
U
∫ 1
0
E[exp(−n2
∫ t
0
∫
R
b(y)LX
n,x
(ds, dy))ξ]h(t)ϕ(x)dtdx.
Hence
∂
∂x
X˜n,xt = exp(−n2
∫ t
0
∫
R
b(y)LX
n,x
(ds, dy)) (3.48)
for all n ≥ 1, dt × dμ × dx−a.e. So we may identify ∂∂xX˜n,xt with the process on the right
hand side of (3.48). Then (t, x) −→ X˜n,xt is continuous μ−a.s.
Furthermore, since bm(y) ≤ 0, y ∈ R in (3.47) we can argue by weak convergence that the
right hand side of (3.48) is dominated by a constant K ≥ 0 uniformly in n, x, t, μ−a.e.
Thus
sup
0≤t≤1
∣∣∣X˜n,x1t − X˜n,x2t ∣∣∣ ≤ K |x1 − x2|
for all x1, x2 ∈ U , n ≥ 1 μ−a.e.
On the other hand we may assume by Corollary 3.13 that (t, x) −→ Xn,xt is continuous
μ−a.e. Hence we have
X˜n,xt = x +
∫ t
0
b(X˜n,xs )ds +
1
n
Bt
for all n ≥ 1, t, x, μ−a.e.
So using the α−Ho¨lder continuity of Brownian paths, it follows that (for a ﬁxed ω)∣∣∣X˜n,xt1 − X˜n,xt2 ∣∣∣ ≤M |t1 − t2|+ C(ω) |t1 − t2|α (3.49)
for all 0 ≤ t1, t2 ≤ 1, n ≥ 1 and all x ∈ U , where α < 12 , C(ω) = C(ω, α) < ∞ and M <∞.
Let V be a compact sub-interval of U . Fix an appropriate ω ∈ Ω. Then by the Arzela-
Ascoli theorem there is a subsequence (nk) such that (x −→ X˜nk,x· ), k ≥ 1 converges in
C(V;C([0, 1]). Then repeated application of a weak compactness argument it follows that the
limit, say (t, x) −→ Xxt belongs to L2([0, 1];W 1,2(V˚)) (V˚ the interior of V). Finally, and as in
the proof of Proposition 3.24, it follows that X
x
· solves the ODE (3.46) for all x in V˚.
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Remark 3.28 Using techniques of Malliavin calculus the authors in [25] prove that, for
ﬁxed x ∈ R, the sequence {X˜n,xt }∞n=1 in the proof of Theorem 3.3 converges to X˜xt in L2(μ)
as n −→∞.
Curiously enough, the next theorem is a consequence of the deterministic result in The-
orem 3.27 above. It establishes the existence of a perfect cocycle of W 1,2loc -Sobolev diﬀeomor-
phisms for solutions of the one-dimensional Stratonovich SDE:
dXxt = b(X
x
t ) ◦ dW (t), t ∈ R, X0 = x ∈ R,
driven by a bounded decreasing diﬀusion coeﬃcient b : R → R satisfying the conditions of
Theorem 3.27.
Theorem 3.29 Let b : R −→ R be a bounded decreasing function with a positive constant m
such that either m ≤ b(y) for all y ∈ R or b(y) ≤ −m for all y ∈ R. Suppose W : R×Ω → R
is one-dimensional Brownian motion such that W (0) = 0, and θ : R× Ω → Ω is the Wiener
shift. Consider the Stratonovich SDE
Xxt = x +
∫ t
0
b(Xxs ) ◦ dW (s), t, x ∈ R. (3.50)
Then the above SDE has a family of strong pathwise continuous solutions
R× R  (t, x) −→ Xxt ∈ R
such that (X ·t, θ(t, ·)) is a perfect cocycle of W 1,2loc -Sobolev diﬀeomorphisms on R.
Proof. The idea of the proof is simple: We rescale the deterministic ﬂow of the ODE (3.46)
using the one-dimensional Brownian motion W . This is feasible by an appropriate application
of Itoˆ’s formula due to Fo¨lmer, Protter and Shiryayev [16].
To simplify notation, we denote by Y (t, x) := X˜xt , t, x ∈ R, the deterministic ﬂow of the
ODE (3.46). Deﬁne the random ﬁeld:
Xxt := Y (W (t), x), t, x ∈ R. (3.51)
We claim that the following equality∫ W (t)
0
b(Y (u, x)) du =
∫ t
0
b(Xxu) ◦ dW (u), , X0 = x ∈ R, (3.52)
holds for all x ∈ R a.s. for all t ∈ R. To prove (3.52), we apply Itoˆ’s formula using the
absolutely continuous change of variable F (z) :=
∫ z
0
b(Y (u, x)) du, z ∈ R. Note that F is
locally of class W 1,2 because F ′(z) = b(Y (z, x)) for a.e. z ∈ R. So by Itoˆ’s formula ([16]), it
follows that
F (W (t)) =
∫ t
0
F ′(W (u)) dW (u) +
1
2
[F ′(W ),W ](t)
=
∫ t
0
F ′(W (u)) ◦ dW (u)
=
∫ t
0
b(Xxu) ◦ dW (u) (3.53)
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a.s. for all t ≥ 0. In the above relation, the bracket [·, ·] stands for the quadratic covariation.
This proves our claim (3.52). Using (3.51), (3.46) and (3.52), we get
Xxt = Y (W (t), x)
= x +
∫ W (t)
0
b(Y (u, x)) du
= x +
∫ t
0
b(Xxu) ◦ dW (u) (3.54)
a.s. for all t ≥ 0. Hence Xxt , t, x ∈ R, is a family of solutions of the SDE (3.50). Since
the map [0, 1]  t → Y (t, ·) ∈ W 1,2(U) belongs to C([0, 1],W 1,2(U)), then so do the maps
[0, 1]  t → X ·t(ω) ∈W 1,2(U) for a.a. ω ∈ Ω, where U is any bounded open interval in R.
To prove the cocycle property for (X ·t, θ(t, ·)), we use the group property for the ODE
(3.46):
Y (t1, ·) ◦ Y (t2, ·) = Y (t1 + t2, ·) t1, t2 ∈ R. (3.55)
Hence,
[X ·t2(θ(t1, ω)) ◦X ·t1(ω)](x) = Y ((θ(t1, ω)(t2), Y (ω(t1), x))
= Y (ω(t1 + t2), x)
= Xxt1+t2(ω), x, t1, t2 ∈ R, ω ∈ Ω. (3.56)
This completes the proof of the corollary.
Remark 3.30 It is rather remarkable that the Stratonovich SDE (3.50) admits the existence
of a perfect cocycle of W 1,2loc -Sobolev diﬀeomorphisms with respect to a discontinuous diﬀusion
coeﬃcient. On the other hand, it is conceivable that the SDE (3.50) has more than one
solution. In fact, we haven’t even been able to ﬁnd similar examples to (3.50) in the literature.
3.5 Appendix
The following result which is due to [4] provides a compactness criterion for subsets of
L2(μ;Rd) using Malliavin calculus. See e.g. [31], [13] or [7] for more information about
Malliavin calculus.
Theorem 3.31 Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P ) is a
probability space and H a separable closed subspace of Gaussian random variables of L2(Ω),
which generate the σ-ﬁeld A. Denote by D the derivative operator acting on elementary
smooth random variables in the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).
Further let D1,2 be the closure of the family of elementary smooth random variables with
respect to the norm
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .
Assume that C is a self-adjoint compact operator on H with dense image. Then for any c > 0
the set
G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +
∥∥C−1DG∥∥
L2(Ω;H)
≤ c
}
is relatively compact in L2(Ω).
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In order to formulate compactness criteria useful for our purposes, we need the following
technical result which also can be found in [4].
Lemma 3.32 Let vs, s ≥ 0 be the Haar basis of L2([0, 1]). For any 0 < α < 1/2 deﬁne the
operator Aα on L
2([0, 1]) by
Aαvs = 2
kαvs, if s = 2
k + j
for k ≥ 0, 0 ≤ j ≤ 2k and
Aα1 = 1.
Then for all β with α < β < (1/2), there exists a constant c1 such that
‖Aαf‖ ≤ c1
⎧⎨⎩‖f‖L2([0,1]) +
(∫ 1
0
∫ 1
0
|f(t)− f(t′)|2
|t− t′|1+2β
dt dt′
)1/2⎫⎬⎭ .
A direct consequence of Theorem 3.31 and Lemma 3.32 is now the following compactness
criterion which is essential for the proof of Lemma 3.14:
Corollary 3.33 Let Xn ∈ D1,2, n = 1, 2..., be a sequence of F1-measurable random variables
such that there are constants α > 0 and C > 0 with
sup
n
E[‖Xn‖2] ≤ C,
sup
n
E
[‖DtXn −Dt′Xn‖2] ≤ C|t− t′|α
for 0 ≤ t′ ≤ t ≤ 1 and
sup
n
sup
0≤t≤1
E
[‖DtXn‖2] ≤ C .
where Dt denotes Malliavin diﬀerentiation. Then the sequence Xn, n = 1, 2..., is relatively
compact in L2(Ω) (Dt the Malliavin derivative).
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5 Malliavin diﬀerentiability and strong solutions for a class of
SDE in Hilbert spaces
Franco Flandoli, Torstein Nilssen and Frank Proske
Preprint
Abstract
We consider a class of Hilbert-space valued SDE’s where the drift coeﬃcients are non-
Lipschitzian in the sense of Ho¨lder-continuity. Using a novel technique based on Malliavin
calculus we show in this paper the existence and uniqueness of a mild solution to such
equations. We emphasize that our approach does not rely on the Yamada-Watanabe
principle. Moreover our method gives the important additional insight that the obtained
solution is Malliavin diﬀerentiable - a property which was recently shown to play a crucial
role in the study of the geometry of certain optimal causal transference plans, [12].
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5.1 Introduction
In a separable Hilbert space H, consider the stochastic diﬀerential equation
dXt = AXtdt + B(t,Xt)dt +
√
QdWt, X0 = x (5.1)
where A : D(A) ⊂ H → H is the inﬁnitesimal generator of a C0-semigroup etA, t ≥ 0;
B : [0, T ]×H → H is continuous, W is a cylindrical Wiener process and Q is a non-negative
selfadjoint bounded operator on H. If the operator Qt =
∫ t
0 e
sAQesA
∗
ds is trace class, and
suitable linear growth conditions on B are assumed, weak existence is known for equation
(5.1), see [5].
The aim of this paper is to prove Malliavin diﬀerentiablility and a direct proof of strong
existence, under additional assumptions on (A,B) stated in section 5.1.1. On B we assume
Ho¨lder continuity in x uniformly in t. On A we assume certain non-degeneracy condition
related to null-controllability. See [2] for the case of Ho¨lder-coeﬃcients. For merely bounded
and measurable coeﬃcients, see [9] and the recent work in [3].
5.1.1 Notations and assumptions
Norm and inner product in H will be denoted | · | and 〈·, ·〉. A complete orthonormal system
{en}n≥1 in H is assumed to be ﬁxed. If ϕ : H → H , we shall denote its components with
respect to {en}n≥1 by ϕn: ϕn(x) = 〈ϕ(x), en〉.
Given α, T > 0, we shall denote by C([0, T ];Cαb (H,H)) the space of all functions G :
[0, T ]×H → H which are continuous and bounded in (t, x), and such that there exists C > 0
such that
|G(t, x)−G(t, y)| ≤ C|x− y|α, x, y ∈ H, t ∈ [0, T ].
We denote by ‖G‖α,T or simply ‖G‖α the norm
‖G‖α = sup
t∈[0,T ], x∈H
|G(t, x)|+ sup
t∈[0,T ]
sup
x =y∈H
|G(t, x)−G(t, y)|
|x− y|α
We use the notation ‖Gn‖α also for the similar norm of the components Gn(t, x) = 〈G(t, x), en〉.
Let us now list the assumptions of this paper:
1. The operator A is selfadjoint, with compact resolvent, and Aen = −αnen, with non-
decreasing positive {αn}n≥1 such that
∞∑
n=1
1
α1−δn
<∞ (5.2)
2. B ∈ C([0, T ];Cαb (H,H)) for some α, T > 0.
3.
etA(H) ⊂ Q1/2t (H) for all t > 0 (5.3)
4. The well deﬁned bounded operator Λt = Q
−1/2
t e
tA satisﬁes∫ T
0
‖Λt‖1+θdt < ∞ (5.4)
for some θ ≥ max(α, 1− α).
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Remark 5.1 From assumption (5.4) we have, in paricular,∫ T
0
‖Λt‖1+αdt < ∞,
∫ T
0
‖Λt‖2−αdt < ∞
5.2 Idea of the method
In this section we do not care about the rigor of the computations. The aim is to explain the
idea.
For ever n, consider the following (backward) PDE in H of Kolmogorov type, on some
interval [0, T ]:
∂Un
∂t
+
1
2
Tr
(
D2UnQ
)
+ 〈Ax,DUn〉+ 〈B,DUn〉 =Bn (5.5)
Un(T, x) =0
Notice it is a non-homogeneous equation, opposite to the usual equations of Kolmogorov
type; the right-hand-side Bn is the n-component of B. If Un is a suﬃciently regular solution,
from Itoˆ‘s formula we get
dUn(t,Xt) = Bn(t,Xt)dt + 〈DUn(t,Xt), Q1/2dWt〉
= 〈B(t,Xt)dt + DU(t,Xt)Q1/2dWt, en〉
namely
dU(t,Xt) = B(t,Xt)dt + DU(t,Xt)Q
1/2dWt
where U(t, x) =
∑
n Un(t, x)en and where we have used the PDE above. About our vector-
valued notations, let us stress that U(t, ·) : H → H, hence DU(t,Xt) ∈ L(H,H). Moreover,
for every v ∈ H,
〈DU(t,Xt)v, en〉 = 〈DUn(t,Xt), v〉.
Formally speaking, the previous identity gives us a formula for B(t,Xt)dt:
B(t,Xt)dt = dU(t,Xt)−DU(t,Xt)Q1/2dWt.
We put this formula in equation (5.1) and get
dXt = AXtdt + dU(t,Xt)−DU(t,Xt)Q1/2dWt + Q1/2dWt.
Now we follow the usual variation of constant method and get:
dse
(t−s)AXs =e
(t−s)AdU(s,Xs)
+e(t−s)AQ1/2dWs − e(t−s)ADU(s,Xs)Q1/2dWs
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namely
Xt − etAx =
∫ t
0
e(t−s)AdU(s,Xs)
+
∫ t
0
e(t−s)AQ1/2dWs −
∫ t
0
e(t−s)ADU(s,Xs)Q
1/2dWs.
Integrating by parts the ﬁrst integral we ﬁnally get the equation
Xt = e
tA(x− U(0, x)) + U(t,Xt) +
∫ t
0
Ae(t−s)AU(s,Xs)ds
+
∫ t
0
e(t−s)AQ1/2dWs − It(X) (5.6)
where
It(X) :=
∫ t
0
e(t−s)ADU(s,Xs)Q
1/2dWs. (5.7)
The non-regular drift B has been removed from the equation, this is the point of the trick.
Several new terms appear, which however will be proved to have good Lipschitz properties.
In order to make rigorous this program we need: i) to solve the PDE (5.5) in a suﬃciently
regular space to be able to perform the previous computations (one bounded derivative plus
an approximation argument is suﬃcient for this); ii) to prove that all the terms in equation
(5.6) are Lipschitz continuous in the space variable (for this we need a uniform control of ﬁrst
and second derivatives). Morover, we need that the Lipschitz constant of the term U(t,Xt)
is small; we get this by taking small T and using the condition Un(T, x) = 0.
5.3 H-valued Ornstein-Uhlenbeck semigroup
Let Rt be the Ornstein-Uhlenbeck semigroup, deﬁned on Bb(H) as
Rtϕ(x) = E[ϕ(Z
x
t )], ϕ ∈ Bb(H)
dZxt = AZ
x
t dt + Q
1/2dWt, Z
x
0 = x.
See [6], Chapter 6, for an extensive analysis of it. We introduce the analogous semigroup on
H-valued functions:
RtΦ(x) = E[Φ(Zxt )], Φ ∈ Bb(H,H).
We have
〈RtΦ(x), h〉 = Rtϕh(x), ϕh(x) = 〈Φ(x), h〉, h ∈ H
Theorem 5.2 Under the assumption (5.3), we have
Φ ∈ UCb(H,H) ⇒ RtΦ ∈ UC2b (H,H)
for all t > 0. The diﬀerential DRtΦ(x) ∈ L(H,H) at a given point x ∈ H is the linear
opeartor given by
DRtΦ(x)g =
∫
H
〈Λtg,Q−1/2t y〉Φ(eAtx + y)NQt(dy) (5.8)
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or
〈DRtΦ(x)g, h〉 = 〈DRtφh(x), g〉
=
∫
H
〈Λtg,Q−1/2t y〉φh(eAtx + y)NQt(dy)
for all t > 0, g, h ∈ H. The second derivative D2RtΦ(x) ∈ L(H,L(H,H)) at a given point
x ∈ H, is given by (recall that D2RtΦ(x) is a linear operator in H, for every g ∈ H)
[D2RtΦ(x)g]k (5.9)
=
∫
H
[
〈Λtg,Q−1/2t y〉〈Λtk,Q−1/2t y〉 − 〈Λtg,Λtk〉
]
Φ(etAx + y)NQt(dy)
or
〈[D2RtΦ(x)g]k, h〉 = 〈D2Rtφh(x)g, k〉
=
∫
H
[
〈Λtg,Q−1/2t y〉〈Λtk,Q−1/2t y〉 − 〈Λtg,Λtk〉
]
φh(e
tAx + y)NQt(dy)
for all t > 0, g, k, h ∈ H. If Φ ∈ UC1b (H,H) then
〈[D2RtΦ(x)g]k, h〉 =
∫
H
〈Λtk,Q−1/2t y〉〈Dφh(etAx + y), etAg〉NQt(dy).
Finally,
‖DRtΦ(x)‖ ≤ ‖Λt‖‖Φ‖0 (5.10)
‖D2RtΦ(x)‖ ≤
√
2‖Λt‖2‖Φ‖0 (5.11)
‖D2RtΦ(x)‖ ≤ ‖etA‖‖Λt‖‖Φ‖1 (5.12)
Proof. Step 1. Let us chech that the right hand side of (5.8), namely the mapping
g → It,xg :=
∫
H
〈Λtg,Q−1/2t y〉Φ(eAtx + y)NQt(dy)
deﬁnes a linear bounded operator in H; x ∈ H and t > 0 are given. The integral is a well
deﬁned element of H, because∫
H
∣∣∣〈Λtg,Q−1/2t y〉Φ(eAtx + y)∣∣∣2 NQt(dy)
≤ ‖Φ‖20
∫
H
∣∣∣〈Λtg,Q−1/2t y〉∣∣∣2 NQt(dy).
Linearity of It,x is clear; in addition, from this estimate it follows that It,x is bounded, and
‖It,x‖ ≤ ‖Λt‖‖Φ‖0. So inequality (5.10) well be true when we can say that It,x = DRtΦ(x).
Step 2. Let us prove that RtΦ is diﬀerentiable at x and It,x is the diﬀerential. We
have, for g, h ∈ H,
〈RtΦ(x + g)−RtΦ(x)− It,xg, h〉
= Rtφh(x + g)−Rtφh(x)−
∫
H
〈Λtg,Q−1/2t y〉φh(eAtx + y)NQt(dy).
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Now, by Theorem 6.2.2 of [6],
Rtφh(x + g)−Rtφh(x) =
∫ 1
0
〈DRtφh(x + sg), g〉ds∫ 1
0
∫
H
〈Λtg,Q−1/2t y〉φh(eAt(x + sg) + y)NQt(dy)ds∫
H
〈Λtg,Q−1/2t y〉
(∫ 1
0
φh(e
At(x + sg) + y)ds
)
NQt(dy).
Thus we have
〈RtΦ(x + g)−RtΦ(x)− It,xg, h〉∫
H
〈Λtg,Q−1/2t y〉
[∫ 1
0
φh(e
At(x + sg) + y)− φh(etAx + y)ds
]
NQt(dy)
≤
(∫
H
〈Λtg,Q−1/2t y〉2NQt(dy)
)1/2
(∫
H
[∫ 1
0
φh(e
At(x + sg) + y)− φh(etAx + y)ds
]2
NQt(dy)
)1/2
≤ |Λg|ωt(g) ≤ ‖Λt‖|g|ωt(g)
where
ωt(g) = sup
s∈[0,1],x,y∈H
|Φ(etA(x + sg) + y)− Φ(etAx + y)|.
Since Φ ∈ UCb(H,H),
lim
g→0
ωt(g) = 0
and thus RtΦ is diﬀerentiable at x with diﬀerential It,x. One can check that the diﬀerential
is uniformly continuous in x. Clearly, by (5.10), it is also bounded. Thus we have proved
RtΦ ∈ UC1b (H,H) and all claims about DRtΦ.
Step 3. For given t, x let us analyze the right-hand-side of (5.9). Following [6], Lemma
6.2.7, for every bounded measurable ϕ : H → R, let us introduce the linear operator Gt,xϕ in
H deﬁned as (we use diﬀerent notations for the Gaussian measure with respect to the quoted
reference)
〈Gt,xϕ α, β〉 =
∫
H
[
〈α,Q−1/2t y〉〈β,Q−1/2t y〉 − 〈α, β〉
]
ϕ(etAx + y)NQt(dy).
It is prove in [6] that Gt,xϕ is even Hilbert-Schmidt, with Hilbert-Schmidt norm bounded by
2‖ϕ‖0. Therefore, in particular, Gt,xϕ is a bounded linear operator with norm
‖Gt,xϕ ‖ ≤ 2‖ϕ‖0.
To understand the right-hand-side of (5.9), let us introduce the linear mapping in H
k → Jt,x,gk :=
∫
H
[
〈Λtg,Q−1/2t y〉〈Λtk,Q−1/2t y〉 − 〈Λtg,Λtk〉
]
Φ(etAx + y)NQt(dy).
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We have
|〈Jt,x,gk, h〉‖ = |〈Gt,xϕhΛtg, λtk〉| ≤ ‖Gt,xϕh‖|Λtg||Λtk| ≤ 2‖ϕh‖0‖Λt‖2|g||k|
≤ 2‖Λt‖2‖Φ‖0|g||k||h|.
Thus Jt,x,g is bounded and
‖Jt,x,g‖ ≤ 2‖Λt‖2‖Φ‖0|g|.
Therefor g → Jt,x,g is a bounded linear operator from H to L(H,H), denoted by Jt,x in the
sequel of the proof (we have Jt,xg = Jt,x,g), and
‖Jt,x‖L(H,L(,H,H)) ≤ 2‖Λt‖2‖Φ‖0.
If we prove that Jt,x is D
2RtΦ(x), we have also proved inequality (5.11).
The proof of (5.12) is similar and based on the Hilbert-Schimdt property mentioned above.
Step 4. Given t, x, let us prove that DRtΦ is diﬀerentiable at x, and its diﬀerential is
Jt,x. Recall that 〈DRtΦ(x)g, h〉 is equal to 〈DRtφh(x), g〉. We have, for g, h, k ∈ H,
〈[DRtΦ(x + g)−DRtΦ(x)]k, h〉 = 〈DRtφh(x + g)−DRtφh(x), k〉
hence, by Proposition 6.2.2 of [6] this equals,∫ 1
0
〈D2Rtϕh(x + sg)g, k〉ds
=
∫ 1
0
∫
H
[
〈Λtg,Q−1/2t y〉〈Λtk,Q−1/2t y〉 − 〈Λtg,Λtk〉
]
φh(e
tA(xsg) + y)NQt(dy)ds
=
∫
H
[
〈Λtg,Q−1/2t y〉〈Λtk,Q−1/2t y〉 − 〈Λtg,Λtk〉
](∫ 1
0
φh(e
tA(xsg) + y)ds
)
NQt(dy).
Moreover,
〈[Jt,xg]k, h〉 =
∫
H
[
〈Λtg,Q−1/2t y〉〈Λtk,Q−1/2t y〉 − 〈Λtg,Λtk〉
]
φh(e
tAx + y)NQt(dy).
Therefore
〈[DRtΦ(x + g)−DRtΦ(x)− Jt,xg]k, h〉∫
H
[
〈Λtg,Q−1/2t y〉〈Λtk,Q−1/2t y〉 − 〈Λtg,Λtk〉
]
ψt,x,g,h(y)NQt(dy)
= 〈Gψt,x,g,hΛtg,Λtk〉
where
ψt,x,g,h(y) =
∫ 1
0
[ϕh(e
tA(x + sg) + y)− ϕh(etAx + y)]ds
Hence, by Lemma 6.2.7 of [6],
|〈[DRtΦ(x + g)−DRtΦ(x)− Jt,xg]k, h〉| = |〈Gψt,x,g,hΛtg,Λtk〉|
≤ 2‖ψt,x,g,h‖0‖Λt‖2|g||k|.
116
But
|ψt,x,g,h(y) ≤ |h|
∫ 1
0
[Φ(etA(x + sg) + y)− Φ(etAx + y)]dsleq|h|ωt(g)
as in step 2. Therefore DRtΦ is diﬀerentiable at x and D2RtΦ is Jt,x. One can check
that D2RtΦ is uniformly continuous in x. By (5.11), it is also bounded. We have proved
RtΦ ∈ UC2b (H,H) and all claims about D2RtΦ when Φ ∈ UCb(H,H). The proof of the
claims on D2RtΦ when Φ ∈ UC1b (H,H) is similar and based on Proposition 6.2.9 of [6]. We
do not give the details. The proof is complete.
5.4 Non homogenuous Kolmogorov equation
In this section we assume the conditions on A,B,Q stated in the introduction and Section
5.1.1 and we study the sequence on non-homogeneous Kolmogorov equations in H
∂Un
∂t
=
1
2
Tr
(
D2UnQ
)
+ 〈Ax,DUn〉+ 〈B,DUn〉+ Gn (5.13)
Un(0, x) =0
where Gn are the components of a function G ∈ C([0, T ];Cαb (H,H)). In this section we use
forward notations for the PDE, for the sake of simplicity. The ﬁnal result will apply to the
backward PDE (5.5) (in particular, the assumption B ∈ C([0, T ];Cαb (H,H)) is invariant by
time reversal).
We also show that the H-valued function U(t, x) =
∑
n Un(t, x)en has a meaning and we
analyze its properties.
We interpret the PDE (5.13) as the integral equation
Un(t, x) =
∫ t
0
Rt−s(〈B(s), DUn(s)〉+ Gn(s))(x)ds. (5.14)
Here we write B(s) for B(s, ·) and so on. Let us introduce alse the H-valued equation
U(t, x) =
∫ t
0
Rt−s(〈B(s), D〉U(s) + G(s))(x)ds. (5.15)
where we have denoted
∑
n en〈B(s), DUn(s)〉 by 〈B(s), D〉U(s).
We can state the main result of this section. The regularity we prove for U is not optimal,
and the theorem is restricted for simplicity of exposition to small T ‘s.
Theorem 5.3 Under the assumptions of Section 5.1.1, given
B,G ∈ C([0, T ];UCb(H,H)),
for T small enough there exists a unique solution U of equation (5.15) in C([0, T ];UC1b (H,H)).
If we put KT := ‖DU‖0, then
lim
T→0
KT = 0.
Moreover, DU ∈ C([0, T ];Cθb (H,H)), θ such that assumption (5.4) hold.
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If in addition B,G ∈ C([0, T ];Cαb (H,H)) for some α > 0, then U ∈ C([0, T ];UC2b (H,H)).
Finally, there is a constant CT > 0 such that
‖D2Un‖0 ≤ CT ‖Gn‖α (5.16)
for every n ∈ N.
Proof. Step 1. Consider the map L deﬁned as
LU(t, x) =
∫ t
0
Rt−s(〈B(s), D〉U(s) + G(s))(x)ds.
It is deﬁned on functions U ∈ C([0, T ];UC1b (H,H)). It is easy to check that LU ∈ C([0, T ];UCb(H,H)).
But we also have the bound∫ t
0
‖DRt−s(〈B(s), D〉U(s) + G(s))(x)‖ds
≤
∫ t
0
‖Λt−s‖‖〈B(s), D〉U(s) + G(s)‖0ds
≤ (‖B‖0‖DU‖0 + ‖G‖0)
∫ t
0
‖Λs‖ds
which implies LU ∈ C([0, T ];UC1b (H,H)) and
DLU(t, x) =
∫ t
0
DRt−s(〈B(s), D〉U(s) + G(s))(x)ds.
Since limT→0
∫ T
0 ‖Λ‖ds = 0, and the map L is linear, it is a contraction in C([0, T ];UC1b (H,H))
for suﬃciently small T (one has to use also an estimate on U in the norm of C([0, T ];UCb(H,H))).
Moreover, if U is a solution, then
DU(t, x) =
∫ t
0
DRt−s(〈B(s), D〉U(s) + G(s))(x)ds (5.17)
hence
‖DU‖0 ≤ (‖B‖0‖DU‖0 + ‖G‖0)
∫ t
0
‖Λs‖ds
hence, for T such that ‖B‖0
∫ T
0 ‖Λ‖ds ≤ 1/2 we have
1
2
‖DU‖0 ≤ ‖G‖0
∫ t
0
‖Λs‖ds
which proves limT→0 KT = 0. We have proved the ﬁrst claims of the theorem.
Step 2. Let us recall a result from interpolation theory developed in [6], Chapter 2.
From Theorem 2.3.3 and the remarks at the beginning of section 2.3.3, for every θı(0, 1) there
is a constant Cθ > 0 such that
‖ϕ‖θ ≤ Cθ‖ϕ‖1−θ0 ‖ϕ‖θ1
118
for every ϕ ∈ UC1b (H,R). The same result is true for Φ ∈ UC1b (H,H). Indeed, for every
h ∈ H the function ϕh = 〈Φ(·), h〉 belongs to UC1b (H,R), hence
|〈Φ(x)− Φ(y), h〉 ≤ Cθ‖ϕh‖1−θ0 ‖ϕh‖θ1|h||x− y|θ.
But ‖ϕh‖0 ≤ ‖Φ‖0|h| and ‖ϕh‖1 ≤ ‖Φ‖1|h|. Hence
|〈Φ(x)− Φ(y), h〉 ≤ Cθ‖Φ‖1−θ0 ‖Φ‖θ1|h||x− y|θ
which implies
‖Φ‖θ ≤ Cθ‖Φ‖1−θ0 ‖Φ‖θ1.
We also have
‖Φ‖θ ≤ Cθ‖Φ‖1−θ0 ‖DΦ‖θ0 + Cθ‖Φ‖0.
Similary, if Φ ∈ UC2b (H,H), we have
‖DΦ‖θ ≤ Cθ‖DΦ‖1−θ0 ‖D2Φ‖θ0 + Cθ‖DΦ‖0.
Step 3. Let us apply the previous interpolation inequality to RtΦ, Φ ∈ UCb(H,H),
t ≥ 0, with θ ∈ (0, 1):
‖DRtΦ‖θ ≤ Cθ‖DRtΦ‖1−θ0 ‖D2RtΦ‖θ0 + Cθ‖DRtΦ‖0
≤ Cθ(‖Λt‖‖Φ‖0)1−θ(
√
2‖Λt‖2‖Φ‖0)θ + Cθ‖Λt‖‖Φ‖0
≤ C ′θ(‖Λt‖1+θ + 1)‖Φ‖0
for a new constant C ′θ > 0, where we have used inequalities (5.10) and (5.11) . Thus from
(5.17) we have
‖DU(t)‖θ ≤
∫ t
0
‖DRt−s(〈B(s), D〉U(s) + G(s)‖θds
≤
∫ t
0
C ′θ(‖Λt‖1+θ + 1)‖〈B(s), D〉U(s) + G(s)‖0ds
= C ′θ‖〈B,D〉U + G‖0
∫ t
0
(‖Λt‖1+θ + 1)ds.
If θ satisﬁes the assumption of section 5.1.1, namely
∫ t
0 ‖Λt‖1+θds < ∞, we deduce that
DU(t) ∈ Cθb (H,H) for each t ∈ [0, T ]. Easily one can check that DU ∈ C([0, T ], Cθb (H,H)).
Step 4. Assume now B,G ∈ C([0, T ], Cαb (H,H)). Since θ ≥ α (see section 5.1.1), we
know that 〈B,D〉U +G ∈ C([, T ], Cαb (H,H)). We use again an interpolation result of [6], see
the proof of Lemma 6.4.1: there exists C ′′α > 0 such that
‖D2Rtϕ(x)‖ ≤ C ′′α‖Λt‖2−α‖ϕ‖α
for all ϕ ∈ Cαb (H,R). It follows that
‖D2RtΦ(x)‖ ≤ C ′′α‖Λt‖2−α‖Φ‖α
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for all Φ ∈ Cαb (H,H).
Using these fact, from (5.17) we have
‖D2U(t)‖ ≤
∫ t
0
‖D2Rt−s(〈B(s), D〉U(s) + G(s)‖ds
≤
∫ t
0
C ′′θ ‖Λt‖2−α‖〈B(s), D〉U(s) + G(s)‖αds
= C ′θ‖〈B,D〉U + G‖α
∫ t
0
‖Λt‖2−αds
.
We have
∫ t
0 ‖Λt‖2−αds < ∞ (see section 5.1.1), hence U ∈ C([0, T ];UC2b (H,H)).
Step 5. From (5.17) or directly from equation (5.14) we have
DUn(t, x) =
∫ t
0
DRt−s(〈B(s), DUn(s)〉+ Gn(s))(x)ds
and thus
D2Un(t, x) =
∫ t
0
D2Rt−s(〈B(s), DUn(s)〉+ Gn(s))(x)ds.
From the ﬁrst one of these identities, with the same computations of step 1, we get (on the
interval [0, T ] found in step 1)
‖DUn‖0 ≤ C1‖Gn‖0.
As in step 3, we get
‖DUn‖α ≤ C2‖〈B,DUn〉+ Gn‖0
and thus
‖DUn‖α ≤ (C1C2‖B‖0 + C2)‖Gn‖0.
Finally, from the equation for D2Un(t, x), exactly as in step 4, we prove
‖D2Un‖0 ≤ C3‖〈B,DUn〉+ Gn‖α.
Putting together these estimates, we obtain (5.16). The proof is complete.
5.5 Malliavin Diﬀerentiability
5.5.1 Strong Uniqueness
We ﬁx a ﬁltered probability space (Ω,F , P ), {Ft}t∈[0,T ] such that W is a Ft-cylindrical Brow-
nian motion on H. A mild solution of equation (5.1) is a process X = (X)t∈[0,T ], which is an
Ft-adapted continuous process in H and satisﬁes
Xt = e
tAx +
∫ t
0
e(t−s)AB(s,Xs)ds +
∫ t
0
e(t−s)A
√
QdWs.
The stochastic integral is well deﬁned since we have assumed Qt is of trace class.
The following rewriting is essential to our estimates:
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Lemma 5.4 Under the assumptions of Section 5.1.1, let U be the solution given by Theorem
5.3. If X = (X)t∈[0,T ] is a mild solution of equation (5.1), then the equation (5.6) is satisﬁed.
Proof. Having now Theorem 5.3, the proof is the one given in Section 5.2. The only point is
the application of Itoˆ’s formula. In order to use elementary versions of it, one can introduce
the approximations
dXj,ht = AjX
j,h
t dt + B(t,X
j,h
t )dt + Ph
√
QdWt, X
j,h
0 = x
where Aj are the Yosida approximations of A, Phx =
∑h
i=1 xiei. The computations of
Section 5.2 can be done on these approximations and then one can pass to the limit in the
ﬁnal equation. We omit the details which are classical.
Using the previous lemma we proceed to prove pathwise uniqueness for the equation (5.1).
Theorem 5.5 There exists a T > 0 such that pathwise uniqueness holds for (5.1) on [0, T ].
That is, if X1 and X2 are two mild solutions, then we have for leb×P almost all (t, x) ∈
[0, T ]× Ω, X1t (ω) = X2t (ω) .
Proof. Assume X1 and X2 are two milds solutions, and deﬁne Vt = X
1
t − X2t . Then, by
Lemma 5.4 we have∫ T
0
|Vt|2dt ≤ 3
∫ T
0
|U(t,X1t )− U(t,X2t )|2dt
+ 3
∫ T
0
|
∫ t
0
Ae(t−s)A[U(s,X1s )− U(s,X2s )]ds|2dt
+ 3
∫ T
0
|It(X1)− It(X2)|2dt.
From Theorem 5.3 we have
|U(t,X1t )− U(t,X2t )| ≤ KT |X1t −X2t |, t ∈ [0, T ].
To deal with the second term we use the maximal inequality
‖
∫ ·
0
Ae(·−s)Af(s)ds‖2L2(0,T ;H) ≤ CT ‖f‖2L2(0,T ;H)
where CT is a constant independent of f . Notice, however, that CT does not converge to 0
as T → 0. We then make the following estimate:∫ T
0
|Vt|2dt ≤ (3 + 3CT )KT
∫ T
0
|Vt|2dt + 3
∫ T
0
|It(X1)− It(X2)|2dt.
For T small enough we thus have∫ T
0
|Vt|2dt ≤ 6
∫ T
0
|It(X1)− It(X2)|2dt,
and in particular ∫ T
0
E[|Vt|2]dt ≤ 6
∫ T
0
E[|It(X1)− It(X2)|2]dt.
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The proof will be complete once we ﬁnd an estimate on the right-and side of the previous
inquality. We have∫ T
0
E[|It(X1)− It(X2)|2]dt =
∫ t
0
‖e(t−s)A(DU(s,X1s )−DU(s,X2s ))
√
Q‖2HSds.
For the kernel, we write
‖e(t−s)A(DU(s,X1s )−DU(s,X2s ))
√
Q‖2HS
=
∑
n,h≥1
〈e(t−s)A(DU(s,X1s )−DU(s,X2s ))
√
Qeh, en〉2
=
∑
n,h≥1
e−2(t−s)αn〈(DUn(s,X1s )−DUn(s,X2s )),
√
Qeh〉2
=
∑
n≥1
e−2(t−s)αn
∑
h≥1
〈
√
Q(DUn(s,X
1
s )−DUn(s,X2s )), eh〉2
≤ ‖Q‖
∑
n≥1
e−2(t−s)αn |DUn(s,X1s )−DUn(s,X2s )|2
≤ ‖Q‖
∑
n≥1
e−2(t−s)αn‖DUn‖2∞|X1s −X2s |2
.
From Theorem 5.3 we have
‖DUn‖∞ ≤ CT ‖Bn‖α,
hence
E[|It(X1)− It(X2)|2] ≤ C2T ‖Q‖
∫ t
0
∑
n≥1
e−2(t−s)αn‖Bn‖2α|Vs|2ds.
Therefore
E[
∫ T
0
|It(X1)− It(X2)|2dt] ≤ C2T ‖Q‖
∫ T
0
∫ t
0
∑
n≥1
e−2(t−s)αn‖Bn‖2α|Vs|2ds
≤ C2T ‖Q‖‖B‖2α
∫ T
0
⎛⎝∫ T
s
∑
n≥1
e−2(t−s)αndt
⎞⎠ |Vs|2ds
≤ C2t ‖Q‖‖B‖2α
⎛⎝∫ T
0
∑
n≥1
e−2tαndt
⎞⎠∫ T
0
|Vs|2ds.
By assumption (5.2) we have limT→0
∫ T
0
∑
n≥1 e
−2tαndt = 0, so that for small enough T we
have
E[
∫ T
0
|Vs|2ds] = 0
which gives the result.
Notice that by the Yamada-Watanabe theorem, the previous theorem coupled with weak
existence is enough to guarantee strong existence of equation (5.1). We will not elaborate
further on this here.
In this paper we will however use Malliavin calculus to construct the solution. As a by-
product of the construction method, we will prove that the solution is Malliavin diﬀerentiable.
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5.5.2 Malliavin Diﬀerentiability
In the remainder of this section we want to use a compactness criterion for L2-functionals
of Wt based on Malliavin calculus (see Appendix, Theorem 5.14) to construct Malliavin
diﬀerentiable mild solutions to (5.1).
To this end we need some deﬁnitions and auxiliary results.
Denote by L2(H) the space of Hilbert-Schmidt operators from H into itself with norm
‖·‖HS . In what follows let M : D(M) ⊂ H −→ H be a non-negative self-adjoint operator
with existing compact inverse M−1. Further consider the space E obtained by completion
with respect to the norm ‖·‖E given by
‖K‖2E :=
∑
n≥1
‖KMen‖2
for K ∈ L2(H), if deﬁned.
From now on we also assume that Q1/2M has a self-adjoint continuous extension to H
such that ∥∥∥e(t−u)AQ1/2∥∥∥2
E
≤ C 1
(t− u)1−δ (5.18)
for all t > u ≥ 0 and ∥∥∥e(t−u1)AQ1/2 − e(t−u2)AQ1/2∥∥∥2
E
≤ C 1
(t− u1)1−δ |u1 − u2|
μ (5.19)
for all t > u1 > u2 ≥ 0 and some μ > 0. Further we also assume that∫
H
∥∥∥e(u1−u2)Ay − y∥∥∥2 NQs(dy) ≤ C |u1 − u2|η (5.20)
for all u1 > u2 ≥ 0, s ≥ 0 and some η > 0.
Remark 5.6 Since ‖K‖H.S. ≤ C ‖K‖E for all K ∈ E for a constant C depending on M we
also see that ∥∥∥e(t−u)AQ1/2∥∥∥2
H.S.
≤ C 1
(t− u)1−δ (5.21)
for all t > u ≥ 0, ∥∥∥e(t−u1)AQ1/2 − e(t−u2)AQ1/2∥∥∥2
H.S.
≤ C 1
(t− u1)1−δ |u1 − u2|
ϑ (5.22)
for all t > u1 > u2 ≥ 0.
The next result shows that if B in (5.1) is ”nice” then the E−norm of the Malliavin
derivative DuXt of Xt exists u-a.e., P−a.e.
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Lemma 5.7 Suppose that B ∈ C([0, T ];C1b (H,H)) in (1) . Further assume the conditions
(5.18) and (5.19). Then
E
[∫ T
0
‖DuXt‖2E du
]
≤ C(1
δ
T δ + exp
(
2 sup
0≤r≤T
∥∥erA∥∥ sup
0≤s≤T
‖DB(s, ·)‖0 T
)
)
for all 0 ≤ t ≤ T .
Proof. Since
Xt = e
tAx +
∫ t
0
e(t−s)AB(s,Xs)ds +
∫ t
0
e(t−s)AQ1/2dWs, 0 ≤ t ≤ T,
we ﬁnd for all 0 ≤ u ≤ T that
DuXt =
∫ t
u
e(t−s)ADB(s,Xs)DuXsds + e
(t−u)AQ1/2, u ≤ t ≤ T.
So we obtain by Picard iteration that
DuXt
= e(t−u)AQ1/2 +
∑
n≥2
∫
u≤s1<...<sn−1≤t
e(sn−sn−1)ADB(sn−1, Xsn−1)...
e(s2−s1)ADB(s1, Xs1)e
(s1−u)AQ1/2ds1...dsn−1 (5.23)
in L2(Ω;L2(H)) for all u ≤ t ≤ T.
Hence it follows from (5.23) t > u that
‖DuXt‖E
≤
∥∥∥e(t−u)AQ1/2∥∥∥
E
+
∑
n≥2
∫
u≤s1<...<sn−1≤t
sup
0≤r≤T
∥∥erA∥∥ ‖DB(sn−1, ·)‖0 ... (5.24)
sup
0≤r≤T
∥∥erA∥∥ ‖DB(s1, ·)‖0 ∥∥∥e(s1−u)AQ1/2∥∥∥
E
ds1...dsn−1
≤
∥∥∥e(t−u)AQ1/2∥∥∥
E
+
∑
n≥2
sup
0≤r≤T
∥∥erA∥∥n−1
· 1
(n− 1)!
∫
[u,T ]n−1
‖DB(sn−1, ·)‖0 · ... · ‖DB(s1, ·)‖0
∥∥∥e(s1−u)AQ1/2∥∥∥
E
ds1...dsn−1
≤
∥∥∥e(t−u)AQ1/2∥∥∥
E
+ C
∑
n≥2
1
(n− 1)!
(
sup
0≤r≤T
∥∥erA∥∥ sup
0≤s≤T
‖DB(s, ·)‖0
)n−1
(T − u)n−2
·
∫ T
u
1
(s1 − u)1−δ ds1
≤
∥∥∥e(t−u)AQ1/2∥∥∥
E
+ C(1 +
∑
n≥2
1
(n− 1)!
(
sup
0≤r≤T
∥∥erA∥∥ sup
0≤s≤T
‖DB(s, ·)‖0 T
)n−1
)
1
δ
(T − u)δ 1
T
≤
∥∥∥e(t−u)AQ1/2∥∥∥
E
+ CT,δ exp
(
sup
0≤r≤T
∥∥erA∥∥ sup
0≤s≤T
‖DB(s, ·)‖0 T
)
. (5.25)
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So ∫ T
0
‖DuXt‖2E du =
∫ t
0
‖DuXt‖2E du
≤ C(
∫ t
0
1
(t− u)1−δ du + exp
(
2 sup
0≤r≤T
∥∥erA∥∥ sup
0≤s≤T
‖DB(s, ·)‖0 T
)
)
= C(
1
δ
tδ + exp
(
2 sup
0≤r≤T
∥∥erA∥∥ sup
0≤s≤T
‖DB(s, ·)‖0 T
)
) < ∞.
We shall also use the following Lemma
Lemma 5.8 Let B in (5.1) be in C([0, T ];C1b (H,H)). Then Xt ∈ D(Aγ/2) P−a.e. for all
0 < γ < 1 and
E[
∥∥∥Aγ/2Xt∥∥∥2] ≤ C 1
tγ
(1 + ‖B‖20)
for all 0 ≤ t ≤ T.
Proof. Since
Xt = e
tAx +
∫ t
0
e(t−s)AB(s,Xs)ds +
∫ t
0
e(t−s)AQ1/2dWs, 0 ≤ t ≤ T,
it is suﬃcient to prove that
E[‖Qi‖2] ≤ Ci 1
tγ
(1 + ‖B‖20), i = 1, 2, 3,
where
Q1 : = A
γ/2etAx,Q2 :=
∫ t
0
Aγ/2e(t−s)AB(s,Xs)ds,
Q3 : =
∫ t
0
Aγ/2e(t−s)AdWs.
Then using the inequality ∥∥∥Aγ/2e(t−s)A∥∥∥ ≤ Cγ
(t− s)γ/2
and Itoˆ’s isometry the result follows.
The next Lemma will be crucial for the application of the compactness criterion Theorem
5.14 in the Appendix.
Lemma 5.9 Assume that B ∈ C([0, T ];C1b (H,H))∩C([0, T ];Cαb (H,H)). Let X· be the mild
solution to (5.1) associated with the coeﬃcient B. Then for all 0 ≤ θ ≤ T there exists a
0 < β < 12 such that
E
[∫ θ
0
‖DuXθ‖2E du
]
≤ L1(‖B‖2α) (5.26)
and
E
[∫ θ
0
∫ θ
0
‖Du1Xθ −Du2Xθ‖2E
|u1 − u2|1+2β
du1du2
]
≤ L2(‖B‖2α) (5.27)
where Li, i = 1, 2 are non-negative continuous functions on [0,
1
VT
] with VT −→ 0 for T −→ 0.
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Proof By applying the chain rule for the Malliavin derivative (see [13]) we know
that
DuXt = DU(t,Xt)DuXt +
∫ t
u
Ae(t−s)ADU(s,Xs)DuXsds
+e(t−u)AQ1/2 − e(t−u)ADU(u,Xu)Q1/2
−
∫ t
u
e(t−s)AD2U(s,Xs)Q
1/2DuXsdWs
= I1 + I2 + I3 + I4 + I5 (5.28)
for u ≤ t < T P−a.e., where
I1 : = DU(t,Xt)DuXt, I2 :=
∫ t
u
Ae(t−s)ADU(s,Xs)DuXsds, I3 := e
(t−u)AQ1/2,
I4 : = −e(t−u)ADU(u,Xu)Q1/2, I5 := −
∫ t
u
e(t−s)AD2U(s,Xs)Q
1/2DuXsdWs.
We want to use Gronwall’s Lemma to show (5.26) and (5.27). To this end we need some
estimates of I1, ..., I5.
1. Estimate for I1 : By Lemma 5.7 and the estimates of Theorem 3 we ﬁnd that
E[‖I1‖2E ] ≤ ‖DU‖20 E[‖DuXt‖2E ]
≤ KT ‖B‖20 E[‖DuXt‖2]E < ∞
for t > u, where limT−→0 KT = 0.
2. Estimate of I2 : Using the inequalities∥∥A
eAt∥∥ ≤ C

t

and
‖A
DU(s,Xt)‖ ≤ Cε,T ‖B‖0
for 0 <  < 1 (see [8]) we obtain
E[‖I2‖2E ]
≤ (t− u)E[
∫ t
u
∥∥∥Ae(t−s)ADU(s,Xs)∥∥∥2 ‖DuXs‖2E ds
≤ (t− u)E[
∫ t
u
∥∥∥A1−γe(t−s)A∥∥∥2 ‖AγDU(s,Xs)‖2 ‖DuXs‖2E ds]
≤ (t− u)Cε,T ‖B‖20 E[
∫ t
u
Cγ
(t− s)2(1−γ) ‖DuXs‖
2
E ds]
= (t− u)Cε,TCγ ‖B‖20
∫ t
u
1
(t− s)2(1−γ)E[‖DuXs‖
2
E ]ds
for 1 > γ > 0 with 2(1− γ) < 1(see (5.25)).
3. Estimation of I3: We know from (5.18) and (5.19)that
‖I3‖2E ≤ C
1
(t− u)1−δ .
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As for the other two estimates we use the notation of the previous section and let
Φ = Φ(s) := 〈B(s), D〉U(s)−B(s).
4. Estimate for I4: Because of our assumptions and Theorem 3 we obtain
‖I4‖2E =
∥∥∥e(t−u)ADU(u,Xu)Q1/2∥∥∥2
E
=
∥∥∥e(t−u)ADU(u,Xu)Q1/2M∥∥∥2
H.S.
=
∑
n,h≥1
〈e(t−u)ADU(u,Xu)Q1/2Meh, en〉2
=
∑
n,h≥1
e−2αn(t−u)〈DU(u,Xu)Q1/2Meh, en〉2
=
∑
n,h≥1
e−2αn(t−u)〈DUn(u,Xu), Q1/2Meh〉2
=
∑
n≥1
e−2αn(t−u)
∑
h≥1
〈Q1/2MDUn(u,Xu), eh〉2
≤
∑
n≥1
e−2αn(t−u)
∥∥∥Q1/2M∥∥∥2 ‖DUn(u,Xu)‖2
≤
∥∥∥Q1/2M∥∥∥2 CT (∫ T
0
‖Λs‖ ds)2
∑
n≥1
e−2αn(t−u) ‖Bn‖20
=
∥∥∥Q1/2M∥∥∥2 CT (∫ T
0
‖Λs‖ ds)2 ·
·(
∑
n≥1
(2αn(t− u))(1−δ)2e−2αn(t−u)(2αn(t− u))−(1−δ) ‖Bn‖20)
≤ Cδ
∥∥∥Q1/2M∥∥∥2 CT (∫ T
0
‖Λs‖ ds)2 ‖B‖20 2−(1−δ)
1
(t− u)(1−δ)
if T is small enough. Hence
E[‖I4‖2E ] ≤ Cδ
∥∥∥Q1/2M∥∥∥2 CT (∫ T
0
‖Λs‖ ds)2 ‖B‖20 2−(1−δ)
1
(t− u)(1−δ) .
5. Estimate for I5 : By our assumptions and the estimates of Theorem 2 we get for ﬁxed
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r ∈ N ∑
h≥1
∥∥∥e(t−s)AD2U(s,Xs)[Q1/2eh, DuXsMer]∥∥∥2
=
∑
n,h≥1
〈e(t−s)AD2U(s,Xs)[Q1/2eh, DuXsMer], en〉2
=
∑
n,h≥1
e−2αn(t−s)〈D2U(s,Xs)[Q1/2eh, DuXsMer], en〉2
=
∑
n,h≥1
e−2αn(t−s)(D2Un(s,Xs)[Q
1/2eh, DuXsMer])
2
=
∑
n≥1
e−2αn(t−s)
∑
h≥1
(D2Un(s,Xs)[Q
1/2eh, DuXsMer])
2
≤
∑
n≥1
e−2αn(t−s) ‖Q‖∥∥D2Un∥∥20 ‖DuXsMer‖2
≤ CT ‖Q‖
∑
n≥1
e−2αn(t−s) ‖Bn‖2α ‖DuXsMer‖2
= CT ‖Q‖
∑
n≥1
(2αn(t− s))(1−δ)2e−2αn(t−s) ·
·(2αn(t− s))−(1−δ) ‖Bn‖2α ‖DuXsMer‖2
≤ CδCT ‖Q‖ 2−(1−δ) ‖B‖2α ‖DuXsMer‖2
1
(t− s)1−δ
So it follows from the Itoˆ isometry that
E[‖I5‖2E ]
=
∑
r≥1
∑
h≥1
∫ t
u
∥∥∥e(t−s)AD2U(s,Xs)[Q1/2eh, DuXsMer]∥∥∥2 ds
≤ CδCT ‖Q‖ 2−(1−δ) ‖B‖2α
∫ t
u
1
(t− s)1−δ ‖DuXs‖
2
E ds.
So using the above estimates we get
E[‖DuXt‖2E ]
≤ C(KT ‖B‖2α E[‖DuXt‖]2E + (t− u)Cε,TCγ ‖B‖2α
∫ t
u
1
(t− s)2(1−γ)E[‖DuXs‖
2
E ]ds
+C
1
(t− u)1−δ + Cδ
∥∥∥Q1/2M∥∥∥2 CT (∫ T
0
‖Λs‖ ds)2 ‖B‖2α 2−(1−δ)
1
(t− u)(1−δ)
+CδCT ‖Q‖ 2−(1−δ) ‖B‖2α
∫ t
u
1
(t− s)1−δ ‖DuXs‖
2
E ds)
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for u ≤ t ≤ T. Thus
E[‖DuXt‖2E ]
≤ C
1− CKT ‖B‖2α
·
·(C 1
(t− u)1−δ + Cδ
∥∥∥Q1/2M∥∥∥2 CT (∫ T
0
‖Λs‖ ds)2 ‖B‖2α 2−(1−δ)
1
(t− u)(1−δ) )
+
C
1− CKT ‖B‖2α
·
·((t− u)Cε,TCγ ‖B‖2α + CδCT ‖Q‖ 2−(1−δ) ‖B‖2α)
∫ t
u
1
(t− s)1−δ ‖DuXs‖
2
E ds
for u ≤ t ≤ T with T small enough such that CKT ‖B‖0 < 1. Hence by a generalized Lemma
of Gronwall for weakly singular kernels (see [1, Theorem 3]) we get
E[‖DuXt‖2E ] ≤ a(t) +
∫ t
u
∑
n≥1
(g(t)Γ(δ))n
Γ(nδ)
(t− s)nδ−1a(s)ds
for u ≤ t ≤ T , where
a(s)
: =
C
1− CKT ‖B‖2α
·
·(C + Cδ
∥∥∥Q1/2M∥∥∥2 CT (∫ T
0
‖Λr‖ dr)2 ‖B‖2α 2−(1−δ))
1
(s− u)1−δ ,
g(t)
: =
C
1− CKT ‖B‖2α
((t− u)Cε,TCγ ‖B‖2α + CδCT ‖Q‖ 2−(1−δ) ‖B‖2α)
and where Γ is the Gamma function.
Let us now assume that n0δ < 1, but (n0 + 1)δ ≥ 1 for n0 ∈ N.
Therefore by using the following relation based on the Beta function∫ t
u
(t− s)nδ−1 1
(s− u)1−δ ds =
Γ(nδ)Γ(δ)
Γ(nδ + δ)
(t− u)(n+1)δ−1,
where Γ is the Gamma function, we obtain
E[‖DuXt‖2E ]
≤ L1(‖B‖α)
1
(t− u)1−δ + L1(‖B‖α)
∑
n≥1
(L2(‖B‖α)Γ(δ))n
Γ(nδ)
Γ(nδ)Γ(δ)
Γ(nδ + δ)
(t− u)(n+1)δ−1
≤ L1(‖B‖α)
1
(t− u)1−δ + L1(‖B‖α)
n0−1∑
n=1
(L2(‖B‖α)Γ(δ))nΓ(δ)
Γ((n + 1)δ)
1
(t− u)1−(n+1)δ
+L1(‖B‖α)
∑
n≥n0
(L2(‖B‖α)Γ(δ))nΓ(δ)
Γ((n + 1)δ)
(t− u)(n+1)δ−1, (5.29)
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where L1 and L2 are non-negative continuous functions on [0,
1
2CKT
], where KT −→ 0 for
T −→ 0.
Altogether we get
E[
∫ T
0
‖DuXt‖2E du]
= E[
∫ t
0
‖DuXt‖2E du]
≤ L1(‖B‖α)
1
δ
tδ + L1(‖B‖α)
n0−1∑
n=1
(L2(‖B‖α)Γ(δ))nΓ(δ)
Γ((n + 1)δ)
t(n+1)δ
(n + 1)δ
+L1(‖B‖α)
∑
n≥n0
(L2(‖B‖α)Γ(δ))nT (n+1)δ−1Γ(δ)
Γ((n + 1)δ)
t.
Let us now show the estimate (5.27). Assume that t = θ ≥ u1 > u2 ≥ 0. Then it follows
from (5.28)
Du2Xt −Du1Xt =
7∑
k=1
Jk,
where
J1 : = DU(t,Xt)(Du2Xt −Du1Xt),
J2 : =
∫ u1
u2
Ae(t−s)ADU(s,Xs)Du2Xsds,
J3 : =
∫ t
u1
Ae(t−s)ADU(s,Xs)(Du2Xs −Du1Xs)ds,
J4 : = e
(t−u2)AQ1/2 − e(t−u1)AQ1/2
J5 : = −(e(t−u2)ADU(u2, Xu2)Q1/2 − e(t−u1)ADU(u1, Xu1)Q1/2)
J6 : = −
∫ u1
u2
e(t−s)AD2U(s,Xs)Q
1/2Du2XsdWs
J7 : = −
∫ t
u1
e(t−s)AD2U(s,Xs)Q
1/2(Du2Xs −Du1Xs)dWs.
Let us ﬁrst estimate the terms J4, J5, J2 and J6.
1. Estimation of J4: By assumption we have∥∥∥e(t−u2)AQ1/2 − e(t−u1)AQ1/2∥∥∥2
E
≤ C 1
(t− u1)1−δ |u1 − u2|
μ
for all 0 ≤ u2 < u1 < t and some 0 < μ < 1.
2. Estimate for J5 : We can write J5 as
J5 = T1 + T2 + T3,
where
T1 : = −(e(t−u2)A − e(t−u1)A)DU(u2, Xu2)Q1/2,
T2 : = −e(t−u1)A((DU(u2, Xu2)Q1/2 −DU(u2, Xu1)Q1/2)
T3 : = −e(t−u1)A(DU(u2, Xu1)Q1/2 −DU(u1, Xu1)Q1/2)
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2.1. T2 : Because of our assumptions, Theorem 3 and the mean value theorem we obtain
‖T2‖2E =
∥∥∥e(t−u1)A(DU(u2, Xu2)Q1/2 −DU(u2, Xu1)Q1/2)∥∥∥2
E
=
∥∥∥e(t−u1)A(DU(u2, Xu2)−DU(u2, Xu1))Q1/2M)∥∥∥2
H.S.
=
∑
n,h≥1
〈e(t−u1)A(DU(u2, Xu2)−DU(u2, Xu1))Q1/2Meh, en〉2
=
∑
n,h≥1
e−2αn(t−u1)〈(DU(u2, Xu2)−DU(u2, Xu1))Q1/2Meh, en〉2
=
∑
n,h≥1
e−2αn(t−u1)〈(DUn(u2, Xu2)−DUn(u2, Xu1)), Q1/2Meh〉2
=
∑
n≥1
e−2αn(t−u1)
∑
h≥1
〈Q1/2M(DUn(u2, Xu2)−DUn(u2, Xu1)), eh〉2
≤
∑
n≥1
e−2αn(t−u1)
∥∥∥Q1/2M∥∥∥2 ‖DUn(u2, Xu2)−DUn(u2, Xu1)‖2
≤
∑
n≥1
e−2αn(t−u1)
∥∥∥Q1/2M∥∥∥2 ∫ 1
0
∥∥D2Un(u2, Xu2 + s(Xu2 −Xu1))(Xu2 −Xu1)∥∥2 ds
≤
∑
n≥1
e−2αn(t−u1)
∥∥∥Q1/2M∥∥∥2 ∥∥D2Un∥∥20 ‖Xu2 −Xu1‖2
≤ CT
∥∥∥Q1/2M∥∥∥2∑
n≥1
e−2αn(t−u1) ‖Bn‖2α ‖Xu2 −Xu1‖2
= CT
∥∥∥Q1/2M∥∥∥2∑
n≥1
(2αn(t− u1))(1−δ)e−2αn(t−u1)(2αn(t− u1))−(1−δ) ‖Bn‖2α ‖Xu2 −Xu1‖2
≤ CT
∥∥∥Q1/2M∥∥∥2 ‖B‖2α 2−(1−δ) 1(t− u1)1−δ ‖Xu2 −Xu1‖2 .
Further we have that
Xu1 −Xu2
= eu1Ax− eu2Ax +
∫ u1
0
e(u1−s)AB(s,Xs)ds−
∫ u2
0
e(u2−s)AB(s,Xs)ds
+
∫ u1
0
e(u1−s)AQ1/2dWs −
∫ u2
0
e(u2−s)AQ1/2dWs
= eu1Ax− eu2Ax +
∫ u2
0
(e(u1−s)A − e(u2−s)A)B(s,Xs)ds +
∫ u1
u2
e(u1−s)AB(s,Xs)ds∫ u2
0
(e(u1−s)A − e(u2−s)A)Q1/2dWs +
∫ u1
u2
e(u1−s)AQ1/2dWs.
131
On the other hand we ﬁnd for all 0 < ε < 1/2 that∥∥∥(e(u1−s)A − e(u2−s)A)x∥∥∥2
=
∑
k≥1
〈x, ek〉2(1− e−(u1−u2)αk)2e−2(u2−s)αk
=
∑
k≥1
〈x, ek〉2((u1 − u2)αk)−2ε(1− e−(u1−u2)αk)2 ·
·((u1 − u2)αk)2ε (u2 − s)
2ε
(u2 − s)2ε e
−2(u2−s)αk
≤ ‖x‖2 (u1 − u2)2ε 1
(u2 − s)2ε . (5.30)
Hence it follows in connection with (5.22) and (5.30) for T < 1 that
E[‖Xu1 −Xu2‖2]
≤ C(‖x‖2 1
u2ε2
(u1 − u2)2ε + ‖B‖20
1
1− 2εu
1−2ε
2 (u1 − u2)2ε + sup
0≤r≤T
∥∥erA∥∥2 ‖B‖20 (u1 − u2)
+
∫ u2
0
1
(u2 − s)1−δ (u1 − u2)
ϑds +
∫ u1
u2
1
(u1 − s)1−δ ds)
= C(‖x‖2 1
u2ε2
(u1 − u2)2ε + ‖B‖20
1
1− 2εu
1−2ε
2 (u1 − u2)2ε + sup
0≤r≤T
∥∥erA∥∥2 ‖B‖20 (u1 − u2)
+
1
δ
uδ2(u1 − u2)ϑ +
1
δ
(u1 − u2)δ)
≤ H(‖B‖0)
1
u2ε2
(u1 − u2)2ε∧δ∧1,
where H is a non-negative continuous function on [0,∞).
Therefore we have
E[‖T2‖2]
≤ CT
∥∥∥Q1/2M∥∥∥2 ‖B‖2α H(‖B‖0)2−(1−δ) 1(t− u1)1−δ 1u2ε2 (u1 − u2)2ε∧δ∧1.
for all u1 ≥ u2.
2.2. T3 : We know that
−e(t−u1)A(DU(u2, Xu1)Q1/2 −DU(u1, Xu1)Q1/2)h
=
∫ u1
0
e(t−u1)A[DRu1−r(Φ)(Xu1)Q1/2h]dr −
∫ u2
0
e(t−u1)A[DRu2−r(Φ)(Xu1)Q1/2h]dr
= G1 + G2,
where
G1 : =
∫ u1
u2
e(t−u1)A[DRu1−r(Φ)(Xu1)Q1/2h]dr,
G2 : =
∫ u2
0
e(t−u1)A[DRu1−r(Φ)(Xu1)Q1/2h]dr −
∫ u2
0
e(t−u1)A[DRu2−r(Φ)(Xu1)Q1/2h]dr.
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We also see that
∥∥∥∥e(t−u1)A ∫ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))drQ1/2
∥∥∥∥2
E
=
∥∥∥∥e(t−u1)A ∫ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))drQ1/2M
∥∥∥∥2
H.S.
=
∑
n,h≥1
〈e(t−u1)A
∫ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))drQ1/2Meh, en〉2
=
∑
n,h≥1
e−2αn(t−u1)〈
∫ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))drQ1/2Meh, en〉2
=
∑
n,h≥1
e−2αn(t−u1)〈
∫ u2
0
(DRu1−r(Φn)(Xu1)−DRu2−r(Φn)(Xu1))dr,Q1/2Meh〉2
=
∑
n≥1
e−2αn(t−u1)
∑
h≥1
〈Q1/2M
∫ u2
0
(DRu1−r(Φn)(Xu1)−DRu2−r(Φn)(Xu1))dr, eh〉2
≤
∑
n≥1
e−2αn(t−u1)
∥∥∥Q1/2M∥∥∥2 ∥∥∥∥∫ u2
0
(DRu1−r(Φn)(Xu1)−DRu2−r(Φn)(Xu1))dr
∥∥∥∥2
=
∥∥∥Q1/2M∥∥∥2∑
n≥1
(2αn(t− u1))1−δe−2αn(t−u1)(2αn(t− u1))−(1−δ) ·
·
∥∥∥∥∫ u2
0
(DRu1−r(Φn)(Xu1)−DRu2−r(Φn)(Xu1))dr
∥∥∥∥2
≤ Cδ
∥∥∥Q1/2M∥∥∥2 ∥∥∥∥∫ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))dr
∥∥∥∥2 2−(1−δ) 1(t− u1)1−δ .
On the other hand it follows from the semigroup property of Rt that
DRu1−r(Φ)(x) = D(Ru2−r(Ru1−u2Φ))(x).
This in connection with Theorem 2 gives∫ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))hdr∫ u2
0
∫
H
〈
Λu2−rh,Q
−1/2
u2−ry
〉
((Ru1−u2Φ−R0Φ)(e(u2−r)AXu1 + y))NQu2−r(dy)dr.
Further, we ﬁnd for a = e(u2−r)AXu1+y and arbitrarly small 0 < 2ρ < 1 by using Burkholder’s
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inequality, Lemma 5.8 and (5.21)
‖(Ru1−u2Φ−R0Φ)(a)‖2
=
∥∥E[Φ(r, Zau1−u2)− Φ(r, a)]∥∥2
≤ ‖Φ‖2α E[
∥∥Zau1−u2 − Za0∥∥2α]
= ‖Φ‖2α E[
∥∥∥∥(e(u1−u2)Aa− a + ∫ u1−u2
0
e(u1−u2−s)AQ1/2dWs
∥∥∥∥2α]
≤ C ‖Φ‖2α (
∥∥∥e(u1−r)AXu1(ω2)− e(u2−r)AXu1(ω2)∥∥∥2α
+
∥∥∥e(u1−u2)Ay − y∥∥∥2α + E[∥∥∥∥∫ u1−u2
0
e(u1−u2−s)AQ1/2dWs
∥∥∥∥2α])
≤ Cα ‖Φ‖2α (
∥∥∥e(u1−r)AA−ρ(AρXu1(ω2))− e(u2−r)AA−ρ(AρXu1(ω2))∥∥∥2α
+
∥∥∥e(u1−u2)Ay − y∥∥∥2α + ∫ u1−u2
0
∥∥∥e(u1−u2−s)AQ1/2∥∥∥2α
H.S.
ds)
≤ Cα ‖Φ‖2α (|u1 − u2|2ρα ‖AρXu1(ω2)‖2α +
∥∥∥e(u1−u2)Ay − y∥∥∥2α
+
1
1− (1− δ)α(u1 − u2)
1−(1−δ)α).
Hence by (5.20) in connection with Ho¨lder’s in inquality we get∥∥∥∥∫ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))dr
∥∥∥∥2
≤ (
∫ u2
0
‖Λu2−r‖ (
∫
H
∥∥∥((Ru1−u2Φ−R0Φ)(e(u2−r)AXu1 + y))∥∥∥2 NQu2−r(dy))1/2dr)2
≤ (
∫ u2
0
‖Λu2−r‖ (Cα ‖Φ‖2α (|u1 − u2|2ρα ‖AρXu1(ω2)‖2α
+
∫
H
∥∥∥e(u1−u2)Ay − y∥∥∥2α NQu2−r(dy)dr + 11− (1− δ)α(u1 − u2)1−(1−δ)α)1/2dr)2
≤ Cα(
∫ u2
0
‖Λu2−r‖ dr)2(Cα ‖Φ‖2α (|u1 − u2|2ρα ‖AρXu1(ω2)‖2α
+ |u1 − u2|η(α/(1−α)) + 1
1− (1− δ)α(u1 − u2)
1−(1−δ)α)
So for T < 1 we have
E[‖G2‖2E ]
≤ Cδ,α,η,ρ,T
∥∥∥Q1/2M∥∥∥2 (∫ T
0
‖Λu2−r‖ dr)2(‖Φ‖2α E[‖AρXu1‖2α] + 1)2
· 1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α)
≤ Cδ,α,η,ρ,T
∥∥∥Q1/2M∥∥∥2 (∫ T
0
‖Λu2−r‖ dr)2((C1 ‖B‖3α + C2 ‖B‖2α)E[‖AρXu1‖2α] + 1)2
· 1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α)
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On the other hand we know by Lemma 5.8 in connection with Ho¨lder’s inequality that
E[‖AρXu1‖2α] ≤ C(1 + ‖B‖2α)α/(1−α)
1
u
2ρ(α/(1−α))
1
for arbitrarly small ρ > 0.
E[‖G2‖2E ]
≤ Cδ,α,η,ρ,T
∥∥∥Q1/2M∥∥∥2 (∫ T
0
‖Λu2−r‖ dr)2((C1 ‖B‖3α + C2 ‖B‖2α)(1 + ‖B‖2α)α/(1−α) + 1)2
· 1
u
2ρ(α/(1−α))
1
1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α)
for arbitrarly small ρ > 0.
As for the term G1 we argue just as above and get∥∥∥∥e(t−u1)A ∫ u1
u2
DRu1−r(Φ)(Xu1)drQ1/2
∥∥∥∥2
E
≤ Cδ
∥∥∥Q1/2M∥∥∥2 ∥∥∥∥∫ u1
u2
DRu1−r(Φ)(Xu1)dr
∥∥∥∥2 2−(1−δ) 1(t− u1)1−δ .
But ∥∥∥∥∫ u1
u2
DRu1−r(Φ)(Xu1)dr
∥∥∥∥2
≤ C(
∫ u1
u2
‖Λu1−r‖ dr)2 ‖Φ‖20
≤ C(
∫ u1−u2
0
‖Λr‖ dr)2CT (K1 ‖B‖2α + K2 ‖B‖α)2
≤ C(
∫ T
0
‖Λu1−r‖1+θ dr)2/(1+θ)CT (K1 ‖B‖2α + K2 ‖B‖α)2(u1 − u2)
θ
1+θ
Hence
E[‖G1‖2E ]
Cδ
∥∥∥Q1/2M∥∥∥2 2−(1−δ)C(∫ T
0
‖Λu1−r‖1+θ dr)2/(1+θ)CT (K1 ‖B‖2α + K2 ‖B‖α)2(u1 − u2)
θ
1+θ
1
(t− u1)1−δ .
So we obtain
E[‖T3‖2E ]
≤ Cδ,α,η,ρ,T
∥∥∥Q1/2M∥∥∥2 (∫ T
0
‖Λu2−r‖ dr)2((C1 ‖B‖3α + C2 ‖B‖2α)(1 + ‖B‖2α)α/(1−α) + 1)2
· 1
u
2ρ(α/(1−α))
1
1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α)
+2Cδ
∥∥∥Q1/2M∥∥∥2 2−(1−δ)(C1 ‖B‖3α + C2 ‖B‖2α)2 sup
0≤s≤T
∥∥∥esAQ1/2∥∥∥2α
HS
(u1 − u2)2α 1
(t− u1)1−δ .
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2.3. T1 : We ﬁnd that∥∥∥(e(t−u2)A − e(t−u1)A)DU(u2, Xu2)Q1/2∥∥∥2
E
=
∑
h≥1
∥∥∥(e(t−u2)A − e(t−u1)A)DU(u2, Xu2)Q1/2Meh∥∥∥2
=
∑
n,h≥1
〈(e(t−u2)A − e(t−u1)A)DU(u2, Xu2)Q1/2Meh, en〉2
=
∑
n,h≥1
(e−(t−u2)αn − e−(t−u1)αn)2〈DUn(u2, Xu2), Q1/2Meh〉2
=
∑
n,h≥1
(e−(t−u2)αn − e−(t−u1)αn)2〈Q1/2MDUn(u2, Xu2), eh〉2
≤
∥∥∥Q1/2M∥∥∥2 ‖DU‖20∑
n≥1
(e−(t−u2)αn − e−(t−u1)αn)2
=
∥∥∥Q1/2M∥∥∥2 ‖DU‖20∑
n≥1
e−2(t−u1)αn(1− e−(u1−u2)αn)2
=
∥∥∥Q1/2M∥∥∥2 ‖DU‖20 ·
·
∑
n≥1
(2(t− u1)αn)1−δe−2(t−u1)αn(2(t− u1)αn)δ−1(1− e−(u1−u2)αn)2
=
∥∥∥Q1/2M∥∥∥2 ‖DU‖20 ·
·
∑
n≥1
(2(t− u1)αn)1−δe−2(t−u1)αn2δ−1(t− u1)δ−1(u1 − u2)1−δ((u1 − u2)αn)δ−1(1− e−(u1−u2)αn)2
≤ Cδ
∥∥∥Q1/2M∥∥∥2 ‖DU‖20 1(t− u1)1−δ (u1 − u2)1−δ
= CTCδ
∥∥∥Q1/2M∥∥∥2 ‖B‖2α 1(t− u1)1−δ (u1 − u2)1−δ.
Hence
E[‖T1‖2E ]
≤ CTCδ
∥∥∥Q1/2M∥∥∥2 ‖B‖2α 1(t− u1)1−δ (u1 − u2)1−δ.
Altogether we see for T < 1 that
E[‖J5‖2E ]
≤ C(T, δ, α,M,Q, θ, μ, ϑ, ε, A)G(‖B‖α)
·( 1
(t− u1)1−δ (u1 − u2)
1−δ +
1
(t− u1)1−δ
1
u2ε2
(u1 − u2)2ε∧δ∧1
+
1
u
2ρ(α/(1−α))
1
1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α∧2α)),
where G is a non-decreasing continuous function on [0,∞).
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3. Estimate for J2 : The calculation in 2. for the estimate I2 shows that
E[‖J2‖2E ]
≤ (u1 − u2)Cε,TCγ ‖B‖20
∫ u1
u2
1
(u1 − s)2(1−γ)
E[‖Du2Xs‖2E ]ds
Then employing the estimate (5.29) we have
E[‖J2‖2E ]
≤ (u1 − u2)CCε,TCγ ‖B‖20
·(G1(‖B‖α)
∫ u1
u2
1
(u1 − s)2(1−γ)
1
(s− u2)1−δ ds
+G2(‖B‖α)
∫ u1
u2
1
(u1 − s)2(1−γ)
(s− u2)δds)
= (u1 − u2)CCε,TCγ ‖B‖20
·(G1(‖B‖α)(u1 − u2)1−2(1−γ)−(1−δ)
Γ(1− 2(1− γ))Γ(1− δ)
Γ(1− 2(1− γ) + 1− δ)
+G2(‖B‖α)(u1 − u2)1−2(1−γ)+δ
Γ(1− 2(1− γ))Γ(1 + δ)
Γ(1− 2(1− γ) + 1 + δ) )
= C(ε, T, γ, δ)(G1(‖B‖α)(u1 − u2)1−2(1−γ)+δ
+G2(‖B‖α)(u1 − u2)1−2(1−γ)+δ),
where we used the Beta function and where 0 < 2(1−γ) < 1 and Gi, i = 1, 2 are non-negative
functions on an interval [0, V (T )] with V (T ) −→∞ for T −→ 0.
4. Estimate for J6 : We argue just as in 5. for the estimate I5 and get in connection with
the inequality (5.29) for T < 1
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∑
r≥1
∑
h≥1
∫ u1
u2
∥∥∥e(t−s)AD2U(s,Xs)[Q1/2eh, Du2XsMer]∥∥∥2 ds
=
∑
r≥1
∑
n,h≥1
∫ u1
u2
〈e(t−s)AD2U(s,Xs)[Q1/2eh, Du2XsMer], en〉2ds
=
∑
r≥1
∑
n,h≥1
∫ u1
u2
e−2αn(t−s)〈D2U(s,Xs)[Q1/2eh, Du2XsMer], en〉2ds
=
∑
r≥1
∑
n,h≥1
∫ u1
u2
e−2αn(t−s)(D2Un(s,Xs)[Q
1/2eh, Du2XsMer])
2ds
=
∑
r≥1
∑
n≥1
∫ u1
u2
e−2αn(t−s)
∑
h≥1
(D2Un(s,Xs)[Q
1/2eh, Du2XsMer])
2ds
≤
∑
n≥1
∫ u1
u2
e−2αn(t−s) ‖Q‖∥∥D2Un∥∥20 ‖Du2Xs‖2E ds
≤ CT
∑
n≥1
∫ u1
u2
e−2αn(t−s) ‖Q‖ ‖B‖2α ‖Du2Xs‖2E ds
≤ CTF (‖B‖α) ‖B‖2α
∑
n≥1
∫ u1
u2
e−2αn(t−s)
1
(s− u2)1−δ ds,
where F is a non-decreasing continuous function on [0,∞).
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On the other hand we see by integration by parts and Ho¨lder’s inequality that∑
n≥1
∫ u1
u2
e−2αn(t−s)
1
(s− u2)1−δ ds
=
∑
n≥1
(
1
δ
e−2αn(t−u1)(u1 − u2)δ − 2αn
∫ u1
u2
e−2αn(t−s)
1
δ
(s− u2)δds)
≤
∑
n≥1
(
1
δ
e−2αn(t−u1)(u1 − u2)δ + 1
δ
2αn(
∫ u1
u2
e−2αn(1+τ)(t−s)ds)1/(1+τ)(
∫ u1
u2
(s− u2)δ(1+τ−1)ds)1/(1+τ−1))
=
∑
n≥1
(
1
δ
e−2αn(t−u1)(u1 − u2)δ + 1
δ
2αn(
1
2(1 + τ)αn
(e−2αn(1+τ)(t−u1) − e−2αn(1+τ)(t−u2)))1/(1+τ)
·( 1
(1 + τ−1)δ + 1
)1/(1+τ)(u1 − u2)δ+
1
(1+τ−1) )
=
∑
n≥1
(
1
δ
(2αn(t− u1))1−δe−2αn(t−u1) 1
(2αn(t− u1))1−δ (u1 − u2)
δ)
+
1
δ
(
1
2(1 + τ)
)1/(1+τ)(
1
(1 + τ−1)δ + 1
)1/(1+τ)
·
∑
n≥1
1
α
1
1+τ
−δ
n
(2αn(t− u1))1−δe−2αn(t−u1) 1
(t− u1)1−δ (1− e
−2αn(1+τ)(u1−u2))1/(1+τ)(u1 − u2)δ+
1
(1+τ−1)
≤ C( 1
(t− u1)1−δ (u1 − u2)
δ +
1
(t− u1)1−δ (u1 − u2)
δ+ 1
(1+τ−1) )
≤ C 1
(t− u1)1−δ (u1 − u2)
δ
for τ > 0 small enough.
So we get
E[‖J6‖2E ]
≤ CTF (‖B‖α) ‖B‖2α
1
(t− u1)1−δ (u1 − u2)
δ
Let us now consider the terms J1, J3 and J7. But this case just corresponds to the calcu-
lations for the estimates of I1, I2 and I5 and we obtain
E[‖J1‖2E ] + E[‖J3‖2E ] + E[‖J7‖2E ]
≤ KT ‖B‖20 E[‖Du1Xt −Du2Xt‖]2E
+(t− u1)Cε,T ‖B‖20 E[
∫ t
u1
Cγ
(t− s)2(1−γ) ‖Du1Xs −Du2Xs‖
2
E ds]
+CδCT ‖Q‖ 2−(1−δ) ‖B‖2α
∫ t
u1
1
(t− s)1−δ ‖Du1Xs −Du2Xs‖
2
E ds
Altogether it follows from the above estimates that
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E[‖Du1Xt −Du2Xt‖2E ]
≤ C(
7∑
i=1
E[‖Ji‖2E ]))
≤ C(KT ‖B‖2α E[‖Du1Xt −Du2Xt‖]2E
+C(ε, T, γ, δ)(G1(‖B‖α)(u1 − u2)1−2(1−γ)+δ + G2(‖B‖α)(u1 − u2)1−2(1−γ)+δ)
+C
1
(t− u1)1−δ |u1 − u2|
μ
+C(T, δ, α,M,Q, θ, μ, ϑ, ε, A)G(‖B‖α)
·( 1
(t− u1)1−δ (u1 − u2)
1−δ +
1
(t− u1)1−δ
1
u2ε2
(u1 − u2)2ε∧δ∧1
+
1
u
2ρ(α/(1−α))
1
1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α∧2α))
+CTF (‖B‖α) ‖B‖2α
1
(t− u1)1−δ (u1 − u2)
δ
+(t− u1)Cε,T ‖B‖20 E[
∫ t
u1
Cγ
(t− s)2(1−γ) ‖Du1Xs −Du2Xs‖
2
E ds]
+CδCT ‖Q‖ 2−(1−δ) ‖B‖2α
∫ t
u1
1
(t− s)1−δ ‖Du1Xs −Du2Xs‖
2
E ds).
Since KT −→ 0 for T −→ 0 and 1 > T > u1 > u2 we get
E[‖Du1Xt −Du2Xt‖2E ]
≤ V (‖B‖α)
1
(t− u1)1−δ
1
u
2ε∨2ρ(α/(1−α))
2
(u1 − u2)λ
+V (‖B‖α)
∫ t
u1
1
(t− s)1−δ ‖Du1Xs −Du2Xs‖
2
E ds,
where λ = (1−2(1−γ)+δ)∧μ∧(1−δ)∧(2ε∧δ∧1)∧((2ρα)∧η(α/(1−α))∧(1−(1−δ)α∧2α))∧δ >
0 and where V is a non-negative continuous function on [0, 1AT ] for AT −→ 0 for T −→ 0.
So by a Lemma of Gronwall for weakly singular kernels (see [1, Theorem 3]) we get
E[‖Du1Xt −Du2Xt‖2E ] ≤ a(t) +
∫ t
u1
∑
n≥1
(g(t)Γ(δ))n
Γ(nδ)
(t− s)nδ−1a(s)ds
for u1 ≤ t ≤ T , where
a(t) := V (‖B‖α)
1
(t− u1)1−δ
1
u
2ε∨2ρ(α/(1−α))
2
(u1 − u2)λ
and
g(t) ≡ V (‖B‖α).
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Therefore we have by means of the Beta function
E[‖Du1Xt −Du2Xt‖2E ]
≤ V (‖B‖α)
1
(t− u1)1−δ
1
u
2ε∨2ρ(α/(1−α))
2
(u1 − u2)λ
+
n0−1∑
n=1
(V (‖B‖α)Γ(δ))nΓ(δ)
Γ((n + 1)δ)
1
(t− u1)1−(n+1)δ
1
u
2ε∨2ρ(α/(1−α))
2
(u1 − u2)λ
+
∑
n≥n0
(V (‖B‖α)Γ(δ))nΓ(δ)
Γ((n + 1)δ)
(t− u1)(n+1)δ−1 1
u
2ε∨2ρ(α/(1−α))
2
(u1 − u2)λ
≤ E(‖B‖α)
1
(t− u1)1−δ
1
u
2ε∨2ρ(α/(1−α))
2
(u1 − u2)λ,
where V is a non-negative continuous function on [0, 1AT ] for AT −→ 0 for T −→ 0 and where
n0δ < 1, but (n0 + 1)δ ≥ 1 for n0 ∈ N.
Thus it follows for all 0 ≤ u1, u2 < t that
E[‖Du1Xt −Du2Xt‖2E ]
≤ E(‖B‖α)(
1
(t− u1)1−δ
1
u
2ε∨2ρ(α/(1−α))
2
|u1 − u2|λ
+
1
(t− u2)1−δ
1
u
2ε∨2ρ(α/(1−α))
1
|u1 − u2|λ)
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Now choose in (5.27) β > 0 such that κ := 1 + 2β − λ < 1. Then∫ t
0
∫ t
0
1
(t− u1)1−δ
1
u
2ε∨2ρ(α/(1−α))
2
1
|u1 − u2|κdu1du2
=
∫ t
0
∫ t
u2
1
(t− u1)1−δ
1
u
2ε∨2ρ(α/(1−α))
2
1
|u1 − u2|κdu1du2
+
∫ t
0
∫ u2
0
1
(t− u1)1−δ
1
u
2ε∨2ρ(α/(1−α))
2
1
|u1 − u2|κdu1du2
≤
∫ t
0
1
u
2ε∨2ρ(α/(1−α))
2
∫ t
u2
1
(t− u1)1−δ
1
|u1 − u2|κdu1du2
+
∫ t
0
1
(t− u2)1−δ
∫ u2
0
1
u
2ε∨2ρ(α/(1−α))
2
1
|u1 − u2|κdu1du2
=
Γ(δ)Γ(1− κ)
Γ(δ + 1− κ)
∫ t
0
1
u
2ε∨2ρ(α/(1−α))
2
1
(t− u2)κ−δ du2
+
Γ((1− 2ε) ∨ 2ρ(α/(1− α)))Γ(1− κ + δ)
Γ(1− 2ε ∨ 2ρ(α/(1− α)) + 1− κ + δ)
·
∫ t
0
1
(t− u2)1−δ
1
u
2ε∨2ρ(α/(1−α))+2β−λ−δ
2
du2
=
Γ(δ)Γ(1− κ)
Γ(δ + 1− κ)
Γ(1− 2ε ∨ 2ρ(α/(1− α)))Γ(1− κ + δ)
Γ(1− 2ε ∨ 2ρ(α/(1− α)) + 1− κ + δ))
· 1
t2ε∨2ρ(α/(1−α))+2β−λ−δ
+
Γ(1− 2ε ∨ 2ρ(α/(1− α)))Γ(1− κ + δ)
Γ(1− 2ε ∨ 2ρ(α/(1− α)) + 1− κ + δ)
·Γ(δ)Γ(1− (2ε ∨ 2ρ(α/(1− α)) + 2β − λ− δ))
Γ(δ + 1− (2ε ∨ 2ρ(α/(1− α)) + 2β − λ− δ))
1
t2ε∨2ρ(α/(1−α))+2β−λ−2δ
< ∞,
since 2β − λ < 0 and since ε > and ρ > 0 can be chosen arbitrarly small.
So we get the estimate (5.27), which completes the proof. 
Let now Bn ∈ C([0, T ];C1b (H,H))∩C([0, T ];Cαb (H,H)), n ≥ 1 be a sequence of functions
and B ∈ C([0, T ];Cαb (H,H)) such that
Bn(t, x) −→ B(t, x) (5.31)
for n −→∞ in H for all x and such that
‖Bn‖α ≤ K (5.32)
for a constant K independent of n. See e.g. [11].
We also need the following Lemma:
Lemma 5.10 Suppose that Xnt , 0 ≤ t ≤ T, n ≥ 1 are the unique mild solutions to (5.1) with
respect to the coeﬃcients Bn in (5.31) and (5.32). Let Xn,it = 〈ei, Xnt 〉. Then there exists for
all i a subsequence (nik)k≥1 which only depends on (a suﬃciently small) T and i such that
for all 0 ≤ t ≤ T Xn
i
k
,i
t converges in L
2(Ω) for k −→∞.
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Proof. We know that
Xnt = e
tAx +
∫ t
0
e(t−s)ABn(s,Xs)ds +
∫ t
0
e(t−s)AQ1/2dWs, 0 ≤ t ≤ T.
So
Xn,it = 〈ei, etAx〉+
∫ t
0
〈ei, e(t−s)ABn(s,Xs)〉ds +
∫ t
0
〈ei, e(t−s)AQ1/2, dWs〉 , 0 ≤ t ≤ T.
Hence
Xn,it1 −Xn,it2
= 〈ei, et1Ax− et2Ax〉+
∫ t2
0
〈ei, (e(t1−s)A − e(t2−s)A)Bn(s,Xns )〉ds
+
∫ t1
t2
〈ei, e(t1−s)ABn(s,Xns )〉ds +
∫ t2
0
〈ei, e(t1−s)A − e(t2−s)AQ1/2dWs〉
+
∫ t1
t2
〈ei, e(t1−s)AQ1/2dWs〉 (5.33)
for all 0 ≤ t2 ≤ t1 ≤ T.
Now let f be an element of the Hida test function space (S) ⊂ L2(Ω). Denote by (S)∗ its
topological dual (Hida distribution space). See [10] for further information on these spaces.
Then
〈
(Xn,it1 −Xn,it2 ), f
〉
(S)∗,(S)
= E[(Xn,it1 − Xn,it2 )f ], where 〈·, ·〉(S)∗,(S) is the dual pairing.
So using (5.33) we get
E[(Xn,it1 −Xn,it2 )f ]
= 〈ei, et1Ax− et2Ax〉E[f ] +
∫ t2
0
E[〈ei, (e(t1−s)A − e(t2−s)A)Bn(s,Xns )〉, f ]ds
+
∫ t1
t2
E[〈ei, e(t1−s)ABn(s,Xns )〉, f ]ds + E[
∫ t2
0
〈ei, e(t1−s)A − e(t2−s)AQ1/2dWs, f ]〉
+E[
∫ t1
t2
〈ei, e(t1−s)AQ1/2dWs, f ].〉
Thus it follows from (5.21) and (5.22)∣∣∣E[(Xn,it1 −Xn,it2 )f ]∣∣∣
≤ |〈ei, x〉|
∣∣e−t1αi − e−t2αi∣∣ |E[f ]|+ ∫ t2
0
E[|〈ei, Bn(s,Xns )〉f |]
∣∣∣(e−(t1−s)αi − e(t2−s)αi)∣∣∣ ds
+
∫ t1
t2
E[|〈ei, Bn(s,Xns )〉f |]e−(t1−s)αids + (
∫ t2
0
∥∥∥e(t1−s)A − e(t2−s)AQ1/2∥∥∥2
H.S.
ds)1/2(E[f2])1/2
+(
∫ t1
t2
∥∥∥e(t1−s)AQ1/2∥∥∥2
H.S.
ds)1/2(E[f2])1/2
≤ Ci,T |t1 − t2| ‖Bn‖E[|f |] + C(
∫ t2
0
1
(t2 − s)1−δ |t1 − t2|
ϑ ds)1/2(E[f2])1/2
+C(
∫ t1
t2
1
(t1 − s)1−δ ds)
1/2(E[f2])1/2
≤ C(i, T, ϑ, δ,K, f) |t1 − t2|ϑ∧(δ/2) .
143
So
sup
n≥1
mT (
〈
(Xn,i· , f
〉
(S)∗,(S) , δ) −→ 0 for δ ↘ 0,
where mT is the modulus of continuity given by
mT (g, δ) := max
|t−s|≤δ
0≤t,s≤T
|g(t)− g(s)| .
So
〈
(Xn,i· , f
〉
(S)∗,(S)
is relatively compact in C([0, T ]) for all f ∈ (S). Since (S)∗ is the dual
of a countably Hilbertian nuclear space (S), we can apply a result of I. Mitoma [14] and ﬁnd
that there exists for all i a subsequence (nik)k≥1 which only depends on (a suﬃciently small)
T and i such that X
ni
k
,i
· converges in C([0, T ]; (S)∗).
On the other hand it follows from Lemma 5.9 that there exists (for ﬁxed t) a C <∞ and
a 0 < β < 12 such that
E
[∫ t
0
‖DuXnt ‖2E du
]
≤ L1(‖Bn‖2α) ≤ C <∞
and
E
[∫ t
0
∫ t
0
‖Du1Xnt −Du2Xnt ‖2E
|u1 − u2|1+2β
du1du2
]
≤ L2(‖Bn‖2α) ≤ C <∞
for all n ≥ 1, provided that T is suﬃciently small.
Then, if we apply Theorem 5.14 in connection with Remark 5.15 in the Appendix to the
sequence X
ni
k
,i
t we see that for all t and i there exists a subsequence ml = m
t,i
l , l ≥ 1 of
nik, k ≥ 1 and a X˜it ∈ L2(Ω) such that
X
niml
,i
t −→ X˜it for l −→∞ (5.34)
in L2(Ω).
We claim that
X
ni
k
,i
t −→ X˜it for k −→∞ in L2(Ω)
for all t, i. To see this assume that there exists for some t, i a ε > 0 and a subsequence ϕl, l ≥ 1
such that ∥∥∥∥Xniϕl ,it − X˜it∥∥∥∥
L2(Ω)
≥ ε.
On the other hand we know by Theorem 5.14 that there exists a subsequence φr, r ≥ 1 of
such that
X
niϕφr
,i
t −→ Y˜ it for r −→∞ in L2(Ω).
But since
X
ni
k
,i
t −→ X˜it for k −→∞ in (S)∗
because of (5.34), we see that
Y˜ it = X˜
i
t .
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But this leads to the contradiction∥∥∥∥Xniϕφr ,it − X˜it∥∥∥∥
L2(Ω)
≥ ε.
This completes the proof.
We are coming to the main result of this section
Theorem 5.11 Assume that the functions B : [0, T ] × H −→ H and Bn : [0, T ] × H −→
H,n ≥ 1 satisfy the conditions (5.31) and (5.32). Then there exists a Malliavin diﬀerentiable
unique mild solution Xt, 0 ≤ t ≤ T to the stochastic diﬀerential equation
dXt = AXtdt + B(t,Xt)dt + Q
1/2dWt, X0 = x. (5.35)
Proof. Let Xnt , n ≥ 1 be the mild solutions associated with the coeﬃcients Bn and denote
by Xn,it the i−th component of Xnt . Then it follows from Lemma 5.10 that there exists for
all i a subsequence (nik)k≥1 which only depends on (a suﬃciently small) T and i such that
for all 0 ≤ t ≤ T
X
ni
k
,i
t −→ Xit in L2(Ω) for k −→∞
for some Xit ∈ L2(Ω), 0 ≤ t ≤ T, i ≥ 1.
Now let us denote by (ϕn)n≥1 the diagonal sequence of the sequences (n
1
k)k≥1, (n
2
k)k≥1, (n
3
k)k≥1, ...
So
X
ϕn,i
t −→ Xit for n −→∞
in L2(Ω) for all t, i.
We now want to show that
X
ϕn
t −→ Xt for n −→∞ (5.36)
in L2(Ω;H) for all t, where Xt =
∑
k≥1 X
k
t ek. For this purpose choose a  > 0. By a weak
compactness argument we also see from Lemma 5.8 that
E[(
∑
k≥1
∣∣∣Xkt ∣∣∣2 α1−δk )] <∞.
This implies
sup
n≥1
∑
k≥m
E[
∣∣∣Xϕn,kt −Xkt ∣∣∣2]
≤ sup
n≥1
E[
∑
k≥m
∣∣∣Xϕn,kt −Xkt ∣∣∣ 1
α
(1−δ)/2
k
∣∣∣Xϕn,kt −Xkt ∣∣∣α(1−δ)/2k ]
≤ sup
n≥1
E[(
∑
k≥m
∣∣∣Xϕn,kt −Xkt ∣∣∣2 1
α1−δk
)1/2(
∑
k≥m
∣∣∣Xϕn,kt −Xkt ∣∣∣2 α1−δk )1/2]
≤ sup
n≥1
(E[(
∑
k≥m
∣∣∣Xϕn,kt −Xkt ∣∣∣2 1
α1−δk
)])1/2(E[(
∑
k≥m
∣∣∣Xϕn,kt −Xkt ∣∣∣2 α1−δk )])1/2
C(
∑
k≥m
1
α1−δk
)1/2
< 
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for m ≥ m0. Choosing a n0 such that for all n ≥ n0
m0−1∑
k≥1
E[
∣∣∣Xϕn,kt −Xkt ∣∣∣2] < 
we ﬁnd that
E[
∥∥∥Xϕn,kt −Xt∥∥∥2] < 2
for all n ≥ n0. So (5.36) holds.
Finally it follows from dominated convergence that (measurability/continuous modiﬁca-
tion of (ω, t) −→ Xt(ω) can be shown)
E[
∥∥∥∥∫ t
0
e(t−s)A(Bn(s,X
ϕn
s )−B(s,Xs)ds
∥∥∥∥2]
≤ 2 sup
0≤s≤T
∥∥esA∥∥2 (E[∫ t
0
∥∥Bn(s,Xϕns )−Bn(s,Xs)∥∥2 ds]
+E[
∫ t
0
‖Bn(s,Xs)−B(s,Xs)‖2 ds])
≤ 2 sup
0≤s≤T
∥∥esA∥∥2 K2(∫ t
0
(E[‖Xns −Xs‖2])αds
+E[
∫ t
0
‖Bn(s,Xs)−B(s,Xs)‖2 ds])
−→ 0 for n −→∞.
From this we see that Xt is a mild solution to (5.35). Uniqueness was shown in Section 5.1.
Remark 5.12 Another approach based on the so called S−transform to verify Xt as a unique
solution to SDE‘s is discussed in [16], [15].
Example 5.13 Consider the equation
dX(t, ξ) = (ΔX(t, ξ) + B(t,X(t, ·))(ξ))dt + σ(−Δ)−γ/2dW (t, ξ)
for t ≥ 0 and ξ ∈ [0, 2π], with periodic boundary conditions. In this case we have H =
L2(0, 2π) and A = Δ. We let Q = (−Δ)−γ with 0 < γ < 13 , θ = 12 in Section 5.1.1 and
M = (−Δ)λ for a suﬃciently small λ > 0, then the conditions of Section 5.1.1 and the
conditions of Theorem 5.11.
Proof. Let us show that (5.19) holds. We have∥∥∥e(t−u1)AQ1/2 − e(t−u2)AQ1/2∥∥∥2
E
=
∞∑
n=1
(
e−(t−u1)αnα−γ/2n − e−(t−u2)αnα−γ/2n
)2
α2λn
=
∞∑
n=1
(
1− e−(u1−u2)αn
)2
e−2(t−u1)αnα2λ−γn .
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Now, for , ν ∈ (0, 1) we can ﬁnd positive constants C
 and Cν such that
(1− e−a) ≤ C
a
 and e−2a ≤ Cνa−ν
for every a ≥ 0. Thus, the above is bounded by
C
|u1 − u2|2

∞∑
n=1
α2
+2λ−γn e
−2(t−u1)αn .
≤ C
Cν |u1 − u2|2
|t− u1|−ν
∞∑
n=1
α2
+2λ−γ+νn .
Rewriting this condition in the Fourier basis on the interval [0, 2π], we get the condition∑
k∈Z
k4
+4λ−2γ+2ν <∞.
Let ν = 1− δ and choose  and λ small to get (5.19). Inequality (5.18) is proved similary.
To see (5.20) we write∫
H
‖e(u1−u2)Ay − y‖2NQs(dy) = E[‖e(u1−u2)A
√
QsW1 −
√
QsW1‖2]
where W = (Wt)t≥0 is a cylindrical Brownian motion, Wt =
∑∞
n=1 W
n
t en. We get
(e(u1−u2)A
√
Qs −
√
Qs)W1 =
∞∑
n=1
(e−(u1−u2)αn − 1)
(∫ s
0
qne
−2uαndu
)1/2
Wn1 ,
so that
E[‖e(u1−u2)A
√
QsW1 −
√
QsW1‖2] =
∞∑
n=1
(e−(u1−u2)αn − 1)2
∫ s
0
qne
−2uαndu
≤ C

∞∑
n=1
((u1 − u2)α)2
 qn(1− e
−2sαn)
2αn
≤ C
|u1 − u2|2

∞∑
n=1
α2
−1−γn .
As before we rewrite this in the Fourier basis we get the condition∑
k∈Z
k4
−2−2γ < ∞
which is satisﬁed for small .
Finally we show that we have
∫ T
0 ‖Λt‖1+θdt < ∞ when θ = 12 . We have
‖Λtx‖2 = ‖A(1+γ)/2(I − e2tA)−1/2etAx‖2
= t−(1+γ)
∞∑
n=1
(tαn)
1+γ(1− e−2tαn)−1e−2tαn .
147
The mapping s → s1+γ
e2s−1
is bounded on (0,∞), so that we get
‖Λt‖ ≤ Ct−(1+γ)/2
and thus we get that t → ‖Λt‖3/2 is integrable on any interval [0, T ].
5.6 Appendix
The following result which is based on Malliavin calculus and which is essentially due to [4]
provides a compactness criterion for subsets of L2(Ω) of square integrable functionals of a
cylindrical Wiener process Wt, 0 ≤ t ≤ 1 on the Hilbert space H. See e.g. [17], [13] or [7] for
more information about Malliavin calculus.
Theorem 5.14 Assume that L is a self-adjoint compact operator on H∗ with dense image.
Denote by DX ∈ L2(Ω;L2([0, 1])⊗H∗) the Malliavin derivative of a square integrable X in
the domain of D and by D1,2 the space of such functionals. Then for 0 < β < 1/2 and c > 0
the set
G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +
(∫ 1
0
∥∥L−1DuG∥∥L2(Ω) du)1/2
+
⎛⎝∫ 1
0
∫ 1
0
∥∥L−1(Du1G−Du2G)∥∥2L2(Ω)
|u1 − u2|1+2β
du1du2
⎞⎠1/2 ≤ c
⎫⎪⎬⎪⎭
is relatively compact in L2(Ω).
Remark 5.15 Denote by J : H∗ −→ H the standard isometric isomorphism for Hilbert
spaces H. Then an example of L which satisﬁes the conditions of Theorem 5.14 is given by
La := 〈MJ(a), ·〉 , a ∈ H∗,
where M = Aτ for some suﬃciently small τ > 0, where A is the densely deﬁned operator in
Section 1.
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