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Thesis dated May 2004
This study examines the use ofmathematical models in understanding the
migration ofjuvenile fall Chinook salmon of the Snake River in the Pacific Northwest.
This salmon population is currently listed as threatened under the U.S. Endangered
Species Act, and special management actions are required to ensure its recovery.
Based on the premise that these fish showed a substantial delay in their seaward
migration after being released into the river, this study develops two mathematical
models and analyzes them with regard to how well each characterizes the effects of this
delay on the migration rate of the fish. The specific objectives of this study are to
estimate parameters and construct confidence intervals for the data, determine whether
the models’ results are consistent with the data through goodness-of-fit tests, and to
demonstrate the important link between mathematical theory and logic and the life
sciences. Data from Passive Integrated Transponders (PIT)-tagged fish released at Billy
Creek, Washington state in 1995, 1997, 1998, and 2000 were fed into a simple migration
model, a migration model with a delay term, and a more complex migration model
combining a delay term and a fish-length term via a convolution integral.
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The selected model for each release always had a delay term incorporated into
the migration model. Results of the study lend credence to the theory that juvenile Snake
River fall Chinook salmon delay before migration and indicate that the models with a
delay parameter consistently improve the fit of the model to the data. Results also
demonstrate the practical benefits of applying mathematical models to analyze life
science data.
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Many scientific studies in applied fields use mathematieal models. People model
weather change, economic activity, and animal behavior, just to name a few of the
applieations of these models. Models give an objective view of various proeesses. They
also allow a better understanding ofunderlying rules or patterns that govern those
proeesses. In this thesis, mathematical models are used to study population ecology with
specific application to animal migration.
Population ecology, which treats the structure and dynamics ofpopulations, is
essentially a mathematieal subject (Pielou 1977). This is because the study ofpopulation
eeology foeuses on numbers, rates of ehange, and fluxes (Turchin 1998). Shifts in the
scope and eomplexity of ecological studies have prompted the quantification of the
science via models. Mathematies is a science that allows problems to be abstracted such
that general solutions are found, and thus, mathematical theorems and logic have found
practical use in this branch of ecology.
This chapter provides a brief review ofmathematical studies in the eeological
field. The next section of this chapter is a brief summary of the problem addressed in this
thesis. The final section gives definitions for key eeological terms.
1
1.1 Survey ofMathematical Studies
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As mentioned previously, mathematical models are used in application to various
subjects. While surveying these applications, mathematical models have been used to
describe animal dispersal for almost a century (Pearson and Blakeman 1908). Lotka
(1924) and Volterra (1926) published works on the expression ofpredator-prey and
competing species relations in terms of simultaneous, nonlinear differential equations.
Skellam (1951) furthered work in the field by providing a heuristic derivation of the
diffusion equation as an approximation of a simple random walk. His work involved
applying the analytical expression for molecular diffusion directly to ecological problems
and relating it to the inter/intra-action among and between species (Okubo 1980). Those
random walk models described movement patterns. The attention of population
ecologists widened to migration, and Wilkinson (1952) used the advection-diffusion
equation as a basis ofbird migration. Salia and Shappy (1963) presented a model of
migration based on a random walk with a directed movement component and applied the
model to migrating adult salmon. Hirmatsu and Ishida (1989) continued in this vein with
themodification ofSalia and Shappy’s model in terms of an advection-diffusion
equation.
1.2 Statement ofProblem
This study’s focus is on population dynamics, specifically of salmon migration.
Currently, many populations (or stocks) of anadromous salmonids (Oncorhynchus spp.)
in the Pacific Northwest are listed as endangered or threatened under the U.S.
Endangered Species Act (ESA). Chinook salmon, O. tshawytscha, of the Snake River
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(the largest tributary of the Columbia River) are identified as threatened under the ESA
(NMFS 1992). A threatened status implies that the species’ stock level is low enough for
possible stock collapse. Stock collapse occurs when there are not enough mature adults
that survive to successfully spawn and perpetuate a particular stock or population.
Salmon of a particular river system are managed collectively under unique and specific
guidelines that are intended to recover the stock as required by the ESA.
Results from prior work in salmon migration (Zabel and Anderson 1997 and
Zabel 2002) prompted this study. From those works, salmon are seen to have distinct
behavioral patterns that govern their migration. The data comes from PIT-tagged
juvenile salmon released into the Snake River at Billy Creek, which is 92 kilometers
upstream from Lower Granite Dam. The data is grouped by year (1995, 1997, 1998 and
2000). Each release group represents a single cohort released on a single day. The study
has a range from three to six cohorts per year. These data are used to estimate the
parameters for the models being developed in later chapters.
This thesis develops a migration model that consists of two components. The
first of the two components represents active downstream migration, and the second, a
delay before migration is initiated. The first component uses an advection diffusion
equation to describe the movement of the fish. This equation is used because the
population studied here spreads, meaning each particular fish tends to distance itself from
other fish in its migratory group over time; thus the individuals of the population as a
whole spread out from each other. This population also has drift associated with it; in
this case, drift is downstream movement. The second component uses a delay term to
compensate for the possible immaturity of the fish being studied at release time. The
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combination of these two components will provide a useful understanding of the
migrational tendencies of the population of fish being studied.
There are three objectives of this study. The first objective of this study is to
estimate parameters and construct confidence intervals about the parameters. The second
objective is to determine whether the model is consistent with the data by employing
goodness-of-fit tests. The final objective is to demonstrate the important link between
mathematieal logic and theory and the life sciences.
The study is divided into five chapters. Chapter one introduees the focus of this
study and provides definitions ofkey terms. The seeond chapter provides a brief
summary of the life history of the studied fish, describes the status of the fish, and
presents an overview of the collection of the data. The third chapter focuses on the
development of the model, the prior research in the field, and the statistical methods used
for the analysis. Chapter four presents the results of the analysis. The fifth chapter is a
discussion of findings of this study.
1.3 Key Terminology
Key terms used in this study, following Turehin (1998) these are as follows:
• Diffusion: a kind ofmathematical model used in representing population
redistribution (i.e., spreading and concentrating) of organisms; formulated as
partial differential equations;
• Direction bias: tendency of individuals to move in a nonrandom direction;
• Dispersal: population redistribution that leads to the spatial spread (spread) of
organisms;
Drift: the population-level manifestation of directional bias in individual
movements of organisms, usually modeled with the advection term;
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Movement: the process by which individual organisms are displaced in space
over time;
Population redistribution: the population-level consequence ofmovement by
individual organisms;
Step: a displacement between two successive coordinate fixes.
CHAPTER 2
SALMON BIOLOGY AND DATA
This chapter prepares for the mathematical studies addressed in later chapters by
defining the quantifying parameters of the salmon migration and considering the factors
affecting the population. This chapter provides biological background and discusses the
methods used to acquire the data analyzed in this study. The first section presents a
general overview of salmon biology. Section tywo discusses the status ofSnake River
Chinook salmon and some of the factors implicated in the decline of these populations.
Finally, the last section states the methodologies used to collect the data. Due to the
tremendous amount of data used in this study, only a sample is provided. The data files
from cohort 1 in the year 2000 are provided in the Appendix.
2.1 Biology of Chinook Salmon
As mentioned earlier, the application of the developed model will provide more
insight into the migrational behavior of salmon. In understanding the importance and
mechanisms ofChinook salmon migration, one must first understand the basic biology of
the fish. Chinook salmon are anadromous and semelparous meaning they migrate to sea
and return to their natal streams to spawn once and die. One of the key elements in
understanding the downstream migration ofjuvenile fish is the concept of timing. It is
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hypothesized that after hatching, fish spend time in their rearing area growing until a
threshold size is achieved; only then, will the fish begin its downstream migration.
The biology of salmon is complex in comparison to other fish species. Chinook
salmon range from Alaska to California along the west coast ofNorth America and from
Japan to Russia in the western Pacific Ocean. Chinook salmon are classified into two
groups based upon their respective life histories. “Stream type” Chinook salmon spend
more time developing upstream before migrating downstream; in the Snake River, these
are considered spring/summer-run salmon. “Ocean type” Chinook salmon migrate
downstream shortly after hatching, and in the Snake River, these are referred to as fall-
run salmon. Fish emerge from eggs in January through June and develop into the alevin
stage. From that stage, development moves into the fiy stage. From the fry stage, fish
are labeled as smolts. As juvenile fish migrate downstream, they undergo a physiological
metamorphosis called smoltification (Hoar 1976), which prepares the fish for the ocean
environment (see Figure 1). As development occurs, mortality is due primarily to natural
predation. Water velocities (flows) as well as the water levels play an important part in
the selection of the breeding grounds, in the development of the eggs, and in the survival
ofnewly hatched salmon. Below is a pictorial representation of the life cycle of a
Chinook salmon courtesy of the Boimeville Power Administration.
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Figure 1. Life cycle of Chinook salmon
2.2 Population Status
Many factors have led to Chinook salmon stocks being listed as threatened under
the Endangered Species Act. Juvenile Chinook salmon of the Columbia River and its
tributaries may pass through as many as nine large, hydroelectric dams during their
downstream migration. One source ofdirect mortality is the dam itself, as juvenile
salmon can only migrate by the dams by passing through massive spillways, elaborately
constructed juvenile bypass system, or turbine units. These dams also impact fish
migration by creating large reservoirs that reduce river velocity and disrupt the timing of
migration (Raymond 1968). Another impact of the dams is that the reservoirs have
higher temperatures and less turbidity compared with free-flowing rivers, resulting in
greater susceptibility ofmigrants to predation and disease (Park 1969). One approach to
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begin to understand some of the direct and indirect (sublethal) impacts of this
hydropower system on salmon populations is to develop models to analyze their
migratory behavior.
2.3 Data Collection Methodologies of the Studied Population
The data used for this study is provided by, Influence ofRiver Conditions on
Survival and Travel Time ofSnake River Subyearling Fall Chinook Salmon by Smith et
al (2003). The fish used in the study were hatchery fish that were of comparable size to
wild subyearling fall Chinook salmon. The target size for fish each year was 75-mm fork
length (Connor et al. 2000). Fork length is the distance fi-om the fork in the fish tail to
the tip of the nose; juvenile salmon of this length are classified as smolts (from the term
smoltification, described above). As the smolts migrate downstream on the Snake River
the first detections at Lower Granite Dam, as shown in Figure 2, usually occur in late
May and continue through late summer and fall (Connor et al. 2000). Because of this
extended time frame, a series of releases were made each year, typically on six dates
between the first week of June and the second week of July. These release dates covered
the migration period ofwild subyearling fall Chinook salmon in all present-day fall
Chinook salmon production areas in the Snake River basin (Smith et al. 2003).
Passive Integrated Transponder (PIT) tags (Prentice et al. 1990a) (Fig. 3), which
provide an unique electronic code for each tagged fish, were inserted into fish at Lyons
Ferry Hatchery each week, using standard techniques (Muir et al. 2001). A pictorial
representation ofPIT-tag location in the smolt is given courtesy ofThe U.S. Army Corps
of Engineers, Northwestern Division. Lyons Ferry Hatchery fish were released directly
into in the Snake River at Billy Creek via flexible hose.
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Figure 2. Columbia River Basin and major hydroelectric dams
At each dam, fish passed either via spillway or via the powerhouse. Diversion
screen systems were installed in turbine intakes so that most fish entering the powerhouse
are guided away from turbines and into bypass channels. Fish passing via spillway or
through the turbines are not monitored for PIT tags. Monitoring equipment (Prentice et
al. 1990b) detected PIT-tagged fish that were guided into and passed through fish bypass
systems (Matthew et al. 1997) at six dams: Lower Granite, Little Goose, Lower
Monumental, McNary, John Day, and Bonneville dams. Electronic slide gates allowed
PIT-tagged fish to be redirected into the river after detection (Marsh et al. 1999). All data
collected at these sites were compiled in the regional PIT-Tag Information System
(PITAGIS), a regional data base (PSMFC 1996). To better, understand how large of a
distance these juvenile salmon must migrate, a map showing the Columbia River Basin
and its dams provided by the U.S. Army Corps of Engineers, Northwestern Division.
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Figure 3. Diagram ofPIT tag’s location in juvenile salmon (smolt)
From 1995 to 2000, 21 groups totaling 26,144 PIT-tagged subyearling fall
Chinook salmon were released at Billy Creek (Table 1). In the aforementioned time
frame 4,857 PIT-tagged subyearling fall Chinook salmon were detected at Lower Granite
Dam. The data files analyzed contain the PIT-tag ID number, the length of the fish, the
release date and time, the detection date and time, and the time it took the fish to travel
from the release site (Billy Creek) to Lower Granite Dam.
The following table summarizes the data collected from the Billy Creek release
site in the year 1995, 1997, 1998, and 2000. The fish are broken into cohorts by their
respective release dates. The tagged column is the number of fish that were released that
day into the Snake River at that site. The observed column is the recorded number of fish
that passed through detection systems at Lower Granite Dam.
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Table 1. Release dates, numbers tagged/released, and numbers observed at




1 6/1/1995 1240 382
2 6/8/1995 1317 394
3 6/15/1995 1124 308
1 6/3/1997 1247 313
2 6/10/1997 1250 343
3 6/17/1997 1244 349
4 6/24/1997 1250 325
5 7/1/1997 1245 186
6 7/8/1997 1238 73
1 6/2/1998 1262 372
2 6/9/1998 1273 320
3 6/16/1998 1261 293
4 6/23/1998 1259 169
5 6/30/1998 1249 140
6 7/7/1998 1266 134
1 6/1/2000 1239 293
2 6/8/2000 1234 175
3 6/15/2000 1243 132
4 6/22/2000 1236 83
5 6/29/2000 1246 45
6 7/6/2000 1241 28
CHAPTER 3
MODEL DEVELOPMENT AND STATISTICAL METHODS
This chapter focuses on the two-eomponent model mentioned earlier in Chapter I.
The link between mathematical theory and the application to the life sciences is in this
first section. This section gives the derivation of the diffusion equation from the random
walk proeess. The second section provides an overview of prior work in salmon
migration. The third section shows the development of this study’s model, and states the
parameters being estimated. The last seetion gives the statistieal methods used in
validating the estimated parameters.
3.1 Random Walk to The Diffusion Equation
This seetion provides the mathematical basis of the models developed later in the
chapter. The following derivation of the diffusion equation from the random walk
process comes from Murray (1989). For the most simplistic approach, we only consider
one-dimensional motion, and the simplest random walk process. For instanee, a partiele
is oscillating back and forth along a line. The particle’s movement is in fixed steps, A x.
If the particle’s movements are unbiased, then there is an equal probability that the
particle will move to the right or left. After some time NAt, the particle could be
anywhere within {NAx, -NAx], assuming the starting point is the origin.
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To find the probabilityp{m,n) that a particle reaches the point m steps to the right
(jc = mAx) after n time steps {nAt), we suppose that to reach mAx the particle has moved a
steps to the right, and b steps to the left. Then,
m=a-b, a + b = n a =
n + m
b = n-a, m>n.





Where is the binomial coefficient. The total number ofpossible n-step paths is 2"
and thus p{m,n)
1 n\
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n + m is even. The sums of the all the probabilities must equal 1, which gives
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p{m,n) is the binomial distribution.
Ifwe allow n to be large, so that n±mis also large, we have asymptotically
(3.1.2) «!~ -4 00,
which is Stirling’s Formula. By substituting 3.1.2 into 3.1.1, we now have the normal or






, m » 1,« » 1.
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Let mAx = x, and nAt = t, where x and t are continuous space and time variables. Ifwe
allow w -> oo,« oo, Ax 0, -> 0, so that x and t are finite, thenp{m,n) tends to zero.
Thus, the more relevant dependent variable is w = where u2Ax is the probability
of finding a particle in the interval (x, x + Ax) at time t. From (3.1.3) with
m = ^/
^ i







the last equation gives










D is the diffusion coefficient of the particles.
Relating (3.1.4) to Fickian diffusion, where J is the flux, in one dimension we have.
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where c{x,t) is the concentration andD is the difftisivity. We now write an equation that
says the rate of change of the amount ofmaterial in a region is equal to the rate of flow
across the boundary plus any that is created within the boundary.
If the region is Xg < jc < Xj and no material is created,
(3.1.6)
dc
dt J c(x, t)dx = /(Xq , t) - /(Xi, 0-
*0
If we take, Xj = Xq + Ax, take the limit as Ax —> Oand use (3.1.5), we get the classical










which, ifD is constant, becomes
(3.1.8)
3.2 PriorWork in The Field
Zabel and Anderson (1997) applied an advection-diffiision model to data on the
travel time ofjuvenile salmon migrating through a reservoir of fixed length. The travel
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times of individual fish were determined as they erossed a hydroelectric dam, and thus
the key to the analysis was to predict travel times based on the underlying advection-
diffusion model. This was done by imposing an absorbing boundary at the site of the
dam, and then solving for the population density through space and time,/>(jc,0. Since
population density is “lost” at the absorbing boundary, the probability density function
for the travel times of cohorts of fish could be calculated as the rate of loss at the
absorbing boundary. Statistical analyses demonstrated the model, with fitted parameters,
was in close agreement with the data. Zabel (2002) expanded this model to allow the
advection and diffusion terms to vary with individual fish length and river flow, and
applied the model to several closely-related stocks of salmon. The importance to
migratory behavior of the variability in fish length and river flow varied markedly among
the stocks. In stocks composed of less-mature fish, the variability in fish length was
more important for explaining migratory behavior, while river flow was more important
in explaining the behavior of the more-mature fish. Thus, Zabel (2002) speculated that
less-mature fish must reach a size threshold before undergoing active migration. This
master’s thesis models this threshold behavior directly by incorporating a length-related
development term directly into the migration model. In doing so, this not only more
directly models fish migration data, but also serves as an example ofhow to realistically
incorporate two separate behaviors into a single model of animal movement.
3.3 Development of the Model
A main assumption in the prior models is that the behavior of the fish is invariant
through time. Often, this assumption does not accurately depict what happens in nature.
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Assumptions of this nature are not appropriate for animals that exhibit complex
behavioral changes during migration. Thus there is need to model salmon migration
incorporating various behaviors. However, little work has been devoted to modeling the
timing or delayed development ofjuvenile Chinook salmon in the Columbia/Snake
Rivers. The analyzed data comes from PIT (Passive Integrated Transponder) tagged
juvenile fish in their natal area and their subsequent detection downstream after
migration.
The general idea of the model is to mimic the behavior of the fish, using relatively
simple models. For this study’s purpose the behavior is described by two specific
components. One component is downstream migration, and the other being a delay prior
to the initiation of active migration. Each of these processes is modeled separately but
then joined together by using the convolution integral. The first part of the model
(downstream migration) is based on the original advection-diffusion equation, which is a
continuous-time analogue to the discrete-time random walk process:
(3.3.1) ^ =
dt dx 2dx^
This equation describes the rate of change ofpopulation density with respect to time in
terms of an advection (drift) term (first term right hand side) and diffusion term (second
term on right hand side). The parameter r determines the average rate of downstream
movement, and a determines the rate ofpopulation spreading (diffusion). It is not
realistic to assume unrestricted boundaries in natural systems. For this project, each of
the dams forms delineations in the continuum of the Columbia River, and the fish
populations are sampled as they pass through the dams. An absorbing boundary is
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imposed at the dam site to account for the passing fish population. Thus as the fish pass a
dam, they are “absorbed” from the reservoir and passed through the dam. For the model,
the boundary and initial conditions are defined as the fish are released at X=0 and are
collected at X=L, which is the location of the dam. Given these initial and boundary
conditions, we can solve equation (1) forp(x,t) (Zabel and Anderson 1997). We can then
integratep(x,t) across x for a given t to determine the proportion of fish remaining above
the dam as a function of time, or P(L.t). The rate of change ofP(L,t) yields the passage
rate of fish at the damn (Zabel and Anderson 1997):




V 2cr f ^
Equation 3.2.2, g(t, j r,a), is the probability density function (pdf) for the travel time
distribution given r and a to X=L for a round of fish released at X=0; the equation
determines the rate of loss of density from the release point (Cox and Miller 1965). In
Figures 4 and 5 are plots of Eq. (3.3.2) for various values of r and a. When a and L are
held constant, as r decreases the mode shifts to the right and the distribution flattens out,
as seen in Figure 4. In Figure 5, r and L are constant, as o increases the mode shifts to
the left and distribution flattens out. For both figures, L is constant at 92 meters.
Equation (3.3.2) is sometimes referred to as the ’’inverse Gaussian” distribution (Tweedie
1957a, 1957b; Folks and Chhikara 1978).
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Migration time pdf
Figure 4. Migration pdfs with varying migration rates and constant spread rates
Figure 5. Migration pdfs with constant migration rates and varying spread rates
For the time delay component of the model, a “time-to-event” model (Hosmer and
Lemeshow 1999) is used. The model is based on a hazard function fa(t) and was
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originally developed to describe failure-time distributions and survival curves. In this
application fa(t) defines the instantaneous probability that a fish initiates migration at
time t given it has not left by t. Assuming that the hazard function is constant, i.e.,
then by writing the waiting time probability density function is an exponential
distribution:
(3.3.3) f{t) = Qrexp(-a/)
Note that as a increases, delay time decreases. In fact, with Eq. (3.3.3), the mean
duration of delay is 1/a. It is hypothesized that as the season progresses, the alpha term
will increase. This is because as the season progresses, the released fish are generally
more mature. Thus, we expect them to delay less time before they initiate downstream
migration. Figure 6 shows that as the delay term increases, the function value decreases.
Delay time pdf
Figure 6. Delay time pdfs with increasing delay terms
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A further question this paper will answer is whether the delay time is related to
fish length. To determine this a is expressed as a function of length (Z,—length of the i*
fish):
a. = a + • L-
Eq. (3.3.3) represents the delay’s pdf. Taking length into account Eq. (3.3.3) becomes
fit) ^[{a + p-L.)exp-{(a + p-L.)/)]
The final model is the combination of these simpler models. This combination
creates a nested set ofmodels. Ofwhich, the final model is the most complex. To model
the passage of fish with time delay, a convolution integral is used. This model assumes
that delay pdf is independent of the migration pdf:
(3.3.4) I r,(j,a)^^fiT)git-T)dz.
0
fft) is the delay pdf (Eq.3.3.3) and g^itj ] r,o',a) is the arrival distribution with delay
included. Substituting the delay model with length relationship into Eq. (3.3.4) derives,






This particular form ofparameter estimation is obtained by maximizing the
likelihood function, L{9\x), with respect to its parameters. The definition of the
likelihood function is given by (Mood, et al., 1974 Bickel and Doksum, 1977).
(3.4.1) L{e-x) = f[f{x.-e),
1=1
In maximum likelihood estimation, a parameter vector, 0, is chosen because it is
thought to be the “most likely” vector to produce the data. Yielding,
A
(3.4.2) Z(^;x) = sup(Z,(^;x)) .
Given that L{6',x) is differentiable with respect to0,. 's, then it can be maximized
by setting
(3.4.3) ^ dL = 0,
wherep is the number of parameters being estimated. The function can be maximized
numerically. The log of the likelihood function is chosen due to its ease of use.





Of course, the entire purpose of all the varying models is to better explain what is
happening in nature. There should be a way to select a more complex model instead of
the simpler model. Initially, there is the simplest model, or null model ), which
is distinguished by the parameter vector 9^ = (^i ,^2 )• This model is then compared
to an alternative model which uses the same parameters as the null model with
an additional parameter . This process is testing the following hypothesis:
Hq = 9^^^ = 0, versus
If the results of these two-sided tests are found to be significantly greater or less than 0,
then the null hypothesis is rejected.
The likelihood function is derived fi-om the parameters and the data. The
A A
parameter vectors 9^ and 9^ are chose to maximize the likelihood function. To compare
these likelihoods the Akaike’s information criterion (AIC) (Akaike 1973, Burnham and
Anderson 1998) is chosen.
AIC^ = 2 log Z((9,.; x) - l{k + ),
where k + r. = the number ofunspecified parameters in the zth model. AIC penalizes more
complex models with a term that is proportional to the number ofparameters estimated.
This method is chosen because it allows for direct comparisons among the three
alternative models. The AIC method is used because the models being tested are nested
models. Finally, the model with the highest AIC/ value is chosen for each cohort.
Confidence intervals
25
Confidence intervals (Cl’s) are useful in determining the preciseness of the
parameter estimates, as well as helping to determine if those estimates are significantly
different from zero. Approximate confidence intervals are constructed using bootstrap
methods (Efron, 1982, Efi-on and Tibshirani, 1986). The Cl’s were constructed for each
cohort (specific release class of fish) of size N. The individuals are sampled with
replacementN times to produce a new cohort. For each cohort the parameters are
estimated with the same method as in determining the parameter estimates for the
original data. This estimation is repeated 10,000 times, and for each iteration, the
parameter estimates are retained. For each parameter, the 10,000 estimates are sorted,
and the estimates that fall at the 2.5 and the 97.5 percentiles are then used to determine
the 95 percent confidence interval.
CHAPTER 4
ESTIMATED PARAMETERS, CONFIDENCE INTERVALS, AND GOODNESS-OF-
FIT
The true measure of the model’s value is in the model’s output. As mentioned in
Chapter 3, there are three different models used to estimate the parameters for each
cohort. The first (null or 0) model is the simple migration model based on constant
migration and diffusion rates, r and o, respectively. The second model (1) is the simple
migration model with a delay term, a, added. The final, most complex model (2) is the
migration model, which combines a length term, j3, and a delay term via the convolution
integral. Models 1 and 2 were compared to the null model. The AIC values are the
differences between the maximum likelihood estimates of the null model and model 1,
and the differences between the maximum likelihood estimates of the null model and
model 2. Thus ifAIC is positive, this provides support for the alternative models. In
addition, the performance ofmodels 1 and 2 can be compared directly, with the model
with the higher AIC value considered the better performing model. In this comparison, a
difference in AIC values of> 2.0 (Burnham and Anderson 1998) is evidence that the
more complex model (model 2) is substantially better than model 1. General trends for
parameters use their 95% confidence intervals. If the 95% confidence interval contains 0,
the parameter is not significantly different from zero. When comparing parameter
estimates from separate cohorts, if the 95% confidence intervals overlap, the parameters
are not significantly different from each other.
26
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Table 4.1 provides a precise view of estimated parameters, 95% confidence intervals, and
AIC values. A brief summary of the results comes prior to the table.
For the 1995 cohorts (Table 2), adding the delay term, a, to the simple model as in
model 1, a much better fit-to-data is achieved. However, model 2 provides a slightly
worse fit to the data than model 1, denoted by a lower AIC value. For cohorts 1 and 2,
the more complex models show a significantly better fit. The migration and diffusion
parameters show consistency throughout the year as noted by the overlapping 95%
confidence intervals. The delay term, in general, is increasing for later releases, and the
delay term is consistent throughout 1995. For this year, model 1 is chosen for the
consistently higher AIC values.
As found with the 1995 data, the simple model does not accurately describe the
data for 1997 (Table 2). The impacts of the more complex models on these data are
considerably less than in 1995 as reflected by the much lower AIC values. For these
data, if an improvement is found over the null model, there is not a substantial difference
between the fit ofmodel 1 and model 2. Model 2 is chosen for cohort 1 based on the
higher AIC value. For cohort 3, length dependence is shown by the higher AIC value for
model 2, so model 2 is selected. For the remaining cohorts, there is not a significant
difference between the model’s AIC values, so neither model is chosen over the other.
The migration and diffusion rates (95% Cl’s) are consistent over all cohorts. The delay
and length parameters show a noted decline throughout the cohorts.
For the 1998 data (Table 2), there is only a slight improvement in fit from the null
model, as reflected by the consistently low AIC values. Cohorts 1,2,4, and 6 show no
difference between the fit ofmodel I and 2, and therefore, neither model is chosen. For
28
cohorts 3 and 5, model 2 is chosen because there is length dependence, as given by the
higher AIC values for model 2. The migration parameter is consistent throughout all
cohorts, whereas the diffusion parameter does not have clearly overlapping 95% Cl’s.
The delay and length parameters decrease and are consistent throughout all cohorts.
The year 2000 (Table 2) shows that model 1 improves over the null model only
slightly. In cohorts 1 and 2, where model 1 has improvement, model 2 shows an
improvement of almost double that ofmodel 1, thus model 2 is selected. However, for
the rest of the cohorts no significant change is noted from the null model compared to the
othermodels. In fact, there is no significant difference between model 1 and 2 for the
remaining cohorts. The migration and diffusion parameters are consistent throughout all
cohorts (note the overlapping 95% Cl’s). The delay and length parameters are not as
consistent in this year, as they were in prior years.
29
Table 2. Parameter estimates (with 95% confidence intervals in parentheses) and model
fits for the cohorts of Snake River fall Chinook salmon released at Billy Creek and
detected at Lower Granite Dam.

































































*See Chapter 4 for a description of the cohorts, parameters, and model numbers.
Table 2. Continued.
30




































































































































































































































































































































































































A broad look at the results shows that in general, the delay models show marked
improvements of the fit compared to the simple migration model. The complex model 2
shows the majority of best fits as noted by the higher AIC values, but in most cases the
AIC values for this model were not substantially greater than those ofmodel 1. It cannot
be said that the migration and diffusion parameters are consistent across the years. Due
to the variability of the delay and length parameters within a year, no eonsistent pattern is




This chapter provides general conclusions from the analysis of data in Chapter 4.
The chapter also includes a discussion of some of the limitations of the study, and
remarks on the general effectiveness of the model.
In general, the model provides consistent results for data from all the years
considered. This is denoted by the positive AIC values, and the consistent parameter
estimates. Comparing these results to those from prior work done on salmon migration
shows that the results of this study are in line with previous research. As noted earlier,
the delay term adds a distinct improvement of fit over the null model. In this study,
model 2, does not show a marked improvement overmodel 1, thus it is concluded that for
this population delay is an important factor, but delay does not seem to be strongly
related to fish length. This result corroborates the results from Zabel (2002), where he
noted that fall Chinook salmon in the Snake River delayed their migration.
The hypothesis that the alpha term would increase through the season is not
supported. The hypothesis is based on the theory that fish released later in the season are
more mature and therefore should delay for a shorter period of time than the fish released
earlier in the season. Interestingly enough, the alpha term decreased through the season
for all years. This means that the fish delayed more as the season progressed. Currently,
34
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there is no information to adequately explain this phenomenon and why it would be of
biological benefit to fall Chinook salmon.
The results of this study will help to provide a more accurate predictive tool in the
management of these threatened stocks. Government resource agencies spendmillions of
dollars a year to help facilitate the migration of salmon. For instance, the agencies
mandate that a certain amount ofwater be released (or spilled) by the hydroelectric dams
during the migration period; the logic being that if the river velocity increases, the
migration rate will increase. However, if the fish are delaying and spending time in the
margins or slackwater areas of the river, the faster water velocity will have a low impact
on the migration rate of the fish. This study shows that the fall Chinook salmon
definitely spend some time delaying before initiating their downstream migration.
Releasing water at a time when the fish are not actively migrating is potentially wasting
millions of dollars in forgone hydroelectric power generation. If the models can better
predict when the population is actively migrating, then potentially millions of dollars
could be saved. Another benefit ofmore accurate modeling is stock recovery. For
instance, if the timing ofhigher river velocity can be correlated with the active migration
of the population, then survival of the fish as they migrate downstream could increase as
well. Thus, the more fish that make to it the ocean, the more fish return to spawn and
produce more offspring the next year.
A limitation faced in this study is that there is no empirical field verification of
the model’s results. While the model results imply the delay behavior, there are no
scientists in the field actually observing this behavior. The model only considers that
some number of fish has passed through the PIT-tag detection facilities at Lower Granite
36
Dam. We infer from the results of the model the behavior of the fish. It is possible that
we are not modeling the correct behavior. It is possible that the behavior governing the
stock is more complex and requires more parameters than contained within the scope of
this study. This does not diminish the veracity of insights provided by this limited
application of the time delay model. However, to conclusively validate the results,
scientists would actually need to be in the field observing this behavior.
APPENDIX













rel date tag id length obs date
WDM00153.BI1
21:24 29.235
6/1/2000 15:45 3D9.1BF1022659 83 6/30/2000
WDM00153.BI1
7:27 33.654
6/1/2000 15:45 3D9.1BF1022670 81 7/5/2000
WDM00153.BI1
4:19 38.524
6/1/2000 15:45 3D9.1BF1022C8E 75 7/10/2000
WDM00153.BI1
6:36 59.619
6/1/2000 15:45 3D9.1BF1023443 82 7/31/2000
WDM00153.BI1
11:58 30.843
6/1/2000 15:45 3D9.1BF10235BC 76 7/2/2000
WDM00153.BI1
4:21 41.525
6/1/2000 15:45 3D9.1BF10235F8 84 7/13/2000
WDM00153.BI1
2:42 34.457
6/1/2000 15:45 3D9.1BF10235FC 82 7/6/2000
WDM00153.BI1
8:29 31.698
6/1/2000 15:45 3D9.1BF10241A8 79 7/3/2000
WDM00153.BI1
9:58 26.759
6/1/2000 15:45 3D9.1BF1025938 95 6/28/2000
WDM00153.BI1
15:37 47.995
6/1/2000 15:45 3D9.1BF1025943 80 7/19/2000
WDM00153.BI1
3:32 27.491
6/1/2000 15:45 3D9.1BF1025981 82 6/29/2000
WDM00153.BI1
17:28 25.072
6/1/2000 15:45 3D9.1BF10259AA 85 6/26/2000
WDM00153.BI1
21:48 32.252
6/1/2000 15:45 3D9.1BF10259F0 82 7/3/2000
WDM00153.BI1
11:00 27.803
6/1/2000 15:45 3D9.1BF1025B56 78 6/29/2000
WDM00153.BI1
19:34 31.159
6/1/2000 15:45 3D9.1BF1025B76 83 7/2/2000
WDM00153.BI1
2:39 30.455
6/1/2000 15:45 3D9.1BF1025C35 89 7/2/2000
WDM00153.BI1
21:18 27.231
6/1/2000 15:45 3D9.1BF1025D1E 89 6/28/2000
37



















































































































rel date tag_id length obs date
WDM00153.BI1
4:22 25.526
6/1/2000 15:45 3D9.1BF1026AE3 79 6/27/2000
WDM00153.BI1
21:57 30.258
6/1/2000 15:45 3D9.1BF1027555 78 7/1/2000
WDM00153.BI1
19:32 30.158
6/1/2000 15:45 3D9.1BF10275DA 91 7/1/2000
WDM00153.BI1
12:01 30.845
6/1/2000 15:45 3D9.1BF1027EE2 85 7/2/2000
WDM00153.BI1
12:55 29.882
6/1/2000 15:45 3D9.1BF1028485 73 7/1/2000
WDM00153.BI1
5:13 31.561
6/1/2000 15:45 3D9.1BF10286FE 86 7/3/2000
WDM00153.BI1
3:01 35.47
6/1/2000 15:45 3D9.1BF10287EF 79 7/7/2000
WDM00153.BI1
23:03 28.305
6/1/2000 15:45 3D9.1BF10288FE 84 6/29/2000
WDM00153.BI1
2:13 27.436
6/1/2000 15:45 3D9.1BF102C3E8 89 6/29/2000
WDM00153.BI1
23:33 40.325
6/1/2000 15:45 3D9.1BF102C493 68 7/11/2000
WDM00153.BIl
19:57 31.175
6/1/2000 15:45 3D9.1BF102C5C9 76 7/2/2000
WDM00153.BI1
19:50 40.171
6/1/2000 15:45 3D9.1BF102C6BF 73 7/11/2000
WDM00153.BIl
15:10 29.976
6/1/2000 15:45 3D9.1BF102C933 90 7/1/2000
WDM00153.BIl
13:44 32.916
6/1/2000 15:45 3D9.1BF102CAAA 83 7/4/2000
WDM00153.BI1
5:11 31.56
6/1/2000 15:45 3D9.1BF102CDAD 80 7/3/2000
WDM00153.BI1
22:01 30.262
6/1/2000 15:45 3D9.1BF102CE19 86 7/1/2000
WDM00153.BI1
2:46 23.459
6/1/2000 15:45 3D9.1BF102CF91 89 6/25/2000
WDM00153.BI1
12:58 32.884
6/1/2000 15:45 3D9.1BF102D07E 75 7/4/2000
WDM00153.BI1
5:12 48.561
6/1/2000 15:45 3D9.1BF102D2C2 83 7/20/2000
WDM00153.BI1
7:09 30.642
6/1/2000 15:45 3D9.1BF102D47D 83 7/2/2000
WDM00153.BI1
16:33 16.034
6/1/2000 15:45 3D9.1BF102D487 86 6/17/2000
WDM00153.BI1
11:20 30.816
6/1/2000 15:45 3D9.1BF102D4AB 84 7/2/2000
WDM00153.BI1
0:04 40.347
6/1/2000 15:45 3D9.1BF102D54D 77 7/12/2000
WDM00153.BI1
0:15 33.354
6/1/2000 15:45 3D9.1BF102D66D 93 7/5/2000
WDM00153.BI1
0:59 31.385
6/1/2000 15:45 3D9.1BF102D7AE 87 7/3/2000
WDM00153.BI1
12:17 27.856
6/1/2000 15:45 3D9.1BF102D8A2 91 6/29/2000
WDM00153.BI1
5:01 23.553
6/1/2000 15:45 3D9.1BF102D8F2 89 6/25/2000
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40fileid rel date tagid length obs date
WDM00153.BI1
5:38 30.578
6/1/2000 15:45 3D9.1BF102D8FE 90 7/2/2000
WDM00153.BI1
1:56 23.425
6/1/2000 15:45 3D9.1BF102D966 93 6/25/2000
WDM00153.BI1
3:18 30.482
6/1/2000 15:45 3D9.1BF102DA4F 94 7/2/2000
WDM00153.BI1
8:40 27.705
6/1/2000 15:45 3D9.1BF102DA7A 78 6/29/2000
WDM00153.BI1
13:11 22.894
6/1/2000 15:45 3D9.1BF102DB32 80 6/24/2000
WDM00153.BI1
4:25 39.528
6/1/2000 15:45 3D9.1BF102DB50 85 7/11/2000
WDM00153.BI1
18:55 27.132
6/1/2000 15:45 3D9.1BF102DB69 83 6/28/2000
WDM00153.BI1
4:14 40.521
6/1/2000 15:45 3D9.1BF102DC04 81 7/12/2000
WDM00153.BI1
13:13 28.895
6/1/2000 15:45 3D9.1BF102DC42 87 6/30/2000
WDM00153.BI1
22:54 29.298
6/1/2000 15:45 3D9.1BF102DCC3 84 6/30/2000
WDM00153.BI1
23:49 29.336
6/1/2000 15:45 3D9.1BF102DCC4 83 6/30/2000
WDM00153.BI1
9:47 30.752
6/1/2000 15:45 3D9.1BF102DE7A 85 7/2/2000
WDM00153.BI1
16:38 31.037
6/1/2000 15:45 3D9.1BF102DEDE 85 7/2/2000
WDM00153.BI1
16:04 58.014
6/1/2000 15:45 3D9.1BF102DF3B 81 7/29/2000
WDM00153.BI1
16:22 33.026
6/1/2000 15:45 3D9.1BF102DF8E 92 7/4/2000
WDM00153.BI1
1:53 37.422
6/1/2000 15:45 3D9.1BF102E05B 81 7/9/2000
WDM00153.BI1
11:58 30.843
6/1/2000 15:45 3D9.1BF102E087 74 7/2/2000
WDM00153.BI1
5:06 32.556
6/1/2000 15:45 3D9.1BF102E18C 76 7/4/2000
WDM00153.BI1
15:44 29.999
6/1/2000 15:45 3D9.1BF102E1F9 72 7/1/2000
WDM00153.BI1
1:55 73.424
6/1/2000 15:45 3D9.1BF102E220 84 8/14/2000
WDM00153.BI1
20:10 30.184
6/1/2000 15:45 3D9.1BF102E2B5 86 7/1/2000
WDM00153.BI1
2:16 33.438
6/1/2000 15:45 3D9.1BF102E34C 82 7/5/2000
WDM00153.BI1
10:57 36.8
6/1/2000 15:45 3D9.1BF102E708 70 7/8/2000
WDM00153.BI1
12:45 23.875
6/1/2000 15:45 3D9.1BF102E740 91 6/25/2000
WDM00153.BI1
21:12 33.227
6/1/2000 15:45 3D9.1BF102E752 76 7/4/2000
WDM00153.BI1
23:15 36.313
6/1/2000 15:45 3D9.1BF102E784 73 7/7/2000
WDM00153.BI1
0:47 45.377
6/1/2000 15:45 3D9.1BF102E7AE 70 7/17/2000
fileid rel date tagid length obs date
WDM00153.BI1
2:08 26.433
6/1/2000 15:45 3D9.1BF102E7C0 94 6/28/2000
WDM00153.BI1
14:41 27.956
6/1/2000 15:45 3D9.1BF102E857 92 6/29/2000
WDM00153.BIl
0:08 28.35
6/1/2000 15:45 3D9.1BF102E863 92 6/30/2000
WDM00153.BI1
9:02 36.721
6/1/2000 15:45 3D9.1BF102E87C 86 7/8/2000
WDM00153.BI1
6:15 29.605
6/1/2000 15:45 3D9.1BF102E87E 83 7/1/2000
WDM00153.BI1
23:42 47.332
6/1/2000 15:45 3D9.1BF102E971 81 7/18/2000
WDM00153.BI1
14:58 30.968
6/1/2000 15:45 3D9.1BF102E983 97 7/2/2000
WDM00153.BI1
0:54 24.382
6/1/2000 15:45 3D9.1BF102E996 85 6/26/2000
WDM00153.BI1
1:17 24.398
6/1/2000 15:45 3D9.1BF102EA00 98 6/26/2000
WDM00153.BI1
8:06 29.682
6/1/2000 15:45 3D9.1BF102EA4B 83 7/1/2000
WDM00153.BI1
16:20 38.024
6/1/2000 15:45 3D9.1BF102EB39 74 7/9/2000
WDM00153.BI1
12:52 22.88
6/1/2000 15:45 3D9.1BF102EB51 94 6/24/2000
WDM00153.BI1
3:46 40.501
6/1/2000 15:45 3D9.1BF102EB69 73 7/12/2000
WDM00153.BI1
23:18 29.315
6/1/2000 15:45 3D9.1BF102EB6F 96 6/30/2000
WDM00153.BI1
14:19 24.941
6/1/2000 15:45 3D9.1BF102EBB9 96 6/26/2000
WDM00153.BI1
20:55 48.215
6/1/2000 15:45 3D9.1BF102EBBB 80 7/19/2000
WDM00153.BI1
13:25 28.903
6/1/2000 15:45 3D9.1BF102EBFD 85 6/30/2000
WDM00153.BI1
21:48 122.252
6/1/2000 15:45 3D9.1BF102EC55 85 10/1/2000
WDM00153.BI1
12:32 30.867
6/1/2000 15:45 3D9.1BF102ECCC 77 7/2/2000
WDM00153.BIl
21:04 29.222
6/1/2000 15:45 3D9.1BF102ECED 86 6/30/2000
WDM00153.BI1
12:07 30.849
6/1/2000 15:45 3D9.1BF102ED57 82 7/2/2000
WDM00153.BIl
2:34 53.451
6/1/2000 15:45 3D9.1BF102EE51 85 7/25/2000
WDM00153.BI1
19:49 30.17
6/1/2000 15:45 3D9.1BF102EE9F 72 7/1/2000
WDM00153.BI1
3:49 23.503
6/1/2000 15:45 3D9.1BF102EF62 90 6/25/2000
WDM00153.BI1
5:33 33.575
6/1/2000 15:45 3D9.1BF102EF6A 81 7/5/2000
WDM00153.BI1
12:20 29.858
6/1/2000 15:45 3D9.1BF102EF6F 86 7/1/2000
WDM00153.BI1
21:41 40.248



















































































































43rel date tagid length obs date
WDM00153.BI1
12:01 30.845
6/1/2000 15:45 3D9.1BF103335C 79 7/2/2000
WDM00153.BI1
11:52 30.839
6/1/2000 15:45 3D9.1BF10333B4 75 7/2/2000
WDM00153.BI1
9:49 313.753
6/1/2000 15:45 3D9.1BF10333FC 83 4/11/2001
WDM00153.BI1
2:13 24.437
6/1/2000 15:45 3D9.1BF1033420 89 6/26/2000
WDM00153.BI1
20:11 29.185
6/1/2000 15:45 3D9.1BF103342C 92 6/30/2000
WDM00153.BI1
6:59 31.635
6/1/2000 15:45 3D9.1BF1033456 82 7/3/2000
WDM00153.BI1
9:09 31.725
6/1/2000 15:45 3D9.1BF1033466 76 7/3/2000
WDM00153.BI1
13:05 30.889
6/1/2000 15:45 3D9.1BF10334EB 80 7/2/2000
WDM00153.BI1
21:56 48.258
6/1/2000 15:45 3D9.1BF10334FD 74 7/19/2000
WDM00153.BI1
4:11 33.519
6/1/2000 15:45 3D9.1BF1033506 75 7/5/2000
WDM00153.BI1
5:27 30.571
6/1/2000 15:45 3D9.1BF1033540 87 7/2/2000
WDM00153.BI1
2:58 37.468
6/1/2000 15:45 3D9.1BF1033596 80 7/9/2000
WDM00153.BI1
13:23 70.902
6/1/2000 15:45 3D9.1BF10335F9 71 8/11/2000
WDM00153.BI1
11:07 30.807
6/1/2000 15:45 3D9.1BF1033669 80 7/2/2000
WDM00153.BI1
19:34 23.16
6/1/2000 15:45 3D9.1BF103366D 90 6/24/2000
WDM00153.BI1
22:33 22.284
6/1/2000 15:45 3D9.1BF103368D 93 6/23/2000
WDM00153.BI1
18:47 50.126
6/1/2000 15:45 3D9.1BF1033691 85 7/21/2000
WDM00153.BI1
2:31 80.449
6/1/2000 15:45 3D9.1BF103372C 67 8/21/2000
WDM00153.BI1
23:36 65.328
6/1/2000 15:45 3D9.1BF1033770 71 8/5/2000
WDM00153.BI1
14:28 29.947
6/1/2000 15:45 3D9.1BF10337F6 88 7/1/2000
WDM00153.BI1
3:46 31.501
6/1/2000 15:45 3D9.1BF1033831 92 7/3/2000
WDM00153.BI1
1:05 39.389
6/1/2000 15:45 3D9.1BF103387A 86 7/11/2000
WDM00153.BI1
12:04 30.847
6/1/2000 15:45 3D9.1BF10338A6 87 7/2/2000
WDM00153.BI1
2:06 25.432
6/1/2000 15:45 3D9.1BF10338BF 83 6/27/2000
WDM00153.BI1
0:22 21.359
6/1/2000 15:45 3D9.1BF103391C 83 6/23/2000
WDM00153.BI1
22:47 32.294
6/1/2000 15:45 3D9.1BF10339A2 94 7/3/2000
WDM00153.BI1
16:04 23.014
6/1/2000 15:45 3D9.1BF10339B2 89 6/24/2000
44fileid rel date tagid length obs date
WDM00153.BI1
2:41 29.456
6/1/2000 15:45 3D9.1BF10339CA 86 7/1/2000
WDM00153.BI1
8:03 30.679
6/1/2000 15:45 3D9.1BF1033A2D 88 7/2/2000
WDM00153.BI1
1:16 60.397
6/1/2000 15:45 3D9.1BF1033A3A 81 8/1/2000
WDM00153.BI1
19:10 27.143
6/1/2000 15:45 3D9.1BF1033A6C 74 6/28/2000
WDM00153.BI1
8:46 26.709
6/1/2000 15:45 3D9.1BF1033A85 79 6/28/2000
WDM00153.BI1
4:46 30.542
6/1/2000 15:45 3D9.1BF1033A9E 72 7/2/2000
WDM00153.BI1
1:41 27.414
6/1/2000 15:45 3D9.1BF1033B36 94 6/29/2000
WDM00153.BI1
8:26 29.695
6/1/2000 15:45 3D9.1BF1033B45 81 7/1/2000
WDM00153.BI1
0:39 31.371
6/1/2000 15:45 3D9.1BF1033C12 84 7/3/2000
WDM00153.BI1
22:04 62.264
6/1/2000 15:45 3D9.1BF1033C18 86 8/2/2000
WDM00153.BI1
0:47 24.377
6/1/2000 15:45 3D9.1BF1033C28 86 6/26/2000
WDM00153.BI1
5:41 33.581
6/1/2000 15:45 3D9.1BF1033CD4 87 7/5/2000
WDM00153.BI1
17:57 115.092
6/1/2000 15:45 3D9.1BF1033DB4 83 9/24/2000
WDM00153.BI1
4:51 31.546
6/1/2000 15:45 3D9.1BF1033DBF 83 7/3/2000
WDM00153.BI1
3:17 30.481
6/1/2000 15:45 3D9.1BF1033DCD 88 7/2/2000
WDM00153.BIl
13:02 31.887
6/1/2000 15:45 3D9.1BF1033E4D 83 7/3/2000
WDM00153.BI1
5:35 19.577
6/1/2000 15:45 3D9.1BF1033E77 86 6/21/2000
WDM00153.BI1
11:39 28.829
6/1/2000 15:45 3D9.1BF1033EF2 86 6/30/2000
WDM00153.BI1
3:19 31.482
6/1/2000 15:45 3D9.1BF1033F40 88 7/3/2000
WDM00153.BI1
3:51 46.504
6/1/2000 15:45 3D9.1BF1033F77 81 7/18/2000
WDM00153.BI1
12:44 22.875
6/1/2000 15:45 3D9.1BF1034008 89 6/24/2000
WDM00153.BI1
22:50 24.295
6/1/2000 15:45 3D9.1BF10340A1 76 6/25/2000
WDM00153.BIl
2:48 40.46
6/1/2000 15:45 3D9.1BF1034122 80 7/12/2000
WDM00153.BI1
19:35 23.16
6/1/2000 15:45 3D9.1BF103414B 94 6/24/2000
WDM00153.BI1
12:53 22.881
6/1/2000 15:45 3D9.1BF103424F 91 6/24/2000
WDM00153.BI1
11:56 30.841
6/1/2000 15:45 3D9.1BF1034265 91 7/2/2000
WDM00153.BI1
22:36 21.285
6/1/2000 15:45 3D9.1BF10342C3 85 6/22/2000
fileid rel date tag id length obs date
WDM00153.BI1
23:50 23.337
6/1/2000 15:45 3D9.1BF103432A 92 6/24/2000
WDM00153.BI1
0:57 26.384
6/1/2000 15:45 3D9.1BF1034355 78 6/28/2000
WDM00153.BI1
16:21 98.026
6/1/2000 15:45 3D9.1BF1034437 68 9/7/2000
WDM00153.BI1
14:09 37.934
6/1/2000 15:45 3D9.1BF1034469 83 7/9/2000
WDM00153.BI1
13:27 30.904
6/1/2000 15:45 3D9.1BF103449C 81 7/2/2000
WDM00153.BI1
5:39 27.579
6/1/2000 15:45 3D9.1BF103449F 83 6/29/2000
WDM00153.BI1
7:00 27.635
6/1/2000 15:45 3D9.1BF10344BA 79 6/29/2000
WDM00153.BI1
21:30 28.24
6/1/2000 15:45 3D9.1BF10344D1 86 6/29/2000
WDM00153.BI1
19:58 30.176
6/1/2000 15:45 3D9.1BF1034580 93 7/1/2000
WDM00153.BI1
5:47 22.585
6/1/2000 15:45 3D9.1BF10345F2 92 6/24/2000
WDM00153.B11
0:43 31.374
6/1/2000 15:45 3D9.1BF103463E 75 7/3/2000
WDM00153.BI1
13:46 26.918
6/1/2000 15:45 3D9.1BF1034661 84 6/28/2000
WDM00153.BI1
2:42 30.457
6/1/2000 15:45 3D9.1BF103470D 77 7/2/2000
WDM00153.BI1
2:46 25.459
6/1/2000 15:45 3D9.1BF1034877 79 6/27/2000
WDM00153.BI1
3:33 56.492
6/1/2000 15:45 3D9.1BF103487C 62 7/28/2000
WDM00153.BI1
3:15 23.479
6/1/2000 15:45 3D9.1BF1034891 79 6/25/2000
WDM00153.BI1
20:47 40.21
6/1/2000 15:45 3D9.1BF10348D4 73 7/11/2000
WDM00153.BI1
1:42 27.415
6/1/2000 15:45 3D9.1BF1034966 88 6/29/2000
WDM00153.BI1
3:41 32.497
6/1/2000 15:45 3D9.1BF10349A5 93 7/4/2000
WDM00153.BI1
4:11 62.519
6/1/2000 15:45 3D9.1BF10349E1 74 8/3/2000
WDM00153.BIl
8:03 22.679
6/1/2000 15:45 3D9.1BF10349F6 90 6/24/2000
WDM00153.BIl
0:54 28.381
6/1/2000 15:45 3D9.1BF1034A24 77 6/30/2000
WDM00153.BI1
0:52 32.38
6/1/2000 15:45 3D9.1BF1034B67 78 7/4/2000
WDM00153.BI1
0:22 31.36
6/1/2000 15:45 3D9.1BF1034B79 73 7/3/2000
WDM00153.BI1
19:28 33.155
6/1/2000 15:45 3D9.1BF1034BEB 79 7/4/2000
WDM00153.BI1
8:48 22.711
6/1/2000 15:45 3D9.1BF1034BF6 84 6/24/2000
WDM00153.BI1
0:13 25.353





















































































































47file_id rel date tag id length obs date
WDM00153.BI1
3:26 31.487
6/1/2000 15:45 3D9.1BF1035765 73 7/3/2000
WDM00153.BI1
3:58 23.509
6/1/2000 15:45 3D9.1BF10357DF 84 6/25/2000
WDM00153.BIl
23:37 30.328
6/1/2000 15:45 3D9.1BF10357EF 83 7/1/2000
WDM00153.BI1
4:37 27.537
6/1/2000 15:45 3D9.1BF1035845 83 6/29/2000
WDM00153.BI1
22:33 40.284
6/1/2000 15:45 3D9.1BF103585B 86 7/11/2000
WDM00153.BI1
8:02 29.679
6/1/2000 15:45 3D9.1BF1035895 91 7/1/2000
WDM00153.BI1
2:58 27.468
6/1/2000 15:45 3D9.1BF10358D6 88 6/29/2000
WDM00153.BI1
13:45 314.917
6/1/2000 15:45 3D9.1BF10358F2 85 4/12/2001
WDM00153.BI1
7:14 26.645
6/1/2000 15:45 3D9.1BF1035968 71 6/28/2000
WDM00153.BI1
5:55 70.591
6/1/2000 15:45 3D9.1BF1035A8C 72 8/11/2000
WDM00153.BI1
19:35 30.16
6/1/2000 15:45 3D9.1BF1035B1D 79 7/1/2000
WDM00153.BI1
10:31 62.782
6/1/2000 15:45 3D9.1BF1035B26 89 8/3/2000
WDM00153.BI1
13:15 38.897
6/1/2000 15:45 3D9.1BF1035B54 76 7/10/2000
WDM00153.BI1
20:34 62.201
6/1/2000 15:45 3D9.1BF1035B56 66 8/2/2000
WDM00153.BI1
0:35 77.368
6/1/2000 15:45 3D9.1BF1035C14 83 8/18/2000
WDM00153.BI1
11:56 22.842
6/1/2000 15:45 3D9.1BF1035DF5 82 6/24/2000
WDM00153.BIl
1:42 12.415
6/1/2000 15:45 3D9.1BF1035DFD 86 6/14/2000
WDM00153.BI1
23:00 27.302
6/1/2000 15:45 3D9.1BF1035E46 82 6/28/2000
WDM00153.BI1
13:33 30.909
6/1/2000 15:45 3D9.1BF1035E80 84 7/2/2000
WDM00153.BI1
0:49 59.378
6/1/2000 15:45 3D9.1BF1035EC8 64 7/31/2000
WDM00153.BI1
7:43 30.665
6/1/2000 15:45 3D9.1BF1035F65 83 7/2/2000
WDM00153.BI1
3:22 25.484
6/1/2000 15:45 3D9.1BF1035F79 79 6/27/2000
WDM00153.BI1
7:58 19.676
6/1/2000 15:45 3D9.1BF1036014 84 6/21/2000
WDM00153.BI1
4:11 31.519
6/1/2000 15:45 3D9.1BF1036018 82 7/3/2000
WDM00153.BI1
12:44 30.874
6/1/2000 15:45 3D9.1BF1036049 81 7/2/2000
WDM00153.BI1
5:12 22.561
6/1/2000 15:45 3D9.1BF10360A3 77 6/24/2000
WDM00153.BI1
3:25 38.487
6/1/2000 15:45 3D9.1BF1036103 87 7/10/2000
48fileid rel date tag id length obs date
WDM00153.BI1
21:55 30.257
6/1/2000 15:45 3D9.1BF103610B 82 7/1/2000
WDM00153.BI1
16:26 33.029
6/1/2000 15:45 3D9.1BF1036116 76 7/4/2000
WDM00153.BI1
1:13 31.394
6/1/2000 15:45 3D9.1BF1036F28 82 7/3/2000
WDM00153.BI1
6:12 30.603
6/1/2000 15:45 3D9.1BF1036F80 76 7/2/2000
WDM00153.BI1
14:48 30.961
6/1/2000 15:45 3D9.1BF10373C7 71 7/2/2000
WDM00153.BI1
22:45 25.292
6/1/2000 15:45 3D9.1BF1070F4D 92 6/26/2000
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