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ABSTRACT
THE ECONOMICS OF RELIABILITY FOR
ELECTRIC GENERATION SYSTEMS
by
MICHAEL LAWRENCE TELSON
Providing excess generation capability for reliability
purposes costs a utility money. It is also true, that provid-
ing higher reliability adds value to electric service. After
some point, however, the additional benefits do not warrant
the additional cost. This work deals with the questions of
how reliable should generation capability be for meeting sys-
tem loads, what models should be used to measure this reliabi-
lity and what bases should be used for answering the above two
questions.
We critique the measures that have been used and
suggest that an energy shortage related measure in probably
the best one to use. In addition, we specify what load and
what benefit measurement models should be used. The resulting
procedures are then used to develop techniques for 1) creating
long term expansions of electric utility systems at various
reliability levels and for 2) analyzing the costs and benefits
of plant additions to arbitrary system expansions.
From representative data, we conclude that present
generation reliability levels for operation are probably too
high. We discuss the magnitude of possible savings and we
find that although only a few % of total system costs, they may
have substantial profit impact.
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PREFACE
This report is based on the thesis which bears the same name; however,
it is mercifully shorter although still too long and involved to be easily
understood. For this reason, I decided it would be better to include a
road map to the report while referring to it as a preface.
I am relieved that the table of contents is a useful point of departure.
The Introduction-Chapter I is an attempt to place the subject of the relia-
bility of bulk electric generation systems in its overall context. We
discuss why it has become important and what is--and what is not--being
done about it in both the private and public spheres. Chapter II describes
the reasons why a measure of reliability is needed for bulk electric generation
systems and discusses the role of reliability criteria in system planning.
In Chapter III we begin to get rather involved in the nitty-gritty details
of generation system reliability measurement. We first give an overview of
the measurement problem. We discuss the fact that reliability measurements
must somehow probabilistically model the capacity available to a given elec-
tric system, as well as the demand (load) on that capacity. We then introduce
and discuss the more common measures of generation reliability: the Loss of
Load Probability (LOLP), the Loss of Energy Probability (LOEP), the Expected
Loss of Load (XLOL), and the Frequency and Duration approach (FAD).
After presenting these traditional approaches, we introduce and discuss
a technique which allows for calculation of system expected production costs
called Probabilistic Simulation (PROSI?). PRO)SIM also calculates the LOLP
and LOEP measures as a byproduct and it is rather simple to program. It will
be used to explore the costs of reliability in Chapter IV.
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.'t this point, we citique Lhe various measures and explore their inherent
shortcomings; i.e., what they can and can not do. Also there is great con-
fltsion regarding the proper formulation and interpretation of the measures
rnd we explore these is ,,s Vie conclude that a type of LOEP measure--
an expected energy deficit related measure--is our best hope of measuring
economically relevant phenomena. This conclusion is not made in vacuo, but
is based mainly on our thoughts in Chapter V.
Chapter IV discusses in depth the questions relating to the cost of
providing reliability for electric power networks. We construct a framework
which allows us to think of (1) the cost of expanding systems at different
reliability levels or (2) the cost of making marginal additions to systems
expanded at given reliability levels. We find that there is theoretical
justification for finding that c(LOEP) is logarithmic in (1/LOEP). We also
find that the second approach above, the marginal cost approach, yields
interesting and useful results regarding the costs and benefits of making
further additions to given systems.
Chapter V constructs an analytical framework for thinking of the
benefits of reliability. It also sets up a rough measurement scheme which
can be defended over reasonable ranges of generation reliability.
In Chapter VI we put together the results from Chapters IV and V.
These results show that (1) "optimal" LOEP levels are two orders of magnitude
less reliable than present ones and that (2) customers are implicitly paying
a rate two orders of magnitude higher than their regular rates for their
peak power (simply because peaking units are not expected to generate much
energy). The results suggest that if the assumptions behind the models are
believed, present levels for generation reliability ay be too conservative.
It is worthwhile to point out that there have been very few instances of
4
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generation induced blackouts and that most of the recent ones are due to dis-
tribution and transmission system failure. The results also discuss the
potential impact on savings on generation expenditures.
We suggest that the reader not get bogged down in Chapter III. In
particular, sections 3.2.4 and 3.2.5 can be skipped without impeding
understanding of the results. Chapters IV and V are necessarily quite
detailed and may contain more material than any given reader may find
useful. Each reader should decide what is of interest by glancing at the
table of contents and then perusing the text to find what is most useful.
Chapter VI will probably be of general interest because it is easy, for it
contains ':the results". Because of this, I should remind the reader of the
maxim easy come, easy go" and wish him Godspeed in his journey.
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CHAPTER I
INTRODUCTION
1.1 The Rapidly Changing Electric Utility Milieu
The issue of bulk electric power supply reliability
has become increasingly important over the past seven years
beginning with the Northeast Blackout of November, 1965. One
of the initial industry reactions to this concern was the crea-
tion of the National Electric Reliability Council1 (NERC) to
plan effectively the power supply to ensure that the type of
technical failure that led to the 1965 incident not reoccur.
The Council set up regional organizations (shown on the next
page) that would encourage effective planning to support
future loads on an individual and collective system basis.
[See Northeast Power Coordinating Council (NPCC) report. NPCC
is a member of NERC]. The Council's efficacy in achieving its
objectives is strongly disputed by people inside and outside
of the electric industry, though it is generally agreed that
it has been of some help as a device for communication.
At about the same time that we discovered our vulner-
ability, national concern for environmental quality began to
1The National Electric Reliability Council itself has
a small staff but is composed of utility task forces called
together by the NERC Chairman. The area wide councils are de-
picted in the accompanying chart.
12
13
FORMA. POWER
1. New England
2. New York
3. P-J.M Interconnection
4. California
5. The Southern Company System
6. American Electric Power System
7. Allegheny Power System 
8. Central Area Power Coordination
9. Kentucky Indiana
10. Michigan
11. Cincinnati, Columbus, Dayton
12. Illinois - Missouri -'-
13. Iowa
14. Upper Mississippi Valley,
15. Wisconsin
16. Missouri Basin Systems Group
17. Missouri - Kansas
18. Middle South Utilities System
19. Texas Utilities
* 20. South Central Electric Companies
21. Pacific Northwest Coordinatioq
22. Carolinas
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be expressed in increasingly strong fashion. One of the re-
sults of the developing national environmental interest was
the passage of the National Environmental Policy Act of 1969
(NEPA). NEPA required that an "environmental impact state-
ment" (section 102c) be submitted before the initiation of a
project; the meaning and content of this requirement has been
strengthened by subsequent court decisions, among them the
Calvert Cliffs, Department of Interior and Kalur decisions.
As a result of this feature of NEPA and of other law, and
because of plain, simple schedule slippage, the U.S. is expe-
riencing great delay in the completion of plants under con-
struction and in getting the approvals for new construction.
Because of the long lead time (expected to require 8 to 10
years now) for planning, approving and constructing new elec-
tric plants, these delays have left the utilities utterly
helpless with recourse in the short run only to expensive,
rapidly obtained and installed, gas turbine plant capacity.
The fact that during this period much of the new generator
capacity was nuclear, and therefore most vulnerable to techno-
logic and legal delay, just aggravated the situation.
A second problem the utilities are beginning to be
confronted with involves their prerogatives to use their gene-
rating equipment in the same manner as in the past. A speci-
fic example involves the modifications in plant operation
specified by city regulation whenever air pollution emergencies
15
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occur in New York City.
In effect, the utility can not count on being able to
use its equipment with as much private discretion as they used
to use. Previously, the criteria for operation of a plant, if
it was capable of functioning, were mainly economic. The cri-
teria will probably now have to be modified by new environ-
mentally related ones. Eventually, these new operational
criteria will have to influence the planning process itself in
order to make it possible to design long term electric system
architectures which are economically and environmentally im-
proved.
System planners will not only have to make assumptions
about future fuel and equipment prices but also have to pro-
ject what the area's future environmental conditions and
regulations might be in that they may influence conditions for
future system operation. Also, there is widespread recogni-
tion that future fuel prices and supply situations will not be
nearly as stable as they once were; this would be yet another
area of utility planning calling for new imaginative approaches
on the part of management.
The industry has yet to adjust to these new and rapidly
changing situations. Among other problems, the reliability
1See New York City Environmental Protection Administra-
tion, Emergency Control Board, "Regulations Pertaining to the
Air Pollution Warning System," June 9, 1971.
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problem has become of increasing concern. In a February, 1972,
publication the National Electric Reliability Council warned
that ". . . In five of the nine regions . . . generation re-
serves would drop to 10% or less in the summer of 1972, reach-
ing levels so low that periodic load curtailment would be
expected. . . . The reliability mentioned here is not the
same that would have prevented the 1965 Northeast Blackout.
Reliability in this context refers to the adequacy of the
industry's generating capacity to accomodate:
1. The demand system load.
2. Forced outages.
3. Capacity out on preventive scheduled maintenance.
4. The needs for retaining operational flexibility
in case of unexpected contingency.
1.2 Public Concern and Reaction
The Federal Government's concern is reflected in
several legislative attempts in the Congress as well as in
the activities of the Federal Power Commission (FPC). Under
revised Order No. 331-1 in June of 1970, the FPC required that
all significant service interruptions (the lower of 100 mega-
watts or one half the annual system peak load) be reported;
1NERC Report "Impact of a Twelve Month Delay of New
Nuclear and Fossil-fired Steam Generating Units on the Ade-
quacy of Electric Power in the United States," February 1972.
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and that all instances of voltage reductions and utility pub-
lic requests for reduction of power consumption be reported as
well. In January of 1972 in Order No. 445, the FPC issued a
policy statement that urged the utilities that had not done
so, to develop contingency plans for emergency or short supply
situations; in the Order they also suggested a few priorities
for steps to be followed during a contingency.
The reliability problem has become particularly serious
in the New York City-Westchester County Consolidated Edison
Company, (Con Ed) area. Even so, it is of interest to note
that the NPCC-Con Ed's NERC Council-is not one of the five
serious regions mentioned in the NERC report previously re-
ferenced. We will concentrate on the New York City problems
because of the greater availability of data on the situation
and because as the NERC report shows, it is indicative of what
may occur in other regions of the country if present trends
continue.
Although New York City has experienced few prolonged
blackouts in recent years (September 22, 1970 Richmond-Staten
Island, and July, 1972 throughout the City), it has had
countless incidents of voltage reductions. Furthermore, sup-
porting the operation of the Con Ed system has placed great
strain on the entire New York Power Pool, the systems tied to
the P.J.M. intertie, the New England Power pool and the Ontario
system; indeed, the entire electric system in the Northeast
U.S. These systems have bailed Con Ed out in times of stress
18
and have in this fashion exposed themselves to risk of expe-
riencing serious system difficulties; needless to say, this is
not a satisfactory method of operation for the U.S. Power Sys-
tem.
One of New York City's more serious incidents occurred
in the subway system on July 28, 1970. As a consequence of
placing the system on "series operation" subway speeds were
reduced by approximately 50%; since the NYC subway system
teeters on the verge of congestion anyway, the speed reduction
was enough to cause serious buildups of commuters in stations.
A New York City spokesman later commented that " . . . there
was some concern by the Police Department that you may have
riots and people may be injured or thrown off the platforms. 1
The area's problems have been aggravated by unfortu-
2
nate forced outage experience with Big Allis (Ravenswood
Unit #3), a 1000 megawatt fossil fueled unit. Con Ed has also
incurred great delays in bringing on line most if not all of
their baseload planned completions. Con Ed was not able to
bring any baseload capacity on line for almost three years
until one of the Bowline plant units (jointly owned with
Orange and Rockland utilities and, significantly, outside the
1Carmine G. Novis, Director of the Emergency Control
Board of the City of New York in the testimony on case 25937
conducted by the Public Service Commission of the State of N.Y.
2Forced outage--a machine condition occurs that requires
that the machine be shut down, i.e., forced out, without prior
warning.
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area jurisdiction of Con Ed) came on line in July of 1972. It
has instead acquired significant amounts of gas turbine capa-
city to the point where it represents almost 25%1 of its total
installed capacity. This is an undesirable situation from at
least two standpoints:
1. Gas turbines consume premium fuels and
2. they are a very inefficient source of power.
It also turns out that gas turbines are very unreli-
able and therefore one must allow for greater forced outage
rates and thus install more capacity than would otherwise be
necessary for units with better reliability. Furthermore, it
is suspected that because gas turbines are located at ground
level, they contribute much to ground level air pollution
levels despite their relative exhaust cleanliness.
The electric power situation in the area has deterio-
rated to the point where both New York City and New York State
have addressed themselves in public fora to these shortage
questions. The New York State Public Service Commission
(NYPSC) proceedings on load shedding2 have been of most in-
terest. In early 1971, the NYPSC started hearings on what
should be done about managing power shortages if one should
occur.
1Source: N.Y. State Public Service Commission.
2Case 25937. "Proceeding on Motion of the Commission
as to the plans and procedures of electric corporations for
load shedding in time of emergency."
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The great value of these proceedings was that they
pointed out some of the social costs of not having electric
power available when demanded, given the present utility or-
ganization for implementing a load curtailment. As part of
this thesis we will expand this question to cover the long run
effects of possible curtailment schemes as well as the short
term effects.
A very clear lesson of those hearings so far is that
there are very high social costs to an indiscriminate load
curtailment; examples include the previously mentioned subway
problem, and area blackouts that could result in people being
trapped in elevators and hot unsafe buildings, as well as
having the effect of rendering helpless persons who rely on
life support equipment such as iron lungs. There are many
more such examples.
The hearings participants took for granted that volt-
age reductions would be effective in shedding load; the long
term effectiveness of this approach is disputed, although at
present roughly 5% of the Con Ed peak load can be shed by
means of an 8% voltage reduction. Many types of electric con-
suming equipment will not reduce their power consumption when
the voltage is lowered by the maximum 8% prescribed, and on
the contrary become less efficient and may even consume more
power to accomplish a given task. A good example of this is
that of voltage regulators that strive to keep the voltage
constant independent of voltage fluctuations, if the voltage
21
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should fall the device becomes less efficient, and thereby
uses more power to produce the same appointed task; another
example is that of a thermostat controlled air conditioner,
which when exposed to a lower voltage will simply become less
efficient and keep its compressor on longer than otherwise
necessary to accomplish its task. The only loads that would
clearly be reduced would be those resistive loads such as
lights, irons, and electric stoves. In any case, the NYPSC
was also concerned that the load shedding procedures be equit-
able to all groups concerned in addition to minimizing total
social costs. In particular, this meant that a certain
group of consumers could not be singled out for carrying the
burden of such blackouts at all times unless voluntarily done
through offering them some quid pro quo.
One of the reasons for the seriousness of load shed-
ding incidents is that present systems have not been built to
cope with load shedding on a rational basis. For example,
almost all of New York City is impossible to selectively black-
out except on a building by building basis, and this would
require installing special types of switches at each building.
In particular, load in New York City can presently only be
shed on higher feeder network bases leaving 10 square block
areas without power at a time.
However, it should be possible in the future to build
in some load shedding capacity in new system construction.
Yet installing this capacity will not be cheap, and providing
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for its management in times of dropping load and in the process
of coming back up will be still more expensive.
Even if the planning were done, load shedding will
still have a:
1. Social cost (a monetary cost, and an inconvenience
and anxiety cost.)
2. A monetary cost to the utilities (sales cost,
increased system management and purchases of
"expensive" power from other utilities which cuts
into present profits since rates are fixed in the
short term),
3. and over the long run perhaps an environmental
cost in the sense that some more environmentally
degrading activities may replace the central
station electric generating system.
On the other hand, providing reliability costs money,
and it also incurs environmental costs. It should be noted
that marginal additions of capacity are expensive in relative
terms. In particular, because 80% of revenues go to nonfuel
expenses it can be seen that most expenses are incurred
whether or not the plant generates electricity. This fact
will only become more true as time goes on and utilities ac-
quire more nuclear capacity which has an even greater capital
1Vennard, E., The Electric Power Business, McGraw-Hill,
N.Y., 1970, p. 52.
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to fuel cost ratio.
Second, building extra capacity for reliability pur-
poses has environmental costs in the form of a greater number
of degraded sites and transmission corridors. However, it
should be noted that environmental quality factors that relate
to the amount of energy produced rather than relating to the
capacity installed or the differential locational impact of
such activities--such as gross amount of air emissions, ther-
mal discharges and fuel resources consumed--are not affected
by these higher capacity levels, and depend only on the gross
energy sales realized.
Each utility has faced this dilemma in determining its
proper level of reliability. There are also strong inter-
utility pressures to keep these levels high for fear that one
system may bring down others. Most utilities have aimed
toward having almost perfectly reliable service. In practice,
their system planners usually use the "loss of load probability"
(LOLP) method and set a "one day in 10 years" loss of load
probability objective.1 This target has been used because
over the years it has seemed to yield good performance. Other
utilities have used the so called "frequency and duration"
(FAD) measures, and still others have used the "loss of energy
probability" (LOEP) method to plan their system additions.
1See First Report Northeast Power Coordinating Council,
September 1968, p. 22.
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Typically the reliability criterion is taken as a given that
is to be met by the system plan regardless of its cost; i.e.,
it is not a variable parameter in the plan.
The reliability planners' job will in the future become
more difficult and more important in at least two ways. First,
there will be a need for development of sensible reliability
measures which will facilitate the development of reasonable
governmental policy with regard to pollution control regula-
tions. For instance, there will be increasing interest in
allowing for intermittent emission controls set on the basis
of attaining the ambient air quality standards rather than
keeping emission standards fixed at minimum levels that ensure
that the quality standards are met even during the worst of
atmospheric conditions. Also, present regulations pertaining
to the implementation of the Clean Air Act will require retro-
fitting of older plants with sulfur oxide scrubbers thus
causing longer than usual shutdowns and higher than expected
forced outage rates partially because of shakedown periods for
the new equipment and because of the fact that there are more
things that can go wrong. Both of these pollution control
regulations should force a general rethinking of the reliabi-
lity measure problem.
Second, in the future there will be a greater penalty
on overbuilding than there has been up to now. In the past,
overbuilding has not been a serious problem because of two
simple economic facts:
25
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1) plant efficiencies have been increasing rapidly
2) the capital cost per kw. of installed capacity had
been decreasing until about 1966, aided by the
impressive gains afforded by economies of scale.
Because of these facts, any overbuilding of capacity
in past years had a bright side to it since it allowed for re-
couping fuel and overhead savings through earlier retirement
of, and/or less reliance on, older plants whose heat rates
(20,000 BTU/kwhr) could be up to twice as large as those of
the newer base load capacity being installed, as well as
higher than those of currently available peaking capacity (at
15,000 BTU/kwhr or less).
These two facts have changed in the past few years.
From now on, efficiency improvements do not promise to be
significant, and rapid inflation has dwarfed any economies of
scale and made the capital costs of new capacity soar thus
creating real incentive not to retire present older capacity.
Before moving on, we would like to point out that postponement
of retirement could be used as a partial buffer to offset un-
expected delays in plant construction.
We will explain the methods that are being used for
making reliability calculations later in the text; however,
none of these has been analyzed carefully enough to see
whether it is a satisfactory measure for dealing with the new
problems the utility is being faced with. In particular, it
has become clear that the new public concerns are not being
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satisfactorily handled by the older established planning
methods. This is evidenced by the increasing role the public
(the governmental and non-utility private sectors such as
private citizens and environmental groups) is playing in deter-
mining operating and construction priorities. It is our
intent to help build a bridge between these concerns.
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CHAPTER 2
THE ROLE OF RELIABILITY IN ELECTRIC SYSTEM OPERATION
AND PLANNING: THE ROLE OF EXCESS CAPACITY
It is not generally understood that extra capacity,
above that strictly needed to serve the peak load, is an in-
dispensable factor in the planning and operation of electric
power systems. On a second by second basis it is necessary for
a system to have quick starting reserves available in case of
sudden unforeseen contingency; these reserves are called spin-
ning reserves. An electric power system also needs reserves
on a longer term basis, to replace the forced outages that are
expected to occur, to fill in for the units on scheduled main-
tenance or to provide a protection margin for load forecasting
errors. Note that the scheduled maintenance is the only con-
trollable part in the above and that, in fact, it is usually
managed to coincide with periods of slack demand.
2.1 Spinning Reserves
An electric power system generates exactly the amount
of power that is consumed by the ultimate consumers plus the
losses. It produces no more, no less, day-by-day and at every
instant of time. Sudden occurrences and contingencies such as
sudden demand surges, generator failures or transmission line
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outages are facts of life in a business that operates day-in,
day-out in an uncontrolled environment (demand, weather, forced
outages, etc., are all uncontrolled).
There are intricate safeguards to protect system opera-
tion and the generators themselves in case of power shortage
(say because of a sudden generator failure). In an impending
shortage situation it must be possible for the remaining gene-
rators to automatically adjust to the new situation. At first
the required energy will be provided by the inertia of the
generators which will start to slow down as a result, this will
cause system frequency to drop. If these remaining generators
are not being operated at maximum output, i.e., if there is
some slack, these generators may be able, by means of governors,
to pick up the excess demand and serve it while keeping the
system "stable" on the way.
Alternatively, the system could have some rapidly in-
terruptible load available to shed and thus bring into balance
the instantaneous supply-demand equation. Also, the system
could have some rapidly starting reserve available which could
come in rapidly to fill the gap before system frequency fell
too low and started to trip out some system load, initiate
voltage reductions or start damaging some of the other genera-
ting equipment. These three forms of relief are referred to
as spinning reserves. However, there is strong controversy
within the industry as to the propriety of arbitrarily lumping
these together to satisfy electric pool generating rules.
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Note that spinning reserve is a must item for safe
system operation. As soon as there is an outage that causes
some of the spinning reserve to be used, procedures are set in
motion to restore reasonable amounts of spinning reserve to the
system since the same contingency could happen again. This is
usually done by starting some of the slower starting units that
can be used to replace some of the temporarily used spinning
reserve. For example, an intermediate fossil unit can be
started which within a few hours will allow the gas turbines
to be shut off and allow the other generators to return to
lower output operation and thus restore some of the "slack"
reserves.
If there is no spinning reserve when a contingency
occurs, the only remedy is to automatically reduce load through
a voltage reduction or blackout areas without warning. Because
of this fact, power systems tend to initiate voltage reductions
and blackouts before they run out of spinning reserve. The
reason for this outwardly contradictory behavior is that by
doing this before the "emergency" hits, system controllers can
retain some measure of control over where and how the loss of
load is administered, and prevent runaway total system.break-
downs.
For example, when system load rises to within 5% of
system capacity, a certain set of procedures is initiated.
These procedures include:
1) Contacting other utilities for emergency purchases.
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2) Pushing the machines on the system beyond the
points deemed prudent for operation.
3) Intracompany load reduction.
4) Possible 3% voltage reduction (which usually brings
some load relief, they are referred to as brown-
outs).
5) Interruptible contract interruption.
6) Appeals for voluntary curtailment on radio and T.V.
7) Up to an 8% voltage reduction.
8) Actual load curtailment (blackouts) in selected
areas (if possible) including central station
triggered, as well as off-site manual, relay trip-
ping.
All of the above policies serve to push load levels
below what they would be without corrective action. It then
follows that actual blackouts will start occurring when
"uncorrected" loads might have been as much as 5% greater than
the installed capacity.
This is a superficial treatment of the spinning reserve
problem yet we hope it clears up the reasons that an electric
power system has for instituting criteria for spinning reserves.
Automatic load shedding devices have become increasingly popu-
lar in the last few years to ensure that load will be shed as
system frequency drops before the system goes entirely down or
before the generators endure serious damage. We should also
mention that reconnecting a system--bringing it back up--also
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presents major problems of timing and sequencing.
At least two problems remain. The need for keeping
spinning reserves available to a system costs money; therefore,
an important question is what their amount should be. Also,
as interconnected pool operation becomes more common, there
will be a need for prescribing for each member firm what their
respective contribution should be. These are questions that
do not have simple answers and we can at least surmise that
their answers depend on the amount of capacity expected to be
on line serving the system load, the kind and size of the in-
dividual units on line, and the particular dynamics of the
units on and off line at any given time.
Some of the questions are answered in tentative guide-
line fashion in the section of the NPCC First Annual Report
prepared by Stone and Webster. The NPCC agreed to" . . . carry
enough spinning reserve, properly located, to replace capacity
equivalent to the largest single contingency loss in each area
within five minitues. . . . In addition, a very fast tempo-
rary response should be provided by allocating the spinning
reserve to many machines. All machines should be operated, if
possible, under governor control, and normally no more than 10
per cent of the spinning reserve in each area should be allo-
cated to one thermal machine.
We recognize that these hydro and quick-start combus-
tion units which can respond in 5 minutes or less may properly
be considered as "spinning reserve" and this nonsynchronized
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reserve shall not exceed 33.3% of the area's "spinning reserve"
requirement."
Obviously, these criteria are based on reasonable as-
sumptions. Note that if the system expansion size guideline
calls for new units whose size is a fixed percentage of maxi-
mum load, we can expect spinning reserve criteria to stay
approximately constant reflecting the system's need for pro-
tection against sudden outage of these large units. Presently,
system planning reliability criteria do not accommodate the
inclusion of spinning reserve as a factor. Present models
presume a loss of load occurs only when available capacity goes
under the forecast demand; however, we have seen that load
curtailment measures may be started before that point. For
example, load reductions are not a function of only the deficit
of capacity, they also depend on what configuration of capacity
available led to that deficit; specifically, a deficit caused
by five 200 M.W. plants on outage versus that caused by a 1000
M.W. unit being out, in turn cause different spinning reserve
requirements.
2.2 Operating Reserves
These reserves serve a different function than the
spinning reserves; operating reserves are expected to be used
over longer lead times of warning. These primarily serve to
buffer a system:
1) against expected, but unpredictable, forced outages.
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2) against load forecasting errors.
3) against tardiness in bringing new capacity on line.
4) against higher forced outage rates than expected.
5) while plants are placed on preventive scheduled
maintenance and
6) to provide for operational flexibility.
Note that spinning reserves are a subset by definition
of the operating reserves. Also note that preventive mainte-
nance is discretionary with regard to when it is applied and
it is usually scheduled in order to equalize the overall sys-
tem's exposure to risk of loss of load throughout the year.
2.3 The Role of Reliability Criteria in System Planning
It would be worthwhile at this point to give an expla-
nation of the process of system expansion planning and the role
reliability criteria play in the process. A typical approach
is to design a 30 year plan for system expansion that:
1) conforms to a prior mix guideline. (that takes the
form of target proportions of capacity to be served
by each class of generation).
2) when its operation is simulated (according to eco-
nomic loading criteria) the plan yields results
that confirm the assumptions that were incorporated
to determine the prior mix guidelines.
3) Now that the target mix has been determined, the
next question involves the size of the next unit
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to be brought on line. Because of economies of
scale the tendency has been to acquire the largest
possible under present technical capabilities
moderated by the consideration that the larger the
unit the more the required reserve for reliability
purposes. One system has adopted 5% as the guide-
line for the size of new base load unit additions.
The size and mix guidelines are combined to gene-
rate a unit "push down list" from which construc-
tion plans will be formed.
4) Last, the reliability criteria are used to trigger
new construction from the push down list.
Two further points should be made:
1) The prior mix guidelines are designed to keep sys-
tem expansion present value costs as low as possible
without actually dealing with the complex optimi-
zation process that should be done. We will discuss
this in the chapter on cost evaluation.
2) The reliability criteria are derived on the basis
of measures that have been found to be historically
adequate in their performance.
The previous explanation is only one example of the
approaches that are taken to system expansion planning and it
is illustrated in the "Interconnected New England Generation
Study, Generation Task Force Report No. 4" of May 1971.
Lately, there have been attempts made to optimize
35
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system expansion planning by using linear and dynamic program-
ming approaches. Again, reliability targets are treated as
hard constraints. In either approach there are problems con-
cerning what the proper length of planning horizon should be.
Also since it seems impossible to translate all the design
considerations into these simple optimization techniques, the
systems obtained from any of these approaches should be modi-
fied by judgement and experience before they are adopted and
built.
An example of how this is done follows. The planning
year is divided into 13 four week planning segments. The
seasonal deratings of each unit, and the units placed on main-
tenance, are assumed known and constant over each of these
periods. Since expected system demands (predicted on sensible
weather assumptions) change over the year, a combined capacity
and load model is designed for periods over which they are
each expected to stay constant. Sometimes a week by week ana-
lysis is performed to assure reliability over specially
critical summer weeks. Although any of these periods could be
used for analysis, attention is usually focussed upon the
"worst" week of the year where it is planned that no capacity
will be placed on scheduled maintenance (if possible to sche-
dule this way). The assumption is made that there will be
sufficient slack at other times of the year to perform re-
quired system maintenance chores; because of seasonal load
variations, this is usually a valid assumption. The
36
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construction decisions for a given year are then based on the
reliability analysis of this period. We will return to this
later.
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CHAPTER III
THE MEASURES OF GENERATION RELIABILITY
3.1 Overview
Presumably, expenditures to obtain adequate generation
buy reliability for an electric system and what we are after
is some measure of that extra reliability that is bought.
The first thing that strikes one is that reliability
must be a probabilistically based concept; i.e., anything can
happen, but an electric system is more reliable than another
in the sense that objectionable situations or catastrophies
are less likely to occur in the former than in the latter. A
second notion of reliability is that it must in some sense be
related to the objectionability of the contingencies that are
likely to result; i.e., if a system is greatly protected
against the worst accidents and allows for smaller insignifi-
cant difficulties to occur, most people would agree that it
would then be more reliable than if it were protected against
all the smaller difficulties and not against the graver ones,
even though these may number few in comparison. This is
another way of saying that if one buys something, the measure
of what is bought should be related to its value in order to
be useful for decision making. Our problem then becomes one of
finding a measure of reliability such that by using it we can
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measure the benefits that accrue due to that reliability.
Before we begin, we will repeat that we will only treat
the issues relating to the reliability of the generation supply
to serve the forecasted demanded load, the forced outages and
the scheduled maintenance. Obviously, transmission system re-
liability and distribution system reliability play important
roles in that the story is not complete without them; they are
of ultimate import to the reliability of customer supply and
the customer, naturally, does not care which part of the sys-
tem is responsible for the mishap he experiences. We will not
treat the transmission and distribution reliability issues in
our costing section, however, we will discuss them in our bene-
fits section. We believe that in spite of this partial
limitation, that some of our results will be useful to those
concerned with these issues in the sense that to some extent
reliability can be treated separately at each level. Specifi-
cally, it is possible to plan separately for a reliable gene-
ration supply, a reliable transmission system and a reliable
distribution system using some of the concepts we shall deve-
lop. In fact, these jobs are done separately now.
In the section where we treat customer benefits from
increased reliability, customer distribution-system reliability
will play an important role since it may, at times, be the
limiting factor in increasing customer reliability. We will
attempt to relate the importance of these other categories of
expenditures in system reliability by their relative magnitude.
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Over the years many approaches have been developed to
treat system reliability issues; we will discuss a few non-
mathematical ones and spend considerable time analyzing the
ones that are mathematically based.
We will first discuss and critique the rule of thumb
approaches that incorporate the following techniques:
1) A strict 20-30% extra reserve guideline.
2) A double-worst-fault style design.
(This approach would plan to design the system in such a way
that it would survive the failure of its two most important
components plus some residual protection.)
These are becoming less satisfactory now in that the
stable industry conditions that led to such guidelines have
changed because:
1) newer extremely large units are being planned and
built.
2) higher forced outage rates are being experienced.
3) increasing interconnections with other systems
(leading to centralized power dispatch) are
changing the face of the industry.
In the face of these circumstances, new rules of thumb based
on old sound, common sense, procedures are needed.
A double-worst-fault style approach would design the
system in such a way that it could survive the failure of any
two components plus a small percentage margin of protection.
It should be apparent that a percentage reserve
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guideline need not bear any necessary relationship to the re-
liability or cost of a system. For example, a system which
depends on two large plants for most of its reserve can, in a
real sense, be less reliab le than a system with a lesser but
better distributed reserve margin. It also follows that if
economies of scale are sufficiently large, that it may be
cheaper to acquire larger amounts of reserve in large units
rather than smaller reserves in a greater number of smaller
units.
A recent unfortunate example points out the incorrect-
ness of comparing systems by their percentage reserves. Con-
solidated Edison acquired the "Big Allis" (Ravenswood Unit #3
purchased from Allis-Chalmers, hence the name) unit at a time
when it represented more than 15% of the company load. This
unit has been an extremely poor performer, but even if it had
not been such a poor performer, the satisfaction of spinning
reserve criteria would have placed stringent conditions on Con
Ed's operations, i.e., for every M.W. of Big Allis power the
utility would have to find another of hot spinning reserve for
protective purposes.
In summary, it should be apparent that a percentage
reserve guideline offers too simple a way in which to rank
order alternative system designs.
The most commonly used mathematical reliability mea-
sures include the LOLP, LOEP and FAD approaches. These are
mostly used by system planners (very few in each utility) in
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their design of the future system. These planners are sup-
ported technically in their work by G.E., Westinghouse and a
few small consulting companies. It is well to point out that
almost all the members of a company are not aware of this
planning and if so, do not well understand the meaning of the
typical company motto such as the "one day in 10 years" cri-
terion for LOLP. Lest we be misunderstood, it should be noted
that this planning is supported by less exact, rule of thumb
heuristics at lower levels of an electric company which also
do their planning. There is nothing wrong with this fractured
pluralistic approach; the same situation prevails in most in-
dustries, strategic planners plan on one level, company sales-
men and maintenance workers plan on another which hopefully
accommodates their own problems in a more effective way. One
of the goals of this work is to help each system's system
planners understand how to relate these measures to their own
load duration curves, customers, and reliability problems.
In our analysis we will examine each of the measures
most commonly used (the loss of load probability, LOLP, fre-
quency and duration, FAD, and loss of energy probability, LOEP,
approaches) and will prescribe which ones, or combinations of
them seem most adequate for measuring the increase of system
"reliability". One measure may be deficient in certain re-
spects;for example, if LOLP were the only measure used, great
emphasis would be given to avoiding loss of load situations
with stress on the fraction of time spent on outage but not on
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how serious the outage situations may be in terms of load lost
or energy not served when they occur. An excellent illustra-
tion of this occurs when one compares the LOLP and LOEP for
the three systems (no maintenance) shown on the following page.
LOLP says that the one generator system, System A, is pre-
ferred. Yet clearly, System B is to be preferred to System A;
it is more reliable even though LOLP says it is not. The same
reasoning shows that System C is also more reliable than System
B. Note that the LOEP measures do capture this flavor.
The second question involves the rankings among alter-
natives that different measures yield. There is nothing to
say that different measures, each sensitive to different pro-
blem parameters, will yield equal rankings among alternative
systems. Specifically, if three systems are to be ranked, the
measure m1 may determine S1 > S2 > S3; measure m2 may rank
them S3 > S1 > S2.
Third, the different measures we will present use dif-
ferent models of the underlying physical situation. It would
be surprising if they then yielded the same answers. In par-
ticular, the LOLP and FAD approaches use differing models to
describe the loads demanded of, and capacities available to,
the system. We cannot expect the same answers from them; how-
ever, suitably built models can be prepared so that the under-
lying physical situation models approximate each other in the
relevant parameters. The measures may then be forced in some
cases to yield directly comparable results.
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A further complication is that in any given measure
system, models can be built to describe the situation of great-
est interest. For instance, LOLP models can be built for worst
peak period behavior or for overall yearly behavior; they can
also be built to incorporate load uncertainty or to leave this
out. For instance, a LOLP figure calculated with regard only
to the peakload forecast is unsatisfactory in that it disre-
gards offpeak behavior; certainly one would be less concerned
about a system whose daily peak load lasted one hour every day,
than about a system whose daily peak load lasted 24 hours each
day. The use of a daily peak load duration curve implies it
is the latter situation that is of interest and which is being
analyzed. The important thing is how to interpret the numbers
obtained through any of these approaches.
The most useful reliability measure to a particular
system would be one that would address those issues of great-
est interest (or of broadly defined greatest cost) to the
utility. From a societal point of view it would be best to
use a reliability measure that would address itself to those
issues of greatest (suitably defined) societal cost. In many
instances, but not all, these concepts of cost might approxi-
mate each other. In this chapter we will attempt to prescribe
what measure or combinations of measures seem to make sense
for measuring system reliability in a way that optimizes the
total costs to the society.
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3.2 Calculation of the Measures of Reliability
There are four reliability measures that have been
used for system planning purposes in the U.S. power industry:
1) The Loss of Load Probability (LOLP) measure.
2) The Loss of Energy Probability (LOEP) measure.
3) The Expected Loss of Load (XLOL) measure.
4) The Frequency and Duration (FAD) measure.
All of these measures are probabilistically based and
yield differing, not strictly comparable, indices. The LOLP
(called lollipop) method is the most commonly used and yields
measures of the type "one day in 10 year loss of load probabil-
ity", which is the criterion widely heralded by most of the
industry as its goal.
The LOEP method is a variant of LOLP and gives an indi-
cation of what percent of system energy sales may not be met'
because of shortages; since the loss of energy probability is
often close to zero it is convenient to refer to its ones com-
plement, i.e., (1-LOEP), which usually is in the vicinity of
99+ percent.
The XLOL method, is again a refinement of LOLP and
basically involves determining the mean outage size conditioned
1 Different kinds of models have been used for purposes
other than long term planning; for instance, models other than
the ones mentioned have been developed for short term contin-
gency evaluation.
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by the probability that an outage occurs, i.e., [(>--c)/(L--c)> 0].
The FAD method, on the other hand, yields measures
such as "the mean recurrence time between outages will be
seven years and when it occurs it will have a mean duration of
three hours". In the following pages we will explain each
method and later summarize their weaknesses.
Before we begin, we will point out that the first step
in deriving these measures is to stipulate models that describe
the situation of interest. It will be apparent that there are
at least two situations that need to be modeled before deter-
mining the reliability of the available or future power supply
over a period of time:
1) The available or future capacity situation.
(supply model)
2) The future load situation over the given period of
time (demand model).
The reliability measure is obtained from combining both. The time
unit usually considered for preparation of appropriate load and capacity
models is the four week or 20 week-day period. We will discuss each of
the methods in terms of these separate submodels for capacity and load
and we will note that the models are in fact different and so should not
be expected to yield the same values for their measures and, worse yet,
need not necessarily produce equal rankings among a series of
alternative power systems. Specifically, this means that if
we consider the measures mI1 and m2, and the systems S, S2 and
S3 , then m1 may for example produce a Sl > S2 > S3 ranking and
measure m2 may on the other hand produce a S2 > S3 > S1 ranking.
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3.2.1 Scope of the Measures
All of the aforementioned measures provide probabilis-
tic measures of the ability of the system's generating capacity
to meet:
1) random forced outages.
2) random forecasted expected demand.
Unit maintenance is assigned during periods of low
demand and we make the assumption for our planning purposes
that there is sufficient off peak period slack to schedule all
of the necessary maintenance. From this point on we will as-
sume that we determine yearly expansion schedules by focusing
on the behavior of the most critical maintenance period when
the assumption is made that none is scheduled.
An inherent assumption in the models is that the capa-
city and load models are independent of each other, and that
the generators are also independent of each other. It is then
simple to see that the measures do not explicitly or implicitly
deal with reliability considerations related to:
1) construction schedule slippage or other delay in
bringing units on line.
2) incorrect model parameter specification such as
specifying forced outage rates which may or may
not be accurate.
3) incorrect description of the outage process as an
independent one. For example, it may be that
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capacity outages, especially in peak load periods,
are correlated and not independent as the models
assume; periods of stress may cause unwise usage
of equipment which may lead to causally related
failures.
We cannot expect to have these reliability measures
deal with the issues above and therefore these considerations
must be dealt with in other ways. For example, equipment de-
lays may be handled by planning to have the equipment six to
twelve months before it will be needed. Also the measures
should be tested for their sensitivity to the forced outage
rate assumptions.
Another problem outside our scope is that of correct
specification of generator forced outage rates; this is a
tricky business in at least two respects. First, the assump-
tion is made that there is sufficient operating history with a
particular generator type to derive a reasonable forced outage
rate that describes its behavior. In reality, design modifi-
cations and size increases combine to make tese estimates
less firm than otherwise possible. Second, forced outage rate
determination is not as straight forward an exercise as might
be thought. A naive assumption would be to equate a unit's
F.O.R. with the fraction of time it is "down", but it should
be apparent that this in turn depends on the resources the
firm has to repair its units and on its need to repair it.
For example, a base loaded unit will be repaired as quickly as
49
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possible, whereas a gas turbine may not be repaired for months.
What is really sought after is an index of non performance,
i.e., the F.O.R. should be thought of as the fraction of time
a unit was unavailable when it was expected to run. In the
rest of our work we will assume they have been correctly given
to us.
The measures are not well named; LOLP and LOEP are
more expectations rather than probabilities. Roughly speaking,
the measures we will discuss measure:
1) LOLP - the expected fraction of time the utility
system will have a generation deficit with no con-
sideration given to how large that deficit might
be.
2) LOEP - the expected fraction of total energy sales
the utility will not make due to generation short-
ages.
3) XLOL - the expected value of the generation defi-
cit, given that one has occurred; however it does
not give consideration to how long this deficit
lasts.
4) FAD - the expected mean recurrence time between
generation deficit events and their mean duration
when they occur. Note that FAD as well as LOLP
do not consider the size of the shortage when it
occurs.
We will first discuss techniques for computing the
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measures which are direct but computationally intractable.
Later we will introduce a technique named probabilistic simu-
lation which turns the computationally exhausting combinatorial
problem into a recursive one.
3.2.2 The Loss of Load Probability Method
As previously mentioned, LOLP is the most widely used
method in industry. The method was first in historical deve-
lopment and was a consequence of the work of Calabrese and
Lyman, among others in the 1930's. The method is conceptually
uncomplicated and yields answers with relative computational
ease; we will proceed to discuss the capacity and load models
respectively.
3.2.2.1 The Capacity Model
In its simplest form, the capacity model consists of
modelling each of N generators, gi by its nameplate capacity,
ci, and characterizing the capacity it has in the system as a
random variable ci which has value 0 with probability equal to
its forced outage rate, and value c with probability equal to
the complement of its forced outage rate.
, P(ci = 0) = F.O.R. = Pi
c. = {
ci' P(ci = ci) = 1 - Pi
(capacity available to the system from generator, gi)
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The item of interest is of course the total capacity
available to the system:
N
tot i=l i
a tot naturally is another random variable which de-
scribes the total capacity available to the system; if we make
the further assumption of statistical independence between the
random variables ai describing each generator, then the prob-
ability distribution of Ctot is simply obtained by convolving
the probability distributions for each of the aci. (Reference:
any standard introductory probability text.) The resulting
distribution will extend between ctot = 0 and aCtot ai at
its maximum point; the distribution will be nonzero only at a
finite number of values in between this range which represent
possible aCtot capacity states. Note that if all the ci are
equal, there will be exactly (N+1) possible values for ctot.
Also note that at most there can only be 2N values for ctot
and that this maximum need not be attained even if all the c.
1
are different.
Basically, at each feasible value of , cf, we compute
the probability for all those events whose capacity sums to cf
and this involves a convolution of the present density func-
tion under consideration with that of the unit being added on.
In this recursive fashion we develop the aCtot density function.
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ci=c
p (c) = 7 p (c-ci) p (ci)
c. =0o1
This is in the form
f (c) =
Example 1 Equal Size
c
g ~C i 
and Forced Outage Rate Units.
system is 5 machines, N = 5.
forced outage rate, i = .01, each generating unit.
capacity, ci = 40 M.W. for each unit.
Compute probabilities for various outage events:
Pe (probability of exact event)
(95(.9 )5 , all are up - .95
5 (.99)4(.01) .048
(5)(.99) (.01)2 10-3=.00097
(3)(.99)2(.01)3
(4)(.99)1(.01)4
(.01)
10-5
Z 108
1010
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0 200
40 160
80 120
120. 80
160 40
200 0
in-- (tot-c 0)
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Ntot i=l 1
f
-CI
fc tot f * f 2
*
. . . * f
CN
fctot
I/
Ctot
C
max i i
Note that if all the 8. are equal thereN are (N+l) capacity
values . Note that at most there are 2 different values one
for each of the possible on-off arrangements of the machines.
Figure 3.1
The Probability Density of ctot, a Sum of
Independent Random Variables, ci.
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We recognize that for equal capacity machines the problem is
just computing the terms in a binomial expansion
(.99+.01) 5=(5)(.99)5+(5)(.99)4(.01)1+(5)(.99)3(.01)2+(5 2.99)2
(.01)3+(5) ( 99) 1(.01)4+(5 H(01)555 55 4 1 
~~~~.)(. 01)
For the general problem where all machines are not equal then
there is no simple recourse. If some machines have equal
capacity it is easy to form the density on capacity available
from that group in the manner above and then convolve with all
the other densities.
Each value of Ctot represents an outage event among
the machines with its respective probability (or probabilities
if more than one outage event results in the same capacity
value; these would then be added since each outage event is an
independent event). For instance, the 130 M.W. event occurs
if and only if machines 1 and 2 are in service and machine 3
is out of service. The probability of this event is the pro-
duct of the probabilities that machines 1 and 2 are up and
machine 3 is down. See Figure 3.2.
It is possible to give better, more fine grained, re-
presentations of the available generators by representing
their partially derated states through the use of suitable
probability mass functions. We will not go into this in great
detail except to sketch out the differences involved. Basic-
ally, the only change is to represent each generator, gi
contributing capacity, ci, a random variable describing each
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Example 2 Differing Size and Forced Outage Rate Units
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Figure 3.2
The Probability Density Function of ato t , a Specific Example.
[This could be obtained simply by forming p. *p *p~ , where
1* is the convolution opera ].2 
* is the convolution operation].
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of its partially derated states. The probability mass func-
tion is nonzero at each of these possible derated capacity
values and its value at each point is the long term fraction
of time the generator spends in that derated state; this is
obviously a suitable probability mass function since it sums
to one.
3.2.2.2 The LOLP Model
There are several ways of modeling the load in an LOLP
approach and people switch from one to another depending on
the items of interest. Ultimately, the goal is to combine the
capacity model previously derived with an appropriate load
model to obtain a measure of the reliability of the system,
i.e., the adequacy of the amount of generation available to
serve:
I1) an anticipated expected load.
2) to support the expected but unknown future forced
outages. 
Take the simplest case first. Let us assume that the
load on the system is constant at L and is therefore perfectly
predictable. The system loss of load probability would simply
be the probability of all these outage events that could leave
the system with effective capacity smaller than L 
.
In other
words, if Pcum(0 k) is the cumulative probability of outages
being greater than k, and
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M = tot - Lo
(M is the system margin by definition)
where Lo is the expected constant load to be served and ctot
is the total available capacity. Then LOLP is the probability
that system outage is greater than system reserve margin.
LOLP = Pcum(M)
or
LOLP I P(Ok)
(O k > M)
However, the load is not usually known with such pre-
cision; in fact, the load could be any of a number of possi-
bilities. There are two major ways to represent this uncer-
tainty in the forecast period, through the:
1) hourly load duration curve (LDC) over the forecast
period or
2) the daily peak load duration curve (DPLDC).
3.2.2.3 Hourly Load Duration Curve
An hourly load duration curve is obtained conceptually
by first plotting on the vertical axis the M.W. demand fore-
casted for each hour in a planning period in chronological
order along the horizontal axis. This simply is a
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chronological hourly load forecast for the planning period.
The LDC is obtained by organizing the previous chart in de-
scending demand level order (see Figure 3.3). Assume the top
forecasted demand occurs for one hour during each of the days
in a 20 day planning period. Then we can say that the peak
load occurred in 20 hrs/24.20 days = fraction of the period.
It then becomes a simple matter to combine load information
with system outage information to obtain the system measure.
For example, assume that there is an outage 0k which leads to
system loss of load only when the peak load occurs; it is easy
to see through use of the LDC that the outage will lead to a
loss of load only 1/24 of the time in the planning period.
Figure 3.3 expresses, among other things, the fact
that the system's load was expected to be above 700 M.W. during
240 hours of the period, i.e., 50% of the time. If we normal-
ize the horizontal axis to 1, the chart can be read as saying
what percent of the time the load would be expected to be
above a given level. So far, the LDC has been treated as a
deterministic forecast. At this point it is simple to give
the LDC a probabilistic interpretation and use it for deter-
mining LOLP measures; the curve can be read probabilistically
to say that the load will be above 700 M.W. with probability
equal to one half. If the LDC is turned counterclockwise 90°
and then mirror imaged, the resulting curve gives the cumula-
tive probability that the load is greater than or equal to the
value on the abiscissa; the load will be greater than 500 M.W.
60
M.W. of Load
950 M.W.
700
500
o
I
t
. .
T = 240 hrs. T = 480 hrs.
(horizontal axis is normalized to 1 for LOLP calculation)
Figure 3.3 Hourly Load Duration Curve
61
6.-L
with probability one and will be greater than 950 M.W. with
probability 0.
The system LOLP is the probability of the event that
capacity is smaller than load ( < L). One way to compute it
is to compute for each value of its contribution to LOLP.
Since each event is independent, and since in the aggregate
they are collectively exhaustive, the sum of these terms is
the system LOLP.
LOLP = P(c) ·P(L > c)
over possible
values of a
For the example of Figure 3.3, the contribution to
LOLP of the event capacity = 700 M.W. is just
P(c = 700 M.W.) P(L > 700 M.W.)
= (1/2) P( = 700 M.W.)
Note that this is simply a type of convolution inte-
gral. The problem is that we are investigating the behavior
of ( - L) = i, the margin random variable; we are interested
in the probability that ff < 0. Since and are independent
r.v.'s, the density of - is just the convolution of den-
sity of with the density of (-L).
f *f
fm c (-L)
This is the basic formulation of a LOLP load model and
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of its use in calculating LOLP measures. We now formalize this
treatment in terms of the system outage probabilities pre-
viously discussed in the capacity model section. Look at
Figure 3.4 below. It is easy to see that any outage, 0k will
produce an outage during a fraction of T(Ok) of the planning
period. We plot P(0k) along the vertical axis of the LDC with
Ok' the complement of , increasing as it nears the horizontal
axis. This value of 0k represents the event in which the total
installed capacity is out. In this formulation it is easy to
see that:
LOLP = P(Ok)T(Ok)
It is also possible to express LOLP in terms of the
7 P(0k cumulative probability of outage, i.e., Pcum(k)=outages>OP(k)
We can express the above as:
LOLP = P(O1)T(01 )+P(02) [T(01 )+T(02)-T(l01 ))]
+P(0 3 ) (T(01)+(T(02)-(T(O1))+(T(03)-T(02))]
+P(O N ) [T(O1)+ . +(T(ON)-T(ON- 1 ) )
if
Dj_ij = T(O)-T(Oj-l)
P(Oj) = Pj
T(Oj) = Tj
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Installed Capacity
T(O- 1 ) -
T(Oj) Dj-lj
T=480 hours
Figure 3.4
(horizontal axis normalized to 1 for LOLP calculation)
Calculation of the LOLP Measure
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then
LOLP = P1T1+P2 (Tl+D12 )+P3(Tl+D1 2+D23 )+..-.+Pn(Tl+...+Dn-ln)
since
P (O= P(0kPcum k) 0>0 >Okk)
LOLP = Pcum(O1)Tl+Pcum(02)D12+ . . . Pdum(O n)Dn-l,n
k-m
LOLP E Pcum (Ok)Dk-lk and D 1= 1k=~~~1
which we will find useful since it is in terms of the cumula-
tive outage distribution function.
3.2.2.4 Daily Peak Load Duration Curve
Often it is of interest to concentrate attention on
the behavior of the system during peak load hours. It is a
simple matter to prepare what is called a daily peak load dura-
tion curve (DPLDC) which can be easily obtained from the hourly
load duration curve. The procedures that are used to obtain
system LOLP's are identical but care must be given to the inter-
pretation of these measures vis a vis those obtained from an
hourly load duration curve.
Specifically, let us assume that, LOLPDPLDC = f. This
means that a fraction f of the time represented in the DPLDC
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of say 20 days and their respective peak loads, will be spent
with a loss of load. If f = 1/2600, i.e., one day in 10 years,
this means that on the average the system will be short in one
peak load hour out of 10 years worth of peak load hours. Note
that the same value for the hourly LDC LOLP means that the
system will be short for one day (24 hours) in 10 years (2600
days with 24 hours each). We will return to this point in the
critique section.
3.2.2.5 Other Methods
It is also possible to develop a load model which
allows for expression of uncertainty in the forecast loads;
note that the LDC so far discussed is essentially a determinis-
tic forecast and that the probabilistic property of LOLP so
far consists of describing the probability that a given prob-
abilistic capacity event would combine with a given load event
to cause a capacity shortage. As one can easily see, the
DPLDC states that the maximum load will be LM.W. and there is
no provision for describing the uncertainty in that forecast.
One way to handle this is to concentrate on the maxi-
mum daily peak load event, describe its value probabilistically
Lp through the density function fL and convolve this with
the capacity density function to obtain the probability that
c < Lp. This procedure essentially equates LOLP with the
system's largest LOLP in the planning horizon.
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A slight variation on this approach is to model the
density of the expected peak load as a normal curve. The peak
expected demand in the period is modeled as the first order
statistic for the number of sample peak loads generated for
that period (in a 20 day period the number is 20). This in-
formation is combined with some assumptions about the standard
deviation of the distribution to construct a parametrically
based load model which attempts to describe peak load statis-
tics. The number obtained from this approach is one closer to
the numbers generated from assuming the peak load is deter-
ministically known at a given level than they are close to
numbers generated by DPLDC or LDC application.
Another possible way of incorporating this feature is
to calculate an LOLP for each of a given possible set of sys-
tem LDC's. The resulting LOLP's should be weighted by the
probability of each LDC to obtain the overall system LOLP.
LOLP = LDC forecasts (LOLP/LDC forecast) P(LDC forecast)
A third possible approach would be to designate densi-
ties around forecast peak loads for each day on the DPLDC, and
then add up each day's contribution to system LOLP.
Note that each of these ways differs condiserably from
the rest and has its particular strengths and drawbacks. The
optimal choice for a given system would depend on the system's
particular features and its consumers' interests.
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Note that we have so far disregarded maintenance
scheduling and that we have assumed nameplate capacities to be
the valid ones for LOLP calculations. It should be apparent
that an LOLP calculation should be made for each period over
which maintenance is fixed. Also, if because of some malfunc-
tion or seasonal effect, a partial derating is prescribed for
a generating unit's operation, the LOLP calculation should
take this into account in the capacity model and not simply
use the unit's nameplate capacity.
Now, preventive maintenance scheduling can be done with
reasonable latitude; a natural result of the LOLP analysis
would be for the system planner to have as an objective to
distribute maintenance scheduling in a way to keep the LOLP
measure constant throughout the year. This would follow if:
1) the penalties on being short of capacity were
independent of timing within the planning horizon;
for example, if they were seasonally unaffected.
2) the penalties tended to escalate in a faster than
linear relationship with respect to deviations
from the target LOLP measure.
If property 2) held, then it would always be worse for
the system to have one period carry a higher LOLP measure in
order to allow lower LOLP measures during other periods (of
course, this is strictly true if and only if capacity is avail-
able in continuous fashion and not in discrete chunks, i.e.,
it may physically be impossible to schedule maintenance to
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keep a constant LOLP). If on the other hand, it could be de-
monstrated that there were larger penalties for being short
during one time of the planning horizon rather than another,
if for example summer shortages carried higher penalties than
fall shortages, then it would probably be better to schedule
maintenance to secure lower LOLP measures during the summer
thus causing higher ones during the fall seasons.
3.2.3 Loss of Energy Probability Measure
The LOEP method is a variation of the LOLP method in
that it uses essentially the same load and capacity models to
derive a measure related to the expected fraction of energy
sales lost due to capacity shortages. This measure is useful
in that it can be related directly to the revenues collected
by the utility and by extension to the purchases made by con-
sumers.
For systems with reasonably high reliabilities, it
should be obvious that even if load is shed from time to time
the actual energy sales curtailed are a small percentage of
total period sales; this is due to the fact that the energy
sales lost are related to the time spent on outage and the
amount of shortage and both of these are small related to
total period time and average level of demand. Because of this
smallness, one usually speaks of (1 - LOEP), and refers to it
as the Energy Index of Reliability (EIR), the probable percent
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of energy demand that will be fulfilled.
For the purposes of computing LOEP, a full system,
hourly basis, LDC is used. The capacity model developed for
LOLP is retained. The height of the LDC curve is the expected
load demanded, the horizontal axis represents the time over
which that load is demanded. It is easy to see that the area
under the curve is in fact the expected energy demanded.
For any given outage event, 0k' it is easy to see, by
using the LDC, that a given amount of energy will not be served
(see Figure 3.5).
The LOEP measure is obtained by adding for each pos-
sible outage event its contribution to LOEP:
~ Ek(Ok)
LOEP = k P(k) Et
alternatively we can calculate LOEP in terms of the cumulative
outage distribution function
LOEP = Pcum(Ok)DEklk
Etot
Note that this is clearly a measure of expected energy not
served and not a probability.
It is easy to give LOEP a simple physical interpreta-
tion; one can interpret the probability of an outage, Ok caus-
ing a loss of energy sales, E(Ok), as the percent of time in
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E(02 ) d
LOEP = Z P(0k)E(O0k)
E
= Pcum (k) Dk-l,k
Figure .5 LOEP Measure Calculation
71
-
- -
--- I
T. n -4 e
_ _
the planning period in which an expected fraction E(Ok)/Etot
of total energy sales would be lost. By summing these terms
over all possible outages we cover the total time period and
can interpret LOEP as the fraction of energy sales unserved in
the period.
To understand why LOEP is usually small, consider a
typical loss of load situation. The energy sales lost during
that loss of load are roughly proportional to the (loss of
load - margin) and the period of time involved. Assume that
the system's LOLP is .1 days per year; assume further that on
the .1 days/year of loss of load, the loss of load is a frac-
tion f of peak load (note that this is a reasonable assumption
but no information that has any bearing on it is included in
the LOLP index, however, such information can be devised from
the LOLP load and capacity models). The total energy sales for
the year are in the order of 260.24.L (average hourly load).
If we assume the .1 days/year of loss of load occur at peak
load, and that the loss is complete for that period, it follows
that the energy sales lost are given by
E.lost (2-1) (260)(24)L
lost 260 p
if, however, only a fraction f of Lp is lost during that period
of load loss then
E.Slost (--) (260)(24)fL
0<f<l
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The LOEP = (lost energy sales)/(total energy sales) and we see
that
ES.lost (.1/260) (260) (24)fL L
LOEP =- _ = (LOLP)-f -P
tot (260) (24)L L
Now, we don't expect to lose all of our peak load
during the loss of load time period (i.e., f and usually
f<20%) but even if this were the case, Lp/L is seldom more
than 2 and this would still leave a LOEP which is roughly .4
LOLP which can be seen to be small. If LOLP = .1 days/year
then
LOEP < (LOLP) (.2) (2) + LOEP < (.4)LOLP
or
LOEP - .4 x 1/2600 - .4 x 3.85 x 10-4
z . 1.54 x 10 4
1-LOEP=EIR (Energy Index of Reliability)=.999846 or 99.9846%
3.2.4 The Expected Loss of Load Measure
The expected loss of load (XLOL) measure has recently
been developed in an effort to supplement the deficiencies in
the LOLP measure, namely that while including information re-
garding the faction of time loss of load events can be expected
to occur, LOLP does not include information regarding the
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possible size of system generation deficiency. XLOL is defined
to be the expected value of generation deficiency given that a
loss of load has occurred.
XLOL = [(L-c)/(L-c)>o]
The density for (L-c) conditioned on [(L-c)>o] is simply
f_
__L-c (L-c)>o
L-c/(L o) P(L-c>o) o elsewhere
Then it follows that
0
XLOL= (L-c) f ( )
(-c
LOLP
There are certain problems with this measure taken as
it is. First, it is an absolute magnitude and not related to
other system parameters such as expected peak load; certainly
an XLOL of 1000 M.W. is more significant in a 10,000 M.W. sys-
tem than in a 30,000 M.W. system.
Second, XLOL can be shown to be a function of LOLP and
LOEP, in particular
=LOEP
XLOL = LOLP Etot
We will shortly provide a proof of this result.
Third, it should be clear that XLOL alone cannot be a
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relevant measure of system reliability (and its authors agree)
since it yields no information regarding the extent of time
this may be expected to occur. It can be useful though through
providing another interpretation of the significance of the
LOLP and LOEP measures, and through providing another technique
for LOEP calculation.
Proof
LOEP Etot
XLOL -
LOLP
where
MA
Etot = F(x)dx) Fo(x) = LDC
-o
The "energy" to be produced over the load duration curve.
Note it is not true energy until multiplied by the time period
involved, i.e., a 20 hour LDC will produce twice the energy of
a 10 hour LDC but they will both have the same Etot. This
will be more intelligible once the reader has gotten through
the Probabilistic Simulation Section.
By definition
XLOL = 1/LOLP x<oPm(x) (-x)
= /LOLP x>om (x)m x
= 1/LOLP 7 p (x
x>o -m
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The divisor,LOLP is due to the fact that XLOL is the expected
generation deficit conditioned on a loss of load event occur-
ring, but since
[IC - (+co)] = -
-m = (Z+co) - IC0
This can be written as
XLOL = 1/LOLP
=_ IC
E (x-IC) P (x-IC)
=IC
but
P (x-IC) = -F (x)
-m n
where
Fn (x) is the P (+co>x)
and therefore
-Fn (x) = P (+Co=x)
n 
since the event "+c o equal to x" is the same as the event
"-m equals (x-IC)" changing to the continuous case
XLOL = f
x=IC
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(x-IC) [-Fn dx
We integrate this expression by parts and let
(x-IC)
-F
n
= u
-= v
(uv) = uv+vu
vu = uv+ (uv)
(x-IC)(-Fn) = +[(x-IC) (-Fn )J -(-Fn)()(XI)(- n) +[(x-IC)(-F n)] -(-F n) (1)
XLOL = 1/LOLP
= /LOLP
= 1/LOLP
X=00
-(x-IC)F n(x)dx
x=IC
x_-C
'p~~~~~~~~~~~~~~~~~~~~~~'
{Fn(x)- [ (x-IC)F n (x)] }dx
x=IC
Fn (x) - /LOLP[(x-IC)F n(x) | ]
x=IC IC
but the second term is o when evaluated at x=IC and as x in-
creases toward , Fn(x) descends faster than x so that this
too tends to o (it must be the case or else F x) would not be
integrable) and ther foreintegrable) and therefore
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X=x
XLOL = 1/LOLP J
x=IC
F (x) = 1/LOLP (EUn )
n n
= LOEP-Eto t Q.E .D.
LOLP
Etot can be expressed as a load factor times the peak
load MA
=LOEP,XLOL =L (LF)(MA)
Another proof is given below
XLOL = /LOLPx<oPm(x) (-x) = /LOLPx> oPm(X) x
= 1/LOLP , P C (x Ax)
X>O cu-m
co= 1/LOLPJPcum m (x)dx
0
We now need to know the cumulative distribution function for
negative margin.
But by definition margin = IC - (+c o )
-m = (+co)-IC0
and we see that the event
-m = x
implies the event
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£+c - IC = x0
+co = x+IC
But we have the cumulative distribution function for (+c o),
it is Fn (x) therefore
cum-m (x) = Fn (x+IC)
i.e., the cumulative on negative system margin is simply the
cumulative on equivalent system load displaced to the left by
IC.
Then
XLOL = 1/LOLP J Fn (x+IC)dx
o0
LOEP totI ~ ~OEEt~t Q.E.D.
= 1/LOLP Fn(T)dT =Q.E.D
IC LOLP
3.2.5 The Frequency and Duration Approach
The Frequency and Duration (FAD) Method incorporates
further data about generators on a system and yields measures
which differ from those given by LOLP. Basically, the FAD
method uses a Markov model to characterize the capacity of the
set of machines that are in service (in the up state) in the
system.
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By associating to each possible combination of machines
in the up condition a state of the system, aggregating those
with equal capacities, and characterizing the resulting state
by the capacity available to the system, it is possible to de-
rive a Markovian model for system capacity transitions. For
example, it is possible to speak about the probability of any
given capacity state (in this sense it doesn't differ from
LOLP) and it is possible to discuss interstate transition
statistics such as mean recurrence times.
The frequency and duration measures are simply related
to the statistics associated with the probability of occurrence
of negative margin states (C-L = M; M < 0) and their mean re-
currence times. Note that the FAD method yields a measure of
the type "on the average the system will encounter a negative
margin state once every 5 years and its mean duration will be
4 hours". In other words, the measure yields information re-
lating to the mean time between loss of load situations, and
the mean duration of the contingency.
LOLP, on the other hand, yields a different piece of
information, its measure is an indication of the long run frac-
tion of time the system will not be able to serve 100% of
demand. It should be apparent that given the FAD measures it
is possible to define a quantity similar to LOLP for the given
load and capacity models used to derive the FAD measures.
These, however, may differ from those used to derive a given
LOLP measure.
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One can see that the LOLP, or the average long term
fraction of time the load cannot be fully met, is just (fed).
A dimensional analysis may reassure the disbelievers: if f is
in a per year dimension, and d is in a days dimension, then
(fed) has dimension of days per year.
3.2.5.1 FAD Capacity Model
There are five assumptions made to construct the FAD
capacity model:
1) The generators' behaviors are statistically inde-
pendent of each others'.
2) Each generator is characterized by its nameplate
capacity.
3) Each generator can be found in an up (c = ci) or
down ( = 0) state. It is possible to handle
multilevel deratings but for simplicity we'll
stick to this model. Remember the above a vari-
able such as ci indicates that we are speaking
about the random variable ci.
4) We assume that probabilities for transitions from
up to down or vice versa are a function only of
the present state they are in, and not of the
machine history.
5) Transition times are described by exponential prob-
ability density functions which mean they are
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independent of the time elapsed since a transition.
3.2.5.2 The One Machine Capacity Model
Let's set up the Markov Model for a one machine system
Figure 3.6 The Basic Markov Model
We assume exponential holding times in each state characterized
by a departure rate.
X for breakdowns 1/X is the average holding time in state up.
p for repairs 1/p is the average holding time in the down
state.
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The state equations then are
1 - x P1 (t) + P2(t)
[P1 + P2] (t) = 1
at steady state
P1 = P2 = 0
Pl ( t ) = P'P2 (t ) = P2
Thus
X P1 = P2 + P 1 = /( + )
P1 + P2 = 1 P2 = /( + )
What is the rate of transitions into state "up"? This will be
the frequency of encountering state "up". This must be equal
to
j P j = P 2
but this by means of the state equations above must equal
P1k
another way to think of this relationship is that the transi-
tion rate into the up state equals
83
the rate of transitions out of state "up" = 
times the long term probability of being in "up" state = P1
This result is useful in that it allows expression of
frequency of encounter of a state in terms of the steady state
probabilities of being in that state, multiplied by the transi-
tion rates out of that state.
In general the Chapman Kolmogorov equations (from the
previous state equations) state that:
jE P. jiji E P ikik for V states ijYi ]i ]i
This can be interpreted to say the average rate of transitions
"in" must equal the average rate of transitions "out" which
equals the frequency with which the state occurs. This is
true for Markov processes which are connected and which have
no trap states; happily,we will not encounter these exceptions
in our problem formulation.
The exponential holding time model assumes that the
time spent in the "up" state is a continuous random variable
described by the probability density function f(t) = e t,
this means
Prob. (transition in time t/system in "up" state) =
t
I eT dT = -e At
o0
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E(t) = TXe T dT = 1/X
0
Let's take a close look at the 1 machine example, if the
forced outage rate (for) = .02
and the mean repair time = r = 2.04816 days
let's then solve for and , and hence for the model para-
meters,
p 1/r therefore p = .49/day
from Chapman Kolmogorov
AP1 = P2 remember P2 is the probability of being down=for=r/m+r
= P2/P = (49)(.02) = .01 = X2 1 ~.98
now T = m + r = 1/f m = 1/A by definition of exponential
holding times = 1/A + r = 100 + 2.04816 102.05
f = /T = 1/102.05 ~ .01 the frequency
of occurrence of down state, once every 100 days.
When it occurs its average duration is 2.04816 days.
State
Time
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note that fd - 2.05 ~ .02 f.o.r.102.05
which is equal to LOLP if the load is always greater than 0.
3.2.5.3 The Two Machine Capacity Model
We have two generators in parallel.
Capacity Availability_ r (days)
2.040816
2.040816
State numbers
1
Capacity avail.
50 P1
A
= (.98)
P2 = (.02) (.98)
P3 = (.98)(.02)
= (.02)2
both down
Unit
2
20
30
.98
.98
u
.49
.49
.01
.01
2
3
30
4
20
0 P4
1, down
2, up
both up
2, down
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r
We know the rates of departure from each state are
S R.D.
1 l+ 2 =
2 pil + 2 =
3
3 P2 + 1 =
4 P 1 + 2 =
.02
.5
.5
.98
f (frequency)
P1 (tl + 2)
P2(pl + 2)=(.0196)(.49)
P3(P2 + 1 )
P4(1 + 2)
Therefore the frequency or cycle time between recurrence of
any state has been solved. What about the average duration of
a particular state?
The average duration of a particular state is just the
reciprocal of the transition rate out of it.
dsy1 +
ds = 1 +
ds = 1 2 +
ds = 2 +
4
2
=
-=2
A1 =
1
1 1 =
50
2
2
1.02
Let us assume our maximum load is smaller than 20 MW,
then the average frequency of not being able to serve the load
would be the frequency with which we encounter state 4, or
once in every 2554.02 days. How long will the disturbance
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T=l/f
52.06
102.04
102.04
3554.02
I _ I _ _ IC _ __ m_ _
last? Its average duration would be 1.02 days.
Let us assume our load is greater than 20 MW but
smaller than 30. Then the system will fail whenever states 3
or 4 are encountered. What is the frequency of this occur-
rence? What is the average duration of it when it occurs?
Let's use the Markov process diagram:
If one looks at the combined states (3, 4) the frequency of
encounter is given by
f = P3u2 +P4u2 (the two outgoing branches)
f = (.49)(.0196 + .0004) = (.49)(.02) = .0098
T = 102.04 days
d = cumulative probability of states 
cumulative frequency
average 02
duration = 0098 = 2.0408 = 1/u2 which represents the mean
of shortage .0098 time for machine 2 repair.
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3.2.5.4 Generalized n-Machine Problem
The process consists of n machines, each either up or
down, therefore it is a combination of n two state Markov
Processes.
X1
1
n
An
£s
We would like to ask questions about the ensemble behavior.
Since each process has 2 states and there are n pro-
cesses we see there are a possible 2n states. Let's further
assume that out changes cannot arrive at once (say a machine
cannot fail and another be repaired in the same instant.)
Then we see that each of these 2n states can transit into any
of n other states, representing one of the n machines changing
state either up or down depending on their present status.
That is, of the machines that are down, Many can go
up with ui; of the machines that are up mj, any can go down
89
with Xj. 
{mi,mj} = {m}, the set of all machines
n(mi) + n(mj) = n, total # of machines
x j
down t
1i
tsitions
Of course, what we are interested in is the capacity
available on the machines that are up C(Mj) = C = C(s), s,
the state of the system. Note that if all machines have the
same capacity that we will at most be interested in (M+l) dif-
ferent capacity values, i.e., all states could be merged into
one of these capacity values. At worst, we might be interested
in 2n capacity values. (If no partial sums of capacities =
any other partial sums of capacities.)
3.2.5.5 Procedure to Obtain FAD Measures for the n-Machine
Problem
We have seen that the FAD approach yields measures that
relate to how often on the average will an outage event greater
than or equal to Ok occur, and on the average how long will it
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last. If the load encountered were constant at Lk, say, and
total capacity were equal to Ctot , then we would like to know
the frequency and duration of outage events greater than
(Ctot - Lk = 0'k) and these would be our reliability measures.
There are several problems though: 1) the load is not constant
(but we will postpone this discussion and present a more real-
istic model later), and 2) we have not presented a simple way
to obtain the frequency and duration of any particular outage
event, never mind that of the particular outage event mentioned
above.
What we want is to split up the 2n state Markov process
diagram into two parts: 1) those states whose outage is greater
than 0 1'k (or Ck < Lk 0'k) and 2) the remaining ones which
necessarily have outages less than or equal to ' To obtain
the frequency of this cumulated state we would want to sum up
over all the states i in the first group the terms Pilij where
the j refer to states in the 2nd group.
One could proceed to tabulate for each of the 2n states,
its respective frequency and duration of appearance. But note
that if we summed these single state frequencies over the
states in group 1 to obtain measures for the cumulated outage
state 1, that we would be including in the sum some terms that
are due to transitions within the cumulated state, i.e.,
intrastate transitions which should not be included to obtain
mean recurrence time measures.
In the past this was used as an approximately correct
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answer. We see that this method does not work for the compu-
tation of cumulated state frequencies of appearance even though
it is possible so far to obtain probabilities for cumulated
states by just adding up the single state probabilities.
For any given outage value, k' it would be possible
to divide the rates of transition out of states in cumulated
state 1 into those that led to higher values of k, i.e.,
transitions that stayed in cumulated state 1, and those that
led to leaving cumulated state 1 and into cumulated state 2
by yielding lower outages (obviously any machine that was down
in state 1 going up). It would then be possible to sum up the
terms Pik+ij and this would yield the frequency of the cumu-
lated state 1. The duration would then equal the (cumulative
probability/frequency) and we have computed both.
But note that this would require a new computation for
each value of 0k that would be exceedingly tedious to recom-
pute. We will now present a simple procedure suggested by
Hall, Ringlee and Wood (HRW) in their September 1968 paper in
the IEEE PAS Transactions to compute FAD measures for genera-
tion systems. The benefit of the procedure is that it computes
the relevant items once and for all and is easy to computerize.
We will also present our own proofs of the procedure and our
own suggested routine for computerization since they did
neither (they did, however, provide a plausibility argument).
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1 2
states with outages > Ok states with outages < Ok
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3.2.5.6 The H Recursive Algorithm
(r.d.)
Available
State Capacity P exact
Rate
of Dept. T=l/f, f=P (r.d.)ex
.9604 X 1+X2=- 02
.0196 1 1+X 2= .5
.0196 2 +11=.5
.0004 p1+P2= 98
1.0000
c= 30
2 = up
1 = down
52.06
102.04
102.04
2551.02
both down
c= 0
1 = up
2 = down
c = 20
So far, we haven't done anything new. The previous
94
1 50
2 30
3 20
4 0
both up
c = 50
procedure has computed the exact probabilities of each state
and using the relationship
f = Ps ( out + out)
s.s. probability of total rate of departure from
being in state state 
the procedure has derived the frequencies of encountering each
state. Now, if we desired, we could compute the duration of
each state by
P P 
~_ s_ = =1
Fs Ps(rate of dep.) rate of dep.
that is, the mean time in residence in any state is given by
the inverse f the total rate of departure from that state.
The problem, however, is that we need expressions for
the occurrence of an outage of a given magnitude or greater,
the cumulative probabilities and frequencies. We note that
obtaining the cumulative probabilities presents no problem; if
the exact states are ordered in ascending order of capacity
available, the cumulative probability is obtained by
Pn Pn-1 + Pk
So what does present a problem? How do we move from
one capacity availability state to an equal or higher one in a
way in which we can compute the cumulative frequencies for
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these events? HRW present a technique which accomplishes this
in a neat recursive algorithm that uses the probabilities Pk
of the exact state that is being appended to the current cumu-
lated state, as well as the state's k and +k--the rates of
departure to lower and higher capacity states.
Before we proceed: note that there may be some iden-
tical capacity states. We'll merge these before the algorithm
is applied so that a perfect monotonically increasing order
may be imposed. Merging rules will be:
a) Pk = P + P. probability of merged capacity states
1 3 ci, cj.with ci=c jis just the sum of the
probabilities.
b) fk= f + f the frequency of encounter of the merged
fk f ] state is just the sum of the frequencies
of each. This is natural and valid since
they correspond to independent states
which have no interstate transitions be-
cause any transition would lead to a dif-
ferent capacity state.
c) X up, k= PiA up, i + P. X up, j
c) down, k = P dwi+ j on P. + P.1 J
A down, k = P.Adown, i + P.J down, j
P. + P.
1 J
the respective departure rates for the merged state are a
weighted sum of the departure rates for the separate states.
Now we have a monotonically increasing set of capacity
states. Let us start with the 0 capacity state.
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1) P1 = PC=0' f = fc=o these are the initial values in our
recursive formula, there is no trouble obtaining them off
the exact state table. In our example
P1 = .0004 f1 = (.0004)(.98) = 1/2551.02
2) Now let
f n f n-1 +Pk+k Pkk
note that this expression gives a way to calculate cumula-
tive frequency of a higher capacity state starting with
that of a lower capacity state and modifying it by statis-
tics relating to the merged state k and departure rates
from k to lower and higher states.
capacity (cumulated state N) = cap (state k)
Cap (state k) > cap (any of the states in cumulated state n-l)
The formula above says that the frequency of cumulated
state N is equal to that of cumulated state (n-l) except you
have to include the new possibility for upward transition out
of state n into state nl and you have to exclude from consi-
deration those transitions that occurred from cumulated state
97
_
(n-l) to state k.
(Note that because of ascending capacity order, the transition
always corresponds to turning on one generator.)
Now we can show how this works in our example. (Denote
by ' frequencies in the new cumulated state order.)
P' = .0004 = P4
P 2 P1 + P3
P 3 2P 
P 4 3P 
P 1
+ P2
f' = (.0004)(.98) = P4(pi1 + P2)
f 2 f' - P3 X1 + P3"2
f 3 f' - P2X + P2p3 2 22l
+P 1
+
.0004
.02
1 .000392
f'2 = 000392 + .48(.0196) =
.00392+.0094= .009792
P' = .03963
P 
f' = 1009792 + .48(.0196) =
.009792+.0094=.019192
1 f 4 = .019192
= 2551.02
= 102.04
= 52.1
cycle
times
between
Co
50
30
20
98
T 1
outages
greater than or equal to C0
What about the duration of the outages? These can be obtained
from
= cum. prob. x
cum. freq -cu.. prob. x cycle time
= (.0004)(2551.02) 1 day
= (.02)(102.04) ~ 2.04 days
which agree with
previous answers
d'3 = (.0396) (52.1) 2.05 days
t.2.5.7 Proof of HRW Recursion Algorithm
4,-
N
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CUMULATED
STATE
n-1l
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1) f' = f n- + fk
fro =k k + Pk
encounters from k to n-l
encounters from n-l to k =
(sum of encounters from k to n-l
and fron n-l to k)
= PkXk
z Pjxjk
jc (n-l) 
f = f + P k + P kn n-i kk kk - Pkxk - .E PX.jkjE (n-l) k
f = f + Pkk -n t kn- k
Let's focus on the jEn-12)
je (n-l) j jk
PjXjk terms
The only difference between state j and state k is one machine
that goes up on its way from j to k.
Let's compare the P(j) and P(k) the steady state probabilities
of finding the system in states j, k.
Pi if machine in i is up
Define P(s) = i 0.i and = { 1
1£S 1 1 P. if machine in i is down
1
where Pi is the steady state
process of finding machine i
P(J) -= Pj=is(jnk) i P9
P (kt) = e Pie(jnk) o £
probability in the 2 state Markov
up, Pi = 1 - Pi..
1 1
because these are statistically
independent processes,
Z is the machine that goes up
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since P = from 2 state Markov process
then P(j)p = P(k) 
which says that each branch pair is equal so that
E PjXjk = PkXk
jen-1l
it therefore follows that
f' = f' + X+ Pkk Pkkn n-l kk kk
and this is a useful result in that it only uses statistics of
the next merged state.
3.2.5.8 A Load Model for the FAD Method
There are many of these, and they are still being im-
proved upon, but they seem to be forced and lack the naturality
of the LOLP load models. We will present one such load model.
The details of this model are as follows:
Load
(L
I 
L> ~T
_ I Time
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L 4
number of occurrences of Li. ni, i=l +-- N
interval length D = n.1
expected peak duration = e
n.e
probability of Li = Pi = D
transition rate to higher load +
L1
transition rate to lower load X
frequency of Li
for low load period
Li
= 0
= /e
fi = ni/D
load state = L0
Po = 1 - e
0
Lo
0
= 0
= l/(l-e)
f = 1
O
This model assumes load returns to L before going to new peak
Li. Now consider
Mk= Cn Li {
X = +c + -L
Am = + L
A-m -c ++L
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P Pn Pi
fk Pk (X+k + k-k)
and this suggests a procedure for combined load and capacity
model FAD measures.
3.2.5.9 The Combined Load and Capacity Measure
We have so far seen the separate developments of the
load and capacity models for the FAD method. Combining these
models for obtaining summary measures represents little problem
except that of handling a much larger number of variables.
Instead of solving for outage states as we did for the capacity
model we now define a margin state model; potentially one for
each value of C and L or 2 n (nL). The problem then simply
becomes that of finding the frequency and duration of the
cumulated first negative margin state, i.e., we want to find
the cumulative measures corresponding to situations that have
margins more negative than the first situation in which C < L.
3.3 Probabilistic Simulation
3.3.1 Another Technique for Reliability Calculations
Our previous computational techniques for LOLP and LOEP
have depended upon calculation of the probabilities of an ex-
ponentially rising number of possible outage states, i.e., as
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the number of generators rises we face a maximum 2n possible
outage states. There is an alternative to these methods which
transforms this combinatorial problem into a recursive one.
This alternative technique is referred to as probabilistic
simulation (PROSIM) and it is used for purposes beyond those
of computing system reliability measures; in particular, the
technique also yields the expected amount that each unit will
be called upon to produce, a number which is extremely useful
for determining system expansion plans. We will return to
these other outputs later. Our work is based upon the original
contributions of Baleriaux and Jamoulle of Belgium, the later
work of Booth in this country and most lately on work done by
Deaton at M.I.T.
To calculate LOLP we have basically said that
LOLP = vP(c)P(L>c)
By focusing on the capacity on outage (C ) rather than
on the capacity available (, ao = IC - ) we could have equiva-
lently written this expression as
LOLP = P(co) P (L>IC-Co)
0
This result is rather interesting, especially if we
look at the more general expression
F(x) = Vc P (c ) P (L >x -c O )
o
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This latter expression is simply the convolution of the cumu-
lative load distribution function (i.e., the load duration
curve) with the density function for capacity on outage. In
other words,
Fn (x) = F (x)*fc *c n0
where F(x) is the load duration curve. But we see that
F n (IC) = LOLP
What else can we tell from this curve? We know from
our previous work that
Etot LOEP = VP(Ok)E(Ok)
or alternatively
MA
z P(a 0 ) Fo(T)dT
IC-c0
where IC = installed capacity and MA = maximum forecasted load.
But we know that this is equal to
MA+IC-c
E P(J0)| Fo(T)dT
IC-c0
because FO(T) = o for T>MA and IC>c0 for all Co
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Fi(x)
(x) *. f (x)
co,l()*1.. co,n
fco,i(x = P ( capacity on outage due to unit i )
t l-Pi = for
Ci
(X) = (l+c > x)
0
LOLP Ax)
IC
Fig. 3.7 The Curves ( Fi(x) ) and Fn (x).
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Pi
v 
.
E
But this in turn
IC+MA
- Z P(c0) F (x-c)dx
IC
IC+MA
=- o P (c o )
IC
IC+MA
= | F0 (x)*Pc 0 (x)dx
IC
IC+MA
LOEP = f Fn(x)dx
IC
Etot
and the term
IC+MA
IFn (x)dx
IC
is proportional to the energy expected to remain unserved by
the system (if EU is multiplied by the time in the period it
acquires the dimensions of energy).
From the above analysis we see that it is possible to
obtain these measures in a much simpler fashion consecutively
convolving the load duration curve with the density for capa-
city on outage for each unit until all have been included to
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form the equivalent load curve, Fn(x). From Fn( x) we can
obtain:
1) LOLP = F (IC)
n
IC+MA MA
2) LOEP = Fn(x)dx I Fo(x)dx
IC o
3.3.2 Other Outputs of PROSIM
There are other useful facts that can be obtained from
this approach; in particular, it is possible to use this tech-
nique to simulate future system operation in order to calculate
future expected operating costs for each unit. Why is this
method better than other deterministic methods used in the
past? Simply because it seems to reasonably model the effects
of random occurrences on system operation.
A bit of history before we proceed will illuminate
this point. It should be obvious that:
1) if plant capacity is always larger than peak demand
by 15% to 30% (the system margin) and
2) that in order to minimize operating costs only
cheaper units will be operated (i.e., loading will
be done in order of lowest incremental cost first;
therefore the base loaded ones will be operated
first, followed by intermediates and topped with
peaking units which are characterized by lowest
capital costs and highest operating costs).
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3) it follows that the top part of the system's capa-
city--the system margin--in this deterministic
loading scheme, will never be expected to generate
power.
This is clearly a misleading result in that peaking units are
operated throughout the year even though an effort is made to
run them as little as possible. Their presence in the system
can be explained through the system's effort to keep cheap
capital cost but expensive operating cost equipment around to
replace expensive capital cost but cheap operating cost equip-
ment whenever the latter goes on forced or scheduled outage.
In other words, since they expect to use these replacement
sources sparingly, they purchase the lowest capital cost equip-
ment without heavy regard to its operating cost. These types
of units are also purchased to provide for greater operational
flexibility; for example, they are used for short time period
generation for load following purposes where it is undesirable
to run bigger, less flexible, machines.
Why is it necessary to simulate the units' production
costs? The reason is obvious if one thinks about the genera-
tion expansion problem in which the simulation problem is em-
bedded. In order to choose the lowest present value cost
system to fulfill future electric demand while satisfying a
minimum level of reliability it is necessary to pick a system
whose investment as well as operating costs over time are
minimum. However, the operating costs in period k, OC(k) are
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obviously a function of the system that has been built up to
dateE(k) (E(k) is a vector representing the different kinds
of plants)) which has an associated investment cost stream I(k),
and OC(k) cannot be determined by treating each unit separately.
Once the units are in hand, the system will take from each in
such a way to minimize total production costs; by using PROSIM
we can estimate total expected production costs. In particular,
PROSIM does this by simulating each plant's loading in order of
increasing incremental generating cost; i.e., the cheaper to
operate, the more energy the plant will be expected to produce.
Even though it is not valid to associate an OC(k) to
each unit built before looking at system effects on that unit's
expected production, this is the path we take in determining
expansion patterns. Our main reason for doing this is that
the programming problem for determining expansion patterns
would become unwieldy without this simplification. We can af-
ford to make this simplification because PROSIM gives us a
method by which to check how good our OC(k) assumptions have
been and thereby to check the validity of the derived expan-
sion pattern. If our assumptions are wrong, we modify them
and recalculate a new expansion pattern and begin the process
anew. In this fashion a solution is converged upon.
Another problem arises in our particular scheme for
expansion determination. We use a linear programming approach
and there is no way of effectively expressing a reliability
criterion in the problem itself. Therefore, we use a reserve
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percent margin guideline in the LP which is modified according
to the calculations yielded by PROSIM and this information is
combined with the simulated production history data to gene-
rate the modified expansion patterns.
First we shall expand a bit on the mechanics of prob-
abilistic simulation. The idea is to figure out a way in which
to accurately display the probabilistic nature of determining
system operating costs. Clearly, we need to use a load dura-
tion curve-related concept for it tells us what will be expected
from the capacity on line in terms of energy demanded. What is
wrong with the deterministic approach for calculating fuel
costs? Quite simply that when we load a unit, say the first
one loaded, we assume it will always be available. This
clearly is an incorrect assumption; if the unit is not avail-
able to us say 10% of the time when we want to use it (F.O.R.
= .10), this means that at best the unit will produce 90% of
the energy desired from it. This means that this extra energy
will have to be produced by units further up the loading order.
So what we need is a technique which will derive the energy
produced by one unit and in some sense reapportion that por-
tion which it will not produce because of its probability of
being down.
Why can we approach this problem in recursive form and
not worry that we may be losing something? Simply because the
outage of a given plant will cause plants strictly above it in
the loading order to produce more energy than otherwise would
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have been the case. In no circumstances will that outage re-
sult in units below i changing their production pattern (this
is not exactly the case for multiple valve point units but our
discussion will be clearer if we postpone that discussion until
later). Note that everytime we load a plant we must in some
way modify the load duration curve faced by the later loaded
generators because they may be called upon to produce some of
the energy that the unit just loaded will not be able to. This
means that one can proceed in the following way:
1) Schedule unit j on the present load duration curve
Fj_ l(x) the modified load duration curve that has
the information of all prior loaded units and their
effect on all later units' output. Determine
Ejp P jEjd ( the p and d refer to probabilistic
and deterministic).
2) Modify Fjl(x) to F (x) to represent the new load
duration curve with unit j scheduled. Stop if we
have scheduled all units, i.e., if j-= N, if not,
advance the counter and return to 1).
We receive an unexpected benefit from this approach;
at the end of our calculations we will also have calculated
LOLP and LOEP as we discussed earlier. The key to our problem
is the modification that must be made to Fj_ 1(x) to get F (x).
We have already seen that we need that F (x) reflect the prob-
ability that unit j will not be available to produce the energy
that we thought it might produce when using Fjl(x) in
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deterministic fashion. Let's look at F (x) and how we get
F (x) from combining F (x) and information from unit 1. What1 0
we would like is a curve F1 (x) that at every point greater
than c1 would describe the probability that the load demanded
plus the capacity on outage from unit 1 (which is 0 with P=P
J
and c1 with P = F.O.R. = 1-Pj) would be greater than that x,
because the integral of this function is what the next plant
will produce. To see it another way, F(x) should reflect the
load duration curve faced by unit 2, i.e., if unit 1 is up with
prob = Pi, it will face F(x) demand
1l+C 2c1 + 2 (x)
C1
if unit 1 is down with prob = 1-pl, it will face Fo (x) demand
c2
|IFo (x )0o
But this is equivalent to forming Fl(x) = P1F0O(x)+(l-P1 )F0(x-c1)
or alternatively F1 (x) = F0 (x)*fC (x). See Figure
ol
In general
Fn (x) = Fn l (x) * fc (x)
nnd we fCon
and we see
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E2 P2 F1 (x)dx
'- Cc1
1
But we can now see that what e have done is to form
Fn (x) which is nothing less than the cumulative probability
distribution function for load plus capacity on outage due to
units 1 through unit n. What else can we do with Fn (x)? We
can derive the LOLP and LOEP measures and better still, use the
model to study the effect of different expansion policies in a
more powerful analytical way than we could with our former
techniques.
It should be apparent that one could proceed backward
from Fn(x) to determine unit production schedules and this is
what Booth and Baleriaux-Jamoulle advocate because it makes it
possible to treat hydro and pumped hydro plants. The reason
for this is that some nuclear generation will be used to feed
the pumped hydro plant and this would not be possible to in-
clude in the forward scheduling technique. The backward tech-
nique is equivalent to the forward one otherwise and proceeds
as follows:
1) First form Fn(x).
2) Solve for LOEP and for LOLP = F (IC).
n
3) Deconvolve fc n the density for capacity on outage
0due to the nth nit on the loading order.due to the nth unit on the loading order.
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IC
4) En = Pn - Fn (x)dx
TC-c
-n
We will present several proofs and other useful results
from PROSIM in an appendix.
3.4 A Critical Review of Reliability Techniques
3.4.1 Critique of the Measures
Some of these points we have mentioned before but we
review them here for convenience. The measures can only pro-
duce measurements as good as the model assumptions; i.e.,
1) the models assume capacity outages are independent
when in fact they might not be, in particular, if
stringent climatic and operating conditions contri-
bute to the probability of outage.
2) the models do not measure the system's protection
against delay in installing units or against system
parameter uncertainty (for example, F.O.R. varia-
tions from assumptions, load forecasting errors).
A certain amount of protection can be acquired by
studying system sensitivity to variations in input
parameters and to delays in unit installation.
Each of the measures we have discussed also presents
some problems, some in what they measure and some in the pro-
cedure used to derive the measures.
115
- ------ ------------------ ------------ ---- -.----- ------------
FAD
FAD's strengths include the information they give
about a generation system regarding mean recurrence times be-
tween outage states and mean durations of these outage states.
Note however, that no information is given about how serious
the outages states are when they occur; we are much more likely
to be concerned about a 1000 M.W. outage than one of 10 M.W.
if they both present equal mean frequency and duration measures.
Also, the FAD model requires more information about each gene-
rator, namely its mean outage frequency and outage duration.
It is not clear that this detail of information from each unit
can be had without greater uncertainty than in the simple
forced outage rate. It also means that much more data must be
collected and massaged to obtain measures.
Another problem with the FAD model is its load models'
lack of naturality although it can be made to give approximately
equal results to the LOLP formulation. In particular, if many
load levels are assumed possible, FAD becomes much more intrac-
table to work with.
It is also not clear that the additional information
provided by FAD above LOLP and LOEP is significantly useful for
design considerations.
LOLP
LOLP is a misnomer, it is really the expected fraction
of time the system will spend on a loss of load incident. Note
that it is related to FAD measures through the relation
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LOLP '-U, for appropriately defined load and capacity models.
Note also that it does not say anything about how short the
system is when a LOL occurs, i.e., all loss of load events
count equally, except for their time duration, in LOLP. How-
ever, LOLP is exceedingly simple to calculate and is fairly
simple to understand although there is little standardization
to its application. Mindless application will yield answers
that differ by orders of magnitude for equal systems. We will
delve into this and show how this can occur in the next section.
LOEP
LOEP, again, is a misnomer. It is the expected frac-
tion of system energy not served through loss of load incidents.
Note that since LOEP uses the same LOLP models, and since LOEP
weights each shortage by amounts proportional to the energy
not served (and these fractions of energy unserved are always
smaller than the fraction of time spent in outage for each
outage) that this means LOEP<LOLP. It's been this feature of
LOEP that has kept it from being a popularly applied measure,
i.e., that it is too small for most American systems. But as
we will discuss later, its smallness is of no object since the
value of energy lost to consumers is certainly larger than the
marginal revenues lost in a L.O.L. event, in other words, for
value calculations LOEP must be multiplied or otherwise cor-
rected by some factor larger than 1.
One more point. Although LOEP<LOLP is always true for
any particular system, it does not follow that LOLPaLOEP for a
117
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system S throughout time. That is, if LOLP(s) = kLOLP2(S2)
it does not follow that LOEP (S1) kLOEP(S2). The reason is
simple, they measure different things. One way to see this
clearly is to examine a typical LOEP-LOLP calculation and see
what occurs as S grows through time.
3.4.2 A Critique of Technique Application and Interpretation
The field of reliability analysis has been plagued
with major problems regarding standardization of application
and of interpretation of the measurement techniques and of the
adopted reliability criteria. Major pools, reliability coun-
cils and even companies within each of the above differ with
respect to the measures they use, the target criteria they
adopt and even with respect to the formulation and interpreta-
tion of the models used for determining the value of those
measures. See the next page and note the diversity of target
criteria across the country as of late 1971.
Because of intensive public pressure which led to the
establishment of the reliability councils and because of the
increasing need for interconnection in order to afford newer
large units, much of the industry has been starting to say it
is adopting the "one day in ten year" LOLP criterion. Why this
should be the performance target no one seems to know. However,
this is not the only problem since the different formulations
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that are used are leading to results which can differ from one
to two orders of magnitude when applied to identical system
data. Old myths die hard, and it is easy to form a suspicion
that present efforts at reliability planning are thinly veiled
devices to justify decisions which are being made on the basis
of maintaining a 20% to 30% reserve margin.
Lack of standardization enters into the problem of
yearly calculation of LOLP. For example, one large power pool
computes the LOLP during each maintenance period in terms of
expected days of shortage for the period and then proceeds to
add them to obtain the yearly LOLP.
Z (LOLP)i * (days in ) = LOLPyear in days/year
periods i
in 1 year
Another large power pool computes the yearly LOLP in
terms of the worst maintenance period LOLP. The effort in
this approach is to keep this period's LOLP at the target level,
the assumption made is that there is enough slack throughout
the rest of the year to accomplish scheduled maintenance tasks,
etc., and keep the system LOLP below this targeted amount.
Note that the previous approach, while keeping average LOLP at
the target level, allows for great deviations over periods of
the year so that both pools are in fact following very different
criteria although they pretend to be doing the same.
Also it should be noted that the first pool's approach
implicitly recognizes the expectation nature of LOLP. In
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other words, by summing period LOLP's to obtain the yearly LOLP
they are in fact summing expected values of times spent on out-
age rather than computing the probability of loss of load. If
in fact they were interested in computing the probability of
loss of load, and the assumptions were made that (LOLP)i re-
presented the loss of load probability for period i and that
the periods were independent of each other, then:
Probability (loss of load in periods 1 through n) = Probability
(1 or more losses of load) = 1-P (no losses of load in periods
1 through n)
n
= 1- (-LOLPi)
i=l
where (-LOLP i) = probability of no loss of load in period i.
Note further that this probability quickly approaches 1 as the
number of periods grows; this result follows naturally since
it becomes progressively likely that there occur a loss of load
the greater the number of periods involved.
A further set of comments should be made regarding the
formulation and interpretation of these measures. First, the
F.O.R. data are at best average data and do not accurately re-
flect the latest operating experience of the industry. Second,
units take time to mature and this tends to cloud a reasonable
forecast of future forced outage behavior. Third, the forced
outage rate should reflect a unit's unavailability when re-
quired to perform rather than the time it spends in a
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non-functioning state since the latter may depend on the re-
sources committed to repairing units and on the urgency with
which the particular unit is needed. Therefore great care
must be used to ensure that proper data enters into a calcula-
tion.
A very common problem enters at this stage of problem
formulation. What load model should be used: A daily peak
load duration curve to thus concentrate analysis on peak load
behavior, or alternatively an hourly load duration curve? De-
pending on which load model is used, the LOLP measure will be
very different, and unless we are careful with its interpreta-
tion we may make incorrect decisions. Let's see why.
Consider the following problem: compute the LOLP for
a given capacity model combined with an hourly load duration
curve for a given period versus combining it with the daily
peak load duration curve for the same period. See Figure 3.8.
It is easy to see that because we have dropped out considera-
tion of off peak hours the daily peak load duration curve is
higher than the load duration curve, this in turn means that
use of the DPLDC will yield a higher LOLP measure (as well as
LOEP measure) than use of the LDC will.
LOLPDPLDC = E P (Ok)TD (Ok)
LOLPLDC = P(0k)TL( 0k)
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480 hrs
hourly load duration curve
(20 days)
DPLDC
when axis normalized to 1
~~~ J 2 ~ ~ ~ L C
1
Clearly the DPLDC is above the LDC and thus leads to higher
LOLP and LOEP measures.
Figure 3.8
The Effect of Using DPLDC's vs. LDC's
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Note that the P(0k ) are still the same for both cases but in
the normalization of the horizontal axis (the # of hours) to 1,
each data point in the DPLDC now receives 24 times as high a
fraction of the period. Thus the DPLDC approach is literally
equivalent to assuming the daily peak load occurs throughout
the whole day. Let's divide Ok } into those that cause losses
of load when load is the minimum of the daily peak loads and
those that do not and let us call the dividing line 0D
LOLPDPLDc = 0k<0 D (Ok)TD(Ok) k>0 P(Ok)TD(Ok)
for 0k<0D TD(Ok) = 24TL(O k)
0k>0D TD(Ok) = l>TL(Ok)
so clearly
LOLP DPLDC > LOLPLDCDPLD  LLDC
also if most of LOLPLDC occurs for outages in the peak load
range then
LOLPDPLDC < 24 LOLPLDDPLDC < LDC
(approximately equal to but smaller than)
This means that it makes a great difference in having
a LOLP = .1 days/year whether one has used an LDC or a DPLDC
for a load model. As we have seen, the latter could be 24
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times as reliable as the former. Also, the interpretation
made of the results must be carefully looked at. If LOLP = .1
days/year this really means LOLP = 1/2600 = 3.85 x 10 (using
260 week days/year as a conversion factor). If the hourly
load duration curve is used, the LOLP = 1/2600 means that 1
hour in 2600 hours or one day (24 hours) in 10 years (2600
days x 24 hours/day) will be the expected time of loss of
load. If alternatively the DPLDC is used, the LOLP = 1/2600
will mean in 2600 hours of such peak load hours there will be
on the average one with a loss of load. Now, as an extreme
case, if the peak load hour is large relative to the rest of
the day, we can say that it will take 2600 hours of such peak
load hours, i.e., 10 years, to obtain one hour of loss of
load. For this extreme case, LOLPDPLDC = .1 day/year really
means one hour/10 years and this is very different than one
day in 10 years which is 24 hours/10 years, in fact, it is 24
times less expected outage time. The economic implications
of these two numbers are very different indeed and the lack
of careful analysis, formulation, and interpretation of re-
sults in the reliability field make our work more difficult
than it should be.
Some planners justify their use of the DPLDC by say-
ing that even if there is a one hour blackout they would count
that as one day with a blackout. However, this approach does
not allow for differentiation between sharply and flatly
peaked load duration curves which should clearly be treated
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differently.
Also it should-now be obvious why previous results for
LOEP were so much smaller than for LOLP. When using LOEP
models LDC's were used and for LOLP models DPLDC models are
used, this immediately introduces a factor of 20 into the nor-
mal LOLP-LP relationship.
Finally, industry has had much trouble with defining
what the LOLP "one day in 10 year" criterion means. Some say
it is the probability of having the system lose load. It is
not. It really is the expected amount of time over a given
time period that the system will have a generation deficit
(without weighing how large the deficit). It also does not
mean that the average frequency of occurrence will be once in
ten years; LOLP is an expected fraction of time; 1/2600 means
one day in 2600 days or 10 years. LOL events could occur very
frequently for short time periods or infrequently for longer
time periods.
In recent years there has been increasing realization
that reliability targets for generation supply may have been
set too high in contrast to those of transmission and distribu-
tion systems and there have been efforts to reduce such expen-
ditures. Attention has focused around the definition of the
loss of load event. Load is shed before avail-ble capacity
goes under demanded load because satisfaction of the spinning
reserve criteria require it. However, certain protective
actions are usually taken that forestall actual customer
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disconnection 'til is actually five to ten percent below the
demanded load. Let us illustrate this in the figure below.
P (Q+ >)
IC
Figure 3.9 An Equivalent Load Distribution Curve and its
Significant Margin States (not drawn to scale)
The figure depicts an equivalent-load distribution
function which through a simple transformation (m = IC-1-co,
or flipping it around its vertical axis and moving it IC to the
left) can be thought of as the system margin distribution func-
tion. From this curve we can tell not only the system LOLP
which is the "probability" that the system margin will be less
than but also the "probabilities" of all other margin states.
This is important because different system loss of load proce-
dures are initiated at different levels of available margin.
One utility has recently devised an innovative scheme
which tries to better reflect the fact that customer loss of
load occurs not for m<o but really for m<-O<o.
Let us look at the figure again. The region of margin
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to the left of I is a "normal operation" region, i.e., no loss
of load procedures are initiated and normal economic criteria
are the only ones followed. To the right of I any of a set of
contingency loss of load operating procedures is initiated.
For instance, for margins between I and II some unimportant
initial actions are taken; the II to III region might include
resort to a small voltage reduction; the III to IV region
might call for some more drastic measure; the IV to V region
might necessitate setting spinning reserves to 0 and finally
the region past V calls for an actual disconnection. Clearly
quality of service has suffered from the beginning of I and it
suffers in progressively higher fashion until V is reached.
The specific idea of the utility is to plan in such a
way that P(V)--rather than LOLP--is targeted at a given reli-
ability level, since it is at this point that a customer would
actually lose load. We see that Pcum (V)<<pP (0) = LOLP which
cum
implies that the new criteria would lead to accepting higher
levels of LOLP for generation adequacy than were previously
deemed to be safe.
But if one gives this problem further thought, it
should be apparent that the fundamental dilemma is still unre-
solved - what is so special about setting the expectation level
for system outage time (newly defined at M = V rather than
M = 0) at 1/2600 of the time in a given period? There is still
no way to gauge how serious these outage events are when they
occur, and clearly system outage time is only ne Aof the
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important parameters.
3.4.3 Interpretation of LOLP and LOEP as Expectations Rather
than Probabilities
LOLP is a probability if and only if it is derived in
the following way: it is the probability that on one trial of
each of two random variables, L and c, that L < c, if c is de-
scribed as a random variable with a density function and the
same is done for L. However, L is not really a random vari-
able when we describe it via an LDC, it is a series of expected
values of the forecasted load and when we form LOLP based on
that LDC we might as well have formed it by adding a component
LOLPi for each load value in the LDC,
LOLP = LOLP (T)LDC each value 1 
of L
where Ti is the fraction of total hours the L = Li. But if we
look closer, what we are doing is to calculate the probability
of shortage for each hour (assuming trials generated as above)
and multiplying the LOLP for each hour by 1, the time this
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probability holds over, and summing over all Li obtaining the
expected number of hours on shortage and then dividing by the
total hours to get LOLP-the % of total time in the period ex-
pected to be on shortage. 
If we attempt to calculate LOLP for a given capacity
model and two LDC's for different periods, it is equivalent
to derive the LOLP for that capacity model and an LDC made up
of the two previous LDC's
LOLP1 =LOLP1 = kP(0k)Tl( k )
LOLP2 =LOLP2 0k P ( k )T2 (0 k )
LOLP 1 H1 P(0k ) [T l ( Ok )H] H i # of hours
OkPIk -k in period i
2 2 OkP(0k ) [T2 (0 k)H2 ]
LOLP1 H1 + LOLP2 H2 Z P(Ok)[Tl(Ok)Hl + T2 (0k)H2]
but
T1 (Ok)H1 + T2 (Ok)H2 =T1 2 (0k)(H1 + H2) by definition of LDC12
LOLP1 H1 + LOLP2 H2
= H P( 0k )T12 ( 0k) LOLP12
Htot
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so that the LOLP for the combination of two periods over which
the capacity model remains constant is the weighted average of
the separate period LOLP's. If H1 = H2 then LOLP12 is the
arithmetic average, and if LOLP1 = LOLP2 then LOLP12 is also
equal. It is much easier to think in terms of the TU, the
time expected unserved. It is clear that
TU12 =T12(0 k ) (H1 + H2) = TU1 + TU2
So LOLP really yields the expected fraction of time the system
will be in shortage. The same argument carries over for LOEP.
LOEP 'Etot1 o 1
+ LOEP2'Etot = LOEP1 2 'Etot2 ~ ~ to12
EU1 + EU 2 =
EU12
Etot Eto
LOEP1 tt 1 + LOEP 2 t°t2 = LOEP121 2 12
to t12 Etot12
3.4.4 The Loss of Load Event
We have so far discussed the measures that exist, what
they tend to measure, and the methods available for their com-
putation. We have critiqued their application and interpre-
tation and have settled upon LOEP as the more satisfactory
measure of reliability for the purpose of measuring reliability
benefits. At this point we would like to refocus attention on
133
the problem of definition of the loss of load event. We have
so far naively assumed that a loss of load occurs when c < ,
i.e., load must be shed when available on line capacity is
smaller than demanded load.
There are at least two problems in this definition
which work in opposite directions. First, load is shed before
c < L, it is possible to shed load when in excess generation
capacity mode in order to satisfy spinning reserve criteria.
Second, load can be shed without necessarily causing partial
blacking out of areas; it is possible to shed load through
brownouts (voltage reductions) and through selective discon-
nection of customers who have backup such as aluminum companies
on interruptible contracts and through disconnection of ines-
sential in-house load such as utility company lights.
What is the effect of this realization of measure im-
perfection on our measure of system reliability? Assume a
given system S, has been deemed to have reliability r1. By
changing the definition of a loss of load event from c < L to
c < L + S.R. (L), we have effectively expanded the set of
events that lead to losses of load, therefore r1' < r1 (or
LOEP' > LOEP for a given system S since LOEP decreases as sys-
tem reliability increases).
The above fact that initial load shedding does not
lead to serious social losses is not so much a problem with
our measure of reliability, LOEP, as much as it is a problem
with the measurement of the losses due to that level of LOEP.
134
To put it another way, the valuation function of the losses
associated with LOEP should at first be smaller than that as-
sociated with larger losses of load. See Figure 6.3.
We will have more to say about this in the benefit
evaluation section. From now on th ough, we will refer to:
1) LOEP as the measure of system reliability derived
on the basis of defining a loss of load event as
c < L or
IC+MA
LOEP = F (x)
IC
Fn (x) = F0(x)*fl*f2e". *fn(X)
2) LOEP' as the measure uf system reliability derived
on the basis of defining a loss of load event as
c < L + S.R. (L). If the spinning reserve criteria
can be expressed as a fixed % of system load (one
large utility does set S.R. = .05<Z, even though
by doing this it disregards the problem of setting
the criteria on the basis of units available to
the system) then c < 1.05Q is the criterion and
LOEP' can be calculated as before but
F'n (x) = F0(x/1.05)*fl .. fn 0 . ...
and
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IC+MA
LOEP' - F' (x)dx
IC
and F0 (x/1.05) is naturally "wider" than F (x).
One way to view this is to assume the system load has
grown by 5% above the previous one, i.e., it is as if a few
months of load growth had gone on and the same capacity is
still being used and naturally system reliability has de-
creased.
It should be apparent that F' (x) > F (x) Vx, and in
n n
particular, system S is deemed to have LOEP' > LOEP.
3.5 Conclusions
Our problem has been to choose a measure of system re-
liability that will also be useful for the purposes of measur-
ing the benefits due to that level of reliability to the
system's consumers. As we have shown, FAD and LOLP concentrate
on measuring the expected amount of time in a planning period
that there will be a generation deficit without focusing on
the seriousness of the events. We cannot begin to measure the
value of reliability without knowing how bad expected outages
are expected to be; the one day in 10 year LOLP measure could
mean a 1 MWhr loss of energy or a 1000 MWhr loss of energy.
We will also argue that for reasonable ranges of out-
age duration, FAD information does not add much to benefit
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valuation if the systems LOLP's are equal. The premise is that
customer losses escalate in faster than linear fashion with
respect to the length of the shortage duration and therefore
the larger the mean shortage duration the worse the system.
However, as long as the mean shortage duration and energy loss
is not excessive, it is possible to rotate the shortage over
the service area in such a way that consumers are not badly
penalized. This is another way of saying that as long as
total expected shortage time is the same for two system designs
(equal LOLP measures), it does not really matter much if the
outage time occurs in larger segments or in a greater number
of smaller segments.
Because of the reasons discussed above and in our bene-
fits sectionwe have chosen to use LOEP and LOEP' as suitable
reliability measures for construction of reasonable benefit
functions. There are a few drawbacks to using these, if there
are identifiable fixed costs associated with each outage situa-
tion it might be better to use the frequency measure of FAD to
develop that part of losses due to fixed costs incurred per
shortage situation; however, typical systems'shortage fre-
quencies are small and therefore there is little loss of
accuracy by using the LOEP measure alone.
It is also worthwhile to point out that often times
excess reserve margins are rationalized as effective protec-
tion against system wide shutdown. LOEP planning does not
effectively reflect the losses incurred if this happens.
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However, we would like to make the point that excess genera-
tion margins are:
1) not an efficient method to accomplish protection
against this phenomenon and
2) not wise in the sense that the only reasonable
protection against this possibility is to devise
effective counterstrategies (such as automatic
load shedding devices, interconnections, etc.) to
prevent this from occurring when a shortage situa-
tion occurs. Excess reserve margins only mean
that shortage situations will probably occur less
often, but when they occur the system may still
be liable to wholesale shutdown in spite of the
higher reserve margin if no effective counter-
strategies have been devised.
Finally we should like to call attention to the pro-
blem of which load model seems most reasonable to use in order
to calculate system LOEP measures. If most of the losses due
to unreliable behavior occur during a portion of the day--for
example the morning hours--it would be desirable to know what
portion of these hours will be penalized through losses of
load. Therefore it seems reasonable to use a load duration
curve comprised of only the high use hours. An example will
show what kinds of mistakes can occur if this is not done.
Assume that on the basis of an hourly load duration curve a
system is found to have a LOEP of 1/1000, but on the basis of
138
the high use morning hour LDC it has a LOEP of 1/500. It
would not be accurate to associate the value of the societal
output with the 1/1000 figure if most of it is produced at
high load hours and is in fact subject to a higher (1/500)
LOEP.
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CHAPTER 4
THE COSTS OF ADEQUATE GENERATION
Our goal is to translate the dollars expended on reli-
ability into reliability measures that can then in turn be
related to possible incident reduction so that it becomes pos-
sible to properly evaluate its benefits; the purpose is to
determine whether or not the expenditure is worthwhile. Below
we display this concept in a flow chart.
$E increased decreased benefit $B
reliability loss of load -valuation
measure incidents
do not spend
tnoNN
I yes
spend
By adopting this approach and focusing on incremental
costs and benefits it is always possible for a system planner
to discern whether or not there is a need for further expendi-
tures on reliability at any point in time. Note that this is
not equivalent to trying to decide whether total present
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benefits are worth total reliability expenditures since we may
or may not have reached the negative marginal improvement
point.
Before we proceed to the first item, the dollars of
expenditure, it is necessary to discuss certain issues. First,
there is a need to identify what expenditures are related to
what increases in reliability over what time period. There is
a need to assign further out of pocket costs past the original
capital expenditure.
Our approach will be to adopt a given expenditure, and
proceed to levelize risk throughout the period of interest
through proper maintenance scheduling. Note that optimally
levelized risk of outage is not the objective as much as
levelized risk of damages; the point is that damages at any
given risk level during summer and winter extremes are likely
to be more serious than those in the spring and fall, thus
allowing for higher actual risk levels on off peak seasons.
After levelizing risk we will be able to compute the corres-
ponding benefits.
There are several kinds of costs involved in our pro-
blem. First, the moneys can be expended on different types of
generating equipment or on transmission equipment; obviously
our interest is in the expenditure that minimizes the cost of
the next increment of service reliability. Second, there are
capital costs as well as operating costs, and furthermore the
operating costs depend on the investments that have been made.
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For instance, a higher capital cost expenditure may be under-
taken to reduce operating costs sufficiently to make it worth-
while. We see that we need a discount rate to translate these
flows of funds into commensurable units.
4.1 The Function C(r)
The problem we attempt to solve is 1) how to expand a
given system throughout time (S) at 2) a given reliability
target 3) given expected forecasted load to be served and 4)
in such a way that total capital and operating costs are mini-
mized in some sense (we minimize the total expected present
value costs of purchasing and operating such a system). In
other words, we would like to obtain the function C(r) where
C is the minimum present value cost of building and operating
system S at reliability r.
How does this concept differ from what is presently
done? At present, most utility expansion schemes are cost
evaluators. In other words, a system is expanded throughout
time subject to a generation mix guideline as well as to a unit
size guideline while unit additions are triggered whenever the
reliability criterion goes under a target level. The system
(S) thus obtained is simulated to determine production costs
and the expansion's capital and production costs are present
valued and summed to determine C(S). This routine is repeated
several times for different assumptions regarding unit size
guidelines, generation mix guidelines, inflation rates and
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discount rates to determine the sensitivity of the resulting
plan to these varying assumptions. Finally, by applying some
skill and judgement it is usually possible to select a plan
which seems to be close to lowest cost for the chosen reliabi-
lity level, r.
Usually this is as far as most plans go, they do not
seem to treat the reliability target as just as much of a para-
meter as the assumed discount rate. But this is precisely
what we are interested in, C(r). The approach we use substi-
tutes a linear programming technique in place of the generation
mix and size guideline and thus makes possible the formulation
of several "least cost" expansions subject to all of the para-
meter assumptions that must be made.
4.2 Expansions at Two Different Levels of Reliability
Let us assume that we have a technique that gives us a
way to find C(r1) and C(r2 ) for two different levels of reli-
ability, r2 >r1. Let us also graphically represent the capital
and operating cost streams for the systems Sr and Sr . Let us
refer to the present valued capital cost stream as CCr and to
:i
1the present valued operating costs stream as OCr .
We derive the S expansion and its associated CCr and
OCr cost streams. See the figures below.
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CAPITAL COSTS
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I II
1 2 3 4 5 years
For Srl, if these streams are present valued they become CCr
and Cr respectively and when summed, Cr
O~1 C 1
APRhAMTn MgM
£ I t ; Y 
'The system's losses, the benefits that are not obtained
relative to a "perfectly reliable" system, are also portrayed
in the figure below. They, of course, grow as the number of
customers and energy delivered grows.
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The present valued stream is L
r1
Let us repeat the procedure and find a system S with
reliability r2>r1 and total present value cost Cr. Now
r2
Cr >Cr . If not, it would be possible to have higher reliabi-
2 r1
lity at lower cost thus violating the assumption of optimality
for each system at its level of reliability. We portray its
costs and benefits in the figures below.
'eDTMiT. 'AtiCL &&-&4j %1w %J .L j
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L present value
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The procedure to find the optimal reliability is to
increment r2 in small steps until Cr2-Cr >Lr Lr There are
2
several things that can be said about the relationships be-
tween these streams of figures. Obviously >Lr because
the more reliable the lesser the expected losses; furthermore,
this must be true on a yearly basis.
Also, let us assume that by moving to a higher reliabi-
lity level, the system composition does not vary significantly
in its capital intensive vs. fuel intensive ratio during each
year in the period. Specifically, assume that S contains
r2
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Srl, that is, at any point in time Sr has all that Sr had
2 ~~~~1
and then some. Then several other probable relationships can
be deduced. For example, it is probably true that the system
operation costs of S are no greater than those of Sr , year
by year. Why? Because it would always be possible to operate
the system as S was operated. This means that although
c >CC r 0C <C
,2 Or 2- Cr1
Also one can think of CCr as simply consisting of the
capital stream CC advanced in time. Both of these probable
r1
relationships make it possible to obtain estimates of (C r )
C2 C 1
without going through the full blown calculation procedure
to get S . For instance, if we think of CCr as the stream
~~~~~~~22
CC advanced in time, then CC = (l+d)YCCr , where d is the
Crl
applicable discount rate and y is the number of years advanced.
We would also know that OCr2 <OCr and we could probably resi-
mulate system operation using the new schedule of plants in
Sr against the expected loads in the planning period and thus
compute OCr . It might thus be possible to simplify the pro-
2
cedure computationally and avoid the long tedious calculations
to derive Sr and Sr and their respective descriptions.
1 2
Another simplified approach for obtaining Sr from S
r2 r 1
is to focus on S and attempt to derive Sr from adding plants
1 ~~~~2
to Sr . Consider adding to Sr another plant, ga
1
If the basic expansion plan is fairly reliable, the
cost implications of ga will not be too difficult to estimate.
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For reasons we will explain later, the differential operating
cost implications will not be significant for marginal addi-
tions of this type. Therefore, the real differential costs
will be those associated with the fixed and capital costs of a
given project. The cheapest way to obtain increased reliabi-
lity will be to purchase cheap capital cost, yet expensive to
run, peaking gas turbines. (Some systems which are burdened
with old, inefficient, base load capacity might find it con-
venient to shift these toward cycling peaking operation while
acquiring efficient base load to take its place).
In other words, one way to get Sr from Sr is to add
a few gas turbines to Sr till Sr is obtained; then calculate
CCr , compare it to CCr and this becomes our cost differential.
r2
4.3 Treatment of Marginal Changes to an Expansion Plan
To this point we have been comparing alternative sys-
tem expansions at differing levels of reliability. It is valid
to ask at any given point in an expansion plan, whether it
would be wise to undertake a further project. If an additional
plant were to be built, it will have both capital and operating
cost implications, and the benefits redounding from this action
should presumably be sufficient to offset the additional net
present value cost. Later in the text we will present ways to
approximate or calculate the net present value cost differen-
tials associated with such actions. In the target level deter-
mination section we show how to compute the differential
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reliability measures for each period and how to evaluate the
resulting differential benefits before discounting them ap-
propriately and summing them over the plant life. These dif-
ferential benefits are compared to the differential costs to
determine the advisability of a given action.
capital
costs
r2
,, years.
')
EXTRA PLANT in S
above S only r2rl
the differential
capital costs are
of interest
t years _
operating
costs
rl
expected
losses
r1
operatin
costs
r2
years
expected
losses
r2
h
years
. f! .'
OCr <OCr
2 
L <Lr
2 r1
I I jyears
I,
Several relationships are much easier to discern now;
the capital cost difference (CCr -CCr ) is simply the cost of
the additional plant. Also, it clearly follows that OCr <OCr ,
and that Lr <Lr during every year in the horizon. The
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question simply is:
(C + (OC ~OCr) > E [Lr - L ,i (1/l+d)[gen + ~gen +(OCr2 OCrl)] 7 i rl,i r2I
years, i, in plan
But note carefully that this approach is much more
powerful than one would think at first. For example, Sr and
Sr need not be optimal expansion schemes, i.e., any two
schemes can be compared in terms of their AC and of their AB.
If AC<AB then it pays to make the change, if not, it doesn't.
This realization gives the analyst a powerful relationship
which he can use even if he does not have a way of generating
C(r) as long as he has a method for evaluating AC and AB.
Further, this approach yields an interesting marginality
condition for determining whether or not a given system expan-
sion is close to optimal. If a given system is close to optimal,
it should not be possible to undertake any further actions and
receive benefits in excess of their cost.
4.4 Marginal Change Cost Analysis
So far we have discussed methods for evaluating the
cost implications of strategies to expand power systems at
targeted levels of reliability which are held constant through-
out the period of interest. The question of interest has been
"what is the total present value cost difference between a
-4
strategy of expanding the power system at LOEP = 10 versus
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the strategy of using LOEP = 10 5".
Now we would like to explore the differential cost im-
plications involved in making the decision whether to build
one more unit above any particular expansion plan S(t).
Clearly there will be differential capital and operating costs.
The capital costs will per force be higher than thos of S(t)
alone; in fact, higher by the cost of the unit g. (We assume
all capital costs are appropriately discounted so that they
coincide with the moment the plant is available for genera-
tion.)
The expected operating costs, however, will be lower
simply because it would always be possible to do at least as
well as previously expected. Note that one should include as
an operating cost, the costs of energy unserved valued at the
highest of costs for generation; otherwise no generation at
all would yield the cheapest operating cost system.
By how much will the expected operating costs be lower?
In the PROSIM discussion we show that it is possible to solve
exactly for this new expectation, however, it is usually quite
expensive computationally to do this and total expected costs
will likely not change much for small proposed generation
changes.
It is possible, though, to set some limits to this
difference. First we shall note that if the additional plant
is a peaking plant which is naturally loaded at the top of the
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loading order, its expected operating cost can be determined
directly and the expected operating costs of plants further
down the line will remain unchanged. In fact, the closer to
the top of the loading order the plant is, the lesser the
change in expected operating costs.
If the unit is a base loaded unit, then the expected
operating cost will be lower. In effect, the base loaded unit
will allow for displacement of more expensive to run capacity
upward in the loading order providing savings throughout the
loading order above itself, plus generating some extra energy
that would otherwise be unserved.
IC
Unit j will push all the rest up.
We know how much new energy will be expected to be
generated AEU, in total, = E+ but the real savings come in
n+l
because all the units above the new one in the loading order
will be producing lesser amounts of energy than before, thus
the new one will be producing a little bit instead of the other
higher cost ones that was previously the case.
To see this, consider the calculations made if the
unit is loaded at the end of the loading order. Energies pro-
duced will be as follows:
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E, .... E j En' En+l
(the last is the energy produced by the unit out of position)
If we recalculated everything the unit would be placed say at
the jth position displacing every unit above it to a lesser
producing situation.
Elj-- Ejl jEj+lI . nE n+l
Clearly unit i corresponds to unit (i+l)' in the new
ordering. We are interested in computing the difference be-
tween
n+l n+l
Zr COkEk and C'kE'k
k=l - k=1
It is obvious that terms up to unit j-l are the same for both
equations, we can also see that for units j and above
E >Ek Ek+l
} for k = j n
COk = CO'k+l 
Then we can see that
n+l n+lOperating Cost Savings = [CO-CO'] = CO E - n co
T Ck k Z Ok'k]k=l k=l
n
= CO +1 (En- ~ El j)+ E Cok(Ek kCOn+l(En+1 k=j k (k k+l)
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It should be clear at this point that the first term is nega-
tive because in the new loading order the unit will be loaded
as a base load rather than peak load unit and that all the
terms in the second sum will be positive since all units above
the newly inserted j' unit will be operated less than before.
Note that it is not a simple matter to calculate these expres-
sions; in order to calculate the first we must deconvolve all
the units above unit j-1 out and then form
Sj +C'j
E' = P'j I Fj (x)dx
Sj-l
We might be lucky and get unit j' loaded first in which case
no difficult work is involved since Fj_1 becomes in fact F (x).
But barring this simplifying case it is not an easy chore.
However, we can approximate this term. If we know the
place of unit j' in the loading order we know that
S 1+Cj '
Ej' = Pj' i Fjl(x)dx
Sj-1
= Pj'C'j*Fj_ (C) for Sj_ <E<Sji+Cj
Since F 1 ()<1 we can bound this first term
CO n+ n+l
-E ' ) > Cn+l (En+l i i
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We will use this result later.
The second term which consists of a series of sums can
be bounded in a different way; since all the terms are positive
clearly
n
Z C k ( k-E k+l) < Cn (Ek k+l)
because COn > C k k = j * n because of the loading order
assumption.
Further, we have a very useful result from the conser-
vation of energy produced principle, i.e.,
n+l n+l
ZEk E Ek
k=l k=l
and thus
n
ijn+ 1 ) k=-( k E'k+l)
then we can say that
n
E C k (k-, k+l) < C n(, j- +~~k -  -En+l~
Therefore we obtain
nCO-CO' = COn+ (En+ -Ej + k jCk (EkEk+l)
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CO-CO' < COn+(En+iE j) + COn (E j +l
< (Con-COn+l)(E j%+l )
Note both terms are greater than 0. Con > COn+l because Cn+
is assumed to be out of its correct loading order.
Now we can make use of the previously derived fact
that
Pn+lCn+l > j
CO-CO < (CnCMn+ ) (Pn+lCn+lEn+l)
We can find l; we know Pn+l' Cn+l CO and CO
If need be, we can make a closer estimate to E' than PnlCn+j Pn+l n+l
by looking at the loading order position.
What are the quantities involved in a typical situa-
tion? Assume we have a unit, n+l, which will be loaded at an
intermediate point on the LDC; assume that we derive an esti-
mate of ' as n+l ( C l/2)(.5 = F (e) for S <s<S +C' )j (n+ln+l) j-l S j-l< j-l j·
Assume further that although n+l is found in a given problem,
that it is negligible for our present purposes. Finally as-
sume that (COn-COn+l ) is large, say it is approximately the
system average production cost/kwhr. Then we see that
CO-CO' < (average cost/kwhr)(Pn+lCn+l)(1/2)
In terms of total production costs CO we see that
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CO = (average cost/kwhr) (total capacity) (system load factor)
C0-C0' (Pn+lCn+l)1/2 Pn+lCn+l
C0 IC(L.F.) IC
If the unit is an intermediate unit, this will seldom
be more than 3% and this bound vastly overestimates the cost
difference. Therefore we can be sure that we are not making a
bad assumption when we neglect operating cost differences for
marginal comparisons.
4.5 Construction of C(LOEP)
4.5.1 The Iterative Search Procedure for Determining an
Expansion Strategy
Our approach for obtaining an electric system expan-
sion overtime, at a given level of LOEP, differs from the
traditional one, and we outline it below. Given an arbitrary
set of assumptions regarding system parameters such as capital
costs of different types of generation, their forced outage
rates, rates of inflation in their fuel and capital costs,
etc., we allow a linear programming technique (LP) to pick
the least present value cost system. The LP is given capacity
and energy production constraints to meet and it then, in es-
sence, substitutes for the work that goes into producing the
size and mix guidelines in the traditional expansion approach.
In order to do this, we must give the LP some
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indication of what energy production costs will be associated
with the inclusion of-a given unit into an expansion plan.
However, we cannot know the various units' production histories
a priori because they are really a function of the other units
available to serve the load. In order to solve this problem,
we will assume that we know, a priori, the production histories
associated with each type of unit. If the LP solution is sub-
ject to meeting a given energy and capacity constraint in
every period of the plan, the LP will be able to associate a
total capital plus production cost to any given plant alter-
native it chooses to include in the expansion plan and it will
then be able to proceed to derive an optimal expansion plan
subject to these assumptions.
The LP has not explicitly dealt with the issue of re-
liability. There is no way to model the reliability constraint
in the LP since it is an inherently non-linear problem. Be-
cause of this, we attempt to model this via the use of a peak
load protection margin constraint. The constraint requires
that the sum of the expected nameplate capacity in year k must
be larger than, or equal to, the peak load plus a protection
margin in each year.
i PiCi(k) > [l+c(k)] peakload (k), years k in the horizon
We do not know at this point whether the capacity
factor history assumptions or the c(k) assumptions that were
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made to derive the LP results are in fact reasonable. Because
of this, we must evaluate the operation of the LP solution ex-
pansion system with probabilistic simulation. PROSIM will tell
us whether the assumed capacity factor histories were reason-
able assumptions and whether the (k) assumptions led to the
desired targeted LOEP levels. If not, then we must combine
the new knowledge gained through the application of PROSIM
with our previous assumptions to derive new assumptions which
will provide the drive for a new LP expansion. This process
will be repeated until we are satisfied that we have a near
optimal plan. See Figure 4.1.
What kinds of modifications need to be made on the
peak load constraints c(k) and on the capacity factor histories
capfac (Strictly speaking this is a matrix; for each type of
plant there is an assumed time dependendent capacity factor
history.) from iteration to iteration? We will use the fol-
lowing terminology:
1) cm(k) is the peakload capacity constraint in the
LP formulation for year k, on iteration m.
2) capfaqis the assumed capacity factor history for
the mth LP iteration.
3) LOEPt is the targeted LOEP reliability level.
4) LOEPSim(k) is the evaluated LOEP for the presently
considered LP expansion, in period k.
What properties should the algorithm that enables us
to move from the present assumed set of (k) inputs to those
159
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which will be made during the next iteration? Clearly, the
farther LOEPSim(k) is from LOEPt, the greater the correction
we will want to make to (k). It should be easy to see that
m
if system structure does not change much from iteration to
iteration, a higher m+l(k) will cause a lower LOEPs im,k and
vice versa. Therefore, a reasonable procedure to attempt is
to set:
Em+l(k) = m(k) [1 + CA(k)]
where
A(k) = (LOEPSim (k) - LOEPt)/LOEPt
Do the above for all periods k, and stop modifying the
e for year k if
Ack) I < .05
In other words stop changing the e for year n if the
calculated LOEP for year n is within 5% of the target measure.
Note that we will converge to a solution (when we engage the
stopping rule) if C is small, but it may take long. The larger
C is, the faster we will converge, but we may get into oscilla-
tions while finding the solution. Note also that whenever
LOEPSim(k) is below LOEPt, that is, the system is too reliable
for period k, A(k) will be negative thus yielding as we expect
£m+l(k) < e(k)
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Since LOEP goes through an order of magnitude varia-
tion over changes in of a few percent, it would be wise to
set C < 1; i.e., if A(k) is 100% we don't want to change (k)
by that much when a smaller change will probably be sufficient.
4.5.2 Example of Iterative Search Procedure for Expansion
Strategy
The material we have just explained is quite compli-
cated and we have included the procedure we went through to
develop a few system expansions at differing levels of reli-
ability. All of the expansions start from the same initial
system. Each starting system would of course lead to very
different expansion strategies. Because of this, our purpose
here is to show the feasibility of our approach in general
terms.
We have simplified the problem of determining the op-
timal expansion strategy over a 30 year period into a 6 period
oneteach of which represents five years. The LP is asked to
yield an optimal 10 period (50 year) expansion plan subject to
the capacity factor history and the peak load constraint as-
sumptions. The LP is allowed to choose from any of 10 types
of plants and then for every period decides what kinds of
plants it will build in that period and how many of each.
Because of the structure of the problem, the LP chooses two
types of plants in each period. A complete specification of
162
the LP model designed by Woodruff and Farrar can be found in
Appendix 4.1. We pick a 10 period horizon even though we're
only interested in 6 because we are trying to eliminate end
effects.
When we obtain this 6 period plan we submit it to a
probabilistic simulation run to check whether or not the capa-
city factors were correct and whether or not the peakload
constraints had been correctly set to ensure LOEP target satis-
faction. If the LOEP targets had not been realized we would
focus on how to change the peakload constraints so as to en-
sure that we met them.
We first attempted system expansions at various con-
stant e(k); we tried LP runs for e(k) = 6%, 8%, 10% and 15%.
We found that the basis, that is, the kinds of plants that were
to be built in every period did not change over the range
although their numbers did. The higher the , the more peak
load type plants would be built and maybe one or two of the
base loaded ones in each period would drop out. See Figure
4.2. Since the LP formulation was continuous, we then had to
round off the number of plants in each category in preparation
for resuming the PROSIM evaluation. The simulation showed
that as the system grew from a peak load forecast of 20,000
MW at an 8% compounded growth rate (while keeping the same
load duration curve shape), the LOEP decreased from period to
period. This was not a surprising result because it is
usually possible to reduce system margins as the system grows
163
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and because our original system was quite small to begin with.
This initial set of runs gave us a feel for the range
of e(k) needed to achieve a given LOEP(k). Our next experi-
ment involved setting different (k) within a single LP run
to see whether we could achieve a LOEP expansion. We found a
somewhat surprising result. Within reasonable limits, a given
£(k) would yield an expected LOEP(k) independent of what the
e(k) were in the other periods. This was an important result
because it meant that we could modify all the (k) at once
without having to pay attention to interactions between the
e(k). On the basis of our results we designed six different
expansion strategies (six sets of e (k)). Three of these so
called strategies yielded expansions at reasonably constant
reliability levels. See Figures 4.3 and 4.4 for the summaries
of the six expansions. We modified these strategies a bit
further by inspection, i.e., without having to return to the
LP and the resulting figures are included in Appendix 4.2.
Note that most of the time, for the particular LDC we
used, there is a linear 20 to 1 relationship between LOLP and
LOEP; this is not true in general but may be over certain
ranges of LOLP and LOEP.
Once you have the desired expansion, it is a simple
matter to compute its total present value cost by:
1) discounting the cost of the plants the LP instructs
to build and summing in order to derive the capita]
cost component.
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2) discounting the fuel costs computed by PROSIM in
each year and summing in order to derive the fuel
cost component.
Note that strategies 1, 4 and 6 are reasonably close
to being expansions attempted at
1 - 8 x 10-4 = LOEP
-4~~~4 - 2 x 10 - = LOEP4
6 - 2 x 10- = LOEP
Further modification of the expansion plan at this point, with-
out returning to the LP can yield the desired system expansion.
4.6 An Example of a C(LOLP) Study
The New York Power Pool recently conducted a simplified
expansion study in which they computed the cost of expanding a
system over 20 years at different levels of LOLP criteria by
using 600 MW unit additions which were triggered by violation
of the LOLP criteria.*
We can express the relationship they found between the
cumulative present worth of annual charges in 1981 dollars and
LOLP as approximately:
C(LOLP) = [34.5 - .75 log (260 LOLP)] 109
for 1/260 > LOLP > 1/26,000
* Personal communication: Mr. G. D. Garcy for the N.Y.P.P., Dec. 1972.
**Curve fit by author
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C(1/260) = 34.5 x 109
C(1/26,000) = 36 x 109
This can be rewritten as
C(LOLP) = (C0 - .75 log LOLP) 109
Note then that
d/dLOLP[C(LOLP)] = (2.3)(.75) 10
LOLP
If we assume that the LDC is such that LOEP is linearly related
to LOLP, say LOEP = a LOLP (and a was about 1/20 in the sample
runs we prepared), then
d/dLOEP[C(LOEP)] = - (2.3)(.75) 10
LOEP
This expression simply says that as LOEP increases
within the specified range, the derivative of C, i.e., the
marginal cost for providing a unit of reliability goes down as
1/LOEP. In other words, the lower the reliability level, the
cheaper it is to increase the reliability by a given amount.
As the reliability gets higher (LOEP approaches 0) the marginal
cost gets very large.
Let us rewrite the expression as
C(LOEP) = C0 - C1 log a - C1 log LOEP
169
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We can see that the only parameter of interest in the
derivative is C1 and We know from elsewhere that reasonable
bounds can be placed on C1. Look at
C(LOEP) - C(10 LOEP) = C1
This means that C1 is the cost difference between systems ex-
panded at LOEP levels one order of magnitude apart. For
reasonable levels of LOEP, and from experience, we know that
the cost differences are within a few percent of each other
and the capital expenditure difference is only slightly
greater. For example, the New York Power Pool example has C1
set at .75 x 109 out of a total of 36 x 109 This knowledge
effectively means that we have an independent order of magni-
tude check on C(LOEP).
4.7 Theoretical Justification for C(LOEP) Form
There is a reasonable theoretical basis to believe
that C(LOEP) is a logarithmic function of 1/LOEP. We will
explain why by reference to the figure below. Let us assume
that a system has been expanded to reliability LOEPa where for
all the periods in the plan En is not too large. Let us
Un
contemplate adding a unit which if perfectly reliable would
drive EUn+l very close to 0; this can be done because by
assumption EU is small already. Note that the unit n+l is
n
not perfectly reliable, it has performance probability of Pn+l
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and therefore
E_ -P E
n+l - P n+l EU
n+l
IC IC+Cn+;S _~n~
this implies that
EU 1 = (1-P +)UWn+l n+l n~
If we repeat the process, we see that
(1-PEn+2 (1Pn+2 ) (1Pn+ 1 ) EUn
What is this relationship telling us? It says that if
we spend $ x for unit n+l we can reduce energy unserved, and
therefore system LOEP, by (1 -Pn+1 ) and that if we expend
another $ x for unit n+2 it is possible to reduce energy un-
served and therefore system LOEP by another (1-Pn+2) fraction.
In short, equal increments in the cost variable bring equal
multiplicative fractions on the inverse of LOEP. We say that
LOEP is an exponential function of expenditure or vice versa
that cost is a logarithmic function of LOEP past a certain
point.
LOEP = LOEP e (m-R0)/a
a
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Where m is system margin and every a increase in system margin
past margin equal Rbrings about an e 1 reduction in LOEP.
Therefore,
-(m-R0)/a = n (LOEP/LOEP a )
-(m-R0 ) = a n (LOEP/LOEP a )0 ~~~~a
Since system cost is related in rough linear fashion to system
margin m
C(m) = C0 + C (m-R0 )
C = C0 + C[- a In (LOEP/LOEP a )]
C(LOEP) = C0 + C ln( a)
LOEP
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CHAPTER 5
THE BENEFITS THAT RESULT FROM ELECTRIC
POWER SYSTEM RELIABILITY
5.1 Framework for Analysis
Reliability of electric power supply is one of the
quality indices of electric service. Presumably, the more
reliable the service becomes the more money consumers are
willing to pay for it. The converse of this proposition (i.e.,
the less reliable, the less people are willing to pay) is a
fact and it is reflected in the lower fees that utilities
charge for interruptible service contracts. In this chapter
we will identify and discuss the kinds of reliability benefits
that accrue to the various consumers of electricity. We will
also show that some benefits also obtain to the producers,
i.e., that the investment in reliability allows for greater
sales of power, thus recouping some of the investment. In the
remainder of the chapter, we will discuss the issues involved
in evaluating the benefits discussed.
No one questions the fact that there are societal
benefits to having a more reliable electric power system. The
real problem is how to compare those benefits to the costs
involved in producing the benefits. Before we begin to evalu-
ate the benefits we need to develop a framework for identifying
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what we
do they
actions
systern.
fits due
Systems
shall call benefits and why, as well as what and who
accrue to.
The first point to be made is that benefits accrue to
that are taken with respect to the reliability of the
In this work we want to focus on discussing the bene-
to two different types of actions.
1) The action of expanding an electric power system
over time at reliability level r2 versus expanding
it at r1 and
2) The action of adding another generator unit to any
given system (see the figure below). Each of these
actions has its respective costs and only if an
action's benefits exceeds its costs will it be
advantageous to go through with it.
Expected Total
Present Value Cost Benefits for
Reliability (Capital Plus Operating) Reliability
S 1 r1
S2 r2
C1
C2
B1
B2
Figure 5.1 Comparison of Two Systems Expanded at Different
Levels of Reliability
Expected Total
Outset Value Cost
Cl
c 1
1
Benefits
B1
B'11
Figure 5.2 Effect of Adding Another Generator to a System Design
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Systems
S1
Sl+g 1
Second, we point out that the benefits accruing to a
given action can be thought of as the avoided losses that
would have been expected to occur had the action not been
taken thus causing the reliability level to be lower. For
example, we expect a higher reliability system at r2 to have
benefits larger than those of a system at r; the benefits
consist precisely of the smaller losses that can be expected
to accrue to S2.
B2-B1 = L1-L2 = (L2-L 1 )
AB = -AL
Third, we would like to comment on the properties of
the measures of benefits or losses. Although all we need for
the purposes of making a comparison of two actions is to have
a relative measure, we will find it useful to develop a mea-
sure which deals with the whole range of possibilities. How-
ever, we will qualify how valid our approximations are and
over what ranges they are most applicable. These measures
would ideally display the following properties:
1) As the system becomes perfectly reliable, the loss
measure should approach 0 asymptotically.
2) As the system becomes increasingly reliable, the
benefits of a given increase become smaller, i.e.,
the marginal benefits of increased reliability
fall monotonically as reliability increases.
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Figure 5.3
and Costs as Functions of Reliability
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After a certain point increases in reliability do
not substantially benefit the system performance,
and we note that
3) marginal costs for added increments of reliability
go up as reliability grows; i.e., there is always
the possibility of available capacity being smaller
than load and as expenditures continue to grow sys-
tem reliability asympotically approaches the per-
fectly reliable situation.
The argument for reliability expenditures has typically
been couched in the following terms, "the total benefits of
system reliability far outweigh those related to the additional
costs." There is no question that total benefits do exceed
total costs. The question is whether we have gone beyond the
point of optimality and have spent some money that has not
returned itself in benefits; or whether these benefits have
been improperly perceived and we have not spent enough to
reach optimality.
Fourth, the decision on what level of reliability to
plan for, and what other societal arrangements to make, should
be based on the economics of the situation as well as on ques-
tions of equity and overall societal intent. For instance,
rural electrification would never have been done had it been
based solely on an economic criterion. Another example that
shows the need for incorporation of other than strictly
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Marginal Benefits and
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economic criteria in policy formulation involves the mistake
that would be made if residential consumers were singled out
to solely bear the burden of blackouts because they seem to
lose the least in economic terms from an occurrence. However,
it is also true that were residential consumers to acquire
backup generation for home use they would:
1) not be able to make good full time use of them
thus not permitting efficient recovery of the
fixed capital cost component.
2) have to purchase small units thus foregoing econo-
mies of scale.
3) could not afford to keep skilled staff around to
maintain the machines and repair them.
4) and in a similar way not be able to defray all the
other fixed costs over a large amount of electric
production.
An aside here might be a useful illustration. Many run of the
river plants which are smaller than 1 M.W. have been paid for
for years and yet are being closed down. Why? There are no
fuel costs and no capital costs. However, there are mainten-
ance and operator costs which when allocated over the plant
output make this power uneconomical.
5) Enforcement of environmental regulations would be
made increasingly difficult by the growth in the
number of emission sources. Because of the rea-
sons above it would not make good sense to push
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all residential consumers in the direction of
acquiring backup. Instead it might make better
. -
sense to require those who could use backup effi-
ciently (although they would lose most in blackout
situations without backup) such as industrial con-
sumers to install it and shed their load first.
In payment for this prerogative they might be
given a break on their service rates.
Fifth, it is important to note that there are non-
monetary as well as monetary benefits to increased reliable
electric service. Monetary benefits would include as examples
lower amounts of food spoilage due to blackouts and greater
amounts of productive non-interrupted work, among others.
Non-monetary benefits would include lesser amounts of social
inconvenience and lesser social insecurity, as well as a greater
flexibility of societal arrangement, than otherwise would be
possible. For example, more secure power would allow for cer-
tain forms of commercial and other societal activity which
would be economically marginal if they were forced to provide
it for themselves. In other words, provision of highly reli-
able service has economic spillovers, it comes "free" as an
additional bonus to those marginal types of enterprise. A
specific example of this would include many small establishments
such as butchershops, ice cream shops, etc., which would suffer
serious damages if the power supply were unreliable and yet
might not be able to survive if they had to provide their own
180
secure sources of ower.
The Issue of Voltage Reductions
In our discussion of the measures of reliability we
discussed the problem that one encounters when trying to de-
fine at what margin point does a loss of load event begin. As
we have said, load is shed whenever the spinning reserve cri-
terion of the system is violated, i.e., before load reaches
available capacity, although no customers would actually be
disconnected until the margin situation deteriorated further.
Therefore, it should be clear that there is a range of serious-
ness to loss of load events.
The most effective technique for accomplishing a small
amount of load shedding is the reduction of system voltage levels.
Before we discuss specific examples of the losses involved in
power disconnections we will make an aside to discuss the im-
portant issue of voltage reductions. There are two problems:
first, there is considerable question regarding the efficacy
of voltage reductions for reducing power load on electric sys-
tems over prolonged periods of time and second, voltage re-
ductions affect different types of electric uses differently.
In pure resistive applications such as incandescent bulbs,
the power consumed becomes the square of the fractional reduc-
tion, i.e., power = V2/R and if V' = .95V then power' =0
(.95)2Vo .9 P. This usually means that lamps grow dimmer
dryers don't dry and many such functions suffer decline in
181
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quality. In motor uses, usually the motor performs at less
efficiency at lower voltages, also more current is drawn and
one gets more motor heating and perhaps electrical insulation
deterioration; this becomes a real factor in curtailing life-
time in motors whose insulation is old and deteriorated.
Fluorescent lamp lifetime also deteriorates at lower voltages.
It is a fact that the Con Ed system today can effect
roughly a 5% load reduction through an 8% voltage reduction.
However, over long periods of time it is not clear that volt-
age reductions are a wise load reduction method. Many electric
devices are keyed to performance of a function and will there-
fore perform the same function at a lower voltage except less
efficiently while suffering higher resistive losses through
enduring higher currents. The prime example of such machines
includes the air conditioner; an air conditioner will work to
keep a room under its present thermostat indicated temperature,
if the voltage level is reduced the unit will stay on longer
while performing its job slower and at a less advantageous and
efficient design circumstance. Another example would be a
blender or an iron that would take that much longer to accom-
plish its job and so prove ineffective in reducing total load
and perhaps detrimental to the original objective if the job
could not be done without expending greater amounts of energy
than before over longer time periods of smaller power consump-
tion.
Voltage reductions also impair TV set images and can
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cause problems when operating machines that are designed to
small voltage deviation tolerances. The problem can become
serious when allowance is made for the fact that many buildings
wirings already place consumers at significantly lower voltabe
levels than nominal. Furthermore as voltage levels drop, con-
stant load uses will demand more current [for these uses
(current) X (voltage) is approximately constant] thus causing
further voltage drops along highly resistive wiring, and worse
yet, excessive heating up of conductors. Under certain adverse
circumstances this higher distribution current load due to re-
duced voltages could lead to reduced distribution network cable
lifetimes. It is believed that the excessive current loads
carried in some distribution network cables because of a few
cable failures was partially responsible, along with extreme
hot weather, for starting the chain reactions that brought
down several other distribution cables within the same bundles
in NYC in the summer of 1972.
In any case, voltage drops can be gotten around of by
many consumers. For instance, the smarter and wealthier cor-
porate consumers, who cannot afford large voltage tolerances
because of their computer systems for example, may purchase
automatic voltage regulators that would automatically boost
voltage to nominal levels whenever reduced by the utility.
One unexpected result of our analysis is that in the long run
voltage reductions themselves would become more inequitable
in that they would impact on a specific societal group. We
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should summarize our discussion by saying that up to 3% volt-
age reductions are probably harmless although it would probably
not be wise to use them continually as a matter of policy
(especially because of distribution cable deterioration).
5.2 Evaluation of Benefits
5.2.1 Benefits are in the Eyes of the Beholder
It is important to note
process we are describing works
figure below):
that the benefit valuation
in the following way (see
1) A more reliable electric network can be expected
to result in fewer loss of load situations of less
severe nature than one with lower reliability.
2) The valuation of this different expected physical
situation depends on who is differentially affected
and how by the new more or less reliable electric
service. The aluation also depends on each con-
sumer's alternatives and/or his personal tastes
and attitudes toward risk.
if reliability
goes from r
to r2
different physical
- shortage events
can be expected
these new expectations
4 have new values to the
consumers of power
Figure 5.5
Benefit Evaluation Process
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The point to be made is that the valuation of the bene-
fits, indeed what can be considered as a benefit, depends on
who is at the receiving end of the electric service, the con-
sumer.
5.2.2 Examples of Losses from Lower Reliability of Service
Several specific examples of load shedding losses fol-
low; please keep in mind the points made in our previous dis-
cussion about benefits:
1) Residential consumer in central city 10 hour
blackout:
This fellow suffers a hot stuffy day without air con-
ditioning (a/c) if he has had an a/c; his refrigerator goes off
and there is partial food spoilage, also the freezer section
might thaw and some further spoilage occurs. He- is inconven-
ienced and may not be able to cook his food or iron, wash or
dry his clothes. Also he may find it impossible to watch TV,
listen to radio or do some work by table light. If he lives
in a multifloor dwelling he may be endangered by the lack of
lights in hallways, or staircases and the malfunctioning of
elevators. Anyone with electricity powered life support equip-
ment such as an iron lung would be endangered.
2) Residential consumer in the "boondocks";
The same things occur as to the fellow in the city,
however, this one is used to it happening and has made provision
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for the next time by having candles available, food ready when
it may happen, etc. The only real large difference is that he
knows what to do and is prepared to withstand it at an accept-
ably low cost while being inconvenienced. His counterpart in
the city will be able to adapt similarly in most ways if pre-
sent unreliable practices continue as indicated in an article
on backup power supplies in the December 1971 issue of Popular
Mechanics.
3) Tall building in central city, white collar workers,
a 5 hour disconnection:
The damages are much more extensive. First, much use-
ful work is lost, although depending on how the residential
customer values his leisure time and the inconveniences caused
by a power loss, this component of total losses may be balanced
out on a per person basis. If the situation lasts long the
building may be evacuated and the whole remainder of the day
lost for work.1 If people return to work later, the duration
of the situation is a lower limit to the time spent without
because there are time delays for evacuating and returning to
a building. Of course, the worker efficiency in the time
spent on work may increase or decrease depending on whether
1Studies by the Canadian National Research Council show
that the evacuation of a fifty story building takes roughly two
hours and eleven minutes. Source: National Observer, October
21, 1972.
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they complete nearly the same amount of work they would have
if nothing had occurred.
Second, a tall building without electricity is a very
dangerous place. In order to evacuate, many stories must be
descended and crowd hysteria may set in and some people may
be harmed or asphyxiated on the way down. If anyone has a
heart condition or some other sensitive condition, he may run
the risk of aggravating it. Also, fire hazards become more
serious, and water systems lose pressure and do not deliver
water to the higher floors causing potentially dangerous situa-
tions and great inconveniences.
Third, because of the synergistic nature of city
activity the losses may extend to other companies and people
who interact with the buildings whose service has been inter-
rupted. It should also be noted that it is very difficult to
partially disconnect city networks and localize the blackout
because of their highly interconnected nature. Because of
these reasons, if service disconnections become-much more
common, there will be legislation created requiring the instal-
lation of backup reserves beyond presently required emergency
lighting systems that generally run off batteries.
4) Regular commercial property:
There are several types of commercial properties that
would be affected. One example is that of the Aqueduct race
track in New York. On a recent blackout day, it had to close
down and lose that day's revenues while still having to pay
187
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its employees. The caterers had to throw out their food while
still paying their employees. Another example was provided by
the many butchers in New York City who complained that they
had lost meat through spoilage.
5) Industrial load disconnected for 5 hours:
It may be that the industry has interruptible contracts
and has thus planned for such situations; if they have no back-
up power they may suffer a loss of production during the period
and hopefully the costs thus incurred are balanced by the lower
rates they pay for their power. If they have their backup
power they must expect that these losses will occur often
enough to make the investment worthwhile. Whatever the situa-
tion, industries usually have the expertise to acquire the
best combination of circumstances at the right costs so that
this sector would probably be the least negatively affected.
As we previously mentioned, they probably even have the re-
sources to protect themselves against a voltage reduction, if
the maintaining of nominal voltage levels is of importance.
If electric power is important to proper operation, such as in
the aluminum industry where molten metals would have to be dis-
carded, work in progress losses rather than employee time loss
would force them to install backup power.
6) Public sector disconnection:
Sewage and water supply plants may be dropped off line
with consequent unprocessing of sewage and loss of water supply
pressure.
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7) General public effects:
Serious breaches of public order and safety may occur
if traffic signals and other such systems, such as police and
fire, do not properly function because of power loss.
Our goal in this section is to develop a clear notion
of what could be called the benefits of a more reliable power
system and to prepare a catalogue of what they are to the dif-
ferent consumers of power. When faced with the prospect of
having to implement a load reduction, the electric company will
probably be faced with disconnecting groups of these at a time
and will not be able to easily segregate them out according to
each situation; however, it will be possible to improve such
area selections by thinking of each area disconnection in terms
of the sets of activities within each option that are distrubed.
5.2.3 Basic Variables that Affect the Valuation of the Bene-
fits of Increased Reliability
The valuation of the benefits of increased electric
power reliability depends on two basic issues:
1) The new expected loss of load situations; i.e.,
the new probabilistically described physical situa-
tion. These include shortage situation descriptors
such as:
a) time of day
b) time of week
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c) time of year
d) the duration
e) the frequency of occurrence
f) the seriousness of the event, i.e., a 3%
voltage reduction or a 50% blackout
g) the warning given beforehand.
2) The customers affected and their reactions to the
loss of load situations. Their reactions depend
on:
a) for each customer his own expectations of the
new loss of load situation
b) his valuation of these expectations
1. the cost of his alternatives
2. the preparations he has made
3. his attitude toward risk
4. his capitalization rate (the benefits
occur over time)
5. the inventory of specific tasks that are
impaired and how severely
c) non-critical
d) critical (they may affect his, or overall
public safety)
1. communications (radio, TV, etc.)
2. transportation (railroads, subways, bridges)
3. street lights
4. hospitals
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5. water supply
6. sewage treatment plants
7. police services
8. fire services
9. high rise buildings (e.g., fire hazards)
10. life sustaining apparatus (e.g., iron
lungs)
11. important record bearing computer systems.
Note that the benefits to each customer depend on his
valuation of the new situation regarding uncertain loss of
load events. It should be clear that there is no way of know-
ing what the actual benefits might have been; money is to be
expended to improve the expected, but uncertain, future events.
Finally, overall societal valuation depends on the
number of individuals in each class. A sum over all different
classes affected, weighted by the amount of the effect will
roughly give the desired result.
In order to facilitate this task, it will be necessary
to classify the consumer sector into a reasonable set of groups
each of which would tend to value a given reliability increase
in the same fashion. This classification will also be useful
in that it will be helpful in isolating which users are most
hurt by lower reliability levels of service. If a loss of
load situation occurs, a precondition for optimal handling is
that those who are least hurt by a loss of load be disconnected
first (if they are always to be lower in priority of
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disconnection their rates should reflect this); the informa-
tion so derived will then be useful to help determine prior-
ities for a loss of load management system and to help provide
long term guidelines for steering those users, who can least
afford poor service and who can make best use of backup sup-
plies, toward acquiring them.
The information could be displayed by constructing a
matrix that would list the types of occurrences along its
column headings, list the types of customers along the row
headings and enter the numbers of people affected.and the re-
spective amounts in each entry. See the figure on the next
page.
As an example, we will sketch out the differences be-
tween rural and central city consumers. Rural and outlying
area consumers have always had low distribution system reli-
ability. This fact means that these consumers have accommo-
dated themselves to this fact of life and they have probably
purchased lanterns, to prepare for the lack of power when it
comes. It also means that they probably have gas or propane
stoves and probably depend on oil or other in situ heating
systems; if the winters tended to be extremely cold they would
almost certainly avoid unreliable electric heat service. When
a power blackout comes, they are inconvenienced and placed in
some danger through the lack of neighborhood lights facilita-
ting robberies, etc., and decreasing maneuverability. The
question naturally is how come the electric company has given
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them this lower reliability? Simply, society has decided that
the cost of upgrading reliability of service to outlying com-
munities is not worth the benefits produced. There has been
no formal analysis of this but it is easily seen that the cost
of providing service to rural consumers (even at this lower
level of reliability) is much higher than in a central city
due to the ability to spread the costs to the latter group
over much higher sales of power. This is true because lightly
loaded lines are not fully used to their limits and because
there are economies of scale at higher line voltage levels
that can be obtained if many customers are served in a small
area at small incremental transmission cost.
If this service reliability were increased, the bene-
fits to this type of small rural consumer would include reduc-
tion of inconvenience and possibly some lower out of pocket
costs due to avoiding expenditures on lanterns. Another advan-
tage would be the greater flexibility provided to the consumer
in the way of making electric appliances real alternatives to
oil or gas fueled ones.
It should also be clear that facilities that "need"
high reliability electric power would not settle in rural low
reliability areas unless it were somehow economic to provide
that reliability, e.g., an aluminum plant might settle near
the power grid in a rural area so as to minimize the costs in-
volved in transmitting from the grid to itself in order to
obtain reliable service.
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.It might be safe to assume that lower bulk power reli-
ability would affect these customers little since they have
adapted as much as possible to the much more significant low
reliability distribution network. It is also probably safe to
assume that expenditures will not be made to significantly in-
crease the distribution system reliability.
On the other hand, the central city presents quite a
different situation. Intricately interconnected societal ar-
rangements in central cities require highly reliable electri-
cal power. The highly interconnected networks in cities
reflect this need and as a result distribution system failures
are much less frequent than in outlying areas. These areas
are presently particularly incapable of successfully coping
with power blackouts and there is evidence that it would be
difficult to adapt over the long term to lower reliability
situations except through procuring reliability through other
means such as partial load emergency backup systems that
would keep a minimum level of critical facilities running.
There are many reasons for this inability to adapt;
they include issues involving the problems in tall buildings
all the way to traffic signals in core city areas and the pro-
per functioning of electrified mass transit systems. Elevators,
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lights and space conditioning systems may fail in tall build-
ings leading to extremely uncomfortable and unsafe situations
which may include lack of ventilation and air, and mass hys-
teria as crowds try to evacuate a building without quick exit
facilities. If a fire broke out under these circumstances it
would be impossible to quickly and safely evacuate the build-
ing. In addition water pumps that carry water to the higher
floors may stop working thus leaving these floors without
water.
At the minimum these buildings would have to be pro-
vided with emergency backup systems to operate these few vital
functions such as emergency lights, and elevator egress sys-
tems. If the business deemed it worthwhile they may go all
the way toward providing backup capacity for a couple of days
worth. This decision would depend on the value the business
placed on continuing operation rather than just providing for
safe evacuation. This in turn would depend on how much the
business' operation depended on others also functioning; it
would be useless to stay in operation if one's customers did
not come around.
There is some fear that such requirements would "make
building uneconomical and drive the construction industry out
of New York City". It should be pointed out that to provide
safe evacuation would cost little as a percentage of total
building costs, and provision of further backup would depend
on the particular building's need to keep functioning throughout
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the disturbance. For example, 50kw should be sufficient to
keep an elevator running and this involves a capital cost ex-
penditure of roughly $10,000.
However, there is a significant question of public
policy: to what extent should buildings be exposed to loss of
load risk? A possible consequence of present policy is that
most would be equipped with backup power systems. Would it be
wise to require that this great an expenditure be made?
Other problems would also occur in the central city;
among them, traffic signals may not function and traffic con-
gestion (slowdowns in any event) will result. In addition,
street conditions may become unsafe if the loss of power occurs
during nighttime hours (very unlikely) and further damages are
possible if the situation occurs during rush hours which are
the peak hours of use and thus most vulnerable to shortages.
It is safe to say that there are users and uses of
electric power who would require continued high reliability of
service and there are others that will not. There are many in
between that will react to change in reliability of electric
service by modifying their practices; these users will weigh
the pros and cons and decide whether or not they should obtain
backup service, change their practices or simply endure the
new situation. All of these actions will be taken based on
some evaluation of the costs and benefits of each considered
alternative. There is no a priori way of knowing how people
will react to lower reliability electric service, we can only
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make estimates based on reasoned arguments. We will attempt
to lower and upper bound the value of these benefits, i.e.,
the benefits are at most worth what it would cost the customer
to install reliable backup power (we assume the fuel costs of
producing the same number of kwhrs with the backup is higher
than the consumer's marginal electric bill cost and so we as-
sume he would continue to purchase electricity). He may go as
far as purchasing an interruptible contract from the utility
if the discount were large enough to cover his hours spent in-
terrupted while producing higher cost power and if the utility
found it economical to provide interruptible service. The
benefits will at least be worth the inconvenience and delay
costs, the foregone purchases of power and some measure of
losses due to improper appliance functioning, etc.
One of the contributions of this approach is that it.
helps to isolate those types of shortage situations which in-
volve the least social cost and thus it may be helpful in sug-
gesting approaches to designing least social cost blackout
management systems. It will be worthwhile to remember that
these management systems also cost money to build and operate
and this should be a factor in determining the "least cost"
system. This approach seems particularly valuable in that at
present utilities are designing automatic load shedding sys-
tems to drop 25% of load in serial steps in order to protect
system integrity against a cascading blackout. There are many
technical problems involved in proper design of these systems
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but very little atention has been paid to the serious ques-
tions of who should be dropped and how and when.
5.2.4 Long Run vs. Short Run; Marginal vs. Substantial Changes
in Reliability Levels
We are all acquainted with stories about property
losses which occur due to a power failure; commonly we find
that business sales are lost, man hours worked drop (represent-
ing a loss to the employer or employee), food spoilages occur
and many people are severely inconvenienced, in their homes or
in their places of work. These losses occur because society
has expected a certain level of reliability of service. If it
were widely known a priori that the reliability of service,
that which people had learned to live with, had suddenly become
lower, then consumers of power would arrange their affairs
trying to protect themselves so that losses were more accept-
able when power failures occurred. This is just an expression
of the fact that people tend to expect the service reliability
they have received in the past, when the level suddenly changes
windfall losses can be expected to occur.
If reliability of service were to drop, over the long
run people would adapt to their new situation; for instance,
fewer electric heating systems would be installed, more gas
stoves would be bought instead of electric ones, people would
purchase home lanterns and the sales of backup emergency
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generators for stores and larger buildings may takeoff. It
is also possible that new special purpose businesses will be
formed, such as purveyors of dry ice to keep refrigerators
cold and thus retard spoilage or insurers might go into busi-
ness to protect small and large businesses against such losses.
Over the short run, people would not be expecting fre-
quent power failures and they would therefore not deem it
worthwhile to protect against the "once in a lifetime" pro-
longed blackout. Therefore, if a series of serious blackouts
were to occur, they would be unprepared and thus suffer exten-
sive damages. However, once it became apparent that this was
the new state of affairs they would begin to adjust.
An example will help clarify what we are talking about
and also expose some of the limitations of this analysis.
Consider, for example, what occurred to the Aqueduct Racetrack
in Yonkers, N.Y. in July 1972. Power to the racetrack was in-
terrupted and it was claimed that they had sustained large
losses; does that one-shot loss warrant installation of backup
equipment? Obviously, the response depends on how often such
a "one-shot" loss is expected to recur.
A reasonable approach would be to capitalize these ex-
pected losses and check whether they were worth the investment
in backup equipment. We would assume the expected costs of
its operation over the period of interest would be small rela-
tive to the capital costs and further that it would not be
advisable for the Racetrack to obtain an interruptible contract
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thereby exposing itself to having to use their backup equip-
ment more often than desirable.
However, this reasonable approach may suffer from at
least one drawback if it is generally applied to all such
similar situations. Suppose, for instance, that the subways
that would bring people to the Racetrack were disconnected at
the time of their own system disconnection. It would then be
futile for them to install a backup reserve of any consequence;
their customers could not get there and at best a power reserve
may only help them save some of the caterers' food from spoil-
age if sufficient storage facilities were available.
In calculating the damages to a consumer of power we
conveniently neglected that just providing power for himself
would not alleviate the synergistic societal component of his
damages. This would indicate that this approach toward valua-
tion would understate the consumer's damages, i.e., the dam-
ages to the Aqueduct Racetrack are greater than just the cost
of providing emergency power backup.
In this work we will focus on ranges of reliability
targets that will not cause massive changes in society. Later
we will assume that all those who stand a lot to lose from a
power interruption will protect themselves in some way. There-
fore there will be no differential benefits because of these
consumers over the range of reliability target levels we con-
sider. In particular, we assume that in any case hospitals
and tall buildings will acquire backup, that computer users
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will install U.P.S. (uninterrupted power).systems, etc.
5.2.5 Distribution Reliability is a Limit on Customer Reli-
ability and Provides an Opportunity for Observing
Customer Reaction to Sharply Lower Reliability Levels
There is much experimental confirmation of what we have
just discussed. People in rural and outlying suburban areas
have much lower reliability service than those in the inner
city. This occurs because distribution reliability per cus-
tomer is terribly expensive to provide in low density, low
power consuming areas; this has led electric companies to pro-
vide economically practicable levels of reliable service to
these areas. Thus the companies have automatically limited
the overall standard of customer service to these sectors; the
distribution system reliability is the weakest link in the
chain and thus limits the reliability of service perceived by
the customer. If we neglect overlapping events which are very
unlikely, generation unreliability will be in addition to dis-
tribution system unreliability so that the marginal impact
will not be large compared to the marginal impact felt hen
distribution reliability is almost perfect, as in a central
city area. Although it is true that bulk power interruptions
tend to be of a different duration than local distribution
failures, we shall consider this difference unimportant.
Consequently, the rural customer has developed very
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different approaches to electricity use than the central city
resident in response t his lower reliability of service. Most
of these consumers have purchased lanterns for emergency use;
they shy away from electric heating and electric stoves and
electric water heaters. Other rural consumers who have a high
need for electric reliability, such as chicken farmers who
depend on electric heating for their chicken hatching rooms,
have purchased backup generating equipment and some have ob-
tained interruptible contracts from electricity companies that
enable them to recoup some of their investment in the form of
lower electric rates.
However, study of these limiting cases regarding sys-
tem reliability will provide an interesting and invaluable
source of information as a laboratory with respect to what
people may do if their power service becomes less reliable.
5.2.6 Customer Options: Interruptible Power Contracts and
Backup Supplies
Everything else equal, it would be optimal for each
consumer to purchase the level of reliability that he requires;
however, it is not possible to provide this option since the
reliability of the system is available equally, at relatively
low cost, to all those within a given area. But in the case
of larger consumers, electric companies usually give these
consumers a choice between regular and interruptible service.
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Interruptibles carry lower rates per kilowatt hour delivered
and are attractive to -those who can tradeoff these savings
against the costs of installing backup generation or against
the costs of accepting the losses when they occur. It's im-
portant to note that as the electric system becomes less and
less reliable the interruptibility option becomes less and
less attractive since it will in fact be exercised more often.
In any case, the contracts in existence for past expected re-
liability levels give us some indication of the relative bene-
fits involved and the potential for expanding interruptible
coverage although they reflect decisions made in times when
different expectations about reliability were held. For this
reason they should not be naively interpreted as a sign of
what people would do if they expected to receive sharply dif-
ferent levels of reliability. A manager might find one or two
possible yearly interruptions acceptable, and two or more
probable ones unacceptable.
A utility could use different types of interruptible
contracts to provide varying amounts of load relief. For
example, a utility could sell a contract which would offer
lower rates on the demand portion of the consumer contract
which was placed on interruptible status. The utility would
only find it worthwhile to offer this option to a certain class
of customer because of the additional control gear involved.
The customer's reaction to such an option would depend on his
particular circumstances. What is the basic problem faced by
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the consumer when he tries to decide whether or not to pur-
chase an interruptible power contract? To make this decision
he must decide whether or not the savings obtainable from his
lower rates would be sufficient to offset the additional loss
of load events he would encounter. It follows that in order
to make such a decision he must also have some reasonable es-
timate of how often he would be called upon to shed load.
What are the considerations he must balance? Basically
he must ask whether the rate savings offset the additional
losses for his taking a one year contract.
If (D-EUn)r-(D-EUi)i>(EUi-EUn)Z then the customer willn 1 ~'(fi n)
switch.
D - normal yearly demand in kwhrs.
r = normal rate per kwhr.
i = reduced interruptible rate per kwhr.
EUn = expected yearly loss of energy under the normal
contract.
EUi = expected yearly loss of energy under the interrupt-
ible contract.
Z = losses per kwhr of loss of energy.
We note that this is a minimal requirement (based on
the classical profit maximization approach) for the manager to
find the interruptible contract worthwhile and thus incur the
additional bother and draw on his time. Perhaps a more real-
istic approach would require that the manager find this
"project" sufficiently attractive (in terms of the other
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projects he could conceivably be involved in) to justify his
undertaking it, i.e., he would require a certain premium
before he undertook it.
Be that as it may, let us investigate what the equation
implies for the desirability of interruptible contracts given
certain parameter assumptions.' Assume that:
EUi .04D (say 10 days in the summer)
EUn .0lD (say 2 days in the summer)
~n
= 30r
what would i, the interruptible contract rate, have to be to
make it desirable to switch?
(D-En ) r- (D-EUi) i > (EUi-EU n )
(.99D)r-(.96D)i > (.03D)(30r)
.09Dr > .96Di
r > 96 i 10.7i
.09
It is clearly not worthwhile to the utility to bill a
group at one tenth the price. At this rate the utility would
not cover its marginal generating cost and this has to be a
lower limit on i.
If we assume i = r/2 which is probably the lowest it
could be, what would this say about the largest value of 
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which would make a consumer find the interruptible contract
attractive? 
.99Dr - .48Dr > .03DZ
.51Dr > .03DZ
< 17r
Therefore if is greater than 17r and this is a rea-
sonably low value for , a customer will remain with this
regular contract.
Interruptible contracts, then, do not seem to be a very
good source of load relief if consumers will not acquire backup
and have to endure the actual losses of load. Things change if
we consider the attractiveness of such a deal to consumers who
will acquire backup in any case. There are two broadly defined
kinds of consumers in this category: first, those, such as
hospitals, who cannot afford (because of possible lawsuits due
to criminal neglect) to be without power in any case and so
will not want to run the risk of depending on their backup sup-
ply and second, those who will be able to afford to rely on
their backup supply in order to save money on their normal
electric power bills.
If we assume that the cost of the backup supplies are
sunk, then the additional cost to the consumer during a power
loss is the differential cost he incurs while generating his
own more expensive power. If we represent the production cost
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of the backup power as PCB per kwhr, the previous equation for
desirability of interruptible status becomes
(D-EUn)r-(D-EUi)i > (EUi-EUn)PCB
and if
EUi = .04D
EU = .01D
n
PCB = 3r
then
.99Dr - .96Di > (.03D)3r
r > 1.06i
This result means that for these customers who can
afford to rely on their backup generation, acquiring an inter-
ruptible contract with a 20% rate break may be a reasonable
thing to do. If the savings are large enough (say 20% of the
annual electric bill) it might pay some consumers, who do not
have backup power, to purchase some backup supplies.
While discussing these possible policies we should
realize that there is a connection between the break in rates
that can be given for interruptible contracts and the cost to
the utility of providing the additional generation in house.
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Both policies, that of creating interruptible contracts and
that of buying additional generation capability, have costs,
and that in order to ensure a non-wasteful use of societal re-
sources much thought should be given to the level at which to
set interruptible rates. Even if we neglect the effect of
distribution reliability on the two broad approaches above, we
believe that it will not be possible to give a clear cut ans-
wer to this problem because it is not possible to tailor fit
the quality of service to each consumer, and therefore the
marginal costs of interruptions to differing consumers will
vary widely.
Instead of procuring peak load relief through offering
lower rates for the right to interrupt supplies during peak
load hours, we might consider obtaining the relief by imposing
a peak load consumption surcharge. These are obviously sym-
metric approaches although they seem to have different side
effects. We do not know too much about the effects of these
policies and we will not deal directly with these problems to
any extent in this work.
In the appendix we will treat a related question: if
we can reduce the peak load forecast by A through peak load
surcharges or through granting interruptible contracts, how
much of a cost savings can be realized in total system opera-
tion costs given that we want to maintain a given reliability
level? Clearly, the lower forecasts will now require lower
expenditures to meet the same reliability target levels. To
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the extent that most of system unreliability comes from peak
loads, there will be significant possible savings.
If daily peak load duration curves have been used to
measure system reliability a reduction in the forecast peak
will have a stronger effect on system measures than if hourly
load duration curves have been used.
We do not deal with the effectiveness of a given policy
toward achieving a forecast change. This problem is outside
the scope of our work. To give the reader a flavor for the
complexities in answering these questions consider the effect
of imposing a peak load consumption surcharge. Let us assume
that there are no problems with regard to letting the consumer
know when it is in effect. Clearly the consumer will now be
forced to economize. However, it is altogether possible that
his elasticity of consumption during peak load hours is very
small compared to his elasticity during off peak hours; the
result may be that he will continue consuming during peak hours
and economize during off peak hours thus aggravating the
"Peakingness" of the load duration curve. This is only one of
the problems associated with gauging the effect of such poli-
cies and it is clear that we need further research, including
controlled test experiments, in order to resolve these problems.
5.2.7 Historical Attempts at Valuing the Reliability of
Electric Service
Historically, it seems to have been assumed that the
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value of the reliability of electric service was much higher
than the costs involved in providing it; we do not dispute
this contention in the large, however, recent events have in-
dicated that this conclusion has come into question, especially
with regard to environmental questions, and it is thus worth-
while to examine precisely what are the benefits of reliable
electric service and what would be the effects of a less re-
liable level of generation reserves, who would be affected,
how and how much. It has also become clear that conditions of
low excess capacity will continue for some time, that there
may be efforts to curtail the historical growth of electric
consumption and that new pollution control equipment will re-
quire more electric energy; this probably means that past
trends are likely to change in unexpected fashion thus causing
potentially dangerous situations if society does not properly
adapt to the new conditions which are liable to be forecast
incorrectly.
Our lack of proper preparation is clearly demonstrated
by the almost universal lack of public urban contingency plans
if power shortages occur as well as by a lack of efforts to
determine what changes are to be made in planning processes
given the apparent new equipment delays and equipment unavail-
ability the NERC has reported. The FPC has asked that these
plans be prepared but the only ones at present that have had
public scrutiny are those of New York state.
As we previously discussed the NY PSC has initiated a
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set of hearings to determine the public interest in designing
the management of power shortages; in particular, the immed-
iate objective was to determine a set of procedures the single
electric utilities as well as the NY Power Pool would follow
in the event of a loss of capacity and subsequent curtailment
of load, the second objective was to discover and initiate
changes in the planning process that would relieve the pres-
sures on the future electric system. In connection with the
latter objective, the examiner recommended that no new con-
struction be allowed to connect to the Con Ed system and thus
be obligated to provide for themselves; this was later modified
by the Public Service Commission Staff's recommendation that
no new building commercial establishment be allowed to connect
into the power supply. Both of these recommendations were re-
jected by the Commission and they decided to allow management
of load curtailment by rotating the blackouts among primarily
residential areas.
In its testimony, the NY PSC was presented with two
estimates of the losses involved in loss of load events; one
of these was developed by the New York City Economic Develop-
ment Administration (NYCEDA), the other by the chief economist,
Olaf Hausgaard, of the NY PSC. Both of these estimates were
approaches to quantifying the losses suffered if power were
disconnected without great prior warning, with primary concern
given to commercial areas. The NY EDA based its calculations
on an assumed network disconnection in mid-Manhattan. It then
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calculated the number of workers affected, multiplied by their
salaries and assumed this worker output would be lost if there
was a disconnection. This figure amounts to $2.5 million per
hour of disconnection but it disregards the fact that if this
were to occur often enough, management would build their own
backup plant and thus probably avoid the major part of the
losses.
The second calculation provided by Hausgaard of the
PSC, is more sophisticated but it too predicates its estimates
primarily on the basis of manhours of work lost. This calcu-
lation yields a figure of $2.17 million per hour of losses if
5 percent of the State's work force were impeded from fulfill-
ing their jobs because of power reductions. Again, this figure
has some merit in that it tries to compute the marginal impact
of one more loss of load event at a given overall reliability
level; however, this is not the calculation we are after to
determine the cost of a step change in the reliability of ser-
vice level, i.e., the question is how much will these blackouts
cost in the long run after management and private parties adapt
to the new conditions. The above computation has further dif-
ficulties in that the hours on the job may be less or more
efficiently spent depending on the nature of the job, and the
evacuation and return time may be much larger than the actual
shortage duration. Also, the above calculation does not ac-
count for non-monetary losses such as danger, anxiety, etc.,
and Hausgaard acknowledges and emphasizes their importance.
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Finally Shipley, Patton and Denison have published a
paper Power Reliability Cost vs. Worth" which was presented
at the 1972 IEEE Winter Power Meeting. In the paper they sug-
gest that the cost of interruptions is linearly related to the
GNP, i.e.,
C = k(l-A)
where A is the availability, C is the cost and k is the GNP.
The assumption is made that if availability is perfect the
cost is 0 and if availability is 0, the cost is the total GNP.
They then capitalize these costs (we call them losses) for
comparison with the costs to provide a kw of capacity. Their
optimal availability is given by that at which the derivative
of the total costs (= system investment costs + capitalized
interruption costs) is equal to 0. The paper is extremely il-
luminating in that it shows the issue is at least alive among
engineers and secondly, because it suggests, controversially,
that present availability levels are too high from an economic
standpoint.
5.3 Construction of a Benefit Function
Up to this point we have discussed and analyzed the
general problems that any benefit function would have to deal
with. In Chapter 3 we showed that LOEP, an energy shortage
related measure, was probably the most reasonable reliability
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measure to use in spite of its shortcomings. In this section
we will present techniques for relating the losses suffered
because of loss of load incidents to the expected amount of
energy sales not made because of the unavailability of genera-
tion capability.
We will speak of the benefits of one system over those
of another as being equal to the difference in losses suffered
by the latter over the first, i.e., AB = - AL. Also we will
have to discount the differential flows over time in order to
arrive at a net present value of benefits versus costs. The
need for this comes about because the money that will be in-
vested now in generating capability could be used to produce
greater amounts of money in future periods.
What are the kinds of losses that accrue to poor sys-
tem reliability? Let us examine this problem sector by sector
and see what we are talking about. The residential sector
does not really suffer financial loss most of the time, i.e.,
what this group suffers is inconvenience, discomforture, delays
in performing certain chores. If the LOL is long enough they
might also suffer food spoilage. This sector loses "leisure
time" enjoyment if the enjoyment is intrinsically connected
with the availability of electric power gadgets.
The commercial sector may suffer lost sales over a
period of time if some of the sales that were not made during
a blackout never materialize. There is some argument over the
validity of this point. It often comes up in discussion of
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state Sunday blue laws which curtail shop openings on Sundays.
(It should be clear, though, that Sunday openings could allow
better capital equipment use thus making the economy more ef-
ficient.) If sales are just delayed, but not lost, it would
follow that this sector would not lose anything. If, on the
other hand, delays result in customers switching their pur-
chases to firms which are not blacked out, there will be no
net loss but a real impact on the blacked out establishments.
Also, commercial outlets may suffer inventory spoilage which
in some cases may be rather significant (ice cream, meat,
flowers, etc.).
The industrial sector might also suffer these inven-
tory losses (either raw material or finished goods inventories)
but they will all have to incur wage costs which will not be
returned to them in the form of produced goods. In other words,
a factory will have to pay its employees regardless of their
production and in fact will have to pay them overtime to make
up production targets.
5.3.1 The Issue of Acquisition of Backup Capability
Each consumer clearly values his power at least as
highly as the cost that he would be willing to pay for it had
it been available. It is also clear that many consumers will
go so far as to install backup generation reserve to obtain
the power, especially when the cost of power is a small
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component of total costs and is indispensable for successful
. a>
completion of a given task. It follows that, at the highest,
the value of power to a consumer will be bounded by his cost
of producing the power himself, i.e., the cost of producing
it with backup generation supply.
retail cost of the power < value of benefits of x kwhrs <
cost of least expensive option to produce the power on his own
Every consumer has the option of installing backup
power, however, many will not do it because:
1) the backup expenditure must be made now, and the
benefits will appear in the future and they may
have a high discount rate.
2) they decide they can afford the uncertain losses
they estimate they will incur relative to the cer-
tain expenditure they must make to avoid them.
They are risk seekers or rather, not sufficiently
risk averse, and would rather take their chances.
There may be other less obvious societal effects due
to the reduction of levels of reliability of electric power.
Consumers may start shifting their preferences away from elec-
tric appliances such as stoves, dryers and electric heaters to
gas or oil operated ones; this is what has occurred to people
who live in areas of low service reliability. There will also
be a tendency to cut down on the feasibility of social arrange-
ments; for instance, many marginal businesses which need
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reliable service, say for refrigeration purposes, but who can
not afford to buy backup will probably be unable to locate in
such areas over the long term. This fact essentially means
that in the past these have been spillover benefits given to
these small consumers in urban areas which have been received
without their paying extra for them since the marginal cost
of providing the same reliability service to these consumers
as well as to other larger ones was nearly zero.
What are the costs involved in acquiring backup and
how would a consumer analyze his purchasing decision? Costs
for backup diesel generators are in the range of $200/kw. If
we assume that reliability is sufficiently good so that a small
amount of backup energy is generated throughout the equipment's
lifetime, we can assume that the generating cost differential
between backup power costs and the regular electric rates is
not a significant factor in the decision. The dominant costs
then consist of the capital costs plus maintenance charges
that must be undertaken if the equipment is acquired. It is
simple to see that for a small consumer, fixed overhead costs
such as maintenance charges make the investment quite expen-
sive in terms of a per mwhr charge. Also, it is easy to see
that small load factor users will find the capital costs a
rather expensive luxury. If we assume a fixed charge rate of
15% and maintenance costs of $20/year we obtain a total yearly
cost of $80 for a 2kw generator (@ $200/kw)
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[yearly cost = (.15) (200)(#kw) + 20]
which would be sufficient to keep essential lights, and tele-
visions running (an air conditioner requires somewhat higher
than 1.5kw to operate) in an average four member household.
At present, this household, on the average, consumes about
$200/yr of electricity. It follows then that it would cost an
average 80/200 = 40% premium on electricity rates to obtain
limited and imperfect protection.
On the other hand, a high load factor consumer with
large consumption might wish to protect 50% of his capacity
with backup. In this case we can assume fixed maintenance
costs are small compared to the capital costs and the premium
per kwhr consumption is
yearly capital costs of bckup (.15)(200)(.5)
total yearly consumption (8760)(20mils/kwhr) (load/factor)
and if the load factor is about 50%
the premium 15 876 17%87.6
We learn from this that small consumers will probably
not obtain backup but large ones with high load factors will,
if interruptions are costly with respect to-the cost of power
itself.
If even a small number of loss of load events is ex-
pected, there will be many users who will find this cost
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unacceptable and they will then have to provide for backup sup-
ply for the portion of their load which they consider critical.
These customers include hospitals, police department communi-
cations networks, traffic signals, tall building critical
egress facilities (emergency lighting and elevators at least),
radio networks, electrified mass transit and petrochemical and
aluminum manufacturing plants among others.
There are also many other users of electric power who
need high quality electric power, i.e., power which is very
close to the nominal 60 cycle-120 volt power on a single cycle
basis. Computer installations need this kind of high quality
electric service and it is clear that it would be senseless
for the electric company to deliver this high quality power
throughout its system, most users do not need it. The same
argument can, and probably will, be made regarding interrupt-
ibility of electric service.
In order to protect themselves, users such as computer
installations have purchased "uninterruptible power systems
(UPS)". Each user has to decide how much of their load they
want covered and for how long. For instance, they may keep
the computer power on a UPS and the air conditioner that cools
the computer on a backup diesel generator. There are two
basic UPS arrangements: one is a solid state device and the
other a mechnaical device. The former consists of a rectifier-
battery-inverter assembly which in effect buffers the computer
from irregularities in the incoming power. The mechanical
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device consists of a motor generator which drives a flywheel
that stores energy, when the incoming power deviates from the
standard,the flywheel releases some of its stored inertial
energy.
5.3.2 Total Losses Will Depend on How the Unserved Energy is
Apportioned
A consequence of basing our analysis of system losses
on unserved energy is that the overall B(LOEP) for a given sys-
tem will be a function of how the EU = LOEP(Eto t) is appor-
tioned among the different types of consumers. For instance,
it would be possible to always curtail service to only one
group of consumers rather than spreading the loss around evenly.
This is the crux of the loss of load management problem: who
and how often should one group be called upon to curtail load?
Since this involves taking from some and giving to others it
has become a political problem as well as a technical one.
New York State has held public hearings to determine satisfac-
tory loss of load procedures and they have concluded that
residential areas in Queens be the first to be actually dis-
connected for New York City curtailments.
What are the problems in determining the optimum con-
ceptual treatment of this problem and what consequences does
this have on our B(LOEP) function? From an overall societal
point of view it would be best to pick the loss of load
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management scheme that minimized total losses. On first blush
one would have to conclude that this would imply that residen-
tial consumers, those who have no loss of output to show for
their disconnection apart from their anxiety and inconvenience,
should be curtailed first. Things aren't so simple though, it
may be that residential consumers' inconvenience should be
valued at the equivalent value of their time had they used the
time for working. It is a well known problem that GNP calcu-
lations include the value of maids' work while not counting
the same value if it is provided by housewives who do not get
paid for their work. To assume residential losses would be
very small might incur the same bias.
One reason that many residences will not install backup
is that it would be significantly more expensive for them to
acquire it than it would be for commercial or industrial con-
sumers. It would be reasonable to ask whether the latter two
should shoulder more of this burden since it would be easier
for them to purchase the backup. The upshot of this may be
that although the effects of a curtailment are worse on indus-
try than on the residential sector, it is much cheaper for
industry to provide for backup than it is for the residential
sector. It therefore seems that the decision on who to curtail
and who should acquire backup should not depend only on whose
losses are smaller but also on who can best afford to protect
themselves.
The process of obtaining an overall societal optimum
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will allow for later reapportioning the additional benefits
that have been received; our first objective should be to make
the pie larger (in the Pareto sense) so there is more to share.
Many societal problems, though, get hung up on the redistribu-
tion question. For example, if the industrial and commercial
sectors are going to have to bear a greater responsibility for
absorbing curtailments, they they should be rewarded. How
much of a rate break should companies be offered for them to
absorb the responsibility? It is extremely hard to get agree-
ment to this question even on strictly cost of service groundsj,
and because of this fact the overall approach is usually dropped,
and each participant focuses on keeping their present pattern
of service undisturbed.
5.3.3 By Assumption Losses are Linearly Related to Unserved
Energy
Our basic assumption for valuation purposes is that
customer losses are linearly related to the amounts of energy
unserved because of generation capability insufficiency. There-
fore what we seek is a valuation method based on:
1) how much energy will not be delivered to each cus-
tomer because of insufficiency.
2) how does each customer value that energy which is
not served.
Our linearity assumption is really only good over ranges
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of energy curtailment which are small relative to consumer
needs; i.e., if losses are great enough that it pays the con-
sumer to obtain backup generation the loss function saturates
at this point. This does not seem to be a problem over the
ranges of LOEP we will investigate.
How much energy will each customer be docked depends
on EU and on the form in which EU is distributed among the
customers in the system; for instance, the bulk of the curtail-
ment may be assigned to residential consumers. The system
LOEP can be found from the Etot forecast and the U for the
period and vice versa.
What is the proportionality constant in the linear re-
lationship between energy unserved and customer losses? We
make the assumption that the percent of energy unserved causes
a like percent of total wages to be lost and therefore the pro-
portionality constant iS the total amount of wages in the
investigated period. For example, if we consider a factory
which pays a yearly wage bill of one million dollars and con-
sumes two million kwhrs, the loss per kwhr interrupted is
$.50/kwhr lost, and the losses for that year in terms of LOEP
are:
61) Losses for the first year L(LOEP)=LOEP.10 $.
2) Losses (EU)=$.50/kwhr unserved for year 1.
This is a computation of the losses to this factory
if the LOEP is at this level. However, we know that because
of load shedding priorities, different parties will receive
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different quality of service. The question is how will the
energy unserved, EU = LOEP-Etot, be distributed. At worst it
will all fall upon the sector that suffers the most from loss
of load events and at best on those who suffer the least, i.e.,
the proportionality constant must lie somewhere in between these
values
kL < k < kU
We previously discussed that L(LOEP) should saturate
as the system approached LOEP=O; for the purposes of investi-
gation of LOEP levels between 10 2 and 10- 5 we will assume that
L is a linear function of the LOEP level.
There are other problems with our approximation. On
one hand, this function underestimates attendant losses because
the effects of a loss of load event linger beyond the duration
of the LOL event; for instance, people working in a building
which has to be evacuated because of a loss of load will not
be able to immediately resume their work. On the other hand,
this function overestimates losses because it assumes that con-
sumers will keep their average output per kwhr constant
throughout time whereas they are bound to become more efficient
when they are reconnected thus reducing the losses calculated
when using the linearity assumption. Losses are also overesti-
mated because loss of load events do not cause actual customer
disconnection until system load has gone a few percent beyond
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available capacity because of possible load relief tactics
available to the system operator.
Note that we are relating losses to EU, and that a
problem arises if we carelessly relate losses to system LOEP
or if we do not take care when computing the loss factor per
kwhr interrupted. Most production takes place over the day-
time hours; thus, it would be incorrect to associate all wages
to all kwhrs produced. For the sake of convenience, and for
the purposes of estimating an approximate relevant factor, we
will assume that wages are related to that energy production
which occurs during daytime hours, and this is how we will
compute the proportionality constants for the L(LOEP) and
L(EU) functions.
Also note that the use of either an hourly load dura-
tion curve or of a twelve hour load duration curve (the hours
between 7:30 a.m. and 7:30 p.m.) will yield approximately equal
EU measures but probably twice as great LOEP measure in the
latter than in the former. This is natural because the former
only covers half the hours. Since most production occurs in
the twelve hours of peak daily consumption, it is the percent
of energy sales unserved for this LDC that determines the per-
cent of wages lost. Since the losses occur over time, we use
a discounting technique to compute their present values.
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5.3.4 The L(LOEP) Expression
The losses in period i are equal to the percent of
energy sales unserved in period i multiplied by the total wages
in period i.
Li (LOEPi) = LOEPi (W i)
Then for a system expanded over thirty years at a given LOEP
30
L(LOEP) = Z (LOEP) W (l/l+d)'
i=l 1
If wages are rising at a yearly rate g, the total pre-
sent value of system losses due to unserved energy can be
expressed as
20 i
L(LOEP) = (LOEP) W1 1E l+d) (eqn. 5.3.4.a)i=l 
we use 20 years because the N.Y. Power Pool Study covers a 20
year period.
Note that if LOEP2 = a LOEP1, and system 2 is more re-
liable than system 1, i.e., a < 1, then L2 = a L1 and L2 < L1
as we expect.
Also note that instead of using wages as our propor-
tionality constant, we could use some other indicator that we
feel is correct. We can also turn the question around (as we
will do in our optimality analysis section in Chapter 6) and
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9ask how large this proportionality constant should be before
present reliability levels are justified.
Example
The Bureau of Labor Statistics in the U.S. Department
of Labor publishes yearly statisticsiby state and by industry
division, on numbers of employees on non-agricultural payrolls
and on average hours and earnings of production or non-super-
visory workers on manufacturing and other payrolls. It is
possible to use these figures to derive estimates, imperfect
as they may be, of wages paid in a given year in a given elec-
tric service area. Some states develop estimates of their own
figures and we will make use of some data assembled by the New
York State Department of Commerce in order to exemplify our
approach to the problem. Note that if reasonable wage figures
are not available it may be sufficient for the purposes of
analysis to estimate how much of a multiple should be assigned
to area kwhr sales to derive an alternative wage figure. For
example, if sales are $1 million, by assigning a multiple of
50 we may use a pseudo wage proportionality constant for the
L(LOEP) function of $50 million.
Our data from the N.Y. State Department of Commerce
covers the year 1969 and indicates that wages and salaries paid
9in N.Y. State in 1969 were close to 55 x 10 $. If we set g=4%
"Employment and Earnings" states and areas 1939-1971.
U.S. Department of Labor, Bureau of Labor Statistics.
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and d = 8% in equation 5.3.4.a (the wage growth rate and the
discount rate respectively) we find that in terms of 1981 dol-
lars
L(LOP ) ( 41 2 20 i9L(LOEP) = (1.04)12 Z (.963) (55x10 ) LOEP
i=l
9
= (1.6) (13.59)(55x10 ) LOEP
1200x10 LOEP
5.3.5 The L(EU) Expression
This formulation of the loss expression is especially
useful for computing the reduction in losses that a marginal
addition to a given system will yield. If we add an extra gas
turbine unit in year 1 of the plan, it will reduce the energy
unserved in each subsequent year of the plan by some amount,
AEUi. If L is the losses per mwhr unserved then
L(AEU.) = EUi (L)
30 i
L(marginal plan change) = E (AEUi) (L) (1+d)
i=1
where 30 years is the assumed life of the marginal additional
plant. By using probabilistic simulation techniques it is
simple to compute the AEU. for each period i. In the optimality
1analysis section we turn the question around and ask what
analysis section we turn the question around and ask what
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valuation constant L would make a given investment worthwhile?
Example
The critical question here is to associate to a given
wage figure, the respective number of mwhrs. We have 1970
electric power consumption figures for the New York Power Pool
and they indicate that total commercial and industrial sales
of power were 48.9x106 mwhrs out of a total of 89.2x106 mwhrs
(corresponding to an uncorrected peak load of 17,500 mw which
implies an approximate 57% LDC load factor). Since wages for
1969 were 55x109$, we can apply a 4% growth rate to find that
91970 wages were approximately 57.2x10 $.
57.2x109L = 48.9x106 1,170$/mwhr
48.9x106
which is roughly a factor of 40 greater than the price of the
energy at $30/mwhr.
In our computer PROSIM runs we have calculated in de-
tail the AEUi for each period caused by adding one 100 mw gas
turbine to two systems, one highly reliable and the other much
less so. It is of interest to see what difference this makes
to both systems in terms of energy unserved. Clearly, we
should expect that the gas turbine will have more of an effect
on reducing unserved energy in the less reliable system than
1Source: New York State Department of Public Service
Power Division. 1971 Report: Electric System Planning in New
York State, p. 28.
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on the highly reliable one and this is what we find.
In Chapter 4 we presented the results derived from at-
tempting to expand electric power systems at given LOEP levels,
we used 6 different expansions to check the differences that
would be involved. We repeated the runs for the least and
most reliable of these expansions, S1 and S6, but this time
with one additional 100 mw gas turbine; S1 consisted of 320
units over the 30 year period and S6 of 444 units over the
same period.
The results due to the presence of the additional gas
turbine are displayed in the figure below and the corresponding
computer output is included in Appendix 5.2
We can see that the additional gas turbine produces a
much greater reduction of unserved energy in system 1 than in
system 6 which reflects proper behavior of a benefit function:
as the system becomes more reliable, progressive expenditures
produce progressively smaller returns.
The numbers derived are in terms of present value
gigawatt hours. Their dollar value depends on how we value
each gigawatt hour. We could use the factor of $1170/mwhr we
just derived and since we save 121 gwhrs., this would imply a
total value of 140 million for this energy which only cost
another 10 million, the price of the gas turbine, to provide.
If the energy is valued at its revenue cost, then it is worth
approximately 3.5 million. We will return to these arguments
in Chapter 6.2.1.
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CHAPTER 6
Determination of Desirable Levels of Generation Reliability
Our goal in this study has been to create techniques for long range
electric power system reliability planning that would provide sensible
bases for determining what target levels should be. Some have argued
that generation reliability has in the past been too high (these people point
out that most service interruptions have been caused by transmission
and distribution, rather than generation, system problems) while others
have taken the opposite position. We believe that the only resolution
can come from an examination of the costs and benefits of different
proposed alternatives. We now proceed to examine the question of what
LOEP level should be used for system expansions and later we examine
the question of whether or not the addition of a particular plant to a
given system plan is warranted. We will find that the latter approach
is more flexible and yields some interesting conditions on system LOLP
measures even though it is based on energy considerations.
6.1 Determination of LOEP* for Expansion Studies
In Chapters 4 and 5 we developed expressions for C(LOEP) and
L(LOEP)o Variations in the parameters in these expressions will have
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an effect on LOEP* and we will examine the relevant sensitivities.
Each system will have its characteristic C(LOEP) and L(LOEP) functions
and therefore our results should be understood as the outputs of a procedure
for determining desirable reliability target levels rather than as numbers
with an independent significance of their own which are applicable for all
electric power systems.
. In section 4.5 we remarked that the New York Power Pool had
derived the following C(LOLP) function:
C(LOLP) (34.5 - .75 log (260LOLP)) x 109
over 4 x 10- 3 · LOLP 4 x 10- 5
We also remarked that if LOLP were linearly related to LOEP
over this range (as we found to be the case in our Prosim runs) that
it would be possible to express
d (C(LOEP)) - (-2.3)(.75)10 9
dLOEP - LOEP
We also know from Chapter 5, that for the same service area
--- NewYork State--- the loss function could be expressed as:
L(LOEP) (1200 x 109) LOEP
To find LOEP* we must find the value of LOEP at which the total
costs plus losses are at a minimum. This is given by:
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d(C+ L)
dLOEP 1 0
LOEP*
L - -C at LOEP LOEP*
(2.3)(.75) 109 1200 x 109
LOEP*
LOEP* 1.45 x 10-3
Now, we showed in Chapter 3 that LOEP < LOLP and we know
that LOLP levels today are set at 38 x 10- 4 (one day in 10 years).
This means that present reliability levels are too high if we believe the
postulated loss model. We can get a better fix on how much lower they
should be if we assume that LOLP -" 20 LOEP, which means that at
present LOEP = 1.9 x 10-5 which is roughly one hundred times
"more reliable" than the LOEP* we derived. If we believe our cost
(LOEP) function, this means we are spending $1. 5 billion too much in
pre sent value dollars over the 20 year plan costs of $34. 5 billion.
Note that if we assume that
1) C(LOEP) is logarithmic of the formC C - C1 log (LOEP)
and that 2) L(LOEP) is linear, of the form L(LOEP) - K1 (LOEP)
then we can say that in general:
3) LOEP* = 2.3 C1
K1
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This is a very useful result. It provides a handy rule of thumb.
If K1 is doubled LOEP* is halved; and if C1 is doubled, LOEP* also
doubles. This is simply a reflection of the fact that the more expensive
losses become, the higher the optimal level of reliability becomes.
Similarly, if it becone s more expensive to provide extra generation
than previously planned the lower the optimal level of reliability will
become. Because of recent cost inflation in this sector, many utilities
are considering doing just this.
The reason why this formulation for LOEP* is useful is that it
now becomes simple to argue over the parameters C1 and K1 to see what
effect they have on LOEP* without going through much computation.
Although there can be debate over large ranges of Ki C can be estimated
(as we discussed in Chapter4) to be within a few percent of total thirty
year plan expenditures.
6.2 The Costs and Benefits of Marginal Additons to Specific Expansion
Plans
6.2.1 Use of the Probabilistic Simulation Technique
We have derived a technique which would allow for evaluation of
the effects on reliability of making changes to an arbitrary expansion
plan. Note that this is a much more flexible and less difficult procedure
than the one we outlined for expanding a system at a given LOEP level
We should not lose sight of the fact that this procedure also makes it
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possible to test for optimality by ascertaining whether changes in the
expansion programme yield benefits in excess of their costs.
We can use the procedure to test whether the plan is not optimal
with respect to reliability questions. It does not tell us how to find the
optimal expansion since it is a necessary, but not sufficient, condition
for optimality, that changes in the plan not.yield benefits in excess of
their cost. We will describe the procedure we are advocating by detailing
the results of a specific example. We will return to the abstract problem and
starting from energy considerations derive an interesting condition on
-LOLP levels of optimal systems.
The specific example we chose to run involved testing the reduction
of unserved energy throughout a thirty year plan brought about because
of the purchase of an additional 100 mw. gas turbine in the first period
of the plan. We also wanted to test the assumption that the addition would
have an increasing effect othe reduction of unserved energy as we con-
sidered its addition to increasingly unreliable systems.
To these ends, we tested two hypothetical situations:
1) we added a 100 mw gas turbine in period 1 to the system
1 run in figure'.iof section 4.4.
2) we added the same turbine in period 1 to the system 6 run in
that same figure.
System 1 is the more unreliable of the two and we expect that the
addition will have greater impact in this sytem than in system 6. The
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results on expected gigawatt hours unserved are displayed in fig 57
An additional expenditure of $10 million for the 100 mw gas turbine
(at $100 /kw) brings about a reduction in present value of energy unserved
(present value gwhrs) of:
1) 121 pvgwhrs in the unreliable system
2) 5. 6 pvgwhrs in the reliable system
There are two ways to proceed from here. First, we can ask
from an abstract viewpoint what value can be placed on these unserved
gwhrs and then decide by comparing it to the additional $10 million cost
whether it was worthwhile. Remember that we showed in section 4. 4
that the additional capital costs were the only relevant ones for gas
turbines. There are some offsets due to possible fuel cost savings in
the case of non peaking additions to plant. Second, we can turn the
question around and ask what minimum price we must ascribe to the
energy in order to make the addition worthwhile. If the maximum as-
cribable price is below this, we can say that the addition is probably
a poor investment.
Using the first approach, we refer to the L(EU) formulation in
section 4. and use the figure $1170/mwhr. This means that:
1) system 1 benefits amount to (1.17 x 106) (121) - 142 x 106
2) system 2 benefits amount to (lo 17 x 106) (5 6) 6.6 x 106
Assuming that unserved energy is valued at $1170/mwhr (nearly
fourty times its sales price), our results state that the benefits of adding
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a turbine to system 1 are worth $142 million which are much greater
than the turbine 's costiand the benefits of adding it to system 6 are
only worth $6. 6 million which are below the turbine's cost.
Turning to the second approach outlined above, we ask how much
is the minimum price we must be willing to pay before the investment
is worthwhile. Let us assume that the price of power is $30/mwhr
and ask the above question in terms of how much of a multiple must
this expected unserved energy command before it is advantageous to
purchase the additional gas turbine. The general equation to be solved
is:
AC -L
107 (30)103 M (pvgwhrs of AEU)
For system 1 the equation becomes:
M 10 4 2.76
(30)(121)
For system 6 the equation becomes:
M I 104 - 59.5
(30)(5.6)
The results say that in order to have the additional gas turbine
pay off in system 1.,we must be prepared to pay a multiple of 2 76 over
its price of $30 /mwhr. If we assume our L(EU of section 4to be
correct, we see that $1170/mwhr clearly implies the expenditure is worth-
while. In fact, we only must be willing to ray over $83/mwhr to make
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it a worthwhile investment.
Our results say that the system 2 multiple is 59.5. If we now
assume that $1170/mwhr is a correct cutoff figure, we see that the nearly
$1800 price implied by our analysis of system 6 indicates that the additions
to the reliable system 6 is not worthwhile. Another thing these results
say is that even under generous assumptions regarding the worth of the
unserved energy, it does not seem to make sense to increase the reliability
of system 6. In fact, one should make the deduction that it is possible to
trim the reliability of system 6, io e., reduce a few of the units in system
6, and obtain cost savings in excess of the additional unserved energy
losses. The same style of argument can be made for the general problem
and yields a few interesting marginal conditions.
6.2.2 Theoretical Analysis
1. Additional Costs
The additional cost of obtaining an extra generator consists mainly
of the expenditures involved in purchasing and maintaing it. The total
system fuel costs involved in producing the previously expected to be
served energy have been reduced by virtue of the fact that the additional
unit nay displace previously operated more expensive capacity. If the
additional unit is at the top of the loading order, system costs will remain
unchanged since the added generator will not displace any other more
expensive plants. 240
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Roughly speaking, we can then say that:
C - CO, the capital cost for the addition plant.
2. Reduction of System Losses
Additional plant makes it possible to reduce the amount of energy
unserved in each of the years of the plan. Our goal now is to estimate
how much energy would be affected in each year, appropriately value
it by some multiple of its cost, discount future benefits to the present,
and then sum them and compare the net total value of loss reduction to
the additional cost involved.
We will make a brief aside to compare the effects on unserved
energy of either 1. raising capacity on a committed future plant by
1 mw or 2 adding another mw of separate additional plant. The reduction
of unserved energy is equal to the expected amount of additional generation.
eIC+ 
1) n Pn) Fn_1 (x) 1EU
IC +1
2) En~l P nq~ ) Fn (x = 2 EUSIC
We can see that, at the margin, the reduction in system energy
unserved is roughly
1) AEUn p n F (IC)
2) A EUnVl Pn lFn(IC)
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But we know that Fn (x) > F 1 (x) and so we see that we alwaysn-i
get more of a change in unserved energy by adding a mw of separate
capacity than adding another mw to a plant already committed, provided
they are equally reliable capacity. Note also that we can interpret the
system LOLP, Fn (IC), as proportional to the marginal rate of reduction
in system unserved energy.
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IC IC+ 1
IC+CnlI
Fn (x)
IC
d (En.# 1) Fn (IC + Cnl)denal~~~~~
dcn l
Figure 6.1 Marginal Changes in E
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The rate of change of unserved energy is Pn lFn (IC) - Pn 1LOLP.I ~~~~~nl n
This is true for every period in the plan that is being simulated, and
therefore, if LOLP (k) is the system LOLP in period k:
EU (k) LOLP (k) Pn41 T(k), T(k) is the time represented
in the LDC in period k
and although the Fn(x) for the periods k may change over time ( it gets
wider as the system grows and thereforeAEU(k) becomes less of a
percentage of total system energy), he only thing that concerns us is
the absolute magnitude of F (IC) over the periods (k) in the horizon.
n
In order to translate these reductions in unserved energy into
reduced system losses we must evaluate them with a valuation constant
L in terms of $/mwhr of interruption.
aLn(k) - EUk T L 1 k
Il+dJTl-dO
The net change in present value losses, AL TOT is given by
ALToT - L(k) k
k=l
but we note that AL(k) is independent of k in the case of a system
expanded at a given LOLP target level and that
30
fii kY l/d for reasonable values of do
K= I
ALTo T A. EUk T L 1/d
and at the margin, for an extra mw of plant,
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ALTOT LOLPPnl TL (l/d)
Let us compare this number to theAC number and see what it
tells us about the value of LOLP when AC -A B, which is the point of
optimal LOLP (LOLP*), for the given assumptions of T, L, d, and co.
LTOT LOLP (Pn 1) TL (l/d)
&~co co
Assume d " 8%
co v $100/kw,
T = 260 x 12
L = $30m/mwh:
In order that
-Pn+l
ALTOT
or $100, 000/mw
- 3120 hours/year
r m is a multiple of the sales cost
for that unserved energy.
.85
A co
LOLP* - co d
Pn.lTV
= (100, 000) (. 08) 
(. 85)(3120)(30)m
LOLP* . l/m
If the utility was a classical profit maximizer, it would decide to
set the LOLP expansion level at LOLP* = o 1, or a LOLP criterion
of 26 days per year or 260 times larger than the 1 day in 10 year criterion.
Alternatively, the utility may value unserved mwhrs at rates a customer
might use if he were not served; for example, let us check the implications
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of L : $1170. This would mean that
LOLP* .1/40 - 2.5 x 10-3
Since present LOLP values are 3.8 x 10- 4 this would mean
that even at the above assumed loss valuation constant it would still
be advantageous to accept target reliability criteria of approximately
one day per year which are 10 times higher LOLP values than used at
present. If we believe the New York Power Pool cost equation, these
possible savings represent $750 million savings in present value dollars
over their twenty year plan without unreasonable increase in their losses
suffered because of unserved energy.
Another way to look at this is to ask what implicit multiple would
justify present LOLP levels used of 1/2600. From the equation it
should be clear that m = 260 would do the job. This means that
the customer must be willing to pay 260 times the normal price he
pays for electric energy before the utility could find it advantageous
to install one more megawatt of gas turbine capacity if the system had
been expanded at the one day in ten year criterion.
The multiple is very large because we expect that the gas turbine
will have to generate very small amount of energy in systems at levels
of LOLP that have been used in the past. Our results are surprising
and, if taken at face value, they suggest that relibility target levels
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have been inordinately high in the past; even a multiple of 100 is
too small to justify the marginal mw investment. We should note
that this conclusion only gets worse the larger the size of the marginal
addition becomes because additional megawatts past the first produce
decreasing amounts of energy-
6.3 Analysis of the Results
We should qualify our results and make clear what are the impli-
cations of what we have shown. First and foremost, there is a great
difference between the reliability level we try to operate at and the
one we actually get. To be more specific, our treatment of uncertainty
has not explicitly allowed for unexpected delays in completion dates. Our
treatment has made no explicit allowance for load forecasting errors
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or the occurrence of inordinately hot summers. Therefore, what our
results really tell us is that if -we could count on the assumptions we
nmake to formulate our models, we could then aim to operate at much
lower levels of reliability. Specifically, this means that if we had accurate
(or conservative) representations of:
1) capacity on line (when it become s available and what its forced
outage rate will be)
and of
2) future expected system loads
Then we could say that presently targeted for reliability levels are much
too high, maybe by an order of magnitude, i. e., LOLP could be 1 day/year
or maybe higher (remember that because we recommend the use of 12
hour LDC's for calculations instead of DPLDC's, present techniques
for calculation imply that we are operating at even higher levels of reliability
than the one day in 10 year criterion. To repeat, if by using DPLDC's
we acquire capacity to yield one day in ten year criteria, if we recal-
culate the reliabilities by using 12 hour LDC's we find that they are much
more reliable yet).
We are left with a couple of unanswered questions, though. The
methods we have presented deal with the capacity outage component of
randomness. By setting conservative load forecasts and capacity a-
vailability schedules, as well as conservative forced outage rate assump-
tions, we can make the models accommodate these uncertainties as well.
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Beyond this, we also have some protection because the actual point of
customer disconnection come s for situations worse than when nominal
load = capacity available as the LOLP calculation assumes.
Perhaps the way to deal with capacity delays is to calculate system
reliabilities under best and worst conditions, see the sensitivity to these
assumptions and plan for a reasonable level. Uncertainties in load
forecasting can be treated in at least one of the following three ways.
It would be possible to specify a probabilistic forecast model for each
hourly load. We have to assume that we know the parameters that describe
the data generating process. This is the approach used by Westinghouse
and their parameters are historically determined. But this approach
implicitly assumes that the parameters, and the process that generates
the forecasts, can be known with more exactitude than the precision
which can be obtained by assuming a forecast which is then inserted
into the LOLP calculation. We do not have any reason to believe that
one can forecast these parameters any better than one can forecast load
directly, therefore this "treatment" does not solve the problem.
It would also be possible to specify for each hour in the period,
a set of possible load levels each with different probabilities. It would
then be easy to calculate for each level Li, its associated LOLPi and
set the LOLP for that hour, the expected fraction of the hour spent with
CL, equal to
LOLP : -Pi (LOLP )
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The sum over the-LOLP for all hours in the period
would give the expected number of hours in the period spent
with C < L.
Finally, it would also be possible to focus on two
reasonable extremes for the system LDC and calculate the mea-
sures under both extremes. The same could be done with respect
to the capacity model and some reasonable combination of these
should be the input to the reliability planning models. At
present it seems that the one day in 10 year criterion is used
to plan over reliably knowing that because of delays, actual
operating reliability will be much lower. Our point is that
these two problems should be handled explicitly rather than
buried together into the one day in ten year criterion. In
this fashion it is possible to be explicit about the costliness
of plant delays, something which is impossible to do with
present techniques.
If we believe our assumptions though, the message of
our calculation should be clear: in order to receive reliable
service during a few peaking hours in the summer or winter,
consumers pay a rate per kwhr slightly greater than two orders
of magnitude for that energy than they pay on the average for
their energy. However, because most energy consumption is off
peak, the difference in average costs to a given consumer is
likely to be only a few percent higher for the reliable versus
the less reliable case.
This combination of circumstances leads to honest
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disagreement between reasonable men. Although marginal costs
for peak load service are very high, the total difference in
yearly bills is not likely to be very large. Are consumers
risk averse and therefore willing to pay the differential in
order to avoid lower service reliability at peak consumption
hours; or are they successful microeconomists who can be per-
suaded (through peak load surcharges, or through fervent load
reduction requests or otherwise) to stop consuming the few
rather expensive peakload kwhrs? A general answer to this
question cannot be given, it depends on particular area needs
and preferences.
In order to illustrate the approach we suggest should
be taken with respect to treatment of errors in the load fore-
cast and of delays in installation of equipment, we have per-
formed two further PROSIM runs whose output is summarized in
Figure 6.2. We should warn that the results are exaggerated
because our example system is a small one and because we have
used large perturbations. As usual, we remind the reader that
the analysis is included so that our sensitivity analysis tech-
niques be understood and not because of the specific results
because each system will have its own pecularities.
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Expansion Strategy- 1
Normnal
LOLP LOEP
3.8x10 4 1.6x10-5
6.6x10-4 2.8x10- 5
7. lc10- 4 2.6x10 - 5
3.9x10- 4 1. 2x10-5
3.9x10- 5 lxlO-6
9xlO-4 2. 5x10-5
2% higher
LOLP
7. 4x10- 4
1. 3x10- 3
1. 5xO0- 3
lxl-3
3. 7x10-4
2. 6x10-3
load
LOEP
3. 3x10-5
5.6x10-5
5. 8xlO-5
3. 2xO1-5
lxlO-5
7. 5x10-5
delays
LOLP LOEP
1. L-1 3 5.3x10- 5
2.2xlO 3 IxIO- 4
2.x1o- 3 8.3xlO 5
LzIO-3 3.2xlO-5
310-4 8xIO- 6
1. 810- 3 5x0' 5
Expansion Strategy 6
Normal
Period LOLP
I 1. 5xlO0 2
2 l1.3x10' 2
3 IxLO- 2
4 4x10- 3
5 7x10 - 4
6 2x10 2
LOEP
9x10-4
Pxl.O- 4
1. 6x10 -4
2x10- 5
9x10- 4
2% higher load
LOLP LOEP
2.2x10- 2 1.4x10 - 3
2.0xl0 - 2 1.2x10-3
1. 7xO - 2 9x10- 4
1. xlO' 2 4.5x10-4
2. lx10- 3 6. 7x10-5
3. 6x10- 2 1.7x10-3
delays
LOLP LOEP
3x10-2 2. lxtO- 3
3xlO' 2 2x10 -3
2. 210 - 2 1. 2x10- 3
1. lxlO 2 47x1O-4
1.8xl0- 3 5.8xl0 - 5
3xlO- 2 1.4xO 3
Figure 6.2 Sensitivity of Expansion Strategies 1 and 6 to 
a) actual loads being 2% higher than forecast.
b) delays in installation of one base loaded unit in each period.-
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Period
1
2
3
4
5
6
I
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6. 4 What is the Magnitude of the Cost Differentials Involved?
The answer to this question is of great import to consumers as
well as to utility companies, especially in the light of their rapidly rising
capital needs. Utility companies'demand for capital has been rising
faster than ever before egged on by:
1) rapidly rising demand forecasts ranging from 7 to 90.5% per annum;
2) the rapid capital cost inflation in this sector in the past five
years over which generating equipment prices have tripled;
and 3) the continual move toward nuclear generating facilities and
hence, a more capital intensive form of generation.
Both sectors will view the possible cost saving from different
viewpoints. The difference in total costs to consumers will be a small
percent of total costs because there are so many other components of
service costs, although in absolute terms the sum will be huge. For
example, if we return to the New York Power Pool example, the 20
year present value cost difference between systems expanded at .01
days/year versus 1 day/year reliability is $1.5 billion out of $36 billion
for total system costs; $1.5 billion is a lct of money but is only 4.1%
of total system costs. By extrapolation to the U.S. as a whole, this
might represent $30 billion present worth dollars over the next twenty
years.
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For the utility however, this argument takes on a different light.
Profits are a fraction of total costs and thus a small savings in total
costs is leveraged in its effect on gross profits and still further on net
profits. A utility company would probably find it advantageous to invest-
igate these savings if several of the disincentives to their doing so could
be resolved or faced up to. One problem is that utility companies are
~- .'~ . ....
exposed to a great deal of political pressure if loss of load incidents
occur. A second problem is the fact that it is not clear that present
forms of rate base regulation encourage any action on the reliability
issue. The problem is complicated because of the fact that loss of load
incidents are rather visible whereas cost savings are invisible; in other
words, utility companies can tell the public they have saved money but
this assurance does not have the same force as the loss of load incidents
that occur.
A rough analysis will give the reader a better idea of the nature
of the possible savings involved. Let us consider the alternatives of
expanding a system at a 30% reserve margin versus expanding it at
an 18% margin. These margins are today generally considered to be
the respectable upper and lower limits of discussion. Let us assume
that system investment costs are roughly proportional to their reserve
margins so that if system 1 at 18% costs I(k) in year k, system 2 will
cost (1. 30/1.18) I(k) in year k which is simply 1.o10 I(k). We will also
assume that fuel costs stay roughly the same under either alternative.
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The total cost differential between these two expansion strategies is then
10% of the capital expenditures associated with generation and related
transmission investments. Depending on how large a percentage these
are of total capital expenditures (distribution is a large component which
is not differentially affected), this variation could have a reasonably
strong impact on gross profits since the industry is so capital intensive
and usually requires $4 in capital assets to each $1 in revenues (this
is expected to grow to six to one by 1980. Source: Standard and Poor's
Electric Utility Industry Survey July 13, 1972.) On a yearly basis,
capital expenditure s may be 9% of the extant capital base, and we are
debating over a 10% swing in this 9%, or a .9% swing in total assets;
this results in a 3.6% swing in total revenues and if we believe future
forecasts it may represent a 5.4% swing in total revenues. These swings
could have substantial effects on company profits.
6.5 Conclusions and Suggestions for Further Research
There are several conclusions and suggestions for further study
that can be made after completing this work; we list them here for conven-
ience although they have been suggested in the text:
1) For the purposes of evaluating electric power system generation
supply reliability, it seems to make most sense to speak of a
measure which is in some sense related to the expected fraction
of energy sales curtailed --- such as LOEP--- rather than speaking
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of a measure---such as LOLP--- which is related to the fraction
of time spent in a shortage situation independent of how serious
(in terms of load) they may be when they occur.
2) Many load models may be used in conjunction with the calcu-
lation of the LOEP measures: among them load duration curves
of the daily peak, twelve hour peak usage and hourly variety.
Of the three, the DPLDC would yield the least reliable measures
and the hourly LDC would yield the most reliable set of measures.
Since most productionand the greatest probabilites of load curtail-
menare encountered for the twelve hours of peak daily use, we
recommend that this type of load duration curve be used for planning
purposes. It is the percentage of energy lost during these hours
that determines the percentage of output lost.
3) The measures that are presently in use are well suite d for
treating the component of randomicity associate d with availability
of generation capcity. The measures are not well suited to dealing
with the vagaries of facility completion; it is not clear that we would
even know how to describe these events in a probabilistic model.
In the text we discussed the various problems that the
measures had with explicr it treatment of load forecasting uncertainties.
The gist of our comments is that the uncertainties must be reflected
in the LDC which is used for computations; because once this LDC
is developed, LOLP and LOEP computations in essence assume
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that it is a "deterministic" LDC and proceed to calculate: 1) the
expected fraction of time in the period represented by the LDC
that the system will have C L and 2) the expected fraction of
energy sales in the period that the system will not be able to make.
Because of the above reasons, several runs should be
made to ensure that the assumptions regarding unit completion
dates and regarding load forecasts are set at reasonable levels.
4) If proper attention has been given to the previous factors,
then it seems that target levels for system operation reliability,
in terms of LOLP, should be lower than the present one day in
10 year criterion which has been computed on the basis of daily
peak load data. As we discussed, if the computation were based
on a more realistic LDC model, the computations of actual LOLP
levels would show that we have had reliability in excess of that level.
It would also seem that guideline mixes would change as a function
of desired reliability: the greater the target level, the greater the
peaking component.
5) Rapid inflation in the capital costs of generation, and a slowing
down in the economies of scale and in the efficiencies of operation
of newer equipment, are starting to force a rethinking of the reliability
question in utility company management. Greater effort should
be developed toward ensuring that institutional problems, such as
rate of return regulation, should not present a barrier to such
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economizing by utility companies.
6) One clear conclusion of our analysis is that peak load users
contribute inordinately to system expense. It is precisely this
user who should be paying the 260 multiple on his peak load energy
consumption. This suggests that aggressive, and yet effective,
peak load reduction techniques be devised. This is a topic involving
elasticities of power consumption and consequently outside the
present scope of this work. These results suggest that much creative
use might be made of the interruptible power contract perhaps
limiting the maximum number of mwhrs a customer might be
exposed to lose under utility comp y orders.
7) One possible extension of this work involves the use of this loss
framework for determing optimal system maintenance strategies. If one
could construct a loss function which varied over different times
of the year, i.e., L(in $/kwhr interrupted) were more expensive
in the summer because of the obvious impossiblity of doing office
work and its associated discomfiture, and lower in the fall, it would
then be possible to design maintenance strategies which minimized
yearly losses. One possible result of this approach would be to
change the present efforts at equalizing LOLP levels in the summer
and winter when they would be useful, and higher in the fall and
spring.
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8) In our work, we have assumed that LOL events started at
C = L. This is not quite accurate as we have discussed, and load
reduction schemes are brought into effect at smaller levels of
C while actual customer disconnections do not occur until C is a
few percent above the nominally demanded load which has been
reduced through voltage reductions, etco Now, this suggests that
loss of load penalties should be assessed from the beginning of
the violation of the spinning reserve criteria and not from the
point L C as is implicitly done now. However, the first few
mwhrs of load reduction do not cause anyone significant pain and
therefore what we would ideally need is a function V(x) which would
start at 0 for the first few mwhrs of disconnection,and rise till
it reached the value L at the point where actual customers were
disconnected. If this were done, system reliabilities could be
yet smaller than the ones we derived. See figure 6 3.
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Figure 6.3 A possible formulation for
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9) We have already discussed in the text what has been done by
owners of computer installations to ensure high service quality;
these people Iuve acquired "ups" systems at additional cost to
themselves. In their case, it is clear that it would not be econom-
ically feasible for the utility to provide such high quality service.
The same is not true of all other users who may be hurt by reduction
of reliability. There may be some users who might be inordinately
hurt by additional blackouts and these cases should be isolated
and something should be done to either protect them against the
worst possible losses or to ensure that they will acquire backup
generation for a minimum level of critical facilities (such as
elevators.)
But if these customers who could suffer great losses are
accommodated for, through mandatory backup supplies or through
special arrangements in the loss of load management strategy
pursued by the utility, then our linear loss assumption would tend
to overestimate the amount of damages caused by a loss of load
and this would only buttress our conclusions regarding system
reliability levels. The oys is on the companies to develop
reasonable loss of load management schemes that will cause min-
imal disruption. This effort could be associated with the work
that several utilities are doing in trying to find a 25% of system
load that could be tripped automatically in order to prevent runaway
system breakdowns 261
10) Our results have been based on the analysis of generation
supplies to a given pool; they have not explicitly included interpool
arrangements. Our results are not affected by this; if on the basis of
interpool agreements it is possible to provide for our desired
reliability levels, then this only says that intrapool reliability
can be made much smaller yet. However, we should point out
that interpool models for reliability evaluation are still not well
understood ( especially on the basis of how they handle correlated
loads) and this is one of the reasons why we centered our analysis
on the pool level. We should also emphasize that there is a great
need that further investigation be made regarding the assumption
of statistical independence among system generators.
11). Although we have focused on the reliability of generation
supply and concluded that it is presently too high, it would seem
that more work could be done to ensure that transmission and
distribution systems deliver that reliability to the customer.
Over the past several years, as verified by Federal Power Commis-
sion Reports under order No. 331, it has been these two sectors
that have caused most of the loss of load incidents.
12) Prosim calculations have an interesting advantage over
typical LOLP calculations. The output of a PROSIM calculation
includes the entire system-margin cumulative distribution function.
This makes it possible to see the sensitivty of the reliability measure
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to errors in the forecast and to changes of definition of the point
at which serious load shedding begins. Of course, PROSIM also
computes the expected energies produced by the system's peaking
units.
We should also mention an important computational result
we found. In our runs we found that if we used a computation step
size that was much larger than the size of the largest common
factor of the nameplate capacities available to the system, the com-
puting errors introduced by this problem could easily swamp the
small numbers, such as system LOEP and LOLPthat we were
trying to compute. One way to protect against this would be to
go toward a step size of 1 mw, however, this would needlessly
expand computation time. A reasonable compromise would be to
segregate the units into those very small ones and the rest. Then
one could round off the capacities in the latter group to facilitate
obtaining a large "largest common factor" which would be used
as the step size for further computation. After these were finalized,
it would be possible to return to the smaller units and use a smaller
step size for them. To summarize, it would seem more logical
to obtain the computationally correct answers to a rounded off
incorrect problem than to obtain wrong results to the accurate
problem.
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