Simulated responses of cerebellar Purkinje cells are independent of the dendritic location of granule cell synaptic inputs by De Schutter, Erik & Bower, James M.
Proc. Nadl. Acad. Sci. USA
Vol. 91, pp. 4736-4740, May 1994
Neurobiology
Simulated responses of cerebellar Purkinje cells are independent of
the dendritic location of granule cell synaptic inputs
(cerebelium/amplification/parallel fiber/calcium channel/model)
ERIK DE SCHUTTER*t AND JAMES M. BOWER
Division of Biology 216-76, California Institute of Technology, Pasadena, CA 91125
Communicated by John J. Hopfield, February 3, 1994
ABSTRACT Cerebellar Purkh je cell responses to granule
cell synaptic inputs were examined with a computer model
including active dendritic conductances. Dendritic P-type Ca2+
channels amplified postsynaptic responses when the model was
firing at a physiological rate. Small synchronous excitatory
inputs applied distally on the large dendritic tree resulted in
somatic responses of similar size to those generated by more
proximal inputs. In contrast, in a passive model the somatic
postsynaptic potentials to distal inputs were 76% smaller. The
model predicts that the somatic firing response ofPurkinje cells
is relatively insensitive to the exact dendritic location of syn-
aptic inputs. We describe a mechanism of Ca2+-mediated
synaptic amplification, based on the subspiking threshold
recruitment of P-type Ca2+ channels in the dendritic branches
surrounding the input site.
The interaction between the geometry of a neuron's dendrite
and how that neuron processes synaptic information is a
central question in neurobiology. Theoretical analysis by Rall
(1) and others (2) has shown that in large dendritic trees,
synaptic inputs on distal locations will be attenuated much
more than inputs on proximal branches before they arrive at
the soma. A generally accepted conclusion from these studies
is that the exact dendritic location of synaptic inputs is quite
important (3). However, this analysis is based on the as-
sumption of a passive dendritic membrane.
The cerebellar Purkinje cell has a large dendritic tree (4),
covered with an enormous number ofexcitatory parallel fiber
synapses (5). The geometry of the cerebellar molecular layer
is such that parallel fibers make synapses at similar vertical
positions in all Purkinje cells they contact (4). Thus, if distal
synaptic inputs are attenuated in Purkinje cells, parallel fibers
at the top of the molecular layer should have little influence
on Purkinje cell somatic responses. Because Purkirje cells
generate the only output from the cerebellar cortex (6), this
would effectively mean that many granule cells have little
effect on cerebellar output.
However, Purkinje cells are known to generate prominent
dendritic Ca2+ currents in response to synaptic inputs (6-8).
Because increases in membrane conductance also increase
the electrotonic length of dendrites, the presence of active
channels on the Purkinje cell dendrite and the continuous
background synaptic input from the parallel fibers could both
be expected to further enhance synaptic attenuation (9-11).
In this paper, we use a Purkinje cell model (11, 12) to show
that the active properties of the dendrite actually interact
with the background synaptic input and with the passive
electrical properties of the cell to amplify distal synaptic
inputs, effectively negating the significance of dendritic lo-
cation. Our modeling results suggest that in Purkinje cells all
granule cell inputs have equal access to the soma independent
of their spatial position. If correct, this result has profound
implications for the nature of information processing within
the cerebellar cortex.
MODEL AND METHODS
All simulations used a detailed compartmental model of a
Purkinje cell based on reconstructed dendritic anatomy (13).
The model was simulated with GENESIS (14) and has been
described in detail elsewhere (11, 12). Purkinje cell morphol-
ogy and dendritic spines were modeled using 4588 compart-
ments. In the full model, all dendritic compartments, except
those representing spines, contained P-type (15) and T-type
(16) Ca2+ channels, two different Ca2+-activated K+ chan-
nels (17), and a persistent K+ channel; the soma contained a
fast and a persistent Na+ channel (8), delayed rectifier, A
current, persistent K+ channel, and anomalous rectifier. In
several simulations (see Figs. 1-3) the soma was completely
passive so that a somatic excitatory postsynaptic potential
(EPSP) could be recorded. The active membrane model was
also compared with a completely passive model that had an
identical morphology and the same leak conductance.
This model has been shown to replicate current injection
data in vitro (11) and to generate appropriate responses to
synaptic inputs by climbing fibers, parallel fibers, and inhib-
itory neurons (12). The model shows spontaneous firing
patterns similar to those seen in Purkinje cells in vivo (18)
when asynchronous excitation, representing parallel fiber
inputs, is combined with asynchronous inhibition from stel-
late cells (12). All the results presented in this paper, except
Table 1, were obtained with random excitation at 28 Hz and
asynchronous inhibition at 1 Hz, which in the full model
resulted in an average firing rate of66 Hz. (See ref. 12 for the
physiological relevance of the frequency of excitation.)
The sensitivity of the model to localized synaptic inputs
was tested by giving small synchronous excitatory inputs
(time to peak, 0.8 ms; 0.7 nS) on 200 spines. These spines
were put on dendritic branches with a diameter of <1.5 P&m,
which corresponds to the location of ascending branch syn-
apses (18, 19). For computational efficiency, only 20 spines
(instead of 200) with a peak synaptic conductance of 7 nS
were used in some simulations (in Figs. 2 and 5 and Table 1).
Control simulations with all 200 spines showed that this
simplification had no effect on results.
Amplification was calculated as the ratio of the peak EPSP
amplitude in the active model over the amplitude in the
passive model.
RESULTS
Identical synchronous synaptic inputs were provided on
various branchlets of the dendrite in active and passive
Abbreviation: EPSP, excitatory postsynaptic potential.
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membrane models of a Purkinje cell and the somatic EPSPs
were compared (Fig. 1). The inputs were restricted to single
branchlets to make comparisons between different locations
easier, even though actual synchronous inputs are probably
more dispersed.
EPSPs in the active model were larger than the EPSP in the
passive model for all regions of the dendrite. Thus, ionic
channels in the dendrite amplified all synaptic inputs. EPSPs
in the active model also showed less variation of amplitude
(SD, 34%; n = 12) compared to the passive model (SD, 61%).
In the passive model, peak somatic EPSP amplitude de-
creased with distance of the input and was 76% smaller for
distal than for proximal inputs. In the active model near and
far inputs produced similar somatic EPSP sizes (Fig. 1).
Synaptic inputs in the active model were thus amplified
differentially, with distal synaptic inputs more affected than
proximal ones. The variability of the EPSP amplitude in the
active model was related to intrinsic variations in the size of
the input branchlets-i.e., inputs on small distal branchlets
caused smaller EPSPs than inputs on large branchlets.
The amplification ofthe somatic EPSP was linearly related
to input distance from the soma for distances beyond 100 ,um
from the soma (Fig. 2). This relative amplification of distal
inputs was not caused by a big increase of the EPSP ampli-
tude at the location ofthe input, as the amplification ofEPSPs
in the spine heads was very small and not related to distance
(Fig. 2). This is demonstrated in more detail in Fig. 3, which
compares EPSPs in the spine heads of the active and passive
membrane models for a proximal input (Fig. 3A) and a distal
input (Fig. 3B). In the passive membrane model, EPSP
amplitudes in spine heads on proximal dendrites (27.0 ± 1.0
mV) were smaller than those on distal dendrites (41.6 ± 3.0
mV). This was caused by a current sink effect (2) due to the
large, leaky soma. In the spines on distal dendrites, the peak
amplitudes of the EPSPs in the passive and active membrane
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FIG. 2. Amplification of somatic EPSPs (i) and of EPSPs in the
spine heads (o) in the standard model vs. distance from the soma.
Effect of parameter changes on the amplification of somatic EPSPs
is also shown: a 1o decrease in the density of dendritic P channels
(v), a 10%o increase in density (A), and a shift of the P-channel
activation threshold to -35 mV (+). Amplification of the somatic
EPSPs was positively correlated with distance beyond 100 pm (thick
line, standard model; broken lines, changes in P-channel density);
linear correlation coefficients were 0.85-0.91. There was no corre-
lation between distance and amplification in the spine heads. All data
points are the average of40 events; distance was measured along the
smooth dendrites from the root of the input branchlet to the soma.
amplification of distal inputs did not occur at the site of the
input. However, the EPSPs in the spine heads of the active
membrane model consisted of two parts everywhere. An
initial rapid increase that overlapped the passive EPSP was
followed by a slower depolarization. This second component
was a small, localized Ca2+ spike caused by activation of
dendritic P-type Ca2+ channels (15).
The larger amplification of distal inputs resulted from an
interaction between the electronic structure of the neuron
and P-channel activation, which is illustrated in Fig. 4. Distal






FIG. 1. Comparison of EPSPs generated by synchronous synaptic input at different locations in a model with active dendritic membrane
and in a passive model. Each panel shows a gray schematic of the Purkinje cell, with the spiny branchlet(s) on which the synchronous input
was delivered in black, and the corresponding somatic EPSP (average of eight traces) in the active membrane model (upper trace) and the passive
membrane model (lower trace).
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branchlet 29
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20 ms FIG. 3. EPSPs in spine heads (uppertraces) and the soma (lower traces) with
active and passive membrane models su-
perimposed (average of eight traces). The
EPSP in the passive membrane model was
always lower in amplitude and peaked ear-
lier. (A) Proximal input location (branchlet
4). (B) Distal input location (branchlet 44).
synaptic inputs were followed by a recruitment of P channels
in other parts of the dendrite, surrounding the synaptic input
(Fig. 4 C and F). This spread of P-channel activation caused
additional depolarization of the dendrite but was insufficient
to generate a full-blown dendritic spike. The increased cur-
rent flow through P channels into the dendrite resulted in
more somatic depolarization. Analysis of the model revealed
that this P-channel activation in other parts of the dendrite
occurred only in the presence of background parallel fiber
inputs, which kept the dendrite at about -50 mV (Fig. 4A and
G), close to the channel's activation threshold of -40mV (20,
21), so that small depolarizations caused by passive spread of
the EPSP could partially activate the channels. Dendritic
FIG. 4. False color images of the response of the Purkinje cell
model to a synchronous synaptic input on a distal branchlet
(branchlet 44; A-F) and a proximal branchlet (branchlet 3; G-I). See
Fig. 1 for location and size of the branchlets. Membrane potential
(A-C and G-1) and submembrane Ca2+ concentrations (D-F) at the
times indicated after the input are shown. Initial depolarization at 1
ms was localized to the branchlet where the synaptic input was
provided (A and G). For both inputs, P-channel activation (threshold
at -40 mV; colored green) had increased this local depolarization at
4.5 ms (B and H) and the resulting Ca2+ influx caused a sharp
increase of the Ca2+ concentration (E). For distal input, surrounding
parts of the dendrite were also depolarized (B) and by the time the
neuron fired an action potential (C), P channels had activated in a
large region surrounding input branchlet 44 (F). For proximal input,
depolarization and P-channel activation were restricted to the orig-
inal site of the synaptic input (I).
Ca2+-activated K+ channels prevented the P-channel activa-
tion from generating a dendritic spike (11).
While synaptic inputs caused local activation ofP channels
everywhere in the dendrite, the geometry of the Purkinje cell
made amplification less effective in proximal dendrites. In
these regions, the current sink (2) caused by the large soma
prevented the depolarization of proximal dendrites from
spreading to adjacent branchlets, so that no additional P
channels were recruited (Fig. 4 G-1).
Because of its dependence on P-channel activation, the
amplification mechanism was sensitive to changes in the
model parameters related to this channel. However, changes
in P-channel densities of magnitudes that conserve the nor-
mal firing properties of the model (11) changed only the
amplitude of amplification (Fig. 2), with lower densities
causing a decreased amplification. Shifts of the P-channel
activation threshold in the depolarizing direction progres-
sively reduced the amplitude of amplification (Fig. 2), with a
7-mV shift resulting in no amplification at all.
The linear amplification mechanism made the number of
somatic spikes fired after a synchronous input independent of
dendritic location. Fig. S shows firing responses ofthe model,
which are quite similar to experimental in vivo recordings of
responses of Purkinje cells (22). There was a difference in
timing ofthe response to proximal (Fig. SB) versus distal (Fig.
SC) inputs, but the total number of spikes within 10 ms after
the stimulus (solid bars in Fig. 5) was almost identical. The
response within 10 ms is a standard measure of Purkinje cell
responsiveness in the literature (23). The effect of dendritic
location is shown in more detail in Table 1, which contains the
average number of spikes within 10 ms of the synchronous
input for 11 input locations and for different average firing
frequencies of the model. Table 1 demonstrates that for each
particular firing frequency there was <17% difference in the
number of spikes fired after inputs on different branchlets,
within the entire physiological range of Purkinje cell firing
frequencies [30-100 Hz (18)]. Furthermore, this consistency
in response did not depend on clustering of the inputs on a
single branchlet, as inputs distributed over eight branchlets
gave similar responses. Note that while the amplification
mechanism was robust for physiological firing frequencies of
the model, it failed for unrealistic slow firing rates at or below
2 Hz. This failure at low frequencies was due to the inability
of such low levels of spontaneous synaptic input to suffi-
ciently depolarize the dendrite to enable P-channel activa-
tion.
DISCUSSION
Shortly after CaW+ channels were shown to generate spikes in
Purkinje cell dendrites, Llinds and Sugimori (24) proposed
that Ca2+ channels might amplify distal synaptic inputs by
propagation of a spike along the dendrite from the input
location to the soma. Similar mechanisms have been pro-
posed in other neurons, including pyramidal neurons, where
it has been suggested that dendritic Na+ and Ca2+ channels
A B
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FIG. 5. Simulation of the change in spiking in response to a small
synchronous synaptic input at different dendritic locations. (A)
Peristimulus histogram (PST) for input distributed over eight
branchlets. (B) PST for input on proximal branchlet 4. (C) PST for
input on distal branchlet 37. PSTs were generated with 2-ms bins
from 200 simulated trials.
(25, 26) might also amplify distant inputs by generation of
dendritic spikes (27-29), by propagation ofdendritic spikes to
the soma (27), or by a subthreshold Ca2+-dependent ampli-
fication (30).
While synaptic amplification by dendritic spikes has been
proposed in several neurons, experimental evidence for such
a mechanism is lacking. In Purkinje cells, dendritic spikes are
found in vivo only in response to climbing fiber input (18, 31).
These cells do generate dendritic spikes in response to
granule cell inputs in vitro (8); however, conditions of inhi-
bition and excitation are sufficiently different in the slice
preparation to produce very different kinds of dendritic
behavior (12).
The amplification mechanism described in this paper does
not depend on dendritic spike propagation. Amplification in
the current model was dependent on the subspiking threshold
activation of P channels in regions of the dendrite surround-
ing the synaptic input (Fig. 4). The resulting changes in
membrane potential were small, especially in the smooth
dendrites, which is consistent with physiological recordings
(8). Other Ca2+ channels were not involved in the amplifi-
cation mechanism, as the T-type channels (16) were almost
completely inactivated at the dendritic membrane potentials
measured in this study (Fig. 4A).
Because ofthe dependence ofthe amplification mechanism
on a subspiking threshold recruitment ofP channels, it is also
gradual and "analog," allowing it to be modulated by the
electrotonic structure of the dendritic tree and resulting in an
amplification that increases linearly with distance (Fig. 2).
The more "digital" all-or-none mechanism of dendritic spike
generation proposed by others (27-29) would almost certainly
lack this property and therefore reintroduce a dependence on
dendritic position and on clustering of synapses.
Other modeling studies have concluded that clustered
synaptic inputs can provide more powerful inputs to pyra-
midal neurons than distributed ones (32, 33). However, this
sensitivity to clustering could be explained by the voltage-
dependent properties of N-methyl-D-aspartate (NMDA) re-
ceptor channels (33, 34). The adult Purkinje cell is the only
large mammalian neuron that has no NMDA receptor chan-
nels (35). One functional consequence of the absence of
NMDA receptors could thus be an insensitivity to clustering
of synaptic inputs, suggesting that Purkinje cells might per-
form a fundamentally different computational task than py-
ramidal neurons.
The amplification results in our model were robust to small
changes in P-channel density (Fig. 2) and to changes in
background excitation (Table 1). Also, as the model was not
specifically tuned to simulate synaptic responses (12), the
amplification mechanism is an emergent property of the
model. Our results are not contradicted by available physi-
ological data, but direct experimental confirmation of this
amplification mechanism may be difficult to obtain, because
at present no procedures exist to apply localized, small inputs
to the Purkinje cell dendritic tree in vivo. In principle, such
an experiment could be designed in vitro; however, the model
suggests that differential amplification of small inputs is
dependent on the presence of continuous asynchronous
parallel fiber inputs (Table 1). The slicing procedure greatly
reduces this spontaneous input.
Some components of the amplification mechanism may
have already been shown to exist experimentally. Facilitation
of conduction of synaptic potentials by voltage-dependent
responses has been reported in Purkinje cells (36) but was
attributed to changes in electrotonic length, which seems
Table 1. Average number of spikes within 10 ms of a synchronous input applied to different dendritic branchlets
Excitation, Firing frequency, No. of spikes for inputs on branchlet Input 8
Hz Hz 2 4 6 10 14 19 25 29 37 44 branches
25 37.3 1.08 1.11 1.06 0.99 0.97 0.95 1.00 1.02 1.04 1.13 1.09
28 66.6 1.17 1.16 1.14 1.10 1.10 1.07 1.04 1.12 1.12 1.21 1.16
32 90.7 1.36 1.34 1.22 1.19 1.15 1.17 1.16 1.23 1.24 1.33 1.24
20 1.6 0.97 0.94 0.78 0.48 0.56 0.39 0.63 0.29 0.62 0.47 0.60
See Fig. 1 for location of branchlets. First column is average frequency of asynchronous excitation, and second column is resulting average
firing frequency of the Purkinje cell model. Note that the number of spikes occurring in the absence of a stimulus can be computed by dividing
the firing frequency by 100.
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unlikely considering our modeling results (11). Several
groups using high-resolution Ca2+ imaging methods in vitro
have reported small, localized and rapidly changing increases
in Ca2+ concentration during activation of parallel fiber
inputs (ref. 39; A. Konnerth and T. Knopfel, personal com-
munication). These results show that massive parallel fiber
inputs can cause localized changes in Ca2+ concentration
comparable to the images shown in Fig. 4 E and F.
The relative insensitivity of a Purkinje cell to the location
and clustering of dendritic inputs can be expected to have
several functional implications. First, as has been pointed out
by Marr (37), since a particular parallel fiber contacts all
postsynaptic Purkinje cells at similar vertical dendritic loca-
tions (4), parallel fibers superficial in the molecular layer
would otherwise have little overall effect on Purkinje cell
output. Second, cerebellar development may be greatly sim-
plified if the detailed pattern of connections onto individual
Purkinje cells makes little difference. Establishing 150,000
connections to a single Purkinje cell (5) would be a formidable
task if the precise position of each synapse was critical for
function, especially because hundreds of Purkinje cells share
inputs from the same parallel fiber (4). Finally, the amplifi-
cation mechanism might provide Purkinje cells with the
capacity to detect common features of synaptic input arising
from different patterns of granule cell layer activity, which
would activate distinct regions of the dendritic tree. Such
patterns could, for example, be expected to arise from
variations in inputs to the complex fractured maps of the
body surface found in the tactile regions of the cerebellum
(22, 38).
When the number of synaptic inputs received by the
Purkinje cell is combined with the size and electrical com-
plexities ofits dendritic tree (6), this neuron is one ofthe most
complex in the nervous system. The results presented here
suggest that some of this cell's dendritic complexity may
actually serve to simplify the development of its connections
and the processing of its synaptic inputs. In this way,
biophysical and anatomical complexity may subserve func-
tional simplicity.
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