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I present an intuitive answer to an often asked question: why is the integrated difference K − U
between the kinetic and potential energy the quantity to be minimized in Hamilton’s principle?
Using elementary arguments, I map the problem of finding the path of a moving particle connecting
two points to that of finding the minimum potential energy of a static string. The mapping implies
that the configuration of a non–stretchable string of variable tension corresponds to the spatial
path dictated by the Principle of Least Action; that of a stretchable string in space-time is the one
dictated by Hamilton’s principle. This correspondence provides the answer to the question above:
while a downward force curves the trajectory of a particle in the (x, t) plane downward, an upward
force of the same magnitude stretches the string to the same configuration x(t).
I. INTRODUCTION
Nature loves extremes. Soap films seek to minimize
their surface area and adopt a spherical shape; a large
piece of matter tends to maximize the gravitational at-
traction between its parts and, as a result, planets are
also spherical; light rays refracting on a magnifying glass
bend and follow the path of least time, and a relativistic
particle chooses to follow the path between two events
in space-time that maximizes the time measured by a
clock on the particle.[1, 2] Nor are humans divorced from
extremum principles, attempting to reduce the complex-
ities of the world to the smallest number of dominating
principles.
For mechanical systems, this goal has been accom-
plished by Maupertuis and Hamilton in different versions
of the celebrated Principle of Least Action. Both formu-
lations emerge from conceiving the trajectories of par-
ticles as light rays traversing different media which, ac-
cording to Fermat, follow the path that minimizes time.
In 1744, Maupertuis proposed that “Nature, in the
production of its effects, does so always by the simplest
means” [3] and, in 1746, wrote “in Nature, the action
(la quantite´ d’action) necessary for change is the small-
est possible. Action is the product of the mass of a body
times its velocity times the distance it moves”.[4] For a
light ray or a particle passing from one medium into an-
other, both the minimization of time and minimization
of action gives rise to angles of incidence and refraction
in a fixed proportion to each other: the analog of Snel’s
law[5] for a light ray n1 sin θ1 = n2 sin θ2 corresponds to
the conservation of particle momentum along the inter-
face mv1 sin θ1 = mv2 sin θ2. Even though Maupertuis’
formulation was vague–and there was controversy on the
priority over the idea[6]–his name remains attached to
the principle arguably for two reasons: his metaphysi-
cal view that minimum action expresses God’s wisdom
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in the form of an economy principle[7], and Euler’s role
in settling the controversy in his favor.
Hamilton’s principle, formulated almost a century
later, is similar to the Principle of Least Action and is
based on the optical-mechanical analogy as well.[8] While
the trajectory followed by a particle of fixed energy E
connecting two points in space is prescribed by the Prin-
ciple of Least Action, Hamilton’s principle determines
the trajectory for which the particle will spend a given
time t in travelling between the same points. In such a
case, the optimal path is the one for which the sum of
the products (K − U)∆t along the path is a minimum
(K and U are the kinetic and potential energies and ∆t
the time interval). Hamilton’s method was mentioned
throughout the nineteenth century but was rarely used
in practice because simpler methods were as effective in
most cases.[9]
The situation changed in 1926 when Schro¨dinger, in-
spired by de Broglie’s ideas, resorted to Hamilton’s anal-
ogy between mechanics and geometric optics, extended
the treatment from geometrical to undulatory mechan-
ics, and arrived at his famous equation for the dynamics
of a quantum mechanical particle.[10] Moreover, in 1948,
Feynman[11] (following a hint from Dirac) offered a new
perspective on Hamilton’s principle: in propagating be-
tween two points, a quantum particle “explores” every
path, treating them on equal footing. This “democracy
of histories”[12] becomes the Principle of Least Action
for a classical particle due to destructive interference that
eliminates those paths that differ significantly from the
classical (or extremal) path.
A lesser known approach to what is called now
the Principle of Least Action was taken by John
Bernoulli[13], who showed that Snel’s law can be ob-
tained from the condition of mechanical equilibrium of
a tense, non-stretchable string (see Figure 1). This anal-
ogy was also noted by Mo¨bius[14, 15] and discussed by
Ernst Mach in his classical book on mechanics.[16] Ref.
[17] considers an inextensible string and is the only article
I was able to find on this analogy.
In the present paper I show that a simple extension of
this idea to paths that are covered in fixed time can be
2FIG. 1: (a) and (b) John Bernoulli’s proof of Snel’s law using
the mechanical equilibrium of a tense string. (c) Mechanical
model for the law of reflection, which is not discussed in the
present paper. (Figure reproduced from Reference [13]).
used to prove the equivalence of Hamilton’s principle to
the static equilibrium of a stretchable string. My aim is
to provide, in the spirit of References [18, 19, 20, 21, 22],
insight into why it is the the difference between the ki-
netic and potential energy that appears in Hamilton’s
principle. In section II, I review Bernoulli’s approach
and in section III, I present a simplified derivation of
Hamilton’s principle without calculus. In section IV, I
present a slightly more elaborate derivation using ele-
mentary calculus. Given the importance of the Principle
of Least Action in so many areas of Physics, I hope that
this paper will contribute to its presentation in introduc-
tory courses rather than it being postponed to advanced
mechanics courses.
II. THE LEAST ACTION PRINCIPLE AND
NON-STRETCHABLE STRINGS
Figure 1 shows the diagram used by John Bernoulli to
derive Snel’s law for a light ray travelling from point A
to B using the analogy with the static equilibrium of a
tense string. The following is a rephrasing of Bernoulli’s
argument, which is based on the hypothesis that, in me-
chanical equilibrium, it is equivalent to say that the net
force on each point of the system is zero, and that the
system is in the state of minimum potential energy. In
discussing the particle motion I will assume knowledge of
Newton’s law F = ∆p/∆t relating the force on a particle
with the rate of chance of its momentum.
Call T1 and T2 the weights hanging from points A and
B; the point of contact between the upper and lower
portions of the string slides horizontally without friction
along the line CD. The pulleys atA andB are considered
frictionless and with zero inertia; therefore the tensions
of the different portions of the string will be T1 and T2.
Compare the potential energy of the configurations where
the point of contact are E and e. There is a potential
energy difference between the two configurations because
in going from E to e, mass 1 will rise from M to m
and mass 2 will decrease its height from N to n. The
tensions are determined by the weights and are, therefore,
in both configurations, T1 and T2. Calling ℓ1 = AE
and ℓ2 = EB, the change in potential energy ∆U of the
system becomes
∆U = T1∆ℓ1 + T2∆ℓ2, (1)
where ∆ℓ1 = Mm ≡ qe and ∆ℓ2 = −Nn ≡ Ep. This
means that, up to an additive constant, the potential
energy of the system can be written as
U = T1ℓ1 + T2ℓ2. (2)
Another way of visualizing the above expression is of-
fered in Figure 2.
Since the configuration of mechanical equilibrium cor-
responds to the minimum of potential energy the mini-
mum U is attained when the components of the forces
from the different portions of the string along CD can-
cel. In term of the angles 6 AER = θ1 , 6 SEB = θ2, the
minimum potential energy is attained when
T1 sin θ1 = T2 sin θ2. (3)
The above relation is equivalent to Snel’s law if the
indices of refraction n1 and n2 in the different regions are
identified with the corresponding tension of the strings: if
the time t is minimized, or equivalently the optical length
ct given by
ct = n1ℓ1 + n2ℓ2, (4)
then n1 sin θ1 = n2 sin θ2. For the analogy between the
configuration of the tense string and the trajectory of a
particle with energy E between points A and B I reason
in reverse: knowing that conservation of momentum at
the interface requires
mv1 sin θ1 = mv2 sin θ2, (5)
what is the magnitude that should be minimized in or-
der to get the above relation? Clearly, from the above
analysis the quantity to be minimized is
A = mv1ℓ1 +mv2ℓ2, (6)
3FIG. 2: An alternative version of Bernoulli’s setup: (a) Two
weights hanging from frictionless points A and B is assigned
zero potential energy. (b) The two weights are then lifted,
and the ends of the strings are joined at point E along the
line CD. The work done is equal to the increase in potential
energy: U = T1ℓ1 + T2ℓ2.
which is Maupertuis’ action. The correspondence be-
tween Eq. 4 and Eq. 6 expresses the famous analogy be-
tween mechanics and geometric optics that has been the
subject of many recent pedagogical expositions[23, 24].
The tension Ti of the string is identified with the
velocity vi on each region which, in turn, is given by
vi =
√
2m(E − Ui), where E is the total energy and Ui
is the corresponding potential energy. For paths that
transverse many regions where the particle velocities are
different, the trajectory has to be broken up in many
straight segments. The Principle of Least Action states
that the trajectory the particle will follow between two
fixed points and at fixed total energy is the one that min-
imizes the sum of the products mviℓi in each segment.
In order to use the analogy with the string, the arrange-
ment will correspond to frictionless pulleys that can slide
on rods, with the string passing through them a sufficient
number of times[16] (see Figure 3).
Table I summarizes the analogies between the quanti-
ties discussed in this section.
III. HAMILTON’S PRINCIPLE AND
STRETCHABLE STRINGS
The Principle of Least Action as stated in the previous
paragraph gives the optimal trajectory for a particle of
a given energy between two fixed points. It doesn’t say
FIG. 3: Frictionless pulleys that can slide in horizontal lines
with a string passing through them a sufficient number of
times gives the trajectory of the particle if Ti is identified
with mvi at each segment. Since the string can only pass
through each pulley an integer number of times, the ratios of
the velocities are approximated by the ratio of the times the
rope passes through each segment.
anything about the time it takes to travel from one point
to the other. Now consider the problem of finding a path
that will connect point P to point Q in a fixed time t. In
other words, what is the path that the particle will choose
in going from point P = (xP , 0) to point Q = (xQ, t)? In
extending the treatment to paths that go from two fixed
space–time points it is useful to treat t as a new geomet-
rical dimension. To simplify the analysis, and to retain
the two dimensional picture of the previous paragraph, I
will consider motion in one (spatial) dimension.
Consider the path as a continuous function x(t), that
is broken into small straight segments connecting points
separated by a fixed time interval ∆t. The fact that
the segments are straight means that the motion is of
constant velocity during that interval, then changes due
to an impulsive force. This force will be different from
zero if the potential is changing as a function of x at
the particle position. Consider for simplicity two broken
segments as in Figure 4(a).
Before the force F acts on the particle, the velocity is
given by the slope of the curve in the (x, t) plot:
vP =
xi − xP
∆t
. (7)
The effect of the force is to change the velocity. In the
(x, t) plot (also called the “world line”), this means that
the slope of the line changes at the intermediate time.
The velocity after the force has acted on the particle is
vQ =
xQ − xi
∆t
. (8)
4TABLE I: Corresponding quantities in the analogy used in the Principle of Least Action between mechanics, geometric optics
and the equilibrium of a non-stretchable string.
Particle Light Ray Non-stretchable string
mv (momentum) n (refractive index) T (tension)
mv1 sin θ1 = mv2 sin θ2 (momentum conservation) n1 sin θ1 = n2 sin θ2 (Snel’s law) T1 sin θ1 = T2 sin θ2 (static equilibrium)
∆A = mv∆ℓ (action) c∆t = n∆ℓ (optical length) ∆U = T∆ℓ (potential energy)
FIG. 4: (a) Space-time trajectory of an otherwise free one-
dimensional particle acted upon by an impulsive force F
at ti = ∆t. (b) Equivalent equilibrium configuration of
two segments of a stretchable string with spring constants
k = m/(∆t)2 and an external force −F .
Notice that, since the force is downward, the slope de-
creases: downward force means that, at xi , the potential
is increasing as a function of x.
The path [in space time (x, t)] is a solution of Newton’s
second law, according to which the rate of change of the
velocity times the particle mass is the force acting on it:
F = m
vQ − vP
∆t
. (9)
Replacing the above expressions for the velocity:
F =
m
(∆t)2
(xQ − xi)−
m
(∆t)2
(xi − xP ) . (10)
At this point take a step of abstraction, and forget the
space-time picture for a moment. This expression gives
the force of a system of two springs of identical spring
constant, the first spring connecting point (xi,∆t) with
(xP , 0), the second connecting (xQ, 2∆t) with (xi,∆t).
In order for the systems to be in equilibrium, or, in other
words, for the intermediate coordinate to have the value
xi (the other two are fixed) there has to be a force of
precisely magnitude F but of opposite sign.
The path given by Newton’s law is given by the equi-
librium condition of a mechanical model of two springs
in the presence of a potential of opposite sign as U(x).
The equilibrium condition is the one that minimizes the
potential energy of the entire system, springs plus “ex-
ternal” potential U(x). Since the potential energy for a
spring of spring constant k connecting two points sepa-
rated by a distance δ is kδ2/2 , the total potential energy
of the system (that I will call S˜) is given by
S˜ =
m
2
(
xi − xP
∆t
)2
+
m
2
(
xQ − xi
∆t
)2
− U(xi). (11)
Coming back to the original world line picture, the op-
timum path in space–time is the one that minimizes the
difference between kinetic and potential energy. This is
Hamilton’s principle, which I obtained using a mechan-
ical analogy similar to the Principle of Least Action in
the sense that there is a correspondence between the ki-
netic energy and the potential energy of fictitious springs
of spring constant k = m/(∆t)2. In other words, the
stretchable string is in equilibrium due to two types of
forces in space-time: the external force due to (minus)
the real external potential, and the elastic force of ficti-
tious springs playing the role of the kinetic energy.
For a a longer path with N straight segments each of
them traversed by the particle in a time ∆t, the velocity
at the i-th segment will be vi = (xi+1 − xi)/∆t and the
equivalent potential energy will be given by
S˜ =
[
mv21
2
− U(x1)
]
+
[
mv22
2
− U(x2)
]
+ · · ·+ mv
2
N
2
.
(12)
For a large number of segments, which will correspond
to a continuously varying path, the last term in the sum
above can be ignored; the total potential energy to be
minimized is the sum of the differences between the ki-
netic and potential energies.
Notice that the potential energy for the fictitious
springs corresponds to springs of zero length. Also, Equa-
tions 11 and 12 omit the potential energy associated with
the “horizontal displacement” ∆t of each spring. I ignore
5this contribution because the horizontal forces due to the
springs cancel and, therefore, the potential energy asso-
ciated with this displacement is the same for all configu-
rations of the string.
IV. HAMILTON’S PRINCIPLE USING
ELEMENTARY CALCULUS
A. Connection between Maupertuis’ and
Hamilton’s action
In this section I, derive Hamilton’s principle using a
slightly more sophisticated approach while still keeping
it elementary. In reference to Figure 1(a), the Principle of
Least Action tells us the path a particle of fixed energy E
will choose in going from A to B. Call U1 and U2 the po-
tential energies in the upper and lower parts of the line
CD, and v1 =
√
2m(E − U1) and v2 =
√
2m(E − U2)
the corresponding velocities. Now consider paths with
different energies and ask for which of those paths the
particle will satisfy Newton’s laws and spend a fixed
amount of time t going from A to B. Following the logic
of the Principle of Least action, I want to find a function
of the paths that will give the desired one upon mini-
mization. For the special case in consideration, the path
consists of two straight segments and the function has to
be such that, of all paths that take a time t in going from
A to B, it chooses the one that satisfies the “Snel’s law
for particles” of Eq. 5.
Call a and b the perpendicular distances of A and B to
the interface CD, L the horizontal distance between A
and B and x the distance CE. Maupertius action of Eq.
6 can be thought of as a function of x and the energy:
A(x,E) = mv1(E)
√
x2 + a2 +mv2(E)
√
(L− x)2 + a2.
(13)
In order to explore whether A(x,E) is the desired func-
tion, compute the variations of A with respect to x and
E, assuming knowledge of the ratios of dE and dx that
will keep the time t constant:
dA = (mv1 sin θ1 −mv2 sin θ2) dx+
∂A
∂E
dE. (14)
It is clear that minimizing A (or equivalently setting
dA = 0) does not give us the desired Eq.5 because of
the second term above. However, notice that dvi/dE =
1/mvi, and
∂A
∂E
=
√
x2 + a2
v1
+
√
(L − x)2 + a2
v2
= t1 + t2 = t, (15)
with t1 ≡ ℓ1/v1 and t2 ≡ ℓ2/v2 the times it takes the
particle to go from A to B and from E to B.
This means that if Et is subtracted from A the de-
sired quantity is obtained: S = A − Et. (Notice that
d(Et) = tdE since the paths considered last a constant
time.) Therefore,
S = (mv1ℓ1 − Et1) + (mv2ℓ1 − Et2)
=
(
mv21 − E
)
t1 +
(
mv22 − E
)
t2
= (K1 − U1) t1 + (K2 − U2) t2, (16)
which is the quantity to be minimized according to
Hamilton’s principle.
B. Could Hamilton have discovered quantum
mechanics in 1834?
Writing p = mv and ℓ = x, the above action S (Eq.16)
for a path has precisely the form of the phase change of
a wave
φ ∼ px− Et (17)
(up to a multiplicative constant that will render it
dimension-less) with momentum and energy playing the
role of wave number k and frequency ω. The path of
least–or, more precisely stationary–action could hence
be regarded as the stationary phase limit of some wave.
With this motivation I ask wether Hamilton could have
discovered quantum mechanics in 1834. The answer is
most probably “no,” since Hamilton did not have any ex-
perimental motivation to think of particles as waves.[26]
However, the close parallelism between geometric optics
and mechanics could have invited him to ask himself the
following: what would be the structure of a wave equa-
tion for particles that, in the limit of small wavelengths,
gives the trajectories of particles just as the wave equa-
tion for light in the same limit gives the trajectories of
light rays?
Let us follow the analogy provided by the Principle
of Least Action and consider trajectories of constant en-
ergy for particles which will correspond to light rays of
constant frequency. Since the Principle of Least Action
establishes an equivalence between the geometry of tra-
jectories and not between the dynamics of those trajecto-
ries, for constant energy (and frequency) I seek an equiva-
lence between stationary states of the corresponding wave
equations.
Now let us introduce wave-lengths into the discussion.
The wave length of a monochromatic light wave in a
region in which the index of refraction n(x) is varying
slowly is given by
λ(x) =
λ0
n(x)
. (18)
Since equations 4 and 6 imply that the trajectories of
particles and light rays are equivalent if n(x) is identified
with mv(x), the “natural” choice for the spatial depen-
dence of the particle wave length λP is
λP (x) =
K
mv(x)
=
K√
2m [E − U(x)]
, (19)
6with K a constant that has units of angular momentum
and is precisely the required constant to make φ in Eq.
17 dimension-less: φ = 2piK (px− Et).
Now let us consider the wave equation for the ampli-
tude φ(x, t) describing a light wave in one dimension (I ig-
nore the polarization and consider it as a scalar wave)[25]:
∂2φ
∂x2
=
n2(x)
c2
∂2φ
∂t2
. (20)
I want to compare this with the stationary wave equa-
tion for particles, so I substitute φ(x, t) = φ(x)eiωt
and the equation becomes
−
(
λ0
2π
)2
∂2φ
∂x2
= n2(x)φ. (21)
Using the equivalences of Eqs. 18 and 19, the struc-
ture of the wave equation for the stationary states Ψ for
particles should be
− (K/2π)
2
2m
∂2Ψ
∂x2
= [E − U(x)] Ψ. (22)
In comparison with Eq. 21, if K is treated as a free
parameter, the limit K → 0 (which corresponds to the
limit λ0 → 0) gives the trajectories for particles of energy
E and Eq. 22 could be used as a wave equation for
particles. If many years later someone were to discover
that particles in confined potentials had discrete energies,
K could be tuned to fit the experiments obtaining
K
2π
= 1.0546× 10−34J s, (23)
which is of course Planck’s constant h¯. Given the iden-
tification of energy with frequency, the time dependence
of the stationary states should be Ψ(x)e−iEt/h¯ and the
“naturally” implied time dependence for Eq. 22 is[
− h¯
2
2m
∂2
∂x2
+ U(x)
]
Ψ = ih¯
∂
∂t
Ψ, (24)
which is the celebrated Schro¨dinger equation.
V. CONCLUSION
I have presented an elementary derivation of Hamil-
ton’s principle based on the analogy between particle
(and light ray) trajectories with the configuration of a
tense non-stretchable string. The analogy was (to my
knowledge) first considered by Bernoulli in a practically
unreferenced article and gives an intuitive picture of the
Principle of Least Action. Extending the analogy to
stretchable strings, I derived Hamilton’s principle, pro-
viding an intuitive picture of the origin of the difference
between kinetic and potential energy in Hamilton’s char-
acteristic function. I also presented a derivation using
elementary calculus, which extends the analogy between
mechanics and geometrical optics to undulatory mechan-
ics and “derived” Schro¨dinger’s equation.
I have endeavored to present a pedagogical approach
that can help students in introductory courses appreciate
the beauty and compactness of the Principle of Least
Action.
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