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Abstract
We consider the problem of exploring an unknown and unexplored environment.
In order to explore and navigate effectively, one first needs to construct a map of the
environment. Hence with the help of local/global positioning system and mapping tech-
nology, a robot can map the environment that can be further utilized for exploration.
When a local/global positioning system is not available, even if we have the map of the
environment, the robot needs to know its exact location at any instance of time in that
environment – it needs to localize itself. In absence of either a map or a local/global
positioning system, the robot needs to map as well localize in the unknown and unex-
plored environment at the same time. This is the problem of Simultaneous Localization
And Mapping (SLAM). SLAM consists of the concurrent construction of a model of the
environment (the map), and the estimation of the state of the robot moving within it.
The SLAM community has made astonishing progress over the last 30 years, enabling
large-scale real-world applications, and witnessing a steady transition of this technology
to industry. In this thesis we study a novel approach to construct a metric embedding
of landmarks observed by a robot equipped with a noisy range sensor, navigating in an
unknown environment. In every iteration of the algorithm, a graph constituting of the
landmarks and observation points as vertices are modeled as a spring-mass-damper sys-
tem and its dynamic simulation is performed to obtain the optimal lengths of the links
in the graph. The dynamic simulation is run every time a new set of observations are
obtained, with the result of the previous dynamic simulation used as its initial condition.
This incrementally constructs an approximate metric representation of the landmarks
and robot poses, in effect giving us a metric map of the landmarks and allowing us to
localize the robot relative to that.
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Chapter 1
Introduction
1.1 Literature Review
When a robot travels in an unknown, GPS denied environment, it needs to map
the environment as well as estimate its location in that environment for accomplishing
a desired mission. This is important for the effective motion planning and the robot’s
localization. For this reason, Simultaneous Localization and Mapping (SLAM) has been
one of the most well-studied topics in robotics literature (see the survey papers by
Durrant-Whyte and Bailey [1,2]). The approaches to solving SLAM can be categorized
into two methods: Online SLAM and Batch SLAM. Online SLAM is a technique that
incrementally estimates the SLAM posterior by repeatably updating the most recent
measurements in the estimate, i.e. this is the case when a robot gets measurements at
each time step from the environment and then include the information to estimation
results. While Batch SLAM computes the estimation taking into considering measure-
ments from all the time step at once, i.e. this technique is required when data acquired
by a robot during operation need to be processed off-line to produce the map of the
environment.
SLAM means estimation of the state of a robot equipped with on-board sensors, and the
concurrent construction of a map of the environment that the sensors are perceiving. For
example, the robot’s state is described by its pose (Orientation and position), although
other quantities may be included in the state, such as sensor error, robot velocity and
orientation, and calibration parameters. On the other hand, the map is a representa-
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tion of important aspects, like the position of landmarks and obstacles, describing the
environment in which a robot operates.
The map of the environment can be used for mainly two purposes: first, the map is
commonly required to support other tasks, for example, a map can be used for path
planning, or to give an intuitive visualization for the human operator. Second, a map
helps us to estimate the state of the robot with minimum error. Dead-reckoning would
rapidly drift over time in absence of the map, while on the other hand using a map that
contains information about the set of distinguishable landmarks, a robot can reset and
minimize its error in state estimation and localization by re-visiting known landmarks
(commonly called as loop closure). Hence, SLAM finds applications in all situations
within which a previous map isn’t available and desires to be built.
In some application of robotics, we have prior knowledge of the set of landmarks. For
example, a robot working on the plant floor can be provided with a map that is manually
built by the artificial beacons in that plant environment. The second example would
be a robot which has access to GPS satellites, where GPS can be considered as moving
beacons at known locations. In such a situation, if localization can be done effectively
w.r.t to known landmarks then SLAM may not be needed.
The popularity of the SLAM problem is linked with the rise of in demand of the mo-
bile robots for indoor applications. Indoor usage strikes out the use of GPS to bound
Localization error, plus, SLAM provides an interesting alternative to user-built maps,
revealing that robot can operate in the absence of localization infrastructure.
1.2 Problem Statement and Notations
Definition 1 (Ground Truth) Ground truth is a term used in various fields to refer
to information provided by direct observation (i.e. empirical evidence) as opposed to
information provided by inference. And in our case it refers to the actual position or
coordinates of the robot observation points and landmark locations in the global frame
(as opposed to the ones estimated by the robot).
The idea behind this project is to construct a metric embedding of landmarks observed
by a robot equipped with a noisy range sensor, navigating in an unknown environ-
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ment. We considered a planar environment cluttered with point obstacles also known
as landmarks (l). At time t = 1 robot at its position r1 takes an observation and
discovers set of landmarks L1 = {l11, l12, l13, ...} with its on-board noisy range sensors.
Similarly further observations are taken at time steps 2, 3, 4, ..., t at different robot lo-
cations Rt = {r1, r2, r3, ..., rt}. The aggregate set of observations is Lt = t⋃
τ=1
Lτ set of
landmarks is obtained.
Definition 2 (set of ground truth robot locations until time t) Rt represents the
set of all the ground truth robot locations until time t. Thus Rt = {r1, r2, r3, ..., rt}
Definition 3 (set of ground truth Landmark locations at time t) Lt represents
the set of ground truth Landmark locations observed at time t. Thus, Lt = {lt1, lt2, lt3, ...}
observed at time t from rt
In this thesis we propose a novel approach in which the whole system is modelled as dy-
namic system, where the robot and landmarks are considered as point masses, whereas
the edges connecting the robot location(rt) and a landmark(lt) are modeled as spring-
damper links.
In every iteration of the algorithm, a graph constituting of the landmarks and obser-
vation points as vertices are modeled as a spring-mass-damper system and its dynamic
simulation is performed to obtain the optimal lengths of the links in the graph. The
dynamic simulation is run every time a new set of observations are obtained, with the
result of the previous dynamic simulation used as its initial condition. This incremen-
tally constructs an approximate metric representation of the landmarks L˜ = t⋃
τ=1
L˜τ and
robot poses R˜t = {r˜1, r˜2, r˜3, ..., r˜t}, in effect giving us a metric map of the landmarks
and allowing us to localize the robot relative to that.
Definition 4 (set of estimated robot locations until time t) R˜t represents the set
of estimated robot poses after the dynamic stimulation at time t where R˜t = {r˜1, r˜2, r˜3, ..., r˜t}.
Definition 5 (set of estimated Landmarks locations) L˜t represents the set of es-
timated Landmarks locations, after dynamic stimulation, L˜t = {˜lt1, l˜t2, l˜t3, ...}, observed at
time t from rt.
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1.3 Literature
Until now, for batch or off-line SLAM, pose graph optimization method has proven
effective when it comes to either mapping the environment and localizing the robot in
it, or to recover from bad loop closures problem. The main aim of the pose graph opti-
mization is to localize the robot, i.e, to estimate the pose presumed by the mobile robot
at the given time instants (pose graph) for the available measurements, and this leads
to computation of a hard non-convex optimization problem for the maximum likelihood
estimate of robot poses, with multiple local minima.
Pose graph optimization technique has been developed and improved since more than
an decade by researchers. For example, Thrun and Montemerlo [3] presented their work
on the solving a typical off-line SLAM problem using Graph SLAM Algorithm which is
an improvement over the previous works done in the field of SLAM. Since pose graph
estimation is the non-linear optimization problem it requires an initial guess to solve the
problem iteratively. So, Olson et al. [4] presented a fast non-linear map optimization
algorithm that recovers the map of the environment as well as robot trajectory quickly,
even when initial estimate is made poorly. On the other hand Luca Carlone et al. [5]
showed that in 3D and 2D SLAM if the rotation estimation of the robot is made first,
and then using that the pose graph optimization is initialized, that gives comparatively
fast computation and robustness to the SLAM solution.
Although the state-of-the-art techniques have shown us impressive results on the real
world scenarios, it still requires the availability of initial guess for solving non-linear
optimization problem due to its iterative nature. And this can be problematic in the in
some situations as the convergence of the cost function to global minimum cannot be
guaranteed in all cases, because, if the initial guess is outside the region of attraction of
the global minimum, the iterative process is likely to be stuck in local minima (orienta-
tion wraparound problem).
Alongside the pose graph estimation technique attempts have been made previously by
Golfarelli et al. [6] who presented the work on elastic correction method for SLAM,
which models the links and nodes in graph SLAM as spring-mass system, which might
help to correct the dead-reckoning errors as well as the errors occurring in the on-board
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sensor measurements, but Duckett et al. [7, 8] presented a first efficient method to to
solve such problems. But both of the work reflected the core idea that when spring-mass
type modelling of the system is done we then need to solve the forcing equations for
the system which in itself is an optimization problem, that says achieving the minimum
energy state gives us the solution to the SLAM problem.
Inspired by these previous works the main objective of this thesis is to develop a new
technique to solve SLAM and tackle the problem of loop closure by developing a dy-
namic model of the system 2.4 and continuously solving it as the robot moves through
the environment such that the robot keeps tracks of the landmarks in its proximity(i.e.
Mapping the environment) at every time step while localizing itself at the same time.
6
Chapter 2
Preliminaries
2.1 Sensing Model
In SLAM, robots rely on the on-board sensor for getting the observation of land-
marks, while the type sensors depend upon the cost and availability. For this project,
we considered a noisy range sensor which measures the distance between the robot and
a landmark, but the distance measurements are not accurate and there is some errors
in it.
Figure 2.1: Sensor Model Graph
For the computational purpose a sensor model is developed to measure the distance Drl
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between the robot observation point r and a landmark in its proximity l of the range
sensor.
Drl = ‖r− l‖+  (2.1)
Where Drl is the estimated distance between robot and landmarks, whereas D
actual
rl =
||rt − Lt|| is the true distance between between robot and landmarks. The error, , is
assumed to be sampled from Normalized Gaussian distribution. Probability, PD, of the
estimated distance DrL can thus written as
PD =
1√
2piσ2
e
− (DrL−µ)
2
(2σ2) (2.2)
Where µ = Dactual is the mean, σ = kµ is the standard deviation of the distribution.
Note that the standard deviation rises linearly with the increase in the distance between
robot and landmarks. For most experiments we choose k = 0.05. However, we also test
the effect of different k on the proposed algorithm.
2.2 Motion Model
The sole purpose of a SLAM problem is that a robot should map the environment
while localizing itself into it when it does not have any GPS (Global Positioning System).
As a result of that it needs to map the surrounding while navigating itself in the local
frame. Thus robot has to rely largely on its odometer. In the process to emulate the
real world we need to design a motion model for the robot, where,just like sensor model,
error is accumulated in the estimated motion.
In an ideal case we can assume that there will be no slippage between wheels and the
ground, all the mechanical parts responsible for the movement of a robot are working
precisely, and the odometer sensors are error free and thus the distance traveled can be
measured accurately. But in the real world that is not the case – errors are part of the
measurements and cannot be ignored, hence errors are important to consider when we
are trying to emulate the real world. Incorporating the concept of error also makes the
algorithm more robust and simulation results more reliable. Hence the motion model is
needed as it will help us emulate the real world with the consideration of the collective
8
error in the odometer output.
For this project distance between two consecutive robot positions, when robot moves
from rt to rt+1, is represented as D and the change in robot’s heading is θ.
Dmeasured = v∆t+ D (2.3)
θmeasured = ω∆t+ θ (2.4)
Where v is the speed of the robot, while ∆t = 1 signifies the a single time step taken by
robot to move from position rt to rt+1. Dactual = v∆t is the actual distance traversed
by the robot. θ is the amount of turn taken or angle rotated by robot when travelling
from rt to rt+1, for which we use the angular speed of ω.
In our motion model the error in distance is once again sampled form Normalized
Gaussian Distribution such that the Probability distribution of the measured distance
Dmeasured can we written as
PD =
1√
2piσ2
e
− (Dmeasured−µD)
2
(2σ2
D
) (2.5)
where µD = Dactual is the mean, and σD = kDµ is the standard deviation that increases
with higher distance traveled over the same time period.
The error in angle measurement is also sampled form Normalized Gaussian Distribution
such that the Probability(Pθ) of the measured distance θmeasured can we written as
Pθ =
1√
2piσ2
e
− (θmeasured−µθ)
2
(2σ2
θ
) (2.6)
where µθ = θactual is the mean and σθ = kθDactual is the standard deviation of the
distribution.
2.3 Loop Closure in SLAM
SLAM (Simultaneous Localization and Mapping) is a computational problem in
robotics mapping and navigation to construct and update the map (Mapping) of the
environment while concurrently estimating the robot’s location in that environment (Lo-
9
calization).
While in theory, some may consider SLAM as a solved problem, but in practice, it’s
still difficult to apply a single algorithm for all different types of environments some
of which are very large or small and the robot visits the environment with exactly the
same or similar looking landmarks. The main problem is in generalizing detection of ro-
bust features(landmarks) used for localization or loop closure in different environments.
Loop-closure detection is important for enhancing the robustness of algorithms for both
Figure 2.2: Loop Closure
topological and metrical SLAM. This the problem consists in detecting when the robot
has returned to a previous location after having discovered a new environment for a
while.
Such detection makes it possible to increase the accuracy of the actual pose estima-
tion. Identifying previously mapped landmark and locations can also be relevant for
addressing the problem of global localization, or even for recovering from a kidnapping
(when a robot is operated manually or by something it does not control). Hence, solving
the problem of loop-closure detection not only make SLAM performances better, but it
enables additional capabilities to mobile robots.
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2.4 Modeling of the Problem
Landmarks and robot locations are represented as the vertices/nodes of a graph Gt
on 2D plane and the links joining the robot location and respective observed landmark
gives us the edges of the graph. Since we use dynamic modelling of the system, these
(a) Graph Gt (b) Network of spring-mass-damper system
Figure 2.3: Modelling of the Problem
above mentioned vertices/nodes of graph constitutes as the mass element while edges
represent the spring-damper system, in the whole system is modeled as a spring-mass-
damper system.
2.5 Spring-Mass-Damper System
Figure 2.4: Spring-Mass-Damper Sys-
tem
As we try to approach and solve the prob-
lem of SLAM with method of Dynamic Sim-
ulation, we needed to model the environment
accordingly. So, modelling of the problem is
done in such a way that landmarks and ob-
servation points are represented as the ver-
tices/nodes of graph Gt on 2D plane and the links joining the robot location and respec-
tive observed landmark gives us the edges of the graph. Since we have used dynamic
modelling of the system, these above mentioned vertices/nodes of graph constitutes as
the mass element while edges represent the spring-damper system in the whole system
modelled as spring-mass-damper system.
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2.6 Dynamic System Solver
The equation governing the motion of a 1D unforced spring mass damper system is
given by the equation
mx¨+ Cx˙+Kx = 0 (2.7)
The above equation is a second order constant-coefficient differential equation. Using
Figure 2.5: The image represents 2 mass elements i, j connected by a link comprising
spring and damper
this, the equation for 2D system as shown in figure 2.5 in which two mass elements i
and j connected by spring-damper link is given by the below equation
mir¨i =
∑
j∈NG(i)
K(||ri − rj || −Dij)( ri − rj||ri − rj ||) + C(r˙i − r˙j) (2.8)
Where ri is the position of the vertex i on the plane, NG(i) is the set of all neighbours
of i in graph G, Dij represents the distance between mass elements i and j in the
equilibrium state while K and C represents spring and damping constant respectively.
2.7 Numerical ODE Solver
Numerical methods for ordinary differential equations are the way of solving or-
dinary differential equations (ODEs) using numerical approximations, also known as
“numerical integration”. Most differential equations can’t be solved using closed-form,
algebraic computation techniques and thus for practical purposes like in the engineering
applications, a numeric approximation to the solution is often sufficient. An alternative
method is to use techniques from calculus to obtain a series expansion of the solution,
but since we need to solve large number of forcing function for dynamic simulation that
12
are ordinary differential equation, we need a fast and efficient ODE solver, and one of
the most widely used methods for the solution of Initial Value Problems(IVPs) is the
fourth order Runge-Kutta (RK4) technique. Let an initial value problem be specified as
Figure 2.6: Slopes used by the classical Runge-Kutta method (source: Wikipedia)
follows:
y˙ = f (t, y), y(t0) = y0
Here y is an unknown (scalar or vector) function of time t, which we would like to
approximate and we are told that y˙, the rate of change of y, is a function of t and of
y itself. At the initial time t0 the corresponding y value is y0. The function f and the
data t0, y0 are given.
Now pick a step-size h > 0 and define
yn+1 = yn +
1
6
(k1 + 2k2 + 2k3 + k4)
tn+1 = tn + h
13
for n = 0, 1, 2, 3, ...., and where
k1 = hf(tn, yn),
k2 = hf(tn +
h
2
, yn +
k1
2
),
k3 = hf(tn +
h
2
, yn +
k2
2
),
k4 = hf(tn + h, yn + k3).
Here yn+1 is the RK4 approximation of y(tn+1), and the next value yn+1 is specified by
the present value yn plus the weighted average of four increments, where an individual
increment is the product of the size of the interval h, and predicted slope determined
by function f on the right-hand side of the differential equation.
Figure 2.7: Comparison of Various Numerical ODE Solver
For this thesis, we used MATLAB to code the algorithm and run the simulation, and
MATLAB offers us a bunch of ODE solvers like ODE45, OD23, ODE113, ODE15s,
ODE15i, ODE23s, ODE23t and ODE23tb which can be useful to do the job of handling
and solving hundreds of ODEs at the same time. And as we have discussed the fourth
order Runge-Kutta(RK4) technique we decided to use to solve our dynamic simulation of
14
the system and so amongst all of these we used ODE45 solver because it uses a variable
step Runge-Kutta Method to solve differential equations numerically.
15
Chapter 3
Algorithm Design
3.1 Rigidity Condition
Rigidity is the property of a structure that it does not flex or bend under an applied
force. The opposite of rigidity is flexibility. As per the theory of structural rigidity,
Figure 3.1: Graphs comprise of the rods connected by rotating hinges. The graph drawn
as a square can be deformed into a parallelogram by the blue force , so the graph is
flexible. The graph drawn as a triangle, cannot be deformed by any force that is applied
to it, so the graph is rigid (source: Wikipedia)
structures are formed by a group of objects that are themselves rigid bodies, often
presumed to take simple geometric forms and shapes such as straight rods and line
segments, with pairs of objects connected by flexible hinges. So, if a structure cannot
flex it is rigid, i.e., if there’s no continuous motion of the structure that preserves the
form and shape of its rigid components and the pattern of their connections at the
16
hinges.
One way of checking is a planar (2D) structure or configuration is rigid if the degree
of freedom (dof) is less than or equal to 3 (corresponding to translation in x and y
directions, and a rotational d.o.f. of the entire structure). The d.o.f. of a 2-D planar
graph structure can be calculated as Degree of Freedom(s) = 2(number of vertices)−
(number of links/edges). So we can see in figure 3.1 that triangular structure has dof
= 3 hence it is rigid while square structure has dof = 4 hence not rigid and so it can be
continuously transformed into another configuration (parallelogram) on the application
of external force.
3.1.1 Good and Bad Landmarks
This differentiation between landmarks is one of the important part of the algorithm
design and for the rigidity of the graph (Gt) at any given point of time
Good Landmarks
These are the landmarks that are observed from at least two valid robot poses. Also
these are the only valid landmarks that are considered in the observation set. They
contribute towards rigidity of the graph.
Figure 3.2: The figure shows the differentiation between good and bad landmarks in the
graph Gt
17
Valid Landmarks
These are the set of good landmarks that are observed from no more than four
consecutive robot locations, i.e. in the process of incremental dynamic simulation 3.2 if a
particular landmark is observed from more than four robot locations then the observation
of that particular landmark is considered invalid and will be treated as bad landmark
for all the further dynamic simulation. This criteria is introduced in order to reduce the
dynamic model complexity and increase computation efficiency of the algorithm. The
foundation of this idea was that, we don’t need every landmark that is observed by the
robot to map the environment and localize our agent into it. So this criteria helps us
to filter of set of landmarks so as to reduce the data handling and thus increase the
computation of the dynamic simulation.
Bad Landmarks
Also called “dangling landmarks”, are the landmarks that are either observed from
only one robot pose or not at all observed. These set of landmarks are not considered
as observation and are neglected. If included they only contribute towards increasing
the d.o.f. of the system, thus compromising the rigidity condition.
3.1.2 3-Robot 3-Landmark Criteria
This is an essential condition that needs to be satisfied in order to run dynamic
simulation on the set of observation taken from valid robot poses.
3 landmark – 3 robot pose criteria: Between any three consecutive valid
robot locations from where the observations are considered, there should be
at least three landmarks that are seen from all those three robot positions.
This is the condition that helps us to make the graph rigid: If satisfied for all observation
triplets, a simple d.o.f. computation shows that the total degree of freedom will be
three or less depending on the number of observation made from those robot. This is a
sufficient condition for rigidity, not a necessary one though.
18
Figure 3.3: Representation of 3-Robot 3-Landmark Criteria
3.1.3 Variable Spring-Damping Coefficient
Section 2.4 describes how the system is modeled by assuming the edges of the graph
as spring-damper systems. This brings in a new level of complexity and a question of
parameter choice, as now we can either set the whole spring mass damper model with
constant spring and damping coefficient or we make it variable.
Constant spring-damping coefficient means that through out the incremental dynamic
simulation 3.2 the values of spring and damping coefficients will not change but instead
will remain the same.
Variable spring-damping coefficient, on the other hand, means that throughout the
incremental dynamic simulation 3.2 the values of spring and damping coefficient of
a particular link between a landmark l and robot location (rt) will keep on varying
depending upon the number of robot locations the landmark is observed from.
The simulation results of constant (Figure 3.4(b)) and variable (Figure 3.4(c)) spring
and damping coefficients w.r.t ground truth (Figure 3.4(a)) can be seen in Figure 3.4.
The main reason for varying the coefficients is that without it the spring forces on a
vertex that is too well-connected becomes extremely high, and thus creates a distorted
and incorrect map of the environment as seen in figure 3.4(b).In practice, we varied the
spring coefficients inversely as the degree of the vertex it is connected to increased. This
prevented the structure from collapsing onto itself.
3.1.4 Rigidity Conditions for the Dynamic System
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(a)
(b) (c)
Figure 3.4: figure(a) represents Ground Truth, figure(b) shows simulation result with
constant Spring and Damper Coefficients, and figure(c) shows simulation result with
variable Spring and Damper Coefficients
Figure 3.5: Representation of Non-Rigid System
Since we estab-
lished that the graph
Gt(V t, Et) in which
robot and landmark
locations are the
vertices (V ), mod-
elled as mass ele-
ments and links/edges (E) connecting them are modelled as spring-damper system,
there exist a degree of freedom (dof) for each mass element and constrain for each re-
spective edge. And in order to get the desired results, rigidity of the graph was one of
the most important conditions that needed to be considered to design an algorithm
We know that a kinematic system is considered rigid if the dof of that system is three or
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less than that. Also, in a 2D plane every vertices/point has 2 dof., therefore collective
degree of freedom of all the robot pose and respective landmark observed can be given
by
dof(V t) = 2 ∗ (|Rt|+ |Lt|)
where V t = Rt ∪ Lt
(3.1)
But as there exist a spring-damper linkage (Et) between each robot pose and its observed
landmarks, this will account as constrains on the system and each constrain reduces the
dof by 1, therefore the total reduction in the dof. of the system at given point of time
is given by
Total no of Edges or Links = |Et| (3.2)
On fixing the position (x-y coordinate) of the first robot pose and one of the coordinate
(either x or y) of the of the first landmark observed from the first valid robot observation
location. This further reduces the dof. of the system by 3, hence now the total degree
of freedom of the whole system/graph at a given time can be calculated as
dof(Gt) = 2 ∗ (|Rt|+ |Lt|)− |Et| − 3
= 2 ∗ |V t| − |Et| − 3
(3.3)
Now if we take into account the previously mentioned conditions of 3 landmark – 3 robot
Figure 3.6: Representation of Rigid System
pose criteria and use the concept of good and bad landmarks to consider an observation
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in a set then, dof(Gt) <= 0, which assures that graph Gt will be rigid and ready for
dynamic simulation.
3.2 Incremental Dynamic Simulation
Our proposed algorithm is a step-wise iterative process of gathering observation data
at valid robot positions, validating that data against the prescribed rigidity conditions,
and solving the updated spring-mass-damper system with the help of numerical solver
to obtain metric embedding of the landmarks and robot poses which can be use to
develop the map of the environment while estimating the pose of the robot itself in that
environment. Each iteration consists of the following steps.
STEP-1 Obtaining Measurements
Figure 3.7: Scanning of Landmarks
• The robot starts making observation at time t = 1 at r1 and detects the set
of landmarks, L1, in its proximity and this process repeats for time t = 2 and
t = 3
• The distance between observation point rt and set of landmarks Lt in its prox-
imity i.e. Drl is recorded from the robot’s on-board noisy range sensor.
STEP – 2 Construction of Graph Gt(V t, Et)
• After getting first 3 robot locations and their respective observation data, all
the landmarks are checked against the necessary rigidity conditions that needs
to be satisfied and links/edges, E, are established between observation points
and their landmarks observed from those points. While Rt and Lt constitutes
the vertices, V t, of the graph.
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STEP – 3 Getting the Binary information of Landmark
• In addition to the distance information an additional binary bearing information
is collected for each observed landmark and stored. This binary information
indicates on what side of the robot the landmark lies: either left (0) or right (1).
This is used to set the initial conditions in the next iteration of the dynamic
simulation for solving the ODE of the spring mass damper system.
Figure 3.8: Entire Dynamic Simulation Process
STEP – 4 Setting the Initial Values
• To solve the ODEs, (2.8), for the dynamics of the spring-mass-damper system
modeled after the graph, Gt, we need initial conditions.
• Initial conditions on the vertices already existing in Gt−1 are set to be equal to
the solution obtained from the dynamic simulation of the previous iteration.
• Binary bearing information of new landmarks are used to place the initial po-
sition of the new landmarks on correct side of the robot’s new position (the
initial condition for which is estimated from the noisy odometer). This allows
disambiguation between two symmetric positioning of the landmarks about the
robot’s current location, from which the distance estimates would be the same.
STEP – 5 ODE Formulation and ODE Solver
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• The spring-mass-damper system from graph Gt(V t, Et) and the initial condi-
tion described above are used to integrate the equations (2.8) until the system
stabilizes (due to energy dissipation due to the dampers).
• This ODE are solved with ODE45 solver until it converges to stable value.
• And from the solution, the estimates of the robot and landmark poses are ob-
tained.
After step 5 is executed and a metric embedding of G˜t(V˜ t, E˜t) is obtained, the process
is repeated from Step 1 for time t = 5, 6, 7, . . . , T , until robot reaches it goal point to
have a metric embedding of the final graph, G˜T (V˜ T , E˜T ) is obtained.
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Chapter 4
Simulation Results
4.1 Emulating Real World
Developments in the field of computational technology have given us both opportu-
nity and resources to use it for the betterment and ease our life. While the same can
help us to test our algorithms without implementing directly into the real robots. Hence
due to the amount of computational power available to us today, it is possible for us
to simulate preliminary environments for a robot to test our algorithms. And as a part
of that process we have tried to emulate a exploration process lead by a point robot
attached with noisy range sensor to detect landmarks around its proximity while trav-
elling in an unknown environment and developing approximate metric representation of
the landmarks and robot poses, in effect giving us a metric map of the landmarks and
allowing us to localize the robot relative to that.
Simulation is designed to mimic the real world for moving the robot and taking observa-
tions. We simultaneously run the SLAM algorithm, and obtain the estimated map of the
environment (landmark locations) and localize the robot relative to that environment.
Simulation is designed such that the it emulates the real world scenario, in which robot
takes sufficiently dense observations while it’s moving, while observation at particular
time steps is only taken into consideration if it is unique and satisfies the rigidity condi-
tions. All other observations are discarded for making the computation faster without
compromising the outcome of the algorithm. At time t = 1 robot at position r1 scans for
the landmarks around its proximity and gets its first set of observation data L1. Since
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(a) 3-Landmark 3-Robot Location Criteria not satisfied
(b) 3-Landmark 3-Robot Location Criteria satisfied
Figure 4.1: 3-Landmark 3-Robot Location Criteria
observation data from at least three consecutive robot location is needed as mentioned
in section 3.1.4 to run the dynamic simulation, robot takes into consideration new sets
of observation L2 and L3 at time t = 2 and 3 from robot location r2 and r3. Once the
robot has data from 3 consecutive poses it will be scrutinized to fulfilled the rigidity
conditions mentioned in section 3.1.1 and 3.1.2 and then put through the dynamic stim-
ulation 3.2 to get the map of the environment.
But question that can arise here is what if the 3-Landmark 3-Robot Location crite-
ria 3.1.2 is not satisfied at any point of time? In the real world we cannot expect
the environment to be evenly densely populated. Let’s suppose that at robot takes
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set of observations L = {Lt−2, Lt−1, Lt} at time t = t − 2, t − 1, t from robot location
rt−2, rt−1 and rt and does not satisfy the 3-Landmark 3-Robot Location Criteria 3.1.2
as shown in figure 4.1(a).
In such scenario robot will start looking into past observation data taken between time
steps which will satisfy all the rigidity conditions to run the dynamic stimulation. This
approach to solve the problem is not computationally efficient, as we then have to go
through large set of observation data set at each and every time instant until we get the
observation set that satisfies the necessary criteria to go through the simulation.
Hence we use a binary search, in which whenever a new observation is taken into consid-
eration at time step(t) and it fails to satisfy the 3-Landmark 3-Robot Location Criteria
3.1.2, then it will search for observation data at time instant (t′) which is obtained by
doing binary division between time step t and t− 1 and check if it satisfies the criteria.
If yes, then robot continues it operation as usual and if not, then further binary division
a is done between t′ and t− 1 until the it satisfies the criteria or t′ ≡ t− 1, in that case
the algorithm will stop its execution and it is assumed that environment is not densely
populated with landmarks to generate a map.
4.2 Simulation Results
Figure 4.2(a) shows us the ground truth of the environment i.e. the actual position
of landmarks (X) w.r.t to robot pose (O) while 4.2(b) shows us the resulting relative
position of a landmark(X) w.r.t. to robot pose (O) after running dynamic simulation.
And from 4.2(c) we can do a visual comparison between ground truth and simulated
results.
The figure 4.3 shows the step wise results of the incremental dynamic simulation as
the robot explores the environment, while also comparing the same with the ground
truth. The —– and —– represents the links in the graph that connects robot pose to
the landmarks in its proximity of the sensor. These are the same links that as modelled
as spring damper system as we discussed in 2.4. As discussed before robot starts
taking observation at time step (t = 1), and continue to move forward to take next set
of observation at time step (t = 2 and 3) as at least observation data from 3 consecutive
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(a) Ground Truth (b) simulated Results
(c) Ground Truth v/s Simulated Results
Figure 4.2: Comparison between Ground Truth and Simulation Result
robot locations are needed to get the map, hence the first graph 4.3(a) we get is at time
step (t = 3) and then as mention before in 3.2 we get the map of the environment till
the loop is closed as seen in figure 4.3.
The plot 4.4 tells us about the effect of sensor and motion model on the net error
propagation in landmark and robot location estimation. As we increase the value of
the standard deviation, σ, in the errors in sensor and motion model, more error is
incorporated in the distance measurement between landmark and robot DrL in equation
2.1 and also in the odometer sensor reading in equation 2.3. The results of such variation
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in form of map plotted can seen in 4.4[a,b,c,d], while the 4.4(e) not only tells us about
the total error in the estimation at a particular σ value but also act as simple look up
tool to determine and compare the trend in total estimation error as we vary the value
of σ in sensor and motion model
The results in 4.5 shows the outcome of the simulation when robot is subjected to
different kinds of trajectories in an environment without and with obstacles. All the
simulation in 4.5 are subjected to follow the same sensor and model as discussed in
section[2.1,2.2]. The figure 4.5(a) shows the results when robot is solving SLAM when
subjected to path of straight trajectory, similarly 4.5(b) is when robot follows a curved
trajectory and finally 4.5(c) shows the results when robot is trying to moving through
the environment with obstacles.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.3: Incremental Dynamic Simulation results for a robot moving on circular
path/trajectory
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(a) σ = 0.05µ (b) σ = 0.1µ
(c) σ = 0.2µ (d) σ = 0.4µ
(e)
Figure 4.4: figure(a,b,c,d) shows simulations results for a robot moving on circular
trajectory for different values of the standard deviation(σ), for the errors in sensor and
motion model and figure(e) represents the plot, showing total error in the estimation at
a particular value of σ
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(a) (b)
(c)
Figure 4.5: figure(a,b) Represents simulation results when a robot travels on straight and
curve trajectory, and figure(c) show the results when the robot travels in the environment
with obstacles taking sharp turns
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Chapter 5
Conclusion and Future Directions
5.1 Conclusion
In this thesis, we studied the a novel technique to solve SLAM by constructing a
graph constituting of the landmarks and observation points as vertices, which is then
modeled as a spring-mass-damper system and its dynamic simulation is performed to
obtain the estimated lengths of the links in the graph. The dynamic simulation is run
every time a new set of observations are obtained, with the result of the previous dynamic
simulation used as its initial condition. In the process of designing the algorithm we
evaluated different factors that affect the simulation results, such as,
• For a circular path taken by robot to explore the environment as seen in 4.4[a,b,c,d]
the total error in the simulated results increases almost linearly 4.4(e) as we in-
crease the error in the sensor and motion model simultaneously.
• In the approach of dynamic modelling of the system it is important to consider
the rigidity criteria 3.1 to build a metric map of the environment by simulation
that will emulate the explored region while localizing the robot in it.
• While the idea of segregating the landmark into category of Good and Bad Land-
marks was important for the rigidity condition, further division of Good Land-
marks into Valid Landmarks was necessary for the computational efficiency of the
simulation and stability of the simulated map.
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• Keeping Spring and Damping Coefficient variable rather than constant also showed
the significant change in the nature of simulation results as seen in 3.4.
We can also draw a conclusion from various simulation results in figure 4.5 that when
the robot moves on the straight path it can map the environment more accurately than
moving on an open curved path or the path which changes direction more abruptly.
5.2 Future Scope
From the computational results it appears that this new technique to solve SLAM
is promising. However, this idea and its execution is in its preliminary stage as we have
only scratched the surface of it and there are lot of aspects that needs to be considered
and following problems are within the scope of future research
Identification of Landmarks
• For the purpose of this thesis we have used the idea of static point Landmarks
which can be easily identified by the robot, but in the real world most of the
landmarks are dynamic and hence there is need to develop the an algorithm
which can distinguish between static and dynamic landmarks. Also it should be
able to identify that which particular quality or feature in its surrounding will
qualify as unique landmark.
Landmark Disambiguation
• This means robot in real world a robot should be able to differentiate between
two similar looking landmarks. This aspect is important from the Loop Closure
and Dead Reckoning point of view.
Robustness
• The overall SLAM algorithm can be made more robust with respect to environ-
ment and the path taken by the robot.
Algorithm development for 3D World
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• In the current thesis we have developed the algorithm to solve SLAM by dynamic
simulation for a robot moving on a 2D plan but this only set the foundation
for this new technique. Using current knowledge there is scope for developing
SLAM algorithm to solve problems in 3D.
Increasing Computational Efficiency
• There is still lot of scope to modify the algorithm in terms of filtering the
landmarks such that only minimum amount of landmark information can be
handled and also in terms of using a custom made ODE solver for the dynamic
simulation for getting faster and more accurate results. As this will helps us to
solve SLAM online as well as offline with less computational cost.
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