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Abstract
Luttmann, Andreas:
Modeling and simulation of processes involving solid-liquid phase transitions
and a free capillary surface
In this thesis, the material and heat transport for manufacturing processes including a
partial melting of metallic workpieces is modeled and simulated. More specifically, two
applications with industrial background are considered: The first process is thermal up-
setting of micro components, where a prescribed size and shape of the molten material is
requested. Secondly, laser beam welding is considered, which is a process to join different
metallic materials. In both cases, the numerical simulation provides additional insight
into the process, yielding a better understanding and supporting the process develop-
ment.
For the simulation of the aforementioned processes, the models and numerical methods
in [1], [2], [3] and [4] are adapted and extended. The key aspects of the model are the
Navier-Stokes equations including a free capillary surface and wetting for the liquid part,
and either a two-phase Stefan problem (Enthalpy-Formulation) or the heat equation in
combination with a Stefan condition (Temperature-Formulation) to consider the energy
balance and allow solid-liquid phase transitions.
For the numerical solution, a finite element method in an arbitrary Lagrangian-Eulerian
(ALE) formulation is used, which includes an isoparametric approximation of the ou-
ter boundary within the underlying simplicial mesh. To enable an efficient numerical
solution, the subproblems for the conservation of momentum, mass and energy as well
as the geometry evolution are decoupled on the time discretization level. Depending on
the formulation of energy conservation, two different numerical methods arise, in which
the solid-liquid phase boundary is either handled by an interface capturing approach
(Enthalpy-Method) or an interface tracking approach (Temperature-Method). For each
method, the corresponding advantages and disadvantages are elaborated, which finally
leads to an approach combining both methods, that benefits from each method’s advan-
tages whilst avoiding their disadvantages. As a simpler but less accurate alternative, a
stabilized variant of the Enthalpy-Method is proposed. The simulation results are vali-
dated using experimental data.
Keywords: laser beam welding, thermal upsetting, melting, solidification, fluid dy-
namics, Navier-Stokes, Stefan problem, free capillary surface, wetting, triple junctions,
finite element method, interface tracking, interface capturing, ALE formulation, decoup-
ling strategy
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Zusammenfassung
Luttmann, Andreas:
Modellierung und Simulation von Prozessen mit fest-flüssig Phasenübergang
und freiem Kapillarrand
Diese Arbeit beschäftigt sich mit der Modellierung und Simulation des Material- und
Wärmetransportes für Fertigungsprozesse, bei denen metallische Bauteile mit Hilfe eines
Lasers teilweise geschmolzen werden. Das Ziel ist dabei, die Prozessentwicklung zu unter-
stützen und Einblicke zu ermöglichen, die experimentell nicht oder nur schwer zu erfassen
sind. Konkret werden in dieser Arbeit zwei Prozesse mit unterschiedlicher Zielsetzung be-
trachtet: Dies ist zum einen das thermische Stoffanhäufen an Mikrobauteilen, bei dem
eine definierte Formänderung im Vordergrund steht, und zum anderen das Wärmeleit-
schweißen, welches zum Fügen von metallischen Mischverbindungen eingesetzt wird.
Die Grundlage für die Simulation des Material- und Wärmetransportes bilden die Mo-
delle und numerischen Lösungsverfahren in [1], [2], [3] und [4], die für die vorliegenden
Prozesse angepasst und weiterentwickelt wurden. Die wesentlichen Aspekte des Modells
sind die inkompressiblen Navier-Stokes Gleichungen einschließlich einer freien kapillaren
Oberfläche und Benetzung für die Strömung im geschmolzenen Bereich sowie wahlweise
ein Zweiphasen-Stefan-Problem (Enthalpie-Formulierung) oder die Wärmeleitungsglei-
chung in Kombination mit einer Stefan-Bedingung (Temperatur-Formulierung) für die
Energiebilanz einschließlich des fest-flüssig Phasenübergangs.
Die numerische Lösung erfolgt im Kontext allgemeiner Lagrange-Euler (ALE) Koor-
dinaten durch eine Finite-Elemente-Methode auf einem simplizialen Gitter mit isopa-
rametrischer Diskretisierung des Randes, wobei die zeitdiskreten Teilprobleme für die
Erhaltung von Impuls, Masse, Energie und die Evolution der Geometrie zur effizienten
Lösung voneinander entkoppelt werden. Je nach Formulierung der Energieerhaltung erge-
ben sich dabei zwei unterschiedliche numerische Lösungsverfahren, wobei die fest-flüssig
Phasengrenze entweder durch einen „interface-capturing“-Ansatz (Enthalpie-Methode)
oder einen „interface-tracking“-Ansatz (Temperatur-Methode) behandelt wird. Für beide
Ansätze werden die einzelnen Vor- und Nachteile herausgearbeitet, auf deren Grundlage
einerseits eine stabilisierte Variante der Enthalpie-Methode und andererseits eine Kom-
bination beider Methoden entwickelt wird. Eine Validierung der Simulationsergebnisse
erfolgt anhand experimenteller Daten der oben genannten Prozesse.
Schlüsselwörter: Wärmeleitschweißen, Laserstoffanhäufen, Schmelzen, Erstarren, Strö-
mungsdynamik, Navier-Stokes, Stefan-Problem, freie kapillare Oberfläche, Benetzung,
Tripelpunkt, Finite-Elemente-Methode, interface-tracking, interface-capturing, ALE-For-
mulierung, Entkopplungsstrategien
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Bezeichnungen
In diesem Abschnitt werden die in dieser Arbeit verwendeten Bezeichnungen erläutert.
Für Mengen X,Y bezeichne
X ∪ Y := {z | z ∈ X ∨ z ∈ Y } die Vereinigung von X und Y,
X ⊎ Y := X ∪ Y für X ∩ Y = ∅ die disjunkte Vereinigung von X und Y,
X ∩ Y := {z | z ∈ X ∧ z ∈ Y } den Durchschnitt von X und Y,
X × Y := (x, y) x ∈ X ∧ y ∈ Y  das kartesische Produkt von X und Y,
P(X) := {U |U ⊂ X} die Potenzmenge der Menge X,
|X| die Kardinalität für eine diskrete Menge X,
mit den logischen Operatoren „∨“ (oder) und „∧“ (und). Für eine endliche Familie von
Mengen (Xi)i=1,...,n, n ∈ N, wird als Kurznotation
n
i=1
Xi,
n
i=1
Xi,
n
i=1
Xi bzw.
n
i=1
Xi
verwendet.
Die grundlegenden Mengen sind in der folgenden Tabelle aufgeführt:
Name Definition
N Menge der natürlichen Zahlen
N0 N ∪ {0}
Z Menge der ganzen Zahlen
R Menge der reellen Zahlen
R≥0 {x ∈ R |x ≥ 0}
R>0 {x ∈ R |x > 0}
ix
x Notation
Für Vektoren x = (x1, . . . , xn)T , y = (y1, . . . , yn)T ∈ Rn, z = (z1, . . . , zm)T ∈ Rm und
Matrizen A =
Ä
Aij
ä
i=1,...,m
j=1,...,n
, B =
Ä
Bij
ä
i=1,...,m
j=1,...,n
∈ Rm×n, C =
Ä
Cij
ä
i=1,...,n
j=1,...,l
∈ Rn×l mit
l,m, n ∈ N bezeichne
x · y :=
n
i=1
xiyi das Standard-Skalarprodukt im Rn,
x× y :=
á
x2y3 − x3y2
x3y1 − x1y3
x1y2 − x2y1
ë
für n = 3 das Kreuzprodukt im R3,
x⊗ z :=
Ä
xizj
ä
i=1,...,n
j=1,...,m
∈ Rn×m das dyadische Produkt,
A · x := Ax :=
Ñ
n
j=1
Aijxj
é
i=1,...m
das Matrix-Vektor-Produkt,
A · C := AC :=
Ñ
n
k=1
AikCkj
é
i=1,...,m
j=1,...,l
das Matrix-Matrix-Produkt,
A : B :=
m
i=1
n
j=1
AijBij das Frobenius-Skalarprodukt im Rm×n.
Im Folgenden sei d ∈ {2, 3} die Raumdimension, Ω ⊂ Rd ein Lipschitz-Gebiet, Γ ⊂ Rd
eine abschnittsweise glatte Hyperfläche, γ ⊂ Rd eine abschnittsweise glatte Kurve (d = 3)
bzw. Punktmenge (d = 2) und G ∈ {Ω,Γ, γ}. Es bezeichne
G◦ := G\∂G die Menge der inneren Punkte von G,
G¯ := G ∪ ∂G den Abschluss von G,
|G| das Volumen, die Fläche, die Länge bzw. die Kardinalität von G,
wobei ∂G den Rand im Sinne von Mannigfaltigkeiten bezeichne.
Für eine vom Ort x = (x1, . . . , xd)T ∈ Ω und der Zeit t ∈ (t0, tN ) ⊂ R>0 abhängige
skalarwertige Funktion f : Ω × (t0, tN ) → R, f = f

x(t), t

, bei der sich die Ortspunk-
te gemäß der zeitabhängigen Vorschrift x = x(t) entlang einer Trajektorie bewegen,
bezeichne
∂tf :=
∂f
∂t
die partielle Zeitableitung von f,
d
dt
f :=
∂f
∂t
+
d
i=1
∂f
∂xi
dxi
dt
die totale Zeitableitung von f,
∇f :=
Ç
∂f
∂xi
å
i=1,...,d
∈ R1×d den (räumlichen) Gradienten von f,
∆f := ∇ · ∇f :=
d
i=1
∂2f
∂x2i
den Laplace-Operator von f.
Notation xi
Für eine vektorwertige Funktion u : Ω × (t0, tN ) → Rn, u = (u1, . . . , un)T , bzw. eine
matrixwertige Funktion A : Ω × (t0, tN ) → Rn×d, A =
Ä
Aij
ä
i=1,...,n
j=1,...,d
, ist die Anwendung
der skalarwertigen Differentialoperatoren komponentenweise zu verstehen. Ergänzend be-
zeichne
∇u :=
Ç
∂ui
∂xj
å
i=1,...,n
j=1,...,d
∈ Rn×d den Gradienten von u,
∇ · u :=
d
i=1
∂ui
∂xi
für n = d die Divergenz von u,
∇ ·A :=
Ñ
d
j=1
∂Aij
∂xj
é
i=1,...,n
∈ Rn×1 die Divergenz von A.
Für eine glatte orientierte Hyperfläche Γ ⊂ Ω mit äußerer Einheitsnormale n⃗Γ sei nun
u : Γ × (t0, tN ) → Rn, u = (u1, . . . , un)T , eine vektorwertige Funktion, wobei mit Hilfe
der orthogonalen Projektion ΠΓ : U(Γ) → Γ sowohl n⃗Γ als auch u in eine Umgebung
U(Γ) von Γ durch
u(x) := ΠΓ

u(x)

bzw. n⃗Γ(x) := ΠΓ

n⃗Γ(x)

fortgesetzt werden können. Dann bezeichne unter Zuhilfenahme der orthogonalen Pro-
jektion
P : U(Γ)→ Rd×d, P (x) := I − n⃗Γ(x)⊗ n⃗Γ(x),
bzgl. Γ zudem
∇u := ∇u · P ∈ Rn×d den tangentialen Gradienten von u,
∇ · u := spur (∇u) für n = d die tangentiale Divergenz von u,
∆u := (∇ · ∇ui)i=1,...,n ∈ Rn×1 den Laplace-Beltrami-Operator von u.
Um die Notation einfach zu halten, wurde bei der Definition sämtlicher Differentialope-
ratoren die Zeitunabhängigkeit des Gebietes Ω bzw. der Hyperfläche Γ angenommen.
Die Bezeichnungen können aber auch unmittelbar auf zeitabhängige Gebiete Ω(t) bzw.
Hyperflächen Γ(t) und die zugehörigen Raum-Zeit Gebiete übertragen werden.
Für eine Transformationsabbildung ς : Ω˜× (s0, sN )→ Ω× (t0, tN ), ς(y, s) =
ςx(y, s), ςt(y, s)

, mit ςx : Ω˜× (s0, sN )→ Ω und ςt : Ω˜× (s0, sN )→ (t0, tN ) bezeichne
Jς :=
∇yςx ∂sςx
∇yςt ∂sςt
 die Jacobi-Matrix von ς.
xii Notation
Wie in der vorangegangenen Definition werden Differentialoperatoren bzgl. des Ortes
in dieser Arbeit häufig mit der Ortsvariablen als Index versehen, um Missverständnisse
bzgl. des betrachteten Koordinatensystems auszuschließen.
Weiter bezeichne
id : Rn → Rn, x → x die identische Abbildung,
1G : Rd → R, 1G(x) :=
10 für x ∈ Gx ∈ Rd\G die charakteristische Funktion von G,
I ∈ Rn×n, Iij :=
10 für i = ji ̸= j die Einheitsmatrix.
Zuletzt werden einige grundlegende Funktionenräume eingeführt, wobei wie zuvor G ∈
{Ω,Γ, γ} sei:
• C0(G¯) sei der Banachraum aller stetigen Funktionen f : G¯→ R mit der Norm
∥f∥C0(G¯) := sup
x∈G¯
|f(x)|.
• Für Γ ⊂ Ω¯ bzw. γ ⊂ Γ¯ und V ⊂ C0(Ω¯) bzw. W ⊂ C0(Γ¯) bezeichne
spur (V,Γ) :=
¶
g ∈ C0(Γ)
 ∃f ∈ V : g = f |Γ©
bzw. spur (W,γ) :=
¶
h ∈ C0(γ)
 ∃g ∈W : h = g|γ©
die Spur von V bzw. W auf Γ bzw. γ.
• Pk(Ω), k ∈ N0, bezeichne den Vektorraum der Polynome p : Ω→ R vom Grad klei-
ner oder gleich k, der sich durch Pk(G) := spur
Ä
Pk(Ω), G
ä
auf (niederdimensionale)
Mannigfaltigkeiten überträgt.
• L2(Ω) sei der Hilbertraum aller Lebesgue-messbaren Funktionen f : Ω → R mit
Ω |f(x)|2 dx <∞, der mit dem Skalarprodukt und der Norm
(f, g)L2(Ω) :=

Ω
f(x)g(x) dx bzw. ∥f∥L2(Ω) :=
 
Ω
f(x)2 dx
ausgestattet ist. Außerdem bezeichne
∥f∥L2avg(Ω) :=
 
1
|Ω|

Ω
f(x)2 dx
den L2-Mittelwert.
Notation xiii
• L2(Γ) bzw. L2(γ) sei entsprechend der Raum der quadratisch integrierbaren Funk-
tionen f : Γ→ R bzw. g : γ → R bezüglich des (d− 1)- bzw. (d− 2)-dimensionalen
Hausdorff-Maßes mit der Norm
∥f∥L2(Γ) :=
 
Γ
f(x)2 dox bzw. ∥f∥L2(γ) :=  
γ
f(x)2 dsx.
• H1(Ω) sei der Sobolev-Raum aller Funktionen f ∈ L2(Ω) mit Distributionsablei-
tung ∂f∂xi ∈ L2(Ω), i = 1, . . . , d, der mit dem Skalarprodukt und der Norm
(f, g)H1(Ω) := (f, g)L2(Ω) + (∇f,∇g)L2(Ω)
bzw. ∥f∥H1(Ω) :=

∥f∥2L2(Ω) + ∥∇f∥2L2(Ω)
ausgestattet ist.
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Einleitung
Bei der Entwicklung neuer Fertigungsverfahren zur Herstellung von Maschinen, Fahrzeu-
gen und technischer Anlagen bzw. einzelner dafür benötigten Bauteile gewinnen numeri-
sche Simulation seit vielen Jahren zunehmend an Bedeutung. Dabei können Simulationen
experimentelle Untersuchungen im Entwicklungsprozess unterstützen und sogar zum Teil
ersetzen, um den Zeit- und Kostenaufwand zu reduzieren. Außerdem können Simulatio-
nen Einblicke ermöglichen, die experimentell nicht oder nur sehr schwer zu realisieren
sind.
Abhängig von der Zielsetzung der numerischen Simulation wird zunächst ein mathemati-
sches Modell aufgestellt, das den realen Fertigungsprozess vereinfacht durch mathemati-
sche Formeln in Abhängigkeit von Parametern und physikalischen Größen beschreibt. Die
Modellierung erfolgt dabei häufig unter der Prämisse, physikalische Effekte mit geringem
Einfluss zu vernachlässigen, wodurch ein möglichst einfacher formaler Zusammenhang
entsteht. Dennoch sind die Probleme zur Bestimmung der Zielgrößen aus dem Modell
häufig so komplex, dass eine analytische Lösung nur sehr schwer möglich ist. Hier bieten
sich numerische Verfahren zur Lösung des Problems an.
Das Thema dieser Arbeit ist die numerische Simulation des Material- und Wärmetrans-
portes für zwei Fertigungsprozesse, die am Zentrum für Technomathematik (ZeTeM) der
Universität Bremen gemeinsam mit anderen an der Universität ansässigen Instituten aus
dem ingenieurwissenschaftlichem Bereich im Rahmen von Projekten untersucht wurden.
Dies ist zum einen das laserbasierte Stoffanhäufen an Mikrobauteilen und zum anderen
das laserbasierte Wärmeleitschweißen von Mischverbindungen.
Das laserbasierte Stoffanhäufen wird als erste Stufe innerhalb eines zweistufigen Um-
formprozesses für metallische Mikrobauteile eingesetzt. Dabei wird zunächst durch ge-
zielte Laserbestrahlung ein Bereich des Mikrobauteils angeschmolzen. Die Strömung und
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die damit verbundene Formänderung in diesem Bereich wird im Wesentlichen durch
die Oberflächenspannung bestimmt. Dies wird ausgenutzt, um Material in bestimmten
Bauteilbereichen zu akkumulieren, die nach der Erstarrung in der zweiten Stufe durch
Kaltumformen in die gewünschte Endform überführt werden. Eine Beschreibung des
Prozesses und der untersuchten Mikrobauteile erfolgt in Abschnitt 1.1.
Das Wärmeleitschweißen von Mischverbindungen ist ein Füge-Verfahren zur Verbindung
dünnwandiger Bauteile, bei denen die Fügepartner aus verschiedenen metallischen Werk-
stoffen bestehen. Unter Verwendung eines Lasers werden die Bauteile im Bereich der
Fügestelle erwärmt, so dass lediglich die Schmelztemperatur des einen Fügepartners
überschritten wird, wodurch dieser den nicht aufschmelzenden Fügepartner entlang der
Fügestelle benetzt. Wie beim Stoffanhäufen hat die Oberflächenspannung einen großen
Einfluss auf die Strömung und Formänderung des Bauteils. Entlang der Fügestelle ent-
steht dabei ein dünner intermetallischer Phasensaum, so dass die Bauteile nach dem
Erstarren miteinander verbunden sind. Eine Beschreibung des Prozesses und der unter-
suchten Verbindungen erfolgt im Rahmen der Projektbeschreibung in Abschnitt 1.2.
Da beiden Prozessen überwiegend dieselben physikalischen Phänomene für den Material-
und Wärmetransport zu Grunde liegen, werden diese gemeinsam durch einen allgemeinen
Ansatz behandelt. Dabei werden die folgenden physikalischen Phänomene berücksichtigt:
• Wärmeleitung im flüssigen, festen und ggfs. nicht aufschmelzenden Werkstoff,
• fest-flüssig Phasenübergang,
• Energieeintrag durch Laser und Kühlung von außen,
• Strömung im flüssigen Werkstoff,
• Ausbildung der freien kapillaren Oberfläche durch die Oberflächenspannung,
• ggfs. Benetzung des nicht aufschmelzenden durch den flüssigen Werkstoff.
Die Grundlage für die Simulation des Material- undWärmetransportes bilden die Modelle
und numerischen Lösungsverfahren in [1], [2], [3] und [4]. In [1] bzw. [2] wird dieser für
den Anschmelzvorgang beim Stoffanhäufen und in [3] für das Floating-Zone-Verfahren
untersucht, das in der Halbleitertechnik zur Silicium-Züchtung eingesetzt wird.
In den genannten Arbeiten wird das Strömungsproblem jeweils durch die inkompressiblen
Navier-Stokes Gleichungen mit freier kapillarer Oberfläche modelliert. Zur numerischen
Lösung wird der Ansatz in [4] verwendet, in dem das Strömungsproblem vom geometri-
schen Problem zur Beschreibung der zeitlichen Evolution der Geometrie entkoppelt wird.
Dabei werden die Navier-Stokes Gleichungen durch das Zwischenschritt-Θ-Verfahren in
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einer Operator-Splitting-Variante [5] in der Zeit diskretisiert. Die Ortsdiskretisierung
erfolgt unter Verwendung allgemeiner Lagrange-Euler-Koordinaten durch eine Finite-
Elemente-Methode mit dem P2 − P1 Taylor-Hood-Element [6]. Die Bewegung der freien
kapillaren Oberfläche geht dabei in einer variationellen Formulierung semiimplizit in das
Problem ein.
Der Wärmetransport wird in den genannten Arbeiten unterschiedlich behandelt. In [3]
und [2] wird dieser jeweils im festen und flüssigen Teilgebiet durch die Wärmeleitungsglei-
chung für die Temperatur modelliert. Die fest-flüssig Phasengrenze besitzt in [3] eine feste
Position. In [2] wird die Bewegung hingegen durch eine Stefan-Bedingung modelliert, die
den Wärmetransport mit der geometrischen Evolution koppelt. Die Diskretisierung er-
folgt durch stückweise quadratische Finite Elemente in dem Zwischenschritt-Θ-Verfahren,
wobei sich die fest-flüssig Phasengrenze bestehend aus Seitensimplizes der Triangulierung
gemäß der Stefan-Bedingung im Rahmen einer „interface-tracking“-Methode bewegt. In
[1] wird der Wärmetransport durch die Enthalpie-Formulierung des Zweiphasen-Stefan-
Problems modelliert und mit einer stückweise linearen Finite-Elemente-Methode und
dem impliziten Euler-Verfahren ähnlich zu [7] diskretisiert. Die fest-flüssig Phasengrenze
ist dabei nicht durch Seitensimplizes der Triangulierung, sondern implizit als Isolevel der
Temperatur im Rahmen einer „interface-capturing“-Methode gegeben.
Beide Ansätze bieten unterschiedliche Vor- und Nachteile und werden in dieser Arbeit
für die betrachteten Prozesse erweitert, untersucht und miteinander kombiniert. Dabei
wird die „interface-tracking“-Methode aus [2] als Temperatur-Methode und die „interface-
capturing“-Methode aus [1] als Enthalpie-Methode bezeichnet. Namensgebend ist dabei
jeweils der Modellierungs- und Simulationsansatz für den Wärmetransport. Die Vor- und
Nachteile der Methoden liegen im Wesentlichen in den unterschiedlichen Kopplungsbe-
dingungen zwischen den Strömungs-, Wärmetransport- und Geometrieproblemen entlang
der fest-flüssig Phasengrenze begründet. Dabei ist insbesondere die Handhabung der Tri-
pellinien bzw. der Tripelpunkte an der Grenze zwischen festem und flüssigem Werkstoff
und dem umgebenden Medium kritisch.
1.1 Laserbasiertes Stoffanhäufen
Im Sonderforschungsbereich 747 „Mikrokaltumformen“ werden Prozesse und Methoden
für die umformtechnische Herstellung metallischer Mikrokomponenten entwickelt. We-
sentliche Aspekte sind dabei die Entwicklung von Werkstoffen und Werkzeugen, die
Prozessgestaltung und die Bauteilprüfung. Durch die kleinen Abmessungen der Mikro-
komponenten können im Makrobereich etablierte Verfahren nur eingeschränkt auf den
Mikrobereich übertragen werden. Als Ursache hierfür kommen neben der schwierigen
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Handhabung auch Größeneffekte zum tragen, die nach [8] auf die Form, Dichte oder
Mikrostruktur zurückzuführen sind. Die auftretenden Größeneffekte können in einigen
Fällen allerdings auch gezielt für die Entwicklung neuer Verfahren ausgenutzt werden.
Eine kompakte Zusammenfassung der Arbeiten innerhalb des Sonderforschungsbereiches
ist in [9] zu finden. Auf eine ausführliche Beschreibung wird daher an dieser Stelle ver-
zichtet. Stattdessen wird lediglich auf das laserbasierte Stoffanhäufen eingegangen, für
welches der Material- und Wärmetransport simuliert wird.
Das laserbasierte Stoffanhäufen wird innerhalb des SFB 747 im Teilprojekt A3 „Gene-
rieren von funktionalen Bauteilbereichen durch Stoffanhäufen mittels Laserumschmel-
zen“ eingesetzt. Dabei wird durch gezielte Laserbestrahlung ein Bereich des metallischen
Bauteils aufgeschmolzen. Die Strömung und damit verbundene Formänderung in dem
geschmolzenen Bereich wird dabei im Wesentlichen durch die Oberflächenspannung be-
stimmt. Dies ist auf den Größeneffekt bzgl. der Form [8] zurückzuführen, da mit zuneh-
mender Miniaturisierung der Bauteile das Verhältnis von Oberfläche zu Volumen für den
geschmolzenen Bereich zunimmt und somit die Oberflächenspannung im Vergleich zur
Gravitation einen zunehmend größeren Einfluss hat.
1.1.1 Punktförmiges Stoffanhäufen
Ein im Teilprojekt A3 untersuchter Anwendungsbereich ist das Anstauchen eines stabför-
migen Halbzeugs (Draht) aus dem austenitischen Chrom-Nickel Stahl 1.4301 mit einem
Durchmesser d0 < 1mm. Für Makrobauteile wird hierfür, wie in Abb. 1.1(a) skizziert,
häufig ein konventioneller mehrstufiger Kaltumformprozess eingesetzt. Das hierbei er-
reichbare Stauchverhältnis s := l0d0 , welches die angestauchte Länge l0 in Relation zum
Durchmesser d0 des Drahtes setzt, nimmt jedoch mit dem Durchmesser d0 ab [10] und ist
im Mikrobereich (d0 < 1mm) mit s < 1.6 häufig nicht ausreichend. Um höhere Stauch-
verhältnisse zu ermöglichen, wurde im Teilprojekt A3 ein zweistufiger Umformprozess
entwickelt. Bei diesem wird, wie in Abb. 1.1(b) dargestellt, zunächst durch Laserum-
schmelzen eine Zwischenform generiert (Abb. 1.2(a)), die in einem zweiten Umform-
schritt in die gewünschte Endform (Abb. 1.2(b)) überführt wird. Erste Resultate hierzu
wurden in [11] veröffentlicht. Eine ausführliche Untersuchung der Prozesscharakteristiken
und Weiterentwicklung des Prozesses wurde in [12] untersucht. Durch den zweistufigen
Umformprozess können Stauchverhältnisse s zwischen 50 und 500 für Drahtdurchmesser
d0 zwischen 1 und 0.2mm erreicht werden [13]. Da sich die Zwischenform, bedingt durch
die Oberflächenspannung, kugelförmig ausbildet und sich das Material somit um einen
Punkt akkumuliert, wird der Prozess als punktförmiges Stoffanhäufen bezeichnet.
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(a) Konventioneller mehrstufiger Kaltumformpro-
zess [14]
(b) Zweistufiger Kaltumformprozess mit laserba-
siertem koaxialem Stoffanhäufen [14]
Abbildung 1.1: Prozesse zum Anstauchen eines stabförmigen Halbzeugs.
(a) Zwischenform [15] (b) Endform [15]
Abbildung 1.2: Zweistufiger Kaltumformprozess mit laserbasiertem koaxialem Stoff-
anhäufen.
Konkret wird das anzustauchende Ende des Drahtes beim Laserumschmelzen durch die
Bestrahlung mit einem cw Faserlaser (Trumpf TruFiber 300) angeschmolzenen. Für die
koaxiale Bestrahlung des Drahtes von unten ist der experimentelle Aufbau vereinfacht in
Abb. 1.3(a) skizziert. Um eine Oxidation des Drahtes zu verhindern ist dieser in hängen-
der Position in einem Schutzgasrohr befestigt und wird während des Prozesses durch ein
Schutzgas (z.B. Argon, Helium, Stickstoff) umströmt. Die Fokusebene des Lasers verläuft
dabei zu Beginn des Prozesses durch die Unterseite des Drahtes. Durch die Fokussierung
des Laserstrahls können dabei Strahlintensitäten erzielt werden, die zur Bildung eines
Keyholes im Auftreffbereich des Lasers führen. Dies kann gezielt zur Steigerung der Pro-
zesseffizienz eingesetzt werden, da die effektiv absorbierte Laserleistung in diesem Fall
im Vergleich zur reinen Fresnel-Absorption deutlich höher ist. Hierbei ist zu beachten,
dass sich die Zwischenform während des Anschmelzens, wie in Abb. 1.3(a) dargestellt,
zunehmend gegenüber der Fokusebene verschiebt, was in der Regel mit einer verringer-
ten Strahlabsorption verbunden ist. Im Extremfall kann die Defokussierung dazu führen,
dass ein etwaiges Keyhole zusammenbricht oder der Laser teilweise an der Zwischen-
form vorbeistrahlt. Die Verschiebung aus der Fokusebene kann durch eine kontinuierliche
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Nachführung des Drahtes vermieden werden [16].
(a) Schematischer Aufbau [14] (b) Hochgeschwindigkeitsaufnahmen (Drahtdurchmes-
ser 0.5mm, Laserleistung 50W, Pulsdauer 125ms, Zeit-
punkte 0, 50, 100, 150ms) [Quelle: BIAS]
Abbildung 1.3: Koaxiales Stoffanhäufen am Draht.
Alternativ zur koaxialen Bestrahlung kann die Bestrahlung, wie in Abb. 1.4(a) darge-
stellt, radial erfolgen, wobei der Laserstrahl mit der Zwischenform mitgeführt wird. Ein
Vorteil gegenüber der koaxialen Bestrahlung ist, dass die Energie durch eine geeignete
Strahlführung gezielt im Bereich der fest-flüssig Phasengrenze zugeführt werden kann,
wodurch eine höhere Prozesseffizienz erreicht wird. Zudem wird die Prozesszeit verkürzt,
da zum einen der Anschmelzprozess schneller abläuft und zum anderen die Schmelze
aufgrund der geringeren Überhitzung schneller erstarrt. Dies ist entscheidend für die
Massenfertigung entsprechender Bauteile, die im Fokus des Sonderforschungsbereiches
steht. Ein Nachteil gegenüber der koaxialen Bestrahlung ergibt sich daraus, dass der
gesamte Prozess und damit insbesondere die Temperaturverteilung und die fest-flüssig
Phasengrenze nicht rotationssymmetrisch verlaufen, was zu einer Exzentrizität der Zwi-
schenform (Abweichung des Schwerpunktes der Zwischenform von der Symmetrieachse)
führt. Die Ausbildung der Exzentrizität wurde in [17] untersucht und fällt in Abhängig-
keit davon, ob ein Keyhole entsteht, qualitativ unterschiedlich aus. Liegt kein Keyhole
vor, so ist die bestrahlte Seite des Drahtes deutlich heißer als die gegenüberliegende Seite.
Entsprechend verläuft die fest-flüssig Phasengrenze, wie in Abb. 1.4(c) dargestellt, schräg
und die Zwischenform neigt sich aufgrund der Oberflächenspannung zur bestrahlten Seite
des Drahtes. Wenn ein Keyhole vorliegt, wird die Laserenergie hingegen deutlich gleich-
mäßiger eingekoppelt. Durch die Dynamik des Keyholes kommt es jedoch wie in 1.4(b)
dargestellt zur Oszillation der Zwischenform.
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(a) Skizze zur
radialen Führung
des Lasers
(b) Exzentrizität für
Keyhole-Absorbtion [17]
(c) Exzentrizität für
Fresnel-Absorbtion [17]
(d) Experimentelle Probe
[17]
Abbildung 1.4: Radiales Stoffanhäufen am Draht.
1.1.2 Linienförmiges Stoffanhäufen
Ein weiterer Anwendungsbereich ist das linienförmige Stoffanhäufen [18], bei dem Ma-
terial entlang einer Linie akkumuliert wird. Exemplarisch wurde dies für dünne Bleche/
Folien aus dem Stahl 1.4301 mit Dicken zwischen 25µm und 0.5mm untersucht. Um
die Kante einer Folie aufzudicken, wird die Blechkante, wie in Abb. 1.5(a) dargestellt,
entlang des Laserstrahls geführt. Für nicht zu hohe Streckenenergien entsteht dadurch
eine gleichmäßige Aufdickung der Kante (Abb. 1.5(b)), andernfalls kann es zu Unregel-
mäßigkeiten bei der Aufdickung kommen (Abb. 1.5(c)). Durch eine geeignete Führung
des Lasers ist es ebenfalls möglich, eine linienförmige Zwischenform entlang einer ge-
schlossenen Kontur zu erzeugen (Abb. 1.6).
(a) Schematische Darstellung (b) gleichmäßige Aufdickung der Kante [18]
(c) ungleichmäßige Aufdickung der Kante [18]
Abbildung 1.5: Linienförmiges Stoffanhäufen entlang einer Folienkante.
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(a) Schematische Darstellung (b) Ausschnitt einer geschlossenen Kontur [18]
Abbildung 1.6: Linienförmiges Stoffanhäufen entlang einer geschlossenen Blechkon-
tur.
1.2 Wärmeleitschweißen
Im AiF-Forschungsvorhaben „Kopplung von Prozess-, Gefüge- und Struktursimulation
zur Beurteilung der quasistatischen Festigkeit laserstrahlgeschweißter Hybrid-Verbin-
dungen (HyProMiS)“ (IGF 360 ZN) wurde die Verbindung zwischen Blechen des Alu-
miniumwerkstoffes EN-AW 6082 und dem Stahl 1.0338 (DC04) bzw. der Titanlegierung
Ti6Al4V mit Blechdicken zwischen 1− 2mm durch das Wärmeleitschweißen mit einem
Laserstrahl untersucht. Mögliche Anwendungsbereiche für das Laserstrahlschweißen der
genanntenWerkstoffe finden sich vor allem im Leichtbau (z.B. Automobil-, Flugzeugbau),
wo je nach der lokalen Anforderung an das Bauteil verschiedene Werkstoffe miteinander
kombiniert werden.
1.2.1 Überlappstoß
Der Prozess ist für das Fügen eines Aluminium- mit einem Stahlblech im Überlappstoß
schematisch in Abbildung 1.7 dargestellt. Hierbei sind die zu fügenden Bleche mit hin-
reichendem Abstand zur Fügezone jeweils fest auf einem Arbeitstisch eingespannt, wobei
das oben liegende Stahlblech das Aluminiumblech überlappt. Zum Fügen der Bleche wird
ein defokussierter Laserstrahl zusammen mit zwei Rollen zum Führen und Anpressen der
Bleche mit konstanter Geschwindigkeit entlang der Fügezone geführt. Der Großteil der
Laserenergie wird hierbei dem Stahlblech zugeführt, welches im Vergleich zum Alumi-
nium einen deutlich höheren Absorptionskoeffizienten besitzt. Durch die Defokussierung
des Laserstrahls und die Wahl geeigneter Prozessparameter wird das Stahlblech gleichmä-
ßig im Bereich der Fügezone erwärmt, ohne dessen Schmelztemperatur zu überschreiten.
Auf Grund der geringen Blechdicken wird ein großer Anteil der zugeführten Energie durch
Wärmeleitung in das unterhalb liegende Aluminiumblech transportiert, welches aufgrund
der deutlich geringeren Schmelztemperatur aufschmilzt. Die Strömung im aufgeschmol-
zenen Bereich wird maßgeblich durch die Oberflächenspannung an der freien Oberfläche
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und die Benetzung des oberhalb liegenden Stahlbleches bestimmt. An der Grenzfläche
zwischen den beiden Blechen bildet sich ein dünner intermetallischer Phasensaum, so
dass die Bleche nach der Erstarrung miteinander verbunden sind. Um eine Oxidation
im Bereich der Fügezone zu verhindern, werden die Bleche durch das Schutzgas Argon
umströmt.
x1
x2
x3
(a) Prozessaufbau [19]
Stahl
Aluminium
Laser
x2
x1
Aluminium
Stahl
x1
x2
(b) 2D-Querschnitt zu Prozessbeginn/ -ende
Abbildung 1.7: Schematische Darstellung für den Überlappstoß.
1.2.2 Stumpfstoß
Für Stumpfstoßverbindungen ist der Prozessaufbau ähnlich. Die Bleche werden jedoch
aufrecht positioniert und beidseitig durch einen Laserstrahl erwärmt. Dies ist analog zu
Abb. 1.7(b) exemplarisch für die Verbindung von Titan und Aluminium in Abb. 1.8 dar-
gestellt. In Bezug auf die verwendeten Blechdicken werden zwei Situationen betrachtet:
Ist das Aluminiumblech dicker als das Titanblech, wird zuvor eine Nut in das Alumi-
niumblech eingebracht (Abb. 1.8(a)). Dies gewährleistet eine ausreichende Benetzung
des Titanblechs und somit eine größere Kontaktfläche zwischen den Blechen am Ende
des Prozesses (Abb. 1.8(b)). Aus dem selben Grund wird für gleiche Blechdicken ein H-
förmiger Schweißzusatzwerkstoff (Abk.: SZW) eingesetzt (Abb. 1.8(c)), in den die beiden
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Bleche eingelegt werden. Der Zusatzwerkstoff ist aus der Aluminiumlegierung AlSi12 ge-
fertigt und schmilzt während des Prozesses vollständig auf, so dass dieser zusammen mit
dem angeschmolzenen Bereich des Aluminiumblechs eine gemeinsame Schmelze bildet.
Die Form der Schweißnaht ist dabei ähnlich zu der bei Verwendung einer Nut.
Alumin.
Titan
La
se
r Laser
(a) Prozessbeginn (Nut)
Alumin.
Titan
(b) Prozessende (Nut)
Alu.
Titan
La
se
r Laser
SZ
W
(c) Prozessbeginn (SZW)
Abbildung 1.8: 2D-Querschnitte für den Stumpfstoß.
(a) Schweißnaht, Querschliff der Fügezone und intermetallischer Phasensaum [20]
(b) Demonstrator [20]
Abbildung 1.9: Aluminium-Titan Sitzschiene.
Als Anwendungsbeispiel sei an dieser Stelle das Fügen einer Titan-Aluminium-Sitzschiene
(Abb. 1.9(b)) angeführt, die im Flugzeugbau zur Befestigung von Sitzen und anderen Ele-
menten innerhalb der Kabine mit dem Rumpf eingesetzt wird [21], [20]. Der obere Teil
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der Schiene (Krone), an dem die Sitze bzw. Elemente befestigt werden, befindet sich in-
nerhalb der Kabine und ist den dortigen Umwelteinflüssen ausgesetzt, weshalb sie aus der
korrosionsbeständigen Titanlegierung Ti6Al4V gefertigt wird. Für den unteren Teil wird
hingegen der leichtere und günstigere Aluminiumwerkstoffes EN-AW 6056 eingesetzt.
Trotz der Komplexität der beiden Bauteile entspricht die Geometrie im Bereich der Fü-
gestelle der zweier Bleche im Stumpfstoß wie sie in Abb. 1.8 dargestellt ist. Durch das
Laserstrahlschweißen ist es hierbei möglich, die beiden Bauteile mit einer gleichmäßigen
Schweißnaht (Abb. 1.9(a)) im Stumpfstoß zu fügen, wobei die unmittelbare Verbindung
der beiden Bauteile durch einen dünnen intermetallischen Phasensaum hergestellt wird.
1.2.3 Simulationskonzept im Projekt HyProMiS
Abbildung 1.10: Kopplung der Simulationsschritte [19].
Das Ziel im Forschungsvorhaben HyProMiS war, durch eine Verkettung verschiedener
numerischer Simulationen (Abb. 1.10) die quasistatische Festigkeit geschweißter Bau-
teile zu bestimmen. Hierfür wird zunächst der in dieser Arbeit betrachtete Material-
und Wärmetransport simuliert, um die Ausbildung der Schweißnaht und den zeitlichen
Temperaturverlauf zu ermitteln. Aufbauend darauf werden die Mikrostruktur und die
Mechanik für das gesamte Bauteil simuliert, so dass am Ende des Schweißprozesses zum
einen die Mikrostruktur und zum anderen der Spannungs-Dehnungs-Zustand im gesam-
ten Bauteil bekannt sind. Nach dem Schweißen verändert sich die Mikrostruktur in der
Wärmeeinflusszone des Aluminiumwerkstoffs durch Kaltauslagerung noch über mehrere
Tage, was in der Simulation durch ein Post-Processing für die Mikrostruktur abgebildet
wird. Zuletzt wird die Mechanik für einem Zugversuch simuliert, um das Versagen des
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(a) Prozess-GUI
(b) Materialeditor-GUI
Abbildung 1.11: Zweiteilige graphische Benutzeroberfläche (GUI) zur Simulation des
Material- und Wärmetransportes.
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Bauteils vorherzusagen. Eine ausführliche Beschreibung des Simulationskonzeptes ist in
[22] und [23], eine kompakte Zusammenfassung in [19] zu finden.
Um die Ausbildung der Schweißnaht numerisch effizient zu simulieren, wird der Material-
und Wärmetransport durch ein vereinfachtes zweidimensionales Modell abgebildet. Dies
ist grundsätzlich sinnvoll, da für die betrachteten Prozesse jeweils eine gleichmäßige
Schweißnaht wie in Abb. 1.9(a) erzeugt wird. Die zugehörige dreidimensionale Geometrie
der Schweißnaht bzw. des gesamten Bauteils am Ende des Prozesses ergibt sich entspre-
chend durch die Extrusion der simulierten zweidimensionalen Geometrie und bildet die
Grundlage für die folgenden Simulationsschritte. Da die Simulation des Material- und
Wärmetransportes lediglich der erste Schritt in der Simulationskette ist, wurde eine gra-
phische Benutzeroberfläche zur einfachen Nutzung für weitere Simulationsschritte durch
die am Forschungsvorhaben beteiligten Institute und Industriepartner in der Software
MATLAB [24] entwickelt (Abb. 1.11). Die zweiteilige GUI ermöglicht hierbei das Anle-
gen von Prozessen und Werkstoffen und ihren zugehörigen Parametern sowie den Start
der Simulation.
(a) Simulierte zweidimensionale Geometrie (mitte rechts), experimenteller Querschliff (unten rechts)
und durch Extrusion und Neuvernetzung erhaltene dreidimensionale Geometrie
(b) Geschweißte Probe nach dem Zugversuch und Versagensort in der Simulation (kritischer Bereich
gelb markiert) [19]
Abbildung 1.12: Simulation und Experiment für den Überlappstoß zwischen Blechen
aus Stahl (DC04) und Aluminium (EN-AW 6082).
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Für den Überlappstoß zwischen Blechen aus Aluminium und Stahl ist eine simulierte
zweidimensionale Geometrie zusammen mit der durch Extrusion erhaltenen neu vernetz-
ten dreidimensionalen Geometrie und einem Querschliff der Schweißnaht in Abb. 1.12(a)
dargestellt. Da die Eigenschaften des intermetallischen Phasensaums und die mechani-
schen Spannungen zwischen den Blechen einen entscheidenden Einfluss auf die aufbauen-
den Simulationsschritte haben, werden diese, wie im Querschnitt der dreidimensionalen
Geometrie zu sehen, durch eine dünne Materialschicht (hellgrau) mit entsprechenden
Materialeigenschaften in das Modell der folgenden Simulationsschritte aufgenommen.
Das darauf aufbauende Ergebnis eines simulierten Zugversuchs und eine experimentelle
Probe sind in 1.12(b) dargestellt. Das Versagen des Bauteils tritt dabei sowohl im Expe-
riment als auch in der Simulation entlang des intermetallischen Phasensaums bzw. der
künstlichen Materialschicht auf.
1.3 Überblick und wissenschaftlicher Beitrag
In Kapitel 2 wird der Material- und Wärmetransport für die beiden Fertigungsprozesse
mathematisch im Rahmen der Kontinuumsmechanik zum einen mit dem Temperatur-
und zum anderen mit dem Enthalpie-Ansatz modelliert. Dabei wird vorausgesetzt, dass
das gesamte Bauteil aus verschiedenen Kontinua zusammengesetzt ist, die ihre Topologie
nicht ändern und durch scharfe Grenzflächen voneinander getrennt sind. Die Modellie-
rung stellt dabei jeweils eine Erweiterung der Modelle aus [2] bzw. [1] dar und ergänzt
diese um den zusätzlichen nicht aufschmelzenden Werkstoff, dessen Benetzung, die Küh-
lung durch das umgebende Schutzgas und die Temperaturabhängigkeit der Materialkenn-
werte für den Wärmetransport. Im Gegensatz zu den genannten Arbeiten erfolgt dabei
schon die Modellierung unter Zuhilfenahme einer Referenzkonfiguration in allgemeinen
Lagrange-Euler-Koordinaten. Diese wird eingesetzt, um die nicht notwendigerweise mate-
rielle Evolution der einzelnen Kontinua und Grenzflächen durch eine global stetige Funk-
tion zu parametrisieren. Hierfür wird zunächst ein allgemeiner Reynolds’scher Transport-
satz hergeleitet, indem der Transportsatz für Kontinua mit scharfen Grenzflächen [25]
auf die Verwendung allgemeiner Lagrange-Euler-Koordinaten [26] erweitert wird. Insge-
samt erhält man für den Temperatur- bzw. Enthalpie-Ansatz jeweils ein System partieller
Differentialgleichungen, das das Strömungsproblem mit dem Wärmetransport und dem
geometrischen Problem koppelt.
In Kapitel 3 werden die Probleme für beide Ansätze auf Grundlage des Vorgehens in [2]
bzw. [1] diskretisiert und die zugehörigen numerischen Lösungsverfahren vorgestellt. Hier-
für werden die Probleme zunächst in eine schwache Formulierung überführt und durch
eine Finite-Elemente-Methode im Ort diskretisiert. Nach einer Zeitdiskretisierung werden
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die Teilprobleme für die Strömung, den Wärmetransport und die Geometrie voneinan-
der entkoppelt und ggfs. linearisiert. Um eine einheitliche Implementierung zu ermögli-
chen und die Vergleichbarkeit beider Ansätze zu erhöhen, wird nicht nur die Enthalpie-
Formulierung des Zweiphasen-Stefan-Problems sondern im Unterschied zu [2] auch die
Wärmeleitungsgleichung jeweils durch stückweise lineare Finite Elemente und das impli-
zite Euler-Verfahren diskretisiert. Die Implementierung basiert auf dem FORTRAN-Code
NAVIER, in dem die numerische Lösung der inkompressiblen Navier-Stokes-Gleichungen
mit freier kapillarer Oberfläche gemäß [4] implementiert ist.
In Kapitel 4 werden sowohl die Temperatur- als auch die Enthalpie-Methode zur Simu-
lation und Charakterisierung des koaxialen Stoffanhäufens am Draht eingesetzt, bei dem
ein dünner hängender Draht koaxial von unten durch einen Laser bestrahlt wird. Der
aufgeschmolzene Bereich bildet sich dabei kugelförmig aus, so dass nach dem Erstarren
eine kugelförmige Zwischenform vorliegt. Zur effizienten numerischen Lösung wird die
Rotationssymmetrie des Prozesses ausgenutzt und das dreidimensionale Problem unter
Ausnutzung von Zylinderkoordinaten auf zwei Raumdimensionen reduziert. Bei der nu-
merischen Lösung kommt es je nach Methode zu unterschiedlichen Problemen. Für die
Temperatur-Methode sind aufgrund des „interface-tracking“-Ansatzes Topologieänderun-
gen des flüssigen Teilgebietes nicht zulässig. Es ist daher nicht möglich, die gesamte Dauer
des Fertigungsprozesses einschließlich der Nukleation eines flüssigen Teilgebietes und der
Erstarrung zu simulieren. Auch wenn diese Einschränkung für das diskretisierte Pro-
blem der Enthalpie-Methode nicht zutrifft, wird zum Vergleich der Methoden zunächst
lediglich die Anschmelzphase nach der Nukleation betrachtet, in der keine Topologie-
änderung auftritt. Bei der Enthalpie-Methode treten hingegen in Phasen, in denen das
Strömungsfeld maßgeblich durch die Bewegung des freien kapillaren Randes bestimmt
wird, unphysikalische Oszillationen im Strömungsfeld auf. Um diesen Problemen zu be-
gegnen werden zwei unterschiedliche Ansätze verfolgt:
Zum einen wird eine stabilisierte Variante der Enthalpie-Methode untersucht, die durch
eine künstliche Erhöhung der Viskosität im flüssigen Teilgebiet die Oszillationen dämpft
und insgesamt zu einem gleichmäßigeren Strömungsverlauf führt. Der Strömungsverlauf
nähert sich dabei dem der Originalviskosität unter Verwendung der Temperatur-Methode
an, was auf Grund der kleinen Bauteilabmessungen der relativ hohen Oberflächenspan-
nung geschuldet ist. Da durch das zähflüssigere Verhalten des Fluides allerdings auch
andere physikalische Einflüsse wie die thermische Auftriebsbewegung gedämpft werden,
ist das Simulationsergebnis lediglich als „gröbere“ Approximation aufzufassen.
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Eine bessere Approximation wird durch den zweiten Ansatz erreicht. In diesem werden
die Temperatur- und Enthalpie-Methode miteinander kombiniert, indem je nach Situati-
on zwischen den beiden Methoden gewechselt wird. Hierbei wird in Phasen mit Topolo-
gieänderungen die Enthalpie-Methode und in Phasen mit großem Einfluss der freien ka-
pillaren Oberfläche die Temperatur-Methode eingesetzt. Der Implementierungsaufwand
ist durch die Kombination der beiden Methoden entsprechend größer als im ersten An-
satz. Aufgrund der besseren Approximationseigenschaften wird die kombinierte Methode
zur Charakterisierung des gesamten Prozessverlaufs eingesetzt. Zur Bewertung werden
die Simulationsergebnisse anhand metallurgischer Querschliffe experimentell hergestell-
ter Proben validiert. Dies ermöglicht den Vergleich von Form und Größe der nach dem
Erstarren vorliegenden Zwischenform. Da die Erstarrung zum Teil dendritisch verläuft,
kann anhand der im Querschliff sichtbaren Wachstumsrichtung der Dendriten außerdem
der Verlauf der Erstarrung anhand des simulierten Verlaufes der Schmelzfront verglichen
werden.
In Kapitel 5 werden numerische Simulationsergebnisse zum Stoffanhäufen an komplexe-
ren Geometrien präsentiert, für die eine Simulation in drei Raumdimensionen notwendig
ist. Dabei wird neben dem radialen Stoffanhäufen entlang eines Drahtes bzw. einer Blech-
kante auch die Generierung eines Kragens innerhalb eines ausgestanzten Bleches simu-
liert. Um hierbei Probleme durch Topologieänderungen der Geometrie zu vermeiden und
den Implementierungsaufwand gering zu halten, wird die stabilisierte Enthalpie-Methode
zur Simulation eingesetzt.
In Kapitel 6 werden Simulationsergebnisse für das Wärmeleitschweißen von Blechen
im Überlapp- bzw. Stumpfstoß für die Materialkombinationen Aluminium-Stahl und
Aluminium-Titan präsentiert. Für geeignete Prozessparameter entsteht dabei eine gleich-
mäßige Schweißnaht, so dass die dreidimensionale Geometrie zu Beginn und am En-
de des Schweißprozesses jeweils als Extrusion einer zweidimensionalen Geometrie in die
Vorschubrichtung des Lasers dargestellt werden kann. Dies wird ausgenutzt um das zu-
grunde liegende Modell auf zwei Raumdimensionen zu reduzieren, indem lediglich ein
Querschnitt orthogonal zur Vorschubrichtung des Lasers betrachtet wird. Physikalische
Einflüsse wie die Wärmeleitung und die Strömung in Vorschubrichtung werden damit
vernachlässigt. Um den Implementierungsaufwand gering zu halten und Probleme durch
Topologieänderungen der Geometrie zu vermeiden wird wie schon in Kapitel 5 die stabi-
lisierte Enthalpie-Methode verwendet. Die Validierung der Simulationsergebnisse erfolgt
wie in Kapitel 4 anhand metallurgischer Querschliffe experimentell hergestellter Proben.
Zusätzlich werden experimentell gemessene und simulierte Temperaturverläufe mitein-
ander verglichen, was insbesondere den Einfluss der vernachlässigten Wärmeleitung in
Vorschubrichtung aufzeigt. Neben der Charakterisierung des Prozessverlaufs wird außer-
dem der Einfluss der latenten Wärme auf den Erstarrungsverlauf untersucht. Zudem wird
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untersucht, wie groß der Einfluss der Materialkennwerte im Wärmetransportproblem auf
den Prozessverlauf ist, wenn diese konstant und nicht temperaturabhängig gewählt wer-
den.
Auszüge dieser Arbeit wurden bereits veröffentlicht:
• In [27], [22], [23] und [19] wurde die (stabilisierte) Enthalpie-Methode für das auf
zwei Raumdimensionen reduzierte Modell eingesetzt, um den Wärme- und Mate-
rialtransport für das Wärmeleitschweißen zu simulieren. Ein wesentliches Ergebnis
der Simulation ist dabei die gute Vorhersage der Ausbildung der Schweißnaht, wel-
che in den drei letztgenannten Arbeiten die Grundlage für aufbauende Simulations-
schritte zur Beurteilung der quasi-statischen Festigkeit des geschweißten Bauteils
bildet. Um den Wärmefluss in Schweißrichtung im zweidimensionalen Modell zu be-
rücksichtigen, wurde dieser in [28] für eine vereinfachte Situation durch eine innere
Wärmequelle approximiert.
• Die Idee zur Kombination der Enthalpie- mit der Temperatur-Methode zur Simula-
tion des koaxialen Stoffanhäufens wurde zuerst in [29] vorgestellt. Die Validierung
der Simulationsergebnisse anhand experimenteller Daten erfolgte in [30] und zu-
sammen mit einer detaillierteren Beschreibung der kombinierten Methode in [31].
• In [32] wurde die stabilisierte Enthalpie-Methode zur Simulation von dreidimensio-
nalen Stoffanhäufungsprozessen eingesetzt.

Kapitel 2
Mathematisches Modell
In diesem Kapitel wird ein allgemeines mathematisches Modell aufgestellt, dass den
Material- und Wärmetransport für die beiden in Kapitel 1 aufgeführten Prozesse be-
schreibt. Die Modellierung erfolgt im Rahmen der Kontinuumsmechanik und führt unter
Ausnutzung der Erhaltungssätze für Masse, Impuls und Energie auf ein gekoppeltes
System partieller Differentialgleichungen. Für die Energieerhaltung werden dabei zwei
verschiedene Formulierungen verwendet, die in den gekoppelten Systemen auf unter-
schiedliche Kopplungsbedingungen zwischen den Teilproblemen für die Energie, Masse,
Impuls und die Geometrie und somit auf unterschiedliche Methoden zur numerischen
Lösung führen. Je nach gewählter Formulierung stellen die Modelle eine Erweiterung der
der Enthalpie-Formulierung aus [1] bzw. der Temperatur-Formulierung aus [2] dar. Für
die wesentlichen Unterschiede zu den genannten Arbeiten und die zusätzlichen Aspekte
sei an dieser Stelle nochmals auf den entsprechenden Absatz in Abschnitt 1.3 verwiesen.
2.1 Grundlagen aus der Kontinuumsmechanik
In diesem Abschnitt werden die notwendigen Grundlagen für die Modellierung eingeführt.
Das Ziel ist dabei die Formulierung eines allgemeinen Reynolds’schen Transportsatzes
für Kontinua, die durch scharfe Grenzflächen voneinander getrennt sind. Im Hinblick
auf die später verwendete numerische Lösungsmethode wird dieser bzgl. der partiellen
Zeitableitung in allgemeinen Lagrange-Euler-Koordinaten formuliert. Der Transportsatz
und die daraus resultierenden Korollare bilden die Grundlage zur Herleitung der Diffe-
rentialgleichungen aus Erhaltungssätzen im nächsten Abschnitt. Die Ausführungen zur
Kontinuumsmechanik orientieren sich dabei an [33, Abschnitt 5.4], zur Formulierung in
allgemeinen Lagrange-Euler-Koordinaten an [26] und zur allgemeinen Formulierung des
Reynolds’schen Transportsatzes an [25].
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Bevor der Transportsatz formuliert werden kann, werden zunächst die folgenden Grund-
lagen betrachtet:
• Topologie und Regularität der zu Grunde liegenden Geometrie,
• Darstellung der Feldgrößen in unterschiedlichen Koordinatensystemen durch Trans-
formationsabbildungen,
• Darstellung der materiellen Ableitung in allgemeinen Lagrange-Euler-Koordinaten.
2.1.1 Koordinatensysteme und Transformationsabbildungen
Es bezeichne Ω(t) ⊂ Rd, d ∈ {2, 3}, das vom Werkstück zum Zeitpunkt t ∈ [t0, tN ] einge-
nommene Gebiet. Zur Beschreibung eines Materiepunktes können verschiedene Darstel-
lungen gewählt werden:
• Eulersche bzw. räumliche Koordinaten x beschreiben den Materiepunkt, der sich
zum betrachten Zeitpunkt in einem räumlich fixierten Punkt x ∈ Ω(t) befindet.
Zu verschiedenen Zeitpunkten beschreibt x daher im Allgemeinen unterschiedliche
Materiepunkte.
• Lagrangesche bzw. materielle Koordinaten xˇ beschreiben einen festen Materie-
punkt, der zu jedem Zeitpunkt durch seine Koordinaten in der Ausgangskonfi-
guration xˇ ∈ Ωˇ := Ω(t0) beschrieben wird.
• ALE (engl.: Arbitrary Lagrangian-Eulerian) bzw. allgemeine Lagrange-Euler Ko-
ordinaten xˆ beschreiben einen Materiepunkt durch seine Koordinaten in einer im
Allgemeinen zeitabhängigen Referenzkonfiguration Ωˆ(t) ⊂ Rd.
Sowohl x, xˇ als auch xˆ beschreiben im Folgenden denselben Materiepunkt, jedoch in
unterschiedlichen Koordinatensystemen. Die Koordinaten können durch eine Koordina-
tentransformation ineinander überführt werden. Hierfür definiert man die Raum-Zeit
Gebiete
Q :=

(x, t)
 t ∈ (t0, tN ) ∧ x ∈ Ω(t) ,
Qˇ := Ωˇ× (t0, tN ) =
¶
(xˇ, t)
 t ∈ (t0, tN ) ∧ xˇ ∈ Ωˇ© ,
Qˆ :=
¶
(xˆ, t)
 t ∈ (t0, tN ) ∧ xˆ ∈ Ωˆ(t)© ,
für die Überführung der Lagrangeschen in die Eulerschen Koordinaten die Funktion
ϕ : Qˇ→ Q, ϕ(xˇ, t) := ϕx(xˇ, t), t := (x, t) (2.1)
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und entsprechend für die Überführung der ALE in die Eulerschen Koordinaten
ψ : Qˆ→ Q, ψ(xˆ, t) := ψx(xˆ, t), t := (x, t). (2.2)
Der funktionale Zusammenhang zwischen den Koordinatensystemen ist in Abbildung 2.1
schematisch dargestellt.
Qˇ Q
Qˆ
ψ−1 ◦ ϕ ψ
ϕ
x, xˆ, xˇ
t
Abbildung 2.1: Funktionaler Zusammenhang zwischen den verschiedenen Koordina-
tensystemen für eine Raumdimension (d = 1).
2.1.2 Topologie und Regularität der Kontinua
Im Folgenden wird angenommen, dass sich das Werkstück Ω(t), wie in Abbildung 2.2
dargestellt, aus verschiedenen Werkstoffen bzw. Werkstoffen in unterschiedlichen Phasen-
zuständen Ωi(t), i ∈ I, zusammensetzt, die durch Hyperflächen Γj(t), j ∈ J , voneinander
getrennt sind, die sich nicht überschneiden. Dabei sind I und J zwei disjunkte endli-
che Indexmengen. Analog zu den inneren Hyperflächen werden die äußeren Hyperflächen
durch Γi(t) :=

∂Ωi(t) ∩ ∂Ω(t)
◦, i ∈ I, bezeichnet, wobei die leere Menge ebenfalls zuläs-
sig ist. Für berandete Hyperflächen Γk(t), k ∈ I ⊎ J , wird für den Rand γk(t) := ∂Γk(t)
gefordert, dass jeder Punkt x ∈ γk(t) im Rand einer anderen Hyperfläche enthalten
ist, was unter anderem Schlitzgebiete ausschließt. Die Flächen müssen außerdem nicht
zwangsläufig materiell sein, d.h. sie bewegen sich im zeitlichen Verlauf nicht unbedingt
mit den Materiepunkten. Auf den Teilgebieten wird angenommen, dass die Bewegung
der Materiepunkte und die betrachteten Zustandsgrößen hinreichend glatt sind. Ledig-
lich entlang der inneren Hyperflächen sind Unstetigkeiten zulässig. Die Teilgebiete Ωi(t),
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die Hyperflächen Γk(t) und die Berandungslinien/-punkte γk(t) unterliegen dabei einigen
Annahmen.
Ωa
Ωb
Ωc
Ωd Ωe
Γa
Γb
Γc
Γd
Γde
Γce Γbc
Γbe
Γae
ΓabΓad
γa∩γd∩γad
γad∩γae
∩γde
γc∩γd∩γce∩γde
γb∩γc∩γbc
γa∩γb∩γab
γab∩γae
∩γbe
γbc∩γbe
∩γce
Abbildung 2.2: Zweidimensionale Geometrie zum Zeitpunkt t in Eulerscher Darstel-
lung mit den Indexmengen I := {a, b, c, d, e} und J := {ab, ad, ae, bc, be, ce, de}. Um
die Übersichtlichkeit zu verbessern, wird das Zeitargument t weggelassen.
Hierfür definiert man zunächst analog zu Q, Qˇ bzw. Qˆ die Raum-Zeit-Teilgebiete
Qi :=

(x, t) ∈ Q  t ∈ (t0, tN ) ∧ x ∈ Ωi(t) ,
Qˇi :=
¶
(xˇ, t) ∈ Qˇ
ϕ(xˇ, t) ∈ Qi© ,
Qˆi :=
¶
(xˆ, t) ∈ Qˆ
ψ(xˆ, t) ∈ Qi©
und den Begriff einer zulässigen Transformation, um die notwendige Regularität zwischen
Eulerscher und Lagrangescher Darstellung zu charakterisieren:
Definition 2.1 (Zulässige Transformation). Es sei Q˜ := G˜ × S˜ ⊂ Rd × (t0, tN ) eine
offene beschränkte Menge und ς : Q˜ → ς(Q˜) ⊂ Rd × (t0, tN ) gegeben durch ς(y, t) :=
ςx(y, t), t

. Dann heißt ς genau dann eine zulässige Transformation auf Q˜, wenn die
folgenden Eigenschaften erfüllt sind:
1. ς ist ein Diffeomorphismus.
2. ς ist zweimal stetig differenzierbar.
3.
inf
(y,t)∈Q˜

det Jς(y, t)

> 0
Die Zulässigkeit einer Transformation gewährleistet somit eine gewisse Regularität und
stellt unter anderem sicher, dass diese im Transformationssatz für Integrale verwendet
werden kann. Die mit der zweiten Eigenschaft geforderte erhöhte Regularität wird dabei
explizit für die Eulersche Entwicklungsformel (Lemma 2.6) benötigt.
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Damit können die Anforderungen an die Geometrie und die Transformation ϕ in der
folgenden Annahme zusammengefasst werden. Die Anforderungen an die Referenzgeo-
metrie bzw. die ALE-Koordinaten und die zugehörige Transformation ψ werden separat
in Annahme 2.3 aufgeführt.
Annahme 2.2 (Topologie der Geometrie). Es gibt zwei endliche Indexmengen I und
J , so dass
Ω(t) =
Ñ
i∈I
Ωi(t)
é
⊎
Ñ
j∈J
Γj(t)
é
⊎
Ñ
j∈J
γj(t)\∂Ω(t)
é
,
∂Ω(t) =
Ñ
i∈I
Γi(t)
é
⊎
Ñ
i∈I
γi(t)
é
für alle t ∈ (t0, tN ) gilt. Dabei gilt für alle i ∈ I, k ∈ I ⊎ J und t ∈ (t0, tN ):
1. Ω(t) und Ωi(t) sind Lipschitz-Gebiete, so dass ϕ eingeschränkt auf

i∈I
Qˇi eine zu-
lässige Transformation ist.
2. Γk(t) ist eine relativ offene abschnittsweise glatte Hyperfläche, deren zeitliche Evo-
lution in einer hinreichend kleinen Umgebung UΓk(t) := U Γk(t) × U({t}) durch
eine zulässige Transformation parametrisiert werden kann. Es gibt also eine zu-
lässige Transformation χΓk(t) : UΓk(t) → χΓk(t)
Ä
UΓk(t)
ä
, so dass χΓk(t)

Γk(t), s

=
Γk(s), s

für alle s ∈ U({t}) und χΓk(t)|Γk(t)×{t} ≡ id gelten.
3. γk(t) := ∂Γk(t) ist die Menge der Berandungslinien/-punkte von Γk(t). Dabei gilt:
γk(t) ⊂

k˜∈I⊎J
k˜ ̸=k
γk˜(t).
Für eine geschlossene Hyperfläche ist γk(t) = ∅.
Diese Forderungen an die Geometrie haben zur Folge, dass ein Gebiet Ωi(t) im zeitlichen
Verlauf nicht zu einer Nullmenge degenerieren kann. Entsprechendes gilt für die Hyper-
flächen Γk(t) und auch für γk(t). Die in Abbildung 2.2 dargestellte Geometrie ist nach
den oben genannten Kriterien zulässig, stellt jedoch nur einen Zeitpunkt und somit nur
eine Momentaufnahme dar.
Für die Darstellung in ALE Koordinaten fallen die Anforderungen an die Regularität
geringer aus:
Annahme 2.3 (ALE Koordinaten). Für alle i ∈ I ist ψ|Qˆi : Qˆi → Qi ein Diffeomor-
phismus.
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2.1.3 Geschwindigkeitsbegriffe
Da die Bewegung der Materiepunkte auf den Raum-Zeit Gebieten Qˇi nach Annahme 2.2
eine zulässige Transformation ist, ist dort die Geschwindigkeit eines Materiepunktes in
Lagrangescher Darstellung durch
uˇ :

i∈I
Qˇi → Rd, uˇ(xˇ, t) := ∂tϕx(xˇ, t)
gegeben. Unter Ausnutzung der Koordinatentransformationen ϕ erhält man entsprechend
die Eulersche Darstellung
u :

i∈I
Qi → Rd, u(x, t) := uˇ
Ä
ϕ−1(x, t)
ä
= ∂tϕx
Ä
(ϕ−1(x, t)
ä
(2.3)
bzw. mit der Transformation ψ unter Berücksichtigung der Annahme 2.3 die ALE-
Darstellung
uˆ :

i∈I
Qˆi → Rd, uˆ(xˆ, t) := u

ψ(xˆ, t)

= uˇ
Ä
ϕ−1 ◦ ψ(xˆ, t)
ä
= ∂tϕx
Ä
ϕ−1 ◦ ψ(xˆ, t)
ä
.
Zusätzlich zur Geschwindigkeit der Materieteilchen werden weitere Geschwindigkeitsbe-
griffe für die Bewegung der Hyperflächen und der Referenzkonfiguration benötigt. Die
Geschwindigkeit vk einer Hyperfläche Γk(t) zum Zeitpunkt t ∈ (t0, tN ) ist mit der lokalen
Parametrisierung χΓk(t) aus Annahme 2.2 in Eulerscher Darstellung durch
vk :

(x, t)
 t ∈ (t0, tN ) ∧ x ∈ Γk(t)→ Rd, vk(x, t) := ∂tχΓk(t)x (x, t) (2.4)
gegeben. Die Geschwindigkeit der Referenzkonfiguration ist durch
wˆ :

i∈I
Qˆi → Rd, wˆ(xˆ, t) := ∂tψx(xˆ, t)
bzw. in Eulerscher Darstellung durch
w :

i∈I
Qi → Rd, w(x, t) := wˆ
Ä
ψ−1(x, t)
ä
= ∂tψx
Ä
ψ−1(x, t)
ä
(2.5)
gegeben.
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2.1.4 Materielle Ableitung
Das bisher verwendete Bezeichnungsschema für die Koordinaten und Geschwindigkeiten
wird im Folgenden für alle Zustandsgrößen übernommen. So wird eine Zustandsgröße
typischerweise durch einen Buchstaben gekennzeichnet, welcher für die Lagrangesche
Darstellung mit einem „ ˇ “ und die ALE-Darstellung mit einem „ ˆ “ versehen wird.
Beschreiben xˇ, x und xˆ also denselben Materiepunkt, so gilt für eine Zustandsgröße fˇ ,
f , bzw. fˆ :
fˇ(xˇ, t) := f

ϕ(xˇ, t)

= f(x, t) = f

ψ(xˆ, t)

=: fˆ(xˆ, t).
Dieser einfache Zusammenhang überträgt sich jedoch nicht auf die partiellen Zeitablei-
tungen. Im Allgemeinen sind ∂tfˇ(xˇ, t), ∂tf(x, t) und ∂tfˆ(xˆ, t) paarweise verschieden.
Um eine Verbindung zwischen den Ableitungen zu erhalten, benötigt man die zuvor
definierten Geschwindigkeitsbegriffe. Um die folgenden Sätze einheitlich in Eulerschen
Koordinaten formulieren zu können, definiert man den Differentialoperator ∂ˆt durch
∂ˆtf(x, t) := ∂t(f ◦ ψ) ◦ ψ−1(x, t) = ∂tfˆ(xˆ, t).
Es kann der folgende Satz formuliert werden:
Satz 2.4 (Kettenregel). Es gelten die Annahmen 2.2, 2.3 und ψ, w seien gemäß der
Gleichungen (2.2), (2.5) definiert. Es sei i ∈ I und Q˜ ⊂ Qi ein Gebiet. Für eine zu-
lässige Transformation ς : ς−1(Qi)→ Qi, ς(y, t) := (x, t), und eine stetig differenzierbare
Funktion f : Qi → Rn mit n ∈ N gilt dann für alle (y, t) ∈ ς−1(Q˜):
d
dt
(f ◦ ς)(y, t) = ∂tfˆ
Ä
ψ−1 ◦ ς(y, t)
ä
+∇xf ◦ ς(y, t) ·

∂tςx(y, t)− w ◦ ς(y, t)

= ∂ˆtf(x, t) +∇xf(x, t) ·

∂tςx(y, t)− w(x, t)

.
Beweis. Zunächst sei bemerkt, dass y und x im Allgemeinen nicht denselben Materie-
punkt beschreiben. fˆ = f ◦ψ : Qˆi → Rn ist nach Konstruktion unter den gegebenen Vor-
aussetzungen stetig differenzierbar und ∂tfˆ damit wohldefiniert. Für die Jacobi-Matrizen
von ψ und ψ−1 ◦ ς =
Ä
ψ−1xˆ ◦ ς, ψ−1t ◦ ς
ä
gilt:
Jψ(xˆ, t) =
∇xˆψx(xˆ, t) wˆ(xˆ, t)
0 1

bzw. Jψ−1◦ς(y, t) =
∇y Äψ−1xˆ ◦ ςä (y, t) ∂t Äψ−1xˆ ◦ ςä (y, t)
0 1
 .
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Mit ς = ψ ◦ (ψ−1 ◦ ς) gilt unter Anwendung der Kettenregel
∇yςx(y, t) ∂tςx(y, t)
0 1
 = Jς(xˇ, t) = Jψ Ä(ψ−1 ◦ ς)(y, t)ä · Jψ−1◦ς(y, t)
und damit
∂tςx(y, t) = ∇xˆψx(xˆ, t) · ∂t
Ä
ψ−1xˆ ◦ ς
ä
(y, t) + wˆ(xˆ, t)
bzw. ∂tςx(y, t)− w(x, t) = ∇xˆψx(xˆ, t) · ∂t
Ä
ψ−1xˆ ◦ ς
ä
(y, t). (2.6)
Analog liefert die Anwendung der Kettenregel auf fˆ = f ◦ ψ
∇xˆfˆ(xˆ, t) = ∇xf(x, t) · ∇xˆψx(xˆ, t). (2.7)
Die Anwendung der Kettenregel auf f ◦ς = fˆ ◦(ψ−1◦ς) und das Ausnutzen der bisherigen
Resultate liefern schließlich die Behauptung:
d
dt
(f ◦ ς)(y, t) = ∂tfˆ(xˆ, t) +∇xˆfˆ(xˆ, t) · ∂t
Ä
ψ−1xˆ ◦ ς
ä
(y, t)
(2.7)
= ∂tfˆ(xˆ, t) +∇xf(x, t) · ∇xˆψx(xˆ, t) · ∂t
Ä
ψ−1xˆ ◦ ς
ä
(y, t)
(2.6)
= ∂ˆtf(x, t) +∇xf(x, t) ·

∂tςx(y, t)− w(x, t)

.
Korrolar 2.5 (Materielle Ableitung). Ist ς ≡ ϕ, so erhält man eine ALE Formulierung
für die materielle Ableitung:
d
dt
(f ◦ ϕ)(X, t) = ∂ˆtf(x, t) +∇xf(x, t) ·

u(x, t)− w(x, t) .
Ist außerdem ψ ≡ id, so ist fˆ ≡ f und w ≡ 0 und man erhält die gewöhnliche materielle
Ableitung:
d
dt
(f ◦ ϕ)(X, t) = ∂tf(x, t) +∇xf(x, t) · u(x, t).
Kapitel 2: Mathematisches Modell 27
2.1.5 Reynolds’scher Transportsatz und Sprungbedingungen
Um den Reynolds’sche Transportsatz zu zeigen, wird noch folgendes Lemma benötigt:
Lemma 2.6 (Eulersche Entwicklungsformel). Es sei Q˜ := G˜ × S˜ ⊂ Rd × (t0, tN ) eine
beschränkte offene Menge und ς : Q˜→ ς(Q˜) eine zulässige Transformation. Dann gilt für
alle (y, t) ∈ Q˜:
∂t (det Jς) (y, t) = ∇x · ∂tςx

ϕ(y, t)

det Jς(y, t).
Beweis. Entwickelt man det Jς mit dem Laplaceschen Entwicklungssatz nach der Zeile
und Spalte bzgl. der Zeit t, so folgt
det Jς = det∇yςx.
Damit erhält man die in [33, Satz 5.2] gewählte Darstellung des Satzes, wo der Satz
bewiesen ist.
Zuletzt wird noch der Sprung entlang einer Hyperfläche benötigt:
Definition 2.7 (Sprung entlang einer Hyperfläche). Es sei Γj(t) eine abschnittsweise
glatte Hyperfläche gemäß Annahme 2.2, die ein Gebiet G(t) ⊂ Ω(t) in die beiden Teilge-
biete Gi1(t) ⊂ Ωi1(t) und Gi2(t) ⊂ Ωi2(t) mit i1, i2 ∈ I aufteilt. Für eine außerhalb Γj(t)
stetige Funktion f : G(t)\Γj(t)→ Rm×n, m,n ∈ N, ist der Sprung JfKΓj(t) entlang Γj(t)
dann in Abhängigkeit von der Richtung der gewählten Einheitsnormalen n⃗Γj definiert.
Zeigt n⃗Γj in Ωi2(t) hinein, so gilt:
Jf(x, t)KΓj(t) := limε→0
ε<0
Ä
f |Ωi1
Ä
x+ εn⃗Γj (x, t), t
ää
− lim
ε→0
ε>0
Ä
f |Ωi2
Ä
x+ εn⃗Γj (x, t), t
ää
.
Dieser Zusammenhang gilt dabei nur fast überall, da die Hyperfläche Γj(t) nur abschnitt-
weise glatt ist und der Einheitsnormalenvektor n⃗Γj somit nur fast überall definiert ist.
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Der Reynolds’sche Transportsatz lautet nun:
Satz 2.8 (Allg. Reynolds’scher Transportsatz - ALE). Es sei G(t) ⊂ Ω(t) ein Gebiet
mit abschnittsweise glattem Rand, das sich im zeitlichen Verlauf mit den Materiepunkten
bewegt, so dass Gi(t) := G(t) ∩ Ωi(t) entweder die leere Menge oder ein Lipschitz-Gebiet
ist. Unter den Annahmen 2.2 und 2.3 und ϕ, ψ, u, vj, w gemäß der Gleichungen (2.1),
(2.2), (2.3), (2.4), (2.5) gilt dann für eine stetig differenzierbare Funktion f :

i∈I
Qi → Rn
und geeignete Teilmengen I˜ ⊂ I und J˜ ⊂ J :
d
dt

G(t)
f(x, t) dx =

i∈I˜
Ü 
Gi(t)
∂ˆtf(x, t)−∇xf(x, t) · w(x, t) dx
+

∂Gi(t)∩∂G(t)
f(x, t)⊗ ui(x, t) · n⃗∂G(t) dox
ê
+

j∈J˜

Γj(t)∩G(t)
q
f(x, t)⊗ vj(x, t)
y · n⃗Γj dox
=

i∈I˜

Gi(t)
∂ˆtf(x, t) +∇xf(x, t) ·

u(x, t)− w(x, t)+ f(x, t)∇x · u(x, t) dx
+

j∈J˜

Γj(t)∩G(t)
r
f(x, t)⊗
Ä
vj(x, t)− u(x, t)
äz
· n⃗Γj dox.
Die Integration ist hierbei komponentenweise zu verstehen, d.h.:
f dx := (

f1 dx, . . . ,

fn dx)
T . f bzw. u ausgewertet auf ∂Ωi(t) ist die stetige Fortset-
zung von f |Ωi bzw. u|Ωi bis auf den Rand.
Beweis. Es gibt Indexmengen I˜ ⊂ I, J˜ ⊂ J und eine Umgebung U({t}), so dass G(s)
für alle s ∈ U({t}) durch
G(s) =
Ö
i∈I˜
Gi(s)
è
⊎
Ö
j∈J˜
Γj(s) ∩G(s)
è
⊎
Ö
j∈J˜
γj(s) ∩G(s)
è
mit Gi(s) := Ωi(s) ∩G(s) disjunkt zerlegt wird. Die Indexmengen sind so gewählt, dass
Gi(s) bzw. Γj(s) ∩ G(s) keine d- bzw. (d − 1)-dimensionale Nullmenge ist. Außerdem
kann U({t}) so klein gewählt werden, dass mit Annahme 2.2 die Geschwindigkeit der
inneren Ränder Γj(s) ∩ G(s) gemäß Gleichung (2.4) durch vj = ∂tχΓj(t)x gegeben ist.
Da sich der äußere Rand ∂Gi(s) ∩ ∂G(s) materiell bewegt, erhält man die zugehörige
Geschwindigkeit ui, indem man die Geschwindigkeit u gemäß Gleichung (2.3) auf Qi
einschränkt und gegebenenfalls stetig bis auf den Rand von Qi fortsetzt.
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Die Idee hinter dem Beweis ist es, die Integration jeweils auf den disjunkten Teilgebie-
ten Gi(t) auszuführen und für die Teilgebiete geeignete Koordinatentransformationen
zu finden, so dass die Reihenfolge von Differentiation und Integration nach Anwendung
des Transformationssatzes vertauscht werden können. Wird die Transformation dabei so
gewählt, dass die Geschwindigkeit von ∂Gi(t) in Normalenrichtung mit der Geschwin-
digkeit des Gebietsrandes ∂G(t) bzw. der Hyperflächen Γj(t) übereinstimmt, so kann
mit der zuvor gezeigten Kettenregel, der anschließenden Rücktransformation und dem
Gaußschen Integralsatz die Behauptung gezeigt werden.
Hierfür parametrisiere Gi(s) in der Umgebung U({t}) über Gi(t) durch eine zulässige
Transformation mit den folgenden Eigenschaften:
ςGi(t) : Gi(t)× U({t})→ ςGi(t)(Gi(t)× U({t})),
ςGi(t)

∂Gi(t), s

=

∂Gi(s), s

, ∀s ∈ U({t}),
∂tς
Gi(t)
x (y, s) · n⃗Γj = vj

ςGi(t)(y, s)

· n⃗Γj , ∀(y, s) ∈
Ä
Γj(t) ∩Gi(t)
ä
× U({t}),
∂tς
Gi(t)
x (y, s) · n⃗∂G = ui

ςGi(t)(y, s)

· n⃗∂G, ∀(y, s) ∈

∂Gi(t) ∩ ∂G(t)
× U({t}).
Die dritte Eigenschaft ist hierbei nur für die j ∈ J˜ zu verstehen, für die Γj(t) ∩
Gi(t) keine (d − 1)-dimensionale Nullmenge ist. n⃗Γj = n⃗Γj
Ä
ςGi(t)(y, s)
ä
und n⃗∂Gi =
n⃗∂G
Ä
ςGi(t)(y, s)
ä
bezeichnen die äußere Einheitsnormale an ∂G(s). Eine entscheidende
Voraussetzung für die Existenz einer solchen Transformation ist dabei Annahme 2.2, die
über die Lipschitz-Rand Eigenschaft sicherstellt, dass die Normalengeschwindigkeit auf
den Berandungslinien/-punkten keinen Sprung besitzt.
Es gilt:
d
dt

G(t)
f(x, t) dx =

i∈I˜
d
dt

Gi(t)
f(x, t) dx
=

i∈I˜
d
ds

Gi(t)
f ◦ ςGi(t)(y, s) det JςGi(t)(y, s) dy
=

i∈I˜

Gi(t)
d
ds
(f ◦ ςGi(t))(y, s) det JςGi(t)(y, s) + f ◦ ςGi(t)(y, s)
d
ds
Ä
det JςGi(t)
ä
(y, s) dy
L.2.6
=

i∈I˜

Gi(t)
Ç
d
ds
(f ◦ ςGi(t))(y, s) + f ◦ ςGi(t)(y, s)∇x · ∂tςGi(t)x (y, s)
å
det JςGi(t)(y, s) dy
S.2.4
=

i∈I˜

Gi(t)

∂tfˆ

ψ−1 ◦ ςGi(t)(y, s)

−∇xf ◦ ςGi(t)(y, s) · w ◦ ςGi(t)(y, s)
+∇xf ◦ ςGi(t)(y, s) · ∂tςGi(t)x (y, s) + f ◦ ςGi(t)(y, s)∇x · ∂tςGi(t)x (y, s)
å
det JςGi(t)(y, s) dy
=

i∈I˜

Gi(t)
∂ˆtf(x, t)−∇xf(x, t) · w(x, t)
+∇xf(x, t) · ∂tςGi(t)x ◦

ςGi(t)
−1
(x, t) + f(x, t)∇x · ∂tςGi(t)x ◦

ςGi(t)
−1
(x, t) dx.
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Mit der Produktregel ∇x ·
Å
f ⊗ ∂tςGi(t)x ◦
Ä
ςGi(t)
ä−1ã
= ∇xf ·∂tςGi(t)x ◦
Ä
ςGi(t)
ä−1
+f∇x ·
∂tς
Gi(t)
x ◦
Ä
ςGi(t)
ä−1
folgt dann weiter:
d
dt

G(t)
f(x, t) dx =

i∈I˜
Ü 
Gi(t)
∂ˆtf(x, t)−∇xf(x, t) · w(x, t) dx
+

∂Gi(t)
f(x, t)⊗ ∂tςGi(t)x ◦

ςGi(t)
−1
(x, t) · n⃗∂Gi(x, t) dox
ê
=

i∈I˜
Ü 
Gi(t)
∂ˆtf(x, t)−∇xf(x, t) · w(x, t) dx
+

∂Gi(t)∩∂G(t)
f(x, t)⊗ ui(x, t) · n⃗∂G(t) dox
ê
+

j∈J˜

Γj(t)∩G(t)
q
f(x, t)⊗ vj(x, t)
y · n⃗Γj dox. (2.8)
Damit ist erste Teil der Behauptung bewiesen. Der zweite Teil folgt durch weitere Um-
formungen. Mit dem Gaußschen Integralsatzes gilt für alle i ∈ I˜
Gi(t)
∇x · (f ⊗ u)(x, t) dx =

∂Gi(t)∩∂G(t)
f(x, t)⊗ ui(x, t) · n⃗∂G(t)(x, t) dox
+

j∈J˜

Γj(t)∩∂Gi(t)
f(x, t)⊗ ui(x, t) · n⃗∂Gi(t)(x, t) dox
und unter Ausnutzung der Produktregel ∇x · (f ⊗ u) = ∇xfu+ f∇x · u damit

i∈I˜

Gi(t)
∇xf(x, t)u(x, t) + f(x, t)∇x · u(x, t) dx =

i∈I˜

∂Gi(t)∩∂G(t)
f(x, t)⊗ ui(x, t) · n⃗∂G(t)(x, t) dox
+

j∈J˜

Γj(t)
q
f(x, t)⊗ u(x, t)y · n⃗Γj (x, t) dox.
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Das Umformen der Gleichung nach dem ersten Ausdruck auf der rechten Seite und Ein-
setzen in Gleichung (2.8) liefert schließlich:
d
dt

G(t)
f(x, t) dx =

i∈I˜

Gi(t)
∂ˆtf(x, t) +∇xf(x, t) ·

u(x, t)− w(x, t)+ f(x, t)∇x · u(x, t) dx
+

j∈J˜

Γj(t)∩G(t)
r
f(x, t)⊗
Ä
vj(x, t)− u(x, t)
äz
· n⃗Γj dox.
Abseits der Hyperflächen ergibt sich aus diesem Satz das folgende Korollar:
Korrolar 2.9 (Reynolds’scher Transportsatz - ALE). Es sei G(t) ⊂ Ωi(t), i ∈ I,
ein Gebiet mit abschnittsweise glattem Rand, das sich im zeitlichen Verlauf mit den
Materiepunkten bewegt. Unter den Annahmen 2.2 und 2.3 und ϕ, ψ, u, w gemäß der
Gleichungen (2.1), (2.2), (2.3), (2.5) gilt dann für eine stetig differenzierbare Funktion
f :

i∈I
Qi → Rn:
d
dt

G(t)
f(x, t) dx =

G(t)
∂ˆtf(x, t)−∇xf(x, t) · w(x, t) dx+

∂G(t)
f(x, t)⊗ ui(x, t) · n⃗∂G(t) dox
=

G(t)
∂ˆtf(x, t) +∇xf(x, t) ·

u(x, t)− w(x, t)+ f(x, t)∇x · u(x, t) dx.
Beweis. Der Beweis folgt unmittelbar aus Satz 2.8 für J˜ = ∅ und I˜ = {i}.
Betrachtet man andererseits die Umgebung einer Hyperfläche, erhält man eine Sprung-
bedingung, welche auf Kotchine [34] zurückgeht:
Korrolar 2.10 (Sprungbedingung). Es seien f :

i∈I
Qi → Rn eine stetig differenzierbare
Erhaltungsgröße und g :

i∈I
Qi → Rn×d, h : 
i∈I
Qi → Rn stetige Funktionen, so dass für
alle sich mit den Materiepunkten bewegenden Volumen G(t) ⊂ Ω(t)
d
dt

G(t)
f(x, t) dx =

G(t)
h(x, t) dx+

∂G(t)
g(x, t) · n⃗∂G(x, t) dox
gilt. Dann gilt für alle t ∈ (t0, tN ) und fast alle x ∈ Γj(t) mit j ∈ J :r
f(x, t)⊗
Ä
vj(x, t)− u(x, t)
ä
+ g(x, t)
z
· n⃗Γj (x, t) = 0.
Beweis. Es sei Γ˜(t) ⊂ Γj(t) eine relativ offene Hyperfläche. G˜n(t) ⊂ Ω(t) sei eine Folge
von Volumen, die sich im zeitlichen Verlauf mit den Materiepunkten bewegen, so dass
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G˜n(t) für alle n ∈ N ein Gebiet mit abschnittsweise glattem Rand ist und G˜n(t) ⊂
Ωi1(t)⊎Ωi2(t)⊎ Γ˜(t) für i1, i2 ∈ I gilt. Außerdem gelte limn→∞ G˜n(t) = Γ˜(t). Dann folgt
mit Satz 2.8, der Bildung des Grenzwertes n → ∞ und der Tatsache, dass G˜n(t) gegen
die d-dimensionale Nullmenge Γ˜(t) konvergiert:
0 = lim
n→∞
Ü
d
dt

G˜n(t)
f(x, t) dx−

G˜n(t)
h(x, t) dx−

∂G˜n(t)
g(x, t) · n⃗∂G˜n(x, t) dox
ê
=

i∈{i1,i2}
Ñ
lim
n→∞

G˜n(t)∩Ωi(t)
∂ˆtf(x, t) +∇xf(x, t) ·

u(x, t)− w(x, t)
+ f(x, t)∇x · u(x, t)− h(x, t) dx− lim
n→∞

∂G˜n(t)∩Ωi(t)
g(x, t) · n⃗∂G˜n(x, t) dox
é
+ lim
n→∞

Γ˜(t)
r
f(x, t)⊗
Ä
vj(x, t)− u(x, t)
äz
· n⃗Γj (x, t) dox
=

Γ˜(t)
r
f(x, t)⊗
Ä
vj(x, t)− u(x, t)
ä
+ g(x, t)
z
· n⃗Γj (x, t) dox.
Da Γ˜(t) abschnittweise glatt ist und beliebig klein gewählt werden kann und der Integrand
außerdem stetig ist, muss dies auch punktweise fast überall gelten, womit die Behauptung
folgt.
2.2 Geometrie
In diesem Abschnitt werden die betrachteten Kontinua bzw. Teilgebiete für die in Kapitel
1 vorgestellten Prozesse festgelegt und weitere geometrische Bezeichnungen für Grenz-
flächen, Berandungslinien, äußere Normalenvektoren und eingeschlossene Winkel ein-
geführt. Zudem wird ein geometrisches Problem für die Transformation ψ formuliert,
welches die zeitliche Evolution der Teilgebiete ausgehend von der Referenzkonfiguration
Qˆ durch einen möglichst glatten funktionalen Zusammenhang beschreibt.
2.2.1 Teilgebiete und Ränder
Es bezeichne wie zuvor Ω(t) ⊂ Rd das vom Werkstück zum Zeitpunkt t ∈ (t0, tN ) ein-
genommene Gebiet. In den vorliegenden Prozessen gibt es jeweils einen Werkstoff, der
sowohl im flüssigen als auch im festen Phasenzustand vorliegen kann. Je nach Model-
lierungsansatz für die Energieerhaltung werden die Teilvolumina als gemeinsames Kon-
tinuum ΩÛls(t) (Enthalpie-Methode) oder als separate Kontinua (Temperatur-Methode)
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betrachtet. Im letztgenannten Fall wird das vom flüssigen Phasenzustand eingenommene
Volumen mit Ωl(t) und das vom festen Phasenzustand mit Ωs(t) bezeichnet. Im Schweiß-
prozess gibt es zusätzlich einen nicht aufschmelzenden Werkstoff, dessen eingenommenes
Volumen mit Ωr(t) bezeichnet wird. Die einzelnen Volumen werden als offene und im All-
gemeinen nicht zusammenhängende Mengen angenommen. Sie lassen sich allerdings in
eine endliche Vereinigung zusammenhängender Mengen zerlegen, so dass dies der Annah-
me 2.2 nicht im Wege steht. Für die Grenzflächen zwischen den Teilgebieten wird analog
vorgegangen: Es bezeichne Γls(t) :=

∂Ωl(t) ∩ ∂Ωs(t)
◦ die fest-flüssig Phasengrenze, die
als scharfe Grenzfläche zwischen Ωl(t) und Ωs(t) angenommen wird, so dass
ΩÛls(t) = Ωl(t) ⊎ Ωs(t) ⊎ Γls(t)
gilt. Die Hyperflächen zwischen den Teilgebieten werden entsprechend mit Γlr(t) :=
∂Ωl(t) ∩ ∂Ωr(t)
◦, Γsr(t) := ∂Ωs(t) ∩ ∂Ωr(t)◦ bzw. ΓÛlsr(t) := Ä∂ΩÛls(t) ∩ ∂Ωr(t)ä◦, die
zugehörigen Berandungslinien/-punkte durch γls(t), γlr(t), γsr(t) bzw. γÛlsr(t) bezeichnet.
In den Abbildungen 2.3, 2.4 und 2.5 ist dies für einige der betrachteten Prozesse skizziert.
ΓsΩs
(a) Ω(t0)
ΓsΩs
Ωl
Γs
Γl
Γls
(b) Ω(t1)
ΓsΓs
Γl
Ωl
Γls
Ωs
(c) Ω(t2)
Γs
Γls
Ωs
Ωl
(d) Ω(t3)
Γs
Ωs
(e) Ω(tN )
Abbildung 2.3: Geometrie für das koaxiale Stoffanhäufen am Draht: 2D-Schnitt zu
verschiedenen Zeitpunkten t0 < t1 < t2 < t3 < tN
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Abbildung 2.4: Geometrie für das Wärmeleitschweißen im Überlappstoß: 2D-Schnitt
orthogonal zur Schweißnaht zu verschiedenen Zeitpunkten t0 < t1 < t2 < t3 < tN
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Abbildung 2.5: Geometrie für das Wärmeleitschweißen im Stumpfstoß: 2D-Schnitt
orthogonal zur Schweißnaht zu verschiedenen Zeitpunkten t0 < t1 < t2 < t3 < tN
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Damit gilt für alle t ∈ (t0, tN ):
Ω(t) =
Ä
Ωl(t) ⊎ Ωs(t) ⊎ Ωr(t)
ä
⊎
Ä
Γls(t) ⊎ Γlr(t) ⊎ Γsr(t)
ä
⊎
Ä
γls(t)\∂Ω(t)
 ∪ γlr(t)\∂Ω(t) ∪ γsr(t)\∂Ω(t)ä (2.9)
=
Ä
ΩÛls(t) ⊎ Ωr(t)ä ⊎ ΓÛlsr(t) ⊎ ÄγÛlsr(t)\∂Ω(t)ä .
Der Rand ∂Ω(t) lässt sich ebenfalls zerlegen. Es bezeichne Γl(t) :=

∂Ωl(t) ∩ ∂Ω(t)
◦ die
freie Oberfläche zwischen dem flüssigen Teilgebiet und der Umgebung und entsprechend
Γs(t) :=

∂Ωs(t) ∩ ∂Ω(t)
◦, Γr(t) := ∂Ωr(t) ∩ ∂Ω(t)◦ bzw. ΓÛls(t) := Ä∂ΩÛls(t) ∩ ∂Ω(t)ä◦.
Mit der Menge der Tripellinien/-punkte an der Grenze zwischen festem und flüssigem
Werkstoff und der Umgebung des Bauteils γls(t)∩∂Ω(t), der Menge der Benetzungslinien/-
punkte γlr(t)∩ ∂Ω(t), der äußeren Kontaktlinie zwischen dem festen und dem nicht auf-
schmelzenden Werkstoff γsr(t) ∩ ∂Ω(t) und der Kontaktlinie zwischen aufschmelzendem
und nicht aufschmelzendem Werkstoff γÛlsr(t) ∩ ∂Ω(t) gilt dann:
∂Ω(t) =
Ä
Γl(t) ⊎ Γs(t) ⊎ Γr(t)
ä
⊎
Ä
γl(t) ∪ γs(t) ∪ γr(t)
ä
(2.10)
=
Ä
ΓÛls(t) ⊎ Γr(t)ä ⊎ ÄγÛls(t) ∪ γr(t)ä .
Wie eingangs erwähnt wird die unterschiedliche Handhabung des aufschmelzenden Werk-
stoffes mit den zwei unterschiedlichen Modellierungsansätzen für die Erhaltung der Ener-
gie in Abschnitt 2.4 assoziiert. Die Energieerhaltung wird dabei entweder über die Tem-
peratur T unter Verwendung von Ωl(t), Ωs(t) und Γls(t) (Temperatur-Methode) oder
alternativ über die massenspezifische Dichte der inneren Energie e auf ΩÛls(t) (Enthalpie-
Methode) formuliert. Die zugehörigen Indexmengen I und J aus Abschnitt 2.1 werden
für die Temperatur-Methode mit
IT = {l, s, r} bzw. JT = {ls, lr, sr}
und für die Enthalpie-Methode mit
Ie = {Ùls, r} bzw. Je = {Ùlsr}
bezeichnet. Im Folgenden wird auch kurz I anstatt IT bzw. Ie und entsprechend J
anstatt JT bzw. Je geschrieben, falls eine Unterscheidung zwischen den Methoden nicht
explizit notwendig ist.
Für die Modellierung wird grundsätzlich angenommen, dass die Annahme 2.2 erfüllt ist.
Es sei an dieser Stelle bemerkt, dass die Annahme für die Indexmengen IT und JT zu
einzelnen Zeitpunkten jedoch nicht erfüllt ist, da sich die Topologie der Geometrie, wie in
den Abbildungen 2.3, 2.4 und 2.5 dargestellt, im zeitlichen Verlauf verändert. Als Beispiel
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sei hier die Nukleation eines flüssigen Teilgebietes zu Beginn der Prozesse genannt. Die
folgende Modellierung ist daher lediglich mit Ausnahme dieser Zeitpunkte gültig. Für die
Indexmengen Ie und Je tritt dieses Problem hingegen nicht auf, da der aufschmelzende
Werkstoff als ein Kontinuum betrachtet wird.
2.2.2 Geometrische Größen
Wie in Abbildung 2.6 dargestellt werden je nach gewählter Fläche bzw. Linie verschiedene
Einheitsnormalenvektoren und außerdem von Flächen eingeschlossene Winkel benötigt,
welche in der Regel nur fast überall definiert sind, da diese nur abschnittsweise glatt sind.
Für i, i1, i2 ∈ I mit i1 ̸= i2, j ∈ J mit j = i1i2 und k, k1, k2 ∈ I ⊎J mit k1 ̸= k2 werden
folgende Bezeichnungen eingeführt:
• Auf Γi(t) bezeichne n⃗Γi die äußere Einheitsnormale an ∂Ω(t). τ⃗Γi,n, n = 1, . . . , d−1,
sind zugehörige Tangentialvektoren, so dass (n⃗Γi , τ⃗Γi,1, . . . , τ⃗Γi,d−1) ein Orthonor-
malsystem bilden.
• Auf Γj(t) ist n⃗Γj der äußere Einheitsnormalenvektor an ∂Ωi1(t). τ⃗Γj ,n, n = 1, . . . , d−
1, sind zugehörige Tangentialvektoren, so dass (n⃗Γj , τ⃗Γj ,1, . . . , τ⃗Γj ,d−1) ein Ortho-
normalsystem bilden.
• Auf γk(t) ist n⃗γk der nach außen zeigende Einheitstangentialvektor an Γk(t). Für
d = 3 muss n⃗γk außerdem senkrecht auf γk(t) stehen. τ⃗γk,n, n = 1, . . . , d − 1,
sind zugehörige Vektoren, so dass (n⃗γk , τ⃗γk,1, . . . , τ⃗γk,d−1) ein Orthonormalsystem
bilden. Für d = 3 werden diese so gewählt, dass τ⃗γk,2 kollinear zur Kurventangente
an γk(t) ist.
• Auf γk1(t) ∩ γk2(t) ist ∢(n⃗γk1 , n⃗γk2 ) ∈ (0, π) der von Γk1(t) und Γk2(t) eingeschlos-
sene Winkel, der über das Standard-Skalarprodukt im Rd durch die Beziehung
cos
Ä
∢(n⃗γk1 , n⃗γk2 )
ä
= n⃗γk1 · n⃗γk2 gegeben ist.
2.2.3 Referenzkonfiguration und Evolution der Hyperflächen
Die Referenzkonfiguration Qˆ und die Transformation ψ zur Überführung in die Eulersche
Darstellung werden im Modell zur Beschreibung der geometrischen Evolution eingesetzt.
Als Referenzkonfiguration wird dabei Qˆ := Ω(t0) × (t0, tN ) gewählt, so dass die Trans-
formation ψ := (ψx, id) wie die materielle Transformation ϕ von der Ausgangsgeometrie
Ωˆ := Ω(t0) ausgeht. Im Gegensatz zur materiellen Transformation ϕ kann ψ jedoch so
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∢(n⃗γlr , n⃗γl)n⃗Γsr
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n⃗Γs
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n⃗Γls Γls
Abbildung 2.6: Geometrieausschnitt: Teilgebiete, Hyperflächen, Benetzungswinkel
und Einheitsnormalenvektoren in zwei Raumdimensionen.
gewählt werden, dass
ψx
Ä
Ωˆi, t
ä
= Ωi(t), i ∈ I,
bzw. ψx
Ä
Γˆk, t
ä
= Γk(t), k ∈ I ⊎ J (2.11)
für alle t ∈ (t0, tN ) gilt, wodurch auch immaterielle Bewegungen wie die der fest-flüssig
Phasengrenze berücksichtigt werden können. Für eine hinreichend glatte Bewegung der
Hyperflächen kann ψ : Qˆ → Q dabei im Folgenden so gewählt, dass ψ ein Homöomor-
phismus ist, wˆ = ∂tψx auf ganz Qˆ existiert und stetig ist und Annahme 2.3 erfüllt ist.
Die Transformation ψx kann hierbei vollständig über die zugehörige Geschwindigkeit wˆ
charakterisiert werden. Für einen fixierten Punkt xˆ ∈ Ωˆ ist die Bewegung durch
ψx(xˆ, t) = xˆ+
t
t0
wˆ(xˆ, s) ds (2.12)
gegeben.
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Die Evolution der Hyperflächen Γk(t) wird in der weiteren Modellierung nicht über
die vektorwertige Geschwindigkeit vk sondern die skalarwertige Normalengeschwindig-
keit vk,n⃗ := vk · n⃗Γk charakterisiert, da man lediglich diese aus den Erhaltungssätzen
für Masse, Impuls und Energie erhält. Entlang der Berandungslinien/-punkte γk(t) er-
geben sich hierbei jedoch aus der Normalengeschwindigkeit benachbarter Hyperflächen
zusätzliche Bedingungen an die Tangentialkomponenten, was insgesamt hinreichend für
die vollständige Beschreibung der geometrischen Evolution von Γk(t) ist.
Um Gleichung (2.11) zu erfüllen muss notwendigerweise wˆ · ˆ⃗nΓk = vˆk,n⃗ auf Γˆk bzw. äqui-
valent in Eulerscher Darstellung w · n⃗Γk = vk,n⃗ auf Γk(t) gelten, so dass die Evolution
der Hyperflächen ebenso über w beschrieben werden kann. Die Tangentialkomponenten
von w sind in den Schnittpunkten der Berandungslinien/-punkten γk(t) durch die Nor-
malengeschwindigkeit einer angrenzenden Hyperfläche eindeutig bestimmt und können
auf Γk(t) hinreichend glatt fortgesetzt werden, wobei für d = 3 zusätzlich eine Tangen-
tialkomponente entlang der Schnittlinien der Berandungsflächen ergänzt werden muss.
Im Falle mehrerer angrenzender Hyperflächen ist w dabei jedoch im Allgemeinen über-
bestimmt und es muss durch das Modell sichergestellt werden, dass w der Normalenge-
schwindigkeit aller aneinander grenzenden Hyperflächen genügen kann. Formal kann die
Normalengeschwindigkeit der Hyperflächen
vˆn⃗ ∈

k∈I⊎J
C0
Ä
Γˆk × (t0, tN )
ä
, vˆn⃗ :=
Ä
vˆk,n⃗
ä
k∈I⊎J
zu jedem Zeitpunkt t ∈ (t0, tN ) durch einen stetigen Fortsetzungsoperator
Rˆ :

k∈I⊎J
C0(Γˆk)→ C0
Å
i∈I
∂Ωˆi
ãd
(2.13)
mit
Rˆ

vˆn⃗(·, t)
 · ˆ⃗nΓk(·, t) = vˆk,n⃗(·, t) auf Γˆk
zu einem stetigen Geschwindigkeitsfeld
wˆ(·, t) := Rˆ vˆn⃗(·, t) auf 
i∈I
∂Ωˆi
fortgesetzt werden, so dass
ψx(xˆ, t) = rˆvˆn⃗(xˆ, t) := xˆ+
t
t0
Rˆ

vˆn⃗(·, s)

(xˆ, s) ds auf

i∈I
∂Ωˆi × (t0, tN ) (2.14)
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gilt und die oben genannten Forderungen an ψ eingeschränkt auf

i∈I ∂Ωˆi × (t0, tN )
erfüllt sind. In Eulerscher Darstellung bezeichne R den entsprechenden Operator mit
w(·, t) = R vn⃗(·, t) := Rˆ vn⃗ ◦ ψ(·, t) ◦ ψ−1(·, t). (2.15)
An dieser Stelle sei nochmals bemerkt, dass für die Existenz eines solchen Operators Rˆ die
Kompatibilität der Normalen-Geschwindigkeiten vˆk,n⃗ in den Berandungslinien/-punkten
zueinander sichergestellt werden muss. Bei der folgenden Modellierung wird dies mit
Ausnahme der Tripellinien/-punkte γl(t)∩ γs(t)∩ γls(t) gelingen (siehe Abschnitt 2.3.6),
für welche der Widerspruch erst im diskreten Problem aufgelöst wird.
2.2.4 Geometrisches Problem
In Hinblick auf das in Kapitel 3 vorgestellte numerische Lösungsverfahren beschreibt ψ
nicht nur die Bewegung der Hyperflächen, sondern auch die des zugrunde liegenden Re-
chengitters. Um die Qualität des Gitters weitestgehend zu erhalten, wird ψx möglichst
glatt in das Innere der Teilgebiete fortgesetzt, indem ein Poisson-Problem mit vorgege-
benen Dirichlet-Randwerten an den Hyperflächen gelöst wird. Insgesamt ergibt sich das
folgende Problem zur Bestimmung von ψ:
Problem 2.11 (Geometrie). Es sei Ωˆ := Ω(t0), Qˆ := Ωˆ × (t0, tN ) und vˆn⃗ ∈
k∈I⊎J C0
Ä
Γˆk × (t0, tN )
ä
die gegebene Normalengeschwindigkeit der Hyperflächen,
so dass rˆvˆn⃗ gemäß (2.14) ein Homöomorphismus ist. Bestimme die Transformation
ψ = ψ(xˆ, t) =

ψx(xˆ, t), t

, so dass für alle t ∈ (t0, tN )
∆ψx(·, t) = 0 auf ⊎i∈I Ωˆi,
ψx(·, t) = rˆvˆn⃗(·, t) auf ⊎i∈I ∂Ωˆi
gilt. Die Geschwindigkeit der Referenzkonfiguration und die Geometrie sind damit
für alle t ∈ (t0, tN ) durch
wˆ(·, t) = ∂tψx(·, t),
Ωi(t) = ψx
Ä
Ωˆi, t
ä
, i ∈ I,
Γk(t) = ψx
Ä
Γˆk, t
ä
, k ∈ I ⊎ J
gegeben.
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Die Verwendung des Laplace-Problem ist ein einfacher Ansatz zur Fortsetzung der Trans-
formation ψx und für die vorliegenden Prozesse und das numerische Lösungsverfahren
ausreichend. Er ist allerdings nur für kleine Deformationen der Hyperflächen geeignet,
da große Deformationen für die Transformation ψ unter Verletzung der Annahme 2.3 zu
einer Überlappung der einzelnen Teilgebiete bzw. der Degeneration des Rechengitters im
numerischen Problem führen können. Details zu dieser Problematik und ein alternativer
Ansatz auf Grundlage eines Funktionals ähnlich zur nichtlinearen Elastizität, der auch
für große Deformationen geeignet ist, sind in [35] zu finden.
2.3 Erhaltung von Masse und Impuls
Für den Materialtransport werden zunächst einige vereinfachende Annahmen im festen
und dem nicht aufschmelzendem Werkstoff Ωs(t) bzw. Ωr(t) getroffen, bevor die Erhal-
tungssätze für die Masse und den Impuls formuliert werden, mit deren Hilfe für das
flüssige Teilgebiet Ωl(t) die Navier-Stokes Gleichungen für inkompressible Newtonsche
Fluide aufgestellt werden. Zudem werden der fest-flüssig Phasenübergang auf Γls(t), die
kapillare freie Oberfläche Γl(t) und die Benetzung des nicht aufschmelzenden Werkstoffs
auf Γlr(t) durch geeignete Randbedingung modelliert.
2.3.1 Materialtransport in Ωs und Ωr
Für das feste Gebiet Ωs(t) und das nicht aufschmelzende Gebiet Ωr(t) wird angenommen,
dass die Materieteilchen unbeweglich sind. Es gilt also
us := u|Qs ≡ 0 bzw. ur := u|Qr ≡ 0. (2.16)
Da die Bleche im Schweißprozess bzw. das Halbzeug beim Stoffanhäufen in einer Vor-
richtung fest eingespannt sind, erscheint diese Vereinfachung sinnvoll. Dies bedeutet al-
lerdings auch, dass plastische oder (thermo-)elastische Verformungen vernachlässigt wer-
den. Die Massendichte ρ wird passend dazu auf Ωs(t) bzw. Ωr(t) als konstant und damit
insbesondere unabhängig von der aktuellen Temperatur angenommen:
ρs := ρ|Qs ≡ const > 0 bzw. ρr := ρ|Qr ≡ const > 0.
Es kann außerdem Situationen geben, in denen eine Teilmenge von Ωs(t) auf dem auf-
geschmolzenen Teilgebiet Ωl(t) schwimmt, da sie keinen Kontakt zur Haltevorrichtung
besitzt. Dies tritt in den vorliegenden Prozessen allerdings nur in sehr speziellen Fällen
auf und wird daher im Modell nicht berücksichtigt.
Kapitel 2: Mathematisches Modell 41
Das nicht aufschmelzende Teilgebiet Ωr(t) ist in diesem Fall zeitunabhängig. Für die
Geschwindigkeit der angrenzenden Hyperflächen Γlr(t) und Γsr(t) gilt damit
vlr,n⃗ = 0 bzw. vsr,n⃗ = 0. (2.17)
2.3.2 Massenerhaltung auf Ωl
Im flüssigen Teilgebiet Ωl(t) ist die Bewegungsgeschwindigkeit u der Materiepunkte ge-
rade die Strömungsgeschwindigkeit des Fluids, welches als inkompressibles Newtonsches
Fluid modelliert wird. Die Temperaturabhängigkeit der Massendichte wird dabei gemäß
der Boussinesq-Approximation lediglich bei den von außen wirkenden Volumenkräften
berücksichtigt, so dass analog zu den anderen Teilgebieten
ρl := ρ|Ql ≡ const > 0
angenommen wird.
Es gilt der Erhaltungssatz für die Masse:
d
dt

Ω(t)
ρ dx = 0.
Dies gilt ebenso für ein Fluidvolumen G(t) ⊂ Ωl(t) gemäß Korollar 2.9 mit dem folgt:
0 =
d
dt

G(t)
ρ dx =

G(t)
∂ˆtρ+∇xρ · (u− w) + ρ∇x · u dx = ρ

G(t)
∇x · u dx.
Da G(t) beliebig klein gewählt werden kann und der Integrand stetig ist, folgt, dass
punktweise die Inkompressibilitätsbedingung
∇x · u = 0 auf Ωl(t) (2.18)
gilt. Die Strömung ist also divergenzfrei. An dieser Stelle sei bemerkt, dass die Diver-
genzfreiheit wegen (2.16) trivialerweise ebenso in Ωs(t) bzw. Ωr(t) gilt.
2.3.3 Innere/äußere Randbedingungen (Normalkomponente)
Über den Rand ∂Ω(t) und damit insbesondere über Γl(t) gibt es keinen Fluss von Ma-
teriepunkten. Es gilt die kinematische Randbedingung
u · n⃗Γl = vl,n⃗ auf Γl(t).
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Mit den Gleichungen (2.16), (2.17) und Korollar 2.10 gilt außerdem:
ul · n⃗Γlr = 0 auf Γlr(t).
Für die nicht materielle fest-flüssig Phasengrenze Γls(t) folgt mit selbigem Korollar:
ul · n⃗Γls =
Ç
1− ρs
ρl
å
vls,n⃗ auf Γls(t). (2.19)
Diese Randbedingung verträgt sich, falls Ωl(t) eine isolierte offene Teilmenge mit ∂Ωl(t)∩
∂Ω(t) = ∅ ist, nicht mit der Inkompressibilitätsbedingung (2.18), da sich Ωl(t) in dieser
Situation weder ausdehnen noch zusammenziehen kann. Diese geometrische Situation
tritt in der Regel während der Erstarrung des Bauteils auf, welches bei den betrachteten
Prozessen in der Regel von außen nach innen geschieht. Um ein konsistentes Modell zu
erhalten, wird daher die Haftrandbedingung
ul · n⃗Γls = 0 auf Γls(t).
gefordert, was gleichbedeutend mit der Gleichheit der Dichten
ρl = ρs = ρÛls
ist.
2.3.4 Impulserhaltung auf Ωl
Zur vollständigen Beschreibung der Strömung u in Ωl(t) wird außerdem ein Erhaltungs-
satz für den Impuls ρu benötigt. Allgemein gilt für ein sich materiell bewegendes Volumen
G(t) ⊂ Ωi(t), i ∈ IT , innerhalb eines einzigen Kontinuums nach dem 2. Newtonschen
Gesetz:
d
dt

G(t)
ρu dx =

G(t)
ρfu dx+

∂G(t)
σi · n⃗∂G(t) dox =

G(t)
ρfu +∇ · σi dx. (2.20)
Hierbei ist fu eine äußere Volumenkraft, die auf G(t) wirkt und in Form einer massenbe-
zogenen Kraftdichte gegeben ist. σi := σ|Qi bezeichnet den Spannungstensor, der je nach
Teilgebiet eine unterschiedliche Gestalt besitzt.
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Aus der Divergenz-Darstellung über den Gaußschen Integralsatz in Gleichung (2.20) folgt
mit Korollar 2.9 für ein sich materiell bewegendes Volumen G(t) ⊂ Ωi(t)
G(t)
∂ˆt(ρu) +∇x(ρu)(u− w) + ρu∇x · u− ρfu −∇x · σi dx = 0.
Da u divergenzfrei und der Integrand stetig ist und G(t) zudem beliebig klein gewählt
werden kann, gilt die Gleichung für den Integranden auch punktweise und man erhält
die Impulserhaltungsgleichung:
ρ∂ˆtu+ ρ∇xu(u− w)−∇x · σi = ρfu auf Ωi(t). (2.21)
Im flüssigen Teilgebiet Ωl(t) wird ein Newtonsches Fluid angenommen, für welches der
Spannungstensor σl unter Ausnutzung der Divergenzfreiheit von u die Form (vgl. [33,
Abschnitt 5.9])
σl : Ql → Rd×d, σl := µ
Ä
∇xu+ (∇xu)T
ä
− pI,
besitzt, wobei u|Ql zweimal stetig differenzierbar und p|Ql stetig differenzierbar angenom-
men werden. Dabei bezeichnet µ die dynamische Viskosität des Fluids, die im Allgemei-
nen von anderen Größen wie der Temperatur abhängen kann, p bezeichnet den Druck und
I ist die Einheitsmatrix im Rd×d. Da u divergenzfrei und zweimal stetig differenzierbar
ist, folgt mit der Produktregel für die Divergenz:
∇x · σl = µ∆xu−∇xp.
Entsprechend der Impulserhaltungsgleichung (2.21) gilt für ein inkompressibles Newton-
sches Fluid somit:
ρ∂ˆtu+ ρ∇xu(u− w)− µ∆xu+∇xp = ρfu auf Ωl(t). (2.22)
Die Gleichungen (2.18) und (2.22) werden zusammen als Navier-Stokes Gleichungen für
inkompressible Fluide bezeichnet.
Die auf das Volumen wirkende Kraft ρfu ist die Gravitationskraft. Gemäß der Boussinesq-
Approximation wird die Temperaturabhängigkeit der Dichte berücksichtigt, was zu ther-
mischen Auftriebsbewegungen führt. Hierfür wird die Dichte ρ bezüglich der Tempera-
tur T durch eine Taylor-Entwicklung um die Schmelztemperatur Tm linearisiert, wobei
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ρl = ρ(Tm) angenommen wird. Die auf das Volumen durch die Gravitationskraft wirken-
de Volumenkraftdichte ρge⃗g wird dann durch
fu : Ql → Rd, ρfu :=

ρl + ∂Tρ(T − Tm)

ge⃗g = ρl

1− δT (T − Tm)

ge⃗g ≈ ρge⃗g
mit dem Volumenausdehnungskoeffizienten δT := −∂T ρρl approximiert. Dabei ist g die Erd-
beschleunigung und e⃗g der in Richtung der Erdanziehungskraft zeigende Einheitsvektor.
2.3.5 Innere/äußere Randbedingungen (Tangentialkomponenten)
Als nächsten werden die Navier-Stokes Gleichungen um Randbedingungen ergänzt. Über
den Erhaltungssatz für die Masse wurden sowohl auf Γlr(t) als auch auf Γls(t) für u · n⃗
Dirichlet-Randbedingungen vorgeschrieben. Diese werden durch zusätzliche Bedingungen
in tangentialer Richtung ergänzt. Auf Γls(t) wird die tangentiale Haftbedingung
u− u · n⃗Γls n⃗Γls = 0 auf Γls(t)
gefordert, die das Gleiten der flüssigen entlang der festen Materiepunkte unterbindet.
Auf der Benetzungsfläche Γlr(t) ist diese Bedingung hingegen nicht sinnvoll, da das Glei-
ten für die Benetzung notwendig ist. Eine geeignete Randbedingung ist die Navier-Slip
Randbedingung (vgl. [36]). Erlaubt man das widerstandslose Gleiten der flüssigen Ma-
teriepunkte auf Γlr(t), so gilt:
τ⃗TΓlr,n · σl · n⃗Γlr = 0, n = 1, . . . , d− 1, auf Γlr(t).
Auf dem freien Rand Γl(t) wird zusätzlich zur kinematischen Randbedingung die in [3]
vorgestellte Neumann-Randbedingung für σl · n⃗Γl gewählt. Die entscheidende physika-
lische Größe ist dabei die temperaturabhängige Oberflächenspannung ςl. Ähnlich zum
Vorgehen bei der Boussinesq-Approximation wird ςl durch eine Taylor-Entwicklung um
Tm linearisiert:
ςl ≈ ςl(Tm) + ∂T ςl(T − Tm).
Für das Kräftegleichgewicht auf Γl(t) kann gezeigt werden, dass die Normalkomponente
von σl · n⃗Γl proportional zur mittleren Krümmung H ist (vgl. [33, Abschnitt 7.10]). Es
gilt unter Vernachlässigung der Temperaturabhängigkeit von ςl:
n⃗TΓl · σl · n⃗Γl = −ςl(Tm)H auf Γl(t).
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Lediglich für die Tangentialkomponente wird die Temperaturabhängigkeit berücksichtigt,
um den Effekt der Marangoni-Konvektion zu erfassen. In tangentialer Richtung wirkt
dabei eine Kraft, die proportional zum Gradienten von ςl ist:
τ⃗TΓl,n · σl · n⃗Γl = ∇xς · τ⃗Γl,n ≈ ∂T ς(Tm)∇xT · τ⃗Γl,n, n = 1, . . . , d− 1, auf Γl(t).
In kompakter Form sind die Oberflächenkräfte entlang der freien Oberfläche somit durch
σl · n⃗Γl = −ςlHn⃗Γl +∇ςl (2.23)
≈ −ςlHn⃗Γl + ∂T ς(Tm)∇T auf Γl(t)
gegeben.
2.3.6 Randbedingungen für den freien Kapillarrand Γl
Zuletzt müssen Randbedingungen für den Krümmungsoperator H auf ∂Γl(t) spezifiziert
werden. Um hierbei Bedingungen in tangentialer Richtung festlegen zu können, werden
diese über w anstatt vl,n⃗ spezifiziert und sind als (Rand-)Bedingungen für den in (2.13)
definierten Fortsetzungsoperator Rˆ in seiner Eulerschen Darstellung (2.15) zu verste-
hen. Die Vorgabe von Randwerten auf den Tripellinien/-punkten γl(t) ∩ γls(t) und den
Benetzungslinien/-punkten γl(t) ∩ γlr(t) ist hierbei grundsätzlich problematisch, da sich
aus der bisherigen Modellierung mehr Bedingungen an die Geschwindigkeit der Refe-
renzkonfiguration ergeben als erfüllt werden können und somit die Kompatibilität der
Hyperflächen zueinander im Allgemeinen nicht mehr gewährleistet ist.
Für die Tripellinien/-punkte γl(t) ∩ γls(t) ergibt sich die Problematik daraus, dass die
Evolution von Γls(t) im Gegensatz zu Γl(t) und Γs(t) immateriell ist. Da Γl(t) und Γs(t)
nicht glatt ineinander übergehen sondern einen definierten Winkel zueinander aufwei-
sen, ist die den beiden kinematischen Randbedingungen genügende materielle Bewegung
von γl(t) ∩ γls(t) zusammen mit der Stefan-Bedingung w · n⃗Γls = vls,n⃗ im Allgemeinen
überbestimmt. Dieser Widerspruch im Modellierungsansatz beschränkt sich allerdings
lediglich auf eine kleine Umgebung, da die jeweiligen Bedingungen vom makroskopischen
Standpunkt abseits der Tripellinien/-punkte sinnvoll sind.
Da bei einem glatten Übergang zwischen Γl(t) und Γs(t) die beiden kinematischen Bedin-
gungen zusammenfallen, tritt hier dieser Widerspruch nicht auf. Motiviert dadurch wird
eine der beiden kinematischen Bedingungen verworfen, um eine eindeutige Vorschrift zu
erhalten. Hierbei wird zwischen Anschmelzen und Erstarren unterschieden, so dass durch
die jeweilige Bedingung sichergestellt wird, dass sich die Tripellinien/-punkte entlang ∂Ω
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bewegen:
1{vls,n⃗≥0}w · n⃗Γs = 1{vls,n⃗≤0}w · n⃗Γl = 0 auf γl(t) ∩ γls(t), (2.24)
w · n⃗Γls = vls,n⃗ auf γl(t) ∩ γls(t). (2.25)
Eine Ausnahme bildet der Fall vls,n⃗ = 0, in dem sich γl(t) ∩ γls(t) im jeweiligen Punkt
nicht bewegt und alle drei Bedingungen erfüllt sein können. Für d = 3 muss zudem eine
Tangentialbewegung w · (n⃗Γls × n⃗γls) entlang der Tripellinie festgelegt werden.
Durch diese Festlegung ist die Normalengeschwindigkeit der Hyperflächen entweder auf
Γl(t) oder auf Γs(t) im Übergang zu γl(t)∩γs(t)∩γls(t) unstetig. Für die weitere Model-
lierung wird eine lokal stetige Approximation für den Übergang angenommen, so dass die
Bewegung von Γl(t), Γs(t) und Γls(t) zueinander kompatibel ist. Die explizite Auflösung
der Unstetigkeit durch eine stetige Approximation erfolgt erst mit der Ortsdiskretisie-
rung in Abschnitt 3.2 im Kontext einer Finite-Elemente-Methode mit isoparametrischer
Approximation des Gebietsrandes, welche schematisch in Abbildung 3.1 dargestellt ist.
An dieser Stelle sei bemerkt, dass dieses Problem nicht nur in der hier aufgeführten
Notation der Temperatur-, sondern auch in der Enthalpie-Formulierung auftritt, wo die
Bewegung der fest-flüssig Phasengrenze implizit durch die zeitliche Evolution der Isolinie
zur Schmelztemperatur gegeben ist.
Auf den Benetzungslinien/-punkten γl(t) ∩ γlr(t) ergibt sich ein ähnliches Problem. Da
für die betrachteten Prozesse die Benetzungsfläche stets planar ist, kann hier jedoch
gefordert werden, dass Γlr(t) und Γr(t) glatt ineinander übergehen, so dass die kinema-
tischen Randbedingungen jeweils zusammenfallen. Unter Vorgabe eines Kontaktwinkels
α zwischen Γlr(t) und Γl(t) kann daher passend zur kinematischen Randbedingung auf
Γl(t) und (2.17) die gemischte Randbedingung
w · n⃗Γlr = 0 auf γl(t) ∩ γlr(t),
∢(n⃗γlr , n⃗γl) = α auf γl(t) ∩ γlr(t),
gefordert werden. Für d = 3 ist wiederum eine Tangentialbewegung w · (n⃗Γlr × n⃗γlr)
entlang der Benetzungslinie festzulegen.
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2.3.7 System zur Erhaltung von Masse und Impuls
Zusammengefasst ergeben sich folgende Gleichungen:
u = 0 auf Ωs(t) ⊎ Ωr(t),
ρl∂ˆtu+ ρl∇xu(u− w)− µ∆xu+∇xp = ρl

1− δT (T − Tm)

ge⃗g auf Ωl(t),
∇x · u = 0 auf Ωl(t),
u · n⃗Γi = vi,n⃗ auf ⊎i∈{l,s,r} Γi(t),
n⃗TΓl · σl · n⃗Γl = −ςlH auf Γl(t),
τ⃗TΓl,n · σl · n⃗Γl = ∂T ς(Tm)∇xT · τ⃗Γl,n, auf Γl(t),
u = 0 auf Γls(t) ⊎ Γsr(t),
vlr,n⃗ = u · n⃗Γlr = 0 auf Γlr(t),
τ⃗TΓlr,n · σl · n⃗Γlr = 0, auf Γlr(t),
vsr,n⃗ = 0 auf Γsr(t),
1{vls,n⃗≥0}w · n⃗Γs = 1{vls,n⃗≤0}w · n⃗Γl = 0 auf γl(t) ∩ γls(t),
w · n⃗Γls = vls,n⃗ auf γl(t) ∩ γls(t),
w · n⃗Γlr = 0 auf γl(t) ∩ γlr(t),
∢(n⃗γlr , n⃗γl) = α auf γl(t) ∩ γlr(t).
Neben Anfangsbedingungen für die Strömung u auf Ωl(t0) müssen die Temperatur T ,
die Normalengeschwindigkeit der fest-flüssig Phasengrenze vls,n⃗ und die Geschwindigkeit
der Referenzkonfiguration w gegeben sein.
Es ist sinnvoll die Gleichungen in eine dimensionslose Darstellung zu überführen, um
die Vergleichbarkeit und Einordnung zu ähnlichen Problemen zu vereinfachen. Hierfür
werden die in Anhang A vorgestellten Rechenregeln und dimensionslosen Kennzahlen
ausgenutzt, die skalierten Größen werden jedoch nicht durch ein „ ˜ “ gekennzeichnet,
um die Notation einfach zu halten. Wird die Geometrie als bekannt vorausgesetzt, erhält
man damit das Problem:
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Problem 2.12 (Erhaltung von Masse und Impuls). Es sei Ω(t) gemäß (2.9) und
(2.10) für alle t ∈ (t0, tN ) über die Transformation ψ mit der Geschwindigkeit w
gegeben, so dass für die Normalengeschwindigkeit der Hyperflächen vn⃗ und einem
gegebenen Kontaktwinkel α die folgenden Eigenschaften erfüllt sind:
vlr,n⃗ = 0 auf Γlr(t),
vsr,n⃗ = 0 auf Γsr(t),
1{vls,n⃗≥0}w · n⃗Γs = 1{vls,n⃗≤0}w · n⃗Γl = 0 auf γl(t) ∩ γls(t),
w · n⃗Γls = vls,n⃗ auf γl(t) ∩ γls(t),
w · n⃗Γlr = 0 auf γl(t) ∩ γlr(t),
∢(n⃗γlr , n⃗γl) = α auf γl(t) ∩ γlr(t).
Bestimme zu gegebener Temperatur T und Anfangswerten u0 = u(·, t0) die Ge-
schwindigkeit der Materiepunkte u und den Druck p, so dass für alle t ∈ (t0, tN ) und
n ∈ {1, . . . , d− 1} die folgenden Gleichungen erfüllt sind:
u = 0 auf Ωs(t) ⊎ Ωr(t),
∂ˆtu+∇xu(u− w)− 1
Re
∆xu+∇xp = − Bo
We
e⃗g +
Gr
Re2
T e⃗g auf Ωl(t),
∇x · u = 0 auf Ωl(t),
u · n⃗Γi = vi,n⃗ auf ⊎i∈{l,s,r} Γi(t),
n⃗TΓl · σl · n⃗Γl = −
1
We
H auf Γl(t),
τ⃗TΓl,n · σl · n⃗Γl = −
Ma
Re2Pr
∇xT · τ⃗Γl,n, auf Γl(t),
u = 0 auf Γls(t) ⊎ Γsr(t),
u · n⃗Γlr = 0 auf Γlr(t),
τ⃗TΓlr,n · σl · n⃗Γlr = 0, auf Γlr(t).
2.3.8 Grenzflächen-/Oberflächenkräfte
Da die Materieteilchen in Ωs(t) und Ωr(t) als unbeweglich angenommen werden, ist es
für die Impulserhaltungsgleichung (2.20) bzw. (2.21) nicht notwendig gewesen, die Span-
nungstensoren σs und σr explizit zu spezifizieren, um beispielsweise elastische oder plas-
tische Verformungen abzubilden. Das unterschiedliche Materialverhalten in den einzelnen
Teilgebieten führt im Allgemeinen jedoch zu einer Grenzflächenspannung, die sich auf
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den Hyperflächen Γj(t), j ∈ JT , konzentriert. Entlang des äußeren Hyperflächen Γi(t),
i ∈ IT , wirkt jeweils ganz entsprechend eine Oberflächenspannung, da diese Grenzflächen
zum umgebenden Medium (Schutzgas) bilden. Für die Betrachtung der Massen- und Im-
pulserhaltung ist es durch die vereinfachte Wahl der Randbedingungen bisher lediglich
für die freie Oberfläche Γl(t) notwendig gewesen, diese zu zu spezifizieren (Gleichung
(2.23)).
Für die im folgenden Abschnitt betrachtete Energiebilanz spielen die einzelnen Grenz-
flächenspannungen eine wichtige Rolle, da neben der inneren und kinetischen Energie
auch die Grenzflächenenergien in die Gesamtbilanz einfließen. Auch dabei werden wie-
derum vereinfachende Annahmen getroffen, um eine Modellierung der übrigen Grenzflä-
chenenergien zu vermeiden. Um den grundsätzlichen Einfluss der Grenzflächenenergien
aufzuzeigen und entsprechende Vereinfachungen deutlich kennzeichnen zu können, wird
vorerst ein allgemeiner Ansatz verfolgt, für den an dieser Stelle zunächst die Impulserhal-
tung einschließlich der Grenzflächenenergien im Kontext mehrerer Kontinua betrachtet
wird.
Für ein sich materiell bewegendes und mehrere Kontinua umfassendes Volumen G(t) ⊂
Ω(t), für das Γj(t) ∩ ∂G(t) für alle j ∈ JT höchstens (d − 2)-dimensional ist, verallge-
meinert sich die Impulserhaltungsgleichung (2.20) unter Ausnutzung des Transportsatzes
2.8, der Impulserhaltung in den einzelnen Teilgebieten (2.21) und des Gaußschen Inte-
gralsatzes zu
d
dt

G(t)
ρu dx =

i∈IT

G(t)∩Ωi(t)
ρ∂ˆtu+ ρ∇xu(u− w)  
=ρfu+∇x·σi
dx+

j∈JT

G(t)∩Γj(t)
q
ρu(vj,n⃗ − u · n⃗Γj )
y
dox
=

G(t)
ρfu dx+

i∈IT

∂G(t)∩Ω¯i(t)
σi · n⃗∂G(t) dox +

j∈JT

G(t)∩Γj(t)
q
σ · n⃗Γj
y
dox
+

j∈JT

G(t)∩Γj(t)
q
ρu(vj,n⃗ − u · n⃗Γj )
y
dox, (2.26)
wobei der Spannungstensor
σ :

i∈I
Qi → Rd×d, σ|Qi := σi,
lediglich innerhalb der einzelnen Teilgebiete glatt und entlang der inneren Hyperflächen
im Allgemeinen unstetig ist.
Analog zum Aufstellen einer verallgemeinerten Stefan-Bedingung in [37, Abschnitt 2.4]
bzw. [38] bzw. der Oberflächenkräfte entlang der freien kapillaren Oberfläche Γl(t) in [39],
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wird die Grenzflächenspannung Jσ·n⃗Γj+ρu(vj,n⃗−u·n⃗Γj )K auf Γj(t), j ∈ JT , bzw. Oberflä-
chenspannung σi·n⃗Γi auf Γi(t), i ∈ IT , jeweils mit einem Grenzflächen- bzw. Oberflächen-
Spannungstensor σΓk identifiziert. Für diesen wird vereinfachend angenommen, dass er
lediglich in tangentialer Richtung wirkt und mit Hilfe einer skalarwertigen Funktion
ςk = ςk(x, t) ∈ R und der orthogonalen Projektion PΓk = PΓk(x, t) := I− n⃗Γk(x)⊗ n⃗Γk(x)
auf den Tangentialraum an Γk(t) durch
σΓk :

(x, t)
 t ∈ [t0, tN ] ∧ x ∈ Γk(t)→ Rd×d, σΓk := ςkPΓk ,
dargestellt werden kann, so dass insgesamt die Charakterisierung
−ςkHn⃗Γk +∇ςk = ∇ · σΓk =
 σk · n⃗Γkqσ · n⃗Γk + ρu(vk,n⃗ − u · n⃗Γk)y für
k ∈ IT
k ∈ JT
auf Γk(t)
(2.27)
gilt. Für die linke Gleichheit wurde hierbei mit
∇ · (ςkPΓk) = ∇ςk · PΓk + ςk∇ · PΓk und ∇ · PΓk = ∆idΓk = −Hn⃗Γk auf Γk(t)
zum einen die Produktregel und zum anderen der Zusammenhang von PΓk mit dem
Laplace-Beltrami-Operator ∆ bzw. der mittleren Krümmung H ausgenutzt (siehe z.B.
[39, Abschnitt 14]).
Der in Gleichung (2.27) gewählte Ansatz passt auf natürliche Weise zur Randbedingung
(2.23) für die freie kapillare Oberfläche Γl(t) und stellt unter der Annahme der Exis-
tenz einer skalarwertigen Grenzflächen-/Oberflächenspannung ςk eine Erweiterung auf
die übrigen Hyperflächen Γk(t) dar.
Bemerkung 2.13. Gleichung (2.26) kann auch für materielle Volumen G(t) formuliert
werden, bei denen die materiellen inneren Hyperflächen Γj(t), j ∈ JT \{ls}, nicht durch
G◦(t) sondern entlang ∂G(t) verlaufen. Hierfür ist es lediglich notwendig die Indexmen-
gen in (2.26) zu verändern, indem die entsprechenden Indizes aus JT stattdessen IT
zugeordnet werden.
2.4 Erhaltung der Energie
Für die Betrachtung der Energieerhaltung wird die materielle Bewegung der Materie-
punkte und somit die Geometrie als bekannt vorausgesetzt. Lediglich die nicht materi-
elle Bewegung vls,n⃗ der fest-flüssig Phasengrenze Γls ist unbekannt und wird über ein
Zweiphasen-Stefan-Problem modelliert. Wie in Kapitel 2.2 angedeutet werden zwei ver-
schiedene Ansätze bei der Handhabung des aufschmelzenden Werkstoffs verfolgt. Für
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die Modellierung wird dabei zunächst die separate Behandlung des festen und flüssigen
Teilgebietes mit den Indexmengen I = IT und J = JT betrachtet und im Anschluss auf
den Fall I = Ie und J = Je übertragen. Die Teilgebiete des aufschmelzenden Werkstoffs
können dabei über die Temperatur T durch
T |Ql > Tm, T |Qs < Tm, bzw. T |Γls = Tm
identifiziert werden, wobei Unterkühlungseffekte vernachlässigt werden.
2.4.1 Zusammenhang zwischen innerer Energie und Temperatur
Neben der Temperatur T wird als zusätzliche Größe zur Charakterisierung der inneren
Energie die massenspezifische Dichte der innere Energie e benötigt. Den Ausführungen
in [40, Abschnitt 2.1.5] folgend, sind für inkompressible Stoffe die jeweils temperaturab-
hängige spezifische isobare Wärmekapazität cp und spezifische isochore Wärmekapazität
cV näherungsweise gleich, so dass e auf Qi, i ∈ IT , durch
ei : Qi → R, ei(x, t) := β−1i

T (x, t)

mit β−1i : R→ R, β−1i (T ) := e0i +
T
T0i
cpi(ϑ) dϑ
gegeben ist. Dabei ist βi eine umkehrbare Funktion, die durch ihre Inverse gegeben ist,
und cpi := cp|Qi . Die Referenzenergie e0i = β−1i (T0i) und die Referenztemperatur T0i
können dabei für jedes Teilgebiet frei gewählt werden. Eine zweckmäßige Wahl für T0i
ist für alle Teilgebiete die Schmelztemperatur Tm des aufschmelzenden Werkstoffes.
Auf QÛls kann e einheitlich definiert werden. Dafür muss die spezifische latente Wär-
memenge Λ = β−1l (Tm) − β−1s (Tm) berücksichtigt werden, die beim Aufschmelzen bzw.
Erstarren des Werkstoffes benötigt bzw. freigesetzt wird. Mit der Wahl e0s = 0, e0l = Λ
und e0r = 0 gilt dann:
β−1l (T ) :=
T
Tm
cpl(ϑ) dϑ+ Λ, β
−1
s (T ) :=
T
Tm
cps(ϑ) dϑ, β
−1
r (T ) :=
T
Tm
cpr(ϑ) dϑ.
(2.28)
Berücksichtigt man die Tatsache, dass die massenspezifische Dichte der inneren Energie
auf Γls(t) in [0,Λ] liegt, können el und es auf QÛls durch
eÛls : QÛls → R, eÛls(T ) ∈ β−1Ûls T (x, t)
mit
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β−1Ûls : R→ P(R), β−1Ûls (T ) := T
Tm
cpÛls(ϑ) dϑ+ 1{T>Tm}Λ + 1{T=Tm}[0,Λ] (2.29)
zusammengefasst werden. Hierbei bezeichnet 1 die charakteristische Funktion und cpÛls :=
cpl1{T≥Tm} + cps1{T<Tm} die spezifische Wärmekapazität des aufschmelzenden Werk-
stoffes, die insbesondere in Tm unstetig sein kann. Für die vorliegenden Werkstoffe ist
der Verlauf in Abbildung B.2 skizziert. β−1Ûls ist ein monotoner Graph und in Tm mit
β−1Ûls (Tm) = [0,Λ] mengenwertig, wodurch die Funktion βÛls auf [0,Λ] nicht invertierbar
ist. Insgesamt kann die massenspezifische innere Energie für I = IT bzw. I = Ie durch
e :

i∈I
Qi → R, e|Qi(x, t) := ei(x, t) (2.30)
definiert werden.
2.4.2 Grenzflächen-/Oberflächenenergie
Bevor im folgenden Abschnitt die Gesamtenergiebilanz für ein sich materiell bewegendes
Volumen G¯(t) ⊂ Ω(t) aufgestellt wird, werden in diesem Abschnitt einige Grundlagen für
die jeweilige Grenzflächen-/Oberflächenenergie

Γk(t)∩G¯(t) ςk dox, k ∈ IT ⊎ JT , erarbei-
tet. Für eine Hyperfläche Γk(t), deren zeitliche Evolution sowohl in Normalen- als auch
Tangentialrichtung vollständig durch die materielle Bewegung beschrieben wird, ist die
zeitliche Änderung der Grenzflächen-/Oberflächenenergie nach [41, Prop. 3.5] durch
d
dt

Γk(t)
ςk dox =

Γk(t)
ςkHu · n⃗Γk −∇ςk · u dox +

γk(t)
ςku · n⃗γk dsx
gegeben. Dieser Zusammenhang ist für die vorliegende Situation nicht allgemein genug,
da die Bewegung der fest-flüssig Phasengrenze Γls(t) immateriell ist. Hinzu kommt, dass
die materielle Bewegung entlang des Slip-Randes Γlr(t) in tangentialer Richtung unstetig
ist.
Zur Beschreibung der immateriellen Formänderung von Γls(t) muss im ersten Summan-
den der rechten Seite vls,n⃗ anstatt u · n⃗Γk gewählt werden. Für Γls(t) selbst und alle
angrenzenden Hyperflächen kommt hinzu, dass die Evolution der Berandungslinien/-
punkte γk(t) und damit der Energietransport im dritten Summanden nicht mehr mate-
riell beschrieben wird. Stattdessen wird die Evolution über die allen Normalengeschwin-
digkeiten genügende Geschwindigkeit w beschrieben. Die Verallgemeinerung des obigen
Zusammenhangs auf immaterielle Hyperflächen lautet somit:
d
dt

Γk(t)
ςk dox =

Γk(t)
ςkHvk,n⃗ −∇ςk · u dox +

γk(t)
ςkw · n⃗γk dsx. (2.31)
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Der Vollständigkeit halber sei an dieser Stelle sei auf [42] hingewiesen, wo ein alternativer
Ansatz gewählt wird, bei dem der Marangoni-Anteil in obiger Gleichung entfällt.
Als nächstes muss ein geeigneter Zusammenhang entlang des Slip-Randes Γlr(t) gefun-
den, da die Unstetigkeit in den Tangentialkomponenten von u dazu führt, dass die rech-
te Seite nicht wohldefiniert ist. Beachtet man die Randbedingungen entlang des Slip-
Randes, so gilt

σ · n⃗Γlr
 · u = n⃗TΓlr · σ · n⃗Γlr u · n⃗Γlr  
=0
+
d−1
n=1
Ä
τ⃗TΓlr,n · σ · τ⃗Γlr,n  
=0 bzgl. Ωl(t)
ä
u · τ⃗Γlr,n  
=0 bzgl. Ωr(t)
= 0 auf Γlr(t)
(2.32)
unabhängig davon, ob man den Ausdruck von Ωl(t) oder Ωr(t) ausgehend betrachtet. Es
gibt also keine durch Formänderung oder Marangoni-Konvektion herbeigeführte Ener-
gieänderung und das erste Integral der rechten Seite in (2.31) entfällt.
Wie schon bei der Betrachtung der Grenzflächen-/Oberflächenkräfte in Abschnitt 2.3.8
wird die Oberflächenenergie nun innerhalb eines materiellen Volumens G¯(t) betrachtet.
Hierbei wird vorausgesetzt, dass Γj(t) ∩ ∂G(t) für alle j ∈ JT \{lr} in einer Umgebung
U {t} von t höchstens (d− 2)-dimensional ist. Für den Slip-Rand Γlr(t) wird hingegen
Γlr(t)∩G¯(t) ⊂ ∂G(t) gefordert. Dies ist einerseits möglich, da sich Γlr(t) in Normalenrich-
tung materiell bewegt, und andererseits notwendig, da die Slip-Bedingung das materielle
Volumen ansonsten „zerreißen“ könnte, was eine Charakterisierung der Grenzflächenener-
gie entlang Γlr(t) unmöglich machen würde. Durch die Einschränkung auf das materielle
Volumen G¯(t) erhält man, ähnlich zum Transportterm

γk(t)
ςkw · n⃗γk dsx, einen zusätzli-
chen Term über ∂(Γk(t)∩ G¯(t))\γk(t). Dieser wird im Folgenden mit Σk bezeichnet und
nicht näher erläutert, da dies für die Modellierung nicht explizit notwendig ist. Für die
Gesamtenergie aller Hyperflächen innerhalb des materiellen Volumens G¯(t) gilt somit:

k∈IT⊎JT
d
dt

Γk(t)∩G¯(t)
ςk dox =

k∈(IT⊎JT )\{lr}

Γk(t)∩G¯(t)
ςkHvk,n⃗ −∇ςk · u dox
+

k∈IT⊎JT

γk(t)∩G¯(t)
ςkw · n⃗γk dsx +

k∈IT⊎JT
Σk. (2.33)
Die erste Zeile der rechten Seite beschreibt dabei die durch Formänderungen und Maran-
goni-Konvektion innerhalb G¯(t) herbeigeführte Änderung der Oberflächenenergie. Das
Wachstum/Schrumpfen einer Hyperfläche auf Kosten anderer Hyperflächen bzw. auf-
grund der Einschränkung auf G¯(t) und der damit verbundene Energiefluss werden in der
zweiten Zeile erfasst.
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2.4.3 Erster Hauptsatz der Thermodynamik
In diesem Abschnitt wird nun die Energiebilanz für ein sich materiell bewegendes Volu-
men G¯(t) ⊂ Ω(t) formuliert. Um Topologieänderungen auszuschließen, werden hierbei die
Forderungen des vorangegangenen Abschnittes an G¯(t) übernommen, d.h. Γj(t)∩ ∂G(t)
ist für alle j ∈ JT \{lr} in einer Umgebung U
{t} von t höchstens (d− 2)-dimensional
und es gilt Γlr(t) ∩ G¯(t) ⊂ ∂G(t). Mit dem ersten Hauptsatz der Thermodynamik gilt:
d
dt

G(t)
ρ
Ç
1
2
|u|2 + e
å
dx+

k∈IT⊎JT
d
dt

Γk(t)∩G¯(t)
ςk dox =

G(t)
ρfu · u dx
+

∂G(t)\ 
k∈IT⊎IT
Γk(t)
(σ · n⃗∂G) · u dox +

G(t)
ρfe dx−

∂G(t)
q⃗ · n⃗∂G dox +

k∈IT⊎JT
Σk. (2.34)
Die zeitliche Änderung der kinetischen Energie

G(t)
1
2ρ|u|2 dx, der inneren Energie

G(t) e dx
und der Grenzflächen-/Oberflächenenergien

Γk(t)∩G¯(t) ςk dox entspricht also der Summe
der zugeführten Leistung durch Volumenkräfte ρfu · u, die nicht in

Γk(t)∩G¯(t) ςk dox ent-
haltenen Oberflächenkräfte
Ä
σ · n⃗∂G(t)
ä
·u abseits der Hyperflächen, eine externe massen-
bezogene Wärmequelle fe, den Wärmefluss über den Rand q⃗ und den Energiefluss über
∂
Ä
Γk(t) ∩ G¯(t)
ä
\γk(t) aufgrund der Einschränkung auf G¯(t).
Im nächsten Schritt wird der Erhaltungssatz (2.34) in einen Erhaltungssatz für die innere
Energie überführt. Für die kinetische Energie kann analog zu (2.26) unter Berücksichti-
gung von Bemerkung 2.13 vorgegangen werden, wobei der Sliprand Γlr(t) im materiellen
Volumen G¯(t) den äußeren Hyperflächen zugeordnet wird. Mit Satz 2.8, der Inkompres-
sibilitätsbedingung (2.18) und der Kettenregel gilt:
d
dt

G(t)
ρ
Ç
1
2
|u|2
å
dx =

i∈IT

Gi(t)

ρ∂ˆtu+ ρ∇xu(u− w)

· u dx
+

j∈JT \{lr}

Γj(t)∩G(t)
1
2
r
ρ|u|2
Ä
vj,n⃗ − u · n⃗Γj
äz
dox
(2.21)
=

i∈IT

Gi(t)
(ρfu +∇x · σ) · u dx
+

j∈JT \{lr}

Γj(t)∩G(t)
1
2
r
ρ|u|2
Ä
vj,n⃗ − u · n⃗Γj
äz
dox
=

i∈IT

Gi(t)
ρfu · u− σ : ∇xu dx+

∂G(t)
(σ · n⃗∂G) · u dox
+

j∈JT \{lr}

Γj(t)∩G(t)
rÄ
σ · n⃗Γj
ä
· u
z
+
1
2
r
ρ|u|2
Ä
vj,n⃗ − u · n⃗Γj
äz
dox.
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Für die letzte Gleichheit wurden hierbei die Identität u ·(∇x ·σ)−∇x ·(σTu) = −σ : ∇xu
und der Gaußsche Integralsatz ausgenutzt. Mit (2.32) und (2.27) folgt somit
d
dt

G(t)
ρ
Ç
1
2
|u|2
å
dx =

i∈IT

Gi(t)
ρfu · u− σ : ∇xu dx+

∂G(t)\ 
k∈IT⊎IT
Γk(t)
(σ · n⃗∂G) · u dox
−

k∈(IT⊎JT )\{lr}

Γk(t)∩G¯(t)
ςkHu · n⃗Γk −∇ςk · u dox
+

j∈JT \{lr}

Γj(t)∩G(t)
1
2
r
ρ|u|2
Ä
vj,n⃗ − u · n⃗Γj
äz
dox.
Der Energiedissipationsterm σ : ∇xu beschreibt hierbei die Überführung von kineti-
scher in innere Energie durch innere Reibung. Es wird angenommen, dass dieser Term
vergleichsweise klein ist und vernachlässigt werden kann. Eingesetzt in (2.34) folgt nun
zusammen mit (2.33), den kinematischen Randbedingungen vk,n⃗ = u · n⃗Γk auf Γk(t) für
k ∈ (IT ⊎JT )\{ls} und der Haftrandbedingung u = 0 auf Γls(t)⊎Γsr(t) der Erhaltungs-
satz für die innere Energie:
d
dt

G(t)
ρe dx =

G(t)
ρfe dx−

∂G(t)
q⃗ · n⃗∂G dox −

Γls(t)∩G¯(t)
ςlsHvls,n⃗ dox
−

k∈IT⊎JT

γk(t)∩G¯(t)
ςkw · n⃗γk dsx. (2.35)
Je nach betrachtetem Volumen G(t) können hierbei Summanden wegfallen:
• Für Γls(t) ∩ G¯(t) = ∅ entfällt der dritte Summand der rechten Seite.
• Falls γk(t) ∩ G¯(t) = ∅ für alle k ∈ IT ⊎ JT gilt, entfällt der letzte Summand.
Der Erhaltungssatz wird nun sukzessive eingesetzt, um Gleichungen im Inneren und
entlang der Hyperflächen zu formulieren.
2.4.4 Gleichungen im Inneren der Teilgebiete
Für ein im Inneren der Teilgebiete liegendes materielles Volumen G(t) ⊂ Ωi(t) mit
∂G(t) ∩ ∂Ωi(t) = ∅ folgt mit Korollar 2.9, der Inkompressibilitätsbedingung (2.18) und
dem Gaußschen Integralsatz aus dem Erhaltungssatz (2.35):
G(t)
ρ∂ˆte+ ρ∇xe · (u− w) +∇x · q⃗ − ρfe dx = 0.
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Da der Integrand stetig ist und G(t) beliebig klein gewählt werden kann, gilt
ρ∂ˆte+ ρ∇xe · (u− w) +∇x · q⃗ = ρfe auf

i∈IT
Qi (2.36)
punktweise. Für den Wärmefluss wird das Fouriersche Gesetz q⃗ := −κ(T )∇xT zu Grunde
gelegt. Dabei ist κ die Wärmeleitfähigkeit, die wie die spezifische Wärmekapazität cp auf
jedem Teilgebiet eine temperaturabhängige Funktion ist. Mit der Kettenregel und dem
Hauptsatz der Differential- und Integralrechnung gilt
∂ˆte = cpi(T )∂ˆtT bzw. ∇xe = cpi(T )∇xT auf Qi
und damit
ρcp∂ˆtT + ρcp∇xT (u− w)−∇x · (κ∇xT ) = ρfe auf

i∈IT
Qi.
2.4.5 Innere Randbedingungen
Entlang der inneren Hyperflächen Γj(t), j ∈ JT , wird die Temperatur als stetig ange-
nommen:
JT K = 0 auf 
j∈JT
Γj(t).
Ergänzt wird dies um Sprungbedingungen für den Wärmefluss q⃗ · n⃗Γj , die unter Be-
trachtung geeigneter materieller Volumen G(t) mit Korollar 2.10 aus (2.35) folgen. Für
eine Hyperfläche Γj(t) genügt es dabei Volumen G(t) zu betrachten, für die Γj(t)∩G(t)
(d− 1)-dimensional ist und γk(t) ∩ G¯(t) = ∅ für alle k ∈ IT ⊎JT gilt. Hierdurch entfällt
in (2.35) der letzte Summand der rechten Seite. Für die Grenzfläche Γsr(t) erhält man
mit besagtem Korollar:
Jq⃗ · n⃗ΓsrK = qρe(vsr,n⃗ − u · n⃗Γsr)− q⃗ · n⃗Γsry = 0 auf Γsr(t). (2.37)
Entlang der fest-flüssig Phasengrenze erhält man analog
q
ρe(vls,n⃗ − u · n⃗Γls)− q⃗ · n⃗Γls
y
+ ςlsHvls,n⃗ = 0 auf Γls(t), (2.38)
wobei die geometrisch bedingte Änderung der Grenzflächenenergie hinzukommt. Dies
führt auf eine allgemeinere Form der Stefan-Bedingung unter Berücksichtigung der Grenz-
flächenenergie (siehe z.B. [38], [37, Abschnitt 2.4]). In dieser Arbeit wird auf eine explizite
Modellierung der Grenzflächenenergie verzichtet und deren Einfluss somit vernachlässigt.
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Für die Gestalt der Grenzflächenenergie sei hier auf [43] verwiesen, wo diese für einige
metallische Grundwerkstoffe betrachtet wird. Stattdessen wird unter Vernachlässigung
der Grenzflächenenergie und Beachtung von T |Γls(t) ≡ Tm und der Haftrandbedingung
u · n⃗Γls = 0 auf Γls(t) die klassische Stefan-Bedingungq
q⃗ · n⃗Γls
y
= ρlβ
−1
l (Tm)(vls,n⃗ − ul · n⃗Γls)− ρsβ−1s (Tm)(vls,n⃗ − us · n⃗Γls)
= ρlΛvls,n⃗
gewählt.
Für den Slip-Rand Γlr(t) muss bedacht werden, dass Volumen G(t) mit (d−1)-dimensio-
nalem Schnitt G(t) ∩ Γlr(t) in (2.35) nicht zulässig sind. Man kann (2.35) jedoch jeweils
für die einseitigen Mengen G(t) ∩ Ωl(t) und G(t) ∩ Ωr(t) betrachten und die Anteile
aufsummieren, wodurch man entsprechend die Sprungbedingung
q
q⃗ · n⃗Γlr
y
= 0 auf Γlr(t) (2.39)
erhält.
2.4.6 Äußere Randbedingungen
Zuletzt muss die partielle Differentialgleichung um geeignete Randwerte für den Wär-
mefluss q⃗ · n⃗Γi auf ⊎i∈ITΓi(t) ergänzt werden. Hierfür wird neben dem Wärmeeintrag
gL durch den Laser auch die Wärmeabstrahlung gA und die erzwungene Konvektion gK
durch das umströmende Schutzgas berücksichtigt, so dass
q⃗ · n⃗Γi = gL + gA + gK auf ⊎i∈IT

(x, t)
 t ∈ (t0, tN ) ∧ x ∈ Γi(t)
gilt.
Der Wärmeeintrag durch den bewegten Laser wird unter Berücksichtigung des Defokus-
siereffektes über den Grund- bzw. TEM00-Mode eines Gauß-Strahls modelliert, vgl. [44,
Abschnitt 2.3]. Über den Mittelpunkt der Strahltaille b(t) ∈ Rd und den Einheitsvek-
tor n⃗AL(t), der in die Ausbreitungsrichtung des Laserstrahls zeigt, kann die Strahlachse
SL(t) ⊂ Rd und die Fokusebene AL(t) ⊂ Rd beschrieben werden. Zur vollständigen
Beschreibung werden außerdem der Radius der Strahltaille R0 ∈ R>0, der Rayleigh-
Parameter z0 ∈ R>0 und der Abstandsbegriff
d(x, Y ) := inf
y∈Y
|x− y| für x ∈ Rd, Y ⊂ Rd
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benötigt. Der Strahlradius ist dann in Abhängigkeit vom Abstand z zur Fokusebene
durch
R : R≥0 → R≥0, R(z) := R0
Ã
1 +
Ç
z
z0
å2
gegeben. Da der Laser nur auf eine Teilmenge ΓL(t) ⊂ ∂Ω trifft, gilt insgesamt für die
Verteilung IL des Strahls:
IL : ⊎i∈IT

(x, t)
 t ∈ (t0, tN ) ∧ x ∈ Γi(t)→ R,
IL(x, t) :=
 √
2√
πR

d(x,AL(t))
d−1 e−2

d(x,SL(t))
R(d(x,AL(t)))
2
n⃗Γi(x, t) · n⃗AL(t)1ΓL(t).
Die Laserleistung P wird nur teilweise vom Bauteil absorbiert. Dies wird durch einen
effektiven Absorptionskoeffizienten A beschrieben, der teilgebietsspezifisch auf ∂Ωi(t) ∩
∂Ω(t) durch Ai ∈ [0, 1] gegebenen ist:
gL : ⊎i∈IT

(x, t)
 t ∈ (t0, tN ) ∧ x ∈ Γi(t)→ R,
gL(x, t) := APIL(x, t).
DieWärmeabstrahlung gE ist nach dem Stefan-Boltzmann-Gesetz [40, Abschnitt 8] durch
gE : ⊎i∈IT

(x, t)
 t ∈ (t0, tN ) ∧ x ∈ Γi(t)→ R,
gE(x, t) := kSBE(x, t)
Ä
T 4(x, t)− T 4a
ä
mit der Stefan-Boltzmann-Konstante kSB, der Umgebungstemperatur Ta und der Emis-
sivität E gegeben, die teilgebietsspezifisch auf ∂Ωi(t)∩ ∂Ω(t) durch Ei ∈ [0, 1] gegebenen
ist.
Die erzwungene Konvektion gK wird durch
gK : ⊎i∈IT

(x, t)
 t ∈ (t0, tN ) ∧ x ∈ Γi(t)→ R,
gK(x, t) := δK

T (x, t)− Ta

mit dem Wärmeübergangskoeffizienten δK modelliert, vgl. [40, Abschnitt 6]. Der Wär-
meübergangskoeffizient kann dabei eine komplizierte Funktion sein und hängt von der
vorliegenden Geometrie, der Strömung und verschiedenen Materialeigenschaften ab.
Kapitel 2: Mathematisches Modell 59
2.4.7 Energiebilanz entlang der Benetzungs-/Tripellinie γl
Die Evolution des freien Randes Γl(t) ist durch die kinematische Randbedingung (2.19)
und die Marangoni-Bedingung (2.23) zusammen mit den in Abschnitt 2.3.6 spezifizier-
ten Randbedingungen entlang der Tripellinien-/punkte γl(t) ∩ γs(t) ∩ γls(t) und der
Benetzungslinien/-punkte γl(t)∩γr(t)∩γlr(t) vollständig beschrieben. Die letztgenannten
Bedingungen sind hierbei jedoch kritisch zu betrachten, da die Randbedingungen entlang
γl(t) ∩ γs(t) ∩ γls(t) auf Grund der Überbestimmtheit durch die Normalengeschwindig-
keit dreier angrenzender Hyperflächen lediglich einen Kompromiss bilden. Der entlang
γl(t)∩γr(t)∩γlr(t) geforderte Benetzungswinkel α ist selbst zudem nicht modelliert und
muss, beispielsweise anhand experimenteller Daten, vorgegeben werden.
Das Ziel dieses Abschnittes ist, einen Zusammenhang der einzelnen Grenzflächen-/Ober-
flächenenergien mit der geometrischen Evolution der Berandungsflächen/-linien herzu-
stellen. Auch wenn dies im späteren Verlauf nicht genutzt wird, liefert die Betrachtung der
lokalen Energiebilanz einen tieferen Einblick in die grundsätzlichen Zusammenhänge ent-
lang der Benetzungslinien/-punkte bzw. Tripellinien/-punkte. Die folgende Ausführung
orientiert sich an [42]. Hierbei werden Einflüsse der hier nicht näher erwähnten Entropie
der Hyperflächen vernachlässigt, was für die Benetzung schlussendlich zu einem stati-
schen Kontaktwinkel führt. Für eine allgemeinere Betrachtung im Kontext dynamischer
Kontaktwinkel sei wiederum auf [42] verwiesen.
Betrachtet man den Erhaltungssatz (2.35) für materielle Volumen im Bereich der Be-
randungslinien/-punkte, wobei ggfs. die Anteile der einseitigen Mengen G(t)∩Ωl(t) und
G(t) ∩ Ωr(t) wie bei Herleitung von (2.39) addiert werden, so folgt mit dem Transport-
satz 2.8 und den zuvor aufgestellten Gleichungen im Inneren der Teilgebiete (2.36) bzw.
entlang der inneren Hyperflächen (2.37)–(2.39):

k∈IT⊎JT

γk(t)∩G¯(t)
ςkw · n⃗γk dsx = 0.
Auf γl(t)∩γs(t)∩γls(t), γl(t)∩γr(t)∩γlr(t) bzw. ganz entsprechend entlang der übrigen
Berandungsflächen/-linien können hieraus punktweise Bedingungen abgeleitet werden,
indem analog zum Vorgehen im Beweis von Korollar 2.10 Folgen materieller Volumi-
na gewählt werden, die sich auf einen einzelnen Punkt der Berandungsflächen/-linien
zusammenziehen. Man erhält somitÄ
ςln⃗γl + ςsn⃗γs + ςlsn⃗γls
ä
· w = 0 auf γl(t) ∩ γs(t) ∩ γls(t),
bzw.
Ä
ςln⃗γl + ςrn⃗γr + ςlrn⃗γlr
ä
· w = 0 auf γl(t) ∩ γr(t) ∩ γlr(t).
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Für die Benetzungslinien/-punkte kann dieser Zusammenhang weiter präzisiert werden.
Unter der Annahme, dass der benetzte Anteil von ∂Ωr stets glatt ist, wird die Geschwin-
digkeit von γl(t)∩ γr(t)∩ γlr(t) durch w = w · n⃗γlr n⃗γlr beschrieben werden. Ist diese von
Null verschieden, muss mit obiger Gleichung notwendigerweise
ςln⃗γl + ςrn⃗γr + ςlrn⃗γlr = 0 auf γl(t) ∩ γr(t) ∩ γlr(t)
gelten. Da der benetzte Anteil von ∂Ωr glatt angenommen wird, gilt n⃗γlr = −n⃗γr und
eine Multiplikation obiger Gleichung mit n⃗γlr liefert die Kontaktwinkel-Bedingung
cos(α) =
ςr − ςlr
ςl
mit α = ∢(n⃗γlr , n⃗γl) auf γl(t) ∩ γr(t) ∩ γlr(t).
Für die Tripellinien/-punkte γl(t)∩γs(t)∩γls(t) gestaltet sich die Herleitung einer entspre-
chenden Bedingung als schwierig, da a priori die Kenntnis des von zwei der angrenzenden
Hyperflächen eingeschlossenen Winkels notwendig wäre.
An dieser Stelle sei noch einmal bemerkt, dass lediglich die Oberflächenspannung ςl
entlang Γl(t) im Modell erfasst wurde. Auf die explizite Modellierung bzw. Festlegung von
ςs, ςr, ςls, ςlr und ςsr wurde verzichtet, so dass die oben aufgestellte lokale Energiebilanz
nicht im Modell berücksichtigt werden kann. Für den Kontaktwinkel α bedeutet dies,
dass er explizit, beispielsweise anhand experimenteller Daten, vorgegeben werden muss.
2.4.8 System zur Energieerhaltung (Temperatur-Formulierung)
Zusammengefasst ergibt dies ein jeweils auf Qi parabolisches Problem, für das zu jedem
Zeitpunkt t ∈ (t0, tN ) gilt:
ρcp∂ˆtT + ρcp∇xT (u− w)−∇x · (κ∇xT ) = ρfe auf Ωl(t) ⊎ Ωs(t) ⊎ Ωr(t),r
κ∇xT · n⃗Γj
z
= 0 auf Γlr(t) ⊎ Γsr(t),
JT K = 0 auf Γlr(t) ⊎ Γsr(t),q
κ∇xT · n⃗Γls
y
= ρlΛvls,n⃗ auf Γls(t),
T = Tm auf Γls(t),
κ∇xT · n⃗Γi = gL + gE + gK auf Γl(t) ⊎ Γs(t) ⊎ Γr(t).
Neben Anfangsbedingungen für die Temperatur T muss die Geschwindigkeit der Refe-
renzkonfiguration w, die Geometrie Ω(t), die Geschwindigkeit der Materiepunkte u und
die Normalengeschwindigkeit der Hyperflächen vn⃗ gegeben sein.
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Analog zu Problem 2.12 kann dies in eine dimensionslose Darstellung überführt werden:
Problem 2.14 (Energieerhaltung - Temperaturformulierung). Es sei Ω(t) mit I =
IT und J = JT gemäß (2.9) und (2.10) für alle t ∈ (t0, tN ) über die Transformation
ψ mit der Geschwindigkeit w und der Normalengeschwindigkeit der Hyperflächen
vn⃗ gegeben. Bestimme zu gegebener Geschwindigkeit der Materieteilchen u und An-
fangswerten T0 = T (·, t0) die Temperatur T , so dass für alle t ∈ (t0, tN ) die folgenden
Gleichungen erfüllt sind:
ρicpi(T )
ρlcpl(Tm)

∂ˆtT +∇xT (u− w)

− 1
RePr
∇x ·
Ç
κi(T )
κl(Tm)
∇xT
å
=
ρi
ρl
Wq auf ⊎i∈IT Ωi(t),s
κ(T )
κl(Tm)
1
RePr
∇xT · n⃗Γj
{
= 0 auf ⊎j∈{lr,sr} Γj(t),
JT K = 0 auf ⊎j∈{lr,sr} Γj(t),s
κ(T )
κl(Tm)
1
RePr
∇xT · n⃗Γls
{
= − 1
Ste
vls,n⃗ auf Γls(t),
T = 0 auf Γls(t),
κi(T )
κl(Tm)
1
RePr
∇xT · n⃗Γi = g(T ) auf ⊎i∈IT Γi(t)
mit
g(T ) := LaIL + Em
ÑÇ
Tm
Tm − Ta + T
å4
−
Ç
Ta
Tm − Ta
å4é
+Ko(T + 1)
erfüllt sind.
2.4.9 System zur Energieerhaltung (Enthalpie-Formulierung)
Das Problem kann alternativ mit (2.30) über die massenspezifische Energiedichte e und
die Funktion β formuliert werden. Ersetzt man dabei formal el und es auf Ql und Qs
durch eÛls, so kann die Energieerhaltung einheitlich auf QÛls definiert werden. Die laten-
te Wärme wird dabei implizit in der Definition von eÛls berücksichtigt und die Stefan-
Bedingung entfällt. Auf diese Weise erhält man formal die Enthalpie-Formulierung des
Problems:
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Problem 2.15 (Energieerhaltung - Enthalpie-Formulierung). Es sei Ω(t) = Ωls(t)⊎
Ωr(t) für alle t ∈ (t0, tN ) gemäß (2.9) und (2.10) und damit auch ϕ bzw. u gegeben.
Außerdem sei die Geschwindigkeit der Referenzgeometrie w gegeben. Bestimme zur
Anfangsverteilung e0 = e(·, t0) die massenbezogene Dichte der inneren Energie e, so
dass für alle t ∈ (t0, tN ) die Gleichungen
ρi
ρl

∂ˆte+∇xe(u− w)

− 1
RePr
∇x ·
Ç
κi(T )
κl(Tm)
∇xT
å
=
ρi
ρl
Wq auf ⊎i∈Ie Ωi(t),s
κ(T )
κl(Tm)
1
RePr
∇xT · n⃗ΓÛlsr{ = 0 auf ΓÛlsr(t),JT K = 0 auf ΓÛlsr(t),
κi(T )
κl(Tm)
1
RePr
∇xT · n⃗Γi = g(T ) auf ⊎i∈Ie Γi(t),
T = βi(e) auf ⊎i∈Ie Ωi(t)
mit
g(T ) := LaIL + Em
ÑÇ
Tm
Tm − Ta + T
å4
−
Ç
Ta
Tm − Ta
å4é
+Ko(T + 1)
erfüllt sind.
In der Literatur ist der Begriff Enthalpie-Formulierung üblich, obwohl das Problem über
die massenspezifische Dichte der inneren Energie formuliert ist. Falls die Druckunter-
schiede in Ql vernachlässigbar sind, so stimmen die Enthalpie und die innere Energie
jedoch auf ganz Q überein und die Bezeichnung ist sinnvoll.
Es kann grundsätzlich Situationen geben, in denen Γls(t) keine Hyperfläche ist und statt-
dessen zu einer Menge mit positivem d-dimensionalem Maß entartet. In dieser sogenann-
ten „mushy region“ können die Materiepunkte weder der festen noch der flüssigen Phase
zugeordnet werden. Dies ist insbesondere für die Kopplung mit der Massen- und Im-
pulserhaltung ein Problem. Dabei liegt im Gegensatz zu Problem 2.14 auch bei scharfer
fest-flüssig Phasengrenze ein degeneriert parabolisches Problem vor, was die numeri-
sche Lösung erschwert. Ein großer Vorteil der Enthalpie-Formulierung gegenüber der
Temperatur-Formulierung ist, dass sich die Topologie der Geometrie durch das einheit-
liche Kontinuum ΩÛls(t) nicht verändert. Für die betrachteten Prozesse bedeutet dies,
dass die Nukleation eines flüssigen Teilgebietes durch die Bestrahlung mit dem Laser
möglich ist. Ebenso können komplizierte Erstarrungsverläufe, bei denen sich ein flüssiges
Teilgebiet aufteilt, und auch die vollständige Erstarrung abgebildet werden.
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2.5 Gekoppelte Probleme
In diesem Abschnitt werden Problem 2.11 und Problem 2.12 jeweils mit Problem 2.14
bzw. Problem 2.15 zusammengeführt. Durch die Kopplung mit Problem 2.14 erhält man
die Temperatur-Formulierung des gekoppelten Problems:
2.5.1 Gesamtsystem (Temperatur-Formulierung)
Problem 2.16 (Gekoppeltes Problem - Temperaturformulierung). Es sei Ωˆ := Ω(t0),
Qˆ := Ωˆ × (t0, tN ) und rˆvˆn⃗ gemäß (2.14) definiert. Bestimme zu gegebenen Anfangs-
werten T0 := T (·, t0) und u0 := u(·, t0) die Temperatur T , die Geschwindigkeit der
Materiepunkte u, den Druck p und die Transformation ψ = ψ(xˆ, t) =

ψx(xˆ, t), t

,
so dass für alle t ∈ (t0, tN ) und n ∈ {1, . . . , d− 1} die folgenden Gleichungen erfüllt
sind:
Energie:
ρicpi(T )
ρlcpl(Tm)

∂ˆtT +∇xT (u− w)

− 1
RePr
∇x ·
Ç
κi(T )
κl(Tm)
∇xT
å
=
ρi
ρl
Wq auf ⊎i∈IT Ωi(t),s
κ(T )
κl(Tm)
1
RePr
∇xT · n⃗Γj
{
= 0 auf ⊎j∈{lr,sr} Γj(t),
JT K = 0 auf ⊎j∈{lr,sr} Γj(t),
T = 0 auf Γls(t),
κi(T )
κl(Tm)
1
RePr
∇xT · n⃗Γi = g(T ) auf ⊎i∈IT Γi(t),
g(T ) := LaIL + Em
ÑÇ
Tm
Tm − Ta + T
å4
−
Ç
Ta
Tm − Ta
å4é
+Ko(T + 1).
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Masse und Impuls:
u = 0 auf Ωs(t) ⊎ Ωr(t),
∂ˆtu+∇xu(u− w)− 1
Re
∆xu+∇xp = − Bo
We
e⃗g +
Gr
Re2
T e⃗g auf Ωl(t),
∇x · u = 0 auf Ωl(t),
n⃗TΓl · σ · n⃗Γl = −
1
We
H auf Γl(t),
τ⃗TΓl,n · σ · n⃗Γl = −
Ma
Re2Pr
∇xT · τ⃗Γl,n, auf Γl(t),
u = 0 auf Γls(t) ⊎ Γsr(t),
u · n⃗lr = 0 auf Γlr(t),
τ⃗TΓlr,n · σ · n⃗Γlr = 0, auf Γlr(t).
Geometrie:
∆ψx(·, t) = 0 auf ⊎i∈IT Ωˆi,
ψx(·, t) = rˆvˆn⃗(·, t) auf ⊎i∈IT ∂Ωˆi,
vk,n⃗ =

u · n⃗Γk
0
−Ste
r
κ(T )
κl(Tm)
1
RePr∇xT · n⃗Γls
z für
k ∈ IT
k ∈ JT \{ls}
k = ls
,
∢(n⃗γlr , n⃗γl) = α auf γl(t) ∩ γlr(t),
wˆ(·, t) = ∂tψx(·, t) auf ⊎i∈IT ∂Ωˆi,
Ωi(t) = ψx
Ä
Ωˆi, t
ä
für i ∈ IT ,
Γk(t) = ψx
Ä
Γˆk, t
ä
für k ∈ IT ⊎ JT .
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2.5.2 Gesamtsystem (Enthalpie-Formulierung)
Bei der Kopplung mit 2.15 erhält man die Enthalpie-Formulierung des gekoppelten Pro-
blems. Da es Situationen geben kann, in denen Γls(t) keine Hyperfläche ist und zu einer
Menge mit positivem d-dimensionalem Maß degeneriert, wird die Massen- und Impulser-
haltung und auch die Bestimmung der Referenzkonfiguration über ganz ΩÛls(t) anstatt
über Ωl(t) und Ωs(t) mit Randbedingungen auf Γls(t) formuliert. Für die Referenzkon-
figuration in Problem 2.11 ist dies problemlos möglich. Für die Massen- und Impul-
serhaltung in Problem 2.12 gelten jedoch unterschiedliche Materialgesetze auf ΩÛls(t) in
Abhängigkeit vom Aggregatzustand des aufschmelzenden Werkstoffes. Das geltende Ma-
terialgesetz kann daher in Abhängigkeit von der Temperatur bzw. der Massendichte der
inneren Energie ermittelt werden. Für T < 0 bzw. e < 0 ist der Werkstoff fest und die
Materieteilchen werden wie auf Ωs(t) als unbeweglich angenommen. Für T > 0 bzw.
e > 1Ste ist der Werkstoff flüssig und es gelten die Navier-Stokes-Gleichungen wie auf
Ωl(t). Für T = 0 bzw. e ∈ [0, 1Ste ] können die Materieteilchen nicht eindeutig zugeord-
net werden. Um das Modell einfach zu halten, werden diese Materieteilchen dem festen
Aggregatzustand, also Ωs(t) zugeordnet. Das gekoppelte Problem lautet damit:
Problem 2.17 (Gekoppeltes Problem - Enthalpie-Formulierung). Es sei Ωˆ := Ω(t0),
Qˆ := Ωˆ×(t0, tN ) und rˆvˆn⃗ gemäß (2.14) definiert. Bestimme zu gegebenen Anfangswer-
ten e0 := e(·, t0) und u0 := u(·, t0) die massenspezifische Dichte der inneren Energie
e, die Geschwindigkeit der Materiepunkte u, den Druck p und die Transformation
ψ = ψ(xˆ, t) =

ψx(xˆ, t), t

, so dass für alle t ∈ (t0, tN ) und n ∈ {1, . . . , d − 1} die
folgenden Gleichungen erfüllt sind:
Energie:
ρi
ρl

∂ˆte+∇xe(u− w)

− 1
RePr
∇x ·
Ç
κi(T )
κl(Tm)
∇xT
å
=
ρi
ρl
Wq auf ⊎i∈Ie Ωi(t),s
κ(T )
κl(Tm)
1
RePr
∇xT · n⃗ΓÛlsr{ = 0 auf ΓÛlsr(t),JT K = 0 auf ΓÛlsr(t),
κi(T )
κl(Tm)
1
RePr
∇xT · n⃗Γi = g(T ) auf ⊎i∈Ie Γi(t),
T = βi(e) auf ⊎i∈Ie Ωi(t),
g(T ) := LaIL + Em
ÑÇ
Tm
Tm − Ta + T
å4
−
Ç
Ta
Tm − Ta
å4é
+Ko(T + 1).
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Masse und Impuls:
u = 0 auf Ωs(t) ⊎ Ωr(t),
∂ˆtu+∇xu(u− w)− 1
Re
∆xu+∇xp = − Bo
We
e⃗g +
Gr
Re2
T e⃗g auf Ωl(t),
∇x · u = 0 auf Ωl(t),
n⃗TΓl · σ · n⃗Γl = −
1
We
H auf Γl(t),
τ⃗TΓl,n · σ · n⃗Γl = −
Ma
Re2Pr
∇xT · τ⃗Γl,n, auf Γl(t),
u = 0 auf Γls(t) ⊎ Γsr(t),
u · n⃗lr = 0 auf Γlr(t),
τ⃗TΓlr,n · σ · n⃗Γlr = 0, auf Γlr(t).
Geometrie:
∆ψx(·, t) = 0 auf ⊎i∈Ie Ωˆi,
ψx(·, t) = rˆvˆn⃗(·, t) auf ⊎i∈Ie ∂Ωˆi,
vk,n⃗ =
u · n⃗Γk0 für k ∈ Iek ∈ Je,
∢(n⃗γlr , n⃗γl) = α auf γl(t) ∩ γlr(t),
wˆ(·, t) = ∂tψx(·, t) auf ⊎i∈Ie ∂Ωˆi,
Ωi(t) = ψx
Ä
Ωˆi, t
ä
für i ∈ Ie,
Γk(t) = ψx
Ä
Γˆk, t
ä
für k ∈ Ie ⊎ Je,
Ωl(t) =
¶
x ∈ ΩÛls(t) T (x, t) > 0© ,
Ωs(t) = ΩÛls(t)\Ω¯l(t).
Γj(t) bzw. γj(t) sind für j ∈ JT als abgeleitete Mengen über Ωl(t), Ωs(t) und Ωr(t)
definiert.
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Diskretisierung
Die numerische Lösung erfolgt durch eine Finite-Elemente-Methode (FEM). Hierfür wer-
den die gekoppelten Probleme 2.16 und 2.17 zunächst in eine schwache Formulierung
überführt. Diese werden gemäß der Linienmethode zunächst durch eine geeignete Finite-
Elemente-Methode im Ort und anschließend in der Zeit diskretisiert. Im Anschluss wer-
den die diskretisierten Gesamtprobleme zum Teil linearisiert und ein Entkopplungssche-
ma vorgestellt, um eine effiziente numerische Lösung zu ermöglichen. Zuletzt werden
einige Aspekte der numerischen Lösung mit der Software NAVIER [4] dargestellt.
Genau wie die Modellierung im vorangegangenen Kapitel bauen auch die numerischen
Lösungsverfahren auf den Arbeiten [1] und [2] auf. Da im Vergleich zu den genannten
Arbeiten durch den zusätzlichen nicht aufschmelzenden Werkstoff, dessen Benetzung,
die Kühlung durch das umgebende Schutzgas und die Temperaturabhängigkeit der Ma-
terialkennwerte für den Wärmetransport eine komplexeres Modell vorliegt, werden die
Methoden entsprechend erweitert und im Detail beschrieben. Um eine einheitliche Im-
plementierung zu ermöglichen und die Vergleichbarkeit beider Ansätze zu erhöhen, wird
nicht nur die Enthalpie-Formulierung des Zweiphasen-Stefan-Problems sondern im Un-
terschied zu [2] auch die Wärmeleitungsgleichung jeweils durch stückweise lineare Finite
Elemente und das implizite Euler-Verfahren diskretisiert. In Bezug auf die Erhaltung
der diskreten Energie wird sich dabei zeigen, dass die „gröbere“ Diskretisierung keinen
nennenswerten Einfluss auf die Fehlerentwicklung hat, da der numerische Fehler durch
die Kopplung mit den anderen Teilproblemen (Erhaltung von Volumen bzw. Masse)
überwiegt.
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3.1 Schwache Formulierung
Um eine schwache Formulierung herzuleiten, werden die Gleichungen der gekoppelten
Probleme jeweils mit geeigneten Testfunktionen multipliziert und über die jeweiligen
Teilgebiete integriert. Integrale, die Ableitungen zweiter Ordnung bzgl. der Ortes ent-
halten, werden partiell integriert, so dass lediglich Ableitungen erster Ordnung übrig
bleiben. Als Funktionenräume für die Test- und Ansatzfunktionen werden Teilmengen
geeigneter Sobolev-Räume gewählt, so dass die auftauchenden Ableitungen wohldefiniert
sind. Die Dirichlet-Randbedingungen werden dabei in den Ansatzraum integriert und
im Testraum entsprechend Nullrandwerte gewählt. Die Herleitung erfolgt dabei rein for-
mal ohne Rückschlüsse auf die Existenz einer Lösung zu geben. Sie erfolgt aber in dem
Sinne, dass eine starke Lösung des gekoppelten Problems auch gleichzeitig die schwache
Formulierung erfüllt.
3.1.1 Geometrie
Für die Bestimmung der Transformation ψx(·, t) in Problem 2.11 wird zu gegebenem
Dirichlet-Randwert mit rˆvˆn⃗ gemäß (2.14) als Ansatz- bzw. Testraum
Yˆrˆvˆn⃗ (t)
:=

yˆ ∈ L2(Ωˆ)d
 yˆ|Ωˆi ∈ H1(Ωˆi)d ∧ y|∂Ωˆi = rˆvˆn⃗(·, t), i ∈ I (3.1)
bzw. Yˆ0 :=

yˆ ∈ L2(Ωˆ)d
 yˆ|Ωˆi ∈ H1(Ωˆi)d ∧ y|∂Ωˆi = 0, i ∈ I (3.2)
gewählt. Für fast alle t ∈ [t0, tN ] wird somit ψx(·, t) ∈ Yˆrˆ(v·n⃗)(t) gesucht, so dass
Ωˆ
∇xˆψx(·, t) : ∇xˆyˆ = 0, ∀yˆ ∈ Yˆ0,
gilt.
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3.1.2 Masse und Impuls
Da die Nicht-Bewegung der Materieteilchen auf Ωs(t) ⊎ Ωr(t) explizit im Modell gefor-
dert ist, wird die schwache Formulierung für die Erhaltung von Masse und Impuls in
Problem 2.12 lediglich für das flüssige Teilgebiet Ωl(t) aufgestellt. Die Haftbedingung
auf Γls(t) und die Geschwindigkeit in Normalenrichtung auf Γlr(t) gehen als Dirichlet-
Randbedingungen in die Definition des Ansatz- bzw. Testraums
V˜ (t) :=

φ ∈ H1 Ωl(t)d φ|Γls(t) = 0 ∧ (φ · n⃗)|Γlr(t) = 0 ∧ φ|Γl(t) ∈ H1 Γl(t)
ein. Dieser kann durch Fortsetzung mit Nullwerten auf Ω(t) erweitert werden, so dass
sich als Ansatz- bzw. Testraum für die Geschwindigkeit und den Druck
V (t) :=

φ ∈ L2 Ω(t)d φ|Ωl(t) ∈ V˜ (t) ∧ φ|Ωs(t) ≡ 0 ∧ φ|Ωr(t) ≡ 0 ,
W (t) := L2

Ωl(t)

,
ergeben, wobei der Druck dabei nach wie vor nur auf Ωl(t) definiert ist. Gesucht wird
damit zu gegebenen Anfangswerten u(·, t0) = u0 ∈ V (t0) die Geschwindigkeit der Mate-
rieteilchen u(·, t) ∈ V (t) und der Druck p(·, t) ∈W (t), so dass für fast alle t ∈ [t0, tN ]
Ωl(t)
∂ˆtu · φ+ 1
2Re
D(u) : D(φ) +
∇xu · (u− w) · φ− p∇x · φdx
+

Γl(t)
1
We
∇xidΓl : ∇xφdox =

Ωl(t)
Ç
− Bo
We
e⃗g +
Gr
Re2
T e⃗g
å
φdx
−

Γl(t)
d−1
n=1
Ma
Re2Pr
Ä
∇xT · τΓl,n
ä
φ · τΓl,n dox
+

γl(t)\γls(t)
1
We
cos(α)(φ · τ⃗γl,1) dsx, ∀φ ∈ V (t),

Ωl(t)
q∇x · u dx = 0, ∀q ∈W (t),
und ∂ˆtu(·, t)|Ωl(t) ∈ L2

Ωl(t)

) gilt.
70 Kapitel 3: Diskretisierung
Unter Ausnutzung der Symmetrie von σ und der in V (t) enthaltenen Randbedingungen
wurde dabei wie folgt partiell integriert:
Ωl(t)
− 1
Re
∆xu · φ+∇xp · φdx =

Ωl(t)
− (∇x · σ) · φdx
=

Ωl(t)
σ : ∇xφdx−

∂Ωl(t)
(σ · n⃗) · φdox
=

Ωl(t)
1
2Re
D(u) : D(φ)− p∇x · φdx−

∂Ωl(t)
(σ · n⃗) · φdox.
Unter Ausnutzung der Randbedingungen in Problem 2.12 gilt weiter:

∂Ωl(t)
(σ · n⃗) · φdox =

Γl(t)
Ä
n⃗TΓl · σ · n⃗Γl
ä
φ · n⃗Γl +
d−1
n=1
Ä
τTΓl,n · σ · n⃗Γl
ä
φ · τΓl,n dox
+

Γlr(t)
d−1
n=1
Ä
τTΓlr,n · σ · n⃗Γlr
ä
φ · τΓlr,n dox
=

Γl(t)
− 1
We
Hφ · n⃗Γl −
d−1
n=1
Ma
Re2Pr
Ä
∇xT · τΓl,n
ä
φ · τΓl,n dox.
Mit dem Laplace-Beltrami Operator ∆x und der Identität Hn⃗Γl = −∆xidΓl folgt mit
partieller Integration

∂Ωl(t)
(σ · n⃗) · φdox =

Γl(t)
− 1
We
∇xidΓl : ∇xφ−
d−1
n=1
Ma
Re2Pr
Ä
∇xT · τΓl,n
ä
φ · τΓl,n dox
+

γl(t)\γls(t)
1
We
n⃗γl · φdsx
und mit der Benetzungsbedingung
γl(t)\γls(t)
1
We
n⃗γl · φdsx =

γl(t)\γls(t)
1
We
(n⃗γl · n⃗γlr)(φ · n⃗γlr) dsx
+

γl(t)\γls(t)
d−1
n=1
1
We
(n⃗γl · τ⃗γlr,n)  
=0 für n=2
(φ · τ⃗γlr,n)  
=0 für n=1
dsx
=

γl(t)\γls(t)
1
We
cos(α)(φ · n⃗γlr) dsx
und damit insgesamt die obige schwache Formulierung.
Kapitel 3: Diskretisierung 71
3.1.3 Energie
Für die Formulierung der Energieerhaltung wird analog vorgegangen. In der Tempera-
turformulierung in Problem 2.14 wird für den Ansatz- bzw. Testraum
ZT (t) :=
¶
ξ ∈ L2 Ω(t)  ξ|Ωi(t) ∈ H1 Ωi(t) ∧ ξ|Γls(t) ≡ 0 ∧ Jξ|Γlr(t)⊎Γsr(t)K ≡ 0, i ∈ IT©
zu gegebenen Anfangswerten T (·, t0) = T0 ∈ ZT (t0) die Temperatur T (·, t) ∈ ZT (t)
gesucht, so dass für fast alle t ∈ [t0, tN ]
Ω(t)
ρcp(T )
ρlcpl(Tm)

∂ˆtT +∇xT (u− w)

ξ +
1
RePr
κ(T )
κl(Tm)
∇xT · ∇xξ dx
=

Ω(t)
ρ
ρl
Wqξ dx+

∂Ω(t)
g(T )ξ dox, ∀ξ ∈ ZT (t),
und ∂ˆtT (·, t) ∈ L2

Ω(t)

gilt.
In der Enthalpie-Formulierung in Problem 2.15 wird entsprechend für den Ansatz- bzw.
Testraum
Ze(t) :=
ß
ξ ∈ L2 Ω(t)  ξ|Ωi(t), β(ξ)|Ωi(t) ∈ H1 Ωi(t) ∧ Jβ(ξ)|ΓÛlsr(t)K ≡ 0, i ∈ Ie™
zu gegebenen Anfangswerten e(·, t0) = e0 ∈ Ze(t0) die Energiedichte e(·, t) ∈ Ze(t)
gesucht, so dass für fast alle t ∈ [t0, tN ]
Ω(t)
ρ
ρl

∂ˆte+∇xe(u− w)

ξ +
1
RePr
κ(T )
κl(Tm)
∇xT · ∇xξ dx
=

Ω(t)
ρ
ρl
Wqξ dx+

∂Ω(t)
g(T )ξ dox, ∀ξ ∈ Ze(t),
mit T (·, t) = βi

e(·, t) auf Ωi(t) und ∂ˆte(·, t) ∈ L2 Ω(t) gilt.
3.1.4 Schwache Formulierung der Gesamtsysteme
Um die schwache Formulierung der gekoppelten Probleme kompakt formulieren zu kön-
nen, werden einige (Bi-)Linearformen definiert. Dabei werden das Integrationsgebiet und
ggfs. Parameter in die Definition übernommen, so dass diese später ebenfalls für die
Formulierung des diskreten Problems verwendet werden können.
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Definition 3.1 ((Bi)-Linearformen). Es sei Ω ⊂ Rd ein Lipschitz-Gebiet und Γ ⊂ Ω¯ eine
abschnittsweise glatte Hyperfläche. Für u, φ, ω ∈ H1(Ω)d, p, q ∈ L2(Ω) und T, e, ξ, ϑ ∈
H1(Ω) definiert man (Bi)-Linearformen für die Impuls- und Massenerhaltung
mu(u, φ)Ω :=

Ω
u · φdx,
au(u, φ)Ω :=
1
2Re

Ω
D(u) : D(φ) dx,
bu(ω;u, φ)Ω :=

Ω
(∇xu · ω) · φdx,
c(p, φ)Ω := −

Ω
p∇x · φdx,
d(u, φ)Γ :=
1
We

Γ
∇xu : ∇xφdox
e(ω;φ)Γ :=
1
We

Γ
∇xω : ∇xφdox
fu(ϑ;φ)Ω :=

Ω
Ç
− Bo
We
e⃗g +
Gr
Re2
ϑe⃗g
å
φdx,
gu(ϑ;φ)Γ := − Ma
Re2Pr

Γ
d−1
n=1
Ä
∇xϑ · τΓ,n
ä
φ · τΓ,n dox,
h(φ)γ :=
1
We

γ
cos(α)(φ · n⃗γ) dsx,
und die Energieerhaltung
mT (ϑ;T, ξ)Ω :=

Ω
ρcpi(ϑ)
ρlcpl(Tm)
T · ξ dx,
me(e, ξ)Ω :=

Ω
ρi
ρl
e · ξ dx,
aT (ϑ;T, ξ)Ω :=
1
RePr

Ω
κ(ϑ)
κl(Tm)
∇xT · ∇xξ dx,
bT (ϑ;ω;T, ξ)Ω :=

Ω
ρcp(ϑ)
ρlcpl(Tm)
(∇xT · ω) ξ dx,
be(ω; e, ξ)Ω :=

Ω
ρi
ρl
(∇xe · ω) ξ dx,
fT (ξ)Ω :=

Ω
ρ
ρl
Wqξ dx,
gT (ϑ; ξ)∂Ω :=

∂Ω
g(ϑ)ξ dox.
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Damit lautet die schwache Formulierung des gekoppelten Problems 2.16 in kompakter
Form:
Problem 3.2 (Schwache Temperatur-Formulierung des gekoppelten Problems). Es
sei Ωˆ := Ω(t0), Qˆ := Ωˆ × (t0, tN ) und rˆvˆn⃗ gemäß (2.14) definiert. Bestimme zu ge-
gebenen Anfangswerten T0 := T (·, t0) ∈ ZT (t0) und u0 := u(·, t0) ∈ V (t0) die Tem-
peratur T (·, t) ∈ ZT (t), die Geschwindigkeit der Materiepunkte u(·, t) ∈ V (t), den
Druck p(·, t) ∈ W (t) und die Transformation ψx(·, t) ∈ Yˆrˆvˆn⃗ (t), so dass für fast alle
t ∈ [t0, tN ]
mT (T ; ∂ˆtT, ξ)Ω(t) + aT (T ;T, ξ)Ω(t) + bT (T ;u− w;T, ξ)Ω(t)
= fT (ξ)Ω(t) + gT (T ; ξ)∂Ω(t), ∀ξ ∈ ZT (t),
mu(∂ˆtu, φ)Ωl(t) + au(u, φ)Ωl(t) + bu(u−w;u, φ)Ωl(t) + c(p, φ)Ωl(t)
+e(idΓl(t);φ)Γl(t) = fu(T ;φ)Ωl(t) + gu(T ;φ)Γl(t) + h(φ)γl(t)\γls(t), ∀φ ∈ V (t),
c(q, u)Ωl(t) = 0, ∀q ∈W (t),
Ωˆ
∇xˆψx(·, t) : ∇xˆyˆ = 0, ∀yˆ ∈ Yˆ0,
mit
vk,n⃗ =

u · n⃗Γk
0
−Ste
r
κ(T )
κl(Tm)
1
RePr∇xT · n⃗Γls
z für
k ∈ IT
k ∈ JT \{ls}
k = ls
,
wˆ(·, t) = ∂tψx(·, t) auf Ωˆ,
Ωi(t) = ψx
Ä
Ωˆi, t
ä
für i ∈ IT ,
Γk(t) = ψx
Ä
Γˆk, t
ä
für k ∈ IT ⊎ JT
und ∂ˆtu(·, t)|Ωl(t) ∈ L2

Ωl(t)

, ∂ˆtT (·, t) ∈ L2

Ω(t)

, ∂tψx(·, t) ∈ L2(Ωˆ) gilt.
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Für die Enthalpieformulierung in Problem 2.17 gilt entsprechend:
Problem 3.3 (Schwache Enthalpie-Formulierung des gekoppelten Problems). Es sei
Ωˆ := Ω(t0), Qˆ := Ωˆ× (t0, tN ) und rˆvˆn⃗ gemäß (2.14) definiert. Bestimme zu gegebenen
Anfangswerten e0 := e(·, t0) ∈ Ze(t0) und u0 := u(·, t0) ∈ V (t0) die massenspezifische
Dichte der inneren Energie e(·, t) ∈ Ze(t), die Geschwindigkeit der Materiepunkte
u(·, t) ∈ V (t), den Druck p(·, t) ∈W (t) und die Transformation ψx(·, t) ∈ Yˆrˆvˆn⃗ (t), so
dass für fast alle t ∈ [t0, tN ]
me(∂ˆte, ξ)Ω(t) + aT (T ;T, ξ)Ω(t) + be(u− w; e, ξ)Ω(t)
= fT (ξ)Ω(t) + gT (T ; ξ)∂Ω(t), ∀ξ ∈ ZT (t),
mu(∂ˆtu, φ)Ωl(t) + au(u, φ)Ωl(t) + bu(u−w;u, φ)Ωl(t) + c(p, φ)Ωl(t)
+e(idΓl(t);φ)Γl(t) = fu(T ;φ)Ωl(t) + gu(T ;φ)Γl(t) + h(φ)γl(t)\γls(t), ∀φ ∈ V (t),
c(q, u)Ωl(t) = 0, ∀q ∈W (t),
Ωˆ
∇xˆψx(·, t) : ∇xˆyˆ = 0, ∀yˆ ∈ Yˆ0,
mit
T = βi(e) auf ⊎i∈Ie Ωi(t),
vk,n⃗ =
u · n⃗Γk0 für k ∈ Iek ∈ Je,
∢(n⃗γlr , n⃗γl) = α auf γl(t) ∩ γlr(t),
wˆ(·, t) = ∂tψx(·, t) auf Ωˆ,
Ωi(t) = ψx
Ä
Ωˆi, t
ä
für i ∈ Ie,
Γk(t) = ψx
Ä
Γˆk, t
ä
für k ∈ Ie ⊎ Je,
Ωl(t) =
¶
x ∈ ΩÛls(t) T (x, t) > 0© ,
Ωs(t) = ΩÛls(t)\Ω¯l(t)
und ∂ˆtu(·, t)|Ωl(t) ∈ L2

Ωl(t)

, ∂ˆte(·, t) ∈ L2

Ω(t)

, ∂tψx(·, t) ∈ L2(Ωˆ) gilt. Γj(t) bzw.
γj(t) sind für j ∈ JT als abgeleitete Mengen über Ωl(t), Ωs(t) und Ωr(t) definiert.
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3.2 Ortsdiskretisierung
In diesem Abschnitt wird die Ortsdiskretisierung jeweils zu einem festen Zeitpunkt
t ∈ [t0, tN ] betrachtet. Eine Funktion bzw. Menge mit hochgestelltem „t“ wird hier-
bei als Notation für eben diese Funktion bzw. Menge eingeschränkt auf den Zeitpunkt t
verwendet.
3.2.1 Simpliziale Geometrie
Die Diskretisierung im Ort erfolgt durch eine Finite-Elemente-Methode auf einem simpli-
zialen Gitter mit einer isoparametrischen (quadratischen) Approximation des Gebiets-
randes. Entlang der inneren Hyperflächen ist dabei keine höhere Ordnung notwendig,
da schon eine isoparametrische (lineare) Approximation der fest-flüssig Phasengrenze
vorliegt und die benetzte Fläche für die betrachteten Prozesse exakt dargestellt wer-
den kann. Im Folgenden bezeichne Ωth := Ωh(t) die diskrete Approximation des Gebietes
Ω(t) und St := S(t) die zugehörige Triangulierung mit isoparametrischem Rand, so dass
Ω¯th =

S∈St S gilt.
Die Grundlage für die Parametrisierung von Ωth bzw. St bildet die Approximation und
Triangulierung der Referenzkonfiguration Ωˆ = Ω(t0). Hierfür sei Ωˆh eine polygonale Ap-
proximation der Referenzkonfiguration Ωˆ und Sˆ eine konforme Triangulierung von Ωˆh.
Ωˆh und Sˆ werden dabei so gewählt, dass es konforme, nicht degenerierte Triangulierun-
gen Sˆi mit Sˆ = i∈I Sˆi gibt, so dass Ωˆi,h := Sˆ∈Sˆi Sˆ eine polygonale Approximation
von Ωˆi ist. Durch diese Wahl werden die Hyperflächen Γˆk für k ∈ I ⊎ J jeweils durch
einen Polygonzug bzw. eine polygonale Fläche Γˆk,h bestehend aus (d− 1)-dimensionalen
Seitensimplizes von Sˆ approximiert, die eine (d − 1)-dimensionale konforme, nicht de-
generierte Triangulierung Σˆk von Γˆk,h bilden. Die Berandungspunkte bzw. -linien γˆk
werden entsprechend durch Eckpunkte bzw. Polygonzüge γˆk,h bestehend aus (d − 2)-
dimensionalen Seitensimplizes von Sˆ approximiert. Für die so gewählte Triangulierung Sˆ
bezeichne im Folgenden Nˆ1 die Menge aller Eckpunkte und in Hinblick auf die isopara-
metrische Randapproximation Nˆ2 die Menge der auf dem äußeren Gebietsrand liegenden
Kantenmittelpunkte.
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Ωth und St werden nun über eine diskrete Approximation ψtx,h ∈ Yˆh von ψtx mit
Yˆh :=
ß
yˆh ∈ C0( ¯ˆΩh)d
 yˆh|Sˆ ∈ P2(Sˆ)d ∧ yˆh|∂Sˆ\∂Ωˆh ∈ P1(∂Sˆ\∂Ωˆh)d, Sˆ ∈ Sˆ
™
parametrisiert, so dass
Ωth := ψ
t
x,h(Ωˆh) mit St :=
¶
ψtx,h(Sˆ)
 Sˆ ∈ Sˆ©
und entsprechend für die Teilgebiete
Ωti,h := ψ
t
x,h(Ωˆi,h) mit Sti :=
¶
ψtx,h(Sˆ)
 Sˆ ∈ Sˆi© ,
die Hyperflächen
Γtk,h := ψ
t
x,h(Γˆk,h) mit Σ
t
k :=
¶
ψtx,h(Eˆ)
 Eˆ ∈ Σˆk©
und die Menge der Eckpunkte bzw. Kantenmittelpunkte
N t1 :=
¶
ψtx,h(xˆ)
 xˆ ∈ Nˆ t1© bzw. N t2 := ¶ψtx,h(xˆ)  xˆ ∈ Nˆ t2©
gilt. Für die auf den Hyperflächen liegenden Punkte bezeichne entsprechend
Nˆk :=
Ä
Nˆ1 ⊎ Nˆ2
ä
∩ Γˆk,h bzw. N tk :=
Ä
N t1 ⊎N t2
ä
∩ Γtk,h,
wobei Nˆk bzw. N tk gemäß des isoparametrischen Ansatzes lediglich für die äußeren Hy-
perflächen (k ∈ I) Kantenmittelpunkte aus Nˆ2 bzw. N t2 umfassen.
Der Einheitsnormalenvektor n⃗Γt
k,h
an Γtk,h ist dabei auf ∪E∈Σtk,h∂E unstetig, was im
folgenden Vorgehen zu einer unstetigen Transformation ψx,h und damit einem Auseinan-
derreißen der Hyperflächen führen würde. Daher wird n⃗Γt
k,h
durch eine stetige Funktion
n⃗tk,h auf dem Spurraum
Y tk,h := spur
Ä
Y th ,Γ
t
k,h
ä
mit Y th :=
¶
yh ∈ C0(Ω¯th)d
 yh ◦ ψtx,h ∈ Yˆh©
approximiert. n⃗tk,h ist dabei durch die Vorgabe vonWerten für x ∈ N tk eindeutig bestimmt
und wird durch den Mittelwert
n⃗tk,h(x) :=
m⃗tk,h(x)
|m⃗tk,h(x)|
mit m⃗tk,h(x) :=

{E∈Σtk |x∈E}
n⃗Γt
k,h
dox
festgelegt.
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3.2.2 Finite-Elemente-Räume
Im Ort werden die Geschwindigkeit der Materieteilchen ut und der Druck pt über das
P2 − P1 Taylor-Hood-Element [6] diskretisiert. Die Temperatur T und die Energiedichte
e werden durch stückweise lineare Funktionen diskretisiert. In die Diskretisierung von
Problem 2.11 geht die Bewegung der Hyperflächen Γk,h als Dirichlet-Randbedingung in
den diskreten Ansatzraum ein. Dafür wird analog zum kontinuierlichen Problem vorge-
gangen. Für die Normalengeschwindigkeit der Hyperflächen vˆtk,n⃗,h = v
t
k,n⃗,h ◦ψtx,h wird im
isoparametrischen Ansatz der Spurraum
Xˆk,h := spur(Xˆh, Γˆk,h) mit (Xˆh)d = Yˆh
bzw. Xtk,h := spur(X
t
h,Γ
t
k,h) mit (X
t
h)
d = Y th
zu Grunde gelegt. Wegen n⃗tk,h ∈ Y tk,h und uth ∈ V th (Definition 3.4) gilt im Allgemeinen
(uth · n⃗tk,h)|Γtk,h /∈ X
t
k,h, weshalb die kinematischen Randbedingungen
vˆtk,n⃗,h =
IˆXˆk,h,Nˆk
Ä
(uth · n⃗tk,h) ◦ ψtx,h
ä
0
für
k ∈ I
k ∈ J \{ls}
auf Γˆk,h
mithilfe des Knoteninterpolationsoperators IˆXˆk,h,Nˆk auf Xˆk,h bzgl. der Knoten Nˆk ap-
proximiert werden. In der Temperaturformulierung des Problems wird außerdem die
Normalengeschwindigkeit vˆtls,n⃗,h der fest-flüssig Phasengrenze Γˆls,h benötigt. Diese kann
nicht als IˆXˆk,h,Nˆk(fˆls) mit
fˆls := − Ste
RePr
t
κ(T th)
κl(Tm)
∇xT th · n⃗th
|
◦ ψtx,h
festgelegt werden, da der Gradientensprung wegen T th ∈ ZtT,h im Allgemeinen unstetig
ist. In diesem Fall wird vˆtls,n⃗,h ∈ Xˆls,h durch eine L2-Projektion als Lösung von
Γˆls,h
vˆtls,n⃗,hνˆ dox =

Γˆls,h
fˆlsνˆ dox, ∀νˆ ∈ Xˆls,h,
ermittelt.
Die diskrete Normalengeschwindigkeit
vˆtn⃗,h ∈

k∈I⊎J
Xˆk,h, vˆ
t
n⃗,h := (vˆ
t
k,n⃗,h)k∈I⊎J
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wird analog zu (2.13) durch einen diskreten Operator
Rˆh :

k∈I⊎J
Xˆk,h → spur(Yˆh,∪i∈I∂Ωˆi,h) (3.3)
um Tangentialkomponenten ergänzt, wobei die Inkompatibilität/Unstetigkeit in der Nor-
malengeschwindigkeit der Hyperflächen vˆtn⃗,h entlang der Tripellinien/-punkte γˆl,h ∩ γˆls,h
(vgl. Abschnitt 2.3.6) zugleich stetig durch wˆth = Rˆh(vˆ
t
n⃗,h) approximiert wird. Rˆh(vˆ
t
n⃗,h)
ist dabei durch die Spezifikation von Werten in ∪k∈I⊎J Nˆk eindeutig bestimmt, was in
den beiden folgenden Abschnitten jeweils für die Temperatur- und Enthalpie-Methode
beschrieben wird. Durch die stetige Approximation ist die Bedingung
Rˆh(vˆ
t
n⃗,h) · ˆ⃗ntk,h = vˆtk,n⃗,h auf Nˆk (3.4)
dabei im Allgemeinen auf γˆl,h∩γˆls,h nicht erfüllt, was mit einem zusätzlichen numerischen
Fehler in der Umgebung von γˆl,h ∩ γˆls,h verbunden ist.
Die Tangentialkomponenten werden durch Rˆh so gewählt, dass die Triangulierung St im
zeitlichen Verlauf möglichst nicht degeneriert. Die Geschwindigkeit der Materieteilchen
uth gewährleistet dies im Allgemeinen nicht. Je nach vorliegendem Problem kann dies
beispielsweise dadurch erreicht werden, dass die freien Komponenten der Tangentialge-
schwindigkeit auf Null gesetzt oder so gewählt werden, dass die Knoten N tk auf Γtk,h
jeweils möglichst gleichverteilt sind. Die Deformation ist im Diskreten durch
ψtx,h = rˆ
t
vˆn⃗,h,h
:= ψt0x,h +
t
s=t0
Rˆh(vˆ
s
n⃗,h) ds auf ∪i∈I ∂Ωˆi,h (3.5)
gegeben.
Die übrigen diskreten Funktionenräume sind wie folgt definiert:
Definition 3.4 (Finite-Elemente-Räume).
Yˆrˆt
vˆn⃗,h,h
,h :=
ß
yˆh ∈ Yˆh
 yˆh|∪i∈I∂Ωˆi,h = rˆtvˆn⃗,h,h
™
Yˆ0,h :=
ß
yˆh ∈ Yˆh
 yˆh|∪i∈I∂Ωˆi,h = 0
™
V th :=
ß
vh ∈ L2(Ω¯th)d
 vh|Ω¯tl,h ∈ C0(Ω¯tl,h)d ∧ vh|Ω¯th\Ω¯tl,h = 0
∧vh|Γt
ls,h
= 0 ∧ (vh · n⃗th)|Γtlr,h = 0 ∧ (vh ◦ ψ
t
x,h)|Sˆ ∈ P2(Sˆ)d, Sˆ ∈ Sˆ
™
W th :=
¶
wh ∈ C0(Ω¯tl,h)
 (wh ◦ ψtx,h)|Sˆ ∈ P1(Sˆ), Sˆ ∈ Sˆ©
ZtT,h :=
ß
ξh ∈ C0(Ω¯th)
 ξh|Γtls,h = 0 ∧ (ξh ◦ ψtx,h)|Sˆ ∈ P1(Sˆ), Sˆ ∈ Sˆ
™
Zte,h :=
¶
ξh ∈ C0(Ω¯th)
 (ξh ◦ ψtx,h)|Sˆ ∈ P1(Sˆ), Sˆ ∈ Sˆ©
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3.2.3 Ortsdiskretisierte Temperatur-Formulierung
Um die Geschwindigkeit der Hyperflächen in einer Umgebung der Tripellinien-/punkte
γˆl,h ∩ γˆls,h stetig zu approximieren, genügt es, den Operator Rˆh gemäß (3.3) punktweise
in ∪k∈IT⊎JT Nˆk zu spezifizieren, da dieser damit eindeutig bestimmt ist. In Bezug auf die
Normalengeschwindigkeit wird Rˆh dabei mit
Rˆh(vˆ
t
n⃗,h) · ˆ⃗ntk,h = vˆtk,n⃗,h auf

Nˆk\(γˆl,h ∩ γˆls,h) für k ∈ IT ⊎ JT
Nˆk ∩ (γˆl,h ∩ γˆls,h) für

k = ls
k = s, falls vˆtls,n⃗,h ≥ 0
k = l, falls vˆtls,n⃗,h ≤ 0
(3.6)
so gewählt, dass die Bedingungen an die Normalengeschwindigkeit gemäß (2.24) und
(2.25) punktweise in ∪k∈IT⊎JT Nˆk erfüllt sind. Mit Ausnahme von γˆl,h ∩ γˆls,h ist die Be-
dingung (3.4) damit erfüllt und lediglich auf den unmittelbar an γˆl,h ∩ γˆls,h grenzenden
Seitensimplizes auf Γˆl,h bzw. Γˆs,h entsteht ein zusätzlicher Approximationsfehler. Für
zwei Raumdimensionen ist dies in der unmittelbaren Umgebung des Tripelpunktes wäh-
rend des Aufschmelzens (vˆtls,n⃗,h(γˆl,h ∩ γˆls,h) > 0) in Abbildung 3.1 dargestellt. Gemäß
Γtl,h
Γts,h
Γtls,h
Ωtl,h
Ωts,h
γtl,h ∩ γtls,h
{T th = 0}
Abbildung 3.1: Eulersche Darstellung der simplizialen Geometrie in einer Umgebung
des Tripelpunktes γtl,h ∩ γtls,h während des Anschmelzens (Temperatur-Methode): Die
zugehörige Normalengeschwindigkeiten vtn⃗,k,h ·n⃗tk,h in den Eckpunkten N tk∩N t1 (•) bzw.
Kantenmittelpunkten N tk ∩ N t2 (◦) sind durch Pfeile gekennzeichnet und farblich auf
die Hyperflächen abgestimmt, wobei Haftbedingungen durch Pfeilspitzen repräsentiert
werden. Der schwarze Pfeil zeigt die mit Rˆh resultierende Geschwindigkeit am Tri-
pelpunkt, wohingegen der cyanfarbene Pfeil den Approximationsfehler gegenüber der
Haftbedingung (blauer Pfeil) an Γtl,h darstellt.
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der Normalengeschwindigkeiten vtls,n⃗,h · n⃗tls,h (roter Pfeil) und vts,n⃗,h · n⃗ts,h (magentafar-
bener Pfeil) am Tripelpunkt γtl,h ∩ γtls,h resultiert mit Rˆh die durch den schwarzen Pfeil
gekennzeichnete Geschwindigkeit für den Tripelpunkt. Dies führt zu einer Verletzung der
Haftbedingung für vtl,n⃗,h ·n⃗tl,h (blauer Pfeil), die durch die stetige Approximation nun dem
cyanfarbenen Pfeil entspricht. Der Approximationsfehler überträgt sich dabei lediglich
auf die unmittelbar an den Tripelpunkt grenzende Kante von Γtl,h und führt zu einem
Fehler bzgl. der numerischen Erhaltung des Volumens bzw. der Masse. Beim Erstarren
(vˆtls,n⃗,h(γˆl,h ∩ γˆls,h) < 0) würde die mit Rˆh resultierende Geschwindigkeit entsprechend
tangential zu Γtl,h verlaufen und der Approximationsfehler würde sich auf die unmittelbar
an den Tripelpunkt grenzende Kante von Γts,h beschränken.
Die Ortsdiskretisierung zur Temperatur-Formulierung in Problem 3.2 lautet nun:
Problem 3.5 (Ortsdiskretisierte Temperatur-Formulierung des gekoppelten Pro-
blems). Es sei Ωˆh eine polygonale Approximation von Ω(t0), Qˆh := Ωˆh× (t0, tN ) und
rˆtvˆn⃗,h,h gemäß (3.5) definiert. Bestimme zu gegebenen Anfangswerten ψ
t0
x,h ∈ Yˆrˆ0,h,
ut0h ∈ V t0h , T t0h ∈ Zt0T,h die Temperatur T th ∈ ZtT,h, die Geschwindigkeit der Materie-
punkte uth ∈ V th , den Druck pth ∈ W th und die Transformation ψtx,h ∈ Yˆrˆtvˆn⃗,h,h,h, so
dass für fast alle t ∈ [t0, tN ]
mT (T
t
h; ∂ˆtT
t
h, ξ
t
h)Ωth
+ aT (T
t
h;T
t
h, ξ
t
h)Ωth
+ bT (T
t
h;u
t
h − wth;T th, ξth)Ωth
= fT (ξ
t
h)Ωth
+ gT (T
t
h; ξ
t
h)∂Ωth
, ∀ξth ∈ ZtT,h,
mu(∂ˆtu
t
h, φ
t
h)Ωtl,h
+ au(u
t
h, φ
t
h)Ωtl,h
+ bu(u
t
h − wth;uth, φth)Ωtl
+c(pth, φ
t
h)Ωtl,h
+ e(idΓt
l
;φth)Γtl,h
= fu(T
t
h;φ
t
h)Ωtl,h
+ gu(T
t
h;φ
t
h)Γtl,h
+ h(φth)γtl,h\γtls,h , ∀φ
t
h ∈ V t0,h,
c(qth, u
t
h)Ωtl,h
= 0, ∀qth ∈W t0,h,
Ωˆh
∇xˆψtx,h : ∇xˆyˆh = 0, ∀yˆh ∈ Yˆ0,h,
mit

Γˆls,h
vˆtls,n⃗,hνˆ dox =

Γˆls,h
fˆlsνˆ dox, ∀νˆ ∈ Xˆls,h,
vtk,n⃗,h =
IXtk,h,N tk
Ä
uth · n⃗tk,h
ä
0
für
k ∈ IT
k ∈ JT \{ls}
,
wˆth = ∂tψ
t
x,h auf Ωˆh,
Ωti,h = ψ
t
x,h(Ωˆi,h), ∀i ∈ IT ,
Γtk,h = ψ
t
x,h(Γˆk,h), ∀k ∈ IT ⊎ JT ,
und ∂ˆtuth|Ωtl,h ∈ L
2
Ä
Ωtl,h
ä
, ∂ˆtT th ∈ L2
Ä
Ωth
ä
, ∂tψtx,h ∈ L2(Ωˆh) gilt.
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3.2.4 Ortsdiskretisierte Enthalpie-Formulierung
In der Enthalpie-Formulierung wird sowohl für die Temperatur als auch die Energiedichte
T th, e
t
h ∈ Zte,h angesetzt. Dadurch wird die entlang der Materialgrenze ΓtÛlsr,h unstetige
Energiedichte e stetig durch eh approximiert. Der kontinuierliche Zusammenhang T t =
βi(e
t) auf Ωi(t) kann nicht unmittelbar auf das diskrete Problem übertragen werden, da
T th mit T
t
h = βi(e
t
h) auf Ωi,h(t) nicht in Z
t
e,h liegt. Das Problem ist dabei zum einen die
Nichtlinearität von βi und zum anderen die Unstetigkeit entlang ΓtÛlsr,h. Daher wird β auf
ganz Ωth durch eine Knoteninterpolierende β
t
h approximiert, wobei die Knoten auf Γ
tÛlsr,h
dem Gebiet ΩtÛls,h zugeordnet werden. Mit dem Knoteninterpolationsoperator IZte,h,N t1 auf
den Raum Zte,h bzgl. der Knoten N t1 kann dies formal durch
βth : Z
t
e,h → Zte,h, βth(ξth) := IZte,h,N t1
Ä
β¯th(ξ
t
h)
ä
(3.7)
mit
β¯th : Z
t
e,h →
¶
ϑ : Ω¯th → R
©
, β¯th(ξ
t
h)(x) :=
βÛls Äξth(x)äβr Äξth(x)ä für x ∈ Ω¯tÛls,hx ∈ Ω¯th\Ω¯tÛls,h,
definiert werden.
Γtl,h
Γts,h
Γtls,h
Ωtl,h
Ωts,h
γtl,h ∩ γtls,h
{T th = 0}
Abbildung 3.2: Eulersche Darstellung der simplizialen Geometrie in einer Umgebung
des Tripelpunktes γtl,h ∩ γtls,h während des Anschmelzens (Enthalpie-Methode): Die
zugehörige Normalengeschwindigkeiten vtn⃗,k,h ·n⃗tk,h in den Eckpunkten N tk∩N t1 (•) bzw.
Kantenmittelpunkten N tk ∩ N t2 (◦) sind durch Pfeile gekennzeichnet und farblich auf
die Hyperflächen abgestimmt, wobei Haftbedingungen durch Pfeilspitzen repräsentiert
werden. Zusätzlich wurde die Isolinie zur Schmelztemperatur eingezeichnet (gelb).
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Für die numerische Lösung des Strömungsproblems ist es außerdem notwendig, die Teil-
gebiete Ωtl,h, Ω
t
s,h und die Grenzfläche/-linie Γ
t
ls,h festzulegen. Dabei ist zu beachten, dass
die Isofläche/-linie {x ∈ ΩtÛls,h |T th(x) = 0} im Allgemeinen nicht auf Seitensimplizes der
Triangulierung St verläuft. Außerdem kann es Situationen geben, in denen die Isomenge
zu einer raumartigen Menge degeneriert. Eine eindeutige Zuordnung von S ∈ StÛls zu Ωtl,h
oder Ωts,h ist daher nicht immer möglich. Für die Behandlung des Strömungsproblems im
Standard-Finite-Elemente-Kontext ist dies allerdings notwendig. Um dies zu erreichen,
wird jedes Simplex S ∈ StÛls entweder vollständig Ωtl,h oder Ωts,h zugeordnet. Dabei werden
vollständig aufgeschmolzene Simplizes Ωtl,h und alle übrigen Ω
t
s,h zugeordnet:
Definition 3.6 (Teilgebiete von ΩtÛls,h in Enthalpie-Formulierung). Für alle t ∈ [t0, tN ]
sei
Ω¯tl,h :=

S∈St
l
S mit Stl :=
¶
S ∈ StÛls T th|S > 0© ,
Ω¯ts,h :=

S∈Sts
S mit Sts := StÛls\Stl ,
Γ¯tls,h :=

E∈Σt
ls
E mit Σtls :=
¶
Stl ∩ Sts
Sl ∈ Stl ∧ Ss ∈ Sts© ,
Γ¯tkr,h :=

E∈Σt
kr
E mit Σtkr :=

∂S ∩ ΓtÛlsr,h S ∈ Stk , k ∈ {l, s},
Γ¯tk,h :=

E∈Σt
k
E mit Σtk :=
¶
∂S ∩ ∂Ωth
S ∈ Stk© , k ∈ {l, s}.
Durch diese Handhabung für das flüssige Teilgebiet kann zudem die im vorherigen Ab-
schnitt in Abbildung 3.1 dargestellte Problematik für die Evolution der Geometrie am
Tripelpunkt vermieden werden, da sich Γtls,h nur zu diskreten Zeitpunkten ohne eine
Bewegung der Gitterpunkte verändert, wenn ein angrenzendes Simplex vollständig den
Phasenzustand ändert. Da Γtls,h in der Enthalpie-Methode nicht Teil des geometrischen
Problems ist, kann Rˆh gemäß (3.3) mit
Rˆh(vˆ
t
n⃗,h) · ˆ⃗ntk,h = vˆtk,n⃗,h auf Nˆk für k ∈ Ie ⊎ Je (3.8)
ohne Verletzung von (3.4) gewählt werden, wobei am Tripelpunkt Rˆh(vˆtn⃗,h)|γˆl,h∩γˆls,h = 0
gilt. Dies passt wiederum auf natürlicheWeise zu den Haftrandbedingungen vˆtl,n⃗,h|γˆl,h∩γˆls,h
= 0 und vˆts,n⃗,h|γˆl,h∩γˆls,h = 0, so dass kein Widerspruch und auch kein zusätzlicher Feh-
ler bzgl. der numerischen Erhaltung des Volumens bzw. der Masse entsteht. Analog zur
Temperatur-Methode in Abbildung 3.1 ist die Situation um den Tripelpunkt in Abbil-
dung 3.2 skizziert, wobei nun zusätzlich die Isolinie zur Schmelztemperatur eingezeichnet
ist, da diese nicht mit Γtls,h übereinstimmt. An dieser Stelle sei jedoch darauf hingewiesen,
dass die zeitdiskrete Veränderung der Teilgebiete und insbesondere der freien kapillaren
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Oberfläche durch eine Zuordnung der Simplizes zu Ωtl,h bzw. Ω
t
s,h selbst eine Approxi-
mation darstellt, die mit einem numerischen Fehler verbunden ist.
Die Ortsdiskretisierung der Enthalpie-Formulierung in Problem 3.3 lautet nun:
Problem 3.7 (Ortsdiskretisierte Enthalpie-Formulierung des gekoppelten Pro-
blems). Es sei Ωˆh eine polygonale Approximation von Ω(t0), Qˆh := Ωˆh× (t0, tN ) und
rˆtvˆn⃗,h,h gemäß (3.5) definiert. Bestimme zu gegebenen Anfangswerten ψ
t0
x,h ∈ Yˆrˆ0,h,
ut0h ∈ V t0h , et0h ∈ Zt0e,h die Energiedichte und Temperatur eth, T th ∈ Zte,h, die Geschwin-
digkeit der Materiepunkte uth ∈ V th , den Druck pth ∈ W th und die Transformation
ψtx,h ∈ Yˆrˆtvˆn⃗,h,h,h, so dass für fast alle t ∈ [t0, tN ]
me(∂ˆte
t
h, ξ
t
h)Ωth
+ aT (T
t
h;T
t
h, ξ
t
h)Ωth
+ be(u
t
h − wth; eth, ξth)Ωth
= fT (ξ
t
h)Ωth
+ gT (T
t
h; ξ
t
h)∂Ωth
, ∀ξth ∈ Zte,h,
mu(∂ˆtu
t
h, φ
t
h)Ωtl,h
+ au(u
t
h, φ
t
h)Ωtl,h
+ bu(u
t
h − wth;uth, φth)Ωtl
+c(pth, φ
t
h)Ωtl,h
+ e(idΓt
l
;φth)Γtl,h
= fu(T
t
h;φ
t
h)Ωtl,h
+ gu(T
t
h;φ
t
h)Γtl,h
+ h(φth)γtl,h\γtls,h , ∀φ
t
h ∈ V t0,h,
c(qth, u
t
h)Ωtl,h
= 0, ∀qth ∈W t0,h,
Ωˆh
∇xˆψtx,h : ∇xˆyˆh = 0, ∀yˆh ∈ Yˆ0,h,
mit
T th = β
t
h(e
t
h) auf Ω
t
h,
vtk,n⃗,h =
IXtk,h,N tk
Ä
uth · n⃗tk,h
ä
0
für
k ∈ Ie
k ∈ Je
,
wˆth = ∂tψ
t
x,h auf Ωˆh,
Ωti,h = ψ
t
x,h(Ωˆi,h), ∀i ∈ Ie,
Γtk,h = ψ
t
x,h(Γˆk,h), ∀k ∈ Ie ⊎ Je,
und ∂ˆtuth|Ωtl,h ∈ L
2
Ä
Ωtl,h
ä
, ∂ˆteth ∈ L2
Ä
Ωth
ä
, ∂tψtx,h ∈ L2(Ωˆh) gilt. Dabei sind Ωti,h und
Γtk,h für i ∈ IT bzw. k ∈ IT ⊎ JT gemäß Definition 3.6 gegeben.
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3.3 Zeitdiskretisierung
Für die Diskretisierung der Zeit bezeichnen {tn}n=0,1,...,N und {τn}n=0,1,...,N−1 mit
t0 < t1 < · · · < tN , τn := tn+1 − tn
die Menge der diskreten Zeitpunkte und die zugehörigen Zeitschrittweiten. Die Energie-
erhaltung wird über das implizite Euler-Verfahren diskretisiert. Für die Navier-Stokes-
Gleichungen wird die Operator-Splitting-Variante des Zwischenschritt-Θ-Verfahren aus
[4] genutzt, die auf [5] basiert. Die zusätzlichen Zwischenschritte sind dabei durch
tn+Θ := tn +Θτn
tn+Θ′ := tn +Θ
′τn
mit
Θ := 1− 1√
2
Θ′ := 1−Θ
für n = 0, 1, . . . , N − 1
gegeben. Zur Beschreibung der zeitlichen Evolution bezeichne
Tτ :=
¶
(tn, tn+1) ∈ [t0, tN ]2
n = 0, 1, . . . , N − 1© .
die Menge der Paare aufeinander folgender Zeitschritte und
TΘ :=
¶
(tn+α, tn+α′) ∈ [t0, tN ]2
 (α, α′) ∈ {(0,Θ), (Θ,Θ′), (Θ′, 1)},
n = 0, 1, . . . , N − 1
™
die Menge der Paare aufeinander folgender Zwischenschritte. Die zeitliche Evolution der
diskreten Geometrie an den Zeit(zwischen)schritten und die Wahl eines geeigneten Sche-
mas zur Raum-Zeit-Integration werden im Folgenden erläutert.
3.3.1 Zeitdiskrete Evolution der Geometrie
Für die numerische Umsetzung ist es vorteilhaft, die diskrete Geometrie Ωth nicht mit
ψx,h über die Referenzgeometrie Ωˆh zu parametrisieren, sondern stattdessen für jeden
Zeit(zwischen)schritt (ta, tb) ∈ TΘ ⊎ Tτ eine Transformation
χ
(ta,tb)
h : Ω
ta
h × [ta, tb]→ Rd, χ(ta,tb)h (x˜, t) := ψtx,h ◦

ψtax,h
−1
(x˜),
über die Geometrie des alten Zeit(zwischen)schrittes zu definieren, so dass
Ωtbh = χ
(ta,tb)
h
Ä
Ωtah , tb
ä
gilt.
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Für eine exemplarische Feldgröße fh : Qh → Rl, l ∈ N, in eulerscher Darstellung bezeichne
f˜h,Ωta
h
: Ωtah × [ta, tb]→ Rl, f˜h,Ωta
h
(x˜, t) := fh ◦

χ
(ta,tb)
h (x˜, t), t

die auf Ωtah transformierte Feldgröße. Für die Integration wird auch kurz f˜h anstatt f˜h,Ωta
h
geschrieben. Ωtah entspricht in diesem Fall dem Integrationsgebiet.
Anstatt ψx,h zu bestimmen genügt es nun, χ
(tn+α,tn+α′ )
h für jeden Zeitzwischenschritt
(tn+α, tn+α′) ∈ TΘ zu ermitteln. Für einen ganzen Zeitschritt ergibt sich χ(tn,tn+1)h als
Verkettung der Zwischenschritte. Die Geschwindigkeit der Hyperflächen und damit ins-
besondere die Normalengeschwindigkeit für jeden Zwischenschritt wird zeitlich konstant
angesetzt und über den alten Zeitschritt mit dem alten Einheitsnormalenvektor parame-
trisiert, so dass letztere durch
v˜
(tn+α,tn+α′ )
n⃗,h ∈

k∈I⊎J
X
tn+α
k,h ,
v˜
(tn+α,tn+α′ )
n⃗,h
:=
Å
v˜
(tn+α,tn+α′ )
k,n⃗,h
ã
k∈I⊎J
gegeben ist. Die Normalengeschwindigkeit der einzelnen Hyperflächen ergibt sich dabei
aus dem gekoppelten Problem und wird semiimplizit durch
v˜
(tn+α,tn+α′ )
k,n⃗,h
:=

I
X
tn+α
k,h
,N tn+α
k

u˜
tn+α′
h · n⃗tn+αk,h

0
für
k ∈ I
k ∈ J \{ls}
auf Γtn+αk,h
angesetzt. In der Temperaturformulierung wird für die fest-flüssig Phasengrenze außer-
dem
v˜
(tn+α,tn+α′ )
ls,n⃗,h (x˜) := IXtn+α
ls,h
,N tn+α
ls

v˜
(tn,tn+1)
ls,n⃗,h (
˜˜x)n⃗tnls,h(
˜˜x) · n⃗tn+αls,h (x˜)

, ∀x˜ ∈ Γtn+αls,h ,
mit
x˜ = χ
(tn,tn+1)
h (
˜˜x, tn+α)
angesetzt, wobei v˜(tn,tn+1)ls,n⃗,h die durch die L
2-Projektion

Γtn
ls,h
v˜
(tn,tn+1)
ls,n⃗,h νh dox =

Γtn
ls,h
− Ste
RePr
t
κ(T
tn+1
h )
κl(Tm)
∇x˜T˜ tn+1h · n⃗tnls,h
|
νh dox, ∀νh ∈ Xtnls,h,
gegebene zeitlich konstante Normalengeschwindigkeit über einen ganzen Zeitschritt ist.
Analog zum Fortsetzungsoperator Rˆh in (3.3) wird die Normalengeschwindigkeit um
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Tangentialkomponenten durch einen Operator
R˜
tn+α
h :

k∈I⊎J
X
tn+α
k,h → spur

Y
tn+α
h ,∪i∈I∂Ωtn+αi,h

(3.9)
ergänzt, für den ein entsprechender Ansatz zu (3.6) bzw. (3.8) gewählt wird, so dass
R˜
tn+α
h
Å
v˜
(tn+α,tn+α′ )
n⃗,h
ã
· n⃗tn+αk,h = v˜
(tn+α,tn+α′ )
k,n⃗,h auf N tn+αk
ohne Ausnahme in der Enthalpie-Methode und mit Ausnahme von γtn+αl,h ∩ γtn+αls,h in
der Temperatur-Methode gilt. Die Bewegung der Hyperflächen ist damit für alle t ∈
[tn+α, tn+α′ ] durch
χ
(tn+α,tn+α′ )
h (·, t) = r˜th
Å
v˜
(tn+α,tn+α′ )
n⃗,h
ã
:= id
Ω
tn+α
h
+ (t− tn+α)R˜tn+αh
Å
v˜
(tn+α,tn+α′ )
n⃗,h
ã
auf

k∈I⊎J
Γ
tn+α
k,h (3.10)
gegeben. Wie im zeitkontinuierlichen Fall wird die Bewegung der Hyperflächen durch
die Lösung eines Laplace-Problems glatt auf das ganze Gebiet fortgesetzt. Gesucht wird
dabei χ(tn+α,tn+α′ )h (·, t) ∈ Y tn+α
r˜t
h

v˜
(tn+α,tn+α′ )
n⃗,h

,h
, so dass

Ω
tn+α
h
∇x˜χ(tn+α,tn+α′ )h (·, t) : ∇x˜yh dx˜ = 0, ∀yh ∈ Y tn+α0,h ,
mit
Y
tn+α
r˜t
h

v˜
(tn+α,tn+α′ )
n⃗,h

,h
:=
®
yh ∈ Y tn+αh
 yh|∪i∈I∂Ωtn+αi,h = r˜th
Å
v˜
(tn+α,tn+α′ )
n⃗,h
ã´
bzw. Y tn+α0,h :=
®
yh ∈ Y tn+αh
 yh|∪i∈I∂Ωtn+αi,h = 0
´
gilt. Die Fortsetzung von χ(tn+α,tn+α′ )h durch das entsprechende Laplace-Problem un-
terscheidet sich dabei von der ursprünglichen Formulierung des Laplace-Problems mit
ψtx,h, da die Deformation glatt bezüglich Ω
tn+α
h anstatt Ωˆh in das Innere der Teilge-
biete fortgesetzt wird. Dieser Ansatz löst zugleich die folgende Problematik: In der ur-
sprünglichen Formulierung kann die durch ψtx,h beschriebene Deformation so groß sein,
dass sich die Simplizes
¶
ψtx,h(Sˆ)
 Sˆ ∈ Sˆ© überlappen bzw. für nicht konvexe Geometrien¶
ψtx,h(Sˆ)
 Sˆ ∈ Sˆ© ⊈ Ωth gilt und somit keine Triangulierung mit isoparametrischem Rand
mehr vorliegt. In dem hier gewählten Ansatz ist χ(tn+α,tn+α′ )h für die verwendeten Zeit-
schrittweiten stets eine kleine Abweichung von der Identität, so dass dieses Problem nicht
auftritt, sofern St im zeitlichen Verlauf nicht degeneriert. Ein alternativer Ansatz ist in
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[35] beschrieben. Dort wird ein variationeller Ansatz für die Minimierung eines Energie-
funktionals aus der nichtlinearen Elastizität verfolgt, der auch für große Deformationen
geeignet ist.
3.3.2 Raum-Zeit-Integration
Für die Raum-Zeit-Integration über einen Zeit(zwischen)schritt (ta, tb) ∈ Tτ ⊎ TΘ wird
die Geschwindigkeit des Gitters durch den Differenzenquotienten
w˜
(ta,tb)
h : Ω
ta
h → Rd, w˜(ta,tb)h (x˜) :=
χ
(ta,tb)
h (x˜, tb)− idΩta
h
(x˜)
tb − ta , ∀(ta, tb) ∈ Tt ⊎ TΘ,
approximiert, so dass
χ
(ta,tb)
h (·, t) = idΩta
h
+ (t− ta)w˜(ta,tb)h = idΩta
h
+O(tb − ta),
∇x˜χ(ta,tb)h (·, t) = idΩta
h
+ (t− ta)∇x˜w˜(ta,tb)h = idΩta
h
+O(tb − ta)
für alle t ∈ [ta, tb] gilt.
Die Raum-Zeit-Integration einer exemplarische Feldgröße fh : Qh → Rl, l ∈ N, über das
Zeitintervall [ta, tb] und eine Teilmenge Gth := ψ
t
x,h(Gˆ) mit Gˆ ⊂ Ωˆh kann mit Hilfe des
Transformationssatzes und der Transformation χ(ta,tb)h durch
tb
ta

Gt
h
fh(x, t) dx dt =
tb
ta

Gta
h
f˜h(x˜, t)|det∇x˜χ(ta,tb)h | dx˜ dt
=
tb
ta

Gta
h
f˜h(x˜, t) dx˜+O(tb − ta) dt
= (tb − ta)

Gta
h
f˜h(x˜, t
∗) dx˜+O(tb − ta), t∗ ∈ [ta, tb],
approximiert werden. Falls der Integrand Gradienten von Feldgrößen enthält, erhält man
mit der Kettenregel
∇x˜f˜h,Ωta
h
= ∇xfh∇x˜χ(ta,tb)h = ∇xfh +O(tb − ta)
eine entsprechende Approximation. Dieses Verfahren erster Ordnung bildet im Folgenden
die Grundlage für die Zeitintegration. Für die Integration über Hyperflächen kann analog
vorgegangen werden, um ein Verfahren erster Ordnung in der Zeit zu erhalten.
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3.3.3 Volldiskretisierte Temperatur-Formulierung
Das vollständig diskretisierte Problem in der Temperatur-Formulierung lautet:
Problem 3.8 (Volldiskretisierte Temperatur-Formulierung). Finde zu gegebenen
Anfangsdaten für die Teilgebiete Ωt0i,h, i ∈ IT , die Hyperflächen Γt0k,h, k ∈ IT ⊎ JT ,
und die Feldgrößen ut0h ∈ V t0h , T t0h ∈ Zt0T,h für alle n = 0, 1, . . . , N − 1 und Parameter
δ1, δ2 ∈ (0, 1) mit δ1 > 12 eine Lösung der folgenden Teilprobleme:
Energie:
Bestimme T tn+1h ∈ Ztn+1T,h , so dass für alle ξtn+1h ∈ Ztn+1T,h gilt:
mT
Ñ
T˜
tn+1
h ;
T˜
tn+1
h − T tnh
τn
, ξ˜
tn+1
h
é
Ωtn
h
+ aT (T˜
tn+1
h ; T˜
tn+1
h , ξ˜
tn+1
h )Ωtn
h
+bT (T˜
tn+1
h ; u˜
tn+1
h − w˜(tn,tn+1)h ; T˜ tn+1h , ξ˜tn+1h )Ωtn
h
= fT (ξ˜
tn+1
h )Ωtn
h
+ gT (T˜
tn+1
h ; ξ˜
tn+1
h )∂Ωtn
h
.
Masse und Impuls:
Bestimme utn+Θh ∈ V tn+Θh und ptn+Θh ∈ W tn+Θh , so dass für alle φtn+Θh ∈ V tn+Θ0,h und
q
tn+Θ
h ∈W tn+Θ0,h gilt:
mu
Ñ
u˜
tn+Θ
h − utnh
Θτn
, φ˜
tn+Θ
h
é
Ωtn
l,h
+ δ1au(u˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
+c(p˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
= −bu(utnh − w˜(tn,tn+Θ)h ;utnh , φ˜tn+Θh )Ωtn
l,h
−δ2au(utnh , φ˜tn+Θh )Ωtn
l,h
− e(i˜d
Γ
tn+Θ
l,h
; φ˜
tn+Θ
h )Γtn
l,h
+fu(T˜
tn+1
h ; φ˜
tn+Θ
h )Ωtn
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+Θ
h )Γtn
l,h
+ h(φ˜
tn+Θ
h )γtn
l,h
\γtn
ls,h
,
c(q˜
tn+Θ
h , u˜
tn+Θ
h )Ωtn
l,h
= 0.
Bestimme utn+Θ′h ∈ V
tn+Θ′
h , so dass für alle φ
tn+Θ′
h ∈ V
tn+Θ′
0,h gilt:
mu
Ñ
u˜
tn+Θ′
h − utn+Θh
(1− 2Θ)τn , φ˜
tn+Θ′
h
é
Ω
tn+Θ
l,h
+ δ2au(u˜
tn+Θ′
h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+bu(u˜
tn+Θ′
h − w˜
(tn+Θ,tn+Θ′ )
h ; u˜
tn+Θ′
h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
= −c(ptn+Θh , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
−δ1au(utn+Θh , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
− e(i˜d
Γ
tn+Θ′
l,h
; φ˜
tn+Θ′
h )Γ
tn+Θ
l,h
+fu(T˜
tn+1
h ; φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+Θ′
h )Γ
tn+Θ
l,h
+ h(φ˜
tn+Θ′
h )γ
tn+Θ
l,h
\γtn+Θ
ls,h
.
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Bestimme utn+1h ∈ V tn+Θh und ptn+1h ∈ W tn+1h , so dass für alle φtn+1h ∈ V tn+10,h und
q
tn+1
h ∈W tn+10,h gilt:
mu
Ñ
u˜
tn+1
h − u
tn+Θ′
h
Θτn
, φ˜
tn+1
h
é
Ω
tn+Θ′
l,h
+ δ1au(u˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
+c(p˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
= −bu(utn+Θ′h − w˜
(tn+Θ′ ,tn+1)
h ;u
tn+Θ′
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
−δ2au(utn+Θ′h , φ˜tn+1h )Ωtn+Θ′
l,h
− e(i˜d
Γ
tn+1
l,h
; φ˜
tn+1
h )Γ
tn+Θ′
l,h
+fu(T˜
tn+1
h ; φ˜
tn+1
h )Ω
tn+Θ′
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+1
h )Γ
tn+Θ′
l,h
+ h(φ˜
tn+1
h )γ
tn+Θ′
l,h
\γtn+Θ′
ls,h
,
c(q˜
tn+1
h , u˜
tn+1
h )Ω
tn+Θ′
l,h
= 0.
Geometrie:
Bestimme v˜(tn,tn+1)ls,n⃗,h , so dass für alle νh ∈ Xtnls,h gilt:

Γtn
ls,h
v˜
(tn,tn+1)
ls,n⃗,h νh dox =

Γtn
ls,h
− Ste
RePr
t
κi(T
tn+1
h )
κl(Tm)
∇x˜T˜ tn+1h · n⃗tnls,h
|
νh dox.
Bestimme für alle (α, α′) ∈ {(0,Θ), (Θ,Θ′), (Θ′, 1)} Ωtn+α′i,h , Γ
tn+α′
k,h , w˜
(tn+α,tn+α′ )
h ∈
Y
tn+α
h und χ
(tn+α,tn+α′ )
h (·, tn+α′) ∈ Y tn+α
r˜
tn+α′
h

v˜
(tn+α,tn+α′ )
n⃗,h

,h
, so dass gilt:


Ω
tn+α
h
∇x˜χ(tn+α,tn+α′ )h (·, tn+α′) : ∇x˜yh dx˜ = 0, ∀yh ∈ Y tn+α0,h
v˜
(tn+α,tn+α′ )
k,n⃗,h =

I
X
tn+α
k,h
,N tn+α
k

u˜
tn+α′
h · n⃗tn+αk,h

0
I
X
tn+α
ls,h
,N tn+α
ls

v˜
(tn,tn+1)
ls,n⃗,h n⃗
tn
ls,h · n⃗tn+αls,h
 für
k ∈ IT
k ∈ JT \{ls},
k = ls
Ω
tn+α′
i,h = χ
(tn+α,tn+α′ )
h

Ω
tn+α
i,h , tn+α′

, ∀i ∈ IT ,
Γ
tn+α′
k,h = χ
(tn+α,tn+α′ )
h

Γ
tn+α
k,h , tn+α′

, ∀k ∈ IT ⊎ JT ,
w˜
(tn+α,tn+α′ )
h =
χ
(tn+α,tn+α′ )
h (·, tn+α′)− idΩtn+α
h
tn+α′ − tn+α .
Bestimme w˜(tn,tn+1)h ∈ Y tnh , so dass gilt: w˜(tn,tn+1)h = χ
(tn,tn+1)
h (·, tn+1)− idΩtn
h
tn+1 − tn .
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3.3.4 Volldiskretisierte Enthalpie-Formulierung
Für die Enthalpie-Formulierung lautet das vollständig diskretisierte Problem:
Problem 3.9 (Volldiskretisierte Enthalpie-Formulierung). Finde zu gegebenen An-
fangsdaten für die Teilgebiete Ωt0i,h, i ∈ Ie, die Hyperflächen Γt0k,h, k ∈ Ie ⊎ Je, und
die Feldgrößen ut0h ∈ V t0h , et0h , T t0h ∈ Zt0e,h für alle n = 0, 1, . . . , N − 1 und Parameter
δ1, δ2 ∈ (0, 1) mit δ1 > 12 eine Lösung der folgenden Teilprobleme:
Energie:
Bestimme etn+1h , T
tn+1
h ∈ Ztn+1e,h , so dass für alle ξtn+1h ∈ etn+1T,h gilt:
me
Ñ
e˜
tn+1
h − etnh
τn
, ξ˜
tn+1
h
é
Ωtn
h
+ aT (T˜
tn+1
h ; T˜
tn+1
h , ξ˜
tn+1
h )Ωtn
h
+be(u˜
tn+1
h − w˜(tn,tn+1)h ; e˜tn+1h , ξ˜tn+1h )Ωtn
h
= fT (ξ˜
tn+1
h )Ωtn
h
+ gT (T˜
tn+1
h ; ξ˜
tn+1
h )∂Ωtn
h
,
T˜
tn+1
h = β
tn
h

e˜
tn+1
h

.
Masse und Impuls:
Bestimme utn+Θh ∈ V tn+Θh und ptn+Θh ∈ W tn+Θh , so dass für alle φtn+Θh ∈ V tn+Θ0,h und
q
tn+Θ
h ∈W tn+Θ0,h gilt:
mu
Ñ
u˜
tn+Θ
h − utnh
Θτn
, φ˜
tn+Θ
h
é
Ωtn
l,h
+ δ1au(u˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
+c(p˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
= −bu(utnh − w˜(tn,tn+Θ)h ;utnh , φ˜tn+Θh )Ωtn
l,h
−δ2au(utnh , φ˜tn+Θh )Ωtn
l,h
− e(i˜d
Γ
tn+Θ
l,h
; φ˜
tn+Θ
h )Γtn
l,h
+fu(T˜
tn+1
h ; φ˜
tn+Θ
h )Ωtn
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+Θ
h )Γtn
l,h
+ h(φ˜
tn+Θ
h )γtn
l,h
\γtn
ls,h
,
c(q˜
tn+Θ
h , u˜
tn+Θ
h )Ωtn
l,h
= 0.
Bestimme utn+Θ′h ∈ V
tn+Θ′
h , so dass für alle φ
tn+Θ′
h ∈ V
tn+Θ′
0,h gilt:
mu
Ñ
u˜
tn+Θ′
h − utn+Θh
(1− 2Θ)τn , φ˜
tn+Θ′
h
é
Ω
tn+Θ
l,h
+ δ2au(u˜
tn+Θ′
h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+bu(u˜
tn+Θ′
h − w˜
(tn+Θ,tn+Θ′ )
h ; u˜
tn+Θ′
h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
= −c(ptn+Θh , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
−δ1au(utn+Θh , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
− e(i˜d
Γ
tn+Θ′
l,h
; φ˜
tn+Θ′
h )Γ
tn+Θ
l,h
+fu(T˜
tn+1
h ; φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+Θ′
h )Γ
tn+Θ
l,h
+ h(φ˜
tn+Θ′
h )γ
tn+Θ
l,h
\γtn+Θ
ls,h
.
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Bestimme utn+1h ∈ V tn+Θh und ptn+1h ∈ W tn+1h , so dass für alle φtn+1h ∈ V tn+10,h und
q
tn+1
h ∈W tn+10,h gilt:
mu
Ñ
u˜
tn+1
h − u
tn+Θ′
h
Θτn
, φ˜
tn+1
h
é
Ω
tn+Θ′
l,h
+ δ1au(u˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
+c(p˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
= −bu(utn+Θ′h − w˜
(tn+Θ′ ,tn+1)
h ;u
tn+Θ′
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
−δ2au(utn+Θ′h , φ˜tn+1h )Ωtn+Θ′
l,h
− e(i˜d
Γ
tn+1
l,h
; φ˜
tn+1
h )Γ
tn+Θ′
l,h
+fu(T˜
tn+1
h ; φ˜
tn+1
h )Ω
tn+Θ′
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+1
h )Γ
tn+Θ′
l,h
+ h(φ˜
tn+1
h )γ
tn+Θ′
l,h
\γtn+Θ′
ls,h
,
c(q˜
tn+1
h , u˜
tn+1
h )Ω
tn+Θ′
l,h
= 0.
Geometrie:
Bestimme für alle α′ ∈ {Θ,Θ′, 1} das flüssige Teilgebiet Ωtn+α′l,h ⊂ Ω
tn+α′Ûls,h und die
davon abgeleiteten Teilgebiete und Hyperflächen von Ωtn+α′Ûls,h gemäß Definition 3.6
mit:  Ω¯
tn+α′
l,h
:=

S∈Stn+α′
l
S mit Stn+α′l :=

S ∈ Stn+α′Ûls  T˜ tn+1h |S > 0 .
Bestimme für alle (α, α′) ∈ {(0,Θ), (Θ,Θ′), (Θ′, 1)} Ωtn+α′i,h , Γ
tn+α′
k,h , w˜
(tn+α,tn+α′ )
h ∈
Y
tn+α
h und χ
(tn+α,tn+α′ )
h (·, tn+α′) ∈ Y tn+α
r˜
tn+α′
h

v˜
(tn+α,tn+α′ )
n⃗,h

,h
, so dass gilt:


Ω
tn+α
h
∇x˜χ(tn+α,tn+α′ )h (·, tn+α′) : ∇x˜yh dx˜ = 0, ∀yh ∈ Y tn+α0,h
v˜
(tn+α,tn+α′ )
k,n⃗,h =

I
X
tn+α
k,h
,N tn+α
k

u˜
tn+α′
h · n⃗tn+αk,h

0
für
k ∈ Ie
k ∈ Je
Ω
tn+α′
i,h = χ
(tn+α,tn+α′ )
h

Ω
tn+α
i,h , tn+α′

, ∀i ∈ Ie,
Γ
tn+α′
k,h = χ
(tn+α,tn+α′ )
h

Γ
tn+α
k,h , tn+α′

, ∀k ∈ Ie ⊎ Je,
w˜
(tn+α,tn+α′ )
h =
χ
(tn+α,tn+α′ )
h (·, tn+α′)− idΩtn+α
h
tn+α′ − tn+α .
Bestimme w˜(tn,tn+1)h ∈ Y tnh , so dass gilt: w˜(tn,tn+1)h = χ
(tn,tn+1)
h (·, tn+1)− idΩtn
h
tn+1 − tn .
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3.4 Linearisierung und Entkopplung
In den volldiskretisierten Problemen 3.8 und 3.9 sind sämtliche Teilprobleme miteinander
gekoppelt. In diesem Abschnitt werden die Teilprobleme voneinander entkoppelt, um eine
effiziente numerische Lösung zu ermöglichen. Das Teilproblem zur Energieerhaltung wird
zudem durch Ausnutzung des vorangegangenen Zeitschrittes linearisiert.
Das Problem zur Erhaltung der Energie wird von dem Problem zur Erhaltung von Mas-
se und Impuls entkoppelt, indem die Geschwindigkeit der Materieteilchen explizit durch
utnh anstatt implizit durch u˜
tn+1
h angesetzt wird. Für die Entkopplung der Geometrie von
den beiden anderen Problemen wird entsprechend vorgegangen, indem in beiden Teilpro-
blemen die Gittergeschwindigkeit des vorangegangenen Zeit(zwischen)schritts verwendet
wird. Die Gittergeschwindigkeit ist dabei durch
w
(ta,tb)
h : Ω
tb
h → Rd, w(ta,tb)h ◦ χ(ta,tb)h := w˜(ta,tb)h , ∀(ta, tb) ∈ Tτ ⊎ TΘ,
gegeben.
3.4.1 Semi-implizite Diskretisierung des Krümmungsterms
Für den Krümmungsterm e(i˜d
Γ
tn+1
l,h
; φ˜
tn+1
h )Γ
tn+Θ′
l,h
wird der semi-implizite Ansatz aus [4]
angewandt. Hierfür nutzt man die Approximation
i˜d
Γ
tn+α′
l,h
=id
Γ
tn+α
l,h
+ (tn+α′ − tn+α)u˜tn+α′h
+ (tn+α′ − tn+α)
d−1
k=1
Å
w˜
(tn+α,tn+α′ )
h − u˜
tn+α′
h
ã
· τ
Γ
tn+α
l,h
,k
=id
Γ
tn+α
l,h
+ (tn+α′ − tn+α)u˜tn+α′h +O(τn), ∀(tn+α, tn+α′) ∈ TΘ,
so dass die Normalengeschwindigkeit der freien Oberfläche implizit berücksichtigt wird
und lediglich in den Tangentialkomponenten ein Fehler erster Ordnung entsteht. Der
Krümmungsterm wird daher zur Entkopplung von der Geometrie durch
e(i˜d
Γ
tn+α′
l,h
; φ˜
tn+α′
h )Γtn+α
l,h
=e(id
Γ
tn+α
l,h
; φ˜
tn+α′
h )Γtn+α
l,h
+ (tn+α′ − tn+α)d(u˜tn+α′h , φ˜
tn+α′
h )Γtn+α
l,h
+O(τn), ∀(tn+α, tn+α′) ∈ TΘ,
approximiert.
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3.4.2 Linearisierung der Energieerhaltung
Zur Linearisierung der Energieerhaltung wird für die Materialparameter κi und cp,i,
i ∈ I, die Temperatur des vorangegangenen Zeitschrittes verwendet. Zudem wird die
Stefan-Boltzmann-Bedingung gE = gE(T˜
tn+1
h ) gemäß des Ansatzes in [1] punktweise auf
∂Ωtnh durch ein lineares Taylor-Polynom mit Entwicklungspunkt T
tn
h entwickelt:
gE(T˜
tn+1
h ) =Em
ÑÇ
Tm
Tm − Ta + T
tn
h
å3Ç
Tm
Tm − Ta − 3T
tn
h
å
−
Ç
Ta
Tm − Ta
å4é
+ 4Em
Ç
Tm
Tm − Ta + T
tn
h
å3
T˜
tn+1
h +O

(T˜
tn+1
h − T tnh )2

, ∀(tn, tn+1) ∈ Tτ .
Somit kann gT durch
gT (T˜
tn+1
h ; ξ˜
tn+1
h )∂Ωtn
h
≈ gT,imp(T tnh ; T˜ tn+1h , ξ˜tn+1h )∂Ωtn
h
+ gT,exp(T
tn
h , ξ˜
tn+1
h )∂Ωtn
h
mit
gT,imp(T
tn
h ; T˜
tn+1
h , ξ˜
tn+1
h )∂Ωtn
h
:=

∂Ωtn
h
Ñ
4Em
Ç
Tm
Tm − Ta + T
tn
h
å3
+Ko
é
T˜
tn+1
h ξ˜
tn+1
h dox
und
gT,exp(T
tn
h ; ξ˜
tn+1
h )∂Ωtn
h
:=

∂Ωtn
h
Ñ
LaIL + Em
Ç
Tm
Tm − Ta + T
tn
h
å3Ç
Tm
Tm − Ta − 3T
tn
h
å
−Em
Ç
Ta
Tm − Ta
å4
+Ko
é
ξ˜
tn+1
h dox
durch einen bilinearen impliziten und einen linearen expliziten Anteil approximiert wer-
den. Die einzig verbleibende Nichtlinearität ist damit der nichtlineare Zusammenhang
zwischen der Temperatur und der Energiedichte in der Enthalpie-Formulierung. Insge-
samt ergeben sich die folgenden Probleme, in denen die Teilprobleme der Reihenfolge
nach gelöst werden können:
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3.4.3 Entkoppelte linearisierte Temperatur-Formulierung
Problem 3.10 (Entkoppelte linearisierte Temperatur-Formulierung). Finde zu ge-
gebenen Anfangsdaten für die Teilgebiete Ωt0i,h, i ∈ IT , die Hyperflächen Γt0k,h,
k ∈ IT ⊎ JT , die Gittergeschwindigkeit w(t−1,t0)h , w(t−Θ,t0)h und die Feldgrößen
ut0h ∈ V t0h , T t0h ∈ Zt0T,h für alle n = 0, 1, . . . , N − 1 und Parameter δ1, δ2 ∈ (0, 1)
mit δ1 > 12 eine Lösung der folgenden Teilprobleme:
Energie, Stefan-Bedingung - ganzer Zeitschritt:
Bestimme T tn+1h ∈ Ztn+1T,h , so dass für alle ξtn+1h ∈ Ztn+1T,h gilt:
(PT )

mT
Ñ
T tnh ;
T˜
tn+1
h − T tnh
τn
, ξ˜
tn+1
h
é
Ωtn
h
+ aT (T
tn
h ; T˜
tn+1
h , ξ˜
tn+1
h )Ωtn
h
+bT (T
tn
h ;u
tn
h − w(tn−1,tn)h ; T˜ tn+1h , ξ˜tn+1h )Ωtn
h
− gT,imp(T tnh ; T˜ tn+1h , ξ˜tn+1h )∂Ωtn
h
= fT (ξ˜
tn+1
h )Ωtn
h
+ gT,exp(T
tn
h ; ξ˜
tn+1
h )∂Ωtn
h
.
Bestimme v˜(tn,tn+1)ls,n⃗,h , so dass für alle νh ∈ Xtnls,h gilt:
(Pvls)


Γtn
ls,h
v˜
(tn,tn+1)
ls,n⃗,h νh dox =

Γtn
ls,h
− Ste
RePr
t
κi(T˜
tn+1
h )
κl(Tm)
∇x˜T˜ tn+1h · n⃗tnls,h
|
νh dox.
Masse, Impuls, Geometrie - 1. Zwischenschritt:
Bestimme utn+Θh ∈ V tn+Θh und ptn+Θh ∈ W tn+Θh , so dass für alle φtn+Θh ∈ V tn+Θ0,h und
q
tn+Θ
h ∈W tn+Θ0,h gilt:
(P 1u )

mu
Ñ
u˜
tn+Θ
h − utnh
Θτn
, φ˜
tn+Θ
h
é
Ωtn
l,h
+ δ1au(u˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
+ c(p˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
+Θτnd(u˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
= −bu(utnh − w(tn−Θ,tn)h ;utnh , φ˜tn+Θh )Ωtn
l,h
−δ2au(utnh , φ˜tn+Θh )Ωtn
l,h
− e(idΓtn
l,h
; φ˜
tn+Θ
h )Γtn
l,h
+fu(T˜
tn+1
h ; φ˜
tn+Θ
h )Ωtn
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+Θ
h )Γtn
l,h
+ h(φ˜
tn+Θ
h )γtn
l,h
\γtn
ls,h
,
c(q˜
tn+Θ
h , u˜
tn+Θ
h )Ωtn
l,h
= 0.
Bestimme Ωtn+Θi,h , Γ
tn+Θ
k,h , w˜
(tn,tn+Θ)
h ∈ Y tnh und χ(tn,tn+Θ)h ∈ Y tn
r˜
tn+Θ
h

v˜
(tn,tn+Θ)
h
·n⃗tn
h

,h
, so
dass gilt:
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(P 1Ω)


Ωtn
h
∇x˜χ(tn,tn+Θ)h (·, tn+Θ) : ∇x˜yh dx˜ = 0, ∀yh ∈ Y tn0,h
v˜
(tn,tn+Θ)
k,n⃗,h =

IXtn
k,h
,N tn
k

u˜
tn+Θ
h · n⃗tnk,h

0
IXtn
ls,h
,N tn
ls

v˜
(tn,tn+1)
ls,n⃗,h n⃗
tn
ls,h · n⃗tnls,h
 für
k ∈ IT
k ∈ JT \{ls},
k = ls
Ω
tn+Θ
i,h = χ
(tn,tn+Θ)
h

Ωtni,h, tn+Θ

, ∀i ∈ IT ,
Γ
tn+Θ
k,h = χ
(tn,tn+Θ)
h

Γtnk,h, tn+Θ

, ∀k ∈ IT ⊎ JT ,
w˜
(tn,tn+Θ)
h =
χ
(tn,tn+Θ)
h (·, tn+Θ)− idΩtn
h
tn+Θ − tn .
Masse, Impuls, Geometrie - 2. Zwischenschritt:
Bestimme utn+Θ′h ∈ V
tn+Θ′
h , so dass für alle φ
tn+Θ′
h ∈ V
tn+Θ′
0,h gilt:
(P 2u )

mu
Ñ
u˜
tn+Θ′
h − utn+Θh
(1− 2Θ)τn , φ˜
tn+Θ′
h
é
Ω
tn+Θ
l,h
+ δ2au(u˜
tn+Θ′
h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+bu(u˜
tn+Θ′
h − w(tn,tn+Θ)h ; u˜
tn+Θ′
h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+(Θ′ −Θ)τnd(u˜tn+Θ′h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
= −c(ptn+Θh , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
−δ1au(utn+Θh , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
− e(id
Γ
tn+Θ
l,h
; φ˜
tn+Θ′
h )Γ
tn+Θ
l,h
+fu(T˜
tn+1
h ; φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+Θ′
h )Γ
tn+Θ
l,h
+ h(φ˜
tn+Θ′
h )γ
tn+Θ
l,h
\γtn+Θ
ls,h
.
Bestimme Ωtn+Θ′i,h , Γ
tn+Θ′
k,h , w˜
(tn+Θ,tn+Θ′ )
h ∈ Y tn+Θh und χ
(tn+Θ,tn+Θ′ )
h ∈
Y
tn+Θ
r˜
tn+Θ′
h

v˜
(tn+Θ,tn+Θ′ )
h
·n⃗tn+Θ
h

,h
, so dass gilt:
(P 2Ω)


Ω
tn+Θ
h
∇x˜χ(tn+Θ,tn+Θ′ )h (·, tn+Θ′) : ∇x˜yh dx˜ = 0, ∀yh ∈ Y tn+Θ0,h
v˜
(tn+Θ,tn+Θ′ )
k,n⃗,h =

I
X
tn+Θ
k,h
,N tn+Θ
k

u˜
tn+Θ′
h · n⃗tn+Θk,h

0
I
X
tn+Θ
ls,h
,N tn+Θ
ls

v˜
(tn,tn+1)
ls,n⃗,h n⃗
tn
ls,h · n⃗tn+Θls,h
 für
k ∈ IT
k ∈ JT \{ls},
k = ls
Ω
tn+Θ′
i,h = χ
(tn+Θ,tn+Θ′ )
h

Ω
tn+Θ
i,h , tn+Θ′

, ∀i ∈ IT ,
Γ
tn+Θ′
k,h = χ
(tn+Θ,tn+Θ′ )
h

Γ
tn+Θ
k,h , tn+Θ′

, ∀k ∈ IT ⊎ JT ,
w˜
(tn+Θ,tn+Θ′ )
h =
χ
(tn+Θ,tn+Θ′ )
h (·, tn+Θ′)− idΩtn+Θ
h
tn+Θ′ − tn+Θ .
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Masse, Impuls, Geometrie - 3. Zwischenschritt:
Bestimme utn+1h ∈ V tn+Θh und ptn+1h ∈ W tn+1h , so dass für alle φtn+1h ∈ V tn+10,h und
q
tn+1
h ∈W tn+10,h gilt:
(P 3u )

mu
Ñ
u˜
tn+1
h − u
tn+Θ′
h
Θτn
, φ˜
tn+1
h
é
Ω
tn+Θ′
l,h
+ δ1au(u˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
+c(p˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
+Θτnd(u˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
= −bu(utn+Θ′h − w
(tn+Θ,tn+Θ′ )
h ;u
tn+Θ′
h ,φ˜
tn+1
h )Ω
tn+Θ′
l,h
− δ2au(utn+Θ′h , φ˜tn+1h )Ωtn+Θ′
l,h
−e(id
Γ
tn+Θ′
l,h
; φ˜
tn+1
h )Γ
tn+Θ′
l,h
+ fu(T˜
tn+1
h ; φ˜
tn+1
h )Ω
tn+Θ′
l,h
+gu(T˜
tn+1
h ; φ˜
tn+1
h )Γ
tn+Θ′
l,h
+ h(φ˜
tn+1
h )γ
tn+Θ′
l,h
\γtn+Θ′
ls,h
,
c(q˜
tn+1
h , u˜
tn+1
h )Ω
tn+Θ′
l,h
= 0.
Bestimme Ωtn+1i,h , Γ
tn+1
k,h , w˜
(tn+Θ′ ,tn+1)
h ∈ Y
tn+Θ′
h und χ
(tn+Θ′ ,tn+1)
h ∈
Y
tn+Θ′
r˜
tn+1
h

v˜
(tn+Θ′ ,tn+1)
h
·n⃗tn+Θ′
h

,h
, so dass gilt:
(P 3Ω)


Ω
tn+Θ′
h
∇x˜χ(tn+Θ′ ,tn+1)h (·, tn+1) : ∇x˜yh dx˜ = 0, ∀yh ∈ Y
tn+Θ′
0,h
v˜
(tn+Θ′ ,tn+1)
k,n⃗,h =

I
X
tn+Θ′
k,h
,N tn+Θ′
k

u˜
tn+1
h · n⃗
tn+Θ′
k,h

0
I
X
tn+Θ′
ls,h
,N tn+Θ′
ls

v˜
(tn,tn+1)
ls,n⃗,h n⃗
tn
ls,h · n⃗
tn+Θ′
ls,h
 für
k ∈ IT
k ∈ JT \{ls},
k = ls
Ω
tn+1
i,h = χ
(tn+Θ′ ,tn+1)
h

Ω
tn+Θ′
i,h , tn+1

, ∀i ∈ IT ,
Γ
tn+1
k,h = χ
(tn+Θ′ ,tn+1)
h

Γ
tn+Θ′
k,h , tn+1

, ∀k ∈ IT ⊎ JT ,
w˜
(tn+Θ′ ,tn+1)
h =
χ
(tn+Θ′ ,tn+1)
h (·, tn+1)− idΩtn+Θ′
h
tn+1 − tn+Θ′ .
Geometrie - ganzer Zeitschritt:
Bestimme w˜(tn,tn+1)h ∈ Y tnh , so dass gilt: w˜(tn,tn+1)h = χ
(tn,tn+1)
h (·, tn+1)− idΩtn
h
tn+1 − tn .
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3.4.4 Entkoppelte linearisierte Enthalpie-Formulierung
Problem 3.11 (Entkoppelte linearisierte Enthalpie-Formulierung). Finde zu gege-
benen Anfangsdaten für die Teilgebiete Ωt0i,h, i ∈ Ie, die Hyperflächen Γt0k,h, k ∈
Ie ⊎ Je, die Gittergeschwindigkeit w(t−1,t0)h , w(t−Θ,t0)h und die Feldgrößen ut0h ∈ V t0h ,
et0h , T
t0
h ∈ Zt0e,h für alle n = 0, 1, . . . , N − 1 und Parameter δ1, δ2 ∈ (0, 1) mit δ1 > 12
eine Lösung der folgenden Teilprobleme:
Energie - ganzer Zeitschritt:
Bestimme etn+1h , T
tn+1
h ∈ Ztn+1e,h , so dass für alle ξtn+1h ∈ etn+1T,h gilt:
(Pe)

me
Ñ
e˜
tn+1
h − etnh
τn
, ξ˜
tn+1
h
é
Ωtn
h
+ aT (T
tn
h ; T˜
tn+1
h , ξ˜
tn+1
h )Ωtn
h
+be(u
tn
h − w(tn−1,tn)h ; e˜tn+1h , ξ˜tn+1h )Ωtn
h
− gT,imp(T tnh ; T˜ tn+1h , ξ˜tn+1h )∂Ωtn
h
= fT (ξ˜
tn+1
h )Ωtn
h
+ gT,exp(T
tn
h ; ξ˜
tn+1
h )∂Ωtn
h
,
T˜
tn+1
h = β
tn
h

e˜
tn+1
h

.
Bestimme das flüssige Teilgebiet Ωtnl,h ⊂ ΩtnÛls,h und die davon abgeleiteten Teilgebiete
und Hyperflächen von ΩtnÛls,h gemäß Definition 3.6 mit: Ω¯tnl,h := S∈Stn
l
S mit Stnl :=

S ∈ StnÛls  T˜ tn+1h |S > 0 .
Masse, Impuls, Geometrie - 1. Zwischenschritt:
Bestimme utn+Θh ∈ V tn+Θh und ptn+Θh ∈ W tn+Θh , so dass für alle φtn+Θh ∈ V tn+Θ0,h und
q
tn+Θ
h ∈W tn+Θ0,h gilt:
(P 1u )

mu
Ñ
u˜
tn+Θ
h − utnh
Θτn
, φ˜
tn+Θ
h
é
Ωtn
l,h
+ δ1au(u˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
+ c(p˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
+Θτnd(u˜
tn+Θ
h , φ˜
tn+Θ
h )Ωtn
l,h
= −bu(utnh − w(tn−Θ,tn)h ;utnh , φ˜tn+Θh )Ωtn
l,h
−δ2au(utnh , φ˜tn+Θh )Ωtn
l,h
− e(idΓtn
l,h
; φ˜
tn+Θ
h )Γtn
l,h
+fu(T˜
tn+1
h ; φ˜
tn+Θ
h )Ωtn
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+Θ
h )Γtn
l,h
+ h(φ˜
tn+Θ
h )γtn
l,h
\γtn
ls,h
,
c(q˜
tn+Θ
h , u˜
tn+Θ
h )Ωtn
l,h
= 0.
Bestimme Ωtn+Θi,h , Γ
tn+Θ
k,h , w˜
(tn,tn+Θ)
h ∈ Y tnh und χ(tn,tn+Θ)h ∈ Y tn
r˜
tn+Θ
h

v˜
(tn,tn+Θ)
h
·n⃗tn
h

,h
, so
dass gilt:
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(P 1Ω)


Ωtn
h
∇x˜χ(tn,tn+Θ)h (·, tn+Θ) : ∇x˜yh dx˜ = 0, ∀yh ∈ Y tn0,h
v˜
(tn,tn+Θ)
k,n⃗,h =
IXtnk,h,N tnk

u˜
tn+Θ
h · n⃗tnk,h

0
für
k ∈ Ie
k ∈ Je
,
Ω
tn+Θ
i,h = χ
(tn,tn+Θ)
h

Ωtni,h, tn+Θ

, ∀i ∈ Ie ∪ IT ,
Γ
tn+Θ
k,h = χ
(tn,tn+Θ)
h

Γtnk,h, tn+Θ

, ∀k ∈ Ie ∪ IT ∪ Je ∪ JT ,
w˜
(tn,tn+Θ)
h =
χ
(tn,tn+Θ)
h (·, tn+Θ)− idΩtn
h
tn+Θ − tn .
Masse, Impuls, Geometrie - 2. Zwischenschritt:
Bestimme utn+Θ′h ∈ V
tn+Θ′
h , so dass für alle φ
tn+Θ′
h ∈ V
tn+Θ′
0,h gilt:
(P 2u )

mu
Ñ
u˜
tn+Θ′
h − utn+Θh
(1− 2Θ)τn , φ˜
tn+Θ′
h
é
Ω
tn+Θ
l,h
+ δ2au(u˜
tn+Θ′
h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+bu(u˜
tn+Θ′
h − w(tn,tn+Θ)h ; u˜
tn+Θ′
h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+(Θ′ −Θ)τnd(u˜tn+Θ′h , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
= −c(ptn+Θh , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
−δ1au(utn+Θh , φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
− e(id
Γ
tn+Θ
l,h
; φ˜
tn+Θ′
h )Γ
tn+Θ
l,h
+fu(T˜
tn+1
h ; φ˜
tn+Θ′
h )Ω
tn+Θ
l,h
+ gu(T˜
tn+1
h ; φ˜
tn+Θ′
h )Γ
tn+Θ
l,h
+ h(φ˜
tn+Θ′
h )γ
tn+Θ
l,h
\γtn+Θ
ls,h
.
Bestimme Ωtn+Θ′i,h , Γ
tn+Θ′
k,h , w˜
(tn+Θ,tn+Θ′ )
h ∈ Y tn+Θh und χ
(tn+Θ,tn+Θ′ )
h ∈
Y
tn+Θ
r˜
tn+Θ′
h

v˜
(tn+Θ,tn+Θ′ )
h
·n⃗tn+Θ
h

,h
, so dass gilt:
(P 2Ω)


Ω
tn+Θ
h
∇x˜χ(tn+Θ,tn+Θ′ )h (·, tn+Θ′) : ∇x˜yh dx˜ = 0, ∀yh ∈ Y tn+Θ0,h
v˜
(tn+Θ,tn+Θ′ )
k,n⃗,h =

I
X
tn+Θ
k,h
,N tn+Θ
k

u˜
tn+Θ′
h · n⃗tn+Θk,h

0
für
k ∈ Ie
k ∈ Je
,
Ω
tn+Θ′
i,h = χ
(tn+Θ,tn+Θ′ )
h

Ω
tn+Θ
i,h , tn+Θ′

, ∀i ∈ Ie ∪ IT ,
Γ
tn+Θ′
k,h = χ
(tn+Θ,tn+Θ′ )
h

Γ
tn+Θ
k,h , tn+Θ′

, ∀k ∈ Ie ∪ IT ∪ Je ∪ JT ,
w˜
(tn+Θ,tn+Θ′ )
h =
χ
(tn+Θ,tn+Θ′ )
h (·, tn+Θ′)− idΩtn+Θ
h
tn+Θ′ − tn+Θ .
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Masse, Impuls, Geometrie - 3. Zwischenschritt:
Bestimme utn+1h ∈ V tn+Θh und ptn+1h ∈ W tn+1h , so dass für alle φtn+1h ∈ V tn+10,h und
q
tn+1
h ∈W tn+10,h gilt:
(P 3u )

mu
Ñ
u˜
tn+1
h − u
tn+Θ′
h
Θτn
, φ˜
tn+1
h
é
Ω
tn+Θ′
l,h
+ δ1au(u˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
+c(p˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
+Θτnd(u˜
tn+1
h , φ˜
tn+1
h )Ω
tn+Θ′
l,h
= −bu(utn+Θ′h − w
(tn+Θ,tn+Θ′ )
h ;u
tn+Θ′
h ,φ˜
tn+1
h )Ω
tn+Θ′
l,h
− δ2au(utn+Θ′h , φ˜tn+1h )Ωtn+Θ′
l,h
−e(id
Γ
tn+Θ′
l,h
; φ˜
tn+1
h )Γ
tn+Θ′
l,h
+ fu(T˜
tn+1
h ; φ˜
tn+1
h )Ω
tn+Θ′
l,h
+gu(T˜
tn+1
h ; φ˜
tn+1
h )Γ
tn+Θ′
l,h
+ h(φ˜
tn+1
h )γ
tn+Θ′
l,h
\γtn+Θ′
ls,h
,
c(q˜
tn+1
h , u˜
tn+1
h )Ω
tn+Θ′
l,h
= 0.
Bestimme Ωtn+1i,h , Γ
tn+1
k,h , w˜
(tn+Θ′ ,tn+1)
h ∈ Y
tn+Θ′
h und χ
(tn+Θ′ ,tn+1)
h ∈
Y
tn+Θ′
r˜
tn+1
h

v˜
(tn+Θ′ ,tn+1)
h
·n⃗tn+Θ′
h

,h
, so dass gilt:
(P 3Ω)


Ω
tn+Θ′
h
∇x˜χ(tn+Θ′ ,tn+1)h (·, tn+1) : ∇x˜yh dx˜ = 0, ∀yh ∈ Y
tn+Θ′
0,h
v˜
(tn+Θ′ ,tn+1)
k,n⃗,h =

I
X
tn+Θ′
k,h
,N tn+Θ′
k

u˜
tn+1
h · n⃗
tn+Θ′
k,h

0
für
k ∈ Ie
k ∈ Je
,
Ω
tn+1
i,h = χ
(tn+Θ′ ,tn+1)
h

Ω
tn+Θ′
i,h , tn+1

, ∀i ∈ Ie,
Γ
tn+1
k,h = χ
(tn+Θ′ ,tn+1)
h

Γ
tn+Θ′
k,h , tn+1

, ∀k ∈ Ie ⊎ Je,
w˜
(tn+Θ′ ,tn+1)
h =
χ
(tn+Θ′ ,tn+1)
h (·, tn+1)− idΩtn+Θ′
h
tn+1 − tn+Θ′ .
Geometrie - ganzer Zeitschritt:
Bestimme w˜(tn,tn+1)h ∈ Y tnh , so dass gilt: w˜(tn,tn+1)h = χ
(tn,tn+1)
h (·, tn+1)− idΩtn
h
tn+1 − tn .
Im Zuge der numerischen Lösung ist es sowohl für die Temperatur- als auch die Enthalpie-
Methode praktisch δ1 := 1−2Θ1−Θ = 2−
√
2 und δ2 = 1−δ1 zu wählen, so dass die impliziten
Operatoren in (P 1u ), (P 2u ) und (P 3u ) identisch sind. Für die gewählte Diskretisierung der
Navier-Stokes-Gleichungen, der Geometrie und deren Entkopplung wurde in [4] unter
geeigneten Voraussetzungen im Kontext von Raum-Zeit-Elementen die unbedingte Sta-
bilität und die Existenz der diskreten Lösung gezeigt.
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3.5 Numerische Lösung in NAVIER
Zur numerischen Lösung der Probleme 3.10 und 3.11 wird der FORTRAN-Code NAVIER
[4] eingesetzt, in dem das Zwischenschritt-Θ-Verfahren für die Navier-Stokes-Gleichungen
und die zeitliche Evolution der Geometrie für die Raumdimensionen d ∈ {2, 3} im-
plementiert ist. Der Code wurde in [2] um die Wärmeleitungsgleichung (PT ) und die
Stefan-Bedingung (Pvls) (d = 2, rotationssymmetrisch) und in [1] um die Enthalpie-
Formulierung der Energieerhaltung (Pe) (d = 2) erweitert, was die Grundlage für die
Implementierung der betrachteten Probleme bildet.
Die Teilprobleme werden dabei folgendermaßen gelöst:
• Die linearen Sattelpunktprobleme (P 1u ) und (P 3u ) vom Stokes-Typ werden durch
Anwendung einer Schurkomplement-Methode auf ein selbstadjungiertes, positiv
definites Problem für den Druck reduziert und mit einem vorkonditionierten CG-
Verfahren gelöst, siehe [4].
• Das nichtlineare Problem (P 2u ) vom Burgers-Typ wird mit einem vorkonditionierten
GMRES-Verfahren gelöst, wobei die Nichtlinearität nach jedem Neustart aktuali-
siert wird, siehe [4].
• Die Wärmeleitungsgleichung (PT ) ist auf Grund des Konvektionsterms bT nicht
symmetrisch und wird ebenfalls mit dem GMRES-Verfahren gelöst.
• Das symmetrische Problem (Pvls) und die Poisson-Probleme in (P 1Ω), (P 2Ω) und (P 3Ω)
werden mit einem diagonal bzw. nicht vorkonditionierten CG-Verfahren gelöst.
• Das Stefan-Problem (Pe) wird ähnlich zum Ansatz in [7] bzw. [45] mit einem nicht-
linearen SOR-Verfahren gelöst und wird in den beiden folgenden Abschnitten be-
schrieben.
3.5.1 Algebraische Enthalpie-Formulierung des Stefan-Problems
Das Stefan-Problem (Pe) wird ähnlich zum Ansatz in [7] bzw. [45] mit einem nichtlinearen
SOR-Verfahren gelöst. Im Gegensatz zu den genannten Arbeiten wird jedoch nicht nur
der elliptische Anteil aT implizit behandelt, wobei auch das „Lumpen“ der Massematrix
entfällt. Hinzu kommt die erhöhte Komplexität des Problems (Pe) durch den Konvekti-
onsterm be, den Wärmeabstrahlungsterm gT,imp und die Neumann-Randbedingung, so
dass sich Aussagen zur Konvergenz des Verfahrens und der a-priori Fehlerabschätzung
für die numerische Lösung insgesamt nicht ohne weiteres übertragen lassen. In der Praxis
liefert das Verfahren dennoch zufriedenstellende Ergebnisse.
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Zur Beschreibung des zu (Pe) gehörigen algebraischen Problems bezeichne N tn+11 =
{xtn+11 ,xtn+12 , . . . ,xtn+1K } mit K := |N tn+11 | die Menge der Eckpunkte der Triangulierung
Stn+1 für einen Zeitschritt (tn, tn+1) ∈ Tτ und {ξtn+1k }k=1,...,K die Standard-Knotenbasis
von Ztn+1e,h . Die Energiedichte und die Temperatur e
tn+1
h , T
tn+1
h ∈ Ztn+1e,h sind dabei ein-
deutig durch
e
tn+1
h =
K
k=1
e
tn+1
k ξ
tn+1
k bzw. T
tn+1
h =
K
k=1
T
tn+1
k ξ
tn+1
k
über ihre Knotenwerte etn+1k := e
tn+1
h (x
tn+1
k ) bzw. T
tn+1
k
:= T
tn+1
h (x
tn+1
k ) bestimmt und
werden in Vektoren
etn+1 :=

e
tn+1
k

k=1,...,K
∈ RK bzw. Ttn+1 :=

T
tn+1
k

k=1,...,K
∈ RK
zusammengefasst. Knotenweise ergibt sich der Zusammenhang zwischen Energiedichte
und Temperatur über (3.7) durch
β tnk : R→ R, β tnk

e
tn+1
k

:= βtnh

e
tn+1
k ξ˜
tn+1
k

(xk) = T
tn+1
k
bzw.
β tn : RK → RK , β tn
Ä
etn+1
ä
:=

β tnk

e
tn+1
k

k=1,...,K
= Ttn+1
in vektorieller Form. Mit den Matrizen
Mtn+1 :=

M
tn+1
km

k=1,...,K
m=1,...,K
∈ RK×K bzw. Atn+1 :=

A
tn+1
km

k=1,...,K
m=1,...,K
∈ RK×K
gegebenen durch
M
tn+1
km
:= me(ξ˜
tn+1
k , ξ˜
tn+1
m )Ωtn
h
+ τnbe(u
tn
h − w(tn−1,tn)h ; ξ˜tn+1k , ξ˜tn+1m )Ωtn
h
bzw.
A
tn+1
km
:= τnaT (T
tn
h ; ξ˜
tn+1
k , ξ˜
tn+1
m )Ωtn
h
− τngT,imp(T tnh ; ξ˜tn+1k , ξ˜tn+1m )∂Ωtn
h
und der rechten Seite
Ftn+1 :=
Ä
Ftn+1m
ä
m=1,...,K
∈ RK
gegeben durch
Ftn+1m := me(e
tn
h , ξ˜
tn+1
m )Ωtn
h
+ τnfT (ξ˜
tn+1
m )Ωtn
h
+ τngT,exp(T
tn
h ; ξ˜
tn+1
m )∂Ωtn
h
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lautet das zu (Pe) äquivalente algebraische Problem:
Problem 3.12 (Algebraische Formulierung von (Pe)). Bestimme für einen Zeit-
schritt (tn, tn+1) ∈ Tτ zu gegebenen Daten des alten Zeitschrittes tn die Vektoren
etn+1 und Ttn+1 als Lösung des nichtlinearen Gleichungssystems:
Mtn+1 · etn+1 +Atn+1 ·Ttn+1 = Ftn+1 ,
Ttn+1 = β tn
Ä
etn+1
ä.
3.5.2 SOR-Verfahren für das algebraische Problem
Das algebraische Problem wird analog zu den Ansätzen aus [7] bzw. [45] mit einem
SOR-Verfahren gelöst.
Algorithmus 3.13 (SOR-Verfahren für (Pe)). Für Vektoren e˜l, T˜l, F˜l ∈
RK , l ∈ Z, dem Überrelaxations-Parameter ω ∈ (0, 2) und der
vorgegeben Toleranz tol > 0 lautet das SOR-Verfahren für einen
Zeitschritt (tn, tn+1) ∈ Tτ zu gegebenen Daten etn ,Ttn ∈ RK :
1 e˜0 ← etn ;
2 T˜0 ← Ttn ;
3 l← −1;
4 repeat
5 l← l + 1;
6 for k = 1, . . . ,K do
7 F˜l+1k ←
F
tn+1
k −

m<k
M
tn+1
km e˜
l+1
m −

m>k
M
tn+1
km e˜
l
m−

m<k
A
tn+1
km T˜
l+1
m −

m>k
A
tn+1
km T˜
l
m;
8 e˜l+1k ←

M
tn+1
kk id+A
tn+1
kk β
tn
k
−1
(F˜l+1k );
9 T˜l+1k ← β tnk (e˜l+1k );
10 if T˜l+1k ·Tlk > 0 or pk ∈ Ωtnr,h then
11 e˜l+1k ← ωe˜l+1k + (1− ω)e˜lk ;
12 T˜l+1k ← ωT˜l+1k + (1− ω)T˜lk ;
13 end
14 end
15 until max
k=1,...,K
|T˜l+1
k
−T˜lk|
|T˜l+1
k
| < tol;
16 etn+1 ← e˜l+1;
17 Ttn+1 ← T˜l+1;
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Dabei ist hervorzuheben, dass die Funktion Mtn+1kk id+A
tn+1
kk β
tn
k in Zeile 8 des Algorith-
mus invertierbar ist, da Mtn+1kk ,A
tn+1
kk > 0 gilt, β
tn
k monoton wachsend ist, die identische
Abbildung id streng monoton wachsend ist und die besagte Funktion somit insgesamt
streng monoton wachsend ist. Für den Überrelaxations-Parameter wird in der späteren
Anwendung stets ω = 1.3 gewählt. Weiter ist hervorzuheben, dass die Vektoren e˜l, T˜l, F˜l
bei der numerischen Umsetzung nicht benötigt werden und lediglich zur besseren Les-
barkeit des Algorithmus eingeführt wurden. Stattdessen wird jeweils nur eine skalare
Variable für e˜lk, T˜
l
k, F˜
l
k und für die Aktualisierung des maximalen Fehlers benötigt.
3.5.3 Gittergenerierung
Für die Triangulierung des Rechengebietes wird die polygonale Approximation Ωˆh der
Anfangsgeometrie Ωt0 mit einer externen Software trianguliert und gegebenenfalls mit
internen NAVIER-Routinen [46] zu einer Triangulierung Sˆ verfeinert. Wie in Kapitel 3.2
gefordert, müssen die Anteile Sˆi bzw. Σˆk für i ∈ I bzw. k ∈ I ⊎ J Triangulierungen der
polygonalen Approximation von Ωˆi,h bzw. Γˆk,h sein. Die hierfür eingesetzten externen
Software-Pakete sind TRIANGLE [47] für d = 2 und COMSOL [48] bzw. GMSH [49] für
d = 3, die auf Grundlage der Hyperflächen Γˆk,h eine Delaunay-Triangulierung [50] mit
den geforderten Eigenschaften generieren.
Die Triangulierung St0 mit isoparametrischem Rand wird nun auf Grundlage von Sˆ
konstruiert, indem die Kantenmittelpunkte xˆ ∈ N2 mit xˆ ∈ Γˆi,h für i ∈ I orthogonal
auf Γt0i projiziert werden. Für folgende Zeit(zwischen)schritte (ta, tb) ∈ Tτ ⊎ TΘ ist die
Triangulierung mit isoparametrischem Rand analog zur Aktualisierung der Geometrie
(PmΩ ), m ∈ {1, 2, 3}, inkrementell über die Transformation χ(ta,tb)h mit
Stb :=

χ
(ta,tb)
h (S, tb)
S ∈ Sta ,
Stbi :=

χ
(ta,tb)
h (S, tb)
S ∈ Stai  für i ∈ I,
Σtbk :=

χ
(ta,tb)
h (E, tb)
E ∈ Σtak  für k ∈ I ⊎ J ,
gegeben.
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3.5.4 Neuvernetzung
Trotz der glatten Fortsetzung der Gitterbewegung durch die Lösung des diskreten Poisson-
Problems kann das Rechengitter Stn+α mit n = 0, . . . , N − 1 und α = 0,Θ,Θ′, 1 im zeit-
lichen Verlauf degenerieren. Um dies formal zu beschreiben sei S˜tn+α die Triangulierung
mit polygonalem Rand und denselben Eckpunkten N tn+α1 wie bei Stn+α . Die Qualität
des Gitters Stn+α kann durch
σ
Ä
Stn+α
ä
:= max
S∈S˜tn+α
h(S)
ρ(S)
mit dem Durchmesser h(S) und dem Inkugeldurchmesser ρ(S) von S beschrieben wer-
den, wobei der numerische Fehler für wachsendes σ
Ä
Stn+α
ä
zunimmt und zu numerischer
Instabilität führen kann. Um dies zu vermeiden wird jedes Gitter Stn mit σ
Ä
Stn
ä
> σmax
neu vernetzt. σmax ∈ R>0 ist dabei eine gegebene obere Schranke, die eine Mindestqua-
lität des Gitters gewährleistet.
Die Neuvernetzung erfolgt analog zur Generierung von St0 . Dabei wird für die durch die
Triangulierung S˜tn gegebene polygonale Approximation von Ωtnh zunächst eine Delaunay-
Triangulierung bestimmt, die die einzelnen Teilgebiete und Hyperflächen erhält. Anschlie-
ßend werden die Kantenmittelpunkte und zusätzlich eingefügte Eckpunkte auf dem Rand
wiederum orthogonal auf ∂Ωtnh projiziert.
Durch dieses Vorgehen entsteht bei der Neuvernetzung kein geometrischer Approximati-
onsfehler. Die Feldgrößen werden durch die Bestimmung der Knoteninterpolierenden mit
dem in [51] vorgestellten Algorithmus auf die entsprechenden Finite-Elemente-Räume des
neuen Gitters übertragen, was hingegen mit einem Interpolationsfehler einhergeht. Die
Geschwindigkeit der Materieteilchen utnh bildet dabei einen Sonderfall. Da u
tn
h unter der
Knoteninterpolation auf das neue Gitter nicht diskret divergenzfrei bleiben würde, würde
dies zu starken Oszillationen im Druck führen. Um dies zu vermeiden wird utnh gemäß
des Projektionsansatzes in [52] auf den Teilraum der diskret divergenzfreien Funktionen
von V tnh projiziert.
Kapitel 4
Simulation des koaxialen
Stoffanhäufens am Draht (2Drot)
In diesem Kapitel werden die numerischen Methoden eingesetzt, um den Stoffanhäu-
fungsprozess bei koaxialer Laserbestrahlung eines Drahtes zu untersuchen. Die zugehöri-
gen Material- und Prozessparameter sind in Anhang B.1 aufgeführt. Für die Simulation
wird der Prozess in drei Phasen eingeteilt:
• In der Nukleationsphase bildet sich im Auftreffbereich des Lasers ein flüssiges
Teilgebiet aus. Die Entstehung ist dabei mit einer Topologieänderung der Geome-
trie des flüssigen Teilgebietes verbunden.
• In der Anschmelzphase nimmt das Volumen des flüssigen Teilgebietes für die
Dauer der Laserbestrahlung und darüber hinaus zu. Die Topologie der Geometrie
ändert sich in dieser Phase nicht.
• In der Erstarrungsphase erstarrt das zuvor geschmolzene Material. Die Erstar-
rung erfolgt dabei nicht nur von der fest-flüssig Phasengrenze ausgehend sondern
generell von außen nach innen, so dass sich die Topologie ändert.
Zur Simulation der einzelnen Phasen werden die numerischen Methoden für die Tempe-
ratur-Formulierung (Temperatur-Methode, Abk.: TM) und die Enthalpie-Formulierung
(Enthalpie-Methode, Abk.: EM) eingesetzt. Da für die Temperatur-Methode Topologie-
änderungen nicht zulässig sind, kann diese im Gegensatz zur Enthalpie-Methode lediglich
in der Anschmelzphase uneingeschränkt eingesetzt werden. Für eine numerische Untersu-
chung und den Vergleich der beiden Methoden wird daher in Abschnitt 4.2 ausschließlich
die Anschmelzphase betrachtet. Um die Methoden unter ähnlichen Voraussetzungen ver-
gleichen zu können, werden vergleichbare Rechengitter und Zeitschrittweiten gewählt. Bei
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der Gittergenerierung und der Neuvernetzung wird die Feinheit des Gitters durch eine
Heuristik festgelegt. Diese stellt sicher, dass das Gitter in den Teilgebieten Ωtl,h,Ω
t
s,h, an
der freien Oberfläche Γtl,h, im Auftreffbereich des Lasers und speziell für die Temperatur-
Methode auf der fest-flüssig Phasengrenze Γtls,h fein genug ist.
Die Enthalpie-Methode erweist sich dabei als ungeeignet für die Anschmelzphase. Durch
eine stabilisierte Variante der Enthalpie-Methode (Stabilisierte Enthalpie-Methode, Abk.:
SEM) können die Probleme teilweise behoben werden, die Qualität der Temperatur-
Methode wird jedoch nicht erreicht. Es ist daher sinnvoll die Methode an die jeweilige
Phase anzupassen. In Abschnitt 4.3 wird hierfür eine (KombinierteMethode, Abk.:KM)
vorgestellt, die zwischen den Methoden wechselt. Dabei wird die Temperatur-Methode
für die Anschmelzphase und die Enthalpie-Methode für die Nukleations- und Erstar-
rungsphase zur Simulation des gesamten Prozesses eingesetzt. In Abschnitt 4.4 wird die
Simulation experimentellen Ergebnisse gegenübergestellt.
Im folgenden Abschnitt wird das Problem zunächst unter Ausnutzung der Rotations-
symmetrie auf zwei Raumdimensionen reduziert, um eine effiziente numerische Lösung
zu ermöglichen.
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4.1 Rotationssymmetrisches Modell
Durch die koaxiale Laserbestrahlung des Drahtes und bei Annahme einer rotationssym-
metrischen Strömung liegt ein insgesamt rotationssymmetrisches Problem vor. Um dies
auszunutzen, werden die in Kapitel 2 bzw. 3 vorgestellten Probleme durch eine Transfor-
mation in Zylinderkoordinaten überführt. Aufgrund der Rotationssymmetrie sind die
Probleme unabhängig vom Rotationswinkel. Die Probleme können deshalb auf zwei
Raumdimensionen reduziert werden, indem wie in Abbildung 4.1 dargestellt ein halber
Drahtquerschnitt als Geometrie herangezogen wird. Um die Notation einfach zu halten,
wird für die einzelnen Teilmengen in der zweidimensionalen Geometrie dieselbe Bezeich-
nung wie in der zugehörigen dreidimensionalen Geometrie gewählt. Hinzu kommen die
Teilgebietsränder entlang der Symmetrieachse S, die durch
ΓiS(t) := Ωi(t) ∩ S, i ∈ I,
gegeben sind. Die zugehörigen Berandungspunkte werden entsprechend mit γiS bezeich-
net.
S
(a) Ω(t1)
ΓsΩsΓsS
(b) Ω(t0)
ΓsΓsS
Γl
Ωl
Γls
Ωs
ΓlS
(c) Ω(t1)
Γs
Γls
Ωs
ΩlΓlS
ΓsS
ΓsS
(d) Ω(t2)
Abbildung 4.1: Rotationssymmetrische Geometrie für das koaxiale Stoffanhäufen am
Draht: 3D-Geometrie (a) und reduzierte 2D-Geometrie (b-d) zu verschiedenen Zeit-
punkten t0 < t1 < t2
Geeignete Randbedingungen entlang der Symmetrieachse S erhält man unter Ausnut-
zung der Symmetrie. Dabei wird ausgenutzt, dass es weder einen Materie- noch einen
Wärmetransport über die Symmetrieachse gibt. Tangential ist auf ΓlS ein widerstandslo-
ses Gleiten der Materieteilchen möglich, was über die Navier-Slip Randbedingung ermög-
licht wird. Die Randbedingungen für die Erhaltung von Masse und Impuls entsprechen
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damit denen aus Kapitel 2 bzw. 3, wenn ΓiS mit Γir identifiziert wird. Der einzige Unter-
schied besteht in dem von ΓlS und Γl eingeschlossenen „Benetzungswinkel“, der aufgrund
der Glattheit der freien Oberfläche stets 90◦ beträgt. Für die Geometrie ergeben sich mit
dieser Identifikation ebenfalls geeignete Randbedingungen. Die Randbedingungen auf
der Symmetrieachse S zur Ergänzung der Probleme 2.16 bzw. 2.17 sind in der folgenden
Annahme zusammengefasst:
Annahme 4.1 (Randbedingungen auf der Symmetrieachse S). Für alle n ∈ {1, . . . , d−
1} gilt:
Masse und Impuls:
u = 0 auf ΓsS(t),
u · n⃗ΓlS = 0 auf ΓlS(t),
τ⃗TΓlS ,n · σ · n⃗ΓlS = 0 auf ΓlS(t),
Energie:
κi(T )
κl(Tm)
1
RePr
∇xT · n⃗ΓiS = 0 auf ⊎i∈I ΓiS(t),
Geometrie:
viS,n⃗ = 0 für i ∈ I,
w · n⃗ΓlS = 0 auf γlS(t) ∩ γl(t),
∢(n⃗γlS , n⃗γl) = 90◦ auf γlS(t) ∩ γl(t).
Auf eine vollständige Formulierung der einzelnen Probleme in Zylinderkoordinaten wird
an dieser Stelle verzichtet. Für die Navier-Stokes-Gleichungen ist diese einschließlich der
zugehörigen schwachen Formulierung und Diskretisierung in [53] und [54] beschrieben.
Um die Singularitäten der Differentialoperatoren entlang der Symmetrieachse zu behe-
ben, wird dabei der Skalierungsansatz aus [55] genutzt.
4.1.1 Tangentialgeschwindigkeit der Hyperflächen
In den vorherigen Kapiteln wurden für den Fortsetzungsoperator Rˆ in (2.13) bzw. die
diskreten Pendants in (3.3) bzw. (3.9) lediglich verschiedene Ansätze für die Wahl der
Tangentialgeschwindigkeiten vorgeschlagen, die jetzt für das koaxiale Stoffanhäufen am
Draht konkretisiert werden. Der Operator R˜tn+αh zur Bestimmung der Tangentialge-
schwindigkeiten der Hyperflächen für den Zwischenschritt (tn+α, tn+α′) ∈ TΘ wird für
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die Methoden unterschiedlich gewählt. In der Enthalpie-Methode genügt es, die Tangen-
tialgeschwindigkeit auf Null zu setzen.
Für die Temperatur-Methode ist dies auf Grund der Bewegung der fest-flüssig Pha-
sengrenze nicht möglich. Hier wird der Ansatz aus [2] gewählt, wo die Tangentialge-
schwindigkeiten durch eine Relaxation so gewählt werden, dass der relative Abstand der
Gitterpunkte N tn+α′k auf den Hyperflächen Γ
tn+α′
k,h , k ∈ IT ⊎ JT , erhalten bleibt. Dies ist
so implementiert, dass die Gitterpunkte auf den Hyperflächen Γtn+αk,h zunächst mit der
Normalengeschwindigkeit v˜(tn+α,tn+α′ )k,n⃗,h n⃗
tn+α
k,h verschoben werden. Die mehreren Hyperflä-
chen zugeordneten Berandungspunkte genügen dabei den Bedingungen aller angrenzen-
den Hyperflächen, wobei die Punkte entlang der Tripellinien/-punkte γtl,h ∩ γtls,h gemäß
(3.6) eine Ausnahme bilden. Vereinfacht ist dies für die lineare anstatt isoparametrische
Parametrisierung des Gebietsrandes in den Abbildungen 4.8(a) und 4.8(b) skizziert. An-
schließend werden die Gitterpunkte tangential entlang der Hyperflächen verschoben, so
dass ihr relativer Abstand erhalten bleibt (Abb. 4.8(c)). Zuletzt werden die ursprüng-
lich auf Γtn+αs liegenden Gitterpunkte orthogonal auf die alte Position der Hyperfläche
projiziert, wodurch der Volumenfehler durch die vorherige Tangentialbewegung reduziert
wird. Für den freien Kapillarrand Γtn+αl ist dieses Vorgehen aufgrund der Bewegung des
Randes nicht möglich. Der Einfluss dieser Implementierung auf die numerische Erhaltung
des Volumens wird in Abschnitt 4.2.2 an entsprechender Stelle erläutert.
4.2 Anschmelzphase und Untersuchung der numerischen Me-
thoden
In diesem Abschnitt werden die Temperatur-, Enthalpie- und eine stabilisierte Variante
der Enthalpie-Methode eingesetzt, um die Anschmelzphase zu simulieren. Ein Ziel ist
hierbei die Charakterisierung des Prozessverlaufes, wofür einerseits der zeitliche Verlauf
charakteristischer Größen und andererseits das Strömungsfeld, Temperaturprofil und die
Geometrie zu ausgewählten Zeitpunkten betrachtet werden. Zudem werden die nume-
rischen Eigenschaften der Methoden untersucht und miteinander verglichen, wofür die
zeitliche Änderung der Feldgrößen pro Zeitschritt und der numerische Fehler im Volu-
men und der Energie betrachtet wird. Eine ausführliche Beschreibung der betrachteten
Größen und der Ergebnisdarstellung erfolgt im folgenden Abschnitt.
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4.2.1 Charakteristische Größen und Darstellung der Ergebnisse
Obwohl die numerische Simulation in der rotationssymmetrischen Formulierung auf ei-
ner zweidimensionalen Geometrie erfolgt, werden die in diesem Abschnitt eingeführten
Größen auf die physikalisch dreidimensionale Geometrie bezogen. Dies vereinfacht die
Interpretation der physikalischen Größen, wofür die Daten der Simulation entsprechend
umgerechnet werden. Zur Charakterisierung werden die Geschwindigkeit der Materieteil-
chen und der fest-flüssig Phasengrenze, der Druck, die Temperatur und die verschiedenen
Wärmeflüsse über den Rand im zeitlichen Verlauf betrachtet. Die charakteristischen Grö-
ßen sind in der folgenden Tabelle zusammengefasst:
L2-Mittelwert von uh: ∥uh∥L2avg(tn) :=
Ñ
1
|Ωtnl,h|

Ωtn
l,h
|utnh |2 dx
é 1
2
max. Geschwindigkeit der Mat.: |uh|max(tn) := max
x∈Ωtn
h
utnh (x)
min. Geschwindigkeit von Γls,h: |vls,h|min(tn) := min
x∈Γtn
ls,h
vtnls,h(x)
max. Geschwindigkeit von Γls,h: |vls,h|max(tn) := max
x∈Γtn
ls,h
vtnls,h(x)
min. Druck in Ωl,h: ph,min(tn) := min
x∈Ωtn
l,h
ptnh (x)
max. Druck in Ωl,h: ph,max(tn) := max
x∈Ωtn
l,h
ptnh (x)
max. Temperatur in Ωh: Th,max(tn) := max
x∈Ωtn
h
T tnh (x)
Leistung je Zeitschritt, m ∈ {L,A,K}: P (tn,tn+1)m,h :=

∂Ωtn
h
g
(tn,tn+1)
m,h dox
Anschmelzverhältnis: dA(tn) :=
|Ωtnl,h|
2π(L∗)3
.
Dabei bezeichnet g(tn,tn+1)m,h für m ∈ {L,A,K} den jeweils zeitlich konstanten Wärmefluss
für den Lasereintrag, die Abstrahlung bzw. die erzwungene Konvektion, welcher sich aus
dem Diskretisierungsschema ergibt. g(tn,tn+1)h und P
(tn,tn+1)
h bezeichnen die Summe aller
drei Anteile. Das Anschmelzverhältnis dA setzt das flüssige Teilvolumen in Relation zum
Volumen eines Zylinders mit Radius L∗ und Höhe 2L∗. Für den zylinderförmigen Draht
mit Radius L∗ ist das Anschmelzverhältnis dA damit das Pendant zum Anstauchverhält-
nis für den zugehörigen Umformprozess, welches die umgeformte Drahtlänge in Relation
zum Drahtdurchmesser setzt.
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In Bezug auf die numerische Stabilität wird die relative Änderung der charakteristischen
Größen pro Zeitschritt betrachtet:
L2-Mittelwert von uh: ∥uh∥L2τ-avg(tn) :=
∥u˜tn+1h − utnh ∥L2avg(Ωtnl,h)
∥utnh ∥L2avg(Ωtnl,h)
max. Geschwindigkeit der Mat.: |uh|τ -max(tn) :=
|uh|max(tn+1)− |uh|max(tn)
|uh|max(tn)
min. Geschwindigkeit von Γls,h: |vls,h|τ -min(tn) :=
|vls,h|min(tn+1)− |vls,h|min(tn)
|vls,h|min(tn)
max. Geschwindigkeit von Γls,h: |vls,h|τ -max(tn) :=
|vls,h|max(tn+1)− |vls,h|max(tn)
|vls,h|max(tn)
min. Druck in Ωl,h: |ph|τ -min(tn) :=
ph,min(tn+1)− ph,min(tn)
|ph,min(tn)|
max. Druck in Ωl,h: |ph|τ -max(tn) :=
ph,max(tn+1)− ph,max(tn)
|ph,max(tn)|
max. Temperatur in Ωh: |Th|τ -max(tn) :=
Th,max(tn+1)− Th,max(tn)
|Th,max(tn)|
Als Diskretisierungsfehler wird zum einen der relative Volumen- bzw. Massenfehler und
zum anderen der akkumulierte Fehler in der Energiebilanz betrachtet:
rel. Volumenfehler: EV ol(tn) :=
|Ωtnh | − |Ωt0h |
max
n=0,...,N
|Ωtnl,h|
rel. Energiefehler: EEn(tn) :=
Å
Ωtn
h
ρetnh dx−

Ω
t0
h
ρet0h dx
ã
−n−1k=0 τkP (tk,tk+1)hn−1k=0 τkP (tk,tk+1)h 
Für den relativen Volumenfehler wird als Referenz das maximal erreichte flüssige Volu-
men anstatt des Anfangsvolumen |Ωt0h | gewählt. Andernfalls könnte der Fehler durch eine
Erhöhung der Drahtlänge künstlich verkleinert werden. In der Definition des relativen
Energiefehlers ist die Energiedichte auf den einzelnen Teilgebieten in der Temperatur-
Methode gemäß Gleichung (2.28) gegeben. Die kinetische Energie und die Oberflächen-
energie des freien Kapillarrandes werden im Energiefehler vernachlässigt, da diese sehr
klein sind. Für die Temperatur-Methode und das koaxiale Stoffanhäufen am Draht in Ab-
schnitt 4.2.2 gelten beispielsweise

Ωtn
h
ρ
2 |utnh |2 dx < 7.5·10−10 J bzw.

Γtn
l,h
ςl dx < 5·10−6 J
für alle Zeitschritte tn, wobei die Energieänderung unter Berücksichtigung des zeitlichen
Verlaufs kleiner als 1 · 10−8W bzw. 5 · 10−5W ist. Die zeitliche Änderung der inneren
Energie liegt hingegen zwischen 50W zu Prozessbeginn und 1W am Ende der Erstar-
rung, so dass die Vernachlässigung der kinetischen Energie und der Oberflächenenergie
nur einen unerheblichen Einfluss auf die Fehlerbetrachtung hat.
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Darstellung der Ergebnisse
In den folgenden Abschnitten werden die Ergebnisse überwiegend in dimensionsloser
Form dargestellt. Die dimensionslosen Größen werden dabei wie in Anhang A durch
ein „ ˜ “ gekennzeichnet. Da die dimensionslosen Größen keine physikalische Einheit
besitzen, wird in diesem Zusammenhang der Begriff „Einheit“ benutzt. Für t˜ ∈ [0, 2]
wird somit z.B. von den ersten beiden Zeiteinheiten gesprochen.
Zur graphischen Darstellung des Simulationsverlaufes durch die Software PARAVIEW
[56] wird das untere Ende der zweidimensionalen Geometrie zu ausgewählten Zeitpunk-
ten jeweils zusätzlich an der Symmetrie-/ Rotationsachse S gespiegelt dargestellt (siehe
z.B. Abb. 4.2). Das flüssige Teilgebiet Ωtl,h bzw. das feste Teilgebiet Ω
t
s,h ist dabei hell-
bzw. dunkelgrau eingefärbt. Auf der linken Seite ist jeweils das Rechengitter, wohingegen
auf der rechten Seite die Isolinien für die Temperaturen T˜ = 0.1 · k mit k ∈ Z einge-
zeichnet sind, wobei die Isolinie zur Schmelztemperatur in schwarz dargestellt ist. Der
isoparametrische (stückweise quadratische) Gebietsrand wird hierbei unter Berücksich-
tigung der Kantenmittelpunkte durch eine polygonale Approximation dargestellt. Die
Strömung u˜ wird durch Strömungspfeile repräsentiert, die zur Darstellung jeweils mit
einem angegebenen Faktor 1u˜∗ skaliert sind.
Der zeitliche Verlauf der oben aufgeführten Größen wird in Diagrammen mit doppelter
Achsenbeschriftung dargestellt: Unten bzw. links sind die dimensionslosen und oben bzw.
rechts die dimensionsbehafteten Größen aufgetragen (siehe z.B. Abb. 4.4). Da sich die
Dynamik zu Prozessbeginn schnell verändert und die Größen teilweise mehrere Größen-
ordnungen umfasst, wird ggfs. eine logarithmische Darstellung gewählt.
4.2.2 Temperatur-Methode
Die Temperatur-Methode basiert auf der in [2] vorgestellten Methode, wo ebenfalls die
Anschmelzphase des koaxialen Stoffanhäufens am Draht untersucht wird. Der wesentli-
che Unterschied zur hier verwendeten Methode liegt in der Diskretisierung der Wärme-
leitungsgleichung. In [2] werden stückweise quadratische Polynome für die Temperatur
und das Zwischenschritt-Θ-Verfahren für die Zeit verwendet. In dem dort betrachten
Prozess ist die aufgeschmolzene Drahtlänge außerdem deutlich geringer, wodurch die im
Folgenden beobachteten Diskretisierungsfehler dort nicht so stark auftreten.
Die Zeitschrittweite τn wird fast über den gesamten Zeitraum [t0, tN ] konstant als τn =
τ = 1 · 10−4 gewählt. Für die ersten Zeitschritte ist es notwendig, die Zeitschrittweite
kleiner als τ zu wählen, um die numerische Stabilität des Verfahrens zu gewährleisten.
Hierfür wurde eine Heuristik auf Grundlage der Normalengeschwindigkeit der fest-flüssig
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Phasengrenze und der zur Konvergenz der Teilprobleme benötigten Iterationszahlen im-
plementiert. Der Verlauf der Zeitschrittweite τn ist in Abb. 4.4(b) skizziert.
4.2.2.1 Simulationsverlauf und Charakterisierung
Der Simulationsverlauf ist in den Abbildungen 4.2 und 4.3 zu ausgewählten Zeitpunk-
ten dargestellt. Die zugehörigen charakteristischen Größen sind in den Abbildungen 4.4
und 4.5 dargestellt. Die Zeitpunkte wurden dabei anhand der in Abb. 4.4(a) dargestell-
ten Geschwindigkeit der Materieteilchen und der fest-flüssig Phasengrenze gewählt, die
sich im zeitlichen Verlauf qualitativ verändern und mit einer qualitativen Änderung des
Strömungsprofils einhergehen.
Für die Anschmelzphase ist der betrachtete Anfangszeitpunkt t˜324 = 3.23 ·10−3, so dass
schon ein kleines flüssiges Teilgebiet (Abb. 4.2(a)) vorliegt. Die Anfangsgeometrie ein-
schließlich zugehöriger Anfangswerte ergeben sich dabei gemäß der in Abschnitt 4.3 vor-
gestellten kombinierten Methode, bei der die Nukleationsphase mit Hilfe der Enthalpie-
Methode simuliert wird. Da der Laserstrahl stark fokussiert im Bereich der Symmetrie-
achse auf den Draht trifft, ist der Temperaturgradient in diesem Bereich schon für die
Anfangsgeometrie sehr groß. Die maximal erreichte Temperatur ist dabei auf Grund des
geringen Abstandes der Isolinien schwer zu erkennen und kann stattdessen Abb. 4.5(a)
entnommen werden. Sie beträgt mit über 25000K ein Vielfaches der Schmelz- bzw. Ver-
dampfungstemperatur, was nicht physikalisch ist. Diese extrem hohen Temperaturen
treten allerdings nur in einem sehr kleinen Bereich um den Auftreffpunkt des Lasers auf.
Neben Fehlern durch die Diskretisierung ist eine Ursache hierfür, dass in diesem Bereich
aufgrund der großen Gradienten zunehmend nichtlineare Effekte in den Vordergrund
treten, die im Modell nicht erfasst sind.
Bevor die fest-flüssig Phasengrenze Γtls,h bzw. der Tripelpunkt γ
t
l,h∩γtls,h die abgerundete
Ecke des Drahtes bei etwa t˜987 = 3.2 ·10−2 erreicht, dominiert die thermische Auftriebs-
kraft das Strömungsfeld, was eine Zirkulation des Fluids bewirkt. (Abb. 4.2(b)). Die
Strömungsgeschwindigkeit nimmt dabei mit der Größe des flüssigen Teilvolumens zu,
welches näherungsweise die Form einer Halbkugel besitzt. Die Zuwachsrate des flüssigen
Teilgebietes Ωtl,h ist durch die Laserbestrahlung mit konstanter Leistung näherungswei-
se konstant. Die Geschwindigkeit vtls,h nimmt daher aufgrund der Oberflächenvergrö-
ßerung der fest-flüssig Phasengrenze Γtls,h zunächst stark ab. Durch die zunehmende
Aufheizung des Drahtes kann immer weniger Energie durch Wärmeleitung in radialer
Richtung abtransportiert werden, wodurch die Geschwindigkeit vtls,h nahe der Mantel-
fläche des Drahtes zunimmt. Die freie Oberfläche Γtl,h ist in dieser Phase nahezu planar
und eine Verringerung der Oberfläche ist kaum möglich. Der Druck bleibt dabei mit
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(a) t˜324 = 3.23 · 10−3, u˜∗ = 0 (b) t˜908 = 2.5 · 10−2, u˜∗ = 2
(c) t˜1118 = 4.5 · 10−2, u˜∗ = 100 (d) t˜1318 = 6.5 · 10−2, u˜∗ = 50
(e) t˜1439 = 7.71 · 10−2, u˜∗ = 2 (f) t˜1668 = 0.1, u˜∗ = 33.33
Abbildung 4.2: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (TM): Vi-
sualisierung.
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(a) t˜3168 = 0.25, u˜∗ = 50 (b) t˜10668 = 1, u˜∗ = 50
(c) t˜15668 = 1.5, u˜∗ = 20 (d) t˜21414 = 2.07, u˜∗ = 0.25
Abbildung 4.3: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (TM): Vi-
sualisierung (Fortsetzung).
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(a) Geschwindigkeit der Materieteilchen und der fest-flüssig Phasengrenze: Die Hilfslinien kenn-
zeichnen die in Abb. 4.2 und 4.3 dargestellten Zeitpunkte.
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Abbildung 4.4: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (TM): Cha-
rakteristische Größen im zeitlichen Verlauf.
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Abbildung 4.5: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (TM): Cha-
rakteristische Größen im zeitlichen Verlauf (Fortsetzung).
p˜th ∈ [−317.7, 16.5] relativ gering im Vergleich zum späteren Verlauf (Abb. 4.4(c)). Be-
dingt durch die Schwerkraft zeigt der Gradient des Druckes im Wesentlichen in Richtung
der Schwerkraft.
Während sich der Tripelpunkt γtl,h ∩ γtls,h entlang der abgerundeten Ecke des Drahtes
bewegt (Abb. 4.2(c)), beginnt die Oberflächenspannung die thermischen Auftriebskräf-
te zu dominieren. Die Materieteilchen strömen dabei nach unten und in Richtung der
Symmetrieachse, so dass Γtl,h zunehmend die Form einer Halbsphäre annimmt. Die Strö-
mungsgeschwindigkeit uth nimmt dabei kontinuierlich zu, bis der Tripelpunkt die abge-
rundete Ecke im Zeitpunkt t˜1185 = 5.17 ·10−2 passiert und die Mantelfläche des Drahtes
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erreicht hat. Zu diesem Zeitpunkt ist die uth etwa 100 mal größer als die zuvor beobachte-
ten Geschwindigkeiten. Die maximale Geschwindigkeit wird nahe des Tripelpunktes auf
Γtl,h angenommen und entspricht in etwa der Maximalgeschwindigkeit der Phasengrenze
Γtls,h. Anschließend nimmt die Geschwindigkeit ab (Abb. 4.2(d)), bis sich zum Zeitpunkt
t˜1439 = 7.71 · 10−2 die Halbsphäre vollständig ausgebildet hat und das Niveau der Zirku-
lation durch die thermischen Auftriebskräfte erreicht ist (Abb. 4.2(e)). Der Druck steigt
bis zu diesem Zeitpunkt kontinuierlich an (Abb. 4.4(c)). Die Druckunterschiede bleiben
dabei relativ klein, lediglich im Bereich des Tripelpunktes ist der Druck erhöht.
Im weiteren Verlauf bildet sich das flüssige Teilgebiet Ωtl,h immer weiter zu einer Ku-
gel aus. Die Materieteilchen strömen dabei im Gegensatz zum bisherigen Verlauf nach
oben und außen (Abb. 4.2(f)). Der Druck sinkt dabei kontinuierlich bis auf die Hälfte
des vorherigen Maximalwertes. Die Druckunterschiede bleiben dabei wie zuvor gering, im
Bereich des Tripelpunktes ist der Druck allerdings nicht mehr erhöht sondern stattdessen
aufgrund der entgegengesetzten Bewegung niedriger. Für die Dauer der Laserbestrahlung
stellt sich dabei ein nahezu „stationärer“ Zustand ein, in dem sich die Phasengrenze und
die Materieteilchen im flüssigen Teilgebiet gleichmäßig aufwärts bewegen (Abb. 4.3(a),
4.3(b)). Das Temperaturfeld und die verschiedenen Wärmeflüsse über den Gebietsrand
ändern sich ebenfalls kaum (Abb. 4.5(c)). Neben der zeitlich konstanten Wärmezufuhr
durch den Laser PL,h hat lediglich die Wärmeabstrahlung PA,h einen signifikanten Ein-
fluss. Der Großteil wird jedoch in der näheren Umgebung des Auftreffbereichs des Lasers
abgestrahlt, so dass die insgesamt abgestrahlte Wärmemenge nur geringfügig mit der
Größe des flüssigen Teilvolumens zunimmt. Die Zunahme des flüssigen Teilvolumens er-
folgt damit insgesamt nahezu linear mit der Zeit (Abb. 4.5(b)).
Mit der Abschaltung des Lasers zum Zeitpunkt t˜10668 = 1 sinkt die maximale Tempera-
tur innerhalb von 5 · 10−2 Zeiteinheiten auf realistische Werte unterhalb der Verdamp-
fungstemperatur. Die Wärmeabstrahlung PA,h nimmt dabei aufgrund der zunehmend
homogeneren Temperaturverteilung deutlich stärker ab als der Wärmeverlust durch die
erzwungene Konvektion PK,h. Im weiteren Verlauf nimmt letztere nur unwesentlich ab
und hat daher ab t˜21049 = 2.04 den größeren Einfluss. Nach der Abschaltung des Lasers
ist die im flüssigen Teilgebiet gespeicherte Energie so groß, dass der Anschmelzprozess
weitere ca. 1 Zeiteinheiten andauert, bevor die Erstarrung bei t˜21414 = 2.07 einsetzt
(Abb. 4.3(d)). Die Geschwindigkeit der fest-flüssig Phasengrenze und der Materieteilchen
nimmt in dieser Zeit kontinuierlich ab. Eine qualitative Änderung des Strömungsfeldes,
der Geometrie oder des Druckes gibt es nicht (Abb. 4.3(c)).
Zur Beurteilung der numerischen Stabilität ist die relative Änderung der charakteristi-
schen Größen pro Zeitschritt in Abbildung 4.6 dargestellt. Die Änderung für die Ge-
schwindigkeit der Materieteilchen (Abb. 4.6(a)), der fest-flüssig Phasengrenze (Abb.
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4.6(b)), den Druck und die Temperatur (Abb. 4.6(c)) liegen dabei für die gewählte Zeit-
schrittweite in weiten Bereichen unter einem Prozent.
Für die Geschwindigkeit der Materieteilchen und den Druck ist die Änderung lediglich
in den Zeitbereichen deutlich erhöht, in denen sich das Strömungsfeld qualitativ ändert.
Dies ist zum einen bei t˜987 = 3.2 · 10−2 der Fall, wenn die thermisch bedingten Zirku-
lation in die durch die Oberflächenspannung bestimmte Bewegung der freien Oberfläche
zur Bildung einer Halbspähre übergeht. Zum anderen kehrt sich die Richtung des Strö-
mungsfeldes nach der vollständigen Ausbildung der Halbsphäre bei t˜1439 = 7.71 · 10−2
um. Am Ende der Anschmelzphase ändert sich das Strömungsfeld wiederum qualitativ,
die absolute Geschwindigkeit ist jedoch wie die der fest-flüssig Phasengrenze sehr gering.
Für die Temperatur ist die Änderung erwartungsgemäß lediglich bei t˜10668 = 1 mit der
Abschaltung des Lasers groß.
Das Rechengitter wird während der Anschmelzphase 14 mal neu vernetzt. Die entspre-
chenden Zeitpunkte sind in Abbildung 4.6 durch gepunktete Linien gekennzeichnet, zu
denen nach der Neuvernetzung deutlich eine Oszillation bzw. ein Sprung in den Feld-
größen zu erkennen ist. Eine Ursache hierfür ist, dass die Feldgrößen durch eine Kno-
teninterpolation auf das neue Gitter übertragen werden. Entlang der fest-flüssig Pha-
sengrenze hat dies einen unmittelbaren Einfluss auf die Geschwindigkeit derselben, da
die Temperatur-Gradienten ebenfalls nicht erhalten bleiben. Entlang des freien Kapil-
larrandes kommt durch das etwaige Hinzufügen neuer Knoten bei der Neuvernetzung
hinzu, dass bzgl. der diskreten Krümmung kein Gleichgewichtszustand mehr vorliegt,
was wiederum Kapillarwellen zur Folge haben kann, die sowohl die Strömung als auch
den Druck beeinflussen. Die Amplitude der Oszillation bzw. die Größe der Sprünge ist
jedoch relativ klein und nimmt schon nach wenigen Zeitschritten stark ab. Der Einfluss
auf die in Abb. 4.4 und 4.5 dargestellten Größen selbst ist daher klein und auf wenige
Zeitschritte begrenzt.
4.2.2.2 Numerische Fehlerbetrachtung
Der zeitliche Verlauf des numerischen Fehlers für das Volumen und die Energie ist für
verschiedene Zeitschrittweiten bei unveränderter Gitterweite in Abbildung 4.7 darge-
stellt. In Abb. 4.7(a) ist zu erkennen, dass der Volumenfehler im Wesentlichen durch die
Wahl der Zeitschrittweite bestimmt wird. Im Vergleich zur verwendeten Zeitschrittweite
τ˜ = 1 · 10−4 wird durch eine Halbierung der Zeitschrittweite der Volumenfehler am Ende
der Anschmelzphase von rund 4% auf 2% halbiert.
Der qualitative Zeitverlauf des Fehlers kann zum Teil anhand der zeitdiskreten Bewegung
der Hyperflächen gemäß (3.10) begründet werden, die letztendlich auf die Fortsetzung der
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Abbildung 4.6: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (TM): Re-
lative Änderung charakteristischer Größen pro Zeitschritt. Die Hilfslinien kennzeichnen
die Zeitpunkte der Neuvernetzung des Gitters.
Kapitel 4: Simulation des koaxialen Stoffanhäufens am Draht (2Drot) 121
10−2 10−1 100
−8
−7
−6
−5
−4
−3
−2
−1
0
10−3 10−2 10−1
Zeit t˜n [−]
re
l.
V
ol
um
en
fe
hl
er
[%
]
Zeit tn [s]
τ˜n = 4 · 10−4
τ˜n = 2 · 10−4
τ˜n = 1 · 10−4
τ˜n = 5 · 10−5
(a) Relativer Volumenfehler EV ol
10−2 10−1 100
−7
−6
−5
−4
−3
−2
−1
0
1
2
3
10−3 10−2 10−1
Zeit t˜n [−]
re
l.
E
ne
rg
ie
fe
hl
er
[%
]
Zeit tn [s]
τ˜n = 4 · 10−4
τ˜n = 2 · 10−4
τ˜n = 1 · 10−4
τ˜n = 5 · 10−5
(b) Relativer Energiefehler EEn
Abbildung 4.7: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (TM): Nu-
merischer Fehler für verschiedene Zeitschrittweiten.
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Normalengeschwindigkeit gemäß (3.6) zurückgeht. Für eine lineare anstatt isoparametri-
sche Diskretisierung des Gebietsrandes ist dies in Abb. 4.8 skizziert. Bis zur vollständigen
Ausbildung der Halbsphäre zum Zeitpunkt t˜1439 = 7.71 · 10−2 ist die Geometrie um den
Tripelpunkt konvex, so dass durch die Normalenbewegung der Hyperflächen Volumen
verloren geht (Abb. 4.8(a)). Anschließend ist die Geometrie um den Tripelpunkt nicht
mehr konvex, so dass entsprechend Volumen hinzugewonnen wird (Abb. 4.8(b)). In bei-
den Situationen führt die anschließende Tangentialbewegung zu einem Volumenverlust
(Abb. 4.8(c)), da das flüssige Teilgebiet am äußeren Gebietsrand stets konvex ist. Der
Verlust nimmt dabei mit der Größe des flüssigen Teilgebietes zu. Dies ist insbesondere
darauf zurückzuführen, dass sich Volumenfehler in der zweidimensionalen Geometrie in
Bereichen mit großer radialer Komponente in der physikalisch dreidimensionalen Geome-
trie in Relation größer auswirken. Die Überlagerung der einzelnen Effekte ist im zeitlichen
Verlauf vor allem für die größeren Zeitschrittweiten deutlich zu erkennen.
An dieser Stelle sei noch einmal bemerkt, dass dies nur einen Anteil des Diskretisierungs-
fehlers ausmacht, welcher den qualitativen Verlauf zumindest gut zu beschreiben scheint.
Der große Volumenverlust im späteren Zeitverlauf ist jedoch genauso für die stabilisierte
Enthalpie-Methode in Abb. 4.20(a) zu beobachten, wo die in Abb. 4.8 dargestellten Feh-
ler nicht auftreten. Es ist also durchaus möglich, dass der durch die tangentiale Bewegung
verursachte Volumenfehler nur eine untergeordnete Rolle spielt. Da sich die stabilisier-
te Enthalpie-Methode jedoch deutlich von der Temperaturmethode unterscheidet und
andere Aspekte zum Diskretisierungsfehler beitragen, wären weitergehende numerische
Untersuchungen notwendig, um den Fehler durch die Tangentialverschiebung in Relation
zum Gesamtfehler zu quantifizieren.
Da die Gesamtenergie im Draht als Integral über das Volumen definiert ist, ist der Volu-
menfehler unmittelbar mit einem Fehler in der Energie verbunden. Dieser Zusammenhang
ist deutlich im zeitlichen Verlauf des relativen Energiefehlers in Abb. 4.7(b) zu erkennen,
da der Verlauf ab t˜1439 = 7.71 · 10−2 qualitativ dem des Volumenfehlers entspricht.
Unabhängig vom Volumenfehler kann der Energiefehler lediglich für frühe Zeitpunkte
beobachtet werden. Der Verlauf der Kurven ist dabei zunächst identisch, weil die Zeit-
schrittweiten sich erst im späteren Verlauf voneinander unterscheiden. Dies liegt daran,
dass die Zeitschrittweite durch eine Heuristik gesteuert wird, in der die jeweils angege-
bene Zeitschrittweite lediglich eine Obergrenze darstellt (vgl. Abb. 4.4(b)). Im zeitlichen
Verlauf sind außerdem Sprünge im Fehler zu beobachten, welche durch die Neuvernet-
zung des Gitters und der damit verbundenen Knoteninterpolation für die Temperatur
hervorgerufen werden.
Insgesamt ermöglicht die Temperatur-Methode eine stabile Simulation und Charakteri-
sierung der Anschmelzphase. Der numerische Fehler liegt für die gewählte Diskretisierung
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(a) konvexe Geometrie um Tripel-
punkt
(b) nicht konvexe Geometrie um Tri-
pelpunkt
(c) Nacheinander erfolgende tangentiale Bewegung der Knoten auf Γl,h
Abbildung 4.8: Schematische Darstellung der Ursachen des systematischen Volumen-
fehlers (TM): (a) und (b) zeigen die Normalenbewegung der Hyperflächen-Knoten für
einen Zeit(zwischen)schritt. (c) zeigt die anschließende Tangentialbewegung exempla-
risch für Γl,h. Die alte Position der Knoten ist in blau, neu aufgeschmolzenes, materiell
bewegtes, zugewonnenes bzw. verlorenes Volumen in grau schraffiert, blau schraffiert,
grün bzw. rot dargestellt.
im einstelligen Prozentbereich und ist maßgeblich von der gewählten Zeitschrittweite ab-
hängt.
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4.2.3 Enthalpie-Methode
In diesem Abschnitt wird die Enthalpie-Methode zur Simulation der Anschmelzphase
eingesetzt. Dabei wird sich zeigen, dass die numerische Stabilität nur eingeschränkt ge-
währleistet ist. Aus diesem Grund werden lediglich die ersten 0.3 Zeiteinheiten der
Anschmelzphase betrachtet, da in diesem Zeitraum zumindest die Konvergenz der nu-
merischen Löser für die einzelnen Teilprobleme in Problem 3.11 gewährleistet ist. Auf
eine ausführliche Beschreibung des Prozessverlaufes wie in Abschnitt 4.2.2 wird verzich-
tet. Stattdessen werden die Ergebnisse unmittelbar mit denen der Temperatur-Methode
verglichen und lediglich die Unterschiede herausgearbeitet.
Um einen Vergleich zu ermöglichen, werden die Zeitschrittweite (Abb. 4.12(a)) und das
verwendete Rechengitter (Abb. 4.9, 4.10) ähnlich zur Temperatur-Methode gewählt. Für
das Rechengitter besteht der wesentliche Unterschied zur Temperatur-Methode darin,
dass die fest-flüssig Phasengrenze nicht stets aus denselben Seitensimplizes besteht, wel-
che sich mit einer der Stefan-Bedingungen genügenden Geschwindigkeit bewegen. Statt-
dessen ändert sich die Zuordnung der Simplizes zum festen bzw. flüssigen Teilgebiet.
Das verwendete Gitter ist im Bereich der fest-flüssig Phasengrenze im Vergleich zur
Temperatur-Methode relativ grob. Um eine vergleichbare Gitterfeinheit zu erreichen,
könnte das Gitter regelmäßig durch eine lokale Verfeinerung bzw. Vergröberung ange-
passt werden. Die hierfür notwendigen Methoden sind grundsätzlich in NAVIER imple-
mentiert. Hierauf wurde jedoch verzichtet um zum einen die Implementierung einfach zu
halten und zusätzliche Einflüsse auf das numerische Ergebnis zu vermeiden. Da die Ge-
schwindigkeit der Phasengrenze in der Enthalpie-Methode nicht explizit berechnet wird
und keinen direkten Einfluss auf die Gitterbewegung hat, vereinfacht sich die Heuristik
für die Zeitschrittweite, so dass diese im gesamten Zeitraum τn = τ = 1 · 10−4 beträgt.
4.2.3.1 Simulationsverlauf und Charakterisierung im Vergleich zur Tempe-
atur-Methode
Bis der Tripelpunkt die abgerundete Ecke des Drahtes etwa zum Zeitpunkt t˜686 =
3.95 · 10−2 erreicht (Abb. 4.9(a)-4.9(c)), ist der Strömungsverlauf durch die thermische
Auftriebskraft dominiert und kaum von dem der Temperatur-Methode zu unterschei-
den. Sobald das erste Dreieck in der abgerundeten Ecke zum flüssigen Teilgebiet ge-
zählt wird, liegt in diesem Bereich ein starkes Ungleichgewicht zwischen der Oberflä-
chenspannung und den von innen wirkenden Kräften vor. Dadurch entsteht innerhalb
eines Zeit(zwischen)schrittes ein starker Impuls im Strömungsfeld (Abb. 4.9(d)), der von
der neu zur freien Oberfläche Γtl,h hinzugezählten Kante ausgeht und als Kapillarwelle
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einen wellenartigen Materialfluss entlang der freien Oberfläche in Richtung der Symme-
trieachse bewirkt. Nach zwei weiteren Zeitschritten hat die Welle die Symmetrieachse
erreicht (Abb. 4.9(e)) und wird in abgeschwächter Form an ihr reflektiert (Abb. 4.9(f)).
Dieses Verhalten wiederholt sich für jedes neu zum flüssigen Teilgebiet gezählte Dreieck
am Gebietsrand und führt zu einer Oszillation im Strömungsfeld, die eine abwechselnde
Auf- und Abbewegung des flüssigen Teilgebietes bewirkt.
(a) t˜323 = 3.23 · 10−3, u˜∗ = 0 (b) t˜541 = 2.5 · 10−2, u˜∗ = 2
(c) t˜685 = 3.94 · 10−2, u˜∗ = 2 (d) t˜686 = 3.95 · 10−2, u˜∗ = 200
(e) t˜688 = 3.97 · 10−2, u˜∗ = 200 (f) t˜692 = 4.01 · 10−2, u˜∗ = 200
Abbildung 4.9: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (EM): Vi-
sualisierung.
Nachdem sich die freie Oberfläche zu einer Halbsphäre ausgebildet hat, kehrt sich die
Richtung des Impulses wie bei der Temperatur-Methode um. Die Hinzunahme eines
Randdreiecks zum flüssigen Teilgebiet bewirkt in diesem Fall eine entgegengesetzte Wel-
lenbewegung (Abb. 4.10(a)). Diese bewegt sich wie zuvor entlang der freien Oberfläche
(Abb. 4.10(b)) bis sie die Symmetrieachse erreicht (Abb. 4.10(c)) und an ihr reflektiert
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wird (Abb. 4.10(d)). Im Gegensatz zur Temperatur-Methode ist die hier vorliegende wel-
lenartige Bewegung der Materieteilchen nicht physikalisch und der numerischen Methode
geschuldet.
(a) t˜1278 = 9.87 · 10−2, u˜∗ = 100 (b) t˜1281 = 9.9 · 10−2, u˜∗ = 100
(c) t˜1287 = 9.96 · 10−2, u˜∗ = 200 (d) t˜1300 = 0.1, u˜∗ = 100
Abbildung 4.10: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (EM):
Strömungsimpuls bei Erweiterung der freien Oberfläche um eine Randkante.
Der zeitliche Verlauf der charakteristischen Größen ist im Vergleich mit der Temperatur-
Methode in den Abbildungen 4.11 und 4.12 dargestellt. Die zuvor beschriebene Oszilla-
tion des Strömungsfeldes ist in den Abb. 4.11(a) und 4.11(b) deutlich für |uh|max und
∥uh∥L2avg zu erkennen. Zur besseren Darstellbarkeit ist am Beispiel von |uh|max zusätzlich
der durch die obere Schranke
|uh|max(t˜n) := max{t˜m∈{t˜0,t˜1,...,t˜N} |
|t˜m−t˜n|≤cw}
|uh|max(t˜m) für t˜n = t˜0, t˜1, . . . , t˜N
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mit Fensterbreite cw > 0 und die entsprechend definierte untere Schranke |uh|max be-
grenzte Oszillationsbereich eingefärbt. Außerdem ist der durch einen diskreten Moving-
Average-Filter geglättete zeitliche Verlauf |uh|MAmax eingezeichnet. Die Breite des Filters
und des Fensters ist an die logarithmische Zeitskala angepasst.
Die Amplitude der Oszillation liegt für die Strömungsgeschwindigkeit (Abb. 4.11) und
den Druck (Abb. 4.12(b)) in der Größenordnung der Lösung selbst. Dies spiegelt sich
auch in der Änderung pro Zeitschritt (Abb. 4.13) wieder. |uh|MAmax und ∥uh∥MAL2avg sind im
Vergleich zum Verlauf in der Temperatur-Methode um bis zu zehn mal größer. Dies zeigt,
dass die Oszillation das Strömungsfeld insgesamt dominiert. Für die maximale Tempe-
ratur (Abb. 4.12(c)) und die verschiedenen Wärmeflüsse über den Gebietsrand (Abb.
4.12(e)) fallen die Unterschiede zur Temperatur-Methode deutlich geringer aus. Das Re-
chengitter wird insgesamt 16 mal neu vernetzt, was vergleichbar mit der Temperatur-
Methode (12 mal) im selben Zeitraum ist. Ein Einfluss der Neuvernetzung auf die Feld-
größen ist jedoch nicht zu erkennen, da dieser durch die Oszillation überdeckt wird.
Der Anschmelzvorgang verläuft langsamer als in der Temperatur-Methode. So erreicht
der Tripelpunkt die abgerundete Ecke des Drahtes etwa zum Zeitpunkt t˜686 = 3.95 ·
10−2 und damit 7.53 · 10−3 Zeiteinheiten später als in der Temperatur-Methode. Dieser
Trend setzt sich im gesamten weiteren Verlauf fort und kann am Anschmelzverhältnis
(Abb. 4.12(d)) beobachtet werden. Das angeschmolzene Volumen nimmt wie bei der
Temperatur-Methode nahezu linear mit der Zeit zu. Die Steigung ist jedoch geringer, so
dass das angeschmolzene Volumen bei Zeitpunkt t˜ = 0.3 rund 15% kleiner ist.
4.2.3.2 Numerische Fehlerbetrachtung im Vergleich zur Temperatur-Methode
Die Ursachen für den Unterschied im geschmolzenen Teilvolumen sind vielfältig: Zu-
nächst werden anteilig angeschmolzene Simplizes nicht zum flüssigen Teilgebiet hinzuge-
zählt werden, was vor allem zu Beginn einen größeren Einfluss hat. Im späteren Verlauf
macht dies allerdings nur einen konstanten Unterschied aus, da sich die lokale Gitterwei-
te und die Länge der fest-flüssig Phasengrenze kaum ändern. Eine weitere Ursache sind
Diskretisierungsfehler in Bezug auf die Volumen- und Energieerhaltung. Bei Zeitpunkt
t˜ = 0.3 beträgt der relative Verlust für das Volumen etwa 2% (Abb. 4.14(a)) und für
die Energie etwa 6.5% (Abb. 4.14(b)). Zuletzt können Approximationsfehler im Bereich
der fest-flüssig Phasengrenze einen größeren Einfluss haben. Hier ist das Gitter im Ver-
gleich zur Temperatur-Methode deutlich gröber. Dies wird im Rahmen der stabilisierten
Enthalpie-Methode in Abschnitt 4.2.4 genauer untersucht.
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Abbildung 4.11: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (EM):
Charakteristische Größen im zeitlichen Verlauf. Die Hilfslinien kennzeichnen die in Abb.
4.9 und 4.10 dargestellten Zeitpunkte.
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Abbildung 4.12: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (EM):
Charakteristische Größen im zeitlichen Verlauf (Fortsetzung).
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Abbildung 4.13: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (EM): Re-
lative Änderung charakteristischer Größen pro Zeitschritt. Die Hilfslinien kennzeichnen
die Zeitpunkte der Neuvernetzung des Gitters.
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Abbildung 4.14: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (EM):
Numerischer Fehler für verschiedene Zeitschrittweiten.
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In Abbildung 4.14 ist der numerische Fehler für das Volumen und die Energie für verschie-
dene Zeitschrittweiten bei unveränderter lokaler Gitter im zeitlichen Verlauf dargestellt.
Bevor der Tripelpunkt die abgerundete Ecke des Drahtes erreicht, ist der Fehler relativ
klein und im Vergleich zur Temperatur-Methode sogar geringer. Mit dem Einsetzen der
Oszillation nimmt dieser jedoch stark zu und ist im Vergleich zur Temperatur-Methode
deutlich größer. Wie schon in der Temperatur-Methode ist der Verlauf des Energiefehlers
im Wesentlichen auf den Volumenfehler zurückzuführen. Die Größe des Fehlers hängt
dabei zum einen von der Zeitschrittweite und zum anderen von der Ausprägung der Os-
zillation ab. So ist der Fehler für τn = 4·10−4 im Vergleich zu τn = 1·10−4 in etwa doppelt
so groß, eine weitere Erhöhung der Zeitschrittweite auf τn = 1.6 · 10−3 resultiert jedoch
in keiner nennenswerten Zunahme des Fehlers. Dies liegt daran, dass die Oszillation des
Strömungsfeldes für τn = 1.6 · 10−3 deutlich schwächer ausgeprägt ist.
4.2.3.3 Untersuchung der Oszillation im Strömungsfeld
Um die Oszillation des Strömungsfeldes zu untersuchen werden ∥uh∥L2avg und |uh|max für
die verschiedenen Zeitschrittweiten in Abbildung 4.15 im zeitlichen Verlauf betrachtet.
Dabei wird dieselbe Darstellung wie in Abb. 4.11 gewählt, wobei die stark oszillierende
Größe selbst nicht eingezeichnet ist. In beiden Diagrammen ist zu erkennen, dass die
auftretenden Strömungsgeschwindigkeiten und die Amplitude der Oszillation mit zuneh-
mender Zeitschrittweite abnehmen. Dies kann wie folgt erklärt werden: Wird die freie
Oberfläche Γtl,h durch die Hinzunahme eines Dreieck am Gebietsrand zum flüssigen Teil-
gebiet um eine Kante erweitert, ist der Impuls im Strömungsfeld so groß, dass die Kante
innerhalb eines Zeit(zwischen)schrittes „umklappt“ und sich an die freie Oberfläche an-
schmiegt (vgl. Abb. 4.10(a), 4.16). Da dies für alle hier gewählten Zeitschrittweiten inner-
halb eines Zeitschrittes geschieht, ist die resultierende Strömungsgeschwindigkeit auf der
Kante proportional zu 1τ˜n . Diese Proportionalität ist vor allem an der oberen Schranke
für |uh|max und im späteren Zeitverlauf auch für |uh|MAmax in Abb. 4.15(b) zu erkennen, da
die maximale Geschwindigkeit beim „Umklappen“ auf der umklappenden Kante vorliegt.
Die beschriebenen Einflüsse übertragen sich auch auf das „globale“ Strömungsfeld, wel-
ches durch den L2-Mittelwert ∥uh∥L2avg charakterisiert wird (Abb. 4.15(a)). Hier fallen
die Unterschiede allerdings geringer aus.
Die in Abbildung 4.10 dargestellte wellenartige Bewegung klingt aus, bevor die nächste
Kante „umklappt“, was wiederum die nächste wellenartige Bewegung hervorrufen wür-
de. ∥uh∥L2avg und |uh|max fallen dabei fast bis auf das entsprechende Niveau in der
Temperatur-Formulierung. Dies ist für gröbere Zeitschrittweiten auf dem kurzen Zeit-
intervall [4 · 10−2, 5.6 · 10−2] in Abb. 4.17 skizziert, wo das beschriebene Verhalten zu-
mindest noch für τn = 4 · 10−4 vorliegt. Für größere Zeitschrittweiten ändert sich dieses
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Abbildung 4.15: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (EM):
Geschwindigkeit der Materieteilchen für verschiedene Zeitschrittweiten.
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Verhalten. Da der Impuls beim „Umklappen“ kleiner ist, ist die wellenartige Bewegung
langsamer. Dadurch klingt eine Welle nicht mehr ab, bevor die nächste entsteht, so dass
es zur Überlagerung kommt. Der schlimmste Fall tritt in dem kleinen Zeitfenster für
τn = 8 · 10−4 ein und ist in Abb. 4.16 dargestellt. Nach dem Umklappen einer Kante
(Abb. 4.16(b)) ist die Welle schon im nächsten Zeitschritt an der Symmetrieachse reflek-
tiert (Abb. 4.16(c)). Im folgenden Zeitschritt fällt die abermalige Reflektion am Rand mit
dem Umklappen der nächsten Kante zusammen (Abb. 4.16(d)), so dass sich die reflek-
tierte alte und die neu entstandene Welle ergänzen. Insgesamt schaukelt sich die Stärke
der Oszillation dadurch für τn = 8 · 10−4 immer weiter auf (Abb. 4.17), so dass ∥uh∥L2avg
bzw. |uh|max auf einem hohen Niveau bleiben. Dies kann zur numerischen Instabilität des
numerischen Verfahrens führen. Im vorliegenden Fall führt dies dazu, dass im iterativen
Lösungsverfahren für Teilproblem (P 2u ) das vorgegebene Residuum nicht mehr erreicht
wird. Im Extremfall kann dies sogar zu einer Degeneration des Rechengitters innerhalb
eines Zeit(zwischen)schrittes führen, so dass die Simulation abbricht. Ein weiterer Ex-
tremfall tritt für τn = 1.6 · 10−3 ein. Hier sind die reflektierte alte Welle und neue Welle
gegenläufig und löschen sich aus. Die Oszillation ist entsprechend relativ klein.
(a) t˜386 = 5.36 · 10−2, u˜∗ = 1,000 (b) t˜387 = 5.44 · 10−2, u˜∗ = 1,000
(c) t˜388 = 5.52 · 10−2, u˜∗ = 1,000 (d) t˜389 = 5.6 · 10−2, u˜∗ = 1,000
Abbildung 4.16: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (EM):
Überlagerung der wellenartigen Bewegungen für τ˜n = 8 · 10−4.
Es liegt nun nahe größere Zeitschrittweiten oder kleinere Gitterweiten zu verwenden,
da die Amplitude der Oszillation dadurch geringer ist und sich die Wellen im Idealfall
gegenseitig auslöschen. Dies ist wie zuvor beobachtet für τn = 1.6 · 10−3 zum Teil der
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Abbildung 4.17: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (EM):
Geschwindigkeit der Materieteilchen für verschiedene Zeitschrittweiten.
Fall. Bedingt durch die große Zeitschrittweite ist der Fehler jedoch schon deutlich größer
als für τn = 1 · 10−4 (Abb. 4.14). Ein weiteres Problem ist, dass die Zeitschrittweite zum
Erreichen der Auslöschung von vielen Faktoren abhängt und insgesamt nicht konstant
für den gesamten Prozess gewählt werden kann. Zu den Einflussfaktoren zählen dabei
die Materialparameter, die Länge der umklappenden Kante und die Größe des flüssigen
Teilvolumens. Da sich die Zeitschrittweite für den schlimmsten Fall lediglich um den
Faktor 2 von der „idealen“ Zeitschrittweite unterscheidet, ist eine ungenaue Wahl für die
Zeitschrittweite gefährlich.
Durch eine Verkleinerung der Zeitschrittweite nimmt der Zeitdiskretisierungsfehler einer-
seits ab, jedoch nimmt der Fehler andererseits durch die stärkere Oszillation der Strömung
zu. Die numerische Genauigkeit kann daher im Gegensatz zur Temperatur-Methode nicht
einfach durch eine Reduktion der Zeitschrittweite erreicht werden. Es ist jedoch ratsam
kleinere Zeitschrittweiten zu wählen, so dass sich das Strömungsfeld vor dem Umklappen
einer Kante beruhigt hat. Dadurch werden Probleme durch die Überlagerung verschie-
dener Wellen vermieden. Um die Problematik der unphysikalischen Wellen in der Griff
zu bekommen, wird im folgenden Abschnitt eine stabilisierte Variante der Enthalpie-
Methode vorgestellt.
Insgesamt ist die Enthalpie-Methode nur bedingt für vorliegenden Prozess geeignet, da
das Umklappen von Randkanten beim fest-flüssig Phasenübergang eine unphysikalische
Störung im Strömungsfeld bewirkt, wodurch einerseits der numerische Fehler größer aus-
fällt und andererseits die Stabilität beeinträchtigt wird. Wie schon in der Temperatur-
Methode hat die Zeitschrittweite einen maßgeblichen Einfluss auf den numerischen Feh-
ler. Durch die komplexe Beziehung zwischen der Zeitschritte, der lokalen Gitterweite im
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Bereich einer umklappenden Randkante und der Oszillation im Strömungsfeld kann es
jedoch wie dargestellt zu Ausnahmesituationen kommen.
4.2.4 Stabilisierte Enthalpie-Methode
In diesem Abschnitt wird eine stabilisierte Variante der Enthalpie-Methode zur Simula-
tion der gesamten Anschmelzphase vorgestellt. Die Zeitschrittweite ist dabei wie in den
vorherigen Abschnitten τn = 1 ·10−4. Im Unterschied zur Enthalpie-Methode wird in der
stabilisierten Methode lediglich die Viskosität µl bzw. der Kehrwert der Reynolds-Zahl
1
Re des Fluids künstlich um einen Faktor erhöht. Die Idee dahinter ist, dass durch das
zähflüssigere Verhalten des Fluids die starken Strömungsimpulse durch das Umklappen
der Randkanten gedämpft und damit Oszillationen unterdrückt werden ohne die Simu-
lationsergebnisse dabei stark zu beeinträchtigen.
(a) t˜1289 = 0.0998, u˜∗ = 20 (b) t˜1290 = 0.0999, u˜∗ = 20
(c) t˜1301 = 0.101, u˜∗ = 20 (d) t˜1321 = 0.103, u˜∗ = 20
Abbildung 4.18: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (SEM):
Strömungsimpuls bei Erweiterung der freien Oberfläche um eine Randkante bei um
Faktor 1000 erhöhter Viskosität.
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4.2.4.1 Einfluss der Viskosität auf das Strömungsfeld und den numerischen
Fehler
Um dies zu motivieren, ist in Abb. 4.18 die Auswirkung des Impulses durch das Umklap-
pen einer Randkante auf das Strömungsfeld dargestellt, falls die Viskosität künstlich um
den Faktor 1000 ist. Die Situation ist dabei vergleichbar mit der in Abb. 4.10 für die Ori-
ginalviskosität. Der Impuls löst im Gegensatz zur Originalviskosität keine wellenartige
Bewegung der Materieteilchen aus, die schlussendlich zur abwechselnden Auf- und Abbe-
wegung des flüssigen Teilgebietes führt. Stattdessen wirkt sich der Impuls relativ gleich-
mäßig auf das gesamte flüssige Teilgebiet aus und erhöht die Strömungsgeschwindigkeit
deutlich (Abb. 4.18(b)). In den folgenden Zeitschritten nimmt die Geschwindigkeit ab
(Abb. 4.18(c), 4.18(d)), bevor die nächste Randkante umklappt. Da sich die Richtung des
Strömungsfeldes dabei nicht ändert, entsteht keine abwechselnde Auf- und Abbewegung
des flüssigen Teilgebietes.
Der Einfluss durch die Erhöhung der Viskosität ist für die charakteristischen Größen
des Strömungsfeldes in Abb. 4.19 dargestellt. Bevor der Tripelpunkt die abgerundete
Ecke des Drahtes erreicht, bewirkt die Erhöhung der Viskosität um den Faktor 10 jeweils
die Verlangsamung der thermisch bedingten Zirkulation des Fluids um denselben Faktor.
Anschließend wird das Strömungsfeld durch die Oberflächenspannung beherrscht und das
Umklappen der Randkanten hat einen signifikanten Einfluss auf das Strömungsfeld. Die
maximal erreichten Geschwindigkeiten und damit die Amplitude der Oszillation nehmen
dabei mit zunehmender Viskosität ab. Dies ist im Wesentlichen dadurch begründet, dass
umklappende Randkanten mehr Zeitschritte benötigen, um sich glatt an die Oberfläche
anzuschmiegen und der Impuls entsprechend kleiner ist (Abb. 4.24). Die gemittelten
Geschwindigkeiten |uh|MAmax und ∥uh∥MAL2avg nehmen dabei ab und erreichen für einen Faktor
zwischen 100 und 1000 das Niveau der Temperatur-Methode. In diesem Fall bewegen sich
die Materieteilchen wie in Abb. 4.18 dargestellt zwar mit variierender Geschwindigkeit
aber stets in dieselbe Richtung.
Da der Strömungsverlauf durch die Erhöhung der Viskosität immer gleichmäßiger wird,
nimmt auch der relative Volumenfehler wie in Abb. 4.20(a) dargestellt ab. Wie für |uh|MAmax
und ∥uh∥MAL2avg erreicht der relative Volumenfehler das Niveau der Temperatur-Methode
für einen Faktor zwischen 100 und 1000, wobei der qualitative Verlauf des relativen
Energiefehlers (Abb. 4.20(b)) wiederum auf den Volumenfehler zurückzuführen ist. Im
Gegensatz zur Temperatur-Methode kommen die in Abb. 4.8 beschriebenen Fehler durch
die Tangentialverschiebung Gitterpunkte am Gebietsrand nicht zum tragen. Trotzdem ist
der spätere zeitliche Verlauf der Fehlerentwicklung für das Volumen vergleichbar zu dem
der Temperatur-Methode, was nahelegt, dass der Einfluss der Tangentialverschiebung
auf den Volumenfehler nur eine untergeordnete Rolle spielt.
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Abbildung 4.19: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (SEM):
Geschwindigkeit der Materieteilchen für verschiedene Viskositäten µ.
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Abbildung 4.20: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (SEM):
Numerischer Fehler für verschiedene Viskositäten µ.
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4.2.4.2 Simulationsverlauf und Charakterisierung im Methodenvergleich
Für alle weiteren in diesem Abschnitt gezeigten Ergebnisse der Stabilisierten Enthalpie-
Methode (SEM) wird der Faktor 1000 zur Erhöhung der Viskosität µl bzw. des Kehr-
wertes der Reynolds-Zahl 1Re verwendet. Analog zu den Abbildungen 4.2 und 4.3 für die
Temperatur-Methode sind in den Abbildungen 4.21 und 4.22 vergleichbare Zeitpunkte
zur Darstellung des Simulationsverlaufes abgebildet.
(a) t˜323 = 3.23 · 10−3, u˜∗ = 0 (b) t˜541 = 2.5 · 10−2, u˜∗ = 4 · 10−3
(c) t˜791 = 5 · 10−2, u˜∗ = 100 (d) t˜991 = 7 · 10−2, u˜∗ = 50
(e) t˜1164 = 8.73 · 10−2, u˜∗ = 1 (f) t˜1291 = 0.1, u˜∗ = 20
Abbildung 4.21: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (SEM):
Visualisierung.
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(a) t˜2791 = 0.25, u˜∗ = 50 (b) t˜10291 = 1, u˜∗ = 50
(c) t˜15291 = 1.5, u˜∗ = 33.33 (d) t˜21037 = 2.07, u˜∗ = 2 · 10−3
Abbildung 4.22: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (SEM):
Visualisierung (Fortsetzung).
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Im direkten Vergleich zur Temperatur-Methode fällt auf, dass der Strömungsverlauf in
der durch die Oberflächenspannung dominierten Phase grundsätzlich ähnlich ist. Je nach-
dem wie viele Zeitschritte das Umklappen einer Randkante zurückliegt, ist die Strömung
im Vergleich stärker oder schwächer jedoch ohne die Richtung grundsätzlich zu ändern.
Ist das flüssige Teilvolumen bereits relativ groß, wirkt sich der Strömungsimpuls durch
das Umklappen einer Randkante nicht mehr wie in Abb. 4.18 dargestellt gleichmäßig auf
das gesamte flüssige Teilgebiet aus. Stattdessen ist der Einfluss auf das Strömungsfeld wie
in Abb. 4.22(c) dargestellt zunehmend lokal. Zur abwechselnden Auf- und Abbewegung
des flüssigen Teilgebietes kommt es jedoch nicht. Die Zirkulation durch den thermischen
Auftrieb ist deutlich abgeschwächt und ist zu Beginn (Abb. 4.21(b)), bei der Ausbildung
der Halbsphäre (Abb. 4.21(e)) und am Ende der Anschmelzphase (Abb. 4.22(d)) im
Gegensatz zur Temperatur-Methode schwächer bzw. nicht mehr zu erkennen. Die geo-
metrische Form der freien Oberfläche entwickelt sich wie in der Temperatur-Methode zu
einer fast perfekten Sphäre, wobei Unterschiede zur Temperatur-Methoden kaum auszu-
machen sind.
Die Änderung der charakteristischen Größen pro Zeitschritt sind für die Strömung und
den Druck in Abb. 4.23 dargestellt. Sieht man vom Beginn und Ende der Anschmelzpha-
se ab, wo die auftretenden Strömungsgeschwindigkeit vergleichsweise klein sind, liegt die
relative Änderung der mittleren Geschwindigkeit pro Zeitschritt ∥uh∥L2τ-avg im Mittel bei
etwa 10% (SEM) und ist damit rund 10mal kleiner im Vergleich zur Originalviskosität
(EM). Für die absolute Änderung fällt der Unterschied entsprechend noch größer aus, da
∥uh∥L2avg für größere Viskositäten kleiner ist (Abb. 4.19(a)). Für die maximale Geschwin-
digkeit ist die relative Änderung pro Zeitschritt in etwa genauso groß (Abb. 4.23(b)). Die
absolute Änderung ist jedoch rund 10% geringer als für die Originalviskosität, da |uh|max
im Vergleich etwa 10% kleiner ist (Abb. 4.19(b)). Das Niveau der Temperatur-Methode
wird jedoch in keinem Fall erreicht.
Für den (maximalen) Druck fällt der Einfluss der Viskosität entgegengesetzt aus (Abb.
4.23(c)). Hier ist die Änderung für die erhöhte Viskosität (SEM) größer. Hinzu kommt,
dass die Druckunterschiede im Vergleich zur Originalviskosität (EM) grundsätzlich grö-
ßer sind (Abb. 4.25(b)). Mit insgesamt 161 Neuvernetzungen wird das Rechengitters im
Gegensatz zur Temperatur-Methode (16 Neuvernetzungen) deutlich öfter neu vernetzt.
Dies liegt daran, dass im späteren Verlauf das Umklappen einer Randkante wie Abb. 4.24
dargestellt jeweils dazu führt, dass Simplizes im Bereich des Tripelpunktes sehr kleine
bzw. große Winkel aufweisen (Abb. 4.24(c)) und somit eine Neuvernetzung notwendig
ist (Abb. 4.24(d)). Ein unmittelbarer Einfluss der häufigen Neuvernetzung auf die Feld-
größen ist nicht zu erkennen, da diese ohnehin Schwankungen durch die umklappenden
Randkanten unterworfen sind.
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Abbildung 4.23: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (SEM):
Relative Änderung charakteristischer Größen pro Zeitschritt. Die Hilfslinien kennzeich-
nen die Zeitpunkte der Neuvernetzung des Gitters.
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(a) t˜5311 = 0.502 (b) t˜5313 = 0.5022 (c) t˜5317 = 0.5026 (d) t˜5318 = 0.5027
Abbildung 4.24: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (SEM):
Gitterdeformation bei Erweiterung der freien Oberfläche um eine Randkante (a-c) und
anschließende Neuvernetzung (d).
Betrachtet man die Temperaturverteilung im gesamten Gebiet, so stellt man fest, dass
die auftretenden Maximaltemperaturen (Abb. 4.25(c)) ähnlich zur Temperatur-Methode
sind. Die durch den Laser zugeführte Energie dringt in der stabilisierten Enthalpie-
Methode jedoch im Vergleich tiefer in das feste Teilgebiet ein. Die höheren Tempera-
turen im festen Teilgebiet können entsprechend anhand der Isolinien beim Vergleich der
Abbildungen 4.2 und 4.3 mit 4.21 und 4.22 beobachtet werden. Die Unterschiede in den
einzelnen Wärmeflüssen über den Gebietsrand fallen hierbei gering aus (Abb. 4.25(e)).
Der Anschmelzvorgang verläuft also wie schon für die Originalviskosität (EM) langsamer
als mit der Temperatur-Methode. So ist beispielsweise die Ausbildung der freien Oberflä-
che zur Halbsphäre etwa bei t˜ = 8.73 · 10−2 (SEM) anstatt t˜ = 7.71 · 10−2 (TM) erreicht.
Im späteren zeitlichen Verlauf ist das flüssige Volumen in der stabilisierten Methode da-
bei rund 6% kleiner als in der Temperatur-Methode (Abb. 4.25(d)) und das obwohl der
Energie- bzw. Volumenverlust (Abb. 4.20) am Ende der Anschmelzphase geringer ist.
Eine naheliegende Ursache hierfür ist, dass durch die erhöhte Viskosität die thermisch
bedingte Zirkulation deutlich geringer ausfällt und somit weniger heißes Material vom
Auftreffbereich des Lasers zur kühleren fest-flüssig Phasengrenze transportiert wird. Um
diesen Einfluss zu quantifizieren und dabei den Einfluss der verschiedenen Methoden
auszuschließen wurde in der Temperatur-Methode ebenfalls die Viskosität um den Fak-
tor 1000 erhöht. Hierbei zeigt sich, dass der Einfluss auf das flüssige Teilvolumen (Abb.
4.25(d)) während der Laserbestrahlung klein ist. Im späteren Verlauf ist das flüssige Teil-
volumen sogar größer, da der Volumen- bzw. Energieverlust für die erhöhte Viskosität
geringer ausfällt. Zuletzt kann der Unterschied zwischen den Methoden daher nur allge-
mein auf die unterschiedliche Art des Diskretisierungsfehlers zurückgeführt werden, die
sich insbesondere entlang der fest-flüssig Phasengrenze ergeben und weiterer Untersu-
chung bedürfen.
Kapitel 4: Simulation des koaxialen Stoffanhäufens am Draht (2Drot) 145
10−2 10−1 100
10−5
10−4
10−3 10−2 10−1
10−6
10−5
Zeit t˜n [−]
Ze
it
sc
hr
it
tw
ei
te
τ˜ n
[−
]
Zeit tn [s]
Ze
it
sc
hr
it
tw
ei
te
τ n
[s
]
(SEM)
(TM)
(a) Zeitschrittweite
10−2 10−1 100
−1
0
1
2
3
10−3 10−2 10−1
−0.5
0
0.5
1
Zeit t˜n [−]
D
ru
ck
[1
07
]
Zeit tn [s]
D
ru
c k
[1
06
P
a
]
ph,min (SEM)
ph,max (SEM)
ph,min (EM)
ph,max (EM)
(b) Druck
0.5 1 1.5 2
0
5
10
15
0.05 0.1 0.15 0.2
0
0.5
1
1.5
2
2.5
Zeit t˜n [−]
T
em
pe
ra
tu
r
[−
]
Zeit tn [s]
T
em
pe
ra
tu
r
[1
04
K
](SEM)
(TM)
(c) Max. Temperatur Th,max
0.5 1 1.5 2
0
2
4
6
8
0.05 0.1 0.15 0.2
Zeit t˜n [−]
A
ns
ch
m
el
zv
er
hä
lt
ni
s
[−
]
Zeit tn [s]
(SEM)
(TM)
1000 · µl (TM)
(d) Anschmelzverhältnis dA
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−20
−10
0
10
20
30
40
50
60
70
0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
−20
−10
0
10
20
30
40
50
Zeit t˜n [−]
Le
is
tu
ng
[−
]
Zeit tn [s]
Le
is
tu
ng
[W
]
PL,h (SEM) PA,h (SEM) PK,h (SEM) Ph (SEM)
PL,h (TM) PA,h (TM) PK,h (TM) Ph (TM)
(e) Leistung
Abbildung 4.25: Anschmelzphase für das koaxiale Stoffanhäufen am Draht (SEM):
Charakteristische Größen im zeitlichen Verlauf.
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4.2.5 Zusammenfassender Vergleich der Methoden
Die Temperatur-Methode eignet sich von den vorgestellten Methoden am besten für
die Simulation der Anschmelzphase. Da die fest-flüssig Phasengrenze durch Seitensim-
plizes repräsentiert wird, die gemäß der Stefan-Bedingung bewegt werden, stimmt die
fest flüssig Phasengrenze stets mit der Isolinie zur Schmelztemperatur überein. Durch
die Reduktion der lokalen Gitterweite und vor allem der Zeitschrittweite sinkt der nu-
merische Fehler und ermöglicht eine bessere numerische Approximation. Ein Nachteil
der Methode ist, dass sie zu Beginn eine relativ kleine Zeitschrittweite benötigt, da die
Geschwindigkeit der Phasengrenze hoch ist. Der größte Nachteil ist jedoch, dass Topo-
logieänderung nicht möglich sind, wodurch sich die Temperatur-Methode auch lediglich
für die Anschmelzphase nach erfolgter Nukleation ohne Einschränkungen eignet.
Die Enthalpie-Methode eignet sich nur für den Beginn der Anschmelzphase. Da hierbei
lediglich vollständig aufgeschmolzene Simplizes zum flüssigen Teilgebiet gezählt werden,
stimmt die fest-flüssig Phasengrenze jedoch nicht mit der Isolinie zur Schmelztemperatur
überein und das flüssige Teilgebiet ist stets etwas zu klein. Sobald die Oberflächenspan-
nung das Strömungsfeld dominiert, entstehen durch das Umklappen von Randkanten
unphysikalische Oszillationen im Strömungsfeld, die zusätzlich die numerische Stabili-
tät beeinträchtigen. Diese Problematik kann durch eine Verkleinerung der Orts- und
Zeitschrittweite nicht behoben werden, da durch eine kleinere Zeitschrittweite größe-
re Strömungsimpulse hervorgerufen werden. Eine kleinere lokale Gitterweite verringert
hingegen die Stärke der Strömungsimpulse, da die umklappenden Kanten kürzer sind.
Durch die kleineren Simplizes kann das Rechengitter jedoch schneller degenerieren, wo-
durch das numerische Verfahren instabil wird. Hinzu kommt, dass die Überlagerung der
wellenartigen Bewegung zur numerischen Instabilität beitragen kann.
Die stabilisierte Enthalpie-Methode erbt die Eigenschaften der Enthalpie-Methode. Da
das Fluid künstlich zähflüssiger gemacht wird, werden die Strömungsimpulse jedoch stark
gedämpft, so dass lediglich die Stärke der Strömung schwankt ohne dass es zur abwech-
selnden Auf- und Abbewegung des flüssigen Teilgebietes kommt. Die thermisch bedingte
Zirkulationsbewegung wird hierbei fast vollständig unterdrückt, was jedoch nur einen
geringen Einfluss auf den Gesamtverlauf hat. Die durch den Laser zugeführte Energie
dringt im Vergleich zur Temperatur-Methode tiefer in das feste Teilgebiet ein, wodurch
die Größe des flüssigen Teilgebietes langsamer zunimmt. Durch die Reduktion der Zeit-
schrittweite wird dabei ein ähnliches Fehler-Niveau wie in der Temperatur-Methode er-
reicht. Trotz der Schwankungen im Strömungsfeld und der unphysikalischen Erhöhung
der Viskosität sind der zeitliche Verlauf der Geometrie, der Strömung und der Tempe-
ratur ähnlich zur Temperatur-Methode, so dass die stabilisierte Methode insgesamt für
die gesamte Anschmelzphase geeignet ist. Hinzu kommt, dass die Methode durch ihre
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Flexibilität auch für die Nukleations- und Erstarrungsphase und damit für den gesamten
Prozessverlauf eingesetzt werden kann. Diese Flexibilität wird in den Kapiteln 5 und 6
für die anderen Prozesse ausgenutzt.
4.3 Kombinierte Methode für den gesamten Prozessverlauf
Im vorherigen Abschnitt hat sich gezeigt, dass sich die Temperatur-Methode am besten
für die Simulation der Anschmelzphase eignet. Für die Nukleations- und Erstarrungs-
phase ist diese jedoch nicht geeignet, da sich die Topologie der Geometrie in diesen
Phasen verändert. Da die freie Oberfläche in der Nukleationsphase wie zu Beginn der
Anschmelzphase nahezu planar bleibt und die kugelförmige Form am Ende der An-
schmelzphase in der gesamten Erstarrungsphase erhalten bleibt, eignet sich hingegen die
Enthalpie-Methode gut, weil die Hinzunahme bzw. die Wegnahme einer Randkante zur
freien Oberfläche nicht zum Umklappen der Randkante führt. Der größte Nachteil der
Enthalpie-Methode kommt in den beiden Phasen also nicht zum Tragen. Um den gesam-
ten Prozess zu simulieren, bietet es sich also an, beim Übergang zwischen den Phasen
auf die am besten geeignete Simulations-Methode zu wechseln. Dies wird im Folgenden
als Kombinierte Methode bezeichnet und zur Simulation des gesamten Prozessverlaufs
eingesetzt.
4.3.1 Nukleationsphase
Für die Nukleationsphase wird zunächst die Enthalpie-Methode verwendet. Als Zeit-
schrittweite wird für die gesamte Phase τn = 1 · 10−5 gewählt. Eine außerordentlich
kleine Zeitschrittweite wie in der Temperatur-Methode zu Beginn der Anschmelzphase
muss dabei nicht gewählt werden, da diese lediglich für das Teilproblem (Pvls) zur Be-
stimmung der Geschwindigkeit der fest-flüssig Phasengrenze notwendig ist, welches nicht
Teil der Enthalpie-Methode ist. Ausgewählte Zeitpunkte des Simulationsverlaufs sind in
Abb. 4.26 für stets denselben Geometrieausschnitt dargestellt. Die Größe des Ausschnitts
in Relation zum Drahtdurchmesser ergibt sich aus dem Vergleich der Abbildungen 4.9(a)
und 4.26(e) bzw. 4.2(a) und 4.26(f), die jeweils dieselben Daten zeigen. In dieser Phase
hat das flüssige Teilgebiet abgesehen von den ersten Zeitschritten die Form einer Halb-
kugel und wächst kontinuierlich. Das Strömungsfeld wird durch die thermisch bedingte
Zirkulation bestimmt.
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(a) t˜0 = 0, u˜∗ = 0 (b) t˜15 = 1.5 · 10−4, u˜∗ = 0.1
(c) t˜50 = 5 · 10−4, u˜∗ = 0.5 (d) t˜150 = 1.5 · 10−3, u˜∗ = 1.67
(e) t˜323 = 3.23 · 10−3, u˜∗ = 2.5 (f) t˜324 = 3.23 · 10−3, u˜∗ = 2.5
Abbildung 4.26: Nukleationsphase für das koaxiale Stoffanhäufen am Draht (EM):
Visualisierung.
4.3.2 Umschalten von Enthalpie- auf Temperatur-Methode
Der Zeitpunkt für den Übergang zwischen Nukleations- und Anschmelzphase und damit
dem Wechsel von der Enthalpie- auf die Temperatur-Methode kann frei gewählt werden,
sobald die Schmelztemperatur überschritten ist. Es bietet sich dabei an, nicht zu früh
auf die Temperatur-Methode zu wechseln, da die Geschwindigkeit der fest-flüssig Pha-
sengrenze zu Beginn sehr hoch ist und die benötigte Zeitschrittweite entsprechend sehr
klein wäre. Andererseits sollte der Übergangszeitpunkt so klein gewählt werden, dass der
Tripelpunkt die abgerundete Ecke des Drahtes noch nicht erreicht hat. Im vorliegenden
Fall wurde der in Abb. 4.26(e) dargestellte Zeitpunkt t˜323 = 3.23 · 10−3 gewählt, in dem
die Länge der freien Oberfläche erstmalig 0.3 · L∗ übersteigt.
Da die fest-flüssig Phasengrenze in der Enthalpie-Methode im Gegensatz zur Temperatur-
Methode nicht mit der Isolinie zur Schmelztemperatur übereinstimmt (Abb. 4.26(e)), ist
es für den Wechsel auf die Temperatur-Methode notwendig ein geeignetes Rechengitter
zu generieren. Hierfür wird das Gitter wie in Abschnitt 3.5.3 beschrieben neu vernetzt,
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wobei die Isolinie zur Schmelztemperatur zuvor als zusätzliche Hyperfläche für die fest-
flüssig Phasengrenze ergänzt wird. Das resultierende Rechengitter ist für den folgenden
Zeitschritt in Abb. 4.26(f) dargestellt. Der durch die Neuvernetzung eingeführte Interpo-
lationsfehler liegt dabei in derselben Größenordnung wie für die Temperatur-Methode in
der Anschmelzphase. Für die Energie kann dies beispielsweise in Abb. 4.14(b) beobachtet
werden. Der Interpolationsfehler ergibt sich dabei als Differenz zwischen Enthalpie- und
Temperatur-Methode für den Fehler zu Beginn der Anschmelzphase und beträgt weniger
als 1%.
4.3.3 Umschalten von Temperatur- auf Enthalpie-Methode
Auf den Verlauf derAnschmelzphase wird an dieser Stelle nicht nochmals eingegangen,
da dieser für die Temperatur-Methode schon in Abschnitt 4.2.2 beschrieben wurde. Als
Übergangszeitpunkt zur Erstarrungsphase wird der in Abb. 4.3(d) dargestellte Zeit-
punkt t˜21414 = 2.07 gewählt, da sich zu diesem Zeitpunkt die Richtung der mittleren
Normalengeschwindigkeit der fest-flüssig Phasengrenze umkehrt. Für den Wechsel von
der Temperatur- auf die Enthalpie-Methode kann das Rechengitter im Gegensatz zum
vorherigen Übergang beibehalten werden. Dennoch wird das Gitter beim Übergang ein
letztes Mal neu vernetzt (Abb. 4.29(a)). Da sich das Rechengitter in der Erstarrungspha-
se praktisch nicht verändert, liegt dadurch stets eine Delaunay-Triangulierung vor. Es
muss jedoch beim Übergang eine diskrete Energiedichte eth ∈ Zte,h festgelegt werden, die
zur Temperatur T th ∈ Zte,h passt. Dies geschieht analog zum umgekehrten Fall in Glei-
chung (3.7), indem die Funktion über ihre Knotenwerte konstruiert wird. Die Grundlage
dafür bilden die Beziehungen in den Gleichungen (2.28) und (2.29), die abgesehen von
der fest-flüssig Phasengrenze einen bijektiven Zusammenhang zwischen der Temperatur
und der Energiedichte herstellen. Auf der fest-flüssig Phasengrenze liegt die Energiedichte
im Intervall [0,Λ]. Um eine eindeutige Vorschrift zu erhalten wird auf der Phasengren-
ze der Mittelwert Λ2 vorgeschrieben, so dass die Energiedichte durch den funktionalen
Zusammenhang
eth := β
−1,t
h
Ä
T th
ä
mit
β−1,th : Z
t
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t
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
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ϑ : Ω¯th → R
©
, β¯−1,th (ξ
t
h)(x) :=

β−1l
Ä
ξth(x)
ä
β−1s
Ä
ξth(x)
ä
Λ
2
βr
Ä
ξth(x)
ä für
x ∈ Ω¯tl,h\Γ¯tls,h
x ∈ Ω¯ts,h\Γ¯tls,h
x ∈ Γ¯tls,h
x ∈ Ω¯th\Ω¯tÛls,h ,
gegeben ist. Die Wahl des Mittelwerts Λ2 ist dabei sinnvoll, da in diesem Fall durch die
Knoteninterpolation die Gesamtenergie näherungsweise erhalten bleibt:
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t
h) dx ≈

Ωt
h
ρeth dx.
Für eine Raumdimensionen ist dies in Abb. 4.27 skizziert, was in höheren Raumdimen-
sionen einem Strahl orthogonal zur fest-flüssig Phasengrenze entspricht. Der durch die
Interpolation verursachte Fehler in der Energie liegt damit insgesamt in der Größenord-
nung der Neuvernetzung, wobei die Gesamtenergie bei konstanter Gitterweite nahezu
erhalten bleibt.
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Abbildung 4.27: Approximation der Energiedichte eth entlang der fest-flüssig Phasen-
grenze Γtls,h beim Umschalten von Temperatur- auf Enthalpie-Methode auf Grundlage
der Temperatur T th (d = 1): Implizit über β
−1,t
l (T
t
h) und β
−1,t
s (T
t
h) gegebene Energie-
dichte (links) und durch β¯−1,th (T
t
h) ermittelte Approximation im Finite-Elemente-Raum
Zte,h.
4.3.4 Erstarrungsphase
Der zeitliche Verlauf der Erstarrung ist in den Abb. 4.29 und 4.30 dargestellt. Als Zeit-
schrittweite wurde für diese Phase τn = 4 · 10−4 gewählt. Bis zur vollständigen Er-
starrung des flüssigen Teilgebietes vergehen etwa 4 Zeiteinheiten bzw. 0.4s, womit die
Erstarrungsphase rund doppelt so lange wie die Anschmelzphase andauert. Die Ener-
gie wird dabei zum einen durch Wärmeleitung über den Schaft des Drahtes und zum
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anderen durch Wärmeabstrahlung und erzwungene Konvektion über den Rand abtrans-
portiert. Die Wärmeabstrahlung nimmt hierbei im zeitlichen Verlauf immer weiter ab,
wohingegen die erzwungene Konvektion durch die zunehmende Aufheizung des Schaf-
tes zunimmt (Abb. 4.28(b)). Die Summe beider Randflüsse bleibt dabei in etwa gleich.
Das Strömungsfeld wird während der gesamten Erstarrungsphase im Wesentlichen durch
die thermisch bedingte Zirkulation bestimmt, wobei die auftretenden Geschwindigkeiten
durch die zunehmende Gleichverteilung der Temperatur immer weiter abnehmen (Abb.
4.28(a)). Die auftretenden Formänderungen sind dabei sehr gering, so dass die Kugelform
erhalten bleibt und der Volumenfehler nicht weiter zunimmt (Abb. 4.28(d)). Der relative
Energiefehler nimmt über die gesamte Erstarrungsphase um etwa 0.8% zu, wobei der
zeitliche Verlauf näherungsweise linear ist, was für (degeneriert) parabolischen Probleme
bei Verwendung des impliziten Euler-Verfahren im Bereich der Erwartungen liegt.
Zu Beginn der Erstarrungsphase zum Zeitpunkt t˜21414 = 2.07 betragen die Tempera-
turunterschiede im flüssigen Teilgebiet knapp 0.1 Temperatureinheiten bzw. 138K. Das
flüssige Teilvolumen erstarrt dabei zunächst ausgehend vom Schaft des Drahtes (Abb.
4.29(b)). Zum dargestellten Zeitpunkt t˜23103 = 2.75 betragen die Temperaturunterschie-
de im flüssigen Teilgebiet schon weniger als 0.02 Temperatureinheiten bzw. 27.6K, so
dass die auftretenden Geschwindigkeiten entsprechend klein sind. Durch die diskrete Än-
derung des flüssigen Teilgebietes und insbesondere das Entfernen von Randkanten von
der freien Oberfläche kommt es dabei wie schon in der Anschmelzphase zu Oszillationen
im Strömungsfeld (Abb. 4.28(a)). Diese sind an dieser Stelle jedoch so klein, dass sie
insgesamt vernachlässigbar sind.
Ab t˜23728 = 3 setzt die Erstarrung zusätzlich ausgehend von der Kugeloberfläche ein,
so dass der äußere Gebietsrand zum Zeitpunkt t˜24228 = 3.2 vollständig erstarrt ist und
die freie Oberfläche nicht mehr existiert (Abb. 4.29(c)). Ab diesem Zeitpunkt erstarrt
das flüssige Teilvolumen von allen Seiten und nimmt fast bis zum Ende der Erstar-
rungsphase annähernd linear mit der Zeit ab (Abb. 4.28(c)). Die Geschwindigkeit der
Erstarrung ist dabei im weiteren Verlauf ausgehend vom Schaft deutlich höher als von
der Kugeloberfläche (Abb. 4.29(d), 4.30(a)). Dies lässt darauf schließen, dass die über
den Schaft abgeleitete Energie die über den Gebietsrand abgeführte Energie deutlich
übersteigt. Für eine Quantifizierung der einzelnen Kühlungsmechanismen einschließlich
der über den Schaft abtransportierten Energie sei auf [14] verwiesen, wo dies für die An-
schmelzphase untersucht wird. Zuletzt erstarrt das flüssige Teilgebiet im unteren Viertel
der Kugel gleichmäßig von allen Seiten (Abb. 4.30(b)). Zum Zeitpunkt t˜31353 = 6.05 ist
die Erstarrung fast vollständig abgeschlossen (Abb. 4.30(c)).
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(a) Geschwindigkeit der Materieteilchen und der fest-flüssig Phasengrenze: Die Hilfslinien kenn-
zeichnen die in Abb. 4.29 und 4.30 dargestellten Zeitpunkte.
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Abbildung 4.28: Erstarrungsphase für das koaxiale Stoffanhäufen am Draht (EM):
Charakteristische Größen im zeitlichen Verlauf.
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(a) t˜21415 = 2.07, u˜∗ = 0.25 (b) t˜23103 = 2.75, u˜∗ = 2.5 · 10−2
(c) t˜24228 = 3.2, u˜∗ = 2 · 10−3 (d) t˜26228 = 4, u˜∗ = 2 · 10−4
Abbildung 4.29: Erstarrungsphase für das koaxiale Stoffanhäufen am Draht (EM):
Visualisierung.
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(a) t˜28228 = 4.8, u˜∗ = 3.33 · 10−5 (b) t˜30228 = 5.6, u˜∗ = 2 · 10−4
(c) t˜31353 = 6.05, u˜∗ = 0
Abbildung 4.30: Erstarrungsphase für das koaxiale Stoffanhäufen am Draht (EM):
Visualisierung (Fortsetzung).
4.3.5 Algorithmus zur Kombinierten Methode
Das methodische Vorgehen beim phasenabhängigen Wechsel der Methoden ist in dem
folgenden Algorithmus zusammengefasst:
Algorithmus 4.2 (Kombinierte Methode für das koaxiale Stoffanhäufen am Draht).
Zu gegebenen Anfangsdaten für das Gebiet Ωt0h = Ω
t0Ûls,h mit Triangulierung St0Ûls , die
Hyperflächen Γt0Ûls,h, Γt0ÛlsS,h mit Triangulierungen Σt0Ûls , Σt0ÛlsS , die Gittergeschwindigkeit
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w
(t−1,t0)
h , w
(t−Θ,t0)
h und die Feldgrößen u
t0
h ∈ V t0h , et0h , T t0h ∈ Zt0e,h lau-
tet die kombinierte Methode für die Zeitschritte t0, t1, . . . , tN unter
Verwendung der Indexmengen JTS := {ls, lS, sS} und JeS := {ÙlsS}:
1 n← 0;
/* Nukleationsphase, Enthalpie-Methode */
2 repeat
3
Å
e
tn+1
h , T
tn+1
h , u
tn+1
h , p
tn+1
h ,Ω
tn+1
i,h ,Γ
tn+1
k,h ,Stn+1i ,Σtn+1k , w(tn,tn+1)h , w
(tn+Θ′ ,tn+1)
h
ã
←
EM
Å
etnh , T
tn
h , u
tn
h ,Ω
tn
i,h,Γ
tn
k,h,Stni ,Σtnk , w(tn−1,tn)h , w(tn−Θ,tn)h
ã
, i ∈ Ie, k ∈ Ie ⊎ JeS ;
4 n← n+ 1;
5 until sup
{x∈ΓtnÛls,h∩N tn1 |T tnh (x)>0} infy∈S |x− y| > 0.3;
/* Umschalten auf Temperatur-Methode */
6 Γ¯tnls,h ← ∂{x ∈ ΩtnÛls,h |T tnh (x) > 0} ∩ ∂{x ∈ ΩtnÛls,h |T tnh (x) ≤ 0};
7 Γtnl,h ← {x ∈ ΓtnÛls,h |T tnh (x) > 0}; Γ¯tns,h ← {x ∈ ΓtnÛls,h |T tnh (x) ≤ 0};
8 Ωtnl,h ← {x ∈ ΩtnÛls,h |T tnh (x) > 0}; Ω¯tns,h ← {x ∈ Ω¯tnÛls,h |T tnh (x) ≤ 0};
9
Ä
Stni ,Σtnk
ä
← Neuvernetzung

Ωtni,h,Γ
tn
k,h

, i ∈ {l, s}, k ∈ {l, s, ls, lS, sS};
10
Å
T tnh , u
tn
h , w
(tn−1,tn)
h , w
(tn−Θ,tn)
h
ã
←
Knoteninterpolation
Å
T tnh , u
tn
h , w
(tn−1,tn)
h , w
(tn−Θ,tn)
h
ã
;
/* Anschmelzphase, Temperatur-Methode */
11 repeat
12
Å
T
tn+1
h , u
tn+1
h , p
tn+1
h ,Ω
tn+1
i,h ,Γ
tn+1
k,h ,Stn+1i ,Σtn+1k , w(tn,tn+1)h , w
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h
ã
←
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Å
T tnh , u
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h ,Ω
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i,h,Γ
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k,h,Stni ,Σtnk , w(tn−1,tn)h , w(tn−Θ,tn)h
ã
, i ∈ IT , k ∈ IT ⊎JTS ;
13 n← n+ 1;
14 until

Γ
tn−1
ls,h
v˜
(tn−1,tn)
ls,h · n⃗tn−1ls,h dox < 0;
/* Umschalten auf Enthalpie-Methode */
15 etnh ← β−1,tnh
Ä
T tnh
ä
;
16 Γ¯tnÛls,h ← Γ¯tnl,h ∪ Γ¯tns,h; ΣtnÛls ← Σtnl ∪ Σtns ; Γ¯tnÛlsS,h ← Γ¯tnlS,h ∪ Γ¯tnsS,h; ΣtnÛlsS ← ΣtnlS ∪ ΣtnsS ;
17 Ω¯tnÛls,h ← Ω¯tnl,h ∪ Ω¯tns,h; StnÛls ← Stnl ∪ Stns ; Ω¯tnÛlsS,h ← Ω¯tnlS,h ∪ Ω¯tnsS,h; StnÛlsS ← StnlS ∪ StnsS ;
/* Erstarrungsphase, Enthalpie-Methode */
18 repeat
19
Å
e
tn+1
h , T
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h ,Ω
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i,h ,Γ
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h ,Ω
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ã
, i ∈ Ie, k ∈ Ie ⊎ JeS ;
20 n← n+ 1;
21 until tn > tN ;
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Die Kombinierte Methode ist an dieser Stelle zwar lediglich für das koaxiale Stoffanhäufen
am Draht beschrieben. Sie kann jedoch auf andere Prozesse erweitert werden und auch
ein mehrfacher Wechsel zwischen den Methoden ist möglich. Wichtig ist dabei lediglich,
dass sich die Topologie der Geometrie bei der Verwendung der Temperatur-Methode
nicht ändert und sich andererseits die Form der freien Oberfläche bei Verwendung der
Enthalpie-Methode nur geringfügig ändert.
Insgesamt ermöglicht die Kombinierte Methode durch den Wechsel zwischen der Tem-
peratur- und Enthalpie-Methode eine numerisch stabile Simulation des gesamten Pro-
zessverlaufs, welche durch einen höheren Implementierungsaufwand im Vergleich zu den
einzelnen Methoden erkauft wird. Alternativ zur Temperatur- und Enthalpie-Methode
kann die stabilisierte Enthalpie-Methode für einzelne Prozessphasen aber auch den ge-
samten Prozessverlauf verwendet werden. Durch die künstliche Erhöhung der Viskosität
wird das Strömungsverhalten jedoch unphysikalisch verändert. Zudem entstehen durch
das Umklappen der Randkanten Schwankungen im Strömungsfeld, so dass die stabili-
sierte Enthalpie-Methode insgesamt schlechtere Resultate liefert.
4.4 Validierung
Zur Validierung des Modells und der numerischen Lösungsmethode wird die Simulation
mit der kombinierten Methode experimentellen Ergebnissen des BIAS gegenübergestellt.
Hierfür werden metallurgische Querschliffe des Drahtes nach dem Stoffanhäufungsprozess
betrachtet. Dies ermöglicht einerseits die Validierung von Form und Größe der Zwischen-
form und andererseits die Validierung des Erstarrungsverlaufes. Für letzteres wird die im
Querschliff sichtbare Wachstumsrichtung der Dendriten dem simulierten zeitlichen Ver-
lauf der Erstarrungsfront gegenübergestellt, die im Idealfall senkrecht aufeinander stehen.
Für Drähte mit einem Durchmesser von 0.5mm ist dies für verschiedene Laserleistun-
gen, Bestrahlungsdauern und Schutzgase in den Abbildungen 4.31 und 4.32 dargestellt.
Dabei sind jeweils nur die von Anhang B.1 abweichenden Parameter aufgeführt. Zur Dar-
stellung der Simulationsergebnisse ist das Rechengitter am Ende der Erstarrungsphase
abgebildet. Da sich das Gitter in der Erstarrungsphase fast nicht verändert, ist dieses
repräsentativ für die gesamte Phase. Zur Darstellung des Verlaufs der Erstarrungsfront
ist die Isolinie zur Schmelztemperatur zu Beginn der Erstarrungsphase und außerdem in
äquidistanten Zeitabständen bis zur vollständigen Erstarrung eingezeichnet.
In allen Fällen stimmen Form und Größe der Zwischenform in Simulation und Experiment
gut überein. Ebenso ist das vom Schaft des Drahtes ausgehende Dendritenwachstum in
Übereinstimmung mit dem zeitlichen Verlauf der Erstarrungsfront, so dass die Simulation
den realen Prozess insgesamt sehr gut abbilden kann.
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Symbol Wert
L∗ 2.5 · 10−4 m
Ai · P 70 W
tdur 5 · 10−2 s
δK 256
W
m2·K (Stickstoff)
(a) Erstarrungszeitraum: [0.094s, 0.294s], Isolinien:
x ∈ Ωth
T th(x) = 0, t = 0.094s+ k · 0.04 s, k ∈ N0
Symbol Wert
L∗ 2.5 · 10−4 m
Ai · P 90 W
tdur 0.24 s
δK 158
W
m2·K (Argon)
(b) Erstarrungszeitraum: [0.518s, 1.353s], Isolinien:
x ∈ Ωth
T th(x) = 0, t = 0.518s+ k · 0.2 s, k ∈ N0
Abbildung 4.31: Erstarrungsphase für das koaxiale Stoffanhäufen am Draht: Validie-
rung für verschiedene Prozessparameter. [Quelle der metallographischen Querschliffe:
Bremer Institut für angewandte Strahltechnik (BIAS)]
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Symbol Wert
L∗ 2.5 · 10−4 m
Ai · P 20 W
tdur 4 s
δK 719
W
m2·K (Helium)
Erstarrungszeitraum: [4.141s, 4.799s],
Isolinien:¶
x ∈ Ωth
T th(x) = 0, t = 4.141s+ k · 0.1 s, k ∈ N0©
Abbildung 4.32: Erstarrungsphase für das koaxiale Stoffanhäufen am Draht (Fortset-
zung): Validierung für verschiedene Prozessparameter. [Quelle der metallographischen
Querschliffe: Bremer Institut für angewandte Strahltechnik (BIAS)]
Kapitel 5
Simulation des Stoffanhäufens am
Draht und Blech (3D)
In diesem Kapitel werden Simulationsergebnisse für Stoffanhäufungsprozesse präsentiert,
die keine Rotationssymmetrie aufweisen und somit in drei Raumdimensionen gelöst wer-
den müssen. Hierbei wird in Abschnitt 5.1 zunächst das punktförmige Stoffanhäufen
am Draht bei einer radialer Strahlführung untersucht und mit den Ergebnissen zum ko-
axialen Stoffanhäufen verglichen. In Abschnitt 5.2 wird das linienförmige Stoffanhäufen
entlang einer Blechkante bzw. eines Blechloches untersucht. Die zugehörigen Material-
und Prozessparameter sind in Anhang B.1 aufgeführt.
Zur Simulation können grundsätzlich alle bisher vorgestellten Methoden eingesetzt wer-
den. Da einige Aspekte der Implementierung in drei Raumdimensionen jedoch mit einem
großen Implementierungsaufwand verbunden sind, wurde die Software NAVIER-3D im
Rahmen dieser Arbeit lediglich um die (stabilisierte) Enthalpie-Methode erweitert. Im
Vergleich zur zweidimensionalen Implementierung fehlt außerdem die Neuvernetzung des
Rechengitters, so dass große Deformationen des Rechengebiets und damit große Stoffan-
häufungen nicht realisierbar sind.
In der stabilisierte Enthalpie-Methode wird die Viskosität hierbei um den Faktor 10000
angehoben, womit diese höher als in den bisher zur Methode gezeigten Simulationsergeb-
nissen in Abschnitt 4.2.4 ist. Das zähflüssigere Verhalten der Schmelze führt hierbei zu
einer langsameren und gleichmäßigeren Formänderung des flüssigen Teilgebiets, welche
maßgeblich durch die Oberflächenspannung bestimmt wird. Die Zeitschrittweite wird mit
τn = τ = 2·10−2 für das Stoffanhäufen entlang einer Blechkante bzw. τn = τ = 1·10−2 für
die anderen beiden Prozesse ebenfalls größer als zuvor gewählt, damit die Strömungs-
impulse durch das Umklappen von Randelementen beim fest-flüssig Phasenübergang
möglichst gering ausfallen.
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Durch die gleichmäßigere Formänderung nimmt die Qualität der Triangulierung im zeit-
lichen Verlauf langsamer ab, was aufgrund der fehlenden Neuvernetzung entscheidend
ist, um für die untersuchten Prozesse eine Degenerierung des Rechengitters zu vermei-
den. Dies wird durch die Wahl einer vergleichsweise großen Gitterweite unterstützt, da
sich lokale Unregelmäßigkeiten hierbei nicht so stark auf Gitterqualität auswirken. Zu-
dem ermöglicht dies in Bezug auf das Umklappen von Randelementen beim fest-flüssig
Phasenübergang die Wahl größerer Zeitschrittweiten, was zuletzt auch der Rechenzeit
zu Gute kommt, die für die hier gezeigten Prozesssimulationen jeweils im Bereich ei-
niger Stunden liegt. Aufgrund der gleichmäßigen Bewegung der Materiepunkte wird die
tangentiale Bewegung der äußeren Hyperflächen durch eine entsprechende Wahl des Ope-
rators R˜h gemäß (3.9) ebenfalls materiell gewählt, was im Unterschied zur tangentialen
Null-Geschwindigkeit aus Abschnitt 4.1.1 zu einer gleichmäßigeren Verteilung der Git-
terpunkte auf der freien Oberfläche führt.
Aufgrund der groben Gitterweite und großen Zeitschrittweite ist im Vergleich zum vor-
herigen Kapitel von einem größeren Diskretisierungsfehler auszugehen, was in diesem
Kapitel allerdings nicht näher untersucht wird. Da die Gitterweite zudem nicht lokal
angepasst wird, führt dies unter anderem dazu, dass der Laserspot-Durchmesser in der
Regel kleiner als die Gitterweite ist und die Approximation der hohen Temperaturgra-
dienten im Auftreffbereich des Lasers nur eingeschränkt möglich ist. Um sicherzustellen,
dass die Bauteile zumindest eine der Laserleistung entsprechende Energiemenge auf-
nehmen, wird für die numerische Berechnung der Oberflächenintegrale im vom Laser
bestrahlten Bereich eine Quadraturformel höherer Ordnung mit 61 Quadraturpunkten
je Oberflächenelement verwendet. Ein alternativer Ansatz wäre die künstliche Erhöhung
des Strahldurchmessers, was zu ähnlichen Resultaten führen würde.
Die Darstellung der Ergebnisse wird in Bezug auf das Strömungsfeld, die Temperatur
und der anderen charakteristischer Größen aus dem vorherigen Kapitel übernommen
(Abschnitt 4.2.1). Zur besseren Visualisierung wird die Darstellung der räumlich drei-
dimensionalen Geometrie um ausgewählte zweidimensionale Querschnitte ergänzt. Das
kartesische Koordinatensystem wird dabei so gewählt, dass die betrachteten Querschnit-
te stets parallel zu einer durch zwei Koordinatenachsen aufgespannten Ebene verlaufen.
Für die Beschreibung der geometrischen Lage genügt somit die Spezifikation der dritten
Koordinate, wobei der Koordinatenursprung so gewählt wird, dass die Koordinate beim
Draht dem Abstand zur Symmetrieachse SL (vgl. Abb. 5.1) und beim Blech dem Ab-
stand zur linken, unteren bzw. hinteren Blechkante (vgl. Abb. 5.11(b), 5.12) entspricht.
Ergänzt wird dies um eine farbliche Kennzeichnung der Querschnitte in der dreidimen-
sionalen Darstellung.
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Im Gegensatz zu den bisher gezeigten zweidimensionalen Simulationsergebnissen erfolgt
die polygonale Approximation des isoparametrischen (stückweise quadratischen) Gebiets-
randes zur visuellen Darstellung mit PARAVIEW [56] lediglich anhand der Eckpunkte
N t1 der Triangulierung. Unter Berücksichtigung der vergleichsweise großen Gitterweite
erscheint der Verlauf des äußeren Gebietsrandes somit nicht glatt. Dies ist beispielsweise
in Abbildung 5.2(a) um unteren Bereich deutlich zu erkennen. Eine genauere polygonale
Approximation des isoparametrischen Gebietsrandes erfolgt in den gezeigten zweidimen-
sionalen Querschnittes wie in den Abbildungen 5.2(b)–5.2(d) dargestellt, da PARAVIEW
hierbei intern mit verfeinerten Gittern unter Berücksichtigung zusätzlicher Punkte auf
dem isoparametrischen Rand arbeitet. An dieser Stelle sei angemerkt, dass die dreidimen-
sionale Anfangsgeometrie für den Draht simplizial gewählt ist, so dass der Gebietsrand
in nicht zuvor geschmolzenen Bereichen stückweise planar ist.
5.1 Radiales Stoffanhäufen am Draht
Im Unterschied zum koaxialen Stoffanhäufen wird der Draht beim radialen Stoffanhäu-
fen seitlich durch den Laser bestrahlt, der beginnend vom unteren Ende des Drahtes
mit einer konstanten Geschwindigkeit vL nach oben geführt wird (vgl. Abb. 1.4). Alle
übrigen Prozessparameter einschließlich des Drahtdurchmessers, der Laserleistung, der
Bestrahldauer und des Spotdurchmessers werden identisch zum koaxialen Prozess in Ka-
pitel 4 gewählt, so dass ein direkter Vergleich der beiden Bestrahlungsstrategien möglich
ist.
5.1.1 Anschmelzphase
Durch die radiale Strahlführung schmilzt der Draht zunächst lediglich auf der bestrahl-
ten Seite, da erst im späteren Verlauf genügend Wärme auf die gegenüberliegende Seite
geleitet wird. Für das untere Ende des Drahtes ist dies zum Zeitpunkt t˜10 = 0.1 in Ab-
bildung 5.1 dargestellt. Die Perspektive der dreidimensionalen Darstellung in Abbildung
5.1(a) ist hierbei so gewählt, dass der Laser den Draht von rechts bzw. in −x3-Richtung
bestrahlt und nach oben bzw. in x2-Richtung geführt wird. Die fest-flüssig Phasengrenze
verläuft aufgrund der einseitigen Bestrahlung schräg durch den Draht und das geschmol-
zene Material strömt aufgrund der Oberflächenspannung nach rechts bzw. oben, um die
Oberflächengröße zu verkleinern (Abb. 5.1(b)). Wie schon beim koaxialen Stoffanhäu-
fen werden in einer kleinen Umgebung der bestrahlten Fläche sehr hohe unphysikalische
Temperaturen erreicht, die durch die Bewegung des Lasers mit T˜h,max < 10.65 kleiner
als bei der koaxialen Bestrahlung ausfallen.
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x2
x3x1
(a) 3D-Visualisierung mit Querschnitten (b) u˜∗ = 3.33, x˜1 = 0
(c) u˜∗ = 3.33, x˜3 = 0 (d) u˜∗ = 3.33, x˜3 = 0.75
Abbildung 5.1: Radiales Stoffanhäufen am Draht (SEM): Visualisierung zum Zeit-
punkt t˜10 = 0.1 in 3D (a) und durch farblich gekennzeichnete Querschnitte orthogonal
zur x1-Achse (b) bzw. zur x3-Achse (c)-(d).
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x2
x3x1
(a) 3D-Visualisierung mit Querschnitten (b) u˜∗ = 40, x˜1 = 0
(c) u˜∗ = 40, x˜3 = 0 (d) u˜∗ = 40, x˜3 = 0.75
Abbildung 5.2: Radiales Stoffanhäufen am Draht (SEM): Visualisierung zum Zeit-
punkt t˜50 = 0.5 in 3D (a) und durch farblich gekennzeichnete Querschnitte orthogonal
zur x1-Achse (b) bzw. zur x3-Achse (c)-(d).
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x2
x3x1
(a) t˜100 = 1
x2
x3x1
(b) t˜105 = 1.05
x2
x3x1
(c) t˜110 = 1.1
x2
x3x1
(d) t˜120 = 1.2
Abbildung 5.3: Radiales Stoffanhäufen am Draht (SEM): Abschaltung des Lasers
(3D-Visualisierung).
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x2
x3x1
(a) 3D-Visualisierung mit Querschnitten (b) u˜∗ = 4, x˜1 = 0
(c) u˜∗ = 4, x˜3 = 0 (d) u˜∗ = 4, x˜3 = 0.75
Abbildung 5.4: Radiales Stoffanhäufen am Draht (SEM): Visualisierung zum Zeit-
punkt t˜150 = 1.5 in 3D (a) und durch farblich gekennzeichnete Querschnitte orthogonal
zur x1-Achse (b) bzw. zur x3-Achse (c)-(d).
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Aufgrund des groben Rechengitters und der großen Zeitschrittweite ist im Verlauf der
Temperaturisolinien ein deutlicher Einfluss der Diskretisierung zu erkennen, da diese
nicht immer gleichmäßig verlaufen und Knicke aufweisen. Durch die radiale Bestrahlung
und kollineare Führung des Lasers entlang der Symmetrieachse des zylinderförmigen
Drahtes ist der Prozessverlauf symmetrisch zur Ebene, die durch die Strahl- und Symme-
trieachse aufgespannt wird. Die in den Abb. 5.1(c) und 5.1(d) dargestellten Querschnitte
zeigen somit eine achsensymmetrische Situation, die aufgrund der asymmetrischen Tri-
angulierung numerisch nur näherungsweise vorliegt.
Die maximale Geschwindigkeit der Materieteilchen bleibt zu Beginn nahezu konstant
und nimmt erst zu, wenn auch die gegenüberliegende Seite des Drahtes geschmolzen ist
(Abb. 5.7(a)). Während der Laserbestrahlung nimmt das flüssige Teilvolumen annähernd
linear mit der Zeit zu (Abb. 5.7(b)), welches im zeitlichen Verlauf aufgrund der Ober-
flächenspannung immer mehr die Form einer Kugel annimmt, die durch den schrägen
Verlauf der fest-flüssig Phasengrenze in Richtung des Lasers geneigt ist. Exemplarisch
ist dies für den Zeitpunkt t˜50 = 0.5 in Abbildung 5.2 dargestellt. Das Strömungsfeld ist
in dieser Phase im Wesentlichen durch die Aufwärtsbewegung des flüssigen Teilvolumens
bestimmt, wobei die Geschwindigkeit durch die im Rahmen der stabilisierten Enthalpie-
Methode stark erhöhte Viskosität zunächst langsam zunimmt. Im realen Prozess können
kleine Änderungen zum Beispiel im Winkel der schräg verlaufenden fest-flüssig Phasen-
grenze zu einer Oszillation des flüssigen Tropfens führen, wobei es unter Umständen zu
einem Abreißen des Tropfens kommen kann. In der Simulation kann dies aufgrund der
stark erhöhten Viskosität nicht beobachtet werden, da eine gleichmäßigere Bewegung der
Materieteilchen erzwungen wird.
Mit der Abschaltung des Lasers zum Zeitpunkt t˜100 = 1 nimmt die Anschmelzgeschwin-
digkeit innerhalb kurzer Zeit um etwa den Faktor 8 ab. Durch Wärmeleitung verteilt
sich die Temperatur dabei zunehmend gleichmäßiger, so dass die fest-flüssig Phasengren-
ze nach 20 Zeitschritten nahezu planar verläuft. Der Verlauf ist für diesen Zeitraum in
Abbildung 5.3 dargestellt. Hierbei ist zu erkennen, dass die Aufwärtsbewegung der Ma-
terieteilchen durch die abrupte Änderung der Anschmelzgeschwindigkeit stark gebremst
wird, was aufgrund der Massenträgheit und wirkenden Kräfte mit einer Zunahme der
radialen Ausdehnung und einer Höhenabnahme des flüssigen Teilgebiets verbunden ist.
Die Qualität der Triangulierung nimmt insbesondere in dieser Phase deutlich ab, wobei
die Tetraeder immer flacher und breiter werden.
Zum Zeitpunkt t˜120 = 1.2 liegt eine zum koaxialen Stoffanhäufen vergleichbare Situation
nach dem Abschalten des Lasers vor, da die Temperaturisolinien und insbesondere die
fest-flüssig Phasengrenze nahezu rotationssymmetrisch verlaufen und das flüssige Teilge-
biet nur leicht in Richtung des Lasers geneigt ist. Durch die Überhitzung der Schmelze
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schmilzt der Draht weiter an, wobei sich die Form immer mehr einer unter dem Draht
zentrierten Kugel annähert (Abb. 5.4). Der Verlauf ist hierbei ganz analog zum koaxialen
Stoffanhäufen, wo der qualitative und quantitative Strömungsverlauf zum selben Zeit-
punkt vergleichbar ist (Abb. 4.3(c)).
5.1.2 Erstarrungsphase
Die maximale Größe des flüssigen Teilgebiets wird zum Zeitpunkt t˜270 = 2.7 erreicht.
Die Form entspricht hierbei einer nahezu perfekten und unterhalb des Drahtes zentrier-
ten Kugel (Abb. 5.5(a)), die sich im Verlauf der Erstarrung nur unwesentlich verändert.
Zunächst erstarrt die Schmelze ausschließlich vom Schaft des Drahtes ausgehend (Abb.
5.5(b)). Anschließend erstarrt sie durch die an die Umgebung abgeführte Wärme zu-
sätzlich von der freien Oberfläche ausgehend (Abb. 5.5(c)), so dass diese zum Zeitpunkt
t˜400 = 4 fast vollständig erstarrt ist (Abb. 5.5(d)) und keine Formänderung mehr möglich
ist. Hierbei kommt es zu einer sprungartigen Abnahme im flüssigen Teilvolumen bzw.
dem Anschmelzverhältnis (Abb. 5.7(b)). Die Ursache hierfür ist, dass die Tetraeder eine
relativ große Ausdehnung in radialer Richtung aufweisen und in der numerischen Me-
thode entweder vollständig dem flüssigen oder festen Teilgebiet zugeordnet sind, so dass
trotz einer gleichmäßigen Bewegung der Erstarrungsfront (T th = 0) ein Sprung durch die
Teilgebietszuordnung entsteht.
Der weitere Verlauf der Erstarrung im Inneren ist durch zwei zueinander orthogonale
Querschnitte durch die Symmetrieachse des Drahtes in Abbildung 5.6 dargestellt. Die
Erstarrung verläuft hierbei in Bezug auf die zur Symmetrieachse SL rotationssymmetri-
sche Geometrie im Wesentlichen ebenfalls rotationssymmetrisch und analog zum koaxia-
len Prozess. Aufgrund der groben Diskretisierung sind jedoch Ungleichmäßigkeiten im
Verlauf der Erstarrungsfront zu beobachten. Zum Zeitpunkt t˜620 = 6.2 ist die Schmelze
vollständig erstarrt.
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x2
x3x1
(a) t˜270 = 2.7
x2
x3x1
(b) t˜385 = 3.85
x2
x3x1
(c) t˜390 = 3.9
x2
x3x1
(d) t˜400 = 4
Abbildung 5.5: Radiales Stoffanhäufen am Draht (SEM): 3D-Visualisierung des Er-
starrung.
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(a) Schnitt durch die Symmetrieachse SL ortho-
gonal zur x1-Achse (x˜1 = 0)
(b) Schnitt durch die Symmetrieachse SL ortho-
gonal zur x3-Achse (x˜3 = 0)
Abbildung 5.6: Radiales Stoffanhäufen am Draht (SEM): 2D-Visualisierung der Er-
starrung im Zeitraum [0.27s, 0.62s] in den farblich gekennzeichneten Querschnitten
durch die Symmetrieachse SL. Der Verlauf der Erstarrungsfront ist durch die Isolinien
x ∈ Ωth
T th(x) = 0, t = 0.27s+ k · 0.05 s, k ∈ N0 gekennzeichnet.
5.1.3 Vergleich zum koaxialen Stoffanhäufen
Durch die radiale Strahlführung ist es im Gegensatz zum koaxialen Prozess möglich,
die Energie gezielt im Bereich der fest-flüssig Phasengrenze zuzuführen. Als Vorteile
ergeben sich dabei zum einen eine erhöhte Anschmelzgeschwindigkeit (Abb. 5.7(b)) und
zum anderen eine höhere Energieeffizienz, da durch die gleichmäßigere Erwärmung die
Wärmeverluste durch den umgebenden Schutzgasstrom zwar etwas größer, die Verluste
durch Wärmeabstrahlung jedoch deutlich geringer ausfallen (Abb. 5.7(c)). Da somit über
die gesamte Prozessdauer mehr Energie im Bauteil verbleibt, die für den fest-flüssig
Phasenübergang zur Verfügung steht, kann unter gleichem Energieeinsatz ein höheres
Anschmelzverhältnis und damit eine größere Zwischenform generiert werden. Hierbei fällt
die Dauer der Anschmelzphase trotz der höheren Anschmelzgeschwindigkeit aufgrund
des größeren Anschmelzverhältnisses mit 2.7 anstatt 2.07 Zeiteinheiten länger aus.
Im Gegenzug verläuft die Erstarrung aufgrund der geringeren Überhitzung der Schmelze
jedoch schneller, so dass insgesamt eine vergleichbare Gesamtdauer der Prozesse vorliegt.
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(c) Leistung: Die Hilfslinien kennzeichnen die in den Abb. 5.1–5.5 dargestellten Zeitpunkte.
Abbildung 5.7: Radiales Stoffanhäufen am Draht (SEM): Charakteristische Größen
im Vergleich zum koaxialen Stoffanhäufen (KM).
Durch die im radialen Prozess erhöhte Viskosität fällt die Geschwindigkeit der Materie-
teilchen und damit auch der Formänderung zu Prozessbeginn zunächst deutlich geringer
aus. Erst im späteren Verlauf wird hier das Niveau des koaxialen Prozesses erreicht (Abb.
5.7(a)). Eine Bewertung und ein Vergleich der Geschwindigkeit zu Prozessbeginn ist je-
doch schwierig, da sich die geometrische Situation deutlich voneinander unterscheidet
und im radialen Prozess zudem die Orts- und Zeitdiskretisierung sehr grob ist.
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5.2 Linienförmiges Stoffanhäufen am Blech
In diesem Abschnitt wird das Stoffanhäufen für dünne Bleche bzw. Folien betrachtet.
Im Gegensatz zum Draht, bei dem Material um einen Punkt herum akkumuliert und
eine kugelförmige Zwischenform generiert wird, wird hierbei Material entlang einer Linie
akkumuliert. Das Ziel ist dabei eine gleichmäßige Aufdickung des Bauteils, so dass nach
dem Prozess entlang einer definierten Linie ein Kragen bzw. eine Zwischenform mit
kreisförmigem Querschnitt vorliegt.
5.2.1 Kragen entlang einer Blechkante
Beim linienförmigen Stoffanhäufen entlang einer Blechkante wird das Blech aufrecht posi-
tioniert und entlang der oberen Kante geschmolzen (vgl. Abb. 1.5). Hierfür kann entweder
die Blechkante entlang des Laserstrahls oder alternativ der Laser entlang der Kante ge-
führt werden, wobei in dieser Arbeit ausschließlich letztgenannter Fall betrachtet wird.
Da die genaue Positionierung für die direkte Bestrahlung der Blechkante von oben auf-
grund der dünnen Blechdicke schwierig ist, erfolgt die Bestrahlung stattdessen einseitig
mit einem geringem Versatz zur Blechkante. Schematisch ist dies in Abbildung B.1(a)
dargestellt.
Der simulierte Prozessverlauf ist zunächst für den Zeitpunkt t˜25 = 0.5 in Abbildung
5.9(a) dargestellt und wird durch ausgewählte zweidimensionale Querschnitte in Ab-
bildung 5.10 ergänzt. Die dreidimensionale Darstellung ist dabei so gewählt, dass der
Laser das Blech von vorne bzw. in −x1-Richtung bestrahlt und parallel zum Blech in
x3-Richtung geführt wird. Durch die hohe Intensität des Lasers ist das Blech entlang der
Bahn des Lasers bis zum aktuell bestrahlten Bereich geschmolzen, wobei die obere Blech-
kante zunächst fest bleibt. Die einseitige Laserbestrahlung führt zu einem in der x1x2-
Ebene asymmetrischen Temperaturverlauf, der jedoch aufgrund der geringen Blechdicke
schon mit geringem Abstand zur Laserposition in einen symmetrischen Verlauf übergeht
und damit zu einer symmetrischen Form der Schmelze führt (Abb. 5.10(b)-5.10(d)). Da
die lokale Gitterweite im Vergleich zum Durchmesser des Laserspot mit h2R0 ≈ 2.5 etwa
um den Faktor 1.5 größer als beim zuvor betrachteten Draht ist, kommt es trotz der ver-
besserten Quadraturformel mit 61 Quadraturpunkten je Oberflächenelement zu Unregel-
mäßigkeiten in der über den Rand zugeführten Laserleistung PL,h, die um bis zu 5% von
der realen Laserleistung abweicht (Abb. 5.8(c)). Hierbei ist aufgrund der gleichmäßigen
Gitterstruktur ein Interferenzmuster in Abhängigkeit von der Vorschubgeschwindigkeit
vL und der Zeitschrittweite τ zu erkennen.
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Die Formänderung des flüssigen Teilgebietes ist im Wesentlichen durch die Oberflächen-
spannung bestimmt. Hierbei wird der geschmolzene Bereich zunehmend dicker, was durch
einen Materialfluss von der linken Blechkante ausgehend ermöglicht wird. Das zugehörige
Strömungsfeld ist hierbei in den zweidimensionalen Querschnitten dargestellt. Im weite-
ren Verlauf verteilt sich die zugeführte Energie zunehmend gleichmäßig, wodurch auch
entlang der oberen Blechkante die Schmelztemperatur überschritten wird. Eine besonde-
re Situation tritt hierbei ein, wenn die obere linke Ecke des Bleches ein isoliertes festes
Teilgebiet umfasst (Abb. 5.9(b)). Im realen Prozess würde dieses auf dem flüssigen Teil-
gebiet schwimmen, wohingegen es in der Simulation als unbeweglich angenommen wird.
Sobald die Ecke vollständig geschmolzen ist, führt dies zu einem großen Strömungsim-
puls (Abb. 5.8(a)) und das flüssige Teilgebiet formt sich innerhalb kurzer Zeit zu einer
gleichmäßigen Aufdickung (Abb. 5.11(a)). Eine Möglichkeit um das Schwimmen im Mo-
dell abzubilden, wäre das Zulassen von Starrkörpertransformationen für isolierte feste
Teilgebiete. Die Herausforderung besteht dabei in der Wahl geeigneter Randbedingun-
gen für die Navier-Stokes Gleichungen und vor allem geeigneter Bedingungen entlang der
Tripellinien/-punkte.
Die Größe des geschmolzenen Teilvolumens nimmt zunächst annähernd linear mit der
Zeit bzw. der zugeführten Energiemenge zu (Abb. 5.8(a)). Mit zunehmender Größe des
Teilgebiets erstarrt der zuerst geschmolzene Bereich und es stellt sich ein Gleichgewicht
zwischen der zugeführten Laserenergie, der Wärmeabstrahlung, der Kühlung durch das
Schutzgas und dem Wärmetransport durch Wärmeleitung in die entlegeneren Bereiche
des Blechs ein, wodurch die Größe des flüssigen Volumens nahezu konstant bleibt und ei-
ne quasi-stationäre Situation im Zeitintervall t˜ ∈ [2.1, 4.1] vorliegt. Diese überträgt sich
auch auf das Strömungsfeld und die Formänderung und ist exemplarisch zum Zeitpunkt
t˜150 = 3 in den Abbildungen 5.11(b) und 5.12 dargestellt. In dieser Phase strömt kontinu-
ierlich Material in den zuletzt aufgeschmolzenen Bereich (Abb. 5.12(a)), wodurch dieser
dicker wird (Abb. 5.12(d)). Sobald auch die Oberseite geschmolzen ist (Abb. 5.12(c)),
strömt das Material wiederum aufgrund der Oberflächenspannung nach unten und bildet
schließlich eine kreisrunde Form (Abb. 5.12(b)), so dass insgesamt ein zylinderförmiger
Kragen entsteht.
Nachdem der Laser das Blech passiert hat, schmilzt zum Zeitpunkt t˜210 = 4.2 zuletzt die
obere rechte Ecke des Blechs (Abb. 5.13(a)), was wieder mit einem großen Strömungs-
impuls verbunden ist. Zugleich beginnt die Größe des flüssigen Teilvolumens durch die
fortschreitende Erstarrung abzunehmen, was das Formänderungsvermögen zunehmend
einschränkt. Zuletzt erstarrt die Schmelze in der oberen rechten Ecke des Bleches, wo
sich im Gegensatz zur oberen linken Ecke ein Buckel gebildet hat (Abb. 5.13(a)). Zum
Zeitpunkt t˜337 = 6.74 ist das Blech vollkommen erstarrt.
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Im Prozess konnte durch eine geeignete Wahl der Prozessparameter über einen langen
Zeitraum eine nahezu quasi-stationäre Situation hergestellt werden, so dass abgesehen
von den Blechenden eine gleichmäßige zylinderförmige Zwischenform erreicht wurde.
Inwiefern sich die Gleichmäßigkeit der Zwischenform mit experimentellen Ergebnissen
deckt, wurde zum aktuellen Zeitpunkt noch nicht untersucht. Erste experimentelle Re-
sultate liegen zu diesem Zeitpunkt auch für die hier simulierte Blechdicke von 0.3mm
vor [18] (vgl. Abb. 1.5). Der Vergleich ist dabei insbesondere aufgrund der in der Simula-
tion künstlich erhöhten Viskosität interessant, da durch das zähflüssigere Verhalten eine
gleichmäßigere Form begünstigt wird.
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(c) Leistung: Die Hilfslinien kennzeichnen die in den Abb. 5.9–5.13 dargestellten Zeitpunkte.
Abbildung 5.8: Linienförmiges Stoffanhäufen entlang einer Blechkante (SEM): Cha-
rakteristische Größen im zeitlichen Verlauf.
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x2
x3
x1
(a) t˜25 = 0.5, Querschnitte in Abbildung 5.10
x2
x3
x1
(b) t˜41 = 0.82
Abbildung 5.9: Linienförmiges Stoffanhäufen entlang einer Blechkante (SEM): 3D-
Visualisierung.
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(a) u˜∗ = 12.5, x˜1 = 0.5
(b) u˜∗ = 25, x˜3 = 1 (c) u˜∗ = 4, x˜3 = 7.5 (d) u˜∗ = 0, x˜3 = 10
Abbildung 5.10: Linienförmiges Stoffanhäufen entlang einer Blechkante (SEM): 2D-
Visualisierung zum Zeitpunkt t˜25 = 0.5 durch Querschnitte orthogonal zur x1-Achse
(a) bzw. zur x3-Achse (b)-(d) (vgl. Abb. 5.9(a)).
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(a) t˜50 = 1
x2
x3
x1
(b) t˜150 = 3, Querschnitte in Abbildung 5.12
Abbildung 5.11: Linienförmiges Stoffanhäufen entlang einer Blechkante (SEM): 3D-
Visualisierung (Fortsetzung).
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(a) u˜∗ = 20, x˜1 = 0.5
(b) u˜∗ = 33.33, x˜3 = 45 (c) u˜∗ = 125, x˜3 = 50 (d) u˜∗ = 16.67, x˜3 = 53
Abbildung 5.12: Linienförmiges Stoffanhäufen entlang einer Blechkante (SEM): 2D-
Visualisierung zum Zeitpunkt t˜150 = 3 durch Querschnitte orthogonal zur x1-Achse (a)
bzw. zur x3-Achse (b)-(d) (vgl. Abb. 5.11(b)).
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(a) t˜210 = 4.2
x2
x3
x1
(b) t˜300 = 6
Abbildung 5.13: Linienförmiges Stoffanhäufen entlang einer Blechkante (SEM): 3D-
Visualisierung (Fortsetzung).
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5.2.2 Kragen entlang eines Blechloches
Durch eine geeignete Strahlführung ist es ebenso möglich komplexere Zwischenformen
zu generieren. In dieser Stelle wird dies anhand eines Bleches mit einem mittig einge-
brachten Loch demonstriert, entlang dessen Randes ein gleichmäßiger Kragen erzeugt
werden soll (vgl. Abb. 1.6). Analog zur Blechkante wird das Blech hierfür einseitig durch
einen Laser bestrahlt, der mit konstanter Geschwindigkeit entlang einer Kreisbahn um
das Loch herum geführt wird (Abb. B.1(b)). Der Verlauf der Simulation ist in den Abbil-
dungen 5.14 und 5.15 dargestellt. Der Laser bestrahlt das Blech hierbei von vorne bzw.
in −x1-Richtung und umläuft das Loch mit konstanter Geschwindigkeit entgegen dem
Uhrzeigersinn, wobei die Bestrahlung nach genau einer Umrundung endet. Da die lokale
Gitterweite im Vergleich zum Durchmesser des Laserspot mit h2R0 ≈ 0.83 etwa um den
Faktor 3 kleiner als beim Stoffanhäufen entlang der Blechkante bzw. den Faktor 2 kleiner
als beim Draht ist, ist keine besondere Unregelmäßigkeit in der über den Rand zugeführ-
ten Laserleistung PL,h zu beobachten. Der Simulationsverlauf zeigt viele Parallelen zum
Stoffanhäufen entlang einer Blechkante und wird an dieser Stelle nur knapp beschrieben.
Zunächst schmilzt das Blech entlang des Lochrandes im vom Laser passierten Bereich
(Abb. 5.15(a)), bevor die durchWärmeleitung undWärmeflüsse über den Rand abgeführ-
te Wärme zur Erstarrung des zuvor bestrahlten Bereichs führt (Abb. 5.15(b)). Die Größe
des flüssigen Teilvolumens nimmt dabei zunächst linear mit der Zeit zu, bis sich nach
etwa der Hälfte der vom Laser zurückgelegten Bahn ein Gleichgewicht zwischen der zu-
geführten Energie und den Kühlungsmechanismen eingestellt hat (Abb. 5.15(c)), so dass
die Größe des flüssigen Teilvolumens bis zur Abschaltung des Lasers nahezu konstant
bleibt (Abb. 5.15(d)). Um das Loch herum entsteht dabei insgesamt eine gleichmäßige
Zwischenform in Form eines Torus, die zuletzt im unteren Blechbereich erstarrt (Abb.
5.14(b)).
Wie beim linienförmigen Stoffanhäufen entlang der Blechkante wird durch die künstlich
erhöhte Viskosität die gleichmäßige Ausbildung der Zwischenform gefördert und die Fra-
gestellung der Reproduzierbarkeit im Experiment bleibt an dieser Stelle offen. Für einen
Vergleich könnten wiederum erste experimentelle Resultate aus [18] (vgl. Abb. 1.6(b))
herangezogen werden. Eine wichtige Beobachtung in beiden Prozessen ist jedoch, dass
sich die Größe des flüssigen Teilvolumens über einen längeren Zeitraum nicht verändert
und sich der Prozess dabei nahezu quasi-stationär verhält. Dies motiviert den im nächsten
Kapitel verfolgten Ansatz, bei dem die quasi-stationäre Situation genutzt wird, um das
räumlich dreidimensionale Modell durch die Betrachtung eines geeigneten Querschnitts
auf zwei Raumdimensionen zu reduzieren, um eine effizientere numerische Lösung zu
ermöglichen.
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(a) t˜1 = 1 · 10−2
x2
x3
x1
(b) t˜190 = 1.9
Abbildung 5.14: Linienförmiges Stoffanhäufen entlang eines Blechloches (SEM): 3D-
Visualisierung.
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(a) t˜16 = 0.16
x2
x3
x1
(b) t˜33 = 0.33
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(c) t˜65 = 0.65
x2
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x1
(d) t˜140 = 1.4
Abbildung 5.15: Linienförmiges Stoffanhäufen entlang eines Blechloches (SEM): 3D-
Visualisierung (Nahaufnahmen).

Kapitel 6
Simulation des Wärmeleitschweißens
(2D)
In diesem Kapitel werden Simulationsergebnisse für die verschiedenen Wärmeleitschweiß-
prozesse präsentiert. Das wesentliche Ziel ist dabei, die Ausbildung der Schweißnaht
numerisch zu bestimmen, so dass diese in aufbauenden Simulationsschritten genutzt
werden kann (siehe Abschnitt 1.2.3). Motiviert durch die Beobachtung eines nahezu
quasi-stationären Zustandes beim linienförmigen Stoffanhäufen in Abschnitt 5.2 wird das
Modell hierfür zunächst auf zwei Raumdimensionen reduziert, indem ein Querschnitt or-
thogonal zur Schweißrichtung betrachtet wird. Im Vergleich zu den bisher betrachteten
Stoffanhäufungsprozessen liegt durch den nicht aufschmelzenden Werkstoff und dessen
Benetzung eine komplexere Situation vor. Hinzu kommt, dass der Prozessverlauf nicht
mehr so einfach in Phasen mit bzw. ohne Topologieänderungen aufgrund des fest-flüssig
Phasenübergangs eingeteilt werden kann. Aus diesem Grund wird für die Simulation
ausschließlich die stabilisierte Enthalpie-Methode eingesetzt, wobei die Viskosität des
Aluminiumwerkstoffs von µl = 1.3 · 10−3 N ·sm2 auf µl = 1.0 N ·sm2 erhöht wird.
Eine detailliertere Untersuchung erfolgt dabei für den Überlappstoß U1 bzw. die zugehö-
rigen Vorversuche U1∗, da für diese teilweise Temperaturmessungen auf der Schmelzbad-
oberfläche und lokale Nahaufnahmen der Mikrostruktur vorliegen, die zur Validierung
der Temperaturverläufe eingesetzt werden können. Als weiterer Aspekt wird untersucht,
welchen Einfluss das Vernachlässigen der latenten Wärme Λ auf den Erstarrungsverlauf
hätte, um die Notwendigkeit des Stefan-Problems anstatt der einfacheren Wärmelei-
tungsgleichung im Modell aufzuzeigen. Außerdem wird der Einfluss temperaturabhängi-
ger Materialkennwerte κÛls, κr, cpÛls und cpr im Vergleich zu konstanten teilgebietsspezifi-
schen Werten untersucht. Zuletzt wird die im zweidimensionalen Modell vernachlässigte
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Wärmeleitung orthogonal zum betrachteten Querschnitt für eine stark vereinfachte Si-
tuation betrachtet, um deren Einfluss auf das Simulationsergebnis zu erfassen.
Für die einzelnen Prozesse sind die zugehörigen Prozess- und Materialparameter in An-
hang B.2 aufgeführt. Hierbei sei bemerkt, dass die Benetzungswinkel jeweils für jede
Verbindung (U1, U2, S1, . . . ) und die Absorptionskoeffizienten Ai jeweils für jeden
Werkstoff auf Grundlage von Querschliffen experimentell am BIAS hergestellter Pro-
ben kalibriert wurden, die am IWT metallurgisch aufbereitet wurden. Bezüglich der
Kontakt-/Benetzungswinkel ist dies notwendig, da die Ausbildung des Winkels nicht
modelliert wurde. Die Wahl korrekter Absorptionskoeffizienten ist generell schwierig, da
diese von der Oberflächenbeschaffenheit abhängen, welche sich während des Prozesses
zudem verändert. Die kalibrierten Werte kompensieren dabei in gewisser Weise die im
zweidimensionalen Modell fehlenden Wärmeleitung orthogonal zum Querschnitt, da bei-
de einen maßgeblichen Einfluss auf das maximal geschmolzene Volumen haben, welches
zusammen mit den Benetzungswinkeln im Wesentlichen die Form der Schweißnaht be-
stimmt. Nichtsdestotrotz liegen die kalibrierten Werte in einem physikalisch sinnvollen
Bereich, wobei es für Verbindungen mit großem Einfluss des Wärmetransportes entlang
der Schweißnaht zu größeren Abweichungen kommen kann. Dies ist vor allem für die in
Abschnitt 6.2.6 untersuchte Überlappverbindung U2 der Fall, bei der die Wärmeleitung
im Aluminium aufgrund der hohen Blechstärke besonders ausgeprägt ist.
6.1 Zweidimensionales Schnittmodell
Im Rahmen des Simulationskonzeptes im Projekt HyProMiS (Abschnitt 1.2.3) wird das
Modell für den Material und Wärmetransport auf zwei Raumdimensionen reduziert. Da
für die betrachteten Prozesse eine gleichmäßige Schweißnaht wie in Abb. 1.9(a) entsteht,
wird hierfür ein im Ort fixierter Querschnitt mit x3 = x∗3 orthogonal zur Schweißnaht
(x1x2-Ebene) betrachtet (Abb. 1.7, 1.8). Die für die aufbauenden Simulationsschritte
benötigte dreidimensionale Geometrie ergibt sich dabei durch eine Extrusion entlang der
Schweißnaht bzw. x3-Achse (Abb. 1.12(a)).
Der betrachtete Querschnitt wird im mittleren Bereich der Bleche angenommen, so dass
Effekte wie die Wärmeabstrahlung an der Seitenflächen der Bleche vernachlässigt wer-
den können. Mathematisch entspricht dies einem quasi-stationären Zustand für ein in
x3-Richtung unendlich ausgedehntes Bauteil. Die Modellgleichungen für die zweidimen-
sionale Situation ergeben sich in der Darstellung von Abschnitt 1.2.3 aus dem dreidimen-
sionalen Modell, indem für sämtliche Feldgrößen die x3-Komponente und alle Differen-
tialoperatoren bzgl. x3 aus dem Modell entfernt werden. Dies hat zur Folge, dass keine
Kräfte in x3-Richtung wirken und somit auch kein Material entlang der Schweißnaht
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transportiert wird. Zudem wird die Wärmeleitung in x3-Richtung vernachlässigt, so dass
sich die durch den Laser zugeführte Energie lediglich im betrachteten Querschnitt aus-
breiten kann. Die Auswirkungen der letztgenannten Vereinfachung werden in Abschnitt
6.4 untersucht.
Die lokale Gitterfeinheit der Triangulierung wird wie bei den zuvor betrachteten Pro-
zessen heuristisch bestimmt, so dass das Gitter lediglich im Bereich der Fügezone und
insbesondere im Auftreffbereich des Lasers fein aufgelöst ist (siehe z.B. Abb. 6.3(a)).
Entlang der übrigen Blechränder wird das Gitter nicht explizit feiner gewählt. Dadurch
können größere Zeitschrittweiten genutzt werden, ohne dass das Gitter entlang des freien
Kapillarrandes Γl,h durch das „Umklappen“ von Randkanten degeneriert. Für alle Pro-
zesse wird dabei die konstante Zeitschrittweite τn = τ = 0.01 s gewählt. Durch das grobe
Rechengitter und die große Zeitschritte fallen die Rechenzeiten mit wenigen Minuten
entsprechend gering aus.
6.1.1 Tangentialgeschwindigkeit der Hyperflächen
Für den Operator R˜tn+αh gemäß (3.9) zur Festlegung der Tangentialgeschwindigkeiten
der Hyperflächen im Zwischenschritt (tn+α, tn+α′) ∈ TΘ wird unter Berücksichtigung
von (3.8) ein entsprechender Ansatz zur Enthalpie-Methode beim koaxialen Stoffanhäu-
fen in Abschnitt 4.1.1 gewählt, indem die Tangentialgeschwindigkeit auf Null gesetzt
wird. Eine Ausnahme bilden der linke und untere Rand (Überlappstoß, vgl. Abb. 2.4)
bzw. der linke und rechte Rand (Stumpfstoß, vgl. Abb. 2.5) von Ωtr,h entlang derer Ω
t
r,h
benetzt wird, da ansonsten das Rechengitter durch die vorgeschriebene Bewegung der
Benetzungspunkte γtlr,h ∩ γtl,h ∩ γtr,h im Verlauf der Zeit degenerieren würde. Um dies zu
vermeiden wird, falls zum betrachteten Zeitpunkt ein Benetzungspunkt auf einer der bei-
den Ränder liegt, ein zur Temperatur-Methode analoger Ansatz für diesen Rand gewählt.
Dabei wird die Bewegung der auf dem Rand liegenden Gitterpunkte (und damit implizit
die Tangentialgeschwindigkeit) so gewählt, dass der relative Abstand der auf dem Rand
liegenden Gitterpunkte jeweils zwischen einem Endpunkt des Randes und dem darauf
liegenden Benetzungspunkt erhalten bleibt. Da die einzelnen Ränder für die untersuch-
ten Prozesse gerade sind, kann dies jeweils durch eine lineare Streckung der Gitterpunkte
erreicht werden. Für den Überlappstoß ist dies schematisch in Abbildung 6.1 dargestellt.
Für das beschriebene Vorgehen ist es notwendig, dass die beiden Endpunkte des Randes
und der darauf liegende Benetzungspunkt zu jedem Zeitpunkt durch unterschiedliche
Gitterpunkte gegeben sind. Dabei muss der Benetzungspunkt stets zwischen den End-
punkten des Randes liegen, was für die betrachteten Prozesse in der Regel der Fall ist.
Für den Überlappstoß muss hierfür in der Anfangsgeometrie eine kleine Aluminiumspitze
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Ωr,h
Ω
tn+α
l,hΩ
tn+α′
s,h
Abbildung 6.1: Schematische Darstellung der Gitterpunkt-Bewegung im Bereich eines
benetzten Randes: Dargestellt ist dies für einen Zeit(zwischen)schritt beim Überlapp-
stoß im Bereich des linken benetzten Randes. Das flüssige Teilvolumen zum alten Zeit-
schritt Ωtn+αl,h nimmt im betrachten Zeit(zwischen)schritt um den schraffierten Bereich
zu. Die Position der auf den Rändern liegenden Gitterpunkte (ohne Kantenmittelpunk-
te) ist zum alten bzw. neuen Zeitpunkt durch hellblaue bzw. schwarze Knoten darge-
stellt, wobei der Benetzungspunkt und die beiden Endpunkte des benetzten Randes
größer dargestellt sind.
neben dem linken Rand Ωt0r,h integriert werden (z.B. Abb. 6.3(a)), so dass der Benetzungs-
punkt beim Aufschmelzen der Spitze innerhalb des Randes liegt (Abb. 6.1). Im realen
Prozess ist diese Spitze hingegen nicht vorhanden.
6.1.2 Charakteristische Größen und Darstellung der Ergebnisse
Zur Charakterisierung der Prozesse werden die in Abschnitt 4.2.1 für das Stoffanhäufen
definierten Größen verwendet. Durch die zweidimensionale Geometrie sind die Größen
allerdings auch zweidimensional zu interpretieren und können nicht wie im rotationssym-
metrischen Fall einfach auf die dreidimensionale Geometrie umgerechnet werden. So ist
das angeschmolzene Volumen |Ωtnl,h| beispielsweise als Fläche und die durch den Laser
zugeführte Leistung je Zeitschritt P (tn,tn+1)l,h als Leistung pro Längeneinheit angegeben.
Die Darstellung orientiert sich ebenfalls an den zuvor gezeigten Ergebnissen: Zu cha-
rakteristischen Zeitpunkten werden neben der Triangulierung der Geometrie im Bereich
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der Fügezone auch das Strömungsfeld und der Temperaturverlauf dargestellt. Die Teil-
gebiete sind jeweils in grau (Ωtnr,h), hellgrau (Ω
tn
l,h) bzw. dunkelgrau (Ω
tn
s,h) eingefärbt. Für
die Temperatur sind Isolinien für T˜ = 0.1 · k mit k ∈ Z eingezeichnet, wobei die Iso-
linie zur Schmelztemperatur des aufschmelzenden Werkstoffs in schwarz dargestellt ist.
Die Strömung wird durch Pfeile repräsentiert, die zur besseren Darstellung mit einem
jeweils angegebenen Faktor 1u˜∗ skaliert sind. Für die Diagramme wird wie zuvor eine
doppelte Achsenbeschriftung verwendet, wodurch sowohl die dimensionslosen als auch
die dimensionsbehafteten Größen aufgetragen werden.
6.2 Überlappstoß
In diesem Abschnitt werden Simulationsergebnisse für die Verbindung von Stahl- und
Aluminiumblechen im Überlappstoß (vgl. Abschnitt 1.2.1) präsentiert und anhand expe-
rimenteller Daten validiert, wobei der Fokus auf der simulierten Endform der Schweiß-
naht liegt. Untersucht wird dabei das Fügen von 1.2mm dicken Aluminium- mit 1.0mm
dicken Stahlblechen, was im Folgenden als Überlappstoß U1 bezeichnet wird, und das
Fügen mit Blechstärken von 2.0mm für das Aluminium und 0.9mm für den Stahl, was
mit U2 bezeichnet wird. Im Detail sind die zugehörigen Prozessparameter in Anhang B.2
aufgeführt.
Eine detaillierte Untersuchung erfolgt dabei für den Überlappstoß U1. Für diesen liegen
lokale Nahaufnahmen der Mikrostruktur vor, die aufgrund der zum Teil dendritischen
Erstarrung zur Validierung des simulierten Erstarrungsverlaufes genutzt werden können.
Aus einer Reihe von Vorversuchen mit gleichen Blechdicken und ähnlichen Prozesspara-
metern, die im Folgenden mit U1∗ bezeichnet wird, sind außerdem Temperaturmessun-
gen auf der Schmelzbadoberfläche vorhanden, wodurch ein Vergleich mit dem simulierten
Temperaturverlauf möglich ist. Um die Relevanz der latenten Wärme Λ und temperatur-
abhängiger Materialkennwerte κÛls, κr, cpÛls und cpr im verwendeten Modell zu beurteilen,
wird der Überlappstoß U1 außerdem unter Vernachlässigung der genannten Aspekte be-
trachtet und mit den ursprünglichen Simulationsergebnissen verglichen.
Zuletzt wird untersucht, wie groß der Einfluss der Wärmeleitung entlang der Schweiß-
naht ist, welche im zweidimensionalen Schnittmodell nicht enthalten ist. Hierfür wird eine
stark vereinfachte Situation für ein einzelnes nicht aufschmelzenden Aluminiumblech be-
trachtet, für welches die Wärmeleitung sowohl mit dem zweidimensionalen Schnittmodell
als auch dem vollständigen dreidimensionalen Modell simuliert wird. Die Unterschiede
im zeitlichen Temperaturverlauf werden dabei mit der zuvor beobachteten Diskrepanz
zwischen gemessenen und simulierten Temperaturverläufen beim Überlappstoß U1∗ ver-
glichen.
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6.2.1 Simulation und Charakterisierung (U1)
Für den Überlappstoß U1 ist der simulierte Prozessverlauf zu ausgewählten Zeitpunkten
in den Abbildungen 6.3, 6.4 und der zeitliche Verlauf ausgewählter charakteristischer
Größen in Abbildung 6.2 dargestellt.
Zum Anfangszeitpunkt t˜0 = 0 (Abb. 6.3(a)) liegt im gesamten Bauteil die Umgebung-
stemperatur vor und der Laserspot befindet sich unmittelbar vor dem betrachteten Quer-
schnitt. Die Energiezufuhr durch den Laser beginnt somit mit dem ersten Zeitschritt und
ist durch die Abtastung des gaußförmigen Laserprofils über dem betrachteten Querschnitt
gegeben. Die zugeführte Leistung pro Länge ist in Abb. 6.2(e) dargestellt und erreicht
ihr Maximum bei Zeitpunkt t˜28 = 0.28, wenn der Mittelpunkt des Laserspots über dem
Querschnitt liegt. Die ebenfalls dargestellte abgestrahlte Leistung pro Länge fällt in Re-
lation deutlich geringer aus, was im Vergleich zur Leistung beim koaxialen Stoffanhäufen
(Abb. 4.5(c)) auf den ersten Blick merkwürdig scheint. Hierbei ist jedoch zu beachten,
dass die Leistung pro Länge im Ort entlang der Schweißnaht integriert werden müsste,
um die tatsächlich Leistung zu erhalten. Dies entspricht aufgrund der quasi-stationären
Situation und der konstanten Vorschubgeschwindigkeit vL des Lasers gerade dem mit vL
skalierten Zeitintegral der Leistung pro Länge, wodurch sich der Unterschied in Bezug
auf das Stoffanhäufen relativiert. Andererseits sind die auftretenden Spitzentempera-
turen (Abb. 6.2(d)) aufgrund der Defokussierung des Laserstrahls geringer und da die
vierte Potenz der Temperatur in das Stefan-Boltzmann-Gesetz einfließt, ist damit auch
die Abstrahlung entsprechend geringer.
Zu Beginn erwärmt sich durch Wärmeleitung sowohl das hauptsächlich bestrahlte Stahl-
als auch das darunter liegende Aluminiumblech, wobei sich die Energie im Aluminium
aufgrund der höheren Wärmeleitfähigkeit schneller ausbreitet. Ab Zeitpunkt t˜31 = 0.31
schmilzt das Aluminium zunächst entlang der rechten Blechkante (Abb. 6.3(b)) und
benetzt die Stahlblechunterseite. Den größten Einfluss auf das Strömungsfeld hat dabei
die Oberflächenspannung und der vorgegebene Benetzungswinkel.
Innerhalb der nächsten Zeitschritte schmilzt die rechte Seitenfläche des Aluminiums voll-
ständig auf. Anschließend verändert sich die Form des flüssigen Teilgebietes grundlegend
(Abb. 6.3(c)). Zur Minimierung der Oberflächengröße des freien Kapillarrandes aufgrund
der Oberflächenspannung „klappen“ die Randkanten am unteren Rand beim fest-flüssig
Phasenübergang nach oben, wobei gleichzeitig die benetzte Länge entlang der Stahlblech-
unterseite zunimmt. Durch die schnelle Formänderung wird in dieser Phase des Prozesses
die höchste Strömungsgeschwindigkeit erreicht (Abb. 6.2(a)), wobei das Umklappen der
Randelemente zu Schwankungen im Strömungsfeld führt. Zudem ist es ausschließlich in
dieser Phase notwendig, dass Gitter neu zu vernetzen (zwei Mal).
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Abbildung 6.2: Überlappstoß U1 (SEM): Charakteristische Größen im zeitlichen Ver-
lauf.
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4.0mm
L∗ = 1.2mm
1.0mm
(a) t˜0 = 0, u˜∗ = 0
(b) t˜36 = 0.36, u˜∗ = 2.08
(c) t˜40 = 0.4, u˜∗ = 83.33
(d) t˜49 = 0.49, u˜∗ = 11.9
Abbildung 6.3: Anschmelzphase für den Überlappstoß U1 (SEM): Visualisierung.
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(a) t˜70 = 0.7, u˜∗ = 0.69
(b) t˜80 = 0.8, u˜∗ = 0.28
(c) t˜100 = 1, u˜∗ = 2.78 · 10−2
(d) t˜140 = 1.4, u˜∗ = 1.67 · 10−3
Abbildung 6.4: Anschmelzphase (Fortsetzung) und Erstarrung für den Überlappstoß
U1 (SEM): Visualisierung.
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Bis zu diesem Zeitpunkt liegt im flüssigen Teilgebiet bedingt durch den vorgegebenen
Benetzungswinkel und die Oberflächenspannung ein Unterdruck vor (Abb. 6.2(b)), der
zu den bisher beschriebenen Formänderungen geführt hat. Eine qualitative Änderung
des Drucks und des Strömungsfeldes findet statt, wenn der freie Kapillarrand im Tripel-
punkt tangential zur Aluminiumblechunterseite verläuft. Ab diesem Zeitpunkt baucht
das flüssige Teilgebiet langsam nach unten aus und die Benetzungslänge verkürzt sich
entsprechend (Abb. 6.3(d)). Durch das gaußförmige Profil des Lasers wird dem Quer-
schnitt in dieser Phase immer weniger Energie zugeführt, so dass die Wachstumsrate des
flüssigen Teilvolumens entsprechend abnimmt (Abb. 6.2(c)).
Zum Zeitpunkt t˜56 = 0.56 hat der Laserspot den Querschnitt vollständig passiert. Durch
die im Bauteil gespeicherte Energie schmilzt das Aluminium dennoch weiter auf und wird
auch im Bereich der linken Stahlblechkante flüssig (Abb. 6.4(a)). Das Aluminium benetzt
nun zunehmend auch die linke Seitenfläche des Stahlblechs, wobei das Strömungsfeld
im Wesentlichen durch den Materialtransport in diesen Bereich bestimmt ist. Durch das
weitere Aufschmelzen entlang der oberen Blechkante des Aluminiums „klappen“ dabei die
Randkanten entsprechend nach oben, was jeweils mit einem Strömungsimpuls verbunden
ist.
Das maximale Volumen des flüssigen Teilvolumens liegt zum Zeitpunkt t˜80 = 0.8 vor
(Abb. 6.4(b)). Anschließend erstarrt der flüssige Werkstoff zunächst ausgehend vom fes-
ten Aluminium (Abb. 6.4(c)) und später auch von der Benetzungsspitze an der Stahl-
blechunterseite ausgehend (Abb. 6.4(d)). Die Strömung ist in dieser Phase durch eine
Zirkulation des Fluids gegeben, wobei die auftretenden Geschwindigkeiten vergleichswei-
se klein sind. Zum Zeitpunkt t˜190 = 1.9 ist das Aluminium vollständig erstarrt.
6.2.2 Validierung des Erstarrungsverlaufes (U1)
Zur Validierung der Erstarrung wird die simulierte Form der Schweißnaht mit einem
experimentellen Querschliff verglichen. Zudem wird der simulierte Verlauf der Erstar-
rungsfront mit Nahaufnahmen des Querschliffs verglichen. Dies ist aufgrund der den-
dritischen Erstarrung im Aluminium sinnvoll, da die Wachstumsrichtung der Dendriten
senkrecht zu den Isolinien der Schmelztemperatur verlaufen sollte. Für den betrachte-
ten Prozess ist dies in Abb. 6.5 dargestellt. Die simulierte und experimentelle Form der
Schweißnaht in Abb. 6.5(a) bzw. 6.5(b) stimmen dabei weitestgehend überein, was unter
Berücksichtigung der anderen Verbindungen (U2, S1, S2, S3) durch eine Kalibrierung
der Benetzungswinkel und Absorptionskoeffizienten erreicht wurde (vgl. Anhang B.2).
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xΓ{s,l}r
xΓ{s,l}
2mm
(a) Erstarrungszeitraum: [0.8s, 1.9s], Isolinien:
x ∈ Ωth
T th(x) = 0, t = 0.8s+ k · 0.15 s, k ∈ N0,
Temperaturmesspunkte auf Γ{s,l}r, Γ{s,l}
(b) Übersichts-Querschliff
(c) Bereich um das nicht geschmolzene Aluminium (d) Benetzungsspitze an der Unterseite
(e) intermetallischer Phasensaum (f) Zuletzt erstarrender Bereich im Aluminium
Abbildung 6.5: Erstarrung und Gefüge für den Überlappstoß U1 (SEM): Simulierter
Verlauf der Erstarrungsfront und experimentelle Querschliffe mit Nahaufnahmen. [Quel-
le der metallographischen Querschliffe: Stiftung Institut für Werkstofftechnik (IWT)]
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In der Simulation erstarrt das Aluminium zunächst ausgehend vom festen Bereich des
Aluminiums. Die anfangs nahezu senkrechte Erstarrungsfront bewegt sich dabei mit zu-
nehmender Geschwindigkeit relativ gleichmäßig nach rechts, wobei sie sich zeitweise ent-
lang der Benetzungsspitze an der linken Stahlblechseite krümmt. In der zugehörigen
Nahaufnahme des Gefüges (Abb. 6.5(c)) fällt im Vergleich zunächst auf, dass die Erstar-
rungsfront anfangs nicht senkrecht verläuft. Dies ist daran zu erkennen, dass im unteren
linken Bereich der Nahaufnahme noch das Ausgangsgefüge des Werkstoffes vorliegt. Ei-
ne wesentliche Ursache hierfür ist, dass im zweidimensionalen Schnittmodell aufgrund
der fehlenden Wärmeleitung orthogonal zum Querschnitt insgesamt weniger Energie in
die äußeren Bereiche der Bleche abtransportiert wird und somit mehr Energie für den
fest-flüssig Phasenübergang verfügbar ist. Dies wird in Abschnitt 6.4 genauer untersucht.
Die Wachstumsrichtung der Dendriten verläuft in der Nahaufnahme prinzipiell von links
nach rechts und somit senkrecht zur simulierten Erstarrungsfront. Lediglich zu Beginn
gibt es Abweichungen, da die Erstarrungsfront im Experiment zu Beginn nicht senkrecht
verläuft.
Im späteren Verlauf ist die Orientierung des Gefüges weiterhin im Einklang mit der simu-
lierten Bewegung der Erstarrungsfront. Dabei erstarrt das Aluminium zunächst zusätz-
lich ausgehend von der Benetzungsspitze an der unteren Stahlblechkante (Abb. 6.5(d))
und später außerdem vom Stahlblech ausgehend (Abb. 6.5(e)) bis zuletzt keine definierte
Wachstumsrichtung im Gefüge zu erkennen ist (Abb. 6.5(f)).
6.2.3 Validierung des Temperaturverlaufes (U1∗)
Um den zeitlichen Verlauf der Temperatur zu charakterisieren und zu validieren ist in
Abb. 6.2(d) neben dem Maximalwert Th,max auch der Verlauf für die in Abb. 6.5(a) darge-
stellten Punkte im mittleren Bereich der Fügezone entlang Γ{s,l}r bzw. Γ{s,l} dargestellt.
Die erreichte Maximaltemperatur liegt mit bis zu 1870K im Auftreffbereich des Lasers
höher als die Schmelztemperatur des Stahls. Da das Stahlblech bei der experimentellen
Durchführung jedoch nicht schmilzt, ist der simulierte Temperaturverlauf zumindest in
diesem Bereich zu hoch. Bei Betrachtung der anderen beiden Temperaturverläufe zeigt
sich, dass die Temperatur und auch die Temperaturunterschiede im Aluminium deutlich
geringer sind. Entlang der Schmelztemperatur ist dabei jeweils ein Plateau zu erkennen,
was auf die latente Wärme Λ beim fest-flüssig Phasenübergang zurückzuführen ist.
Da keine experimentellen Temperaturmessungen für den Überlappstoß (U1) selbst son-
dern nur für die zugehörigen Vorversuch (U1∗) vorliegen, wurde dieser ganz entsprechend
simuliert. Die Form der Schweißnaht in Simulation (Abb. 6.6(a)) und Experiment (Abb.
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x ∈ Ωth
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Simulation
Abbildung 6.6: Vorversuch zum Überlappstoß U1∗ (SEM): Ausbildung der Schweiß-
naht und Validierung des zeitlichen Temperaturverlaufs.
6.6(b)) stimmen dabei wiederum gut überein. Ebenso ist die Evolution der Erstarrungs-
front und der Temperaturverlauf (Abb. 6.6(c)) qualitativ mit denen in den Abbildungen
6.5(a) und 6.2(d) für den Hauptversuch (U1) vergleichbar.
Die Temperaturmessung erfolgte im Experiment auf der Unterseite des Schmelzbades
an der Position xΓ{s,l} durch ein Quotientenpyrometer (IGAR 12-LO:MB13) der Firma
IMPAC, welches Temperaturen ab 350 ◦C misst. Ein Vergleich mit dem simulierten Tem-
peraturverlauf Th(xΓ{s,l}) an derselben Position ist in Abb. 6.6(d) dargestellt, wobei die
Messwertkurve durch einen zeitlichen Offset über den simulierten Verlauf geschoben wur-
de. Beide Kurven zeigen qualitativ und teilweise quantitativ denselben Verlauf und auch
den Einfluss der latenten Wärme im Bereich der Schmelztemperatur. Der größte Un-
terschied zwischen den Verläufen besteht darin, dass der simulierte Temperaturverlauf
während der Bestrahlung durch den Laser steiler verläuft und eine höhere Maximal-
temperatur erreicht wird. Eine wesentliche Ursache hierfür, welche auch die zu hohen
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Spitzentemperaturen jenseits des Schmelzpunktes im Stahl erklärt, ist wiederum die im
Modell nicht berücksichtigte Wärmeleitung orthogonal zum betrachteten Querschnitt,
welche im Abschnitt 6.4 genauer untersucht wird.
6.2.4 Einfluss der latenten Wärme auf den Erstarrungsverlauf (U1)
In diesem Abschnitt wird untersucht, wie groß der Einfluss der latenten Wärme Λ auf
den Prozess und insbesondere den Erstarrungsverlauf ist. Diese Fragestellung ist in so-
fern interessant, da im Falle eines geringen Einflusses eine gänzliche Vernachlässigung
der latenten Wärme denkbar wäre, was für die Modellierung und numerische Lösung
einfachere Ansätze auf Grundlage der Wärmeleitungsgleichung ermöglichen würde.
Um dies zu untersuchen, wurde für den Überlappstoß (U1) in einem modifizierten Prozess
(U1Λ) die latente Wärme von Λ = 3.88 · 105 Jkg auf Λ = 1.0 Jkg reduziert, so dass die sta-
bilisierte Enthalpie-Methode weiterhin ohne Modifikationen eingesetzt werden kann. Da
durch das Herabsetzen der latenten Wärme ein größerer Anteil des Aluminiums schmilzt,
wurde, um dies zu kompensieren, gleichzeitig die Laserleistung um 12% auf P = 1850W
reduziert. Zu Beginn der Erstarrung liegt dadurch eine vergleichbare Situation (Abb.
6.7(a)) wie beim Überlappstoß (U1) vor (Abb. 6.4(b)).
Ein erster Unterschied wird deutlich, wenn man die Volumenverläufe der flüssigen Teil-
gebiete miteinander vergleicht (Abb. 6.7(c)). Durch die Vernachlässigung der latenten
Wärme verläuft die Anschmelzphase zunächst etwas schneller, so dass die maximale
Größe des flüssigen Teilgebietes schon bei t˜70 = 0.7 anstatt t˜80 = 0.8 erreicht wird. Der
große Unterschied besteht jedoch in der Erstarrungsgeschwindigkeit, welche für (U1Λ) er-
heblich größer ist und insgesamt zu einem fast symmetrischen Volumenverlauf führt. Die
Ursache hierfür ist die fehlende latente Wärmemenge im flüssigen Teilgebiet, die bei der
Erstarrung zunächst abgeführt werden müsste. Ein weiterer Unterschied ist der örtliche
Verlauf der Erstarrung (Abb. 6.7(b)). Neben der Erstarrung von der rechten und linken
Seite erstarrt das Aluminium zuletzt auch von der Schmelzbadoberfläche und nicht wie
beim Überlappstoß (U1) vom Stahlblech ausgehend (Abb. 6.5(a)).
Insgesamt ist der Einfluss der latenten Wärme Λ auf den Prozessverlauf groß, da zunächst
eine Anpassung der Laserleistung notwendig ist, um vergleichbare Resultate zu erzielen.
Für eine genaue Beschreibung des Erstarrungsverlaufes ist sie jedoch unentbehrlich, da
sowohl der örtliche Verlauf als auch die Geschwindigkeit maßgeblich beeinflusst werden.
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(a) t˜70 = 0.7, u˜∗ = 6.94 · 10−2: Beginn der Erstarrung
(b) Erstarrungszeitraum: [0.7s, 1.31s], Isolinien:
x ∈ Ωth
T th(x) = 0, t = 0.7s+ k · 0.1 s, k ∈ N0
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Abbildung 6.7: Überlappstoß U1Λ (SEM): Erstarrung und Verlauf des flüssigen Teil-
volumens bei Vernachlässigung der latenten Wärme (Λ = 1 Jkg ) und angepasster Laser-
leistung (P = 1850W ).
6.2.5 Einfluss temperaturabhängiger Materialkennwerte (U1∗)
Wie in Anhang B.2 dargestellt sind die Wärmeleitfähigkeiten κÛls, κr und spezifischen
Wärmekapazitäten cpÛls und cpr temperaturabhängige Funktionen. In Bezug auf die Tem-
peraturabhängigkeit werden in dieser Arbeit zwei Ansätze verfolgt: Für das Wärme-
leitschweißen werden temperaturabhängige und für das Stoffanhäufen konstante Werte
verwendet. In letztgenanntem Fall wird im festen bzw. flüssigen Teilgebiet jeweils ein
konstanter Wert κs, κl, cps bzw. cpl angesetzt, indem der Wert für die Raum- bzw. die
Schmelztemperatur gewählt wird. In diesem Abschnitt werden die beiden Ansätze an-
hand des Vorversuches (U1∗) miteinander verglichen, da hier Temperaturmessungen auf
der Schmelzbadoberfläche in den Vergleich einbezogen werden können. Der Prozess unter
Verwendung konstanter Kennwerte wird dabei mit (U1∗κcp) bezeichnet.
Bevor die Simulationsergebnisse miteinander verglichen werden, werden zunächst die we-
sentlichen Unterschiede in den verwendeten Kennwerten aufgezeigt: Bei Verwendung tem-
peraturabhängiger Werte nimmt die spezifische Wärmekapazität sowohl für den Stahl-
als auch den Aluminiumwerkstoff im festen Zustand mit der Temperatur zu (Abb. B.4,
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B.7). Im Vergleich zur Verwendung konstanter Werte führt dies dazu, dass die gleiche
Differenz in der Energiedichte zu einer geringeren Temperaturdifferenzen führt, da der
Werkstoff mehr Energie speichern kann. Für die beiden Werkstoffe ist dies über den funk-
tionalen Zusammenhang zwischen der Energiedichte e und Temperatur T in Abbildung
B.2 im linken Graphen dargestellt. Für die Wärmeleitfähigkeit zeigt sich ein anderes Bild:
Im Stahl nimmt diese mit steigender Temperatur deutlich ab (Abb. B.6), wohingegen die
Unterschiede im Aluminium vergleichsweise gering sind (Abb. B.8).
Ein Vergleich der Simulationsergebnisse ist in Abbildung 6.8 dargestellt. Der Unterschied
in der geometrischen Form der Schweißnaht ist relativ gering, wie der Vergleich von Abb.
6.8(a) mit Abb. 6.6(a) zeigt. Der zeitliche Verlauf des flüssigen Teilvolumens (Abb. 6.8(b))
zeigt jedoch, dass im Prozess (U1∗κcp) etwas mehr Material schmilzt und dieser insgesamt
schneller abläuft. Um dieses Verhalten besser verstehen zu können, werden wie zuvor
ausgewählte Temperaturverläufe betrachtet.
In beiden Prozessen wird die maximale Temperatur über einen langen Zeitraum im Stahl-
blech angenommen, da hier der überwiegende Anteil der Laserenergie eingebracht wird.
Ein Vergleich in Abbildung 6.8(c) zeigt, dass im Prozess (U1∗κcp) eine deutlich geringere
Spitzentemperatur erreicht wird. Dies widerspricht dem Aspekt, dass bei derselben zu-
geführten Energiemenge für Temperaturen oberhalb des Schmelzpunktes aufgrund der
niedrigeren Wärmekapazität eine höhere Temperatur vorliegen sollte. Allerdings ist die
Wärmeleitfähigkeit im Stahl bei hohen Temperaturen im Prozess (U1∗κcp) auch deutlich
größer, wodurch die vom Laser zugeführte Energie schneller in die äußeren Blechbereiche
und das darunter liegende Aluminiumblech transportiert wird. Insgesamt führt dies zu
einer gleichmäßigeren Temperaturverteilung im Bauteil, wodurch auch die im folgenden
betrachteten Temperaturverläufe insgesamt niedrigere Temperaturen aufweisen.
Zwischen den Blechen (Abb. 6.8(d)) und auf der Schmelzbadoberfläche (Abb. 6.8(e))
werden im Prozess (U1∗κcp) hingegen erwartungsgemäß höhere Temperaturen oberhalb
des Schmelzpunktes erreicht, was durch den höheren Wärmetransport im Stahl verstärkt
wird. Ein Vergleich mit den Temperaturmessungen auf der Schmelzbadoberfläche zeigt
eine schlechtere Übereinstimmung als für den Prozess (U1∗), da der Temperaturver-
lauf noch steiler ist. Insgesamt ist eine Bewertung an dieser Stelle jedoch schwierig, da
keine der Kurven sehr gut mit den Messwerten übereinstimmt. Wie in den vorherigen
Abschnitten erwähnt, ist die Vernachlässigung der Wärmeleitung orthogonal zum Quer-
schnitt einer der wesentlichen Gründe hierfür, welche in Abschnitt 6.4 untersucht wird.
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(d) Simulierter Temperaturverlauf Th(xΓ{s,l}r )
zwischen den Blechen
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(e) Temperaturverlauf Th(xΓ{s,l}) auf der Schmelzbadoberfläche: Simulation und Messwert [BIAS],[23]
Abbildung 6.8: Vorversuch zum Überlappstoß U1∗κcp (SEM): Erstarrung und Tem-
peraturverlauf bei Verwendung konstanter Kennwerte κi, cpi, i ∈ IT , (U1∗κcp) und Ver-
gleich mit der Verwendung temperaturabhängiger Werte (U1∗).
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6.2.6 Überlappstoß (U2)
Für die Simulation des Überlappstoßes (U2) zeigt sich ein qualitativ ähnlicher Simu-
lationsverlauf wie beim Überlappstoß (U1), weswegen an dieser Stelle nur eine knappe
Beschreibung folgt. Die Prozessparameter unterscheiden sich im Vergleich zu (U1) im
Wesentlichen durch die höhere Aluminiumblechstärke und einen langsameren Vorschub
des Lasers, um dem Bauteil insgesamt mehr Energie zuzuführen.
Die Laserenergie wird fast ausschließlich dem Stahlblech zugeführt und durch Wärmelei-
tung in das darunter liegende Aluminium transportiert. Dieses schmilzt im Unterschied
zum Überlappstoß (U1) durch einen leichten Versatz des Lasers zunächst im mittle-
ren Bereich der Überlappung (Abb. 6.9(b)), bevor es entlang der rechten Blechkante
schmilzt und die Stahlblechunterseite benetzt (Abb. 6.9(c)), wobei die Länge der Benet-
zung zunimmt, sobald die rechte Blechkante vollständig geschmolzen ist (Abb. 6.9(d)).
Im späteren Verlauf schmilzt das Aluminium auch im Bereich der linken Stahlblechkante
und benetzt diese (Abb. 6.10(a)), bevor die Erstarrung einsetzt (Abb. 6.10(b)).
Der Erstarrungsverlauf (Abb. 6.10(c)) ist ähnlich zu dem in Abb. 6.5(a) dargestellten
Verlauf für den Überlappstoß (U1). Bei einer genaueren Betrachtung der dargestellten
Simulationszeitpunkte und des Erstarrungsintervalls fällt auf, dass diese fast mit dem
Überlappstoß (U1) übereinstimmen, was aufgrund der veränderten Prozessparameter
erstaunlich ist. Der zeitliche Verlauf der Temperatur und des flüssigen Teilvolumens
zeigen durch einen Vergleich der Abbildung 6.10(e) mit 6.2(d) bzw. 6.10(f) mit 6.2(c)
ebenfalls eine große Ähnlichkeit, wobei beim Überlappstoß (U2) grundsätzlich höhere
Temperaturen und ein größeres flüssiges Teilvolumen erreicht werden.
Aufgrund der höheren Aluminiumblechstärke sind die Wärmeverluste durch Wärmelei-
tung stärker ausgeprägt als im Überlappstoß (U1), wodurch die Vernachlässigung der
Wärmeleitung orthogonal zur Schweißnaht schwerer wiegt und der Prozess im zweidi-
mensionalen Modell bzw. der Simulation insgesamt schlechter abgebildet wird. Dies ist
anhand des experimentellen Querschliffs (Abb. 6.10(c)) deutlich zu erkennen, da die fest-
flüssig Phasengrenze die untere rechte Ecke des Aluminiumblechs nur knapp überschreitet
und insgesamt weniger Aluminium schmilzt.
Da mit der Wärmeleitung orthogonal zum Querschnitt ein wesentlicher Transportmecha-
nismus in der Simulation fehlt, stößt das zweidimensionale Schnittmodell für den Über-
lappstoß (U2) an seine Grenzen, da eine Vorhersage zur Ausbildung der Schweißnaht
nicht mehr gegeben ist. Selbst eine Anpassung/Verringerung der Absorptionskoeffizien-
ten ausschließlich für diese Verbindung würde das Ergebnis nur eingeschränkt verbessern,
da die Erstarrungsfront nie so schräg wie im Querschliff verlaufen würde.
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4.0mm
L∗ = 2.0mm
0.9mm
(a) t˜0 = 0, u˜∗ = 0
(b) t˜32 = 0.32, u˜∗ = 1 · 10−2
(c) t˜42 = 0.42, u˜∗ = 5
(d) t˜52 = 0.52, u˜∗ = 2.5
Abbildung 6.9: Anschmelzphase für den Überlappstoß U2 (SEM): Visualisierung.
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(a) t˜62 = 0.62, u˜∗ = 2.5
(b) t˜72 = 0.72, u˜∗ = 6.67 · 10−2
xΓ{s,l}r
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2mm
(c) Erstarrungszeitraum: [0.72s, 1.92s], Isolinien:
x ∈ Ωth
T th(x) = 0, t = 0.72s+ k · 0.15 s, k ∈ N0 (d) Querschliff [IWT]
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Abbildung 6.10: Anschmelzphase (Fortsetzung), Erstarrung und charakteristische
Größen für den Überlappstoß U2 (SEM): Visualisierung.
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6.3 Stumpfstoß
In diesem Abschnitt werden Simulationsergebnisse für die in Abschnitt 1.2.2 vorgestellte
Verbindung von Titan und Aluminium im Stumpfstoß präsentiert. Um ein möglichst
breites Spektrum abzudecken, wird jeweils eine Verbindung mit einer Nut im Titanblech
(S1), einem Zusatzwerkstoff zwischen den Blechen (S2) und eine zur Sitzschiene ähnliche
Geometrie (S3) betrachtet.
Durch die symmetrische Anordnung und Bestrahlung der Bleche ist es grundsätzlich
möglich, das Modell auf die Betrachtung eines halben Querschnittes zu reduzieren, indem
geeignete Randbedingungen entlang der Symmetrieachse ähnlich zum rotationssymme-
trischen Modell ergänzt werden. Um einen einheitliche Implementierung sowohl für den
Überlapp- als auch den Stumpfstoß zu nutzen, wurde hierauf allerdings verzichtet.
Im Rahmen der stabilisierten Enthalpie-Methode wird die Viskosität des Aluminium-
werkstoffs von µl = 1.3 · 10−3 N ·sm2 auf µl = 10.0 N ·sm2 für die Verbindungen (S1) und
(S3) bzw. auf µl = 50.0 N ·sm2 für die Verbindungen (S2) erhöht und ist damit höher als
für die zuvor betrachteten Überlappverbindungen. Dies ist notwendig, um eine symme-
trische Form der simulierten Schweißnaht zu gewährleisten. Die Ursache hierfür liegt
darin, dass schon die mit der Software TRIANGLE [47] generierte Triangulierung der
Anfangsgeometrie nicht symmetrisch ist. Beim Anschmelzen führt dies zu einseitigen
Strömungsimpulsen durch das Umklappen von Randkanten, deren Überlagerung bei ge-
ringer Viskosität dazu führen kann, dass die Benetzungslänge auf beiden Blechseiten
stark variiert. Am Beispiel der Verbindung (S2) ist die Auswirkungen einer zu geringen
Viskosität in Abschnitt 6.3.2.1 aufgeführt.
6.3.1 Stumpfstoß mit Nut (S1)
Bei der Verbindung (S1) wird ein 3.0mm dickes Aluminiumblech mit einem 2.0mm di-
cken Titanblech im Stumpfstoß gefügt. Um eine ausreichende Benetzung des Titanblechs
durch das Aluminium zu gewährleisten wird eine Nut in das Aluminiumblech eingelas-
sen, welche für die numerische Simulation in die Anfangsgeometrie integriert wurde (Abb.
6.11(a)). Zu Beginn der Simulation befindet sich der Laserspot wie zuvor unmittelbar
vor dem betrachteten Querschnitt, so dass dem Bauteil ab dem ersten Zeitschritt Ener-
gie zugeführt wird. Der Laserspot fällt durch seine Positionierung überwiegend auf das
Aluminiumblech. Die dem Bauteil zugeführte Energie wird dennoch überwiegend vom
Titanblech aufgenommen, da dieses einen deutlich höheren Absorptionskoeffizienten auf-
weist. Zusammen mit der verringerten Wärmeleitfähigkeit des Titans führt dies dazu,
dass die Spitzentemperaturen über die gesamte Prozessdauer im Titan angenommen
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2.0mm
L∗ = 3.0mm
2.0mm
(a) t˜0 = 0, u˜∗ = 0 (b) t˜100 = 1, u˜∗ = 5 (c) t˜123 = 1.23, u˜∗ = 3.33
Abbildung 6.11: Simulationsverlauf für den Stumpfstoß S1 (SEM): Visualisierung.
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(a) t˜151 = 1.51, u˜∗ = 2 (b) t˜200 = 2, u˜∗ = 2.5 (c) t˜246 = 2.46, u˜∗ = 0.83
Abbildung 6.12: Simulationsverlauf für den Stumpfstoß S1 (SEM): Visualisierung
(Fortsetzung).
206 Kapitel 6: Simulation des Wärmeleitschweißens (2D)
werden, wobei mit einer Maximaltemperatur von 2,025.06K die Schmelztemperatur
des Titans ähnlich zu den zuvor betrachteten Überlappverbindungen leicht überschritten
wird.
Durch die gleichmäßige Bestrahlung von beiden Seiten schmilzt das Aluminium zunächst
im Bereich der Nutflanken und benetzt das Titanblech (Abb. 6.11(b)). Da die effektive
Absorption und die Vorschubgeschwindigkeit des Lasers im Vergleich zum Überlappstoß
geringer und außerdem die Wärmeleitfähigkeit des Titan im Vergleich zum Stahl gerin-
ger ist, vergeht bis zur Nukleation des flüssigen Teilgebiets mit knapp 1 Zeiteinheiten
deutlich mehr Zeit als bei den Überlappverbindungen. Die benetzte Länge nimmt dabei
durch den vorgegebenen Kontaktwinkel zunächst zu, solange bis die freie kapillare Ober-
fläche tangential zum festen Aluminiumblech verläuft. Anschließend strömt das Fluid in
die entgegengesetzte Richtung und das flüssige Teilgebiet baucht unter einer Abnahme
der benetzten Länge bedingt durch die Oberflächenspannung aus (Abb. 6.11(c)).
Im weiteren Verlauf ändert sich das qualitative Strömungsverhalten kaum, wobei die
höchsten Strömungsgeschwindigkeiten im äußeren Bereich und vor allem entlang der
Benetzungslinien erreicht werden. Zum Zeitpunkt t˜151 = 1.51 ist das Aluminium um
das Titanblech herum vollständig geschmolzen (Abb. 6.12(a)). Nachdem der Laser den
Querschnitt passiert hat, nimmt die Temperatur im Titan ab, wohingegen das Alumini-
um aufgrund der hohen Temperaturen in der Fügezone weiter schmilzt (Abb. 6.12(b)).
Da die zunächst getrennten flüssigen Teilgebiete nun miteinander verbunden sind, führt
das Umklappen von Randkanten beim fest-flüssig Phasenübergang zu einseitigen Strö-
mungsimpulsen. Die Asymmetrie fällt dabei aufgrund der erhöhten Viskosität allerdings
gering aus. Das maximale flüssige Teilvolumen und damit der Beginn der Erstarrungs-
phase wird zum Zeitpunkt t˜246 = 2.46 erreicht (Abb. 6.12(c)).
Der Verlauf der Erstarrung ist in Abb. 6.13(a) dargestellt. Das flüssige Teilgebiet er-
starrt ausgehend vom festen Aluminium, wobei die Erstarrungsfront nahezu waagerecht
verläuft und sich abgesehen vom Beginn mit gleichmäßiger Geschwindigkeit bewegt, so
dass zuletzt die Benetzungsspitzen nach etwa 2 Zeiteinheiten erstarren. Durch die starke
Aufheizung des Titanblechs und dessen geringe Wärmeleitfähigkeit, erstarrt das Alumi-
niumblech zu keinem Zeitpunkt ausgehend vom Titanblech, was ein Unterschied zu den
bisher betrachteten Überlappverbindungen ist.
Der Vergleich der Nahtform zu einem experimentellen Querschliff (Abb. 6.13(b)) zeigt
eine gute Übereinstimmung. Im Querschliff ist die Form, bedingt durch die experimen-
telle Durchführung, nicht ganz symmetrisch, so dass auch die benetzten Längen nicht
übereinstimmen.
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(a) Erstarrungszeitraum: [2.46s, 4.42s], Isolinien:
x ∈ Ωth
T th(x) = 0, t = 2.46s+ k · 0.3 s, k ∈ N0 (b) Querschliff [IWT]
Abbildung 6.13: Erstarrungsverlauf und Validierung für den Stumpfstoß S1 (SEM).
6.3.2 Stumpfstoß mit Schweißzusatzwerkstoff (S2)
Für die Verbindung von Titan und Aluminium mit gleicher Blechdicke wird der H-förmige
Zusatzwerkstoff AlSi12 verwendet, in den die Bleche vor Prozessbeginn eingesetzt werden
(Abb. 1.8(c)). Für die numerische Simulation wird der Aluminium-Zusatzwerkstoff mit
den gleichen Eigenschaften wie der Aluminium-Blechwerkstoff versehen und zusammen
als ein Kontinuum behandelt, wobei lediglich der Absorptionskoeffizient eigens angepasst
wurde. Die Anfangsgeometrie mit dem Zusatzwerkstoff ist in Abb. 6.14(a) dargestellt.
An dieser Stelle sei bemerkt, dass die Grenze zwischen Zusatz- und Blechwerkstoff nicht
entlang Seitensimplizes der Triangulierung verläuft, da dies nicht notwendig ist.
Der zeitliche Simulationsverlauf ist ähnlich zur Verbindung (S1). Trotz der überwiegen-
den Bestrahlung des Zusatzwerkstoffes wird der Großteil der zugeführten Energie vom
Titanblech aufgenommen und durch Wärmeleitung in den Zusatzwerkstoff abgeführt,
welcher zuerst an den Seitenflächen des Titanblechs schmilzt und diese benetzt (Abb.
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2.0mm
L∗ = 2.0mm
2
.4
m
m
1.0mm
0.5mm
(a) t˜0 = 0, u˜∗ = 0 (b) t˜120 = 1.2, u˜∗ = 5 (c) t˜135 = 1.35, u˜∗ = 10
Abbildung 6.14: Simulationsverlauf für den Stumpfstoß S2 (SEM): Visualisierung.
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(a) t˜145 = 1.45, u˜∗ = 10 (b) t˜160 = 1.6, u˜∗ = 2.5 (c) t˜243 = 2.43, u˜∗ = 0.29
Abbildung 6.15: Simulationsverlauf für den Stumpfstoß S2 (SEM): Visualisierung
(Fortsetzung).
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(a) Erstarrungszeitraum: [2.43s, 5.56s], Isolinien:
x ∈ Ωth
T th(x) = 0, t = 2.43s+ k · 0.3 s, k ∈ N0 (b) Querschliff [IWT]
Abbildung 6.16: Erstarrungsverlauf und Validierung für den Stumpfstoß S2 (SEM).
6.14(b)). Begünstigt durch die hohe Wärmeleitung und die Bestrahlung des Zusatzwerk-
stoffes schmilzt dieser zunächst im äußeren Bereich, wobei es aufgrund der Oberflächen-
spannung zu großen Formänderungen kommt 6.14(c). Hierbei entstehen hohe Strömungs-
geschwindigkeiten, die auch der Grund dafür sind, dass für eine stabile Simulation eine
besonders hohe Viskosität in der stabilisierten Enthalpie-Methode benötigt wird.
Zum Zeitpunkt t˜145 = 1.45 ist der Zusatzwerkstoff vollständig geschmolzen, so dass die
Schmelze eine Durchmischung der beiden Aluminiumwerkstoffe ist (Abb. 6.15(a)). Be-
dingt durch die Oberflächenspannung und die vorgegebenen Benetzungswinkel nimmt die
benetzte Länge im weiteren Verlauf weiter zu (Abb. 6.15(b)), wobei die zugeführte Ener-
gie abnimmt, da der auf das Aluminium entfallende Anteil des Laserspots zunimmt. Erst
kurz bevor die Erstarrung zum Zeitpunkt t˜243 = 2.43 einsetzt führt die Ausbauchung
der Schmelze zu einer leichten Abnahme der benetzten Länge (Abb. 6.15(c)).
Der in Abb. 6.16(a) dargestellte Verlauf der Erstarrung ist weitestgehend analog zur
Verbindung (S1). Aufgrund der höheren Benetzungslänge erstarrt das Aluminium jedoch
zuletzt auch ausgehend vom Titanblech im Bereich der Benetzungsspitzen. Die simulierte
Form der Schweißnaht stimmt wiederum gut mit experimentellen Ergebnissen überein,
was ein Vergleich mit einem Querschliff (Abb. 6.16(b)) aufzeigt.
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6.3.2.1 Asymmetrie bei geringer Viskosität
Durch die Asymmetrie der Triangulierung ist der Simulationsverlauf trotz des achsen-
symmetrischen Prozesses grundsätzlich nur annähernd symmetrisch. Bei einer zu klein
gewählten Viskosität kann es dabei mit der stabilisierten Enthalpie-Methode, bedingt
durch das Umklappen von Randelementen beim fest-flüssig Phasenübergang, zu einem
deutlich asymmetrischen Verlauf kommen. Die Asymmetrie tritt vor allem bei kleinen
Benetzungswinkeln und entsprechend schmalen Benetzungsflanken wie bei der Verbin-
dung S2 auf, da Strömungsimpulse tendenziell zu einer größeren Deformation im Bereich
der Benetzungsflanken führen.
Für eine mit µl = 5.0 N ·sm2 um den Faktor 10 verringerte Viskosität ist das Entstehen einer
deutlichen Asymmetrie in Abbildung 6.17 dargestellt. Von einer annähernd symmetri-
schen Situation (Abb. 6.17(a)) ausgehend fällt das Umklappen eines Randelements am
oberen Ende des linken Kapillarrandes mit einer Neuvernetzung des Gitters im folgen-
den Zeitschritt zusammen (Abb. 6.17(b)). Der resultierende Strömungsimpuls wirkt sich
dabei deutlich stärker auf die rechte Benetzungsflanke durch einen nach oben gerichte-
ten Materialfluss aus. Durch die Trägheit des Fluids dauert der einseitige Materialfluss
mehrere Zeitschritte an, in denen die asymmetrische Ausbildung der Geometrie voran-
schreitet (Abb. 6.17(c)). Hinzu kommt eine asymmetrische Zufuhr der Laserenergie, da
durch den auf der Titanoberfläche deutlich höheren Absorptionskoeffizienten mehr Ener-
gie auf der rechten Seite eingekoppelt wird. Ein symmetrischer Zustand stellt sich hierbei
im zeitlichen Verlauf im Allgemeinen nicht mehr ein.
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(a) t˜191 = 1.91, u˜∗ = 5 (b) t˜192 = 1.92, u˜∗ = 50 (c) t˜196 = 1.96, u˜∗ = 33.33
Abbildung 6.17: Asymmetrie des Stumpfstoßes S2 bei verringerter Viskosität µl =
5.0 N ·sm2 (SEM): Stabiler Zustand (links), Strömungsimpuls bei Gitterneuvernetzung und
gleichzeitigem Umklappen der Randkante am linken oberen Rand (Mitte), resultierende
asymmetrische Form (rechts).
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6.3.3 Sitzschiene (S3)
Anstatt der in Abb. 1.9 dargestellten Sitzschiene wird eine vereinfachte Geometrie auf
Grundlage zweier Bleche simuliert, die im Bereich der Fügezone dem komplexen Bauteil
entspricht. Da das Aluminiumblech mit 2.0mm nur etwas dicker als das 1.8mm dicke
Titanblech ist, ist es nicht ausreichend, eine Nut in das Aluminiumblech einzubringen, da
keine ausreichende Benetzung des Titanbleches gewährleistet ist. Eine geeignete modifi-
zierte Form des Aluminiumkopfes ist in der Anfangsgeometrie (Abb. 6.18(a)) dargestellt.
Der Simulationsvergleich ist weitestgehend vergleichbar mit der Verbindung (S2). Durch
die Positionierung des Laserspots wird die Energie größtenteils dem Titanblech zugeführt.
Der Aluminiumkopf schmilzt dadurch zunächst an den Seitenflächen des Titans, aber
auch nahezu gleichzeitig um den Mittelpunkt des Laserspots auf dem Aluminiumkopf
(Abb. 6.18(b)). Im weiteren Verlauf schmilzt unter einer Zunahme der Benetzungslänge
zunächst der äußere Bereich des Aluminiumkopfes (Abb. 6.18(c)) weiter auf.
Da sich der Aluminiumkopf im Gegensatz zum H-Zusatzwerkstoff der Verbindung (S2)
gleichmäßig bis auf die Blechdicke des Aluminium verjüngt, ist die Formänderung im wei-
teren Verlauf gleichmäßiger (Abb. 6.19(a)) und die Viskosität muss nicht nochmals für die
stabilisierte Enthalpie-Methode erhöht werden. Die Länge der Benetzung nimmt hierbei
bis zum Einsetzen der Erstarrung zum Zeitpunkt t˜180 = 1.8 zu. Die Geschwindigkeit des
Prozesses ist trotz des früheren Zeitpunkts vergleichbar zu den Verbindungen (S1) und
(S2), da aufgrund des kleineren Durchmessers des Laserspots ein späterer Startzeitpunkt
gewählt wurde.
Der Verlauf und auch die Dauer der Erstarrung (Abb. 6.20(a)) sind vergleichbar mit der
Verbindung (S2). Die Erstarrung geht im späteren Verlauf allerdings früher zusätzlich
vom Titanblech aus, so dass das Aluminium zuletzt von den benetzten Seitenflächen
des Titans nach außen erstarrt. Eine Übereinstimmung der Schweißnahtform ist auch in
diesem Fall im Vergleich mit einem experimentellen Querschliff (Abb. 6.20(b)) gegeben.
Eine Abweichung besteht darin, dass in der Simulation etwas mehr Material aufschmilzt.
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1.8mm
L∗ = 2.0mm
1.0mm
(a) t˜0 = 0, u˜∗ = 0 (b) t˜93 = 0.93, u˜∗ = 0.5 (c) t˜105 = 1.05, u˜∗ = 10
Abbildung 6.18: Simulationsverlauf für den Stumpfstoß S3 (SEM): Visualisierung.
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(a) t˜122 = 1.22, u˜∗ = 10 (b) t˜135 = 1.35, u˜∗ = 5 (c) t˜180 = 1.8, u˜∗ = 1
Abbildung 6.19: Simulationsverlauf für den Stumpfstoß S3 (SEM): Visualisierung
(Fortsetzung).
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(a) Erstarrungszeitraum: [1.80s, 3.69s], Isolinien:

x ∈ Ωth
T th(x) = 0, t = 1.80s+ k · 0.3 s, k ∈ N0
(b) Querschliff [57]
Abbildung 6.20: Erstarrungsverlauf und Validierung für den Stumpfstoß S3 (SEM).
6.4 Untersuchung der Wärmeleitung entlang der Laservor-
schubrichtung
Bei der numerischen Simulation auf Grundlage des zweidimensionalen Schnittmodells hat
sich in den vorherigen Abschnitten gezeigt, dass die simulierten Temperaturverläufe von
der Realität abweichen. Zum einen übersteigt die simulierte Spitzentemperatur physi-
kalisch sinnvolle Werte, da die Schmelztemperatur des Stahls bzw. Titans überschritten
wird, ohne dass in den zugehörigen Experimenten ein Aufschmelzen dieser Werkstof-
fe beobachtet werden kann. Zum anderen konnte für die Überlappverbindung (U1∗) in
Abschnitt 6.2.3 anhand von Temperaturmessungen auf der Schmelzbadoberfläche ein
direkter Vergleich mit dem simulierten Verlauf hergestellt werden, wobei sich in der
Simulation im Vergleich zu den Messwerten ein generell steilerer Temperaturverlauf auf-
zeigte. Als maßgebliche Ursache hierfür wurde die Vernachlässigung der Wärmeleitung
in x3-Richtung im zweidimensionalen Schnittmodell benannt, was in diesem Abschnitt
für eine vereinfachte Situation verifiziert wird.
Als vereinfachter Prozess wird ein einzelnes Aluminiumblech betrachtet, welches durch
einen bewegten Laser erhitzt wird. Die Geometrie des Blechs und die Prozessparameter
werden so gewählt, dass eine zur Überlappverbindung (U1) ähnliche Situation für das
Aluminiumblech vorliegt. Um sowohl für das vollständige dreidimensionale Modell als
auch das zweidimensionale Schnittmodell eine einfache Simulation zu gewährleisten, wird
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die effektive Laserleistung so gewählt, dass die Schmelztemperatur des Aluminiums nicht
überschritten bzw. der fest-flüssig Phasenübergang vernachlässigt wird. Die Lösung der
Navier-Stokes Gleichungen, des geometrischen Problems und des Stefan-Problems entfal-
len in diesem Fall und es genügt die gewöhnliche Wärmeleitungsgleichung für den festen
Werkstoff zu lösen. Die geometrische Situation und die zugehörigen Prozessparameter
sind für das dreidimensionale Problem und den mittig liegenden Querschnitt in Abb.
6.21 skizziert.
x1
x3
x21
00
m
m
80mm
1.2mm
R = 7.3mm
x¯
vL = 0.8
m
min
A · P = 378W
Abbildung 6.21: Simulation der Wärmeleitungsgleichung für ein nicht schmelzen-
des Aluminiumblech: Skizze der 3D-Geometrie (links) und der zugehörigen 2D-
Querschnittgeometrie (rechts) mit zugehörigen Prozessparametern.
Als weitere Vereinfachung werden für den Aluminiumwerkstoff konstante Materialkenn-
werte ρ, cp und κ verwendet. Zudem werden sowohl die Wärmeabstrahlung als auch
die Kühlung durch ein etwaiges Schutzgas vernachlässigt, so dass der Prozess abgesehen
von der Laserbestrahlung unter adiabaten Bedingungen stattfindet. Das ganze Problem
reduziert sich somit auf die Wärmeleitungsgleichung
ρcp∂tT − κ
d
l=1
∂x2
l
T = 0 auf Ω,
κ∇T · n⃗ = gL auf ∂Ω,
für ein zeitlich unveränderliches Gebiet Ω, welches je nach Ansatz das dreidimensionale
Blech oder der zweidimensionale Querschnitt ist. Durch diese Vereinfachungen unter-
scheiden sich die beiden Ansätze lediglich durch den Wärmefluss in x3-Richtung, da der
Diffusionsanteil κ∂x23T lediglich im dreidimensionalen Modell enthalten ist.
Zur numerischen Lösung der Wärmeleitungsgleichung wurde für beide Ansätze im Rah-
men der Bachelorarbeit [58] die Software COMSOL [48] eingesetzt. Um einen Bezug
zu der in Abb. 6.6(d) dargestellten Diskrepanz zwischen simuliertem und experimentel-
lem Temperaturverlauf herzustellen, wird der Verlauf für beide Ansätze exemplarisch
im Blechmittelpunkt x¯ betrachtet, wobei sich in anderen Punkten unterhalb des Lasers
grundsätzlich ein qualitativ ähnlicher Verlauf zeigt. Die in Abb. 6.22(a) dargestellten
Verläufe sind im Gegensatz zum experimentellen Vergleich in Abb. 6.6(d) zeitlich syn-
chronisiert und nicht durch einen Offset übereinander geschoben.
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Abbildung 6.22: Temperaturverlauf und Wärmetransport orthogonal zum Quer-
schnitt im Blechmittelpunkt x¯.
Beim Vergleich der simulierten Temperaturverläufe zeigen sich grundsätzlich dieselben
qualitativen Unterschiede wie beim Vergleich von Experiment und Simulation in Abb.
6.6(d), da in der zweidimensionalen Simulation eine höhere Spitzentemperatur und ein
insgesamt steilerer Temperaturverlauf vorliegen. Da die latente Wärme beim fest-flüssig
Phasenübergang im vereinfachten Prozess nicht berücksichtigt wird, ist im Bereich der
Schmelztemperatur kein Plateau zu beobachten. Diese wird allerdings nur im zweidimen-
sionalen Schnittmodell überschritten.
Die Unterschiede der beiden simulierten Temperaturverläufe können mit demWärmefluss
in x3-Richtung (Abb. 6.22(b)) im dreidimensionalen Ansatz begründet werden: Schon
bevor der Laserspot den mittleren Querschnitt erreicht, fließt ein Teil der zugeführten
Energie durch Wärmeleitung in Richtung des betrachteten Querschnitts, so dass sich
dieser erwärmt. Die durch den Querschnitt in x3-Richtung transportierte Energie nimmt
hierbei mit geringerem Abstand des Laser zum Querschnitt auf Grund der größeren
Temperaturgradienten zu, wobei sich die Richtung des Flusses innerhalb kurzer Zeit
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ändert, wenn sich der Spot über den Querschnitt bewegt. Der diffusionsgetriebene Fluss
führt dabei zu einer gleichmäßigeren Verteilung der Temperatur und somit auch einer
geringeren Spitzentemperatur. Nachdem der Laser den Querschnitt passiert hat, fällt der
Wärmefluss in Richtung des Querschnitts erwartungsgemäß geringer aus, da der zuvor
bestrahlten Bereich noch heiß ist.
Da sowohl mit dem dreidimensionalen Ansatz als auch mit den Messwerten vergleichbare
Unterschiede zu den Temperaturverläufen des zweidimensionalen Schnittmodells aufge-
zeigt werden konnten, liegt es somit nahe, dass die Vernachlässigung der Wärmeleitung
in x3-Richtung entscheidend für die Abweichung des simulierten und experimentellen
Temperaturverlauf in Abb. 6.6(d) ist. Da die Temperaturunterschiede hierbei durchaus
signifikant sind, ist der Temperaturverlauf im zweidimensionalen Schnittmodell lediglich
als grobe Approximation zu bewerten, so dass das Modell in diesem Aspekt an seine
Grenzen stößt.
Dennoch wurden in den vorherigen Abschnitten gute Resultate in Bezug auf die Ausbil-
dung der Schweißnaht erzielt, wobei die verwendeten Materialkennwerte und insbeson-
dere die kalibrierten Parameter für die Absorptionskoeffizienten Ai physikalisch sinnvoll
gewählt wurden. Das Schnittmodell ist zur Vorhersage der Schweißnahtgeometrie für die
untersuchten Prozesse also durchaus geeignet, für eine präzise Simulation der Temperatur
hingegen nicht.
Eine Möglichkeit zur Behebung dieses Defizits wäre die Simulation des vollständigen drei-
dimensionalen Modells. Dies ist numerisch deutlich aufwendiger und wurde im Rahmen
dieser Arbeit auch aufgrund des hohen Implementierungsaufwandes nicht untersucht.
Eine Alternative stellt die Approximation des im Schnittmodell vernachlässigten Diffu-
sionsanteils in x3-Richtung dar (Abb. 6.22(c)), der durch eine Wärmequelle
ρfe ≈ κ∂x23T
auf der rechten Seite der Wärmeleitungsgleichung im Schnittmodell ergänzt werden kann.
Die Modellierung einer geeigneten Wärmequelle ist selbst für ein einzelnes Blech schwie-
rig. Ein im Modellierungsseminar [59] und der Bachelorarbeit [58] verfolgter Ansatz ba-
siert auf einer bewegten Punktquelle im Halbraum, für den die exakte Lösung bekannt
ist [60] und der Diffusionsanteil berechnet und als Wärmequelle genutzt werden kann.
Auf Grund der großen Unterschiede (Punktquelle zu Gauß-Laser, Halbraum zu Blech) ist
die so berechnete Wärmequelle jedoch nur für sehr kleine Fokusdurchmesser und große
Bleche geeignet. Erschwerend kommt hinzu, dass die Lösung im Auftreffpunkt des Lasers
singulär ist.
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Um eine geeignetere Wärmequelle zu erhalten, können verschiedene Ansätze verfolgt
werden:
• Analog zur Punktquelle im Halbraum kann die analytische Lösung aus [61] für
ein nur in eine Dimension unendlich ausgedehntes Blech verwendet werden, wel-
ches durch eine bewegte Gauß-Quelle bestrahlt wird und somit deutlich näher am
hier betrachteten Prozess liegt. Die Darstellung der analytischen Lösungen und
des zugehörigen Diffusionsanteils ist jedoch relativ komplex und kann nur nume-
risch ausgewertet werden, wobei sich wiederum Einschränkungen an die Geometrie
und/oder die Rechenzeit ergeben.
• Da der zeitliche Verlauf des Diffusionsanteils in x3-Richtung für den vereinfachten
Prozess qualitativ stets dem in Abb. 6.22(c) entspricht, kann dieser beispielswei-
se durch eine gebrochenrationale Funktion in Abhängigkeit von der Temperatur,
dem Abstand zum Laserspot, der Vorschubgeschwindigkeit des Lasers und anderen
Größen approximiert werden. Die Koeffizienten in der angesetzten Funktion können
dabei auf Grundlage von dreidimensionalen Simulationen durch einen Parameter-
identifikationsansatz ermittelt werden. Erste vielversprechende Ergebnisse hierzu
wurden in [28] präsentiert.
Eine mit diesen Ansätzen modellierte Wärmequelle fe kann jedoch nicht unmittelbar auf
die zuvor betrachteten Wärmeleitschweißprozesse übertragen werden, da durch die Ver-
wendung zweier Bleche mit unterschiedlichen Materialeigenschaften, deren geometrischer
Anordnung und dem Aufschmelzen des Aluminiumbleches und der damit verbundenen
Strömungsdynamik eine erheblich komplexere Situation vorliegt. Da in Bezug auf die
Ausbildung der Schweißnaht jedoch auch ohne eine Wärmequelle gute Resultate erzielt
wurden, wurde dieser Ansatz im Rahmen der vorliegenden Arbeit nicht weiter verfolgt.
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6.5 Zusammenfassung
Auf Grundlage des zweidimensionalen Schnittmodells und der stabilisierten Enthalpie-
Methode wurden in diesem Kapitel verschiedene Wärmeleitschweißprozesse numerisch si-
muliert, bei denen a priori eine gleichmäßige Schweißnaht zu erwarten war. Hierbei konnte
für die Verbindung von Aluminium und Stahl bzw. Titan im Überlapp- bzw. Stumpfstoß
mit Ausnahme der Überlappverbindung U2 gute Resultate bezüglich der geometrischen
Form der Schweißnaht erzielt werden, welche anhand experimenteller Querschliffe vali-
diert wurden und die Grundlage für aufbauende Simulationsschritte im Forschungsvor-
haben HyProMiS bildeten (vgl. Abschnitt 1.2.3).
Das Strömungsfeld und die Formänderung werden wie bei den zuvor betrachteten Stoff-
anhäufungsprozesse im Wesentlichen durch die Oberflächenspannung bestimmt. Hinzu
kommt allerdings die Benetzung des nicht aufschmelzenden Werkstoffes, die insbeson-
dere durch die Vorgabe fester Benetzungswinkel einen großen Einfluss hat. Da die sta-
bilisierte Enthalpie-Methode zur numerischen Simulation eingesetzt wird, unterliegt das
Strömungsfeld Schwankungen wie sie in Abschnitt 4.2.4 für das koaxiale Stoffanhäufen
aufgezeigt wurden.
Mit Hilfe der Simulation konnte zudem gezeigt werden, dass die latente Wärme beim
flüssig-fest Phasenübergang einen erheblichen Einfluss auf den Verlauf der Erstarrung hat
und ein nicht zu vernachlässigender Bestandteil des Modellierungsansatzes ist. Weiterhin
konnte gezeigt werden, dass die Temperaturabhängigkeit der Wärmeleitfähigkeit und
spezifischen Wärmekapazität einen großen Einfluss auf den Prozessverlauf haben.
Eine wesentliche Einschränkung des zweidimensionalen Schnittmodells ist das Fehlen der
Wärmeleitung orthogonal zum betrachteten Querschnitt, was zu Abweichungen in der
Geometrie und auch zu höheren Temperaturen und einem steileren Temperaturverlauf im
Vergleich zum realen Prozess führt. Für eine bessere Approximation der Temperaturver-
läufe wurde neben einer dreidimensionalen Simulation die Verwendung einer künstlichen
Wärmequelle im Schnittmodell motiviert, die den fehlenden Wärmefluss approximiert.

Kapitel 7
Zusammenfassung und Ausblick
In dieser Arbeit wurden die Modelle und numerischen Lösungsverfahren aus [1], [2],
[3] und [4] erweitert, um den Material- und Wärmetransport sowohl für laserbasier-
te Stoffanhäufungsprozesse als auch das Wärmeleitschweißen von Mischverbindungen
numerisch zu simulieren. Für die fest-flüssig Phasengrenze wurden dabei zwei Ansät-
ze auf Grundlage eines „interface-tracking“-Ansatzes (Temperatur-Methode) und eines
„interface-capturing“-Ansatzes (Enthalpie-Methode) verfolgt, die sowohl im Modell als
auch im numerischen Lösungsverfahren zu unterschiedlichen Kopplungsbedingungen/
Entkopplungsstrategien für die Geometrie und die Erhaltungsgleichungen für Masse, Im-
puls und Energie führen.
Ein Vergleich und die numerische Untersuchung der beiden Methoden erfolgte anhand
der Anschmelzphase beim koaxialen Stoffanhäufen am Draht für eine rotationssymme-
trische Formulierung. Diese eignet sich besonders für einen Vergleich der Methoden, da
sich die Topologie des flüssigen Teilgebiets nach der anfänglichen Nukleation nicht verän-
dert, was eine Voraussetzung und wesentliche Einschränkung der Temperatur-Methode
ist. Die Temperatur-Methode ermöglichte hierbei eine stabile numerische Simulation,
wobei der Fehler in Bezug auf die numerische Erhaltung des Volumens und der Energie
für die gewählte Ortsdiskretisierung maßgeblich von der Zeitschrittweite abhängt und
der Energiefehler im Wesentlichen durch den Volumenfehler hervorgerufen wird. Für
die Enthalpie-Methode sind Topologieänderungen des flüssigen Teilgebietes zulässig, wo-
durch ein deutlich flexiblerer Einsatz der Methode möglich ist. In der Simulation zeigte
sich zunächst ein ähnliches Bild. Sobald sich die äußere Form des flüssigen Teilgebiets
aufgrund der Oberflächenspannung verändert, werden jedoch künstliche Strömungsim-
pulse hervorgerufen, die zum einen unphysikalisch sind und zum anderen die Stabilität
der Simulation stark beeinträchtigen. Um die Vorteile beider Methoden zu nutzen, wurde
eine kombinierte Methode vorgestellt, die zwischen beiden Methoden situationsbedingt
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wechselt, so dass für Phasen mit Topologie- und geringer Formänderung (Nukleation, Er-
starrung) die Enthalpie-Methode und in der Anschmelzphase die Temperatur-Methode
eingesetzt wird. Insgesamt ermöglichte dies eine stabile Simulation des gesamten Pro-
zessverlaufes, deren Ergebnisse anhand experimenteller Querschliffe auf Grundlage der
Zwischenformgeometrie und des Erstarrungsverlaufes validiert wurden.
Als Alternative zur kombinierten Methode wurde die Enthalpie-Methode durch eine
künstliche Erhöhung des Viskosität stabilisiert, wodurch sich die für die Enthalpie-
Methode typischen Strömungsimpulse gleichmäßiger auf das gesamte Strömungsfeld aus-
wirken. Das Strömungsverhalten wird hierdurch insgesamt verfälscht, da sich die Schmel-
ze zähflüssiger verhält. Anhand des koaxialen Stoffanhäufens am Draht konnte jedoch
gezeigt werden, dass dies nur einen geringen Einfluss auf die sich bildende Zwischenform
hat, da die Oberflächenspannung aufgrund der kleinen Bauteilabmessungen so groß ist,
dass sich ebenfalls eine fast perfekte Kugel ausbildet. Eine Diskrepanz beim Vergleich der
Methoden konnte in der Anschmelzgeschwindigkeit und damit zuletzt auch der erzielten
Größe der Zwischenform ausgemacht macht werden, da trotz eines vergleichbaren bzw.
geringen numerischen Volumen- bzw. Energiefehlers in der Temperatur-Methode ein grö-
ßeres Anschmelzverhältnis erzielt wurde. Die erhöhte Viskosität und damit weitestgehend
unterdrückte thermische Zirkulationsbewegung konnte dabei als Ursache ausgeschlossen
werden, so dass die Unterschiede zuletzt auf Diskretisierungsfehler zurückzuführen sind,
die durch eine kleinere Gitter- bzw. Zeitschrittweite geringer werden. Motiviert durch
diese Ergebnisse, die flexiblen Einsatzmöglichkeiten und zuletzt den geringeren Imple-
mentierungsaufwand wurde zur Simulation der anderen Stoffanhäufungsprozesse und des
Wärmeleitschweißens in drei bzw. zwei Raumdimensionen ausschließlich die stabilisierte
Enthalpie-Methode eingesetzt.
Als weiterer punktförmiger Stoffanhäufungsprozess wurde die radiale Strahlführung ent-
lang eines Drahtes untersucht, wobei gezeigt werden konnte, dass im Vergleich zum ko-
axialen Prozess eine höhere Anschmelzgeschwindigkeit und Energieeffizienz erreicht wer-
den kann. Zudem wurde das linienförmige Stoffanhäufen entlang von Blechelementen
untersucht, bei denen sich aufgrund der Oberflächenspannung ebenfalls Zwischenformen
mit einem annähernd kreisförmigen Querschnitt bildeten. Für geeignete Prozessparame-
ter lag dabei für einen langen Zeitraum eine annähernd quasi-stationäre Situation vor,
in der sich die Zwischenformform gleichmäßig ausbildet.
Dies motivierte den für das Wärmeleitschweißen gewählten Ansatz, in dem ein quasi-
stationärer Zustand angenommen wurde, um ein zweidimensionales Schnittmodell auf-
zustellen, welches physikalische Effekte in Schweißrichtung vernachlässigt. Durch die Ka-
librierung der Absorptionskoeffizienten und Benetzungswinkel konnten die Ergebnisse der
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Simulation anhand experimenteller Querschliffe und Temperaturmessungen validiert wer-
den. Abweichungen zum Experiment konnten dabei im Wesentlichen auf die im Schnitt-
modell fehlende Wärmeleitung in Schweißrichtung zurückgeführt werden, deren Einfluss
mit zunehmenden Blechdicken größer wird. Zudem konnte gezeigt werden, dass sowohl
die latenten Wärme als auch die Wahl temperaturabhängiger Materialkennwerte einen
großen Einfluss auf den simulierten Prozessverlauf haben können und somit nicht ver-
nachlässigt werden sollten.
Insgesamt liefern die in dieser Arbeit vorgestellten Modelle und numerischen Lösungsver-
fahren gut einsetzbare Methoden für verschiedene Anwendungsszenarien. Die Simulation
des Material- und Wärmetransportes ermöglicht hierbei zusätzliche Einblicke, die die
Entwicklung neuer Prozesse unterstützen und vereinfachen können.
Ausblick
Die Implementierung der numerischen Methoden bietet Raum für Erweiterungen, was
zum einen die zwar modellierte aber nicht implementierte Marangoni-Konvektion und
zum anderen die Umsetzung der Temperatur-Methode in drei Raumdimensionen betrifft.
Zudem können die Methoden weiterentwickelt werden, um ihre numerischen Eigenschaf-
ten zu verbessern oder Flexibilität zu steigern. Die zugrunde liegenden Modelle sind
zudem keineswegs vollständig und zum Teil stark vereinfacht, so dass diese um zusätzli-
che Aspekte erweitert werden können. Im Folgenden werden nur einige Ansatzpunkte für
aufbauende Arbeiten benannt, die sich mit der Weiterentwicklung der mathematischen
Modelle, numerischen Methoden bzw. untersuchten Prozesse beschäftigen. Diese werden
jeweils einer der drei Kategorien zugeordnet, wobei eine eindeutige Zuordnung nicht im-
mer möglich ist, da beispielsweise für eine Erweiterung des Modells in der Regel auch die
numerischen Methoden angepasst werden müssen.
Erweiterung der Modelle
Beim Stoffanhäufen kann gezielt ein Keyhole erzeugt werden, um durch Mehrfachrefle-
xionen in der durch Verdampfung entstehenden Dampfkapillare den Absorptionsgrad des
Lasers zu steigern. Dies kann im Rahmen dieser Arbeit lediglich durch eine Anpassung
des Absorptionskoeffizienten für die Laserstrahlung erfasst werden. Eine Modellierung der
Keyhole-Ausbildung ist nicht trivial und erhöht die Komplexität des Modells nochmals
deutlich, da durch das Verdampfen des flüssigen Materials eine zusätzliche Gasphase mit
eigener Strömungsdynamik und Kopplung zur flüssigen Phase (Zweiphasen-Strömung)
entsteht. Ansätze zur Modellierung und Simulation sind zum Beispiel in [62], [63] bzw.
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[39] zu finden. Eine einfachere Alternative bildet der Ansatz aus [64], bei dem die Form
des Keyholes bestimmt wird ohne die Strömung in der Gasphase explizit in das Modell
aufzunehmen.
Ein weiterer Vorstoß in den Bereich der Zweiphasen-Strömungen bildet die Modellierung
und Simulation der Schutzgasströmung. Beim Stoffanhäufen konnte gezeigt werden, dass
die vom Bauteil an das umgebende Schutzgas abgeführte Wärmemenge die Wärmeab-
strahlung in der Erstarrungsphase übersteigt und somit der dominierende Kühlungsme-
chanismus über den Bauteilrand ist. Der hierbei verwendete konstante Wärmeübergangs-
koeffizient basierte auf einem Modell für eine umströmte Kugel und bildet somit nur eine
grobe Approximation. Wird das umgebende Schutzgas hingegen als zusätzliches Kontinu-
um in das Modell aufgenommen, kann auf den Wärmeübergangskoeffizienten verzichtet
werden, da der Wärmeübergang implizit durch Diffusion und Advektion im Schutzgas
berücksichtigt wird.
Durch den makroskopischen Modellierungsansatz ist das vorliegende Modell entlang der
Tripellinien/punkte überbestimmt. Dieser Widerspruch wurde in dieser Arbeit erst im
diskreten Problem aufgelöst, so dass die einzelnen Bedingungen bis auf Diskretisierungs-
fehler erfüllt sind. Eine Betrachtung auf mikroskopischer Skala könnte hier Aufschluss
über die physikalischen Vorgänge entlang der Tripellinien/-punkte liefern.
Der a priori fest vorgegebene Benetzungswinkel entlang der Benetzungslinien/-punkte
beim Wärmeleitschweißen ist eine große Einschränkung des Modells, da dieser im vor-
liegenden Ansatz zunächst experimentell bestimmt werden muss. Hier wäre eine Mo-
dellierung des sich ausbildenden Winkels auf Grundlage der Youngschen Gleichung [65]
denkbar, die einen funktionalen Zusammenhang zwischen dem Benetzungswinkel und den
Grenzflächenspannungen zwischen den einzelnen Kontinua in einem stationären Gleich-
gewichtszustand herstellt. Im vorliegenden Fall bewegter Benetzungslinien/-punkte ist
der Verlauf des Winkels dynamisch. Verschiedene Ansätze für den dynamischen Verlauf
in Abhängigkeit von der Geschwindigkeit der Benetzungslinien/-punkte, der Kapillarzahl
und des statischen Winkels gemäß der Youngschen Gleichung wurden unter anderem in
[66], [67] untersucht. Die numerische Handhabung des Krümmungsterms basiert dabei in
den genannten Arbeiten genau wie in der vorliegenden Arbeit auf dem semi-impliziten
Ansatz aus [4].
Da für das zweidimensionale Schnittmodell in Abschnitt 6.4 die fehlende Wärmeleitung
orthogonal zum Querschnitt als entscheidende Einflussgröße für abweichende Tempera-
turverläufe identifiziert werden konnte, wurde die Modellierung einer inneren Wärme-
quelle im Schnittmodell motiviert. Für eine stark vereinfachte Situation konnten hierbei
im Modellierungsseminar [59] und der Bachelorarbeit [58] erste Wärmequellen modelliert
werden. Eine Erweiterung auf die betrachteten Prozesse stellt sich allerdings schon allein
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aufgrund der zeitlich veränderlichen Geometrie als schwierig dar, so dass eine direkte
Übertragbarkeit der Ergebnisse fraglich ist.
Weiterentwicklung der numerischen Methoden
Da mit der stabilisierten Enthalpie-Methode trotz der stark erhöhten Viskosität gute
Resultate erzielt werden konnten, stellt sich die Frage, ob unter Umständen gänzlich
auf die Simulation der Strömung verzichtet werden kann. Hierfür könnten die Navier-
Stokes Gleichungen und die kinematische Randbedingung für die freie Oberfläche im
geometrischen Problem durch die stationäre Young-Laplace Gleichung zur Bestimmung
der freien Oberfläche ersetzt werden. Diese ergibt sich aus den Navier-Stokes Gleichungen
im vorliegenden Modell, wenn man einen stationären isothermen Zustand ohne Strömung
annimmt. Unter Berücksichtigung der Gravitation und unter der Annahme, dass die freie
Oberfläche Γtl über ein Gebiet G
t in der x1x2-Ebene parametrisiert werden kann, führt
dies auf ein Problem zur Bestimmung des Graphen ϕt = ϕt(x1, x2) mit
(H =)−∇ · ∇ϕ
t(x1, x2)»
1 + |∇ϕt(x1, x2)|2
= Bo · x3 − c in Gt,
wobei zusätzlich die Konstante c ∈ R bestimmt werden muss, um eine vorgegebene
Größe des flüssigen Teilvolumens zu gewährleisten. Am Rand ∂Gt müssen dabei wieder-
um geeignete Bedingungen durch eine feste Position oder Benetzungswinkel vorgegeben
werden. Auch für den Fall, dass die Parametrisierung als Graph über eine Ebene nicht
möglich ist, kann die numerische Lösung im Finite-Elemente-Kontext auf Grundlage der
variationellen Formulierung mit dem Laplace-Beltrami-Operators [68] erfolgen, welche
ohnehin die Grundlage für die Parametrisierung der freien Oberfläche in dieser Arbeit
bildete. Für ein ähnliches Problem wurde dies unter anderem in [69] betrachtet.
Zur Weiterentwicklung der stabilisierten Enthalpie-Methode wäre es denkbar, die Visko-
sität lediglich lokal in einem Bereich um die Tripellinien/-punkte zu erhöhen. Dadurch
könnten die Strömungsimpulse durch das Umklappen von Randelementen beim Pha-
senübergang gedämpft werden ohne Effekte wie die thermisch bedingte Zirkulation fast
vollständig zu unterdrücken.
Um die Flexibilität der kombinierten Methode zu steigern, wäre die Entwicklung einer
Methodik denkbar, die Topologieänderungen des flüssigen Teilgebiets z.B. anhand der
Temperaturentwicklung antizipiert. Aufgrund der besseren numerischen Eigenschaften
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kann dadurch überwiegend die Temperatur-Methode eingesetzt werden und die Enthalpie-
Methode kommt ausschließlich in kurzen Zeiträumen mit Topologieänderungen zum Ein-
satz. Eine Voraussetzung hierfür sind flexible Programmstrukturen in der Implementie-
rung der Temperatur-Methode, da sowohl die fest-flüssig Phasengrenze als auch die freie
Oberfläche nicht immer zusammenhängend sind.
Anstatt einer heuristischen Wahl der Zeit- und Ortsschrittweite, wie sie in dieser Ar-
beit vorgenommen wurde, könnten adaptive Methoden (siehe z.B. [70]) eingesetzt wer-
den, die eine geeignete Wahl auf Grundlage von Fehlerschätzern ermöglichen. Da sich
zwischen der Temperatur- und (stabilisierten) Enthalpie-Methode in dieser Arbeit grö-
ßere Unterschiede in der Anschmelzgeschwindigkeit und damit der Temperatur- bzw.
Energieverteilung im Bauteil aufgezeigt haben, liegt es nahe, zumindest Fehlerschät-
zer für die Energieerhaltung in Betracht zu ziehen. Für das parabolische Problem in
der Temperatur-Formulierung bzw. degeneriert parabolische Probleme in der Enthalpie-
Formulierung sind geeignete Fehlerschätzer zum Beispiel in [71] bzw. [72] zu finden. Eine
Erweiterung um die Navier-Stokes Gleichungen ist hierbei gegebenenfalls möglich [73].
Prozessentwicklung
Zunächst sei bemerkt, dass die in dieser Arbeit vorgestellten Modelle und numerischen
Methoden keinesfalls auf das Stoffanhäufen und Wärmeleitschweißen beschränkt sind.
So sollte es grundsätzlich möglich sein, weitere Prozesse mit Phasenübergängen, einem
newtonschen Fluid mit freier Oberfläche und Benetzung zu betrachten. Ein weiterer
logischer Schritt ist die sukzessive Anwendung der Simulation in der Prozessgestaltung:
Als Beispiel sei hier das Stoffanhäufen angeführt, welches lediglich die erste Stufe eines
zweistufigen Umformprozesses ist. Das nach dem Erstarren vorliegende Gefüge ist dabei
von großer Bedeutung für den folgenden Kaltumformschritt, da dieses die Umformeigen-
schaften maßgeblich bestimmt. Das bei der Erstarrung entstehende Gefüge hängt dabei
im Wesentlichen von den vorliegenden Temperaturgradienten und der Geschwindigkeit
der Erstarrungsfront ab, aus denen der Gefügetyp abgeleitet werden kann [74]. Da beide
Größen der Simulation entnommen werden können, kann diese auch zur Ermittlung des
Gefüges eingesetzt werden. Erste Ergebnisse hierzu wurden in der Bachelorarbeit [75]
vorgestellt.
Insgesamt birgt die Simulation großes Potential für die Wahl geeigneter Prozessparameter
wie der Laserleistung oder der Vorschubgeschwindigkeit. Hierbei können unterschiedliche
Ziele wie eine kurze Prozessdauer, eine hohe Energieeffizienz, ein definiertes Gefüge, usw.
verfolgt werden. Wie in [76] vorgeschlagen, können zur Erreichung dieser Ziele Optimie-
rungsmethoden eingesetzt werden.
Anhang A
Entdimensionalisierung
Bei der Entdimensionalisierung der Modellgleichungen wird für die grundlegenden phy-
sikalischen Größen jeweils ein für den Prozess charakteristischer Wert gewählt. Für die
in Kapitel 2 formulierten Gleichungen sind das:
• charakteristische Länge L∗,
• charakteristische Geschwindigkeit u∗,
• charakteristische Temperaturdifferenz δT ∗ := Tm − Ta.
Dies ermöglicht die Definition von dimensionslosen Größen für den Ort x, die Zeit t, die
Temperatur T , die massenspezifische Dichte der inneren Energie e , die Geschwindigkeit
der Materieteilchen u und den Druck p durch
x˜ =
x
L∗
, t˜ =
tu∗
L∗
, u˜ =
u
u∗
, p˜ =
p
ρl(u∗)2
, T˜ =
T − Tm
Tm − Ta , e˜ =
e
cpl(Tm)(Tm − Ta) .
Die charakteristischen Werte werden dabei so gewählt, dass x˜, u˜, T˜ und e˜ in der Größen-
ordnung Eins liegen. Als charakteristische Länge L∗ wird für die betrachteten Probleme
der Radius des stabförmigen Halbzeuges bzw. die Dicke des aufschmelzenden Bleches
gewählt. Die Geschwindigkeit u∗ wird so gewählt, dass die Geschwindigkeiten in der
Größenordnung Eins liegen. Durch die Skalierung der Temperatur entspricht T˜ = −1 der
Umgebungs- bzw. Anfangstemperatur und T˜ = 0 der Schmelztemperatur des aufschmel-
zenden Werkstoffes.
Betrachtet man nun eine von der dimensionsbehafteten Größe s abhängende dimensions-
behaftete Zustandsgröße f = f(s) zu der f∗ bzw. s∗ die zugehörigen charakteristischen
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Größen mit f˜ = ff∗ bzw. s˜ =
s
s∗ sind, so muss bei der Skalierung von Differentialglei-
chungen die Kettenregel beachtet werden:
f(s) = f∗
f
f∗
Å
s∗
s
s∗
ã
= f∗f˜(s∗s˜),
∂sf(s) = f
∗∂sf˜(s) = f∗∂s˜f˜(s˜)∂s

s˜(s)

=
f∗
s∗
∂s˜f˜(s˜),
∇sf(s) = f∗∇sf˜(s) = f
∗
s∗
∇s˜f˜(s˜),
∆sf(s) = ∇s · ∇sf(s) = f
∗
s∗
∇s · ∇s˜f˜(s˜) = f
∗
(s∗)2
∇s˜ · ∇s˜f˜(s˜) = f
∗
(s∗)2
∆s˜f˜(s˜).
Die Skalierungsfaktoren werden dabei zu dimensionslosen Kennzahlen bzw. Funktionen
zusammengefasst. Für die Modelle in Kapitel 2 sind das:
Reynolds-Zahl: Re =
ρlu
∗L∗
µ
Prandtl-Zahl: Pr =
µcpl(Tm)
κl(Tm)
Weber-Zahl: We =
ρl(u
∗)2L∗
ςl(Tm)
Bond-Zahl: Bo =
ρlg(L
∗)2
ςl(Tm)
Marangoni-Zahl: Ma = −∂T ς(Tm)(Tm − Ta)L
∗
µκl(Tm)
Graßhoff-Zahl: Gr =
gδTρ
2
l (Tm − Ta)(L∗)3
µ2
Stefan-Zahl: Ste =
cpl(Tm)(Tm − Ta)
Λ
Emissivitäts-Parameter: Em =
EkSB(Tm − Ta)3
ρlcpl(Tm)u∗
Laser-Funktion: La =
AP
ρlcpl(Tm)u∗(L∗)2(Tm − Ta) I˜L
Konvektions-Funktion: Ko =
1
ρlcpl(Tm)u∗
δK
Wärmequelle-Funktion: Wq =
L∗
cpl(Tm)u∗(Tm − Ta)fe
Die vier zuletzt genannten Parameter bzw. Funktionen sind keine typischen Kennzahlen
und ergeben sich aus den Randbedingungen bzw. der rechten Seite für die Energieerhal-
tung.
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Die dimensionslose massenspezifische Energiedichte e˜i, i ∈ {l, s, r, ls}, ist teilgebietsab-
hängig unter Berücksichtigung der dimensionslosen Temperatur T˜ durch
e˜i := β˜
−1
i (T˜ ) :=
1
cpl(Tm)(Tm − Ta)β
−1
i (T )
definiert. Für β˜−1i gilt entsprechend zu (2.28) und (2.29) mit dem Transformationssatz
für die Koordinatentransformation T = T˜ (Tm − Ta) + Tm
β˜−1l (T˜ ) =
T˜
0
c˜pl(ϑ˜)
cpl(Tm)
dϑ˜+
1
Ste
, β−1s (T ) =
T˜
0
c˜ps(ϑ˜)
cpl(Tm)
dϑ˜, β−1r (T ) =
T˜
0
c˜pr(ϑ˜)
cpl(Tm)
dϑ˜
bzw.
β˜−1Ûls : R→ P(R), β˜−1Ûls (T˜ ) = T˜
0
c˜pls(ϑ˜)
cpls(Tm)
dϑ˜+ 1{T>0}
1
Ste
+ 1{T=0}
ñ
0,
1
Ste
ô
mit c˜pi(ϑ˜) := cpi
Ä
ϑ˜(Tm − Ta) + Tm
ä
.

Anhang B
Simulationsparameter
In diesem Anhang werden jeweils die verwendeten Material-/ Prozessparameter und die
zugehörigen dimensionslosen Kennzahlen für das Stoffanhäufen (Anhang B.1) und das
Wärmeleitschweißen (Anhang B.2) aufgeführt. Für die legierten Werkstoffe werden dabei
gegebenenfalls die Materialparameter vom jeweiligen Grundwerkstoff verwendet, sofern
für die Legierung keine Werte vorhanden sind. Die Temperaturabhängigkeit der Para-
meter wird in den meisten Fällen vernachlässigt und es werden konstante Werte in den
jeweiligen Teilgebieten gewählt. Für das flüssige Teilgebiet Ωl wird dabei jeweils der Pa-
rameter für die Schmelztemperatur Tm und in Ωs bzw. Ωr der jeweilige Parameter für
die Umgebungstemperatur Ta bzw. Anfangstemperatur T0 gewählt. Auf ΩÛls ist der Pa-
rameter entsprechend unstetig in Abhängigkeit der Werte auf Ωl und Ωs gegeben. Beim
Wärmeleitschweißen wird für die spezifische Wärmekapazität und die Wärmeleitfähigkeit
der Einfluss temperaturabhängiger bzw. konstanter Werte in Abschnitt 6.2.5 untersucht,
so dass für beide Fälle Werte spezifiziert werden. Der für die Marangoni-Konvektion re-
levante Parameter ∂T ς wird unter den Parametern aufgeführt. In der Implementierung
wurde die Marangoni-Konvektion jedoch nicht umgesetzt, so dass faktisch ∂T ς = 0 bzw.
Ma = 0 gilt.
Für den Absorptionskoeffizienten A und die Emissivität E ist es schwierig zuverlässi-
ge Literaturwerte zu erhalten. Beide Werte hängen unter anderem vom Werkstoff, dem
Phasenzustand, den Legierungsanteilen, der Temperatur, dem Grad der Oxidation und
der Oberflächenbeschaffenheit ab. Für die Absorption kommen als zusätzliche Einfluss-
faktoren noch die Wellenlänge des Lasers, der Einstrahlwinkel und für einen fokussierten
Laserstrahl die etwaige Ausbildung eines Keyholes hinzu. Um diese Problematik für die
betrachten Werkstoffe und Laser zu verdeutlichen sei für die Emissivität auf [77, Kapitel
17], [78], [79, Kapitel K1] und für die Absorption auf [80] verwiesen. Der Absorptions-
koeffizient A und die Emissivität E wurden daher anhand von Experimenten kalibriert,
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wobei Literaturwerte lediglich als Anhaltspunkt dienten. Konkret wurden diese für jeden
Werkstoff durch konstante Werte AÛls = Al = As und Ar bzw. EÛls = El = Es und Er
approximiert.
B.1 Stoffanhäufen
B.1.1 Materialparameter
Der für das Stoffanhäufen verwendete Werkstoff ist stets der nicht rostende austenitische
Stahl 1.4301 (X5CrNi18-10). Sofern vorhanden, werden die Parameter dem Datenblatt
[81] entnommen. Die für den flüssigen Phasenzustand und den fest-flüssig Phasenüber-
gang benötigten Parameter sind für den speziellen Werkstoff nicht vorhanden und werden
durch die entsprechenden Parameter für Eisen aus [77], [82] bzw. [83] angenähert. Die
Wärmeleitfähigkeiten κs, κl und die spezifischen Wärmekapazitäten cps, cpl in dem je-
weiligen Teilgebiet werden temperaturunabhängig angenommen. Die Materialparameter
mit der jeweiligen Quellenangabe sind in Tabelle B.1 aufgeführt. Für den verwendeten
Faserlaser „TruFiber 300“ der Firma TRUMPF mit einer Wellenlänge von 1085nm be-
findet sich der kalibrierte Wert für den Absorptionskoeffizienten dabei im Einklang mit
den in [80, Abschnitt 3.3.1] spezifizierten Wert für Eisen und Stahl bei Raumtemperatur.
Tabelle B.1: Materialparameter für den Stahl 1.4301
Symbol Wert Einheit Quelle
Tm 1,673 K [81]
ρs, ρl 7,900
kg
m3
[81]
cps 500
J
Kg·K [81]
cpl 830
J
Kg·K [82]
κs 15
W
m·K [81]
κl 35
W
m·K [83]
Λ 2.72 · 105 Jkg [77, Kap. 8.2]
∂Tρl −0.88 kgm3K [77, Kap. 14.2]
δT 1.11 · 10−4 1K δT = −∂T ρρl
ςl 1.87
N
m [77, Kap. 14.2]
∂T ς −4.9 · 10−4 Nm·K [77, Kap. 14.2]
µl 5.5 · 10−3 N ·sm2 [77, Kap. 14.2]
Es, El 0.6 1 Kalibrierung
As,Al 0.38 1 Kalibrierung
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B.1.2 Prozessparameter
Beim koaxialen Stoffanhäufen eines Drahtes wird der Draht für die Dauer tdur von unten
durch den Laser bestrahlt. Dabei verläuft die Strahlachse SL mittig durch die Symme-
trieachse der Anfangsgeometrie und die bestrahlte Fläche befindet sich zum Anfangszeit-
punkt in der Fokusebene AL des Lasers (Abb. 1.3(a)). Während des gesamten Prozesses
wird der Draht mit dem Schutzgas Argon umströmt. Der Parameter δK für die erzwun-
gene Konvektion wird dabei mit dem Modell aus [84] für eine umströmte Sphäre angenä-
hert. Beim radialen Stoffanhäufen besteht der einzige Unterschied zum koaxialen Prozess
darin, dass der Laser beginnend vom unteren Ende des Drahtes seitlich mit konstanter
Geschwindigkeit vL nach oben geführt wird.
Für die linienförmigen Stoffanhäufungsprozesse entlang eine Blechkante bzw. einer kreis-
förmigen geschlossenen Kontur sind die einzelnen Abmessungen und die Bewegung des
Lasers in Abbildung B.1 skizziert. Die Bestrahlung erfolgt dabei jeweils einseitig durch
einen senkrecht auf das Blech treffenden Laserstrahl, der vollständig entlang der Blech-
kante geführt wird bzw. das Blechloch genau einmal umrundet. Die Prozessparameter
der aufgeführten Prozesse sind in Tabelle B.2 aufgelistet.
1.2mm
6mm
12mm
vL
(a) an Blechkante (Dicke 0.3mm)
0.1 mm
0.75mm 2mm
4mm
vL
(b) an Blechloch (Dicke 0.1mm)
Abbildung B.1: Geometrie für das linienförmige Stoffanhäufen.
Zur Bestimmung der dimensionslosen Kennzahlen müssen die in Anhang A aufgeführ-
ten charakteristischen Größen festgelegt werden. Als charakteristische Länge L∗ wird
der Radius des Drahtes bzw. die Dicke des Bleches gewählt, als charakteristische Ge-
schwindigkeit wird u∗ := L
∗
0.1 s mit der charakteristischen Zeit t
∗ = 0.1 s gewählt. Die
charakteristische Temperaturdifferenz ist über δT ∗ = Tm − Ta gegeben. Die charakteris-
tischen Größen und dimensionslosen Kennzahlen sind in Tabelle B.3 aufgeführt.
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Tabelle B.2: Prozessparameter für das Stoffanhäufen
Wert für Prozess
Symbol
Draht
(koaxial)
Draht
(radial)
Blech
(Kante)
Blech
(Loch)
Einheit
P 130 130 276 46 W
R0 2 · 10−5 2 · 10−5 2 · 10−5 2 · 10−5 m
z0 1.5 · 10−3 1.5 · 10−3 1.5 · 10−3 1.5 · 10−3 m
tdur 0.1 0.1 0.4 0.13 s
vL 0 30 30 20.5
mm
s
fe 0 0 0 0
W
kg
δK 200 200 100 80
W
m2·K
Ta 293 293 293 293 K
Tabelle B.3: Dimensionslose Kennzahlen und charakteristische Größen für
das Stoffanhäufen
Wert für Prozess
Symbol
Draht
(koaxial)
Draht
(radial)
Blech
(Kante)
Blech
(Loch)
L∗[m] 2 · 10−4 2 · 10−4 3 · 10−4 1 · 10−4
u∗
î
m
s
ó
2 · 10−3 2 · 10−3 3 · 10−3 1 · 10−3
δT ∗[K] 1,380 1,380 1,380 1,380
Re 0.57 0.57 1.29 0.14
Pr 0.13 0.13 0.13 0.13
We 3.38 · 10−6 3.38 · 10−6 1.14 · 10−5 4.22 · 10−7
Bo 1.66 · 10−3 1.66 · 10−3 3.73 · 10−3 4.14 · 10−4
Ma 7.03 · 10−4 7.03 · 10−4 1.05 · 10−3 3.51 · 10−4
Gr 24.89 24.89 84 3.11
Ste 4.21 4.21 4.21 4.21
Em 6.82 · 10−3 6.82 · 10−3 4.55 · 10−3 1.36 · 10−2
La 68.24·I˜L 68.24·I˜L 42.92·I˜L 193.16·I˜L
Ko 1.53 · 10−2 1.53 · 10−2 5.08 · 10−3 1.22 · 10−2
Wq 0 0 0 0
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B.2 Wärmeleitschweißen
B.2.1 Materialparameter
Bei den betrachteten Prozessen für das Wärmeleitschweißen kommen verschiedene Werk-
stoffe zum Einsatz. Als nicht aufschmelzender Fügepartner wird für den Überlappstoß
der unlegierte Stahl 1.0338 (DC04) und für den Stumpfstoß der Titanwerkstoff Ti6Al4V
verwendet. Als aufschmelzender Fügepartner kommt entweder der Aluminiumwerkstoff
EN-AW 6082 oder der ähnliche Aluminiumwerkstoff EN-AW 6056 zum Einsatz, für die
einheitliche Materialparameter genutzt werden. Für Stumpfstoßverbindungen mit glei-
cher Blechdicke kommt außerdem der Aluminiumzusatzwerkstoff AlSi12 zum Einsatz.
Dieser wird dem Aluminiumblech zugeordnet, so dass er mit denselben Materialparame-
tern versehen ist. Da der Laser hierbei im Wesentlichen auf den Zusatzwerkstoff anstatt
das Aluminiumblech strahlt, wurde der Absorptionskoeffizient A{l,s} in dieser Situation
eigens angepasst.
Sofern vorhanden wurden die Materialparameter den Datenblättern [85], [86], [87] des
jeweiligen Werkstoffes übernommen. Die für den flüssigen Phasenzustand und den fest-
flüssig Phasenübergang benötigten Parameter des Aluminiumwerkstoffes sind nicht vor-
handen und wurden mit denen von reinem Aluminium [77] angenähert. Für die Wär-
meleitfähigkeit κÛls, κr und die spezifische Wärmekapazität cpÛls, cpr wurden temperatur-
abhängige Werte innerhalb des Projektes HyProMiS bereitgestellt, die an dieser Stelle
nicht abgedruckt werden können. Stattdessen werden vergleichbare Literaturwerte ähn-
licher Werkstoffe angegeben. Für den Aluminiumwerkstoff werden die Werte für reines
Aluminium aus [88], für den Titanwerkstoff Ti6Al4V die Werte aus [89] und für den Stahl
1.0338 (DC04) die Werte vom Armco-Eisen aus [90] angegeben. Die Materialparameter
mit der jeweiligen Quellenangabe sind für den Titanwerkstoff Ti6Al4V in Tabelle B.4 und
den Abbildungen B.3, B.5, den Stahl 1.0338 (DC04) in Tabelle B.5 und den Abbildungen
B.4, B.6 und den Aluminiumwerkstoff EN-AW 6082 in Tabelle B.6 und den Abbildun-
gen B.7, B.8 aufgeführt. Der Anstieg der spezifischen Wärmekapazität des Stahls 1.0338
(DC04) im Bereich von 900 − 1100K ist auf den Übergang des ferromagnetischen Ma-
terials in seine paramagnetische Hochtemperaturform zu erklären, der für Eisen um der
Curie-Temperatur TC = 1041K stattfindet. Dies ist an dieser Stelle angemerkt, um
eine Verwechslung mit einer potentiell implizit berücksichtigten latenten Wärme beim
fest-flüssig Phasenübergang bei Erreichen der Schmelztemperatur auszuschließen, welche
oberhalb des dargestellten Temperaturbereichs liegt. Für den verwendeten ND:YAG-
Stab-Laser „HL4006D“ der Firma Trumpf mit einer Wellenlänge von 1060nm befindet
sich der kalibrierte Wert für den Absorptionskoeffizienten in der Größenordnung gemäß
[80, Abschnitt 3.3.2].
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Für die numerische Lösung werden die tabellarisch gegebenen temperaturabhängigen
Werte für die Wärmeleitfähigkeit und die spezifische Wärmekapazität zwischen den
Stützstellen linear interpoliert und außerhalb des gegeben Definitionsbereichs konstant
fortgesetzt, um jeweils eine in der Temperatur kontinuierliche Funktion zu erhalten. Der
Sprung einer Funktion an der Schmelztemperatur Tm kann dabei durch die Wahl zwei-
er nah aufeinander folgender Stützstellen auf numerischem Weg erreicht werden. Der
Einfluss temperaturabhängiger Werte für die spezifische Wärmekapazität auf den funk-
tionalen Zusammenenhang zwischen Energiedichte und Temperatur ist in Abbildung B.2
dargestellt. Je nach gewähltem Ansatz ist der funktionale Zusammenhang für T < Tm
und T > Tm eine lineare oder stetige stückweise quadratisch Funktion. Die aus den
Ansätzen resultierenden Unterschiede werden in Abschnitt 6.2.5 untersucht.
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Abbildung B.2: Zusammenenhang zwischen Energiedichte e und Temperatur T mit
temperaturabhängiger bzw- konstanter spezifischer Wärmekapazität für Aluminium-
Stahl Verbindungen (links) und Aluminium-Titan Verbindungen (rechts).
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Tabelle B.4: Materialparameter für Titan Ti6Al4V
Symbol Wert Einheit Quelle
ρr 4,430
kg
m3
[86]
cpr 580
J
Kg·K [86]
κr 6.6
W
m·K [86]
Er 0.7 1 Kalibrierung
Ar 0.37 1 Kalibrierung
Tabelle B.5: Materialparameter für Stahl 1.0338 (DC04)
Symbol Wert Einheit Quelle
ρr 7,860
kg
m3
[85]
cpr 465
J
Kg·K [90]
κr 74
W
m·K [90]
Er 0.7 1 Kalibrierung
Ar 0.39 1 Kalibrierung
Tabelle B.6: Materialparameter für Aluminium EN-AW6082
Symbol Wert Einheit Quelle
Tm 880 K [87]
ρs, ρl 2,700
kg
m3
[87]
cps 896
J
Kg·K [87]
cpl 1,177
J
Kg·K [88]
κs 237
W
m·K [77, Kap. 14.1]
κl 94.05
W
m·K [77, Kap. 14.2]
Λ 3.88 · 105 Jkg [77, Kap. 8.2]
∂Tρ −0.35 kgm3K [77, Kap. 14.2]
δT 1.3 · 10−4 1K δT = −∂T ρρl
ςl 0.91
N
m [77, Kap. 14.2]
∂T ς −3.5 · 10−4 Nm·K [77, Kap. 14.2]
µl 1.3 · 10−3 N ·sm2 [77, Kap. 14.2]
Es, El 0.7 1 Kalibrierung
As,Al 7 · 10−2 1 Kal. (EN-AW 6082)
As,Al 0.1 1 Kal. (AlSi12)
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Abbildung B.3: Spezifische Wärmekapazität für Titan Ti6Al4V: Stückweise linear
interpolierte und konstant extrapolierte Funktion cpr(T ) (links) und dazugehörige Li-
teraturwerte (rechts)
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Abbildung B.4: Spezifische Wärmekapazität für Stahl 1.0338 (DC04): Stückweise
linear interpolierte und konstant extrapolierte Funktion cpr(T ) (links) und dazugehörige
Literaturwerte (rechts)
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Abbildung B.5:Wärmeleitfähigkeit für Titan Ti6Al4V: Stückweise linear interpolierte
und konstant extrapolierte Funktion κr(T ) (links) und dazugehörige Literaturwerte
(rechts)
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Abbildung B.6: Wärmeleitfähigkeit für Stahl 1.0338 (DC04): Stückweise linear inter-
polierte und konstant extrapolierte Funktion κr(T ) (links) und dazugehörige Literatur-
werte (rechts)
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Abbildung B.7: Spezifische Wärmekapazität für Aluminium EN-AW 6082: Stückweise
linear interpolierte und konstant extrapolierte Funktion c
pÛls(T ) (links) und dazugehö-
rige Literaturwerte (rechts)
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Abbildung B.8: Wärmeleitfähigkeit für Aluminium EN-AW 6082: Stückweise line-
ar interpolierte und konstant extrapolierte Funktion κÛls(T ) (links) und dazugehörige
Literaturwerte (rechts)
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B.2.2 Prozessparameter
Für die verschiedenen Verbindungen im Überlapp- und Stumpfstoß sind die grundlegen-
den geometrischen Abmessungen in Abb. B.9 skizziert. Im Vergleich zum Stoffanhäufen
ist die Auftrefffläche des Lasers durch eine Defokussierung erheblich größer und der Ein-
fachheit halber wird ein konstanter Strahlradius R angenommen. Dabei bewegt sich der
Laser mit konstanter Geschwindigkeit vL entlang der Überlappung (Überlappstoß U1,
U1∗, U2), der Nut (Stumpfstoß S1, S3) bzw. des Zusatzwerkstoffes (Stumpfstoß S2), wo-
bei die Strahlachse SL senkrecht auf den Blechoberflächen steht. Die genaue Position der
Strahlachse kann über die Anteile DÛls, Dr ≥ 0 mit DÛls +Dr = D := 2R des auf ΩÛls(t0)
bzw. Ωr(t0) entfallenden Strahldurchmessers beschrieben werden. Beim Stumpfstoß wer-
den die Bleche von beiden Seiten zugleich mit derselben Laser-Leistung bestrahlt. In
diesem Fall ist P die akkumulierte Leistung beider Seiten. Die Prozessparameter sind
in Tabelle B.13 zusammengefasst. Die Winkel α1, α2 wurden anhand von Experimenten
kalibriert.
Tabelle B.13: Prozessparameter für das Wärmeleitschweißen
Wert für Prozess
Symbol U1 U1∗ U2 S1 S2 S3 Einheit
dr 1.0 1.0 0.9 2.0 2.0 1.8 mm
dÛls 1.2 1.2 2.0 3.0 2.0 2.0 mm
dN 4.0 3.0 4.0 2.0 0.95 1.0 mm
P 2,100 2,100 2,000 3,700 2,600 3,500 W
vL 13.3 15 10 3.67 3.67 3.67
mm
s
D 7.3 5.6 5.6 8.5 8.5 7 mm
Dr 6.15 4.8 4.8 3.5 3.5 1.7 mm
DÛls 1.15 0.8 0.8 5 5 5.3 mm
α1 38 35 38 33 27 28
◦
α2 35 40 45 33 27 28
◦
fe 0 0 0 0 0 0
W
kg
δK 0 0 0 0 0 0
W
m2·K
Ta 293 293 293 293 293 293 K
Wie schon beim Stoffanhäufen wird auch beim Wärmeleitschweißen das Schutzgas Argon
eingesetzt, um eine Oxidation des Bauteils zu verhindern. Die dadurch hervorgerufene
erzwungene Konvektion wurde für die kompliziertere geometrische Situation nicht in
Simulation aufgenommen und δK = 0 gesetzt. Stattdessen wurde die Emissivität der
Werkstoffe leicht erhöht.
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ΩÛls
Ωr
dÛls
dr
dN
DÛls Dr
α1
α2
Laser
(a) Überlappstoß U1, U1∗, U2
Ωr
ΩÛls
α1 α2
dr
dÛls
Dr
DÛls
dN
(b) Stumpfstoß S1, S2, S3
Abbildung B.9: Geometrie für das Wärmeleitschweißen.
Zur Bestimmung der dimensionslosen Kennzahlen wird als charakteristische Länge L∗
die Blechdicke des aufschmelzenden Fügepartners und als charakteristische Temperatur-
differenz δT ∗ = Tm − Ta gewählt. Als charakteristische Geschwindigkeit wird für alle
Verbindungen u∗ := L
∗
1.0 s mit der charakteristischen Zeit t
∗ := 1.0 s gewählt, so dass
die simulierte Strömung jeweils in der Größenordnung Eins liegt. Die charakteristischen
Größen und dimensionslosen Kennzahlen sind in Tabelle B.14 aufgeführt.
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Tabelle B.14: Dimensionslose Kennzahlen und charakteristische Größen für
das Wärmeleitschweißen
Wert für Prozess
Symbol U1 U1∗ U2 S1 S2 S3
L∗[m] 1.2 · 10−3 1.2 · 10−3 2 · 10−3 2 · 10−3 2 · 10−3 2 · 10−3
u∗
î
m
s
ó
1.2 · 10−3 1.2 · 10−3 2 · 10−3 2 · 10−3 2 · 10−3 2 · 10−3
δT ∗[K] 587 587 587 587 587 587
Re 2.99 2.99 8.31 8.31 8.31 8.31
Pr 1.63 · 10−2 1.63 · 10−2 1.63 · 10−2 1.63 · 10−2 1.63 · 10−2 1.63 · 10−2
We 5.1 · 10−6 5.1 · 10−6 2.36 · 10−5 2.36 · 10−5 2.36 · 10−5 2.36 · 10−5
Bo 4.17 · 10−2 4.17 · 10−2 0.12 0.12 0.12 0.12
Ma 2.02 · 10−3 2.02 · 10−3 3.36 · 10−3 3.36 · 10−3 3.36 · 10−3 3.36 · 10−3
Gr 5,564.12 5,564.12 25,759.7 25,759.7 25,759.7 25,759.7
Ste 1.78 1.78 1.78 1.78 1.78 1.78
Em 2.11 · 10−3 2.11 · 10−3 1.26 · 10−3 1.26 · 10−3 1.26 · 10−3 1.26 · 10−3
La 45.6·I˜L 45.6·I˜L 9.38·I˜L 17.36 ·I˜L 17.42 ·I˜L 16.42 ·I˜L
Ko 0 0 0 0 0 0
Wq 0 0 0 0 0 0
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