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Abstract
In this thesis, we develop an exploratory framework for design and analysis of
fMRI studies. In our framework, the experimenter presents subjects with a broad set
of stimuli/tasks relevant to the domain under study. The analysis method then auto-
matically searches for likely patterns of functional specificity in the resulting data. This
is in contrast to the traditional confirmatory approaches that require the experimenter
to specify a narrow hypothesis a priori and aims to localize areas of the brain whose
activation pattern agrees with the hypothesized response. To validate the hypothe-
sis, it is usually assumed that detected areas should appear in consistent anatomical
locations across subjects. Our approach relaxes the conventional anatomical consis-
tency constraint to discover networks of functionally homogeneous but anatomically
variable areas.
Our analysis method relies on generative models that explain fMRI data across the
group as collections of brain locations with similar profiles of functional specificity.
We refer to each such collection as a functional system and model it as a component
of a mixture model for the data. The search for patterns of specificity corresponds to
inference on the hidden variables of the model based on the observed fMRI data. We
also develop a nonparametric hierarchical Bayesian model for group fMRI data that
integrates the mixture model prior over activations with a model for fMRI signals.
We apply the algorithms in a study of high level vision where we consider a large
space of patterns of category selectivity over 69 distinct images. The analysis success-
fully discovers previously characterized face, scene, and body selective areas, among
a few others, as the most dominant patterns in the data. This finding suggests that our
approach can be employed to search for novel patterns of functional specificity in high
level perception and cognition.
Thesis Supervisor: Polina Golland
Title: Associate Professor
Thesis Supervisor: Nancy Kanwisher
Title: Professor
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Chapter 1
Introduction
UNDERSTANDING the organization of human brain is one of the most ambitiousprojects undertaken bymodern science. From basic sensorimotor tasks to abstract
reasoning, all that we are capable of doing as human beings stems from the functioning
of the brain. By explaining the brain, neuroscience unearths the underlying biologi-
cal principles behind our perceptions, actions, emotions, motivations, and thoughts,
as well as what differentiates between us in these activities. One can therefore argue
that the success of brain science may have the most far-reaching and profound impli-
cations among sciences in different aspects of human life. Beyond obvious medical
value, scholars in disciplines as varied as education, law, business, economics, poli-
tics, and philosophy have begun to actively discuss the consequences of neuroscien-
tific discoveries in their respective fields. Expectedly, the staggering diversity of brain
function broadens the range of the implications of neuroscience and also creates a ma-
jor question for the field. How are all these different functions organized within the
brain?
Functional specialization answers this question, at least in part. Many complex
natural and artificial phenomena emerge in systems that comprise several interact-
ing, specialized compartments. Such functional specialization is ubiquitous in many
domains, particularly in biology. Bacteria are living organisms endowed with basic
mechanisms of metabolism, reproduction, and even movement. In a bacterium, dif-
ferent cellular regions, such as nucleoid, cytoplasm, and ribosomes, each contribute to
a different aspect of the cell’s function. The same functional pigeonholing principle ex-
plains different organelles inmore complex cells and organs in advancedmacroorganisms–
including, of course, the specific functionality of the brain itself as an organ within the
human body. We can provide an evolutionary justification for the emergence of spe-
cialization in biological function based on an efficiency advantage. To use a metaphor,
one of the hallmarks of human social evolution has been the specialization of careers,
which enabled modern individuals to make more substantial progress in one specialty
instead of obtaining a basic level of training in a wide variety of skills. Similarly, one
can argue, once a biological unit becomes dedicated to a specific function, it can evolve
to perform that task more efficiently.
Having these simple intuitions in mind, it comes as no surprise that functional
specialization has been a recurring theme in neuroscience, since the inception of brain
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studies in the ninteenth century. Austrian physician and anatomist Joseph Gall (1758-
1828) was one of the early pioneers of the doctrine of localization that posited that
different cognitive functions were associated with different brain areas (Zola-Morgan,
1995). Gall’s theory was not based on empirical observations and was questioned soon
after by the prominent French anatomist, Pierre Flourens, who concluded based on his
experiments that the cerebral cortex was an indivisible unit (Changeux and Garey,
1997). For more than 150 years, generations of neuroanatomists and neuroscientists
have continued the debates started with Gall and Flourens (Kanwisher, 2010). Mean-
while, of course, much progress has beenmade in our understanding of the brain. This
progress, however, has been rather equivocal on the question of specificity, showing
evidence both for and against it on different fronts (Schiller, 1996). Most neuroscien-
tists today may hold a moderate position that emphasizes understanding the extent
of specificity in brain function while acknowledging its existence. Even if we agree
with Gall on a fully compartmentalized picture of brain function, we still need to ex-
plain the necessary subsequent integration stage in which the information processed
by specialized areas is combined to create a basis for coherent human beharvior. When,
where, and how such an integration happens still remains a fundamental question in
neuroscience.
As the title suggests, this thesis is concerned with the question of functional speci-
ficity in the brain. Broadly speaking, two important distinctions can be made in the
context of the studies of functional specificity. First, we can study the brain func-
tional specificity at varying spatial scales. At one end of the spectrum, we may distin-
guish specificity in the function of neurons. At the other end, we may be interested in
specificity at the level of large brain areas (Schiller, 1996). For decades electrophysiol-
ogy techniques have provided excellent means for probing functional specificity at the
neuronal level (see, e.g., the groundbreaking work of Hubel and Wiesel, 1962, 1968).
Yet studies of area-level specificity, until lately, relied primarily on patients with brain
lesions. The recent advent of functional neuroimaging techniques, and in particular
functional Magnetic Resonance Imaging (fMRI), revolutionized this field by offering
non-invasive, large-scale observations of the brain processes in humans.
The second dimension in the study of brain specificity corresponds to specializa-
tion at different levels of functional abstraction. On one hand, we know that specific
cortical patches are dedicated to the processing of low level motor and sensory inputs.
The early visual cortex that includes areas V1–V5 provides a well studied example
where regions with relatively distinct neuroanatomical architectures are thought to
process different perceptual attributes of the visual inputs such as orientation, color,
and direction of motion (Livingstone and Hubel, 1995; Zeki, 2005). When it comes to
higher level functional specialization, for instance, high level perception or language,
the current understanding of the functional organization is much less refined. Since
the late nineteenth century lesion studies have suggested that the so-called Broca’s
and Wernicke’s areas, in the frontal and temporal lobes of the dominant hemisphere
respectively, are involved in language processing. The case of visual object recognition
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provides another well-studied example where category selectivity have been observed
in humans and primates both at the level of neurons (Kreiman et al., 2000; Logothetis
and Sheinberg, 1996; Tanaka, 1996) and brain areas (Kanwisher, 2003, 2010). Other re-
ported examples of high level functional specialization include areas involved in the
processing of other people’s ideas (Saxe and Kanwisher, 2003; Saxe and Powell, 2006),
cognitively demanding tasks (Duncan, 2010), as well as new language areas beyond
those of Broca and Wernicke (Fedorenko et al., 2010).
This thesis develops techniques for exploratory fMRI studies of cognitive func-
tional specificity. In terms of the classification described above, this problem translates
into the search for the specialization in the brain at the area-level in spatial extent and
high-level in abstraction. Originally, the work in this thesis was mainly meant to be a
contribution to fMRI data analysis. However, the methods provided here open doors
for performing novel studies that utilize the potential of our new approach to anal-
ysis. Hence, the work also involves an experimental aspect related to the design of
fMRI studies. Section 1.1 discusses the motivations for this work in more detail and
describes the particular problems addressed by methods developed in later chapters.
Section 1.2 briefly explains the approach we have taken in this thesis for tackling those
problems, enumerates its contributions, and provides an outline for the remainder of
the thesis.
! 1.1 Background and Motivation
FunctionalMRI has played amajor role in the expansion of the field of cognitive neuro-
science (Gazzaniga, 2004). Once fMRI allowed us to find measures of brain responses
in vivo, we were able to employ it for investigating the organization of high level cog-
nitive processes, phenomena that had hitherto been studied mainly using behavioral
methods in psychology. Among domains where functional neuroimaging has made
the most visible impact, vision undoubtedly stands out (Grill-Spector and Malach,
2004). In particular, fMRI studies have uncovered the properties of a number of re-
gions along the ventral visual pathway that demonstrate significant selectivity for cer-
tain categories of objects (Kanwisher, 2003, 2010). Since the studies of visual category
selectivity have provided the primary motivation and the main application for the
fMRI models developed in this thesis, we briefly review their findings next.
! 1.1.1 Functional Specificity and Visual Object Recognition
A ubiquitous part of our brain’s daily functions, visual object recognition has mo-
tivated many neuroscientific studies in the last 50 years (Logothetis and Sheinberg,
1996). The current computational models and neuroscientific findings suggest a hier-
archical processing stream in the cortex where the visual sensory input passes through
different stages of representation along which the information relevant to cognitive
tasks becomes more explicitly encoded (DiCarlo and Cox, 2007; Riesenhuber and Pog-
gio, 1999; Ullman, 2003). Thus, understanding the brain visual processing system re-
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quires the characterization of different areas of the visual cortex and their correspond-
ing representations of the visual world. In the early visual areas, the representation
is generally local and encodes low level features such as orientation and color. As we
progress towards high level areas, the representation becomes non-local, relatively in-
variant to identity-preserving transformations of the image, and predictive of image
category.
Prior to the utilization of functional neuroimaging, little was known about the
organization of high level visual areas in the cortex. Some studies on patients with
prosopagnosia, a specific form of visual agnosia that results in impaired recognition
of human faces, had suggested the existence of certain localized areas in the brain
involved in face processing (Farah, 2004). Selectivity for faces had been further re-
ported for neurons in the temporal cortex of primates (e.g., Desimone, 1991; Perrett
et al., 1982), but that area was then believed to be generally involved in the process-
ing of all complex objects (Tanaka, 1996). The discovery of a small patch of cortex on
the fusiform gyrus that showed larger response to face images when compared to any
other objects created a breakthrough in the studies of visual object recognition (Kan-
wisher et al., 1997; McCarthy et al., 1997). This region, which was named fusiform
face area (FFA), can be easily and robustly identified in fMRI experiments, making it
possible to use it as a region of interest (ROI) for further characterizations (Kanwisher
and Yovel, 2006; Rossion et al., 2003). More recently, Tsao et al. (2006) showed that neu-
rons in a homologous face selective area of primates, identified with a fMRI technique
similar to the one used for humans, indeed demonstrate face selectivity.
Since the discovery of FFA, a handful of other category selective areas have been
found in the extrastriate and temporal cortex. Notably, the parahippocampal place
area (PPA) (Aguirre et al., 1998a; Burgess et al., 1999; Epstein and Kanwisher, 1998),
the extrastriate body area (EBA) (Downing et al., 2001; Peelen and Downing, 2007;
Schwarzlose et al., 2005), and the visual word form area (VWFA) (Baker et al., 2007;
Cohen et al., 2000, 2002) exhibit high selectivity for places, body parts, and ortho-
graphically familiar letter strings, respectively. Selectivity for these categories have
been also reported in other regions such as occipital face area (OFA) (Kanwisher and
Yovel, 2006) and fusiform body area (FBA) (Schwarzlose et al., 2005), as well as scene-
selective regions in retrosplenial cortex (RSC) and transverse occipital sulcus (TOS)
(Epstein et al., 2007).
We do not expect that the brain regions engaged in object recognition consist en-
tirely of contiguous class-selective areas. In order to efficiently employ the learning
capacity of the ventral visual pathway, different objects of the same class must be rep-
resented by a pattern of response over some population of neurons. While the fMRI
data essentially integrates the response of large populations of neurons within its spa-
tial units, we can assume that the spatial patterns of fMRI response over a number
of these units may still encode some information about object categories. Therefore,
an alternative approach to the study of object representation attempts to find object
representations distributed across large areas of cortex and overlapping across many
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categories of images (Cox and Savoy, 2003; Hanson et al., 2004; Haxby et al., 2001, 2000;
Ishai et al., 1999). Nevertheless, a vast array of studies on the category-selective areas
have yielded consistent characterizations of these areas, strongly supporting the idea
that some degree of category-level functional specificity is present in the visual cortex
(Op de Beeck et al., 2008). The extent of this specificity is a subject of ongoing debate
in the field (Kanwisher, 2010). This thesis aims to contribute to our understanding of
the question by providing a principled approach to search for functional specificity.
! 1.1.2 Search for Specificity Using FMRI
How can we identify a pattern of functional specificity in the brain? The category-
selective areas discussed so far have been discovered in the traditional confirmatory
framework1 for making inference from fMRI data. This approach first postulates a
candidate pattern of functional specificity. The hypothesis may be derived from prior
findings or mere intuition. Then, we design an experiment that allows us to detect
brain areas that show the specificity of interest. Unfortunately, fMRI data is extremely
noisy and the resulting detection map does not represent a fully faithful picture of
actual brain responses. In order to confirm the hypothesis, we examine the detection
maps across different subjects for contiguous areas located around the same anatom-
ical landmarks. Finding such anatomical consistency in the activated areas attests to
the validity of hypothesis.
In an admirable effort to search the space of category-selectivity beyond the cur-
rent findings, Downing et al. (2006) employed this confirmatory framework to test the
existence of 20 different categories. Surprisingly enough, they could not confirm even
a single further type of category selectivity. Yet this outcome, as well as the failure of
other efforts, raises an intriguing question about functional specificity in the visual cor-
tex: is there really something special about the processing of faces, scenes, and bodies,
or is there something wrong with our approach to searching the space?
Although it is hard to refute the first possibility given the data at hand, there are
indeed enough reasons to be suspicious about the current analysis methods. We sum-
marize the main limitations of the traditional confirmatory approach as follows:
1. Manual Search of a Large Space: The space of categories that may constitute a likely
grouping of objects in the visual cortex is orders of magnitude larger than 20. A
brute force search of such a large space does not appear to be a feasible strat-
egy. In fact, even within the experiment performed in (Downing et al., 2006), if
we consider meta-categories composed of all possible collections of their original
categories, we should test for about 220 ≈ 106 different candidates.
2. Biased Characterization of Categories: We usually define categories based on seman-
tic classifications of objects. It is reasonable to expect that how the cortex groups
visual stimuli for the purpose of its processing may partially reflect our concep-
tual abstractions of object classes. Yet, we cannot disregard the possibility that
1For a more detailed discussion of confirmatory analyses in fMRI, please see Section 2.2.
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some cortical groupings may not exactly agree with what we think of as cate-
gories. In other words, we need to really search all possible selectivity patterns in
the space of distinct objects, instead of confining the search to the object categories
that make sense to us.
3. Unproven Assumption About the Connection Between Function and Anatomy: Is it pos-
sible that the organization of different category-selective areas varies across sub-
jects in a way that does not respect the organization of anatomical landmarks?
Is it possible that, instead of contiguous blob-like structures, category-selectivity
appears in diffused networks of smaller regions? Current findings do not provide
enough evidence for rejecting either of these possibilities. Yet, most fMRI analysis
techniques still rely on the premise that functionally specific areas are constrained
to be located around the same anatomical landmarks in all subjects.2
Same challenges are also present in studies of high level functional specificity beyond
the visual cortex. When we get to the level of abstraction studied, say, in language, so-
cial cognition, or the theory of mind, it is never a priori knownwhat types of specificity
we need to consider. Moreover, our understanding of the relationship between func-
tion and anatomy generally becomes looser as we progress toward the frontal lobes of
the brain.
The goal of this thesis is to devise an alternative approach to the design and analy-
sis of fMRI studies of functional specificity, and in particular visual category selectivity,
that mitigates the aforementioned problems.
! 1.2 Contributions
In this thesis, we propose an exploratory framework for the analysis of fMRI data that
enables automatic search in the space of patterns of functional specificity. We partic-
ularly focus on studies of category selectivity in high level vision as a benchmark to
explain and test our framework. Accordingly, we consider a visual fMRI experiment
that features a number of objects or object categories to a group of subjects. Based on
the estimates of brain responses from the measured fMRI signals, we define selectivity
profiles for different brain areas in each subject. We employ clustering to identify func-
tional systems defined as collections of brain locations with similar selectivity profiles
that appear consistently across subject. The methods developed here simultaneously
consider all relevant brain responses to to the entire set of stimuli, and automatically
learn the selectivity profiles of dominant systems from data. Crucially, our framework
also avoids relying on anatomical information. Hence, they solve the most important
limitations in prior studies of category selectivity discussed in the previous section.
2Note also that the spatial resolution of fMRI fundamentally limits the spatial extent of functional
specificity that can be studied using this technique. The discussion here assumes that we seek likely
patterns of specificity at a larger spatial scale than that of fMRI observations.
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The methods are readily applicable to other studies of cognitive functional specificity
beyond vision, as we discuss throughout the thesis.
Our basic mixture model describes the distribution of the fMRI data presented
in the space of selectivity profiles. The model characterizes each functional system
as a mixture component. We parametrize each component of the generative model
with its center and weight, which represent the mean system selectivity profile and
system size, respectively. The data is directly combined across subjects irrespective
of the spatial information and fitted to the same distribution. We further provide a
scheme for the statistical validation of the resulting systems based on their functional
consistency across subjects.
The method allows us to automatically search within the set of all patterns of selec-
tivity implicated by the experimental paradigm. Thus, the experimental design should
aim to select a representative set of stimuli that provides as much richness as possible
for the corresponding search. This thesis includes two experiments that aim to charac-
terize category selective areas using this scheme. The first experiment features 2 image
sets from each of 8 object categories where, in the large space of many likely patterns
of selectivity, the method identifies face, scene, and body selectivity as the most consis-
tent ones across subject. The second experiment pushes the limits of the analysis to the
space of selectivities over images of distinct objects. In the result of the analysis from
this data, each system selectivity profile effectively gives an account of the grouping
(categorization) of objects within that system in the visual cortex. Interestingly, even
in the space of 69 distinct objects presented in this experiment, the most consistent
discovered selectivity profiles correspond to categories of faces, scenes, and bodies.
Our basic method includes two separate stages: we first estimate selectivity pro-
files from fMRI signals and then fit the model to the resulting data. Employing gen-
erative modeling for fMRI analysis enables systematic augmentation of the basic mix-
ture model to unify the two stages and to refine the assumptions of the basic mixture
model. Having established the merits of our basic framework, we further develop a
nonparametric hierarchical Bayesian model for group fMRI data that integrates the
mixture model prior over activations with a model for fMRI signals. The nonparamet-
ric aspect of the refined model allows the estimation of number of systems from the
data. The hierarchical aspect of this model explicitly accounts for the variability in the
sizes of systems among subjects. We derive an inference algorithm for the hierarchical
Bayesian model and show the results of applying the algorithm to data from the visual
fMRI study with 69 distinct stimuli. We show that the hierarchical model improves the
accuracy of the basic model and the interpretability of the results while maintaining
their favorable characteristics.
! 1.3 Outline of the Thesis
In the next two chapters, we provide a background for the work. Chapter 2 gives a
brief, general review of fMRI techniques and situates our proposed framework relative
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to prior work in fMRI data analysis. Chapter 3 reviews standard approaches to group
analysis and explains the advantages of the choice made in this thesis for combining
fMRI data across subjects.
Chapter 4 discusses the elements of our basic analysis including the basic mixture
model and the consistency analysis. Chapter 5 presents the application of the basic
method to data from our two visual fMRI experiments and compares them with the
results of conventional confirmatory analyses.
Chapter 6 presents the nonparametric hierarchical Bayesian extension of the basic
model and discusses the application of the corresponding inference algorithm to our
visual fMRI study.
Finally, Chapter 7 discusses some avenues for the extension of this work in the
future and concludes the thesis.
Chapter 2
Approaches to Inference from fMRI
Data
FUNCTIONAL MRI yields an indirect measure of local aggregate neuronal activitybased on local blood flow.1 The close connections between the brain metabolism
and its activity has been known for a long time (see, e.g. Fox and Raichle, 1986; Roy and
Sherrington, 1890). Ogawa et al. (1990) were first to develop the blood-oxygenation-
level dependent (BOLD) MR contrast, which was sensitive to hemodynamic varia-
tions in the Cerebral Blood Flow (CBF), and in particular to the level of deoxygenated
hemoglobin in and around tissue. This development was soon followed by the ap-
plication of the BOLD contrast in mapping brain activity during a task or stimulation
(Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1992). Simultaneous elec-
trophysiological recordings in monkeys have shown that BOLD signals correlate well
with average, local measures of neuronal activity (Goense and Logothetis, 2008; Lo-
gothetis et al., 2001; Logothetis and Wandell, 2004). However, this correlation encom-
passes a complex relationship between the metabolism of neuronal processes (Mag-
istretti et al., 1999) and the dynamics of the brain vascular system. The nature of this
correlation is a subject of ongoing research (Attwell and Iadecola, 2002; Heeger and
Ress, 2002; Raichle and Mintun, 2006; Schummers et al., 2008).
Throughout the past two decades, functional MRI has rapidly advanced to become
one of the major tools available to neuroscientists (Logothetis, 2008). Unlike positron
emission tomography (PET), previously used for functional brain imaging, the BOLD
contrast does not require the injection of exogenous tracers and is therefore far more
suitable for neuroscience research. Compared to PET and other techniques such as
Electroencephalography (EEG) and Magnetoencephalography (MEG), fMRI provides
a better spatial resolution while still allowing full-brain scans. At the same time, the
reliance of fMRI on the coupling between neural mechanisms and the vascular phe-
nomena creates significant drawbacks for interpretation of the data (Heeger and Ress,
2002; Logothetis, 2008). Moreover, the hemodynamics markedly limits the temporal
1Huettel et al. (2004) provides a detailed account of physics, physiology, and analysis of fMRI. Readers
more interested in the underlying physics of MRI may refer to (Slichter, 1990). Raichle (1998) relates the
early history of functional brain imaging, which might also be of interest to some.
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resolution and reduces the signal to noise ratio (SNR).
We can classify the applications of fMRI into two broad categories. The first group,
which mainly interests us in this thesis, involves experimental conditions associated
with certain tasks or stimuli. The experimental setup for this group of studies can be
devised using block or event-related design (Huettel et al., 2004). Both designs rely on
averaging the BOLD signal evoked by a particular experimental condition across sev-
eral trials in order to improve the signal-to-noise ratio (SNR). Block designs introduce
long temporal windows presenting the same stimulus. Event-related designs rapidly
present different stimuli within short periods of time, commonly in random order and
with varied inter-stimulus time intervals. In addition, fMRI is extensively used in the
studies of functional connectivity in the rest-state brain, which, as the name suggests,
do not involve any experimental protocol (Biswal et al., 1995; Greicius et al., 2003).
An fMRI data set describes the BOLD signal in different locations in the brain vol-
ume at different acquisition times during the experiment. The size of voxels, i.e., units
of space, defines the spatial resolution of the data, commonly around 1-5 millimeters
in each dimension. The temporal sampling rate in fMRI techniques is characterized
by Repetition Time (TR), that is, the time interval between two subsequent data acqui-
sitions, which typically ranges between 1-3 seconds. The spatiotemporal properties
of the data are mainly determined by the fMRI scanner and the acquisition technique
used.
Once acquired, BOLD time courses are usually first corrected for the subjects’ likely
motion in the scanner. Still, the resulting data is an extremely noisy signature of the
hemodynamic variations, and requires further processing in order to be informative
about the brain function. In a typical protocol-based study, the analysis aims to employ
our knowledge of the experimental paradigm, the spatiotemporal characteristics of
fMRI, and the neuro-vascular coupling to make relevant inferences from the data. In
parallel to the ongoing advances made in fMRI hardware and acquisition techniques,
the methods of fMRI analysis have also continuously evolved, improving the quality
of the inference or at times making new types of inference feasible (Logothetis, 2008).
In this chapter, we briefly review existing methods for analysis of task-based fMRI
data. Here, we restrict the discussion to inference from observations in a single subject,
and postpone the discussion of group inference to the next chapter.
! 2.1 Standard Models of fMRI Data
Functional MRI data is a volumetric set of time courses; therefore, any method of anal-
ysis has to include both characterizations of space and time. In this section, we discuss
different approaches to modeling of these two main aspects of the data for protocol-
based fMRI studies.
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Figure 2.1. A schematic view of the relationship between the experimental protocol, the brain responses,
and the BOLD measurments. The gray box indicates the parts of the process characterized by the linear
time-invariant model of the response observed via fMRI.
! 2.1.1 Temporal Models of fMRI Signals
Early fMRI experiments used basic block design paradigms, redolent of the then com-
mon PET designs, that included two different conditions such as on/off sensory stim-
ulations or left/right motor tasks (Kwong et al., 1992). Since the blocks for each con-
dition were long and the involved evoked hemodynamic responses relatively strong,
simple subtraction of average voxel responses in one condition from that of the other
yielded clear maps of areas involved in the cognitive process (Bandettini et al., 1993).
Alternatively, thresholding the correlation coefficients between voxel time courses and
the protocol mitigates high levels of noise in the data (Bandettini et al., 1993). As fMRI
techniques found widespread applications in neuroscientific research and studies be-
gan to investigate more subtle dissociations, using, for instance, fast event-related de-
signs (Dale, 1999; Dale and Buckner, 1997; Rosen et al., 1998; Zarahn et al., 1997a), the
need for a more accurate temporal characterization of data became evident.
Linear Temporal Model of fMRI Response
Despite the complexity of the underlying physiology and physics of fMRI, Boynton
et al. (1996) provided evidence that we can approximately model the relationship be-
tween behavioral stimulation and measured BOLD signals by a linear time-invariant
(LTI) system. Such linear models, which also justify the correlation analyses, have
proved exceptionally successful in practice (Buxton et al., 2004; Cohen, 1997; Friston
et al., 1994). The linear temporal model assumes that the fMRI response results from
additive contributions of stimuli,2 confound factors, and noise, and that the fMRI re-
sponse to a stimulus is fixed, irrespective of the stimulus onset and its duration. Fig-
ure 2.1 presents a schematic view of the model. We present a stimulus during the ex-
periment and aim to find the brain response. Neural mechanisms commonly studied
2In this section, I interchangeably use the terms stimulus and experimental condition, by which I mean
any sensory or cognitive stimulation or task presented during the experiment.
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in fMRI experiments have a response time scale on the order of at most few hundred
milliseconds, while typical TRs in fMRI are 1-3 seconds. We assume that the neural
system, the first block in the figure, does not introduce any delay to the signal, relative
to the temporal dynamics of the data. The brain response is then convolved with the
hemodynamic response function (HRF), a function that peaks at about 6-9 seconds and
models the intrinsic delay observed between the stimulus and themeasured BOLD sig-
nal (Bandettini et al., 1993). Finally, the model assumes that a number of confounds,
such as a commonly observed linear magnetic drift term (Friston et al., 1995c), is added
to the signal prior to observation, along with Gaussian signal noise. The fMRI signal of
any voxel during the experiment includes not only a delayed contribution from brain
responses to all previous stimuli but also contributions from several such confound
factors.
Let i ∈ V indicate a voxel within the set V of V voxels imaged in the fMRI study.
In an experiment with a set S of S different experimental conditions, we let Ωs(t) be
a binary indicator function that shows whether stimulus s ∈ S is present during the
experiment at time t. The model implies that the hemodynamic response of voxel i at
time t is of the form:
bis Ωs ∗ τ(t), (2.1)
where bis denotes the voxel’s response to stimulus s , τ(t) is the hemodynamic re-
sponse function, and ∗ indicates convolution. If we define Gst = Ωs ∗ τ(t) to be the
hemodynamic response to stimulus s at time t, we form the fMRI response yit of voxel i
as:
yit =∑
s
Gstbis +∑
h
Fdteid +#it, 1 ≤ t ≤ T (2.2)
where T is the number of points in the time course, Fdt represents nuisance factor d at
time t, and #it is the Gaussian noise term. Stacking up the variables as vectors, we can
rewrite (2.2) in the matrix form, as
yi = Gbi + Fei + !i. (2.3)
Vector bi ∈ IRS describes the response of location i in the brain to all different stimuli
presented in the experiment. For now, we ignore the spatial dependencies among
the variables, and consider equation (2.2) independently for each voxel. If we further
assume that the Gaussian noise is white, i.e., !i
i.i.d.∼ Normal(0, λ−1i I), we can estimate
bi using a simple least squares regression:3
[bˆti eˆ
t
i ] = y
t
i A(A
tA)−1, (2.4)
where we have defined the design matrix A = [G F], and At denotes the transpose of
matrix A. The estimation procedure is the same for block design and event-related
3Of course, the derivation is possible only as long as matrix A remains nonsingular, a condition that
generally holds in fMRI designs.
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experiments since as far as the model is concerned all differences between protocols
are contained within functions Is(t).
The above treatment assumes a known, a priori given HRF. Boynton et al. (1996)
suggested a two parameter gamma function as an empirical approximation for the
HRF, characterized by a time constant and a phase delay, and shifted by an overall
temporal delay. Aguirre et al. (1998b) further demonstrated evidence for relative ro-
bustness of the estimated HRF across experimental sessions for the same subjects, but
suggested that variability across subjects may be considerable. To address the variabil-
ity concerns, several methods have been proposed for simultaneous estimation of the
HRF and brain responses. One approach is to estimate the HRF as a linear combination
of basis functions, e.g., Fourier basis functions (Josephs et al., 1997) or gamma func-
tions and their derivatives (Friston et al., 1998a). More recent models employ Bayesian
techniques for the estimation of HRF from data (Ciuciu et al., 2003; Genovese, 2000;
Go¨ssl et al., 2001b; Makni et al., 2005; Marrelec et al., 2003; Woolrich et al., 2004b).
Equation (2.4) makes a simplifying assumption that the temporal components of
noise are independent of each other. In reality however, unwanted physiological and
physical contributions in the signal exhibit non-zero temporal autocorrelations (Fris-
ton et al., 1994). Aguirre et al. (1997) and Zarahn et al. (1997b) empirically demon-
strated that the power spectrum of the noise can be characterized by the inverse of
frequency, and therefore does not comply with a white noise model. Bullmore et al.
(1996) suggested using a first order autoregressive model AR(1) instead to directly
model noise autocorrelations. Purdon and Weisskoff (1998) further modified this AR
model by adding to it a white noise component.
Some methods handle the autocorrelations prior to the main linear modeling as a
preprocessing step. For instance, coloringmay be used by further temporal smoothing
of the signal to the point that the original autocorrelations are overwhelmed and can
be ignored (Friston et al., 1995b, 2000a; Worsley and Friston, 1995). Alternatively, pre-
whitening first estimates noise autocorrelations and uses the estimates to whiten the
noise (Bullmore et al., 2001; Burock and Dale, 2000; Woolrich et al., 2001). Similar to
the estimation of the HRF, Bayesian methods can also be used here to jointly estimate
the brain response and noise characteristics (Friston et al., 2002a). Indeed, many recent
analysis techniques take this approach in conjunction with ARmodels (see, e.g., Makni
et al., 2008; Penny et al., 2005; Woolrich et al., 2004c).
Other Models
As already mentioned, the standard linear model of fMRI signal comes with well-
known limitations. Deviations from linearity are observed especially when stimuli are
not well separated (Glover, 1999). Friston et al. (1998b) suggested using a Volterra
series expansion of a nonlinear response kernel to account for such nonlinearities in
the response. Physiologically-informed models such as the so-called balloon model at-
tempt to explain the nonlinear dynamics of BOLD signals using the specifics of the
neuro-vascular coupling in terms of relevant vascular variables such as cerebral blood
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volume (CBV) and cerebral metabolic rate of oxygen (CMRO2) (Buxton et al., 2004,
1998; Friston et al., 2000b).
! 2.1.2 Spatial Models of fMRI Signals
Since the very early days, much of the excitement about fMRI has been commonly as-
cribed to its potential for localization of different functions in the brain (e.g., Cohen and
Bookheimer, 1994). In the same way that structural MRI earlier provided us with in
vivomaps of brain anatomy, fMRI now enables us to catch a glimpse of maps of brain
function, or so the argument goes. The presence of the temporal dimension in fMRI
allows us to change an experimental variable and observe how different brain loca-
tions respond to that change. If we observe a large response in any location (voxel),
we declare that brain area active. In reality, the actual picture of functional organiza-
tion in the brain may be more complex and involve interactions that evoke responses
based on the context, prior stimulation, etc. Nevertheless, considering the rudimen-
tary stages of our knowledge about the brain function, the localization picture can still
help us gain important insights. The localization view has had great success in popu-
larizing fMRI research through its renderings of intuitive maps of brain activation. The
detection of active areas through statistical tests and their visualization as correspond-
ing activation maps form the core of the traditional confirmatory (hypothesis-driven)
analysis, which we will discuss in more detail in Section 2.2. The majority of fMRI
analysis techniques have been developed with the aim of improving the quality of
activation maps, as the end result of the analysis.
Smoothing of Spatial Maps
In its most basic format, the detection of activated areas is performed through a mass
univariate analysis that tests the response of each voxel separately (Friston et al., 1994).
In the temporal model discussed in Section 2.1.1, this basic approach corresponds to
the assumption of independence among voxels. The analysis is simple, fast, and is
widely used in practice. Yet if applied to raw time courses, the method usually creates
grainy maps due to the excessive levels of noise. To further mitigate the noise and
create maps that agree with our intuition about the contiguity of activated areas, it is
common to apply spatial Gaussian smoothing to the data prior to analysis. Depend-
ing on the noise properties of the scanner and data, Gaussian filters with full width
at half maximum (FWHM) of 3-9mm are typically used, the larger filters being more
suited to data with lower SNR. Ideally, the filter size should closely match the size of
activated regions we are seeking (Worsley et al., 1996a). Obviously, we do not always
have good a priori estimates of the size of activations. As a result, although common
in practice, the application of isotropic Gaussian filters may in fact cause blurring of
the data and loss of fine spatial information. Alternative spatial denoising schemes in-
clude wavelet-based methods (Wink and Roerdink, 2004) or nonlinear smoothing that
preserves edges (Smith and Brady, 1997). Other methods account for the structure of
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cortical surface in the smoothing of images (Andrade et al., 2001), or explicitly project
the data onto the flattened map of the cortical surface before smoothing (Fischl et al.,
1999).
Instead of smoothing the data as a preprocessing step, spatiotemporal analysis
schemes explicitly encode spatial contiguity assumptions in their models of fMRI time
courses. A simple approach is that of Katanoda et al. (2002) who include the neighbor-
ing time courses in the estimation of brain response of each voxel. In the system iden-
tification setting, Purdon et al. (2001) and Solo et al. (2001) estimate brain responses
by adding a spatial regularization term to their model. From the Bayesian perspec-
tive, such a regularization corresponds to a prior distribution on brain responses that
encourages contiguity (Go¨ssl et al., 2001a). This approach is further extended to also
include spatial priors for the parameters of the autoregressive noise model in (Penny
et al., 2005), as well as the estimation of HRF in (Woolrich et al., 2004c). In earlier
work, Descombes et al. (1998) suggested applying 4-dimensional continuous Markov
random fields (MRF) in both space and time for a Bayesian restoration of brain re-
sponses.
Discrete Activation Models
Instead of smoothing the data or the brain responses, MRFs can be alternatively used
in a discrete setting to encourage contiguity in the final maps of activated areas (Cos-
man et al., 2004; Kim et al., 2000; Ou and Golland, 2005; Ou et al., 2010; Svense´n et al.,
2002b). Conceptually, the method is also closely related to the mixture model detec-
tion (Everitt and Bullmore, 1999; Makni et al., 2005) in that both approaches explicitly
define binary latent activation variables x to explain voxel brain responses. The dis-
tribution of observed fMRI signals y in each voxel (or some other statistics that is a
function of y) is described while conditioning on x, which indicates whether or not the
voxel is activated by a particular stimulus. By adding the discrete MRF as a prior on
the distribution of activation variables over the image, we penalize neighboring voxels
with mismatched activation labels in the resulting activation map (Cosman et al., 2004;
Rajapakse and Piyaratna, 2001; Salli et al., 2002). Since the observed data does not get
artificially blurred, the method may be more sensitive in detecting the edges of acti-
vated areas (Salli et al., 2001). As another example, Hartvig and Jensen (2000) employ
a similar mixture model but describe the signal statistics in each voxel only in terms of
its direct neighbors, independently of the rest of the image. Woolrich et al. (2005) add
a third label representing de-activation, and further provide a method for estimating
the discrete MRF parameter that controls the amount of spatial regularization.
Parcel-based Models of Spatial Maps
While encouraging contiguity, the methods described so far do not actually provide
any model for the spatial configurations of activation areas. Simple modeling of such
configurations can be achieved using extensions of mixture models. Penny and Fris-
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ton (2003), for instance, assume that activated areas are composed of a number of
parcels, each characterized by a mixture label and a corresponding Gaussian-shaped
spatial blob. They parametrize the geometry of each blob with the center and spatial
covariance of the Gaussian, and its function by the average and variance of the pa-
rameters of the linear response model (brain responses and the contribution of linear
confounding factors) in that blob. The weight of each component in the response of
any given voxel is proportional to the corresponding Gaussian function evaluated at
that voxel. Hartvig (2002) defines a stochastic point process based on the same idea, al-
though the inference for this model is sophisticated and prohibitively slow (for a very
similar model based on mixtures of Gaussian experts, see Kim et al., 2006). Instead
of relying on nonparametric models for finding the number of parcels, Thyreau et al.
(2006) and Tucholka et al. (2008) use a cross-validation scheme in a volume-based and
surface-based setting, respectively. Lukic et al. (2007) extend the framework to include
more general non-Gaussian spatial kernels and provides a more efficient scheme for
inference. Other closely related work include those of Friman et al. (2003) and Flandin
and Penny (2007) who propose employing steerable filters and sparse wavelet priors,
respectively, as spatial basis functions for response variables.
In the earlier days of fMRI, due to low spatial resolution of the acquired data and
subsequent heavy spatial smoothing, activation maps indeed seemed a lot like Gaus-
sian blobs. Nowadays, the spatial resolution of fMRI data is reaching the submillime-
ter range where sinuous warps of the cortical surface can be distinguished in the vol-
ume. As shape descriptors for activated areas, the only remaining appeal of Gaussian
blob models may be in the algorithmic simplicity that they offer for inference. Instead
of using shape descriptors, we can use a labeling map for activated areas where each
label corresponds to a parcel of arbitrary shape. Voxels within each parcel may share
specific properties in their fMRI responses, such as a distinct form of HRF (Makni et al.,
2008; Svense´n et al., 2002b). Vincent et al. (2010) recently suggested a Bayesian scheme
for estimating these parcels from data where parcel contiguity is enforced through a
discrete MRF, the parameter of which is also estimated from data. Bowman (2005)
uses clustering of the data to create parcels that are then used for regional smoothing
of brain responses.
! 2.2 Confirmatory Analyses
As we mentioned in Section 2.1.2, the ultimate goal of functional brain imaging is tra-
ditionally considered to be the creation of activation maps, that is, the detection of
voxels active to a given stimulus. Consider a simple on/off block design experimental
paradigm where a stimulus is presented only in odd-numbered blocks. The confirma-
tory4 approach treats the problem of analysis as an instance of classical statistical test-
4The approach is more commonly termed hypothesis-driven in the field, as opposed to a data-driven
analysis. Here, following the terminology of (Tukey, 1977), we refer to it as confirmatory, to be contrasted
from exploratory, simply because we find the more common terms slightly misleading. Any analysis,
Sec. 2.2. Confirmatory Analyses 35
ing. The experimental condition is viewed as an independent variable and the brain
response in each voxel is treated as the dependent variable. We observe the response
both during treatment (on blocks) and control (off blocks) and aim to confirm that the
effect size of treatment relative to control is statistically significant.
Naturally, the null hypothesis assumes that the presence of stimulus does not alter
the response. Under the null hypothesis, the probability that the effect size may be
as large or larger than the observed value constitutes the statistical significance of the
effect, the so-called p-value. The p-value indicates the probability that the null hypoth-
esis may be rejected based on the observation. Thresholding the significance value at
a desired level yields the detection results; thresholds of about p = 10−4 are common
in fMRI analysis. Piecing together the results of detection, or the significance values,
across voxels in space provides us with the activation map for the stimulus of interest.
One of the main challenges for this simple framework stems from the fact that it
treats the essentially multivariate dimension of space in a mass univariate fashion.
Since the map is created from a large number of separate statistical tests, tens of thou-
sands in a typical data set, the classical multiple comparison problem arises. If the
noise properties of data exactly match our assumptions, the significance value corre-
sponds to the probability of type-I error, i.e., the probability that a non-active voxel
is declared otherwise. Among 50,000 samples from the null distribution, there are
on average 5 voxels that pass the extremely conservative threshold of p = 10−4. In
other words, the probability that the collective result of our tests on such a sample is
accurate will be minuscule: (1− 10−4)50000 ≈ 0.007. The two main approaches to con-
firmatory analysis, parametric and nonparametric tests, both provide techniques for
dealing with the multiple comparison problem as we shall describe next.
! 2.2.1 Statistical Parametric Mapping
Parametric tests explicitly formulate the null hypothesis for fMRI data. In the frame-
work of the General Linear Models (GLM), Equation (2.3) can be used to derive a
variety of different statistical tests for fMRI observations (Friston et al., 1995c). For
instance, consider an experiment of visual object recognition where experimental con-
ditions 1 and 2 correspond to presentations of face and object images, respectively.
Say, we are interested in detecting brain areas that demonstrate significantly larger re-
sponses to face images compared to images of objects. We may form a linear contrast
ctbˆi (c = [1,−1, 0, . . . , 0]t) to compute the effect size in each voxel. Assuming white
gaussian noise !i in voxel i, under the null hypothesis that ctbi = 0, we can show
whether exploratory or confirmatory, is based on a hypothesis of some kind and also uses the data in
some fashion to make the inference. The hypothesis-driven versus data-driven dichotomy creates the
impression that the the latter avoids making any hypotheses about the data. Yet, no inference is possible
unless we assume some structure in the data.
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(Friston et al., 2007):
ctbˆi√( 1
T−D !ˆ
t
i !ˆi
)
c˜t(AtA)−1c˜
∼ Student(T− D), (2.5)
where T is the number of points in each time course, !ˆi is the residual, D is the overall
number of conditions and confounds (columns of A), Student(T − D) is a Student’s
t-distribution with T − D degrees of freedom, and c˜ ∈ IRD is a zero-padded exten-
sion of the contrast vector c. This expression defines the t statistics and provides the
grounds for the t-test, which is probably the most widely used test in fMRI analysis.
We can now compute the significance of the face-object contrast in each voxel by com-
puting the p-value for the observed summary statistics based on the null Students’s
t-distribution.
F-test is an alternative parametric test that has applications in the Analysis of Vari-
ance (ANOVA). This test aims to answer the question whether a number of experimen-
tal conditions significantly contribute to the fMRI signal in a given voxel. For example,
consider a case where we are interested in detecting voxels where any of the experi-
mental conditions elicit a significant brain response. In other words, we would like
to ask whether the first term of the right hand side of Equation (2.3) is needed for ex-
plaining the observed variance in the signal at voxel i. The null distribution in this case
corresponds to bi = 0. Let P = IT×T − A(AtA)−1At and P0 = IT×T − F(FtF)−1Ft be
projection matrices onto subspaces orthogonal to the spaces of full and reduced mod-
els, respectively. Once again, assuming white Guassian noise, we find (Friston et al.,
2007):
T− D
S
yti (P0 − P)yi
ytiP0yi
∼ F(S, T− D), (2.6)
where S is the number of experimental conditions (regressors) and F(S, T − D) de-
notes an F-distribution with degrees of freedom S and T − D. The denominator of
the F statistics is the residual of the entire model while its numerator is the difference
between the residual of the reduced and full models. We can use the F-distribution to
compute a p-value for the observed summary statistics in each voxel to test whether
the variance in the response is due to any of the experiment conditions or not (omnibus
F-test). More generally, an F-test can be used with any arbitrary partitioning G and F
of the design matrix A. Note that when an F-test is applied to only one regressor, it
becomes equivalent to a t-test (Friston et al., 2007).
Due to themultiple comparison problem, thresholding raw significancemaps com-
puted from the above voxel-wise tests results in a large number of false positives. The
Bonferroni correction is a simple way to handle this problem by multiplying the de-
sired threshold on the false positive rate with the number of voxels tested. Since this
correction may be overly conservative, a more moderate technique is to use the false
discovery rate (FDR) control (Benjamini and Hochberg, 1995) for adjusting the thresh-
old on the significance maps (Genovese et al., 2002). Worsley et al. (1996b) proposed
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an alternative method based on random field theory for thresholded smooth statistical
maps. This theory may be further used to derive methods for inference on the number
and size of connected components within the activation maps (see e.g., Chumbley and
Friston, 2009). An empirical evaluation of some of the thresholding methods can be
found in (Logan and Rowe, 2004).
All in all, statistical parametric tests are the most mature methods of analysis. Most
spatial and temporal models discussed in Section 2.1 can be used to improve the qual-
ity of inference in this framework, including joint estimation of HRF and noise auto-
correlations. The close connection between the classical and Bayesian inference (see
Cosman et al., 2004) suggests that we can create posterior probability maps of activa-
tion and use them in place of significancemaps (Friston et al., 2002b). Open availability
of packages such as SPM5, FSL6, and FsFAST7 has helped to some extent standardize
the confirmatory analyses across different studies.
! 2.2.2 Nonparametric Methods
Nonparametric confirmatory methods avoid assuming a parametric null distribution
for the data. Instead, they empirically derive the null distribution from the observed
data (Hollander and Wolfe, 1999). Nonparametric permutation tests, which have re-
cently become more popular in the neuroimaging community (Nichols and Holmes,
2002), assume certain symmetries for the null distribution and derive corresponding
permutations of the data under which the statistics of interest remains invariant (Good
and Good, 1994). For instance, if we consider the example faces vs. objects from Sec-
tion 2.2.1, the null hypothesis of a corresponding permutation test will be: “the distri-
bution of fMRI signal in voxel i is the same in the blocks that correspond to conditions
1 and 2.” Under such a constraint on the null distribution, the distribution of the dif-
ference in the average response of the two conditions remains invariant to all permuta-
tions of the condition labels of blocks. Therefore, we can randomly permute the labels
and generate samples from the null distribution based on the observed data. This dis-
tribution provides the significance measures for the statistics actually observed. Exten-
sions have been proposed to this approach for the validation of the size of connected
components (Hayasaka and Nichols, 2003, 2004).
! 2.3 Exploratory Analyses
Any functional MRI data set contains a wealth of information about brain activities
in tens of thousands of brain locations during the experiment. A typical confirmatory
analysis summarizes this entire data as a significance map. Disguised in this data,
there might be much more information about the brain function, for instance, about
local functional connectivity within and long-range functional connectivity between
5http://www.fil.ion.ucl.ac.uk/spm/
6http://www.fmrib.ox.ac.uk/fsl/
7http://surfer.nmr.mgh.harvard.edu/fswiki/FsFast
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brain areas, how they change with different experimental conditions, and the impact
of prior conditions on the responses to current ones. If we are to study all these phe-
nomena, as well as the likely interactions among them, the space of effects we need to
test becomes overwhelmingly large. The main motivation behind exploratory analy-
ses is to uncover facts about brain function beyond what we can envision beforehand.
Compared to confirmatory analyses, exploratory analyses treat the data more agnos-
tically and look for interesting patterns in the data. Of course, what seems interesting
to the method depends heavily on its underlying assumptions; so in this sense, com-
pared to confirmatory analyses, there is more variety in the types of questions we can
ask and patterns we may reveal using exploratory methods. On the other hand, the
heterogeneity of methods makes it important to gain a deeper understanding of their
workings in order to be able to correctly interpret the results.
From a machine learning viewpoint, fMRI exploratory techniques fit into the cate-
gory of unsupervised learning, a general framework for providing compact summaries
of data that capture major structures of interest. In this section, I discuss two broad
classes of unsupervised techniques used in fMRI data analysis, namely, component
analyses (principal and independent) and clustering. Other methods such as replica-
tor dynamics (e.g., Neumann et al., 2006), canonical correlation analysis (e.g., Hardoon
et al., 2007), and multidimensional scaling (e.g., Friston et al., 1996; Kriegeskorte et al.,
2008) have also been applied to functional neuroimaging data. My focus on the two
aforementioned groups of methods is due to the popularity of the first in the fMRI
community and the applications of the second in the current thesis.
! 2.3.1 Component Analyses
Principal component analysis (PCA) and independent component analysis (ICA) are
two well-known unsupervised learning techniques that have found broad applica-
tions in fMRI data analysis. They can be both readily explained in a matrix factor-
ization framework, which is a general template for viewing a wide array of learning
schemes that approximate a data matrix as a product of two lower-ranked matrices.
Let Y = [y1, · · · , yV ] be the matrix containing all measured voxel time courses of in-
terest. Matrix factorization seeks a linear decomposition of the data:
Y ≈ MZ, (2.7)
where M and Z are T × K and K × V matrices, respectively, with K ≤ T,V. Most ex-
tensions of ICA and PCA assume real-valuedM and Zmatrices but further constraints
such as non-negativity (Lee and Seung, 1999) can also be applied. In general, different
matrix factorization techniques are distinguished by their assumptions about matrices
M and Z and the nature of the approximation.
In their application to fMRI analysis, PCA, ICA, and most of their variations as-
sume a linear model:
yi = Mzi + !i, i ∈ V , (2.8)
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where zi ∈ IRK and, similar to the linear model in Equation (2.3), different voxels’
signals are assumed to be independent of each other. Comparing the role of the design
matrix in Equation (2.3) with that ofM in Equation (2.8) shows the difference between
the confirmatory GLM and the exploratory analysis: while the former assumes known
temporal factors, the latter treats them as model parameters and attempts to learn
them from data. The result of the method can be correspondingly interpreted: column
k of matrix M, mk, corresponds to either an interesting time course or a temporal
confound, while the corresponding latent variable zik represents the contribution of
this factor to the fMRI signal observed in voxel i.
In its probabilistic formulation, PCA assumes independent unit-variance normal
priors for latent variables zi ∼ Normal(0, I) and white Gaussian noise (in both space
and time) !i ∼ Normal(0, λ−1I). PCA’s main appeal may be that it has a simple linear
algebraic solution. Assuming the data is zero-centered across space, the estimated
column mˆk turns out to be a scaled version of the temporal component associated
with the k-th largest singular value, in a singular value decomposition (SVD) of the
data matrix Y (Tipping and Bishop, 1999). PCA was one of the very first exploratory
methods investigated in fMRI analysis (e.g., Friston, 1994). Kernel PCA, which is a
nonlinear extension of PCA, has been also applied to fMRI data (Thirion and Faugeras,
2003a).
PCA assumes independent Gaussian distributed latent variables. The multivariate
Gaussian distribution is the only distribution where uncorrelatedness is both neces-
sary and sufficient for independence. Obviously, assuming non-Gaussian distribu-
tions for latent variables will make the independence condition stronger. Basic ICA
algorithms, sometimes also called blind separation or deconvolution, are based on
this principle. They formulate and solve optimization problems that encourage the
prior distribution to be both independent and non-Gaussian (Bell and Sejnowski, 1995;
Comon, 1994; Hyva¨rinen and Oja, 2000). McKeown et al. (1998b) employed a basic
noiseless ICA algorithm for the analysis of fMRI data, where !i = 0 in Equation (2.8),
and demonstrated improved results compared to PCA (see also Biswal and Ulmer,
1999; McKeown and Sejnowski, 1998). This formulation of ICA for fMRI is sometimes
referred to as spatial ICA (sICA) since, like in Equation (2.8), it considers the indepen-
dence to be across space. Spatial ICA is more widely used than an alternative temporal
formulation (tICA) due mainly to empirical reasons (Calhoun et al., 2001c).
ICA is used in conjunction with both studies of task related activations (e.g., Cal-
houn et al., 2001a; McKeown et al., 1998a) and studies of resting state (e.g., Greicius
et al., 2003; van de Ven et al., 2004) and anesthetized (e.g., Kiviniemi et al., 2003) brain.
Calhoun et al. (2001a) compared the results of ICA with those of GLM-based signifi-
cance tests in a visual-perception task and showed that, although there are variations
between the two, the methods provide complementary information about the pro-
cesses of interest. A similar comparison in a clinical setting, a pre-surgical mapping
study on patients with focal cerebral legions, also validated the results of ICA (Quigley
et al., 2002). As examples of further applications, Duann et al. (2002) used protocol-
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related temporal factors given by ICA to provide estimates of the HRF, while Arfanakis
et al. (2000) showed that removing such terms may allow estimation of intrinsic func-
tional connectivity networks from data in a protocol-based experiment. ICA can be
also used for removing unwanted temporal factors such as noise and motion coun-
founds (Beckmann et al., 2000; McKeown et al., 2003; Thomas et al., 2002).
In contrast to PCA that has a unique basic formulation, there are different ways
to formulate ICA even in its basic noiseless format. Departing from its original mo-
tivation, ICA can also be described from a likelihood maximization viewpoint where
varying the choice of non-Gaussian prior distribution p(zik) results in different opti-
mization problems (Hyva¨rinen, 1999a,b; MacKay, 2003). Even for the same optimiza-
tion problem, different algorithmsmay be derived; Esposito et al. (2002) compared two
popular algorithms InfoMax (Bell and Sejnowski, 1995) and Fixed-Point (Hyva¨rinen,
1999a) and empirically illustrated the advantages of each in different settings. Beck-
mann and Smith (2004) further suggested a probabilistic formulation including Gaus-
sian distributed noise !i. Bayesian extensions of ICA have been also derived (Chan
et al., 2003; Højen-Sørensen et al., 2002b; Winther and Petersen, 2007) and applied to
fMRI data with an extra assumption that latent variables are binary (Højen-Sørensen
et al., 2002a).
! 2.3.2 Clustering
Among unsupervised learning techniques, clustering may be the most intuitive and
the closest to the notion of learning in our daily lives: it groups similar data points
together to form data clusters. Central to the idea of clustering, of course, is the defini-
tion of a measure for pairwise similarity (or distance) of data points, simple examples
of which include the Euclidean distance and the correlation coefficient. In application
to fMRI, clustering has an obvious use in partitioning the set of voxels to clusters with
similar time courses. A host of different clustering techniques exist that each formulate
the problem in a different way (Jain, 2010). The K-means algorithm, perhaps the most
basic clustering technique, iteratively assigns data points to one of K labels such that
the sum of squared Euclidean distance between points and themean of their respective
cluster is minimized.
Early work in exploratory fMRI analysis focused on employing fuzzy clustering,
a close relative of K-means that allows non-binary partial assignments, and compar-
ing it with confirmatory correlation analysis in simple fMRI experimental paradigms
activating early visual areas (see Baumgartner et al., 1997, 1998; Golay et al., 1998;
Moser et al., 1997, and references therein). Baumgartner et al. (2000a) reported supe-
rior performance for this method compared to PCA in similar empirical settings, while
Moser et al. (1999) suggested that it can be also used for removing motion confounds.
Variants of fuzzy clustering (e.g., Chuang et al., 1999; Fadili et al., 2000; Jarmasz and
Somorjai, 2003), K-means (e.g., Filzmoser et al., 1999), and other heuristic clustering
techniques (e.g., Baune et al., 1999) have been applied to fMRI data, but little evidence
exists for likely advantages of any of these methods beyond the experimental settings
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where they were first reported.
While K-means was not originally devised in a probabilistic modeling framework,
we can in fact motivate it from that perspective. Consider Equation (2.8) with a white
Gaussian noise term !i. Moreover, let us assume that zi ∈ {0, 1}K corresponds to a
binary indicator variable for the cluster assignment of voxel i such that:
zik =
{
1, if voxel i is assigned to cluster k,
0, otherwise.
(2.9)
Maximum likelihood estimation of vector mk in this case will give the mean time
course of all voxels assigned to cluster k. Therefore, K-means attempts to find the as-
signment configuration Z that maximizes the joint likelihood of observed time-series
and latent variables (cluster assigments). This view of clustering can be extended to
include a variety of distance measures beyond the Euclidean distance (Banerjee et al.,
2005). In this framework, we can further devise a soft-assignment algorithm, in the
spirit of the fuzzy algorithms, by treating cluster assignments as random variables
with a multinomial prior distribution (MacKay, 2003). In order to avoid introducing
too many variable names, we will abuse the notation slightly and denote the cluster
assignment of voxel i by zi ∈ {1, · · · ,K}. This means that zi and zi convey exactly the
same information, the latter being a binary vector with a 1 in its component zi. Now,
we assume a model of the form
zi ∼ Mult(pi), (2.10)
yi|(zi = k) ∼ Distr(θk), (2.11)
where pi = [pi1, · · · , piK]t is the weight parameter of the multinomial distribution, and
conditioned on the assignment of voxel i to cluster k, the time course yi has a distri-
bution characterized by parameter vector θk. In a simple soft extension of K-means,
the distribution Distr(θk) is the isotropic Gaussian and the parameter θk contains the
distribution mean mk and variance ζ−1k . Note that marginalizing latent assignments
yields a mixture model distribution for the time courses:
p(yi) =
K
∑
k=1
pik f (yi; θk), (2.12)
where f (·) indicates the probability density function (pdf) for the distribution Distr(θk).
This mixture model formulation of clustering has been employed in (Golland et al.,
2007) for the analysis of resting state fMRI data, recovering a hierarchy of large-scale
brain networks (Golland et al., 2008).
Clustering in the Feature Space
Applying clustering directly to the time course data, as described above, may not be
the best strategy when it comes to discovering task-related patterns. First, the high
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dimensionality of fMRI time courses makes the problem hard, especially since in this
case a large proportion of the variability in signal is due to noise. Second, the spatially
varying properties of noise may increase the dissimilarity between the time courses of
different activated areas. Third, in order to interpret the results, we need to determine
the relevance of each estimated cluster mean time course to different experimental
conditions. This usually involves a post hoc stage of regression or correlation that
may become complicated as the number of experimental conditions and discovered
components increase (see McKeown, 2000, for an example of handling the same issue
in ICA). Therefore, ignoring the protocol-related information and applying clustering
to time courses may be better suited to protocol-free studies of functional connectivity
or experiments with simple setups.
Alternatively, some clustering methods use information from the experimental
paradigm to define a measure of similarity between voxels, effectively projecting the
original high-dimensional time courses onto a low dimensional feature space, and then
perform clustering in the new space (Goutte et al., 2001, 1999; Thirion and Faugeras,
2003b, 2004). Compared with the original time courses, this feature space more read-
ily represents the dimensions of interest in fMRI measurements. For instance, if the
experiment involves a paradigm that is rich enough, we can simply cluster vectors of
brain response bi ∈ IRS.
Finally, we note that despite the sizable literature on clustering as an fMRI analysis
method, there are few studies that have applied the technique in neuroscientific stud-
ies to provide insights about the brain organization (as an example of an exception, see
e.g., Balslev et al., 2002).
! 2.3.3 Model Selection
One of the main challenges in unsupervised learning is the problem of model selec-
tion, which in the case of models discussed so far translates into the question of how
to determine the number of components K. A wide variety of model selection tech-
niques exist that generally aim to find the model size that yields the best generaliza-
tion performance to cases beyond the data already observed (Friedman et al., 2001).
While some methods empirically estimate this performance using resampling tech-
niques (see Baumgartner et al., 2000b; Mo¨ller et al., 2002, for examples of applying
these techniques to fMRI data), other approaches effectively include a prior on the
number of components encouraging smaller model sizes (examples of application to
fMRI data include Beckmann and Smith, 2004; Liu et al., 2010).
! 2.4 Multi-Voxel Pattern Analyses
Recently, a new approach, often referred to as multivariate pattern analysis (MVPA),
has emerged that uses the framework of supervised learning to consider patterns of
responses across voxels that carry information about different experimental condi-
tions (Haxby et al., 2001). In MVPA, the response of each voxel is considered relevant
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to the experimental variables not only on its own, but also in conjunction with the re-
sponses of other spatial locations in the brain. Most MVPA methods train a classifier
on a subset of fMRI images and use the classifier to predict the experimental condi-
tions in the unseen subset. This approach has proved successful in a variety of appli-
cations (Norman et al., 2006; O’Toole et al., 2007), including decoding cognitive and
mental states (Haynes and Rees, 2006; Mitchell et al., 2004), lie detection (Davatzikos
et al., 2005), and low level vision (Haynes and Rees, 2005; Kamitani and Tong, 2005).
In the studies of visual object recognition, the localization approach had been used
to identify category-selective functional regions, such as the fusiform face area (FFA)
and the parahippocampal place area (PPA) in the ventral visual pathway (Epstein
and Kanwisher, 1998; Kanwisher, 2003; Kanwisher et al., 1997). In contrast, apply-
ing MVPA in the same studies yields a distributed pattern in the visual cortex as an
alternative to the localized representations implied by category-selective areas such as
FFA and PPA (Carlson et al., 2003; Cox and Savoy, 2003; Haxby et al., 2001).
One of the major challenges of MVPA is that fMRI images contain a large number
of uninformative, noisy voxels that carry no useful information about the category la-
bel. At the same time, voxels that do contain information are often strongly correlated.
When trained with a relatively small number of examples, the resulting classifier is
likely to capture irrelevant patterns and suffer from poor generalization performance.
To mitigate the first problem, feature selection must be performed prior to, or in con-
junction with, training (De Martino et al., 2008; Pereira et al., 2009).
! 2.5 Discussion
In light of the discussions of this chapter, we can now situate the technical approach
taken in this thesis within the broad spectrum of different fMRI analysis methods. As
we explained in Section 1.1.2, this thesis aims to provide a solution to the problem of
how to search in the space of patterns of category selectivity. We explained that the
traditional confirmatory approach to this search requires separately testing for each
pattern of selectivity. The exponentially large size of the space of such patterns, in
terms of the number of images or image categories considered, makes the confirmatory
search infeasible in practice.
In addition, formulating category selectivity as linear contrast functions of brain
responses is accompanied with an arbitrary choice of alternative category. For in-
stance, the common definition of face selectivity contrast subtracts the response to
objects from the response to faces in each voxel. The significance map correspond-
ing to this contrast detects voxels where the face response is significantly larger than
the average responses to other objects. However, this constraint is much looser than
the more intuitive definition stating that face selective voxels respond at least twice
as highly to faces as to the maximum response to all other stimuli (Op de Beeck et al.,
2008). The latter definition cannot be formulated as a linear contrast of brain responses.
Since a brute force confirmatory search for category selectivity does not seem prac-
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Figure 2.2. The distinction between the additive model of ICA and the clustering model. The black
line indicates the hypothetical time course of a voxel; the axis shows likely onsets of a set of visual
stimuli. Left, ICA may describe the black fMRI time course as a sum of the blue and red components,
responsive to face and body images, respectively. However, since clustering does not allow summing
different components, it may have to create a distinct component for describing the response of this
voxel. We argue here that such a face-&-body selective pattern is indeed the description that we are
seeking.
tical, we can employ an appropriate exploratory method to derive interesting candi-
dates from the observed data. Among the exploratory techniques discussed in this
chapter, clustering appears to capture the idea of specificity. In feature space cluster-
ing, we assign each voxel to a cluster-level vector of response in such a way that the
collection of resulting clusters yields the best summary of the entire set of fMRI sig-
nals. If we construct feature vectors for fMRI responses such that they each represent
a pattern of selectivity, the results can be readily interpreted as the dominant patterns
suggested by the data. We will expand this idea further in Chapter 4.
Why should we prefer clustering over ICA, the other popular exploratory fMRI
technique? As we saw in this chapter, ICA and clustering can be cast in terms of gen-
erative models with slightly different assumptions. In the matrix factorization setting
of Equation (2.8), ICA and clustering are distinguished by their choices of latent vector
zi. ICA assumes independent components zik and zik′ for all k and k′ which essentially
results in an additive model of the signal. Figure 2.2 illustrates a likely example of
how ICA may explain the fMRI time course of a given voxel as a combination of two
different components. Here, we assume that the data contains many other voxels with
high selectivity for either faces or bodies. In this case, the response of the voxel will
be best described by ICA as the sum of the face selective and the body-selective com-
ponents. In the results, we will only see these two components, while they overlap
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in areas including the shown voxel. On the other hand, since the clustering model
assigns the voxel to only one component, neither of the two exclusively face or body
selective mean time courses can describe the signal in the voxel shown in the figure.
We argue that if we are in search of category selectivity, and if there are enough voxels
with responses similar to the one shown in Figure 2.2, we expect to see a component
representing selectivity for the meta-category face-&-body in our results. We provide
empirical comparisons of the results of the methods developed in this thesis and those
of ICA, along with further discussion of the differences between the two methods, in
later chapters.
This thesis chooses to formulate its unsupervised learningmodels in a probabilistic
modeling framework. We already commented on some advantages of this framework
in Section 1.2 (you can find a more detailed discussion in Appendix A). In short, this
framework provides a flexible setting for a gradual refinement of the models through-
out this thesis. Probabilistic modeling techniques are further equipped with a toolbox
of different inference schemes that can be employed to fit the models of increasing
complexity to the observed data. Applications of Bayesian nonparametric methods
in this framework enable the integration of model selection with the inference in the
main model, as we shall see in the model developed in Chapter 6.
Finally, we note that a number of other studies have used unsupervised learning
methods, such as multidimensional scaling, to study the possibility of inferring object
categorization of the visual cortex from data (Edelman et al., 1998; Hanson et al., 2004;
Kriegeskorte et al., 2008).
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Chapter 3
Function and Anatomy in Group
fMRI Analysis
IN the discussion so far, we have talked about the human brain, its anatomy, andits functional organization as if it were an abstract template that contains the ba-
sic features of the brains of all of us. In reality, functional neuroimaging techniques
acquire observations on the brains of specific human subjects. Different individuals
exhibit considerable variability in virtually every measure of their brains: size, shape,
cortical thickness, cortical folding patterns, and the like. It is also common to observe
varying performance across individuals in response to a perceptual or cognitive task,
which can be at least partially ascribed to the corresponding variability in their brain
function. Furthermore, these anatomical and behavioral attributes vary in the same
individual throughout her life. The fundamental problem of fMRI group analysis for
cognitive neuroscience is how to use the data in a group study to make inferences
about the brain; how to integrate data from a small group to discover principles gov-
erning the functional organization of all human brains.
Let us use a simple example to illustrate the difficulties of group analysis in fMRI
(Brett et al., 2002). Consider a case where we aim to find areas in the brain activated by
a certain stimulus or task in our fMRI study. We can employ one of the confirmatory
analysis schemes discussed in Section 2.2 to detect activated voxels in each subject.
The resulting maps represent brain locations in the space of acquired fMRI data, which
usually has lower spatial resolution compared to structural MRI and comes with sig-
nal losses in certain parts of the brain (Devlin et al., 2000). To better characterize the
location of the activated areas, we can establish correspondence between the collected
functional data and the brain anatomy, captured through anatomical scans for each
subject. For this purpose, we can use registration, a technique for aligning images,
to find the correspondences between voxels in the functional image and voxels in the
anatomical one (e.g., Greve and Fischl, 2009). Having registered functional MR im-
ages with the anatomical scans, we overlay the activation maps on the high resolution
structural images and identify the areas responsive to the stimulus.
To further establish correspondences among activation maps in different subjects,
the standard approach is to transform the data into a common anatomical coordi-
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nate frame. Talairach and Tournoux (1988) created a stereotactic atlas that defines an
anatomical coordinate system with respect to a standard brain. The Montreal Neuro-
logical Institute (MNI) further developed an anatomical template brain by averaging
structural images from a large population of subjects after aligning them with the Ta-
lairach brain (Evans et al., 1993). We can once again employ registration to align the
structural image of each subject with this average template (Friston et al., 1995a; Gee
et al., 1997). Applying the resulting transformation to the activation maps, we directly
compare activation maps of different subjects within the same anatomical coordinate
system. Consequently, we can describe the location of activations in the standard Ta-
lairach coordinates (Chau andMcIntosh, 2005). The process of transforming functional
data in a group of subjects to a common anatomical template is usually referred to as
spatial normalization.
While the MNI and Talairach anatomical templates are defined in a 3-dimensional
volume, most cognitive neuroscientists aim to study processes that happen in the cor-
tex, which may be better represented by a 2-dimensional folded surface. Several meth-
ods have been demonstrated to extract the structure of the cortical sheet in each sub-
ject, characterize activation maps on the resulting surface, and register them with a
population template for the cortical surface (Clouchoux et al., 2010; Fischl et al., 1999;
Goebel et al., 2006; Joshi et al., 2007, 1997; Van Essen, 2005).
In practice, the resulting spatially normalized activation maps often look different
from one subject to another (see, e.g., the figures demonstrating activation maps in
different subjects in Fernandez et al., 2003; Spiridon et al., 2006; Wei et al., 2004). As
it turns out, the brain anatomy is highly variable across subjects, in terms of macro-
scopic features such as cortical folding patterns of gyri and sulci (Ono et al., 1990),
microscopic cytoarchitectonic characteristics (Amunts et al., 2000, 1999), and the re-
lationship between these macroscopic and microscopic attributes (Fischl et al., 2008).
In the face of this anatomical variability, and the resulting challenges for inter-subject
registration techniques, the question remains as to howwe shouldmodel and interpret
the variability in functional areas.
Any group analysis inevitably makes assumptions about the relationship between
function and anatomy independently of its choice of the inference style. Therefore, we
will discuss the literature on the analysis of group fMRI data emphasizing for each
method its underlying assumptions about the integration of information across the
group.
! 3.1 Voxel-wise Correspondences
The standard approach to making group inferences from fMRI data aims to provide
an account of data in the anatomical template (atlas). To this end, it fully relies on the
voxel-wise correspondences estimated by the spatial normalization procedure. This
approach assumes that after spatial normalization, subject data for a given voxel in
the atlas provide noisy instances of the response of the same location in the brain across
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subjects. Therefore, any variability in the response across subjects is attributed to noise.
This strong assumption on the relationship between function and anatomy provides
a means for creating intuitive and easy-to-interpret summary maps in group studies.
The method of spatial normalization is therefore widely used in the fMRI group anal-
ysis.
The simplest scheme for testing a particular effect at a voxel in the template anatom-
ical atlas is to average the corresponding spatially normalized contrast maps across
subjects (Friston et al., 2007). This basic idea is at the core of the fixed-effects analysis
and its generalizations (Friston et al., 1999). We can also treat the model discussed in
Section 2.2.1 as the first layer in a multilevel GLM for fMRI signals that explicitly ac-
counts for inter-subject variability. Ignoring the confounds for the sake of brevity, we
assume
y ji = Gb ji + ! ji, (3.1)
where y ji and b ji indicate the fMRI time-course and the brain response of voxel i in
subject j. In the second level, we consider
b ji = b¯i + e ji, (3.2)
where b¯i is the mean population-level brain response of voxel i and e ji represents
Gaussian noise capturing intersubject variability. We can nowperform a test on the sig-
nificance of the effect as a contrast function of the the population-level average brain
responses b¯i , using random-effects analysis (RFX) (Friston et al., 2002b; Penny and
Holmes, 2003; Worsley et al., 2002), or mixed-effects analysis (Beckmann et al., 2003;
Woolrich et al., 2004a).
Following the standard confirmatory techniques, most extensions of exploratory
methods to multisubject data also rely on voxel-wise correspondences. For instance,
Calhoun et al. (2001b) suggested concatenating the fMRI data along the temporal di-
mension after spatial normalization. For each component, this approach finds a spatial
map that is identical across subjects, although its temporal response may differ in each
individual. To allow variability across subjects, Beckmann and Smith (2005) proposed
a tensorial factorization of the data within the ICA framework such that
y ji = M diag(c j) zi + ! ji, (3.3)
where c j ∈ IRK is a subject-specific vector that describes a contribution of each compo-
nent to the data in subject j. In this method, both component maps and time-courses
are common to all subjects, but they contribute differently to the measurements in dif-
ferent individuals.
The two main premises of group analyses that rely on voxel-wise correspondences
are that 1) spatial normalization yields a perfect anatomical alignment across subjects
to the level of voxels, and 2) there is no systematic variations in the functional char-
acteristics of the same location in the stereotactic atlas across subjects. Unfortunately,
there is ample evidence that contradicts both of these assumptions. First, due to the
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high variability in anatomical images acquired across subjects, registration errors on
the order of a millimeter are common in the results of the best algorithms currently
in use (Hellier et al., 2003; Klein et al., 2009, 2010). Second, when functional and cy-
toarchitectonically defined areas are identified on an individual basis using methods
that do not rely on registration, they show substantial variations in their location in
the stereotactic space (Amunts et al., 2000, 1999; Wohlschla¨ger et al., 2005). To miti-
gate the impact of misalignments, group analyses that use voxel-wise correspondence
usually perform heavy smoothing of data in the preprocessing stage (Gaussian kernels
of FWHM of 4-9 millimeters are common). Such blurring causes a loss of spatial res-
olution and may suppress smaller activated areas that do not match perfectly across
subjects (Brett et al., 2002; Saxe et al., 2006; Thirion et al., 2007a).
! 3.2 Parcel-wise Correspondences
With current imaging techniques, inter-subject variability in anatomy poses major re-
strictions on the level of spatial details we can extract in our inference from group
fMRI data. However, applying Gaussian smoothing of the data, commonly used in
group analyses based on voxel-wise correspondences, ignores the available informa-
tion about the nature of the variability. For instance, we know that individually-
detected, thresholded activation maps usually consist of blob-like regions that vary
across subjects in the location of their centers, or activation peaks. An alternative ap-
proach to making group inference is to focus the analysis to contiguous groups of
voxels, or parcels, and then establish correspondences among these parcels across sub-
jects. A wide variety of group analysis methods can be classified as parcel-based. The
methods vary in the way they define parcels based on anatomical, functional, or both
anatomical and functional characterizations.
As Nieto-Castanon et al. (2003) have suggested, a straightforward way to perform
group analysis is to define regions of interests (ROI) based on anatomical markers prior
to the analysis. These regions of interest can be identified partly using anatomical par-
cellation techniques (Fischl et al., 2004; Tzourio-Mazoyer et al., 2002). Bowman et al.
(2008) has further provided a hierarchical model for the measured fMRI signal across
a group that includes a parcel-level description. In this approach, the anatomical la-
beling, by construction, provides inter-subject correspondence among the parcels. The
method therefore assumes that functional areas are aligned with anatomical parcel-
lation a priori defined. The problem with this approach is that it still relies fully on
anatomy in its definition of parcels. Other methods take functional data into account
in their definition of parcels.
! 3.2.1 Functional ROIs
Regions of interest for fMRI analysis can be identified using functional, instead of
anatomical, landmarks. The functional ROI (fROI) approach employs independent
experimental paradigms, called functional localizers, to detect areas that show a spe-
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cific pattern in their functional response. Regions of interest are identified within the
resulting thresholdedmap as parcels that appear on specific sulci or gyri. Once parcels
are identified in each subject, the group analysis in the main experiment is confined
to the parcels, assuming that they correspond to the same functional location across
subjects. Parcels defined by this method are characterized both by their functional and
anatomical properties. The method is flexible enough to allow variability in location of
parcels as long as they maintain a basic relationship with anatomical landmarks (Saxe
et al., 2006).
As an example, suppose we are interested in studying face processing in the vi-
sual cortex. The relevant functional landmark for an fROI analysis will then be the
face fusiform area (FFA) that can be robustly detected using a faces-objects contrast
(Kanwisher et al., 1997). We use this contrast to detect the FFA in a functional localizer
experiment separately for each subject. We can now find the population-level effect of
interest in an independent experiment by averaging the corresponding contrast within
FFA across different subjects.
In traditional fROI analysis, the delineation of parcels in the localizer contrasts is
performed manually. Recently, Fedorenko et al. (2010) have proposed an automatic
scheme that uses an overlap between the localizer maps with a segmented probability
map of detected areas averaged across all subjects to create subject-specific parcels and
to establish correspondences among them.
! 3.2.2 Structural Analysis
Structural analysis first identifies the parcels from a summary statistics or significance
map in each subject and then find the correspondence among them (Thirion et al.,
2007b). As a method for group fMRI analysis, structural analysis is similar in spirit to
(Fedorenko et al., 2010) but has a broader range of applicability, since it is not specifi-
cally intended for well-characterized localizer contrasts.
In the first rendition of structural analysis, Coulon et al. (2000) used a multiscale
image description to identify parcels of different scale in images. They created a
population-level graph where each node corresponded to a parcel in a subject-specific
image and edges expressed similarity of shapes and locations of parcels. The detection
of activated areas and the correspondences among themwas found by solving a graph
labeling problem on this graph. Operto et al. (2008) further demonstrated this method
on surface-based cortical maps instead of the 3-dimensional volume.
Instead of a multiscale description, Thirion et al. (2006) used an alternative method
for identifying parcels in summary statistic images; they used spectral techniques for
clustering voxels into contiguous parcels based on the similarity of their functional
responses. Thirion et al. (2007c) and Thirion et al. (2007b) employed a nonparametric
mixture model and a watershed algorithm, respectively, for parcel identification, and
found the inter-subject correspondence using a belief-propagation algorithm on the
graph of the resulting parcels, in a similar fashion to (Coulon et al., 2000).
Thirion et al. (2007a) and Pinel et al. (2007) compared the performance of structural
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and voxel-based group analyses in a data set including 81 subjects, and demonstrated
empirically that the structural analysis is more suitable for capturing the variability in
the spatial extent of activations.
! 3.2.3 Joint Generative Models for Group Data
The goal of group analysis is to characterize brain areas involved in a given task in
the population. Group contrast maps created by voxel-wise methods provide an easy-
to-interpret representation for the results of their analysis but fail to account for inter-
subject variability, as was discussed before. Structural analyses, on the other hand,
find correspondences among the detected parcels directly in different subjects, and
do not explicitly construct a group template. The derivation of the group template is
therefore added as a heuristic post-processing step (Thirion et al., 2007b). While the
segmented probability map of activations in the scheme of (Fedorenko et al., 2010)
provides a group summary of the results, it fails to explicitly describe the patterns of
spatial variability of parcels across subjects.
Generative models of group fMRI summary statistic maps characterize the shape
and location of parcels, as well as the variability in those parameters across the group.
Like spatial mixture models discussed in Section 2.1.2, these generative models de-
scribe activation maps as a mixture of different spatial components, each representing
a parcel in the group template. The map in each subject is generated as an indepen-
dent sample from the distribution characterized by the group template. This approach
also unifies the two separate stages of the structural analysis, namely identification of
parcels and establishing correspondence among them.
Kim and Smyth (2007) and Kim et al. (2010) proposed a joint generative model
for group fMRI data based on hierarchical Dirichlet processes (HDP). Xu et al. (2009)
instead used a spatial point process but includedmore layers in their model to account
for complex shapes of parcels. Despite the elegant mathematical foundations and the
rigor of these models, making inference in these models is prohibitively slow due to
the sampling approach in the inference procedure.
! 3.3 Other Approaches
All previous methods treat the registration of structural images to the atlas template as
a preprocessing stage. Some strategies, however, integrate registration with the func-
tional analysis while explicitly accounting for the inter-subject variability. Keller et al.
(2008) explicitly include a jitter term in their registration framework that accounts for
the uncertainty in the spatial normalization. Sabuncu et al. (2010) propose a functional
registration that attempts to achieve a further alignment of the spatially normalized
images with the template based on their functional responses. Finally, Yeo et al. (2010)
integrate the two spatial and functional registration stages into one, where they learn
the parameters of the registration cost-function based on the resulting alignment in
functional responses in a training set.
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A rather distinct approach to group analysis is that of Yang et al. (2004), who jointly
model the variability of the summary statistic images and shapes of an anatomically
defined parcel (ROI) across subjects. Although the idea seems rather promising, little
empirical evidence has been provided by the authors, especially regarding the com-
parison between the method and other alternatives.
! 3.4 Discussion
In their paper proposing an anatomical ROI approach to group analysis, Nieto-Castanon
et al. (2003) mention:
“Although it would be optimal to define these ROIs on the functional
images, the amount of anatomical information resolvable in these images is
judged to be too low for replicable ROI definition.”
The approach we take in this thesis with respect to group fMRI analysis relies on the
fact that such function-only derivation of parcels may indeed be possible, at least for
the purpose of our exploratory search for functional specificity. Models introduced
in Chapters 4 and 6 combine data from different subjects without incorporating any
spatial information. Each voxel is merely represented by the profile of its functional
response in the space of several different stimuli, and voxels with similar responses
are clustered together across subjects. It turns out that in application to high-level ob-
ject recognition in the cortex, the functional information is sufficient to recover spatial
maps of several brain systems that also show clear correspondence when normalized
to a common template.
We chose this simple approach for the parsimony of its underlying assumptions
about the nature of the relationship between function and anatomy, and the resulting
flexibility in the patterns the method can identify. Consider, for instance, a spatially
distributed network of tiny brain areas scattered across the cortex in a seemingly ran-
dom fashion. Although standard methods of analysis would decisively reject such
a possibility based on their assumptions about contiguity and extent of activated ar-
eas, this hypothetical picture fits with the implicit assumptions of multi-voxel pattern
classification approaches (Haxby et al., 2001). By being essentially blind to the spa-
tial configuration of voxels within the network, the methods developed in this thesis
are as eager to find such scattered systems, as they are to find contiguous activations
of the same overall size that are in perfect anatomical alignment across subjects. In
our search for functional specificity in brain, it is important to allow for the possibility
of such scattered functional systems, as well as other likely scenarios where systems
may be in loose spatial correspondence across subjects. The lack of spatial modeling
in the models advocated by this thesis extends the space of likely discoveries that can
be made based on the results of the analysis.
Nevertheless, we refrain from referring to a function-only approach to group anal-
ysis as the “optimal” scheme for group analysis. Rather, this thesis chooses the ap-
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proach simply because of its exploratory advantages. Once we validate the assump-
tions of the standardmethods about contiguity or spatial correspondence of functional
systems, as the results of our method in Chapter 5 suggest, then employing the cor-
responding constraints as priors in our model will inevitably improve the sensitivity
and robustness or the results. The literature reviewed in this section provide invalu-
able insights about how to approach building such models.
Lastly, we note that a function-only approach to group analysis is certainly not new.
Svense´n et al. (2002a) have employed a similar method for group analysis of data using
ICA, where they concatenate the signals from different subjects across space. In com-
parison to alternative group analyses such as (Calhoun et al., 2001a,b), Schmithorst and
Holland (2004) reports superior performance in group analysis for this scheme, despite
the fact that it does not incorporate any spatial information. Langs et al. (2010) have
recently proposed a similar framework for fusing data across subjects solely based on
a low-dimensional spectral embedding of voxel time courses. Retinotopic mapping,
which is a common technique in visual fMRI, further illustrates the fact that func-
tional responses are sufficient for recovering fairly detailed spatial information. This
technique uses fMRI signals elicited by a set of carefully designed low-level stimuli
in order to characterize early visual areas such as V1 and V2 (DeYoe et al., 1996; En-
gel et al., 1997). Although the analysis is performed separately in each subject, once
these areas are detected in different subjects, they are by definition assumed to be in
functional correspondence. We conclude by emphasizing that the novelty of this the-
sis is in applying this function-only approach to group analysis for the purpose of an
exploratory discovery of functional specificity patterns in the brain.
Chapter 4
Mixtures of Functional Systems in
Group fMRI Data
IN this chapter, we describe the main building blocks of the proposed approach fordiscovering patterns of functional specificity from group fMRI data. First, we in-
troduce the space of selectivity profiles and explain how this representation enables
an automatic search for functional specificity. Second, we formulate a simple mix-
ture model for the analysis of the data represented in the space of selectivity pro-
files, and derive an algorithm for estimating the model parameters from fMRI data.
Third, we present a method for validating the results based on defining across-subject
and within-subject consistency measures. In the last section, we discuss some further
points about the application of the method as well as a number of extensions to the
basic construction.
! 4.1 Space of Selectivity Profiles
The goal of this thesis is to employ clustering ideas to automatically search for dis-
tinct forms of functional specificity in the data. Consider a study of high level object
recognition in visual cortex where a number of different categories of images have
been presented to subjects. Within a clustering framework, each voxel in the image
can be represented by a vector that expresses how selectively it responds to different
categories presented in the experiment. We may estimate the brain responses for each
of the stimuli using the linear response model of Section 2.1.1 and perform a cluster-
ing on the resulting response vectors bi. However, the results of such an analysis may
yield clusters of voxels with responses that only differ in their overall magnitude (as
one can observe, e.g., in the results of Thirion and Faugeras, 2004). The vector of brain
responses, therefore, does not directly express how selectively a given voxel responds
to different stimuli.
Unfortunately, fMRI signals do not come in well-defined units of scale, making
it hard to literally interpret the measured values. Univariate confirmatory methods
avoid dealing with this issue by only assessing voxel contrasts, differences in signal
evaluated separately in each voxel. Others instead express the values in terms of the
percent changes in signal compared to some baseline, but then there is no consensus
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as how to define such a baseline (Thirion et al., 2007a). There is evidence that not
only the characteristics of the linear BOLD response vary spatially within the brain
(e.g., Makni et al., 2008; Miezin et al., 2000; Schacter et al., 1997), but even the neuro-
vascular coupling itself may also change from an area to another (Ances et al., 2008).
A wide array of factors can contribute to this within-subject, within-session variability
in fMRI measurements, from the specifics of scanners to the local tissue properties
and relative distances to major vessels. As might be expected, similar factors also
contribute towithin-subject, across-session, as well as across-subject variations in fMRI
signals, although the latter has a more considerable extent due likely to inter-subject
variability in brain function (Smith et al., 2005; Wei et al., 2004).
Given the reasoning above, prior to clustering, we aim to transform the brain re-
sponses into a space where they directly express their relative selectivity to different
stimuli. Such a space allows us to compare voxel responses from different areas, and
even from different subjects. Recall that, as discussed in Section 3.4, we further aim to
avoid incorporating any spatial information into the analysis in the hope of validating
current hypotheses about spatial properties of the functional systems based on our re-
sults. The construction of the space of selectivity profiles provides the common space
for bringing together data from different subjects in a group study. This common space
is purely functional, as contrasted with the anatomical common space used in group
analyses based on spatial alignment and assumed voxel-wise correspondence.
We will describe the construction of the space of selectivity profiles using the ex-
ample of a high level vision experiment. We define the voxel selectivity profile, as a
vector containing the estimated brain responses to different experimental conditions
and normalized to unit magnitude, that is,
xi =
bˆi
‖bˆi‖
, (4.1)
where ‖a‖ = √〈a,a〉 with 〈·, ·〉 denoting the inner product. Selectivity profiles lie
on a hyper-sphere SS−1 and imply a pattern of selectivity to the S experimental condi-
tions defined by a direction in the corresponding S-dimensional space. Normalization
removes the contribution of overall magnitude of response and presents the estimated
response as a ratio with respect to this overall response. Furthermore, this removes
the magnitude of overall BOLD response of the voxel, which is in part a byproduct
of irrelevant variables such as distance from major vessels or general response to the
type of stimuli used in the experiment. This provides another justification for the nor-
malization of response vectors in addition to our interest in representing selectivity as
a relative measure of response.
Figure 4.1(A) illustrates the population of unnormalized estimated vectors of brain
response bˆi for all the voxels identified as selective for one of the three different condi-
tions by a conventional t test. The data is from an experiment with a paradigm contain-
ing 8 different categories (for details see Section 5.1.1), but for visualization purposes
we will only focus on three categories of faces, scenes, and human bodies. The differ-
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Figure 4.1. An example of voxel selectivity profiles in the context of a study of visual category selectivity.
The block design experiment included several categories of visual stimuli such as faces, bodies, scenes,
and objects, defined as different experimental conditions. (A) Vectors of estimated brain responses bˆ =
[bFaces, bBodies, bScenes]t for the voxels detected as selective to bodies, faces, and scenes in one subject. As
is common in the field, the conventional method detects these voxels by performing significance tests
comparing voxel’s response to the category of interest and its response to objects. (B) The corresponding
selectivity profiles x formed for the same group of voxels.
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ences between voxels with different types of selectivity are not very well expressed in
this representation; there is no apparent separation between different groups of vox-
els. We also note that there is an evident overlap between the sets of voxels assigned to
these different patterns of selectivity. The standard analysis in this case uses a contrast
comparing each of the three conditions of interest with a fourth experimental condi-
tion (images of objects); therefore, it is possible for a voxel to appear selective for all
three of these contrasts. In order to explain the selectivity of such a voxel, we can
define a novel type of selectivity towards a meta-category which is composed of the
three categories represented by these contrasts. The same argument can be applied to
any combinations of the categories presented in the experiment to form various, new
candidates as possible types of selectivity.
Figure 4.1(B) shows the selectivity profiles xi formed for the same data set. We ob-
serve that the voxels associated with different types of activation become more sepa-
rated, exhibiting an arrangement that is similar to a clustering structure. Furthermore,
it is easy to see that the set of voxels shared among all three patterns of selectivity
has a distinct structure of its own, mainly concentrated around a direction close to
[1 1 1]t/
√
3 on the sphere. We interpret the center of a cluster of selectivity profiles
as a representative for the type of selectivity shared among the neighboring profiles
on the sphere. Although the profile clusters are not well separated, the arrangement
of concentrations of profiles on the sphere can carry important information about the
types of selectivitymore represented in the data. This information becomesmore inter-
esting as the number of dimensions (experimental conditions) grows and the overall
density of profiles on the sphere decreases. This motivates us to consider application
of mixture-model density estimation, the probabilistic modeling formulation of clus-
tering (McLachlan and Peel, 2000), to the set of selectivity profiles. Each component in
the mixture-model represents a cluster of voxels, i.e., a functional system, concentrated
around a central direction on the sphere. The corresponding cluster center, which we
will call system selectivity profile, specifies that system’s type of selectivity. we use the
term system, instead of cluster, mainly to distinguish these functionally defined clus-
ters from the traditional cluster analysis used for the correction of significance maps
(Forman et al., 1995).
Now consider a group study where a group of subjects take part in the same fMRI
experiment. We denote the selectivity profile of a voxel in a study with J subjects by
x ji, where j ∈ {1, · · · , J} is the subject index, and i is the voxel index as before. We aim
to discover the brain systems with distinct profiles of selectivity that are shared among
all subjects. Let us assume that two selectivity profiles x ji and x j′i′ , corresponding to
voxel i of subject j and voxel i′ of subject j′, belong to the same selective system in the
two brains. The overall magnitude of response of these two voxels can be different
but the two profile vectors have to still reflect the corresponding type of selectivity.
Therefore, they should resemble each other as well as the selectivity profile of the
corresponding system. This suggests that we can fuse data from different subjects
and cluster them all together in order to improve the estimates of system selectivity
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profiles. This approach can be thought of as a simple model that ignores possible small
variability in subject-specific selectivity profiles of the same system, similar to the way
that fixed effect analysis simplifies the more elaborate hierarchical model of random
effect analysis in the hypothesis-driven framework. At this stage, we choose to work
with this simpler model and defer the development of a corresponding hierarchical
model to Chapter 6.
! 4.2 Basic Generative Model and Inference Scheme
! 4.2.1 Model
Let {xi}Vi=1 be a set of selectivity profiles of V brain voxels. Like the mixture model in-
troduced in Section 2.3.2, we assume that data vectors are generated i.i.d. by a mixture
distribution
p(x; {wk,mk}Kk=1,ζ) =
K
∑
k=1
wk f (x;mk,ζ), (4.2)
where {wk}Kk=1 are the weights of K components and f (·,m,ζ) is the likelihood of the
data parametrized bym and ζ ∈ IRS. We assume that the likelihood model describes
simple directional distribution on the hyper-sphere and choose the von Mises-Fisher
distribution (Mardia, 1975) for the mixture components:
f (x;m,ζ) = CS(ζ)eζ〈x,m〉 , (4.3)
where inner product corresponds to the correlation of the two vectors on the sphere.
Note that this model is in agreement with the notion that on a hyper-sphere, correla-
tion is the natural measure of similarity between two vectors. The distribution is an
exponential function of the correlation between the vector x (voxel selectivity profile)
and the mean directionm (system selectivity profile). The normalizing constant CS(ζ)
is defined in terms of the γ-th order modified Bessel function of the first kind Iγ:
CS(ζ) =
ζS/2−1
(2pi)S/2 IS/2−1(ζ)
. (4.4)
The concentration parameter ζ controls the concentration of the distribution around the
mean directionm similar to the inverse of variance for Gaussian models. In general,
mixture components can have distinct concentration parameters but in this work, we
use the same parameter for all the clusters to ensure a more robust estimation. This
model has been previously employed in the context of clustering text data (Banerjee
et al., 2006).
The problem is then formulated as a maximum likelihood estimation:
({w∗k ,m∗k}Kk=1,ζ∗) = argmax
{wk ,mk}Kk=1,ζ
V
∑
i=1
log p(xi; {wk,mk}Kk=1,ζ). (4.5)
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Employing the Expectation-Maximization (EM) algorithm (Dempster et al., 1977) to
solve the problem involves introducing membership variables zi to the problem ac-
cording to Equation (2.10).
! 4.2.2 EM Algorithm
The EM algorithm yields a set of update rules for model parameters and the poste-
rior probability p(zi = k|xi) that voxel i is associated with the mixture component k,
which we will henceforth denote instead by p(k|xi) for the ease of notation. Starting
with initial values {w(0)k ,m(0)k }Kk=1 and ζ(0) for the model parameters, we iteratively
compute the the posterior assignment probabilities p(k|xi) and then update the pa-
rameters {wk,mk}Kk=1 and ζ .
In the E-step, we fix the model parameters and update the system memberships:
p(t)(k|xi) = w
(t)
k e
ζ(t)〈xi ,m(t)k 〉
∑Kk′=1 w
(t)
k′ e
ζ(t)〈xi ,m(t)k′ 〉
. (4.6)
In theM-step, we update the model parameters:
w(t+1)k =
1
V
V
∑
i=1
p(t)(k|xi) , (4.7)
m
(t+1)
k =
∑Vi=1 xi p(t)(k|xi)
‖∑Vi=1 xi p(t)(k′|xi)‖
. (4.8)
After computing the updated cluster centersm(t+1)k , the new concentration parameter
ζ(t+1) is found by solving the nonlinear equation
AS(ζ(t+1)) = Γ
(t+1)
(4.9)
for positive values of ζ(t+1), where
Γ
(t+1)
=
1
V
K
∑
l=1
V
∑
v=1
p(t)(k|xi)〈m(t+1)k , xi〉 (4.10)
and the function AS(·) is defined as
AS(ζ) =
IS/2(ζ)
IS/2−1(ζ)
. (4.11)
The details of the algorithm used for solving this equation, along with the derivations
of the update rules, are presented in Appendix B.1. Iterating the set of E-step and M-
step updates until convergence, we find K system selectivity profiles mk and a set of
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Figure 4.2. The results of mixture model density estimation with 5 components for the set of selectivity
profiles in Figure 4.1(B). The resulting system selectivity profiles (cluster centers) are denoted by the red
dots; circles around them indicate the size of the corresponding clusters. The box shows an alternative
presentation of the selectivity profiles where the values of their components are shown along with zero
for fixation. Since this format allows presentation of the selectivity profiles in general cases with S > 3,
we adopt this way of illustration throughout the paper. The first selectivity profile, whose cluster includes
most of the voxels in the overlapping region, does not show a differential response to our three categories
of interest. Selectivity profiles 2, 3, and 4 correspond to the three original types of activation preferring
faces, bodies, and scenes, respectively. Selectivity profile 5 shows exclusive selectivity for bodies along
with a slightly negative response to other categories.
soft assignments p(k|xi) for k = 1, · · · ,K. The assignments p(k|xi), when projected to
the anatomical locations of voxels, define the spatial maps of the discovered systems.
Figure 4.2 illustrates 5 systems and the corresponding profiles of selectivity found
by this algorithm for the population of voxels shown in Figure 4.1(B). As expected,
the analysis identifies clusters of voxels exclusively selective for one of the three con-
ditions, but also finds a cluster selective for all three conditions along with a group
of body selective voxels that show inhibition towards other categories. More complex
profiles of selectivity such as the two latter cases cannot be easily detected with the
conventional method.
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! 4.3 Statistical Validation
As we argued before, the space of selectivity profiles can act as a common space for
representation of data from different subjects in a group study. If the set of vectors
{mk}Kk=1 describes all relevant selectivity profiles in the brain system of interest, each
voxel x ji can be thought of as an independent sample from the same distribution in-
troduced by Equation (4.2). Thus, we combine the data from several subjects to form
the group data, i.e., {{x ji}Vji=1}Jj=1, to perform our analysis across subjects. Applying
our algorithm to the group data, the resulting set of assignments {p(k|x ji)}Vji=1 defines
the spatial map of system k in subject j.
In conventional group data analysis, spatial consistency of the activation maps
across subjects provides a measure for the evaluation of the results. For the method
introduced here, we focus on the functional consistency of the discovered system se-
lectivity profiles. To quantify this consistency, we define a consistency score (cs) for
each selectivity profile found in a group analysis. Let {{x ji}Vji=1}Jj=1 be the group data
including voxel profiles from J different subjects, K be the number of desired sys-
tems, and {mGk }Kk=1 be the final set of system selectivity profiles found by the algo-
rithm in the group data. We also apply the algorithm to the J individual subject data
sets {x ji}Vji=1 separately to find their corresponding J sets of subject-specific systems
{m jk}Kk=1. We can then match the selectivity profile of each group system to its most
similar system profile in each of the J individual data sets.
! 4.3.1 Matching Profiles Across Subjects
The matching between the group and individual selectivity profiles is equivalent to
finding J one-to-one functions ω j : {1, · · · ,K} → {1, · · · ,K} which assign system
profile m j
ω j(k)
in subject j to the group system profile mGk . We select the function ωs
such that it maximizes the overall similarity between the matched selectivity profiles:
ω∗j (·) = argmax
ω(·)
K
∑
k=1
ρ(mGk ,m
j
ω(k)) . (4.12)
Here, ρ(·, ·) denotes the correlation coefficient between two vectors:
ρ(a1,a2) = 〈a1 − 1S 〈a1, 1〉,a2 − 1S 〈a2, 1〉〉, (4.13)
where 1 is the S-dimensional vector of unit components. The maximization in Equa-
tion (4.12) is performed over all possible one-to-one functionsω. Finding this match-
ing is an instance of graphmatching problems for a bipartite graph (Diestel, 2005). The
graph is composed of two sets of nodes, corresponding to the group and the individ-
ual system profiles, and the weights of the edges between the nodes are defined by the
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correlation coefficients. we can employ the well-known Hungarian algorithm (Kuhn,
1955) to solve this problem for each subject.1
Having matched each group system with a distinct system within each individual
subject result, consistency score csk for group system k can be computed as the aver-
age correlation of its selectivity profile with the corresponding subject-specific system
profiles:
csk =
1
S
J
∑
j=1
ρ(mGk ,m
j
ω∗j (k)
). (4.14)
Consistency score values measure how closely a particular type of selectivity repeats
across subjects. Clearly, cs = 1 is the most consistent case where the corresponding
profile identically appears in all subjects. Because of the similarity-maximizing match-
ing performed in the process of computing the scores, even a random data set would
yield non-zero consistency score values. We employ permutation testing to establish
the null hypothesis distribution for the consistency score.
! 4.3.2 Permutation Test
To construct the baseline distribution for the consistency scores under the null hy-
pothesis, we can make random modifications to the data in such a way that the cor-
respondence between the components of the selectivity profiles and the experimental
conditions is removed. Specifically, we may randomize the condition labels before the
regression step so that the individual regression coefficients do not correspond to any
non-random distinctions in the task. One way to implement such a randomization is
to manipulate the linear analysis stage. If for instance, we are dealing with a block
design experiment, each temporal block in the experiment has a category label that
determines its corresponding regressor in the design matrix. We can randomly shuf-
fle these labels and, as a result, the regressors in the design matrix include blocks of
images from random categories. The resulting estimated regression coefficients do not
correspond to any coherent set of stimuli. Applying the analysis to this modified data
set still yields a set of group and individual system selectivity profiles and their corre-
sponding cs values. Since there is no real structure in the modified data, all cs values
obtained in this manner can serve as samples from the desired null hypothesis.
We evaluate statistical significance of the cs value of each system selectivity profile
found in the actual data based on this null distribution. In practice, for up to 10,000
shuffled data sets, the consistency scores of most system selectivity profiles in the real
data exceed all the cs values estimated from the shuffled data, implying the same em-
pirical significance of p = 10−4. To distinguish the significance of these different pro-
files through our p-value, we fit a Beta distribution to the null-hypothesis samples and
compute the significance from the fitted distribution. Using a linear transformation to
1We used the open source matlab implementation of the Hungarian algorithm available at http://
www.mathworks.com/matlabcentral/fileexchange/11609.
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match the range [−1, 1] of cs values to the support [0, 1] of the Beta distribution, we
obtain the pdf of the null distribution
fNull(cs;α,β) =
2
B(α,β)
(
1+ cs
2
)α−1 (1− cs
2
)β−1
, (4.15)
where B(α,β) is the beta function. We find the maximum-likelihood pair (α,β) for
the observed samples in the shuffled data set. We then characterize the significance
of a selectivity profile with consistency score cs via its p-value, as inferred from the
parametric fit to our simulated null-hypothesis distribution: p =
∫ 1
cs fNull(u;α,β)du.
The above scheme is computationally intensive since it requires recalculating the
brain responses and applying the method to both individual and group data for each
sample. More importantly, it yields a liberal test since we completely remove the corre-
spondence between different dimensions of the selectivity profiles and the experimen-
tal conditions. It is also possible to derive an alternative permutation test that is more
conservative and less time consuming. We can leave the linear estimation of brain re-
sponses and the estimation of individual system selectivity profiles intact, but reshuffle
the dimensions of the selectivity profiles before performing the group analysis. In this
way, our concept of the null distribution maintains the stimulus-related information
in the data but removes the commonality of the space of functional profiles; the same
dimension does not correspond to the same experimental condition across subjects.
While the previous test can be though of as producing a null distribution that lacks
within-subject structure, the new null distribution is short of structure across-subject.
! 4.4 Discussion
While the analysis is completely independent of the spatial locations associated with
the selectivity profiles, we can still examine the spatial extent of the discovered sys-
tems as a way to validate the results. If the selectivity profile of a system matches a
certain type of activation, i.e., demonstrates exclusive selectivity for an experimental
condition, we can compare the map of its assignments with the localization map de-
tected for that activation by the conventional method. We will use this comparison
to ensure that our method yields systems with spatial extents that correspond to the
perviously characterized selective areas in the brain.
Once we identify a system to be associated with a certain activation, we quantify
the similarity between the spatial maps estimated by the clustering method and that
obtained via the standard confirmatory method. We can employ an asymmetric over-
lap measure between the spatial maps, equal to the ratio of the number of voxels in the
overlapping region to the number of all voxels assigned to the system in our model.
The asymmetry is included since, as we saw in the example in Section 4.1, being func-
tionally more specific, our discovered systems are usually subsets of the localization
maps found via the standard statistical test.
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Although extremely simple, the construction given in Section 4.1 underlines two
important features that we are seeking in the signal representation for the analysis: 1)
representing the response as a voxel-specific, relative measure, and 2) relying on the
experimental paradigm for defining a functional space common to all subjects in the
study. The simple normalization by the length of vector of brain responses satisfies
both these conditions and, as we will see in the next chapter, provides relevant results.
However, the projection to a hypersphere is by no means the only way to define a
measure with such qualities. In particular, Chapter 6 introduces an alternative con-
struction for selectivity profiles based on voxel-specific binary activations, similar to
that described in Section 2.1.2. Activation variables are by construction normalized
and can be integrated within the model as latent variables.
Throughout this chapter, we have emphasized the critical role of the experimental
paradigm for creating a common functional space. Nevertheless, there is evidence that
the construction of such a space might be even possible in resting-state experiments.
Langs et al. (2010) used spectral embedding to find a low-dimensional representation
for voxel responses from the fMRI connectivity structure, and showed the resulting
representation is consistent across subjects. Models presented in this thesis can be
further extended to apply to such data (Langs et al., 2011).
As with any exploratory method, clustering is sensitive to noise. Since we aim to
extract the structure in the data in an unsupervised fashion, the presence of a large
number of noisy responses can overwhelm the interesting patterns in our results. In
the space of selectivity profiles, the set of voxel brain responses is treated as a popu-
lation of vectors without any spatial characterization. In Section 3.4, we commented
on the advantages of this approach as a group analysis without any bias regarding
the anatomical organization of functionally specific areas. Another benefit of this con-
struction is in the flexibility it provides in the choice of voxels to include in the analysis.
Here, we can select the set of voxels to consider for the analysis based on a prior test
on their level of noise. This may be achieved employing an F test that detects voxels
where the fMRI signal passes a certain SNR threshold as discussed in Section 2.2.1.
Prior applications of clustering to fMRI data have also employed this pre-screening
of voxels in their analyses (e.g., Goutte et al., 2001, 1999; Seghier et al., 2007). In this
thesis, we refer to this preprocessing stage as the choice of analysis mask. Another way
to think about this stage is as the selection of a functionally-defined ROI based on the
experimental paradigm. This analogy makes it clear that the choice of the masking test
has to be orthogonal to the space of selectivity profiles under consideration.
To create a matrix of pairwise similarities for group and individual systems to per-
form the matching in Section 4.3.1, we used correlation coefficients between the cor-
responding selectivity profiles. Once again, there are also other ways of defining a
similarity measure. Specifically, if we are interested in incorporating the weight of
clusters in the analysis, we may use a normalized overlap measure or the Dice mea-
sure (Dice, 1945) of volume overlap. In all the experiments presented in this thesis,
we have used the definition in Equation (4.13); the alternative measures will provide
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similar results.
In this chapter we also presented our procedure for assessing cross-subject consis-
tency of the discovered selectivity profiles. An alternative way to assess the resulting
system selectivity profiles is to examine their consistency across repetitions of the same
category in different blocks. If we define two groups of blocks that present stimuli from
the same category as two distinct experimental conditions, we expect the correspond-
ing components of a consistent system selectivity profile to be similar. We will employ
this method for a qualitative study of consistency.
Finally, the technique introduced here for statistical validation of clustering results
across a group has applications beyond exploratory studies of functional specificity.
Recently, this approach has been applied to learn robust clustering of intrinsic patterns
of functional connectivity and cortical thickness in large data sets (e.g., Yeo et al., 2011).
In the next chapter, we discuss the application of our method to two fMRI studies
of high level vision.
Chapter 5
Discovering Functional Systems in
High Level Vision
AS we explained in Section 1.1.1, the work in this thesis has been motivated by thequestion of the extent of category selectivity in the visual cortex. In this chapter,
we present the results of applying the analysis technique developed in Chapter 4 to
the data from two visual experiments. These two experiments were designed and
performed such that they particularly utilize the exploratory potential of this novel
analysis.
The first experiment focuses on searching the space of predefined categories. The
study aims to reconsider the setting of the confirmatory study carried out by Downing
et al. (2006) in an exploratory setting, this time allowing the possibility of selectivity for
meta-categories composed of more than one of the originally hypothesized categories
(see the first point in the list of the limitations of the confirmatory methods in the
discussion of Section 1.1.2). The study results in the rediscovery of face, body, and
scene selectivity in this large space.
The second experiment extends the search to the space of selectivity profiles over
objects, rather than predefined categories. In this case, system selectivity profiles ex-
press patterns in the space of 69 distinct stimuli, and each implicitly characterize a
categorization of images as seen by the respective system.1
! 5.1 Block-Design Experiment
The first study is a block-design experiment that investigates patterns of functional
specificity in the space of 16 distinct image sets, each drawn from one of 8 candidate
categories.
! 5.1.1 Data
The fMRI data was acquired using a Siemens 3T scanner and a custom 32-channel coil
(EPI, flip angle = 90o, TR = 2 seconds, in-plane resolution = 1.5 mm, slice thickness
1Thework presented in this chapter has been carried on in collaboration with Edward Vul and Po-Jang
Hsieh from the Brain and Cognitive Science department at MIT.
67
68 CHAPTER 5. DISCOVERING FUNCTIONAL SYSTEMS IN HIGH LEVEL VISION
= 2 mm, 28 axial slices). The experimental protocol included 8 categories of images:
Animals, Bodies, Cars, Faces, Scenes, Shoes, Trees, and Vases. For each image category,
two different sets of images were presented in separate blocks. We used this setup to
test that our algorithm successfully yields profiles with similar components for dif-
ferent images from the same category. Each block lasted 16 seconds and contained
16 images from one image set of one category. The blocks corresponding to different
categories were presented in permuted fashion so that their order and temporal spac-
ing was counter-balanced. With this design, the temporal noise structure is shared
between the real data and the random permutations constructed by the procedure of
Section 4.3.2. For each subject, there were 16 to 29 runs of the experiment where each
run contained one block from each category and three fixation blocks. We performmo-
tion correction, spike detection, intensity normalization, andGaussian smoothingwith
a kernel of 3-mm width using the FreeSurger Functional Analysis Stream (FsFast).2
By modifying the condition-related part of the design matrix G in Equation (2.3)
and estimating the corresponding regression coefficients bˆ, we created three different
data sets for each subject:
• 8-Dimensional Data: All blocks for one category were represented as a single
experimental condition by one regressor and, accordingly, one regression coeffi-
cient. The selectivity profiles were composed of 8 components each representing
one category.
• 16-Dimensional Data: The blocks associated with different image sets were rep-
resented as distinct experimental conditions. Since we had two image sets for
each category, the selectivity profiles had two components for each category.
• 32-Dimensional Data: We split the blocks for each image set into two groups
and estimated one coefficient for each split group. In this data set, the selectivity
profiles were 32 dimensional and each category was represented by four compo-
nents.
To discard voxels with no visual activation, we formed contrasts comparing the
response of voxels to each category versus fixation and applied the t-test to detect
voxels that show significant levels of activation. The union of the detected voxels
serves as the mask of visually responsive voxels used in our experiment. Significance
thresholds were chosen to p = 10−2, p = 10−4, and p = 10−6, for 32-Dimensional,
16-Dimensional, and 8-Dimensional data, respectively, so that the visually selective
masks for different data sets are of comparable size. An alternative approach for se-
lecting relevant voxels is to use an F-test considering all regressors corresponding to
the visual stimuli (columns of matrix G). We observed empirically that the results
presented here are fairly robust to the choice of the mask and other details of prepro-
cessing.
2http://surfer.nmr.mgh.harvard.edu/fswiki/FsFast.
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Figure 5.1. (A) A set of 10 discovered group system selectivity profiles for the 16-Dimensional group
data. The colors (black, blue) represent the two distinct components of the profiles corresponding to the
same category. We added zero to each vector to represent Fixation. The weight w for each selectivity
profile is also reported along with the consistency scores (cs) and the significance values found in the
permutation test, sig = − log10 p. (B) A set of individual system selectivity profiles in one of the 6
subjects ordered based on matching to the group profiles in (A).
! 5.1.2 Results
Selectivity Profiles
We apply the analysis to all three data sets. Figure 5.1(A) and Figure 5.2 show the re-
sulting selectivity profiles of the group systems in the three data sets, where the num-
ber of clusters is K = 10. We also report cluster weights wk, consistency scores csk,
and their corresponding significance values sig = − log10 p. In all data sets, the most
consistent profiles are selective of only one category, similar to the previously charac-
terized selective systems in high level vision. Moreover, their peaks match with these
known areas such that in each data set, there are selectivity profiles corresponding to
EBA (body-selective), FFA (face-selective), and PPA (scene-selective). For instance, in
Figure 5.1(A), selectivity profiles 1 and 2 show body selectivity, selectivity profile 3
70 CHAPTER 5. DISCOVERING FUNCTIONAL SYSTEMS IN HIGH LEVEL VISION
SP
1
0.
04
0.
97
20
.0
1
SP
2
0.
16
0.
87
8.
27
SP
3
0.
03
0.
93
13
.3
4
SP
4
0.
02
0.
98
21
.3
3
SP
5
0.
06
0.
93
12
.8
8
SP
6
0.
04
0.
95
15
.8
2
SP
7
0.
2
0.
63
1.
95
SP
8
0.
21
0.
49
0.
69
SP
9
0.
22
0.
49
0.
72
SP
10
0.
01
0.
47
0.
61
w cs sig
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
"#&
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
"#&
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
"#&
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
"#&
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
"#&
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
"#&
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
"#&
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
"#&
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
"#&
! '() ! *+ ! ,- ! ./ ! '0 ! 1+ ! 12 ! 3/ ! 45 !
!"#$
"
"#$
"#%
"#&
SP
1
0.
08
0.
76
13
.5
9
SP
2
0.
03
0.
76
13
.8
1
SP
3
0.
05
0.
88
29
.4
SP
4
0.
02
0.
85
23
.8
9
SP
5
0.
07
0.
6
4.
57
SP
6
0.
07
0.
86
26
.7
3
SP
7
0.
18
0.
76
14
.0
7
SP
8
0.
19
0.
72
10
.5
1
SP
9
0.
23
0.
53
2.
57
SP
10
0.
07
0.
27
0.
04
w cs sig
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
! ! ! ! ! ! ! ! ! !
!"#$
"
"#$
"#%
! &'( ! )* ! +, ! -. ! &/ ! 0* ! 01 ! 2. ! 34 !
!"#$
"
"#$
"#%
(A) (B)
Figure 5.2. Sets of 10 discovered group system selectivity profiles for (A) 8-Dimensional, and (B) 32-
Dimensional data. Different colors (blue, black, green, red) represent different components of the profiles
corresponding to the same category. We added zero to each vector to represent Fixation. The weightw for
each selectivity profile is also reported along with the consistency score (cs) and the significance value.
is face selective, and selectivity profiles 4 and 5 are scene selective. Similar profiles
appear in the case of 8-Dimensional and 32-Dimensional data as well. Comparing
the selectivity profiles found for one of the individual 16-Dimensional data sets with
those of the group data in Figure 5.1(A) and (B) shows that the more consistent group
profiles resemble their individual counterparts.
In each data set, our method detects systems with rather flat profiles over the en-
tire set of presented categories. These profiles match the functional definition of early
areas in the visual cortex, selective to lower level features in the visual field. Not sur-
prisingly, there is a large number of voxels associated with these systems, as suggested
by their estimated weights.
The 16-Dimensional and 32-Dimensional data sets allow us to examine the con-
sistency of the discovered profiles across different image sets and different runs. Dif-
ferent components of the selectivity profiles that correspond to the same category of
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Figure 5.3. Group system selectivity profiles in the 16-Dimensional data for (A) 8, and (B) 12 clusters.
The colors (blue, black) represent the two distinct components of the profiles corresponding to the same
category, and the weight w for each system is also indicated along with the consistency score (cs) and its
significance value found in the permutation test.
images, illustrated with different colors in Figure 5.1, have nearly identical values.
This demonstrates consistency of the estimated profiles across experimental runs and
image sets. The improvement in consistency from the individual data in Figure 5.1(B)
to the group data of Figure 5.1(A) further justifies our argument for fusing data from
different subjects.
To examine the robustness of the discovered selectivity profiles to the change in the
number of clusters, we ran the same analysis on the 16-Dimensional data for 8 and 12
clusters. Comparing the results in Figure 5.3 with those of Figure 5.1(A), we conclude
that selectivity properties of the more consistent selectivity profiles remain relatively
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Figure 5.4. Null hypothesis distributions for the consistency score values, computed from 10,000 random
permutations of the data. Histograms A, B and C show the results for 8, 16, and 32-Dimensional data with
10 clusters, respectively. Histograms D, E, and F correspond to 8, 10, and 12 clusters in 16-Dimensional
data (B and E are identical). We normalized the counts by the product of bin size and the overall number
of samples so that they could be compared with the estimated Beta distribution, indicated by the dashed
red line.
stable. In general, running the algorithm for many different values of K, we observed
that increasing the number of clusters usually results in the split of some of the clusters
but does not significantly alter the pattern of discovered profiles and their maps.
In order to find the significance of consistency scores achieved by each of these
selectivity profiles, we performed a within-subject permutation test as described in
Section 4.3. For each data set, we generated 10,000 permuted data sets by randomly
shuffling labels of different experimental blocks. The resulting null hypothesis distri-
butions are shown in Figure 5.4 for different data sets. Using these distributions, we
compute the statistical significance of the consistency scores presented for the selectiv-
ity profiles in Figures 5.1, 5.2, and 5.3.
Spatial Maps
We can further examine the spatial maps associated with each system. Figure 5.5
shows the standard localization map for the face selective areas FFA and OFA in blue.
This map is found by applying the t-test to identify voxels with higher response to
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Figure 5.5. Spatial maps of the face selective regions found by the significance test (light blue) and the
mixture model (red). Slices from the each map are presented in alternating rows for comparison. The
approximate locations of the two face-selective regions FFA and OFA are shown with yellow and purple
circles, respectively.
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faces when compared to objects, with a threshold p = 10−4, in one of the subjects.
For comparison, Figure 5.5 also shows the voxels in the same slices assigned by our
method to the system with the selectivity profile 3 in Figure 5.2(A) that exhibits face
selectivity (red). The assignments found by our method represent probabilities over
cluster labels. To generate the map, we assign each voxel to its corresponding maxi-
mum a posteriori (MAP) cluster label. We have identified on these maps the approx-
imate locations of the two known face-selective regions, FFA and OFA, based on the
result of the significance map, as it is common in the field. Figure 5.5 illustrates that, al-
though the two maps are derived with very different assumptions, they mostly agree,
especially in the more interesting areas where we expect to find face selectivity. As
mentioned in Section 4.1, the conventional method identifies a much larger region as
face selective, including parts in the higher slices of Figure 5.5 which we expect to be
in the non-selective V1 area. Our map, on the contrary, does not include these voxels.
We compute three localization maps for face, scene, and body selective regions by
applying statistical tests comparing responses of each voxel to faces, scenes, and bod-
ies, respectively, with objects, and thresholding them at p = 10−4 (uncorrected). To
define selective systems in our results, we employ the conventional definition requir-
ing the response to the preferred category to be at least twice the value of the response
to other stimuli. We observe that the largest cluster always has a flat profile with no
selectivity, e.g., Figure 5.2 (A) and (B). We form the map associated with the largest
system as another case for comparison and call it the non-selective profile. Table 5.1
shows the resulting values of our overlap measure averaged across all subjects for
K = 8, 10, and 12. We first note that the overlap between the functionally related re-
gions is significantly higher than that of the unrelated pairs. Moreover, these results
are qualitatively stable with changes in the number of clusters.
In the table, we also present the results of the algorithm applied to the data of each
individual subject separately. We notice higher average overlap measures and lower
standard deviations for the group data. This is due to the fact that fusing data from a
cohort of subjects improves the accuracy of our estimates of the category selective pro-
files. As a result, we discover highly selective profiles whose response to the preferred
stimuli satisfies the condition for being more than twice the other categories. On the
other hand, in the results from the individual data for some noisier subjects, even the
selective system does not satisfy this definition. For these subjects, no system is iden-
tified as exclusively selective of that category, degrading the average overlap measure.
The improved robustness of the selectivity profile estimates in the group data prevents
this effect and leads to better agreement in the spatial maps.
! 5.2 Event-Related Experiment
In the experiment of Section 5.2, the dimensions of the space of selectivity profiles
corresponded to predefined categories. However, what we really want to do in an
exploratory setting is to discover rather than to assume the categories that are special
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Gr. K = 10 Face Body Place
Face 0.78± 0.08 0.14± 0.11 0
Body 0.07± 0.06 0.94± 0.1 0.01± 0.02
Scene 0.01± 0.01 0.04± 0.04 0.57± 0.19
Non-selective 0.06± 0.03 0.02± 0.02 0.1± 0.05
Indiv. K = 10 Face Body Place
Face 0.28± 0.44 0.05± 0.11 0.0± 0.01
Body 0.1± 0.09 0.65± 0.51 0.01± 0.02
Scene 0.01± 0.01 0.05± 0.08 0.61± 0.47
Non-selective 0.09± 0.09 0.09± 0.08 0.13± 0.13
Gr. K = 8 Face Body Place
Face 0.72± 0.08 0.16± 0.11 0
Body 0.07± 0.06 0.94± 0.1 0.01± 0.02
Scene 0.02± 0.03 0.04± 0.06 0.79± 0.19
Non-selective 0.05± 0.02 0.02± 0.02 0.09± 0.04
Gr. K = 12 Face Body Place
Face 0.83± 0.06 0.15± 0.12 0.0± 0.01
Body 0.07± 0.06 0.94± 0.09 0.01± 0.02
Scene 0.01± 0.01 0.05± 0.05 0.66± 0.19
Non-selective 0.08± 0.04 0.03± 0.03 0.09± 0.05
Table 5.1. Asymmetric overlap measures between the spatial maps corresponding to our method and the
conventional confirmatory approach in the block-design experiment. The exclusively selective systems
for the three categories of Bodies, Faces, and Scenes, and the non-selective system (rows) are compared
with the localization maps detected via traditional contrasts (columns). Values are averaged across all 6
subjects in the experiment.
in the brain. Here we tackle that goal by eliminating the assumption of which sets of
images form categories constitute a category. We scan subjects while they view each of
69 unique images in an event-related design, and fit the mixture model to the selectiv-
ity profiles defined over unique images (rather than over presumed categories). The
space of response profiles over the 69 images is enormous. Face, place and body se-
lectivity represent a tiny fraction of this enormous space of possible response profiles.
Here we ask whether these categories still emerge as dominant when tested against
the entire space of possible response profiles. Further, do we discover new, previously
unknown, response profiles that robustly arise in the ventral pathway?
! 5.2.1 Data
Eleven subjects were scanned in the event-related experiment design. Each subject
was scanned in two 2-hour scanning sessions (functional data from the two sessions
were co-registered using to the subject’s native anatomical space). During the scanning
session the subjects saw event-related presentations of images from nine categories
(animals, bodies, cars, faces, scenes, shoes, tools, trees, vases). Images were presented
in a pseudo-randomized design generated by optseq 13 to optimize the efficiency of
regression. During each 1.5 s presentation, the image moved slightly across the field of
view either leftward or rightward, and subjects had to identify the direction of motion
with a button press. Half of the images were presented in session one, and the other
half were presented in session two (see Figure 5.6 for details).
Functional MRI data were collected on a 3T Siemens scanner using a Siemens 32-
channel head coil. The high-resolution slices were positioned to cover the entire tem-
poral lobe and part of the occipital lobe (gradient echo pulse sequence, TR = 2 s, TE
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Figure 5.6. The 69 images used in the experiment.
= 30 ms, 40 slices with a 32 channel head coil, slice thickness = 2 mm, in-plane voxel
dimensions = 1.6 x 1.6 mm). Data analysis was performed with FsFast,3 fROI,4 and
custom Matlab scripts. The data was first motion-corrected separately for the two ses-
sions (Cox and Jesmanowicz, 1999) and then spatially smoothed with a Gaussian ker-
nel of 3mm width. The clustering analysis was run on voxels selected for each subject
for responding significantly to any one stimulus (omnibus F-test). We used standard
linear regression to estimate the response of voxels to each of the 69 conditions. We
then registered the data from the two sessions to the subject’s native anatomical space
(Greve and Fischl, 2009).
! 5.2.2 Results
First, we estimated the magnitude of response of each voxel in the ventral pathway
to each of the 69 distinct images in each of 11 subjects. Then we applied our mixture
of functional systems algorithm to this data set, in effect searching for the ten most
prominent response profiles over the 69 images in the ventral visual pathway. Fig-
ure 5.7 shows the results of this analysis, with each of the ten system response profiles.
3http://surfer.nmr.mgh.harvard.edu/fswiki/FsFast
4http://froi.sourceforge.net
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We assessed whether the detected systems were significant (more reliable across sub-
jects than would be expected by chance) under the null hypothesis that assumes no
shared structure across subjects (see Section 4.3.2); drawing 1,000 samples from this
null distribution, Figure 5.8 shows the results that suggest systems 1 through 7 are
significant at p < 0.001 each, but systems 8-10 are not significant (p > 0.5 each). The
significant systems include profiles that appear upon visual inspection (see Figures 5.7
and 5.9) to be selective for bodies (System 1), faces (System 2), and scenes (System 3).
To confirm the intuition that these profiles are in fact selective for faces, bodies,
and scenes, we computed ROC curves for how well each response profile picks out a
preferred category. For each cluster we test selectivity for the category of the image to
which that cluster is most responsive (thus, if the cluster is most responsive to a face,
we propose that it is face selective), then we use the other 68 images to compute an ROC
curve describing how precisely this profile selects the identified image category. Fig-
ure 5.7 shows the ROC curves for the 10 identified clusters–via bootstrapping we find
that the areas under the curve for the face, body, and scene systems are all statistically
significant (all p < 0.01). On the other hand, the specific rank-ordering of preferred
images within the body (Figure 5.9a), face (Figure 5.9b), and scene (Figure 5.9c) sys-
tems shows substantial variation in the magnitude of response to different exemplars
from these categories. While these systems are well characterized by selectivity for
the a priori categories, they do not respond homogeneously to all stimuli within each
category.
To quantitatively assess the robustness and reliability of identified clusters, we
tested whether the selectivity is reliable when evaluated with respect to independent
images that were not used for clustering. Thus, we split our images into two halves,
with four images from each category in each half of the data. We then used one half of
the image set for applying our mixture model and the other half to assess the stability
of the selectivity of the identified functional systems. Specifically, we analyzed the re-
sponse magnitude to the second half of the stimuli in voxels that were clustered into a
given system using the first half of the stimuli. Figure 5.10 confirms the across-image
reliability of category selectivity for the first four systems: selectivity identified by the
method in one half of the images replicates in the second half of the images.
The analyses described so far demonstrate that from the huge space of possible
response profiles that could be discovered in our analysis, response profiles reflecting
selectivity for faces, bodies, and places emerge at the top of the stack, indicating that
they are some of the most dominant response profiles in the ventral pathway.
New Selectivities?
Next we turn to the question of whether our analysis discovers any new functional
systems not known previously. Beyond the systems that clearly reflect selectivity for
faces, places, and bodies, there are four other significant systems (Systems 4, 5, 6, and
7 in Figure 5.7). A comparison of these profiles with those of systems derived from
retinotopic regions of cortex (see Figure 5.11) shows that three of these systems resem-
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!
Figure 5.7. System profiles defined over 69 unique images. Each plot corresponds to one identified
system (of 10 total). Plots are ordered from top based on their consistency scores. Bars represent the
response profile magnitude for the group cluster, while the bars represent the 75% interquartile range
of the matching individual subject clusters (see methods). ROC curves on the right show how well the
system profile picks out the preferred image category (defined by the image with the highest response),
as evaluated on the other 68 images. As shown in text, systems 1-7 are significantly consistent across
subjects, while systems 8-10 are not.
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!
Figure 5.8. The distribution of consistency scores in the permutation analysis, along with the best-fitting
beta-distribution, andmarkers indicating consistency scores for systems 1-10 (consistency scores for these
systems, respectively: 0.76, 0.73, 0.70, 0.60, 0.55, 0.51, 0.49, 0.32, 0.27, and 0.21). Because the largest
consistency score in the shuffled data is 0.36, the test suggests that profiles 1-7 are significantly consistent
with a p-value of 0.001.
ble one or more of the selectivity profiles derived from retinotopic cortex: System 4
resembles System 1 from retinotopic cortex, system 6 resembles system 4 from retino-
topic cortex, and system 7 resembles system 7 from retinotopic cortex (r > 0.8 in all
cases), suggesting that these response profiles reflect the kind of basic visual properties
extracted in retinotopic cortex.
Thus, the significant systems discovered by our algorithm include the three known
category selectivities (Systems 1, 2, and 3), plus three systems that appear to reflect
low-level visual properties (or at least resemble the selectivities that emerge from
retinotopic cortex). The one remaining significant system, that does not strongly re-
semble any retinotopic profile, is System 5. Visual inspection of the stimuli that pro-
duce particularly high and low responses in this system (see Figure 5.12) do not lead
to obvious interpretations of the function of this system. (It is tempting to label this
system a selectivity for animate objects or living things, because of the high responses
to bodies and animals, but neither classification can explain the low response of this
system to faces and trees.) This situation reveals both the strength of our hypothesis-
neutral structure discovery method (its ability to discover novel, unpredicted response
profiles) and its weakness (what are we to say about these response profiles once we
find them?). A full understanding of the robustness and functional significance of
System 5 will have to await further investigation.
Projecting the Voxels in each System Back into the Brain
Crucially, all of the analyses described so far were blind to the anatomical location
of each voxel (aside from a moderate smoothing of the data and the use of masks to
select voxels in ventral pathway and retinotopic cortex for the two analyses). Thus,
we made no assumptions about the spatial contiguity of voxels within a system nor
did we assume that voxels within each systemwill be in anatomically similar locations
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Figure 5.9. Stimulus preference for the apparent body (a; system 1), face (b; system 2), and scene (c;
system 3) systems. For each system, the set of images above the rank ordered stimulus preference shows
the top 10 preferred stimuli, and the images below show the 10 least preferred stimuli.
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Figure 5.10. Event-related cross-validation analysis. Half of the images were used for mixture of func-
tional systems (left), then the voxels corresponding to these clusters were selected as functional Regions
of Interest, and the response of these regions were assessed in the held-out, independent half of the im-
ages (right).
across subjects. This analysis thus enables us to ask two questions that are implicitly
assumed in standard group analyses (and even in most individual-subject analyses):
1) Do voxels with similar response profiles tend to be near each other in the brain, and
2) Do voxels with similar response profiles indeed land in similar anatomical locations
across subjects? The answer to both questions is yes, as revealed by inspection of maps
of the anatomical location of the voxels in each significant system in each subject (see
Figure 5.13 and Figures C.1–C.44 in Appendix C). First, the anatomical locations of
the voxels in Systems 1, 2, and 3 clearly match the well-established cortical regions
selective for bodies, faces, and scenes, showing both spatial clustering within each
subject for each system, and similarity in anatomical location across subjects.
Further, when the voxels in systems 4, 6, and 7, shown above to resemble profiles
that emerge from retinotopic cortex, are projected back into the brain, they indeed
appear mainly in posterior occipital regions known to be retinotopic (see Figures 5.13
and C.1–C.44) confirming our previous analysis that they reflect early stages of visual
processing.
Finally, further evidence that the new functional profile, System 5, is indeed a
novel selectivity worthy of further investigation comes from the fact that it too con-
tains a largely contiguous cluster of voxels that is anatomically consistent across sub-
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Figure 5.11. Clustering results on retinotopic occipital areas: Because the dominant selective profiles
found in the ventral stream do not appear when clustering retinotopic cortex, they must reflect higher
order structure rather than low-level image properties. Profiles are ordered based on the consistency
scores (indicated by cs in the figure). The proportional weight of each profile (the ratio of voxels assigned
to the corresponding system) is indicated by w. The thick, black line shows the group profile. To present
the degree of consistency of the profile across subject, we also present the individual profiles (found
independently in each of the 11 subjects) that correspond to each system (thin, colored lines).
jects. Specifically, the spatial map of System 5 consistently includes areas on the lateral
surface of both hemispheres that begin inferiorly near and sometimes interdigitated
within, but largely lateral to, face-selective voxels, extending up the lateral surface of
the brain to more superior body-selective regions.
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Figure 5.12. Rank ordered image preference for system 5. The set of images above the rank ordered
stimulus preference shows the top 10 preferred stimuli, and the images below show the 10 least preferred
stimuli.
! 5.3 Discussion
In an initial test of our method in the block-design experiment, we applied the mix-
ture of functional systems approach to data from a block-design experiment with eight
stimulus categories. Face, place, and body selectivity popped out among the top five
most consistent profiles in the ventral steam. Further, when each category was split
into two non-overlapping data sets (based on blocks in which different stimulus ex-
emplars were presented), the algorithm still produced the same face, place, and body-
selective response profiles, implicitly discovering that the two different blocks within
each category were the same. Although this analysis relaxed many assumptions gen-
erally made by prior work and effectively validated our analysis method, it only con-
sidered the eight categories we assumed a priori.
In the event-related experiment, we searched the enormous space of all possible
response profiles over 69 stimuli, with no assumptions about 1) which of these stimuli
go together to form a category, 2) what kind of response profile is expected (from an
exclusive response to a single stimulus, to a broad response to many), or 3) whether
voxels with similar response profiles are spatially clustered near each other in the cor-
tex or in similar locations across subjects. Despite relaxing these assumptions, present
in almost all prior work on the ventral visual pathway, we nonetheless found that
three of the four most robust response profiles represent selectivity for faces, places,
and bodies. Although in some sense this finding is a rediscovery of what we already
knew, it is a very powerful rediscovery because it shows that even when the entire hy-
pothesis space is tested, with all possible response profiles on equal footing, these three
selectivities nonetheless emerge as the most robust. Put another way, this discovery
indicates that the dominance of these response profiles in the ventral visual pathway
is not due to the biases present in the way the hypothesis space has been sampled
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Figure 5.13. Significant systems projected back into the brain of Subject 1. As can be seen, Systems 4, 6,
and 7 arise in posterior, largely retinotopic regions. Category-selective systems 1, 2, and 3 arise in their
expected locations. System 5 appears to be a functionally and anatomically intermediate region between
retinotopic and category-selective cortex. For analogous maps in all subjects, see Appendix C.
in the past, but instead reflects a fundamental property inherent to the ventral visual
pathway.
In addition to finding face, place, and body selectivity, our clustering algorithm
found four other significant systems. Three of these reflect low-level visual analyses
conducted in retinotopic cortex, as evidenced both by the similarity of their response
profiles to the profiles arising from retinotopic cortex, and by the anatomical location
where these voxels are found – in posterior occipital cortex. Can our analysis discover
any new response profiles not predicted by prior work? Indeed, one significant system
(System 5) revealed a new selectivity profile that was not predicted, and that does not
strongly resemble any of the profiles originating in retinotopic cortex. But the unique
ability of our method to discover novel, unpredicted response profiles also raises the
biggest challenge for future research: what canwe say about any new response profiles
we discover, if (as for System 5), they do not lend themselves to any straightforward
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functional hypothesis? A first question of course is whether such novel profiles will
replicate in future work. If they do, their functional significance can be investigated by
probing with new stimuli to test the generality and specificity of the response of these
systems.
A further result of our work is to show that category selectivities in the ventral
pathway cluster spatially at the grain of multiple voxels. Although this result is fa-
miliar from many prior studies, the methods used in those studies generally built in
assumptions of spatial clustering – over and above smoothing during preprocessing
– either explicitly (e.g., with cluster size thresholds) or implicitly (because discontigu-
ous and scattered activations are usually discounted as noise). In contrast, our analy-
sis was conducted without any information about the location of the voxels (see also
Kriegeskorte et al., 2008), yet the resulting functional systems it discovered, when pro-
jected back into the brain, are clustered in spatially contiguous regions (see Figures 5.13
and C.1–C.44). Because the spatial clustering of these regions was not assumed either
implicitly or explicitly in our analysis, the fact that those voxels are indeed spatially
clustered reflects a new result.
Important caveats remain. First, although our method avoids many of the assump-
tions underlying conventional contrast-driven fMRI analysis, we cannot eliminate the
basic experimental choice of stimuli to be tested. The set of stimuli in our experiment
was designed to include images drawn from potentially novel categories as well as
previously hypothesized categories, which allowed us to simultaneously validate the
method on previously characterized functionally selective regions, and to potentially
discover new selectivities. Moreover, although we included images of some plausible
categories, we sampled each category representatively, rather than over-representing
images from any one category (such as faces and animals, see Kriegeskorte et al., 2008).
Nonetheless, for a completely unbiased approach, one would need to present images
that were chosen independently of prior hypotheses (e.g., a representative sampling
of ecologically relevant stimuli). A related caveat concerning the present results is that
we do not know what other functionally defined systems may exist whose diagnostic
responses concern stimuli not sampled in our experiment, and whether those systems
may prove more robust than those discovered in the present analysis. Ongoing work
will attempt to address these concerns by applying our methods to data obtained from
a larger number of stimuli, sampled in a hypothesis-neutral fashion.
A third caveat in this work is that our analysis searches for functional profiles char-
acterizing a large number of voxels each; therefore, we cannot rule out the hypothesis
that many voxels in the ventral stream may contain idiosyncratic functional profiles,
each characterizing only a small number of voxels. Thus, the fact that our analysis
discovers category selectivities as the most robust profiles does not preclude the possi-
bility that the ventral pathway also contains a large number of other voxels, each with
a unique but perhaps less selective profile of response over a large number of images.
Such additional voxels could collectively form a distributed code for object identity or
shape, represented as a particular pattern of responses over a large set of voxels, each
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with a slightly different profile of response (Haxby et al., 2001). The image categories
implied by such distributed codes can be assessed by methods that cluster images by
the similarity of their neural response (as opposed to our approach of clustering voxels
by the similarity of their responses to images). These stimulus-clustering approaches
have yielded stimulus categories roughly consistent with the category-selective sys-
tems we find: a distinction between animate and inanimate images, and a further
distinction between faces and bodies (Kriegeskorte et al., 2008), suggesting that the
image categories defined over the whole ventral visual stream are dominated by the
few category-selective areas we report here.
Despite these caveats, the current study has made important progress. Specifically,
we found that even when the standard assumptions built into most imaging studies
are eliminated (spatial contiguity and spatial similarity across subjects of voxels with
similar functional profiles), and even when we give an equal shot to the vast number
of all possible functional response profiles over the stimuli tested, we still find that
selectivities for faces, places, and bodies emerge as the most robust profiles in the ven-
tral visual pathway. Our discovery indicates that the prominence of these categories
in the neuroimaging literature does not simply reflect biases in the hypotheses neu-
roscientists have thought to test, but rather that these categories are indeed special in
the brain. Future research will conduct even more stringent tests of the dominance
of these category selectivities, by testing each subject on a larger number of stimuli
selected in a completely hypothesis-neutral fashion. This approach will be even more
exciting if it enables us to discover new response profiles in the ventral visual pathway
that were not previously known from more conventional methods.
Chapter 6
Nonparametric Bayesian Model for
Group Functional Clustering
THIS chapter presents a unified model that simultaneously performs the two sep-arate stages of the analysis in Chapter 4, namely, the estimation of selectivity
profiles from time courses and the subsequent estimation of system profiles and maps.
Moreover, the model refines the assumptions about the group structure of the mix-
ture distribution by allowing variability in the size of systems across subjects, and also
estimates the number of systems from data. Since all variables of interest are treated
as latent random variables, the method yields posterior distributions that also encode
uncertainty in the estimates.
We employ Hierarchical Dirichlet Processes (HDP) (Teh et al., 2006) to share struc-
ture across subjects. In our model, the structure shared across the group corresponds
to grouping of voxels with similar functional responses. The nonparametric Bayesian
aspect of HDPs allows automatic search in the space of models of different sizes.
Nonparametric Bayesian models have been previously employed in fMRI data
analysis, particularly in modeling the spatial structure in the significance maps found
by confirmatory analyses (Kim and Smyth, 2007; Thirion et al., 2007c). The proba-
bilistic model introduced in this chapter is more closely related to recent applications
of HDPs to DTI data where anatomical connectivity profiles of voxels are clustered
across subjects (Jbabdi et al., 2009; Wang et al., 2009). In contrast to prior methods that
apply stochastic sampling for inference, we take advantage of a variational scheme
that is known to have faster convergence rate and greatly improves the speed of the
resulting algorithm (Teh et al., 2008).
The approach introduced in this chapter also includes a model for fMRI signals
that removes the need for the heuristic normalization procedure used in Section 4.1 as
a preprocessing step. The model transforms fMRI responses into a set of binary activa-
tion variables. Therefore, the activation profile of a system can be naturally interpreted
as a signature of functional specificity: it describes the probability that any stimulus or
task activates a functional system. As before, this approach uses no spatial informa-
tion other than the original smoothing of the data and therefore does not suffer from
the drawbacks of voxel-wise spatial normalization.
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Figure 6.1. Schematic diagram illustrating the concept of a system. System k is characterized by vector
[φk1, · · · ,φkS]t that specifies the level of activation induced in the system by each of the S stimuli. This
system describes a pattern of response demonstrated by collections of voxels in all J subjects in the group.
This chapter is organized as follows. We begin by describing the twomain layers of
the model, the fMRI signal model and the hierarchical clustering model in Section 6.1.
Then, we describe a variational inference procedure for making inference on latent
variables of themodel in Section 6.1.3. In Section 6.2, we present the results of applying
the algorithm to data from the study of Section 5.2 and compare them with the results
found by tensorial group ICA (Beckmann and Smith, 2005) and the finite mixture-
model clustering model of Chapter 4. Finally, Section 6.3 discusses different aspects
of the results and concludes the chapter.1
! 6.1 Joint Model for Group fMRI Data
Consider an fMRI experiment with a relatively large number of different tasks or stim-
uli, for instance, a design that presents S distinct images in an event-related visual
study. We let y ji be the acquired fMRI time course of voxel i in subject j. The goal of
the analysis is to identify patterns of functional specificity, i.e., distinct profiles of re-
sponse that appear consistently across subjects in a large number of voxels in the fMRI
time courses {y ji}. As discussed in Chapter 4, once we represent the data as a set of
selectivity profiles that can be directly compared across subjects, the problem can be
cast as an instance of clustering. Following the terminology introduced in Section 4.1,
we refer to a cluster of voxels with similar response profiles as a functional system.
1The work presented in this chapter has been carried on in collaboration with Ramesh Sridharan from
the Computer Science and Artificial Intelligence Laboratory at MIT.
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Figure 6.1 illustrates the idea of a system as a collection of voxels that share a spe-
cific functional profile across subjects. Our model characterizes the functional profile
as a vector whose components express the probability that the system is activated by
different stimuli in the experiment.
To define the generative process for fMRI data, we first consider an infinite number
of group-level systems. System k is assigned a prior probability pik of including any
given voxel. While the vector pi is infinite-dimensional, any finite number of draws
from the corresponding multinomial distribution will obviously yield a finite number
of systems. To account for inter-subject variability and noise, we perturb the group-
level system weight pi independently for each subject j to generate a subject-specific
weight vector β j. System k is further characterized by a vector [φk1, · · · ,φkS]t, where
φks ∈ [0, 1] is the probability that system k is activated by stimulus s. Based on the
weights β j and the system probabilities φ, we generate binary activation variables
xjis ∈ {0, 1} that express whether voxel i in subject j is activated by stimulus s.
So far, the model has the structure of a standard HDP. The next layer of this hi-
erarchical model defines how activation variables xjis generate observed fMRI signal
values yjit. If the voxel is activated (xjis = 1), the corresponding fMRI response is
characterized by a positive voxel-specific response magnitude aji; if the voxel is non-
active, xjis = 0, the response is assumed to be zero. The model otherwise follows the
standard fMRI linear response model where the HRF is assumed to be variable across
subjects and is estimated from the data.
Below, we present the details of the model starting with the lower level signal
model to provide an intuition on the representation of the signal via activation vectors
and then move on to describe the hierarchical clustering model. Table 6.1 presents the
summary of all variables and parameters in the model; Figure 6.2 shows the structure
of our graphical model.
! 6.1.1 Model for fMRI Signals
Using the same linear model for fMRI signal as in Section 2.1.1, we model measured
signal y ji of voxel i in subject j as a linear combination2
y ji = G jb ji +F je ji + ! ji, (6.1)
where G j and F j are the stimulus and nuisance components of the design matrix
for subject j, respectively, and ! ji is Gaussian noise. To facilitate our derivations, we
rewrite this equation explicitly in terms of columns of the design matrix:
y ji =∑
s
b jis g js +∑
d
e jid f jd + ! ji, (6.2)
where g js is the column of matrixG j that corresponds to stimulus s and f jd represents
column d of matrix F j.
2See Section 2.1.1.
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xjis binary activation of voxel i in subject j for stimulus s
z ji multinomial unit membership of voxel i in subject j
φks activation probability of system k for stimulus s
β j system prior vector of weights in subject j
pik group-level prior weight for system k
α,γ HDP scale parameters
yjit fMRI signal of voxel i in subject j at time t
e jid nuisance regressor d contribution to signal at voxel i in subject j
a ji amplitude of activation of voxel i in subject j
τ j a finite-time HRF vector in subject j
λ ji variance reciprocal of noise for voxel i in subject j
µaj ,σ
a
j prior parameters for response amplitudes in subject j
µejd,σ
e
jd prior parameters for nuisance regressor d in subject j
ωφ,1,ωφ,2 prior parameters for actviation probabilitiesφ
κ j,θ j prior parameters for noise variance in subject j
Table 6.1. Variables and parameters in the model.
As was explained in Section 4.1, fMRI signals do not have meaningful units and
may vary greatly across trials and experiments. In order to use this data for inferences
about brain function across subjects, sessions, and stimuli, we need to transform it into
a standard and meaningful space. The binary activation variables x achieve this trans-
formation by assuming that in response to any stimulus each voxel is either in an active
or a non-active state. If voxel i in subject j is activated by stimulus s, i.e., if xjis = 1, its
response takes positive value aji that specifies a voxel-specific amplitude of response; oth-
erwise, its response remains 0. Using this parameterization, bjis = ajix jis. The response
amplitude aji represents uninteresting variability in fMRI signal due to physiological
reasons unrelated to neural activity (examples include proximity of major blood ves-
sels). The resulting binary activation variables for each voxel can represent the vector
of selectivity profile, as was defined in Section 4.1.
As before, we have g js = Ω js ∗ τ j where Ω js ∈ IRT is a binary indicator vector that
shows whether stimulus s ∈ S is present during the experiment for subject j at each
of the T acquisition times, and τ j ∈ IRL is is a finite-time vector characterization of the
hemodynamic response function (HRF) in subject j.
In our estimation of brain responses in Chapter 4, we used a canonical shape for
the HRF function, letting τ j = τ¯ for all subjects j. However, prior research has shown
that while within-subject estimates of the HRF appear consistent, there may be con-
siderable variability in the shape of this function across subjects (Aguirre et al., 1998b;
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Figure 6.2. Full graphical model expressing all dependencies among different latent and observed vari-
ables in our model across subjects. Circles and squares indicate random variables and model parameters,
respectively. Observed variables are denoted by a grey color. For a description of different variables in
this figure, see Table 6.1.
Handwerker et al., 2004). Therefore, we consider the shape of the HRF for subject j,
i.e., vector τ j, to be an independent latent variable in our model in order to infer it
from data. To simplify future derivations, we letΩ js be a T × L matrix defined based
on Ω js such that g js = Ω jsτ j. Here, we assume an identical shape for the HRF within
each subject since our application involves only the visual cortex. For studies that
investigate responses of the entire brain or several cortical areas, we can generalize
this model to include separate HRF variables for different areas (see, e.g., Makni et al.,
2005).
With all the definitions above, our fMRI signal model becomes
y ji = aji
(
∑
s
x jisΩ js
)
τ j +∑
d
e jid f jd + ! ji. (6.3)
We use a simplifying assumption throughout that ! ji
i.i.d.∼ Normal(0, λ−1ji I). In the
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application of this model to fMRI data, we first apply temporal filtering to the signal to
decorrelate the noise in the preprocessing stage (Bullmore et al., 2001; Burock andDale,
2000; Woolrich et al., 2001). An extension of the current model to include colored noise
is possible, although it has been suggested that noise characteristics do not greatly
impact the estimation of the HRF (Marrelec et al., 2002).
Priors
We assume a multivariate Gaussian prior for τ j, with a covariance structure that en-
courages temporal smoothness,
τ j ∼ Normal
(
τ¯ ,Λ−1
)
, (6.4)
Λ = νI+∆t∆ (6.5)
where we have defined:
∆ =

1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · 1 −1
 , (6.6)
and τ¯ is the canonical HRF. The definition of the precision matrix above yields a prior
that involves terms of the form ∑L−1l=1 (τl − τl+1)2, penalizing large differences between
the values of the HRF at consecutive time points.
We assume the prior distributions on the remaining voxel response variables as
follows. For the response magnitude, we assume
aji ∼ Normal+
(
µaj ,σ
a
j
)
, (6.7)
where Normal+(η,ρ) is the conjugate prior defined as a normal distribution restricted
to positive real values:
p(a) ∝ e−(a−η)2/2ρ , for a ≥ 0. (6.8)
Positivity of the variable aji simply reflects the constraint that the expected value of
fMRI response in the active state is greater than the expected value of response in the
non-active state. For the nuisance factors, we let
e jid ∼ Normal
(
µejd,σ
e
jd
)
, (6.9)
where Normal(η,ρ) is a Gaussian distribution with mean η and variance ρ. Finally,
for the noise precision parameter, we assume
λ ji ∼ Gamma
(
κ j,θ j
)
, (6.10)
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where Gamma (κ,θ) is a Gamma distribution parametrized by shape parameterκ and
scale parameter θ−1:
p(λ) =
1
θ−κΓ(κ)
λκ−1e−θλ . (6.11)
! 6.1.2 Hierarchical Dirichlet Prior for Modeling System Variability across
the Group
In the group analysis of Chapter 4, when discussing the mixture model of Equa-
tion (4.2), we assumed that the same set of parameters, component centers andweights,
characterize the distribution of selectivity profiles in the entire group. Component
centers describe the profiles of selectivity for different functional systems that appear
across the population. Component weights, which represent the proportion of voxels
in each subject that belongs to each system, may well show variability across subjects
due to noise, or even actual differences in the size of functional systems. The model in
this section explicitly expresses this variability, in addition to including a nonparamet-
ric structure that enables estimating the number of components.
Similar to standardmixture models, we define the distribution of a voxel activation
variable xjis by conditioning on the system membership zji ∈ {1, 2, · · · } of the voxel
and on the system probabilities of activation for different stimuli φ = {φks}:
xjis | zji,φ i.i.d.∼ Bernoulli(φz jis). (6.12)
This model implies that all voxels within a system have the same probability of being
activated by a particular stimulus s.
We place a Beta prior distribution on system-level activation probabilities φ:
φks
i.i.d.∼ Beta(ωφ,1,ωφ,2). (6.13)
Parameters ωφ control the overall proportion of activated voxels across all subjects.
For instance, we can induce sparsity in the results by introducing bias towards 0, i.e.,
the non-active state, in the parameters of this distribution.
To capture variability in system weights, we assume:
zji | β j i.i.d.∼ Mult(β j), (6.14)
β j | pi i.i.d.∼ Dir(αpi), (6.15)
where β j is a vector of subject-specific system weights, generated by a Dirichlet distri-
bution centered on the population-level system weights pi. The extent of variability in
the size of different systems across subjects is controlled by the concentration param-
eter α of the Dirichlet distribution. Finally, we place a prior on the population-level
weight vector pi that allows an infinite number of components:
pi | γ ∼ GEM(γ), (6.16)
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where GEM(γ) is a distribution over infinitely long vectors pi = [pi1, pi2, · · · ]t, named
after Griffiths, Engen and McCloskey (Pitman, 2002). Specifically,
pik = vk
k−1
∏
k′=1
(1− vk′),
vk | γ i.i.d.∼ Beta(1,γ). (6.17)
It can be shown that the components of the generated vectors pi sum to 1 with prob-
ability 1. With this prior over system memberships z = {zji}, the model in principle
allows for an infinite number of functional systems; however, for any finite set of vox-
els, a finite number of systems is sufficient to include all voxels.
This prior for activation variables corresponds to the stick-breaking construction
of HDPs (Teh et al., 2006), which is particularly suited for the variational inference
scheme that we discuss in the next section.
! 6.1.3 Variational EM Inference
Having devised a full model for the fMRI measurements in a multi-stimulus experi-
ment, we now provide a scheme for inference on the latent variables from the observed
data. Sampling schemes are most commonly used for inference in HDPs (Teh et al.,
2006). Despite theoretical guarantees of convergence to the true posterior, sampling
techniques generally require a time-consuming burn-in phase. Because of the rela-
tively large size of our problem, w will use a collapsed variational inference scheme
for inference (Teh et al., 2008), which is known to yield faster algorithms. Here, we
provide a brief overview of the derivation steps for the update rules. Appendix D
contains the update rules and more detailed derivations.
To formulate the inference for system memberships, we integrate over the subject-
specific unit weights β = {β j} and introduce a set of auxiliary variables r = {r jk}
that represent the number of tables corresponding to system k in subject j according to
the Chinese Restaurant Process formulation of HDP in (Teh et al., 2006). Appendix D
provides some insights into the role of these auxiliary variables in our model; they
allow us to find closed-form solutions for the inference update rules. We let h =
{x, z, r,φ,pi, v,α,γ,a, e, τ ,λ} denote the set of all latent variables in our model. In
the framework of variational inference, we approximate the model posterior on h
given the observed data p(h|y) by a distribution q(h). The approximation is per-
formed through the minimization of the Gibbs free energy function:
F [q] = E[log q(h)]− E[log p(y,h)]. (6.18)
Here, and in the remainder of the paper, E[·] and V[·] indicate expected value and
variance with respect to distribution q. We assume a distribution q of the form:
q(h) = q(r|z)
(
∏
k
q(vk)
)
·
(
∏
k,s
q(φks)
)
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·∏
j
{
q(τ j)∏
i
[
q(aji)q(λ ji)q(zji)
(
∏
s
q(xjis)
)(
∏
d
q(e jid)
)]}
, (6.19)
where we explicitly account for the dependency of the auxiliary variables r on the
system memberships z. Including this structure maintains the quality of the approx-
imation despite the introduction of the auxiliary variables (Teh et al., 2007). We use
coordinate descent to solve the resulting optimization problem. Minimizing the Gibbs
free energy function in terms of each component of q(h) while fixing all other param-
eters leads to closed form update rules, provided in Appendix D.
Iterative application of the update rules leads to a local minimum of the Gibbs
free energy. Since variational solutions are known to be biased toward their initial
configurations, the initialization phase becomes critical to the quality of the results. We
can initialize the variables in the fMRI signal model by ignoring higher level structure
of the model and separately fitting the linear model of Equation (6.3) to the observed
signal in each subject, starting with the canonical form of the HRF. We initialize e
directly to the values of the nuisance regressor coefficients obtained via least squares
estimation. Similarly, we initialize noise precision parameter λ to values based on
the estimated residuals. Variables a and x are more difficult to initialize from the
estimates of the linear model. The model produces coefficients bjis, which we assume
can be factored as bjis = ajix jis. Therefore, we initialize E[aji] = maxs b jis, and similarly
E[xjis] =
(
bjis −mins b jis
)
/
(
maxs b jis −mins b jis
)
, where we subtract the minimum
value to account for negative regression coefficient. This estimate serves merely as an
initialization from which the model improves.
The update rules for each variable usually depend only on the previous values of
other variables in the model. The exception to this is the update for q(xjis), which also
depends on previous estimates of x. Therefore, unless we begin by updating x, the
first variable to be updated does not need to be initialized. Due to the coupling of
the initializations for x and a, we can choose to initialize either one of them first and
update the other next. By performing both variants and choosing the one that provides
the lower free energy after convergence, we further improve the search in the space of
possible initializations and the quality of the resulting estimates.
To initialize system memberships, we introduce voxels one by one in a random
order to the collapsed Gibbs sampling scheme (Teh et al., 2006) constructed for our
model with each stimulus as a separate category and the initial x assumed known.
Finally, we set the hyperparameters of the fMRI model to match the corresponding
statistics computed via the least squares regression from the fMRI data.
! 6.2 Results
This section presents the results of applying our method to the data from an event-
related visual fMRI experiment. We compare the results of our hierarchical Bayesian
method with the finite mixture model (Lashkari et al., 2010b) and the group tensorial
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ω˜rjk = exp
(
E[logα] + E[log vk] + ∑k′<kE[log(1− vk′)]
)
E[r jk] = ω˜rjkEz[Ψ(ω˜
r
jk + njk)− Ψ(ω˜rjk)]
vk ∼ Beta(ω˜v,1k , ω˜v,2k )
ω˜v,1k = 1+ ∑ j E[r jk]
ω˜v,2k = E[γ] + ∑ j,k′>kE[r jk′ ]
φk,s ∼ Beta(ω˜φ,1k,s , ω˜φ,2k,s )
ω˜φ,1k,s =ω
φ,1 + ∑ j,i q(z ji = k)q(xjis = 1)
ω˜φ,2k,s =ω
φ,2 + ∑ j,i q(z ji = k)q(xjis = 0)
a ji ∼ Normal
(
ω˜a,1ji (ω˜
a,2
ji )
−1 , (ω˜a,2ji )
−1
)
ω˜a,2ji = (σ
a
j )
−1 + E[λ ji]∑s,s′ E[xjisx jis′ ]Tr
(
E[τ jτ tj ]Ω
t
jsΩ js′
)
ω˜a,1ji = µ
a
j
(
σ aj
)−1
+ E[λ ji]∑s E[xjis]E[τ j]tΩtjs
(
y ji − ∑d E[e jid]f jd
)
λ ji ∼ Gamma(ω˜λ,1ji , ω˜λ,2ji )
ω˜λ,1ji = κ j +
Tj
2
ω˜λ,2ji = θ j + ‖y ji‖2 + ∑d
(
E[e2jid]‖f jd‖2 + ∑d′ 1=d E[e jid]E[e jid′ ]f tjdf jd′
)
+E[a2jim]∑s,s′ E[xjisx jis′ ]Tr
(
E[τ jτ tj ]Ω
t
jsΩ js′
)
+ E[a ji]∑s,d E[e jid]E[xjis]f tjdΩ jsE[τ j]
−ytji
(
∑d E[e jid]f jd + E[a ji]∑s E[xjis]Ω jsE[τ j]
)
e jid ∼ Normal
(
ω˜e,1jid (ω˜
e,2
jid)
−1 , (ω˜e,2jid)
−1
)
ω˜e,2jid = (σ
e
jd)
−1 + E[λ ji]‖f jd‖2
ω˜e,1jid = µ
e
jd(σ
e
jd)
−1 + E[λ ji]f tjd
(
y ji − ∑d′ 1=d E[e jid′ ]f jd′ − E[a ji]∑s E[xjis]Ω jsE[τ j]
)
τ j ∼ Normal(Ξ−1j ω˜τj ,Ξ−1j )
Ξ j = Λ+ ∑i E[λ ji]∑s,s′ E[xjisx jis′ ]Ωtjs′Ω js
ω˜τj = Λτ¯ + ∑i,s E[λ ji]E[a ji]E[xjis]Ω
t
js
(
y ji − ∑d E[e jid]f jd
)
Table 6.2. Update rules for computing the posterior q over the unobserved variables.
ICA of (Beckmann and Smith, 2005). We use the data from the study described in
Section 5.2.1. To illustrate the method of this chapter and to have an even number
of subjects for the later robustness analysis, we remove subject number 10 from the
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analysis3 and use the remaining 10 subjects in the data set. Figure 5.6 presents the
stimuli used in this study.
! 6.2.1 Preprocessing and Implementation Details
The data was first motion corrected separately for the two sessions (Cox and Jesman-
owicz, 1999) and spatially smoothed with a Gaussian kernel of 3mm width. We then
registered the two sessions to the subject’s native anatomical space (Greve and Fischl,
2009). We used FMRIB’s Improved Linear Model (FILM) to prewhiten the acquired
fMRI time courses before applying the linear model (Woolrich et al., 2001). We created
a mask for the analysis in each subject using an omnibus F-test for any stimulus re-
gressors to significantly explain the variations in the measured fMRI time course. This
step essentially removed noisy voxels from the analysis and only retained areas that
are relevant for the experimental protocol at hand. Since the goal of the analysis is to
study high level functional specificity in the visual cortex, we further removed from
the mask the set of voxels within early visual areas. Furthermore, we included the
average time course of all voxels within early visual areas as a confound factor in the
design matrix of Equation (6.3).
Our method works directly on the temporally filtered time courses of all voxels
within the mask. We use α = 100,γ = 5, andωφ,1 = ωφ,2 = 1 for the nonparametric
prior. For the signal model, we use ν = 100, and set the remaining hyperparameters
using maximum likelihood estimates from the data. We run the algorithms 20 times
with random initializations and choose the solution that yields the lowest Gibbs free
energy function.
! 6.2.2 Evaluation and Comparison
We compare our results with those of the finite mixture model of (Lashkari et al.,
2010b) and group tensorial ICA (Beckmann and Smith, 2005).
When evaluating the finite mixture model, we apply the standard regression anal-
ysis to find regression coefficients for each stimulus at each voxel and use the resulting
vectors as input for clustering. Like the hierarchical Bayesian model, this method is
also initialized with 20 random set of parameters and the best solution in terms of
log-likelihood is chosen as the final result.
In Chapter 4, we provided an approach to quantifying and validating the group
consistency of each profile found based on the finite mixture model. We use this
method to provide an ordering of the resulting systems in terms of their consistency
scores. We define the consistency scores based on the correlation coefficients between
the group-wise profiles with the selectivity profiles found in each subject. We first
match group-wise profiles with the set of profiles found by the algorithm in each in-
dividual subject’s data separately. We employ the Hungarian algorithm (Kuhn, 1955)
3The conventional significance maps detect very few voxels in this subject for all three standard cate-
gory selectivity contrasts (see Appendix C).
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to find the matching between the two sets of profiles that maximizes the sum of edge
weights (correlation coefficients in this case)4. The consistency score for each system is
then defined as the average correlation coefficient between the corresponding group-
wise profile and its matched counterparts in different subjects. We choose K = 15 clus-
ters and select systems whose consistency scores are significant at threshold p = 10−3
based on the group-wise permutation test (see Section 4.3.2).
Group tensorial ICA requires spatial normalization of the functional data from dif-
ferent subjects to a common spatial template. We employ FMRIB’s nonlinear image
registration tool5(FNIRT) to register the structural image from each subject to the MNI
template (T1 image of MNI152). As an initialization for this registration, we use FM-
RIB’s linear image registration tool6 (FLIRT). We create a group mask for the ICA anal-
ysis defined as the union of the masks found for different subjects by the F-test proce-
dure above. We use the Melodic7 implementation of the group tensorial ICA provided
within the FSL package. Since the experiment includes a different number of runs for
each subject, we cannot directly apply the ICA algorithm to the time courses. Instead,
we use vectors of estimated regression coefficients for the 69 stimuli at each voxel as
the input to ICA.
As implemented in the Melodic package, the group tensorial ICA employs the au-
tomatic model selection algorithm of Minka (2001) to estimate the number of indepen-
dent components (Beckmann and Smith, 2004).
ICA provides one group spatial map for each estimated component across the en-
tire group. In contrast, our method yields subject-specific maps in each subject’s native
space. In order to summarize the maps found by our method in different subjects and
compare them with their ICA counterparts, we apply the same spatial normalization
described above to spatial maps of the discovered systems. We then average these
normalized maps across subjects to produce a group summary of the results.
As mentioned earlier, for the finite mixture model, we use the consistency scores to
order the systems. For the two other methods, we use similar measures that capture
the variability across subjects to provide an ordering of the profiles for their visualiza-
tion. In group tensorial ICA results, variable c jk expresses the contribution of compo-
nent k to the fMRI data in subject j. Similarly, variable E[njk] in our results denotes the
number of voxels in subject j assigned to system k. We define the consistency measure
for system (component) k as the standard deviation of values of E[njk] (or c jk) across
subjects when scaled to have unit average.
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Figure 6.3. System profiles of posterior probabilities of activation for each system to different stimuli.
The bar height correspond to the posterior probability of activation.
! 6.2.3 System Functional Profiles
Our exploratory method aims to yield a characterization of likely patterns of func-
tional specificity within the space spanned by the experimental protocol. The model
expresses these patterns as activation probability profiles of functional systems ex-
tracted from data. For system k, this profile is described by the vector of posterior
expected values E[φks] for different stimuli s. In the data from ten subjects, the method
4We use the open source matlab implementation of the Hungarian algorithm available at http://www.
mathworks.com/matlabcentral/fileexchange/11609.
5http://www.fmrib.ox.ac.uk/fsl/fnirt/index.html
6http://fsl.fmrib.ox.ac.uk/fsl/flirt/
7http://www.fmrib.ox.ac.uk/fsl/melodic/index.html
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Figure 6.4. Left: system selectivity profiles estimated by the finite mixture of functional systems (Lashkari
et al., 2010b). The bar height corresponds to the value of components of normalized selectivity profiles.
Right: profiles of independent components found by the group tensorial ICA (Beckmann and Smith,
2005). The bar height corresponds to the value of the independent components. Both sets of profiles are
defined in the space of the 69 stimuli.
finds 25 systems. Figure 6.3 presents the posterior activation probability profiles of
these 25 functional systems in the space of the 69 stimuli presented in the experiment.
We compare these profiles with the ones found by the finite mixture model and the
group tensorial ICA, presented in Figure 6.4. ICA yields ten components. The profiles
in Figure 6.3 and Figure 6.4 are presented in order of consistency. In the results from all
methods, there are some systems or components that mainly contribute to the results
of one or very few subjects and possibly reflect idiosyncratic characteristics of noise in
those subjects.
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Figure 6.5. Top: membership probability maps corresponding to systems 2, 9, and 12, selective respec-
tively for bodies (magenta), scenes (yellow), and faces (cyan) in one subject. Bottom: map represent-
ing significance values − log10 p for three contrasts bodies-objects (magenta), faces-objects (cyan), and
scenes-objects (yellow) in the same subject.
We observe qualitatively that the category structure is more salient in the results of
the model developed in this chapter. Most of our systems demonstrate similar prob-
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Figure 6.6. The distributions of significance values across voxels in systems 2, 9, and 12 for three different
contrasts. For each system and each contrast, the plots report the distribution for each subject separately.
The black circle indicates the mean significance value in the area; error bars correspond to 25th and 75th
percentiles. Systems 2, 9, and 12 contain voxels with high significance values for bodies, faces, and scenes
contrasts, respectively.
abilities of activation for images that belong to the same category. This structure is
present to a lesser extent in the results of the finite mixture model, and is much weaker
in the ICA results.
More specifically, we identify systems 2, 9, and 12 in Figure 6.3 as selective for cat-
egories of bodies, faces, and scenes, respectively (note that animals all have bodies).
Among the system profiles ranked as more consistent, these profiles stand out by the
sparsity in their activation probabilities. Figure 6.4 shows that similarly selective sys-
tems 1 (faces), 2 (bodies), 3 (bodies), and 5 (scenes) also appear in the results of the
finite mixture model. The ICA results include only one component that seems some-
what category selective (component 1, bodies). As discussed before, previous studies
have robustly localized areas such as EBA, FFA, and PPAwith selectivities for the three
categories above. Automatic detection of these profiles demonstrates the potential of
our approach to discover novel patterns of specificity in the data.
Inspecting the activation profiles in Figure 6.3, we find other interesting patterns.
For instance, the three non-face images with the highest probability of activating the
face selective system 9 (animals 2, 5 and 7) correspond to the three animals that have
large faces (Figure 5.6). Beyond the three known patterns of selectivity, we identify a
number of other notable systems in the results of Figure 6.3. For instance, system 1
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Figure 6.7. Left: the proportion of subjects with voxels in the body-selective system 2 at each location after
nonlinear normalization to the MNI template. Right: the group probability map of the body-selective
component 1 in the ICA results.
shows lower responses to cars, shoes, and tools compared to other stimuli. Since the
images representing these three categories in our experiment are generally smaller in
terms of pixel count, this system appears selective to lower level features (note that
the highest probability of activation among shoes corresponds to the largest shoe 2).
System 3 and system 8 seem less responsive to faces compared to all other stimuli. We
investigate the spatial properties of these systems in the next section.
! 6.2.4 Spatial Maps
For each system k in our results, vector {q(zji = k)}Vji=1 describes the posterior mem-
bership probability for all voxels in subject j. We can present these probabilities as a
spatial map for the system in the subject’s native space. Figure 6.5 (top) shows the
membership maps for systems 2 (bodies), 9 (faces), and 12 (scenes). For comparison,
Figure 6.5 (bottom) shows the significance maps found by applying the conventional
confirmatory t-test to the data from the same subject. These maps present uncorrected
significance values − log10(p) for each of the three standard contrasts bodies-objects,
faces-objects, and scenes-objects, thresholded at p = 10−4 as is common practice in
the field. While the significance maps appear to be generally spatially larger than the
systems identified by our method, close inspection reveals that the system member-
ship maps include the peak voxels for their corresponding contrasts. Figure 6.6 shows
the fact that voxels within our systemmembership maps are generally associated with
high significance values for the contrasts that correspond to their respective selectiv-
ity. The figure also clearly shows that there is considerable variability across subjects
in the distribution of significance values.
Since our spatial maps are defined in each subject’s native space, they yield a clear
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Figure 6.8. Group normalized maps for the face-selective system 9 (left), and the scene-selective system
12 (right).
picture of spatial variability of functionally specific areas. We can employ the normal-
ization procedure described in Section 6.2.1 to summarize these results across subjects.
Figure 6.7 compares the group-average of spatial maps for the body-selective system
2 with the group-level spatial map found by ICA. Although both maps cover the same
approximate anatomical areas, our group map illustrates the limited voxel-wise over-
lap among areas associated with body-selectivity across subjects. In other words, the
location of body-selective system 2 varies across subjects but generally remains at the
same approximate area.
Figure 6.8 presents average normalized spatial maps for two other selective sys-
tems 9 and 12. These maps clearly contain previously identified category selective ar-
eas, such as FFA, OFA, PPA, TOS, and RSC (Epstein et al., 2007; Kanwisher and Yovel,
2006). We also examine the spatial map for system 1, which we demonstrated to be
sensitive to low-level features. As Figure 6.9 (left) shows, this system resides mainly
in the early visual areas. Figure 6.9 (right) shows the spatial map for system 8, which
exhibits reduced activation to faces and shows a fairly consistent structure across sub-
jects. To the best of our knowledge, selectivity similar to that of system 8 has not been
reported in the literature so far.
! 6.2.5 Reproducibility Analysis
One of the fundamental challenges in fMRI analysis is the absence of ground truth
and the resulting difficulty in validation of results. In the previous two sections, we
demonstrated the agreement of the results of our method with the previous findings
on visual category selectivity. In this section, we validate our results based on their
reproducibility across subjects. We split ten subjects into two groups of five and apply
the analysis separately to each group. The method finds two sets of 17 and 23 systems
in the two groups. Figure 6.10 shows the system profiles in both groups of subjects
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Figure 6.9. Group normalized maps for system 1 (left), and system 8 (right) across all 10 subjects.
matched8 with the top 13 consistent profiles of Figure 6.3. Visual inspection of these
activation profiles attests to the generalization of our results from one group of subjects
to another. Figure 6.11 reports correlation coefficients for pairs of matched profiles
from the two sets of subjects for all three methods: our hierarchical Bayesian method,
the finite mixture-model, and the group tensorial ICA. This result suggests that, in
terms of robustness across subjects, our unified model is more consistent than group
tensorial ICA and is comparable to the finite mixture model. We note that due to the
close similarity in the assumptions of the hierarchical Bayesian model and the finite
mixture model, we do not expect a significant change in the robustness of the results
comparing the former to the latter.
! 6.3 Discussion
One of the crucial advantages of the model presented in this chapter over the finite
mixture model of Chapter 4 is the nonparametric aspect that allows the estimation of
the number of systems. As we saw in Section 5.1.2, system selectivity profiles found by
the finite mixture model appear to be qualitatively consistent and robust for different
number of systems K. Nevertheless, when it comes to selecting one set of selectivity
profiles and their corresponding maps as the final outcome, there is no clear way how
to choose one results over the other. For instance, while in the results presented in
Figure 6.4 (left) found with K = 15 there are 13 systems with significant consistency
across subjects at p = 10−3, a similar analysis in the case of K = 30 yields 27 systems.
On this data set, both basic model selection schemes such as BIC and computationally
intensive resampling methods such as that of Lange et al. (2004) yield monotonically
increasingmeasures for the goodness of the finitemixturemodel up to cluster numbers
8As before, we find the matching by solving a bipartite graph matching problem that maximizes the
correlation coefficients between matched profiles.
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Figure 6.10. System profiles of activation probabilities found by applying themethod to two independent
sets of 5 subjects. The profiles were first matched across two groups using the scheme described in the
text, and then matched with the system profiles found for the entire group (Figure 6.3).
of order several hundreds. In contradistinction, our nonparametric method automat-
ically finds the number of components within the range expected based on the prior
information. The estimates depend on the choice of HDP scale parameters α and γ.
The results provide optimal choices within the neighborhood of model sizes allowed
by these parameters. We discuss models that enable the estimation of the scale param-
eters elsewhere (Lashkari et al., 2010a).
Like the finite mixture model of Chapter 4, the proposed hierarchical Bayesian
model avoids making assumptions about the spatial organization of functional sys-
tems across subjects. This is in contrast to group tensorial ICA, which assumes that
independent components of interest are in voxel-wise correspondence across subjects.
Average spatial maps presented in the previous section clearly demonstrate the ex-
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Figure 6.11. The correlation of profiles matched between the results found on the two separate sets of
subjects for the three different techniques.
tent of spatial variability in functionally specific areas across subjects. This variability
violates the underlying ICA assumption that independent spatial components are in
perfect alignment across subjects after spatial normalization. Accordingly, ICA results
are sensitive to the specifics of spatial normalization. In our experience, changing the
parameters of registration algorithms can considerably alter the profiles of estimated
independent components.
As mentioned earlier, Makni et al. (2005) have also employed an activation model
similar to ours for expressing the relationship between fMRI activations and the mea-
sure BOLD signal. The most important distinction between the two models is that the
amplitude of activations in the model of Makni et al. (2005) is assumed to be constant
across all voxels. In contrast, we assume a voxel-specific response amplitude that al-
lows us to extract activation variables as a relative measure of response in each voxel
independent of the overall magnitude of the BOLD response.
A more subtle difference between the two models lies in the modeling of noise in
time courses. Makni et al. (2005) assume two types of noise. First, they include the
usual time course noise term # jit as in Equation (6.3). Moreover, they assume that the
regression coefficients bis are generated by Gaussian distribution whose mean is de-
termined by whether or not voxel i is activated by stimulus s, i.e., the value of the
activation variable xis. This model assumes a second level of noise characterized by
the uncertainty in the values of the regression coefficients conditioned on voxel ac-
tivations. Our model is more parsimonious in that it does not assume any further
uncertainty in brain responses conditioned on voxel activations and response ampli-
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tudes.
We emphasize the advantage of the activation profiles in our method over the clus-
ter selectivity profiles of the finite mixture modeling in terms of interpretability. The el-
ements of a system activation profile in our model represent the probabilities that dif-
ferent stimuli activate that system. Therefore, the brain response to stimulus s can be
summarized based on our results in terms of a vector of activations [ E[φ1s], · · · , E[φKs] ]t
that it induces over the set of all functional systems. Such a representation cannot be
made from the clustering profiles since the components of selectivity profiles do not
have clear interpretation in terms of activation probability or magnitude.
Chapter 7
Conclusions
THIS thesis contributes to the study of functional specificity in the brain by pro-viding a novel framework for design and analysis of fMRI studies. In our ex-
ploratory framework, the experimental design presents subjects with a broad range of
stimuli/tasks related to the domain under study. Our analysis scheme then uses the
resulting data to automatically search for patterns of selectivity to those experimen-
tal conditions that appear consistently across subjects. In Chapter 4, we presented a
basic analysis method that relies on a finite mixture model and an effective heuristic
for consistency analysis. In Chapter 6, we developed an improved method within the
same framework that uses nonparametric hierarchical Bayesian techniques for model-
ing data in the group.
We tested our framework using two different fMRI studies of visual object recog-
nition. Prior studies in this domain have characterized a number of regions along the
ventral visual pathway associated with selectivity for categories such as faces, bodies,
and scenes. In the first experiment, presented in Section 5.1, the blocked design in-
cluded 16 image sets from 8 categories of visual stimuli. On the resulting data from a
group of 6 subjects, our method discovered a number of patterns of category selectiv-
ity, the most consistent of which correspond to selectivity for faces, bodies, and scenes.
In the second study, presented in Section 5.2, the event-related design included 69 dis-
tinct images from 9 categories. Even within this expanded space that did not explicitly
encode the category structure, the most consistent selectivity profiles still agreed with
the prior findings in the literature. Among the results of the analysis on this data set,
both from the basic technique in Section 5.2 and the improved one in Section 6.2, we
further found novel selectivity profiles that have not been characterized before.
Crucially, our framework avoids incorporating any anatomical information into
the analysis. Brain locations are represented in the data only through their selectiv-
ity profiles. As a result, the method does not require establishing voxel-wise corre-
spondence across subjects, in contrast to previously demonstrated techniques such as
tensorial group ICA (Beckmann and Smith, 2005). There is in fact ample evidence for
considerable variability in the location of functionally specific areas (see Chapter 3).
Moreover, by ignoring spatial information our model in principle includes in its search
possible networks of scattered voxels with the same pattern of selectivity.
In our studies of visual category selectivity, the resulting consistent functional sys-
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tems all show contiguous spatial maps, despite the fact that our search does not con-
strain the systems spatially. On the one hand, this result is both surprising and reassur-
ing. It is surprising to learn that using a more parsimonious set of assumptions about
the brain function we can discover the same patterns of category selectivity known in
the literature. It is also reassuring to confirm previous findings that relied on strong
assumptions about contiguity and across-subject correspondence of category selective
regions. On the other hand, this finding points toward a new direction for incorpo-
rating spatial information into our fMRI models. The spatial maps of our functional
systems show considerable variability across subjects but are still located around the
same anatomical landmarks, much like the maps found by significance tests (see Sec-
tion 6.2 and Appendix C). This suggests a generalized fMRI model for functional sys-
tems that constrains activations to be in a parcel-wise, rather than voxel-wise, spatial
correspondence across subjects. We emphasize however that the degree of this corre-
spondence may strongly depend on the domain under study. Our conclusions derive
exclusively from the case of visual category selectivity.1
Although the evidence presented in this thesis focuses mainly on the visual pro-
cessing network, the analysis method is general and can be used in fMRI studies in
many different domains of high level perception or cognition. In application to any
new domain, we first design and perform an experiment that presents a wide variety
of suitable stimlui/tasks to a number of subjects. Then, we identify which brain ar-
eas are likely to contribute to final results and include them as input to the analysis.
Our method promises to discover consistent patterns of specificity in fMRI data from
studies designed in this fashion. To mention a number of such applications, our col-
laborators have applied or are planning to apply the method to studies of processing
of visual objects within the scene selective network, of nonverbal social perception in
the superior temporal sulcus (STS), of moral transgressions, and of continuous visual-
auditory perception (movies).
To design exploratory methods for fMRI analysis, this thesis relied on generative
models that encompass explicit probabilistic assumptions connecting observed data to
a number of latent random variables. One of the main advantages of this approach can
be seen in the transition from the basic model of Chapter 4 to the complex model of
Chapter 6. Arguably, alternative clustering algorithms may replace the finite mixture
model used in Chapter 4 and yield similar results. Nevertheless, the simple mixture
model setting provides the flexibility to augment the model with further latent vari-
ables to encode other known properties of the data. While such an improved model
takes more known facts about the data into account, it still contains the same mix-
ture modeling structure at its core. Consequently, in building a more accurate model
for group fMRI data going from Chapter 4 to Chapter 6, our main assumptions about
functional systems remain the same. The qualitative similarity in the results of the two
chapters clearly attests to this fact.
1For a promising approach to incorporating the spatial information across the group see (Xu et al.,
2009).
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In summary, this thesis has attempted to employ state-of-the-art probabilistic mod-
eling to better utilize group fMRI data for answering fundamental neuroscientific ques-
tions. The work provides a novel approach to the design and analysis of fMRI studies
of functional specificity. Based on the presented evidence, we hope that researchers in
different domains of neuroscience find the framework useful in their investigations of
the functional organization of the brain.
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Appendix A
Generative Models
This thesis chooses a generative modeling framework to design algorithms for the
analysis of fMRI data. We devise graphical models that express my assumptions about
the data as probabilistic relationships between a set of hidden (latent) variables and
the observed data. More specifically, fMRI time courses, or brain responses estimated
based on them, serve as the observed data and latent variables, for instance, corre-
spond to system memberships, i.e., groupings of brain areas that demonstrate distinct
patterns of functional specificity. Further assumptions about the data, such as voxel-
level characteristics of fMRI responses and inter-subject variability, are represented by
including additional hidden variables in the model. Broadly speaking, learning based
on suchmodels is achieved via inference on the set of hidden variables. Since the infer-
ence is inherently probabilistic, it allows us to represent the uncertainty in the learned
structures.
There are manymethodological advantages to using generative models in machine
learning and pattern recognition. We can devise the model in a way that any hidden
variable in the model explicitly represents a specific structure of interest in the data.
Graphical models offer a systematic way for expressing and visualizing these structures.
In this framework, it is straightforward to augment the model at any stage by adding
new latent variables. A well-studied toolbox of inference techniques makes learning
in resulting complex models possible (Koller and Friedman, 2009). In this thesis, l ex-
ploit the advantages of generative models through different stages of the work as we
gradually include more components in the model, each capturing a different property
of observed fMRI signals. Moreover, this approach accommodates different levels of
supervision in learning: we can unify supervised, semi-supervised, and unsupervised
learning within the same model by making different assumptions about the observ-
ability of the relevant latent variables.
! A.1 Maximum Likelihood, the EM, and the Variational EM Algorithms
Let us denote the set of the data we intend to model by y, and the set of all hid-
den variables by h. The structure of interest is encoded in the probabilistic relation-
ship between the data and the hidden variables expressed through a likelihood model
py|h(y|h; θ). This model is parametrized by a set of set of parameters θ. Assuming a
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prior distribution ph(h; θ) on the hidden variables completes the characterization of
the joint model and allows us to find the marginal distribution of the observed data
py(y; θ). The parameters sometimes act as unknown variables of interest that should
be estimated from the data as well. The maximum likelihood (ML) estimator of the
parameters:
θ∗ = argmax
θ
log py(y; θ) = argmax
θ
log
∫
h
py|h(y|h; θ)ph(h; θ) (A.1)
is commonly used. Employing the Expectation-Maximization (EM) algorithm (Demp-
ster et al., 1977), we define a distribution qh on h that approximates ph|y through min-
imization of the Gibbs free energy:
F [qh, θ] = Eqh log qh(h)− Eqh log py,h(y,h; θ), (A.2)
= KL
[
qh(·)‖ph|y(·|y)
]
− log py(y; θ), (A.3)
where Ep denotes the expectation operator under the distribution p and KL[q‖p] de-
notes the KL-divergence between distributions q and p. The first term in (A.3) is
nonnegative; therefore, F yields an upper bound to the negative log-likelihood ex-
pression of Equation (A.1). We can solve the minimization problem by, first, letting
qh(·) = ph|y(·|y) which makes the KL-divergence term vanish (E-step). Then, we
minimize the second expression on the right hand side of Equation (A.2) with respect
to θ (M-step). We iteratively repeat the two steps until the guaranteed convergence to
a local maximum of problem (A.1).
When the structure of the model is more complex, computing of the posterior dis-
tribution ph|y(h|y) requires some approximations. The variational Bayes approxima-
tion (Jordan et al., 1999) solves this problem by adding constrains to the space of qh and
minimizing the Gibbs free energy F . More specifically, we can constrain the problem
to the set of distributions on the hidden variables where each variable is independent
of the others. Variational approximations are usually much faster than the stochastic
alternatives for large problems.
! A.2 Bayesian Methods
In the context of Bayesian probabilistic modeling, any unknown variable is considered
random, with the prior distribution encoding our initial uncertainty about the value of
this variable. Making inference on these variables corresponds to computing the pos-
terior distribution over the hidden variables conditioned on the observed data. The
above ML estimates for the parameters could be understood, in this setup, as atomic
approximations for the posterior distribution on these variables where the prior is as-
sumed to be uniform. Apart from the philosophical debates about Bayesian approach
(Bernardo and Smith, 1994), it has an important advantage in allowing joint model
selection and learning through nonparametric Bayesian techniques such as Dirichlet
Processes (Antoniak, 1974; Rasmussen, 2000; Teh et al., 2006).
Appendix B
Derivations for Chapter 4
! B.1 Derivations of the Update Rules
We letΘ = {{wk,mk}Kk=1,ζ} be the full set of parameters and derive the EM algorithm
for maximizing the log-likelihood function
L(Θ) =
V
∑
i
log p(xi;Θ) (B.1)
for amixturemodel p(x;Θ) = ∑Kk=1 wk f (x;mk,ζ). The EM algorithm (Dempster et al.,
1977) assumes a hidden random variable zi that represents the assignment of each data
point to its corresponding component in the model. This suggests a model in the joint
space of observed and hidden variables:
p(xi, zi = k;Θ) = wk f (xi;mk,ζ), (B.2)
where k ∈ {1, · · · ,K}, and the likelihood of observed data is simply
p(xi;Θ) =
K
∑
k=1
p(xi, k;Θ). (B.3)
.
With a given set of parameters Θ(t) in step t, the E-step involves computing the
posterior distribution of the hidden variable given the observed data. Since the data
for each voxel is assumed to be an i.i.d. sample from the joint distribution (B.2), the
posterior distribution for the assignment of all voxels can also be factored into terms
for each voxel:
p(t)(k|xi) " p(zi = k|xi;Θ(t)) = p(zi = k,xi;Θ
(t))
p(xi;Θ(t))
=
w(t)k f (xi;m
(t)
k ,ζ
(t))
∑Kk′=1 w
(t)
k′ f (xi;m
(t)
k′ ,ζ
(t))
=
w(t)k e
ζ(t)〈xi ,m(t)k 〉
∑Kk′=1 w
(t)
k′ e
ζ(t)〈xi ,m(t)k′ 〉
. (B.4)
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Using this distribution, we can express the target function of the M-step:
L˜(Θ;Θ(t)) =
V
∑
i=1
Ek|xi ;Θ(t) [log p(xi, zi = k;Θ)]
=
V
∑
i=1
K
∑
k=1
p(t)(k|xi) log p(xi, zi = k;Θ)
=
V
∑
i=1
K
∑
k=1
p(t)(k|xi) log [wk f (xi;mk,ζ) ]
=
V
∑
i=1
K
∑
k=1
p(t)(k|xi) [ logwk + logCS(ζ) +ζ〈mk,xi〉 ] . (B.5)
Taking the derivative of this function along with the appropriate Lagrange multipliers
yields the update rules for the model parameters in iteration (t+ 1). For the cluster
centersmk, we have
0 =
∂
∂mk
[ V
∑
i=1
K
∑
k′=1
p(t)(k′|xi)〈mk′ ,xi〉 −
K
∑
k′=1
γk′
(
〈mk′ ,mk′ 〉 − 1
)]
=
V
∑
i=1
xi p(t)(k|xi)− 2γkmk, (B.6)
which implies the update rulem(t+1)k =
1
2γk ∑
V
i=1 xi p(t)(k|xi). The Lagrange multiplier
ensures thatmk is a unit vector, i.e.,
γk =
1
2
‖
V
∑
i=1
xi p(t)(k|xi)‖.
Similarly, we find the concentration parameter ζ :
0 =
1
V
∂
∂ζ
[
V logCS(ζ) +ζ
V
∑
i=1
K
∑
k=1
p(t)(k|xi)〈mk,xi〉
]
,
=
∂
∂ζ
[
( S2 − 1) logζ − log IS/2−1(ζ) +
ζ
V
Γ (t+1)
]
,
=
S/2− 1
ζ
−
I′S/2−1(ζ)
IS/2−1(ζ)
+
Γ (t+1)
V
,
= − IS/2(ζ)
IS/2−1(ζ)
+
Γ (t+1)
V
, (B.7)
where we have substituted m(t+1)k in the first line, used the definition of Equation
(4.10) in the second line, and the last equality follows from the properties of the mod-
ified Bessel functions. It follows then that AS(ζ(t+1)) = Γ (t+1). Finally, for the cluster
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weights qk, adding the Lagrange multiplier to guarantee that the weights sum to 1, we
find
0 =
∂
∂wk
[ V
∑
i=1
K
∑
k′=1
p(t)(k′|xi) logwk′ −ζ
( K
∑
k′=1
wk′ − 1
)]
=
1
wk
V
∑
i=1
p(t)(k|xi)−ζ , (B.8)
which togetherwith the normalization condition results in the updatew(t+1)k =
1
V ∑
V
i=1 p(t)(k|xi).
! B.2 Estimation of Concentration Parameter
In order to update the concentration parameter in the M-step using (4.9), we need to
solve for ζ in the equation
AS(ζ) =
IS/2+1(ζ)
IS/2(ζ)
= Γ . (B.9)
Figure B.1 shows the plot of function AS(·) for several values of S. This function is
smooth and monotonically increasing, taking values in the interval [0, 1). An approx-
imate solution to (B.9) has been suggested in (Banerjee et al., 2006) but the proposed
expression does not yield accurate values in our range of interest for S. Therefore, we
derive a different approximation using the inequality
x
γ + 12 +
√
x2 + (γ + 32 )2
≤ Iγ+1(x)
Iγ(x)
≤ x
γ + 12 +
√
x2 + (γ + 12 )2
(B.10)
proved in (Amos, 1974). Defining u = S−12ζ , it follows from Equation (B.9) and Inequal-
ity (B.10) that
1
u+
√
1+ (1+ 2S−1 )2u2
≤ Γ ≤ 1
u+
√
1+ u2
. (B.11)
Due to continuity of
(
u+
√
1+α2u2
)−1
as a function ofα ≥ 1, this expression equals
Γ for at least one value in the interval 1 ≤ α ≤ 1+ 2S−1 . For this value ofα, we have
(α2 − 1)u2 + 2Γ u− ( 1Γ 2 − 1) = 0 =⇒ u =
√
1+(α2−1)(1−Γ 2)−1
(α2−1)Γ . (B.12)
The expression for u is a monotonically decreasing function ofα2 − 1 where 0 < α2 −
1 ≤ 4S(S−1)2 ; therefore, we find
(S−1)2
4SΓ
(√
1+ 4S(1−Γ
2)
(S−1)2 − 1
)
≤ u ≤ 1−Γ 22Γ . (B.13)
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Figure B.1. Plot of function AS(·) for different values of S.
Now, using the inequality
√
1+ x ≥ 1 + 12x − 18x2, we find a simpler expression for
the lower bound
1−Γ 2
2Γ
(
1− S(1−Γ 2)(S−1)2
)
≤ u ≤ 1−Γ 22Γ . (B.14)
Finally, the parameter can be bounded by
(S−1)Γ
1−Γ 2 ≤ ζ ≤ (S−1)Γ1−Γ 2
(
1− S(1−Γ 2)(S−1)2
)−1
. (B.15)
Because of the monotonicity of AS(·), starting from the average of the two bounds
and taking a few Newton steps towards zero of equation (B.9), we easily reach a good
solution. However, when Γ is too close to 1 and, hence, ζ is large, evaluation of the
function AS(·) becomes challenging due to the exponential behavior of the Bessel func-
tions. In this case, when Γ is large enough such that S(1−Γ
2)
(S−1)2 3 1 holds, we can approx-
imate the second term in the upper bound of (B.15) as
(
1+ S(1−Γ
2)
(S−1)2
)
, reaching the final
approximation
ζ ≈ (S−1)Γ1−Γ 2 + SΓ2(S−1) . (B.16)
Appendix C
Spatial Maps for the Event-Related
Experiment in Chapter 5
In this chapter of the appendix, we present the maps of the discovered functional
systems, along with the significance maps for three different contrast bodies-objects,
faces-objects, and scenes-objects for all 11 subjects in the study.
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Figure C.1. Map of discovered systems for subject 1.
Figure C.2. Significance map for bodies–objects contrast for subject 1.
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Figure C.3. Significance map for faces–objects contrast for subject 1.
Figure C.4. Significance map for scenes–objects contrast for subject 1.
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Figure C.5. Map of discovered systems for subject 2.
Figure C.6. Significance map for bodies–objects contrast for subject 2.
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Figure C.7. Significance map for faces–objects contrast for subject 2.
Figure C.8. Significance map for scenes–objects contrast for subject 2.
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Figure C.9. Map of discovered systems for subject 3.
Figure C.10. Significance map for bodies–objects contrast for subject 3.
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Figure C.11. Significance map for faces–objects contrast for subject 3.
Figure C.12. Significance map for scenes–objects contrast for subject 3.
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Figure C.13. Map of discovered systems for subject 4.
Figure C.14. Significance map for bodies–objects contrast for subject 4.
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Figure C.15. Significance map for faces–objects contrast for subject 4.
Figure C.16. Significance map for scenes–objects contrast for subject 4.
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Figure C.17. Map of discovered systems for subject 5.
Figure C.18. Significance map for bodies–objects contrast for subject 5.
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Figure C.19. Significance map for faces–objects contrast for subject 5.
Figure C.20. Significance map for scenes–objects contrast for subject 5.
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Figure C.21. Map of discovered systems for subject 6.
Figure C.22. Significance map for bodies–objects contrast for subject 6.
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Figure C.23. Significance map for faces–objects contrast for subject 6.
Figure C.24. Significance map for scenes–objects contrast for subject 6.
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Figure C.25. Map of discovered systems for subject 7.
Figure C.26. Significance map for bodies–objects contrast for subject 7.
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Figure C.27. Significance map for faces–objects contrast for subject 7.
Figure C.28. Significance map for scenes–objects contrast for subject 7.
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Figure C.29. Map of discovered systems for subject 9.
Figure C.30. Significance map for bodies–objects contrast for subject 9.
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Figure C.31. Significance map for faces–objects contrast for subject 9.
Figure C.32. Significance map for scenes–objects contrast for subject 9.
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Figure C.33. Map of discovered systems for subject 10.
Figure C.34. Significance map for bodies–objects contrast for subject 10.
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Figure C.35. Significance map for faces–objects contrast for subject 10.
Figure C.36. Significance map for scenes–objects contrast for subject 10.
138 APPENDIX C. SPATIAL MAPS FOR THE EVENT-RELATED EXPERIMENT IN CHAPTER 5
Figure C.37. Map of discovered systems for subject 11.
Figure C.38. Significance map for bodies–objects contrast for subject 11.
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Figure C.39. Significance map for faces–objects contrast for subject 11.
Figure C.40. Significance map for scenes–objects contrast for subject 11.
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Figure C.41. Map of discovered systems for subject 13.
Figure C.42. Significance map for bodies–objects contrast for subject 13.
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Figure C.43. Significance map for faces–objects contrast for subject 13.
Figure C.44. Significance map for scenes–objects contrast for subject 13.
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Appendix D
Derivations for Chapter 6
In this section, we derive the Gibbs free energy cost function for variational inference
and derive the update rules for inference using the variational approximation.
! D.1 Joint Probability Distribution
Based on the generative model described in Section 6.1, we form the full joint distri-
bution of all the observed and unobserved variables. For each variable, we use ω· to
denote the natural parameters of the distribution for that variable. For example, the
variable e jid is associated with natural parametersωe,1jd andω
e,2
jd .
! D.1.1 fMRI model
Given the fMRI model parameters, we can write the likelihood of the observed data y:
p(y|x,a,λ, e, τ ) =∏
j,i
√
λ
Tj
ji
2pi
exp
{
−λ ji
2
‖y ji −∑
d
e jidfd − aji∑
s
x jisΩ jsτ j‖2
}
. (D.1)
We now express the priors on the parameters of the likelihood model defined in Sec-
tion 6.1.1 in the new notation. Specifically, for the nuisance parameters e, we have
p(e jid) = Normal(µejd,σ
e
jd) (D.2)
∝ exp
{
− 12 (ωe,2jd )e2jid + 12 (ωe,1jd )e jid
}
, (D.3)
whereωe,2jd = (σ
e
jd)
−1 andωe,1jd = µ
e
d(σ
e
jd)
−1.
With our definition of the Gamma distribution in Equation (6.11), the natural pa-
rameters for the noise precision variables λ areωλ,1jm = κ jm andω
λ,2
jm = θ jm.
The distribution over the activation heights a is given by
p(ajim) = Normal+(µajm,σ
a
jm) (D.4)
∝ exp
{
− 12 (ωa,2jm)a2jim + 12 (ωa,1jm)ajim
}
, ajim ≥ 0 (D.5)
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We haveωa,2jm = (σ
a
jm)
−1 andωa,1jm = µ
a
jm
(
σ ajm
)−1
.
The distribution Normal+(η,ρ−1) is a member of an exponential family of distri-
butions and has the following properties:
p(a) =
√
2λ
pi
[
1+ erf
(√
ρ
2η
)]−1
e−ρ(a−η)2/2, (D.6)
E[a] = η+
√
2
piλ
[
1+ erf
(√
ρ
2η
)]−1
e−ρη2/2, (D.7)
E[a2] = η2 + ρ−1 + η
√
2
piλ
[
1+ erf
(√
ρ
2η
)]−1
e−ρη2/2. (D.8)
! D.1.2 Nonparametric Hierarchical Joint Model for Group fMRI Data
The voxel activation variables xjis are binary, with prior probability φks given accord-
ing to cluster memberships. Since φ ∼ Beta(ωφ,1,ωφ,2), the joint density of x and φ
conditioned on the cluster memberships z is defined as follows:
p(x,φ|z) = ∏
j,k,s
[
Γ(ωφ,1 +ωφ,2)
Γ(ωφ,1)Γ(ωφ,2)
φ
ωφ,1−1+∑i,s x jisδ(z ji ,k)
ks
× (1−φks)ωφ,2−1+∑i,s(1−xjis)δ(z ji ,k)
]
.
We assume a hierarchical Dirichlet process prior over the functional unit memberships,
with subject-level weights β. We use a collapsed variational inference scheme (Teh
et al., 2008), and therefore marginalize over these weights:
p(z|pi,α) =
∫
β
p(z|β)p(β|pi,α), (D.9)
=
J
∏
j=1
[
Γ(α)
Γ(α+Nj)
K
∏
k=1
Γ(αpik+njk)
Γ(αpik)
]
, (D.10)
where K is the number of non-empty functional units in the configuration and njk =
∑
Nj
i=1 δ(zji, k). To provide conjugacy with the Dirichlet prior for the group-level func-
tional unit weights pi, we prefer the terms in Equation (D.10) that include weights to
appear as powers of pik . However, the current form of the conditional distribution
makes the computation of the posterior over pi hard. To overcome this challenge, we
note that for 0 ≤ r ≤ n, we have ∑nr=0 [nr ]ϑr = Γ(ϑ+ n)/Γ(ϑ), where [nr ] are unsigned Stir-
ling numbers of the first kind (Antoniak, 1974). The collapsed variational approach
uses this fact and the properties of the Beta distribution to add an auxiliary variable
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r = {r ji} to the model:
p(z, r, | pi,α) ∝
J
∏
j=1
K
∏
k=1
[njkr jk ] (αpik)
r jk , (D.11)
where r jk ∈ {0, 1, · · · , nji}. If we marginalize the distribution (D.11) over the auxiliary
variable, we obtain the expression in (D.10).
! D.2 Minimization of the Gibbs Free Energy
Let h = {x, z, r,φ,pi, v,α,γ,a, e, τ ,λ} denote the set of all unobserved variables.
In the framework of variational inference, we approximate the posterior distribution
p(h|y) of the hidden variables h given the observed y by a distribution q(h). The ap-
proximation is performed through minimization of the Gibbs free energy function in
Equation (6.18) with an approximate posterior distribution q(h) of the form in Equa-
tion (6.19). We derive a coordinate descent method where in each step we minimize
the function with respect to one of the components of q(·), keeping the rest constant.
! D.2.1 Auxiliary variables
Assuming that all the other components of the distribution q are constant, we obtain:
F [q(r | z)] = Ez
[
∑
r
q(r|z)
(
log q(r|z)+
−∑
j,k
{
log [njkr jk ] + r jk E[log(αpik)]
})]
+ const. (D.12)
The optimal posterior distribution on the auxiliary variables takes the form
q∗(r|z) =∏
j
∏
k
q(r jk|z). (D.13)
Under q∗, we have for the auxiliary variable r:
q(r jk|z) = Γ(ω˜
r
jk)
Γ(ω˜rjk+njk)
[njkr jk ](ω˜
r
jk)
r jk . (D.14)
This distribution corresponds to the probability mass function for a random variable
that describes the number of tables that njk customers occupy in a Chinese Restaurant
Process with parameter ω˜rjk (Antoniak, 1974). The optimal value of the parameter ω˜
r
jk
is given by
log ω˜rjk = E[log(αpik)] (D.15)
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= logα + E[log vk] + ∑k′<kE[log(1− vk′)].
As a distribution parameterized by log ω˜rjk, Equation (D.14) defines a member of an
exponential family of distributions. The expected value of the auxiliary variable r jk is
therefore:
E[r jk|z] = ∂∂ log ω˜rjk log
Γ(ω˜rjk+njk)
Γ(ω˜rjk)
(D.16)
= ω˜rjkΨ(ω˜
r
jk + njk)− ω˜rjkΨ(ω˜rjk), (D.17)
where Ψ(ω) = ∂∂ω log Γ(ω). This expression is helpful when updating the other com-
ponents of the distribution. Accordingly, we obtain expectation:
E[r jk] = Ez[Er[r jk|z]] = ω˜rjkEz[Ψ(ω˜rjk + njk)− Ψ(ω˜rjk)]. (D.18)
Under q(z), each variable njk is the sum of Nj independent Bernoulli random vari-
ables δ(zji, k) for 1 ≤ i ≤ Nj with the probability of success q(zji = k). Therefore, as
suggested in (Teh et al., 2008), we can use the Central Limit Theorem and approximate
this term using a Gaussian distribution for njk > 0. Due to the independence of these
Bernoulli variables, we have
Pr(njk > 0) = 1−
Nj
∏
i=1
(
1− q(zji = k)
)
, (D.19)
E[njk] = E[njk|njk > 0] Pr(njk > 0), (D.20)
E[n2jk] = E[n
2
jk|njk > 0] Pr(njk > 0), (D.21)
whichwe can use to easily compute E+[njk] = E[njk|njk > 0] andV+[njk] = V[njk|njk >
0]. We then calculate E[r jk] using Equation (D.18) by noting that
Ez[Ψ(ω˜rjk + njk)− Ψ(ω˜rjk)] ≈
Pr(njk > 0)
[
Ψ(ω˜rjk + E
+[njk])− Ψ(ω˜rjk) + V
+[njk ]
2 Ψ
′′(ω˜rjk + E
+[njk])
]
. (D.22)
Lastly, based on the auxiliary variable r, we find that the optimal posterior distribu-
tion of the system weight stick-breaking parameters is given by vk ∼ Beta(ω˜v,1k , ω˜v,2k ),
with parameters:
ω˜v,1k = 1+∑
j
E[r jk] (D.23)
ω˜v,2k = γ + ∑
j,k′>k
E[r jk′ ] (D.24)
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! D.2.2 System memberships
The optimal posterior over the auxiliary variables defined in Equation (D.13) implies:
E[log q∗(r|z)− log p(z, r | pi ,α)] =∑
j
(
log Γ(α + Nj)− log Γ(α)
)
+∑
jk
Ez
[
log Γ(ω˜rjk)− log Γ(ω˜rjk + njk)
]
.
(D.25)
The Gibbs free energy as a function of the posterior distribution of a single member-
ship variable q(zji) becomes
F [q(zji)] =∑
k
q(zji = k) log q(zji = k)−∑
k
Ez
[
log Γ(ω˜rjk + njk)
]
−∑
k
q(zji = k)∑
s
[
q(xjis = 1)E[logφks] + q(xjis = 0)E[log(1−φks)]
]
+ const.
(D.26)
We can simplify the second term on the right hand side of Equation (D.26) as:
Ez
[
log Γ(ω˜r ji + njk)
]
= Ez
[
δ(zji, k) log(ω˜rjk + n
¬ ji
jk ) + log Γ(ω˜
r
jk + n
¬ ji
jk )
]
, (D.27)
= q(zji = k)Ez¬ ji [log(ω˜
r
jk + n
¬ ji
jk )] + Ez¬ ji [log Γ(ω˜
r
jk + n
¬ ji
jk )],
(D.28)
where n¬ jijk and z
¬ ji indicate the exclusion of voxel i in subject j and only the first term
is a function of q(zji). Minimizing Equation (D.26) yields the following update for
membership variables:
q(zji = k) ∝ exp
{
Ez¬ ji [log(ω˜
r
jk + n
¬ ji
jk )]
+∑
s
(
q(xjis = 1)E[logφk,l ] + q(xjis = 0)E[log(1−φk,s)]
)}
,
In order to compute the first term on the right hand side, as with the Equation (D.22),
we use a Gaussian approximation for the distribution of njk:
Ez¬ ji [log(ω˜
r
jk + n
¬ ji
jk )] ≈ log(ω˜rjk + E[n¬ jijk ])−
V[n¬ jijk ]
2(ω˜rjk+E[n
¬ ji
jk ])2
. (D.29)
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! D.2.3 Voxel activation variables
We form the Gibbs free energy as a function only of the posterior distribution of voxel
activation variables x. For notational convenience, we defineψ jis = ∑k E[log(φks)]q(zji =
k) and ψ¯ jis = ∑k,l E[log(1−φks)]q(zji = k) and obtain
F [q(x)] =∑
x
q(x)
{
log q(x)−∑
jis
[
(1− xjis)ψ¯ jis
+ xjis
(
ψ jis + E[λ ji]
[
E[aji]E[τ j]tΩtjs
(
y ji −∑
d
E[e jid]f jd
)
− 12E[a2ji]
(
E[τ tjΩ
t
jsΩ jsτ j] + 2 ∑
s′ 1=s
E[xjis′ ]E[τ tjΩ
t
jsΩ js′τ j]
))]}
+ const. (D.30)
Minimization of this function with respect to q(x) = ∏ j,i,s q(xjis) yields the update
rule:
q(xjis = 1) ∝ exp
{
ψ jis + E[λ ji]
[
E[aji]E[τ j]tΩtjs
(
y ji −∑
d
E[e jid]f jd
)
− 12E[a2ji] Tr
(
E[τ jτ tj ]
(
ΩtjsΩ js + 2 ∑
s′ 1=s
E[xjis′ ]ΩtjsΩ js′
))]}
(D.31)
q(xjis = 0) ∝ exp
{
ψ¯ jis
}
, (D.32)
where Tr(·) is the trace operator.
! D.2.4 fMRI model variables
We collect the free energy terms corresponding to the nuisance variables e:
F [q(e)] =
∫
e
q(e)
(
log q(e) + 12 e
2
jidω
e,2
jd − 12 e jidωe,1jd + ∑
j,i,d
E[λ ji]
2
[
e2jid‖f jd‖2
− e jihf tjd
(
y ji − ∑
d′ 1=d
E[e jid′ ]f jd′ − E[aji]∑
s
E[xjis]Ω jsE[τ j]
)])
+ const. (D.33)
Recall that we assume a factored form for q(e) = ∏ j,i,d q(e jid). Minimizingwith respect
to this distribution yields q(e jid) ∝ exp
{
− 12ω˜e,2jide2jid + 12ω˜e,1jide jid
}
, with the parameters
ω˜e,1jid and ω˜
e,2
jid given in the Table 6.2.
For the activation heights a, we find
F [q(a)] =
∫
a
q(a)
(
log q(a) + 12 a
2
jiω
a,2
j − 12 ajiωa,1j
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+∑
j,i
E[λ ji]
2
[
a2ji∑
s,s′
E[xjisx jis′ ]E[τ tjΩ
t
jsΩ js′τ j]
− aji∑
s
E[xjis]E[τ j]tΩtjs
(
y ji −∑
d
E[e jid]f jd
)])
+ const. (D.34)
Assuming a factored form, minimization yields q(aji) ∝ exp
{
− 12 a2jiω˜a,2ji + 12 ajiω˜a,1ji
}
, a ≥
0, with parameters ω˜a,1ji and ω˜
a,2
ji given in Table 6.2.
The terms relating to the noise precisions λ are computed as:
F [q(λ)] =
∫
λ
q(λ)
{
log q(λ)−∑
j,i
(
log(λ ji)(ωλ,1j − 1) + λ jiωλ,2j
− Tj2 log(λ ji) +
λ ji
2
[
‖y ji‖2 + E[a2ji]∑
s,s′
E[xjisx jis′ ]E[τ tjΩ
t
jsΩ js′τ j]
+∑
d
(
E[e2jid]‖f jd‖2 + ∑
d′ 1=d
E[e jid]E[e jid′ ]f tjdf jd′
)
− ytji
(
∑
d
E[e jid]f jd + E[aji]∑
s
E[xjis]Ω jsE[τ j]
)
+ E[aji]∑
s,d
E[e jid]E[xjis]f tjdΩ jsE[τ j]
])}
+ const. (D.35)
Minimizationwith respect to q(λ ji) yields q(λ ji) ∝ exp
{
log(λ ji)(ω˜λ,1ji − 1)− λ jiω˜λ,2ji
}
,
where the parameters ω˜λ,1ji and ω˜
λ,2
ji are given in Table 6.2. Finally, we can write the
term involving the HRF as:
F [q(τ )] =
∫
h
q(τ )
(
log q(τ ) +∑
j
[
1
2τ
t
jΛτ j +∑
i
E[λ ji]∑
s,s′
E[xjisx jis′ ]τ tjΩ
t
js′Ω jsτ j
− τ tjΛτ¯ −∑
i,s
E[λ ji]E[aji]E[xjis]τ tjΩ
t
js
(
y ji −∑
d
E[e jid]f jd
)]
+ const. (D.36)
Assuming an approximate factored posterior distribution q(τ ) = ∏ j q(τ j) and mini-
mizing the above cost function shows that the posterior for each HRF is of the form
q(τ j) ∝ exp
{
− 12τ tjΩ jτ j + 12τ tj ω˜hj
}
with parameters ω˜hj andΩ presented in Table 6.2.
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! D.2.5 System Activation Probabilities
For the system activation profiles, we find
F [q(φks)] =
∫
v
q(φks)
(
log q(φks)−∑
k
[{
ωφ,1 +∑
j,i,s
q(zji = k)q(xjis = 1)
}
logφks+
{
ωφ,2 +∑
j,i,s
q(zji = k)
}
log(1−φks)
] )
+ const. (D.37)
The minimum is achieved forφks ∼ Beta(ω˜φ,1ks , ω˜φ,2ks ), with the following parameters:
ω˜φ,1ks =ω
φ,1 +∑
j,i,s
q(zji = k)q(xjis = 1) (D.38)
ω˜φ,2ks =ω
φ,2 +∑
j,i,s
q(zji = k)q(xjis = 0) (D.39)
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