Abstract. In this article we propose a method to easily generate infinite multi-index positive definite self-adjoint matrices as well as Riesz bases in suitable subspaces of L 2 (R d ). The method is then applied to obtain some classes of multi-index Toeplitz matrices which are bounded and strictly positive on 2 (Z d ). The condition number of some of these matrices is also computed.
Introduction.
Matrices with special properties are important tools for testing numerical algorithms and software, while Riesz bases in different Hilbert spaces are important for solving many problems in approximation theory. However, whereas there are several methods for generating extensive classes of finite test matrices (see, e.g., [16, 11] ), we are not aware of methods for generating multi-index test matrices. Similarly, whereas there are methods for generating Riesz bases in subspaces of L 2 (R) and L 2 (R + ) [13, 18] , we are not aware of general methods for generating Riesz bases in subspaces of L 2 (R d ) for d ≥ 2, except for grids of sampling points with, apart from a positive constant factor, only integer coordinates [20, 2] . We note that there is an increasing interest in this topic both from the theoretical and the applicational points of view. Classes of multi-index positive definite test matrices could be used, in particular, to compare the effectiveness of preconditioning techniques in solving linear systems by the conjugate gradient method [22, 9, 23, 24] .
In a recent joint paper [18] with Nashed on the sampling expansions of functions defined on the real line which belong to unitarily translation invariant reproducing kernel Hilbert spaces H φ , we have developed a method to generate both infinite positive self-adjoint matrices and Riesz bases in suitable subspaces of H φ . More precisely, starting from a real function φ ∈ L 1 (R) ∩ L 2 (R) whose Fourier transformφ defined byφ(ω) = (2π) 
Assuming in addition that φ(·)(1 + (·)
2 ) γ ∈ L 2 (R) for some γ > 1, and taking a sequence of sampling points {t j } ∞ j=−∞ such that |t i − t j | ≥ ε > 0 for i = j, it has been proved that for all f in a suitable closed subspace X φ of H φ we have the following results:
(a) The Gram matrix
is bounded and strictly positive self-adjoint on 2 (Z). (b) The sequence {k φ (·, t j )} ∞ j=−∞ is a Riesz basis in X φ .
(c) The sampling expansion
is valid for every f ∈ X φ . Note that κ φ (0) = φ 2 2 . Though the closure X φ of the linear span of the functions {k φ (·, t j )} ∞ j=−∞ has not been explicitly specified, in [18] various examples have been worked out in detail.
In [18] the main emphasis of the research has been on the development of sampling expansions in unitarily translation invariant reproducing kernel Hilbert spaces. Although in the present article we have generalized the main results in [18] on sampling expansions for functions on the line to sampling expansions for functions on R d , the present authors are primarily interested in the multi-index Toeplitz matrices arising as Gram matrices of the Riesz bases involved in the case of equidistant sampling points. These matrices are presently being used as test matrices in the development of numerical methods for solving multi-index Toeplitz systems. We are, in particular, interested in comparing the effectiveness of recent preconditioning techniques in solving linear systems by the conjugate gradient method with the most commonly used preconditioning techniques. We are also interested in solving large multi-index Toeplitz systems by using the solution of the corresponding infinite Toeplitz system. For these reasons the present paper contains many explicit examples whose entries have Gaussian, exponential, or algebraic decay away from the diagonal, including the condition numbers of some of the Toeplitz matrices generated.
The outline of the paper is as follows. In section 2 we compile some useful definitions and results involving Gram matrices, Riesz bases, and frame inequalities. In section 3 we illustrate the method proposed for generating positive definite multiindex Toeplitz matrices. In section 4 we present various examples of strictly positive self-adjoint multi-index Toeplitz matrices. Finally, in Appendix A we present a duplication formula for Bessel polynomials that has been used to generate a specific class of multi-index Toeplitz matrices, while in Appendix B we compute the condition numbers of some of the Toeplitz matrices introduced.
Throughout this article, | · | will stand for the Euclidean vector norm or the absolute value of a real or complex number.
These inequalities are called the frame inequalities. The frame is called an exact frame if the removal of any vector from the frame causes it not to be a frame anymore. Given a frame, the linear operator T defined by T f = n∈J f, f n H f n is a bounded linear operator on H. Further, if {f n } n∈J is an exact frame, for every f ∈ H there exists a unique sequence {a n } n∈J such that f = n∈J a n f n , where n∈J |a n | 2 < ∞. A well-known result [10, 26] 1. There exist positive constants C 1 , C 2 such that 2 (J). Recall that by a reproducing kernel Hilbert space of functions supported on a set S we mean a (complex) Hilbert space of functions on S, where all of the evaluation functionals ξ t (f ) = f (t), for f ∈ H and each fixed t ∈ S, are continuous [3, 5, 17] . Then, by the Riesz representation theorem, for each t ∈ S there exists a unique element k t ∈ H such that
where ·, · is the scalar product on H. We then call k(t, u) = k t , k u , for t, u ∈ S, the reproducing kernel of H. Clearly, k(·, ·) is Hermitian and positive definite.
In [18] , Proposition 2.1 has been applied more specifically to the situation in which H is a reproducing kernel Hilbert space of complex-valued functions on a set S with reproducing kernel k(t, s) and f j (t) = k(t, t j )/ k(t j , t j ) for a sequence of points {t j } j∈J in S. Then, under any of the conditions of Proposition 2.1, for every f ∈ H we have the moment expansion 
the associated Gram matrix. When the sampling points are equidistant (i.e., when t j = αj for some α > 0), G φ is a multi-index Toeplitz matrix whose symbol we define byĜ
where the series converge uniformly and absolutely in s on the d-dimensional torus
is satisfied.
The condition thatφ(ω) = 0 for every
As in [18] , we now easily identify the corresponding reproducing kernel Hilbert space H φ (cf. [3, 5, 17] for reproducing kernel Hilbert spaces) with the complex Hilbert space of all measurable functions f on
, endowed with the norm
The following result provides a general condition on φ and the sampling points in order that the Gram matrix {κ φ (t i , t j )} i,j∈J be bounded on 2 (J). In the case of equidistant sampling points, we actually prove that condition (3.3) holds. Note that all of the examples given in the next section satisfy these conditions. Theorem 3.1. Let the distinct sampling points
is an upper bound for the norm of the Gram matrix on 2 (J). Therefore,
which implies that (3.5) is bounded above when |t i − t j | ≥ ε for i = j. We now give sufficient conditions on φ and the sampling points for the Gram matrix {κ φ (t i , t j )} i,j∈J to be bounded below on 2 (J) by a positive multiple of the identity. With Theorem 3.1, we then obtain sufficient conditions on φ and the sampling points in order that this Gram matrix be bounded and strictly positive self-adjoint on 2 (J) and that the frame inequalities (2.1) be satisfied. All of the examples of the next section satisfy these conditions. The two proofs we give are based in part on ideas of Schaback [ 
hold. Consequently, {κ φ j } j∈Z d is a Riesz basis in X φ and for each f ∈ X φ we have the interpolating expansion
Proof. We present two proofs, the first one adapted to φ such thatφ(ω) is zero free for max(|ω 1 |, . . . , |ω d |) ≤ 2M , and the second one adapted to φ such thatφ(ω) is zero free for |ω| ≤ 2R, where M and R are specified in the first and second proofs, respectively.
First proof. For N ∈ N and any set of N sampling points and arbitrary complex numbers c 1 , . . . , c N , by Parseval's theorem we have
we obtain for t j = (t j1 , . . . , t jd ) (j = 1, . . . , N)
where
We easily prove, by induction on d, that
is =js
Using Gershgorin's theorem [12, Theorem 8.1.3 ], it appears that the real symmetric matrix (A ij ) N i,j=1 with elements defined by the right-hand side of (3.10) has all of its diagonal elements equal to 1, and hence all of its eigenvalues λ are real and satisfy
Thus its eigenvalues can be found in the open interval from
, this matrix is positive definite. Therefore, for this choice of M the lower bound (3.8) extends to arbitrary subsets of the set of the sampling points, and hence the Gram matrix {κ φ (t i − t j )} i,j∈Z is strictly positive self-adjoint. Its boundedness follows from Theorem 3.1. The frame inequalities (3.6) now follow with the help of Proposition 2.1. Finally, (3.7) is immediate from (2.2), (3.6), and k φ (t j , t j ) = κ φ (0) = φ 
whereφ(ω) is zero free for |ω| ≤ 2R,
and [14, 8.479 ], for |t| ≥ (d/2R) we have the estimate
Using [14, 8.411(5) and 6.561(5)] and S
and hence for |t| ≥ ((μd)/(2R)) with fixed μ > 1 we have
1/2 . Then for ε ≥ ((μd)/(2R)) and some μ > 1 we have for i = j
Therefore, for |t| ≥ ((μd)/(2R)) with fixed μ > 1 we have
where 
for some μ > 1, then the real symmetric matrix (F (t i − t j )) N i,j=1 appearing in (3.11) is positive definite, irrespective of the choice of finite subset of the sampling points. The frame inequalities (3.6) now follow with the help of Proposition 2.1. Finally, (3.7) is immediate from (2.2), (3.6), and k φ (t j , t j ) = κ φ (0) = φ 
Hence if t = {t j : j ∈ Z d } denotes the set of sampling points, then the image F[X φ ] of X φ under the Fourier transformation F coincides with the completion AP t,φ of the vector space of d-variate almost periodic polynomials with spectrum within t with respect to the scalar product
Here by the spectrum of a d-variate almost periodic function f : R d → C we mean the set of all t ∈ R n for which lim T →+∞
, where we note (cf. [6] ) that
Denoting the Banach space of d-variate almost periodic functions with spectrum within t with respect to the supremum norm by AP t , one can also identify 
we see that
When the sampling points form a rectangular grid in R d containing the origin (i.e., when there exists α > 0 such that t j = αj for j ∈ Z d ), the space AP t coincides with the Banach space of all bounded continuous functions f :
, endowed with the supremum norm.
Examples.
Let us discuss the following examples of real functions. Here we remark that if φ(t) depends only on |t|, then κ φ (t) depends only on |t| and φ(ω) depends only on |ω|. Consequently, expressing the Cartesian coordinates in spherical coordinates by putting
we obtainφ
2 ), and B(p, q) and J ν (z) stand for the Euler beta function and the Bessel function of order ν, respectively. Example 4.1. A typical example involves the Gram matrix of the multinomial distribution [19] . Let Σ be a positive definite real d × d matrix,
whose entries have a Gaussian decay away from the diagonal elements, is bounded and strictly positive self-adjoint on 2 (Z d ). Furthermore, asφ has no zeros in R d , the expansion (3.7) holds with φ
where K 2 stands for McDonald's function [14, 8. 432 (1)]. 
2 ), we obtain [1, 9.6.23 and 9.6.26]
For d = 3, in particular, we have
Moreover, for any d ≥ 2 we havê
where we have used (4.1), [14, line 3 of 6.621(1)], and
2 ), while F stands for the hypergeometric function. For d = 3 we trivially find
which has no zeros in R. As a result, the Gram matrix G given by
, whose entries decay exponentially away from the diagonal, is strictly positive definite and the expansion (3.7) holds with k φ defined as above.
Example 4.3. For d ≥ 2 and σ > 0 consider the algebraically decaying function
, while (4.1) and [14, 6.565(3) 
where we have employed
Consequently,
More generally, for d ≥ 2, σ > 0, and
. Then (4.1) and [14, 6.565(4) 
where we have used the Pochhammer symbol c 0 = 1 and c s = c(c+1)(c+2) · · · (c+s−1) for s = 1, 2, . . . and the expression (see [14, 8.486(14) and 8.486 (16) ], plus induction on q)
for the so-called Bessel polynomials θ q (z) of degree q which satisfy the recurrence relations (see [14, 8.486(14) and 8.486(10)]) (4.6) and have the explicit form (see [1, 10.2.15] and [15, Chap. 2, (7)- (8)
Using the fact that κ φ (t) is a linear combination of expressions of the type (4.4) with σ replaced by 2σ as well as (A.1), we obtain 
Further, for q = 2 and q = 3 we find
respectively. For q = 4 and q = 5 we obtain 
and zero elsewhere. Then
, whileφ(0, 0) = (1/2π) and
As a consequence, the Gram matrix {k φ (t i , t j )} i,j∈Z d is positive self-adjoint, but the expansion (3.7) is not valid, becauseφ(ω 1 , ω 2 ) has zeros in R d . Let us now employ 
