Outlier Detection in Wearable Sensor Data for Human Activity Recognition (HAR) Based on DRNNs by Muñoz Organero, Mario
This is a postprint version of the following published document:
M. Munoz-Organero, "Outlier Detection in Wearable 
Sensor Data for Human Activity Recognition (HAR) 
Based on DRNNs," in IEEE Access, vol. 7, pp. 
74422-74436, 2019
doi: https://dx.doi.org/10.1109/ACCESS.2019.2921096 
 ©2019 IEEE. Personal use of this material is permitted. Permission 
from IEEE must be obtained for all other uses, in any current or future 
media, including reprinting/republishing this material for advertising 
or promotional purposes, creating new collective works, for resale or 
redistribution to servers or lists, or reuse of any copyrighted 
component of this work in other works. 
 
VOLUME XX, 2017 1 
Date of publication xxxx 00, 0000, date of current version xxxx 00, 0000. 
Digital Object Identifier 10.1109/ACCESS.2017.Doi Number 
Outlier Detection in Wearable Sensor Data for 
Human Activity Recognition (HAR) Based on 
DRNNs  
Mario Munoz-Organero1, Member, IEEE 
1 Telematics Engineering Department, UC3M-BS Institute of Financial Big Data, Universidad Carlos III de Madrid, 28911 Leganes, Spain 
Corresponding author: Mario Munoz Organero (e-mail: munozm@it.uc3m.es). 
This work was supported in part by the “ANALYTICS USING SENSOR DATA FOR FLATCITY” project TIN2016-77158-C4-1-R (MINECO/ ERDF, EU) 
funded by the Spanish Agencia Estatal de Investigación (AEI) and the European Regional Development Fund (ERDF).” 
ABSTRACT Wearable sensors provide a user friendly and non-intrusive mechanism to extract user related 
data that paves the way to the development of personalized applications. Within those applications, Human 
Activity Recognition (HAR) plays an important role in the characterization of the user context. Outlier 
detection methods focus on finding anomalous data samples that are likely to have been generated by a 
different mechanism. This paper combines outlier detection and HAR by introducing a novel algorithm that 
is able both to detect information from secondary activities inside a main activity and to extract data segments 
of a particular sub-activity from a different activity. Several machine learning algorithms have been 
previously used in the area of HAR based on the analysis of the time sequences generated by wearable 
sensors. Deep Recurrent Neural Networks (DRNNs) have proven to be optimally adapted to the sequential 
characteristics of wearable sensor data in previous studies. A DRNN based algorithm is proposed in this paper 
for outlier detection in HAR. The results are validated both for intra and inter-subject cases and both for 
outlier detection and sub-activity recognition using 2 different datasets. A first dataset comprising 4 major 
activities (walking, running, climbing up and down) from 15 users is used to train and validate the proposal. 
Intra-subject outlier detection is able to detect all major outliers in the walking activity in this dataset while 
inter-subject outlier detection only fails for one participant executing the activity in a peculiar way. Sub-
activity detection has been validated by finding out and extracting walking segments present in the other 3 
activities in this dataset. A second dataset using 4 different users, a different setting and different sensor 
devices is used to assess the generalization of results. 
INDEX TERMS Human Activity Recognition, Wearable Sensors, Outlier detection, Machine Learning, 
Deep Learning, Recurrent Neural Networks, LSTMs 
I. INTRODUCTION 
Human Activity Recognition (HAR) is a research area which 
focuses on automatically detecting/assessing what a 
particular human user is doing based on related sensor data. 
Recognizing what the user is doing provides valuable 
contextual information to help user-centered applications to 
better adapt to the user needs in many different areas. In fact, 
HAR has been successfully applied to several areas such as 
sport training, remote health monitoring, health self-
management, military applications, gaming, home behavior 
analysis, gait analysis and gesture recognition [3] [13]. 
Based on the granularity of the activity being recognized, 
activities could be broken into movements or gestures or 
grouped together into sequences of activities (complex or 
composed activities). Based on the type of sensor used, the 
activities could be recognized using wearable sensors, 
sensors attached to objects which are handled by the user or 
sensors in the environment (such as cameras and Bluetooth 
beacons). Different machine learning based algorithms have 
been used over the past decades to solve the human activity 
recognition problem [1-4]. These algorithms are trained 
(either in a supervised or semi-supervised way [1]) with 
labeled data assigning raw sensor data fragments to a 
particular activity (class). Several datasets are publically 
available (such as those found in [5-7]) with labeled sensor 
data which have been commonly used in previous research 
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studies. These datasets assign labels to data which may have 
information from secondary activities (either executed in a 
sequential or overlapping way). Training the machine 
learning based classification algorithms including these 
secondary-activity sensor data introduces training errors 
which have an impact in the performance of the recognition 
phase (when assigning a class or activity to a new non-
labeled segment of data).  
In this paper, a novel technique for detecting anomalous 
segments in the raw temporal sequences of sensor data is 
presented (fragments of data in the temporal sequence 
recorded while performing a particular activity which deviate 
so much from other fragments as to arouse suspicions that they 
were generated by the execution of a different activity). These 
anomalous sections (or outliers) could be removed from the 
training data to better train the machine learning algorithms. 
A second contribution of the paper is using the proposed 
method to extract (or detect) the execution of particular 
secondary activities inside the major activity being 
performed. The proposed algorithm uses a temporal series 
self-characterization mechanism based on the use of a Deep 
Recurrent Networks (DRNN) implemented based on Long 
Short Term Memory (LSTM) cells in order to predict 
upcoming segments of temporal data. If the statistical 
information of the upcoming data segment is similar to the 
recent past (the user is performing the same activity) the 
prediction will be similar (by using a similarity function) to 
the real data. If a second sub-activity is performed inside the 
main activity, the prediction based on the recent sensor data 
for the main activity will provide a worse similarity to the 
data generated from the secondary sub-activity. Extracting 
the anomalous data segments from a particular activity and 
using them as inputs to the proposed algorithm trained for 
different activities will provide a mechanism to classify that 
secondary sub-activity. The proposed algorithm is validated 
based on wearable sensor data (using a single tri-axial 
accelerometer) using data for 4 different activities (walking, 
climbing up stairs, climbing down stairs and running) and 
using two different datasets and two different scenarios. The 
results show that it is both possible to detect anomalous data 
(secondary activities) and to extract segments of a particular 
sub-activity present inside the main activity (extracting 
walking segments while running for example). 
The paper is organized as follows. Section I, this section, 
provides an introduction and motivation and outlines the 
major contributions of the manuscript. Section II and section 
III are dedicated to summarize previous related work on the 
use of deep learning methods and techniques both for Human 
Activity Recognition (HAR) as well as for outlier detection. 
Section IV presents the proposed architecture for outlier 
detection in wearable sensor data for Human Activity 
Recognition (HAR) based on the use of Deep Recurrent 
Neural Networks (DRNN) using Long Short Term Memory 
(LSTM) cells. Section V is dedicated to the description of 
the datasets used for validation. Results are presented and 
validated in section VI. Finally, section VII captures the 
major conclusions of the research. 
 
II. DEEP LEARNING METHODS FOR HAR 
A generic formulation for the Human Activity Recognition 
(HAR) problem, as well as a survey of former methods to 
solve it was captured in [1]. The general dataflow for HAR 
comprises several common steps including the activity related 
data acquisition from sensors when performing the activity, 
the extraction of relevant features describing the sensed 
information and the use of a learning method which is trained 
based on known labeled data and applied to new unknown data 
for activity recognition [1]. A similar survey on former HAR 
research studies [2] defined the typical activity recognition 
chain as a set of the following tasks: raw data acquisition, 
preprocessing, segmentation, feature extraction and 
classification. The way in which the features are defined and 
selected plays a very important role in the final performance 
of the system. Former studies used two major approaches to 
extract features from time series data: statistical and structural 
[1]. Both of them are hand-crafted methods which transform 
the raw sensed data into particular pre-defined characteristics 
or descriptors. Hand-made features were formerly used with 
shallow learning algorithms for classification of activities [1, 
2]. Shallow structures could be defined by the low depth of the 
paths of intermediate trainable units between the input and the 
output layers [8]. These trainable intermediate units are trained 
to learn the relationship between the input features and the 
output class. When the depth of the path grows the machine 
learning methods turn to Deep Learning architectures. In 
recent years, deep learning methods have been more and more 
used for HAR, which achieves unparalleled performance in 
many areas such as visual object recognition, natural language 
processing, and logic reasoning [3]. Deep learning can largely 
relieve the effort on designing features and can learn much 
more high-level and meaningful features [3]. Using multiple 
layers of abstraction, deep learning methods are able to learn 
intricate features representations from raw sensor data and 
discover the best patterns to improve recognition performance 
[4]. Deep learning automatic feature learning, by using 
different layers of abstraction, is very well adapted to HAR 
since the hierarchical structure of human movements. Human 
basic movements or gestures are combined into basic activities 
which in turn are linked to compose more complex activities.  
A survey on the use of deep learning methods for HAR can 
be found in [3]. The authors focus on sensor-based activity 
recognition. They carry out a summary of existing literature 
making a characterization based on three major aspects: sensor 
modality, deep model, and application. In terms of modality, 
the authors distinguish body worn sensors from other types of 
sensors such as environmental sensors or sensors attached to 
objects. In terms of the deep learning models, the authors 
consider Deep fully-connected Networks (DNNs), 
Convolutional Neural Networks (CNNs), Recurrent Neural 
Networks (RNNs), including Long Short Term Memory cells 
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(LSTMs), Deep Belief Networks and Restricted Boltzmann 
Machines (DBN/RBMs), Stacked Autoencoders (SAEs) and a 
hybrid combination of some deep models.  
A second review of the use of deep learning methods for 
HAR can be found in [4]. The authors categorized the studies 
into generative, discriminative and hybrid methods and 
highlighted their important advantages. From the different 
deep learning methods, the authors state that Recurrent Neural 
Networks (RNNs) are naturally designed for time series data 
in which sensor data is a prominent part. Several previous 
studies [9-17] have applied different architectural and 
structural variations in RNNs to achieve optimal recognition 
performance in HAR. The results depend not only on the 
selected method but also on the underlying dataset used for 
training and validation. The authors in [11] where able to 
outperform other similar studies over the dataset in [6] using a 
bidirectional LSTM (b-LSTM-S) while the research in [14] 
used a different architecture based on the combination of Deep 
Convolutional and LSTM recurrent neural networks for best 
results over the dataset in [7].  
Recent studies such as [18] have used modified deep RNNs 
architectures in order to facilitate the training of the algorithm 
using residual connections between stacked cells to avoid 
gradient vanishing problems. The authors in [18] were able to 
improve previous results over the dataset in [6] around 4% by 
using these changes.   
One of the collateral effects of using deep learning 
architectures in general is that the number of samples (either 
labeled in supervised learning or unlabeled in semi-supervised 
learning) required to train them tends to significantly grow 
compared with algorithms based on shallow architectures. In 
order to mitigate this issue, the authors in [19] proposed a data 
augmentation mechanism improving the recognition accuracy 
provided by a LSTM architecture.  
 Recent publications have also proposed optimizations in 
the architecture of Deep Recurrent Neural Networks (DRNNs) 
to achieve better performance. The authors in [20] optimized 
a DRNN to achieve high throughput and a short time of 
recognition. The authors measured the time required by 
previous shallow based methods such as SVM and decision 
trees in order to compute the required hand-crafted features, 
and showed that an optimization in the DRNN architecture 
could make the time required by the DRNN to recognize 
movements an order of magnitude smaller than the feature 
computation time required by shallow methods. The authors 
also found out that increasing the depth of the RNN 
architecture will not always achieve a better performance, and 
found optimal results for a three-layer architecture for their 
particular dataset. 
In summary, Deep Recurrent Neural Networks (DRNNs) 
have proven to be able to capture the underlying structural 
patterns of time series generated from wearable sensors and 
achieve state of the art results for HAR. This paper proposes a 
novel architecture which makes use of a deep DRNN based on 
LSTM cells to automatically characterize the statistical 
patterns of recent values in a wearable sensor time series data 
and using them to try to predict the evolution of the time series 
in the upcoming future. A background of former research 
studies combining deep learning techniques and outlier 
detection is first presented in the next section. 
III. OUTLIER DETECTION BASED ON DEEP LEARNING 
Hawkins [21] provided a definition of an outlier as ‘an 
observation which deviates so much from other observations 
as to arouse suspicions that it was generated by a different 
mechanism’. Several methods have been proposed since then 
in order assess those deviations. The authors in [22] provided 
a categorization of anomaly detection algorithms and methods 
including the following categories: statistical methods, 
distance-based methods, density-based methods, clustering 
techniques and adaptations of machine learning algorithms for 
classification problems to novelty detection (methods such as 
Neural Networks, and One-class Support Vector Machines). 
The authors in [23] provided a deeper study of some of the 
data mining techniques that could be used to detect the 
surprising behavior hidden within data such as clustering 
methods and classifiers. A similar paper in [24] also concluded 
that anomaly detection has been widely studied by using 
adaptations of machine learning techniques, where it is also 
known as outlier detection, deviation detection, novelty 
detection, and exception mining.  
The development of deep learning algorithms and 
techniques has also been applied for outlier detection in recent 
years. The authors in [25] made use of several stacked 
autoencoders and a single class SVM to detect anomalies in 
images. By stacking together several autoencoders, the 
architecture focuses on automatically learning hierarchical 
features in an unsupervised way. A similar idea based on Deep 
Structured Energy Based Models (DSEBMs) is presented in 
[26]. The authors also solve the anomaly detection problem 
based on the direct modeling of the data distribution with deep 
learning architectures. The authors state that using Energy 
Based Models (EBMs) naturally corresponds to identifying 
data points that are assigned low probability values by the 
model. Using a trained DSEBM, the samples that are assigned 
a probability value bellow a pre-chosen threshold will be 
marked as outliers. The authors in [27] used a similar method 
based on denoising autoencoders to detect outliers.  
Previously proposed methods in [25-27] for outlier 
detection based on deep learning architectures do not consider 
the sequential nature of the time series generated by wearable 
sensors. In a similar way that Deep Recurrent Neural 
Networks (DRNNs) have outperformed other deep learning 
architectures for Human Activity Recognition (HAR) as 
described in the previous section, it is likely that they also 
perform well for outlier detection in wearable sensor data. This 
paper proposes and analyses a novel architecture for outlier 
detection in a HAR using a DRNN based on LSTM cells. If 
the number of outlier segments in the training data is small, 
training the algorithm with the entire data sequence will 
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produce similar results as performing a two-step training 
based on removing the outliers detected in a first round for a 
second training. An intra as well as an inter-subject validation 
has also been performed in order to assess whether the 
differences in the statistical properties of different participants 
carrying out the same activity are smaller than those of the 
same participant interleaving secondary activities inside the 
main one. An inter-dataset validation has also been performed 
to assess the generalization of results. 
IV. PROPOSED ARCHITECTURE 
The proposed architecture is captured in Figure 1. The circles 
in the lower part of the image represent the recent values of 
the input signal. In our case, the input signal will be based on 
the data samples obtained from a sensor in a wearable device 
although the algorithm could be applied to other types of 
sequential data as well. Depending on the type of sensor and 
the way in which the device is attached to the body, a 
preprocessing phase would be convenient in order to improve 
the quality of the raw data. In the case of using tri-axial 
accelerometers (as used in the validation part of this paper), 
using data from sensors from different datasets using different 
sampling frequencies, a resampling mechanism should be 
executed in order to generate data sequences at a predefined 
rate. The resampling process will also be used to regenerate 
missing values in the sequence by interpolating the 
information from the closest data points. Moreover, the 
acceleration values in the device coordinate system do not 
provide an optimal representation of the data since the device 
orientation could vary from user to user, from a data recording 
from a single user to a different recording for the same user 
and even for intra-recording samples if the device is not 
attached completely tight to the body. A better representation 
of the input acceleration signal is obtained by projecting the 
raw acceleration values to a geo-referenced coordinate system. 
Further preprocessing in order to filter noise has not been used 
in this paper. 
The preprocessing algorithm is described as follows: 
 
1. The tri-axial acceleration is sampled at a particular 
sampling frequency 𝑓. Each sample comprises 3 
acceleration values (one per axis in the sensor coordinate 
system). The sample 𝑗 can be represented as 𝑎 (𝚥)⃗ =
𝑎 (𝑗), 𝑎 (𝑗), 𝑎 (𝑗)  
2. A linear interpolation is applied to generate samples at a 
frequency 𝑓′. In order to generate the sample i at a 
requency 𝑓′ we select the closest j and j+1 samples at 
frequency 𝑓 and estimate 𝑎 (𝚤)⃗ as: 𝑎 (𝚤)⃗ = (𝑡 −
𝑡 )
( )⃗
+ (𝑡 − 𝑡 )
( )⃗
. where 𝑡  is the time at 
which 𝑎 (𝑘)⃗ is sampled. 
3. The gravity force vector for the sample number 𝑖 in the 
sensor coordinate system could be estimated by using a 
moving average based low pass filter using the following 
equation (similar to the method proposed in 
[28]):  𝑔(𝚤)⃗ =
∑ ( ), ( ), ( )
, where N is the 
number of samples in the averaging window. 
4. The acceleration caused by the movement of the user is 
estimated according to: 𝑎 (𝚤)⃗ = 𝑎 (𝚤)⃗ − 𝑔(𝚤)⃗  
5. 𝑎 (𝚤)⃗ could then be divided into vertical and horizontal 
acceleration components following the Equation: 
𝑎 (𝚤)⃗ =  
( )⃗∙ ( )⃗
( )⃗
𝑔(𝚤)⃗  & 𝑎 (𝚤)⃗ = 𝑎 (𝚤)⃗ − 𝑎 (𝚤)⃗ 
6. 𝑎 (𝚤)⃗ could also be divided into vertical and horizontal 
acceleration components following a similar equation: 
𝑎 (𝚤)⃗ =  
( )⃗∙ ( )⃗
( )⃗
𝑔(𝚤)⃗  & 𝑎 (𝚤)⃗ = 𝑎 (𝚤)⃗ − 𝑎 (𝚤)⃗ 
7. Both 𝑎 (𝚤)⃗  and 𝑎 (𝚤)⃗  are geo-referenced 
acceleration sequences compensating the sensor 
orientation variations over time.  
 
The input samples in Figure 1 are fed into a Recurrent 
Neural Network (RNN). Stacking together several layers, a 
deep representation will be created. A deeper representation 
will be able to better adjust to finer details in the data but will 
also require more samples and more time to train and is prone 
to show overfitting and generalization issues. In the particular 
case of [20] the authors found out that increasing the depth of 
the RNN architecture achieved a better performance only for 
a three-layer architecture. In the proposed architecture in 
Figure 1, the output of the DRNN part will be connected to a 
dense connected layer which will be trained to minimize the 
mean square error with the upcoming samples in the input 























FIGURE 1.  Proposed architecture.  
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Once the architecture in Figure 1 is trained with data 
segments for a particular activity, outliers will be detected by 
applying the trained network to each data segment and 
comparing the similarity of the reconstructed (predicted) 
output with the real upcoming values in the sequence. 
Different correlation coefficients could be used as a similarity 
measure [29]. The Pearson correlation coefficient will be used 
in the experimental part of this paper following equation 1.  
 
𝑟 , =
∑ ( )( )
∑ ( ) ∑ ( )  
 (1) 
where x represents the mean value for sequence x. 
Calculated as  ∑ x  
The training of the architecture in Figure 1 will be optimally 
done with single activity data in order to create a model 
adapted to that activity. Using input data which contains 
anomalous segments of a different activity (such as walking 
segments of data while running, or walking on a flat stretch 
interconnecting two flights of stairs in a climbing up activity) 
will make the algorithm in Figure 1 to wrongly learn some 
features from the secondary activity as if belonging to the main 
one. The algorithm in Figure 1 can be executed twice in order 
to minimize the impact of anomalous data in the training of a 
particular activity. The first execution will be trained with the 
all the data samples tagged as belonging to a particular activity 
in the dataset (including those corresponding to anomalous 
data). Once trained, in this first execution, the algorithm will 
be used to discard the data whose reconstructed similarity with 
the real data is below a certain threshold. The training in the 
second execution of the algorithm will be based on the 
remaining data in order to maximize the learning of activity 
dependent features while minimizing the learning of features 
associated to other activities. 
The length of the input sequence as well as the output 
prediction could be adapted depending on the characteristics 
of the data. In the experimental part of this paper, 60 data 
samples from the sensor data have been used since they were 
able to capture at least one period of the data sequence in the 
periodic activities used (walking, climbing up, climbing 
down and running). The output length has been limited to 
one third of the input (20 samples) as a balanced solution 
which combines having enough information in the input to 
properly reconstruct the output (to limit the maximum 
length) but representing a significant segment of data to 
differentiate among different activities (to limit the minimum 
length). 
The basic element in the RNN is a Long Short Term 
Memory (LSTM) cell [30]. The architecture for a single 
LSTM cell is captured in Figure 2. Considering our particular 
case of a recurrent length of 60 input samples, the size of the 
memory cells has been limited to 50 in order to avoid 
overfitting.  
 
FIGURE 2.  LSTM cell architecture.  
 
The structure in Figure 2 is defined using the following 
equations: 
𝑓 = 𝜎 𝑊 𝑥 + 𝑈 ℎ + 𝑏  (2) 
𝑖 = 𝜎(𝑊 𝑥 + 𝑈 ℎ + 𝑏 ) (3) 
𝑜 = 𝜎(𝑊 𝑥 + 𝑈 ℎ + 𝑏 ) (4) 
𝑐 = 𝑓 × 𝑐 + 𝑖 × 𝑡𝑎𝑛ℎ(𝑊 𝑥 + 𝑈 ℎ + 𝑏 ) (5) 
ℎ = 𝑦 = 𝑜 × 𝑡𝑎𝑛ℎ(𝑐 ) (6) 
 
The × symbol represents a bitwise multiplication and the 𝜎 
symbol represents the sigmoid function. All the LSTM cells in 
each layer share the same weights (W , U , W , U , W , U , W , 
U  and biases b , b , b , b ). The output of each LSTM cell is 
used as the input for the next cell. Moreover, the outputs of 
each LSTM cell in the first layer in the DRNN are fed as inputs 
to the second layer. 
V. DESCRIPTION OF THE DATASETS 
A. RealWorld (HAR) dataset 
 
The first dataset used for the validation of the architecture 
presented in Figure 1 is the RealWorld (HAR) dataset in [5]. 
Fifteen subjects (age 31.9± 12.4, height 173.1 ± 6.9, weight 
74.1 ± 13.8, eight males and seven females) performed 8 
different activities (sampled at 50 Hz):  
 
 climbing stairs down (A1)  
 and up (A2),  
 jumping (A3),  
 lying (A4),  
 standing (A5),  
 sitting (A6),  
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 running/jogging (A7),  
 and walking (A8)  
 
From the 8 activities we have selected activities A1, A2, A7 
and A8 for the validation experiment in this paper. Some 
running/jogging sections contain several walking segments 
inside (as can be appreciated in the video recordings in the 
dataset) and are therefore a case of interest to apply the 
architecture proposed in this paper in order to detect particular 
secondary activities hidden in the data of a different main 
activity. The same happens for climbing up and down 
segments, more prominently those recorded climbing up and 
down stairs with flat segments interconnecting stair fragments. 
Moreover, the results reported in [5] for the confusion matrix 
(applying several classification algorithms [5]), using the same 
dataset, showed that many walking segments were classified 
as climbing up and down and vice-versa (showing that the 
statistical characterization of these activities shared similar 
properties and that there are some inter-activity data mixed 
within the main activities in the dataset). 
For each participant, the dataset recorded the time series 
provided by sensors in 7 different body locations:  
 
 chest (P1),  
 forearm (P2),  
 head (P3),  
 shin (P4),  
 thigh (P5),  
 upper arm (P6),  
 and waist (P7). 
 
The experimental part for the validation of the architecture 
in Figure 1 has used the accelerometer sensor in the waist 
device according to previous studies [31, 32], which identified 
the waist as the most suitable location at which the 
acceleration patterns better generate similar data for different 
participants.  
The dataset combined not only a wide variety of 
participants but also a set of different settings in which the 
sensor data was recorded for each participant. Some 
recordings were taken in an urban environment while others 
were recorded in the countryside or in a rural area. Some data 
was taken outdoors but for some cases the recordings were 
taken indoors (such as climbing up and down stairs in a 
building or running on a treadmill). The dataset captures 
therefore a significant inter-user diversity. 
B. The opportunity dataset 
 
The opportunity dataset [6] contains the information of 4 
different participants executing different activities while 
wearing a set of sensors over 5 different runs. This dataset is 
of particular interest in order to validate the generalization of 
results (using a different set of users, sensors and setting to 
validate the algorithm trained for the users in the dataset in the 
previous section) since one of the sensors is located in a similar 
location as the one used in the previous dataset (accelerometer 
11, columns 5 to 7 in the dataset files) and one of the activities 
is similar to the one used in the training of the algorithm 
(walking outdoors).  
Each run consists of the sequential execution of different 
common activities in a kitchen environment such as preparing 
and drinking coffee or cleaning up the kitchen. In a particular 
point in the sequence, the participants are asked to go outside 
and have a walk around the building. Except for this walking 
outside the building activity, the rest of the activities only 
involve walking very short distances inside the kitchen.  
The sampling frequency in this dataset is 30 Hz. A 
resampling to a 50 Hz frequency has to be performed in order 
to be able to use the algorithm in Figure 1 trained with the 
information in the previous dataset for the users in this dataset.   
VI. RESULTS 
The architecture proposed in section IV has been validated 
using the datasets described in section V. Both an intra-subject 
and an inter-subject validation for a given dataset and both an 
intra-dataset and an inter-dataset analysis have been 
performed. Intra-subject validation uses the data recorded 
from a single participant to train the architecture in Figure 1 
and the data from the same participant in order to both detect 
outliers in a particular activity and to find hidden secondary 
activity segments in a different activity recording. Inter-
subject intra-dataset validation uses the data of all participants 
expect one for training and the data of the left aside subject for 
detection. Due to the diversity included in the dataset in [5], as 
previously described, the intra-subject intra-dataset validation 
is expected to show better results since some peculiar 
characteristics of some users are not included in the data from 
the rest of participants. Inter-subject inter-dataset will use all 
the participants in the dataset in [5] to train the architecture in 
Figure 1 and the participants in the dataset in [6] for validation. 
The following values will be used to compare the results 
with previous studies: 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  (7) 
𝑟𝑒𝑐𝑎𝑙𝑙 =  (8) 
𝐹  𝑠𝑐𝑜𝑟𝑒 = 2 ×
×
 (9) 
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (10) 
Where TP (true positive) is the number of samples from the 
objective class/activity correctly classified/detected, TN (true 
negative) captures the number of the samples from non-
objective classes/activities correctly detected as such, FP 
(false positive) represents the number of samples from non-
objective classes/activities classified as belonging to the 
objective class/activity, and finally, FN (false negative) 
captures the number of samples from the objective 
class/activity wrongly classified.  
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The implementation of the architecture in Figure 1 has been 
done in Python, using the Keras library to train the model. The 
following Python code describes the details of the 
implemented model: 
 
from keras.models import Sequential   
from keras.layers import Dense   
from keras.layers import LSTM   
from keras.layers import Dropout   
model_w1 = Sequential()   
model_w1.add(LSTM(units=50, return_sequences=True, input_shape=( 
input.shape[1], 1)))   
model_w1.add(Dropout(0.2)) 
model_w1.add(LSTM(units=50, return_sequences=False))   
model_w1.add(Dropout(0.2)) 
model_w1.add(Dense(units = 20))   
model_w1.compile(optimizer = 'adam', loss = 'mean_squared_error')   
model_w1.fit(input, output, epochs = 200, batch_size = 32) 
 
The w1 suffix refers to the model trained using the data of 
the walking activity for participant 1. Different models have 
been trained for each particular scenario. A dropout layer has 
been added in order to optimize the convergence of the model. 
The number of epochs has been selected so that the residual 
error value did not improve above a threshold value of 10-5. 
The mean squared error function has been used in conjunction 
with the Adam optimizer.  






















FIGURE 3.  Graphical representation of the implemented model.  
 
The input data is segmented into 60-sample windows 
(containing 1.2 seconds of acceleration data) and the algorithm 
is trained to reconstruct a 20-sample segment (0.4 seconds of 
data). These values have been selected so that at least a full 
period of the walking activity is contained in the training 
segment for the slowest participant and so that there is a 
significant part of the sequence to be predicted. If the length 
of the reconstructed sequence is short, the discrimination 
among different activities will show poor results. If the length 
is high, the algorithm will fail in providing a good estimation 
even for the activity used during the training phase. A length 
of 20 samples (0.4 seconds) has been empirically selected. 
The architecture proposed in section IV has a double 
purpose as previously captured: to be able to detect outlier 
segments in the execution of a main activity and to be able to 
find particular sub-activity fragments in a different main 
activity. The results for both cases for intra and inter-subject 
scenarios are captured in different sub-sections.  
A. INTRA-SUBJECT OUTLIER DETECTION 
Intra-subject outlier detection is based on using the 
acceleration data from each user to detect outliers for that 
particular user. The architecture proposed in section IV, when 
trained with the data of a particular user for a particular 
activity, will learn the characteristic patterns in the data in 
order to minimize the error when predicting the upcoming 
segment of data for that particular participant. If the trained 
architecture is presented with a segment of acceleration data 
from a different activity, the expected quality of the predicted 
sequence will decrease. In that way, comparing the Pearson 
correlation coefficient between the predicted data and the real 
data for the upcoming data segment will provide a mechanism 
to estimate whether the current data belongs to the activity 
used to train the algorithm or to a different one. As in previous 
outlier detection algorithms, the dataset used in the training 
phase should optimally be outlier-free, containing only data 
for the particular activity to be modeled. In the particular case 
of the dataset used in the validation experiment in this paper 
[5] the data labeled as belonging to each activity contained 
several segments corresponding to different activities. In order 
to cleanse the data from potential outlier segments, the 
algorithm proposed in section IV can be executed in 2 
iterations. A first iteration is executed in order to remove the 
segments which show a lower reconstructed similarity as 
compared to the majority of the segments in the dataset. A 
percentage value could be used for selecting the most similar 
data segments. In our case, the Pearson correlation coefficient 
in the reconstruction below a similarity threshold has been 
used (setting the threshold in r=0.8 for the results presented in 
this section; other values such as r=0.7 and r=0.9 have 
provided similar results). Once the estimated outlier segments 
have been removed, a second iteration with the remaining data 
is executed in order to train the architecture in section IV for a 
particular activity. 
In order to validate the intra-subject outlier detection 
results, the walking activity for each participant has been 
selected. The dataset in [5] uses several accelerometers 
attached to different parts of the body in the recording of the 
data. The accelerometer sensor in the waist device has been 
used in this paper according to previous studies [31, 32], The 
data for the walking activity for each participant has been used 
to train the algorithm in section IV and then used to detect 
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outliers for the same participant.  Table I captures the results 
for the number of outliers detected (adding the results obtained 
for all the participants) using 2 different similarity thresholds 
and both for the case in which outliers are removed before 
training (2 iterations) and when all the data segments for each 
participant are used (single iteration).   
 
TABLE I 
NUMBER OF OUTLIER DETECTED FOR 2 DIFFERENT THRESHOLDS 
Type of outlier rth=0.3 rth=0.4 
Single iteration 38 46 
2 iterations 46 53 
Common outliers 35 (92%) 39 (85%)  
 
The results in Table I show that removing outliers before 
training the architecture in section IV is able to detect more 
outlier segments for the same similarity threshold. This result 
is intuitive since training the algorithm with outlier corrupted 
data will make the architecture in Figure 1 to learn some 
particular patterns for outlier segments and therefore, those 
segments will no longer be detected as outliers. In the 
particular case of the dataset in [5], the number of outliers is 
relatively small and the results in Table I show that many of 
the outliers detected after a 2 iteration process are also detected 
if no outlier pre-detection and removing is performed (for both 
similarity thresholds).  
Table II captures the detailed analysis of the detection (in a 
single iteration) of 3 particular outlier types in the dataset 
which are common among several participants: turning 
around, being stopped, and significantly slowing down the 
pace without fully stopping. A threshold for the Pearson 
correlation coefficient of 0.3 has been used. Table III captures 
the same results for the case in which pre-estimated outliers 
are removed first (i.e. 2 iterations are performed for the 
architecture in section IV). 
In the dataset [5], 11 out of the 15 participants turned around 
when walking. Using a threshold of 0.3 for the similarity in the 
reconstruction of the upcoming data, only 8 out of 11 turn-
around segments were identified as outliers if no outlier pre-
detection and removal is performed. The 11 segments were 
detected as outliers after the removal of pre-detected outliers 
(2 iterations). Table IV shows that the similarity threshold has 
to be raised to 0.5 in order to be able to detect the 11 turn-
around segments in the case of no outlier pre-filtering. Raising 
the similarity threshold will increase the number of false 
positive segments detected as outliers.  
TABLE II 
MAJOR OUTLIER TYPES DETECTION FOR INTRA-SUBJECT SINGLE ITERATION 
RTH=0.3 
Type of outlier Detected Non detected  recall 
Turn around 8 3 0.73 
Full stop 30 0 1 
Significant slow down 3 0 1 
 
TABLE III 
MAJOR OUTLIER TYPES DETECTION FOR INTRA-SUBJECT 2 ITERATIONS 
RTH=0.3 
Type of outlier Detected Non detected  recall 
Turn around 11 0 1 
Full stop 30 0 1 
Significant slow down 3 0 1 
 
TABLE IV 
TURN AROUND DETECTION FOR DIFFERENT R VALUES 
Detected (out of 11) r=0.3 r=0.4 r=0.5 
Single iteration 8 8 11 
2 iterations 11 11 11 
 
Tables II and III show that being completely stopped and 
very slow walking segments are so different in characteristics 
to normal walking segments that all of the cases are detected 
by both approaches. 
In order to illustrate the difference in the results when pre-
filtering outlier segments, the output of the algorithms, both in 
terms of the Pearson correlation coefficient and of the outliers 
detected, for participant 3 are captured in Figures 4 to 7.  
Figure 4 shows the similarity (as measured by the Pearson 
correlation coefficient), with no outlier pre-filtering, when 
using the 60 previous samples at each particular sample to 
predict the upcoming 20 samples. The x axis shows the sample 
number (sampled at 50 Hz). There are 2 clear outlier regions 
at the beginning and at the end of the recording corresponding 
to fragments in which the user is fully stopped. There is also a 
prominent fragment towards the middle of the recording 
which corresponds to the turn-around segment. Figure 5 
shows all the outliers detected and the particular time in the 
recording in which they are detected. The turn-around region 
corresponds to a fragment around 360 seconds from the start 
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FIGURE 5.  Single iteration outliers for participant 3.  
Figures 6 and 7 show the results for the case in which an 
outlier pre-filtering is performed. The visual observation of the 
differences between Figures 4 and 6 is that the regions 
reconstructed with high similarity to the real data tend to 
increase their similarity and the regions with low 
reconstruction similarity (outliers) also emphasize their 
behavior. In the case of using outlier pre-filtering, two new 
segments are detected with a similarity bellow 0.3 as shown in 
Figure 7. These 2 new segments show a similar difference in 
time with respect to the turn-around point. This is intuitive 
since both correspond to the same part of the walking path 





FIGURE 6. 2 iterations (outlier pre-filtering) similarities for participant 3.  
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FIGURE 7. 2 iterations (outlier pre-filtering) outliers for participant 3.  
 
The same type of results for participant 11 are captured in 
Figures 8 to 10. In this case there is a clear difference in the 
length of the regions detected as outliers which better 
encompasses the entire duration of each outlier.  
 
 




FIGURE 9.2 iterations (outlier pre-filtering) similarities for participant 11.  
 
 












FIGURE 10. single and 2 iteration (outlier pre-filtering) outliers for participant 11.  
 
B.  INTER-SUBJECT OUTLIER DETECTION 
In this section, the data used to train the algorithm will be the 
complementary set as in section A. Now, the data of all the 
walking activity recordings for all participants except one are 
going to be used to train the algorithm to try to reconstruct 
generic-user walking segments. The data for the left aside 
participant will be used in the outlier detection phase. The 
training will be based on the 2-iteration variant previously 
described since it has shown a better performance in the 
previous section.  
Table V captures a comparison of the results in table I (for 
the intra-user case) with the inter-user training in this section 
(for the same 2 similarity thresholds). The inter-subject case 
shows a slightly bigger number for the detected outliers. This 
result is intuitive since the particular way in which the 
participant used in the outlier detection phase tended to walk 
may not be exactly the same as the way in which the other 
participants used to train the algorithm did. Therefore, the 
algorithm will detect as outliers those particular walking 
segments which are peculiar to the participant used in the 
detection phase. Table V also shows that the majority of the 
outliers detected (more than 80%) are commonly detected by 
the intra and inter-subject scenarios. Table VI shows a slightly 
better performance of the inter-subject training case than Table 
II for the intra-subject case with no outlier pre-processing and 
removal. However, the results in Table VI are slightly worse 
than those in Table III for the intra-subject case with a previous 
outlier pre-processing and removal. 
  
TABLE V 
NUMBER OF OUTLIERS DETECTED FOR 2 DIFFERENT THRESHOLDS 
 rth=0.3 rth=0.4 
Inter-subject 50 54 
Intra-subject 2 iterations 46 53 
Common outliers 38 (83%) 43 (81%)  
 
TABLE VI 
MAJOR OUTLIER TYPES DETECTION FOR INTER-SUBJECT RTH=0.3 
Type of outlier Detected Non detected  recall 
Turn around 10 1 0.91 
Full stop 30 0 1 





TURN AROUND DETECTION FOR DIFFERENT R VALUES 
Detected (out of 11) r=0.3 r=0.4 r=0.5 
Inter-subject training 10 10 10 
 
The results in Table VII also show a peculiar characteristic 
for the inter-subject case. There is one particular user for 
which the turn-around outlier is not properly detected even if 
the similarity threshold is raised to the 0.5 level. In a generic 
dataset, it is possible to find users which may execute a 
particular activity in a different way as the other users and for 
those users the algorithm is likely to produce bad results. The 
results for the Pearson correlation coefficient for this 
participant (participant 5 in the dataset) are captured in Figure 
11. The outliers detected under the 0.5 similarity threshold are 
captured in Figure 12. Figure 11 shows a poor similarity of the 
way in which the user walks compared to the rest of the users, 
so when training the algorithm skipping this user’s data the 
algorithm will not be able to accurately reconstruct 
acceleration segments for this user. The results in Figure 12 
show that a single outlier region covers the majority of the 
entire walking data and since the algorithm identifies the 
outlier region as the central point, it will not correspond to the 
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FIGURE 11. Similarities for participant 5 training with the rest of participants.  
 
 
FIGURE 12. Outliers for participant 5 training with the rest of participants.  
 
C.  INTRA-SUBJECT DETECTION OF PARTICULAR 
SUB-ACTIVITIES 
Once the architecture in section IV has been trained to 
recognize a particular activity for a particular user, the trained 
algorithm could be used to try to recognize segments of that 
activity inside a wider execution of a different activity. In this 
section, the results for detecting walking segments when 
running, climbing down and climbing up stairs for the case of 
intra-user training are captured. From the 15 users in the 
dataset, user 4 has been selected for 2 main reasons: the 
running data contains 4 walking segments inside and the user 
is one of the few that performs the climbing up and down 
activities using an indoors staircase with 24 flat segments 
connecting stair fragments.  
Figure 13 shows the results for the execution of the 
algorithm proposed in section IV, trained with the walking 
data for participant 4, to detect similarities in the running 
activity recording. The 60-sample windows (1.2 seconds) 
predicted with a similarity higher than 0.9 (as measured by the 
Pearson correlation coefficient) are shown in blue. The ground 
truth consisting of the regions visually assessed in the video 
information in the dataset containing walking data segments is 
shown in red. All the 4 walking areas are detected as such (at 
least some sub-regions inside them).  
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FIGURE 13. Detecting walking segments in a running recording  
 
 
The climbing up and down activity combines 2 major sub-
activities inside (together with several outlier fragments such 
as opening a door). The main sub-activity is composed by the 
data recorded actually climbing up and down. The second 
major sub-activity contains acceleration data recorded when 
walking on the flat segment connecting ascending-descending 
stair fragments. The results in Table VIII show the number of 
flat segments detected when climbing down for different 
similarity threshold values. The algorithm is trained with the 
walking data for participant 4. Once the algorithm is trained, 
the similarity metrics is applied to the climbing up and down 
recordings. Since those recordings contain similar data 
segments to those found in the walking activity, using a 
similarity threshold, it should be possible to detect them. Table 
VIII shows that when the threshold is increased the number of 
segments detected decreases. The same happens for the 
detection of false positives (climbing areas detected as 
walking on a flat surface). By lowering the threshold, we are 
able to increase the detection rate at the price of getting a 
higher number of false positives. The recall, precision and F1 
score are also shown in the table. The best F1 score value is 
achieved for a threshold similarity value of 0.93. The F1 score 
value in this case (0.78) is a bit lower than the value obtained 
by the authors in [5] for the same sensor (located in the waist) 
and for the walking down data. However, the authors in [5] 
used a 10-fold cross-validation schema in which data 
fragments from the climbing down dataset are used in the 
training of the algorithm. The results presented here use the 
data in the walking dataset file for training and the data in the 
climbing down file for validation. 
 
TABLE VIII 
NUMBER OF FLAT SECTION WHEN CLIMBING DOWN STAIRS DETECTED (24 
FLAT SECTIONS IN TOTAL) 
rth 0.92 0.93 0.94 0.95 0.96 
True positives 19 19 12 8 5 
False positives 6 6 2 2 1 
Recall 0.79 0.79 0.50 0.33 0.21 
precision 0.76 0.76 0.86 0.80 0.83 





NUMBER OF FLAT SECTION WHEN CLIMBING UP STAIRS DETECTED (24 FLAT 
SECTIONS IN TOTAL) 
rth 0.94 0.95 0.96 0.97 0.98 
True positives 24 20 16 14 4 
False positives 6 6 2 2 1 
Recall 1.00 0.83 0.67 0.58 0.17 
precision 0.80 0.77 0.89 0.88 0.80 
F1 score 0.89 0.80 0.76 0.70 0.28 
 
Table IX shows the same results for the climbing up 
activity. In this case, the similarity between the acceleration 
data recorded in the flat segments when climbing up stairs and 
the data recorded when performing the walking activity is 
higher and a higher threshold could be used to detect those flat 
segments in the climbing up stairs recording. Using a 
threshold of 0.94 the algorithm is able to detect the 24 regions 
with only 6 false positive values. Using a threshold value of 
0.92, the same number of false positives is detected for the 
climbing down activity but only detecting 19 out of the 24 flat 
segments. In this particular case, the walking speed used to 
train the algorithm is more similar to the speed in which the 
user traverses the flat regions when climbing up stairs and the 
algorithm outperforms the recognition for the climbing down 
activity. Training the algorithm for the user walking at 
different paces could improve the recognition in such cases.  
The recall, precision and F1 score are also shown in table 
IX. The best F1 score value (achieved for a threshold similarity 
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value of 0.94) is 0.89. The F1 score value obtained by the 
authors in [5] for the same sensor and activity is 0.8. The 
approach presented in this paper is able to improve a 9% the 
F1 score and using a validation schema that does not use the 
data in the validation activity in the training phase.   
D.  INTER-SUBJECT DETECTION OF PARTICULAR 
SUB-ACTIVITIES 
The final evaluation experiment has used the data from all the 
users except for the participant 4 to train the architecture in 
section IV. Once the algorithm is trained the same sub-activity 
detection test as in the previous section has been performed. 
The results are shown in Figure 14 and Tables X and XI.  
The results in this case are worse than in the intra-subject 
training showing that important information about the way 
participant 4 walks is missing when using the data from the 
rest of participants. 
Figure 14 captures the same results as Figure 13 for the case 
of inter-subject training. Only the 2 major walking segments 
are detected. Moreover, there are 3 false positives (running 
segments detected as walking). However, the length of these 




 FIGURE 14. Detecting walking segments in a running recording  
 
 
The results in Table X show that a similar number of flat 
regions is detected when walking down stairs compared to the 
intra-subject case for the same threshold similarity values. 
However, the number of false positives increases. The values 




NUMBER OF FLAT SECTION WHEN CLIMBING DOWN STAIRS DETECTED (24 
FLAT SECTIONS IN TOTAL) 
rth 0.92 0.93 0.94 0.95 0.96 
True positives 19 15 14 8 4 
False positives 8 7 7 4 2 
Recall 0.79 0.63 0.58 0.33 0.17 
precision 0.70 0.68 0.67 0.67 0.67 
F1 score 0.75 0.65 0.62 0.44 0.27 
 
Table XI shows a degradation both in terms of detected 
regions as well as in the false positive segments for the inter-
subject case. The time series generated in the walking 
segments of the rest of the participants in the dataset show a 
higher similarity to the climbing up regions for user 4. In fact, 
the results for the mean confusion matrix presented in [5] show 
that 9% of the walking up segments are classified as walking 





NUMBER OF FLAT SECTION WHEN CLIMBING UP STAIRS DETECTED (24 FLAT 
SECTIONS IN TOTAL) 
rth 0.94 0.95 0.96 0.97 0.98 
True positives 19 16 8 5 2 
False positives 14 12 5 3 2 
Recall 0.79 0.67 0.33 0.21 0.08 
precision 0.58 0.57 0.62 0.63 0.50 
F1 score 0.67 0.62 0.43 0.31 0.14 
E.  GENERALIZATION OF RESULTS 
In order to assess the generalization of results, the information 
from the sensor in the waist region in the dataset described in 
[6] has been used for validation. The preprocessing algorithm 
described in section IV has been used in order to re-sample the 
acceleration data in the dataset in [6] to match the sampling 
frequency in [5]. The architecture in Figure 1 is trained with 
the data from all the participants in the dataset in [5] and 
validated with the data from participants in the dataset in [6]. 
In order to compare results with previous studies recognizing 
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activities from the dataset in [6] the runs 4 and 5 from 
participants 2 and 3 have been used for validation.  
The participants in [6] recorded the execution of a sequence 
of kitchen activities intercalating a large walking fragment 
around the building. While in the kitchen, the user performed 
short walking segments. In order to use the algorithm in Figure 
1 (trained with the data from the walking activity from 
participants in [5]) to detect the walking around the building 
sub-activity for participants in [6], the Pearson correlation 
similarity measure has been averaged over 5 second periods. 
For short distance walking segments present in the execution 
of the different kitchen activities, the average similarity over a 
5 second period will include data from non-walking activities 
and the average similarity is expected to be smaller compared 
to pure 5 second walking segments. 
The results for the recall, precision, F1 score and accuracy 
for different similarity thresholds are captured in Figure 15 
and in table XII. The best F1 score (for a similarity threshold 
of 0.65) is 0.97. Table XIII captures a comparative analysis 
with previous studies applying LSTM based alternative 
architectures for HAR over the dataset in [6]. The results in 
this paper outperform by 3% the best previous results in 
related studies.   
  
FIGURE 15. Detection of walking segments in the opportunity dataset  
 
TABLE XII 
RESULTS FOR DIFFERENT THRESHOLD VALUES 
rth RECALL PRECISION F1 SCORE Accuracy 
0.45 1.00 0.84 0.91 0.98 
0.5 1.00 0.90 0.94 0.99 
0.55 1.00 0.93 0.96 0.99 
0.6 1.00 0.93 0.96 0.99 
0.65 0.99 0.94 0.97 0.99 
0.7 0.95 0.95 0.94 0.99 
0.75 0.81 0.95 0.87 0.98 
TABLE XIII 
COMPARATIVE RESULTS WITH PREVIOUS STUDIES 




This paper 0.97 
 
VII. CONCLUSIONS 
A novel architecture based on the use of Deep Recurrent 
Neural Networks (DRNN) in Human Activity Recognition 
(HAR) able to both detect the presence of anomalous 
segments of data inside the execution of a main activity and 
detect regions of a particular secondary activity inside a main 
activity has been presented and validated in three different 
scenarios: 
 Intra-dataset, intra-subject validation: using the data for a 
single user for training and validation. 
 Intra-dataset, inter-subject validation: using the data of all 
the users in a single dataset except one for training and the 
data for the left-aside user for validation. 
 Inter-dataset, inter-subject validation: using the data for 
all the users in a dataset for training and the users in the 
second dataset for validation. 
One of the major applications of outlier detection methods 
is to perform a data pre-processing cleansing task. In fact, the 
proposed algorithm for outlier detection shows better results if 
executed in 2 iterations: a first one to cleanse the dataset in 
order to remove secondary activity related data and a second 
one to optimally train the algorithm with single activity 
information and optimal outlier final detection.  
In order to validate the results for the outlier detection 
approach, 3 major outlier types have been identified in the 
dataset in [5] and the algorithm has been configured with 
different thresholds to assess the results. For outlier types 
generating acceleration information significantly different 
from the one in the main activity (such as very slow walking, 
or being completely stopped), all the configurations both for 
the intra-subject and inter-subject cases are able to detect all 
of them. For other outlier types (such as turning around when 
walking), the optimal detection values have been obtained for 
the intra-user case (detecting all of the cases in the dataset in 
the case of turning around outliers). The inter-user case 
validation for the dataset in [5] showed that there was a 
participant that was badly characterized when using the 
information from the rest of the users and the outlier detection 
did not provide good results independently of the selected 
similarity threshold.  
The sub-activity detection has been validated by detecting 
walking on a flat surface segments (training the algorithm with 
the walking activity data) inside the running/jogging and 
climbing up and down stairs activities. The intra-user results 
show that all walking segments were detected inside the 












0.45 0.5 0.55 0.6 0.65 0.7 0.75
Opportunity dataset
recall precision F accuracy
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positives inside the running activity and 6 inside the climbing 
up activity) and the majority (19 out of 24) in the climbing 
down activity (with a limited number of 6 false positives). The 
inter-user results have shown a certain degradation in the 
achieved performance, being able to detect 2 out of 4 walking 
sections inside the running activity (with 3 false positives) and 
19 out of 24 for the climbing up activity (with 14 false 
positives). However, the degradation for the detection of 
walking on flat segments while climbing down stairs was 
small.  
Finally, the inter-dataset scenario has shown that the 
architecture proposed in this paper is able to detect walking 
segments inserted in a run of different activities outperforming 
by around 3% previous results, even if the algorithm is trained 
with the data from a different dataset, using a different set of 
sensors in a different recording scenario.  
As a future work, a wider set of activities will be analyzed. 
Moreover, the optimization of the architecture in terms of 
reducing the computational costs and hardware requirements 
will also be proposed.  
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