Inteligencia artificial para la realización de procesos comunes mediante Watson, NodeJS y Blue Prism by Bello de Haro, Jose María & Universitat Autònoma de Barcelona. Escola d'Enginyeria
TFG EN INGENIERI´A INFORMA´TICA, ESCUELA DE INGENIERI´A (EE), UNIVERSIDAD AUTO´NOMA DE BARCELONA (UAB)
Inteligencia artificial para la realizacio´n de
procesos comunes mediante Watson,
NodeJS y Blue Prism
Jose Marı´a Bello de Haro
Resumen– Bluemix es una plataforma que ofrece multitud de servicios: Bases de Datos (BBDD),
compilacio´n, despliegue de aplicaciones... Y de entre todos estos servicios, aquellos que usan la
Inteligencia Artificial (IA) de Watson y ML son los que se exponen. Uno de ellos, Watson Conversa-
tion, se implementa para poder crear un asistente virtual para la UAB, el cual podra´ interactuar y
responder al usuario que solicite alguna accio´n a trave´s de un chat programado mediante NodeJS.
Adema´s, otras acciones sera´n llevadas a cabo mediante Blue Prism, como el envı´o de correos o el
registro de usuarios. Watson hace uso de ‘Machine Learning’ (ML) para poder analizar, aprender
y responder al usuario como si de una persona real se tratase. Esto se consigue mediante el
entrenamiento de modelos personalizados.
Palabras clave– Watson, Inteligencia Artificial, Bluemix, Blue Prism, NodeJS, Base de Da-
tos, Machine Learning, Conversation, Intencio´n, Entidad, Nodo, Aprendizaje, Despliegue, SOAP,
Restful API, JSON, IBM, IBM Cloud, Entrenamiento, Test, Groundtruth, Exhaustividad, Precisio´n,
Matriz de Confusio´n, validacio´n cruzada
Abstract– Bluemix is a platform that offers multiple services: Databases, compilation, application
deployment... And between all this services, those that use Watson Artificial Intelligence (AI) of
Watson and ML are those that are exposed. One of them, Watson Conversation, is implemented to
create a virtual assistant for the UAB, which can interact and respond to the user requesting some
action through a chat programmed through NodeJS. In addition, other actions will be carried out
through Blue Prism, such as mailing or user registration. Watson uses ‘Machine Learning’ (ML) to
analyze, learn and respond to the user as if it were a real person. This is achieved by training custom
models.
Keywords– Watson, Artificial Intelligence, Bluemix, Blue Prism, NodeJS, Database, Machine
Learning, Conversation, Intent, Entity, Node, Learning, Deployment, SOAP, Restful API, JSON, IBM,
IBM Cloud, Training, Test, Groundtruth, Recall, Precision, Confusion Matrix, cross-validation
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1 INTRODUCCIO´N
ACTUALMENTE esta´ en auge el uso de asistentes vir-tuales para gestionar multitud de tareas que ante-riormente se llevaban a cabo mediante personal de
atencio´n 24h o asistentes virtuales gestionados por perso-
nas. Tambie´n la bu´squeda de informacio´n se hace laberı´nti-
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ca a medida que el sitio web del que se desea obtener infor-
macio´n es ma´s grande.
Es por ello que con el presente trabajo se lleva a cabo la
creacio´n de un asistente virtual para la UAB. El asistente
virtual, mediante IA, permite automatizar todas las tareas. Y
actualmente no existe rival para las capacidades cognitivas
de Watson. Existen opciones que se centran en algunos as-
pectos concretos, como el ana´lisis del lenguaje natural [1] o
la clasificacio´n de ima´genes [2]. Pero al final Watson ofre-
ce una alternativa para todo, ma´s o menos potente. Y es
que es esa la ventaja: tener bajo un mismo abanico multi-
tud de servicios que se pueden interconectar entre ellos y
aprovechar todo el potencial que nos ofrece Watson (y IBM
Cloud). Algunas de las empresas que emplean a Watson en
Enero de 2018, Escuela de Ingenierı´a (UAB)
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sus sistemas son: General Motors [3], la America Cancer
Society [4], Wimbledon [5], Rocket Fuel [6], entre multitud
de otras empresas importantes [7] [8]. Con esto podemos
comprobar lo hondo que esta´ calando el uso de IA para lle-
var a cabo todo tipo de tareas. Ya sea reconocimiento de
voz, reconocimiento de caracteres, ana´lisis de la actitud o el
estado de a´nimo, ana´lisis de la personalidad a partir de las
palabras, aprendizaje a partir de las conversaciones, Watson
ofrece multitud de alternativas y todas interconectadas. Y es
por eso que el nu´mero de empresas que hacen uso de e´ste
crece cada an˜o. Con todo este background y teniendo en
cuenta el crecimiento que esta´ teniendo, se ha decidido im-
plementarlo en el actual proyecto. Adema´s de que tanto el
soporte online como la documentacio´n es fa´cil de encontrar
y de acceder.
2 ESTADO DEL ARTE DE IBM WATSON
Watson consiste en una plataforma de computacio´n cog-
nitiva, lo que significa que el contenido recibido mediante
diversas entradas puede ser procesado y analizado, gracias
al uso de algoritmos, Inteligencia Artificial y Big Data, pa-
ra posteriormente dar una respuesta lo ma´s precisa posible.
Con ello se espera poder ofrecer un sistema que sea capaz
de desenvolverse en situaciones complejas que requieren la
emisio´n de respuestas elaboradas y razonadas. Para conse-
guir llevar esto a cabo se disen˜o´ la arquitectura DeepQA,
que fue motivado por el reto que se propuso un equipo de
IBM de participar en el concurso televisivo estadounidense
“Jeopardy!” y ganarlo con un sistema informa´tico.
2.1. Arquitectura DeepQA
DeepQA (Deep Question Answering) [9] conforma un
sistema que es capaz de responder en tiempo real a pregun-
tas formuladas con lenguaje natural. A grandes rasgos per-
mite generar hipo´tesis, recopilar pruebas de forma masiva,
analizarlas y clasificarlas. Dicho sistema esta´ formado por
diversas etapas:
1. Adquisicio´n de contenido: se lleva a cabo mediante
Big Data, Wikipedia u otros orı´genes. Estos se par-
sean en grupos sinta´cticos, buscando ası´ detectar su-
jeto, verbo, objeto. . . Tras ello se busca generalizarlos
en grupos sema´nticos, buscando la relacio´n entre las
diferentes partes. Con todo ello se crea la red sema´nti-
ca.
2. Ana´lisis de la pregunta: en este parte se busca enten-
der aquello que se ha preguntado. Para poder sacar to-
das las posibilidades, se toman diferentes acercamien-
tos para poder abarcar todas las posibles interpretacio-
nes de la pregunta. Y para facilitar el ana´lisis, se divide
la pregunta en subpreguntas que tengan ma´s fa´cil res-
puesta.
3. Generacio´n de hipo´tesis: a partir de toda la base de
datos que se tiene se lleva a cabo una primera bu´sque-
da para poder obtener la ma´xima cantidad posible de
informacio´n para elaborar la respuesta. Esto se lleva a
cabo mediante el uso de diversas te´cnicas de bu´squeda
existentes, como las “triple store queries”, motores de
bu´squeda de texto mu´ltiple o bu´squeda de documentos,
entre otras. Tras la bu´squeda, se extraen respuestas que
sean posibles candidatas a responder a la pregunta for-
mulada. Estas respuestas pueden ser tı´tulos en el caso
de documentos, texto de pasajes. . . Es por ello que en
esta etapa no se busca precisio´n si no obtener una base
de candidatos. El resto de etapas se ira´n encargando de
depurar la respuesta. Si en esta etapa no se encontrado
una respuesta candidata lo ma´s probable es que no se
pueda responder a la pregunta formulada.
4. Puntuacio´n de hipo´tesis: una vez las respuestas can-
didatas han pasado el “soft filter”, que consiste una
serie de algoritmos que permiten reducir la cantidad
de candidatos antes de pasar a la etapa actual (siendo
dicha cantidad un para´metro a escoger), han de pasar
un proceso de evaluacio´n estricto que permite obtener
pruebas adicionales para poder dar soporte a cada res-
puesta candidata. Esto permite puntuar cada respuesta
segu´n las pruebas obtenidas. Algunos me´todos de pun-
tuacio´n de respuestas son geoespaciales, temporales,
relacionales, popularidad. . .
5. Unir resultados: se identifican las respuestas relacio-
nadas y se unir sus puntuaciones. Tras ello se debe es-
tablecer un ranking de las hipo´tesis y calcular la con-
fianza basado en los resultados de la unio´n. Utilizan
“Machine Learning” sobre un conjunto de preguntas
de entrenamiento con respuestas conocidas y entrenan-
do un modelo basado en las puntuaciones.
Fig. 1: Arquitectura del DeepQA
2.2. ¿Que´ posibilidades ofrece Watson?
En los u´ltimos an˜os las capacidades de Watson han ido
aumentando significativamente, abarcando cada vez ma´s
a´mbitos, ya que el objetivo es que se convierta en un asisten-
te virtual que sea capaz de responder lo ma´s humanamente
posible a los usuarios. Actualmente, las posibilidades ofre-
cidas por Watson van desde el ana´lisis del lenguaje natural
hasta el ana´lisis de vı´deo, pasando el ana´lisis de audio. Todo
ello ha sido necesario debido a que si no hubiese evolucio-
nado y hubiese permanecido u´nicamente como DeepQA,
entonces serı´a incapaz de analizar y detectar la multitud de
caracterı´sticas que a continuacio´n se exponen:
2.2.1. Conversation
Es uno de los servicios ma´s utilizados en el a´mbito in-
ternacional. Y es el que se usa en el presente proyecto. En
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pocas palabras, recibe como entrada lenguaje natural y, me-
diante Machine Learning responde, de forma estructurada y
coherente, como si fuese una persona.
Dicho servicio utiliza la IA de Watson y engloba en un
u´nico servicio Natural Language Classifier, Natural Lan-
guage Understanding y Dialog, servicios que se exponen
en el apartado 2.2.2 y en el ape´ndice. Conversation hace
uso de HTML, Javascript y JSON para poder transmitir y
recibir datos, ası´ como configurar funcionalidades especı´fi-
cas directamente en la conversacio´n. La conversacio´n en sı´
permite identificar intenciones y entidades. Las intenciones
hacen referencia a aquello que ha dicho el usuario (quisiera
poder descargar. . . ). Las entidades, en cambio, son los va-
lores que nos interesa identificar entre todo lo que ha dicho
el usuario (calendario, horario, clase). Por otra parte, esta´ la
lo´gica de la conversacio´n, que dependiendo de lo que diga
el usuario, la conversacio´n avanzara´ por un sitio u otro. Es-
ta lo´gica consiste en la configuracio´n de una serie de nodos
que formara´n el a´rbol completo de posibilidades. Es en es-
tos nodos donde se implementa el co´digo HTML, Javascript
y JSON. JSON permitira´ pasarle todos los datos necesarios
al orquestador, entre los que esta´n las variables de contexto,
que son valores obtenidos de la conversacio´n o generados
para gestionar el avance en la conversacio´n.
Lo primero que se tendra´ que hacer es crear un servi-
cio de Conversation [10] [11] en Bluemix. E´ste servicio nos
ofrece una interfaz de lenguaje natural que se an˜ade a la
aplicacio´n desarrollada. Esto nos dara´ opcio´n a generar di-
versas conversaciones en un workspace. Cada conversacio´n
tiene un identificador u´nico y usan:
Intents: hace referencia a todo aquello que el usuario
puede querer hacer con nuestra aplicacio´n y todo aque-
llo que queremos manejar. Podemos controlar palabras
como: comer, dormir, descargar. . . Es decir, represen-
tan la accio´n a llevar a cabo.
Entities: clarifican la accio´n a llevar a cabo, es decir,
serı´an los nombres que acompan˜an al verbo. Por ejem-
plo: si “descargar” es el verbo, “PDF horarios inge-
nierı´a informa´tica” serı´a el nombre.
Dialog: es todo el a´rbol a seguir segu´n los intents y
entities detectados. Serı´a la lo´gica simple a seguir.
Por otro lado, se tendra´ que gestionar la compilacio´n y el
despliegue de la aplicacio´n en la nube. En este caso, Blue-
mix ofrece varios servicios que interconecta mediante los
mo´dulos “Availability-monitoring-auto” y “Continuous De-
livery”. El co´digo quedara´ subido en github, y mediante los
mo´dulos mencionados se compilara´ y se desplegara´ online.
2.2.2. Otros servicios
En este apartado se describe de forma resumida la fun-
cio´n de cada uno de los servicios. En el ape´ndice puede
obtenerse algo ma´s de informacio´n sobre ellos.
Discovery
Mediante el uso de ana´lisis de datos y la capacidad cogni-
tiva de Watson, permite llevar a cabo la creacio´n de aplica-
ciones de tipo cognitivo que permitan obtener informacio´n
procesable a partir de informacio´n desestructurada. Esta in-
formacio´n puede ser propia, pu´blica o de terceros.
Knowledge Studio
Se utiliza para crear un modelo de Machine Learning que
sea capaz de entender los matices del lenguaje, el significa-
do y relaciones especı´ficas.
Language Translator
Permite identificar el idioma en que se ha escrito y tra-
ducirlo a otro. A e´ste se le puede entrenar para que lleve a
cabo traducciones especı´ficas.
Natural Language Classifier
Como bien dice su nombre, es un clasificador que permite
comprender el lenguaje de textos cortos mediante te´cnicas
de ML, identificando intenciones, clasificando y organizan-
do datos.
Natural Language Understanding
Permite analizar las caracterı´sticas sinta´cticas del texto
de entrada: categorı´as, conceptos, emociones, entidades, pa-
labras clave, metadatos, relaciones, roles sema´nticos y sen-
timiento.
Personality Insights
Mediante el ana´lisis lingu¨ı´stico del texto (tweets, emails,
mensajes de texto. . . ) busca obtener las caracterı´sticas de la
personalidad del autor.
Speech to Text
Para transcribir con precisio´n la voz humana, aprovecha
la inteligencia de la ma´quina para combinar informacio´n so-
bre la grama´tica y la estructura del lenguaje con el conoci-
miento de la composicio´n de la sen˜al de audio.
Text to Speech
En este caso, a partir de un texto Watson busca, median-
te su sintetizador de voz, obtener una voz lo ma´s natural
posible.
Tone Analyzer
El analizador de tono permite analizar un texto y detec-
tar el tono y las emociones del mismo. Es capaz de extraer
dicha informacio´n tanto de un documento entero como de
una frase. Esto permite, por ejemplo, analizar el tono de un
correo antes de enviarlo, para ası´ poder evitar malos enten-
didos.
Visual Recognition
Mediante algoritmos de “Deep Learning” analiza ima´ge-
nes y extrae objetos, caras, escenas y otro contenido. La
respuesta que da incluye una serie de palabras clave que
otorgan informacio´n sobre el contenido de la imagen.
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2.3. ¿Para que´ se usa en el mundo?
Aunque Watson y el DeepQA comenzo´ con el objetivo de
ganar el concurso televisivo “Jeopardy!”, en el que querı´an
ser capaces de hacerle analizar en tiempo real el lenguaje
natural y poder ofrecer una respuesta lo ma´s precisa posi-
ble, se vio´ que la capacidad de procesamiento del lenguaje
natural (NLP) [12] y de razonamiento de Watson podı´an uti-
lizarse para otros a´mbitos, ya que es capaz de extraer, de un
gran conjunto de datos, informacio´n relevante y u´til. Exis-
ten una gran cantidad de ejemplos, como:
Generar una serie de diagno´sticos sobre el estado de
un paciente a partir de informacio´n obtenida de diver-
sos orı´genes, como lo son enciclopedias, radiografı´as,
resonancias magne´ticas, resultados de analı´ticas, his-
toriales me´dicos. . . Estas implementaciones permiten
aumentar la precisio´n en los diagno´sticos, lo que su-
pone una mejora en el cuidado y tratamiento de los
pacientes [13]
Identificar proteı´nas adicionales de ARN alterado por
la ELA [14]
Ana´lisis visual del ca´ncer a nivel mundial, partiendo de
los datos ofrecidos por la OMS (Organizacio´n Mundial
de la Salud). Ofrecer informacio´n sobre las regiones y
los diversos tipos de ca´ncer, la edad, el ge´nero. . . [15]
Aun ası´, en este apartado se van a exponer de forma ma´s
concreta y precisa dos casos concretos: el uso de la compu-
tacio´n cognitiva para aprender programacio´n paralela; y el
disen˜o y ana´lisis de la percepcio´n visual de un nin˜o usando
el servicio de ana´lisis multimedia de IBM.
2.3.1. Uso de la computacio´n cognitivia para aprender
programacio´n paralela [16]
El objetivo de este caso es ser capaz de usar el sistema
cognitivo de Watson para la educacio´n de personas que co-
mienzan a programar en paralelo. Se busca evitar la ma´xima
cantidad de fallos a la hora de programar y usar las direc-
tivas de OpenMP (software libre para programar sistemas
paralelos). Para ello han desarrollado una herramienta que
usa el NLP de Watson para ası´ evitar errores comunes. El
usuario que se conecta a la aplicacio´n realiza una pregunta
sobre OpenMP, Watson la analiza y ofrece una respuesta en
caso de que la haya.
Fig. 2: Arquitectura de la aplicacio´n de ayuda a la progra-
macio´n paralela
Pero para que Watson sea capaz de analizar y elaborar
una respuesta, ha de ser entrenado de alguna manera. Y es
por ello que utilizan como datos de entrenamiento los erro-
res ma´s comunes que se dan al usar OpenMP, que en este
caso alcanzan la cantidad de 32 errores conocidos [17]. Una
vez entrenado, se configuran tambie´n los valores que van a
permitir que el servicio haga uso de una lengua u otra, que
se retroalimente. . . Y con dicha configuracio´n, tambie´n se
generan otros archivos que incluira´n la bienvenida, ası´ co-
mo las variantes en lo que a contestaciones se refiere: existe
el “input tag”, el “output tag”, el “default tag”, etce´tera; los
cuales permiten ir configurando el dia´logo. Con todos los
valores y las etiquetas definidas, y una vez funcionando, se
llevo´ a cabo una encuesta a aquellos usuarios noveles que
usaron la aplicacio´n. Con esta encuesta se buscaba conocer
cua´n u´til ha sido la herramienta desarrollada a partir de 4
simples preguntas:
1. ¿Es ma´s u´til esta herramienta que el uso de un busca-
dor o un paper a la hora de programar en paralelo? Ma´s
del 87,5 % la encontraba u´til.
2. ¿Las respuestas dadas fueron precisas? 62,5 % consi-
dera que las respuestas fueron precisas.
3. ¿Encuentras u´til que sea multilingu¨e? El 87,5 % vieron
con buenos ojos el multilingu¨ismo.
4. ¿Serı´a u´til si la aplicacio´n pudiese devolver papers?
Un 62,5 % considero´ u´til una mejora para que devuelva
papers en lugar de una respuesta concreta.
2.3.2. Disen˜o y ana´lisis de la percepcio´n visual de un
nin˜o usando el servicio de ana´lisis multimedia de
IBM [18]
Las principales motivaciones que llevan a utilizar el
IMARS (IBM Multimedia Analysis and Retrieval System)
son:
la precisio´n, gracias al uso de un framework basado en
caracterı´sticas y que hace uso del “Machine Learning”
para clasifica y modelar ima´genes y vı´deo
tiempo reducido con respecto a Matlab y otros, y ma´s
preciso
libre acceso de mu´ltiples clientes
IMARS ba´sicamente es un sistema que puede ser usado pa-
ra indexar de manera automa´tica, clasificar y llevar a cabo
bu´squedas en grandes colecciones de ima´genes digitales y
vı´deos. Aplica una serie de algoritmos que permiten ana-
lizar las caracterı´sticas y clasificarlos segu´n su contenido.
IMARS es compatible con una amplia gama de clasificado-
res sema´nticos pre-entrenados que identifican automa´tica-
mente si cada nueva imagen y video pertenece a una o ma´s
de las categorı´as sema´nticas predefinidas en la taxonomı´a
en funcio´n de los descriptores visuales extraı´dos.
Fig. 3: Arquitectura del VRS
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3 ARQUITECTURA DEL PRESENTE PRO-
YECTO
En este apartado se puede contemplar una imagen que
muestra arquitectura del sistema que es usada para el pre-
sente proyecto y una breve descripcio´n de cada parte (el
conversation ya ha sido definido anteriormente, ergo se
omite en las descripciones).
Fig. 4: Arquitectura del sistema propio
3.1. WATSON CONVERSATION
En este apartado se expondra´ de forma concreta que´ se ha
empleado para desarrollar una primera conversacio´n base
que permita llevar a cabo pruebas con Watson. Como se ha
mostrado en el apartado 2.2.1, consta de Intents, Entities y
Dialog. Para poder trabajar con la conversacio´n, hara´n falta
tanto las credenciales como la identificacio´n de la conver-
sacio´n, para poderlas incluir en el apartado de servidor, en
NodeJS.
Fig. 5: Credenciales del conversation del asistente de la
UAB
Fig. 6: Identificacio´n de la conversacio´n
3.1.1. Intents
En esta primera conversacio´n se ha tenido en cuenta in-
tenciones del usuario como: descargar o solicitar calen-
darios, pedir la disponibilidad de algu´n centro, obtener el
correo, el tele´fono o la informacio´n general sobre algu´n
acade´mico, descargar los horarios de alguna asignatura. Es
por ello que se han definido diversos intents con las posibles
estructuras gramaticales que pueden usar los usuarios:
Fig. 7: Intent correo con las estructuras gramaticales
Sera´ a partir de estas estructuras gramaticales y del por-
centaje de similitud a cada una de ellas como se decida que´
ha querido decir el usuario exactamente.
3.1.2. Entities
Basa´ndose en los intents, y, por lo tanto, en aquello que
el usuario puede solicitar, se han creado una serie de enti-
ties que permiten guardar actualmente: pa´ginas web, infor-
macio´n sobre horarios, tipos de calendarios, disponibilidad,
carreras de diversos tipos, hora, zonas del campus, faculta-
des, menciones y cursos.
Fig. 8: Entities carreras, hora y zona con los posibles valo-
res
3.1.3. Dialog
En este apartado se han definido las respuestas a darle
al usuario, las condiciones a cumplir segu´n lo que pida y la
navegacio´n entre los nodos. E´stas son: bienvenida y saludos,
disponibilidad, webs, correo, tele´fonos y pdfs.
Fig. 9: Nodo Horario que comprueba si existen las entities
carreras, curso y mencio´n. Guarda los valores en las varia-
bles con el mismo nombre.
3.2. CLOUDANT NOSQL DB
Este servicio, descrito ma´s arriba, te ofrece la posibilidad
de conectarte desde NodeJS mediante unas credenciales que
se generan automa´ticamente tras la creacio´n:
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Fig. 10: Credenciales de Cloudant DB en Bluemix para la
conexio´n
La gestio´n de la base de datos se lleva directamente desde
la propia interfaz gra´fica que Bluemix te proporciona. Debi-
do al plan gratuito o limitado, la cantidad de querys, bases
de datos a crear, etc. Esta´ bastante limitado. En este caso
u´nicamente se ha creado una base de datos “asistenteuab”
en la que se van a guardar los datos que nos interesen del
usuario: nombre, id de la conversacio´n, dı´a, hora, valores de
las variables de contexto. . .
Fig. 11: Interfaz gra´fica de gestio´n de la base de datos Clou-
dant DB
3.3. ORQUESTADOR
El orquestador o nexo consta de dos partes: la parte del
cliente, que implementa Javascript puro; y la parte del ser-
vidor, que implementa NodeJS. A continuacio´n, se exponen
ambas partes con sus mo´dulos y funciones principales.
3.3.1. Cliente
Es la parte que conforma el front-end e incluye la interfaz
gra´fica (HTML y CSS) y la lo´gica que permite la interac-
cio´n entre el front-end y el back-end (servidor), ası´ como el
formateo de los datos recibidos y a enviar. A grandes ras-
gos, actualmente consta de los siguientes archivos con una
breve explicacio´n para cada uno:
Index.html: apartado en el que define la interfaz gra´fi-
ca, que viene a ser u´nicamente la conversacio´n y un
aspecto simplista. Se incluyen todos los archivos ja-
vascript del lado del cliente.
Aspecto.css: archivo que incluye todas y cada una de
las configuraciones en relacio´n al aspecto gra´fico de la
aplicacio´n.
Common.js: incluye funciones de uso comu´n en el
resto de archivos. Entre ellas esta´ la que permite con-
vertir un JSON en un elemento DOM para poder in-
cluirlo en la conversacio´n con las contestaciones. O un
disparador de eventos a partir de lo que se le indique.
Api.js: es el puente entre la parte de cliente y la parte
servidor. Da formato a la informacio´n que se le va a
enviar, vı´a “HTTP Request”, al servidor. Tambie´n esta´
a la espera de la contestacio´n del mismo. Permite ges-
tionar, tambie´n, el uso de las Request y los response
para ası´ poder retroceder en la conversacio´n en caso
de necesidad o acceder a los datos de contexto de una
contestacio´n concreta.
Conversation.js: contiene funciones como la iniciali-
zacio´n de la conversacio´n, la gestio´n de eventos (darle
a ENTER, reiniciar la conversacio´n. . . ), ası´ como la
construccio´n de los JSON que sera´n convertidos a ele-
mentos DOM o el desplazamiento automa´tico del chat
al u´ltimo elemento an˜adido.
Payload.js: tiene como funcio´n manejar todo aquello
que se muestra y el comportamiento de la columna de
la conversacio´n.
3.3.2. Servidor
Es la parte a la que el cliente no tiene acceso directamen-
te, si no que requiere de API RESTful para poder mandar y
recibir datos. Dado que hace uso de NodeJS, en este apar-
tado tambie´n se hablara´ de mo´dulos, que vienen a ser como
una especie de librerı´as al estilo C++. Como en el caso del
cliente, tambie´n consta de una serie de archivos con funcio-
nes diferentes:
App.js: punto de entrada de las peticiones del cliente.
Es donde se configuran los “endpoints” segu´n la pe-
ticio´n recibida. Es desde este archivo desde donde se
realiza tanto la conexio´n a la BBDD como la conexio´n
a la WATSON Conversation. Es ba´sicamente el nu´cleo
del orquestador.
Server.js: simplemente se encarga de poner el servi-
dor a la escucha en el puerto indicado, siendo en este
caso el 3000. Cuando recibe alguna peticio´n, app.js lo
gestiona.
.env: archivo que simplemente guarda variables de en-
torno con credenciales como el usuario o el password
tanto de la conversation como de la base de datos.
Package.json: archivo en el que se incluyen todos
aquellos mo´dulos utilizados en la aplicacio´n, ası´ como
el nombre de la aplicacio´n, descripcio´n, etce´tera.
3.3.3. Mo´dulos
Los mo´dulos se incluyen en la aplicacio´n como objetos
de los cuales se pueden usar los me´todos que ofrecen. Ac-
tualmente se esta´n utilizando los siguientes:
1. Mo´dulo EXPRESS: es un mo´dulo que permite, en-
tre otras cosas, configurar direccionamientos para po-
der responder frente a diversas peticiones de clientes.
Adema´s, los me´todos de solicitud pueden ser GET,
POST, DELETE, PUT. . . Para su uso, hay que instan-
ciar express, que en este caso simplemente se lleva a
cabo app = express(). Tras ello, se establecen los dife-
rentes “endpoints”, ası´ como los para´metros a usar.
2. Mo´dulo BODY-PARSER: es usado por express y per-
mite parsear los cuerpos de los request que llegan al
servidor.
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3. Mo´dulo CONVERSATION: mo´dulo que se utiliza
para autenticarse e indicar los para´metros de la conver-
sacio´n a la cual deseamos acceder. Tambie´n se usa para
transmitirle los mensajes a Watson y obtener las res-
puestas. Ba´sicamente hace de nexo entre Watson con-
versation y el servidor.
4. Mo´dulo DOTENV: u´nicamente carga las variables
de entorno presentes en el archivo “.env” en “pro-
cess.env”.
5. Mo´dulo NANO: mo´dulo que se utiliza para conectar-
se con CouchDB y realizar acciones como la creacio´n
de bases de datos, su uso, la eliminacio´n, insercio´n de
documentos, etce´tera.
6. Mo´dulo SOAP: es el mo´dulo que permite la comu-
nicacio´n con el web Service generado mediante Blue
Prism. Se le pasan los valores de entrada que dicho WS
espera, adema´s de las credenciales de Blue Prism.
7. Mo´dulo FS: mo´dulo que permite gestionar y acceder
a los archivos del sistema. Es esencial para la interac-
tuacio´n entre el servidor y los archivos locales.
8. Mo´dulo CLOUDANT: mo´dulo que permite la cone-
xio´n con la base de datos que se encuentra en IBM
Cloud. Dicha BBDD es no relacional y las funciones
a utilizar, obviamente, usan el mismo principio que
cualquier BBDD no relacional. Entre otras cosas, son
necesarias las credenciales para poder conectarse a la
BBDD.
3.4. BLUE PRISM
Actualmente es el encargado de gestionar el envı´o de co-
rreos con el PDF solicitado a Watson. Se ha construido un
Web Service que recibe como entrada el correo de destino,
el usuario y el contenido. El proceso desarrollado hasta aho-
ra simplemente incluye el envı´o de correos. Para ello se
configura el remitente y el destinatario. En la figura 12 se
apreciar el establecimiento de los datos.
Fig. 12: Configuracio´n del correo
En la figura 13 se ve el flujo del programa desde que en-
tran los datos enviados desde NodeJS hasta que se devuelve
el resultado.
Fig. 13: Muestra la construccio´n del WS mediante mo´dulos
programados en Java
En la figura 14 se aprecia la programacio´n realizada para
el mo´dulo de envı´o de mensajes que se utiliza.
Fig. 14: Muestra el co´digo usado para enviar un mensaje
Todo este proceso, adema´s de unos inputs tiene tambie´n
un output, que sirve para indicar como ha ido el proceso.
Los objetos usados para llevar a cabo las acciones son pro-
gramados en Java:
Hay que destacar que el software esta´ instalado en local,
lo que implica que el ordenador tenga que estar encendi-
do y el software ejecuta´ndose para que se lleve a cabo, en
este caso, el envı´o de correo cuando se le haga la peticio´n
mediante web service.
4 PROCEDIMIENTO DEL ENTRENAMIENTO
En IBM Cloud, los servicios ofrecidos se clasifican de
2 maneras: pre-entrenados y sin entrenar. Por un lado, los
servicios pre-entrenados han sido entrenados por un equipo
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de IBM Watson, cuya responsabilidad ha sido obtener los
datos correctos para entrenar los modelos de ML y darles a
los desarrolladores una funcionalidad “fuera de la caja”para
que puedan centrarse en la lo´gica del software que esta´n
desarrollando. Los servicios que vienen pre-entrenados son:
Natural Language Understanding, Personality Insights, To-
ne Analyzer, Speech-to-text, Language Translator y Visual
Recognition. Au´n ası´, se puede llevar a cabo un mayor en-
trenamiento, focalizado en aquello en lo que el desarro-
llador tenga como objetivo. Por otro lado, esta´n los servi-
cios que requieren entrenamiento de modelos personaliza-
dos de ML. Estos servicios son: Natural Language Clas-
sifier, Watson Conversation y Visual Recognition. En este
caso estamos usando el servicio de Watson Conversation,
por lo tanto, va a ser necesario crear un modelo de entrena-
miento personalizado. Los siguientes subapartados definen
lo que he llevado a cabo.
4.1. ¿Cua´nto entrenamiento necesita el Con-
versation?
Lo primero que hay que saber es hasta do´nde hay que
entrenar a Watson y en que´ estado se encuentra tras cada
entrenamiento. Para ello existe un software cuyo nombre es
Watson Developer Cloud Performance Evaluation (DCPE)
[19] que nos va a permitir conocer diversas me´tricas rela-
cionadas con el entrenamiento. Algunas de estas me´tricas
son:
Accuracy (Exactitud): de todas las predicciones,
cua´ntas son correctas. Consiste en la suma de las todos
los enunciados positivos que Watson ha dado como po-
sitivos ma´s todos los enunciados negativos que Watson
ha dado negativos. Esto se divide entre el nu´mero total
de enunciados.
Precision (Precisio´n): de todos los enunciados de los
cuales se ha predicho que pertenecen a una clase con-
creta, cua´ntos pertenecen realmente a esa clase. En es-
te caso, serı´a el nu´mero total de enunciados verdadera-
mente positivos dividido entre el nu´mero total de enun-
ciados predichos como positivos.
Recall (Exhaustividad): de todos los enunciados que
esta´n etiquetados con una clase concreta, cua´ntos ha
predicho correctamente Watson que realmente perte-
necen a dicha clase. Es decir, el nu´mero total de verda-
deros positivos dividido entre el nu´mero total de enun-
ciados que esta´n etiquetados como positivos.
F1-score: define la precisio´n de un test. Hace uso de la
precisio´n (P) y la exhaustividad (E) para poder obtener
el resultado: (2 ∗ P ∗ E)/(P + E)
Matriz de confusio´n: relaciona los valores reales y
predichos mediante una matriz.
Con todos estos valores se puede ir comprobando cua´n
bien entrenado esta´ el Conversation y cua´ndo realmente uno
considera que ya ha alcanzado un punto que supera las ex-
pectativas establecidas.
4.2. ¿Co´mo es el proceso de entrenamiento y
evaluacio´n?
En el caso del Conversation, lo primero que va a hacer
falta es crear un groundtruth, que consiste en un conjunto de
datos de entrada (dataset) de ejemplo y su etiqueta (clase)
correcta correspondiente. Dicho groundtruth se divide de
forma aleatoria en 2 conjuntos, uno de entrenamiento y otro
de test. Se puede ver un ejemplo de entrada en la figura 15.
Fig. 15: Ejemplo de entrada de groundtruth
Dicha divisio´n suele consistir en un 70 % para entrena-
miento y un 30 % para test. El conjunto de entrenamiento
se usa para construir los modelos personalizados, para ello
se sube al servicio de Watson Conversation ya sea vı´a REST
API o el uso de la herramienta interactiva que te ofrecen. Lo
que se sube es un archivo en formato .csv que en la primera
columna contiene los ejemplos y en la segunda columna la
clase/intent a la que pertenece. Cuando el modelo ha sido
entrenado, se procede a hacer uso de la aplicacio´n referida
anteriormente para evaluar el funcionamiento del modelo.
En el caso del Conversation, dicha aplicacio´n requiere una
serie de datos que se le pasan mediante un archivo JSON:
La URL de la API del Conversation
El nombre de usuario de la Conversation
La contrasen˜a del usuario de la Conversation
La ID del workspace del Conversation
La ruta al archivo de test en formato csv. Este archivo
debe tener exactamente el mismo formato que el de
entrenamiento.
El archivo en formato csv donde se guardara´n los re-
sultados
El archivo en formato csv donde se guardara´ la matriz
de confusio´n
Una vez pasados dichos valores, la aplicacio´n ejecutara´
un script que se menciona en el siguiente apartado.
Fig. 16: Diagrama del entrenamiento de Watson Conversa-
tion
4.3. Pasos seguidos en el entrenamiento y tes-
teo del presente Conversation
El conjunto de entrenamiento consta de un conjunto de
frases (o ejemplos) y un conjunto de clases, cada frase se
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asocia a una u´nica clase. Se ha aplicado cross-validation
(k=4) para comprobar y asegurar la calidad del modelo. A
continuacio´n se indican los pasos seguidos para poder llevar
a cabo un correcto entrenamiento con el Conversation del
Asistente propuesto para la UAB.
Primero se ha definido un groundtruth de 500 ejemplos
divididos en un total de 7 clases (Intents o Intenciones): ca-
lendario, disponibilidad, horarios, informacion, lugar,
saludos y web. El que sean 7 clases exactamente se debe
a una decisio´n propia y no al hecho de que no puedan haber
ma´s, ya que en realidad, a la larga y por la experiencia de
trabajar con otros conversations, hara´n falta decenas de cla-
ses. En este caso, debido a la amplitud del proyecto se ha
decidido coger u´nicamente 7. Por otro lado, los ejemplos
se han generado teniendo en cuenta diferentes perfiles, in-
tentando emplear diferentes estilos comunicativos: adoles-
cente, estudiante universitario, adultos con diversos estatus
sociales, ancianos, etc. Esto ha sido ası´ para poder abarcar
la mayor cantidad de targets posible. De todos modos, la
eleccio´n de la cantidad de ejemplos ha sido arbitraria. Por
el taman˜o que puede llegar a tener el asistente, se requiere
de una mayor cantidad de ejemplos, que tambie´n, por expe-
riencia, podrı´an rondar los 250 por clase. El groundtruth se
ha separado en dos partes: entrenamiento y test.
La parte de entrenamiento, que consta de 373 ejemplos
con sus respectivas clases, es la que se ha subido al aparta-
do de ‘Intents’ del Conversation en IBM Cloud, donde au-
toma´ticamente Watson ejecuta el entrenamiento. Dicho en-
trenamiento dura apenas 2 minutos. Tras el entrenamiento,
Watson ya esta´ listo para recibir peticiones de conversacio´n
mediante API Rest. Todo el entrenamiento queda alojado
en la nube de IBM. Toda la informacio´n que le enviemos a
Watson mediante las peticiones se guarda por defecto, tanto
la request como la response. Au´n ası´, indican que la infor-
macio´n ni se hace pu´blica ni se comparte, u´nicamente la
utilizan para mejorar el servicio ofrecido. Si no se desea
que ası´ se lleve a cabo, hay un para´metro en el header al en-
viar la peticio´n que es X-Watson-Learning-Opt-Out, el cual
se ha de poner a true.
Para poder ejecutar la parte de test, que consta de 127
ejemplos con sus respectivas clases, hace falta el software
DCPE mencionado en el apartado 4.1. Dicho software re-
quiere: Git, Python 2 o 3, Anaconda, una cuenta en IBM
Cloud y una instancia, en este caso, de Watson Conversa-
tion.
El proceso a seguir para su correcto funcionamiento se in-
dica en la pa´gina de GitHub del autor del script [19].
4.3.1. Script de testeo
Para que el script funciones, se ha de clonar el repositorio
en el que se encuentra, modificar el JSON correspondiente
con los datos descritos en el apartado 4.2, ejecutar el co-
mando jupyter notebook en la consola desde el directorio
notebooks del repositorio recie´n descargado y seleccionar
el archivo de ca´lculo de performance que coincida con el
servicio, ‘ConversationPerformanceEval.ipynb’ en este ca-
so. Tras ello simplemente se abrira´ una pa´gina con el co´di-
go a ejecutar y que consiste en un script escrito en python
que se tiene que ejecutar por partes. Toma como referencia
los valores indicados en el archivo JSON mencionado en el
apartado 4.2. En el script debera´n modificarse los siguientes
datos para que no de errores ni de versio´n ni de regio´n, ya
que por defecto el script esta´ pensado para Conversations
que se han creado en la regio´n de Estados Unidos del Sur y
el presente proyecto se ha creado en la regio´n de Alemania:
el nombre del archivo con los para´metros, indicando
aquel que haga referencia a nuestro servicio, siendo en
este caso ‘example conversation parms.json’. En este
archivo se encuentran los nombres del csv de test y los
csv de salida: matriz de confusio´n y resultados para
cada clase. Tambie´n contiene los datos de la Conver-
sation.
la fecha de versio´n del conversation, en este caso
‘2016-10-21’.
la variable ‘url’ del objeto conversation. Se mo-
difica por la URL de la API de la regio´n en la
que nos encontremos, en este caso ‘https://gateway-
fra.watsonplatform.net/conversation/api’ (Alemania)
Algo importante ha tener en cuenta es que los acentos dan
problemas con el script. Es por ello que en cualquiera de
los casos hago uso de una funcio´n que los elimina. Una vez
establecidos los para´metros correspondientes, se puede eje-
cutar el script paso por paso, viendo todas las salidas que
nos proporciona cada una de las partes. El script usara´ el ar-
chivo de test pasado con el formato indicado anteriormente
y los conjuntos ‘ejemplo’ y ‘clase/intent’ separados por ‘,’
y no por ‘;’. Con e´l genera el output para los archivos de
que contendra´n la informacio´n de la matriz de confusio´n y
los valores de ‘precision’ y ‘recall’ entre otros. Con la in-
formacio´n devuelta por el script ya se puede estudiar si sera´
necesario o no llevar ma´s entrenamiento sobre Watson.
A grandes rasgos, lo que el script lleva a cabo es:
1. Carga la informacio´n del archivo JSON en diferentes
variables.
2. Obtiene cada una de las filas del archivo de test, sepa-
rando el ejemplo de la clase para poder manda´rselo a
la API de Watson.
3. Realiza la peticio´n para cada una de las frases y guar-
da los diversos resultados (precisio´n, exhaustividad...)
para poder generar las tablas y matrices. Los resulta-
dos tambie´n se guardan en los archivos indicados en el
JSON.
4. Se imprimen la matriz de confusio´n, la tabla con las
diferentes clases y sus resultados, la precisio´n...
5 RESULTADOS EXPERIMENTALES
5.1. Etapa 0: Sin INTENTS
Como ya se ha ido indicando a lo largo del dossier, los
intents ba´sicamente son las clases. Simplemente, IBM ha
decidido darles un nombre ma´s descriptivo, que permite ha-
cer entender a los desarrolladores que un intent define la
intencio´n de un usuario al escribir sobre algo en el chat. Es
por ello que sin intents Watson no recibe ningu´n tipo de
entrenamiento (ya que como se ha indicado anteriormente,
en este caso somos nosotros los que tenemos que entrenar-
lo, no viene pre-entrenado). Por lo tanto, se escriba lo que
se escriba en la conversacio´n, Watson nunca sera´ capaz de
conocer las intenciones, ya que la confianza para cada res-
puesta es de 0, lo que supone dar como respuesta la creada
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por defecto. Dicha respuesta consiste en un mensaje indi-
cando que no ha entendido aquello que a lo que hace refe-
rencia el usuario. Es por ello que se ha de llevar a cabo un
mı´nimo entrenamiento.
5.2. Etapa 1: Primer entrenamiento
Como se ha indicado anteriormente en el apartado 4.3,
para el entrenamiento ba´sico se han usado un total de 7 cla-
ses con 500 ejemplos repartidos entre ellas, como se puede
ver en la figura 17.
Fig. 17: Cantidades por clase y train/test del primer entre-
namiento
La cantidad de ejemplos no es equitativa para cada clase,
depende de la cantidad de conceptos que se abarquen. En
este caso, como se puede ver gracias a la ejecuciones del
script, las clases que ma´s ejemplos tienen son informacion,
lugar y web. Las estadı´sticas mostradas en la figura 18 han
sido recopiladas por el propio servicio de Watson Conversa-
tion y muestran la cantidad de veces que se ha identificado
cada intent. Es mayor la cantidad de unas clases que de otras
debido a que los ejemplos han sido an˜adidos por mi y por
lo tanto he valorado a criterio personal que tenı´a que haber
ma´s de una cantidad que de otra, lo que produce un sesgo
en los datos. Por otro lado, el nu´mero total de registros de
intents es mayor que el de frases de testeo debido a que el
script de Python se ha ejecutado ma´s de una vez, lo que ha
supuesto que Watson vaya registrando los intents de varias
ejecuciones.
Se han separado en dos conjuntos de 373 y 127, entrena-
miento y test respectivamente. Tras llevar a cabo los pasos
anteriores y habiendo ejecutado el script, se han obtenido
datos bastante buenos para ser un primer entrenamiento y
sin separacio´n proporcional. Segu´n la matriz de confusio´n
de la figura 19 obtenida a partir de los datos generados y
guardados en el “.csv”de salida a partir del cross-validation,
muestra que la mayor cantidad de coincidencias se han da-
do con web, informacion y lugar. Esto tambie´n se debe a
lo mencionado, y es que hay ma´s ejemplos para estas clases
que para el resto. Se puede apreciar que por lo general las
predicciones son bastante buenas. Sobretodo ha habido eti-
quetados incorrectos en el caso de la clase informacion, ya
que algunos de los ejemplos comparten una misma estruc-
tura inicial pero con diferente desenlace.
En la figura 20 se pueden comprobar varias cosas:
Tanto con web como con calendario no ha habido casi
ningu´n conflicto debido a que todos los ejemplos usa-
dos establecen una diferenciacio´n clara de la intencio´n
Fig. 18: Cantidades por cada Intent
Fig. 19: Matriz de confusio´n del primer entrenamiento
del usuario, es decir, es muy difı´cil considerar una in-
tencio´n diferente a la real.
En el caso de saludos se puede ver que la precisio´n
ha obtenido el ma´ximo valor pero en el caso de la ex-
haustividad un 0.67. De ahı´ que salga un f1-score de
0.8.
En lo casos que no hay ido tan bien, como saludos o
lugar (0.83 de f1-score) es debido a los pocos ejem-
plos presentes para llevar a cabo el entrenamiento y el
test o a la semejanza entre las preguntas que se reali-
zan. Es por ello que en el segundo entrenamiento se
van a an˜adir ma´s ejemplos para todos los casos en los
que escaseen y adema´s los resultados no sean buenos.
De media se puede comprobar que los resultados son
muy buenos, ya que se encuentran entre el 0.8 y el
0.97, lo que indica un alto grado de aciertos por par-
te de Watson.
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Fig. 20: Precisio´n, exhaustividad (recall), f1-score primer
entrenamiento
En este primer entrenamiento se han obtenido una media
de 0, 92287 y una desviacio´n esta´ndar de 0, 14492.
5.3. Segundo entrenamiento
En este segundo entrenamiento se ha hecho uso de un
total de 600 ejemplos. En la figura 21 se puede ver la dis-
tribucio´n.
Fig. 21: Cantidades por clase y train/test del segundo entre-
namiento
Se puede apreciar el sesgo en los datos, ya que soy yo
quien ciertamente, tras ver que´ clases funcionan peor, he
decidido cuales requieren ma´s ejemplos. Tambie´n en este
caso se ha usado cross-validation para evaluar los resulta-
dos. En este segundo caso podemos comprobar, viendo la
figura 22, que los intents ma´s usados siguen siendo infor-
macion, lugar y web, ya que siguen siendo los que ma´s
ejemplos tienen.
En la matriz de confusio´n de la figura 23 podremos com-
probar que ha mejorado mucho y para todas las clases. To-
davı´a sigue habiendo falsos positivos con la clase web, pero
es debido ba´sicamente a la multitud de ejemplos que tiene
y la terminologı´a empleada, lo que lleva a Watson a dar un
confianza similar tanto a la clase web como con las que tie-
ne conflicto. De todos modos, la capacidad de Watson para
detectar la intencio´n del usuario ha mejorado considerable-
mente, como tambie´n podemos ver en la figura 24, donde
podemos ver que para todas las clases la precisio´n gira al-
rededor del 0.95, ası´ como la exhaustividad (y consecuen-
temente el f1-score). Tiene un valor un poco ma´s bajo la
clase lugar, que es la que lleva a mayor confusio´n entre ella
y web.
En este caso se ha calculado la media y la desviacio´n
tı´pica de los ejemplos de test, obteniendo unos resultados
de 0, 94434 y de 0, 13954 respectivamente.
Fig. 22: Cantidades por cada Intent usados en el segundo
entrenamiento
Fig. 23: Matriz de confusio´n del segundo entrenamiento
6 CONCLUSIONES
Este trabajo fue iniciado con la intencio´n de que tuviese
una base de software so´lida (nodejs, blueprism), ası´ como
una base de computacio´n so´lida. A lo largo de la investiga-
cio´n llevada a cabo, se ha visto que, por la parte de compu-
tacio´n, el acceso al funcionamiento interno de Watson esta´
pra´cticamente blindado. Es por ello que se ha tomado otro
enfoque: se ha investigado co´mo funcionan las herramien-
tas que ofrece este sistema (reconocimiento visual, ana´lisis
del habla...), y ma´s concretamente la empleada para este
trabajo (Watson Conversation) y que´ sistemas utilizan para
conseguir sus objetivos; tambie´n se ha centrado en la in-
vestigacio´n para la obtencio´n de un mejor entrenamiento de
Watson, lo que ha permitido llevar a cabo un entrenamiento
de un modelo personalizado de ML que funciona muy bien.
Esto se debe a la multitud de ejemplos y variantes de una
mismo ejemplo que se han empleado para poder obtener un
buen groundtruth. Ası´ la conversacio´n con Watson es ma´s
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Fig. 24: Precisio´n, exhaustividad (recall), f1-score del se-
gundo entrenamiento
inteligente y ma´s dina´mica, ya que acepta un amplio aba-
nico de expresiones. Por otro lado, la parte de software ha
permitido aprovechar la amplia oferta de servicios y la fa-
cilidad de interconexio´n de Watson, lo que conlleva que el
usuario pueda hacer peticiones y Watson le entregue aque-
llo que pida: PDF, pa´ginas web, envı´os de correo con la
informacio´n solicitada, etce´tera. Todo ello mediante el uso,
como ya se ha mencionado a lo largo del dossier, de Blue-
Prism, Nodejs y los servicios de Watson como Cloudant,
publicacio´n de aplicaciones y Conversation. Todo esto ha
conllevado un entendimiento y comprensio´n ma´s profundo
tanto del funcionamiento del software de computacio´n que
ofrece Watson, como ası´ de las herramientas de personali-
zacio´n.
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APE´NDICE
A.1. Discovery
Fig. 25: Arquitectura de Discovery
Como se puede apreciar en la imagen, Discovery “craw-
lea”, convierte y enriquece los documentos pasados, ya sean
JSON, HTML, etc. Les an˜ade metadatos NLP (Natural Lan-
guage Understanding) que facilitan la exploracio´n y obten-
cio´n de ideas. Posteriormente son limpiados y normalizados
para mejorar la calidad de los datos. Una vez llevado a ca-
bo, se indexa en una coleccio´n que pasa a formar parte del
entorno, lo que facilita la obtencio´n de hipo´tesis, la interpre-
tacio´n de los datos. . . Esto lo aprovecha la aplicacio´n para
poder obtener de forma sencilla ideas o conceptos sobre un
determinado conjunto de datos sin estructura.
A.2. Knowledge Studio
Para llevar a cabo lo mencionado en Knowledge Studio
del apartado 2.2.2, sigue una serie de pasos:
1. Importar los documentos de origen, a partir de los cua-
les se creara´ un sistema de tipos, que consiste en la
definicio´n y la relacio´n de estos tipos para la informa-
cio´n de intere´s de la aplicacio´n que vaya a usar este
modelo.
2. Una o varias personas clasifican las palabras de uno
o varios documentos mediante etiquetas, por ejemplo,
un perro es una mascota, una calle es una localizacio´n.
Tambie´n han de identificar tipos de relaciones y corre-
ferencias.
3. A partir del Ground Truth, Watson entrena un modelo.
4. Tras entrenarlo, Watson lo aplica a nuevos documentos
para encontrar entidades, relaciones y correferencias.
Fig. 26: Diagrama del proceso de WKS
A.3. Language Translator
Para que el Language Translator funcione, deben llevarse
a cabo dos pasos:
1. An˜adir un glosario propio con palabras o frases en la
lengua origen y en la lengua objetivo.
2. Subir una gran cantidad de texto en la lengua objetivo
para que sirva como muestra. De esta manera se entre-
na y a la hora de llevar a cabo la traduccio´n, e´sta sera´
mucho ma´s precisa a la par que ma´s elaborada.
A.4. Natural Language Classifier
Para hacer funcionar el NLC primero ha de entrenarse
mediante datos de ejemplo, y ası´ poder posteriormente cla-
sificar textos con los cuales no ha sido entrenado. Un ejem-
plo de uso puede ser en un asistente virtual, ya que puede ser
capaz de detectar las intenciones del usuario a medida que
va escribiendo y ser capaz de redirigirlo a un departamento
especı´fico.
Fig. 27: Diagrama del proceso del NLC
A.5. Natural Language Understanding
Una lista de las posibilidades que ofrece este servicio:
Categorı´as: categoriza el contenido haciendo uso de
una jerarquı´a de clasificacio´n de 5 niveles basa´ndo-
se en una serie de categorı´as ya preestablecidas en
Watson.
Conceptos: identifica conceptos de “alto nivel” que no
esta´n referenciados de forma directa en el texto pasa-
do.
Emociones: identifica las emociones a partir de la ter-
minologı´a utilizada, detectando tambie´n el objeto al
cual esta´n dirigidas dichas emociones.
Entidades: detecta lugares, personas, eventos. . . todo
basa´ndose en una serie de tipos y subtipos ya preesta-
blecidos en Watson.
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Palabras clave: identificacio´n de palabras clave en el
texto.
Metadatos: obtencio´n de metadatos de la URL o
HTML pasado en el texto.
Relaciones: identifica aquellas entidades que esta´n re-
lacionadas e identifica el tipo de relacio´n.
Roles sema´nticos: parsea oraciones de tal manera que
extrae sujeto, verbo y objeto. Adema´s de identificar
tanto entidades como palabras clave que son el suje-
to u objeto del verbo (accio´n).
Sentimiento: Analiza el sentimiento expresado en una
frase o incluso en un documento completo.
A.6. Personality Insights
Personality Insights se basa en tres modelos:
1. Big Five: afabilidad, conciencia, extraversio´n, rango
emocional y apertura.
2. Necesidades: excitacio´n, harmonı´a, curiosidad, ideal,
cercanı´a, expresio´n personal, libertad, amor, practici-
dad, estabilidad, desafı´o y estructura.
3. Valores (que motivan la toma de decisiones): auto tras-
cendencia / ayudar a los dema´s, conservacio´n / tradi-
cio´n, hedonismo / disfrutar de la vida, mejorarse a uno
mismo/ lograr el e´xito, abierto al cambio / emocional.
Tambie´n existe la posibilidad de que detecte preferencias
de consumo, lo que estarı´a ma´s orientado a redes sociales
u otras plataformas de ocio. Con todo, PI permite entender
la personalidad de las personas, aprender de ellas y adaptar-
se, por ejemplo, mediante la mejora de los servicios que se
este´n ofreciendo.
A.7. Speech to Text
Funciona de tal manera que cuanto ma´s audio escucha,
mejor es la interpretacio´n de lo que se transcribe. Soporta
WebSockets, HTTP REST y HTTP ası´ncrono. Como entra-
da puede recibir audios en formato MP3, WAV, FLAC, en-
tre otros. Tambie´n audio en streaming, hasta 100MB. Como
salida puede dar:
Los diferentes participantes en la conversacio´n
Palabras clave
Diferentes transcripciones debidas a diferentes inter-
pretaciones
Diferentes palabras o confianzas
Filtrar palabras que no se deseen (insultos. . . )
Conversio´n de formatos: fechas, nu´meros de tele´fono,
nu´meros sin ma´s, valores de moneda. . .
A.8. Text to Speech
En este caso, hace uso de HTTP REST y WebSockets.
Las capacidades que ofrece son:
Diferentes formatos de audio
Diferentes voces, tonos y lenguas
Acepta SSML (Speech Synthesis Markup Language)
Permite an˜adir un matiz de expresividad al SSML
Permite an˜adir transformacio´n de voz al SSML
Personalizacio´n en la pronunciacio´n de palabras
A.9. Tone Analyzer
El proceso del Tone Analyzer consiste en 4 simples pa-
sos:
1. Se sube un documento JSON, HTML o en texto plano
(ma´ximo 128KB)
2. Watson lo analiza
3. Devuelve un JSON con todo el ana´lisis llevado a cabo
4. Mediante la informacio´n obtenida se reescribe el men-
saje para adaptarlo a nuestras intenciones reales
Fig. 28: Diagrama del proceso del TA
A.10. Visual Recognition
Por defecto, Watson ya viene entrenado con multitud de
ima´genes que los desarrolladores han escogido. Si se quie-
re conseguir un analizador de ima´genes personalizado, con
diversas clases personalizadas, se ha de subir un zip con
ima´genes por cada clase. Es decir, si queremos que detecto
un Ford fiesta, se ha de crear un zip con el nombre “Ford
fiesta” que incluya ima´genes de este vehı´culo u´nicamen-
te. Entonces Watson se entrena con estas nuevas clases e
ima´genes. Hay que tener en cuenta que a la hora de subirlos
se tendra´ que indicar tanto la clase como si son positivos
o negativos. Es decir, si estamos buscando tipos de coche,
subiremos como negativos ima´genes de motos.
Fig. 29: Diagrama del proceso del VR
