AbstractAlthough applied economists often estimate interaction terms to infer how the effect of one independent variable on the dependent variable depends on the magnitude of another independent variable, most researchers misinterpret the coefficient in nonlinear models. The magnitude of the interaction effect does not equal the coefficient on the interaction term, can be of opposite sign, and is conditional on all the independent variables. The statistical significance of the interaction effect may change substantially with changes in the independent variable. Implications are discussed for difference in difference models. We illustrate with an empirical example.
I. Introduction
Applied economists often estimate interaction terms to infer how the effect of one independent variable on the dependent variable depends on the magnitude of another independent variable. For example, how the effect of marital status on exit from occupation depends on gender (Preston, 1994) , or how the effect of continuing health insurance coverage on retirement decisions for retired workers depends on age (Gruber and Madrian, 1995) . Difference-indifference models, which measure the difference in outcome over time for the treatment group compared to the difference in outcome over time for the control group, are also examples of models with interaction terms. The interaction term for difference-in-difference models is between the dummy variables treatment group and time. Although interactions terms are widespread in applied econometrics, most researchers misinterpret the coefficient of the interaction term in nonlinear models. A review of the thirteen economics journals listed on JSTOR (www.jstor.org) found 72 articles published between 1980 and 2000 that used interaction terms in nonlinear models. All of them interpreted the coefficient on the interaction term incorrectly.
In linear models the interpretation of the coefficient of the interaction terms is straightforward. Let the continuous dependent variable y depend on two independent variables 1 x and 2 x , their interaction, and a vector of additional independent variables X including the constant term. The expected value of the dependent variable, conditional on the independent variables is
where the β's are unknown parameters, and X is functionally independent of 1 x and 2 β could represent the difference between men and women in how an increase in age of one year changes the expected value of the dependent variable.
In summary, for linear models the interaction effect equals the coefficient on the interaction term for both continuous and discrete interacted variables. The statistical significance of the interaction effect can be tested with a single t-test on the coefficient 12 β .
The intuition from linear models, however, does not extend to nonlinear models. In nonlinear models, the magnitude of the interaction effect does not equal the coefficient, its sign may be different, and it is conditional on the independent variables. The interaction effect can have different signs for different values of the independent variables. Its magnitude may change substantially with changes in the other independent variables (the ones not interacted). Finally, even if the coefficient on the interaction term equals zero, the interaction effect of changing both variables is not necessarily zero. These properties makes interpretation of the coefficient on the interaction term far from straightforward.
The implication for hypothesis testing is the test statistic on the interaction effect may be significant even when the coefficient is not, and the test statistic on the interaction effect may be not significant when the coefficient is significant. The test is also conditional on the independent variables. Empirical examples show that the value of the test statistic may change with changes in the independent variables. In logit and probit models, the interaction effect is generally not significant at large absolute values of the independent variables. This paper derives the formulas for the magnitude of the interaction effect in general nonlinear models, and also the standard errors for the interaction effects. The formulas apply easily to logit, probit, tobit, log transformation models with normal errors. An example illustrates the differences in inference between linear and nonlinear models. Formulas are also derived for triple interactions, such as difference-in-difference-in-difference models.
II. General nonlinear models
We introduce general notation that handles both continuous and discrete variables. The notation also handles cases where the researcher may wish to look at large differences in the values of 1 x or 2 x . Let y denote the raw dependent variable. Let the vector x be a 1 × k vector of regressors, so
The function f could be any nonlinear function, such as logit, probit, or tobit. Let ∆ denote a difference, and k x ∆ denote the stepsize. For example, for some function
denotes the first derivative with respect to 1 x . Similarly, the second (cross-partial) difference with respect to both 1 x and 2 x is denoted
x and 2 x are continuous, then 1 x ∆ and 2 x ∆ can both be infinitessimally small and
denotes the second derivative with respect to 1 x and 2 x .
The interaction effect of 1 x and 2 x on y is the cross-partial difference
The interaction effect is estimated by
The key point of this paper is that the above expressions are not found by just looking at the coefficient on the interaction term, but instead by computing cross-partial derivatives. In nonlinear models the cross-partial derivative or cross difference will not equal a constant.
As an example, consider the single index nonlinear function F of the independent variables [ ] ( ) ( )
where X is functionally independent of 1 x and 2 x . If 1 x and 2 x are continuous, then the interaction effect is the second derivative of the expected value of y
The interaction effect has two terms. The first term is the standard interaction effect for a Third, the interaction effect in nonlinear models is conditional on the independent variables, unlike the interaction effect in linear models. This is well known for nonlinear models for the marginal effect of a single uninteracted variable. For example, the marginal effect for a single variable in a probit model is ( ) ⋅ βφ , where β is the coefficient on the variable of interest and φ is the normal density. Therefore, all statements about interaction effects are conditional on the values of the independent variables.
When one or both of the interacted variables are not continuous, the formula for the interaction effects is different than equation 1. If the two interacted variables are dichotomous then the interaction is computed by taking discrete differences
If one variable is continuous and one discrete, then the interaction effect is computed by taking one derivative and one discrete difference 
The three implications discussed abovethat 12 β alone indicates neither the magnitude nor the sign of the interaction effect, which is also conditional on the independent variablesalso apply when one or both of the interacted variables are dichotomous. where the subscript P denotes probit and Φ is the normal cumulative distribution function.
A. Specific interaction effect formulas

B. Triple interactions
Interaction terms between three variables are are found in an analogous Let the third interacted variable be 3
x . Then by extension, the three-way interaction effect requires taking three differences. Estimate the three-way interaction effect by ( )
When the three interacted variables are all dichotomous, these models are known as difference-in-difference-in-difference models. In general, if k is the number of variables interacted 
C. Hypothesis testing
Applying the Delta method Like the interaction effect, the test statistic can change with changes in the independent variable. The test statistic will be equal to zero when the interaction effect changes sign, and may be statistically significant for two or more discontinuous ranges of the independent variables. For the logit and probit models, the test statistic is never large when the predicted probability is near the extreme values of 0 or 1.
III. Log transformation model with unknown error distribution
The formulas above apply to the logarithmic transformation model as long as the error is normally distributed. For the logarithmic transformation model with normally distributed and homoscedastic error, the expected value of y conditional on the independent variables is ( )
where the subscript lnT denotes log transformation (Manning, 1998; Mullahy, 1998; Ai and Norton, 2000) . However, if the error is either heteroscedastic or nonnormal, then the logarithmic transformation formula is more complicated. If the error is heteroscedastic, the variance of the error term will be a function of the independent variables. If the error is nonnormal, then the simple formula above does not apply, and further assumptions must be made, or Duan's (1983) smearing estimator must be used. The derivatives will depend on the form of the heteroscedasticity and the distribution of the error. 
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We now propose a procedure to compute the variance. Let βˆ be the least squares estimator obtained by applying least squares regression to the log model
Save the heteroscedasticity-consistent covariance matrix in β Ω and compute the regression
Let α be the least squares estimator obtained by applying least squares regression to 
