Abstract. The coalgebraic view on classes and objects is elaborated to include inheritance. Inheritance in coalgebraic speci cation (of classes) will be understood dually to parametrization in algebraic speci cation. That is, inheritance involves restriction (specialization), where parametrization involves extension. And cofree constructions are \best" restrictions, like free constructions are \best" extensions. To make this view on inheritance precise we need a suitable notion of behaviour preserving morphism between classes, which will be de ned as a \coalgebra map up-to-bisimulation".
Introduction
Two basic relations in object-oriented languages are: object o belongs to class C, and: class C inherits from class C 0 (see e.g. 23] ). Class membership yields what is sometimes called a \ rst order" classi cation of objects by classes, whereas inheritance provides a \second order" classi cation of classes by their superclasses (ancestors). According to Cardelli 2, p . 139]: \... a theory of object-oriented programming should rst of all focus on the meaning of inheritance". The rst of these relations (class membership) is interpreted in 12] (following 19], and also 10, 11]): brie y, a class is a coalgebra, and an object belonging to a class is an element of the underlying state space of the class, as a coalgebra. This will be used as a basis for an interpretation of the second (inheritance) relation in the present paper: inheritance will involve a behaviour preserving coercion function between classes.
Inheritance in object-oriented programming is used primarily for two purposes: reuse and conceptual modeling (i.e. classi cation). In the rst case inheritance is useful in implementation, and in the second case its advantages come up mainly in design: it allows suitable representations of the data domain, giving the \is-a" relation between classes (see e.g. 22] for an elaborate discussion). We think that inheritance is intuitively a clear and useful notion: for example, it is convenient to have a class of students inheriting from a class of humans, so that all operations acting on humans can directly be applied to students, without reimplementation. And because inheritance is intuitively clear, it should admit a simple set-theoretic semantics (without complicated xed points, like for example in 23, 3] ).
In our approach the aspect of conceptual modeling gets more attention than the aspect of reuse. We make a clear separation between class speci cations (also called \abstract" classes) and class implementations (or, \concrete" classes), where the latter are models of the former. We shall put more emphasis on speci cation, than on actual implementa-tion. Class implementations are (non-deferred) classes as used in object-oriented languages. They will be interpreted as so-called coalgebras, consisting of a state space (the interpretation of the class as a type), together with a collection of functions (the interpretation of the methods) acting on the state space. Coalgebras may be understood as general dynamical systems, consisting of a state space with a transition function. Objects belonging to such a class are elements of the state space (i.e. of the carrier of the coalgebra), see 12] . A class implementation gives the method interpretations on a state space, and an object belonging to that class contains speci c data values. A class speci cation gives a behavioural description of classes. The format of class speci cations is \coalgebraic", as opposed to the more traditional \algebraic" format (see below).
Two ideas in particular are elaborated in this paper. (1) In a class speci cation we distinguish a \core" part and a \de nition" part. The de nition part may contain de nitions of functions (possibly non-unary), in terms of unary methods in the core part. Models of the speci cation are models of the core part, in which the de ned functions receive their interpretation via their de nitions and the interpretations of the core part. The de nition part does not contribute to the semantics. It may be altered freely in descendants. But the core part may only become more speci c in descendants, ensuring monotony. Thus we essentially model what is sometimes called \strict" inheritance, but we do have some exibility in the de nition part.
In fact, the distinction between core and de nition part provides a criterion for when it is appropriate to rede ne in descendant classes. (2) Inheritance in coalgebraic speci cation is similar, but dual, to parametrization in algebraic speci cation. Both are mechanisms for the stepwise construction of datastructures, but the paradigm for algebraic speci cation is extension (with \unit" morphism as \extension" map), and in coalgebraic speci cation the paradigm is restriction (with \counit" morphism as \restriction" or \coercion" map). Accordingly, one has free constructions in algebraic speci cation where one has cofree constructions in coalgebraic speci cation. We shall use some elementary category theory|involving categories and functors only|to make this duality explicit. We illustrate this duality between parametrization and inheritance in a simple example, using some ad hoc notation. Consider an algebraic speci cation NELIST of non-empty lists (of elements of some xed data set A), as below. It is imported (or, used as a parameter) in a subsequent parametrized speci cation LIST of possibly empty lists. Coalgebraically we rst specify an elementary bank account BANK, and then describe the inheriting speci cation NBANK with an additional name attribute. The crucial di erence between the algebraic and the coalgebraic speci cation techniques is that in the rst case we only have \constructors" pointing into the unknown type X that we are specifying, whereas in the second coalgebraic case we have \destructors" or \observers" pointing out of X (see also the di erence between abstract data types and procedural abstraction in 4], and between functional modules and object modules in 9] going back to 8]; the unknown X is a (single) hidden sort in the latter approach). Our use of the terminology of constructors and destructors comes from data type theory, and is di erent from their use in C++, see 21] . A typical constructor has the form A X X ?! X where A is a constant set, whereas typical destructors are X ?! A and X ?! X B . The latter can equivalently be written as X B ?! X, so that it is also a constructor. Hence constructors and destructors form non-disjoint sets of function symbols.
Here, then, are the speci cations: the algebraic ones on the left, and the coalgebraic ones on the right. The import clause in the LIST and NBANK speci cations tells us that all the operations and assertions are copied from the imported speci cation. This means that every model of the LIST speci cation is also a model of the NELIST speci cation, and every model of the NBANK speci cation is also a model of the BANK speci cation: we have \forget" operations U: Models(LIST) ! Models(NELIST) and V: Models(NBANK) ! Models(BANK), which respectively, forget the interpretations of the empty operation, and of the name operation (but keep the carrier sets unaltered). At this point the di erence in interpretation of the import clause starts: algebraically one thinks of every non-empty list as a list, whereas coalgebraically every bank account with name is seen as a bank account. Notice the reversal of direction. Thus, (algebraic) parametrization is about extension, whereas (coalgebraic) inheritance is about restriction (or specialization). For example, we can take as model of NELIST the set A + of non-empty nite sequences of A's, and as model of LIST the set A ? of nite sequences of A's, including the empty one. There is then an obvious \extension" map : A + ! U(A ? ), commuting with the interpretations of the NELIST-operations. For the coalgebraic speci cations we can take as bank account model the set Z of integers (with identity as interpretation for bal and addition for ch bal). And as model of a bank account with name we can take the set Z String, with obvious interpretations of the operations. There is then a \restriction" or \coercion" map ": V(Z String) ! Z given by rst projection, which commutes with the interpretations of the BANK-operations.
This di erence between parametrization and inheritance results from the di erence between the use of constructors in algebraic speci cation and of destructors in coalgebraic speci cation. All the constructors of the imported (algebraic) speci cation also construct elements of the importing speci cation, so that we have extension. And all destructors (or observers) of the imported (coalgebraic) speci cation also act on the importing speci cation, but in this case we have restriction. This di erence is crucial.
In the preliminary Sections 2, 3 and 4 we explain the essentials of coalgebraic specication, of free and cofree constructions, and of bisimilarity on classes. The latter means indistinguishability of objects via attributes, and plays an important role for our notion of morphism between classes, involving \coalgebra maps up-to-bisimulation". The rest of this paper is essentially devoted to examples, explaining the coalgebraic view on classes and inheritance. Examples will be given of single inheritance, of multiple inheritance (both with and without common ancestor) and of repeated inheritance. We are not so concerned about speci c syntactic details of the language that we use, because we start from a clear semantics, and see language as derived. Formally, a class (implementation) is a 3-tuple hU; U ! T(U); u 0 2 Ui, consisting of a state space U, a coalgebra U ! T(U) on this set, and an initial state u 0 2 U. When part of this structure is understood from the context, we often refer to a class simply by mentioning its state space U. Notice that although these three examples give quite di erent interpretations, a client cannot see these di erences, since a client can only use the speci ed methods. Implementation is not a client's concern. We achieve this encapsulation by separating speci cation (including the interface) from implementation.
In the remainder of this text we shall omit the interpretation braces ? ]]. When we write a method, the context should make clear whether it is meant as a function symbol in some speci cation, or as an interpretation thereof in some model.
Class speci cations with de nitions
We now extend our class speci cation format with an extra clause for de nable functions. This extension does not yet occur in 12]. It will help us avoid some of the anomalies usually associated with inheritance, see 1] for a discussion. Such an extended class speci cation may contain, besides a \core" part as described above, an additional part describing some function de nitions. These functions may have types of the form X n ! A or X n B ! X, for n 1, where X is the local state space (the type of self). Notice that these de nable functions may thus be binary (or ternary etcetera). But the function de nitions may only use the unary methods described in the core speci cation. This core will determine the meaning of the speci cation, and within a particular model the de nable functions will receive their meaning via their de nitions. Thus, in every speci c model, we have speci c interpretations of the de nable functions. For example, we may write a variation LOC+ Hence by dist we mean distance to the origin. These de ned functions dist and eq do not contribute to the meaning of the speci cation. Thus any model of the LOC speci cation is also a model of the LOC+ speci cation. But in di erent models the interpretations of dist and eq will be di erent, as a result of the di erent interpretations of the fst and snd attributes. For example, in the above LOC model with state space R in both cases the rst coordinate is equal to 3, and the second to 4, and by moving these points around we cannot create a di erence between them. These locations (or states) are indistinguishable by the methods in the LOC-speci cation, and are called bisimilar.
Here is the general notion. (We can restrict ourselves to class speci cations with a single attribute and procedure only, by combination of attributes and methods, as mentioned in Section 2.) 3.1. De nition. Consider a functor X 7 ! A X B and a coalgebra ' = h' 1 ; ' 2 i: U ! A U B of this functor, giving us interpretations of an attribute ' 1 and a procedure ' 2 acting on a set U.
(i) A bisimulation on ' is a relation R U U on its state space which satis es for each pair x; y 2 U:
R(x; y) ) ' 1 (x) = ' 1 (y) and for all b 2 B, R(' 2 (x)(b); ' 2 (y)(b))]:
(ii) Two elements x; y 2 U are called bisimilar (with respect to the coalgebra structure ') if there is a bisimulation R U U with R(x; y). We then write x $ y. It is not hard to see that bisimilarity $ is itself a bisimulation: it is the greatest bisimulation. And it is an equivalence relation, since the identity relation, the opposite A client of a class can only see objects (inhabitants of a state space) up-to-bisimulation. This will be re ected in the notion of morphism of classes that we introduce below.
3.2. De nition. Consider a class speci cation S with its signature of methods described by the functor S(X) = A X B . We de ne a category Class(S) of classes satisfying this speci cation in the following manner. (ii) 1 f = ' 1 : U ! A; (iii) for each u 2 U and b 2 B one has 2 
The rst condition (i) is actually derivable from (ii) and (iii)|see the lemma below| but is convenient to have explicit in the de nition, for example to see that these maps are closed under composition.
What is traditionally called a \morphism of coalgebras" from U ' ! S(U) to V ! S(V ) is a function f: U ! V satisfying (ii) as above but (iii) with bisimilarity $ replaced by equality =. The conditions (ii) and (iii) in this de nition describe what may be called a \mor-phism of coalgebras up-to-bisimulation" (like one has \bisimilarity up-to-bisimulation", see 17]). Since bisimilarity on terminal coalgebras is equality, changing the notion of morphism between coalgebras in this way does not a ect terminality. 4 Cofree constructions \Cofree" constructions are the formal duals of \free" constructions. These free constructions are well-known in mathematics, and also in computer science in the theory of algebraic speci cations. The starting point consists of two notions where one naturally gives rise to the other by forgetting part of the structure. As paradigmatic example we take monoids and sets. A monoid consists of a set with a unary and binary operation satisfying some equations. Every monoid gives us a set, simply by forgetting its operations. In this situation we can say that the free monoid on a given set A consists of a monoid (M; u; ) Thus every map into A out of an object coming from C must factor uniquely through the counit ". If we have such a cofree construction for each object A 2 D , then we get a right adjoint to the forgetful functor U.
Cofree constructions (right adjoints to forgetful functors) are more rare in mathematics.
Here is a simple example. Consider the forgetful functor U: PreOrd ! Sets from the category of preorders (with monotone functions) to sets. The cofree construction on a set The main point of this paper is that cofree constructions arise naturally in the semantics of inheritance of object-oriented languages. The paradigm underlying inheritance is restriction, instead of extension: groups extend monoids and lorries inherit from vehicles (i.e. form a restricted class of vehicles). This is because the (algebraic) operations for constructing elements of a monoid also yield elements of a group, and dually, the (coalgebraic) operations which act on (or, destruct) vehicles also act on lorries. Free constructions are minimal extensions, and similarly, cofree constructions are minimal restrictions. This minimality of restriction is called \minimal realization", see e.g. 6, 8] , but also 7, 5.3].
Main de nitions, and examples
Class speci cations have been introduced above as a means of describing the methods and behaviour of classes (their models, or implementations). We shall now describe inheritance both between class speci cations and between class implementations (so that we get \spec-i cation and implementation hierarchies", as discussed in 22, 1.1]). A class speci cation S inherits from a class speci cation T if the text of S mentions \inherits from: T" (instead of the more neutral \imports: T" as used in the introduction). Then it is understood that all the methods, assertions, creation conditions and de nitions of T form part of S. But S may contain more, namely:
(1) S may have additional methods. (2) S may have additional assertions; moreover, the assertions of T may be strengthened. Two further remarks are in order. First, the monotonicity mentioned above exists because the function de nitions do not contribute to the meaning of classes. Hence one can modify these de nitions as one wishes. In fact, from a semantical perspective, the above point (5) is totally irrelevant. We shall see an example in Subsection 5.2. Secondly, in the examples below we shall not see instances of the fourth point. Therefore we can describe inheritance in these examples as an inclusion T , ! S of speci cations, giving rise to the forgetful functor F: Class(S) ! Class(T).
We have described inheritance between class speci cations as a syntactic notation for incremental speci cation. We now turn to inheritance between class implementations. This will be semantic in nature. The intuition is that the cofree subclass on A is the \best possible" implementation of S, starting from the already given implementation A of the parent T.
The following result asserts that if class a B inherits from a class A, then, elements of B with the same B-behaviour, have, in A, the same A-behaviour. Thus, objects with are indistinguishable in a subclass are also indistinguishable in the parent. This is because morphisms of classes preserve behaviour. The rest of this paper is devoted to examples illustrating these concepts for toy class speci cations. With multiple and repeated inheritance one does not have one class (speci cation) inheriting from another, so a slightly di erent functor F will be used. But the main points of the de nition remain the same.
Single inheritance, without de nitions
We shall elaborate the bank account example from the introduction. We rst specify classes of elementary bank accounts with a balance attribute, and a change procedure (using the object-oriented dot notation, instead of the functional notation as in the introduction). Then we extend this speci cation with a name attribute, together with an associated procedure for setting the name (of the holder of the bank account; note that such a name may change|e.g. through marriage). end class spec where \" is the empty string. The idea is that the speci cation BANK is extended with an additional attribute name and procedure ch name for telling and changing the name. Thus NBANK contains all the methods of BANK. Also the speci cation NBANK is extended with some extra assertions and conditions at creation. The rst two assertions tell us that by changing the balance the name does not change, and by changing the name the balance remains the same. These assertions make sure that after a change of name we still have a balance, and that after changing the balance we still have a name. This corresponds to what is called \capture" in 18].
Let us now assume that we have a class implementation A 2 Class(BANK) of this speci cation BANK with as state space the set Z ? of nite sequences of integers. The \balance" and \change-balance" operations of A are interpreted as:
( bal: Z ? ?! Z is (x 1 ; : : : ; x n ) 7 ! x 1 + + x n ch bal: Z ? Z ?! Z ? is h(x 1 ; : : : ; x n ); xi 7 ! (x 1 ; : : : ; x n ; x): As initial state of A we take the empty sequence () 2 Z ? .
The cofree subclass B on A gives the most e cient implementation of the extended speci cation NBANK, given the implementation A of the parent BANK. Its state space simply has an extra string eld with respect to A, to accomodate for the extra name information. That is, the state space of B is Z ? String with operations bal((x 1 ; : : : ; x n ); ) = x 1 + + x n ; ch bal((x 1 ; : : : ; x n ); ; x) = ((x 1 ; : : : ; x n ; x); ); name((x 1 ; : : : ; x n ); ) = ; ch name((x 1 ; : : : ; x n ); ; ) = ((x 1 ; : : : ; x n ); )
The initial state of B is (hi; \") 2 Z ? String. The rst projection : Z ? String ! Z ? is the appropriate universal coercion map from B to A. This will be shown in some detail. At the end of this subsection we notice how code is reused under inheritance: the implementations of the operations in the base class A are wrapped inside the descendant class B, where one has an extra eld. In this way there is no coercion necessary when one calls a method from the parent class for an object of the child class.
Single inheritance, with de nitions
We shall describe an example of inheritance between class speci cations with de nitions (see Subsection 2.1). We will start from the class speci cation LOC+ of locations with de ned functions dist and eq, and extend the speci cation with an extra radius attribute so that we can describe circles (like in 3]). We keep the dist de nition as it is, so that the distance of a circle to the origin is the distance of its center to the origin, and rede ne the equality function; further, we add two new function de nitions perim and surf for the perimeter and surface of a circle. , namely "(x; y; z) = (x; y). It commutes with the (core) LOC-methods, but not with the de ned functions, since we have separate equality functions for locations and for circles. We further stipulate (operationally) that for a location s and a circle t the expressions eq(s; t) and eq(t; s) will result in calling the equality function for locations. Thus, in the mixed case a coercion to the ancestor class takes place. Denotationally, this requires the composite functions
Due to our restriction that rede nition can only be applied to functions in the de nition clause of a speci cation, certain inappropriate (non-monotonic) uses of inheritance are excluded under this coalgebraic interpretation. For example, if the core part of a speci cation contains certain methods which are characteristic for sh, then we can never get a subclass of birds by rede nition.
Since these de nable functions are peripheral and present no complications in our description of inheritance, they will be omitted from the examples below.
Multiple inheritance, without common ancestor
Multiple inheritance means inheritance with multiple ancestors. It exists in Ei el and in C++, but not in Smalltalk. We shall present an example in which we combine a class speci cation of ip-ops with the earlier class speci cation of locations in a class speci cation of ip-ops on location:
Such \ ip-ops on location" may be used as movable pixels on a black-and-white screen.
The class speci cation LOC of locations is as in Section 2. The speci cations FF of ip-ops and FF on LOC of ip-ops on locations will be given below: In the class speci cation FF on LOC we do not add any new methods: we only inherit the methods from both the two parent classes FF and LOC, and specify how the attributes of the one act on the procedures of the other. There is no need to further specify the initial state. This gives us an example of multiple inheritance without common ancestors, because the class speci cations FF and LOC do not have a speci cation from which they both inherit. The idea is that a class implementing the FF on LOC speci cation implements both the speci cations FF and LOC and additionally satis es the conditions mentioned in 
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We shall describe inheritance and cofreeness with respect to this functor F. In the end, notice that multiple inheritance without common ancestor in the previous subsection may be tted in the present framework, by taking the empty speci cation as common ancestor. The above comma category then becomes the cartesian product of categories of classes, as used in the previous subsection.
Repeated inheritance
Repeated inheritance occurs when a class (speci cation) inherits from the same ancestor more than once (via di erent inclusions). Naively this leads to name clashes. But these clashes can be avoided by appropriate renameings of methods (like in Ei el, see 16, 20] There is something more going on in our understanding of repeated inheritance, which is not expressed by the pair of functors L; R. In constructing models of the speci cation CFF of coupled ip-ops from a model B of ip-ops we wish to use this same model B twice; we do not seek to construct a CFF-model from two arbitrary models B; B 0 of ipops. This idea of using the same interpretation for an ancestor occurring twice occurs also for multiple inheritance in the previous subsection. The approach that we propose here to understand repeated inheritance is similar, except that we now use a comma category as a domain. We restrict ourselves to those models B 2 Class(CFF) which We have presented some paradigmatic examples of inheritance within the framework of coalgebraic speci cation and implementation. Of course, these example do not cover all possibilities. For instance, one can have multiple bank accounts on the same name via maps of speci cations NBBANK NBANK where the \balance" and \change-balance" methods are renamed, but the \name" and \change-name" methods are shared. This may be described by a combination of the above techniques.
In later work we shall have more to say about the existence of cofree constructions (of the kind used above). The logical aspects (completeness, conservativity) still have to be investigated. In the end we should emphasize that we have described examples of inheritance without genericity. The latter would require suitably indexed versions (via free type variables) of the above descriptions.
