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Abstract
This paper addresses well-posedness issues for the initial value problem (IVP) associated with the gen-
eralized Zakharov–Kuznetsov equation, namely,{
ut + ∂xu+ ukux = 0, (x, y) ∈ R2, t > 0,
u(x, y,0) = u0(x, y).
For 2  k  7, the IVP above is shown to be locally well posed for data in Hs(R2), s > 3/4. For k  8,
local well-posedness is shown to hold for data in Hs(R2), s > sk , where sk = 1 − 3/(2k− 4). Furthermore,
for k  3, if u0 ∈ H 1(R2) and satisfies ‖u0‖H 1  1, then the solution is shown to be global in H 1(R2).
For k = 2, if u0 ∈ Hs(R2), s > 53/63, and satisfies ‖u0‖L2 <
√
3‖ϕ‖L2 , where ϕ is the corresponding
ground state solution, then the solution is shown to be global in Hs(R2).
© 2010 Elsevier Inc. All rights reserved.
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This paper is concerned with the initial value problem (IVP) associated with the generalized
Zakharov–Kuznetsov (gZK) equation in two space dimensions, namely,{
ut + ∂xu+ ukux = 0, (x, y) ∈ R2, t > 0,
u(x, y,0) = u0(x, y),
(1.1)
where u is a real-valued function, and k  2 is an integer number.
When k = 1, Eq. (1.1) (termed simply as ZK equation) was formally deduced by Zakharov
and Kuznetsov [17] (see also [14] and references therein) as an asymptotic model to describe the
propagation of nonlinear ion-acoustic waves in a magnetized plasma. Eq. (1.1) may also be seen
as a natural, two-dimensional extension of the one-dimensional generalized Korteweg–de Vries
(KdV) equation
ut + uxxx + ukux = 0.
The aim of this paper is to establish local and global well-posedness to the IVP (1.1). The
notion of well-posedness will be the usual one in the context of nonlinear dispersive equations,
that is, it includes existence, uniqueness, persistence property, and continuous dependence upon
the data.
Before describing our results, let us recall what has been done so far regarding the gZK equa-
tion. In [8], Faminskii considered the IVP associated with the ZK equation. He showed local and
global well-posedness for initial data in Hm(R2), m  1 integer. In [2], Biagioni and Linares
dealt with the IVP associated with the modified ZK equation (i.e. that one in (1.1) with k = 2).
They proved local and global well-posedness for data in H 1(R2). Linares and Pastor [13] stud-
ied the IVP associated with both the ZK and modified ZK equations. They improved the results
in [2,8] by showing that both IVP’s are locally well posed for initial data in Hs(R2), s > 3/4.
Moreover, by using the techniques introduced in Birnir et al. [3,4], they proved that the IVP as-
sociated with the modified ZK equation is ill posed, in the sense that the flow-map data-solution
is not uniformly continuous, for data in Hs(R2), s  0. It should be noted that the method em-
ployed in [2,8,13] to show local well-posedness, was the one developed by Kenig, Ponce, and
Vega [11] (when dealing with the generalized KdV equation), which combines smoothing effects,
Strichartz-type estimates, and a maximal function estimate together with the Banach contraction
principle.
It is worth mentioning that in [13], the authors proved that if u0 ∈ H 1(R2) and satisfies
‖u0‖L2 <
√
3‖ϕ‖L2 , where ϕ is the unique positive radial solution (hereafter refereed to as the
ground state solution) of the elliptic equation
−ϕ + ϕ − ϕ3 = 0, (1.2)
then the solution u(t) of (1.1), with k = 2, may be globally extended in H 1(R2). It should be
pointed out that if ‖u0‖L2 
√
3‖ϕ‖L2 , the question of showing whether or not the H 1-solution,
with u(0) = u0, blows up in finite time is currently open.
It should also be observed that questions of existence and orbital stability of solitary-wave
solutions, and unique continuation were addressed, respectively, by de Bouard [7], and Pan-
thee [15]. In [7], the author proved that the positive radially symmetric solitary waves are orbitally
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of the ZK equation is sufficiently regular and is compactly supported in a nontrivial time interval,
then it vanishes identically.
Now, let us describe our results. We first recall that the quantities
I1
(
u(t)
)= ∫
R2
u2(t) dx dy (1.3)
and
I2
(
u(t)
)= ∫
R2
{
u2x(t)+ u2y(t)−
2
(k + 1)(k + 2)u
k+2(t)
}
dx dy (1.4)
are conserved by the flow of the gZK equation, that is, I1(u(t)) = I1(u(0)) and I2(u(t)) =
I2(u(0)), as long as the solution exists. Thus, these quantities could lead local rough solutions to
global ones. So, it is natural to ask what would be the largest Sobolev space where local well-
posedness holds. To answer this question, we perform a scaling argument, by noting that if u
solves (1.1), with initial data u0, then
uλ(x, y, t) = λ2/ku
(
λx,λy,λ3t
)
also solves (1.1), with initial data uλ(x, y,0) = λ2/ku0(λx,λy), for any λ > 0. Hence,∥∥u(·,·,0)∥∥
H˙ s
= λ2/k+s−1‖u0‖H˙ s , (1.5)
where H˙ s = H˙ s(R2) denotes the homogeneous Sobolev space of order s. As a consequence
of (1.5), the scale-invariant Sobolev space for the gZK equation is Hsc(k)(R2), where sc(k) =
1−2/k. Therefore, one expects that the Sobolev spaces Hs(R2) for studying the well-posedness
of (1.1) are those with indices s > sc(k).
We divide the paper into two parts. The first one deals with local and global well-posedness
in the case k  3, whereas the second part is devoted to establishing the global well-posedness
in the case k = 2 (the critical case).
Our first result regards local well-posedness of (1.1) for 3 k  7. More precisely, we prove
the following.
Theorem 1.1. Assume 3 k  7. For any u0 ∈ Hs(R2), s > 3/4, there exist T = T (‖u0‖Hs ) > 0
and a unique solution of the IVP (1.1), defined in the interval [0, T ], such that
u ∈ C([0, T ];Hs(R2)), (1.6)∥∥Dsxux∥∥L∞x L2yT + ∥∥Dsyux∥∥L∞x L2yT < ∞, (1.7)
‖u‖
L
pk
T L
∞
xy
+ ‖ux‖L12/5T L∞xy < ∞, (1.8)
and
‖u‖L4L∞ < ∞, (1.9)x yT
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borhood W of u0 in Hs(R2) such that the map u˜0 	→ u˜(t) from W into the class defined by
(1.6)–(1.9) is smooth.
To prove Theorem 1.1 we use the technique introduced by Kenig, Ponce, and Vega [11] to
study the IVP associated with the KdV equation. We point out that the proof of Theorem 1.1
in [13] does not apply to the case k  3. Here, instead of using an L2x maximal function estimate,
we use an L4x one (see Proposition 2.6 below). However, the main new ingredient is the embed-
ding given in Lemma 2.4. Observe that for 3 k  7, we obtain sc(k) < 3/4, so that, our result
does not reach the indices conjectured by the scaling argument.
Next, we deal with the case k  8. Our main result in this case reads as follows.
Theorem 1.2. Let k  8 and sk = 1 − 32(k−2) . For any u0 ∈ Hs(R2), s > sk , there exist T =
T (‖u0‖Hs ) > 0 and a unique solution of the IVP (1.1), defined in the interval [0, T ], such that
u ∈ C([0, T ];Hs(R2)), (1.10)∥∥Dsxux∥∥L∞x L2yT + ∥∥Dsyux∥∥L∞x L2yT < ∞, (1.11)
‖u‖
L
p˜k
T L
∞
xy
+ ‖ux‖L12/5T L∞xy < ∞, (1.12)
and
‖u‖L4xL∞yT < ∞, (1.13)
where p˜k = 2(k−2)1−2γ and γ > 0 is sufficiently small. Moreover, for any T ′ ∈ (0, T ) there exists a
neighborhood U of u0 in Hs(R2) such that the map u˜0 	→ u˜(t) from U into the class defined by
(1.10)–(1.13) is smooth.
The proof of Theorem 1.2 is very close to that of Theorem 1.1. In this case, because of the
scaling argument, we do not expect to prove local well-posedness for all s > 3/4. Indeed, note
that, for k  8, we always have, sk  sc(k) 3/4. Moreover, sk = sc(k) if and only if k = 8. Also
observe that in the case k = 8, we get s8 = sc(8) = 3/4. This implies that our result, for k = 8,
is “almost” sharp, but for k > 8 there is still a gap between the scaling and our results, which is
evidenced by the theorem below.
Theorem 1.3. Let k  3. Then, the IVP (1.1) is ill posed for data in Hsc(k)(R2), sc(k) = 1− 2/k,
in the sense that the map data-solution is not uniformly continuous.
Note that the well-posedness sense in Theorem 1.3 requires additional smoothness of the map
data-solution, and not only that of mere continuity. However, this is not too strong because as
affirmed in Theorems 1.1 and 1.2, the map data-solution, in those cases, is sufficiently smooth.
The argument to establish Theorem 1.3 is similar to that of Theorem 1.2 in [13], and goes back
to the techniques introduced in [3] and [4].
One of the main difficulties to obtain possible sharp results is the lack of some needed esti-
mates in mixed spaces. There is not an available Leibniz rule for fractional derivatives in mixed
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p
yL
r
T for instance. This makes a difference with the analysis for the generalized KdV
for k  4. Another point we should remark is the gain of derivatives we have for the Strichartz
estimate for the linear group. We only get 1/4−  derivatives, 0 <   1 (see Lemma 2.2 below)
in contrast to the gain of exactly 1/4 derivatives of the KdV linear group. Because of this we also
loose some regularity.
We now turn our attention to the global well-posedness issue. Our main result is proved under
a smallness condition on the initial data.
Theorem 1.4. Let k  3. Let u0 ∈ H 1(R2) and assume ‖u0‖H 1  1, then the local solutions
given in Theorems 1.1 and 1.2 can be extended to any time interval [0, T ].
Theorem 1.4 is proved in a standard fashion, and relies on a combination of the conserved
quantities (1.3) and (1.4) with the Gagliardo–Nirenberg interpolation inequality.
Next, we will focus on the second part of the paper. As we already mentioned, the local
well-posedness of (1.1) with k = 2 for initial data in Hs(R2), s > 3/4, was obtained in [13].
Furthermore, we announced that (1.1) was globally well posed for initial data u0 in Hs(R2),
s > 19/21 satisfying ‖u0‖L2 <
√
3‖ϕ‖L2 , where ϕ is the ground state solution of Eq. (1.2). In
the present paper, we reaffirm that this result holds, however, we slightly modify the proof of
the local well-posedness in [13], to improve that announced result. More precisely, we prove the
following.
Theorem 1.5. Let k = 2. Let u0 ∈ Hs(R2), s > 53/63, and assume that ‖u0‖L2 <
√
3‖ϕ‖L2 ,
where ϕ is the ground state solution of Eq. (1.2), then (1.1) is globally well posed.
The method we use to prove Theorem 1.5 is that one developed in [9] and [10], which com-
bines the smoothing effects for the solution of the linear problem with the iteration process
introduced by Bourgain [5]. Since we are in the critical case, as in [10], controlling the L2-norm
of the initial data could bring some difficulty. Nevertheless, with a suitable decomposition of the
initial data into low and high frequencies, we are able to handle this.
Let us highlight what enables us to improve the global result announced in [13]. The reason
is quite simple. In [13], to apply the contraction principle, we get a factor of T 2/3 in front of
the estimates for the nonlinear terms. Here, modifying a little bit the function spaces, we get a
factor of T 5/12− (see proof of Theorem 4.1), this in turn, is relevant to the method described
in [9,10].
As we have pointed out in [13], the Fourier restriction method does not seem to work to
proving a local well-posedness result for the generalized ZK equation. So, it is not clear that
the I-method, introduced by Colliander et al. [6], works either to establish a better global well-
posedness result.
The paper is organized as follows. In Section 2, we state the results concerned with the linear
problem associated with (1.1). In Section 3, we deal with the case k  3. We show our local (and
global) well-posedness result as well as the ill-posedness one. Finally, in Section 4 we establish
the global well-posedness for k = 2 announced in Theorem 1.5.
Notation. The symbol a± means that there exists an ε > 0, small enough, such that a± =
a ± ε. For α ∈ C, the operators Dα and Dα are defined via Fourier transform by D̂αf (ξ, η) =x y x
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p,q, r < ∞)
‖f ‖Lpx LqyLrT =
( +∞∫
−∞
( +∞∫
−∞
( T∫
0
∣∣f (x, y, t)∣∣r dt)q/r dy)p/q dx)1/p,
with obvious modifications if either p = ∞, q = ∞ or r = ∞.
2. Preliminary results
In this section, we recall some results concerning the linear IVP associated to the gZK equa-
tion, which will be useful throughout the paper.
Consider the linear IVP {
ut + ∂xu = 0, (x, y) ∈ R2, t ∈ R,
u(x, y,0) = u0(x, y).
(2.1)
The solution of (2.1) is given by the unitary group {U(t)}∞t=−∞ such that
u(t) = U(t)u0(x, y) =
∫
R2
ei(t (ξ
3+ξη2)+xξ+yη)uˆ0(ξ, η) dξ dη. (2.2)
We begin by remembering the smoothing effect of Kato type, and the Strichartz-type esti-
mates.
Lemma 2.1 (Smoothing effect). Let u0 ∈ L2(R2). Then,∥∥∂xU(t)u0∥∥L∞x L2yT  c‖u0‖L2xy (2.3)
and ∥∥∥∥∥∂x
t∫
0
U
(−t ′)f (·,·, t ′)dt ′∥∥∥∥∥
L2xy
 c‖f ‖L1xL2yT . (2.4)
Moreover, the same still holds if we replace ∂x with ∂y .
Proof. See Faminskii [8, Theorem 2.2] for the proof of (2.3). The inequality (2.4) is just the dual
version of (2.3). 
Proposition 2.2 (Strichartz-type estimates). Let 0  ε < 1/2 and 0  θ  1. Then, the group
{U(t)}∞t=−∞ satisfies ∥∥Dθε/2x U(t)f ∥∥Lqt Lpxy  c‖f ‖L2xy , (2.5)
where p = 2 and 2 = θ(2+ε) .1−θ q 3
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The next lemmas are useful to recover the “loss of derivative” present in the nonlinear term of
the gZK equation.
Lemma 2.3. Let 0 ε < 1/2. Then, the group {U(t)}∞t=−∞ satisfies∥∥U(t)f ∥∥
L
p
T L
∞
xy
 cT γ1
∥∥D−ε/2x f ∥∥L2xy , (2.6)
where 1 p  62+ε and γ1 = 1p − 2+ε6 . In particular, if 0 < T  1, then∥∥U(t)f ∥∥
L
12/5
T L
∞
xy
 c
∥∥D−ε/2x f ∥∥L2xy . (2.7)
Proof. By using Hölder’s inequality (in t), we get∥∥U(t)f ∥∥
L
p
T L
∞
xy
 cT γ1
∥∥U(t)f ∥∥
L
q
T L
∞
xy
,
where 1
p
= γ1 + 1q . Thus, taking θ = 1 and q = 6/(2 + ε) in Proposition 2.2, the estimate (2.6)
then follows. 
Lemma 2.4. Let δ > 0. Then,
‖f ‖L∞xy  c
{‖f ‖
L
pδ
xy
+ ∥∥Dδxf ∥∥Lpδxy + ∥∥Dδyf ∥∥Lpδxy },
where pδ > 2/δ. In particular, pδ → ∞ as δ → 0.
Proof. See Kenig and Ziesler [12, Lemma 3.4]. 
Lemma 2.5. Let 0 < δ < 1. Assume 1 − δ < θ < 1 and 2 r  3/θ . Then,∥∥U(t)f ∥∥
LrT L
∞
xy
 cT γ2
{‖f ‖L2xy + ∥∥Dδxf ∥∥L2xy + ∥∥Dδyf ∥∥L2xy},
for some γ2 = 1r − θ3  0.
Proof. We first note that taking ε = 0 in Proposition 2.2, we obtain∥∥U(t)f ∥∥
L
3/θ
T L
2/(1−θ)
xy
 c‖f ‖L2xy . (2.8)
Now, applying Hölder’s inequality followed by Lemma 2.4, we deduce∥∥U(t)f ∥∥
LrT L
∞
xy
 cT γ2
∥∥U(t)f ∥∥
Lr
′
T L
∞
xy
 cT γ2
{∥∥U(t)f ∥∥ r′ pδ + ∥∥DδxU(t)f ∥∥ r′ pδ + ∥∥DδyU(t)f ∥∥ r′ pδ }.LT Lxy LT Lxy LT Lxy
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Note that pδ > 2/δ implies 1 − δ < θ , and γ2  0 implies r  3/θ . This completes the proof of
the lemma. 
As we commented before, Kenig, Ponce, and Vega’s technique combines the smoothing ef-
fect and Strichartz estimate with a maximal function estimate. Here, we present the L2x and L4x
maximal function estimates that we will use in our arguments.
Proposition 2.6 (Maximal function).
(i) For any s1 > 1/4, r1 > 1/2 and 0 < T  1, we have∥∥U(t)f ∥∥
L4xL
∞
yT
 c
∥∥(1 +Dx)s1(1 +Dy)r1f ∥∥L2xy .
(ii) For any s > 3/4, we have ∥∥U(t)f ∥∥
L2xL
∞
yT
 c(s, T )‖f ‖Hsxy ,
where c(s, T ) is a positive constant depending only on T and s.
Proof. See Linares and Pastor [13, Proposition 1.5] for part (i), and Faminskii [8, Theorem 2.4]
for part (ii). 
Corollary 2.7. For any s > 3/4 and 0 < T  1, we have∥∥U(t)f ∥∥
L4xL
∞
yT
 c‖f ‖Hsxy .
Proof. Let s1 and r1 be as in Proposition 2.6(i). In view of Plancherel’s theorem, we obtain
∥∥(1 +Dx)s1(1 +Dy)r1f ∥∥2L2xy =
∫
R2
(
1 + |ξ |2)s1(1 + |η|2)r1 ∣∣fˆ (ξ, η)∣∣2 dξ dη
 c
∫
R2
(
1 + |ξ |2s1 + |η|2r1 + |ξ |2s1 |η|2r1)∣∣fˆ (ξ, η)∣∣2 dξ dη
 c
∫
R2
(
1 + |ξ |2s1 + |η|2r1 + |ξ |6s1 + |η|3r1)∣∣fˆ (ξ, η)∣∣2 dξ dη,
where in the last inequality we applied the Young inequality. Now, splitting the integral into
B1(0) and R2 \ B1(0), where B1(0) denotes the ball of radius 1 centered at the origin, it is easy
to see that ∫
2
(
1 + |ξ |2s1 + |η|2r1 + |ξ |6s1 + |η|3r1)∣∣fˆ (ξ, η)∣∣2 dξ dηR
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R2
(
1 + |ξ |6s1 + |η|3r1)∣∣fˆ (ξ, η)∣∣2 dξ dη. (2.9)
Write s1 = 1/4 + ρ/3 and r1 = 1/2 + 2ρ/3, where ρ > 0. Thus,(
1 + |ξ |6s1 + |η|3r1) c(1 + |ξ |2 + |η|2)3/4+ρ. (2.10)
Using (2.10) in (2.9) one easily shows the desired conclusion. 
Finally, we also recall the Leibniz rule for fractional derivatives.
Lemma 2.8. Let 0 < α < 1 and 1 <p < ∞. Then,∥∥Dα(fg)− fDαg − gDαf ∥∥
Lp(R)
 c‖g‖L∞(R)
∥∥Dαf ∥∥
Lp(R)
,
where Dα denotes either Dαx or Dαy .
Proof. See Kenig, Ponce, and Vega [11, Theorem A.12]. 
3. Proofs of Theorems 1.1–1.4
We begin this section by showing Theorem 1.1. Since the proof of Theorem 1.2 is similar, we
only sketch it. We finish the section by proving Theorem 1.4.
Proof of Theorem 1.1. As usual, we consider the integral operator
Ψ (u)(t) = Ψu0(u)(t) := U(t)u0 +
t∫
0
U
(
t − t ′)(ukux)(t ′)dt ′, (3.1)
and define the metric spaces
YT =
{
u ∈ C([0, T ];Hs(R2)); |||u||| < ∞}
and
YaT =
{
u ∈ YT ; |||u||| a
}
,
with
|||u||| := ‖u‖L∞T Hsxy + ‖u‖LpkT L∞xy + ‖ux‖L12/5T L∞xy +
∥∥Dsxux∥∥L∞x L2yT + ∥∥Dsyux∥∥L∞x L2yT + ‖u‖L4xL∞yT ,
where a,T > 0 will be chosen later. We assume that 3/4 < s < 1 and 0 < T  1.
First we estimate the Hs -norm of Ψ (u). Let u ∈ YT . By using Minkowski’s inequality, group
properties and then Hölder’s inequality, we have
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L2xy
 c‖u0‖Hs + c
T∫
0
‖u‖L2xy
∥∥uk−1ux∥∥L∞xy dt ′
 c‖u0‖Hs + c‖u‖L∞T L2xy
T∫
0
‖u‖k−1L∞xy ‖ux‖L∞xy dt
′
 c‖u0‖Hs + cT γ ‖u‖L∞T L2xy‖ux‖L12/5T L∞xy‖u‖
k−1
L
pk
T L
∞
xy
. (3.2)
Using group properties, Minkowski and Hölder’s inequalities and twice Lemma 2.8, we have
∥∥DsxΨ (u)(t)∥∥L2xy  ∥∥Dsxu0∥∥L2xy +
T∫
0
∥∥Dsx(ukux)∥∥L2xy dt ′
 c‖u0‖Hs + c
T∫
0
‖ux‖L∞xy
∥∥Dsx(uk)∥∥L2xy dt ′ + c
T∫
0
∥∥ukDsxux∥∥L2xy dt ′
 c‖u0‖Hs + c
T∫
0
‖ux‖L∞xy‖u‖k−1L∞xy
∥∥Dsxu∥∥L2xy dt ′ + c
T∫
0
∥∥ukDsxux∥∥L2xy dt ′
 c‖u0‖Hs + c‖u‖L∞T Hsxy
T∫
0
‖ux‖L∞xy‖u‖k−1L∞xy dt
′ + c
T∫
0
∥∥ukDsxux∥∥L2xy dt ′.
(3.3)
As in (3.2), from Hölder’s inequality, we get
T∫
0
‖ux‖L∞xy‖u‖k−1L∞xy dt
′  cT γ ‖ux‖L12/5T L∞xy‖u‖
k−1
L
pk
T L
∞
xy
. (3.4)
Moreover,
T∫
0
∥∥ukDsxux∥∥L2xy dt ′ 
T∫
0
‖u‖k−2L∞xy
∥∥u2Dsxux∥∥L2xy dt ′
 T γ ‖u‖k−2
L
p˜k
T L
∞
xy
‖u‖2
L4xL
∞
yT
∥∥Dsxux∥∥L∞x L2yT , (3.5)
where p˜k = 2(k−2)1−2γ . Note that for 3 k  7 we have p˜k < pk . Thus, combining (3.4)–(3.5) with(3.3), we then deduce
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+ cT γ ‖u‖k−2
L
pk
T L
∞
xy
‖u‖2
L4xL
∞
yT
∥∥Dsxux∥∥L∞x L2yT . (3.6)
A similar analysis can be carried out to see that∥∥DsyΨ (u)(t)∥∥L2xy  c‖u0‖Hs + cT γ ‖u‖L∞T Hsxy‖ux‖L12/5T L∞xy‖u‖k−1LpkT L∞xy
+ cT γ ‖u‖k−2
L
pk
T L
∞
xy
‖u‖2
L4xL
∞
yT
∥∥Dsyux∥∥L∞x L2yT . (3.7)
Therefore, from (3.2), (3.6), and (3.7), we deduce∥∥Ψ (u)∥∥
L∞T Hs
 c‖u0‖Hs + cT γ |||u|||k+1. (3.8)
Next, we estimate the remaining norms. By taking δ = 3/4 and θ = 1/4 + σ , 0 < σ  1−12γ24 ,
in Lemma 2.5, we see that pk  3/θ . Thus, Lemma 2.5, group properties and the arguments used
to obtain (3.8) yield
∥∥Ψ (u)∥∥
L
pk
T L
∞
xy

∥∥U(t)u0∥∥LpkT L∞xy +
∥∥∥∥∥U(t)
( t∫
0
U
(−t ′)(ukux)(t ′)dt ′
)∥∥∥∥∥
L
pk
T L
∞
xy
 c‖u0‖H 3/4 + c
T∫
0
∥∥ukux∥∥H 3/4 dt ′
 c‖u0‖Hs + c
T∫
0
∥∥ukux∥∥Hs dt ′
 c‖u0‖Hs + cT γ |||u|||k+1. (3.9)
By choosing ε ∼ 1/2 such that 1 − ε/2  s, an application of Lemma 2.3 together with
arguments similar to those ones used to derive (3.8) imply
∥∥∂xΨ (u)∥∥L12/5T L∞xy  ∥∥U(t)∂xu0∥∥L12/5T L∞xy +
∥∥∥∥∥U(t)
( t∫
0
U
(−t ′)∂x(ukux)(t ′)dt ′
)∥∥∥∥∥
L
12/5
T L
∞
xy
 c
∥∥D−ε/2x ∂xu0∥∥L2xy + c
T∫
0
∥∥D−ε/2x ∂x(ukux)∥∥L2xy dt ′
 c‖u0‖Hs + c
T∫
0
∥∥ukux∥∥L2xy dt ′ + c
T∫
0
∥∥Dsx(ukux)∥∥L2xy dt ′
 c‖u0‖Hs + cT γ |||u|||k+1. (3.10)
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∥∥Dsx∂xΨ (u)∥∥L∞x L2yT  ∥∥∂xU(t)Dsxu0∥∥L∞x L2yT +
∥∥∥∥∥∂xU(t)
( t∫
0
U
(−t ′)Dsx(ukux)(t ′)dt ′
)∥∥∥∥∥
L∞x L2yT
 c
∥∥Dsxu0∥∥L2xy + c
T∫
0
∥∥Dsx(ukux)∥∥L2xy dt ′
 c‖u0‖Hs + cT γ |||u|||k+1 (3.11)
and
∥∥Dsy∂xΨ (u)∥∥L∞x L2yT  ∥∥∂xU(t)Dsyu0∥∥L∞x L2yT +
∥∥∥∥∥∂xU(t)
( t∫
0
U
(−t ′)Dsy(ukux)(t ′)dt ′
)∥∥∥∥∥
L∞x L2yT
 c
∥∥Dsyu0∥∥L2xy + c
T∫
0
∥∥Dsy(ukux)∥∥L2xy dt ′
 c‖u0‖Hs + cT γ |||u|||k+1. (3.12)
Finally, an application of Corollary 2.7, Minkowski’s inequality, group properties, and arguments
previously used yield
∥∥Ψ (u)∥∥
L4xL
∞
yT

∥∥U(t)u0∥∥L4xL∞yT +
∥∥∥∥∥U(t)
( t∫
0
U
(−t ′)(ukux)(t ′)dt ′
)∥∥∥∥∥
L4xL
∞
yT
 c‖u0‖Hs + c
T∫
0
∥∥ukux∥∥Hs dt ′
 c‖u0‖Hs + cT γ |||u|||k+1. (3.13)
Therefore, from (3.8)–(3.13), we infer∣∣∣∣∣∣Ψ (u)∣∣∣∣∣∣ c‖u0‖Hs + cT γ |||u|||k+1.
Choose a = 2c‖u0‖Hs and T > 0 such that
cakT γ  1
4
.
Then, it is easy to see that Ψ : YaT 	→ YaT is well defined. Moreover, similar arguments show that
Ψ is a contraction. To finish the proof we use standard arguments, thus, we omit the details. This
completes the proof of Theorem 1.1. 
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main steps. Assume sk < s < 1 and 0 < T  1. Define the metric space
XT =
{
u ∈ C([0, T ];Hs(R2)); |||u|||s,k < ∞}
with
|||u|||s,k := ‖u‖L∞T Hsxy + ‖u‖Lp˜kT L∞xy + ‖ux‖L12/5T L∞xy
+ ∥∥Dsxux∥∥L∞x L2yT + ∥∥Dsyux∥∥L∞x L2yT + ‖u‖L4xL∞yT .
We first note that since k  8 we have p˜k > pk , where pk = 12(k−1)7−12γ is given in Theorem 1.1.
Hence, similarly to estimates (3.2)–(3.7), we establish that∥∥Ψ (u)∥∥
L∞T Hs
 c‖u0‖Hs + cT γ |||u|||k+1s,k , (3.14)
where Ψ is the integral operator given in (3.1). The estimates (3.10)–(3.13) also hold here without
any change. What is left, is to show a similar estimate as (3.9). Here, to use Lemma 2.5 we take
δ = s and θ = 1 − s + σ , where σ and γ are chosen such that
s > sk + 6γ2(k − 2) + σ. (3.15)
The inequality (3.15) promptly implies that p˜k  3/θ . Thus, in view of Lemma 2.5, we obtain
∥∥Ψ (u)∥∥
L
p˜k
T L
∞
xy
 c‖u0‖Hs + c
T∫
0
∥∥ukux∥∥Hs dt ′
 c‖u0‖Hs + cT γ |||u|||k+1s,k .
Collecting all of our estimates, we then deduce∣∣∣∣∣∣Ψ (u)∣∣∣∣∣∣
s,k
 c‖u0‖Hs + cT γ |||u|||k+1s,k .
The rest of the proof runs as before. 
Proof of Theorem 1.3. We start by recalling some facts about solitary wave for the generalized
ZK equation. In fact, solitary wave are special solutions of Eq. (1.1) having the form u(x, y, t) =
ϕc(x − ct, y), for some c ∈ R. Thus, substituting this form of u in (1.1) and integrating once, we
see that ϕc must satisfy
−cϕc +ϕc + 1
k + 1ϕ
k+1
c = 0. (3.16)
The following lemma is well known and will be sufficient to establish our result.
F. Linares, A. Pastor / Journal of Functional Analysis 260 (2011) 1060–1085 1073Lemma 3.1. Let c > 0. Then Eq. (3.16) admits a positive, radially symmetric solution ϕc ∈
H 1(R2). Moreover, ϕc ∈ C∞(R2), and there exists ρ > 0 such that for all multi-index α ∈ N2
with |α| 2, one has |Dαϕc(x)| Cαe−ρ|x|, where Cα depends only on α.
Proof. See Berestycki and Lions [1]. 
It is easy to see that
ϕc(x, y) = c1/kϕ1(
√
cx,
√
cy), for all c > 0,
where ϕ1 is the solution of (3.16) with c = 1. Thus, since
ϕˆc(ξ, η) = c1/k−1ϕˆ1
(
ξ√
c
,
η√
c
)
, (3.17)
one easily checks that
‖ϕc‖H˙ sc(k) = c1/k−1/2+sc(k)/2‖ϕ1‖H˙ sc(k) = ‖ϕ1‖H˙ sc(k) =: a0. (3.18)
Note that the constant a0 does not depend on c.
Next, for any c > 0 fixed, we consider
uc(x, y, t) = ϕc(x − ct, y).
Hence, at t = 0, we have uc(0) = ϕc . Moreover, for any c1, c2 > 0, we obtain
‖ϕc1 − ϕc2‖2H˙ sc(k) = ‖ϕc1‖2H˙ sc(k) + ‖ϕc2‖2H˙ sc(k) − 2〈ϕc1, ϕc2〉H˙ sc(k) . (3.19)
But, using (3.17) again, we obtain
〈ϕc1 , ϕc2〉H˙ sc(k) =
∫
R2
Dsc(k)ϕc1(x, y)D
sc(k)ϕc2(x, y) dx dy
=
∫
R2
∣∣(ξ, η)∣∣2sc(k)ϕˆc1(ξ, η)ϕˆc2(ξ, η) dξ dη
= (c1c2) 1k −1
∫
R2
∣∣(ξ, η)∣∣2sc(k)ϕˆ1( ξ√
c1
,
η√
c1
)
ϕˆ1
(
ξ√
c2
,
η√
c2
)
dξ dη
=
(
c2
c1
) 1
k
−1 ∫
R2
∣∣(ξ, η)∣∣2sc(k)ϕˆ1(ξ, η)ϕˆ1(√c1
c2
ξ,
√
c1
c2
η
)
dξ dη.
Therefore, as θ := c1/c2 → 1, we get
lim 〈ϕc1, ϕc2〉sc(k) = a20 . (3.20)
θ→1
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lim
θ→1 ‖ϕc1 − ϕc2‖H˙ sc(k) = 0.
On the other hand, for any t > 0,
∥∥uc1(t)− uc2(t)∥∥2H˙ sc(k) = ∥∥uc1(t)∥∥2H˙ sc(k) + ∥∥uc2(t)∥∥2H˙ sc(k) − 2〈uc1(t), uc2(t)〉H˙ sc(k) .
But, since
ûc(t)(ξ, η) = c1/k−1e−icξ t ϕˆ1
(
ξ√
c
,
η√
c
)
,
we deduce
〈
uc1(t), uc2(t)
〉
H˙ sc(k)
= (c1c2) 1k −1
∫
R2
e−itξ(c1−c2)
∣∣(ξ, η)∣∣2sc(k)ϕˆ1( ξ√
c1
,
η√
c1
)
ϕˆ1
(
ξ√
c2
,
η√
c2
)
dξ dη
=
(
c2
c1
) 1
k
−1 ∫
R2
e−itξ
√
c1(c1−c2)∣∣(ξ, η)∣∣2sc(k)ϕˆ1(ξ, η)ϕˆ1(√c1
c2
ξ,
√
c1
c2
η
)
dξ dη.
By choosing c1 = m + 1 and c2 = m ∈ N and letting m → ∞, an application of the Riemann–
Lebesgue lemma, yields
lim
m→∞
〈
uc1(t), uc2(t)
〉
H˙ sc(k)
= 0.
Therefore, for any t > 0,
lim
θ→1
∥∥uc1(t)− uc2(t)∥∥H˙ sc(k) = √2a0.
This completes the proof of the theorem. 
Proof of Theorem 1.4. By using the Gagliardo–Nirenberg interpolation theorem it follows that
∥∥u(t)∥∥k+2
Lk+2  c
∥∥u(t)∥∥2
L2
∥∥∂xu(t)∥∥kL2 . (3.21)
Combining (1.3), (1.4) and (3.21), we obtain that
∥∥u(t)∥∥2
H 1 = I1
(
u(t)
)+ I2(u(t))+ c∥∥u(t)∥∥k+2Lk+2
 I1(u0)+ I2(u0)+ c‖u0‖2 2
∥∥∂xu(t)∥∥k 2 .L L
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H 1
. Since k  3, we then have
X(t) C
(‖u0‖H 1)+ c‖u0‖2L2X(t)1+ k−22 .
Thus, if ‖u0‖H 1 is small enough, a standard argument leads to ‖u(t)‖H 1  C(‖u0‖H 1) for t ∈
[0, T ]. Therefore, we can apply the local theory to extend the solution. 
4. Global well-posedness for the modified ZK
In this section, we consider the Cauchy problem associated with the modified ZK. The main
goal is to prove the global well-posedness result stated in Theorem 1.5.
4.1. Auxiliary results
We start with the following local well-posedness result. The proof is slightly different from
that of Theorem 1.1 in [13].
Theorem 4.1. Let k = 2. For any u0 ∈ Hs(R2), s > 3/4, there exist T = T (‖u0‖Hs ) > 0 and a
unique solution of the IVP (1.1), defined in the interval [0, T ], such that
u ∈ C([0, T ];Hs(R2)), (4.1)∥∥Dsxux∥∥L∞x L2yT + ∥∥Dsyux∥∥L∞x L2yT < ∞, (4.2)
‖u‖LpT L∞xy + ‖ux‖L12/5T L∞xy < ∞, (4.3)
and
‖u‖L2xL∞yT < ∞, (4.4)
where p = 21−2γ and γ ∈ (0,5/12). In addition, the following statements hold:
(i) For any T ′ ∈ (0, T ) there exists a neighborhood V of u0 in Hs(R2) such that the map
u˜0 	→ u˜(t) from V into the class defined by (4.1)–(4.4) is smooth.
(ii) The existence time T is given by
T ∼ ‖u0‖−2/γHs . (4.5)
To simplify the exposition and for further references, we prove first the following lemma.
Lemma 4.2. Assume u,v,w are sufficiently smooth. Let p be as in Theorem 4.1.
(i) For any T > 0,
T∫
0
‖vwux‖L2xy dt ′  cT γ ‖ux‖L12/5T L∞xy‖v‖L∞T L2xy‖w‖LpT L∞xy .
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T∫
0
∥∥Dsx(vwux)∥∥L2xy dt ′  cT γ ‖ux‖L12/5T L∞xy{‖v‖L∞T Hsxy‖w‖LpT L∞xy + ‖w‖L∞T Hsxy‖v‖LpT L∞xy}
+ cT γ ‖w‖LpT L∞xy‖v‖L2xL∞yT
∥∥Dsxux∥∥L∞x L2yT .
The same still holds if we replace Dsx by Dsy .
Proof. The estimate (i) follows after applying Hölder’s inequality. The proof of (ii) is roughly
an application of Lemma 2.8 combined with the Hölder inequality. Indeed, applying twice
Lemma 2.8, we deduce∥∥Dsx(vwux)∥∥L2xy  c∥∥Dsxw∥∥L2xy‖v‖L∞xy‖ux‖L∞xy + c∥∥Dsxv∥∥L2xy‖w‖L∞xy‖ux‖L∞xy
+ c∥∥wvDsxux∥∥L2xy . (4.6)
For the first two terms, from Hölder’s inequality, we obtain
T∫
0
{∥∥Dsxw∥∥L2xy‖v‖L∞xy‖ux‖L∞xy + ∥∥Dsxv∥∥L2xy‖w‖L∞xy‖ux‖L∞xy}dt ′
 cT γ ‖ux‖L12/5T L∞xy
{‖v‖L∞T Hsxy‖w‖LpT L∞xy + ‖w‖L∞T Hsxy‖v‖LpT L∞xy}.
For the last term in (4.6), we obtain
T∫
0
∥∥wvDsxux∥∥L2xy dt ′ 
T∫
0
‖w‖L∞xy
∥∥vDsxux∥∥L2xy dt ′

( T∫
0
‖w‖2L∞xy dt ′
)1/2∥∥vDsxux∥∥L2xyT
 cT γ ‖w‖LpT L∞xy‖v‖L2xL∞yT
∥∥Dsxux∥∥L∞x L2yT .
This completes the proof of the lemma. 
Sketch of proof of Theorem 4.1. The proof is similarly carried out as the proof of Theorem 1.1
(see also [13]). The main difference is that instead of using the maximal function in Proposi-
tion 2.6(i), we use the one in (ii).
Thus, we consider the integral operator
Φ(u)(t) = Φu0(u)(t) := U(t)u0 +
t∫
U
(
t − t ′)(u2ux)(t ′)dt ′,0
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ZT =
{
u ∈ C([0, T ];Hs(R2)); |||u|||s,2 < ∞}
and
ZaT =
{
u ∈ZT ; |||u|||s,2  a
}
,
with
|||u|||s,2 := ‖u‖L∞T Hsxy + ‖u‖LpT L∞xy + ‖ux‖L12/5T L∞xy
+ ∥∥Dsxux∥∥L∞x L2yT + ∥∥Dsyux∥∥L∞x L2yT + ‖u‖L2xL∞yT ,
where a,T > 0 will be chosen later. We assume that 3/4 < s < 1 and 0 < T  1.
Here, we only estimate the L∞T Hsxy -norm, because the others ones are obtained as in Theo-
rem 1.1. From group properties, Minkowski’s inequality, and Lemma 4.2 it follows that
∥∥Φ(u)(t)∥∥
Hsxy
 ‖u0‖Hsxy +
T∫
0
∥∥u2ux∥∥Hsxy dt ′
 ‖u0‖Hsxy + cT γ ‖ux‖L12/5T L∞xy
{‖u‖L∞T Hsxy‖u‖LpT L∞xy + ‖u‖L∞T Hsxy‖u‖LpT L∞xy}
+ cT γ ‖u‖LpT L∞xy‖u‖L2xL∞yT
∥∥Dsxux∥∥L∞x L2yT
+ cT γ ‖u‖LpT L∞xy‖u‖L2xL∞yT
∥∥Dsyux∥∥L∞x L2yT . (4.7)
Thus, ∥∥Φ(u)∥∥
L∞T Hsxy
 ‖u0‖Hsxy + cT γ |||u|||3s,2.
Finally, gathering together all estimates we see that∣∣∣∣∣∣Φ(u)∣∣∣∣∣∣
s,2  c‖u0‖Hsxy + cT γ |||u|||3s,2.
Choosing a = 2c‖u0‖Hs , and then T such that
cT γ a2 <
1
20
, (4.8)
we deduce that Φ : ZaT → ZaT is well defined and is a contraction. The rest of the proof follows
standard arguments. So we will omit it. 
Proposition 4.3. Consider the IVP{
vt + ∂xv + v2vx = 0, (x, y) ∈ R2, t > 0,
v(x, y,0) = v0(x, y) ∈ H 1
(
R2
)
.
(4.9)
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‖v0‖L2 <
√
3‖ϕ‖L2 and ‖v0‖H 1 ∼ N1−s , (4.10)
where ϕ is the ground state solution of (1.2), then
(i) the solution v of (4.9) satisfies
sup
[0,T ]
∥∥v(t)∥∥
H 1  cN
1−s . (4.11)
(ii) For any ρ ∈ (3/4,1), the solution v of (4.9) satisfies
|||v|||ρ,2 ∼ Nρ(1−s). (4.12)
Proof. The proof of (4.11) is similar to the proof of Theorem 1.4, but instead of using (3.21), we
use the following (sharp) Gagliardo–Nirenberg inequality (see [16])
1
6
∥∥u(t)∥∥4
L4 
1
3
(‖u(t)‖L2
‖ϕ‖L2
)2∥∥∇u(t)∥∥2
L2 .
The proof of (4.12) follows immediately from the proof of Theorem 4.1 and the inequality
‖v0‖Hρ  cNρ(1−s). 
Proposition 4.4. Let v0 ∈ H 1(R2) and w0 ∈ Hρ(R2), ρ > 3/4, and let v be the solution given in
Proposition 4.3. Then there exists a unique solution w of the IVP
{
wt + ∂xw +w2wx + 2wvvx + 2wvwx + v2wx +w2vx = 0, (x, y) ∈ R2, t > 0,
w(x, y,0) = w0(x, y),
(4.13)
defined in the same interval of existence of v, [0, T ], such that
w ∈ C([0, T ];Hρ(R2)), (4.14)∥∥Dρxwx∥∥L∞x L2yT + ∥∥Dρywx∥∥L∞x L2yT < ∞, (4.15)
‖w‖LpT L∞xy + ‖wx‖L12/5T L∞xy < ∞, (4.16)
and
‖w‖L2xL∞yT < ∞, (4.17)
where p = 2 and γ ∈ (0,5/12).1−2γ
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Φ˜(w)(t) = Φ˜w0(w)(t) := U(t)w0 +
t∫
0
U
(
t − t ′)F (t ′)dt ′,
where
F = w2wx + 2wvvx + 2wvwx + v2wx +w2vx. (4.18)
Consider the metric spaces
WT =
{
w ∈ C([0, T ];Hρ(R2)); |||w|||ρ,2 < ∞}
and
WaT =
{
w ∈WT ; |||w|||ρ,2  a
}
,
with
|||w|||ρ,2 := ‖w‖L∞T Hρxy + ‖w‖LpT L∞xy + ‖wx‖L12/5T L∞xy
+ ∥∥Dρxwx∥∥L∞x L2yT + ∥∥Dρywx∥∥L∞x L2yT + ‖w‖L2xL∞yT .
As before, we only estimate the L∞T H
ρ
xy -norm, because from our linear estimates, all the others
estimates reduce to this one.
First, we note that
∥∥Dρx Φ˜(w)∥∥L2  ‖w0‖Hρ +
T∫
0
∥∥Dρx F∥∥L2 dt ′.
But, successive applications of Lemma 4.2(ii) lead to
T∫
0
∥∥Dρx (w2wx)∥∥L2xy dt ′  cT γ ‖wx‖L12/5T L∞xy‖w‖L∞T Hρxy‖w‖LpT L∞xy
+ cT γ ‖w‖LpT L∞xy‖w‖L2xL∞yT
∥∥Dρxwx∥∥L∞x L2yT ,
T∫
0
∥∥Dρx (wvvx)∥∥L2xy dt ′  cT γ ‖vx‖L12/5T L∞xy{‖v‖L∞T Hρxy‖w‖LpT L∞xy + ‖w‖L∞T Hρxy‖v‖LpT L∞xy}
+ cT γ ‖w‖LpL∞‖v‖L2L∞
∥∥Dρx vx∥∥L∞L2 ,T xy x yT x yT
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0
∥∥Dρx (wvwx)∥∥L2xy dt ′  cT γ ‖wx‖L12/5T L∞xy{‖v‖L∞T Hρxy‖w‖LpT L∞xy + ‖w‖L∞T Hρxy‖v‖LpT L∞xy}
+ cT γ ‖w‖LpT L∞xy‖v‖L2xL∞yT
∥∥Dρxwx∥∥L∞x L2yT ,
T∫
0
∥∥Dρx (v2wx)∥∥L2xy dt ′  cT γ ‖wx‖L12/5T L∞xy‖v‖L∞T Hρxy‖v‖LpT L∞xy
+ cT γ ‖v‖LpT L∞xy‖v‖L2xL∞yT
∥∥Dρxwx∥∥L∞x L2yT ,
T∫
0
∥∥Dρx (w2vx)∥∥L2xy dt ′  cT γ ‖vx‖L12/5T L∞xy‖w‖L∞T Hρxy‖w‖LpT L∞xy
+ cT γ ‖w‖LpT L∞xy‖w‖L2xL∞yT
∥∥Dρx vx∥∥L∞x L2yT .
Thus, we see that∥∥Dρx Φ˜(w)∥∥L2  ‖w0‖Hρ + cT γ {|||w|||2ρ,2 + |||v|||21,2 + |||w|||ρ,2|||v|||1,2}|||w|||ρ,2.
Analogously, we deduce∥∥Dρy Φ˜(w)∥∥L2  ‖w0‖Hρ + cT γ {|||w|||2ρ,2 + |||v|||21,2 + |||w|||ρ,2|||v|||1,2}|||w|||ρ,2
and ∥∥Φ˜(w)∥∥
L2  ‖w0‖L2 + cT γ
{|||w|||2ρ,2 + |||v|||21,2 + |||w|||ρ,2|||v|||1,2}|||w|||ρ,2.
Therefore, we have established that∣∣∣∣∣∣Φ˜(w)∣∣∣∣∣∣
ρ,2  ‖w0‖Hρ + cT γ
{|||w|||2ρ,2 + |||v|||21,2 + |||w|||ρ,2|||v|||1,2}|||w|||ρ,2. (4.19)
Now, by choosing a = 2cmax{‖v0‖H 1,‖w0‖Hρ }, we see that
cT γ a2 <
1
20
. (4.20)
As a consequence, Φ˜ :WaT →WaT is well defined. To finish the proof, one proceeds as usual.
This proves the theorem. 
Corollary 4.5. Let s ∈ (3/4,1) be fixed. Let v0 ∈ H 1(R2) and w0 ∈ Hρ(R2) with 3/4 < ρ  s.
Assume that the initial data w0 satisfies ‖w0‖Hρ ∼ Nρ−s and let v and w be the corresponding
solutions given in Propositions 4.3 and 4.4, respectively. Then
|||w|||ρ,2  cNρ−s .
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w(t) = U(t)w0 +
t∫
0
U
(
t − t ′)F (t ′)dt ′, t ∈ [0, T ]. (4.21)
Moreover, since Φ˜ :WaT →WaT , we obtain |||w|||ρ,2  a, where a = 2cmax{‖v0‖H 1,‖w0‖Hρ }.
Analogously, |||v|||1,2  a. Hence, from (4.19) and (4.8), we get
|||w|||ρ,2  ‖w0‖Hρ + 320 |||w|||ρ,2.
This completes the proof of the lemma. 
Lemma 4.6. Define
|||w|||0 := ‖w‖L∞T L2xy + ‖wx‖L∞x L2yT .
Let v0 ∈ H 1(R2) and w0 ∈ Hs(R2), 3/4 < s < 1, such that ‖v0‖H 1 ∼ N1−s and ‖w0‖L2 ∼ N−s .
Let v and w be the solutions given in Propositions 4.3 and 4.4, respectively. Then,
|||w|||0  cN−s .
Proof. It follows from (4.21) and Lemma 2.1 that
‖wx‖L∞x L2yT  c‖w0‖L2 + c
T∫
0
∥∥F (t ′)∥∥
L2 dt
′.
Now, applying Lemma 4.2(i), we deduce
T∫
0
∥∥F (t ′)∥∥
L2 dt
′  cT γ
{‖w‖LpT L∞xy‖wx‖L12/5T L∞xy + ‖v‖LpT L∞xy‖vx‖L12/5T L∞xy
+ ‖v‖LpT L∞xy‖wx‖L12/5T L∞xy + ‖w‖LpT L∞xy‖vx‖L12/5T L∞xy
+ ‖v‖LpT L∞xy‖vx‖L12/5T L∞xy
}|||w|||0.
Hence, as in Corollary 4.5, we obtain
‖wx‖L∞x L2yT  c‖w0‖L2 +
1
4
|||w|||0.
Similarly, we have
‖w‖L∞T L2xy  c‖w0‖L2 +
1
4
|||w|||0.
This proves the lemma. 
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Let v and w be the solutions given in Propositions 4.3 and 4.4, respectively. Define
z(t) =
t∫
0
U
(
t − t ′)F (t ′)dt ′, (4.22)
where F is given in (4.18). Then,
‖z‖L∞T H 1 ∼ N
3−5s
2 .
Proof. We begin by estimating ‖∂xz‖L2xy . The main tool here is the estimate (2.4). Indeed,
‖∂xz‖L2xy 
∥∥∥∥∥∂x
t∫
0
U
(
t − t ′)F (t ′)dt ′∥∥∥∥∥
L2xy
 c
{∥∥w2wx∥∥L1xL2yT + ‖wvvx‖L1xL2yT + ‖wvwx‖L1xL2yT + ∥∥v2wx∥∥L1xL2yT
+ ∥∥w2vx∥∥L1xL2yT }
= A1 +A2 +A3 +A4 +A5.
Now, from Hölder’s inequality, we obtain
A1  c‖w‖2L2xL∞yT ‖wx‖L∞x L2yT  c|||w|||
2
ρ,2|||w|||0.
Applying Corollary 4.5 and Lemma 4.6, we then get
A1  cN−s  cN
3−5s
2 .
From this point on we apply several times Hölder’s inequality without mentioning it.
A2  cT 1/12‖v‖L2xL∞yT ‖vx‖L12/5T L∞xy‖w‖L∞T L2xy  cT
1/12|||v|||2ρ,2|||w|||0.
Thus, Proposition 4.3(ii) and Lemma 4.6 yield A2 ∼ N 3−5s2 . To estimate A3, we note that
A3  cT 1/12‖v‖L2xL∞yT ‖wx‖L12/5T L∞xy‖w‖L∞T L2xy  cT
1/12|||v|||ρ,2|||w|||ρ,2|||w|||0.
Since T ∼ N−2(1−s)/γ , γ ∈ (0,5/12), we deduce that T 1/12 ∼ N−2(1−s)/5. Hence, from Propo-
sition 4.3, Corollary 4.5, and Lemma 4.6, we infer that A3 ∼ N 3−5s2 . Similarly, since
A4  cT 1/12‖w‖L2xL∞yT ‖vx‖L12/5T L∞xy‖w‖L∞T L2xy  cT
1/12|||w|||ρ,2|||v|||ρ,2|||w|||0,
we get A4 ∼ N 3−5s2 .
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A5  c‖v‖2L2xL∞yT ‖wx‖L∞x L2yT  c|||v|||
2
ρ,2|||w|||0.
Therefore, Proposition 4.3 and Lemma 4.6 yield A5 ∼ N 3−5s2 . The same analysis can be per-
formed to estimate ‖∂yz‖L2xy and ‖z‖L2xy . This completes the proof of the proposition. 
Proof of Theorem 1.5. Let us consider the IVP{
ut + ∂xu+ u2ux = 0,
u(x, y,0) = u0(x, y).
(4.23)
Assume that u0 ∈ Hs(R2), 3/4 < s < 1 (a priori) and satisfies ‖u0‖L2 <
√
3‖ϕ‖L2 . We split the
datum u0 as
u0(x, y) = (χ{|(ξ,η)|<N}uˆ0)∨(x)+ (χ{|(ξ,η)|N}uˆ0)∨(x, y) = v0(x, y)+w0(x, y),
where N  1 will be chosen later. First, we note that
‖v0‖L2 <
√
3‖ϕ‖L2, ‖v0‖H 1 ∼ N1−s , (4.24)
and
‖w0‖Hρ ∼ Nρ−s , 3/4 < ρ  s < 1.
In view of Propositions 4.3 and 4.4, we can solve the IVPs (4.9) and (4.13), with initial data v0
and w0, respectively, obtaining solutions v(t) ∈ H 1(R2) and w(t) ∈ Hρ(R2), for t ∈ [0, T ],
where T ∼ N−2(1−s)/γ , γ ∈ (0,5/12). Moreover, the solution u of (4.23) can be rewritten as
u(t) = v(t)+U(t)w0 + z(t), t ∈ [0, T ],
where z(t) is given by (4.22).
Given any T˜ > 0, our goal now is to extend the solution u on the whole interval [0, T˜ ] by an
iteration process.
At the point t = T , we have
u(T ) = v(T )+U(T )w0 + z(T ). (4.25)
Since U is an unitary group, the function U(T )w0 remains in Hs(R2). We shall show that v(T )+
z(T ) still satisfies the condition in (4.24).
Note that (4.25) and (1.3) imply∥∥v(T )+ z(T )∥∥
L2 
∥∥u(T )−U(T )w0∥∥L2
 ‖u0‖L2 + ‖w0‖L2
 ‖u0‖L2 +N−s . (4.26)
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L2 <
√
3‖ϕ‖L2 .
Now, Proposition 4.3 leads to
‖v‖L∞T H 1  cN
1−s ,
and Proposition 4.7 tells us that
‖z‖L∞T H 1  cN
3−5s
2 .
Hence, at each step, there is a contribution of N 3−5s2 from ‖z‖L∞T H 1 . To reach the time T˜ , we
need to iterate T˜ /T times, and to guarantee that the H 1-norm grows on the interval [0, T˜ ] as
N1−s , that is,
T˜
T
N
3−5s
2 ∼ T˜ N2(1−s)/γ N 3−5s2  cN1−s ,
we need to choose N = N(T˜ ) ∼ N 1063s−53 , for 53/63 < s < 1.
Finally, from (4.26), we have a contribution from the L2-norm of N−s . But, since 53/63 <
s < 1, for that chosen N(T˜ ), we deduce
T˜ N2(1−s)/γ N−s  cN 63s−5310 N2(1−s)/γ N−s  c.
This proves the theorem. 
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