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Abstract
For an undirected tree with n edges labelled by single letters, we con-
sider its substrings, which are labels of the simple paths between pairs of
nodes. We prove that there are O(n1.5) different palindromic substrings.
This solves an open problem of Brlek, Lafrenière, and Provençal (DLT
2015), who gave a matching lower-bound construction. Hence, we settle
the tight bound of Θ(n1.5) for the maximum palindromic complexity of
trees. For standard strings, i.e., for paths, the palindromic complexity is
n + 1.
We also propose O(n1.5 logn)-time algorithm for reporting all distinct
palindromes in an undirected tree with n edges.
1 Introduction
Regularities in words are extensively studied in combinatorics and text algo-
rithms. One of the basic types of such structures are palindromes: words which
are the same when read in both directions. The palindromic complexity of a
word is the number of distinct palindromic substrings in the word. An elegant
argument shows that the palindromic complexity of a word of length n does
not exceed n + 1 [8], which is already attained by a unary word an. Therefore
∗This is a full version of a paper presented at SPIRE 2015 [12].
1
ar
X
iv
:2
00
8.
13
20
9v
1 
 [c
s.D
S]
  3
0 A
ug
 20
20
the problem of palindromic complexity for words is completely settled, and a
natural next step is to generalize it to trees.
In this paper, we consider the palindromic complexity of undirected trees
with edges labelled by single letters. We define substrings of such a tree as
the labels of simple paths between arbitrary two nodes. Each label is the con-
catenation of the labels of all edges on the path. Fig. 1 illustrates palindromic
substrings in a sample tree. Note that palindromes in a word of length n natu-
rally correspond to palindromic substrings in a path of n edges.
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Figure 1: A sample tree with 9 different palindromes of length at least 2: aa,
aca, acaaca, bcb, bccb, caac, cbc, cbcbc, cc. An occurrence of a palindrome aca
is marked red, and an occurrence of a palindrome cbcbc is marked green.
The study of the palindromic complexity of trees was recently initiated by
Brlek, Lafrenière, and Provençal [4], who constructed a family of trees with
n edges containing Θ(n1.5) distinct palindromic substrings. They conjectured
that there are no trees with asymptotically larger palindromic complexity and
proved this claim for a restricted case of trees in which the label of every path
consists of up to 4 blocks (runs) of equal letters.
Our Result We show that the number of distinct palindromic substrings in a
tree with n edges is O(n1.5). This bound is tight by the construction given in [4];
hence, we completely settle the asymptotic maximum palindromic complexity
for trees. We also provide O(n1.5 log n) algorithm for reporting all distinct
palindromes.
Related Work Palindromic complexity of words was studied in various as-
pects. This includes algorithms determining the complexity [15], bounds on
the average complexity [1], and generalizations to circular words [19]. Finite
and infinite palindrome-rich words received particularly high attention; see
e.g. [3, 8, 13]. This class contains, for example, all episturmian and thus all
Sturmian words [8].
Recently, some almost exact bounds for the number of distinct palindromes
in star-like trees have been shown by Glen et al. [14]. Also the palindromes
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in directed trees have been studied by Funakoshi et al. [11] who presented
O(n log h) time algorithm to compute all maximal palindromes and all distinct
palindromes in a TRIE T of height h.
In the setting of labelled trees, other kinds of regularities were also studied.
It has been shown that a tree with n edges contains O(n4/3) distinct squares [6]
and O(n) distinct cubes [18]. Both bounds are known to be tight. Interestingly,
the lower bound construction for squares resembles that for palindromes [4].
Outline of the Paper In Section 2, we introduce basic terminology and
combinatorial toolbox. Next, in Section 3, we quickly summarize previously
known results for the lower bounds on the number of distinct palindromes. In
Section 4, we introduce the special family of the trees called spine trees and
prove th upper bounds for those trees. In Section 5, we show how every tree
can be decomposed into spine trees, and in the ??, we combine those results to
obtain the upper bound on the number of distinct palindromes. In Section 7,
we introduce algorithmic toolbox and provide an algorithm for reporting all
distinct palindromes.
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Figure 2: To the left: an example undirected tree with 9 palindromic substrings
of length 2 or more bcb, bccb, aca, cbc, caac, cc, cbcbc, aa, acaaca. To the
right: a deterministic double tree obtained after rooting the tree at r, merging
both subtrees connected to r with edges labelled by c, and duplicating the
resulting tree.
2 Preliminaries
A word w is a sequence of characters w[1], w[2], . . . , w[|w|] ∈ Σ, often denoted
w[1..|w|]. A substring of w is any word of the form w[i..j], and if i = 1 (j = |w|),
then it is called a prefix (a suffix, respectively). A period of w is an integer p,
1 ≤ p ≤ |w|, such that w[i] = w[i + p] for i = 1, 2, . . . , |w| − p. The shortest
period of w, denoted per(w), is the smallest such p. The following well known
periodicity lemma, characterizes the properties of periods.
Lemma 2.1 (Periodicity Lemma [10]). If p, q are periods of a word w of length
|w| ≥ p+ q − gcd(p, q), then gcd(p, q) is also a period of w.
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The following lemma is a straightforward consequence of the Periodicity
Lemma (Lemma 2.1).
Lemma 2.2. Suppose a word v is a substring of a longer word u which has a
period p ≤ 12 |v|. Then per(u) = per(v).
Proof. Let us assume that pu = per(u), pv = per(v) and pu 6= pv. Since v is a
substring of u, and p is a period of both u, clearly the pv ≤ pu ≤ p ≤ frac12|v|.
Word v and periods pv and pu met the conditions of the Periodicity Lemma,
so the gcd(pv, pu) is also a period of v. Since pv is the minimal period, the
pu = a · pv for some a > 1. But in such case the pv is also a period of whole
word u — contradiction.
A palindrome is a word w such that w = wR, where wR denotes the reverse
of w. We have the following connection between periods and palindromes.
Observation 2.3. Suppose a palindrome v is a suffix of a longer palindrome
u. Then v is a prefix of u and thus |u| − |v| is a period of u and of v.
Define a double tree D = (T`, Tr, r) as a labelled tree consisting of two trees
T` and Tr sharing a common root r but otherwise disjoint. The edges of T`
and Tr are directed to and from r, respectively. The size of D is defined as
|D| = |T`| + |Tr|. For any u, v ∈ D, we use val(u, v) to denote the sequence
of the labels of edges on the path from u to v. A substring of D is a word
val(u, v) such that u ∈ T` and v ∈ Tr. Also, let d(u, v) = |val(u, v)| and
per(u, v) = per(val(u, v)).
We consider only deterministic double trees, meaning that all the edges
outgoing from a node have distinct labels, and similarly all the edges incoming
into a node have distinct labels. An example of such a double tree is shown in
Fig. 2. Symmetry of palindromic substrings val(u, v), where u ∈ T` and v ∈ Tr,
gives a natural pairing of nodes on the path from u to v, where u is paired with
v (and, if the path consists of an odd number of nodes, the central node is paired
with itself). For any two paired nodes u′, v′ on such path, the string val(u′, v′)
is a palindrome; if one of these two nodes is the root of the tree, we call the path
from u′ to v′ the central part of the palindrome val(u, v). Note that the central
part is fully contained within T` or Tr. By symmetry of the counting problem
(up to edge reversal in a double tree), we focus on palindromes admitting an
occurrence whose central part lies in T`, or equivalently, occurring as val(u, v)
with d(u, r) ≥ d(r, v).
3 Lower Bounds for Palindromes in Trees
In [4], the authors constructed trees with Θ(n1.5) distinct palindromes. It is
based on the following sequence Ap:
Ap = (2pk + (k
2 mod p))k=1,2,...,p−1
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Erdős and Turan [9] proved that for any prime number p, the sequence Ap
is a Sidon set, i.e., the sum of all distinct pairs of its elements is distinct.
Based on the sequence Ap = (a1, . . . , ap−1), the auxiliary sequence Bp is
defined as
Bp = (ak+1 − ak)k=1,2,...,p−2
Finally, the authors show a family of trees Cp with the hair comb-like struc-
ture presented in Fig. 3. The spine of the tree Cp is composed of the paths of
length b1, . . . , bp−2 labelled with character 0, interleaved with the branches of
length p labelled with character 1.
1p 1p 1p 1p 1p 1p 1p 1p 1p
0b1 0b2 0b3 0b4 0b5 0b6 · · · 0bp−2
Figure 3: The lower bound construction of trees Cp from [4].
Lemma 3.1 (Brlek et al. [4]). The number of palindromes in Cp is in Θ(p3).
Since the size of Cp is Θ(p2), this gives an O(n1.5) lower bound on the number
of palindromes.
Authors also showed upper bounds for a restricted family of trees T4 (con-
sisting of labelled trees whose substrings are composed of at most 4 blocks).
Theorem 3.2 (Brlek et al. [4]). The value P4(n) = maxT∈T4:|T |≤n|pal(T )|
satisfies P4(n) = Θ(n1.5).
4 Palindromes in Spine-Trees
A spine-tree is a deterministic double tree with a distinguished path, called
spine, joining vertices s` ∈ T` and sr ∈ Tr. Additionally, we insist that this
path cannot be extended preserving the period p = per(s`, sr). A palindromic
substring is induced by such a spine-tree if its central part is a fragment of the
spine of length at least p; see Fig. 4 for an example.
For a node u of the spine-tree, let s(u) denote the nearest node of the spine (if
u is already on the spine, then u = s(u)). Since the spine-tree is deterministic,
it satisfies the following property.
Fact 4.1. For any induced palindrome val(u, v), the path val(s(u), s(v)) is an
inclusion–maximal fragment of val(u, v) admitting period p.
Lemma 4.2. There are up to n
√
n distinct palindromic substrings induced by
a spine-tree of size n.
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Figure 4: A spine-tree, whose spine is the path from s` to sr, with an induced
palindrome val(u, v). Observe that L(u) = L(v) is a prefix of the palindrome.
Note that d(s(u), r) ≥ p but d(r, s(v)) might be smaller than p.
Proof. Define the label L(u) for a node u ∈ T` as the prefix of val(u, sr) of length
d(u, s(u)) + p. Similarly, the label L(v) of a node v ∈ Tr is the reversed suffix
of val(s`, v) of length p+ d(s(v), v). We leave the label undefined if val(u, sr) or
val(s`, v) is not sufficiently long, i.e., if d(s(u), sr) < p or d(s`, s(v)) < p.
Consider a palindrome val(u, v) induced by the spine-tree. Fact 4.1 implies
that val(s(u), s(v)) is a maximal fragment of val(u, v) with period p. Since the
central part of the palindrome is of length at least p and lies within this fragment,
the fragment must be symmetric, i.e., we must have d(u, s(u)) = d(s(v), v), and
the labels of u and v are both defined. Consequently, |L(u)| = |L(v)| and
actually the labels L(u) and L(v) are equal. Hence, to bound the number of
distinct palindromes, we group together nodes with the same labels. Let VL be
the set of vertices of T` ∪ Tr with label L. We have the following claim.
Claim 4.3. For any label L, there are at most min(|VL|2, n) distinct induced
palindromes with endpoints in VL.
Proof. Consider all distinct induced palindromes val(u, v) such that L(u) =
L(v) = L. A substring is uniquely determined by the endpoints of its occurrence,
so |VL|2 is an upper bound on the number of these palindromes. We claim
that every such palindrome is also uniquely determined by its length, which
immediately gives the upper bound of n. Indeed, d(u, s(u)) = d(s(v), v) = |L|−p
and val(s(u), s(v)) has period p, so if the length is known, then val(s(u), s(v))
can be recovered from its prefix of length p, i.e., the suffix of L of length p.
The sets VL are disjoint, so by the above claim and using the inequality
min(x, y) ≤ √xy, the number of distinct palindromes induced by the spine-tree
is at most:∑
L
min(|VL|2, n) ≤
∑
L
√
|VL|2 · n ≤
√
n ·
∑
L
|VL| ≤ n1.5.
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5 Palindromes in General Deterministic Double
Trees
Consider a node u ∈ T` and all distinct palindromes P1, . . . , Pk with an occur-
rence starting at u. Observe that their central parts C1, . . . , Ck have distinct
lengths: indeed, |Pi| = 2d(u, r) − |Ci| and d(u, r) ≥ 12 |Pi|, so val(u, r) and |Ci|
determines the whole palindrome Pi. Hence, we can order these palindromes so
that |C1| > . . . > |Ck|, (i.e., |P1| < . . . < |Pk|).
Palindromes P4√n+1, . . . , Pk−2√n are called middle palindromes. There are
O(√n) remaining palindromes for fixed u and O(n1.5) in total, so we can focus
on counting middle palindromes. We start with the following characterization.
Lemma 5.1. Consider middle palindromes P4√n+1, P4√n+2, . . . , Pk−2√n start-
ing at node u. Central parts of these palindromes satisfy |Ci| ≥ 2
√
n and
per(Ci) ≤ 12
√
n. Moreover, for each Pi extending the central part Ci by 2
√
n
characters in each direction preserves the shortest period.
Proof. Since we excluded the 2
√
n palindromes with the shortest central parts,
the middle palindromes clearly have central parts of length at least 2
√
n.
Let us now prove that per(C2√n) ≤ 12
√
n.
By Observation 2.3, |Cj | − |Cj+1| is a period of Cj for 1 ≤ j ≤ 2
√
n.
Since
2
√
n∑
j=1
(|Cj | − |Cj+1|) < |C1| ≤ n,
for some j we have
per(Cj) ≤ |Cj | − |Cj+1| ≤ 12
√
n.
Moreover, C2√n is a suffix of Cj , so the claim follows.
For i > 4
√
n (in particular, if Pi is a middle palindrome), Ci is a suffix of
C2
√
n. Additionally, for 4
√
n < i ≤ k − 2√n we can observe that per(C2√n) ≤
1
2 |Ci| since per(C2√n) ≤ 12
√
n and |Ci| ≥ 2
√
n. Hence, we can apply Lemma 2.2
that implies per(Ci) = per(C2√n).
Moreover,
|Ci| ≤ |C2√n|+ 2
√
n− i < |C2√n| − 2
√
n,
so extending Ci by 2
√
n characters to the left preserves the period. By symmetry
of Pi, the extension to the right also preserves the period.
Let us choose any s ∈ T` such that d(s, r) = 2
√
n and per(s, r) ≤ 12
√
n.
Then, extend the period of val(s, r) to the left and to the right as far as possible,
arriving at nodes s` and sr, respectively. We create a spine-tree with spine
corresponding to the path from s` to sr as shown in Fig. 5. We attach to the
spine all subtrees hanging off the original path at distance at least 2
√
n from the
root. In other words, a vertex u ∈ T` which does not belong the spine is added
to the spine-tree if d(s(u), r) ≥ 2√n and a vertex v ∈ Tr — if d(r, s(v)) ≥ 2
√
n.
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s` sr
Figure 5: A spine-tree constructed for a vertex s in a deterministic double tree.
Note that we do not attach subtrees at distance less than 2
√
n from the root.
If d(r, sr) < 2
√
n, then this procedure leaves no subtrees hanging in Tr so we
do not create any spine-tree for s.
Now, let us consider a middle palindrome. By Lemma 5.1, its central part
satisfies |C| ≥ 2√n and per(C) ≤ 12
√
n. Moreover, by Lemma 2.2, we have
per(C) = per(s, r) for the unique node s ∈ T` located within C at distance
2
√
n from the root. Consequently, C lies on the spine of the spine-tree created
for s, and u belongs to a subtree attached to the spine. Additionally, since C
can be extended by 2
√
n characters in each direction preserving the period, the
other endpoint v must also belong to such a subtree in Tr (that is, we have
d(r, s(v)) ≥ 2√n). Hence, each middle palindromic substring is induced by
some spine-tree.
The spine-trees are not disjoint, but, nevertheless, their total size is small.
Lemma 5.2. The sizes n1, . . . , nk of the created spine-trees satisfy
∑
i ni ≤ 2n.
Proof. We claim that at least ni − 2
√
n nodes of the ith spine-tree are disjoint
from all the other spine-trees. Let ci be the node on the spine of the ith spine-
tree such that d(ci, r) =
√
n and similarly let si satisfy d(si, r) = 2
√
n. Recall
that per(si, r) ≤ 12
√
n. Thus, Lemma 2.2 yields per(si, r) = per(ci, r). Since the
tree is deterministic, ci uniquely determines si and hence the whole spine-tree.
Thus, the nodes ci are all distinct and so are their predecessors on the spines and
all attached subtrees. A similar argument shows that all nodes di on the spine
of the ith spine-tree such that d(r, di) =
√
n are also all distinct. Therefore,
we proved
∑
i ni − 2
√
n ≤ n. Each spine-tree has at least 4√n vertices on the
spine, so this yields ni ≥ 4
√
n, and thus we obtain∑
i
ni ≤ 2
∑
i
(ni − 2
√
n) ≤ 2n.
By Lemma 4.2, the number of palindromes induced by the ith spine-tree is
at most n1.5i . Accounting the O(n1.5) palindromes which do not occur as middle
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palindromes, we have
O(n1.5) +
∑
i
n1.5i ≤ O(n1.5) +
∑
i
ni
√
n = O(n1.5)
palindromes in total.
Lemma 5.3. Every deterministic double tree of size n has O(n1.5) distinct
palindromic substrings.
6 Main Combinatorical Result
To derive the final theorem, we follow the approach from [6]. We use the folklore
fact that every tree T on n edges contains a centroid node r such that every
component of T \ {r} is of size at most n2 . We separately count palindromic
substrings corresponding to the paths going through the centroid r and paths
fully contained in a single component of T \ {r}. To bound the former, we root
T at r directing all the edges so that they point towards the root and then
determinize the resulting tree by gluing together two children of the same node
whenever their edges have the same label. Finally, we create a deterministic
double tree by duplicating the tree and changing the directions of the edges in
the second copy; see Fig. 2 for a sample application of this process.
It is easy to see that for any simple path from u to v going through r in the
original tree we can find u′ ∈ T` and v′ ∈ Tr such that val(u, v) = val(u′, v′).
Hence, the number of distinct palindromic substrings corresponding to such
paths is O(n1.5) by Lemma 5.3. Finally, we obtain the following recurrence for
pal(n), the maximum number of palindromes in a tree with n edges:
pal(n) = O(n1.5) + max
{∑
i
pal(ni) : ∀i ni ≤ n2 and
∑
i
ni < n
}
.
It solves to pal(n) = O(n1.5).
Theorem 6.1. A tree with n edges contains O(n1.5) distinct palindromic sub-
strings.
7 Algorithm for reporting all distinct palindromes
In this section, we consider following problem for palindromes in trees:
Problem 7.1 (ReportAllPalindromes). Given tree a T with n edges, each
labelled by single character from the alphabet Σ report all distinct palindromes
in T .
There are various ways for reporting palindromes, the natural choice is to
represent each palindrome as a pair for nodes (u, v) such that val(u, v) is a
palindrome. Unfortunately for efficiency reasons we would like to use slightly
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different format, each palindrome will be reported as triple (`, u, v), such that
` is length of a palindrome, val(u, v) is a first half of a palindrome (
⌈
`
2
⌉
=
|val(u, v)|).
To simplify the description of the algorithm and introduce restricted version of
the problem:
Problem 7.2 (ReportAllEvenPalindromes). Given tree T with n edges,
each labelled by single character from the alphabet Σ report all distinct even
palindromes in T .
The following lemma states that in fact the problemReportAllEvenPalindromes
is equivalent to the problem ReportAllPalindromes.
Lemma 7.3. Given an algorithm for problem ReportAllEvenPalindromes
running in time f(n), it is possible to solve problem ReportAllPalindromes
in f(O(n)) time.
Proof. Given an instance T of the problem ReportAllPalindromes, we can
generate tree T ′ by replacing each edge (u, v) with label c ∈ Σ from T by
a path of length 4 with corresponding labels $, c, c, $ (where $ is a character
not in Σ). Each palindrome in T has a corresponding palindrome in T ′. Also
each palindrome of length 4k that starts (and ends) with character $ in T ′
can be attributed to corresponding palindrome in T . In consequence we can
solve the problem ReportAllEvenPalindromes for T ′ and report only those
palindromes in T that corresponds to the palindromes of length 4k that start
with character $.
7.1 Algorithmic tools
Before we describe the algorithm we introduce the algorithmic toolbox used in
our algorithm. It is similar to the one described in the Section 3 from [17], but
it is tailored to the palindromic case.
Lemma 7.4. Given a family of deterministic double trees D1, . . . , Dk with total
n nodes. It can be preprocessed in O(n) time, such that following operations can
be done in O(1) time:
• dist(u, v) – distance between nodes u and v,
• up(u, h) – node v on a path from u towards the root, at distance h from u,
• center(u, v) – node at the center of path from u and v,
• isAncestor(u, v) – is v an ancestor of u,
• perLen(u) – length of the period of word on path from root to u
Proof. Queries dist(u, v) can be implemented by precomputing depth of each
node in a tree and using Lowest Common Ancestor Queries (LCA) [16]. Query
up(u, h) is in fact Level Ancestor Query (LA) [2]. Operation center(u, v) can be
realized by one dist and up query. Length of periods perLen(u) can be calculates
from the border array P that can be computed in O(n) time ([17]).
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Lemma 7.5. Given a family of deterministic double trees D1, . . . , Dk with total
n nodes. It can be preprocessed in O(n log n) time, such that following operations
can be done in O(1) time:
• label(u, v) – pair of integers representing word val(u, v) (this operation is
defined only for u being ancestor of v or v being ancestor of u),
• isEqual(u1, v1, u2, v2) – is val(u1, v1) = val(u2, v2),
• isPalindrome(u, v) – is word val(u, v) a palindrome?,
• exists(Di, u, v) – for Di = (Li, Ri, ri) it verifies if there exist a node w ∈ Ri
such that val(w, ri) = val(u, v) (this operation is defined only for u, v ∈ Li
and u being ancestor of v or v being ancestor of u),
• child(u, c) – returns child node of u with label c (or null values if it does
not exist)
Proof. Operations label, isEqual and isPalindrome can be implemented using Dic-
tionary of Basic Factors (DBF) [7], which clearly requires O(n log n) preprocess-
ing time. The only extension is that we need is that for each basic factor we also
store code of its reversed version. For operation exists we store DBF codes of all
possible values of val(r, w) in a static dictionary with constant lookup time.
7.2 Algorithm outline
In our algorithm we will use similar approach to the one used in the proof
of Lemma 5.3. There are a few technical issues that we need to overcome. First
we need to strengthen a notion of deterministic double trees, we need to make
sure that all paths in deterministic double tree correspond to simple paths in
the original tree. Unfortunately due to repeated edges adjacent to the root
this rule can be violated (see Fig. 6). Second problem is efficient calculation of
palindromes in spine trees.
r
a
b
a
b
ab
r
a
b
a
b
ab
a
b
a
b
a b
Figure 6: Undirected tree T and its deterministic double tree D = (Tl, r, Tr).
Note that D contains path with even palindrome baaaab that is not present in
the original tree T .
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We resolve those issues with deterministic double trees using following lemma:
Lemma 7.6. Given undirected tree T with n nodes, we can calculate decompo-
sition of T into family of deterministic double trees D such that:
• each simple path in D ∈ D corresponds to a simple path in T ,
• for each even path p ∈ T , there exists D ∈ D such that there exists even
path p′ ∈ D such that val(p) = val(p′) and middle point of p′ is in the left
subtree of D,
• total number of edges in all double trees from D is O(n log n).
The decomposition D can be calculated in time O(n log n).
Proof. The decomposition D can be created in recursive manner.
For a tree T , we use following procedure:
• identify centroid node r,
• divide subtrees adjacent to r into two trees T1, T2, such that max(|T1|, |T2|) ≤
3
4 |T |,
• create deterministic version of trees T1 and T2 T ′1 and T ′2,
• to handle paths that have one endpoint in T1 and other in T2 we add to
D deterministic double trees (T ′1, T ′2, r) and (T ′2, T ′1, r),
• to handle paths that are contained in T1 or T2 recursively process decom-
position of T1 and T2.
The total size of the created decomposition is O(n log n).
Now we are ready to outline the algorithm. For given tree T we decompose
it into family or deterministic double trees D.
The family of trees D is preprocessed using Lemma 7.4 and Lemma 7.5. We
need to process all trees from D altogether to obtain consistent DFS identifiers
between different trees.
Each double tree D ∈ D is processed separately, we find the middle palindromes
using spine decomposition and all other palindromes using exhaustive search.
Finally we remove possible duplicates in reported palindromes using sorting.
Lemma 7.7. For a deterministic double tree D with n nodes the problem
ReportAllEvenPalindromes can be solved in in O(n1.5 log n) time.
Proof. The pseudocode of the solution is given in the Algorithm 1. The cor-
rectness of the algorithm is proved by the Lemma 5.3. We need to prove that
the algorithm can be implemented in O(n1.5 log n) time. Calculating the spine
decomposition requires O(n) time due to Lemma 7.9, and each spine S can be
processed in O(|S|1.5 log |S|) time due to Lemma 7.11. Since total size of the
spine trees is O(n), this part takes O(n1.5 log n).
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For handling the first and last palindromes, we need a data structure to op-
erate on lists Lu. We identify all nodes X = {x ∈ D : val(x, r) is a palindrome}
using Lemma 7.5. Then we create a subtree DX which contains only nodes
from X and preprocess it for Level Ancestor queries ([2]). Additionally for each
u ∈ D we store its nearest ancestor in DX and its depth in Dx (equal to Lu).
With this approach any element of Lu can be retrieved in O(1) time using LA
queries on Dx.
For each element u′ ∈ Lu we test the existence of node w in O(1) time using
function exists.
Algorithm 1: FindPalindromesInDoubleTree(D = (Tl, Tr, r))
preprocess the tree D for queries from lemmas 7.4 and 7.5
P = ∅
// handle middle palindromes
decompose D into spine trees S1, . . . , Sk
foreach Si ∈ SpineDecomposition(D) do
add to P palindromes reported by Lemma 7.11 in Si
end
// handle first (shorter) and last (longer) palindromes
foreach u ∈ Tl do
let Lu is a data structure that allows access to the list of ancestors u′
of u such that val(u′, r) is a palindrome
elements of Lu are sorted by their depth in a tree
foreach u′ ∈ (first 4√n nodes from Lu) ∪ (last 2
√
n nodes from Lu)
do
if there exists node v ∈ Tr such that val(v, r) = val(u, u′) and
val(u, v) is a palindrome add it to P
end
end
return P
Theorem 7.8. For a a tree T with n nodes the problem ReportAllEvenPalindromes
can be solved in O(n1.5 log n) time.
Proof. First we decompose the tree T into set of deterministic double trees
D = D1, . . . , Dk using Lemma 7.6. All trees are preprocessed using tools from
Lemma 7.4 and Lemma 7.5.
Next we calculate palindromes in all deterministic double trees Di ∈ D using
Algorithm 1. Due to construction of D this requires time T (n) = T (αn)+T ((1−
α)n)+O(n1.5 log n) (for 14 ≤ α ≤ 34 ) which is T (n) = O(n1.5 log n) and the total
size of returned palindromes P is P (n) = P (αn) + P ((1 − α)n) + O(n1.5) (for
1
4 ≤ α ≤ 34 ) which is P (n) = O(n1.5).
Finally we remove from P duplicates. Since all palindromes are identified
by length, and pair of integers generated by label, we can sort P in O(|P |) time
which is O(n1.5).
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7.3 Algorithm details
Lemma 7.9. For a double tree D = (Tl, Tr, r) with n nodes, the spine decompo-
sition can be calculated in O(n) time, assuming that the D has been preprocessed
with Lemma 7.4.
Proof. The spine decomposition of double tree D = (Tl, Tr, r) We start with
calculating set C with nodes from Tl at distance 2
√
n from root with value
perLen(u) < 12
√
n. Since D has been preprocessed with Lemma 7.4 the set C
can be calculated in O(n) time. We can observe that for any nodes u1, u2 ∈ C
(u1 6= u2) due to high periodicity of val(u1, r) and val(u2, r), the paths (u1, r)
and (u2, r) have at least
√
n distinct nodes, so |C| < √n.
Next, for each candidate node u ∈ C, we need to verify if it is a part of a
spine. Let p a string period of val(u, r), we locate lowest descendant Sl of u
such that string period of val(Sl, r) is p. Such node can be located by traversing
subtree of u with child(x, c) queries. Similarly we traverse Tr starting from root
r to locate lowest node in Sr such that string period of val(r, Sr) is pR. If
dist(r, Sr) ≥ 2
√
n we add to the result spine tree with spine (Sl, Sr) and all
subtrees with distance ≥ 2√n attached.
In this procedure only edges in Tr with distance <
√
n can be visited multiple
times, but since |C| < √n the total processing time of such edges is still O(n).
For efficient processing spine trees, we need one additional lemma:
Lemma 7.10. [ FFT Application] Given two set of integers A,B ⊂ [0, . . . , n]
the set A	B = {a− b : a ∈ A, b ∈ B} can be computed in O(n log n) time.
Proof. We define two polynomials fA(x) =
∑
i∈A x
n+i. and fB(x) =
∑
i∈B x
n−i.
Using FFT we can multiply two polynomials with integer coefficients in time
O(n log n) ([5]). And clearly polynomial f(x) = fA(x) · fB(x) has non-zero i-th
coefficient iff i− 2n ∈ A	B.
Lemma 7.11. For a spine tree S = (Tl, Tr, r) with n nodes it is possible to
calculate in time O(n1.5 log n), the set of even palindromes P in S such that:
• |P | = O(n1.5),
• P contains all even palindromes in S with left endpoint and middle point
in Tl and right endpoint in Tr.
Proof. First, let us remind that the complexity of the algorithm is very close
to the actual limit on the number of distinct palindromes in spine tree, since
there could be up to O(n1.5) palindromes in S (see Lemma 4.2). Our approach
is very similar to the one used in the proof of Lemma 4.2. We identify the labels
L(u) for each u ∈ S with a distance at least 2√n from the root. Since the
tree is already preprocessed with Lemma 7.4 and Lemma 7.5 such labels can be
retrieved and represented in constant time and space.
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Next all labels L(u) are sorted in O(n log n) time and we group all nodes
with the same label into groups VL1 , VL2 , . . . , VLk .
For each group VL with at most
√
n nodes can be inspected in O(|VL|2)
time, for each x ∈ VL ∩ Tl and y ∈ VL ∩ Tr we check in O(1) the condition
isPalindrome(x, y) and report the palindrome if the condition is true.
For each group VL with more than
√
n nodes we will use discrete convolutions
to speed up the calculations. First we need to verify if the spine part of the
palindromes from VL is in fact palindromic. This can be checked by locating any
pair of nodes x ∈ VL∩Tl, y ∈ VL∩Tr such that dist(x, y) is even. If the condition
isPalindrome(x, y) is true, then for any pair of nodes x ∈ VL ∩ Tl, y ∈ VL with
even distance we obtain palindrome, all we need to do is to identify all possible
(even) values of dist(s(x), s(y)).
Let s` is the left endpoint of the spine of S and XL = {dist(s`, s(x)) for x ∈
VL ∩ Tl} and YL = {dist(s`, r) + dist(s(y), r) for y ∈ VL ∩ Tr}.
The set of all possible differences ∆L can be obtained by computing YL	XL
and taking only even values. This step takes O(n log n) due to Lemma 7.10.
Unfortunately using this step we don’t have a witnesses for values δ ∈ ∆.
Nevertheless we are able to reconstruct the palindromic substrings itself. Let
x0 is the node from VL ∩ Tl that is the farthest from the root r. For each even
value δ ∈ ∆ with δ2 ≤ dist(s(x0), r) we report palindrome with value wwR where
w = val(x0, up(s(x),
δ
2 )). Please not that this palindrome might not occur in
the node x0, also we might over-report here and report also the palindromes
that have a middle point in Tr.
8 Open problems
We conclude with following open questions:
• is there any o(n1.5) algorithm for decision version of the problem – testing
whatever given tree T contains any palindrome with length at least k,
• output sensitive version of the all palindromes reporting – can we report
palindromes more efficiently for cases where we know that tree contains
o(n1.5) palindromes.
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