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NON-LOCAL EFFECTS BY HOMOGENIZATION
OR 3D-1D DIMENSION REDUCTION
IN ELASTIC MATERIALS REINFORCED BY STIFF FIBERS
ROBERTO PARONI∗ AND ALI SILI†
Abstract. We first consider an elastic thin heterogeneous cylinder of radius
of order ε: the interior of the cylinder is occupied by a stiff material (fiber)
that is surrounded by a soft material (matrix). By assuming that the elasticity
tensor of the fiber does not scale with ε and that of the matrix scales with ε2,
we prove that the one dimensional model is a nonlocal system.
We then consider a reference configuration domain filled out by periodi-
cally distributed rods similar to those described above. We prove that the
homogenized model is a second order nonlocal problem.
In particular, we show that the homogenization problem is directly con-
nected to the 3D-1D dimensional reduction problem.
Keywords: Dimension reduction, homogenization, non-local, rods, anisotropic.
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1. Introduction
Quite often nature combines two, or more, materials with complementary prop-
erties to generate a structural material whose performance and functionality su-
persede those of monolithic materials, [25]. Natural materials usually present a
complex hierarchical structure, with characteristic dimensions spanning from the
nanoscale to the macroscale, that is quite difficult to replicate in fabricated materi-
als, [26]. Nowadays, engineers and material scientists design and fabricate novel
materials, inspired by natural materials, with a complex, but not hierarchical,
structure. Two materials with completely different properties are appropriately
arranged to create advanced functional materials that are lightweight, with re-
markable strength, stiffness, and toughness, [3, 21, 22]. The material properties of
a two component material can be tuned by appropriately choosing the individual
components, their morphology, their size, and arrangement, [3]. The understand-
ing of the mechanical response of these advanced functional materials is an issue of
paramount importance for industrial applications.
In the present paper, we study structures made up by a stiff and a soft material;
the latter usually provides energy dissipation, toughness, ductility, and makes the
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structure lighter. This combination is quite common in engineering and biological
composites.
We first derive, within the framework of linear elasticity, the elastic problem
governing the motion of a rod composed of a stiff and a soft material. This is
achieved by considering a sequence of problems posed on cylindrical reference con-
figurations of diameters that scale with a parameter ε, and by taking a variational
limit as ε approaches zero. The interior of the cylindrical regions is occupied by the
stiff material (fiber), while the surrounding part by a soft material (matrix), whose
modelling is achieved by scaling the elasticity tensor by ε2. In this way the ratio
between the components of the elasticity tensor of the fiber and those of the matrix
is 1/ε2. No assumption on the material symmetry of the body is made and the
material could be inhomogeneous also within each of the stiff and the soft regions.
We show that the limit problem may be written equivalently as two independent
systems: the first posed on the matrix, while the second takes into account the
elastic energy of only the fiber and the loads applied to the entire body. Mathe-
matically speaking, the problem posed on the matrix is local, while the problem
posed on the fiber is non-local since also the loads applied outside of the fiber
region enter into the problem. For any distribution of loads the problem is still
non-local, since in order to get the global information about the limit displacement
the problems posed on the matrix and on the fibers have to be both solved. Leaving
technicalities aside, the problem on the fiber determines a Bernoulli-Navier type of
displacement, while the problem on the matrix determines the deviation from the
Bernoulli-Navier type of displacement that takes place within the matrix region.
The need of a displacement correction within the matrix region could be explained
by the fact that the matrix is much more deformable than the fiber.
As a first step, to find the variational limit, we deduced a priori bounds on the
displacements. These are easily obtained within the fiber region by means of Korn
inequality, while a more intricate argument is needed within the matrix region.
Indeed, since there is a loss of uniform ellipticity within the matrix region, only
through a judicious application of several Poincare´ and Korn inequalities, that also
exploit the a priori bounds obtained within the fiber region, we are able to prove a
priori bounds within the matrix region.
We also address a related homogenization problem. We consider a reference
configuration domain Ω filled out by periodically distributed rods similar to those
considered in the rod problem mentioned above. To completely fill Ω, we take
rods with a square base of size ε. The body is therefore made of two regions: one
occupied by a stiff material (fibers), while the second is filled by a soft material
(matrix); the ratio between the two elasticity components is still 1/ε2 as in the rod
problem. We pass to the limit by using two-scale convergence, this introduces a
slow variable x and a fast variable y. Both variables appear in the limit problem:
the x variable is used to describe the macroscopic behaviour while the y variable the
local, or microscopic, behaviour near each fiber. The limit problem could be recast
in terms of only the macroscopic variable x, by taking advantage of the linearity of
the problem; we refrain of doing it for the sake of brevity, see [9]. One of the main
features of the limit problem is that locally each fiber behaves like the rod problem
previously considered. As a consequence the homogenized problem is a second order
problem: we recover a second-order material as a variational limit of a first order
material, see also [4, 20]. We finally emphasize that the techniques used connect
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the homogenization problem directly to the 3D-1D dimensional reduction problem.
In particular, the non-locality already found in the rod problem still appears in the
homogenization problem, for exactly the same reasons.
The literature on homogenization and on dimension reduction for the diffusion
or elasticity problems is huge, see for instance [1, 6, 7, 8, 11, 12, 13, 18, 19, 23, 24].
We here describe only the works that are more related to ours.
In [4] the homogenization of a periodic medium composed by stiff fibers sur-
rounded by a soft matrix, similar to that considered in this paper, is studied. Both
the fiber and the matrix are taken to be homogeneous and isotropic. Also, the
elasticity tensor of the matrix scales with ε2, like in our case, but the scaling of the
elasticity tensor of the fibers is proportional to 1/ε2. The limit problem is non-local
but it does not depend on the extensional energy of the fibers.
The same homogenization problem with the same scaling as in [4], but in a more
general context including anisotropic and inhomogeneous materials, was considered
in [9]. In addition to the non-local phenomenon arising in the limit and already
proved in [4], it was shown in [9] that the anisotropy of the fibers occurs in the
limit problem in the same way as in [15] and [16] leading to nonstandard terms.
The phenomenon due to anisotropy occurs also in the present setting but to show
it we would have to rewrite the problem in a reduced form. For the sake of brevity
we do not give such formulation.
We have chosen to scale the elasticity tensor of the matrix by ε2 and to keep
the elasticity tensor of the fibers fixed, i.e., it does not scale with ε, among all the
possible scalings, in order to have a non vanishing extensional energy of the fibers
in the limit problem, differently from what happens in [4, 9].
Also in [5] a similar homogenization problem, still for isotropic and homogeneous
matrix and fibers, has been considered. The diameter of the fibers is allowed to
scale with size different from ε, the elasticity tensor of the matrix is kept fixed,
while that of the fiber may take several scalings. By taking the scaling of the latter
equal to 1/ε2 and by multiplying the full problem by ε2 our scaling is recovered but
only with a load that scales at least as ε2: that is, a sequence of loads equivalent
to a zero load.
In both papers [4, 5], the fibers and the matrix are taken to be homogeneous
and isotropic, while we do not make this assumption in the present paper. It is well
known, see [9, 16, 23, 24] that when the material under consideration presents high
heterogeneities the nature of the limit problem is quite involved and a particular
nonlocal phenomenon may appear in the limit.
In the next section we fix the notation and we formulate the problems. In
Subsection 2.1 we define the rod problem while in Subsection 2.2 we present the
homogenization problem. In Section 3 we state our main results and we make some
remarks. Section 4 and Section 5 are devoted to the proofs of the main results for
the rod and homogenization problems, respectively.
2. Notation and setting of the problems
As usual, and unless otherwise stated, Greek indices α, β, γ, ..., take values in
the set {1, 2} while Latin indices i, j, k, ..., in the set {1, 2, 3}. Also, the summation
convention for repeated indices is adopted throughout the paper.
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Often, for convenience, a 3× 3 symmetric matrix E is written as
(1) E =
(
Eαβ Eα3
Eα3 E33
)
,
where, with an abuse of notation, we denote by Eαβ the 2 × 2 matrix whose com-
ponents are Eαβ , and similarly Eα3 denotes the vector whose two components are
Eα3. The product of two such matrices E,K is defined by
(2) E ·K := EijKij =:
(
Eαβ Eα3
Eα3 E33
)
·
(
Kαβ Kα3
Kα3 K33
)
.
A generic point x ∈ R3 is denoted by x = (x′, x3), where x′ = (x1, x2) ∈ R2.
The notation xR indicates the point obtained from (x1, x2) by a rotation of π/2
around the x3-axis, i.e., x
R := (−x2, x1). The gradient with respect to x and x′
are denoted by ∇ and ∇′, respectively, and the strain of a differentiable function u
is denoted by
Eu := sym∇u :=
1
2
(∇u +∇uT ).
Throughout the paper ∂i denotes the partial derivative with respect to xi.
In the homogenization problem we shall have, besides the variable x, also a
variable y. We denote by
∂yαϕ :=
∂ϕ
∂yα
,
for any differentiable function ϕ. Also,
(3) (Eyϕ)αβ :=
1
2
(∂yαϕβ + ∂
y
βϕα), (E
yxϕ)α3 :=
1
2
(∂yαϕ3 + ∂3ϕα),
for every differentiable vectorial field ϕ.
2.1. The rod problem. Let ω,
◦
ω ⊂ R2 be two open, bounded, simply connected
sets with Lipschitz boundaries, ∂ω and ∂
◦
ω, respectively, such that
◦
ω ⊂⊂ ω.
We assume the xα-axes to be centered in the center of mass of
◦
ω so to have that
(4)
∫
◦
ω
xα dx
′ = 0.
Let ℓ > 0, I := (0, ℓ), and
Ω := ω × I, F :=
◦
ω × I, M := Ω \ F¯ ,
where F¯ denotes the closure of F . Physically, we can think of Ω as the reference
configuration of the rod, F as the region occupied by the fiber (strong material),
and M as the region occupied by the matrix (soft material). If x ∈ Ω we have that
x′ ∈ ω and x3 ∈ I.
For every ε > 0, let Rε ∈ R3×3 be the diagonal matrix whose entries are ε, ε,
and 1, i.e., Rε = diag(ε, ε, 1). The scaled gradient Hεu and the scaled strain Eεu
are defined by
Hεu := (Rε)−1∇u(Rε)−1, Eεu := (Rε)−1Eu(Rε)−1 = symHεu.
In components we have
(5)
(Hεu)αβ =
1
ε2
∂βuα, (H
εu)α3 =
1
ε
∂3uα,
(Hεu)3β =
1
ε
∂βu3, (H
εu)33 = ∂3u3.
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Let C be a fourth-order symmetric tensor field defined on Ω. We assume that C
fulfills the following assumptions: for all i, j, k, l, for all 3 × 3 symmetric matrices
E, and for almost all x ∈ Ω
(6)


a) Cijkl(x) = Cjikl(x) = Cklij(x),
b) Cijkl ∈ L
∞(Ω),
c) there exists m > 0, Cijkl(x)EklEij ≥ m EijEij .
We assume the rod to be clamped at both ends of the cylinder Ω, we thus set
H1dd(Ω) :=
{
u ∈ H1(Ω;R3) : u(x′, 0) = u(x′, ℓ) = 0
}
,
and subjected to body forces f ∈ L2(Ω;R3). In the notation above the two d’s in
H1dd are used to recall that on both ends of the beam we impose Dirichlet boundary
conditions.
By uε ∈ H1dd(Ω) we denote the solution of
(7)


uε ∈ H1dd(Ω)∫
Ω
(χF + ε
2χM )C(x)E
εuε ·Eεϕdx =
∫
Ω
f(x) · ϕ(x) dx ∀ϕ ∈ H1dd(Ω).
By the previous assumptions on the tensor C and the body force f , problem (7) is
well-posed by the Lax-Milgram Theorem.
Problem (7) is a rescaled elasticity problem, as explained in Remark 2.1 below,
of a body whose elasticity tensor is equal to C on F and equal to ε2C on M . Thus,
the elasticity of the fiber, i.e., the elasticity of the material occupying the region F ,
is 1/ε2 larger than the elasticity of the matrix (material in M). We point out that
our assumptions allow both the fiber and the matrix to be inhomogeneous and to
be fully anisotropic.
One of the aims of the present paper is to deduce the variational limit of (7) as
ε goes to zero.
Remark 2.1. Problem (7) is the variational formulation in the fixed domain Ω of
an elasticity problem posed in the variable thin domain Ωε, see [10]. Indeed, let
Ωε := εω × I, Fε := ε
◦
ω × I, Mε := Ωε \ F ε.
Let rε : Ω→ Ωε be defined by rε(x) := (εx1, εx2, x3). Then Rε = ∇rε. For any
v : Ω→ R3 we define vˆ : Ωε → R3 by
vˆ := (Rε)−1v ◦ (rε)−1,
in components
vˆα(εx1, εx2, x3) =
1
ε
vα(x), vˆ3(εx1, εx2, x3) = v3(x).
We note that
∇vˆ = (Rε)−1∇v ◦ (rε)−1(Rε)−1 = Hεv ◦ (rε)−1, Evˆ = Eεv ◦ (rε)−1,
With this notation, problem (7) rewrites as
(8)

uˆε ∈ H1dd(Ωε)∫
Ωε
(χFε + ε
2χMε)C
ε(x)Euˆε · Eϕˆ dx =
∫
Ωε
f ε(x) · ϕˆ(x) dx, ∀ϕˆ ∈ H1dd(Ωε),
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where
C
ε := C ◦ (rε)−1, f ε := Rεf ◦ (rε)−1.
From the previous definition, the components of the load have two different scalings:
(9) f εα = εfα ◦ (r
ε)−1, f ε3 = f3 ◦ (r
ε)−1.
2.2. The homogenization problem. The reference configuration of the elastic
body is now assumed to be the parallelepiped Ω = ω × (0, ℓ) = ω × I, where ℓ > 0
and ω is the square ω = (−ℓ, ℓ)2. We consider a sequence ε approaching zero such
that
ω =
⋃
i∈Iε
ωiε, where ω
i
ε = εY + ε(i1, i2) and Y = (−
1
2
,
1
2
)2.
Let Ωiε and Iε be defined by
Ωiε := ω
i
ε × (0, ℓ)
and
Iε := {i = (i1, i2) ∈ Z
2, ωiε ⊂ ω}.
Let D be the disk centered at the origin with radius 0 < r < 12 . Set
Diε := εD + ε(i1, i2).
The set Fε of fibers contained in Ω and its complementary set in Ω, the matrixMε,
are defined by:
(10)


Fε :=
⋃
i∈Iε
F iε , whereF
i
ε := D
i
ε × (0, ℓ)
M iε := Ω
i
ε \ F¯
i
ε , Mε := Ω \ F¯ε =
⋃
i∈Iε
M iε,
Ω =
⋃
i∈Iε
Ωiε = Fε ∪Mε.
The microscopic variable will be denoted by y = (y1, y2) (notice that there is no
fast variable in the vertical direction) and, as before, yR = (−y2, y1).
We now assume that the elasticity tensor C is such that:
(11)


a) Cijkl(x, y) = Cjikl(x, y) = Cklij(x, y),
b) Cijkl ∈ L
∞(Ω;C#(Y )),
c) there exists m > 0, Cijkl(x, y)EklEij ≥ m EijEij ,
for almost all (x, y) ∈ Ω × Y , for all i, j, k, l, and for all symmetric 3 × 3 matrices
E, and where C#(Y ) denotes the space of continuous Y -periodic functions on R
2.
As for the rod problem, we assume the body to be made up from a set of strong
fibers surrounded by a soft matrix, with ratio between the elasticity tensor of the
soft part and the strong part being equal to 1/ε2. Therefore, the variational problem
modeling the equilibrium of the heterogeneous elastic medium at the microscopic
level may be written as:
(12)


uε ∈ H1dd(Ω),∫
Ω
(χFε + ε
2χMε)C(x,
x′
ε
)Euε · Eϕdx =
∫
Ω
εfα(x,
x′
ε
) · ϕα(x)
+f3(x,
x′
ε
) · ϕ3(x) dx,
∀ϕ ∈ H1dd(Ω).
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Note that compared to (8), only the shape of the domain Ω has changed. Note
also that we have assumed, in (12), the loading f(x, y) to depend on both the
macroscopic variable x and the microscopic variable y, and that the scaling of the
loads coincides with that of (8), see (9).
By assuming fi ∈ L
2(Ω;C#(Y )), we deduce the existence and the uniqueness of
the solution uε, for each fixed ε > 0, by means of the Lax-Milgram Theorem.
To derive the limit problem, we will use compactness properties related to the
two-scale convergence, see [1] and [17]. Recall that a sequence uε ∈ L2(Ω) (weakly)
two-scale converges to a function u ∈ L2(Ω× Y ), written uε ⇀ u, if∫
Ω
uε(x)ϕ(x,
x′
ε
) dx→
∫
Ω×Y
u(x, y)ϕ(x, y) dxdy ∀ϕ ∈ L2(Ω;C#(Y )).
A sequence uε ∈ L2(Ω) is said to strongly two-scale converge to u ∈ L2(Ω× Y ),
written uε
s
⇀ u, if∫
Ω
uε(x)vε(x) dx→
∫
Ω×Y
u(x, y) v(x, y) dxdy
for any vε ∈ L2(Ω) that weakly two-scale converges to v ∈ L2(Ω× Y ).
We recall a few properties of the two-scale convergence that will be useful in the
analysis below:
• any bounded sequence in L2(Ω) admits a two-scale converging subsequence;
• if uε is bounded inH1(Ω) then there exist u ∈ H1(Ω) and u1 ∈ L2(Ω;H1#(Y ))
such that, up to a subsequence,
uε ⇀ u, ∇uε ⇀ ∇xu+∇yu
1;
• if uε is bounded in L2(Ω) and if ε∇uε is bounded in L2(Ω;R3), then there
exists u1 ∈ L2(Ω;H1#(Y )) such that, up to a subsequence,
uε ⇀ u1, ε∇uε ⇀ ∇yu
1.
• if uε ∈ L2(Ω) weakly two-scale converges to u ∈ L2(Ω× Y ) and
lim
ε→0
‖uε‖L2(Ω) = ‖u‖L2(Ω×Y )
then uε
s
⇀ u, see [27].
3. Main results
The main results of the paper are stated in the present section.
3.1. The rod problem. We first define a few spaces that will be useful in the
results stated below. The space of Bernoulli-Navier type of displacements satisfying
the prescribed boundary conditions is denoted by
BN dd(F ) := {u ∈ H
1
dd(F ) : (Eu)iα = 0 a.e. in F}
= {u ∈ H1dd(F ) : ∃ξα ∈ H
2
0 (0, ℓ), ∃ξ3 ∈ H
1
0 (0, ℓ) s.t.
uα = ξα, u3 = ξ3 − xαξ
′
α, a.e. in F}.
We note that the elements of BN dd(F ) may be naturally extended to elements of
BN dd(Ω). The set of functions orthogonal to the bi-dimensional rigid displacements
is denoted by
RD⊥2 (F ) := {(w1, w2, 0) : wα ∈ L
2(I;H1(
◦
ω)),
∫
◦
ω
x1w2 − x2w1 dx
′ = 0}
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while the set of twisting and cross-sectional warping displacements is
Rdd(F ) := {(−x2ϑ, x1ϑ, v3) : with ϑ ∈ H
1
0 (0, ℓ) and v3 ∈ L
2(I;H1m(
◦
ω))}.
where
H1m(
◦
ω) := {ϕ ∈ H1(
◦
ω) : −
∫
◦
ω
ϕdx′ = 0},
For brevity, we set
U := BN dd(F ), V := Rdd(F ), W := RD
⊥
2 (F ),
and
Z := {z : zi ∈ L
2(I;H1(ω)), zi = 0 a.e. in F}.
The following theorem is our main result for the rod problem.
Theorem 3.1. There exists (u, v, w, z) ∈ U × V ×W × Z such that the sequence
of solutions uε of problem (7) fulfills the following convergences
uεα → uα in H
1(Ω),
uε3 → u3 + z3 in L
2(I;H1(ω)),
EεuεχF →
(
(Ew)αβ (Ev)α3
(Ev)α3 (Eu)33
)
χF in L
2(Ω),
EεuεχM →
(
(Ez)αβ
1
2∂αz3
1
2∂αz3 0
)
χM in L
2(Ω).
The limit (u, v, w, z) is the unique solution of the problem
(13)

(u, v, w, z) ∈ U × V ×W ×Z,∫
Ω
C(x)
(
(Ew)αβ (Ev)α3
(Ev)α3 (Eu)33
)
·
(
(Ew¯)αβ (Ev¯)α3
(Ev¯)α3 (Eu¯)33
)
χF dx+
∫
Ω
C(x)
(
(Ez)αβ
1
2∂αz3
1
2∂αz3 0
)
·
(
(Ez¯)αβ
1
2∂αz¯3
1
2∂αz¯3 0
)
χM dx =
∫
Ω
fα(x)u¯α(x3) + f3(x)(u¯3(x) + z¯3(x)) dx,
∀(u¯, v¯, w¯, z¯) ∈ U × V ×W ×Z.
Remark 3.2. Some remarks are in order.
• The space U × V ×W ×Z equipped with the norm
‖ (u, v, w, z) ‖2=
∑
αβ
(‖ (Eu)33 ‖
2
L2(Ω) + ‖ (Ev)α3 ‖
2
L2(Ω) + ‖ (Ew)αβ ‖
2
L2(Ω)
+ ‖ (Ez)αβ ‖2L2(Ω) + ‖ ∂αz3 ‖
2
L2(Ω))
is a Hilbert space (for an analogous proof in the homogenization framework
one can refer to [9], Lemma 4.5). Therefore, the well-posedness of the
limit problem (13) is easily obtained from the Lax-Milgram Theorem since
f ∈ (L2(Ω))3 and C is strongly coercive, (6).
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• The limit displacement can be described, in words, as follows: it is a
Bernoulli-Navier displacement with the axial component augmented over
the matrix region. Said differently, z3 takes into account the deviation
from a Bernoulli-Navier type of displacement in the matrix region. The
need of this correction over the matrix region could be explained by the
fact that the matrix is much more deformable than the fiber, because of
the different stiffnesses.
• The system posed on the fiber F coincides with a problem obtained in
[15]; this is not surprising since the sequence uε has (Eεuε)ij bounded in
L2(F ), as in [15]. In particular, it was shown in [16], and also in [9] in the
homogenization framework, that the displacements (v, w) may be expressed
in terms of the Bernoulli-Navier displacement u. For brevity, we will not
reproduce here the proofs of these statements.
• Choosing successively (u¯, v¯, w¯) = (0, 0, 0) and then z¯ = 0, we see that
problem (13) may be written equivalently as two systems: the first one
posed on the matrix M with unknown z and the second essentially posed
on the fiber F with unknown (u, v, w). Indeed, the second problem considers
the elastic energy of the fiber and the loads applied to the fiber and the
matrix. Thanks to the Bernoulli-Navier structure of the displacement u one
can redefine the loads and rewrite the second problem over the domain F
only; the redefined loads will depend on the original loads that were acting
also on the matrix.
The well-posedness of these two problems may be established indepen-
dently, but these problems present a non-local effect: the displacements in
the fiber are influenced also by the loads applied to the matrix.
Also, to describe the limit displacements, even in the regionM , the solu-
tion of both systems are needed, as, for instance, stated by the convergence
uε3 → u3 + z3 in L
2(I;H1(ω)), note that z3 = 0 in F , see Theorem 3.1.
The non-local effect mentioned in the previous remark is further studied in the
following theorem, which also gives the limit of the strains defined on the variable
domain.
Theorem 3.3. Let (u, v, w, z) be the solution of (13). Let
Ef :=
(
(Ew)αβ (Ev)α3
(Ev)α3 (Eu)33
)
, Em :=
(
(Ez)αβ
1
2∂αz3
1
2∂αz3 0
)
.
Then the sequence of solutions uˆε of (8) is such that
−
∫
ε
◦
ω
Euˆε dx′ → −
∫
◦
ω
Ef dx
′, −
∫
ε(ω\
◦
ω)
Euˆε dx′ → −
∫
ω\
◦
ω
Em dx
′
in L2(I;R3×3),
−
∫
εω
εuˆεα dx
′ → uα(x3) in L
2(I),
−
∫
εω
uˆε3 dx
′ → U(x3) := −
∫
ω
(u3 + z3) dx
′ in L2(I).
U may be written as
U(x3) = −
∫
ω
u3 dx
′ +m0(x3)−
∫
ω\
◦
ω
f3 dx
′ +m00(x3),
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with m0 and m00 given by
m0(x3) =
1
|ω|
∫
ω\
◦
ω
z03 dx
′, m00(x3) =
1
|ω|
∫
ω\
◦
ω
z003 dx
′,
where z0 and z00 are respectively the solutions of the following problems
(14)


z0 ∈ L∞(I;Z0)∫
ω\
◦
ω
C(x)
(
(Ez0)αβ
1
2∂αz
0
3
1
2∂αz
0
3 0
)
·
(
(Ez¯)αβ
1
2∂αz¯3
1
2∂αz¯3 0
)
dx′ =
∫
ω\
◦
ω
z¯3(x
′)) dx′ a.e. in I
∀z¯ ∈ Z0 := {z : zi ∈ H1(ω \
◦
ω), zi = 0 on ∂
◦
ω},
(15)


z00 ∈ Z,∫
M
C(x)
(
(Ez00)αβ
1
2∂αz
00
3
1
2∂αz
00
3 0
)
·
(
(Ez¯)αβ
1
2∂αz¯3
1
2∂αz¯3 0
)
dx =
∫
M
(f3(x)−−
∫
ω\
◦
ω
f3(x) dx
′)z¯3(x) dx
∀z¯ ∈ Z.
Remark 3.4.
• The last convergence in Theorem 3.3 emphasises the non-local effect. This
can be easily seen in the particular case in which the loading term f3 de-
pends only on x3. In this case, we have z
00
3 = 0 and hence
−
∫
εω
uˆε3 dx
′ → U(x3) = −
∫
ω
u3 dx+m0(x3)−
∫
ω\
◦
ω
f3 dx
′ in L2(I).
Thus the axial displacement in the limit problem is the sum of two terms:
– −
∫
ω
u3 dx
′ which comes by solving a problem over the fiber but by taking
into account also the loads over the matrix;
– m0(x3)−
∫
ω\
◦
ω
f3 dx
′ which is deduced by solving a displacement problem
over the matrix region. Note that from (14) it follows that m0(x3) > 0
for a.e. x3 ∈ I.
• The displacement
U(x3) = −
∫
ω
u3 dx
′ +m0(x3)−
∫
ω\
◦
ω
f3 dx
′ +m00(x3),
has been split in the sum of three terms: the first is the average of the
Bernoulli-Navier displacement, the second takes into account the correction
due to uniform loads over the matrix region and the last the presence of
variable loads with zero average.
• All the previous results remain true when the cylinder Ωε is assumed to be
clamped on only one of its ends; the limit system is the same as (13) with
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the spaces U and V defined as before but with the space H1dd(Ω) replaced
by
H1d(Ω) :=
{
u ∈ H1(Ω;R3) : u(x′, ℓ) = 0
}
,
while the spacesW and Z remain unchanged, since the boundary conditions
do not enter in their definition.
3.2. The homogenization problem. The spaces we will use to describe the ho-
mogenized problem are the following (below, h stands for homogenization):
Uh := {(ui, u
1
α, ϑ) : uα ∈ H
1(Ω) ∩ L2(ω;H20 (I)), ϑ ∈ L
2(ω;H10 (I)),
u1α ∈ L
2(Ω;H1#(Y )) ∩ L
2(Ω;H1m(D)) ∩ L
2(ω ×D;H10 (I)),
and u3 ∈ L
2(Ω;H1#(Y )), u3(·, y) ∈ L
2(ω;H10 (I)) for a.e. y ∈ Y,
such that(16)
u3(x, y) = −yα∂3uα(x) +−
∫
D
u3(x, y) dy, for a.e. (x, y) ∈ Ω×D
u1α(x, y) = −yβ∂βuα(x) + ϑ(x)y
R
α for a.e. (x, y) ∈ Ω×D},
Vh := L2(Ω;H1m(D)),
where
H1m(D) := {ϕ ∈ H
1(D) : −
∫
D
ϕdy = 0},
and
Wh := {(w1, w2, 0) : wα ∈ L
2(Ω;H1(D)),
∫
D
y1w2 − y2w1 dy = 0, a.e. x ∈ Ω}.
The following theorem, analogous to Theorem 3.1, is our main result for the
homogenization problem.
Theorem 3.5. There exist (ui, u
1
α, ϑ) ∈ U
h, v3 ∈ Vh, and w ∈ Wh such that the
sequence of solutions uε of problem (12) fulfills the following convergences
εuεα ⇀ uα, in H
1(Ω), ε∇′uεα ⇀ ∇
′uα +∇
′
yu
1
α,
uε3 ⇀ u3,
Moreover, setting vα := y
R
αϑ, we have
(Euε)χFε
s
⇀
(
(Eyw)αβ (E
yxv)α3
(Eyxv)α3 (Eu)33
)
χD(y),
ε(Euε)χMε
s
⇀
(
(Eu + Eyu1)αβ (E
yxu)α3
(Eyxu)α3 0
)
χY \D(y).
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The limit (ui, u
1
α, ϑ, v3, w) is the unique solution of the problem
(17)

(ui, u
1
α, ϑ, v3, w) ∈ U
h × Vh ×Wh,∫
Ω
∫
D
C
(
(Eyw)αβ (E
yxv)α3
(Eyxv)α3 (Eu)33
)
·
(
(Eyw¯)αβ (E
yxv¯)α3
(Eyxv¯)α3 ∂3u¯3
)
dydx
+
∫
Ω
∫
Y \D
C
(
(Eu+ Eyu1)αβ (E
yxu)α3
(Eyxu)α3 0
)
·
(
(Eu¯+ Eyu¯1)αβ (E
yxu¯)α3
(Eyxu¯)α3 0
)
dydx
=
∫
Ω
∫
Y
fα(x, y) · u¯α(x) + f3(x, y) · u¯3(x, y) dydx,
∀(u¯i, u¯1α, ϑ¯, v¯3, w¯) ∈ U
h × Vh ×Wh,
where v¯α := y
R
α ϑ¯.
Remarks similar to those made in Remark 3.2 still hold.
The limit problem, even if it is not immediately apparent, is a second order
problem since the term (Eu)33 involves second derivatives of the function uα, as it
can be easily deduced from the admissible set (16) . Thus we recover a second-order
material as a limit of a first order material, see also [4, 20].
One can highlight the nonlocal effect in the homogenized equation through the
analogous of Theorem 3.3 as follows.
Theorem 3.6. Let (ui, u
1
α, ϑ, v3, w) be the solution of (17). Let
Ef :=
(
(Eyw)αβ (E
yxv)α3
(Eyxv)α3 (Eu)33
)
, Em :=
(
(Eu+ Eyu1)αβ (E
yxu)α3
(Eyxu)α3 0
)
.
Then the sequence of solutions uε of (12) is such that
EuεχFε ⇀ −
∫
D
Ef dy in L
2(Ω;R3×3), EuεχMε ⇀ −
∫
Y \D
Em dy in L
2(Ω;R3×3),
εuεα ⇀ uα in H
1(Ω),
uε3 ⇀ U(x) := −
∫
Y
u3 dy in L
2(Ω).
U may be written as
U(x) = −
∫
D
u3 dy +m0(x)−
∫
Y \D
f3 dy +m00(x),
where m0 and m00 are given by
m0(x) =
∫
Y \D
z03 dy, m00(x) =
∫
Y \D
z003 dy,
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being z0 and z00 respectively the solutions of the following problems
(18)


z0 ∈ L∞(Ω;Zh0 ),∫
Y \D
C(x, y)
(
(Eyz0)αβ
1
2∂
y
αz
0
3
1
2∂
y
αz
0
3 0
)
·
(
(Ey z¯)αβ
1
2∂
y
αz¯3
1
2∂
y
αz¯3 0
)
dy =
∫
Y \D
z¯3(y) dy for a.e. x ∈ Ω,
∀z¯ ∈ Zh0 := {z : zi ∈ H
1(Y ), zi = 0 in D},
(19)

z00 ∈ L2(Ω;Zh0 ),∫
Ω×(Y \D)
C(x, y)
(
(Eyz00)αβ
1
2∂
y
αz
00
3
1
2∂
y
αz
00
3 0
)
·
(
(Ey z¯)αβ
1
2∂
y
αz¯3
1
2∂
y
αz¯3 0
)
dxdy
=
∫
Ω×(Y \D)
(f3(x, y)−−
∫
Y \D
f3(x, y) dy)z¯3(x, y)) dxdy
∀z¯ ∈ L2(Ω;Zh0 ).
Similar remarks to those made in Remark 3.4 apply to the present contest after
replacing the variable x′ by y.
4. The rod problem: proofs of the main results
We start by stating an a priori estimate and then work up to it.
Theorem 4.1. Let uε ∈ H1dd(Ω) be the solution of problem (7). Then
sup
ε
(
‖Eεuε‖L2(F ) + ‖εH
εuε‖L2(F ) + ‖u
ε‖H1(F )
)
< +∞,(20)
sup
ε
(
‖εHεuε‖L2(M) + ‖(u
ε
1, u
ε
2)‖H1(M) + ‖u
ε
3‖L2(I;H1(ω\◦ω))
)
< +∞,(21)
in particular
(22) sup
ε
(
‖εHεuε‖L2(Ω) + ‖(u
ε
1, u
ε
2)‖H1(Ω) + ‖u
ε
3‖L2(I;H1(ω))
)
< +∞.
To prove the theorem it will be convenient to set
Fε(v) :=
∫
Ω
(χF + ε
2χM )C(x)E
εv · Eεv dx.
We now state and prove several short lemmas.
Lemma 4.2. For every v ∈ H1dd(Ω), we have
Fε(v) ≥ c‖E
εv‖2L2(F ), Fε(v) ≥ c‖v‖
2
H1(F ).
Proof. Using the strong ellipticity of C, see (6) c), we have
Fε(v) ≥ m‖E
εv‖2L2(F ) ≥ m‖Ev‖
2
L2(F ) ≥ c‖v‖
2
H1(F ),
where the last inequality follows from Korn’s inequality. ✷
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Lemma 4.3. Let R,R+, R− ⊂ R3 be three open regions with Lipschitz boundary
such that R¯+ ∩ R¯− has a strictly positive two dimensional measure and the closure
of R+ ∪R− coincides with the closure of R, R¯. Then, there exists a constant c > 0
such that for every v ∈ H1(R;R3) we have that
‖∇v‖L2(R+) ≤ c
(
‖Ev‖L2(R+) + ‖∇v‖L2(R−)
)
.
Proof. Assume that such a constant c does not exist. Then for every integer n
there exists a function vn ∈ H1(R;R3) such that
(23) ‖∇vn‖L2(R+) = 1, ‖Ev
n‖L2(R+) + ‖∇v
n‖L2(R−) ≤
1
n
.
Thus, ‖∇vn‖L2(R) ≤ 1 and the sequence v˜
n defined by
v˜n := vn −−
∫
R
vn dx,
is bounded in H1(R;R3) so that up to a subsequence we have
v˜n ⇀ v˜ in H1(R;R3),
for some v˜ ∈ H1(R;R3). But, from (23) we infer that ∇v˜ = 0 on R− and that
Ev˜ = 0 on R+. Thus v˜ = k on R−, with k ∈ R3. As a consequence we first deduce
that the trace of v˜ on R¯+ ∩ R¯− is k and then that v˜ is equal to k also on R+,
since Ev˜ = 0 on R+. Thus v˜ = k on R. Since −
∫
R
v˜n dx = 0 we deduce that also
−
∫
R
v˜ dx = 0 and hence that k = 0, i.e., v˜ = 0 on R. By applying the standard
Korn’s inequality on R+,
‖v˜n‖H1(R+) ≤ c
(
‖Ev˜n‖L2(R+) + ‖v˜
n‖L2(R+)
)
we see that ‖v˜n‖H1(R+) approaches zero since the right-hand side converges to zero.
But this contradicts (23). ✷
Lemma 4.4. There exists a constant c > 0 such that for every v ∈ H1dd(Ω) we
have
‖Hεv‖L2(M) ≤ c
(
‖Eεv‖L2(M) + ‖H
εv‖L2(F )
)
.
Proof. We first extend v by zero, without renaming it, to ω × R. Then we
have that v ∈ H1(ω × R) and that, with the notation introduced in Remark 2.1,
vˆ ∈ H1(εω × R). We now partition εω × R with slices of thickness ε, that is we
write
εω × R =
⋃
i∈Iε
Siε, S
i
ε := εω × (εi, ε(i+ 1)),
where Iε is the set of the corresponding integer values of i. We also set
F iε := ε
◦
ω × (εi, ε(i+ 1)), M iε := S
i
ε \ F¯
i
ε ,
and
S˜ := ω × (0, 1), F˜ :=
◦
ω × (0, 1), M˜ := S˜ \ F˜ .
Let vi : S˜ → R3 be defined by
vi(x) := vˆ(εx1, εx2, ε(i+ x3)).
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By Lemma 4.3, there exists a positive constant c such that for every i,∫
M˜
|∇vi|2 dx ≤ c
(∫
M˜
|Evi|2 dx+
∫
F˜
|∇vi|2 dx
)
,
and changing variables, we find∫
Mi
ε
|∇vˆ|2 dx ≤ c
( ∫
Mi
ε
|Evˆ|2 dx+
∫
F i
ε
|∇vˆ|2 dx
)
,
where the constant c does not depend neither on i nor on ε. Summing over i we
find ∫
Mε
|∇vˆ|2 dx ≤ c
(∫
Mε
|Evˆ|2 dx+
∫
Fε
|∇vˆ|2 dx
)
,
and changing variables, using again the notation introduced in Remark 2.1, we
conclude the proof. ✷
Lemma 4.5. There exists a constant c > 0 such that for every v ∈ H1dd(F ) we
have
‖Hεv‖L2(F ) + ‖(R
ε)−1v‖L2(F ) ≤
c
ε
‖Eεv‖L2(F ).
Proof. This follows immediately from a rescaled Korn’s inequality proved in [2].
Indeed, using the notation introduced in Remark 2.1, let vˆ = (Rε)−1v ◦ (rε)−1.
Then in [2] it has been proved that∫
Fε
|∇vˆ|2 + |vˆ|2 dx ≤
c
ε2
∫
Fε
|Evˆ|2 dx.
The result follows by simply changing variables. ✷
Lemma 4.6. For every v ∈ H1dd(Ω) we have
Fε(v) ≥ c‖εH
εv‖2L2(M).
Proof. Since C is uniformly positive definite we have
Fε(v) ≥ m
(
‖Eεv‖2L2(F ) + ε
2‖Eεv‖2L2(M)
)
≥ cε2
(
‖Hεv‖2L2(F ) + ‖E
εv‖2L2(M)
)
,
≥ cε2‖Hεv‖2L2(M)
where we first used Lemma 4.5 and then Lemma 4.4. ✷
Lemma 4.7. For every v ∈ H1dd(Ω) we have
Fε(v) ≥ c
(
‖v′‖2H1(M) + ‖v3‖
2
L2(I;H1(ω\
◦
ω))
)
,
with v′ = (v1, v2).
Proof. From Lemma 4.6, (5), Poincare´ inequality, and small ε, we have that
Fε(v) ≥ c
(
‖
∇′v′
ε
‖2L2(M) + ‖∂3v
′‖2L2(M)
)
≥ c‖∇v′‖2L2(M) ≥ c‖v
′‖2H1(M).
Also, from Lemma 4.6 and (5) we find that
(24) Fε(v) ≥ c‖∇
′v3‖
2
L2(M).
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From the following Poincare’s type inequality∫
M
|v3|
2 dx ≤ c
( ∫
Ω
|∇′v3|
2 dx+
∫
F
|v3|
2 dx
)
,
Lemma 4.2 and (24), it follows that
Fε(v) ≥ c‖v3‖
2
L2(M),
and hence the statement of the Lemma follows. ✷
Lemma 4.8. Let uε ∈ H1dd(Ω) be the solution of problem (7). Then
sup
ε
Fε(u
ε) < +∞.
Proof. By taking ϕ = uε in problem (7), we find
Fε(u
ε) ≤ ‖f‖L2(Ω)‖u
ε‖L2(Ω),
while from Lemma 4.2 and Lemma 4.7 we deduce that
c‖uε‖2L2(Ω) ≤ Fε(u
ε).
The Lemma follows from the previous two inequalities. ✷
From Lemmas 4.2, 4.5, 4.6, 4.7 and 4.8, one deduces (20), (21), and (22); thus,
the proof of Theorem 4.1 is achieved.
We now prove some compactness properties using the previous a priori estimates.
Lemma 4.9. There exist (u, v, w) ∈ U ×V ×W and z3 ∈ L2(I;H1(ω)) with z3 = 0
almost everywhere in F , such that the sequence of solutions uε of problem (7) fullfills
(up to a subsequence)
uεα ⇀ uα in H
1(Ω),
uε3 ⇀ u3 + z3 in L
2(I;H1(ω)).
Moreover,
(Eεuε)33χF ⇀ (Eu)33χF , ε(E
εuε)33χM ⇀ 0, ε(E
εuε)α3χM ⇀
1
2
∂αz3χM ,
(Eεuε)α3χF ⇀ (Ev)α3χF , (E
εuε)αβχF ⇀ (Ew)αβχF in L
2(Ω),
in L2(Ω).
Proof. From (22), up to subsequences, it follows that
uεα ⇀ uα in H
1(Ω), uε3 ⇀ u˜3 in L
2(I;H1(ω)),
for some uα ∈ H1dd(Ω) and u˜3 ∈ L
2(I;H1(ω)). From (5) and (22) we deduce that
∇′uεα → 0 in L
2(Ω;R2) thus ∇′uα = 0. Hence there exist ξα ∈ H10 (0, ℓ) such that
uα(x) = ξα(x3) for a.e. x ∈ Ω.
From (20) it follows that uε3 ⇀ u˜3 in H
1(F ) and since (Euε)iα → 0 in L2(F ), we
have that (u1, u2, u˜3) ∈ BN dd(F ), that is: ξα ∈ H20 (0, ℓ) and there exists a function
ξ3 ∈ H10 (0, ℓ) such that
uα = ξα, u˜3 = ξ3 − xαξ
′
α in F.
Set
u3 := ξ3 − xαξ
′
α ∈ H
1
dd(Ω), z3 := u˜3 − u3 ∈ L
2(I;H1(ω)).
Then, z3 = 0 in F , u := (u1, u2, u3) ∈ BN dd(Ω), and u
ε
3 ⇀ u3+z3 in L
2(I;H1(ω)).
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Since (Eεuε)33 = ∂3u
ε
3 we have that
(Eεuε)33χF ⇀ ∂3u˜3χF = ∂3u3χF = (Eu)33χF
in L2(Ω). Since ε(Eεuε)33 = ε(H
εuε)33 from (21) it follows that ε(E
εuε)33 is
weakly convergent in L2(M), but since εuε3 → 0 in L
2(M) we deduce that
ε(Eεuε)33χM ⇀ 0 in L
2(Ω).
Finally,
ε(Eεuε)α3χM =
1
2
(∂αu
ε
3+∂3u
ε
α)χM ⇀
1
2
(∂αu3+∂αz3+∂3uα)χM = (Eu)α3+
1
2
∂αz3
in L2(Ω). The stated convergence result follows by recalling that u ∈ BN dd(Ω) and
hence that (Eu)α3 = 0.
For the proof of the last two convergences, see [15] and [9]. ✷
In Lemmas 3.1 and 3.2 of [14] it is shown that
(25) ε(Hεuε)21χF ⇀ ϑχF in L
2(Ω),
where ϑ ∈ H10 (0, ℓ); moreover, with v as in Lemma 4.9 we have (Ev)α3 =
1
2 (ϑ
′xRα +
∂αv3).
Lemma 4.10. Let ϑ ∈ H10 (I) be as in (25). There exists zα ∈ L
2(I;H1(ω)) with
zα = 0 almost everywhere in F , such that up to a subsequence,
uεα
ε
−−
∫
◦
ω
uεα
ε
dx′ ⇀ ϑxRα + zα in L
2(I;H1(ω)).
Moreover,
ε(Eεuε)αβχM ⇀ (Ez)αβχM in L
2(Ω).
Proof. Let
zεα :=
uεα
ε
−−
∫
◦
ω
uεα
ε
dx′
Since −
∫
◦
ω
zεα dx
′ = 0, by Poincare’s inequality we have
∫
ω
|zεα|
2 dx′ ≤ C
∫
ω
|∇′zεα|
2 dx′ = C
1
ε2
∫
ω
|∇′uεα|
2 dx′ ≤ C
∫
ω
|εHεuε|2 dx′,
a.e. in I = (0, ℓ). Integrating in x3 over I we deduce, thanks to (22), that z
ε
α is
bounded in L2(I;H1(ω)) so that up to a subsequence,
zεα ⇀ z˜α in L
2(I;H1(ω)),
for some z˜α ∈ L2(I;H1(ω)) such that −
∫
◦
ω
z˜α dx
′ = 0. From (20) we have that
εEεuε → 0 in L2(F ;R3×3) and hence, taking into account (25), we have that
ε(Hεuε)αβ ⇀
(
0 −ϑ
ϑ 0
)
in L2(F ;R2×2).
But ε(Hεuε)αβ =
1
ε
∂βu
ε
α = ∂βz
ε
α and hence
∂1z˜1 = ∂2z˜2 = 0, ∂1z˜2 = −∂2z˜1 = ϑ in F.
By integration we find
z˜α = ϑx
R
α + dα, in F,
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with dα ∈ L2(I). But since −
∫
◦
ω
z˜α dx
′ = 0, we deduce, by invoking (4), that dα = 0.
We set
zα := z˜α − ϑx
R
α inΩ.
Then zα = 0 in F and zα ∈ L
2(I;H1(ω)) . Also,
ε(Eεuε)αβχM =
1
2ε
(∂αu
ε
β + ∂βu
ε
α)χM = (Ez
ε)αβχM ⇀ (Ez˜)αβχM = (Ez)αβχM
in L2(Ω). ✷
Proof of Theorem 3.1. The convergences stated in Theorem 3.1 with strong
convergence replaced by weak convergence are proved in Lemmas 4.9 and 4.10. At
the end of the proof we will show that indeed are strong. To identify the limit
problem take test function ϕ in (7) of the following form
(26)
{
ϕα(x) = u¯α(x3) + εv¯α(x) + εz¯α(x) + ε
2w¯α(x)
ϕ3(x) = u¯3(x) + z¯3(x) + εv¯3(x),
with
u¯ = (u¯α, u¯3) ∈ BN dd(Ω), v¯ = (v¯α, v¯3) ∈ Rdd(Ω) ∩H
1
dd(Ω)
and
w¯ = (w¯α, 0) ∈ RD
⊥
2 (F ) ∩H
1
dd(Ω), z¯ = (z¯α, z¯3) ∈ H
1
dd(Ω), with z¯i = 0 in F.
Then
(Eεϕ)αβ =
1
ε
(Ez¯)αβχM + (Ew¯)αβ ,
(Eεϕ)α3 =
1
2ε
∂αz¯3χM +
1
2
∂3z¯αχM + (Ev¯)α3 + ε(Ew¯)α3,
(Eεϕ)33 = (Eu¯)33 + (Ez¯)33χM + ε(Ev¯)α3.
Taking ϕ in (7) as in (26), letting ε go to zero, and using the density of Rdd(Ω) ∩
H1dd(Ω), RD
⊥
2 (F ) ∩ H
1
dd(Ω) and Z ∩ H
1
dd(Ω) into V , W and Z respectively, we
deduce (13).
We now prove the strong convergences stated in the theorem. Set
Ef :=
(
(Ew)αβ (Ev)α3
(Ev)α3 (Eu)33
)
, Em :=
(
(Ez)αβ
1
2∂αz3
1
2∂αz3 0
)
.
Taking ϕ = uε in (7) and passing to the limit we find
lim
ε→0
∫
Ω
(χF + ε
2χM )CE
εuε · Eεuε dx = lim
ε→0
∫
Ω
f · uε dx
=
∫
Ω
fαu¯α + f3(u¯3 + z¯3) dx
=
∫
Ω
CEf ·EfχF + CEm ·EmχM dx.
Since the norm A 7→
∫
ΩCA · Adx is equivalent to A 7→ ‖A‖L2(Ω), it follows that
lim
ε→0
‖(χF + εχM )E
εuε‖L2(Ω) = ‖χFEf + χMEm‖L2(Ω),
which, together with the weak convergence, implies that
(27) (χF + εχM )E
εuε → χFEf + χMEm in L
2(Ω).
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We now prove the strong convergence of the displacement components. By Korn
inequality we have, for ε small, that ‖Eεuε‖L2(F ) ≥ ‖Eu
ε‖L2(F ) ≥ c‖u
ε‖H1(F )
and hence, by means of (27), we deduce that uε is a Cauchy sequence in H1(F ).
By means of Lemma (4.5) first and then Lemma (4.4) we deduce that εHεuε is
a Cauchy sequence in L2(Ω) and then, with the same argument used in the proof
of Lemma (4.7), we find that uεα is a Cauchy sequence in H
1(M) and that uε3 is
a Cauchy sequence in L2(I;H1(ω \
◦
ω)). This completes the proof since we have
already shown that uε is a Cauchy sequence in H1(F ). ✷
Proof of Theorem 3.3. All the convergences stated in Theorem 3.3 may be
obtained choosing a test function ϕ ∈ L2(Ω) that depends only on the x3 variable
in the corresponding convergences stated in Theorem 3.1. To prove that U can be
written as
U(x3) = −
∫
ω
u3 dx
′ +m0(x3)−
∫
ω\
◦
ω
f3 dx
′ +m00(x3),
we first recall that, by definition, U(x3) = −
∫
ω
u3 + z3 dx
′, where z3 is the solution
of problem (13) with u¯ = v¯ = w¯ = 0, that is
(28)


z3 ∈ Z,∫
Ω
C(x)
(
(Ez3)αβ
1
2∂αz3
1
2∂αz3 0
)
·
(
(Ez¯)αβ
1
2∂αz¯3
1
2∂αz¯3 0
)
χM dx =
∫
Ω
f3(x)z¯3(x) dx,
∀ z¯3 ∈ Z.
Since problem (28) is linear we can write z3 as z3 = z
1 + z00, where z00 is the
solution of problem (28) but with f3(x) replaced by f3(x)−−
∫
ω\
◦
ω
f3(x
′, x3) dx
′, and
z1 is the solution of problem (28) but with f3(x) replaced by −
∫
ω\
◦
ω
f3(x
′, x3) dx
′.
By linearity and uniqueness one can check that z1 = −
∫
ω\
◦
ω
f3(x
′, x3) dx
′z0, where z0
is the solution of problem (14). The representation of U then immediately follows.
✷
5. The homogenization problem: proofs of the main results
We start by proving some a priori estimates.
Lemma 5.1. The sequence of solutions uε of problem (12) satisfies the following
a priori estimates
sup
ε
‖uε3‖L2(Ω) < +∞,(29)
sup
ε
‖εuε‖H1
dd
(Ω) < +∞.(30)
Moreover, setting
Jε(u
ε) :=
∫
Ω
(χFε + ε
2χMε)|Eu
ε|2 dx,
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we also have
(31) sup
ε
Jε(u
ε) < +∞.
Proof. By Korn inequality, there exists a constant C such that∫
I
∫
D
|v|2 dydx3 ≤ C
∫
I
∫
D
|Ev|2 dydx3 ∀ v ∈ H
1
dd(D × I).
With v as
vα(y, x3) = εu
ε
α(εy + εi, x3); v3(y, x3) = u
ε
3(εy + εi, x3), ∀ y ∈ D × I,
we obtain, after the change of variable x := (εy + εi, x3) ∈ Diε × I := F
i
ε , that∫
F i
ε
(ε2|uεα|
2 + |uε3|
2) dx ≤ C
∫
F i
ε
∑
αβ
(ε4|(Euε)αβ |
2 + ε2|(Euε)α3|
2) + |(Euε)33|
2dx
≤ C
∫
F i
ε
|Euε|2 dx.
Taking the sum over i in the previous inequality, we get the estimate∫
Fε
|uε3|
2 dx ≤ C
∫
Fε
|Euε|2 dx.(32)
We now apply the following Poincare´ ’s type inequality∫
M
|v|2 dx ≤ c
( ∫
Ω
|∇′v|2 dx+
∫
F
|v|2 dx
)
,
with Ω := Y × I, F := D × I, M := (Y \ D¯)× I and v(y, x3) = uε3(εy + εi, x3) so
that using the same change of variable as above and the classical Korn inequality
‖εuε‖H1(Ω) ≤ C‖εEu
ε‖L2(Ω), we infer, after taking the sum over i, that∫
Mε
|uε3|
2 dx ≤ C
∫
Ω
|εEuε|2 +
∫
Fε
|uε3|
2 dx.(33)
Since by definition Jε(uε) =
∫
Ω
(χFε + ε
2χMε)|Eu
ε|2 dx, we deduce from (32) and
(33) that ∫
Ω
|uε3|
2 dx ≤ CJε(u
ε).(34)
We now take ϕ = uε in (12). Applying the Cauchy-Schwarz inequality in the right
hand side and using the strong ellipticity of C together with (34) and the Korn
inequality ‖εuε‖H1(Ω) ≤ C‖εEu
ε‖L2(Ω), we get
(35)
Jε(u
ε) ≤ c ‖ εuεα ‖L2(Ω) +c ‖ u
ε
3 ‖L2(Ω)≤ c ‖ εu
ε
α ‖H1(Ω) +c ‖ u
ε
3 ‖L2(Ω)≤ c
√
Jε(uε).
From (35), we first deduce (31) and then, by means of (35), we deduce (29) and
(30). ✷
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Lemma 5.2. There exist (ui, u
1
α, ϑ) ∈ U
h, v3 ∈ Vh, and w ∈ Wh such that the
sequence of solutions uε of problem (12) fullfills (up to a subsequence)
εuεα ⇀ uα in H
1
dd(Ω),(36)
ε∇′uεα ⇀ ∇
′uα +∇
′
yu
1
α,(37)
uε3 ⇀ u3,(38)
ε∇′uε3 ⇀ ∇
′
yu3.(39)
Moreover, setting vα := y
R
αϑ, we have
(Euε)χFε ⇀
(
(Eyw)αβ (E
yxv)α3
(Eyxv)α3 (Eu)33
)
χD(y),
ε(Euε)χMε ⇀
(
(Eu + Eyu1)αβ (E
yxu)α3
(Eyxu)α3 0
)
χY \D(y),
where the operator Eyx has been defined in (3).
Proof. By (29), (30), and classical compactness results related to two-scale con-
vergence, recalled in Section 2, there exist uα ∈ H1dd(Ω), u
1
α, u3 ∈ L
2(Ω;H1#(Y ))
such that, up to subsequences, the convergences stated in (36)–(39) hold. From
(31) it follows that
(40) sup
ε
‖χFεEu
ε‖L2(Ω) < +∞ sup
ε
‖εEuε‖L2(Ω) < +∞.
Thus, up to subsequences, we have that
χFεε(Eu
ε)αβ ⇀ 0,
while taking into account (37) it also follows that
χFεε(Eu
ε)αβ ⇀ ((Eu)αβ + (E
yu1)αβ)χD(y).
Hence
(Eu)αβ + (E
yu1)αβ = 0 for a.e. (x, y) ∈ Ω×D.
Since u does not depend on y, from the above equation we deduce that
u1α(x, y) = −(Eu(x))αβyβ + ϑ˜(x)y
R
α ∈ L
2(Ω;H1m(D))
for some function ϑ˜ ∈ L2(Ω). We remark that for every x the sum ϑ˜(x)yRα denotes
an infinitesimal rigid rotation. Since
(Eu)αβyβ = ∂βuαyβ +
∂2u1 − ∂1u2
2
yRα ,
we can write
u1α(x, y) = −∂βuα(x)yβ + ϑ(x)y
R
α for a.e. (x, y) ∈ Ω×D,
where we set
ϑ := ϑ˜−
∂2u1 − ∂1u2
2
.
By considering the component (Euε)33, and (40) we get that
∂3u
ε
3χFε ⇀ K33(x, y)χD(y),
for some function K33 ∈ L2(Ω×D). For φ ∈ D(Ω) and ψ ∈ C#(Y ), we have
(41)
∫
Ω
∂3u
ε
3χFεφ(x)ψ(
x′
ε
) dx = −
∫
Ω
uε3χFε∂3φ(x)ψ(
x′
ε
) dx
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and by passing to the limit we find∫
Ω
∫
D
K33(x, y)φ(x)ψ(y) dxdy = −
∫
Ω
∫
D
u3(x, y)∂3φ(x)ψ(y) dxdy.
Therefore, u3 ∈ L2(ω ×D;H1(I)) and ∂3u3 = K33 a.e. in Ω ×D. In addition, we
have u3 ∈ L2(ω × D;H10 (I)). Indeed, identity (41) holds also for test functions
φ ∈ C∞(Ω¯) and ψ ∈ C#(Y ), since uε3 ∈ H
1
dd(Ω), and hence we deduce that∫
Ω
∫
Y
∂3u3χD(y)φ(x)ψ(y) dxdy = −
∫
Ω
∫
Y
u3(x, y)χD(y)∂3φ(x)ψ(y) dxdy.
Integrating by parts the integral on the right, we conclude that
(42) u3(x
′, 0, y) = u3(x
′, ℓ, y) = 0.
From (40) we deduce that
2ε(Euε)α3χFε ⇀ 0,
while, by means of (36) and (39) we conclude that
2ε(Euε)α3χFε = (ε∂αu
ε
3 + ε∂3u
ε
α)χFε ⇀ (∂
y
αu3 + ∂3uα)χD(y).
In the above limit we used the fact that ε∂3u
ε
α ⇀ ∂3uα since there is no fast
variable in the x3-direction. Thus
(∂yαu3 + ∂3uα)χD(y) = 0,
from which we easily deduce that
u3(x, y) = −yα∂3uα(x) + uˆ3(x), for a.e. (x, y) ∈ Ω×D,
for some uˆ3 ∈ L
2(ω;H10 (I)). Note that this equality implies that uα also belongs to
the space L2(ω;H20 (I)).
We now prove the convergent of the rescaled strains. Thanks to (31), there exist
symmetric matrix fields K,G ∈ L2(Ω;R3×3) such that, up to subsequences,
EuεχFε ⇀ KχD(y),(43)
εEuεχMε ⇀ GχY \D(y).(44)
We now characterize the components of K and Z. That K33 = ∂3u3 a.e. in
Ω × D has been already proven above. The proof of the characterization of the
two-scale limits Kα3 =
1
2 (y
R
α ∂3ϑˆ + ∂
y
αv3) and Kαβ = (E
yw)αβ for some v3 ∈ Vh,
ϑˆ ∈ L2(ω;H10 (I)), and w ∈ W
h is very similar to the one given in [9], Propositions
4.1 and 4.2. For the sake of brevity, we will refrain in reproducing it here.
We now prove that ∂3ϑˆ = ∂3ϑ in the sense of distributions, where ϑ is the
function entering in the definition of u1α in Ω×D.
For every ϕ ∈ D(Ω× Y ) we have that∫
Ω
ε(∂1u
ε
2−∂2u
ε
1)∂3ϕ(x,
x′
ε
) dx = 2ε
∫
Ω
(Euε)23∂1(ϕ(x,
x′
ε
))−(Euε)13∂2(ϕ(x,
x′
ε
)) dx.
Taking ϕ(x, y) = ψ(x)φ(y) with ψ ∈ D(Ω) and φ ∈ D(D) and evaluating the
derivatives on the right-hand side of the identity above, by means of (37) and (43),
we may pass to the limit to find∫
Ω×D
(∂1u2 + ∂
y
1u
1
2 − ∂2u1 − ∂
y
2u
1
1)φ∂3ψ dxdy = 2
∫
Ω×D
(K23∂
y
1φ−K13∂2φ)ψ dxdy.
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Taking into account the structure of u1α and of Kα3, the identity above reduces to∫
Ω×D
2ϑφ∂3ψ dxdy = 2
∫
Ω×D
−∂3ϑˆ φψ dxdy,
that is: ∂3ϑˆ = ∂3ϑ in the sense of distributions. Hence ϑ belongs to L
2(ω;H1(I))
and not just to L2(Ω). This implies that u1α ∈ L
2(Ω;H1#(Y )) ∩ L
2(Ω;H1m(D)) ∩
L2(ω × D;H1(I)). We can assume u1α to be equal to 0 at x3 = 0, since, as it
follows from its definition (37), u1α is defined up to a function of x3. To remove
this ambiguity we require u1α . This forces ϑ = 0 at x3 = 0, and as a consequence
we deduce that ϑ = ϑˆ ∈ L2(ω;H10 (I)). This, in turn implies that also u
1
α ∈
L2(ω ×D;H10 (I)).
Thus, to sum up, we have
(45) K =
(
(Eyw)αβ
1
2 (y
R
α ∂3ϑ+ ∂
y
αv3)
1
2 (y
R
α ∂3ϑ+ ∂
y
αv3) ∂3u3
)
.
We now analyze (44). The component G33 is equal to zero since ε(Eu
ε)33χMε ⇀
⇀ 0 by (38). For the component Gα3 arising in (44), we study the limit of each
term in the sum
2ε(Euε)α3χMε = (ε∂αu
ε
3 + ε∂3u
ε
α)χMε .
For the second term we use (36) (which implies that εuεα ⇀ uα) to get∫
Ω
ε∂3u
ε
αφ(x)ψ(
x′
ε
)χMε dx = −
∫
Ω
εuεα∂3φ ψ(
x′
ε
)χMε dx
→ −
∫
Ω
∫
Y
uα∂3φ(x) ψ(y)χY \D dxdy(46)
=
∫
Ω
∫
Y
∂3uαφ(x) ψ(y)χY \D dxdy,
for all φ ∈ D(Ω) and ψ ∈ C#(Y ). By virtue of (39), the two-scale limit of ε∂αuε3 is
equal to ∂yαu3, thus
2ε(Euε)α3χMε ⇀ (∂
y
αu3 + ∂3uα)χY \D = Gα3χY \D.
To identify the components Gαβ we use (37) to get
2ε(Euε)αβχMε = (ε∂αu
ε
β + ε∂βu
ε
α)χMε
⇀ (∂αuβ + ∂
y
αu
1
β + ∂βuα + ∂
y
βu
1
α)χY \D
= 2(Eu+ Eyu1)αβχY \D = 2GαβχY \D.
Hence
(47) G =
(
(Eu+ Eyu1)αβ
1
2 (∂
y
αu3 + ∂3uα)
1
2 (∂
y
αu3 + ∂3uα) 0
)
,
and the Lemma is proven. ✷
Proof of Theorem 3.5. The convergences stated in the Theorem, with the strong
two-scale convergences replaced by the weak two scale convergence, have been al-
ready proven in Lemma 5.2. Set
σε := CEuε, τε := εCEuε
then, by (11) and (31) we deduce that
σεχFε ⇀ σχD, τ
εχMε ⇀ τχY \D,
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for some σij , τij ∈ L2(Ω× Y ). For later use, we now prove that
(48)
∫
D
σαβ(E
yψ)αβ + σα3∂
y
αψ3 dy = 0
almost everywhere in Ω for every ψ ∈ H1#(Y ). Indeed, take ϕ(x) = φ(x)ψ(x
′/ε),
with φ ∈ D(Ω) and ψ ∈ H1#(Y ), in (12) to find∫
Ω
(σεχFε+ετ
εχMε)·(ψEφ+φ
1
ε
Eyψ) dx =
∫
Ω
εfα(x,
x′
ε
)·ϕα(x)+f3(x,
x′
ε
)·ϕ3(x) dx.
Multiplying the above identity by ε and by passing to the limit we deduce∫
Ω
∫
Y
σ(x, y) · (φ(x)Eyψ(y))χD dydx = 0,
which implies (48). In particular, (48) implies that
(49)
∫
D
σαβ dy =
∫
D
σαβyγ dy = 0,
as it can be checked by taking, in (48), ψα ∈ H1#(Y ) and equal to ψα = a
α
γyγ +
bαγδyγyδ on D, where a
α
γ , b
α
γδ ∈ {0, 1}. Also, from (48) we deduce
(50)
∫
D
σα3 dy =
∫
D
σ13y1 dy =
∫
D
σ23y2 dy =
∫
D
σ13y2 + σ23y1 dy = 0.
We are now in a position to exhibit the appropriate test function to pass to the
limit in (12). We set
(51)
{
ϕα(x) =
1
ε
u¯α(x) + u¯
1
α(x,
x′
ε
) + εw¯α(x,
x′
ε
),
ϕ3(x) = u¯3(x,
x′
ε
) + εv¯3(x,
x′
ε
),
where u¯α ∈ D(Ω), u¯1α, u¯3 ∈ D(Ω;H
1
#(Y )), and w¯α, v¯3 ∈ D(Ω) × D(D¯). Moreover,
we assume that
u¯1α(x, y) = u¯
1
α(x) − y
R
α ϑ¯(x)− yβ∂β u¯α(x),(52)
u¯3(x, y) = u¯3(x) − yβ∂3u¯β(x),(53)
in Ω×D, where u¯1α, u¯3, ϑ¯ ∈ D(Ω). With this choice of test functions we find
ε(Eϕ)αβ = (Eu¯+ E
yu¯1)αβ + ε(Eu¯
1 + Eyw¯)αβ + ε
2(Eyw¯)αβ ,
2ε(Eϕ)α3 = (∂3u¯α + ∂
y
αu¯3) + ε(∂3u¯
1
α + ∂αu¯3 + ∂
y
αv¯3) + ε
2(∂3w¯α + ∂αv¯3),
ε(Eϕ)33 = ε∂3u¯3 + ε
2∂3v¯3,
and taking into account (52) and (53) we deduce that
(Eϕ)αβχFε = [(Eu¯
1 + Eyw¯)αβ + ε(E
yw¯)αβ ]χFε ,
2(Eϕ)α3χFε = [(∂3u¯
1
α + ∂αu¯3 + ∂
y
αv¯3) + ε(∂3w¯α + ∂αv¯3)]χFε ,
(Eϕ)33χFε = [∂3u¯3 + ε∂3v¯3]χFε .
Problem (12) rewrites as∫
Ω
(σε · EϕχFε + τ
ε · εEϕχMε dx =
∫
Ω
εfα(x,
x′
ε
) · ϕα(x) + f3(x,
x′
ε
) · ϕ3(x) dx,
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whose limit is∫
Ω
∫
D
σ ·
(
(Eu¯1 + Eyw¯)αβ
1
2 (∂3u¯
1
α + ∂αu¯3 + ∂
y
αv¯3)
1
2 (∂3u¯
1
α + ∂αu¯3 + ∂
y
αv¯3) ∂3u¯3
)
dydx
+
∫
Ω
∫
Y \D
τ ·
(
(Eu¯ + Eyu¯1)αβ
1
2 (∂3u¯α + ∂
y
αu¯3)
1
2 (∂3u¯α + ∂
y
αu¯3) 0
)
dydx(54)
=
∫
Ω
∫
Y
fα(x, y) · u¯α(x) + f3(x, y) · u¯3(x, y) dydx.
We claim that
(55)
∫
Ω
∫
D
σαβ(Eu¯
1)αβ dydx = 0
and that
(56)
∫
Ω
∫
D
σα3(∂3u¯
1
α + ∂αu¯3 + ∂
y
αv¯3) dydx =
∫
Ω
∫
D
σα3(y
R
α ∂3ϑ¯+ ∂
y
αv¯3) dydx.
Indeed, by means of (52) we compute
(Eu¯1)αβ(x, y) = (Eu¯
1)αβ(x) −
1
2
(yRα ∂β ϑ¯(x) + y
R
β ∂αϑ¯(x)) − yγ∂γ(Eu¯)αβ(x)
which, together with (49), implies (55). To prove (56), note that,
∂3u¯
1
α(x, y) + ∂αu¯3(x, y) + ∂
y
αv¯3(x, y) =
[yRα ∂3ϑ¯(x) + ∂
y
αv¯3(x, y)] + [∂3u¯
1
α(x) + ∂αu¯3(x)]− yβ∂3(Eu¯)αβ(x),
where we used (52) and (53). Taking into account (50) we deduce that∫
Ω
∫
D
σα3[∂3u¯
1
α(x, y) + ∂αu¯3(x, y) + ∂
y
αv¯3(x, y)] dydx
=
∫
Ω
∫
D
σα3[y
R
α ∂3ϑ¯(x) + ∂
y
αv¯3(x, y)]− σα3yβ∂3(Eu¯)αβ(x) dydx
=
∫
Ω
∫
D
σα3[y
R
α ∂3ϑ¯(x) + ∂
y
αv¯3(x, y)]− σ13y1∂3(Eu¯)11(x)
−σ23y2∂3(Eu¯)22(x) − (σ13y2 + σ23y1)∂3(Eu¯)12(x) dydx
and using again (50) we obtain (56). Thanks to (55) and (56), (54) reduces to∫
Ω
∫
D
σ ·
(
(Eyw¯)αβ
1
2 (y
R
α ∂3ϑ¯+ ∂
y
αv¯3)
1
2 (y
R
α ∂3ϑ¯+ ∂
y
αv¯3) ∂3u¯3
)
dydx
+
∫
Ω
∫
Y \D
τ ·
(
(Eu¯ + Eyu¯1)αβ
1
2 (∂3u¯α + ∂
y
αu¯3)
1
2 (∂3u¯α + ∂
y
αu¯3) 0
)
dydx(57)
=
∫
Ω
∫
Y
fα(x, y) · u¯α(x) + f3(x, y) · u¯3(x, y) dydx,
which holds for every u¯α ∈ D(Ω), u¯1α, u¯3 ∈ D(Ω;H
1
#(Y )), w¯α, v¯3 ∈ D(Ω) × D(D¯),
and ϑ¯ ∈ D(Ω) that satisfy (52) and (53). By density (57) holds also for (u¯i, u¯1α) ∈
Uh, (−y2ϑ¯, y1ϑ¯, v3) ∈ Vh, and w ∈ Wh.
To conclude the proof it suffices to show that
σχD = C
(
(Eyw)αβ (E
yxv)α3
(Eyxv)α3 (Eu)33
)
χD
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and
τχY \D = C
(
(Eu+ Eyu1)αβ (E
yxu)α3
(Eyxu)α3 0
)
χY \D.
But, these identities follow essentially from the definition of two-scale convergence
and Lemma 5.2. For instance, with ϕ ∈ L2(Ω;C#(Y )) we have∫
Ω
σεij(x)χFεϕ(x,
x′
ε
) dx =
∫
Ω
Cijkl(x,
x′
ε
)Euεkl(x)χFεϕ(x,
x′
ε
) dx
and by passing to the limit we find∫
Ω
∫
Y
σ(x, y)χDϕ(x, y) dydx =
∫
Ω
∫
Y
Cijkl(x, y)G(x, y)χDϕ(x, y) dydx
where we used the fact that Cijklϕ ∈ L2(Ω;C#(Y )). This identity implies σχD =
CKχD.
The strong two-scale convergence of the rescaled strains can be proven as it was
done in the rod problem. ✷
Proof of Theorem 3.6. With
zα := u
1
α + yβ∂3uα − ϑy
R
α , z3 := u3 − (−
∫
D
u3 dy − yα∂3uα)
in Ω× Y , it follows that the bilinear form of problem (17) defined on Ω× (Y \D)
rewrites as∫
Ω
∫
Y \D
C
(
(Eu + Eyu1)αβ (E
yxu)α3
(Eyxu)α3 0
)
·
(
(Eu¯+ Eyu¯1)αβ (E
yxu¯)α3
(Eyxu¯)α3 0
)
dydx
=
∫
Ω
∫
Y \D
C
(
(Eyz)αβ
1
2∂
y
αz3
1
2∂
y
αz3 0
)
·
(
(Ey z¯)αβ
1
2∂
y
αz¯3
1
2∂
y
αz¯3 0
)
dydx.
By means of the definitions of u1α and u3 on Ω×D we infer that zi = 0 in Ω×D.
With this new notation we have that
U(x) := −
∫
Y
u3 dy = −
∫
Y
z3 + (−
∫
D
u3 dy − yα∂3uα) dy = −
∫
D
u3 dy +−
∫
Y
z3 dy.
The proof of theorem is now very similar to the proof of the corresponding Theorem
3.3 in the rod problem. Since it can be achieved by following exactly the same
steps, with the role of the variable x′ played by the variable y and the spaces Z,Z0
replaced by Zh,Zh0 , we refrain from writing all the details of the proof. ✷
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