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Résumé
Nous étudions dans ette thèse plusieurs aspets d'équations aux dérivées partielles
multi-éhelles. Pour trois exemples distints, la présene de multiples éhelles, spatiales
ou temporelles, motive un travail de modélisation mathématique ou onstitue un enjeu de
disrétisation.
La première partie est onsarée à la onstrution et l'étude d'un système multiouhe de
type Saint-Venant pour dérire un uide à surfae libre (oéan). Son obtention s'appuie sur
une analyse des éhelles spatiales mises en jeu, en partiulier sur l'hypothèse dite eau peu
profonde, lassiquement utilisée dans le as des uides géophysiques. Nous justions don
nos équations, et montrons un résultat d'existene loale de solution. Puis nous proposons
un shéma volumes nis et des simulations numériques en vue de valider notre modèle.
Dans la deuxième partie, nous étudions un problème hyperbolique de relaxation, inspiré
de la théorie inétique des gaz. La diérene entre l'éhelle temporelle du méanisme de
transport et elui de la relaxation onstitue un enjeu numérique ruial. Nous onstruisons
don un shéma numérique via une stratégie préservant l'asymptotique : nous montrons
sa onvergene pour toute valeur du paramètre de relaxation, ainsi que sa onsistane ave
le problème à l'équilibre loal. Des estimations d'erreurs sont établies et des simulations
numériques sont présentées.
La dernière partie traite un problème d'éoulement sanguin dans une artère ave stent,
modélisé par un système de Stokes dans un domaine ontenant une petite rugosité péri-
odique, i.e. une géométrie double éhelle. Pour éviter une disrétisation oûteuse du
domaine rugueux (l'artère stentée), nous formulons un ansatz de développement de la
solution type Chapman-Enskog, et obtenons une loi de paroi impliite sur le bord du do-
maine lisse (l'artère seule) ainsi que des estimations d'erreurs. Puis nous présentons des
simulations numériques.
Mots lés : analyse d'éhelles, modèle multiouhe de Saint-Venant, systèmes hyper-
boliques, lois de onservation, volumes nis, relaxation, terme soure raide, ux à variation
totale déroissante, shéma préservant l'asymptotique, ouhe limite, loi de paroi.

Abstrat
This work is onerned with dierent aspets of multisale partial dierential equations.
For three distint problems, we address questions of modelling and disretization thanks
to the observation of the multipliity of sales, time or spae.
We propose in the rst part a model of approximation of a uid with a free surfae, say an
oean. The derivation of our multilayer shallow water type model is based on an analysis of
the dierent spae sales generally observed in geophysial ows, in partiular the so-alled
shallow water assumption. We obtain an existene and uniqueness result of loal in time
solution. Next we propose a nite volume sheme and numerial simulations in order to
validate our model.
In the seond part, we study a hyperboli relaxation problem, initially motivated by the
kineti theory of gaz. Dierent time sales appear through the ompetition between a
transport phenomenon and a relaxation one, to a loal equilibrium. Adopting an Asymp-
toti Preserving strategy of disretization, we build and analyze a numerial sheme. The
onvergene is proved for any value of the relaxation parameter, as well as the onsisteny
with the equilibrium problem, thanks to error estimates. Then we present some numerial
simulations.
The last part deals with a blood ow model in a stented artery. We onsider a Stokes
problem stated in a multisale spae domain, that is a marosopi box (the artery) on-
taining a mirosopi roughness (the stent). In order to avoid expensive simulations when
disretizing the whole rough domain, we perform a Chapman-Enskog type development of
the solution and derive an impliit wall law on the boundary of the smooth domain. Error
estimates are shown and numerial illustrations of the results are presented.
Key words: multilayer shallow water model, hyperboli systems, onservation laws, -
nite volumes, relaxation, soure term, sti, total variation diminishing, asymptoti pre-
serving shemes, boundary layer, wall-laws.
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Avant-propos
Si les trois problématiques adressées dans e travail (modélisation mathématique, étude
théorique, analyse et simulations numériques) onstituent séparément un travail en soi,
elles n'en sont pas moins intimement liées lorsque l'on souhaite omprendre un phénomène
naturel.
La modélisation mathématique onsiste à traduire un phénomène réel (don omplexe)
à l'aide d'outils mathématiques. L'objetif de et exerie sientique est double : il s'agit
d'une part d'obtenir un modèle qui dérive autant que possible la réalité et d'autre part,
de pouvoir faire des prévisions, par exemple météorologiques dans le as d'un modèle
d'atmosphère. Evidemment, e travail n'a rien de systématique et repose sur une suession
d'observations et de simpliations. Le mathématiien doit faire des onessions an de
satisfaire ses deux ambitions. En eet, plus le modèle mathématique prend en ompte de
paramètres physiques, plus il ore une desription prohe de la réalité, mais plus il est
omplexe et de e fait son étude théorique et sa mise en oeuvre préditive (numérique) en
deviennent plus diiles.
Une fois le modèle mathématique établi, il reste de nombreuses questions auxquelles il
faut tenter de répondre. Peut-on le justier, formellement ou rigoureusement ? Possède-t-il
une ou plusieurs solutions ? Cette ou es solutions fournissent-elles un bonne desription
de la physique observée ? Peut-on les approher en disrétisant le problème ? Comment ?
Les résultats obtenus sont ils onformes à la réalité ? Peuvent-il être utilisés de manière
préditive ? . . .
Cette liste de questions, loin d'être exhaustive, met déjà en lumière les multiples diultés
mathématiques auxquelles nous devons nous onfronter pour omprendre un phénomène
issu de la physique ou de la biologie. C'est à travers trois exemples distints (un modèle
de uide à surfae libre, un système hyperbolique de relaxation et un modèle d'éoulement
sanguin) que nous tentons ii d'apporter quelques éléments de réponses sur les aspets
modélisation, analyse théorique et simulations numériques. Les trois exemples abordés
s'insrivent dans des ontextes très diérents, mais sont néanmoins liés par une araté-
ristique ommune : ils ontiennent de multiples éhelles, d'espae ou de temps, et e sont
préisément es diérentes éhelles qui permettent et motivent les travaux eetués au
ours de la thèse.
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La première partie est ainsi onsarée à la modélisation d'un uide géophysique à surfae
libre (typiquement un oéan) pour lequel e sont des éhelles spatiales aratéristiques qui
sont très diérentes. En eet, en s'appuyant sur des observations physiques, nous pouvons
mettre en évidene un nombre sans dimension ε > 0 très petit, à savoir le rapport entre deux
grandeurs aratéristiques du problème : la profondeur typique du uide et la longueur
d'onde moyenne des mouvements horizontaux. Grâe à ette hypothèse, dite de shallow
water, nous dérivons un nouveau modèle multiouhe de type Saint-Venant à partir des
équations primitives, que nous étudions ensuite [165℄.
Dans la deuxième partie de e manusrit, en ollaboration ave F. Filbet [94℄, nous nous
intéressons à un problème hyperbolique de relaxation. Motivés par la théorie inétique
des gaz, nous présentons ii un modèle jouet dans lequel les diverses éhelles s'arontant
sont des éhelles de temps : un phénomène de transport est aompagné d'un méanisme
de retour vers un équilibre loal matérialisé par un terme soure dans les équations. La
vitesse de e méanisme de relaxation, représentée dans les équations par un oeient
sans dimension
1
ε
> 0, peut être très rapide (ε → 0). Le terme soure devient alors raide
et onstitue un enjeu important dans son traitement numérique : 'est la préoupation
majeure de notre travail, eetué dans le adre des shémas préservant l'asymptotique
(Asymptoti Preserving).
Enn, la troisième partie est issue d'un travail en ollaboration ave V. Mili²i¢ et K. Pihon
Gostaf [150℄, initié au CEMRACS 2009 et onerne un modèle d'éoulement sanguin dans
des artères ave stents. Dans e as, les diérentes éhelles apparaissent dans le domaine
géométrique sur lequel sont posées les équations. En eet, si l'on symbolise grossièrement
l'artère par un ylindre droit Ω, le stent forme alors une rugosité périodique et de petite
taille ε > 0 au bord du domaine lisse : les équations sont don posées dans un domaine
rugueux Ωε, dont le maillage diret est peu envisageable ar très oûteux si l'on souhaite
rendre ompte de l'inuene eetive du stent sur l'éoulement du sang dans l'artère.
L'objetif est don de surmonter ette diulté numérique en modiant les équations an
d'obtenir un système posé dans le domaine lisse, les informations de la rugosité étant
ontenues dans une loi de paroi impliite.
Chapitre 1
Introdution générale et présentation
des travaux
Dans ette introdution générale, nous motivons les travaux eetués au ours de la
thèse. Les trois parties s'insrivent dans des ontextes de reherhe très diérents et très
rihes. C'est pourquoi nous établissons d'abord un bref et non exhaustif état de l'art de
haque partie, avant de présenter les résultats obtenus en les onfrontant (autant que
possible) aux reherhes atuelles.
1 Partie I : modélisation de uides géophysiques à surfae
libre
Cette setion vise à motiver et dérire les travaux de la Partie I, qui sont réunis au sein
des Chapitres 2 et 3 [165℄. Nous ommençons par présenter plusieurs modèles lassiques
de uides à surfae libre (typiquement les oéans) : de Navier-Stokes à Saint-Venant, en
passant par les équations primitives. Nous évoquons les liens qui les unissent, leur justi-
ation mathématique (méthodes d'analyse dimensionnelle), les résultats d'existene de
solutions, ainsi que leur traitement numérique. Puis nous situons notre nouveau modèle
multiouhe de type Saint-Venant au sein de ette hiérarhie et le omparons aux autres
modèles multiouhes existants. Enn, nous résumons les résultats obtenus sur e système,
à savoir sa dérivation à partir des équations primitives et un théorème d'existene de so-
lution forte loale (Chapitre 2), une étude de l'énergie du système (Annexe A), ainsi que
la onstrution d'un shéma volumes nis et des simulations numériques (Chapitre 3).
1.1 Une hiérarhie de modèles
Lorsque l'on adresse la question de la desription d'un uide, plusieurs approhes sont
possibles. A l'éhelle mirosopique, on onsidère des  partiules  dont on suit les tra-
jetoires au ours du temps (vision Lagrangienne). A l'opposé, on peut adopter une vision
marosopique (Eulerienne) et onsidérer l'évolution de quantités hydrodynamiques telles
la densité, la vitesse, ou la pression. C'est e niveau d'observation que nous hoisissons
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dans la Partie I pour étudier un uide géophysique tel que l'eau d'un oéan, d'une mer, ou
d'un euve. Nous aborderons une autre éhelle de desription à la Partie II, plus adéquate
pour traiter les gaz raréés.
Conernant la desription marosopique des uides géophysiques, il existe une littérature
très rihe. Citons par exemple les ouvrages lassiques de P.L. Lions [137℄, de R. Lewan-
dowski [136℄, ou de J. Pedlosky [159℄. Préisons les hypothèses que nous faisons dans le
présent travail, tant sur les aratéristiques du uide que sur elles de l'éoulement. Nous
onsidérons ii un uide à surfae libre aux propriétés suivantes :
 il est inompressible (son volume reste inhangé sous l'ation d'une pression externe) ;
 il est homogène de densité ρ ≡ 1 (1) ;
 il est visqueux, de visosité dynamique onstante µ (voir par exemple [75℄ pour une
visosité variable), et newtonien (son taux de déformation est proportionnel aux
fores de isaillements appliquées et il possède un tenseur des ontraintes visqueuses
Σµ, déni i-après) ;
 nous adoptons une desription eulérienne du uide, 'est-à-dire qu'il est aratérisé
par sa vitesse loale U (2) et sa pression loale p. Préisément, nous nous plaçons
dans un repère loal (x1, x2, z) = (x, z) ∈ R3 tournant à la surfae de la Terre à la
vitesse angulaire de rotation de la Terre Ω. La vitesse et la pression au temps t et à
la position (x, z) s'érivent alors :

U(t,x, z) = (u1, u2, w)
T (t,x, z) = (u, w)T (t,x, z) ∈ R3 ,
p(t,x, z) ∈ R ,
où l'on a distingué les omposantes horizontale et vertiale de la vitesse. Les  fores 
s'appliquant au uide sont :
 l'aélération de Coriolis 2Ω ×U,
 la fore de gravité g (en négligeant l'aélération entripète, approximation lassique
[159℄),
 les fores liées aux ontraintes du uide (fores internes) divΣT , où ΣT désigne le
tenseur total des ontraintes, omposé des fores de pressions et de visosité, 'est-
à-dire :
ΣT = −p I3 +Σµ ,
où Σµ, le tenseur des ontraintes visqueuses est déni par :
Σµ = µ
(
∇⊗U+ (∇⊗U)T
)
. (1.1)
Avant d'érire le système, nous simplions le terme de Coriolis : nous négligeons la om-
posante radiale de l'aélération de Coriolis (très petite devant la fore de gravitation)
1
C'est une hypothèse plus restritive que l'approximation lassique de Boussinesq [159℄, qui onsiste
à supposer la densité ρ onstante dans l'équation sur la quantité de mouvement sauf dans le terme de
ottabilité.
2
Nous utilisons des aratères gras pour les quantités vetorielles.
1 Partie I : modélisation de uides géophysiques à surfae libre 3
et nous plaçons à une latitude onstante de la Terre. Ainsi nous pouvons onsidérer le
repère omme xe et la fore de gravité dirigée selon la diretion vertiale z, tandis que
l'aélération de Coriolis devient :
2Ω ×U =
(
f u⊥; 0
)T
,
où la onstante f > 0 est ommunément appelée le paramètre de Coriolis. Enn, nous ne
onsidérons que les équations de onservation de la masse et de la quantité de mouvement.
Pour des modèles plus généraux (équations supplémentaires sur la température, la salinité,
et), nous renvoyons à nouveau à [136, 137, 159℄. Nous pouvons maintenant présenter le
système qui sera le point de départ à nos approximations suessives via l'adimensionne-
ment.
Les équations de Navier-Stokes inompressibles à surfae libre
Les équations sur la vitesse U et la pression p sont données, sous forme onservative par :

divU = 0 ,
∂tU+ div(U⊗U) +∇p = −2Ω×U− g + div Σµ ,
(1.2)
satisfaites pour
t > 0 , (x, z) ∈ Ωt =
{
(x, z) ∈ R× R+ | zb(x) 6 z 6 η(t,x)
}
,
où zb désigne la bathymétrie (supposée indépendante du temps) et η(t,x) représente la
surfae libre. La hauteur du uide est don donnée par
H(t,x) = η(t,x) − zb(x) .
Le système est omplété par des onditions aux bords. Notons (ub, wb) (resp. (us, ws)) la
vitesse du uide au fond (resp. à la surfae libre) . De plus, ns et nb désignent respe-
tivement les normales unitaires extérieure à la surfae libre et intérieure au fond. Nous
supposons d'une part la ontinuité des ontraintes à la surfae libre, traduite par
ΣT ns = 0, (1.3)
en onsidérant omme nulle la pression atmosphérique. D'autre part, nous imposons au
fond la non pénétration, ainsi qu'une loi de type Navier, ave un oeient de frition κ
onstant : 

ub · ∇xzb = wb,
κub = µ∂zub.
(1.4)
Le terme de frition onsidéré est simplement linéaire ; nous ne prenons pas en ompte la
frition turbulente, qui ajouterait un terme quadratique à es équations (voir par exemple
[159, 143℄).
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Même dans ette formulation assez simple du système de Navier-Stokes (1.2), l'étude ma-
thématique reste omplexe et les simulations numériques oûteuses, notamment en raison
de la non-linéarité des équations et de la dépendane en temps du domaine spatial Ωt.
C'est pourquoi ingénieurs et mathématiiens ont établi toute une hiérarhie de systèmes
simpliés pour modéliser les uides géophysiques, ave deux objetifs prinipaux :
 omprendre et dérire plus préisément les multiples dynamiques,
 et être apable de fournir des prévisions ables de es dynamiques.
La dérivation de modèles plus simples s'appuie sur l'analyse dimensionnelle, 'est-à-dire
une étude des éhelles typiques du problème. Nous introduisons don des quantités ara-
téristiques :
 la profondeur aratéristique de l'oéan H0 et une longueur d'onde horizontale ty-
pique λ0 (voir la Figure 1.1),
 les variations d'amplitudes typiques de la surfae libre as et de la bathymétrie ab
(voir la Figure 1.1),
 des vitesses aratéristiques horizontales et vertiales U et W .
λ0
H0
ab
x
z
as
Fig. 1.1  Ehelles spatiales aratéristiques.
En proédant à un adimensionnement des équations (voir par exemple [159℄ pour la des-
ription préise de ette analyse d'éhelles), il apparaît en partiulier deux nombres sans
dimension, le nombre de Reynolds
Re = U λ0
µ
,
et le rapport d'aspet
ε =
H0
λ0
.
Ainsi, en étudiant diérentes asymptotiques de es nombres
(3)
, nous pouvons dériver une
multitude de modèles de omplexité réduite par rapport aux équations de Navier-Stokes.
3
Il en existe d'autres [159℄.
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Pour arriver au modèle de la Partie I, nous hoisissons un régime d'éoulement à Re
intermédiaire, et nous intéressons plutt à l'asymptotique
ε ≪ 1 , (1.5)
appelée hypothèse shallow water (eau peu profonde). Cette hypothèse nous onduira à
deux systèmes aujourd'hui largement validés mathématiquement et expérimentalement :
les équations primitives, très souvent utilisées pour dérire l'atmosphère ou les oéans, et
les équations de Saint-Venant, partiulièrement bien adaptées à la simulation de ruptures
de barrage (en hydraulique) et à l'oéanographie tière. Notre nouveau modèle se situera
entre les deux.
Approximation hydrostatique
Cette simpliation lassique des équations de Navier-Stokes, aussi appelée modèle des
équations primitives, est historiquement due à des observations physiques. En eet, dans
son Traité de l'équilibre des liqueurs (paru à titre posthume en 1663), Blaise Pasal énonçait
une loi de pression hydrostatique pour les liquides : la pression du uide déroît linéairement
ave l'altitude. Cette hypothèse, aujourd'hui validée par les ingénieurs et les mathémati-
iens, se justie grâe à une observation du rapport d'aspet ε : il satisfait l'hypothèse
shallow water (1.5)
(4)
. Cette ondition, ave l'inompressibilité, onduit à négliger dans
les équations les termes d'ordres supérieurs à 1 en ε. En partiulier, dans la onservation de
la quantité de mouvement vertiale, tous les termes sont négligés, le gradient de pression
et la gravité. On obtient ainsi, après retour aux variables ave dimensions, l'approximation
hydrostatique, aussi appelée système des équations primitives : pour t > 0 et (x, z) ∈ Ωt,

divx u+ ∂zw = 0 ,
∂tu+ divx(u⊗ u) + ∂z(w u) +∇xp = −f u⊥ + µ∆u ,
∂zp = −g ,
(1.6)
où l'on a distingué les omposantes horizontale et vertiale de la vitesse. Nous ajoutons les
onditions aux bords. À la surfae libre, l'advetion de la surfae libre et la ontinuité du
tenseur des ontraintes se rérivent :

∂tη + us · ∇xη = ws ,
∂zus = ∇xus · ∇xη ,
(1.7)
tandis que les onditions au fond, non pénétration et loi de paroi de type Navier [41℄ (ave
oeient de frition laminaire κ) sont toujours données par :

ub · ∇xzb = wb,
κub = µ∂zub.
(1.8)
4
Pour les uides géophysiques, il est naturel de supposer les éhelles vertiales petites par rapport aux
éhelles horizontales : par exemple, la profondeur typique d'un oéan est de quelques km, tandis qu'il peut
s'étendre sur plusieurs milliers de km.
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Des sièles après Blaise Pasal, on attribue à L. F. Rihardson en 1922 dans [166℄ l'introdu-
tion des équations primitives de l'atmosphère, modèle que l'auteur établit ave l'ambition
de fournir des prévisions météorologiques. Mais les premiers ordinateurs du milieu du 20ème
sièle n'avaient pas la puissane de alul atuelle ; les équations primitives furent don un
temps mises de té au prot de l'étude des modèles, plus simples, géostrophique et quasi-
géostrophique (voir par exemple [159℄). Les équations primitives reviennent au goût du
jour ave l'amélioration des ordinateurs, dans la dernière partie du XXème sièle.
Conernant leur justiation mathématique, basée sur des développements asympto-
tiques des équations de Navier-Stokes adimensionnées lorsque ε tend vers 0 (voir (1.5)),
nous pouvons iter quelques travaux. Par exemple, les artiles pionniers de J.-L. Lions, R.
Temam et S. Wang [138, 139, 140℄ établissent formellement les équations primitives (ils
étudient également la limite géostrophique) entre 1992 et 1995. Cette dérivation formelle
est également dérite dans les ouvrages préédemment ités [136, 137, 159℄. Par ailleurs,
P. Azerad et F. Guillén [19, 20℄ prouvent rigoureusement entre 1999 et 2001 la validité de
l'approximation hydrostatique pour les oéans sous l'hypothèse d'une visosité anisotro-
pique et des onditions de Dirihlet homogènes au fond.
Remarque 1. Sur les études théoriques des équations primitives, nous renvoyons le leteur
une fois de plus aux artiles [138, 139℄, où les auteurs établissent les premiers résultats
d'existene globale de solutions faibles. Enn, une revue préise des résultats d'existenes
pour les équations primitives (et d'autres modèles de uides géophysiques) est réunie dans
l'artile de R. Temam et M. Ziane paru en 2004 [176℄.
Enn, les équations primitives sont largement utilisées en météorologie et oéanogra-
phie : elles interviennent dans plusieurs odes opérationnels aujourd'hui. Néanmoins, les
simulations des équations primitives sont relativement oûteuses : deux diultés numé-
riques de Navier-Stokes, à savoir nonlinéarité et domaine spatial dépendant du temps, sont
toujours présentes. C'est pourquoi une autre famille de modèles d'approximation des équa-
tions de Navier-Stokes a également onnu un fort suès dès la n des années 1970 : les
modèles de Saint-Venant (ou shallow water). La fore prinipale de es systèmes est leur
eaité numérique, due essentiellement aux deux raisons suivantes :
 leur struture (partiellement) hyperbolique, que l'on préisera ultérieurement,
 la rédution manifeste de omplexité numérique par rapport aux équations de Navier-
Stokes : le système est posé dans un domaine spatial xe (et non plus variable) et sa
dimension est abaissée de un.
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Modèles lassiques de Saint-Venant
Le système de Saint-Venant homogène (sans terme soure) unidimensionnel est intro-
duit grâe à des observations physiques par A.J.C. Barré de Saint-Venant en 1871 [167℄.
Mais e n'est que dans la deuxième moitié du XXème sièle que les mathématiiens ont
étudié les liens entre es équations et les autres modèles hydrodynamiques. Les modèles de
Saint-Venant proviennent essentiellement d'une intégration dans la diretion vertiale des
équations de Navier-Stokes, et dérivent l'évolution de la hauteur totale du uide H(t, x)
et de la moyenne sur la olonne d'eau de la vitesse horizontale
U(t,x) =
1
H(t, x)
∫ η(t,x)
zb(x)
u(t,x, z)dz .
Dans notre as, la présene d'une bathymétrie non triviale et d'un terme de frition linéaire
fournit la formulation suivante :

∂tH + divx(HU) = 0 ,
∂t(HU) + divx
(
HU⊗U)+ g H∇xH = −gH∇xzb − κU . (1.9)
Justiation des équations de Saint-Venant. D'une part, l'obtention formelle du
système lassique de Saint-Venant à partir des équations d'Euler, 'est-à-dire sans visosité,
est bien onnue (voir par exemple Stoker [171℄ en 1958 ou Whitham [179℄ en 1999). D'autre
part, les travaux plus réents de J.-F. Gerbeau et B. Perthame [101℄ (2001) dérivent une
version visqueuse des équations de shallow water 1D à partir des équations de Navier-
Stokes 2D dans le as d'un fond plat, ave une loi de frition de type Navier au fond. Cette
version étendue du système de Saint-Venant s'érit :

∂tH + divx(HU) = 0 ,
∂t(HU) + divx
(
HU⊗U)+ g H∇xH = −g H∇xzb + 4µ divx(H ∇xU)− κ˜U ,
(1.10)
où κ˜ est le oeient de frition modié, déni par :
κ˜ =
κ
1 + κ3µ H
.
Cependant, il est à noter que l'obtention de e système néessite, pour être rigoureuse, des
hypothèses supplémentaires. En partiulier, dans [101℄, les auteurs requièrent l'asympto-
tique suivante pour les oeients de frition et de visosité :
µ = εµ0 , κ = ε κ0 . (1.11)
Alors, sous es hypothèses, les systèmes (1.9) et (1.10) sont des approximations de Navier-
Stokes en O(ε) et O
(
ε2
)
respetivement. Plus tard, S. Ferrari et F. Saleri [87℄ (2004), puis
F. Marhe [143℄ (2007) généralisent le résultat de [101℄ : ils dérivent un système de Saint-
Venant 2D à partir des équations de Navier-Stokes 3D, inluant les eets de Coriolis et ave
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une topographie non triviale, soumise ependant à une autre restrition mathématique, à
savoir la faible variation de la bathymétrie :
∇xzb = O(ε). (1.12)
Notons que dans [143℄, l'auteur onsidère également un terme de frition turbulente, et
obtient un terme visqueux diérent de elui de [87℄. Dans un travail plus réent, L. Bona-
ventura, A. Deoene et F. Saleri [75℄ (2007) dérivent un autre modèle, ave une nouvelle
orretion des termes de frition. Citons également les travaux de J.F. Bouhut et M. West-
dikenberg en 2004 [35℄, puis eux de M. Boutounet, L. Chupin, P. Noble et J.P. Vila en
2008 [37℄ où les auteurs s'aranhissent de l'hypothèse sur le gradient de la bathymétrie.
Mentionnons enn l'artile de 2007 de D. Bresh et P. Noble [44℄ dans lequel les auteurs
proposent une justiation mathématique rigoureuse de la dérivation formelle du système
de Saint-Venant 1D à partir des équations de Navier-Stokes inompressibles 2D sur un plan
inliné.
Energies, résultats d'existenes. Beauoup d'études théoriques ont été onduites sur
les équations de Saint-Venant, en raison notamment de leur struture mathématique hy-
perbolique (nous y reviendrons un peu plus loin). Nous nous intéressons ii aux résultats
d'existene de solutions, qui pourront être onfrontés au théorème du Chapitre 2.
Rappelons d'abord l'énergie naturelle du système de Saint-Venant, qui fournit les estima-
tions a priori de base lorsque l'on herhe des solutions faibles. Elle s'érit :
E =
1
2
H |U|2 + 1
2
g H2 + g H zb .
L'inégalité d'énergie s'obtient de manière lassique (voir par exemple les ouvrages de
D. Serre [169℄ sur les lois de onservation) et varie suivant le terme de visosité hoisi.
Nous verrons à l'Annexe A que notre système Saint-Venant multiouhe possède égale-
ment une énergie onsistante ave elle du modèle lassique à une ouhe. Cependant,
ette estimation n'est pas susante pour établir l'existene de solutions faibles. La di-
ulté majeure provient du manque de ontrle sur la hauteur H, pour les passages à la
limite dans les termes non linéaires. Plusieurs solutions ont été trouvées, en ajoutant des
termes de frition quadratique, de apillarité, en onsidérant diérents termes visqueux ; le
prinipe est d'établir des estimations a priori supplémentaires, ontrlant logH dans un
espae adéquat. Citons deux résultats d'existene de solutions faibles ainsi obtenus.
 Par exemple, P. Orenga [157℄ (1995) établit un théorème d'existene de solutions
faibles, pour un terme de visosité µH △U, ave des données initiales susamment
petites et des onditions de Dirihlet au bord du domaine. La majoration essentielle
est un ontrle de H logH dans L∞
(
0, T ;L1
)
.
 En onsidérant le terme visqueux div
(
H∇U), plus  onsistant  ave Navier-Stokes
('est le as que nous onsidèrerons dans la suite), il n'est pas possible de diviser
l'équation de la quantité de mouvement par la hauteur, il faut don proéder autre-
ment. En 2003, les travaux de D. Bresh, B. Desjardins et C.K. Lin [42℄ préparent les
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estimations néessaires. Ainsi, D. Bresh et B. Desjardins montrent dans [43℄ l'exis-
tene globale de solutions faibles pour système de Saint-Venant bidimensionnel ave
onditions aux bords périodiques, ainsi que des termes de apillarité et de fritions
linéaire et quadratique. Le point ruial ii est l'introdution d'une énergie parti-
ulière pour le système, la BD-entropie, qui permet de ompléter les estimations a
priori et d'obtenir susamment de ompaité sur la hauteur. Cette nouvelle énergie
fait apparaître une nouvelle vitesse
V := U+ µ∇ (logH) .
Remarquons qu'un élément lé dans l'obtention de es estimations est d'utiliser la onser-
vation de la masse pour érire une équation sur la fontion logH, sous la forme bidimen-
sionnelle :
∂t (H∇ logH) + div
(
H∇U)+ div (HU⊗∇ logH) = 0 .
Ainsi, si les tehniques de P. Orenga, omme elles de D. Bresh et B. Desjardins ont été
ensuite adaptées à des problèmes multiouhes (voir i-après), nous verrons à l'Annexe A
qu'il est diile de les appliquer à notre système multiouhe qui ne possède pas de lois
de onservations pour haque ouhe séparément.
Conernant l'étude des solutions fortes, nous renvoyons aux référenes bibliographiques du
Chapitre 2 p. 48. Retenons simplement que les estimations a priori sont plus  lassiques 
et que la restrition fondamentale dans es résultats est de onsidérer des onditions ini-
tiales en dehors des zones sèhes, 'est-à-dire une hauteur initiale du uide H0 minorée par
une onstante stritement positive. Cette hypothèse aura son analogue dans le Théorème 5
où nous établissons l'existene loale de solution forte pour notre modèle multiouhe.
Disrétisation. Abordons enn la problématique de la disrétisation et des simulations
numériques du modèle de Saint-Venant. La validité et l'eaité numériques de e système
sont largement reonnues et vont au-delà des onnaissanes théoriques du système. En
eet, des shémas simples peuvent traiter de manière réaliste des problèmes de rupture de
barrage dans lesquels la ondition de strite positivité de la hauteur n'est plus satisfaite.
Historiquement, les premières méthodes de disrétisation utilisées pour les équations de
Saint-Venant sont les éléments nis (voir par exemple la thèse de J. Proft [163℄). En eet,
sous leur formulation non onservative (hauteur-vitesse), leur lien ave les équations de
Navier-Stokes est mis en évidene et la disrétisation par éléments nis est don naturelle.
Cependant, nous privilégions ii une autre famille de méthodes, plus adéquates pour le
traitement de solutions disontinues, et liées à la formulation onservative du système :
les Volumes Finis. C'est la méthode que nous emploierons pour onstruire les shémas
numériques du Chapitre 3, mais également dans la Partie II de la thèse. Nous donnons don
maintenant quelques détails sur sa mise en oeuvre dans le ontexte du modèle lassique de
Saint-Venant, puisque le système introduit au Chapitre 2 aura une struture omparable.
Initialement utilisée pour la disrétisation des équations d'Euler, la méthode des volumes
nis est partiulièrement bien adaptée au système de Saint-Venant en raison de sa stru-
ture partiellement hyperbolique. En eet, le système homogène, qui s'érit en dimension 1
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d'espae : 

∂tH + ∂x(H U) = 0 ,
∂t(H U) + ∂x
(
H U2 + g
H2
2
)
= 0 ,
est un système stritement hyperbolique de deux lois de onservation, pourvu que la hauteur
H reste stritement positive. Ses valeurs propres réelles distintes sont alors
U −
√
gH et U +
√
gH .
Nous renvoyons aux ouvrages de D. Serre [169℄ pour l'étude théorique des problèmes hy-
perboliques. Ce qui nous intéresse ii, e sont des partiularités de es systèmes utiles à
la onstrution du shéma, à savoir la formulation onservative, et la propagation à vitesse
nie de l'information (qui permet l'utilisation de shémas expliites). Pour une desrip-
tion préise des méthodes volumes nis en général, nous renvoyons le leteur à quelques
ouvrages lassiques : eux de R. J. LeVeque [133, 134℄, de R. Eymard, T. Gallouët et
R. Herbin [84℄, ou enore d'E. Godlewski et P.A. Raviart [102℄. Nous présentons suin-
tement ii le prinipe général de la méthode pour une loi de onservation salaire (pas de
terme soure) :
∂tV + ∂xF (V ) = 0 . (1.13)
Nous onsidérons un shéma aux diérenes nies expliite en temps (typiquement Eu-
ler) et nous donnons un maillage du domaine spatial (xj+1/2)j∈Z : les noeuds du maillage
xj+1/2 sont les interfaes des ellules de ontrle ou mailles Cj =
(
xj−1/2;xj+1/2
)
. En inté-
grant l'équation (1.13) sur haque maille, nous approhons la solution non pas en valeurs
pontuelles aux noeuds du maillage, mais en valeurs moyennes sur haque maille (d'où
l'obtention d'une solution numérique onstante par moreaux, fonièrement disontinue).
Pour l'équation (1.13), le shéma s'érit :
V n+1j − V nj +
∆tn
∆xj
(
Fnj+1/2 − Fnj−1/2
)
= 0 ,
où V nj désigne une approximation de la moyenne de V sur la ellule Cj au temps t
n
. Enn,
le ux numérique Fnj+1/2 représente une approximation du ux F à l'interfae entre les
ellules Cj et Cj+1 au temps t
n
. Pare que l'on n'a pas d'information sur la solution aux
interfaes des mailles, la première diulté dans la onstrution du shéma réside dans le
hoix du ux numérique. C'est la multipliité de hoix possibles pour e ux, en fontion
de la physique du problème, qui fait la diversité des shémas volumes nis.
Dans ette thèse (au Chapitre 3, mais également dans la Partie II), nous nous restreindrons
aux shémas dits à trois points, pour lesquels le ux numérique s'érit :
Fnj+1/2 = F
(
V nj , V
n
j+1
)
,
où F est onsistant ave le ux ontinu, 'est-à-dire
F (V, V ) = F (V ) .
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Plus préisément, nous utiliserons essentiellement des ux de Lax-Friedrihs. Ce ux s'érit,
pour l'équation (1.13) :
F (V nj , V nj+1) = 12
[
F
(
V nj
)
+ F
(
V nj+1
)− ∆xj
∆tn
(
V nj+1 − V nj
)]
.
Outre la onsistane, le shéma doit également satisfaire des propriétés de stabilité. Un
ritère primordial est la ondition CFL, ondition néessaire (mais pas susante !) de
stabilité. Elle s'érit pour (1.13) et dans le as d'un shéma expliite à trois points :
λ := a∞
∆t
∆x
6 1 , (CFL)
où a∞ = max
v∈R
|F ′(v)|. Pour le ux de Lax-Friedrihs, ette ondition satisfaite entraîne
que pour tout temps n, la valeur V n+1j peut s'érire omme une ombinaison onvexe de
V nj−1 et V
n
j+1, ondition ruiale pour obtenir la stabilité du shéma. Cependant, e ux
provoquant de la diusion numérique, nous pouvons en utiliser des versions modiées. Il
s'agit de remplaer le oeient de visosité numérique ∆xj/∆t
n
par une valeur inférieure
µnj+1/2. Par exemple, dès que la ondition (CFL) est satisfaite, nous pouvons hoisir :
 le ux de Lax-Friedrihs loal (Rusanov), où µnj+1/2 = max
{|F ′(v)| : v ∈ (V nj ;V nj+1)},
 ou le ux de Lax-Friedrihs global (Roe), où µnj+1/2 = a∞.
Nous appliquerons ette dernière méthode dans les Chapitres 3 (ave des limiteurs de
pentes) et 4.
Remarque 2. Ces deux onditions de onsistane et de stabilité ne susent pas en général
pour démontrer la onvergene d'un shéma volumes nis, mais nous n'étudierons pas la
onvergene mathématique des shémas dans la Partie I. Nous verrons ependant à la Partie
II une autre propriété du ux numérique qui sera utile dans la preuve de onvergene,
elle d'être TVD (pour Total Variation Diminishing) (voir la Setion 2 de l'introdution
générale).
Evidemment, toutes les équations ne ressemblent pas à (1.13) et la question du hoix du
ux n'est pas la seule diulté. Par exemple, dans le as de Saint-Venant, il y a des termes
soures et des termes non onservatifs. Ainsi, en général, dans l'élaboration d'un shéma
volumes nis, nous devons répondre aux interrogations suivantes :
 quel hoix pour le ux numérique ? Est-il onsistant ?
 que faire lorsqu'il y a des produits non onservatifs ?
 omment disrétiser les termes soures ?
Pour répondre à es questions, nous nous basons sur la onnaissane que l'on a du problème
ontinu, 'est-à-dire ses propriétés de stabilité. Dans le as de Saint-Venant, les enjeux
disrets majeurs sont :
 la onservation de la positivité de la hauteur,
 la préservation des états stationnaires, notamment du  la au repos  (on parle alors
de shéma well-balaned),
 une inégalité d'entropie disrète.
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Au Chapitre 3, nous nous intéresserons essentiellement aux deux premiers points, laissant
de té la question d'une entropie disrète. Evoquons par exemple deux artiles qui pro-
posent des shémas well-balaned pour le système unidimensionnel ave le seul terme soure
topographique. Dans [98℄, T. Gallouët, J-M. Hérard et N. Seguin proposent un shéma de
type VFRoe-nv, où le traitement du terme soure se fait en ajoutant une équation au
système, de façon à garder un problème homogène, mais non onservatif. Dans [10℄, E.
Audusse, F. Bouhut, M.O. Bristeau, R. Klein et B. Perthame adoptent une stratégie dif-
férente : il s'agit de partir du solveur stable pour le problème homogène, et de disrétiser
le terme soure en s'appuyant sur l'état d'équilibre du  la au repos  , i.e. pour lequel
on a l'équilibre suivant :
∂x
(
g
H2
2
)
= −g H ∂xzb .
Au Chapitre 3, nous éviterons la diulté liée à la disrétisation du terme de topographie
en utilisant une topographie régulière. Par ailleurs nous onsidèrerons des shémas tout
expliites et à une seule étape en temps dans ette partie, même si la ondition CFL
devient ontraignante dans les as où la visosité µ est non nulle.
Remarque 3. Pourtant, les shémas expliites et à une seule étape ne sont pas toujours
adéquats, notamment pour traiter les problèmes hyperboliques d'ordre 1 possédant un
terme soure raide (sti ). Ce type de problème nous intéressera à la Partie II, 'est pour-
quoi nous adopterons alors une stratégie de splitting (voir la Setion 2 de l'introdution
générale).
Enn, il existe de multiples autres stratégies volumes nis de résolution numérique des
équations de Saint-Venant, omme les shémas inétiques (voir par exemple l'artile de B.
Perthame et C. Simeoni [160℄). Nous renvoyons également le leteur aux états de l'art sur
le système de Saint-Venant présentés dans les thèses d'E. Audusse [9℄ et F. Marhe [144℄.
Terminons ette partie sur les systèmes lassiques de Saint-Venant par quelques om-
mentaires. Il est dorénavant établi qu'ils sont très eaes numériquement, robustes et peu
oûteux, notamment pour simuler des problèmes hydrauliques ou tiers. Ils présentent
néanmoins quelques faiblesses. D'une part, le  bon omportement  numérique de es
équations n'est pas totalement ompris ni justié au niveau théorique. En eet, le système
est mal posé dans le vide (lorsque H atteint 0, perte de l'hyperboliité), son domaine de
validité est restreint aux eaux peu profondes et nous avons vu que sa fermeture rigoureuse
dans le as visqueux néessite des hypothèses bien partiulières (1.11). D'autre part, la
formulation même du système, en hauteur et vitesse moyenne sur la profondeur, entraîne
une perte d'information sur le prol vertial de la vitesse dans le uide.
An, d'un té, de pallier à e manque d'information sur la vitesse à l'intérieur du uide, et
de l'autre, de préserver la  formulation Saint-Venant  à l'eaité numérique reonnue,
des modèles intermédiaires entre les équations primitives et le système de Saint-Venant
ont été introduits, les modèles multiouhes de type Saint-Venant [12, 15℄.
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Modèles lassiques multiouhes de type Saint-Venant
Dans les modèles lassiques multiouhes, l'objetif prinipal est de réupérer de l'in-
formation sur le prol vertial des vitesses dans la ouhe de uide, mais sans s'aranhir
des restritions physiques du problème de Saint-Venant. Le prinipe général d'obtention
d'un tel système est, omme pour le modèle lassique de Saint-Venant, d'intégrer l'équa-
tion de onservation de la quantité de mouvement dans la diretion vertiale, mais ette
intégration s'eetue après une disrétisation vertiale du volume de uide. En d'autres
termes, il s'agit de déouper la hauteur totale du uide H en N ouhes :
H(t,x) =
N∑
i=1
hi .
La manière lassique de proéder à e  déoupage  , illustrée à la Figure 1.2 (pour N = 4),
onsiste à suivre la surfae libre, 'est-à-dire érire la hauteur hi de la ouhe i omme une
fration de la hauteur totale :
hi(t, x) = liH(t, x), ave 0 6 li 6 1,
N∑
i=1
li = 1 .
C'est ave ette approhe-i que les premiers modèles multiouhes (à un seul uide) ont
x
z
z4+1/2 = η(t, x)
0
h1(t, x)
h2(t, x)
h3(t, x)
h4(t, x)
H(t, x)
Free surfae
Bottom
z1/2 = zb(x)
z1+1/2(t, x)
z2+1/2(t, x)
z3+1/2(t, x) u4(t, x)
u3(t, x)
u2(t, x)
u1(t, x)
Fig. 1.2  Approhe multiouhe lassique.
été introduits. D'abord, E. Audusse propose en 2005 dans [12℄ une version sans éhange
de masse entre les ouhes, 'est-à-dire que, pour haque ouhe i, nous disposons de la loi
de onservation :
∂thi + ∂x (hi ui) = 0 ,
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où ui représente la vitesse du uide dans la ouhe i, i.e. la moyenne sur la ouhe i de la
vitesse horizontale :
ui(t, x) =
1
hi
∫ zi+1/2
zi−1/2
u(t, x, z)dz , 1 6 i 6 N . (1.14)
Il apparaît que le système multiouhe de [12℄ perd la propriété d'hyperboliité, et s'appa-
rente davantage à un modèle de N uides immisibles plutt qu'à elui d'un seul uide.
C'est pourquoi E. Audusse, M.O. Bristeau, B. Perthame et J. Sainte-Marie introduisent
en 2010 dans [15℄ un autre modèle multiouhe basé sur la même disrétisation vertiale
(voir la Figure 1.2), mais ave un terme d'éhange de masse entre les ouhes i et i+ 1, à
savoir :
∂thi + ∂x (hi ui) = wi+1/2 − wi−1/2 .
Ce nouveau système s'avère être hyperbolique et plus onsistant ave la physique du pro-
blème. La stratégie pour l'obtenir est basée sur les mêmes hypothèses que [101℄ et [87℄ et
s'applique rigoureusement (formellement) dans le as non visqueux. Pourtant, il subsiste
quelqu'inertitude dans le as ave visosité : ave la même hypothèse (1.11) que dans le
as à une ouhe [101℄, on retrouve dans les modèles [12, 15℄ le terme visqueux de (1.10)
dans haque ouhe, mais la justiation mathématique de e hoix est plus déliate ave
plusieurs ouhes qu'ave une seule.
Outre la dérivation formelle des systèmes multiouhes de [12℄ et [15℄, les auteurs en pro-
posent également une étude théorique : la question de l'hyperboliité est soulevée et une
inégalité d'entropie similaire à l'estimation d'énergie du système de Saint-Venant lassique
est établie.
Enn, le traitement numérique proposé est un shéma inétique et plusieurs propriétés du
shéma sont démontrées. Mais itons également d'autres travaux, essentiellement numé-
riques, qui démontrent l'eaité de es systèmes (en version biouhes au moins) pour
modéliser des zones tières ou de détroits [14, 13, 11, 59, 104℄.
Si les auteurs de [12, 15℄ n'étudient pas préisément l'existene de solutions, il existe
ependant plusieurs résultats d'existene de solutions faibles pour des systèmes biouhes.
Comme évoqué préédemment, es résultats sont basés sur les tehniques de P. Orenga si
le terme visqueux est sous la forme µhi △ ui ou elles de D. Bresh et B. Desjardins s'il
est de la forme µ div (hi∇ui). Citons par exemple les artiles [64, 95, 151, 161℄ de 2003 à
2006 pour le premier as, et l'artile de 2009 [76℄ qui adapte la BD-entropie à un modèle
biouhe. Il est important de retenir que es travaux onernent des modèles de deux uides
immisibles, qui possèdent don deux lois de onservations de la masse, à savoir
∂thi + div (hi ui) = 0 ,
e qui est ruial pour l'obtention des estimations d'énergies supplémentaires. Mais nous
nous intéressons ii à un modèle multiouhe pour un seul uide : nous ne disposons plus
de N lois de onservation mais d'une seule sur la hauteur totale du uide, omme dans le
modèle de [15℄.
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Nous venons ainsi d'évoquer trois modèles largement utilisés en oéanographie, plutt
 profonde  pour le modèle primitif et tière pour les modèles de Saint-Venant, à une ou
plusieurs ouhes. Le modèle que nous onstruisons dans la Partie I s'insrit plutt dans
le ontexte  eaux profondes  , bien qu'il ressemble, dans sa formulation, aux préédents
modèles multiouhes.
1.2 Travaux eetués : un autre modèle multiouhe de Saint-Venant
Dans la Partie I, nous introduisons un nouveau modèle multiouhe de type Saint-
Venant, à partir des équations primitives de l'oéan (ave dimension) (1.6). Ainsi, omme
nous allons le voir i-après, la formulation du système a des points ommuns ave eux de
[12, 15℄ mais le domaine d'appliation est fondamentalement diérent puisque nous restons
ii loin des zones tières. De fait les modèles ne sont pas vraiment omparables, si e n'est
sur la forme, la méthodologie employée pour la onstrution.
Voyons d'abord omment la stratégie que nous adoptons pour obtenir notre modèle est
similaire à elle de [12, 15℄. Nous déoupons aussi la hauteur du uide en ouhes mines,
mais e  déoupage  n'est pas fait de la même manière : nous ne suivons pas ii la surfae
libre, mais déoupons le uide en imposant les hauteurs des ouhes intermédiaires, omme
illustré à la Figure 1.3 (pour 4 ouhes).
H(t, x)
u1(t, x)
h4(t, x)
h3
h2
h1(x)
x
Bottom
Free surfae
z1+1/2
z2+1/2
z3+1/2
u4(t, x)
u3(t, x)
u2(t, x)
0
z4+1/2 = η(t, x)
z
z1/2 = zb(x)
Fig. 1.3  Une autre approhe multiouhe.
Préisément, la hauteur totale est divisée omme suit.
η − zb = H :=
N∑
i=1
hi, ave hi = zi+1/2 − zi−1/2 = O(h), 1 6 i 6 N, (1.15)
où la onstante h est xée et les noeuds zi+1/2 de la disrétisation vertiale sont donnés
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par (voir la Figure 1.3) :


z1/2 = zb(x),
zi+1/2 = i h, 1 6 i 6 N − 1,
zN+1/2 = η(t, x).
(1.16)
Le modèle multiouhe que nous dérivons au Chapitre 2 s'érit, pour tout (t,x) dans
R
+ ×R2 :


∂tH + divx
(
N∑
i=1
hi ui
)
= 0 ,
∂t (hN uN ) + divx
(
hn uN ⊗ uN + g h
2
N
2
)
= µ
(
divx (hN ∇xuN ) +DUzN+1/2 −DUzN−1/2
)
−g hN ∇xzb + wN−1/2 uN−1/2 − wN+1/2 uN+1/2
−f (hN uN )⊥ ,
∂t (hi ui) + divx (hi ui ⊗ ui) + g hi∇xhN = µ
(
hi∆xui +DU
z
i+1/2 −DUzi−1/2
)
−g hi∇xzb + wi−1/2 ui−1/2 − wi+1/2 ui+1/2
−f (hi ui)⊥ , 1 6 i 6 N − 1 .
(1.17)
Dans e système, le terme d'éhange de masse wi+1/2 désigne simplement la valeur de la
vitesse vertiale à l'interfae entre les ouhes i et i + 1, i.e. au point zi+1/2. Il est déni
par : 

w1/2 = u1 · ∇xzb,
wi+1/2 − wi−1/2 = −hi divx ui, 1 6 i 6 N − 1.
(1.18)
De même, ui+1/2 (notation identique à elle de [15℄) représente une approximation de la
vitesse horizontale à l'interfae zi+1/2. Si les auteurs de [15℄ hoisissent une reonstrution
upwind de e terme, nous onsidérons ii une moyenne :
ui+1/2 =


0 si i = 0 , N ,
(hi ui+1 + hi+1 ui) / (hi+1 + hi) si 1 6 i 6 N − 1.
(1.19)
Les termes DUzi+1/2 représentent les dérivées vertiales de la vitesse horizontale aux inter-
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faes zi+1/2 et viennent des termes visqueux vertiaux. Ils sont donnés par :
DUzi+1/2 =


κu1/µ si i = 0 ,
2 (ui+1 − ui)/(hi + hi+1) si 1 6 i 6 N − 1 ,
0 si i = N .
(1.20)
Ce système est alors une approximation en O
(
h
2
)
de (1.6), où h désigne la hauteur des
ouhes internes xée préalablement. Préisément, nous montrons la proposition suivante.
Proposition 4 (Chapitre 2, p. 49).
Supposons que les variations de la bathymétrie vérient :
∇xzb = O
(
h
)
. (1.21)
Alors le modèle multiouhe (1.17), où hi, ui+1/2 et wi+1/2 sont donnés respetivement par
(1.15), (1.19) et (1.18), est une approximation formelle des équations primitives (1.6) en
O
(
h
2
)
.
Dans le Chapitre 2, nous omparons brièvement e modèle ave eux de [12, 15℄, en sou-
lignant la diérene entre les termes visqueux : nous n'avons pas besoin ii d'hypothèse
partiulière sur les régimes de frition et visosité pour les équations primitives, et nos
termes de visosité s'obtiennent formellement naturellement.
Nous établissons également un théorème d'existene de solution forte loale pour la version
1D de (1.17) :

∂tH + ∂x
(
N∑
i=1
hi ui
)
= 0 ,
∂t (hN uN ) + ∂x
(
hn u
2
N + g
h2N
2
)
= µ
(
∂x (hN ∂xuN ) +DU
z
N+1/2 −DU zN−1/2
)
−g hN ∂xzb + wN−1/2 uN−1/2 − wN+1/2 uN+1/2 ,
∂t (hi ui) + ∂x
(
hi u
2
i
)
+ g hi ∂xhN = µ
(
hi ∂xxui +DU
z
i+1/2 −DUzi−1/2
)
− g hi ∂xzb
+wi−1/2 ui−1/2 −wi+1/2 ui+1/2 , 1 6 i 6 N − 1 .
(1.22)
où les termes de Coriolis n'apparaissent plus ar ils n'ont pas de sens en 1D. Introduisons
quelques notations avant d'énoner le théorème obtenu. Pour toute fontion f , on note ‖f‖
(resp. ‖f‖k) sa norme L2 (resp. Hk). Si f = (f1, . . . , fn) est multidimensionnelle, on dénit
sa norme Hk oordonnée par oordonnée :
‖f‖k :=
n∑
i=1
‖fi‖k .
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Par ailleurs, si B désigne un espae de Banah, k un entier naturel et T une onstante
positive, on note Lk∞(0, T ;B) l'espae de Banah formé des fontions f dénies sur [0, T ]
à valeurs dans B qui sont k fois diérentiables par rapport à t et dont toutes les dérivées
sont bornées dans B. Voii le théorème que nous obtenons.
Théorème 5 (Chapitre 2, p. 48).
Considérons le système (1.22) ave les onditions initiales
(U, hN )(0, x) = (U
0(x), h0N (x)) ∈ H2(R) , (1.23)
où U = (u1 . . . uN )
T
représente le veteurs des vitesses. Supposons
inf
x∈R
h0N (x) > η0 > 0 ,
pour une onstante positive η0 et notons E = 2 ‖(U0, h0N )‖2. Supposons également la régu-
larité de la topographie zb ∈ C2(R). Alors, il existe un temps T > 0 tel que le problème de
Cauhy (1.22)-(1.23) possède une unique solution (U, hN ) vériant :
U ∈ C(0, T ;H2(R)) ∩ C1(0, T ;L2(R)) ∩ L2 (0, T ;H3(R)) ,
hN ∈ C(0, T ;H2(R)) ∩ C1(0, T ;H1(R)) .
En outre, pour tout t de [0, T ],
∀x ∈ R , hN (t, x) >
(
inf
x∈R
h0N (x)
)
/2 > 0 .
Enn, on a les inégalités d'énergie suivantes :
‖(U, hN )(t)‖2 6 E ,
(∫ t
0
‖U(τ)‖23 dτ
)1/2
6 E .
Remarque 6. La preuve de e résultat utilise une deuxième formulation du problème, à
savoir un système de N équations paraboliques ouplées ave une équation de transport
sur la hauteur de la dernière ouhe hN (voir le système (2.3.1), p. 52), et repose sur la
méthode d'énergie de Nishida et Matsumura [146℄. En revanhe, nous n'obtenons pas de
résultat d'existene de solution faible. Il se trouve en eet que les tehniques employées par
D. Bresh et B. Desjardins [43℄ sont diiles à généraliser à notre problème multiouhe,
en partiulier pare que nous ne disposons pas de N équations de onservations de la masse
et que nous ne pouvons établir susamment d'estimations d'énergies (voir la Setion A.1
de l'Annexe A).
Remarque 7. Ce théorème est seulement loal en temps et surtout ontraint à l'hypothèse
de strite positivité de la hauteur de la ouhe supérieure hN . Mais ela ne onstitue pas
une faiblesse de notre modèle qui n'est pas destiné à dérire des zones sèhes. Au ontraire,
ette ontrainte permet de fournir un omportement dynamique à notre modèle, en lui
tant ou ajoutant des ouhes si la hauteur hN devient trop petite ou trop grande. Nous
verrons dans les simulations numériques du Chapitre 3 omment le nombre de ouhes du
modèle peut varier au ours du temps.
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Nous nous intéressons don au Chapitre 3 à la disrétisation par volumes nis du modèle
multiouhe (1.22). Pour ela, nous utilisons une troisième formulation du système mul-
tiouhe (voir le système (3.1.1) p. 66). Nous onstruisons don un shéma volume nis
expliite en temps, ave un ux de Lax-Friedrihs et des limiteurs de pente minmod. Par
ailleurs nous proposons également une disrétisation du même type pour le système primitif
(1.6) sans visosité ni frition, en utilisant une formulation lagrangienne du système.
Nous présentons ensuite des résultats numériques ave trois objetifs :
 montrer que notre modèle est au moins aussi bon que les modèles lassiques de
Saint-Venant et qu'il approhe orretement les équations primitives sans visosité,
 faire apparaître des reirulations à l'intérieur du uide,
 et illustrer le omportement dynamique du modèle : on peut ajouter et retirer des
ouhes par au-dessus.
Les Chapitres 2 et 3 sont réunis dans un artile soumis [165℄. Enn, nous présentons en
Annexe A de la Partie I quelques ompléments sur notre modèle multiouhe. Nous pré-
sentons quelques éléments sur son énergie en 1D à la Setion A.1, ainsi que des simulations
numériques supplémentaires à la Setion A.2.
2 Partie II : analyse d'un shéma préservant l'asymptotique
Dans ette setion, nous dérivons les motivations initiales qui ont onduit au travail
de la Partie II, eetué en ollaboration ave F. Filbet [94℄. Nous en résumons ensuite les
prinipaux résultats.
Le phénomène qui nous intéresse ii est elui de la relaxation, qui apparaît dans de nom-
breuses situations physiques [65, 142℄ : par exemple en théorie inétique des gaz monoato-
miques, si un état d'équilibre est perturbé, le système relaxe graduellement vers l'équilibre.
Ce méanisme de relaxation existe également dans les matériaux élastiques ave mémoire,
ou dans les transitions de phases. Il est souvent représenté dans les équations par un
oeient ε > 0, soit grand (phénomène relativement lent par rapport aux éhelles de
temps aratéristiques), soit très petit (phénomène très rapide, quasiment instantané).
Cela onstitue un enjeu à la fois mathématique et numérique si l'on souhaite modéliser et
simuler e proessus dans lequel plusieurs éhelles de temps s'arontent. Le entre de nos
préoupations est l'enjeu numérique, mais il est primordial de omprendre la physique du
problème au niveau ontinu avant de le disrétiser.
Si les travaux réalisés ii onernent un modèle jouet hyperbolique, nous sommes néan-
moins motivés par les équations inétiques. C'est pourquoi nous ommençons par évoquer
brièvement l'équation de Boltzmann dans un adimensionnement partiulier. Nous rappe-
lons les résultats existants sur la limite singulière lorsque le libre parours moyen tend vers
0 ('est-à-dire lorsque le gaz relaxe très vite vers un équilibre thermodynamique), résultats
qui se situent au niveau ontinu. Nous abordons ensuite la problématique du traitement
numérique ainsi que les solutions préédemment apportées : an de fournir une disrétisa-
tion du problème inétique qui soit en adéquation ave la limite hydrodynamique lorsque
le paramètre de relaxation tend vers 0, le adre hoisi est elui des shémas préservant
l'asymptotique. Nous en donnons une dénition et nous dérivons plusieurs stratégies déjà
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développées et validées numériquement pour les équations inétiques. Puis nous délaissons
les modèles inétiques pour nous onentrer sur les problèmes hyperboliques de relaxation.
En eet, ils onstituent un adre inétique simplié (à vitesses disrètes) pour lequel une
analyse mathématique rigoureuse peut être plus failement onduite. Nous examinons don
plusieurs travaux eetués dans e ontexte, tant sur le plan ontinu que disret. Enn,
nous introduisons notre modèle simplié issu de la famille des problèmes hyperboliques de
relaxation et présentons notre shéma préservant l'asymptotique ainsi que nos résultats.
2.1 Motivation et état de l'art
Nous avons vu à la setion préédente une desription marosopique d'un uide. En
se plaçant à un autre niveau d'observation, à l'éhelle mésosopique, on regarde plutt
l'évolution d'une fontion de distribution f(t, x, v), dépendant du temps, de l'espae et de
la vitesse des partiules. C'est l'approhe utilisée pour la desription des gaz raréés. Les
équations qui en déoulent sont les équations inétiques, omme par exemple l'équation de
Boltzmann. Elle s'érit, en version adimensionnée et pour un nombre de Mah ν ≡ 1 :
∂f
∂t
+ v · ∇xf = 1
ε
Q(f, f). (Pε)
Cette équation traduit que les partiules de gaz sont transportées à leur vitesse v et rentrent
en ollisions ; le méanisme de ollision est symbolisé par l'opérateur de ollisions Q(f, f),
pondéré par un oeient sans dimension 1/ε. Le paramètre ε, stritement positif, est
appelé le nombre de Knudsen. Il est déni omme le rapport entre le libre parours moyen
et une dimension spatiale aratéristique de l'éoulement et  mesure  la fréquene de
ollisions des partiules, don la raréation du gaz : plus ε est prohe de 0, plus il se
produit de ollisions, et plus le omportement du gaz est prohe de elui d'un uide, 'est-
à-dire que la vision marosopique devient plus pertinente pour le dérire : le gaz relaxe
vers un équilibre loal aratérisé par :
Q(f, f) = 0.
Préisément, le régime asymptotique ε → 0 dans (Pε) onduit aux équations d'Euler
ompressibles. Conernant l'étude mathématique de ette limite hydrodynamique
(5)
, nous
renvoyons par exemple aux travaux formels de C. Cerignani [60℄, et à une preuve rigoureuse
pour des solutions régulières de R.E. Caish [53℄.
Cette  onnaissane  du lien entre le problème inétique et le problème hydrody-
namique au niveau ontinu va s'avérer ruiale dans le développement de méthodes nu-
mériques pour le problème inétique. En eet, une disrétisation (Pεh) (où h représente le
paramètre de disrétisation) de l'équation (Pε) est d'autant plus eae et robuste qu'elle
reste stable pour toutes les valeurs du paramètre ε. Aussi est-il naturel de souhaiter qu'elle
soit onsistante ave la limite hydrodynamique ontinue (P0) (onnue !) lorsque ε → 0.
L'ambition des mathématiiens dans e ontexte est don de onstruire un shéma pour le
modèle inétique possédant deux propriétés :
5
Il existe d'autres limites hydrodynamiques : pour un nombre de Mah ν = ε, on obtient à la limite
ε → 0 les équations de Navier-Stokes inompressibles [21, 22, 23℄
2 Partie II : analyse d'un shéma préservant l'asymptotique 21
 la stabilité par rapport au paramètre ε,
 la onsistane ave le problème de l'équilibre loal à la limite ε→ 0.
Cependant, pour réaliser es objetifs, nous sommes soumis à des ontraintes purement
numériques dont nous devrons tenir ompte dans la suite :
 lorsque ε tend vers 0, le terme soure devient raide, e qui motive un traitement
impliite en temps pour s'aranhir de la ontrainte ∆t = O(ε),
 mais le terme soure est (toujours) non linéaire et non loal, e qui néessite une
attention partiulière lors de sa disrétisation pour éviter un oût de alul prohibitif
de la méthode impliite.
An de répondre à es problématiques, S. Jin, L. Pareshi et G. Tosani [124, 119℄ dé-
nissent en 1998 la notion de shémas préservant l'asymptotique (ou "Asymptoti Pre-
serving", abrégé dans la suite par AP) : 'est la onstrution d'un tel shéma qui nous
intéresse ii.
La notion de shéma  préservant l'asymptotique .
Nous utilisons la dénition suivante [92, 119℄ :
Dénition 8. Un shéma numérique Pεh pour (Pε) est dit AP si
1. il fournit une disrétisation stable du problème (Pε) pour toute valeur de ε > 0, et
lorsque ε tend vers 0, à h xé, il onduit à un shéma P0h onsistant ave le problème
limite (équilibre loal) P0 ;
2. les termes impliites de ollisions peuvent être implémentés expliitement.
Shématiquement, il s'agit de faire ommuter le diagramme suivant (sans oublier les ontraintes
numériques) :
Pεh
h
↓
0

ε→ 0
// P0h
h
↓
0

Pε
ε→ 0
// P0
Les shémas AP sont aujourd'hui largement employés pour la disrétisation des équations
inétiques, dans toute sorte d'asymptotique
(6)
. Pour des problèmes de limite diusive,
omme le transfert radiatif, beauoup s'y sont intéressés depuis les années 1990. A la suite
de [124, 125℄ en eet, les auteurs, S. Jin, L. Pareshi et G. Tosani, ont partiipé à plusieurs
ollaborations. Nous pouvons iter par exemple les artiles de S. Jin ave C.D. Levermore
[122℄, F. Golse [103℄, P. Degond [77℄ et J.-G. Liu [78℄, puis ave F. Filbet [92, 93℄. L. Pa-
reshi et G. Tosani ont aussi ollaboré, ensemble ou séparément, ave L. Gosse [106, 107℄,
6
Quel que soit l'adimensionnement eetué et le régime asymptotique étudié (nombre de Mah, libre
parours moyen), la philosophie  préservant l'asymptotique  reste la même.
22 Introdution générale et présentation des travaux
F. Filbet [89℄, E. Gabetta [96℄, G. Dimaro [81, 80℄. Evoquons également les travaux réents
de J.-A. Carrillo, Th. Goudon, P. Latte et F. Veil [56, 57, 105℄ et eux de M. Bennoune,
M. Lemou et L. Mieussens [25℄, ainsi que l'artile de F. Filbet [91℄ et toutes les référenes
bibliographiques de es papiers.
Dans [25℄ par exemple, M. Bennoune, M. Lemou et L. Mieussens proposent une solution
basée sur une déomposition mirosopique/marosopique de l'inonnue qui a l'avantage
de fournir une méthode relativement systématique pour traiter diérents types d'opérateurs
de ollisions puisque leur déomposition utilise seulement les propriétés basiques telles que
les lois de onservations et les équilibres loaux. Dans [96℄, E. Gabetta, L. Pareshi et
G. Tosani utilisent une pénalisation de l'opérateur de ollision Q par une fontion linéaire
de la fontion de distribution. Plus réemment dans [92, 93℄, F. Filbet et S. Jin pénalisent
l'opérateur de Boltzmann par elui de BGK. C'est ette tehnique de pénalisation que nous
appliquerons à notre exemple simple (voir i-après).
Cependant, les résultats existants sur l'étude mathématique des shémas AP pour les
équations inétiques onernent seulement des as partiuliers. Par exemple, F. Golse, S. Jin
et C.D. Levermore établissent dans [103℄ des estimations d'erreurs ainsi que la preuve que
la onvergene de leur shéma est uniforme par rapport à ε pour l'équation de transfert
linéaire 1D : les auteurs utilisent en partiulier la onnaissane de la limite diusive de
l'équation de transport lorsque le libre parours moyen tend vers 0. Mais les équations
inétiques non linéaires restent des problèmes de omplexité élevée. C'est pourquoi nous
nous intéressons à un ontexte simplié dans lequel une analyse mathématique rigoureuse et
omplète des shémas AP peut être onduite plus failement : les problèmes hyperboliques
omportant un terme soure de relaxation.
Les problèmes hyperboliques de relaxation.
Il est naturel d'étudier de tels problèmes en raison de leur omplexité réduite et de leur
lien ave la théorie inétique. Citons notamment deux exemples lassiques de systèmes
hyperboliques (linéaires) de relaxation souvent qualiés de modèles inétiques à vitesses
disrètes. Le système de Broadwell [48, 135℄ (à 3 vitesses en 1D) d'une part possède deux
lois de onservation (masse et moment) et un théorème H. Les simulations numériques de
la Setion 4.6 du Chapitre 4 onerneront e modèle. D'autre part le modèle de relaxation
semi-linéaire de S. Jin et Z.P. Xin [126℄ est un système inétique à deux vitesses qui s'érit :


∂tu
ε + ∂xv
ε = 0 ,
∂tv
ε + a ∂xu
ε = −1
ε
(vε −A(uε)) .
(2.1)
Etant donné que la stratégie de disrétisation préservant l'asymptotique s'appuie essentiel-
lement sur la onnaissane, au niveau ontinu, de l'équilibre loal ('est-à-dire la limite
ε → 0 pour l'exemple (2.1)), nous rappelons maintenant quelques éléments théoriques
sur les systèmes hyperboliques de relaxation à travers l'exemple simple de la relaxation
semi-linéaire (2.1).
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Une ondition néessaire de stabilité. Comme dans le domaine inétique, la pré-
sene d'un (unique) équilibre loal et la onvergene du problème de relaxation vers et
équilibre lorsque ε tend vers 0 sont soumis à des onditions de stabilité, liées à la stru-
ture mathématique des équations. Un élément ruial de la théorie de es systèmes est
une ondition de stabilité, dite ondition sous-aratéristique ou ondition de stabilité de
Shizuta-Kawashima dans le as des systèmes en dimension plus grande que 1 [29, 129℄.
Considérons l'exemple (2.1) pour l'illustrer.
D'une part, e système, observé à ε > 0 xé, ontient deux phénomènes qui s'arontent.
Il possède une partie stritement hyperbolique, de vitesses aratéristiques
√
a et −√a.
Il est don bien onnu que ses solutions peuvent développer des disontinuités. Mais un
autre phénomène entre en onurrene ave le transport, la relaxation, symbolisée par le
terme soure et qui est un méanisme d'autant plus rapide que le paramètre ε > 0 est
petit. Cet autre phénomène peut onférer au système un aratère dissipatif sous ertaines
onditions [29℄. Il est même néessaire de lui imposer une telle propriété si l'on souhaite
obtenir l'existene globale en temps de solutions régulières.
D'autre part, en regardant (2.1) sous un autre angle, nous pouvons le voir omme une
perturbation de la loi de onservation hyperbolique, suivante :
∂tu+ ∂xA(u) = 0 . (2.2)
En eet, en prenant formellement ε = 0 dans (2.1), il vient :
v −A(u) = 0 ,
on s'attend don à e que, à la limite ε = 0, u soit solution de (2.2), appelé le système
à l'équilibre. Or, le problème de Cauhy pour (2.2) admet, sous ertaines onditions, une
unique solution entropique et sa vitesse aratéristique est sup |A′(u)|. Il est don évident
que l'éventuelle onvergene d'une solution (uε, vε) de (2.1) vers (u,A(u)) où u est une
solution de (2.2) est soumise à une ondition de stabilité néessaire, qui doit relier les valeurs
propres des deux systèmes, tous les deux de nature hyperbolique : 'est la ondition sous-
aratéristique, qui demande que les valeurs propres du système à l'équilibre (2.2) soient
 entrelaées  entre elles du problème perturbé (2.1). Cela se traduit don ii par :
∀u , |A′(u)| < √a . (2.3)
C'est une ondition néessaire pour établir la onvergene (en un sens à dénir) de (uε, vε)
(l'unique solution de (2.1)) vers (u,A(u)), où u est l'unique solution entropique de (2.2).
Observons formellement le lien entre ette ondition et le aratère dissipatif de (2.1)
lorsque ε tend vers 0. Utilisons pour ela le développement de Chapman-Enskog, qui s'érit
ii
vε = A(uε) + ε vε1 +O
(
ε2
)
.
En introduisant ette expression dans le système (2.1), nous obtenons en supprimant les
termes d'ordres élevés en ε la orretion du premier ordre de la loi de onservation (2.2) :
∂tu+ ∂xA(u) = ε ∂x (β ∂xu) , (2.4)
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où β = a − (A′(u))2. Ainsi le aratère parabolique de (2.4) est ontraint à la ondition
(2.3).
Remarque 9. Il est important de préiser que la ondition sous-aratéristique n'est pas
toujours vérifée, e qui peut entraîner des diultés numériques. Cela se produit lorsque le
transport est non linéaire : itons les travaux à e sujet de C. Masia et R. Natalini [145℄ ou
l'artile de S. Jin et M.A. Katsoulakis [121℄. En réalité, dans le adre qui nous intéresse ii,
le transport est linéaire : nous pouvons don failement vérier ette ondition de stabilité,
et même en déduire l'existene d'une entropie dissipative pour le système  perturbé .
Pour la preuve rigoureuse de la onvergene vers l'équilibre pour le modèle de Jin-Xin,
nous renvoyons à l'artile de R. Natalini [152℄. Nous en verrons une adaptation à notre
système à l'Annexe B de la Partie II. La preuve proposée dans [152℄ se situe dans le adre
mathématique des fontions à variations bornées (BV) et des solutions faibles ave la
régularité L1loc et repose sur des estimations de ompaité uniformes en ε. Les estimations
utilisent en partiulier une propriété intéressante du système (2.1) : la quasi-monotonie
(voir [108, 170℄, ainsi que le rappel de la dénition à l'Annexe B, p. 128). Cette propriété
permet d'obtenir un prinipe de omparaison utile pour l'uniformité des estimations. Enn,
pour des exposés détaillés sur les systèmes hyperboliques de relaxation en général, nous
nous référons aux travaux de G.Q. Chen, T.P. Liu et C.D. Levermore [65℄, à l'artile
fondamental de T.-P. Liu [142℄, ainsi qu'à l'artile de revue de R. Natalini [154℄ et les
référenes de es papiers.
Disrétisation. La littérature onernant la disrétisation de systèmes hyperboliques de
relaxation généraux est, omme dans le adre inétique, très rihe ! Nous tenons ependant
à distinguer deux grandes familles de stratégies numériques. D'une part, les shémas dits
 de relaxation  ont pour objetif premier de traiter un système de lois de onservations
(le problème à l'équilibre) en introduisant une relaxation  artiielle  : dans e as, nous
renvoyons par exemple aux travaux d'A. Chalabi [61, 62℄, et Y. Qiu [63℄. D'autre part,
et 'est le point de vue adopté dans ette thèse, il y a les shémas AP, visant à traiter
le problème de relaxation lui-même, pout toutes les valeurs possibles du paramètre de
relaxation. Nous renvoyons une fois de plus aux travaux de S. Jin, L. Pareshi et G. Tosani
[124, 125℄, mais également eux de S. Jin [120℄ ave C.D. Levermore [123℄, Z. Xin [126℄
et F. Filbet [92℄, ou enore les artiles de D. Aregba-Driollet et R. Natalini [8℄ ou de L.
Pareshi et G. Russo [158℄, ainsi que leurs référenes bibliographiques.
Cependant, même si l'eaité de es méthodes est aujourd'hui largement illustrée par les
simulations numériques, peu de travaux proposent une analyse mathématique des shémas
onstruits. D. Aregba-Driollet et R. Natalini [8℄ proposent et analysent un shéma AP
pour le système de Jin et Xin (2.1). Les auteurs y adaptent les arguments de [152℄ au
niveau disret. A. Chalabi [61, 62, 63℄ obtient également la onvergene de shémas semi-
impliites de relaxation pour des lois de onservation salaires ou des systèmes ave terme
soure quelonque pouvant être raide. Par ailleurs, F. Filbet et S. Jin, dans [92℄, appliquent
leur méthode AP à un système hyperbolique non linéaire de relaxation et établissent des
estimations sur le shéma semi-disret en temps.
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Ainsi, à notre onnaissane, les études théoriques onernent des systèmes très partiuliers
(par exemple (2.1)) ou sont partielles, montrant la onvergene des shémas sans aborder
préisément la question de la onsistane ave le problème limite, 'est-à-dire la propriété de
préserver l'asymptotique dans la dénition 8. Parmi la profusion des travaux sur e sujet,
il apparaît toutefois quelques traits aratéristiques ommuns aux diérentes stratégies
de disrétisation employées. Nous itons ii trois propriétés que nous retiendrons pour
onstruire notre shéma :
 La struture hyperbolique du problème étudié nous ore, omme nous l'avons déjà
évoqué à la Setion 1 de l'introdution, un adre privilégié de méthodes numériques,
elui des volumes nis [133, 134℄.
 Le terme soure pouvant devenir raide et engendrer des ontraintes numériques, nous
adopterons, omme dans les artiles préédemment ités, une stratégie de splitting.
Préisément, il s'agit de traiter la partie transport lors d'une première étape (qui
peut don être expliite), puis de disrétiser la partie relaxation de manière impliite
ou semi-impliite.
 Enn, pour obtenir des estimations d'erreurs et la onvergene pour notre shéma
(voir la remarque 2), nous utiliserons pour le transport un ux Total Variation Dimi-
nishing (ou TVD) [133℄, 'est-à-dire qui fait diminuer la variation totale de la solution
numérique. Notons que la variation totale est la version disrète de la semi-norme
des fontions à variations bornées : e sera un outil ruial à la fois pour assurer la
stabilité du shéma, mais également pour montrer la onvergene au niveau disret
vers l'équilibre loal en adaptant les arguments du niveau ontinu.
Dans la Partie II, nous tentons de fournir une étude omplète d'un shéma AP (possédant
les trois propriétés i-dessus) pour un modèle inétique à deux vitesses généralisant le
système de Jin-Xin (2.1). La desription du modèle ainsi que le résumé des travaux fait
l'objet de la setion suivante.
2.2 Travaux eetués : résultats de onvergenes pour un modèle simple
L'analyse que nous proposons dans le Chapitre 4 onerne un modèle généralisant le
modèle de Jin et Xin (2.1) qui s'érit :


∂tu
ε + ∂xv
ε = 0 ,
∂tv
ε + a ∂xu
ε = −1
ε
R(uε, vε),
(2.5)
où le paramètre de relaxation ε joue le rle du nombre de Knudsen en théorie inétique,
tandis que le terme soure R est l'analogue de l'opérateur de ollision de l'équation de
Boltzmann : nous le souhaitons le plus général possible. Ainsi, nous onsidèrerons une
fontion non linéaire et possédant omme son analogue inétique un unique équilibre loal
(7)
, à savoir :
R(u, v) = 0 ⇔ v = A(u) . (2.6)
7
Cela revient à demander à R de satisfaire le théorème des fontions impliites.
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Remarquons que l'équilibre loal est le même que elui de (2.1), le problème de l'équilibre
est don aussi (2.2).
Stratégie de disrétisation. Comme annoné préédemment, nous onstruisons un
shéma de splitting dont la première étape traite la partie transport par un shéma de
Lax-Friedrihs. Ensuite, la deuxième étape onsiste à disrétiser le système diérentiel
ordinaire sur (t∗; tn+1) : 

∂tu = 0 ,
∂tv = −1
ε
R(u, v),
u(t∗) = u∗ , v(t∗) = v∗ ,
(2.7)
où (u∗, v∗) représente la solution de l'étape de transport (nous avons enlevé les exposants ε
par soui de larté). Pour ette étape, nous utilisons une tehnique de pénalisation omme
dans [96, 92℄. Plus préisément, dans le même esprit que dans [92℄, où F. Filbet et S. Jin
pénalisent l'opérateur de Boltzmann par l'opérateur BGK, nous pénalisons l'opérateur R
ave l'opérateur semi-linéaire de Jin-Xin, à savoir :
L(u, v) := v −A(u) .
En eet, en introduisant ette fontion dans (2.7), il vient :


∂tu = 0 ,
∂tv +
1
ε
v = −1
ε
(R(u, v) −L(u, v)) + 1
ε
A(u),
u(t∗) = u∗ , v(t∗) = v∗ .
(2.8)
En utilisant ette formulation, nous pouvons don intégrer exatement le membre de gauhe
de l'équation sur v, puis traiter de manière impliite seulement le dernier terme raide
restant, A(u)/ε, qui a le bon goût de se aluler expliitement puisque sur l'intervalle
(t∗, tn+1) la fontion u est onstante ! Ce shéma Pεh ainsi que sa version  relaxée  P0h
sont dérits préisément à la setion 4.2.1 p. 96 du Chapitre 4.
Résultats théoriques. Pour les shémas ainsi onstruits, nous obtenons diérents ré-
sultats de onvergenes, ainsi que des estimations d'erreurs qui justient le diagramme
ommutatif de relaxation pour notre modèle. Ils sont énonés à la setion 4.2.2 et résumés
i-dessous.
Notons h = (∆x,∆t) le paramètre de disrétisation. Le ouple (uε,n; vε,n) désigne la solu-
tion du shéma Pεh et la déviation par rapport à l'équilibre loal est donnée par :
δε,n = vε,n −A (uε,n) .
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Théorème 10.
Sous ertaines onditions sur le terme soure, ainsi que la ondition sous-aratéristique,
les inégalités suivantes sont vériées.
(i) Contrle de la déviation par rapport à l'équilibre :


‖δε,n‖1 ≤ C ε+
∥∥δε,0∥∥
1
e−β0 t
n/ε ∀n ≥ 0, ε > 0,
‖δε,n‖1 ≤ e−β0 t
n/ε
∥∥δε,0∥∥
1
+ C∆t e−β0∆t/ε si ε < ∆t.
(ii) Convergene du shéma (non uniforme en ε) :
∫
R
|uεh(t, x)− uε(t, x)| + |vεh(t, x)− vε(t, x)| dx
≤ C
ε
(
∆t
(∥∥δε,0∥∥
L1
ε
+ 1
)
+ ∆x1/2
)
.
(iii) Consistane ave le problème limite (asymptotique ε → 0) :
‖uεh(t)− uh(t)‖1 + ‖vεh(t)− vh(t)‖1 ≤ Ct e−β0∆t/ε
[
1 +
∥∥δ0,0∥∥
1
]
.
Dans les preuves de es estimations, nous utilisons tous les outils préédemment mention-
nés. Nous imposons en partiulier un ertain nombre de ontraintes sur le terme soure
an de vérier la ondition de stabilité sous-aratéristique (setion 4.2 p. 94). Nous éta-
blissons ensuite des estimations a priori dans L∞ et BV , en s'appuyant sur un prinipe
de omparaison omme dans le as ontinu (setion 4.3 p. 99). Les résultats de ompaités
ainsi établis permettent de montrer la onsistane du shéma ave le problème limite (se-
tion 4.4 p. 104). Nous terminons le Chapitre 4 par l'analyse des erreurs de onsistane en
utilisant la formule des aratéristiques et en diéreniant à haque étape l'erreur venant
de la partie transport de elle venant de la partie relaxation, e qui nous permet de mon-
trer la onvergene du shéma (setion 4.5, p. 108). Enn, nous présentons à l'annexe B la
preuve du théorème 1.1 (p. 93), 'est-à-dire le résultat de onvergene vers l'équilibre loal
au niveau ontinu. Nous adaptons à notre as les arguments de R. Natalini dans [152℄.
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oulement sanguin
Cette dernière setion introduit et présente la Partie III de la thèse. Ce travail en ol-
laboration ave V. Mili²i¢ et K. Pihon Gostaf [150℄ a été initié au CEMRACS 2009, dans
le adre du projet RUGOSITY, proposé par E. Bonnetier, D. Bresh et V. Mili²i¢. Comme
dans la première partie, nous nous intéressons à un problème d'éoulement de uide, dans
une desription marosopique. Cependant le modèle qui nous préoupe provient ette fois
d'une problématique médiale : nous souhaitons mettre en évidene l'inuene de la pose
d'un stent (aussi appelé endoprothèse ou tuteur vasulaire) dans une artère sur l'éoule-
ment sanguin. Nous ommençons don ette setion en dérivant le ontexte médial dans
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lequel intervient e dispositif. Puis nous soulevons la question de la modélisation mathé-
matique. Un aspet majeur de ette modélisation est la présene de deux éhelles spatiales
dans le problème. En eet, la petite taille du stent (disons ε) onstitue une éhelle  miro-
sopique  relativement à la taille de l'artère, 'est-à-dire le domaine  marosopique .
Nous dérivons alors les diultés mathématiques et numériques liées à et aspet multi-
éhelles et quelques moyens de les surmonter, à savoir la dérivation de lois de parois. Enn,
nous évoquons quelques résultats existants avant de résumer les ontributions du Chapitre
5.
3.1 Motivation médiale
L'étude de la irulation sanguine dans le orps (hémodynamique) intéresse de nom-
breux sientiques dès le XV IIème sièle. Le physiien et médein J.L.M. Poiseuille [162℄
propose au milieu du XIXème sièle l'un des premiers modèles d'éoulement sanguin dans
les artères et met en évidene un prol aratéristique laminaire et permanent d'éoule-
ment : le prol de Poiseuille, sur lequel nous reviendrons plus tard.
Il existe plusieurs phénomènes pouvant aeter l'éoulement du sang ; elui qui nous préo-
upe ii est l'anévrisme. C'est une dilatation loalisée de l'artère, qui peut être provoquée
par le dépt de graisse dans l'artère (athérome). Cela engendre la formation d'une pohe de
taille variable sur l'artère, appelée sa (voir la Figure 1.6) Cette pathologie n'est pas sans
risque. En eet, l'éoulement sanguin aux abords d'un sa anévrismal devient turbulent et
peut engendrer la réation d'un aillot ; en outre, une rupture d'anévrisme peut entraîner
un aident vasulaire érébral (AVC).
Une possibilité de traitement de l'athérome ou de l'anévrisme (non rompu) est une in-
tervention hirurgiale, l'angioplastie, illustrée à la Figure 1.4
(8)
: elle onsiste à insérer
un dispositif métallique maillé et tubulaire (le stent ou tuteur vasulaire) dans l'artère,
an de repousser ontre la paroi e qui obstrue le tube et empêhe le sang de s'éouler
normalement.
Plusieurs types de es dispositifs métalliques existent, nous pouvons en observer deux
exemples partiuliers à la Figure 1.5
(9)
.
D'un point de vue expérimental, la pose d'un stent semble permettre de ralentir l'évolu-
tion (le grossissement) des sas d'anévrisme, tout en y laissant iruler le sang et diminuant
les eets turbulents de l'éoulement à leurs abords [16, 141℄. Notre objetif est alors de
fournir un modèle apable de rendre ompte, par des simulations numériques, de telles
observations. Or s'il existe de nombreux modèles mathématiques d'éoulement sanguin
dans des artères sans stent, la présene de ette rugosité dans le domaine d'éoulement
engendre des diultés supplémentaires, aux niveaux mathématique et numérique, liées à
l'aspet multi-éhelles du problème. En eet, la petite taille du stent onstitue une éhelle
8
Cette image provient de la page wikipédia http ://fr.wikipedia.org/wiki/Stent.
9
Ce sont des modèles onçus et ommerialisés par l'entreprise Cardiatis www.ardiatis.om.
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Fig. 1.4  Angioplastie.
Fig. 1.5  Deux modèles de stents.
 mirosopique  qui vient s'ajouter à l'éhelle  marosopique  globale de l'artère.
Donnons-nous quelques ordres de grandeurs des diérentes éhelles spatiales du problème :
 diamètre de l'artère fémorale :∅A = 6mm
 épaisseur totale du stent : ε = 0.25mm
 épaisseur d'une spire du stent : ε = 0.04mm
 diamètre d'un globule rouge : ∅RC = 0.008mm.
Aussi sera-t-il fondamental de prendre en ompte orretement la rugosité du domaine
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dans les équations an d'étudier l'inuene eetive du stent. En outre, d'un point de vue
numérique, nous devrons envisager une alternative au maillage diret du domaine rugueux,
trop oûteux.
3.2 Modélisation mathématique : état de l'art
Commençons par remarquer que la situation qui nous intéresse ii appartient à une fa-
mille de problèmes mathématiques largement étudiés : les problèmes rugueux en méanique
des uides. La littérature onernant l'étude des eets d'une rugosité sur l'éoulement d'un
uide est extrêmement rihe. Nous pouvons iter par exemple les travaux d'Y. Ahdou,
O. Pironneau, F. Valentin, et P. Le Talle [2, 3, 4℄, eux d'Y. Amirat et J. Simon [6℄ ou
enore eux de D. Gérard-Varet et A. Basson [24℄, ainsi que les référenes de es artiles.
Dans e ontexte, il apparaît un phénomène de ouhe limite au voisinage de la bordure
rugueuse qui modie le omportement du uide. Cela onstitue essentiellement un enjeu
numérique, ar en général, les grilles de disrétisations ne sont pas assez nes pour ap-
turer orretement les rugosités de taille ε (très petit) du domaine. Une possibilité pour
surmonter ette diulté numérique est une modiation des équations au niveau ontinu,
à savoir la dérivation de lois de parois. Il s'agit de onditions aux limites artiielles sur le
bord d'un domaine tif  lisse  , à l'intérieur du domaine rugueux. Alors les eets de la
rugosité seront ontenues dans de nouvelles équations, elles-mêmes posées dans un domaine
géométrique lisse, faile à disrétiser.
L'obtention de lois de parois onstitue l'objetif prinipal du présent travail. Avant ela, il
est néessaire d'établir un modèle mathématique adapté à notre ontexte partiulier. Pour
ela, nous devrons évoquer la question de la modélisation pour trois aspets du problème :
 l'artère, ave ou sans stent (domaine lisse ou rugueux),
 le uide et ses propriétés,
 le régime de l'éoulement.
Préisons les hypothèses et notations pour la modélisation de notre domaine rugueux, l'ar-
tère stentée. Comme dit préédemment, il onvient d'en dérire l'aspet double éhelle,
grâe au paramètre ε > 0, la taille aratéristique de la rugosité (le stent). Nous hoi-
sissons, pour simplier, de ne pas prendre en ompte l'élastiité des parois des artères et
de onsidérer des géométries 2D (10) , qui peuvent ependant être vues omme des oupes
longitudinales d'artères 3D (il est raisonnable de onsidérer un éoulement à symétrie y-
lindrique). La variable x1 désigne la diretion horizontale, x2 la diretion vertiale.
Le type de stent que nous modélisons est ouvert des deux tés, omme à la Figure 1.5
(11)
, tandis que nous nous ontenterons de trois géométries simples d'artères, à savoir :
 un tube horizontal aux parois rigides, dans lequel l'éoulement se fait de la gauhe
vers la droite.
10
Les simulations de l'Annexe C onernent ependant des artères 3D.
11
Il existe des modèles de stents fermés à une extrémité, e qui peut se modéliser par une interfae
poreuse entre deux  boîtes  , omme dans les modèles étudiés par M.A. Fernández, J.-F. Gerbeau et V.
Martin [86℄ (problème de Stokes), puis les mêmes auteurs ave A. Caiazzo [55℄ (problème de Navier-Stokes
omplet). Ces modèles de stents sont plutt utilisés pour traiter les anévrismes intra-raniens.
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 un domaine d'éoulement prinipal omme i-dessus, ave une bifuration ave une
artère ollatérale vertiale (Figure 1.6 à gauhe),
 un domaine d'éoulement prinipal omme i-dessus, ave ette fois la présene d'un
sa d'anévrisme au-dessous (Figure 1.6 à droite).
Fig. 1.6  Deux géométries simples d'artères ave stent : ave une artère ollatérale
(gauhe) ; ave un sa anévrismal (droite).
Le stent est modélisé par le graphe d'une fontion périodique ou quasi-périodique, ou enore
par une suession périodique de petites billes irulaires de taille ε (ela onstitue le bord
rugueux Γε du domaine).
Nous utilisons les mêmes notations pour désigner les domaines, que e soit dans le as
d'une seule artère ou d'une bifuration, omme illustré aux Figures 1.7 et 1.8 : Ω0 désigne
le domaine marosopique lisse (l'artère sans le stent, 'est le domaine tif), Ωε est le
domaine rugueux (aussi marosopique), où ε représente la taille aratéristique du stent.
En outre, le shéma de droite des Figures 1.7 et 1.8 résulte d'un zoom sur une ellule
mirosopique Z+ ∪ P , 'est-à-dire par passage de la variable spatiale  lente  x à la
variable  rapide  y = x/ε.
x2
Ω0
Γ1
Γ0
x1
x2
Ωε
x2 = 0
x2 = 1
P
y2
y1
Γ
Γ1
P0
Γǫ
x1
x1 = 0 x1 = L
Γin Γout Z+ ΓrΓl
Fig. 1.7  Domaine rugueux, domaine lisse, ellule mirosopique (as de la géométrie
simple : une seule artère)
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Γin
Γ1
Γ2
Γε
Γout,2
Γ0
Ω1,ε
Ω2
Γ2
Γout,1
Z+
Z−
P
Σ
Γin
Γ1
Γ2
Γout,2
Γ0
Ω1
Ω2
Γ2
Γout,1
Q
Fig. 1.8  Domaine rugueux, domaine lisse, ellule mirosopique (as d'une bifuration
entre l'artère prinipale horizontale et une autre artère ou un sa anévrismal au-dessous)
Dans es géométries simpliées, nous devons maintenant modéliser le sang et le régime
d'éoulement dans lequel il se trouve. Là enore, de nombreux paramètres et propriétés
biologiques sont en jeu et il onvient de ibler orretement eux que nous voulons eetive-
ment représenter. Rappelons que l'objetif prinipal de e travail est de fournir un modèle
traduisant les eets du stent sur l'éoulement sanguin, tout en évitant un suroût numé-
rique dû au maillage de la rugosité. Nous nous ontentons don de présenter des modèles
très simples. En partiulier, dans les travaux que nous itons i-après, nous employons une
desription marosopique du problème :
 le sang est onsidéré omme un uide newtonien, inompressible, visqueux et homo-
gène
(12)
;
 et l'éoulement du uide est dérit par des équations dérivées du problème de Navier-
Stokes omplet, suite à diérentes hypothèses simpliatries (notamment la station-
narité ou la linéarisation). Plusieurs types de onditions aux limites sont onsidérées.
Nous nous restreindrons également à un problème salaire, n'étudiant que le prol
de la vitesse axiale uε ∈ R (et la pression pε).
Méthodologie générale d'obtention de lois de parois. Partant du système de
Navier-Stokes dans le domaine rugueux par exemple, omplété par des onditions aux
limites ad ho, la dérivation d'une loi de paroi dépend évidemment du type de ondition
au bord imposée (glissement, non-glissement, et), mais on peut en dégager une métho-
dologie générale [99, 100℄, inspirée des tehniques lassiques d'homogénéisation [68, 168℄.
Cette théorie, a été introduite initialement pour dérire le omportement des matériaux
omposites, aratérisés par le fait de ontenir des hétérogénéités, petites en omparaison
ave la dimension globale du matériau : pour étudier l'inuene au niveau marosopique
des hétérogénéités mirosopiques, on introduit dans le modèle un petit paramètre ε > 0
représentant l'éhelle des impuretés, puis on tente d'évaluer des approximations à divers
12
Nous avons bien onsiene que 'est une hypothèse extrêmement simpliatrie de ne pas onsidérer
le aratère fondamentalement non newtonien et non homogène du sang (mélange de plasma et de globules
rouges). A défaut d'une réelle justiation, la raison en est que notre objetif prinipal est la modélisation
de la rugosité.
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ordres de la solution lorsque ε tend vers 0. Il s'agit de formuler un ansatz de développement
asymptotique (type Chapman-Enskog) de la solution sous la forme :
uε(x) = u0
(
x,
x
ε
)
+ ε u1
(
x,
x
ε
)
+ . . . , (3.1)
pour injeter ela dans les équations, orriger les onditions aux limites et enn rassembler
les termes d'ordres égaux relativement à ε. Shématiquement, voii les diérentes étapes
qui nous intéressent :
1. point de départ : problème salaire d'inonnues uε et pε dans le domaine rugueux
Ωε. Formulation d'un ansatz du type (3.1) dans le domaine rugueux.
2. Approximation marosopique d'ordre 0, (u0, p0), dans le domaine lisse Ω0 ( !) :
ii, nous souhaitons réupérer le prol de Poiseuille, 'est-à-dire un prol parabolique
de vitesse en la variable vertiale x2, typique de l'éoulement d'un uide visqueux
dans un tube droit en régime permanent et laminaire [162℄.
3. Approximation d'ordre 1 multi-éhelles (Uε, Pε) dans le domaine rugueux Ωε, qui
néessite en partiulier :
 un hoix de prolongement de (u0, p0) au domaine rugueux (nous verrons qu'il en
existe plusieurs),
 puis, suivant e hoix, l'introdution de orreteurs de ouhe limite (CCL) au
niveau mirosopique (β, π) (dans la ellule mirosopique, en variable rapide y =
x/ε), an de orriger les erreurs ommises à la fois sur la partie Ωε\Ω0, ainsi que
sur les onditions au bord rugueux Γε,
 et enn une orretion marosopique dans tout le domaine rugueux Ωε.
4. Enn, on se ramène à une approximation dans le domaine lisse, en moyennant l'an-
satz, an de supprimer les osillations mirosopiques. On obtient ainsi (uǫ, pǫ), so-
lution d'un système dans le domaine lisse Ω0, omplété par une loi de paroi impliite
sur la frontière Γ0 ontenant l'information de la rugosité. Suivant les onditions aux
limites hoisies initialement, ette loi de paroi possède diérente dénominations :
Navier, Beavers, Joseph, et (voir par exemple [115℄).
Un état de l'art de modèles d'artères ave stent. A notre onnaissane, les premiers
travaux proposant une analyse rigoureuse de lois de parois onernent le problème de Pois-
son ave des onditions aux limites homogènes de Dirihlet sur tout le bord d'un domaine
rugueux : les artiles d'Y. Ahdou, O. Pironneau [1℄ ave F. Valentin [4℄ et P. Le Talle [3℄.
Par ailleurs, W. Jäger et A. Mikeli¢ [112, 114, 115℄ se sont intéressés au ontat entre un
uide visqueux et un milieu poreux, dont la modélisation géométrique peut s'apparenter
à l'illustration de la Figure 1.8. Les auteurs y étudient le même type de onditions aux li-
mites que dans les travaux préédemment ités ; ependant les tehniques de prolongement
de la solution à l'ordre 0 du domaine lisse au domaine rugueux dièrent (nous utilise-
rons à la Partie III la stratégie d'Y. Ahdou, qui onsiste en un prolongement linéaire, et
non onstant, dans la partie rugueuse). Pour autant, les deux stratégies onduisent aux
mêmes lois de parois impliites moyennées. En eet, dans [39, 40℄, D. Bresh et V. Mili²i¢
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unient les deux approhes, dérivent des lois de parois et établissent des estimations d'er-
reurs pour un modèle d'artère ave stent ave la géométrie de la Figure 1.7, périodique. Ils
onsidèrent un problème de Poisson partiulier pour la omposante axiale uε ∈ R de la
vitesse du uide, ave des onditions sur les bords Γε et Γ1 de type Dirihlet, ainsi que des
onditions entrantes et sortantes périodiques en vitesse sur les bords latéraux Γin et Γout.
Le as d'un éoulement dirigé en pression (plus réaliste dans le ontexte de l'éoulement
sanguin) est aussi étudié par W. Jäger et A. Mikeli¢ [116, 117℄, toujours pour un éoulement
de type Poiseuille. Pour le ontexte des artères ave stent, e sont les artiles de D. Bresh,
V. Mili²i¢ et E. Bonnetier [33, 34℄ qui sont à la base des travaux de la Partie III. Les
auteurs adaptent leurs résultats préédents au as non périodique, ave des onditions
aux limites latérales de type Neumann. La présene de onditions de Neumann empêhe
la généralisation immédiate des résultats pour les onditions de Dirihlet et néessite des
estimations plus déliates, dites très faibles [155℄. Les estimations a priori sont améliorées
ensuite par V. Mili²i¢ [147℄. Evoquons enn que des résultats existent sur des rugosités
aléatoires [24℄. Pour la géométrie ave bifuration (Figure 1.8), nous renvoyons à l'artile
de V. Mili²i¢ [148℄, dans lequel l'auteur étudie un problème de Stokes, toujours stationnaire
et dirigé en pression.
Dans tous les travaux préédemment ités, le régime d'éoulement étudié est station-
naire. Bien que es éléments bibliographiques soient loin d'être exhaustifs, peu de travaux
onernent des éoulements instationnaires (itons néanmoins [113, 67℄ par exemple) et
l'objetif prinipal de la Partie III est de généraliser les résultats de [40℄ au as d'un pro-
blème de Stokes instationnaire, dirigé en pression.
3.3 Présentation des résultats
Le travail présenté dans la Partie III [150℄ généralise les résultats obtenus dans [40℄ et
[148℄ au as d'un problème de Stokes instationnaire, où l'éoulement est dirigé en pression.
L'idée est de se diriger vers un modèle d'éoulement plus réaliste, à savoir :
 une partie permanente établie : prol de Poiseuille,
 plus une perturbation périodique en temps due au pouls : prol de Wommersley.
Préisément, nous onsidérons la géométrie plus simple de [40℄, illustrée à la Figure 1.7.
Le problème de départ s'énone omme suit.
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Trouver uε tel que : 

∂tuε −∆uε +∇pε = 0 dans Ωε
div uε = 0 dans Ωε
uε = 0 sur Γ1 ∪ Γε
pε = pin(t) sur Γin
pε = pout = 0 sur Γout
uε est x1-periodique
(3.2)
On suppose que la pression est périodique en temps et ne dépend que de x1 en espae :
on peut se restreindre à la résolution d'un problème salaire sur la vitesse horizontale uε.
Avant de suivre les étapes lassiques pour l'obtention de lois de paroi (présentées brièvement
à la setion préédente), le point de départ est un passage en série de Fourier en temps,
possible grâe aux hypothèses de périodiités faites. Nous sommes ainsi ramenés à résoudre
le problème suivant, pour tout mode k ∈ Z∗ : trouver uˆǫ,k tel que

(ik −∆) uˆǫ,k = Cˆk dans Ωε ,
uˆǫ,k = 0 sur Γε ∪ Γ1 ,
uˆǫ,k x1 − périodique sur Γin ∪ Γout .
(3.3)
où Cˆk est le k-ième oeient de Fourier de la pression entrante. Les étapes suivantes, à
savoir ansatz sur le développement de la solution, approximation d'ordre 0, uˆ0,k, introdu-
tion de orreteurs, approximation d'ordre 1, Uˆǫ,k (ontenant la variable lente et la variable
rapide) dans le domaine rugueux, puis sa moyennisation par rapport à la variable rapide
uε,k, et enn la solution Vˆε,k de la loi de paroi impliite (de type Navier) dans le domaine
lisse sont plus ou moins onservées. Il est toutefois intéressant de souligner deux faits :
 les modes de Fourier n'intéragissent pas ave la fréquene d'osillation de la rugosité
(heureusement !) ;
 et dans e adre de modèle jouet, on obtient toutes les estimations, à haque étape du
proessus d'approximation, de manière direte, sans invoquer de résultats théoriques
abstraits : par exemple, les solutions très faibles à la Ne£as [155℄ sont alulées ii
expliitement, grâe à des hypothèses simpliatries telles que la forme simple du
domaine Ω0 = [0, 1]
2
et à l'existene, notamment, d'une base hilbertienne de L2 (Ω0).
Nous résumons dans la proposition suivante les résultats obtenus au Chapitre 5 (estimations
d'erreurs suessives et loi de paroi).
Proposition 11.
On a les estimations suivantes :
‖uˆǫ,k − uˆ0,k‖H1(Ωε) ≤ c1
√
ǫ , ‖uˆǫ,k − uˆ0,k‖L2(Ω0) ≤ c2 ǫ . (3.4)
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‖uˆǫ,k − Uˆǫ,k‖H1(Ωε) ≤ c3 ǫ , ‖uˆǫ,k − Uˆǫ,k‖L2(Ω0) ≤ c4 ǫ3/2 . (3.5)
‖uˆǫ,k − uε,k‖L2(Ω0) ≤ c5 ǫ3/2 . (3.6)
Enn, le problème d'approximation marosopique dans le domaine lisse s'érit :

(ik −∆)Vˆε,k = Cˆk dans Ω0 ,
Vˆε,k = 0 sur Γ1 ,
Vˆε,k = ε β
∂Vˆε,k
∂x2
sur Γ0 ,
Vˆε,k est x1-periodique sur Γin ∪ Γout .
(3.7)
De plus, on a les estimations d'erreurs suivantes :
‖uˆǫ,k − Vˆε,k‖L2(Ω0) ≤ c6 ǫ3/2 et
∥∥∥uˆǫ,k − Vˆε,k∥∥∥
H1(Ω0)
≤ c7
√
ǫ. (3.8)
Toutes les onstantes sont indépendantes du mode de Fourier k onsidéré.
La dernière setion du Chapitre 5 vérie numériquement les ordres d'approximations établis
préédemment. Enn, nous présentons en Annexe C des simulations diretes d'une artère
3D ave un sa d'anévrisme, ave ou sans stent, an de omparer la diérene de oût de
disrétisation suivant la taille ε du stent.
4 Conlusions, perspetives et travaux en ours
Dans ette setion, nous ommentons d'abord brièvement les résultats de la partie II et
présentons une piste de reherhe que nous explorons atuellement autour de e shéma AP.
Puis nous proposons d'autres perspetives de reherhe dans le ontexte de la dynamique
des uides à surfae libre.
4.1 Sur l'analyse du shéma AP pour le système de Broadwell
Comme dit préédemment, le travail de la partie II trouve sa motivation initiale dans
le domaine de la théorie inétique des gaz. Nous tentons don atuellement de onduire
une analyse de notre shéma AP pour des modèles plus physiques que le modèle jouet à
deux vitesses, tels que le modèle de Broadwell ou plus généralement des modèles inétiques
possédant un nombre ni quelonque de vitesses. Malheureusement, il apparaît très vite
que les tehniques employées pour l'analyse du shéma dans [94℄ (estimations uniformes
dans L∞ et BV ) ne peuvent pas s'étendre au système de Broadwell. En eet, toutes les
estimations a priori reposent fortement sur un prinipe de omparaison pour les systèmes
quasi-linéaires possédant une propriété de monotonie. Le système de Broadwell ne béné-
ie pas de ette propriété ! Il onvient don d'adopter une nouvelle approhe pour traiter
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e problème, en l'abordant sous un angle réellement inétique. Nous avons à l'esprit les
résultats de onvergene vers l'équilibre hydrodynamique de l'équation de Boltzmann via
des méthodes de dissipation d'entropie (voir par exemple l'ouvrage de C. Villani [177℄ et
ses référenes). An de donner une idée générale de la méthodologie et des tehniques
que nous souhaitons appliquer à notre shéma numérique ave F. Filbet, faisons quelques
ommentaires sur le problème de Broadwell et itons quelques référenes bibliographiques.
Pour l'essentiel, nous nous sommes basés sur l'ouvrage de C. Villani [177℄ pour les onsi-
dérations générales, puis sur le ours de H. Cabannes, R. Gatignol et L.-S. Luo sur les
modèles inétiques à vitesses disrètes [52℄ et l'artile de F. Berthelin, A.E. Tzavaras et A.
Vasseur [27℄, ainsi que les référenes de es travaux.
Deux formulations du système. Tout d'abord, la formulation  physique  du pro-
blème de Broadwell [48℄ est une version simpliée de l'équation de Boltzmann. Préisément,
le système rend ompte de l'évolution au ours du temps de fontions de distribution de
partiules fi d'un gaz soumis à deux méanismes : le transport des partiules, à leurs vi-
tesses vi, et leurs éventuelles ollisions modélisées par un opérateur de ollision quadratique
Qi. Dans le as de Broadwell, ou dans tout modèle dit  inétique à vitesses disrètes 
la simpliation vient du fait que l'espae des vitesses des partiules est disret (et borné
dans notre as), e qui simplie également grandement l'opérateur de ollision. Dans une
version 1D, nous partons ii du modèle à 4 vitesses, +1, 0 et −1 (deux types de partiules
se transportant à la vitesse nulle) :


∂tf+ + ∂xf+ =
1
ε Q+ ,
∂tf0 =
1
ε Q0 ,
∂tf− − ∂xf− = 1ε Q− ,
(4.1)
où l'opérateur de ollision est donné par :


Q+ = f
2
0 − f+ f− ,
Q0 = −Q+ ,
Q− = Q+ .
La formulation  uide  s'interprète alors omme le système omposé des deux lois de
onservation assoiées aux moments d'ordres 0 et 1 en vitesse de la fontion de distribution,
omplété d'une équation sur le moment d'ordre 2 ave un terme soure de relaxation.
Préisément, rappelons le  hangement de variables  qui orrespond au alul des-dits
moments, d'ordre 0 pour ρ, 1 pour m et 2 pour z :


ρ = f+ + 2 f0 + f− ,
m = ρ u = f+ − f− ,
z = f+ + f− .
(4.2)
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La formulation en moments de (4.1) s'érit don :

∂tρ+ ∂x (ρ u) = 0 ,
∂t (ρ u) + ∂xz = 0 ,
∂tz + ∂x (ρ u) = −1ε ρ
(
z − 12
(
ρ+ ρ u2
))
.
(4.3)
Ainsi, nous disposons de deux formulations diérentes du problème, mais qui ne sont pas
vraiment  équivalentes  : nous sommes partis d'un modèle physique (4.1) qui représente
l'évolution de fontions distributions de partiules, don des fontions positives ! Rien ne
donne pour autant de onditions de signes si l'on fait le hemin inverse de (4.3) à (4.1).
Une façon de voir ette non équivalene des formulations, ainsi que le fait que la  bonne 
formulation pour e qui nous intéresse est plutt (4.1), est de regarder la ondition de
stabilité de Shizuta-Kawashima [29, 129, 179℄, évoquée préédemment et qui onerne les
problèmes hyperboliques de relaxation
(13)
.
Limite hydrodynamique, ondition de stabilité. Considérons d'abord la forme (4.3) :
'est un système de lois de onservation ave un terme soure de relaxation. Nous avons
vu que la légitimité (stabilité) de la limite lorsque le paramètre de relaxation ε tend vers
zéro est soumise à une ondition de stabilité reliant les valeurs propres du système ave
elles de sa limite de type  Euler  :

∂tρ+ ∂x (ρ u) = 0 ,
∂t (ρ u) + ∂x
(
1
2
(
ρ+ ρ u2
))
= 0 .
(4.4)
Cette ondition peut s'observer, omme dans le modèle de Jin-Xin, en faisant formellement
un développement de Chapman-Enskog de la solution de (4.3) autour de l'équilibre :{
z =
1
2
(
ρ+ ρ u2
)}
.
On peut aussi érire (toujours formellement) l'entrelaement des valeurs propres de (4.4)
entre elles de (4.3) (qui sont évidemment +1, 0 et −1). Il vient ainsi :
|u| <
√
2 . (4.5)
Or si l'on s'intéresse à la version  physique  , 'est-à-dire en termes de distributions, alors
la positivité requise des fontions fi implique en partiulier :
|u| =
∣∣∣∣ f+ − f−f+ + 2f0 + f−
∣∣∣∣ ≤ 1 ,
ondition qui ontient don la ondition (4.5) ! Nous ne nous intéresserons don plus à e
ritère de stabilité dans la suite, ar nous nous onentrerons sur la vision inétique.
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Notons néanmoins l'artile de R. Natalini [153℄, dans lequel l'auteur se plae du point de vue hyper-
bolique et propose une interprétation inétique d'un système de relaxation quasi-linéaire pour approher
une loi de onservation multidimensionnelle non linéaire. Il montre alors la onvergene vers la solution
entropique du problème relaxé, sous la ondition sous-aratéristique et ave une hypothèse de monotonie
sur les Maxwelliennes. La démarhe de e travail est diérente de la notre.
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Equilibres loaux. Avant de pouvoir passer à la limite hydrodynamique, lorsque le libre
parours moyen (∼ ε) tend vers 0, il nous faut aratériser les équilibre loaux de notre
problème, à savoir les équivalents des Maxwelliennes loales de l'équation de Boltzmann,
qui annulent l'opérateur de ollision. Pour les aluler, on se donne les deux moments
transportés au ours du temps, ρ > 0 et ρ u ∈ R. Alors, on peut exprimer les Maxwelliennes
loales de (4.1) assoiées à es moments omme suit :

M+ =
ρ
4
(1 + u)2 ,
M0 =
ρ
4
(
1− u2) ,
M− =
ρ
4
(1− u)2 .
(4.6)
Entropie et onvergene vers l'équilibre loal. L'un des ingrédients essentiels des
méthodes de dissipation d'entropie pour établir la limite hydrodynamique des équations
inétiques est le élèbre Théorème H de Boltzmann [32℄, qui arme que la fontionnelle
H de Boltzmann, aussi appelée entropie, est déroissante au ours du temps (14) . Fort heu-
reusement, ette fontionnelle d'entropie possède son analogue dans les modèles inétiques
à vitesses disrètes omme le système de Broadwell :
H(f) :=
∑
i
fi ln(fi) ,
où dans notre as i ∈ {+, 0, 0,−}. Le Théorème H s'érit alors :
d
dt
H(f(t, ·)) ≤ 0 .
Remarque 12. Notons au passage que ette entropie (onvexe !) est bien également une
entropie  au sens hyperbolique  pour le système de relaxation (4.3). Elle est en outre
bien dissipative au sens de l'artile de G.Q. Chen, T.P. Liu, et C.D. Levermore [65℄ : elle
onfère en eet au terme soure de relaxation le aratère dissipatif requis par la dénition
de [65℄ (grâe au Théorème H).
En fait, ave ette fontionnelle d'entropie, tout reste à faire. Si l'on souhaite montrer
la onvergene vers l'équilibre hydrodynamique via une méthode d'entropie, le prinipe
général est le suivant :
 La première idée est de mesurer la distane à l'équilibre, non pas en norme L1 omme
nous l'avons fait dans [94℄, mais plutt  en entropie  . Il s'agit de montrer que
l'entropie relative,
H (f |M) := H(f)−H(M)−H ′(M) (f −M)
tend vers 0 lorsque le paramètre ε tend vers 0 (ou lorsque t tend vers +∞).
14
Cette entropie  mathématique  orrespond en eet, au signe près, à l'entropie physique qui, elle,
roît au ours du temps.
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 Pour e faire, un outil primordial est la fontionnelle de dissipation d'entropie D
dénie par :
d
dt
H(f(t, ·)) := −1
ε
D(f(t, ·)) .
On souhaite alors montrer que ette fontionnelle ontrle, en un sens, l'entropie
relative. Il vient ensuite, en utilisant la dénition de D que l'entropie relative vérie
une inégalité diérentielle, e qui permet d'établir sa onvergene vers 0, ave parfois
même un taux de onvergene expliite.
 Enn, on peut obtenir que la onvergene en entropie implique la onvergene en
norme L1, à l'aide d'inégalités de type Csisár-Kullbak-Pinsker [74℄.
Ainsi, nous avons établi le programme qu'il nous faut suivre pour tenter de faire passer
tous les arguments au niveau disret. Evoquons pour terminer un autre travail (parmi
d'autres !) qui propose également d'appliquer es tehniques à un shéma exponentiel de
Runge-Kutta pour des équations inétiques, elui de G. Dimaro et L. Pareshi [81℄.
4.2 Autour des modèles de uides géophysiques à surfae libre
Dans le prolongement du travail de la partie I, je m'apprête à intégrer, à Toulouse
sous la diretion de J.-P. Vila, un groupe de reherhe sur la modélisation et la prévision
de irulations oéaniques. Il s'agit essentiellement du modèle primitif, mais prenant en
ompte plus de paramètres physiques tels que la température et la salinité. L'objetif sera
de travailler à la fois sur le modèle mathématique et sur le ode opérationnel déjà existant.
En parallèle, je souhaiterais étudier les équations des rivières, ou problème des roll
waves, plus partiulièrement d'un point de vue numérique : serait-il possible d'appliquer
à e système un shéma AP du même type que elui de la partie II ? Il s'agit en eet du
problème de Saint-Venant sur un plan inliné ave une loi de frition quadratique [121, 179℄.
Après un adimensionnement, le problème peut s'érire sous la forme d'un système de deux
lois de onservation ave un terme soure de relaxation :

∂th+ ∂x(hu) = 0 ,
∂t(hu) + ∂x
(
hu2 + g
h2
2
)
=
1
ε
(
g hS −Cf u2
)
,
(4.7)
où S désigne la pente de la topographie, et Cf le oeient de frition. Il apparaît que
lorsque e système viole la ondition sous-aratéristique [121, 127℄, 'est-à-dire lorsque la
pente est trop grande relativement à la frition (ondition également reliée au nombre de
Froude), on peut néanmoins voir s'installer un régime stable périodique : des roll waves.
La question est don de savoir si l'on peut adapter le shéma onstruit à la partie II, même
si le ritère de stabilité n'est pas vérié, et si l'on peut observer numériquement es ondes
de surfaes, bien répandues dans la nature.
Première partie
Approximation des équations de
Navier-Stokes inompressibles à
surfae libre : un modèle
Saint-Venant multiouhe dynamique
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Chapitre 2
Derivation of a dynami multilayer
shallow water model of
approximation of free surfae
Navier-Stokes equations ; existene of
loal in time strong solution
We propose a new simple approximation of the visous primitive equations of the oean
inluding Coriolis fore (2.1.1), by a multilayer shallow water type model. Using a nite
volume type disretization in the vertial diretion, we show that our system is a onsistent
approximation of (2.1.1) and we ompare it briey with other multilayer shallow water type
existing models. Next, existene and uniqueness of loal in time strong solution is proved
for the new model.
2.1 Introdution and Main Result
The main goal of this work is to propose a simple and numerially eient model of geo-
physial ows suh as large-sale oean irulations. Many of these ows are generally
desribed by the inompressible Navier-Stokes equations with a free surfae [137℄. Due
to the mathematial omplexity of this system, dierent approximations are usually per-
formed, whih aim in partiular at nding a ompromise between physial onsisteny
and reasonable omputational ost. Going beyond the Boussinesq approximation [159℄ we
start our study by onsidering an homogeneous uid (water), with density equal to one.
Moreover we use the so-alled hydrostati approximation, that is we assume the pressure
is hydrostati and is not an unknown of the problem. Preisely, the departure model on-
sists in the primitive equations of the oean, given in the onservative form below. We
use bold haraters to indiate vetor valued funtions or variables. Hene the 3D velo-
ity of the uid, for whih we separate the horizontal omponent and the vertial one as
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U = (u, w)T ∈ R3, satises in a loal frame (x, z) the set of equations:

divx u+ ∂zw = 0 ,
∂tu+ divx(u⊗ u) + ∂z(w u) +∇xp = −f u⊥ + µ∆u ,
∂zp = −g ,
(2.1.1)
onsidered for
t > 0 , (x, z) ∈ Ωt =
{
(x, z) ∈ R× R+ | zb(x) 6 z 6 η(t,x)
}
,
where zb is the topography (not depending on time) and η is the free surfae. The uid
depth is given by
H(t,x) = η(t,x) − zb(x) .
The onstant µ > 0 is the visosity oeient and f > 0 is the Coriolis parameter also
hosen onstant. Indeed, in this approximation we onsider the latitude on the earth as
a onstant, and our loal frame (x, z) an be seen as a xed artesian frame [159℄. Hene
the gravitational fore is supported by the vertial diretion, whose modulus is the gravity
onstant g. The hydrostati pressure p is therefore given, for all t, x, z by:
p (t,x, z) = g (η (t,x)− z) .
The system is ompleted with boundary onditions. We use the subsript s (resp. b) to
indiate that the funtion is evaluated at the surfae (resp. the bottom). On the one hand,
it holds a kinemati equation and the ontinuity of stresses at the free surfae:

∂tη + us · ∇xη = ws ,
∂zus = ∇xus · ∇xη ,
(2.1.2)
when onsidering the atmospheri pressure equal to zero. At the bottom, we impose no
penetration and a Navier type wall law [41℄, with a onstant laminar frition oeient κ,
that is: 

ub · ∇xzb = wb,
κub = µ∂zub.
(2.1.3)
This set of equations (or more ompliated versions), though an approximation of Navier-
Stokes, has been widely studied for deades. On the one hand, it is today used in many
operational preditive models of oean irulations. On the other hand, its mathematial
justiation, based on a sale analysis of the physial problem, has been done rigorously.
See the pionner artiles [139℄ for formal derivations and existene results for wind driven
ows; [20℄ for rigorous justiations. Roughly speaking, this hydrostati pressure approx-
imation relies on an asymptoti expansion of the Navier-Stokes equations with respet to
a small dimensionless parameter ε (aspet ratio), that is the shallow water assumption:
ε =
H0
λ0
≪ 1 (2.1.4)
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where H0 and λ0 are the harateristi depth and the typial horizontal wavelenght of the
oean.See [137, 159℄ for more details.
Although the primitive equations are simpler than the full Navier-Stokes system, they
still ontain two main diulties: non linearity and time dependeny of the spatial domain.
Therefore many other model are built, either from the Navier-Stokes problem, or from
the primitive equations. In partiular, one lassial way to dispense with the moving
spatial domain is to perform an integration of the equations in the vertial diretion. This
leads to the lassial shallow water (Saint-Venant) model (see for example the rigorous
derivation with at bottom [101℄, [75, 87, 143℄ for a small topography, [35, 37℄ for an
arbitrary one). The main assets of suh a model are the redution of the spatial dimension
of the problem and its mathematial properties, leading in partiular to a very eient
numerial treatment. Indeed the hyperboli formulation (away from vauum) allows the
use of robust nite volume shemes, even able to handle dambreak situations and wet/dry
front for hydrauli or ostal problems [98, 160℄.
But this system still has also some drawbaks. On the one hand, its good numerial
behavior is not fully understood from a mathematial point of view. Indeed, although
it is well justied when departing from the Euler equations, its visous version requires
additional assumptions to allow the losure of the system [101, 171, 179℄. Moreover, it is
not well posed neither in the vauum nor for large variations of the free surfae. On the
other hand, onsidering the solution to this system, one an only reah the mean value of
the horizontal veloity in the z diretion. Therefore we loose information on the vertial
prole of the veloity eld.
In the present work, we stay in the ontext of deep water: we want to propose a onsis-
tant approximation of the primitive model (2.1.1)(2.1.3), whih redues the mathematial
omplexity. Hene, in order to keep information on the vertial prole of the veloity eld,
while taking advantage of the numerial eieny of the shallow water formulation, we will
perform a vertial disretization of the uid depth H, ut into N thin layers, and integrate
the momentum equation on eah layer. Let us emphasize here that the sliing is done in
the most simple way, that is:
H(t,x) =
N∑
i=1
hi(t,x) ,
where the intermediate layer heights hi are all of onstant size, say h, exept the lowest
and the highest ones, whih aims at athing somehow the boundary layers at the bottom
and the top of the uid. It is illustrated in Figure 2.1 for 4 layers. Hene we dene the
uid veloity ui in layer i by:
ui(t,x) =
1
hi
∫ zi+1/2
zi−1/2
u(t,x, z)dz , 1 6 i 6 N . (2.1.5)
Then, the N -layers model whih will be investigated hereafter an be written in 2D as
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H(t, x)
u1(t, x)
h4(t, x)
h3
h2
h1(x)
x
Bottom
Free surfae
z1+1/2
z2+1/2
z3+1/2
u4(t, x)
u3(t, x)
u2(t, x)
0
z4+1/2 = η(t, x)
z
z1/2 = zb(x)
Figure 2.1: Vertial disretization.
follows. For any (t,x) in R+ × R2:


∂tH + divx
(
N∑
i=1
hi ui
)
= 0 ,
∂t (hN uN ) + divx
(
hn uN ⊗ uN + g h
2
N
2
)
= µ
(
divx (hN ∇xuN ) +DUzN+1/2 −DUzN−1/2
)
−g hN ∇xzb + wN−1/2 uN−1/2 − wN+1/2 uN+1/2
−f (hN uN )⊥ ,
∂t (hi ui) + divx (hi ui ⊗ ui) + g hi∇xhN = µ
(
hi∆xui +DU
z
i+1/2 −DUzi−1/2
)
−g hi∇xzb + wi−1/2 ui−1/2 − wi+1/2 ui+1/2
−f (hi ui)⊥ , 1 6 i 6 N − 1 .
(2.1.6)
The terms wi+1/2, nothing but the values of the vertial veloity at the interfaes zi+1/2,
provide the mass exhange terms between layers i and i + 1. They are omputed thanks
to the integration of the divergene free ondition (see Setion 2.2). Preisely, they are
dened by: 

w1/2 = u1 · ∇xzb,
wi+1/2 − wi−1/2 = −hi∇x · ui, 1 6 i 6 N − 1.
(2.1.7)
The terms ui+1/2 represent the approximate values of the horizontal veloity at the inter-
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faes zi+1/2, given by a entered reonstrution:
ui+1/2 =


0 if i = 0 , N ,
(hi ui+1 + hi+1 ui) / (hi+1 + hi) if 1 6 i 6 N − 1.
(2.1.8)
Finally, the terms DUzi+1/2 are the z-derivatives of the horizontal veloity, evaluated at
the interfaes zi+1/2 and oming from the vertial visosity. We hoose:
DUzi+1/2 =


κu1/µ if i = 0 ,
2 (ui+1 − ui)/(hi + hi+1) if 1 6 i 6 N − 1 ,
0 if i = N .
(2.1.9)
The formal derivation of this set of equations in 2D will be obtained in Setion 2.2. More-
over, we will study in this paper the loal in time existene of strong solution for the 1D
version of the system, that is:

∂tH + ∂x
(
N∑
i=1
hi ui
)
= 0 ,
∂t (hN uN ) + ∂x
(
hn u
2
N + g
h2N
2
)
= µ
(
∂x (hN ∂xuN ) +DU
z
N+1/2 −DU zN−1/2
)
−g hN ∂xzb + wN−1/2 uN−1/2 − wN+1/2 uN+1/2 ,
∂t (hi ui) + ∂x
(
hi u
2
i
)
+ g hi ∂xhN = µ
(
hi ∂xxui +DU
z
i+1/2 −DUzi−1/2
)
− g hi ∂xzb
+wi−1/2 ui−1/2 −wi+1/2 ui+1/2 , 1 6 i 6 N − 1 .
(2.1.10)
where we drop the Coriolis terms whih have no meaning in 1D. In order to state the result,
we introdue the following notations.
For any funtion f , we note ‖f‖ ( resp. ‖f‖k ) the L2-norm (resp. Hk-norm ) of f . If
f = (f1, . . . , fn) is multidimensional, we dene its H
k
-norm by
‖f‖k :=
n∑
i=1
‖fi‖k .
Let B be a Banah spae, k a non-negative integer and T some positive onstant. We
denote by Lk∞(0, T ;B) the Banah spae of funtions f on [0, T ] whih have their values
in B and are k times dierentiable with respet to t and all the derivatives are bounded
in B. We an now state our main result.
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Theorem 1.1. Consider the system (2.1.10) where wi+1/2, ui+1/2 and DU
z
i+1/2 are dened
by the 1D versions of (2.1.7), (2.1.8) and (2.1.9), with initial data
(U, hN )(0, x) = (U
0(x), h0N (x)) ∈ H2(R) , (2.1.11)
where U = (u1 . . . uN )
T
is the vetor of veloities. Suppose
inf
x∈R
h0(x) > η0 > 0 ,
for some onstant η0, and note E = 2 ‖(U0, h0N )‖2. Assume the topography has the regu-
larity zb ∈ C2(R). Then, there exists a positive onstant T suh that the Cauhy problem
(2.1.10)-(2.1.11) has a unique strong solution (U, hN ) satisfying:
U ∈ C(0, T ;H2(R)) ∩ C1(0, T ;L2(R)) ∩ L2 (0, T ;H3(R)) ,
hN ∈ C(0, T ;H2(R)) ∩ C1(0, T ;H1(R)) .
Moreover, for any t in [0, T ],
∀x ∈ R , hN (t, x) >
(
inf
x∈R
h0N (x)
)
/2 > 0 ,
and the following energy estimates hold:
‖(U, hN )(t)‖2 6 E ,
(∫ t
0
‖U(τ)‖23 dτ
)1/2
6 E .
Theorem 1.1 is stated in 1D for sake of larity in the omputations but the proof, based
on energy method of Matsumura and Nishida [146℄ an be adapted to the two dimen-
sional problem
(1)
, exept that we have to hoose initial data in H3(R), and the solution
(u1, . . . ,uN , hN ) get the regularity:
ui ∈ C(0, T ;H3(R)) ∩ C1(0, T ;H1(R)) ∩ L2
(
0, T ;H4(R)
)
, ∀ i ∈ {1, . . . , N} ,
hN ∈ C(0, T ;H3(R)) ∩ C1(0, T ;H2(R)) .
Remark 1.2. This existene result is in good agreement with the ones already existing
for lassial shallow water systems, in partiular the ondition on the initial water height,
bounded by below by a positive onstant. Let us mention, without being exhaustive, for
example the works [51, 131, 172, 173, 178℄, treating dierent kinds of solutions to the
Cauhy problem.
Remark 1.3. Of ourse the existene is only loal in time sine the model (2.1.10) blows
up when hN reahes zero at one point. Therefore it gives a riterion to make the model
dynami by removing and adding layers. On the one hand if at a time t1 the highest height
hN beomes too small (say under some non negative threshold), then one removes one layer
at the top, and starts again with the model with N − 1 layers. On the other hand, one
an add a layer to the model when the height of the highest layer is large enough. We will
see this dynami behavior in some preliminary numerial simulations of Setion 3.2.
1
The Coriolis term does not add any diulty sine it is a zeroth order term
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The rest of the hapter is organized as follows. In Setion 2.2 we rst derive rigorously the
multilayer system (2.1.6) from the three dimensional free surfae primitive model (2.1.1).
Then we briey ompare our model to some existing multilayer models [12, 15℄ and point
out that we do not aim at modelling the same kind of geophysial problems. In Setion 2.3
we prove Theorem 1.1, with the energy method of Matsumura and Nishida [146℄. Finally,
in Setion 3.1, we design a simple numerial sheme in order to validate our model and
perform some numerial experiments. We ompare the multilayer model with lassial
shallow water models and the primitive system, and illustrate its dynami behavior.
2.2 Derivation of the model and omparison with other mul-
tilayer models
2.2.1 Derivation
As it was said in the introdution, we derive our multilayer model from the 3D visous
primitive system with frition and Coriolis terms (2.1.1)(2.1.3) introdued in Setion 1.
We start by performing the vertial disretization of the water height illustrated in Figure
2.1:
η − zb = H :=
N∑
i=1
hi, with hi = zi+1/2 − zi−1/2 = O(h), 1 6 i 6 N, (2.2.1)
where the small onstant h is xed and the nodes of disretization are hosen as:


z1/2 = zb(x),
zi+1/2 = i h, 1 6 i 6 N − 1,
zN+1/2 = η(t,x).
(2.2.2)
Using this vertial disretization and the denition of the veloities (2.1.5), we laim
Proposition 2.1. Assume the variations of the bathymetry are ontroled as:
∇xzb = O
(
h
)
. (2.2.3)
Then the multilayer formulation (2.1.6), where hi, ui+1/2, wi+1/2, are given by (2.2.1),
(2.1.8) and (2.1.7), is a formal asymptoti approximation in O
(
h
2
)
of the primitive equa-
tions (2.1.1)-(2.1.2)-(2.1.3).
Proof. On the one hand, the integration through eah layer 1 6 i 6 N of the momentum
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equation gives:
∂t(hi ui)−
[
∂tz u
]zi+1/2
zi−1/2
+∇x · (hi ui ⊗ ui)−
[
(∇xz · u) u
]zi+1/2
zi−1/2
+
[
wu
]zi+1/2
zi−1/2
+ g hi∇xη
= −f (hi ui)⊥ + µ
{[
∂zu
]zi+1/2
zi−1/2
+∇x ·
(∫ zi+1/2
zi−1/2
∇xudz
)
−
[
∇xu · ∇xz
]zi+1/2
zi−1/2
}
.
(2.2.4)
Let us notie here that most of the terms between square-brakets will anel sine the
inside layer sizes are onstant in time and spae. On the other hand, by integrating the
divergene free ondition, we get:
w(zi+1/2)− w(zi−1/2) = −
∫ zi+1/2
zi−1/2
∇x · udz, 1 6 i 6 N.
It is therefore suient to apply Taylor expansions in the vertial diretion. Namely,
assuming the veloities are smooth enough, we have the following approximations: for all
1 6 i 6 N − 1, for all z ∈ [zi−1/2, zi+1/2]:

u(z) = ui +O
(
h
)
,
u(zi+1/2) = ui+1/2 +O
(
h
2
)
,
∂zu(zi+1/2) = 2
ui+1 − ui
hi + hi+1
+O
(
h
2
)
,
∫ zi+1/2
zi−1/2
u⊗ udz = hi ui ⊗ ui +O
(
h
2
)
,
∫ zi+1/2
zi−1/2
∇xudz = hi∇xui +O
(
h
2
)
.
(2.2.5)
Next, by the use of the boundary onditions at the bottom (2.1.3) and the order of mag-
nitude of the variations of the bathymetry (2.2.3), the denition of the approximate re-
onstrutions of the vertial veloity at the interfaes between layers (2.1.7) yields, for all
0 ≤ i ≤ N − 1:
wi+1/2 = w(zi+1/2) +O
(
h
2
)
.
Let us look at the visous terms with the previous approximations:
∇x ·
(∫ zi+1/2
zi−1/2
∇xudz
)
=


h1∆xu1 −∇xub · ∇xzb +O(h2) if i = 1 ,
hi∆xui +O(h
2
) if i = 2, . . . , N − 1 ,
∇x · (hN ∇xuN ) +O(h2) if i = N .
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Hene, in the equation (2.2.4) for the lowest layer, the non zero boundary terms of the
visous part anel eah other and we get, using the boundary onditions at the bottom:
∂t (h1 u1) +∇x · (h1 u1 ⊗ u1) + g h1∇xhN = −g h1∇xzb − w3/2 u3/2 − κu1 − f (h1 u1)⊥
+µh1∆xu1 + 2µ
u2 − u1
h1 + h2
+O
(
h
2
)
.
For the inside layers, we use again the approximations (2.2.5): the result is obtained easily
beause the intermediate layer heights are onstant in time and spae. Finally, there is
another term in equation (2.2.4) for the highest layer, oming from the time dependeny
of the highest layer. It is simplied thanks to the boundary onditions at the free surfae
(2.1.2). It leads to:
∂t (hN uN ) +∇x · (hN uN ⊗ uN ) + g hN ∇xhN = −g hN ∇xzb − wN+1/2 uN+1/2
+µ∇x · (hN ∇xuN )− 2µ uN − uN−1
hN + hN−1
−f (hN uN )⊥ +O
(
h
2
)
.
To onlude, we drop the O
(
h
2
)
and obtain the system (2.1.6)-(2.1.7) as a formal approx-
imation of system (2.1.1)(2.1.3) in O
(
h
2
)
. This ends the proof.
2.2.2 Comparison with other multilayer models
Let us now briey ompare our model to other multilayer shallow water models, that is
the ones introdued by E. Audusse and oauthors [12, 15℄. First, we want to point out
that if the general framework is somehow similar, the models do not aim at modelling the
same phenomena. We fous here on deep water, while the models of [12, 15℄ mainly treat
ostal area [14, 13, 15, 59℄
(2)
. Atually, we an see our model as an intermediate step for
disretization of the primitive model, with an adaptative mesh in the vertial diretion.
Indeed, we will see in the preliminary numerial results that wean hange the number of
layers as time goes. Moreover, when we approah a ostal zone, we an imagine a oupling
between our multilayer model in the deep area with a lassial shallow water model in the
shallow one.
Seond, the way of utting the water height H is dierent. In [12, 15℄, the authors follow
the free surfae inside the uid, as illustrated in Figure 2.2 for 4 layers. Therefore, this
vertial disretization allows to keep all the good properties of the lassial shallow water
system: the positivity of the total height immediately gives positivity for all the inside
layers and the numerial treatment of the vauum is also done as for the one layer ase.
2
Indeed these models are rather derived from the dimensionless Navier-Stokes equations and give a
formal approximation in O(ε2), where ε is dened in (2.1.4).
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x
z
z4+1/2 = η(t, x)
0
h1(t, x)
h2(t, x)
h3(t, x)
h4(t, x)
H(t, x)
Free surfae
Bottom
z1/2 = zb(x)
z1+1/2(t, x)
z2+1/2(t, x)
z3+1/2(t, x) u4(t, x)
u3(t, x)
u2(t, x)
u1(t, x)
Figure 2.2: Classial multilayer approah.
Unfortunately, it keeps also the same mathematial weakness of the lassial shallow water
model, that is the losure of the system for the visous terms
(3)
.
2.3 Well-posedness of the multilayer model
In this setion, we study the well-posedness of the 1D multilayer model (2.1.10) and prove
Theorem 1.1. To do so, we rewrite the system under the form of a oupled paraboli-
hyperboli system with soure terms. Sine the only unknown layer height with our frame-
work is the highest one hN , we will denote it h for sake of larity. Then, by dividing the
equations by the heights, we rewrite the system on the unknown (U, h) = (u1 . . . uN , h)
T
as follows. 

∂tU− µ∂xxU = S ,
∂th+ ∂x(huN ) = F ,
(2.3.1)
where the soure terms are desribed below.

S = Sb + Sl + Snl ,
F = wN−1/2 = −
N−1∑
i=1
∂x (hi ui) ,
where Sb refers to the bottom soure term
Sb = −g ∂xzb (1, . . . , 1)T ,
3
The visous terms are hosen as the one in the lassial shallow water system, but the derivation is
justied in the zero visosity ase.
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while Sl =
(
S1l , . . . , S
N
l
)T
and Snl =
(
S1nl, . . . , S
N
nl
)T
are respetively the linear and the
non linear soures, that is:

Sil = −g ∂xh , 1 6 i 6 N
S1nl = 2µ
u2 − u1
h1 (h1 + h2)
− κ
h1
u1
−∂x
(
u21
)− 1
h1
(
u3/2 w3/2 − u1w1/2
)
,
Sinl = 2µ
ui+1 − ui
hi (hi + hi+1)
− 2µ ui − ui−1
hi (hi + hi−1)
−∂x
(
u2i
)− 1
hi
(
ui+1/2 wi+1/2 − ui−1/2 wi−1/2
)
, 2 6 i 6 N − 1 ,
SNnl = −2µ
uN − uN−1
h (h+ hN−1)
+ µ
∂xh∂xuN
h
−1
2
∂x
(
u2N
)
+
1
h
(
uN−1/2 − uN
)
wN−1/2 .
Hene, we an sum up by onsidering that the soure term Snl is roughly omposed of
three kinds of non linearities, that is
u/h , u ∂xu/h , ∂xh∂xu/h .
Consequently, in order to simplify the next alulations, we will only onsider the simpler
hyperboli-paraboli problem

∂tU− µ∂xxU = Sb + Sl + Snl ,
∂th+ ∂x(huN ) = F ,
(2.3.2)
where F , Sb, Sl are not hanged, while the nonlinear soure is simplied as
Snl =
3∑
k=1
Sk ,
where
S1 =
U
h
, S2 =
uN
h
∂xU , S3 =
1
h
∂xh∂xU .
The proof of Theorem 1.1 is divided into three parts. In the rst subsetion we perform
some estimates on the soure terms for the simpler problem (2.3.2). Next we solve a lin-
earized version of system (2.3.2) and derive energy estimates. Finally, we build a reursive
sequene of solutions of linear systems, and show a onvergene to the strong solution we
are looking for.
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2.3.1 Estimates on the soure terms
We rst reall a lassial lemma of analysis whih will be useful to estimate the soure
terms [174℄.
Lemma 3.1 (Moser estimate). Let k ∈ N and n ∈ N∗. Suppose f, g ∈ Hk(Rn)∩L∞(Rn).
Then f, g ∈ Hk(Rn) and there exists a positive onstant C suh that
‖fg‖k 6 C (‖f‖k ‖g‖∞ + ‖g‖k ‖f‖∞) .
We are now ready to state the estimations of the soure terms.
Lemma 3.2. Let U(t, ·), h(t, ·) ∈ H2(R) suh as, h(t, x) ≥ η0 > 0 , for some onstant η0.
Then it holds:
- (S, F ) ∈ H1(R) and we have the following estimates.
‖S‖1 6 C(η0) ‖(U, h)‖2
(
1 + ‖(U, h)‖2
)
, (2.3.3)
‖F‖1 6 Cb ‖U‖2 , (2.3.4)
where C(η0), Cb are positive onstants depending respetively, only on η0 and the
topograhy zb.
- If moreover U ∈ H3(R), then F ∈ H2(R) and there exists some onstant Cb suh
that:
‖F‖2 6 Cb ‖U‖3 .
- Let (U, h) , (U′, h′) ∈ H2(R) suh that, ∀ (t, x) ∈ R+ × R
‖(U, h)‖2 , ‖(U′, h′)‖2 6 E , h , h′ ≥ η0 > 0 , (2.3.5)
for some onstants E and η0. Then it holds
‖S(U, h) − S(U′, h′)‖1 6 C(η0)
(
1 + E + E2
) ‖(U −U′, h− h′)‖2 , (2.3.6)
‖F (U) − F (U′)‖1 6 Cb ‖U −U′‖2 , (2.3.7)
where C(η0), Cb are positive onstants independent of E.
Proof. The estimate on F is diretly obtained from the denition
F = ∂xzb u1 −
N−1∑
i=1
hi ∂xui .
We have, for k = 1 or 2:
‖F‖k 6 Cb ‖U‖k+1 .
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Next the linear soures are estimated as

‖Sb‖1 6 C ‖zb‖2 ,
‖Sl‖1 6 C ‖h‖2 .
Then we estimate the non linear soure part S1 + S2 + S3. It follows from Lemma 3.1 and
the lassial Sobolev embedding
H1(R) →֒ L∞(R) ,
that we have the estimates:
‖S1‖1 6 C
η0
‖U‖1 , ‖S2‖1 6 C
η0
‖U‖22 , ‖S3‖1 6
C
η0
‖h‖2 ‖U‖2 .
It gives immediately (2.3.3). Now we note S = S(U, h) and S′ = S(U′, h′). We ompute
the dierene

Sil − S′il = −g ∂x(h− h′)∀ i ,
S1 − S′1 =
1
h
(
U−U′)+ h′ − h
hh′
U′ ,
S2 − S′2 =
uN
h
∂x(U−U′) + uN − u
′
N
h
∂xU
′ +
u′N
hh′
(h′ − h) ∂xU′ ,
S3 − S′3 =
∂xh
h
∂x(U−U′) + uN − u
′
N
h
∂xU
′ +
u′N
hh′
(h′ − h)∂xU′ .
Then, applying Lemma 3.1 and using (2.3.5), we obtain

‖Sl − S′l‖1 6 C ‖h− h′‖2 ,
‖S1 − S′1‖1 6
C
η0
‖U −U′‖1 + C
η20
E ‖h′ − h‖1 ,
‖S2 − S′2‖1 6
C
η0
E ‖U−U′‖2 + C
η20
E2 ‖h − h′‖1 ,
‖S3 − S′3‖1 6
C
η0
E ‖U−U′‖2 + C
η0
E ‖h− h′‖2 + C
η20
E2 ‖h′ − h‖1 .
Adding these inequalities, we get (2.3.6). Finally, the inequality (2.3.7) is straight forward
sine F is linear with respet to ∂xU.
Next we give estimate of the ommutator of the transport operator ∂t + uN ∂x and the
seond order spae dierential operator ∂xx.
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Lemma 3.3. We assume uN ∈ H2(R) with
‖uN‖2 6 E
for some positive onstant E, and dene the dierential operator
LuN := ∂t + uN ∂x .
Then, for any h ∈ L0∞(0, T ;H2(R)), we have:∥∥∥∂xx(LuN (h)) − LuN (∂xxh)∥∥∥ 6 C E ‖h‖2 ,
Proof. We only ompute:
∂xx
(
LuN
(
h
)) − LuN (∂xxh) = 2 ∂xuN ∂xxh+ ∂xxuN ∂xh .
Hene, using Lemma 3.1 yields:∥∥∥∂xx(LuN (h)) − LuN (∂xxh)∥∥∥ 6 2E ‖∂xxh‖+ E ‖∂xh‖1 .
In the next subsetion, we obtain energy estimates and study a linearized version of
the multilayer system.
2.3.2 Study of the linearized problem
Let us introdue a linearized version of system (2.3.2):

∂tU− µ∂xxU = S(U˜, h˜, ∂xU˜, ∂xh˜) := S˜,
Lu˜N (h) = F − h˜ ∂xuN := f.
(2.3.8)
In order to study the well-posedness of this oupled linear paraboli-hyperboli problem,
we rst solve the paraboli system, and next the transport equation on h by onsidering
the right hand side
f = −h˜ ∂xuN −
N−1∑
i=1
∂x (hi ui)
as a known funtion. Thus, we will rst study separately the following Cauhy problems,
one paraboli system 

(∂t − µ∂xx)
(
U
)
= S˜ ,
U(0, x) = U0 ∈ H2(R) ,
(A)
and one hyperboli salar equation:

Lu˜N
(
h
)
= f ,
h(0, x) = h0 ∈ H2(R) .
(B)
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Proposition 3.4. Let S˜ ∈ C(0, T ;H1(R)) for some T > 0. Then the initial value problem
(A) has a unique strong solution U whih satises:
U ∈ C(0, T ;H2(R)) ∩ C1(0, T ;L2(R)) ∩ L2(0, T ;H3(R)) .
Moreover, there exist two positive onstants C1 and C2, depending only on the visosity,
suh that for any t in [0, T ]:
‖U(t)‖22 + C1
∫ t
0
‖U(τ)‖23 dτ 6 et
(
‖U(0)‖22 + C2
∫ t
0
‖S˜(τ)‖21 dτ
)
. (2.3.9)
Proof. First, the energy inequality is obtained in a lassial way. Multiplying the system
by U and integrating in spae, one gets, for any α > 0:
1
2
d
dt
‖U‖2 + µ ‖∂xU‖2 6 α
2
‖U‖2 + 1
2α
‖S˜‖2 .
Next, we dierentiate with respet to x, multiply by ∂xU and integrate in spae, it gives,
for any α > 0:
1
2
d
dt
‖∂xU‖2 + µ ‖∂xxU‖2 6 α
2
‖∂xU‖2 + 1
2α
‖∂xS˜‖2 .
Finally, we ompute the seond order spae derivative, multiply by ∂xxU and integrate in
spae. Here, sine we have too many derivatives on the soure term S˜, we integrate by
parts the right hand side as follows: for any α > 0,∣∣∣∣
∫
R
∂xxS˜ ∂xxUdx
∣∣∣∣ =
∣∣∣∣
∫
R
∂xS˜ ∂xxxUdx
∣∣∣∣ 6 α2 ‖∂xxxU‖2 + 12α ‖∂xS˜‖2 .
Now we hoose α suh that C1 := 2µ− α > 0, we add the previous inequalities and get:
d
dt
‖U‖22 + C1 ‖U‖23 6 α ‖U‖22 +
1
α
‖S˜‖21 .
We end the proof by applying the Gronwall Lemma.
This a priori estimate gives uniqueness of the solution. Conerning the proof of existene
of solution, we introdue Kt the Green kernel of the operator ∂t − µ∂xx. Then, Duhamel's
formula gives a solution U = (u1, . . . , uN )
T
of problem (A) dened by:
∀ (t, x) ∈ [0, T [×R , ui(t, x) = Kt ∗ u0i +
∫ t
0
Kt−s ∗ S˜i(s)ds , i = 1 , . . . , N .
We dedue immediately the smoothness of U: it lies in C(0, T ;H2(R)). To get more
regularity in time, we observe that:
∂tU = µ∂xxU+ S˜ ∈ C(0, T ;L2(R)) .
Hene U ∈ C(0, T ;H2(R)) ∩ C1(0, T ;L2(R)).
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We an now solve the Cauhy problem (B), onsidering the right hand side f as a
known funtion.
Proposition 3.5. Let u˜N ∈ C(0, T ;H2(R)) and f ∈ C(0, T ;Hk(R)) for k = 1 or 2, and
T > 0. Denote
E := sup
06t6T
{‖u˜N (t)‖2} .
Then the initial value problem (B) has a unique strong solution h whih satises:
h ∈ C(0, T ;Hk(R)) ∩ C1(0, T ;Hk−1(R)) .
Moreover, there exists a positive onstant C3, depending only on the dimension of the spae,
suh that, for all t in [0, T ]:
‖h(t)‖k 6 eC3 E t
(
‖h(0)‖k +
∫ t
0
e−C3 E τ ‖f(τ)‖k dτ
)
, k = 1 or 2 . (2.3.10)
Proof. As in Proposition 3.4, we rst obtain the energy estimate. Multiplying the equation
by h and integrating in spae, we get
1
2
d
dt
‖h‖2 = −
∫
R
u˜N ∂x
(
h2
2
)
dx+
∫
R
f hdx .
We apply an integration by parts on the rst term of the right hand side, and estimate the
seond term with Hölder inequality. It yields
1
2
d
dt
‖h‖2 6 1
2
E ‖h‖2 + ‖f‖ ‖h‖ .
Remove the square on the L2-norms and get, for some onstant C > 0:
d
dt
‖h‖ 6 C E ‖h‖+ ‖f‖ . (2.3.11)
Next, we dierentiate the equation and multiply by ∂xh. We note that∫
R
∂x
(
u˜N ∂xh
)
∂xhdx =
1
2
∫
R
∂xu˜N
(
∂xh
)2
dx ,
and get, as previously, the estimate
d
dt
‖∂xh‖ 6 C E ‖∂xh‖+ ‖∂xf‖ . (2.3.12)
Adding (2.3.11) and (2.3.12), it gives (2.3.10) for k = 1 thanks to the Gronwall Lemma.
For k = 2, we need the estimate of ommutator between the transport operator and ∂xx,
already proved in Lemma 3.3:∥∥∥∂xx(Lu˜N (h)) − Lu˜N (∂xxh)∥∥∥ 6 C E ‖h‖2 .
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Hene, by dierentiating again the equation, multiplying by ∂xxh and using the previous
estimate, we get
d
dt
‖∂xxh‖ 6 C E ‖∂xxh‖+ ‖∂xxf‖ . (2.3.13)
Finally, adding (2.3.13) with (2.3.11) and (2.3.12) and applying the Gronwall Lemma, we
obtain (2.3.10) for k = 2.
Next, we study the existene of solution for problem (B). We dene the harateristi
urve X assoiated to the equation:

d
dt
X = u˜N (t,X) ,
X(t = t0) = x0 .
Then, solution of (B) reads:
h(t,X(t, x)) = h(0,X(0, x)) +
∫ t
0
f(s,X(s, x))ds ∀t ∈ [0, T ] .
We thus dedue that h ∈ C(0, T ;H1(R)) ∩ C1(0, T ;L2(R)). For k = 2, we dierentiate (B)
with respet to x. Then φ := ∂xh is solution of

∂tφ + u˜N ∂xφ = ∂xf − ∂xu˜N φ ,
φ(0, x) = ∂xh
0 ∈ H1(R) .
We solve this initial value problem by the iteration:
φ(0)(t, x) = ∂xh
0(x) , ∀ (t, x) ∈ [0, T ]× R ,
and φ(j), for j ≥ 1 is the solution of

∂tφ
(j) + u˜N ∂xφ
(j) = ∂xf − ∂xu˜N φ(j−1) ,
φ(j)(0, x) = ∂xh
0(x) ∀x ∈ R .
Sine
‖∂xf − ∂xu˜N φ(j−1)‖1 6 ‖f‖2 + C E ‖φ(j−1)‖1 ,
the approximation φ(j) lies in C(0, T ;H1(R)). To get the onvergene of (φ(j))
j
to ∂xh, we
observe that
Lu˜N
(
φ(j+1) − φ(j)
)
= ∂xu˜N
(
φ(j) − φ(j−1)
)
,
and apply j times the energy estimate (2.3.10) to get
∥∥∥φ(j+1) − φ(j)∥∥∥
1
6 eC3 E t
∫ t
0
e−C3 E τ C3E‖φ(j) − φ(j−1)‖1 dτ
6 · · · 6 eC3 E t (C3E t)
j
j!
(
2 ‖∂xh0‖1 +
∫ t
0
e−C3 E τ ‖∂xf(τ)‖1 dτ
)
,
whih tends to zero as j goes to +∞. This gives the onvergene of (φ(j))j to ∂xh in H1,
and then the H2-regularity of h.
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Combining the previous propositions, we obtain existene for the full linearized problem
(2.3.8).
Proposition 3.6. Let S˜ ∈ C(0, T ;H1(R)) and u˜N , h˜ ∈ C(0, T ;H2(R)) for some T > 0.
Then the initial value problem

∂tU− µ∂xxU = S˜ ,
∂th+ u˜N ∂xh = F − h˜ ∂xuN ,
has a unique strong solution (U, h) whih satises:
U ∈ C(0, T ;H2(R)) ∩ C1(0, T ;L2(R)) ∩ L2(0, T ;H3(R)) ,
h ∈ C(0, T ;H2(R)) ∩ C1(0, T ;H1(R)) .
Moreover, there exist two positive onstants K and C, only depending on the topography
and the visosity oeient, suh that, for all t in [0, T ]:
‖(U, h)(t)‖2 ,
(∫ t
0
‖U(τ)‖23 dτ
)1/2
6 K eC (1+E)
2 t
{
‖(U0, h0)‖2 +
(∫ t
0
‖S˜(τ)‖21 dτ
)1/2}
,
(2.3.14)
where E := max
{
sup
06t6T
{‖u˜N (t)‖2} , sup
06t6T
{
‖h˜(t)‖2
}}
.
Proof. We rst obtain the energy estimate (2.3.14). On the one hand, we observe that the
right hand side of the transport equation veries
f = −h˜ ∂xuN −
N−1∑
k=1
∂x (hi ui) ∈ C(0, T ;H1(R)) ∩ L2
(
0, T ;H2(R)
)
,
and we have the estimate
‖f‖2 6 Cb (1 + E) ‖U‖3 .
Therefore, applying Cauhy-Shwarz inequality:∫ t
0
e−C3 E τ ‖f(τ)‖k dτ 6 eC4 (1+E)2 t
(∫ t
0
‖U(τ)‖23 dτ
)1/2
, (2.3.15)
for some onstant C4 depending on Cb, C3. On the other hand, from the inequality (2.3.9)
we dedue that there exist two onstant depending only on the visosity C ′1, C
′
2 suh that
‖U(t)‖2,
(∫ t
0
‖U(τ)‖23 dτ
)1/2
≤ C ′1 eC
′
2 t
[
‖U0‖2 +
(∫ t
0
‖S˜(τ)‖21 dτ
)1/2]
. (2.3.16)
Injeting this estimate in (2.3.15) yields
∫ t
0
e−C3 E τ ‖f(τ)‖k dτ 6 C ′1 eC5 (1+E)
2 t
[
‖U0‖2 +
(∫ t
0
‖S˜(τ)‖21 dτ
)1/2]
, (2.3.17)
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where C5 = C
′
2 + C4. Finally, we add (2.3.10) and (2.3.16), and ontrol the exponentials
to obtain (2.3.14).
This gives the uniqueness for the solution. Let us now prove the existene of solution.
On the one hand, the existene ofU follows from Proposition 3.4, and we have the regularity
U ∈ C(0, T ;H2(R)) ∩ C1(0, T ;L2(R)) ∩ L2(0, T ;H3(R)) ,
whih gives
f ∈ C(0, T ;H1(R)) ∩ C1(0, T ;L2(R)) ∩ L2(0, T ;H2(R)) .
So we an apply Proposition 3.5 for k = 1 to obtain the existene of h in C(0, T ;H1(R)).
To get more regularity in spae, we dierentiate the problem with respet to x:

∂t (∂xU)− µ∂xx (∂xU) = ∂xS˜ ,
∂t (∂xh) + u˜N ∂x (∂xh) = ∂xf − ∂xu˜N ∂xh ,
(
∂xU
0, ∂xh
0
) ∈ H1(R) .
Notiing that
‖∂xf‖1 6 C E ‖∂xU‖1 ,
we an solve this problem by the same iteration proess as in the lattest part of Proposition
3.5, this onludes the proof.
In order to obtain the solution to the nonlinear initial value problem (2.3.2), we will build
a onvergent sequene, this is the last part of the proof of Theorem 1.1.
2.3.3 Iterative sheme
We onstrut a reursive sequene (U(j), h(j)) = (u
(j)
1 , . . . , u
(j)
N , h
(j))j∈N as follows.
∀ (t, x) ∈ [0, T ]× R , (U(0), h(0))(t, x) = (U0, h0)(x) ∈ H2(R) ,
and for all j ∈ N, (U(j+1), h(j+1)) solves the initial value problem:

(∂t − µ∂xx)
(
U(j+1)
)
= S(j) ,
L
u
(j)
N
(
h(j+1)
)
= F (j,j+1) ,
(U(j+1), h(j+1))(t = 0) = (U0, h0) ,
(Pj+1)
where the sequene of soure terms is given by, for any j ∈ N:

S(j) = S
(
U(j), h(j), ∂xU
(j), ∂xh
(j)
)
,
F (j,j+1) = −
N−1∑
i=1
∂x
(
hi u
(j+1)
i
)
− ∂xu(j+1)N h(j) .
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We dene the onstants 

E = 2 ‖(U0, h0)‖2 ,
η0 =
1
2
inf
x∈R
h0(x) .
The following lemma gives the existene of the whole sequene.
Lemma 3.7. For suitably small T > 0, the sequene (U(j), h(j))j∈N is well dened and
satises, for any t ∈ [0, T ] and any j ∈ N:
U(j) ∈ C(0, T ;H2(R)) ∩ C1(0, T ;L2(R)) ∩ L2(0, T ;H3(R)) ,
h(j) ∈ C(0, T ;H2(R)) ∩ C1(0, T ;H1(R)) .
(2.3.18)
Moreover, for all (t, x) in [0, T ]× R and all j ∈ N, we have:
‖(U(j), h(j))(t)‖2 ,
(∫ t
0
‖U(j)(τ)‖23 dτ
)1/2
6 E , (2.3.19)
h(j)(t, x) ≥ η0 > 0 . (2.3.20)
Proof. First we initialize the reursion. (U(0), h(0)) veries the good onditions by deni-
tion. Applying Proposition 3.6, we obtain existene of (U(1), h(1)) in C(0, t;H2(R)) for any
t > 0. Moreover, applying the harateristi formula to h(1), we get, for any t > 0:
h(1)(t, y) = h0(X(0, t, y)) +
∫ t
0
F (0,1)(s,X(s, t, y))ds
≥ 2 η0 + C(E) t
≥ η0 if t 6 T1 small enough ,
where T1 = T1(η0, E), whih yields (2.3.20) for j = 1. It remains to prove (2.3.19). To
do so, we write the inequality (2.3.14) given by Proposition 3.6 for (U(1), h(1)), that is, for
any t 6 T1:
‖(U(1), h(1))(t)‖2 ,
(∫ t
0
‖U(j)(τ)‖23 dτ
)1/2
6 K eC (1+E)
2 t
{
E/2 +
(∫ t
0
‖S(0)(τ)‖21 dτ
)1/2}
.
Hene, applying Lemma 3.2 (2.3.3) to S(0), we obtain
‖(U(1), h(1))(t)‖2 ,
(∫ t
0
‖U(j)(τ)‖23 dτ
)1/2
6 K eC (1+E)
2 t
{
E/2 + C(η0)E (1 + E)
√
t
}
.
Therefore, we an nd 0 < T2 = T2(η0, E) 6 T1 suh that (2.3.19) is satised for any
t 6 T2. We hoose T := T2.
Next we pass from j to j + 1. If for any j in N, (U(j), h(j)) satises (2.3.18), (2.3.19)
and (2.3.20) for any t 6 T2, the existene of (U
(j+1), h(j+1)) follows again from Proposition
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3.6. Hene it remains to show (2.3.19) and (2.3.20) for (U(j+1), h(j+1)). As in the previous
alulations, we rewrite the energy estimate (2.3.14) satised by (U(j+1), h(j+1)), that is
for any t 6 T :
‖(U(j+1), h(j+1))(t)‖2 6 K eC (1+E)2 t
{
E/2 +
( ∫ t
0
‖S(j)(τ)‖21 dτ
)1/2}
.
Hene, applying again Lemma 3.2 (2.3.3) to S(j) and using the bounds of (U(j), h(j)), it
yields:
‖(U(j+1), h(j+1))(t)‖2 6 K eC (1+E)2 t
{
E/2 + C(η0)E
(
1 + E
)√
t
}
6 E,
sine the same onstants as previously are involved. In the same way we get (2.3.20) fo
the rank j + 1, this ends the proof, with T = T2.
Now, to show that the sequene built above onverges, we will prove that it is a Cauhy
sequene in some funtion spae. For this sake, for j ≥ 1, we ompute the dierene
between systems (Pj+1) and (Pj):

(∂t − µ∂xx)
(
U(j+1) −U(j)
)
= S(j) − S(j−1) ,
L
u
(j)
N
(
h(j+1) − h(j)
)
= F (j,j+1) − F (j−1,j) − ∂xh(j)
(
u
(j)
N − u(j−1)N
)
,
(
U(j+1) −U(j), h(j+1) − h(j)
)
(t = 0) = 0 .
(Dj)
Let us rewrite the right hand side of the transport equation, denoted by F˜ :
F˜ = F (j,j+1) − F (j−1,j) − ∂xh(j)
(
u
(j)
N − u(j−1)N
)
= −
N−1∑
i=1
∂x
[
hi
(
u
(j+1)
i − u(j)i
)]
− h(j) ∂x
(
u
(j+1)
N − u(j)N
)
+∂xu
(j)
N (h
(j) − h(j−1))− ∂xh(j)
(
u
(j)
N − u(j−1)N
)
.
Thus, sine the whole sequene is bounded by E, and by the use of the estimate (2.3.7)
and Lemma 3.1 we get:
‖F˜‖k 6 C E
∥∥∥(U(j) −U(j−1), h(j) − h(j−1))∥∥∥
k
+ Cb (1 + E)
∥∥∥U(j) −U(j−1)∥∥∥
k+1
,
for k = 1 or 2. From Lemma 3.2 (2.3.6), we have also:∥∥∥S(j) − S(j−1)∥∥∥ 6 C(η0) (1 + E + E2) ∥∥∥(U(j) −U(j−1), h(j) − h(j−1))∥∥∥
1
.
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Therefore, the solution to system (Dj) satises the following energy estimate, for any t 6 T
(where T is given by Proposition 3.7):∥∥∥(U(j+1) −U(j), h(j+1) − h(j)) (t)∥∥∥
1
6 C(E) eCb (1+E)
2 t
(∫ t
0
∥∥∥(U(j) −U(j−1), h(j) − h(j−1)) (τ)∥∥∥2
1
dτ
)1/2
.
Hene there exists a subsequene, still labelled
(
U(j), h(j)
)
j
suh as(
U(j), h(j)
)
−→
j→∞
(U, h) strongly in C(0, T ;H1(R)) .
Moreover, Lemma 3.7 gives, up to a subsequene, the onvergene:
U(j) ⇀
j→∞
U weakly in L2
(
0, T ;H3(R)
)
,
while, for every xed t 6 T :(
U(j), h(j)
)
(t) ⇀
j→∞
(U, h)(t) weakly in H2(R) .
Thus we have a solution (U, h) to system (2.3.2), lying in C(0, T ;H1(R))∩L∞
(
0, T ;H2(R)
)
,
satisfying for any t, x:
h(t, x) ≥ η0 > 0 ,
‖(U, h)(t)‖2 ,
(∫ t
0
‖U(τ)‖23 dτ
)1/2
6 E .
Finally, we show that (U, h) ∈ C(0, T ;H2(R)) by regularizing: we onsider (Uε, hε) =
(ρε ∗U, ρε ∗ h), where ρε∗ is the Friedrihs'mollier with respet to x. Thus, applying ρε∗
to system (2.3.2) we obtain

∂tU
ε − µ∂xxUε = Sε +Cε0 ,
∂th
ε + uεN ∂xh
ε = F ε + Cε1 ,
(Uε, hε)(t = 0) = (ρε ∗U0, ρε ∗ h0) ∈ C∞ ,
(2.3.21)
where Sε = ρε ∗ S, F ε = ρε ∗ F and

Cε0 = (∂t − µ∂xx) (Uε)− ρε ∗ (∂t − µ∂xx) (U) ,
Cε1 = {∂thε − ∂x (hε uεN )} − ρε ∗ {∂th− ∂x (huN )} .
By lassial arguments on molliers [146, 174℄, we have, as ε goes to zero:

Cε0 , C
ε
1 → 0 ,
(Uε , hε) → (U, h) .
Therefore, at the uniform limit we have (U, h) ∈ C(0, T ;H2(R)). Uniqueness follows from
the energy estimate and this onludes the proof of Theorem 1.1.
Chapitre 3
Finite Volume disretization and
numerial simulations of the
multilayer shallow water model
In this hapter, we propose a disretization of system (2.1.10) with a Finite Volume method
in Setion 3.1. Then we present some numerial results in Setion 3.2: we ompare the
model to lassial shallow water models as well as with the primitive system when there is
no visosity. Moreover, we illustrate the dynami behavior of our model, with addition or
removal of layers.
3.1 Numerial sheme
We present in this setion the disrete version of the system (2.1.10). Several strategies
are possible. For example, in [12, 13, 58℄, the authors perform an upwind sheme based on
approximate Riemann state solvers. In [14, 15℄, the authors use a kineti formulation. Here,
we will simply use a Finite Volume sheme [133, 134℄, by isolating an hyperboli part of
the system, for whih we an evaluate exat eigenvalues, without omputing eigenvetors.
The lawfulness of this hoie an be disussed but the results obtained are good, and the
simpliity of the sheme makes it easy to implement, while the ode is dynami: we an
add or remove layers when the uppest layer height beomes too large or too small.
In order to design a numerial sheme, we will onsider a third formulation of the one
dimensional multilayer problem (2.1.10). This time, the unknowns are denoted by V, lying
in R
N+1
, and W in RN :
=
(
Vi
)
06i6N
= (h, huN , u1, . . . , uN−1)T , W = (w1/2, . . . , wN−1/2)T .
Hene, we separate the visous terms: the horizontal one is inluded in the ux term
with respet to x, and the vertial one is kept in the soure term. The formulation reads
as:
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

∂tV + ∂xF(V) = S(V,W) ,
w1/2 = u1 ∂xzb ,
wi+1/2 − wi−1/2 = −hi ∂xui , 1 6 i 6 N − 1 .
(3.1.1)
The ux term F ∈ RN+1 then omprises two parts: a onvetive part FC orresponding to
the transport and a diusive one FD orresponding to the horizontal visosity. Preisely,
we write its ith oordinate, for 0 ≤ i ≤ N , as follows:
Fi = F
C
i + F
D
i ,
where


FC0 = huN ,
FC1 = hu
2
N + g h
2/2 ,
FCi = u
2
i−1 + g h , 2 6 i 6 N .


FD0 = 0 ,
FD1 = −µh∂xuN ,
FDi = −µ∂xui−1 , 2 6 i 6 N .
The soure term S = (Si)06i6N is omposed of three parts, oming from dierent ef-
fets, namely G = Sb + Sv + Se. First the topography soure term Sb is given by


Sb0 = 0 ,
Sb1 = −g h ∂xzb ,
Sb2 =
(
u21
h1
− g
)
∂xzb ,
Sbi = −g ∂xzb , 3 6 i 6 N .
Seond, Sv represents the terms oming from the vertial visosity and the frition:


Sv0 = 0 ,
Sv1 = −2µ
uN − uN−1
h+ hN−1
,
Sv2 = 2µ
u2 − u1
h1 (h1 + h2)
− κ
h1
u1 ,
Svi = 2µ
ui − ui−1
hi−1 (hi + hi−1)
− 2µ ui−1 − ui−2
hi−1 (hi−1 + hi−2)
, 3 6 i 6 N .
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Finally Se is the mass exhange term and is given by:


Se0 = wN−1/2 ,
Se1 = uN−1/2 wN−1/2 ,
Se2 = −
1
h1
u3/2 w3/2 ,
Sei =
1
hi−1
(
ui−1/2 wi−1/2 − ui−3/2 wi−3/2
)
, 3 6 i 6 N .
The system is ompleted with the initial ondition
V(0, x) = V0(x) =
(
h0, h0 u0N , u
0
1, . . . , u
0
N−1
)T
. (3.1.2)
Therefore, using this formulation we base the onstrution of the sheme on the following
remark dealing with hyperboliity of some part of the system (3.1.1).
Remark 1.1. The system (3.1.1) when replaing the right hand side by 0 and taking
µ = 0 (that is only onsidering the transport ux FC), is hyperboli and the eigenvalues
of the Jaobian matrix J of the ux read as:
SP(J) =
{
uN +
√
gh, uN −
√
gh, 2u1, · · · , 2uN−1
}
.
It is simply seen when we ompute the Jaobian J :
∂F
∂V
= J(V) =


0 1 0 · · · · · · 0
gh− u2N 2uN 0 0 · · · 0
g 0 2u1 0 · · · 0
.
.
. 0 0 2u2 0 · · ·
.
.
.
.
.
. · · · · · · . . . · · ·
g 0 · · · · · · · · · 2uN−1


.
The eigenvalues are seen immediately. Moreover, the eigenvetors are omputed easily,
and the Jaobian matrix does not degenerate in a non diagonalizable matrix when some
veloities beome equal, as long as we have h > 0.
Remark 1.2. This remark will be used to design the numerial sheme, but it is not
really a property of hyperboliity for the full system (2.1.10), sine the soure term of the
formulation (3.1.1) ontains derivatives of the unknowns ui. Nevertheless the numerial
results obtained with this formulation are totally lawful.
We now present the disrete version of the system (3.1.1). We use alligraphi letters to
name the numerial sheme. We introdue a spae-time disretization based on a uniform
grid of points xj+1/2 with spae step ∆x and on a grid of points tk = k∆t with a time
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step ∆t wih will be preised later through a CFL ondition. The nite volume method
onsists in integrating the system on eah ontrol ell Cj = (xj−1/2;xj+1/2) of the mesh
and eah time step, and approximating the uxes at the interfaes.
First, initial data
(V0i )06i6N are omputed, as usual in the nite volume framework,
as the averaged values of (3.1.2) through eah spae ell, that is, for all i ∈ {0, . . . , N},
for all j in Z,
V0i,j =
1
∆x
∫
Cj
V 0i (x)dx .
Then, the semi disrete numerial sheme reads, for all i in {0, . . . , N}, for all j in Z:
d
dt
Vi,j + 1
∆x
(
Fi, j+1/2 −Fi, j−1/2
)
= Gi, j ,
where Fi, j+1/2 is the approximation of the ith oordinate of the ux at the ell interfae
xj+1/2, and Gi, j , Vi, j are the approximation of the mean value of the ith oordinate of G,
V on the ell Cj .
Let us now desribe the numerial ux, sum of the onvetive part and the diusive
part, rst without slope limiters. On the one hand we hoose the Lax-Friedrihs ux for
the hyperboli part, that is for all i in {0, . . . , N}, for all j in Z:
FCi, j+1/2 =
1
2
[
FCi (Vj+1) + FCi (Vj)− a∞
(Vi, j+1 − Vi, j)] ,
where a∞ = sup
{
|λ|, λ ∈ SP(J)
}
. On the other hand, the diusive ux, essentially an
approximation of the gradient of the veloities at the ell interfaes, is disretized lassially.
The oordinates of the disrete unknown V are expressed in terms of water height and
veloities:
V0 = H , V1 = HUN , Vi = Ui−1 for 2 ≤ i ≤ N .
Therefore 

FD0, j+1/2 = 0 ,
FD1, j+1/2 = −µHj+1/2
UN, j+1 − UN, j
∆x
,
FDi, j+1/2 = −µ
Ui−1, j+1 − Ui−1, j
∆x
, 2 6 i 6 N ,
where Hj+1/2 = (Hj+1 +Hj) /2. Before treating the soure terms, we shall impose the
CFL stability ondition. This neessary ondition appears in the next alulations: we
take the soure term equal to zero and onsider an expliit Euler sheme in time for sake of
simpliity. Then, with the hoie of three points expliit uxes we made, we may write the
numerial solution at time tn+1, Vn+1i,j as a ombination of Vni,j+1, Vni,j and Vni,j−1. Preisely,
we have, for j ∈ Z, for 0 ≤ i ≤ N :
Vn+1i,j = αni,j Vni,j−1 + βni,j Vni,j + γni,j Vni,j+1 ,
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where 

αni,j = ∂iF
C
i (ξ
n
i )
∆t
2∆x
+ a∞
∆t
2∆x
+ µ
∆t
∆x2
δni,j−1/2 ,
βni,j = 1− a∞
∆t
∆x
− µ ∆t
∆x2
(
δni,j−1/2 + δ
n
i,j+1/2
)
,
γni,j = −∂iFCi (ξni )
∆t
2∆x
+ a∞
∆t
2∆x
+ µ
∆t
∆x2
δni,j+1/2 ,
with γni,j+1/2 =


0 if i = 0 ,
Hnj+1/2 if i = 1 ,
1 if 2 ≤ i ≤ N .
Now, with the denition of a∞ and the fat that the size of the uppest layer is of order
O
(
h
)
stritly smaller than 1, we an require the following CFL ondition:
a∞
∆t
∆x
+ 2µ
∆t
∆x2
< 1 . (CFL)
Atually, we will rather use an expliit Runge Kutta of order 4 sheme in time instead of
an expliit Euler sheme, and the time step is reomputed after eah step to statisfy the
stability ondition (CFL). Moreover, we introdue slope limiters in the uxes to reonstrut
the unknowns Vi on the right (+) and on the left (−) of the ell interfaes xj+1/2. We use
the lassial minmod limiters σi, j , that is for 0 ≤ i ≤ N , for j ∈ Z:
σi, j = minmod (Vi, j+1 − Vi, j,Vi, j − Vi, j−1) .
Then the right and left reonstruted values at interfae xj+1/2 of the ith oordinate of V
read: 

V+i, j+1/2 = Vi, j+1 − σi, j+1 (Vi, j+2 − Vi, j+1) ,
V−i, j+1/2 = Vi, j + σi, j (Vi, j+1 − Vi, j) .
Hene the onvetive ux inluding the slope limiters reads, for 0 ≤ i ≤ N , for j ∈ Z:
FCi, j+1/2 =
1
2
[
FCi (V+j+1/2) + FCi (V−j+1/2)− a∞
(V+i, j+1/2 − V−i, j+1/2)] .
We do the same to ompute the diusive ux FD. Let us now dene the disrete W
variable. Sine the vertial veloity Wi+1/2,j is essentially an horizontal gradient of the
veloity at the layer interfae zi+1/2 and in the horizontal ell Cj, we hoose the following
reonstrution for j ∈ Z, for 1 6 i 6 N − 1:

W1/2,j = V3,j ∂xzb(xj) ,
Wi+1/2,j =Wi−1/2,j − hi
1
2∆x
{(
U+i,j+1/2 + U−i,j+1/2
)
−
(
U+i,j−1/2 + U−i,j−1/2
)}
.
Finally we hoose a smooth topographi soure term, for whih we an ompute the deriva-
tive exatly. This avoids numerial diulties that an our with the disretization of the
soure term Sb (whih an be handled by dierent methods, see for example [13, 98℄).
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Remark 1.3. We an mention that an expliit sheme in time may be very restritive
beause of the visous terms. Nevertheless, we onsider a small visosity oeient, whih
redues the onstraint on the time step. Moreover, the instantaneous regularizing eet of
the visous terms makes the nononservative produt h∂xuN well dened at the rst time
step, even if we start with a disontinuous initial water height as in Setion A.2.
Remark 1.4. We an note that this numerial sheme preserves at the disret level the
onservation of the mass
∫
hdx and the onstant steady states with periodi boundary
ondition. We will also see in the numerial results that it aptures non onstant steady
states in the last test ase performed (see Setion 3.2.5).
3.2 Numerial experiments
In this setion we present numerial simulations performed to validate numerially the
multilayer system and its disretization. We also show its possible dynami behavior,
depending on the wanted auray in the vertial diretion, whih is given by the hoie
of the amplitude h of the inside xed layers. In all the tests performed, the CFL number
is equal to 0.95.
3.2.1 Test 1: perturbation of rest in height, omparison with lassial
Shallow Water model, at bottom
In this setion, we perturb the lake at rest in height. We take gravity onstant g = 1,
visosity µ = 0.0001, no frition, omputational domain [0, 1] and periodi boundary on-
ditions. We ompare rst our model to existing models, and then investigate its dynami
behavior. We onsider the initial ondition

η(t = 0, x) = 0.1 + 0.01 (1 + 0.8 cos(2π x/L)) ,
ui(t = 0, x) ≡ 0 for 1 6 i 6 N ,
(3.2.1)
where the number of layers N will be either 5 (h = 0.02) or 15 (h = 0.006). Then we
plot the solution to the multilayer sheme for 5 layers (+) and 15 layers (•), as well as the
result obtained with a simple global Lax-Friedrihs sheme for the lassial visous shallow
water system (lines), for dierent times. Figure 3.1 shows the evolution of the free surfae,
and Figure 3.2 shows the evolution of the averaged horizontal veloity.
On the one hand, we observe that the results t well with the lassial one layer
model, whatever the number of layers. Hene our multilayer model is at least as good
as the lassial Saint-Venant model. On the other hand, we do have an advantage when
onsidering the multilayer model: information on the vertial veloity. Indeed, we see in
Figure 3.3 the veloity eld inside the water for 15 layers. This information an not be
reovered by the lassial shallow water model.
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Figure 3.1: Evolution of the free surfae for initial ondition (3.2.1), t = 5 (a), t = 10 (b),
t = 20 ()
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Figure 3.2: Evolution of the mean veloity for initial ondition (3.2.1) , t = 5 (a), t = 10
(b), t = 20 ()
3.2.2 Test 2: perturbation of rest in height, zero visosity, omparison
with the full Euler hydrostati model, at bottom
In this test ase, we ompare the multilayer model with the hydrostati system in the zero
visosity ase, whih reads, for all t > 0, for all (x, z) in Ωt:


∂tu+ u∂xu+ w∂zu+ g ∂xH = 0 ,
∂tH + u(z = H) ∂xH = w(z = H) ,
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Figure 3.3: Evolution of the veloity eld for initial ondition (3.2.1) and 15 layers, at
times t = 1 (a) and t = 10 (b)
ompleted with the non penetration ondition at the bottom and the divergene free on-
dition to reonstrut the vertial veloity:
w(t, x, 0) = 0 , ∀ (t, x) ∈ R+ × R , ∂xu+ ∂zw = 0 .
In order to design our numerial sheme for this system, we introdue a traer parameter
0 6 a 6 1 of partiules of uids in the vertial diretion [38℄. Thus the vertial position
of one partile of uid at time t and horizontal position x reads:
z = Z(t, x, a) , 0 6 a 6 1 .
Then, we have Z(t, x, a = 0) = 0 for partiles at the bottom, and Z(t, x, a = 1) = H(t, x)
at the free surfae. Moreover we ask the advetion equation at the free surfae to be
satised for any a, namely:
∂tZ(t, x, a) + u (t, x, Z(t, x, a)) ∂xZ(t, x, a) = w (t, x, Z(t, x, a)) . (3.2.2)
Hene, noting c = ∂aZ and injeting these new variables in the primitive equations, we
get an hyperboli system posed in a xed domain Ω = R+ × R× [0, 1]. It reads, for all
(t, x, a) ∈ Ω:
∂tu˜(t, x, a) + ∂x
(
u˜2
2
)
(t, x, a) = −g ∂xZ(t, x, 1) , (3.2.3)
∂tc(t, x, a) + ∂x (c u˜) (t, x, a) = 0 , (3.2.4)
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where u˜(t, x, a) = u (t, x, Z(t, x, a)) and w˜(t, x, a) = w (t, x, Z(t, x, a)). Boundary ondi-
tions are obtained in the same way. This formulation allows to perform a nite volume
sheme.
We take periodi boundary onditions, no frition and the omputational domain is
[0, 1]. We run the multilayer ode for 15 layers (h = 0.006) and 40 layers (h = 0.002), with
the following initial onditions


η(0, x) = 0.1 + 0.01
(
1 + 0.5 cos(2π x/L) + 0.2 sin(4π x/L)
)
,
ui(0, x) ≡ 0 for 1 6 i 6 N ,
(3.2.5)
and orresponding initial datum for the Euler system. In Figures 3.4 and 3.5 we output
the proles of the free surfae and the mean veloity at dierent times. We an observe
that urves t well. Nevertheless, sine the Lagrangian formulation of the Euler equations
is only valid on short times, the hydrostati ode beomes unstable and starts to osillate
after around 100 iterations.
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Figure 3.4: Evolution of the free surfae , t = 10 (a), t = 40 (b), t = 80 ()
The veloity elds are also plotted in Figure 3.6 at time t = 50 for both models. The
proles are in good agreement.
3.2.3 Test 3: perturbation of rest in veloity, at bottom
In this setion, we again onsider a at bottom, the spatial domain is [0, 1], visosity
µ = 0.0001, no frition, periodi boundary onditions and we perturb the lake at rest in
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Figure 3.5: Evolution of the mean veloity , t = 10 (a), t = 50 (b), t = 100 (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Figure 3.6: Veloity eld, hydrostati (a), 40 layers (b)
veloity, taking for initial onditions:

η(0, x) ≡ 0.1 , ui(0, x) ≡ 0 for 1 6 i 6 N − 1 ,
uN (0, x) = 0.2 sin(2π x) .
(3.2.6)
Then we run the multilayer ode for dierent numbers of layers: 5 (amplitude h = 0.02)
and 15 layers (h = 0.006). Thus, in Figure 4.1, we show the evolution in time of the
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free surfae and the veloity eld inside the uid, for these two hoies. We observe the
multilayer aspets of the veloity eld, that is appearane of vortees, beoming more
visible when we take a larger number of layers.
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Figure 3.7: Evolution of the veloity eld for initial data (3.2.6)for t = 1 (left) and t = 10
(right): 5 layers (a),(b), and 15 layers (), (d).
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3.2.4 Test 4: perturbation of rest, periodi bottom, dynami behavior
For this test ase we onsider a spatial domain [−10, 10], visosity µ = 0.0009, no frition,
size of the inside layers h = 0.08 and a smooth rapidly osilatting bottom
zb(x) = 0.1 sin(6π x/20) .
We perturb rst the rest with a sinusoidal height, with a larger period, that is:


η(0, x) = 1 + 0.07 sin(2π x/20) ,
ui(0) ≡ 0 for 1 6 i 6 N .
(3.2.7)
We then output in Figure 3.8 the veloity eld and the free surfae at dierent times. We
observe a transition period, during whih ours a lot of movement inside the uid and
variations of the amplitude of the free surfae. This yields variations of the number of
layers, initially equal to 11. Next, after 200 seonds, the behavior of the uid seems to
stabilize: the free surfae tends to be symmetri to the topography and the veloities inside
the uid are getting smaller.
3.2.5 Test 5: subritial ow over a bump
In this test ase, we want to observe numerially the onvergene to the steady state. For
further information on this test as more general topography (that is disontinuous) we refer
to [13, 11, 47, 49, 50, 82, 98℄. In this work, sine we avoid the diulty of disretization of
the topographi soure term, we take a smooth bottom given by:
zb(x) = −0.1
(
tanh(3 (x − 1)) + tanh(−3 (x+ 1))
)
.
We onsider the following initial and boundary onditions:


η(0, x) = ηout ≡ 1 , ui(0, x) ≡ 0 for 1 6 i 6 N − 1
huN (0, x) = (huN )in ≡ 0.06 .
(3.2.8)
We take for this test: spatial domain [−10, 10], 200 points, µ = 0.0005, no frition and two
dierent numbers of initial layers: 15 (amplitude h = 0.06) and 8 (h = 0.12). We output
the evolution of the free surfae and the veloity eld in Figures 3.9 (15 layers) and 3.10
(7 layers) at dierent times, the steady state is reahed at t = 45.
We observe the number of layers reduing while the free surfae, initially at rest, goes
to the steady state, symmetri to the topography, whatever the size of the inside layers.
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3.3 Conlusion
As a onlusion, in Chapters 2 and 3, we propose another approah to approximate free
surfae inompressible geophysial ows, by a multilayer shallow water type model, taking
advantage of the numerial eieny of suh systems. This model is not aimed at dealing
with wet/dry fronts, but rather deep water. It is derived from the hydrostati primitive
equations, whih are widely used to model oean motions. In partiular no tehnial
assumption on the regime of visosity is made to make the derivation of the model rigorous.
Moreover, a loal in time existene result is obtained, with a lassial restrition of
positivity on the uppest layer height. This result allows to get a dynami behavior of the
model in the numerial simulations. Indeed, when the uppest layer height beomes too
small (resp. too large) we remove (resp. add) one layer, and so on.
At this time the oupling of this multilayer model with at bottom, together with
lassial shallow water over a sloped plan, modelling the arrival of a small wave to the
beah is under study.
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Figure 3.8: Free surfae and veloity eld for initial data (3.2.7) at times t = 0 (11 lay-
ers)(a), t = 10 (9 layers) (b), t = 20 (10 layers) () and nal time t = 100 (10 layers)(d).
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Figure 3.9: Free surfae and veloity eld, subritial ow, for in-out onditions (3.2.8), 15
layers initially, at times t = 0 (15 layers)(a), t = 0.4 (15 layers)(b), t = 2 (13 layers)(),
and nal time t = 45 (13 layers)(d).
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Figure 3.10: Free surfae and veloity eld, subritial ow, for in-out onditions (3.2.8),
8 layers initially, at times t = 0.4 (8 layers)(a), t = 1 (7 layers)(b), t = 5 (7 layers)()
and nal time t = 45 (7 layers)(d).
Annexe A
Compléments sur l'étude du modèle
multiouhe
Dans ette annexe, nous regroupons quelques ompléments sur l'étude de notre nou-
veau modèle multiouhe de type Saint-Venant. Nous établissons à la Setion A.1 une
inégalité d'énergie naturelle assoiée à notre modèle (en 1D), et expliquons les diultés à
généraliser l'estimation de BD-entropie établie par D. Bresh et B. Desjardins [43℄ pour un
modèle lassique de Saint-Venant. Enn, nous proposons quelques simulations numériques
supplémentaires en 1D, notamment de solutions disontinues, à la Setion A.2.
A.1 Sur l'énergie du système multiouhe en 1D
Dans ette setion, an de simplier l'ériture, nous revenons à notre modèle multi-
ouhe 1D et onsidérons une bathymétrie triviale ainsi que la dénition des vitesses ui+1/2
omme moyenne arithmétique de ui+1 et ui. L'équation  générique  pour la ouhe i
(1 6 i 6 N) s'érit don
∂t (hi ui) + ∂x
(
hi u
2
i
)
+ g hi ∂xH = µ∂x (hi ∂xui)
+ui−1/2wi−1/2 − ui+1/2 wi+1/2
−2µ ui − ui−1
hi + hi−1
+ 2µ
ui+1 − ui
hi + hi+1
,
(A.1.1)
ave les onventions :

u1/2 = 0, ui+1/2 =
ui+1 + ui
2
pour 1 6 i 6 N − 1, uN+1/2 = 0,
w1/2 = 0, wi+1/2 = −h
∑
k=1
i ∂xuk pour 1 6 i 6 N − 1, wN+1/2 = 0 .
(A.1.2)
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Pour les approximations des dérivées vertiales, nous imposons :


2µ
u1 − u0
h1 + h0
= κu1 ,
2µ
uN+1 − uN
hN + hN+1
= 0 .
Dans les deux sous-setions suivantes, nous reherhons des entropies pour notre système,
qui pourront s'avérer utiles dans la reherhe de solutions faibles. Cependant tous les aluls
ii sont formels, il s'agit simplement de tenter d'adapter de manière heuristique les travaux
eetués dans [43, 144℄.
A.1.1 Une estimation d'énergie naturelle
Nous obtenons d'abord une inégalité d'énergie naturelle pour notre système, qui est en
adéquation ave l'estimation obtenue pour les modèles multiouhes existants [12, 15℄.
En onsidérant des onditions aux limites périodiques (i.e. en érivant le système pour
(t, x) ∈ R+ × T), les solutions régulières satisfont l'estimation d'énergie suivante.
∂t
∫
T
E dx+ 2µ
∫
T
(
N−1∑
i=1
(ui+1 − ui)2
hi + hi+1
+
N∑
i=1
hi (∂xui)
2
)
dx = −κ
∫
T
u21 dx , (A.1.3)
où l'énergie E est dénie par :
E =
1
2
(
g H2 +
N∑
i=1
hi u
2
i
)
.
Avant de montrer ette inégalité, remarquons que notre fontion énergie est la même que
elle introduite dans [12, 15℄ : 'est la somme des énergies de haque ouhe, qui orres-
pondent haune à l'énergie d'un système lassique de Saint-Venant, à savoir :
E =
N∑
i=1
Ei ave Ei =
1
2
hi u
2
i + g hi ∂xhi .
Obtention de l'estimation d'énergie. Les aluls sont lassiques : il s'agit de mul-
tiplier les équations (A.1.1) par ui, de les intégrer sur le tore et de les sommer. Nous
ommençons par le membre de gauhe de (A.1.1), et plus préisément le terme
Ai := ∂t (hi ui) + ∂x
(
hi u
2
i
)
.
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En le multipliant par ui et en intégrant sur T, nous obtenons :∫
T
Ai ui =
∫
T
(
u2i ∂thi + hi ui ∂tui + hi u
2
i ∂xui + u
2
i ∂x (hi ui)
)
=
1
2
∫
T
[
(ui ∂t(hi ui) + hi ui ∂tui) +
(
hi u
2
i ∂xui + ui ∂x
(
hi u
2
i
)) ]
+
1
2
∫
T
u2i (∂thi + ∂x (hi ui)) .
En sommant de 1 à N , ela donne :
N∑
i=1
∫
T
Ai ui =
∫
T
1
2
[
∂t
N∑
i=1
(
hi u
2
i
)
+ ∂x
N∑
i=1
(
hi u
3
i
) ]
+
1
2
∫
T
N∑
i=1
u2i (∂thi + ∂x (hi ui)) .
Nous pouvons alors nous servir de la onservation de la masse, qui s'érit sous la forme :
∂th+ ∂x (huN ) = wN−1/2 .
Par ailleurs, en utilisant (A.1.2), nous pouvons érire :
∂x (hi ui) = wi−1/2 − wi+1/2 .
Ainsi l'équation préédente devient :
N∑
i=1
∫
T
Ai ui =
∫
T
1
2
∂t
N∑
i=1
(
hi u
2
i
)
+
1
2
∫
T
N∑
i=1
u2i
(
wi−1/2 −wi+1/2
)
=
∫
T
1
2
∂t
N∑
i=1
(
hi u
2
i
)
+
1
2
∫
T
N−1∑
i=1
wi+1/2
(
u2i+1 − u2i
)
.
Le dernier terme du membre de gauhe de (A.1.1) est traité simplement :
N∑
i=1
∫
T
g hi ∂xH ui = −g
∫
T
H
N∑
i=1
∂x (hi ui)
= +12 g
∫
T
∂t
(
H2
)
.
Ensuite, pour le seond membre de (A.1.1), les termes de visosité horizontale se traitent
également par intégration par parties :
N∑
i=1
∫
T
µ∂x (hi ∂xui) ui = −µ
∫
T
N∑
i=1
hi (∂xui)
2 .
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Enn, pour les derniers termes nous allons à nouveau faire des hangements d'indies dans
les sommes. Nous notons

Bi = ui−1/2 wi−1/2 − ui+1/2 wi+1/2 ,
Ci = −2µ ui − ui−1
hi + hi−1
+ 2µ
ui+1 − ui
hi + hi+1
.
Alors
N∑
i=1
∫
T
Bi ui =
N−1∑
i=1
∫
T
ui+1/2 wi+1/2 (ui+1 − ui) ,
N∑
i=1
∫
T
Ci ui = −2µ
N−1∑
i=1
∫
T
(ui+1 − ui)2
hi + hi+1
− κ
∫
T
u21 .
Pour onlure, il sut de remarquer que
1
2
∫
T
N−1∑
i=1
wi+1/2
(
u2i+1 − u2i
)
=
N−1∑
i=1
∫
T
ui+1/2 wi+1/2 (ui+1 − ui) ,
grâe à la dénition des ui+1/2.
A.1.2 Estimations supplémentaires ? Existene de solutions faibles ?
Si l'on s'intéresse à l'étude des solutions faibles du modèle multiouhe 1D, il est né-
essaire de hoisir le  bon espae  fontionnel et d'établir des estimations fournissant
assez de ompaité sur les solutions. En s'inspirant des solutions faibles pour le système
lassique de Saint-Venant visqueux (voir [144℄ par exemple), nous pouvons herher des
solutions ave la régularité suivante pour tout T > 0 :
ui ∈ L2
(
0, T ;L2(T)
)
,
ui ∈ L∞ (0, T ;L∞(T)) ∩ L∞
(
0, T ;H1(T)
) ∩ L2 (0, T ;H2(T)) .
Une attention partiulière doit également être portée sur le hoix des onditions initiales,
par exemple : √
h0 ∈ H1(T) , h0 > 0 ,
√
hi ui ∈ L2(T) .
Evidemment, puisque nous ne onsidérons pas ii les eets de apillarité ni de frition
turbulente, notre première estimation d'énergie ne donne pas les mêmes estimations que
dans [43, 144℄.
L'estimation a priori d'énergie (A.1.3) établie préédemment permet d'obtenir de la om-
paité sur plusieurs termes si l'on s'intéresse à l'étude des solutions faibles du système
multiouhe, à savoir :
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

H ∈ L∞ (0, T ;L2(T)) ,
√
hi ui ∈ L∞
(
0, T ;L2(T)
)
,
√
hi ∂xui ∈ L2
(
0, T ;L2(T)
)
,
u1 ∈ L2
(
0, T ;L2(T)
)
,
ui+1 − ui√
hi+1 + hi
∈ L2 (0, T ;L2(T)) .
(A.1.4)
Nous pouvons également obtenir d'autres estimations, à savoir :

∂xh ∈ L2
(
0, T ;L2(T)
)
,
ui ∈ L2
(
0, T ;L2(T)
)
.
(A.1.5)
Néanmoins, le ontrle sur h n'est pas susant pour passer à la limite dans les termes non
linéaires de (A.1.1) (voir [43℄ pour la dimension 2 et [144℄ pour la dimension 1), notamment
les termes hi u
2
i . L'étape ruiale est d'obtenir de la ompaité forte L
2
sur
√
hi ui. C'est
e qui est déliat dans notre as. En eet, onsidérons notre système ave seulement deux
ouhes. La onservation de la masse s'érit :
∂t (h1 + h2) + ∂x (h1 u1) + ∂x (h2 u2) = 0 .
Si l'on oublie un instant que la hauteur h1 de la ouhe inférieure est onstante, on peut
érire, en dérivant par rapport à x et en remplaçant ∂xhi par hi ∂x (log hi) :
∂t (h1 ∂x log h1 + h2 ∂x log h2)+∂x (h1 ∂xu1 + h2 ∂xu2)+∂x (h1 u1 ∂x log h1 + h2 u2 ∂x log h2) = 0 .
L'idée dans la dérivation de la BD-entropie est de s'aranhir des termes visqueux en mul-
tipliant la dérivée de l'équation de la masse par µ et de l'ajouter à l'équation sur la quantité
de mouvement. La nouvelle équation dérit l'évolution d'une quantité de mouvement pour
une vitesse auxiliaire
vi := ui + µ∂x log hi .
Ensuite, la même tehnique que pour l'obtention de l'inégalité d'énergie (A.1.3) est em-
ployée (multipliation par vi, intégration sur T et utilisation de la onservation de la masse
et d'intégrations par parties). Nous ne pouvons pas utiliser ii la même méthode, ar les
deux vitesse u1 et u2 sont ouplées dans la onservation de la masse.
A.2 D'autres simulations numériques
Nous terminons ette annexe en présentant des simulations numériques supplémen-
taires de notre modèle multiouhe pour des solutions disontinues. Nous onsidérons des
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onditions aux limites périodiques ainsi que les paramètres numériques suivant : visosité
µ = 0.001, frition κ = 0, gravité g = 1, CFL = 0.95, domaine spatial [0, 1] (L = 1) et 400
points de disrétisation. Nous perturbons le  la au repos  :
{
H(x) ≡ 0.1 ,
ui(x) ≡ 0 pour 1 6 i 6 N ,
d'abord en vitesse, puis en hauteur.
A.2.1 Perturbation du la au repos en vitesse, fond plat
Nous hoisissons d'abord une vitesse initiale de la ouhe supérieure disontinue :
uN (0, x) =


−0.2 si 0.75 (L/2) 6 x 6 L/2 ,
+0.2 si L/2 < x 6 1.25 (L/2) ,
0 sinon .
A.2 D'autres simulations numériques 87
0
0.02
0.04
0.06
0.08
0.1
0.12
0 0.2 0.4 0.6 0.8 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0 0.2 0.4 0.6 0.8 1
(a) (b)
0
0.02
0.04
0.06
0.08
0.1
0.12
0 0.2 0.4 0.6 0.8 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0 0.2 0.4 0.6 0.8 1
() (d)
Fig. A.1  N = 10, évolution du hamps des vitesses : t = 2 (a), t = 4 (b), t = 8 (),
t = 16 (d)
Nous observons dans la Figure A.1 des reirulations à l'intérieur de uide : la pertur-
bation à la surfae entraîne des onséquenes dans les ouhes internes au ours du temps,
avant que l'équilibre soit rétabli.
A.2.2 Perturbation du la au repos en hauteur, fond plat
Nous perturbons ensuite le repos en hauteur an de pouvoir omparer le modèle ave
le modèle lassique de Saint-Venant, omme 'est fait au Chapitre 3 pour des solutions
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régulières. Les onditions initiales sont données par :
ui(0, x) ≡ 0 pour 1 6 i 6 N ,
hN (0, x) =
{
0.02 if x 6 L/2 ,
0.01 if x > L/2 ,
Nous pouvons alors omparer les vitesses moyennes (Figure A.2) et la surfae libre
(gure A.3) pour 1, 5 et 15 ouhes.
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Fig. A.2  Evolution de la vitesse moyenne , t = 2 (a), t = 4 (b), t = 8 ()
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Fig. A.3  Evolution de la surfae libre , t = 2 (a), t = 4 (b), t = 8 ()
Deuxième partie
Constrution et analyse d'un shéma
préservant l'asymptotique pour les
systèmes de relaxation
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Chapitre 4
Analysis of an Asymptoti
Preserving Sheme for Relaxation
Systems
4.1 Introdution
Many physial problems are governed by hyperboli onservation laws with non vanish-
ing sti soure terms. These problems an desribe the eet of relaxation toward an
equilibrium, as in the kineti theory of gases for example. Atually for monatomi gases,
when an equilibrium state is perturbed, it gradually relaxes to the equilibrium state with
Maxwellian veloity distribution. In the ontinuum theory of nonmonatomi gases, there
are other modes of internal energy besides the translated one, and when the gas is per-
turbed, the translational energy adjusts to its equilibrium value quikly. Other modes relax
to their equilibrium values through ollision of gas partiles. The time sale for suh a re-
laxation proess may not be short and the phenomenon of thermo-nonequilibrium beomes
important. In this ase, the ompressible Euler equations should be supplemented by a
rate equation governing the nonequilibrium mode of the internal energy. In the domain of
kineti equations, the relaxation parameter is represented by the dimensionless Knudsen
number ε > 0, dened as the ratio of the mean free path of the partiles over a typial
lenght sale, suh as the size of the spatial domain. It measures the rareedness of the gas.
At the ontinuous level, it has been shown [21℄ that, for the Boltzmann equation
∂tf + v · ∇xf = 1
ε
Q(f) ,
when the Knudsen number ε goes to zero, the distribution funtion f onverges to a loal
Maxwellian M, so the marosopi model (ompressible Euler or Navier-Stokes) beomes
more adequate to desribe the behavior. For more details about uid dynami limits of
kineti equation, we refer to [21, 22, 23, 36℄.
In this ontext, developing robust numerial shemes for kineti equations that also
work in the uid regime beomes hallenging. It has been done in the framework of
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Asymptoti-Preserving (AP) shemes [92, 119℄. With the voabulary introdued in these
papers, a numerial sheme is Asymptoti Preserving if
1. it is a suitable sheme for the relaxation problem (the kineti equation), and when
holding the mesh size and time step xed, and letting ε go to zero, then the sheme
beomes a suitable disretization of the limit (equilibrium) problem;
2. impliit ollision terms an be implemented expliitly.
Indeed, from a numerial point of view, the treatment of the stiness an not be done
with expliit shemes, so mathematiians will rather favour the use of semi-impliit of fully
impliit shemes.
One solution oered by E. Gabetta, L. Pareshi and G. Tosani [96℄ to design an
Asymptoti Preserving sheme, was to penalize the nonlinear ollision operator Q(f) by
a linear funtion λ f and then absorb the linearly sti part into the time variable to
remove the stiness. More reently, F. Filbet & S. Jin [92℄ proposed to penalize the
Boltzman operator by the BGK operator in order to build stable shemes with respet to
ε > 0. If suh shemes are now numerially validated and extensively used to disretize
kineti equations [81, 92, 93, 96, 119℄, their mathematial study has only been done in
some partiular ases [103℄, beause of the omplexity of general kineti equations, where
the ollision operator is nonlinear. However, hyperboli onservation laws represents a
simplied ontext where a theoretial study of relaxation shemes an be done [8, 61, 62, 63,
92, 119, 120℄. Indeed, there is a strong analogy between the loal relaxation approximation
of onservation laws, initially proposed in [119℄, and the study of uid dynamial limits
of kineti equations [36℄. In the domain of hyperboli onservation laws with sti soure
terms, the relaxation parameter plays the role of the Knudsen number in kineti theory,
while the soure term is the analogous of the ollision operator, whih we want to be the
most general possible. Few works are devoted to the mathematial analysis of relaxation
sheme for the approximation of onservations laws. We refer for instane to the series of
papers by D. Aregba-Driollet and R. Natalini [8℄ and A. Chalabi [61, 62, 63℄. But for all
of them, the relaxation operator is relatively simple and an be easily treated expliitly
without any additional omputational ost. Here we want to fous on the approximation
of general relaxation system with a nonlinear and sti soure term as in the ontext of the
Boltzmann kineti equation. Therefore, we will onsider throughout the rest of the hapter
the following hyperboli relaxation system. For all (t, x) in R+ × R:

∂tu
ε + ∂xv
ε = 0 ,
∂tv
ε + a ∂xu
ε = −1
ε
R(uε, vε),
(4.1.1)
where a > 0 is a onstant oeient to be disussed later, ε is the relaxation parameter
and R : R × R 7→ R is a nonlinear funtion. The system is ompleted with the initial
onditions: 

uε(0, x) = uε0(x) ,
vε(0, x) = vε0(x) .
(4.1.2)
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The system of equations (4.1.1)-(4.1.2) is often refered to as a two veloity kineti
equation. Here we will assume that the funtion R ∈ C1(R×R,R) possesses a unique loal
equilibrium, restrited to the manifold {v = A(u)} (1) , that is,
R(u, v) = 0 ⇔ v = A(u) , (4.1.3)
where A is a loally Lipshitz ontinuous funtion with A(0) = 0. Therefore, under some
assumptions on R and on the initial data, the solution (uε, vε) to (4.1.1)-(4.1.2) onverges
to (u, v) with v = A(u) and u solution to the onservation laws [65, 142℄


∂tu+ ∂xA(u) = 0 , in R
+ × R,
u(t = 0) = u0 ,
(4.1.4)
where the initial datum u0 is given by
u0 = lim
ε→0
uε0 . (4.1.5)
Conerning the mathematial study of the system (4.1.1)-(4.1.2), we refer for instane
to [152℄
(2)
.
Theorem 1.1. Assume that the initial datum (uε0, v
ε
0) is bounded independently of ε in
BV (R). Consider R ∈ C1(R × R,R), whih satises (4.1.3) and take the harateristi
speed
√
a > 0 large enough. Then there exists a unique globally solution (uε, vε) to the
system (4.1.1)-(4.1.2) in C ([0,∞[, L1loc(R)2) and there exists a onstant C > 0 whih only
depends on a and (uε0, v
ε
0), suh that for any ε > 0:

∥∥vε(t)±√a uε(t)∥∥
L∞
≤ C ∀ t > 0,
TV (uε(t)) + TV (vε(t)) ≤ C ∀ t > 0,
‖uε(t+ τ)− uε(t)‖L1 ≤ C τ, ∀t ∈ R+, τ ∈ R+,
‖vε(t+ τ)− vε(t)‖L1 ≤
C
ε
τ, ∀t ∈ R+, τ ∈ R+,
‖vε(t+ τ)− vε(t)‖L1 ≤ Cν τ, ∀t ≥ ν, τ ∈ R+,
(4.1.6)
where ν > 0, and Cν only depends on a, (u
ε
0, v
ε
0) and ν. Moreover, there exists β0 > 0 suh
that,
‖vε(t, ·) −A (uε(t, ·))‖L1 ≤ e−
β0t
ε ‖vε0 −A (uε0)‖L1 + C ε. (4.1.7)
1
This is nothing but the Impliit funtion Theorem.
2
The study in [152℄ is done for the relaxation of Jin-Xin, the arguments are adapted to our ase in
Annex B, where we prove Theorem 1.1.
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Finally, if uε0 onverges, as ε goes to zero, to u0 dened by (4.1.5), then the sequene
(uε, vε) onverges to (u,A(u)) when ε goes to 0, suh that, for any ν > 0:

uε −→ u C ([0,∞);L1loc(R)) ,
vε −→ A(u) C ([ν,∞);L1loc(R)) ,
(4.1.8)
where u is the unique entropi solution to the Cauhy problem (4.1.4).
In this work we propose a rigorous analysis of the Asymptoti Preserving sheme pro-
posed by F. Filbet & S. Jin [92℄ for a nonlinear relaxation. In other words, denoting by
Pε and P0 respetively the relaxation and the equilibrium Cauhy problems, and Pεh and
P0h the orresponding disrete problems, where h represents the disretization parameter,
independent of ε, we will perform a preise analysis of the following Asymptoti Preserving
diagram.
Pεh
h
↓
0

ε→ 0
// P0h
h
↓
0

Pε
ε→ 0
// P0
The hapter is organized as follows. We present in Setion 4.2 an asymptoti preserving
sheme for the relaxation model, and state the both onvergene results of the Asymptoti
Preserving sheme when the relaxation parameter ε goes to zero (Theorem 2.4) and next
when the disretization parameter h goes to zero (Theorem 2.5). Then, we prove dierent
a priori estimates in L∞ and BV on the numerial solution to the Asymptoti Preserving
sheme in Setion 4.3 in order to prove both the zero relaxation limit (Setion 4.4) and
the onvergene of the sheme (Setion 4.5). Finally, we present some numerial results in
Setion 4.6.
4.2 Numerial shemes and main results
When R(u, v) = v − A(u), where A ∈ C1(R,R) is a given funtion, the neessary and
suient stability ondition is given by the so alled subharateristi ondition:
|A′(u)| < √a . (4.2.1)
It means that the propagation speed of the equilibrium problem has to be bounded by the
speeds of the relaxation system, whih has to be dissipative. For more details about this
ase, we refer to [65, 142, 152℄. Moreover, ∇R is uniformly bounded with respet to v and
loally bounded with respet to u suh that, for any (u, v) in [−U0, U0]× R:

|∂uR(u, v)| ≤ g(U0) ,
0 < β0(U0) ≤ ∂vR(u, v) ≤ h(U0) ,
(4.2.2)
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where β0, g and h are some onstants depending only on U0.
Hene the subharateristi ondition reads, in our ase:∣∣∣∣∂uR (u, v)∂vR (u, v)
∣∣∣∣ < √a .
For the sequel, we dene for any N > 0 and α > 0,

U(N,α) :=
(
1 + 1√
α
)
N ,
F (N,α) := sup
|ξ|≤U(N,α)
|A(ξ)| ,
V (N,α) := U(N,α) + 1√
α
F (N,α) .
(4.2.3)
We also denote by I(N,α) the ompat set
I(N,α) :=
[−√aV (N,α), √aV (N,α)]2 . (4.2.4)
Moreover, we assume that the initial onditions uε0, v
ε
0 are bounded independently of ε in
L∞(R), suh that:
N0 := max
{
sup
ε>0
‖uε0‖L∞ , sup
ε>0
‖vε0‖L∞
}
< ∞ . (4.2.5)
Consider any a0 > 0 and assume that the funtion R ∈ 1(R × R,R) satises (4.1.3) and
(4.2.2). We hoose the harateristi speed
√
a > 0 and the parameter β > 0 suh that

√
a > max
{√
a0 ,
g (V (N0, a0))
β0 (V (N0, a0))
}
,
β = h (V (N0, a0)) ,
(4.2.6)
where V is given by (4.2.3).
Remark 2.1. Note that if we dierentiate with respet to u the equilibrium equation
R(u,A(u)) = 0 ,
we obtain
A′(u) = −∂uR (u,A(u))
∂vR (u,A(u)) (4.2.7)
and thus reover the well known subharateristi ondition in the ase of semi-linear
relaxation, namely:
|A′(u)| < √a .
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We present here the splitting Asymptoti Preserving sheme and its relaxed version. We
introdue a spae time disretization based on a uniform grid of points (xj+1/2)j ∈Z ⊂ R,
with spae step ∆x, and a grid of points tn = n∆t, for whih the time step ∆t is hosen
suh as the ratio ∆t/∆x is onstant and satises the CFL ondition:
0 < λ :=
√
a∆t
∆x
< 1 . (4.2.8)
We denote by h = (∆t,∆x) the disretization parameter.
4.2.1 An Asymptoti Preserving sheme for the relaxation system
In this setion, we design a numerial sheme for system (4.1.1)-(4.1.2), by introduing a
splitting between the linear transport part, and the nonlinear relaxation part, for whih we
will take advantage of the knowledge of the equilibrium (4.1.3). When ε beomes small,
the dierential equation (4.1.1) beomes sti and expliit shemes are subjet to severe
stability onstraints. Of ourse, impliit shemes allow larger time steps, but new diulty
arises in seeking the numerial solution of a fully nonlinear problem at eah time step. Here
we want to ombine both advantages of impliit and expliit shemes:large time step for
sti problems and low omputational omplexity of the numerial solution at eah time
step. This is done, as said in the introdution, in the spirit of Asymptoti Preserving
shemes introdued by F. Filbet & S. Jin [92℄.
Thus we onstrut a numerial solution (uεh, v
ε
h) to (4.1.1)-(4.1.2) in R
+ ×R as follows

uεh(t, x) =
∑
n∈N
∑
j∈Z
unj 1Cj (x)1[tn,tn+1[(t) ,
vεh(t, x) =
∑
n∈N
∑
j∈Z
vnj 1Cj (x)1[tn,tn+1[(t) ,
(4.2.9)
where Cj =]xj−1/2, xj+1/2[ are the spae ells and the sequenes
(
unj
)
(n,j)∈N×Z
and
(
vnj
)
(n,j)∈N×Z
depend on ε and are given below.
First, initial data are omputed, as usual in the nite volume framework, as the averaged
values of (4.1.2) through eah spae ell: for all j in Z,

u0j =
1
∆x
∫
Cj
uε0(x)dx ,
v0j =
1
∆x
∫
Cj
vε0(x)dx .
(4.2.10)
Therefore, in order to disretize the system (4.1.1)-(4.1.2), we apply a splitting strategy
into a linear transport part and a sti ordinary dierential part as follows. The rst part
will solve, using an expliit nite volume sheme, the hyperboli linear system

∂tu+ ∂xv = 0 ,
∂tv + a ∂xu = 0 ,
(4.2.11)
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and then the seond part deals with the sti ordinary dierential equations


∂tu = 0 ,
∂tv = −1
ε
R(u, v) .
(4.2.12)
We rst approximate the linear transport part, that is, for a given (un , vn), we ompute
an approximate solution
(
un+1/2, vn+1/2
)
of (4.2.11) at time tn+1 with a standard Finite
Volume sheme, that is, for all j ∈ Z,


u
n+1/2
j = u
n
j − ∆tDhvnj ,
v
n+1/2
j = v
n
j − ∆t aDhunj ,
(4.2.13)
where Dhv
n
j and aDhu
n
j are disrete derivatives with respet to x of v and u, given for
instane by the global Lax-Friedrihs method, namely:


Dhv
n
j =
1
2∆x
[(
vnj+1 − vnj−1
)−√a (unj+1 − 2unj + unj−1)] ,
aDhu
n
j =
1
2∆x
[
a
(
unj+1 − unj−1
)−√a (vnj+1 − 2 vnj + vnj−1)] .
Remark 2.2. Of ourse, there is a wide range of possible hoies for the numerial uxes.
As we will see below, the main property of the numerial sheme for the linear transport
term that we require is the TVD (Total Variation Diminishing) property, namely, for all
n ∈ N, 

TV (un+1/2) ≤ TV (un) ,
TV (vn+1/2) ≤ TV (vn) ,
where TV (u) :=
∑
j ∈Z
|uj+1 − uj |.
Hene, the seond part of the splitting only onsists in approximating the nonlinear
ordinary dierential equation (4.2.12), for all j ∈ Z, starting from (un+1/2j , vn+1/2j ). We
use the deomposition
R(u, v) = [R(u, v) − β (v −A(u))] + β (v −A(u)) ,
where β > 0 is a parameter suh that
0 < sup
(u,v)
∂vR(u, v) < β.
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Then, we apply a time exponential sheme on the dissipative part and get the following
numerial sheme:

un+1j = u
n+1/2
j ,
vn+1j = v
n+1/2
j −
(
v
n+1/2
j −A(un+1/2j )
) [
1−
(
1 +
β∆t
ε
)
e−β∆t/ε
]
−∆t
ε
e−β∆t/εR
(
u
n+1/2
j , v
n+1/2
j
)
.
(4.2.14)
Remark 2.3. Let us notie that the numerial sheme (4.2.13)-(4.2.14) redues to the one
investigated in [8℄ for the semi-linear relaxation ase, taking β = 1.
4.2.2 Convergene results
We rst establish a onvergene result on the asymptoti behavior of the numerial solution
to (4.2.13)-(4.2.14) when ε tends to zero.
Theorem 2.4. Assume that the initial onditions uε0, v
ε
0 are bounded independently of ε
in BV (R) and suh that the assumption (4.2.5) is satised. Consider R ∈ C1(R × R,R),
whih satises (4.1.3)-(4.2.2) and the harateristi speed
√
a > 0 and the parameter β > 0
are given by (4.2.6). Then, the solution (uεh, v
ε
h) given by (4.2.9) to the sheme (4.2.13)-
(4.2.14) with the initial data (4.2.10), onverges in L1(R), as ε → 0, to a numerial
solution (uh, vh), that is,
‖uεh(t)− uh(t)‖L1 + ‖vεh(t)− vh(t)‖L1 ≤ Ct e−β0∆t/ε
[
1 +
∥∥δ0∥∥
L1
]
,
where (uh, vh) is a onsistent approximation to the onservation laws (4.1.4) with vh =
A(uh),
uh(t, x) :=
∑
n∈N
∑
j∈Z
unj 1Cj (x)1[tn,tn+1[(t),
and
un+1j = u
n
j + ∆tDhA(u
n
j ), j ∈ Z, n ≥ 1,
with the initial data
u0j =
1
∆x
∫
Cj
u0(x) dx , (4.2.15)
where u0 is given by (4.1.5).
The onvergene of the Asymptoti Preserving sheme is given by the following theo-
rem.
Theorem 2.5. Assume that the initial onditions uε0, v
ε
0 are bounded independently of ε
in BV (R) and suh that the assumption (4.2.5) is satised. Consider R ∈ C1(R × R,R),
whih satises (4.1.3)-(4.2.2) and the harateristi speed
√
a > 0 and the parameter β > 0
are given by (4.2.6). Then, the solution (uεh, v
ε
h) given by (4.2.9) to the sheme (4.2.13)-
(4.2.14) and the initial data (4.2.10), onverges in L1loc (R
+ × R), as h→ (0, 0), to a weak
solution (uε, vε) to the relaxation Cauhy problem (4.1.1)-(4.1.2).
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4.3 A priori estimates
In this setion, we give the preise denition of the parameter β and the assumption on
the harateristi speed to ensure the stability of the sheme (4.2.13)-(4.2.14) and prove
estimates on the solution to the relaxation problem whih are uniform with respet to ε. In
following setion, we drop the subsripts ε for sake of larity and investigate the stability
property of the Asymptoti Preserving sheme (4.2.13)-(4.2.14).
4.3.1 A priori estimate on the relaxation operator
In this setion we fous on the seond part of the sheme devoted to the approxima-
tion of the relaxation soure term and give a tehnial lemma, whih establishes a quasi-
monotiniity property on the operator Gε,s. In order to do this, we will rather onsider
the equivalent formulation on the diagonal variables w and z. Let us rewrite the splitting
sheme on these variables. For given u and v,

w = −v − √a u ,
z = +v − √a u .
(4.3.1)
Therefore, the linear transport sheme (4.2.13) written for (w, z) only beomes the upwind
method:for all j ∈ Z,

w
n+1/2
j = w
n
j −
√
a ∆t∆x
(
wnj − wnj−1
)
,
z
n+1/2
j = z
n
j +
√
a ∆t∆x
(
znj+1 − znj
)
,
(4.3.2)
whereas the nonlinear sti part (4.2.14) yields, for all j ∈ Z

wn+1j = w
n+1/2
j + Gε,∆t
(
w
n+1/2
j , z
n+1/2
j
)
,
zn+1j = z
n+1/2
j − Gε,∆t
(
w
n+1/2
j , z
n+1/2
j
)
,
(4.3.3)
with
Gε,∆t(w, z) =
(
z − w
2
−A
(
−w + z
2
√
a
)) [
1−
(
1 +
β∆t
ε
)
e−β∆t/ε
]
+
∆t
ε
e−β∆t/εR
(
−w + z
2
√
a
,
z − w
2
)
.
The main result of this setion, from whih will be derived L∞ an BV estimates,
follows.
Lemma 3.1. Assume the funtion R ∈ C1(R × R,R) satises (4.1.3)-(4.2.2) and hoose
a > 0, β > 0 suh that (4.2.6) is veried. Then,
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(i) the subharateristi ondition is satised for all (w, z) ∈ I(N0, a0), that is,∣∣∣∣∂uR∂vR (u, v)
∣∣∣∣ < √a, (4.3.4)
where 2
√
a u := −(w + z) and 2 v := z − w.
(ii) for all ε , s > 0, the soure term operator Gε,s is quasimonotone on the ompat set
I(N0, a0), that is,

−1 ≤ ∂wGε, s(w, z) ≤ 0, ∀ (w, z) ∈ I(N0, a0),
0 ≤ ∂zGε, s(w, z) ≤ 1, ∀ (w, z) ∈ I(N0, a0);
(4.3.5)
(iii) onsider for i = 1, 2, (wn+1i , z
n+1
i ) two solutions to (4.3.3) orresponding to two
initial data (w
n+1/2
i , z
n+1/2
i ) ∈ I(N0, a0). Then there exist w and z ∈ R suh that
|w|, |z| ≤ √aV (N0, a0) and

wn+11 − wn+12 =
(
w
n+1/2
1 − wn+1/22
) (
1 + ∂wGε,s(w, z
n+1/2
1 )
)
+
(
z
n+1/2
1 − zn+1/22
)
∂zGε,s(w
n+1/2
2 , z) ,
zn+11 − zn+12 =
(
z
n+1/2
1 − zn+1/22
) (
1− ∂zGε,s(wn+1/22 , z)
)
−
(
w
n+1/2
1 − wn+1/22
)
∂wGε,s(w, z
n+1/2
1 ) .
(4.3.6)
Proof. For any N0 > 0 and a0 > 0, we rst observe that for (w, z) ∈ I(N0, a0),
|u| = |w + z|
2
√
a
≤ V (N0, a0).
Therefore, using the assumption (4.2.2) and the denition (4.2.3), we get that∣∣∣∣∂uR∂vR (u, v)
∣∣∣∣ ≤ g (V (N0, a0))β0 (V (N0, a0)) <
√
a ,
whih proves the rst assertion (i).
Now we prove (ii) the quasi-monotoniity property of Gε,s. Computing the partial
derivatives of Gε,s, it yields for all s > 0,

∂wGε,s = −1
2
(
1− A
′(u)√
a
) [
1−
(
1 +
β s
ε
)
e−β s/ε
]
− s
2 ε
e−β s/ε
(
∂uR√
a
+ ∂vR
)
,
∂zGε,s = +
1
2
(
1 +
A′(u)√
a
) [
1−
(
1 +
β s
ε
)
e−β s/ε
]
+
s
2 ε
e−β s/ε
(−∂uR√
a
+ ∂vR
)
.
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Hene, from Remark 2.1 and the subharateristi ondition (4.3.4), we obtain that for
all (u, v) ∈ I(N0, a0)
∂wGε,s(w, z) ≤ 0 and ∂zGa,s(w, z) ≥ 0 .
Moreover, still using ondition (4.3.4), we also get for all (w, z) ∈ I(N0, a0)

∂wGε,s(w, z) ≥ −
[
1− βs
ε
e−βs/ε
]
− ∂vR(u, v) s
ε
e−βs/ε ,
∂zGε,s(w, z) ≤
[
1− βs
ε
e−βs/ε
]
+ ∂vR(u, v) s
ε
e−βs/ε .
Now sine |u| ≤ V (N0, a0) and from the hoie of the parameter β in (4.2.6), it yields
|∂vR(u, v)| ≤ β. Therefore, we onlude that
−1 ≤ ∂wGε,s(w, z) and ∂zGε,s(w, z) ≤ 1, ∀(w, z) ∈ I(N0, a0).
Finally (iii) follows from a rst order Taylor expansion of Gε,s.
This Lemma allows to obtain the following omparison priniple.
Corollary 3.2. Consider for i = 1, 2, two initial data (w
n+1/2
i , z
n+1/2
i ) ∈ I(N0, a0) satis-
fying the monotononiity ondition
w
n+1/2
1 ≤ wn+1/22 and zn+1/21 ≤ zn+1/22 .
Then, the numerial solution (wn+1i , z
n+1
i ), given by (4.3.3) orresponding to the inital data
(w
n+1/2
i , z
n+1/2
i ) for i = 1, 2, satises
wn+11 ≤ wn+12 and zn+11 ≤ zn+12 .
Proof. Starting from the equality (4.3.6), it yields to the result applying the estimates
(4.3.5).
4.3.2 L
∞
estimates
In this setion, we establish a uniform bound on the numerial solution to the sheme
(4.2.13)-(4.2.14), that is, equivalently the sheme (4.3.2)-(4.3.3), with the time-spae step
h = (∆t,∆x) suh that (4.2.8) is satised.
Proposition 3.3. Consider any a0 > 0 and
N0 = max
{
sup
ε>0
‖u0‖L∞ , sup
ε>0
‖v0‖L∞
}
.
We assume that the funtion R ∈ C1(R× R,R) satises (4.1.3)-(4.2.2) and hoose a > 0,
β > 0 suh that (4.2.6) is veried. Then, for all n ∈ N
‖un‖L∞ ≤ V (N0, a0), ‖vn‖L∞ ≤
√
aV (N0, a0).
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Proof. We will proeed in two steps :
− nd a partiular solution (wn, zn) ∈ R2 to the sheme (4.3.2)-(4.3.3) whih is uni-
formly bounded,
− apply the omparison priniple on the ompat set I(N0, a0) to prove an L∞ bound
on (un, vn).
For R0 = (1 +
√
a)N0, we onsider the numerial solution (w
n, zn) to (4.3.2)-(4.3.3)
with the partiular initial data (w0, z0) = (R0, R0), whih does not depend on the spae
variable so that the transport step (4.3.2) is invariant. Then we apply the relaxation
sheme (4.3.3), whih yields
wn = −vn − √a un, zn = +vn − √aun
where (un, vn) are only given by

un = u0 = −R0√
a
=
(
1 +
1√
a
)
N0,
vn =
(
1 +
β∆t
ε
)
e−β∆t/ε vn−1 +
(
1−
(
1 +
β∆t
ε
)
e−β∆t/ε
)
A
(
u0
)
− ∆t
ε
e−β∆t/εR (u0, vn−1) .
Then, we proeed by indution to show that:
∀n ∈ {0, . . . , N} , (wn, zn) ∈ I(N0, a0) .
We assume that (wn−1, zn−1) ∈ I(N0, a0), for some n ≥ 1. Let us prove that (wn, zn) ∈
I(N0, a0). On the one hand sine u
n = u0, it yields
‖un‖L∞ = ‖u0‖L∞ ≤
[
1 +
1√
a
]
N0 ≤ U(N0, a0).
On the other hand, using a rst order Taylor expansion of the soure term R(u0, .), we get
that there exists v˜n−1 ∈ R suh that
vn =
(
1 +
β − ∂vR(u0, v˜k)
ε
∆t
)
e−β∆t/ε vn−1
+
(
1−
(
1 +
β − ∂vR(u0, v˜k)
ε
∆t
)
e−β∆t/ε
)
A
(
u0
)
.
Therefore, denoting by λk ∈ R, the real number suh that
λk :=
(
1 +
β − ∂vR(u0, v˜k)
ε
∆t
)
e−β∆t/ε, ∀k ∈ N,
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with |v˜k| ≤ F (N0, a0), hene we get
vn = λn−1 vn−1 + (1− λn−1)A(u0)
and sine v0 = 0
vn =
(
1−
n−1∏
k=0
λk
)
A(u0).
Moreover, sine |u0| ≤ U(N0, a0) and v˜k ≤
√
aV (N0, a0), for all k ∈ N, we get from (4.2.2)
and (4.2.6),
0 <
(
1 +
β − β0
ε
∆t
)
e−β∆t/ε ≤ λk ≤
(
1 +
β∆t
ε
)
e−β∆t/ε < 1, ∀k ∈ N.
Therefore, ‖vn‖L∞ ≤ F (N0, a0) and
‖wn‖L∞ , ‖zn‖L∞ ≤ F (N0, a0) + (1 +
√
a)N0 ≤
√
aV (N0, a0),
that is, (wn, zn) ∈ I(N0, a0).
Moreover, starting from the following initial datum (w0, z0) = (−R0,−R0), we on-
strut another partiular solution (wn, zn) ∈ I(N0, a0) for all n ∈ {0, . . . , N}.
Now, we apply the omparison priniple of Corollary 3.2 to prove an L∞ estimate for
any initial data u0, v0 ∈ L∞(R) given by (4.2.10). From the denition of N0, we have:
‖u0‖L∞ , ‖v0‖L∞ ≤ N0.
Then, we have for the initial data (w0, z0)
‖w0‖L∞ , ‖z0‖L∞ ≤ (1 +
√
a)N0 = R0 ≤
√
a V (N0, a0).
In other words, we have initially:
w0 ≤ w0 ≤ w0, z0 ≤ z0 ≤ z0 .
Thus, we proeed by indution and assume that
wn ≤ wn ≤ wn, zn ≤ zn ≤ zn .
We rst apply the linear transport step (4.3.2) to (wn, zn) and get that
wn ≤ wn+1/2 ≤ wn, zn ≤ zn+1/2 ≤ zn .
Then, by applying Corollary 3.2 to the two solutions to (4.3.3) assoiated to the initial
onditions (w
n+1/2
1 , z
n+1/2
1 ) = (w
n+1/2, zn+1/2) and (w
n+1/2
2 , z
n+1/2
2 ) = (w
n, zn) (resp.
(wn, zn)), we have
wn+1 ≤ wn+1 ≤ wn+1, zn+1 ≤ zn+1 ≤ zn+1,
whih nally gives for all n ∈ N, that (wn, zn) ∈ I(N0, a0). By onstrution of (un, vn) we
have proven that
‖un‖L∞ ≤ V (N0, a0), ‖vn‖L∞ ≤
√
aV (N0, a0).
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4.3.3 BV estimates
In this setion, we obtain a BV estimate on the numerial solution to the sheme (4.2.13)-
(4.2.14), that is, equivalently the sheme (4.3.2)-(4.3.3), with the time-spae step h =
(∆t,∆x) suh that (4.2.8) is satised.
Proposition 3.4. Assume that u0, v0 are uniformly bounded with respet to ε in BV (R).
For any a0 > 0 and N0 = max
{
sup
ε>0
‖u0‖L∞ , sup
ε>0
‖v0‖L∞
}
, we assume that the funtion
R ∈ C1(R × R,R) satises (4.1.3)-(4.2.2) and hoose a > 0, β > 0 suh that (4.2.6) is
veried. Then, for all n ∈ N, we have:
TV (wn+1) + TV (zn+1) ≤ TV (wn) + TV (zn).
Proof. First we note that u0, v0 ∈ BV (R), then by onstrution, w0, z0 ∈ BV (R) also.
To prove the BV estimate, we proeed in two steps. On the one hand, using the TV D
property of the upwind sheme, we get that
TV (wn+1/2) ≤ TV (wn) and TV (zn+1/2) ≤ TV (zn).
On the other hand, we apply the nonlinear relaxation step (4.3.3) and from Lemma 3.1
(iii) with w
n+1/2
1 = w
n+1/2(.) , z
n+1/2
1 = z
n+1/2(.) and w
n+1/2
2 = w
n+1/2(.+∆x), z
n+1/2
2 =
zn+1/2(.+∆x), it yields for any j ∈ Z,
|wn+1j+1 − wn+1j | + |zn+1j+1 − zn+1j | ≤ |wn+1/2j+1 − wn+1/2j |+ |zn+1/2j+1 − zn+1/2j | .
Summing over j ∈ Z, we get that
TV (wn+1) + TV (zn+1) ≤ TV (wn+1/2) + TV (zn+1/2)
≤ TV (wn) + TV (zn).
4.4 Trend to equilibrium
In this setion we rst fous on the asymptoti behavior of the numerial solution to
(4.2.13)-(4.2.14) when ε goes to zero or when times goes to innity. Then, we prove that
the numerial solution to (4.2.13)-(4.2.14) onverges to a onsistent approximation of the
onservation laws (4.1.4) when ε goes to zero. It orresponds to the limit Pεh → P0h, when
ε→ 0.
4.4.1 Asymptoti behavior
In this subsetion, we drop the subsripts ε for sake of larity.
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Proposition 4.1. Assume that u0, v0 are uniformly bounded with respet to ε in BV (R).
For any a0 > 0 and N0 as before, we assume that the funtion R ∈ C1(R × R,R) satises
(4.1.3)-(4.2.2) and hoose a > 0, β > 0 suh that (4.2.6) is veried. Then the (disrete)
deviation from the equilibrium, δ = v−A(u) is ontroled as follows. For all n ∈ N and all
ε > 0 

∥∥δn+1/2∥∥
L1
≤ ‖δn‖L1 + C∆t,
‖δn‖L1 ≤ e−β0 t
n/ε
∥∥δ0∥∥
L1
+ C ε.
(4.4.1)
where C > 0 is a onstant only depending on the parameters a, β0 and the BV norm of
the initial data.
Moreover, if ε < ∆t then we get
‖δn‖L1 ≤ e−β0 t
n/ε
∥∥δ0∥∥
L1
+ Ca∆t e
−β0∆t/ε. (4.4.2)
Proof. We set, for j ∈ Z, n ∈ N the sequene of the deviations from the equilibrium:
δnj = v
n
j −A
(
unj
)
.
We rst onsider the transport step (4.2.13) of the numerial sheme: for all j ∈ Z, there
exists ξnj suh that
∣∣ξnj ∣∣ ≤ V (N0, a0) and
δ
n+1/2
j = δ
n
j −
∆t
2∆x
[
a
(
unj+1 − unj−1
)−√a (vnj+1 − 2 vnj + vnj−1)]
− ∆t
2∆x
A′(ξnj )
[(
vnj+1 − vnj−1
)−√a (unj+1 − 2unj + unj−1)] .
Thanks to the uniform BV estimate, proven in Proposition 3.4, the subharateristi
ondition ∣∣A′(ξnj )∣∣ < √a ,
and the TVD property of the numerial uxes we get the rst estimate (4.4.1), by multi-
plying by ∆x and summing over j ∈ Z:
‖δn+1/2‖L1 ≤ ‖δn‖L1 +∆t Ca
[
TV (v0) +
√
aTV (u0)
]
, (4.4.3)
where Ca > 0 is a onstant only depending on a.
Then, we onsider the seond step of the numerial sheme (4.2.14). On the one hand,
sine un+1 = un+1/2, it yields
δn+1j = δ
n+1/2
j
[
1 + β
∆t
ε
]
e−β∆t/ε − ∆t
ε
e−β∆t/εR(un+1/2j , vn+1/2j ) .
On the other hand, applying a Taylor expansion, we get that there exists η suh that
|η| ≤ √aV (N0, a0) and:
R(un+1/2j , vn+1/2j ) = ∂vR(un+1/2j , η) δn+1/2j .
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Hene, we have
δn+1j = δ
n+1/2
j
[
1 +
(
1− ∂vR(u
n+1/2
j , η)
β
)
β∆t
ε
]
e−β∆t/ε.
Therefore under the assumption (4.2.2), we set for all s ≥ 0
g(s) =
[
1 +
(
1− β0
β
)
s
]
e−s,
for whih we easily show that for all s ∈ R+, we have that e−s ≤ g (s) ≤ e−β0 s/β . Hene,
for s = ∆t/ε ∥∥δn+1∥∥
L1
≤ e−β0 ∆t/ε ‖δn+1/2‖L1 . (4.4.4)
Finally, gathering (4.4.3) and (4.4.4), we obtain that there exists a onstant C1 > 0 de-
pending only on a, TV (u0) and TV (v0) suh that∥∥δn+1∥∥
L1
≤ e−β0 ∆t/ε [ ‖δn‖L1 + C1∆t ] .
By indution, we easily get
‖δn‖L1 ≤ e−β0 t
n/ε
∥∥δ0∥∥
L1
+ Ca∆t
e−β0 ∆t/ε
1− e−β0 ∆t/ε . (4.4.5)
To onlude we only observe that x e−x ≤ 1− e−x, for any x ≥ 0. This plugged into
(4.4.5), it gives the seond estimate of (4.4.1), that is, there exists a onstant C > 0, only
depending on a, β0, TV (u
0) and TV (v0) suh that
‖δn‖L1 ≤ e−β0 t
n/ε
∥∥δ0∥∥
L1
+ C ε.
Moreover, when ε < ∆t, we again start from the estimate (4.4.5) and note that 1/(1 −
e−β0∆t/ε) ≤ 1/(1 − e−β0). Thus, there exists another onstant C > 0, only depending on
a, β0, TV (u
0) and TV (v0) suh that
‖δn‖L1 ≤ e−β0 t
n/ε
∥∥δ0∥∥
L1
+ C∆t e−β0∆t/ε,
whih gives (4.4.2).
4.4.2 Proof of Theorem 2.4
We are now ready to perform a rigorous asymptoti analysis of the numerial sheme
(4.2.13)-(4.2.14) when ε goes to zero.
Let us onsider the numerial solution (uεh, v
ε
h) to the sheme (4.2.13)-(4.2.14) written
in the form (4.3.2)-(4.3.3) with 

wεh = −vεh −
√
a uεh ,
zεh = +v
ε
h −
√
a uεh ,
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suh that 

wεh(t, x) =
∑
n∈N
∑
j∈Z
wε,nj 1Cj (x)1[tn,tn+1[(t),
zεh(t, x) =
∑
n∈N
∑
j∈Z
zε,nj 1Cj (x)1[tn,tn+1[(t).
Let us also dene (wh, zh) the numerial solution to the sheme (4.3.2)-(4.3.3) in the
asymptoti limit ε = 0. wh and zh are given by

wh(t, x) =
∑
n∈N
∑
j∈Z
wnj 1Cj (x)1[tn,tn+1[(t),
zh(t, x) =
∑
n∈N
∑
j∈Z
znj 1Cj (x)1[tn,tn+1[(t).
Therefore, the values (wnj , z
n
j )(n,j)∈N×Z are given by

w
n+1/2
j = w
n
j −
√
a
∆t
∆x
(
wnj − wnj−1
)
,
z
n+1/2
j = z
n
j +
√
a
∆t
∆x
(
znj+1 − znj
)
,
and then 

wn+1j = w
n+1/2
j + Gε,∆t
(
w
n+1/2
j , z
n+1/2
j
)
− ∆t Enj (ε),
zn+1j = z
n+1/2
j − Gε,∆t
(
w
n+1/2
j , z
n+1/2
j
)
+ ∆t Enj (ε).
where ∆t Enj (ε) represents the onsisteny error of the operator Gε,∆t with respet to ε,
that is,
∆t Enj (ε) := Gε,∆t
(
w
n+1/2
j , z
n+1/2
j
)
−G0,∆t
(
w
n+1/2
j , z
n+1/2
j
)
.
Therefore, we apply Lemma 3.1 (ii) and (iii), with (w1, z1) = (w
ε
j , z
ε
j ) and (w2, z2) =
(wj , zj), it yields
|wε,n+1j − wn+1j | + |zε,n+1j − zn+1j | ≤ |wε,n+1/2j −wn+1/2j | + |zε,n+1/2j − zn+1/2j |
+ 2
∣∣∆t Enj (ε)∣∣ ,
and by linearity of the transport sheme (4.3.2), we have for all n ≥ 0
|wε,n+1j − wn+1j | + |zε,n+1j − zn+1j | ≤ |wε,nj − wnj | + |zε,nj − znj | + 2
∣∣∆t Enj (ε)∣∣ .
Thus, multiplying by ∆x, summing over j ∈ Z and applying a straighforward indution,
we get the stability result∑
j∈Z
∆x
(
|wε,nj − wnj | + |zε,nj − znj |
)
≤
∑
j∈Z
∆x
(
|wε,0j −w0j | + |zε,0j − z0j |
)
+ 2
n−1∑
k=0
∑
j∈Z
∆t∆x
∣∣∣Ekj (ε)∣∣∣ .
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It now remains to evaluate the error Enj (ε). Using that for any (u, v) ∈ I(N0, a0), the
funtion R ∈ C1(R+,R) suh that β0 ≤ ∂vR(u, v) ≤ β, then we have
∆t
∣∣Enj (ε)∣∣ = e−β∆t/ε
∣∣∣∣−(vn+1/2j −A(un+1/2j ))
(
1 +
β∆t
ε
)
+
∆t
ε
R
(
u
n+1/2
j , v
n+1/2
j
) ∣∣∣∣ ,
≤ e−β0∆t/ε
∣∣∣vn+1/2j −A(un+1/2j )∣∣∣ .
Thanks to the estimates (4.4.1) and (4.4.2) in Proposition 4.1 on the deviation applied to
vn+1/2 −A(un+1/2) whih is also valid in the asymptoti ε→ 0, it yields
‖vn+1/2 −A(un+1/2)‖L1 ≤


∥∥δ0∥∥
L1
+ C∆t if n = 0,
C∆t if n > 0.
Then, we get for k ≥ 0 and ε ≤ ∆t,
∑
j∈Z
∆x∆t
∣∣∣Ekj (ε)∣∣∣ ≤


e−β0∆t/ε
(∥∥δ0∥∥
L1
+ C∆t
)
if k = 0,
C e−β0∆t/ε∆t if k > 0.
Hene summing over 0 ≤ k ≤ n, it gives
n∑
k=0
∑
j∈Z
∆x∆t
∣∣∣Ekε,∆t∣∣∣ ≤ e−β0∆t/ε [∥∥δ0∥∥L1 + C tn+1] .
Finally, we get the estimate
‖wεh(tn)− wh(tn)‖L1 + ‖zεh(tn)− zh(tn)‖L1 ≤ ‖wεh(0)− wh(0)‖L1 + ‖zεh(0)− zh(0)‖L1
+ 2 e−β0∆t/ε
[∥∥δ0∥∥
L1
+ C tn
]
and the result follows (uεh, v
ε
h)→ (uh, vh), when ε goes to zero.
4.5 Proof of Theorem 2.5
In this setion, we prove the onvergene of the relaxation Asymptoti Preserving sheme
stated in Theorem 2.5. More preisely, we will obtain the following error estimate between
the solution (uεh, v
ε
h) to the sheme and the solution (u
ε, vε) to the ontinuous problem.
Proposition 5.1. Consider a disretization parameter h = (∆t,∆x) satisfying the CFL
ondition (4.2.8). Assume that the initial onditions uε0, v
ε
0 are bounded independently of ε
in BV (R) and suh that the assumption (4.2.5) is satised. Consider R ∈ C1(R × R,R),
whih satises (4.1.3)-(4.2.2) and the harateristi speed
√
a > 0 and the parameter β > 0
are given by (4.2.6). Denote by (uε, vε) the weak solution to the relaxation Cauhy problem
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(4.1.1)-(4.1.2); while (uεh, v
ε
h), given by (4.2.9), is the solution to the sheme (4.2.13)-
(4.2.14) with initial data (4.2.10). Then it holds, for all t, ε > 0:
∫
R
|uεh(t, x) − uε(t, x)| + |vεh(t, x)− vε(t, x)| dx ≤
C
ε
(
∆t
(∥∥δ0∥∥
L1
ε
+ 1
)
+ ∆x1/2
)
.
(4.5.1)
As in the stability analysis of the relaxation sheme, we will rather onsider the diagonal
variables w and z and drop the subsripts ε for sake of larity when it is not neessary.
In the rst subsetion we study the onsisteny error, while in the seond we ompute the
error and prove estimate (4.5.1).
4.5.1 Consisteny error
Consider (w, z) the exat solution to (4.1.1)-(4.1.2) with (4.3.1). Unfortunately, this solu-
tion is not smooth enough to study the onsisteny error, then we introdue a regularization
(wδ, zδ) given by 

wδ(t, x) = w ⋆ ρδ(t, x),
zδ(t, x) = z ⋆ ρδ(t, x),
where ⋆ denotes the onvolution produt with respet to x ∈ R and
ρδ(x) =
1
δ
ρ
(x
δ
)
and ρ ∈ C∞c (R), ρ ≥ 0,
∫
R
ρ(z)dz = 1.
Thus, the ouple (wδ, zδ) is solution to


∂twδ +
√
a ∂xwδ = +
1
ε
Rδ(u, v),
∂tzδ −
√
a ∂xzδ = −1
ε
Rδ(u, v),
(4.5.2)
with Rδ = R ⋆ ρδ and (u, v) solution to (4.1.1)-(4.1.2). Therefore, the solution an be
written as

wδ(t
n+1, x) = wδ(t
n, x−√a∆t) + 1
ε
∫ ∆t
0
Rδ(u, v)(tn + s, x−
√
a(∆t− s))dt,
zδ(t
n+1, x) = zδ(t
n, x+
√
a∆t) − 1
ε
∫ ∆t
0
Rδ(u, v)(tn + s, x+
√
a(∆t− s))dt.
(4.5.3)
Then we set
w˜nj =
1
∆x
∫
Cj
wδ(t
n, x)dx, z˜nj =
1
∆x
∫
Cj
zδ(t
n, x)dx. (4.5.4)
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Integrating over x ∈ Cj (4.5.3) and dividing by ∆x, it yields

w˜n+1j = w˜
n+1/2
j + Gε,∆t
(
w˜
n+1/2
j , z˜
n+1/2
j
)
+ ∆t En1,j + ∆t En2,j,
z˜n+1j = z˜
n+1/2
j − Gε,∆t
(
w˜
n+1/2
j , z˜
n+1/2
j
)
+ ∆t En3,j + ∆tEn4,j ,
(4.5.5)
with 

w˜
n+1/2
j = w˜
n
j −
√
a
∆t
∆x
(
w˜nj − w˜nj−1
)
,
z˜
n+1/2
j = z˜
n
j +
√
a
∆t
∆x
(
z˜nj+1 − z˜nj
)
.
The onsisteny errors related to the transport operator En1,j , En3,j are respetively dened
by
∆t En1,j =
εn1,j+1/2 − εn1,j−1/2
∆x
, ∆t En3,j =
εn3,j+1/2 − εn3,j−1/2
∆x
,
where εn1,j+1/2 and ε
n
3,j+1/2 are the onsisteny errors of the numerial ux and are given
by 

εn1,j+1/2 = −
∫ √a∆t
0
wδ(t
n, xj+1/2 − s)ds +
√
a∆t w˜nj ,
εn3,j+1/2 = +
∫ √a∆t
0
zδ(t
n, xj+1/2 + s)ds −
√
a∆t z˜nj+1,
whereas the onsisteny errors ∆tEn2,j and ∆tEn4,j orrespond to the sti soure term and
are given by

∆t En2,j = +
1
∆x
∫
Cj
∫ ∆t
0
1
ε
Rδ (u, v) (tn + s, x−
√
a(∆t− s))ds − Gε,∆t
(
w˜
n+1/2
j , z˜
n+1/2
j
)
dx,
∆t En4,j = −
1
∆x
∫
Cj
∫ ∆t
0
1
ε
Rδ (u, v) (tn + s, x+
√
a(∆t− s))ds − Gε,∆t
(
w˜
n+1/2
j , z˜
n+1/2
j
)
dx.
We then evaluate suessively eah onsisteny error term. On the one hand, we prove
the following onsisteny error for smooth solutions, whih is related to the transport
approximation.
Proposition 5.2. Let (w, z) be given by (4.3.1), where (u, v) is the exat solution to
(4.1.1)-(4.1.2) and suh that w, z ∈ L∞(R+, BV (R)). Then the onsisteny error related
to the transport part satises
∑
j∈Z
∆x
[ |En1,j | + |En3,j | ] ≤ C ∆xδ (TV (w(tn)) + TV (z(tn) ) .
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Proof. We rst study the onsisteny error for w ∈ L∞(R+, BV (R)). We perform a simple
hange of variable, whih yields sine
√
a∆t = λ∆x,
εn1,j+1/2 = −λ
∫ ∆x
0
wδ(t
n, xj+1/2 − λs)ds + λ
∫ ∆x
0
wδ(t
n, xj+1/2 − s)ds,
= λ
∫ ∆x
0
∫ s
λs
∂xwδ(t
n, xj+1/2 − r)dr ds.
Therefore, sine wδ is smooth we have
∣∣En1,j∣∣ =
√
a
∆x2
∣∣∣∣
∫ ∆x
0
∫ s
λs
∂xwδ(t
n, xj+1/2 − r) − ∂xwδ(tn, xj−1/2 − r)dr ds
∣∣∣∣ ,
≤ √a
∫ xi+1/2
xi−3/2
∣∣∂2xxwδ(tn, x)∣∣ dx.
By multiplying by ∆x and summing over j ∈ Z, we get an estimate for a smooth solution
wδ(t
n) ∈ W 2,1(R), ∑
j∈Z
∆x
∣∣En1,j∣∣ ≤ 2√a∆x ‖∂2xxwδ(tn)‖L1 .
To ahieve the proof, we need to estimate ‖∂2xxwδ(tn)‖L1 with respet to w and ρδ. Using
the onvolution properties, we easily get
‖∂2xxwδ(tn)‖L1 ≤
C
δ
‖∂xwδ(tn)‖L1 ≤
C
δ
TV (w(tn)),
whih allows to onlude that∑
j∈Z
∆x
∣∣En1,j∣∣ ≤ C ∆xδ TV (w(tn)).
Using a similar tehnique, we also get for a smooth solution z ∈ L∞(R+, BV (R)),
∑
j∈Z
∆x
∣∣En3,j∣∣ ≤ C ∆xδ TV (z(tn)).
On the other hand, we treat the onsisteny errors En2,j and En4,j, whih are related to
the sti soure term.
Proposition 5.3. Let (w, z) be given by (4.3.1), where (u, v) is the exat solution to
(4.1.1)-(4.1.2). Assume that w, z ∈ L∞(R+, BV (R)). Then there exists a onstant C > 0,
only depending on u and v suh that the onsisteny error related to the sti soure part
satises ∑
j∈Z
∆x
∣∣En2,j∣∣ ≤ C
[
∆t
ε
(
e−β0 t
n/ε
∥∥δ0∥∥
L1
ε
+ 1
)
+
∆x
ε
+
δ
ε
]
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and ∑
j∈Z
∆x
∣∣En4,j∣∣ ≤ C
[
∆t
ε
(
e−β0 t
n/ε
∥∥δ0∥∥
L1
ε
+ 1
)
+
∆x
ε
+
δ
ε
]
.
Proof. We rst dene (u˜nj , v˜
n
j ) suh that
u˜nj = −
w˜nj + z˜
n
j
2
√
a
and v˜nj =
z˜nj − w˜nj
2
.
Therefore, we split the onsisteny error En2,j as
En2,j = En21,j + En22,j + En23,j + En24,j + En25,j ,
with

∆t En21,j = −
[
1−
(
1 +
β∆t
ε
)
e−β∆t/ε
] (
v˜
n+1/2
j −A
(
u˜
n+1/2
j
))
,
∆t En22,j =
(
1− e−β∆t/ε
) ∆t
ε
R(u˜n+1/2j , v˜n+1/2j ),
∆t En23,j =
1
ε∆x
∫
Cj
∫ ∆t
0
Rδ(u, v)(tn + s, x−
√
a(∆t− s))−Rδ(u, v)(tn, x−
√
a(∆t))dsdx,
∆t En24,j =
∆t
ε∆x
∫
Cj
Rδ(u, v)(tn, x−
√
a(∆t))−R(u, v)(tn, x−√a(∆t))dx,
∆t En25,j =
∆t
ε∆x
∫
Cj
R(u, v)(tn, x−√a(∆t))−R
(
u˜
n+1/2
j , v˜
n+1/2
j
)
dx.
On the one hand, the two terms En21,j and En22,j an be easily evaluated using a Taylor
expansion of s 7→ e−βs/ε:it yields
∆t |En21,j | ≤
1
2
(
β∆t
ε
)2 ∣∣∣v˜n+1/2j −A(u˜n+1/2j )∣∣∣ .
Using that R(u,A(u)) = 0 and R ∈ C1(R2,R) with ∂vR(u, v) ≤ β, we also obtain that
∆t |En22,j| ≤
(
β∆t
ε
)2 ∣∣∣v˜n+1/2j −A(u˜n+1/2j )∣∣∣
Therefore, from (4.4.1) in Proposition 4.1, we have
∑
j∈Z
∆x
[ |En21,j | + |En22,j | ] ≤ C ∆tε
(
e−β0 t
n/ε
∥∥δ0∥∥
L1
ε
+ 1
)
. (4.5.6)
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On the other hand, we proeed to the evaluation of the terms En23,j , En24,j and En25,j . First,
for s ∈ [0,∆t], we set
ϕδ,x(s) = [R(u, v) ⋆ ρδ] (tn + s, x−
√
a(∆t− s)).
Then, from (4.2.2) and (4.2.6), we know that |∂uR(u, v)| ≤
√
a β and |∂vR(u, v)| ≤ β, for
any (u, v) ∈ I(N0, a0), we obtain
∑
j∈Z
∆x∆t
∣∣En23,j∣∣ ≤ 1ε
∫
R
∣∣∣∣
∫ ∆t
0
∫ s
0
ϕ′δ,x(η)dη ds
∣∣∣∣dx,
≤ C ∆t
ε
∫
R
∫ tn+1
tn
(|∂tuδ| + |∂xuδ|) (t, x)dt dx
+ C
∆t
ε
∫
R
∫ tn+1
tn
(|∂tvδ| + |∂xvδ|) (t, x)dt dx.
Thus we an use the estimates on the ontinuous relaxation system listed in Theorem 1.1.
Indeed, sine 

∂tuδ = −∂xvδ,
∂tvδ = − a ∂xuδ − 1
ε
Rδ(u, v),
we obtain, by applying a rst order Taylor expansion of R, the inequalities∫
R
(|∂tuδ| + |∂xuδ|) (t, x)dx ≤ TV (u(t)) + TV (v(t)),∫
R
(|∂tvδ| + |∂xvδ|) (t, x)dx ≤ C
(
TV (u(t)) +
1
ε
‖(v −A(u))(t)‖L1
)
.
Hene, integrating over t ∈ (tn, tn+1) and using (4.1.6) and (4.1.7), we get:
∑
j∈Z
∆x
∣∣En23,j∣∣ ≤ C ∆tε
(
TV (u(tn)) + TV (v(tn)) +
e−β0t
n/ε
ε
‖δ0‖L1 + 1
)
, (4.5.7)
where C > 0 only depends on
√
a and β.
Now we treat the term En24,j using the smoothness properties of R (4.2.2) and (4.2.6),
it gives
∑
j∈Z
∆x |En24,j | =
1
ε
∫
R
∣∣∣∣
∫
R
[R(u, v)(tn, x− y −√a∆t)−R(u, v)(tn, x−√a∆t)] ρδ(y)dy
∣∣∣∣ dx,
≤ C
ε
∫
R2
[|u(tn, x)− u(tn, x− y)| + |v(tn, x)− v(tn, x− y)| ] ρδ(y)dy dx.
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Thus, applying Fubini's theorem the BV estimate on the exat solution (4.1.6) and the
value of the integral of ρδ, we get
∑
j∈Z
∆x
∣∣En24,j∣∣ ≤ C δε [TV (u(tn)) + TV (v(tn)) ] . (4.5.8)
Finally, to deal with the last term En25,j , we split it in two parts
∑
j∈Z
∆x |En25,j | ≤
1
ε
∫
R
∣∣R (u, v) (tn, x−√a∆t)−R (uδ, vδ) (tn, x−√a∆t)∣∣ dx
+
1
ε
∑
j∈Z
∫
Cj
∣∣∣R (uδ, vδ) (tn, x−√a∆t)−R(u˜n+1/2j , v˜n+1/2j )∣∣∣ dx
and treat the dierent terms as for En24,j , we get for the rst one
∫
R
|R (u, v) (tn, x)−R (uδ, vδ) (tn, x)| dx ≤ C δ [TV (u(tn)) + TV (v(tn)) ] .
and for the latter one using the BV estimate on the exat solution (4.1.6),
∑
j∈Z
∫
Cj
∣∣∣R (uδ, vδ) (tn, x−√a∆t)−R(u˜n+1/2j , v˜n+1/2j )∣∣∣ dx ≤ C∆x [ ‖∂xuδ(tn)‖L1 + ‖∂xvδ(tn)‖L1 , ] .
Thus, we have
∑
j∈Z
∆x
∣∣En25,j∣∣ ≤ C
(
δ
ε
+
∆x
ε
)
[TV (u(tn)) + TV (v(tn)) ] . (4.5.9)
Gathering (4.5.6), (4.5.7) , (4.5.8) and (4.5.9), and nally using the uniform in time bound
on the BV norms of (u, v), it yields
∑
j∈Z
∆x
∣∣En2,j∣∣ ≤ C
[
∆t
ε
(
e−β0 t
n/ε
∥∥δ0∥∥
L1
ε
+ 1
)
+
∆x
ε
+
δ
ε
]
.
Using the same arguments we also prove that
∑
j∈Z
∆x
∣∣En4,j∣∣ ≤ C
[
∆t
ε
(
e−β0 t
n/ε
∥∥δ0∥∥
L1
ε
+ 1
)
+
∆x
ε
+
δ
ε
]
.
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4.5.2 Convergene proof.
Now we perform a rigorous analysis of the numerial sheme (4.2.13)-(4.2.14) when h =
(∆t,∆x) goes to zero and prove Proposition 5.1. We onsider the numerial solution
(uεh, v
ε
h) to the sheme (4.2.13)-(4.2.14) and (u
ε, vε) the exat solution to (4.1.1)-(4.1.2)
and dene (wε, zε) using (4.3.1). Then we denote by
w¯nj =
1
∆x
∫
Cj
wε(tn, x)dx, z¯nj =
1
∆x
∫
Cj
zε(tn, x)dx
and (wnj , z
n
j )(j,n)∈Z×N the numerial solution given by (4.3.2)-(4.3.3). Thus,
∑
j∈Z
∆x
[ |wnj − w¯nj | + |znj − z¯nj | ] ≤ ∑
j∈Z
∆x
[ |wnj − w˜nj | + |znj − z˜nj | ]
+
∑
j∈Z
∆x
[ |w˜nj − w¯nj | + |z˜nj − z¯nj | ] ,
where (w˜nj , z˜
n
j )(j,n)∈Z×N is given by (4.5.4). On the one hand, we estimate the seond terms
of the right hand side using the onvolution properties and have
∑
j∈Z
∆x
[ |w˜nj − w¯nj | + |z˜nj − z¯nj | ] ≤ C δ [TV (u) + TV (v) ] . (4.5.10)
On the other hand, we apply the onsisteny error analysis to estimate the rst term of
the right hand side. Applying (4.3.5)- (4.3.6) in Lemma 3.1 with (w˜j , z˜j) and (wj , zj), it
yields
∑
j∈Z
∆x |w˜n+1j −wn+1j | ≤
∑
j∈Z
∆x |w˜n+1/2j − wn+1/2j |
(
1 + ∂wGε,∆t(wj , z
n+1/2
j )
)
+
∑
j∈Z
∆x|z˜n+1/2j − zn+1/2j | ∂zGε,∆t(w˜n+1/2j , zj)
+
∑
j∈Z
∆x∆t
[ |En1,j | + |En2,j| ]
and
∑
j∈Z
∆x |z˜n+1j − zn+1j | ≤
∑
j∈Z
∆x |z˜n+1/2j − zn+1/2j |
(
1− ∂zGε,∆t(w˜n+1/2j , zj)
)
−
∑
j∈Z
∆x|w˜n+1/2j − wn+1/2j | ∂wGε,∆t(wj , zn+1/2j ).
+
∑
j∈Z
∆x∆t
[ |En3,j | + |En4,j| ] .
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Summing the two inequalities and using that the sheme (4.3.3) is TVD, we get the fol-
lowing inequality∑
j∈Z
∆x
[
|z˜n+1j − zn+1j | + |w˜n+1j − wn+1j |
]
≤
∑
j∈Z
∆x
[ |z˜nj − znj | + |w˜nj − wnj | ]
+
∑
j∈Z
∆x∆t
[ |En1,j | + |En2,j | + |En3,j| + |En4,j | ] .
Therefore,∑
j∈Z
∆x
[
|z˜n+1j − zn+1j | + |w˜n+1j −wn+1j |
]
≤
∑
j∈Z
∆x
[ |z˜0j − z0j | + |w˜0j − w0j | ]
+
n∑
k=0
∑
j∈Z
∆x∆t
[
|Ek1,j | + |Ek2,j| + |Ek3,j | + |Ek4,j |
]
.
Finally the onsisteny error analysis performed in Propositions 5.2 and 5.3, we have taking
δ = ∆x1/2∑
j∈Z
∆x
[
|z˜n+1j − zn+1j | + |w˜n+1j − wn+1j |
]
≤
∑
j∈Z
∆x
[ |z˜0j − z0j | + |w˜0j − w0j | ]
+
C
ε
(
∆t (∆t+ ε)
(∥∥δ0∥∥
L1
ε
+ 1
)
+ tn
[
∆x + ε∆x1/2 + ∆x1/2
])
. (4.5.11)
Gathering (4.5.10) and (4.5.11), we get (4.5.1), in whih the right hand side goes to zero
as h goes to 0. This ends the proof of Theorem 2.5.
4.6 Numerial simulations for the Broadwell system
In this setion, we apply our sheme to the Broadwell model, whih an be seen as a simple
one-dimensional lattie Boltzmann equation, with only four disrete veloities [7, 48, 135℄.
The gas is dened by a density funtion in phase spae satisfying the equation

∂tf+ + ∂xf+ = −1ε
(
f+ f− − f20
)
,
∂tf0 =
1
ε
(
f+ f− − f20
)
,
∂tf− − ∂xf− = −1ε
(
f+ f− − f20
)
.
Here f+, f− and f0 denote the partile density distribution at time t, position x with
veloity 1, −1 and 0 respetively; ε is the mean free path. We an rewrite the system with
uid dynamial variables. We dene the density ρ, the momentum m and z as:

ρ = f+ + 2 f0 + f− ,
m = f+ − f− ,
z = f+ + f− .
(4.6.1)
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The system an then be written as follows.

∂tρ+ ∂xm = 0 ,
∂tm+ ∂xz = 0 ,
∂tz + ∂xm = −1ε
(
ρ z − 12
(
ρ2 +m2
))
.
(4.6.2)
Hene, denoting
u = (u1, u2) := (ρ,m) and v := z ,
we an rewrite the system under the form (4.1.1) as follows.

∂tu1 + ∂xu2 = 0 ,
∂tu2 + ∂xv = 0 ,
∂tv + ∂xu2 = −1ε R (u, v) ,
(4.6.3)
where
R (u, v) = u1 v − 1
2
(
u21 + u
2
2
)
.
The loal equilibrium is dened by
v = A (u) , where A (u) =
1
2
(
u1 +
u22
u1
)
.
Hene, when ε goes to zero, we obtain the following Euler" system:
∂tu+ ∂xF (u) = 0 , (4.6.4)
with
F (u) =
(
u2 A(u)
)T
.
Here, we have to examine the generalization of the subharateristi ondition (4.3.4).
Indeed, the new stability riterion is expressed as follows. The eigenvalues of the limit
problem (4.6.4) are required to be enterlaed between the ones of the relaxation problem
(4.6.3) [29, 145, 129℄, that is:
−1 < λ− < 0 < λ+ < 1 ,
where λ± =
1
2
(
u2
u1
±
√
2− u
2
2
u21
)
.
4.6.1 The Riemann problem
We present rst several simulations for the problem (4.6.3) with dierent relaxation pa-
rameters ε, from the rareed regime to the uid regime. The initial data is given by the
loal equilibrium:
(ρ0,m0, z0) =


(1, 0, 1), if − 1 ≤ x ≤ 0,
(0.25, 0, 0.125), if 0 < x ≤ 1.
(4.6.5)
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We integrate the Broadwell system over the spae domain [−1, 1], with reeting bound-
ary ondition and a Courant number λ = 0.9 and output the solution at dierent times.
We used only 100 grid points, so that the time step is xed equal to 0.002, and ompare
the results with a fully expliit solver (for whih the time step has to be of the order of ε)
for dierent values of the relaxation parameter.
In Figure 4.1, we take ε = 0.5 and 0.1. For suh values of ε, the problem is not sti
and this test is performed to ompare the auray of our AP sheme with a fully expliit
sheme (global Lax-Friedrihs method with slope limiters and expliit Euler disretization
in time). The density (u1 = ρ), the momentum (u2 = m), v = z, and the deviation to
the equilibrium v − A(u) are plotted at dierent times t = 0.05, 0.2, 0.35 and 0.5. At
the kineti regime, we an observe that our method gives the same auray as a standard
fully expliit sheme.
Next we investigate the ases of small values of ε. The same time step for the AP
sheme is used, whereas the fully expliit sheme requires it to be of order O(ε). We report
the numerial results for ε = 10−2 and ε = 10−3 in Figure 4.6.1. In this ase, we add in the
omparison the numerial solution to the Euler system (4.6.4), obtained with a standard
rst order nite volume sheme.
We observe that the AP sheme and the fully expliit sheme still agree, aven if the
time step is at least ten times larger with our method. Moreover, now that we are loser
to the uid regime, we see that the marosopi quantities are in good agreement with
the ones obtained with the limit problem. Yet some dierenes between the AP and the
expliit shemes an be observed for ε = 10−3, this omes from the fat that we used a
very small number of points for both disretizations.
Finally, an approximation of the L1 error is plotted in logsale in Figure 4.2, that is,
we ompute
E = ‖(uεh − uε2h, vεh − vε2h)‖,
where h is the disretization parameter and ‖ · ‖ is the disrete L1 norm.
We observe that for disontinuous initial data, we get an order of onvergene whih is
not better than
√
h, as in the estimate (4.5.11).
4.6.2 Approximation of smooth solutions
For this test, we onsidered the smooth initial data [158℄:
ρ0(x) = 1 + 0.2 sin(π x),
m0(x) = 0,
z0(x) =
1
2
(
ρ0 +m
2
0/ρ0
)
,
(4.6.6)
whih is again in the loal equilibrium. We used periodi boundary ondition and λ = 0.9.
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We rst plot the L1 , L2 and L∞ errors at time t = 1 (Figures 4.3, 4.4 and 4.5), for
dierent relaxation regimes. We observe that the order of auray of our method is not
deteriorated, from big values to very small values of the relaxation parameter ε.
Next our goal is to investigate numerially the long-time behavior of the solution to
the Broadwell system. If f = (f+, f0, f−)T is a reasonable smooth solution to (4.6.1),
then it is expeted to onverge to the (unique) global equilibrium Mg as t goes to +∞.
(Desvillettes-Villani, Filbet-Jin, Filbet-Mouhot-Pareshi, Guo-Strain for the Boltzmann
equation). In order to observe this damping phenomenon for the simpler Broadwell model,
as well as the time osillations onjetured by Desvillettes and Villani, we investigate the
behavior of the quantities
E1 = ‖ρ(t)− ρg‖L1 , E2 = ‖m(t)−mg‖L1 ,
where, in our ase, the global equilibrium is:
ρg = 1, mg = 0.
Therefore the initial loal equilibrium data (4.6.6) is a perturbation of the global equilib-
rium.
In Figure 4.6, one an then observe osillations of E1, E2 for the relaxation model and
the Euler system. The frequeny of osillations does not depend on ε, ontrary to the
slope of the envelop urve is smaller when ε dereases, that is when we get loser to the
hydrodynami regime. In other words, it appears that the equilibration is muh more
rapid in the rareed regime (ε large), and the onvergene seems exponential. While there
is no equilibration in the hydrodynami regime, where the quantities E1, E2 are simply
transported.
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
Density profile, ε=0.5
x
ρ
t = 0.05
t = 0.20
t = 0.35t = 0.50
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
Momentum profile, ε=0.5
x
m
t = 0.05
t = 0.20t = 0.35
t = 0.50
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
z profile, ε=0.5
x
z
t = 0.05
t = 0.20
t = 0.50
t = 0.35
-0.1
-0.08
-0.06
-0.04
-0.02
 0
 0.02
 0.04
 0.06
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
Local equilibrium, ε=0.5
x
t = 0.05
t = 0.20
t = 0.35
t = 0.50
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
Density profile, ε=0.1
x
ρ
t = 0.05
t = 0.20
t = 0.35
t = 0.50
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
Momentum profile, ε=0.1
x
m
t = 0.05
t = 0.20t = 0.35
t = 0.50
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
z profile, ε=0.1
x
z
t = 0.05
t = 0.20
t = 0.50
t = 0.35
-0.08
-0.06
-0.04
-0.02
 0
 0.02
 0.04
 0.06
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
Local equilibrium, ε=0.1
x
t = 0.05
t = 0.20
t = 0.35
t = 0.50
Figure 4.1: Solution to the AP sheme (rosses) and solution the expliit solver (lines) with
initial data (4.6.5) in the kineti regime: ε = 0.5 (top) and ε = 0.1 (bottom). Evolution of
the density u1, the momentum u2, v and the deviation to the loal equilibrium v −A(u).
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Figure 4.2: L1 error at time t = 1 for dierent regimes, with initial data (4.6.5).
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Figure 4.3: L1 error at time t = 1 for dierent regimes, with initial data (4.6.6).
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Figure 4.4: L2 error at time t = 1 for dierent regimes with initial data (4.6.6).
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Figure 4.5: L∞ error at time t = 1 for dierent regimes with initial data (4.6.6).
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Figure 4.6: Inuene of the relaxation parameter ε: evolution of E1 (left) and E2 (right) for
ε = 0.5 (biggest slope of the envelop 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omparison
with the Euler system (dashed bla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Annexe B
Compléments sur le système
ontinu : preuve de la onvergene
vers l'équilibre loal
Dans ette annexe, nous établissons rigoureusement la onvergene vers l'équilibre loal
au niveau ontinu pour le problème étudié au Chapitre 4, autrement dit la limite
Pε −→
ε→0
P0
du diagramme AP. Préisément nous montrons le théorème 1.1 énoné au Chapitre préé-
dent. Il s'agit ainsi d'adapter à notre as (terme de relaxation non linéaire) les arguments
de R. Natalini [152℄ pour la relaxation semi-linéaire de Jin et Xin. La preuve est omposée
des mêmes étapes que pour le problème disret : nous obtenons d'abord des estimations
L∞ et BV uniformes en ε, avant de passer à la limite.
B.1 Introdution
B.1.1 Rappel des notations et hypothèses
Rappelons le système hyperbolique que nous étudions :


∂tu
ε + ∂xv
ε = 0 ,
∂tv
ε + a ∂xu
ε = −1
ε
R(uε, vε),
(B.1.1)
omplété par les onditions initiales

uε(0, x) = uε0(x) ,
vε(0, x) = vε0(x) .
(B.1.2)
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Nous rappelons ensuite les hypothèses sur le terme soure. La fontion R ∈ C1(R × R,R)
possède un unique équilibre loal déni par {v = A(u)}, 'est-à-dire :
R(u, v) = 0 ⇐⇒ v = A(u) , (B.1.3)
où A est une fontion ontinue loalement Lipshitz telle que A(0) = 0. En d'autres termes,
la fontion R satisfait les hypothèses du théorème des fontions impliites, et en réalité
un peu plus, puisque l'on demande non seulement que sa dérivée partielle par rapport à
la seonde variable ne hange pas de signe, mais en outre qu'elle soit stritement positive
pour assurer le aratère dissipatif du problème (voir la ondition (B.1.6) i-après). Le
problème limite s'érit don :

∂tu+ ∂xA(u) = 0 , sur R
+ × R,
u(t = 0) = u0 ,
(B.1.4)
où la ondition initiale u0 est donnée par :
u0 = lim
ε→0
uε0 dans L
1
loc(R) . (B.1.5)
Enn, les hypothèses et notations que nous utiliserons dans la suite (déjà énonées au
hapitre préédent) sont réérites i-dessous.
On se donne un U0 > 0 tel que, pour tout (u, v) dans [−U0, U0]× R :

|∂uR(u, v)| ≤ g(U0) ,
0 < β0(U0) ≤ ∂vR(u, v) ≤ h(U0) ,
(B.1.6)
où β0, g et h ne dépendent que de U0.
La ondition sous-aratéristique s'érit :∣∣∣∣∂uR (u, v)∂vR (u, v)
∣∣∣∣ < √a . (B.1.7)
On dénit ensuite, pour tous N > 0 et α > 0,

U(N,α) :=
(
1 + 1√
α
)
N ,
F (N,α) := sup
|ξ|≤U(N,α)
|A(ξ)| ,
V (N,α) := U(N,α) + 1√
α
h(U(N,α))
β0(U(N,α))
F (N,α) .
(B.1.8)
Le sous-ensemble onvexe ompat I(N,α) de R2 dans lequel sera onnée la solution est
déni par :
I(N,α) :=
[−√aV (N,α), √a V (N,α)]2 . (B.1.9)
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Enn, nous introduisons
N0 := max
{
sup
ε>0
‖uε0‖L∞ , sup
ε>0
‖vε0‖L∞
}
< ∞ . (B.1.10)
Ainsi, pour un ertain a0 > 0, nous hoisissons la fontion R ∈ C1(R×R,R) satisfaisant
(B.1.3) et (B.1.6), ainsi que la vitesse aratéristique
√
a > 0 et le paramètre β > 0 tel
que : 

√
a > max
{
1 ,
√
a0 ,
g (V (N0, a0))
β0 (V (N0, a0))
}
,
β = h (V (N0, a0)) ,
(B.1.11)
où V est donné par (B.1.8).
Rappelons maintenant quelques résultats lassiques sur les systèmes semi-linéaires. Ces
résultats seront utiles pour l'étude de notre problème sous sa formulation diagonale. Pour
plus de détails ainsi que pour les preuves, nous renvoyons le leteur à l'artile [108℄, dans
lequel B. Hanouzet et R. Natalini traitent même le as plus général des systèmes quasi-
linéaires, mais le adre semi-linéaire sut à notre étude.
B.1.2 Rappels sur les systèmes semi-linéaires
Considérons un problème de Cauhy générique semi-linéaire et hyperbolique, de la
forme : 

∂tui + λi ∂xui = hi(U) , i = 1 . . . n ,
U(0, x) = U0(x) ,
(B.1.12)
où U = (u1, . . . , un) ∈ Rn, les λi (i ∈ {1, . . . , n}) sont les valeurs propres réelles, et le terme
soure H = (h1, . . . , hn) est une fontion donnée ontinue et loalement lipshitzienne sur
R
n
. La donnée initiale est hoisie ave la régularité suivante,
U0 = (u1,0, . . . , un,0) ∈ L∞(R)n .
La notion de solution que nous onsidèrerons est elle de solution faible au sens suivant.
Dénition 13. On dit qu'une fontion U ∈ L∞((0, T ) × R)n (T > 0) est une solution
faible du problème de Cauhy (B.1.12) si pour toute fontion test ϕ ∈ C∞0 ((0, T ) × R) et
pour tout i = 1, . . . , n on a :∫ ∫ [
ui (∂tϕ+ λi ∂xϕ) + hi(U)ϕ
]
dx dt = 0 ,
De plus, pour tout intervalle J ⊂ R :
lim
T→0
1
T
∫ T
0
∫
J
|ui(t, x)− ui,0(x)|dx dt = 0 .
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Le théorème suivant assure l'existene de telles solutions.
Théorème 14. (Existene et uniité de la solution faible)
Pour toute donnée initiale U0 ∈ L∞(R), il existe un T ∗ > 0 (dépendant seulement
de la norme innie de la ondition initiale) tel que dans (0, T ∗) × R, il existe une unique
solution faible U du problème de Cauhy (B.1.12) vériant :
U ∈ C ([0, T ∗];L1loc(R)n) .
En outre, il n'y a que deux possibilités :
 soit T ∗ = +∞ et U ∈ L∞ ((0, T )× R) pour tout T > 0,
 soit T ∗ <∞ et lim
T→T ∗
‖U‖L∞((0,T )×R) = +∞.
Un prinipe de omparaison des solutions pour de tels problèmes semi-linéaires est
donné dans le théorème suivant.
Théorème 15. (Prinipe de omparaison pour les systèmes semi-linéaires)
On note L = max{|λi|}. Soient U et U˜ deux solutions faibles sur (0, T )×R de (B.1.12),
assoiées respetivement aux onditions initiales U0 et U˜0 et aux termes soures H et H˜.
Alors pour tout intervalle [c, d] de R, pour presque tout t ∈ (0,min(T, (d− c)/2L)) on a :
n∑
i=1
∫ d
c
|ui(t, x) − u˜i(t, x)| dx ≤
n∑
i=1
∫ d+L t
c−L t
|ui,0(x)− u˜i,0(x)| dx
+
n∑
i=1
∫ t
0
∫ d+L (t−s)
c−L (t−s)
sgn
(
ui(s, x)− u˜i(s, x)
)(
hi(U(s, x))− h˜i(U˜(s, x))
)
dx ds . (B.1.13)
Nous verrons que le problème que nous étudions appartient à une famille restreinte
des systèmes semi-linéaires hyperboliques, elle des systèmes quasi-monotones. De fait, le
prinipe de omparaison préédent aura une formulation plus simple dans notre as (voir
le Théorème 17 i-après).
Dénition 16. Soient Ω un ouvert onvexe de Rn et H une fontion de Ω dans Rn. H est
dite quasi-monotone non déroissante si haune de ses omposantes hi est non déroissante
par rapport aux variables xj pour j 6= i. De plus, le système semi-linéaire (B.1.12) est dit
quasi-monotone si le terme soure H = (h1, . . . , hn) est quasi-monotone.
Les systèmes quasi-monotones font l'objet d'un prinipe de omparaison plus fort que le
Théorème préédent et qui nous sera utile pour l'obtention d'estimations a priori uniformes
en ε.
Théorème 17. (Prinipe de omparaison pour les systèmes quasi-monotones)
Soient U et U˜ deux solutions faibles sur (0, T )×R de (B.1.12), assoiées respetivement
aux onditions initiales U0 et U˜0. Soit Ω un ouvert onvexe de R
n
tel que :
 H est quasi-monotone sur Ω,
 Pour presque tout (t, x) ∈ (0, T )× R, U et U˜ appartiennent à Ω.
Si U0 6 U˜0, pour presque tout x ∈ R, alors U 6 U˜ pour presque tout (t, x) ∈ (0, T )×R.
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Dans ette setion, nous établissons des estimations sur (uε, vε) qui sont uniformes par
rapport au paramètre de relaxation ε. Nous omettrons la plupart du temps les exposants
ε par soui de larté. L'obtention des estimations repose essentiellement sur la struture
hyperbolique et quasi-linéaire de la formulation diagonale du système (B.1.1), à savoir :


∂tw +
√
a ∂xw =
1
ε
G(w, z) ,
∂tz −
√
a ∂xz = −1
ε
G(w, z) ,
(B.2.1)
où w et z sont données par :
w = −v −√a u , z = v −√a u , (B.2.2)
tandis que le terme soure s'érit :
G(w, z) = R
(−w − z
2
√
a
,
−w + z
2
)
. (B.2.3)
Enn, les onditions initiales du problème diagonal sont :

w(0, x) = w0(x) = −v0 −
√
a u0 ,
z(0, x) = z0(x) = v0 −
√
a u0 .
(B.2.4)
Nous verrons en partiulier que e système est quasi-monotone au sens de la Dénition 16
sous réserve que la ondition sous-aratéristique (B.1.7) soit satisfaite.
B.2.1 Estimations L
∞
Proposition 18. (Estimations L∞)
Soient N0 déni par (B.1.10) et a0 > 0. Soit la fontion R ∈ C1(R×R,R) vériant (B.1.3)
et (B.1.6). On hoisit a > 0 et β > 0 tels que les onditions (B.1.11) soient vériées, à
savoir : 

√
a > max
{
1 ,
√
a0 ,
g (V (N0, a0))
β0 (V (N0, a0))
}
,
β = h (V (N0, a0)) ,
où V est donnée par (B.1.8), et h et g sont données par (B.1.6). Alors il existe une unique
solution faible globale (uε, vε) du problème de Cauhy (B.1.1)-(B.1.2) dans C ([0,∞[, L1loc(R)2).
De plus il existe une onstante C > 0 dépendant uniquement de a, a0 et N0, telle que, pour
tout ε > 0 : ∥∥vε(t)±√a uε(t)∥∥
L∞
≤ C ∀ t > 0. (B.2.5)
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Enn, la ondition sous-aratéristique est vériée : pour tout ε > 0, pour presque tout
(t, x) dans (0,∞) ×R : ∣∣∣∣∂uR∂vR
(
uε(t, x); vε(t, x)
)∣∣∣∣ < √a . (B.2.6)
Démonstration. Omettons les exposants ε. Nous onsidérons la formulation diagonale (B.2.1).
Commençons par supposer les onditions initiales plus régulières : w0 et z0 dans C10(R).
Comme la fontion R est de lasse C1, le Théorème 14 assure l'existene d'un T ∗ > 0 tel
qu'il existe une unique solution faible du problème de Cauhy (B.2.1)-(B.2.4) :
(w, z) ∈ C ([0, T ∗];L1loc(R)2) .
En réalité, la régularité de la ondition initiale assure même que :
(w, z) ∈ C1 ([0, T ∗]× R)2 .
Pour l'instant, T ∗ peut dépendre de ε, mais nous allons établir que T ∗ = +∞.
Le hoix de a assure que la ondition sous-aratéristique est satisfaite initialement. En
eet, pour tout x de R :
|u0(x)| 6 N0 6 V (N0, a0) ,
don d'après (B.1.6) et (B.1.11) :∣∣∣∣∂uR∂vR (u0(x), v0(x))
∣∣∣∣ 6 g(V (N0, a0))h(V (N0, a0)) <
√
a .
De plus la dernière inégalité étant strite, il existe un η > 0 tel que
√
a >
g(V (N0, a0))
h(V (N0, a0))
+ η ,
don la ontinuité en temps de la solution et des dérivées de R assurent que le temps Tη
déni par
Tη := sup
{
T 6 T ∗ :
∥∥∥∥∂uR∂vR (u, v)
∥∥∥∥
L∞((0,T )×R)
+
η
2
6
√
a
}
,
est stritement positif. La ondition sous-aratéristique est don assurée jusqu'au temps
Tη > 0.
Nous pouvons maintenant montrer que le système est quasi-monotone sur (0, Tη)×R,
grâe à la ondition sous-aratéristique. En eet, le système (B.2.1) est quasi-monotone
au sens de la Dénition 16 sur un ouvert Ω non vide onvexe de R2 si pour tout (w, z) de
Ω :
∂wG(w, z) 6 0 , ∂zG(w, z) > 0 .
Or les dérivées partielles de G s'érivent sous la forme :

∂wG(w, z) =
−∂vR
2
(
1 +
∂uR
∂vR
√
a
)(−w − z
2
√
a
,
−w + z
2
)
,
∂zG(w, z) =
∂vR
2
(
1− ∂uR
∂vR
√
a
)(−w − z
2
√
a
,
−w + z
2
)
.
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Ainsi, pour tout (t, x) de (0, Tη) × R, la solution (w, z) de (B.2.1)-(B.2.4) reste dans un
onvexe Ω de R2 sur leque la ondition sous-aratéristique est satisfaite, e qui entraîne
la quasi-monotonie du système.
Nous disposons don du prinipe de omparaison donné par le Théorème 17, au moins
sur (0, Tη) × R. C'est ave un hoix partiulier d'une sur-solution (w, z) et d'une sous-
solution (w, z) du problème (B.2.1) que nous obtiendrons à la fois la borne L∞ indépen-
dante de ε pour u et v, et le fait que l'on peut prendre Tη = T
∗ = +∞. Préisément, nous
allons onstruire deux solutions du système (B.2.1) sur (0, Tη) × R, ave des onditions
initiales telles que : 

w0 ≤ w0 ≤ w0 ,
z0 ≤ z0 ≤ z0 ,
e qui entraînera, en appliquant le Théorème 17 que pour tout (t, x) de (0, Tη) × R les
relations d'ordre sont onservées :

w(t, x) ≤ w(t, x) ≤ w(t, x) ,
z(t, x) ≤ z(t, x) ≤ z(t, x) .
An d'exhiber (w, z) et (w, z), nous résolvons, omme dans le as de la relaxation semi-
linéaire [152℄, le système diérentiel ordinaire :

w′ =
1
ε
G(w, z) ,
z′ = −1
ε
G(w, z) ,
(B.2.7)
ave les onditions initiales 

w(0) = R0 ,
z(0) = R0 ,
(B.2.8)
où R0 sera hoisi ultérieurement, soit plus grand, soit plus petit que w0 et z0. A la diérene
du problème de Jin et Xin, e système ne s'intègre pas exatement, mais nous pouvons
ependant obtenir des bornes L∞ sur les solutions, e qui sura. Pour ela, nous préférons
la formulation en u et v de e système, à savoir :

u′ = 0 ,
v′ = −1
ε
R(u, v) ,
(B.2.9)
ave les onditions initiales 

u(0) = − 1√
a
R0 := U0 ,
v(0) = 0 .
(B.2.10)
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Ce système diérentiel ordinaire possède une unique solution globale que nous allons  ex-
pliiter  grâe au développement de Taylor deR et à la formule de Duhamel. Tout d'abord
la fontion u est identiquement égale à U0 pour tout temps. Ensuite, la formule de Taylor
appliquée à R entre les points (U0, A(U0)) et (U0, v(t)) donne, pour tout t > 0 :
R (U0, v(t)) = α(t) (v(t)−A(U0)) ,
où la fontion α s'érit :
α(t) := ∂vR
(
U0; σ v(t) + (1− σ)A(U0)
)
,
ave le paramètre σ ompris entre 0 et 1. Nous pouvons maintenant érire la formule de
Duhamel pour le système (B.2.9) -(B.2.10) ; elle donne, pour tout t > 0 : pour tout t > 0 :

u(t) = U0 ,
v(t) =
1
ε
A(U0)
∫ t
0
e−
R t
τ
α(s)
ε
ds α(τ)dτ .
(B.2.11)
Ainsi, grâe à l'hypothèse (B.1.6) sur le gradient de R, la fontion α reste bornée pour
tout t > 0 (quel que soit le paramètre σ) omme suit :
β0(U0) ≤ α(t) ≤ h(U0) . (B.2.12)
Choisissons don la valeur de R0, don elle de U0 =
1√
a
R0. Comme les onditions initiales
(B.1.2) de notre problème de Cauhy vérient
|u0(x)| , |v0(x)| 6 N0 ,
il vient pour les variables diagonales :
|w0(x)| , |z0(x)| 6 (1 +
√
a)N0 .
Nous prenons don :
R±0 := ± (1 +
√
a)N0 ,
de sorte qu'en variable u ela donne, grâe aux notations introduites en (B.1.8) :
U±0 := ±U(N0, a) ,
ave le signe + pour la sur-solution (w, z) et le signe − pour la sous-solution (w, z).
Reprenons maintenant (B.2.11) et majorons la solution du système diérentiel (B.2.9)-
(B.2.10) ave R0 = R
±
0 indiéremment. Le hoix de R0 rend valide l'enadrement de la
fontion α (B.2.12) ; il vient don, pour tout t > 0 :
|u(t)| , |u(t)| 6 U(N0, a) 6 U(N0, a0) ,
|v(t)| , |v(t)| 6 h (U(N0, a0))
β0 (U(N0, a0))
F (N0, a0) .
(B.2.13)
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En repassant aux variables diagonales, nous obtenons pour la sur-solution :
|w(t)| , |z(t)| 6 √a
(
|u|+ 1√
a
|v|
)
6
√
a V (N0, a0) , (B.2.14)
où V est donné par (B.1.8) ; ave la même majoration pour la sous-solution. Néanmoins,
si es estimations de la solution de (B.2.7)-(B.2.8) sont vraies pour tout temps, la quasi-
monotonie n'est pour l'instant assurée que jusqu'à Tη. Préisément, pour tout t 6 Tη, pour
tout x dans R, on a :
|w(t, x)| , |z(t, x)| 6 √aV (N0, a0) . (B.2.15)
Supposons par l'absurde que Tη < +∞. Alors, d'après le Théorème 14, la norme L∞ de
la solution de (B.2.1)-(B.2.4) doit don exploser en temps ni, e qui n'est pas possible
à ause de (B.2.15). Don Tη = T
∗ = +∞, la ondition sous-aratéristique (B.2.6) est
vériée pour tout temps, et la majoration (B.2.5) également :
∥∥vε(t)±√a uε(t)∥∥
L∞
6
√
aV (N0, a0) ∀ t > 0. (B.2.16)
Pour terminer la preuve, nous étendons le résultat préédent pour des données initiales plus
générales en approhant dans L1loc(R) les fontions u0 et v0 par des fontions régulières u
δ
0
et vδ0 à supports ompats, et en appliquant le Théorème 15.
B.2.2 Estimations BV
Comme dans le as disret, nous établissons maintenant des estimations uniformes en
ε dans BV (R) de la solution faible du problème de relaxation, l'objetif étant d'obtenir de
la ompaité en espae dans L1loc grâe au Théorème de Helly.
Proposition 19. Sous les hypothèses et notations de la Proposition 18, Soient ε > 0 et
(uε, vε) et (u˜ε, v˜ε) les deux solutions faibles globales de (B.1.1) assoiées respetivement aux
onditions initiales (uε0, v
ε
0) et (u˜
ε
0, v˜
ε
0). Alors, pour tout intervalle [c, d] de R, pour presque
tout t ≥ 0, on a l'estimation :
∫ d
c
(
|uε(t, x)− u˜ε(t, x)|+ |vε(t, x)− v˜ε(t, x)|
)
dx
6
(1 +
√
a)2√
a
∫ d+√a t
c−√a t
(
|uε0(x)− u˜ε0(x)|+ |vε0(x)− v˜ε0(x)|
)
dx . (B.2.17)
Démonstration. Nous omettons les exposants ε pour plus de larté. En onsidérant le
système sous sa formulation diagonale (B.2.1), nous pouvons appliquer le Théorème 15.
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Alors, pour tout intervalle [c, d] de R, pour presque tout t ≥ 0 :
∫ d
c
(
|w(t)− w˜(t)|+ |z(t)− z˜(t)|
)
dx ≤
∫ d+√a t
c−√a t
(
|w0 − w˜0|+ |z0 − z˜0|
)
dx
+
1
ε
∫ t
0
∫ d+√a (t−s)
c−√a (t−s)
[
G (w, z)−G (w˜, z˜)
] (
sgn (w − w˜)− sgn (z − z˜)
)
dx ds .
Or le deuxième terme du membre de droite de ette inégalité est négatif en raison des
propriétés de quasimonotonie du système. En eet, notons
E :=
[
G (w, z)−G (w˜, z˜)
] (
sgn (w − w˜)− sgn (z − z˜)
)
.
Alors, E peut s'érire sous la forme :
E =
(
sgn (w − w˜)− sgn (z − z˜)
)[
(w − w˜)
∫ 1
0
∂wG (θw + (1− θ)w˜; z) dθ
+ (z − z˜)
∫ 1
0
∂zG (w˜; θz + (1− θ)z˜) dθ
]
.
Ainsi, si w − w˜ et z − z˜ sont du même signe, alors E = 0. Tandis que s'ils sont de signes
opposés, on a :
E = 2 |w − w˜|
∫ 1
0
∂wG (θw + (1− θ)w˜; z) dθ − 2 |z − z˜|
∫ 1
0
∂zG (w˜; θz + (1− θ)z˜) dθ .
Ainsi, puisque ∂wG ≤ 0 et que ∂zG ≥ 0, on a bien toujours E ≤ 0, et don :∫ d
c
(
|w(t) − w˜(t)|+ |z(t)− z˜(t)|
)
dx ≤
∫ d+√a t
c−√a t
(
|w0 − w˜0|+ |z0 − z˜0|
)
dx . (B.2.18)
On peut maintenant revenir aux variables u et v. Comme u = −(w + z)/2√a et v = (−w + z)/2,
on a d'une part :
|u− u˜|+ |v − v˜| ≤ 1 +
√
a
2
√
a
(
|w − w˜|+ |z − z˜|
)
.
Et d'autre part :
|w0 − w˜0|+ |z0 − z˜0| ≤ 2 (1 +
√
a)
(
|u0 − u˜0|+ |v0 − v˜0|
)
.
En injetant es inégalités dans (B.2.18), on obtient l'estimation annonée, e qui termine
la preuve.
B.2 Estimations a priori 135
Ce résultat permet d'obtenir une estimation BV de la solution uniforme par rapport à
ε, donnée dans le orollaire i-après.
Corollaire 20. (Estimations BV )
Sous les hypothèses et notations de la Proposition 18, Soient ε > 0 et (uε, vε) la solu-
tion faible du problème de Cauhy (B.1.1)-(B.1.2). Alors il existe une onstante C > 0,
indépendante de ε, telle que, pour tout intervalle [c, d] de R, pour tout t ≥ 0 :
‖(uε(·, t); vε(·, t))‖BV (c,d) ≤ C ‖(uε0; vε0)‖BV (c−√a t,d+√a t) . (B.2.19)
Démonstration. Nous omettons enore les exposants ε dans la preuve. Nous appliquons la
Proposition 19 à des as partiulier de solutions faibles u, u˜, v, v˜ de (B.1.1) omme suit.
Si u0 v0 ∈ BV , alors on peut hoisir, pour h assez petit :

u˜0(x) := u0(x+ h) , v˜0(x) := v0(x+ h) ,
u˜(t, x) := u(t, x+ h) , v˜(t, x) := v(t, x+ h) .
On obtient ainsi l'estimation annonée, ave C =
(1 +
√
a)2√
a
.
Ainsi, omme la solution est bornée dans BV (R) pour tout temps t ≥ 0, le Théorème de
Helly (voir par exemple [45℄) assure que la suite (uε(t, ·), vε(t, ·))ε>0 reste dans un ompat
de L1loc(R)
2
pour tout t ≥ 0. En vue d'appliquer le Théorème d'Asoli pour passer à la
limite, nous aurons besoin de l'équiontinuité en temps, 'est l'objet du paragraphe suivant.
B.2.3 Equiontinuité en temps
Dans ette setion, pour établir les résultats d'équiontinuité en temps, uniformément
relativement à ε, on utilise essentiellement le résultat suivant, originellement dû à Kruºkov
[132℄.
Lemme 21. (Condition susante d'équiontinuité)
Soit g un fontion mesurable bornée, dénie sur (−R− h0;R+ h0)× [0, T ], ave T , R,
h0 > 0.On suppose qu'il existe une fontion ωR ∈ C([0, h0]), non déroissante, ave ωR(0) =
0, vériant, pour tout t ∈ (0, T ), pour tout |h| < h0 :
∫ R+h0
−R−h0
|g(t, x+ h)− g(t, x)| dx ≤ ωR(|h|) . (B.2.20)
On suppose également que, pour tous t, t + τ ∈ (0, T ) (τ > 0), pour toute fontion φ ∈
C2([−R,R]), on a
∣∣∣∣
∫ R
−R
(g(t+ τ, x)− g(t, x))φ(x) dx
∣∣∣∣ ≤ CR τ ‖φ‖C2 . (B.2.21)
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Alors, pour tous t, t+ τ ∈ (0, T ) (τ > 0), on a :
∫ R
−R
|g(t+ τ, x)− g(t, x)| dx ≤ ω˜R(τ) , (B.2.22)
où
ω˜R(τ) = CR min
{
|h|+ ωR(|h|) + τ
h2
; |h| ≤ h0
}
.
Ce lemme permet d'établir d'abord l'équiontinuité en temps de uε.
Proposition 22. (Equiontinuité de u)
Sous les hypothèses et notations de la Proposition 18, alors, pour tout intervalle (c, d)
de R, pour tout T > 0, il existe une fontion ontinue non déroissante ω ∈ C([0, T ]),
indépendante de ε, ave ω(0) = 0, telle que, pour tout 0 ≤ t ≤ t+ τ ≤ T :
∫ d
c
|uε(t+ τ, x)− uε(t, x)| dx ≤ ω(τ) .
Démonstration. On omet l'indie ε. An d'appliquer le Lemme 21 à la fontion u, nous nous
assurons qu'elle en vérie bien les hypothèses. L'inégalité (B.2.20) déoule du Corollaire
20. Il sut don de montrer l'inégalité (B.2.21). Cette inégalité se démontre exatement
omme dans le as de la relaxation semi-linéaire [152℄. On se donne une fontion test φ à
support ompat (pour supprimer les termes de bords), et on alule :
∣∣∣∣
∫ d
c
(u(t+ τ, x)− u(t, x))φ(x)dx
∣∣∣∣ =
∣∣∣∣
∫ d
c
(∫ t+τ
t
∂tu(s, x)ds
)
φ(x)dx
∣∣∣∣
=
∣∣∣∣
∫ d
c
(∫ t+τ
t
v(s, x)ds
)
∂xφ(x)dx
∣∣∣∣
≤ τ (d− c)√aV (N0, a0) ‖φ‖C1 ,
où la dernière inégalité vient de l'estimation L∞ de v donnée par la Proposition 18. Ainsi,
les hypothèses du Lemme 21 sont satisfaites et la famille (uε) est bien équiontinue en
temps.
L'équiontinuité en temps de vε est légèrement plus déliate.
Proposition 23. (Equiontinuité de v)
Sous les mêmes hypothèses que préédemment, alors pour tout (c, d) ⊂ R, pour tous 0 <
ν < T , il existe une fontion ontinue non déroissante ων ∈ C ([0, T − ν)), indépendante
de ε, ave ων(0) = 0, telle que, pour tous ν ≤ t ≤ t+ τ ≤ T :
∫ d
c
|vε(t+ τ, x)− vε(t, x)| dx ≤ ων(τ) .
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Démonstration. On omet l'indie ε. Comme pour u, il sut de montrer l'inégalité (B.2.21)
an d'utiliser le Lemme 21. De la même manière que préédemment, nous érivons la
formule de Duhamel pour v, en utilisant le développement de Taylor de R :
v(t, x) = v0(x) e
− R t
0
α(λ)
ε
dλ +
∫ t
0
e−
R t
λ
α(s)
ε
ds
(1
ε
α(λ)A(u(λ)) − a ∂xu(λ)
)
dλ ,
où la fontion α s'érit :
α(t) := ∂vR
(
u(t); σ v(t) + (1− σ)A(u(t))) ,
ave le paramètre σ ompris entre 0 et 1. Déomposons maintenant la diérene (v(t+ τ, x)− v(t, x))
omme suit :
v(t+ τ, x)− v(t, x) = v0(x)
(
e−
R t+τ
0
α(λ)
ε
dλ − e−
R t
0
α(λ)
ε
dλ
)
+
1
ε
∫ t
0
e−
R t
λ
α(s)
ε
ds
(
α(λ+ τ)A
(
u(λ+ τ)
)− α(λ)A(u(λ))
)
dλ
− a
∫ t
0
e−
R t
λ
α(s)
ε
ds
(
∂xu(λ+ τ)− ∂xu(λ)
)
dλ
+
∫ 0
−τ
(1
ε
α(λ+ τ)A
(
u(λ+ τ)
)− a ∂xu(λ+ τ)) e− R tλ α(s)ε ds dλ .
Dans la suite, nous noterons E la fontion dénie par :
E(λ, t) := e−
R t
λ
α(s)
ε
ds .
Pour montrer l'inégalité (B.2.21), il nous faut multiplier par une fontion test positive
φ et intégrer en espae : nous introduisons don la quantité à estimer
W (t) :=
∣∣∣∣
∫ d
c
(v(t+ τ, x)− v(t, x))φ(x)dx
∣∣∣∣ ,
et la majorons omme suit :
W (t) ≤ J1 + J2 + J3 + J4 ,
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ave

J1 =
∫ d
c
|v0(x)|
∣∣∣E(0, t+ τ)− E(0, t)∣∣∣ φ(x)dx ,
J2 =
1
ε
∫ d
c
∣∣∣∣∣
∫ t
0
E(λ, t)
(
α(λ+ τ)A
(
u(λ+ τ)
) − α(λ)A(u(λ))) dλ
∣∣∣∣∣φ(x)dx ,
J3 = a
∣∣∣∣∣
∫ d
c
∫ t
0
E(λ, t)
(
u(λ+ τ)− u(λ)
)
∂xφ(x)dλ dx
∣∣∣∣∣ ,
J4 =
∫ d
c
∣∣∣∣∣
∫ 0
−τ
(1
ε
α(λ+ τ)A
(
u(λ+ τ)
)− a ∂xu(λ+ τ)) E(λ, t)dλ
∣∣∣∣∣φ(x)dx .
Remarquons maintenant que les bornes du gradient de R (B.1.6) nous donnent, pour tous
0 < ν ≤ λ ≤ t, l'enadrement suivant :
e−
β
ε
(t−λ) ≤ E(λ, t) ≤ e−β0ε (t−λ) .
Par ailleurs, pour tous 0 < ν ≤ λ ≤ ti (i = 1 ou 2), nous avons :
E(λ, t1)− E(λ, t2) = ∂tE(λ, t∗) (t1 − t2)
= −α(t
∗)
ε
E(λ, t∗) (t1 − t2) .
Nous pouvons alors majorer les Ji, pour i = 1, . . . , 4. D'abord, pour tous 0 < ν ≤ t :
J1 ≤ (d− c) ‖v0‖∞ β τ
ε
e−
β0
ε
ν ‖φ‖C0
≤ C1 τ
ε
e−
β0
ε
ν .
Ensuite, nous majorons le deuxième en utilisant l'équiontinuité de u ainsi que la propriété
Lipshitz de A :
J2 ≤ (d− c) β τ
ε
e−
β0
ε
ν ‖φ‖C0 ω(τ)
≤ C2 ω(τ)
ε
e−
β0
ε
ν .
Il en est de même pour J3 :
J3 ≤ a ε
β0
‖φ‖C1 ω(τ)
≤ C3 εω(τ) .
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Enn, la majoration de J4 utilise simplement les bornes L
∞
et BV de la solution, puisque
la longueur de l'intervalle d'intégration est égale à τ :
J4 ≤ (d− c) β τ
ε
e−
β0
ε
ν ‖φ‖C1 (F (V (N0, a0)) + a ‖u‖BV )
≤ C4 τ
ε
e−
β0
ε
ν .
Pour onlure, il sut de remarquer que la fontion
ε 7−→ ε+ 1
ε
e−
β0
ε
ν
est bornée sur R
+
.
B.2.4 Déviation par rapport à l'équilibre
Nous aurons également besoin, omme dans le as disret, d'évaluer la déviation par
rapport à l'équilibre en norme L1.
Proposition 24. (Déviation par rapport à l'équilibre)
Sous les mêmes hypothèses que préédemment, alors pour tout (c, d) ⊂ R, pour tout
t > 0, on a :
∫ d
c
|vε(t, x)−A (uε(t, x))| dx ≤ C1 e−
βt
ε
∫ d
c
|vε0 −A (uε0)| dx
+ εC2 ‖(uε0; vε0)‖BV (c−√a t,d+√a t) ,
(B.2.23)
où les onstantes C1 et C2 sont indépendantes de ε.
Démonstration. On omet les ε. Considérons d'abord des onditions initiales régulières, et
dénissons la fontion déviation δ = v −A(u). Elle est solution de l'équation suivante :
∂tδ +
β
ε
δ =
1
ε
[β δ −R(u, v)] +A′(u) ∂xv − a ∂xu .
Ainsi, en appliquant la formule de Duhamel et en développant la fontion R à l'ordre 1
entre (u, v) et (u,A(u)), il vient, pour tout t > 0 :
δ(t) = δ0 e
−β t
ε +
1
ε
∫ t
0
(β − ∂vR) δ(s) e−
β (t−s)
ε
ds
− a
∫ t
0
∂xu(s) e
−β (t−s)
ε
ds +
∫ t
0
A′ (u(s)) ∂xv(s) e−
β (t−s)
ε
ds ,
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où la dérivée partielle de R est alulée en un point (u(s), ξ), ave ξ ∈ (v(s); A(u(s))).
Ensuite, en passant au module et en intégrant en x sur l'intervalle [c, d], nous obtenons la
majoration :∫ d
c
|δ(t, x)| dx ≤ e−βtε
∫ d
c
|δ0(x)| dx +
∫ t
0
(∫ d
c
|δ(s, x)| dx
)
(β − β0)
ε
e−
β(t−s)
ε
ds
+
√
a
∫ t
0
(∫ d
c
(√
a |∂xu(s, x)| + |∂xv(s, x)|
)
dx
)
e−
β(t−s)
ε
ds .
Enn, nous onluons en appliquant le Lemme de Gronwall et en utilisant l'estimation BV
obtenue au Corollaire 20. Cela entraîne le résultat pour des données initiales plus générales
à variations bornées et termine la preuve.
B.3 Convergene forte
Théorème 25. (Convergene vers l'équilibre loal)
Sous les hypothèses préédentes, onsidérons (uε, vε) la solution faible globale du pro-
blème de Cauhy (B.1.1)-(B.1.2) donnée par la Proposition 18. Alors il existe une solution
faible u du problème de l'équilibre (B.1.4) ave la ondition initiale donnée par (B.1.5),
ainsi qu'une sous-suite enore notée (uε, vε), telles que, pour tout ν > 0 :
uε → u dans C ([0,∞[; L1loc(R)) , (B.3.1)
vε → A(u) dans C ([ν,∞[; L1loc(R)) , (B.3.2)
lorsque ε → 0+.
Démonstration. La solution (uε, vε) onsidérée appartient à l'espae C (0, T ;L1loc(R)) pour
tout T > 0. D'après les estimations obtenues à la setion préédentes, uniformes en ε,
les familles (uε)ε>0 et (v
ε)ε>0 sont bornées dans L
∞ ∩ BV (R) pour presque tout t > 0.
Don par le théorème de Helly elles sont relativement ompates dans L1loc(R). En outre,
les résultats de la setion préédente assurent qu'elles sont uniformément équiontinues en
temps, sur (0,∞) pour uε, et sur (ν,∞) pour vε (∀ ν > 0).
Ainsi, pour tout T > 0, par le Théorème d'Asoli, on peut en extraire des sous-suites
onvergentes : dans C (0, T ;L1loc) pour uε et dans C (ν, T ;L1loc) pour vε. Préisément, il
existe u et v telles que :
uε → u , vε → v .
Enn, en utilisant l'estimation uniforme en ε (B.2.23) (de la Proposition 24) de la déviation
par rapport à l'équilibre, ainsi que la propriété de la fontion A (ontinue, loalement
lipshitzienne) nous obtenons, par uniité de la limite :
v = A (u) .
Troisième partie
Un modèle d'éoulement sanguin
dans des artères ave stents
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Chapitre 5
Asymptoti analysis of blood ow in
stented arteries : time dependeny
This work aims to extend results reently obtained in [148℄. We will fous on the possible
extension of our results to the time dependent ase. So we onsider the time dependent
rough problem for a simplied heat equation in a straight hannel that mimis the axial
veloity under an osillating pressure gradient. We derive rst order approximations with
respet to ε, the size of the roughness. In order to understand the problem and set up
orret boundary layer approximations, we perform a time periodi Fourier analysis and
hek that no frequeny an interat with the roughness. We show rigorously on this toy
problem that the boundary layers remain stationary in time (independent on the frequeny
number). Finally we perform numerial tests validating our theoretial approah.
5.1 Introdution
Rupture of aneurysm are ommon lethal pathologies in western ountries. It is mainly due
to a loss of elasti properties of tissues that onstitutes the arterial walls on some branhing.
Reently emerged a new kind of stent: a metalli wired mutli-layered prosthesis (see g.
5.1 right) that unlike the lassial endograft stent need not to be sutured to the arterial
wall. Their form-memory metalli struture allow self-expansion reovering the original
form without a need of a balloon.
A reent work of the rst author establishes, thanks to asymptoti analysis tools, several
advantages of this new devie [148℄. These an be summarized as follows :
• the presene of a stent at the inlet of a ollateral artery (see g. 5.1 left) gives rise to
a seondary ow expliitly omputable : it depends on the pressure jump ourring
at zero order (when the stent totally loses the inlet of the ollateral artery) and
on some periodi mirosopi resistivity (omputed independently of any kind of
marosopi ow).
• the presene of a stent above a losed aneurysmal sa (see g. 5.1 middle) imposes a
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Figure 5.1: A sketh of stented arteries: with a ollateral artery (left), an aneurysmal sa
(middle) and a 3D example of a real metalli multi-wired stent (right)
onstant averaged pressure inside the sa, it also inverts the diretion of rotation of
the vortex running inside the sa: without a stent, the avity is driven by the mean
ow in the artery, the vortex is tangential to the mean ow whereas the pressure
jump aross the interfae imposes an entering veloity prole upward the sa and an
outgoing prole downward the middle of the sa.
These results were established theoretially and numerially for the steady Stokes system
of equations. In this work, we set up a preliminary toy framework in order to extend those
results to the unsteady ase.
Although this is not a rst attempt to onsider the unsteady regime within the bound-
ary layer framework (let's mention [113, 67℄), we set up here very basi model for the time
periodi ase. In the ontext of blood ow this regime is quite well-suited sine the heart
delivers a periodi pressure ow impulse to the ardio-vasular system. Another advan-
tage of this work is that it is self-onsistent: extending tools presented in [40℄, we provide
self-ontained proofs for every step of our approximation proess. We give, for instane, a
diret proof for time periodi very weak solutions.
The hapter is organized as follows: in Setion 5.2 we give the basi notations and
hypotheses of this work, in the next Setion we perform a time Fourier expansion and we
onstrut a boundary layer approximation. Then we show that an averaged approxima-
tion, heaper from the omputational point of view, is possible. At eah step we provide
theoretial error estimates wrt the diret rough solution. An interesting feature of the
wall-law is exhibited: we show that although we reover the standard ε3/2 onvergene
rate in L2(Ω0) norm, the a priori estimates provide only ε
1/2
rate performing a similar
error as the zero order estimate itself. Setion 5.4 is devoted to the derivation of an impliit
marosopi wall-law in the smooth domain. Finally, Setion 5.5 validates numerially the-
oretial laims stated and proved in previous setions. The poor H1(Ω0) error is observed
also on the numerial side.
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5.2 Notations and problem setting
In this work, Ωε denotes the rough domain in R2 depited in g. 5.2, Ω0 denotes the
smooth one, and Ωε \ Ω0 the omplementary rough sub-domain. Γε is the rough boundary
and Γ0 (resp. Γ1) the lower (resp. upper) smooth one (see g. 5.2).
Hypotheses 5.2.1. The rough boundary Γε is desribed as a periodi repetition at the
mirosopi sale of a single boundary ell P0. The latter an be parametrized as the graph
of a Lipshitz funtion f : [0, 2π[→ [−1 : 0[ suh that
P0 = {y ∈ [0, 2π] × [−1 : 0[ s.t. y2 = f(y1)}. (5.2.1)
Moreover, we suppose that f is negative denite, i.e. there exists a positive onstant δ
suh that f(y1) < δ for all y1 ∈ [0, 2π]. Then the marosopi boundary Γε is parametrized
as
Γε =
{
x ∈ R2 s.t. x2 = εf
(x
ε
)}
.
We assume that the ratio between L (the width of Ω0) and 2πε (the width of the
periodi ell) is always an integer alled N . We onsider a simplied setting that avoids the
x2
Ω0
Γ1
Γ0
x1
x2
Ωε
x2 = 0
x2 = 1
P
y2
y1
Γ
Γ1
P0
Γǫ
x1
x1 = 0 x1 = L
Γin Γout Z+ ΓrΓl
Figure 5.2: Rough, smooth and ell domains
theoretial diulties and the non-linear ompliations of the full time-dependent Navier-
Stokes equations. Starting from the time-dependent Stokes system, we onsider a heat-like
simplied problem for uε, the axial omponent of the veloity. The osillating pressure
gradient is assumed to redue to a time-periodi spae-onstant right hand side C(t). For
sake of oniseness, we onsider only periodi inow and outow boundary onditions on
uε. The simplied problem reads : nd uε suh that

∂tuε −∆uε = C(t), for x ∈ Ωε,
uε = 0, for x ∈ Γε ∪ Γ1,
uε is x1 periodi.
(5.2.2)
We underline that the results below an be diretly extended to rough domains with smooth
holes and to the Stokes system in the ase of a simple sheared ow.
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In what follows, funtions that do depend on y = x/ε should be indexed by an ε (e.g.
Uˆǫ,k = Uˆǫ,k(x, x/ε)).
5.3 Time Fourier analysis and boundary layer approxima-
tions
Applying the time-Fourier transform on (5.2.2) one obtains for eah frequeny-mode k ∈ Z∗
the problem: nd uˆǫ,k s.t.

(ik −∆) uˆǫ,k = Cˆk in Ωε ,
uˆǫ,k = 0 on Γε ∪ Γ1 ,
uˆǫ,k x1 − periodi on Γin ∪ Γout on Γin ∪ Γout .
(5.3.1)
where Cˆk is the Fourier mode assoiated to the frequeny k ∈ Z:
Cˆk :=
1
2π
∫ 2π
0
C(t)eiktdt, C(t) =
∑
k
Cˆke
−ikt.
For the rest of the hapter, one denotes Lk := (ik −∆). When k ≡ 0 one returns to the
steady ase already extensively studied in [40℄, so we only onsider k ∈ Z∗ for the rest of
this hapter.
5.3.1 The zero order approximation
Passing to the limit formally wrt ε in (5.3.1), one shows rigorously below that atually uˆǫ,k
onverges to uˆ0,k solving

Lk uˆ0,k = Cˆk in Ω0 ,
uˆ0,k = 0 on Γ0 ∪ Γ1 ,
uˆ0,k x1 − periodi on Γin ∪ Γout on Γin ∪ Γout .
(5.3.2)
The solution of this problem is expliit wrt to the data Cˆk and the frequeny k, it reads
for every x ∈ Ω0:
uˆ0,k =
Cˆk
ik
(
1 +Aerx2 +B e−rx2
)
, (5.3.3)
where
r :=
√
2k
2
(1 + i), A :=
e−r − 1
er − e−r , B :=
1− er
er − e−r .
In order to estimate the error made when we onsider the solution uˆ0,k as an approxima-
tion of uˆǫ,k, we have to extend uˆ0,k to the whole rough domain Ωε. It sues that it is
ontinuous, sine we need H1 funtions for a priori error estimates. In the literature, either
the solution is extended by a onstant in the rough layer [117℄ or one onstruts a linear
extension using the Taylor expansion around the point (x1, 0) [4℄. In order to orret these
errors at the next order, in the rst ase one orrets then the jump of the derivative, and
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in the seond ase one should lift the Dirihlet error [40℄. Here, we hose to extend uˆ0,k by
a linear funtion in Ωε \ Ω0:
uˆ0,k :=
{
uˆ0,k in Ω0,
Mk x2 in Ωε \ Ω0, , where Mk :=
∂
∂x2
uˆ0,k(x1, 0) =
Cˆk r (2− er − e−r)
ik (e−r − er) .
5.3.2 Zero order error estimates
We detail here the error estimates. Idential proofs should also be used for higher order
approximations below: we detail here every step. Denote χΩ the harateristi funtion of
the domain Ω, δΓ0 the Dira measure onentrated on Γ0 .
Proposition 1. There exist two positive onstants c1 and c2, depending only of the mode
Cˆk and the Sobolev's inequalities, suh that:
‖uˆǫ,k − uˆ0,k‖H1(Ωε) ≤ c1
√
ε , ‖uˆǫ,k − uˆ0,k‖L2(Ω0) ≤ c2 ε . (5.3.4)
Proof. The rst part of the proof is based on standard a priori estimates. The existene
and uniqueness of uˆǫ,k are well known and derive from the Lax-Milgram theorem. We fous
on the error, namely we set Rε0 := uˆǫ,k− uˆ0,k. Sine the extension uˆ0,k of uˆ0,k in the rough
domain satises: 

Lk uˆ0,k = Cˆk χΩ0 + ikMk x2 χΩε\Ω0 in Ωε ,
uˆ0,k = 0 on Γ1 ,
uˆ0,k =Mk x2 on Γε .
(5.3.5)
Then the zeroth order error solves:

Lk Rε0 = Cˆk χΩε\Ω0 − ikMk x2 χΩε\Ω0 in Ωε ,
Rε0 = 0 on Γ1 ,
Rε0 = −Mk x2 on Γε .
(5.3.6)
We remark that a part of the error omes from the soure term loalized in Ωε \Ω0, and
another part omes from the non homogeneous boundary term on Γε. We set the lift:
s = −Mk x2 χΩε\Ω0 , R˜ε0 = Rε0 − s .
Then: 

Lk R˜ε0 = Cˆk χΩε\Ω0 +Mk δΓ0 in Ωε ,
R˜ε0 = 0 on Γ1 ,
R˜ε0 = 0 on Γε ,
(5.3.7)
where the derivatives are omputed in the sense of distributions. Then, on the one hand,
using Poinaré inequality, we have:∣∣∣∣
∫
Ωε
LkR˜ε0 R˜ε0 dx
∣∣∣∣
2
=
∣∣∣ik ‖R˜ε0‖2L2(Ωε) + ‖∇R˜ε0‖2L2(Ωε)
∣∣∣2
= k2 ‖R˜ε0‖4L2(Ωε) + ‖∇R˜ε0‖4L2(Ωε)
≥ c ‖R˜ε0‖4H1(Ωε) .
(5.3.8)
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On the other hand, for any test funtion φ ∈ H10 (Ωε):∫
Ωε
LkR˜ε0 φdx = Cˆk
∫
Ωε\Ω0
φdx+Mk
∫
Γ0
φdx .
Then, using Cauhy-Shwarz and Poinaré like inequalities, we obtain the upper bound:∣∣∣ik ‖R˜ε0‖2L2(Ωε) + ‖∇R˜ε0‖2L2(Ωε)
∣∣∣ ≤ c (|Cˆk| ε+ |Mk|√ε) ‖R˜ε0‖H1(Ωε) , (5.3.9)
where c is a non negative onstant depending on the Poinaré inequality. And |Mk| is
ontrolled as follows:
|Mk| =
∣∣∣Cˆkr (2− er − e−r)∣∣∣
|ik (er − e−r)|
≤ |Cˆk|√
k
(
2
|er − e−r| + 1
)
≤ 2 |Cˆk| .
(5.3.10)
Finally, ombining (5.3.8)-(5.3.10), we get the H1 -error estimate.
For the L2 error, we use the onept of a very weak solution. Namely, one solves the
dual problem: for a given φ ∈ L2(Ω0), φ being x1 periodi on Γin ∪ Γout, nd vˆ ∈ H2(Ω0)
suh that 

Lk vˆ = φ in Ω0 ,
vˆ = 0 on Γ1 ∪ Γ0 ,
vˆ is x1-periodi on Γin ∪ Γout .
(5.3.11)
Then, onsidering the L2(Ω0) salar produt
(
. , .
)
, and using the Green formula:
(Rε0 , φ) =
∫
Ω0
Rε0 Lkvˆ = −ik
∫
Ω0
Rε0 vˆ +
∫
Ω0
∇Rε0∇vˆ −
∫
∂Ω0
Rε0
∂vˆ
∂n
=
〈
vˆ ,
∂Rε0
∂n
〉
Γin∪Γout
−
(
Rε0 ,
∂vˆ
∂n
)
Γ0∪Γ1
, (5.3.12)
where the brakets refer to the dual produt in
(
H−1 , H1
)
(∂Ω0) and the rest of the
produts are in L2 either on Γ0 or in Ω0. Then one omputes:
|(Rε0 , φ)| ≤ ‖Rε0‖L2(Γ0)
∥∥∥∥∂vˆ∂n
∥∥∥∥
L2(Γ0)
≤ √ε ‖∇Rε0‖L2(Ωε\Ω0) ‖φ‖L2(Ω0)
≤ √ε ‖∇Rε0‖L2(Ωε) ‖φ‖L2(Ω0)
≤ ε 32 ‖φ‖L2(Ω0).
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This ends the proof of the proposition, by taking the sup over all φ ∈ L2(Ω0). But
between the rst and the seond estimate above, we assumed that the solutions of the
regular problem (5.3.11) satisfy a kind of Rellih estimates (see [155℄, hap. 5) :∥∥∥∥∂vˆ∂n
∥∥∥∥
L2(Γ0)
≤ c ‖φ‖L2(Ω0) . (5.3.13)
In order to prove this, we deompose φ on the Hilbert basis (e2πinx1 e2πimx2)n,m of L
2(Ω0).
Separating the variables, dene φn(x2) the oordinates of φ in the (e
2πinx1)n Hilbert basis
of L2(0, 1) , and an,m its oordinates in the basis (e
2πinx1 e2πimx2)n,m. Then φ an be
written under the form:
φ =
∑
n∈Z
φn(x2) e
2πinx1 =
∑
n,m∈Z
an,m e
2πinx1 e2πinx2 ,
therefore:
‖φ‖2L2(Ω0) =
∑
n,m∈Z
|an,m|2 .
In the same way, one an deompose vˆ on the basis: vˆ =
∑
n∈Z
vˆn(x2) e
2πinx1
. Then the
rst equation of system (5.3.11) an be rewritten under the form of an innite system of
ordinary dierential equations:
∀l ∈ Z , (ik + 4π2l2) vˆl − vˆ′′l = φl .
And the solution, for a xed l, is given by:
vˆl = Ae
bx2 +B e−bx2 + vˆp,l,
where vˆp,l stands for the partiular solution and reads
vˆp,l :=
∑
m∈Z
−al,m
4π2m2 + b2
e2πimx2 ,
while the onstants satisfy:
 A−B = tanh(b) vˆp,l(0)−
vˆp,l(1)
sinh(b)
,
b2 = 4π2l2 + ik.
Then, sine ∥∥∥∥∂vˆ∂n
∥∥∥∥
2
L2(Γ0)
=
∑
l∈Z
∣∣vˆ′l(0)∣∣2 ,
it remains to estimate:
|vˆ′l(0)|2 =
∣∣b (A−B) + vˆ′p,l(0)∣∣2 ≤ 2 (|b(A−B)|2 + |vˆ′p,l(0)|2) . (5.3.14)
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The intermediate variable b solves in C the equation b2 = 4π2l2 + ik whih implies that
b := br + ibi, br := ±
√
2π2l2 +
√
4π4l4 + k2, bi := ±
√
−2π2l2 +
√
4π4l4 + k2,
so that
|b|2 = b2r + b2i = 2
√
4π4l4 + k2 ≥ 2, ∀l ∈ Z, ∀k ∈ Z∗
We return to the rhs of (5.3.14), the rst term of the rhs an be split into two parts:
|b|2|vˆp,l(0)|2| tanh(b)|2 ≤
∣∣∣∣∣
∑
m
am,l
4π2m2 + b2
∣∣∣∣∣
2
|b|2| tanh(b)|2
≤ 2
(∑
m
|am,l|2
)(∑
m
|b|2
4π4m4 + |b|4
)
| tanh(b)|2.
For sake of oniseness we set:
I :=
(∑
m∈Z
|b|2
4π4m4 + |b|4
)
,
then it is equivalent to write
I =
1
|b|2 + 2
∑
m≥1
|b|2
4π4m4 + |b|4 =: I1 + I2
If x is a positive real, we set m := E[x] where E[·] is the integer part of its argument, one
then has
I2 ≤
∫ ∞
1
|b|2
4π4(x− 1)4 + |b|4 dx =
∫ ∞
0
|b|2
4π4x4 + |b|4 dx
≤
∫ 1
0
+
∫ ∞
1
|b|2
4π4x4 + |b|4 dx
≤ c
(
1
|b|2 +
1
|b|
)
,
so that nally I ≤ c, the onstant c being independent on either l or k. Beause br 6= 0
one has that
| tanh(b)| = e
2br + e−2br + 2cos(bi)
e2br + e−2br − 2 cos(bi)
≤

4 + ∞∑
q=1
(2br)
2q
(2q)!

 /

 ∞∑
q=1
(2br)
2q
(2q)!


≤ c ,
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where  does not depend on k nor on l. We now treat the seond part of the rst term of
the rhs of (5.3.14): in a similar way one gets again using Cauhy-Shwartz
|vˆp,l(1)|2|b|2
| sinh(b)|2 ≤
∑
m
|am,l|2
(∑
m
|b|2
4π4m4 + |b|4
)
1
| sinh(b)|2
≤ c ‖φl‖2L2(0,1),
where again c is a generi onstant independent on k, l. The estimates of |vˆ′p,l(0)| (last
term of the rhs of (5.3.14)) follow the same lines.
5.3.3 First order orretion
We have already seen that the zeroth order approximation ontains two distint soures
of errors: a part is due to the order of the extension uˆ0,k in Ωε \ Ω0 and another part
omes from the non homogeneous rest on Γε. In order to orret the non zero value of uˆ0,k
on the rough boundary Γε, we introdue the orretor β, dened on the mirosopi ell
Z+ ∪ Γ ∪ P 

∆β = 0 in Z+ ∪ P ,
β = −y2 on P0 ,
β is y1-periodi .
(5.3.15)
We dene the mirosopi average along the titious interfae Γ:
β =
1
2π
∫ 2π
0
β(y1, 0) dy1 .
The existene and uniqueness of β, and its properties, as the exponential onvergene
towards β when y2 tends to innity, are desribed in [40℄ and referenes therein. Beause
β tends to β when y2 goes to innity, we subtrat this onstant in the nal asymptoti
ansatz. As the onstant should be relevant only far from the roughness we orret the
ansatz by adding to uˆ1,k a ounter-ow approximation solving:

Lk uˆ1,k = 0 in Ω0 ,
uˆ1,k = 0 on Γ1 ,
uˆ1,k = βMk on Γ0 ,
uˆ1,k is x1-periodi on Γin ∪ Γout .
(5.3.16)
The solution is again expliit:
uˆ1,k =
−βMk
er − e−r
(
e−r erx2 − er e−rx2)
= βMk sinh(r(1 + x2))
sinh(r)
.
(5.3.17)
Now we are in the position to dene the full boundary layer approximation :
Uˆǫ,k := uˆ0,k + εMk
(
β
(x
ε
)
− β
)
+ εuˆ1,k .
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5.3.4 First order estimates
The gain obtained when introduing the mirosopi orretor is of order
√
ε. Indeed, the
following error estimates hold.
Proposition 2. There exist two positive onstants c3 and c4, depending only on the mode
Cˆk and not on the frequeny k, suh that:
‖uˆǫ,k − Uˆǫ,k‖H1(Ωε) ≤ c3 ε , ‖uˆǫ,k − Uˆǫ,k‖L2(Ω0) ≤ c4 ε3/2 . (5.3.18)
Proof. Denote Rε := uˆǫ,k − Uˆǫ,k the error to estimate. It is solution of the problem:


Lk Rε = CˆkχΩε\Ω0 − ikMkx2χΩε\Ω0 − ikMkε
(
β(xε )− β + βχΩε\Ω0
)− εMkβδΓ0 , in Ωε
Rε = −εMk
(
β(x1ε ,
1
ε )− β
)
on Γ1 ,
Rε = 0 on Γε ,
Rε is x1-periodi on Γin ∪ Γout .
(5.3.19)
The existene and uniqueness of Rε are standard. We fous again on the a priori estimates:
test the system above by Rε and estimate the lhs from below as in (5.3.8), then estimate
from above the rhs. The last step inludes new terms wrt the zeroth order approximation,
listed below : 

A1 = Cˆk
∫
Ωε\Ω0
Rε dx,
A2 = −ikMk
∫
Ωε\Ω0
x2Rε dx,
A3 = −ikMk ε
∫
Ωε
(β(
x
ε
)− β)Rε dx ,
A4 = −ikMk ε β
∫
Ωε\Ω0
Rε dx,
A5 = −ε βMk
∫
Γ0
Rε dx1.
(5.3.20)
Then, estimating these terms, one gets
|
5∑
j=1
Aj| ≤ ε
3
2 c ‖∇Rε‖L2(Ωε)
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whih ends the proof for the a priori estimates. Again very weak estimates give:
‖Rε‖L2(Ω0) ≤ ‖Rε‖L2(Γ1∪Γ0) + ε|kMk|
∥∥∥β ( ·
ε
)
− β
∥∥∥
L2(Ω0)
≤ c
(
e−
1
ε +
√
ε‖∇Rε‖L2(Ωε\Ω0) + ε
3
2
)
≤ c ε 32 .
5.4 Derivation of Wall-laws
5.4.1 Averaging the ansatz
We aim to derive a system of equations dened on the smooth domain Ω0, for whih the
eet of the roughness is inluded as a marosopi boundary ondition on Γ0. First,
averaging wrt the fast variable in the horizontal diretion, we get:
Uˆǫ,k = uˆ0,k + εuˆ1,k := uε,k.
Though, the averaging proess anels the osillations, the averaged ansatz still ontains
a rst order marosopi orretion uˆ1,k aounting for averaged rst order eets. This
new averaged quantity solves a problem in the smooth limiting domain Ω0:

Lkuε,k = Cˆk in Ω0 ,
uε,k = 0 on Γ1 ,
uε,k = εMk β on Γ0 ,
uε,k is x1-periodi on Γin ∪ Γout .
(5.4.1)
We ompute the L2-error estimate between the exat solution uˆǫ,k of problem (5.3.1) and
the averaged rst order approximation uε,k.
Proposition 3. There exists one positive onstant c5 , depending only of the mode Cˆk
suh that:
‖uˆǫ,k − uε,k‖L2(Ω0) ≤ c5 ε3/2 . (5.4.2)
Proof. We write a triangular inequality:
‖uˆǫ,k − uε,k‖L2(Ω0) ≤ ‖uˆǫ,k − Uˆǫ,k‖L2(Ω0) + ‖Uˆǫ,k − uε,k‖L2(Ω0) .
The seond term in the rhs is expliit :
Uˆǫ,k − uε,k = εMk
(
β
(x
ε
)
− β
)
.
154 Asymptoti analysis of blood ow in stented arteries
One thus estimates this quantity diretly in the L2(Ω0) norm. Thanks to the multisale
struture of this orretor one gets by a simple hange of variable and thanks to the spei
boundary layer properties of β that∥∥∥β ( ·
ε
)
− β
∥∥∥
L2(Ω0)
≤ √ε ∥∥β − β∥∥
L2(Z+∪Γ∪P )
whih ends the proof.
5.4.2 Impliit wall-law
In order to derive an impliit wall-law, we rewrite the boundary ondition satised by uε,k
on Γ0:
uε,k = εMk β = ε β ∂
∂x2
(uˆ0,k + εuˆ1,k − εuˆ1,k)
= ε β
∂uε,k
∂x2
− ε2 β∂uˆ1,k
∂x2
on Γ0 .
(5.4.3)
Hene, sine the term ∂uˆ1,k/∂x2 an be bounded independently from the frequeny k, we
derive a rst order impliit wall-law. Indeed,
∂uˆ1,k
∂x2
(x2 = 0) = −Cˆk
(
er + e−r
er − e−r
)2
. (5.4.4)
So, when k 6= 1: ∣∣∣∣∂uˆ1,k∂x2 (x2 = 0)
∣∣∣∣ ≤ |Cˆk|
(
1
1− e−
√
2
)2
. (5.4.5)
We set the following approximate problem, posed in the smooth domain Ω0:

LkVˆε,k = Cˆk in Ω0 ,
Vˆε,k = 0 on Γ1 ,
Vˆε,k = ε β
∂Vˆε,k
∂x2
on Γ0 ,
Vˆε,k is x1-periodi on Γin ∪ Γout .
(5.4.6)
It remains to show that this rst order impliit wall-law has a solution and is an approxi-
mation in the smooth domain Ω0 of the rough problem (5.3.1). The existene of solution
in H1Γ1(Ω0) (H
1
-funtions vanishing on Γ1) for problem (5.4.6) is not disussed here (see
for example [40℄), but the error estimate are given in the following theorem.
Theorem 5.4.1. There exists two positive onstants c6 and c7, depending only of the
mode Cˆk and not on the frequeny k suh that:
‖uˆǫ,k − Vˆε,k‖L2(Ω0) ≤ c6 ε3/2 and
∥∥∥uˆǫ,k − Vˆε,k∥∥∥
H1(Ω0)
≤ c7
√
ε. (5.4.7)
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Proof. We split the error into two parts:
‖uˆǫ,k − Vˆε,k‖L2(Ω0) ≤ ‖uˆǫ,k − uε,k‖L2(Ω0) + ‖uε,k − Vˆε,k‖L2(Ω0) .
The rst term is ontrolled thanks to Proposition 3. For the seond one, let us dene
Θ := uε,k − Vˆε,k and onsider the boundary value problem it satises:


Lk Θ = 0 in Ω0 ,
Θ = 0 on Γ1 ,
Θ = ε β
(
∂uˆ0,k
∂x2
− ∂Vˆε,k∂x2
)
on Γ0 ,
Θ is x1-periodi on Γin ∪ Γout .
(5.4.8)
We re-express the boundary ondition on Γ0 introduing a Robin like ondition, namely:
Θ− ε β ∂Θ
∂x2
= ε β
(
∂uˆ0,k
∂x2
− ∂uε,k
∂x2
)
= −ε2β∂uˆ1,k
∂x2
on Γ0 , (5.4.9)
where the rhs is now expliitly known. One sets
ak(θ, v) = (∇θ,∇v)Ω0 + ik(θ, v)Ω0 +
(
θ
εβ
, v
)
,
and it is easy to show that this bi-linear form is bi-ontinuous and oerive. The variational
problem beomes now
ak(θ, v) = −ε2
(
∂uˆ0,k
∂x2
, v
)
Γ0
, ∀v ∈ H1Γ1(Ω0) ,
whih gives diretly by a priori estimates that
‖∇θ‖L2(Ω0) ≤ c ε2, ‖θ‖L2(Γ0) ≤ c ε3.
One then uses the very weak estimates in order to estimate θ in the L2(Ω0) norm and
onludes thanks to the last trae estimate. For the a priori part we simply deompose
the error using every result established above to get:
∥∥∥uˆǫ,k − Vˆε,k∥∥∥
H1(Ω0)
≤
∥∥∥uˆǫ,k − Uˆǫ,k∥∥∥
H1(Ω0)
+
∥∥∥Uˆǫ,k − uε,k∥∥∥
H1(Ω0)
+
∥∥∥uε,k − Vˆε,k∥∥∥
H1(Ω0)
≤
∥∥∥uˆǫ,k − Uˆǫ,k∥∥∥
H1(Ωε)
+ c
√
ε‖∇yβ‖L2(Z+∪Γ∪P ) + ε2
≤ c (ε+√ε+ ε2) ≤ c′√ε .
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5.5 Numerial results
5.5.1 Disretization
In this part we aim to prove numerially that wall-laws perform better approximation than
the zeroth order guess. For this sake we dene an expliit shape of the roughness setting
f in (5.2.1) to be :
f(y1) := −(1 + cos(y1))
2
− δ,
with δ being a positive onstant equal to 5 ·10−2. The periodiity of the bottom shape and
of the boundary onditions on Γin ∪ Γout allows to disretize only a single rough period,
i.e. we set
Ω#,ε,− := {x1 ∈]0, 2πε[ and x2 ∈]εf(x1/ε), 0[}, Ω#,ε,+ :=]0, 2πε[×]0, 1[, Ω#,ε := Ω#,ε,+∪Ω#,ε,−,
Figure 5.3: Meshes Ω#,ε, Ω#,ε,+, when ε = 0.1 and Z
+ ∪ Γ ∪ P ∩ {y2 ≤ L = 10} (oarse
grids, see below for atual mesh sizes)
The mesh is periodi, i.e. the verties on Γin are assoiated to elements ontaining
edges on Γout (see p. 142 of the freefem++ doumentation for further information on this
faility). For a given ε, the meshes of Ω#,ε and Ω#,0 are onforming on the upper part
{x2 ≥ 0}. We take several values of ε, namely we set i ∈ {1, . . . , 10} and ε = qi, where
q := 0.85. In order to avoid disretization errors we set nε := 90/εα, α = 0.2 nodes on the
horizontal titious boundary, and linearly proportional numbers of nodes on the other
boundaries. This gives a mesh size h (maximal diameter of a triangulation, see p.88 [111℄)
depited in g. 5.4 (right) as a funtion of ε. Thus there exists a onstant c independent of
ε suh that h ≤ cε. We x a frequeny k = 10 for whih Cˆk ≡ 10, we ompute numerial
approximations of
• uˆε,k,h solving the disretized problem (5.3.1)
• uˆ0,k,h, the zeroth order Poiseuille-like approximation solving system (5.3.2)
• Vˆε,k,h, the impliit disrete wall-law.
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In order to ompute the ell problem and β, the onstant at innity related to the spei
roughness f , we disretize a ell problem dened on a trunated domain : nd βL solving

−∆βL = 0 in Z+ ∪ Γ ∪ P ∩ {y2 < L}
∂nβ = 0 on {y2 = L}
β = −y2 on P0
It is shown in [118℄ that the solution βL onverges exponentially fast, when L→∞, towards
the solution of (5.3.15). So solving the problem above provides a good approximation of
βL. And we use this numerial value in the boundary ondition on Γ0 in (5.4.6) in order
to ompute Vˆε,k,h. The ode is written in freefem++ language [111℄: it is very well suited
for solving omplex valued variational problems with nite elements. Our ode is available
through Internet
(1)
.
5.5.2 Error estimates
We ompute numerial equivalent norms for a priori and very weak estimates. We plot
this results in the log-log sale for various sizes ε (in absissa) in g. 5.4. We reover better
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Figure 5.4: Numerial error estimates in H1(Ω0) (left) and L
2(Ω0) (middle) norms, and
mesh parameters (right)
orders of onvergene than expeted: the very weak estimates provide ε
3
2
onvergene for
the Poiseuille prole while they give ε
9
4
for the wall-law. The H1(Ω0) norm (∼ ε 34 ) is
better than expeted for the Poiseuille prole while surprisingly the error is worse for the
wall-law wrt this norm. This is due to the
√
ε Dirihlet norm of gradient of boundary layers
1
http://ljk.imag.fr/membres/Vuk.Milisi/Software/omplexWallLaw.edp
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as already shown in Theorem 5.4.1. This numerial test shows that for this geometry ase
this latter estimate is almost optimal.
Annexe C
Diret simulations
In this appendix we fous on extending the results of [148℄ in the numerial diretion.
Namely, we present some preliminary numerial simulations whih aim to give orders
of magnitudes in terms of numerial osts of diret 3D simulations. More preisely, we
determine atual limits, when running three-dimensional blood ow simulations of the
non-homogenized stented arteries. We solve the stationary Stokes equations for an artery
ontaining a saular aneurysm. We examine the relation between disretization parame-
ter, problem sale, and omputation time required to solve the stationary Stokes equations.
Finite element model of a two-layer 32 wire stent was onstruted. We demonstrate that
its oarse mesh ould not be aurately inorporated in the nest disretization of the
blood medium. Finally, a simplied ten-wire stent model was build. The results of the
stented versus the unstented vessel show substantial dierene in ow pattern inside the
aneurysmal pouh. Conluding remarks and possible perspetives are given at the end.
C.1 Numerial investigation: Saular side aneurysm
The objetive of this numerial experiment is to determine atual omputational limits,
when running three-dimensional blood ow simulations of the non-homogenized stented
vessels. Extremely small wire ross-setion, =0.1 mm, omplex, almost random, spaing
between braided wires ould not be properly modeled in atual omputational reality.
Even when suh models have been developed, industrial omputer aided design (CAD)
programs, mesh generators and nite element analysis tools are not well optimized for
proessing omplex free-form geometries. However, it is important to analyze modeling
and disretization limits, spatial resolution, memory needs and omputation time required
to guarantee an aurate and reliable hemodynami simulation of stented vessels. The
authors hope that the sequene of diret simulations brings an additional design insight,
and ould be used as a referene solution for the further three-dimensional homogenization
researh.
Parametri, three-dimensional model of a blood vessel with a side saular aneurysm
was built using ommerial software, CATIA V5. The aneurysm has an ellipsoidal extended
shape of 22 mm over 17 mm aross its largest and smallest diameters, respetively. It is
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attahed to the parent vessel of 60 mm long within a onstant diameter of 10 mm, g. C.1,
(left). These values are representative of the femoral artery. A braided tabular assembly
of thin metalli wires is lodged against the lumen of the vessel to serve as a porous barrier
disrupting blood ow into the aneurysm, g. C.1, (right). A nite element model of a two-
layer stent, braided of 32 wires has been built, g. C.1, (bottom). Similar to ommerial
stents, but not being an exat replia, it has a 10 mm diameter, a length of 30 mm, and a
wire diameter of =0.1 mm. Its oarse mesh, 5-7 tetrahedral faes per wire ross-setion,
ontains more than half a million 4-node tetrahedral elements.
Figure C.1: CAD model of a parent vessel with a side wall aneurysm (top left). Shemati
illustration of a wire multi-layer stent, whih redues blood ow into the aneurysm (top
right). The utout is for visualization purpose only. A oarse nite element model of a
wire two-layer stent ounts 546K tetrahedral elements (bottom).
First, we disretize the unstented artery vessel, imposing a uniform node spaing for
the whole medium. Tetrahedral meshes were generated by an advaning front, followed
by a tetrahedral ller tehnique, in order to produe high-quality, quasi-uniform meshes
with a low element size variane. Conseutive levels of mesh renement are presented
in g. C.2. Computation time, required to simulate one or several ardia yles ould
then be related to a spatial mesh resolution, by solving a given hemodynami problem
for eah of the presented disretization. Freefem++ open soure nite element ode was
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used to ompute a steady-state solution of the Stokes equations. The veloity-pressure
elds were disretized by the Taylor-Hood element ((P2/P1) nite element basis). The
blood was assumed to behave like an inompressible Newtonian uid, with a onstant
dynami visosity of 3.5 · 10˘3 Pa·s, and an homogeneous density of 1060 kg·m−3. We
do not onsider the ompliane of arterial walls due to the omplexity of the numerial
modeling and requirement for a uid struture interation environment to solve a oupled
problem. The assumption of rigid wall is based on [130℄, where the authors onlude that
a presene of wall motion does not have signiant inuene of the global uid dynami
harateristis of the femoral artery bifuration. The inow boundary ondition is based
on the onstant pressure prole of 80 mmHg. We imposed the usual non-slip boundary
onditions on the vessel wall, while a pressure drop of 0.07 mmHg was presribed on the
outow boundary. In addition, the tangential veloity omponent was set to be zero on the
non-slip boundaries, u · τ|Γin,Γout = 0. These boundary onditions together with a pressure
gradient establish a steady laminar ow with a Reynolds number Re=443, and a ow rate
of 11.51 ml/se.
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(a) h=3.5 (b) h=3.0 () h=2.5
(d) h=2.0 (e) h=1.5 (f) h=1.0
Figure C.2: Dierent levels of mesh renement. Quasi-uniform meshes with a presribed
disretization element size h in millimeters. An overall mesh, data are reported in table C.1.
We made use of a non-parallel version of a onjugate gradient solver with a onvergene
riteria of 10˘8. To preserve the positive-deniteness of the global matrix, a penalization
term of order 10˘12 is introdued (see for instane p. 210-214 [83℄). Idential results
have been obtained by the GMRES iterative solver without penalization term, though it
requires more memory to operate. An overall mesh, nite element, and omputation data
are organized in table C.1. For a given disretization parameter h, it reports a number
of produed mesh nodes, tetrahedral elements, degrees of freedom, non-zero oeients of
the symmetri nite element matrix, numerially omputed ow rates in units of ml/se.
Solution time, in seonds, required to solve the stationary Stokes equations is reported in
the extreme right olumn. The omputational results reported in table C.1 reveal that even
the nest disretization of a uid medium would not be suient to properly inorporate
a oarse nite element model of the wire two-layer stent, presented in g. C.1. The nest
mesh disretization parameter is 5 times larger than a wire diameter.
Remark : The tasks were exeuted on the laboratory luster, powered by 16 Intel Xeon
E5462 2.80GHz proessors; 12Gb of available RAM memory are designated for eah two
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h nodes tetrahedra dof !=0 oef. ow rate pu time
3.5 443 1664 8918 385982 9.87 17
3.0 685 2778 14272 632774 10.17 39
2.5 1184 5225 25628 1166637 10.61 126
2.0 2012 9278 44483 2052252 11.10 324
1.5 4725 23456 108144 5103210 11.29 1363
1.0 14276 75051 335807 16124234 11.49 10499
0.8 28257 153582 675171 32749351 11.51 39314
0.5 109211 616710 2657609 130403575 11.51 378162
Table C.1: Mesh data summary, non-zero oeients of the symmetri nite element
matrix, omputed ow rate [ml/se℄, omputation time [se℄ of the steady-state Stokes
equations.
proessors. For the nest mesh, h=0.5, 4Gb of memory were alloated. Reported pu time
represents the total pu time taken by one single proessor to obtain the onverged solution.
We note that sine eah disretization was built in the stand alone way, eah proessor
worked independently and there was no ommuniation or synhronization overhead in the
alulations. Eah proessor was assigned only one mesh and one variational problem to be
resolved. We have repeated eah omputation several times, observing negligible variane
in omputation time.
In the seond part of our numerial experiment, we simplify the original stent model,
by replaing it with a pattern of unattahed ring-like struts aross an aneurysm throat.
A similar two-dimensional version has been reently proposed in [148℄. Two modeling
tehniques were tested to plae stent wires. The rst tehnique was to onstrut stent
wires, ompletely enlosed by the blood medium. Wire enters were displaed into the
parent vessel from the outer boundary by 3/2 of the wire radius. An automated mesh
generator had diulties to properly dene all enlosed surfaes, and to omplete a meshing
proedure. Moreover, this tehnique produed extremely small elements, loated between
stent wires and vessel boundary. Therefore, a unique six-wire model was onstruted,
g. C.3 (left). Almost worthless, it takes 214 hours to solve the Stokes equations, using a
non-parallel iterative solver. A model related data was summarized in table C.2.
wire  h nodes tetrahedra dof !=0 oef. ow rate pu time
0.8 0.1 - 0.5 218.9·103 1.2·106 5.3·106 261.4·106 8.34 769384
Table C.2: Stented aneurysm with ompletely enlosed stent wires: mesh data summary,
non-zero oeients of the symmetri nite element matrix, omputed ow rate [ml/se℄,
omputation time [se℄ of the steady-state Stokes equations.
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Figure C.3: Three-dimensional CAD model of a saular aneurysm within struts pattern
aross the aneurysm throat. Wire diameter is =0.8 mm. The utout exposes struts
loation, and is for visualization purpose only. Stents struts are ompletely enlosed by
the blood medium (left), struts are partially displaed outside of the blood medium (right).
The seond strategy was to partially enlose stent wires by the blood medium; thus, wire
enters were displaed into the vessel by 1/6 of the wire radius. Wires were loned along
the parent vessel diretion with respet to its urvature. The distane between two wire
enters is 2 mm, g. C.3 (right). Four separate ten-wire models were onstruted. Keeping
the same distane between wire enters, we have onsequently dereased a wire diameter,
from 0.9 to 0.6 mm. We note that it is, however, about 10 times larger than the atual
wire diameter used for ommerial stents. Loally rened, adaptative meshes were built
using the otree algorithm, imposing a nodal spaing of 0.12 mm around stent struts. The
transitional element distribution between the respetive regions of rened and global mesh
density is presented in g. C.4.
Figure C.4: Finite element model of a saular aneurysm within ten partially enlosed
struts of =0.8 mm. Zoom view over the stented region. A ross-setion of the stent strut
is represented by approximately 16 elements. Disretization parameter h=0.7 for a global
domain, h=0.12 near the stent struts.
The results of omputations show that the presene of a stent indues a truly remarkable
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wire  h nodes tetrahedra dof !=0 oef. ow rate pu time
0.9 0.12 - 0.7 95196 481845 2.2·106 104.5·106 9.90 235311
0.8 0.12 - 0.7 97405 495366 2.2·106 107.3·106 10.10 180206
0.7 0.12 - 0.7 99913 511385 2.3·106 110.6·106 10.23 214308
0.6 0.12 - 0.7 100184 515291 2.3·106 111.3·106 10.49 233170
Table C.3: Stented aneurysm with partially enlosed stent wires: wire diameter, mesh data
summary, non-zero oeients of the symmetri nite element matrix, omputed ow rate
[ml/se℄, omputation time [se℄ of the steady-state Stokes equations.
hange of a blood ow near the throat region, g. C.5. In the ase of a stented vessel the
streamlines are not bent towards the aneurysm pouh, but remain similar to the bulk ow
behavior. A paraboli ow prole is observed at the extreme ends of the vessel. The ow
rates were omputed at the upstream and downstream boundaries. The presene of the
stent struts dereased the ow rate in the parent vessel. It averages the pressure inside
the aneurysmal sa (this fat was already proved rigorously in [148℄ in 2D), and eliminates
nek singularities, see g. C.6 (bottom left). Veloity vetors, depited in g. C.7 illustrate
that after stent plaement, the aneurysmal vortex was no longer present. This onrms
in 3D results theoretially proved in 2D in [148℄. Adaptive renement and extremely
ne mesh found to be insuient to properly model ommerial multi-layer stents. It is
evident that diret nite element simulations ould give an additional insight, a better
understanding of blood ow nature within a spei stent design, but we atually need
muh more omputational power to simulate a pulsatile ow, where hundreds of time steps
should be omputed within one ardia yle. For this reason a work in preparation [149℄
aims at inorporating homogenized interfae onditions and at providing some quantitative
averaged results useful for linial purposes.
Figure C.5: Stationary veloity eld (top) and streamlines (bottom) omputed before (left)
and after (right) stent treatment.
Figure C.6: Sequene of pressure (left), veloity (right) solution ontours. From top to
bottom: unstented vessel, wire =0.6 mm, 0.7 mm, 0.8 mm, and 0.9 mm, respetively.
(a) no stent (b) =0.8 mm (ompletely enlosed wires)
() =0.6 mm (d) =0.7 mm
(e) =0.8 mm (f) =0.9 mm
Figure C.7: Veloity vetors olored by magnitude (not saled arrow symbols).
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