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The marked interplay between the crystalline, electronic, and magnetic structure of atomi-
cally thin magnets has been regarded as the key feature for designing next-generation magneto-
optoelectronic devices. In this respect, a detailed understanding of the microscopic interactions un-
derlying the magnetic responses of these crystals is of primary importance. Here, we combine model
Hamiltonians with multi-reference configuration interaction wavefunctions to accurately determine
the strength of the spin couplings in the prototypical single-layer magnet CrI3. Our calculations
identify the (ferromagnetic) Heisenberg exchange interaction J = −1.44 meV as the dominant term,
being the inter-site magnetic anisotropies substantially weaker. We also find that single-layer CrI3
features an out-of-plane easy axis ensuing from a single-ion anisotropy A = −0.10 meV, and predict
g-tensor in-plane components gxx = gyy = 1.90 and out-of-plane component gzz = 1.92. In addition,
we assess the performance of a dozen widely used density functionals against our accurate correlated
wavefunctions calculations and available experimental data, thereby establishing reference results
for future first-principles investigations. Overall, our findings offer a firm theoretical ground to
experimental observations.
INTRODUCTION
The first isolation of graphene back in 2004 represented
a paradigm shift in condensed matter physics [1]. This
discovery sparked a wealth of unexplored research direc-
tions, most notably the search for novel two-dimensional
crystals [2–4], together with their controlled stacking for
the assembling of van der Waals heterostructures in a
layer-by-layer fashion [5–7]. Since then, the library of
atomically thin materials is rapidly expanding, first start-
ing from those parent 3D crystals which can be peeled off
to the 2D limit (e.g. transition metal dichalcogenides [8]
or hexagonal boron nitride [9]) and subsequently evolv-
ing into the synthesis of artificial monolayers (e.g. silicene
[10–12] or its heavier group IV analogs [13, 14]), eventu-
ally covering a broad range of properties, including met-
als [15, 16], semi- and super-conductors [17–21], as well
as trivial or topological insulators [22–24].
Of particular interest in this context is the emer-
gence of correlated electronic phases in ultrathin nanos-
tructures, being the observation of magnetically ordered
phases in some of these systems arguably the most strik-
ing of such phenomena [20, 21, 25]. Indeed, while
magnetism in lattices of reduced dimensionalities has
hitherto been ascribed to native or engineered impuri-
ties [26–29], the isolation and characterization of two-
dimensional CrI3 (along with other ultrathin magnets,
e.g. Fe3GeTe2, Cr2Ge2Te6, VSe2, FePSe3, to mention
but a few) have unambiguously demonstrated the real-
ization of a long-range, intrinsic magnetism in atomically
thin crystals [30–35]. This achievement is made possi-
ble as a consequence of the pivotal role played by the
magnetocrystalline anisotropy, which preserves the mag-
netic order down to the monolayer limit, as explained by
the Mermin-Wagner theorem [36]. Experimentally, ultra-
thin films of CrI3 have been obtained upon exfoliation of
their bulk counterpart, an insulating layered crystal ex-
hibiting magnetic order up to 61 K [30]. Interestingly, a
competition between coexisting intra-layer ferromagnetic
and inter-layer antiferromagnetic exchange interactions
in few-layer samples has been unraveled, giving rise to
a thickness-dependent magnetic response [30]. In addi-
tion, switching between these two exchange interactions
can widely be engineered in atomically thin samples, e.g.
through applied external pressure [37, 38], electrostatic-
gate control [39, 40], or lattice deformations [41]. Al-
together, this pronounced interplay between crystalline,
magnetic, and electronic structures paves the way to-
wards prospective magneto-optoelectronic devices based
on thin films of CrI3 [34, 42–45]. In this vein, establish-
ing the microscopic spin physics governing this system is
of paramount importance.
On the computational side, the accurate description
of magnetic interactions in two-dimensional CrI3 comes
as a challenging task, mainly due to the inherent inad-
equacy of semilocal density functionals in properly cap-
turing electron-electron interactions. Several approxima-
tions have been devised for describing localization effects
(e.g. Hubbard-corrected or hybrid density functionals),
but they invariably rely on adjustable parameters, which
in turn are system- and property-dependent and cannot
be determined following universal protocols. These limi-
tations can effectively be overcome by relying on many-
body wavefunctions, which, though computationally de-
manding, enable to recover a substantial amount of the
correlation energy. In addition, we stress that the nature
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2and strength of numerous magnetic interactions occur-
ring in monolayers of CrI3 yet remain largely unknown,
and their determination is essential in order to provide
a detailed comprehension of the intriguing spin physics
hosted by this crystal. Here, we report on the first ab
initio quantum chemistry investigation of magnetic in-
teractions in two-dimensional CrI3 by carrying out multi-
reference configuration interaction calculations. We fur-
ther exploit such benchmark results to assess the per-
formances of several density-functional approximations.
Overall, our work portrays an unprecedentedly accurate
picture of the spin interactions in monolayer CrI3, which
is instrumental in understanding its magnetic properties.
CRYSTAL AND ELECTRONIC STRUCTURE
We start by briefly reviewing the intertwinement be-
tween the crystalline and electronic structure of CrI3.
Down to the monolayer limit, CrI3 consists of a honey-
comb plane of Cr atoms sandwiched between two planes
of I atoms, as shown in Fig. 1. Each Cr atom exhibits
a six-fold coordination, which gives rise to edge-sharing
octahedra. According to a purely ionic argument, the Cr
atoms present a formal oxidation state of +3 and a re-
sulting valence electron configuration 3d34s0. As a conse-
quence of the crystal field associated with the octahedral
environment, a splitting of the d orbitals into three triply
occupied t2g states and two higher-energy empty eg states
occurs, the extent of which has not been ascertained yet
and will be given in the following. However, on the ba-
sis of the Hund’s rule, such an electron occupation yield
S = 3/2 [46]. This has been experimentally confirmed in
single- and multilayer CrI3, where a magnetization satu-
ration of 3 µB per Cr
3+ ion has been observed [30, 45].
The scenario mentioned above suggests that Cr3+ ion
act as magnetic centers, which interact via non-magnetic
iodine ligands through the so-called super-exchange cou-
pling theoretically proposed by P.W. Anderson [47]. On
the experimental side, the hysteretic features emerging
in magneto-optical Kerr effect (MOKE) measurements
of single-layer CrI3 are the hallmarks of a ferromagnetic
spin order [30], which, given the Cr-I-Cr bond angle of
∼90o, is consistent with the Goodenough-Kanamori rule
[48, 49]. Furthermore, such experimental investigations
revealed that single-layer CrI3 displays an out-of-plane
easy axis and a critical temperature of 45 K, only slightly
lower than its three-dimensional counterpart [30]. In the
following, we accurately quantify the magnetic interac-
tions underlying these effects.
a
b c
FIG. 1: (a) Crystal structure of single-layer CrI3. Blue and
orange balls represent chromium and iodine atoms, respec-
tively. The unit cell is indicated with black dashed lines. (b)
One-site and (c) two-site finite-size models adopted for the
quantum chemistry calculations. The atoms shown in darker
(lighter) colors are treated at the correlated (Hartree-Fock)
level. The fragments are further embedded in a periodic ar-
ray of point charges (not shown).
SPIN HAMILTONIAN FROM MANY-BODY
WAVEFUNCTIONS
We consider a generalized, bilinear model Hamiltonian,
which captures intra- as well as inter-site between the i-
th and j-th nearest-neighbor centers with spins ~Si and
~Sj , respectively. Such a Hamiltonian reads as
H = J
∑
i,j
~Si · ~Sj +
∑
i,j
~Si · Γ¯ · ~Sj +
∑
i
AS2i +
+
∑
i
µB ~B · g¯ · ~Si +
∑
i,j
~D · ~Si × ~Sj
(1)
with J corresponding to the isotropic Heisenberg ex-
change, Γ¯ the symmetric anisotropic tensor, A the single-
ion anisotropy parameters, g¯ the g-tensor in the Zeeman
term that accounts for the interaction of the lattice with
the external magnetic field ~B, and ~D the antisymmetric
Dzyaloshinsky-Moriya interaction parameter. This lat-
ter term vanishes due to the C2h point group of the CrI3
lattice and the ensuing inversion symmetry. Assuming a
local Kitaev frame according to which the z axis is per-
pendicular to the Cr2I2 plaquette for each Cr-Cr bond
3[50–52], Γ¯ takes the form
Γ¯ =
 0 Γxy −ΓyzΓxy 0 Γyz
−Γyz Γyz K
 (2)
with K being the Kitaev parameter.
In order to determine the magnetic interactions con-
tained in Eq. (1), we perform many-body wavefunction
calculations on carefully chosen embedded model sys-
tems. The models consist of a central unit containing
either one [Fig. 1(b)] or two [Fig. 1(c)] edge-sharing oc-
tahedra treated at the correlated level, surrounded by the
nearest neighbor octahedra [see Fig. 1(b)], the orbitals
of which are frozen at the Hartree-Fock level. To ensure
charge neutrality and mimic the periodic environment to
which the finite-size model is subjected in the extended
system, the fragment is embedded in an array of point
charges fitted to the reproduce the Madelung ionic poten-
tial of the crystalline lattice. We rely on the model shown
in Fig. 1(b) and Fig. 1(c) to determine intra- and inter-
site magnetic interactions, respectively. Electron correla-
tion effects in the central unit are described at both the
complete-active-space self-consistent-field (CASSCF) as
well as multi-reference configuration interaction (MRCI)
levels of theory [53], including spin-orbit interactions. As
a first step, multi-configuration reference wavefunctions
are constructed for an active space spanned by six elec-
trons in six t2g levels (that is, 3 at each Cr site). The
orbitals are optimized for an average of low-lying septet,
quintet, triplet, and singlet states. Next, MRCI calcu-
lations are performed including single and double exci-
tations involving the d (t2g) valence shells of Cr
3+ ion
and the p valence shells of the bridging I ligands (see
Appendix A) [53]. We anticipate that, while inessential
for the intra-site magnetic interactions, an MRCI treat-
ment of the electron correlation is crucial to accurately
determine the inter-site magnetic parameters due to the
important role of the super-exchange coupling, being this
latter effect neglected in the CASSCF wavefunctions. Fi-
nally, we quantify the nature and magnitude of the mag-
netic parameters in CrI3 by mapping the resulting ab ini-
tio Hamiltonian onto the model Hamiltonian of Eq. (1)
through the well-established procedure detailed in Ref.
[54].
Before moving to spin interactions, we briefly elucidate
the electronic structure of the magnetic centers in single-
layer CrI3. The relative energies of the multiplet struc-
ture of the 3d3 orbitals of the Cr3+ ion are given in Table
I. As discussed above, according to the crystal-field the-
ory, one should expect a singlet ground state for the Cr
ion residing in an octahedral environment. This is con-
firmed by our correlated wavefunction calculations, which
found 4A2(t
3
2ge
0
g) to be the lowest-energy configuration.
The higher-energy terms 4T2(t
2
2ge
1
g) and
2E(t12ge
2
g) can in-
teract with the 4A2(t
3
2ge
0
g) ground state in the presence of
spin-orbit coupling, inducing a zero-field splitting of the
TABLE I: Relative energies of the Cr3+ 3d3 multiplet struc-
ture obtained with the many-body wavefunction CASSCF
and MRCI methods on finite-size model systems. Energies
are given in eV.
3d3 splitting CASSCF MRCI
4A2(t
3
2ge
0
g) 0.00 0.00
4T2(t
2
2ge
1
g) 1.48; 1.49; 1.49 1.62; 1.67; 1.67
2E(t12ge
2
g) 2.34; 2.34 2.22; 2.22
4T2(t
2
2ge
1
g) 2.35; 2.42; 2.42 2.50; 2.58; 2.58
2T2(t
1
2ge
2
g) 2.45; 2.46; 2.46 2.33; 2.34; 2.34
spin quartet into ms = ±1/2 and ms = ±3/2 Kramers
doublets, respectively. Our CASSCF results obtained in-
cluding all 3d orbitals at the Cr site in the active space
indicate that the 4T2(t
2
2ge
1
g) configuration lies 1.48−1.49
eV higher in energy than the 4A2 one. This quantity
slightly increases to 1.62−1.67 eV at the MRCI level. We
notice that the spin-orbit interactions affect the splittings
given in Table I by only ∼0.1 meV.
The inter- and intra-site magnetic parameters of Eq.
(1) obtained at both the CASSCF and MRCI levels are
listed in Table II. As far as the inter-site interactions
are concerned, we find a dominant isotropic Heisenberg
exchange J = −1.44 meV, signaling a ferromagnetic
ground state of single-layer CrI3, in line with experi-
mental observations [30] and earlier theoretical results.
Indeed, this value lies in between those previously re-
ported, which range from −1.10 meV to −1.63 meV
[46, 55, 56]. Such an isotropic Heisenberg coupling largely
exceeds the anisotropic exchange interactions, being the
Kitaev parameter contributing only up to −0.08 meV
and off-diagonal anisotropic terms smaller than J by sev-
eral orders of magnitude. This finding is at odds with
the first-principles results of Ref. [55], in which a Ki-
taev interaction of magnitude comparable to J was re-
ported. It is worth noticing that the CASSCF method
largely underestimates the inter-site exchange couplings,
as compared to the MRCI method. This is especially
true for the isotropic Heisenberg exchange, which at the
CASSCF level is found to be 0.82 meV lower than that
obtained at the MRCI level. This difference points to-
wards (and, to some extent, quantifies) the significant
role of the super-exchange channels between the Cr3+
ions occurring via the bridging I ligands in governing the
magnetism of single-layer CrI3.
We next discuss intra-site magnetic interactions.
Even in the absence of magnetic field, the interplay be-
tween the spin-orbit coupling and the crystal field lifts
the degeneracy of the electronic ground state for S > 1/2.
The extent of such a zero-field splitting is quantified by
the single-ion anisotropy. We derive this quantity by fol-
lowing the effective-Hamiltonian methodology presented
in Ref. [57]. In this approach, the mixing of the 4A2
components with the higher-energy states is treated in
4a perturbative manner, and the spin-orbit wavefunctions
related to the high-spin t32g configurations are projected
onto the 4A2 |S,Ms〉 states. We then construct the ef-
fective Hamiltonian H˜eff = ΣkEk|ψ˜k〉〈ψ˜k|, where ψ˜k are
the ortho-normalized projections of the low-lying quar-
tet wavefunctions with corresponding eigenvalues Ek. A
one-to-one correspondence between H˜eff and the model
Hamiltonian H˜mod = S · A¯ · S leads to the A¯ tensor,
which, upon diagonalization, yields the commonly used
axial parameter A [57]. We obtain A = −0.10 meV, with
the magnetic axis lying in the direction normal to the lat-
tice plane. The negative sign of A indicates that the easy
axis of magnetization points along the magnetic axis, in
accord with experiments [30]. We remark that this value
is less than half than that obtained in Ref. [55] by means
of density functional theory.
Finally, we quantify the response of the magnetic Cr
sites to the external magnetic field ~B through the deter-
mination of the g-tensor appearing in the Zeeman term
of the spin Hamiltonian in Eq. (1). This quantity can
readily be accessed in experiments, i.e. electron spin res-
onance measurements [58]. From the quantum chem-
istry point of view, the multi-configuration wavefunc-
tions are known to provide an accurate description of
the spin-orbit multiplets. This allows one to evaluate the
matrix elements of the total magnetic moment operator
µˆ = −µB(geSˆ + Lˆ) in the basis of the multiplet eigen-
states, with Lˆ and Sˆ being the angular momentum and
spin operators, whose expectation values are obtained for
a given Cr site, and ge being the free-electron Lande´ fac-
tor. The Zeeman Hamiltonian can be written in terms
of total moment µ as HZ = −µˆ · ~B. In order to ob-
tain the g-tensor, such HZ is mapped onto the Zeeman
model Hamiltonian presented in Eq. (1) through the well-
established procedure devised in Refs. [59, 60]. To this
end, we rely on an active space that encompasses all the
five d orbitals of Cr (with 3 electrons). We construct the
initial wavefunction by averaging over the seven quartets
and five doublets listed in Table I. We find an anisotropic
g-tensor, with gxx = gyy = 1.90 and gzz = 1.92, where
the x = y (z) axis lies in the (perpendicular to) the CrI3
lattice plane.
MAGNETIC INTERACTIONS FROM DENSITY
FUNCTIONAL THEORY
With the accurate many-body wavefunction results at
hand, we are in a position to assess the performance
of widespread-used exchange and correlation functionals
in describing selected magnetic interactions occurring in
single-layer CrI3. We address by means of first-principles
calculations in a periodic setting the isotropic Heisen-
berg exchange J , the magnetic anisotropy EMAE, and
provide an estimate of the Curie temperature (TC), for
which the experimental value (45 K) is available. Specif-
TABLE II: Magnetic exchange coupling parameters in single-
layer CrI3: isotropic Heisenberg magnetic exchange (J), sym-
metric anisotropic (Γxy, Γyz, and Γzx), and Kitaev (K) in-
teractions along with single-ion anisotropy (A) and the com-
ponents of the g-tensor (gxx, gyy, gzz) calculated by means of
CASSCF and MRCI methods.
Magnetic exchange coupling CASSCF MRCI
J (meV) –0.62 –1.44
K (meV) –0.01 –0.08
Γxy (meV) –1.0 × 10−3 –2.3 × 10−3
Γyz = −Γzx (meV) –2.1 × 10−4 –1.2 × 10−3
A (meV) –0.10
gxx = gyy 1.90
gzz 1.92
ically, we climb the ladder of Density Functional Theory
(DFT) by considering the local density approximation
using the Ceperley and Alder (CA) parametrization [61],
several flavors of the generalized gradient approximation
(PBE [62], PBEsol [63], PW91 [64], revPBE [65]) and its
Hubbard-corrected extension DFT+U [66] (with 1.0 eV
≤ U ≤ 3.0 eV), some representative examples of meta
generalized gradient approximations (SCAN [67], TPSS,
and RTPSS [68]), and hybrid Fock-exchange/density-
functionals, both in their plain (PBE0 [69]) and range-
separated (HSE03 [70] and HSE06 [71]) formalisms. Fur-
ther details of our DFT calculations are provided in Ap-
pendix B.
The main finding of our MRCI investigation is that,
among the inter-site interactions listed in Table II, the
dominant one is the Heisenberg exchange coupling. This
indicates that single-layer CrI3 can effectively be de-
scribed as an isotropic Heisenberg magnet. Hence, we
map the first-principles results onto the isotropic Heisen-
berg spin Hamiltonian H = J∑i,j ~Si · ~Sj by determining
J according to the usual expression [72]
J =
EFM − EAFM
2NnnS2
(3)
where EFM (EAFM) is the total energy of the out-of-
plane ferromagnetic (antiferromagnetic) phase and Nnn
is the number of the nearest neighbors surrounding the
magnetic site. In order to conduct a meaningful com-
parison between the many-body wavefunction and the
density-functional results, we re-map the ab initio Hamil-
tonian onto the pure Heisenberg Hamiltonian. We obtain
a benchmark value of J = −1.48 meV at the MRCI level,
only slightly larger than that obtained on the basis of Eq.
(1).
The upper panel of Fig. 2 compares the values of
J calculated with several density-functional approxima-
tions with our MRCI benchmark result. Notwithstand-
ing their sharp differences in treating electron-electron
interactions, all considered functionals provide a quali-
tative agreement with experiments, yielding a ferromag-
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FIG. 2: Heisenberg exchange coupling (J), magnetocrys-
talline anisotropy energy (EMAE), and Curie temperature
(TC) of single-layer CrI3 as determined with several classes of
density functionals on a periodic model system. Also shown as
horizontal black lines are the value of J obtained upon map-
ping the MRCI Hamiltonian onto a pure Heisenberg Hamil-
tonian as well as the experimental Curie temperature.
netic ground state and an accompanying magnetic mo-
ment µ = 3 µB per Cr
3+ ion [30, 45]. However, the
magnitude of J largely depends on the adopted approx-
imation. For instance, both CA and (R)TPSS function-
als severely underestimate the value of J when com-
pared with the MRCI result, despite their marked dis-
similarities in describing exchange and correlation effects.
Though to a lesser extent, an underestimation is observed
when adopting the generalized gradient approximations
as well. Among the meta-GGA functionals considered
here, only SCAN is seen to lead to a satisfactory agree-
ment with the benchmark value. Surprisingly, all hybrid
functionals overestimate J by ∼20%. The best agree-
ment between DFT and MRCI results is achieved with
the PBEsol, SCAN or DFT+U functionals – the latter
matching the MRCI value upon the introduction of mod-
erate values of Coulomb on-site repulsion (1.0− 1.5 eV)
– as they deviate from the benchmark value by less than
0.2 meV.
Next, we determine the magnetocrystalline anisotropy
energy (EMAE) per formula unit as
EMAE = E(µ⊥)− E(µ‖) (4)
with E(µ⊥) and E(µ‖) being the total energy of single-
layer CrI3, with the magnetic moment µ pointing to-
wards the out-of-plane and in-plane direction, respec-
tively. Our results are overviewed in the middle panel of
Fig. 2. MOKE investigations revealed that single-layer
CrI3 features an out-of-plane axis, albeit the magnitude
of EMAE remains undetermined to date. Even though
the results of our calculations appear to be spread over a
quite broad interval depending on adopted the density-
functional, for the ferromagnetic phase we obtain nega-
tive magnetocrystalline anisotropy energies irrespectively
of the approximation considered. This finding lends sup-
port to MOKE observations [30], and is further consistent
with our many-body wavefunction results concerning the
single-ion anisotropy A and g-tensor (see Table 2). We
then examine the spin orientation of the higher-energy
antiferromagnetic phase. As compared to the stable fer-
romagnetic ordering, this configuration is found to ex-
hibit an in-plane axis and a substantially lower magne-
tocrystalline anisotropy energy, being EMAE = 0.39, 0.90,
and 0.70 meV at the PBE, SCAN and HSE06 levels, re-
spectively.
Finally, we address the Curie temperature of CrI3 from
first principles and compare the results of our calculations
with the experimental value of 45 K. To this end, we
rely on the formalism developed in Ref. [56], in which an
analytic expression of TC in the two-dimensional limit
is derived on the basis of a fit to Monte Carlo results
achieved on model lattices. In brief, this expression reads
as
TC = TIf
(
∆
J(2S − 1)
)
(5)
where TI is the critical temperature for the correspond-
ing Ising model TI = S
2JT˜C/kB (T˜C = 1.52 in the case
of honeycomb lattices), ∆ accounts for anisotropy pa-
rameters ∆ = A(2S − 1) +BSNnn, with A = (∆EFM +
∆EAFM)/2S
2 and B = (∆EFM + ∆EAFM)/NnnS
2, with
∆EFM (∆EAFM) being the differences in energy between
the in-plane and out-of-plane spin configurations in the
ferromagnetic (antiferromagnetic) state, and f is a func-
tion of the form f(x) = tanh
1
4
[
6
Nnn
log(1 + γx)
]
, where
γ = 0.033. Our results are shown in the lower panel of
Fig. 2. Similarly to the investigation of J , we observe
that the value of the Curie temperature obtained at the
CA and (R)TPSS levels is about halved as compared the
experimental benchmark, while it is only slightly under-
estimated when adopting gradient-corrected functionals,
with the exception of the PW91 case. Also, we notice a
good performance of both SCAN and DFT+U function-
als. Contrary to the case of J , however, we remark that
hybrid functionals yield an excellent agreement with the
6experimental TC , differing only by ∼2 K. We suggest that
the reason for this traces back to the favorable compen-
sation between the overestimated J and the underesti-
mated EMAE, as both these quantities enter Eq. (5). As
DFT+U and SCAN density-functionals lead to a supe-
rior description of both the Heisenberg exchange coupling
and the Curie temperature, it is likely that the resulting
magnetocrystalline anisotropy energies should be reliable
as well. Hence, we anticipate a EMAE ≈ −0.87 meV for
ferromagnetic single-layer CrI3.
CONCLUSION
In summary, we have combined CASSCF and MRCI
calculations with model Hamiltonians to quantify the
spin interactions in two-dimensional CrI3. We have found
that the inter-site magnetic interactions are primarily
dictated by the ferromagnetic Heisenberg exchange cou-
pling J = −1.44 meV, as inter-site magnetic anisotropies
Γ¯ play a practically negligible role. Furthermore, our cal-
culations indicate that single-layer CrI3 features an out-
of-plane easy axis, as confirmed by the determination of
single-ion anisotropy A = −0.10 meV, g-tensor gxx =
gyy = 1.90 and gzz = 1.92, as well as first-principles cal-
culations of the magnetocrystalline anisotropy energy. In
addition, we have assessed the performance of various fla-
vors of popular density-functionals against our accurate
MRCI calculations and available experimental data, and
found that DFT+U (with U = 1.0− 1.5 eV) and SCAN
functionals shows an excellent description of exchange
interactions. Overall, our work provides firm theoretical
ground to recent experimental observations, unveils the
magnitude of several magnetic interactions, and estab-
lishes reference results for future DFT studies, thereby
offering a comprehensive picture of the microscopic spin
physics in monolayer CrI3.
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APPENDIX A: CASSCF AND MRCI
CALCULATIONS
Many-body wavefunction calculations on finite-size
model systems have been carried out with the help
of molpro quantum chemistry package [73]. For
the two-site calculations, all-electron basis functions of
quadruple-zeta quality were used for the Cr3+ ions [74]
in the central unit while the bridging I ligands were
described with energy-consistent relativistic pseudopo-
tentials along with quintuple-zeta quality basis sets for
their valence shells [75]. The remaining I atoms in the
two-octahedra central region were treated with energy-
consistent relativistic pseudopotentials along with triple-
zeta quality basis sets [75]. Cr3+ sites belonging to the
octahedra adjacent to the reference unit were described
as closed-shell Co3+ t62g ions, using all-electron triple-
zeta basis functions [74], while for the I ligands belong-
ing to these adjacent octahedra which are not shared with
the central unit we relied on energy-consistent relativis-
tic pseudopotentials along with double-zeta quality basis
sets [75]. As a first step, CASSCF calculations [53] were
carried out for an average of one septet, quintet, triplet,
and singlet states, essentially of t32g−t32g character. Since
CASSCF calculations also account for super-exchange
processes of t42g − t22g type in addition the t32g − t32g direct
exchange between nearest neighbors, the corresponding
wavefunctions encodes a finite-weight contribution from
inter-site excitations of t42g−t22g type. With the CASSCF
wavefunctions at hand, we next accounted for single and
double excitations from the Cr d (t2g) and bridging I p
valence orbitals through MRCI calculations. One septet,
quintet, triplet, and singlet states were considered in
the spin-orbit treatment, in both CASSCF and MRCI
calculations. Finally, the resulting quantum chemistry
total energies associated with one septet, one quintet,
one triplet, and one singlet along with their correspond-
ing wavefunctions were mapped onto the effective spin
Hamiltonian given in Eq. (1) of the main text using the
procedure detailed in Ref. [54]. This involves all six-
teen spin-orbit states associated with the different possi-
ble couplings between the two nearest neighbors spins.
In the case of the one-site calculations, all-electron
basis functions of quadruple-zeta quality were used for
the Cr ion [74] in the reference unit while the I lig-
ands were described using energy-consistent relativistic
pseudopotentials along with quadruple-zeta quality basis
sets for their valence shells [75]. The transition metal
and ligand sites in the nearest-neighbor octahedral units
were described analogously to the case of two-site calcu-
lations discussed above. The g-factors and A were ob-
tained using the wavefunctions optimized for an average
of low-lying seven quartets and five doublet states at the
CASSCF level.
7APPENDIX B: DFT CALCULATIONS
Density-functional calculations on periodic models
have been carried out with the Vienna Ab Initio Sim-
ulation Package (VASP) [76, 77]. Spin-orbit coupling
was included in all calculations in a self-consistent man-
ner. Electron-core interactions are described with the
projector-augmented wave method, while the Kohn-
Sham wavefunctions for the valence electrons were ex-
panded in a plane wave basis with a cutoff on the kinetic
energy of 500 eV. Integration over the first Brillouin zone
was carried out using a mesh of 15 × 15 k-points for all
the adopted exchange and correlation functionals but the
hybrid ones, where a reduced mesh of 8 × 8 k-points was
used. DFT+U calculations were performed on top of
the PBE functional, introducing an increasing amount of
Coulomb on-site repulsion U on the d shell of Cr atoms
following the rotationally invariant scheme proposed by
Dudarev [66]. For each functional and magnetic configu-
ration, we performed geometry optimization by relaxing
the atomic coordinates until the maximum component
of the Hellmann-Feynman forces was smaller than 0.005
eV/A˚ while constraining the lattice constant to the ex-
perimental value of 6.867 A˚. For hybrid functional cal-
culations, we rely on the atomic models relaxed at the
GGA level. A vacuum region 17 A˚ thick is included to
avoid artificial interactions between periodic images.
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