The familiar variational principle provides an upper bound to the ground-state energy of a given Hamiltonian. This allows one to optimize a trial wave function by minimizing the expectation value of the energy. This approach is also trivially generalized to excited states, so that given a trial wave function of a certain symmetry, one can compute an upper bound to the lowest-energy level of that symmetry. In order to generalize further and build an upper bound of an arbitrary excited state of the desired symmetry, a linear combination of basis functions is generally used to generate an orthogonal set of trial functions, all bounding their respective states. However, sometimes a compact wave-function form is sought, and a basis-set expansion is not desirable or possible. Here we present an alternative generalization of the variational principle to excited states that does not require explicit orthogonalization to lower-energy states. It is valid for one-dimensional systems and, with additional information, to at least some n-dimensional systems. This generalized variational principle exploits information about the nodal structure of the trial wave function, giving an upper bound to the exact energy without the need to build a linear combination of basis functions. To illustrate the theorem we apply it to a nontrivial example: the 1s2s 1 S excited state of the helium atom.
I. INTRODUCTION
One of the most powerful methods for obtaining highly accurate approximate solutions to the Schrödinger equation is based on the variational principle
whereĤ is the Hamiltonian operator of the system we wish to study, E 0 is the lowest-energy eigenvalue, and is any trial wave function of the correct symmetry. In its simplest form, the variational method consists of choosing a physically motivated trial wave function that depends on one or more adjustable parameters and then minimizing the expectation value in Eq. (1) by varying the parameters in the trial function. Within the flexibility of the trial function, this minimum is the best upper bound to the unknown ground-state energy.
The above method can also be applied readily to optimize the lowest eigenstate of a given symmetry simply by constraining to be of the desired symmetry. However, if the state of interest is an excited state having the same symmetry as a lower state, there is no longer a guarantee that the expectation value of the Hamiltonian will be an upper bound to the exact eigenvalue. In this case one must resort to what is sometimes called the linear variational principle (LVP). Implementation of the LVP requires that a basis set of N independent functions ϕ i is chosen, and N trial wave functions are constructed from a linear combination of these basis functions: 
where H is the Hamiltonian matrix with elements H ij = ϕ i |Ĥ |ϕ j and S is the overlap matrix with elements S ij = ϕ i |ϕ j . According to the MacDonald-Hylleraas-Undheim theorem [1, 2] , the resulting ordered set of N roots ε i of the secular determinant are upper bounds to the corresponding lowest-N eigenvalues of the Hamiltonian. Furthermore, these approximate eigenvalues approach the exact eigenvalues monotonically as the basis set is increased. In this way, using a collection of basis functions, it is possible to build an upper bound to the desired excited state. What has been lost is the ability to construct a simple trial wave function with a simple physical interpretation.
It would be desirable to have a generalized variational principle with the property that, given an arbitrary trial wave function approximating the desired state, it could be possible to extract an upper bound to the exact energy of the state without the necessity of resorting to the above basis-set expansion method. It is the purpose of this paper to show such a generalization. We prove the generalization for one-dimensional problems by taking advantage of information on the nodal structure of wave functions. Furthermore, we show how in some cases this can be generalized to higher-dimensional systems if additional information on the nodal structure of the specific system under study is available.
II. THEORY
Consider the spectrum of a one-dimensional (1D) HamiltonianĤ
It is well known [3] that for 1D Hamiltonians the so-called nodal theorem holds, i.e., the ground state has no nodes and a nondegenerate Mth excited state has exactly M nodes, dividing the real axis into M + 1 regions i , which are usually called nodal regions or nodal domains.
Consider now a trial function approximating the exact Mth excited state. This trial function must have M nodes, but it need not be a linear combination of basis functions. Let us introduce the expectation values of the Hamiltonian within each nodal region i ,
The subscript indicates that the integration has been performed only over the region i . It is easy to see that the full expectation value of the Hamiltonian over the whole space is a weighted average of the expectation values of the different nodal regions
For a generic excited state, the expectation value [Eq. (7)] can be above or below the exact eigenvalue. We now will prove the following theorem, which is a generalization of the ground-state variational principle in one dimension.
Generalized variational principle. Given a 1D trial wave function
with M nodes, the maximum of the energies Ĥ i of the nodal regions is an upper bound to the energy of the Mth excited state.
To prove this result we construct a basis set of M + 1 auxiliary functions f i ,
which are extracted piecewise out of the original trial wave function. Each f i is equal to the original wave function within the nodal region i and zero outside. Since the nodal regions do not overlap it is easy to show that
and
The latter integrals involving the Hamiltonian must be treated with care since there is a derivative discontinuity of the wave function at the boundaries of the nodal regions and this produces a δ function. However, since the functions f i are zero at their boundaries, the contribution to these integrals is zero. More rigorously, we can take the limit of the integrals, moving the boundaries from inside the nodal region up to the nodes, and one indeed gets zero contribution. In order to prove the theorem, let us now build a trial function with the basis set just constructed and call it T to distinguish it from the original:
Of course, if we take all the coefficients to be unity, we recover the original trial function. However, we can instead return to the formalism of Eq. (3) and optimize the linear coefficients c i by solving the secular determinant of Eq. (4). Given the orthogonality of the above basis functions,
The solutions of this equation are trivially
In other words, the eigenvalues are equal to the expectation values of the Hamiltonian within each nodal region. By the MacDonald-Hylleraas-Undheim theorem, the ordered set of these values are the upper bounds of the corresponding eigenvalues of the Hamiltonian. Since we are interested in the Mth state, this means that the largest eigenvalue is an upper bound 1 to the Mth state, i.e.,
This completes the proof. Note that if we start with a positiveeverywhere wave function, we recover the usual ground-state variational principle. To apply the generalized variational principle, we need a method to specify the nodes, or otherwise be able to distinguish different nodal regions, in order to compute the expectation value of the Hamiltonian in each nodal region. For one-dimensional systems this is usually easy.
III. METHOD
To illustrate the theorem, let us consider the 2s state of the hydrogen atom. Note that, for a spherically symmetric state, after the integration of the angular coordinates the three-dimensional problem reduces to a one-dimensional one. The trial wave function = (1 − ar)e −br has two nodal domains, as needed to get the first excited state. We note that this form has sufficient flexibility to correctly describe, for different values of the parameters a and b, both the 1s and 2s states. However, the standard variational principle cannot guarantee that the expectation value of the energy of the above function is an upper bound to the 2s energy, only that it is an upper bound to the 1s energy. This failure of the standard variational principle is because the 2s state has the same symmetry as the ground state. Since our trial function has a spherical node with radius r = 1/a, it is easy to analytically compute the two nodal expectation values, corresponding to the two nodal regions: 0 < r < 1/a and r > 1/a. By our theorem, the larger of the two must be an upper bound to the exact energy of the 2s state, namely, −0.125 a.u. This is indeed easy to show with some algebra. It produces the exact energy when b = 1/2 and a = 1/2, where the two regions produce the same result.
For higher-dimensional systems, the nodal theorem on which our proof relies is no longer valid. Courant [3] was able to prove a weaker version: The nodes of the Mth excited state divide the space into at most M + 1 nodal domains. This immediately shows that generalizing our theorem to higher-dimensional systems is not straightforward. The Mth excited state does not in general have M + 1 nodal regions, which means that we might not have M + 1 basis functions as needed to apply the MacDonald-Hylleraas-Undheim theorem. However, we will show that if additional information about the nodal structure is available, the theorem can still be applied.
To see how this can be done, let us consider a nontrivial example that cannot be reduced to a one-dimensional problem, namely, the 1s2s 1 S excited state of the helium atom. As in our earlier example, being an excited state of the same symmetry as the ground state means that the usual variational principle is not able to give an upper bound. Nevertheless, we can successfully exploit our nodal variational principle here. We choose to describe the 1s2s state with the physically descriptive and compact trial wave function 
This choice is motivated by the success of the hyperspherical treatment of the helium atom. However, other simple forms may be chosen as well. The exact shape of the node of the 1s2s 1 S eigenstate is unknown [4] . However, the trial function above has a single nodal hypersphere of hyperradius R 2 = r As indicated, in order to exploit our theorem, additional knowledge about the nodal structure is necessary. Specifically, we exploit the knowledge that we need to build an upper bound to an excited state of 1 S symmetry and that it is known to have a single nodal surface [4] . This requires that the trial functions in all nodal regions separately must be orthogonal to lower-energy states of different symmetry. In this case it means that it must be orthogonal to the 1s2s 3 S state. Since both outer and inner have 1 S symmetry, this is automatically satisfied and ensures that our theorem provides a true upper bound to the 1s2s 1 S state. This kind of argument could be applied to other selected excited states of many-electron systems as well.
In order to compute the expectation values of the Hamiltonian for this correlated trial wave function, since analytical integration is not possible, we resort to variational quantum Monte Carlo (VMC) methods, which are well suited for the task [5] . The VMC method also readily provides expectation values of the energy within each nodal region [see Eq. (6)]. To illustrate our nodal variational principle, we performed several calculations using different radii for the hyperspherical node (i.e., different values of k). In each case we optimized the other variational parameters by minimizing the total energy. Table I and Fig. 1 show the expectation values of the energy for different values of the parameter k over the entire space and separately in the two nodal regions, labeled A and B. Note that the two nodal regions are not related by a symmetry operation and so give different values for the expectation value of the Hamiltonian. For any given k, the trial function is an approximation to the first excited 1 S state. However, because the usual variational principle is no longer valid, the VMC energy can be above or below the exact value. These energies can be seen in the VMC (full) energy column. There is no a priori way to know which values of k are good or bad. The two other columns show the energies in the two nodal regions (respectively outside and inside the nodal hypersphere). It is easy to check (numerically) that the theorem is valid, since for each value of k the maximum of the two nodal energies is always an upper bound to the exact energy [6] , which is −2.145 974.
The best upper bound is obtained when the energies are the same in the two nodal regions. From Fig. 1 we can see that this crossing occurs for k between 1.8 and 1.9. It is also the case that, as in the standard variational principle, k can be optimized to obtain the best energy bound. Doing so in this case gives an upper bound for the 1s2s Having used our variational formalism, we step back to note that the wave function in Eq. (15) could have been treated, in principle, by the MacDonald-Hylleraas-Undheim theorem because it can be cast into a linear combination of two basis functions. In practice, however, this would require the computation of the relevant matrix elements that are not available in analytical form for an explicitly correlated wave function such as this one. Moreover, with our formalism, we need not be restricted to wave functions that can be decomposed in this way.
To show that our result for D >1 is not an artifact of our choice of Eq. (15), we consider a more sophisticated correlated wave function built using hydrogenic orbitals multiplied by a Jastrow factor [1s(r 1 )2s(r 2 ) + 1s(r 2 )2s(r 1 )] exp r 12 /2 1 + dr 12 ,
where 1s(r) = e −2r and 2s(r) = (r − c)e −br . The shape of the node is no longer a hypersphere, but one can still distinguish two nodal regions, one where the wave function is positive and the other where the wave function is negative. As before, an upper bound to the exact energy can be similarly extracted. We optimized the latter wave function by hand, and by using the generalized variational principle obtained an upper bound of −2.1423 a.u. It would be possible to employ a still more sophisticated wave function to obtain a still better upper bound.
IV. CONCLUSION
The properties of the nodal structure of wave functions are important in many different fields, ranging, e.g., from the study of quantum dots to the fixed node diffusion Monte Carlo method and from the quantum Hall effect to quantum chaos. Despite the fundamental importance of wave-function nodes (as opposed to orbital nodes), only recently have a few studies [4, [7] [8] [9] [10] [11] [12] begun to investigate the properties of nodes of both exact and approximate wave functions. In this paper we presented a theorem that actually exploits the nodes and could potentially be useful in many diverse fields. We have shown that information about the nodal structure of the wave function can be exploited in a variational principle that is able to give an upper bound of an arbitrary excited state of a 1D system. Straightforwardly, the theorem does not hold for an arbitrary n-dimensional system since by Courant's theorem the Mth excited state might have fewer than M + 1 nodal regions. However, we showed that the theorem could still be used in higher-dimensional systems if additional information on the nodal structure is available. We illustrated the higher-dimensional method by applying it to the first excited singlet state of the helium atom.
