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Abstract 
 
Atom chips made of superconducting material can generate magnetic traps with 
significantly reduced noise.  Recently, several designs for superconducting chips have 
been theoretically analyzed and experimentally tested, for cases with many vortices 
considered as an average vortex density.  Here we show theoretically, for the first 
time, how the magnetic field of a single vortex, pinned by a superconducting nano-
disc of radius ~100 nm and combined with an external bias field parallel to the disc 
surface, yields a closed 3D trap for cold atoms.  The size of the trap, and its height 
above the superconductor surface, are typically tens or hundreds of nanometers.  We 
estimate the average lifetime τ of 87Rb (rubidium) atoms (subject to thermal escape 
and Majorana spin flips) in the range 0.05-1.0 ms.  Next, we model the trap in a 
quantum adiabatic approximation and apply Fermi’s rule to estimate the lifetime of 
87
Rb atoms in the ground state of this trap.  We obtain similar lifetimes τ as in the 
semiclassical estimate, in the range 0.05-3.5 ms.  We find that τ depends on the 
gradient B0 of the vortex's magnetic field according to τ ~ B0
–2/3
. 
 
1. Introduction 
 
 The application of superconductors to atom chips is a recent development that presents 
new opportunities for atom optics.  One advantage of superconductors over conventional 
conductors is a significant enhancement of trapping lifetime:  atoms escape magnetic traps 
when their spins flip, and the reduced noise of superconducting atom chips leads to a 
reduction in spin flips.  A major experimental goal is to trap cold atoms within a micron of the 
chip surface.  Magnetic fluctuations near a metallic surface induce spin-flip transitions to 
untrapped magnetic sublevels and thus to significant loss of atoms from the trap [1].  
Theoretical studies of superconducting atom chips [2-4] predict an impressive reduction in 
noise of 6-12 orders of magnitude.  The reduction is predicted to be most significant when the 
atom's distance z from the chip surface is in the range λ < z <skin, where λ is the London 
penetration length and skin is the skin depth of the normal phase; e.g. for Rb atoms above an 
Nb chip, with a spin-flip energy corresponding to 560 kHz, we have λ = 35 nm and skin = 150 
µm.  Thus Ref. [3] predicts a lifetime of 5000 s at a trap height of 1 µm; by contrast, in a trap 
of the same height above a normal metal, at room temperature, the lifetime is less than 0.1 s 
[5].  Yet experimental data [6-7] from superconducting chips with z = 30 µm show an 
enhancement of the lifetime of only one order of magnitude, indicating that additional sources 
of noise reduce the lifetime.  An additional source of magnetic noise may be the fluctuations 
of isolated vortices [8]. 
 
The properties of magnetic atom traps over superconducting chips have been 
theoretically investigated in Refs. [9-13].  In these papers, the specific properties of 
superconductors in both the Meissner state and the mixed state (where magnetic flux partially 
penetrates the superconductor in the form of a vortex lattice) were considered.  These traps 
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also decrease technical noise via use of a persistent current or trapped magnetic flux [6, 11-
15].  Realizations of atom chips with superconducting elements have been reported in Refs. 
[1,6,14-22].  The first experiment, by Nirrengarten et al. [16], demonstrated the advantages of 
superconducting chips over normal-metal chips.  Current passed through niobium wires (in 
both the “U” and “Z” trap configurations) cooled to about 4.2 K.  The resulting atom spin 
relaxation time (lifetime) was estimated at 115 s.  This value is comparable to the best 
achieved for atoms trapped near normal-metal wires [23].  A further result was achieved in 
Ref. [1], where the authors reported an estimated lifetime of 10 minutes in a magnetic trap 
300 µm above an atom chip consisting of a niobium strip covered by a gold layer.  These 
experiments [1,6,14-22] showed the possibility both of creating superconducting magnetic 
traps for cold atoms and of investigating their superconducting properties via the atom traps, 
including the stability of magnetic hysteresis [15], memory effects [20], temperature of 
dendritic instability [19], and the influence of laser radiation on the critical current [17].   
 
All the superconducting chips experimentally tested and/or theoretically considered in 
these works operate in the mesoscopic limit, in which characteristic lengths are comparable to 
or larger than the average vortex separation.  Thus the calculated magnetic fields refer to 
average vortex density rather than to individual vortices, except in Ref. [13] where distances 
become comparable to the vortex spacing.  (The typical sizes of superconducting wires and of 
the atom cloud are between several tens to hundreds of μm; a vortex diameter is determined 
by the London penetration depth which is of the order of 100 nm).  Here we present the first 
theoretical prediction of trapping of cold atoms by nano-scale magnetic traps obtained by 
combining the magnetic field of a vortex with an external DC bias field.  In contrast to Refs. 
[1,6,9-22], we consider the magnetic field due to the currents of a single vortex rather than of 
a vortex lattice.  
 
 This paper is organized as follows.  Section 2 presents a detailed solution of the 
single-vortex trap, from the structure of the vortex and its magnetic field to the addition of a 
constant bias field and the analysis of the trap thereby created, with an estimate of the trap 
depth.  Section 3 obtains energy levels for neutral atoms in the trap, and calculates their 
lifetimes as a function of their temperature.  The characteristic lifetime is 0.05-1.0 ms.  
However, the treatment in this section is semiclassical.  The treatment in Sect. 4 is quantum 
and leads to an effective adiabatic Hamiltonian for the atoms.  Applying Fermi’s golden rule, 
we estimate the lifetime of the atoms in the trap at zero temperature up to 3.5 ms.  Thus, the 
close proximity of the atoms to the chip (tens or hundreds of nm) comes at the price of short 
trapping time.  We end with a brief Conclusion. 
 
 
2. Magnetic trap of a single vortex 
 
 Let us consider a disc-shaped type-II superconducting film, of radius R and thickness 
<< R, in the x-y plane, containing one vortex at its center (at the origin x = y = z = 0).  In 
type-II superconductors, for Ginzburg-Landau parameter 1/  k  (where  is the 
coherence length), the core of a vortex of radius close to   can be neglected, and the 
magnetic vector potential A of a single straight vortex along the z-axis should satisfy the 
modified London equations [24-25]: 
 
0 A j    ,     (1) 
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where φˆ  is the azimuthal unit vector and 0 A  in the vacuum.  Here 0 is the 
magnetic permeability of vacuum and 150Φ 2.07 10
   G·cm2 is the quantum of magnetic 
flux.  The vector potential satisfies the Coulomb gauge condition, 0 A , and vanishes on 
the vortex axis [26]. 
  
 The current density j  and vector potential A  possess only angular components in the 
cylindrical coordinate system r, φ, z; we denote them by j and A, respectively.  The magnetic 
field of the disc will be determined as the superposition of magnetic fields created by the 
current elements di=jdzdr in rings of radius r  ≤ R, height dz, and thickness dr.  The vector 
potential Aring and the r- and z-components Bring,r  and Bring,z of the magnetic field of a ring 
with negligible cross-section of the wire are [27] 
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the complete elliptic integrals of the first and second kinds, respectively.  The vector potential 
of the disc can be written as 
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For a thin disc, /R)2  << 1, the vector potential in the superconductor, / 2 / 2z    , can 
be presented as a function of r only: 
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R
AA J r G r r dr    ,     (7) 
where 
/2
/2
J jdz


   is the sheet current density.  Integrating (2) over z from –/2 to /2 and 
using the normalized dimensions, we obtain the following integral equation: 
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.  We consider in particular the radius R ≈. 
 
Equation (8) contains a single parameter 2/R   , and its solution can be sought 
numerically or via the series 
0
( ) ( )n n
n
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for n > 0.  In the case of a thin disc, 1  , it is enough to take into account only the first 
several terms in the series.  Let us seek 1J .  Note that at  << 1, we have  
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Hence, the only singularity in (10) is the integrable singularity of K(m1) at m11, i.e. at  
  → .  In the limit m11, we can apply [28] the result  1
1
1 16
log
2 1
K m
m
 
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; changing 
variables and passing from integration over   to integration over 2 11t m   leaves us with 
an expression containing a singularity of the type log(t) when one of the integration limits 
equals zero.  A good fit to the numerical integration is   61 1.565 0.8 0.193J       .  The 
error in this fit does not exceed 1% except in the region near zero,  < 0.005, where the result 
of the integration increases to zero but the fit gives about –1.565.  However, contributions of 
currents in this area to the vector potential and magnetic field are negligibly small.  The 
solution of Eq. (10) to order 2  is 
 
   61 1.565 0.8 0.193 ...J    

        .   (12) 
In the superconductor, the dimensionless potential vector is 1
0
2
Φ
R
A A J

   .  To a first 
approximation, the solution obtained implies that the current density is proportional to 1/r, as 
obtained in [24] for a thin superconducting disc, in [29] for a thin infinite film at r << 22 /  , 
and in [26,30] for a bulk superconductor at r << λ.  In [24], to find the vector potential, Eqs. 
(1-2) were reduced to an integral equation for a vector potential, and it was shown that 
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, i.e. in the two cases the small parameters are about the same: 
they differ by a coefficient of about 1.5.  
 
The magnetic field of a trap obtained from a single vortex pinned to a superconducting 
disc, combined with a bias magnetic field parallel to the x-axis, is presented in Fig. 1.  We 
plot the magnitude Btot of the total field (a vector sum of the bias Bbias and vortex fields), since 
it is this total field magnitude that creates magnetic trapping, in the adiabatic approximation.  
There are minima in Btot in three planes; that is, the total field yields a closed 3D magnetic 
trap.  The magnetic trap was calculated using the first approximation for the sheet current 
density, Eq. (9), and the vortex field is determined by integration of Eqs. (4-5) over r .  The 
results are presented in a dimensionless form:  the magnetic field is normalized by Bnorm = 
2
0Φ 2 R  , and we define / ,x x R  / ,y y R /z z R .  
 
 The coordinates of the trap center as a function of the bias field are presented in Fig. 2.  
An increase in the bias field leads, as in the case of the “side-guide” configuration [10], to a 
decreased trap height (the z-coordinate of the trap center).  At the same time, the increase 
moves the trap center towards the disc axis:  at low bias fields, the trap center is not above the 
superconductor and moves above it only for 0.13biasB  .  At any z the z-component of the 
vortex magnetic field decreases with an increase in radius and changes sign at some point 
( )z , while Br does not change its sign at z > 0, where the trap is analyzed.  The coordinates 
of the trap center are determined from the conditions Bz =0 and ( , ,0) 0x y biasB B  B .   
 
The trap center is the position at which Btot = 0, i.e. Btot changes sign along any path 
traversing the trap center.  If the spin of a moving atom follows the direction of Btot, it is 
trapped by the magnetic field.  Nonadiabatic effects can, however, induce (Majorana) spin 
flips.  We consider such effects in Sects. 3-4.  If Bbias is directed along the x-axis, the 
minimum will be at y =0 where the y-component of the total field is zero.  To reduce spin-flip 
losses of the trapped atoms, an additional magnetic field perpendicular to the bias field is 
usually applied [10,16,31].  In our case, application of additional magnetic fields along the y- 
or z-axis moves the trap center but does not increase the field magnitude at the trap center, i.e. 
Btot =0 at the center. 
  
 Two figures of merit are commonly used for describing the confinement of cold atoms 
in a magnetic trap:  the magnetic gradient at the trap center, and the depth of the trapping 
potential.  The trap depth is determined as the (total) potential barrier at its minimal height, 
from the trap center either to the superconductor surface or away from it.  Our calculation 
shows that the minimal height of the potential barrier in the x- and y-directions is achieved 
away from the trap center, and equals the bias field.  In the z-direction, at low bias fields 
0.16biasB  , the minimal height is also achieved away from the trap center and equals the 
bias field (Fig. 3); at higher fields, the minimal height is achieved at the superconductor 
surface.  In the calculation, the surface is at 0.15z  .  The dependence of the trap depth and 
height on the bias field is similar to their dependence in the side-guide configuration [10]:  as 
the bias field increases, the depth increases to the maximum and then decreases, while the trap 
height decreases monotonically.  Near the surface, the trap depth is insufficient for stable 
trapping.  For the side-guide chip, this result was theoretically predicted [10] and 
experimentally confirmed [20]. 
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To analyze the possibility of an atom trap based on a single vortex, we use reliability 
criteria for trapping of atoms at a representative temperature of 1 K:  the trap depth should 
exceed 10 K (i.e. 10 times the temperature of the atoms) and the gradient should be high 
enough to overcome the acceleration of gravity.  Below we analyze trap stability for the atoms 
in the state with F=2, mF =1 where F is the total spin and mF is its projection onto the local 
magnetic field.  The trap depth and gradient are 0.16 G and 30 G/cm, respectively.  Let us 
estimate the value of Bnorm used to normalize the magnetic field.  The London penetration 
depth for the type-II superconductors depends on many factors:  type of superconductor, 
preparation technology, temperature, etc.  For example, the depth for Nb3Sn is 65 nm; for 
MgB2 film, about 110 nm [33]; and for YBCO film, about 200 nm [34] at zero temperature.  
For R = =100 nm and  =0.3R, the value of Bnorm is estimated as 100 G; then 
0.0016biasB  is the minimal normalized bias field yielding a trap with the required potential 
barrier.  Calculations show that the minimal gradient in all directions is about the same and 
increases with the bias field, ~ 1.25biasB .  For example, at 0.006biasB   (see Fig. 4), the average 
gradient near the trap center can be estimated as 2×10
4
 G/cm, which satisfies the above-
mentioned reliability criteria [10,12,31] by three orders of magnitude.  The characteristic trap 
size should be about 2R = 0.2 m and decrease with an increase of the bias field.  Modern 
technology allows production of superconducting thin film structures with characteristic size  
~25 nm [35].  Planar superconducting structures containing the discs, each of which pins a 
vortex, can be designed for creation of a set of the nano-traps.  The distance between the 
neighboring traps can be decreased to a few hundred nanometers.  In the approximation of an 
infinitely thin superconductor, only the z-component of an external magnetic field influences 
the current distribution.  Outside the disc, this component of the vortex field decreases rapidly 
with an increase of the distance  from disc axis, and at  > 2 the field of a neighboring disc 
can be neglected in comparison with the self-field.  The current distribution in each disc can 
be calculated separately. 
 
 
3. Trap stability:  semiclassical treatment 
 
In this section we consider the thermodynamics of trapped atoms, in the semiclassical 
adiabatic approximation that atom magnetic moments (spins) always line up with the 
magnetic field so as to minimize the energy.  We also derive semiclassical criteria for the 
adiabatic approximation.  The next section considers the quantum criteria for the adiabatic 
approximation. 
 
The motion of an atom in a magnetic trap can be described by the Schrödinger 
equation for the wave function  : 
 V
m
E  2
2
2

   ,       (13) 
 
where m and E are the mass of an atom and its energy, S (with half-integer eigenvalues) is the 
spin vector, V = BS∙Btot is the potential energy of an atom in the magnetic field Btot of the 
trap, and BS is the atom magnetic moment.  The numerical calculation of Sect. 2 shows that 
the magnetic field grows linearly near the trap center:  
 
( ', ', ')tot x y za x a y a zB  ,      (14) 
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where , ,x y z    represent a coordinate system with the trap center at the origin.  There is an 
approximate correlation among the coefficients ax, ay, and az ,  namely 
2
3
x za a   and 
1
3
y za a  .  The coefficients increase with the bias field, e.g. ax can be fitted as 
1.259.5 biasB  
G/m (with biasB  evaluated in gauss).  However, to estimate the validity of the semiclassical 
approximation, we make the spherically symmetric approximation BS∙Btot = ·r, where 
B xa  S , and obtain an analytical solution of Eq. (13).  We assume that the spin follows 
the local direction of the magnetic field, an adiabatic, semiclassical assumption whose validity 
is examined below.  (Here and below r is the radius vector for the primed coordinates, i.e. r = 
( , , )x y z   .)  In spherical coordinates, Eq. (13) is rewritten 
2 2
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where 2ˆ is the squared angular momentum operator.  The solution of (15) is 
 
   ,lmR r Y    ,     (16) 
 
where  ,lmY    are the spherical harmonics.  As  
2ˆ 1lm lmY l l Y   (for l=1,2,…), the 
equation for R(r) is 
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Obtaining R( r) as ( ) ( ) /R r r r , we rewrite Eq. (17) as 
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The l = 0 solution of Eq. (17) is  
   
1 2( )
Ai Bi
R r c c
r r
 
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where Ai, Bi are the Airy functions and  
1/3
2 2
2m
r E 

 
  
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.  From the requirement that 
R(r) be bounded for r→0 and r→∞ we obtain c2 = 0, and the bound-state energies En are 
given by the zeros of Ai: 
1/3
2 2
2
0n
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Ai E

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These zeros are tabulated in [28] or can be found numerically; the first few are 
1/3
2 2
2
2.338;4.088;5.521;6.787;7.944;9.023;10.04,...n
m
E

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 and the criterion for applying a 
semiclassical thermodynamic treatment is  
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where kB = 1.38×10
-23
 J/K is the Boltzmann constant and T is the temperature of the atoms.  
That is, the average kinetic energy of the atoms must be large compared to the level spacing, 
for a thermodynamic treatment. 
 
To estimate the ratio BE k T , we set the atomic magnetic moment equal to the Bohr 
magneton B = 9.274 × 10
–28
 J/G and the mass to the 
87
Rb mass m = 1.443×10
–25
 kg.  The 
ratio BE k T  decreases with temperature.  At a bias field of 6 G at T = 1 K, the ratio equals 
45, while at the highest temperature determined by B B biask T B , the ratio is about 0.1.  (As 
Sect. 2 shows, the trap depth and the bias field can be taken equal.)  So a semiclassical 
treatment is valid at higher temperatures.  In this treatment, atoms leave the trap in two cases:  
first, if their kinetic energy is larger than the trap depth; second, as a result of spin flips due to 
non-adiabaticity.   
 
For the first case, we estimate the rate of escape from the trap via the Boltzmann 
factor, neglecting the details of the trapping potential and treating it as a square well.  The 
Maxwell-Boltzmann distribution for N0 atoms in the trap, with vanishing potential, is   
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 
  ,    (23) 
where dN is the density of atoms with speed u and 2 /Bu k T m  is the most probable 
velocity.  We assume that this distribution always applies.  If V0  is the trap depth, an atom 
with kinetic energy mu
2
/2 > V0 can leave the trap.  The time required for an atom with speed u 
to leave the trap is w/u, where w is the radius of the trap.  Thus the total escape rate Γ from the 
trap is  
2 2 2
20 0
2 2 23
4 2
exp 1 exp
min
min min
u
N u uN u u
u u du
u u uw u w


     
         
      
   ,  (24) 
 
where 02 /minu V m .  The average escape rate is given by Eq. (24) divided by N0 (so we can 
say the average escape rate is the average speed divided by w) and the average lifetime τad is 
the inverse of the average escape rate.  (Note 0/ /min Bu u V k T .)  We also consider 
dependence of the lifetime on temperature.  Eq. (24) implies  
  
 2 2
2 2/
2 1 /
min
ad
min
u u
w
u u u
e 
 

   ;      (25) 
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if we fix the trap depth V0 while allowing T to vary in 2 /Bu k T m  and consider low 
temperatures, the behavior of τad is 
 
2~ exp( / 2 )ad min BT mu k T     .    (26) 
 
Another process inducing atom loss is the nonadiabatic (Majorana) spin flips of atoms 
passing too close to the zero field in the trap center.  Petrich et al. [32] assumed that some of 
atoms cannot adjust their direction to remain parallel to the local magnetic field as they move 
through the trap, and they considered an atom moving with speed v past the center of the trap 
with impact parameter b.  They applied the criterion that the atom’s Larmor frequency b/ħ 
must be larger than v/b, the maximum rate of change in the direction of the magnetic field 
acting on the atom; thus b
2
 ≥ ħv/.  The radius rmax of trapped atoms is given by equipartition, 
namely rmax= mv
2
/2 = kBT, hence the density of the atoms is n ≈ (/kB T)
3
N. The number of 
spin-flipped atoms that escape from the trap is the flux nv times the cross section ≈ b2 of the 
non-adiabatic volume.  Hence the spin flip rate per particle is 1/τsf ≈ nvb
2
/N and we have 
 
2
/sf B
m
k T  .  This lifetime increases with T due to a decreased probability for an atom 
to come within b of the trap center. 
 
Fig. 5 shows the dependence of the lifetimes adand sf on temperature for two cases:  
a bias field 0.6 G in Fig. 5(a) and 0.0033 G in Fig. 5(b).  Application of the latter bias field 
creates a trap with the minimal possible gradient of the total magnetic field, 30 G/cm. 
Temperature is normalized by the temperature T0 at which 0/ 1BE k T  , namely T0 = 3.6 K 
and T0 =47 nK for bias fields 0.6 G and 0.0033 G, respectively.   
 
Both the optimal temperature and the effective lifetime (trapping time) τ can be 
determined by the points where the graphs cross in Figs. 5(a) and 5(b).  At 3.4 T0 = 12 μK, 
corresponding to a bias field of 0.6 G, the effective lifetime is τ = 0.05 ms; at 1.7 T0 = 80 nK, 
corresponding to a bias field of 0.0033 G, the effective lifetime is τ = 1.0 ms.  The lifetimes 
estimated using a quantum mechanical treatment at T = 0 (see the next section) are shown as 
well, via black arrows.  The quantum mechanical treatment yields lifetimes very similar to 
those predicted by our semiclassical treatment at the optimal temperature.  For all the 
mechanisms considered, the estimated lifetime increases with decrease in gradient of the total 
magnetic field inside the trap.  Atom loss caused by the nonadiabatic spin flip dominates at 
low temperatures as shown in Fig. 5. 
If the temperature T of the atoms satisfies 
1/3
2 21
2B
T
k m
 
  
 
(which implies T < 3.5 K 
for the case of Bbias =0.6 G), practically all the atoms will populate the zero energy level.  The 
quantum mechanical treatment for this case is developed in the next section. 
 
 
4. Trap stability:  quantum mechanical treatment 
 
Let us now reconsider the applicability of the adiabatic approximation, returning to 
Eq. (13), the Schrödinger equation for an atom with magnetic moment BS in the magnetic 
trap.  We write the potential energy as V = BS∙B.  (For simplicity, here we drop the subscript 
in Btot.)  According to Eq. (14) and the sentence following, B is proportional to 2x'/3 +y'/3– 
 11 
z', but subsequently Sect. 3 takes B proportional to r, the norm of (x', y', z').  Here we take B 
proportional to x' + y' – 2z' which, though not exact, is a better than the spherically 
symmetric approximation, and preserves Maxwell’s equation 0 B .  We thus admit the 
possibility of spin flips.  We also, for convenience, drop the primes on the coordinates, letting 
(x, y, z) represent displacement from the minimum of the trap.  For simplicity, we specialize 
to the case of spin-½; the behavior of higher spins should be qualitatively similar.  Then the 
potential energy V = Bσ∙B/2 for the vortex trap is proportional to 
 
 






 




cos2sin
sincos2
i
i
e
e
r     ,        (27)
   
where σ = (σx, σy, σz) are the Pauli matrices.  The eigenvalues are proportional to 
2cos31 r and the normalized eigenvectors are  
 
   
22 2
sin1
.
(2cos 1 3cos )2 1 3
 ,     
cos 2cos 1 3cos
yi
i
e 


   
 
     
     
                        (28) 
 
Let B = B0 rρ, where ρ = (x/r, y/r, –2z/r) = (sinθ cosφ, sinθ sinφ, –2cosθ).  Refs. [36-38] 
develop a general method for deriving an effective adiabatic Hamiltonian H
eff 
for a 
Hamiltonian H by sandwiching it between projectors (projection operators) onto the 
eigenstates of the “fast” part of H.  In our case, the “fast” part of H is V, and the eigenstates of 
V are the states  and   above.  The corresponding projectors then are Π+ =   and Π– 
=   .  Thus, an effective adiabatic Hamiltonian effH for the state  can be obtained from 
the exact Hamiltonian H by sandwiching H between the projector Π+ =  .  Since  
 
2 2
0/ 2 / 2 / 2 / 2B BH p m p m B r      σ B σ ρ    ,    (29) 
the effective Hamiltonian for the state   is  2 0/ 2 ( / 2)eff BH p m B r      Π Π Π σ ρΠ ; p 
is the momentum of an atom.  We can write 2cos312/2/1  ρσΠ since the 
matrix ρσ   applied to   yields the eigenvalues 
2cos31 .  Let us now express p as a 
sum of two parts:  p = p – A + A, where p A is purely diagonal and A is purely off-
diagonal.  Namely, p A satisfies [ , ] 0n p A Π and A satisfies 0n n Π AΠ , for n = ±.  
We can write p
2
 as the sum  
2 2 2 2( ) ( ) ( ) ( )p          p A A p A A p A A A p A   ,  (30) 
and the p
2
 term in the effective Hamiltonian for the state  is then  
 
  ΠAΠΠApΠΠ
222 )(p    ,    (31) 
 
with ( ) ( )H     p A A A p A dropping out since it is purely off-diagonal.   
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We recognize A as an induced vector potential [39].  But note that the adiabatic 
approximation induces also a scalar potential m2/2  ΠAΠ in the state  . 
 
Now Eq. (8) in Ref. [36] implies that     2/],[,2/],[, pΠΠpΠΠA   , but these 
two terms are equal; so we can compute A as  ],[, pΠΠA   as follows: 
 
 
2 2
,[ , ] ,     .
4 1 3cos 1 3cos
i
 
 
 
    
  
σ ρ
A Π Π p σ ρ     (32) 
 
The gradient in Eq. (32) reduces to two terms, but one of the terms is proportional to ρσ  and 
thus doesn’t contribute to the commutator.  Writing rρ = (x, y, –2z), we get 
 
  ,     )2,,( ,  
)cos31(4 2
zyx
r
i




 ρσA
    (33) 
 
and the components are  
 
.    
)cos31(2
)22(
    ,   
)cos31(2
)2(
   ,  
)cos31(2
)2(
222222 














r
xy
A
r
zx
A
r
zy
A
yx
z
xz
y
yz
x

  (34) 
 
Therefore 222
22
224
2222
2
)cos31(8
)cos35(
)cos31(8
)855(
2/


 





mrmr
zyx
m

A  is the induced scalar potential  
felt by the atom in the   state (and also in the   state).  (Note, A
2
 is diagonal in the 
 ,   space and contains an implicit 2 × 2 identity matrix.)  For 2cos between 0 and 1, the 
factor 22
2
)cos31(
cos35




is always positive and drops from 5 (at 2cos = 0) to 1/2 (at 2cos = 1), 
and the induced potential is always repulsive.  It does not have radial symmetry but it has 
rotational symmetry around the z-axis (reflecting the radial symmetry of B in our 
approximation).  
  
The induced vector potential A yields an effective magnetic field [39].  We can 
calculate it most easily using Eq. (14) of Ref. [36]:   
 
  [ , ]eff jk n j k n
n
i
F A A Π Π ,    (35) 
i.e. F
eff
jk is  i/ħ  times the diagonal part of [ Aj, Ak ].  In our case the commutator is itself 
diagonal and we have the following effective (induced) B
eff
: 
 
r
ρσ
rB
223 )cos31(
 
)(



r
eff 
   .    (36) 
 
For example, the calculation of eff
xB  is  
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4 2 2
4 2 2 3 2 2
[ , ] [ 2 , ]
4 (1 3cos )
 
( 4 )(  )    ,
4 (1 3cos ) (1 3cos )
eff
x yz y z z x x y
i i
B F A A x z y x
r
i x
i xr
r r
   

 
     


   
 
σ ρ
σ ρ
  (37) 
 
and the calculations for eff
yB  and 
eff
zB  are similar.  In the state  , the matrix ρσ  takes the 
eigenvalue 2cos31 , hence for the   state we can write 
3 2 3/2
 
( )
(1 3cos )
eff
r 
 

B r r    ,    (38) 
 
namely the induced magnetic field is radial, like a magnetic monopole field, but with 
additional dependence on the angle θ.  The divergence of effB vanishes. 
 
It is not practical to compute and solve the exact effective Hamiltonian, including the 
effective vector potential.  But we can estimate two kinds of ground-state energies.  First, the 
effective potential we have obtained is  
 
2 2
20
2 2 2
5 3cos
1 3cos    ,
28 (1 3cos )
eff BBV r
mr




  

      (39) 
 
which we can minimize to obtain r , the bottom of the potential, and  , the angular 
frequency of small oscillations near this minimum.  Second, we can calculate the angular 
frequency eff  of cyclotron motion in the effective field Beff, at a distance r  from origin.  
We can then calculate the corresponding ground-state energies / 2 and eff .  For these 
calculations we can drop such factors as 1 + 3cos
2θ, since all we expect is order-of-magnitude 
estimates for r ,  , eff etc.  We have  
 
2
0
3
0    ,
24
eff
BBV
r mr
r

   

    (40) 
 
so  2 0
1/3
/ 2 Br m B .  The second derivative there is 2 2 2 4/ 3 / 4effV r mr
r
   ; equating 
this second derivative with 2m , we have 2 2 2 1/303( / 2 )= 3( / 2 )Bmr B m  and ground-
state energy 2 2 2 1/3
0 0/ 2 3( / 4 )BE B m   .  For the cyclotron frequency, we have ω
eff
 = 
B
eff
/m ≈ 2/ mr and energy 2 2/ mr . 
 
 So far, we have assumed adiabaticity and derived the adiabatic Hamiltonian, but we 
have not determined the range of validity of the adiabatic assumption.  We now use Fermi’s 
Golden Rule to find the rate Γ of decay from the ground (trapped) state g  (spin state  ) to 
the free state f  (spin state  ) under the influence of the non-diagonal part H of H: 
22
( )Γ f H g E

     ,        (41) 
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with ( ) ( )H     p A A A p A as defined above and ρ(E) as the density of states at energy E.  
There are three steps in the calculation of Γ:  deriving the states g  and f , calculating the 
matrix element in Eq. (41), and computing the density of states ρ(E). 
 
From the start, we can replace H with H since the matrix element anyway yields only 
the off-diagonal part.  To simplify, we will also assume spherical symmetry.  The effective 
Hamiltonian effH for the trapped wave function ψg is 
2 2
2 0
2
 
2 28
eff BBH r
m mr

          .   (42) 
 
The Schrödinger equation is
0
eff
g gE H  , and for ψg = ψg(r) it is 
 
2 2 2
0
0 2 2
( )  
2 28
B
g g g
B
E r r
mr r mr

  
 
    
  
    .   (43) 
 
We can define ug(r) = rψg(r) to get an effective one-dimensional Schrödinger equation: 
 
2 2 2
0
0 2 2
( ) ( )  ( )
2 28
B
g g g
B
E u r u r r u r
m r mr
 
    
  
     .  (44) 
 
We have already computed the minimum of this potential:  it occurs at r = r , and the 
potential corresponds to small oscillations of angular frequency   around this minimum.  
Thus we can approximate ug(r) by the normalized wave function of a one-dimensional 
harmonic oscillator of angular frequency   and centered at r = r :    
 
21/4 ( ) /21( ) ( / )
4
m r r
gu r m e
 

    ,    (45) 
 
where the additional normalization factor 1/ 4 is due to the definition ug(r) = rψg(r) which 
implies 2 2 2
0 0
1 4 4g gr dr u dr  
 
   .  (The normalization is only approximate, since 
integration yields m1 Erf
2
r
m m
  
 
  
   
   
 , where 
m
0.72r

 .) 
 
In the Hamiltonian for the free wave functions uf(r) and rψf(r), the only difference is 
that the linear part of the potential changes sign, i.e. effH  and 
effH differ only in the relative 
sign of the term
0 /2BB r .  We can use the WKB approximation [40] to estimate uf(r); namely, 
uf(r) is proportional to [kf(r)]
–1/2
 times an r-dependent phase ( )
r
fi k r dr  , where  
        
2
0
0 0 2
1
( ) 2 [ ( )] / 2
28
B
f f
B
k r m E V r m E r
mr
  
      
   
    .  (46) 
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Let us consider the normalization of uf(r).  Suppose that we normalize within a symmetric 
sphere of radius R, where R is arbitrarily large, i.e. we must take the limit as R becomes 
infinite since the sphere is a fiction.  For the normalization, the r-dependent phase does not 
matter and we have |uf(r)|
2
 proportional 1/kf(r).  For large r, a good approximation to |uf(r)|
2 
is 
|uf(r)|
2 ≈ r–1/2.  In this range, uf(r) approaches an Airy function:  uf(r) ≈ r
–1/4
exp(±
3
2
ir
3/2
).  The 
integral of |uf(r)|
2
  is thus dominated by R  and, in the limit of infinite R, only this term 
remains (up to constant factors).  Thus uf(r) contains a factor R
–1/4
.  More precisely, we write 
 
      
 
1/4
2 2 1/4
0 0 0
[phase]
( )
8 2 / / 4
f
B B
u r
E B m B r r R  

 
    ,  (47) 
 
and it is easy to check that 24 | |
R
fu dr   approaches 1 in the limit R . 
 
To apply Fermi’s rule, we must calculate the density of states ρ(E) at an energy E.  We 
do so as follows.  Assuming still that all the states are isotropic, we can estimate their number 
as ( ) ( ) / 2
R
fE k r dr
E
 



 , and then 
  
     
2
0
2
0
1 1 2
( ) 2     . 
2 28
R B
B
B mR
E dr m E r
E h Bmr


 
  
     
    

     (48) 
 
This R  factor will cancel the 1/ R  in 
2
' gHf  arising from the norm R
–1/4
 of uf(r) or ψf(r) 
squared.  Now since 2f H g  = 
2
gHf  and H is (–ħ
2 2 /2m), we can replace 2f H g  
with 2gHf , where 
 
 
,    )2/4(
2
)4(
)(
2
)4(
)(]2/)[()4(
2
2
2
2
22
2
22
2
222






























gfgf
gf
gf
u
r
udrmu
rm
udr
r
rmr
rdr
rmrrdrgHf







  (49) 
 
i.e. we can account for H   just by replacing ug(r) with 222 /)2/4( rum g   .  Thus to 
compute f H g  all we need is m2/4
2  times the inner product of uf(r) and 22 / rug  , 
where 
  
 
222 2 1/4 2 2 2 ( ) /21/ ( / ) / /
4
m r r
gu r m m r r m e
   

      
 
   .  (50) 
We could integrate Eq. (49) numerically, but we prefer to first find its dependence on B0.  It is 
straightforward to check that r is proportional to (B0)
–1/3
,   and E0 are proportional to (B0)
2/3
, 
and also that ρ(E) is proportional to (B0)
–1/2
.  Then by changing the variable of integration 
from r to z = (B0)
1/3
r, and likewise from r to z= (B0)
1/3 r  in the phase integral of uf(r), we 
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find that the B0-dependence of uf(r) is (B0)
1/12
 and the B0-dependence of 22 / rug  is (B0)
5/6
.  
(Although the normalization of ug(r) is not exact, as noted above, this B0-dependence of 
22 / rug   is exact since it does not depend on the normalization).  In addition, the substitution 
dr = (B0)
–1/3
dz in the integral of Eq. (49) contributes another factor of (B0)
–1/3
, such that the B0-
dependence of f H g  comes to (B0)
1/12+5/6–1/3
 = (B0)
7/12
.  (By contrast, the phase integral in 
uf(r) is invariant, since the B0-dependence in the upper limit of integration cancels the B0-
dependence of the integrand.)  Finally, we deduce from Eq. (41) that the B0-dependence of the 
decay rate Γ is (B0)
2×(7/12)–1/2
 = (B0)
2/3
.  The decay rate depends on the magnetic field gradient 
of the vortex raised to the 2/3 power.   
 
 For evaluating the integrals, however, the substitutions z = αr and z  = r  , where α = 
1/4 1/6 2 1/3
0/ 3 2 ( / )Bm m B 
 , are more convenient.  After numerical integration, we 
obtain the decay rate  
Γ = (0.037)(μBB0)
2/3
(ħm) –1/3   ,    (51) 
 
which we can write as Γ = (30 s–1)(B0)
2/3
 if the units of B0 are G/cm.  Thus, according to this 
quantum calculation, to increase the trapping time τ, we should decrease B0.  At B0 = 2×10
4
 
G/cm (see Sect. 3) the lifetime (trapping time) τ is about 45 s (≈ 0.05 ms); at B0 = 3×10
3
 
G/cm, it is τ = 0.16 ms.  However, we cannot decrease B0 so much that gravity pulls atoms 
out of the trap, i.e. we require μBB0 > mg, or B0 > 2mg/μB = 30 G/cm.  Thus, the maximum 
trapping time for 
87
Rb atoms in our vortex trap is approximately τ = (30 G/cm)–2/3/(30 s–1) = 
3.5 ms.  
 
  
5. Conclusion 
 
 We have shown theoretically that the magnetic field of a single vortex, pinned by a 
superconducting nano-disc of radius roughly 100 nm and combined with an external bias 
field, yields a closed 3D trap for cold atoms.  The significant advantage of our trap is that 
technical noise is eliminated, since there are no transport currents.  We studied two 
mechanisms for decay:  decay due to thermal escape and due to spin flips (the Majorana 
instability).  These two semiclassical decay mechanisms of Sect. 3 cross in Fig. 5, yielding τ = 
0.05 ms in Fig. 5(a) at the optimal temperature T = 12 for B0 = 2×10
4
 G/cm), and τ = 1.0 
ms in Fig. 5(b) at the optimal temperature T =80 nK (for B0 = 30 G/cm).  We compare these 
semiclassical estimates of τ with the quantum estimates of τ at T = 0 obtained in Sect. 4.  
According to Eq. (51) of Sect. 4, the quantum and semiclassical estimates of τ coincide in Fig. 
5(a), while in Fig. 5(b) the quantum estimate is 3.5 times the semiclassical estimate.   
 
These results demonstrate the possibility of a nano-trap with a height of several tens or 
hundreds of nanometers above a superconducting chip surface.  As the trap approaches the 
surface, its bias field Bbias and field gradient B0 increase and its lifetime decreases.  We 
therefore consider our traps as practical for Bbias  ≤ 0.6 G at a height of at least 150 nm, 
corresponding to a lifetime τ ≥ 0.05 ms at low temperatures (Fig. 5).  We note that the 
Casimir-Polder force (Eqs. (37-38) of Ref. [41]) is much smaller than the forces in our trap at 
heights above 100 nm. 
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Figures 
 
 
            
   (a)          (b) 
 
                                  
                               (c) 
 
 
Figure 1. Magnetic trap created by combining a single vortex pinned by a superconducting 
disc (of radius R and thickness  << R) with a bias field parallel to the disc surface; we define 
/ ,x x R  / ,y y R  /z z R :  (a) Magnitude of the total magnetic field as a function of x  
and y  at 0.5542z  ;  (b) magnitude of the total magnetic field as a function of x  and z  at 
0y  ; (c) magnitude of the total magnetic field as a function of y  and z  at  1.1045x  .  We 
plot the magnitude of the magnetic field in units of 0 /2πλ
2
R, where 0 is the flux quantum 
and the bias field, directed opposite to the x-axis, equals 0.1.  The minimum (trap center) is at 
(1.1045, 0, 0.5542).  
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Figure 2 (color online). The x -  and z -coordinates of the trap center as a function of the bias 
field:  x -coordinates in black, z -coordinates in blue. 
 
 
 
 
 
               
Figure 3. Trap depth as a function of the bias field. 
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Figure 4.  Dependence of the magnitude of the total magnetic field on z  at 0.006biasB  .  
The trap center is (2.56, 0, 1.73).  
 
 
 
 
 
 
            
                                      (a)                (b) 
 
Figure 5 (color online). Dependence of the lifetimes adand sf  on temperature for two cases:  
bias field Bbias = 0.6 G and gradient B0 = 2×10
4
 G/cm in Fig. 5(a); Bbias = 0.0033 G and B0 = 
30 G/cm in Fig. 5(b).  Blue dash-dotted curve:  thermal escape timead according to Eq. (25); 
solid purple curve:  nonadiabatic spin flip time, sf ; black arrow:  the quantum estimate of the 
lifetime at T = 0 according to Eq. (51); black dashed line:  the trap depth.  Temperature is 
normalized by the temperature T0 at which 0/ 1BE k T  ; see Eq. (22).  The lifetime estimates 
are for a trap above a disc of radius R ==100 nm and thickness  =/3; we have T0 = 3.6 μK 
in (a) and T0 = 47 nK in (b). 
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