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Abstract
In the present paper, a class of product-type Krylov-subspace methods for solving nonsymmetric linear sys-
tems is discussed. A characteristic of this class is the relationship rn=Hn(A)rBCGn where rn is the residual vector
corresponding to the nth iterate xn, and rBCGn is the nth residual generated in bi-conjugate gradient method. The
polynomial Hn is chosen to speed up and stabilize convergence, while satisfying standard three-term recur-
rence relations. These product-type methods can be regarded as uni9cations and generalizations of CGS and
Bi-CGSTAB.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
There is a strong need for the fast solution of large, nonsymmetric linear systems Ax = b which
arise frequently in the 9eld of scienti9c computing as subproblems or as intermediate steps. For
solving these systems, direct methods, such as LU factorization, are often prohibitive both in terms
of computation time and memory storage. For this reason, research on Krylov-subspace methods as
an alternative has been the dominant paradigm in the 9eld of numerical algebra since the publication
of a paper by Lanczos [4] in the 1950s. In his paper, Lanczos proposed the bi-conjugate gradient
method (Bi-CG hereafter) which was revived in [2].
In Bi-CG computation of the transpose matrix–vector multiplications must be performed because
another Krylov subspace generated from the transpose matrix is used. Many eAorts have been devoted
to deriving more eBcient methods from restructuring Bi-CG in past two decades to avoid calcu-
lating the transpose matrix–vector multiplications and to improve the convergence rate in Bi-CG.
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A common technique is to de9ne new residual polynomial by product of two polynomial factors:
the Lanczos polynomial in Bi-CG and an undetermined polynomial of degree n that will be re-
ferred to hereafter as the accelerating polynomial. CGS [9], Bi-CGSTAB [10], Bi-CGSTAB2 [3],
Bi-CGSTAB(L) [8] and GPBi-CG [11] were derived from Bi-CG by this common technique. Son-
neveld de9ned the accelerating polynomial in CGS by the same Lanczos polynomial, and CGS
was recognized as a powerful variant of Bi-CG by numerical experiments [9]. In Bi-CGSTAB,
Van der Vorst de9ned the accelerating polynomial by using two-term recurrence relations to de-
sign the residual polynomial of Bi-CGSTAB. Gutknecht replaced the two-term recurrent polyno-
mial in Bi-CGSTAB with a three-term recurrent polynomial only at even iterations and proposed
Bi-CGSTAB2. Bi-CGSTAB2 is a generalization of Bi-CGSTAB, i.e., the combination Bi-CG with
GMRES(2) [7], in the sense that Bi-CGSTAB is the combination of Bi-CG with GMRES(1). In
[8], Sleijpen and Fokkema generated Bi-CGSTAB by combining Bi-CG with GMRES(L) and im-
plemented a new algorithm, Bi-CGSTAB(L) for modest L. In GPBi-CG [11], Zhang proposed a
diAerent generalization of Bi-CGSTAB that uses a three-term recurrent polynomial at all iterations.
He constructed the polynomial from a pair of coupled two-term recurrent polynomials. Recently,
RKollin and Gutknecht [6] proposed a variant of GPBi-CG, named BICG × MR2 2 × 2. Although
GPBi-CG and BICG×MR2 2×2 are mathematically equivalent, there are some diAerences between
the two methods.
The primary aim of this paper is to highlight the most important development of product-type
Krylov-subspace methods in past two decades. This paper is organized as follows: In the next
section, we characterize the product-type Krylov-subspace methods based on Bi-CG and derive a set
of recurrence formulas among the related iterates. In Section 3, several implementations of algorithms
of the product-type methods are considered, and some well-known variants are recalled. In Section
4, we report results from numerical experiments that indicate that GPBi-CG may be more attractive
than Bi-CGSTAB. We conclude with a summary of our 9ndings in Section 5. Throughout this paper,
the superscript BCG is used to distinguish iterates generated in the algorithm of Bi-CG.
2. Product-type Krylov-subspace methods
The Bi-CG algorithm in [2] for solving linear system Ax = b where A be an N × N large and
sparse nonsymmetric matrix is as follows:
Algorithm 1. Bi-CG
xBCG0 is an initial guess, set p
BCG∗
0 = r
BCG∗
0 = p
BCG
0 = r
BCG
0 = b− AxBCG0 ;
for n= 0; 1; : : : until ‖ rBCGn ‖6  ‖b‖ do:
n = (rBCG∗n ; r
BCG
n )=(p
BCG∗
n ; Ap
BCG
n );
xBCGn+1 = x
BCG
n + np
BCG
n ;
rBCGn+1 = r
BCG
n − nApBCGn ;
rBCG∗n+1 = r
BCG∗
n − nATpBCG∗n ; (1)
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n = (rBCG∗n+1 ; r
BCG
n+1 )=(r
BCG∗
n ; r
BCG
n );
pBCGn+1 = r
BCG
n+1 + np
BCG
n ;
pBCG∗n+1 = r
BCG∗
n+1 + np
BCG∗
n : (2)
In the Bi-CG algorithm, two Krylov subspaces Kn(A; r0):=span{r0; Ar0; : : : ; An−1r0} and Kn(AT; r∗0 ):=
span{r∗0 ; ATr∗0 ; : : : ; (AT)n−1r∗0} are generated, and the approximate solution xBCGn has an associated
residual rBCGn (=b−AxBCGn theoretically) that is orthogonal with respect to Kn(AT; r∗0 ). Therefore, we
have the following orthogonalities of Bi-CG [2]:
rBCGn ⊥Kn(AT; r∗0 ) and ApBCGn ⊥Kn(AT; r∗0 ): (3)
Note that rBCG∗n and pBCG∗n can be written as rBCG∗n = (−1)n
∏n−1
i=0 i(A
T)nr∗0 + g1 and pBCG∗n =
(−1)n∏n−1i=0 i(AT)nr∗0 + g2, where g1 and g2 ∈Kn(AT; r∗0 ). Using orthogonalities (3), auxiliary
formulas for computing n and n can be recovered:
n =
((AT)nr∗0 ; rBCGn )
((AT)nr∗0 ; ApBCGn )
and n =−n
((AT)n+1r∗0 ; rBCGn+1 )
((AT)nr∗0 ; rBCGn )
: (4)
Here, we attempt to use an n-degree polynomial Hn(A) to accelerate rBCGn , i.e., set Hn(A)r
BCG
n to be
the new residual to accelerate the convergence toward zero. By doing so, we can derive a class of
methods whose characteristic is the relationship
rn = Hn(A)rBCGn ;
where rn is the residual vector corresponding to the nth iterate xn. The polynomial Hn(A) is chosen
to speed up and stabilize convergence.
In practice, the polynomial Hn is designed to have the following desirable properties:
(1) it satis9es short-term recurrence relations so that little computational work and storage costs are
required per iteration;
(2) its parameters are chosen to lead to fast and stable convergence behavior.
Next, we will describe the basic idea to establish a standard polynomial Hn that leads to a class of
product-type methods based on Bi-CG.
We introduce two undetermined parameters n and n and de9ne the polynomial Hn as follows:
H0():=1; H1():=(1− 0)H0(); (5)
Hn+1():=(1 + n − n)Hn()− nHn−1(): (6)
Note that Hn(0)=1 holds for any n, so we have Hn+1(0)−Hn(0)=0. Thus, we can 9nd an auxiliary
polynomial Gn() with degree n and obtain pairs of polynomials Hn() and Gn() that are mutually
interlocked by the recurrence relations:
Hn+1() = Hn()− Gn() and Gn+1() = n+1Hn+1() + n+1Gn(): (7)
Now, let us derive the product-type methods with residual
rn(=b− Axn) = rHnn :=Hn(A)rBCGn (8)
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that can be obtained using the iterates rHnn+1:=Hn(A)r
BCG
n+1 ; p
Hn
n :=Hn(A)p
BCG
n ; r
AGn−1
n+1 :=AGn−1(A)r
BCG
n+1 ;
pAHnn+1:=AHn(A)p
BCG
n+1 ; p
AGn
n :=AGn(A)p
BCG
n and r
Gn
n+1:=Gn(A)r
BCG
n+1 .
According to recurrence relations (1)–(2) and (5)–(7), we have a set of recurrence formulas
among the sequences of the iterates rn; pHnn ; r
Hn
n+1; p
AGn
n ; p
AHn
n+1; r
AGn−1
n+1 and r
Gn
n+1:
rn+1 = r
Hn
n+1 − nrAGn−1n+1 − nArHnn+1 (9)
= rn − nApHnn − ArGnn+1; (10)
rHnn+1 = rn − nApHnn ; (11)
rAGnn+2 = r
Hn
n+1 − rn+1 − n+1pAHnn+1 + n+1ApHn+1n+1 ; (12)
pHn+1n+1 = rn+1 + n(p
Hn
n − pAGnn ); (13)
pAHnn+1 = Ar
Hn
n+1 + nAp
Hn
n ; (14)
pAGnn = nAp
Hn
n + n(r
Hn−1
n − rn + n−1pAGn−1n−1 ); (15)
rGnn+1 = nrn + nr
Gn−1
n − npAGnn : (16)
From (8) and (10), we have the formula to update the approximating solution: xn+1=xn+npHnn +r
Gn
n+1.
Since the coeBcient of the highest order term of Hn is (−1)n
∏n−1
i=0 i, we have
(r∗0 ; rn) = (−1)n
n−1∏
i=0
i((AT)nr∗0 ; r
BCG
n ); (r
∗
0 ; Ap
Hn
n ) = (−1)n
n−1∏
i=0
i((AT)nr∗0 ; Ap
BCG
n ):
Therefore, from formula (4), n and n can be recovered from the iterates rn+1; rn and pHnn as
follows:
n = (r∗0 ; rn)=(r
∗
0 ; Ap
Hn
n ) and n = (n=n) · [(r∗0 ; rn+1)=(r∗0 ; rn)]: (17)
3. Implementation details
Following requirement (2) described in Section 2, we summarize several possibilities for selecting
n and n for implementing product-type methods based on Bi-CG. As well-known variants, CGS,
Bi-CGSTAB and GPBi-CG will be reviewed in terms of special choices.
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3.1. The choice for GPBi-CG
It is convenient to determine parameters n and n for minimizing the residual 2-norm as a function
of  and : ‖rHnn+1 − rAGn−1n+1 − ArHnn+1‖.
Thus, we have a variant of the product-type methods, GPBi-CG [11]:
Algorithm 2. GPBi-CG
x0 is an initial guess, r0 = b− Ax0; set r∗0 = r0; rH−10 = pAH−10 = 0; −1 = 0;
for n= 0; 1; : : : until ‖rn‖6  ‖b‖ do:
pHnn = rn + n−1(p
Hn−1
n−1 − pAGn−1n−1 );
n = (r∗0 ; rn)=(r
∗
0 ; Ap
Hn
n );
rAGn−1n+1 = r
Hn−1
n − rn − npAHn−1n + nApHnn ;
rHnn+1 = rn − nApHnn ;
n =
(rAGn−1n+1 ; r
AGn−1
n+1 )(Ar
Hn
n+1; r
Hn
n+1)− (rAGn−1n+1 ; rHnn+1)(ArHnn+1; rAGn−1n+1 )
(ArHnn+1; Ar
Hn
n+1)(r
AGn−1
n+1 ; r
AGn−1
n+1 )− (rAGn−1n+1 ; ArHnn+1)(ArHnn+1; rAGn−1n+1 )
;
n =
(ArHnn+1; Ar
Hn
n+1)(r
AGn−1
n+1 ; r
Hn
n+1)− (rAGn−1n+1 ; ArHnn+1)(ArHnn+1; rHnn+1)
(ArHnn+1; Ar
Hn
n+1)(r
AGn−1
n+1 ; r
AGn−1
n+1 )− (rAGn−1n+1 ; ArHnn+1)(ArHnn+1; rAGn−1n+1 )
;
(if n= 0; then n = (Ar
Hn
n+1; r
Hn
n+1)=(Ar
Hn
n+1; Ar
Hn
n+1); n = 0)
pAGnn = nAp
Hn
n + n(r
Hn−1
n − rn + n−1pAGn−1n−1 );
rGnn+1 = nrn + nr
Gn−1
n − npAGnn ;
xn+1 = xn + npHnn + r
Gn
n+1;
rn+1 = r
Hn
n+1 − nrAGn−1n+1 − nArHnn+1;
n = (n=n) · [(r∗0 ; rn+1)=(r∗0 ; rn)];
pAHnn+1 = Ar
Hn
n+1 + nAp
Hn
n :
3.2. The choice for CGS
Suppose that n = n and n = (n−1=n−1)n in recurrence relations (5) and (6). We obtain a
signi9cant variant of the product-type methods that only depends on information of Bi-CG. It is
easy to see that this variant is mathematically equivalent to CGS.
Note that rHn−1n −rn=rAGn−1n . In this case, we have Hn=Rn and Gn=Pn, and we use the recurrence
formula (10) to update rn+1. This fact leads to the relation pHnn − pAGnn = rGn=nn+1 for any n, then the
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iterates rHnn+1; r
AGn−1
n+1 and p
AHn
n+1 can be omitted in the recurrence formulas (9)–(16). And we obtain
the CGS algorithm [9].
Algorithm 3. CGS
x0 is an initial guess, r0 = b− Ax0; set r∗0 = r0; −1 = 0;
for n= 0; 1; : : : until ‖rn‖6 ‖b‖ do:
pHnn = rn + n−1r
Gn−1=n−1
n ;
pGn=nn = p
Hn
n + n−1(r
Gn−1=n−1
n + n−1p
Gn−1=n−1
n−1 );
n = (r∗0 ; rn)=(r
∗
0 ; Ap
Gn
n );
rGn=nn+1 = p
Hn
n − nApGn=nn ;
xn+1 = xn + n(pHnn + r
Gn=n
n+1 );
rn+1 = rn − nA(pHnn + rGn=nn+1 );
n = (r∗0 ; rn+1)=(r
∗
0 ; rn);
3.3. The choice for Bi-CGSTAB
If we attempt to get a variant of the product-type methods with little computational work, we
would de9ne n by a quantity ! called the relaxation factor in advance. Suppose that n = 0 for
any n, and n is selected to minimize the residual 2-norm as a function of : ‖rHnn+1 − ArHnn+1‖. In
this case, pAGnn = nAp
Hn
n and r
Gn
n+1 = nr
Hn
n+1. Note that the iterates r
AGn−1
n+1 ; p
AGn
n ; r
Gn
n+1 and p
AHn
n+1 become
worthless. In this manner, we obtain an important and economical variant called Bi-CGSTAB [10]:
Algorithm 4. Bi-CGSTAB
x0 is an initial guess, r0 = b− Ax0; set r∗0 = r0; −1 = 0;
for n= 0; 1; : : : until ‖rn‖6 ‖b‖ do:
pHnn = rn + n−1(p
Hn−1
n−1 − n−1ApHn−1n−1 );
n = (r∗0 ; rn)=(r
∗
0 ; Ap
Hn
n );
rHnn+1 = rn − nApHnn ;
n = (Ar
Hn
n+1; r
Hn
n+1)=(Ar
Hn
n+1; Ar
Hn
n+1);
xn+1 = xn + npHnn + nr
Hn
n+1;
rn+1 = r
Hn
n+1 − nArHnn+1;
n = (n=n) · [(r∗0 ; rn+1)=(r∗0 ; rn)]:
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4. Numerical experiments
For solving actual problems, all variants are combined with eBcient preconditioning techniques,
such as the incomplete LU factorization [5].
Let K be a suitable preconditioning matrix, i.e., K ≈ A. We write K = K1K2, and apply CGS,
Bi-CGSTAB and GPBi-CG to the explicitly preconditioned system A˜x˜=b˜ with A˜=K−11 AK
−1
2 ; x˜=K2x,
and b˜= K−11 b.
Preconditioned GPBi-CG requires the evaluation of two matrix–vector products with A, two solvers
for K; 32N Qops for vector updates, and seven inner products. Preconditioned CGS requires evalua-
tion of two matrix–vector products with A, two solvers for K; 13N Qops for vector updates, and two
inner products. Preconditioned Bi-CGSTAB requires evaluation of two matrix–vector products with
A, two solvers for K; 12N Qops for vector updates, and four inner products. In practical situations,
a few vector updates and inner products lead to only a small increase in computational work per
iteration step. On vector and parallel computers vector updates and inner products can be computed
faster than matrix vector products with A and solvers for K .
In this section, we report some numerical experiments in which CGS, Bi-CGSTAB and GPBi-CG
are applied to the explicitly preconditioned system L−1AU−1(Ux)=L−1b in double precision Qoating
point arithmetic on a SUN SPARCstation IPX computer. In all experiments the iteration started with
x0 = 0. Our convergence plots show the relative residual 2-norms ‖rn‖=‖r0‖ (on the vertical axis)
vs. the iteration number n (on the horizontal axis). The convergence plots of CGS were cut because
of irregular and oscillatory convergence behavior.
4.1. Example 1
Consider a linear system that comes from discretization of the Poisson equation −(a(x; y)ux)x −
(a(x; y)uy)y=f(x; y) over the unit square with Dirichlet boundary conditions: u=1, for y=0; x=0
and 1, and u = 0 for y = 1. The function a(x; y) is de9ned as shown in Fig. 1; f(x; y) = 0
Fig. 1. CoeBcients in the Poisson equation.
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Fig. 2. The residual norm history ((log(‖rn‖=‖r0‖)) vs. n).
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Fig. 3. The residual norm history ((log(‖rn‖=‖r0‖)) vs. n).
everywhere except the smallest square in the center in which f(x; y) = 100. We discretized
the equation over a rectangular grid using central diAerences and stepsize 1201 in each
direction, which led to a system with 2002 unknowns. The linear system was preconditioned us-
ing the incomplete LU factorization. Fig. 2 shows that GPBi-CG converges slightly faster than
Bi-CGSTAB.
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4.2. Example 2
Consider a linear system with complex spectrum that comes from the 200×200 central diAerence
discretization of the Helmholtz equation uxx + uyy + k2u=0 over [0; #]× [0; #] described in [1] with
Dirichlet condition u=0 along y= #, Neumann conditions ux = i
√
k2 − 14 cos(y=2) along x=0 and
uy =0 along y=0, and radiation condition ux − i
√
k2 − 14u=0 along x= #. This leads to a system
with 201×200 unknowns. We only consider the case k=2:27. The linear system was preconditioned
using the incomplete LU factorization.
Although GPBi-CG is more expensive with respect to the number of inner products and vector
updates than Bi-CGSTAB, Fig. 3 shows that GPBi-CG only required 734 iteration steps to get the
residual 2-norm below 10−12 while Bi-CGSTAB required 2404 iteration steps to achieve the same
level of accuracy. More speci9cally, GPBi-CG only required 41% of the CPU-time of Bi-CGSTAB.
5. Concluding remarks
In view of more stable convergence behavior and reduced CPU-time and storage requirements,
the polynomial Hn generated by the three-term recurrence relation (6) is better than others which
come from truncated iterative method such as GMRES(k) (k ¿ 2) [7] for requirement (1) described
in Section 2. Our experiments indicate that GPBi-CG may be an attractive method.
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