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Η παρούσα διπλωμωιχή έχει σαν αντιχείμενο τη μελέτη της αυτόματης αναγνώρισης
συναισθήματος/διά'θεσης σε σήματα μουσιχής. Εφαρμογές αυτής της μελέτης είναι η
αυτόματη χατηγοριοποίηση αρχείων μουσιχής χαι η βελτίωση εφαρμογών ανάχτησης
μουσιχής πληροφορίας. Αρχιχά, αφού πρώτα εισάγουμε τον αναγνώστη στο αντιχεί­
μενο, γίνεται περιγραφή των χαραχτηριστιχών που, σύμφωνα με την βιβλιογραφία,
προσφέρουν πληροφορία μουσιχής αντίληψης. Επίσης, γίνεται ανάλυση του τρόπου
εξαγωγής αυτών από αχουστιχά σήματα. Στη συνέχεια, εστιάζουμε στην εξέταση
των αλγόρι'0μων ταξινόμησης που χρησιμοποιούνται συνή'0ως για χατηγοριοποίηση
μουσιΧών δειγμάτων χαι περιγράφουμε συνοπτιχά τους αλγόρι'0μους επιλογής χαραχ­
τηριστιΧών που χρησιμοποιήσαμε στα πειράματά μας. Σημαντιχό τμήμα της διπλω­
ματιχής εργασίας είναι η περιγραφή της σύν'0εσης διΧής μας βάσης δεδομένων, η οποία
,από όσο γνωρίζουμε, είναι η μεγαλύτερη βάση δεδομένων μουσιχής-συναισ'0ήματος
στην βιβλιογραφία. Τέλος, γίνεται περιγραφή της πειραματιχής διαδιχασίας χαι παρά­
'0εση των αποτελεσμάτων. Τα αποτελέσματά αυτά είναι πολύ ιχανοποιητιχά, με επιτυχία
της τάξης του 60% για τέσσερις Χλάσεις συναισ'0ήματος, χαι είναι συγχρίσιμα με αν­




This Diploma tl1esis Eocuses οη automatic emotion/mood recognition ill lt1usic sig-
nals. Some applications of this study include antomatic nιusic categorization and the
improvement οΕ mnsic information retrieval applications. Initially, after an introdnc-
tion οη the subject, we describe the featnres nseful in mnsical perception, according
to the literatnre. We fnrther analyse their extraction from aconstic signals. Con-
tinning, we examine the classification algorithms usually employed in the taxonomy
of music excerpts, and we concisely describe the feature selection algorithms nsed
in ΟΙΙΓ experiments. Furtllermore, we describe the compilation of ΟΙΙΓ o\vn data
base, which to ΟΙΙΓ knowledge constitntes the most extensive music-ell1otion data
base available in the literature. Finally, we describe the experimental procednre
and present ΟΙΙΓ resnlts. These are quite satisfactory, reaching a snccess rate of over





Η σημαντιχότερη λειτουργία της μουσιχής είναι η δημιουργία συναισθημάτων. Κανείς
δεν μπορεί να συν't3έσει, να εχτελέσει ή να αχούσει μουσιχή χωρίς να επηρεαστεί συναισ­
'θηματιχά. Η μουσιχή μπορεί να μας χάνει να δαχρύσουμε χαι να μας συντροφεύσει στη
λύπη χαι στη χαρά. Έρευνες, που μελετούν τη συμπεριφορά στη μουσιχή πληροφορία,
έχουν αναγνωρίσει το συναίσ't3ημα ως ένα σημαντιχό χριτήριο στην αναζήτηση χαι
χατηγοριοποίηση της μουσιχής. Σε αυτό το χεφάλαιο, 'θα εξηγήσουμε τη σημασία της
αυτόματης αναγνώρισης συναισ't3ήματος μουσιχής χαι 'θα αναφέρουμε τα προβλήματα
που συναντώνται στον τομέα αυτό. Αχόμη, 'θα εξετάσουμε τα συναισ't3ηματιχά μοντέλα
από την πλευρά της επιστήμης της ψυχολογίας.
1.1 Σημασίατης Αναγνώρισης Συναισθήματος
Μουσικής
Η μουσιχή αποτελεί ανέχα't3εν σημαντιχό χομμάτι της αν't3ρώπινης ζωής, πόσο μάλιστα
στην εποχή των ψηφιαχών μέσων. Με την ανάπτυξη της υψηλής ταχύτητας διαδιχτύου,
τεράστιος όγχος μουσιχής πληροφορίας είναι πλέον προσιτός από τους χρήστες. Ένα
παράδειγμαείναι η ραγδαίαανάπτυξημουσιχών βιβλιο't3ηχών (YouTube, Last.FM, Spo-
tify χ.ά). Σε αυτό έχει συντελέσει χαι η ανάπτυξη μορφών συμπίεσης ήχου, όπως το
mp3 (MPEG-l Audio Layer 3), οι οποίες προσφέρουν υψηλή ποιότητα σε μιχρά (σε
σχέση με την ταχύτητα του διαδιχτύου) αρχεία. ΣυμβατιΧά, η διαχείριση των συλλο­
γών μουσιχής είναι βασισμένη στα μεταδεδομένα (metadata) των τραγουδιών, όπως το
όνομα χαλλιτέχνη ή τον τίτλο τραγουδιού. Όμως, χα'θώς οι απαιτήσεις τον χρηστών
για αναζήτηση χαι χατηγοριοποίησηαυξάνονται, αυτός ο τρόπος διαχείρισης σταδιαχά
αποδειχνύεται μη επαρχής.
Σύμφωναμε μια χοινωνιολογιχήμελέτη του 2007 για τη χρήση ετιχετών (tags) χατηγορι­
οποίησης από τους χρήστες του Last.FM [3] οι ετιχέτες συναισ't3ήματος είναι ο τρίτος
συχνότερος τρόπος χατηγοριοποίησης μουσιχής που επιλέγεται (βλέπε Πίναχα 1.1).
Από τότε, η ανάχτηση συναισ't3ημαΤΙΧής πληροφορίας μουσιχής λαμβάνει αυξανόμενη
προσοχή σε αχαδημαίΧό επίπεδο αλλά χαι στη βιομηχανία εφαρμογών. Για παράδειγμα,
τα τελευταία χρόνια παρατηρούμε τη ραγδαία αύξηση δημοτιχότητας ιστοσελίδων που
προσφέρουν λίστες αναπαραγωγής διά't3εσης/συναισ't3ήματος όπως Stereonlood [9],
Musicovery [5], το ελληνιχό site Kasetophono [7] χ.ά.
Δημιουργώντας συστήματα αναγνώρισης συναισ't3ήματος από μουσιχή, βελτιώνουμε τον
τρόπο που οι άν't3ρωποι αλληλεπιδρούν με τους υπολογιστές. Είναι εφιχτή η δημιουρ-
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Κεφάλαιο 1
Table 1.1: Κατανομή ετιχετών χρηστών (από [23])
Εισαγωγή
Τύπος Ετιχέτας Ι Συχνότητα Χρήσης Ι Παραδείγματα
Είδος 68% Heavy rnetal, pnnk
Τοπιχά 12% PΙ'encll, Seattle,NYC
Διά'l3εση/Συναισθημα 5% Chill, party
Άποψη 4% Love, [aVΟΓite
Ενορχήστρωση 4% Piano, female vocal
Στύλ 3% Political, humoI
Διάφορα 2% Coldplay, composers
Προσωπιχά 1% Seen live, Ι own it
Οργανωτιχά 1% Check ont
γία εφαρμογών που επιλέγουν μουσιχή υπόχρουση που σχετίζεται με την διά'l3εση των
χρηστών. Αυτό μπορεί να γίνει μέσω συλλογής ψυχολογιχών, προσωδιχών ή άλλων
στοιχείων όπως τα χαραχτηριστιχά έχφρασης προσώπου. Για παράδειγμα, μπορούμε
να εξοπλίσουμε φορητές συσχευές (π.χ. lnp3 playeIs, χινητά τηλέφωνα) με λειτ­
ουργιχότητα αναγνώρισης συναισ'l3ήματος μουσιχής ώστε να παίζουν πάντα μουσιχή
σύμφωνα με τη διά'l3εση του χρήστη. Επίσης, μπορούμε να δημιουργήσουμε "έξυπν­
ους" χώρους (π.χ. εστιατόρια, χαφετέριες, οιχίες) που επιλέγουν την αναπαραγωγή
χατάλληλης μουσιχής λίστας με βάση τη διά'l3εση των αν'l3ρώπων που βρίσχονται μέσα.
1.2 Προβλήματαστην Αναγνώριση
ΣυναισθήματοςΜουσικής
Κα'l3ώς ο τομέας της αναγνώρισης συναισ'l3ήματος από μουσιχή είναι αχόμα σε αν­
άπτυξη, υπάρχουν διάφορα προβλήματα που πρέπει να αντιμετωπιστούν. Αναφέρουμε
συνοπτιχά τα σημαντιχότερααπό αυτά:
• Ασάφεια περιγραφής συναισ'l3ήματος: Τα αν'l3ρώπινα συναισ'l3ήματα είναι αφηρημένες
έννοιες. Αυτό συμβαίνει γιατί οι άν'l3ρωποι παρόλο που συνή'l3ως αναγνωρίζουν
τα συναισ'l3ήματα τους, δυσχολεύονται να τα εχφράσουν με αχρίβεια χαι στα'l3ερ­
ότητα. Για αυτό το λόγο, το να χα'l30ρίσουμε συγχεχρψένες χατηγορίες ταξινόμ­
ησης είναι ευαίσ'l3ητη χαι με σημαντιχές δυσχολίες διαδιχασία. Το ίδιο συμβαίνει
χαι στη διαδιχασία συλλογής βάσης δεδομένων χα'l3ώς δεν μπορούμε να είμασ­
τε σίγουροι ότι όλα τα άτομα που συμμετείχαν στο σχολιασμό ενός χομματιού
αντιλαμβάνονται το ίδιο συναίσθημα.
• Ύποχεψενιχότητα της συναισ'l3ηματιχής αντίληψης: Η μουσιχή αντίληψη είναι σε
τεράστιο βα'l3μό υποχεψενιχή χαι χα'l30ρίζεται από ποιχίλους παράγοντες όπως
ο χαραχτήρας, η μουσιχή παιδεία, η ηλιχία, το φύλο, οι χοινωνιχές επιρροές χ.ά.
Λόγω αυτής της υποχεψενιχότητας είναι δύσχολο να συσχετίσουμε ένα μουσιχό
χομμάτι με το συναίσ'l3ημα που παράγει με γενιχό χαι αντιχεψενιχό τρόπο.
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1.3 Συναισθημαηχά :Μοντέλα στον Τομέα της Ψυχολογίας
• ΣημασιολογιΧό χάσμα μεταξύ χαραχτηριστιχών ήχου χαι ανθρώπινης αντίληψης
Υπάρχει τεράσηα δυσχολία στο να χατανοήσουμε πώς λειτουργεί η συναισt)η­
ματιχή διέγερση ενός ανθρώπου. Παρά την προσπά'θεια στους τομείς της ψυχολο­
γίας χαι χοινωνιολογίας δε μπορούμε να εντοπίσουμε ποια αχριβώς είναι τα χαραχ­
τηριστιΧά της μουσιχής που επιδρούν συναισ1JημαΤΙΧά σε Χά'θε άνθρωπο. Για αυτό
το λόγο, η δημιουργία ενός συστήματος που προσομοιώνει την ανθρώπινη μουσ­
ιΧή αντίληψη, δεδομένου χαραχτηριστιχών μίας xUΜατoμopφής, είναι περίπλοχη
διαδιχασία που παρουσιάζει σημανηΧές δυσχολίες.
1.3 ΣυναισθηματικάΜοντέλα στον Τομέα της
Ψυχολογίας
Η σχέση συναισθήματος χαι μουσιχής έχει ερευνη'θεί από ψυχολόγους για δεχαετίες.
Σημαντιχό πρόβλημα που τέ'θηχε είναι η xατασxεuή ενός μοντέλου που χαταγράφει
όλα τα δυνατά συναισ'θήματα χαι τη συσχέτιση μεταξύ τους. Η μελέτη αυτών των
μοντέλων είναι πολύ σημαντιχή για την χατασχευή ενός συστήματος αυτόματης αναγ­
νώρισης συναισθημάτων. Τα περισσότερααπό τα συναισ'θηματιΧάμοντέλα μπορούν να
αντιστοιχη'θούνσε μία εχ' των δύο παραΧάτω προσεγγίσεων.
• Κατηγορηματιχή Προσέγγιση (Categorical Approach): Πρόχειται για μοντελο­
ποίηση των συναισ'θημάτωνσε ξεχωριστέςχατηγορίεςμε σχοπό η Χά'θε χατηγορία
να διαφοροποιείται από τις υπόλοιπες. Για να γίνει μια τέτοιου είδους μοντελο­
ποίηση πρέπει να 'θεωρήσουμεότι υπάρχει πεπερασμένοςαρι'θμός συναισ'θημάτων,
τα οποία μπορούν να ομαδοποιη'θούνμε τέτοιο τρόπο ώστε η Χά'θε χατηγορία να
αντιστοιχείσε ένα βασιΧό συναίσ'θημα. Το διασημότεροχατηγορηματιΧόμοντέλο
αναπτύχ'θηχε από την Κ. Henver το 1936[18J χαι αποτελεί χατηγοριοποίηση των
συναισ'θημάτων σε 8 Χλάσεις (βλέπε Σχήμα 1.1). Η Χά'θε Χλάση σχετίζεται με
την γειτονιΧή της χαι διαφοροποιείται περισσότερο από την απέναντί της.
• Συνεχής Προσέγγιση (Dimensional Approach): Μια διαφορετιχή προσέγγιση
στο πρόβλημα είναι η αναγνώρισητων συναισ'θημάτωνδεδομένου της 'θέσης τους
ως προς άξονες που ορίζουν ένα χώρο διαστάσεων. Οι άξονες αυτοί αντισ­
τοιχούν σε έννοιες που υπο'θετιχά όταν συνδυαστούνορίζουν το συνολιΧό εύρος
των αν'θρώπινων συναισ'θημάτων. Η σημαντιχότερησυνεχής αναπαράστασησυν­
αισ'θημάτων ορίζεται από το μοντέλο του Russell που αναπτύχ'θηχε το 1980[33].
Το μοντέλο του Russell αποτελείται από ένα δισδιάστατο χώρο που ορίζεται από
τους άξονες σ'θένους ή τερπνότητας (valence) χαι έντασης διέγερσης (arousal)
(βλέπε Σχήμα 1.2). Ένα αΧόμα δημοφιλές μοντέλο περιλαμβάνει επιπλέον χαι τον
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Η εμπειρία της μουσιχής αχρόασης μπορεί να '0εωρη0εί μια Ίτολυδιάστατηεμπειρία συν­
αισ'0ημάτων. Ο αχροατής μΊτορεί συνή'0ως να Ίταρατηρήσει ότι υΊτάρχει ένα ΊτρότυΊτΟ
συσχέτισης μεταξύ Ίτρόχλησης συναισ'0ημάτωνχαι διαφόρων αχουστιχών χαραχτηρισ­
τιχών. Για Ίταράδειγμα, η συναισ'0ηματιχήδιέγερση (arousal) συνή'0ως σχετίζεταιμε το
ρυ'0μό (αργός / γρήγορος), την τονιχό-ητα (χαμηλή / υψηλή) χαι την ένταση (χαμηλή
/ υψηλή), ενώ το '0ετιχό χαι αρνητιχό σ'0ένος του συναισ'0ήματος (valence) σχετίζεται
Ίτερισσότερο με την αρμονία (συμφωνία / Ίταραφωνία) χαι -ο χλειδί (ματζόρε / μινόρε).
ΕΊτίσης η συναισ'0ηματιχή αν-ίληψη στανίως συνδέεται με μόνο ένα μουσιχό Ίταράγοντα
αλλά με Ίτοιχίλο συνδυασμό τους. Για παράδειγμα, ένα τραγούδι με γρήγορο ρυ'0μό
χαι δυνατές μη αρμονιχές συγχορδίες χα ά Ίτάσα Ίτι'0ανότητα Ίτροχαλεί ένα συναίσ'0ημα
'0υμού/έντασης, ενώ ένα τραγούδι με χαμηλόφωνες αρμονιχές νότες αργού ρυ'0μού
προχαλεί αίσ'0ημα χαλάρωσης/ηρεμίας.
ΌΊτως συνοψίζεται χαι στον Πίναχα 2.1 έχουν εΊτιλεγεί διάφορα χαραχτηριστιχά αΊτό
5 χατηγορίες για εξαγωγή τους αΊτό τα αρχεία ήχου της βάσης δεδομένων. Το χά'0ε
ένα αΊτό αυτά αποτελεί ένα στοιχείο του μονοδιάστατου διανύσματος, το ΟΊτοίο αν­
ΤΙΊτροσωΊτεύει χά'0ε δείγμα μουσιχής Ίτου χρησΨΟΊτοιή'0ηχε. Τα χαραχτηριστιχά Ίτου
εΊτιλέχ'0ηχαν χαλύΊττουν όλο το φάσμα του τετραδιάστατου μοντέλου αντίληψης της
μουσιχής. Συγχεχρψένα, αΊτοτελούνται αΊτό δυναμιχά, ρυ'0μιχά, αρμονιχά χαι φασ­
ματιχά. Κύρια έμφαση δό'0ηχε στα MFCC (Mel FΓequencΥ CeΡstΓal Coeffi.cients), τα
ΟΊτοία αΊτοτελούν Ίτάνω αΊτό το 50% του συνολιχού διανύσματος χαραχτηριστιχών χαι
για αυτό το λόγο τα '0εωρήσαμε ξεχωριστή χατηγορία. Η εξαγωγή των χαραχτηρισ-
ιχών έγινε ανά Ίταρά'0υρο (fΓame based) με μεταβλητό μέγε'00ς (ανάλογα με το είδος
του χαραχτηριστιχού). ΑΊτό το σύνολο των fΓames χρησΨΟΊτοιή'0ηχαν ο μέσος όρος
χαι η τυΊτιχή αΊτόχλιση για μείωση του όγχου δεδομένων. Το συνολιχό μέγε'00ς του
διανύσματος χαραχτηριστιχώνχα-έληξε σε 89 στοιχεία. Το διάνυσμα επιλέχ'0ηχε με
βάση δημοσιεύσειςδιαφόρων ερευνητών Αναγνώρισης Συναισ'0ήματοςΜουσιχής (Μυ­
sic Emotion Recognition - MER) με σημαντιχό ερο άξονα τη δημοσίευση των SaaΓί
χαι Eurola [34]. Για την εξαγωγή των χαραχτηριστιχών χρησΨΟΊτοιή'0ηχε το MIRtool-
box (ν 1.5)[27] για Matlab. Το Ίταρόν χεφάλαιο Ίτεριγράφει τις σημασιολογιχέςέννοιες
αυτών των χαραχτηριστιχώναλλά χαι Ίτως έγινε η εξαγωγή τους.
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Figure 2.1: Εξαγωγή ΧαραχτηριστιχώνMFCC
mirspeceruιn Discrete Cosine(Μετασχηματισμός ι----. Abs >-00 /og ι----. ('Me/') r- TransformFourier)
2.2 Mel Frequency Cepstral Coefficients (MFCC)
Τα MFCC είναι χαραχτηριστιχάπου παρέχουν φασματιχή πληροφορία σημάτων ήχου.
Χρησιμοποιούνταιευρέως στην αναγνώριση φωνής, ομιλητή, αλλά χαι σε εφαρμογές
Εξαγωγής Μουσιχής Πληροφορίας (Music Information Retrieval - MIR) όπως αναγ­
νώριση είδους μουσιχής. Αυτό που χα0ιστά τα MFCC τόσο αποτελεσματιΧά είναι
ότι οι ζώνες συχνοτήτων τοπ0'0ετούνται λογαΡl'l3μιχά πάνω στην Χλίμαχα Mel (Mel
scale), η οποία προσεγγίζει την απόχριση της αν0ρώπινης αχοής πολύ χαλύτερα από
την γραμμιχή χλίμαχα συχνοτήτων.
Σαν πρώτο βήμα για την εξαγωγή των συντελεστών MFCC υπολογίζεται ο μετασ­
χηματισμός FourieI του σήματος. Στη συνέχεια, η απόλυτη τιμή του φάσματος που
προΧύπτει φιλτράρεται με ένα τριγωνιΧό filterbank που αντιστοιχεί στην χλίμαχα Mel
χαι το αποτέλεσμα μετασχηματίζεται με DCT (Discrete Cosine Transform), με αυτόν
τον τρόπο συμπυχνώνεται το μεγαλύτερο ποσοστό της ενέργειας σε λίγους συντελεσ­
τές.
Για την εξαγωγή των MFCC χρησιμοποιή'0ηχε η συνάρτησηmirmIcc() σε Irame de-
composed σήμα με τετραγωνιΧό παρά'0υρο 50ms χαι επιχάλυψη 50%. Επιλέχ'0ηχαν οι
13 πρώτοι συντελεστές ανά παρά'0υρο χαι υπολογίστηχε ο μέσος όρος χαι η διασπορά
αυτών. Επίσης, υπολογίστηχε ο μέσος όρος χαι η διασπορά του delta (lη παράγωγος)
των MFCC. Στο Σχήμα 2.1 συνοψίζεται η διαδιχασία (χαραχτηριστιχά 1-52).
2.3 Δυναμικά Χαρακτηριστικά
Ένα από τα '0εμελιώδηχαραχτηριστιχάτης μουσιχής είναι η ένταση (loudness,intensity).
Η δυνατής έντασης μουσιΧή μπορεί να προχαλέσει ποιΧίλες εχφράσεις της συναισ'0η­
ματιχής έντασης όπως εν'00υσιασμό, υπερένταση, '0υμό χαι χαρά, από την άλλη η απ­
αλή μουσιΧή σχετίζεται με συναισ'0ήματα ηρεμίας, τρυφερότητας, λύπης χαι φόβου.
Τα χαραχτηριστιχά που σχετίζονται με την ένταση τα χατηγοριοποιούμε στο σύνολο
των δυναμιχών χαραχτηριστιχών. Τα χαραχτηριστιχά αυτά σχετίζονται περισσότερο με
το πλάτος του σήματος χα'0ώς αυτό δηλώνει την αντίληψη έντασης ενός αχουστιχού
σήματος (perceived loudness). Η ένταση χαι η αχουστιχή ενέργεια ενός σήματος
σχετίζεται άμεσα με το πλάτος του (amplitude). Το πλάτος ενός αχουστιχού σήματος
είναι η μέτρηση της διαΧύμανσης του μέσου (στο οποίο διαδίδεται) από την χατάσταση
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ισορροπίας του Για παράδειγμα, αυξάνοντας την ένταση σε ένα στερεοφωνιΧό σύσ­
τημα μπορούμε να παρατηρήσουμε την αύξηση της Χίνησης του αέρα προς χαι από το
ηχείο. Αυτό συμβαίνει γιατί αυξάνοντας το πλάτος, αυξή'0ηχε η διατάραξη των μορίων
αέρα μiψoστά από το ηχείο. Τα χαραχτηριστιχά που επιλέχτηχαν για να χα'00ριστεί
η δυναμιχότητα ενός χομματιού είναι τα RMS Energy, Attack tirnc, Attack slope χαι
Lοw-eneΓgΥ rate.
2.3.1 Ενέργεια Ρίζας Μέσου Τετραγώνου
Υπολογίζοντας τον μέσο όρο του πλάτους ενός σήματος δεν μας δίνει απαραίτητα
αρχετή πληροφορία για το πλάτος του. Αν, για παράδειγμα, έχουμε ένα ημιτονοειδές
σήμα, ο μέσος όρος του πλάτους '0α ισούται με μηδέν λόγο της συμμετρίαςτου σήματος
γύρω από τον άξονα του χρόνου. Για αυτό το λόγο η μέτρηση του μέσου όρου του
πλάτους συνή'0ως υπολογίζεται χρησιμοποιώνταςτη Ρίζα Μέσου Τετραγώνου (Root
Mean Square - RMS). Το RMS του πλάτους μας δίνει τη συνολιΧή ενέργεια του
σήματος χαι υπολογίζεται, παίρνοντας τη ρίζα του μέσου όρου του τετραγώνου του
πλάτους.
1 n )1
X rms = - Σχ; = - (xi + x~ + ... + x~),
n i=l n
οπου Χί το πλάτος Χά'0ε δείγματος χαι n ο αρι'0μός των δειγμάτων.
Για τον υπολογισμό του RMS energy χρησιμοποιή'0ηχεη συνάρτησηmirrmsO με frame
decomposed σήμα τετραγωνιχού παρα'0ύρου 50ms χαι 50% επιΧάλυψη. Στη συνέχεια,
υπολογίστηχε ο μέσος όρος χαι η τυπιΧή απόΧλιση των παρα'0ύρων ανά απόσπασμα
(χαραχτηριστιχά 53-54).
2.3.2 Χρόνος Επίθεσης και Κλίση Επίθεσης
Στα μουσιΧάχομμάτιαείναι σύνη'0ες να υπάρχουν σημεία υψηλότερηςέντασης (πλάτους)
τα οποία χα'00ρίζουν συνή'0ως τα μουσιΧά γεγονότα του τραγουδιού (όπως οι νότες).
Ο χρόνος επί'0εσης (attack time) είναι ένα υψηλότερου επιπέδου χαραχτηριστιχό το
οποίο δηλώνει τη διάρχειατου Χά'0ε ενός από τα attacks (δηλαδή των σημείων γρήγορης
εναλλαγής πλάτους) (βλέπε Σχήμα 2.2).
Η Χλίση επί'0εσης (attack slope) μας δίνει την Χλίση από το χαμηλότερο στο υψηλότερο
πλάτος χατά τη διάρχεια των attacks (βλέπε Σχήμα 2.3).
Αυτά τα δύο χαραχτηριστιχάμας περιγράφουν την ομαλότητα/αιχμηρότητα του φαΧέλου
πλάτους (amplitude envelope). Ένας αιχμηρός φάχελος συνή'0ως προχαλεί συναισ­
'0ήματα έχπληξης, '13υμού, χορευτιχής διά'13εσης χ.ά., ενώ ένας ομαλός φάχελος, συν­
αισ'13ήματα που σχετίζονται με την ηρεμία.
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Figure 2.2: Υπολογισμός χρόνου επί'θεσης (από [26])
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Figure 2.3: Υπολογισμός χλίσης επί'θεσης (από [26])
Επνθlope (cen1ered)
time(s)
Για να υπολογιστεί ϊΟ attack time σαν πρώτο βήμα πρέπει να υπολογιστεί ο φάχελος
πλάϊους ϊης χυματομορφής. ΠραΧϊιχά ο φάχελος είναι ϊΟ εξωτεριΧό περίγραμμα του
σήματος χαι έχει μεγάλη χρησιμότητα σϊην ανίχνευση μουσιΧών γεγονότων όπως οι
νότες. Παραχάϊω περιγράφεται η διαδιχασία εξαγωγής του φαχέλου με χρήση φίλ­
τρου. Πρώτα, οι αρνητιχοί λοβοί του σήματος ανταναχλώνται στο πεδίο ϊων 'θΕϊιΧών
με χρήση ϊης συνάρτησης απόλυτης τιμής (abs) του Matlab (full \vave retrification).
Σϊη συνέχεια, το σήμα περνά από ένα χαμηλοπερατόφίλτρο το οποίο εξομαλύνει τα ση­
μεία με μεγάλες διαxUΜάνσεις χαι χρατάει από το σήμα τη μαχροπρό'θεσμηεξέλιξη ϊου.
Το (default) φίλτρο που χρησιμοποιείται είναι ένα IIR με συντελεστή οπισ'θοδρόμ­
ησης. Τέλος, το εξομαλυμένο σήμα δειγματοληπτείϊαι με ρυ'θμό υποδειγματοληψίας
Ν (default Ν=16), χαθώς υπάρχει πλέον υψηλός συσχΕϊισμός μεταξύ συνεχόμενων
δειγμάϊων (βλέπε Σχήμα 2.4).
Το επόμενο βήμα είναι η ανίχνευση των μουσιΧών γεγονότων. Σε αυϊή ϊην φάση
επιλέγονται τα διάφορα τοπιΧά μέγιστα (peaks) πάνω στην xUΜατoμoρφήτου φαΧέλου.
Κά'θε ένα από αυτά αντιστοιχεί σε ένα γεγονός. Τέλος, μετράται ο χρόνος από πι
σϊlγμή που ϊΟ πλάτος αρχίζει να ανεβαίνει μέχρι χαι το peak. Αυτό ϊΟ χαραχτηριστιχό
είναι ο χρόνος επί'θεσης (attack time) ο οποίος μας δείχνει την ομαλότητα.με την οποία
παίζονται οι νότες.
Άλλο ένα χαραχτηριστιχό της φάσης επί'θεσης που χρησιμοποιή'θηχε είναι η Χλίση
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}~igure 2.4: Φά:χ:ελος χυματομορφής του χομματιού [agtime (από [26])
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επί'0εσης (attack slope), που πραχτιχά μας δίνει την χλίση του ευ'0ύγραμμου τμήματος
το οποίο σχηματίζεταιμεταξύ του αρχιχού σημείου της φάσης επί'0εσης χαι του τοπιχού
μέγιστου.
Ο μέσος όρος χαι η τυπιχή απόχλιση αυτών των τιμών χρησιμοποιή'0ηχανστο διάνυσμα
χαραχτηριστιχών (χαραχτηριστιχά55 με 58).
2.3.3 Ποσοστό Χα.μηλής Ενέργεια.ς
Το RMS του πλάτους δεν μας δίνει απαραίτητααρχετή πληροφορίαγια την χατανομήτης
ενέργειας σε ένα δείγμα. Χρησιμοποιώνταςτην χυματομορφή της ενέργειας μπορούμε
να αποφαν'00ύμε εάν η ενέργεια είναι συνεπής χα'0' όλη τη διάρχεια του σήματος ή
εάν εμφανίζονται ασυνέπειες. Ένας τρόπος να χάνουμε αυτή την εχτίμηση είναι να
υπολογίσουμε το ποσοστό χαμηλής ενέργειας (low eneΓgΥ [ate), δηλαδή το ποσοστό
των σημείων που εμφανίζουν μιχρότερη του μέσου όρου ενέργεια.
Για παράδειγμα, στο Σχήμα 2.5 μπορούμε να παρατηρήσουμε ότι λόγω χάποιων σπάνιων
fΓames που εμφανίζουν υψηλή ενέργεια σε σχέση με το υπόλοιπο σήμα, το μεγαλύτερο
ποσοστό των fΓames είναι χάτω από το χατώφλι του μέσου όρου χαι πράγματι, εάν
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υπολογίσουμε το low-energy rate παίρνουμε την τιμή 0.71317.
Ο μέσος όρος ανά τετραγωνιΧό παρά'l3υρο 2s με 50% επιχάλυψη του Low Energy Ratio
χρησιμοποιή'l3ηχε στο διάνυσμα χαραχτηριστιχών (χαραχτηριστιχό 59).
2.4 Ρυθμικά. Χαρακτηριστικά.
Ως ρυ'l3μός μπορεί γενιΧά να οριστεί ''οποιαδήποτε χίνηση που χαραχτηρίζεταιαπό την
οργανωμένη διαδοχή ισχυρών χαι αδύναμων στοιχείων". Στη μουσιΧή ο ρυ'l3μός εχ­
φράζει την οργανωμένη διαδοχή -ων γεγονό-ων που χρησιμοποιούνται, δηλαδή -ων
ήχων χαι των σιωπών. Ένας στα'l3ερός (χανονιΧός) ρυ'l3μός μπορεί να γίνει αντιληπτός
σαν έχφραση χαράς χαι ηρεμίας, ενώ ένας μεταβαλλόμενος (τραχύς) ρυ'l3μός προχαλεί
συναισ'l3ήματαέχπληξης, ανησυχίας, φόβου χ.λ.π. Ο ρυ'l3μός ενός μουσιχού χομματιού
χα'l3ορίζεται από την ταχύτητα (tempo), δηλαδή από το πόσο γρήγορα ή αργά διαδέχε­
ται ένας παλμός (ή χτύπος) τον επόμενο. Η ταχύτητα στη μουσιΧή μετράται συχνά σε
παλμούς ανά λεπτό (beats per minute - bpm), δηλαδή Χάνοντας λόγο για '60 bpm',
εννοούμε 'ταχύτητα που ισοδυναμεί με εξήντα παλμούς το λεπτό'. Το tempo 'ι3εω­
ρείται ο σημαντιχότερος παράγοντας συναισ'l3ηματιχής έχφρασης της μουσιχής. Ένα
γρήγορο χομμάτι μπορεί να προχαλέσει αυξημένη διά'l3εση για δραστηριότητα, έξαψη,
χαρά, ανησυχία, 'ι3υμό, φόβο, ενώ ένα χομμάτι με αργό tempo συνή{}ως δημιουργεί
συναισ'l3ήματα ηρεμίας, λύπης, τρυφερότητας ή ανίας. Τα ρυ'l3μιχά χαραχτηριστιχάπου
επιλέΧ'l3ηχαν είναι τα tempo change, metrical centroid, metrical strength, pulse clarity
χαι event density, -α οποία επιλέΧ'l3ηχαν με βάση την πρόταση του [24].
2.4.1 Κα.μπύλη Ανίχνευσης Γεγονότων
Σαν πρώτο βήμα στην ανάλυσηρυ'l3μού ενός χομματιούπρέπει να υπολογιστείη χαμτύλη
ανίχνευσης γεγονότων (onset detection curve). Τα μουσιΧά γεγονότα σε αυτήν την
χαμπύλη υποδειχνύονται από τα τοnχά μέγιστα (peaks), όπου το ύψος του Χά'l3ε
ενός σχετίζεται με την ενεργειαΧή (ή/χαι φασματιχή) σημασία του γεγονότος. Για
την ανίχνευση της χαμπύλης γεγονότων μπορούμε να αχολου'l3ήσουμε δύο βασιχές
χατευ'l3ύνσεις. Η πρώτη είναι να υπολογίσουμε αρχιΧά τον φάχελο πλάτους (βλέπε
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Fignre 2.6: Αυτοσυσχέτισηενος στιγμιότυπου τρομπέτας (από [2G])






Ενότητα 2.3.2) που μας δίνει την γενιχή εξέλιξη της ενέργειας στο χρόνο, ενώ η
δεύτερη να υπολογίσουμε τη φασματιχή ροή (spectral flux), δηλαδή να αξιολογήσουμε
την απόσταση μεταξύ διαδοχιχών στιγμών σε σχέση με τη φασματιχή χατανομή.
2.4.2 Αυτοσυσχέτιση
Ο ρυ'l3μός σχετίζεται με την περιοδιχότηταενός σήματος. Για το λόγο αυτό πολύ χρήσ­
ιμη για τη μελέτη του ρυ'l3μού είναι η συνάρτησηαυτοσυσχέτισης (antocoHelation). Η
αυτοσυσχέτισηενός σήματος υπολογίζετε από τη σχέση:
Rxx(j) = ΣΧnΧn-j,
n
όπου X n το πλάτος του σήματος τη χρονιχή σηγμή n, ενώ .Xn-j το πλάτος του σήματος
τη χρονιχή στιγμή n-J.
Για μία δεδομένη χα'l3υστέρηση (lag) j, η αυτοσυσχέτισηισούται με το γινόμενο σημείο
προς σημείο του σήματος με μία μεταχινημένη εχδοχή του σήματος χατά j. Για χά'l3ε
χα'l3υστέρηση j παίρνουμε την χαμπύλη αυτοσυσχέτισης όπου οι χορυφές (peaks), μας
δίνουν τις χα'l3υστερήσεις στις οποίες το σήμα εμφανίζει μεγαλύτερη περιοδιχότητα
(βλέπε Σχήμα 2.6).
2.4.3 Τττολογισμός Περιοδικότητα.ς
Ο ρυ'l3μός ενός χομματιού σχετίζεται με την περιοδιχότηταστην αλληλουχίατων peaks
της χαμπύλη γεγονότων. Αυτή η περιοδιχότητα μπορεί να ανιχνευτεί μέσα από τον
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υπολογισμό της συνάρτησης αυτοσυσχέτισης σε συνεχόμενα μεγάλα [rarnes ( μεριχών
δευτερολέπτων) στην χαμπύλη γεγονότων. Για παράδειγμα, εάν έχουμε ένα χομμάτι με
teωΡΟ 120 bΡω, δηλαδή 2 παλμών ανά δευτερόλεπτο, η συνάρτηση αυτοσυσχέτισης 'ι3α
μας δώσει υψηλή αυτοσυσχέτιση μετά από 0.5 s, όπως επίσης χαι μετά από 15, 1.5 s χλ;τ.
Ένας τρόπος λοιπόν να εξάγουμε το teωΡΟ είναι να επιλέξουμε το υψηλότερο peak
από ένα φάσμα επαναλαμβανόμενωνπαλμών (συνή'l3ως μεταξύ 40 χαι 200 bprn) χαι να
το 'ι3εωρήσουμε ως το επιχρατέστερο. Ο χύριος περιορισμός αυτής της με'l3όδου είναι
ότι, εάν στην τοπιχή εξέλιξη ενός χομματιού δίνεται έμφαση σε διαφορετιχά μουσιχά
μέτρα, η ανίχνευση teωΡΟ 'ι3α μεταβαίνει συνέχεια από ένα bΡω σε άλλο (στην μισή
ταχύτητα ή στην διπλάσια ταχύτητα). Αυτό το πρόβλημα είναι πολύ πι'l3ανό χα'l3ώς στη
μουσιχή οι μεταβάσεις σε μισής (ή διπλάσιας) ταχύτητας γεγονότα είναι συνη'l3ισμένες.
Μία λύση σε αυτό το πρόβλημα είναι η ανίχνευση πολλαπλών μέτρων χαι η αξιολόγηση
τους σύμφωνα με την ισχύ τους στην διάρχεια του δείγματος. Τα διάφορα μέτρα
τοπο'l3ετούνται σύμφωνα με την ισχύ τους σε επίπεδα τα οποία ονομάζονται μετριχά
επίπεδα (ωetrίcaΙ levels).
2.4.4 Τέμπο και Αλλαγή Τέμπο
Όταν ολοχληρω'l3εί η χατασχευή της μετριχής δομής, ένα επίπεδο επιλέγεται ως το
χυρίαρχο μετριχό επίπεδο. Αυτή η αξιολόγηση γίνεται σύμφωνα με το μεγαλύτερο
συνολιχό ά'l3ροισμα των σχορ της αυτοσυσχέτισης ανά μετριχό επίπεδο ξεχωριστά.
Πάνω στο χυρίαρχο μετριχό επίπεδο επιλέγεται το teωΡΟ, δηλαδή ο αρι'l3μός των peaks
(στο συγχεχριμένο μετριχό επίπεδο) στην διάρχεια ενός λεπτού (bΡω). Βέβαια η
επιλογή του χυρίαρχου μέτρου παραμένει υποχειμενιχή χαι το teωΡΟ αυτό xa'l3' αυτό
δεν μας δίνει απαραίτητα αρχετή πληροφορία για την εμπειρία της μουσιχ'ής αχρόασης.
Αντί αυτού ως χαραχτηριστιχό στην παρούσα εργασία επιλέχ'l3ηχε η αλλαγή του teωΡΟ
στην χα00ρισμένη διάρχεια (teωΡΟ change). Η αλλαγή του teωΡΟ υπολογίζει την
αλλαγή στο teωΡΟ ανάμεσα σε διαδοχιχά f"raωes εχφρασμένη σε λογαρι{}μιχή χλίμαχα
(βλέπε Σχήμα 2.7).
Τα χαραχτηριστιχά 60 - 61 είναι ο μέσος όρος χαι η τυπιχή απόχλιση του teωΡΟ change
για f"raωe decοωΡοsed σήματα τετραγωνιχού παρα'l3ύρου 2s με hop 50%.
2.4.5 Μετρικό κεντροειδές και Μετρική Ισχύς
Ένα σημαντιχό στοιχείο αντίληψης του ρυ'l3μού είναι ότι ορισμένα μετριχά επίπεδα
είναι πιο ισχυρά από άλλα. Η μέ'Ι30δος που επιλέχ'l3ηχε για την εξαγωγή αυτού του
χαραχτηριστιχούείναι ο υπολογισμός του χεντροειδούς (centroid) ενός πλή'l3ους μετ­
ριχών επιπέδων. Τα επίπεδα αυτά επιλέγονται σύμφωνα με την ισχύ τους, δηλαδή το
σχορ της αυτοσυσχέτισης. Για χά'l3ε fraωe επιλέγεται το χυρίαρχο μετριχό επίπεδο
χαι υπολογίζεται το χεντροειδές χρησιμοποιώντας ως βάρος το αντίστοιχο σχορ της
αυτοσυσχέτισης. Η συνολιχή χαμπύλη των χεντροειδών αναπαριστά την εξέλιξη της


























Ένα αΧόμα σημαντιΧό χαραχτηριστιχό της μετριχής δραστηριότητας είναι η ισχύς του
χυρίαρχου μέτρου. Ένα χομμάτι με ισχυρό χυρίαρχο μέτρο δείχνει ότι έχει ξεχά'0αρο
ρυ'0μιχό τονισμό, ενώ χαμηλή μετριχή ισχύς δείχνει ένα χομμάτι με πιο αφηρημένο
(τραχύ) ρυ0μό. Η μετριχή ισχύς υπολογίζεται απλά ως το μεγαλύτερο ά'0ροισμα των
σχορ αυτοσυσχέτισηςαπό όλα τα μετριχά επίπεδα (βλέπε Σχήμα 2.8).
Τα χαραχτηριστιχά 62 - 65 είναι ο μέσος όρος χαι η τυπιΧή απόΧλιση του metΓical
centroid χαι metrical strengt11 για f'rame decomposed σήματα τετραγωνιχού παρα­
'0ύρου 2s με hop 50%.
2.4.6 Κα.θα.ρότητα. Πα.λμών
Η χα'0αρότητα των παλμών (pulse clarity) είναι ένα υψηλού επιπέδου χαραχτηριστιχό
το οποίο δηλώνει πόσο εύχολα γίνεται αντιληπτός ο ρυ'0μός ενός χομματιού. Ίπάρ­
χουν διάφορες χατευ'0ύνσεις για τον υπολογισμό του pulse clarity. Στην παρούσα
εργασία χρησιμοποιή'0ηχε η πρόταση των Olivier Lartillot, Tuomas Eerola για εξαγ­
ωγή του pulse clarity μέσω της ανάλυσης συνάρτησης αυτοσυσχέτισηςτου χομματιού
[25]. Συγχεχριμένα, ως χα'0αρότητα του παλμού παίρνουμε το μέγιστο της χαμπύλης
αυτοσυσχέτισης του φαχέλου πλάτους του σήματος (βλέπε Σχήμα 2.9).
Το χαραχτηριστιχό 66 είναι το pulse clarity για όλη τη διάρχεια του σήματος.
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Figure 2.8: Μετριχό χεντροειδές χαι Μετριχή ισχύς (από [26])













Figure 2.9: Το μέγιστο (μαύρος ΧύΧλος) της συνάρτησης αυτοσυσχέτισηςμας δίνει














Τέλος, ως ένδειξη της ταχύτητας ενός χομματιού μπορούμε να χρησιμοποιήσουμετη
μέση συχνότητα των γεγονότων ανά frame από την χαμπύλη γεγονότων. Αυτό το
χαραχ-ηριστιχό ονομάζεται πυχνό-η α γεγονότων (event density).
Το χαρακτηριστιχό 67 είναι το event density για όλη -η διάρχεια του σήμα ος.
2.5 Φασματικά. Χαρακτηριστικά.
Τα σημαντικότερα φασματιχά χαραχτηριστικάόπως ήδη αναφέρi3ηχε είναι τα MFCC,
όμως διαφορετιχές αναλύσεις πάνω στο φάσμα της χυματομορφής μπορούν να μας
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δώσουν χρήσιμη πληροφορία για τη χροιά και το χρώμα ενός κομματιού. Παρακάτω
δίνεται περιγραφή και ανάλυση αυτών των χαρακτηριστικών.
Για την εξαγωγή των παρακάτω χαρακτηριστικών τα αποσπάσματα χωρίστηκαν σε
παρά'0υρα 46ms με 50% ΕΠικάλυψη. Σαν τελικά χαρακτηριστικά χρησιμοποιή'0ηκαν ο
μέσος όρος και η τυπική απόκλιση των zero crossing rate, rolloff"85, centroid, entropy
και irregularity, ενώ μόνο ο μέσος όρος χρησιμοποιή'0ηκεστα sprea(l, skeν/ness, flux
και fiatness (χαρακτηριστικά68 - 81).
2.5.1 Ρυθμός Μηδενικής Διασταύρωσης
Το zero crossing rate είναι ένα χαρακτηριστικό που μας δείχνει πόσες φορές η κυ­
ματομορφή πέρασε τον άξονα του χρόνου (άλλαξε πρόσημο). Το zero--cross [ate μιας
κυματομορφής χρησιμοποιείται συχνά για τη διάκριση μεταξύ '00ρύβου, ομιλίας και
μουσικής. Συνή'0ως, η τιμή του είναι υψηλή για 'θόρυβο και ομιλία, μέτρια για μουσική
με φωνητικά και χαμηλή για ορχηστρική μουσική.
2.5.2 Φασματική ΚύΛιση
Ένας από τους τρόπους για την εκτίμηση της ποσότητας των υψηλών συχνοτήτων
ενός σήματος είναι να εντοπίσουμε την συχνότητα που ένα συγκεκριμένοποσοστό της
συνολικής ενέργειας περιέχεται από αυτή τη συχνότητα και κάτω. Αυτό το ποσοστό
είναι συνή'0ως το 85% (στα'0εΡοποιή'0ηκεαπό τους Tzanetakis και Cook, 2002). Αυτό
το χαρακτηριστικό ονομάζεται roll-off και είναι μια εκ των δύο εναλλακτικών για τον
εντοπισμό της ενέργειας υψηλών συχνοτήτων έναντι της με'0όδου που κρατάει μία





Το φασματιχό χεντροειδές (sΡectΓaΙ centΓOid) δείχνει που βρίσχεται το χέντρο βάρους
ενός φάσματος χαι έχει άμεση σχέση με τη φωτεινότητα (bΓίghtness) ενός αχουστιχού
σήματος. Έστω, Xi(k), k = 1 ... ,Ν , οι συντελεστές του διαχριτού μετασχηματισμού
FοιπίeΓ (DFT) του ί-οστού βραχυπρό'l3εσμουπαΡα'1%ρου, όπου Ν είναι το μήχος του
παρα'l3ύρου. Το φασματιχό χεντροειδές C i του 'ί-οστού παρα'l3ύρου ορίζεται ως το
χέντρο βάρους του φάσματος, δηλαδή:
C _ Σt'=l (k + 1)Xi (k)
ι - Σt'=l Xi(k)
2.5.4 Φα.σμα.τική Έκτα.ση
Η φασματιχή έχταση (spectIal sΡΓead) μας δίνει το εύρος ζώνης του φάσματος. Πραχ­
τιχά περιγράφειτη διασποράτου φάσματοςγύρω από το χεντροειδές. Υψηλή φασματιχή
έχταση είναι αλληλένδετη με μεγάλο εύρος συχνοτήτων σε ένα χομμάτι.
2.5.5 Φα.σμα.τική λοξότητα.
Η φασματιχή λοξότητα (spectIal skewness) περιγράφει τη συμμετρία του φάσματος
συχνοτήτων. Θετιχή τιμή της λοξότητας δείχνει ότι το χομμάτι τείνει προς τις υψηλές
συχνότητες ενώ αρνητιχή προς τις χαμηλές.
2.5.6 Εντροττία.
Στη 'ι3εωρία πληροφορίας η εντροπία είναι ένα μέγε'l30ς το οποίο ορίζει την ποσότητα
αβεβαιότητας μιας τυχαίας μεταβλητής. Υπολογίζεται από την εξίσωση του Sllannon:
n
Η(Χ) = - ΣΡ(Χi) logbP(xi),
i=l
όπου P(Xi) είναι η συνάρτηση πυχνότητας πι'l3ανότητας της μεταβλητής Xi.
Ο υπολογισμός της εντροπίας σε ένα φάσμα συχνοτήτων μας δίνει την προβλεψιμότητα
του φάσματος. Για παράδειγμα, εάν έχουμε ένα φάσμα που είναι εντελώς επίπεδο, η
εντροπία του 'ι3α είναι μέγιστη χα'l3ώς μοντελοποιείται σε μία χατάσταση όπου έχουμε
ίδια πι'l3ανότητα για χά'l3ε συχνότητα (άρα ελάχιστη προβλεψιμότητα). Αντί'l3ετα, εάν
έχουμε ένα φάσμα με μία χορυφή που χυριαρχεί έναντι των άλλων, τότε 'ι3α έχουμε
ελάχιστη εντροπία, χα'l3ώς 'ι3α περιμένουμε το μεγαλύτερο μέρος των σημείων να χινείται
σε αυτή τη συχνότητα.
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Fignre 2.11: Φάσμα χαι φασματιχή ροή (από [26])
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Η φασματιχή ροή (SΡectΓa1 fJux) είναι ένα μέγε'00ς ϊΟ οποίο μεψάει πόσο γρήγορα ϊΟ
φάσμα ενός σήμαϊος αλλάζει. Μπορούμε να υπολογίσουμε ϊη φασματιχή ροή ως ϊην
απόσϊαση ϊων συχνΟϊήϊων μπαξύ διαδοχιχών fΓames (βλέπε Σχήμα 2.11).
2.5.8 Φασματική ομαλότητα
Η φασματιχήομαλόϊψα (SΡectΓa1 flatness / wieneI" entropy) περιγράφει εάν ένα φάσμα
είναι ομαλό ή οδονϊωϊό (spikey). Ένα ομαλό φάσμα σημαίνει ότι περιέχει σε ίδιο
βα'0μό όλες ης συχνόϊψες οπόπ προσεγγίζει ϊΟ λεuχό '0όρυβο, ενώ ένα οδονϊωϊό
δείχνει όη η περισσόπρη ενέργεια περιέχεϊαι σε μιχρο εύρος ζώνης συχνΟϊήϊων χαι
άρα προσεγγίζει περισσόπρο μια μίξη ημπονοειδών σημάϊων. Ίπολογίζπαι από ϊην
αναλογία ϊου γεωμεψιχού χαι ϊου αρι'0μψιχού μέσου όρου:
F1atness =
2.5.9 Παρατυπία
_ exp (-ft Σ~,:οl 1n X n )
1 ΣΝ-ΙΝ n=O X n
Η παραϊυπία (ίπegu1aΓίtΥ) ενός φάσμαϊος δηλώνει ϊΟ βα'0μό ϊης μπαβολής ϊου φάσ­
μαϊος μπαξύ διαδοχιχών χορυφών. Ίπολογίζπαι ως ϊΟ συνολιχό ά'0ροισμα ϊου Πϊ­
ραγώνου ϊης διαφοράς ϊου πλάϊους γεΙϊονιχών χορυφών (Jensen 1999):
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όπου αk το πλάτος της k-ιοστής χορυφής χαι Ν το σύνολο των χορυφών.
2.6 Αρμονικά Χαρακτηριστικά
Ένα από τα πιο σημαντιχά χαραχτηριστιχάστην εμπειρία της μουσιχής αχρόασης είναι
η αρμονία. Ως αρμονία ορίζουμε τον διαφορετιχό τρόπο που συνδέονται οι διαφορε­
τιχές νότες (pitches) ή συγχορδίες. Οι συγχορδίες είναι σετ διαφορετιΧών νοτών (δύο
ή περισσότερες) που παίζονται ταυτόχρονα. Η βάση χά'0ε συγχορδίας είναι μια χλί­
μαχα, δηλαδή μια αλληλουχία τόνων που ανεβαίνουν σε συχνότητα. Στη '0εωρία της
δυτιχής μουσιχής υπάρχουν δύο '0εμελιώδεις τύποι συγχορδιών, οι μείζονες συγχορδίες
(ματζόρε) χαι οι ελάσσονες (μινόρε). Αυτές οι συγχορδίες αποτελούνται από 3 νότες
(την 1η, την 3η χαι την 5η της Χλίμαχας). Η 1η ονομάζεται Τονιχή χαι δίνει το όνομα
της συγχορδίας. Η 3η (Μέση) χα'00ρίζει εάν η συγχορδία είναι μείζονα ή ελάσσονα.
Η 5η ονομάζεται Δεσπόζουσα. Οι μείζονες τείνουν να δημιουργούν '0ετιχά συναισ­
'0ήματα (χαρά, ευ'0υμία, χ.ά.), ενώ οι ελάσσονες συνή'0ως τείνουν προς την αντί'0ετη
χατεύ'0υνση (λύπη, ένταση, χ.ά.). Παραχάτω περιγράφονται διάφορα χαραχτηριστιχά
που μπορούμε να εξάγουμε σχετιχά με την αρμονία ενός ήχου όπως η τονιχότητα (key) ,
δηλαδή τον τόνο που προσεγγίζει, ή όπως τον τρόπο (mode), δηλαδή αν προσεγγίζει
τις μείζονες ή τις ελάσσονες συγχορδίες. Επίσης, περιγράφεται πως μπορούμε να εξ­
άγουμε την τραχύτητα ενός ήχου χαι την δυσαρμονία του.
2.6.1 Χρωμόγραμμα
Σαν πρώτο βήμα για την προσέγγιση της τονιχότητας ενός χομματιού μπορούμε να
υπολογίσουμε το χρωμόγραμμα του. Το χρωμόγραμμα (ChΓOmagram ΟΓ Harmonic
lJitch Class PIOfile - HPCP) δείχνει την χατανομή της ενέργειας σε συγχεχριμένους
μουσιχούς τόνους. Συγχεχριμέναείναι η προβολή του φάσματος πάνω σε 12 ξεχωρισ­
τά επίπεδα που αναπαριστούν τα 12 ημιτόνια της ισομερώς χατανεμημένης οχτάβας της
δυτιχής μουσιχής. Στο χρωμόγραμμα δε λαμβάνεται υπόψη η απόλυτη συχνότητα αλλά
η χατανομή της στα ημιτόνια της οχτάβας. Για παράδειγμα, frames με συχνότητα γύρω
στα 440 ΗΖ (C4) χαι 880 ΗΖ (C5) προβάλλονται στο χρωμόγραμμα πάνω στον τόνο
Ντο (C). Για τον υπολογισμό του χρωμογράμματος υπολογίζεται το φάσμα σε λογαρ­
ι'0μιχή χλίμαχα με επιλογή των 20 υψηλότερων dB χαι με περιορισμό συγχεχριμένου
εύρους συχνοτήτων που αντιστοιχούν σε αχέραιο αρι'0μό τόνων (12 ημιτόνια). Πριν
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2.6.2 Ισχύς Τονικότητας, ΚαθαρότηταΤονικότητας και
Τρόπος
Όπως αναφέρ'0ηχεστον πρόλογο, στη δυτιΧή μουσιχή υπάρχουν δύο βασιχές χατηγορι­
οποιήσεις συγχορδιών, οι Μείζονες ή Ματζόρε (Major) χαι οι Ελάσσονες ή Μινόρε
(ΜίnΟΓ). Η ισχύς της τονιΧότητας (key strength) μας δίνει ένα σχορ μεταξύ -1 χαι
1 για χά'0ε μια από τα δύο είδη συγχορδιών, χα'0ώς χαι τον επιχρατέστερο τόνο (από
τα 12 ημιτόνια). Η ισχύς της τονιχότητας υπολογίζεται συγχρίνοντας το χρωμόγραμμα
με 24 μινόρε χαι ματζόρε προφίλ (C Major, C ΜίnΟΓ, C# Major, C# minor, D Ma-
.jor, χ.ο.χ.). Συγχεχριμένα [16], υπολογίζεται η διασυσχέτιση (cross-conelation) του
χανονιχοποιημένουχρωμογράμματοςμε αντίστοιχαπροφίλ τα οποία περιέχουν 12 τιμές
που αντιστοιχούν σε βαθμολόγηση χά'0ε τόνου ανά συγχορδία (βλέπε Σχήμα 2.13).
ΚeyStrengt1l(i, j) = τ(ΗPCP, K(i, j)),
όπου HPCP είναι το χρωμόγραμμα, K(i,j) είναι το προφίλ της Χλίμαχας, i = 1,2,
(όπου 1 αναπαριστά το Ματζόρε χαι 2 το Μινόρε προφιλ), j = 1... 12 για τις 12 πι'0ανές
τονιχές.
ιπολογίζοντας το μέγιστο χαι των δύο χαμπυλών του key strength ανά στιγμή μπορούμε
να υπο'0έσουμε την χυρίαρχη τονιχότητα στη δεδομένη στιγμή (dominant key). Αχο­
λου'0ώντας την ισχύ της χυρίαρχης τονιχότητας στη διάρχεια του frame παίρνουμε την
χαμπύλη της διαύγειας της συγχορδίας (key clarity). Το key clarity μας δίνει πόσο
"χα'0αρά" διαχρίνονται οι συγχορδίες σε ένα frame (βλέπε Σχήμα 2.14).
Ο τρόπος (mode ή αλλιώςmajorness) ενός αποσπάσματοςαναπαριστάμια βα'0μολόγηση
μεταξύ -1 χαι 1 για το πόσο ματζόρε είναι ένα χομμάτι. Όσο πιο χοντά στο 1 τόσο πιο
ματζόρε είναι, ενώ όσο πλησιάζει στο -1 τόσο πιο μινόρε. Από default η στρατηγιχή
που αχολου'0είται είναι να υπολογιστεί η υψηλότερη τιμή στην χαμπύλη του ματζόρε




Figure 2.13: Παράδειγμα διασυσXέϊtσης ισχύος χλειδιού: StIing QHarLet Ορ. 30 Ι
Moderato, [roω ΑΓΩοld Schoel!bcIg (από [16])
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2.6.3 Τονικό Κεντροειδές κα.ι Hcdf
Στη δυτιχή μουσιχή μία συγχορδίαορίζεται (συνή'l3ως) από 3 νότες, από την χαμηλότερη
στην υψηλότερη αυτές ονομάζονται:
• ρίζα ή τονιχή
• τρίτη [μεγάλη (+ 4 ημιτόνια) ή μιχρή (+3 ημιτόνια)]
• πέμπτη [ελαττωμένη(+6 ημιτόνια),χα'l3αρή(+7 ημιτόνια) ή αυξημένη(+8 ημιτόνια)
Η αρμονιχή συσχέτιση αυτή μπορεί να παραστα'l3εί γεωμετριχά από ένα άπειρο δίχτυο
που ονομάζεται tonnetz (Euler,1739) όπου οι χοντινότεροι χόμβοι αναπαριστούν αρ­
μονιχή συσχέτιση χαι διαφορετιΧές χατασχευές στο grid αναπαριστούν διαφορετιχές
συγχορδίες.
Παίρνοντας 12 χόμβους του tonnetz (12 ημιτόνια απο το C έως Β) χαι αναπαρισ­
τώντας τους σε ένα 6-διάστατο χώρο μας δίνεται η δυνατότητα να μοντελοποιήσoUΜε
ένα συνu0ύλεuμα απο τόνους (π.χ. μία συγχορδία) ως ένα 6-διάστατο σημείο, το οποίο




Figure 2.14: Παράδειγμα ισχύος τονιχότητας, τονιχότητας χαι χαθαρότητας
τονιχότητας (από [26J)
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Figure 2.15: Παράδειγμα υπολογισμού τρόπου (από [26])
διάστατο χώρο, είναι χρήσιμο να φανταστούμε τρεις δισδιάστατους χύχλους συντεταγ­
μένων όπου χά'θε ένας αντιστοιχεί στις τονιχές αποστάσεις πέμπτης, τρίτης μεγάλης
χαι τρίτης μιχρής (βλέπε Σχήμα 2.17).
Για τον υπολογισμό του τονιχού χεντροειδούς, σαν πρώτο βήμα, υπολογίζουμε το
χρωμόγραμμα c της στιγμής που αναλύουμε χαι στη συνέχεια το πολλαπλασιάζουμε με
τον πίναχα μετασχηματισμού Φ, χανονιχοποιώντας ως προς την L1 νόρμα του c:
ο::; d::; 5
με ο::; l ::; 11 '
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Figure 2.17: Οπτιχοποίηση το\) 6-D τονιχού χώρο\) ως τρείς χύχλοι. Από αριστερά
προς τα δεξιά: Πέμπτης, Τρίτης μιχρής, Τρίτης μεγάλης. Το σημείο Α είναι τονιχό
















οπο\) d, η διάσταση πο\) \)πολογίζο\)με, Ι το διάν\)σμα χρώματος πο\) χρησιμοποιήται
χαι Φ = [φο, φι, ... , φιι],
όπο\)
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Οι τιμές των 1'1 ,Τ2 χαι 1"3 αντιπροσωπεύουν τις αχτίνες των τριών χύχλων του Σχήματος 2.17
χαι έχουν τις τιμές 1, 1 χαι 0.5 αντίστοιχα, δίνοντας μιχρότερη τιμή στον χύχλο της
τρίτης μιχρής.
Το τονιχό χεντροειδές μπορεί να χρησιμοποιηθεί για να εντοπίσουμε αλλαγές στην αρ­
μονία στη διάρχεια ενός f'rame. Το HCD!" (n (ΗaΓmοnίcChange Detection f'unction)
είναι ο ρυθμός αλλαγής ενός τονιχού χεντροειδούς. Συγχεχριμένα, είναι η ευχλείδεια
απόσταση μεταξύ των διανυσμάτων (n-i χαι (n+ ι:
5
(n =. Σ[ζn+ι (d) - (n-i (d) ]2
d=O
Για παρά'θυρο 1s χαι επιχάλυψη 50% υπολογίστηχε το mode, το key clarity χαι το
l1cdfΌ Ο μέσος όρος τους χαι η τυπιχή απόχλιση του mode χαι του key cΙaΓitΥ, χα'θώς
χαι ο μέσος όρος του hcdf' επιλέχ'θηχαν ως χαραχτηριστιχά (82-86).
2.6.4 Τρα.χύτητα.
Η τραχύτητα (RΩughness / senSΟΓΥ dissonance) ενός ήχου είναι η αίσ'θηση διαχύμανσης
της έντασης λόγω συγχρούσεωνηχητιχών χυμάτων που είτε είναι δημιουργιχές (η φάση
του ενός προσεγγίζει τη φάση του άλλου), είτε χαταστροφιχές (οι φάσεις τους έχουν
διαφορά χοντά στις 1800). Οι Plomp and Levelt (1965) πρότειναν μία προσέγγιση της
τραχύτητας σε σχέση με την απόσταση των συχνοτήτων δύο ημιτονοειδών χυμάτων
(βλέπε Σχήμα 2.18).
Μία από τις δημοφιλέστερεςεξισώσεις για τον υπολογισμό της τραχύτητας δύο ημιτονοειδών
συχνοτήτων fι χαι 12 είναι η παραχάτω (Sethares, 1998) :
όπου b} = 3.5 , b2 = 5.75 χαι 5 = X/(51fι + 52),
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με .Τ = 0.24,81 = 0.0207, 82 = 18.96 .
ιπολογίζουμε την τραχύτητα ενός δείγματος χρησιμοποιώντας όπου fΊ χαι '/2 τον μέσο
όρο όλων των πι'0ανών ζευγαριών peaks απο την ανίχνευση peaks του φάσματος.
2.6.5 Δυσαρμονία
Ατιόηχοι (oveltones) ονομάζονται οι υψηλότερες, ατιό την χεντριχή, συχνότητες τιου
τιαράγονται λόγω ταλαντώσεων. Όταν αυτές οι συχνότητες είναι αΧέραια τιολλατιλάσια
της χεντριχής συχνότητας ονομάζονται αρμονΙΧές. Όργανα που παράγουν αρμονιΧές
είναι το τιιάνο, το βιολί ή (σε πολύ αισ'0ητό βα'0μό) το ινδιΧό σιτάρ, ενώ όργανα που
παρεχχλίνουν οι ατιόηχοι τους από τις αρμονιΧές είναι τα χρουστά ή τα χάλχινα. Η
δυσαρμονία (inhaΓ1110nicitΥ) ενός ήχου είναι ο βα'0μός που οι ατιόηχοι που παράγονται
αποΧλίνουν από τις αρμονιχές. Σαν χαραχτηριστιχό, η δυσαρμονία μετράται σε χλί­
μαχα από το Ο έως το 1 χαι υτιολογίζεται ως το ποσοστό της ενέργειας που βρίσχεται
εχτός των αΧέραιων παραγώγων της χυρίαρχης συχνότητας. Η χυρίαρχη συχνότητα
υπολογίζεται από ετιιλογή του peak της χαμπύλης αυτοσυσχέτισηςτου φάσματος.
Για μέγε'00ς παρα'0ύρου 46111S χαι 50% hop υπολογίστηχε η τραχύτητα χαι η δυσαρ­
μονία. Ο μέσος όρος τους χαι η τυτιιΧή απόΧλιση του inhaΓ1110nicitΥ είναι τα χαραχ­
τηριστιχά 87-89.
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Στα προβλήματα αναγνώρισης προτύπων σημαντιΧό ρόλο παίζει η χρήση του χατάλληλου
ταξινομητή, δηλαδή του αλγορί'0μου που επιλέγει σε ποιά χατηγορία (Χλάση) ανήχει
χά'0ε ένα από τα δείγματα. Σε αυτό το χεφάλαιο '0α γίνει συνοπτιχή αναφορά στις
σημαντιχότερες χατευ'0ύνσεις ταξινόμησης στο πεδίο της ανάχτησης μουσιχής πληρο­
φορίας χαι στη συνέχεια αναλυτιΧή περιγραφή των ταξινομητών που χρησψοποιή'0ηχαν
στα πειράματα (Gaussian Mixture Model χαι Support Vector Machine).
3.2 Κατηγορίες Ταξινόμησης σε Συστήματα
Αναγνώρισης Μουσικού Συναισθήματος
Στο πεδίο της αναγνώρισης συναισ'0ήματος σε μουσιχή (Mnsic Elllotion Recognition
- MER) έχουν χρησψοποιη'0είποιΧίλες στρατηγιΧέςχατηγοριοποίησηςμε διαφορετιχά
'0Ετιχά χαι αρνητιχά η Χά'0ε μια.
Η δημοφιλέστερη προσέγγιση ταξινόμησης λόγω της επιτυχίας χαι της απλότητάς της
είναι η χατηγορηματιΧή ταξινόμηση σε έναν αρι'0μό χλάσεων συναισ'0ημάτων (π.χ.
χαρά, ηρεμία, φόβος, λύπη). Σε αυτά τα συστήματα οι ταξινομητές που δείχνουν να
λειτουργούνχαλύτερα είναι οι k-Nearest Neighbonr (k-NN), Snpport Vector Machine
(SVM) χαι Ganssian Mixtnre Model (GMM)[? ]. Το σημαντιχότερο μειονέχτημα
της χατηγορηματιχής προσέγγισης είναι η δυσχολία της ανά'0ωης ενός χομματιού σε
μία μόνο χλάση συναισ'0ήματος χα'0ώς η μουσιΧή προχαλεί μια πολυδιάστατη εμπειρία
συναισθημάτων. Ως λύση σε αυτό το πρόβλημα έχουν προτα'0εί διάφορες προσεγγίσ­
εις, όπως ταξινόμηση σε περισσότερες της μίας Χλάσης (llllllti-label classification),
ασαφής ταξινόμηση (fnzzy classification) χαι παλινδρόμηση συναισ'0ήματος (elllotion
regression) .
Στην ταξινόμηση σε πολλές Χλάσεις (llllllti-label classification) τα παραδείγματα ΕΧ­
παίδευσης ανατί'0ενται σε περισσότερες της μίας χλάσης χαι στη συνέχεια γίνεται η
ΕΧπαίδευσή τους με χάποιο ταξινομητή πολλαπλών Ετιχετών (llllllti-label classifier).
Ο ταξινομητής με τα χαλύτερα αποτελέσματα, σύμφωνα με την βιβλιογραφία, είναι ο
Calibrated Label Ranking SVM (CLRsVM )[? ].
Στα συστήματα ασαφούς ταξινόμησης (fuzzy classification) γίνεται χατηγοριοποίηση
των παραδειγμάτωνσε ασαφή διανύσματα (fnzzy vectors), τα οποία δείχνουν τη σχετιχή
35
Κεφάλαιο 3 Ταξινομητές
ισχύ των συναισι3ημάτων σε έναν αΡl'l3μό από χλάσεις. Για παράδειγμα, ένα ασαφές
διάνυσμα [0.1, 0.0, 0.8, 0.1] υποδειχνύει σχετιχή ισχύ για το συναίσ't3ημα που αντι­
προσωπεύει η τρίτη χλάση. Οι δημοφιλέστεροι ταξινομητές ασαφούς λογιχής είναι οι
}'ΙΙΖΖΥ k-NeaIest Neigh1)ouI (J:<""'kNN) χαι Fllzzy NeaIest Mean (FNM) [? ].
Τέλος, πολύ δημοφιλής προσέγγιση είναι η παλινδρόμηση σε συνεχή μοντέλα συναισ­
'βημάτων (emoLion Iegression). Χρησιμοποιώντας έναν συνεχή χώρο, όπως το δισ­
διάστατο χώρο διέγερσης/σ't3ένους (aΓOllsal/valence) ThayeI-RHssell [33], μπορεί να
γίνει περιγραφή ενός μουσιχού δείγματος εχπαίδευσης ως σημείο. Σε αυτή την προσ­
έγγιση στόχος είναι να ελαχιστοποιήσουμε το σφάλμα μεταξύ της πραγματιχής τιμής
από την τιμ ή που παράγει ο παλινδρομιτής (Iegressor), δεδομένου ενός διανύσματος
χαραχτηριστιχών. Δίαφοροι αλγόρι'ι3μοι έχουν δοχιμαστεί, εχ των οποίων χαλύτερα
αποτελέσματα πετυχαίνει ο SUppoIt Vector Regression (SVR) [? ].
Σε αυτήν την εργασία εφαρμόστηχε χατηγορηματιχή προσέγγιση, χυρίως λόγω της
εuχoλίας σύν't3ε:σης μεγάλης βάσης δεδομένων. Δοχιμάστηχαν οι ταξινομητές Gaussian
Mixture Model (GMM) χαι SuppoIt Vector Machine (SVM).
3.3 Μοντέλο Μείγματος Γκαουσσιανών
Κατανομών
Το μοντέλο μείγματος Γχαουσσιανώνχατανομών (Gaussian Mixture Model- GMM)
είναι μία παραμετριχή συνάρτηση πυχνότητας πι't3ανότητας που παράγεται από γραμ­
μιχό συνδυασμό Γχαουσσιανώνχατανομών. Χρησιμοποιείταισυχνά για μοντελοποίηση
χατανομών πι't3ανοτήτων σε χαραχτηριστιχά βιομετριχών συστημάτων όπως τα φασ­
ματιχά χαραχτηριστιχάφωνής σε ένα σύστημα αναγνώρισηςομιλητή. Το GMM δίνεται
από την παραχάτω συνάρτηση:
!νι
ρ(χlλ) = ΣWjg(χlμi' Σί ),
i=l
όπου χ είναι ένα D-οιάστατο διάνυσμα δεδομένων (πγ ένα διάνυσμα χαραχτηριστιχών),
g(xllli' Σί ), ί = 1, ... ,Μ είναι οι Γχαουσσιανές χατανομές D διάστασης που συνδιάζονται
γραμμιχά χαι λ = {Wί,μi,Σ i } οι παράμετροι του μοντέλου, όπου \Vi, ί = 1, ... ,Μ, τα βάρη
των μειγμάτων, Ili το διάνυσμα μέσου όρου χαι Σί ο πίναχας συνοιασποράς τους.
Δεδομένου μίας σύν't3ε:σης GMM χαι ενός διανύσματος χαραχτηριστιχώνεχπαίδεuσης
ETιl't3UIlolJIlEνα υπολογίσουμετο λ, δηλαδή τις παραμέτρουςπου προσαρμόζουνχαλύτερα
τα χαραχτηριστιχάστην χατανομή. Αυτό επιτυγχάνεται μέσω της με't3όδου εχτίμησ­
ης μέγιστης πι't3ανοφάνειας (Maximum Likelihood Estimation), η οποία υπολογίζει
τις παραμέτρους που μεγιστοποιούν την πι't3ανότητα, δεδομένου ενός διανύσματος εχ­
παίδευσης. Ο δημοφιλέστεροςαλγόρι't3μος εχτίμησης της μέγιστης πι't3ανοφάνειαςείναι
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ο επαναληπτιΧός αλγόρι'0μος ΕΜ (Εχρectatίοn-ΜaΧίmίΖaΙίοn). Ξεχινώντας με ένα
αρχιχό μοντέλο λ (συνή'0ως υπολογίζεται μέσω του αλγορί'0μου k-mcans), ο ΕΜ υπ­
ολογίζει ένα μοντέλο λ', έτσι ώστε ρ(Χlλ') ~ ρ(Χlλ) . Στη συνέχεια, αρχιχοποιεί το
χαινούργιο μοντέλο ως λ χαι η διαδιχασία επαναλαμβάνεται έως ένα ΕΠι'0υμητό όριο
σύγΧλισης.
Μέσω της παραπάνω διαδιχασίας μπoρoύ~ε να υίίΟλογίσουμε τις χατανομές των μειγμάτων
των Γχαουσσιανών που ταιριάζουν χαλύτερα στα χαραχτηριστιχά εχπαίδευσης της Χά'0ε
χλάσης. 'Εχοντας, λοιπόν, τις συναρτήσεις πυχνότητας πι'0ανότητας Χά'θε χλάσης,
εύχολα μπορούμε να αποφαν'00ύμε την Χλάση στην οποία πι'0ανοτιΧά ανήχει ένα χαιν­
ούργιο διάνυσμα χαραχτηριστιχών. ΦυσιΧά, σημαντιΧός παράγοντας για τον υπολο­
γισμό του χαταλληλότερου Γχαουσσιανού μείγματος μίας χλάσης είναι χαι ο βέλτιστος
αρι'0μός Μ των μειγμάτων που '0α χρησιμοποιη'00ύν. Στα πειράματα της παρούσας ερ­
γασίας μετά από σύντομες δοχιμές ο αρι'0μός των μειγμάτων στα'0εροποιή'0ηχε στο 1.
Επίσης, χρησιμοποιή'0ηχε διαγώνιος πίναχας συνδιασποράς, χα'0ώς '0εωρή'0ηχε πως τα
χαραχτηριστιχά είναι ασυσχέτιστα.
3.4 Μηχανές ΔιανυσματικήςΣτήριξης
Οι μηχανές διανυσματιχήςστήριξης (Suρροrt Vector Machines - SVM) είναι ταξινομ­
ητές μέγιστου περι'0ωρίου (maximal margin classifiers) χαι χρησιμοποιούνται στην
πλειοψηφία των προβλημάτων εξαγωγής μουσιχής πληροφορίας. Πρόχειται για ένα σετ
αλγορί'0μων που απειχονίζουν διανύσματα χαραχτηριστιχών Χ σε υπερεπίπεδα φ(χ), με
σχοπό τα διανύσματα που ανήχουν στην ίδια χατηγορία να απειχονιστούν στο ίδιο υπερ­
επίπεδο. Συγχεχριμένα, στην γραμμιχή μορφή της, μια μηχανή διανυσματιχής στήριξης
εφαρμόζεται σε χώρους με διανύσματα 2 χατηγοριών χαι υπολογίζει μία διαχωριστιχή
ευ'0εία ώστε πρώτον, τα διανύσματα ίδιας χλάσης να ανήχουν στο ίδιο υπερεπίπεδο
χαι δεύτερον, η απόσταση της από τα χοντινότερα παραδείγματα (χαι των 2 χατηγορ­
ιών) να είναι μέγιστη. Τα παραδείγματα αυτά χαλούνται διανύσματα στήριξης (Sιιρροrt
Vectors) χαι η μέγιστη απόσταση τους από την ευ'0εία που διαχωρίζει τα υπερεπίπεδα
ονομάζεται περι'0ώριο (Margin).
Η χρήση των SVM μπορεί να γενιχευτεί χαι σε προβλήματα όπου τα χαραχτηριστιχά
δεν είναι γραμμιχά διαχωρίσιμα χρησιμοποιώνταςτο λεγόμενο χόλπο πυρήνα (kernel
trick). Δεδομένου ενός συνόλου χαραχτηριστιχών Xl, Χ2, ... , Xn , πυρήνας (kernel)
είναι μια συνάρτηση ομοιότητας f; = k(x;,xn ) μεταξύ ενός χαραχτηριστιχού Xj με όλα
τα X n δυνατά σημεία. Χρησιμοποιώντας τα f; αντί για τα διανύσματα Xj στην εξίσωση
της γραμμιχής μηχανής διανυσματιΧήςστήριξης υπολογίζουμε ένα μη γραμμιχό τρόπο
να διαχωρίσουμε τις Χλάσεις σε υπερεπίπεδα. Η χρήση χατάλληλου πυρήνα οδηγεί
σε χαλύτερο διαχωρισμό των Χλάσεων, ανάλογα με το πρόβλημα. Οι πιο δημοφιλείς






όπου d, m αχέραιοι.
Ταξινομητές
• Αχτινιχής Συνάρτησης Βάσης (Radial Basis Ftιnct;ion):
για Ι > Ο, όπου γ =1/2σ2 .
Ο SVM είναι ένας ταξινομητής δύο χλάσεων, ο οποίος όμως μπορεί να χρησψοποιη'0εί
σε προβλήματαταξινόμησης πολλαπλών χλάσεων. Υπάρχουν, χυρίως, δύο προσεγγίσ­
εις για την επιλογή της χυρίαρχης χλάσης:
• Μια εναντίων μίας (One vs one): Σε αυτήν την περίπτωση ΕΧπαιδεύουμε τόσους
δυαδιχούς SVM όσες χαι οι χλάσεις. Αν, για παράδειγμα, έχουμε τις χλάσεις
A,B,C,D τότε ΕΧπαιδεύουμε τέσσερις δυαδιχούς SVM: Α εναντίων όχι Α , Β εν­
αντίων όχι Β, C εναντίων όχι C χαι D εναντίων όχι D. Στην συνέχεια επιλέγουμε
την '0ετιχή χλάση η οποία είναι σε μεγαλύτερη απόσταση από το περι'0ώριο (mar-
gin) .
• Μία εναντίων όλων (One vs all): Σε αυτήν την περίπτωση γίνεται ΕΧπαίδευση





Η επιλογή ενός υποσυνόλουαπό το διάνυσμαχαραχτηριστιχώνείναι μία πολύ σημαντιχή
διαδιχασίαστα προβλήματαταξινόμησης. Υπάρχουν πολλοί λόγοι για να μειώσουμετον
αριΊ3μό των χαραχτηριστιχώνχαταλήγοντας σε ένα επαΡΧώς ελάχιστο υποσύνολο. Η
υπολογιστιΧή πολυπλοχότητα είναι ο προφανής λόγος. Ένας αΧόμα λόγος είναι ότι
πολλά από τα χαραχτηριστιχάπου έχουν επιλεγεί είναι πιΊ3ανό να εχφράζουν την ίδια
πληροφορία, οπότε η υπολογιστιχή πολυπλοΧότητα αυξάνεται χωρίς ιδιαίτερο λόγο.
Σε μία χειρότερη περίπτωση Χάποια από τα χαραχτηριστιχάπου επιλέγονται είναι Ί30Ρ­
υβώδη, με αποτέλεσμαόχι μόνο να αυξάνεται ο χρόνος εχτέλεσηςαλλά χαι να μειώνεται
η επιτυχία ταξινόμησης. Σχοπός αυτού του χεφαλαίου είναι ρώτον, η συνοπτιχή ανα­
φορά μεΊ3όδων επιλογής χαραχτηριστιχώνχαι δεύτερον, η ανάλυση των μεΊ3όδων που
δοχιμάστηχανστα πειράματα της παρούσας εργασίας (Stepwise Selection χαι Random
Mntation Hill Climbing).
4.2 Μέθοδοι Επιλογής Χαρακτηριστικών
Οι μέΊ30δοι επιλογής χαραχτηριστιχών (Featnre Selection Methods) είναι συνδυασ­
μός τεχνιΧών αναζήτησης υποσυνόλων χαι μεΊ3όδων αξιολόγησής τους. Ο πιο απλός
αλγόριΊ3μος είναι να δοχιμάσουμε όλους τους πιΊ3ανούς συνδυασμούς υποσυνόλων με
σχοπό να βρούμε το υποσύνολο το οποίο πετυχαίνει χαλύτερα αποτελέσματα. Βέβαια,
αυτός ο αλγόριΊ3μος δεν μπορεί να χρησιμοποιηΊ3είσε πραγματιΧάπροβλήματαμε δεχά­
δες ή εχατοντάδες χαραχτηριστιχά, χαΊ3ώς τα δυνατά υποσύνολα αυξάνονται εχΊ3ετιΧά
με τον αριΊ3μό των χαραχτηριστιχών. Οπότε, σαν ρεαλιστιΧή λύση στο πρόβλημα της
ΕΤτιλογής χαραχτηριστιχώνεπιλέγουμε συνήΊ3ως μία εχ των δύο προσεγγίσεων:
• Προσέγγιση Συνολιχότητας (Wrapper Approach): Οι μέΊ30δοι συνολΙΧότητας
(wrapper) χρησιμοποιούν ένα μοντέλο πρόβλεψης για να βαΊ3μολογήσουν ένα
υποσύνολο. Πρόχειται για αλγορίΊ3μους που εχπαιδεύουν ένα υποσύνολο χαραχ­
τηριστιΧών χαι βαΊ3μολογούν την απόδοση του, συγχρίνοντας την επιτυχία του
σε σχέση με χάποιο υποσύνολο προηγούμενουσταδίου. ΚαΊ3ώς οι μέΊ30δοι αυτοί
απαιτούν την εχπαίδευση του χάΊ3ε χαινούργιου υποσυνόλου, είναι υπολογιστιΧά
αχριβοί, ιδιαίτερα για μεγάλο σύνολο χαραχτηριστιχών. Επίσης τα αποτελέσματά
τους ανταποχρίνονται στην απόδοση του συγχεχριμένου ταξινομητή , άρα δεν
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γενι.χεύονϊαι για Χά'l3ε είδους ϊαξινόμηση. Συνή'θεις μέ'Ι30δοι συνολιΧόϊηϊας είναι:
EξανϊληϊLXή (ΕχΙΊausΙίve), ΣϊαδιαΧής Επιλογής (StepvvJse Selection), Προσο­
μοίωσης ΑνόΠϊησης (SiΠllllaLeιJ Annealing), ΓενπιΧή (GcnctJc) Χ.ά.
• Προσέγγιση Φίλτρου (}'ilteI Approaclr): Οι μέ'θοδοι φίλτρου χρησιμοποιούν
χάποια μετρι.χή υπολογισμού ϊης απόδοσης ϊου υποσυνόλου, χωρίς να γίνει
η δοχιμή ϊου σϊΟ σύσϊημα ϊαξινόμησης. Συγχεχριμένα για Χά'l3ε συνδυασμό
χαραΧϊηΡιστιΧών χρησιμοποιείϊαι Χάποιο χρπήριο διαχωρισμού χαι ειιιλέγπαι
ο χαλύπρος συνδυασμός. Συνη'l3ισμένα χρπήρια διαχωρισμού είναι ϊα Mlltual
Illfol'matJon, ΡeaΓsοn rιoclnct-lΊΊolΊΊent conelatlon coelficiellt, χαι intCI-jintIa
class distance. Τα φίλτρα είναι λιγόπρο υΠOλOγισϊLXά αχριβά από ϊης με'θό­
δους συνολιΧόϊψας, αλλά για συγχεχριμένα συσϊήμαϊα ϊαξινόμησης ππυχαί­
νουν, συνή'l3ως, μιχρόπρη απόδοση.
4.3 Μέθοδοι Σταδιακής Επιλογής (Stepwise
Selection)
Οι μέ'Ι30δοι σϊαδιαΧής επιλογής (stepwise selection) είναι υποβέλϊισπς μέ'Ι30δοι επι­
λογής χαραΧϊηΡιστιΧώνπου χρησιμοποιούνϊαισυχνά λόγω ϊης απλόϊηϊας υλοποίησης
ϊους. Οι δύο πιο συνη'l3ισμένες μέ'θοδοι είναι:
• Οπισ'θοδρομιχή Απαλοιφή ΧαραΧϊηΡιστιΧών (Βack\vaΓd FeatlIΓe ElilΊΊination -
BFE): Σε αυϊόν ϊον αλγόρι'l3μο ξεχινάμε με ένα σύνολο Χ = {Χι, Χ2, ... , X m } ,
όπου m ο αρι'θμός ϊων χαραχτηριστιχών. Υπολογίζουμε όλα ϊα δυναϊά υποσ­
ύνολα m - 1 διάσϊασης χαι επιλέγουμε ϊΟ υποσύνολο χ' ϊΟ οποίο ππυχαίνει
χαλύπρη απόδοση σϊην ϊαξινόμηση. Σϊη συνέχεια, επαναλαμβάνουμε ϊη διαδιχασ­
ία 'θέϊονϊας Χ = χ' έως όϊου γίνει απαλοιφή όλων ϊων XαραXϊηpισϊLXών. Θε­
ωρούμε ως βέλτισϊΟ υποσύνολο ϊΟ υποσύνολο ϊΟ οποίο πέϊυχε χαλύπρα απο­
πλέσμαϊα σϊην διάρχεια ϊου αλγορί'l3μου.
• Εμπρόσ'l3ια Επιλογή ΧαραΧϊηριστιχών (FOI\VaId FeatuIe Selection - FFE): Πρόχει­
ϊαι για ϊην ανϊίστροφηδιαδιχασίααπό ϊην προηγούμενη. Ξεχινώνϊας, δηλαδή, με
ϊΟ χενό υποσύνολο .τ ={ }, σε Χά'θε επανάληψη επιλέγουμε ϊΟ XαραXϊηpισϊlXό
ϊΟ οποίο, εάν προστε'l3εί σϊΟ τρέχων σύνολο, μας δίνει μεγαλύτερη αχρίβεια. Ο
αλγόρι'l3μος τερμαϊίζει όϊαν όλα ϊα χαραΧϊηΡιστιΧά προσπ'l30ύν σϊΟ σύνολο Χ.
Επιλέγεϊαι ϊΟ υποσύνολο με ϊην χαλύτερη εππυχία σϊην διάρχεια ϊης εχϊέλεσης
ϊου αλγορί'l3μου.
4.4 Μέθοδος ΑναρρίχησηςΛόφου Τυχαίας
Μετάλλαξης (Random Mutation Ηίll Climbing)
Οι δύο προηγούμενοι αλγόρι'θμοι υποφέρουν από ϊη λεγόμενη επίδραση εμφωλιασμού
(nesting ef1'ect). Δηλαδή από ϊη σϊlγμή που ένα χαραΧϊηριστιχό απορριφ'θεί χαϊά ϊη
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4.4 Μέ'00δος Αναρρί)(ησης Λόφου Τυχαίας Μετάλλαξης (RandoΠJ Mntatioll ΒίΗ
CliHlbing)
διάρχεια της οπισ'00δρομιχής απαλοιφής οεν υπάρχει η δυνατότητα να επανεξεταστεί.
Το αντί'0ετο συμβαίνει στη διάρχεια της εμπρόσ'0ιας επιλογής, δηλαδή από τη στιγμή
που ένα χαραχτηριστιχό εJτιλεγεί δεν μπορεί να αΠΟΡΡΙΨ(Jεί αργότερα. Σε αυτήν την
εργασία επιλέχ'0ηχε ο αλγόΡΙ'(Jμος αναρρίχησης λόφου τυχαίας μετάλλαξης (Ral1dom
ΛiΙutatiοn BiH Climbing) ως λύση σε αυτό το πρόβλημα. Πρόχειται για έναν ευρισ­
τιΧό αλγόρι'0μο συνολιχΓΗηταςπου χρησιμοποιείτην τυχαιότηταγια να προσεγγίσειτο
βέλτιστο υποσύνολο. Συγχεχριμένα,μοντελοποιείτο σύνολο των χαραχτηριστιχώνσε
ένα δυαδιχό διάνυσμα (επιλογή / όχι επιλογή) χαι προσπα'0εί να προσεγγίσει το βέλτ­
ιστο υποσύνολο αλλάζοντας Χά'0ε φορά ένα τυχαίο bit. Σε πρώτη φάση ο αλγόρι{)μος
επιλέγει ένα τυχαίο διάνυσμα, χαι σε χά'l3ε επανάληψη "μεταλλάσει" (αντιστρέφει) ένα
τυχαίο bit. Εάν το χαινούριο υποσύνολο δίνει χαλύτερα αποτελέσματα χατά την ταξ­
ινόμηση από το τρέχον υποσύνολο, η αλλαγή παραμένει. Εάν όχι, το μεταλλαγμένοbit
αντιστρέφεται ξανά. Ο αλγόρι'l3μος τερματίζεται μετά από έναν αρι'l3μό επαναλήψεων
tmαx χαι επιλέγεται το χαλύτερο υποσύνολο.
Ο παραπάνω αλγόρι'l3μος είναι πι'l3ανό να λύσει το πρόβλημα της εσωτεριχής συσχέτ­
ισης μεταξύ των χαραχτηριστιχc.:)ν, αλλά παρουσιάζει άλλα σημαντιΧά μειονεχτήματα.
Πρώτον, λόγω της εuριστιxής του φύσης δεν μπορούμε να γνωρίζουμε εάν το επιλεγ­
μένο υποσύνολο είναι βέλτιστο χαι δεύτερον, λόγω της άπληστης συμπεριφοράς του
αλγορί'l3μου δεν αποΧλείεται να υπολογίσουμε ένα τοπιχό μέγιστο το οποίο δεν μπορεί
να ξεπεραστεί αυξάνοντας τον αρι'0μό των επαναλήψεων. Τέλος, χα'l3ώς σε έναν υπο­
λογιστή δεν μπορούμε να παράγουμε πραγματιχά τυχαίους αρι'l3μούς, η επιτυχία ενός
αλγορί'l3μου που βασίζεται στην τυχαιότητα εξαρτάται από την ποιότητα της γεννήτριας
τυχαίων αρι'l3μών που χρησιμοποιούμε.
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5 Συλλογή της Βάσης Δεδομένων
και Προεπεξεργασία
5.1 Εισαγωγή
Λόγω έλλειψης μιας χοινής βάσης δεδομένων μουσιχών χομματιών-συναισθημάτων,οι
περισσότεροιερευνητές οδηγούνται στο να συνθέσουν δίχες τους βάσεις. Η επι'θυμητή
βάση 'θα πρέπει να χαλύπτει όλο το φάσμα των ειδών της μουσιχής χαι να προσπαθεί να
εξαλείψει φαινόμενα επανάληψης του ίδιου χαλλιτέχνη (aItist effects). Πρέπει, επίσης,
να αντιιροσωπεύει την πλειοψηφία της άτοψης του μέσου αχροατή, όσον αφορά την
ετιχέτα συναισ'θήματος που 'θα χρησιμοποιη'θεί. Ένας από τους πιο συνη'θισμένους
τρόπους σύν'θεσης βάσης γενιχής αλή'θειας (GΓOund-TIUt11 Data Collection) είναι η
συλλογή δεδομένων από χειροναχτιχόσχολιασμό. Δηλαδή, συλλογή συναισ'θηματιχών
αντιδράσεωναπό ομάδες ατόμων χα-ά τη διάρχεια -ης μουσιχής αχρόασης. Η παραπάνω
μέ'θοδος, όμως, είναι πολύ '·αχριβή" όσον αφορά το αν'θρώπινο δυναμιχό που απαιτείται
χαι συνή'θως χαταλήγει σε δημιουργία μιχρών βάσεων με λιγότερα από 1000 χομμάτια.
Μία αχόμα δυσχολία είναι η εύρεση στατιστιχού δείγματος, ώστε να αντιπροσωπεύει το
σύνολο της μουσιχής χουλτούρας σε παγχόσμιο επίπεδο. Σε αντί'θεση με την παραπάνω
μέ'θοδο, στο πρώτο μέρος του χεφαλαίου προτείνουμε τη σύν'θεση βάσης δεδομένων
μέσω άντλησης πληροφορίας από το διαδίχτυο. Στο δεύτερο μέρος του χεφαλαίου, 'θα
περιγράψουμε την διαδιχασία προεπεξεργασίας της.
5.2 Η Συλλογή της Βά.σης Δεδομένων
Με την ανάπτυξητης μουσιχήςαναχάλυψηςμέσω διαδιχτύουχαι την επιτυχίαδιαδιχ-υαχών
ραδιοφώνωνχαι χοινωνιχών διχ-ύων με επίχεντρο -η μουσιχή (Last.FM, Spotify, Ste-
Ieomood [3, 8, 9] χ.ά.) είναι εφιχτή η άντληση μεγάλου όγχου μουσιχής πληροφορίας.
Μπορούμε να εξάγουμε συναισ'θηματιχή πληροφορία μέσω των ·Έτιχετών" που δίνουν
οι χρήστες σε χά'θε χομμάτι (useI tags) με αποτέλεσμα τη δημιουργία μεγαλύτερων
χαι τιο αντιχειμενιχώνβάσεων δεδομένων. Συγχεχριμένα, για την συλλογή της βάσης
δεδομένωνπου χρησιμοποιή'θηχεστα πειράματα αχολου'θή'θηχεη παραχάτω διαδιχασία:
Πρώ-α επιλέχ'θηχεη πηγή για τη συλλογή πληροφορίας. Χρησιμοποιή'θηχετο βρετανιχό
site Last.FM[3], πρώτον ως ένα από τα πιο δημοφιλή μουσιχά pOItal αυτή τη στιγμή
χαι δεύτερον λόγω της δυνατότητας δωρεάν χρήσης της διεπαφής προγραμματισμού
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εφαρμογών (AppJicaLion ΡωgΙ'aωωίng Interface - ΑΡΙ) που δΙα'\9έτει. Για την άντλ­
ηση πληροφορίας από το ΑΡΙ του LasL.r'ΛII χρησιμοποιή'0ηχε η βιβλιο'0ήχη lJylast.py
για pytl10n [6].
Σαν πρώτο βήμα έγινε η συλλογή όλων των ετιχετών χρηστών (useI' tags) από το
Last.FM μέσω της διεπαφής pylast.py για pytl10n χαι στη συνέχεια έγινε απαλοιφή
όσων ετιχετών είχαν λιγότερες από 100 παρουσίες. Έπειτα αφαιρέ'0ηχαν από τη λίσ­
τα όλα τα είδη μουσιχής σύμφωνα με τη λίστα μουσιχών ειδών του Wikipedia [4].
Από τα εναπομείναντα στοιχειά επιλέχ'0ηχαν όσα είχαν συναισ'0ηματιχό περιεχόμενο
σύμφωνα με λεξιχά συναισ'0ημάτων χαι διά'0εσης [20, 13],αλλά χαι την αντίστοιχη ερ­
γασία του Xiao Ηυ [19]. Για τις παραπάνω διαδιχασίες χρησιμοποιή'0ηχαν εντολές του
υnίΧ Shell. Σε αυτό το σημείο χρησιμοποιή'0ηχε χειροναχτιχή απαλοιφή ορισμένων
αμφισβητήσιμων στοιχείων (π.χ. το συναίσ'0ημα distuI'bed αντιστοιχεί στο όνομα πολύ
δημοφιλούς συγχροτήματος) χαταλήγοντας σε συνολιχά 102 ετιχέτες. Στη συνέχεια,
έγινε σταδιαχή ομαδοποίηση των στοιχείων σε χοινές χατηγορίες συνωνύμων ή παρό­
μοιων συναισ'0ημάτων από δύο άτομα αρίστους γνώστες της αγγλιχής γλώσσας. Οι
χατηγορίες που συγχεντρώ'0ηχαν εμφανίζονται στον Πινάχα 5.1.
Από αυτές τις χατηγορίες επιλεχτήχαν οι τέσσερεις πιο αχραίες μεταξύ τους σύμφωνα
με το μοντέλο του Russell[33]. Δηλαδή τα συναισ'0ήματα που αντιστοιχούν στα τέσσ­
ερα τεταρτημόρια του δισδιάστατου επιπέδου σ'0ένους-έντασης (valence-arousal). Συγ­
χεχριμένα, επιλέχτηχαν οι χατηγορίες "Χαρά", "Λύπη", "Ηρεμία", "Θυμός" ("Happy",
"Sad·, "CaΙω'·, ''AnglOY''). Για χά'0ε ετιχέτα από τις τέσσερεις χατηγορίες έγινε η
άντληση των τίτλων των χομματιών με τις περισσότερες ψήφους ανά ετιχέτα (μέσω
του ΑΡΙ του Last.FM). Αντλήσαμε τα 50 χορυφαία χομμάτια ανά ετιχέτα με εξαίρεση
τις ετιχέτες της χατηγορίας "Θυμός", οπού λόγω των λίγων συνωνύμων που εντοπίσ­
τηχαν αναγχαστήχαμε να πάρουμε τα 200 χορυφαία χομμάτια χά'0ε ετιχέτας (ώστε
ανά χατηγορία να έχω περίπου ίσο αρι'0μό τραγουδιών, γύρω στα 1500). Τέλος,
υλοποιή'0ηχε ένας χώδιχας python για αναζήτηση χαι τοπιχό χατέβασμα δειγμάτων
μορφής ωρ3 (30 ή 60 δευτερολέπτων). Σε αυτόν τον χώδιχα χρησιμοποιή'0ηχε το ΑΡΙ
της αμεριχάνιχης σελίδας 7digital [2] η οποία περιέχει χιλιάδες sanΊPles από δημοφιλή
τραγούδια. Η επιλογή από τα αποτελέσματα της αναζήτησης έγινε με βάση τη μιχρότερη
απόσταση Levenshtein από τη συμβολοσειρά αναζήτησης. Τέλος, έγινε χειροναχτιχή
απαλοιφή των δειγμάτων που δεν αντιπροσώπευαν τον τίτλο που αναζητή'0ηχε. Δυσ­
τυχώς δεν ήταν εφιχτή η εύρεση μουσιχών δειγμάτων όλων των χομματιών, αλλά χαι
πάλι το μέγε'00ς της βάσης δεδομένων (4023 χομμάτια) ξεπερνά σε αρι'0μό χομματιών
τις περισσότερες βάσεις δεδομένων της βιβλιογραφίας. Το αποτέλεσμα της συλλογής
της βάσης φαίνεται στον Πίναχα 5.2.
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5.3 Προεπεξεργασίατων Δεδομένων (Data
Pre- Processing)
Η προεπεξεργασίατων δεδομένων χαι η οργάνωση της βάσης σε τμήματα εχπαίδευσης
χαι δοχιμής είναι απαραίτητη διαδιχασία σε Χά'0ε ίφόβλημα ταξινόμησης.
Σαν πρώτο βήμα, έγινε μετατροπή των 4023 οειγμάτων, 30 χαι 60 δευτερολέπτων,
από χωδιχοποίηση mp3 σε standanl f"ΟΓmat vvav. Συγχεχριμένα, χρησιμοποιή'0ηχε το
πρόγραμμα sox με το οποίο έγινε μετατροπή των δειγμάτων από στερεοφωνιΧό mp3
αχρίβειας 24 bit χαι συχνότητας δειγματοληψίας44100 ΗΖ, σε μορφή wav, με αχρίβεια
16 bit, ενός χαναλιού χαι συχνότητα δειγματοληψίας22050 ΗΖ.
Στη συνέχεια, έγινε διαχωρισμός της βάσης σε τρία τμήματα (σε τρεις χαταλόγους):
εχπαίδευσης, δοχιμής χαι επιχύρωσης. Χρησιμοποιώντας υnίΧ Shell επιλέχ'0ηχε τυχαία
το 70% της βάσης για εχπαίδευση (tΓaίnίng set), το 15% για δοχιμή (test set) χαι το
υπόλοιπο 15% για επαλή'0ευση (validation set).
Συγχεχριμένα,
• Το τμήμα εχπαίδευσης (tΓaining set) περιέχει συνολιΧά 2762 δείγματα: 721 της
χατηγορίας "Λύπη" ("Sa(I"), 614 της χατηγορίας "Χαρά" ("Happy"), 720 της
χατηγορίας "Ηρεμία" ("Calm") χαι 707 δείγματα της χατηγορίας "Θυμός" ("Αη­
geΓ").
• Το τμήμα δοχιμής (test set) περιέχει συνολιχά 593 δείγματα: 155 της χατηγορίας
"Λύπη" ("Sad"), 132 της χατηγορίας "Χαρά" (''Happy''), 154 της χατηγορίας
"Ηρεμία" ("Calm") χαι 152 δείγματα της χατηγορίας "Θυμός" (''ΑngeΓ'').
• Το τμήμα επιχύρωσης (validation set) περιέχει συνολιχά 593 δείγματα: 155 της
χατηγορίας "Λύπη" ("Sad"), 132 της χατηγορίας "Χαρά" (''Happy''), 154 της
χατηγορίας 'Ί--Ιρεμία" ("Calm") χαι 152 δείγματα της χατηγορίας "Θυμός" ("Αη­
geΓ").
Τέλος, έγινε μετονομασία των δειγμάτων για λόγους οργάνωσης. Σε Χά'0ε δείγμα
ανά χατάλογο ανατέ'0ηχε μία ετιχέτα της χατηγορίας στο οποίο ανήχει χαι ένας μον­
αδιΧός αρι'0μός δείγματος. Για παράδειγμα, ang432.wav, hapI45.wav, sad344.wav,
ca1219.wav χ.λ.π.
Επίσης, επιλέχτηχαν τυχαία δύο χομμάτια από Χά'0ε χατηγορία (συνολιΧά 10 χομμάτια)
για τη δημιουργία ενός υποσυνόλου ασφαλείας (test subset), για δοχιμές χαι επιχύρωση
ορ'0ότητας χατά τη συγγραφή του χώδιχα εξαγωγής χαραχτηριστιχώνχαι ταξινόμησης.
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Table 5.1: Κα-ηγορίες που προέχυψαν χαι παραδείγματαετιχετών





















Table 5.2: ΣυνολιΧός αρι'13μός δειγμάτων mρ3 ανά χατηγορία







6 Πειράματική Διαδικασία και
Αποτελέσματα
Στα προηγο6μενα χεφάλαια έγινε περιγραφή των χαραχτηριστιχών, των ταξινομητών
χαι αλγορίi}μων επιλογής χαραχτηριστιχών που χρησιμοποιήi}ηχαν. Σε αυτό το χε­
φάλαιο αναλύουμε την πειραματιχή διαδιχασία χαι παραθέτουμε τα αποτελέσματα που
συγχεντρώΊ3ηχαν. Όλες οι συναρτήσεις που χρησιμοποιή'βηχαν για εξαγωγή χαραχ­
τηριστιχών ανήχουν στην βιβλιοi}ήχη mirtoolbox (νΙ.5) για matlab [27]. Όλα τα
πειράματα έτρεξαν σε υπολογιστή με διπ6ρηνο επεξεργαστή AMD Ε450 1.65 GHz χαι
4 GB μνήμη.
6.1 Πείραμα 1: Εκπαίδευση GMM με
Χαρακτηριστικά Μ FCC
Σε αυτό το αρχιχό πείραμα δοχιμάστηχε η επιτυχία των χαραχτηριστιχών MFCC σε
εχπαίδευση Μοντέλου ΓχαουσσιανώνΜειγμάτων (GMM).
6.1.1 Εξα:ΥωΎή των MFCC
Αρχιχά έγινε εξαγωγή των 13 πρώτων συντελεστών MFCC των δειγμάτων της βάσης
δεδομένων. ΧρησιμοποιήΊ3ηχε η συνάρτηση mirframeO για παραΊ36ρωση των χυματ­
ομορφών σε παράΊ3υρα των 50ms χαι επιχάλυψη 50% χαι η συνάρτηση miImfccO για
εξαγωγή των MFCC. Στην συνέχεια, υπολογίστηχε η πρώτη παράγωγος αυτών μέσω
της συνάρτησης diffO του Matlab (delta MFCC). Τέλος, υπολογίσαμε τον μέσο όρο
χαι την τυπιχή απόχλιση των MFCC χαι delta MFCC, ώστε να χαταλήξουμεσε διάνυσ­
μα 4*13 (52) διάστασης.
6.1.2 Εκπα.ίδευσητων GMM
Χρησιμοποιώνταςτις συναρτήσειςgmminitO χαι gmmemO της βιβλιοΊ3ήχηςnetlab [32]
για Matlab, δημιουργήσαμε μία συνάρτηση gmm_classifyO η οποία, δεδομένου των
συνόλων εχπαίδευσηςχαι δοχψής, επιστρέφειτην επιτυχία ταξινόμησηςχάi}ε δείγματος
δοχψής (accuracy) χαι τον πίναχα σ6γχυσης (confusion matrix).
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Table 6.1: Αποτελέσματα Εχπαίδευσης Gjvl 1 με χαραχιηριστιχά MFCC (όπου μ ο
μέσος όρος, σ η τυπιΧή απόΧλιση χαι Δ η παράγωγος). Ι\Ιε έντονή γραμμοτοσείρα
εμφανίζεται η μέγιστη επιτυχία ανα χαιηγορία.
Χαραχτηριστιχά Ι Θυμός Ι Ηρεμία Ι Χαρά Ι ΛύΊ:η Ι Μέσος Όρος Ι
μ Ml~'CC 7:3.02% 40.90% 48.48% 24.51% 46.73%
/l.σ MFCC 77.63% 44.80% :39.39% 29.03% 47.71%
μ,Δμ MFCC 73.68% 42.20% 40.90% 21.93% 44.68%
μ,σ,Δμ,Δσ Mf'CC 71.71% 31.16% 48.48% 54.83% 51.55%
Eπιτuχία Ταξιvόμησψ; (%) του Σετ Δοκιμήι:;.
ΧαραχτηριστιΧά Ι Θυμός Ι Ηρεμία Ι Χαρά Λύπη
μ MFCC 71.05% 53.89% 47.72% 27.09%
μ,σ MFCC 72.36% 44.15% 46.21% 18.70%
μ,Δμ MFCC 71.71% 51.94% 43.18% 28.37%
μ,σ,Δμ,Δσ MFCC 69.73% 38.31% 58.33% 51.61%





Επιτυχία Ταξιvόμησηι:;(%) του Σετ Επικύρωσης
Σ-ην συνέχεια, δοχιμάστηχε η συνάρτηση gmm_classify με το διάνυσμα των MFCC
για Χά'0ε δείγμα του συνόλου δοχιμής αλλά χαι επιχύρωσης. Δοχιμάσ-ηχε εχπαίδευση
με διάφορους αρι'0μούς Γχαουσσιανών με διαγώνιους ή ολόΧληρους πίναχες συνδι­
ασποράς. Τα χαλύτερα αποτελέσματα δό'0ηχαν ατό μείγμα μόνο μίας Γχαουσσιανής
χατανομής με διαγώνιο πίναχα συνδιασποράς.
Σε πρώτη φάση έγινε εχπαίδευση με μοναδιΧά χαραχτηριστιχάτις 13 τιμές του μέσου
όρου των MFCC. Στην συνέχεια δοχιμάστηχε ο μέσος όρος χαι η τυπιΧή απόΧλιση
τους, έπειτα ο μέσος ορός των MFCC χαι των πρώτων παραγώγωντους (Delta MFCC)
χαι τέλος ο μέσος όρος χαι η διασπορές χαι των MFCC χαι των παραγώγων τους.
Στον Πίναχα 6.1 αναγράφεται η αχρίβεια πρόβλεψης για Χά'0ε τρέξιμο του αλγόρι'0μου
ταξινόμησης ανά χατηγορία συναισ'0ήματος.
6.1.3 Αττοτελέσμα.τα.
Τα αποτελέσματατου Πίναχα 6.1 δείχνουν ότι στην περίπτωση που χαι τα 52 χαραχ­
τηριστιΧά MFCC χρησιμοποιη'00ύν στην εχπαίδευση έχουμε την χαλύτερη εΠΓυχία
αξινόμησης. Επίσης, μπορούμε να παρατηρήσουμε ότι το σετ δοχιμής δίνει ταρόμοια
αποτελέσματα με το σετ επιχύρωσης, δείγμα της επιτυχίας της βάσης δεδομένων. Τέ­
λος, παρατηρούμε ότι μεγαλύ-ερη αχρίβεια έχουμε στην χατηγορία "Θύμός" λόγω της
μεγαλύτερηςετερογένειας των μουσιχών ιδιωμάτων που την απαρτίζουν (heavy metal,
ρunk rocl< χ.ά.)
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6.2 Πείραμα 2: ΕΚΊταίδευση GMM με το Σύνολο
των Χαρακτηριστικών
Στο τ:είραμα αυτό δοκιμάστηκε η επιτυχία ~oυ ~αζινoμητή GM!\I στο σύνολο ,ων
χαραχτηριστικώναλλά και σε κά'l3ε κατηγορία ξεχωριστά.
6.2.1 Εξαγωγή των Χαρακτηριστικών
Για την εξαγωγή των χαρακτηριστικώνχρησιμοποιή'l3ηκεεξ' ολοκλήρου η βιβλιο'l3ήκη
lllirtoolbox [27]. Το συνολικό διάνυσμα 89 χαρακτηριστικών παρουσιάζεται στον
Πίνακα 2.1. Για αναλυτική περιγραφή των χαρακτηριστικών ο αναγνώστης μπορεί να
απευ'l3υν'l3εί στο Κεφάλαιο 2.
Επίσης να αναφέρουμε, οτι για ευκολία κατα την εναλλαγή των χαρακτηριστικών,
μοντελοποιήσαμε την χρήση, ή oχι, ενός χαρακτηριστικού ώς ενα bit σε δίανυσμα
απο bits. Για παράδειγμα, εάν 'ι3έλουμε να εκπαιδεύσουμε τον ταξινομητή με τα πρώτα
13 χαρακτηριστικά δηλώνουμε κατά την αρχικοποίηση:
j"eαture_bitmαp(l: 13)=1;
6.2.2 Εκπαιδευσητων GMM
Έχοντας εξάγει τον συνολικό αρι{}μό των χαρακτηριστικών, εκπαιδεύσαμε ένα GMM
ανά κατηγορία χαρακτηριστικών. Συγκεκριμένα εκπαιδεύσαμε από ένα GMM στα
χαρακτηριστικά των κατηγοριών: MFCC (χαρακτηριστικά 1:52), Δυναμικά (χαρακ­
τηριστικά 53:59), Ρυ'l3μικά (χαρακτηριστικά60:67), Φασματικά (χαρακτηριστικά68:81)
και Αρμονικά (χαρακτηριστικά82:90). Μετά απο δοκιμές, παρατηρήσαμε οτι η μία Γκα­
ουσσιανή κατανομή ανά μείγμα ευνοεί τα MFCC και τα φασματικάχαρακτηριστιχάενώ
το μείγμα 3 Γκαουσσιανών ευνοεί τα χαρακτηριστικά υψηλότερου επιπέδου αλλά ρίχνει
την συνολική απόδοση. Στα{}εροποιήσαμε, λοιπόν, τον αρι'l3μό των Γκαουσσιανών
ανά μείγμα στην μία κατανομή (χρησιμοποιώντας διαγώνιο πίνακα συνδιασποράς). Το
πείραμα έτρεξε με 2 σετ δοκιμής, το σετ δοκιμής (test set) και το σετ επικύρωσης
(validation set). Σ ον Πίνακα 6.2 αναγράφεται η ακρίβεια πρόβλεψης ταξινόμησης ανά
κατηγορία χαρακτηριστικών.
6.2.3 Συμπεράσματα
Στο πείραμα αυτό, έγινε δοκιμή του ταξινομητή GMM ανά κατηγορία χαρακτηρισ­
τικών. Παρατηρούμε, οτι το σύνολο όλων των χαρακτηριστικών δίνει τα καλύτερα
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Table 6.2: Αποτελέσματα Εχπαίδευσης GMM μία Γχαουσσιανής χατανομής ανά
χατηγορία χαραχτηριστιχών. Με έντονη γραμμοτοσειρά εμφανίζεται η μέγιστη επι­
τυχία ανά χατηγορία.
Ι Χαραχτηριστιχά Ι Θυμός Ι Ηρεμία Ι Χαρά Ι Λύπη Ι Μέσος Όρος Ι
lVIFCC 7171% 31.16% 4848% 5483% 51.55%
Δυναμιχά 18.42% 27.27% 77.27% 40% 40.74%
Ρυt)μΙΧά 48.02% 46.10% 64.93% 2.3.87% 45.59%
Φασματιχα 76.31% 48.05% 37.87% 26.45% 47.17%
Αρμονιχά 69.07% 42.20% 50% 32.25% 48.38%
ΣυνολιΧά Ι 73.68% Ι 45.45% Ι 59.09% Ι 47.74% Ι 56.49%
Επιτυχία Ταξιvόμησηι:; (%) του Σετ Δοκιμή')-
MFCC 69.73% 38.31% 58.33% 51.61% 54.49%
Δυναμιχά 17.76% 42.20% 74.24% 36.77% 42.74%
Ρυ'6μιχά 52.63% 49.35% 60.60% 21.93% 46.13%
Φασματιχα 76.31% 61.03% 38.63% 27.74% 50.93%
Αρμονιχά 73.02% 48.05% 42.42% 32.25% 48.94%
Ι Χαραχτηριστιχά Ι Θυμός Ι Ηρεμία Ι Χαρά Ι Λύπη Ι Μέσος Όρος Ι
ΣυνολιΧά Ι 72.36% Ι 57.14% Ι 59.84% Ι 35.48% Ι 56.21%
Επιτυχία Ταξιvόμησηι:;(%) του Σετ Επικύρωση')-
αποτελέσματα χαι στα 2 σετ δοχψής χαι μάλιστα με παρόμοια απόδοση. Η παρόμοια
αυτή απόδοση είναι δείγμα επιτυχίας διαχωρισμού της βάσης δοχψής σε ποιοτιχά ισάξια
2 μέρη.
Επίσης, μπορούμε να βγάλουμε ενδιαφέροντα συμπεράσματα παρατηρώντας την επι­
τυχία Χά'θε χατηγορίας χαραχτηριστιχών ανά Χλάση συναισ'θήματος. Συγχεχρψένα,
παρατηρούμε ότι την υψηλότερη απόδοση στην Χλάση του 'θυμού μας δίνει η εχ­
παίδευση των φασματιχών χαραχτηριστιχών (συμπεριλαμβανομένου χαι των MFCC).
Αυτό είναι λογιΧό λόγω της διαφορετιΧότηταςτης χροιάς αυτών των χομματιών (παρα­
μορφωμένες ηλεχτριχές χι'θάρες, παραμορφωμένεςφωνητιχές γραμμές χ.ά.). Παρόμοια
έχουμε υψηλή συσχέτισηφασματιχώνχαραχτηριστιχώνστην χατηγορίατης ηρεμίας, πι­
'θανά λόγω των "ομαλών" χυματομορφώντων χομματιών αυτής της χατηγορίας. Στην
χατηγορία του συναισ'θήματος της χαράς παρατηρούμε υπεροχή των δυναμιΧών χαι
ρυ'θμιχών χαραχτηριστιχών,που μπορεί να εξηγη'θεί λόγω της στα'θερότητας έντασης
χαι ρυ'θμού που συνή'θως έχει ένα "χαρούμενο" χομμάτι. Τέλος, στο συναίσ'θημα της
λύπης έχουμε υψηλότερη απόδοση όταν εχπαιδεύουμε χαραχτηριστιχάMFCC. Μία πι­
'θανή αιτία για αυτό είναι οτι τα περισσότερα χομμάτια αυτής της Χλάσης στηρίζονται
στην ερμηνεία του τραγουδιστή, οπότε η Χλίμαχα του Mel που αποδίδει βέλτιστα στα
προβλήματα αν'θρώπινης ομιλίας είναι χατάλληλη.
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6.3 Πείραμα 3: Βελτίωση των αTtοτελεσμάτων
μέσω γραμμικού συνδιασμού των
Γκαουσσιανών
l1αρατηρώντας την υπεροχή συγχεχριμένων χατηγοριών χαραχτηριστι.χών στα διαφορε­
-:ιχά συναισθήματα, αίίοφασίσαμε να δοχιμάσουμε τον γραμμιχό συνδυασμό των δι­
αφορετιχών μειγμάτων χαι στην συνέχεια να αναζητήσουμε τα βέλτιστα βάρη τους.
6.3.1 Πειραματική Διαδικασία
Έστω c το Γχαουσσιανό μέιγμα χαι Ωί οι πίναχες χαραχτηριστιχών των 5 χατηγορ­
ιών χαραχτηριστιχών (MFCC, δυναμιΧά, ρυι3μιχά, φασματιχά, αρμονιΧά). Θέλουμε να
βρούμε τα βέλτιστα βάρh Wj ώστε η πι'l3ανότητα
5
Pmα.r = ΣWίΡ(c!Ωί )
ί=l
του γραμμιχού συνδιασμού των πι'l3ανοτήτων ταξινόμησης Ρ(cIΩί ) να είναι μέγιστη.
Σε αυτό το πρόβλημα δοχιμάσαμε μια απλο'ίχή προσέγγιση αναζήτησης Monte Carlo.
l1ρόχειται για ευριστιχή αναζήτηση της βέλτιστης λύσης μέσω παραγωγής τυχαίων
λύσεων χαι αξιολόγηση τους (στην συγχεχριμένη περίπτωση με χριτήριο το μέγιστο
]Jmα:L) επαναληπτιχά. Στη συγχεχριμένη περίπτωση σε Χά'l3ε επανάληψη παρήγαμε ένα
τυχαίο διάνυσμα [Wl, W2, W3, W4, W5], ώστε Χά'l3ε βάρος να είναι ένας τυχαίος αρι'l3μός
από το σύνολο {Ο.ΟΟΟ, 0.005, 0.010, 0.015, ... , 1.00} με την εξαίρεση ότι W5 = 1 -
(Wl + W2 + W3 + W4), έτσι ώστε το ά'l3ροισμα των βαρών να είναι 1. Τρέχοντας τον
αλγόρι'l3μο σε επαρχή χρόνο προσεγγίσαμε το διάνυσμα των βαρών που βελτιώνουν
την απόδοση χατά την ταξινόμηση του σετ δοχιμής. Στη συνέχεια, χρησιμοποιώντας
τα βάρη που συν'l3έσαμε, έγινε δοχιμή του γραμμιχού συνδιασμού στο σετ επιχύρωσης.
Τα αποτελέσματα του πειράματος αναγράφονται στον Πίναχα 6.3.
6.3.2 Συμπερά.σματα
Στον Πιναχα 6.3 παρατηρούμε οτι τα βέλτιστα βάρη που εντοπίσαμε έχουν μιχρή διαΧύ­
μανση απο το ισοβαρές μοντέλο με εξαίρεση το βάρος των ρυ'l3μιχών χαι mfcc χαραχ­
τηριστιχών, που εμφανίζουν αντίστοιχα μιχρή αύξηση χαι μείωση. Κα'l3ώς το χέρδος
ταξινόμησης του σετ δοχιμής δεν φαίνεται να επαλη'l3εύεται απο το σετ επιχύρωσης,
τα αποτελέσματα αυτά δεν μπορούν να γενιχευτούν. Αντί της αξιολόγησης χατηγορ­
ιών χαραχτηριστιχών, στα επόμενα πειράματα προτείνουμε την αναζήτηση βέλτιστου
υποσυνόλου χαραχτηριστιχώνμέσω αλγορί'l3μων επιλογής.
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6.4 Πειραμα 4: Επιλογή Χαρακτηριστικών για
Εκπαίδευση με GMM
Σε αυτό το πείραμα έγινε προσπά-{}εια αναζήτησης του χαλύτερου υποσυνόλου χαραχ­
τηριστιχών. Δοχιμάστηχε ο αλγόρι-{}μος συνολιΧότητας Οπισ-ι'}οδρομιχής Απαλοιφής
(Backward Feature Elimination - BFE) χαι ο αΧγόρι-{}μοςΑναρρίχησηςΛόφου Τυχαίας
Μετάλλαξης (Random Mutation ΗίΙΙ Climbing - RMHC). Ο αναγνώστης μπορεί να
απευ-{}υν-{}εί στο Κεφάλαιο 4 για αναλυτιΧή περιγραφή των δύο αλγορί-ι'}μων.
6.4.1 ΟττισθοδρομικήΑτταλοιφή Χαρακτηριστικών
Έγινε υλοποίηση του αλγορί-{}μου σε Matlab. Χρησιμοποιήσαμετο σετ δοχιμής χατά
την αναζήτηση χαι το σετ επιχύρωσης για επαλή-{}ευσητου αποτελέσματος. Το βέλτισ­
το υποσύνολο χαι η επιτυχία του υποσυνόλουαυτού χατά την ταξινόμηση αναγράφεται
στον Πίναχα 6.4.
6.4.2 Αναρρίχηση Λόφου Τυχαίας Μετά.λλαξης
Όπως αναφέραμε στο Κεφάλαιο 4 οι αλγόρι-{}μοι σταδιαΧής επιλογής υποφέρουν απο
το πρόβλημα της μη επανεξέτασης του υποσυνόλου αναζήτησης, για αυ-ό -ον λόγο
υλοποιήσαμε ο αλγόρι-{}μο Αναρρίχησης Λόφου Τυχαίας Μετάλλαξης. Η υλοποίηση
του έγινε σε Matlab. Χρησιμοποιήσαμε το σετ δοχιμής χατα την αναζήτηση χαι -ο
σετ εηχύρωσης για επαλή-{}ευση του αποτελέσματος. Ο αλγόρι-{}μος έτρεξε για 10000
επαναλήψεις συνολιΧά, με χά-{}ε φορα που εντοπίζεται πι-{}ανό τοπιΧό μέγιστο να γίνεται
επαναρχιχοποίηση. Το βέλτιστο υποσύνολο χαι η επιτυχία του υποσυνόλου αυτού χατά
την ταξινόμηση αναγράφεται στον Πίναχα 6.5.
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.6.4 Πειραμα ·1: Επιλογή ~αρω:τηριστιxΙ:)ν για Exπαίoεuση με GIνa,,1
Τ31Λe 6.4: Ξέλτιστο ωωσύνολο χω επιτυχία ΟπισΟοδρομιχής ΑπαλΟΙιΡής για GMJvr.
Υποσύνολο Χαραχτηριστιχών (28/89):
--
20, 90, 100, 110 μ 1vHcc
MFCC 90, 100, 110 σ Mfcc10, 20 μ Δ(Μfcc)
30, 90, 100, 120 σ Δ(Μfι.:c)
Δυναμιχά μ ALtal:k tilΩe, σ Attac.:k tiIllc,
P\Λ~μιχά μ Tempo Cllange, σ Tempo Cllctnge
_.
μ ZeΓO cΓOss, μ CentΓOid, μ ΕηΙωΡΥ,Φασματιχά μ Flux, μ IITegularity, σ IITegιιlarity















Κέρδος Ταχύτητας Εχτέλεσης: 128% (Απο 5.7 s σε 2.5 s)
6.4.3 Συμπερά.σματα
Από τα αποτελέσματατων Πινάχων 6.4 χαι 6.5 παρατηρούμε ότι η επιλογή υποσυνόλου
χαραχτηριστιχών χατά την ταξινόμηση προσφέρει ιχανοποιητιχή απόδοση στο σύστημα
μας.
Στην περίπτωση της επιλογής με οπισΊ30δρόμηση παρατηρούμε ότι με το 30% των
χαραχτηριστιχών πετυχαίνουμε πολύ χαλύτερη απόδοση στο σετ δοχιμής άλλα μιχρή
μείωση στο σετ επιχύρωσης. Παρόλο που δεν επαληΊ3εύτηχε η υπεροχή του υποσυν­
όλου από το συνολιχό διάνυσμα των χαραχτηριστιχών, μπορούμε να Ί3εωρήσουμε την
απόδοση του ιχανοποιητιχή, λόγω της μειωμένης υπολογιστιχής πολυπλοχότητας που
προσφέρει.
Στην περίπτωση του αλγορίΊ3μου RMHC, παρατηρούμε σημαντιχή βελτίωση της από­
δοσης στο σετ δοχιμής άλλα χαι μιχρή βελτίωση στο σετ επιχύρωσης. Βέβαια τα
αποτελέσματαεπιχύρωσης δεν προσφέρουν αρχετή σταΊ3ερότηταώστε να Ί3εωρήσουμε
το υποσύνολο βέλτιστο. Επίσης χαΊ3ώς περιέχει μόνο το 40% των χαραχτηριστιχών,
προσφέρει μειωμένη υπολογιστιχή πολυπλοχότητα.
Σαν συμπέρασμα από τα παραπάνω δεδομένα, μπορούμε να διαπιστώσουμε ότι υπάρχει
επιχάλυψη στο μεγαλύτερο μέρος της πληροφορίας στο σύνολο των χαραχτηριστιχών.
Αυτό είναι φανερό λόγω των πολύ χαλών αποτελεσμάτωνμε πολύ μιχρότερο σετ χαραχ­
τηριστιχών. Επίσης χαΊ3ώς σχοπός των αλγορίΊ3μων ήταν η χαλύτερη απόδοση του
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Table 6.5: Βέλτιστο υποσύνολο χαι επιτυχία RMHC για GMM.
l'ποσύνολο Χαραχτηριστιχών (38/89):
10,20,40,60,70,80,90,110,130 μ Mf"cc
MJ:;"CC 30,120,130 σ Mf"cc
10,50,70,110 μ Δ(ΜΓcc)
10,20,60,70,90,120 σ Δ(ΝIfcc)
Δυναμιχά σ Attack time, μ Attack slopeσ Attacl< slope, μ Lο\veneΓgΥ Ratio
Ρυθμιχά μ Tempo Change, σ Tempo Changeσ MetΓOid StΓengtlι, EventDensity
Φασματιχά μ EntΓOpy, μ ΙπeguΙaΓίtΥ















Κέρδος Ταχύτητας Εχτέλεσης: 84% (Απο 5.7 s σε 3.1 s)
υποβέλτιστου υποσυνόλου, μπορούμε να πούμε ότι ο RMHC απέδωσε χαλύτερα από
την οπισθοδρομιχήαπαλοιφή, δεδομένου όμως μεγαλύτερου χρόνου εχτέλεσης.
6.5 Πειραμα 5: Εκπαίδευση με SVM
6.5.1 Τλοποίηση το\) SVM
Σύμφωνα με την βιβλιογραφία, ο ταξινομητής με την χαλύτερη απόδοση στα συστήματα
αναγνώρισης συναισθήματοςσε μουσιΧή είναι οι μηχανές διανυσματιχήςστήριξης (Sup-
ΡΟΓΙ Vectol" Machines). Η υλοποίηση έγινε χρησιμοποιώνταςτις συναρτήσειςsvmtΓaίn
χαι svmΡΓedίct της βιβλιΟ'θήχης libsvm [12]. Έγινε χρήση του πυρήνα (keΓl1el) RBF,
λόγω της υπεροχήςτου στα αποτελέσματατων πειραμάτων. Είναι σημαντιΧόνα αναφέρουμε,
επίσης, ότι έγινε αρχιχή χανονιχοποίηση των δεδομένων. Η χανονιχοποίηση είναι
απαραίτητη για την χρήση πυρήνα RBF, χαθώς η συνάρτηση ομοιότητας περιλαμ­
βάνει την ΕυΧλείδεια απόσταση μεταξύ των δεδομένων στο επίπεδο των χαραχτηρισ­
τιχών. Χρησιμοποιή'θΗΧεη συνάρτησηχανονιχοποίησηςΖSCOΓe (Ζ SCΟΓe nΟΓmaΙίΖatίοn)
η οποία υπολογίζει την χανονιχοποιημένητιμή ως τον λόγο της διαφοράς της τιμής με
το μέσο όρο των τιμών, προς την τυπιΧή απόΧλιση της. Δηλαδή, Ζ = Χ - μ/σ, όπου
μ, ο μέσος όρος χαι σ, η τυπιΧή απόχλιση. Τέλος, να αναφέρουμε ότι αχολου'θή'θηχε
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-'--'-------
Table 6.6: Αποτελέσματα Εχπαίδευσης SVM.
η προσέγγιση one-vs-one (default προσέγγιση της βιβλι0'0ήχης libsvrn) για την ταξ­
ινόμηση των 4 χατηγοριών συναι0'0ημάτων.
6.5.2 Πειραματική Διαδικασία
Έχοντας εξάγει το σύνολο των χαραχτηριστιχώναπό τα προηγούμεναπειράματα, έγινε
ταξινόμηση του συνολιχού διανύσματος χαραχτηριστιχών με χρήση του SVM. Το
πείραμα έτρεξε με 2 σετ δοχιμής, το σετ δοχιμής (test set) χαι το σετ επιχύρωσης
(validation sct). Στον Πίναχα 6.6 αναγράφεται η αχρίβεια πρόβλεψης ταξινόμησης του
SVM.
6.5.3 Συμπερά.σματα
Απο τα αποτελέσματατου Πίναχα 6.6 βλέπουμε ότι ο SVM σαν ταξινομητής μας δίνει
χαλύτερα συνολιΧά αποτελέσματααπό τον GMM. Η παραπάνω αχρίβεια επιβεβαιώνεται
χαι από το σετ επιχύρωσης
6.6 Πειραμα 6: Επιλογή Χαρακτηριστικών για
Εκπαίδευση με SVM
Έχονταςεπαλη0εύσειτην επιτυχίατων αλγορί'0μωνεπιλογής για τον ταξινομητήGMM
, σε αυτό το πείραμα δοχιμάζουμε την επιλογή χαραχτηριστιχών μέσω με'0όδων συνο­
λιχότητας (wrappers) στον ταξινομητή SVM. Δοχιμάστηχε ο αλγόρι'0μος Εμπρόσ'0ιας
Σταδιαχής Επιλογής (Forward Feature Selection - FFS) χαι ο αλγόρι'0μος Αναρρίχησ­
ης Λόφου Τυχαίας Μετάλλαξης (Random Mutation ΗίΙΙ Climbing - RMHC).
6.6.1 Εμπρόσθια Επιλογή Χαρακτηριστικών
Έγινε υλοποίηση του αλγορί'0μου σε Matlab. Χρησιμοποιήσαμετο σετ δοχιμής χατά




Πειράματιχή Διαδιχασία χαι ΑΤιοτελέσματα
Table 6.7: Βέλτιστο υΤιοσύνολο χαι εΤιιτυχία FFS για SVM.
ΥΤιοσύνολο Χαραχτηριστιχών (65/89):
10,70,80,90,100,120,130 μ MEcc
MFCC 10,30,50,60,70,80,90,100,120,130 σ M1"cc10,20,30,40,60,70,90,100,110,120 μ Δ(Μ[cc)
10-130 σ Δ(ΜΙcc)
Δυναμιχά μ R.MS EneIgy, σ RMS ΕneιgΥ, σ Attacl< tίme,σ Attack tinιeμ Attack slope, σ Attack slope, μ LοweneιgΥ H.atio
Ρυ0μιχά μ Tempo Change, Metroid ClaIity μ, Metroid ClaIity σ,μ Metroid StIength, EventDensit.y
Φασματιχά μ Zero cross, σ Zero cross, μ Rolloff85 ,μ Skewnessμ Entropy, σ Entropy, μ Flux , μ Flatness















Κέρδος Ταχύτητας Εχτέλεσης: 14% (Απο 8.1 s σε 7.1 s)
το υΤιοσύνολο χαι η εΤιιτυχία του υΤιοσυνόλου αυτού χατά την ταξινόμηση αναγράφεται
στον Πίναχα 6.7
6.6.2 Αναρρίχηση Λόφου Τυχαίας Μετά.λλαξης
Ότιως αναφέραμε χαι στην εΤιιλογή χαραχτηριστιχώνγια GMM, ο αλγόρι'0μοςRMHC
αΤιοδείχτηχε Τιολύ χαλή εΤιιλογή για αναζήτηση υΤιοβέλτιστου υΤιοσυνόλου. Ο αλ­
γόρι'0μος έτρεξε για 10000 ετιαναλήψεις με ετιαναρχιχοποίηση σε εντοπισμό Τιι'0ανού
ΤΟΤιιχού μέγιστου. Τα αΤιοτελέσματα αναγράφονται στον Πίναχα 6.8
6.6.3 Συμττερά.σματα
Ατιό τα αΤιοτελέσματα της εΤιιλογής χαραχτηριστιχών, παρατηρούμε την σημαντιχή
βελτίωση στα αΤιοτελέσματαχατά την εΤιιλογή υΤιοσυνόλουχαραχτηριστιΧών. Είναι ση­
μαντιΧό να παρατηρήσουμεότι το σετ επιχύρωσης εΤιιβεβαιώνει χαι στις 2 περιπτώσεις
τα υΤιοσύνολο χαραχτηριστιχών που παρήχ'0ησαν ατιό το σετ δοχιμής. Στην τιερίΤιτωση
της εμπρόσ'0ιας εΤιιλογής χρησιμΟΤιοιούμε το 73% των χαραχτηριστιχών χαι έχουμε
μέση αχρίβεια εΤιιτυχίας 63.32%, δηλαδή περίπου 7 ποσοστιαίες μονάδες παραπάνω ατιό
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Table 6.8: Βέλτιστο υποσύνολο χαι επιτυχία RMHC για SΊJM.
Υποσύνολο Χαραχτηριστιχών (46/89):
10,40,70,80,90,100,130 μ Mfcc
MFCC 20,60,70,80,90,100,130 σ Mt"cc30,40,70,100,110 μ Δ(Μfcc)
10,20,30,40,50,60,80,110,120 σ Δ(Μ[cc)
Δυναμιχά μ RMS EneIgy, σ Rl\IlS ΕneΓgΥ, σ Attclck tjlllCσ Attack tjme, μ Att<1ck slope, μ Lo\venergy H.~ιΙϊO
Ρυ0μιχά Metrojd Clarity μ, EventDensjty
Φασματιχά σ Zero cross, μ Rolloff85, μ Skewness, μ EntΓOpyμ Flatness, μ IIΓegularity, σ IIΓegularity,















Κέρδος Ταχύτητας Εχτέλεσης: 59% (Απο 8.1 s σε 5.1 s)
την χρήση του συνόλου των χαραχτηριστιχών. Στην περίπτωση του RMHC έχουμε
μέση αχρίβεια επιτυχίας 62.56% αλλά χερδίζουμε σε ταχvτητα Χα'13ώς χρησιμοποιεί­
ται το 55% των χαραχτηριστιχών. Επίσης, παρατηρούμε ότι τα 2 υποσvνολα που
παρήχ'l3ησαν έχουν σημαντιχή ομοιότητα μεταξι) τους. Συγχεχριμένα τα 41 από τα
46 χαραχτηριστιχά του υποσυνόλου του RMHC, ανήχουν στο υποσvνολο του FFS.
Τέλος, μποροvμε να βγάλουμε συμπέρασμα ότι ο FFS είχε xαΛVτερη απόδοση από τον




7.1 Συνολικά Συμτtεράσματατων Πειραμάτων
Στην παρούσα εργασία, δοκιμάσαμε την επιτυχία των ταξινομητών ΓκαουσσιανουΜείγ­
ματος (Gaussian Mixtnre Model - GMM) και Μηχανών Διανυσματικής Στήριξης
(Snpport Vector Machines - SVM) σε Βάση Δεδομένων που συν'θέσαμε. Για εξαγ­
ωγή των χαρακτηριστικώνχρησιμοποιήσαμετην βιβλιο'θήκηmirtoolbox [27] και τέλος
δοκιμάσαμε με'θόδους συνολικότητας για επιλογή του βέλτιστου υποσυνόλου χαρακ­
τηριστικών.
Η μέγιστη μέση ακρίβεια (μέσος όρος του σετ δοκιμής και του σετ επικύρωσης) που
πετύχαμε είναι 63.32% με χρήση 65 χαρακτηριστικών και SVM με Πυρήνα Ακτινικής
Συνάρτησης Βάσης (RBF). Ο SVM απέδωσε, συνολικά, καλύτερα από τον GMM.
Βέβαια, τα πολύ καλά αποτελέσματα με λίγα χαρακτηριστικά και η ταχύτητα του
δεύτερου τον κάνουν μια ανταγωνιστικήεπιλογή.
Οι αλγόρι'θμοι Οπισ'θοδρομικήςΑπαλοιφής και Εμπρόσ'θιας Επιλογής, έδειξαν να λει­
τουργούν ικανοποιητικάστο πρόβλημα της επιλογής χαρακτηριστικών,όπως και ο αλ­
γόρι'θμος Αναρρίχησης Λόφου Τυχαίας Μετάλλαξης, δεδομένου μεγάλου χρόνου εκ­
τέλεσης. Εν τέλει, οι αλγόρι'θμοι σταδιακής επιλογής μπορούν να προσεγγίσουνπάντα
μια ικανοποιητική λύση, ενώ για έναν αλγόρι'θμο τυχαιότητας όπως τον RMHC δεν
μπορούμε να είμαστε σίγουροι. Από την άλλη, δεδομένης υψηλής επεξεργαστικής ισ­
χύς και αρκετού χρόνου είναι πι'θανότερονα βρούμε τη βέλτιστη λύση χρησιμοποιώντας
έναν αλγόρι'θμο τυχαιότητας.
7.2 Συμβολή της ΔιτtλωμαΤΙKής Εργασίας
Σημαντική συνεισφορά της συγκεκριμένης διπλωματικής είναι η σύν'θεση της βάσης δε­
δομένων δημοφιλών τραγουδιών-συναισ'θήματος. Στον τομέα της αναγνώρισης μουσ­
ιχού συναισ'θήματος (Music Emotion Recognition - MER) υπάρχει μικρός αρι'θμός
βάσεων δεδομένων, οι οποίες μάλιστα είναι σχετιχά μιχρού μεγέ'θους ώστε να 'θεωρήσ­
ουμε τα αποτελέσματάτους ικανοποιητικά. Η βάση γενικής αλή'θειας που συν'θέσαμε
έχει τον μεγαλύτερο όγκο μουσιχών δειγμάτων (4023 δείγματα) από κά'θε άλλη βάση




Επίσης, τα αποτελέσματα της ταξινόμησης είναι πολύ ελπιδοφόρα για την ποιότητα της
βάσης αλλά χαι την ποιότητα των χαραχτηριστιχών που εξάγαμε, χα0ώς η επιτυχία
63.32% είναι πολύ χοντά στο χατώφλι 66% που έχει επιτευχ'θεί σε αντίστοιχες έρευνες
[21]. Οι μέ'θοδοι επιλογής συνολιχότητας που χρησιμοποιή0ηχαν δείχνουν ότι μιχρά
σετ χαραχτηριστιχών μίlOΡOύν να αποδώσουν πολύ ιχανοποιητιχά, δείγμα πως πολλά
από τα χαραχτηριστιχά που χρησιμοποιούνται επιχαλύπτονται χαι πολλές φορές δίνουν
'θορυβώδη πληροφορία. Στην παρούσα εργασία δεν μπορούμε να υπο'θέσουμε ένα βέλτ­
ιστο υποσύνολο χαραχτηριστιχών, αλλά παρατηρώντας τα αποτελέσματα μπορούμε να
εχτιμήσουμε ότι:
1. Πάνω από το 50% της πληροφορίας δίνεται από τα χαραχτηριστιχά MFCC, χαι
2. Έχουμε σημαντιχή βελτίωση με χρήση των χαραχτηριστιχών: Attack time, Spectral
Entropy, Mode χαι Key Clarity.
ΑΧόμα, μπορούμε να χαταλήξουμε ότι ο ταξινομητής GMM είναι πλήρως ανταγωνισ­
τιχός στο πρόβλημα της αναγνώρισης μουσιχού συναισ'θήματοςχαι σε συστήματα που
μας απασχολεί η ταχύτητα εχτίμησης 'θα ήταν μία πολύ χαλή επιλογή.
Επίσης, συγχρίνοντας την αναζήτηση βέλτιστων βαρών για GMM χαι τις με'θόδους
συνολΙΧότητας για τον ίδιο ταξινομητή , μπορούμε να συμπεράνουμε ότι οι δεύτερες
μας δίνουν χαλύτερα αποτελέσματα στο πρόβλημα της βελτίωσης απόδοσης ενός συσ­
τήματος MER.
7.3 Μελλοντικές Ερευνητικές Κατευθύνσεις
Η χατεύ'θυνση που αχολου'θήσαμε σε αυτήν την διπλωματιχή εργασία είχε άξονες την
χατανόηση του τρόπου εξαγωγής χαραχτηριστιχώνχαι των αλγορί'θμων ταξινόμησης
χαι επιλογής χαραχτηριστιχών. Παρόλο, που τα αποτελέσματαήταν πλήρως ιχανοποι­
ητιχά υπάρχουν διάφορες χατευ'θύνσεις που μπορούν να αχολου'θη'θούν για βελτίωση
των αποτελεσμάτων αλλά χαι για περαιτέρω εξερεύνηση του προβλήματος της αναγ­
νώρισης μουσιχού συναισ'θήματος.
Η χατηγορηματιΧήπροσέγγιση, δηλαδή η ταξινόμηση σε στα'θερές Χλάσεις συναισ'θη­
μάτων, είναι μία προσέγγισηπου δεν λαμβάνει υπόψη την υποχειμενιχότηταχαι ασάφεια
του προβλήματος. Για παράδειγμα, το ότι ένα μουσιχό δείγμα ταξινομή'θηχεστην χλάση
"Ηρεμία" δεν σημαίνει ότι δεν μπορεί να ανήχει στις χλάσεις "Χαράς" ή "Λύπης". Σαν
μελλοντιΧή χατεύ'0υνση 'θα μπορούσε, λοιπόν, να γίνει προσπά'θεια ταξινόμησης μέσω
ασαφούς λογιΧής (fuzzy logic) ή μέσω παλινδρόμησης (regression) των δεδομένων σε
συνεχή χώρο.
/"Ένας άλλος άξονας συνέχισης της εργασίας 'θα μπορούσε να είναι η δοχιμή περαιτέρω
ταξινομητών. Ο αλγόρι'θμος k-NN για παράδειγμα έχει δείξει να λειτουργεί πολύ
αποδοτιχά στο συγχεχριμένο πρόβλημα. Η χρήση επιπλέων ταξινομητών '0α μπορούσε
να εξάγει συμπέρασμα για το ποιος ταξινομητής είναι βέλτιστος, συγχεχριμένα για το
πρόβλημα αναγνώρισης συναισ'θήματος στην δημοφιλή σύγχρονη μουσιχή.
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Επίσης, 'Ι3α μπορούσε να δοχιμαστεί η εξαγωγή επι:-:λέων χαραχτηριστιχών, που πι'l3ανά
παρέχουν χρήσιμη συναισθηματιχή πληροφορία ,ης μουσιχής Ένα παράδειγμα που
έχει δείξει την ραγδαία αύξηση της επιτυχίας ταξινόμησης στο πρόβλημα, είναι η χρήση
πληροφορίας α:τό τους στίχους του χομματιού. Αυτό είναι λογιχό χα'l3ώς οι περισσότεροι
αχροατές δίνουν ίση βαρύτητα στους στίχους χαι στη μουσιχή ενός χομματιο\) χαι η
συναισ'l3ηματιχή τους εμπειρία είναι συνον'l3ύλευμα από τους δυο αυτούς παράγοντες
Μία αχόμα χατεύ'l3υνση είναι η ανάπτυξη πιο περίτ::λοχων αλγορί'l3μων τυχαιότητας για
ετcιλoγή χαραχτηριστιχών στο πρόβλημά μας Η χατασχευή γενετιχού αλγόρι'l3μου
ανα(ήτησης ή επιλογή με προσομοίωση ανόπτησης είναι δύο αλγόρι'l3μοι που πι'0ανά
να έδιναν χαλύτερα αποτελέσματα επιλογής υποσυνόλου. Επίσης 'Ι3α μπορούσε να
γίνει προσπά'l3εια βελτιστοποίησης του χώδιχα για γρηγορότερα αποτελέσματα. Ένα
παράδειγμα είναι η παράλληλη υλοποίηση του RMHC.
Τέλος, χρησιμοποιώντας το σύστημα ταξινόμησης της εργασίας 'Ι3α μπορούσαμε να
υλοποιήσουμε μια ολοχληρωμένη εφαρμογή αυτόματης αναγνώρισης ή αυτόματης δη­




ΝΙε την ολοχλήρωση της διτιλωματιχής εργασίας '0α ή'0ελα χαταρχήν να ευχαριστήσω
τον Χ. Γεράσιμο Ποταμιάνο για την χα00δήγησή του, την στήριξη χαι τις συμβουλές
τιου μου τιροσέφερε σε όλη την διάρχεια της τιαροvσας εργασίας. Ετιίσης, ευχαριστώ
την Μυρτώ Ζάββου για την τιoΛVτιμες μουσιχές της γνώσεις χαι την βοή'0εια της σε
όλη την διάρχεια της διτιλωματιχής. Τέλος ευχαριστώ την οιχογένεια χαι τους φίλους
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