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Abstract—We summarize recent approaches to estimate elec-
tromagnetic fields in an arbitrary two-dimensional scattering
domain. Only an estimate of the objects’ spatial support in
the scattering environment is required in our approach. Using
the Huygens’ principle and compressive sensing, the tangential
electromagnetic fields on the scatterers’ surface are estimated
by making few field measurements in the scattering domain.
Based on the field measurements, two inverse formulations are
discussed in the paper: (a) scattered field inverse (SFI) and (b)
total field inverse (TFI). For an indoor scattering domain with
three scattering objects, the total electric field is recovered with
an accuracy of 92%, and the incident field is recovered with an
accuracy of 96% when the number of measurements is 0.3 times
the number of unknowns in which the problem is formulated.
Index Terms—Compressive Sensing, Electromagnetic Fields,
Sensor Placement, Inverse Scattering.
I. INTRODUCTION
In our recent works [1], [2], we have developed techniques
to predict the electromagnetic (EM) fields in an arbitrary scat-
tering environment. Such problems have many applications,
such as in WiFi access point provisioning. It is known that
existing solutions based on ray-tracing approaches [3], [4]
work in the high frequency regime but fail to capture effects
such as diffraction around object corners, multiple reflections
[5, Fig. 3], and suffer from high errors in near-field estimation.
In this paper, we present an overview of our techniques that
overcome these limitations based on the surface integral (SI)
method that models the wave-matter interactions exactly.
Most of the inverse problems in EM require the information
of the scattered field [6], which implies that every experiment
should have two sets of measurements (a) total field and
(b) incident field. To overcome this, we present a general
technique that maps the EM field in any given scattering
environment using only the total field measurements. The in-
verse technique requires a knowledge of only the approximate
spatial support of the scatterers. We assume that the region
in-between the scatterers is homogeneous. In our earlier work
[1], we assumed that the incident field was known, and used
random sensing locations to get field measurements. In our
follow-up work [2], we dropped the requirement of incident
field knowledge. Additionally, we also explored optimal sensor
placement strategies that gave better results than when the





Fig. 1. Problem schematic: Sw is the inner surface of the enclosing wall and
So is the outer surface of a non-magnetic scatterer. Vin denotes the volume
enclosing the source. n̂w and n̂o are the normals to the scattering surfaces
of the wall and object respectively.
The electromagnetic field at any location ~r in Region 1
of the two dimensional (2D) schematic shown in Fig .1 can
be obtained using the Huygens’ principle [7], which states
that the scattered fields can be expressed in terms of the free-
space Green’s function and the tangential electric and magnetic
fields on the scattering surfaces. For a transverse magnetic


























)] · n̂o dl′, (1)
where φ(~r) is the total electric field at ~r, φin(~r) is the incident
field, g(~r, ~r
′
) = − j4H
(2)
0 (k0|~r − ~r
′ |) is the 2D free space
Green’s function (k0 is the free space wavenumber) and n̂w, n̂o
is the unit normal from the surfaces Sw and So into Region
1. φo, φw are the tangential electric fields on the object and
wall respectively, and∇φo.n̂o,∇φw.n̂w are proportional to the
tangential magnetic fields on the object and wall, respectively.
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In Eq. (1) both the tangential electric and magnetic fields
over the scattering surfaces Sw, So are used to determine field
at any location, which is redundant as per the Uniqueness
theorem [8]. To eliminate this redundancy, we use the Extinc-
tion theorem [7] for Region 1, which establishes the following
























)] · n̂o dl′
= 0, ~r ∈ {Sw, So}. (2)
A. Scattered Field and Total Field formulation
From the Huygens’ principle (Eq. (1)), the field at
any location ~r can be obtained if the tangential fields
(∇φw, φw,∇φo, φo) on the scattering surfaces and the source
function φin(~r) are known. We formulate two different prob-
lems to estimate the field at any point ~r in Region 1,
1) Scattered Field Inverse (SFI): Here, the incident field is
known, while the tangential field is to be determined [1].
2) Total Field Inverse (TFI): Here, both the incident field
and tangential fields are unknown [2].
Depending on the problem (either SFI or TFI), the un-
knowns are expanded in terms of known basis functions. For
example, in TFI the incident field is expanded using Graf’s
addition theorem [9, Section 9.1] and tangential fields are
expanded in the pulse basis. The unknown coefficients of the
corresponding basis functions are estimated using the field
measurements at various locations.
B. Defining Data and State equations
After expanding the unknowns in the appropriate basis
functions, the discretized versions of Eq. (1) and (2) are called
the Data and State equations respectively. The Data and State
equations for SFI and TFI are as follows:
1) SFI-Data equation: Adx = bd + ν
where Ad ∈ CM×N ,x ∈ CN and bd ∈ CM , bd con-
tains the scattered field measurements at M locations, N =
2(No +Nw). No, Nw are the number of discretized segments
of the surface So and Sw respectively. The scattered field
measurements are corrupted by noise given in ν. The elements
of the matrix Ad are computed as per the relation in [1, Eq. (9)]
2) SFI - State equation: Asx = bs, where As ∈ C
N
2 ×N ,
and bs ∈ C
N
2 , bs contains the incident field measurements on
surface of the scatterers (So, Sw).
3) TFI - Data equation: Adx = bd + ν
where Ad ∈ CM×(N+Ni),x ∈ CN+Ni and bd ∈ CM , bd
contains the total field measurements at M locations. The total
field measurements are corrupted by noise given in ν.
4) TFI - State equation: Asx = 0, where As ∈
C
N
2 ×(N+Ni), and 0 ∈ RN2 . Ni is the number of unknown
coefficients for the incident field expansion.
C. Optimal sensor placement for field measurements
One of the important steps in the inverse problem is to
measure the field at several spatial locations. In [1] the field
measurements were taken at random locations in the scattering
domain (Region 1 in Fig. 1). In our followup work [2], we
investigated the problem of optimal sensor placement; that





possibilities to place M sensors out of P locations. We use a
greedy algorithm called Maximum Projection on Minimum
Eigenspace (MPME) [10] that finds the best M sampling
locations out of all possible locations, P .
D. Outline of our method
To predict the EM field at any given location, we follow the
steps given below.
1) Measure the total/scattered fields (TFI/SFI) at M loca-
tions in Region 1 in Fig. 1.
2) Solve an optimization problem to find the unknown field
coefficients, x, that satisfy both the Data and the State
equations.
3) Substitute the estimated coefficients in the Huygens’
principle to predict the total/scattered field at any desired
location in Region 1.
III. SOLUTION METHODOLOGY
We now discuss the algorithm used to solve the unknown
vector x in both the SFI and TFI formulations. Within the
framework of the Subspace optimization method (SOM) [11],
the vector x is split into two orthogonal spaces (a) Major space
component- which is recovered from the measured data, and
(b) Minor space component- the tangential fields are sparse in
the discrete Fourier transform (DFT) domain, hence principles
of compressive sensing (CS) is used to recover this component.
The Major space component, x1, is determined by employ-
ing the truncated singular value decomposition (SVD) solution








where, b = bd + ν, {ui}Mi=1, {vi}Ni=1 are the left and right
singular vectors of Ad respectively, and {σi}Mi=1 are the
singular values of Ad arranged in descending order. The value
of L0 is chosen using the Morozov Discrepancy Principle [12].
The procedure for estimation of the major space component
x1 in both SFI and TFI is the same.
For determining the Minor space component, x2, we solve





subject to ‖Ad(x1 + x2)− b‖2 ≤ε,
‖As(x1 + x2)− bs‖2 ≤η
(4)
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‖MI1(x1 + x2)‖1 + t‖I2(x1 + x2)‖2
subject to ‖Ad(x1 + x2)− b‖2 ≤ε,
‖As(x1 + x2)‖2 ≤η
(5)
where M = F or D is the discrete fourier transform (DFT)
or the discrete cosine transform (DCT) basis respectively, b
is scattered field measurements for SFI and total field mea-
surements for TFI . I1 ∈ RN×(N+Ni) and I2 ∈ RNi×(N+Ni)
are blockwise identity matrices which when multiplied with
a N + Ni dimensional vector return the first N and last Ni
elements of that vector respectively, and t is a regularization
parameter; ε is the square root of the noise variance, η is an
estimate of the discretization error in the state equation. We
solve the above problems using the CVX package [13], [14].
IV. NUMERICAL RESULTS
In this Section, we present the results of various numeri-
cal simulations to evaluate the performance of the proposed
method. All the simulations are programmed in MATLAB
R2019b on a 2.4 GHz Quad-Core Intel Core i5 processor,
using 8GB RAM.
A. Simulation setup and generating the synthetic measure-
ments






Fig. 2. The schematic of a 12λ × 8λ simulation domain, where λ is the
wavelength of the incident wave in free space. The domain includes a wall,
3 objects and a source. Object 1 and 2 are rectangles of sides λ × 2λ, and
2λ×λ and object 3 is a circle with radius 0.75λ. The relative permittivities of
respective objects are εr1 = 1.7−2.1j, εr2 = 2.6−1.1j, εr3 = 1.8−0.9j
and the relative permittivity of the wall is εrw = 3.7−2.1j. The objects 1,2,
and 3 are centered at (−4λ, 2λ), (4λ,−1.5λ), and (3λ, 2λ). The source is
placed within a λ/4×λ/4 square that is centered at origin. The exact shape
of the objects are indicated by the filled regions and the dotted contours are
the approximate object contours used in the problem solution.
The simulation setup is chosen such that it considers the
scattering in the indoor setup ( Fig. 2). The relative permit-
tivities of the scattering objects are complex so that it mimics
the real world objects. We generate the synthetic (total field
and scattered field) measurements using a Boundary Integral
[7] solver with pulse basis function and delta testing function.
The frequency of operation is 1.5 GHz, and the forward solver
is discretized at λ/40. The problem can be scaled to have more
objects and also a larger simulation domain. The exact shape
and permittivities of the objects are only required to generate
the synthetic measurements.
Any general source function can be considered for gener-
ating the synthetic field data. We define the source current J




2 + y2 − x+ y) (x, y) ∈ Vin
0 else
(6)
where I0 is a normalization constant such that the magnitude
of the incident field at a radius of 10λ is approximately
unity. A 6× 6 Gauss Legendre quadrature rule in 2D is used
to calculate the true incident field for generating synthetic
measurements.
The inverse formulation uses the synthetically generated
total/scattered field by the forward solver and also approximate
spatial support of the objects that are seen as dotted contours
in Fig. 2.
B. Inverse solver
For inverse formulation, the approximate geometry of the
object is discretized at λ/5, which provides an optimal balance
between the computational cost and accuracy. The source
function is confined in a square of side λ/4, and the number of
coefficients considered with respect to incident field expansion
is Ni = 5 [2]. The total number of unknown variables for the
inverse formulation are: 2× (197 + 34 + 34 + 32) = 592 for
SFI and 597 for TFI. The Data matrix is constructed from
the obtained sampling locations. The sampling locations are
generated with two different methods (a) random sampling
scheme and (b) optimal samples obtained from MPME. We
measure the scattered field and total field at the sampling
locations depending on the method of inverse solver i.e. SFI or
TFI respectively. The measurements are corrupted by additive
white gaussian noise (AWGN) with a 25 dB signal to noise
ratio (SNR). The field prediction is done for two different num-
ber of measurements (also called as sampling rate). Sampling
rate (SR) is defined as the ratio of number of measurements to
the total number of unknowns. The major part of the solution
Eq. (3) is obtained using the Morozov discrepancy principle
[12]. For the minor part of the solution we solve Eqs. (4,5)
with the DCT as the transformation matrix.
C. Field prediction comparison : optimal sampling scheme
(MPME) vs Random sampling
x is estimated by making few field measurements based
on the locations obtained by different sampling schemes, and
the estimated tangential field components are substituted in
Eq. (1) to predict the field over the entire simulation domain
(12λ × 8λ). The reconstructed and true fields are compared
to obtain various error metrics: the relative error in the field
prediction over a grid in Region 1 is indicated by ∆G, and
the relative error in the incident field estimation is given by
∆I . We do not consider the locations inside the scatterers and
locations that are very close to the scattering surfaces (distance
less than λ/10).
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We compare the performance of both the sampling schemes
for the SFI and TFI formulation. In both the methods the
optimal sampling scheme reconstructs the fields with higher
accuracy for the same sampling rate. Fig. 3 shows the 2D error



















Fig. 3. Box plot error comparison for MPME sampling scheme and Random
sampling scheme for TFI at 0.3 SR (179 measurements). ∆GMPME and
∆GRand are total field error for MPME and random sampling scheme.
∆IMPME and ∆IRand are incident field error for MPME and random
sampling scheme. The error plotted is for 50 monte carlo iterations. Red line
is the average of the error over 50 iterations, the bottom and top of each box
are the 25th and 75th percentiles of the error distribution.
The reconstruction of fields is done in two ways because
of the difference in the amount of information considered
for the simulations. Total field formulation (TFI) measures
only the total field without the knowledge of the incident
fields, hence we estimate the total field. And the scattered
field formulation (SFI) uses both the incident field as well as
total field information so we estimate the scattered fields. The
reconstructed 2D total field using the TFI method is shown in
Fig. 4. The measurements are done using sampling locations
obtained by MPME samples at 0.3 SR. Fig. 5 shows the
sampling locations obtained from MPME (optimal sampling)
and random sampling scheme.




























Fig. 4. Normalized magnitudes of (a) True and (b) estimated total fields by
making 178 measurements using MPME (0.3 SR, 25 dB SNR). Colorbar
shows the field magnitude in V/m. The total field is estimated for TFI
formulation with 9% error.
V. CONCLUSION
In this paper, we have given an overview of two algo-
rithms that have been recently developed by us to predict the














Fig. 5. Sampling locations obtained from (a) MPME (Optimal sampling)
scheme (b) random sampling scheme. The ‘filled’ dots are the sampling
locations where field measurements are taken. The number of sampling
locations are 179.
EM field over any given scattering environments by making
either, (a) scattered field measurements, or (b) total field
measurements. We compare the reconstruction performance
of both the methods for random sampling (RS) scheme and
optimal sampling locations obtained by MPME. Using optimal
sampling locations, the average reconstruction error is 8 %
for a sampling rate (SR) of 0.3 and an SNR of 25 dB
compared with 14 % error for RS at the same noise level.
The reconstruction error with optimal locations shows a good
improvement compared with the random sampling scheme at
0.3 SR, but as the SR increases the improvement becomes
less significant. The TFI formulation does not assume any
information on the source function and the incident field is
estimated with a of 3%.
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