Abstract. Most state-of-the-art single image blind deblurring techniques are still sensitive to image noise, leading to serious performance degradation in their blur kernel estimation when the input image noise increases. We found that reliable kernel estimation could not be given by directly using denoising and existing deblurring algorithms in many cases. We focus on how to estimate a good blur kernel from a noisy blurred image via using the image structure. First, we applied denoising as a preprocess to remove the input image noise and then computed salient image structure of the denoised result based on the total variation model. We also applied a gradient selection method to remove those salient edges that have a possible adverse effect on blur kernel estimation. Next, we adopted a two-phase estimation strategy to obtain higher quality blur kernel estimation by jointly applying kernel estimation from salient image structure and iterative support detection (ISD) kernel refinement. Finally, we used the nonblind deconvolution method based on sparse prior knowledge to restore the latent image. Extensive experiments testify to the superiority of the proposed method over state-of-the-art algorithms, both qualitatively and quantitatively.
Introduction
Images captured with today's cameras typically contain some degree of noise and blur. In low-light conditions, especially, blur due to motion in the scene or camera shake and noise caused by increasing camera light sensitivity with a higher ISO setting can easily ruin a photograph. The resulting information loss of visual detail both degrades scene appearance and complicates image analysis tasks. Recently, blind deblurring from a single image has been hotly discussed in the computer vision and digital image processing community for its involvement in many challenges in problem formulation, regularization, and optimization. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] Many computer vision techniques have been proposed to tackle this problem by jointly recovering a sharp latent image while estimating the blur kernel. These blind image deblurring methods generally work well when the input image has little image noise. However, their performance is impaired significantly when the image noise level increases.
For deblurring a single image, it has been demonstrated that estimating the blur kernel first and then solving a nonblind deconvolution problem with the estimated kernel renders favorable result. 17 In this case, the quality of the blur kernel estimation directly affects the performance of the deblurred result. However, the high-frequency perturbations of image values caused by noise are not always ignored in deblurring techniques. When low noise assumption is not tenable, image noise may manifest itself as noise in the estimated blur kernel, which can cause the blur kernel not to be estimated accurately. Moreover, image noise may also be amplified by deconvolution, which can lead to artifacts in the deblurred result. A possible solution is simply to apply image denoising prior to deblurring. But denoising algorithms are far from perfect, leaving behind some amount of noise while inadvertently damaging some image blur information. Therefore, estimating the blur kernel with such input also produces biased results.
To the best of our knowledge, handling noisy inputs in single image deblurring has not yet received enough attention. Although several methods 9, 11 have been proposed lately for dealing with this problem, it is still a challenge to reliably estimate the accurate blur kernel from a noisy blurred image with some complex structures.
In this paper, we propose an approach for estimating an accurate blur kernel from a noisy blurred image. Our approach still includes denoising and deblurring steps. However, we carefully design the denoising filter and deblurring procedure in a manner such that deblurring works effectively in synergy with denoising. First, we use BM3D filtering 18 as a preprocess to effectively decrease the noise level in the input image. Second, we develop a method for computing image structures based on the total variation (TV) model, which is capable of excluding the edges that degrade the kernel estimation by applying image gradient selection. Third, we propose a two-phase kernel estimation method that involves kernel estimation from salient image structure and iterative support detection (ISD) 19 kernel refinement, giving rise to an efficient and robust kernel estimation process. Finally, we employ a nonblind deconvolution method based on sparse prior knowledge to restore the latent image.
We motivate this approach with a study of how image noise degrades blur kernel estimation in blind deblurring problem. With the proposed method, we experimentally demonstrate more accurate kernel estimation and higher quality deblurring on noisy images in comparison to state-of-the-art techniques.
Related Work
Spatially invariant motion blur can be modeled as image convolution with a blur kernel. In this case, blind image deblurring can usually be divided into two categories: single channel blind image deblurring (SC-BID) and multiply channel blind image deblurring (MC-BID). We briefly review the SC-BID and MC-BID methods.
SC-BID aims to recover both the blur kernel and the latent image from a single blurred image. Early work usually focuses on imposing constraints on motion blur kernels and uses parameterized forms for the kernels. 20, 21 Recently, considerable progress has been made in estimating a complex motion blur kernel from a single image. The success stems partly from the employment of sparse priors and the multiscale framework. Fergus et al. 1 used a zero-mean mixture of Gaussian to fit the heavy-tailed distribution of natural image gradients. A variational Bayesian framework was employed to deblur an image. Shan et al. 2 exploited a unified probabilistic model for both the latent image and blur kernel. Deblurring is achieved through an alternating-minimization scheme. Cai et al. 4 assumed that the latent images and kernels could be represented sparsely by an overcomplete dictionary and introduced a framelet and curvelet system to obtain the sparse representation for kernels and images. Levin et al. 5 demonstrated the limitation of the common MAP methods involving estimating both the image and kernel and proposed an efficient marginal likelihood approximation. 7 Krishnan et al. 8 applied a normalized sparsity prior for blind kernel estimation. Sun et al. 13 introduced a patch-based prior to estimate blur kernel. Mai and Liu 16 developed a datadriven approach to fuse multiple blur kernels estimated from different existing deblurring methods into a more accurate one. A Gaussian conditional random fields-based fusion method was developed to attain the final blur kernel. Remarkably, blur kernels estimated from the aforementioned work usually contain some noise.
Another group of methods employed an explicit edge prediction step for blur kernel estimation. Especially, Joshi et al. 22 predicted sharp edges by first locating step edges and then propagating the local intensity extrema toward the edge. This method was adopted to handle complex blur kernels using a multiscale scheme. Cho and Lee 3 applied bilateral filtering together with shock filtering to predict sharp edges and then selected the salient edges for kernel estimation. Xu and Jia 6 analyzed the scale of blurred edges and developed an edge selection method for robust blur kernel estimation. The kernel refinement was implemented using ISD technique. Cho et al. 23 directly detected sharp edges from blurred images and then took advantage of Radon transform to estimate the blur kernel. Pan et al. 12 further presented an effective mask computation algorithm to adaptively select useful edges for kernel estimation. Zhou and Komodakis 24 imposed a geometric parsing prior on general MAP-estimation framework for blind image deblurring. Although the performance of these methods has improved impressively, the estimated kernels still embrace some noise occasionally, the sparsity of which also cannot be guaranteed.
MC-BID tries to combine complementary information from multiple images for generating higher quality image estimates, in comparison with SC-BID. Chen et al. 25 presented a dual-image deblurring method to restore a sharp image from two consecutively captured blurred photos with different blur kernels. Zhuo et al. 26 exploited the correlation between sharp images and their corresponding flash images and then used a pair of blurred and flash images to produce a sharp one. Interested readers can refer to Refs. 27,28 for more details.
While there have been significant advances in blind image deblurring, the abovementioned methods all presume very little noise in the input image. The hypothesis is not always realistic for real-world images. When the noise level increases, the estimated blur kernel becomes noisy and results in greater error in the deconvolution process. To suppress noise, Tai and Lin 9 used an existing denoising package as a preprocess and then estimated the blur kernel and the latent image from the denoised result. Zhong et al. 11 showed that directly applying image denoising methods partially damaged the blur information, leading to biased kernel estimation and then used directional filters together with Radon transform to estimate the blur kernel from a noisy blurred image. It is notable that these methods are not always able to produce accurate blur kernel estimations and reconstruct sharp latent images.
Effects of Image Noise in Blur Kernel Estimation
In this section, we analyze the effect of image noise in blur kernel estimation. For simplicity, we assume that the blur kernel is spatially invariant. The formation process of image blur is generally modeled as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 3 4 4
where b is the observed noisy and blurry image, l is the latent image, k is the blur kernel or the point-spread-function, n is some additive noise introduced during image acquisition, and "*" is the convolution operator. In blind image deblurring, estimating both k and l from b is a well-known ill-posed inverse problem, and the additional noise n makes this problem even more challenging. To simplify things, previous SC-BID methods usually assume the input image b to be nearly noise-free. However, the noise in the real-world blurred images cannot always be negligible. For the sake of the convenience of analysis, the Fourier transform of Eq. (1) in the frequency domain can be expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 1 7 1
where B, L, K, and N denote the Fourier transform of b, l, k, and n, respectively. Our analysis is carried on using the alternating-optimization framework for blind image deblurring. Let L i−1 be the latent image of the (i − 1)'th iteration in the frequency domain. If image noise is nearly negligible, the blur kernel K i at the i'th iteration can be computed in the frequency domain from Eq. (2) as
However, when image noise becomes nonsignificant, dividing the input image by the estimated latent image leads to E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 7 1 9 
where B 0 represents the ideal blurred image without noise. From Eq. (3), we can discover that the estimated blur kernel is offset by the term N∕L i−1 , and the image noise is transferred into the estimated blur kernel. When the amount of image noise increases, clearly the noise level in K i also increases and, hence, the error between the estimated blur kernel and the ground truth kernel becomes greater (Fig. 1 ). Figure 2 shows the overall process of our SI-BID method, which builds upon the coarse-to-fine, iterative optimization framework commonly adopted in recent methods. To progressively refine the blur kernel from a noisy and blurred input image, our method contains three key steps: denoising, kernel initialization, and kernel refinement. In the first step, we apply BM3D filtering as a preprocess to effectively decrease the noise level of the input image, which can help to extract more reliable image structures or edges for blur kernel estimation. In the second step, we extract the main image structures from the input of the denoising step, then use shock filter to restore strong edges from the extracted structures and select some salient edges with large pixel values for estimating the kernel initialization. The whole kernel initialization process is performed in a coarse-to-fine, multiscale iterative optimization manner (the dashed blue box in Fig. 2 ). In the final step, we apply an ISD method to refine the kernel estimation of the previous step while removing noise.
Our Approach

Process Overview
In the coarse-to-fine iterative process for updating the blur kernel and the latent image, we use the grayscale versions of the denoised input and the latent image. After the final blur kernel has been estimated at the finest level (i.e., the latent image is the same size as the input image), we perform the final deconvolution with the estimated kernel on each color channel of the denoised image to obtain the deblurred result.
Denoising as a Preprocess
From the analysis in the previous section, we observe that kernel estimation is very sensitive to image noise. In the condition that input images contain non-negligble noise, many previous SI-BID methods cannot produce the reliable blur kernel estimation from a noisy blurred image. 11 In general, motion blurring and image noising are considered to be two independent processes in image formation. To a certain extent, using denoising preprocessing to suppress the noise in the input image can ameliorate the problem of the noise in kernel estimation. Although this can inevitably lead to over-smoothing of image details and loss of blurry information, inaccuracy blur kernels can be estimated effectively. Therefore, denoising the input image before applying the blind image deblurring process can partly help to improve the performance of the previous approaches. To better understand the effect of image denoising on the blur kernel estimation, we conduct an experiment, shown in Fig. 3 . In this experiment, we apply BM3D to a real-world noisy and blurry test image and then use Xu and Jia's method 6 and Pan and Liu's method 12 to estimate the blur kernel and restore the latent image, respectively. The experimental results of Refs. 6, 12 are all generated by using the authors' source code or executable program downloaded online.
Figures 3(b) and 3(c) show that the performance of Xu and Jia's method is improved using denoising as a preprocess. However, Figs. 3(d) and 3(e) show that image denoising is not able to ensure Pan and Liu's method, compared with Xu and Jia's method, to obtain the satisfied result. This indicates that directly denoising the noisy and blurred image before applying the existing blind image deblurring methods cannot lead to a reliable result. The main reason is that sophisticated denoising algorithms remove not only a large amount of noise but also some image structure. Deblurring with such input can lead to undesirable results, such as inaccuracy blur kernel estimation, edge artifacts, and loss of image structure.
Two-Stage Blur Kernel Estimation 4.3.1 Kernel initialization from salient structure
In the kernel initialization, we aim to compute a coarse version of the blur kernel in a multiscale setting. Kernel estimation based on salient structure contains three main steps, i. e., reliable structure extracting, kernel estimation, and coarse image restoration.
Reliable structure extracting. Adaptively selecting salient image edges can be achieved using the structure-texture decomposition method. For an image l with intensity value lðxÞ at pixel x, the structure component l strc can be obtained by minimizing the following objective function: 12 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 1 3 8
where θ is an adjustable parameter, ωðxÞ ¼ expð−krðxÞk 0.8 Þ and rðxÞ is a metric to measure the usefulness of image gradients and defined as 
in which b is the noisy and blurred image and N h ðxÞ is an h × h window centered at pixel x. This equation is first used in Ref. 10 to remove some narrow strips that may be averse to kernel estimation. A smaller r implies that the local region is either flat or includes some spikes, whereas larger r indicates that local window contains strong image structures. The adoptive weight ωðxÞ has the similar advantages to the metric r, having a strong penalty to those areas that are flat or contain narrow strips as well. Furthermore, the stair-casing effect that Eq. (4) may introduce can be mitigated effectively by adjusting the value of θ to be large in the smooth areas and small near the edges. After computing l strc , we solve the following shock filtering PDE problem to construct the enhanced structurel strc : 29 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 6 9 7 ∂l strc ∕∂t ¼ −signðΔl strc Þk∇l strc k 2 l strc j t¼0 ¼ l strc ;
where ∇l strc and Δl strc are the first-and second-order spatial derivatives ofl strc , respectively. Finally, the salient edges used for kernel estimation can be determined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 6 0 9 ∇S ¼ ∇l strc ∘ HðM; τÞ;
where "∘" denotes the pixelwise multiplication operator, HðM; τÞ is the unit binary mask function and defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 5 5 4 HðM; τÞ
in which M ¼ k∇l strc k 2 and M x;y denote the magnitude of the gradient ofl strc at coordinates ðx; yÞ, and τ is a threshold of the gradient magnitude. Here, we determine the initial value of τ according to the method of Ref.
3 at the beginning of the iterative deblurring process. Specifically, the directions of image gradient are initially quantized into four groups. τ is set to guarantee that at least 0.5 ffiffiffiffiffiffiffiffiffiffiffi N l N k p pixels participate in blur kernel estimation in each group, where N l and N k are the total number of pixels in the input image and the kernel, respectively.
Initial kernel estimation. Most work assumes that the distributions of blur kernels can be modeled by HyperLaplacian, which can preserve the sparsity of blur kernels but not ensure the continuity. To preserve the continuity of estimated blur kernels, we introduce the image smoothing method based on L 0 gradient minimization 30 to handle the estimated kernels. Initial kernel estimation can be accomplished by minimizing the objective function defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 3 0 0 k ¼ arg min
where γ and μ are the weights that control the sparsity and smoothness of k, respectively, 0 < α ≤ 1 and CðkÞ ¼ fðx; yÞjj∂ x kðx; yÞj þ j∂ y kðx; yÞj ≠ 0g (i.e., CðkÞ counts the number of pixels, the magnitudes of whose gradients are not zeros). Equation (9) is difficult to be minimized directly as it is a nonconvex optimization problem. For this reason, we can employ an efficient alternating-minimization method to resolve it. Equation (9) can be written equivalently as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 3 2 6 ; 6 5 3 For Eq. (10), the first objective function can be resolved by the constrained iterative reweighed least square (IRLS) method, 31 and the second objective function can be optimized by using the alternating-optimization method in Ref. 30 . We empirically set α ¼ 0.5, γ ¼ 0.01, and μ ¼ 10 −3 to 10 −5 . To demonstrate the effectiveness of the constraint CðkÞ in the kernel estimation process, we choose the test set provided by Ref. 5 to conduct an experiment shown in Fig. 4 . From  Fig. 4(b) , the kernel estimations with the constraint outperform those without adopting the constraint, which demonstrates that the continuity and accuracy of kernel estimate with the constraint have been greatly improved. Here, although introducing the continuity constraint in the kernel estimation does increase computational loads to some extent, it can improve the accuracy and continuity of kernel estimation in each image level (our initial kernel estimation is based on multiscale framework), which avoids degrading the intermediate blur kernel quality.
Coarse image restoration. For this deconvolution stage, the main purpose is to restore the sharp edges from the blurred image. Hence we use an anisotropic TV model to guide the recovery of a coarse version of the latent image. The objective function is E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 7 5 2 l ¼ arg min
where the parameter λ l is a regularization weight and empirically set to 0.1. We employ the IRLS method to obtain the solution of Eq. (11) . When the solver iterates among solving l, we empirically run two iterations in outer IRLS system and use 100 conjugate gradient iterations in the inner IRLS system. To obtain a better reasonable kernel estimation, we also apply multiscale estimation of the kernel using a coarse-tofine pyramid of image resolutions, which is similar to that in Ref. 2 . During building the pyramid, the downsampling factor is set to 1∕ ffiffi ffi 2 p . Similar to the strategy of Ref. 12, the number of pyramid levels is adaptively determined by the size of blur kernel, so the blur kernel at the coarsest level has a width or height of around 3 to 7 pixels. As the iteration goes, we gradually decrease the values of θ and τ by dividing 1.1 at each pass, to include more and more edges for kernel estimation. The details of our initial kernel estimation are shown in Algorithm 1.
Iterative support detection-based kernel refinement
ISD 19 is a sparse signal reconstruction method that can achieve fast reconstruction while requiring very few measurements. It is first applied by Ref. 6 to correct imperfect kernel estimates. To obtain more accurate kernel estimations, we use the ISD method to improve the initial kernel quality that may possibly be degraded due to image denoising. ISD is an iterative framework. At the beginning of each iteration, large-value elements of previously estimated kernel k i are put into a set S iþ1 and others belong to the set S iþ1 . S iþ1 is constructed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 3 7 7
where the parameter j indexes the elements in k i and ϵ s is a positive number and can be determined by using the "first significant jump" rule. For a h × w blur kernel, ϵ s is empirically configured as, where ϵ s ¼ 7 × kk i k ∞ ∕ð2h × w × N iter Þ returns the largest value in k i and N iter is the number of iteration. Then we minimize (c) i←i þ 1 until kk iþ1 − k i k∕kk i k ≤ ϵ s (ϵ s ¼ 1e −3 empirically) or the maximum iteration limit is reached (here set i to 3).
Output: Blur kernel k s . Sun et al.: Kernel estimation for robust motion deblurring of noisy and blurry images E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 6 3 ; 7 5 2 k ¼ arg min
for blur kernel refinement. In Eq. (13), ∇S and k are the salient structure and blur kernel, respectively, that are outputted from Algorithm 1. Equation (13) is a classical truncated L 1 minimization problem and can be resolved via IRLS method. Our whole kernel refinement algorithm is summarized in Algorithm 2. An example of kernel refinement is shown in Fig. 5 . We adopt a blurred image with rich edge information from Ref. 6 as the blurred input [shown in Fig. 5(a) ]. From Figs. 5(b) and 5(c), the final result after kernel refinement apparently preserves the continuity of kernel while efficiently removing noise in the initial kernel. To further demonstrate the effectiveness of ISD-based kernel refinement method, we test this algorithm on the synthetic 64-image test set, which is established by adding 2% and 5% additive Gaussian noise to widely used blurred images introduced in Ref. 5 . The similarity measured between the estimated kernels and the ground truth is employed to compare the estimation accuracy for the blur kernels in Fig. 6 . One can see that the accuracy of kernel estimation after ISD-based kernel refinement has been improved effectively.
Final Image Restoration
Once an accurate kernel k s is estimated, we can use it to recover a good latent image l by using many nonblind deconvolution methods. Here a Hyper-Laplacian prior with L 0.8 -norm regularization is employed. Our final objective function for latent image restoration is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 3 2 6 ; 2 7 9 l ¼ arg min
where b 0 is the denoised version of the noisy and blurred input b, ∇l ¼ ð∂ x l; ∂ y lÞ and α ¼ 0.8. Equation (14) can also be efficiently resolved by the IRLS method. It is noted that the previous methods utilized the original noisy blurred image to select the raw information for kernel estimation in different ways, which helped to refine the blur kernel estimation. In comparison, our method makes full use of the valuable edge information of the denoised input image to estimate the initial blur kernel and then adopts the ISD method to refine the initial blur kernel estimation. Moreover, in the final image restoration, we adopt not the original input image but the denoised version of it as the blurred observation to conduct nonblind deconvolution. This is mainly because image noise will be amplified in nonblind deconvolution. To overcome this problem, we have to strike a balance between denoising and oversmoothing, as do the previous (3) methods (e.g., Ref. 9 applied the denoising operation at the beginning of each iteration, and Ref. 11 introduced the nonlocal means filter in nonblind deconvolution step).
Experimental Results
We first tested our algorithm on the widely used image test set introduced in Ref. 5 and further conducted experiments on the real-world images provided in Ref. 9 . Then we compared our results with those of the state-of-the-art methods. 6, 8, 9, 11, 12 For all the experiments, some implementation details are as follow. In the denoising process, we experimentally set the standard deviation σ for BM3D filtering to 15 according to many experiments and adopt default values for other parameters. In the kernel estimation, all color images are converted to grayscale ones. The initial value of θ in Eq. (4) is set to 1, the size of local window N h ðxÞ in Eq. (5) is set to 11 × 11, α, γ, and μ in Eq. (10) are set to 0.5, 0.01, and 10 −3 to 10 −5 , respectively; λ l in Eq. (11) is set to 0.005, γ 0 in Eq. (13) is set to 0.01, and λ in Eq. (14) is set to 0.003. In the final latent image estimation, each color channel is processed separately. We implemented our method in MATLAB ® on a PC running MS Windows 8 64 bit version with Intel Core i5 CPU 2.20 GHz and 8 GB RAM.
We make use of three measurements for quantitative analysis: kernel similarity introduced in Ref. 10 , and mean peak signal-to-noise ratio (PSNR) and mean structural similarity (SSIM) employed in Ref. 32.
Quantitative Evaluation on the Synthetic Test
Dataset The synthetic dataset in Ref. 5 contains 32 test images produced from four sharp grayscale images of size 255 × 255 and eight real-world motion blur kernels, as shown in Fig. 7 and available online. 5 Based on this dataset, we added 2% and 5% additive Gaussian noise by using Photoshop to simulate the effects of camera noise, producing two test sets with different noise level. The kernel similarity between the estimated kernels and the ground truth using the maximum correlation in Ref. 10 is used to measure the quality of the estimated results. We compare our method with those of Xu and Jia 6 , Krishnan et al., 8 Zhong et al., 11 and Pan et al.
12 Figure 8 shows the kernel similarity performance, which suggests that, overall, our method outperforms other competing methods on the two test sets. We also employ mean PSNR 33 and mean SSIM 13, 32 to quantitatively evaluate the estimation accuracy for the restored image. The results are shown in Table 1 . Our method provides both higher mean PSNR value and higher mean SSIM value.
Additionally, we also compare the processing time for the deblurring examples in Fig. 8 , as shown in Table 2 . Here the processing time includes the time for the final nonblind deconvolution. From Table 2 , our MATLAB ® implementation spends about 2 min to deblur a 255 × 255 gray image with a 27 × 27 kernel in our test environment. Compared with other techniques, our method needs more computational time due to involving both denoising step and nonconvex optimization in kernel estimation. However, we believe that our method is able to run faster by using its C++ implementation with GPU acceleration. 8 Tai and Lin, 9 Zhong et al., 11 and Pan et al. 12 The results are shown in Figs. 9 and 10 . One can see that our algorithm outperforms these methods run with optimum parameters for deblurring. Furthermore, our recovered latent images exhibit fewer artifacts and contain more high-frequency details at the same time.
Conclusion
We have shown that most state-of-the-art image deblurring methods are very sensitive to image noise. In this paper, we propose a new kernel estimation method based on image salient edges. We discovered that directly denoising noisy and blurred images before applying the previous deblurring techniques cannot lead to reliable results. Therefore, we combine effective denoising with kernel estimation using image salient edges and ISD-based kernel refinement together to handle noise in single image deblurring. Compared with the previous methods, our method produces more accurate kernel estimations and better deblurred results. The effectiveness of the proposed approach is demonstrated in several comparisons on synthetic and real data.
