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Nama Mahasiswa : Surya Putra Prawira
Judul Tugas Akhir : Identifikasi Citra Iris Mata Menggu-
nakan Scale-Invariant Feature Tran-
sform(SIFT)
Pembimbing : 1. Dr. Eko Mulyanto Yuniarno, ST., MT.
2. Ahmad Zaini, ST., M.Sc.
Iris mata merupakan bagian tubuh yang bersifat konsisten
dan tidak mengalami perubahan terhadap umur sehingga fiturnya
tetap terjaga dan bersifat unik untuk setiap orang. Dengan adanya
karakteristik tersebut, iris mata menjadi objek yang ideal untuk di-
gunakan sebagai subjek untuk mengetahui kualitas performa Scale-
Invariant Feature Transform(SIFT) sebagai metode klasifikasi.
Dilakukan pra-pemrosesan terhadap citra mata yang dijadik-
an subjek pengujian, dan hasil tersebut akan diuji menggunakan
SIFT dengan citra lainnya yang telah melalui proses yang sama.
Dilakukan pengujian dalam jumlah yang dapat merepresentasikan
performa SIFT dengan tepat. Data yang didapatkan di pengujian
akan diolah dengan Receiver Operating Characteristic(ROC), untuk
mendapatkan indeks nilai kualitas performa SIFT terhadap identifi-
kasi iris mata. Hasil dari Receiver Operating Characteristic menun-
jukkan menunjukkan performa SIFT dalam identifikasi iris mata.
Kata Kunci: Iris Mata, Scale-Invariant Feature Transform,
Receiver Operating Characteristic
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ABSTRACT
Nama Mahasiswa : Surya Putra Prawira
Judul Tugas Akhir : Eye Iris Identification With Scale Invariant
Feature Transform(SIFT)
Pembimbing : 1.Dr. Eko Mulyanto Yuniarno ST., MT.
2. Ahmad Zaini, ST., M.Sc.
Eye iris is a part of the body that is sustained and does not
undergo changes as the person ages, which keeps the unique features
intact, and different amongst people. With that in mind, iris is a
potentially ideal object to determine the identity of a subject, whi-
ch can be used to test the performance of Scale-Invariant Feature
Transform (SIFT) as an identifier.
The eyes receives pre-processing, which is then continued by
SIFT along with other eye image which already being processed be-
forehand.every match will be noted with how many matching point
resulted in the match. Aforementioned matching point will then be
classified through Receiver Operating Characteristic (ROC), in the
form of a curve. The area below the curve represents the quality of
performance the SIFT has over eye identification, in the form of a
value between 0 to 1. Result from Receiver Operating CHaracteristic
determines the quality of SIFT performance in identifying the eye
iris
Keyword: Eye Iris, Scale Invariant Feature Transform, Re-
ceiver Operating Characteristic
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Penelitian ini di latar belakangi oleh berbagai kondisi yang
menjadi acuan. Selain itu juga terdapat beberapa permasalahan
yang akan dijawab sebagai luaran dari penelitian.
1.1 Latar belakang
Identifikasi personal merupakan hal yang sudah umum dijum-
pai dalam keseharian setiap individu, seperti halnya untuk menda-
patkan akses rekening bank, transaksi di ATM, login pada perangkat
computer, dan masuk pada area dengan tingkat keamanan tinggi
yang mengharuskan seorang individu untuk membuktikan identitas
personal. Pada metode umum untuk membuktikan identitas priba-
di, digunakan perangkat fisik seperti kartu akses, kunci atau meto-
de lainya yaitu dengan menggunakan kode akses, kata kunci, dan
personal identification numbers (PIN). Namun metode identifikasi
personal secara konvensional memiliki kelemahan seperti perangkat
fisik seringkali mudah tertinggal dan mudah digandakan atau hal-
hal seperti kehilangan/melupakan PIN dan kata kunci yang dibuat
sebelumnya. Akibat kondisi tersebut, pengguna tidak bisa mem-
buktikan identitas personal dan tidak mendapatkan akses
Pada kondisi saat ini, identifikasi personal yang berbasis bio-
metrik merupakan alternatif yang memiliki kepraktisan dan aman
untuk mengenali identitas seseorang. Identifikasi personal secara
biometrik meliputi pengukuran parameter fisik dan biologis pada
personal. Tanda biometrik yang akan diukur haruslah memiliki ka-
rakteristik yang unik, sehingga kemungkinan kesalahan pencocok-
an terhadap dua orang yang berbeda dapat diminimalisir. Tan-
da biometrik yang diukur juga harus stabil seiring bertambahnya
umur personal serta mudah didapatkan. Selain itu tanda tanda ter-
ebut harus bersifat universal, unik atau istimewa, permanen dan
kolektif[4]. Beberapa tanda fisik biometrik yang memiliki sifat sifat
tersebut yaitu sidik jari, struktur wajah, iris mata.
Iris mata dalam penglihatan manusia berfungsi untuk menga-
tur ukuran pupil dan mengatur besar cahaya yang masuk ke mata.
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Jika diamati lebih mendalam iris mata memiliki karakteristik yang
unik dari setiap individu. Sehingga iris mata dapat digunakan se-
bagai tanda biometrik untuk identifikasi personal. Jika dibandingk-
an dengan sidik jari, iris mata memiliki keunggulan yaitu terlindu-
ngi oleh kelopak mata dan lebih stabil seiring pertambahan umur
manusia[1].
Sistem identifikasi iris dilakukan dengan mengambil citra iris
seseorang yang diolah dengan pengolahan citra seperti segmenta-
si, ekstraksi fitur, dan mengambil key of interest atau ciri kunci.
Data yang telah diolah dibandingkan atau dicocokkan dengan data-
base identitas yang dimiliki. Proses pencocokan dapat menggunak-
an algoritma-algoritma yang berkaitan dengan pembelajaran mesin,
dimana fitur-fitur yang ada pada citra tersebut diolah sedemikian
rupa, sehingga hasil akhir yang didapatkan merupakan data yang
khusus dan unik serta tidak dimiliki oleh sampel pengujian lain-
nya. Bentuk dari data tersebut berbeda-beda sesuai dengan jenis
algoritma yang digunakan, contohnya metode Scale-Invariant Fea-
ture Transform(SIFT), hasil akhir yang didapatkan berupa keypoint
atau titik kunci yang hanya dimiliki oleh citra yang dianalisis[2].
1.2 Permasalahan
Adapun rumusan masalah dari penelitian ini, adalah SIFT se-
bagai algoritma deteksi fitur pada sebuah citra, memliki potensi
yang baik untuk diuji dengan citra mata sebagai subjek pengujian.
SIFT melakukan ekstraksi fitur[2] dalam sebuah citra yang tidak
memiliki kesamaan dengan piksel lain yang ada pada citra terse-
but. Iris mata yang memiliki pola yang tidak berubah pada tiap
individu akan menjadi subjek yang sangat baik untuk mengetahui
performa SIFT, sebagai metode identifikasi orang, berdasarkan data
biometrik yang dimiliki tiap individu.
1.3 Tujuan
Adapun tujuan dari penelitian ini adalah sebagai berikut:
1. Menghasilkan metode pencocokan yang dapat dengan efektif
mengidentifikasi iris mata




Batasan masalah pada Tugas Akhir ini adalah :
1. Citra mata yang digunakan merupakan citra yang diambil dari
citra mata CASIA.
2. Citra mata yang diidentifikasi hanya yang mengalami ganggu-
an translasi sesuai dengan yang tersedia pada CASIA Image.
3. Citra mata yang digunakan tidak memiliki deformitas
4. Threshold gradien yang ada pada Scale-Invariant Feature Tran-
sform bernilai tetap
1.5 Sistematika Penulisan
Laporan penelitian Tugas akhir ini tersusun dalam sistematika
dan terstruktur sehingga mudah dipahami dan dipelajari oleh pem-
baca maupun seseorang yang ingin melanjutkan penelitian ini. Alur
sistematika penulisan laporan penelitian ini yaitu :
1. BAB I Pendahuluan
Bab ini berisi uraian tentang latar belakang permasalahan,
penegasan dan alasan pemilihan judul, sistematika laporan,
tujuan dan metodologi penelitian.
2. BAB II Dasar Teori
Pada bab ini berisi tentang uraian secara sistematis teori-teori
yang berhubungan dengan permasalahan yang dibahas pada
pengerjaan tugas akhir ini. Teori-teori ini digunakan sebagai
dasar dalam pengerjaan, yaitu informasi terkait penyebab ke-
macetan, teori mengenai pengolahan video, teori tentang ip
traffic camera dan teori-teori penunjang lainya.
3. BAB III Perancangan Sistem dan Impementasi
Bab ini berisi tentang penjelasan-penjelasan terkait sistem
yang akan dibuat. Guna mendukung itu digunakanlah blok
diagram atau work flow agar sistem yang akan dibuat dapat
terlihat dan mudah dibaca untuk implentasi pada pelaksanaan
tugas akhir.
4. BAB IV Pengujian dan Analisa
Bab ini menjelaskan tentang pengujian yang dilakukan ter-
hadap sistem hasil dari tugas akhir ini dan menganalisa sis-
tem tersebut. Spesifikasi perangkat keras dan perangkat lunak
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yang digunakan juga disebutkan dalam bab ini. Sehingga keti-
ka akan dikembangkan lebih jauh, spesifikasi perlengkapannya
bisa dipenuhi tanpa harus melakukan uji coba perangkat lu-
nak maupun perangkat keras lagi.
5. BAB V Penutup
Bab ini merupakan penutup yang berisi kesimpulan yang di-
ambil dari penelitian dan pengujian yang telah dilakukan. Sar-
an dan kritik yang membangun untuk pengembangkan lebih




Demi mendukung penelitian ini, dibutuhkan beberapa teori
penunjang sebagai bahan acuan dan refrensi. Dengan demikian pe-
nelitian ini menjadi lebih terarah.
2.1 Iris Mata
Gambar 2.1 merupakan ilustrasi anatomi iris mata. Iris meru-
pakan bagian mata yang mengatur ukuran pupil berdasarkan inten-
sitas cahaya yang diterima oleh mata. Terdapat empat lapisan yang
membentuk iris, yaitu anterior border layer, Stroma, anterior epi-
thelium, dan posterior pigmented epithelium[1]. Keempat lapisan ini
membentuk pola khusus yang menyebabkan iris mata pada tiap in-
dividu khusus dan spesifik, bahkan untuk kedua mata dari individu
yang sama [1]. Selain unik untuk tiap individu, iris juga merupakan
bagian tubuh yang terlindungi namun dapat langsung terlihat. Ini
memungkinkan dilakukannya identifikasi individu berdasarkan pola
iris mata.
Gambar 2.1: skema anatomi mata[1]
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2.2 Peningkatan Citra
Peningkatan citra merupakan proses pengolahan citra untuk
menambah atau memperjelas informasi yang ada dalam citra, se-
hingga informasi tersebut dapat dianalisis oleh manusia, dan dapat
diproses lebih baik oleh metode pemrosesan citra digital otomatis.
Proses peningkatan citra dilakukan dengan mengolah satu atau le-
bih atribut pada citra. Atribut yang diubah diatur oleh jenis pem-
rosesan yang akan dilakukan terhadap citra tersebut. Secara umum
peningkatan citra dibagi menjadi dua kategori, yaitu peningkatan
dalam domain spasial, dan dalam domain frekuensi. Domain spa-
sial melakukan pengubahan langsung terhadap piksel - piksel yang
ada pada citra digital, sedangkan domain frekuensi mengubah citra
dalam domain frekuensi.
banyaknya variasi dari pengolahan citra digital serta jenis data
yang diperlukan membuat metode peningkatan citra menjadi topik
yang cukup luas. Sub-bab peningkatan citra ini memfokuskan pem-
bahasan pada jenis citra yang berupa citra grayscale.
2.2.1 Pembuatan Negatif pada Citra
Pengubahan citra menjadi negatif. Apabila sebuah citra beru-
kuran R x C, dengan R sebagai baris, dan C sebagai kolom, dan I(
r,c ) sebagai nilai piksel yang ada pada kolom tersebut, maka dapat
dilakukan proses untuk menghasilkan N (r,c) yaitu versi negatif dari
citra tersebut. Proses penghitungan N(r,c) ada pada persamaan
N(r, c) = 255− I(r, c), 0 <= r <= R, 0 <= c <= C (2.1)
Pembuatan negatif dari sebuah citra umumnya digunakan untuk
melakukan pemrosesan citra pada area - area yang gelap, seperti
pada Gambar 2.2.
Gambar 2.2: Hasil negatif dari citra mammogram
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2.2.2 Transformasi Thresholding
Thresholding sangat baik digunakan untuk mengekstraksi ob-
jek. Apabila terdapat latar yang mengganggu informasi detil meng-
enai sebuah objek, thresholding digunakan pada citra untuk meng-
eliminasi latar. Gambar 2.3 merupakan contoh hasil Transformasi
Thresholding
Gambar 2.3: Thresholding untuk mendapat objek yang diperlukan
2.2.3 Grey Level Matching
Grey Level Matching merupakan metode yang memiliki kemi-
ripan dengan band-pass filtering. Proses grey-level slicing meng-
uatkan citra dengan tingkat keabuan tertentu dan menghilangkan
bagian lainnya yang tidak memiliki tingkat keabuan yang sama,
atau menguatkan citra dengan tingkat keabuan tertentu, dan mem-
biarkan bagian lainnya dengan tingkat keabuan berbeda pada citra.
2.3 Scale Invariant Feature Transform
Scale Invariant Feature Transform (SIFT) adalah sebuah algo-
ritma dalam visi komputer untuk mendeteksi dan mendeskripsikan
fitur lokal dalam gambar. Algoritma ini dipublikasikan oleh Da-
vid Lowe pada tahun 1999 [2]. Dengan menggunakan SIFT, suatu
citra akan di ubah menjadi vektor fitur local yang kemudian di-
gunakan sebagai pendekatan dalam mendeteksi maupun mengenali
objek yang dimaksud melalui titik-titik khusus atau disebut dengan
keypoint. SIFT merupakan metode identifikasi citra digital yang
umumnya tidak terganggu apabila terjadi perubahan translasi (per-
geseran koordinat) atau rotasi(perubahan sudut/angular), bahkan
dapat juga digunakan untuk beberapa citra yang terpotong, sehing-
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ga objek yang ada di dalamnya tidak terlihat lengkap. Tahapan
dari metode SIFT adalah sebagai berikut:
2.3.1 Scale Space Extrema Detection
Scale-Space Extrema Detection merupakan proses eliminasi awal
yang dilakukan dengan memberikan blur pada citra dalam bebera-
pa tingkat. Proses blur dilakukan untuk menghasilkan citra dengan
intensitas piksel yang lebih kecil dari citra aslinya. Proses blur di-
lakukan dalam beberapa oktaf, dengan acuan umum menurut Lowe
[2] sebanyak empat kali, seperti diilustrasikan pada Gambar 2.4.
Persamaan 2.2 adalah penghitungan secara matematis dari proses
blur yang dilakukan pada citra yang menjadi subjek eliminasi.
L(x,y,) = G(x,y,)*I(x,y) (2.2)
Hasil dari blur akan diselisihkan dengan citra berlevel blur sebe-
lumnya, dengan hasil akhir yang didapatkan, berupa citra dengan
beberapa piksel yang tersisa. Proses eliminasi dilakukan hingga ha-
sil blur terakhir, kemudian tiap hasil eliminasi dibandingkan sa-
tu dengan yang lainnya, untuk menghilangkan keypoint yang tidak
terdapat pada semua level. Piksel-piksel yang tersisa dari eliminiasi
adalah piksel yang berpotensi menjadi keypoint. Piksel-piksel ter-
sebut akan menjadi subjek dari proses seleksi selanjutnya berupa
keypoint localization.
Gambar 2.4: Oktaf citra dengan eliminasi keypoint [2]
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2.3.2 Keypoint Localization
Setelah titik-titik yang berpotensi menjadi keypoint, proses se-
lanjutnya adalah mencari maxima / minima dalam gambar DoG
(Difference of Gaussian). Langkahnya adalah menemukan titik ma-
xima / minima yang kasar dulu. Caranya dengan melewati setiap
pixel dan diperiksa tetangganya. Tiap piksel dibandingkan nilai
intensitasnya dengan piksel tetangganya, guna menentukan piksel
tersebut merupakan piksel terbesar atau piksel terkecil yang dapat
ditemukan. Gambar 2.5 menunjukkan pengambilan piksel untuk
pembandingan.
Gambar 2.5: Pembandingan 8 piksel dengan piksel acuan[2]
2.3.3 Orientation Assignment
Setelah mendapatkan keypoint hasil seleksi, Hal berikutnya
adalah menetapkan orientasi kepada setiap keypoint. Langkahnya
adalah dengan mengumpulkan arah gradien dan besaran sekitar se-
tiap keypoint. Kemudian diketahui orientasi yang paling menonjol
di wilayah keypoint tersebut. Bagian kiri pada Gambar 2.6 adalah
contoh dari sebaran gradien. Besar gradien ditentukan dari selisiih
intensitas antara piksel yang akan diberikan gradien, dengan piksel
sebelahnya. Semakin tinggi selisihnya, semakin tinggi nilai gradien-
nya. Hasil dari penghitungan akan berupa nilai magnitude gradien,
serta derajatnya terhadap pixel yang memilikinya. Penghitungan
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orientasi dirumuskan dengan:√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (2.3)
θ(x, y) = tan− 1(
(L(x, y + 1)− L(x, y − 1
L(x+ 1, y)− L(x− 1, y)
) (2.4)
Gambar 2.6: Pembuatan descriptor piksel dari gradien[2]
2.3.4 Keypoint Descriptor
Tahap ini adalah bagian akhir dari algoritma SIFT setelah
memiliki orientasi dan keypoint, langkah selanjutnya membuat de-
scriptor atau deskripsi identitas untuk setiap keypoint yang ber-
fungsi untuk membedakan satu keypoint dengan yang lain. detil
descriptor menentukan kelayakan piksel menjadi sebuah keypoint.
Proses ini memerlukan 16 piksel atau area sebesar 4 X 4 yang ada
di sekitar piksel yang berpotensi menjadi keypoint. 16 piksel ini ma-
sing masing dibagi lagi menjadi enam belas jendela 4 X 4. Fungsi
untuk keypoint descriptor adalah:
f(x, y, θ) = |J(x, y)|δ(θ − J(x, y)) (2.5)
2.4 Receiver Operating Characteristic
Receiver Operating Characterisic(ROC) merupakan sebuah gra-
fik yang memvisualisasikan, mengatur, serta menentukan penggu-
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naan sebuah metode klasifikasi berdasarkan performa yang telah
disajikan pada grafik[3]. ROC telah digunakan sejak lama untuk
deteksi sinyal, dimana metode ini memisahkan peringatan yang te-
pat dengan peringatan yang salah (false alarm) pada alat/metode
klasifikasi. Selain digunakan untuk visualisasi, ROC juga digunakan
untuk mengukur performa system diagnostics, serta keperluan me-
dis.Seiring dengan berkembangnya teknologi, ROC akhirnya diado-
psi untuk digunakan pada pengujian-pengujian lainnya yang bersifat
klasifikasi, seperti keakuratan sebuah algoritma, ataupun machine
learning. Keuntungan dari adanya ROC adalah untuk menghindari
metode-metode yang bersifat cost-sensitive, dimana implementasi-
nya memerlukan biaya yang besar dan apabila terjadi kesalahan,
dapat memperbesar kerugian
2.4.1 Confusion Matrix
Receiver Operating Characteristic menghitung performa de-
ngan membandingkan hipotesa positif (asumsi awal bahwa data
yang akan didapatkan dari sebuah pengujian seharusnya masuk ka-
tegori benar)dan hipotesa negatif(Asumsi bahwa data yang akan
didapatkan pada pengujian adalah kategori salah). Terdapat ke-
mungkinan dimana hasil yang ditunjukkan adalah di luar hipotesa,
sehingga dibentuk klasifikasi data Gambar 2.7 adalah kategori kla-
sifikasi yang ada, secara detil:
1. True Positive(TP), merupakan kategori dimana hasil akhir
setelah klasifikasi dikategorikan sebagai hasil yang benar pada
hipotesa, dan didapatkan benar pada klasifikasi
2. True Negative(TN) merupakan kategori dimana hasil akhir
setelah klasifikasi diberikan hipotesa sebagai hasil yang salah,
dan didapati sebagai hasil yang salah setelah klasifikasi.
3. False Positive(FP) merupakan kategori dimana hasil akhir se-
telah klasifikasi diberikan hipotesa sebagai hasil yang salah,
namun didapatkan hasil yang benar setelah klasifikasi
4. False Negative(FN) merupakan kategori dimana hasil akhir
dikategorikan sebagai hasil yang benar pada hipotesa, namun
didapatkan hasil yang salah pada klasifikasi. Dapat diklasi-
fikasikannya suatu data dalam salah satu dari 4 kategori ter-
sebut ketika dianalisis untuk confusion matrix didasari pada
threshold yang diberikan pada saat klasifikasi dilakukan.
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Gambar 2.7: Confusion matrix yang menunjukkan kategori data dalam
sebuah analisis[3]
2.4.2 Kurva ROC
Hasil dari klasifikasi berupa TP, TN, FP, dan FN akan ke-
mudian digunakan sebagai penghitungan empat kategori yang ada
pada ROC, yaitu Akurasi, Presisi, Sensitivitas, dan False Positive
Rate. Keempat atribut ini dapat dihitung sesuai dengan data yang
didapatkan pada klasifikasi confusion matrix. Rumus-rumus untuk
tiap atribut:




TP + TN + FP + FN
(2.6)
2. Presisi, merupakan kecenderungan dari metode/alat klasifi-







3. Sensitivitas, yaitu perbandingan antara hasil klasifikasi yang






4. False positive rate (FPR), yaitu perbandingan antara banyak-
nya klasifikasi false positive terhadap hipotesa kesalahan selu-





Dari aspek-aspek yang didapatkan, digunakan Sensitivitas dan False
Positive Rate untuk menciptakan kurva yang dapat merepresenta-
sikan performa metode/alat klasifikasi secara keseluruhan, dengan
nilai 1 sebagai nilai ideal, dan semakin rendah nilai indeks, semakin
menandakan performanya tidak cukup baik. Gambar 2.8 adalah
contoh tren dari ROC secara umum.
Gambar 2.8: Contoh Kurva ROC[3]
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2.5 Penghitungan Luas Kurva Dengan Pendekat-
an Trapesium
Penghitungan luas Trapezium untuk luasan di bawah kurva
merupakan metode yang dapat mensubstitusikan penghitungan de-
ngan integral untuk luasan area di bawah sebuah kurva[5], apabila
penghitungan dengan integral tidak memungkinkan. Metode ini di-
gunakan dengan membagi area di bawah kurva menjadi trapezium
sebanyak n, dengan n adalah banyaknya trapezium yang dibuat di
bawah kurva.
0.5× Jumlah Sisi Sejajar × Tinggi (2.10)
Komponen yang digunakan pada metode ini berupa interval pada
sumbu x, dan magnitudo pada sumbu y dari kurva, dimana interval
digunakan sebagai tinggi trapezium, sedangkan magnitude dari dua
titik interval sebagai sisi sejajar dari trapesium. Banyaknya trape-
sium yang dibentuk akan berbeda tergantung dari banyaknya titik
yang didapatkan pada kurva. Semakin banyak titik yang ditemuk-





Proses pengujian Scale Invariant Feature Transform(SIFT) di-
lakukan melalui beberapa tahap, seperti pada Gambar 3.1. Citra
mata yang digunakan berupa CASIA Image yang akan diberikan
pra-pemrosesan untuk mengeliminasi data yang tidak diperlukan
pada citra serta mengondisikan agar citra mata dapat digunakan
untuk SIFT. Citra mata yang diproses menjadi objek untuk SIFT,
dengan hasil berupa matching point. Seluruh matching point yang
didapatkan akan diproses kembali melalui Receiver Operating Cha-
racteristic guna mendapatkan nilai indeks diskriminasi.
Gambar 3.1: Skema Proses Pengerjaan
15
3.1 Data Pengujian
Citra yang digunakan untuk menguji kapabilitas SIFT untuk
identifikasi adalah citra CASIA. Citra CASIA yang digunakan su-
dah dalam channel grayscale sehingga tidak diperlukan pengubahan
channel guna mendapatkan informasi. Penggunaan channel gra-
yscale juga memudahkan penghitungan keypoint karena hanya ter-
dapat satu variabel nilai saja untuk tiap piksel. Terdapat sebanyak
70 folder citra CASIA, dengan 7 citra mata, ketujuh mata tersebut
merupakan mata yang sama, namun denga gangguan translasi/per-
geseran. Akan digunakan sebanyak 12 folder saja untuk pencocokan
karena jumlah tersebut sudah memenuhi prasyarat distribusi nor-
mal. Gambar 3.2 adalah salah satu contoh sampel data.
Gambar 3.2: Ssmpel Citra Mata CASIA
3.2 Pra-pemrosesan Data
Proses pengerjaan sesuai alur pada Gambar 3.3 dimulai de-
ngan menyiapkan data. Citra yang digunakan untuk pengujian ini
merupakan citra mata yang telah tersedia pada CASIA Image. CA-
SIA Image berisi citra mata yang telah diperbeswar sehingga tidak
perlu dilakukan segmentasi citra dari wajah secara utuh. Citra-citra
mata ini kemudian akan diuji dengan SIFT untuk menentukan apa-
kah citra mata tersebut dimiliki oleh subjek yang sama atau tidak.
Bagian dari pra-pemrosesan terdiri dari segmentasi untuk memper-
sempit area pantauan dari citra, sharpening guna memperkuat pik-
sel piksel yang berpotensi untuk menjadi keypoint, dan normalisasi,
untuk menghilangkan data-data yang tidak diperlukan ketika pro-
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ses SIFT dilakukan, karena saat sharpening terdapat kemungkinan
untuk memunculkan keypoint-keypoint yang menutupi keypoint po-
tensial
Gambar 3.3: Skema Pra-pemrosesan Citra Mata
3.2.1 segmentasi
Dilakukan beberapa proses segmentasi seperti alur pada Gam-
bar 3.4. Hasil segmentasi berupa bagian mata yaitu iris dan pupil
yang merupakan bagian mata yang memiliki fitur, dan layak di-
gunakan untuk identifikasi. Area segmentasi akan berupa lingkaran
dengan bagian diluar area yang telah dilingkari dalam citra terelimi-
nasi, sesuai ilustrasi pada Gambar 3.5. Area yang dieliminasi akan
memiliki nilai pixel sebesar 0 untuk menghindari piksel tersebut di-
gunakan sebagai keypoint ketika ekstraksi keypoint dilakukan. Hasil
segmentasi akan dilanjutkan dengan penajaman citra (sharpening)
Gambar 3.4: Skema Segmentasi Citra Iris Mata
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Gambar 3.5: Area Segmentasi Yang Dieliminasi
3.2.2 Sharpening
Hasil segmentasi akan ditajamkan dengan melakukan konvolu-
si citra hasil segmentasi dengan matriks penajaman, sesuai Gambar
3.6. Matriks penajaman berupa matriks High-Pass Filter 3 X 3 de-
ngan nilai pada baris pertama yaitu 0, -1, dan 0, pada baris kedua
bernilai -1, 5, -1, dan pada baris ketiga bernilai 0, -1, dan 0. Pe-
najaman dilakukan dengan tujuan untuk menguatkan piksel-piksel
yang berpotensi menjadi keypoint ketika diproses dengan SIFT. Po-
la iris mata yang sangat halus dapat menjadi masalah ketika citra
iris diproses dengan SIFT, sehingga proses penajaman sangat di-
perlukan. Hasil sharpening akan dinormalisasi karena nilai piksel
yang dihasilkan dari konvolusi dapat mengganggu proses scale-space
extrema karena mayoritas piksel menjadi bernilai tinggi/rendah se-
hingga tidak memunculkan keypoint yang seharusnya.
Gambar 3.6: Penajaman Citra
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3.2.3 Normalisasi
Hasil penajaman kemudian akan dilakukan normalisasi guna
mengondisikan citra agar dapat ditemukan keypoint-nya. Proses
normalisasi berupa pembagian nilai intensitas seluruh piksel yang
ada pada citra dengan nilai intensitas piksel terbesar pada citra ter-
sebut. Normalisasi menghindari munculnya banyak keypoint yang
dapat menyebabkan galat dalam proses pencocokan dikarenakan ke-
ypoint yang seharusnya tereliminasi pada proses scale-space extrema
tetap muncul setelah proses dilakukan. Gambar 3.7 merupakan ilus-
trasi normalisasi.
Gambar 3.7: Normalisasi Citra
3.3 Scale Invariant Feature Transform
Scale-Invariant Feature Transform (SIFT), akan memroses ci-
tra agar ditemukan keypoint-keypoint yang digunakan sebagai fitur
unik
3.3.1 Blurring dan Difference of Gaussian
Proses SIFT diawali dengan memberikan blur pada citra, de-
ngan tujuan untuk menemukan keypoint yang akan dijadikan acuan
citra. Proses blurring akan dilakukan dalam 4 oktaf. Keempat citra
akan disubstitusi dengan hasil blur citra selanjutnya.Substitusi tera-




Piksel yang tersisa di akhir setelah substraksi dan rescaling
akan dihitung selisihnya terhadap 8 piksel di luarnya. Nilai selisih
tersebut akan digunakan sebagai gradien transisi nilai, yang dija-
dikan acuan apabila terjadi gangguan rotasi atau translasi.
3.4 Pencocokan
Citra yang telah mendapatkan keypoint akan dicocokkan de-
ngan citra lainnya yang juga telah mendapatkan keypoint. Tiap
keypoint akan dicocokkan gradien-nya dan akan ditarik garis apa-
bila nilai gradien orientasi dan intensitasnya cocok, seperti pada
Gambar 3.8. Pencocokan akan menghasilkan nilai berupa jumlah
keypoint yang cocok dari kedua citra,
Gambar 3.8: Ilustrasi Pencocokan keypoint-keypointyang ada pada citra
3.5 Receiver Operating Characteristic
Hasil dari pencocokan berupa nominal banyaknya keypoint
yang sama persis orientasi dan power-nya pada kedua citra, dise-
but dengan matching point. Seluruh pencocokan akan menghasilk-
an beragam nilai matching point yang dimasukkan dalam confusion
matrix.
3.5.1 Confusion Matrix
Data CASIA Image telah diatur agar dalam satu folder terda-
pat citra mata yang sama namun dengan gangguan translasi. Da-
ta tersebut akan digunakan sebagai dasar dari hipotesa terkait de-
ngan klasifikasi data hasil pencocokan. Nilai matching point akan
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diuji untuk tiap threshold dimana tiap kategori yaitu True Positi-
ve(TP),True Negative(TN), False Positive(FP), dan False Negati-
ve(FN). Setelah dilakukan pencocokan, ditemukan nilai matching
point yang merupakan representasi dari banyaknya keypoint milik
masing-masing citra yang identik/sama. Nilai matching point yang
didapatkan dicatat, kemudian diklasifikasikan sebagai TP, TN, FP,
dan FN berdasarkan hipotesa, yaitu nilai threshold matching point,
diilustrasikan alurnya pada Gambar 3.9. Threshold ditentukan ber-
dasarkan nilai matching point FN yang cukup rendah untuk digu-
nakan threshold hingga nilai FN tertinggi yang dapat menghasilkan
nilai terkecil untuk sensitivitas dan False Positive Rate yang dapat
digunakan. Empat atribut yang akan dihitung yaitu:
1. Akurasi, Nilai Akurasi akan dihitung untuk tiap nilai thresho-
ld, dengan banyaknya threshold ditentukan berdasarkan jang-
kauan dari nilai FP dan FN. Representasi untuk akurasi dari
sistem direpresentasikan dengan persamaan.
TP + TN
TP + TN + FP + FN
× 100% (3.1)
Hasil akhir dari penghitungan ini adalah persentase kecende-
rungan SIFT untuk mendapatkan nilai yang sesuai.
2. Presisi, yaitu persentase TP terhadap keseluruhan nilai yang




Hasil dari persamaan tersebut adalah persentasi dari presi-
si.Nilai presisi akan berubah untuk tiap perubahan threshold
3. Sensitivitas, yaitu kecenderungan sistem untuk mendeduksi
TP untuk seluruh jangkauan data yang memiliki hipotesa po-




Nilai sensitivitas akan berubah sesuai dengan perubahan thre-
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shold. Kurva ROC akan berupa nilai sensitivitas terhadap
False Positive Rate.
4. False Positive Rate (FPR), yaitu persentase banyaknya nilai
FP pada semua jangkauan data yang dikategorikan negatif




Nilai FPR akan berubah sesuai dengan perubahan threshold.
Gambar 3.9: Klasifikasi data ke dalam Confusion Matrix
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3.6 Luas Area di Bawah Kurva ROC
Setelah didapatkan nilai Sensitivitas dan FPR, grafik ROC di-
buat berdasarkan kedua nilai. Letak titik pada grafik ditentukan
melalui nilai Sensitivitas (pada sumbu y) terhadap False Positive
Rate.(pada sumbu x) Grafik akan merepresentasikan efektivitas ki-
nerja SIFT berdasarkan luasannya. Besarnya luasan area di bawah
kurva menentukan kemampuan SIFT untuk melakukan klasifikasi.
Semakin besar luasan di bawah kurva, semakin baik SIFT dalam
membedakan data, sehingga nilai true positive dan true negative
akan semakin banyak. Penghitungan luasan dilakukan dengan ap-
roksimasi menggunakan luasan trapesium. Nilai Sensitivitas pada
tiap titik berfungsi sebagai sisi sejajar pada trapesium, sedangkan
interval antar FPR digunakan sebagai tinggi dari trapesium. Pro-
ses ini diulangi hingga trapezium memenuhi seluruh area di bawah
kurva. Semisal terdapat dua titik yaitu A dengan koordinat x yaitu
FPR A dan Koordinat y yaitu Sensitivitas A, kemudian B dengan
koordinat s berupa FPR B dan koordinat y berupa Sensitivitas B,
maka nilai trapesium dapat ditulis dengan
0.5× (SensitivitasA+SensitivitasB) ∗ (FPRB−FPRA) (3.5)
Proses ini diulangi sebanyak n dengan n adalah banyaknya trape-
zium yang dapat merepresentasikan seluruh kurva. Nilai luasan
merepresentasikan kualitas kinerja SIFT, dengan nilai mendekati
1 menunjukkan performa yang baik, sedangkan nilai mendekati 0
menunjukkan performa yang kurang baik.
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Bab ini menyajikan hasil dari tiap proses utama hingga dida-
patkan nilai area di bawah kurva ROC.
4.1 Pra-pemrosesan Citra
Hasil pra-pemrosesan citra mata terdiri dari beberapa tahap.
Tahap segmentasi, tahap sharpening, dan tahap normalisasi. Tiap
pra-pemrosesan dilakukan untuk semua citra mata yang diuji de-
ngan SIFT. Terdapat total sebanyak 84 citra mata yang diberikan
pra-pemrosesan
4.1.1 Segmentasi
Citra hasil segmentasi adalah citra iris yang diambil dari citra
mata secara utuh. Gambar 4.1 adalah hasil segmentasi. Piksel di
luar citra iris dihilangkan agar analisis terfokus pada area iris mata
saja.Proses dilakukan untuk semua citra yang dicocokkan dengan
SIFT. Pada beberapa citra hasil segmentasi, terdapat bagian bulu
mata yang tidak tersegmentasi dan berpotensi mengganggu penco-
cokan.
Gambar 4.1: Hasil segmentasi citra mata
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4.1.2 Sharpening
Gambar 4.2 adalah hasil proses sharpening pada citra iris. Pro-
ses ini memperkuat piksel-piksel yang berpotensi menjadi keypoint.
Hasil yang didapatkan menunjukkan citra iris mata yang sepenuh-
nya berwarna putih karena hasil penajaman belum dinormalisasi,
sehingga meski piksel yang berpotensi menjadi keypoint diperkuat,
piksel lainnya yang tidak berpotensi untuk menjadi keypointdapat
menutupi keypoint akibat gangguan nilai scale-space extrema dan
gradien.
Gambar 4.2: Hasil sharpening citra segmentasi mata
4.1.3 Normalisasi
Hasil citra sharpening dinormalisasi dengan membagi nilai in-
tensitas tiap piksel dengan nilai intensitas piksel terbesar yang ada
pada citra mata hasil sharpening(4.3). Dapat dibandingkan dengan
hasil pada sharpening yang tidak diberikan normalisasi(4.2), citra
hasil sharpening yang telah dinormalisasi menunjukkan pola iris ma-
ta. Pola tersebut juga berbeda dengan citra mata CASIA yang ha-
nya diberikan segmentasi karena pada citra CASIA biasa, pola iris
mata masih tergolong halus. Hasil dari normalisasi mempermudah
SIFT untuk mendapatkan keypoint yang dapat digunakan untuk
identifikasi iris mata. Proses normalisasi dilakukan pada semua ci-
tra yang telah diberikan penajaman.
26
Gambar 4.3: Citra iris mata setelah dilakukan normalisasii
4.2 Keypoint Descriptor
Hasil dari citra yang telah mendapatkan normalisasi kemudian
diproses dengan SIFT, untuk mendapatkan keypoint descriptor. Ke-
ypoint descriptor adalah nilai gradien yang dimiliki piksel terhadap
seluruh piksel yang mengelilinginya. Gradien yang didapatkan pa-
da citra berupa vektor dua dimensi yang dipasang pada citra. Hasil
yang didapatkan berupa tanda panah yang mendeskripsikan keunik-
an dari sebuah piksel yang digolongkan sebagai keypoint. Panjang
panah menunjukkan kuat gradien piksel pada arah tersebut, me-
nandakan selisih intensitas nilai piksel yang sangat besar pada arah
tersebut. Besar nilai keypoint descriptor yang ada pada tiap pik-
sel keypoint unik satu sama lainnya sehingga tidak ada citra yang
memiliki keypoint descriptor yang sama.
Pencocokan akan menggunakan keypoint descriptor sebagai
acuan, dimana kedua citra yang memiliki keypoint descriptor yang
bernilai identik dideklarasikan sebagai keypoint yang sama. Sema-
kin banyak keypoint yang identik, semakin menandakan bahwa ke-
dua citra memiliki kemiripan. Gambar 4.4 menunjukkan hasil dari
pembentukan keypoint descriptor. Setiap piksel yang unik mengha-
silkan beberapa arah vektor seperti yang terlihat pada gambar 4.4.
Terdapat permasalahan dimana area yang berwarna hitam tetap
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memiliki keypoint descriptor meski tidak ada perubahan intensitas
piksel.
Gambar 4.4: Hasil pembentukan keypoint descriptor
4.3 Pencocokan Citra
Pencocokkan citra menggunakan SIFT menghasilkan keypoint
pada kedua citra..Keypoint-keypoint yang dihubungkan oleh kedua
garis adalah keypoint yang memiliki intensitas yang sama. Pena-
rikan garis pada gambar 4.5 menunjukkan hasil pencocokkan dua
citra yang identik, tanpa gangguan translasi (pergeseran). Terda-
pat permasalahan pencocokan, dimana area hitam yang seharusnya
diabaikan, tetap memiliki keypoint.
Gambar 4.5: Hasil pencocokan citra yang sama
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Citra acuan diuji dengan citra lainnya yang merupakan mata yang
sama, namun mengalami pergeseran. Hasil yang didapatkan pa-
da gambar 4.6menunjukkan bahwa matching point yang ditemuk-
an berjumlah lebih kecil dari citra yang asli, namun masih tetap
bernilai tinggi dibandingkan dengan hasil matching point dari true
negative.
Gambar 4.6: Pencocokan citra iris mata yang sama, namun dengan
gangguan translasi
Pada hasil yang terlihat di gambar 4.7, hanya sedikit garis yang
menghubungkan keypoint yang sama antara kedua citra. Ini dikare-
nakan hanya sedikit keypoint yang sama sehingga dapat ditentukan
bahwa kedua citra ini bukanlah mata yang sama.
Gambar 4.7: Pencocokan citra iris mata yang berbeda
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Gambar 4.8 merupakan hasil pencocokan citra dua mata yang ber-
beda. Terdapat kondisi dimana citra yang seharusnya tidak cocok
karena merupakan iris mata yang berbeda, namun menghasilkan
matching point yang besar. Kondisi tersebut dikategorikan sebagai
FP.
Gambar 4.8: Pencocokan citra iris mata yang berbeda, namun meng-
hasilkan matching point yang besar
Terdapat kondisi dimana citra yang seharusnya cocok karena me-
rupakan iris mata yang sama, namun menghasilkan matching point
yang kecil. Hasil yang didapatkan tidak sesuai dengan hipotesa
bahwa citra mata adalah sama dan seharusnya teridentifikasi posi-
tif. Kondisi tersebut dikategorikan sebagai FN. Contoh hasil FN:
Gambar 4.9: Pencocokan citra iris mata yangsama, namun menghasilk-
an matching point yang kecil
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4.4 Data Hasil Pencocokan dan Confusion Matrix
Total sampel citra mata yang digunakan adalah sebanyak se-
banyak 84 citra mata.Total hasil yang didapatkan dari pencocokan
adalah 3569 data. Seluruh citra mata yang ada dalam sampel di-
cocokkan satu dengan yang lainnya hingga dihasilkan jumlah data
matching point tersebut. Hasil yang didapatkan menunjukkan jum-
lah matching point untuk tiap pencocokan. Besarnya nilai matching
point menentukan klasifikasi dari tiap pencocokkan.
Daftar nilai yang didapatkan untuk semua pencocokan beru-
pa confusion matrix. Data-data tersebut akan diklasifikasikan dalam
salah satu kategori dari true positive(TP), true negative(TN), false
positive(FP), false negative(FN) untuk mendapatkan atribut yang
diperlukan Receiver Operating Characteristic. Keempat atribut ter-
sebut diperlukan untuk mendapatkan data terkait karaketeristik dan
performa metode SIFT dalam melakukan identifikasi.
.Dari 84 citra mata yang digunakan sebagai sampel, setiap
mata memiliki 7 citra yang sama. Jumlah mata total yang digu-
nakan dalam pencocokan adalah sebanyak 12 mata.
4.4.1 Matching Point Citra Mata yang sama
Terdapat 7 citra mata untuk setiap citra iris mata yang sa-
ma. Total sampel data mata yang digunakan pada pengujian meto-
de SIFT adalah sebanyak 12 mata. Berdasarkan hipotesa, terdapat
sebanyak 336 hipotesa positif citra mata. Data pada tabel 4.1 me-
rupakan data hasil pencocokan SIFT pada citra untuk mata yang
sama. Perbedaan indeks menunjukkan adanya perbedaan posisi ma-
ta pada citra.
Pada hasil pencocokan, citra yang identik (tidak memiliki
gangguan translasi) memiliki nilai keypoint yang sama dengan citra
acuan, sehingga nilai tertinggi pada kecocokan Matching point ter-
dapat pada citra yang sama. Hasil pencocokan menunjukkan citra
acuan dengan citra identik memiliki jumlah keypoint yang sama,
sehingga nilai matching point bernilai sama dengan matching point.
Pencocokan citra lainnya yang merupakan citra iris mata yang sa-
ma, namun dengan gangguan translasi.
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Tabel 4.1 Sampel DataTrue Positive
Nomor Citra Acuan Nomor Citra Pengujian Matching Point
001 1 1 001 1 1 644
001 1 1 001 1 2 38
001 1 1 001 1 3 39
001 1 1 001 2 1 43
4.4.2 Matching Point Citra Mata Berbeda
Terdapat total hipotesa negatif dari 3569 data adalah seba-
nyak 3233 data hipotesa. Nilai-nilai matching point yang terindikasi
kecil akan dikategorikan dalam kategori true negative(TN) atau fal-
se negative(FN) berdasarkan hipotesa dan kategori awal dari citra
yang menjadi sampel.
Hasil-hasil pada tabel 4.2 adalah hasil pencocokan mata ber-
beda. Hasil tabel menunjukkan nilai matching point dibawah 20
untuk mata yang berbeda, lengkap dengan versi yang memiliki gang-
guan translasi. Nilai yang dimunculkan pada tabel seluruhnya ada-
lah 0, namun ini hanya untuk dua mata yang berbeda. Nilai lain
yang didapatkan pada pencocokan citra mata yang berbeda memi-
liki jangkauan yang berbeda. Index nomor menunjukkan dua citra
mata yang berbeda, sehingga hasil pada pencocokan ini sesuai de-
ngan hipotesa.
Tabel 4.2 Sampel DataTrue Negative
Nomor Citra Acuan Nomor Citra Pengujian Matching Point
001 1 1 002 1 1 0
001 1 1 002 1 2 0
001 1 1 002 1 3 0
001 1 1 002 2 1 0
001 1 1 002 2 2 0
001 1 1 002 2 3 0
001 1 1 002 2 4 0
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4.4.3 Matching Point Tidak Sesuai Hipotesa Ne-
gatif
Selain yang cocok dengan kategori hipotesa, terdapat hasil
pencocokan yang kategorinya berada di luar hipotesa, umumnya di-
sebut false positive(FP) dan false negative(FN). Data-data ini me-
rupakan kasus ”khusus”.Data pada tabel 4.3 adalah beberapa pen-
cocokan yang tidak sesuai dengan hipotesa. Citra yang dicocokkan
merupakan mata yang berbeda, namun nilai kecocokan ditemukan
sama dengan beberapa nilai matching point untuk kategori hipotesa
true positive(TP), atau diatasnya. Hasil-hasil pencocokan ini dapat
dikategorikan sebagai false positive, berdasarkan perhitungan yang
dilakukan pada atribut-atribut yang terdapat pada Receiver Opera-
ting Characteristic(ROC). Nilai-nilai ini berpotensi untuk menjadi
threshold dari penghitungan ROC, atau keluar dari kategori false
positive.
Tabel 4.3 Sampel DataFalse Positive
Nomor Citra Acuan Nomor Citra Pengujian Matching Point
001 1 1 008 1 1 34
001 1 1 010 2 1 46
001 1 1 010 2 2 32
001 1 3 012 2 3 42
4.4.4 Matching Point Tidak Sesuai Hipotesa Po-
sitif
Tabel 4.4 menunjukkan pencocokan citra iris mata yang sa-
ma, namun nilai matching point didapatkan dibawah threshold. In-
deks nomor ”009 ” menunjukkan seri citra mata yang sama, dengan
hasil yang dibawah ekspektasi atau kecil. Data-data ini berpotensi
untuk dikategorikan sebagai false negative. Berdasarkan penghi-
tungan untuk keperluan Receiver Operating Characteristic, data-
data ini dapat tetap dikategorikan sebagai false positive atau kelu-
ar dari kategori tersebut, berdasarkan penghitungan paling akurat.
Diantara seri citra mata yang digunakan dari citra CASIA, yang
terlihat mendapatkan false negative secara signifika adalah dataset
untuk mata nomor 9, dimana selain citra aslinya, tidak ditemukan
sama sekali citra yang memiliki nilai matching point di atas 5.
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Tabel 4.4 Sampel DataFalse Negative
Nomor Citra Acuan Nomor Citra Pengujian Matching Point
009 1 1 009 1 2 1
009 1 1 009 1 3 2
009 1 1 009 2 1 1
009 1 1 009 2 2 2
009 1 1 009 2 3 1
4.5 Pengujian Threshold
Hasil matching point memiliki nilai variatif, dan perlu dila-
kukan representasi akurat dari performa SIFT. Dari data matching
point yang didapat, diambil nilai threshold yang dapat berpoten-
si untuk menghasilkan kurva ROC. Ditemukan nilai 10 merupakan
nilai matching point yang layak untuk digunakan sebagai threshold
awal karena nilainya tidak terlalu rendah untuk false negative, na-
mun juga tidak terlalu tinggi untuk false positive. Hasil selanjutnya
merupakan penghitungan titik kurva ROC dengan nilai threshold 20
hingga 30. Untuk menjelaskan dasar dari didapatkannya angka true
positive, true negative, false positive, dan false negative untuk tiap
threshold, pada tabel 4.5 adalah nilai hipotesa untuk masing-masing
kategori:




Tabel 4.6 berisi banyaknya pencocokan yang dikategorikan
sebagai true positive untuk tiap kenaikan threshold matching po-
int. Hasil menunjukkan penurunan jumlah dari hasil pencocokkan
bersifat true positive untuk tiap kenaikan threshold matching point.
Hal ini dikarenakan nilai matching point yang tereliminasi semakin
banyak dengan meningkatnya threshold. True positive berbanding
terbalik dengan kenaikan threshold. Pada Tabel 4.6 Disajikan jum-
lah nilai true positive untuk threshold 50 hingga 70.
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Tabel 4.6 Jumlah True Positive Threshold 50-70























Tabel 4.7 menunjukkan jumlah dari data yang dikategorikan
true negative untuk beberapa threshold. Banyaknya pencocokan de-
ngan hasil true negative meningkat untuk tiap kenaikan threshold.
Hal ini karena kenaikan standar nilai minimal untuk matching point
yang mengeliminasi nilai-nilai di bawah threshold yang ditentukan
yang kemudian menyebabkan data-data tersebut dikategorikan se-
bagai true negative. True negative berbanding lurus dengan kenaik-
an threshold. Data pada Tabel 4.7 menyajikan jumlah false negative
untuk threshold 50 hingga 70.
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Tabel 4.7 Jumlah True Negative Threshold 50-70























Tabel 4.8 menunjukkan hasil dengan kategori false positive.
Jumlah false positive menurun untuk tiap threshold matching point.
Hal ini dikarenakan semakin banyak nilai matching point yang tere-
liminasi ketika threshold dinaikkan, sehingga hasil pencocokan yang
sebelumnya bersifat false positive masuk dalam kategori true ne-
gative pada pencocokan dengan threshold setelahnya. dimulai dari
nilai threshold 60, ditemukan bahwa nilai false positive berjumlah 0,
dikarenakan semua nilai yang mungkin menjadi false positive telah
tereliminasi
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Tabel 4.8 Jumlah False Positive Threshold 50-70























Tabel 4.9 menunjukkan False Negative untuk beberapa thre-
shold. Kenaikan threshold mempersempit data yang dapat dikate-
gorikan sebagai true positive, terutama pada data-data yang berni-
lai matching point dibawah rata-rata, sehingga kenaikan threshold
matching point menyebabkan kenaikan pada jumlah false negative,
dikarenakan terdapat beberapa nilai matching point untuk hipotesa
benar yang didapatkan bernilai dibawah rata-rata. Data tabel 4.9
adalah jumlah false negative pada nilai threshold 50 hingga 70.
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Tabel 4.9 Jumlah False Negative Threshold 50-70






















4.6 Akurasi, Presisi, dan Receiver Operating Cha-
racteristic
Data true positive(TP),true negative(TN), false positive(FP),
dan false negative(FN) yang didapatkan pada klasifikasi digunakan
untuk menghasilkan akurasi, presisi, sensitivitas dan false positive
rate untuk mendapatkan kurva Receiver Operating Characteristic.
Karena terdapat perubahan standar terhadap hipotesa untuk setiap
nilai threshold, maka terjadi perubahan nilai akurasi, presisi, sensi-
tivitas, dan false positive rate untuk setiap threshold. Nilai threshold
terkecil yang diambil adalah 10, sedangkan nilai threshold terbesar
yang diambil adalah 30, sehingga untuk akurasi, presisi, sensitivitas,
dan false positive rate, akan dihasilkan sebanyak 21 nilai berbeda.
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Penghitungan dari tiap atribut didasarkan pada jumlah nilai
TP, TN, FP, dan FN yang didapatkan, dan tiap kategori menggu-
nakan nilai berbeda. Jumlah yang banyak dari threshold bertuju-
an agar didapatkan bentuk kurva Receiver Operating Characteristic
yang representatif dan meliputi seluruh karakteristik dari SIFT, se-
hingga dapat menentukan kualitas kinerja SIFT dalam melakukan
diskriminasi data.
4.6.1 Akurasi
Akurasi merepresentasikan persentase kebenaran dari seluruh
data yang didapatkan dalam pengujian. Tingginya nilai akurasi
dapat menjadi indikator bahwa performa metode bekerja dengan
baik.Akurasi berbanding lurus dengan besarnya nilai TP dan TN.
Persamaan penghitungan nilai akurasi adalah sebagai berikut:
Akurasi =
TP + TN
TP + TN + FP + FN
× 100% (4.1)
Untuk jumlah TP dan TN pada threshold matching point 50 masing-
masing adalah 96 dan 3216, sedangkan FP dan FN adalah 17 dan
240. Berdasarkan persamaan penghitungan akurasi, didapatkan ni-
lai akurasi untuk thresholdsebagai berikut:
Akurasi threshold 50 =
96 + 3216
96 + 3216 + 17 + 240
× 100% = 92, 80%
(4.2)
Penghitungan 4.1 dilakukan untuk semua threshold. Data Tabel
4.10 menunjukkan kenaikan akurasi untuk kenaikan threshold ma-
tching point. Hal ini karena naiknya kriteria yang diperlukan untuk
data agar dikategorikan TP dan TN, sehingga TN semakin besar,
dan menyebabkan rasio TP + TN yang berbanding lurus dengan
besarnya nilai akurasi semakin besar. Nilai threshold 70 mengha-
silkan akurasi terkecil, (92,74%), dikarenakan nilai TP+TN terkecil
terdapat pada threshold matching point 50 (3312)sedangkan nilai
threshold 53 menghasilkan akurasi terbesar (92,94%) karena dida-
patkan rasio terbesar TP + TN. Nilai akurasi selanjutnya menurun
karena perbedaan TP+TN dengan seluruh kategori.
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Nilai Presisi berbanding lurus dengan akurasi. Hal ini dikarenakan
dengan naiknya threshold matching point, nilai false positive akan
mengecil, sehingga rasio antara nilai true positive dan false positive
akan ikut menurun, dengan catatan bahwa rasio true positive sela-






Untuk penghitungan nilai presisi yang didapatkan pada threshold
nilai 50, TP dari threshold 50 adalah 96, sedangkan FP dari thre-
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shold 50 adalah 17, sehingga persamaan nilai presisi dapat ditulis
dengan:




Hasil yang didapatkan pada persamaaneq:preres adalah 84,96% se-
suai dengan yang tertulis pada tabel 4.11. Nilai presisi terkecil di-
dapatkan pada threshold nilai 1, sebesar 21,58%,sedangkan presisi
terbesar didapatkan pada threshold 60 hingga seterusnya, sebesar
100%

























Sensitivitas dapat juga disebut dengan true positive rate. Nilai sen-
sitivitas menurun untuk setiap kenaikan threshold matching point.
Besarnya nilai sensitivitas berbanding lurus dengan besarnya jum-
lah true positive, dan berbanding terbalik dengan banyaknya jumlah
false negative.Pengujian dilakukan dengan nilai threshold yang da-
pat menghasilkan sensitivitas tertinggi.
Hasil yang didapatkan pada Tabel 4.12 menunjukkan nilai sensitivi-
tas yang signifikan terhadap kurva. Nilai sensitivitas nantinya akan
dipadankan dengan false positive rate yang merupakan sumbu x dari
kurva. Persamaan 4.5 digunakan untuk menghitung nilai sensitivi-






Pada nilai threshold 1, didapatkan sensitivitas sebesar 93,45%. Nilai
ini didapatkan berdasarkan besarnya nilai TP dan FN yang masing-
masing bernilai 313 dan 22. Apabila dimasukkan dalam persamaan,
maka penghitungan nilai sensitivitas untuk threshold 10 dapat di-
tulis seperti pada persamaan ??:
Sensitivitas Threshold 1 =
314
314 + 22
× 100% = 93, 45% (4.6)
Tabel 4.12 menunjukkan nilai beberapa threshold matching point
yang dgunakan pada kurva. Berbeda dengan hasil yang didapatk-
an pada akurasi dan presisi, nilai sensitivitas terbesar justru dida-
patkan pada nilai threshold terkecil, yaitu 1, dengan nilai sebesar
93,45%. Sedangkan nilai terkecil didapatkan dari threshold terbe-
sar yang diuji yaitu 70, dengan nilai sebesar 22,92%. Hal ini dise-
babkan besarnya nilai TP dan FN yang semakin kecil ketika nilai
threshold naik, sehingga menghasilkan nilai sensitivitas terkecil pa-
da threshold tertinggi. Total terdapat sebanyak 54 nilai sensitivitas
yang digunakan untuk mendapatkan kurva representatif dari Recei-
ver Operating Characteristic. Jumlah yang digunakan koresponden
terhadap nilai FPR pada threshold yang sama.
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4.6.4 False Positive Rate
Data Tabel 4.13 berisi nilai false positive rate untuk beberapa thre-
shold. False positive rate(FPR) memiliki nilai terkecil dibandingk-
an dari semua aspek pada ROC. Persamaan 4.7 digunakan untuk





Pada nilai threshold 1, didapatkan false positive rate terbesar, yaitu
35,29%. Menggunakan persamaan 4.7, nilai FP dan TN untuk thre-
shold 1 masing - masing adalah 1141 dan 2092. Berdasarkan nilai
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tersebut, FPR untuk threshold 1 dapat ditulis dengan:
FPR threshold 1 =
1141
1141 + 2092
× 100% = 35, 29% (4.8)
Setiap nilai FPR yang didapatkan akan dipadankan dengan sensi-
tivitas pada threshold tersebut sebagai atribut sumbu x pada kurva
ROC.
Tabel 4.13 False Positive Rate Untuk Threshold 1-21






















4.7 Kurva Receiver Operating Characteristic
Kurva Receiver Operating Characteristic pada Gambar 4.10 dibuat
berdasarkan nilai sensitivitas terhadap false positive rate. Tabel 4.13
menunjukkan nilai sensitivitas dan false positive rate yang mengecil
untuk tiap kenaikan threshold, dengan nilai terkecil pada thresho-
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ld matching point 54 sebesar 25,89% untuk sensitivitas, dan 0.12%
untuk false positive rate. Total didapatkan 54 titik dari penghitung-
an ROC untuk sensitivitas dan false positive rate yang akan dibuat
menjadi kurva.
Data Kurva berupa sensitivitas pada sumbu y, dan false po-
sitive rate pada sumbu x. Kurva menunjukkan kenaikan konstan
untuk tiap titik, hal ini menunjukkan bahwa sensitivitas dan false
positive rate berbanding lurus. Luasan area di bawah kurva akan
menentukan indeks keandalan system. Selanjutnya adalah proses
penghitungan luas area di bawah kurva.
Tabel 4.13 Koordinat Kurva ROCThreshold 1-21























Tabel 4.13 Koordinat Kurva ROC Threshold 22-54



































Gambar 4.10: Kurva Receiver Operating Characteristic
4.8 Luasan Area di Bawah Kurva ROC
Setelah ditemukan kurva Receiver Operating Characteristic,
dilakukan penghitungan luasan di bawah kurva. Besarnya nilai lu-
asan menentukan kemampuan SIFT untuk memisahkan data true
positive dengan true negative serta menghindari adanya nilai fal-
se positive dan false negative. Hasil akan berupa koefisien yang
menunjukkan performa SIFT. Nilai ideal untuk luas area di bawah
kurva ROC adalah 1, sehingga apabila nilai yang didapatkan pada
kurva mendekati 1, maka hal tersebut menandakan bahwa sistem
semakin baik performanya
4.8.1 Luas Segitiga
Area pada titik pertama kurva bukan merupakan trapezium,
namun merupakan sebuah segitiga. Luasan segitiga dapat dihitung
dengan menggunakan persamaan:
Luas Segitiga = 0.5×Alas Segitiga× Tinggi Segitiga (4.9)
Dimana alas segitiga merupakan titik pertama nilai sensitivitas ter-
hitung dari titik pusat. Pada tabel Data Receiver Operating Cha-
racteristic, didapatkan nilai false positive rate terkecil adalah 0,12%
atau 0,0012, dan nilai sensitivitas pada titik tersebut adalah 25,89%
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atau 0,2589. Besarnya luasan segitiga adalah:
Luas Segitiga = 0, 5× 0, 0012× 0, 2589 = 0, 00060672 (4.10)
Besarnya luasan area di bawah segitiga kurva adalah 0.00060672.
Hasil ini akan dijumlahkan dengan luasan area lainnya di bawah
kurva
4.8.2 Luas Trapesium
Terdapat banyak Trapesium yang dihasilkan dari kurva. Pro-
ses penghitungan trapesium dilakukan dengan menggunakan 2 nilai
sensitivitas dan 2 nilai FPR. Sensitivitas berfungsi sebagai sisi seja-
jar dari trapesium, sedangkan FPR akan dihitung selisih nilainya,
dengan selisih tersebut digunakan sebagai tinggi trapesium. Con-
toh penghitungan untuk trapesium 2, luasan area di bawah kurva
berupa trapezium, dengan nilai sensitivitas pada kedua titik yaitu
29.46% dan 30.65%.
Penghitungan untuk jumlah sisi sejajar dari Trapesium adalah 0.2946
+ 0.3065 = 0.6011. Selanjutnya adalah penghitungan tinggi trape-
zium. Nilai false positive rate untuk titik pertama adalah 0.90%,
nilai false positive rate untuk titik kedua adalah 0.59%. tinggi tra-
pezium dapat dihitung dengan 0.0090 - 0.0059 = 0.0031. Setelah
didapatkan kedua aspek penghitungan luas trapezium, kedua nilai
dimasukkan ke dalam persamaan 4.11.
LuasTrapesium = 0, 5× 0.6011× 0, 0031 = 0, 000931705 (4.11)
Tabel 4.14 menunjukkan nilai luas terkecil trapesium terdapat pada
trapesium pertama, karena nilai sensitivitas dan false positive rate
yang digunakan untuk trapesium adalah yang terkecil. Nilai akhir
luas adalah jumlah dari seluruh luasan trapesium, dengan penghi-
tungan segitiga pertama.Hasil pada tabel menunjukkan nilai luas
area di bawah kurva sebesar 0,2302. Nilai luas area di bawah ku-
rva sangat jauh dari 1, yang menandakan kualitas performa SIFT
untuk iris mata tidak cukup baik untuk digunakan. Beberapa citra
iris mata memiliki jumlah keypoint yang sangat kecil sehingga ak-
an terdapat beberapa mata yang tidak dapat dideteksi dengan baik
menggunakan SIFT.
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Tabel 4.14 Luas Seluruh Area






























































Dari hasil implementasi dan pengujian sistem yang sudah dilakuk-
an dapat ditarik beberapa kesimpulan sebagai berikut :
1. Pola iris mata sangat halus dan diperlukan pra-pemrosesan
untuk memunculkan keypoint
2. Diperlukan lebih dari satu nilai threshold untuk mendapatkan
kurva ROC yang representatif
3. Nilai kenaikan threshold berbanding lurus dengan True Nega-
tive dan False Negative, serta berbanding terbalik terhadap
True Positive dan True Negative
4. Nilai kenaikan threshold berbanding lurus dengan Presisi dan
Akurasi, serta berbanding terbalik terhadap Sensitivitas dan
False Positive Rate
5. Hasil dari luas area di bawah kurva ROC adalah 0.2302, yang
menandakan SIFT tidak cukup baik dalam melakukan identi-
fikasi iris mata.
5.2 Saran
Demi pengembangan lebih lanjut mengenai tugas akhir ini, disa-
rankan beberapa langkah lanjutan sebagai berikut :
1. Melakukan pra-pemrosesan intensif terhadap citra iris mata,
sebelum diuji dengan SIFT.
2. Diperlukan kalibrasi terhadap gradien piksel yang dapat dika-
tegorikan sebagai keypoint
3. Menggunakan sampel citra mata yang diambil langsung dari
subjeknya
4. Jenis pengujian dapat dilakukan untuk gangguan berupa se-
gmentasi dan rotasi.
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