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1 Introduction
An Hadamard Matrix is a square matrix with entries ±1, eg. a n×n-matrix
H is an Hadamard Matrix if
HH⊤ = nI.
It is shown that for n > 2, it is a necessary condition that n ≡ 4 (mod n),
and it is conjectured that it is also a sufficient condition. For a natural
number q > 3 it is proved in [1] that there exists Hadamard Matrices of
order 2sq for s > t, where t ≤ [2 log2(q − 3)]. In this paper I will show that
the bound on t is wrong. It is true that there is some t to make the claim
true, but the bound on t is wrong.
2 Structure of the proof
In [1] a corollary to a two dimensional version of Frobenius Coin Problem is
used. The theorem states that for relatively prime integers x, y, any integer
N > (x− 1)(y− 1) can be written in the form ax+ by for some nonnegative
integers a, b. The corollary states that given x = v +1 and y = v− 3 where
v ≥ 9 is odd, there exist nonnegative integers a, b such that
a(v + 1) + b(v − 3) = 2t,
for some t. The proof of Corollary 7 goes like this (I have filled in some
details that is left out in [1]).
Let g = gcd(v + 1, v − 3), then g ∈ {1, 2, 4}, and hence g = 2d for some
d. Let
N =
(
v + 1
g
− 1
)(
v − 3
g
− 1
)
,
1
and let 2k be the smallest power of 2 greater than N. By the theorem we
have nonnegative a, b such that
2k = a
v + 1
g
+
v − 3
g
,
and since g = 2d we have
2t = a(v + 1) + b(v − 3),
where t = k + d.
In Lemma 9 this result is used to show that there exist nonnegative a, b
such that a(v+1)+ b(v−3) = 2t to construct an Hadamard Matrix of order
2t+1v. This only holds for v being a prime ≡ 1 (mod 4), and in that case
g = 2 in the proof of the corollary and hence t = k + 1. A similar proof is
done for v ≡ 3 (mod 4) where g = 4 and t = k + 2. Since the Kronecker
product of two Hadamard Matrices, the prime factorization of q can be used
to construct an Hadamard Matrix of order 2sq where s ≥ t for a sufficiently
large t.
3 The error
The error comes when trying to estimate how big t has to be. In [1] it is
stated that t < [2 log2(q − 3)] is enough for each prime factor, and since
[2 log2(p− 3)] + [2 log2(q − 3)] < [2 log 2(pq − 3)], (1)
that bound is preserved under multiplication, and hence when used on all
prime factors.
But this is not the case, since for v ≡ 1 (mod 4) has g = 2 and choose k
such that
2k >
(
v + 1
2
− 1
)(
v − 3
2
− 1
)
=
v − 1
2
v − 5
2
, (2)
which implies
k > log2
(
1
4
(v − 1)(v − 5)
)
= log2(v − 1) + log2(v − 5)− 2.
So if we choose k = [2 log2(v − 3)] − 1, we can ensure (2) to be true. But
as we stated earlier, this gives us relation a(v + 1) + b(v − 3) = 2t for
t = k+1, and Lemma 9 uses this relation to give us an Hadamard Matrix of
order 2t+1v, which is double the bound stated in [1]. With the new bound
t < [2 log2(q − 3)] + 1, it is not possible to make an estimate like (1), and
the estimate cannot be extended from the prime factors to the product q.
2
4 A numerical example
To make things a bit clearer, I provide a numerical example. Let v = 17. It
is claimed that Lemma 9 gives an Hadamard Matrix of order 2t+1v where
t = [2 log2(v − 3)] − 1. So in our case t = 6. In the proof of Corollary 7, we
choose k such that 2k is greater than
N =
(
17 + 1
2
− 1
)(
17− 3
2
− 1
)
= 8 · 6 = 48,
hence k = 6. The theorem gives us a relation
a
17 + 1
2
+ b
17− 3
2
= 26,
and by multiplication with 2 we get
18a+ 14b = 27.
Lemma 9 in [1] uses this to provide us with an Hadamard Matrix of order
28 · 13, but the bound on the exponent given in [1] is t ≤ [2 log2(14)] = 7.
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