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Abstract
In this paper subgrid multiscale stabilized finite element method for
Advection-Diffusion-Reaction (ADR) equation coupled with Stokes-Darcy
flow problem has been studied. Here the advection velocity involved in
ADR equation obeys Stokes-Darcy flow equation. In this study the ap-
proach of algebraic approximation of stabilization parameter has been
considered. Further apriori error estimation has been elaborately carried
out.
Keywords Stokes-Darcy-Brinkman equation · Advection-diffusion-reaction
equation · Subgrid scale method · A priori error estimation
1 Introduction
Transport phenomena, mathematically expressed in terms of Advection-Diffusion-
Reaction(ADR) equation has always been an active area of research in the fields
of Biomedical Engineering, Environmental Sciences, Chemical Engineering etc.
Our previous works [4],[6] have focused on transport equation with spatially
variable diffusion and advection coefficients. In this paper we have considered
only diffusion coefficients as variable and the advection velocity comes from
Stokes-Darcy flow problem. There are few studies [1], [2] available in literature
on coupled Stokes-Darcy transport equation, but none of them has studied sta-
bilized subgrid multiscale finite element method for both the equations. Being
most general stabilization method now-a-days subgrid method has been consid-
ered more suitable finite element method to be dealt with. It involves split of
∗Email addresses: chowdhurymanisha8@gmail.com (M. Chowdhury) and drb-
vrk11@gmail.com (B.V.R. Kumar)
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the unknown true solution is chosen to be the standard Galerkin finite element
solution and obtaining the unresolvable solution in terms of the known resolv-
able one, we will finally arrive at the subgrid formulation. [4] has derived an
expression of the stabilization parameter for subgrid formulation of ADR equa-
tion with variable coefficients and another study [5] has found out the same for
Stokes-Darcy equation. Both these studies have followed the approach of alge-
braic approximation of the parameter. Combining those results we will have
the required stabilization parameter for this coupled problem. Here further we
have derived apriori error estimation the coupled problem.
The paper is organised as: section 2 presents model problem along with weak for-
mulation and subgrid formulation for the weakly coupled problem. In the next
section we have carried out apriori error estimation for this stabilized method
with the help of interpolation estimates for introducing projection operators.
2 Statement of the problem
Let Ω be an open bounded domain in Rd, d=2,3. Here we have worked with
two dimensional model for the sake of simplicity in further derivation, but it
can be extended to three dimensional model straightforward.
For an incompressible solvent fluid the Stokes-Darcy (or Brinkman) equation
representing its flow is to find u : Ω→ R2 and p : Ω→ R such that
−µ∆u+ σu+▽p = f in Ω
▽ · u = 0 in Ω
u = 0 on ∂Ω
(1)
where u= (u1, u2),p and µ are velocity, pressure and viscosity of the fluid, σ is
the inverse of permeability and f is the body force.
And the ADR equation with spatially variable coefficients representing the con-
centration c of transporting solute in the same domain Ω along with homoge-
neous Dirichlet boundary condition is to find c: Ω→ R such that,
−▽ ·▽˜c+ u · ▽c+ αc = g in Ω
c = 0 on Ω
(2)
where the notation, ▽˜ := (D1
∂
∂x
, D2
∂
∂y
)
D1, D2 are spatially variable diffusion coefficients along x-axis and y-axis re-
spectively, α is the reaction coefficient and g denotes the source of solute mass.
Here we make some assumptions on the coefficients as follows:
(i) µ, σ and α are positive constants.
(ii) The diffusion coefficients D1, D2 are continuous functions on bounded do-
main Ωand hence bounded. Let D1l, D2l be upper bounds of them respectively.
(iii) The body force f ∈ (L2(Ω))2 and source g ∈ L2(Ω)
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2.1 Weak formulation
Let us consider the standard space V = H10 (Ω) as the admissible space for both
velocity fields and concentration and the space Q = L2(Ω) for pressure.
The weak formulation is to find (u, p) ∈ V × V ×Q and c ∈ V such that
aS(u,v)− b(v, p) + b(u, q) = lS(v) ∀v ∈ V × V, q ∈ Q
aT (c, d) = lT (d) ∀d ∈ V
(3)
where aS(u,v) =
∫
Ω
µ▽ u : ▽v+ σ
∫
Ω
u · v and b(v, q) =
∫
Ω
(▽ · v)q
aT (c, d) =
∫
Ω
▽˜c · ▽d+
∫
Ω
du · ▽c+ α
∫
Ω
cd
lS(v) =
∫
Ω
f · v and lT (d) =
∫
Ω
gd
The stability of the continuous problem (3) has been shown in [9] and [6].
2.2 Subgrid formulation
Let Ω be discretized into total nel number of sub-domains Ωk for k=1,2,...,nel
and hk be the diameter of each sub-domain respectively. Let h= max
k=1,2,...,nel
hk
and Ω˜ =
⋃nel
k=1 Ωk be the union of interior elements. Let Vh and Qh be the
suitable finite dimensional subspaces of V and Q respectively where
Vh = {v ∈ V : v(Ωk) = P
2(Ωk)} and Qh = {q ∈ Qs : q(Ωk) = P
1(Ωk)}
where P1(Ωk) and P
2(Ωk) denote complete polynomial of order 1 and 2 respec-
tively over each Ωk for k=1,2,...,nel.
Now the standard Galerkin finite element formulation of (3) is to find (uh, ph) ∈
Vh × Vh ×Qh and c ∈ Vh such that
aS(uh,vh)− b(vh, ph) + b(uh, qh) = lS(vh) ∀vh ∈ Vh × Vh, qh ∈ Qh
aT (ch, dh) = lT (dh) ∀dh ∈ Vh
(4)
As we earlier mention that for subgrid formulation the finite element solution
will be taken as resolvable scale and we will obtain the subgrid formulation by
expressing the unresolvable scale in terms of known solution. Hence the subgrid
formulation for (3) is to find (uh, ph) ∈ Vh × Vh ×Qh and c ∈ Vh such that
aS(uh,vh)− b(vh, ph) + b(uh, qh) +
∫
Ω′
(−L∗1Vh)[τ ]L1Uh = lS(vh) +
∫
Ω′
(−L∗1Vh)[τ ]F
∀ Vh = (vh, qh) ∈ Vh × Vh ×Qh
aT (ch, dh) +
∫
Ω′
(−L∗2dh)τ3L2ch = lT (dh) +
∫
Ω′
(−L∗2dh)τ3g
∀ dh ∈ Vh
(5)
where
L1U =
[
−µ(c)∆u+ σu+▽p
▽ · u
]
, its adjointL∗1U =
[
−µ(c)∆u+ σu−▽p
−▽ ·u
]
,F =
[
f
0
]
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L2c = −▽ ·▽˜c+ u · ▽c+ αc and its adjoint L
∗
2c = −▽ ·▽˜c− u · ▽c+ αc
the stabilization parameters[],[] are obtained as
[τ ] = diag(τ1, τ1, τ2) =

(c1 µh2 + σ)−1 0 00 (c1 µh2 + σ)−1 0
0 0 c2µ

 and τ3 = ( 9D
4h2
+
3U
2h
+α)−1
3 Error estimation
In this section we are going to derive apriori estimate in V norm that is in
standard H1 norm. Before that we introduce projection operators and carry
out error splitting as follows:
Let e = (eu, ep, ec) denote the error where the components are eu = (eu1, eu2) =
(u1 − u1h, u2 − u2h), ep = (p − ph) and ec = (c − ch). Let us introduce the
projection operator corresponding to each component as the following,
(i)For any u ∈ V × V let there exist an interpolation P h
u
: V × V −→ Vh × Vh
satisfying b(u − P h
u
u, qh) = 0 ∀qh ∈ Qh and component wise satisfy L
2-
orthogonality condition i.e. for any ui ∈ V (ui −P
h
ui
ui, vh) = 0 ∀vh ∈ V
h
s for
i=1,2.
(ii) Let P hp : Q −→ Qh be the L
2 orthogonal projection given by∫
Ω
(p− P hp p)qh = 0 ∀p ∈ Q, ∀qh ∈ Qh
(iii) Similarly let P hc : V −→ Vh satisfy
∫
Ω
(c− P hc c)vh = 0 ∀c ∈ V, ∀vh ∈ Vh
Now each components of the error can be split into two parts interpolation part,
EI and auxiliary part, EA as follows:
eu1 = (u1 − u1h) = (u1 − P
h
u1u1) + (P
h
u1u1 − u1h) = E
I
u1 + E
A
u1
Similarly, eu2 = E
I
u2 + E
A
u2, ep = E
I
p + E
A
p , and ec = E
I
c + E
A
c
Interpolation estimates [7, 8] : for any true solution u with regularity upto
(m+1)
‖u− P hu u‖l = ‖E
I
u‖l ≤ C(m,Ω)h
m+1−l‖v‖m+1 (6)
where l is a positive integer and C is a constant depending on m and the domain.
For l=0 and 1 it implies standard L2(Ω) and H1(Ω) norms respectively. We will
use ‖ · ‖ instead of ‖ · ‖0 to denote L
2(Ω) norm.
Now we carry out apriori error estimate in two parts. In first part we will bound
auxiliary error and in the later part using the result obtained in first part we
will find final form of apriori estimate.
Theorem 1. Auxiliary error estimate: For velocity uh = (u1h, u2h), pres-
sure ph and concentration ch belonging to Vh×Vh, Qh, Vh respectively satisfying
(5), assume sufficient regularity of exact solution in equations (1)-(2). Then
there exists constants C1 and C2, depending upon u,p and c respectively, such
that
‖EAu1‖
2
V + ‖E
A
u2‖
2
V + ‖E
A
p ‖
2
Q ≤ C1(u, p)h
2
‖EAc ‖
2
V ≤ C2(c)h
2
(7)
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Proof. We divide the proof into two parts: first part contains estimation of
auxiliary error for velocity and pressure components separately and in the later
part we will find bound for auxiliary error corresponding to concentration. Now
for true solution (5) becomes
aS(u,vh)− b(vh, p) + b(u, qh) = lS(vh) ∀vh ∈ Vh × Vh, qh ∈ Qh
aT (c, dh) = lT (dh) ∀dh ∈ Vh
(8)
First part: Subtracting first equation of (8) from that of (5) we will have,
∀vh ∈ Vh × Vh, qh ∈ Qh
aS(u− uh,vh)− b(vh, p− ph) + b(u− uh, qh) =
∫
Ω′
(L∗1Vh)[τ ](F − L1Uh)
(9)
After explicitly writing the bilinear forms and using the error splitting we have
the above equation as follows
µ
∫
Ω
▽EI
u
: ▽vh+µ
∫
Ω
▽EA
u
: ▽vh+σ
∫
Ω
EI
u
·vh+σ
∫
Ω
EA
u
·vh−
∫
Ω
(▽·vh)E
I
p−∫
Ω
(▽ · vh)E
A
p +
∫
Ω
(▽ · EI
u
)qh +
∫
Ω
(▽ ·EA
u
)qh
=
∫
Ω′
τ1(µ∆v1h−σv1h+
∂qh
∂x
)(−µ∆(EIu1+E
A
u1)+σ(E
I
u1+E
A
u1)+
∂EIp
∂x
+
∂EAp
∂x
)+
∫
Ω′
τ1(µ∆v2h−σv2h+
∂qh
∂y
)(−µ∆(EIu2+E
A
u2)+σ(E
I
u2+E
A
u2)+
∂EIp
∂y
+
∂EAp
∂y
)+∫
Ω
τ2(▽ · vh)(▽ · E
I
u
) +
∫
Ω
τ2(▽ · vh)(▽ · E
A
u
)
(10)
Since this holds for all vh ∈ Vh × Vh and qh ∈ Qh, replacing them by E
A
u
and
EAp respectively and using properties of projection operators, we finally have
µ
∫
Ω
▽EA
u
: ▽EA
u
+σ
∫
Ω
EA
u
·EA
u
=
∫
Ω′
τ1(µ∆E
A
u1−σE
A
u1+
∂EAp
∂x
)(−µ∆EIu1+σE
I
u1+
∂EIp
∂x
)+
∫
Ω′
τ1(µ∆E
A
u1−σE
A
u1+
∂EAp
∂x
)(−µ∆EAu1+σE
A
u1+
∂EAp
∂x
)+
∫
Ω′
τ1(µ∆E
A
u2−σE
A
u2
+
∂EAp
∂y
)(−µ∆EIu2+σE
I
u2+
∂EIp
∂y
)+
∫
Ω′
τ1(µ∆E
A
u2−σE
A
u2+
∂EAp
∂y
)(−µ∆EAu2+σE
A
u2+
∂EAp
∂y
)
+
∫
Ω′
τ2(▽·E
A
u
)(▽·EI
u
)+
∫
Ω′
τ2(▽·E
A
u
)(▽·EA
u
)−µ
∫
Ω
▽EI
u
: ▽EA
u
−
∫
Ω
(▽·EI
u
)EAp
= S1 + S2 + S3 + S4 + S5 + S6 + S7 + S8 (say) (11)
Now we estimate each of the above terms separately. Before that here we like to
make an important observation: by the virtue of chosen finite element spaces it
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can be clearly said that every element belonging to Vh and Qh and their deriva-
tives all are bounded functions over each sub-domain Ωk. Therefore let us con-
sider the positive numbers M1k,M2k,M3k,M4k,M5k,M
′
1k,M
′
2k,M
′
3k,M
′
4k,M
′
5k
as bounds for EAu1,∆E
A
u1,
∂EAp
∂x
,
∂EAu1
∂x
,
∂EAu1
∂y
, EAu2,∆E
A
u2,
∂EAp
∂y
,
∂EAu2
∂x
,
∂EAu2
∂y
respec-
tively.
To bound T1 simply multiplying the terms, then applying Cauchy-Schwarz in-
equality over each of them and finally using bounds for EAs we will have
S1 ≤| τ1 | {(
nel∑
k=1
(µ2M2k + σ | µ |M1k+ | µ |M3k))‖E
I
u1‖2 + (
nel∑
k=1
(σ | µ |M2k+
σ2M1k+ | σ |M3k))‖E
I
u1‖+ (
nel∑
k=1
(| µ |M2k + σM1k +M3k))‖E
I
p‖1}
≤ C | τ1 | {(
nel∑
k=1
(µ2M2k + σ | µ |M1k+ | µ |M3k))‖u1‖2 + h
2(
nel∑
k=1
(σ | µ |M2k
+ σ2M1k+ | σ |M3k))‖u1‖2 + (
nel∑
k=1
(| µ |M2k + σM1k +M3k))‖p‖1}
(12)
Applying similar arguments we have the following bounds
S2 ≤| τ1 |
nel∑
k=1
(µ2M22k + 2σ | µ |M1kM2k + σ
2M21k +M
2
3k)
S3 ≤ C | τ1 | {(
nel∑
k=1
(µ2M ′2k + σ | µ |M
′
1k+ | µ |M
′
3k))‖u2‖2 + h
2(
nel∑
k=1
(σ | µ |M ′2k
+ σ2M ′1k+ | σ |M
′
3k))‖u2‖2 + (
nel∑
k=1
(| µ |M ′2k + σM
′
1k +M
′
3k))‖p‖1}
S4 ≤| τ1 |
nel∑
k=1
(µ2M ′22k + 2σ | µ |M
′
1kM
′
2k + σ
2M ′21k +M
′2
3k)
S5 ≤| τ2 | Ch
nel∑
k=1
(M4k‖u1‖2 +M
′
5k‖u2‖2)
S6 ≤| τ2 |
nel∑
k=1
(M24k +M
′2
5k)
(13)
Applying Cauchy-Schwarz and Young’s inequality we get
S7 = −µ
∫
Ω
(
∂EIu1
∂x
∂EAu1
∂x
+
∂EIu1
∂y
∂EAu1
∂y
+
∂EIu2
∂x
∂EAu2
∂x
+
∂EIu2
∂y
∂EAu2
∂y
) (14)
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≤| µ | {
1
2ǫ1
(‖
∂EIu1
∂x
‖2 + ‖
∂EIu1
∂y
‖2 + ‖
∂EIu2
∂x
‖2 + ‖
∂EIu2
∂y
‖2) +
ǫ1
2
(‖
∂EAu1
∂x
‖2+
‖
∂EAu1
∂y
‖2 + ‖
∂EAu2
∂x
‖2 + ‖
∂EAu2
∂y
‖2)}
≤| µ | {C
h2
2ǫ1
(‖u1‖
2
2 + ‖u2‖
2
2) +
ǫ1
2
(‖
∂EAu1
∂x
‖2 + ‖
∂EAu1
∂y
‖2 + ‖
∂EAu2
∂x
‖2 + ‖
∂EAu2
∂y
‖2)}
(15)
Applying similar argument
S8 =
∫
Ω
(
∂EIu1
∂x
+
∂EIu2
∂y
)EAp ≤ (‖
∂EIu1
∂x
‖+ ‖
∂EIu2
∂y
‖)‖EAp ‖
≤ C
h2
ǫ2
(‖u1‖
2
2 + ‖u2‖
2
2) +
ǫ2
2
‖EAp ‖
2
(16)
This completes finding bounds for each of the terms in the right hand side of
(11). Now we put all the results obtained above into the equation (11) and
take out those terms, which are common with the terms of LHS, in the LHS
from the RHS of the equation. Consequently in the RHS we remain with the
terms multiplied by h2 as the stabilization parameters are of order h2. Now we
consider ǫ1, ǫ2 in such a manner that all the coefficients in LHS can be made
positive. After that taking minimum of all those coefficients and dividing both
the sides by that we finally arrive at the completion of the proof as follows:
‖EAu1‖
2
V + ‖E
A
u2‖
2
V + ‖E
A
p ‖
2
Q ≤ C(u, p)h
2 (17)
Second part: Subtracting second equation of (8) from that of (5) we will
have, ∀dh ∈ Vh
aT (c− ch, dh) =
∫
Ω′
(L∗2dh)τ3(g − L2ch) =
∫
Ω′
(L∗2dh)τ3L2(c− ch) (18)
After explicitly writing the bilinear forms and using the error splitting we have
the above equation as follows
∫
Ω
▽˜EIc ·▽dh+
∫
Ω
▽˜EAc ·▽dh+
∫
Ω
dhu ·▽E
I
c +
∫
Ω
dhu ·▽E
A
c +α
∫
Ω
EIc dh+
α
∫
Ω
EAc dh =
∫
Ω′
(−▽ ·▽˜dh − u · ▽dh + αdh)τ3(−▽ ·▽˜E
I
c + u · ▽E
I
c + αE
I
c )∫
Ω′
(−▽ ·▽˜dh − u · ▽dh + αdh)τ3(−▽ ·▽˜E
A
c + u · ▽E
A
c + αE
A
c ) (19)
Since this holds for all dh ∈ Vh, replacing it by E
A
c in the above equation and
using properties of projection operators, we finally have
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∫
Ω
▽˜EAc ·▽E
A
c +α
∫
Ω
EAc E
A
c =
∫
Ω′
(−▽·▽˜EAc −u·▽E
A
c +αE
A
c )τ3(−▽·▽˜E
I
c+
u·▽EIc+αE
I
c )+
∫
Ω′
(−▽·▽˜EAc −u·▽E
A
c +αE
A
c )τ3(−▽·▽˜E
A
c +u·▽E
A
c +αE
A
c )
−
∫
Ω
▽˜EIc · ▽E
A
c −
∫
Ω
EAc u · ▽E
I
c −
∫
Ω
EAc u · ▽E
A
c
= T1 + T2 + T3 + T4 + T5 (say) (20)
We will follow the same procedure as the previous part. Under the same obser-
vation let us consider the positive numbers M6k,M7k,M8k,M
′
7k,M
′
8k as bounds
for EAc ,
∂EAc
∂x
,
∂2EAc
∂x2
,
∂EAc
∂x
,
∂EAc
∂y
respectively over each sub-domain.
First simply multiplying the terms of T1, then applying Cauchy-Schwarz inequal-
ity over each of them and finally using bounds for EAs we can find estimate of
T1 as follows:
T1 ≤| τ3 | (
nel∑
k=1
(D1lM8k +D2lM
′
8k +Du1M7k +Du2M
′
7k + αM6k)){(D1l +D2l)
‖EIc‖2 + (D¯u1 + D¯u2)‖E
I
c ‖1 + α‖E
I
c ‖}
≤| τ3 | C(
nel∑
k=1
(D1lM8k +D2lM
′
8k +Du1M7k +Du2M
′
7k + αM6k)){(D1l +D2l)
+ h(D¯u1 + D¯u2) + h
2α}‖c‖2
(21)
Applying similar arguments we have the following bounds
T2 ≤| τ3 |
nel∑
k=1
{(D1lM8k +D2lM
′
8k +Du1M7k +Du2M
′
7k + αM6k)(D1lM8k+
D2lM
′
8k + D¯u1M7k + D¯u2M
′
7k + αM6k)}
(22)
For estimating next terms we are going to use Cauchy-Schwarz and Young’s
inequalities as follows:
T3 = −
∫
Ω
(D1
∂EIc
∂x
∂EAc
∂x
+D2
∂EIc
∂y
∂EAc
∂y
)
≤
D1l
2ǫ3
‖EIc ‖
2
1 +
D2lǫ3
2
(‖
∂EIc
∂x
‖2 + ‖
∂EIc
∂y
‖2)
≤
D1l
2ǫ3
h2‖c‖22 +
D2lǫ3
2
(‖
∂EIc
∂x
‖2 + ‖
∂EIc
∂y
‖2)
(23)
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T4 = −
∫
Ω
(u1
∂EIc
∂x
+ u2
∂EIc
∂y
)EAc
≤
(u1l + u2l)
2ǫ4
‖EIc ‖
2
1 +
(u1l + u2l)
2
ǫ4‖E
A
c ‖
2
≤
(u1l + u2l)
2ǫ4
h2‖c‖22 +
(u1l + u2l)
2
ǫ4‖E
A
c ‖
2
(24)
Similarly
T5 = −
∫
Ω
(u1
∂EAc
∂x
+ u2
∂EAc
∂y
)EAc
≤
(u1l + u2l)
2ǫ4
(‖
∂EAc
∂x
‖2 + ‖
∂EAc
∂y
‖2) +
(u1l + u2l)
2
ǫ4‖E
A
c ‖
2
(25)
Now combining all the results obtained above into the equation (20) and pro-
ceeding as explained at the end of the first part we finally get
‖
∂EAc
∂x
‖2 + ‖
∂EAc
∂y
‖2 + ‖EAc ‖
2 ≤ C2(c)h
2 (26)
This completes the proof.
Theorem 2. Apriori error estimate: Assuming the same condition as in
the previous theorem
‖u1 − u1h‖
2
V + ‖u2 − u2h‖
2
V + ‖p− ph‖
2
Q + ‖c− ch‖
2
V ≤ C
′(u, p, c)h2 (27)
where C′ is a constant depending upon u, p, c.
Proof. We prove this result by first applying triangle inequality and then in-
terpolation estimates and the results obtained in the previous theorem as the
following
‖u1 − u1h‖
2
V + ‖u2 − u2h‖
2
V + ‖p− ph‖
2
Q + ‖c− ch‖
2
V
= ‖EIu1 + E
A
u1‖
2
V + ‖E
I
u2 + E
A
u2‖
2
V + ‖E
I
c + E
A
c ‖
2
V + ‖E
I
c + E
A
c ‖
2
V
≤ C¯(‖EIu1‖
2
V +‖E
I
u2‖
2
V +‖E
I
p‖
2
V +‖E
I
c‖
2
V +‖E
A
u1‖
2
V +‖E
A
u2‖
2
V +‖E
A
p ‖
2
V +‖E
A
c ‖
2
V )
≤ C′(u, p, c)h2
(28)
This completes the proof.
Remark 1. This error estimation is not computable as it depends upon the
true solution, but it implies convergence of the stabilized method and the order
of convergence for this method is 2.
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Galerkin Method Galerkin Method SGS Method SGS Method
Mesh size Error Order of convergence Error Order of convergence
10 0.00049606 0.000265901
20 0.000152662 1.70017 6.36986 e−5 2.06155
40 3.94719 e−5 1.95144 1.68468 e−5 1.91879
80 1.43178 e−5 1.46302 4.73744 e−6 1.83029
160 4.79682 e−6 1.57766 5.4902 e−7 1.91276
320 1.38697 e−6 1.79015 4.45223 e−8 1.89875
Table 1: Comparison between Galerkin method and SGS method for small
diffusion
Galerkin Method Galerkin Method SGS Method SGS Method
Mesh size Error Order of convergence Error Order of convergence
10 0.000571444 0.000574645
20 0.000139961 2.02959 0.000141085 2.0261
40 3.20151 e−5 2.1282 3.22881 e−5 2.12749
80 7.74389 e−6 2.04762 7.82478 e−6 2.04488
160 2.02045 e−6 1.93838 2.03639 e−6 1.94204
320 4.69837 e−7 2.10444 4.75272 e−7 2.09919
Table 2: Comparison between Galerkin method and SGS method for diffusion
dominated case
4 Numerical Experiment
In this section through a test case based on hydrological importance [10], we
have shown subgrid multiscale stabilization method is performing better than
Galerkin method for small diffusion for this weakly coupled Stokes-Darcy/ trans-
port equation. We have considered a source of pollutant dispersed into an in-
compressible fluid in a simple bounded square domain Ω = (0, 1)× (0, 1). The
advection velocity comes from the solution of Stokes-Darcy flow problem and the
diffusion coefficients are taken as D1 = 10
−7(1+0.02x)2, D2 = 10
−8(1+0.02y)2
and the reaction term α = 10. Table 1 represents the comparison between
Galerkin method and SGS method for small diffusion.
Again for higher diffusion coefficients compared to the reaction term both the
Galerkin method and SGS method perform well. Let us consider the values of
diffusion coefficients as D1 = (1 + 0.02x)
2, D2 = 0.1(1 + 0.02y)
2 and reaction
term α = 0.001. Table 2 presents the comparison of both Galerkin method and
SGS method for diffusion dominated case.
Remark 2. The numerical experiment has proved theoretically established result
and shown that the order of convergence under SGS method for both the cases
is 2 whereas for small diffusion Galerkin method oscillates and for diffusion
dominated flow it behaves well as stabilized method.
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5 Conclusion
In this paper we have studied subgrid multiscale stabilization formulation of
weakly coupled Stokes-Darcy and transport equation. As well as we have carried
out apriori error estimation, which implies the convergence of the method and
finally the numerical experiment verifies the theoretically established result.
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