










Abstract:  The  sensemaking  task  in  investigative  analysis  generates  stories  that  connect  entities 
and events  in an  input stream of data. The Stab system represents crime stories as hierarchical 
scripts with goals and states. It generates multiple stories as explanatory hypotheses for an input 
data  stream  containing  interleaved  sequences  of  events,  recognizes  intent  in  a  specific  event 





















the  sensemaking  task  in  different  types  of  information  analysis  is  characterized  by  the  same  kinds  of 




their  actions,  data may  pertain  to  novel  actors  as well  as  rare  or  novel  actions,  and  the    amount  of  useful 
evidence  typically  is  a  small  fraction  of  the  vast  amount  of  data  (the  colloquial  “needle  in  the  haystack” 





Psychological  studies of  sense making  in  intelligence analysis  (Heuer 1999)  indicate  that cognitive  limitations 
and biases of human analysts result in several kinds of errors. The three main errors made by human analysts in 
hypothesis generation are (Heuer 1999): (1) Due to limitations of human memory, analysts may have difficulty 
keeping  track  of  multiple  explanatory  hypotheses  for  a  set  of  data  over  a  long  period  of  time.  (2)  Due  to 
cognitive fixation, analysts may quickly decide on a single hypothesis for the data set and stick to it even as new 
data  arrives  (cognitive  fixation).  (3)  Due  to  confirmation  bias,  analysts may  look  for  data  that  supports  the 
hypothesis  on which  they  are  fixated,  and  not  necessarily  the  data  that may  refute  the  hypothesis.  Thus,  a 
scientific  and  technological  challenge  for  cognitive  science,  artificial  intelligence,  and  human‐centered 










The  crime  stories  are  represented  in  the  TMKL  knowledge  representation  language  (Murdock & Goel  2003, 
2008).  Stab  takes as  input a  set of events extracted  from  the  IEEE VAST 2006 and 2007 datasets.  It  gives as 
output  a  set  of  multiple,  competing,  instantiated  stories  as  explanatory  hypotheses  that  connect  the  input 
events and ascribe goals to actors, along with confidence values for each hypothesis as well as a summary of 
evidence for each hypothesis. Stab’s user interface allows the user to view the logical structure of a generated 
hypothesis  in a graphical representation.  It also enables selection of portions of the evidence  in support of a 





library have to be hand coded  in TMKL. This makes  it difficult  for a user to enter new stories or edit existing 
stories in Stab’s library. To enable a user to more flexibly interact with Stab, we have developed Stab2, a new 
interactive version of Stab. Stab2 contains a story editor that enables users to enter and edit crime stories in a 
graphical  notation.  Stab2  automatically  converts  a  new  (or  modified)  story  into  its  internal  knowledge 






VAST  Datasets:  The  VAST  datasets  are  synthetic  datasets  generated  by  the  Pacific  Northwest  National 
Laboratories  for supporting research and development  in the emerging field of visual analytics  (Thompson & 
Cook  2005).  The  datasets  pertain  to  fictitious  illegal  and  unethical  activities,  as  well  as  normal  and  typical 
activities,  in  a  fictitious  town  in  the  United  States.  The  VAST‐2006  dataset  contains  over  a  thousand  news 
stories written in English, and a score of tables, maps and photographs. Figure 1  illustrates an example news 
story from the VAST 2006 dataset. The VAST‐2007 dataset  is a  little  larger and slightly more complicated but 
similar in nature.  
Inputs  to  Stab: We manually  screened  the  dataset  for  stories  that  indicated  an  illegal  or  unethical  activity, 
which  left about a hundred news stories out of the more than a thousand originally  in the dataset. We then 
manually extracted events and entities pertaining to illegal/unethical activities. These events/entities form the 
input  to  STAB.  We  also  hand  crafted  representations  for  each  event  in  terms  of  the  knowledge  states  it 
produces. In addition, we examined the maps, photos and tables that are part of the VAST dataset and similarly 





















Store,  Take Money  (middle  of  the  figure).  Each  of  these  events  becomes  a  task  at  the  next  lower  level  of 
abstraction  in  the  hierarchical  script,  and  each  task  can  be  (potentially)  achieved  by multiple methods.  For 
example, according to the Rob a Store script, the task of Break into Store can be achieved by Entering through a 





STAB’s  hierarchical  scripts  explicitly  represent  both  goal  and  state  at  multiple  levels  of  abstraction.  While 
representation  of  the  state  caused  by  an  event  is  useful  for  inferring  causality,  representation  of  goals  of 
sequences  of  events  is  useful  for  inferring  intention.  Figure  3  illustrates  a  more  complex  script  of  political 
conspiracy in which a political figure may get an opponent out of an electoral race either by exposing dirt on 
him (political blackmail) or having him assassinated. Note this script is composed of several smaller scripts.  
























Stab’s  Knowledge  Representation:  STAB’s  scripts  are  represented  in  the  TMKL  language.  A  task  in  TMKL  is 
defined by input knowledge elements, output knowledge elements, required input conditions (pre‐conditions), 
desired output conditions  (post‐conditions), and methods  for  implementing  the  task. A method  is defined  in 
terms of subtasks of the task and ordering of the subtasks, and is represented by a finite state machine. Finally, 
knowledge  in  TMKL  is  defined  in  terms  of  domain  concepts  and  relationships  among  them;  the  input  and 















Stab’s  Computational  Architecture: Figure  4  illustrates  Stab’s  computational  architecture.  First,  the  Evidence 
Collector collects the input events in an evidence file in chronological order. Next, the Story Matcher takes one 










are matched with  an  input  event  in  one  running  of  Stab.  The  confidence  value  for  a  script  is  based  on  the 























user  mouses  over  a  task,  the  Story  Editor  displays  the  TMKL  specification  of  the  task.  Each  method  is  a 






































The Story Editor  in Stab2 gives  the user more control  than was possible  in Stab.  In  the original Stab system, 
hierarchical  scripts  were  hard‐coded  in  TMKL  that  itself  is  coded  in  the  Lisp  programming  knowledge.  This 







interface  makes  these  tasks  much  easier,  though  editing  the  knowledge  elements  in  a  story  through  the 
Knowledge Editor still is non‐trivial. 
Finally, the initial version Stab did not allow modifications to the structure of existing scripts at runtime. This 
implies that  it  is useful to run Stab just once on an input dataset. However,  in general, a human analyst may 
want to run Stab several times – each with differing variations of the scripts ‐ as the analyst’s insight into the 
criminal  patterns  evolves.  This  is  perhaps  the most  important  side  effect  of  the  use  of  an  interactive  Story 
Editor  in  Stab2:  Stab2  enables  an  analyst  to  conduct  “what  if”  simulations.  Using  Stab2’s  Story  Editor  and 
Knowledge  Editor  illustrated  in  Figure  7,  an  analyst may  inspect, modify,  activate  or  deactivate,  the  scripts 
stored  in  Stab2’s  Story  Library,  the  task  and  method  elements  in  an  individual  script,  or  the  knowledge 




































































































































































































































































































































































































































































































































The name of  this  tag  is given as  “story plot”;  this  is  the name  the analyst  specified while creating  the story. 
Similarly  if  you  see  there  is  allMethods  tag  created  which  is  of  type metamodel: Method  and  the  name  is 
“Method1” the same as that mentioned by the analyst. Similarly there exists a tag for childTasks. Each Goal, 
Action  has  its  own  childTasks  tag  and  attributes  like  type,  name  and  makes.  One  would  also  notice  the 
transition  tag  that  has  attributes  such  as  prevTask,  nextTask  and  helps  keep  track  of  causal  links  between 
different  actions.  Each  such  tag  is  provided  with  a  machine‐generated  id  to  keep  track  of  the  relations 
internally.  For  e.g.:  the  topTask  tag  has  an  xmi:  id  –“_FXI1YICLED…”The  allMethods  tag  ends  once  all  its 
childTasks and transitions in that method have been assigned a tag this can be clearly seen through Figure 9(b).                  
Related Work 
The name “Stab” of our  interactive knowledge‐based system for sensemaking  in  investigative analysis comes 
from STory ABduction. Abduction  is  inference to the best explanation for a set of data (Bylander et al. 1991; 
Charniak & McDermott  1985;  Fischer  et  al.  1991; Goel  et  al.  1995;  Josephson &  Josephson  1994). We  view 





Stab’s  TMKL  knowledge  representation  language  is  similar  to  but  more  expressive  than  Hierarchical  Task 






Stab2’s Story Editor and Knowledge Editor enable  the authoring and editing of  stories  represented  in TMKL. 
Interactive  story  authoring  tools  have  become  common  in  interactive  games.  Stab2’s  Story  Editor  is  more 
similar  to  interactive  story  authoring  tools  used  in  interactive  drama  (e.g.,  Magerko  2005; Mateas  &  Stern 
2005; Riedl & Young 2006). 
Although we originally developed TMKL to capture an agent’s self‐model of its own knowledge, reasoning and 












with  criminal  patterns  in  order  to  make  sense  of  the  VAST  datasets.  In  its  present  state  of  development, 
however,  Stab2  has many  limitations.  Firstly,  the  input  events  to  Stab2  at  present  are  extracted  from  new 
stories  and  represented  by  hand.  This  is  because we  have  been  unable  to  find  an  automated  tool  that  can 
extract  events  from  natural  language  texts  with  precision  and  accuracy.  Secondly,  the  scripts  in  Stab2  at 






Stab  is  one  of  several  ongoing  research  projects  at  the  Southeast  Regional  Visual  Analytics  Center 




Liu, Nersessian & Stasko 2008; Ribarsky,  Fischer & Pottenger 2009). Our current work on  the Stab project  is 
focusing  on  integrating  the  interactive  knowledge‐based  system  with  Jigsaw  (Stasko,  Gorg  &  Liu  2008),  an 
interactive tool for visualizing complex relationships among multiple entities. 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