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En esta tesis, estamos interesados en resolver problemas de optimizacio´n en altas dimensiones
que surgen en la gestio´n de la produccio´n de energ´ıa ele´ctrica debido a la aleatoriedad de los da-
tos. Ma´s espec´ıficamente, consideramos el problema de la planificacio´n a mediano plazo (MTPP,
por sus siglas en ingle´s) de la produccio´n de energ´ıa ele´ctrica bajo incertidumbre que apunta a la
gestio´n de diversas plantas de produccio´n durante un per´ıodo de varios meses (incluso an˜os). En
general, estos sistemas deben satisfacer una gran variedad de estrictas restricciones operativas en
un entorno de toma de decisiones altamente incierto. En este contexto, establecemos los tres aco-
plamientos naturales de tiempo-espacio-aleatoriedad relacionados con esta aplicacio´n, en donde la
aleatoriedad de los datos es modelado por una filtracio´n de un proceso estoca´stico. Los me´todos que
recogemos para la discretizacio´n del proceso estoca´stico, es aquel desarrollado en [Lenoir, 2008], los
cua´les se basan en una estimacio´n no parame´trica sobre las esperanzas condicionales propuestas en
[Nadaraya, 1964; Watson, 1964]. El enfo´que que usamos posteriormente para resolver el problema
discretizado, consiste en la optimizacio´n no diferenciable de la suma de dos funciones convexas,
los cua´les son abordados mediante la teor´ıa de los operadores mono´tonos. Este planteamiento, nos
permite estudiar las propiedades de convergencia de diferentes algoritmos cla´sicos y modernos en
un modo unificado como algoritmos de punto fijo. Adema´s, examinamos algunas familias de al-
goritmos de descomposicio´n-coordinacio´n resultantes de los “operator splitting methods”, a saber,
los me´todos Forward-Backward, Douglas-Rachford y Peaceman-Rachford, los cua´les permiten la
implemetancio´n de algoritmos proximales paralelos y distribuidos para resolver problemas de opti-
mizacio´n convexa. En particular, un algoritmo sobre el cua´l estamos fuertemente interesados, es el
“Alternating Direction Method of Multipliers”(ADMM) que comparte lazos con, por un lado, los
me´todos Lagrangianos aumentados y, por otro, con la teor´ıa de los operadores splitting visto como
un caso especial del algoritmo de Douglas-Rachford. Finalmente, implementamos dos modelos ma-
tema´ticos sencillos (con sus respectivas soluciones nume´ricas) para la gestio´n de la produccio´n de
energ´ıa ele´ctrica; el primero de naturaleza estoca´stico y el segundo de naturaleza determin´ıstico.
Palabras clave: Operadores mono´tonos, optimizacio´n convexa, iteracio´n del punto fijo, me´to-




This manuscript deals with large-scale optimization problems, arising in the electricity unit
commitment problems due to the randomness of the data. More specifically, we consider the mid-
term production planning problem (MTPP) of the generation of electrical energy under uncertainty,
whose objective is to manage a set of interconnected plants over several months (even years). In
general, these systems must satisfy tight operational constraints in an highly uncertain decision
environment. In this context, we set the natural time-space-randomness couplings related to this
application, where the randomness of the data is modeled by a filtration of a stochastic process.
The methods that we collect for the discretization of the stochastic model, are those developed in
[Lenoir, 2008], each of them based on non-parametric estimation of conditional expectations propo-
sed in [Nadaraya, 1964; Watson, 1964]. To solve this discretized problem, we use the mathematical
model consisting of the sum of two convex functions, which are addressed by the monotonous
operators theory. This approach allows us to study the convergence properties of a very wide va-
riety of algorithms, ranging from classical to recently developed, in a uniform way as fixed-point
algorithms. In addition, we examine some families of decomposition-coordination algorithms re-
sulting from operator splitting methods , namely, the Forward-Backward, Douglas-Rachford and
Peaceman-Rachford splitting methods, which allow the implementation of parallel and distribu-
ted proximal algorithms for solving convex optimization problems. In particular, an algorithm on
which we are strongly interested is the Alternating Direction Method of Multipliers (ADMM) that
shares ties with, on the one hand, augmented Lagrangian methods and, on the other, with splitting
operator theory seen as a special case of the Douglas-Rachford algorithm. Finally, we implemented
two simple mathematical models (with their respective numerical solutions) for the electricity unit
commitment; the first model is stochastic and the second is deterministic.
Keywords: Monotone operators, convex optimization, fixed point iteration, splitting methods,




R El conjunto de los nu´meros reales.
R+ El conjunto {λ ∈ R/λ ≥ 0}.
R++ El conjunto {λ ∈ R/λ > 0}.
R El conjunto R ∪ {±∞}.
Rn El conjunto {x = (x1, · · · , xn) : xi ∈ R ∀i = 1, · · · , n.}
2R
n
La clase de todos los subconjuntos de Rn.
〈·|·〉 El producto escalar (interno) en Rn.
‖ · ‖ Norma asociada al producto interno en Rn.
Γ0(Rn) El conjunto de las funciones f : Rn → R que son convexas, propias y
semicontinuas inferiormente.
argmin( f ) El conjunto {x ∈ Rn/ f (x) = mı´n f (Rn)}, donde f ∈ Γ0(Rn).
f ix(T) El conjunto {x ∈ Rn/T(x) = x}, donde T : Rn → Rn.
∇ f (x) Gradiente de una funcio´n en el punto x.
∂ f (x) Subdiferencial de una funcio´n convexa en el punto x.
T El operador multivaluado que mapea Rn en 2Rn .
zer(T ) El conjunto {z ∈ Rn/0 ∈ T (z)}.
RT Operador resolvente del operador multivaluado T .
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Este trabajo de investigacio´n titulado “Me´todos de optimizacio´n para la Gestio´n de la produc-
cio´n de Energ´ıa Ele´ctrica bajo incertidumbre”, ha sido desarrollado con la motivacio´n de introducir
un nuevo modelo matema´tico para la toma de decisiones en la gestio´n de la produccio´n de la energ´ıa
ele´ctrica en el Peru´, teniendo en cuenta las incertidumbres que puedan surgir por efectos de la vo-
latilidad del clima, el mercado o el consumo de energ´ıa; e incluso por la incorporacio´n de nuevas
fuentes de energ´ıa renovables tales como la energ´ıa eo´lica, solar, entre otras; el cua´l, tiene como fin
fundamental el beneficio del usuario y la eficiencia del sector ele´ctrico peruano.
1.2. Antecedentes del problema
El sistema de energ´ıa ele´ctrica, es uno de los sistemas de servicio ma´s importantes que mantiene
a nuestra sociedad en funcionamiento, ya que es responsable de generar, transmitir y distribuir
electricidad, que alimenta casi todos los aspectos de nuestra vida. Estos tres componentes princi-
pales del sistema de energ´ıa ele´ctrica: generacio´n, transmisio´n y distribucio´n; constituyen una red
multinivel que conecta los suministros de energ´ıa iniciales con los usuarios finales para los usos
diarios que estos demandan. En el Peru´, el sistema ele´ctrico de transmisio´n esta´ conformado por
el SEIN, y por las Redes de los Sistemas Aislados (SSAA). El sistema de distribucio´n, encargada
de transmitir grandes volu´menes de energ´ıa hasta los usuarios finales, es tratado de forma inde-
pendiente. La potencia ele´ctrica, cuya unidad de medida es el watt (W), cuantifica la cantidad de
energ´ıa que se consume, produce o traslada en cada unidad de tiempo; mientras que la energ´ıa
ele´ctrica representa la cantidad total de energ´ıa que se consumio´, produjo o traslado´ durante un
determinado periodo, por lo que su unidad de medida suele ser el watt-hora (Wh). Por ejemplo, si
la potencia de una la´mpara ele´ctrica es 100 W y esta permanece encendida por dos horas, entonces,
la energ´ıa ele´ctrica consumida ser´ıa 200 Wh.
En los u´ltimos 20 an˜os se ha observado que, en paralelo al crecimiento de la economı´a mundial,
la demanda de energ´ıa ele´ctrica se ha incrementado de manera sostenida. De esta manera, se paso´
de consumir 11 260 TWh en 1990 a 22 662 TWh en 2015 (aumento de casi 100%); mientras que
en el Peru´ la demanda crecio´ en ma´s de 200% al pasar de 10.7 TWh en 1992 a 42.3 TWh en 2015
(ver Fig 1.1), con una tasa de crecimiento promedio anual de aproximadamente 5.1%.
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Figura 1.1: Evolucio´n de la demanda de electricidad en el Peru´, Latinoame´rica y el mundo
∗ Fuentes: ONU, Enerdata y MEM. Elaboracio´n: GPAE-Osinergmin.
Figura 1.2: Generacio´n de electricidad por
fuente, 2013 (Resto de Sudame´rica)
∗ Fuente: ONU. Elaboracio´n: GPAE-Osinergmin.
Figura 1.3: Participacio´n de la generacio´n electricidad por
fuente, 2013
∗ Fuente: ONU. Elaboracio´n: GPAE-Osinergmin.
En todo el mundo, las principales fuentes utilizadas para generar energ´ıa ele´ctrica siguen sien-
do los combustibles fo´siles, como el carbo´n, el gas natural, el petro´leo, la energ´ıa nuclear, etc.,
mientras que las fuentes renovables (por ejemplo, la eo´lica, la solar, etc.) esta´n ganando una mayor
participacio´n recientemente. La produccio´n por fuentes de energ´ıa en Sudame´rica es, principal-
mente, de origen hidroele´ctrico y te´rmico. Su composicio´n es diversa, dependiendo de cada pa´ıs,
y es la regio´n con mayor participacio´n renovable relativa en su correspondiente matriz ele´ctrica.
As´ı, a 2013, Paraguay produjo 100% de energ´ıa hidroele´ctrica, Brasil 68.5% y Peru´ 51.7%. La
participacio´n de cada fuente de energ´ıa en cada pa´ıs se presenta en los gra´ficos 1.2 y 1.3.
El 1 de mayo de 2008 es una fecha importante para el proceso de transformacio´n del modelo
energe´tico de Peru´, ya que ese d´ıa se aprobo´ y promulgo´ por la Presidencia de la Repu´blica, el
Decreto Legislativo 1002 que establece las bases de la promocio´n de la inversio´n en sistemas re-
novables de generacio´n ele´ctrica [Congreso-Rep-Peru´, 2008]. El 23 de marzo de 2011, el MINEM,
actualizo´ mediante Decreto Supremo No 012-2011-EM el Reglamento de Generacio´n de Electrici-
dad con Energ´ıas Renovables [MINEM, 2011]. A continuacio´n se presentan un breve comentario
respecto al art´ıculo 2 del mencionado Decreto Legislativo 1002. “El Art´ıculo 2 declara de intere´s
nacional y necesidad pu´blica la promocio´n y participacio´n de la energ´ıa procedente de Recursos
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Energe´ticos Renovables (RER), en la matriz energe´tica nacional. Asimismo, indica que el MI-
NEM debera´ establecer un porcentaje objetivo de participacio´n de los sistemas RER en la matriz
energe´tica nacional. Para el primer quinquenio se establecio´ que el mencionado porcentaje objetivo
sea igual al 5% del consumo nacional de electricidad”.
La implementacio´n de este D.L. plantea dos aspectos fundamentales que en este punto vale la
pena sen˜alar:
(1) Los sistemas (RER) se caracterizan por su variabilidad en su costo de produccio´n. A manera
de ejemplo, en la figura 1.4 se muestran los costos totales de tres tecnolog´ıas de generacio´n
ele´ctrica (hidroele´ctrica, central te´rmica a gas natural y central te´rmica a diesel) segu´n el
nu´mero de horas de funcionamiento a lo largo de un an˜o.
(2) Existen diversos factores que afectan a los mercados de electricidad, los cua´les tienen efectos
sobre la infraestructura ele´ctrica, la operacio´n del sistema y las tarifas de electricidad. Como
se sen˜ala en [Osinergmin, 2016], de manera general estos factores se pueden agrupar en tres
tipos: clima´ticos geolo´gicos, econo´micos y sociales:
Factores clima´ticos y geolo´gicos: Las centrales de generacio´n ele´ctrica necesitan de
insumos para su funcionamiento. Algunos de ellos se obtienen de forma natural en el am-
biente, por ejemplo los recursos h´ıdricos, la energ´ıa del sol o del viento. Otros se pueden
obtener v´ıa transacciones en el mercado, como los combustibles fo´siles (productos deri-
vados del petro´leo, gas natural y carbo´n). Los factores clima´ticos y geolo´gicos afectan
la disponibilidad de estos insumos para la generacio´n ele´ctrica, as´ı como a la infraes-
tructura de la industria ele´ctrica. Entre estos factores se pueden mencionar feno´menos
clima´ticos como huracanes y tifones, y geolo´gicos, como movimientos s´ısmicos de gran
magnitud. Estos u´ltimos pueden ocasionar destruccio´n de centrales de generacio´n y la
ca´ıda de torres de transmisio´n que podr´ıan dejar sin suministro ele´ctrico incluso a gran-
des ciudades. En el caso de eventos clima´ticos, por ejemplo, la industria ele´ctrica de
Sudame´rica es particularmente sensible a la ocurrencia del feno´meno de El Nin˜o, que
llega a afectar el desarrollo normal del mercado desde el nivel de generacio´n, transmi-
sio´n y distribucio´n, debido a cambios en las precipitaciones, temperatura, patrones de
viento, radiacio´n solar, entre otros.
Factores econo´micos: Entre los factores econo´micos que afectan el mercado ele´ctrico
se encuentran aquellos relacionados a variables que tienen impacto sobre las tarifas de
electricidad. Por ejemplo, los precios de los insumos utilizados por las centrales de gene-
racio´n como el die´sel, el gas natural, el carbo´n, etc. No obstante, es conveniente precisar
que el efecto de variaciones en los precios dependera´, en gran medida, de la configura-
cio´n del parque de generacio´n ele´ctrico. De esta manera, pa´ıses que basan su produccio´n
en centrales te´rmicas que utilizan derivados del petro´leo y que a su vez no cuentan con
reservas propias de estos productos, se vera´n ma´s afectados por cambios en los precios
internacionales de estos insumos, mientras que aquellos pa´ıses cuya generacio´n ele´ctri-
ca es realizada en una mayor proporcio´n por centrales hidroele´ctricas no se ver´ıan tan
afectados. En el caso del Peru´, otros factores econo´micos que tienen incidencia sobre las
tarifas ele´ctricas son aquellos relacionados a variables macroecono´micas que reflejan la
situacio´n del mercado internacional como, por ejemplo, la inflacio´n internacional medida
por diferentes tipos de ı´ndices (por ejemplo, el ı´ndice de precios al productor-IPP y el
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ı´ndice de precios al consumidor-IPC); precios de metales empleados en la construccio´n
de redes ele´ctricas como el aluminio y el cobre; y el tipo de cambio, etc.
Factores sociales: Dentro de los factores sociales se encuentran las protestas de la
poblacio´n debido a la construccio´n de centrales de generacio´n que podr´ıan afectar el
ambiente. Por ejemplo, en el caso de las centrales hidroele´ctricas, los pobladores que
residen en el a´rea de influencia podr´ıan no estar de acuerdo debido a que perciben que
la construccio´n afectara´ sus actividades econo´micas. Tambie´n se encuentran dentro de
estos factores el rechazo a un tipo particular de tecnolog´ıa. Un ejemplo es la generacio´n
en base a energ´ıa nuclear, que en algunos pa´ıses como Alemania, ha llevado a establecer
compromisos sobre el cierre de sus centrales nucleares debido al alto riesgo que repre-
senta sobre la salud humana. Los temores se han acrecentado a partir del desastre de
Fukushima, entre otros.
Figura 1.4: CF (Costo fijo), CV (Costo variable).
∗ Fuente: Oren (2000). Elaboracio´n: GPAE-Osinergmin.
Sobre la base de estas dos observaciones, as´ı
como el crecimiento acelerado de la demanda
energe´tica; resulta necesario la implementacio´n
de nuevas te´cnicas matema´ticas que permitan
interconectar y gestionar de manera eficiente la
produccio´n de las diferentes fuentes de energ´ıa
ele´ctrica y que a la vez, estos modelos se adap-
ten mejor a las variaciones intr´ınsecas produci-
das por el entorno aleatorio. En este proyecto, el
nuevo modelo de optimizacio´n para la gestio´n
de la produccio´n de la energ´ıa ele´ctrica bajo
incertidumbre que proponemos, permitir´ıa sa-
tisfacer la demanda energe´tica y a la vez pro-
tegernos de la volatilidad del mercado, las va-
riaciones clima´ticas y otros posibles escenarios
cambiantes del entorno de manera o´ptima.
1.3. Situacio´n problema´tica
La produccio´n de energ´ıa ele´ctrica, debe gestionarse teniendo en cuenta las incertidumbres con
el fin de garantizar, a un costo menor el equilibrio entre la oferta y la demanda en el futuro,
pero tambie´n, teniendo en cuenta las necesidades inmediatas. Por lo tanto, son necesarias varias
visiones del problema, los cua´les deben tomar en cuenta el horizonte temporal, y cuanto ma´s la
visio´n abarca un largo per´ıodo de tiempo, la descripcio´n de los peligros jugara´ un papel cada vez
ma´s importante. En [Wallace & Fleten, 2003] y [Conejo et al., 2010] se describen algunas de estas
diferentes perspectivas que mencionaremos brevemente a continuacio´n:
· Problema de Planificacio´n a Largo Plazo (PPLT): Dado que la demanda de electricidad
cambia con el tiempo, la estructura del parque de generacio´n ele´ctrica debe adaptarse y desa-
rrollarse. Por lo tanto, se trata de tomar decisiones de inversio´n, es decir, de construir nuevas
plantas. El horizonte temporal comienza dos o tres an˜os despue´s del momento presente (que co-
rresponde al tiempo de construccio´n de una planta), y se extiende hasta 25 an˜os despue´s, lo que
permite tener en cuenta la duracio´n del funcionamiento de las centrales. Es necesario decidir entre
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plantas que requieren costos de construccio´n muy altos (y desmantelamiento) pero que aseguran
un costo de produccio´n bajo, como la tercera generacio´n nuclear, y aquellas con caracter´ısticas
opuestas, como los ciclos combinados de gas. Para modelar los peligros que pueden influir en
las decisiones, cada an˜o se construyen cuatro escenarios bastante diferentes para representar las
diversas posibilidades para cambiar las condiciones econo´micas.
· Problema de Planificacio´n a Mediano Plazo (PPMT): Se trata de anticipar las deci-
siones o´ptimas para garantizar el equilibrio entre la oferta y la demanda a un costo menor, en
un horizonte superior al mes actual y que generalmente abarca varios meses o incluso algunos
an˜os (algunos autores consideran hasta 5 an˜os). Ma´s espec´ıficamente, es necesario establecer las
paradas de las unidades energe´ticas, desarrollar estrategias de gestio´n de inventario, medir los
riesgos f´ısicos y financieros y definir las acciones de cobertura en consecuencia.
En esta tesis, nosostros nos focalizamos solo en el PPMT. En este contexto, las dos fuentes
principales de complejidad son atribuibles a dos aspectos fundamentales:
1.- El problema de la dimensionalidad: Los para´metros aleatorios que resultan de un
PPMT, generalmente evolucionan en un proceso estoca´stico multidimensional y se caracte-
rizan por poseer una distribucio´n de probabilidad continua (y conjunta), cuya forma dis-
cretizada genera la aparicio´n de una gran cantidad de variables adicionales, el cua´l es un
problema de optimizacio´n dif´ıcil de abordar nume´ricamente por las te´cnicas habituales.
2.- El problema de la no diferenciabilidad: La aparicio´n de funciones no diferenciables
productos del modelado del problema. Esto es, el sistema que se pretender´ıa modelar (el
parque de produccio´n ele´ctrica en este caso) esta conformado por una cantidad significativa de
plantas de produccio´n ele´ctrica con comportamientos muy heteroge´neos, cuya interconexio´n
debe ser modelado cuidadosamente.
Por lo tanto, es en estas dos problema´ticas sobre el cua´l se desarrolla este trabajo.
1.4. Objetivos de la investigacio´n
1.4.1. Objetivo general
Implementar un modelo de optimizacio´n estoca´stica junto con su solucio´n nume´rica que resuelva
de manera eficiente el problema de la gestio´n o´ptima de la produccio´n de la energ´ıa ele´ctrica en
entornos aleatorios, limitandonos a los me´todos que son aplicables a los sistemas en alta dimensio´n
derivados de la discretizacio´n del problema estoca´stico original; para tales sistemas, cada vector
de minimizacio´n puede contener cientos o incluso miles de variables de decisio´n en un per´ıodo
arbitrario en donde el horizonte de planificacio´n que contemplamos es a mediano plazo.
1.4.2. Objetivos espec´ıficos
(1) Introducir la teor´ıa de los operadores mono´tonos y mostrar su conexio´n con la optimizacio´n
convexa.
(2) Establecer la condiciones generales para la convergencia de diferentes algoritmos en un en-
foque unificado como derivados del algoritmo del punto fijo.
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(3) Implemetar algoritmos proximales paralelos y distribuidos para resolver problemas de opti-
mizacio´n en altas dimensiones.
(4) Evidenciar los tres acoplamientos naturales que surgen en la gestio´n de la produccio´n de
energ´ıa ele´ctrica en entornos aleatorios.
(5) Estudiar la estructura del a´rbol de escenarios para modelar las incertezas de los programas
estoca´sticos con recursos multi-etapas (“Multistage Stochastic Programs with Recourse”).
1.5. Organizacio´n y aportes de la tesis
Este trabajo esta dividido en dos partes. La primera (“Conceptos Previos”), involucra dos
cap´ıtulos en donde se desarrollan los conceptos fundamentales que sera´n necesarios para imple-
mentar las soluciones nume´ricas a los problemas que se presentara´n en la segunda mitad. En
consecuencia, en el cap´ıtulo 2 abordamos el problema de la no diferenciabilidad. Comenzamos
desarrollando la teor´ıa de los operadores mono´tonos y mostramos su interconexio´n con el ana´lisis
convexo y la teor´ıa de los operadores no-expansivos y, a la vez, estudiamos diferentes algoritmos
cla´sicos de la optimizacio´n convexa como casos particulares del algoritmo del punto fijo. Si bien el
ana´lisis de toda esta teor´ıa puede desarrollarse en el contexto de los espacios de Hilbert, nosotros
nos limitaremos solo al espacio euclideano Rn ya que este es suficiente para abordar el problema
de optimizacio´n resultante de nuestro modelo.
En el cap´ıtulo 3 estudiamos a los algoritmos de divisio´n de Douglas-Rachford, Peaceman-
Rachford, Forward-Backward y al ADMM (Me´todo de direccio´n alterna de multiplicadores); junto
con sus respectivas condiciones para la convergencia. Estos algoritmos nos permitira´n abordar el
problema de la dimensionalidad, pues estos toman la forma de un procedimiento de descomposi-
cio´n-coordinacio´n, en el que las soluciones para pequen˜os subproblemas locales se coordinan para
encontrar una solucio´n de un “gran” problema global, permitiendo de este modo la implemetancio´n
de algoritmos proximales paralelos y distribuidos.
La segunda parte (“Modelizacio´n y resolucio´n del problema”), viene conformada por 2 cap´ıtu-
los. En el cap´ıtulo 4, introducimos el modelo de la gestio´n de la produccio´n de energ´ıa ele´ctrica en
el contexto de los “grandes sistemas”. Tambie´n presentamos los modelos con recursos multietapas,
los cua´les son procesos estoca´sticos que nos permitira´n representar las incertezas originados por
la acumulacio´n de la informacio´n. La discretizacio´n de este proceso, se basa en las investigaciones
realizadas por Arnaud Lenoir [Lenoir, 2008] en el Laboratorio de Informa´tica, de Modelizacio´n y
Optimizacio´n de Sistemas (LIMOS) en Clermont-Ferrand en asociacio´n con el Departamento de
Optimizacio´n, Simulacio´n, Riesgo y Estad´ısticas (OSIRIS) de la divisio´n de Investigacio´n y Desa-
rrollo de la EDF (Francia)1.
Finalmente, en el cap´ıtulo 5 estudiamos de manera breve las diferentes tecnolog´ıas de genera-
cio´n ele´ctrica en el Peru´ e implementamos dos simples modelos matema´ticos junto con su solucio´n
nume´rica para la gestio´n de la produccio´n de energ´ıa ele´ctrica considerando tres teconolog´ıas: la
termoele´ctrica, la hidroele´ctrica y una arbitraria.
1El principal productor de electricidad en Europa, el Grupo EDF es una de las compan˜´ıas de energ´ıa l´ıderes en
el mundo.
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Respecto al aporte de esta tesis, la principal contribucio´n se encuentra en dos aspectos: en el
desarrollo dida´ctico de la teor´ıa y en la implementacio´n computacional junto con los experimentos









Estudio de los Operadores Mono´tonos




donde en general f es no diferenciable. Para esto, revisaremos de manera breve algunos conceptos
previos que sera´n de bastante utilidad en las 4 primeras secciones y retomaremos nuestro objetivo
principal de este cap´ıtulo en la seccio´n 2.5.
2.1. Operadores Multivaluados
Definicio´n 2.1. Sean X e Y dos conjuntos arbitrarios no nulos sin ninguna estructura en parti-
cular, llamamos operador multivaluado o simplemente relacio´n a toda aplicacio´n del tipo
T : X→ 2Y,
el cua´l tambie´n es denotado por
T : X⇒ Y
A partir de la definicio´n 2.1 se desprenden las siguientes observaciones:
T mapea cada punto x ∈ X en un conjunto T(x) ⊆ Y, es decir; T es un operador multiva-
luado, de este modo T puede ser caracterizado por su gra´fico:
gra f (T ) = {(x, y) ∈ X × Y|y ∈ T (x)} . (2.1)





El dominio y el rango de T estan dados por
dom(T ) = {x ∈ X|T (x) , ∅} y ran(T ) = T(X), (2.2)
respectivamente.
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Sea R : Y⇒ Z, el operador Composicio´n R ◦ T esta definido por




El operador Inversa de T , denotado por T −1 (el cua´l siempre existe) esta definido por
T −1(y) = {x ∈ X|y ∈ T (x)} , (2.4)
en te´rminos de gra´ficos
gra f (T −1) = {(y, x) ∈ Y × X|(x, y) ∈ gra(T )} . (2.5)
Otra observacio´n importante que vale la pena resaltar es que si dom(T ) , ∅ y si para cada
x ∈ dom(T ) se tiene que T(x) = {y} es un “singleton”, entonces decimos que T es un operador en
el sentido cla´sico, por lo tanto, este puede ser identificado con el operador T : dom(T ) → Y y lo
denotaremos en la manera habitual, es decir T(x) = T(x) = y en lugar de T(x) = {y} (Observe el
cambio del tipo de letra de T por T) para todo x ∈ dom(T ). Inversamente, si D es un subconjunto
no vac´ıo de X, un operador T : D → Y puede ser identificado con un operador T : X ⇒ Y de la
forma:
T : X⇒ Y : x 7→
{ {T(x)}, si x ∈ D
∅ si x < D
De este modo se observa que el concepto de Operador Multivaluado generaliza de manera natu-
ral el concepto de operador en el sentido cla´sico y por ende, tambie´n el concepto de funcio´n. En lo
que sigue de la tesis usaremos las notaciones T y T , en el primer caso para referirnos a operadores
multivaluados en general y en el segundo para operadores en el sentido cla´sico.
Definicio´n 2.2 (Operador). Un operador en Rn es cualquier operador Multivaluado (incluyendo
a los operadores en el sentido habitual) que mapea Rn ⇒ Rn.
2.2. Operadores No-expansivos y contracciones
Decimos que el operador multivaluado T : Rn ⇒ Rn es Lipschitziano si:
∃ L ∈ R+ / ‖y − y∗‖ ≤ L‖x − x∗‖
para todo x, x∗ ∈ Rn, y ∈ T (x), y∗ ∈ T (x)∗. Esto implica que T es un operador en el sentido
cla´sico T , ya que si x = x∗ tendr´ıamos necesariamente que y = y∗. Esto motiva las siguientes
definiciones:
Definicio´n 2.3. Decimos que un operador T es una contraccio´n si este es un operador Lips-
chitziano con constante de Lipschitz L < 1.
Definicio´n 2.4. Decimos que un operador T es no-expansivo si este es un operador Lipschitziano
con constante de Lipschitz L = 1.
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Definicio´n 2.5. Sea D un subconjunto no vac´ıo de Rn y sea T : D → Rn. Decimos que T es
firmemente no expansivo si
(∀x ∈ D)(∀y ∈ D) ‖T x − T y‖2 + ‖(I − T)x − (I − T)y‖2 ≤ ‖x − y‖2; (2.6)
La interpretacio´n geome´trica de las dos primeras definiciones es bastante simple, el mapeo de
un par de puntos por una contraccio´n reduce la distancia entre dichos puntos; pero mapearlos
mediante un operador no-expansivo no aumenta la distancia entre ellos.
Notemos que si los operadores T1 y T2 tienen constantes de Lipschitz L1 y L2 respectivamente,
entonces la composicio´n T1◦T2 tiene constante de Lipschitz L1L2. As´ı, la composicio´n de operadores
no-expansivos es nuevamente no-expansivo; ma´s au´n, la composicio´n de un operador no-expansivo
y una contraccio´n es una contraccio´n.
Ana´logamente, si los operadores T1 y T2 tienen constante de Lipschitz L1 y L2 respectivamente
y si α1, α2 ∈ R, entonces α1T1 + α2T2 tiene constante de Lipschitz |α1 |L1 + |α2 |L2. As´ı, el promedio
ponderado de operadores no-expansivos, i.e., θT1+(1−θ)T2 con θ ∈ [0, 1], es tambie´n un operador no-
expansivo. Si adema´s, uno de ellos es una contraccio´n y θ ∈ (0, 1) entonces el promedio ponderado
es una contraccio´n.
Podemos definir formalmente la idea del operador promedio ponderado de operadores no-
expansivos del siguiente modo:
Definicio´n 2.6. Sea D un subconjunto no vac´ıo de Rn, T : D → Rn un operador y α ∈ (0, 1).
Entonces decimos que T es un operador ponderado con constante α, o α−averaged si existe
un operador no-expansivo R : D → Rn tal que T = (1 − α)I + αR.
Respecto a esta definicio´n, existen varias observaciones que se desprenden directamente de las
proposiciones y propiedades antes mencionadas, los cua´les sera´n muy importates recordar ma´s
adelante cuando analicemos la convergencia de diferentes algoritmos.
Si T es ponderado entonces T es no-expansivo.
Si T es no-expansivo, este no necesariamente es ponderado, un ejemplo cla´sico es T = −I :
Rn → Rn cuando Rn , {0}.
T es firmemente no-expansivo si y solo si este es (1/2)−averaged.
T y R tienen los mismos puntos fijos.
Por u´ltimo, la definicio´n que viene a continuacio´n tambie´n tiene una estrecha relacio´n con la
no-expansividad.
Definicio´n 2.7 (Operador cocoercivo). Sea D un subconjunto no vac´ıo de Rn, T : D → Rn un
operador y β ∈ R++. Entonces, decimos que T es β−cocoercivo si βT es firmemente no expansiva.
i.e.,
(∀x ∈ D)(∀y ∈ D) 〈x − y |T x − T y〉 ≥ β‖T x − T y‖2. (2.7)
Proposicio´n 2.1. Sea D un subconjunto no vac´ıo de Rn y T : D → Rn. Entonces T es no-expansivo
si y solo si I − T es (1/2)−cocoercivo.
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
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2.3. Operadores Mono´tonos
Definicio´n 2.8 (Operador mono´tono). Un operador T : Rn ⇒ Rn es mono´tono si:
〈x − x∗ |y − y∗〉 ≥ 0 (2.8)
para todo x, x∗ ∈ Rn, y ∈ T (x), y∗ ∈ T (x∗).
Definicio´n 2.9 (Operador estrictamente mono´tono). Un operador T : Rn ⇒ Rn es estrictamen-
te mono´tono si:
〈x − x∗ |y − y∗〉 > 0 (2.9)
para todo x, x∗ ∈ Rn, y ∈ T (x), y∗ ∈ T (x∗).
Definicio´n 2.10 (Operador fuertemente mono´tono). Un operador T : Rn ⇒ Rn es fuertemente
mono´tono de constante m ∈ R++ si:
〈x − x∗ |y − y∗〉 ≥ m‖x − x∗‖2 (2.10)
para todo x, x∗ ∈ Rn, y ∈ T (x), y∗ ∈ T (x)∗.
Uno de los conjuntos clave que nos servira´ para analizar la existencia de los mı´nimos de las
funciones en Γ0(Rn) es el conjunto zer(T ) definido a continuacio´n.
Definicio´n 2.11. Un zero de un operador mono´tono T : Rn ⇒ Rn es cada punto z ∈ Rn tal que
0 ∈ T (z). El conjunto de todos los zeros es por lo tanto representado por:
zer(T ) = T −1(0).
Definicio´n 2.12. Sea T : Rn ⇒ Rn un operador mono´tono. Decimos que T es mono´tono
maximal si su gra´fico no esta estrictamente contenido en el gra´fico de ningu´n otro operador
mono´tono, i.e., para cada (x, u) ∈ Rn × Rn,
(x, u) ∈ gra(T ) ⇔ ∀(y, v) ∈ gra(T ) : 〈x − y |u − v〉 ≥ 0.
Teorema 2.1. Sea T : Rn ⇒ Rn mono´tono. Entonces, existe una extensio´n mono´tona maximal de
T , i.e., un operador mono´tono maximal T˜ : Rn ⇒ Rn tal que gra(T ) ⊆ gra(T˜ ).
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
La gra´fica 2.1 muestra la extensio´n de un operador mono´tono T : Rn ⇒ Rn cuando n = 1.
Se puede observar claramente que para cualquier operador mono´tono siempre existira´ al menos
una extensio´n maximal, ma´s au´n; puede suceder que exista infinitas extensiones maximales, por lo
tanto, la eleccio´n de una de tales extensiones dependera´ exclusivamente del problema que estemos
analizando.
Un resultado fundamental de la teor´ıa de los operadores mono´tonos maximales es el famoso
teorema de Minty, el cua´l caracteriza de manera elegante la monotonicidad maximal.
Teorema 2.2 (Minty). Sea T : Rn ⇒ Rn mono´tona. Entonces T es mono´tona maximal si y solo
si ran(I + T) = Rn.
Demostracio´n. Ver [Heinz H. Bauschke, 2017] 
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Figura 2.1: Extensio´n de un operador mono´tono T : Rn ⇒ Rn(n = 1). Superior izquierda: Gra´fico de
T . Superior derecha: Gra´fico de una extensio´n no mono´tona de T . Centro izquierda: Gra´fico de una
extensio´n mono´tona de T que no es mono´tona maximal. Centro derecha, inferior izquierda e inferior
derecha: Gra´fico de una extensio´n mono´tona maximal de T .
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Figura 2.2: Interpretacio´n geome´trica del subgradiente.
De entre todos los operadores mono´tonos maximales, existe una que es fundamental en el
estudio de las funciones no diferenciables: esta es la subdiferencial de una funcio´n en Γ0(Rn) el
cua´l, se define como sigue.
Definicio´n 2.13 (Subgradiente, Subdiferencial). Sea f ∈ Γ0(Rn). Entonces,
llamamos “subgradiente” de f en el punto x a todo vector m ∈ Rn que verifica
f (y) ≥ 〈m|y − x〉 + f (x). (2.11)
llamamos “subdiferencial” de f en el punto x al conjunto (vac´ıo o no vac´ıo) de todos los
vectores subgradientes de f en x, el cua´l sera´ denotado por ∂ f (x)
Diremos que f es subdiferenciable en x si ∂ f (x) , ∅.
La figura 2.2 presenta una interpretacio´n geome´trica del subgradiente de una funcio´n f . El
teorema que viene a continuacio´n establece la conexio´n entre los operadores mono´tonos maximales
y las funciones en Γ0(Rn).
Teorema 2.3 (Moreau). Sea f ∈ Γ0(Rn). Entonces ∂ f es un operador mono´tono maximal.
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
Existen algunas observaciones interesantes con respecto a este u´ltimo teorema que vale la pena
mencionar:
(1) Puede suceder que ∂ f (x̂) = ∅ y por lo tanto x̂ < dom(∂ f ) aunque x̂ ∈ dom( f ).
(2) Cuando ∂ f (x̂) es un singleto´n, diremos que f es diferenciable en x̂.
(3) La inversa del teorema (2.3) no es verdad, es decir; no todo operador mono´tono en Rn es
subgradiente de alguna funcio´n en Γ0(Rn).
La primera observacio´n es la que es relevante para nuestro estudio, pues dada una funcio´n
f : Rn → R, nos gustar´ıa garantizar que dom(∂ f ) , ∅. Afortunadamente en la clase Γ0(Rn) de
las funciones sobre las cua´les estamos interesados, este problema es subsanado por el teorema que
viene a continuacio´n.
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Teorema 2.4. Sea f ∈ Γ0(Rn). Entonces dom(∂ f ) , ∅
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
A continuacio´n presentamos el resultado ma´s importante de este cap´ıtulo, este muestra que los
minimizadores globales de las funciones en Γ0(Rn) pueden ser caracterizados por un simple pero
potente principio, el cua´l; tiene su origen en el siglo XVII en una obra de Pierre Fermat.
Teorema 2.5 (Fermat’s rule). Sea f ∈ Γ0(Rn). Entonces
argmin( f ) = zer(∂ f ) = {x ∈ Rn | 0 ∈ ∂ f (x)}.
Demostracio´n. Sea x ∈ Rn, entonces x ∈ argmin( f ) ⇔ (∀y ∈ Rn)〈y − x |0〉 + f (x) ≤ f (y) ⇔ 0 ∈
∂ f (x). 
La regla de Fermat nos demuestra que existe una conexio´n entre la teor´ıa de los operadores
mono´tonos y la optimizacio´n convexa. Por lo tanto, gracias a este teorema el problema de minimizar
f ∈ Γ0(Rn) se puede reducir a la busqueda de los “zeros” del operador mono´tono maximal ∂ f . Ma´s
au´n, los algoritmos para la bu´squeda de los “zeros” de ∂ f , y en general, de cualquier operador
monotono maximal T : Rn ⇒ Rn pueden ser derivados a partir del algoritmo del punto fijo. La
siguiente seccio´n presenta el algoritmo del punto fijo y hace un repaso de algunos algoritmos ma´s
importantes que se desprenden a partir de este.
2.4. La iteracio´n del Punto Fijo
Recordemos que x˜ es un punto fijo de un operador T : Rn → Rn si
x˜ = T(x˜).
Ma´s formalmente tenemos la siguiente definicio´n.
Definicio´n 2.14. El conjunto de los puntos fijos de un operador T : Rn → Rn es denotado por
f ix(T), i.e.,
f ix(T) = {x ∈ Rn/T(x) = x}.
De aqu´ı tenemos que la iteracio´n del algoritmo del punto fijo toma la forma:
Algoritmo del Punto Fijo
1. Iniciar:
• Elegir x0 ∈ Rn
• k = 0.
2. Hasta la convergencia:
Hacer:
• xk+1 = T(xk)
• k = k + 1
• Controlar el criterio de paro:
Fin de hacer
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El algoritmo anterior, llamado tambie´n la “iteracio´n de Picard”, se remonta a 1890 (ver [Picard,
1890]) y su uso implica dos pasos:
El primero, es encontrar una funcio´n T adecuada cuyos puntos fijos sean soluciones del
problema en cuestio´n que queremos resolver.
El segundo, es mostrar que la iteracio´n en realidad converge a un punto fijo.
A continuacio´n daremos dos condiciones generales que garantizan la convergencia y a partir de los
cua´les se pueden derivar diferentes algoritmos conocidos en la optimizacio´n convexa. Sin embargo,
debemos advertir que estos no son los u´nicos enfoques posibles.
2.4.1. Condiciones para la convergencia del algoritmo de Punto Fijo
Condicio´n del Operador Contractivo (contractive operator)
Sea (X, d) un espacio me´trico completo y supongamos que T : X → X es una contraccio´n,
entonces tenemos el siguiente teorema.
Teorema 2.6 (Banach-Picard). Sea (X, d) un espacio me´trico completo (en particular vale cuando
X = Rn) y sea T : X → X una contraccio´n (i.e. Lipschitz continua con constante L ∈ (0, 1)). Dado
un x0 ∈ X y si
(∀k ∈ N) xk+1 = T(xk). (2.12)
Entonces, existe x˜ ∈ X tal que los siguientes resultados se cumplen:
(i) x˜ es el u´nico punto fijo de T .
(ii) (∀k ∈ N) d(xk+1, x˜) ≤ Ld(xk, x˜).
(iii) (∀k ∈ N) d(xk, x˜) ≤ Lk d(x0, x˜) (de aqu´ı, xk converge linealmente a x˜).
(iv) (∀k ∈ N) d(x0,x1)
1+L
≤ d(x0, x˜) ≤ d(x0,x1)1−L .
(v) Estimacio´n del error a priori: (∀k ∈ N) d(xk, x˜) ≤ Lk1−L d(x0, x1).
(vi) Estimacio´n del error a posteriori: (∀k ∈ N) d(xk, x˜) ≤ 11−L d(xk, xk+1).
Demostracio´n. Ver [Almezel et al., 2014]. 
Condicio´n del Operador Ponderado (averaged operator)
Supongamos que T : Rn → Rn es un operador ponderado entonces, la iteracio´n del punto fijo
es conocido tambie´n como la iteracio´n de Krasnosel’skii-Mann (KM) (ver [Mann, 1953]), el cua´l
garantiza la convergencia del punto fijo siempre que este exista.
Teorema 2.7 (Krasnosel’skii-Mann Iteration). Sea α ∈ (0, 1) y supongamos que el operador
T : Rn → Rn es α−averaged tal que f ix(T) , ∅. Sean {λk}k∈N una sucesio´n en [0, 1/α] tal que∑
k∈N λk(1 − αλk) = +∞ y x0 ∈ Rn. Dada la sucesio´n {xk}k∈N generada por la iteracio´n
(∀k ∈ N) xk+1 = xk + λk(T xk − xk). (2.13)
Entonces, se cumplira´ lo siguiente:
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(i) La sucesio´n {T xk − xk}k∈N converge a 0.
(ii) La sucesio´n {xk}k∈N converge a un punto en f ix(T).
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
Debemos notar que cuando T : Rn → Rn es no-expansivo pero no ponderado, entonces la
iteracio´n del punto fijo no necesariamente converge a un punto en f ix(T), incluso cuando f ix(T) ,
∅. Un ejemplo simple se puede observar cuando T es una rotacio´n sobre una recta, o una reflexio´n
sobre un plano. En este caso, podemos entonces usar el operador G = (1 − θ)I + θT con θ ∈ (0, 1)
en la iteracio´n del punto fijo para encontrar los puntos fijos de T .
Corolario 2.1. Sea T : Rn → Rn un operador firmemente no-expansivo tal que f ix(T) , ∅. Sean
{λk}k∈N una sucesio´n en [0, 2] tal que
∑
k∈N λk(2 − λk) = +∞ y x0 ∈ Rn. Dada la sucesio´n {xk}k∈N
generada por la iteracio´n
(∀k ∈ N) xk+1 = xk + λk(T xk − xk). (2.14)
Entonces, se cumplira´ lo siguiente:
(i) La sucesio´n {T xk − xk}k∈N converge a 0.
(ii) La sucesio´n {xk}k∈N converge a un punto en f ix(T).
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
Resumimos esta seccio´n resaltando que, cuando el operador T : Rn → Rn es contractivo,
α−averaged o firmemente no-expansivo, entonces es posible encontrar el punto fijo asociado a este
operador siguiendo las directrices planteadas en 2.6, 2.7 y 2.1 respectivamente. A continuacio´n
presentamos algunos algoritmos que se desprenden a partir de estas condiciones:





donde f : Rn → R es una funcio´n CCP1. Asumamos que f es diferenciable, por lo tanto x sera´
una solucio´n si y solo si
∇ f (x) = 0 ⇔ x = (I − α∇ f )(x),
para α ∈ R \ {0}. Vemos ra´pidamente que x es una solucio´n si y solo si este es un punto fijo del
operador I − α∇ f , por lo tanto, el algoritmo de punto fijo para este caso sera´:
1Designa a las funciones cont´ınuas, cerradas y propias.
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Algoritmo: Me´todo del Gradiente
1. Iniciar:
• Elegir x0 ∈ Rn
• k = 0.
2. Hasta la convergencia:
Hacer:
• xk+1 = xk − ρk∇ f (xk)
• k = k + 1
• Controlar el criterio de paro:
Fin de hacer
Este algoritmo que se remonta al siglo XVIII (ver [Cauchy, 1847]), es conocido tambie´n como el
me´todo de Cauchy, descenso del gradiente o descenso ma´s pronunciado; aqu´ı ρk viene a ser el
taman˜o del paso para cada iteracio´n.
Podemos dar algunas condiciones que debe cumplir f para la convergencia de dicho algoritmo.
Empecemos con el caso cuando ρk = α(∀k ∈ N), tenemos la siguiente proposicio´n:
Proposicio´n 2.2. Sea f es fuertemente convexa y “strongly smooth”2 con para´metros m y L
respectivamente, entonces:
I − α∇ f es Lipschitz con para´metro LGM = ma´x{|1 − αm|, 1 − αL |}.
I − α∇ f es una contraccio´n para α ∈ (0, 2/L).
Demostracio´n. Ver [Ryu & Boyd, 2016]. 
Esta proposicio´n garantiza que I − α∇ f es una contraccio´n para ciertas condiciones de f y por
lo tanto gracias al teorema 2.6 tenemos que existe una solucio´n xˆ y que adema´s el me´todo del
gradiente converge linealmente con tasa de convergencia
‖xk − xˆ‖ ≤ LkGM ‖x0 − xˆ‖.
En general, la proposicio´n anterior se puede extender para el caso cuando la sucesio´n de pasos ya no
es una constante. En este caso, el me´todo convegera´ para cada sucesio´n de pasos {ρk} ⊆ [ε, 2L−ε],
donde 0 < ε ≤ L es fijado previamente.
2.4.3. El algoritmo Forward
El primer algoritmo para la bu´squeda de los zeros del operador T es el conocido algoritmo de
Forward, esta es simplemente una generalizacio´n de la versio´n del me´todo del gradiente aplicado
a T . Consideremos entonces el problema de encontrar un x ∈ Rn que satisfaga




donde T : Rn → Rn. Por el mismo argumento anterior, x es una solucio´n si y solo si este es un
punto fijo de I − αT para α ∈ R \ {0}, por lo tanto, el algoritmo de punto fijo para este caso sera´:
Algoritmo Forward
1. Iniciar:
• Elegir x0 ∈ Rn
• k = 0.
2. Hasta la convergencia:
Hacer:
• xk+1 = xk − ρkT(xk)
• k = k + 1
• Controlar el criterio de paro:
Fin de hacer
Interpretacio´n geome´trica
Aqu´ı tambie´n {ρk}∞k=0 ⊆ 〈0,∞〉 es una sucesio´n de “stepsizes”. Ana´logamente al caso anterior
podemos dar algunas condiciones para la convergencia.
Proposicio´n 2.3. Supongamos que T es un operador fuertemente mono´tono y Lipschitz con
para´metros m y L respectivamente, y entonces:
El operador I − αT es lipschitziano de para´metro LGM = 1 − 2αm + α2L2.
El operador I − αT es una contraccio´n para α ∈ (0, 2m/L2).
Demostracio´n. Ver [Ryu & Boyd, 2016]. 
Sin embargo, este resultado es ma´s de´bil que el que ten´ıamos para el me´todo de gradiente, pues
los valores de α para los que converge la iteracio´n son ma´s restrictivos, el factor de contraccio´n es
peor para todos los valores de α > 0. Adema´s, este me´todo en general no convergera´ sin el supuesto
de la monotonicidad fuerte.
Desafortunadamente, la convergencia de todos estos algoritmos exige condiciones demasiado
restrictivas, estos necesitan en particular que el operador en cuestio´n sea una aplicacio´n, excluyendo
de este modo a los operadores subdiferenciales resultantes de la optimizacio´n no diferenciable y
peor au´n, a los operadores multivaluados. No obstante, estos puede ser fabricados artificialmente
por el procedimiento cla´sico de regularizacio´n de Moreau-Yosida. Veamos a continuacio´n de que
trata todo esto.
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2.5. Construccio´n del algoritmo del punto proximal gene-
ralizado para ∂ f




donde en general f es no diferenciable. Como ya hemos comentado, este problema se reduce a la
bu´squeda de los “zeros” del operador mono´tono maximal ∂ f , es decir, encontrar
xˆ ∈ Rn / 0 ∈ ∂ f (xˆ).
Como f es no diferenciable, entonces el operador mono´tono maximal ∂ f es mutivaluado. Para
poder aplicar los algoritmos estudiados en la seccio´n anterior, debemos entonces asociar a este
operador su resolvente y su aproximacio´n de Yosida. Estos se definen a partir del concepto de
convolucio´n.
Definicio´n 2.15 (Infimal Convolution). Sean f y g funciones definidas de Rn en (−∞,+∞]. La
infimal convolution (llamado tambie´n “epi-sum”) de f y g es:
fg : Rn → R
z 7→ ı´nf x∈Rn [ f (x) + g(z − x)] ,
(2.15)
y decimos que este es exacta en el punto z si:
( fg)(z) = mı´n
x∈Rn
[ f (x) + g(z − x)] ,
en consecuencia, existe x ∈ Rn tal que
( fg)(z) = f (x) + g(z − x) ∈ (−∞,+∞]. (2.16)
Diremos que fg es simplemente exacta si este es axacta en cada punto de su dominio, y lo
denotaremos por f ⊡ g.
Un ejemplo central de la “infimal convolution” es aquel obtenido usando la potencia de una
norma, la proposicio´n que viene a continuacio´n ilustra este caso.
Proposicio´n 2.4. Sean f : Rn → (−∞,+∞] una funcio´n propia3 y p ∈ [1,+∞). Consideremos la
convolucio´n infimal







Entonces, se cumplira´n las siguientes propiedades para cada λ ∈ R++ y cada z ∈ Rn:
(i) dom(Ψλ) = Rn.
(ii) ı´nf Ψλ(Rn) = ı´nf f (Rn).
3Decimos que una funcio´n f : Rn → R es propia si −∞ < f (Rn) y dom( f ) , ∅.
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(iii) ı´nf Ψλ(z) ↓ ı´nf f (Rn) cuando λ ↑ +∞.
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
Proposicio´n 2.5. Sean f ∈ Γ0(Rn), λ ∈ R++ y p ∈ (1,+∞), entonces la convolucio´n infimal Ψλ
definida en (2.17) es convexa, propia, continua y exacta. Ma´s au´n, para cada z ∈ Rn el infimo que
define a Ψλ para cada z es u´nico.
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
El caso ma´s importante y el que nos servira´ en esta tesis es cuando p = 2, el cua´l recibe el
nombre de envolvente de Moreau-Yosida, es denotado por Mλ
f
(z) y tiene la forma:
Mλf (z) = ı´nf
(





donde λ ∈ R++. Como un caso especial de (2.17), la envolvente de Moreau hereda todas las
propiedades recogidas en las proposiciones (2.4) y (2.5), es decir, la funcio´n a minimizar en (2.18)
es fuertemente convexa, no infinita y por lo tanto posee un u´nico mı´nimo para cada z ∈ Rn (incluso
cuando dom( f )  Rn). Ma´s precisamente tenemos el siguiente teorema.
Teorema 2.8 (Moreau-1965). Sea f ∈ Γ0(Rn). Entonces para cada z ∈ Rn y λ ∈ R++ tenemos que
la funcio´n nume´rica
x → f (x) + 1
2λ
‖x − z‖2
posee un mı´nimo estricto.
Demostracio´n. Se desprende directamente de la proposicio´n (2.5). 
A partir de este resultado tenemos la siguiente definicio´n:
Definicio´n 2.16. Sea f ∈ Γ0(Rn).
Definimos el Operador Proximal de para´metro λ como:
Pλf (z) = argmin
x∈Rn
f (x) + 1
2λ
‖x − z‖2 (2.19)
Definimos la envolvente de Moreau-Yosida de para´metro λ como:
Mλf (z) = mı´n
x∈Rn
f (x) + 1
2λ
‖x − z‖2 (2.20)
Notemos que el operador proximal Pλ
f




Mλf (z) = mı´n
x∈Rn
f (x) + 1
2λ
‖x − z‖2 = f (Pλf (z)) +
1
2λ
‖Pλf (z) − z‖2
para cada z ∈ Rn.
2.5.1. Interpretacio´n geome´trica del operador Proximal
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Figura 2.3: Evaluando un operador proximal en varios
puntos.
La figura 2.3 muestra lo que hace un opera-
dor proximal. Las l´ıneas negras finas son curvas
de nivel de una funcio´n convexa f ; la l´ınea ne-
gra ma´s gruesa indica el l´ımite de su dominio.
La evaluacio´n de Pλ
f
en los puntos azules, los
mueve hacia los puntos rojos correspondientes.
Los tres puntos en el dominio de la funcio´n,
permanecen en el dominio y se mueven hacia el
mı´nimo de la funcio´n, mientras que los otros dos
se mueven hacia el l´ımite del dominio y hacia el
mı´nimo de la funcio´n. El para´metro λ controla
el grado con la que el operador proximal mapea
los puntos hacia el mı´nimo de f . Cua´nto ma´s
grande es λ, los puntos mapeados se acercara´n
ma´s al mı´nimo, y valores ma´s pequen˜os dara´n
un movimiento ma´s pequen˜o hacia el mı´nimo. La definicio´n indica que Pλ
f
(z) es un punto que
minimiza f manteniendose cerca de z, por esta razo´n, Pλ
f
es a veces llamado el punto proximal
de z con respecto a f . El para´metro λ puede interpretarse como un peso relativo o parametro de
compensacio´n entre ambos te´rminos.
Cuando f es la funcio´n indicador
1C(x) =
{
0, x ∈ C
+∞, x < C
donde C es un subconjunto convexo, cerrado y no vac´ıo de Rn; entonces el operador proximal de




2.5.2. Interpretacio´n geome´trica de la envolvente de Moreau-Yosida
Figura 2.4: Interpretacio´n gra´fica de la envolvente de
Moreau-Yosida.
La envolvente de Moreau-Yosida es esencial-
mente una forma regularizada de f , este tiene
como dom(Mλ
f
) = Rn, incluso cuando f no lo
tiene, y es continuamente diferenciable, inclu-
so cuando f no lo es. Adema´s, los conjuntos
de minimizadores de f y Mλ
f
son los mismos.
Los problemas de minimizar f y Mλ
f
son, por
lo tanto, equivalentes y este u´ltimo es siempre
un problema de optimizacio´n diferenciable con
la advertencia de que Mλ
f
puede ser dif´ıcil de
evaluar. De hecho, algunos algoritmos para mi-
nimizar f se interpretan mejor como algoritmos
para minimizar Mλ
f
como veremos ma´s adelante. La gra´fica 2.4 muestra gra´ficamente esta inter-
pretacio´n.
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Figura 2.5: La envolvente de Moreau y el operador proximal de la funcio´n valor absoluto.
A manera de ejemplo, tomemos Rn = R y f (x) = |x |. A partir de esta funcio´n obtenemos el















‖z‖2, ‖z‖ ≤ λ
‖z‖ − λ
2
, ‖z‖ ≥ λ
Proposicio´n 2.6. Sea f ∈ Γ0(Rn), entonces los operadores Pλf y I − Pλf son firmemente no-
expansivos.
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
La proposicio´n (2.6) junto con el corolario (2.1) garantizan la existencia de los puntos fijos de
los operadores Pλ
f
y I − Pλ
f
, ma´s au´n, tenemos los siguientes teoremas:
Teorema 2.9. Sea f ∈ Γ0(Rn). Para cada λ ∈ R++ tenemos:
f ix(Pλf ) = argmin( f ) (2.21)
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
Teorema 2.10 (Rockafellar). Sea f ∈ Γ0(Rn) y λ ∈ R++. Entonces, la funcio´n Mλf : Rn → R es
diferenciable en Rn, y su gradiente
∇Mλf = λ−1(I − Pλf ) (2.22)
es Lipschitz continua de para´metro λ−1.
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Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
Un ana´lisis ma´s detallado muestra que el operador Pλ
f
en realidad esta muy relacionado con el
operador mono´tono maximal ∂ f del siguiente modo:
z = (I + λ∂ f )−1 ⇔ x ∈ z + λ∂ f (z)
⇔ 0 ∈ ∂z
(
λ f (z) + 1
2
‖z − x‖2)
⇔ z = argminu
(
f (u) + 1
2λ
‖u − x‖2)
donde f es convexa y λ ∈ R++ (Otra forma de ver que argmin es u´nico es notar que la funcio´n al
lado derecho es estrictamente convexa). En general, tenemos la siguiente proposicio´n.
Proposicio´n 2.7. Sea f ∈ Γ0(Rn), y sean x, p ∈ Rn. Entonces
p = Pλf (x) ⇔ x − p ∈ λ∂ f (p).
En otras palabras,
Pλf = (I + λ∂ f )−1. (2.23)
El operador R = (I + λ∂ f )−1 es llamado la resolvente de ∂ f y en este caso coincide con Pλ
f
.
La idea del operador resolvente es la que nos permitira´ generalizar estos conceptos a la teor´ıa de
los operadores mono´tonos maximales, la versio´n general lo revisaremos brevemente en la proxima
seccio´n. La aplicacio´n del algoritmo (2.4.2) al operadorMλ
f
cuando λ = 1 es conocido a veces como
el algoritmo del subgradiente y tiene la forma:
Algoritmo: Me´todo del Subgradiente
1. Iniciar:
• Elegir x0 ∈ Rn
• k = 0.
2. Hasta la convergencia:
Hacer:
• xk+1 = xk − ρkM f (xk) = (1 − ρk)xk + ρkP f (xk)
• k = k + 1
• Controlar el criterio de paro:
Fin de hacer
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2.6. Resolvente de Operadores Mono´tonos
Antes de introducir los me´todos generales recordemos que los “zeros” de un operador mono´tono
T : Rn ⇒ Rn es denotado por:
zer(T ) = T −1(0).
Proposicio´n 2.8. Sea T : Rn ⇒ Rn un operador estrictamente mono´tono o fuertemente mono´tono
de para´metro m. Entonces zer(T ) es a lo ma´s un singleton.
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
Consideremos el operador multivaluado T : Rn ⇒ Rn. Tenemos la siguiente definicio´n:
Definicio´n 2.17. Sea α ∈ R.
• La resolvente de T esta dada por
RT = (I + αT)−1. (2.24)
• El operador Caley de T esta dada por
CT = 2R − I. (2.25)
Proposicio´n 2.9. Sea α > 0, tenemos lo siguiente:
(i) Si T es mono´tono entonces RT y CT son funciones no-expansivas.
(ii) Si T es mono´tono ma´ximal entonces dom(RT ) = dom(CT ) = Rn.
(iii) 0 ∈ T si y solo si x = RT (x) = CT (x).
Demostracio´n. Ver [Ryu & Boyd, 2016]. 
Dos preguntas que surgen inmediatamente son las siguientes: ¿Cua´ndo RT sera´ una contrac-
cio´n?, ana´logamente ¿Cua´ndo CT sera´ una contraccio´n?. La proposicio´n que viene a continuacio´n
responde a estas preguntas.
Proposicio´n 2.10.
• Si T es fuertemente mono´tono de para´metro m, entonces RT es una contraccio´n con constante
de Lipschitz LR = 1/(1 + αm).
• Si T es fuertemente mono´tono y Lipschitz de para´metros m y L respectivamente, entonces CT
es una contraccio´n con constante de Lipschitz LC = (1 − 4αm(1+αL)2 )1/2.
Demostracio´n. Ver [Ryu & Boyd, 2016]. 
Debemos tener cuidado que si T es fuertemente mono´tono sin ninguna otra condicio´n, entonces
CT no necesariamente sera´ una contraccio´n.
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Me´todo del Punto Proximal
Consideremos el problema de encontrar un x que satisfaga
0 ∈ T (x),
donde T es un operador mono´tono maximal. Tenemos los siguientes algor´ıtmos:
Algoritmo de Cayley: Por el item(iii) de la proposicio´n 2.9 sabemos que, 0 ∈ T (x) si y
solo si x = CT (x) cuando α > 0 y si adema´s CT es ponderado entonces por el teorema 2.7 la
iteracio´n
(∀k ∈ N) xk+1 = CT (xk)
convergera´ hacia un punto fijo si es que este existe (notemos que la condicio´n de no-expansividad
garantizada por el item(i) de la proposicio´n 2.9 no es suficiente para garantizar la convergen-
cia).
Algoritmo del Punto Proximal: Por el item(iii) de la proposicio´n 2.9 sabemos que,
0 ∈ T (x) si y solo si x = RT (x) cuando α > 0 entonces por el teorema 2.7 la iteracio´n
(∀k ∈ N) xk+1 = RT (xk)
convergera´ hacia un punto fijo si es que este existe (notemos que aqu´ı RT es un operador
ponderado).
La maximalidad del operador juega un rol muy importante en este contexto. En efecto, la
iteracio´n del punto fijo para una funcio´n arbitraria F puede volverse indefinida en algu´n paso
cuando este escapa del dom(F), sin embargo, gracias al item(ii) de la proposicio´n 2.9 tenemos




Operadores Splitting y Algoritmos distribuidos
En este cap´ıtulo, nuestro objetivo es encontrar un cero de un operador mono´tono que admita
una divisio´n en dos operadores mono´tonos maximales. En otras palabras, queremos encontrar un
x ∈ Rn tal que 0 ∈ (T1+T2)(x), donde T1,T2 : Rn ⇒ Rn son dichos operadores mono´tonos maximales.
La idea obviamente es transformar este problema en una ecuacio´n de punto fijo con operadores
construidos a partir de T1, T2, sus resolventes y sus operadores de Cayley vistos en la seccio´n 2.6
del cap´ıtulo anterior. Debemos mencionar que estos me´todos son u´tiles solo cuando los operadores
implicados se pueden calcular de manera eficiente.
3.1. El algoritmo de divisio´n de Peaceman-Rachford
Consideremos el problema de encontrar un x que satisface:
0 ∈ (T1 + T2)(x), (3.1)
donde T1 y T2 son operadores multivaluados mono´tonos maximales tal que zer(T1 + T2) , ∅.
Para todo α > 0 tenemos que
0 ∈ (T1 + T2)(x) ⇔ CT1CT2(z) = z, x = RT2(z),
donde CT1 y CT2 son los operadores de Caley de T1 y T2 respectivamente y adema´s, RT2 es la
resolvente de T2, los cua´les dependen de α y fueron definidos en 2.17. Para demostrar esta u´ltima
relacio´n podemos ayudarnos de la siguiente identidad.
Lema 3.1. Si T es un operador multivaluado mono´tono maximal y α > 0 entonces se cumplira´:
CT (I + αT) = I − αT
Demostracio´n. Notemos que las suposiciones hechas hacen que (I + αT)−1 sea una funcio´n. De
este modo para cada x ∈ dom(T ) tenemos:
CT (I + αT)(x) = 2(I + αT)−1(I + αT)(x) − (I + αT)(x)
= 2I(x) − (I + αT)(x)
= (I − αT)(x).
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Para concluir la prueba, observemos que si x < dom(T ), entonces ambos lados de la igualdad sera´n
conjuntos vac´ıos. 
Gracias a este lema ahora es fa´cil demostrar que:
0 ∈ T1(x) + T2(x) ⇔ 0 ∈ (I + αT1)x − (I − αT2)x
⇔ 0 ∈ (I + αT1)x − CT2(I + αT2)x
⇔ 0 ∈ (I + αT1)x − CT2(z), z ∈ (I + αT2)x
⇔ CT2(z) ∈ (I + αT1)RT2(z), x = RT2(z)
⇔ RT1CT2(z) = RT2(z), x = RT2(z)
0 ∈ (T1 + T2)(x) ⇔ CT1CT2(z) = z, x = RT2(z)
De aqu´ı, dado z0 ∈ Rn, la iteracio´n del punto fijo sera´:
Peaceman-Rachford
iteration
◮ xk+1/2 = RT2(zk)
◮ zk+1/2 = 2xk+1/2 − zk
◮ xk+1 = RT1(zk+1/2)
◮ zk+1 = 2xk+1 − zk+1/2
Este me´todo fue presentado por primera vez en [Kellogg, 1969; Lions & Mercier, 1979; Peaceman
& Rachford, 1955] y es conocido con el nombre de divisio´n de Peaceman-Rachford. La convergencia
de este algoritmo requiere condiciones adicionales, pues para α > 0 solo se puede garantizar la no-
expansividad del mapeo CT1CT2 , de este modo, sin estas suposiciones adicionales la iteracio´n no
necesariamente convergera´. Por ejemplo, si T2 es uniformemente mono´tona, entonces se puede
demostrar que la sucesio´n generada por dichas iteraciones converge fuertemente a una solucio´n
(ver [Heinz H. Bauschke, 2017]).
3.2. El algoritmo de divisio´n de Douglas-Rachford
Consideremos nuevamente el problema propuesto en (3.1). Para garantizar la convergencia y
subsanar la debilidad del algoritmo de divisio´n de Peaceman-Rachfod, ponderamos el mapeo no
expansivo CT1CT2 con la identidad I. Claramente, para todo α > 0 tendremos:








(z) = z, x = RT2(z).




◮ xk+1/2 = RT2(zk)
◮ zk+1/2 = 2xk+1/2 − zk
◮ xk+1 = RT1(zk+1/2)
◮ zk+1 = zk + xk+1 − xk+1/2
Este me´todo fue presentado en [Douglas & Rachford, 1956; Lions & Mercier, 1979] y es conocido
con el nombre de divisio´n de Douglas-Rachford. Del cap´ıtulo anterior sabemos que tanto CT1 como
CT2 son siempre no-expansivas, por lo tanto la convergencia geome´trica esta garantizada cuando al
menos uno de los operadores de Caley es una contraccio´n. En [Heinz H. Bauschke, 2017] se da una
prueba rigurosa de la convergencia de este algoritmo, en el cua´l tambie´n se analiza su extensio´n
para una suma finita de operadores multivaluados mono´tonos maximales.
3.3. El algoritmo de divisio´n Forward-Backward
Los dos primeros algoritmos presentados valen para operadores multivaluados mono´tonos maxi-
males en general. Focalizemonos ahora en el caso cuando T1 = T es univariado, es decir un operador
mono´tono maximal en el sentido habitual.
Consideremos el problema de encontrar un x que satisface:
0 ∈ (T + T)(x). (3.2)
donde T y T son operadores mono´tonos maximales. Observemos la diferencia en el tipo de
letra, la primera representa a un operador en el sentido habitual y la segunda a un operador
multivaluado. Para todo α > 0 tenemos que
0 ∈ (T + T)(x) ⇔ 0 ∈ (I + αT)(x) − (I − αT)(x)
⇔ (I − αT)(x) ∈ (I + αT)(x)
⇔ x = (I + αT)−1(I − αT)(x)
De este modo, x sera´ una solucio´n si y solo si este es un punto fijo de RT (I − αT)(x). Dado
x0 ∈ Rn, la iteracio´n del punto fijo tiene la forma reducida:
Forward-Backward
iteration
◮ xk+1 = RT (xk − αT(xk)).
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Este me´todo fue presentado por primera vez en [Passty, 1979] y es conocido con el nombre de
algoritmo de divisio´n de Forward-Backward . Existen condiciones interesantes para la convergencia
de este algoritmo. Si por ejemplo asuminos que T es el operador subdiferencial con constante de
Lipschitz L y si α ∈ (0, 2/L). O tambie´n, si asuminos que T es fuertemente mono´tona y Lipschitz con
para´metros m y L respectivamente y si α ∈ (0, 2m/L2). Entonces, del cap´ıtulo anterior tendremos
que el paso forward (I − αT) sera´ ponderado. El paso backward (I + αT)−1 es ponderado para
todo α > 0. As´ı, cuando (I − αT) es ponderado, la composicio´n (I + αT)−1(I − αT) es un operador
ponderado y por lo tanto la sucesio´n generada por las iteraciones de dicho algoritmo convergera´ a
una solucio´n si este existe. Una condicio´n ma´s general para la convergencia cuando trabajamos en
espacios de Hilbert es que T sea un operador cocoercivo. Este algoritmo es el ana´logo del algoritmo
forward y backward de Euler va´lido para resolver ecuaciones diferenciales.
3.3.1. El algoritmo del Gradiente Proximal




f (x) + g(x) (3.3)
donde f , g ∈ Γ0(Rn) con la condicio´n adicional que f es diferenciable. Debemos advertir que
esta forma de divisio´n no es u´nica, por lo que diferentes tipos de divisio´n conducira´n a diferentes
implementaciones del me´todo de gradiente proximal para el mismo problema original.
Para poder deducir un algoritmo para este problema, notemos que xˆ es una solucio´n de (3.3),i.e.,
este minimiza f + g sy y solo si
0 ∈ ∇ f (xˆ) + ∂g(xˆ).
Por lo tanto, para cada α > 0, esta condicio´n de optimalidad se cumple si y solo si se cumplen
las siguientes equivalencias:
0 ∈ α∇ f (xˆ) + α∂g(xˆ)
0 ∈ α∇ f (xˆ) − xˆ + xˆ + α∂g(xˆ)
(I − α∇ f )(xˆ) ∈ (I + α∂g)(xˆ))
xˆ = (I + α∂g)−1(I − α∇ f )(xˆ)
xˆ = proxαg(xˆ − α∇ f (xˆ)).
Donde si comparamos con el algoritmo Forward-Backward, tendr´ıamos que R∂g = proxαg y
T = ∇ f . De aqu´ı, tenemos que que xˆ minimiza f + g si y solo si este es un punto fijo del operador
forward-backward
(I + α∂g)−1(I − α∇ f ).
Este me´todo, llamado me´todo del gradiente proximal aplica repetidamente este operador para
obtener un punto fijo y, por lo tanto, una solucio´n al problema original. La condicio´n α ∈ (0, 1/L],
donde L es una constante de Lipschitz de ∇ f garantiza que el operador forward-backward es
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ponderado y, por lo tanto, la iteracio´n converge a un punto fijo (cuando uno existe). Podemos dar




• Elegir x0 ∈ Rn, β ∈ (0, 1), α0
• α := αk−1.
2. Hasta la convergencia:
Hacer:
• z := proxαg(xk − α∇ f (xk))
• break si f (z) ≤ f˜α(z, xk).
• Actualizar α := βα
Fin de hacer
3. αk := α, xk+1 := z.
Existen dos elementos nuevos que aparecen en este algoritmo, el para´metro β y la funcio´n f˜ .
Respecto al para´metro, un valor bastante aceptable con el cua´l trabaja muy bien el algoritmo es
con β = 1/2, respecto a la funcio´n f˜ , esta es definida como:





con α > 0. Para y fijo, esta funcio´n es convexa y satisface f˜α(x, x) = f (x), y es una cota superior
de f cuando α ∈ (0, 1/L], donde L es la constante de Lipschitz para ∇ f (ver [Combettes & Pesquet,
2011; Karimi et al., 2016]).
Existe una versio´n simple para la aceleracio´n del algoritmo del gradiente proximal, esta se
obtiene del siguiente modo:
y
k+1
= xk + ωk(xk − xk−1)
xk+1 = proxαkg(yk+1 − αk∇ f (yk+1)),
donde ωk ∈ [0, 1) es un para´metro de extrapolacio´n y αk es el step size. Los para´metros ωk
deben elegirse de manera espec´ıfica para lograr la aceleracio´n de la convergencia. Una opcio´n simple





Respecto a los pasos αk , cuando ∇ f es Lipschitz continua con constante L, se puede mostrar que
este me´todo converge con una tasa O(1/k2) cuando se usa un taman˜o de paso fijo αk = α ∈ (0, 1/L].
Si L es desconocido, los taman˜os de los pasos αk se eligen en cada iteracio´n. A continuacio´n
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mostramos el algoritmo acelerado con una eleccio´n de los pasos propuesta en [Beck & Teboulle,




• Elegir x0, β ∈ (0, 1), α0
• α := αk−1.
2. Hasta la convergencia:
Hacer:
• yk = xk + k
k+3
(xk − xk−1);
• z := proxαg(yk − α∇ f (yk))
• break si f (z) ≤ f˜α(z, yk).
• Actualizar α := βα
Fin de hacer
3. αk := α, xk+1 := z.
Aqu´ı, la funcio´n f˜ es la misma definida para el algoritmo anterior. Ma´s detalles y otras versiones
para la aceleracio´n de este algoritmo pueden ser encontradas en [Nesterov et al., 2007; Tseng, 2008].
3.4. El algoritmo ADMM (Me´todo de direccio´n alternada
de multiplicadores)
En esta seccio´n desarrollaremos en profundidad el algoritmo ADMM, un algoritmo simple pero
potente que se adapta bien a la optimizacio´n convexa distribuida, y en particular a los problemas
que surgen en las estad´ısticas aplicadas y la inteligencia artificial. Este tambie´n toma la forma de
un procedimiento de descomposicio´n-coordinacio´n y puede verse como un intento de combinar los
beneficios de la descomposicio´n dual y los me´todos del Lagrangiano aumentado para la optimiza-
cio´n restringida.
Vale la pena enfatizar que el algoritmo en s´ı no es nuevo, pues fue introducido por primera vez
a mediados de la de´cada de 1970 en [Gabay & Mercier, 1975; Glowinski & Marroco, 1975], aunque
ideas bastante similares surgieron desde mediados de la de´cada de 1950. El algoritmo se estudio´ a
lo largo de la de´cada de 1980 y, a mediados de la de´cada de 1990, se hab´ıan establecido casi todos
los resultados teo´ricos que mencionaremos aqu´ı. El hecho de que el ADMM se haya desarrollado
mucho antes de la disponibilidad de los sistemas informa´ticos distribuidos a gran escala y los pro-
blemas de optimizacio´n masiva explicar´ıa por que´ no es tan conocido, sin embargo, cada vez va
ganando ma´s popularidad hoy en d´ıa.
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3.4.1. Deduccio´n del algoritmo
Consideremos el problema
Minimizar f (x) + g(z)
s.a.
Ax + Bz = c,
(3.4)
donde x ∈ Rn y z ∈ Rm son las variables de optimizacio´n,A ∈ Rp×n, B ∈ Rp×m y c ∈ Rp; adema´s,
f ∈ Γ0(Rm) y g ∈ Γ0(Rn). Denotemos el valor o´ptimo del problema (3.4) por
p∗ = ı´nf{ f (x) + g(z) | Ax + Bz = c}.
El problema dual asociado sera´ entonces
Maximizar − f ∗(−At y) − g∗(−Bt y) + ct y, (3.5)
donde y ∈ Rp y f ∗ y g∗ representan las conjugadas de f y g.
El operador sufdiferencial de la funcio´n dual
F(y) = −A∂ f ∗(−At y) − B∂g∗(Bt y) − c
admite la divisio´n F = F1 + F2, donde
F1(y) = −A∂ f ∗(−At y) − c, y F2(y) = −B∂g∗(Bt y).
Asumamos que f y g son estrictamente convexos, entonces tenemos que los argmin estan bien
definidos. Aplicando Douglas-Rachford a F = F1 + F2 tenemos:
ζ k+1 = RF2(υk)
ξk+1 = RF1(2ζ k+1 − υk)
υk+1 = υk + ξk+1 − ζ k+1.
Vimos en el cap´ıtulo anterior que la evaluacio´n de las resolventes implica un paso de minimi-


















ξk+1 = υk + α(Ax˜k+1 − c) + 2αBz˜k+1
υk+1 = υk + α(Ax˜k+1 + Bz˜k+1 − c).
Como las iteraciones de ζ k y ξk ya no tienen ninguna dependencia expl´ıcita, estos se pueden













f (x) + α
2
‖Ax + Bz˜k+1 − c + uk+1‖2
2
)
uk+1 = uk + Ax˜k + Bz˜k+1 − c.
Finalmente, cambiamos el orden de uk+1 y x˜k+1 para obtener la dependencia correcta y sustituir
x˜k = xk+1 y z˜k = zk , y as´ı obtener el algoritmo ADMM, que toma finalmente la forma:
ADMM iteration
1ra forma
◮ xk+1 = argmin
x
(
f (x) + α
2
‖Ax + Bzk+1 − c + uk ‖2
2
)





‖Axk+1 + Bz − c + uk ‖2
2
)
◮ uk+1 = uk + Axk+1 + Bzk+1 − c.
Debemos sen˜alar que hay otras formas de analizar el ADMM, por ejemplo, en [Yan & Yin,
2016] se puede obtener el ADMM aplicando el algoritmo de divisio´n de Douglas-Rachford al pro-
blema de optimizacio´n primal, por otro lado, un enfoque que evita de algu´n modo la teor´ıa de los
operadores mono´tonos podemos encontralo en [Boyd et al., 2011; Gabay & Mercier, 1975; Glo-
winski & Marroco, 1975]. Aqu´ı, hemos seguido el enfoque de [Gabay, 1983], aplicando la divisio´n
de Douglas-Rachford al problema dual. No obstante, podemos explicitar la relacio´n existente con
el me´todo de los multiplicadores de Lagrange, para esto, formemos el Lagrangiano aumentado
Lρ(x, z, y) = f (x) + g(z) + yt(Ax + Bz − c) + ρ
2
‖Ax + Bz − c‖2
2
, con ρ > 0,
en este caso, el ADMM tendra´ la forma
ADMM iteration
2da forma
◮ xk+1 = argmin
x
Lρ(x, zk, yk)
◮ zk+1 = argmin
z
Lρ(xk+1, z, yk)
◮ yk+1 = uk + ρ(Axk+1 + Bzk+1 − c),
donde ρ > 0. En esta segunda versio´n se hacen presentes tanto la variable primal como la dual,
ma´s au´n, aqu´ı (zk+1, yk+1) es una funcio´n de (zk, yk). La variable xk es un resultado intermedio que
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viene calculado del paso previo a (zk−1, yk−1).
La relacio´n existente entre la primera y la segunda versio´n no es dif´ıcil de observar, para esto
es suficiente definir el residuo como r = Ax + Bz − c, de donde obtenemos
y























donde u = 1
ρ
y es la variable dual escalada. Reemplzando estos valores obetenemos la primera
versio´n del algoritmo el cua´l tambie´n es conocido como la forma escalada del algoritmo ADMM.
3.4.2. Ana´lisis de la convergencia
Existen muchos resultados para la convergencia del algoritmo ADMM, en nuestro caso, nuestra
primera versio´n heredara´ las condiciones de convergencia del me´todo de Douglas-Rachford ya
que fue´ deducida a partir de este. Sin embargo, podemos hacer una suposicio´n adicional sobre el
problema a optimizar (3.4).
Suposicio´n: El Lagrangiano no aumentado L0 tiene un punto silla.
Expl´ıcitamente, esto quiere decir que existe un (xˆ, zˆ, yˆ) no necesariamente u´nico, tal que ∀x, z, y
se cumple
L0(xˆ, zˆ, y) ≤ L0(xˆ, zˆ, yˆ) ≤ L0(x, z, yˆ).
Esta suposicio´n, garantiza que los valores optimales del problema primal y dual coinciden, i.e.,
la dualidad fuerte se cumple. Por otro lado, notemos que no existen suposiciones adicionales res-
pecto a A, B o c, en particular, no es necesario que las matrices sean full rank.
Bajo la suposicio´n hecha y dado que f ∈ Γ0(Rm) y g ∈ Γ0(Rn), las iteraciones del ADMM
satisfacen lo siguiente:
Convergencia residual: r k → 0 cuando k →∞, i.e., las iteraciones convergen a la feasibilidad.
Convergencia al objetivo: f (xk)+g(xk) → p∗ cuando k →∞, i.e., las iteraciones de la funcio´n
objetivo se aproxima al valor o´ptimo.
Convergencia de la variable dual: yk → yˆ cuando k →∞, donde yˆ es el valor dual o´ptimo.
Una prueba rigurosa sobre estos resultados podemos encontralo por ejemplo en [Boyd et al.,
2011]. En la pra´ctica sin embargo, existen ejemplos que muestran que el ADMM puede ser muy
lento cuando deseamos que la convergergencia sea de alta precisio´n. No obstante, muy a menudo
ocurre que el ADMM converge a una precisio´n modesta dentro de unas pocas decenas de iteraciones,
suficiente para muchas aplicaciones. Este comportamiento hace que el ADMM sea bastante similar
a ciertos algoritmos como por ejemplo, el me´todo del gradiente conjugado, el cua´l necesita a
menudo de unas pocas decenas de iteraciones para producir resultados aceptables de uso pra´ctico.
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La convergencia lenta del ADMM tambie´n lo distingue de algoritmos como el me´todo de Newton (o,
para problemas restringidos, me´todos de punto interior), donde se puede lograr una alta precisio´n
en un tiempo razonable. Aunque en algunos casos es posible combinar ADMM con un me´todo
para producir una solucio´n de alta precisio´n a partir de una solucio´n de baja precisio´n [Wilkinson
& GOLUB, 1966], en el caso general, el ADMM sera´ pra´cticamente u´til sobre todo en los casos
en que la precisio´n moderada sea suficiente. Afortunadamente, este suele ser el caso de los tipos
de problemas que consideramos, pues resolver un problema de estimacio´n de para´metros con una
precisio´n muy alta a menudo produce poca o ninguna mejora en el rendimiento de la prediccio´n
real.
3.4.3. Condiciones para la optimalidad
Las condiciones necesarias y suficientes para la optimalidad del algoritmo ADMM que resuleve
(3.4) son:
la feasibilidad primal:
Axˆ + Bzˆ − c = 0, (3.6)
la feasibilidad dual:
0 ∈ ∂ f (xˆ) + At yˆ (3.7)
0 ∈ ∂g(zˆ) + Bt yˆ. (3.8)
Cuando f y g son diferenciables, estas subdiferenciales pueden ser reemplzadas por los gra-
dientes ∇ f y ∇g, y la notacio´n ∈ debe ser reemplazada por =.
Como zk+1 minimiza Lρ(xk+1, z, yk) por definicio´n, tenemos que:
0 ∈ ∂g(zk+1) + Bt yk + ρBt(Axk+1 + Bzk+1 − c)
= ∂g(zk+1) + Bt yk + ρBtr k+1
= ∂g(zk+1) + Bt yk+1.
Esto significa que zk+1 y yk+1 siempre satisfacen (3.8), por lo que alcanzar la optimalidad se
reduce a satisfacer (3.6) y (3.7). Este feno´meno es ana´logo a las iteraciones del me´todo de los
multiplicadores que siempre es feasible dual. Ana´logamente, como xk+1 minimiza Lρ(x, zk, yk) por
definicio´n, tenemos que:
0 ∈ ∂ f (xk+1) + At yk + ρAt(Axk+1 + Bzk − c)
= ∂ f (xk+1) + At(yk + ρr k+1 + ρB(zk − zk+1))
= ∂ f (xk+1) + At yk+1 + ρAt B(zk − zk+1),
o equivalentemente,
ρAt B(zk+1 − zk) ∈ ∂ f (xk+1) + At yk+1.
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Esto significa que la cantidad
sk+1 = ρAt B(zk+1 − zk)
puede ser visto como un residuo para la condicio´n de feasibilidad (3.7). Nos referiremos a sk+1
como el residuo dual respecto a la iteracio´n k + 1, y a r k+1 = Axk+1 + Bzk+1 − c como el residuo
primal respecto a la iteracio´n k + 1.
En resume´n, las condiciones de optimalidad para el problema ADMM consiste de las tres
condiciones (3.6), (3.7) y (3.8). Por lo tanto, los dos residuos convergera´n a cero a medida que el
ADMM avanza. De hecho, la prueba de convergencia propuesta en [Boyd et al., 2011] muestra que
B(zk+1 − zk) converge a cero, lo que implica que sk tambie´n converge a cero.
3.4.4. Criterio de finalizacio´n
Los residuos de las condiciones de optimalidad pueden relacionarse con un l´ımite para la subop-
timalidad de la funcio´n objetivo en un punto dado del siguiente modo
f (xk) + g(zk) − p∗ ≤ −(yk)tr k + (xk − xˆ)t sk . (3.9)
Gracias a esta desigualdad, tenemos que la suboptimalidad de la funcio´n objetivo debe ser
pequen˜o cuando los residuos r k y sk son pequen˜os. Sin embargo, no podemos usar directamente esta
desigualdad como un criterio de paro, ya que no conocemos xˆ. Pero, si de algu´n modo estimamos
que ‖xk − xˆ‖2 ≤ d, para algu´n d, tendremos que
f (xk) + g(zk) − p∗ ≤ −(yk)tr k + d‖sk ‖2 ≤ ‖yk ‖2‖r k ‖2 + d‖sk ‖2.
El te´rmino medio y el de la derecha de la desigualdad, pueden ser usados como un l´ımite
aproximado de la suboptimalidad para la funcio´n objetivo (que depende del valor d au´n no hallado).
Esto sugiere que un criterio para detener el proceso de iteracio´n razonable es que los residuos primal
y dual deben ser pequen˜os, es decir,
‖r k ‖2 ≤ ǫ pri y ‖sk ‖2 ≤ ǫdual,
donde ǫ pri > 0 y ǫdual > 0 son tolerancias aceptables para las condiciones de feasibilidad primal
y dual propuestas en (3.6) y (3.7), respectivamente. Estas tolerancias pueden ser elegidas usando
el criterio del valor absoluto y relativo, de modo que
ǫ pri =
√
pǫabs + ǫrel ma´x{‖Axk
2
‖2, ‖Bzk ‖2, ‖c‖2},
ǫdual =
√
nǫabs + ǫrel ‖At yk ‖2,
donde ǫabs > 0 es una tolerancia absoluta y ǫrel > 0 es una tolerancia relativa. De aqu´ı, un
valor razonable para el criterio de paro relativo podr´ıa ser ǫrel = 10−3 o 10−4, dependiendo de la
aplicacio´n. Por otro lado, la eleccio´n del criterio de paro absoluto dependera´ de la escala de los
valores de las variables t´ıpicas. Concluimos esta seccio´n mencionado que existen diversos criterios
para la aceleracio´n del algoritmo ADMM dependiendo del problema en espec´ıfico que se pretende
resolver, para nuestros objetivos, este panorama de algu´n modo general, es suficiente para ilustrar
las aplicaciones que presentaremos a continuacio´n.
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3.5. Optimizacio´n distribuida de consenso con ADMM
A continuacio´n describimos un me´todo simple para obtener algoritmos proximales paralelos y
distribuidos para resolver problemas de optimizacio´n convexa. El me´todo se basa en el algoritmo
ADMM y la clave es dividir la funcio´n objetivo (y las restricciones) en dos te´rminos, donde al
menos uno de ellos debe ser separable. La separabilidad de los te´rminos nos da la capacidad de
poder evaluar el operador proximal en forma paralela.
La separabilidad de una funcio´n puede expresarse en forma de una particio´n, es decir, sea
[n] = {1, · · · , n}, decimos que la coleccio´n P = {ς1, · · · , ςN } es una particio´n de [n] si ∪P = [n] y
ςi ∩ ς j = ∅ para i , j, donde ςi ⊆ [n], ∀i = 1, · · · , N y un subvector xςi ∈ R|ς | es referenciado por
sus indices en ςi. Gracias a esta particio´n tenemos la siguiente definicio´n.





donde fi : R
|ς | → R y xςi es el subvector de x con indices en ςi.
La definicio´n 3.1 nos dice que f es una suma de los te´rminos fi donde cada uno es estos depende
solo de una parte de x; si cada ςi = {i} entonces f es completamente separable. Llamaremos a ςi
el alcance de fi (scope en ingle´s).
La importancia de la separabilidad de una funcio´n radica en el hecho de que si f es P−separable,
entonces (prox f (v))i = prox fi (vi), donde vi ∈ R|ςi |, i.e., el operador proximal puede dividirse en N
operaciones reducidas que pueden realizarse independientemente en forma paralela, por ejemplo,
si f es separable mediante dos variables de modo que f (x, y) = ϕ(x) + ψ(y) entonces tendr´ıamos
prox f (v,w) = (proxφ(v), proxψ(w)).
Para poder deducir un algoritmo ADMM consideremos el problema
Minimizar f (x) + g(x), (3.11)
donde x ∈ Rn y f , g : Rn :→ R ∪ {+∞} son convexas, cerradas y propias. Asumamos que f y g
son P−separable y Q−separable respectivamente, donde P = {c1, · · · , cN } y Q = {d1, · · · , dM} son







g j(xdj ), (3.12)
donde fi : R
|ci | → R ∪ {+∞} y g j : R|dj | → R ∪ {+∞}, entonces, el algoritmo ADMM para el




◮ xk+1ci := proxα fi (zkci − ukci )
◮ zk+1
dj




◮ uk+1 := uk + xk+1 − zk+1.
Figura 3.1: Las variables son puntos negros. Las parti-
ciones P y Q esta´n en naranja y cyan respectivamente.
El primer paso implica N actualizaciones
realizadas de forma independiente y en para-
lelo, cada una de las cuales implica evaluar al
operador proximal de uno de los componentes
fi de f , y el segundo paso implica M actualiza-
ciones realizadas de forma independiente en pa-
ralelo, cada una involucrando al operador pro-
ximal de un componente g j de g. El paso final,
por supuesto, siempre es trivialmente paraleli-
zable. Esto puede visualizarse en la Figura 3.1,
el cua´l muestra dos particiones de un conjunto
de variables. Aqu´ı, la x−update se divide en 3
partes y la z−update se divide en 2 partes. Si
por ejemplo, P = Q, entonces el problema original tiene una funcio´n objetivo separable y es tri-
vialmente paralelizable. Por otro lado, las superposiciones en las dos particiones, como se muestra
la Figura 3.1, conducira´n a la comunicacio´n entre diferentes subsistemas. Por ejemplo, si g no es
separable, entonces la z−update implicara´ la agregacio´n de informacio´n a trave´s de las N compo-
nentes que pueden manejarse independientemente en la x−update. Esto sera´ ma´s claro a medida
que examinemos los casos especiales.
3.5.1. Protocolo de consenso con ADMM
Consideremos el problema de una funcio´n aditiva, i.e., una suma de te´rminos los cua´les com-
parten una variable en comu´n:




con variable x ∈ Rn. El problema es minimizar cada uno de los objetivos “locales” fi, los cuales
depende de la misma variable global x. Nuestro objetivo es resolver este problema en modo tal que
cada fi pueda ser manejado en paralelo por un subsistema de procesamiento separado. Para ello,






x1 = x2 = · · · = xN,
(3.13)
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Figura 3.2: Las variables son puntos negros. Las parti-
ciones P y Q esta´n en naranja y cyan respectivamente.
con variables xi ∈ Rn, i = 1, · · · , N.
Es decir, creamos N copias de la varia-
ble global original x de tal forma que la
funcio´n objetivo sea ahora separable, pe-
ro agregamos una restriccio´n de consen-
so o consistencia que requiere que todas
estas variables “locales” xi coincidan. Es-
to puede visualizarse en la Figura 3.2,
que muestra un ejemplo con n = 4
y N = 5; aqu´ı, cada variable local
xi es una columna y las restricciones de
consistencia se dibujan a trave´s de fi-
las.




fi(xi) + ιC(x1, · · · , xN ), (3.14)
donde C es el conjunto consenso
C = {(x1, · · · , xN ) | x1 = · · · = xN }. (3.15)
En esta formulacio´n, hemos movido la restriccio´n de consenso hacia el objetivo utilizando la
funcio´n indicador ιC1. En la notacio´n de (3.11), f es la suma de los te´rminos fi, mientras que g es
la funcio´n indicador de la restriccio´n de consistencia. Las particiones son dadas por
P = {[n], n + [n], 2n + [n], · · · , (N − 1)n + [n]},
Q = {{i, n + i, 2n + i, · · · , (N − 1)n + i} | i = 1, · · · , N}.
La primera particio´n es clara ya que f es aditiva. La restriccio´n de consenso se divide entre sus
componentes, este puede escribirse como una restriccio´n de consenso separada para cada compo-
nente. Como la variable completa de optimizacio´n para (3.14) esta´ en RN , es ma´s fa´cil verla como
en la Figura 3.2, en cuyo caso es fa´cil ver que f es separable entre columnas mientras que g es
separable entre filas.
Ahora aplicamos el algoritmo ADMM. La evaluacio´n de proxαg se reduce a la proyeccio´n sobre






A partir de esto concluimos que
N∑
i=1
uki = 0, lo que permite algunas simplificaciones del algoritmo
1La funcio´n indicador de un conjunto convexo C es definido como:
ιC(u) :=

0 , si u ∈ C
+∞ , si u < C
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En este algoritmo de consenso proximal, cada uno de los N subsistemas realiza de forma in-
dependiente una actualizacio´n dual y evalu´a su operador proximal local; entre e´stas, todas las
variables locales xk
i
se promedian y el resultado se le pasa a cada subsistema. El me´todo es muy
intuitivo: las variables duales ui (escaladas), que miden la desviacio´n de xi del promedio x, se actua-
lizan de forma independiente para conducir las variables en consenso, y la regularizacio´n cuadra´tica
ayuda a que las variables alcancen su valor promedio al mismo tiempo que intenta minimizar cada
fi local.
3.6. Experimentacio´n nume´rica
Toda la experimentacio´n nume´rica lo realizaremos en una pc core i7-7500 de 2.90 GHz de 64
bits con 2 nu´cleos y 16 GB de RAM. Mientras que las soluciones referenciales a los problemas plan-
teados sera´n calculados con el softwate “CVX”(descargar) desarrollado por CVX Research, Inc.
Esta es una corporacio´n creada para respaldar el desarrollo de herramientas de optimizacio´n con-
vexas incluido el paquete homo´nimo CVX. Sus desarrolladores, Michael Grant2 y Stephen Boyd3
fueron galardonados en el an˜o 2012 con el Premio “Beale-Hays-Orchard Prize for Excellence in
Computational Mathematical Programming” por su trabajo en CVX.
Con respecto a los algoritmos estudiados en las secciones anteriores, para nuestras experi-
mentaciones nume´ricas nos focalizaremos principalmente en 3 de ellos: el ADMM, que como ya
mencionamos en 3.4 este tambie´n puede ser visto como un caso particular del algoritmo de divisio´n
de Douglas-Rachford ; el gradiente proximal y su versio´n acelereda, ambos derivados como casos
particulares del algoritmo de divisio´n Forward-Backward.
Primera experimentacio´n nume´rica:
Esta primera experimentacio´n, tiene como objetivo mostrar la versatilidad y rapidez de conver-
gencia de los algoritmos de divisio´n, para esto tomaremos como modelo de partida la optimizacio´n
de una forma cuadra´tica.
Consideremos el problema siguiente:
Minimizar 0,5xτAx + bτ + c
s.a.
L ≤ xi ≤ U, ∀i = 1, · · · , n;
(3.16)
2Ver biograf´ıa completa y CV (University of Texas at Austin).
3Ver biograf´ıa completa y CV (Stanford University).
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donde x ∈ Rn, A ∈ Sn
+
, b ∈ Rn c ∈ R y L = −50 = −U. Si queremos implementar los me´todos de
divisio´n sobre este problema, debemos transformarlo a su forma equivalente
Minimizar 0,5xτAx + bτ + c + ι{z |L≤z≤U}
s.a.
x − z = 0,
(3.17)
donde f (x) = 0,5xτAx+bτ+c y g(z) = ι{z |L≤z≤U} es la funcio´n indicador. A partir de esto, vemos
que esta estructura tiene la forma estudiada en la seccio´n 3.4. Realizando los ca´lculos obtenemos:
Las iteraciones para el ADMM,
◮ xk+1 := (I + αA)−1(zk − uk − αb)
◮ zk+1 := ma´x{L; mı´n{xk+1 − uk ;U}}
◮ uk+1 := uk + xk+1 − zk+1.
Las iteraciones para el Gradiente proximal,
◮ zk := ma´x{L; mı´n{xk − α(0,5(A + At)xk + b);U}}
◮ xk+1 := zk .
Las iteraciones para el Gradiente proximal acelerado,
◮ yk := xk + k
k+3
(xk − xk−1)
◮ zk := ma´x{L; mı´n{yk − α(0,5(A + At)yk + b);U}}
◮ xk+1 := zk .
Consideremos ahora una matriz aleatoria A ∈ R500×500, para garantizar la definidad positividad
podemos realizar el siguiente ca´lculo A = A ∗ Aτ + √nI, de este modo aseguramos la existencia de
un mı´nimo global, el vector b y el nu´mero real c tambie´n son aleatorios. La figura 3.3a muestra la
velocidad de convergencia hacia la solucio´n o´ptima de los tres algoritmos. Como se puede observar,
el algoritmo ADMM y el gradiente proximal acelerado son los que convergen mas ra´pidamente a la
solucio´n o´ptima, en este caso el ADMM requirio´ 53 iteraciones en un tiempo de 0.067582 segundos,
mientras que el gradiente proximal acelerado requirio´ 45 iteraciones con un tiempo de 0.041609
segundos, sin embargo, el algoritmo del gradiente proximal resulto´ estar ma´s cerca al valor o´ptimo
real con un error del 0.0012%, mientras que el ADMM tuvo un error del 0.5996%. La tabla 3.1
reporta estos datos obtenidos.
Despue´s de normalizar las columnas de la matriz A, ejecutamos nuevamente los algoritmos y
obtuvimos los datos que se muestran en la tabla 3.2. En este caso el algoritmo ADMM resulto´ ser
abrumadoramente ma´s veloz que los otros, requiriendo solo 4 iteraciones para llegar a la solucio´n
o´ptima con un tiempo de 0.009797 y un error del 0%. Esto puede ser corroborado en la figura 3.3b.
En general, el algoritmo ADMM sacrifica un poco de precisio´n para alcanzar la solucio´n o´ptima en
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(a) Velocidad de convergencia a la solucio´n o´ptima p∗.
















(b) Velocidad de convergencia a la solucio´n o´ptima p∗
con A normalizado.
Figura 3.3
Algoritmo Tiempo(s) p∗ NumIter
CV X 2.263509 -8.0560e+04 − − −
ADM M 0.067582 -8.0077e+04 53
G.Prox. 0.099640 -8.0560e+04 211
G.Prox.acel . 0.041609 -8.0559e+04 45
Tabla 3.1: Comparacio´n de los algoritmos para resolver una forma cudra´tica con A ∈ R500×5000.
Algoritmo Tiempo(s) p∗ NumIter
CV X 1.695663 -189.8794 − − −
ADM M 0.009797 -189.8794 4
G.Prox. 0.112196 -189.8371 200
G.Prox.acel . 0.036786 -189.8413 64
Tabla 3.2: Comparacio´n de los algoritmos para resolver una forma cudra´tica con A ∈ R500×500 con A normalizado.
menor tiempo. Podemos visualizar este feno´meno cuando A ∈ R2×2, la figura 3.4a muestra la gra´fica
de la funcio´n cuadra´tica en R3 donde se ve claramente que el plano tangente a la solucio´n o´ptima
calculada con el algoritmo ADMM corta ligeramente a la superficie, esto puede ser corroborado
en la figura 3.4b, donde el punto azul representa a la solucio´n real y el punto rojo representa a
la solucio´n hallada con el ADMM. No obstante, para efectos pra´cticos esta ligera diferencia no es
muy substancial como veremos ma´s adelante.















(a) Gra´fica de la funcio´n cuadra´tica en R3.












(b) Curvas de nivel de la funcio´n cuadra´tica.
Figura 3.4
A ∈ R5000×5000. Esto corrobora lo que mencionamos en las secciones anteriores, que para valores
altos de n, los algoritmos de divisio´n, y en particular el ADMM trabaja mejor que los otros
algoritmos de la tabla. En la siguiente experimentacio´n profundizaremos un poco ma´s en estos
detalles.
Algoritmo Tiempo(s) p∗ NumIter
CV X 1052.858279 -411.7942 − − −
ADM M 1.445512 -411.7937 6
G.Prox. 25.266654 -411.6849 781
G.Prox.acel . 3.605040 -411.6362 102
Tabla 3.3: Comparacio´n de los algoritmos para resolver una forma cudra´tica con A ∈ R5000×5000.
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Parte II




La gestio´n de la produccio´n de energ´ıa ele´ctrica
sujeto a incertidumbres
Este cap´ıtulo tiene como objetivo introducir los complejos problemas inherentes a la gestio´n
de la produccio´n de energ´ıa ele´ctrica, que es el marco para la aplicacio´n industrial de esta tesis.
Como se menciona en [Lenoir, 2008], el estudio de los modelos matema´ticos para la gestio´n de la
produccio´n ele´ctrica bajo incertidumbre, pueden ser abordados en el contexto de los problemas
de optimizacio´n de “grandes sistemas”, es decir, sistemas cuya operacio´n involucra una cantidad
enorme de para´metros ([Cohen, 1984], [Lasdon, 2002]). El taman˜o a partir del cual un sistema es
considerado “grande” es relativamente subjetivo, en donde el consenso consigna esta cualificacio´n
a aquellos en el cua´l las te´cnicas de resolucio´n frontal no pueden aplicarse directamente, ya sea
porque el tiempo de ca´lculo es muy grande o simplemente porque el modelo no se puede implantar
en la memoria de una computadora. Entonces, es necesario disen˜ar me´todos de resolucio´n alterna-
tivos aprovechando las posibles caracter´ısticas adicionales del problema. Un ejemplo de este tipo
de sistemas es aquel que resulta de la interconexio´n de mu´ltiples subsistemas enumerados por
1, 2, · · · , p. Estos subsistemas, son sometidos a decisiones locales yi :, i = 1, 2, · · · , p en donde el
vector y = (y1, · · · , yp) representa la variable de decisio´n global del problema de optimizacio´n (ver
fig. 4.1).
La decisio´n yi a un nivel local genera un costo Fi(yi) independiente de las decisiones exo´genas







El inconveniente en este planteamiento surge cuando tal independencia ya no se cumple, es decir,
cuando la decisio´n de cada yi en realidad genera un efecto en las decisiones o´ptimas de las otras.
Matema´ticamente, esta incidencia se puede representar mediante una funcio´n de acoplamiento
C(·)1 la cua´l dependera´ simulta´neamente de todas las decisiones y1, y2, · · · , yp, consecuentemente,






Fi(yi) + C(y1, · · · , yp) (4.2)
1Esta funcio´n recibe el nombre de “fonction couplante” en la terminolog´ıa francesa.
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Figura 4.1: Parque de produccio´n ele´ctrica.
Un me´todo fuertemente usado para abordar problemas de este tipo es conocido con el nombre de
“descomposicio´n-coordinacio´n”, en donde la idea subyacente es descentralizar la toma de decisiones
hacia cada subsistema, en modo que, dichas decisiones sean independientes entre s´ı como en el
caso (4.1). Los detalles de esta te´cnica lo veremos ma´s adelante, ahora nos centraremos en como
podemos usar estos conceptos para contruir un modelo matema´tico para la gestio´n de la produccio´n
de energ´ıa ele´ctrica.
4.1. Modelizacio´n de la gestio´n de la produccio´n ele´ctrica
El objetivo aqu´ı consiste en disen˜ar un modelo matema´tico que garantize el uso o´ptimo de un
conjunto de plantas de produccio´n ele´ctrica durante un per´ıodo determinado. Como mencionamos
en la parte introductoria (ver 1.3), el plan de produccio´n que tenemos en mente es a mediano plazo
(PPMT). Luego de haber establecido el PPMT, este puede ser ubicado sobre un horizonte temporal
de T periodos e indexados por t = 1, · · · ,T con duraciones respectivas de δ1, · · · , δT . Consideremos
adema´s que disponemos de una cantidad finita de plantas de produccio´n ele´ctrica, las cua´les estan
indexadas por las letras u = 1, · · · ,U. Cada una de estas plantas genera durante cada periodo t
una potencia pu,t ∈ R. El costo instanta´neo de esta produccio´n podemos entonces representarla
por una funcio´n fu,t : R → R. Debemos tener en cuenta que las plantas de produccio´n ele´ctrica
son heteroge´neas, en el sentido que cada una de ellas funciona de manera diferente de acuerdo a
su propia tecnolog´ıa. En el Peru´, contamos con 5 diferentes tipos de tecnolog´ıa para la produccio´n
de dicha energ´ıa ele´ctrica: la termoele´ctrica, la hidroele´ctrica, la eo´lica, la fotovolta´ica y la gene-
racio´n por biomasa. En la siguiente seccio´n se describen de manera breve las caracter´ısticas de
estas diferentes tecnolog´ıas. Por otro lado, como ya mencionamos al inicio de este cap´ıtulo, existe
un costo Cu el cua´l dependera´ de la estrategia de produccio´n sobre todo el horizonte temporal
(pu,1, pu,2, · · · , pu,T ) ∈ RT .
Otro aspecto que debemos tomar en cuenta en este punto es la satisfaccio´n de la demanda. Es
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decir; en cada periodo la potencia total a producir Dt debe ser repartida entre todas las plantas
de produccio´n. Las variables de dicha produccio´n estara´n por lo tanto ligadas por las restricciones
de la demanda, esto podemos escribirlo del siguiente modo:∑
u
pu,t = Dt, ∀t = 1, · · · ,T .








Cu(pu,1, pu,2, · · · , pu,T )
s.a. ∑
u
pu,t = Dt, ∀t = 1, · · · ,T .
(4.3)
Este problema, puede ser reescrito en una forma ma´s integral apoyandonos de la funcio´n indi-
catriz Ct : RU → R definida para cada t = 1, · · · ,T del siguiente modo:




u pu,t = Dt
+∞, otros casos









Cu(pu,1, pu,2, · · · , pu,T ) +
∑
t
Ct(p1,t, p2,t, · · · , pU,t) (4.4)
Gracias a esta configuracio´n, la descomposicio´n ma´s intuitiva correspondiente a la nocio´n de
sistema f´ısico consiste en considerar las centrales ele´ctricas como subsistemas en donde la funcio´n







fu,t(pu,t) + Cu(pu,1, pu,2, · · · , pu,T )
]





Ct(p1,t, p2,t, · · · , pU,t)︸                          ︷︷                          ︸
C(p1,··· ,pU )
(4.5)








fu,t(pu,t) + Ct(p1,t, p2,t, · · · , pU,t)
]





Cu(pu,1, pu,2, · · · , pu,T )︸                           ︷︷                           ︸
C(p1,··· ,pT )
(4.6)
La tercera descomposicio´n posible es una combinacio´n de las dos precedentes, es decir, una
descomposicio´n espacio-temporal que define un subsistema como una central estudiada durante un








Cu(pu,1, pu,2, · · · , pu,T ) +
∑
t




Como se puede observar, los problemas de optimizacio´n (4.5), (4.6) y (4.7) resultan ser un caso
particular del problema general (4.2).
4.2. Modelizacio´n de las incertidumbres
Los modelos anteriores plantean la cuestio´n de la adquisicio´n de ciertos datos, como la demanda,
los insumos naturales de las centrales hidroele´ctricas o los precios de mercado. Por naturaleza, estas
cantidades solo se conocen con incertidumbre en el momento en el que se plantea el problema de
optimizacio´n y podra´n ser observadas solamente en el futuro. Es importante en este contexto
sen˜alar que existen diferentes tipos de incertidumbre; los cua´les son identificados dependiendo de
la naturaleza, asi como tambie´n de la cantidad de informacio´n que disponemos. Oberkampf et al.
[Oberkampf et al., 2001] propusieron una clasificacio´n de los diferentes tipos de incertidumbre en
tres categor´ıas:
Incertidumbre aleatorio o estoca´stico.
Incertidumbre episte´mica.
Error.
La incertidumbre aleatoria, es un efecto de una variacio´n inherente del sistema resultado de
la naturaleza aleatoria de algunos de sus datos. Si disponemos de un nu´mero suficiente de expe-
riencias para deducir expl´ıcitamente su ley de probabilidad para dichos datos aleatorios, entonces
podremos modelar estos problemas sirvie´ndonos de los elementos de la teor´ıa de la probabilidad.
Por otro lado; la incertidumbre episte´mica, tiene su origen en la informacio´n incompleta del sis-
tema, la ignorancia de ciertos aspectos o la falta de datos experimentales. Esta categor´ıa, puede
tambie´n ser abordada con las herramientas de la teor´ıa de la probabilidad, sin embargo existe
cierta pole´mica concerniente a la eficacia y la exactitud de este enfoque.
El error, de alguna manera puede tambie´n ser considerado como un tipo de “incertidumbre
nume´rico”. Esta es una falla inevitable, a veces no despreciable que no es el resultado de una falta
de informacio´n, sino de los l´ımites en la precisio´n nume´rica cuando se realizan los ca´lculos.
La primera categor´ıa, como hemos dicho, puede ser abordada por la teor´ıa de la probabilidad,
mientras que la tercera categor´ıa si bien es cierto que no la podemos evitar, al menos podemos
estimarla. El verdadero desaf´ıo segu´n [Agarwal et al., 2004] es desarrollar una metodolog´ıa para
modelar cuantitativamente la incertidumbre episte´mica. El problema ma´s importante con el uso
de me´todos probabil´ısticos para tratar problemas donde la incertidumbre es episte´mica es que no
existen razones particulares para usar una distribucio´n en lugar de otra, siempre que no conozca-
mos la distribucio´n real que rige el sistema.
En este trabajo, nosotros nos focalizaremos en el estudio de los me´todos de optimizacio´n que
involucran la primera y tercera categor´ıa. Por lo tanto, para modelizar las incertidumbres de nues-
tro sistema de una forma ma´s general, podemos partir del problema de optimizacio´n (4.2), el cua´l
como vimos involucra como casos particulares a las ecuaciones (4.5), (4.6) y (4.7).
Denotemos entonces por xt ∈ Rn al conjunto de las decisiones tomadas en cada instante t, en
consecuencia, estas representara´n el conjunto de las producciones de las centrales ele´ctricas en cada
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periodo de tiempo, de aqu´ı, el vector x = (x1, · · · , xT ) ∈ RnT representara´ la sucesio´n de decisiones
sobre todo el horizonte temporal. El conjunto de los para´metros inciertos observados al inicio de
cada per´ıodo t sera´ representado por la letra ξt ∈ Rm y por lo tanto el vector ξ = (ξ1, · · · , ξT ) ∈ RmT
representara´ la sucesio´n de todas las incertezas a lo largo de todo el horizonte temporal. Denotando




f (x1, · · · , xT ; ξ1, · · · , ξT ) (4.8)
Las incertidumbres sobre los valores de ξ son modelizados matema´ticamente con la ayuda de
un vector aleatorio definido sobre un espacio de probabilidad (Ω, F , P). En realidad, este vector
aleatorio viene a ser un proceso estoca´stico2
ξ : (Ω, F , P) → (RmT,B(RmT ))
ω 7→ (ξ1(ω), · · · , ξT (ω))
(4.9)
en donde las realizaciones son comunmente llamadas escenarios y B(RmT ) es el sigma−algebra
de Borel de RmT . A partir de aqu´ı, la eleccio´n de un criterio para resolver este tipo de problemas
recae en el campo de la optimizacio´n estoca´stica, por consiguiente, a continuacio´n introduciremos
los conceptos generales de dicho to´pico.
4.3. Introduccio´n a la Programacio´n Estoca´stica
Comenzando con los trabajos seminales de Beale, Bellman y Zadeh [Beale, 1955; Bellman,
1957; Bellman & Zadeh, 1970], Charnes, Cooper, Dantzig y Tintner [Charnes et al., 1958; Dantzig,
2010; Tintner, 1955], la optimizacio´n bajo incertidumbre ha experimentado un ra´pido desarrollo
en cuanto a la teor´ıa y algoritmos. Dantzig consideraba que la planificacio´n bajo incertidumbre
era uno de los problemas abiertos ma´s importantes en la optimizacio´n (ver [Horner, 1999]).
En lo sucesivo, hablaremos de incertidumbre en el sentido de incertidumbre aleatorio (como
ha sido definido por [Oberkampf et al., 2001]), donde una parte de la informacio´n necesaria para
la comprensio´n completa de un feno´meno es desconocido. Puede suceder que algunos aspectos del
feno´meno se conozcan parcialmente a trave´s de escenarios, datos histo´ricos, una ley de probabilidad,
o momentos de la variable aleatoria (por ejemplo, esperanza matema´tica, varianza). Se pueden crear
escenarios a partir de registros histo´ricos (como las ventas recientes, el clima en la u´ltima de´cada,
la mortalidad de una determinada poblacio´n), o de la opinio´n de expertos que pueden predecir el
comportamiento del feno´meno incierto. Si la ley de probabilidad de la variable aleatoria es conocida
anal´ıticamente, uno puede crear me´todos anal´ıticos (la mayor´ıa de las veces esta es una tarea no
trivial) que tienen en cuenta esta ley de probabilidad, para generar un conjunto de escenarios segu´n
esta ley.
Tomemos entonces un espacio de probabilidad (Ω,A,), donde Ω es el conjunto de las posibles
realizaciones ω de los para´metros inciertos, A un σ − algebra y  la correspondiente distribu-
2Ver ape´ndice B
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cio´n de probabilidad; el problema de optimizacio´n estoca´stica que nos interesa estudiar puede ser
representado por:
Minimizar  [ f (x, ω)] =
∫
f (x, ω)d [ω]
s.a
x ∈ C ⊆ Rn,
(4.10)
donde f (x, ω) es la funcio´n objetivo, C es el conjunto de soluciones feasibles definidos por las
restricciones del problema de optimizacio´n y  es la esperanza matema´tica.
A manera de ejemplo, consideremos el caso en el cual Ω es discreto, finito y donde un resultado
discreto ω tiene como su correspondiente medida de probabilidad ♣(ω). El problema (4.10) puede
ser representado como:





x ∈ C ⊆ Rn.
(4.11)
En general, los problemas (4.10) y (4.11) son dif´ıciles de resolver debido al gran nu´mero de
posibles resultados que debemos tomar en cuenta. Incluso, en el caso ma´s simple como el proble-
ma (4.11), existen situaciones pra´cticas en el cua´l el nu´mero de elementos en Ω (denotado por
n(Ω) = |Ω|) suele ser muy grande. Para comprender completamente la naturaleza de una solucio´n
estoca´stica, discutiremos a continuacio´n diferentes enfoques para la solucio´n de dicho problema.
Por simplicidad conduciremos la discusio´n para el caso cuando Ω es finito y discreto.
4.3.1. El enfoque “Espera y vera´s”(Wait and See)
En este enfoque, de alguna manera podemos esperar y ver hasta que la incertidumbre se resuelva
al final del horizonte de planificacio´n y se pueda observar un resultado ω ∈ Ω antes de tomar la
decisio´n o´ptima “x”. En consecuencia, el enfoque “espera y vera´s” asume informacio´n perfecta
sobre el futuro. Es claro que una tal solucio´n no es implementable. Este tipo de problemas pueden
expresarse como:
zω = mı´n f (x, ω)
s.a
x ∈ C ω ⊆ Rn.
(4.12)
donde adema´s
xω ∈ argmin{ f (x, ω)|x ∈ C ω}, (4.13)
y




El conjunto de las soluciones feasibles de x, C ω, es definido por las restricciones en el escenario
ω. El procedimiento general consiste en resolver el problema para el resultado observado ω y
obtener una solucio´n o´ptima sujeto a dicho escenario, xω. Esta es una solucio´n o´ptima dada la
informacio´n perfecta sobre el futuro. Luego se calcula el valor esperado del costo o´ptimo zω para
obtener zωs, el cua´l viene a ser el costo esperado bajo la informacio´n perfecta.
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4.3.2. El enfoque “Aqu´ı y ahora”(Here and Now)
Este enfoque representa el verdadero problema de optimizacio´n estoca´stica de 4.11. Una decisio´n
x tiene que ser tomada “aqu´ı y ahora”, antes de observar una realizacio´n de Ω. El valor x se elige
en una manera tal que el costo esperado  [ f (x, ω)] asuma un valor mı´nimo, es decir:
z = mı´n [ f (x, ω)]
s.a
x ∈ C = ∩ω∈ΩC ω.
(4.15)
El valor o´ptimo z de la funcio´n objetivo denota el costo mı´nimo esperado del problema de
optimizacio´n estoca´stica. Observemos que x tiene que ser feasible para todos los escenarios ω ∈ Ω;
as´ı C = ∩ω∈ΩC ω denota la interseccio´n de todos los C ω, ω ∈ Ω, donde C ω representa la regio´n
feasible dado por las restricciones en el escenario ω. La solucio´n o´ptima
x∗ ∈ argmin{ [ f (x, ω)] |x ∈ ∩ω∈ΩC ω}, (4.16)
representa la solucio´n real´ıstica del problema de optimizacio´n estoca´stica. Esta solucio´n, nos
protege contra todas las posibles contingencias ω ∈ Ω que pueden ocurrir en el futuro.
4.3.3. El enfoque en “Valor esperado”(Expected value)
Sea ω la esperanza matema´tica (valor esperado) sobre el conjunto Ω, es decir:




En el enfoque en valor esperado, reemplazamos los para´metros estoca´sticos por sus valores espe-
rados y resolvemos el correspondiente problema determin´ıstico:
ẑ = mı´n f (x, ω)
s.a
x ∈ C ω.
(4.18)
Luego, la solucio´n o´ptima sera´:
x̂ ∈ argmin{ f (x, ω)|x ∈ C ω}. (4.19)
Nos referiremos al problema (4.18) como el “problema de valor esperado” correspondiente al
problema de optimizacio´n estoca´stica (4.11) y ẑ denota el costo correspondiente a x̂, quien viene
a ser la solucio´n o´ptima del “expected value problem”. Denotaremos por zd el costo esperado
correspondiente a la implementacio´n de la solucio´n del problema de valor esperado x̂, es decir:
zd =  [ f (x̂, ω)] (4.20)
4.3.4. Evaluacio´n y comparacio´n de los diferentes enfoques
Asumiendo que f (x, ω) es convexa y comparando los costos esperados de las diferentes solu-
ciones de los problemas de optimizacio´n estoca´stica que acabamos de ver, en [Infanger, 1992] se
demuestra que
zws 6 z 6 zd . (4.21)
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Definamos ahora el valor esperado bajo informacio´n perfecta (EVPI) como:
EVPI = z − zws . (4.22)
Este es una medida de cua´nto estar´ıamos dispuestos a pagar (como ma´ximo) para obtener informa-
cio´n perfecta sobre el futuro. Un pequen˜o EVPI indica que los prono´sticos refinados conducir´ıan a
poca ganancia, mientras que un EVPI grande indica que la informacio´n incompleta sobre el futuro
es costosa.
Ana´logamente, definamos tambie´n el valor de la solucio´n estoca´stica (VSS) como:
VSS = zd − z. (4.23)
Este es una medida de cua´nto se puede ahorrar, si implementamos la solucio´n del problema de
optimizacio´n estoca´stica en lugar de la solucio´n del problema determinista de valor esperado. Si
el VSS es pequen˜o, la aproximacio´n del problema estoca´stico por el problema del valor esperado
correspondiente es buena y la solucio´n del valor esperado obtenido es una buena solucio´n para el
problema estoca´stico. Cuanto mayor sea el valor de VSS, ma´s importante sera´ obtener la solucio´n
del problema de optimizacio´n estoca´stica. Podemos encontrar un resultado interesante en ([Birge,
1980]), en donde se desarrollaron l´ımites en el EVPI y en el VSS, en modo que:
0 6 EVPI 6 z − ẑ 6 zd − ẑ,
0 6 VSS 6 zd − ẑ.
(4.24)
Estos l´ımites, son bastante u´tiles para decidir si es necesario resolver el problema estoca´stico o
si una aproximacio´n es adecuada.
Retomemos la discusio´n de nuestro modelo. En el PPMT que hemos planteado, nuestro hori-
zonte temporal esta dado por T periodos indexados por t = 1, · · · ,T , en donde las decisiones en
cada periodo estan dadas por x1, · · · , xT respectivamente. Consideremos por ejemplo el instante
t = 1 que es cuando iniciamos a ajecutar el modelo, entonces, es claro que existe mucha informacio´n
que desconoceremos sobre lo que sucedera´ en el instante t = 2, y con mayor razo´n, sobre lo que
sucedera´ en los instantes sucesivos a este u´ltimo. Sin embargo, nosotros debemos de tomar la de-
cisio´n ya (para t = 1), consecuentemente, este razonamiento cae dentro de la familia de decisiones
“here and now”, en el cual, estamos obligados a determinar en el momento t = 1 ciertas decisiones
x1 que no pueden cambiar ma´s adelante, pase lo que pase en los instantes posteriores. Esto conlleva
a contemplar el escenario en que, una decisio´n en el momento inicial sea demasiado costosa en el
futuro, y este efecto plantea la necesidad de un enfoque sistema´tico para tomar tales decisiones.
Desarrollemos ma´s en detalle estas ideas en la siguiente seccio´n.
4.4. Modelo con Recursos
Los mo´delos con recursos son un tipo de modelos de optimizacio´n estoca´stica del tipo “here
an now”, que consiste en optimizar las decisiones que debemos tomar en el instante t = 1 teniendo
en cuenta las consecuencias de estas decisiones para todas las realizaciones de las aleatoriedades
que puedan ocurrir ma´s adelante. La palabra “recurso” revela la posibilidad de remediar una
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decisio´n que puede ser demasiado optimista en el instante t = 1, mediante la implementacio´n
de acciones correctivas, obviamente ma´s caras, que satisfara´n las restricciones postuladas en los
momentos posteriores t = i, i > 1. Debemos precisar que despue´s de tomar la decisio´n en el instante
t = 1, pasamos al instante t = 2 en donde se revelara´n todos los eventos desconocidos hasta ese
momento, de igual manera para el instante t = 3, t = 4, hasta el instante t = T . Por lo tanto,
el estudio de tales casos es de intere´s solo si tenemos alguna informacio´n sobre la realizacio´n de
eventos que desconocemos en el momento t = 1 (informacio´n como, por ejemplo las distribuciones
de probabilidades, los escenarios, la media, la varianza, etc). Para entender mejor como funciona
este modelo, iniciemos estudiando el modelo con recursos en dos etapas.
4.4.1. Modelo con recursos en dos etapas
Cuando consideramos solo dos etapas, el conjunto de decisiones es dividido en dos grupos:
First-stage decisions: Se deben tomar aqu´ı varias decisiones antes del experimento. Todas
estas decisiones se denominan decisiones en la primera etapa y el per´ıodo en que se toman
estas decisiones se denomina primera etapa.
Second-stage decisions: Se deben tomar aqu´ı varias decisiones despue´s del experimento. Todas
estas decisiones se denominan decisiones en la segunda etapa y su correspondiente per´ıodo
se denomina segunda etapa.
Por lo general, las decisiones en la primera etapa son representadas por el vector x, las cua´les
se consideran estructurantes, variables estrate´gicas que no pueden cambiar en la segunda etapa y
cuyas decisiones deben tomarse dentro de las restricciones de esa etapa; mientras que las decisiones
en la segunda etapa son representadas por el vector y o tambie´n y(ω) o incluso y(ω, x) si se desea
enfatizar que las decisiones de la segunda etapa difieren en funcio´n del resultado del experimento
aleatorio y de la decisio´n de la primera etapa y que pueden emprenderse para satisfacer restricciones
que involucran variables de la primera etapa. La sucesio´n de eventos y decisiones puede ser resumido
como
x  ξ(ω) y(ω, x).
Todas estas ideas se resumen en el siguiente programa:
Minimizar
x∈X
f (x) :=  [F(x, ω)] , (4.25)
donde F(x, ω) es el valor o´ptimo del problema de la segunda etapa, el cua´l esta dado por
Minimizar
y∈G(x,ω)
g(x, y, ω). (4.26)
Aqu´ı, X ⊆ Rn, g : Rm ×Ω→ R y G : Rn ×Ω⇒ Rm es una multifuncio´n.
Este modelo un poco abstracto podemos enterderlo mejor analizando el caso lineal, el cua´l es
planteado del siguiente modo:
Minimizar
x∈Rn
cτx +  [Q(x, ξ)]
s.a.
Ax = b, x ≥ 0,
(4.27)
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Bx +W y = h, y ≥ 0,
(4.28)
Aqu´ı, ξ := (q, h, B,W) son los datos del problema de la segunda etapa en donde algunos o todos
los elementos del vector pueden ser aleatorios y adema´s, la esperanza matema´tica en la primera
etapa (4.27) se toma con respecto a la distribucio´n de probabilidad de ξ. A menudo, usaremos la
misma notacio´n ξ para denotar un vector aleatorio y una de sus realizaciones ξ(ω) en particular.
En la siguiente seccio´n generalizaremos las ideas abordadas en esta parte en el cua´l el problema
contempla ma´s de dos etapas.
4.4.2. Modelo con recursos multietapas
Los modelos con recursos a dos etapas pueden ser extentidos de manera natural a uno multi-
etapas, el cua´l consiste en la optimizacio´n de un sistema en donde las decisiones deben tomarse
sucesivamente en ciertas etapas de ı´ndices t = 1, · · · ,T y basarse en informacio´n adquirida progre-
sivamente. De este modo, los datos inciertos ξ1, · · · , ξT son revelados gradualmente en el tiempo
durante los T per´ıodos y, por lo tanto nuestras decisiones deben adaptarse a dicho proceso. Este
proceso de decisio´n tiene la forma:
decisio´n(x1) observ.(ξ1) decisio´n(x2) · · · observ.(ξT−1) decisio´n(xT ).
Esto significa que ξt−1 es observado antes de tomar la decisio´n xt , este proceso de toma de
decisiones puede observarse claramente en el cuadro 4.1:
Etapa Informacio´n disponible para la toma de decisiones Decisio´n
Decisiones previas Resultados observados Incertidumbre residual
1 ninguna ninguna  [(ξ1, · · · , ξT )] x1
2 x1 ξ1  [(ξ2, · · · , ξT )|ξ1] x2
3 x1, x2 ξ1, ξ2  [(ξ3, · · · , ξT )|ξ1, ξ2] x1
...
...
T x1, x2, · · · , xT−1 ξ1, ξ2, · · · , ξT−1  [ξT |ξ1, ξ2, · · · , ξT−1] xT
opcional:
T + 1 x1, x2, · · · , xT ξ1, ξ2, · · · , ξT ninguna xT+1
Tabla 4.1: Etapas de decisio´n, estableciendo el orden de las observaciones y decisiones.
Como regla general, para modelar la dependencia de una decisio´n sobre cierta informacio´n,
procedemos de la siguiente manera:
(1) Modelizamos la informacio´n en cuestio´n con la ayuda de un sub σ−algebra G ⊆ F que define
los eventos de Ω y los cua´les son distinguibles para la toma de decisiones.
(2) Expresamos la decisio´n como una funcio´n denominada “a policy”3 definida en Ω → Rn, es
decir, un vector aleatorio.
3Esta funcio´n tambie´n es conocida como estrategia en el campo de la economı´a.
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(3) Forzamos a que esta funcio´n sea medible respecto a G.
En nuestro caso, la informacio´n accesible en la etapa t es modelizado por un σ−algebra Ft
(completado con los conjuntos de medida nula) generado por el vector:
πt = (ξ1, · · · , ξt) (4.29)
que representa el pasado del escenario en el per´ıodo t, es decir, las incertezas que uno habra´
observado y sobre el cua´l nos basaremos para tomar la decisio´n xt . La sucesio´n de σ−algebras
F1 ⊆ F2 ⊆ · · · ⊆ FT ⊆ F
define de este modo una filtracio´n4, en donde esta sucesio´n de inclusiones significa que la
adquisicio´n de la informacio´n es progresiva y sin perdida de memoria.
Denotaremos de aqu´ı en adelante con Xt ∈ L∞(Ω, F ,,Rn) la decisio´n tomada en la etapa t y
el cua´l debe ser Ft−medible. Estas restricciones de medibilidad son conocidas como restricciones
de no-anticipatividad : es decir, Xt no se anticipa al futuro visto desde el per´ıodo t, en cuyo caso,
existira´ una funcio´n medible ϕt que verifique:
Xt = ϕt ◦ πt (4.30)
explicando la dependencia de la decisio´n sobre la informacio´n. Finalmente, el problema de
minimizacio´n multietapa con recurso se puede escribir como:
Minimizar
(X1,··· ,XT )
 [ f (X1, · · · , XT ; ξ1, · · · , ξT )]
s.a.
X1, · · · , XT ∈ L∞(Ω, F ,,Rn)
Xt es Ft − medible
(4.31)
Es evidente que este problema no puede ser abordado nume´ricamente en forma directa, ya que
manipula en general objetos de dimensio´n infinita (las funciones). Por lo tanto, este solo puede
resolverse aproximadamente; adema´s, en muchas aplicaciones no siempre conocemos la ley de ξ sino
solo un conjunto de escenarios {ξ(1), · · · , ξ(S)} proveniente de resultados experimentales o registros
histo´ricos. Una forma de abordar el problema es reemplazar ξ por una variable aleatoria discreta
ξˆ = (ξˆ1, · · · , ξˆT )
tomando el valor ξ s con probabilidad ps;
S∑
s=1
ps = 1, en modo similar a como hicimos para el
caso a dos etapas. As´ı, podemos definir el ana´logo de πt definido en (4.29), por πˆt que describe el
pasado de ξˆ , es decir:
πˆt = (ξˆ1, · · · , ξˆ t)
que tambie´n es discreta. Este, toma sus valores en el conjunto {π(1)t , · · · , π(S)t } con π(s)t =
(ξ(s)
1




Fˆ1 ⊆ Fˆ2 ⊆ · · · ⊆ FˆT ⊆ F






f (X1, · · · , XT ; ξˆ1, · · · , ξˆT )
]
s.a.
X1, · · · , XT ∈ L∞(Ω, F ,,Rn)
Xt es Fˆt − medible
(4.32)
Figura 4.2: A´rbol de escenarios con 5 escenarios y 10
nodos.
La naturaleza discreta del proceso ξˆ permi-
te representar gra´ficamente la evolucio´n de las
incertezas sobre el tiempo como la forma de un
a´rbol de escenarios como el de la Figura 4.2.
Un a´rbol de escenarios es una representacio´n
expl´ıcita del proceso de ramificacio´n inducido
por la observacio´n gradual de ξ1, · · · , ξT , bajo
el supuesto de que las variables aleatorias tie-
nen un soporte discreto5. Esta´ construido de la
siguiente manera: a la primera etapa de decisio´n
viene asociado un nodo ra´ız con ausencia inicial
de observaciones. Al nodo ra´ız, vienen conecta-
dos los nodos secundarios que corresponden a
la etapa 2, un nodo secundario para cada po-
sible resultado de la variable aleatoria ξ1. Luego, a cada nodo de la etapa 2 se conectan nodos
secundarios asociados a la etapa 3, uno para cada resultado de ξ2 condicionada a la observacio´n
de ξ1 relativa al nodo padre. La construccio´n del proceso de ramificacio´n continu´a hasta que se
alcanza la u´ltima etapa; en este punto, los resultados asociados a los nodos en la ruta u´nica desde
la ra´ız a una hoja definen juntos un escenario particular que puede asociarse a la hoja.
Para visualizar co´mo la informacio´n sobre la realizacio´n de las variables aleatorias se vuelve
gradualmente disponible, es conveniente imaginar particiones anidadas del espacio de eventos (Fi-
gura 4.3): los refinamientos de las particiones aparecen gradualmente en cada etapa de decisio´n en
correspondencia con las posibles realizaciones de la nueva observaciones. A cada subregio´n indu-
cida por la particio´n del espacio de eventos se le puede asociar una decisio´n de recurso constante,
como si las decisiones se eligieran de acuerdo con una pol´ıtica de decisio´n constante por partes.
Idealmente, un a´rbol de escenarios deber´ıa cubrir la totalidad de los posibles resultados de un
proceso aleatorio. Pero a menos que el soporte de la distribucio´n de las variables aleatorias sea
finito, ningu´n a´rbol de escenarios con un nu´mero finito de nodos puede representar exactamente el
proceso aleatorio y la medida de probabilidad, incluso si el soporte es finito, el nu´mero de Los esce-
narios crecen exponencialmente con el nu´mero de etapas. Sin embargo, la aproximacio´n del a´rbol
de escenarios finitos es necesaria porque los me´todos de optimizacio´n nume´rica no pueden mane-
jar directamente problemas en espacios de dimensio´n infinita como mencionamos anteriormente.
5Es el conjunto cerrado ma´s pequen˜o Ξ en RT tal que  [(ξ1, · · · , ξT ) ∈ Ξ] = 1, tambie´n llamado soporte de la
distribucio´n conjunta.
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Figura 4.3: (De izquierda a derecha) Particio´n anidada del espacio de eventos Ω, comenzando desde una particio´n
trivial que representa la ausencia de observaciones. (El extremo derecho) A´rbol de escenarios correspondiente al
proceso de particio´n.
La aproximacio´n puede servir para proporcionar una estimacio´n del valor o´ptimo del programa
original, tambie´n puede servir para obtener una decisio´n x1 aproximada de la primera etapa.
Para fijar ideas, ilustremos la te´cnica del a´rbol de escenarios sobre un problema de seguimiento
de una trayectoria bajo incertidumbre con control de penalizacio´n. En el ejemplo propuesto, la
incertidumbre es tal que el problema exacto se puede plantear en un pequen˜o a´rbol de escenarios
finitos. Consideremos entonces la evolucio´n de un sistema dina´mico con estados cont´ınuos y en
tiempo discreto de la forma
xt+1 = xt + vt + ξt
donde xt ∈ R es el estado del sistema dina´mico, t es el tiempo, vt es el control de la penalizacio´n
y ξt es la perturbacio´n en la evolucio´n del sistema dina´mico.
k := 1 2 3 4 5 6 7
t = 1 ξk
1
-4 -4 -4 3 3 3 3
t = 2 ξk
2
-3 2 2 -3 0 0 2
t = 3 ξk
3
0 -2 1 0 -1 2 1
p pk 0.1 0.2 0.1 0.2 0.1 0.1 0.2
Tabla 4.2: Distribucio´n de probabilidad de la perturbacio´n aleatoria ξ.
Figura 4.4: A´rbol que representa los 7 escenarios posibles
para un proceso aleatorio ξ = (ξ1, ξ2, ξ3). Los resultados ξkt
estan en negrita y las probabilidades pk de cada escenario
se reportan en los nodos de cada hoja.
Por simplicidad, consideraremos un per´ıodo
T = 3, por lo tanto t = 1, 2, 3 y adema´s supon-
gamos que el sistema inicia en el estado x1 = 0.
Supongamos adema´s que conocemos la distri-
bucio´n de probabilidad de la perturbacio´n alea-
toria ξ = (ξ1, ξ2, ξ3) el cua´l es mostrado en el
cuadro 4.2. Observamos ra´pidamente que para
los tiempos t = 1, 2, 3 tenemos 7 posibles resul-
tados para el proceso aleatorio, los cua´les son
denotados por ξk, 1 ≤ k ≤ 7 con probabilidades
pk . Este proceso estoca´stico puede ser comple-
tamente representado por un a´rbol de escena-
rios como se muestra en la Figura 4.4. De aqu´ı,
se puede ver ra´pidamente que por ejemplo el
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primer posible resultado es ξ1 = (−4,−3, 0) y tiene una probabilidad p1 = 0,1, adema´s, observemos
tambie´n que las variables aleatorias ξ1, ξ2, ξ3 no son mutuamente independientes.
Supongamos ahora que un agente puede elegir las acciones vt ∈ R para cada t = 1, 2, 3. El
objetivo del agente sera´ obviamente minimizar la esperanza de la suma de los costos Ct(vt, xt+1)





Ct(vt, xt+1) | x1 = 0
]
.









con dt+1 = |xt+1 − αt+1 | y α2 = 2,9, α3 = 0, α4 = 0 . Aqu´ı, αt+1 es la trayectoria





es la penalizacio´n del esfuerzo
de control.
Una policy o´ptima que mapea las observaciones ξ1, · · · , ξt−1 a las decisiones vt se puede obtener


























































































Este problema puede ser resuelto fa´cilmente con un software como por ejemplo Matlab (con el
paquete “CVX”). Despue´s de implementar el algoritmo, el co´digo en efecto devuelve la solucio´n
o´ptima correspondiente a las variables implicadas en este problema, el cua´l se muestra en la Figura
4.5, de donde reemplazando estos valores en la funcio´n objetivo obtenemos el valor o´ptimo +7,3148.
En este ejemplo, observe que la solucio´n final se puede emitir como mapeos πt de xt hacia vt , es decir,
π1(0) = −1, π2(−4,1) = 2,1, π2(2,9) = −1,16, π3(−5) = 2, π3(−1,26) = 1,26, π3(0) = 0,667, π3(1,74) =
−0,74, π3(3,74) = −2.
De manera ana´loga, gracias a un proceso de discretizacio´n, el problema 4.32 es, de hecho, un
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Figura 4.5: (Izquierda) Se muestra las acciones o´ptimas vt para el agente escenario por escenario, con marcos
alrededor de los escenarios que pasan por un mismo nodo de a´rbol. (Derecha) Estados visitados xt bajo las acciones
o´ptimas, tratadas como decisiones artificiales.



























ª®®¬ ∈ RnS (4.35)
y la funcio´n ϕt es aquella definida en 4.30. La no-anticipatividad se expresa aqu´ı de la siguiente
manera: si en el per´ıodo t, no se puede distinguir entre dos escenarios (s) y (s′), es decir π(s)t = π(s
′)
t ,





t ⇒ x(s)t = x(s
′)
t .
Esto supone impl´ıcitamente que la discretizacio´n de las variables aleatorias se realiza de tal
manera que todo el universo de posibles eventos puede ser descrito por este conjunto de escenarios.
Aqu´ı hay dos frenos para el uso de los a´rboles. Si solo tenemos escenarios, es decir, no tenemos
un mecanismo para simular las leyes condicionales del proceso ξ , se debe hacer mucho esfuerzo
para transformar un paquete de escenarios en un a´rbol. En segundo lugar, cuando se trata de un
programa estoca´stico de mu´ltiples etapas, para tomar las decisiones a menudo estamos interesados
no solo en la primera decisio´n, sino tambie´n en las primeras decisiones de los recursos. Desafortu-
nadamente, la topolog´ıa de los a´rboles no suele proporcionar suficientes nodos en la primera etapa
para permitir la construccio´n de una aproximacio´n funcional (una discusio´n de este tema es tratado
en [Daldoul, 1997] y [Dallagi, 2007]). En [Lenoir, 2008], se proponen dos me´todos que a diferencia
de los a´rboles de escenarios, estos no requieren una modificacio´n de la muestra de datos, sino que
lo mantienen tal como esta´. Las restricciones de la no-anticipacio´n en este contexto, se abordan
a trave´s de un esquema de discretizacio´n basado en las identidades del estimador de regresio´n
no parame´trica de Nadaraya-Watson (ver [Nadaraya, 1964; Watson, 1964]), temas que escapan a
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los objetivos de esta tesis. Por consiguiente, nosotros recogeremos los resultados desarrollados en
profundidad en [Lenoir, 2008], en donde se demuestra que los tres acoplamientos naturales del
problema de la gestio´n de la produccio´n de energ´ıa ele´ctrica en entornos aleatorios, a saber:
(1) en espacio: las decisiones sobre las distintas plantas generadoras esta´n vinculadas a tener
que satisfacer la demanda.
(2) en tiempo: las decisiones sobre los distintos pasos de tiempo esta´n vinculadas por las res-
tricciones dina´micas de funcionamiento de las plantas generadoras.
(3) en incertezas : las decisiones sobre los diferentes escenarios esta´n vinculadas por la necesidad










Cu,t(p(1)u,t , · · · , p(S)u,t )+∑
t,s










donde f (s)u,t representa el costo de la planta u en el per´ıodo t del escenario s; Cu,t(·) es el aco-
plamiento en incertezas, C(s)t (·) el acoplamiento espacial y C(s)u (·) el acoplamiento temporal. En el
siguiente cap´ıtulo veremos dos aplicaciones sencillas del tipo 4.36 junto con su solucio´n nume´rica
para entender la estructura que se esconde detra´s de estos conceptos.
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Cap´ıtulo 5
Aplicacio´n: La gestio´n de la produccio´n de
energ´ıa ele´ctrica
Como mencionamos en el cap´ıtulo 4, existen diversas formas de producir energ´ıa ele´ctrica
(E.E.): termonuclear, te´rmica, eo´lica, hidra´ulica, etc. En el Peru´, contamos con 5 diferentes tipos
de tecnolog´ıa para la produccio´n de energ´ıa ele´ctrica, la termoele´ctrica, la hidroele´ctrica, la eo´lica,
la fotovolta´ica y la generacio´n por biomasa. En este cap´ıtulo, presentaremos dos modelos sencillos
para la gestio´n de la produccio´n ele´ctrica considerando solo funciones cuadra´ticas de costo. El
primer modelo, tiene como objetivo mostrar como introducir los efectos aleatorios en el ana´lisis de
la gestio´n de la produccio´n ele´ctrica, sin embargo, solo consideraremos dos posibles escenarios y 3
per´ıodos de tiempo para nuestra experimentacio´n. En el segundo modelo aumentaremos la cantidad
de per´ıodos hasta 240 y 1488, no obstante, para este caso solo tomaremos en cuenta un posible
escenario (lo cua´l se reduce al caso determin´ıstico), considerando Nhid centrales hidroele´ctricas,
Nter centrales termoele´ctricas y Ndes de un tipo de central arbitraria, donde Nhid, Nter, Ndes ∈ Z+.
Las restricciones que acabamos de plantear en ambos modelos, se fundamentan principalmente
en la capacidad de procesamiento de datos, pues todas nuestras experimentaciones la estamos
realizando solo con un CPU de escritorio. Por otro lado, recordemos que el funcionamiento de
los tipos de tecnolog´ıas para la generacio´n ele´ctrica es por supuesto completamente diferente. Por
ejemplo, las centrales te´rmicas pueden ser cerradas, es decir, el costo de operacio´n de una planta
de energ´ıa te´rmica es proporcional a su tiempo de operacio´n, a diferencia de las plantas de energ´ıa
hidra´ulica que operan “gratis”. Las plantas de energ´ıa hidra´ulica tienen un stock de energ´ıa, que
es una reserva que puede ser suministrada (lluvia, deshielos, etc.). En consecuencia, la dificultad
de administrar estas plantas no se encuentra en el nivel de los costos operativos, sino en el nivel
de la administracio´n: es necesario dividir su uso en todo el horizonte considerado para no agotar
las reservas. Tambie´n debe tenerse en cuenta que su funcionamiento es reversible, es decir, pueden
consumir energ´ıa para aumentar su stock. Veamos esto un poco ma´s en detalle.
5.1. Descripcio´n de las diferentes tecnolog´ıas de produc-
cio´n de E.E. en el Peru´
Recordemos que nuestro plan de produccio´n es a mediano plazo (PPMT), por lo tanto dispo-
nemos de T periodos indexados por t = 1, · · · ,T con duraciones respectivas de δ1, · · · , δT . Adema´s,
disponemos de una cantidad finita de plantas de produccio´n ele´ctrica indexadas por las letras
u = 1, · · · ,U, cada una de las cua´les genera durante cada periodo t una potencia pu,t ∈ R. El costo
instanta´neo de esta produccio´n esta representada por la funcio´n fu,t : R → R. Tambie´n, existe
un costo Cu el cua´l dependera´ de la estrategia de produccio´n sobre todo el horizonte temporal
(pu,1, pu,2, · · · , pu,T ) ∈ RT .
5.1.1. Centrales Termoele´ctricas
Una central termoele´ctrica es una instalacio´n empleada en la generacio´n de energ´ıa ele´ctrica
a partir de la energ´ıa liberada por combustibles fo´siles como el petro´leo, gas natural , carbo´n y
nu´cleos de uranio. Este calor es empleado por un ciclo termodina´mico convencional para mover un
alternador y producir energ´ıa ele´ctrica, liberando dio´xido de carbono a la atmo´sfera. Este tipo de
plantas presentan las siguientes caracter´ısticas:
• Restricciones de funcionamiento: Existen numerosas restricciones en la operacio´n de estas
plantas, como por ejemplo, restricciones de tiempo de funcionamiento mı´nimo en niveles de
potencia fijos, tiempo mı´nimo de encendido o apagado, nu´mero ma´ximo de ca´ıdas de potencia
o arranques en per´ıodos determinados, etc.
• Costos de produccio´n: Los costos de produccio´n de una planta termoele´ctrica se descompone
en tres partes:
◮ Un costo de puesta en marcha en funcio´n de la duracio´n de la parada anterior.
◮ Un costo fijo independiente de la potencia generada.
◮ Un costo proporcional a la potencia generada.
Estos costos esta´n relacionados con los precios del combustible y las cuotas de CO2 restantes que
se utilizara´n. Tambie´n var´ıan segu´n las caracter´ısticas de cada unidad termoele´ctrica. Adema´s,
existen otros costos relacionados con el mantenimiento y la mano de obra.
De acuerdo a estas caracater´ısticas tenemos:
0 ≤ pu,t ≤ Pu, ∀t = 1, · · · ,T .
Como primera aproximacio´n, el costo operativo es lineal en funcio´n de la produccio´n e inde-
pendiente del tiempo. Por lo tanto, la funcio´n de costo instanta´neo asociada sera´:
fu,t =

cupu,t, si pu ∈ [0, Pu]
+∞, otro caso.
Adema´s, las decisiones son independientes del tiempo, de donde tenemos Cu ≡ 0. Debemos
sen˜alar sin embargo, que existen muchas situaciones en donde se tiene que fu,t = ap
2
u,t + bpu,t + c,
donde a, b, c son constantes.
5.1.2. Centrales Hidroele´ctricas
Una central hidroele´ctrica utiliza la energ´ıa cine´tica del agua contenida en un reservorio, un
r´ıo en general, y la transforma en energ´ıa ele´ctrica a trave´s de un alternador. Las ventajas de las
centrales hidroele´ctricas son:
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• No necesitan combustibles y son limpias.
• Muchas veces los embalses de las centrales tienen otras utilidades importantes: regad´ıo, como
proteccio´n contra las inundaciones o para suministrar agua a las poblaciones pro´ximas.
• Tienen costes de explotacio´n y mantenimientos bajos.
• Las turbinas hidra´ulicas son de fa´cil control y tienen unos costes de mantenimiento reducido.
Para poder modelar matema´ticamente este tipo de plantas ele´ctricas, consideremos que el nivel
inicial del reservorio esta dado por ℓu,0, este var´ıa con el pasar del tiempo y por lo tanto su nivel
al final del per´ıodo t = 1, · · · ,T estara´ dado por ℓu,t . Al inicio de cada per´ıodo t, existira´ un aporte
natural au,t debido a precipitaciones, lluvias, deshielos, etc; que alimentara´n el reservorio. Entonces,
existen dos decisiones que debemos considerar: ya sea para vaciarlo parcialmente con el objetivo
de impulsar el alternador o sime´tricamente, para bombear el agua con el fin de reponer el stock
consumiendo esta vez electricidad.
Si denotamos por vu,t el volume´n de agua que transita de arriba hac´ıa abajo (r´ıo arriba a r´ıo
abajo), el flujo a trave´s de la planta sera´ vu,t/δt . Esto genera una potencia suministrada durante tal
per´ıodo (siempre denotado por pu,t) gracias a una funcio´n de rendimiento ru : R → R equivalente
a:
pu,t = ru(vu,t/δt). (5.1)
Esta potencia sera´ positiva en caso de turbina y negativa en caso de bombeo; en el segundo
caso, tendremos consumo de energ´ıa en lugar de produccio´n. Al igual que con las centrales termo-
ele´ctricas, la potencia esta´ limitada de manera inferior y superpuesta dentro de un rango [Pu, Pu].
De aqu´ı, el nivel del reservorio estara´ limitada a las capacidades ma´ximas y mı´nimas:
Lu ≤ ℓu,t ≤ Lu. (5.2)
Para respetar esta restriccio´n, debemos considerar la posibilidad, en ciertos casos, de desechar
un eventual excedente de agua sin utilizarla en produccio´n. As´ı, la ecuacio´n dina´mica del reservorio
se escribe:
ℓu,t = mı´n{ℓu,t−1 + au,t − vu,t, Lu}. (5.3)
Por lo tanto, el costo de funcionamiento de las plantas hidroele´ctricas dependen de la altura
final del reservorio, el cua´l puede ser valorizado con la ayuda de la funcio´n Vu : R→ R. Esta altura
final depende del conjunto de las producciones sobre el horizonte temporal, el cua´l tiene la forma:
C(pu,1, · · · , pu,T ) =

−Vu(ℓu,T ), si (5.1), (5.2), (5.3);
+∞, otro caso.
(5.4)
El costo instantaneo es independiente de la cantidad de agua utilizada y consecuentemente de
la potencia producida, de aqu´ı tenemos:
fu,t(pu,t) =





5.1.3. Centrales de Generacio´n con Recursos Energe´ticos Renovables
(RER)
Central Solar Fotovoltaica
La energ´ıa solar fotovoltaica se aprovecha transforma´ndola directamente en electricidad me-
diante el efecto fotovoltaico. En la instalacio´n fotovoltaica la obtencio´n de energ´ıa ele´ctrica se
produce a trave´s de paneles fotovoltaicos que captan la energ´ıa luminosa del Sol para transformar-
la en energ´ıa ele´ctrica. Para conseguir la transformacio´n se emplean ce´lulas fotovoltaicas fabricadas
con materiales semiconductores. Los paneles fotovoltaicos pueden ser del tipo fijo o moviles a trave`s
de seguidores solares.
Centrales de Generacio´n Biomasa
La energ´ıa de la biomasa proviene en u´ltima instancia del Sol. Los vegetales absorben y alma-
cenan una parte de la energ´ıa solar que llega a la tierra y a los animales, en forma de alimento y
energ´ıa. Cuando la materia orga´nica almacena la energ´ıa solar, tambie´n crea subproductos que no
sirven para los animales ni para fabricar alimentos pero s´ı para hacer energ´ıa de ellos. Mediante
me´todos termoqu´ımicos se transforma la energ´ıa biomasa utilizando el calor, estos pueden ser:
combustio´n, pirolisis y gasificacio´n. Una central de biomasa es una instalacio´n industrial disen˜ada
para generar energ´ıa ele´ctrica a partir de recursos biolo´gicos (combustible metano de la descompo-
sicio´n orga´nica). As´ı pues, las centrales de biomasa utilizan fuentes renovables para la produccio´n
de energ´ıa ele´ctrica.
Centrales de Generacio´n Eo´lica
La energ´ıa eo´lica es la energ´ıa obtenida del viento, este es un efecto derivado del calentamiento
desigual de la superficie de la Tierra por el Sol. La energ´ıa es utilizada principalmente para producir
energ´ıa ele´ctrica. La energ´ıa eo´lica es un recurso abundante, renovable, limpio y ayuda a disminuir
las emisiones de gases de efecto invernadero al reemplazar termoele´ctricas a base de combustibles
fo´siles, lo que la convierte en un tipo de energ´ıa verde. En el parque eo´lico la produccio´n de
la energ´ıa ele´ctrica se consigue a partir de la fuerza del viento, mediante aerogeneradores que
aprovechan las corrientes de aire. El principal problema de los parques eo´licos es la incertidumbre
respecto a la disponibilidad de viento cuando se necesita. Lo que implica que la energ´ıa eo´lica
no puede ser utilizada como fuente de energ´ıa u´nica y deba estar respaldada siempre por otras
fuentes de energe´ticas con mayor capacidad de regulacio´n (te´rmicas, nucleares, hidroele´ctricas,
etc.). La energ´ıa eo´lica requiere condiciones de intensidad y regularidad en el re´gimen de vientos
para poder aprovecharlos. Se considera que vientos con velocidades promedio entre 5 y 12,5 m/s
son los aprovechables.
5.2. Un primer modelo para la gestio´n de la produccio´n
de E.E.
A continuacio´n presentamos un modelo sencillo para un caso particular de dos centrales de
generacio´n ele´ctrica (u = 1, 2.) cuyas funciones de costo estan dadas por las funciones cuadra´ticas
convexas f1,t(p1,t) = 2p21,t −2p1,t +3 y f2,t(p2,t) = 1,5p22,t − p2,t +2. Adema´s consideraremos un PPMT
68
con T = 3 (3 d´ıas), por lo tanto t = 0, 1, 2, 3 con δt = 1 para t = 1, 2, 3. Para este caso en particular








1,t ≤ p1,t ≤ P1,t, ∀t = 0, · · · , 3,
P
2,t ≤ p2,t ≤ P2,t, ∀t = 0, · · · , 3.
(5.6)
Donde P
1,t, P2,t y P1,t, P2,t son los l´ımites mı´nimos y ma´ximos de produccio´n en el per´ıodo t
para las potencias de las centrales de generacio´n ele´ctrica 1 y 2 respectivamente. Por simplicidad,
consideraremos P
1,t = P2,t = 0 y P1,t = P2,t = 10 para todo t = 0, 1, 2, 3. En forma matricial el





0,5xτt Axt + bxt + c
s.a.








, b = (−2,−1), c = 5,
adema´s xt = (p1,t, p2,t)τ representa la variable de decisio´n para cada per´ıodo t, Pt = (0, 0)τ y
Pt = (10, 10)τ son los l´ımites inferiores y superiores respectivamente para cada per´ıodo. Los pro-
blemas 5.6 y 5.7 modelan la produccio´n de energ´ıa ele´ctrica durante un per´ıodo de tres d´ıas en
donde los para´metros de las funciones de costo y las restricciones son valores determin´ısticos fijos
para cada per´ıodo t = 0, 1, 2, 3, los cua´les pueden ser resueltos fa´cilmente por los me´todos cla´sicos
de optimizacio´n no lineal.
Figura 5.1: A´rbol de escenarios para dos resultados po-
sibles con T = 3 periodos.
Sin embargo, esto no siempre es un supues-
to realista. Puede suceder que al menos al-
gunos de los datos pueden variar dentro de
ciertos l´ımites (para nuestra discusio´n, alea-
toriamente) y que tengamos que tomar una
decisio´n sobre el plan de produccio´n antes
de conocer los valores exactos de esos da-
tos.
A manera de ejemplo, supongamos que la
matriz A puede variar de dos formas diferentes
para cada per´ıodo t = 1, 2, 3 con igual probabi-
lidad para ambos casos. Luego, nuestro espacio
muestral tendr´ıa la siguiente forma Ω = {a, b}.
Si quisieramos modelar estas variaciones, pode-
mos apoyarnos de un disen˜o de a´rbol de esce-
narios como se muestra en la figura 5.1, donde
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la matriz A(0) = A y las matrices At,a, At,b representan las dos posibles variaciones en cada per´ıodo















































0,1A(0)y0,1 + by0,1 + c + 0,5y
τ
1,1A(1,a)y1,1 + by1,1 + c
+0,5yτ
2,1






A(0)y0,2 + by0,2 + c + 0,5yτ1,2A(1,a)y1,2 + by1,2 + c
+0,5yτ
2,2






A(0)y0,3 + by0,3 + c + 0,5yτ1,3A(1,a)y1,3 + by1,3 + c
+0,5yτ
2,3






A(0)y0,4 + by0,4 + c + 0,5yτ1,4A(1,a)y1,4 + by1,4 + c
+0,5yτ
2,4






A(0)y0,5 + by0,5 + c + 0,5yτ1,5A(1,b)y1,5 + by1,5 + c
+0,5yτ
2,5






A(0)y0,6 + by0,5 + c + 0,5yτ1,6A(1,b)y1,6 + by1,6 + c
+0,5yτ
2,6






A(0)y0,7 + by0,7 + c + 0,5yτ1,7A(1,b)y1,7 + by1,7 + c
+0,5yτ
2,7






A(0)y0,8 + by0,8 + c + 0,5yτ1,8A(1,b)y1,8 + by1,8 + c
+0,5yτ
2,8
A(2,b)y2,8 + by2,8 + c + 0,5yτ3,8A(3,b)y3,8 + by3,8 + c
]}
s.a.
y0,1 = y0,2, y0,2 = y0,3, y0,3 = y0,4, y0,4 = y0,5,
y0,5 = y0,6, y0,6 = y0,7, y0,7 = y0,8,
y1,1 = y1,2, y1,2 = y1,3, y1,3 = y1,4,
y1,5 = y1,6, y1,6 = y1,7, y1,7 = y1,8,
y2,1 = y2,2, y2,3 = y2,4, y2,5 = y2,6, y2,7 = y2,8,
0 ≤ yt,e ≤ 10, ∀t = 0, · · · , 3; y e = 0, · · · , 8;
(5.8)
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donde los yt,e ∈ R2 representan las variables de decisio´n correspondiente al per´ıodo t y al esce-
nario e. Por ejemplo, la variable y1,2 corresponde al per´ıodo 1 y al escenario 2, que agrupa a los
nodos que pasan por las matrices A(0) → A(1,a) → A(2,a) → A(3,b). Esta trayectoria viene sen˜alada
en rojo en la figura 5.1.
Notemos que a diferencia del problema (5.7) en el cua´l ten´ıamos 4 variables xt ∈ R2 cuando
t = 0, 1, 2, 3, en el problema estoca´stico (5.8) existen 8 posibles escenarios y 32 variables de decisio´n
yt,e ∈ R2 cuando t = 0, 1, 2, 3 y e = 1, · · · , 8, razo´n por la cua´l la funcio´n objetivo del problema
estoca´stico viene mutiplicado por la probabilidad 1/8 correspondiente a cada escenario. Si bien este
problema tambie´n puede ser resuelto usando te´cnicas cla´sicas de optimizacio´n no lineal, cuando la
cantidad de eventos aleatorios crece, este enfoque ya no es sostenible. Por ejemplo, si quisieramos
resolver un problema con T = 99 per´ıodos y si consideramos una variacio´n en la matriz A de
10 posibles eventos aleatorios, entonces el modelo estoca´stico implicar´ıa resolver un problema de
minimizacio´n que involucrar´ıa 10102 variables de decisio´n. Esto es justamente el problema de la
dimensionalidad que comentamos en el cap´ıtulo introductorio. Para poder abordar esta dificultad,
usaremos los me´todos estudiados en el cap´ıtulo anterior; en particular, el algoritmo ADMM en
forma de consenso correspondiente a la seccio´n 3.5.
5.2.1. Solucio´n nume´rica
Figura 5.2: Problema de control estoca´stico en forma de
consenso. Cada fila corresponde a una secuencia de resul-
tados. Las casillas celestes muestran la estructura separa-
ble del objetivo y las casillas naranjas muestran las res-
tricciones de consenso impuestas por el requisito de cau-
salidad.
Para expresar este problema en forma de
consenso debemos poner en correspondencia la
secuencia de variables de decisio´n x0, x1, · · · , xT
con cada uno de las |Ω|T secuencias de re-
sultados. Luego imponemos la restriccio´n de
causalidad exigiendo que las decisiones en el
per´ıodo t con los mismos resultados hasta el
tiempo t sean iguales. Esto se muestra en la
figura 5.2, donde cada fila es una secuencia
de resultados en particular, por lo que el ob-
jetivo (en azul)puede separarse en las filas de
variables. Las restricciones de causalidad (en
naranja) son restricciones de consenso, es de-
cir, las variables dentro de cada grupo de-
ben ser iguales. Ignorar las restricciones de
causalidad nos da la solucio´n bajo el supues-
to de informacio´n perfecta sobre el futuro co-
mo vimos en la seccio´n 4.3; esta, ser´ıa la me-
jor secuencia de decisiones si se conociera de
antemano la secuencia de resultados comple-
ta.
La Figura 5.3 muestra el valor objetivo alcanzado por el ADMM respecto a cada iteracio´n zk
(que satisface las restricciones de causalidad) progresando al valor o´ptimo. La l´ınea discontinua
inferior en color morado muestra el valor objetivo (obviamente menor) alcanzado por la solucio´n
bajo informacio´n perfecta y la l´ınea discontinua superior en color verde muestra el valor objetivo
alcanzado en valor esperado. Si bien el ADMM requiere alrededor de 6 iteraciones para alcanzar el
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valor mı´nimo, podemos ver que estamos muy cerca de resolver el problema dentro de 4 iteraciones.
La tabla 5.1 muestra un resume´n de los tiempos de ejecucio´n para obtener los resultados mostrados
en la figura 5.3. En esta tabla se puede observar que el algoritmo ADMM es aproximadamente 27
veces ma´s veloz que el algoritmo generado por el paquete CVX, ma´s au´n, es posible reducir mucho
ma´s el tiempo de ejecucio´n del ADMM trabajando con procesadores en paralelo.
















Figura 5.3: En azul, se muestra el valor objetivo alcanzado por la iteracio´n zk del ADMM (que satisface las
restricciones de causalidad). La l´ınea roja discontinua que se encuentre en medio de las dos l´ıneas discontinuas es
el valor o´ptimo del problema estoca´stico; la l´ınea inferior morada es el valor o´ptimo alcanzado por la solucio´n bajo
informacio´n perfecta y la l´ınea en verde representa la solucio´n en valor esperado.
ADMM CVX
Sol. con restricciones Sol. bajo informacio´n Sol. en valor
de causalidad perfecta esperado
tiempo(s) 0.064336 1.772479 1.303076 1.202051
Tabla 5.1: Tiempos de ejecucio´n para cada tipo de solucio´n.
5.3. Un segundo modelo para la gestio´n de la produccio´n
de E.E.
En esta seccio´n modelizaremos la produccio´n de energ´ıa ele´ctrica considerando Nhid centra-
les hidroele´ctricas, Nter centrales termoele´ctricas y Ndes de un tipo de central arbitraria, donde
Nhid, Nter, Ndes ∈ Z+.
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5.3.1. Hipo´tesis
Para simplificar el modelo, consideraremos el caso en el cua´l se conoce la demanda de los clientes,
el precio de mercado y adema´s las centrales funcionan sin interrupciones causadas por defectos
te´cnicos. Tambie´n, ignoraremos los eventuales cierres de las centrales te´rmicas y trabajaremos para
solo un posible escenario. Bajo estas consideraciones, este problema se simplifica enormemente con


























































, ∀t = 1, · · · ,T .
(5.9)
donde:
• i = 1, · · · , Nter ;
• j = 1, · · · , Nhid;
• k = 1, · · · , Ndes.
5.3.2. Construccio´n del algoritmo
Los algoritmos que usaremos aqu´ı son los estudiados en los cap´ıtulos anteriores, los algoritmos
de divisio´n de Douglas-Rachford (ADMM) y Forward-Backward (gradiende proximal), los cua´les
son el corazo´n de nuestro proyecto.
La idea es descomponer el problema general (5.9) en subproblemas para cada central y aplicar









L ≤ xℓ ≤ U,
(5.10)
donde N = Nter + Nhid + Ndes representa a la cantidad total de centrales del cua´l disponemos,




,1, · · · , puter
i
,T ) cuando i = 1, · · · , Nter .
xNter+ j = (puhid
j
,1, · · · , puhid
j
,T ) cuando j = 1, · · · , Nhid.
xNter+Nhid+k = (pudes
k
,1, · · · , pudes
k
,T ) cuando k = 1, · · · , Ndes.
y T es la cantidad de per´ıodos del PPMT. Adema´s, el problema de optimizacio´n restringida 5.10




fℓ(xℓ) + ιC (x1, · · · , xN ), (5.11)
donde ι es la funcio´n indicatriz y C = {(x1, · · · , xN ) | L ≤ xℓ ≤ U, x1 + · · · + xN = D}.





















Este algoritmo requiere el ca´lculo de N operadores proximales, los cua´les pueden tener una
representacio´n trivial cuando por ejemplo son aproximados como casos particulares del operador
proximal de una funcio´n cuadra´tica, es decir, dado una funcio´n cuadra´tica f (x) = (0,5)xτAx+bτx+c,
donde A ∈ Sn
+
entonces su operador proximal es de la forma proxα f (v) = (I + αA)−1(v − αb).
Por otro lado, la proyeccio´n sobre C involucra n proyecciones independientes sobre la intersec-
cio´n del Hiperplano Hm,d = {x ∈ RN |mτx = d} y el Box B[L,U] = {x ∈ RN | L ≤ x ≤ U}. Esta
proyeccio´n puede ser calculado usando el me´todo de la biseccio´n.
5.3.3. Solucio´n nume´rica
Para nuestra experimentacio´n nume´rica consideraremos lo siguiente:









,t , donde cuter
i
> 0 para todo i = 1, · · · , Nter .
• 3 centrales hidroele´ctricas (Nhid = 3) con funciones de costo constante como se sugiere en la
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> 0 para todo j = 1, · · · , Nhid
y T es la cantidad de per´ıodos.









, para todo k = 1, · · · , Ndes.























































, ∀t = 1, · · · ,T .
(5.12)
• i = 1, · · · , Nter ;
• j = 1, · · · , Nhid;
• k = 1, · · · , Ndes.
Adicionalmente, tomando como referencia las fichas te´cnicas de las diferentes tecnolog´ıas para la
produccio´n de E.E. publicadas en [Osinergmin, 2016, 2018], podemos establecer como para´metros
para la ecuacio´n 5.12 a los datos que figuran en las tablas 5.5, 5.2, 5.3 y 5.4 que mostramos a
continuacio´n:








CT-1 1.3842 2116.6 105.5682
CT-2 0.0549 1739.8 132.3096
CT-3 7.3852 2291.1 193.3615
CT-4 8.1079 2205.6 185.2758
CT-5 5.6472 2237.9 168.6773
Tabla 5.2: Fuente propia.








CH-1 668.3011 1667.2 2736.5
CH-2 637.7125 2179.7 1122.8
CH-3 699.5203 1579.6 2769.6
Tabla 5.3: Fuente propia.
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Tabla 5.4: Fuente propia.
























































,t = Dt, ∀t = 1, · · · ,T,
1,3842 ≤ puter
1
,t ≤ 2116,6, ∀t = 1, · · · ,T,
0,0549 ≤ puter
2
,t ≤ 1739,8, ∀t = 1, · · · ,T,
7,3852 ≤ puter
3
,t ≤ 2291,1, ∀t = 1, · · · ,T,
8,1079 ≤ puter
4
,t ≤ 2205,6, ∀t = 1, · · · ,T,
5,6472 ≤ puter
5
,t ≤ 2237,9, ∀t = 1, · · · ,T,
668,3011 ≤ puhid
1
,t ≤ 1667,2, ∀t = 1, · · · ,T,
637,7125 ≤ puhid
2
,t ≤ 2179,7, ∀t = 1, · · · ,T,
699,5203 ≤ puhid
3
,t ≤ 1579,6, ∀t = 1, · · · ,T,
8,2593 ≤ pudes
1
,t ≤ 1934,1, ∀t = 1, · · · ,T,
9,1592 ≤ pudes
2
,t ≤ 1020,8, ∀t = 1, · · · ,T,
2,6735 ≤ pudes
3
,t ≤ 2187,1, ∀t = 1, · · · ,T,
2,9602 ≤ pudes
4
,t ≤ 1603,3, ∀t = 1, · · · ,T .
(5.13)
Para los datos correspondientes a Dt , cuando t = 1, · · · ,T ; usaremos los datos reales de la
demanda energe´tica del mes de enero y febrero del an˜o 2019 (con una frecuencia de 30 min.), los
cua´les fueron decargados de la pa´gina oficial del COES y corresponden a la tercera columna de la
tabla 5.5 (PROG. DIARIA (MW.)). Esta serie temporal podemos graficarla usando el software R
con el package dygraphs, el cua´l es mostrada en la figura 5.4. Se puede observar en dicha figura que la
demanda energe´tica (PROG. DIARIA), muchas veces suele ser mayor que la cantidad despachada
(EJECUTADA). Para observar esto, hacemos un zoom de la figura 5.4, el cua´l es mostrada en la
figura 5.5.
Despue´s de ejecutar el software CVX y los algoritmos de divisio´n para T = 240 (los 5 primeros
d´ıas del mes de enero de 2019) resulta que el software CVX empleo´ 1.558773 segundos para alcan-
zar el valor o´ptimo, mientras que los algoritmos de divisio´n: Douglas-Rachford (ADMM) empleo´
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Datos de la demanda y despacho
Fecha EJECUTADO (MW) PROG. DIARIA (MW)
01/01/2019 00:30 5564.8221 5685.3023
01/01/2019 01:00 5485.4548 5553.2813
01/01/2019 01:30 5402.9336 5438.3295




11/02/2019 00:00 5428.2784 5688.9315
Tabla 5.5: Datos correspondientes al mes de enero y los 10 primeros d´ıas del mes de febrero (freq = 30min.).
Figura 5.4: Demanda y despacho de la potencia ele´ctrica de los 5 primeros d´ıas del mes de febrero del
2019, con una frecuencia de 30 min.
44 iteraciones con un tiempo de 1.168757 segundos y los algoritmos Forward-Backward (gradiente
proximal y su versio´n acelerada) emplearon 69 iteraciones en 1.453028 segundos y 62 iteraciones
en 1.304973 segundos respectivamente. Debemos sen˜alar que los algoritmos de divisio´n empleados,
si bien estan paralelizados, han sido ejecutados en un solo cpu dejando as´ı la posibilidad de poder
reducir mucho ma´s el tiempo de ejecucio´n. Los resultados de la convergencia pueden observarse en
la figura 5.6.
Por otro lado, el valor o´ptimo obtenido fue´ de 1,4962 × 107 unidades monetarias para estos 5
d´ıas. La tabla 5.6 muestra la cantidad de potencia que debe producir cada central para los primeros
tres per´ıodos del ciclo. Como era de esperar, las centrales hidroele´ctricas son las que trabajan casi
al 100% de su capacidad, esto es debido a que su costo de produccio´n es muy baja respecto a
las otras tecnolog´ıas. Enfatizamos que estos primeros resultados son aproximaciones de los casos
reales que tienen como objetivo ilustrar las aplicaciones de los algoritmos estudiados. Obviamente,
existen restricciones adicionales que evitan que las centrales hidroele´ctricas trabajen al 100% de
su capacidad. Una implementacio´n tomando en cuenta todas las restricciones del sistema escapa a
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Figura 5.5: Demanda y despacho de la potencia ele´ctrica entre las 6 a.m del 2 de febrero y las 6 p.m. del
3 de frebrero del 2019.
los objetivos de este trabajo por dos razones fundamentales: la primera, esto implicar´ıa conocer en
profundidad los detalles te´cnicos del funcionamiento de cada tecnolog´ıa y la segunda, que es la ma´s
importante, dicha implementacio´n requiere de procesadores con alta performance para procesar
la cantidad de variables que involucrar´ıa el modelamiento real considerando las incertidumbres.
A manera de ejemplo, si tuviesemos que procesar el modelo con 10 escenarios y T = 365 (donde
cada per´ıodo representa un d´ıa), entonces tendr´ıamos como mı´nimo 10365 variables. No obstante,
actualmente ya existe la tecnolog´ıa para procesar esta cantidad de informacio´n.
Concluimos esta experimentacio´n ejecutando los algortimos de divisio´n para los 31 d´ıas del mes
de enero (T = 1488) cambiando la escala de las unidades monetarias (multiplicandolas por 10).
El valor o´ptimo hallado fue´ de 2,6083 × 108. Esta vez el software CVX empleo´ 3.374650 segundos,
el algoritmo ADMM empleo´ 13 iteraciones en un tiempo de 1.988358 segundos, mientras que los
algoritmos del gradiente proximal y su versio´n acelerada emplearon 18 iteraciones en 2.677171
segundos y 16 iteraciones en 2.271945 segundos respectivamente.
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Per´ıodos (01/01/2019)
00 : 30 − 01 : 00 01 : 00 − 01 : 30 01 : 30 − 02 : 00
CT-1 1.4000 1.4000 1.4000
CT-2 0.1000 0.1000 0.1000
CT-3 7.4000 7.4000 7.4000
CT-4 8.1000 8.1000 8.1000
CT-5 5.6000 5.6000 5.6000
CH-1 1667.2 1667.2 1656.0
CH-2 2179.7 2179.7 2168.3
CH-3 1579.6 1579.6 1568.4
CD-1 59.100 26.100 8.3000
CD-2 59.100 26.100 9.2000
CD-3 59.100 26.100 2.7000
CD-4 59.100 26.100 3.0000
Tabla 5.6: Produccio´n para los tres primeros per´ıodos por cada central de generacio´n ele´ctrica (MW/30 min.).
Figura 5.6: Velocidad de convergencia de los tres algoritmos de divisio´n.
5.4. Conclusiones
Sobre la base de los objetivos generales y espec´ıficos planteados en esta tesis, en el Cap´ıtulo 4
hemos resaltado los tres acoplamientos naturales del problema de gestio´n de la produccio´n en un
entorno incierto, brindando adema´s varias visiones del sistema global, cada una de ellas basada en
una definicio´n diferente del subsistema. Esta enumeracio´n sistema´tica de los acoplamientos, nos ha
permitido contemplar nuevas formas de descomponer el problema, los cua´les se han resumido hasta
ahora en el desacoplamiento espacial, temporal y aleatorio. Hemos mostrado tambie´n la estructura
del a´rbol de escenarios como un me´todo de discretizacio´n para modelizar las incertidumbres en la
adquisicio´n de los datos, enfatizando algunas de sus debilidades y dando paso de este modo al pro-
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ceso de discretizacio´n propuesta por Nadaraya y Watson desarrollado en [Lenoir, 2008]. El efecto
de la dicretizacio´n y las condiciones f´ısicas del sistema, trajo como consecuencia dos problemas a
enfrentar: por un lado, la aparacio´n de funciones no diferenciables y por el otro, el problema de la
dimensionalidad de las variables subyacentes.
La primera problema´tica es subsanado usando los instrumentos estudiados en el cap´ıtulo 2,
en el cua´l, introdujimos la teor´ıa de los operadores mono´tonos maximales mostrando su fuerte
conexio´n con el ana´lisis convexo. Esta conexio´n, nos permitio´ afrontar el problema de la no dife-
renciabilidad por medio de un proceso de regularizacio´n, es decir; dado una funcio´n convexa no
diferenciable, mostramos que era posible construir una funcio´n diferenciable llamada la envolvente
o parametrizacio´n de Moreau-Yosida, el cua´l, tiene los mismos mı´nimos que la funcio´n original.
Este cap´ıtulo fue´ tambie´n el punto de partida para el estudio de las propiedades de convergencia
de diferentes algoritmos que vimos posteriormente.
El problema de la dimensionalidad la afrontamos en el cap´ıtulo 3 dentro del campo de los
“grandes sistemas”. Aqu´ı, presentamos la idea del me´todo de descomposicio´n-coordinacio´n. Este
paradigma nos permitio´ introducir diferentes familias de algoritmos resultante de los me´todos split-
ting : los algoritmos de Forward-Backward, Peaceman-Rachford, Douglas-Rachford splitting, y los
derivados de estos tales como: el me´todo del gradiente, el gradiente proximal y su versio´n acelerada
y el ma´s importante, el ADMM. Al ser todas instancias de la iteracio´n del punto fijo, concluimos
que estas convergen al menos linealmente a una solucio´n siempre que esta exista. Adema´s, vimos
que existen formas de como acelerar el proceso de convergencia en casos espec´ıficos. No obstante,
los procesos de acelaracio´n dependera´n de las caracter´ısticas de las funciones implicadas en el pro-
blema. Finalmente, en el cap´ıtulo 5 sintetizamos todos los conceptos antes estudiados mediante la
implementacio´n de dos modelos sencillos (junto con su solucio´n nume´rica) para la gestio´n de la
produccio´n de la energ´ıa ele´ctrica. El primer modelo tuvo como objetivo mostrar como introducir
los efectos aleatorios en el ana´lisis, mientras que en el segundo nos focalizamos ma´s en las restric-
ciones de la demanda energe´tica y el PPMT.
Concluimos esta tesis mencionando que existen trabajos como las de [Lenoir, 2008], [Themelis &
Patrinos, 2016], entre otros, en donde demuestran que bajo ciertas condiciones, la convergencia de
los algoritmos splitting es superlineal, pero au´n no se ha alcanzado la convergencia cuadra´tica. Una
alternativa au´n fe´rtil para afrontar este problema y muchos otros, se presenta en la te´cnica splitting
basada en las distancias de Bregman. Este marco esta´ motivado por la necesidad de resolver
problemas en los espacios de Banach, en donde las nociones esta´ndar de operador resolvente y
proximal ya no son apropiadas, asi como por consideraciones nume´ricas en los espacios euclidianos,
ya que algunos operadores proximales pueden ser ma´s fa´ciles de implementar en la forma Bregman
o incluso, algunas de las funciones pueden tener propiedades ma´s explotables cuando se examinan
a trave´s de las distancias de Bregman [Bauschke et al., 2016; Combettes & Van Nguyen, 2015;
Van Nguyen, 2017]. Como u´ltima palabra, vale la pena mencionar que au´n sigue siendo un gran
desaf´ıo construir teor´ıas equivalentes so´lidas que permitan derivar algoritmos estables en el vasto






Revisio´n del ana´lisis convexo
El problema matema´tico subyacente que se aborda en esta tesis se situ´a en el a´rea de la opti-
mizacio´n matema´tica, cuyo objetivo fundamental en l´ıneas generales, es la bu´squeda de la mejor
decisio´n de entre muchas alternativas. Matema´ticamente, esto puede reducirse al estudio del pro-
blema del mı´nimo, es decir:
Dado un conjunto arbitrario X , ∅ y una funcio´n f : X → R = R ∪ {±}, el objetivo es
encontrar el min{ f (x) : x ∈ X}, donde argmin{ f (x), x ∈ X} representa el punto donde f
toma dicho valor mı´nimo.
Vemos claramente que en este problema la finalidad es “encontrar el mı´nimo valor de f (x)
cuando x var´ıa en el conjunto X”. Entender bien esta u´ltima frase encerrada entre comillas es
trascendental para responder preguntas del tipo: ¿Existe un x ∈ X tal que mı´n{ f (x) : x ∈ X}
tambie´n exista?.. y si la respuesta es positiva entonces ¿como encontrar el valor de x?.. y si la
respuesta es negativa ¿ser´ıa posible reemplazar mı´n{ f (x) : x ∈ X} por ı´nf{ f (x) : x ∈ X}?
La respuesta a estas interrogantes sin duda radica en la estructura del conjunto X, es decir,
dado
f : X→ R
donde el conjunto de partida puede ser:
X → conjunto
→ espacio con una Nocio´n de convergencia
→ espacio Topolo´gico
→ espacio Me´trico
→ espacio de Banach
→ espacio de Hilbert
→ Rn
La situacio´n ma´s insignificante tendr´ıa lugar cuando X es un conjunto arbitrario sin ninguna
estructuta en particular, en cuyo caso en realidad no hay mucho que hacer. Por otro lado, la
situacio´n ma´s completa tendr´ıa lugar cuando X = Rn, en donde se aplican todas las reglas del
ana´lisis 1 y 2 y cuyo estudio termina dentro de ese contexto. Ubique´monos a continuacio´n en el
caso abstracto cuando X es un espacio con una nocio´n de convergencia.
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Definicio´n A.1. Dado un conjunto X diferente del vac´ıo (de aqu´ı en adelante esto quedara´ impl´ıci-
to), una nocio´n de convergencia en X es cualquier subconjunto de Suc(X) × X, donde
Suc(X) = {S : N→ X}
Una observacio´n a tener en cuenta en esta definicio´n es que tal subconjunto puede ser cualquiera,
por ejemplo, sucesiones constantes que convergen a otro valor, sucesiones que tienen infinitos
l´ımites, etc. Veremos que todo lo que mencionamos a continuacio´n funcionan perfectamente en
este contexto.
Definicio´n A.2. Un subconjunto K ⊆ X se dice que es compacto (por sucesiones) si cada sucesio´n
definida en K admite una subsucesio´n que converge a un elemento en K.
Definicio´n A.3. Sea f : X→ R una funcio´n, se dice
Continua, si para cada sucesio´n: xn → x∞ en X vale
f (xn) → f (x∞).
Semicontinua inferiormente (s.c.i.), si para cada sucesio´n: xn → x∞ en X vale
l´ım inf
n→∞ f (xn) ≥ f (x∞).
Estas definiciones conducen automa´ticamente al teorema de Weierstrass.
Teorema A.1 (Teorema de Weierstrass). Sea f : X→ R una funcio´n, supongamos que
(i) X es compacto.
(ii) f es s.c.i.,
ambos, (i) y (ii) respecto a la misma nocio´n de convergencia; entonces existe
min{ f (x) : x ∈ X}.
Demostracio´n. Denotemos por I := in f { f (x) : x ∈ X}, este existira´ necesariamente en R ∪ {−∞}.
Del ana´lisis en R sabemos que existe {yn} ⊆ f (X) tal que
yn → I .
Por la definicio´n de ima´gen, existe {xn ⊆ X} tal que yn = f (xn). Por otro lado, dado que X es
compacto, existe xnk → x∞. Entonces,
I ≤ f (x∞) ≤ l´ım inf
k→∞
f (xnk ) = l´ım inf
k→∞
ynk = l´ım
n→∞ yn = I .
Por lo tanto I = f (x∞), y de aqu´ı tenemos que I ∈ R. 
Existe una versio´n generalizada del teorema de Weierstrass, el cua´l se desprende de la siguiente
definicio´n.
Definicio´n A.4. Se dice que una funcio´n f : X→ R es coerciva si
∃K ⊆ X compacto / in f { f (x) : x ∈ K} = in f { f (x) : x ∈ X}.
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Corolario A.1. Si f : X→ R es coerciva y s.c.i., entonces existe el mı´nimo.
Demostracio´n. Se desprende inmediatamente de la condicio´n
ı´nf
x∈X
f (x) = ı´nf
x∈K




Corolario A.2. Si f : X→ R es s.c.i. y existe un subnivel ⋓ = {x ∈ X : f (x) ≤ M} contenido en
un compacto y no vac´ıo, es decir
∃M ∈ R, ∃K ⊆ X compacto / ∅ , {x ∈ X : f (x) ≤ M} ⊆ K.
Entonces, existe el mı´nimo.
Demostracio´n. Se desprende inmediatamente del corolario anterior aplicado a este compactoK. 
Como observacio´n general debemos mencionar que una respuesta al problema de encontrar el
mı´nimo, se reduce entonces al teorema de Weierstrass, es decir; la astucia esta en encontrar una
nocio´n de convergencia respecto al cua´l se satisfagan las dos hipo´tesis del teorema de Weierstrass
A.1, el cua´l debemos mencionar que no es un asunto trivial ya que dichas hipo´tesis son antite´ticas
en el sentido que:
si tengo tantas sucesiones convergentes, entonces (i) es fa´cil y (ii) es dif´ıcil,
si tengo pocas sucesiones convergentes, entonces (ii) es fa´cil y (i) es dif´ıcil,
Pero, ¿que sucede si ya no se cumple el teoremaWeierstrass?. Entonces, la respuesta al problema
en cuestio´n dependera´ de las condiciones particulares que definen dicho problema. Sin embargo,
en esta tesis nos centraremos principalmente en el problema de encontrar el mı´nimo cuando X =
Rn es el espacio euclideano, el cua´l es un buen cuadro para la formulacio´n de los problemas de
optimizacio´n sobre el cua´l estamos interesados y, que adema´s, permite cubrir muchas aplicaciones
de intere´s en diferentes campos de las ciencias e ingenier´ıa donde a veces es innecesario el estudio
en espacios de dimensio´n infinita. Por lo tanto, a continuacio´n hacemos un breve repaso de los
principales resultados del ana´lisis convexo en Rn. Todo el contenido que viene a continuacio´n esta
basado en los trabajos desarrollados en [Barbu & Precupanu, 2012; Ekeland & Temam, 1999;
Hiriart-Urruty & Lemare´chal, 2013], y as´ı como en una de las obras “fundadoras”, la de R. Tyrrell
Rockafellar [Rockafellar, 2015].
A.0.1. Conjuntos convexos
Sean X un espacio vectorial real, C y D subconjuntos de X, z ∈ X y λ ∈ R. Tenemos los
siguientes conjuntos especiales:
◮ C +D = {x + y/x ∈ C, y ∈ D}.
◮ C − D = {x − y/x ∈ C, y ∈ D}.
◮ z + C = {z} + C.
◮ C − z = C − {z}.
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◮ λC = {λx/x ∈ C}.





◮ Λz = λ{z} = {λz/λ ∈ Λ}.
Asi tambie´n, si ahora tomamos u ∈ X \ {0} decimos que C es un “rayo”, o una “linea” si
C = R+u o C = Ru
respectivamente. Veamos ahora algunos conjuntos ma´s elaborados
Definicio´n A.5. Sea X un espacio vectorial real. Decimos que un subconjunto A de X es un
subespacio af´ın si
A , ∅ y αx + (1 − α)y ∈ A
para todo x, y ∈ A y para todo α ∈ R
Una forma de entender esta definicio´n es ver a un espacio af´ın como aquel que contiene a todas
las rectas que pasan por dos cualesquiera de sus puntos x e y.
Por otro lado, como A , ∅, del algebra lineal sabemos que la interseccio´n de todos los subes-
pacios vectoriales (llamado tambie´n “lineales”) conteniendo a A, i.e., el subespacio vectorial ma´s
pequen˜o de X conteniendo a A es llamado el span de A el cua´l es denotado por span(A). De
manera ana´loga, dado que la interseccio´n de subespacios afines es nuevamente un subespacio afin,
y adema´s el conjunto de los subespacios afines que contienen a A es no vac´ıo (ya que X es uno de
tales), entonces la siguiente definicio´n tiene sentido.
Definicio´n A.6. La envolvente af´ın de un subconjunto A, denotado por ς(A), es el ma´s pequen˜o
subespacio af´ın conteniendo a A.




 n ∈ N, x = n∑
i=1






Definicio´n A.7. Sea X un espacio vectorial real. Un subconjunto C de X es convexo si
αx + (1 − α)y ∈ C
para todo x, y ∈ C y para todo α ∈ [0, 1].
Dicho de otro modo, un subconjunto convexo contiene siempre el segmento [x, y] que une dos
de sus puntos x e y.












La figura A.1 representa el simplex s3 de R
3.
Definicio´n A.9. Llamamos combinacio´n convexa de “n” puntos {xi}i=1,··· ,n a todo punto x





con α ∈ sn.
Figura A.1: El simplex de R3.
Se puede demostrar ra´pidamente que una
combinacio´n convexa de n puntos puede ser cal-
culada recursivamente por n − 1 conbinaciones
convexas de 2 puntos; lo cua´l demuestra que en
la definicio´n A.7, podemos reemplazar de ma-
nera equivalente la combinacio´n convexa de 2
puntos por n puntos arbitrarios. De hecho, en
un espacio de dimensio´n finita n, es inu´til con-
siderar las combinaciones convexas de ma´s de
n + 1 puntos, como lo demuestra el teorema de
Caratheodory el cua´l se desprende inmediata-
mente del siguiente lema:
Lema A.1 (Caratheodory). En un espacio vec-
torial de dimensio´n finita n, todas las combinaciones convexas de m puntos con m > n+ 1 se puede
reducir a una combinacio´n convexa de n + 1 puntos como ma´ximo.
Demostracio´n. Ver [Cohen, 2000]. 
Definicio´n A.10. Sea X un espacio vectorial real. La envolvente convexa de un subconjunto
A de X, es el ma´s pequen˜o conjunto convexo (en el sentido de la inclusio´n) que contiene a A, el
cua´l es denotado por C onv(A).
Notemos que la construccio´n de la envolvente convexa propuesta en la definicio´n A.10 (in-
terseccio´n de convexos conteniendo a A) es una construccio´n “externa”. El teorema que viene a
continuacio´n propone una construccio´n “interna”.
Teorema A.2. La envolvente convexa de A es igual a conjunto formado por las combinaciones
convexas de los elementos del mismo A.
Demostracio´n. Ver [Cohen, 2000]. 
Ahora estamos listos para enunciar el teorema de Caratheodory.
Teorema A.3 (Caratheodory’s theorem). En un espacio vectorial de dimensio´n n, la envolvente
convexa de un subconjunto A es igual al conjunto de las combinaciones convexas de n + 1 puntos
de A.
Demostracio´n. Este teorema es un simple corolario del lema A.1. 
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Cuando X es un espacio de Hilbert Rn, existe una clase de conjuntos muy importante que
jugara´n un papel esencial en la formulacio´n de restricciones de desigualdad, estos son los “conos”.
Decimos que C es un “cono” si;
C = R+C, (A.1)
Un cono es, por lo tanto, una unio´n de semirectas cerradas desde el origen. La figura A.2 representa
un cono en R3 (de aquellos no convexos).
Figura A.2: Un cono no convexo de R3.
Es fa´cil observar que Rn es tambie´n un cono,
adema´s que los subespacios vectoriales son tam-
bie´n conos y la interseccio´n de una familia de
conos es nuevamente un cono. Por lo tanto, te-
nemos la siguiente definicio´n:
Definicio´n A.11. Sea C un subconjunto de Rn.
La envolvente co´nica de C es la interseccio´n
de todos los conos en Rn que contienen a C,
i.e., el ma´s pequen˜o cono en Rn conteniendo a
C. Este viene denotado por cone(C). De igual
modo, la envolvente co´nica cerrada de C es
el ma´s pequen˜o cono cerrado en Rn conteniendo
a C y viene denotado por cone(C).
Recordemos ahora que el interior de un sub-
conjunto C de Rn puede ser expresado como
int(C) = {x ∈ C/(∃ρ ∈ R++) B(0; ρ) ⊂ C − x}. (A.2)
A.0.2. Funciones convexas
En cierta medida, este tema esta estrechamente relacionada con la seccio´n anterior (conjuntos
convexos) ya que en efecto, podemos asociar a una funcio´n convexa un subconjunto convexo de
Rn×R llamado “ep´ıgrafo”, el cua´l es convexo si y solamente si la funcio´n es convexa; inversamente,
podemos asociar a un subconjunto de Rn conformado por funciones a valores en la recta extendida
que son convexos si (o si y solo si) dicho subconjunto es convexo.
Definicio´n A.12. Sea f : Rn → R una funcio´n, tenemos que:
La gra´fica de f esta dada por:
gra( f ) = {(x, ξ) ∈ Rn × R | f (x) = ξ}.
El ep´ıgrafo de f es el subconjunto:
epi( f ) = {(x, ξ) ∈ Rn × R | f (x) ≤ ξ}.
El ep´ıgrafo estricto de f es el subconjunto:
epis( f ) = {(x, ξ) ∈ Rn × R | f (x) < ξ}.
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El conjunto de nivel inferior de f de altura ξ ∈ R es:
lev≤ξ f = {x ∈ Rn | f (x) ≤ ξ} .
El conjunto de nivel inferior estricto de f de altura ξ ∈ R es:
lev<ξ f = {x ∈ Rn | f (x) < ξ} .
Una observacio´n a tener en cuenta es que, aunque estamos considerando a las funciones tomando
valores en R, hemos definido el ep´ıgrafo, el ep´ıgrafo estricto y la gra´fica de f como subconjuntos
de Rn ×R y no de Rn ×R. Antes de definir a las funciones convexas, presentemos el siguiente lema.
Lema A.2. Sea f : Rn → R una funcio´n. Tenemos epi( f ) es convexo si y solamente si epis( f ) es
convexo.
La demostracio´n del lema es inmediato, pasemos entonces a definir a las funciones convexas.
Definicio´n A.13 (Funcio´n Convexa). Sea f : Rn → R una funcio´n. Decimos que f es una
funcio´n convexa si su ep´ıgrafo es convexo.
Notemos ra´pidamente que gracias al lema A.2 es posible dar una definicio´n equivalente de
funcio´n convexa utilizando el ep´ıgrafo estricto, ma´s aun; si (x, f (x)) y (y, f (y)) pertenecen a epi( f )
y si f es convexo entonces para todo α ∈ [0, 1] tendremos
(αx + (1 − α)y, α f (x) + (1 − α) f (y)) ∈ epi( f )
adema´s, ∀x, y ∈ Rn y ∀α ∈ [0, 1] se tiene
f (αx + (1 − α)y) ≤ α f (x) + (1 − α) f (y). (A.3)
Reciprocamente, si (A.3) es verdad, se deduce fa´cilmente que epi( f ) es convexo, donde (A.3)
puede ser tomado tambie´n como la definicio´n de la convexidad de una funcio´n f (caso que es ma´s
frecuente en la literatura). Veamos a continuacio´n dos definiciones ligadas a las funciones convexas.
Definicio´n A.14. Sea f : Rn → R una funcio´n.
Decimos que f es una funcio´n concava si − f es convexa.
Decimos que f es una funcio´n af´ın si y solo si esta es a la vez convexa y concava.
Introduzcamos ahora los refinamientos siguientes.
Definicio´n A.15. Una funcio´n f : Rn → R es estrictamente convexa si ella es convexa y si
la desigualdad estricta tiene lugar en la definicio´n A.3 cuando x , y y α ∈]0, 1[.
Definicio´n A.16. Una funcio´n f : Rn → R es fuertemente convexa (de mo´dulo b) si ∃b > 0 :
∀x, y ∈ Rn y ∀α ∈ [0, 1],




Una funcio´n fuertemente convexa sera´ siempre estrictamente convexa, pero el rec´ıproco no es
siempre verdad. Si bien la funcio´n f que estamos estudiando toma valores en R, nosotros estamos
interesados en los conjuntos donde f toma valores finitos. veamos entonces la siguiente definicio´n
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Figura A.3: Una funcio´n s.c.i., una modificacio´n no s.c.i., los conjuntos de nivel y sus ep´ıgrafos asociados.
Definicio´n A.17. Sea f : Rn → R una funcio´n, el dominio de f esta dada por:
dom( f ) = {x ∈ Rn | f (x) < +∞} .
Proposicio´n A.1. Sea f : Rn → R una funcio´n convexa. Entonces, su dominio dom( f ) es un
conjunto convexo.
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
La teor´ıa de las funciones convexas es ma´s poderosa en presencia de la semicontinuidad inferior.
Una propiedad clave de las funciones convexas semicontinuas inferiormente es que a estas se les
puede asociar un minorante af´ın continuo.
Definicio´n A.18. Decimos que una funcio´n es semicontinua inferiormente (s.c.i.) en un
punto x, si
f (x) ≤ l´ım inf
y→x f (y).
La s.c.i. nos dice que la funcio´n puede ser discontinua en x, pero solo se permiten discontinuida-
des “hacia abajo”. El gra´fico A.3 ilustra geome´tricamente el concepto de semicontinuidad inferior,
vemos en el gra´fico izquierdo una funcio´n s.c.i. (no convexa) y (a la derecha) una modificacio´n de
esta funcio´n que ya no es ma´s s.c.i.. Se observa claramente que los conjuntos de nivel (en gris sobre
el eje horizontal) son cerrados para la versio´n s.c.i. pero no lo son para su modificacio´n el cua´l
tampoco es s.c.i.. Para este u´ltimo, se observa adema´s que el mı´nimo de la funcio´n no puede ser al-
canzado, lo cua´l supone la importancia de la s.c.i. para la teor´ıa de la optimizacio´n. Ana´logamente,
el ep´ıgrafo es cerrado para la funcio´n s.c.i. mientras que para su versio´n no s.c.i. no necesariamente
lo es. Estas observaciones son introducidas formalmente en el siguiente teorema.
Teorema A.4. Para una funcio´n f : Rn → R (no necesariamente convexa), las siguientes propo-
siciones son equivalentes:
f es s.c.i.
su ep´ıgrafo es cerrado.
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sus conjuntos de nivel son cerrados.
Demostracio´n. Ver [Cohen, 2000]. 
Definicio´n A.19. El conjunto de las funciones convexas y s.c.i. definidas de Rn en R es denotado
por Γ(Rn), es decir:
Γ(Rn) de f= { f : Rn → R / f es convexa y s.c.i.}.
Si bien, el conjunto Γ(Rn) es cerrado bajo muchas operaciones importantes como por ejemplo,
bajo la multiplicacio´n de nu´meros reales estrictamente positivos, sin embargo, este posee debilida-
des en las funciones f tales que −∞ ∈ f (Rn) como lo demuestra la siguiente proposicio´n.
Proposicio´n A.2. Sea f ∈ Γ(Rn) y suponga que −∞ ∈ f (Rn). Entonces f no tiene valor real en
ninguna parte, es decir, f (Rn) ⊆ {−∞,+∞}.
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
Esta proposicio´n muestra que las funciones convexas y s.c.i. no propias son de uso limitado.
Por el contrario, las funciones propias, convexas y s.c.i. son las mas usadas y es en este tipo de
funciones sobre el cua´l estamos interesados. Esto motiva las siguientes definiciones.
Definicio´n A.20. Decimos que una funcio´n f : Rn → R es propia si −∞ < f (Rn) y dom( f ) , ∅.
Definicio´n A.21. El conjunto de las funciones propias, s.c.i y convexas de Rn en R es denotado
por Γ0(Rn).
Como mencionamos lineas arriba, una propiedad clave de las funciones en Γ0(Rn) es que cada
una de ellas posee un minorante afin continuo. Para ver esto, requerimos la siguiente definicio´n:
Definicio´n A.22 (Continuous affine minorant). Un “minorante af´ın cont´ınuo” de una fun-
cio´n f : Rn → R esta definido por,
un “coeficiente director” m ∈ Rn, y
una “ordenada en el origen” α ∈ R,
tales que ∀y ∈ Rn se cumpla
f (y) ≥ 〈m, y〉 + α, (A.4)
donde se dice que este minorante es “exacto” en x ∈ dom( f ) si la igualdad en (A.4) tiene lugar
cuando y = x, del cual obtenemos α = f (x) − 〈m, x〉 y por lo tanto, la desigualdad (A.4) podemos
reescribirlo como
f (y) ≥ 〈m, y − x〉 + f (x) (A.5)
Teorema A.5. Sea f ∈ Γ0(Rn). Entonces, f posee un minorante afin continuo. Ma´s precisamente,
(∀y ∈ Rn)(∃x ∈ dom( f ))(∃m ∈ Rn)/ f (y) ≥ 〈m, y − x〉 + f (x) (A.6)
Demostracio´n. Ver [Heinz H. Bauschke, 2017]. 
Corolario A.3. Sea f ∈ Γ0(Rn). Entonces, f es acotado inferiormente sobre cada subconjunto no




Introduccio´n a los Procesos Estoca´sticos
En esta seccio´n, el objetivo sera´ representar mediante un modelo matema´tico el estado de un
sistema en funcio´n de un para´metro y el azar. Por lo tanto, si hacemos intervenir el “azar” en la
forma axiomatizada habitual de un espacio probabil´ıstico (Ω, F ,), y si t denota dicho para´metro,
entonces el modelo matema´tico buscado se presenta tan naturalmente como una funcio´n
(ω, t) X(ω, t)
definido en el espacio Ω× T y a valores sobre un espacio E el cua´l describe los estados posibles
del sistema. Esto motiva la siguiente definicio´n:
Definicio´n B.1. Sea (Ω, F ,) un espacio de probabilidad, T un conjunto no vac´ıo, y (E, E) un
espacio medible. Un proceso estoca´stico definido sobre el espacio (Ω, F ,) y con valores en
(E, E) es una funcio´n X definida sobre el espacio Ω × T que toma valores en E, tal que para cada
t ∈ T, la funcio´n
ω Xt(ω)
sea medible de (Ω, F ) en (E, E)
El conjunto T sera´ llamado el conjunto de para´metros del proceso estoca´stico y al nivel inter-
pretativo, este puede ser en general por ejemplo el tiempo, posiciones espaciales o espacio-tiempo,
etc. En algunos casos sera´ necesario suponer que con T viene asociado un espacio medible (T,T)
y en otros casos un espacio topolo´gico (T,B(T)), en general, T es del todo arbitrario. Todo esto
hasta el momento en que introduzcamos las filtraciones ; con la introduccio´n de este concepto,
restringiremos la atencio´n al caso cuando T ⊆ [0,∞〉, T = B(T) e interpretaremos a T como el
conjuntos de los tiempos. Todo el desarrollo avanzado de la tesis tendra´ lugar cuando T = [0,∞〉
(o T = [0, t0]), sin embargo, es conceptualmente interesante observar estos primeros pa´rrafos en
una forma ma´s general para el cual supondremos solo que T es un conjunto no vacio. El espacio
(Ω, F ,) es llamado a veces el espacio de probabilidad subyacente del proceso, mientras (E,B(E))
es el espacio de estados o espacio fase.
Si analizamos detenidamente la definicio´n B.1, este presenta numerosas observaciones:
Observacio´n:
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(a) Del mismo modo que la nocio´n de variable aleatoria era relativo a una estructuta de espacio
medible (Ω,A) y no a un espacio medido (Ω,A,), la nocio´n de proceso estoca´stico no exige
verdaderamente definir una ley de probabilidad , esta ley sera´ introducida ma´s adelante
cuando ya tengamos claro el espacio donde se desarrollan dichos procesos estoca´sticos.
(b) Nosotros hemos definido un proceso estoca´stico como una funcio´n X : Ω × T → E , sin
embargo, este tambie´n puede ser visto desde dos puntos de vista complementarios:
Como una aplicacio´n que a cada t > 0 fijo asocia una v.a X(ω, t) = Xt(ω), el cua´l describe
el estado del sistema en el instante t; en este caso el proceso estoca´stico es una familia
(Xt)t∈T de v.a., y en consecuencia como una aplicacio´n de T en el conjunto de variables
aleatorias con valores en E .
Como una aplicacio´n que a cada ω ∈ Ω fijo asocia una entera trayectoria X(ω, t) = Xω(t)
del proceso (una aplicacio´n ω 7→ (t 7→ Xω(t))); en este segundo caso el proceso estoca´sti-
co consiste en el conjunto(pesado) de todas las trayectorias posibles del proceso. Debe-
mos advertir que en esta u´ltima interpretacio´n, los procesos estoca´sticos se presentan
como una variable aleatoria que toma valores en el conjunto de las trayectorias, es decir
como una “funcio´n aleatoria”; sin embargo, esta nocio´n no es muy correcta desde el
punto de vista matema´tico pues faltar´ıa definir un σ − algebra sobre el conjunto de las
trayectorias.
Estos dos puntos de vista son sustancialmente equivalentes y vienen adoptados segu´n la
necesidad o condiciones del feno´meno. Cualquiera que sea el caso, dado que un proceso
estoca´stico es una funcio´n sobre Ω × T, es necesario por lo tanto saber bajo que condiciones
este conjunto es medible. Esto nos permite dar la siguiente definicio´n:
Definicio´n B.2. Supongamos que T esta equipado con un σ − algebra T . Se dice que el
proceso X (indexado por el espacio de medida (T,T)) es MEDIBLE si la aplicacio´n
X : Ω × T→ E
X(ω, t) := Xt(ω)
es (F ⊗ T , E)−medible.
Sobre el espacio producto Ω×T, F ⊗T es el σ−algebra PRODUCTO, es decir el σ−algebra
generado por los productos cartesianos del tipo A × B, con A ∈ F y B ∈ T . Se observa
claramente que en esta definicio´n, cuando T es numerable finito, el σ − algebra T puede ser
elegido como 2T, y aqu´ı, todos los procesos estoca´sticos sera´n medibles.
Pero: ¿para que sirve tal medida que acabamos de definir en B.2? Directamente de esta defini-
cio´n se tiene que, para cada subconjunto finito de indices (t1, · · · , tn), la funcio´n
X(t1,··· ,tn) : Ω→ En
ω 7→ (Xt1(ω), · · · , Xtn(ω))
es (F , ⊗nE)−MEDIBLE. De aqu´ı tenemos la siguiente definicio´n.
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Definicio´n B.3 (FDD). Sean t1 < · · · < tn ∈ T, la funcio´n
ω 7→ (Xt1(ω), · · · , Xtn(ω))
es medible de (Ω, F ) en (En, ⊗nE). Las leyes de estos vectores (leyes ima´genes de  respecto a estas
aplicaciones) se llaman distribuciones de dimensio´n finita (FDD) del proceso:
(Xt1,··· ,Xtn ) = X(t1,··· ,tn)()
La definicio´n B.3 tiene una interpretacio´n fisica bastante interesante, esto es, de experimentos
o simulaciones nume´ricas, por lo general solo podemos obtener informacio´n sobre las FDDs del
proceso. Por lo tanto, es necesario preguntar: ¿Las FDDs de un proceso estoca´stico son suficientes
para determinar un proceso estoca´stico de manera u´nica?, ¿Bajo que condiciones dos procesos
describen el mismo feno´meno? y por otra parte: dado un feno´meno natural, ¿como usaremos las
observaciones emp´ıricas para construir un proceso que describa tal feno´meno?
La respuesta a la primera pregunta es afirmativa para procesos con trayectorias cont´ınuas, pero,
para procesos en general esto no es verdad, volveremos a esto ma´s adelante. La respuesta cla´sica a
las dos u´ltimas preguntas es la siguiente. Para todos los sistemas finitos de instantes t1, t2, · · · , tn,
supongamos que es posible determinar el estado del proceso en estos momentos con una precisio´n
arbitraria. Efectuando un gran nu´mero de experiencias independientes, podemos entonces evaluar
con una precisio´n arbitraria las probabilidades del tipo
(Xt1 ∈ A1, · · · , Xtn ∈ An) con (A1, · · · , An ∈ E).
De aqu´ı, tenemos la siguiente definicio´n:
Definicio´n B.4.
Dos procesos estoca´sticos X = (Xt)t∈T y Y = (Yt)t∈T (definidas no necesariamente sobre el mis-
mo espacio) se dice que son equivalentes si tienen las mismas distribuciones de dimensio´n
finita.
Dos procesos estoca´sticos X = (Xt)t∈T y Y = (Yt)t∈T (definidas sobre el mismo espacio) se dice
que son modificacio´n (o versio´n) uno del otro, si para cada t ∈ T tenemos
(Xt = Yt) = 1,
es decir, si sus trayectorias coinciden casi seguramente.
Dos procesos estoca´sticos X = (Xt)t∈T y Y = (Yt)t∈T (definidas sobre el mismo espacio) se dice
que son indistinguibles si
(Xt = Yt ∀ t ∈ T) = 1,
es decir, si todas sus trayectorias de los dos procesos coinciden en cada t, con la posible
excepcio´n de un subconjunto de medida nula.
Las tres definiciones son bastante diferentes. Por ejemplo, es fa´cil ver que dos procesos indis-
tinguibles son modificacio´n uno del otro y tambie´n son equivalentes, pero el viceversa no es cierto,
es decir, dos procesos que son equivalentes no son indistinguibles. En efecto, sean
Nt = {Xt = Yt}, t > 0
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Figura B.1: Ima´gen intuitiva de un conjunto cil´ındrico.
N = {Xt = Yt, ∀ t > 0} =
⋃
Nt
la indistinguibilidad requiere que (N) = 0 y por lo tanto tambie´n (Nt) = 0, ∀t > 0, es decir
implica la equivalencia. La simple equivalencia, por el contrario, requiere solo que (Nt) = 0, ∀t > 0,
pero esto no es suficiente para tener que (N) = (⋃ Nt) = 0 a causa del hecho que el conjunto de
los t > 0 es no numerable. De manera ana´loga, dos procesos equivalentes no necesariamente son
modificacio´n uno del otro.
B.0.1. Construccio´n Formal de la Estructura Probabil´ıstica de un Pro-
ceso Estoca´stico
Consideremos un proceso estoca´stico X = (Xt)t∈T medible, con
Xt : (Ω, F ) → (E, E)
con (E, E) un espacio medible para cada t ∈ T. Como dijimos anteriormente, este puede ser
visto como una variable aleatoria:
X : (Ω, F ,) → (ET, E⊗T)
ω → X(ω) : T→ E
t → Xt(ω)
donde obviamenete ET = L(T, E). Para garantizar que X sea efectivamente una variable alea-
toria, debemos asegurarnos que esta sea (F , E⊗T)−MEDIBLE.
Construccio´n del σ−algebra E⊗T
Hab´ıamos definido el σ−algebra producto solo en el caso de un nu´mero finito de σ−algebras,
mientras que aqu´ı, en general tenemos que |T| ≥ ℵ0.
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Indiquemos con Υ al conjunto de todas las n − uplas ordenadas τ = (t1, · · · , tn) de elementos
de T tales que ti , t j para cada i , j, con i, j = 1, · · · , n.
Indiquemos con E⊗n el σ−algebra producto de n copias de E.
Dados un τ = (t1, · · · , tn) ∈ Υ y un B ∈ E⊗n consideremos el conjunto
C(τ, B) ⊂ ET
de todas las funciones f : T→ E tales que
( f (t1), · · · , f (tn)) ∈ B.
Este conjunto es conocido con el nombre de conjunto cil´ındrico (con base B y coordenadas
t1, · · · , tn). La figura (B.1) muestra una gra´fica intuitiva de este conjunto.
Sea A0 la familia de todos los conjuntos cil´ındricos C(τ, B), con n ∈ N, τ = (t1, · · · , tn) ∈ Υ y
B ∈ E⊗n. La familia A0 es un algebra de ET. En efecto, sin ahondar mucho en detalles tenemos:
ET ∈ A0 para esto es suficiente tomar τ = (t1) y B = E luego ET = C(τ, B).
El complemento de un conjunto de la forma {( f (t1), · · · , f (tn)) ∈ B} es el conjunto cil´ındrico
{( f (t1), · · · , f (tn)) ∈ Bc}, luego si C(τ, B) ∈ A0 entonces tambie´n (C(τ, B))c ∈ A0.
La u´ltima propiedad es un poco extensa de escribir en general, pero es obvia si se piensa, por
ejemplo, en el caso particular de los dos conjuntos cil´ındricos { f (t1) ∈ B1} y { f (t2) ∈ B2},
con τ = (t1, t2) y B1, B2 ∈ E, cuya interseccio´n es el conjunto {( f (t1), f (t2)) ∈ B1 × B2} el cua´l
claramente pertenece a A0.
De aqu´ı, tenemos que E⊗T sera´ el ma´s pequen˜o σ−algebra de ET que contiene a A0. Entre los
elementos de E⊗T estan por supuesto, aquellos de las forma:
{ f ∈ ET : f (ti) ∈ Bi, ∀i ∈ N} (B.1)
donde {ti} es una sucesio´n de elementos de T, {Bi} es una sucesio´n de elementos de E (son
intersecciones numerables de conjuntos cil´ındricos).
Ley de un Proceso Estoca´stico
Dado un proceso estoca´stico X = (Xt)t∈T definido sobre un espacio de probabilidad (Ω, F ,) y
con valores en el espacio medible (E, E). Tenemos la siguiente proposicio´n:
Proposicio´n B.1. La aplicacio´n
ω 7→ X .(ω) (B.2)
definida de (Ω, F ) en (ET, E⊗T) es medible, y por lo tanto, (ET, E⊗T,X) es un espacio de probabi-
lidad el cua´l esta caracterizada por sus valores sobre los conjuntos cil´ındricos, es decir:
X(C(τ, B)) = ((X1, · · · , Xn) ∈ B)
para cada τ = (t1, · · · , tn) ∈ Υ y B ∈ E⊗n.
Demostracio´n. Ver [Baldi, 2001]. 




Ahora supongamos que T es un intervalo de R, ma´s precisamente,
T = [0,∞).
Definicio´n B.6.
(a) Llamamos filtracio´n en (Ω, F ,) a una familia (Ft)t∈∈T de σ−algebras de conjuntos de Ω,
Ft ⊆ F para cada t ∈ T, que sea creciente: Fs ⊂ Ft si s < t ∈ T.
(b) Un proceso X = (Xt)t∈T definido sobre un espacio de probabilidad (Ω, F ,) y con valores en
el espacio medible (E, E) se dice que es adaptado a la filtracio´n (Ft)t∈∈T si para cada t ∈ T,
la funcio´n Xt es medible de (Ω, Ft) en (E, E).
Conluimos este cap´ıtulo exhibiendo la completacio´n de una filtracio´n. Decimos que un conjunto
N ⊂ Ω es “insignificante” respecto a (Ω, F ,) si ı´nf{ [B] : B ∈ F , N ⊂ B} = 0, es decir, si
existe B ∈ F tal que N ⊂ B y  [B] = 0. Indicamos con N a la clase de todos los conjuntos
insignificantes respecto a (Ω, F ,). Una filtracio´n (Ft)t∈∈T por lo tanto sera´ completa si cada Ft
contiene a N . Este pequen˜o detalle te´cnico en realidad es muy importante ya que de otro modo
se crean muchas complicaciones un poco innaturales. De aqu´ı en adelante cuando hablamos de




Lista de algoritmos en Matlab












C.2. Algoritmos del Cap´ıtulo 5






Algoritmo: CVX (solucio´n real)
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Algoritmo: CVX (solucio´n VE)
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Algoritmo: CVX (solucio´n IP)
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