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Abstract
The steady flow of a Navier–Stokes fluid is analysed in a two-dimensional asymmetric unbounded
domain Ω˜ , having two outlets to infinity, namely a half-plane K and a semi-infinite channel Π−.
Assuming that Ω˜ differs from a symmetric domain Ω only by a small perturbation, we show the
existence of a unique solution to the Navier–Stokes system in Ω˜. The solution is obtained as a
perturbation of the symmetric solution and, at large distances in K , it takes the Jeffrey–Hamel form.
Curiously, our results are valid only if the flux Φ, besides being small, is directed from the half-plane
towards the semi-infinite channel, i.e. Φ is negative.
The main ingredients in our proofs are estimates in weighted spaces with detached asymptotics and
the study of a model problem resulting from the linearization around the symmetric solution which,
for non-zero flux, leads, in contrast to the linearization around the zero solution, to the absence of
compatibility conditions for the convective term and, for Φ < 0, to the domination of nonlinear terms
by the linear ones. We also provide some explicit examples of the domain perturbation.
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1. Formulation of the problem
Let Ω ⊂ R2 denote an unbounded plane domain, symmetric with respect to x1-axis in
Cartesian coordinates x = (x1, x2), i.e.
Ω = {x: (x1,−x2) ∈Ω}. (1.1)
Assume that, outside the ball BR0 = {x: |x| < R0}, Ω coincides with the union of the
semi-strip:
Π− =
{
x: x1 < 0, |x2|< 1
}
and the right half-plane:
K :=R2+ = {x: x1 > 0},
and suppose, for simplicity, that the boundary ∂Ω consists of two smooth curves.1
In Ω , we consider the Navier–Stokes problem and its different linearizations. In
particular, we deal with the (linear) Stokes problem:
−νxv(x)+∇xp(x)= f (x), x ∈Ω,
−∇x · v(x)= g(x), x ∈Ω,
v(x)= h(x), x ∈ ∂Ω, (1.2)
which we write shortly as
S(∇x)u= (f, g) in Ω, v = h on ∂Ω. (1.3)
Above, by S(∇x) we denote the differential operator matrix corresponding to the left-hand
side in Eqs. (1.2)1,2 and, as usual, ∇x = grad, ∇x · = div and x = ∇x · ∇x stands for the
Laplacian. The vector function u= (v,p) is composed of the velocity vector v = (v1, v2)
and the pressure field p. Moreover, f = (f1, f2), h= (h1, h2), and ν > 0 is the constant
viscosity of the fluid.
Let Ω˜ stand for an asymmetric domain obtained as a small perturbation of the
symmetric domain Ω , i.e. Ω˜ = κ(Ω) and κ :R2 →R2 is a diffeomorphism such that κ = I
outside the ball BR and κ − I is small in a certain sense (in other words, κ is almost equal
to the identity I). The change of variables
Ω˜  x˜ → x = κ−1(˜x) ∈Ω, (1.4)
turns the Navier–Stokes problem in Ω˜ into the perturbed Navier–Stokes problem in Ω ,
S(∇x) u+N(v, v)+ P(u)= (f, g) in Ω, v = h on ∂Ω, (1.5)
1 See Section 6 for a discussion of problems with piecewise smooth boundaries.
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where N(v, v) stands for the usual convective term:
N(v,w)= ((v · ∇x)w,0) (1.6)
and P is a non-linear operator resulting from the change of variables (1.4) and vanishing for
u= 0. Let us emphasize that the support of P(u) lays inside the ball BR∗ , with R∗ > R0.
The smallness of the domain perturbation is expressed by the estimate
∥∥P(u)− P(U);Hl−1(BR∗)2 ×Hl(BR∗)∥∥
 τ
∥∥u− U;Hl+1(BR∗)2 ×Hl(BR∗)∥∥(1+ ∥∥u;Hl+1(BR∗)2 ×Hl(BR∗)∥∥
+ ∥∥U;Hl+1(BR∗)2 ×Hl(BR∗)∥∥), (1.7)
where τ is a small parameter, l ∈N= {1,2, . . .} and Hl(Ξ) is the usual Sobolev space for
functions defined in the domain Ξ ⊂R2.
This paper is the second part of our investigation on two-dimensional aperture like
problems. In the first paper [17], we studied the Navier–Stokes flow in an asymmetric
domain similar to Ω˜ but where the perturbation from a symmetric domain was not
necessarily small. Making a hypothesis that the antisymmetric part of the fluid flow
dominates over the symmetric one, we showed the existence of a unique solution having
the required (physically reasonable) asymptotic behaviour. Perhaps somewhat curiously,
the data of the problem in [17] does not allow, as is usually the case in domains with outlets
to infinity, the prescription of the flux. In fact, the solution determines uniquely the flux at
infinity inK . In this paper, however, the domain perturbation being small, it is reasonable to
reduce the problem back to a symmetric domain and, consequently, consider a linearization
around a symmetric solution of the Navier–Stokes problem with a prescribed flux.
Let uf = (vf ,pf ) denote a solution to the homogeneous Stokes problem, i.e. problem
(1.2) with zero right-hand side, driving a unit flux from +∞ to −∞ in Ω . In Section 3, we
present an asymptotic form for uf which, according to (1.1), must satisfy the symmetry
condition:
v
f
1 (x1,−x2)= vf1 (x), vf2 (x1,−x2)=−vf2 (x), pf (x1,−x2)= pf (x).
(1.8)
We decompose the right-hand side (f, g,h) in (1.5) into its symmetric and antisymmet-
ric part:
(f, g,h)= (f s, gs, hs)+ (f a, ga,ha),
f s1 (x1,−x2)= f s1 (x), f a1 (x1,−x2)=−f a1 (x), f s2 (x1,−x2)=−f s2 (x),
f a2 (x1,−x2)= f a1 (x), gs(x1,−x2)= gs(x), ga(x1,−x2)=−ga(x),
hs1(x1,−x2)= hs1(x), ha1(x1,−x2)=−ha1(x), hs2(x1,−x2)=−hs2(x),
ha2(x1,−x2)= ha1(x) (1.9)
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and, by imposing different smallness restrictions on (f s, gs, hs) and (f a, ga,ha), look for
a solution to problem (1.5) with a prescribed flux Φ ∈R to infinity in the outlet K . Towards
this aim, we consider (1.5) as a perturbation of the linear problem:
S(∇x)u +N
(
vs, v
)+N(v, vs)= (f , g) in Ω,
v = h on ∂Ω, (1.10)
where us = (vs ,ps) denotes a symmetric solution to the Navier–Stokes problem in Ω ,
obtained as a small perturbation of the sum
uos +Φuf ,
with uos = (vos,pos) being a solution to problem (1.2) with the symmetric right-hand side
(f s, gs, hs).
SinceK can be understood as an angle with an opening π , general results of [5,14] show
that solutions to linear problems mentioned above take the following asymptotic form
v(x)= rΛV (ϕ)+ v˜(x), p(x)= rΛ−1P(ϕ)+ p˜(x), x ∈K \BR,
where Λ ∈ C, V and P are smooth functions on the closure of the arc Υ = (−π/2,π/2),
and v˜ and p˜ denote remainder terms decaying, in some sense, faster than O(rΛ) and
O(rΛ−1), respectively, as r →+∞. Clearly, if (rΛV, rΛ−1P) solves the homogeneous
Stokes problem in K , the total flux driven by the flow rΛV (ϕ) over the arc Υ can be non-
zero only if Λ=−1. The distinguishing feature of the nonlinear problem (1.5) is that the
convective term (1.6) becomes of the same asymptotic order as the linear ones which can
easily be seen from the identities:
−νxr−1V (ϕ)+∇xr−2P(ϕ)= r−3F(ϕ),(
r−1V (ϕ) · ∇x
)
r−1V (ϕ)= r−3F(ϕ), (1.11)
where F and F are some functions related to V and P . As a consequence, the non-
linear problem (1.5) cannot be considered as a perturbation of the linear problem (1.2)
in usual weighted spaces (Kondratiev’s spaces). Here, we employ the technique of
weighted spaces with detached asymptotics introduced in [8] and further developed
in [9,15,12,16,17,11].
As verified in [17], the solvability of the Stokes problem posed in these function spaces
is subject to two compatibility conditions. One of these conditions is fulfilled easily by
assuming that the functions (f, g,h) on the right-hand side decay sufficiently fast as
r →+∞. The second one creates a more serious obstacle for the solvability of the non-
linear problem (1.5). In [8,10,11] this obstacle was overcome by imposing symmetry
assumptions of the type (1.1) and (1.9)s , both on the domain Ω and on the functions
(f, g,h), that lead to automatic fulfilment of the compatibility condition (see also [1] for a
rather similar approach).
S.A. Nazarov et al. / J. Math. Pures Appl. 81 (2002) 781–810 785
Here, the crucial observation allowing us to deal with the second compatibility condition
is that for the linearized problem (1.10) this condition is absent! (A similar idea was
applied in [13] in a different geometrical situation.) Unfortunately, disappearance of the
compatibility condition is accompanied with another effect, i.e. instead of two power
solutions
(
r−1V (i−)(ϕ), r−2P (i−)(ϕ)
)
, i = 1,2,
of the model Stokes problem in K (see Lemma 2.1), the model problem in K for (1.10)
admits the (power) solutions:
(
rλ
−
i (Φ)V (i−)(Φ,ϕ), rλ
−
i (Φ)−1P (i−)(Φ,ϕ)
)
, i = 1,2,
λ−1 (Φ)=−1, λ−2 (Φ)=−1+ (2πν)−1Φ +O
(
Φ2
) (1.12)
(see Theorem 4.1). Now, if Φ > 0 (the flow is directed from the outlet Π− into the half-
space K), the linearization scheme followed here fails due to the power solution (1.12)1,
with i = 2. In fact, analogously to (1.11), one has:
−νxr−1+δV (ϕ)+∇xr−2+δP (ϕ)= r−3+δF (ϕ),(
r−1+δV (ϕ) · ∇x
)
r−1+δV (ϕ)= r−3+2δF(ϕ),
and, hence, the convective term dominates the linear ones at infinity for all δ > 0. On the
other hand, if Φ < 0 (and δ < 0) the convective term becomes dominated and one is able
to construct a solution to the nonlinear problem (1.5). Let us note that without symmetry
assumptions on the structure of the solutions, it still remains an open question whether there
exist (small or large) solutions of Jeffrey–Hamel type when Φ > 0. On the other hand, we
emphasize that, in contrast to [17], the Navier–Stokes problem remains well-posed with
respect to small perturbations of a prescribed flux Φ < 0; the negative flux corresponding
to the physical situation where the outlet becomes a sink for the fluid flow.
The paper is organized as follows. In Section 2, we present the basic properties of
weighted spaces with detached asymptotics and of the corresponding Stokes problem
operator (for a more detailed description, see [17]). In Section 3, we construct symmetric
solutions to the Navier–Stokes equations. Section 4 is devoted to the asymptotic analysis
of the spectral problem on the arc Υ leading to the asymptotic representations (1.12)2 for
the exponents of power solutions to problem (1.10). In Section 5, we apply a contraction
principle to prove existence and uniqueness of a small solution to problem (1.5). We
complete the paper with examples of non-symmetric domains, i.e. we clarify the change
of variables (1.4) and present solutions to the homogeneous Navier–Stokes problem with a
prescribed small flux Φ < 0. In particular, we conclude that our results, obtained here and
in [17], remain valid also if the domain has a piecewise smooth boundary even when the
perturbation occurs around angular points.
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2. Weighted spaces and detaching of asymptotics
Let l ∈N0 = N ∪ {0},m ∈ (1,∞) and β,γ ∈ R. By V l,mβ,γ (Ω) we denote the closure of
C∞0 (Ω¯) with respect to the weighted norm:
∥∥z;V l,mβ,γ (Ω)∥∥=
(
l∑
k=0
∥∥ρβ,γ−l+k∇kx z;Lm(Ω)∥∥m
)1/m
, (2.1)
where ∇kx z is the system of all kth order derivatives of the function z and ρβ,σ is a smooth
positive function in Ω¯ ,
ρβ,σ (x)= exp(β|x1|), x ∈Π− \ BR0,
ρβ,σ (x)= |x|σ , x ∈K \BR0 . (2.2)
For l ∈N, we define V l−1/m,mβ,γ (∂Ω) as the trace space equipped with the natural norm:∥∥ζ ;V l−1/m,mβ,γ (∂Ω)∥∥= inf{∥∥z;V l,mβ,γ (Ω)∥∥: z= ζ on ∂Ω}. (2.3)
With the Stokes problem (1.3), we associate the mapping:
Dl,mβ,γ  (v,p)= u → S l,mβ,γ u= (f, g,h) ∈Rl,mβ,γ (Ω), (2.4)
where
Dl,mβ,γ (Ω)≡ V l+1,mβ,γ (Ω)2 × V l,mβ,γ (Ω),
Rl,mβ,γ (Ω)≡ V l−1,mβ,γ (Ω)2 × V l,mβ,γ (Ω)× V l+1−1/m,mβ,γ (∂Ω)2. (2.5)
The mapping (2.4) is continuous for all l ∈ N,m ∈ (1,∞) and β,γ ∈ R. Other properties
of the operator S l,mβ,γ were studied in [17] where it was shown that if
β ∈ (0, β0), γ ∈
(
l − 2
m
, l + 2− 2
m
)
, (2.6)
for some small β0 > 0, the operators S l,mβ,γ and S l,m−β,γ become a Fredholm monomorphism
(an injection) and Fredholm epimorhism (an surjection), respectively. Moreover,
kerS l,m−β,γ = L
(
uf
)
, cokerS l,mβ,γ = L
((
vf ,pf ,
(−ν∂nvf + npf )∣∣∂Ω)), (2.7)
where ∂n = n · ∇x stands for the normal derivative along n, i.e. the outward unit normal
vector to ∂Ω , and uf = (vf ,pf ) ∈ Dl,m−β,γ (Ω) denotes a solution to the homogeneous
problem (1.2) with the asymptotic form:
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vf (x)= 3
4
χΠ(x)
(
1− x22 ,0
)+ v˜f ,
pf (x)= χΠ(x)
{
−3
2
νx1 + cf
}
+ p˜f ,
u˜f = (˜vf , p˜f ) ∈Dl,mβ,γ (Ω). (2.8)
The constant cf in (2.8) depends only on ν and Ω , the detached asymptotic terms form the
Poiseuille flow driving the unit flux and χΠ is a cut-off function such that
χΠ(x)= 0, for x >−R, χΠ(x)= 1, for x <−2R. (2.9)
In (2.7), L(U1, . . . ,UN) indicates the linear hull of the vectors U1, . . . ,UN . Therefore,
relation (2.7)1 means that any solution u ∈Dl,m−β,γ (Ω) to the homogeneous problem (1.2)
takes the form cuf , with c ∈ R and from (2.7)2 one deduces that problem (1.2) with
(f, g,h) ∈ Rl,mβ,γ (Ω) admits a solution in Dl,mβ,γ (Ω) if and only if the compatibility
condition (
f, vf
)
Ω
+ (g,pf )
Ω
+ (h,−ν∂nvf + npf )∂Ω = 0
holds, with ( · , · )Ξ denoting the inner product in L2(Ξ).
Now, let us introduce function spaces with detached asymptotics. Assuming that
l ∈N, m ∈ (1,∞), β ∈ (0, β0),
σ ∈
(
l + 2− 2
m
, l + 3− 2
m
)
, (2.10)
we define Dl,mβ,σ (Ω) as a space of functions (v,p) admitting the asymptotic forms:
v(x) = χΠ(x)34c1
(
1− x22 ,0
)+ χK(x)r−1V (ϕ)+ v̂ (x),
p(x) = χΠ(x)
(
c2 − c1 32 νx1
)
+ χK(x)r−2P(ϕ)+ p̂ (x), (2.11)
where χΠ is the cut-off function defined in (2.9), χK is another cut-off function such that
χK(x)= 0, for x /∈K \BR0, χK(x)= 1, for x ∈K \B2R0, (2.12)
and (r, ϕ) are polar coordinates; r ∈R+, ϕ ∈ (−π/2,π/2)=: Υ , and
x1 = r cosϕ, x2 = r sinϕ.
The detached asymptotic terms in (2.11) contain the constants c1, c2, the vector function
U = (V ,P ) ∈Dl,m(Υ ) :=Wl+1,m(Υ )2 ×Wl,m(Υ ) (2.13)
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and the remainder û= ( v̂, p̂ ) ∈Dl,mβ,σ (Ω). Consequently, the norm in Dl,mβ,σ (Ω) is defined
by: ∥∥u;Dl,mβ,σ (Ω)∥∥= ∥∥U ;Dl,m(Υ )∥∥+ |c1| + |c2| + ∥∥û;Dl,mβ,σ (Ω)∥∥.
Observe that the choice of the weight function (2.2) and of the cut-off functions (2.9)
and (2.12) does not influence the space Dl,mβ,σ (Ω) algebraically nor topologically.
Comparing (2.6) and (2.10), one sees that σ > γ and, thus, in view of (2.1)–(2.3),
it follows that Dl,mβ,σ (Ω) ⊂ Dl,mβ,γ (Ω). Moreover, computing the weighted norms of the
detached terms in (2.11) shows that they belong also to Dl,m−β,γ (Ω). Hence, Dl,mβ,σ (Ω) ⊂
Dl,m−β,γ (Ω) and it is to be expected that the Stokes problem operator Sl,mβ,σ , with Dl,mβ,σ (Ω)
as the domain of definition, inherits most of the main properties of S l,m−β,γ . Note that the
operator Sl,mβ,σ maps the space D
l,m
β,σ (Ω) into a space, say R
l,m
β,σ (Ω), consisting of triples
(f, g,h) that admit the representations:
f (x)= χK(x) r−3F(ϕ)+ f̂ (x), g(x)= χK(x) r−2G(ϕ)+ ĝ (x),
h(x)= χK(x) r−1H± + ĥ (x), ±x2  0, (2.14)
where (f̂ , ĝ, ĥ ) ∈Rl,mβ,σ (Ω) (see (2.5)) and(
F,G,H±
) ∈Rl,m(Υ ) :=Wl−1,m(Υ )2 ×Wl,m(Υ )×R2 ×R2. (2.15)
Let us point out that the constant pressure and the Poiseuille flow in (2.11) are annulled by
the Stokes operator S(∇x) and that F,G and H± are related to V and P by the equalities
S(∇x)
(
r−1V (ϕ), r−2P(ϕ)
)= (r−3F(ϕ), r−2G(ϕ)) in K,
r−1V
(
±π
2
)
= r−1H±, (2.16)
which by a separation of variables can be reduced to a problem on the arc Υ
S(−1, ∂ϕ)(V,P )= (F,G) in Υ, V
(
±π
2
)
=H±. (2.17)
Here, the argument −1 of S indicates the exponent of r in the detached term of v in K ,
cf. (2.11)1.
It is easy to see that the Stokes problem operatorSl,mβ,σ ,
Sl,mβ,σ :D
l,m
β,σ (Ω)→Rl,mβ,σ (Ω), (2.18)
is continuous if the space Rl,mβ,σ (Ω) is equipped with the norm:∥∥(f, g,h);Rl,mβ,σ (Ω)∥∥= ∥∥(F,G,H±);Rl,m(Υ )∥∥+ ∥∥(f̂ , ĝ, ĥ );Rl,mβ,σ (Ω)∥∥. (2.19)
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Before referring to the results about mapping (2.18) proven in [17], let us present an
assertion that justifies the detaching of asymptotics employed here. It follows from the
general results of [5], see also [14] and [16] for an explicit form for the angular parts.
Lemma 2.1. Assume that the indices l,m,β, γ and σ satisfy conditions (2.6) and (2.10) and
let u ∈ Dl,m−β,γ (Ω) be a solution to problem (1.2), with the right-hand side (f, g,h) ∈
Rl,mβ,σ (Ω). Then u= (v,p) is of form (2.11), with c1, c2 ∈R and
V (ϕ)= b1V (1−)(ϕ)+ b2V (2−)(ϕ),
P (ϕ)= b1P (1−)(ϕ)+ b2P (2−)(ϕ), (2.20)
where b1, b2 ∈ R and U(i−) = (V (i−),P (i−)) are solutions to the homogeneous prob-
lem (2.17) on the arc Υ written in polar components as
V (1−)r (ϕ)=
2
π
cos2 ϕ, V (1−)ϕ (ϕ)= 0, P (1−)(ϕ)=
2
π
ν cos 2ϕ,
V (2−)r (ϕ)=
1
π
sin 2ϕ, V (2−)ϕ (ϕ)= 0, P (2−)(ϕ)=
2
π
ν sin 2ϕ. (2.21)
Lemma 2.1 shows that if one restricts the operators S l,m−β,γ andSl,mβ,σ to the subspace{
u ∈Dl,mβ,σ (Ω): (V ,P ) in (2.11) is of form (2.20), with any b1, b2 ∈R
}
,
they coincide completely. In fact, a more careful investigation of the properties of mapping
(2.18) leads to the following lemma, cf. [17].
Lemma 2.2. Problem (2.17) with the right-hand side (F,G,H±) ∈ Rl,m(Υ ) admits a
solution in Dl,m(Υ ) if and only if the compatibility conditions
π/2∫
−π/2
F(ϕ) · V (i+)(ϕ)dϕ+
π/2∫
−π/2
G(ϕ)P (i+)(ϕ)dϕ
+
∑
±
±H± · T (∂ϕ)
(
V (i+)(ϕ),P (i+)(ϕ)
)∣∣
ϕ=± π2 = 0, i = 1,2, (2.22)
are valid. Here, in the polar coordinates (r, ϕ), the vectors U(i+) = (V (i+),P (i+)) are
given by:
V (1+)(ϕ)= 0, P (1+)(ϕ)= 1,
V (2+)r (ϕ)= cosϕ sinϕ, V (2+)ϕ (ϕ)= cos2 ϕ, P (2+)(ϕ)= 0, (2.23)
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and the vector T (∂ϕ)(V,P ) takes the form:
T (∂ϕ)
(
V (ϕ),P (ϕ)
)= (−ν∂ϕVr(ϕ), −ν∂ϕVϕ(ϕ)+ P(ϕ)),
where T (∂ϕ)(V,P ) denotes the angular part of the traction induced by (r1V, r0P).
Note that the vectors(
r+1V (1+)(ϕ), r0P (1+)(ϕ)
)
and
(
r+1V (2+)(ϕ), r0P (2+)(ϕ)
)
,
which in the Cartesian coordinates can be written as
u(1+)(x)= (0,0,1), u(2+)(x)= (0, x1,0),
solve the homogeneous Stokes problem in the half-plane K and constitute the constant
pressure and the Couette flow.
The following theorem, based on Lemmas 2.1 and 2.2, is taken from [17].
Theorem 2.1. Assume that condition (2.10) is valid. The Stokes problem operator (2.18)
keeps the Fredholm property with the kernel
kerSl,mβ,σ = L
(
uf
) (2.24)
and the defect functionals in the (two-dimensional) subspace cokerSl,mβ,σ are linear
combinations of the left-hand sides of (2.22).
3. Symmetric solutions to the Navier–Stokes problem
Let us use the idea outlined in [8] and consider the restriction
•
S
l,m
β,σ of the operatorS
l,m
β,σ
to the subspace:
•
D
l,m
β,σ (Ω)=
{
(v,p) ∈Dl,mβ,σ (Ω): (v,p) satisfies the symmetry condition (1.8)
}
.
Note that the flux solution uf belongs to
•
D
l,m
β,σ (Ω) and that, in view of Lemma 2.1, it
admits the representation:
vf (x)= 3
4
χΠ(x)
(
1− x22 ,0
)+ χK(x)v(1−)(x)+ v̂f (x),
pf (x)= χΠ(x)
(
cf − 32νx1
)
+ χK(x)p(1−)(x)+ p̂f (x), (3.1)
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(cf. (2.8) and Lemma 5.1 in [17]) where
u(i−)(x)= (v(i−), p(i−))= (r−1V (i−)(ϕ), r−2P (i−)(ϕ)).
Hence, the kernel of
•
S
l,m
β,σ coincides with the one-dimensional linear space (2.24). The
subspace
•
R
l,m
β,σ (Ω) is composed of triples (f, g,h) ∈ Rl,mβ,σ (Ω) that fulfil the same
symmetry assumptions as (f s, gs, hs) in (1.9). Therefore, owing to (2.23)2 and (2.23)1
one concludes that the compatibility condition (2.22) with i = 2 is fulfilled automatically
while condition (2.22), with i = 1, reduces to
π/2∫
−π/2
G(ϕ)dϕ+H+ϕ −H−ϕ = 0. (3.2)
We consider the Navier–Stokes problem:
S(∇x)us +N
(
vs, vs
)= (f s, gs) in Ω, vs = hs on ∂Ω, (3.3)
as a perturbation of the Stokes problem:
S(∇x) us =
(
f s, gs
)
in Ω, vs = hs on ∂Ω, (3.4)
and supply both problems with the flux condition:
lim
R→∞R
π/2∫
−π/2
vsr (R,ϕ)dϕ =Φ. (3.5)
Proposition 3.1. Let (f s, gs, hs) ∈ •Rl,mβ,σ (Ω) satisfy the compatibility condition (3.2).
There exist ρs, cs > 0 such that if
|Φ| + ∥∥(f s, gs, hs);Rl,mβ,σ (Ω)∥∥ ρs, (3.6)
then problem (3.3), (3.5) admits a unique solution us ∈ •Dl,mβ,σ (Ω) in the ball
B(cs ρs)=
{
us ∈ •Dl,mβ,σ (Ω):
∥∥us;Dl,mβ,σ (Ω)∥∥ csρs}. (3.7)
Moreover, there holds the estimate∥∥us;Dl,mβ,σ (Ω)∥∥ cs(|Φ| + ∥∥(f s, gs, hs);Rl,mβ,σ (Ω)∥∥). (3.8)
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Proof. In view of Theorem 2.1, the Stokes problem (3.4) has a solution of the form
us(x)= u◦(x)+ c uf (x), (3.9)
where c is an arbitrary constant and u◦ is a particular solution in
•
D
l,m
β,σ (Ω). From (2.11),
(3.1) and (2.21)1 it follows that
lim
R→∞R
π/2∫
−π/2
v◦r (R,ϕ)dϕ =
π/2∫
−π/2
V ◦r (ϕ)dϕ,
lim
R→∞R
π/2∫
−π/2
v
f
r (R,ϕ)dϕ =
π/2∫
−π/2
V (1−)r (ϕ)dϕ = 1.
Hence, setting in (3.9)
c=Φ −
π/2∫
−π/2
V ◦r (ϕ)dϕ,
one concludes that problem (3.4), (3.5) admits a unique solution u ∈ •Dl,mβ,σ (Ω) satisfying
the estimate ∥∥us;Dl,mβ,σ (Ω)∥∥ cs(|Φ| + ∥∥(f s, gs, hs);Rl,mβ,σ (Ω)∥∥).
Now, existence of a unique solution to problem (3.3), (3.5) in the ball (3.7) can be
proved by a contraction principle provided the nonlinear term satisfies the following two
properties:
(i) The mapping Dl,mβ,σ (Ω)  (v,0) → (N(v, v),0,0) ∈ Rl,mβ,σ (Ω) is continuous and for
w,v ∈Dl,mβ,σ (Ω) one has the estimate∥∥(N(v, v)−N(w,w),0,0);Rl,mβ,σ (Ω)∥∥
 c
∥∥(v −w,0);Dl,mβ,σ (Ω)∥∥
× (∥∥(v,0);Dl,mβ,σ (Ω)∥∥+ ∥∥(w,0);Dl,mβ,σ (Ω)∥∥). (3.10)
(ii) If (v,0) ∈ •Dl,mβ,σ (Ω) then the right-hand side(
f N,gN,hN
)= (N(v, v),0,0) (3.11)
belongs to
•
R
l,m
β,σ (Ω) and fulfils the compatibility condition (3.2).
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The property (i) and the inclusion (f N ,gN ,hN) ∈Rl,mβ,σ (Ω) were verified in [17], see
Lemma 6.1. The symmetry of (3.11) can be easily checked using the symmetry of v. The
compatibility condition (3.2) is trivially satisfied. ✷
In what follows, we admit the additional hypothesis(
f s, gs, hs
) ∈Rl,mβ,σ (Ω). (3.12)
This means that the angular parts Fs,Gs,H s± in the representation (2.14) of the
function (3.12) vanish and that the compatibility condition (3.2) is automatically satisfied.
Next, let us specify the asymptotic form of the solution us ∈ •Dl,mβ,σ (Ω) of problem (3.3),
(3.5) in the outlet K . Writing the left-hand sides of Eq. (3.3)1 in polar coordinates, one
obtains:
−νr−2((r∂r )2vsr + ∂2ϕvsr − vsr − 2∂ϕvsϕ)+ ∂rps + (vsr ∂rvsr + r−1vsϕ(∂ϕvsr − vsϕ)),
−νr−2((r∂r )2vsϕ + ∂2ϕvsϕ − vsϕ + 2∂ϕvsr )+ r−1∂ϕps + (vsr ∂rvsϕ + r−1vsϕ(∂ϕvsϕ + vsr )),
−∂rvsr − r−1vsr − r−1∂ϕvsϕ. (3.13)
Substituting vsr , vsϕ and ps in (3.13) by their main asymptotic terms r−1V sr , r−1V sϕ and
r−2P s , cf. (2.11), one arrives at a system of ordinary differential equations. In particular,
one gets:
∂ϕV
s
ϕ (ϕ)= 0, ϕ ∈ Υ, V sϕ
(
±π
2
)
= 0. (3.14)
Note that (3.14) follows from (3.13)3 since we are assuming in (3.3) that the right-hand
side (f s, gs, hs) is decaying fast, cf. (3.12). By (3.14) one concludes that
V sϕ (ϕ)= 0, ϕ ∈ Υ, (3.15)
which simplifies the expressions (3.13)1 and (3.13)2. In fact, recalling (3.13)1,2 one derives
from (3.3)1 with (3.12) and (3.15) the equations
−ν∂2ϕV sr (ϕ)− 2P s(ϕ)− V sr (ϕ)2 = 0,
−2ν∂ϕV sr (ϕ)+ ∂ϕP s(ϕ)= 0,
ϕ ∈ Υ. (3.16)
The last two equations resulting from (3.3) and (3.5) read as
V sr
(
±π
2
)
= 0,
π/2∫
−π/2
V sr (ϕ)dϕ =Φ. (3.17)
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Hence, from (3.16)2 one deduces that
P s(ϕ)= 2νV sr (ϕ)−
ν
2
Cs, (3.18)
which together with (3.16)1 yields the Jeffrey–Hamel equation:
−∂2ϕV sr (ϕ)− 4νV sr (ϕ)= ν−1V sr (ϕ)2 +Cs, ϕ ∈
(
−π
2
,
π
2
)
, (3.19)
with the unknowns V sr and Cs . The following assertion is evident.
Lemma 3.1. For |Φ| sufficiently small, problem (3.19), (3.17) admits a unique small
solution V sr ∈C∞[−π/2,π/2],Cs ∈R satisfying∥∥∥∥V sr −ΦV (1−)r ;Cq+1[−π2 , π2
]∥∥∥∥+ ∣∣Cs ∣∣ c|Φ|2, (3.20)
where the constant c depends only on q ∈N and ν.
Problem (3.19), (3.17) results from relations (3.3), (3.5) for a function us ∈ •Dl,mβ,σ (Ω).
Since the solutions established in Lemma 3.1 and Proposition 3.1 are unique, one arrives
at the following assertion.
Corollary 3.1. Assume that in addition to the hypotheses of Proposition 3.1, inclu-
sion (3.12) holds. Then the angular part V sr of the solution us to problem (3.3), (3.5) in
the ball (3.7) coincides with the solution of the Jeffrey–Hamel equations (3.19), (3.17) and
satisfies estimate (3.20). Moreover, V sϕ and P s are recovered by formulas (3.15) and (3.18).
In the next two sections, we assume that (3.12) is valid and, furthermore, make a
restriction on |Φ| and write assumption (3.6) in the form∥∥(f s, gs, hs);Rl,mβ,σ (Ω)∥∥ c|Φ|, |Φ| ρΦ, (3.21)
where (c+ 1)ρΦ  ρs .
4. Linearization of the Navier–Stokes problem on the symmetric flux solution
Let us consider problem (1.10) which was obtained as a linearization of problem (1.5)
around the solution us ∈ •Dl,mβ,σ (Ω) constructed in the previous section. We start by studying
a model problem on the arc Υ derived from (1.10) in the same way as problem (2.16) was
derived from (1.2). In view of (3.13), Eq. (1.10)1 restricted to K can be written in the polar
coordinates (r, ϕ) as follows:
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−νr−2((r∂r )2vr + ∂2ϕvr − vr − 2∂ϕvϕ)+ ∂rp + (vsr ∂rvr + (∂rvsr )vr + r−1(∂ϕvsr )vϕ)
+ · · · = · · · ,
−νr−2((r∂r )2vϕ + ∂2ϕvϕ − vϕ + 2∂ϕvr)+ r−1∂ϕp + (vsr ∂rvϕ + r−1vsr vϕ)+ · · · = · · · ,
−∂rvr − r−1vr − r−1∂ϕvϕ = · · · . (4.1)
Here, we have denoted by “· · ·” the terms which are of lower order when r →∞ either
because V sϕ = 0 (see (3.15)) or by the assumption made on f and g. We replace (vsr , vsϕ)
in (4.1) by its main asymptotic term (r−1V sr (ϕ),0) and set:(
vr (r, ϕ), v

ϕ(r, ϕ)
)= rλ(V r (ϕ),V ϕ(ϕ)), p(r, ϕ)= rλP (ϕ), (4.2)
where λ ∈ C and V r ,V ϕ ,P  ∈ C∞(Υ ) are unknowns. Collecting all the terms of order
rλ−2 in (4.1)1,2 and of order rλ−1 in (4.1)3, one arrives at the following equations:
−∂2ϕVr(ϕ)+
(
1− λ2)Vr(ϕ)+ 2∂ϕVϕ(ϕ)+ ν−1(λ− 1)P (ϕ)+ ν−1(λ− 1)V sr (ϕ)Vr(ϕ)
+ ν−1(∂ϕV sr (ϕ))Vϕ(ϕ)= 0,
−∂2ϕVϕ(ϕ)+
(
1− λ2)Vϕ(ϕ)− 2∂ϕVr(ϕ)+ ν−1∂ϕP (ϕ)+ ν−1(λ+ 1)V sr (ϕ)Vϕ(ϕ)= 0,
−(λ+ 1)Vr(ϕ)− ∂ϕVϕ(ϕ)= 0,
Vr
(
±π
2
)
= Vϕ
(
±π
2
)
= 0, ϕ ∈ Υ, (4.3)
where we have omitted the superscript . This is a Dirichlet problem for a system
of ordinary differential equations with the spectral parameter λ. If λ is an eigenvalue
and (V r ,V ϕ ,P ) the corresponding eigenvector then functions v and p, constructed
according to (4.2), satisfy Eqs. (4.1) with “· · ·” replaced by 0. In order to detach
asymptotics in the linearized problem (1.10), we proceed with the investigation of the
spectrum of the model problem (4.3).
With V sr = 0, problem (4.3) reduces to the Stokes model problem (2.17), the spectrum
of which was given in Lemma 2.1 (see [17] for more details). Since V sr is small according
to Lemma 3.1, we use the classical operator perturbation theory (see [4,19]) and others) to
study the asymptotics of the eigenvalues when Φ→ 0.
Theorem 4.1. (1) For any δ > 0 there exists ε > 0 such that in the strip:{
λ ∈C: Reλ ∈ (−2+ δ,1+ δ)}, (4.4)
problem (4.3), with Φ ∈ (−ε, ε) has only two eigenvalues λ−1 =−1 and
λ−2 (Φ)=−1+ (2πν)−1Φ +O
(
Φ2
)
. (4.5)
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(2) If |Φ| < ε and Φ = 0 then the eigenvalue λ = 1 of the problem formally adjoint
to (4.3), see Eqs. (4.8) below, is simple and the corresponding eigenvector takes the form
of the constant pressure V (1+)(ϕ)= (0,0,1), cf. (2.23). For Φ = 0, the multiplicity of the
eigenvalue λ= 1 is equal to two and both eigenvectors are given in (2.23).
Proof. As mentioned above, the set of Eqs. (4.3) with V sr = 0 turns into a problem of
type (2.17), namely:
S(λ, ∂ϕ)(V
◦,P ◦)= 0 in Υ, V ◦
(
±π
2
)
= 0. (4.6)
The one-dimensional Green formula on the arc Υ (see Lemma 3.5.9 [14] and Section 3
in [17]) shows that the formal adjoint problem for (4.6) reads as follows:
S(−λ, ∂ϕ)(W ◦,Q◦)= 0 in Υ, W ◦
(
±π
2
)
= 0. (4.7)
Note that comparison of (4.6) and (4.7) leads to the relation λ−λ which also connects
the eigenvalues −1 and 1 mentioned in the assertions (1) and (2). Direct calculations show
that the spectra of problems (4.6) and (4.7) coincide with the set {±1,±2, . . .} (see, e.g.,
Section 3 in [17]). Moreover, the eigenvectors associated to the eigenvalues −1 and 1 of
problem (4.6) (to the eigenvalues 1 and−1 of problem (4.7)) are given by (2.21) and (2.23),
respectively.
Since, for λ= 1 Eqs. (4.3) contain, as far as the pressure component is concerned, only
the derivative ∂ϕP , the eigenvector (0,0,1) is a solution both to (4.3) and to its adjoint
problem:
−∂2ϕWr(ϕ)+
(
1− λ2)Wr(ϕ)+ 2∂ϕWϕ(ϕ)− ν−1( λ+ 1)Q(ϕ)
+ ν−1( λ− 1)V sr (ϕ)Wr(ϕ)= 0,
−∂2ϕWϕ(ϕ)+
(
1− λ2)Wϕ(ϕ)− 2∂ϕWr(ϕ)+ ν−1∂ϕQ(ϕ)
+ ν−1( λ+ 1)V sr (ϕ)Wϕ(ϕ)+ ν−1
(
∂ϕV
s
r (ϕ)
)
Wr(ϕ)= 0,
( λ− 1)Wr(ϕ)− ∂ϕWϕ(ϕ)= 0,
Wr
(
±π
2
)
=Wϕ
(
±π
2
)
= 0, ϕ ∈ Υ. (4.8)
Therefore, in view of the theorem on the total multiplicity of eigenvalues in [2],
assertion (2) becomes an easy consequence of assertion (1) as soon as one verifies that,
for |Φ| ∈ (0, ε), the eigenvalue λ= 1 is simple. This latter fact follows from the simplicity
of the eigenvalue λ−1 =−1 since in view of (4.5), λ−2 (Φ) = −1 for |Φ| ∈ (0, ε).
Now, let us verify assertion (1). First, observe that λ =−1 is the only eigenvalue that
problem (4.6) admits in the strip (4.4) and that its multiplicity is equal to 2. Since the
total multiplicity of eigenvalues in an open set is kept constant, cf. [2], one concludes that
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in the strip (4.4) problem (4.3) has either two simple eigenvalues or one eigenvalue of
multiplicity 2, provided the norm ‖V sr ;Cl(Υ )‖ is sufficiently small. (Note that Lemma 3.1
converts the restriction on the above mentioned norm into the restriction |Φ|< ε for the
flux Φ .) As verified above, λ = 1 is an eigenvalue of the adjoint problem and, therefore,
λ−1 =−1 is an eigenvalue to problem (4.3). Thus, it remains to find an eigenvalue λ−2 (Φ)
of the form (4.5).
Let us take the simplest asymptotic ansatz for the eigenvalue λ−2 (Φ) and for the
corresponding eigenvector U(2,−)(Φ,ϕ).
λ−2 (Φ)=−1+ΛΦ + · · · , U(2,−)(Φ,ϕ)=U(2−)(ϕ)+ΦU(ϕ)+ · · · , (4.9)
where U(2−) = (V (2−),P (2−)) is the eigenvector (2.21)2 and Λ ∈C and U= (V,P) are to
be found. We substitute λ and U in (4.3) by λ−2 (Φ) and U(2,−)(Φ,ϕ), replace V sr (ϕ) by
ΦV (1−)r (ϕ)= 2Φπ−1 cos2 ϕ
(see (3.20) and (2.21)1), and collect the terms of the same order in the (small) parameterΦ .
This yields the relations:
−∂2ϕV (2−)r (ϕ)+ 2∂ϕV (2−)ϕ (ϕ)− 2ν−1P (2−)(ϕ)= 0,
−∂2ϕV (2−)ϕ (ϕ)− 2∂ϕV (2−)r (ϕ)+ ν−1∂ϕP (2−)(ϕ)= 0,
−∂ϕV (2−)ϕ (ϕ)= 0,
V (2−)r
(
±π
2
)
= V (2−)ϕ
(
±π
2
)
= 0, ϕ ∈ Υ, (4.10)
and
−∂2ϕVr (ϕ)+ 2∂ϕVϕ(ϕ)− 2ν−1P(ϕ)
=−2ΛV (2−)r (ϕ)− ν−1ΛP(2−)(ϕ)+ 2ν−1V (1−)r (ϕ)V (2−)r (ϕ),
−ν−1V (2−)ϕ (ϕ)∂ϕV (1−)r (ϕ)=−
4
π
Λ sin 2ϕ+ 4
π2
ν−1 sin 2ϕ(cosϕ)2,
−∂2ϕVϕ(ϕ)− 2∂ϕVr (ϕ)+ ν−1∂ϕP(ϕ)=−2ΛV (2−)ϕ (ϕ)= 0,
−∂ϕVϕ(ϕ)= 0,
Vr
(
±π
2
)
=Vϕ
(
±π
2
)
= 0, ϕ ∈ Υ (4.11)
where (2.21) has been taken into account. In view of Lemmas 2.1 and 2.2, it is clear that
relations (4.10) are naturally fulfilled and that problem (4.11) admits a solution if and only
if the compatibility conditions:
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π/2∫
−π/2
Fr (ϕ)V (1+)r (ϕ)dϕ= 0,
π/2∫
−π/2
Fr (ϕ)V (2+)r (ϕ)dϕ = 0, (4.12)
hold true, where Fr (ϕ) denotes the right-hand side of (4.11)1. Formulas (2.23), turn (4.12)
into the equalities:
0 = 0, − 2
π
Λ
π/2∫
−π/2
(sin 2ϕ)2 dϕ+ 2
νπ2
π/2∫
−π/2
(sin 2ϕ)2(cosϕ)2 dϕ = 0.
These yield the following formula for the factor Λ in (4.9)1:
Λ= 1
νπ2
π/2∫
−π/2
(sin 2ϕ)2(1+ cos 2ϕ)dϕ= 1
2πν
. (4.13)
Relations (4.9)1 and (4.13) lead formally to (4.5). In order to justify (4.5), one can recall
general results of operator perturbation theory (see, e.g., [4] and also [19], Chapter 9, where
polynomial pencils of operators are considered).
In order to complete the proof, we note that, if |Φ| ∈ (0, ε), then eigenvalue (4.5)
differs from λ−1 = −1, while λ−1 and λ−2 (Φ) form the spectrum of problem (4.3) in the
strip (4.4). ✷
In all that follows, we shall assume that
Φ < 0. (4.14)
In other words, the direction of the flow is from the angular outlet K into the semi-strip
Π−. Provided condition (4.14) is satisfied, Theorem 4.1 implies that the strip{
λ ∈C: Reλ ∈
(
−1− |Φ|
4π ν
,1− δ
)}
contains only one eigenvalue of problem (4.3), namely λ=−1. Correspondingly, we fix
σ(Φ)= l + 2− 2
m
+ |Φ|
4πν
(4.15)
and consider the following operator related to problem (1.10):

S
l,m
β,σ (Φ)
:Dl,m
β,σ (Φ)
(Ω)→Rl,m
β,σ (Φ)
(Ω), (4.16)
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where Dl,mβ,σ (Φ)(Ω) and R
l,m
β,σ (Φ)(Ω) indicate the spaces with detached asymptotics
introduced in Section 2. Note that in Theorem 2.1 and in Proposition 3.1 the weight index
σ was chosen independently of the flux Φ so that one can establish the inequalities
σ > l + 2− 2
m
+ δ > σ(Φ). (4.17)
In particular, (4.17) furnishes the inclusions Dl,mβ,σ (Ω) ⊂ Dl,mβ,σ (Φ)(Ω), Rl,mβ,σ (Ω) ⊂
Rl,mβ,σ (Φ)(Ω) and the estimates:∥∥u;Dl,mβ,σ (Φ)(Ω)∥∥ c∥∥u;Dl,mβ,σ (Ω)∥∥,∥∥(f, g,h);Rl,mβ,σ (Φ)(Ω)∥∥ c∥∥(f, g,h);Rl,mβ,σ (Ω)∥∥, (4.18)
with the constants independent of Φ .
It is easy to see that the operator (4.16) is continuous and that its norm is bounded above
by a constant independent of Φ . In the next theorem, we prove that problem (1.10), with
the zero flux condition
lim
R→∞R
π/2∫
−π/2
vr (R,ϕ)dϕ = 0, (4.19)
has a unique solution u ∈Dl,mβ,σ (Φ)(Ω), for any right-hand side (f , g, h) ∈Rl,mβ,σ (Φ)(Ω)
subject to the compatibility condition (3.2). We shall see that the constant in the
corresponding estimate for ‖u;Dl,mβ,σ (Φ)(Ω)‖ behaves like O(|Φ|)−2, i.e. the norm of the
inverse operator (

S
l,m
β,σ (Φ))
−1 grows as Φ →−0. This is in agreement with the fact that
the weight index σ(Φ) is close to the critical one σ(0)= l+2−2/m, for which the Stokes
operator (2.4) looses the Fredholm property (see [17] and formula (2.6)). In this regard, we
also note that, in view of (4.5), (4.14) and (4.15), it holds:
∥∥rλ−2 (Φ)V (2−);V l+1,mβ,σ (Φ)(K \BRc )∥∥m
∼
l+1∑
k=0
∞∫
R0
rm(σ(Φ)−l−1+k)rm(λ
−
2 (Φ)−k)r2 dr
∼
∞∫
R0
rm
(
l+2− 2m+ |Φ|4πν−l−1− |Φ|2πν+O(Φ2)
)
r2 dr =
∞∫
R0
r−1−
|Φ|m
4πν +O(Φ2) dr =O
(
1
|Φ|
)
.
Since, by virtue of Theorem 4.1(1), the term rλ−2 (Φ)V (2−)(Φ,ϕ) can appear in the
asymptotics of a solution to problem (1.10) with compactly supported right-hand side,
800 S.A. Nazarov et al. / J. Math. Pures Appl. 81 (2002) 781–810
these calculations confirm the growth of the norm of the operator (

S
l,m
β,σ (Φ))
−1 as
Φ→−0.
Lemma 4.1. Let (F ,G,H ±) ∈ Rl,m(Υ ) (see (2.15)) satisfy the compatibility condi-
tion (3.2), i.e.
π/2∫
−π/2
G(ϕ)dϕ+H+ϕ −H−ϕ = 0 (4.20)
and assume that Φ < 0. Problem
−∂2ϕV r (ϕ)+ 2∂ϕV ϕ(ϕ)− 2ν−1P(ϕ)− 2ν−1V sr (ϕ)V r (ϕ)
+ ν−1(∂ϕV sr (ϕ))V ϕ(ϕ)= Fr (ϕ),
−∂2ϕV ϕ(ϕ)− 2∂ϕV r (ϕ)+ ν−1∂ϕP (ϕ)= Fϕ(ϕ),
−∂ϕV ϕ(ϕ)=G(ϕ),
V r
(
±π
2
)
=H±r , V ϕ
(
±π
2
)
=H±ϕ , ϕ ∈ Υ,
(see (4.3), with λ=−1)) has a particular solution
U = (V,P) ∈Dl,m(Υ ) (4.21)
(see (2.13)) satisfying the estimate∥∥U;Dl,m(Υ )∥∥ c|Φ|−1∥∥(F,G,H ±);Rl,m(Υ )∥∥. (4.22)
Proof. Existence of a solution follows from the fact that the eigenvalue λ= 1 of the adjoint
problem is simple and the corresponding eigenvector is (0,0,1), cf. Theorem 4.1(2). On
the other hand, results on resolvent representation, see [3], imply that the norm of the
inverse operator, acting on the orthogonal complement of the eigenvector U1−(Φ,ϕ) in
Dl,m(Υ ), is bounded from above by cd−1 where c is a constant and d the smallest distance
between −1 and any other eigenvalue of problem (4.3). Therefore, one concludes the proof
by recalling Theorem 4.1(1). ✷
Remark 4.1. In the next theorem, we will have to reformulate the flux condition (4.19),
imposed at infinity in the outlet K , as a flux condition at infinity in the outlet Π−. Since
we have not assumed that g and h vanish, they may lead to a non-zero flux at Π−.
Indeed, if (f , g, h) ∈Rl,mβ,σ (Φ)(Ω) and if the angular partsG,H fulfil the compatibility
condition (4.20) then the following limit is finite:
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Φ = lim
R→∞
{ ∫
ΩR
g(x)dx +
∫
(∂Ω)R
n(x) · h(x)dsx
}
, (4.23)
where ΩR =Ω \ (K \BR) and (∂Ω)R = ∂Ω \ (∂K \BR). Observe that, in view of (2.14)
one readily obtains:∫
ΩR
g(x)dx +
∫
(∂Ω)R
n(x) · h(x)dsx −
∫
ΩR
g˜(x)dx −
∫
(∂Ω)R
n(x) · h˜ (x)dsx
=
∫
ΩR
χK(r)r
−2G(ϕ)dx +
R∫
R0
χK(r)r
−1
(
Hϕ
(
π
2
)
−Hϕ
(
−π
2
))
dr
=
R∫
R0
r−1χK(r)
( π/2∫
−π/2
G(ϕ)dϕ+Hϕ
(
π
2
)
−Hϕ
(
−π
2
))
dr = 0,
where the integrals ∫
ΩR
g˜(x)dx,
∫
(∂Ω)R
n(x) · h˜ (x)dsx
converge since (0, g˜, h˜ ) ∈ Rl,mβ,σ (Φ)(Ω). If the compatibility condition (4.20) is not
satisfied, then the limit in (4.23) does not exist and the flux “over the whole domain”
is not finite.
Based on Lemma 4.1, let us introduce the following parameter-dependent norm in
Rl,mβ,σ (Φ)(Ω):∣∣∣∣∣∣(f , g, h);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣
= |Φ|−1∥∥(F,G,H );Rl,m(Υ )∥∥+ ∥∥(f˜ , g˜, h˜ );Rl,mβ,σ (Φ)(Ω)∥∥, (4.24)
where |Φ| can be considered as a parameter. Now, we can formulate the main result of this
section.
Theorem 4.2. Let Φ be small and negative and assume that (f , g, h) ∈ Rl,mβ,σ (Φ)(Ω)
satisfies the compatibility condition (4.20). Then problem (1.10), with zero flux condi-
tion (4.19), admits a unique solution u ∈Dl,mβ,σ (Φ)(Ω). Moreover, one has the estimate:∥∥u;Dl,mβ,σ (Φ)(Ω)∥∥ c|Φ|−1(∣∣Φ∣∣+ ∣∣∣∣∣∣(f , g, h);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣), (4.25)
where the constant c does not depend on Φ , (f , g, h) nor Φ.
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Proof. First, in view of Remark 4.1, let us replace (4.19) by the following flux condition
in the semi-strip
lim
T→+∞
1∫
−1
v

1(−T ,x2)dx2 =Φ, (4.26)
and consider the Stokes problem operator with the domain of definition Dl,mβ,γ (Ω)
consisting of functions u= (v,p) such that
v(x)= χΠ(x)34c1
(
1− x22 ,0
)+ v˜(x),
p(x)= χΠ(x)
(
c2 − 32c1νx1
)
+ p˜(x). (4.27)
Here, the weight indices β and γ satisfy (2.6) and a norm in Dl,mβ,γ (Ω) is defined by:∥∥u;Dl,mβ,γ (Ω)∥∥= |c1| + |c2| + ∥∥( v˜, p˜ );Dl,mβ,γ (Ω)∥∥.
In other words, detaching of asymptotics is performed only in Π−. Note that condi-
tion (4.19) was changed to (4.26) since a function in Dl,mβ,γ (Ω) can have an infinite flux
in K when γ < l + 2− 2/m, cf. Remark 4.1.
Let us recall the results of [17], in particular Lemma 3.2, Lemma 5.1, and Proposi-
tion 4.2. Hence, by virtue of formula (2.7)1 and the property of the flux solution (2.8)
1∫
−1
v
f
1 (−T ,x2)dx2 = 1,
one concludes that the Stokes problem (1.2) with the flux condition (4.26), admits a unique
solution u ∈ Dl,mβ,γ (Ω) satisfying the estimate∥∥u;Dl,mβ,γ (Ω)∥∥ c(∣∣Φ∣∣+ ∥∥(f, g,h);Rl,mβ,γ (Ω)∥∥). (4.28)
Observe that no compatibility conditions appear since χKr−1U(ϕ) ∈Dl,mβ,γ (Ω).
Now, the convective term (1.6) does not affect the Poiseuille flow and, consequently, for
any u = (v,0) ∈Dl,mβ,γ (Ω) the mapping
Dl,mβ,γ (Ω)  (v,0) →
(
N(v, v)+N(v,v),0) ∈Rl,mβ,γ (Ω)
is continuous and has a small norm O(ρ) with ρ denoting the upper bound in (3.6).
Therefore, if ρ is sufficiently small, the operator associated with problem (1.10), (4.26)
inherits the properties of the operator of the Stokes problem (1.2), (4.26), i.e. there exists
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a unique solution u ∈ Dl,mβ,γ (Ω) to (1.10), (4.26) satisfying (4.28). This estimate can be
written as ∥∥u;Dl,mβ,γ (Ω)∥∥  c(∣∣Φ∣∣+ ∥∥( f˜ , g˜, h˜ );Rl,mβ,γ (Ω)∥∥
+ ∥∥χK(r−3F, r−2G, r−1H±);Rl,mβ,γ (Ω)∥∥)
 c
(∣∣Φ∣∣+ ∥∥(f , g, h);Rl,mβ,σ (Φ)(Ω)∥∥). (4.29)
Note that the constant c and the norm ‖ · ;Rl,mβ,σ (Φ)(Ω)‖ above do not depend on Φ ,
see (2.19). On the other hand, it is obvious that, for |Φ| 1, it holds∥∥(f , g, h);Rl,mβ,σ (Φ)(Ω)∥∥ ∣∣∣∣∣∣(f , g, h);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣. (4.30)
In order to show that u ∈Dl,mβ,σ (Φ)(Ω), we proceed as in Proposition 5.1 in [17]. Recalling
Lemma 4.1, we fix a particular solution (4.21) and reduce problem (1.10) to the following
one
S(∇x)
(
u − χK
(
r−1V, r−2P
))
+N(vs, v − χKr−1V)+N(v − χKr−1V, vs)= (f˜ , g˜)− (f χ,gχ ), in Ω,
v = h˜  on ∂Ω. (4.31)
Notice that the term (f χ , gχ ) appears due to the commutation of the differential operators
with the cut-off function χK . Hence, (f χ , gχ ) has compact support and, in view of (4.22),
the estimate holds:∥∥(f χ,gχ ,0);Rl,mβ,σ (Φ)(Ω)∥∥  c∥∥(V,P);Dl,m(Υ )∥∥
 c|Φ|−1∥∥(F,G);Rl,m(Υ )∥∥
 c
∣∣∣∣∣∣(f , g, h);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣. (4.32)
Observe that here we use the factor |Φ|−1 introduced in the norm (4.24). Since the right-
hand side of (4.31) belongs toRl,mβ,σ (Φ)(Ω) we can refer to general results of [5,7] (see also
Theorems 3.5.6 and 3.6.6 in [14]) and derive the asymptotic formula:
u(x)− χK(x)
(
r−1V(ϕ), r−2P(ϕ)
)
= χK(x)C
(
r−1V (1−)(Φ;ϕ), r−2P (1−)(Φ;ϕ))+ u˜ (x),
where u˜  ∈ Dl,mβ,σ (Φ)(Ω), and (V (1−)(Φ; ·),P 1−(Φ; ·)) denotes the eigenvector of prob-
lem (4.3), corresponding to λ−1 = −1, and is a small perturbation of the eigenvector
(2.21)1. Let us emphasize that both of these eigenvectors give rise to symmetric power
solutions (r−1V (ϕ), r−2P(ϕ)), cf. (1.8). Moreover, these results provide the estimate:
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|C| + ∥∥u˜;Dl,mβ,σ (Φ)(Ω ∩K)∥∥
C
(
σ(Φ)
)(∥∥(f˜ , g˜, h˜ );Rl,mβ,σ (Φ)(Ω)∥∥+ ∥∥(f χ ,gχ ,0);Rl,mβ,σ (Φ)(Ω)∥∥
+ ∥∥u;Dl,mβ,γ (Ω ∩K)∥∥), (4.33)
where, owing to the above mentioned theorem on the resolvent representation (see [2]
and also Section 1.2 in [14]), the constant C(σ (Φ)) does not exceed cd(σ (Φ))−1, with
d(σ (Φ)) denoting the distance between the spectrum of problem (4.3) and the line
{
λ ∈C: Reλ= l + 1− σ(Φ)− 2
m
}
. (4.34)
Since the line (4.34) lays inside the strip (4.4), Theorem 4.1 implies that
∣∣d(σ(Φ))− (4πν)−1|Φ|∣∣ cΦ2
and, therefore
C
(
σ(Φ)
)
 c|Φ|−1. (4.35)
Setting:
V (ϕ)=V(ϕ)+CV (1−)(Φ;ϕ), P (ϕ)= P(ϕ)+CP(1−)(Φ;ϕ)
and collecting estimates (4.29), (4.30), (4.32), (4.33), (4.35) and (4.18), one obtains:
∥∥(v,p);Dl,mβ,σ (Φ)(Ω)∥∥
 c
(∥∥(V ,P );Dl,m(Υ )∥∥+ ∥∥(v˜, p˜);Dl,mβ,σ (Φ)(Ω)∥∥)
 c
(∥∥(V,P);Dl,m(Υ )∥∥+ |C| + ∥∥(v˜, p˜);Dl,mβ,σ (Φ)(Ω ∩K)∥∥
+ ∥∥(v,p);Dl,mβ,γ (Ω \K)∥∥)
 c|Φ|−1(∣∣∣∣∣∣(f˜ , g˜, h˜ );Rl,m
β,σ (Φ)
(Ω)
∣∣∣∣∣∣+ ∥∥(f , g, h);Rl,m
β,σ (Φ)
(Ω)
∥∥
+ ∥∥(f χ,gχ ,0);Rl,mβ,σ (Φ)(Ω)∥∥+ ∥∥(f , g, h);Rl,mβ,γ (Ω)∥∥+ |Φ|)
 c|Φ|−1(|Φ| + ∣∣∣∣∣∣(f , g, h);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣).
This is just estimate (4.25). ✷
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5. Asymmetric solutions to the Navier–Stokes problem
Now, let us turn our attention to the nonlinear problem for the unknown ua :
S(∇x)ua +N
(
vs , va
)+N(va, vs)+N(va, va)= (f a, ga)− P(us + ua) in Ω,
va = ha on ∂Ω, (5.1)
where us = (vs,ps) stands for the symmetric solution to the Navier–Stokes equations
constructed in Proposition 3.1. Observe that from (3.3) and (5.1) it easily follows that
the sum
u= us + ua
solves the perturbed Navier–Stokes problem (1.5). We look for a solution ua = (va,pa) ∈
Dl,mβ,σ (Φ)(Ω) to (1.10) assuming that restrictions (3.21) and (4.14) are verified, with |Φ|
sufficiently small. Moreover, we suppose that the antisymmetric part (f a, ga,ha) of the
right-hand side satisfies the estimate∣∣∣∣∣∣(f a, ga,ha);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣ ρa |Φ|, (5.2)
with ρa > 0 sufficiently small. Note also that, since in view of (1.9)a it holds
Φa = lim
R→∞
{ ∫
ΩR
ga(x)dx +
∫
(∂Ω)R
n(x) · ha(x)dsx
}
= 0,
cf. (4.23), the antisymmetric right-hand side carries no flux at infinity.
In order to apply the contraction argument to solve problem (1.10), we start by
establishing some basic estimates for the nonlinear terms. For the convective term, an
estimate similar to (3.10) was proved in [17]. In fact, recalling the proof of Lemma 6.1
in [17], one easily arrives at the inequality:∣∣∣∣∣∣(N(v, v)−N(w,w),0,0);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣
 c0|Φ|−1
∥∥(v −w,0);Dl,mβ,σ (Φ)(Ω)∥∥
× (∥∥(v,0);Dl,mβ,σ (Φ)(Ω)∥∥+ ∥∥(w,0);Dl,mβ,σ (Φ)(Ω)∥∥), (5.3)
where the constant c0 does not depend on the small parameter |Φ|. On the other hand, all
the coefficients of the operator P are supported in BR∗ and, consequently, relation (1.7)
yields the estimate:∥∥(P(u)− P(U),0);Rl,m
β,σ (Φ)
(Ω)
∥∥
 cτ
∥∥u− U;Dl,m
β,σ (Φ)
(Ω)
∥∥(1+ ∥∥u;Dl,m
β,σ (Φ)
(Ω)
∥∥+ ∥∥U;Dl,m
β,σ (Φ)
(Ω)
∥∥). (5.4)
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Moreover, the expression Φ(P(u)), calculated from (4.23) for (f p, gp,hp) = (P(u),0),
admits the estimate ∣∣Φ(P(u))∣∣ cτ∥∥u;Dl,mβ,σ (Φ)(Ω)∥∥2. (5.5)
We shall later choose an appropriate bound for the parameter τ . Let us point out that the
angular parts (Fp,Gp,Hp) in the representation (2.14) of (f p, gp,hp) vanish and that the
convective term has no influence on expression (4.23). Finally, we note that the right-hand
sides
F
(
ua
)= (f a, ga)− P(us + ua)−N(va, va), ha
satisfy the compatibility condition (4.20).
Recalling Theorem 4.2, we reduce problem (5.1), with zero flux condition (4.19), to an
abstract equation
ua = [ Sl,mβ,σ (Φ)]−1(F(ua), ha) :=Nua (5.6)
and consider it in the ball
B(ρu)=
{
u ∈Dl,mβ,σ (Φ)(Ω):
∥∥u;Dl,mβ,σ (Φ)(Ω)∥∥ ρu}. (5.7)
Now, let us show that the radius ρu can be chosen in such a way that the mapping
N :B(ρu)→ B(ρu) becomes a contraction. Letting u = (v,p) and U = (w,q) denote
elements in the ball (5.7), taking w = 0 and U = 0 in (5.3) and (5.4), respectively, and
using estimates (4.25), (5.5) and (3.8), one obtains:
∥∥Nu;Dl,mβ,σ (Φ)(Ω)∥∥  c|Φ|−1(∣∣∣∣∣∣(f a, ga,ha);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣+ ∣∣∣∣∣∣N(v, v);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣
+ ∣∣∣∣∣∣(P(us + u),0);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣+ ∣∣Φ(P(us + u))∣∣)
 c1|Φ|−1
(
ρa |Φ| + |Φ|−1ρ2u
+ τ (ρu + |Φ|(1+ c))(1+ ρu + |Φ|(1+ c))). (5.8)
Referring to the same estimates as above, one deduces that
∥∥Nu−NU;Dl,mβ,σ (Φ)(Ω)∥∥  c|Φ|−1(∣∣∣∣∣∣(N(v, v)−N(w,w),0,0);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣
+ ∣∣∣∣∣∣(P(us + u)− P(us + U),0);Rl,mβ,σ (Φ)(Ω)∣∣∣∣∣∣)
 c2|Φ|−1
∥∥u− U;Dl,mβ,σ (Φ)(Ω)∥∥
× (2|Φ|−1ρu + τ (1+ ρu + |Φ|(1+ c))). (5.9)
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Let us suppose that ρΦ and c in (3.21) and ρu in (5.7) are such that
(1+ c)ρΦ  1, ρu  1. (5.10)
Assume also that
ρa  δ|Φ|2, τ  δ|Φ|2, ρu =Cδ|Φ|2, (5.11)
where C and δ are to be fixed. The upper bound in (5.8) is smaller than ρu if
Cδ  (2c1)−1, C 2c1
(
1+ 3((2c1)−1 + 1+ c)) (5.12)
and the coefficient of ‖u− U; · ‖ in (5.9) does not exceed one if
c2(2C+ 3)δ  1. (5.13)
It is obvious that C and δ can be chosen in such a way that conditions (5.12) and (5.13) are
satisfied and at the same time Cδ  1. This implies that ρu  1 and, hence, the operator
N becomes a contraction in the ballB(ρu). Solving Eq. (5.6), one arrives at the following
assertion.
Theorem 5.1. Let Φ, (f s, gs, hs) and (f a, ga,ha) satisfy conditions (4.14), (3.21) and
(5.2) and assume that the bounds ρa, τ, ρΦ, c verify (5.10) and (5.11). There exist δ > 0
and C > 0 such that problem (5.1), (4.19) admits a solution ua in the ball (5.7) with the
radius ρu =Cδ|Φ|2. The solution is unique in the ball and admits the estimate:∥∥ua;Dl,m
β,σ (Φ)
(Ω)
∥∥ c|Φ|−1(τ∥∥us;Dl,m
β,σ (Φ)
(Ω)
∥∥+ ∣∣∣∣∣∣(f a, ga,ha);Rl,m
β,σ (Φ)
(Ω)
∣∣∣∣∣∣).
Here, us is the symmetric solution to the Navier–Stokes system (3.3), with the flux
condition (3.5), satisfying:∥∥us;Dl,mβ,σ (Φ)(Ω)∥∥ c(|Φ| + ∥∥(f s, gs, hs);Rl,mβ,σ (Ω)∥∥).
Moreover, the sum us + ua solves the perturbed Navier–Stokes problem (1.5), (3.5).
Remark 5.1. In view of (4.18), the inequality∥∥(f a, ga,ha);Rl,mβ,σ (Ω)∥∥ ρa |Φ|
leads to (5.2). Moreover, since (f s, gs, hs) ∈Rl,mβ,σ (Ω) one can apply Corollary 3.1 and
conclude that the angular parts V,P of the solution u= us+ua (see (2.11)) are of Jeffrey–
Hamel type.
Remark 5.2. As discussed in [17], the solution obtained in Theorem 5.1 coincides with
any weak solution.
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Remark 5.3. In [17], we found a situation where the Navier–Stokes problem with a
prescribed small flux is not well-posed. Here, we have come to the conclusion that if,
as opposed to [17], the symmetric Jeffrey–Hamel flow dominates the antisymmetric one
inK , then the problem is well-posed at least if the prescribed flux is small and negative. The
well-posedness and even existence of physically reasonable solutions in a non-symmetric
domain with a prescribed positive flux remains still an open question. It should be noted
that solving this last problem would finally lead to solving the two-dimensional asymmetric
aperture problem.
6. Examples
Let us consider the homogeneous Navier–Stokes problem:
−νv(x)+ (v(x) · ∇)v(x)+∇p(x)= 0, x ∈ Ω˜,
−∇ · v(x)= 0, x ∈ Ω˜, v(x)= 0, x ∈ ∂Ω˜, (6.1)
with the flux condition (3.5) under the restrictions (3.21)2 and (4.14). Since the right-hand
sides vanish, assumptions (3.21)1 and (5.2) are trivially satisfied.
The domain Ω˜ is constructed by a small asymmetric perturbation of the symmetric
domain Ω defined in (1.1). First, let us assume that the perturbation is located on the
boundary ∂Ω near the interval I = {x: x1 = 0, x2 ∈ (R0,R∗)}, where R0 and R∗ are the
radii introduced in Section 1. Hence, ∂Ω˜ coincides with ∂Ω everywhere except in the
neighborhood V of I where ∂Ω˜ takes the form:
I (τ )= {x˜: x˜2 ∈ [R0,R∗], x˜1 = τH (˜x2)}. (6.2)
In other words, ∂Ω˜ = (∂Ω \ I) ∪ I (τ ). We consider τ as a small parameter and take
H ∈C∞0 (R0,R∗). Now, the change of variables (1.4) can be defined in the following way:
κ(x)= (1+ χ(x))x + χ(x)(x1 + τ H(x2), x2),
x˜1 = x1 + χ(x)τH(x2), x˜2 = x2,
where χ ∈C∞0 (V) with χ(x)= 1 in the vicinity of I . One obtains:
∂
∂x1
=
(
1− τ ∂χ
∂x1
(x)H(x2)
)
∂
∂x˜1
,
∂
∂x2
= τ
(
∂χ
∂x2
(x)H(x2)+ χ(x)∂H
∂x2
(x2)
)
∂
∂x˜1
+ ∂
∂x˜2
.
The differences ∂/∂xi − ∂/∂x˜i are of order τ and their supports lay inside the annulus
BR∗ \ BR0 . Thus, the operator P in the perturbed problem (1.5) with (f, g,h)= 0 satisfies
estimate (1.7) and, recalling Theorem 5.1, we arrive at the following assertion:
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Corollary 6.1. Let Φ < 0 and assume that the numbers |Φ| and τ |Φ|−2 are sufficiently
small with τ denoting the domain perturbation parameter in (6.2). Problem (6.1), (3.5)
admits a solution uΦ = (vΦ,pΦ) ∈Dl,mβ,σ (Φ)(Ω) which takes the form (2.11) with
VΦϕ = 0, PΦ(ϕ)= P s(ϕ)= 2νV sr (ϕ)−
ν
2
Cs,
where VΦr = V sr ,Cs denotes a solution to the Jeffrey–Hamel problem (3.19), (3.17), (3.18).
Moreover, the solution uΦ is unique among all weak solutions to problem (6.1), (3.5).
Let us note that our results, proven here and in [17], can easily be extended to domains
with piecewise smooth boundaries, i.e. the curves ∂Ω can have a finite number of angular
points with openings (0,2π]. Indeed, the assumption on the smoothness of ∂Ω was
adopted here only for simplicity. In case of an irregular boundary, one only needs to
redefine the weighted norms by adding weights which coincide, in neighborhoods of the
singular points, with powers of the distances from these points. Such norms have been of
permanent use since the pioneering work by V.A. Kondratiev [5]; in the context of different
problems in Fluid Mechanics, see also [18].
Finally, let us give an example of a domain with a polygonal boundary,
Ω =R2+ ∪
(
Π−
∖⋃
±
{x: x1 ∈ (0, l), ±x2 ∈ (h±,1)}
)
, (6.3)
where l > 0 and h± ∈ (0,1) are geometrical parameters. If h+ = h−, then domain (6.3)
becomes symmetric and, after the modification of the function spaces as described above,
one can refer to Proposition 3.1 which provides a unique solution uΦ to the homogeneous
Navier–Stokes problem (6.1) driving a small flux Φ . In the case when h+ > h−,
Proposition 3.1 can not be applied but if τ = h+ − h− is small enough one can apply
Corollary 6.1 (after the above mentioned modifications of the norms) to obtain a unique
solution uΦ with a small negative flux. Indeed, an infinitely smooth change of variables
x → x˜ = (x1, x2 − χ(x) τ ), (6.4)
turns Ω with the parameter h+ = h− + τ into a symmetric domain (6.3) with h+ = h−.
In (6.4)
χ(x)= χ0
(
2
l
(
x1 + l2
))
χ0
(
2
h+
(
x2 − 1+ h+2
))
and χ0 ∈ C∞0 (R) is a standard cut-off function such that
χ0(t)= 1 as |t|< 12 , χ(t)= 0 as |t| 1, 0 χ  1.
Note that although the boundary ∂Ω is irregular, the coefficients of the operator P in (1.5)
become smooth and estimate (1.7) evident.
Additional literature [6].
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