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In this paper, we present a new one-step smoothing Newton method proposed for solving
the non-linear complementarity problem with P0-function based on a new smoothing
NCP-function. We adopt a variant merit function. Our algorithm needs only to solve one
linear system of equations and perform one line search per iteration. It shows that any
accumulation point of the iteration sequence generated by our algorithm is a solution
of P0-NCP . Furthermore, under the assumption that the solution set is non-empty and
bounded, we can guarantee at least one accumulation point of the generated sequence.
Numerical experiments show the feasibility and efficiency of the algorithm.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
We consider the P0-non-linear complementarity problem P0-NCP which is to find a vector x ∈ Rn such that
x > 0, F(x) > 0, xTF(x) = 0. (1.1)
where F : Rn → Rn is a continuously differentiable P0 function. Non-linear complementarity problems have various
important applications in many fields. We refer the interested reader to the survey papers in [1,2] and references therein.
Recently, there has been strong interests in smoothing Newton methods for solving the non-linear complementarity
problems [4–11,13]. The idea of smoothing Newton method is to use a smooth function to reformulate the problem
concerned as a family of parameterized smooth equations to solve the smooth equations approximately by using Newton
method per iteration. By reducing the parameter to zero, it is hoped that a solution of the original problem can be
found. Lately, Zhang, Han and Huang [12] have proposed a one-step smoothing Newton method for solving the non-linear
complementarity problemwith P0-function based on the smoothing symmetric perturbed Fischer function. Their algorithm
solves only one linear system of equations and performs only one line search per iteration. Ma [14] proposed another one-
step smoothing Newton method based on a variant smoothing function.
In this paper, we present a new one-step smoothing Newton method proposed for solving the non-linear
complementarity problem with P0-function based on a new smoothing NCP-function. Our algorithm has the following nice
properties: (1) It shows that thismethod is well-defined and a solution of (1.1) can be obtained from any accumulation point
of the iteration sequence generated by this method. (2) It does not need to assume a priori the existence of an accumulation
point. This assumption is usedwidely in the literature due to the possible unboundedness of the level sets of various adopted
merit functions. Furthermore, if the solution set of (1.1) is non-empty and bounded, then the iteration sequence is bounded
and thus there exists at least one accumulation point. (3) From the computation point of view, our algorithm needs only to
solve one linear system of equations and perform one line search per iteration. Our algorithm is very similar with Ma’s, but
the two algorithms use different merit functions and, in addition, we propose a new smoothing function.
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The rest of this paper is organized as follows. We give some properties of a new smoothing function and develop a
smoothing Newtonmethod for solving the P0-NCP (1.1) in Section 2. In Section 3, we show its global convergence. Numerical
experiments are presented in Section 4.
The following notations will be used throughout this paper. All vectors are column vectors, the superscript T denotes
transpose, Rn (respectively, R) denotes the space of n-dimensional real column vectors (respectively, real numbers), Rn+ and
Rn++ denote the non-negative and positive half-lines of Rn, R+ (respectively, R++) denotes the non-negative (respectively,
positive) half-line in R. We define N := {1, 2, . . . , n}. For any vector u ∈ Rn, we denote by diag{ui : i ∈ N} the diagonal
matrix whose ith diagonal element is ui and by vec{ui : i ∈ N} the vector u. For simplicity, we use (u, v) for the column
vector (uT, vT)T. The matrix I represents the identity matrix of proper dimension. The symbol ‖ · ‖ stands for the 2-norm.
We denote by S the solution set of (1.1). For any α, β ∈ R++, α = O(β) (respectively, α = o(β)) means α/β is uniformly
bounded (respectively, tends to zero) as β → 0.
2. Preliminaries and algorithm
First, we recall some useful definitions and results. Next, we propose a one-step smoothing Newtonmethod for the non-
linear complementarity problem (1.1) with P0-function. In the end of this section, we show that the proposed algorithm is
well-defined.
Definition 2.1. A matrixM ∈ Rn×n is said to be a P0-matrix if all its principal minors are non-negative.
Definition 2.2. A function F : Rn → Rn is said to be a P0-function if for all x, y ∈ Rn with x 6= y, there exists an index i0 ∈ N
such that xi0 6= yi0 , (xi0 − yi0)[Fi0(x)− Fi0(y)] > 0.
Our smoothing Newton method is based on the smoothing function φ : R3 → R defined by
φ(µ, a, b) = a+ b−
√
a2 + b2 + µ2 + τ(a+
√
a2 + µ2)(b+
√
b2 + µ2) (2.1)
where τ > 0 is a constant. Obviously, φ(0, a, b) has the following property:
φ(0, a, b) = 0⇔ a > 0, b > 0, ab = 0. (2.2)
Let z := (µ, x) ∈ R+ × Rn and
H(z) =
(
eµ − 1
Φµ(x)
)
(2.3)
where
Φµ(x) :=

φ(µ, x1, F1(x))
.
.
.
φ(µ, xn, Fn(x))
 . (2.4)
Define merit function f : R+ × Rn by
f (z) := eµ − 1+ ‖Φµ(x)‖2. (2.5)
By (2.2), we know that the P0-NCP (1.1) is equivalent to the following equation:
f (z) = 0 (2.6)
in the sense that their solution sets coincide.
Lemma 2.3. Let H : Rn+1 → Rn+1 andΦ : Rn+1 → Rn be defined by (2.3) and (2.4), respectively. Then:
(a) Φ is continuously differentiable at any z = (µ, x) ∈ Rn+1 with µ 6= 0.
(b) H is continuously differentiable at any z = (µ, x) ∈ R++ × Rn with its Jacobian
H ′(z) =
(
eµ 0
v(z) w(z)
)
(2.7)
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where
v(z) := {φ′µ(µ, xi, Fi(x)) : i ∈ N}
w(z) := (D1(z)+ τD2(z))+ (D3(z)+ τD4(z))F ′(x)
D1(z) := diag
(Fi(x)+
√
F 2i (x)+ µ2)
1+ xi√
x2i + µ2
 : i ∈ N

D2(z) := diag
1− xi√x2i + F 2i (x)+ µ2 : i ∈ N

D3(z) := diag
1− Fi(x)√x2i + F 2i (x)+ µ2 : i ∈ N

D4(z) := diag
(xi +
√
x2i + µ2)
1+ Fi(x)√
F 2i (x)+ µ2
 : i ∈ N
 .
If F is a P0-function, then the matrix H ′(z) is non-singular on R++ × Rn.
Proof. It is not difficult to see thatΦ is continuously differentiable at any z = (µ, x) ∈ Rn+1 with µ 6= 0.
Nowwe proof (b). It follows from (2.3) thatH is continuously differentiable at any z = (µ, x) ∈ R++×Rn. For anyµ > 0,
a straightforward calculation from (2.3) yields (2.7). Obviously, (Dj(z))ii > 0, j = 1, 2, 3, 4 for all i ∈ N . Then we obtain that
Dj(z), j = 1, 2, 3, 4 are positive diagonal matrices. Since τ > 0, the diagonal matrices D1(z) + τD2(z) and D3(z) + τD4(z)
are positive. In order to prove that H ′(z) is non-singular, we need only to show that the matrix w(z) is. In fact, since F is a
P0-function, then F ′(x) is a P0-matrix for all x ∈ Rn by Theorem 2.8 in [15]. In view of the fact thatD3(z)+τD4(z) is a positive
diagonal matrix, by a straightforward calculation we have that all principal minors of the matrix (D3(z)+ τD4(z))F ′(x) are
non-negative. By Definition 2.1, we know that thematrix (D3(z)+τD4(z))F ′(x) is a P0-matrix. Hence, by Theorem 3.3 in [4],
the matrix (D1(z)+ τD2(z))+ (D3(z)+ τD4(z))F ′(x) is non-singular, which implies that the matrix H ′(z) is. Therefore, (b)
is proved. We complete the proof of this lemma. 
Now we are in a position to give our smoothing algorithm.
Algorithm 2.4. Step 0: Choose δ, σ ∈ (0, 1) and µ0 ∈ R++.Let µ¯ := (µ0, 0) and x0 ∈ Rn be an arbitrary point. Let
z0 := (µ0, x0). Choose γ ∈ (0, 1) such that γµ0 < 1/2. Set k := 0.
Step 1: If ‖H(zk)‖ = 0, stop. Otherwise, go to step 2.
Step 2: Compute∆zk := (∆µk,∆xk) ∈ Rn+1 by
H(zk)+ H ′(zk)∆zk = ρkµ¯ (2.8)
where ρk = ρ(zk) is defined by ρ(z) := γ eµmin{1, f (z)}.
Step 3: Letmk be the smallest non-negative integer such that
f (zk + δmkzk) 6 [1− σ(1− 2γµ0)δmk ]f (zk). (2.9)
Let λk := δmk .
Step 4: Set zk+1 := zk + λk∆zk and k := k+ 1. Go to Step 1.
Note that the algorithm has to solve only one linear system of equations and performs only one Armijo-type line search.
The following theorem proves that Algorithm 2.4 is well-defined and generates an infinite sequence (if the algorithm does
not stop after finite iterations) with some good features. Define the setΩ := {z = (µ, x) ∈ Rn+1 : µ > γ min{1, f (z)}µ0}.
Theorem 2.5. Algorithm 2.4 is well defined and generates an infinite sequence {zk = (µk, xk)} with µk ∈ R++ and zk ∈ Ω for
all k > 0.
Proof. If µk > 0, since F is a continuously differentiable P0 function, then it follows from Lemma 2.3(b) that the matrix
H ′(zk) is non-singular. Hence, Step 2 is well-defined at the kth iteration. For any α ∈ (0, 1], from (2.8) we can get
eµk − 1+ eµk∆µk = ρkµ0, (2.10)
µk + α∆µk = µk + α
(
ρkµ0 − eµk + 1
eµk
)
= µk + αγµ0min{1, f (zk)} + α
(
1− eµk
eµk
)
> (1− α)µk + αγµ0min{1, f (zk)} > 0
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(since for any fixed µ > 0,−µ 6 1−eµeµ 6 −µe−µ)
eµk+α∆µk − 1 = eµk(1+ α∆µk + O(α2))− 1
= eµk − 1+ αeµk∆µk + O(α2)
= (1− α)(eµk − 1)+ αρkµ0 + O(α2) (2.11)
where the third equality holds since (2.10).
LetΦ(z) := Φµ(x), gz(α) = Φ(z + α∆z)− Φ(z)− αΦ ′(z)∆z. It is easily to see that gz(α) = o(α).
‖Φ(zk + α∆zk)‖2 = ‖Φ(zk)+ αΦ ′(zk)∆zk + gzk(α)‖2
= ‖(1− α)Φ(zk)+ gzk(α)‖2
= (1− α)2‖Φ(zk)‖2 + 2(1− α)Φ(zk)Tgzk(α)+ ‖gzk(α)‖2
= (1− α)2‖Φ(zk)‖2 + o(α). (2.12)
From (2.5), (2.11) and (2.12) we have
f (zk + α∆zk) = (eµk+α∆µk − 1)+ ‖Φ(zk + α∆zk)‖2
= (1− α)(eµk − 1)+ αρkµ0 + o(α)+ (1− α)2‖Φ(zk)‖2
6 (1− α)f (zk)+ αρkµ0 + o(α)
= (1− α)f (zk)+ αγµ0eµk min{1, f (zk)} + o(α)
= (1− α)f (zk)+ αγµ0[(eµk − 1)min{1, f (zk)} +min{1, f (zk)}] + o(α)
6 (1− α)f (zk)+ αγµ0[f (zk)+ f (zk)] + o(α)
= [1− (1− 2γµ0)α]f (zk)+ o(α)
6 [1− σ(1− 2γµ0)α]f (zk) (2.13)
for α sufficiently small. This shows that Step 3 is well defined at the kth iteration. Therefore, we obtain that Algorithm 2.4
is well defined and generates an infinite sequence {zk = (µk, xk)}with µk ∈ R++.
Next, we prove zk ∈ Ω for all k > 0 by induction on k. Obviously, µ0 > γµ0min{1, f (z0)}; Suppose that zk ∈ Ω ,
i.e., µk > γ min{1, f (zk)}µ0, we have
µk+1 = µk + λk(e−µk − 1)+ λkρkµ0/eµk
> µk − λkµk + λkγµ0min{1, f (zk)}
> γ min{1, f (zk)}µ0
> γ min{1, f (zk+1)}µ0. (2.14)
The proof is completed. 
3. Convergence analysis
Lemma 3.1. Let Φµ(x) be defined by (2.4). For any µ > 0 and c > 0, define the level set
Lµ(c) := {x ∈ Rn :‖ Φµ(x) 6 c}. (3.1)
Then, for any µ2 > µ1 > 0 and c > 0, the set L(c) := ∪µ16µ6µ2 Lµ(c) is bounded.
Proof. Suppose, to the contrary, that L(c) is unbounded. Then for some fixed c > 0, there exists a sequence {(µk, xk)} such
that µ1 6 µk 6 µ2, ‖Φµk(xk)‖ 6 c , ‖xk‖ → ∞.
Since the sequence {xk} is unbounded, the index set J := {i ∈ N : {xki } is unbounded} is non-empty. Passing to a
subsequence if necessary, we can assume, without loss of generality, that {|xki |} → ∞ for all i ∈ J . Let the sequence {x¯k} be
defined by
x¯ki :=
{
0, if i ∈ J
xki , if i 6∈ J. (3.2)
Then, {x¯ki } is bounded. Since F is a P0-function, by Definition 2.2, we have
0 6 max
i∈N
(xki − x¯ki )[Fi(xk)− Fi(x¯k)]
= max
i∈J
xki [Fi(xk)− Fi(x¯k)]
= xkj [Fj(xk)− Fj(x¯k)] (3.3)
J. Zhang, K.-C. Zhang / Journal of Computational and Applied Mathematics 225 (2009) 1–8 5
where j is one of the indices for which the max is attained, which we have, without loss of generality, assumed to be
independent of k. Since j ∈ J , we obtain that {|xkj |} → +∞.
We now consider two cases:
Case 1: {xkj } → +∞. In this case, since Fj(x¯k) is bounded by the continuity of Fj, (3.3) implies that Fj(xk) > c1 for
some c1 6= −∞, since 0 < µ1 6 µk 6 µ2 we have xkj + Fj(xk) −
√
(xkj )2 + F 2j (xk)+ µ2k is bounded below and
τ(xkj +
√
(xkj )2 + µ2k)(Fj(xk)+
√
Fj(xk)+ µ2k)→+∞. Thus, φ(µ, xkj , Fj(xk))→+∞.
Case 2: {xkj } → −∞. In this case, since Fj(x¯k) is bounded by the continuity of Fj, (3.3) implies that Fj(xk) 6 c2 for some
c2 6= +∞, since 0 < µ1 6 µk 6 µ2 we have xkj + Fj(xk)−
√
(xkj )2 + F 2j (xk)+ µ2k →−∞ and τ(xkj +
√
(xkj )2 + µ2k)(Fj(xk)+√
F 2j (xk)+ µ2k) is bounded above. Thus, φ(µ, xkj , Fj(xk)) → −∞. In either case, we obtain ‖Φµk(xk)‖ → ∞, which
contradicts ‖Φµk(xk)‖ 6 c.
This completes the proof. 
From Lemma 3.1, we know that the set Lµ(c) := {x ∈ Rn :‖ Φµ(x) 6 c} is bounded for any µ > 0. We can immediately
get the following result.
Corollary 3.2. Suppose that F is a P0-function and µ > 0. Then the function ‖Φµ(x)‖2 is coercive, i.e.,
lim‖x‖→+∞ ‖Φµ(x)‖
2 = +∞.
Lemma 3.3. Let f (·) be defined by (2.5) and {zk := (µk, xk)} be the iteration sequence generated by Algorithm 2.4. Then the
sequence {f (zk)} is convergent. If it does not converge to zero, then {zk := (µk, xk)} is bounded.
Proof. It followed from step 3 and Theorem2.5 that {f (zk)} ismonotonically decreasing and {zk} ∈ Ω . We know that {f (zk)}
is convergent. Then there exist f ∗ such that f (zk) → f ∗ as k → ∞. If {f (zk)} does not converge to zero, we have f ∗ > 0.
From {zk} ⊂ Ω andµk 6 eµk−1 6 f (zk) 6 f (z0)we have that {µk} is bounded. It is easily to see that there existµ1, µ2 > 0
such that 0 < µ1 6 µk 6 µ2 for all k > 0. Let c0 := ‖f (z0)‖ and L(c0) := ∪µ16µk6µ2 Lµk(c0), where Lµk(c0) is defined by
(3.1). Obviously, xk ∈ L(c0) because of xk ∈ Lµk(c0). It follows from Lemma 3.1 that the set L(c0) is bounded and hence {xk}
is bounded. Therefore, {zk} is bounded. This completes the proof. 
We denote Ψµ(x) := ‖Φµ(x)‖2.
Lemma 3.4. Let C ⊂ Rn be a compact set.Then, for any δ > 0, there exists a µ¯ > 0 such that |Ψµ(x)−Ψ0(x)| 6 δ for all x ∈ C
and µ ∈ [0, µ¯].
Proof. The function Ψµ(x) viewed as a function of both µ and x is continuous on the compact set C × [0, µ¯]. The Lemma
is then an immediate consequence of the fact that every continuous function on a compact set is uniformly continuous
there. 
We cite the famous mountain pass theorem [3].
Theorem 3.5. Let f : Rn → R be continuous differentiable and coercive. Let C ⊂ Rn be a non-empty and compact set and define
m to be the least value of f on the boundary of C:
m := min
x∈∂C f (x).
Assume further that there are two points a ∈ C and b 6∈ C such that f (a) < m and f (b) < m. Then there exists a point c ∈ Rn
such that 5f (c) = 0 and f (c) > m.
Now we give our main result, we need the following assumption.
Assumption 3.6. The solution set S := {x ∈ Rn : x, F(x) ∈ Rn+, xTF(x) = 0} of (1.1) is non-empty and bounded.
Theorem 3.7. Let {zk = (µk, xk)} be the iteration sequence generated by Algorithm 2.4, Then:
(a) The sequence {f (zk)} and {µk} tend to zero, and hence any accumulation point of {zk} is a solution of (1.1);
(b) If Assumption 3.6 is satisfied, {zk} is bounded and hence it has at least one accumulation point z∗ = (µ∗, x∗)with x∗ ∈ S.
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Proof. From the definition of Algorithm2.4,we have that the limit point of {f (zk)} exists, denoted by f ∗. Suppose that {f (zk)}
does not converge to zero. Then f ∗ > 0 and {zk} is bounded by Lemma3.3. Let z∗ = (µ∗, x∗) be an accumulation point of {zk}.
Without loss of generality, we assume that {zk} converges to z∗. Then, it follows from the continuity of H and the definition
of ρ(·) that {µk} and {ρk} converge to µ∗ and ρ∗, respectively; and that f ∗ = ‖f (z∗)‖, ρ∗ = γµ0eµ∗ min{1, f ∗}. We may
assume that∆zk converges to∆z∗. By (2.9) we have
lim
k→∞ λk = 0.
On one hand, from Step 3 in Algorithm 2.4 we obtain that
f (zk + δmk−1∆zk) > [1− σ(1− 2γµ0)δmk−1]f (zk) (3.4)
which implies that
f (zk + δmk−1∆zk)− f (zk)
δmk−1
> −σ(1− 2γµ0)f (zk). (3.5)
Since
lim
k→∞
eµk+δmk−1∆µk − eµk
δmk−1
= eµ∗∆µ∗ = ρ∗µ0 − (eµ∗ − 1). (3.6)
and
lim
k→∞
‖Φ(zk + δmk−1∆zk)‖2 − ‖Φ(zk)‖2
δmk−1
= 2Φ(z∗)TΦ ′(z∗)∆z∗. (3.7)
Take limits on both sides of the inequality (3.5), from (3.6) and (3.7) we get
−σ(1− 2γµ0)f (z∗) 6 ρ∗µ0 − (eµ∗ − 1)+ 2Φ(z∗)TΦ ′(z∗)∆z∗
= eµ∗γµ0min{1, f (z∗)} − (eµ∗ − 1)− 2‖Φ(z∗)‖2
= eµ∗γµ0min{1, f (z∗)} − f (z∗)− ‖Φ(z∗)‖2
6 eµ∗γµ0min{1, f (z∗)} − f (z∗)
= (eµ∗ − 1)γµ0min{1, f (z∗)} + γµ0min{1, f (z∗)} − f (z∗)
6 f (z∗)γµ0 + γµ0f (z∗)− f (z∗)
= (2γµ0 − 1)f (z∗)
therefore,
(2γµ0 − 1)f (z∗) > −σ(1− 2γµ0)f (z∗) (3.8)
i.e.,
(2γµ0 − 1) > −σ(1− 2γµ0) (3.9)
since γµ0 < 1/2, we get σ > 1, which contradicts σ < 1. Therefore, we have that f ∗ = 0 (i.e., f (z∗) = 0) and thus µ∗ = 0.
Hence, z∗ is a solution of (1.1), which proves (a).
Next we prove (b). From (a) we know that {µk} is bounded, it is sufficient to prove the boundedness of {xk}. Assume that
the sequence {xk} is not bounded. Then, subsequence if necessary, we have {‖xk‖} → ∞. Hence, there exists a compact set
C ⊂ Rn with S ∈ intC and
xk 6∈ C (3.10)
for all k sufficiently large. Let a ∈ S be an arbitrary solution of NCP(F). Then we have Ψ0(a) = 0. Since
m¯ := min
x∈∂C Ψ0(x) > 0
using Lemma 3.4 with δ := m¯/4 we obtain
Ψµk(a) 6
1
4
m¯ (3.11)
and
m := min
x∈∂C Ψµk(x) >
3
4
m¯ (3.12)
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Table 4.1
n τ Iter Res CPU time (s)
50 4.9338 51 2.3728e−010 0.2970
0.2710 43 7.0471e−012 0.2810
4.5372 33 1.8707e−011 0.1880
1.0907 30 8.2533e−010 0.1560
100 4.2616 46 1.0464e−013 0.6250
1.3818 61 1.3508e−013 0.8750
3.1425 47 6.5919e−010 0.5780
3.3052 50 4.8853e−012 0.6410
150 4.1200 58 2.7574e−010 1.6560
4.5433 65 7.6706e−014 1.8600
0.7170 64 1.0783e−017 1.8130
1.1266 46 5.6744e−010 1.2340
200 3.4648 63 3.8110e−011 3.4220
0.0910 64 2.1678e−010 3.5000
2.6798 70 5.4045e−010 3.8430
1.3511 73 3.6945e−013 4.0930
for all k sufficiently large. Since Ψµk(x
k)→ 0 as k→∞we have
Ψµk(x
k) 6
1
4
m¯ (3.13)
for all k large enough. Now let us fix an index k such that (3.10)–(3.13) hold. On one hand, by applying the mountain pass
Theorem 3.5 with b = xk we obtain the existence of a vector c ∈ Rn such that5Ψµk(c) = 0 and Ψµk(c) > 34 m¯ > 0. On the
other hand, from5Ψµk(c) = 0 we can get Ψµk(c) = 0 which contradicts Ψµk(c) > 34 m¯ > 0. Thus, the assumption that the
sequence {xk} is not bounded is incorrect. The proof is completed. 
4. Numerical experiments
In order to verify the theoretical assertions, we test some NCPs that F(x) = D(x)+Mx+q, where D(x) andMx+q are the
non-linear and linear parts of F(x), respectively. Consider problem (1.1), we form the matrixM and the vector q similarly as
in [1]. ThematrixM = ATA+B, where A is an n×nmatrixwhose entries are randomly generated in the interval (−5,5) and a
skew symmetric matrix B is generated in the sameway. The vector q is generated from a uniform distribution in the interval
(−50,50). The components of D(x), the non-linear part of F(x), are Dj(x) = dj · arctan(xj) where dj is a random variable in
(0, 5).
All programs are written in Matlab code, numerical test in PC, CPU Main Frequency 3.08GEMS 512M run circumstance
Matlab6.5. The initial point x0 is generated from a uniform distribution in the interval (0, 5) and µ0 is a random number
in (0, 5). The parameters in algorithm we choose as: σ = 0.8; γ = 0.001; δ = 0.9, and τ is randomly generated in the
interval (0, 5). We use ‖Φ0(x)‖2 6 10−9 to be the termination criteria.
We choose n = 50, 100, 150, 200 as the dimension of the problem, respectively. The results are listed in Table 4.1. Iter
stands for the numbers of iterations. Res represents the value of ‖Φ0(xk)‖2 when our stop rule is satisfied. The results show
the feasibility and efficiency of our algorithm.
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