Introduction.
Quasigroups have two fundamental properties which groups in general lack. First, a quasigroup may be homogeneous in the sense that its group of automorphisms may be transitive. The only group with this property has just one element. Second, a quasigroup has a rich outer symmetry (or duality) in the sense that to each quasigroup are associated six conjugate quasigroups (defined in §3), one for each element of the symmetric group on three letters. In general, only the transpose of a group is again a group.
Any constraint satisfied by a quasigroup yields a conjugate constraint satisfied by a conjugate quasigroup. The theory of conjugate constraints and conjugate quasigroups is developed and illustrated in § §2-8. Of special interest are constraints which are invariant, that is, constraints which are equivalent to their six conjugates. The constraints of associativity and commutativity are not invariant.
In fact, as is pointed out in §5, one of the conjugates of associativity is the identity abac = be. Thus, the theory of groups is equivalent to the theory of quasigroups satisfying the identity ab-ac = bc. Considered from this point of view, the theory of groups may seem artificial. In any case, the existence of the tremendous theory of groups suggests that quasigroups satisfying other constraints than associativity and commutativity might merit consideration. For example, the constraint of mediality ab-cd = acbd, implied by the conjunction of associativity and commutativity, is invariant and has been investigated.
Pfc shall be considered in detail in § §11-14. The constraint of left-distributivity abc = ab-ac, which is intertwined with mediality, has received less attention.
It shall be treated in § §9, 10. The only left-distributive group is the trivial group. This serves to illustrate another of the attractions of quasigroups-they may satisfy identities which usually conflict with associativity. Also, in groups it is usually obvious whether a constraint is or is not satisfied; therefore, a theory of constraints has not been developed for groups. In § §15, 16 the relation of orthogonality to an algebra is studied. In particular, a new technique for constructing orthogonal quasigroups is presented which may produce a counterexample to Euler's conjecture.
Conjugates of various constraints are listed in § §17, 18 . In §19 conjugation is applied to varieties.
Historical remarks, comments, and suggestions for future work are collected in § §20, 21 under the title of Commentary.
I. Conjugation 2. Algebras. Let X be a set and w^ 1 be an integer. An algebra on X is a function/:
Xn->X which is defined for all elements of X" and is single-valued.
In Xn+1, f defines a subset G which shall be called the graph off: is an equivalence (i.e., a one-one onto function). Let Sk denote the symmetric group on the first k integers. Each <r£5j; induces an equivalence on Xk, again denoted a, defined by a((xu ■ • ■ , xk)) = (x"w, ■ ■ ■ , xnk)).
If G is the graph of an algebra/and oESn+i with a(n + l) =n + l then oG is also the graph of an algebra which shall be denoted af. For example, if « = 2 and a = (12) then/is a binary algebra and af is its transpose.
3. Polyadic algebra. Definition 3.1. If the graph G off satisfies the more stringent demand t,\G:G^X" 1 < i < n+ 1 are equivalence, / (or G) is a polyadic algebra. For example, if n = l,f: X->X is an equivalence. For n = 2,f: X2-*X is a quasigroup. Explicitly, the fact that ifx is an equivalence asserts the existence and uniqueness of the solution to the equation xa = b; the same property of 7T2 implies the same for the equation ax = b (the notation xy is the standard abbreviation for/(.r, y)). Definition 3.2. For each aESn+i and polyadic algebra GEXn+l, oG is a polyadic algebra and shall be called a conjugate of G (or of /) and may also be denoted af.
The notion of conjugacy clearly includes that of transposition. There may be n + l\ nonisomorphic algebras conjugate to an ra-ary algebra. 2. An associative quasigroup is a group. A quasigroup with a two-sided unit is a loop. A quasigroup in which the square of each element is itself is an idempotent quasigroup. Theorem 4.3. The quasigroups conjugate to a group f may be defined in terms off and the inverse operation in f as follows:
where the last row refers to the law f. It should be observed that in general a conjugate of a group (loop) is not a group (loop), except for the cases cr = I, the group (loop) itself, and cr = (12), its transpose, (and also a special case considered in §7).
5. Conjugate constraints. Or equivalently c = auay implies c = uy. This is simply the identity (5.3) au-ay = uy.
Thus, the identity 5.3 is a conjugate of the identity of associativity; it of course can be written abac = bc. Corollary 5.6. The theory of groups is equivalent to the theory of quasigroups satisfying the identity abac = be.
As will be shown in §18 the conjugate of an identity, while it is of course a constraint, is not necessarily expressible as an identity. 6. Symbolic logic of constraints. An examination of the details involved in determining the constraints conjugate to associativity in the previous section Shows that all the computations could be carried out in a completely formal manner, independently of the existence of algebras or quasigroups. The computations involve only certain properties of the sign " = ", functions, and substitutions.
It is the object of this section to define "constraint" and "conjugate of a constraint" formally and also more precisely than in the preceding section.
Let J be an elementary functional calculus with no individual constants, individual variables a, b, c, ■ ■ ■ , x, y, z, ■ ■ ■ , one function symbol of degree 2, written " • ", and one relation symbol of degree 2, " = ". The other symbols of ff are 3, F, [,],(,), A standing respectively for "implies", "false", "left and right bracket", "left and right parentheses", and "all". Within the well-formed formulas are singled out certain ones, called theorems, by specifying axioms and the notion of proof. The axioms, for example, would assert that " =" is an equivalence relation and " •" a quasigroup. Moreover, the logical operations ~ (not), A (and), V (or), = (equivalent), can be defined in terms of the symbols already introduced; for example, ~A is an abbreviation for [40F]. Definition 6.5. A constraint is a well-formed formula of 5\ Definition 6.6. A constraint of the form a = 8, where a and /3 are terms, is an identity.
Henceforth, the symbols "(',')", and " • ", will be deleted if ambiguity does not arise; (a-b) shall be written ab. Definition 6.7. An atomic constraint is a constraint such that each expression contained in it of the form a = /3 involves at most one multiplication (that is, is of the form ab=c or a = b).
As the method of the following examples shows, any constraint is equivalent to an atomic constraint.
Example. An atomic constraint equivalent to the identity ab=ba is
Example. Atomic formulas equivalent to the identity abc=ab-c are The logic of ff shows that this is equivalent to ab-ac = bc. Definition 6.11. The subgroup of S3 consisting of those cr such that 0-7 = 7 is the group belonging to 7. If the group of 7 is 53 then 7 is invariant. If / is an algebra on X and a is a term with k distinct individual variables then a induces a function g: Xk^>X, by interpreting " ■" as "/" and the individual variables in a as running through X. That g is well-defined is a consequence of Lemma 6.3. Not only terms, but, in a similar manner, constraints can be interpreted in an algebra. Proof. Since ae = a, oG, for cr = (23), satisfies the equation a2 = e. Since oG is a group it must be a power of the group of order two, and hence satisfy ab-bc = ac. This identity is invariant (see §17); by Theorem 7.1, G is itself a power of the group of order two. The converse follows from the invariance of abbc= ac. Theorem 7.4. A loop Q satisfies the identity ab-ac = db-dc only if it is a group which is a power of the group of order two.
Proof. Since d may equal e, which is a left unit, Q satisfies ab-ac = bc, which is conjugate by <r = (23) to associativity. oQ is therefore a group. Also, since e is a right unit xe=x in Q. Thus, xx = e in aQ. Hence aQ is a power of the group of order two. Therefore, Q is also. Lemma 7.5 (Suschkewitsch [3] ). In a quasigroup Q the following two constraints are equivalent: By B'a-be = c-de. Thus e is a right unit. Now let ab=q = qe. By B'
a-be = q-ec = ab-ec.
Since ec is independent of a and b, B follows. Proof. The commutativity of / is equivalent to oG = G, forcr = (12) . That /satisfies ab-b=a is equivalent to aG = G, for <r = (13). Since 53 is generated by any two distinct transpositions the theorem is proved. Proof. Since ab-b=a, the equation xb=a has at least one solution. Assume that xb=yb. Then xbb=yb-b, which implies x=y. Similarly the constraint b-ba = a implies the equation bx = a has precisely one solution.
Corollary 8.7. ,4w algebra f satisfying the constraints ab-b = a = bba is a commutative quasigroup (hence totally symmetric quasigroup).
Proof. In view of the preceding theorem and its proof it is sufficient to show that / is totally symmetric, and hence commutative.
Since trf=f for <r = (23) and cr = (13) and any two transpositions generate S3, f is totally symmetric.
II. Distributivity 9. Self-distributivity.
The conjugates of left-distributivity are listed in the following Left-distributivity is an example of an identity possessing a conjugate constraint which is not an identity. Proof. Theorem 9.3 and Corollary 6.13. Proof. Let b0c = cb0 for all cEQ-Then, a-(b0c) =a-(cb0) or ab0-ac = ac-abo for all a, cEQ-Thus, ab0 is in the center of Q ior all a. Thus Q is abelian. Proof. Set a = b=c in 7. Then, a2a2 = a-a2, so Q is idempotent.
Next set a = b in 7. Then bb ■ cb = b ■ be. Cancellation yields bc = cb. The remainder of the proof is equally direct.
Lemma 9.8. Let Q be a finite idempotent quasigroup of order n, and x an element of Q. Introduce on the nondiagonal elements, t, of G, containing x as one of its three coordinates a symmetric relation R defined by: tRt' if and only if there is i, 1 ^i^3, so that ictt is the transpose of irit'. Let 4>(x) equal the number of equivalence classes of the minimal equivalence relation generated by R. If
Proof. The (topological) proof of this theorem is to be found in [46] . In fact, the left translations constitute a transitive set of automorphisms.
It is not difficult to see that if, in an idempotent quasigroup, there is an automorphism a with a(x) =x' then 4>(x) = 4>(x'). Thus, if the group of automorphisms is transitive Z = 0 (mod n). If n is even Z is therefore even. But, if n = 2m, m odd, Z is odd, since Z=(n)(n -l)/2 (mod 2). This contradiction establishes the theorem. Proof. Like that of Theorem 9.13, to follow. Proof. This is a consequence of Corollary 9.11. Theorem 10.3. There exist quasirings of orders ra = 0, 1, 3 (mod 4), ra>3 consisting of two quasigroups fi, f2, such that for all i, j, l<i,j<2, ft is left-and right-distributive over f,.
Proof. Let/i be a left-and right-distributive noncommutative quasigroup of order ra; for example, one of the nonabelian quasigroups of order ra constructed in the proof of Theorem 9.8. Let /2 = (12)/i. Clearly,/i is left-and right-distributive over itself, i = l, 2. Typical of the proofs of the remaining cases is the computation showing that /i is left-distributive over f2. to the assertion boc = p, ap = q, ab=r, ac = s, imply ros = q. This is equivalent to the assertion that cb=p, ap = q, ab = r, ac = s imply sr = q. This in turn is equivalent to cb=p, ab=r, ac = s imply ap=sr, which is equivalent to a-cb=ac-ab, left-distributivity of/i. Proof. Let e be the unit of a medial algebra. Then eb-ce = ec-be; thus bc = cb, or the algebra is abelian. Also ae-cd = ac-ed; thus a-cd = ac-d, or the algebra is associative.
Conversely, let an algebra be associative and abelian. Then ab-cd
3. An associative abelian algebra is medial.
Proof. This is proved in the proof of Theorem 11.2. Theorem 11.4 (Hosszu [43] ). An algebra satisfying the identity a-bc = cba is medial.
Proof. ab-cd=d(c-ab) =d(b-ac)=ac-bd. Theorem 11.5 (Hosszu [43] ). If Q is a quasigroup satisfying ab-c = b-ca then Q is a commutative group, hence medial. Presumably, any proof of Corollary 11.8 would be more indirect than the proof of Theorem 11.2 since the conjugation by <r = (23) of "evaluate" is "solve."
The following lemma, theorem and proof is a recasting into the terminology of quasigroups of Knaster [36] .
Theorem 11.9. An abelian left-distributive quasigroup possessing a linear ordering compatible with the algebra (x < y implies ax < ay) is medial.
The existence of the linear ordering is used only in the proof of the following lemma. As will be noted the lemma would also follow from incompatibility (x<y implies ax>ay). Proof. Assume Q is medial and xa = by, za = bw. Then xw-ab=xa-wb = by-wb = bw-yb=za-by = zy-ab. Cancellation of ab yields (12.5). Since Q is medial (12.6) has the solution x = bc, y = ab.
Conversely, assume that Q satisfies (12.5) and (12.6). To show ab-cd = ac-bd solve the simultaneous equations ab-x=y-bd and ac-x=y-cd for x, y. Application of (12.5) yields abcd = acbd.
Remark.
Either an associative, left-distributive, right-distributive or medial algebra A satisfies (12.6). The solutions x, y are respectively, (c, a), (ac, a), (c, ac), and, as already noted, (be, ab). Definition 12.7. If X is a set and A is an algebra and/, g: X^A, then the product fg is defined by fg(x) = f(x)-g(x) forall*£X. Theorem 12.8 . An algebra A is medial if and only if for any algebra B and homomorphisms/, g: B^>A,fg is again a homomorphism.
Proof. Let A be medial and /, g: B-^A be homomorphisms. For x, yEB, fg(xy) =f(xy)g(xy) = (f(x)f(y))(g(x)g(y)) = (f(x)g(x))(f(y)g(y)) = fg(x)fg(y).
Thus the product of two homomorphisms is again a homomorphism. Assume that the product of any two homomorphisms into A is again a homomorphism.
Let a, b, c, d be in A. Let B be the free algebra on two generators x, y. Let/: 5->A be the homomorphism defined by f(x) =a, f(y) =b and g: B->A be similarly defined by g(x) =c, g(y) =d.
Since fg is a homomorphism ab-cd = f(xy)g(xy) = fg(xy) =fg(x)-fg(y) = (f(x)g(x))(f(y)g(y)) = ac-bd. 13 . Consequence of mediality. 
(xy) =f(x)f(y) = (h(x)g(x))(h(y)g(y)) = (h(x)h(y))(g(x)-g(y)) = (h(x)-h(y))(g(xy)
). Theorem 13.3. If B is an algebra and A is a medial algebra and aEA is an idempotent element, then the constant function f: B-+A defined by f(x)=a is a homomorphism. Proof. This may be deduced from Theorems 13.6 and 13.7. Clearly N is idempotent. Theorem 13.9. ^Ira idempotent medial algebra is left-and right-distributive.
Proof. ab-ac = aabc=a-bc. Similarly for right-distributivity. Proof. Let a he in the center of Q. Then bbax = bb-xa for all x, bEQ.
Thus, ba-bx = bx-ba for all x, b. Since for arbitrary u, vEQ the simultaneous equations u=ba,v = bx may be solved for b and x, uv=vu. Hence, Q is abelian.
Theorem 13.11 (Frink [44, p. 704] ). If A is a medial algebra and S and T are subalgebras of A then U= {st\sES, tET} is a subalgebra of A.
Proof. Let 5, s'ES and t, t'ET. Then sts't' =ss'-tt'. So UUEU.
14. Examples of medial algebras. In addition to abelian groups there is a variety of sources of medial algebras. We present several examples, most of which have appeared elsewhere. Example 1. In the terminology of Definition 9.10 A(G(n), p, q) is a medial algebra. If (p, n)=l = (q, n) then A is a quasigroup. If p+q=l (mod n) then A is idempotent.
A similar construction can be made with A(GF(2k), a, fi).
Example 2. (Murdoch [21], Toyoda [22], Bruck [26], Frink [44]). Let
G be an arbitrary group, kEG be fixed, and S, T: G-^G be commuting automorphisms.
Then the quasigroup defined by a o b = kS(a)T(b) is medial. Example 1 is a special case of this.
Example 3 (Aczel [31 ] ). Let R be a commutative ring and/: 2?->7? be an equivalence and p, q, tER, fixed. Define (14.1) aob=f-i(pf(a) + qf(b) + t).
If 7? is a field and pq^O then this medial algebra is also a quasigroup.The following theorem is pertinent here.
Theorem

(Aczel [31])
. A continuous medial quasigroup on the space X of real numbers must be of the form 14.1, where f is a homeomorphism of X.
Example 4 (Sholander [35] ). Let E2 be the Euclidean plane. Define an algebra on E2 by setting x-y = midpoint of the segment xy. That this quasigroup is medial is equivalent to the theorem asserting that the midpoints of the sides of a quadrilateral are the vertices of a parallelogram. (This example is simply the direct product of two copies of Example 3 with /= identity, p = l/2=q, t = 0.) Example 5 (Sholander [35] ). Let ABC be a fixed oriented triangle in E2.
If x, yEE2 define xy = z by the demand that the triangle xyz is similar to ABC and has the same orientation (set xx = x). Example 6 (Sholander [35] ). Let 5 be a fixed number of the real projective line Pi and r a real number. For x, yEPi define xy = z by the demand R(s, x, y, z) =r. This example generalizes (x+y)/2 (a special case of Example 3), since the midpoint is the harmonic conjugate of the point at infinity. Example 7 (Mituhisa [25] ). On C, the circumference of a circle, define xy = z if z is the mirror image of y in the diameter through x.
Example 8 (Mituhisa [25] ). On P, a parabola, define xy = z by the demand that zEP and that the line yz is parallel to the tangent at x (set xx =x). This turns P into a medial quasigroup. Example 9. Let C be a conic in the real projective plane and L a line not meeting C. If x, yEC define xy = z by the demand that zEC, z^y, and that L, the tangent to C at x, and the line zy be concurrent (set xx=x). That this defines a medial algebra on C may be proved in the following way. If C is a circle and L the line at infinity this is simply Example 6. An appropriate projectivity shows that the more general construction produces a medial algebra.
Example 10. Let C be a conic in the real projective plane and L a tangent to C. Let Q denote C minus the point of contact of L. If x, yEQ define xy=z by the demand that zEQ, Z9±y and that L, the tangent at x, and the line zy 
Example
11. Let C be a line conic in the real projective plane and F a point of contact of C. Let Q denote C minus the tangent at F. If x, yG<2 define xy = z be the demand that F, the point of contact of z, and intersection of x and y be collinear (set xx=x).
Then Q is a medial, abelian, idempotent quasigroup (it is simply the projective dual of the quasigroup of Theorem
14.3).
(Moreover, it can be shown that Example 11 is isomorphic to the quasigroup of Theorem 14.3; in fact, the function which assigns to each tangent its point of contact is an isomorphism.) IV. Orthogonal algebras 15. Implication of orthogonality on an algebra. Proof. Let A be a quasigroup and a, bEX. Then there exists x so xa=b, and then y so xy=a. Thus, the simultaneous equations xy=a, x*y = b have a solution x, y. [May Conversely, let A be orthogonal to A*. Assume xy=xz. Then x-xy =x-xz, or x*y =x *z, thus y = z. Since A is commutative it is a quasigroup. The proof is to be found in Higman and Neumann [40] .
Theorem 19.3. If ap^I, (12) then the subclass of oG satisfying an identity 7 is a variety in A.
The proof is to be found in Higman and Neumann [40] . Proof. Higman and Neumann [40 ] offer two proofs of this. The first consists of noting that it is a consequence of Theorem 19.3 and the second consists of presenting a short identity for aC. For cr = (13) this identity is a(bc-ba) =c, which is ay, where y is the identity ab-c = b-ca distinguishing C as a variety in Q (Theorem 11.5).
VII. Commentary 20. Remarks. On §3. The phrase "Polyadic Group" was used by E. LPost [18] who observed the similarity between the notions "single valued" and "unique solution." The observation that the symmetric group operates on graph to yield a new graph was exploited by Lefschetz [23, p. 175 ] in a neat presentation of the relation between cup and cap product. On §4. That quasigroups come in sextuplets was observed most recently by D. A. Norton and the author in developing the theory of cycles [46; 47] which is based directly on the graph G. Bruck [26, p. 24] pointed out the presence of the five additional quasigroups. H. W. Norton [16] , in his table of quasigroups of order 7 lists those which are "identical with their adjugates" ("totally symmetric" in the sense of Definition 8.2). See in particular [16, pp. 272, 282-285] . Bruck investigated totally symmetric quasigroups, especially their relation to loops, in [26] . Several times, in the theory of groups, the quasigroups (132)Q, (23)Q have been studied, especially in axiomatizing groups in terms of the inverse operations (e.g. [5; 9; 11; 12; 14; 45] ).
As is well-known, Definition 4.2 of a group can be weakened to: 7Ti, ir2 are onto, ir3 is an equivalence and associativity holds. Various conditions which give rise directly or indirectly to groups have been studied. (1) As Theorem 5.4 indicates, there is a one-one correspondence between groups and quasigroups satisfying the identity abac = bc. (2) (Suschkewitsch [3] ). If a quasigroup satisfies the constraint that the solution, c, of xa-b=xc is independent of x (that is, xa-b=xc implies ya-b=yc (see third row of 18.1 and related B of Lemma 7.5) then the quasigroup defined by a o b = c is a group. (3) (Evans [37] ). A loop for which there exist equivalences P,-, Qit 1 5=2/25, satisfying
obtains an abelian group from a medial quasigroup. If Q is a medial abelian quasigroup and a = aa is a fixed element of Q then a special example of his method is the quasigroup given by ax o ay =xy. That this quasigroup is an abelian group is a consequence of the easily verified facts that it is a medial loop (with unit "a").
On §5. In the computation and simplification of conjugate constraints, the following observations are of aid. Usually the atomic form of a constraint takes the form Eu • ■ ■ , Ek imply Ek+i where Corollary 5.5 raises several questions. It shows that, though we define a function rigorously as a subset of Xk, we tend to look at Xk along one preferred axis. In our bias, we develop a multiplicative notation based on operations with parentheses.
Since we would like to dispense with parentheses, we demand associativity.
As Corollary 5.6 shows, the study of associative quasigroups is equivalent to the study of quasigroups satisfying a rather uninviting identity.
The interpretation of associativity in the Cayley multiplication It would be illuminating to know what are the implications of associativity which give it such a prominence before all other identities. For example, if an algebra is a homomorphic image of a group it is a group. On the other hand, arbitrary quasigroups or even loops do not have this property [32] . The free group on m generators is easily obtained from the free algebra on m generators by "removing parentheses," adjoining a unit e, and introducing solutions to the m equations xg, = e, where g,-is a generator. The free quasigroup on m generators is obtained from the free algebra by introducing solutions to an infinity of equations [29] . There is an analogy of this situation to that of the algebraic closure of the real field and the rational field. Another implication of associativity is that the equivalence, cp, defined by ax=cf>(x)a, is an automorphism. (This is also a consequence of other identities [see Theorem 9.12] On §9. C. Burstin and W. Mayer studied quasigroups which are left-and right-distributive [4] . They stated that there are none of orders 2 and 6, observed that the group of automorphisms is transitive, and showed that such a quasigroup is idempotent. A problem of Bourbaki [39, p. 62 ] is based on their paper. The only other places where self-distributivity was investigated seem to be in Mituhisa [25] , Frink [44] , Bruck [28] and in the study of functional equations in real variables (see [31; 36; 41 ] ).
Since the relation R is preserved under homomorphisms, it may be used as a local test for the nonexistence of homomorphisms from one quasigroup onto another. For example, if x'EQ' has an equivalence class with more members than any equivalence class defined on any xEQ, then Q' cannot be the homomorphic image of Q.
The construction of quasigroups from Galois fields dates back at least to Bose [13] 1933, and the construction based on abelian groups at least to Burstin and Mayer [4] 1929.
In groups the equivalences of Theorems 9.12 and 9.14 are automorphisms if and only if a = b.
On §10. A quasiring is remotely related to a lattice. It is also related to a structure introduced by Suschkewitch [7] . He considered two commutative, associative algebras with units such that each algebra distributes over the other. In his proofs he does not use associativity.
On §11. The identity ab-cd = ac-bd has been studied by Murdoch [21] , Toyoda [22] , Etherington [24] , Bruck [26] , Aczel [31] , Knaster [36] Frink [44] , under a variety of names. The word "medial" is appropriate for two reasons: (1) The middle two terms are interchanged in ab-cd to obtain ac-bd and (2) The arithmetic mean is a medial operation and most of the examples of §14 are generalizations of this algebra. The connotation of "midness" is therefore not inappropriate.
Since there are abelian nonmedial algebras, the name "quasi-abelian" which has been used is misleading. is compact. If one preferred to study only structures which were preserved under conjugation one would study quasigroups but not groups and idempotent quasigroups but not loops.
Weaker definitions of normality exist. Garrison [19] defines a subset TV of a finite quasigroup Q to be normal in Q if for every a, bEQ there is c so aN-bN = cN. Kiokemeister [30] defines a subset TV of a quasigroup Q to be normal in Q if there is an equivalence relation R on Q satisfying (1) aRb, cRd=>acRbd (2) acRbc=>aRb and (3) caRba=>cRb with TV as one of the equivalence classes of R. Both observe that their definitions are equivalent to the definition: there exists a quasigroup Q' and homomorphism /: Q-*Q', onto Q', with IV as preimage of an element of Q'. This last definition readily shows that normality is invariant under conjugation, i.e., for crG^3, IV is normal in aQ if N is normal in Q. In fact/ is also a homomorphism from cr<2 onto aQ'. By letting cr = (12) one obtains Garrison's theorem that the product of two right cosets is also a right coset. It is interesting to note that Kiokemeister's conditions (1) , (2) On §14. Curtis Fulton has obtained a purely projective synthetic proof of Theorem 14.2, and has pointed out that Example 6 yields an analytic proof since the algebra of Pi may be introduced on C itself.
Application of Murdoch's method (see Commentary on §4) for constructing an abelian group from a medial quasigroup has some interesting geometric consequences.
For example, if C is a parabola, L the tangent at infinity, and a the vertex of C, then projection of the abelian group thus defined on C from infinity upon the tangent at a, produces an abelian group G on the tangent with unit "a". It is easy to see that G is ordinary addition.
Addition on the line minus a point is usually defined projectively by the choice of one point on the line and three lines, a total of four arbitrary constructions. The medial quasigroup on a conic minus a point involves no arbitrary choice. In view of these facts, it is reasonable to suggest that the medial algebra on the conic in some respects is more "natural" than addition on the line.
On §16. Euler conjectured that there are no orthogonal quasigroups of order ik + 2. MacNeish [l, p. 221] conjectured that there are at most a -1 mutually orthogonal quasigroups of order ra, where a > 1 is the smallest divisor of ra such that (a, n/a) = 1. He showed that the number a -1 is always assumed.
The constraint of Theorem 16.1 is the opposite of the identity aab = b in the sense that the identity a-ab=b is equivalent to the constraint: a-ab is independent of a. Indeed, assume a-ab is independent of a. One way to assure that the equation ax = xb of Table 16 .7 has a solution is to demand that the identity a-ab=ab-b be satisfied. This identity is satisfied by A(GF(2k), a, fi) where k>2 and a = l+fi (hence fi=l+a), and fi-(1+|3)^0. Or, one could demand that the identity a-ba=ba-b be satisfied.
A(G(n), p, q) can be constructed satisfying this identity if -1 is a quadratic residue of n (i.e. n is a product of primes of the form 4& + 1) and A (GF(ph), a,fi) can be, if p^2 and (-l)k*-»/* = l. which is a necessary condition that a semigroup be imbeddable in a group. On §18. The identity (a-bc)ab = c has an unusual property. It is equivalent to the identity a(bc-ba) =c, which cannot be deduced from it by cancellation or left or right multiplication. This is a counterexample to the conjecture: if a constraint reduces to an identity then is this identity unique (up to the obvious changes of variables, etc.)? That the two identities are equivalent can be proved in the following manner. The first is be = x, ax = y, ab = z imply yz = c or equivalently yz = c, ax = y, ab = z imply be = x which reduces to x=b(ax-ab), which is equivalent to the identity a(bc-ba) =c. The first condition of the third row of 18.1, due to Suschkewitsch [3] , asserts that the product of two right translations is a right translation, hence generalizes associativity.
21. Questions and problems. The proposals to follow may probably run from the trivial to the impossible. They are intended primarily to indicate some avenues of future investigation. 8. What medial algebra on the conic is related to the multiplicative group on the projective line (see Commentary on §14)(4)? 9. Let y =/(x) be a differentiable function whose graph is a convex curve K containing no line segments. If P, QEK define P o Q to be the point of K whose tangent is parallel to PQ (set P o P=P).
This quasigroup on K is idempotent and abelian and satisfies all identities deducible from these properties. What other identities can this quasigroup satisfy? (E.g. K is a conic if and only if it is medial.) 10 . Is the class of groups satisfying the identity x3 = l a variety in Al Added in Proof. Historical Addendum.
References I to VII below, especially the work of Schroder, show that the theory of identities on quasigroups has a history going back to the last century.
Briefly:
I: vectors introduced as elements of quasigroup conjugate to abelian group of points in Euclidean space; identities AB+BC = AC, AA =BB appear.
II: identities between (13)(G) and G studied.
Ill: notion of conjugate quasigroups appears (p. 305) and totally symmetric Q (p. 306); nonidempotent models exhibited of all orders.
IV: finite and infinite idempotent models of the identity cb(b-ac)=a treated; model of order 8 shows conjecture in [47] is wrong; conjugate identities (p. 194); invariance of preceding identity under alternating group (thus answering question 2).
V: list of external symmetries of quasigroups of orders 3 and 4. VI: equivalence of totally symmetric Q with (7-models 0f the identity a-ab = bcc; identity baac = bc implies associativity, mediality, total symmetry (p. 250); models of preceding identity of orders 2" exhibited: mentions right distributivity.
VII: aab = b, ac-bc = ac, aa = bb shown to be conjugate to constraints of abelian group (pp. 56, 59). 
