The Freidlin-Wentzell large deviation principle is established for the distributions of stochastic evolution equations with general monotone drift and small multiplicative noise. As examples, the main results are applied to derive the large deviation principle for different types of SPDE such as stochastic reaction-diffusion equations, stochastic porous media equations and fast diffusion equations, and the stochastic p-Laplace equation in Hilbert space. The weak convergence approach is employed in the proof to establish the Laplace principle, which is equivalent to the large deviation principle in our framework.
Introduction
There mainly exist three different approaches to analyze stochastic partial differential equations (SPDE) in the literature. The "martingale measure approach" was initiated by J. Walsh in [38] . The "variational approach" was first used by Bensoussan and Temam in [3, 4] to study SPDE with additive noise, later this approach was further developed in the works of Pardoux [24] , Krylov and Rozovoskii [21] for more general case. For the "semigroup (or mild solution) approach" we refer to the classical monograph [12] by Da Prato and Zabcyzk. In this paper we use the variational approach to treat a large class of nonlinear SPDE of evolutionary type, which can model all kinds of dynamics with stochastic influence in nature or man-made complex systems. Stochastic evolution equations have been studied intensively in recent years and we refer to [10, 11, 20, 22, 23, 27, 30, 39, 42] for various generalizations and applications.
Concerning the large deviation principle (LDP), there also exist fruitful results within different frameworks of SPDE. The general large deviation principle was first formulated by Varadhan [35] in 1966. For its validity to stochastic differential equations in finite dimensional case we mainly refer to the well known Freidlin-Wentzell LDP ( [19] ). The same problem was also treated by Varadhan in [37] and Stroock in [34] by a different approach, which followed the large deviation theory developed by Azencott [2] , Donsker-Varadhan [14] and Varadhan [35] . In the classical paper [18] Freidlin studied the large deviations for the small noise limit of stochastic reaction-diffusion equations. Subsequently, many authors have endeavored to derive the large deviations results under less and less restrictive conditions. We refer the reader to Da Prato and Zabczyk [12] and Peszat [25] (also the references therein) for the extensions to infinite dimensional diffusions or stochastic PDE under global Lipschitz condition on the nonlinear term. For the case of local Lipschitz conditions we refer to the work of Cerrai and Röckner [8] where the case of multiplicative and degenerate noise was also investigated. The LDP for semilinear parabolic equations on a Gelfand triple was studied by Chow in [9] . Recently, Röckner et al established the LDP in [32] for the distributions of the solution to stochastic porous media equations within the variational framework. All these papers mainly used the classical ideas of discretization approximations and the contraction principle, which was first developed by Freidlin and Wentzell. But the situation became much involved and complicated in infinite dimensional case since each type of nonlinear SPDE needs different specific techniques and estimates.
An alternative approach for LDP has been developed by Feng and Krutz in [17] , which mainly used nonlinear semigroup theory and infinite dimensional Hamilton-Jacobi equation. The techniques rely on the uniqueness theory for the infinite dimensional HamiltonJacobi equation and some exponential tightness estimates.
In this paper we will study the large deviation principle for stochastic evolution equations with general monotone drift and multiplicative noise, which are more general than the semilinear case studied in [9] and the additive noise case in [32] . This framework covers all types of SPDE in [30, 21] such as stochastic reaction-diffusion equations, stochastic p-Laplace equation, stochastic porous media equations and fast diffusion equations. It is quite difficult to follow the classical discretization approach in the present case. The reason is many technical difficulties appear since the coefficients of SPDE in our framework live on a Gelfand triple. For example, it is very difficult to obtain some regularity (Hölder) estimate of the solution w.r.t. the time variable, which is essentially required in the classical proof of LDP by discretization approach.
Hence we would use the stochastic control and weak convergence approach in this paper. This approach is mainly based on a variational representation formula for certain functionals of infinite dimensional Brownian Motion, which was established by Budhiraja and Dupuis in [5] . The main advantage of the weak convergence approach is that one can avoid some exponential probability estimates, which might be very difficult to derive for many infinite dimensional models. However, in the implement of weak convergence approach, there are still some technical difficulties appearing in the variational framework. The reason is the coefficients of SEE are nonlinear operators which are only well-defined via a Gelfand triple (so three spaces are involved). Hence we have to properly handle many estimates involving different spaces instead of just one single space. Some approximation techniques are also used in the proof.
The weak convergence approach has been used to study the large deviations for homeomorphism flows of non-Lipschitz SDEs by Ren and Zhang in [28] , for two-dimensional stochastic Navier-Stokes equations by Sritharan and Sundar in [33] and reaction-diffusion type SPDEs by Budhiraja et al in [6] . For more references on this approach we may refer to [16, 29, 15] .
Let us first recall some standard definitions and results from the large deviation theory. Let {X ε } be a family of random variables defined on a probability space (Ω, F , P) and taking values in some Polish space E. Roughly speaking, the large deviation theory concerns itself with the exponential decay of the probability measures of certain kinds of extreme or tail events. The rate of such exponential decay is expressed by the "rate function". 
where A o andĀ are respectively the interior and the closure of A in E.
If one is interested in obtaining the exponential estimates on general functions instead of the indicator functions of Borel sets in E, then one can study the following Laplace principle (LP). 
The starting point for the weak convergence approach is the equivalence between LDP and LP if E is a Polish space and the rate function is good. This result was first formulated in [26] and it is essentially a consequence of Varadhan's lemma [35] and Bryc's converse theorem [7] . We refer to [16, 13] for an elementary proof of it.
Let {W t } t≥0 be a cylindrical Wiener process on a separable Hilbert space U w.r.t a complete filtered probability space (Ω, F , F t , P) (i.e. the path of W take values in C([0, T ]; U 1 ), where U 1 is another Hilbert space such that the embedding U ⊂ U 1 is Hilbert-Schmidt). Suppose
The set S N endowed with the weak topology is a Polish space (we will always refer to the weak topology on S N in this paper if we don't state it explicitly). Define
Now we formulate the following sufficient condition for the Laplace principle (equivalently, large deviation principle) of X ε as ε → 0.
(A) There exists a measurable map g 0 : C([0, T ]; U 1 ) → E such that the following two conditions hold:
(i) Let {v ε : ε > 0} ⊂ A N for some N < ∞. If v ε converge to v in distribution as S N -valued random elements, then
(ii) For each N < ∞, the set
is a compact subset of E.
and the assumption (A) holds, then the family {X ε } satisfies the Laplace principle (hence large deviation principle) on E with the good rate function I given by
We will verify the sufficient condition (A) for general SPDE within the variational framework. Besides the classical monotone conditions assumed for the well-posedness of SPDE, we need to require one additional assumption (see (A4) below) on the noise coefficient for the LDP. In fact, the weak convergence approach are used here to avoid the time discretization for SPDE (the most technical and difficult step in the classical proof of LDP) since the regularity estimate of the solution w.r.t. the time variable is unavailable in the variational framework. But unlike the semilinear case (e.g. [6] ), we have to use Itô's formula for the square norm of the solution in the estimate. Then the weak convergence of control v ε to v (see (i) of (A)) cause some technical difficulty in the proof of convergence of corresponding solutions under the variational framework. Hence we need to have some restriction on the noise (see (A5)) such that the weak convergence procedure can be verified. Later some standard approximation techniques are used to relax this assumption.
Main framework and result
be a Gelfand triple, i.e. V is a reflexive and separable Banach space and V * is its dual space, (H, ·, · H ) is a separable Hilbert space and identified with its dual space by Riesz isomorphism, V is continuously and densely embedded in H. The dualization between V * and V is denoted by V * ·, · V and it is obvious that
Let {W t } t≥0 be a cylindrical Wiener process on a separable Hilbert space U w.r.t a complete filtered probability space (Ω, F , F t , P). (L 2 (U; H) · 2 ) denote the space of all Hilbert-Schmidt operators from U to H. We use L(X, Y ) to denote the space of all bounded linear operators from space X to Y . Consider the following stochastic evolution equation
where
For the large deviation principle we need to assume the following conditions, which are slightly stronger than those assumed in [21] for the existence and uniqueness of strong solution to (2.1).
For a fixed α > 1, there exist constants δ > 0 and K such that the following conditions hold for all v, v 1 , v 2 ∈ V and t ∈ [0, T ].
(A4) Suppose there exist a sequence of subspaces {H n } such that
and for any M > 0
where P n : H → H n is the projection operator and
Remark 2.1. (i) By (A2) and (A3) we can easily obtain the coercivity and boundedness of A and B:
. Hence the boundedness of B in (A3) automatically holds if α ≥ 2. If 1 < α < 2, the additional assumption on B in (A3) is assumed for the well-posedness of the skeleton equation (see (2.5)).
(
Hence a simple sufficient condition for (2.2) holds is to assume that
is a relatively compact set in L 2 (U; H). For example, we can take
Another simple example is B(t, v) = QB 0 (t, v) where Q ∈ L 2 (H; H) and
(iii) If there exists a Hilbert space H 0 such that the embedding H 0 ⊆ H is compact,
Hence (2.2) follows from the dominated convergence theorem.
holds for all v ∈ V and t ∈ [0, T ]. Moreover, we have E sup t∈[0,T ] X t 2 H < ∞ and the crucial Itô formula
Let us consider the general stochastic evolution equation with small noise:
Hence the unique strong solution
is a Polish space with the following metric
It follows (from infinite dimensional version of Yamada-Watanabe theorem in [31] ) that there exists a Borel-measurable function
such that X ε = g ε (W ) a.s.. To state our main result, let us introduce the skeleton equation associated to (2.3):
We will prove (see Lemma 3.1) that (A1) − (A3) also imply the existence and uniqueness of the solution to (2.
Then it's obvious that the rate function in (1.1) can be written as
. Now we formulate the main result which is a Freidlin-Wentzell type estimate.
with the good rate function I which is given by (2.7).
Remark 2.2. (i) According to [6, Theorem 5] , we can also prove uniform Laplace principle by using the same arguments but with more cumbersome notation.
(ii) This theorem can not be applied to stochastic fast-diffusion equations in [23, 27] since (A2) fails to satisfy. However, if we replace (A2) by the classical monotone and coercive conditions in [21] The organization of the paper is as follows. In section 3, under the additional assumption (A5) on B we prove Theorem 2.1 by using the weak convergence approach. Section 4 is devoted to relax the assumption (A5) by some standard approximation techniques. In section 5 we apply the main results to different class of SPDEs in Hilbert space as applications.
Proof of Theorem 2.1 under additional assumption
In order to verify the sufficient conditions (A), we need to first consider the finite dimensional noise, i.e. we approximate the diffusion coefficient B by P n B. But for the simplicity of the notation, we formulate the following additional assumption on B:
where V 0 ⊆ V is compact embedding and C > 0 is a constant.
For the reader's convenience, we recall two well-known inequalities which used quite often in the proof. Throughout the paper, the generic constants may be different from line to line. If it is essential, we will write the dependence of the constant on parameters explicitly. Young's inequality: Given p, q > 1 satisfy
Gronwall's lemma: Let F, Φ, Ψ : [0, T ] → R + be Lebesgue measurable. Suppose Ψ is locally integrable and
Proof. 
Then, due to (A1) − (A3), it's easy to verify thatÃ satisfies Assumptions A i )(i = 1, .., 5) on page 1252 of [21] .
(i) Hemicontinuity ofÃ follows from (A1) and (A2).
(ii) Monotonicity and coercivity ofÃ follows from (A2) and (A3).
(iii) Boundedness ofÃ follows from (A3). Therefore, by [21] (or [41, Theorem 30 .A])we know (2.5) has an unique solution.
Let z n be the unique solution to (2.5) for φ n , we will show {z n } is a Cauchy sequence in
where B * denote the adjoint operator of B and we also use the fact
Then by the Gronwall lemma we have
By the similar argument we have
Then by the Gronwall lemma and boundedness of φ
Hence we have
Combining (3.5),(3.8) and φ n → φ, we can conclude that {z n } is a Cauchy sequence in
V ), and we denote the limit by z φ . Then by repeating the standard monotonicity argument(e.g. [41, Theorem 30 .A]) one can show that z φ is the solution of (2.5) corresponding to φ. And (3.3) can be derived from (3.5). Hence the proof is complete.
The following result shows that I defined by (2.7) is a good rate function. Lemma 3.2. Assume (A1) − (A3) hold. For every N < ∞, the set
Proof.
Step 1: we first assume B also satisfy (A5). By definition we know
For any sequence φ n ⊂ S N , we may assume φ n → φ weakly in L 2 ([0, T ]; U) since S N is weakly compact. Denote z n and z are the solutions of (2.5) corresponding to φ n and φ respectively. Now it's sufficient to show z n → z strongly in
By (A5) and (3.8) we know h n ∈ C([0, T ]; V 0 ) and 
Hence one has By using the Hölder inequality, (A3) and (3.7) we have
where C is a constant which come from the following estimate
Combining (3.9) and (3.12)-(3.13) we have
Then by the Gronwall lemma and L 2 -boundedness of φ n , there exists a constant C such that
Since Lemma 3.1 shows that the convergence of the corresponding solution z φ is uniformly on S N w.r.t. the approximation on φ, the conclusion on the case φ n , φ ∈ L 2 ([0, T ]; U) can de derived by the proof above and the standard 3ε-argument.
Step 2: Now we prove the conclusion for general B without assuming (A5). Denote z φ t,n the solution of the following equation
where P n is the standard projection(see (A4) and Section 4 for details). By using the same argument in Lemma 3.1 we can prove
Since B(·, ·) are Hilbert-Schmidt (hence compact) operators, then by the dominated convergence theorem we know
Moreover, this convergence is uniformly (w.r.t φ) on bounded set of L 2 ([0, T ]; U), which follows from (3.15) and (3.8). Note that P n B satisfy (A5), by combining with Step 1 and standard 3ε-argument we can conclude that z n → z strongly in
Hence the proof is complete. 
Proof. By the Girsanov theorem and uniqueness of solution to (2.3), it's easy to see that
s ds (the abuse of notation here is for simplicity) is the unique solution of the following equation
, by using the Itô formula, Young's inequality and (A2) we have
Similarly we define
H . By using the Itô formula for corresponding square norm we can derive that By using the same argument as in (3.13) we obtain
Hence from (3.17)-(3.19) we have
where we used the estimate (see (3.6)-(3.8)) that there exists constant C such that
By applying the Gronwall lemma we have
Define the stopping time
By the Burkhölder-Davis-Gundy inequality one has εE sup
By using the similar argument in (3.17) we have
where C is a constant. Repeat the same argument in [21, Theorem 3.10] we can prove
Hence there exists a suitable constant C such that
in distribution. Hence the proof is complete.
Remark 3.1. According to Lemma 1.1, Lemma 3.2 and Lemma 3.3, we know that {X ε } satisfy LDP provided (A1)−(A3) and (A5) hold. By using some approximation argument, we can replace (A5) by the weaker assumption (A4).
Replace (A5) by (A4)
For any fixed n ≥ 1, let H n ⊆ V compact and P n : H → H n be the orthogonal projection. Let X ε,n t be the solution of (4.1) dX
where C is a constant and β t is a local martingale. By standard localization argument we may assume β t is a martingale for simplicity. Let θ = 1 4ε 2 we know
is a supermartingale. Hence we have
This implies that lim sup
+ max log a n σ 2 + a n , log a n δσ α + a n .
Since (A4 ′ ) says a n → 0 as n → ∞, (4.2) hold and the proof is complete. Proof. According to [40, Theorem 2.1] and section 3 one can conclude {X ε } satisfy the LDP with the following rate functioñ
V ) centered at f with radius r and I n is given by
where z n,φ is the unique solution of following equation
Now we only need to proveĨ = I, i.e.
We will first show that for any r > 0
We assume I(f ) < ∞, then by Lemma 3.2 there exists φ such that
Since z n,φ → z φ , for n large enough we have
Since r is arbitrary we have proved the lower bound
For the upper bound we can proceed as in finite dimensional case in [34, Lemma 4.6 ] to show lim sup
Hence we have sup
Hence the proof is complete.
In order to replace the assumption (A4 ′ ) by (A4), we need to use some truncation techniques (cf. [34, 9] ). 
where β t is a local martingale. We also omit the standard localization procedure here.
This implies that lim sup ε→0 ε 2 log P sup
Therefore, (4.5) hold.
After all these preparations, now we can finish the proof of Theorem 2.1. Proof of Theorem 2.1: The proof here is a slight modification of [34, Theorem 4.13] .
) and
Consider the mollified problem for equation (2.3):
It's easily to see that A, B N satisfy (A1) − (A3) and (A4 ′ ), since in this case (A4) implies that for B N a n = max sup
Hence by Corollary 4.2 we know {X 
where z φ N is the unique solution of following equation
Let N → ∞, then the LDP for {X ε } can be derived as in the finite dimensional case. According to Lemma 3.2, I defined in (2.7) is a (good) rate function. Note
We now first show that for any open set
Obviously, we only need to prove that for all z ∈ G with z 0 = x lim inf ε→0 ε 2 log P (X ε ∈ G) ≥ −I(z).
Choose R > 0 such that z T < R and set
Then we have lim inf
Finally, given a closed set F and an L < ∞, by Lemma 4.3 there exists R such that lim sup
Let L → ∞, we obtain lim sup
Now the proof of Theorem 2.1 is complete.
Examples
Now we can apply the main results to many stochastic evolution equations as applications.
As a preparation we prove the following lemma first.
Lemma 5.1. Let (E, ·, · , · ) is a Hilbert space, then for any r ≥ 0 we have
If 0 < r < 1, then there exists a constant C > 0 such that [9] need to assume F is local Lipschitz and have more restricted range conditions:
In our example we can allow F is monotone and take values in V * . Another difference is we also drop the non-degenerated condition (A.4) on B in [9] .
(iii) Note here one can also take B : V → L 2 (U; H) with locally compact range, which seems not allowed in [9, Theorem 4.2]. (ii) In the example we assume the embedding L r+1 (m) ⊆ H is continuous and dense only for simplicity, see [23] and [30, Remark 4.1.15] for some sufficient conditions of this assumption. But in general L r+1 (m) and H are incomparable, hence one need to use the more general framework as in [27] involving with Orlicz space. where c is a positive constant and follows from the Poincaré inequality. By the monotonicity of function |x|p −2 x we know
Hence (A2) holds. Then the conclusion follows from Theorem 2.1. The following SPDE was studied in [21, 22] . The main part of drift is a high order generalization of the Laplace operator. where 2 ≤ p < ∞, W t is a cylindrical Wiener process on H and
are measurable. Suppose B(t, v) = QB 0 (t, v), Q ∈ L 2 (H) and Proof. By using Lemma 5.1, (A2) can be verified by the same argument as in Example 5.5. And (A1), (A3), (A4) follow from the assumptions obviously, hence the conclusion follows from Theorem 2.1.
