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Introduction
Supercooled liquids can solidify much more rapidly than a nonsupercooled liquid and when rapid solidification occurs the liquid may not have time to form its usual crystalline structure. Materials made from supercooled melts can therefore have markedly different properties to the standard form of the material. A material formed from a supercooled liquid, usually called a glassy or amorphous solid, can present greater corrosion resistance, toughness, strength, hardness and elasticity than common materials: amorphous metal alloys can be twice as strong and three times more elastic than steel. Such materials are currently used in medicine, defence and aerospace equipment, electronics and sports [1] [2] [3] . Recent advances in the production and use of amorphous solids provides the motivation for this theoretical study on the solidification of a supercooled liquid.
Theoretical investigations of Stefan problems have focussed primarily on the situation where the phase change temperature is constant. However, there are various applications where this temperature changes from its standard value (the heterogenoeus nucleation temperature) and may even vary with time. One method to reduce the freezing point is to increase the ambient pressure. This method is exploited in the food industry, whereby the sample is cooled well below the normal freezing temperature by applying a high pressure. The pressure is then released and almost instantaneous freezing occurs. This permits the freezing of certain products that normally spoil when frozen more slowly. The technique is also used in cryopreservation [4] . Pressure may also vary due to surface tension effects at a curved interface. Hence freezing fronts with high curvature may exhibit a variable phase change temperature. Another mechanism for varying the phase change temperature occurs when a liquid is supercooled or undercooled (we will use both terms in the following work), that is, the liquid is cooled below the heterogeneous nucleation temperature. In this situation the liquid molecules have little energy which affects their mobility and hence their ability to move to the solid interface [5, 6] .
In this paper we focus on the final mechanism, where the liquid is supercooled. In the standard Stefan problem the phase change temperature is specified as a constant, say T m , and the speed of the phase change front is related to the temperature gradient in the surrounding phases. When modelling the solidification of a supercooled liquid, the phase change temperature is unknown and so a further equation is required, which relates the speed of the front to the degree of supercooling. If we denote the temperature at which the phase change occurs as T I and s(t) as the position of the front then a typical form for the relation between the front velocity, s t , and the degree of supercooling is shown in Fig. 1 . The left hand plot represents the copper solidification process, the right hand plot represents salol (which occurs at a slow rate and so provides relatively simple experiments). Both curves have the same qualitative form. For a small degree of supercooling, i.e. for copper T m À T I < 250 K, the speed of the front increases as the supercooling increases. This behaviour seems physically sensible, the cooler the sample the more rapid the freezing. However, for larger supercooling the process slows down as the molecules become more 'sluggish' due to a lack of energy. The maximum solidification rate for copper is around 2.9 m/s, for salol it is around 4.4 Â 10 À5 m/s (making salol a more popular choice for experimental studies).
Using a statistical mechanics argument, it is shown in Ashby & Jones [5, Chap. 6 ] that the solidification rate may be approximated by
where d is the molecular diameter, h the Planck constant, q the activation energy and k the Boltzmann constant. The parameter Dh is the product of the latent heat and the molecular weight divided by Avogadro's number (for salol Dh % 2.14 Â 10 À1 kg/mol, for Cu Dh % 6.35 Â 10 À2 kg/mol). A linearised version of Eq. (1) is often dealt with in the literature, [7] [8] [9] [10] [11] ,
where / ¼ 6hT m e q kTm =ðdDhÞ. This expression for / provides one interpretation of the usual kinetic undercooling coefficient described, for example, in [6, 7, 9] . The solid lines in Fig. 1 were obtained by plotting Eq. (1) using the parameter values of Table 1 , the dashed lines come from Eq. (2).
The classical Neumann solution to the Stefan problem with fixed boundary and constant far field temperature requires setting / = 0 in (2) . With the Neumann solution the interface velocity increases as the Stefan number b decreases: as b ? 1 + the velocity tends to infinity and the Neumann solution breaks down (where the Stefan number is the ratio of latent to sensible heat). In order to obtain solutions for Stefan numbers b 6 1, numerous authors have adopted the linear profile, with / -0, which removes the infinite boundary velocity. Incorporating the effects of the linear interfacial kinetics into the Stefan problem, by using (2), results in different solution behaviour depending on the value of b: for b > 1 the velocity s t / t À1/2 (as occurs with the Neumann solution), when b = 1 it changes to s t / t À1/3 and for b < 1, s t is constant (and the temperature is a travelling wave solution), see [6] . The short time solution given in [7] has s t constant at leading order with a first order correction of t , valid for all b.
In the following work we will study the one-phase solidification process subject to arbitrary supercooling and so employ Eq. (1) to determine the interface temperature T I . In Section 3 we make a similarity substitution to simplify the governing equations and then look for approximate small and large time solutions. In section 3.2 we investigate the linear supercooled model to reproduce all the different behaviours mentioned above (which are usually generated via different analytical techniques). In Section 3.3 we find a small time solution, valid for all b, and a large time solution valid for b < 1. We are not aware of any such analysis on the nonlinear model in the literature. In Section 4 we describe an accurate Heat Balance Integral Method (HBIM) and show how the resultant equations can reproduce all the behaviours predicted for linear supercooling. Further, using this method we can find the same range of behaviour for nonlinear supercooling at large times. In Section 5 we present results for the asymptotic and HBIM models and compare them with a numerical solution.
Mathematical model
We consider a one-dimensional supercooled liquid initially occupying x P 0, with solidification starting at the point (x,t) = (0, 0). An appropriate one-phase Stefan problem is then specified by @T @t
Tðx; 0Þ ¼ T 1 ; sð0Þ ¼ 0; [5, [13] [14] [15] . Table 1 . The interface temperature is related to the interface velocity by Eq.
(1). The linearised version is given by (2) and setting / = 0 in this equation brings us back to the standard condition that the interface temperature takes the constant value T m . Note, the system (3)- (6) in fact loses energy. In [9] this issue is discussed in detail and an energy conserving form is presented which is valid in the limit k s /k l ? 0. However, this limit is physically unrealistic and in [12] the reduction in the limit k s /k l ? 1 is determined. Results there are shown for the two limiting cases and the basic one-phase reduction of (3)- (6) which are then compared against the numerics for the full two-phase problem. It is shown that the reduction (3)- (6) gives a reasonable approximation and is in fact more accurate than the energy conserving form with k s /k l ? 0. So, since (3)- (6) is the most common form we retain it for this paper. The system (3)-(6) may be nondimensionalised with
where T ¼ L 2 =a l and L = /a l /DT. The temperature scale is DT = T m À T 1 . The length-scale is determined from Eq. (1), however if T I = T m there is no natural length-scale and it must be left arbitrary. Dropping the hat notation the governing equations are now
where Q = q/(k T m ) and P = T m /DT. The case of no supercooling is retrieved by setting T I (t) = 0 in (9) and then (12) is not used, small supercooling requires DT to be small such that P ? 1 and the exponential term of (12) may be set to unity, then s t = ÀT I (t). Otherwise, the full expression in (12) is used to determine T I . When T I (t) is not identically zero then we require an initial value (and also one for s t ). Noting that T(x, 0) = À1 and T I (t) = T(s, t) then s(0) = 0 indicates that T I (0) = T(0, 0) = À1. An initial (finite) value for s t may then be found by substituting T I (0) = À1 into Eq. (12) . The linearised version simply leads to s t (0) = 1. In the case T I 0 then as t ? 0 the discontinuity in temperature due to the conflicting conditions T(0, 0) = 0, T(x, 0) = À1 cannot be avoided. This indicates that the front velocity s t = ÀT x (s, t) is infinite at t = 0 (this will become clear in subsequent sections).
Before proceeding further, it is convenient to immobilise the boundary by setting y ¼ x À s; Tðx; tÞ ¼ Fðy; tÞ:
Then the system (8)-(11) becomes
F ! À1; as y ! 1 ð16Þ Fðy; 0Þ ¼ À1; sð0Þ ¼ 0:
In the following we will analyse this system further.
Asymptotic analysis
Most exact solutions to Stefan problems, where they exist, can be obtained by similarity methods. Hence, we begin by looking for similarity solutions to the system (14)- (17) and so define g ¼ y t a ; Fðy; tÞ ¼ GðgÞ:
The governing Eqs. (14)- (16) are now
with s(0) = 0, and primes denote differentiation with respect to g.
Since G = G(g) this system is strictly only valid when the t dependence is removed from the equations involving G. In (21) this is achieved by setting a = 0 or 1/2 but then we must also take into account the boundary condition G(0) = T I (t).
No kinetic undercooling
The classical formulation for the one-phase supercooled Stefan problem with no kinetic undercooling is obtained by setting T I (t) = 0 [6] . In this case we choose a = 1/2 and so the governing Eqs. (21) and (22) are now
Integrating the Stefan condition gives s ¼ 2m ffiffi t p and the solution for G is
The definition of m = ÀG 0 (0)/b then leads to the transcendental equation
In the original variables the solution is
together with (26) this defines the well-known Neumann solution [6] . The values of m and hence the velocity of the phase change front are therefore dependent on b = L m /(c l DT). As mentioned earlier, this solution has infinite velocity at t = 0 (since s t / 1= ffiffi t p ). Eq. 1 for all time.
Linear kinetic undercooling

Small time solutions
As discussed in Section 2, without kinetic undercooling the initial boundary temperature is fixed, T(0, 0) = 0, thus forcing an initial infinite temperature gradient. With kinetic undercooling T(0, 0) = T I (0) % À1 permits a finite temperature gradient. This indicates the need for different scalings at small times.
Let us now consider the governing Eqs. (14)- (17) . Noting that F(y,0) = À1 we look for a small time similarity solution close to F = À1 and so re-define the function G(g) as
This transforms Eqs. (14)- (17) into
The factor t 1/2 in front of G(g) in (28) is chosen to balance the Stefan condition in (30) and then it follows that s / t. This leaves time in the governing Eq. (29) and the boundary condition (30a): for this reason we make the small time substitution t = s, s = r, where is an artificial small parameter [16, 17] , to find
This form motivates a perturbation series with GðgÞ ¼ G 0 ðgÞþ Oð 1=2 Þ and rðsÞ ¼ r 0 ðsÞ þ 1=2 r 1 ðsÞ þ OðÞ, i.e. the leading order form for G is independent of s but this is not necessarily true for r. The leading order problem is then
Combining the first two boundary conditions in (34) shows that m = 1 and this provides the second boundary condition for G 0 ,
Although the self-similarity assumption in (28) does not permit us to solve for the temperature at first order, Eq. (32a) indicates that
where we have used the value G 0 ð0Þ ¼ 2b= ffiffiffi ffi p p . Writing this solution back in the original variables gives
Recall that the temperature is accurate only to leading order whilst the position of the front is accurate to first order. Note, we will see the condition s t ? 1 as t ? 0 arising below for various other cases.
Large time solutions
For sufficiently small times, the solution of the previous section holds for any value of b (although restrictions are imposed due to the linearisation of the relation s t (T I ), this is discussed in Section 3.3). The large time solution, on the other hand, takes different forms depending on whether b is greater, less than or equal to 1.
Case b < 1: In this case we choose a = 0, in (18) , and the governing Eqs. (21) and (22) reduce to
Note, now g = y = x À s, which indicates a travelling wave solution.
The travelling wave formulation differs from the other forms of similarity solution. In general the similarity transformation g = y/t a with a -0 allows the far-field and initial conditions to be combined, that is g ? 1 when x ? 1 or t ? 0. When a = 0, the limit t ? 0 requires s ? 0 and since 0 6 x 6 s the co-ordinate g = x À s ? 0. So in this case the initial condition must coincide with the left hand boundary condition. Since initially the temperature is everywhere at T(x,t) = G(g) = À1, the condition G(0) = Às t then requires s t = 1.
The Stefan condition integrates immediately to give s(t) = mt and this may be used to remove the time dependence in the boundary condition G(0) = m. Integrating the governing Eq. (38) and applying the boundary conditions in (39) leads to
To determine the value of m we now use the above solution and the definition m = ÀG 0 (0)/b to show that m = 1 À b and hence
which is obviously a travelling wave. Since the front propagates in the positive g direction, s t > 0, the solution is restricted to values
The travelling wave solution describes a constant shape that propagates with time: the temperature and temperature gradient are constant at the moving front
However, we noted above that for T I (t) -0 the initial condition is s t (0) = 1 but here we have s t (0) = 1 À b -1: in other words, we do not satisfy the initial condition. The travelling wave solution is commonly quoted as an exact solution to Stefan problems but in this case it may only be considered as a large time solution and this will become clear when we compare against the numerics. With this in mind we should not apply s(0) = 0 and the results in the original variables are 
Note, in the previous example we simply solved for G and then found we could not apply the initial condition s(0) = 0, hence suggesting a large time solution. Here we begin under the assumption of large time and so do not impose s(0) = 0. The Stefan condition then immediately leads to r ¼ 2m ffiffiffi s p þ c 0 , where c 0 is an integration constant. The small parameter in the boundary condition suggests a series solution G ¼ G 0 þ Oð 1=2 Þ. The leading order problem is then simply the a = 1/2 case without kinetic undercooling (25) and (26) but the initial condition no longer applies. Viewed from another angle we can interpret the no kinetic undercooling problem as a large time leading order approximation to the kinetic undercooling problem. The first order problem has a time-dependent boundary condition and so, as for the small time solution in Section 3.2, only the leading order problem is consistent with the current similarity transformation.
Writing the solution back in the original variables gives
Case b = 1: It is clear that this intermediate case cannot be found from the arguments given above and the analysis turns out to be more delicate. We therefore study it in more detail. Instead of the similarity transformation given in (18) and so we must have c = 1 À a for the front to move (at leading order). Hence, the governing equations are
From examining (50) and (51a) it is clear that we require 0 < a < 1/2, in order that 1À2a , a ? 0 as ? 0. We now introduce expansions
where again h is left unspecified. Substituting these expansions into (50) and (51) gives the leading order problem 
Note, the definition of m 0 ¼ ÀH 0 0 ð0Þ is automatically satisfied and provides no information. We must then look to the higher order terms to determine m 0 . Neglecting the leading order terms in the boundary condition for Hj g=0 leads to the balance 1À2a s h H 1 (0) = À a r 0s . To make the terms balance we choose a = 1/3. Thus the
To remove s from the equations requires setting h = À1/3. Thus (56) and (57) 
Substituting for H 1 (0) into (59a) gives an equation to determine m 0
Finally we may write down the position of the moving front
Note, the dependence r $ s 2/3 is quoted in [6, 7, 10, 11] (without the multiplicative constant). Finally, in the original notation we have
Nonlinear kinetic undercooling
Theoretically, the Neumann solution holds for any b > 1. Adopting the linear approximation to the s t (T I (12) .
Key to the similarity solutions of the previous section was the ability to remove the time dependence from the conditions at x = s(t). The nonlinear relation (12) makes this a much more difficult task and so in this section we limit our analysis to small time and travelling wave solutions. In the subsequent section we will then introduce an accurate form of heat balance integral method which permits approximate solutions for further cases.
Small time solutions
Using the previous definitions of g,G as given in Section 3.2 we obtain Eqs. (29) and (30) with the only difference being that in the boundary condition (30a) we replace the right hand side with T I . This relation is then used in Eq. (12) to give
We now make the small time substitution t = s, s = r, and expand the exponential term using a Taylor series expansion. This brings us to the leading order problem specified by Eqs. (33), (34) but with the condition r 0s = 1 replaced by
This has solution
As before we cannot find G 1 but can determine an expression for r 1 , namely
Writing the solution back in the original variables leads to
Large time solutions
Case b < 1: The travelling wave analysis in Section 3.2 easily translates to the current problem. We find
where T I = b À 1. The wave speed m, which varies with T I , follows from substituting s t = m into Eq. (12) m ¼ s t ¼ ð1 À bÞ exp
The temperature in the original variables is
and the position and velocity of the freezing front are
As in the linear case, the above travelling wave solution is restricted to values b < 1 and, since it cannot satisfy the initial condition, should be considered a large time approximation.
Solution with the HBIM
The Heat Balance Integral Method (HBIM) introduced by Goodman [18] is a well-known approximate method for solving Stefan problems. The basic idea behind the method is to approximate the temperature profile, usually with a polynomial, over some distance d(t) known as the heat penetration depth. The heat equation is then integrated to determine a simple ordinary differential equation for d. The solution of this equation, coupled with the Stefan condition then determines the temperature and position s(t). The popularity of the HBIM is mainly due to its simplicity. However, in its original form there are a number of drawbacks, primarily a lack of accuracy for certain problems but also the rather arbitrary choice of approximating function, see [19] for a more detailed description of the method and problems. Recently a number of variants of the HBIM have been developed which address the issues and have led to simple solution methods that, over physically realistic parameter ranges, have proved more accurate than second order perturbation solutions [20] [21] [22] [23] . For the current study we will use the HBIM to permit us to make further analytical progress in the case of large supercooling.
For the one-phase semi-infinite problem with large supercooling the HBIM proceeds as follows. For t > 0 the temperature decreases from T(s,t) = T I to À1 as x ? 1. With the HBIM the temperature profile is specified over a finite distance x 2 [s,d], where the 'heat penetration depth' d is defined as the position beyond which the temperature rise is negligible. This leads to the boundary conditions T(d,t) = À1, T x (d,t) = 0 and d(0) = 0. The simplest polynomial profile satisfying these conditions, along with T(s,t) = T I (t), is given by the function
In the original HBIM the value n = 2 was employed, although other values have been used in later studies (often motivated by numerical solutions), see [19] . For now we leave it unspecified. The heat balance integral is determined by integrating the heat Eq. (8) over the spatial domain, leading to d dt
Substituting the expression for T from (75) gives d dt
This involves the unknowns, d(t), s(t). A further equation comes from the Stefan condition
and the system is closed with Eq. (12) . The exponent n is also unknown and this is determined through Myers' method, described in [22, 23] . If we define f(x,t) = T t À T xx , then the HBIM may be specified through the integral
The modification suggested in [22, 23] was to choose n to minimise the least-squares error
This leads to significant improvements in the accuracy of the HBIM as well as providing an error measure that does not require knowledge of an exact or numerical solution. For certain problems, for example when the boundary conditions are timedependent, n may vary with time. To keep the method simple n is then set to its initial value, since this is where the greatest error E n usually occurs. A subsequent refinement to this method, called the Combined Integral Method (CIM), was developed by Mitchell & Myers [21, 24] which provides a more consistent way to deal with cases where n is time-dependent.
The standard HBIM is often criticized due to a lack of accuracy. To indicate the accuracy of these new methods we point out that in [24] À4 of around 0.44%. Given that the polynomial exponents only depend on b we expect Myers' method to be even more accurate than the CIM and so in the following, for simplicity, we will restrict n to be independent of time and so use Myers' method.
Linear kinetic undercooling
For the case of linear kinetic undercooling, T I (t) = Às t , and so we can use the Stefan condition (78) to eliminate d from (77) and so derive an equation depending solely on s(t). Assuming n is constant we obtain the second order ODE
Hence the HBIM has reduced the initial Stefan problem to one of solving a single ODE for s. This is obviously a much simpler prospect than solving the full Stefan problem. Once s is known the interface temperature is determined by T I = Às t , d is given by Eq. (77) and the temperature profile follows from (75). As discussed earlier the initial conditions are s(0) = 0,s t (0) = 1. Eq. (79) is easily solved using the Matlab routine ode15s. In this case, the error minimisation process leads to n % 3.57. The condition s t (0) = 1 leads to an initial singularity in acceleration. Motivated by the previous small time solution we assume a form s t = 1 + B t a when t ( 1 which leads to
and hence
These forms are then used as the initial conditions for the numerical calculation starting at some time t = t 0 ( 1.
Note, this is not the first time that an HBIM has been applied to kinetic undercooling problems. Charach & Zaltzman [7] studied the linear case employing the error function profile
where c is an unknown time-dependent coefficient to be determined. This form was motivated by the T I = 0 case of Eq. (27). The solutions obtained in this manner exhibit the same large time behaviours discussed earlier although by comparing to the numerical results we found this profile to be significantly less accurate than that using Myers' method. It also requires c to be determined and c(0) turns out to be infinite. For these reasons we do not show this solution on any plots.
Nonlinear kinetic undercooling
For the case of large supercooling the appropriate expression for T I (t) is obtained from Eq. (12) . Eliminating d from (77) by means of the Stefan condition (78) we obtain
The above equation suggests making the change of variable y = s t , which leads to
A second equation can be obtained by taking the time derivative of (12) dy dt ¼ À exp
Eqs. (82) and (83), together with the definition y = s t , constitute a system of three nonlinear first order ODEs that can be easily solved with the Matlab routine ode15s. The initial conditions for this system are T I (x,0) = À1, y(0) = exp (ÀQ/(P À 1)) and s(0) = 0. Again, the exponent n is determined by minimizing E n for t % 0 giving n % 3.61. 
The obvious balance comes from setting 2 À c = 3(1 À c), which gives c = 1/2, and so (84) reduces to 
Again the constants of integration have been set to zero to achieve the appropriate behaviour as t ? 1. This is the behaviour predicted by the large time, b = 1 analysis of Section 3.2.
From the above we see that the HBIM formulation allows us to easily capture the three forms of solution behaviour determined in Section 3.2.2.
As in the previous section we may make analytical progress in the large time limit by setting t = s/, s = r/ c and also
where c,h P 0. Eq. (12) then becomes
This equation clearly shows that for the front to move h = 1 À c. Eq.
(81) becomes 2ð1 þ 1Àc UÞ r s dU ds
We note that the first term in (90) will never be dominant for any ). Second, setting b = 1, we find that c = 2/3 and (91) reduces to (88) (s t $ t
À1/3
). Finally, for c = 1 the right hand side of (91) is dominant and we find U = T I = b À 1. Then s t is described by the travelling wave solution (72) which requires b < 1. There is also the possibility of setting c = 0 but this implies T I = U ( 1 which is not consistent with the specification of large supercooling.
Discussion
The equations obtained through the HBIM formulation for the linear case are easily analysed to determine the three time dependencies found at large times by previous authors. In the nonlinear case the asymptotic analysis may no longer be applied, however the HBIM formulation indicates the three same solution forms. When b P 1, as t ? 1 the velocity s t ? 0 and so T I ? 0. Consequently we should expect the linear and nonlinear cases to coincide. The numerics of the following section confirms this. When b < 1 the value of s t is constant and differs for the linear and nonlinear cases.
Results
We now present a set of results for the various scenarios discussed in Sections 3 and 4. The asymptotic and HBIM results are compared with a numerical scheme similar to that developed by Mitchell & Vynnycky [25, 26] . This uses the Keller box scheme, which is a second order accurate finite-difference method, and has been successfully applied to several moving boundary problems. The boundary immobilisation transformation at the end of Section 2, along with a small time analysis, ensures that the correct starting solution is used in the numerical scheme. In all examples we use parameter values for copper, hence Q % 3.5811. The value of b and P depend on DT hence the plots with b = 0.7,1,1.5 correspond to P % 2.417, 3.453, 5.179 respectively.
For clarity we present the results in three subsections: in the first we compare numerics, HBIM and asymptotic solutions for the case of linear kinetic undercooling, then repeat this for nonlinear undercooling, and finally we compare results obtained through the two undercooling models and the classical Neumann solution.
Linear kinetic undercooling
In Fig. 2 we compare the results of the numerical solution (solid line), the HBIM (dashed) defined by Eq. (79) and the small and large time asymptotics (dash-dot) for the case b = 1. The value of the exponent used in the HBIM was n = 3.57 which was determined by minimising the least-squares error. The left-hand figure shows the solutions for t 2 [0, 0.1]. In this range the numerical and HBIM solutions are virtually indistinguishable whilst the small time asymptotic solution is only accurate for the very initial stage. The asymptotic solution does have a time restriction since the leading order term must be significantly greater than the first order. In fact a more rigorous bound is imposed by the restriction that s t > 0 thus requiring t < p/(4b For large times the solution is a travelling wave. The large time asymptotic result is therefore a straight line corresponding to the wave speed s t = 1 À b = 0.3. As mentioned in Section 3.2.2, the travelling wave does not match the initial conditions, which the HBIM and numerics correctly capture, and so must be classified as a large time solution. Even at t = 100 the travelling wave speed is around 3% below the numerical solution.
For b > 1 the large time asymptotic solution (at leading order) reduces to the no kinetic undercooling (or Neumann) solution.
The velocity is represented by (45c) and it is shown in the right hand plot in Fig. 3 for b = 1.5 together with numerical and HBIM results (which again are virtually indistinguishable). At t = 100 the difference between numerics and asymptotics is around 10%. However, if we increase b to 2 the error at t = 100 reduces to 4%.
Nonlinear kinetic undercooling
In Figs. 4 and 5 we demonstrate different solution behaviours for the nonlinear kinetic undercooling case. In contrast to the linear examples we do not have large time asymptotic solutions for b 6 1 and only show HBIM and numerical solutions for those cases. The HBIM solution is obtained by integrating (82) and (83) using Matlab routine ode15s.
The left hand plot in Fig. 4 shows the small time behaviour with b = 1, when t 2 [0, 0.1]. Again the HBIM (with n = 3.57) appears to be very accurate, whilst the asymptotic solution slowly loses accuracy. As before this is bounded by a time restriction, t ( p/4b
. Decreasing b would improve the accuracy of the asymptotic solution. The HBIM solution has the initial value s t = exp (ÀQ/(P À 1)), which in this case gives s t (0) % 0.232. An important difference between this solution and the zero and linear undercooling cases is that the speed now increases with time. Referring to Fig. 1 , this indicates that this value of Stefan number requires T m À T I such that we begin to the right of the peak in the s t (DT) curve. As time proceeds and T I approaches T m we will move to the left and so observe an initial increase in s t followed by a decrease as we pass the peak. This behaviour is apparent in the right hand plot of The left hand figure shows that the HBIM is always close to the numerical solution and that the travelling wave result is only achieved after a very large time. Even after t = 300 the large time asymptotic solution is 4% below the numerical solution. This approach to the travelling wave is much slower than in the linear case. The HBIM and numerical results, as in Fig. 4 , show an initial growth in s t followed by a decrease for t > 30, again this may be attributed to starting from the right of the peak in the s t (DT) graph and then moving to the left, across the peak as t increases. The right hand figure contains the HBIM and numerical solutions for b = 1.5. Obviously the curves are very close to each other. The larger value of b indicates a lower value of D T than in the left hand plot and this means the degree of undercooling is always such that we remain to the left of the 
Comparison of linear and nonlinear undercooling
In Fig. 6 we show plots of the velocity s t for t 2 [0, 100] and the temperature T at t = 1 for the case b = 1.1. This b value was chosen to permit the inclusion of the Neumann solution. On the plots the solid line represents the numerical solution of the nonlinear problem, the dashed line that of the linear case and the dot-dash line the Neumann solution.
The left hand plot shows the velocities s t . The Neumann solution breaks down at b = 1, however, it is clear from the curves that even for b = 1.1 it is far from the solutions with undercooling. This indicates that, although the Neumann solution is accepted as valid down to b = 1, it may be highly inaccurate and inappropriate for describing the solidification of a supercooled liquid. The choice b = 1.1 means that we operate to the left of the peak in the s t (DT) graph, where the linear approximation is close to the nonlinear curve. Consequently, the corresponding velocities shown on Fig. 6 converge quite rapidly. However, for small times the linear case has much higher velocities which would result in a significantly higher prediction for s than when using the nonlinear relation. Decreasing the value of b causes the s t curves to diverge further.
The right hand plot shows the temperature profiles at t = 1 as a function of the fixed boundary co-ordinate y = x À s. The Neumann solution (dash-dotted line) has a constant temperature T = 0 at x = s for all times, while the nonlinear (solid) and linear (dashed) solutions present a variable temperature at x = s that tends to 0 as time increases. The differences observed between the temperature profiles become smaller for larger times and the solutions look almost the same at t = 100.
Conclusions
In this paper we have investigated the one-phase one-dimensional Stefan problem with a nonlinear relation between the phase change temperature and solidification rate. In the limits of zero and linear (small) supercooling we reproduced the asymptotic behaviour found in previous studies. The asymptotics for the nonlinear regime proved more difficult and then our analysis was limited to small time solutions for arbitrary Stefan number and a travelling wave solution at large time (valid for b < 1). A recent extension to the Heat Balance Integral Method was then applied to the system to reduce the problem to a single ordinary differential equation for the case of linear supercooling and two ordinary differential equations for the nonlinear case. Asymptotic techniques could then be applied to the ordinary differential equations to reproduce the various asymptotic behaviours found in the linear system. For the nonlinear system it turned out that the same behaviour could be found at large times and, given the proximity of the HBIM solution to numerical results we conclude that this reflects the behaviour of the full system.
Whilst asymptotic analysis is a popular method to analyse the solution form in various limits it may only be valid over a very small range. In contrast the HBIM solution was very close to the numerical solution and in general proved more accurate than the small and large time asymptotics. In the nonlinear case, where the asymptotic solutions were not available for all cases the HBIM equations could still be analysed to predict the solution behaviour. This indicates that the new accurate version of the HBIM is a useful tool in analysing this type of problem.
An interesting point concerns the Neumann solution. Although this solution exists for supercooled fluids (such that b ? 1 + ) it can be highly inaccurate. In our final set of results we compared solutions for b = 1.1. The Neumann solution has s t (0) = 1, with linear supercooling s t (0) = 1 and with the nonlinear relation s t (0) = e ÀQ/(PÀ1)
, which for the current study on copper gave s t (0) % 0.278. For large times the linear and nonlinear velocities converged (although the initial discrepancy may lead to a large difference in the position of the front) whilst the Neumann solution had s t approximately 50% higher even at t = 100. Increasing the value of b caused the three solution sets to converge. Perhaps the main conclusion of this study is that for practical purposes when attempting to predict realistic solidification rates for b < 1 and even for values slightly greater than unity the nonlinear relation should be employed. Even though the Neumann solution exists it should not be trusted to predict solidification rates of supercooled liquids for values of b close to unity. 
