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1. EINLEITUNG 
Die Elemente einer Menge A eines linearen normierten Raumes X seien 
durch Elemente eines n-dimensionalen Teilraumes L zu approximieren. Die 
Abweichung 
d,(A, L) := sup inf /I x- y 11 = sup d(x, L) 
xeA YEL XEA 
(1.1) 
gibt an, wie gut dies miiglich st; dabei ist 
d(x, L):= ini II x- 3’ I’ (1.2) 
der Abstand eines Elementes x vom Teilraum L. Als Mass fiir die Giite der 
Approximierbarkeit der Menge A in Raume X durch n-dimensionale 
Teilrtiume fiihrte A. Kolmogorov [7] den Begriff des n-dimension&n 
Durchmessers ein, der wie folgt definiert st 
d,*(A) := inf d&4, L). 
dimL=n 
(1.3) 
Das Infimum 15uft dabei iber alle n-dimensionalen Teilrgume L C X. 
Teilr%ume L der Dimension n mit d,(A) = d,(A, L) werden extremal 
genannt. Die Kenntnis eines xtremalen T ilraumes L liefert ine in gewissem 
Sinne beste Approximationsmethode, doch in praktischen Fgllen miisste 
man dann such wissen, wie zu jeden Element x E A ein Element x,, EL mit 
[I x- x,, 11 = d(x, L) zu finden ist, was numerisch schwierig sein kann. 
Urn diese Schwierigkeiten zu umgehen kann man fragen, wie die Elemente 
x der Menge A durch Elemente Px eines n-dimensionalen Teilraumes L C X 
approximierbar sind, wenn nur lineare Approximationsoperatoren P : A + L 
zugelassen werden. Eine untere Schranke fiir die Giite d r Approximation ist 
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der n-dimensionale lineare Durchmesser vonA, der von V. Tihomirov [15] 
eingeftihrt wurde: 
cl,‘(A) = inf inf sup//x-ppx!/. 
diml=n P:X+L xc4 
(1.4) 
Das eine Infimum ist iiber alle n-dimensionalen Teildume L C X, das andere 
iiber alle linearen Operatoren P, die X in L abbilden, zu erstrecken. Nun lbst 
sich jeder lineare Operator P :X + L in der Form Px = Cy=,fi(x) xi mit 
einer Basis x1 ,..., x, von L und n linearen auf X definierten Funktionalen 
fi ,..., f, darstellen. Aus diesem Grunde ist leicht einzusehen, dass 
gilt bei 
d,‘(A) 3 d,“(A) 
dx”(4 = inf sup II x~1. (1.5) 
r,,. ..,f,SX’ f,(x)=0,i=1 , ,n 
XEA 
Hierbei ist das Infimum iiber alle n-Tupel linearer Funktionale usX’, dem 
algebraischen Dualraum von X, zu bilden. Nach V. Tihomirov [ 14, 151 wurde 
die GrGsse d,“(A), der Durchmesser der Ordnung n, von Gel’fand eingefiihrt. 
Tihomirov l&t bei der Bildung des Infimums nur stetige lineare Funktionale 
zu, doch erweist essich in der vorliegenden Arbeit als zweckmassig, diese 
Einschrankung nicht zu machen. 
In Satz 1dieser A beit wird ie Existenz von n in dem Sinne optimalen 
Funktionalen fi ,..., fn gezeigt, durch die das Infimum in (1.5) angenommen 
wird. Der Satz 2behandelt ine wichtige Anwendung von Satz 1, namlich den 
Fall, dass ein Hilbertraum H mit Norm 11 ./I in einem normierten Raum X 
mit Norm j . j stetig eingebettet ist.Es wird ie Existenz eines optimalen 
Operators P, : H+ L, gezeigt, derin einen -dimensionalen Teilraum L,
abbildet, so dass 
I x - f’nx Id d” II xII (1.6) 
gilt und es keinen linearen Operator Q : H--t M, gibt mit M, C X und 
dim M, = n, der einer Beziehung (1.6) mit einer Konstanten td” geniigt. 
Die optimale Konstante d” ist dabei der Durchmesser d Ordnung n der 
Einheitskugel S, = {x E H j jl x/I < l} genommen in Raum X. Uberdies 
kann P, bei passend gewahltem L, als Orthogonalprojektor auf L, gewahlt 
werden. InSatz 3wird bewiesen, dass der Durchmesser d Ordnung n der 
duale Begriff zumn-dimensionalen Durchmesser ist. Dies wird in Satz 4auf 
einen dem Satz 2analogen Fall iibertragen und ein Zusammenhang zwischen 
optimalen Orthogonalprojektoren und gewissen xtremalen Unterrlumen 
hergestellt. Mit Hilfe von Satz 4und einer Methode von Rudin [l I] konnen 
Grtissenordnungen von Durchmessern derOrdnung nerhalten w rden, was 
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in Satz 5an einem Beispiel durchgeftihrt w rd.Damit wird such eine Frage 
von Nitsche in[lo] beantwortet. Dortwerden neue Fehlerabschatzungen f r 
ein Differenzenverfahren zur LSsung der Gleichung 
fur den Musterfall eines Quadrates Q CR2 angegeben. U ter anderem wird 
die Abschatzung 
I u - R,u I < ;!lfll (1.7) 
allein unter der Voraussetzung f E L,(Q) erhalten. Dabei liegen die 
Naherungen R,u in Teilraumen der Dimension n2, j u / bezeichnet die
Maximums- und //f Ij die L,(Q)-Norm. AusSatz 5Iasst ich schliessen, dass 
es keine linearen Naherungsoperatoren gibt,die die Abschatzung (1.7) 
abgesehen von der Konstanten c verbessern. 
2. EXISTENZSWTZE 
Seien fi ,..., fn lineare Funktionale usX’, dem algebraischen Dualraum 
eines linearen normierten Raumes X und sei 
G ={x~XIfi(x) = .*. =fJx) =O>. 
Nach V. Tihomirov [14], [15] fiihren wir die Bezeichnung 
A(A, G) = A(A;f, ,...,Jn) := sup 11 x/I 
XEAfJG 
(2-l) 
ein. Fur den Durchmesser d Ordnung n (1.5) einer Menge A C X kiinnen 
wir dann schreiben 
d” = d,“(A) = inf A@, G), 
codimG=n 
(2.2) 
wobei das Infimum iiber alle Teilraume G von X der Kodimension n Iauft.1 
Wir wollen zusatzlich verabreden 
do = d,O(A) := sup 11 x11. 
XGA 
(2.3) 
LEMMA 1. Sei X0 ein hearer Teilraum von X und A C X0 . Dann gilt 
d,“(A) = d;,(A). (2.4) 
1 Es sei stets dim X > n vorausgesetzt. 
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Beweis. Das Lemma lbst sich unmittelbar aus den Definitionen u d der 
bekannten Tatsache ableiten, dass ich auf einem Teilraum definierte lin are 
Funktionale zu solchen auf den ganzen Raum definierten erweitern lassen. 
Uber die Menge A werde im folgenden immer vorausgesetzt, dass sie 
symmetrisch zumNullpunkP onvex und beschrankt is . Auf der linearen 
Hiille spA von A ist dann durch das Minkowski-Funktional 
p(x) := inf{a-l 1 axE A, a > 0}, XESPA (2.5) 
eine zweite Norm erklart, diewir kurz p-Norm nennen wollen. Zur Unter- 
scheidung nennen wir die vorgegebene Norm such oft O-Norm. Entsprechend 
bezeichnen wirmit X* bzw. XP (fur sp A = X) die topologischen DualrHume 
beztiglich der 0-bzw. der p-Norm und mit jl .11 bzw. /I /IS die dort induzierten 
Normen. Da A in der O-Norm beschrtinkt vorausgesetzt ist, gilt (vgl. (2.3)) 
II xII G dOPW fur alle x E sp A. (2.6) 
Fur die folgenden Lemmata sei sp A = X vorausgesetzt. UnterHeran- 
ziehung von p konnen wir such schreiben 
d(A, G) = SUP llxll. (2.7) 
xeG.p(x) <l 
LEMMAS. Seienfi ,..., f~EX’,G=(xI~(x)=O,i=l,..., n}undGj= 
{x I h(x) = 0, i # 3.Isth.f iirein jin der p-Norm auf Gi unbeschrtinkt, so gilt 
&I, Gj) = d(A, G). (2.8) 
Beweis. Zur Abktirzung setzen wir d = d(A, GJ. Aus (2.7) fur d(A, Gj) 
ist zu entnehmen, dass zu jedem 6 > 0 ein x8 E Gj mit p(x,) = 1 und 
j/ xd 11 > d - 6 existiert. Wir setzen Ma = Ih(x Nach Voraussetzung ist 
h auf Gi unbeschrankt, es gibt also zu jedem E> 0 ein yE mit 
Y, E Gj 9 P(YJ < E> .hf;,(YJ = 1. 
Wir konstruieren in zg,, E G gemass 
(2.9) 
Wird bei festgehaltenem 6 di  Zahl Egeniigend klein gewlhlt, so ist wegen 
PC% - f;(x,) Y3 2 1 - M*E 
a Die Ergebnisse di ser A beit werden ur fti reelle normierte R&me formuliert. Doch
gelten sie such fi.ir komplexe RLume, wenn statt der Symmetrie die iiquilibritlt der Menge 
A vorausgesetzt wird. 
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der Nenner in (2.9) von Null verschieden und daher z~,~ definiert. Es ist 
z~,, E G und 
WBhlen wire rst 6und anschliessend E geniigend klein, sosehen wir, dass es 
zu jedem y < 6 ein z= z 8,r gibt mit z E G, p(z) = 1 und I/ zI/ > y. Hieraus 
folgt die Behauptung. 
FOLGERUNG. 1st d(A;f, ,..., fn)< d:-l(A), dann existiert eineKonstante 
C > 0, so dass gilt 
IhW < c(m + 1 Ih(x) j = I)...) n. (2.10) 
ifj 
Aus der Voraussetzung und Lemma 2 folgt nlimlich, dass fi ,..., fn linear 
unabhangig sind und fj auf G, in der p-Norm beschrankt is . Wir kiinnen 
Punkte x1 ,..., x, mit fc(xi) = & fur i, j= l,..., n finden. Setzen wir 
zj = x - c fi(X) xi) SO kt Zj E Gj , f;:(X) = fj(Zj) 
i#j 
und wir erhalten 
lfm d cP (X - izjh(X) xi) G c (Plx) + i$j I R(x)l) 
mit c = maxi llf;l 1 GiIls und C = c max(l,p(x,),...,p(x,)). 
LEMMA 3. Am d(A;f,,..., fn) < d:-l(A) folgt die Beschriinktheit van 
fi ,..., fn in der p-Norm. 
Beweis. Wir nehmen an, die Behauptung sei falsch. Dann existiert eine
Folge {x,} mit Cy=, Ifi(x,,,)j = 1 und p(xN) + 0 ftir N--f co. Nach Wahl 
einer geeigneten T ilfolge kbnnen wir annehmen 
limfi(x,) = bi , 
N+CC 
i = l,..., n und 216,/=1. 
id 
Wir wahlen eine nichtsingulare Mat ix (Q) mit 
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und fiihren neue Funktionale g, ,..., g, ein gem&s 
Dann gilt lim N+m gi(xN) = SIi und es ist lim,,,p(x,) = 0 sowie 
44 g1 ,...? gn) = 44h ,...,fn> -=c d-l, 
was der Folgerung von Lemma 2 widerspricht. 
Bemerkung. Lemma 2, die Folgerung und Lemma 3 sind in ahnlicher 
Form bei Golomb und Weinberger [6] zu finden, such zum Teil die Beweis- 
gedanken. Der Raum X tragt dort allerdings nur die p-Norm und es geht 
urn die Fragestellung, ei  gegebenes lineares Funktional durch nandere zu 
approximieren. 
LEMMA 4. Sei G ein in der p-Norm abgeschlossener linearer Teilraum von X 
der Kodimension n. Dunn existieren fi ,..., f,EXf’mitG, =(x~X/f~(x) =O, 
i = l,..., n} und 
.txxJ = 60 9 llh 112) = 1, I < k, 3 i,j = I,..., n (2.11) 
mit einer nur von n abhtingigen Ko stanten k,. 
Beweis. Der wesentliche Punkt ist die Unabhangigkeit d r k,von G bzw. 
fi ,..., fn .Aus den Voraussetzungen folgt namlich, dass ich 
mit n linear unabhangigen in der p-Norm beschrhnkten Fu ktionalen 
g, ,..., g, darstellen 1Hsst. Wir setzen Hi= {x E X 1 gi+l(x) = ... = g,(x) = 0} 
fur i= l,..., n - 1 und H, = X. Sei // gi 1 Hi [jP = ai , wobei ai # 0 aus 
der linearen Unabhangigkeit d r gi folgt. Wir setzen 
und erweitern dieJi zu fi auf X unter Erhaltung der p-Norm, was nach dem 
Satz von Hahn und Banach moglich ist. Dann ist ilfi IIp = llh IHi [I9 = 1 
fur i= I,..., nund Hi ={xeXIficl(x) = ... =fn(x) =O}fiiri= l,...,n - 1 
sowie G = {x E X ifi = ... = fn(x) = 01. Daher kiinnen wir fur E > 0, 
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insbesondere fiirE= 1 Elemente yI,..., y, EX finden mit fi( yj) = aii fur 
i>jund 1 <p(yi) < 1 + E = 2. Weiter definieren wir induktiv 
Xl = Yl 
Xj = J’j - 1 hh) Xi 3 j = 2,..., n 
i=l 
und kiinnen durch vollstandige Induktion nach jzeigen, dass j;(q) = aij 
fur alle i und j gilt. Wir erhalten dieAbschatzung 
i-l 
PW 6 2 + 2 2 PW 
i=l 
Hieraus folgt aber p(xJ < 2 . 3j-l < 2 . 3+l, d.h. (2.11) ist sicher richtig 
mit kn = 2 . 3+l. 
LEMMA 5. Sei P = {f E Xn 1 jj f (I9 < I} die Einheitskugel in X”,welche die 
Relativtopologie der X-Topologie volt Xp trage. Dann ist die auf dem n-fachen 
topologischen Produkt Pnvan P erkliirte reellwertige Abbildung 
(fi r...,fn) - 4A;h ,...,fn> 
in den Punkten f = (fi ,..., fn)EP” mit linear unabhtingigen f  ,..., fn nach 
unten halbstetig. 
Beweis. Sei ein Punkt f” = (ho,... , fno) E P” mit linear unabhangigen 
Funktionalen fro, .. . fno und E > 0 vorgegeben. Nach Definition v
d(A; f”) gibt es ein x0 E A mit 
fiO(xo) = 0, 
und 
i = I,..., n 
11 x0 11 > d(A; f”) - E. 
Wir kiinnen uIo,..., u,O EX so finden, dass gilt 
jy(Uj”) = 6,j .
Wir betrachten die folgende Umgebung U von f” in Pm 
u = I f E P” 1 I fi(xo) - fio(xo)l < 5 I fi(ui”> - fi”(4% < & , L j 
(2.12) 
(2.13) 
(2.14) 
1, ‘.l n) 
i. 
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Zu f E U suchen wir Elemente u1,..., U, EX mit 
A(%) = hj 2 i,j = l)...) YE. (2.15) 
Dazu setzen wir mit einer 12x n Matrix an 
rz 
ui = C aijujo, i = l,..., n. (2.16) 
j=l 
Die Bedingung (2.15) ist erftillt, wenn (a,J als Inverse d r Matrix (h(uio)) 
gewahlt wird. Diese existiert, denn (fjo(uio)) ist nach (2.14) die Einheitsmatrix 
und wegen f E U ist die Norm (maximale Z ilenbetragssumme) der Matrix 
(J;:(uio) - ~jo(~io)) kleiner als 1/2n .n = l/2. Wir erhalten daher fur die Norm 
die Abschatzung 
1 ---= lItad G , _ + 2. (2.17) 
Aus (2.16) und (2.17) folgt 
(2.18) 
mit einer nur von u10 ,..., u noabhangigen Ko stanten C. Wir betrachten nun 
das Element z = x0 - ~~=,J(x,) uj ftir das zufolge (2.15)f,(z) = 0, i= l,..., n 
gilt. Dies impliziert I/ zI/< d(A; f) p(z) und mit (2.18) 
II x0 II - c i Ih( G 4% f> (P(X3 + c i Ill). 
j=l j=l 
Berticksichtigen wir f E U, (2.12), (2.13), p(x,) < 1 und d(A; f) < do, so 
erhalten wir
d(A; f”) - (Cn + CndO + 1) E < d(A; f). 
Da E > 0 beliebig war, folgt die Behauptung. 
Nach diesen vorbereitenden Lemmata sind wir in der Lage, einen Satz tiber 
die Existenz optimaler Funktionale zu beweisen. 
SATZ 1. Sei X ein reeller linearer normierter Raum, A eine symmetrische, 
beschriinkte und konvexe Teilmenge von X mit sp A = X. Dann existieren n 
lineare Funktionale,f, ,..., f*EX”, die in dem Sinne optimal sind, dass gilt 
d,“(A) = 4&f, ,...,fn). (2.19) 
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Bemerkung. Lemma 1 zeigt, dass die Voraussetzung sp A = X keine 
Einschrankung der Allgemeinheit ist.Wir verzichten daher auf eine Formu- 
lierung des Satzes fur sp A # X. 
Beweis. Wir nehmen zunachst d,“(A) < d$-l(A) an. Aus Lemma 3 
wissen wir, dass wir uns bei der Suche des Infimums von d(A;f, ...,fJ 
auf Funktionale fi ,..., fn E Xp beschranken konnen; wir konnen sogar 
f = (xl ,...,fn> E P” annehmen, wobei P und P” die Bedeutung wie in 
Lemma 5 haben und die dort angegebene Topologie tragen sollen. Es ist 
bekannt (vgl. Dunford und Schwartz [5, pp. 423-424]), dass P und nach 
einen Satz von Tyhonov such P” kompakt sind. Weiter nimmt eine auf einer 
kompakten Menge nach unten halbstetige Funktion dort ihr Minimum an. 
Da wir die Halbstetigkeit der Funktion d(A; f) in Lemma 5 nur fur die 
Punkte f = (.fi ,..., fn)EPn - L bewiesen haben, wobei 
L = Kfl ,..., fn)EPn 1 fi ,..., fn linear bhangig) 
ist, suchen wir eine offene Umgebung U1 L mit der Eigenschaft: 
(i) Zu jedem 6>d”(A) gibt es einf=(fi ,...,J;,)EP~--umitd(A; f)<S. 
Fur eine solche Umgebung Uist d(A; f) auf Pn - U nach unten halbstetig, 
ausserdem ist Pn - U als abgeschlossene Teilmenge einer kompakten Menge 
selbst kompakt. Die Funktion d(A; f) nimmt also dort ihr Minimum an, 
das aber dann wegen (i) zugleich Minimum auf P” ist. Nehmen wir an, es 
gabe keine Umgebung U mit der Eigenschaft (i). Dann gibt es zu jeder 
Umgebung U von L ein 6 > d”(A), so dass fur alle f E Pn mit d(A; f) < 6 
gilt f EU. Mit zwei festgehaltenen Zahlen 6, , 6, gem&s dn < 6, < 6, < d”-l 
konnen wir 6 < 6, annehmen. Dad(A; g) 3 dn-l > 6, fur gEL ist, gibt es 
zu jedem gE L ein x, mit g,(x,) = 0, i = l,..., n,llx,ll~6,,p(x,)=l.Wir 
ordnen jedem gE L die Umgebung 
q, = Kh ,..‘, fn)EP” 1 I&(x,)1 < E, i = I ,..., n} zu, wobei E> 0 
im folgenden f stgehalten wird. Wir setzen U = lJpeL U,. Zu diesem U gibt 
es ein 6 im obigen Sinne. Nach Definition von d” gibt es ein fE P” mit 
fl(A; f) < 6 und nach Lemma 4 kiinnen wir f = (fi ,..., fn)sowie Elemente 
x1 ,..., x, EX gem&s (2.11) gewahlt denken. Wegen d(A; f) < 6 ist fE U, 
d.h. es gibt ein x = xp mitp(x) = 1, jl x 11 3 S, und / fE(x)i < c fur i= l,..., n  
Wir setzen 
z = x - XL fdx) xi 
P(X - ZLm Xi> 
3 Fiir E< link, ist der Nenner in der Definition fiir zvon Null verschieden. 
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und es ist p(z) = 1, &(z) = 0, i = l,..., n  Unter Beachtung von (2.11) folgt 
llzll b __ 
I/ xj/ - nEk,dO > 6, - nEk,dO 
1 + rick, ’ 1 + nek, * 
(2.20) 
Dies ist ein Widerspruch zud(A; f) < 6 < 6, , denn wir kiinnen E so klein 
gewahlt annehmen, dass der Ausdruck ganz rechts in(2.20) 3 6, ist. Damit 
ist Satz 1 fur den Fall d” < d”-l bewiesen. 1st d” = dn-l, so suchen wir das 
kleinste m mit d” = dn-l = ... = d”. 1st m 3 1, so gilt dann dm < dm-l 
und wir wissen, dass die Funktion fl(A;,f, ...,fJ ihr Minimum annimmt, es 
also fi ,...,& E Xp gibt mit d(A;f, ...,fJ = d”“. Nehmen wir beliebige 
Funktionale J;n+l ,. , f% E XI’ hinzu, so folgt wegen d” < d(A;f, ...,fn) < 
W;fi ,...,fm> = dnz und d”’ = d” die Optimalitat vonfi ,..., fn .1st m = 0, 
so ist die Behauptung des Satzes trivial, da dann d(A;f, ...,f,) garnicht 
von fl ,..., fn abhangt. 
Der nun folgende Satz 2ist eine wichtige Anwendung von Satz 1. 
SATZ 2. Sei X ein linearer normierter Raum mit Norm I . 1, H ein in X 
liegender Hilbertraum mit Norm 11 I/ und die Inklusion H + X stetig. Dann 
gibt es einen -dimensionalen Teilraum L, C H, so dass die Orthogonal- 
projektion P :H + L, im folgenden Sinne optimal ist: Es gibt eine Zahl dn, 
so dass 
Ix-PxI <d”IIx/l fiiralle XEH (2.21) 
und kein &tearer Operator Q : H -+ M, , der in einen -dimensionalen Teilraum 
M, C X abbildet, geniigt einer Beziehung 
(2.22) 
mit einem c< d”. Die optimale Konstante d”ist der Durchmesser dn = dx”(Sn) 
der Ordnung nder Menge Sn = {x E H 1 11 xI/ < I} im Raum X. 
Beweis. (i) Wir zeigen zuerst, dass ein Operator P : H -+ L, der (2.21) 
mit dn = dxlz(Sn) geniigt, optimal ist. Sei Q : H + M, ein linearer Operator, 
der in einen -dimensionalen Teilraum ikf, C X abbildet und (2.22) mit einer 
Zahl c geniigt. Wirkiinnen Q in der Form Qx = Cy=, h(x) xi mitfi ,. ., f , EX’ 
und einer Basis x1 ,..., x, von IM, darstellen. W gen (2.22) impliziertfi(x) = 0, 
i=l ,...? n und 11 x11 < 1, dass I x I < c; daraus folgt c > d”. 
(ii) Aus Satz 1und Lemma 1 wissen wir, dass es einen linearen u d in H 
abgeschlossenen Teilraum G von H der Kodimension n gibt mit 
d”= sup 1x1. 
xGllxllG.l 
(2.23) 
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Sei L, das orthogonale Komplement von G in H, das die Dimension n hat, 
und P : H -+ L, der Orthogonalprojektor auf L, . Es ist dann x - Px E G 
fur alle x E H und daher wegen (2.22) 1 x - Px 1 < d” 11 x - Px I/ < d” 11 xI/ 
fur alle x E H. Q.E.D. 
3. DUALITJ~TSSATZE 
In diesem Abschnitt wollen wir zeigen, dass der Durchmesser d Ordnung 
IZ der duale Begriff zumn-dimensionalen Durchmesser (1.3) ist. Wir wollen 
dabei wieder eine Menge A, dei denselben Voraussetzungen wi  i Satz 1
geniige, in einem normierten Raum X betrachten. W gen (2.6) ist jedes in 
der O-Norm stetige Funktional such in der p-Norm stetig, wirhaben also 
X* C P. Sei S,* die Einheitskugel in X*.Weiter sei ftir lineare Teilriiume 
LCXbzw. MCX*. 
Dann gilt 
LI = {fg X* If(x) = 0 fur alle x 6 L}, 
J4, = {x E X If(x) = 0 ftir allefE M}. 
SATZ 3. Der Durchmesser der Ordnung n der Menge A ist gleich dem 
n-dimensionalen Durchmesser der Menge S,e in der Norm des Raumes Xp. 
dxn(A) = d;“(S,*). 
Linear unabhtingige Funktionale fi ,..., fn EXp sind genau dann optimal, wenn 
sie einen extremalen n-dimensionalen Teilraum fiir die Menge Sxf in Xp 
aufspannen. 
Zum Beweis des Satzes benijtigen wirein Lemma von Singer und 
R. Buck [3]. 
LEMMA 6. (I. Singer [12, pp. 15-201). (i) Fiir x,, EX und einen Zinearen 
Teilraum L C X gilt 
2: II x0 - x II = z;; lf(xo>l. 
llfll~l 
(ii) Fiir f. EX* und einen in der X-Topologie von X* abgeschlossenen 
Teilraum M C X* gilt 
(3.3) 
640/4/2-s 
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Beweis van Satz 3. Seien f, ,..., fn El emente aus X” und M deren lineare 
Hiille. Da M endlichdimensional ist, istes in der X-Topologie vonXp 
abgeschlossen. Nach Definition von f&4; fi ,..., fn)und Lemma 6 gilt 
Durchhiuft ( i,..., f,Jalle n-Tupel linear unabhangiger Funktionale vonXp, 
so durchlauft M alle n-dimensionalen Teilraume und unter Beachtung von 
Lemma 3 folgt (3.1). Auch wird sofort klar, dass die Optimalitat von 
fi ,..., fn die Extremalitat des aufgespannten Teilraumes impliziert und 
umgekehrt . 
Bemerkung. Auf diese W ise kann man einen anderen Beweis von Satz 1
erhalten, i dem man einen Satz von A. Garkavi [5] (vgl. Singer [12, 
pp. 265-2681) heranzieht, der besagt, dass in jeder Menge in Dualraum X* 
eines normierten Raumes ein extremaler T ilraum M C X* existiert. 
Wir iibertragen nun Satz 3auf einen Satz 2analogen Fall. 
SA~Z 4. Sei X0 ein linearer normierter Raum mit Norm j . I0 ,H ein stetig 
in X,, eingebetteter Hilbertraum mit Norm I/ *II. Weiter sei 
Xl = {x E H 1 ,,,,sPy.x IGTY)l < a>. (3.4) 
Dann ist XI mit der Norm 
ein linearer normierter Raum und es gilt 
d;,(&) = dn%%,) (3.6) 
mitSn={~EHIllxl\<l)undS~~ = {x E XI 1 I x I1 < l}. Ein Orthogonal- 
projektor P, : H -+ L, auf einen -dimensionalen Teilraum L,C H ist genau 
dann fur die Menge Sn bezcglich derO-Norm optimal imSinne van Satz 2, wenn 
L, ein extremaler Teilraum fur die Menge S x, beziiglich derHilbertnorm ist. 
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Bemerkung. 1st H dicht in X0 (was wir aber nicht benotigen), so nennt 
Amann [2] die RZiume X,, H, X, in normaler Lage. Auch die Konstruktion 
des Raumes X, zu gegebenen Raumen X0 und H wird ort durchgefiihrt. 
Beweis. Ohne Schwierigkeit l&t sich verifizieren, dass X1ein linearer 
normierter Raum ist. Weiter lasst sich zeigen, dass die Zuordnung der 
Elemente x EX1 zu linearen Funktionalen f, die durch f(y) = ( y, X) fur 
y E H erklart sind, eine lineare Isometrie vonX, auf den Dualraum von H 
der O-Norm liefert. Auf diese Weise lhst sich Satz 4mit Hilfe von Satz 3
unter Hinzunahme d s Beweisgedankens von Satz 2und Lemma 1 beweisen. 
4. BEISPIEL 
Sei X0 = C(o) der Raum Funktionen U,die auf der abgeschlossenen 
Hiille Q eines beschrankten Gebietes Sz des RN (N = 1,2, 3) definiert und 
stetig sind. X0trage die Maximumsnorm 
I u ICI = SUP l44l. xc0 (4.1) 
Wir wollen die Menge 
(4.2) 
mit linearen M thoden approximieren. Dabei seien W,“(Q) bzw. W,l(sZ) der 
Sobolev-Raum derFunktionen auf Q mit quadratisch integrierbaren ve all- 
gemeinerten Ableitungen zweiter bzw. erster O dnung und l%‘21(Q) die
Abschliessung in W,‘(Q) aller unendlich oft differenzierbaren Funktionen 
mit kompaktem Trager in LR. S, ist die Einheitskugel in d mHilbertraum4 
H = W22(Q) n l@21(Q) mit dem inneren Produkt 
(2.4, u) = j, du du dx. (4.3) 
Es ist bekannt (vgl. Agmon [I], und W. Smirnow [13]), wenn wir neben der 
Beschrlnktheit von Q noch die Zugehijrigkeit des Randes zur Klasse C2 
voraussetzen (fiir N = 2 und 3), dass durch (4.3) mit 1) ujl = (u, u)li2 eine 
Norm auf H definiert wird, die dort der W,2(SZ)-Norm Hquivalent isund 
insbesondere H indieser Norm vollstBndig ist.Dawir N < 3 vorausgesetzt 
hatten, gilt nach dem Sobolevschen Ei bettungssatz I u I,,< c,, Ij u11 mit 
4 Fiir N = 1 k6nnen wir X,, mit C[u, b] und H mit dem Raum {x E C[u, 61 / x(u) = 
x(b) = 0, x’ absolutstetig, x” E L [O, l]} identifizieren. 
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einer nur von Q und N abhangigen Ko stanten c,,.Auf die R&me X0 und H 
treffen also die Voraussetzungen von Satz 4zu. 
SATZ 5. Fiir den Durchmesser der Ordnung n der Menge Sn (4.2) im 
Raum X,, = C(o) gelten die Abschiitzungen 
c1n 
-2/N+112 < d;,(‘J,) < C2n-21N+1’2 
mit nur von L? und N abhiingigen Ko stanten c1, c2 > 0. Anders ausgedriickt: 
Fiir jedes natiirliche n gibt es einen -dimensionalen Teilraum H, C H und 
einen linearen Operator P,: H + H, , so dass 
/x-PP,xlo<d”ilx[l fiiralle ~EH (4.5) 
mit d” = O(n3J2) gilt und es gibt keine Folge n-dimensionaler Teilriiume 
H,, C X0 und linearer Operatoren P, : H + H,, , so dass (4.5) mit dn = o(n312) 
giiltig ist. 
Beweis. Es gentigt (4.4) zuzeigen, da der zweite T il der Behauptung dann 
unmittelbar aus Satz 2folgt. 
(i) Zunachst chtitzen wir d” = dGO(Sn) ach oben ab. Da Q beschrtinkt 
vorausgesetzt is , gibt es einen Kubus 
K = (x E RN / a < xi < a + h, i = l,..., N} 
mit a C &. Nach dem Calderonschen Erweiterungssatz (vgl. Agmon [l]) 
1Sisst sich jedes uE H zu einer Funktion zi EI%‘22(K) fortsetzen, so dass 
u(x) = c(x) fur jedes x E 9 und 
( jK (N2 dx)li2 < ~3 II u II (4.6) 
mit einer nicht von n abhangigen Konstanten c3 > 0 gilt. Wir konnen u’ in 
eine Fourierreihe nachSinustermen entwickeln 
u”(x) = 1 ak sin 2nhk,(x, - a) ... sin 2rhkN(xN - a), 
k 
wobei fiber alle k = (k, ..., kN)mit natiirlichen k, ,..., k, zu summieren ist. 
Da zi Ewz2(K) ist, konvergiert die Reihe in der W,2(K)-Norm undnach dem 
Sobolevschen Einbettungssatz uch inder Maximumsnorm. Esist 
K 
(L%)2 dx = $ * 4.rr2h2 c ak2(k12 + *** + kN2)2 
k 
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und wegen (4.6) 
( 
; a,‘yk,2 + .‘. + kN2)2 
1 
l/2 < cq 11 u 11 (4.7) 
mit einer nur von Q und N abhangigen Konstanten cq> 0. Fur I = 1, 2,... 
und m = IN setzen wir 
P,u = C ak sin 2&&(x, - a) ... sin 2&&,(x, - a), 
IklGZ 
wobei / k 1 = max(k, ..., kN) bezeichnet. Unter Beriicksichtigung von (4.7) 
erhalten wir 
1 u - pm” io < c / ak 1 
lkl>z 
< ,k;z (k,2 + ... + k,“)-” Ii2
P, ist ein linearer Operator, der H in einen Teilraum von X0 = C(Q) der 
Dimension z = IN abbildet. Es folgt daher 
&n < 4N/2-2 = CjlY1-2/Ni-l/2 
fiir m = IN, I= 1, 2 ,...  Beriicksichtigt man, dass d” eine monoton fallende 
Folge ist, so folgt hieraus die Gtiltigkeit d r rechten Ungleichung in(4.4). 
(ii) Urn eine untere Schranke fur dn zu bekommen, wenden wir Satz 4an, 
dessen Voraussetzungen, wie bereits erwlhnt, fiir die in diesem Paragraphen 
eingefiihrten Raume X,, und H erfiillt sind. Hiernach gilt dn = dgo(SH) = 
dnH(Sx,), wobei X, durch (3.4) gegeben ist und die Norm (3.5) tragt. Den 
n-dimensionalen Durchmesser dnH(Sx,) der Einheitskugel in XIschatzen wir 
mit einer Methode von W. Rudin [Ill ab, mit der W. Rudin Durchmesser 
von Klassen Lipschitzbeschrankter Funktionen und solcher beschrankter 
Variation i L,[O, I] bestimmte. Sei H, ein beliebiger n-dimensionaler 
Teilraum von H. Es lasst sich eine orthonormierte Basis v1 ,..., ~~ von H 
finden, die sich wegen der Separabilitat zu einem vollstandigen Orthonormal- 
system v, ,-.., yn > qnt1 ,... von H erweitern lasst. Sei & ,..., &,n ein weiteres 
Orthonormalsystem mit& E X, fur i = I,..., n  Aus der Parsevalschen 
Gleichung folgt 
i=nLl 
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und nach Definition (1.1) der Abweichung d,(Sx, , H,) 
Summation von k = 1 ,..., 2n liefert unter Beachtung der Besselschen 
Ungleichung 
Da H,, beliebig war, folgt 
4zH(&,) b 
nli2 
<CL I *, lfY2 .
(4.8) 
Wir miissen nun ein passendes Orthonormalsystem z,!J~ ,..., y& finden. Sei y
eine beliebige nicht identisch verschwindende Funktion aus Com[O, 11, der 
Menge der auf dem Interval1 [0,l] definierten, beliebig oftdifferenzierbaren 
Funktionen mit kompaktem TrHger im offenen I terval1 (0,). Weiter sei 
K, ={x~R~Ia~~x~~a~+h,,i= l,...,n} einKubus mit Katenlange 
h, > 0, der ganz in 9 liege. Fur jedes m = 1,2 ,... und k = (k, ..., kN)mit 
1 k 1 = max(k, ,..., kN)< 2m bezeichnen wirmit #m,k Funktionen, diedurch 
die Bedingungen z,!J~,~ E H und 
festgelegt5 sind, wobei 
Die Bedingung (4.9) fur 01, garantiert II #,,k /I = 1, was man unschwer 
nachrechnet. Fiirjedes m haben wir somit (2m)N Funktionen, vondenen je 
zwei Funktionen I,!I,,~ und $m,, fur k # I zueinander orthogonal sind, da 
die Trager von LI#,,~ und d$nL,, disjunkt sind. Wegen d#m,k EC,m(Q) gilt 
fur u E H 
5 Die Bestimmung der &,k stellt ein Dirichletproblem mit verallgemeinerten Null-
randwerten dar, was durch die Bedingung #,,,,k E H = W’,z(S2) n filz(Q) ausgedriickt wird. 
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und es folgt #m,k EX, mit 
Fur 1 d2#,,k / gilt die Abschatzung 
(4.10) 
(4.11) 
Da 4,,~ ausserhalb eines Kubus der Kantenlange h,/2m verschwindet, 
folgt mit Hilfe von (4. lo), (4.11) und (4.9) 
/ $,,k I1 < c, ($,” mNj2+2 = c,m2-N12. (4.12) 
Setzen wir dies in (4.8) fiir n = 2N-1mN ein, denn fiir jedes m haben wir 
2NmN = 2 . 2N-1mN Funktionen q15~,~ , so erhalten wir
fiir alle n der Form II = 2N-1mN, m = 1, 2,... mit von n unabhangigen 
Konstanten cg und cIO. Hieraus kann aber wegen der Monotonie d r d” 
auf die Giiltigkeit der linken Ungleichung i  (4.4) fur alle nattirlichen mit 
einer von n unabhangigen Ko stanten cr geschlossen werden. 
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Zusatz bei der Korrektur. Inzwischen wurde mir bekannt, dass ich der Satz 3(Duali- 
tgtssatz) in allgemeinerer Formfindet bei A. D. JOFFE AND V. M. TIKHOMIROV, Duality 
of convex functions a dextremum problems, Russian Math. Surveys 23 (1968), 53-134, 
Theorem 3.3. 
