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Abstract. In this study, Particle Swarm Optimization is 
applied for the estimation of the channel state transition 
probabilities. Unlike most other studies, where the channel 
state transition probabilities are assumed to be known and/ 
or constant, in this study, these values are realistically con-
sidered to be time-varying parameters, which are unknown 
to the secondary users of the cognitive radio systems. The 
results of this study demonstrate the following: without any 
a priori information about the channel characteristics, 
even in a very transient environment, it is quite possible to 
achieve reasonable estimates of channel state transition 
probabilities with a practical and simple implementation. 
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1. Introduction 
Cognitive radio is a novel concept proposed for im-
provement in the utilization of the radio electromagnetic 
spectrum. Built on the concept of the software-defined 
radio, cognitive radio can be considered as an intelligent 
wireless communication system, which is aware of its envi-
ronment and which uses the methodology of learning from 
the environment and adapting to statistical variations in the 
inputs with two primary objectives: 
 highly reliable communication whenever and wher-
ever needed; 
 efficient utilization of the radio spectrum [1]. 
In current spectrum allocation systems, any frequency 
spectrum is usable for licensed users only. Although the 
spectrum gets more crowded day-by-day, extensive meas-
urements show that a large portion of licensed spectrum 
lies unused at any given time and location. Cognitive radio, 
where secondary users opportunistically share spectrum 
with primary users (i.e. licensees), is one of the approaches 
envisioned for solving this problem.  
One of the main concepts introduced via the cognitive 
radio concept is the sensing strategy for secondary users. 
A secondary user may not be able to sense all channels in 
the spectrum simultaneously due to various limitations (i.e. 
hardware oriented constraints, energy limitations).  
One of the approaches for the design and develop-
ment of the sensing strategy might be modeling of the 
channel occupancy of primary users by means of Markov 
processes. After that, the sensing strategy can be formu-
lated as a partially observable Markov decision process 
(POMDP) [2], [3]. 
Up to now, most of the POMDP based spectrum-
sensing strategy research is based on the assumption that 
the channel state transition probabilities are known by the 
secondary users, which is in most cases not true in real 
world. Hence, even though the concept of sensing is valid 
literally, its practical application is severely limited [4-8]. 
In [4], quite realistically, the channel state transition 
probabilities are assumed to be unknown. On the other 
hand, during the whole operation time, the channel state 
transition probabilities are assumed to be constant; and 
these values are estimated by means of a maximum likeli-
hood estimator in [4]. Considering the usage demand of the 
radio spectrum (and relevant load pattern), the “channel 
state transition probability” assumption is not a valid as-
sumption. 
In this paper, based on the POMDP formulation, 
a method for estimation of the channel state transition 
probabilities is proposed. During this study, the channel 
state transition probabilities are assumed to be unknown 
similar to [4], and additionally these values are assumed to 
be time-varying. Consequently, instead of the concrete 
maximum likelihood estimator, a bio-inspired algorithm 
(Particle Swarm Optimization) is applied to overcome the 
difficulties due to the additional complexity of this new 
problem. In other words, to our belief, the originality of 
this paper lies in the following points: i) The assumption of 
unknown and time-varying the channel state transition 
probabilities; ii) application of the Particle Swarm Optimi-
zation for the solution.  
This paper is organized as follows: After this intro-
ductory section, the network model and the corresponding 
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formulation are presented in Section 2. In Section 3, Parti-
cle Swarm Optimization is presented after some discussion 
regarding the metaheuristics and bio-inspired optimization 
methods. In Section 4, together with the simulation setup 
for verification/validation of the proposed approach, the 
results obtained are presented. Finally, Section 5 includes 
the concluding remarks and discussions about the potential 
future work. 
2. The Network Model and the 
Formulation 
In our framework, receiver senses through a sensing 
time with the intention of acquiring the intended level of 
detection quality. On that account, we assume the sensing 
error is negligible. We start the formulation by considering 
a primary network consisting of N synchronous channels 
with bandwidths Bj (j = 1,…,N). For each channel, the 
channel occupation can be represented via an independent 
discrete-time Markov process with two states (0 for occu-
pied, and 1 for idle state) as seen in Fig. 1. For a given 
channel, at time ti, the state transition probabilities are 
represented by ((ti),(ti)). For purity and simplicity of 
notation, from now on, ((ti),(ti)) will be simply denoted 
as (i,i). From the probability theory, the probability that 
the channel state is idle can be found as: 
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Fig. 1. The Markov channel model for occupancy and rele-
vant transitions.  
In practice, a secondary user senses a set of channels, 
and then utilizes the idle channels for data transmission. 
Hence, for such a setup described above, it is quite critical 
for the secondary users to sense which channels are avail-
able for usage. This operation, which is called as the sens-
ing strategy, can be formulated as a partially observable 
Markov decision process (POMDP) as in [2-4].  
Depending on the most recent channel state samples 
obtained from the slots of a fixed channel, a likelihood 
function can be defined as follows:  
Let Z = (Zk–W+1, …, Zk) denote the most recent chan-
nel state observation samples, where W is the observation 
window size (i.e. number of observation samples to be 
considered), and Zj (k–W+1  j  k) take the values 0 (for 
occupied state) or 1 (for idle state). Assuming that during 
the whole observation window of size W, the channel state 
transition probabilities (i,i) are constant; and by setting 
=(i,i), the likelihood function can be stated as: 

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Since the possible transitions can be (0,0), (0,1), (1,0), 
and (1,1); or mathematically stating (zj–1,zj)  {(0,0), (0,1), 
(1,0), (1,1)}, equation (2) can be rewritten as:  
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where n0, n1, n2 and n3 represent the number of occurrence 
of each transition type in a window with size W. Certainly: 
 13210  Wnnnn .   (4) 
With this formulation, the problem is nothing but 
a maximization problem (i.e. to find the (i,i) pair that 
maximizes the L() value given in (3)). Hence, a reason-
able approach for estimation of the channel state transition 
probabilities (i,i) would be getting a set of observations 
(i.e. Z) and to apply an optimization algorithm for the so-
lution of the aforementioned maximization problem.  
3. The Solution Procedure 
For the solution of the problem mentioned in the 
previous section, it seems that conventional optimization 
methods might not work due to additional complexity in-
troduced by additional assumptions. Considering that more 
assumptions to be made in the future would yield more 
complications and require more degrees of freedom, we 
assessed the implementation of a generic framework com-
pulsory. To have more flexibility and modularity for prob-
able ongoing research of this sort, we considered that 
a bio-inspired optimization algorithm would be more 
appropriate. In the following, after the advantages of the 
bio-inspired optimization methods (more generally meta-
heuristics), the definition and formulation of the Particle 
Swarm Optimization algorithm is presented. 
3.1 Bio-Inspired Optimization Methods 
Bio-inspired (or nature-inspired) optimization 
methods fall into the class of metaheuristics. These are 
nothing but some methods influenced by the existing 
behaviors/phenomena for the solution of an optimization-
like problem in nature. A very simple source of inspiration 
is the behavior of a colony or a swarm while searching for 
food. 
In computer science, the term metaheuristic is used 
for description of a computational method, which opti-
mizes a problem by iteratively trying to improve a candi-
date solution with regard to a given measure of quality. In 
1 1 (idle) 1 
0 
(occupied) 
i 
i 
1 – i 1 – i 
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other words, such methods are nothing but systematical 
trial-and-error approaches. Metaheuristics (sometimes also 
referred to as derivative-free, direct search, black-box, or 
indeed just heuristic methods) make few or no assumptions 
about the problem (such as modality or dimension) being 
optimized and can search very large spaces of candidate 
solutions.  
However, it should be noted that metaheuristics do 
not guarantee an optimal solution is ever found. On the 
other hand, for each algorithm, the literature is full of a 
plethora of empirical studies, which have been carried out 
in order to understand how the algorithm parameters 
should be adjusted in order to increase the performance. 
Metaheuristics, more specifically bio-inspired optimi-
zation algorithms constitute powerful means for the solu-
tion of existing problems in real life. The main factors 
promoting the usage of such algorithms can be summarized 
as follows [9]: 
 The algorithms make no assumptions (or require no 
a priori information) about the objective function. 
 They do not require the objective function to be con-
tinuous or differentiable.  
 They can handle complicated models with constraints. 
 Almost all of them support parallelization, which 
yields the solution of very large-scale problems. 
3.2 Particle Swarm Optimization 
Particle Swarm Optimization is a method proposed by 
Eberhart and Kennedy [10] after getting influenced by the 
behaviors of the animals living as colonies/swarms. Similar 
to the members of the swarms individually searching for 
the best place for nutrition in 3-dimensional space, the 
method depends on motions of particles (swarm members) 
searching for the global best in N-dimensional continuous 
space. The position of each particle is a solution candidate, 
and every time the fitness of this solution is recomputed. In 
addition to its exploration capability (i.e. the tendency for 
random search throughout the domain), each particle has 
a cognitive behavior (i.e. remembering its own good 
memories and having tendency to return there); as well as 
a social behavior (i.e. observing the rest of the swarm and 
having tendency to go where most other particles go). The 
parametric representation of all these tendencies and the 
balance among them are the keys for the success and the 
power of the method.  
So far, the method has been successfully applied to 
various multidimensional continuous and discontinuous 
problems; a recent review article demonstrates that the 
application spectrum of the method currently is quite wide 
[11].  
All particles are initialized at random positions inside 
the search space with random velocities. Until the exit 
criterion is met, the position and velocity of each particle 
are updated as follows:  
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where vn is the velocity of the particle in the nth dimension, 
and xn is its coordinate at the nth dimension; where these 
two operations are repeated for all dimensions in a multi-
dimensional problem. In these equations;  
 the so-called inertial weight w is a measure indicating 
the tendency to preserve the velocity along the previ-
ous course. The term inertial weight was not included 
in the original PSO paper; it was introduced later in 
[12] in order to improve the performance of the 
method. Moreover, in a following study they showed 
that the ideal choice for the inertial weight is to de-
crease it linearly from 0.95 to 0.4 [13].  
 c1 and c2 are measures indicating the tendencies of 
approaching to pbest and gbest, which are the per-
sonal and global best positions, respectively. For re-
cent PSO works, 1.494 seems to be the most preferred 
value for c1 and c2. c1 represents the tendency of 
a particle to revisit the position regarding its own per-
sonal good memories, hence it is also referred as the 
“cognitive” factor or tendency. c2 represents the ten-
dency of a particle to track and pursue the positions of 
other swarm members, hence it is also referred as the 
“social” factor or tendency.  
 u1 and u2 are random numbers between 0.0 and 1.0; 
and the time step size t is usually taken to be unity 
for simplicity. 
The exit criteria for the termination of iterations might 
be of various forms such as a predefined total iteration 
number, total number of fitness computations, saturation in 
improvement in gbest, etc. 
At each dimension, some restrictions can be defined 
applied on the movement of the particles, which are re-
ferred to as boundary conditions [14]. By means of these 
rules, which are revisited and re-defined in [15], in a con-
trolled manner, all the particles are inhibited to go out of 
the search space. 
4. Results 
In order to verify the applicability of the proposed 
method the simulator illustrated in Fig. 2 is developed. The 
simulator is nothing but a channel state modeler, which 
generates channel states (i.e. responses for interrogations of 
a cognitive radio of a secondary user) according to a chan-
nel state transition probability profile. The channel state 
transition probability profiler is an engine, which con-
structs time-varying channel state transition probability 
profiles (corresponding to the changes in the load pattern), 
and generates instantaneous channel state transition prob-
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ability values (i.e. ((i, i)). The proposed estimation 
method is implemented in the Channel State Estimator box 
seen in Fig. 2, with its details illustrated in Fig. 3. In Fig. 2 
and 3, )ˆ,ˆ( ii  denotes the estimate of (i, i).  
With these definitions and formulations, the optimi-
zation search space is a two-dimensional subspace, which 
corresponds to valid  and  values, namely [0,1]× [0,1]. 
Hence, the position of a particle in PSO implementation 
corresponds to the estimated channel transition probabili-
ties, )ˆ,ˆ( ii  ; and the velocity of a particle corresponds to 
the rate of change in these estimated channel transition 
probabilities. 
  
 
 
 
 
 
 
 
Fig. 2. The simulation setup constructed for verification/ 
validation of the proposed method.  
 
 
 
 
 
 
 
 
 
Fig. 3. The structure of the estimator, inside which the 
proposed method is implemented. 
A scenario with the channel state transition probabil-
ity profile seen in Fig. 4 is constructed throughout the 
simulations in this study. For the implementation of PSO, 
the values seen in Tab. 1 are used. In addition, reflecting 
boundary conditions (according to the definition given in 
[15]) are implemented in order to keep the particles inside 
the search domain throughout the whole process. 
By means of the simulation setup, first, the impact of 
the window size on the estimation performance is investi-
gated. Rough and qualitative remarks about the window 
size can be made as follows: In order to have more accu-
rate estimates, the window size shall be kept sufficiently 
large in order to consider the contribution of more samples 
for the solution. On the other hand: 
 During the derivation of (2) and (3), the channel state 
transition probabilities (i, i) are assumed to be con-
stant along the observation window of size W. Hence, 
as the window size W increases, this assumption 
becomes unrealistic. Hence, the window size shall be 
selected sufficiently small in order to make this 
assumption valid. 
 
Swarm Size 25  
Number of Iterations 50 
Cognitive tendency, c1 1.494 
Social tendency, c2 1.494 
Inertial weight, w 0.95 linearly down to 0.4 
Search space 0  i  1; 0  i  1 (Fig. 5) 
Tab. 1. PSO parameters for all solution setups.  
 
Fig. 4. Channel state transition probability profile used 
throughout the example (i.e the change in  with 
respect to time, the change in  with respect to time). 
 
Fig. 5. The search space and initialization of the particles 
inside it.  
 In case that any of the channel state transition 
probability values changes in a sudden and dramatic 
manner, large window sizes make it difficult to track 
the change. In other words, the time-behavior of the 
estimates (i.e. )ˆ,ˆ( ii   values) will have some lag 
relative to the time-behavior of the truth (i.e. (i, i) 
values). As the window size W increases, the amount 
of this lag will increase.  
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Throughout Fig. 6 to Fig. 8, the performance of the 
proposed method is illustrated. In Tab. 2, the impact of the 
window size is presented via some performance metrics 
(mean absolute error; root mean square error) for the PSO 
and the Maximum Likelihood (ML) methods. These met-
rics show that the overall estimation performance is almost 
equal for varying window sizes. The reason for this can be 
qualitatively explained as follows: For the regions where 
the parameter to be estimated is constant, smaller windows 
size estimates have more ripples. On the other hand, for the 
regions where the parameter to be estimated is varying, 
larger windows size estimates have much more lags. Con-
sequently, these two effects yield almost similar overall 
performances.   
 
Fig. 6. Estimated channel state transition probability profiles 
for window size 550.  
 
Fig. 7. Estimated channel state transition probability profiles 
for window size 800. 
 
Fig. 8. Estimated channel state transition probability profiles 
for window size 1050.   
 
MAE RMSE Window 
Size (W) PSO ML PSO ML 
 0.0214 0.0223 0.0338 0.0378 
550 
 0.0233 0.0237 0.0474 0.0333 
 0.0220 0.0268 0.0405 0.0737 
800 
 0.0245 0.0205 0.0364 0.0306 
 0.0234 0.0267 0.0416 0.0508 
1050 
 0.0266 0.0245 0.0431 0.0383 
Tab. 2. Performance metrics and the impact of the window 
size (MAE: Mean Absolute error; RMSE: Root Mean 
Square Error). 
5. Discussions and Conclusion  
PSO is an easy-to-implement but powerful tool for 
the solution of complex multidimensional optimization 
problems both in continuous and discrete domains. The 
results of this study demonstrate that it can be applied for 
estimation of time-varying and unknown channel state 
transition probabilities, which is practically a quite signifi-
cant need for secondary users of cognitive radio systems. 
The results of this study show that it is quite possible to 
achieve reasonable estimates of channel state transition 
probabilities with such a practical and simple implementa-
tion of the proposed method. Moreover, the proposed 
approach yields reasonable results even in a very transient 
environment, and it requires no a priori information about 
the channel characteristics. 
The maximum likelihood may yield good perform-
ance, but when the cost function is multimodal, high di-
mensional and nonlinear the PSO approach will be much 
better as a fast and robust global search tool. For the time 
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being, during the formulation of the problem, the channel 
state transition probabilities along a window was assumed 
to be constant; which yielded simplification in the formu-
lation (and a 2-degree-of-freedom-optimization problem) 
while sacrificing some accuracy. As a future work, the 
channel state transition probabilities will also assumed to 
be varying along a window; which would yield much more 
degrees-of-freedom. Nevertheless, so far, PSO has proved 
to be quite successful for optimization problems with high 
degrees-of-freedom. 
In the current work, subsequent )ˆ,ˆ( ii  estimates are 
computed independently. Another potential future work is 
about the performance improvement by combining subse-
quent estimates in an intelligent manner. 
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