Critical points of solutions of degenerate elliptic equations in the plane by Cecchini, S. & Magnanini, Rolando
This article was published in the above mentioned Springer issue.
The material, including all portions thereof, is protected by copyright;
all rights are held exclusively by Springer Science + Business Media.
The material is for personal use only;
commercial use is not permitted.
Unauthorized reproduction, transfer and/or use
may be a violation of criminal as well as civil law.
ISSN 0944-2669, Volume 39, Combined 1-2
Calc. Var. (2010) 39:121–138
DOI 10.1007/s00526-009-0304-8 Calculus of Variations
Critical points of solutions of degenerate elliptic
equations in the plane
Simone Cecchini · Rolando Magnanini
Received: 19 December 2008 / Accepted: 25 November 2009 / Published online: 23 December 2009
© Springer-Verlag 2009
Abstract We study the minimizer u of a convex functional in the plane which is not
Gâteaux-differentiable. Namely, we show that the set of critical points of any C1-smooth
minimizer can not have isolated points. Also, by means of some appropriate approximating
scheme and viscosity solutions, we determine an Euler–Lagrange equation that u must sat-
isfy. By applying the same approximating scheme, we can pair u with a function v which
may be regarded as the stream function of u in a suitable generalized sense.
Mathematics Subject Classification (2000) 35B05 · 35B38 · 35J20 · 35J60
1 Introduction
1.1 Motivations: a case study
This paper will mainly focus on the properties of certain convex coercive non-differentiable
functionals and their extremals. We are partly motivated by the investigations that the second
author and Talenti pursued in a series of papers [22–24] about complex-valued solutions of
the classical eikonal equation in the plane.
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One of the main characters acting in those papers is the functional
J (u) =
∫

f (|∇u|) dx, (1)
where  is a bounded domain in RN (therein, with N = 2), |∇u| denotes the modulus of the
gradient of a scalar function u defined in  and
f (ρ) = 1
2
[
ρ
√
1 + ρ2 + log
(
ρ +
√
1 + ρ2
)]
for ρ ≥ 0. (2)
Notice that f is strictly convex and grows quadratically at infinity, thus the existence and
uniqueness of a function minimizing J subject to a Dirichlet boundary condition is not hard
to prove. However, since f ′(0) > 0, J is not always differentiable—non-differentiability
occurring when the Lebesgue measure of the set {x ∈  : ∇u(x) = 0} is positive—and a
standard Euler–Lagrange equation may not be available for J , though a differential inclusion
0 ∈ ∂J (u),
by means of the subdifferential ∂J , still characterizes a minimizing u (see [23] for details).
A formal Euler–Lagrange equation would read
div
{
f ′(|∇u|) ∇u|∇u|
}
= 0 (3)
with f ′(ρ) = √1 + ρ2—a clearly singular equation exactly at the critical points of u. Never-
theless, away from its critical points, a smooth minimizer u certainly satisfies the quasilinear
elliptic degenerate differential equation
tr[A(∇u)∇2u] = 0 (4)
(degeneration occurring, of course, at critical points), where the N × N matrix A(p) has
coefficients
Ai j (p) = [α(|p|) − 1] pi p j + |p|2δi j , i, j = 1, . . . , N
Here, δi j is the usual Kronecker’s delta, while
α(ρ) =
⎧⎨
⎩
ρ f ′′(ρ)
f ′(ρ) , ρ > 0,
0, ρ = 0.
(5)
For N = 2 and f given by (2), Eq. 4 may be formally re-written as
− (|∇u|4 + u2y) uxx + 2 ux uy uxy − (|∇u|4 + u2x ) uyy = 0. (6)
Functional (1) and Eqs. 3, 4 show some interesting features.
Even if, as already mentioned, minimizers of J do not satisfy (3) in general, it is proved
in [23] that they are viscosity solutions of (6). In [23], it is also shown that classical solutions
of (6) exist which can not be minimizers of J —thus proving that the Dirichlet problem for
viscosity solutions of (6) is not uniquely solvable.
Another interesting feature concerns the set of critical points of solutions of (6)—a deci-
sive information for a good understanding of the properties of (1), (3) and (4). For N = 2,
sample solutions of (6) have their gradients which vanish on a set of positive Lebesgue mea-
sure [22]; also, it has been shown [22] that classical solutions of (6) cannot have isolated
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(non-degenerate) critical points, that is their gradients either never vanish or annihilate on a
continuum. Notice that the latter property is known to occur for smooth solutions of the ∞-
Laplace equation (see [5]), but not for elliptic equations (see [15]), even in some degenerate
case (e.g. the p-Laplace equation; see [1]).
This phenomenon may be heuristically explained by observing that f (ρ) grows only lin-
early near ρ = 0, forcing the gradient of a minimizer to be “smaller than usual” wherever
it is possible. Also, a simple inspection informs us that the operator in (3) behaves like the
1-Laplace operator near critical points and the ordinary Laplace operator for large values of
|∇u|. This set of remarks make us claim that Eqs. 3 and 4 are “more degenerate” than the
p-Laplace equation for 1 < p < ∞ but “less degenerate” than the 1-Laplace equation, and
for this reason they deserve attention.
Let us finally observe that functionals and equations with a structure similar to the one
described in this subsection have been considered in the study of torsional creep problems
in elasto-plastic materials [18,21,25,26].
The aforementioned reasons motivate our interest on a more detailed analysis of such
functionals and equations.
1.2 Main results
We shall consider a strictly convex functional of type (1). From now on, unless differently
specified,  will be a bounded domain in RN , while f is assumed to abide to the requirements
below:
f is strictly convex; (7a)
f ∈ C1 ([0,+∞)) ∩ C2,λloc ((0,+∞)) , 0 < λ < 1; (7b)
f ′(0) > 0. (7c)
In order to avoid technicalities, unnecessary to the aims of our investigation, we require
that the couple (,ψ), where ψ : ∂ → R is a given continuous function, satisfies a
bounded slope condition (referred to by BSC from now on; see Section 3 for details).
Under these assumptions, a classical result makes sure that the variational problem
min{J (w) : w ∈ Lip(), w = ψ on ∂}, (8)
Lip() being the space of Lipschitz continuous functions in , admits a unique solution (see
e.g. [14]).
In Theorem 3.7, we specify sufficient conditions on f that guarantee that each solution
u of (8) is a viscosity solution of (4) subject to u = ψ on ∂. The proof of Theorem 3.7
follows the outline of the one given in [23] for the special case (2): we uniformly approximate
J by a sequence of strictly convex differentiable functionals
Jn(u) =
∫

fn(|∇u|) dx (9)
whose minimizers un are proven to be viscosity solutions of some relevant differential equa-
tions with coefficients that converge uniformly to those of (4). Differently from [22], the
uniform convergence of the un’s, needed to use the standard stability result of [17, Sect. 6],
is easily obtained by means of the BSC.
The main result of this paper concerns the set of critical points of a solution of (8).
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Theorem 1.1 Let u be a C1 solution of (8), where f satisfies (7).
Then u can not have isolated critical points.
We point out that on account of a recent result of De Silva and Savin, the solution of (8)
is always C1-regular (see [8]).
This result considerably improves the one obtained in [22] for solutions of class C2 and
settles a conjecture raised by G. Talenti (Personal communication). Its proof proceeds by
contradiction and relies on two remarks:
(i) if a solution u of (8) has an isolated critical point at z0 ∈ , then it is a weak solution
of (3) in a neighborhood U of z0;
(ii) even if u is assumed to be only C1 in U , yet one can define an index I (z0) for the
vector field ∇u in z0—a winding number defined on loops avoiding z0.
Remark (i) then implies that u is a classical solution of (4) in U \ {z0} and also that there
exists a (distributional) stream function v for u in U \ {z0}, that is a function v such that
∂xv = − f ′(|∇u|) ∂yu|∇u| , ∂yv = f
′(|∇u|) ∂x u|∇u| (10)
in U \ {z0}, in a distributional sense (stream functions will play a crucial rôle in the following
sections. The reader may refer to [7] as a propaedeutic reading for what concerns Sect. 3,
while [3] show how stream functions have been sometimes used to infer critical-point set
properties). The modulus |∇v| of the gradient of v is proven to extend continuously to z0 and,
since both ∇u and ∇v must have the same index, we infer that I(z0) = 0, which entails a con-
tradiction versus the hypothesis of z0 being isolated. It is clear that a possible generalization
of Theorem 1.1 to general dimension should rely on different arguments.
The crucial role played by the stream function v in the proof of Theorem 1.1 motivates a
better understanding of system (10) or its inverse
∂x u = g′(|∇v|) ∂yv|∇v| , ∂yu = −g
′(|∇v|) ∂xv|∇v| , (11)
which can be also viewed as sorts of Cauchy–Riemann systems for u and v. Here g is the
Fenchel conjugate of f defined by
g(r) = sup{ρr − f (ρ) : ρ ≥ 0}, r ∈ [0,∞). (12)
In other words, we want to investigate on the possibility of defining a generalized stream
function v associated to a solution u of (8). The main difficulty with this task is that, since
by Theorem 1.1 u may not have isolated critical points, system (10) is in general severely
singular.
In this paper, we do not completely succeed in our task, but we present a few results which
may help to understand the problem. In fact, we collect the related results in Sect. 3. There
we develop a method for approximating (1) by means of Gâteaux-differentiable functionals,
whose Lagrangeans fn give rise to systems
∂xvn = − f ′n(|∇un |)
∂yun
|∇un | , ∂yvn = f
′
n(|∇un |)
∂x un
|∇un | (13)
which can be uniquely solved by suitably normalized stream functions vn ; each one of the
latter is in turn a critical point of the corresponding functional
Kn(v) =
∫

gn(|∇v|) dx,
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where g′n = ( f ′n)−1 (gn is indeed the Fenchel conjugate of fn defined according to (12)). It
is evident that un and vn also satisfy
∂x un = g′n(|∇vn |)
∂yvn
|∇vn | , ∂yun = −g
′
n(|∇vn |)
∂xvn
|∇vn | . (14)
In Theorem 3.5, under appropriate assumptions on the approximating sequence ( fn)n∈N,
we show that the sequences (un)n∈N and (vn)n∈N contain subsequences which converge
respectively to functions u and v satisfying (11) almost everywhere.
We are not able to prove that u and v also satisfy (10); however, by the same argument
used in the proof of Theorem 3.7, we show that v is a viscosity solution v of
tr[B(∇v)∇2v] = 0, (15)
where B(p) is a matrix whose coefficients are the uniform limits of
− [1 − αn(g′n(|p|))] pi p j − |p|2αn(g′n(|p|))δi j i, j = 1, . . . , 2,
with
αn(ρ) =
⎧⎪⎪⎨
⎪⎪⎩
ρ f ′′n (ρ)
f ′n(ρ)
, ρ > 0,
lim
ρ→0+
ρ f ′′n (ρ)
f ′n(ρ)
, ρ = 0.
(16)
This is the content of Theorem 3.8.
It is worth mentioning that the analytic form of B may depend upon the particular approx-
imating sequence ( fn)n∈N adopted, that is, different approximations lead to different limit
equations (see Remark 3.10 for details). One of these choices leads to the following interesting
equation for v:
− [1 − α(g′(|∇v|))]	∞ v − |∇v|2α(g′(|∇v|))	 v = 0,
where g is given by (12). Notice that, for values of |∇v| less than or equal to f ′(0), v must
be ∞-harmonic.
2 Critical points of minimizers
This section will be devoted to the proof of our main result (Theorem 1.1), which will be
consequence of Lemma 2.1 and Theorem 2.5, which may be of independent interest.
Lemma 2.1 Let u be a solution of (8) with f satisfying (7). If u ∈ C1() and the set
{z ∈  : |∇u(z)| = 0} has zero Lebesgue measure, then u is a weak solution of (3) in .
In particular, if z0 ∈  is an isolated critical point for u, then there exists a neighborhood
of z0 in which u is a weak solution of (3).
Proof It is easy to see that, for any test function ϕ whose support is contained in , the
derivative of J in the direction given by ϕ may be written as
∂J (u)(ϕ) =
∫
{|∇u|	=0}
f ′(|∇u|)
〈 ∇u
|∇u| ,∇ϕ
〉
dxdy + f ′(0)
∫
{|∇u|=0}
|∇ϕ| dxdy.
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By assumption, the second addendum vanishes, while the first one amounts to
∫

f ′(|∇u|)
〈 ∇u
|∇u| ,∇ϕ
〉
dxdy.
If u is a solution of (8), then ∂J (u)(ϕ) = 0 for every test function compactly supported in
 and hence u is a weak solution of (3) in . 
unionsq
We will next proceed to compute the index I(z0) of an isolated critical point of a solution
u ∈ C1() of (8). We recall that I(z0) is defined by the formula
I(z0) = 12π
∫
+γ
ux duy − uydux
|∇u|2 , (17)
where +γ is any loop which wraps z0 counterclockwise and no other critical point.
Also recall the geometric meaning of the previous definition: the index of a critical point
of a C1-regular function is defined as the topological index of the vector field ∇u/|∇u| at
the same point and that the latter corresponds to the topological degree of the field ∇u/|∇u|
itself, considered as a map of the unit circle in itself.
Given any r > 0 such that B = B(z0, r) ⊂  we set our first goal to proving that the
differential form
ω = f
′(|∇u|)
|∇u| (−uydx + ux dy), (18)
which is continuous and bounded in B ′ = B \ {z0}, may be integrated to obtain a so-called
stream function (see [6]) v which is continuous in B.
Notice that (3) may be cast into the form
dω = 0, in , (19)
in the sense of currents/distributions, where d has to be interpreted as the boundary operator
(see [28]).
Lemma 2.2 Let u :  −→ R be a C1() distributional solution to (3), and let z0 be an
isolated critical point for u. Then the following claims hold.
(i) the period of the 1-form ω given in (18) around z0 is null;
(ii) there exists a function v ∈ C1(B ′) ∩ C0(B) such that dv = ω;
(iii) moreover, |∇v| ∈ C0(B).
Proof (i) Let B1 = B(z0, r/2). We must prove that
∫
∂ B1 ω = 0. Indeed, we know that, for
any ϕ ∈ C∞0 (B) it holds: ∫
B
ω ∧ dϕ = 0.
(This is really what (19) means.) Let (ηε)ε>0 be a family of radially symmetric regularizing
kernels, and define ϕε = ηε ∗ χB1 , where as usual χB1 is the characteristic function of the
set B1. Then dχB1 = H1∂ B1(−ν1dx − ν2dy) (ν = (ν1, ν2) is the outer unit normal to the
domain B1, while denotes the operator of restriction of measures to subsets) and supp(dϕε) is
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contained in a tubular ε-neighborhood of ∂ B1, hence taking ε0 small enough, z0 /∈ supp(dϕε)
and supp(dϕε) ⊂ B for all ε ≤ ε0 and it holds (since supp(dϕε) ⊂ supp(dϕε0))
0 =
∫
B
ω ∧ dϕε =
∫
supp(dϕε0 )
ω ∧ dϕε.
The last integral tends to ∫
supp(dϕε0 )
ω ∧ dχB1 =
∫
∂ B1
ω.
The alleged convergence is worth an explanation: we know (e.g. see [4, Thm. 2.2]) that both
dϕε tends to dχB and the total variation |dϕε| tends to |dχB | in the sense of measures. This
is enough to prove convergence in the stronger topology dual to the space of continuous and
bounded functions on supp(dϕε0) (see [12, Prop. 2, p. 38]), to which ω belongs.
(ii) Thus we can integrate ω, to obtain a function v ∈ C1(B ′). We claim that v can be
extended continuously to B. In fact, since dv = ω, then (10) holds and hence ∇v ∈ L∞(B ′);
therefore v is (Lipschitz and a fortiori) uniformly continuous on B ′ and then we can extend
it continuously to the border of B ′, in particular to z0. This allows us to mend the domain of
definition of v from the topological point of view.
(iii) From the definition of ω, it turns out that |∇v| = f ′(|∇u|); since u ∈ C1() and f ′
is continuous, |∇v| is continuous on B too. 
unionsq
Now we prove that the index of z0 as a critical point of the function u is zero. We recall
the following proposition (see e.g. [2, Lemma 3.1]).
Theorem A Let w be a real-valued C1 function in an open set  in the complex plane. Let
z0 ∈  be an isolated critical point of w.
Then, one of the following cases occurs.
(i) There exists a neighborhood U of z0 such that {z ∈ U : w(z) = w(z0)} is exactly z0,
and we have I(z0) = 1.
(ii) There exists a positive integer L and a neighborhood V of z0 such that the level set
{z ∈ V : w(z) = w(z0)} consists of L simple curves. If L ≥ 2, each pair of such curves
crosses at z0 only. We have I(z0) = 1 − L.
The previous theorem let us prove the following crucial statement.
Theorem 2.3 Let u be a C1 solution of (3) in the sense of distributions. Assume that z0 is
an isolated critical point for u.
Then the index of z0 as a critical point is null: I(z0) = 0.
Proof In the following, we will need to recall that the level lines of u correspond to the lines
of steepest descent for v.
We apply Theorem A to the function u, to infer the geometry of its level set {u = u(z0)}.
We can exclude the case {u = u(z0)} = {z0}, for otherwise z0 would be a local extremum
for u and hence for some ε > 0) either {u = u(z0)+ε} or {u = u(z0)−ε} would be a closed
curve γ winding around z0 thus implying that∫
+γ
ω 	= 0.
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Fig. 1 The level set {u = u(z0)}
But this would contradict Lemma 2.2, (i).
Let 2L be the number of branches of {u = u(z0)}. (Caveat: in the present terminology,
a branch is any arc in which any of the curves whose existence is stated by Theorem A is
split into by z0. Hence, when the curves are L , the branches are exactly 2L .) Denote them
by γ1 . . . γ2L ; here the subscripts are assigned in the counterclockwise order of occurrence,
starting from an arbitrary branch.
We preliminarily observe that each γi is rectifiable. Indeed, let z, z′ ∈ γi ∩ B ′; since γi is
a curve of steepest descent for v and |∇v(z0)| ≤ |∇v| on B, we can write that
max
B
|v − v(z′)| ≥ v(z) − v(z′) =
l∫
0
|∇v(γi (s))| ds ≥ l |∇v(z0)|,
where l is the length of the arc on γi joining z′ to z. Thus, we discover that l remains bounded
as z′ → z0, since |∇v(z0)| > 0.
When r is small enough, each γi crosses the circle {z : |z − z0| = r} in one point zi (r),
for i = 1 . . . 2L (see Fig. 1). Hence, setting θi (r) as the angle between the two directions
zi (r) − z0 and zi+1(r) − z0 for i = 1 . . . 2L and z2L+1(r) = z1(r), it holds that
2L∑
i=1
θi (r) = 2π. (20)
Now consider two consecutive branches, say γi , γi+1; we may assume that v is increasing
along γi and decreasing along γi+1, away from z0. (It is easy to see that the case in which
v is increasing—or decreasing—along two consecutive branches is not consistent with the
present case.) Since the two branches are rectifiable, then we can infer that
v(zi ) = v(z0) + |∇v(z0)| r + o(r),
v(zi+1) = v(z0) − |∇v(z0)| r + o(r),
as r approaches 0, where we have set for short zi = zi (r), zi+1 = zi+1(r).
At the same time, there exists ξ ∈ [zi , zi+1] (here [zi , zi+1] is the line segment joining zi
to zi+1) such that the following inequality holds
v(zi ) − v(zi+1) ≤ |∇v(ξ)| · |zi − zi+1|.
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Thus, we conclude
|∇v(ξ)| ≥ v(zi ) − v(zi+1)|zi − zi+1| ≥
2 · |∇v(z0)| + o(1)√
2 [1 − cos θi ] .
Let  be any limit point of θi = θi (r), as r tends to 0. Then we obtain (eventually by taking
subsequences) that
|∇v(z0)| = lim inf
r→0 |∇v(ξ)| ≥
2√
2(1 − cos ) |∇v(z0)| ≥ |∇v(z0)|.
Therefore  = π .
Thus we have proved that two branches of {u = u(z0)} cannot exist such that the angle
formed by the limit tangent versor to the branches is different from π . But then (20) informs
that the level set {u = u(z0)} is made of no more than two branches, i.e. one curve. Hence
L = 1 and then, as stated by Theorem A the index of z0 as a critical point is zero. 
unionsq
Lemma 2.4 Let w be any C2 function and let t > 0 be any regular value of |∇w|.
Then ∫
+γt
wx dwy − wydwx
|∇w|2 =
∫
+γt
det(∇2w)
|∇2w∇w| ds,
where γt = {z : w(z) = t} and s denotes the arc-length.
Proof We have
∫
+γt
wx dwy − wydwx
|∇w|2 =
∫
+γt
(wxwxy − wywxx )dx + (wxwyy − wywxy)dy
|∇w|2 .
Since t is a regular value, γt is made of regular curves and(
dx
dy
)
= ds|∇2w∇w|
(−wxwxy − wywyy
wxwxx + wywxy
)
on γt . The conclusion follows at once after simple algebraic manipulations. 
unionsq
Theorem 2.5 Let u be a C1 solution in the sense of distributions of (3). Assume f satisfies
(7).
Then u can not have isolated critical points.
Proof Let ′ denote the open subset of  in which |∇u| > 0. On any open subset A of ′
whose closure is contained in ′, |∇u| is bounded away from zero; thus we can apply [14,
Thm. 10.18] to infer that u has Hölder continuous second derivatives in any such A and hence
in ′ (notice that, under our assumptions (7) on f , it is a standard computation to prove that
u ∈ W 2,2(′)). Also, on any such A, Sard’s lemma in the version of [20] may be applied to
|∇u|2 in A; in particular, we have that
∫
A
det(∇2u)
|∇u| dxdy =
M∫
m
⎛
⎝
∫
γt
det(∇2u)
|∇2u∇u|
⎞
⎠ dt (21)
by the coarea formula (see [11, Thm. 1, Sect. 3.4.2]), where m = min
A
|∇u|, M = max
A
|∇u|.
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Now z0 is a strict minimum point for |∇u| such that the connected component A˜ of
{z ∈ ′ : |∇u(z)| < ε0} containing z0 is bounded by a simple closed curve. We now choose
Aε = {z ∈ A˜ : ε < |∇u(z)| < ε0} for 0 < ε < ε0 and apply (21) and Lemma 2.4; we get
∫
Aε
det(∇2u)
|∇u| dxdy =
ε0∫
ε
⎛
⎝
∫
γt
ux duy − uydux
|∇u|2
⎞
⎠ dt.
Formula (17) and Theorem 2.3 yield that the integrand on the right-hand side of the latter is
null for almost every t ∈ (ε, ε0), hence∫
Aε
det(∇2u)
|∇u| dxdy = 0.
Now, det(∇2u) ≤ 0 in Aε, because u satisfies an elliptic equation; thus det(∇2u) ≡ 0 in Aε
and hence in A0, since ε ∈ (0, ε0) is arbitrary. An application of Bernstein’s inequality (e.g.
see [13, Problem 12.3] or [29]) yields that
|∇2u|2 ≤ − det(∇2u) [α(|∇u|) + α(|∇u|)−1]
and hence that u is affine in A0 and, by continuity, constant in a whole neighborhood of z0
(recall that |∇u(z0)| = 0). This is a contradiction. 
unionsq
Proof of Theorem 1.1 By Lemma 2.1 u satisfies (3) in the sense of distributions. Therefore
Theorem 2.5 applies. 
unionsq
Remark 2.6 It is easy to see that a result similar to that of Theorem 1.1 can be proved also
for C1 solutions of (10): if (u, v) is a C1 pair satisfying (10), then u cannot have isolated
critical points. Indeed, in this case Theorem 2.3 holds for v taken as the second component
of the solution pair.
Remark 2.7 A slight modification of the example in [22, Sec. 2.2] proves that there exist
solutions of (8) whose set of critical points has zero Lebesgue measure. Indeed the function
u defined by
u(x, y) =
⎧⎪⎪⎨
⎪⎪⎩
1 −
√
1 − x2 − y2
2
+ 1
2
√
(1 − x2 − y2)2 + 4y2 x ≥ 0,
−1 +
√
1 − x2 − y2
2
+ 1
2
√
(1 − x2 − y2)2 + 4y2 x < 0,
is a distributional solution of class C1,1 of (3) in every ball B(0, R), 0 < R < 1, and hence
solves (8) with ψ = u|∂ B(0,R) .
3 Stream functions and viscosity approximations
The reader should refer to [17] for a definition and relevant developments concerning vis-
cosity solutions ([19] for an account more appropriate to novices). Lemma 3.2 resumes the
only non-standard property of viscosity solutions needed in the following.
Here, we shall analyse the relationships between functional (1) and Eq. 4; we will also
set up a framework that, in certain instances, leads to the construction of a stream function
associated to the unique solution of (8).
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We shall assume that f fulfills (7) and that the ratio ρ f
′′(ρ)
f ′(ρ) has finite limits as ρ → 0
+
and ρ → +∞. It is easy to show that on account of (7c), the first limit is zero. Thus, we
adopt the definition (5) of the function α : [0,+∞) → [0,+∞) and we assume
α∞ := lim
ρ→+∞
ρ f ′′(ρ)
f ′(ρ) > 0. (22)
Observe incidentally that (22) and (7b) imply that there exist constants q1, q2 ∈
(1,+∞), q1 < q2 and c1, c2 > 0 such that, for ρ ≥ 0
c1ρ
q1 − c2 ≤ f (ρ) ≤ c1ρq2 + c2,
c1ρ
q1−1 − c2 ≤ f ′(ρ) ≤ c1ρq2−1 + c2.
As starters, we recall a classical result, providing a short proof of it tailored on our pur-
poses. We will say that a couple (,ψ), where ψ : ∂ → R is a continuous function, satisfies
a bounded slope condition (BSC for short) with constant Q > 0 if, for every x0 ∈ ∂ there
exist two affine functions L+ and L− such that
L− ≤ ψ ≤ L+ in ∂,
L−(x0) = ψ(x0) = L+(x0), (23)
sup
x, y ∈ 
x 	= y
|L±(x) − L±(y)|
|x − y| ≤ Q.
Proposition 3.1 Let (,ψ) satisfy a BSC with constant Q. Assume ( fn)n∈N is a sequence
of strictly convex functions converging uniformly to f on [0,+∞). Let u (resp. un) be the
unique solution of (8) for J (resp. for Jn in (9)).
Then
(a) un is a minimizing sequence for J and Jn(un) → J (u);
(b) the sequence (un)n∈N tends to u in the sup norm topology, and in the weak* topology
of W 1,∞().
Proof Since Jn → J uniformly (a) is standard. To prove (b) apply [14, Thm 1.2] to get the
bound
|∇un | ≤ Q on . (24)
Then [9, Chap. 2, B.1] and an application of the Ascoli-Arzelà’s theorem yields the desired
conclusion. 
unionsq
In order to prove our next proposition, we need a preliminary lemma. We state it in quite
a general form, since it will also be used further along, while considering the case of stream
functions. The proof of Lemma 3.2 follows the lines of that of [16, Prop. 2.3] (which may
also be considered as an appropriate source for a more advanced discussion of the current
topic)
Lemma 3.2 Let M : RN → RN be a monotone operator such that the mapping p →
|p|3
|M(p)|∇p M(p) is continuous on R
N
.
Then every weak solution of
div (M(∇u)) = 0 (25)
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which is continuous and lies in W 1,q() for some q > 1 is also a viscosity solution of
− |∇u|
3
|M(∇u)| tr
{∇p M(∇u)∇2u} = 0, (26)
where tr is the usual trace operator on matrices.
Proof As usual for the viscosity setting, the proof splits into two steps: first prove that u is a
subsolution, then that u is a supersolution. The two steps are nearly identical, thus we only
go through the first one.
Assume by contradiction, that there exist xˆ ∈  and ϕ ∈ C2() satisfying
u(xˆ) = ϕ(xˆ), ϕ(x) > u(x), x ∈  \ {xˆ},
− |∇ϕ(xˆ)|
3
|M(∇ϕ(xˆ))| tr
{∇p M(∇ϕ(xˆ))∇2ϕ(xˆ)} > 0. (27)
By our assumptions on M and ϕ, the last inequality implies that |∇ϕ(xˆ)| > 0. Hence, by
continuity, we can find numbers θ , r , t > 0 with θ , r > t such that
Br ⊂ , min
Bt
(u − ϕ) ≥ −θ, max
∂ Br
(u − ϕ) ≤ −3θ,
−tr {∇p M(∇ϕ(xˆ))∇2ϕ(xˆ)} > 2θ, −tr {∇p M(∇ϕ)∇2ϕ} > θ on Br
(here Br denotes the ball of radius r centered at xˆ).
Given a non-negative ψ ∈ W 1,q0 (), we integrate by parts on Br the last inequality and
obtain ∫
Br
〈M(∇ϕ(x)),∇ψ(x)〉
=
∫
Br
−tr (∇M(∇ϕ(x))∇2ϕ(x)) · ψ(x) ≥
∫
Br
θ · ψ(x).
(28)
Now we choose
ψ(x) =
{
(u(x) − ϕ(x) + 2θ)+ for any x ∈ Br ,
0 elsewhere;
then ψ ∈ W 1,q0 () and
∇ψ(x) =
{
∇u(x) − ∇ϕ(x) for any x ∈ Br ∩ {u − ϕ > 2θ},
0 elsewhere
(see e.g. [14, (3.8) p. 86]). Thus, by (28), we have
∫
Br ∩{u−ϕ>2θ}
〈M(∇ϕ),∇u − ∇ϕ〉 ≥
∫
Br ∩{u−ϕ>2θ}
θ(u − ϕ + 2θ) ≥
∫
Bt
θ2,
while, since u is a weak solution of (25), it holds that∫
Br ∩{u−ϕ>2θ}
〈M(∇u),∇u − ∇ϕ〉 = 0.
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By subtracting the latter equation to the earlier one we get a contradiction:
0 ≥
∫
Br ∩{u−ϕ>2θ}
−〈M(∇u) − M(∇ϕ),∇u − ∇ϕ〉 ≥
∫
Bt
θ2,
(here the first inequality follows from the monotonicity of M). 
unionsq
We now introduce some further assumptions on the approximating sequence ( fn)n∈N
considered in Proposition 3.1 and prove a couple of preliminary results.
Theorem 3.3 Assume that the fn’s satisfy (7a)–(7b) and
f ′n(0) = 0, n ∈ N, (29)
and let un be the solution of problem (8) for Jn in (9).
Then un is a viscosity solution in  of
− [αn(|∇u|) − 1] 	∞ u − |∇u|2 	 u = 0, (30)
where αn is given by (16).
Proof It is easy to see that—owing to (29)—the Euler–Lagrange equation for the functional
(9) is
div (An(∇u)) = 0, (31)
where An : RN → RN is the monotone operator defined by
An(p) =
⎧⎨
⎩
f ′n(|p|)
p
|p| p 	= 0,
0 p = 0.
(32)
(See also Lemma 2.1.) Then apply Lemma 3.2, with M = An . 
unionsq
When N = 2 (and  is simply connected), we can always define a stream function for
each un .
Theorem 3.4 Let  ⊂ R2 be simply connected and let the assumptions of Theorem 3.3 be
in force.
Then the following assertions hold:
(i) for every n ∈ N there exists a unique Lipschitz continuous solution in the sense of
distributions vn of the system
∂xvn = − f ′n(|∇un |)
∂yun
|∇un | , ∂yvn = f
′
n(|∇un |)
∂x un
|∇un | , (33)
such that ∫

vn = 0; (34)
(ii) if ρ f
′′
n (ρ)
f ′n(ρ)
converges to a positive constant as ρ → 0+, then vn is a viscosity solution of
− [1 − αn(g′n(|∇v|))]	∞ v − |∇v|2αn(g′n(|∇v|))	 v = 0, (35)
in , where αn is given by (16) and g′n is the inverse function of f ′n.
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Proof (i) As a minimizer of the differentiable functional Jn , un is a weak solution of the
corresponding Euler–Lagrange equation. The latter statement corresponds to saying that for
any ϕ ∈ W 1,q0 () for q ≥ 2, it holds that∫

〈An (∇un(x)) ,∇ϕ(x)〉dx = 0,
where An is defined in (32). The previous equation may be interpreted as the following
differential form
ωn =
⎧⎨
⎩
f ′n(|∇un |)
|∇un | (−∂yun dx + ∂x un dy) |∇un | 	= 0,
0 elsewhere.
being closed, as a form belonging to Lq(), for q ≥ 2.
We required the domain  to be simply connected. Thus (see [27, Lemma 3.2.1]) we can
integrate ωn to obtain a function vn ∈ W 1,q() such that (33) holds. The function vn is not
completely defined by the condition (33): we are left with the choice of a constant to add.
We choose such constant so that (34) holds.
We observe that since (24) holds and |∇vn | = f ′n(|∇un |), we can conclude
|∇vn | ≤ f ′n(Q) in . (36)
(ii) Since (i) holds, vn is a weak solution of
div (Bn(∇v)) = 0
where Bn(p) is the monotone operator
Bn(p) =
⎧⎨
⎩
g′n(|p|)
p
|p| p 	= 0
0 p = 0,
which happens to be the inverse of An .
Then, owing to the stated assumptions on αn , the proof follows the lines of that of Lemma
3.2, by observing that, due to the fact that g′n is the inverse of f ′n , then
rg′′n (r)
g′n(r)
= 1
αn(g′n(r))
.

unionsq
Now, we want to take the limit in (33).
Theorem 3.5 Let (23) be in force and assume that ( fn)n∈N is a sequence of strictly convex
functions converging uniformly to f on [0,+∞).
Let u (resp. un) be the unique solution of (23)–(8) for J (resp. for Jn in (9)) and let vn
be defined as in Theorem 3.4. Also, assume that the gradients ∇un converge to ∇u almost
everywhere in .
Then (vn)n∈N contains a subsequence which converges uniformly on  to a function
v ∈ W 1,∞() and the pair (u, v) satisfies the system (11) almost everywhere in .
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Proof Consider the functionals
F(u, v) =
∫

{ f (|∇u|) + g(|∇v|) − (ux vy − uy vx )} dxdy,
Fn(u, v) =
∫

{ fn(|∇u|) + gn(|∇v|) − (ux vy − uy vx )} dxdy.
From (33) it is clear that Fn(un, vn) = 0.
Now, observe that, by (36) and the uniform convergence of the gn’s, the gradients of the
vn’s are uniformly bounded and, since (34) holds for every n ∈ N, the vn’s satisfy on  the
assumptions of Ascoli-Arzelà’s theorem. Thus, (vn)n∈N contains a subsequence (that we will
still denote by (vn)n∈N) which converges uniformly on  to a function v ∈ W 1,∞() and,
by the boundedness of (vn)n∈N in W 1,∞(), we can always assume that (vn)n∈N weakly
converges to v in any W 1,p(), p > 1. The latter property implies that
lim
n→∞
∫

(∂x un ∂yvn − ∂yun ∂xvn)} dxdy =
∫

(ux vy − uy vx )} dxdy
—since the gradients ∇un are bounded and are assumed to converge a.e. to ∇u—and also
that
lim inf
n→∞
∫

gn(|∇vn |) dxdy ≥
∫

g(|∇v|) dxdy,
by the uniform convergence of gn to g and the convexity of g. Therefore, we can infer that
F(u, v) ≤ lim inf
n→∞ Fn(un, vn) = 0.
On the other hand, by the very definition (12) of g, the following inequalities hold almost
everywhere in :
f (|∇u|) + g(|∇v|) − (ux vy − uy vx ) ≥ |∇u| |∇v| − (ux vy − uy vx ) ≥ 0;
thus, F(u, v) = 0 and hence
f (|∇u|) + g(|∇v|) − (ux vy − uy vx ) = |∇u| |∇v| − (ux vy − uy vx ) = 0
almost everywhere in . These couple of equalities then yield (11) at once. 
unionsq
Remark 3.6 The a.e. convergence of the gradients ∇un assumed in Theorem 3.5 can be
obtained at least in two fashions.
The former consists in applying either [10, Thm. 1] or [9, Thm. 2, p. 21] (by possibly
restricting our assumptions on f ).
The latter consists in an adaptation of the arguments used in [23]: since un is a solution
of (30), it also satisfies the Bernstein’s inequality
|∇2un |2 ≤ − det(∇2un)
[
αn(|∇un |) + αn(|∇un |)−1
]
,
which, by the properties of the coefficients αn , implies the bound∫

α(|∇un |) |∇2un |2 dxdy ≤ CK ,
where K is any compact subset of  and CK is a constant depending on K .
This last inequality provides the expected compactness of the sequence (un)n∈N.
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We conclude this section by showing that the functions u and v determined in Theorem 3.5
are solutions of second-order degenerate elliptic equations.
Theorem 3.7 Assume the BSC (23) is in force and let f satisfy (7) and (22).
Then the solution u of problem (8) is a viscosity solution of
− [α(|∇u|) − 1] 	∞ u − |∇u|2 	 u = 0 in , (37)
where α is given by (5).
Proof We can always approximate f by a sequence of Lagrangeans fn such that:
(a) the fn’s converge to f uniformly on [0,+∞);
(b) the functions αn(|p|)pi p j , with αn given by (16), converge to α(|p|)pi p j , i, j =
1 . . . N , uniformly on any compact subset of RN (see also Remark 3.10).
By Proposition 3.1, the solutions un of the minimum problem (8) rephrased in terms of
Jn converge to u uniformly in . The conclusion then follows from [17, Lemma 6.1]. 
unionsq
Theorem 3.8 Let f satisfy (7) and (22) and suppose f is approximated, uniformly on [0,∞),
by a sequence of functions fn which obey (7a), (7b) and (29).
Assume that the functions αn satisfy the assumptions of Theorem 3.4 and that αn ◦ g′n
converge to a function β uniformly on the compact subsets of [0,+∞).
Then the sequence (vn)n∈N contains a subsequence that converges uniformly in  to a
function a viscosity solution v of
− [1 − β(|∇v|)] 	∞v − |∇v|2 β(|∇v|)	v = 0 in . (38)
Proof By Theorem 3.4, each vn satisfies (35); (36) and the properties of the fn’s imply
that the sequence (vn)n∈N satisfies the assumptions of Ascoli-Arzelà’s theorem. Therefore
the conclusion follows again by applying [17, Lemma 6.1] to any uniformly converging
subsequence of (vn)n∈N. 
unionsq
Corollary 3.9 If the coefficients αn also converge to α uniformly on every compact subset
of [0,+∞), then the function v of Theorem 3.8 is a viscosity solution of
− [1 − α(g′(|∇v|))]	∞ v − |∇v|2α(g′(|∇v|))	 v = 0 in , (39)
where g(r) = sup{rρ − f (ρ) : ρ ≥ 0}.
Proof It is enough to compute the function β. Since gn(r) always converge to g′(r), we
obtain that β(r) = α(g′(r)) at once. 
unionsq
Remark 3.10 Sequences of ( fn)n∈N that satisfy the assumptions mentioned in the statement
of Theorem 3.8 can be constructed in various fashions. A convenient way is to modify f
only in a neighborhood of ρ = 0.
Here we give two examples; we set f ′n(ρ) = σn(ρ) f ′(ρ), with σn(ρ) ≡ 1 for ρ ≥ 1,
while
(a) σ an (ρ) = 1 − (1 − ρ
1
n )n for ρ ∈ [0, 1];
(b) σ bn (ρ) = 1 − (1 − ρs)n for ρ ∈ [0, 1]
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where s > 0.
With the obvious notations it easy to see that the αan ’s converge uniformly to α on [0,+∞),
so that Corollary 3.9 applies. In particular, α ◦ g′ ≡ 0 on [0, f ′(0)] so that, for |∇v| ≤ f ′(0),
(39) reads thus: 	∞v = 0.
The αbn ’s instead converge uniformly in the compact subsets of (0,∞) but not on those
of [0,∞). Straightforward computations show that the function v of Theorem 3.8 satisfies
(38), where
β(r) =
⎧⎨
⎩
−s f
′(0) − r
r
log[1 − r/ f ′(0)] 0 ≤ r ≤ f ′(0),
α(g′(r)) r > f ′(0).
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