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ABSTRACT

HIGH-DIMENSIONAL FEATURE SELECTION AND
MULTI-LEVEL CAUSAL MEDIATION ANALYSIS WITH
APPLICATIONS TO HUMAN AGING AND
CLUSTER-BASED INTERVENTION STUDIES
SEPTEMBER 2021
HACHEM SADDIKI
B.Sc., AL AKHAWAYN UNIVERSITY IN IFRANE
M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Dr. Laura B. Balzer

Many questions in public health and medicine are fundamentally causal in that
our objective is to learn the effect of some exposure, randomized or not, on an outcome
of interest. As a result, causal inference frameworks and methodologies have gained
interest as a promising tool to reliably answer scientific questions. However, the tasks
of identifying and efficiently estimating causal effects from observed data still pose
significant challenges under complex data generating scenarios. We focus on (a) highdimensional settings, where the number of variables is orders of magnitude higher than
the number of observations; and (b) multi-level settings, where study participants are
grouped into clusters and the exposure is assigned at the cluster level.
First, we propose a novel adaptation of the Super Learner algorithm for the task
of feature selection in high-dimensional settings. In simulations and with real data,
v

we demonstrate that our proposed approach improves the accuracy for identifying
potential causes of a target variable by using a novel measure of variable importance,
developed by [196], and by combining a library of feature selection algorithms.
Second, we consider the task of estimating ‘biological age’ from a set of agedependent variables of potentially high dimensions (e.g., -omics). We propose a new
method for calculating biological age that is based on an adaptation of the algorithm
presented in chapter 2. Then, we develop an approach to evaluate, compare, and
combine different approaches to biological age estimation with the goal of constructing
age-related disease risk scores which could potentially aide in diagnosis and prognosis
of age-related diseases.
Third, we turn our attention to causal mediation analysis in a multi-level setting
where the exposure is assigned at the cluster level, but the mediator and outcomes are
measured at the participant level. We extend the general hierarchical causal model
developed by [6] to include mediating variables. We adapt the mediation effects that
arise from the population intervention effect (PIE) via stochastic interventions on the
exposure, developed by [32], to the multi-level setting.
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CHAPTER 1
A PRIMER ON CAUSALITY IN DATA SCIENCE

Many questions in Data Science are fundamentally causal in that our objective is
to learn the effect of some exposure, randomized or not, on an outcome interest. Even
studies that are seemingly non-causal, such as those with the goal of prediction or
prevalence estimation, have causal elements, including differential censoring or measurement. As a result, we, as Data Scientists, need to consider the underlying causal
mechanisms that gave rise to the data, rather than simply the pattern or association
observed in those data. In this work, we review the “Causal Roadmap” of [131] to
provide an introduction to some key concepts in causal inference. Similar to other
causal frameworks, the steps of the Roadmap include clearly stating the scientific
question, defining of the causal model, translating the scientific question into a causal
parameter, assessing the assumptions needed to express the causal parameter as a statistical estimand, implementation of statistical estimators including parametric and
semi-parametric methods, and interpretation of our findings. We believe that using
such a framework in Data Science will help to ensure that our statistical analyses are
guided by the scientific question driving our research, while avoiding over-interpreting
our results. We focus on the effect of an exposure occurring at a single time point
and highlight the use of targeted maximum likelihood estimation (TMLE) with Super
Learner. We also note that this work has been published in the Journal of the French
Statistical Society in 2020 [157].

1

1.1

Introduction

Recently, [62] classified Data Science into three tasks: description, prediction,
and causal inference. The first two fall firmly in the realm of statistical inference
in that they are purely data-driven tasks, while the last requires something more
than the observed data alone [120]. Consider, for example, the target population
of HIV-infected women of child-bearing age (15-49 years old) in East Africa. After
obtaining measurements on a sample of women from this population, we could provide
some basic descriptive statistics on demographic and clinical variables, such as age,
education, use of antiretroviral therapy, pregnancy, and viral suppression, defined as
plasma HIV RNA < 500 copies/mL. Likewise, we could use these variables to build
a predictor of viral suppression. This predictor could rely on parametric logistic
regression or more advanced machine learning algorithms, such as Super Learner
[182, 125].
Now consider the potential impact of pregnancy on clinical outcomes in this population. While optimizing virologic outcomes is essential to preventing mother-tochild-transmission of HIV, the prenatal period could plausibly disrupt or enhance
HIV care for a pregnant woman [77]. We can then ask, ”what is the effect of pregnancy on HIV RNA viral suppression among HIV-positive women of child-bearing age
in East Africa?”. While the exposure of pregnancy is not a traditional treatment as
commonly considered in a randomized trial, this question is still causal in that we are
asking about the outcomes of patients under two different conditions and to answer
this question, we must go beyond the observed data set.
In particular, causal inference requires an a-priori specified set of, often untestable,
assumptions about the data generating mechanism. Once we posit a causal model,
often encoded in the language of causal graphs, we can express our scientific question
in terms of a causal quantity. Under explicit assumptions, we can then translate that
causal quantity into a statistical estimand, a function of the observed data distribu-
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tion. This translation, called identifiability, is not guaranteed, as it depends on the
underlying scientific question, the structure of the causal model, and the observed
data. Lack of identifiability, however, provides us guidance on further data collection
efforts and the additional assumptions needed for such translation. Altogether we
obtain a statistical estimand that as closely as possible matches the underlying scientific question and thereby ensures that our objective is driving the statistical analysis
[131, 60]. Once the estimand has been specified, we return to realm of statistics and
the purely data-driven exercises of point estimation, hypothesis testing, and creating
confidence intervals. Interpretation of the resulting values, however, requires us again
to consider our causal assumptions.
In this primer, we review the Causal Roadmap of [131] to (1) specify the scientific question; (2) build an accurate causal model of our knowledge; (3) define
the target causal quantity; (4) link the observed data to the causal model; (5)
assess identifiability; (6) estimate the resulting statistical parameter; and (7) appropriately interpret the results. This Roadmap borrows the general logic from
Descartes’s Scientific Method [31] and shares a common flow of other causal frameworks [110, 150, 69, 142, 152, 168, 115, 93, 29, 57, 144, 173, 139, 65]. In particular,
all approaches demand a clear statement of the research objective, including the
target population and interventions of interest [59, 2]. All approaches also provide
guidance for conducting a statistical analysis that best answers the motivating question. Unlike some of the other frameworks, however, the Roadmap emphasizes the
use of non-parametric or semi-parametric statistical methods, such as targeted maximum likelihood estimation described in Section 2.6, to avoid unwarranted parametric
assumptions and harness recent advances in machine learning. As a result this framework has sometimes been called the Targeted Learning Roadmap [173, 172, 86].

3

1.2
1.2.1

The Roadmap for Causal Inference
Specify the Scientific Question

The first step is to specify our scientific question. This helps frame our objective
in a more detailed way, while incorporating knowledge about the study. In particular,
we need to specify the target population, the exposure, and the outcome of interest.
As our running example, we ask, what is the effect of becoming pregnant on HIV RNA
viral suppression (<500 copies/mL) among HIV-positive women of child-bearing age
(15-49 years) in East Africa?
This question provides a clear definition of the study variables and objective of
our research. It also makes explicit that the study only makes claims about the
effect of a specific exposure, outcome, and target population. Any claims outside
this context, such as a different exposure, outcome, or target population, represent
distinct questions and would require going through the Roadmap again from the start.
The temporal cues present in the research question are of particular importance.
They represent the putative cause, here pregnancy, and effect of interest, here viral
suppression. The temporal cues, together with background knowledge, are frequently
used as a basis for specifying the causal model, our next step.

1.2.2

Specify the Causal Model

One of the appealing features of causal modeling, and perhaps the reason behind
its success, is the rich and flexible language for encoding mechanisms underlying a
data generating process. Here, we focus on [115]’s structural causal models, which
unify causal graphs and structural equations [112, 45, 38]. Structural causal models
formalize our knowledge, however limited, of the study, including the relationships
between variables and the role of unmeasured factors.
Let us consider again our running example of the impact of pregnancy on HIV
viral suppression among women in East Africa. Let W1 denote the set of baseline
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demographic covariates, such as age, marital status, and education level, and W2
denote the set of pre-exposure HIV care variables, such as prior use of antiretroviral
therapy. The exposure A is a binary variable indicating that the woman is known to
be pregnant, and the outcome Y is a binary indicator of currently suppressing HIV
viral replication: <500 copies/mL.
These constitute the set of endogenous variables, denoted X = {W1 , W2 , A, Y },
and are essential to answering the research question. Each endogenous variable
is associated with a latent background factor UW1 , UW2 , UA , and UY , respectively.
The set of background factors are called exogenous variables and denoted U =
(UW1 , UW2 , UA , UY ). These variables account for all other unobserved sources that
might influence each of the endogenous variables and can share common components.
In our example, unmeasured background factors U might include socioeconomic status, the date of HIV infection, the date of conception, her partner’s HIV status, and
her genetic profile.

1.2.2.1

Causal Graphs

The “causal story” of the data can be conveyed using the language of graphs
[115, 120]. Graphical models consist of a set of nodes representing the variables, and
a set of directed or undirected edges connecting these nodes. Two nodes are adjacent
if there exists an edge between them, and a path between two nodes A and B is a
sequence of adjacent nodes starting from A and ending in B. If an edge is directed
from node A to node B, then A is the parent of B, and B is the child of A. More
generally, for any path starting from node A, the set of nodes included in this path
are descendants of A, and A is the ancestor of all the nodes included in this set.
Here, we are interested in Directed Acyclic Graphs (DAGs), which are fully directed graphs with no path from a given node to itself. DAGs provide a mechanism
to explicitly encode our causal assumptions about the underlying data generating
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process. Specifically, a variable A is a direct cause of another variable B, if B is the
child of A in the causal graph. Also, a variable A is a cause of another variable B, if
B is a descendant of A in the causal graph [115].

U

W1

W2

A

Y
(a)

(b)

Figure 1.1: Encoding the underlying causal mechanisms with graphical models.
Shaded nodes represent exogenous variables, and unshaded nodes are endogenous
variables. Directed edges represent a direct cause between a pair of variables. Doubleheaded dashed arrows represent potential correlation between the exogenous factors
(i.e., unmeasured common causes of the endogenous variables). In (a) we give a
directed acyclic graph (DAG) with a single node U representing all the common unmeasured sources. In (b) we provide an alternative representation to make explicit the
relationships between the unmeasured background factors U = {UW1 , UW2 , UA , UY }
and each endogenous variable.

To illustrate, Figure 1.1(a) provides a DAG corresponding to our running example.
From this graph, we can make the following statements:
1. Baseline demographics W1 may affect a woman’s pre-exposure HIV care W2 ,
her pregnancy status A, and her HIV viral suppression status Y .
2. Prior care W2 may affect her pregnancy status A, and her HIV viral suppression
status Y .
3. Being pregnant A may affect her HIV viral suppression status Y .
4. Unmeasured factors U = (UW1 , UW2 , UA , UY ) may affect a woman’s baseline
characteristics, her prior care, her fertility, and her suppression outcome.
6

In Figure 1.1(a), a single node U represents all the common, unmeasured factors
that could impact the pre-exposure covariates, the exposure, and the outcome. In an
alternative representation in Figure 1.1(b), we have explicitly shown each exogenous
variable (UW1 , UW2 , UA , UY ) as a separate node and as parent to its corresponding
endogenous variable (W1 , W2 , A, Y ), respectively. In the latter, dashed double-headed
arrows denote correlation between the exogenous factors.
Both representations make explicit that there could be unmeasured common
causes of the covariates W = (W1 , W2 ) and the exposure A, the exposure A and
the outcome Y , and the covariates W and the outcome Y . In other words, there is
measured and unmeasured confounding present in this study. Altogether, we have
avoided many unsubstantiated assumptions about the causal relationships between
the variables. This causal model is, thus, non-parametric beyond the assumed timeordering between variables.
Causal graphs can be extended to accommodate more complicated data structures.
Suppose, for example, plasma HIV RNA viral levels are missing for some women in our
population of interest. We could modify our causal model to account for incomplete
measurement [145, 147, 161, 28, 103, 5]. Specifically, we redefine the exposure node for
pregnancy as A1 and introduce a new intervention node A2 defined as indicator that
her viral load is measured. The resulting causal graph is represented in Figure 1.2. We
refer the readers to [103] for detailed discussion of formulating a causal model for the
missingness mechanism and to [122] for a real world application handling missingness
on both HIV status and viral loads [5]. For the remainder of the primer, we assume,
for simplicity, there are no missing data and Figure 1.1 holds. As discussed in the
Appendix, other extensions can also be made to account for common complexities,
such as longitudinal data and effect mediation.
In the subsequent steps, we discuss how altering the causal graph, particularly
by removing edges, is equivalent to making additional assumptions about the data
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U

W1

Y
W2

A1

A2

Figure 1.2: Causal graph extending the running example to account for missingness
on the outcome. Along the baseline demographics W1 , clinical covariates W2 , and
suppression outcome Y , we now have two intervention nodes A1 for pregnancy status
and A2 for measurement of plasma HIV RNA level.

generating process. Before doing so, however, we present the causal model in its
structural form.

1.2.2.2

Non-Parametric Structural Equations

Structural causal models also encode information about the data generating process with a set of non-parametric equations. Like the causal graph, these equations
describe how “nature” would deterministically generate the variables in our study
[115, 120]. Use of the equations can be preferable in longitudinal settings when
causal graphs can become unwieldy.
Formally, we define a structural causal model, denoted M∗ , by the set of exogenous variables U , the set of endogenous variables X, and a set of functions F that
deterministically assign a value to each variable in X, given as input the values of
other variables in X and U . These non-parametric structural equations allow us to
expand our definition of causal assumptions [115, 120]. Variable A is considered to
be a direct cause of variable B, if A appears in the function assigning a value to B.
Variable A is also a cause of variable B, if A is direct cause of B or any causes of B.
In our HIV viral suppression example, the corresponding structural equations are
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W1 = fW1 (UW1 )
W2 = fW2 (W1 , UW2 )

(1.1)

A = fA (W1 , W2 , UA )
Y = fY (W1 , W2 , A, UY )

where the set of functions F = {fW1 , fW2 , fA , fY } encode the mechanism deterministically generating the value of each endogenous variable.
The exogenous variables U = {UW1 , UW2 , UA , UY } have a joint probability distribution PU and coupled with the set of structural equations F give rise to a particular
data generating process that is compatible with the causal assumptions implied by
M∗ .
In our example, for a given probability distribution PU and set of structural equations F, the structural causal model M∗ describes the following data generating
process. For each woman,
1. Draw the exogenous variables U from the joint probability distribution PU . Intuitively, when we sample a woman from the population, we obtain all the
unmeasured variables that could influence her baseline covariates, prior care,
pregnancy status, and suppression outcome.
2. Generate demographic covariates W1 deterministically using UW1 as input to
the function fW1 ; the demographic covariates include her age, marital status,
education attained, and socioeconomic status.
3. Generate past HIV care covariates W2 deterministically using UW2 and the
woman’s demographic covariates W1 as input to the function fW2 ; the measured clinical factors include history of antiretroviral therapy use and prior HIV
suppression status.
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4. Generate pregnancy status A deterministically using UA , W1 , and W2 as inputs
to function fA . Recall A is an indicator equaling 1 if the woman is known to be
pregnant and 0 otherwise.
5. Generate HIV suppression outcome Y deterministically using UY , W1 , W2 , and
A as inputs to function fY . Recall Y is an indicator equaling 1 if her HIV RNA
viral level is less than 500 copies/mL and 0 otherwise.
It is important to note that the set of structural equations are non-parametric.
In other words, the explicit relationship between the system variables, as captured
by the set of functions F, are left unspecified. If knowledge is available regarding
a relationship of interest, it can be readily incorporated in the structural equations.
For instance, in a two-armed randomized trial with equal allocation probability, the
function that assigns a value to the exposure variable A can be explicitly encoded as
A = fA (UA ) = I(UA < 0.5), where I is an indicator function and UA assumed to be
drawn from a U nif orm(0, 1).

1.2.3

Define the Target Causal Quantity

Once the causal model is specified, we may begin to ask questions of causal nature.
The rationale comes from the observation that the structural causal model M∗ is
not restricted to the particular setting of our study, but can also describe the same
system under changed conditions. The structural equations are autonomous, which
means that modifying one function does not change another. Therefore, we can make
targeted modifications to our causal model to evaluate hypothetical, counterfactual
scenarios that would otherwise never be realized, but correspond to our underlying
scientific question.
In our running example, we are interested in the effect of pregnancy on viral
suppression. In the original causal model (Figure 1.1 and Equation 1.1), a woman’s
pregnancy status is determined by her baseline demographics W1 , prior care status
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W2 , and unmeasured factors UA , such as contraceptive use. However, our objective is
to determine the probability of viral suppression if all women in the target population
were pregnant versus if the same women over the same time-frame were not pregnant.
The autonomy of the structural equations allows us to modify the way in which the
exposure, here pregnancy, is determined. In particular, we can intervene on the
exposure A to deterministically set A = 1 in one scenario, and then set A = 0 in
another, while keeping the other equations constant.
U

W2

W1

a
Y(a)

A

Figure 1.3: Causal graph after intervention on the exposure, pregnancy status, to set
A = a. Since this is done deterministically and independently of other variables in
the system, the only node causing a change in A is the intervention node a ∈ {0, 1}.

The post-intervention causal graph is given in Figure 1.3 and the structural equations become

W1 = fW1 (UW1 )

W1 = fW1 (UW1 )

W2 = fW2 (W1 , UW2 )

W2 = fW2 (W1 , UW2 )

A=1

A=0

Y (1) = fY (W1 , W2 , 1, UY )

Y (0) = fY (W1 , W2 , 0, UY )

These interventions generate counterfactual outcomes Y (a) for a ∈ {0, 1}, whose
distribution is denoted P∗ . These causal quantities are indicators that a participant
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would have suppressed viral replication, if possibly contrary to fact, her pregnancy
status were A = a.
In this case, it is both physically impossible and unethical to design a randomized trial for pregnancy. In other words, we cannot directly intervene on a woman’s
pregnancy status. Likewise in Figure 1.2, enforcing measurement of the outcome,
which translates into setting A2 = 1, is impossible. While neither intervention is
plausible, we believe counterfactuals provide a language to express many questions in
Data Science in a mathematically tractable way. Nonetheless, we note that there has
been a lively debate about defining and interpreting analyses of variables on which
one cannot directly intervene [113, 58, 178, 131, 65].
Given the counterfactual outcomes and their distribution P∗ , we can express our
scientific question as a mathematical quantity. One common choice is the Average
Treatment Effect (ATE):
Ψ∗ (P∗ ) := E∗ [Y (1) − Y (0)],

(1.2)

where the expectation is taken with respect to P∗ . Since the causal model M∗ provides
the set of possible probability distributions for the exogenous and endogenous factors
(U, X) and thus the counterfactual outcomes (Y (1), Y (0)), Ψ∗ is a mapping from M∗
to the real numbers. The target causal parameter Ψ∗ (P∗ ) represents the difference in
the expected counterfactual outcome if all units in the target population were exposed
and the expected counterfactual outcome if the same units were not exposed.
For the running example, Ψ∗ (P∗ ) can be interpreted as the difference in the counterfactual probability of viral suppression if all women in the target population were
pregnant versus if the same women were not.
Before discussing how these causal quantities can be identified from the observed
data distribution, we emphasize that for simplicity we have focused on a binary intervention, occurring deterministically at a single time point. Scientific questions
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corresponding to categorical, continuous, stochastic, and longitudinal exposures are
also encompassed in this framework, but beyond the scope of this primer and are
briefly discussed in the Appendix. We also note that other summaries, such as relative measures, the sample average effect, or marginal structural models, may better
capture the researcher’s scientific question.

1.2.4

Link the Observed Data to the Causal Model

Thus far, we have defined our scientific question, specified a structural causal
model M∗ to represent our knowledge of the data generating process, intervened on
that causal model to generate counterfactual outcomes, and used these counterfactuals to express our scientific question as a causal quantity. The next step is to provide
an explicit link between the observed data and the specified structural causal model.
Returning to our running example, suppose we have a simple random sample of
N women from our target population. On each woman, we measure her baseline
demographics W1 , prior HIV care W2 , pregnancy status A, and suppression outcome
Y . These measurements constitute our observed data for each woman in our sample:
O = {W1 , W2 , A, Y }. Therefore, we have N independent, identically distributed
copies of O, which are drawn from some probability distribution P. Other sampling
schemes, such as case-control, are accommodated by this framework, but are beyond
the scope of this primer.
If we believe that our causal model accurately describes the data generating process, we can assume that the observed data are generated by sampling repeatedly
from a distribution compatible with the structural causal model. In other words, the
structural causal model M∗ provides a description of the study under existing conditions (i.e., the real world) and under specific intervention (i.e., the counterfactual
world). As a result, the observed outcome Y equals the counterfactual outcome Y (a)
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when the observed exposure A equals the exposure of interest, a; this is commonly
called the consistency assumption.
In our example, all the endogenous variables are observed: X = O; therefore, we
can write
P(O = o) =

X

P∗ (X = x|U = u)P∗ (U = u),

(1.3)

u

where an integral replaces the summation for continuous variables. This, however,
might not always be the case. Suppose, for example, we only measured demographics,
pregnancy status, and viral suppression, but failed to measure variables related to
prior HIV care. Then the observed data would be O = (W1 , A, Y ) and are a subset of
all the endogenous variables X. In either case, we see that the structural causal model
M∗ , defined as the collection of all possible joint distributions of the exogenous and
endogenous variables (U, X), implies the statistical model M, defined as the collection
of all possible joint distributions for the observed data O. The structural causal
model M∗ rarely implies restrictions on the resulting statistical model M, which is
thereby often non-parametric. An important exception is a completely randomized
trial, where the unmeasured factors determining the treatment assignment UA are
independent of the others and results in a semi-parametric statistical model. The
D-separation criteria of [115] can be used to evaluate what statistical assumptions,
if any, are implied by the causal model. The true observed data distribution P is an
element of the statistical model M.

1.2.5

Assessing Identifiability

In the previous section, we established a bridge between our structural causal
model M∗ and our statistical model M. However, we have not yet discussed the
conditions under which causal assumptions and observed data can be combined to
answer causal questions. Structural causal models provide one way to assess the
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assumptions needed to express our target causal quantity as a statistical estimand,
which is a well-defined function of the observed data distribution P.
Recall in Section 1.2.3 that we defined our target causal parameter as the average
treatment effect Ψ∗ (P∗ ) = E∗ [Y (1) − Y (0)]: the difference in the expected viral
suppression status if all women were pregnant versus if none were. If given a causal
model and its link to the observed data, the target causal parameter can be expressed
as a function of the observed data distribution P, then the causal parameter is called
identif iable. If not, we can still explicitly state and evaluate the assumptions needed
to render the target causal parameter identifiable from the observed data distribution.
One of the main tools for assessing identifiability of causal quantities is a set of
criteria based on causal graphs. In general, these criteria provide a systematic approach to identify an appropriate adjustment set. Here, we focus on identifiability for
the effect of a single intervention at one time, sometimes called “point-treatment effects”. For these problems, we first present the back-door criterion and the front-door
criterion. For a detailed presentation of graphical methods for assessing identifiability
in causal graphs, the reader is referred to [115, 120].
Formally, we say that a path is blocked if at least one variable in that path is
conditioned on, and we define a back-door path from a given node A as any path that
contains an arrow into node A. Then, given any pair of variables (A, B), where A
occurs before B in a directed acyclic graph, a set of variables C is said to satisfy the
back-door criterion with respect to (A, B) if (1) the descendants of A do not include
any node in C, and (2) C blocks every back-door path from A to B . The rationale
behind this criterion is that, for C to be the appropriate adjustment set that isolates
the causal effect of A on B, we must block all spurious paths between A and B, and
leave directed paths from A to B unblocked. This criterion does not, however, cover
all possible graph structures.
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Alternatively, a set of variables C satisfies the front-door criterion with respect
to a pair of variables (A, B) if (1) all directed paths from A to B are blocked by
C, (2) all paths from A to C are blocked, and (3) all paths from C to B containing
an arrow into C are blocked by A. We note that the front-door criterion is more
involved than its back-door counterpart, in the sense that it requires more stringent
conditions to hold for a given adjustment set to satisfy identifiability. In practice,
it is often the case that the back-door criterion is enough to identify the needed
adjustment set, especially in point-treatment settings. When the back-door criterion
holds, the observed association between the exposure and outcome can be attributed
to the causal effect of interest, as opposed to spurious sources of correlation.
In our running example, the set of baseline covariates W = (W1 , W2 ) will satisfy the back-door criterion with respect to the effect of pregnancy A on HIV viral
suppression Y , if the following two conditions hold:
1. No node in W is a descendant of A.
2. All back-door paths from A to Y are blocked by W .
Looking at the posited causal graph from Figure 1.1(a), we see that the first condition
holds, but the second is violated. There exists a back-door path from A to Y through
the unmeasured background factors U . Intuitively, the unmeasured common causes
of pregnancy and HIV viral suppression obstruct our isolation of the causal effect of
interest and thus “confound” our analyses. Therefore, our target causal quantity is
not identifiable in the original causal model M∗ .
Nonetheless, we can explicitly state and consider the plausibility of the causal
assumptions needed for identifiability. In particular, the following independence assumptions are sufficient to satisfy the back-door criterion and thus identify the causal
effect in this point-treatment setting.

outcome: UA

|=

1. There must not be any unmeasured common causes of the exposure and the
UY and,
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UW1 and UA

|=

the baseline covariates: UA

|=

(a) There must not be any unmeasured common causes of the exposure and
UW2

or

UY and UW2

|=

ates and the outcome: UW1

|=

(b) There must not be any unmeasured common causes of the baseline covariUY .

These criteria are reflected in the causal graphs shown in Figure 1.4. In the
running example, assumption 1.a states that there are no unmeasured common causes
of pregnancy status and demographic or clinical factors, while 1.b assumes that there
are no unmeasured common causes of viral suppression and demographic or clinical
factors.
The independence assumptions in 1.a hold by design in a stratified, randomized
trial, where the unmeasured factors determining the exposure assignment are independent of all other unmeasured factors. As a result, these independence assumptions
(1.a and/or 1.b) are sometimes called the randomization assumption and equivalently
|=

expressed as Y (a) A | W . These assumptions are also referred to as “unconfoundedness”, “selection on observables”, and “conditional exchangeability” [142].

U

U

W1

W2

W1

W2

UA

UY
A

Y

A

(a)

Y
(b)

Figure 1.4: Causal graphs (a) and (b) encode identifiability assumptions (1.a) and
(1.b), respectively. Here, we have explicitly shown that the unmeasured factors contributing to the exposure UA in (a) and the outcome UY in (b) are independent of
the others.

17

With these assumptions, we can express the distribution of counterfactual outcomes in terms of the distribution of the observed data:

P∗ (Y (a)) =

X

=

X

=

X

P∗ (Y (a)|W = w)P∗ (W = w)

w

P∗ (Y (a)|A = a, W = w)P∗ (W = w)

w

P(Y |A = a, W = w)P(W = w)

w

where W = (W1 , W2 ) denotes the pre-exposure covariates, including both demographic and clinical factors, and where the summation generalizes to an integral for
continuous covariates here and in all subsequent expressions. The first equality is by
the law of iterated expectations. The second equality holds by the randomization
assumption, and the final by the established link between the causal and statistical
model (Section 1.2.4).
Under these assumptions, we can express the average treatment effect Ψ∗ (P∗ ) =
E∗ [Y (1) − Y (0)], as a statistical estimand, often called the G-computation identifiability result [142]:

Ψ(P) :=

X

E(Y |A = 1, W = w) − E(Y |A = 0, W = w) P(W = w)

(1.4)

w

Thus, our statistical target is the difference in the expected outcome, given the exposure and covariates, and the expected outcome, given no exposure and covariates,
averaged with respect to the distribution of the baseline covariates W . In our example, Ψ(P) is the difference in the probability of viral suppression, between pregnant
and non-pregnant women with the same values of the covariates, standardized with
respect to the covariate distribution in the population.
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The same quantity can be expressed in inverse probability weighting form:

Ψ(P) := E

I(A = 0)
I(A = 1)
−
P(A = 1 | W ) P(A = 0 | W )

 
Y

(1.5)

The latter representation highlights an additional data support condition, known
as positivity:

mina∈A P(A = a|W = w) > 0, for all w such that P(W = w) > 0.

Each exposure level of interest must occur with a positive probability within the
strata of the discrete-valued adjustment set W . This assumption is also called “overlap” and “the experimental treatment assignment assumption”. We refer the reader
to [126], [24] and [101] for a discussion of this assumption and approaches when it is
theoretically or practically violated.
Overall, the identifiability step is essential to specifying the needed adjustment set,
and thereby statistical estimand to link our causal effect of interest to some function
of the observed data distribution. Above, we focused on a simple point-treatment
setting with measured and unmeasured confounding, but without mediation, biased
sampling, or missing data. In more realistic settings, there are many other sources of
association between our exposure and outcome, including selection bias, direct and
indirect effects, and the common statistical paradoxes of Berkson’s bias and Simpson’s
Paradox [61, 67]. Furthermore, in the setting of longitudinal exposures with timedependent confounding, the needed adjustment set may not be intuitive and the
short-comings of traditional approaches become more pronounced [142, 145, 144, 120].
Indeed, methods to distinguish between correlation and causation are crucial in the
era of “Big Data”, where the number of variables is growing with increasing volume,
variety, and velocity [148, 97, 3].
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Nonetheless, it is important to note that specifying a causal model (Section 1.2.2)
does not guarantee the identification of a causal effect. Causal frameworks do, however, provide insight into the limitations and full extent of the questions that can
be answered given the data at hand. They further facilitate the discussion of modifications to the study design, the measurement additional variables, and sensitivity
analyses [140, 74, 188, 36].
In fact, even if the causal effect is not identifiable (e.g., Figure 1.1), the Causal
Roadmap still provides us with a statistical estimand (e.g., Equation 1.4) that comes
as close as possible to the causal effect of interest given the limitations in the observed
dataset. In the next sections, we discuss estimation of this statistical parameter and
use identifiability results, or lack there of, to inform the strength of our interpretations.

1.2.6

Estimate the Target Statistical Parameters

Once the statistical model and estimand have been defined, the Causal Roadmap
returns to traditional statistical inference to estimate functions of a given observed
data distribution. Here, we focus on estimators based on the G-computation identifiability result Ψ(P).
Popular methods for estimation and inference for Ψ(P), which would equal the
average treatment effect if the identifiability assumptions held, include parametric
G-computation, Inverse Probability Weighting (IPW), and Targeted Maximum Likelihood Estimation (TMLE) [142, 72, 149, 183, 173]. Below we briefly outline the
implementation of each estimator and refer the reader to [124] for worked R code
for each algorithm. We emphasize that while each algorithm is targeting a causally
motivated statistical estimand, these algorithms are not directly estimating causal
effects, and therefore it is a misnomer to call them “causal estimators”.
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1.2.7

Parametric G-computation

is an algorithm that simply estimates the quantities needed to calculate the statistical estimand defined in Equation (1.4) and then substitutes those quantities into
the G-computation formula [142, 170, 198, 195, 199]. As a result, this algorithm
is sometimes called the simple substitution estimator and is implemented with the
following steps.
1. Regress the outcome on the exposure and covariate adjustment set to estimate
the conditional expectation E(Y |A, W ).
2. Based on the estimates from Step 1, generate the predicted outcomes for each
individual in the sample while deterministically setting the value of the exposure
to the levels of interest, but keeping the covariates the same:

Ê(Yi |Ai = 1, Wi ) and Ê(Yi |Ai = 0, Wi ) for all observations i = 1, ..., N.

For a binary outcome, this step corresponds to generating the predicted probabilities P̂(Yi = 1|Ai = a, Wi ) for exposure levels a ∈ {0, 1}.
3. Obtain a point estimate by taking a sample average of the difference in the
predicted outcomes from Step 2:
N

1 X
Ê(Yi |Ai = 1, Wi ) − Ê(Yi |Ai = 0, Wi )
Ψ̂Gcomp (P̂) =
N i=1

where P̂ denotes the empirical distribution, and the sample proportion is a
simple non-parametric estimator of the covariate distribution P(W ): P̂(W =
P
w) = N1 i I(Wi = w).
1.2.8

Inverse Probability Weighting (IPW)

is an estimator based on an alternative form of the G-computation identifiability
result defined in Equation (1.5) [72, 149, 145, 13, 24]. In this form, the statistical
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estimand is a function of the conditional probability of being exposed, given the
adjustment covariates P(A = 1|W ), which is often called the propensity score [149].
IPW controls for confounding by up-weighting rare exposure-covariate subgroups,
which have a small propensity score, and down-weighting more common subgroups,
which have a larger propensity score. The IPW estimator is implemented with the
following steps.
1. Regress the exposure on the covariate adjustment set to estimate the propensity
score P(A = 1|W ).
2. Based on the estimates from Step 1, predict each individual’s probability of
receiving her observed exposure, given the adjustment covariates:

P̂(Ai |Wi ) for all observations i = 1, ..., N.

3. Obtain a point estimate by taking the empirical mean of the outcome weighted
by the inverse of the conditional exposure probabilities:
N
1 X
Ψ̂IP W (P̂) =
N i=1

I(Ai = 1)
P̂(Ai = 1|Wi )

−

I(Ai = 0)
P̂(Ai = 0|Wi )

!
Yi .

Thus, individuals who are exposed receive weight as one over the estimated
propensity score P̂(Ai = 1|Wi ), while individuals who are not exposed receive
weight as negative one over the estimated probability of not being exposed,
given the covariates P̂(Ai = 0|Wi ).
The performance of the parametric G-computation depends on consistent estimation of the conditional expectation of the outcome, given the exposure and covariates E(Y |A, W ), and the performance of IPW relies on consistent estimation of the
propensity score P(A = 1|W ). Traditionally, both estimators have relied on parametric regression models to estimate these quantities. If sufficient background knowledge
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is available to support using such a regression, it should have already been encoded
in the causal model, yielding parametric structural equations in Section 1.2.2, and
can be incorporated during estimation.
However, in most real-world studies with a large number of covariates and potentially complicated relationships, we usually do not have the knowledge support
using such parametric regressions. More often, our statistical model M for the set
of possible distributions of the observed data is non-parametric or semi-parametric
(Section 1.2.4). Furthermore, we want to avoid introducing new and unsubstantiated
assumptions during estimation. Reliance on poorly specified parametric regressions
can result in biased point estimates and misleading inference (e.g., [12, 95]). At the
same time, non-parametric methods, such as stratification, will break down due to
sparsity. Here, recent advances in machine learning can help us estimate E(Y |A, W )
and P(A = 1|W ) without introducing new assumptions.
1.2.9

Data-adaptive estimation

or machine learning techniques can be used to effectively estimate the nuisance
parameters, which are the quantities needed to compute our statistical estimand:
E(Y |A, W ) and P(A = 1|W ). We focus our discussion on ensemble learning methods,
which “stack” or combine several prediction algorithms together and can be implemented as follows [197, 16].
First, we pre-specify a library of candidate algorithms, such as generalized linear
models, splines, random forests, neural networks, or support vector machines. We
also define a measure of performance through an appropriate loss function, such as
the squared error or the negative log-likelihood. Next, we randomly split the observed
data into V mutually exclusive and exhaustive sets of size N/V , called folds. In each
iteration, a single fold is chosen as a validation set and the remaining V − 1 folds
are used to construct a training set. We then fit each algorithm using only data
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from the training set and predict the outcomes for the units in the validation set.
Each algorithm’s performance is quantified by deviations, corresponding to the loss
function, between the actual and predicted outcomes for the units in the validation
set. Repeating the process V times, where each fold is used once as a validation set,
amounts to performing V-fold cross-validation. We could then select the algorithm
with the best performance, corresponding to the smallest average discrepancy with
respect to the specified loss function.
This procedure, sometimes called Discrete Super Learner [182], effectively sets up
a competition between the algorithms specified in the library, and selects the one
with the best performance. It naturally follows then that Discrete Super Learner
can only perform as well as the best-performing algorithm specified in its library.
The full Super Learner algorithm improves upon its discrete version by taking a
weighted combination of the algorithm-specific predictions to create a new prediction
algorithm. We refer the reader to [133] for further discussion of Super Learner and its
properties and to [107] for worked examples and R code. The algorithm is available
in the SuperLearner package in R [134].
The goal of Super Learner is to do the best possible job, according to the specified
risk criterion, of predicting the outcome Y , given the exposure A and covariates W , or
predicting the exposure A, given the covariates W . As a result, Super Learner-based
estimators of the nuisance parameters E(Y |A, W ) or P(A = 1|W ) have the wrong
bias-variance tradeoff for our statistical estimand Ψ(P), which is a single number as
opposed to a whole prediction function. TMLE, discussed next, provides one way
to integrate data-adaptive algorithms, such as Super Learner, and still obtain the
best possible bias-variance tradeoff for the statistical estimand of interest. Indeed, a
particular appeal of the Targeted Learning framework is the use of flexible estimation methods to respect the statistical model, which is often non-parametric, and to
minimize the risk of bias due to regression model misspecification.
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1.2.10

Targeted Maximum Likelihood Estimation (TMLE)

provides a general approach to constructing double robust, semi-parametric, efficient, substitution estimators [183, 173, 127]. Here, we provide a very brief overview
and refer the reader to [163] for a thorough introduction to the algorithm, which is
available in the tmle, ltmle, and drtmle packages in R [46, 90, 12]. To implement
TMLE for the G-computation identifiability result Ψ(P), given in Equation 1.4, we
take the following steps.
First, we use Super Learner to compute an initial estimator of the conditional
mean outcome, given the exposure and covariates Ê0 (Y |A, W ). Next, we “target”
this initial estimator using information from the propensity score P̂(A = 1|W ), also
estimated with Super Learner. Informally, this targeting step can be thought of as a
second chance to control confounding and serves to reduce statistical bias for the Ψ(P).
We denote the updated estimator of the conditional mean outcome as Ê1 (Y |A, W ) and
use it to obtain targeted predictions of the outcome setting the exposures of interest,
but keeping the covariates the same: Ê1 (Yi |Ai = 1, Wi ) and Ê1 (Yi |Ai = 0, Wi ) for all
observations i = 1, . . . , N . Finally, we obtain a point estimate by taking the average
difference in these targeted predictions.
N

1 X 1
Ê (Yi |Ai = 1, Wi ) − Ê1 (Yi |Ai = 0, Wi ) .
Ψ̂T M LE (P̂) =
N i=1

TMLE’s updating step also serves to endow the algorithm with a number of theoretical properties, which often translate into superior performance in finite samples.
First, under regularity and empirical process conditions detailed in [173], TMLE behave like maximum likelihood estimators in that the Central Limit Theorem can be
invoked to study their limiting behavior; and so the normal distribution can be used
for constructing confidence intervals and hypothesis testing, even if machine learning
is used for estimation of the nuisance parameters E(Y |A, W ) or P(A = 1|W ). Furthermore, the estimator is double robust in that it will be consistent if either E(Y |A, W )
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or P(A = 1|W ) is consistently estimated. Collaborative TMLE further improves upon
this robustness result [176, 47]. Finally, if both nuisance parameters are estimated
consistently and at fast enough rates, the estimator will be locally efficient and in
large samples attain the minimal variance in a semi-parametric statistical model. We
refer the reader to [79] for an introduction to semi-parametric efficiency theory.
Finally, we note that there is nothing inherent in the TMLE algorithm that demands the use of Super Learner. However, its implementation with machine learning
algorithms avoids introducing new unsubstantiated assumptions during estimation
and improve our chances for consistent results. Again, relying on misspecified parametric regressions can induce statistical bias and yield misleading statistical inference.

1.2.11

Interpretation of Results

The final step of the Roadmap is to interpret our results. We have seen that
the causal inference framework clearly delineates the assumptions made from domain
knowledge (Section 1.2.2) from the ones desired for identifiability (Section 1.2.5). In
other words, this framework ensures that the assumptions needed to augment the
statistical results with a causal interpretation are made explicit. In this regard, [131]
argue for a hierarchy of interpretations with “increasing strength of assumptions”.
First, we always have a statistical interpretation as an estimate of the difference in
the expected outcome between exposed and unexposed units with the same covariate
values, standardized over the covariate distribution in the population. We can also
interpret Ψ̂(P̂) as an estimate of the marginal difference in the expected outcome
associated with the exposure, after controlling for measured confounding. To interpret
our estimates causally, we need the identifiability assumptions (Section 1.2.5) to hold
in the original causal model (Section 1.2.2). If either graphs in Figure 1.4 represented
the true causal structure that generated our data and the positivity assumption held,
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then we could interpret Ψ̂(P̂) as the average treatment effect or for a binary outcome
the causal risk difference.
Now, recall that the counterfactual outcomes were derived through intervening
on the causal model (Section 1.2.3). The selected intervention should match our
underlying scientific question (Section 1.2.1) and does not have to correspond to a
feasible or realistic intervention. If the identifiability assumptions (Section 1.2.5)
held and the intervention could be conceivably implemented in the real world, then
we could further interpret Ψ̂(P̂) as an estimate of the intervention’s impact if it
had been implemented in the population of interest. Finally, if the identifiability
assumptions were met and the intervention implemented perfectly in a study sample,
whose characteristics exactly matched those of our population and who were fully
measured, then we could interpret Ψ̂(P̂) as replicating the results of the randomized
trial of interest. We note this hierarchy represents a divergence from the Target
Trial framework of [65], who suggest causal inference with observational data can be
thought of as “emulating” a randomized trial.
In our running example, the causal model shown in Figure 1.1 represents our
knowledge of the data generating process; there are measured (W1 , W2 ) as well as
unmeasured U common causes of the exposure A and the outcome Y . Thus, the lack
of identifiability prevents any interpretation as a causal effect or further along the
hierarchy. Thus, we can interpret a point estimate of Ψ(P) as the difference in the
probability of HIV RNA viral suppression associated with pregnancy after controlling
for the measured demographic and clinical confounders.

1.3

Conclusion

The objective of statistical analyses is to make inferences about the data generating process underlying a randomized trial or an observational study. In practice,
statistical inference is concerned with purely data-driven tasks, such as prediction,
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estimation and hypothesis testing. In recent decades, the advent of causal inference
has triggered a shift in focus, particularly within the data analysis community, toward a territory that has traditionally evaded statistical reach: the causal mechanism
underlying a data generating process. Statistical inference relies on patterns present
in the observed data, such as correlation, and therefore is unable, alone, to answer
questions of causal nature [117, 120]. Nonetheless, questions about cause and effect
are of prime importance in all fields including Data Science [119, 62].
We have presented an overview of one framework for causal inference. We emphasized how the Causal Roadmap helps ensure consistency and transparency between
the imperfect nature of real world data, and the complexity associated with questions
of causal nature. Of course, this work serves only as a primer to causal inference in
Data Science, and we have only presented the fundamental concepts and tools in the
causal inference arsenal.
Indeed, this framework can be extended to richer and more complicated questions.
For instance, our running example for average treatment effect only focused on a
single exposure at a single time point. However, as demonstrated in [172, 86], the
Causal Roadmap can also handle multiple intervention nodes with time-dependent
confounding. Other recent avenues of research in causal inference are discussed in the
Appendix.
As a final note, a Data Scientist may debate the usefulness of applying the causal
inference machinery to her own research. We hope to have clarified that if appropriately followed, the Causal Roadmap forces us to think carefully about the goal of our
research, the context in which data were collected, and to explicitly define and justify
any assumptions. It is our belief that conforming to the rigors of this causal inference
framework will improve the quality and reproducibility of all scientific endeavors that
rely on real data to understand how nature works.
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CHAPTER 2
SUPER LEARNER FOR FEATURE SELECTION (SLFS)

In the era of Big Data, most standard statistical analyses breakdown in the presence of high dimensional data where the number of features (i.e., variables) under
study are orders of magnitude higher than the number of independent units (i.e.,
observations). Feature selection methods are widely used to reduce the complexity of
high dimensional data by ranking and identifying the important variables in a study.
However, each feature selection approach is designed to optimize different objectives
making it hard for data analysts to identify the best method for their specific application. We review the most commonly used feature selection methods and highlight
how each method identifies a subset of ”important” features given an outcome of
interest. Then, we present our Super Learner for Feature Selection (SLFS), an adaptation of the Super Learner algorithm [174] for high dimensional, ensemble feature
selection. The proposed approach finds the best combination of variables selected
from a user-specified library of feature selection methods, and produces a new set
of selected variables. We demonstrate through simulation experiments that our approach improved the sensitivity in selecting relevant features especially in complex,
high-dimensional settings. We also applied SLFS to DNA methylation data consisting
of over 450,000 variables, to identify age-related epigenetic biomarkers.

2.1

Introduction and Background

Consider applying a regression or classification model to a high dimensional data
analysis problem, where the number of features (i.e. variables) is much greater than
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the number of independent units. In such a setting, it is common practice to perform
a dimensionality reduction. The process of defining, ranking and selecting important
variables in a problem is a field of machine learning called feature selection. An
appropriate selection can lead to improvements in the underlying regression model or
classifier in terms of predictive ability, learning speed, computational efficiency, and
ability to generalize to name a few [15].
Feature selection has become the focus of increased attention in the era of Big
Data, and novel methods and approaches are regularly being developed and evaluated to address the challenges that arise in high dimensional settings. Feature
selection methods can be grouped according to their relationship with the underlying regression (or classification) model of interest into three broad categories: (1)
filters, that rank variables based on their correlation with the outcome of interest
and are typically implemented independently of the underlying regression model, (2)
wrappers which use the output generated from the regression model to evaluate the
importance of candidate subsets of features, and (3) embedded methods which carry
out feature selection during the process of training the regression model. Examples
of filters include correlation-based screening, and p-value based screening [164, 23];
stepwise regression and Random Forests [17] are widely used wrappers; and penalized
regression methods [68, 39, 203, 99, 22, 55, 100, 20] are popular embedded methods
used in the literature.
We highlight two significant limitations of existing feature selection methods. The
first issue is related to the notion of feature importance, which is a quantitative measure representing the relevance of a given feature with respect to the outcome of
interest. Many feature selection methods rely on a particular definition of feature
importance dictated by the modeling assumptions implied in the selection method.
For example, in the case of penalized regression methods [68, 39, 203, 22], feature
importance is defined as the absolute value of the estimated regression coefficients;
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this definition of feature importance is only valid to the extent that all the important
features are linearly related to the outcome of interest, and thus loses its interpretation when the linearity assumption is violated. The second challenge with existing
methods is related to the choice of selection thresholds. Most methods return an ordered ranking of all the predictors according to their feature importance, which makes
it necessary to specify a threshold in order to effectively perform a selection. Existing
methods either pick a selection threshold based on adjusted p-values from a formal hypothesis test [164, 23], select all features with non-zero feature importance [40, 55], or
simply return feature importance measures for all the features (e.g., correlation-based
screening) and leave it up to the user to define an appropriate cutoff.
In light of the plethora of existing feature selection algorithms, it is perhaps no
surprise that there does not seem to be any consensus as to which method works best
across a variety of applications [41, 15, 81, 193]. Different methods are designed to
optimize different objectives, and any single one is not likely to excel in all aspects
(see [50] and [51] for a thorough account).
Recently, an ensemble approach to feature selection was introduced in the literature as a way to achieve gains in performance by combining different methods instead
of relying on a single feature selection approach [121, 14]. The ensemble approach to
feature selection leverages ideas from the ensemble learning paradigm with the aim
of simultaneously harnessing the strengths of different types of algorithms to achieve
better overall performance [166]. The success of ensemble learning stems from the
rationale that combining the predictions of multiple, diverse models yields better
predictive performance, with established optimality guarantees [184, 185]. Recent
attempts to implement a similar approach in the context of feature selection have
shown promising results [14, 192].
In general, ensemble feature selection techniques can be grouped into two main
categories: (1) functionally homogeneous where the same feature selection method
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is applied to different perturbed versions of the original data (e.g., bootstrap techniques), and (2) functionally heterogeneous where different selection methods are performed on the same data set [121]. Functionally homogeneous ensembles are typically
used when stability of the feature selection procedure is of prime concern; a stable
selection algorithm is one that consistently identifies the same subset of features when
applied to noisy or perturbed versions of the same data set. [158] and [1] used an
ensemble approach to improve the stability of their feature selection methods for
biomarker discovery, where they took unions and intersections of the subsets of features identified in multiple bootstrap iterations by their feature selection method. On
other hand, functionally heterogeneous ensembles aim at increasing the ability of the
selection algorithm to detect important features across different data sets. [192] used
an ensemble feature selection approach for high dimensional regression and classification tasks where they constructed normalized ”importance weights” for each feature
by counting the number of times it was identified by each feature selection method.
They empirically demonstrated that using the important features detected by their
ensemble approach showed improvements in out-of-sample predictive performance in
both regression and classification tasks. Overall, homogeneous ensembles have shown
promise in overcoming stability issues in the feature selection process, but they still
lack the diversity and breadth of the feature selection methods used in heterogeneous
ensembles which is key to the success of ensemble approaches.
Several complications arise in the design and implementation of heterogeneous
ensemble approaches for feature selection. Since these ensembles require running
different feature selection methods as a first step, they necessarily suffer from the
same challenges discussed previously. Particularly, the issue of defining a measure of
feature importance is further exacerbated when measures are not comparable across
different feature selection methods. The common solution is to bypass the task of
comparing the different selection algorithms by either taking the union or intersec-
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tion of the important features selected by all the methods [121], or by constructing
”importance weights” based on the frequency of selection of features [192]. However,
these approaches may not be optimal since taking the intersection may yield too few
variables selected, while the union may select too many; this is especially true if one
is using a diverse library of methods where some might favor selecting a few features
while others might select a much larger subset of features. Furthermore, the weighting
approach provides an ordered ranking of all the features based on their ”importance
weights”; and thus it also requires a threshold to select a final subset, in addition to
the selection thresholds required for the individual methods.
In this work, we propose a novel adaptation of the Super Learner algorithm for
high-dimensional feature selection. Our proposed approach addressed the previously
discussed challenges by using a model-agnostic measure of feature importance (detailed in Section 3), which allows for direct comparison between subsets of features
selected from different methods; additionally, the proposed method does not require a
user-specified threshold to select the final subset of features. We evaluate the ability of
our proposed approach to detect features that are relevant to the outcome of interest
in a series of simulation studies, with increasing complexity, in addition to a real data
set of blood-based DNA methylation measurements. We empirically demonstrate
that our proposed approach achieves at least as good or noticeably higher accuracy
in compared to any single state-of-the-art feature selection methods (see discussion
in Section 4).

2.2

Brief review of feature selection methods

For ease of presentation, we focus on a high dimensional setting and the goal of
characterizing the expected outcome as a function of selected features by fitting a
regression model. We note that our discussion also applies to classification problems
in high dimensional settings. We provide a brief overview of the most widely used
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feature selection methods in this setting, and discuss how each method identifies a
subset of features given an outcome of interest.

2.2.1

Correlation-based Methods

These methods rely on computing a measure of correlation, typically Spearman’s
correlation, between the outcome and each feature in the data set. The features
are then ranked by the absolute value of their correlation measure, a higher value
implying that a feature is more relevant to the regression outcome.

2.2.2

Univariate Linear Regression-based Methods

These methods consist of running multiple simple regressions of the outcome on
each feature independently and storing the p-value associated with testing the null
hypothesis that a given feature’s regression coefficient is equal to zero. Once the
p-values for all the features are computed, an adjustment procedure is performed,
typically Benjamini-Hochberg or Bonferonni adjustments, to account for multiple
testing [11]. In practice, features corresponding to adjusted p-values that are less than
a selection threshold α = 0.05 are deemed most relevant to the regression outcome.

2.2.3

Penalized Regression Methods

Penalized regression methods are perhaps the most widely used feature selection
methods in high dimensional settings. These methods extend the classical multivariable regression models by adding a penalty term to the regression coefficients, the
choice of penalty term determines the amount of regularization or shrinkage of the
coefficients towards zero. The most popular techniques in this category are the Least
Absolute Shrinkage and Selection Operator (LASSO) [55] which uses the L1 -norm as
a penalty, Ridge regression [68] which uses the L2 -norm, Elastic net [203] which uses
a combination of L1 - and L2 -norm penalties to combine some of the benefits of Ridge
and LASSO, and SCAD [39, 41] which uses a quadratic spline function and applies
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different penalties depending on the magnitude of the regression coefficients. For all
penalized regression methods, feature importance is determined from the absolute
value of the regression coefficients.

2.2.4

Sure Independence Screening (SIS)

SIS is a feature selection method introduced by [39] that is tailored to high dimensional settings. The method is based on the sure screening property, ”all the
important variables survive after applying a variable screening procedure with probability tending to 1” [39]. The particular screening consists of performing a penalized
regression method of the outcome on the entire set of features to obtain an ordered
list of all the features ranked by their feature importance (i.e., the absolute value
of their regression coefficients). Then, the top δp ranked features are taken to be
the selected subset of features from the first iteration, where δ ∈ [0, 1] is a tuning
parameter and p is the total number of features in the regression model. In the next
iteration, another penalized regression of the outcome on the remaining δp features
is performed, and the the top δ 2 p features are the final subset of features selected
from the second iteration. The algorithm keeps iterating and selecting a smaller and
smaller subset of features until it stops at iteration k, having selected the top δ k from
the previous iteration.

2.2.5

Robust Rank Correlation based Screening (RRCS)

RRCS is a variable selection method developed by [92] that ranks the significant
features based one the Kendall τ correlation coefficient between the target variable
and the set of predictors. The sure independence property of the RRCS method was
shown to hold under weaker assumptions in high-dimensional settings; in particular,
it is robust to outliers and influential points in the observed data.
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2.2.6

High dimensional Ordinary Least squares Projection (HOLP)

HOLP is a screening method developed by [194] that applies a projection of the
estimated coefficients from a (penalized) regression model based on which it selects the
important variables. The sure independence screening property was shown to yield
consistent feature selection even when the important predictors do not necessarily
have large marginal correlations with the target variable. Additionally, the algorithm
implementing HOLP is computationally efficient even in high-dimensional settings.

2.3

Methods

Existing feature selection methods, described in the previous section, rely on parametric modeling assumptions to define measures of feature importance. As highlighted in section 2.1, such measures of importance lose their interpretation when the
model assumptions are violated, and are not comparable in a straightforward way
across different selection methods. Instead, we use a nonparametric feature importance measure developed by [196] that is agnostic of the underlying method used to
perform feature selection. We propose an adaptation of the Super Learner algorithm
which optimizes a novel loss function based on this nonparametric measure of feature
importance for the goal of feature selection.
In what follows, consider the collection of random variables {Y, X = (X1 , ..., Xk )}
with probability distribution P , where Y is a binary or continuous outcome variable
of interest and X is a vector of k features. We consider a supervised learning setting
where we are given n independent and identically distributed observations (Yi , Xi ),
for i = 1, ..., n.

2.3.1

Feature importance

Let s ⊆ {1, ..., k} be any subset of feature indices, and X(s) denote the original
vector of k features keeping only the subset of features indexed by s; similarly, let X(−s)
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denote the original vector of features after removing the subset of features indexed
by s. Under a nonparametric model M and a probability distribution P compatible
with M, the nonparametric feature importance measure in [196] is defined, for any
subset of features X(s) indexed by s ⊆ {1, ..., k},
R

h
i
h
i2
Ep Y |X = x − Ep Y |X(−s) = x(−s)
dP (x)

Ψs (P ) :=
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−
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.
V arP (Y )
V arP (Y )

(2.1)

(2.2)

The target quantity Ψs (P ) measures the expected improvement in predictive performance, in terms of standardized mean squared error, for a model that uses the
entire feature vector X compared to one that only uses a subset X(−s) . The expression in (2.2) makes it explicit that Ψs (P ) ∈ [0, 1]. Consider the set s1 to be the
subset of feature indices that are most relevant to the outcome Y . Under this setting,
the expected value of the outcome given the remaining features after removing those
indexed by s1 , E[Y |X(−s1 ) ], will be far away from the expected outcome given the full
set of features, E[Y |X], and will therefore yield a larger squared difference in expectation, which in turn implies that s1 would be assigned a large feature importance
measure Ψs1 (P ). In the other extreme, let s0 be the set of indices corresponding to all
the features that are not relevant to the outcome of interest. Then, the difference in
outcome predictions will be close to 0 since both X and X(−s0 ) contain all the features
that are relevant to the outcome; and the variable importance measure of the set of
irrelevant features indexed by s0 will be close to 0. In general, Ψs (P ) = 0 if and
only if Y is conditionally uncorrelated with every transformation of X(s) given X(s) .
Furthermore, [196] show that the value of Ψs (P ) is invariant to linear transformations
of the outcome and to a large class of transformations of the feature vector.
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A simple plug-in estimator for the feature importance measure (2.1) was proposed
by [196],
Ψplug-in,s :=

1
n

i
h
i2
Pn  h
(−s)
Ê
Y
|X
−
Ê
Y
|X
i=1
V arP̂n (Y )

(2.3)

where V arP̂n (Y ) is the empirical variance of the observed outcome. A targeted
estimator is also available in [196]. Furthermore, the variable importance measure
in (2.3) can be estimated with any machine learning technique for the conditional
means Ê[Y |X]. As explained in Section 3.2, we recommend estimating these conditional expectations with Super Learner [174], an ensemble method that has theoretical guarantees to improve performance by combining predictions from different
algorithms in a way that guarantees to perform at least as well as the best-performing
algorithm in the specified library.
2.3.2

Super Learner Feature Selection (SLFS) algorithm

Consider a pre-specified library of M feature selection methods, as well as a set of
algorithms for predicting the outcome given a subset (or all) the features. The steps
of our ensemble feature selection approach are described in the following.
• Step 1: Start by randomly dividing the observations into V mutually exclusiveand-exhaustive folds.
• For each cross-validation fold v = 1, ..., V :
– Step 2: Run each feature selection algorithm on the training set and store
the indices of the variables selected by each algorithm.
– Step 3: Fit a Super Learner prediction model on the training set using
the union of the covariates identified by all feature selection algorithms in
Step 2; then generate and store the outcome predictions on the test set.
– Step 4: Fit multiple Super Learner prediction models on the training
set - one for each feature selection method - where each prediction model
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uses the covariates that were not identified by the corresponding feature
selection method; then generate and store the outcome predictions on the
test set for each selection method.
Note that Steps 3 & 4 use an extra layer of cross-validation for fitting the Super
Learner prediction models, and the same library of prediction algorithm for
fitting all the Super Learner prediction models.
• Step 5: Compute the variable importance measure for each subset of selected
features indexed by sj (for j = 1, ..., m), using the outcome predictions from
Step 3 & 4 and Eq. (2.3).
• Step 6: Calculate Super Learner weights for each feature selection algorithm
P
using non-negative least squares on the regression model with M
m=1 αm = 1,
αm ≥ 0,

ψ̂all = α1 ψ̂s1 + ... + αM ψ̂sM
where ψ̂sm is the estimated variable importance of the features selected by
screening method m, and ψ̂all is the estimated variable importance given an
algorithm selected all features; the latter serves as an approximate upper bound
to the true variable importance given an oracle algorithm that selects exactly
the relevant variables.
• Step 7: Identify the feature selection algorithms with non-zero weights (i.e.,
with αm > 0).
• Step 8: Re-run the feature selection algorithms identified in Step 7 on the full
data set and store the covariates selected by each algorithm.
• Step 9: Finally, the SLFS algorithm outputs the union of the selected covariates.
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2.4

Simulation experiments

In this section, we evaluate and compare the finite-sample performance of our proposed ensemble feature selection against competing methods discussed in section 2.2.
Specifically, we consider the following approaches
1. SIS: Sure Independence Screening [40].
2. LASSO: Least Absolute Shrinkage and Selection Operator regression [55].
3. HOLP: High-dimensional ordinary least squares projection [194].
4. RRCS: Rank-robust correlation screening [92].
5. ELNET: Elastic Net regression [203].
We consider different parameter settings within each simulated data scenario detailed in Section 2.4.1. Table 2.1 provides a summary of the parameter settings
considered in the simulation experiments.
Table 2.1: Summary table of simulation parameters.
Parameter
Sample size (N)
Total features (K)
Relevant features (R)
Repetitions (MC)

2.4.1

Value
150
1000
250
150

Data Generating Scenarios

With the aim of stress-testing the different feature selection methods, especially
in settings which deviate from the usual modeling assumptions, we consider four data
generating scenarios of increasing complexity. Two of the simulated scenarios follow
the typical linear model assumptions whereas the other, more complicated, scenarios
are based on a highly nonlinear relationship between the outcome and the relevant
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features. In addition, we simulated relevant features that are highly correlated in all
four scenarios; and, for two of these scenarios, we simulated features that are siblings
of the outcome. The term sibling is used by [49] to refer to a relationship between
two random variables whereby one is not directly associated with the other, but they
both may be associated with a third common variable. In our context, a feature is
a sibling of the outcome if it is (i) an irrelevant feature for the outcome and (ii) it
is correlated with at least one relevant feature. As discussed in [49], the presence of
siblings of the outcome complicates the task of accurate identification of the relevant
feature for the outcome. This is precisely why we choose to simulate siblings of the
outcome as part of our more complicated simulated experiment scenarios.
The specific data generating mechanisms are detailed in the following, where Y ∈
R is the outcome, X = (X1 , ..., Xk ) ∈ Rk is the full vector of features, X1 ∈ Rr denotes
the sub-vector of relevant features, X0 ∈ R(k−r) the sub-vector of irrelevant variables.
2.4.1.1

Experiment 1 (correlated, with no siblings)

Let β = (β1 , ..., βr ) be the true regression coefficients of the relevant variables
in the underlying linear regression model. The data generating mechanism for the
experiment based on a linear regression model is described in the following steps.
1. Given the total number of features k and the number of relevant features r < k,
randomly sample without replacement r indices ranging from 1 to k. The
selected subset of feature indices is denoted by s1 , and represents the indices of
the features that are relevant to the regression outcome.
2. For each relevant feature indexed by l ∈ s1 ,
(a) Draw U from a Bernoulli distribution with probability = 1/2.
(b) If U = 1, draw βl from a Uniform(−4, −1) distribution.
(c) Otherwise, draw βl from a Uniform(1, 4) distribution.
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3. For each observation indexed by i = 1, ..., n,
(a) Draw the full vector of feature observations X from a k-dimensional multivariate Gaussian distribution centered around 0 with fixed variance and
covariance V ar(Xt ) = 1, Cov(Xt , Xt0 ) = 0.5, for t = 1, ..., k; and let X1,i
be the sub-vector of relevant features.
(b) Draw i , a Gaussian error term centered at 0, with fixed variance σ2 = 1.
(c) Finally, the outcome Yi for observation i is generated by computing Yi =
XT1,i β + i .
2.4.1.2

Experiment 2 (uncorrelated, with siblings)

1. Given the total number of features k and the number of relevant features r < k,
randomly sample without replacement r indices ranging from 1 to k. The
selected subset of feature indices is denoted by s1 , and represents the indices of
the features that are relevant to the regression outcome.
2. For each relevant feature indexed by l ∈ s1 ,
(a) Draw U from a Bernoulli distribution with probability = 1/2.
(b) If U = 1, draw βl from a Uniform(−4, −1) distribution.
(c) Otherwise, draw βl from a Uniform(1, 4) distribution.
3. For each observation indexed by i = 1, ..., n,
(a) Draw the sub-vector X1,i of relevant features from an r-dimensional multivariate Gaussian distribution centered around 0 with fixed variance and
covariance V ar(Xt ) = 1, Cov(Xt , Xt0 ) = 0, for t = 1, ..., k;
(b) Let X0,i be i-th observation of the sub-vector of irrelevant features, and s0
be the subset of indices of features that are irrelevant for the regression
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outcome. We construct the elements of this sub-vector as follows, for each
irrelevant feature indexed by w ∈ s0 ,
i. Select a random element from i-th observation of the sub-vector of
(w)

relevant features X1,i , denoted X1,i .
ii. Draw the coefficient parameter γ from a Uniform(2, 8), and error term
δ from a standard normal distribution.
iii. Construct the w-th element of the sub-vector of irrelevant features by
(w)

(w)

applying the linear model: X0,i = γX1,i + δ
(c) Concatenating the sub-vectors X1,i and X2,i yields the full vector of k
features X.
(d) Draw i , a Gaussian error term centered at 0, with fixed variance σ2 = 1.
(e) Finally, the outcome Yi for observation i is generated by computing Yi =
XT1,i β + i .
2.4.1.3

Experiment 3 (correlated, with siblings)

1. Given the total number of features k and the number of relevant features r < k,
randomly sample without replacement r indices ranging from 1 to k. The
selected subset of feature indices is denoted by s1 , and represents the indices of
the features that are relevant to the regression outcome.
2. For each relevant feature indexed by l ∈ s1 ,
(a) Draw U from a Bernoulli distribution with probability = 1/2.
(b) If U = 1, draw βl from a Uniform(−4, −1) distribution.
(c) Otherwise, draw βl from a Uniform(1, 4) distribution.
3. For each observation indexed by i = 1, ..., n,
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(a) Draw the sub-vector X1,i of relevant features from an r-dimensional multivariate Gaussian distribution centered around 0 with fixed variance and
covariance V ar(Xt ) = 1, Cov(Xt , Xt0 ) = 0.5, for t = 1, ..., k;
(b) Let X0,i be i-th observation of the sub-vector of irrelevant features, and s0
be the subset of indices of features that are irrelevant for the regression
outcome. We construct the elements of this sub-vector as follows, for each
irrelevant feature indexed by w ∈ s0 ,
i. Select a random element from i-th observation of the sub-vector of
(w)

relevant features X1,i , denoted X1,i .
ii. Draw the coefficient parameter γ from a Uniform(2, 8), and error term
δ from a standard normal distribution.
iii. Construct the w-th element of the sub-vector of irrelevant features by
(w)

(w)

applying the linear model: X0,i = γX1,i + δ
(c) Concatenating the sub-vectors X1,i and X2,i yields the full vector of k
features X.
(d) Draw i , a Gaussian error term centered at 0, with fixed variance σ2 = 1.
(e) Finally, the outcome Yi for observation i is generated by computing Yi =
XT1,i β + i .
2.4.1.4

Performance Measures

As we highlighted in earlier sections, the objective of our ensemble approach to
feature selection is increase the accuracy of detecting subsets of features that are most
relevant to the regression outcome of interest. To this end, we focus on performance
measures that deal with feature detection accuracy; in particular, we evaluate the
performance of the different feature selection approaches presented using recall (or
sensitivity) and the number of features selected.
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2.4.2

Simulation Results

We report the performance results of our ensemble feature selection method on the
simulated experiments described previously, and compare it with competing feature
selection methods.

2.4.2.1

Simulation experiment 1

This scenario includes irrelevant covariates that are independent of both the relevant covariates and the outcome (Fig. 2.1(b)). Under this setting, the best performing feature selection method from the library was holp, followed by RRCS and SIS;
and our SLFS approach achieved the highest sensitivity, slightly ouperforming HOLP
(Fig. 2.1(a)). In terms of the optimal weights shown in Fig. 1(c), we see that most of
the weights are concentrated near 1 on the HOLP method (i.e., the best performing
method in the library).

Figure 2.1: (a) Bar charts comparing average performance results across M C = 150
repetitions of simulation experiment 1; (b) Directed Acyclic Graph (DAG) describing
data generating scenario for experiment 1; (c) Box plots comparing distribution of
optimal SLFS weights across M C = 150 repetitions of simulation experiment 1.
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2.4.2.2

Simulation experiment 2

deals with the case of uncorrelated covariates that are common causes of the
outcome and irrelevant covariates (Fig. 2.2(b)). We see a similar pattern in terms of
performance results where HOLP performs best, followed by SIS and RRCS; and our
SLFS approach achieves the highest sensitivity, outperforming HOLP (Fig 2.2(a)).
In terms of optimal weights, we see from Fig. 2.2(c) that most of the weights are
concentrated around 0.95 on the HOLP method, but the rest is scattered around
Elastic Net and Lasso methods, as opposed to the next best-achieving methods, SIS
and RRCS. This could be due to the fact that the relevant variables selected by RRCS
and HOLP were already picked up by HOLP, and so the gain in terms of variable
importance was marginal when merging the variables selected from RRCS and SIS
with HOLP.

Figure 2.2: (a) Bar charts comparing average performance results across M C = 150
repetitions of simulation experiment 2; (b) DAG describing data generating scenario
for experiment 2; (c) Box plots comparing distribution of optimal SLFS weights across
M C = 150 repetitions of simulation experiment 2.
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2.4.2.3

Simulation experiment 3

builds on the same data generating structure as experiment 2, but includes dependencies between all the covariates (Fig 2.3(b)). We observe a drop in sensitivity
across the feature selectors in the library, compared with the previous experiments;
however, the sensitivity of our SLFS method barely changed under this more complex
scenario. In terms of optimal weights, we again see most of the weights concentrated
in the range [0.8, 0.95] on the HOLP method (the best performing feature selector),
with most of the other weights evenly distributed around low values on the other
feature selectors.

Figure 2.3: (a) Bar charts comparing average performance results across M C = 150
repetitions of simulation experiment 3; (b) DAG describing data generating scenario
for experiment 3; (c) Box plots comparing distribution of optimal SLFS weights across
M C = 150 repetitions of simulation experiment 3.

2.4.2.4

Features detected and sample size

One important observation from the results of all three experiments has to do
with the number of features detected. There is an obvious pattern we see with all the
feature selection methods included in the library: the number of features detected

47

is always strictly less than the sample size. This pattern is unsurprising, since it is
an inherent part of the modeling assumptions behind most state-of-the-art feature
selection methods. Our SLFS approach does not constrain its final set of selected
features by the sample size, therefore it achieves higher accuracy in detecting the
true number of relevant features to the outcome. In Figure 2.2(b)-(c), SLFS detects
around 225 features where the true number of relevant features was 250; whereas
the maximum detected by the other methods was 149 (one less than the sample size
N = 150).

2.5

Real-data Application: Epigenetic Clocks

Epigenetic clocks are quantitative models used to measure human aging from
epigenetic profiles. Studies on clocks based on DNA methylation measurements have
shown strong correlation with chronological age in humans [44, 71, 54]. Extensive
research is being done to characterize the potential of these epigenetic clocks to serve
as a quantitative biomarker for biological aging.
For example, Hannum’s clock [54], was built using measurements of over 450, 000
CpG sites from the whole blood of 656 individuals, aged 19 to 101. The biological
age was then predicted by running Elastic Net regression on all of CpG sites. This
approach reduced the set of features to 89 CpGs that were most associated with aging.
The authors reported that their age prediction model achieved low root mean-squared
error (RMSE) and high correlation (> 0.9) with chronological age.
Here we demonstrate the practical performance of our proposed feature selection
method by applying it to the raw data used to build Hannum’s clock. We then
compare the final list of age-associated CpG sites.
In this application, we limited tghe Super Learner library to SIS and HOLP.
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Figure 2.4: Venn diagram comparing age-associated CpGs identified by Hannum’s
clock and our SLFS method.

From Figure 2.4, we see that over 80% (73/89) of the CpGs identified by Hannum’s
clock were also identified by our SLFS method; in addition, 179 new CpG sites were
identified by our method as significantly associated with age.

2.6

Discussion

We proposed a novel adaptation of the Super Learner algorithm for high dimensional, ensemble feature selection. The method finds the best combination of variables
selected from the library of screening methods to produce a new set of selected features. The use of non-parametric measures of variable importance allows for straightforward comparison of the output from different feature selection methods, regardless
of the underlying modeling assumptions. We describe the implementation steps of
the algorithm and highlight the ability of the proposed approach to overcome complications that often arise in high dimensional feature selection - specifically, our SLFS
method does not require a user-defined selection threshold to extract the final subset
of selected features.
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We demonstrated through simulation experiments and real data application that
our ensemble approach improved the sensitivity of selection of relevant features and
overcame limitations of common methods, especially in complicated high-dimensional
settings.
An ideal choice of selectors is one that includes methods that approach the feature selection problem from different perspectives; this could mean different objective
functions, penalties, and model assumptions. Our hope is that machine learning and
data analysis practitioners in general would find this to be useful tool for performing
variable selection, especially in high dimensional settings.
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CHAPTER 3
MACHINE LEARNING FOR BIOLOGICAL AGE AND
AGE-RELATED RISK SCORES

Aging is one the primary risk factor for many diseases such as cancer, diabetes,
cardiovascular and neurodegenerative disorders [75, 78, 42]. Chronological age (CA)
is commonly used as a quantitative measure of the biological aging process. However,
the use of CA in aging research has been the point of contention in aging studies,
as it is does not account for the heterogeneity in the decline of biological function
with advancing age across different individuals [75, 94, 76]. Recent developments
have led to new statistical methods focused on defining a new quantitative measure
of ”biological age” (BA) which expresses the state of an aging organism in a way
that account for differences in the rate of aging across individuals [83]. We review
different BA estimation methods and highlight their underlying assumptions, and we
propose a new method for estimating BA which does not make restrictive assumptions
about the underlying aging process and uses machine learning to flexibly capture
biological aging patterns. Additionally, we develop an approach to evaluate and
compare BA estimation methods based on their ability to predict disease outcomes of
interest. We demonstrate our proposed BA estimation and comparison methods on
two applications: (1) age-related cardiac arrhythmia, and (2) sperm epigenetic age
and male fertility.

3.1

Introduction and Background

The aging process is intimately associated with human health, and age-related decline in physiological function is considered as one of the primary risk factor for many
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disorders such as cancer, diabetes, Alzheimer’s and cardiovascular diseases [75, 78, 42].
With the advent of high-throughput sequencing methods, molecular profiles including
metabolomics, genomics and epigenomics have become more available to researchers;
as such, aging research has gained increased attention among investigators aiming to
uncover the underlying mechanisms of the aging process with the goal of improving
diagnosis and prognosis of age-related diseases [94, 71, 165, 76].
Most studies rely on chronological age (CA) as a quantitative measure of the
biological aging process. However, CA may not be an ideal measure of aging as it is
unable to account for the heterogeneity in the hallmarks of aging across individuals.
In particular, two individuals having the same CA are likely to experience different
aging patterns due to different in genetic makeup and environmental exposures [75].
To overcome this issue, recent work have been focused on defining ”biological age”
(BA) as a quantity expressing the ”global” state of an aging organism which account
for heterogeneity in the rate of aging across different individuals [83]. This has led to
the formulation of many BA estimation methods, each with its own set of biological
assumptions regarding the aging process as well as statistical assumptions involving
the mathematical form of the relationship between age and the age-related variables
of interest. At present, there is no widely accepted method for BA estimation as, to
the best of our knowledge, there is no straightforward approach to effectively compare
the performance of these different methods.
We propose a new method for estimating BA which does not make restrictive
assumptions about the underlying aging process and uses machine learning to flexibly
capture biological aging patterns. In addition, we develop an approach to evaluate
and compare different approaches to BA estimation with the goal of constructing
age-related disease risk scores which could potentially aide in diagnosis and prognosis
of age-related diseases.
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3.2

Existing Methods for BA Estimation

The commonly used approaches to BA estimation generally include chronological age (CA), a set of (potentially) age-dependent variables denoted (X), and an
algorithm that takes as input CA and X then calculates a quantitative measure of
biological aging (BA).

3.2.1

Regression-based Methods

BA estimation methods based on multivariable linear regression (MLR) are the
simplest and most common approach to estimate BA. Let β be a vector of regression
coefficients, the MLR method consists of linearly regressing CA on a set of agedependent variables of interest X.

CA = XT β + 

(3.1)

where  is the usual zero-mean Gaussian noise, and the regression coefficients β are
estimated using Ordinary Least Squares.
There exists other variations of the MLR approached whereby the age-dependent
variables (X) are transformed via Principal Component Analysis and a new regression
model is formulated using the principal components as predictors of CA instead of X.
The PCA method is attractive in settings where the number of age-related variables
is prohibitively large compared to the number of observations; in such a setting one
can effectively reduce the dimensionality of the regression model by considering a
subset of principal components which explain most of the variability in BA.

3.2.2

Klemera and Doubal Method

The Klemera-Doubal (KD) method developed in [83] proposes a new and interesting approach to BA estimation which relies on a structural equation models (SEM)
to define a data generating mechanism describing the underlying biological aging pro-
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cess. Specifically, letting j = (1, ..., J) index the age dependent variables in X, the
model proposed in [83] can be captured by the following SEM,

BA = CA + BA
Xj = fXj (BA) + Xj ,

(3.2)
(3.3)

2
2
where BA ∼ N ormal(0, σBA
) and Xj ∼ N ormal(0, σX
) for j = (1, ..., J), and fXj is
j

an arbitrary function of BA.
The KD model defines BA as a latent (unobserved) variable that is generated
by independent draws from a normal distribution centered at the observed CA with
2
. Simultaneously, the BA measures also contribute to each observed,
variance σBA

age-dependent variable in X via the functions fXj for j = (1, ..., J). The reader is
referred to the original paper for thorough account of the biological aging assumptions
that motivated the construction of this particular data generating model.
The goal of the estimation approach is then to find the optimal values for BA
corresponding to the best model fit to the observed data. [83] propose different
2
2
, all
and σX
estimation strategies for BA as well as the nuisance parameters σBA
j

of which rely on additional restrictive assumptions on the SEM. For example, the
functions fXj are assumed to be linear transformations of BA leading to a compact
formulation of the SEM in a single equation:

Xj = αBA + γBA CA + δXj ,

(3.4)

2
2
2
where δXj ∼ N ormal(0, γBA
σBA
+ σX
). This simpler expression allows for the estij

mation of the nuisance parameters using ordinary least squares with observed X and
CA. The implementation of the KD method for BA estimation is available in the R
package ’bioage’ (http://rdrr.io/github/bjb40/bioage/ ).
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3.3

Machine Learning for BA Estimation

With the goal of overcoming some of the limitations of the existing methods for
BA estimation, we propose a machine learning based approach to BA estimation
which avoids the reliance on restrictive assumptions about the relationship between
age-dependent variables and chronological age. Our method follows the same basis as
the regression-based approach in that we aim to estimate a function that relates the
set of age-dependent variables to CA. However, instead of relying on multivariable
linear regression model, we instead use Super Learner [174], an ensemble learning
approach which combines the output of a pre-specified library of candidate machine
learning algorithms, such as additive splines, neural networks, and random forests
within a K-fold cross validation scheme.
Consider N independent draws representing the observed data O = (CA, X), a
library of prediction algorithms indexed by (k = 1, ..., K) and cross-validation folds
indexed by (v = 1, ..., V ). The steps to implement the Super Learner for Biological
Age estimation (SLBA) is detailed in the following.
1. Split the observed data set into V mutually exclusive-and-exhaustive folds.
2. For each iteration v = 1, ...V ,
(a) define the set of observations in fold v as the test fold, and the remaining
ones as the training fold,
(b) fit the conditional mean E[CA|X] on the training fold for each prediction
algorithm,
(c) generate age predictions on the test fold for each prediction algorithm.
3. Once all iterations are completed, we end up with K vectors of cross-validated
(cv)

age-predictions Ŷ1

(cv)

, ..., ŶK ; these are then used within a non-negative least
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squares loss function to determine the optimal combination of age predictions
from the library of prediction algorithms,

Lnnls

where αk ≥ 0 and

PK

k=1

!
N
K
X
1 X
(cv)
=
CAi −
αk Ŷi,k
,
N i=1
k=1

(3.5)

αk = 1.

4. Letting α̂k or k = (1, ..., K) denote the optimal combination weights obtained
from the previous step, we re-fit each prediction algorithm on the entire observed
data set and obtain age predictions Ŷk .
5. Finally, the Super Learner age prediction is calculated as,

ŶSL =

K
X

α̂k Ŷk

(3.6)

k=1

3.4

Machine Learning for Age-related Risk Scores

As previously discussed, the concept biological aging lacks a precise and generally
acce[ted definition, making it difficult to reliably evaluate and compare different BA
estimation methods. Consider a binary outcome of interest Y , representing disease
status for example, we propose a definition of BA which focuses on the aspect of the
aging process that are most relevant to the outcome Y . More explicitly, we define
a desirable measure of biological age as one that provides additional information,
beyond chronological age, that is relevant to predicting the risk of disease Y .
Consider an observed data set consisting of the outcome Y , chronological age CA,
age-dependent variables X, and other baseline covariates W (e.g., demographics).
We propose constructing machine learning-based risk scores for the outcome Y using
CA, the estimated BA, and W. Given a library of prediction algorithms, the steps
for calculating age-related risk scores start by splitting the observed data set into
56

V cross-validation folds, and calculating BA on the training fold only, using one
of the methods described in previous sections. Then, the prediction algorithms are
used to fit the conditional mean E[Y |CA, BA, W] on the training fold and generate
predictions on the test fold for each v = 1, ..., V . Finally, the predictions are combined
using a specified loss function (e.g., negative log-likelihood loss, non-negative least
squares, area under the curve) in order to generate estimated risk scores for the
disease outcome.
This approach allows for a straightforward and useful comparison of different BA
estimation methods since any variation in the predicted risk scores is by construction
solely due to the choice of BA estimation procedures; as the remaining components of
the procedure are held fixed (i.e., sample splitting, library of prediction algorithms,
and choice of loss function). Furthermore, we use the outcome predictions based only
on CA and W as a baseline to compare the predictive performance of different BA
estimates as captured by the area under the curve (AUC).

3.5

Real Data Application

In this section, we apply our Super Learner-based BA estimation method to a real
data setting and compare its predictive performance to the MLR and KD approaches
following our proposed machine learning strategy for age-related risk scores.

3.5.1

Age-related Cardiac Arrhythmia

We consider a study investigating biomarkers for cardiac arrhythmia [48]. The
data consists of 452 participants and includes a binary outcome for arrhythmia diagnosis; demographic variables such as age, sex, height and weight; and cardiac variables
including QRS duration, PR/T/QT/P intervals, and heart rate.
First, We compute cross-validated BA estimates using cardiac variables as agedependent variables for each BA estimation method (MLR, KD and our SLBA).
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Then, we calculate machine learning-based risk scores using each BA estimate, and
compare the ability of each method to predict cardiac arrhythmia using the AUC
metric. We also calculate bootstrap confidence intervals of the average AUC score
across B = 400 bootstrap iterations.
The library of prediction algorithms used in the SLBA method as well as the
outcome prediction include: generalized linear models (GLM), multivariable additive
regression splines (MARS), Lasso regression and Elastic Net regression.
Table 3.1 summarizes the performance of each BA estimation method in terms
of average AUC scores and 95% bootstrap confidence intervals. Note that the baseline method refers to outcome prediction models that were fit using only CA and
demographic variables. Figure 3.1 shows the ROC curves for each BA estimation
method compared to baseline. Overall, all three methods show increased AUC scores
compared to baseline, suggesting that the BA estimates are capturing additional information that is not contained within CA alone. Additionally, our SLBA method
achieves the highest gain in AUC compared to baseline, followed by MLR and finally
KD method.
Table 3.1: Summary table comparing BA estimation methods in terms of AUC score
across B = 400 bootstrap iterations.
Method
Baseline
MLR
KDM
SLBA

3.5.2

AUC
0.71
0.75
0.74
0.78

Boot-CI
[0.66,0.75]
[0.71,0.80]
[0.71,0.78]
[0.73, 0.82]

Sperm Epigenetic Age and Fertility

We now turn our attention to the Longitudinal Investigation of Fertility and the
Environment (LIFE) study assessing the relationship between semen quality and time
to pregnancy [89]. The data set consists of measurements from 379 eligible couples
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Figure 3.1: ROC curves comparing BA estimation methods for cardiac arrhythmia.

and include time to pregnancy, couples’ ages, demographics, as well as sperm DNA
methylation measured using Illumina’s EPIC Infinium Methylation Beadchip.
Our goal is to estimate sperm biological age from DNA methylation and assess its
association with time to pregnancy. For BA estimation, we use our SLBA method
where we consider the methylation measurements from over 800, 000 CpG sites as
our age-dependent variables X and male age as our target CA. The library of algorithms used in the SLBA method included a combination of prediction and screening
algorithms. The prediction algorithms include: generalized linear models (GLM),
multivariable additive regression splines (MARS), Lasso regression and Elastic Net
regression; while the screening algorithms include: sure independence screening (SIS),
elastic net screening, and lasso screening.
Next, we calculate a measure of Sperm Epigenetic Age (SEA) as the residuals
from a simple linear model regressing the estimated BA on male age CA; then, we
assess the association between time to pregnancy and SEA using a unadjusted Kaplen-
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Meier curves. For ease of presentation, we bin SEA measurements into three groups:
younger SEA (SEA < −1), match (−1 ≤ SEA ≤ 1), and older SEA (SEA > 1).
Figure 3.2 shows the predicted age versus chronological for all male participants.
We see that the SLBA method achieves high Spearman correlation (R = 0.92) and
low root-mean squared error RM SE = 1.52. The correlation is reduced for crossvalidated predictions (bottom-panel) but still follows closely the CA pattern.

Figure 3.2: Plots comparing predicted age (BA) versus chronological age. The top
plot shows the performance results on the full data, while the bottom plot shows the
performance using cross-validated predictions.

Figure 3.3 shows the Kaplan-Meier curves for each SEA group describing the
trajectories of the probabilities of no pregnancy over time (measured in menstrual
cycles). We observe that the younger SEA group is associated with reduced chances
of no pregnancy, while the older SEA group have noticeably higher probability of not
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achieving pregnancy within the same time frame. The match group only has slightly
higher risk of no probability.

Figure 3.3: Kaplan-Meier curves illustrating the estimated probability of no pregnancy over time (measured in menstrual cycles) for each SEA group.

3.6

Discussion

We have reviewed different BA estimation methods commonly used in the aging literature and pointed out some of their key limitations. We proposed a Super
Learner based approach to BA estimation methods that overcomes some of the aforementioned limitations, and devised a machine learning approach to compare different
BA estimation methods based on disease risk scores. We argue that this approach
will allow for pragmatic and systematic comparisons between existing BA estimation
methods and novel ones yet to be developed.
We applied our method to a cardiac arrhythmia data set and showed that our
SLBA method achieves superior predictive performance compared to the KD and
MLR methods, as measured by the AUC score. Finally, we used our SLBA method
to derive measures of sperm epigenetic age which we was highly correlated with
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chronological age and displayed a striking correlation with time to pregnancy. This
pattern is quite interesting, as it clearly shows a positive correlation between higher
sperm epigenetic age and higher risk of not achieving pregnancy.
However, further research needs to be done on larger cohorts that are more representative of the general population; in addition to subsequent research into ways
to utilize these measures of biological age in clinical settings to guide diagnosis and
prognosis of age-related diseases.
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CHAPTER 4
MULTI-LEVEL CAUSAL MEDIATION ANALYSIS

Mediation analysis is an important tool to characterize the direct and indirect
effects of an intervention on an outcome, operating through a (set of) mediating
variable(s) of interest. Multi-level mediation arises when the study includes participants that are grouped into clusters such as hospitals, neighborhoods, or communities. The hierarchical nature of clustered study designs complicates the task of
identification and quantification of effects of interest, since the standard independence
assumptions break down under this setting. We focus our attention on multi-level
mediation studies where the intervention, randomized or not, is administered at the
cluster-level, while the mediators and outcome of interest are measured either at the
participant- or cluster-level. Common approaches to multi-level mediation extend
traditional single-level regression-based approaches [10] to account for hierarchical
dependencies through the use of linear mixed effects models [87, 88]. These methods
often rely on restrictive parametric assumptions on the underlying data generating
mechanisms that are often not plausible in practice. In this chapter, we formulated
a general causal model that is applicable to a wide range of multi-level mediation
designs, we identified target mediation effects and established sufficient assumptions
for their identification, we derived inference and flexible estimation procedures for the
target effects, and proposed alternative strategies to handle the estimation of highdimensional nuisance parameters. We evaluated the finite sample performance of the
proposed estimators on simulated data under different parameter settings.
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4.1

Introduction and Background

Mediation analysis is a powerful tool to investigate the underlying mechanisms
through which an exposure affects an outcome of interest. In practice, investigators
are often interested in characterizing the direct and indirect effects of an intervention
on an outcome, operating through a (set of) mediating variable(s) of interest [96].
There has been extensive research on the development of analytical tools for the
identification and quantification of mediation effects, particularly in public health and
social sciences. The most common approaches to mediation analysis typically rely
on parametric structural equation models [10, 96]. More recently, causal inference
methodologies based on nonparametric structural equation models (NPSEM) [141,
114] have given rise to novel approaches to mediation analysis, circumventing most
of the restrictive assumptions imposed in parametric structural equation models.
Nonparametric approaches to causal mediation analysis are often based on alternative formulations of the (in)direct effects, each with its own set of assumptions and
interpretation [128, 180, 191, 189, 190, 202, 154, 32]. These rapid methodological
advances have made mediation analysis substantially more accessible to researchers;
however, most of the proposed methods are formulated in the context of single-level
study designs, whereby participants are included in the study following a simple random sampling from the target population. As such, further research remains to be
done in ways of extending the applicability of the existing mediation approaches to
more complex study designs.
Clustered study designs are commonplace in public health and social science research, as participants are naturally grouped into clusters such as hospitals or healthcare facilities, neighborhoods, and communities. In practice, studies conducted in
clustered settings often involve exposures or interventions, randomized or not, that
are administered at the cluster-level for ethical and practical reasons [43]; examples
include alcohol and drug prevention programs delivered to schools [84], neighborhood-
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based interventions to reduce crime and violence [160], and the SEARCH study, a
cluster randomized trial assessing community-based strategies for HIV prevention and
treatment [56].
The hierarchical nature of clustered study designs poses challenges for the identification and quantification of effects of interest, as the usual independence assumptions
break down under settings where participants within the same group can interact and
potentially influence other participants’ outcomes [43, 102]. These issues have motivated extensive research in multi-level modelling strategies that take into account the
complex dependencies of clustered study designs [73, 138, 167, 106, 37, 6].
We focus our attention on multi-level mediation studies where the intervention,
randomized or not, is administered at the cluster-level, while the mediators and outcome of interest are measured either at the participant- or cluster-level. Multilevel mediation studies are often encountered in public health and social science
research; examples include a neighborhood-based study assessing how social control mediates the relation between poverty concentration and urban violence [159], a
cluster-randomized trial investigating the effect of care manager-based interventions
on depression, mediated by family and social support [18], and a cluster-randomized
trial evaluating pain interference and depression as mediators for the effectiveness of
integrated mental health care on alcohol use [98].
Earlier research in multi-level mediation extended traditional single-level regressionbased approaches [10] to account for hierarchical dependencies through the use of
linear mixed effects models [87, 88]. Later, parametric structural equation modelling
strategies have been proposed for multi-level mediation analysis [137, 186, 136, 132].
A key advantage of these methods is the reliance on a general framework that is flexible enough to accommodate most multi-level mediation designs; however, the use of
parametric structural equations imposes restrictive causal and statistical assumptions
on the data generating process. Recently, nonparametric multi-level structural equa-

65

tion models have been formulated, along with computational tools for efficient and
flexible estimation of effects of interest in settings where the intervention is assigned
at the cluster-level [6]. However, these methods aim at identifying and estimating
the total effect of a cluster-level intervention; therefore, they are not applicable in the
context of multi-level mediation analysis.
In this chapter, we extend the nonparametric multilevel structural equation model
developed by [6] to include mediating variables that could be measured either at the
participant or cluster-level, and we adapt the single-level mediation effects developed by [32] to the multi-level setting with a cluster-level intervention. The result
is a general framework for multi-level mediation analysis that circumvents unwarranted causal and statistical assumptions, while allowing for the inclusion of machine
learning techniques to flexibly estimate mediation effects arising from cluster-level
interventions.

4.2

Multi-level Causal Mediation

We begin by specifying a running example to illustrate the multi-level mediation
framework under study. Consider assessing the effectiveness of a community-based
strategy for HIV prevention and care on mortality, mediated by participants’ engagement in care. Throughout, we assume randomly sampled clusters (i.e., communities)
from the target population, such that a given individual’s outcome is not affected by
individuals from other clusters.

4.2.1

General Multi-level Causal Mediation Model

Given a randomly drawn cluster j = 1, ..., J, individuals indexed i = 1, ..., Nj
are recruited and the following endogenous variables are measured; Ejc and Wj =
{Wij : i = 1, ..., Nj } denote baseline characteristics measured at the cluster-level
and individual-level, respectively; Acj denotes the cluster-level intervention, Mj =
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{Mij : i = 1, ..., Nj } is the vector of individual-level mediating variables, and the
vector of individual-level outcomes is denoted Yj = {Yij : i = 1, ..., Nj }. Finally, let
U = {UE c , UW , UAc , UM , UY } represent unmeasured background factors.
The following NPSEM specifies the causal relationships between the variables in
the context of multi-level causal mediation; alternatively, the same relationships are
also captured via a directed acyclic graph (Figure 4.1).

E c = fE c (UE c )
W = fW (E c , UW )
Ac = fAc (E c , W, UAc )

(4.1)

M = fM (E c , W, Ac , UM )
Y = fY (E c , W, Ac , M, UY )

The proposed causal model is general in that it captures a multi-level mediation
structure with arbitrary dependencies among individuals nested within the same cluster. The equations in (eq. (4.1)) make it explicit that the individual-level outcomes
within a cluster (Y) depend on the entire vector of individual-level mediators (M)
and baseline characteristics (W), in addition to the cluster-level intervention (Ac )
and baseline covariates (E c ). Similarly, the vector of individual-level mediators (M)
depend on the vector of individual-level characteristics (W), as well as the clusterlevel intervention (Ac ) and baseline covariates (E c ). Furthermore, we do not make
any restrictive assumptions regarding the unmeasured background factors controlling
the vectors of individual-level variables (UW , UM , UY ).
Next, we define the counterfactual variables of interest under a hypothetical intervention on the cluster-level exposure (Ac ) in the NPSEM (eq. (4.1)). Let Mj (a)
denote the vector of mediator values that would be observed for individuals in cluster j under exposure level a, and Yj (a, m) = {Yij (a, m) : i = 1, ..., Nj } represents
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Figure 4.1: Directed acyclic graph for a general hierarchical model (equation (4.1))
with a cluster-level intervention (Ac ), individual-level mediators (M) and outcome
(Y), and a mix of cluster-level (E c ) and individual-level (W) baseline covariates, and
unmeasured background factors (U ) .

the vector of individual-level outcomes that would be observed for cluster j when
exposure is set to a and the individual-level mediators are set to m. In the following
section, we focus on mediation effects written as a function of a summary measure
of the vector of individual-level counterfactual outcomes. In particular, we define the
cluster-level counterfactual outcome as the arithmetic mean of the individual-level
counterfactual outcomes nested within a cluster,

Yjc (a, m)

:=

Nj
X

Yij (a, m).

(4.2)

i=1

Alternatively, a weighted average can be considered in scenarios where individual
indices are informative as has been suggested in previous work [6]. In our running
example, Yjc (a, m) represents the mortality rate in cluster j when a hypothetical
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community-based HIV care strategy is set to Acj = a, and setting participants’ engagement in care to m.

4.2.2

Multi-level Mediation Effects

We now turn our attention to mediation effects that arise from the population intervention effect (PIE) via stochastic interventions on the exposure [?]. Specifically,
the stochastic interventions are construed by replacing Ac in the NPSEM (eq. (4.1))
with a new variable, denoted Acδ , representing a draw from some user-specified distribution gδc (a|w, e) with parameter δ. Then, the PIE is defined as the difference
between the expected counterfactual cluster-level outcome if all clusters in the target
population received exposure Acδ and the expected cluster-level outcome under no
hypothetical intervention:

P IE = E{Y c (Acδ ) − Y c }

(4.3)

The PIE may be decomposed in terms of population intervention indirect effect (PIIE)
and a population intervention direct effect (PIDE),

n
o
n
o
n
o
E Y c (Acδ ) − Y c = E Y c (Acδ , M(Acδ )) − Y c (Acδ , M) + E Y c (Acδ , M) − Y c (Ac , M)
(4.4)
The PIIE (first term in eq. (4.4)) is defined as the difference between the expected
cluster-level counterfactual outcome under a hypothetical stochastic intervention Acδ ,
and the cluster-level counterfactual outcome under the same intervention on the exposure but keeping the distribution of the mediators fixed at the value they would have
taken under no intervention. The PIIE measures the indirect effect of the cluster-level
exposure operating through the vector of individual-level mediators, while holding the
intervention on the exposure constant. The PIDE (second term in eq. (4.4)) mea-
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sures the direct effect of the cluster-level exposure, while holding the mediators fixed
at their natural value under no hypothetical intervention.
Since E{Y c (Ac , M)} from equation (4.4) can be readily estimated by calculating
an empirical cluster-average of the individual-level outcomes from the observed data,
we will focus on the identification and efficient estimation of the two causal quantities
denoted as follows,

ψ(δ) := E{Y c (Acδ , M(Acδ ))} = E{Y c (Acδ )}

(4.5)

θ(δ) := E{Y c (Acδ , M)}.

(4.6)

One important consideration when dealing with stochastic interventions is the
choice of user-defined distribution gδc (a|w, e), as different distributions have different
implications on the identification, estimation and interpretation of the target mediation effects. Throughout, we consider evaluating the effect of a binary cluster-level
exposure Ac in terms of incremental propensity score interventions [80], which replace
the propensity score g c (1|e, w) with a shifted version defined as follows,

gδc (1|e, w) =

δg c (1|e, w)
, for 0 < δ < ∞.
δg c (1|e, w) + 1 − g c (1|e, w)

(4.7)

In a cluster-randomized setting, the exposure mechanism is known and equation (4.7) reduces to

gδc (1|e, w) =

δ . (0.5)
δ
=
.
δ . (0.5) + 1 − 0.5
δ+1

(4.8)

Equation (4.8) makes the interpretation of the parameter δ more explicit. We can
distinguish three scenarios for δ: (1) incremental decrease in propensity score (when
0 < δ < 1), (2) no change in propensity score (when δ = 1), and (3) incremental
increase in propensity score (when 1 < δ < ∞). The degenerate cases when (δ = 0)
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and (δ → ∞) correspond to static interventions setting (Ac = 0) and (Ac = 1),
respectively.

4.3

Identification

Let O = (E c , W, Ac , M, Y) denote the observed data structure endowed with a
true probability distribution P0 . Consider independent and identically distributed
variables (O1 , ..., OJ ) corresponding to clusters indexed by (j = 1, ..., J) that are
compatible with the set of distributions implied by the NPSEM (equation (4.1)).
To ensure that the target causal quantities ψ(δ) and θ(δ) can be recovered from
the observed data, we introduce the following identification assumptions.

• Assumption 2. Ac

|=

• Assumption 1. supp{gδc (.|e, w)} ⊆ supp{g c (.|e, w)} for all (e, w) ∈ E × W.
Y(a)|(E c , W).

• Assumption 3. E{Y c (a, m)|e, w, a, m} = E{Y c (a, m)|e, w, m}, for all
(e, w, a, m) ∈ E × W × A × M.
Assumption 1 states that the δ-specific intervention of interest is supported in
the data; this holds by design for incremental propensity score interventions [80, 32].
Assumption 2 assumes that all the common causes of the cluster-level exposure Ac
and the vector of individual-level outcomes Y are captured by the measured covariates
(E c , W). Assumption 3 is a hierarchical adaptation of the assumption used in [32]
for conditional exchangeability of the exposure and mediator assignment.
Note that these assumptions imply that the methods presented here are not applicable in the presence of mediator-outcome confounders affected by the cluster-level
exposure. In addition, assumption 2 implies no unmeasured confounders of the exposure and mediators. Recent work in the context of single-level, population intervention
(in)direct effects have exciting ways to account for post-treatment mediator-outcome
confounders [33]; however, this is beyond the scope of the work presented here.
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Identification of ψ(δ). Under assumptions 1 and 2, a hierarchical analog for
the identifying expression for the mean counterfactual outcome under a stochastic
intervention can be derived as follows.

E{Y c (Acδ )|E c = e, W = w, Acδ = a} = E{Y c (a)|E c = e, W = w, Acδ = a}
= E{Y c (a)|E c = e, W = w}
= E{Y c (a)|E c = e, W = w, Ac = a}
= E{Y c |E c = e, W = w, Ac = a}.

The first equality follows from the definition of the counterfactual Y (Acδ ), the

Acδ

|=

second follows from the definition of the stochastic intervention which implies
Y (a)|(E c , W), the third equality follows from assumption 2, and the last equality

follows from the consistency of the nonparametric structural equation model and link
to the observed data. Thus, the quantity ψ(δ) is identified by
Z
ψ(δ) =

E{Y c |e, w, a}gδc (a|e, w)p(e, w)dν(e, w, a).

(4.9)

This leads to the following hierarchical analog for the identifying expression of the
mean counterfactual outcome under an incremental propensity score intervention at
a single time point [80].
(

)
c
c
c
c
δ
g
(1|e,
w)
E{Y
|e,
w,
1}
+
(1
−
g
(1|e,
w))
E{Y
|e,
w,
0}
ψ(δ) = E{Y c (Acδ )} = E
δ g c (1|e, w) + (1 − g c (1|e, w))
(4.10)
Identification of θ(δ). Under assumptions 1 and 3, a hierarchical analog for the
identification result for θ(δ) can be derived as follows [32].
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E{Y c (Acδ , M)|E c , W, Acδ , M} = E{Y c (a, m)|E c = e, W = w, Acδ = a, M = m}
= E{Y c (a, m)|E c = e, W = w, M = m}
= E{Y c (a, m)|E c = e, W = w, Ac = a, M = m}
= E{Y c |E c = e, W = w, Ac = a, M = m}.

The first equality follows from the definition of the counterfactual Y (Acδ , M),

Acδ

|=

the second follows from the definition of the stochastic intervention which implies
Y (a, m)|(E c , W, M), the third equality follows from assumption 3, and the last

and link to the observed data. Noting that Acδ

|=

equality follows from the consistency of the nonparametric structural equation model
M|(E c , W), the quantity θ(δ) is

identified by
Z
θ(δ) =

4.4

E{Y c |e, w, a, m}gδc (a|e, w)p(e, w, m)dν(e, w, a, m).

(4.11)

Estimation and Optimality Theory

In this section, we review efficiency theory results for estimation of the target
causal quantities ψ(δ) and θ(δ), in addition to nonparametric estimators and machine
learning-based strategies for estimation of the nuisance parameters.
Estimation of ψ(δ). The Efficient Influence Function (EIF) for ψ(δ), the mean
counterfactual outcome under a cluster-level incremental intervention, is a direct analog of the EIF in a single-level setting [80], and it is given by


δ g c (1|e, w) Da=1 (P0 )(O) + 1 − g c (1|e, w) Da=0 (P0 )(O)
Dψ,δ (P0 )(O) =
δ g c (1|e, w) + 1 − g c (1|e, w)

 

δ I(Ac = a) − g c (1|e, w) . E{Y c |e, w, 1} − E{Y c |e, w, 0}
+
− ψ(δ).

2
δ g c (1|e, w) + 1 − g c (1|e, w)
(4.12)
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where Da (P0 )(O) =

I(Ac =a)
(Y c −E{Y c |e, w, a})+E{Y c |e, w, a}
g c (1|e,w)

is the uncentered

EIF for the parameter E0 {E0 {Y c |e, w, a}}, for a ∈ {0, 1}.
If the true propensity score g c (a|e, w) is known, then a hierarchical analog to the
inverse-probability-weighted estimator for ψ(δ) under an incremental propensity score
intervention [80] is given by

J 
1 X δ I(Acj = a) + 1 − I(Acj = a)
c
ψ̂ipw (δ) =
. Yj .
J j=1 δ ĝjc (1|e, w) + 1 − ĝjc (1|e, w)

(4.13)

This estimator is straightforward to compute since it only requires estimating the
cluster level propensity score gjc (1|e, w) using machine learning techniques.
In the case of unknown propensity score, we propose using a plug-in, or onestep, estimator that solves the EIF estimating equation (from equation (4.12)). The
algorithm for the estimator is described in the following steps.
1. Estimate g c (1|e, w) and obtain predictions for each cluster j = 1, ..., J.
2. Construct a clever covariate for each cluster using: Ĥj =

δ I(Acj =a)+1−I(Acj =a)
.
δ ĝjc (1|e,w)+1−ĝjc (1|e,w)

3. Estimate E{Y c |E c , W, Ac } and obtain predictions for E{Y c |E c , W, 1} and
E{Y c |E c , W, 0} for each cluster.
4. Construct pseudo-outcome for each cluster:

Ỹjc


 

δ I(Acj = a) − ĝjc (1|e, w) . Êj {Y c |e, w, 1} − Êj {Y c |e, w, 0}
:=
.
 c
2
δ ĝj (1|e, w) + 1 − ĝjc (1|e, w)

(4.14)

5. For each cluster, compute the intermediate quantity ρj = Ĥj Yjc + Ĥj L̂j Ỹjc ,
where
I(Acj = a) [1 − ĝjc (1|e, w)] − δ [1 − I(Acj = a)] ĝjc (1|e, w)
L̂j :=
δ/(δ − 1)
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(4.15)

6. Finally, take the average of intermediate quantity across all clusters.
J
1X
ρj .
ψ̂plug−in (δ) =
J j=1

(4.16)

Estimation of θ(δ). The EIF for θ(δ) is a direct analog of the EIF in a nonhierarchical setting [32], and it is given by
(

)
i
I(Ac = a) gδc (a|e, w) h c
. Y − E{Y c |e, w, a, m}
Dθ,δ (P0 )(O) =
rc (a|e, w, m)
a∈{0,1}
h
i h
i
c
c
c
c
+ gδ (1|e, w) E{Y |e, w, 1, m} + gδ (0|e, w) E{Y |e, w, 0, m}
X

A
+ Dθ,δ
(P0 )(O)

(4.17)

where rc (a|e, w, m) is the probability mass function of Ac conditional on (E c , W, M),
A
Dθ,δ
(P0 )(O) is the efficient score corresponding to the non-parametric model for g c ,

and gδc is defined in equation (4.7).
A
(P0 )(O) =
In a cluster-randomized experiment where g c (a|e, w) is known, we have Dθ,δ

0. In the case of an unknown exposure mechanism, we augment the set of nuisance
parameters to include φc (e, w) defined as follows,
n
o
φc (e, w) = E E{Y c |e, w, 1, m} − E{Y c |e, w, 0, m} | E c = e, W = w .

(4.18)

Then, under an incremental score intervention, we have that
h
i
δ φc (e, w) I(Ac = a) − g c (1|e, w)
A
Dθ,δ
(P0 )(O) = h
i2 .
δ g c (1|e, w) + 1 − g c (1|e, w)

(4.19)

This construction allows us to bypass the need for estimating the conditional
distribution of the mediators given the exposure and covariates which can potentially
be high dimensional and thereby intractable to estimate.
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Next, We describe a plug-in estimator that solves the EIF estimating equation
under an incremental propensity score intervention. The algorithm implementing the
estimator is detailed in the following steps.
1. Estimate g c (Ac |e, w) and rc (Ac |e, w, m), then obtain predictions g c (1|e, w) and
rc (1|e, w, m) for each cluster j = 1, ..., J.
2. Estimate E{Y c |e, w, a, m}, then obtain predictions E{Y c |e, w, 1, m} and
E{Y c |e, w, 0, m} for each cluster.
3. Construct three pseudo-outcomes for each cluster j,
(1)
Ỹj

(2)

Ỹj




I(Acj = 1) δ ĝjc (1|e, w) / r̂jc (1|e, w, m)  c
c
 c

.
Y
−
Ê
{Y
|e,
w,
1,
m}
=
j
j
δ ĝj (1|e, w) + 1 − ĝjc (1|e, w)


I(Acj = 0) δ (1 − ĝjc (1|e, w)) / (1 − r̂jc (1|e, w, m))
 c

+
δ ĝj (1|e, w) + 1 − ĝjc (1|e, w)


. Yjc − Êj {Y c |e, w, 0, m}
(4.20)
h
i h
i
c
c
c
c
δ ĝj (1|e, w) Êj {Y |e, w, 1, m} + [1 − ĝj (1|e, w)] Êj {Y |e, w, 0, m}
=
δ ĝjc (1|e, w) + 1 − ĝjc (1|e, w)
(4.21)
h

(3)

Ỹj

i
c
c
c
δ φ̂j (e, w) I(Aj = a) − ĝj (1|e, w)
= h
i2
δ ĝjc (1|e, w) + 1 − ĝjc (1|e, w)

(4.22)

4. Finally, take the average of the sum of the pseudo-outcomes across all clusters,
J

1 X  (1)
(2)
(3)
θ̂plug−in (δ) =
Ỹ + Ỹj + Ỹj
.
J j=1 j

4.5

(4.23)

Statistical Inference

We present weak convergence results for the plug-in estimators of the target causal
quantities presented in Section 4.5, which serve as a basis for constructing valid
R
confidence intervals. Throughout, let ||f ||2 = f 2 dP denote the L2 (P) norm.
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Result 1 (weak convergence for ψ(δ)).
Define q c (E c , W, Ac ) := E{Y c |E, W, Ac }, and assume that:
1. P{|q c | ≤ C} = P{|q̂ c | ≤ C} = 1, for some finite real-valued C,
2. (supδ ||q̂δc − qδc || + ||ĝ c − g c ||) . ||ĝ c − g c || = oP (J −1/2 ),
σ̂ (δ)

3. supδ | σψψ (δ) − 1| = oP (1), and || supδ |Dψ̂,δ (O) − Dψ,δ (O)| || = oP (1), where σψ2 (δ)
is equal to the variance of the EIF Dψ,δ (O) (equation (4.12)).
Then, we have that
√ ψ̂(δ) − ψ(δ)
J
σ̂ψ (δ)

Gψ (δ),

(4.24)

where Gψ represents a Gaussian process with mean=0 and covariance
E[Gψ (δ1 )Gψ (δ2 )] = E[Dψ,δ1 (O)Dψ,δ2 (O)], for any (δ1 , δ2 ) satisfying 0 < δ1 ≤
δ2 < ∞, and σ̂ψ2 (δ) can be calculated by taking the empirical variance of the
estimated EIF Dψ̂,δ (O).
The proof of Result 1 is omitted since it follows identical steps detailed in [80].
Having established weak convergence ψ(δ), we can construct Wald-Type 95% confidence intervals for the proposed plug-in estimator as follows,
σ̂ψ (δ)
ψ̂(δ) ± 1.96 √ .
J

(4.25)

Result 2 (weak convergence for θ(δ)).
Define lc (E c , W, Ac , M) := E{Y c |E, W, Ac , M}, and assume that:
1. P{|Dθ,δ (O)| ≤ C} = P{|Dθ̂,δ (O)| ≤ C} = 1, for some finite real-valued C,
2. ||ˆl − l|| . (||ĝ − g|| + ||r̂ − r||) + ||ĝ − g|| . ||φ̂ − φ|| = oP (J −1/2 ),
Then, we have that
√
J

θ̂(δ) − θ(δ)
σ̂θ (δ)

Gθ (δ),

(4.26)

where Gθ represents a Gaussian process with mean=0 and covariance
E[Gθ (δ1 )Gθ (δ2 )] = E[Dθ,δ1 (O)Dθ,δ2 (O)], for any (δ1 , δ2 ) satisfying 0 < δ1 ≤
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δ2 < ∞, and σ̂θ2 (δ) can be calculated by taking the empirical variance of the
estimated EIF Dθ̂,δ (O).
The assumptions and proof of Result 2 follow from those presented in [32] for
single-level mediation settings. Based on this result, we can construct Wald-Type
95% confidence intervals for the proposed plug-in estimator as follows,
σ̂θ (δ)
θ̂(δ) ± 1.96 √ .
J

(4.27)

Estimation and Inference for the PIDE and PIIE. Recall from equation (4.4) that the PIDE and PIIE can be expressed in terms of θ(δ) and ψ(δ).
Then, an estimator for the PIIE and PIDE, denoted Γ and Ω respectively, can be
written as follows,

where Ȳ c =

1
J

PJ

j=1

Γ̂(δ) := ψ̂(δ) − θ̂(δ),

(4.28)

Ω̂(δ) := θ̂(δ) − Ȳ c ,

(4.29)

Yjc is an empirical average representing a nonparametric estimator

of the mean cluster-level outcome under no hypothetical interventions.
Next, We define the uncentred EIFs for the PIIE and PIDE as a function of the
uncentred EIFs for θ and ψ,

FΓ,δ (O) = Dψ,δ (O) − Dθ,δ (O),

(4.30)

FΩ,δ (O) = Dθ,δ (O) − Y c .

(4.31)

A direct extension of Results 1 and 2 leads to the following weak convergence
results for the PIIE and PIDE,
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√ Γ̂(δ) − Γ(δ)
J
σ̂Γ (δ)
√ Ω̂(δ) − Ω(δ)
J
σ̂Ω (δ)

GΓ (δ),

(4.32)

GΩ (δ),

(4.33)

where GΓ (δ) and GΩ (δ) are Gaussian processes with mean=0 and covariance
E[FΓ,δ1 (O)FΓ,δ2 (O)] and E[FΩ,δ1 (O)FΩ,δ2 (O)], respectively; σ̂Γ2 (δ) is equal to the empirical variance of the estimated EIF FΓ̂,δ (O), and σ̂Ω2 (δ) is equal to the empirical
variance of the estimated EIF FΩ̂,δ (O).
Combining these results, we can construct Wald-Type 95% confidence intervals
for the PIIE and PIDE estimators as follows,
σ̂Γ (δ)
Γ̂(δ) ± 1.96 √ ,
J
σ̂Ω (δ)
Ω̂(δ) ± 1.96 √ .
J

4.6

(4.34)
(4.35)

Estimation of Nuisance Parameters

We propose using the ensemble algorithm Super Learner [174] to flexibly estimate
the nuisance parameters of interest. For example, using the squared error loss function, we can define a cluster-level loss function for estimating the outcome regression
using Super Learner,

Lcmse = [Y c − Ê{Y c |e, w, a, M}]2 .

(4.36)

However, the structure of the observed data creates some complications in practice
when fitting the Super Learner algorithm. First, the number of individuals per cluster
may vary, leading to vectors of individual-level variables that vary in length across
clusters; second, considering the vector of individual-level variables as ”covariates”
when regressing Y c on (E c , W, Ac , M) is problematic because it creates unwarranted
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dependencies between individuals across clusters based on the ordering by which their
corresponding variables are encoded in the data set.
To overcome these issues, we propose a cluster-level aggregation strategy whereby
the vector of individual-level variables is replaced with cluster-level summary measures [6]. Specifically, letting Xj denote a given vector of individual-level covariates
from cluster j, we construct a new vector of summary measures that includes the empirical mean of Xj as well as K ≥ 2 equally-spaced empirical quantiles of Xj , where
K is a user-specified parameter. This aggregation approach implies that the vector
of cluster-level summary measures is sufficient to capture the causal relationship between any particular cluster-level variable in the NPSEM and its corresponding vector
of individual-level variables.
The advantages of the cluster-level aggregation approach are that it allows for a
varying number of individuals per cluster while using a vector of summary measures
with a fixed length (K + 1) across all clusters. Furthermore, the summary measures
lead to consistent interpretations as ”features” of a given cluster in that they are
representative of the distribution of the individual-level variables within the cluster.
The choice of K implies a trade-off between efficiency and flexibility as higher values
of K capture the distribution of the individual-level variables more closely while
increasing the number of variables, which could lead to inefficiencies in estimation
and computation.

4.7

Simulation Experiments

We construct simulated data scenarios to evaluate the finite performance of the
proposed estimators of the mediation effects in a multi-level setting. We consider
randomized and observational cluster-level interventions with varying number of clusters (J), prediction algorithms, number of aggregation percentiles (K), and choice of
stochastic intervention parameter (δ).
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4.7.1

Data Generating Scenario

For each cluster (j = 1, ..., J), we draw the cluster size Nj from a normal distribution centered at 50 and rounded to the nearest integer. Then, we generate the
simulated data according to the following data generating mechanism for each cluster,

UE,W ∼ U nif orm(−1, 1)
UY = UE,W + Y
E c ∼ N ormal(UE,W , 0.5)
W = UE,W + W
Ac ∼ Bernoulli expit(1.5W̄ − E c )



M = Ac + 0.2W + 0.8W̄ − E c + M


Y = I UY < expit(0.6Ac + 0.4M + 0.8M̄ + 0.4W + 0.8 max(W) − E c ) ,

where Y , W and W are vectors of Nj independent and identically distributed draws
from a N ormal(0, 0.3), N ormal(0, 0.5) and N ormal(0, 0.5) respectively; and expit(x)
is the logistic function defined as

1
.
1+exp(−x)

This data generating scenario allows for

dependencies between covariates E c and W as well as the individual-level outcomes
Y through the background factors UE,W and UY . In the case of a randomized experiment, the simulation mechanism remains the same except for Ac which is drawn
from Bernoulli(0.5).

4.7.2

Performance Results

We evaluate the performance of our proposed estimators for θ(δ) and ψ(δ) across
multiple choices of K ∈ [1, 40], where K = 1 represent an aggregation approach that
includes the cluster mean only. For each choice of K, we fit the estimators using two
prediction methods: Generalized Linear Models (GLM) and Super Learner (SL) that
includes GLMs as well as multivariable additive regression splines. We consider two
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cluster sizes J = (100, 400), a fixed intervention parameter δ = 2, and we report the
average results across 200 repetitions for each experimental setting.
We report four performance metrics including coverage, adjusted absolute bias,
root mean-squared error, and standard deviation. Specifically, the adjusted metrics
are defined as follows,
√
J |Bias|
√ √
Adj. RMSE = J M SE
√
Adj. SD = J σ
Adj. Bias =

(4.37)
(4.38)
(4.39)

Under a simulated cluster randomized trial setting (Figure 4.2), we see that, overall, the estimators based on Super Learner achieve lower bias and rmse and higher
coverage rates but also higher standard deviation overall compared to those based on
GLM only. Furthermore, higher values of K seem to ameliorate the performance of
both estimator by decreasing the bias and rmse; this pattern, however, is less obvious
for small cluster size J = 100, as we see an increase in bias and rmse for higher values
of K.
Under a simulated observational setting (Figure 4.3), we again observe that the
estimators based on SL achieve better performance overall compared to their GLM
counterparts. For smaller cluster sizes J = 100, we see a general drop in performance
for higher values of K exemplified by an increase in bias, rmse and σ with a small
decrease in coverage rates.
Overall, we have shown that the proposed estimators achieve superior performance
overall when using Super Learner to estimate nuisance parameters. In terms of the
choice of K, we conclude that higher values of K should only be considered in larger
cluster size settings.
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4.8

Discussion

We have formulated a general causal model that is applicable to wide range of
multilevel mediation designs under a randomized or observational cluster-level intervention. We define target mediation effects and established the minimal assumptions
needed for their identification in a multi-level setting. We derive inference and estimation procedures for the target mediation effects in a multi-level setting and proposed
alternative strategies to handle nuisance parameter estimation. We evaluated the finite sample performance of the proposed estimators on simulated data under varying
parameter settings.
We note that our formulation of the target mediation effects does not allow for
post-treatment confounders of the mediator and outcome. However, recent work in
decomposing the population intervention effects have proposed ways to overcome this
limitations and account for such confounders in the single-level mediation setting
[33]. As future work, we would like to extend the approach presented here to include
intermediate confounding.
Furthermore, we would like to explore other estimators beyond the one-step estimator presented here such as a targeted minimum loss based estimator which could
allow for more avenues to leverage the hierarchical structure of the data in targeting
step for improved estimator performance.
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Figure 4.2: Summary of performance results for a simulated cluster randomized experiment. For a fixed δ = 2, the top panels correspond to estimation of θ(δ) for
different cluster sizes, prediction algorithms and choices of K, while the bottom panels correspond to the estimation of ψ(δ).
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Figure 4.3: Summary of performance results for a simulated observational experiment.
For a fixed δ = 2, the top panels correspond to estimation of θ(δ) for different cluster
sizes, prediction algorithms and choices of K, while the bottom panels correspond to
the estimation of ψ(δ).
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APPENDIX
BRIEF REVIEW OF ADVANCED CAUSAL INFERENCE
SETTINGS

Here, we briefly highlight some extensions to more advanced settings. For each,
we provide a broad definition and a few examples with citations to some relevant
works.
1. Marginal structural models provide a summary of how the distribution of
the counterfactual outcome changes as a function of the exposure and possibly
pre-exposure covariates [143, 145, 13, 109, 144, 130, 200]. Marginal structural
models are another way to define our target causal parameter and especially
useful when the exposure is continuous or has many levels.
Examples: [145] specified a logistic regression model to summarize the doseresponse relation for the cumulative effect of zidovudine (AZT) treatment on
the counterfactual risk of having undetectable HIV RNA levels among HIVpositive patients. For a time-to-event outcome, [25] used a Cox proportional
hazard model to summarize the association between treatment initiation and
the counterfactual hazard of incident AIDS or death among persons living with
HIV.
2. Longitudinal exposures, corresponding to interventions on multiple treatment nodes, allow us to assess the cumulative effect of an exposure or exposures
over time [145, 8, 144, 130, 177, 195, 127]. Examining the effects of longitudinal exposures is complicated by time-dependent confounding, when a covariate
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is affected by a prior treatment and confounds a future treatment. In these
settings, causal frameworks have been especially useful for identifying the appropriate adjustment sets and thereby statistical analysis.
Examples: [162] sought to assess the effect of breastfeeding duration on gastrointestinal infections among new borns, while [30] investigated the effects of
sustained physical activity and diet interventions on adolescent obesity.
3. Effect mediation refers to a general class of causal questions seeking to distinguish an exposure’s direct effect on the outcome from its indirect effect through
an intermediate variable [146, 116, 129, 181, 187, 74, 201, 172]. There are several types of direct and indirect effects. For example, the controlled direct effect
refers to the contrast between the expected counterfactual outcomes under two
levels of the exposure, but when the mediator is fixed at a constant level. The
natural direct effect, also called the pure direct effect, refers to the contrast between the expected counterfactual outcomes under two levels of the exposure,
but when the mediator remains at its counterfactual level under the reference
value of the exposure. Indirect effects can be defined analogously.
Examples: [108] examined the disparity in infant mortality due to race that
would remain if all mothers breastfeed prior to hospital discharge. More recently, [153] investigated how the impact of neighborhood disadvantage on adolescent substance use was mediated by school and peer environment.
4. Dynamic treatment regimes are personalized rules for assigning the exposure or treatment as a function of an individual’s covariate history [105, 63, 179,
82, 64, 21, 86]. They are also called “adaptive treatment strategies” and “individualized treatment rules”. Static interventions, which assign a single level
of the exposure to all individuals regardless of their covariate values, can be
considered a special case of dynamic interventions. Examples: [21] and [198]
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both considered CD4-based thresholds for initiating antiretroviral therapy and
their impact on mortality among persons living with HIV. Recently, [86] compared static and dynamic regimes to understand the optimal timing and level
of nutritional support for children in a pediatric intensive care unit.
5. Stochastic interventions aim to change or shift the distribution of the exposure [85, 170, 21, 34, 35, 155]. Stochastic interventions are especially useful
when the exposure of interest can not be directly manipulated and can help
alleviate violations to the positivity assumption. Deterministic interventions,
which assign a given level of the exposure with probability one, can be considered a special case of stochastic interventions. Examples: [34] asked what is the
impact of a policy encouraging more exercise, according to health and socioeconomic factors, on mortality in a population of older adults? [27] examined
the impact of various lifestyle interventions, such as eating at least 2 servings
of whole grain per day, on the risk of type 2 diabetes in women.
6. Clustered data occur when there is dependence or correlation between individuals within some grouping, such as a clinic, school, neighborhood, or community. Such correlation can arise from shared cluster-level factors, including the
exposure, and from social or biological interactions between individuals with a
cluster [52, 53, 111, 171, 175, 162, 135, 7, 104, 19]. This dependence must be
accounted when specifying the causal model and often demands relaxing the
stable unit treatment value assumption, which prohibits one unit’s exposure
from impacting another’s outcome [151].
Examples: [7] examined the impact of household socioeconomic status, a clusterlevel variable, on the risk of failing to test for HIV. Likewise, [19] investigated
both the individual and disseminated effects of a network-randomized intervention among people who inject drugs.
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7. Missing data, censoring, and losses to follow up can all be treated as additional intervention nodes in a given causal framework [145, 147, 161, 28, 103, 5].
Thereby, we can treat missing data as a causal inference problem - as opposed
to causal inference as a missing data.
Examples: When estimating the effect of iron supplementation during pregnancy on anemia at delivery, [13] used inverse probability of censoring weights
to adjust for the measured ways in which the women who were censored could
differ from those who were not. Likewise, [122] estimated the probability of HIV
RNA viral suppression over time among a closed cohort of HIV-infected adults,
under a hypothetical intervention to prevent censoring and ensure complete
viral load measurement.
8. Transportability, a subset of generalizability, aims to apply the effect for a
given sample to a different population or setting [26, 169, 66, 123, 9, 118, 91, 4].
Examples: [156] examined whether the reduction in school dropout observed
in the Moving to Opportunity trial was consistent between Boston and Los
Angeles. Recently, [70] investigated whether the reductions in cardiovascular
risk from rosuvastatin as observed in the JUPITER trial would also have been
observed in the UK population who were trial eligible.
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