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Abstract
The counterterms, which must be included into Light-Front Hamiltonian of QED2 to
get the equivalence with conventional Lorentz-covariant formulation, are found. This is
done to all orders of perturbation theory in fermion mass, using the bosonization at inter-
mediate steps and comparing Light-Front and Lorentz-covariant perturbation theories for
bosonized model. The obtained Light-Front Hamiltonian contains all terms, present in
the QED2 theory, canonically (naively) quantized on the Light-Front (in the Light-Front
gauge) and an unusual counterterm. This counterterm is proportional to linear combina-
tion of fermion zero modes (which are multiplied by some operator factors neutralizing
their charge and fermionic number). The coefficients before these zero mode operators
are UV finite and depend on condensate parameter in the θ-vacuum. These coefficients
are proportional to fermion mass, when this mass goes to zero.
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1. Introduction
Hamiltonian approach to Quantum Field Theory in Light-Front (LF) co-
ordinates [1] x± = (x0 ± x3)/√2, x⊥ = (x1, x2), with x+ playing the role of
time, is one of nonperturbative approaches which can be used in attempts
to solve strong coupling problems [2–4]. One quantizes field theory on the
hyperplane x+ = 0 and considers the generator P+ of the shift along the x
+
axis as a Hamiltonian H. The generator of the shift along the axis x−, i. e.
the momentum operator P−, does not displace the surface x+ = 0, where the
quantization is performed, and is kinematic (according to Dirac terminology)
in contrast to dynamical generator P+. Operator P− does not depend on the
interaction and is quadratic in field variables. Due to spectral condition it is
nonnegative and has zero eigenvalue on the physical vacuum. Positive and
negative p− parts of Fourier modes of fields play a role of creation and anni-
hilation operators on this vacuum and can be used to form LF Fock space.
Therefore the physical vacuum can be trivially described in terms of this
”mathematical” Fock space vacuum. The spectrum of bound states can be
found by solving the Schroedinger equation
P+|Ψ〉 = p+|Ψ〉 (1)
in the subspaces with fixed p−, p⊥. The mass m can be found as m2 =
2p+p−−p2⊥. The procedure of solving this bound state problem can be nonper-
turbative. This was demonstrated for (1+1)-dimensional field theory models
by so called DLCQ method [5–7] (see [3]).
LF Hamiltonian formalism faces with specific divergences at p− = 0 [2–4, 8],
and needs a regularization. Simplest translationally invariant regularization
is the cutoff p− ≥ ε > 0. This cutoff breaks Lorentz and gauge symmetries.
Another regularization, retaining gauge invariance, is the cutoff |x−| ≤ L
with periodic boundary conditions for fields. In this case the momentum p−
is discrete, p− = pn = (pin/L), n = 0, 1, 2, ..., and zero modes, p− = 0, are
well separated. Canonical formalism allows in principle to express these zero
modes in terms of other, nonzero modes via solving constraints (usually it is
a very complicated nonlinear problem) [9–13].
Examples of nonperturbative calculations in (1+1)-dimensional models,
using canonical LF formulation, show that the description of vacuum effects
can be nonequivalent to that in the conventional formulation in Lorentz co-
ordinates [14–16]. Furthermore lowest order perturbative calculations show
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a difference between corresponding LF and Lorentz-covariant Feynman dia-
grams [17, 18]. This can invalidate the conventional renormalization proce-
dure for LF perturbation theory. These violations of the equivalence between
Lorentz-covariant and canonical LF formulations can be caused by the break-
down of Lorentz and other symmetries due to LF regularizations described
above. Nevertheless for nongauge theories, like Yukawa model, it is possible
to restore the equivalence, at least perturbatively, by adding few simple coun-
terterms to canonical LF Hamiltonian [18–21]. For gauge theories we have
used the general method of the paper [21], to compare the Feynman diagrams
of LF and conventional (covariant) perturbation theories (to all orders) and
to construct via this method counterterms for canonical LF Hamiltonian. It
appears that the number of such counterterms under simple |p−| ≥ ε regu-
larization is infinite [21]. We are able to overcome this difficulty only via a
complication of the regularization scheme (using Pauli-Villars type ”ghost”
fields) [22]. The theory on the LF with the resulting QCD-Hamiltonian of
[22] is perturbatively equivalent in the limit of removing the regularization to
the Lorentz-covariant QCD. But this LF Hamiltonian is rather complicated
and contains several unknown parameters. Furthermore it does not guarantee
that the description of nonperturbative vacuum effects will be correct.
One can explicitly analyse these vacuum effects only in two-dimensional
gauge models. Inspite of the simplicity of 2-dimensional formulation one may
hope to get some indications how to describe the nonperturbative vacuum
effects also in four dimensions.
In (1+1)-dimensional space-time it is possible to go beyond usual per-
turbation theory by transforming gauge field model, like QED2, to scalar
field model (”massive Sine-Gordon” type model for the QED2) [23–26]. This
transformation includes the ”bosonization” procedure, i. e. the transition
from fermionic to bosonic variables [16, 27–30]. After such transformation
of the Hamiltonian the fermionic mass term plays the role of the interaction
term in corresponding scalar field theory. Therefore the perturbation theory
in terms of this scalar field (with fermion mass becoming the coupling con-
stant) plays the role of conventional chiral perturbation theory. Furthermore
nontrivial description of quantum vacuum in QED2, related with instantons
and the ”θ” vacua [25, 26, 31, 32], is taken into account in this scalar field
theory simply by the appearing of the ”θ”–parameter in the interaction term.
In the present paper we use this formulation to construct correct LF QED2
Hamiltonian, applying perturbation theory ( to all orders in coupling, i.e. in
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fermion mass) in corresponding scalar field theory. After obtaining corrected
boson form of LF Hamiltonian we make the transformation to original canon-
ical LF form (with fermionic field variables on the LF) plus some new terms
(”counterterms”).
Due to nonpolynomial character of boson field interaction, in perturba-
tion theory one faces ultraviolet (UV) divergencies for some infinite sums of
diagrams of a given order [33]. That is why it is difficult to apply straightfor-
wardly the method of the paper [21] of the comparison of LF and covariant
perturbation theories. In the paper [33] we used Pauli-Villars regularization
for scalar field. This allowed to apply the general method of [21] and to
find the counterterms that correct the boson LF Hamiltonian [33] (analogous
consideration for sine-Gordon model not containing UV-divergences was car-
ried out in the paper [34]). These counterterms are proportional to chiral
condensate parameter, which depends on the UV cutoff and becomes infinite
after removing the regularization (while perturbatively one can see how this
infinity cancels the divergencies appearing in LF perturbation theory). The
LF Hamiltonian corrected in this way depends explicitly on the UV cutoff
parameter. Furthermore we can not return simply to original canonical LF
variables (the transformation from boson to fermion variables on the LF be-
comes complicated due to the presence of boson Pauli-Villars ghost fields in
the chosen regularization scheme).
In the present paper we avoid these difficulties using, instead of boson
Pauli-Villars UV regularization, simple UV cutoff at intermediate steps. This
becomes possible, because we are able to prove UV finiteness of Lorentz-
covariant Green functions of the considered scalar field theory (without vac-
uum loops) to all orders of perturbation theory in fermion mass parameter.
We carry out a detailed comparison of LF and Lorentz-covariant perturba-
tion theories to all orders. As a result, we find counterterms to canonical
LF Hamiltonian restoring its equivalence with Lorentz-covariant formulation
(in terms of boson field). The form of the obtained LF Hamiltonian allows
simple transformation to original canonical fermion variables on the LF and
the direct comparison with the original canonical LF Hamiltonian.
The resulting form of LF Hamiltonian includes a term, which appears under
naive canonical LF quantization of QED2 in LF gauge and a new counterterm
proportional to linear combination of fermion zero modes (multiplied by some
operator factors neutralizing their charge and fermionic number) with the UV
finite coefficients, depending on condensate parameter. These coefficients are
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proportional to fermion mass, when this mass approaches to zero.
One can use this LF Hamiltonian for nonperturbative calculations applying
DLCQ method and fitting condensate parameters to known spectrum.
However it is more interesting to extract from this study some features that
could be true also in the 4-dimensional QCD. This was attempted recently
in [35, 36].
In Sect. 2 we review Hamiltonian formulation of QED2 and the canonical
form of the bozonization transformation. In Sect. 3 we prove the UV finiteness
of the bosonized Lorentz-covariant perturbation theory to all orders in fermion
mass. In Sect. 4-6 we compare LF and Lorentz-covariant perturbation theories
in boson form and construct counterterms generating the difference between
them. At the beginning of the Sect. 4 a more detailed explication of the
content of the Sect. 4-6 is given. In Sect. 7 we rewrite the corrected boson LF
Hamiltonian in terms of canonical fermion variables on the LF.
2. Hamiltonian formulation of QED2 in Lorentz frame
and the bosonization transformation
Let us start from usual Lagrangian density for QED2 in Lorentz coordi-
nates xµ = (x0, x1):
L = −1
4
FµνF
µν + Ψ¯(iγmDµ −M)Ψ, (2)
where Fµν = ∂µAν − ∂νAµ, Dµ = ∂µ − ieAµ, Aµ(x) are gauge fields, Ψ =
(
ψ−
ψ+
)
,
Ψ¯ = Ψ+γ0 are fermion fields with mass M , e is the coupling constant, γµ are
chosen as follows:
γ0 =

 0 −i
i 0

 , γ1 =

 0 i
i 0

 , γ5 = iγ0γ1 =

 i 0
0 −i

 . (3)
From this Lagrangian one gets the following Hamiltonian H:
H =
∫
dx1

1
2
Π21 +
∑
r=±
r
(
ψ+r iD1ψr
)
+ iM
(
ψ++ψ− − ψ+−ψ+
) , (4)
where Π1 =
∂L
∂(∂0A1)
= F01 is the momentum conjugate to A1. Besides one gets
the constraint equation
∂1Π1 + e
(
ψ++ψ+ + ψ
+
−ψ−
)
= 0. (5)
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It is convenient to consider the theory on the interval −L ≤ x1 ≤ L with pe-
riodic boundary conditions for fields and to fix the appropriate gauge [10–13]:
∂1A1 = 0. (6)
Then all fields can be represented by corresponding Fourier series, and zero,
p1 = 0, mode can be separated from nonzero modes. We denote the zero and
nonzero mode parts of a function f(x1) as follows:
f(x1) ≡ f(0) + [f(x1)], f(0) ≡
∫ dx1
2L
f(x1). (7)
Owing to the constraint (5) we get
[Π1] = −e∂−11 [ψ++ψ+ + ψ+−ψ−], (8)
Q ≡
L∫
−L
dx1
(
ψ++ψ+ + ψ
+
−ψ−
)
= 0. (9)
We use eq-n (8) to exclude [Π1] from the Hamiltonian (4). The zero modes
A1 ≡ A1(0), Π1(0) remain independent and commute at fixed time as follows:
[A1(0),Π1(0)] =
i
2L
. (10)
Here and in the following we assume that (∂−11 [f(x1)])(0) ≡ 0. We impose the
condition (9) on physical states after quantization:
Q|phys〉 = 0. (11)
Quantum definition of the charge Q and current operators I±(x) =
ψ+±(x)ψ±(x) includes gauge invariant UV regularization [16, 28] (the ”point
splitting” with the parameter δ) of the following form:
Ir(x; δ) = ψ
+
r (x
1 − riδ
2
)ψr(x
1 +
riδ
2
) exp(reA1δ), r = ±. (12)
Here and in the following we set x0 = 0 and omit this variable for brevity.
Q(δ) =
L∫
−L
dx1
∑
r=±
Ir(x; δ). (13)
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This regularization makes the Hamiltonian well defined [28]. Indeed, the term
of the Hamiltonian (4),
HΨ¯DΨ(δ) =
L∫
−L
dx1
∑
r=±
r
(
ψ+r (x
1 − riδ
2
)iD1ψr(x
1 +
riδ
2
) exp(reA1δ)
)
=
=
d
dδ
Q(δ), (14)
can be minimized by filling negative ”energy” levels (according to Dirac pro-
cedure). Following the work [28] one can find the minimizing state, starting
from the state vector |0D〉 such that
ψr(x)|0D〉 = 0, (15)
using Fourier decomposition
ψr(x) =
1√
2L
∞∑
n=−∞
ψn,re
−ipnx1, pn =
pi
L
n (16)
and introducing a set of states |q〉 = |q+, q−〉 with ”energy” levels filled up to
q±:
|q〉 =
q+∏
n=−∞
∞∏
m=q−
ψ+n,+ψ
+
m,−|0D〉, (17)
where q+, q− are integers and
[ψ+n,r, ψm,r′]+ = δnmδrr′. (18)
One gets [16, 28]
L∫
−L
dx1Ir(x, δ)|q〉 =
(
L
piδ
+
(
rqr +
1
2
+
rLeA1
pi
))
|q〉+O(δ), (19)
HΨ¯DΨ(δ)|q〉 =
=

− 2L
piδ2
− pi
12L
+
pi
2L
∑
r=±
(
rqr +
1
2
+
rLeA1
pi
)2 |q〉+O(δ). (20)
These expressions show that one can define the renormalized (i. e. UV finite
in the δ → 0 limit) quantities as follows:
Ir(x) = lim
δ→0
(
Ir(x; δ)− 1
2piδ
)
, (21)
7
Q = lim
δ→0
(
Q(δ)− 2L
piδ
)
=
L∫
−L
dx1
∑
r=±
Ir(x), (22)
HΨ¯DΨ = lim
δ→0
(
HΨ¯DΨ(δ) +
2L
piδ2
+
pi
12L
)
. (23)
Moreover one can define the operators Q±:
Qr ≡


L∫
−L
dx1Ir(x)

− 1
2
− rLeA1
pi
, Q+ +Q− = Q− 1, (24)
Qr|q〉 = rqr|q〉. (25)
According to the equation (19) (or (25)) and the paper [28] these operators
are integer valued and commute with gauge fields and current operators:
[Qr,Π1(0)] = [Qr, A1] = [Qr, Ir′(x)] = 0 (26)
(let us remark that applying current operators to states |q〉, we can get the
whole Hilbert space [37]). This definition leads to the commutation relation
between Π1 and Q5 =
∫L
−L dx
1(I+ − I−):
[Q5,Π1(0)] =
ie
pi
(27)
because of eq-n (10). Renormalized currents (21) satisfy commutation rela-
tions with anomalous Schwinger term [14–16, 28]:
[Ir(x), Ir′(x
′)]x0=0 =
ir
2pi
δrr′∂1δ(x
1 − x′1). (28)
These relations account for the axial vector anomaly in QED2. On the other
hand they are a base for the bosonization, because their form resembles boson
field canonical commutation relations. Indeed one can introduce the following
canonically conjugate boson field variables:
Φ(x) = −
√
pi
e
(
Π1(0) − e∂−11 [I+ + I−]x
)
= −
√
pi
e
Π1(x), (29)
Π(x) =
√
pi (I+(x)− I−(x)) , (30)
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[Φ(x),Φ(x′)]x0=0 = [Π(x),Π(x′)]x0=0 = 0,
[Φ(x),Π(x′)]x0=0 = iδ(x1 − x′1). (31)
Let us construct inverse transformation formula, that expresses initial fermion
variables in terms of boson ones. With this aim we introduce [14–16, 28]
operators ω±, canonically conjugated to the Q± (and commuting with other
canonical variables):
[ωr, Qr′] = iδrr′. (32)
According to the equality
e−iωrQreiωr = Qr + 1, (33)
these operators can be represented by their action on the |q〉 states:
eiω+|q+, q−〉 = |q+ + 1, q−〉, eiω−|q+, q−〉 = |q+, q− − 1〉. (34)
The expression for fermion fields can be written in the same way as it is done
in string theory [16, 30]:
ψr(x) = N0e
−iωreri
pi
2
Q−ripi x1
L
Qr : e−i
√
pi[∂−11 [Π]+rΦ]x :, (35)
where N0 is a normalization factor depending on the choice of normal ordering
in (35). To fix this normal ordering we take Fourier decompositions of boson
fields in the interaction picture form (i. e. in the free field like form with
the mass m = e/
√
pi and operators a+n , an playing the role of creation and
annihilation operators):
[Φ(x)] =
1√
4L
∑
n 6=0
ane
−ipnx1 + h.c.√
En
, (36)
[Π(x)] =
1
i
√
4L
∑
n 6=0
√
En
(
ane
−ipnx1 − h.c.
)
, (37)
[am, a
+
n ] = δmn, En ≡
√
m2 + p2n. (38)
Then we take normal ordering with respect to operators an, a
+
n , and the factor
N0 becomes equal to
N0 =
1√
2L
exp

− pi
4L
∑
n>0
(En − pn)2
p2nEn

 . (39)
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One can check [16] (taking into account UV regularization (12) of the product
of fermion fields) that operators (35) satisfy correct canonical anticommuta-
tion relations and reproduce the definitions (29),(30).
Having the explicit formulas for the bosonization one can rewrite the Hamil-
tonian (4) (where the substitution of (8) for the [Π1] is done) in terms of boson
variables. One gets on the physical subspace of states which satisfy constraint
(11), the following expression [14–16]:
H =
L∫
−L
dx1 :

1
2
Π2 +
1
2
(∂1Φ)
2 +
m2
2
Φ2 −MN1 cos(ω +
√
4piΦ)

 : +
+const, (40)
where ω ≡ ω+ − ω− −
√
4piΦ(0) − pi/2, N1 = 1L exp
(
pi
L
∑
n>0(
1
pn
− 1En )
)
. This
Hamiltonian coincides with the Hamiltonian of scalar field theory, where the
field Φ(x) is periodic on the interval −L ≤ x1 ≤ L and the operator ω,
commuting with all boson field variables, can be replaced by it’s eigenvalue,
playing the role of the ”θ” – parameter. The relation between ω and the
θ-parameter can be explained by noticing that the remaining (after fixing the
gauge ∂1A1 = 0) discrete gauge group
Ψn −→
Ωl
Ψn+l, A1 −→
Ωl
A1 +
pil
eL
(41)
is realized by the operators Ωl = exp(ilω), and that these gauge operators
are responsible for the change of topological charge and connected with the
definition of the θ-vacuum [26, 32]. The operators an, determined by eq-ns
(36),(37), annihilate free boson field vacuum |0〉:
an|0〉 = 0. (42)
This vacuum state can be described also in terms of states (17) [16, 28].
In the limit mL→∞ one gets [16]
lim
mL→∞
N1 =
meC
2pi
, (43)
where C = 0.577216 . . . is the Euler constant, and the Hamiltonian (40) takes
the form corresponding to Lorentz-invariant theory of scalar field Φ:
H =
∫
dx1 :

1
2
Π2 +
1
2
(∂1Φ)
2 +
m2
2
Φ2 − Mme
C
2pi
cos(θ +
√
4piΦ)

 : . (44)
This scalar field theory is considered in the sections 3-6.
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3. The proof of the UV finiteness of the Lorentz-covariant
boson theory to all orders in fermion mass
Let us start with Lagrangian corresponding to the Hamiltonian (44):
L = L0 + LI , (45)
L0 =
1
8pi
(
∂µϕ∂
µϕ−m2ϕ2) , (46)
LI =
γ
2
eiθ : eiϕ : +
γ
2
e−iθ : e−iϕ :, γ =
MmeC
2pi
, (47)
where for convenience we use the notation ϕ =
√
4piΦ; the normal ordering
symbol means that in the perturbation theory in γ one excludes all diagrams
with lines starting and ending at the same vertex (it also corresponds to
usual normal ordering of the operators in a interaction Hamiltonian). Let
us consider the structure of Feynman diagrams in Lorentz coordinates for
this theory. There are two types of vertices with j lines, the 1st type giving
the factor ij+1eiθγ/2 and the 2nd giving the factor i−j+1e−iθγ/2. The vertex
without lines, j = 0, is considered as a connected diagram. In the following
we subdivide the vertex factors into two parts, ie±iθγ/2, related with vertex
point, and (±i)j, related with j corresponding outgoing lines. The propa-
gators ∆(x) = 〈0|T (ϕ(x)ϕ(0))|0〉, where free field ϕ(x) corresponds to the
decomposition (45) of the Lagrangian, can be written as follows:
∆(x) =
∫
d2k eikx∆(k), ∆(k) =
i
pi
1
(k2 −m2 + i0) , (48)
where d2k = dk0dk1, kx = k0x
0 + k1x
1.
Any pair of vertices in diagrams can be connected by any number of propa-
gators. As shown in the Appendix 1 (see also [32]) the perturbation theory can
be reformulated in terms of sums over all such ways to connect a pair of ver-
tices. We call these sums ”superpropagators” (clearly this term has nothing
to do with supersymmetry). For vertices of different type the superpropagator
is equal to e∆(x), and for vertices of the same type it is e−∆(x). Due to the pres-
ence of the unity in the expansions of these exponents all ”superdiagrams”,
constructed with superpropagators, are disconnected in conventional sense.
In the following we hold to the conventional definition of the connectedness.
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Consider the sum S′n of all diagrams of order n in γ with fixed attachment
of external lines and fixed types of vertices. This sum can be represented with
one superdiagram, where each pair of vertices is connected by the superprop-
agator of corresponding type. Let Sn be the sum of only connected diagrams,
contributing to the S′n. We can write
Sn = S
′
n − S′′n, (49)
where the S′′n is corresponding sum of disconnected diagrams. The S
′′
n can be
considered as a sum of terms which themselves are sums of all disconnected
diagrams with fixed subdivision of the initial superdiagram into connected
parts. Every such term is a product of some Sn1 with n1 < n. Now one can
write the decomposition (49) for every Sn1 and repeat the procedure up to
the S1, which is equal to the S
′
1. Thus one can get the representation of the
Sn in terms of a sum of products of the S
′
j with j ≤ n:
Sn =
∑∏
k
S′jk, (50)
∑
k
jk = n. (51)
Let us use the x-representation. We estimate the index of UV divergency
of the Sn via simple dimensional counting in the integrands, considering all
vertex coordinates approaching each other (this estimation doesn’t take into
account possible UV divergences of subdiagrams [38]). Having in the inte-
grand of the Sn a pole of order r
′
n, one estimates the index as
2(n− 1)− r′n, (52)
where 2(n−1) volume elements in the integrals are taken into account. To es-
timate the r′n one can use the decomposition (50), applying it to the integrands
of diagrams before integration.
Let us find the power rj of the pole in the integrand of the S
′
j. With this
aim we represent the mentioned integrands in terms of superpropagators. Let
a superdiagram S′j has l1 vertices of the 1st type and l2 vertices of the 2nd
type, l1 + l2 = j. Using the property of McDonald function K0(z) for z → 0
we write
∆(x) ∼ K0(m
√
x2) ∼ ln 1
x2
. (53)
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Hence, corresponding superpropagators behave as follows:
e±∆(x) ∼ (x2)∓1. (54)
At coinciding coordinates of vertices one can sum up the powers of x2 for
all superpropagators. The number of superpropagators joining vertices of the
same type is l1(l1−1)/2+ l2(l2−1)/2, and the number of those joining vertices
of different type is l1l2. Therefore one can write
rj = 2

l1l2 − l1(l1 − 1)
2
− l2(l2 − 1)
2

 = j − (l1 − l2)2 ≤ j. (55)
Now the r′n can be written as follows
r′n = max
∑
k
rjk, (56)
where the maximum is taken over the terms in the eq-n (50). According to
eq-ns (51),(55) one gets
r′n ≤ max
∑
k
jk = n. (57)
Hence for the index (52) we have
2(n− 1)− r′n ≥ 2(n− 1)− n = n− 2. (58)
The necessary condition for the UV convergence of the Sn is the positivity of
this index, i. e. the validity of the inequality n > 2. At n = 1 there is no
UV divergency due to the normal ordering prescription in the Lagrangian. At
n = 2 the eq-n (55) reads
r′2 = r2 = 2− (l1 − l2)2, l1 + l2 = 2, (59)
hence, for corresponding index one has according to eq-n (52)
2(2− 1)− r′2 = (l1 − l2)2. (60)
The condition of positivity of this index is l1 = 2, l2 = 0 or l1 = 0, l2 = 2. This
is fulfilled if both vertices are of the same type. For l1 = l2 = 1, i. e. for the
vertices of different type, one may have logarithmic UV divergency for the S2.
However the complete contribution to the connected Green function in this
13
order is UV finite. Indeed, the corresponding Green function for the vertices
of different type is (see Appendix 1)
G
(2)
N (y1, . . . , yN) =
= −
(
γ
2
)2 ∫
d2x1d
2x2
N∏
i=1

 ∑
ki=1,2
(−i)(−1)ki∆(yi − xki)

 e∆(x1−x2), (61)
where the sum is over different ways of the attachment of external lines to the
vertices. As (x1 − x2)→ 0 in the integrand, one has
∑
ki=1,2
(−1)ki∆(yi − xki) ∼ O(x1 − x2). (62)
Therefore divergent terms cancel in the integral (61), and corresponding Green
function is UV finite for N > 0.
Let us consider the possibility that the Sn is UV divergent due to bad UV
index of some subdiagrams [38]. Such subdiagrams can be only of 2nd order
in γ with vertices of different type. The external lines of such subdiagrams
can be either external or internal with respect to the whole diagram. To
find the contribution of these subdiagrams to the Sn one has to sum over
different ways to attach all lines external to the subdiagram. This gives the
cancelation of divergences similar to eq-n (61). The cancelation takes place
even for fixed attachment of external lines to the full diagram Sn, because
the Sn is a connected diagram and therefore there is at least one internal line
attached as external to each subdiagram and the summation over two ways
to attach this line suffices for the cancelation.
Thus we have proved that the sum of all connected Lorentz-covariant dia-
grams of order n is UV finite, and that for n 6= 2 there is no UV divergencies
even for fixed attachment of external lines, while for n = 2 one has to have
nonzero number of external lines and to sum up over different ways of attach-
ment of these external lines. Only vacuum diagrams of 2nd order and the
sums S2 with fixed attachment of external lines are UV divergent. Therefore
all Green functions without vacuum loops are UV finite.
Let us remark that one cannot prove in similar way the UV finiteness of
the LF perturbation theory because in this case some diagrams become equal
to zero. This destroys the described cancelation of divergences.
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4. The relation between LF and Lorentz-covariant
superpropagators for finite x−
Let us now consider the boson LF perturbation theory and compare it with
Lorentz-covariant one. In the LF formulation the cutoff in LF momentum,
|p−| ≥ ε > 0, is assumed, i. e. the Fourier modes of the field ϕ(x) with |p−| < ε
are excluded. It can be shown [39, 40] that the oldfashioned (noncovariant)
perturbation theory, obtained with LF Hamiltonian, can be transformed to
equivalent perturbation theory of Feynman type with the same integrands as
in covariant diagrams, but in corresponding Feynman integrals the integration
over p+ is to be performed before the integration over p− and the p− integra-
tion has to be taken over the domain |p−| ≥ ε > 0. One can easily derive
these facts formally via suitable transformations in functional integral [41].
Corresponding Feynman diagrams are called in the following LF diagrams.
In the paper [21] a method was proposed to find all diagrams (to all or-
ders of perturbation theory) that give different results (in the ε → 0 limit)
when calculated in LF and Lorentz-covariant ways. Having these diagrams
found one can add to canonical LF Hamiltonian counterterms, compensating
the mentioned difference between LF and Lorentz-covariant perturbation the-
ories. However straightforward application of the method of the paper [21]
to the theory with Lagrangian (45) is impossible due to nonpolynomial type
of the interaction term (this term generates infinite number of diagrams of a
given order in γ, and some of partial infinite sums of these diagrams are UV
divergent). We will overcome this difficulty in Sect. 6, truncating the series for
the exponents in the interaction. After application of the method of the paper
[21] we remove this truncation adding, if necessary, new counterterms to LF
Hamiltonian to make the removing of the truncation correct. Let us find, first
of all, the difference between the LF and Lorentz-covariant superpropagators.
Let us consider conventional covariant propagator (48), introducing UV
regularization parameter Λ:
∆Λ(x) =
i
pi
Λ∫
−Λ
dk1
∫
dk0
eik0x
0+ik1x
1
k20 − k21 −m2 + i0
, (63)
It can be rewritten in the following form (after integration over k0):
∆Λ(x) =
Λ∫
−Λ
dk1
eik1x
1−iE(k1)|x0|
E(k1)
, E(k1) ≡
√
k21 +m
2. (64)
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Introducing new integration variable
k =
1√
2
(
E(k1) + k1sign(x
0)
)
(65)
instead of k1, one gets after simple transformations the following expression:
∆Λ(x) =
VΛ∫
εΛ
dk
k
e
−i
(
kx−+m
2
2k
x+
)
sign(x0)
, (66)
where
εΛ =
1√
2
(E(Λ)− Λ) , VΛ = 1√
2
(E(Λ) + Λ) . (67)
In the LF formulation the propagator, regularized by the cutoff 0 < ε ≤
|p−| ≤ V has the form:
∆lfε,V (x) =
i
pi


−ε∫
−V
+
V∫
ε

 dk−
∫
dk+
ei(k+x
++k−x
−)
2k+k− −m2 + i0 , (68)
or, if x+ 6= 0, after the integration over k+,
∆lfε,V (x) =
V∫
ε
dk
k
e
−i
(
kx−+m
2
2k
x+
)
sign(x+)
. (69)
At x2 6= 0 one can transform further these expressions taking the limit εΛ, ε→
0, VΛ, V →∞ and changing after that the integration variable k → k/|x−|:
∆Λ(x)→ ∆(x) =
∞∫
0
dk
k
e
−i
(
k+m
2
4k
x2
)
sign(x0x−)
, (70)
∆lfε,V (x)→ ∆lf(x) =
∞∫
0
dk
k
e
−i
(
k+m
2
4k
x2
)
sign(x2)
. (71)
At x2 > 0 one has sign(x0x−) = sign(x2) = 1. At x2 < 0 one can show that
∆(x) and ∆lf(x) are real (by looking at these integrals after the additional
replacement of variable, k → −m2x2/(4k)), so that the sign of the argument
of the exponent in eq-n (70) is irrelevant. Hence the ∆(x) and ∆lf(x) can be
written in the same form:
∆(x) = ∆lf(x) =
∞∫
0
dk
k
e
−i
(
k+m
2
4k
x2
)
. (72)
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Therefore at x2 6= 0 the superpropagators e±∆(x) and e±∆lf (x) also coincide. At
x2 → 0 one has poles or powers in x2 for these superpropagators according to
eq-ns (53),(54). We need exact prescriptions for the poles of the superprop-
agators e∆(x) and e∆
lf (x) connecting the vertices of different types. For the
superpropagator, connecting vertices of the same types, we get immediately:
e−∆(x) = e−∆
lf (x). (73)
For the Lorentz-covariant propagator we can apply at x2 ≃ 0, xµ 6= 0 the
following form:
∆(x) ∼ − ln

−m2e2C
4
(x2 − i0)

 , (74)
where C is Euler constant and the factor before the (x2 − i0) is the same as
in the corresponding asymptotic decomposition of McDonald function K0.
Hence we get at x2 ≃ 0, xµ 6= 0
e∆(x) ∼ −4e
−2C
m2
1
x2 − i0 . (75)
One can show that the prescription (75) is equivalent to the integration of
the e∆Λ(x) over x at first and then taking the Λ → ∞ limit. The condition
xµ 6= 0 is connected with the nonintegrability of the e∆(x) at xµ = 0. However
the cutoff Λ plays, in fact, only intermediate role because all UV divergencies
cancel in Green functions (as was shown in Sect. 3).
For the LF superpropagator we consider the domains x− → 0, x+ 6= 0 and
x+ → 0, x− 6= 0 separately. In the domain x− → 0, x+ 6= 0 we compare
expressions (66) and (69) and notice that these expressions can be identified
at εΛ, ε → 0, VΛ, V → ∞ due to the equality sign(x+) = sign(x0) in the
considered domain. Therefore for the LF superpropagator we can use the
same prescription (75) in this domain.
At x+ → 0, x− 6= 0 we will consider the superpropagator e∆lfε,V (x), integrated
over x+ at fixed ε, V , and prove that the result of the integration, taken in
the ε → 0, V → ∞ limit, can be equivalently achieved via integration of LF
superpropagator over x+ with principle value prescription.
Consider small interval |x+| ≤ δ. Outside this interval one can take for
expressions (66) and (69) their ε→ 0, V →∞ limit and use the formula (75).
Inside the interval |x+| ≤ δ we investigate the integral
Iδ =
δ∫
−δ
dx+ e∆
lf
ε,V (x) (76)
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in the limit ε→ 0, V →∞. We have
Iδ =
δ∫
0
dx+
(
e∆
lf
ε,V (x
+,x−) + e∆
lf
ε,V (−x+,x−)
)
=
=
δ∫
0
dx+ e∆
lf
ε,V (x)
(
1 + e∆
lf
ε,V (−x+,x−)−∆lfε,V (x+,x−)
)
, (77)
where according to eq-n (69)
∆lfε,V (−x+, x−)−∆lfε,V (x+, x−) = 2isign(x+)
V∫
ε
dk
k
e−i
m2
2k
|x+| sin(kx−) =
= 2isign(x+)


V∫
ε
dk
k
sin(kx−) +
V∫
ε
dk
k
sin(kx−)
(
e−i
m2
2k
|x+| − 1
) =
= ipisign(x2) +D(x) +O(ε) +O(V −1), (78)
where
D(x) = 2isign(x+)
∞∫
0
dk
k
sin(kx−)
(
e−i
m2
2k
|x+| − 1
)
(79)
and the quantities O(ε) and O(V −1) do not diverge at x+ → 0. Here we used
the equality
∫∞
0 dk sin(kx
−)/k = sign(x−)pi/2. So we obtain
Iδ =
δ∫
0
dx+ e∆
lf
ε,V (x)
(
1− eD(x)+O(ε)+O(V −1)
)
. (80)
One can show, that at x+ → 0 the function D(x) can be estimated as |D(x)| ≤
c
√
x+. Let us remark that the function e∆
lf
ε,V (x) has a pole in x+ regularized
by the parameter ε, and, hence, at |x+| ≤ ε this function is bounded by a
quantity of order ln(1/ε). Therefore the ”divergency” at lower limit in the
integral (80) is of the order (O(ε) + O(V −1)) ln ε, which is negligible in the
V →∞, ε→ 0 limit.
Thus we get the equality
lim
δ→0
lim
ε→0 limV→∞
Iδ = 0, (81)
that can be considered as the evidence of the validity of the principle value
prescription in x+ for the LF superpropagator at x+ ∼ 0, x− 6= 0.
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Hence the analog of eq-n (75) for the LF superpropagator should have the
form
e∆
lf (x) ∼ −4e
−2C
m2
(
P 1
x+
)
1
2x− − sign(x+)i0 , (82)
where the P denotes the principle value symbol. This is the limiting value
of the superpropagator at V → ∞, ε → 0. It can not be used directly in
the integrands of Feynman integrals because the superpropagator at finite ε
and large x− can differ essentially from its limiting value. The regularization
|p−| ≥ ε should be removed only after performing all integrations in Feynman
integrals. In contrast with this, the regularization |p−| ≤ V plays intermediate
role and can be replaced by the prescription (82) at x− ≈ 0 (similarly to the
situation with the cutoff Λ in Lorentz coordinates). This can be possible,
in particular, because at finite ε the superpropagator e∆
lf
ε (x) is an integrable
function at xµ = 0 in the limit V → ∞ (we will use the notation ∆lfε (x) =
lim
V→∞∆
lf
ε,V (x)). The latter assertion can be verified by straightforward analysis
of the asymptotic behavior at most singular points leading to the asymptotic
behavior (75) in the domain x− ≈ 0, x+ 6= 0, whereas the x+ → 0 singularity
is regulated by the ε. This corresponds to well known fact that only ε-cutoff
of LF momenta is sufficient for UV regularization of the LF perturbation
theory in ”longitudinal momenta” (because the magnitude of the external p−
momenta sets the upper bound for the internal ones). We will assume in the
following that the cutoff |p−| ≤ V is removed.
Taking into account that LF and Lorentz-covariant superpropagators co-
incide at x2 6= 0, and using (82), we can write for xµ 6= 0
e∆(x) − e∆lf (x) = −4e
−2C
m2
1
2x− − sign(x+)i0

 1
x+ − sign(x−)i0 −P
1
x+

 =
= −2piie
−2C
m2|x−| δ(x
+). (83)
The equalities (73) and (83) are valid for the limiting (at ε → 0) values
of the superpropagators e±∆
lf
ε (x). Therefore, these equalities can not be ap-
plied directly in LF diagrams, where one must perform all integrations before
the limit ε → 0 is taken. Nevertheless one can find in x-space a domain,
depending on ε and having the following property: if the point xµ stays in
this domain when ε changes, then the mentioned equalities remain true up
to terms vanishing in the ε → 0 limit, even if one modifies the equalities by
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replacing the limiting value ∆lf(x) with the ∆lfε (x). At |x+| ≥ β > 0, we can
take the ε → 0 limit in eq-n (69) if ε/β → 0. In this domain the modified
equalities (73),(83) are valid for all x−. At x− 6= 0 and at any x+ we consider
bounded domain 0 < α ≤ |x−| ≤ W , and Wε → 0 for ε → 0. Due to this
condition the integral
∞∫
ε
dk
k
sin(kx−) = sign(x−)
∞∫
ε|x−|
dk
k
sin k (84)
contained in the eq-n (78) goes in the ε → 0 limit to sign(x−)pi/2. Thus the
modified equalities (73),(83) are valid in the domain
xµ ∈ {0 < β ≤ |x+|} ∪ {0 < α ≤ |x−| ≤W } ,
ε
β
−→
ε→0 0, Wε −→ε→0 0. (85)
5. The construction of the counterterm generating
the difference between Lorentz-covariant and LF
superpropagators in the bounded domain of x−
Let us consider the action, corresponding to the Lagrangian (45), in LF
coordinates with the cutoff |p−| ≥ ε > 0 and with the additional counterterm
of the form
∫
d2xd2y : eiϕ(x)e−iϕ(y) : u(x− y), (86)
where
u(x) = u˜(x−)δ(x+). (87)
and the u˜(x−) is a bounded function, rapidly decreasing at the infinity.
Analogously to the formula (A1.4) of the Appendix 1 we get for the N -point
Green function
GN(y1, . . . , yN) =
∞∑
k,l,m=0
∫ k+l+2m∏
j=1
d2xj

 (iλ)k(iλ¯)l im
k!l!m!
×
×
m∏
j=1
(
u(xk+j − xk+l+m+j)e−∆lfε (xk+j−xk+l+m+j)
)
hklm, (88)
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where λ = γ2e
iθ, λ¯ = γ2e
−iθ,
hklm =

 k+m∏
i,j=1;i<j
e−∆
lf
ε (xi−xj)



 l+m∏
i,j=1;i<j
e−∆
lf
ε (xi+k+m−xj+k+m)

×
×

k+m∏
i=1
l+m∏
j=1
e∆
lf
ε (xi−xj+k+m)

×
×〈0|T
N∏
i=1

ϕ(yi) + i
k+l+2m∑
j=1
∆lfε (yi − xj)sign(k +m− j +
1
2
)

 |0〉. (89)
and T is ”LF time” ordering symbol.
Let us remark that hklm = hk+m,l+m,0. Introducing new summation indices
k˜ = k +m, l˜ = l +m we rewrite the formulae (88) in the form:
GN(y1, . . . , yN) =
∞∑
k˜,l˜=0
∫ k˜+l˜∏
j=1
d2xj

 (iλ)k˜(iλ¯)l˜
k˜!l˜!
min(k˜,l˜)∑
m=0
Cm
k˜
Cm
l˜
m!×
×
m∏
j=1

 −i
|λ|2u(xk˜−j+1 − xk˜+l˜−j+1)e
−∆lfε (xk˜−j+1−xk˜+l˜−j+1)

hk˜l˜0, (90)
where Cmn =
n!
m!(n−m)! .
We transform further this expression, taking into account the locality in
time of the u(x), eq-n (87), and the estimation e−∆
lf
ε (x) |x+=0= O(ε) which
follows from the eq-n (69), so that, if contained in the integrand,
u(xi − xj)u(xi − xk)e−∆lfε (xj−xk) = O(ε). (91)
This enables us to rewrite the eq-n (90) in the form
GN(y1, . . . , yN) =
∞∑
k˜,l˜=0
∫ k˜+l˜∏
j=1
d2xj

 (iλ)k˜(iλ¯)l˜
k˜!l˜!
×
×
k˜∏
i=1
l˜∏
j=1

1− i|λ|2u(xi − xk˜+j)e
−∆lfε (xi−xk˜+j)

hk˜l˜0 +O(ε), (92)
that can be checked using eq-n (91), the symmetry of the hk˜l˜0 under the
permutation of variables x1, . . . , xk˜ and of the variables xk˜+1, . . . , xk˜+l˜, as well
as the possibility to replace these variables in the integrals of the eq-n (92).
Let us remark that the eq-n (92) resembles the expression for the Green
function (A1.4) for the theory without counterterms if the superpropagator
e∆
lf
ε (x) is replaced by
e∆
lf
ε (x)

1− i|λ|2u(x)e
−∆lfε (x)

 = e∆lfε (x) − 4i
γ2
u˜(x−)δ(x+). (93)
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According to eq-n (83) we can choose the form of the u˜(x−) so that the expres-
sion (93) coincides in the domain (85) with Lorentz-covariant superpropagator
e∆(x) in the ε→ 0 limit. This form is
u˜(x−) =
pi
2
e−2C
γ2
m2|x−|θ(|x
−| − α)v(εx−), (94)
where the factor θ(|x−| − α) with α > 0 is introduced to regularize the pole
in x−. Furthermore for generality an arbitrary continuous function v(εx−),
rapidly decreasing at infinity and satisfying the condition v(0) = 1, is included.
The decrease of the function v(εx−) guarantees that the function u˜(x−) also
decreases as it was required earlier (see the text after eq-n (87)). The func-
tions, introduced above, can influence the function u˜(x−) only outside of the
domain (85).
Now we can get the expression (93) via addition of the quantity
− 2pii
m2
e−2Cδ(x+)
θ(|x−| − α)
|x−| v(εx
−) (95)
to the LF superpropagator e∆
lf
ε (x).
Thus the LF theory with the counterterm
Sc =
pi
2
e−2C
γ2
m2
∫
d2xd2y
(
: eiϕ(x)e−iϕ(y) : −1)×
×δ(x+ − y+)θ(|x− − y−| − α)v(ε(x
− − y−))
|x− − y−| =
=
pi
2
e−2C
γ2
m2
∫
dx+
(∫
dx−dy−
(
: eiϕ(x
+,x−)e−iϕ(x
+,y−) : −1
)
×
×θ(|x− − y−| − α)v(ε(x
− − y−))
|x− − y−|
)
(96)
can be reformulated as a theory with superpropagator which is equal to a
Lorentz-covariant one in the domain (85), but, perhaps, differs from it out-
side this domain. In eq-n (96) we subtract the unity from the product of the
exponents (that is irrelevant for physical results, because one gets only addi-
tional constant in the action). Besides, we remove the δ-function integrating
over y+. One can see now, that the addition to the action of local in time (but
not in the x−) counterterm Sc is equivalent to the addition of corresponding
counterterm to the LF Hamiltonian. Let us remark also, that the expression
(96) must be real. So we impose the additional condition v∗(z) = v(−z) on
the function v(z), introduced above.
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The compensation of the difference between LF and Lorentz-covariant su-
perpropagators at finite x− (i. e. in the bounded domain (85)), what was done
in this and previous sections, is not needed for usual theories with polynomial
interaction, because in such theories the mentioned difference is absent in the
limit ε → 0. The domain of unbounded x− plays also an essential role. This
domain corresponds, in a sense, to the vicinity of the point p− = 0. There-
fore, this domain is relevant for the estimation of difference between LF and
Lorentz-covariant perturbation theory even for the theories with polynomial
interaction. In the next section we will show how to correct the whole LF per-
turbation theory to make it equivalent with Lorentz-covariant one, using the
compensation method described above and taking into account the domain of
unbounded x−.
6. Complete comparison of LF and Lorentz-covariant
perturbation theories
Consider a perturbation theory for the Green functions without vacuum
loops, generated by LF Hamiltonian, which is deduced from the action
S =
∫
d2x
(
1
8pi
(
∂µϕ∂
µϕ−m2ϕ2)+B : eiϕ : +B∗ : e−iϕ :
)
+
+
2pi
m2
e−2C|B|2
∫
d2xd2y
(
: eiϕ(x)e−iϕ(y) : −1)×
×δ(x+ − y+)θ(|x− − y−| − α)v(ε(x
− − y−))
|x− − y−| (97)
by canonical LF quantization. We will show that this perturbation theory is
equivalent in the limit α→ 0, ε→ 0 to usual Lorentz-covariant perturbation
theory, corresponding to the Lagrangian (45). The formula (97) contains
some complex quantity B, which is a function of the parameters γ, θ, α and
ε. Perturbatively it can be decomposed as follows:
B =
γ
2
eiθ +
∞∑
k=2
Bkγ
k. (98)
Notice that in the expression (97) the term linear in B coincides in lowest
(1st) order in γ with the interaction term (47) of the Lagrangian. The term
in the action (97), quadratic in B, coincides in lowest (2nd) order with the
counterterm (96).
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Let us start with diagrams of 2nd order in γ corresponding to Lagrangian
(45) (Lorentz-covariant and LF results obviously coincide in the 1st the order).
Disconnected diagrams of 2nd order can be considered similar to the 1st order
ones. Connected diagrams can differ by the type of vertices and by the type of
attachment of external lines. Let us at first consider connected diagrams with
two vertices of the same type. The sum of all diagrams of this kind with fixed
attachment of external lines is UV finite. If all external lines are attached
only to one vertex (from now on we call these diagrams ”generalized tadpole
diagrams”, independently of their order), the diagrams are similar to vacuum
ones, and LF result for these diagrams is zero. But in Lorentz-covariant
theory the corresponding result is nonzero. Hence, to correct LF Hamiltonian
corresponding to the Lagrangian (45) one should add a counterterm of second
order, generating the results, S˜1,12 and S˜
2,2
2 , of Lorentz-covariant calculation of
the sums of all such diagrams (with both vertices of the 1st or both vertices
of the 2nd type, respectively):
S˜1,12 = −
γ2
4
e2iθ
∫
d2x
(
e−∆(x) − 1) ,
S˜2,22 = −
γ2
4
e−2iθ
∫
d2x
(
e−∆(x) − 1) . (99)
If the vertices are of the same type and external lines are attached to both
of them, we can write for the sum of these diagrams in Lorentz-covariant
theory the following expression (up to some vertex factors):
S−2 = γ
2
∫
d2x
(
e−∆(x) − 1) eipx, (100)
where p is the total external momentum going through these diagrams, px =
p+x
+ + p−x−. We assume that the values of external momenta are ”non-
special”. This means that any partial sum of ”minus” components of these
momenta is not equal to zero. The coincidence of Green functions at non-
special values of external momenta is enough for their physical equivalence,
because all special values of external momenta form a set of zero measure, and
a variation of Green functions on this set does not change physical results. So
we will consider all diagrams only at nonspecial values of external momenta.
Let us rewrite the eq-n (100) in the form
S−2 = γ
2
∫
d2x lim
m→∞
m∑
m′=1
1
m′!
(−∆(x))m′ eipx, (101)
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and change the order of the integration and of the limiting procedure (it
is possible owing to uniform convergence in m of the integral, what can be
proved, using the fact that the limit of the integrand is a continuous function):
S−2 = γ
2 lim
m→∞
∫
d2x
m∑
m′=1
1
m′!
(−∆(x))m′ eipx. (102)
For any fixed finite m we can relate this quantity with a theory of polynomial
type (with finite number of diagrams in each order) and apply the results of
the paper [21] (see also Appendix 2). So one can show that for all diagrams
with nonspecial values of external momenta, excepting diagrams which are (or
contain as a subdiagram) generalized tadpole, the results of LF and Lorentz-
covariant perturbation theories coincide in the ε → 0 limit. So in the eq-n
(102) (where the exceptional momenta mentioned above do not contribute)
one can replace Lorentz-covariant propagator with LF one, taking the limit
which removes LF cutoff parameters:
S−2 = γ
2 lim
m→∞ limε→0
∫
d2x
m∑
m′=1
1
m′!
(−∆lfε (x)
)m′
eipx. (103)
Using the fact that the sum of the series in eq-n (103) converges in the limit
ε → 0 to continuous function (i. e. to the e−∆lf(x)) one can prove that the
integration over x and the ε limit converge uniformly with respect to m.
Hence we can again change the order of the limiting procedures and of the
integration and write:
S−2 = γ
2 lim
ε→0
∫
d2x
(
e−∆
lf
ε (x) − 1
)
eipx. (104)
Thus Lorentz-covariant and LF results for the considered sum of diagrams
coincide in the limit ε→ 0.
For connected Lorentz-covariant diagrams of the 2nd order with vertices
of different type and with fixed attachment of external lines we may have
UV divergent sums of diagrams. These sums are related with corresponding
superpropagators which have singular behavior at xµ → 0. Owing to UV
finiteness of Green functions, proved above in Sect. 3, we can introduce any
intermediate UV regularization for the Lorentz-covariant propagator to define
corresponding superpropagator at xµ → 0. Here we choose for convenience
the following one:
∆reg(x) =

∆
lf
ε (x), {|x−| ≤ α} ∩ {|x+| ≤ β}
∆(x), {|x−| > α} ∪ {|x+| > β} , (105)
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where α and β are cutoff parameters. As was remarked already (see the end
of Sect. 4) the superpropagator e∆
lf
ε (x) is integrable function at xµ = 0 and
fixed ε > 0. Thus we get the UV regularization, which can be removed in the
α→ 0, β → 0 limit.
Let us consider connected 2nd order diagrams with all external lines at-
tached to only one vertex. These diagrams are generalized tadpoles. The sum
of all these diagrams in Lorentz-covariant theory is described by the expres-
sion:
S˜1,22 = S˜
2,1
2 = −
γ2
4
∫
d2x
(
e∆reg(x) − 1) , (106)
where the S˜1,22 and S˜
2,1
2 are sums of diagrams with external lines attached
to the vertices of the 1st and of the 2nd type correspondingly. Due to the
convergence of this integral at large x one can rewrite it as
S˜1,22 = S˜
2,1
2 = −
γ2
4
W∫
−W
dx−
∫
dx+
(
e∆reg(x) − 1)+ ξ, (107)
where ξ denotes the quantity vanishing at W →∞. For the x in the domain
(85) we use the formula (83), where we write ∆lfε (x) instead of ∆
lf(x) accord-
ing to the remark after the formula (83). Furthermore we can introduce the
factor v(εx−) as in the formula (94), because this factor goes to unity in the
Wε→ 0 limit. We get in this way
S˜1,22 = S˜
2,1
2 = −
γ2
4
×
×
W∫
−W
dx−

∫ dx+
(
e∆
lf
ε (x) − 1
)
− 2piie−2C θ(|x
−| − α)
m2|x−| v(εx
−)

+ ξ˜, (108)
where the definition (105) of the propagator in the domain |x+| ≤ β, |x−| ≤ α
is taken into account. Here the ξ˜ denotes the quantity vanishing in the ε→ 0
limit which is taken at first, and only then the W →∞ limit. Let us rewrite
eq-n (108) in the form:
S˜1,22 = S˜
2,1
2 = −
γ2
4
∫
d2x
(
e∆
lf
ε (x) − 1
)
+
ipiγ2e−2C
2m2
∫
dx−
θ(|x−| − α)
|x−| v(εx
−) +
+
γ2
4
∫
|x−|>εW
dx−

∫ dx+
(
e∆
lf
1 (x) − 1
)
− 2piie−2C v(x
−)
m2|x−|

+ ξ˜, (109)
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where ∆lf1 (x) ≡ ∆lfε (x) |ε=1. Here in the third term we have rechanged the
integration variables x− → x−/ε, x+ → εx+. The first term in this formula
equals to zero, because it is LF generalized tadpole diagram (this corresponds
to known fact that such LF diagrams as well as vacuum LF diagrams are
equal to zero when the cutoff |p−| ≥ ε > 0 is assumed). The second term can
be generated by the counterterm (96) (see Sect. 5), if one adds corresponding
counterterm to canonical LF Hamiltonian. Let us assume that we have done
this. The third term can not diverge in the Wε → 0 limit, because the
variation of this term with respect to variation of W is very small (two first
terms and whole expression S˜1,22 do not depend on W , and the expression ξ˜
depends weakly on the W ). Therefore we can write the third term in the
Wε→ 0 limit as some finite complex constant:
γ2
4
lim
s→0
∫
|x−|>s
dx−

∫ dx+
(
e∆
lf
1 (x) − 1
)
− 2piie−2C v(x
−)
m2|x−|

 . (110)
The contribution related with this constant also should be generated by a
new counterterm of second order. In the following it will be useful to write
the expression (110) (up to a value vanishing in the ε→ 0 limit) in the form
of the difference between the S˜1,22 and the 2nd term in the eq-n (109), i. e.
as the sum of corresponding 2nd order Lorentz-covariant generalized tadpoles
and of corresponding contribution generated by the counterterm (96) but
taken with the minus sign. Last term will be considered as one compensating
the direct contribution of the counterterm (96) to the diagram of generalized
tadpole type in the 2nd order. This direct contribution (which is the same for
diagrams with all external lines attached to the vertex of the 1st type and to
the vertex of the 2nd type) can be written as iγ
2
4 w, where
w =
2pie−2C
m2
∫
dx−
θ(|x−| − εα)
|x−| v(x
−). (111)
Let us consider now the sum of all connected diagrams of the 2nd order
with vertices of different type and with external lines attached to both vertices.
This sum can be described in Lorentz-covariant theory as follows (up to some
vertex factors):
S+2 = γ
2
∫
d2x
(
e∆reg(x) − 1) eipx (112)
where p is total external momentum going through these diagrams and ∆reg(x)
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is defined by the eq-n (105). Similar to previous case, we get:
S+2 =
∫
d2x
(
e∆
lf
ε (x) − 1
)
eipx − 2piie−2C
∫
dx−
θ(|x−| − α)
m2|x−| v(εx
−)eip−x
− −
−
∫
|x−|>εW
dx−

∫ dx+
(
e∆
lf
1 (x) − 1
)
eip+x
+ − 2piie−2C v(x
−)
m2|x−|

 eip−x−/ε + ξ˜. (113)
The first term of this expression coincides with LF calculation. The second
term can be generated by the counterterm (96). The third term goes to zero
in the ε → 0 limit at p− 6= 0 owing to the convergence of the corresponding
integral at the x− = 0 (as explained above). Thus Lorentz-covariant and LF
results for the considered sum of diagrams coincide (for nonexceptional p−).
Thus to make LF and Lorentz-covariant theories perturbatively equivalent
to 2nd order in γ we have to add to canonical LF Hamiltonian the counterterm
corresponding to the expression (96), and also counterterms compensating the
contribution of the counterterm (96) to diagrams of generalized tadpole type
in the 2nd order, and furthermore the counterterms, generating the expres-
sions S˜1,12 , S˜
2,2
2 , S˜
1,2
2 and S˜
2,1
2 . It is easy to show, that the sum of all these
counterterms (excepting the first one) is given by the expression
− i
∞∑
l=0
: (iϕ)l :
l!

S˜1,12 + S˜1,22 − iγ
2
4
w

=

−iS˜1,12 − iS˜1,22 − γ
2
4
w

 : eiϕ : (114)
(which corresponds the attachment of external lines to the vertex of the 1st
type in the generalized tadpole diagram) and by the expression
− i
∞∑
l=0
: (−iϕ)l :
l!

S˜2,22 + S˜2,12 − iγ
2
4
w

 =
=

−iS˜2,22 − iS˜2,12 − γ
2
4
w

 : e−iϕ :, (115)
(which corresponds to the attachment of lines to the vertex of the 2nd type).
Here we have added nonessential constant at l = 0 for convenience. Using the
Wick rotation one can show that the quantities∫
d2x
(
e±∆(x) − 1) (116)
are imaginary, and, hence, the S˜1,22 and the S˜
2,1
2 are imaginary, and S˜
2,2
2 =
−S˜1,12
∗
. Let us introduce the notation
A2 =
1
γ2
(−iS˜1,12 − iS˜1,22
)
=
28
=
i
4
e2iθ
∫
d2x
(
e−∆(x) − 1)+ i
4
∫
d2x
(
e∆reg(x) − 1) (117)
such that the A2γ
2 is the sum of connected Lorentz-covariant generalized
tadpole diagrams of the 2nd order with external lines, attached to the vertex
of the 1st type (these diagrams should be calculated with the help of the
regularization (105)). We remark that
− iS˜2,22 − iS˜2,12 −
γ2
4
w =

−iS˜1,12 − iS˜1,22 − γ
2
4
w

∗ , (118)
and conclude that the action (97) contains all necessary counterterms of the
2nd order in γ, if one takes
B2 = A2 − 1
4
w. (119)
This quantity is finite in the ε → 0, α → 0 limit due to the finiteness of the
quantity (110) and of the S˜1,12 (despite of the divergency of the w = w(εα) at
εα→ 0).
Thus in the 2nd order in γ the LF perturbation theory, generated by the
action (97) at some finite B2, coincides in the ε → 0, α → 0 limit with the
Lorentz-covariant perturbation theory, generated by the Lagrangian (45).
Notice, that the coincidence of LF and Lorentz-covariant expressions for the
sum of all connected diagrams of second order in γ, which are not generalized
tadpoles, was proved only for such values of external momentum p, going
through the diagram, that p− 6= 0 (see, in particular, after eq-n (113)). It is
enough for the coincidence of Green functions in the second order because the
domain p− = 0 is a set of zero measure. But the corresponding coincidence
at any x in coordinate space is not guaranteed in principle. This remark can
be important for the x space analysis of higher order diagrams, which contain
the 2nd order diagrams as subdiagrams. As we will show in sequel, it suffices
for this analysis that the LF and Lorentz-covariant expressions in coordinate
representation coincide for 2nd order subdiagrams which are not generalized
tadpole and have vertices of different type. Furthermore, this coincidence is
needed only in the domain where the coordinates x+1 , x
+
2 of these vertices
are not equal to the corresponding coordinates of the external points (with
respect to the subdiagram). Let us prove that this coincidence has place.
Going from diagrams in p-space to ones in x-space one has to add factors,
corresponding to propagators of external lines (instead of exponents, contain-
ing external momenta). After the transition to the x-space all reasonings used
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after the formula (112) can be repeated, with the exception of the estimation
of the 3d term in the eq-n (113), where the condition p− 6= 0 was used. The
analog of this term in the x space can be written as follows (for simplicity we
consider only two external points, y1 and y2):
−
∫
d2x1d
2x2∆
lf
ε (y1 − x1)θ(|x−1 − x−2 | −W )×
×

e∆lfε (x1−x2) − 1− 2piiδ(x+1 − x+2 )e−2C v(ε(x
−
1 − x−2 ))
m2|x−1 − x−2 |

∆lfε (x2 − y2). (120)
The propagator ∆lfε (z) diminishes as z
− → ∞ at z+ 6= 0. Hence, if x+1 6= y+1
and x+2 6= y+2 , at least one of the factors ∆lfε (y1 − x1), ∆lfε (x2 − y2) diminish
due to the finiteness of y−1 and y
−
2 and due to the inequality |x−1 − x−2 | ≥ W .
Therefore the quantity (120) goes to zero in the ε→ 0, W →∞ limit.
Let us now prove that in the ε → 0, α → 0 limit the LF perturbation
theory, generated by the action (97), coincides with the Lorentz-covariant
perturbation theory, generated by the Lagrangian (45), to all orders in γ at
some choice of the quantities Bn.
We consider the sum Sn of all connected Lorentz-covariant diagrams of
order n > 2 with fixed attachment of external lines, i. e. UV finite quantity,
introduced above in Sect. 3. It is convenient to represent this quantity as a
sum of special classes of diagrams.
The Sn can be described in terms of ”incomplete superpropagators”
(e±∆(x)−1). The Sn is a sum of terms, corresponding to connection or discon-
nection of each pair of vertices by incomplete superpropagator. Let us rewrite
the incomplete superpropagators as limits of finite sums Dm± (x) (they will be
called ”cutoff incomplete superpropagators”):
e±∆(x) − 1 = lim
m→∞D
m
± (x) = limm→∞
m∑
m′=1
1
m′!
(±∆(x))m′ . (121)
One can write the Sn symbolically as follows
Sn =
∫
d2x1 . . . d
2xn ×
× lim
m1,...→∞
∑
d
(Dm1+ (xk1 − xl1)× . . .×Dm2− (xk2 − xl2)× . . .) , (122)
where the
∑
d denotes the summation over different ways to connect or dis-
connect the pairs of vertices by incomplete superpropagators. According to
the definition of the Sn there are no disconnected diagrams among the terms
of this sum, but there are terms which include the generalized tadpole sub-
diagrams. There is also possible that the Sn is a sum of generalized tadpole
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diagrams. The generalized tadpole diagrams will play essential role in the
following analysis.
Let us investigate the Sn in Lorentz-covariant perturbation theory. One
can prove, that the functions Dm− (x) are integrable uniformly with respect to
m, because they tend to continuous function atm→∞. To prove the uniform
(w.r. to m) integrability of the Dm+ (x) we can use the behavior (75) of the
superpropagator at x2 → 0, xµ 6= 0, that allows to remove the integration
contours apart from the points with x2 = 0. Furthermore, we can take into
account the cancellation of UV divergencies at xµ = 0, as shown in Sect. 3
in the proof of the UV finiteness. This allows to prove that the integrability
is uniform in m in this case also. Therefore one can change the order of the
integration and the limiting procedures in the eq-n (122):
Sn = limm1,...→∞
∫
d2x1 . . . d
2xn ×
×∑
d
(Dm1+ (xk1 − xl1)× . . .×Dm2− (xk2 − xl2)× . . .) . (123)
Let us remark that the
∑
d in this equation can be interchanged with the
integration (owing to UV finiteness of any finite sum of diagrams), but it can
not be interchanged with the limits in mi, because, as was shown in Sect. 3,
only the total sum
∑
d is UV finite in this limit (not separate terms).
At finite mi one can apply the method of the paper [21] to compare the
results of LF and Lorentz-covariant calculations of these quantities. One con-
cludes (see also Appendix 2) that the coincidence takes place in the limit
ε → 0 in all cases with the exception of generalized tadpole diagrams and
diagrams including them as subdiagrams. These generalized tadpole subdia-
grams enter as factors before the rest part of the diagram, and therefore we
can apply the method of the paper [21] only to these rest parts. Then we
can replace in the expression (123) Lorentz-covariant propagators with LF
ones if these propagators do not enter in generalized tadpole subdiagrams.
In Lorentz-covariant propagators contained in generalized tadpole diagrams
it is convenient to introduce the regularization (105) (let us remind, that LF
value of generalized tadpole diagrams is always zero). Thus we can rewrite
the symbolic expression (123) in the form
Sn = limm1,...→∞ limα→0 limε→0
∫
d2x1 . . . d
2xn
∑
d
(
Dlf m1ε+ (xk1 − xl1)× . . .×
×Dm2+ (xk2 − xl2)× . . .×Dlf m3ε− (xk3 − xl3)× . . .×Dm4− (xk4 − xl4)× . . .
)
. (124)
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where the ε is LF cutoff parameter, used for the LF propagators, and the α
is the parameter of the regularization (105) of Lorentz-covariant propagators,
participating in generalized tadpole subdiagrams and contained in Dmi± in the
eq-n (124).
If we could move the limits inmi through the limits in ε, α and through the
operation of integration, we could write incomplete superpropagators instead
of cutoff incomplete ones and reproduce the Lorentz-covariant result for the Sn
by means of the canonical LF Hamiltonian with counterterms generating the
contribution equal to that of Lorentz-covariant generalized tadpole diagrams.
However to do this we need uniform convergence in mi of the integrals and of
the limits in ε, α. This convergence depends on the behavior of the functions
Dlf mε± (x) in the integrand. Repeating the reasonings given before the formula
(123), we conclude that there is a difficulty only with the Dlf mε+ (x) at x
+ = 0,
x− 6= 0, because LF propagator is nonanalytical function in x+ at x+ = 0 (see
eq-n (69)), and therefore it is not allowed to remove the integration contour
apart from this singular point. However we can take into account that the
integrand contains the products of several cutoff superpropagators. For any
3 vertices one has at least one superpropagator corresponding to vertices of
the same type. Therefore if the x+ coordinates of all these 3 vertices tend to
coincide, the behavior of the integrand at singular point becomes integrable,
because we have for the superpropagator, connecting the vertices of the same
type, the estimation
e−∆
lf
ε (x) ∼ c1x+x− + c2εx−, x+ → 0, (125)
what improves the convergence in x+ (let us remark that the ε regularizes
the singularity at x+ = 0 and that it is expected that the domain x− → ∞
does not play essential role). This allows to prove that the contribution of
considered integration domain vanishes. If the x+ coordinates of two vertices
of different type tend to coincide and are not equal to x+ coordinate of some
3d vertex, we can not prove the uniform convergence of the integrals in this
domain. In general case the integration domain can be subdivided into do-
mains of two classes. We define these classes in such a way that in the first
class the proof of the uniform convergence fails (i. e. the x+ coordinates of
some of pairs of vertices of different type coincide, but are not equal to the x+
coordinates of other vertices), and in the second class the uniform convergence
can be proved. For the second class we can come back to incomplete super-
propagators from cutoff incomplete ones in the integrand of the eq-n (124).
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For the first class we do the following: (1) we replace in reverse order the
cutoff incomplete LF superpropagators by corresponding Lorentz-covariant
ones (justifying this step as above by referring to the paper [21]); (2) then
we use the uniform convergence property proved for Lorentz-covariant super-
propagators (see the transition from the eq-n (122) to the eq-n (123)) to come
back to Lorentz-covariant incomplete superpropagators from cutoff ones; (3)
after these replacements we remark that the pair of considered vertices, con-
nected by Lorentz-covariant incomplete superpropagator, represents the sum
of Lorentz-covariant subdiagrams of the 2nd order, which can be replaced (as
shown above, before the eq-n (120)) by the sum of corresponding LF subdia-
grams plus the ”vertex” generated by the counterterm (96), because, by the
definition of the first class, the x+ coordinates of the vertices in that pair do
not coincide with the x+ coordinates of other vertex points. Of course, the
generalized tadpole diagrams, which can be attached to any of the vertices
and are collected as factors before the considered sums of subdiagrams, should
be taken into account separately.
Thus we get
Sn = lim
α→0 limε→0 Sˆn, (126)
where the Sˆn is the sum of connected LF diagrams (as defined at the beginning
of Sect. 4) generated by the Lagrangian (45) (they are, of course, not gen-
eralized tadpoles and do not contain generalized tadpole subdiagrams) with
following modifications: firstly, to each superpropagator connecting the differ-
ent type vertices of these diagrams the contribution, caused by the inclusion
of the counterterm (96) to the action (see Sect. 5), is added, and, secondly,
all generalized tadpole diagrams from Lorentz-covariant perturbation theory
are added.
We remind also that the limit α→ 0 should be taken only after summing
all contributions to Green functions when this limit becomes finite.
Let us show that the sum of connected LF diagrams of the nth order,
generated by the action (97), coincides with the quantity Sˆn at some choice of
the Bn. Consider LF perturbation theory in the parameter |B| for the action
(97). We obtain the same set of diagrams, as with the Lagrangian (45), but
(1) we have the factors iB and iB∗ instead of the factors iγ
2
eiθ and iγ
2
e−iθ in
the vertices, (2) the quantity (95) is added to every propagator (as a result
of taking into account the term quadratic in B in the action). Owing to
this addition some connected generalized tadpole diagrams, having the order,
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higher, than the 1st, and equal to zero in usual LF perturbation theory, may
become nonzero. One can show that only one generalized tadpole diagram of
the 2nd order in |B| is nonzero, and it is equal to
i|B|2w (127)
(that follows strightforwardly from the (95) and from taking into account the
vertex factors iB and iB∗). These diagrams will be attached to vertices of
both types (to those which have factors iB and iB∗), but no more than one
diagram to each vertex. To get this result one has to proceed analogously to
the proof of the fact that all usual connected LF generalized tadpole diagrams
(higher than of 1st order) are equal to zero (see, for example, [21]), and take
into account that the contributions resulting from simultaneous addition of
the quantity (95) to several propagators, outgoing from one point, always
equals to zero (see the eq-n (91)).
Thus starting from the action (97) we can get all cases, when generalized
tadpole subdiagrams arise, in the following way: one has to attach to any ver-
tex the generalized tadpole diagram of the 2nd order in |B| that equals to the
quantity (127) (this 2nd order includes the vertex factor of the mentioned ver-
tex). If we consider the sum of all contributions, corresponding to a diagram
with such attachments to some of its vertices and without this attachments,
we see that both contributions can be described formally as only one, without
the attachments, but with vertex factors iB and iB∗ replaced by the
iB + i|B|2w, and iB∗ + i|B|2w. (128)
Let us now choose the B so that
B + |B|2w = A, (129)
where the iA is the sum of connected generalized tadpole diagrams with all
external lines attached to the vertices of the 1st type, generated by the La-
grangian (45) in Lorentz-covariant approach. Then the result of the extraction
of the nth order in γ from the set of connected diagrams of lastly considered
perturbation theory with the action (97) (the B is the series (98) in γ) co-
incides with Sˆn, and, hence, in the limit ε → 0, α → 0 is equal to the sum
of Lorentz-covariant connected diagrams Sn of order n generated by the La-
grangian (45) (according to the eq-n (126)).
Thus we have shown that LF perturbation theory for connected Green func-
tions, generated by the action (97), is equivalent in the ε → 0, α → 0 limit
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to Lorentz-covariant perturbation theory, corresponding to the Lagrangian
(45). The coincidence of connected Green functions leads to the coincidence
of Green functions without vacuum loops. The value of the quantity B, neces-
sary for this coincidence, is given by the solution of the equation (129). This
equation is fulfilled trivially in the 1st order in γ (γB1 = γA1 =
γ
2e
iθ), while in
the 2nd order it coincides with the equation (119), obtained via straightfor-
ward analysis of the 2nd order diagrams. As it was shown above (see after the
formulae (119)), the quantity B2 is finite. The consideration of the eq-n (129)
in the next orders shows that the Bk with k > 2 are divergent at removed
regularization (namely, in the limit εα→ 0).
The eq-n (129) can be solved straightforwardly without using the pertur-
bation theory. We get the following result:
B = − 1
2w
+
√√√√ 1
4w2
+
A′
w
−A′′2 + iA′′, (130)
where A = A′+iA′′, whereas the quantities A′, A′′ are real. The sign before the
root is fixed by the requirement of the correspondence with the perturbation
theory in γ. Let us remark that at large γ (i. e. at large fermion mass M)
the argument of the root in the eq-n (130) may become negative, so that the
eq-n (129) can not be solved. That’s why our perturbative approach may be
applicable only for sufficiently small M .
We know that the quantity iA (which is the sum of connected Lorentz-
covariant generalized tadpole diagrams, generated by the Lagrangian (45),
with the external lines attached to the vertex of the 1st type) diverges in the
εα→ 0 limit only in the 2nd order in γ (see Sect. 3). According to eq-n (119)
we have
A =
γ2
4
w + const (131)
(let us remind that w → ∞ at εα → 0). Here the const represent a series in
γ with finite (in ε→ 0, α→ 0 limit) terms starting from γA1. Using the eq-n
(131), one can take the limit εα→ 0 (and, therefore, the w →∞ limit) in the
eq-n (130), whereas this can be done only beyond the perturbation theory.
We get:
B =
√√√√γ2
4
− A′′2 + iA′′ = γ
2
eiθˆ, sin θˆ =
2A′′
γ
. (132)
As it is seen from the eq-n (131), the quantity A′′ is finite at εα→ 0. Remark
that the formula (132) can not be used in the action (97), because the limit
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α → 0 can not be taken due to the divergency of the term quadratic in
the B. Therefore one should preserve the regularization in this action and
use there, instead of the eq-n (132), the expression (130), where the B is
the function of the initial parameters of the theory, γ and θ, and also of
the regularization factor εα. The quantity B depends (through the quantity
w) also on the function v(z), which is not fixed completely, so that some
arbitrariness remains. The LF Hamiltonian, corresponding to the action (97),
has the form:
H =
∫
dx−
(
1
8pi
m2 : ϕ2 : −B : eiϕ : −B∗ : e−iϕ :
)
− 2pie−2C |B|
2
m2
×
×
∫
dx−dy−
(
: eiϕ(x
−)e−iϕ(y
−) : −1
)
θ(|x− − y−| − α)v(ε(x
− − y−))
|x− − y−| , (133)
where the LF cutoffs |p−| ≥ ε > 0 are implied, and α > 0. If the function
v(x) fulfills the introduced requirements and if the coefficient B, dependent
on v(x), is defined by the eq-n (130), then the LF Hamiltonian (133) generates
perturbation theory which is equivalent in the limit ε→ 0, α→ 0 to Lorentz-
covariant perturbation theory corresponding to the Lagrangian (45).
7. The transformation of boson variables in the corrected
LF Hamiltonian to canonical LF fermion variables
In this section we introduce LF fermionic fields, giving their construction
in terms of boson field variables, i. e. we make the transformation inverse to
the bosonization. In analogy with the procedure of Sect. 2 we consider the
theory on finite interval −L ≤ x− ≤ L assuming periodic boundary conditions
for the boson field ϕ(x) =
√
4piΦ(x). We replace the cutoff |p−| ≥ ε > 0 by
simple exclusion of zero mode in the Fourier series
ϕ(x−) =
∑
n 6=0
ϕne
i pi
L
nx−. (134)
The Hamiltonian (133) takes the form
H =
L∫
−L
dx−
(
1
8pi
m2 : ϕ2 : −B : eiϕ : −B∗ : e−iϕ :
)
− 2pie−2C |B|
2
m2
×
×
L∫
−L
dx−
L∫
−L
dy−
(
: eiϕ(x
−)e−iϕ(y
−) : −1
)
θ˜(x− − y−, α) v(
x−−y−
L )
|x− − y−|. (135)
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Here the θ˜(z, α) is periodic analog of the function θ(|z|−α), i. e. θ˜(z, α) = 0,
if 2Ln− α < z < 2Ln+ α for some integer n, and otherwise θ˜(z, α) = 1. The
function v(z) also must be limited by the condition of the periodicity of the
integrand (what means the translation invariance of the Hamiltonian in x−)
in the following way
v(z) = |z|v˜(z), (136)
where the function v˜(z) is periodic with the period equal to 2. Below we use
the formulae similar to (35) to construct the LF version of fermion field in
terms of boson field variables. With this aim we rewrite the normal ordered
expression of the eq-n (135) in the form:
: eiϕ(x
−)e−iϕ(y
−) :=: eiϕ(x
−) :: e−iϕ(y
−) : e−β(x
−−y−), (137)
where
β(x− − y−) =
∞∑
n=1
1
n
e−i
pi
L
n(x−−y−). (138)
The construction, similar to the formulae (35), should represent only one
fermionic field component on the LF (which remains independent after solv-
ing LF canonical constraints). Choosing the antiperiodic boundary conditions
for this fermionic field we write the following expression satisfying canonical
anticommutation relations on the LF as a consequence of ones for boson vari-
ables:
ψˆ+(x) =
1√
2L
e−iωˆe−i
pi
L
x−Qˆei
pi
2L
x− : e−iϕ(x) : . (139)
Here the ψˆ+, Qˆ, ωˆ denote the LF analog of the quantities ψ+, Q+, ω+, ap-
pearing in the bosonization procedure in Lorentz coordinates (described in
Sect. 2), with the analogous commutation relations, but on the LF. We also
fix the irrelevant now variable A− to be equal to zero.
The described construction can be used to express the boson Hamiltonian
in terms of fermion field on the LF. This expression takes a form similar
to the naive canonical LF QED2 Hamiltonian (when antiperiodic boundary
conditions for fermion field and the condition A− = 0 are chosen), if one
defines the v˜(z) as follows:
v˜(z) = exp(
∞∑
m=1
1
m
e−ipimz)
∞∑
n=−∞
1
n+ 12
eipinz. (140)
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This function satisfies all necessary conditions. The condition, required at
z = 0, can be checked using the following asymptotic forms:
exp(
∞∑
m=1
1
m
e−ipimz) =
1
1− e−ipiz =
1
ipiz
+ u1(z), (141)
∞∑
n=−∞
1
n+ 12
eipinz = 2e−i
pi
2
z
(
ln
(
1− e−ipi2 z)− ln (1− eipi2 z))+
+ ln
(
1− eipiz)− e−ipiz ln (1− e−ipiz) = ipisign(z) + u2(z), (142)
where u1(z), u2(z) are continuous functions at z = 0 and u2(0) = 0. Hence the
function v(z) = |z|v˜(z) is continuous and equal to unity at z = 0. As remarked
at the end of the preceding section this is sufficient for having perturbation
theory equivalent to the Lorentz-covariant one in the limit ε→ 0, α→ 0.
The Hamiltonian (135) can be rewritten as follows:
H =
L∫
−L
dx−
(
1
8pi
m2 : ϕ2 : −B : eiϕ : −B∗ : e−iϕ :
)
− 2pie−2C |B|
2
m2L
×
×
L∫
−L
dx−
L∫
−L
dy− : eiϕ(x
−) : : e−iϕ(y
−) :
∞∑
n=−∞
θ˜(x− − y−, α)
n+ 12
ei
pi
L
n(x−−y−). (143)
Returning to fermion variables according to the formulae (139) one gets:
H =
L∫
−L
dx−
(e2
2
(
∂−1− [ψˆ
+
+ψˆ+]
)2 −√2L
(
B∗e−i
pi
2L
x−ei
pi
L
x−Qˆeiωˆψˆ+ + h.c.
))
−
−4pie−2C |B|
2
m2
L∫
−L
dx−
L∫
−L
dy−

 ∞∑
n=−∞
1
n+ 12
ei
pi
L
n(x−−y−)

 θ˜(x− − y−, α)×
×ψˆ++(x−)e−iωˆe−i
pi
L
x−Qˆei
pi
2L
x−e−i
pi
2L
y−ei
pi
L
y−Qˆeiωˆψˆ+(y
−), (144)
where the [f(x)] denotes the quantity f(x) without its zero mode in x− like
in the eq-n (7). Using commutation relations between ψˆ+, Qˆ, ωˆ, which are
analogous to ones for ψ+, Q+, ω+ in Sect. 2, and restricting the Hamiltonian
to physical subspace with Qˆ = 0, we get
H =
L∫
−L
dx−
(e2
2
(
∂−1− [ψˆ
+
+ψˆ+]
)2 −√2L
(
B∗e−i
pi
2L
x−eiωˆψˆ+ + h.c.
))
−
−4pie−2C |B|
2
m2
L∫
−L
dx−
L∫
−L
dy−

 ∞∑
n=−∞
1
n+ 12
ei
pi
L
(n+ 1
2
)(x−−y−)

 θ˜(x− − y−, α)×
×ψˆ++(x−)ψˆ+(y−), (145)
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It is easy to show that the multiplication of the quantity (142) in the formulae
(145) by the function θ˜(x− − y−, α) can (at small α) modify noticeably the
Fourier modes of this quantity only at n ∼ Lα . However, since the calculations
with LF Hamiltonian are always made at some finite value of the p−, this
modification can not change the results. This means that one can take the
limit α → 0 in the Hamiltonian (145) (let us remark that after this one can
not develop the perturbation theory in γ (i. e. in fermion mass), because this
means actually the returning to bosons where one has divergency at α = 0).
We conclude that one can use, in particular, the finite expression (132) for
the quantity B instead of the expression (130). Then one can rewrite the
Hamiltonian (145) as follows (using eq-n (47)):
H =
L∫
−L
dx−
(e2
2
(
∂−1− [ψˆ
+
+ψˆ+]
)2 −
−eMe
C
√
2L
4pi3/2
(
e−iθˆ−i
pi
2L
x−eiωˆψˆ+ + h.c.
)
− iM
2
2
ψˆ++∂
−1
− ψˆ+
)
. (146)
The quantity θˆ, determined by the eq-n (132), can be interpreted as some
condensate angle. Indeed, one can show (as in the paper [33]) that
A =
1
2
(
γ
∂
∂γ
+
1
i
∂
∂θ
)
G˜0, (147)
where the G˜0 is the connected vacuum Green function density:
G˜0 =
1
V
ln〈0|T exp
(
i
∫
d2xLI
)
|0〉. (148)
Here the V is the volume of the space-time, and the LI is given by the formula
(47). Therefore one can write in Heisenberg representation:
A =
γ
2
〈Ω| : ei(ϕ+θ) : |Ω〉, (149)
sin θˆ = 〈Ω| : sin(ϕ+ θ) : |Ω〉 = −2pi
3/2
e eC
〈Ω| : Ψ¯γ5Ψ : |Ω〉, (150)
where the |Ω〉 is the physical vacuum, and the normal ordering is taken with
respect to the bare vacuum of Lorentz-covariant perturbation theory. The
quantity θˆ is a finite function of the parametersM/e and θ of initial theory (see
the text after the formulae (132)). According to the first form of the formulae
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(150) the quantity θˆ coincides with the θ in lowest order in γ (i. e. atM = 0).
If the fermion mass M (actually M/e) increases, the right hand side of the
eq-n (150) may become greater than unity. Then this eq-n cannot be resolved
with respect to θˆ, and our method of the construction of LF Hamiltonian,
using the perturbation theory in M , becomes not working. This was already
remarked after the eq-n (130). Only numerical nonperturbative calculations
can tell us something more concrete about the appearance of such difficulty.
Let us remark that the last term in the formulae (146) coincides with the
term, which usually appears in direct quantization on the LF (after solving
canonical constraints for fermion fields).
If one writes the expression for ψˆ(x)+ in terms of canonical fermion creation
and annihilation operators at x+ = 0:
ψˆ+(x) =
1√
2L

∑
n≥1
bne
−i pi
L
(n− 1
2
)x− +
∑
n≥0
d+n e
i pi
L
(n+ 1
2
)x−

 , (151)
so that
{bn, b+n′} = {dn, d+n′} = δnn′, bn|0〉 = dn|0〉 = 0, (152)
and the momentum P− and the charge Qˆ take the form
P− =
∑
n≥1
b+n bn
pi
L
(n− 1
2
) +
∑
n≥0
d+n dn
pi
L
(n+
1
2
), (153)
Qˆ =
∑
n≥1
b+n bn −
∑
n≥0
d+n dn, (154)
one can express the 2nd term in the eq-n (146) using only fermionic ”zero”
modes (after the integration over x−):
P+ = H =
L∫
−L
dx−
(e2
2
(
∂−1− [ψˆ
+
+ψˆ+]
)2 −
−M
2
(
R eiωˆd+0 + h.c.
)− iM 2
2
ψˆ++∂
−1
− ψˆ+
)
, (155)
where
R =
e eC
2pi3/2
e−iθˆ. (156)
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The complex parameter R can be related with fermion condensates as follows:
|R| =
∣∣∣〈Ω| : Ψ¯ (1 + iγ5)Ψ : |Ω〉∣∣∣|M=0,
ImR = 〈Ω| : Ψ¯γ5Ψ : |Ω〉. (157)
In contrast to our previous paper [33] only finite condensates enter our LF
Hamiltonian explicitly. This also agrees with general idea of the paper [42]
that only finite nonperturbative (with respect to usual coupling) parts of the
condensates should play role of physically meaningful parameters. One can use
the M and the θˆ as independent parameters in nonperturbative calculations
with our LF Hamiltonian and fit these parameters to reproduce known results.
Let us remark that the phase operator eiωˆ, present in the LF Hamiltonian
(155), is defined on the LF analogously to formulas (32-34), with the LF
analog of ”filled” states (17). This means that we have
[ωˆ, Qˆ] = i, eiωˆQˆe−iωˆ = Qˆ− 1, (158)
and therefore, using the formulae (139), we can write
eiωˆψˆ+(x)e
−iωˆ = ei
pi
L
x−ψˆ+(x), (159)
so that
eiωˆbne
−iωˆ = bn+1, eiωˆd+n e
−iωˆ = d+n−1, n ≥ 1,
eiωˆd+0 e
−iωˆ = b1. (160)
Besides we have
eiωˆ|0〉 = b+1 |0〉, e−iωˆ|0〉 = d+0 |0〉, (161)
because the vacuum |0〉 has the following ”Dirac see” form on the LF:
|0〉 =

 ∞∏
n=0
dn

 |0D〉. (162)
These equalities help to calculate matrix elements of the Hamiltonian (155)
on physical subspace, defined by the condition
Qˆ|phys〉 = 0. (163)
As simplest example one can consider qq¯ approximation for boson bound
state wave functions and compare the results of the calculation of the spectrum
with known ones.
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It is more interesting, however, to find a way of generalization of our 2-di-
mensional analysis to 4-dimensional QCD. Such possibility can be connected
with the assumption that at small M nonperturbative contributions related
with condensates enter LF Hamiltonian by means of only zero modes of quark
and gluon fields with the coefficients depending on condensate parameters in
analogy with considered here LF QED2. This assumption was already used
in our earlier paper [15]. Similar idea was discussed also in [35, 36].
8. Conclusion
In conclusion let us formulate the results. We considered the problem of
finding LF Hamiltonian which gives the theory equivalent to conventional
one (in Lorentz-covariant formulation). For the models with gauge symme-
try this problem usually is very difficult one. In the present paper we solved
it successfully for QED in (1+1)-dimensions. The following methods were
used: (1) we transformed the QED2 to its bosonized version, which is known
theory of selfinteracting scalar field (with fermion mass M playing the role
of coupling constant), (2) in this bosonized theory we applied the method
proposed earlier to find the difference between LF and Lorentz-covariant per-
turbation theories (in small parameter M), what gives us the counterterm in
LF Hamiltonian that can compensate this difference, (3) then we made ”in-
verse” transformation from boson variables to initial fermionic ones directly
on the LF (in fact we have made the transformation to only that component
of fermion field which remains independent after solving canonical LF con-
straints for fermion fields). In the obtained LF Hamiltonian (145) we used the
formulation with discretized LF momentum (more convenient for nonpertur-
bative calculations), choosing antiperiodic boundary conditions for fermion
fields (while starting with periodic ones for the boson field) on the LF interval
|x−| ≤ L. The UV-type regularization is present in this Hamiltonian, and the
coefficients before the counterterms are perturbative series in fermion mass
with terms diverging in the limit of removing the regularization. However,
after the summation of these series, the mentioned coefficients turn out to be
finite in the limit of removing the regularization. This allowed us to formulate
the LF Hamiltonian in the final form (155), where the limiting values for these
coefficients were used. In this form the Hamiltonian can not be longer used
for the construction of perturbation theory in M . But it can be applied for
nonperturbative calculations.
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This final LF Hamiltonian has, beside of usual terms, obtained via naive
canonical LF quantization of QED2 in LF gauge, a counterterm, proportional
to linear combination of fermionic zero modes (ψ++)0 and (ψ+)0 (multiplied
by some operator phase factors neutralizing their charge and fermionic num-
ber), with coefficients before them (−MR/2 and −MR∗/2, correspondingly)
proportional to fermion mass M and depending on fermion condensates:
|R| =
∣∣∣〈Ω| : Ψ¯ (1 + iγ5)Ψ : |Ω〉∣∣∣|M=0 = e e
C
2pi3/2
,
ImR = 〈Ω| : Ψ¯γ5Ψ : |Ω〉 = −|R| sin θˆ. (164)
Such final LF Hamiltonian generates a theory equivalent to Lorentz-cova-
riant QED2 (in the L→∞ limit), if the fermion mass M is small enough to
guarantee the consistency of the eq-ns (164).
One can use the M and the θˆ as input parameters in nonperturbative
(numerical) calculations with the obtained LF Hamiltonian and fit the θˆ to
known spectra.
The form of the obtained counterterm is rather simple and allows to hope
that for 4-dimensional QCD LF Hamiltonian the effects, related with con-
densates, can be taken into account with only zero modes of fields like in the
QED2 (at least at small M and semi-phenomenologically).
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Appendix 1
Perturbative form of Green functions in terms of the superpropagators.
The N -point Green function GN(y1, . . . , yN) has the following form in the
interaction picture:
GN(y1, . . . , yN) = 〈0|T
(
ϕ(y1) . . . ϕ(yN)e
i
∫
d2xLI
)
|0〉, (A1.1)
where T is ”time” ordering symbol and
LI =
γ
2
eiθ : eiϕ : +
γ
2
e−iθ : e−iϕ : . (A1.2)
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We expand the exponent in perturbation theory series:
GN(y1, . . . , yN) =
∞∑
l,m=0
(
iγ
2
)l+m ei(l−m)θ
l!m!
∫ l+m∏
i=1
d2xi

×
×〈0|T

 N∏
n=1
ϕ(yn)



 l∏
i=1
: eiϕ(xi) :



 m∏
j=1
: e−iϕ(xl+j) :

 |0〉. (A1.3)
At any fixed order of times in the time-ordered product we can calculate
corresponding vacuum matrix element by transposing the exponents with only
creation operators to the left and those with annihilation operators to the
right. The result can be expressed in terms of propagators ∆(x) as follows
[32]:
GN(y1, . . . , yN) =
∞∑
l,m=0
(
iγ
2
)l+m ei(l−m)θ
l!m!
∫ l+m∏
i=1
d2xi

×
×

 l∏
i,j=1;i<j
e−∆(xi−xj)



 m∏
i,j=1;i<j
e−∆(xl+i−xl+j)



 l∏
i=1
m∏
j=1
e∆(xi−xl+j)

×
×〈0|T
N∏
n=1

ϕ(yn) + i
l+m∑
j=1
∆(yn − xj)sign(l − j + 1
2
)

 |0〉. (A1.4)
This formulae shows that perturbation theory series is expressed actually
in terms of superpropagators e±∆(x), which connect ”internal” points having
coordinates xi, and Lorentz-covariant propagators, which connect these points
with the ”external” points, denoted by the yi.
Appendix 2
Let us describe briefly the method of the paper [21] allowing to compare
LF and Lorentz-covariant Feynman integrals in the theory with polynomial
interaction. Consider, for example, an arbitrary 1-loop Feynman diagram
with external entering momenta piµ, i = 1, 2, . . .. The loop momentum k− is
bounded by cutoff conditions |k− − ∑ pi−| ≥ ε, steming from the restriction
on the propagator momenta. On the other side, analogous covariant diagram
contains the integration over all k. Therefore the difference between these
diagrams can be found as the sum of integrals over the bands |k−−∑ pi−| < ε.
Let us estimate one of these ”ε”-band integrals. We shift the variable k−
in this integral so that |k−| < ε. Then we change the scale:
k− −→ εk−, k+ −→ 1
ε
k+. (A2.1)
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that makes the integration interval independent of ε, while keeps unchanged
Lorentz-invariant products like k+k− or dk+dk−. Propagators, corresponding
to internal lines whose momenta are outside of the ε-band (owing to external
momentum p− going through the line) change as follows:
i
pi
1
2(k+ + p+)(k− + p−)−m2 + i0 −→
−→ i
pi
1
2(1εk+ + p+)(εk− + p−)−m2 + i0
≈
ε→0
i
pi
ε
2k+p−
. (A2.2)
In the paper [21] we used denotations for the lines with momenta outside and
inside of the ε-band. The first one was called Π-line and the last one ε-line.
It follows from the eq-n(A2.2) that every Π-line gives a factor of order O(ε)
while every ε-line gives a factor of order O(1). Therefore the integral over
the band is zero in ε → 0 limit if at least one of Π-lines is present in the
corresponding diagram.
Similar analysis can be made for an arbitrary many-loop Feynman diagram.
The difference between LF and covariant calculation of this diagram can be
estimated again by considering all possible configurations of Π- and ε- lines
in the diagram [21]. It was shown in the paper [21] (for a wide class of field
theories) that each of these configurations can be estimated as having the
order O(εσ)(1 +O(log ε)) with respect to ε, where
σ = min(τ, ω− − ω+ − µ+ η). (A2.3)
Here the minimum is to be taken w.r.t. all subdiagrams of the diagram at
some configuration of Π- and ε- lines in it; ω± are indices of UV-divergency in
k± of a given subdiagram; µ is the index of total UV-divergency in k− of all
Π-lines in the subdiagram; τ is the total power of the ε that arises, after the
change k− → εk− of loop variables k−, from numerators of all propagators of
the diagram and from all volume elements in the integrals over k−; η is the
part of the τ related with only those numerators and volume elements (used
in the definition of τ) that are not present in the considered subdiagram.
Let us apply this general result to our scalar field theory. All propagators
have simple structure. Only possible contribution to the τ comes from the
volume elements dk−. Because we are interested only in the difference of
LF and covariant diagrams, any configuration should contain at least one
integration over k− in the ε-band. Therefore, τ > 0 (and η ≥ 0). Due
to Lorentz-invariant form of diagrams in k+, k− we have ω+ − ω− = 0. It
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follows from the expression (A2.2) for a Π-line propagator that the µ can be
counted as the number of Π-lines in the subdiagram taken with the minus
sign. Therefore, one has −µ + η > 0 (and, hence, σ > 0) if at least one of
Π-lines is present. Thus, only configurations without Π-lines, i. e. at µ = η =
σ = 0, can contribute to the difference between LF and covariant diagrams.
The absence of the Π-lines means that all external lines of the diagram are
attached to only one vertex. We call such diagrams generalized tadpole. The
logarithmic corrections, that are mentioned before the eq-n (A2.3) and can
arise in general, are present, in fact, only if they depend on external momenta.
This is related with the fact that owing to the Lorentz invariance the argument
of the logarithm can contain the ε only if it contains also a p−-component of
external momenta. However the generalized tadpole diagrams do not depend
on external momenta, therefore logarithmic corrections are absent.
We see that the difference between the Lorentz-covariant and LF Feynman
integrals in considered theory with polynomial interaction is caused only by
generalized tadpoles.
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