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The energy-based methods as the Dispersion Relation 
(DR) and Response Theory of Optical Forces (RTOF) have 
been largely applied to obtain the optical forces in the 
nano-optomechanical devices, in contrast to the Maxwell 
Stress Tensor (MST). In this work, we apply first principles 
to show explicitly why these methods must agree with the 
MST formalism in linear lossless systems. We apply the 
RTOF multi-port, to show that the optical force expression 
on these devices can be extended to analyze multiple light 
sources, broadband sources, and multimode devices, with 
multiple degrees of freedom. We also show that the DR 
method, when expressed as a function of the derivative of 
the effective index performed at a fixed wave vector, may 
be misinterpreted and lead to overestimated results. 
OCIS codes: (130.0130) Integrated optics; (350.4238) Nanophotonics and 
photonic crystals; (130.2790); (230.7370) Waveguides; Guided waves; 
(200.4880) Optomechanics; (260.0260) Physical optics.  
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Optical (transverse gradient) forces between two adjacent 
dielectric structures, due to the overlap of the evanescent field of the 
guided modes, were proposed by Povinelli et al. [1]. The optical 
forces can be rigorously calculated using the Maxwell Stress Tensor 
(MST) formalism [2] or, alternatively, in linear lossless dielectric 
materials, it may be obtained directly from the device’s dispersion 
relation as a function of one of the structure’s degrees of freedom 
(gap) [1,3,4]. Due to its computational simplicity and physical 
insights, the latter method has been more used than the former 
[3,4]. Furthermore, the Dispersion Relation (DR) method can be 
further simplified to express the optical force as a function of the 
mode effective (refractive) index derivative, with respect to the gap, 
leading to two expressions: one where the derivative must be 
performed at a fixed wave vector [5], and another where it must be 
performed at a fixed angular frequency [6-8]. The latter expression 
version can also be obtained in an alternative formal manner, by 
using the recently developed Response Theory of Optical Force 
(RTOF) method, proposed by Rakich et al. [9,10]. Besides that, all 
these expressions must agree with the MST formalism [1,9].     
In this letter, we apply first principles to explicitly show why 
these energy-based methods must agree with the MST formalism. 
We analyze a typical nano-optomechanical device to show that the 
DR method, expressed in terms of the effective index with 
derivative performed at a fixed wave vector, may overestimate the 
optical force if the correct transformations are not used, thus 
disagreeing with the MST. We also use the RTOF theory to extend 
the correct expression to more general cases.  
For a nano-optomechanical system composed of pure dielectric 
materials, the conservation of linear momentum states that [2,11]: 
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where 𝐩EM is the electromagnetic momentum density, 𝐩ME is the 
mechanical momentum (or the force) density, and ?⃡?  is the Maxwell 
Stress Tensor (MST), which represents the momentum flux, given 
by [2,11]: 
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where 𝐄(𝐫, 𝑡) and 𝐇(𝐫, 𝑡) are the electric and magnetic field, 
respectively, 𝜀0 and 𝜇0 are the vacuum electric permittivity and 
magnetic permeability, respectively, and the symbol * denotes their 
complex conjugate, and ?⃡? is the identity tensor. The total 
electromagnetic force on the structure is given by integrating Eq. (1) 
over the whole volume 𝑉: 
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Therefore, the total electromagnetic force has two components: 
one related to the mechanical momentum and another to the 
electromagnetic momentum. However, for time-harmonic fields at 
a sinusoidal steady state, the time-averaged of electromagnetic 
momentum is zero, 〈d𝐩EM d𝑡⁄ 〉 = 0, where 〈·〉 denotes cycle 
averaging, thus 〈·〉 = 1 2⁄ 𝑅𝑒{·}. In other words, the mechanical 
frequency response of system is much slower than the 
electromagnetic fields oscillations at optical frequencies; thus, 
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Therefore, this method allows the rigorous calculation of the time-
averaged total electromagnetic force acting on an object, by 
integrating the time-averaged MST, which is a function of the 
electromagnetic field spatial distributions, over a volume 𝑉 or, 
equivalently, over a surface 𝑆 enclosing the structure, by using the 
divergence theorem. This surface can be any arbitrary closed 
surface that includes the object volume embedded in vacuum [2]. 
Hence, since it depends on the integral of all six electromagnetic-
field spatial distributions, for a given geometric parameter (gap) 
over an arbitrary inclosing surface, the MST method does not offer 
much physical insights about the optical force, besides that it may 
require a lot of computational effort [3,4,8]. Furthermore, the 
frequency dependence of the force is calculated by the Fourier 
transformation of the electromagnetic fields of the MST, which must 
be integrated over the frequency and over the surface.   
On the other hand, from the first law of Thermodynamics, an 
adiabatic (lossless) system (null heat transfer, 𝑄 = 0), the changes 
in internal energy of the system, 𝑈 (potential, in this case), are 
opposite to the work done by the system, 𝑊, thus 𝑑𝑈 = −𝑊 [12]. 
So, the time-average electromagnetic force on structure is given by    
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Consequently, the time-averaged of the electromagnetic force on 
the lossless structure can be attributed either to the temporal 
variation of the time-averaged mechanical momentum or to the 
spatial variation of time-averaged electromagnetic energy.  
Povinelli et al. have shown [1] that the (time-averaged) optical 
force 𝐹opt acting between two parts of a coupled dielectric system, 
separated by a generalized distance coordinate 𝑞, is given by: 
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where 𝑈opt is the optical (time-averaged) energy coupled into an 
eigenmode of the system, 𝑁 is the (average) eigenmode photon 
quantity, ℏ is the Planck constant divide by 2𝜋, 𝜔 is the eigenmode 
angular frequency, and 𝐤 is the eigenmode generalized wave 
vector; in this formalism, a negative optical force value corresponds 
to an attractive one. The ratio gOM = d𝜔 d𝑞⁄  is the optomechanical 
coupling coefficient, used as figure of merit of the system. This is a 
closed-system analysis, which assumes that an adiabatic change in 
a distance d𝑞 will shift the eigeinmode frequency by d𝜔. Notice that 
the derivative is taken at a fixed wave vector, to ensure the 
translational invariance of the optical mode and, therefore, that the 
photon number in this mode remains constant. This wave vector is 
general and can be cast as the Bloch wave vector in periodic systems 
(e.g. in photonic crystals). On the other hand, in simple coupled 
dielectric waveguides, the wave vector modulus of a guided mode 
is given by |𝐤| = 𝛽 = 2𝜋 𝜆0⁄  𝑛eff, where 𝛽 is the longitudinal 
propagation constant of the mode, 𝜆0 is the light source wavelength 
in vacuum, and 𝑛eff is the effective (refractive) index. The 
propagation constant ensues the invariance of the transverse field 
pattern of the guided mode in the longitudinal direction [13]. 
The optical power 𝑃 transmitted through the waveguide system 
of length 𝐿 is expressed as  
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where 𝑣g is the group velocity, 𝑛g is the group index, and 𝑐 is the 
speed of light in vacuum. Notice that Eq. (7) is obtained assuming 
linear lossless materials, but it takes into account the chromatic 
dispersion, which includes the material and the waveguide (guided) 
dispersions [13].  
Substituting Eq. (7) in (6),  
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The optical force from the DR method represented in Eq. (8) is 
obtained by computing the eigenfrequency and group velocity of 
the guided mode at a fixed wave vector, for different separations 
values, and performing the derivative numerically. One important 
observation here it is that only some frequency-domain solvers are 
capable of keeping fix the wave vector, while calculating the 
eigenmode frequency, for a fixed source frequency. This equation 
agrees with the MST formalism, as shown in [1].    
However, in most of the commercial photonic simulation 
softwares, based on eigenmode solvers, the eigenvalues of the 
modes are given in terms of the propagation constant 𝛽 or, 
equivalently, the effective index 𝑛eff, rather than its respective 
eigenfrequency 𝜔; therefore, it is convenient to represent the 
optical force as a function of 𝑛eff, by applying the following relation 
𝜔 = 𝑐𝛽 𝑛eff⁄ . Eq. (8) then becomes [5]: 
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The optical force is attractive for d𝑛eff dq⁄ < 0 and repulsive for 
d𝑛eff dq⁄ > 0. The derivative in Eq. (9) is still taken at a fixed wave 
vector, as in Eq. (8). 
Furthermore, by considering a monochromatic light with 
frequency 𝜔0 or wavelength 𝜆0, since 𝜔0 = 2𝜋𝑐 𝜆0⁄ , it is possible 
to simplify Eq. (9) even more. By assuming an arbitrary function 𝑓 
with three interdependent variables that obeys the following 
relation 𝑓(𝜔, 𝛽, 𝑞) = 0, where each variable is an implicit function 
of the other two variables at 𝜔0; the triple product (Euler’s chain) 
rule states that  
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and, by using the 𝑣g definition, shown in Eq. (7), we obtain: 
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or, alternatively,  
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Substituting Eq. (11) in Eq. (8), or Eq. (12) in Eq. (9), results in [6,7]: 
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Therefore, we obtain the optical force as a function of the effective 
index, with the derivative performed at a fixed light frequency, or 
wavelength. A graphical derivation of Eq. (13) from Eq. (9) is 
described in [7]. As a matter of fact, Eq. (12) is identical to equation 
6 in [7], in the limit of infinitesimal variations of the gap. In 
summary, in Eq. (8) and (9), the derivatives must be performed at a 
fixed wave vector, and in Eq. (13) at a fixed frequency [7,8]. 
Recently, we applied the Minkowski Stress Tensor on coupled 
planar dielectric waveguides, where it is possible to obtain 
analytical expressions, in order to show that Eq. (13) may also be 
applied to different (non-vacuum) dielectric background media 
[14,15].    
Rakich et al. used a different approach based on an open-system 
analysis to compute the optical forces - RTOF (Response Theory of 
Optical Forces) [9,10]. The RTOF method calculates the optical 
forces (and potentials) directly from the optical phase and 
amplitude responses of the optomechanical system. The RTOF 
method states that, for linear lossless device’s materials, the optical 
force can be obtained by [9] 
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where Φ is photon flux through the waveguides, for a given optical 
power, and 𝜙 is the coordinate-dependent phase response of the 
system, which is dictated by the effective optical path length. For the 
coupled dielectric waveguides examined here, with a 
monochromatic light, they are given, respectively, by: 
                       00 eff 0
0
, , , .
P
P q n q L
c

  

  
      
(15)  
By replacing the relations described in Eq. (15) into Eq. (14), we 
recover exactly the Eq. (13), as it has already been pointed out by 
[9], whose authors have also presented another derivation for Eq. 
(13), directly from Eq. (8), by using an analogy between the open 
and the closed system [9].  
An important result obtained by RTOF method is that the optical 
forces are additive for distinct source frequencies and, therefore, 
multiple excitation frequencies in our system will lead a total optical 
force of the form: 
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where 𝜔𝑖  and 𝑃𝑖  is the angular frequency and optical power from 
the 𝑛 − 𝑡ℎ light source. Eq. (16) can be transformed into a 
continuous integral to take into account any non-monochromatic, 
broadband or multiple optical source [9]. Furthermore, for a 
multimode waveguide under a monochromatic light excitation, the 
respective total optical force can be obtained using the RTOF multi-
port analysis [10], yielding: 
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where 𝑛eff,𝑗 and 𝑃𝑗  are the effective index and the optical power of 
the 𝑗 − 𝑡ℎ mode, respectively. The result of Eq. (17) can also be 
applied to the analysis of mode polarizations (quasi-TE and quasi-
TM), when excited by unpolarized light [16]. Besides that, it can also 
be applied to the case of multiple degrees of freedom 𝑞𝑛, where 
𝑞𝑛 = {𝑞1, 𝑞2, 𝑞3, … , 𝑛}[10,16]. From Eqs. (16) and (17), one can 
see that, even in the more complex cases, these equations still 
resemble Eq. (13). The RTOF method also agrees with MST 
formalism [9,10].  
Due to their computational simplicity, the two expressions based 
on derivative of the effective index have been largely applied to 
calculate the optical force in nano-optomechanical devices; for 
instance, Eq. (9) was used in [5, 17-32], and Eq. (13) in [6-9, 16, 33-
46]. However, we notice that by applying Eq. (9) without the correct 
transformations, gives rise to an error on the magnitude of the 
optical force.  
 
Fig. 1.  Effective index and group index as a function of the gap distance 
between the Si nanowaveguide and SiO2 substrate. The inset shows the 
transversal cross-section of the nano-optomechanical device.  
 
Fig. 2.  Comparison between the normalized optical forces obtained 
through the MST method, the DR and RTOF method using the Eq. (13), 
and DR method using Eq. (9) on a commonly misinterpreted approach. 
For example, we consider a typical nano-optomechanical device 
formed by a silicon (Si) waveguide (width 𝑤 = 500 nm and height 
ℎ = 110 nm) suspended over a silicon dioxide (SiO2) substrate and 
surrounded by air, as illustrated on the inset in Fig. 1. We adopted 
the Si refractive index 𝑛Si = 3.5, the SiO2 refractive index 𝑛SiO2 =
1.5, and the air refractive index 𝑛Air = 1.0, at the wavelength 𝜆0 =
1.55 µm, these particular values are chosen for consistency with [5, 
26, 39, 47]. The dispersion diagram of the structure 𝑛eff and 𝑛g, as a 
function of the gap distance 𝑞, shown in Fig. 1, was obtained for the 
fundamental (symmetric) quasi-TE eigenmode using a full-
vectorial finite-difference mode solver. Then, the normalized optical 
force was calculated using the MST, DR or RTOF using Eq. (13), and 
the DR method was calculated using a commonly misinterpreted 
calculation of Eq. (9), as shown in Fig. 2. 
Figure 2 shows that, when the gap is null, the optical force reaches 
a maximum absolute value of 6 pN µm mW⁄⁄ , instead of 13 
pN µm mW⁄⁄  that is obtained by misinterpretation of Eq. (9). 
Therefore, Eq. (9), when applied without the correct 
transformation, overestimates the optical force by a factor of 
𝑛g 𝑛eff⁄ , since 𝑛g > 𝑛eff in dielectric waveguides at non-anomalous 
frequency regions, as shown in Fig. 1; therefore, it disagrees with 
MST and with Eq. (13), obtained either by the DR or RTOF method. 
It is worth to stress that Eq. (9) is not incorrect, since it is just an 
intermediate step between Eq. (8) and Eq. (13), and should lead to 
the same correct results. The misinterpretation error is caused by 
employing the usual fixed wavelength approach, instead of 
ensuring a fixed wave vector, during the derivative of the effective 
index; such an error has been commonly observed in the technical 
literature [5, 26, 47]. In order to avoid it, one must apply a 
transformation, which turns out to be equivalent to multiply the Eq. 
(9) by a correction factor of 𝑛eff 𝑛g⁄ , as show in Eq. (12), recovering 
exactly Eq. (13). We believe that this difference (factor 𝑛g 𝑛eff⁄ ) may 
be, in the near future, experimentally observed, especially for 
shorter separation [47].  
In conclusion, we have applied first principles to show that the 
energy-based methods, such as DR and RTOF, must agree with the 
MST formalism in linear lossless systems. By using the RTOF 
method, we have also shown that the derivative of the effective 
index expression could be easily extended to more complex cases. 
Finally, we have used a literature example to show that the DR 
method, when expressed in terms of the derivative of the effective 
index, has to be used with caution, since a common 
misinterpretation can overestimate the absolute value of the optical 
force by a factor of  𝑛g 𝑛eff⁄ . 
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