1.. Introduction
================

As a common and successful research approach, quantitative structure activity/property relationship (QASR/QSPR) studies are applied extensively to chemometrics, pharmacodynamics, pharmacokinetics, toxicology and so on. Recently, the mathematical methods used as regression tools in QSAR/QSPR analysis have been developing quickly. Thus, not only are the previous methods, such as Multiple Linear Regression (MLR), Partial Least Squares (PLS), Neural Networks (NN), Support Vector Machine (SVM), being upgraded by improving the kernel algorithms or by combining them with other methods, but also some new methods, including Gene Expression Programming (GEP), Project Pursuit Regression (PPR) and Local Lazy Regression (LLR), are being mentioned in the current reported QSAR/QSPR studies. In light of this, this paper is divided as follows: first, the improved methods based on the earlier ones are described, then the new methods are presented. Finally, all these methods are jointly commented and their advantages and disadvantages discussed to show their application potential in future QASR/QSPR studies.

2.. Multiple Linear Regression (MLR)
====================================

MLR is one of the earliest methods used for constructing QSAR/QSPR models, but it is still one of the most commonly used ones to date. The advantage of MLR is its simple form and easily interpretable mathematical expression. Although utilized to great effect, MLR is vulnerable to descriptors which are correlated to one another, making it incapable of deciding which correlated sets may be more significant to the model. Some new methodologies based on MLR have been developed and reported in recent papers aimed at improving this technique. These methods include Best Multiple Linear Regression (BMLR), Heuristic Method (HM), Genetic Algorithm based Multiple Linear Regression (GA-MLR), Stepwise MLR, Factor Analysis MLR and so on. The three most important and commonly used of these methods are described in detail below.

2.1.. Best Multiple Linear Regression (BMLR)
--------------------------------------------

BMLR implements the following strategy to search for the multi-parameter regression with the maximum predicting ability. All orthogonal pairs of descriptors i and j (with R2ij \< R2min, default value R2ij \< 0.1) are found in a given data set. The property analyzed is treated by using the two-parameter regression with the pairs of descriptors, obtained in the first step. The Nc (default value Nc = 400) pairs with highest regression correlation coefficients are chosen for performing the higher-order regression treatments. For each descriptor pair, obtained in the previous step, a non-collinear descriptor scale, k (with R2ik \< R2nc and R2kj \< R2nc, default value R2 \< 0.6) is added, and the respective three-parameter regression treatment is performed. If the Fisher criterion at a given probability level, F, is smaller than that for the best two-parameter correlation, the latter is chosen as the final result. Otherwise, the Nc (default value Nc = 400) descriptor triples with highest regression correlation coefficients are chosen for the next step. For each descriptor set, chosen in the previous step, an additional non-collinear descriptor scale is added, and the respective *(n + 1)*-parameter regression treatment is performed. If the Fisher criterion at the given probability level, *F*, is smaller than for the best two-parameter correlation, the latter is chosen as the final result. Otherwise, the *Nc* (default value *Nc =* 400) sets descriptor sets with highest regression correlation coefficients are chosen, and this step repeated with *n = n + 1* \[[@b1-ijms-10-01978]\].

As an improved method based on MLR, BMLR is instrumental for variable selection and QSAR/QSPR modeling \[[@b2-ijms-10-01978]--[@b8-ijms-10-01978]\]. Like MLR, BMLR is noted for its simple and interpretable mathematical expression. Moreover, overcoming the shortcomings of MLR, BMLR works well when the number of compounds in the training set doesn't exceed the number of molecular descriptors by at least a factor of five. However, BMLR will derive an unsatisfactory result when the structure-activity relationship is non-linear in nature. When too many descriptors are involved in a calculation, the modeling process will be time consuming. To speed up the calculations, it is advisable reject descriptors with insignificant variance within the dataset. This will significantly decrease the probability of including unrelated descriptors by chance. In addition, BMLR is unable to build a one-parameter model. BMLR is commercially available in the software packages CODESSA \[[@b9-ijms-10-01978]\] or CODESSA PRO \[[@b10-ijms-10-01978]\].

2.2.. Heuristic Method (HM)
---------------------------

HM, an advanced algorithm based on MLR, is popular for building linear QSAR/QSPR equations because of its convenience and high calculation speed. The advantage of HM is totally based on its unique strategy of selecting variables. The details of selecting descriptors are as follows: first of all, all descriptors are checked to ensure that values of each descriptor are available for each structure. Descriptors for which values are not available for every structure in the data are discarded. Descriptors having a constant value for all structures in the data set are also discarded. Thereafter all possible one-parameter regression models are tested and the insignificant descriptors are removed. As a next step, the program calculates the pair correlation matrix of descriptors and further reduces the descriptor pool by eliminating highly correlated descriptors. The details of validating intercorrelation are: (a) all quasi-orthogonal pairs of structural descriptors are selected from the initial set. Two descriptors are considered orthogonal if their intercorrelation coefficient *r~ij~* is lower than 0.1; (b) the pairs of orthogonal descriptors are used to compute the biparametric regression equations; (c) to a multi-linear regression (MLR) model containing *n* descriptors, a new descriptor is added to generate a model with *n + 1* descriptors if the new descriptor is not significantly correlated with the previous *n* descriptors; step (c) is repeated until MLR models with a prescribed number of descriptors are obtained. The goodness of the correlation is tested by the square of coefficient regression (*R^2^*), square of cross-validate coefficient regression (*q^2^*), the F-test (*F*), and the standard deviation (*S*) \[[@b1-ijms-10-01978]\].

HM is commonly used in linear QSAR and QSPR studies, and also as an excellent tool for descriptor selection before a linear or nonlinear model is built \[[@b11-ijms-10-01978]--[@b34-ijms-10-01978]\]. The advantages of HM are the high speed and the absence of software restrictions on the size of the data set. HM can either quickly give a good estimation about what quality of correlation to expect from the data, or derive several best regression models. HM usually produces correlations 2 -- 5 times faster than other methods with comparable quality. Additionally, the maximum number of parameters in the resulting model can be fixed in accordance with the situation so as to save time. As a method inherited from MLR, HM is also limited in linear models.

2.3.. Genetic Algorithm based Multiple Linear Regression (GA-MLR)
-----------------------------------------------------------------

Combining Genetic Algorithm (GA) with MLR, a new method called GA-MLR is becoming popular in currently reported QSAR and QSPR studies \[[@b35-ijms-10-01978]--[@b55-ijms-10-01978]\]. In this method, GA is performed to search the feature space and select the major descriptors relevant to the activities or properties of the compounds. This method can deal with z large search space efficiently and has less chance to become a local optimal solution than the other algorithms. We give a brief summary of the main procedure of GA herein. The first step of GA is to generate a set of solutions (chromosomes) randomly, which is called an initial population. Then, a fitness function is deduced from the gene composition of a chromosome. The Friedman LOF function is commonly used as the fitness function, which was defined as follows: $$\text{LOF} = \left\{ \text{SSE}/(1 - (c + dp/n)) \right\}^{2}$$where SSE is the sum of squares of errors, *c* is the number of the basis function (other than the constant term), *d* is the smoothness factor, *p* is the number of features in the model, and *n* is the number of data points from which the model is built. Unlike the *R^2^* error, the LOF measure cannot always be reduced by adding more terms to the regression model. By limiting the tendency to simply add more terms, the LOF measure resists over-fitting of a model. Then, crossover and mutation operations are performed to generate new individuals. In the subsequent selection stage, the fittest individuals evolve to the next generation. These steps of evolution continue until the stopping conditions are satisfied. After that, the MLR is employed to correlate the descriptors selected by GA and the values of activities or properties.

GA, a well-estimated method for parameter selection, is embedded in GA-MLR method so as to overcome the shortage of MLR in variable selection. Like the MLR method, the regression tool in GA-MLR, is a simple and classical regression method, which can provide explicit equations. The two parts have a complementation for each other to make GA-MLR a promising method in QSAR/QSPR research.

3.. Partial Least Squares (PLS)
===============================

The basic concept of PLS regression was originally developed by Wold \[[@b56-ijms-10-01978],[@b57-ijms-10-01978]\]. As a popular and pragmatic methodology, PLS is used extensively in various fields. In the field of QSAR/QSPR, PLS is famous for its application to CoMFA and CoMSIA. Recently, PLS has evolved by combination with other mathematical methods to give better performance in QSAR/QSPR analyses. These evolved PLS', such as Genetic Partial Least Squares (G/PLS), Factor Analysis Partial Least Squares (FA-PLS) and Orthogonal Signal Correction Partial Least Squares (OSC-PLS), are briefly introduced in the following sections.

3.1.. Genetic Partial Least Squares (G/PLS)
-------------------------------------------

G/PLS is derived from two QSAR calculation methods Genetic Function Approximation (GFA) \[[@b58-ijms-10-01978],[@b59-ijms-10-01978]\] and PLS. The G/PLS algorithm uses GFA to select appropriate basis functions to be used in a model of the data and PLS regression is used as the fitting technique to weigh the basis functions' relative contributions in the final model. Application of G/PLS thus allows the construction of larger QSAR equations while still avoiding over-fitting and eliminating most variables. As the regression method used in Molecular Field Analysis (MFA), a well-known 3D-QSAR analysis tool, G/PLS is commonly used. The recent literatures related to G/PLS are mainly listed as \[[@b60-ijms-10-01978]--[@b70-ijms-10-01978]\].

3.2.. Factor Analysis Partial Least Squares (FA-PLS)
----------------------------------------------------

This is the combination of Factor Analysis (FA) and PLS, where FA is used for initial selection of descriptors, after which PLS is performed. FA is a tool to find out the relationships among variables. It reduces variables into few latent factors from which important variables are selected for PLS regression. Most of the time, a leave-one-out method is used as a tool for selection of optimum number of components for PLS. We can find examples of FA-PLS used in QSAR analysis in \[[@b68-ijms-10-01978],[@b71-ijms-10-01978]--[@b74-ijms-10-01978]\].

3.3.. Orthogonal Signal Correction Partial Least Squares (OSC-PLS)
------------------------------------------------------------------

Orthogonal signal correction (OSC) was introduced by Wold *et al.* \[[@b75-ijms-10-01978]\] to remove systematic variation from the response matrix *X* that is unrelated, or orthogonal, to the property matrix *Y*. Therefore, one can be certain that important information regarding the analyte is retained. Since then, various OSC algorithms have been published in an attempt to reduce model complexity by removing orthogonal components from the signal. *In abstracto*, a preprocessing with OSC will help traditional PLS to obtain a more precise model, as proven in many studies of spectral analysis \[[@b76-ijms-10-01978]--[@b88-ijms-10-01978]\]. To date, unfortunately, there are only a few reports in which OSC-PLS is applied to QSAR/QSPR studies \[[@b89-ijms-10-01978]--[@b91-ijms-10-01978]\], but more QSAR or QSPR research involving application of the OSC-PLS method are expected in the future.

4.. Neural Networks (NN)
========================

As an alternative to the fitting of data to an equation and reporting the coefficients derived therefrom, neural networks are designed to process input information and generate hidden models of the relationships. One advantage of neural networks is that they are naturally capable of modeling nonlinear systems. Disadvantages include a tendency to overfit the data, and a significant level of difficulty in ascertaining which descriptors are most significant in the resulting model. In the recent QSAR/QSPR studies, RBFNN and GRNN are the most frequently used ones among NN.

4.1.. Radial Basis Function Neural Network (RBFNN)
--------------------------------------------------

The RBFNN consists of three layers: an input layer, a hidden layer and an output layer. The input layer does not process the information; it only distributes the input vectors to the hidden layer. Each neuron on the hidden layer employs a radial basis function as a nonlinear transfer function to operate on the input data. In general, there are several radial basis functions (RBF): linear, cubic, thin plate spline, Gaussian, multi-quadratic and inverse multi-quadratic. The most often used RBF is a Gaussian function that is characterized by a center (*c~j~*) and width (*r~j~*). Due to the limited length of writing, only Gaussian RBF is introduced in this paper. The nonlinear transformation with RBF in the hidden layer is given as follows: $$h_{j}(x) = \text{exp}\left( \frac{- \left\| {x - c_{j}} \right\|^{2}}{r_{j}^{2}} \right)$$where, *h~j~* is the notation for the output of the *j*th RBF unit, *c~j~* and *r~j~* are the center and width of the *j*th RBF, respectively. The operation of the output layer is linear, which is given as below: $$y_{k}(x) = \sum{w_{kj}h_{j}(x) + b_{k}}$$where, *y~k~* is the *k*th output unit for the input vector *x*, *w~kj~* is the weight connection between the *k*th output unit and the *j*th hidden layer unit, and *b~k~* is the bias. The training procedure when using RBF involves selecting centers, width and weights. In this paper, the forward subset selection routine was used to select the centers from training set samples. The adjustment of the connection weight between the hidden layer and the output layer was performed using a least squares solution after the selection of centers and widths of radial basis functions. Compared with the Back Propagation Neural Network (BPNN), RBFNN has the advantage of short training time and is guaranteed to reach the global minimum of error surface during training process. The optimization of its topology and learning parameters are easy to implement. Applications of RBFNN in QSAR/QSPR studies can be found in \[[@b22-ijms-10-01978],[@b24-ijms-10-01978],[@b27-ijms-10-01978],[@b32-ijms-10-01978],[@b51-ijms-10-01978],[@b92-ijms-10-01978]--[@b102-ijms-10-01978]\].

4.2.. General Regression Neural Network (GRNN)
----------------------------------------------

GRNN, one of the so-called Bayesian networks, is a type of neural network using kernel-based approximation to perform regression. It was introduced by Specht in 1991 \[[@b103-ijms-10-01978]\]. GRNN is a nonparametric estimator that calculates a weighted average of the target values of training patterns by the probability density function using Parzen's nonparametric estimator. For GRNN, the predicted value is the most probable value *E*(*y*\|*x*): $$E(y\left| x \right.)\overset{\square}{=}\hat{y}(x) = \frac{\int_{- \infty}^{+ \infty}{yf~(x,y)\text{dy}}}{\int_{- \infty}^{+ \infty}{f~(x,y)\text{dy}}}$$where *f*(*x, y*) is the probability density function. This can be estimated from the training set by using the Parzen's nonparametric estimator \[[@b47-ijms-10-01978]\]: $$f(x,y) = \frac{1}{n\sigma}\sum\limits_{i = 1}^{n}w\frac{(x - x_{i})}{\sigma}$$where *n* is the sample size, s is a scaling parameter that defines the width of the bell curve that surrounds each sample point, *W*(*d*) is a weighting function that has its largest value at *d*=0, and (*x-x~i~*) is the distance between the unknown sample and a data point. The Gaussian function is frequently used as the weighting function because it is well behaved, easily calculated, and satisfies the conditions required by Parzen's estimator. Substituting Parzen's nonparametric estimator for *f*(*x, y*) and performing the integrations leads to the fundamental equation of GRNN: $$\hat{y}(x) = \frac{\sum_{i = 1}^{n}{y_{i}~\text{exp}( - D(x,x_{i}))}}{\sum_{i = 1}^{n}{\text{exp}( - D(x,x_{i}))}}$$where: $$D(x,x_{i}) = \sum\limits_{j = 1}^{p}\left( \frac{x_{j} - x_{ij}}{\sigma_{j}} \right)^{2}$$

GRNN consists of four layers: input, hidden, summation, and output layers. The greatest advantage of GRNN is the training speed. Meanwhile, it is relatively insensitive to outliers (wild points). Training a GRNN actually consists mostly of copying training cases into the network, and so is as close to instantaneous as can be expected. The greatest disadvantage is network size: a GRNN network actually contains the entire set of training cases, and is therefore space-consuming, requiring more memory space to store the model. Relative literatures are \[[@b46-ijms-10-01978],[@b104-ijms-10-01978]--[@b109-ijms-10-01978]\].

5.. Support Vector Machine (SVM)
================================

SVM, developed by Vapnik \[[@b110-ijms-10-01978],[@b111-ijms-10-01978]\] as a novel type of machine learning method, is gaining popularity due to its many attractive features and promising empirical performance. Originally, SVM was developed for pattern recognition problems. After that, SVM it was applied to regression by the introduction of an alternative loss function and results appear to be very encouraging \[[@b112-ijms-10-01978]\]. As a developing method, new types of SVM are coming in on the stage of QSAR/QSPR, such as Least Square Support Vector Machine (LS-SVM), Grid Search Support Vector Machine (GS-SVM), Potential Support Vector Machine (P-SVM) and Genetic Algorithms Support Vector Machine (GA-SVM). Here, we only choose LS-SVM, the most commonly used one, as an example to provide a description.

5.1.. Least Square Support Vector Machine (LS-SVM)
--------------------------------------------------

The LS-SVM, which was a modified SVM algorithm, was proposed by Suykens *et al.* \[[@b113-ijms-10-01978]\] and used to build the nonlinear model. Here, we only briefly describe the main idea of LS-SVM for function estimation. In principle, LS-SVM always fits a linear relation (*y = wx + b*) between the regressors (*x*) and the dependent variable (*y*). The best relation can be obtained by minimizing the cost function (*Q*) containing a penalized regression error term: $$Q_{\text{LS} - ~\text{SVM}} = \frac{1}{2}w^{T}w + \gamma\sum\limits_{k = 1}^{N}e_{k}^{2}$$subject to: $$y_{k} = w^{T}\phi(x_{k}) + b + e_{k},~k = 1,~~\ldots~~,~~N$$where *ϕ* : *R^n^* → *R^m^* is the feature map mapping the input space to a usually high-dimensional feature space, *γ* is the relative weight of the error term, and *e~k~* is error variables taking noisy data into accurate and avoiding poor generalization. LS-SVM considers this optimization problem to be a constrained optimization problem and uses a language function to solve it. By solving the Lagrange style of [equation (8)](#FD8){ref-type="disp-formula"}, the weight coefficients (*w*) can be written as: $$w = \sum\limits_{k = 1}^{N}{\alpha_{k}x_{k}^{T}x} + b~~\text{with}~\alpha_{k} = 2\gamma e_{k}$$

By substituting it into the original regression line (*y* □ *wx + b*), the following result can be obtained: $$y = \sum\limits_{k = 1}^{N}{\alpha_{k}x_{k}^{T}x} + b$$

It can be seen that the Lagrange multipliers can be defined as: $$\alpha_{k} = (x_{k}^{T}x + {(2\gamma)}^{- 1}(y_{k} - b))$$

Finding these Lagrange multipliers is very simple, as opposed to with the SVM approach, in which a more difficult relation has to be solved to obtain these values. In addition, it easily allows for a nonlinear regression as an extension of the linear approach by introducing the kernel function. This leads to the following nonlinear regression function: $$f(x) = \sum\limits_{k = 1}^{N}{\alpha_{k}K(x,x_{k}) + b}$$where *K*(*x, x~k~*) is the kernel function. The value is equal to the inner product of two vectors *x* and *x~k~* in the feature space Φ(*x*) and Φ(*x~k~*); that is, *K*(*x, x~k~*)) = Φ(*x*)^T^Φ(*x~k~*). The choices of a kernel and its specific parameters together with γ have to be tuned by the user. The radial basis function (RBF) kernel *K*(*x, x~k~*) = exp(-‖*x~k~* *-- x*‖^2^/σ^2^) is commonly used, and then leave-one-out (LOO) cross-validation is employed to tune the optimized values of the two parameters γ and σ. LS-SVM is a simplification of traditional support vector machine (SVM). It encompasses similar advantages with SVM and its own additional advantages. It only requires solving a set of linear equations (linear programming), which is much easier and computationally simpler than nonlinear equations (quadratic programming) employed by traditional SVM. Therefore, LS-SVM is faster than traditional SVM in treating the same work. The related literature is presented in \[[@b37-ijms-10-01978],[@b114-ijms-10-01978]--[@b118-ijms-10-01978]\].

6.. Gene Expression Programming (GEP)
=====================================

Gene expression programming was invented by Ferreira in 1999 and was developed from genetic algorithms and genetic programming (GP). GEP uses the same kind of diagram representation of GP, but the entities evolved by GEP (expression trees) are the expression of a genome. GEP is more simple than cellular gene progression. It mainly includes two sides: the chromosomes and the expression trees (ETs). The process of information of gene code and translation is very simple, such as a one-to-one relationship between the symbols of the chromosome and the functions or terminals they represent. The rules of GEP determine the spatial organization of the functions and terminals in the ETs and the type of interaction between sub-ETs. Therefore, the language of the genes and the ETs represents the language of GEP.

6.1.. The GEP chromosomes, expression trees (ETs), and the mapping mechanism
----------------------------------------------------------------------------

Each chromosome in GEP is a character string of fixed length, which can be composed of gene from the function set or the terminal set. Using the elements {+, −,\*, /, *Q*} as the function set and {*a, b, c, d*} as the terminal set, the following is an example of GEP chromosome of length eight: $$\left\{ \begin{array}{l}
01234567 \\
{Q* + - abcd} \\
\end{array} \right\}$$where *Q* denotes the square-root function; and *a, b, c, d* are variable (or attribute) names. The above is referred to as Karva notation or *K*-expression. A *K*-expression can be mapped into an ET following a width-first procedure. A branch of the ET stops growing when the last node in this branch is a terminal. The conversion of an ET into a *K*-expression is also very straightforward and can be accomplished by recording the nodes from left to right in each layer of the ET in a top-down fashion to form the string: $$y = \sqrt{(a - b)*(c + d)}$$

6.2.. Description of the GEP algorithm
--------------------------------------

The purpose of symbolic regression or function finding is to find an expression that can give a good explanation for the dependent variable. The first step is to choose the fitness function. Mathematically, the fitness *f~i~* of an individual program *i* is expressed by the equation: $$f_{i} = \sum\limits_{j = 1}^{n}\left( {R - \left| {\frac{P_{(ij)} - T_{j}}{T_{j}}.100} \right|} \right)$$where *R* is the selection range, *P~(ij)~* is the value predicted by the individual program *i* for fitness case *j* (out of *n* fitness cases), and *T~j~* is the target value for fitness case *j*. Note that the absolute value term corresponds to the relative error. This term is what is called the precision and if the error is smaller than or is equal to the precision then the error becomes zero. Thus, for a good match the absolute value term is zero and *f~i~* = *f~max~* = *nR*. For some function finding problems it is important to evolve a model that performs well for all fitness cases within a certain relative error (the precision) of the correct value: $$f_{(i,j)} = \left\{ \begin{array}{l}
{1,E_{(i,j)} \leq ~p} \\
{0,} \\
\end{array} \right.$$where *p* is the precision and *E~(ij)~* is the relative error of an individual program *i* for the fitting case *j*.

The *E~(ij)~* is given by: $$E_{(ij)} = \left| {\frac{P_{(ij)} - T_{j}}{T_{j}} \bullet 100} \right|$$

The second step consists of choosing the set of terminals T and the set of functions F to create the chromosomes. In this problem, the terminal set consists obviously of the independent variable, i.e., *T =* {*a*}. The third step is to choose the chromosomal architecture, i.e., the length of the head and the number of genes. The fourth major step is to choose the linking function. The last major step is to choose the set of genetic operators that cause variation and their rates. These processes are repeated for a pre-specified number of generations until a solution is obtained. In the GEP, the individuals are often selected and copied into the next generation based on their fitness, as determined by roulette-wheel sampling with elitism, which guarantees the survival and cloning of the best individual to the next generation. The variation in the population is introduced by applying one or more genetic operators to select chromosomes, including crossover, mutation, and rotation. The process begins with the random generation of the chromosomes of the initial population. The chromosomes are expressed and the fitness of each individual is evaluated. The individuals are selected according to the fitness to reproduce with modification, leaving progeny with new traits. The individuals of this new generation are, in their turn, subjected to the same developmental process: expression of the genomes, confrontation of the selection environment, and reproduction with modification. To evaluate the ability of the GEP, the correlation coefficient (*R*) was introduced as: $$C_{i} = \frac{\text{Cov}(T,P)}{\sigma_{\text{t}}\sigma_{p}}$$where Cov(*T*, *P*) is the covariance of the target and model outputs. *σ~t~* and *σ~p~* are the corresponding standard deviations. GEP is the newest chemometrics method, and Si *et al.* \[[@b23-ijms-10-01978],[@b25-ijms-10-01978],[@b19-ijms-10-01978]--[@b121-ijms-10-01978]\] have applied this method to QSAR studies for the first time. The results from their studies are satisfactory and show a promising use in the nonlinear structure-activity/property relationship correlation area, but GEP is congenitally defective as far as reproducibility of the predicted results is concerned, and always deduces too complex equations. This means a higher requirement for a user who is involved with GEP. GEP is now commercialized in the software Automatic Problem Solver 3.0 or GeneXproTools 4.0 \[[@b122-ijms-10-01978]\].

7.. Project Pursuit Regression (PPR)
====================================

PPR, which was developed by Friedman and Stuetzle \[[@b123-ijms-10-01978]\], is a powerful tool for seeking the interesting projections from high-dimensional data into lower dimensional space by means of linear projections. Therefore, it can overcome the curse of dimensionality because it relies on estimation in at most trivariate settings. Friedman and Stuetzle's concept of PPR avoided many difficulties experienced with other existing nonparametric regression procedures. It does not split the predictor space into two regions, thereby allowing, when necessary, more complex models. In addition, interactions of predictor variables are directly considered because linear combinations of the predictors are modeled with general smooth functions. Another significant property of PPR is that the results of each interaction can be depicted graphically. The graphical output can be used to modify the major parameters of the procedure: the average smoother bandwidth and the terminal threshold. A brief description about PPR is presented here. Given the (*k × n*) data matrix *X*, where *k* is the number of observed variables and *n* is the number of units, and an *m*-dimensional orthonormal matrix *A* (*m × k*), the (*m × n*) matrix *Y* = *AX* represents the coordinates of the projected data onto the m-dimensional (*m \< k*) space spanned by the rows of *A*. Because such projections are infinite, it is important to have a technique to pursue a finite sequence of projections that can reveal the most interesting structures of the data. Projection pursuit (PP) is such a powerful tool that combines both ideas of projection and pursuit. In a typical regression problem, PPR aims to approximate the regression pursuit function *f*(*x*) by a finite sum of ridge functions with suitable choices of *α~i~* and *g~i~*: $$g^{(p)}(x) = \sum\limits_{i = 1}^{p}{g_{i}(\alpha_{i}^{T}x)}$$where *α~i~* values are *m × n* orthonormal matrices and *p* is the number of ridge functions. In recent QSAR/QSPR studies \[[@b21-ijms-10-01978],[@b37-ijms-10-01978],[@b124-ijms-10-01978]--[@b129-ijms-10-01978]\] PPR was employed as a regression method and always resulted in the best final models. This indicates that PPR is a promising regression method in QSAR/QSPR studies, especially when the correlation between descriptors and activities or properties is nonlinear.

8.. Local Lazy Regression (LLR)
===============================

Most QSAR/QSPR models often capture the global structure-activity/property trends which are present in a whole dataset. In many cases, there may be groups of molecules which exhibit a specific set of features which relate to their activity or property. Such a major feature can be said to represent a local structure activity/property relationship. Traditional models may not recognize such local relationships. LLR is an excellent approach which extracts a prediction by locally interpolating the neighboring examples of the query which are considered relevant according to a distance measure, rather than considering the whole dataset. That will cause the basic core of this approach which is a simple assumption that similar compounds have similar activities or properties; that is, the activities or properties of molecules will change concurrently with the changes in the chemical structure. For one or more query points, "lazy" estimates the value of an unknown multivariate function on the basis of a set of possibly noisy samples of the function itself. Each sample is an input/output pair where the input is a vector and the output is a number. For each query point, the estimation of the input is obtained by combining different local models. Local models considered for combination by lazy are polynomials of zeroth, first, and second degree that fit a set of samples in the neighborhood of the query point. The neighbors are selected according to either the "Manhattan" or the "Euclidean" distance. It is possible to assign weights to the different directions of the input domain for modifying their importance in computation of the distance. The number of neighbors used for identifying local models is automatically adjusted on a query-by-query basis through a leave-one-out validation of models, each fitting a different number of neighbors. The local models are identified by using the recursive least-squares algorithm, and the leave-one-out cross-validation is obtained through the PRESS statistic. We assumed that there existed a small region around *x* which is linear between the dependent variable and the predictor variables. Then we determined the points around *X~NN(x)~* and build a regression model with only the points in *NN~(x)~* using the least-squares method and minimized the squared residuals for the region using this model. So we do not need to build multiple models for each point in the training set beforehand. In essence, when faced with a query point, the approach builds a representative predictive model. Hence, this approach is termed local LLR, which is described below: $$\beta_{x} = {(X_{NN(X)}^{T}X_{NN(x)})}^{- 1}X_{NN(X)}^{T}Y_{NN(x)}$$where *X~NN(x)~* was a matrix of independent variables, *Y~NN(x)~* the column vectors representing the dependent variables, for the molecules in the neighborhood of the query point. *β~x~* was the column vectors of regression coefficients. One of the main advantages of LLR is the fact that no *a priori* model needs to be built. This makes it suitable for large data sets, where using all of the observations can normally be time-consuming and even lead to over-fitting. At the same time, because it builds a regression model for each query point, one cannot extract meaningful structure-activity trends for the data set as a whole. That is, the focus of LLR is on predictive ability, rather than interpretability. Like every method, the lazy approach has a number of shortcomings. First, as all of the computations are done at query time, the determination of the local neighborhood must be efficient. Second, uncorrelated features might result in errors in the identification of near neighbors. Finally, it is nontrivial to integrate feature selection in this framework. LLR is generally used to develop linear models for data sets in which the global structure-activity/property relationship is nonlinear in nature. However, as a new arising method in the field of QSAR/QSPR, LLR is not used extensively, with only a few relevant studies shown in references \[[@b125-ijms-10-01978],[@b130-ijms-10-01978]--[@b132-ijms-10-01978]\]. It is expected that more application studies involving LLR will appear in future QSAR/QSPR analyses.

9.. Conclusions
===============

In this paper, we focus on the current mathematical methods used as regression tools in recent QSAR/QSPR studies. Mathematical regression methods are so important for the QSAR/QSPR modeling that the choice of the regression method, most of the time, will determine if the resulted model will be successful or not. Fortunately, more and more new methods and algorithms have been applied to the studies of QSAR/QSPR, including linear and nonlinear, statistics and machine learning. At the same time, the existing methods have been improved. However, it is still a challenge for the researchers to choose suitable methods for modeling their systems. This paper may give some help on the knowledge of these methods, but more practical applications are needed so as to get a thorough understanding and then perform a better application.
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