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ABSTRACT 
Passive acoustic localization has benefited from many major developments and has 
become an increasingly important focus point in marine mammal research. Several 
challenges still remain. This work seeks to address several of these challenges such as 
tracking the calling depths of baleen whales. In this work, data from an array of widely 
spaced Marine Acoustic Recording Units (MARUs) was used to achieve three 
dimensional localization by combining the methods Time Difference of Arrival 
(TDOA) and Direct-Reflected Time Difference of Anival (DRTD) along with a newly 
developed autocorrelation technique. TDOA was applied to data for two dimensional 
(latitude and longitude) localization and depth was resolved using DRTD. Previously, 
DRTD had been limited to pulsed broadband signals, such as sperm whale or dolphin 
echolocation, where individual direct and reflected signals are separated in time. Due to 
the length of typical baleen whale vocalizations, individual multipath signal arrivals 
can overlap making time differences of arrival difficult to resolve. This problem can be 
solved using an autocorrelation, which can extract reflection information from 
overlapping signals. To establish this technique, a derivation was made to model the 
IV 
autocorrelation of a direct signal and its overlapping reflection. The model was 
exploited to derive performance limits allowing for prediction of the minimum 
resolvable direct-reflected time difference for a known signal type. The dependence on 
signal parameters (sweep rate, call duration) was also investigated. The model was then 
verified using both recorded and simulated data from two analysis cases for North 
Atlantic right whales (NARWs, Eubalaena glacialis) and humpback whales (Megaptera 
noveaengliae). The newly developed autocorrelation technique was then combined with 
DRTD and tested using data from playback transmissions to localize an acoustic 
transducer at a known depth and location. The combined DRTD-autocorrelation 
methods enabled calling depth and range estimations of a vocalizing NARW and 
humpback whale in two separate cases. The DRTD-autocorrelation method was then 
combined with TDOA to create a three dimensional track of a NARW in the Stellwagen 
Bank National Marine Sanctuary. Results from these experiments illustrated the 
potential of the combined methods to successfully resolve baleen calling depths in three 
dimensions. 
v 
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Chapter 1 
Introduction 
1.1 Passive acoustics 
Passive Acoustics and its application to the ocean environment can be defined as the study 
of received ambient sounds, occurring naturally through environmental and animal activi-
ties, artificially through anthropogenic sources, or by randomly occurring "noise" without 
the aid of any "active" source in an acoustics application. This is a very vague definition, 
however it is difficult to apply precision terminology to field of study with a very diverse 
history of application. In his famous book, "Principles of underwater sound" Urick de-
fines "passive" only in the terms of SONAR stating that "Passive or listening sonar systems 
use sound radiated (usually unwittingly) by the target. Here, only one-way transmission 
through the sea is involved, and the system centers around the hydrophone used to listen 
to target sounds". Setting aside this author's intentionally vague definition and Urick's 
relatively narrow definition, in lay-man's terms, passive acoustics is the art of tossing a 
hydrophone into the water and listening in. 
1 
2 
Passive acoustics is a relatively mature field of study with its rise as a major field of 
study occurring in the late 1930's in response to problems related to national defense. Al-
though active and passive acoustics had been in development and in use for early (and 
scientifically crude) sonar systems for over a decade, these systems focused mainly on in-
strumentation while developments were still being made in the physical and theoretical 
knowledge of sound in the ocean. Interest in the theoretical aspect of passive acoustics was 
piqued by the discovery of the large distances that sound in the ocean can travel during a 
series of seismic refraction experiments carried out by Maurice Ewing. These observations , 
along with the newly understood temperature (and thus sound speed) stratification of the 
ocean, led to the discovery of the deep water sound channel. This chain of developments 
proved that certain sounds (importantly anthropogenic) may be observed at large distances 
without the aid of any active sources, ultimately proving the potential usefulness of passive 
acoustics . 
1.2 Applications in passive acoustics 
In addition to being a mature field of study, passive acoustics is also a very diverse field of 
study; covering such a broad subject such as "application" can become quite lengthy. A 
short general background will be presented. The remaining discussion will be limited to 
subjects and background applicable to marine mammal acoustics, such as hardware com-
monly used and techniques used for marine mammal localization. 
3 
1.2.1 A brief history of early applications 
Very early developments in passive acoustics were in the field of anti-submarine warfare. 
An early application was through the adoption of a simple device known as "JP gear". This 
device consisted of a pair of hydrophones mounted to a rotating apparatus protruding from 
the hull of a ship in a manner similar to that of a periscope [Fig(l.l)] and was operated by 
a technician who would listed to the underwater sound using a pair of headphones. When a 
suspect sound was detected by the technician he would manually rotate the apparatus with 
a wheel [Fig(1.2)] until the sound appeared to be the loudest. The bearing of the apparatus 
relative to the ship was displayed on a gauge, thus allowing the operator to estimate the 
direction from which the sound originated. Although simple, this early method allowed for 
detection of an enemy without the aid of any electronic device more advanced than a basic 
set of amplifier and filter stages. 
Figure 1.1: JP Gear "hydrophone" mounted along the deck of an early submarine. 
With the rise of theoretical developments and knowledge, soon after came what may be 
the among the most famous, successful and large scale applications of passive acoustics; 
the development of the Sound Surveillance System of the US Navy, (SOSUS) (Whitman, 
2005). This system took advantage of the recently discovered deep sound channel in the 
4 
Figure 1.2: JP Gear directional wheel for setting relative listening bearing. 
ocean an its ability to transmit sound thousands of miles throughout the ocean. SOSUS pri-
marily consisted of a network of covert hydrophone arrays mounted to the ocean floor along 
the coastlines of the continental United states, Hawaii and western Europe [Fig(l.3a)]. The 
arrays were commonly of lengths greater than one hundred miles and were routed from 
the open ocean to the coastline where they were operated by multiple monitoring stations. 
Within these monitoring stations were banks of hundreds of computers, each corresponding 
to an individual section of an array [Fig(1.3b)]. These early computers would continuously 
print a sound spectrogram in real time of a narrow beam in a known direction in the ocean 
detected by an array section. For example, if a SOSUS array were mounted along the 
coast of Nantucket, and the array beam-formed directly south, the computer would print a 
spectrogram of all sound emitted in the deep water sound channel along a line (or narrow 
beam) all the way to the Dominican Republic! These computers were continuously mon-
itored by technicians trained to recognize the spectral "signature" of an enemy ship. If an 
enemy ship were to be detected, it is likely that multiple monitoring stations would have 
5 
detected it. The known locations of the individual arrays, and the detection bearing relative 
to each array allowed for triangulation, thus revealing the location of the enemy ship. An 
impressive part of this system is that the arrays used to locate an enemy ship thousands of 
miles away can also be themselves located thousands of miles apart. These early application 
would serve as a foundation for modern applications with many of the developments such 
as narrow beam receivers, beam-forming techniques and hydrophone arrays remaining in 
wide use today. 
1.2.2 Application to marine mammals 
Early passive acoustic developments and applications had been dedicated to the cause of 
national defense. However, after the end of WWII, the field expanded rapidly. Subjects 
ranging from acoustical oceanography to seismology and marine bioacoustics have adopted 
passive acoustics as a major data source for scientific research. In the field of biology, dis-
coveries like that of the complex vocal behaviors of cetaceans were possible through the 
adoption of passive acoustic techniques. Initial applications in marine animal bioacoustics 
had great success and proved that passive acoustics was a powerful tool for the study of 
ocean sciences. Additionally, scientific organizations such as the National Oceanic and 
Atmospheric Administration (NOAA) have recently adopted passive acoustics as a field 
of scientific study through the establishment of the NOAA Passive Acoustic Ocean Ob-
serving System (PAOOS) (Van Parijs et al., 2009). Successful applications have included 
the characterization of marine animal vocalizations (Parks et al., 2012), species classifi-
cation(Baumgartner 2008), abundance estimations (Barlow and Taylor 2005) and tracking 
of animal migrations (Dunn and Hernandez 2009). These successes led to localization of 
individual marine animals. 
6 
(a) A Map of SOSUS stations covering the Atlantic ocean 
(b) A Bank of computers printing spectrograms of SOSUS array data. 
Figure 1.3: SOSUS system 
7 
1.2.3 Passive acoustics for marine animal localization 
Passive acoustic localization provides an alternative for tracking marine animal movements 
to conventional methods such as VHF and satellite telemetry (Van Parijs et al., 2009; 
Simard et al. , 2009; Wade et. al., 2004). This methodology is particularly useful in the ma-
rine environment where direct observation of animal movements is frequently impractical. 
While this method is restricted to vocally active animals that pass through or near an array 
of acoustic receivers, it is unobtrusive and can potentially be used to track a large number 
of individuals without the increased cost and effort of attaching individual tags. Passive 
acoustic localization has been used to study a range of marine mammals (Mellinger et. al., 
2007; Van Parijs et. al., 2009; Van Parijs and Clark 2006; Buaka and Niezrecki 2007). 
These methods can be employed to answer a wide variety of ecological and behavioral 
questions: identifying the calling individual (Janik 2000; Quick and Janik 2012), attribut-
ing recorded sounds to a particular species (Rankin and Barlow 2005; Baumgartner et. al., 
2008), estimating density and distribution of animals (Barlow and Taylor 2005: Rankin and 
Barlow 2009), understanding reproductive strategies (Van Parijs et. al., 2004; Van Parijs 
and Clark 2006), and studying the impacts of anthropogenic ocean noise on individuals 
(Simard et. al., 2008; Dunn and Hernandez 2009). 
There are a range of localization techniques available ranging from time difference of 
arrival methods (Cato 1998) to multipath (Aubauer et. al., 2000; Mouy et. al., 2012; Thode 
2005; Nosal and Frazer 2006) and modal dispersion or group velocity methods (Munger 
et. al., 2011; Wiggins et. al., 2004; Jensen et. al., 2000). Each method has strengths 
and weaknesses, such as the ability to localize at long distances vs. localization in three 
dimensions. 
8 
1.2.3.1 Time difference of arrival 
Currently, the technique which has been the most widely and successfully adopted for local-
ization experiments is known as Time Difference of Arrival (TDOA, sometimes referred to 
as "TOAD") (Cato 1998, Parks et al., 2009). In many cases with common Marine Acoustic 
Recording Unit (MARU) applications and available software, TDOA can also be the easiest 
to implement, furthering its popularity. In general, the TDOA method of localization can be 
applied using an array of at least four acoustic sensors at known positions. If the difference 
between relative signal arrival times at multiple sensors can be resolved (which only re-
quires a simple time-series or cross correlation analysis), the location of the source may be 
determined. For most common TDOA methods, the signal arrival time difference between 
a pair of sensors is used to calculate a solution set in the space that represents an envelope 
of possible source positions. Geometrically, for two dimensional localization the solution 
sets form a pattern of intersecting hyperbolas, with a unique solution indicated by the point 
where solution sets intersect (Miller and Dawson 2009; Guiraudet and Glotin 2006; Brand-
stein et al., 1995;). In three dimensions, the method become a set of intersecting surfaces. 
Because only the relative arrival times of the signal are required, no information is needed 
from or about the signal itself. If a distinguishable start time of the signal of interest can 
be found among noise and other signals in a recording, then the TDOA method may be 
applied. 
At large ranges where the depth is shallow compared to the MARU array spacing, 
TDOA is generally not practical beyond two dimensions or beyond localization in the hor-
izontal plane parallel to the sea surface. These shortcomings will be described in greater 
detail in the following chapter. 
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1.2.3.2 Modal dispersion range estimation 
In the case of localizing a source at large distances (several kilometers) shallow water (rel-
ative to wavelength) environments, the ocean can act as a waveguide with several acoustic 
propagation modes. These modes cause dispersion of a signal. They may still be used 
to estimate the range between a source and receiver, owing to a difference in group ve-
locities at which the modes propagate. Over long distances the modal dispersion may be 
large enough to allow the detection of the separate modal arrivals of a single signal from 
the source to receiver. This then allows for the source-receiver range to be calculated and 
also enables source localization when an array of multiple receivers is used (Newhall et al., 
2012; Munger et al., 2011). 
Modal dispersion can possibly be used to estimate source depths (Wiggins et al., 2004), 
although the accuracy of results may be limited to only a coarse depth resolution. An 
additional complication is added through the requirement for accurate knowledge of current 
sound sound speed data, both in the water and sea floor, along with a high dependency on 
bathymetry properties. This can be very difficult to achieve with archival data (where no 
prior consideration may have been given to oceanographic details) and limited resources . 
1.2.3.3 Direct-reflected time difference of arrival 
A more recent technique for localization using passive acoustics is known as Direct-
Reflected Time Difference of Arrival (DRTD) . DRTD has been implemented in localization 
experiments with success (Thode 2005; Mouey et al., 2012; Nosal an Frazer 2006), but is 
not as widely applied as TDOA. DRTD, in addition to a direct signal arrival, takes advan-
tage of multi path signal propagation to single or multiple hydrophones. The multi paths can 
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include reflections from either the ocean surface, the ocean floor, or a combination both. 
By resolving relative multipath arrival times, the time differences between the direct and 
reflected an·ival may be used to calculate a series of solutions containing possible source 
depths and radii. The source location can be determined by comparing the solution sets for 
a unique solution using a process similar to TDOA. 
DRTD has proven to work well for three dimensional localization using an array of 
sensors (Nosal and Frazer 2006) or for range and depth estimates using a single sensor 
(Aubauer et. al., 2000). Unlike TDOA and Modal Spreading which have been success-
fully applied in experiments involving tonal vocalizations, DRTD has been applied only 
in experiments involving cetaceans which typically produce pulsed signals or "clicks". If 
possible, applying multipath localization techniques such as DRTD to baleen whale vocal-
izations could help expand experiments to include calling depths as an improvement over 
the planar limitation of more common localization techniques. 
1.2.4 Hardware 
1.2.4.1 Arrays 
As briefly described for the SOSUS system, arrays are a set of multiple hydrophones, typ-
ically placed into a single line. The number of hydrophones, or elements of an array, 
element spacing and frequency response will vary by the intended purpose of the array. 
Construction of arrays consists of semi-elastic tubes used to house hydrophones and elec-
tronics filled with a non-conductive oil with an acoustic impedance similar to that of water 
and attached to a tow cable [Fig(L4)] . Electronics will vary based on the arrays intended 
use. 
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Arrays can be used to resolve bearing and distance information of a target in a number 
of ways including beam-forming and time difference of arrival estimates. In Naval appli-
cations such as anti-submarine warfare, beam forming is the most appropriate method for 
localization. In these applications arrays of several hundred elements may be used. Be-
cause the sound sources to be located produce a sound which is normally "droning" in 
nature like the sound produces by ship underway, beam-forming allows for bearing esti-
mates. For applications like marine mammal bioacoustics where windowing of a signal is 
possible, a simple time difference of arrival bearing estimator may be applied, requiring 
only two hydrophones. The fundamental theory of operation and construction for an array 
for this purpose is essentially the same for a beam-forming array; however, hydrophone 
placement is not as critical and a much smaller number of hydrophones are required for 
practical use. 
Figure 1.4: A hydrophone array used for marine mammal applications. In the top left 
comer three cylindrical hydrophones can be seen. 
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1.2.4.2 Buoys 
Buoys can be used to deploy equipment in near surface and in deep water acoustic appli-
cations where a surface float is required (Miller and Dawson 2009). Having a portion of 
the deployed equipment at the surface can provide a line of communication between sub-
merged equipment via satellite connection or radio broadcasts. Additionally, buoys can be 
fitted with solar panels allowing for long deployments. 
Sonobouys are small autonomous devices that can be deployed in multiple ways from 
surface ships to airplanes. Sonobouys float on the sea surface with a hydrophone tethered to 
the bottom of the buoy by a cable of a user defined length. These systems transmit sounds 
detected by the hydrophone over an FM frequency band. These devices allow for a very ex-
pedient deployment to virtually any location in the ocean. In marine mammal applications 
these devices provide an economic alternative to buoys and MARUs for short deployments 
(they are often acquired through donation from the U.S. Navy). In their original form these 
devices were considered "disposable" with the intended use typically lasting a few hours 
(after which the buoy would scuttle itself). These devices have been modified by some 
groups to a reusable form (Naluai 2006). 
1.2.4.3 Marine Acoustic Recording Units 
For this work the main source of data will be from Marine Acoustic Recording Units 
(MARUs) 
In general, a MARU is a device that is capable of making underwater acoustic record-
ings over a specified period of time. A typical MARU layout (and the layout which will 
be used for this project) consists of three main components: a pressure casing, a flotation 
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Figure 1.5: A MARU in a mooring configuration. 
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device and a weight. It is typically designed to sit on the ocean floor. The pressure cas-
ing is used to house control electronics such as microcontrollers, AID converters, memory 
devices and batteries. Water and pressure tight bulkhead connectors are used to connect 
external devices such as hydrophones to the internal electronics. A flotation device is used 
to bring the MARU back to the ocean surface for retrieval and the weight is used to counter-
act the float during deployment. Both the float and the weight are attached to the pressure 
casing with either a metal chain, wire rope or as part of a mechanical frame. At the end 
of a deployment the weight is released from the pressure casing allowing the MARU to 
float back to the ocean surface. A modular device is responsible for releasing the weight 
and can be triggered either with a integrated timer or remotely via an acoustic signal. Dur-
ing the deployment, most MARUs can record continuously or with a preset duty cycle for 
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memory savings. A typical experiment utilizing a MARU consists of an ocean deployment 
at a specified site of interest which can last from several months to over a year. At the 
conclusion of the deployment, the MARU is retrieved and the data can then be collected. 
The benefits of using a MARU a quickly realized when comparing to the cost and effort 
of using a towed array. Additionally, MARUs may be deployed virtually anywhere within 
reasonable (based on the pressure case design) ocean depths up to thousands of meters. 
MARUs can be deployed in either a mooring [Fig(1.5)] or a compact/framed configura-
tion (Wiggins 2003) [Figs(l.6 & 1.7)]. Moorings are useful for large vertical configurations 
where instrumentation is mounted along a mooring cable at varying depths. A generic con-
figuration may use a weight attached to a cable and te1minated by a float, which may be un-
derwater or at the surface. Compact configurations are ideal for using single hydrophones 
in a bottom mounted scenario, while also allowing for a simplified deployment process. 
1.3 Challenges Remaining 
1.3.1 Three dimensional localization 
Although three dimensional localization of marine mammals has been achieved, challenges 
still remain. In applications involving widely spaced and bottom mounted hydrophones or 
MARUs, DRTD is the most appropriate for depth estimation (which will be illustrated 
in the following chapter). CmTently DRTD is limited to short pulsed broadband signals 
such as a whale "click". This limitation has been imposed because with a pulsed signal, 
direct and reflected signals are easily identifiable. If the source produces a long duration 
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Figure 1.6: A Cornell "pop-up" MARU. 
signal, where the direct and reflected signals overlap, the separate arrival times become 
unidentifiable and the data normally cannot be applied to methods like DRTD. 
This limitation results in the exclusion of Baleen whales from many three dimensional 
localization experiments due to the nature of their typical vocalizations. This is because 
baleen whale vocalizations are long in duration relative to multipath time differences of 
arrival (tens of milliseconds in our experiments), causing an overlap in received multipath 
signals. For example, the "up-call" produced by North Atlantic right whales (NARWs) 
is around one second long (Parks and Tyack 2005). With the overlap of multi path signals, 
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Figure 1.7: A Scripps "HARP" MARU. 
difficulties arise in resolving multipath arrival times using the typical time-series or spectral 
signal analysis methods. 
1.3.2 Passive acoustic data collection systems 
In addition to challenges remaining in localization techniques, challenges also remain in 
hardware used in passive acoustic applications. Currently there are several systems in use 
(Wiggins 2004; Wiggins et al., 2011; Calupca et al., 2000). These system have shortcom-
ings, such a being very prohibitive, closed to user modification, or lack the ability to quickly 
turnover data (some systems write data in binary form directly to a hard drive and require 
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special software to convert data into a useable format.) With developments in technology, 
these systems also become out of date and can be replaced by improved technology. 
Improvements in current technology can allow for greater access to hardware and im-
proved data collection capabilities. 
1.4 Motivation 
The primary motivation for this work was provided by a collaboration with the NOAA 
Northeast Fisheries Science Center at the Woods Hole Institution of Oceanography. The 
goal is to address from an engineering perspective, challenges in applying passive acoustics 
to answer questions in biology as part of an ongoing research project involving MARUs in 
related fields of passive acoustics and the Passive Acoustic Ocean Observing System. 
The overall goal of this project will be the demonstration that a cost effective au-
tonomous passive acoustic system utilizing MARU s may be developed with the capability 
of localizing marine animals to a reasonable degree of accuracy and that this system may 
be an excellent alternative for current localization implementation. 
1.4.1 Primary contribution goals 
The goal of this work will be to build upon and improve current localization techniques 
using passive acoustics with an emphasis on marine mammals. The main motivation of 
this work is in addressing the challenges in the estimation of calling depths of baleen 
whales, or in general, tonal, non-impulsive sound sources. Specifically this will enable 
three dimensional localization using a widely spaced array used in NOAA experiments. 
This contribution will be achieved by meeting the following goals: 
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• Investigate current localization techniques and further develop/modify these tech-
niques for application to MARU s 
• Develop new localization techniques applicable to baleen whales for use with 
MARUs 
• Perform a variety of localization experiments 
• Combine techniques and develop a system capable of three dimensional localization 
of baleen whales 
1.4.2 Secondary contribution goals 
This project will include the development of an improved MARU. As mentioned in the in-
troduction, MARUs are not a new technology. Additionally, many of the MAR Us currently 
available offer excellent performance (for their intended usage) and reliability. However, 
all these devices have many opportunities for further improvement. 
These improvements include the file system and memory. Many current MARUs record 
data to a non standard file type which requires post formatting prior to conducting any 
analysis. The proposed MARU will provide the ability to record data to standard file types 
such as WAY. These file types will offer compatibility with most computers and will work 
with standard processing software such as MATLAB. In addition to the data format, there 
are also opportunities for improvements in memory storage. Most MARU s still utilize 
standard hard disk drives which are noisy (electrically), require significant battery power for 
operation and are generally inefficient when compared to currently available technology. 
The proposed MARU will offer compatibility with Secure Digital (SD) cards for memory 
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storage. Using SD cards will provide cost, power and physical volume improvements. By 
utilizing a standard file system and file type, these cards will also have cross-compatibility 
between the MARU and a standard computer. This cross compatibility will provide simple 
and instant data transfer between the MARU and a standard PC. 
The desired MARU design will be low-cost, highly custornizable, open-source, com-
pletely autonomous and readily reproducible. It is planned that all design aspects such 
as schematics, bills of material and software will be made available to all interested re-
searchers. These devices will have the following capabilities: 
• High resolution, low-drift clock for the implementation of data time-stamping and 
improved array synchronization 
• Adjustable data acquisition parameters such as sample rate, sample length and num-
ber of input channels 
• Miniaturized system taking advantage of latest development in Integrated Circuit 
(IC) technology. 
• Modular design providing the ability to add and remove desired components for cus-
tom tailored functionality 
• Implementation of standardized file systems and protocol (FAT32, WAV) 
• Integrated release circuitry and signal processing software enabling remote commu-
nication 
• Complete open-source design for schematics, printed circuit board layout and soft-
ware providing the ability for easy reproduction, modification or improvement 
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1.5 Organization 
This thesis will contain five chapters and several appendices. Including this introductory 
chapter the remaining chapters and appendices will be organized as follows: 
1.5.1 Chapter 2: Development of current techniques 
A thorough derivation of current techniques will be presented, specifically as they are ap-
plied in experiments used in this work and commonly applied by the project collaborators. 
The method derivation will begin with the more common localization technique TDOA. 
A model of the typical experiment setup using a widely spaced array of MARUs will be 
used as the basis for the TDOA derivation. Because there are multiple ways in which a 
time-difference of arrival localization may be calculated, both the forward and backward 
methods of TDOA will be described. 
As with the TDOA derivation, an initial model will be developed for the DRTD experi-
mental setup as well as presentation of the forward and backward methods of computation. 
Special consideration will be given to describing the radial distance limitations which have 
a strong effect on the practicality of DRTD. 
For both methods, brief application examples will be presented along with a discussion 
of the strengths and weaknesses of each technique. Consideration will be taken to present 
the material from a point of view amendable to computational techniques. 
1.5.2 Chapter 3: Derivation of a new technique 
To address the challenges of applying baleen whale data to localization methods that are 
capable of resolving calling depth (DRTD) an autocorrelation technique will be developed. 
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Initially, to prove the applicability of this method and the assumption that an autocorrela-
tion may be used to resolve overlapping multipath signal arrivals, a model will be made to 
simulate a typical signal created by baleen whales (an upward frequency sweep) with an 
overlapping multi path. Using this model, the autocorrelation solution will be found and 
will be used to prove that a sum of multipath signals may be treated as a sum of autocorre-
lation solutions. 
An analysis will then be carried out to provide a further in-depth understanding of the 
solution and how it is affected by various changing parameter such as frequency sweep-
rate and signal length. This analysis and its results will also be used to make simplified 
autocorrelation solution models for specific species of baleen whales (right and humpback) 
which may then be used to make predictions for minimum resolvable time differences of 
arrival and provide insight into the practical limits to this method. 
1.5.3 Chapter 4: Estimation of calling depths 
The newly developed autocorrelation method will be combined with the DRTD localiza-
tion technique to resolve baleen whale calling depths. Data from an array of MARUs 
deployed in the Stellwagen Bank National Marine Sanctuary (SBNMS) for a period of sev-
eral months as part of a continuing set of experiments conducted by NOAA will be used. 
Initially ground truth localizations will be made using data from sound transmissions made 
from several known locations. The coupled autocorrelation-DRTD technique will then be 
applied to two different data sets from previous experiments. One data set contains vocal-
izations from a right whale and the second data set features a humpback whale. 
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1.5.4 Chapter 5: Combining of techniques and conclusions 
The autocorrelation-DRTD method will be combined with TDOA. Using the horizontal 
(with the sea surface) capability of TDOA to attain an initial two dimensional calling po-
sition, a calling depth estimation may be made using data from the nearest MARU to the 
whale, thus resolving a three dimensional localization. Using data from a previous experi-
ments a three dimensional calling track of a right whale traveling in SBNMS will be created 
illustrating the capability of these combined methods. 
A summary and discussion of this methods will be presented. 
1.5.5 Appendices 
Several appendices will be provided for further information on developments applicable to 
but not directly involved in the development of a three dimensional track. These include 
the discussion of non-linear frequency sweeps and considerations for the effects of ray-
refraction due to sound stratification and effects of surface layer scattering resulting from 
rough sea surfaces and bubbly layers. 
An appendix will also be provided covering the development of the improved MARU. 
Design considerations such as circuit designs, component selection and layout will be dis-
cussed. Software design and signal processing techniques will also be discussed. 
Chapter 2 
Development of Current Methods 
Introduction 
The main goal of this research is to expand upon, improve and further develop techniques in 
passive acoustics using autonomous recorders to track a sound source, specifically, baleen 
whales in three dimensions. Two previously developed and established localization meth-
ods will be used to build upon and supplement the work researched and developed herein. 
These methods are known as the Time Difference Of Arrival (TDOA, or sometimes refer-
eed to as TOAD) and the Direct Reflected Time Difference of arrival (DRTD). The funda-
mental difference between these methods is that TDOA uses measured time differences of 
arrival between an array of MARUs to localize a sound source in the ocean, while DRTD 
uses (for this application) the multipath times of arrival to a single MARU. Both methods 
are capable of localizing sources in two and three dimensions. However for purposes of this 
work, TDOA is better suited for horizontal in-plane (Latitude and Longitude) localizations, 
and DRTD is better suited for vertical (depth and radius) localizations. 
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Both TDOA and DRTD have been applied in a variety of derived forms and multiple 
system configurations from permanently bottom mounted to towed hydrophone arrays. To 
provide background and clarity in the specific application of these method for this work a 
thorough derivation will be provided. Additionally, a discussion of computational applica-
tion will be added throughout. The derivation will conclude with potential shortcomings of 
these methods and how these shortcoming will be addressed in this work. 
2.1 Development of the Time Difference Of Arrival 
method 
2.1.1 Overview 
The Time Difference of Anival (TDOA) localization method is well established and ar-
guably a standard method in marine mammal localization (Cato, 1998). This method, its 
most common form, relies on an array of widely spaced sensors (specifically hydrophones) 
and uses the time difference of arrival between several pairs of hydrophones to create sev-
eral intersecting solution sets. There have been a variety of implementations developed us-
ing the basic traits of TDOA ranging from spherical methods with direct solutions (Schau 
and Robinson, 1987) to newer versions such as the Correlation Sum Estimation method 
(Cortopassi and Fristrup, 2005). 
For this section as theoretical background, a general "forward" method of TDOA will 
be developed. Next, a simplified "backward" method will be developed along with the 
implementation of probability surfaces, which will ultimately be applied later in this work. 
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2.1.2 Determining the time difference of arrival 
For both the forward and backward techniques, resolving the time difference of arrival (dt) 
of the sound between the MARUs will be required. For both forward and reverse methods, a 
single MARU channel will be selected as the "base-ARU". The remaining MARU channels 
will each be paired with the base-ARU and the dt between the base and each remaining 
MARU will be resolved [Fig.(2.1)]. Using a base MARU provides a single reference point 
(both in time and space) for all dt' s as well as a standard interpretation for the results (for 
example, if the resolved dt is positive, the sound source will always be closer to the base 
than the other channel). 
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Figure 2.1: The base MARU is used as a reference and each remaining MARU is paired 
with it for dt measurements and solution set calculations 
In the experiments performed in this work, the MARUs are placed in a widely spaced 
array varying in the range of 5-6km between each MARU. The dts in this system can vary 
from zero to several seconds because of the wide spacing. Several dts may be approximated 
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by visual inspection of a spectrogram [Fig(2.2)] although this method lacks precision and 
is not conducive to automation. This problem can easily avoided through the application of 
a cross correlation between the time series signals received by the MARU channels. When 
performing the cross correlation, signals from paired channels will be correlated against 
the base channel. This process can be illustrated by the general function given in Eq .(2.1) 
where b*(t) is the complex conjugate of the signal received by the base-ARU and s(t +t') 
is the signal received by the paired MARU at a time lag (t'). If the correlation is successful, 
the cross-correlation will result in a single peak at a time lag corresponding to the dt be-
tween the base and paired MARUs [Fig(2.3)] which can be automatically resolved through 
the application of a peak-finding function. The resolved time differences are relative to the 
base channel and indicates the amount of time the signal took to reach the paired channel 
after already arriving at the base (thus, if the dt is negative, the signal arrived at the paired 
channel first) . 
Rxy (t1) = i: b*(t) *S(t+t')dt (2.1) 
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Figure 2.2: Spectrogram time window for two channels of a downward chirp 
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Figure 2.3: The result of cross correlating the two signal illustrated in Fig.(2.2) 
The cross correlations are performed by selecting a specific signal of interest and win-
dowing the signal with a window of appropriate size to allow for the arrival of the signal 
on all of the channels to be cross correlated. Figure(2.1) illustrates spectrograms of two 
windowed signals. All data contained in the windows will be correlated (lOs time series) 
and will result in a correlation result for time lags for two time the window length ( + -1 Os 
relative to time zero of the windowed base signal). In the example given, the resulting 
cross-correlation Rxy(t') exhibits a clear peak at roughly 0.8s in Fig.(2.3) 
The minimum window size may be estimated by finding the distance between the base 
MARU and the most distant paired MARU. The distance is then divided by the speed of 
sound, providing the maximum possible time difference of arrival between the channels 
which is also the minimum window time. Additional window time may be required in 
conditions of low signal to noise. Caution must be applied in the case of multiple signals, 
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which may result in several cross correlation peaks. These can confuse the process of dt 
estimation or result in error when using automated systems. 
A Matlab script located in the appendices is available which illustrates the implemen-
tation of the cross correlation technique. 
2.1.3 The forward method of TDOA 
As implied in its name, the forward method of TDOA uses the measured dts to calculate 
the source location (Thode 2004; Laplanche et al., 2005). This is accomplished through 
taking advantage of the geometric dependence of the individual path lengths from the sound 
source to each MARU. For a sound source at some location, there will be a unique set of 
path lengths which will converge to a point corresponding to that location [Fig(2.4)]. To 
determine these path lengths, a geometric model of the system is first created which then 
can be described in terms of the known information in the localization problem, being the 
MARU locations and relative dts . 
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Figure 2.4: For a two dimensional problem, a set of three path lengths (PL) will converge 
at a unique point, revealing the source location 
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(2.2) 
(2.3) 
(2.4) 
(2.5) 
The path lengths can be modeled in both terms of the geometric coordinates and in time 
as shown in Equations (2.2-2.5), where cis the speed of sound. With the known information 
(time differences of arrival) , it will soon be evident that there is not a simple way to calculate 
these individual path lengths directly. The difference in path lengths however is simple to 
calculate requiring only the measured dt and the speed of sound; 
(2 .6) 
Because the time difference of arrival is a function of the difference in path length to the 
individual MARUs, equation (2.6) may be rewritten in terms of the geometric coordinates 
providing a model for the solution dt which is a function of both the MARU and source 
coordinates; 
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At this point, the known values are dt , X! , Xz, Yt&Yz leaving Xs &Ys being the un-
knowns. An attempt may be made to solve this system directly through the implementation 
of a matrix formulation where the right side of the equation is expanded to separate the 
values Xs & Ysand then multiplying an array of measured dts by the inverse matrix created 
through the separation process. This process however, in addition to being difficult, would 
also require an array of six dts, owing to the quadratic nature of the system. Additionally, 
because the knowns are dts, an additional MARU channel (for a total of seven channels) 
would be required (it takes two t' s to make a dt !) to make an array of six dts. This problem 
may not carry much weight if one were to be guaranteed to always have reasonably co-
herent signals on seven channels, but this is not always the case. Ideally, a method should 
be able to locate a source with minimal data, which in the case of two dimensional TDOA 
would be four coherent signals. Fortunately, the application of "candidate source location" 
solution sets can resolve this problem (Nosal REF?) . 
The method of creating candidate solutions takes advantage of the model initially de-
rived up to this point Eq.[(2.7)]. As with the previous approach discussed, because there 
is only one variable dt, (the remainder being constants) and two unknowns, the location 
of the source cannot be solved for directly. Instead, a series of solutions for Xs & Ys may 
calculated that will satisfy the time difference of arrival. This is accomplished through the 
selection of a candidate array containing possible values for one of the unknowns and then 
calculating the corresponding value for the other unknown. 
An example can be made by selecting an array of possible values for x. If the sound 
source is suspected of being within a range of 1000 meters of the MARU pair, a candidate 
array of x values may be made for the range of - lOOOm ~ x ~ lOOOm in lm increments. 
Calculations are then iterated over this range to determine the corresponding value of y to 
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each array element of x for a location that will result in a possible sound source location 
that will in turn result in the known dt. 
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Figure 2.5: A local coordinate system, which may be universally applied to all MARU 
parrs 
When using a "global" coordinate system, for each MARU pair, the relative placement 
will result in a variable sensitivity in the x & y directions. For example, an MARU pair 
along the x-axis will have a different sensitivity to source location than a pair along the 
y-axis. For computational and automation purposes using a global x-y coordinate system 
provides a challenge with standardizing the physical solution range. Adopting a local co-
ordinate system solves this problem by applying a single standardized coordinate system 
to be applied to all MARU pairs [Fig.(2.5)]. 
Because the base MARU is in each MARU pair, it is convenient to place this MARU 
at the origin of the coordinate system (xL = 0, YL = 0) and the pair MARU along either 
axis (they axis in this example). This method zeros out several values in Eq.(2.7) requiring 
only the absolute distance between the MARU pair for calculation. This also simplifies 
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the derivation, which leads to a simplified solution and allows for practical assignment of 
single localization range for all MARU pairs. 
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Figure 2.6: A local coordinate system, which may be universally applied to all MARU 
pmrs 
This leads to the simplified geometric model , and thus a simplified solution for a can-
dictate source location. When the source has a YL value d/ 2 anywhere along the xLaxis, 
it will always be equidistant from the two MARUs and the time difference will always be 
zero. To satisfy this condition an offset of d/ 2 is added to the models and is illustrated in 
Fig(2.6). The two path length may now be simply expressed with two variables and one 
constant. The calculation of the solution set is made by creating a sequence of possible 
values for the candidate distance from the MARU pair center point YL· Given a measured 
dt, the value for XL from the MARU pair corresponding to each candidate value of y L may 
be then calculated. This set of corresponding XL and YL values then creates a parabolic 
curve (the only exception occurs when dt = 0, resulting in a straight line) . Because the 
solution is quadratic, the sign of the XL cannot be determined, resulting in a requirement for 
a mirrored solution set along the YL axis. 
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(2.8) 
(2.9) 
(2. 10) 
Figure 2.7: A parabolic solution set calculated using local coordinates mirrored about the 
YLaxis. The parabola open towards the paired receiver, indicating a negative time difference 
of arrival. 
The polarity of the time difference of arrival (positive or negative) between the two 
MARUs will determine the orientation of the parabola. If receiver 1 is the base receiver, a 
positive time difference of arrival will result in a parabola opening toward the base receiver 
with the vertex placed somewhere along the YL axis contained within the bounds of 0 ~ 
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YL < ~ · If the time difference is negative the parabola will face toward the paired receiver 
as illustrated in Fig(2.7). During the process of solution set calculation, the orientation 
(upward or downward facing) information of the parabola will be lost. This can be easily 
be recovered during the calculation process though by simply multiplying the YL values of 
t~e solution set by a factor of- ( ~), resulting in a parabola properly oriented with respect 
to the sign of dt. A time difference of zero will result in a solution set which is a straight 
line parallel to the XL axis. 
After a solution set has been calculated for each MARU pair, the solution sets must be 
mapped back to the standard "global" coordinate system to allow for comparison of the 
solution sets. 
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Figure 2.8: A local coordinate system mapped to the global coordinate system 
The coordinate transform is given in Eq.(2.11). Xcand Ycare the global coordinates 
of the base MARU, X0 and Yo are offset values from local to global coordinates and XLand 
YLare the MARU local coordinates. The result is an array of solutions transformed to global 
coordinates. 
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[ :: l [ X0 l + [ cas(¢) -sin(¢) l [ XL l Y0 sin(¢) cos(¢) YL (2.11) 
. ("') (Yc2- Yet) sm 'I' = ....:...._ _ ____:_ 
d (2.12) 
("') (xc2- xcl) cos 'I' = ....:...._ _ ____;__ 
d 
With all solution sets transformed to global coordinates the sound source may then be 
localized by finding the intersection point of all the solution sets. Ulustrated in Fig(2.9) is a 
simulated TDOA localization result in Universal Transverse Mercator (UTM) coordinates. 
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Figure 2.9: An example of the forward method implemented in a simulation. The black 
dots indicate MARU locations, the green dot is the source location and the red, yellow and 
blue dotted lines are solution sets. 
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With a collection of solution sets a plot may be made with allows for visual inspection 
for a successful localization, indicated by a singular convergence point. With the minimum 
number of solution sets (three, for two dimensions) a location may easily be estimated. 
Adding additional solution sets can add redundancy and confidence in the localization so-
lution. However, this may make a visual inspection more difficult. This may be remedied 
through the application of an algorithm to apply methods such as least-squares to estimate 
the area of convergence. This highlights the disadvantage of the forward TDOA method. 
As solution sets begin to diverge (such as when time synchronization drift become an is-
sue) the "tightness" of the convergence decreases causing increased difficulty in finding 
the most likely source location both visually and through automation. A remedy to this 
problem presents itself through the application of the "reverse method" of TDOA. 
2.1.4 The reverse method of TDOA 
Unlike the forward method, where measured time differences are used to calculate a so-
lution set of possible x and y pairs, the backward method considers possible locations by 
the creation of a two-dimensional grid containing discrete points that correspond to pos-
sible source locations illustrated in Fig (2.10). MARU positions are not discrete, only the 
possible source location. More computational effort is required for the initial production 
of solution. However, where the forward method requires a multi-step algorithm capa-
ble of sifting through multiple solution sets looking for a convergence point, the backward 
method only requires the summation of probability surfaces and finding the point of highest 
probability of solution convergence. 
When defining a solution space, or grid, the x and y distances are relative to the base 
MARU. The maximum coverage area is user defined and is only limited by computational 
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Figure 2.10: A grid containing a discrete candidate position for the source location and 
non-discrete positions of MARU 
power and practicality (for example setting bounds 20km from base MARU when the max-
imum signal detection range is 5krn). The time difference of arrival is calculated by taking 
the difference in path lengths between the base MARU and the paired MARU divided by 
the speed of sound using a modified version ofEq.(2.7) by zeroing outx1 and y 1 because the 
coordinate system is centered about the base MARU [Eq.(2.13)]. This results in a specific 
time difference of arrival assigned to each grid point for each MARU pair: 
(2.13) 
After calculating the corresponding time difference of arrival for each grid point, a 
probability surface may then be created by applying a probability density function (PDF) 
[Eq.(2.14)] to each grid point. The PDF is assumed to be the normal Gaussian distribu-
tion centered at the mean, or best estimate dten and variance O'n . The best estimate is the 
time difference of arrival measured through cross correlation of signal data recorded by 
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the MARUs and the variance is determined by the width of the corresponding time differ-
ence "peak" [Fig.(2.3)]. Using dte11 and O"n, the PDF is then iterated over the entire grid 
using the time difference at each grid point to create a likelihood surface for each corre-
sponding MARU pair. The resulting likelihood surfaces contain areas of high probability 
corresponding to grid points where the calculated time difference of arrival is close to the 
actual time difference resolved in the cross correlation [Fig(2.11)]. The remaining outlying 
points have a low probability of being a source location. In Fig(2.11 ), an example is shown. 
The values plotted are the Lagwvalues of Eqs.(2.13 & 2.14). 
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Figure 2.11: Example likelihood surface for TDOA resulting from a time difference of 
1.26s with a variance of 0.3s 
The probability surfaces for every solution set can next be summed together. Successful 
localization is achieved when the summed probabilities for all orders converge into a unique 
area of high likelihood [Fig(2.12)]. 
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Figure 2.12: An example of a localization where several probability surfaces are summed 
together leading to a single area of high likelihood. Black dot represent MARU locations, 
the yellow dot is the base and the green dot indicates the location of highest likelihood. 
The backward method provides a straightforward way to localize a sound source with 
TDOA. Although the initial calculations of the solution set is more computationally inten-
sive, if the grid area and resolution are selected in a reasonable manner (such as selecting 
a lm grid resolution when trying to find a source lOrn in size) this added iteration time 
becomes negligible. 
2.1.4.1 Discussion of TDOA 
TDOA, while theoretically capable of localizing animals in three dimensions, is in practice 
suitable for only two dimensional, or planar applications. This is because typical MARUs 
are separated by several kilometers. At these ranges the change in absolute path length (the 
length as a function of both depth an radial distance) is negligible with a change in calling 
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depth unless the difference in depth between the source and MARU is very large. For 
applications where the depth will be small compared to path length, the resulting changes 
in time difference of arrival between two MARU s as a function of depth become very small 
and likely beyond the resolution achievable when considering limits such as sampling rate 
and synchronization error. 
2.2 Development of the Direct-Reflected Time Difference 
of arrival method 
2.2.1 Overview 
DRTD is a ray theory based localization method. DRTD considers ray paths from the 
source directly to receiver, to varying combinations of source to surface and/or bottom re-
flections to receiver paths [Fig.(2.13)]. Rather than using the absolute time of arrival for 
each ray path, the time difference of arrival between the direct path and any of the mul-
tipaths is used for localization [Fig(2.14)]. This is accomplished by using the difference 
in arrival time to calculate a series of possible solutions for the sound source location rel-
ative to the receiver based on the difference in ray path lengths. When several multipath 
time differences are present, either on a single recorder channel or multiple channels (at 
separate locations), localization may achieved by calculating several sets of solutions and 
finding the unique position at which they all converge. 
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Figure 2.14: An example of a time series containing a beaked whale "click" with a center 
frequency of 40kHz located at approximately 1ms followed by a surface reflection arriving 
at approximately 1.5ms 
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Assuming an acoustic source at some unknown depth and radius and a bottom mounted 
receiver at a known position [Fig(2.13)], the ray paths (referred to as orders) can be 
expressed as follows (Jensen et. al., 2000):; Eqs.(2.15-2.19) where Dn = path length , 
Zb = MARU depth , Zs =Source depth andR = DistancefromMARUtosource with higher 
orders following the same pattern. For the developed model and later calculation, the sound 
channel was assumed to be isospeed, the sea surface was assumed to be flat and any prop-
agation effects beyond basic ray theory were ignored. A brief discussion of these effects is 
made later in this chapter. 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
2.2.2 The forward method 
In the application of DRTD, or TDOA, knowing only a single time difference will not result 
in a unique solution for depth and radius. This is illustrated by Fig.(2.16), where if a source 
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were to lie anywhere along the curved line (the "solution set"), the received time difference 
at the MARU would be the same. 
2 2 2 ! 
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Figure 2.15: Illustration of ambiguity of single time difference location. The curved solid 
line represents the infinity of possible location pairs (R & Zs) which satisfy Eq.(2.20). 
This ambiguity can be overcome when there are several multipaths. By resolving sev-
eral time differences between the direct arrival and a number of multi paths, several solution 
sets for the depth and radius may be calculated. Successful localization is achieved if the so-
lution sets converge at the "unique solution". Geometrically, this is the point of intersection 
of two or more solution sets illustrated in Fig.(2.16). This method can be called the 'for-
ward method' because it directly uses the time difference measurements to calculate a set 
oflocation solutions. The forward method ofDRTD, as with the forward method ofTDOA, 
can be computationally intensive. This complication becomes especially true when using 
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more than two solution sets for localization. A more simple and straight-forward approach 
may be taken again through application of a 'reverse method' coupled with a probability 
surface. 
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Figure 2.16: Example of two converging solution sets yielding a unique solution of (R = 
296m, Zs = - 33m) using the forward method. The line beginning at the top left corner 
represents the first order set oftime difference solutions, the intersecting line represents the 
second order set of solutions. The red dot indicates the relative location of the MARU. 
2.2.3 The reverse method 
Solution sets were calculated through the creation of a two-dimensional grid containing 
discrete pairs (Rx , Zy) that correspond to possible source depths and radial distances. The 
depths were relative to the sea surface and the radial distance relative to the MARU. The 
maximum depth was set by the depth of the bottom-mounted MARU and the radial dis-
tance and grid point spacings were user defined. The ray path and multipath distances of 
each order to the MARU for all grid points were calculated. The time difference of arrival 
from the source to the receiver of order n was found by taking the difference in path lengths 
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divided by the speed of sound c [Eqs.(2.21&2.22)] resulting in a specific time difference 
of arrival assigned to each grid point for each multipath order. Only the time differences of 
arrival between the direct (0 order) and multipaths of order n were considered; multipath-
multipath time differences of arrival were not used for solution set calculations. Slightly 
different approaches have been made using three dimensional grids for localization using 
several bottom mounted hydrophone channels (Nosal and Frazer 2006). The sound channel 
was assumed to be isospeed at 1480m/s, the sea surface was assumed to be fiat and any 
propagation effects beyond basic ray theory were ignored. The variance was chose by se-
lecting the time corresponding to the- 3dB point of amplitude relative to the autocorrelation 
"peaks" (further detail will be provided in the following chapter). 
Dn-Do dton=---
' c 
(2.21) 
dto1 (Z ,R) = ~[J(zb +Z)2 +R2 - j(zb -Z)2 +R2] for Z E (0, Zb) & R E (0, Rmax) 
(2.22) 
After creating a grid of dt's corresponding to each possible depth and radius, a likeli-
hood surface was calculated to provide the probability of the source location at any specific 
grid point. This was accomplished through the application of a probability density function 
(PDF) with an assumed normal distribution centered at the mean, or best estimate dten and 
variance ern [Eq.(2.23)]. The best estimate of the actual multi path time difference of arrival 
was found through autocorrelation analysis of the signal data recorded by the MARU s. 
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(2.23) 
Given dte11 and an, the PDF was then iterated over the entire grid using the time differ-
ence at each grid point to create a likelihood surface for each multipath order. The resulting 
likelihood surfaces contained areas of high probability corresponding to grid points where 
the calculated time difference of arrival is close to the actual time difference measured in 
the received acoustic signal (dte11 ) [Fig(2.17)]. The remaining outlying points had a low 
probability. The likelihood surfaces for every available multi path order were then summed 
together. Successful localization is achieved when the summed probabilities for all orders 
converge into a unique area of high likelihood [Fig(2.18)]. Results are presented in dB 
where Odb is the location of highest likelihood. The standard deviation of - 3dB can be 
found by tracing the area around the point of highest likelihood. 
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Figure 2.17: Example likelihood surface of a first order solution set with dte01 = 
11.2ms & a01 = 2ms. For clarity, the minimum likelihood is set to -100 dB (much smaller 
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Figure 2.18: Example localization with a maximum likelihood at a depth of 30m and radius 
of 46.7m. The standard deviation was found to be +-2m for the depth and +-4m for the 
radius. The dark red region contains the area which is within the standard deviation. 
2.2.4 Considerations for sound propagation effects 
In the models and analysis used in this work sound is assumed to be purely ray-based 
and any complex propagation effects are ignored. These effects can include temperature 
stratification or thermoclines which result in sound speed profiles that are a function of 
depth. This adds complexity to the model where the multipaths reflecting between the 
sea surface and floor vary in propagation speed effecting the signal time of flight between 
the source and receiver. Additionally, with a sound speed profile, ray refraction can occur 
possibly invalidating the "straight-line" assumption. These effects have been observed and 
accounted for in long distance (tens of kilometers) and moderate depth (hundreds of meters) 
in DRTD experiments (Laplanche et al., 2005; Thode 2005). An additional assumption 
which may not hold due to oceanographic effects is the flat surface assumption. Ocean 
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waves can lead to scattering and reverberation of a signal. Waves can also lead to creating 
layers of bubble clouds which, depending on the signal frequency, can cause scattering and 
reverberation as well as significantly reducing the sound propagation speed (Urick 1983). 
Properly accounting for these effects can become very difficult when considering that 
these methods will typically be applied to archived data. Although bubble plumes can have 
a significant effect on sound speed, predicting the presence, frequency and duration of these 
plumes can be very difficult. Sound speed variations with depth can also be difficult to ac-
curately account for. Because of the nature of this work, which will seek to localize calling 
baleen whales at shallow depths and relatively close ranges, these effects are assumed to be 
negligible. 
A brief study was conducted to better estimate the effectiveness of the isospeed as-
sumption used for DRTD. A model was made for a shallow water sound channel with a 
sound speed that varied with depth [Fig(2.19)]. The ray propagation path lengths were 
calculated using the same method for the first model. To account for the varying sound 
speed, a piecewise-linear method was used to estimate an effective sound speed for each 
multipath order traveling through the channel. A modified version of Eq.(2.21) was then 
used to calculate the direct-reflected time differences using the effective sound speed for 
each multipath order: 
Dn Do dton=---
, Cn co 
(2.24) 
A localization experiment was made for a simulated sound source at a depth of 50m 
and a radial distance of lkm from the MARU. The multipath dts corresponding to the 
source location where calculated and applied to a DRTD method modified to account for 
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Figure 2.19: Model to simulate effects of sound speed stratification on localization. The 
sound speed profile is illustrated on the left. 
the stratified sound speed. The variance was set to 2ms for the first two multipath orders 
and 4ms for the remaining two orders (these values were commonly measured for right 
whale localization). The localization resulted in an exact solution for the source location at 
50m and lOOOm for the depth and radius respectively. The -3dB likelihood was found to 
be +-8m for the depth and +-56m for the radius. The DRTD localization was then repeated 
using an isospeed assumption. The resulting depth estimation was 45.6m and the radius 
was 1056m with - 3dB depth and radius values of +-9.2 and +-64m respectively. 
Depending on the particular application of DRTD (such as long distance in deep water 
vs. at close range in littoral areas) these effects can become important. For the localization 
experiments conducted in this thesis and the intended application of the methods devel-
oped, DRTD will be limited to radii of less than lkm and the depth generally under lOOm. 
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Figure 2.20: Simulated DRTD results, left is the localization result accounting for propa-
gation effects, right is the DRTD result using an isospeed assumption. Green Dot indicate 
the best estimate of the source location. 
The values selected for the stratified sound speed experiments were intentionally set to the 
limits of these methods to provide a "worst case scenario" of localization error. As the 
source moves closer to the MARU the propagation effects decrease and eventually become 
negligible. Even in the "worst case" example provided the actual source location was found 
to be within the standard deviation of the resulting localization. 
2.2.5 Discussion of DRTD 
Unlike TDOA and Modal Dispersion which have been successfully applied in experiments, 
DRTD previously has been applied only in experiments involving cetaceans, which typi-
cally produce pulsed signals or "clicks" (Nosal and Frazer 2006, Thode 2004, Abbauer 
et al., 2000). If possible, applying multipath localization techniques such as DRTD to 
baleen whale vocalizations could help expand experiments to include calling depths as an 
improvement over the planar limitation of more common localization techniques. 
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2.3 Summary 
Both TDOA and DRTD have been applied successfully in previous localization experi-
ments. Additionally both methods are capable of three dimensional localization. In the 
applications specific to this research using widely spaced MARUs in shallow water neither 
of these methods are practical in three dimensions. TDOA will only be effective for "in 
plane" localizations and DRTD will only be effective at estimating depth and radial dis-
tance between the MARU and the sound source for a limited range. In cases where the the 
source is within the effective range of DRTD these methods can be combined to achieve 
three dimensional localization. The challenge lies in effectively applying DRTD to baleen 
whales which has not been previously achieved and will require the derivation of an ad-
ditional technique to allow successful application. This limitation has been mostly due to 
the easy identification of direct and reflected clicks, which are essentially pulsed signals, in 
both time series and spectrogram representations of data. 
Chapter 3 
Development of an Autocorrelation 
Method 
3.1 Introduction 
A solution for baleen whale depth estimation challenges when using MARU data may be 
found through the application of multipath techniques such as DRTD. Prior work has devel-
oped the DRTD method and successfully applied it to localization problems in experiments 
limited to odontocete echolocation (Nosal and Frazer 2006; Aubauer et al., 2000) Similar 
multipath experiments have also used pulsed signals like walrus "knocks" (Mouy et al., 
2012). 
The echolocation clicks of sperm whales are an example of signals that fit into this 
category. If a marine mammal produces a long duration vocalization (relative to the time 
difference of arrival) rather than a short pulse, the direct and reflected signals will overlap, 
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making the separate arrival times difficult to identify [Fig(3 .2)]. This can be the case for a 
variety of sounds produced by baleen whales. 
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Figure 3.1: A spectrogram and accompanying set of time series showing individual multi-
path arrivals in a series of pulsed signals. R. Abbauer "One Hydrophone Method of Esti-
mating Distance and Depth of Phonating Dolphins" (2000) 
Although the separate direct and reflected signal arrivals can be difficult to identify, this 
chapter develops a technique that may be used to recover time difference information be-
tween the direct and reflected arrivals of marine mammal vocalizations through the careful 
application of an autocorrelation. By applying an autocorrelation to recorded vocaliza-
tions, evidence of repeating patterns may be revealed which can provide multipath time 
of arrival information that was previously un-resolvable. This newly revealed information 
then provides additional data which may then be applied to DRTD thus allowing calling 
depth estimates. 
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Figure 3.2: A spectrogram and accompanying set of time series for a NARW up-call. Con-
tained in the signal are several multipaths (revealed in the next chapter) which are not 
identifiable in either time or spectral form 
Autocorrelations have been explored before, however, with the intention to remove, 
rather than gain reflection information with minimal or less applicable theoretical develop-
ment (Giraudet and Glotin 2006; Ching and So 1994). Because little theory is available for 
the treatment of an autocorrelation in the proposed manner, an initial derivation was made 
to model an autocorrelation of a marine mammal vocalization and to illustrate the ability 
of this method to identify overlapping reflections. Additionally, a study is carried out to 
determine the practical boundaries of this technique with respect to signal frequency, type 
and time difference between direct and reflected arrivals. The methodology proposed in 
this chapter can be applied to localization problems presented by a variety of vocalizations 
produced by marine mammals. This chapter will provide guidance on resolving relative 
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multipath times of arrival coupled with performance limitations that can be determined 
through the application of equations derived herein. 
3.2 Theory 
This method makes the assumption that reflected signals are images of the direct signal 
and that the signal frequency is changing with time (such as a chirp). Although this the-
ory will be limited to frequency sweeps, this type of signal is commonly used by various 
species of marine mammals allowing for wide application. Using this method, knowledge 
of amplitude and phase is arbitrary and only the time-series of the direct-reflected signal 
is necessary for analysis . Additionally, implementation of this method takes advantage of 
signal correlation techniques that are well developed and readily available. 
A common signal produced by marine mammals is an "up-call" which can be modeled 
by a linear frequency sweep or "chirp" using an exponential equation with W0 being the 
initial frequency, f3 being the sweep rate and t representing time (a brief discussion of 
non-linear sweeps is provided in the appendix). 
s(t) = Aei(roo+f3t)t (3.1) 
For this method a simple multipath model will be used and only the direct signal arrival 
and a single reflection will be considered. Assuming that the reflected arrival is simply the 
direct arrival at some delayed time -r multiplied by an attenuation coefficient a to account 
for reflection losses, the total received signal is represented by Eq.(3.2). Applying the chirp 
model to the total received signal leads to Eq.(3.3) . 
r(t) = s(t) + as(t- -r) 
r(t) =Aei(coa+f3t)t n ( _!_) 
T 
+ aAei(coa+ f3 (t - 1:) )(t-1:) n (t- -r) 
T 
t { 1 n(-) = 
T 0 
if 0 ::::; t ::::; T; 
otherwise 
t- 't" { 1 n(-)= 
T 0 otherwise 
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(3.2) 
(3.3) 
Included in Eq.(3.3) are n(t / T) and n((t- -r) / T), which are window functions to account 
for the discrete time length of the received signals with a signal length T, which in this 
paper will be referred to as the "signal period". 
In the most general form, an autocorrelation is essentially a signal convoluted with 
the complex conjugate of itself integrated over time at some time lag t' given in Eq.(3.4). 
Applying the autocorrelation to Eq.(3.3) leads to the autocorrelation for the multipath chirp 
model Eq.(3.5). 
(3.4) 
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Rxx(t') =A2 [~ [e-i(wo+f3t )t n(t)+ae- i(wo+f3 (t- -r ))(t--r)n(t--r)J * 
[ ei( Wo+f3 (t+t'))(t+t') n (t + t') + aei( Wo+f3 (t-Ht'))(t-H t' ) n (t _ 't' + t' )] dt (3.5) 
After expansion of the inner terms of the integral, the autocorrelation may be sepa-
rated into the sum of four separate integrals. These integrals may be further simplified 
by applying the convolution theorem concerning the integral of a product of two separate 
signals [Eq.(3.6)]. Additionally, because this method is intended for small time delays (on 
the order of milliseconds) an approximation can be made after expansion by setting higher 
order terms to zero such that -r2 ~ 0. This leads to the following four integrals and their 
corresponding solutions Eqs.(3.7-3.10): 
j F(t ) * G(t) dt = j F(t) dt j G(t) dt (3.6) 
a A 2 ;·oo ei( -~-r+~t'+f3t 'z-2f3t-r+2f3u ' -2f3t ' -r ) dt j oo n ( .:._) n (t - -r + t' ) dt (3 .8) 
. -oo - 00 T T 
2 t' - 't' '( I f.1 /2 2{3 I ) 
... = aA 1\ (--)sinc(f3Tt'- [3T-r)cos(f3t'-r) e1 Wot +,...t - Wo't"- t 't" 
T 
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t' - '[ "( 1 f3 12 ) 
... = aA2 !\ (--)sinc( f3Tt 1 + [3T-r)cos(f3t'-r)e1 Wot + t -Wo"r = 0 
T 
(3.10) 
2 2 f 1 - '[ 1 "( I f3 12 2{3 1 ) 
... =a A !\ (--)sinc(f3Tt1)cos(2{3t1 -r + 2{3t1T)-e1 root+ t - t -r = 0 
T 2 
The solutions for the integrals in Eqs. (3.9 & 3.10) are found to be zero. This is due 
to the misalignment (in lag time) of the sine() and /\() functions which leads to a zero 
product for most applicable situations. The /\ () is defined as the triangle function where: 
t { (T - /t /)/T 
/\( -) = 
T 0 
ifO~t~T; 
otherwise 
t - -r { (T-/t--r/)/T 
/\(-) = 
T 0 
if 0 ~ It- -r/ ~ T; 
otherwise 
The final solution is found to be simply the sum of the autocorrelation for the direct 
signal and the autoconelation for the reflected signal at a delayed time (3.11). 
I 
R:xx(t') = A2 1\ ( !._ )sinc(2{3Tt1)ei(roo+f3t1)11 
T 
t' - '! '( I f3 12 2/3 I ) + aA2 1\ (--)sinc({3Tt1 - {3T'!)cos({3t1'!)e1 Wot + t - Wo'r- t" 
T 
3.3 Solution Analysis 
3.3.1 Interpretation 
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(3.11) 
The model for the autocorrelation of an overlapping direct-reflected frequency sweep can 
provide insight into how to properly interpret experimental results as well as define a basic 
set of guidelines which may be used to determine the practicality of applying multipath 
methods to a specific species I call type. This can be very useful as well in the design of 
experiments where multipath localization methods may be desired for use. 
Although cumbersome at first inspection, the solutions can be broken down into several 
components which then can be examined individually while still preserving the functional-
ity of the total solution. Additionally, these solution components can also be classified into 
two categories as either "primary" or "secondary". An primary solution component is de-
fined as a component which contributes to the detennination of a time difference by having 
a high dependence on arrival time. A passive component has little effect on the solution, or 
does not contribute to resolving a time difference and may lack any time dependence. The 
secondary solution components include the constants for amplitude and attenuation A & a 
respectively, the exponential components of both the direct and reflected solutions and the 
cosine portion of the reflected solution [Eqs.(3.12 & 3.13)]. 
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ei( OJ0 +{3t1)t1 (3.12) 
(3.13) 
The exponential components are merely oscillation terms consistent with the nature of 
autocorrelations (where the autocorrelation of an sinusoidal signal is itself sinusoidal) and 
are in fact the original frequency-swept signal. These components have little or no depen-
dence on direct-reflected time difference of anival and therefore provide little information 
of value. The cosine term is essentially a DC term relative to the time scale of interest, 
where both the autoconelation and the reflection time difference will be limited to the mil-
I 
lisecond scale (t & r « 1). This results in an inner product of cosine terms which is ~ 0 
(and eos(f3t'r) ~ 1) over the desired autocorrelation time. 
The primary solution components are the /\ () and the sine() functions, which are re-
sponsible for the "peaks" [see Figs.(3.4a & 3.7a)] corresponding to the direct and reflected 
signal amval times. The peaks are centered on the relative amval time, with the direct 
arrival at time 0 and the reflected arrival at r, thus giving the direct-reflected time differ-
ence directly. The peaks are caused by the attenuation of the conelation solution by one 
or both of the primary components which are equal to one when t' = 0 & t' = r for the 
direct and reflected solutions respectively. As time passes, the /\ () and sine() functions 
decay to zero. These functions however, will decay to zero at different rates depending 
on the signal characteristics f3 & T . Since the autocorrelation is a product of the primary 
solution components, one function can dominate the other and change the overall behavior 
61 
of the solution. Understanding the dependence of the active components onf3 & T can pro-
vide insight into the autocorrelation solution properties and its response to differing marine 
mammal vocalizations. Furthermore, the knowledge of a sine( )-dominant or /\ ( )-dominant 
solution can, in addition to setting value boundaries, allow for additional simplification of 
the autocorrelation solution. 
3.3.2 Dominance relation 
To determine this sine( )- or /\ ( )-dominant behavior, first an equality relationship must be 
found between the two functions. The first equality when both functions are equal to one is 
trivial. It is also simple to determine when both functions equal zero, however determining 
this equality will lead to the dominance relationship. The sine() function is first considered 
for a zero solution. When the product of the inner terms of the sine() function is a multiple 
of n, the sine() function will be equal to zero. For this analysis only the first zero crossing 
will be of concern, so only the first multiple of n will be considered. 
sine(x) = 0, forx = nn (3.14) 
I I f3 T a = n, a = [t , t - 1:'] 
The inner terms of sine() are then set to n, for either the direct or reflected case. To 
determine the zero crossing of the /\ (), the function is first restated as a bounded equation . 
a T -(a) 1 1 /\ (-)= , jora=[t , lt -'l'I] ~ T T T (3.15) 
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I I (} = [t 't - -r] 
Solving for cr in the sine() zero value and combining the two equations, we find a sim-
ple relationship which describes the boundary that can be used to determine the dominant 
function in the autocorrelation solution given in Eq.(3.16). Since cr can contain either the 
actual or delayed time, this relationship holds for both the direct and reflected solutions 
with the same behavior. Plotting this relationship in Fig.(3.3) shows essentially a boundary 
line which indicates whether the solution will be either sine() or/\() dominant, with sine() 
dominant values contained in the area to the right of the curve and /\() to the left [Eqs.(3.17 
& 3.18)]. 
(3 .16) 
n f3 > T 2 ; sine() dominant (3.17) 
n f3 < T 2 ; 1\ ( ) dominant (3 .18) 
3.3.3 Oscillation term interference 
In the case when modeling or analyzing signals with a high initial frequency, interference 
can be caused by the oscillation term [Eqs.(3.12 & 3.13)]. This interference occurs when 
the sine() or /\() period (whichever is dominant) is larger than the oscillation term period. 
The interference will not affect the position of the peak corresponding to a signal arrival, 
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Signal Period (T) 
Figure 3.3: Solution dominance relationship Eq.(3.16) 
however it will cause ambiguity in the correlation output and destructive phase interference 
between the sum of two autocorrelations when direct-reflected time differences are very 
small. The onset of the oscillation term interference may be easily estimated in a way 
similar to the determination of the dominance relationship. The zero crossing value is 
determined for the oscillation term and is then set equal to the zero crossing value of the 
sine() function, which is f3TCJ = n. 
Real[ei(mo+l3t' )t' J = 0 , for ( W0 + {3t')t1 = ~ 
12 I 
However, f3t ~ 0, fort « 1 
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'( f3 ' ) , n Real[e1 wa+ t 1 ] = 0, forWot' = 2 
wo ~ f3T (3.19) 
When the criteria in Eq.(3.19) are satisfied, oscillations will occur in the autocorrelation 
solution, resulting in the loss of a sharp peak cutoff (or several peaks centered around the 
arrival time). Arrival time information will still be preserved. 
3.4 Application, Prediction, Modeling and Solution Con-
firmation 
There are numerous and varying call types used by cetaceans, many of which include vari-
ations of a frequency sweep. To demonstrate the application of the developed model while 
maintaining brevity, two types of vocalizations produced by baleen whales were chosen that 
encompass differing time-frequency characteristics. The first is a typical up-call produced 
by North Atlantic right whales (Eubalaena glacialis) , a low-frequency, low-sweep-rate and 
long period signal. The second is an example song unit produced by humpback whales 
(Megaptera novaengliae), which is a high-frequency, high-sweep rate and short period sig-
nal. 
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3.4.1 Application to North Atlantic right whales (Eubalaena glacialis) 
One of the well-documented (Mellinger et al.,2007; Parks and Tyack 2005) and commonly-
produced call types of the North Atlantic right whale is known as the up-call, a frequency-
modulated vocalization ranging from approximately 50-300Hz, with a duration as exem-
plified by the data presented in Fig.(3.5) typically ranging from 0.5 - 1.5s. These call 
characteristics make multipath localization virtually impossible when performing a ba-
sic time-domain or spectral analysis. Due to the nature of the autoconelation solutions, 
surprisingly short time differences can be determined even in the presence of very large 
direct-reflected signal overlap. 
3.4.1.1 Determination of the dominant solution 
Mean values for a typical North Atlantic right whale up-call found by Parks and Tyack 
(2005) were used to determine the expected behavior of an up-call autocorrelation. The 
mean values used were a lower sweep frequency of 80Hz and an upper frequency of 190Hz 
with a mean duration of 0.99s which were used to determine an expected sweep rate of 
f3 =111Hz/ s. Application of the dominance relationship from Eq.(3.16) finds the solution 
to be highly sine() dominant with n jT2 = 3.2 being much less than f3. The sine dominance 
still holds for varying values ofT and f3 over the typical time and frequency ranges of up-
calls. Applying Eq.(3.19) to a typical up-call also finds that oscillation term interference in 
the autocorrelation will generally not be present. 
With the strong sine( ) dominance, the modeled autocorrelation solution for a right 
whale up-call can approximated as Eq.(3.20). 
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(3.20) 
3.4.1.2 Prediction of minimum time difference 
The prediction of the minimum time difference between the direct and reflected signal 
arrivals provides an estimation of the criterion required to avoid phase interference between 
the direct and reflected autoconelation solutions. This allows for the interpretation results 
(finding a single peak) without having to resmt to additional methods such as superposition 
(see 3.5) to extract "hidden" peaks (which implies that smaller time differences may still be 
resolved). The calculation may be accomplished using the right whale model [Eq.(3.20)]. 
Because the sine( ) function is dominant, a value is chosen where the solutions do not 
meet until a point where they are sufficiently attenuated (thus reducing interaction with 
one another). The optimal value selection can be difficult when there is reasonable signal 
variability. However a simple, conservative value can easily be attained. In the right whale 
case, one may choose a point where the sine( ) function makes its second zero crossing, 
which is 2n (attenuation approximately -20dB). The time required for the zero crossing 
for both direct and reflected solutions may then be determined and summed together to 
estimate the minimum time difference. 
I 
Direct time : 2f3Tt = 2n 
I 
Reflect time: f3T(t - -r) = 2n 
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I 
Sum together: 3f3Tt - f3Tr = 4n 
I I n 
I J t = '!' ----t t min = /3 T (3.21) 
Using this method and the mean values for a right whale up-call, the minimum value for 
time difference between the direct and reflected call was found to be 28.5ms. A less con-
servative estimate may be made using the first zero crossing which happens at nand leads 
to a minimum time difference of 14.3ms. Both of these values remain very small however, 
when considering that the original signal period is ,....., ls with a 97% direct-reflected signal 
overlap at 28.5ms. 
3.4.1.3 Analysis, Modeling and Simulation 
The Right whale analytic solution of Eq.( 3.4a) was compared to real Fig.(3.4c) and simu-
lated Fig.(3.4b) data for agreement. Analysis was performed by running an autocorrelation 
over a windowed and band-pass filtered recording of a right whale up-call [Fig.(3.5)]. Ver-
tical bars in the spectrogram indicate the windowed data. For analysis, only a portion of the 
signal was windowed in order to autocorrelate only the "linear" portion of the signal. The 
result is shown in Fig.(3.4c). The analytic solution was created by simply plotting the solu-
I ' 
tion output as a function oft , with specific values for f3 T '! & W0 [Eq.(3.20)], [Fig.(3.4a)]. 
The same values were then used to create a data array containing a frequency sweep us-
ing Eq.(3.3). The data array was run through a numerical autocorrelation function and its 
output was then compared to the model [Fig.(3.4b)]. 
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Comparing the three outputs, the main structures of the expected solution were found 
to be preserved, being the sine() function dominance and the corresponding envelope peak 
at the arrival time of the reflected signal. What was not in perfect agreement were the 
amplitude and frequency of the oscillatory components seen in all three graphs. Possibly 
this is due to solution interaction, or phase interference between the components of the 
individual solutions (such as the convolution of the sine() and oscillation terms). 
3.4.2 Application to humpback whales (Megaptera noveaengliae) 
Humpback whales produce a wide variety of sounds spanning broad frequency ranges and 
periods, in both a song and non-song context. There is not a "stereotypical" call, like that 
of the up-call in right whales that can be easily identified for localization analysis. This 
leads to additional challenges when trying to model a median value for a frequency sweep 
or when trying to establish a typical minimum time difference for accurate analysis. Al-
though there are additional challenges for humpback whales, using the developed methods 
previously applied, it is still simple to analyze performance criteria such as r;nin on a case 
by case basis. 
3.4.2.1 Determination of the Dominant Solution 
For the Humpback whale analysis, data containing a song unit [in the spectrogram plotted 
in Fig.(3 .8)] featuring a frequency sweep with an initial frequency of 900Hz, a period of 
approximately 12ms and a sweep rate of approximately 2.1kHz/s was selected. Initial anal-
ysis for solution dominance with n j T 2 = 21 ,817 being larger than the sweep rate shows 
that the solution will be 1\ ( ) dominant. Although the comparative ratio of the two values 
does not show a large dominance, a plot of the two functions and their convolution shows 
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(b) Numerical autocorrelation Eq.(3.5) of a simulated up-call 
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(c) Autocorrelation of right whale data from Fig.(3.5). 
Figure 3.4: Right whale autocorrelations with a 28ms direct-reflected time difference 
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Figure 3.5: Spectrogram of an example right whale up-call (bars indicate windowed data 
for analysis). This data is taken with a bottom mounted hydrophone in SBNMS (Data was 
collected with funding from the National Oceanographic Partnership Program). 
that the /\ () dominance sufficiently holds [Fig.(3.6)]. Testing for oscillation interference 
and finding that f3T = 25 < fa shows that interference will be present. 
3.4.2.2 Prediction of Minimum Time Difference 
Prediction of the minimum time difference for a direct and reflected humpback whale song 
unit can be more difficult than in the right whale case. Because of the nature of the auto-
correlation solution with /\ () dominance, the peak corresponding to the reflection arrival 
time appears more "spread out" when compared to the sharp sine() dominant peak. Addi-
tionally, because there is oscillation term interference present, phase interference between 
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Figure 3.6: Comparison of response of sine and triangle function to humpback data. The 
blue line indicates the sine function, red indicates the triangle function and the black line is 
the convolution of the two 
the two direct and reflected solutions can lead to uncertain results. A simple, conservative 
estimate may still be made in this case as well by finding the zero crossing points for the 
direct and reflected /\ () . 
I 
Direct !\ () : T - t = 0 
I 
Reflected !\ (): T- (t - r) = 0 
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I I I 
Combine : 2T - t - (t - 'r = 0 ---+ tmin = 2T (3.22) 
I 
Applying the signal period to Eq.(3 .22) results in a tmin that is longer than the actual 
period of the signal. This would lead to a set of direct and reflected signals which are no 
longer overlapping and that could be possibly be analyzed as a time-series. An autocorre-
lation can still provide useful information when considering analysis of noisy time-series 
data (a useful autocorrelation property is noise filtering) where signal arrival times become 
ambiguous, or Fourier analysis where time resolution can be lost, eliminating small time 
I 
difference detectability. To achieve a smaller tmin that can be determined in analysis, a more 
involved method (taking advantage of the property of the autocorrelation solution being a 
summation of two independent solutions) must be applied (see 3.5). 
3.4.2.3 Analysis, Modeling and Simulation 
As was done for the NARW case presented in Fig.(3.4), the analyzed humpback song-unit 
[Fig.(3.7a)] was modeled using the autocorrelation solution [Fig.(3.7b)] and also simulated 
by creating a data array containing a frequency sweep that mimics the humpback song-
unit. The simulated song-unit was then autocorrelated in the same way as right whale case 
[Fig.(3 .7c)]. Agreement between the data, model and simulation was found after adjust-
ments of the signal parameters for each individual case. The adjustments were necessary 
due to difficulty in the accurate determination ofT and {3 . 
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Figure 3.7: Humpback whale autocorrelations of a song-unit with a 7.5ms direct-reflected 
time difference 
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Figure 3.8: Spectrogram of humpback song unit 
3.4.3 Discussion 
The analytic solutions may be used to predict the autocorrelation of a variety of whale 
vocalizations in the form of a frequency sweep. They can be useful to validate results of 
analyzed data by using the values found (namely r) and comparing the analytic output to 
the actual autocorrelation of the data. The most simple and useful application may be in 
the adoption of the performance limits derived from the modeled solutions. Knowing the 
typical vocal parameters of the whale of interest will provide basic guidelines to deter-
mining the applicability of multipath localization techniques when considering a specific 
experimental setup, or insight into how to adjust a setup to maximize results. 
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3.5 Superposition of Signals 
Although minimum resolvable time differences of arrival had been predicted using the 
autocorrelation solution, in many cases it may be possible to further process the results to 
achieve resolvable time difference smaller that the prediction. This is possible because the 
autocorrelation solution acts as a sum of individual solutions corresponding to each signal 
arrival Eq.(3.11). 
The superposition of signals is simply the addition or subtraction of signals from one or 
another. Because the autocorrelation solution was found to be a sum of the direct autocor-
relation and the reflected autocorrelation, in theory the reflected solution may be found by 
subtracting the direct solution from the total solution. This is illustrated in Eq.(3.23) where 
RTxx =total solution, RDxx =direct solution &RRxx =reflected solution. 
if RTxx = RDxx + RRxx, (3 .23) 
then: RRxx = RTxx- RDxx 
This property can be useful in the event where there are reflections in a solution with 
time differences which are hard to resolve using only an autocorrelation. If an autocorre-
lation solution is available which it is known to be reasonably reflection free (only a direct 
solution), it may be subtracted from another solution to reveal the possible reflection that 
was not previously resolvable. Figures(3.9a, 3.9b & 3.9c) illustrate how this method may be 
applied. Figure(3.9a) contains an autocorrelation of Humpback whale data taken from So-
corro Mexico (Cholewiak 2XXX) with a signal which contains a reflection . Figure (3.9b) 
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is an autocorrelation of the same signal recorded at a channel far from the sound source 
with a low possibility of reflections being present (the whale was localized using TDOA 
to confirm this assumption). Taking the difference of the two autocmTelations isolates the 
reflection solution [Fig.(3.9c)] 
3.6 Conclusion 
Using an autocorrelation can reveal hidden information in a marine mammal vocalization 
that may not be easily resolvable using standard time series or spectral analysis. Basic 
signal processing theory was used to develop a mathematical model which provides much 
insight into the workings of an autocorrelation, the meaningfulness of its solution and its 
relative dependencies on basic signal parameters. This model also demonstrates that a sig-
nal and its overlapping reflection, although statistically dependent, will have an autocorre-
lation solution that is the sum of two separate autocorrelations, one for the direct signal and 
one for the reflected signal. This summation nature of the autocorrelation allows for fur-
ther analysis of the autocorrelation solution (see3.5). One caveat must be mentioned though 
when considering the treatment of low frequency vocalizations such as those made by right 
whales; In shallow water applications, there is a possibility that "reflections" detected may 
actually be evidence of spreading propagation modes or "modal group velocities" (Jensen 
et al., 2000). These spreading mode detections can still provide useful information for 
localization or range estimation (Munger et al., 2011; Wiggins et al., 2004) . 
Although the theoretical model provides useful insight into the autocorrelation solution, 
the main benefit from this work is in the simple performance formulas derived from the so-
lution in Eqs.(3 .17, 3.18, 3.19, 3.21 & 3.22). Using these equations, one can easily apply 
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Figure 3.9: Superposition example 
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the parameters (T, f3 , w0 ) typical of a species/signal of interest to predict the smallest pos-
sible resolvable (using simple solution analysis) time difference in two overlapping signals 
using autocorrelation analysis and the general behavior of the solution. These predictions 
can be especially useful when designing an experiment where multipath localization will 
be attempted and where an optimal array placement and depth will be sought. By determin-
ing the minimum possible resolvable multipath time differences, one can quickly predict 
the maximum possible range of localization and dismiss mistaken and improbable results 
as well. 
Chapter 4 
Estimating Sound Source Depths 
4.1 Introduction 
Tracking the calling depths of baleen whales such as North Atlantic right whales (NARWs; 
Eubalaena glacialis) or humpback whales (Megaptera novaeangliae) can provide addi-
tional insight into research such as detection probability, behavior, interactions between 
individuals and typical depths used for calling (Marques et. al., 2011; Aguilar De Soto 
et. al., 2011). Baleen whales however, have not been the focus of any three dimensional 
localization experiments due to the nature of their typical vocalizations, which normally 
do not allow for multipath analysis. This exclusion is because common baleen whale vo-
calizations (like the "up-call"), are long in duration (around one second, Parks and Tyack 
2005) relative to multipath time differences of arrival (tens of milliseconds in our exper-
iments), causing an overlap in received multipath signals. With the overlap of multipath 
signals, difficulties arise in resolving arrival time using the typical time-series or spectral 
signal analysis methods. Although typical signal analysis methods may be ineffective, the 
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application of the autocorrelation method developed in the previous chapter can address 
these problems. 
Coupling the autocorrelation method with DRTD allows for the determination of calling 
depths. DRTD will be applied in tracking calling depths in a shallow water (~ 1OOm) sound-
channel using a single bottom-mounted Marine Acoustic Recording Unit (MARU, Calupca 
et. al., 2000; Clark et. al., 2002). Baseline experiments using data from synthetically 
generated sounds transmitted through an underwater transducer as a proof of concept are 
presented. The coupled DRTD-autocorrelation localization method is then used to estimate 
the depth and radius of a NARW and a humpback whale from a single MARUs using 
previously recorded data from two separate experiments. 
4.2 Ground Truth Experiment 
4.2.1 Overview 
A ground truth experiment was conducted in the Stellwagen Bank National Marine Sanctu-
ary (SBNMS), off the coast of Massachusetts, at approximately 42.2°N 70.1 °W. Acoustic 
transmissions were conducted from the R/V Auk using a Lubell LL9162 transducer (Lubell 
Labs, www.lubell.com), lowered to a depth of approximately 15m. Frequency sweeps 
(250-lOOOHz, 3s long) were generated from a Dell laptop computer. The ship's position 
was recorded using an on-board GPS. Transmissions were recorded using bottom-mounted 
archival recording units (MARUs) developed by the Bioacoustics Research Program at 
Cornell University. MARUs were programmed to record continuously at a sampling rate 
of 32kSps, and were deployed to depths ranging from 24 to 130m. 
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Figure 4.1: Spectrogram of transmitted signal for ground truth experiment. Vertical lines 
indicate windowed portion of data for autocorrelation, color bar indicates amplitude in dB 
relative to background noise. 
4.2.2 Resolving time-differences via autocorrelation 
Localization was performed during post processing using the coupled DRTD-
autocorrelation method. Recordings from a single MARU deployed at a depth of 28m 
were selected for analysis and a spectrogram of the recorded data was used for initial 
analysis to find a candidate signal for processing and localization. After selection of a 
signal and processing window, an autocorrelation was taken. Although the spectrogram 
[Fig.(4.1)] showed little evidence of multipaths, the autocorrelation revealed several orders 
of multipath reflections [Fig.(4.2)]. To investigate the possibility of overlapping peaks an 
autocorrelation containing no reflections was simulated. This was accomplished by mea-
suring the initial and final frequencies in the windowed signal spectrogram and creating 
a simulation of the signal using a "chirp" function in Matlab. The simulated signal was 
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then numerically autocorrelated and its results were subtracted from the autocorrelation 
results of the real signal. The results revealed additional peaks at 3.2ms, 8.9ms and 18.4ms 
corresponding to the first three orders of multipaths respectively, along with the fourth (at 
27.3ms) and fifth (at 37.7ms) order reflections that were visible in the initial autocorrelation 
[Fig.(4.3)]. 
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Figure 4.2: Autocorrelation of spectrogram from windowed area (268s :::; t :::; 271s) in 
Fig.(4.1) 
The time differences were determined by making a best estimate for the center of each 
peak and the variance was determined by selecting bounds at times corresponding to 68% 
of the peak value for standard deviation. In succession from time 0 to the highest direct-
reflected time difference, the peaks correspond to reflection orders with the first peak being 
order 1 and the fifth peak being order 5. 
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Figure 4.3: Difference of autocorrelated signals, five successive peaks can be seen starting 
with dt01 , at t ~ 3.2ms and ending with dtos at t ~ 37.7ms 
4.2.3 Applying DRTD 
Grids of possible time differences for five orders of reflections were created using the 
known depth of the recorder channel (28m) as the maximum depth Zb, a maximum radial 
distance of 300m and a grid resolution of O.lm for both depth and radius . At the recorded 
sampling rate a higher grid resolution may have been feasible, but in the interest of com-
putation time and the anticipated uncertainty, 0.1 m was assumed to be sufficient. The best 
estimates dteo 1 - dteos and variances O"Ql - aos were applied to the PDF and were then used 
to calculate the likelihood smfaces. Summing the five likelihood surfaces together, local-
ization was successful resulting in a convergence in the area of the source location with 
an estimated depth of 14.8m from the sea surface and a radial distance of 168m relative to 
the receiver. The - 3dB likelihood values for the localization give a uncertainty of ± 1.4m 
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for the depth and ±8m for the radial distance. These values agreed with the known depth 
of the original sound transmission which was estimated at 15m. The difference of 42m 
between the radial distance calculated from the DRTD localization and the radial distance 
calculated from the GPS position of the ship may be attributed to several potential sources 
of error. These include the distance between the transducer location and the GPS antenna 
on the ship, and the drift of the vessel between the time when the GPS signal was logged 
and the acoustic transmission (>60s). 
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Figure 4.4: Sum of the first five order likelihood surfaces for transmission source localiza-
tion showing convergence at a depth of 14.8m and a radius of 168m from the MARU 
4.2.4 Application to Baleen Whales 
To provide an example of application to baleen whales with contrasting autocorrelation 
solution types (sine( ) vs. 1\ ( ) ), an experiment involving a single NARW and a second 
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experiment involving a single humpback whale are discussed. The same methodology used 
for localization in the ground truth experiment is applied. 
4.3 Estimating NARW calling depths 
A single phonating NARW was tracked in the SBNMS at close proximity (~ lkm) of a 
MARU channel sampling at 5kSps and at a depth of 113m allowing for multipath localiza-
tion. Initially, the whale was localized with TDOA using nine MARU channels to provide 
a estimation of the source location. The whale was found to be a radial distance of approx-
imately 1.2km from a MARU with a minimum uncertainty of 480m (which compared to 
1.2km sounds large, but to provide a scale of reference, the distance between MARU s in 
this array can range up to 17km). Spectrogram analysis was carried out on data collected 
by the MARU channel and a sample up-call was selected and windowed for autocorrela-
tion [Fig.(4.5)]. The selected signal spectrogram showed signs of reverberation which may 
have been caused by multipath effects. Autocorrelating the signal revealed several orders 
of multipaths [Fig(4.6a)]. 
Closer examination of the autocorrelation showed evidence of phase interference [at ap-
proximately .017s in Fig.(4.6a)] caused by the possibility of overlapping peaks within the 
first twenty milliseconds. To test this observation, a simulation of the windowed portion of 
the up-call was made using the same method as the baseline test to provide a "reflection-
free" autocorrelation [Figs.(4.6b&4.7)]. The difference was taken between the signal au-
tocorrelation and the simulated autocorrelation [Fig.(4.6c)] which revealed an additional 
reflection at 1 Oms along with sharpening of the remaining peaks. 
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Figure 4.5: Spectrogram of NARW up-call for analysis, vertical bars indicate windowed 
data 
Applying the resolved direct-reflected time differences of arrival found in the autocor-
relation allowed for successful DRTD localization using five orders of multipaths. The 
localization results revealed a calling depth of 56 meters at a radial distance of 944 meters 
from the MARU, falling within the initial estimated range calculated using TDOA Fig(4.8). 
The - 3dB likelihood values for the localization give a uncertainty of ±11m for the depth 
and ±11Om for the radial distance. 
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Figure 4.8: Sum of likelihood surfaces for NARW localization showing convergence at a 
depth of 56m and a radius of 944m from the MARU 
Although a successful localization was achieved, an improved convergence was found 
through the removal of the fifth order from the total probability surface, resulting in revised 
calling depth and radial distance estimates of 54m and 914m respectively [Fig.(4.9)]. The 
revised -3dB likelihood values are ± 7.5m and ±54m for depth and radius. The improve-
ment in accuracy and precision resulting from the fifth order removal may be attributed 
to the gradual increase of propagation effects on the relative times of arrival as the signal 
path length and number of surface/bottom reflections increase. These effects will cause 
an increased amount of error in time of arrival estimates as the reflection order increases. 
Although these effects may be accounted for, it is beyond the scope of the models currently 
used in this paper 
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Figure 4.9: Sum of likelihood surfaces for NARW localization after removal of fifth order 
solution showing convergence at a depth of 54m and a radius of 914m from the MARU 
4.3.0.1 Estimating humpback whale calling depths 
A Humpback whale was tracked in Socorro, Mexico using a MARU sampling at 5kSps and 
at a depth of 50m. The whale was tracked visually while at the sea surface and upon diving, 
the location was recorded using a GPS unit at a radial distance of 250m from the MARU 
channel. A up-sweeping song unit occurring 53s after the initial dive was found using 
spectrogram analysis and was selected and windowed for autocorrelation [Fig.( 4.1 0)]. The 
autocorrelation result revealed multipath signal arrivals. Using superposition for analysis 
was not necessary although estimating multi path arrival times presented difficulties due to a 
large amount of oscillation interference [Fig(4.11)]. Three time differences of arrival were 
resolved at 7.5, 16 and 32ms for the first, second and third order reflections respectively. 
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The DRTD localization results revealed a convergence at a depth of 30m and radial 
distance of 290m from the MARU with-3dB likelihood values giving a uncertainty of 
±5.9m for the depth and ±29m for the radial distance [Fig(4.12)]. 
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Figure 4.10: Spectrogram of humpback whale song unit 
4.4 Limitations to depth estimation 
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Knowing the minimum resolvable time difference and the path length geometry, predictions 
may be made for the maximum detectable range for a calling right whale. Because the 
time difference of arrival is a function of both calling depth and radius, the maximum 
detectable range will vary (4.13). Assuming a bottom mounted MARU at a depth of lOOm 
with a sound speed of 1480rn/s and a time difference of arrival of 14.3ms, the relation 
between the detection depth and radius may be plotted. As can be seen from the plot, as 
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the source increases in depth, the maximum detection radius quickly increases due to the 
specific geometric nature of the multipaths (these results are a conservative estimate and 
can significantly improve with the application of superposition to resolve smaller dts). 
Thus, in very shallow water application of the DRTD method is most likely impractical 
unless the source is close to the MARU. For moderate source depths (greater than 1OOm) 
however, this method can localize animals at radial distances approaching one kilometer. 
This range compared to the typical scale of spacing for an MARU array is still limited, 
making it more practical as a supplement rather than a replacement to TDOA. If an animal 
is localized to within the range of DRTD, the added benefit is that three dimensional local-
ization may be attained without need for improved equipment and the method is compatible 
with currently available and past data sets. 
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MARU at lOOm depth and a minimum resolvable dt of 14.3ms. 
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4.5 Conclusion 
Tracking the calling depths of baleen whales had previously been a source of difficulty 
requiring time-depth recording tags (which are costly as well as time and labor intensive), 
or the attempted application of methods which are not ideal for localization outside of 
a horizontal plane. Additionally, multipath localization techniques which are well suited 
for determining calling depths have been limited to pulsed, clicking signals. By applying 
autocorrelation analysis, multipath time differences of arrival can be resolved allowing 
for application of DRTD to cetaceans producing long duration vocalizations which was not 
previously possible. This method allows the application of passive acoustics into answering 
research questions that require a knowledge of calling depths. Additionally, this method 
requires no improvements to scientific hardware and may be applied to existing data. The 
feasibility of this method was verified in ground truth experiments where the estimated 
source location was found to be in agreement with the known transmitted signal location 
as well as through the localization of phonating NARW and humpback whales to within an 
estimated range determined using TDOA .. 
Although this method is capable of accurately tracking calling depths, care must be 
taken in making a best estimate for the time differences of arrival. Phase interference 
can cause shifts in the peak centers and very large error can result from mistaking time 
differences for the incorrect order. Multipath order mistakes will likely result in a lack of 
probability surface convergence or a false convergence will still remain. Analyzing several 
vocalizations over a short period of time and verifying consistency in localization results 
can aid against false convergence as well as verifying the estimated range with TDOA. 
Additionally, when working with low frequency vocalizations in shallow sound channels 
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awareness must be kept of modal propagation effects and the frequency, depth and distances 
where ray propagation may no longer be assumed. In these cases, there is a possibility that 
"reflections" detected may actually be evidence of spreading propagation modes or "modal 
group velocities" (Jensen et al., 2000). These spreading mode detections can still provide 
useful information for localization or range estimation (Munger et al., 2011; Wiggins et 
al., 2004). Although these potential sources of error must be accounted for, the careful 
application of the coupled DRTD-autocorrelation localization method can lead to new and 
useful results enabling an expanded localization capability to baleen whales. 
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Figure 4.6: Autocorrelation of a right whale up-call 
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Figure 4.7: Spectrogram of the simulated "reflection-free" up-call 
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theMARU 
Chapter 5 
Achieving 3D Tracking and Conclusions 
5.1 Tracking calling depths and movements of a NARW 
in Stellwagen Bank National Marine Sanctuary 
Three dimensional tracking of whales can provide valuable data and insights into questions 
involving marine mammal research . Benefits include finding temporal and spatial di stribu-
tions of cetacean populations, typical calling depths or basic knowledge such as behavior 
(how much time does a NARW spend at the surface vs. underwater?) Currently three di-
mensional tracking has been typically limited to experiments involving tags, which only 
provide limited amounts of data while being very labor intensive. Modal dispersion meth-
ods have been successfully applied to three dimensional tracking of baleen whales at large 
distances (Munger et al, 2011; Wiggins et al, 2004). However these methods are highly 
dependent on the region of application. In Stellwagen Bank, the area of interest for the 
collaborators in this work, modal dispersion methods have been impractical due to limited 
detection range (caused by background noise) and complex bathymetry between MARUS. 
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The methods developed in this thesis enabled calling depth estimation which was not pre-
viously possible in SBNMS. Achieving the ability to resolve calling depths allowed for the 
creation of a three dimensional track. 
5.1.1 Overview 
A group of NARWs in the Stellwagen Bank National Marine Sanctuary (SBNMS) were 
tracked for approximately twenty minutes near a single MARU. The track was assembled 
using data from an array of ten bottom mounted MARUs [Fig(5.1)] developed by Cornell 
University Bioacoustics (specifically known as "pop-ups") all spaced approximately 6km 
apart. The data set came from recordings during a period from March 28th to May 27th 
2009. MARU depths ranged from 28-82 meters and recorded continuously at 2kHz with 
12bit resolution. 
During the experiments several vocalizing right whales were observed in the MARU 
recordings. TDOA was used to make in-plane estimates of calling locations and radial 
distances of several whales relative to the MARUs. These estimates were then used to select 
candidate right whales falling within a practical range which allowed for depth estimation 
and three dimensional tracking 
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Figure 5.1: Map of the 2006 SBNMS MARU deployment configuration. The white line 
indicates the sanctuary location and the dots indicate locations of the ARUs 
5.1.2 Tracking 
Three dimensional tracking was achieved through the combination of results from two lo-
calization methods. Latitude and Longitude tracking or "in plane" (referring to the sea 
surface) tracking was achieved through applying a combination of pre-developed software, 
known as the "Correlation Sum Location Estimation" (CSE) tool, developed for the Ex-
tensible Bioacoustic Tool (XBAT, Figueroa and Robbins, 2008) and custom Matlab scripts 
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written as part of this thesis. Both the CSE tool and the custom scripts were implementa-
tions of a TDOA method. The CSE tool was the primary tracking method due to the greater 
level of automation when compared to the custom scripts. The custom scripts were used 
occasionally as verification for in-plane solutions and allowed greater flexibility than CSE 
alone in adjusting localization parameters, which for removal of incorrect results in areas 
where the CSE tool sufl'ered from errors (specifically multiple animals calling). The custom 
script allowed for greater flexibility in windowing signals and analyzing cross-correlation 
results in time differences of arrival convoluted by multiple arriving signals. 
TDOA results for a series of vocalizations found through application of the CSE Tool 
at a reasonable range from a single MARU for application of DRTD were provided by the 
collaborator at NEFSC. DRTD coupled with the autocorrelation method was then applied 
to make depth and radius estimates. The depth estimates were then combined with the 
corresponding latitude and longitude information for each corresponding vocalization. A 
simple "sanity check" was made between the localization results of TDOA and DRTD. 
Through two fundamentally different methods, (using time differences of direct arrivals 
between several MARUs vs. multipath time differences to a single MARU) a correct local-
ization should result agreement in the radial distance estimate made by each method. An 
additional "sanity check" was made by attempting to resolve dts in a received signal from 
a whale that was known to be out of range. A NARW which was localized to a radius of 
2.2km from the MARU was selected. The autocorrelation showed no evidence of individ-
ual reflections which may be applied to DRTD, confirming both the range limitation and 
the results of localizations which were in range [Fig(5.2)]. 
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Figure 5.2: Spectrogram of a windowed up call that was known to be out of range for appli-
cation of DRTD (left). The autocorrelation of the signal shows little evidence of reflection 
which may be resolved (right). 
The track was assembled from the in-plane results where a candidate NARW was found 
to be within reasonable range from a MARU in an area of water approximately 80m deep. 
The DRTD and autocorrelation methods were applied to resolve calling depths and radii 
for each vocalization localized with TDOA. The radial solutions found with DRTD were 
compared with those found with the CSE Tool and its estimated error bounds which ranged 
from +-200-300m. Of sixteen vocalizations recorded within a reasonable range 14 local-
izations were found to be in agreement with the radius predicted via the CSE tool. The two 
DRTD localizations which did not agree with the CSE Tool results were likely vocaliza-
tions from a different whale in the group. This kind of error can be typical with NARWs 
which can often associate in groups (Parks et al., 2011; Parks and Tyack 2005). When in a 
close group, (within a few hundred meters) frequent vocalizations among group members 
can lead to several signals arriving at a MARU at nearly the same time [Fig(5.3)]. This can 
lead to confusion in results between the location predicted and a specific vocalization. The 
custom TDOA scripts were applied to the vocalizations which did not have a DRTD pre-
dieted radius that agreed with the CSE Tool predictions. It was found that the TDOA scripts 
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predicted a radius which agreed with the DRTD results and it is likely that the vocalization 
localized by the collaborator arrived at a slightly different time. 
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Figure 5.3: Multiple up calls received at a single sensor. The calls at 163s and 166s are 
from two different whales. The up call at 163s was localized to a depth of 21.7m and a 
radius of 128m. The up call at 166m was localized at a depth of 35.4m and a radius of 
317m. The up call at 158m was out of range for localization. 
From the satisfactory results calling depths ranging from 21m to 47m were found. Due 
to the infrequent rate at which the NARW called only a coarse track could be created 
[Fig.(5.4)], however these results proved promising for future work. Little was known 
about the depths of the specific whale being tracked, other than the location being within 
a reasonable distance for depth estimation. As predicted, the DRTD and autocorrelation 
methods were capable of localizing a majority of the recorded vocalizations. Additionally, 
these localizations were then found to be in agreement with the results from the CSE Tool. 
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Figure 5.4: A twenty minute 3D track of a right whale with depth ranging from 20 to 40 
meters. Courtesy of Denise Risch. 
5.2 Conclusions 
5.2.1 Comparison with other methods 
In the field of marine mammal research there have been a number of localization methods 
developed and many of these methods have proved to be successful for their intended ap-
plication. With the diversity in experiments and applications involved in marine mammal 
research ranging from geographic location to the specific species being studied, it would be 
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a truly monumental claim that one specific method is thebe-all, end-all means for tackling 
localization problems. Rather, it is the author's intent to offer this work and it's results as 
another method which one may add to their "tool box" for solving localization problems. 
The method in this thesis fills a niche which until now has been left untouched: finding 
a way to estimate calling depths of baleen whales in shallow water at close ranges . This 
"tool" is itself, built upon other methods, but in a way which makes the application and 
results unique. By itself, TDOA is widely used and is now less of a research subject of 
interest and more of a standard method used to supplement other research. TDOA has 
been applied to numerous species in applications including both two and three dimensional 
tracking. For this work it is used to provide information for only the first two dimensions 
(latitude and longitude) of a three dimensional problem. Additionally, DRTD although not 
as commonly used as TDOA, has also been applied in multiple experiments from two di-
mensional tracking of dolphins and walruses to full three dimensional tracking of sperm 
whales. DRTD however, has been limited in its application to animals which typically 
produce pulsed, or "clicking" vocalizations. This work through the development of the 
autocorrelation method was able to expand the application of DRTD to baleen whales for 
depth estimation. Thus, the combination of these existing methods along with newly de-
veloped methods led to the creation of a unique combination which allowed for a specific 
problem to be solved. 
As with any other localization technique this method has limitations, primarily being 
the radial distance from a MARU with which calling depth estimation may be successfully 
made. This limitation will depend on both the characteristics of the vocalizations to be 
analyzed and the depth of the MARU used to make the estimates. The limitation may be 
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predicted however using simple equations derived in this work which, using the known pa-
rameters (sweep rate, signal period &c.) allows for the minimum resolvable time difference 
to be determined, which along with the known MARU depth will allow for prediction of 
maximum radial distance practical for depth estimation. These equations can also be used 
to perform a feasibility analysis on current data to quickly asses whether the method can be 
used or not. At radial distances beyond the practical limits this method will fail, however 
other techniques exist which may be applicable beyond the limits of the work presented in 
this thesis . For example at distances on the scale of tens of kilometers modal dispersion 
methods have been shown capable of roughly estimating calling depths and ranges. These 
modal methods are impractical at short distances (where the method in this thesis works) 
thus, our "tool box" is equipped with methods for both short and long distances. Addition-
ally, in deep water the autocorrelation method may no longer be necessary and the DRTD 
simplified ray assumption may be invalidated, however work also exists which will pick up 
where this method falls short. 
5.2.2 Impacts on marine mammal research 
Passive acoustics is a growing contribute to marine mammal research both in sophistication 
and span. Advancements have been made in several ways ranging from signal processing, 
localization and classification techniques to areas of research such as the effects of anthro-
pogenic noise on marine mammals and real time monitoring. Additionally, beyond the 
advancements in the science of passive acoustics, advancements have also been occurring 
in technology as well. MARUs continue to decrease in size and cost while increasing in 
data capacity and sampling rates, which leads in tum to the need for more advancements in 
dealing with the massive amounts of data now available to researchers. 
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The research presented in this thesis provides a solution to limitations in research in-
volving localization of baleen whales. Access to information such as typical calling depths 
can lead to answers to many other questions. For example, knowing the frequencies and 
depth of vocalization, one may apply modal dispersion methods to predict the maximum 
detectable range of a particular animal. Calling depth information may also provide in-
sights into the amount of time a whale spends under water compared to at the surface 
which leads to better data for estimating the probability of ship strikes. The methods in this 
research may also be applied to existing data. Rather than requiring investment in a new 
set of experiments, these methods may be used to gain additional information from prior 
work. 
5.2.3 future work 
An important contribution for future work would be an investigation into the possibility of 
automating the autocorrelation method. A sizable amount of work was made to develop and 
test the method however, a large amount of work remains to increase the efficiency of ap-
plication. For this work, autocorrelations were partially automated using a custom written 
Matlab script which significantly reduced processing time, although interpretation of re-
sults were still left to the user. Additionally, the superposition method proved to be a very 
valuable tool in resolving time differences not possible through the autocorrelation alone. 
This process of super position was only partly automated as well. Work can done to apply 
contour mapping techniques which have been adopted for marine mammal classification 
to automate the superposition process. This in tum would allow for the fast production of 
autocorrelation results. Interpretation of results could possibly then be automated through 
robust peak finding algorithms, which can differentiate between noise such as oscillation 
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interference and the actual peaks corresponding to a multipath arrival. Satisfying these 
need could lead to user friendly software such as the CSE Tool and allowing for a much 
wider range users to apply these methods. 
Additional work contributing to the modeling of vocalization and the predicted autocor-
relation results would add to the feasibility of this methods with an expanding diversity of 
marine mammals. The methods developed in this thesis have been proven for a commonly 
occurring vocalization, a frequency sweep although several other vocalization types may 
be applicable as well. Knowing the autocorrelation method and limitations can also con-
tribute to more methodical way of designing MARU arrays for deployment. Consideration 
of these limits can lead to array layout which maximize the ability for multiple localization 
methods to be applied in a single application and increase the probability of of applying 
three dimensional tracking over longer ranges and periods of time for a vocalizing animal. 
Appendix A 
Non-linear Frequency Sweeps 
Typically, the received signal or more specifically, vocalization will not be perfectly linear. 
This non-linearity can be modeled as well, however with increased difficulty. In this exam-
ple, rather than using a linear chirp to model a marine mammal vocalization, a quadratic 
chirp will be used instead Eq.(A.l). For brevity, only the direct signal arrival will be ex-
amined, although the found effects can be assumed to apply to the reflected solution as 
well. 
(A.l) 
(A.2) 
(A.3) 
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Concentrating on the integral in Eq.(A.2) and using the estimation that i3{3t12 t ~ 0, 
an approximate solution is found in Eq.(A.3), where C( ) is the Fresnel integral (Weis-
stein, 2012). Using an additional approximation in Eq.(A.4) the integral solution is found 
[Eq.(A.5)]. A problem with this estimation is that the solution quickly diverges for values 
I I I 
oft that are very small as t -+ 0, however small values oft also cause the non-linear 
components to tend toward zero as well making the results applicable to the linear model. 
This provides an argument that the solution generally holds for the non linear case except 
for values of time that can be sufficiently described by the linear model. 
1 1 1 
C(u) = -
2 
+-sin( -
2
1ru2) , foru » 1 
n:u 
e(i3f3t t +i3f3t t)dt = --+ -sinc(3f3t T2) loT 2 I 12 Ri 1 1 0 24{3t1 2 
(A.4) 
(A.5) 
The result of the non linear solution is a spreading or "smearing" of the autocorrelation 
solution [Figs.(A.la & A.l b)]. Although this does not change the centering of the solutions 
at their respective arrival times, it does reduce the sharpness of the solution "peaks" which 
could add to difficulty with resolving a time difference. This effect can be avoided in some 
cases by windowing the data to be autocorrelated over the more "linear" section of the 
received signal. More specifically, by selecting a window start time (some time after the 
initial signal arrival) carefully, much improved results may be rendered. If the windowing 
is used to cut out too much signal however, the signal period Twill be artificially reduced 
to the point of affecting the overall solution response. 
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Appendix B 
A New Marine Acoustic Recording Unit 
B.l Development of the Low-cost Open-source Marine 
Acoustic Device (LOMAD) 
As part of the collaboration for this thesis, an improved and economical data logger was de-
signed as an alternative and possible replacement for data loggers currently in use (Cornell 
pop-ups) by the NOAA NEFSC protected species division. Improvements were sought over 
existing available technology through adopting newly available components from smaller, 
higher precision analog to digital converters to replacing obsolete components such hard 
disk drives with solid-state memory components. Cost savings were realized though meth-
ods such as taking advantage of cheap rapid-prototyping services to fabricate Printed Cir-
cuit Boards (PCBs), to methods as simple as designing a pressure case from cheap materials 
appropriate for the intended deployment location rather than "over-engineering" a pressure 
case ready to face the crushing depths of the "Challenger Deep". 
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Another equally significant goal of this design was to embrace the "open source" 
methodology of design. Because this device is intended for scientific applications which 
can be quite diverse in nature, making a device "open source" (providing full disclosure of 
all software source code and circuit schematics) further empowers the user to more effec-
tively employ the device. Open-source leads the user to a greater understanding of one's 
system (hard- and software) as opposed to "closed-source", or "black box" systems. This 
enables the user to take better advantage of the total system, fully understanding it's po-
tential capabilities and limitations. Ultimately through user made modifications or just a 
greater understanding of a device, one can more effectively use open-source systems in a 
specific application. As an example of the value of "open-source", a great deal of benefit 
was realized during the design of the LOMAD through adopting and modifying a freely 
available "open-source" FAT32 driver (Parallax Application Note AN006) which serves as 
a key piece of software for the device 's memory functions. 
In this appendix an overview and discussion will be provided on the basic design and 
functionality of the major components and software of LOMAD. In an attempt to avoid an 
overly exhaustive review many design aspects which can referred to in existing literature 
will not be discussed in great detail (for example SPI protocol will not be discussed when 
it can be further researched by referring to the data sheets for individual ICs.) Calibration 
techniques for various hydrophones will be discussed along with various caveats involved 
in making calibrations for a specific hydrophone. The overall functionality and control of 
the software will be discussed along with descriptions of software drivers. 
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Figure B.l: A fully assembled LOMAD data logger 
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B.2 General description and functionality 
The LOMAD [Fig(B.l)] is an autonomous data logging system. It is capable of starting, 
stopping, monitoring the environment, saving data, keeping time and numerous other tasks 
without the aid of, or connection to any other external device. This is all possible through 
custom written software embedded in the LOMAD system which is freely available to 
the user. The LOMAD can easily be reprogrammed by the user without the need for any 
special equipment beyond a USB cable. Although the LOMAD was designed with acoustic 
data in mind, the "data" logged by the LOMAD can be any variety of signals ranging 
from temperature and salinity sensor outputs to digital data transmitted serially from an 
integrated circuit. 
The LOMAD is controlled by an eight-core microcontroller (Parallax "Propeller" 
P8X32A). The microcontroller is responsible for controlling three analog to digital con-
verter channels, device memory (Secure Digital card), hosting a control terminal, imple-
menting a Real Time Clock (RTC) routine in software and other small tasks. Two ADC 
channels have user-adjustable DC bias and 2nd order active low-pass filter circuitry de-
signed for compatibility with various types of input signals along with calibration circuitry. 
The two ADC channels can be programmed to sample signals at frequency ranges from 0 
to 200kHz. The LOMAD primary memory is Secure Digital (SD) cards formatted using 
a FAT32 file system with capacities up to 2TB. Sound files are recorded using a standard 
WAV file format (Microsoft, RFC 2361 ), however the software can be modified to write to 
multiple file formats. 
Recording data using a standard file system provides "instant data": the data written 
to SD cards by LOMAD can be directly accessed by any computer. This is a marked 
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improvement over previous methods which required special data formatting software to 
render useable data from device recordings (some systems record raw binary to memory). 
Outside of the basic data logging functionality, LOMAD includes both hardware and 
software for implementing an acoustic release system. The software implements a Discrete 
Fourier Transform (DFT) to interpret acoustic signals transmitted from a remote location 
to initiate retrieval of the system. The weight release system uses a "burn wire" , essentially 
a cathode and anode made of a corrosion-resistant material (lnconel wire). When a electric 
current is flows between the two the anode to quickly oxidizes and "burns away" releasing 
a set of weights allowing the device to return to the ocean surface. 
Communication with LOMAD is accomplished via Universal Serial Bus (USB) con-
nection. LOMAD uses a dedicated IC for USB protocol which automatically installs any 
required drivers on to the host computer, without any effort required by the user. The USB 
connectivity may be used for communicating with the devices for setup, such as setting the 
time or scheduling a recording start time as well as installing new software on to the device 
using a freely available compiler provided by the microcontroller manufacturer. 
Additionally, general purpose tactile switches and LEDs are provided for user defined 
applications such as debugging, starting a program terminal, etc. Several debugging vias 
(holes providing access to specific wire traces on the PCB) are also provided to allow for 
interface with diagnostic equipment. For future expansion purposes, a small section of 
the PCB has the necessary mounting implementation for for either a pin header or socket 
and provides access to five unused rnicrocontroller input/output pins along with power 
and ground connections. The pin connections are general purpose and can be applied to 
any Transistor-Transistor Logic (TTL) level application ranging from the installation of 
additional ADC channels to communication with other digital devises. 
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The LOMAD is powered by a 7.2v battery pack assembled from 3.6v D-celllithium 
high capacity batteries. The batteries, depending on brand, can have capacities ranging 
from 16,500-19,000mAh. The number of batteries required will be directly proportional to 
the deployment length and can be easily calculated knowing the average current draw of 
theLOMAD. 
B.3 Working Specifications 
The current working specifications for the LOMAD (1.5) are as follows. Small modifica-
tion are planned, however they should only have minimal effect on the current specifica-
tions. Future modifications will be discussed at the conclusion of this appendix. 
Power requirements: 
• Supply Voltage: +3.6 to+ 15v (*5v min when using LTC1864) 
• Current Draw: rv80mA 
• Power Consumption: rv260m W 
Basic Processor Specifications 
• Processor speed: 80MHz 
• Processor bits: 32 
• Number of Cores: 8 
• Number of in/out pins: 32 
• Limited Trig, Log and Exponential support, floating point math supported in software 
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• TTL serial interface and counter support on every pin 
Memory 
• Memory Supported: SD, SDHC, SDXC 
• Memory per card: up to 2TB 
• Number of card slots: 2 
• File system: FAT32 
• Files Supported: WAV, or user defined 
Analog to Digital Converter 
• Sampling Rate: Adjustable to 200kHz max 
• Sampling Resolution: 12 or 16 bit 
• Input Signal type: AC, DC biased or non-biased 
• Signal Range: User adjustable up to 2.5VAC or 5VDC (with a power supply of at 
least 5V) 
• Input Filter: Active 2nd-order, low pass, user adjustable 
External communication I control 
• USB compatibility for serial transmit and receive 
• TTL, Serial RS232, SPI, and 12C available on all expansion pins 
• Typical Baud Rate: 115200 (user adjustable to several common rates) 
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Miscellaneous 
• Physical Size 3.8 x 2.5" -0.5'' thick fully populated 
• Oscillator 10MHz temperature compensated, 0.25 ppm drift 
• On board LEDs: 3 software controllable, 1 power indicator, 2 serial 
• Switches: 2 input switches, 1 reset 
• Input expansion pins: 5, plus 1 power and 1 ground (access to additional microcon-
troller pins) 
B.4 LOMAD Circuit Design 
The LOMAD uses a printed circuit board (PCB) and surface-mount (SMT) components to 
minimize size, power consumption and cost [Fig(B.2)]. PCBs are manufactured using a 
rapid prototyping service through PCB Express (pcbexpress.com) and were designed using 
free software provided by the manufacturer [FigB.3)]. PCBs are two layer with solder 
masking and silk-screening to identify component locations. Currently the components are 
a populated by hand (a very lengthy process), however future work will explore automated 
services. 
The PCB can be broken down in to several functional sections, comprising of the mi-
crocontroller section for overall control, an analog to digital converter section for sampling 
signals, a serial communication section for interface with external devices and an oscillator 
section. These sections will be discussed individually with accompanying schematics. 
SWITCHES & 
EXPANSION 
Figure B.2: LOMAD PCB 
Figure B.3: LOMAD PCB layout 
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B.4.1 Microcontroller section 
The primary component responsible for the autonomous functionality of the LOMAD is 
the microcontroller IC [Ul, Figs(B.4 & B.2)]. The microcontroller executes all embed-
ded software and and interfaces with all remaining circuit sections. Also included in the 
microcontroller section is an Electronically Erasable Programmable Read Only Memory 
(EEPROM) IC [U2, Fig(B.4)], Secure Digital (SD) memory card slots [J8 & 19, Fig(B .5)], 
power supply circuitry, LEDs and push-button switches. The selected microcontroller for 
the LOMAD is the Parallax Propeller (P8X32A) microcontroller. The P8X32A was se-
lected primarily for its unique (among microcontrollers) eight-core architecture which al-
lows for high speed multitasking, significantly reducing hardware and software complexity. 
The P8X32A can be programmed in a native language (Spin), assembly language and C 
languages. Additionally, because the LOMAD was designed with user modification and 
open-source software in mind, the P8X32A was found to be a strong candidate for its 
simplified native programming language combined with an active user forum dedicated 
to provide programming support and free online libraries to exchange software. Specifi-
cally, for analog to digital conversion software development, the capability for assembly 
language programming proved to be very useful for developing fast, accurate, predictable 
and well-engineered software required for acoustic data. 
Software storage is accomplished via an external EEPROM which is accessed by the 
P8X32A primarily during the LOMAD initial start up sequence. The EEPROM provides 
non-volatile memory for software storage (the P8X32A has only volatile memory and is 
specifically designed to access an EEPROM during it's start up sequence). Additionally, 
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the EEPROM can be used to store input parameters (such as recording schedules and sam-
ple rates) defined by the user via the LOMAD interface terminal, rather than having to 
reprogram and recompile the software in the EEPROM. 
The LEDs are software accessible and are useful for conveying debugging information 
to the user, such as lighting an LED when the terminal driver is accessed or flashing an 
LED when the recording sequence has reached its scheduled end point. The tactile push 
button switches may be used to trigger various sequences defined in software by the user. 
Currently a switch is used to initiate the terminal program. However, this switch may be 
freed up by using installed auto-detect circuitry [R6, Rl4, Q1 and J4 in Figs(B.4 & B.9)] 
which is initiated upon plugging in a USB cable. A third button is dedicated as a reset 
switch for the system. 
The power supply section uses three voltage regulators (this is subject to change) split 
into two sections. The first section uses a 5v and 3.3v linear regulator. Power is initially 
regulated through a 5v regulator and is used to supply the digital portion of the ADC ICs 
and the 3.3v regulator. The 3.3v regulator is used to supply voltage to the rnicrocontroller, 
EEPROM, SD cards, LEDs and buttons. The remaining 5v regulator is used to isolate the 
analog section and components of the PCB from the digital section. The analog section 
regulator is used to power the active filter op amps, DC bias and calibration circuitry. 
B.4.2 Analog to Digital Converter (ADC) section 
The ADC section consists of two input sampling channels using either Texas Instruments 
ADS7822 (12bit) or Linear Technology LTC1864 (16bit) ICs and a Sigma-Delta converter 
using four passive components (two resistors and two capacitors). Signal conditioning is 
initially performed by a low-pass filter and DC biasing circuit before the input is passed 
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on to the two ADC ICs. No signal conditioning is implemented for the Sigma-Delta con-
verter, however jumper positions are placed on the LOMAD PCB to allow access to the 
conditioned signals. The ADC circuits are shown in the schematic Fig(B.6) and the Sigma-
Delta circuit is shown in the schematic Fig(B.4). The ground plane in the analog section 
is isolated from the digital ground plane to reduce digital noise leaching onto the analog 
input signals. Two small trace connections between the analog and digital planes serve to 
normalize the ground potential between all components. 
B.4.2.1 Low pass filter and DC biasing circuit 
Initially, the input signal is passed through a biasing circuit and then through a unity gain 
2nd order Butterworth low-pass filter illustrated in Fig(B.7). Because the ADC is only rated 
for sampling positive voltages within a specific range a DC biasing ci rcuit is required to 
isolate the ADC from negative voltage swings which can occur with AC signals. In the 
topology and sampling method applied by the LOMAD ADC a specific DC bias of ~ VREF 
is required to properly record AC signals into a WAV file. The DC bias circuit consists of 
Ci11 , R3& R4. The circuit input is at the capacitor Cn and is used to block out any DC bias 
that may already be in the signal (which may not be the correct bias). At the other side 
of the capacitor the signal passes through resistors R3and R4 which is essentially a voltage 
divider. By using equal high impedances, the voltage divider formed by resistors R3and 
R4(470k.Q) creates a bias voltage of ~Vee · The circuit formed by the bias components also 
forms a hi-pass filter. This hi-pass filter may not be ideal if low frequencies are of interest, 
however a capacitance of 1 uF for the input capacitor Cin results in a cut off frequency of 
less than 1Hz resulting in a negligible effect on the input signal. The resulting signal passed 
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Figure B.7: Second Order Sallen-Key active low-pass filter (Carter, B. "A Single-Supply 
Op-Amp Circuit Collection") 
through the biasing circuit is VAc + ~ VREF, where VAc is the AC component of the input 
signalVin and VREF is the ADC reference voltage (explained later). 
The remaining components R1, R2, C1& C2 along with the op-amp (Advanced Lin-
ear Devices, ALD2704) form the active 2ndorder low-pass filter. The filter has a high input 
impedance which can be ignored when designing the biasing circuit. The circuit is a Sallen-
Key topology which is among the more simple filters to design and implement. This circuit 
can be described by equations below [Eqs(B.l-B.3)]. Generally, the easiest way to design 
the filter for a specific cutoff frequency is to initially select values for C1 & C2. This is be-
cause specific capacitor component values (stocked by an electronic components supplier) 
are more difficult to find than resistors. Using the selected capacitor values and the desired 
cut-off frequency, Eq(B.3) can be used to solve for the required resistors values. 
(B.l) 
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(B .2) 
(B.3) 
As an example, the prototype LOMAD was set to a sample rate of 10kHz, so a cut-off 
frequency around 4kHz was desired (to satisfy Nyquist sampling theory). For the capaci-
tors, 820 and 1640pF were selected (820pF is a relatively standard capacitor value) with a 
fo of 4kHz, resulting in a calculated resistor value of 34.2k.Q. Being more readily available 
and relatively close in value, 33k.Q resistors were selected. Using the selected values, the 
actual cut-off frequency can be calculated resulting in a value of approximately 4.lkHz. At 
a minimum, the cut-off frequency needs to be at least ~!samp to avoid aliasing. Because 
the original selected value was conservative, the actual cut-off frequency when using the 
selected components is acceptable. 
B.4.2.2 ADC ICs 
The two selected ADCs for the LOMAD sampling circuits are the Texas Instruments 
ADS7822 and the Linear Technology LTC1864. Conveniently, both these ICs are avail-
able in the same package (MSOP-8) and use the same pin configurations making them 
interchangeable at the user's discretion [Fig(B.8)]. The ADS7822 and LTC1864 are capa-
ble of maximum sampling rates and resolutions of 200kHz at 12bit and 250kHz at 16bit 
respectively. The ICs are capable of sampling differential inputs (using pins 2 and 3) how-
ever, in the LOMAD topology this capability is not used (the hydrophone used produces 
only a single output). For the LOMAD the positive input pin 2 is used as the signal input 
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Figure B.8: The pin configuration for the ADS7822, the LTC1864 uses the exact same 
layout (Texas Instruments data sheet: SBAS062C) 
and pin 3 is tied to ground. To maximize the applied sampling resolution, pin 1 may be 
used to adjust the reference voltage to values between 1.5v and Vee · This is convenient in 
situations where the typical input signal does not span the entire reference range. For exam-
ple, having an input between OV and 1 V while the ADC samples with a reference voltage 
of 5V, the remaining four volts of range would go wasted, as well as the potential dynamic 
response. In other words, using 12bit sampling resolution the ADC would give measured 
values between 0, for zero volts and around 819 for one volt with a dynamic response of 
58dB (a 12bit ADC will give measured values between 0 to 4095, with five volts equaling 
4095). If the reference voltage was to be set to one volt, the measured output values would 
change to 0 for zero volts and 4096 for one volt (spanning the entire reference range) and a 
dynamic range of 72dB, thus allowing for the full dynamic range of the ADC to be used. 
Both the ICs are only capable of scunpling positive voltage between ground and VN.t;F 
which can cause some complexity in sampling circuit design. This problem is avoided in 
the DC bias and filtering circuit, with the addition of an reference adjustment circuit. The 
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reference adjustment circuit is illustrated in Fig(B.6) in the section labeled "fixed calibra-
tion" and "adjustable calibration". The user may install one of the circuits in the LOMAD 
PCB allowing for either fixed or adjustable calibration. These circuits are used to set the 
reference voltage used by both ADC input channels. The calibration voltage is buffered 
by a unity gain op-amp and then is used to provide VREF to the ADC and the DC biasing 
circuit. This method sets the DC bias to ~ VREF and thus centers the input signal VIN about 
the reference voltage. This allows for the positive and negative voltage swings of VAc to 
stay within the ADC sampling voltage range when VREF is properly set. This process will 
be discussed in greater detail in the ADC calibration section. 
Communication with the ADCs is accomplished via two Serial Peripheral Interface 
(SPI) buses. For ADC channel number one three vias are provided along the three serial 
traces on the PCB for diagnostic purposes. These vias allow for the connection of diagnos-
tic equipment such as oscilloscopes or logic analyzers which can be used to observe and 
verify the serial communication between the microcontroller and the ADC. This is useful in 
cases where modification to the ADC drivers will be made and trouble shooting is required. 
When the SPI bus is running at the maximum speed (limited by the processing speed of the 
microcontroller), a sample rate of approximately 202kHz using the LTC1864 is possible. 
The sampling rate of the ADS7822 is software limited to under 200kHz to avoid operating 
the IC beyond the maximum specified SPI bus speed (specified maximum is 200kHz). 
B.4.2.3 Sigma Delta ADC 
The Sigma-Delta ADC is a combination of software and passive hardware components 
to achieve analog voltage sampling [installed on pins 10 and 11 Fig (B.4)]. The theory 
and implementation of this method is beyond the scope of this appendix, however further 
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information on implementation using the specific microcontroller in LOMAD is available 
via Parallax (Application Note AN008). In general, the circuit uses two resistors, two 
capacitors and is controlled by two pins on the microcontroller. The ADC can sample 
voltages between 0 or GND and 3.3v referenced by the microcontroller power supply. This 
ADC is less capable in dynamic range, resolution and accuracy than the ADC ICs and is 
therefore not recommended for acoustic recordings. This ADC does provide a simple and 
economic means for purposes of sampling the signal as part of the acoustic release system 
(where accuracy is not as important) or sampling DC voltages such as those from a salinity 
sensor (if one is installed) or monitoring the status of the battery pack voltage as a possible 
fail-safe for detecting brown-outs (low voltage) during long deployments. 
B.4.3 Universal Serial Bus (USB) Universal Asynchronous Receive 
and Transmit (UART) section 
LOMAD uses a Future Technologies Devices International (FTDI) FT232R UART IC to 
enable USB communication to a PC. This IC can enable debugging software with LO-
MAD, real time communication with the system via a terminal program and compiling 
new software permanently into the system EEPROM or temporarily into the P32X8A Ran-
dom Access Memory (RAM). The circuit design [Fig(B.9)] was adapted from example 
circuit applications provided by FTDI and Parallax (FTDI Doc. No: FT_000053). Tore-
duce power consumption the device is powered by the external USB host (a PC) and only 
operates when the LOMAD is plugged into a USB port. A feature in the circuit design 
specific to LOMAD is the program open/lock three pin jumper [J4, Fig(B.4)]. This jumper 
is used to lock out the software compiling feature of the UART to avoid accidental system 
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resets or re-programming. When locked (by jumping together the two pins labeled "lock"), 
the jumper enables auto-detect circuitry which will trigger the LOMAD software to auto-
matically launch its terminal program. Jumping the two pins labeled "open" enables the 
ability to compile software. If it is desired to disable both features, the jumper may be left 
removed from all pins or by disabling auto-detect in software. 
B.4.4 Oscillator section 
The LOMAD can be driven by either a simple crystal oscillator or by a high performance 
temperature compensated oscillator. A female header is provided which can be used to 
install a crystal oscillator by simply plugging the crystal leads into the header. If the high 
performance oscillator is desired, circuit traces are provided in a section dedicated to the 
oscillator. The circuit is designed around a Connor Winfield BX236 TTL level 1 OMHz 
oscillator [Fig(B.lO)]. The BX236 is a temperature compensated oscillator with a maxi-
mum frequency drift of 0.25ppm over a range from 0 to 70°C. The oscillator is powered 
by a dedicated 3.3v voltage regulator and buffered by a Maxim Technologies MAX4414 
400MHz single supply op amp. Passive components are used for capacitance matching 
with the oscillator (C39) and for power supply decoupling and feedback damping. This os-
cillator may be enabled by jumping the power supply jumper pins and the oscillator input 
header. 
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Figure B.9: USB UART section 
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Figure B.l 0: Oscillator section 
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B.S ADC Calibration 
B.S.l Digital calibration 
As briefly discussed in the ADC circuit section both ADCs have a finite resolution (12 or 
16 bit) over a voltage range determined by the reference voltage VREF· When the ADC 
makes a voltage sample the result will be a number between zero and a maximum number 
determined by two to the power of the resolution minus one, (for example the 12 bit max 
number is 212 - 1 = 4095). This can be further clarified through mathematical formulation. 
SayVsmp is some instantaneous input voltage at the ADC. The sample result for a 12bit 
digitizer can be expressed by Eq(B.4). 
212-1 
sample result = Vsmp* v: 
V !...EEL REF- 212 
(B.4) 
In this case, if Vsmp = 1v and VREF = 5v, the sample result would be 1 * 4095/ (5-
5/ 4096) = 819.2 = 819. Because the ADC only recognizes whole numbers (fractions are 
beyond it's resolution) the sample result will be rounded to a whole number, or in other 
words the ADC can only detect voltages in increments of (or a resolution of) -1.2m V in 
the case for a 5V reference. The minimum detectable voltage will be approximately one 
half the sample voltage resolution (in this case -0.6V) meaning that any voltage under that 
threshold will not be detected. 
The LOMAD uses an ADC calibration that is a bit more complicated, but much more 
convenient for the DC biased input signals that will be ultimately recorded to a WAV file. 
WAV files require data to be in a form called "two's complement" where the bit-wise repre-
sentation of numbers are altered to allow for negative representations of numbers in binary. 
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Normally, for example an 8-bit binary value represents numbers from 0 to 28 - 1 = 255, 
however in two 's complement an 8-bit value can represent numbers from -128 to +127 
(further information about two 's complement binary numbers may be found in Oppenheim 
et al. 2009). Avoiding getting into great detail, the important concept to take away is that a 
binary number which equals 128, when converted to two's complement will equal 0. This 
leads to the generalized ADC calibration for a two's complement conversion in Eq(B.5), 
where Vsmp = VAc + vbias· 
( ) 2n- 1 ( n 1) sample result = VAc + Vbias * v - 2 -
VREF -~ 
(B.5) 
This is very convenient when sampling a signal DC biased at Vbias =! VREF · In the case 
when the instantaneous signal is Yin = 0 the resulting 8-bit ADC sample using a five volt 
reference would give the result: 
2.5 ( ~5~) - 128 = 0 
5 256 
Using the same circuit, reference and resolution but with an AC input signal with a 2V 
peak-to-peak amplitude, the ADC would produce sample results swinging between 51 and 
-51. It is important to note that the input signal can have a DC bias which is blocked by the 
input capacitors C20 & C23 Fig(B.6). 
B.5.2 Adjusting dynamic range 
The ADC dynamic range will be highly dependent on the response of the hydrophone se-
lected for use. In the case for LOMAD a High Tech Industries HTI-96MIN with a preamp 
installed and a factory calibrated hydrophone response of -164.1 dB / V is used. Some 
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estimate of the typical, maximum and minimum expected acoustic signals is required to 
properly adjust the ADC dynamic range. This process is highly dependent on the area 
where the device will be deployed. If one were to calibrate the ADC to detect very faint 
sounds, the resulting recordings may be heavily "clipped" due to the typical SPL being 
beyond the maximum detectable level. If one were to instead calibrate the system to elim-
inate the possibility of any clipping, the resulting recording may be mostly silence due to 
the typical signal levels being below the resolution of the ADC. 
A simple approach is to select the upper bound SPL, and adjust the dynamic range of 
the ADC to clip at that level. For example, the upper bound selected by the collaborators 
at NOAA NEFSC for use in Stellwagen Bank was 165dB. The ADC reference voltage will 
be set equal to that produced by the hydrophone at a SPL of 165dB. The output voltage 
can be found by using the hydrophone sensitivity of 562V /bar or, 5.62mV / Pa which was 
provided by the supplier. Knowing the SPL in dB, the pressure in Pa can be found using 
the decibel equation: 
· Px 
dB= 20logw(-
1 
-) f1Pa (B.6) 
Where, Px is the pressure in Pascals and the reference is lf1Pa for underwater applications. 
Re-arranging the equation and multiplying it by the hydrophone sensitivity, the output volt-
age can then be found. 
lO(sfl-6) *5.62mV / Pa = Vout (B.7) 
For the maximum SPL of 165dB and HR of -164.1 dB/ V, the hydrophone output 
voltage will have an amplitude of"' 0.999VRMs which translates to a peak-to-peak AC value 
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of,....., 2.83V and is the level to which VREF should be set. Predicting the resulting minimum 
detectable SPL after selecting a maximum becomes simple step of subtracting the ADC 
dynamic range from the maximum SPL. The ADC dynamic range may be found using the 
following equation, where n is the sample resolution in bits resulting in DR the dynamic 
range in dB [Eq(B.8)]. 
(B .8) 
It is more simple however, to just use values for the most common sample resolutions 
72.25dB for 12-bit and 96.33dB for 16-bit. Using the maximum detectable SPL from the 
previous example and a 16-bit sample resolution the minimum detectable SPL is 165dB -
96.33dB = 68.67dB. 
B.6 Software 
The software used by LOMAD is unique in design relative to common embedded systems, 
since it was written specifically for a multi-core microcontroller. This software is capable 
of high speed multitasking while using minimal hardware which translates to a reduction 
in component costs. The basic design and function of the software can be visualized with 
the schematic in Fig(B .11 ). Grey boxes represent components or circuit sections, light blue 
boxes represent processor cores, yellow boxes are either internal or external memory and 
lines indicate which components/software interact. 
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B.6.1 Operating system 
The central portion of software responsible for the overall functionality and enables multi-
tasking with the LOMAD is the operating system. The operating system itself performs a 
minimal amount of processing or interaction with external components. Its main function 
is to manage drivers and memory, initiate or shutdown sub programs and to monitor and 
manage the system status through a method of "flags" used in global memory which is 
accessible by every processor core. 
At the start up of the LOMAD the operating system is loaded into the microcontroller 
from the external EEPROM using a routine that is "hard wired" into the P8X32A. The 
operating system initiates by loading constants and variables into memory and making ini-
tial pin assignments. The operating system also initiates programs which run continuously 
while the LOMAD is powered on. These programs are the Real Time Clock (RTC) and the 
release driver. Both of these programs are loaded into separate cores. 
After the initial start up sequence the operating system enters the main program loop 
and will repeat this loop continuously until the LOMAD is powered off or reset. While 
looping the operating system performs a series of checks of the system flags through var-
ious bit-wise logic comparisons and also monitors the system time. The flags are used by 
programs running on separates cores to alert or indicate changes in status with the operat-
ing system. For example, the ADC raises a flag to indicate that a memory buffer is full. 
When the operating system detects the buffer flag , it starts a routine to transfer the buffer 
into memory, lowers the flag then returns to main loop. System time is monitored to start 
and stop scheduled recordings. 
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Figure B .11 : Software layout 
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B.6.2 Terminal driver and user terminal shell 
When either a assigned button is pushed or a USB cable is plugged into the LOMAD an 
operating system a flag is raised to indicate that the terminal shell program is in operation 
and then the terminal shell is loaded into a new processor core. At launch the terminal 
shell activates another core in which a terminal driver is loaded. The terminal driver is 
a asynchronous receive and transmit driver which allows the transmission of data to and 
from the FTDI DART independently of the terminal shell. The terminal shell provides a 
user interface for interacting with the operating system via a PC running a standard serial 
terminal program (available freely for download at parallax.com). The terminal program 
provides the user a menu and information such as the system time and date or the current 
system flag states. The user is able to change settings such as the recording start and stop 
times or the system clock. When such a setting change is made like the recording start 
time, the terminal writes the start time to global memory and then raises a flag to indicate a 
write to memory. When the flag is detected by the operating system, the start time is saved 
and written to external EEPROM. 
The user is also able to mount and unmount the SD memory card as well as make test 
recordings. As with a change to a memory parameter, the terminal raises a flag requesting 
the operating system to perform the actual function rather than performing the function 
itself or requiring the operating system to wait for a user input, both which would interfere 
with the operating system functionality. This method of passing flags allows for the user 
to monitor and interface with the system with very little effect on its function allowing for 
true "multitasking". 
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When the user is finished working with the terminal, the terminal shuts down the core 
running the terminal driver and then raises a flag requesting that the tetminal shell be shut-
down. Upon detection of the flag the operating system shuts down the core running the 
terminal shell. 
B.6.3 ADC Driver 
When a recording is initiated by the operating system the ADC driver is launched into a 
separate core. The ADC driver is written in assembly language. The driver initially at 
start up assigns input and output pins used for SPI communication with its assigned ADC 
channel. the driver then loads the locations of two global memory buffers provided by 
the operating system into local memory. After an initial setup the driver enters its main 
loop starting with a synchronized delay. The synchronized delay is used to regulate the 
driver loop frequency to the requested sample rate. After the delay, the driver uses a SPI 
routine to shift in bits from the ADC IC and performs bit-wise operations to convert the 
value into two's complement. The driver then writes the value to a global memory buffer 
location specified by the operating system. After the memory write, the buffer location 
is incremented to the next spot in the buffer and a variable used to count the number of 
samples made is incremented as well. If the number count is equal to the size of the buffer, 
the driver then raises a flag to indicate that the buffer is full, resets the count variable, 
loads the location of the next buffer and then returns to the top of the loop. Otherwise 
if the buffer is not full, the driver loops incrementing the memory until the buffer is full. 
When the operating system detects the recording stop time the driver his halted and the 
core running the driver is shut down. 
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B.6.4 SD memory driver 
When the operating system detects one of two flags indicating either the first or second 
memory buffer is full, the operating system sends write-data command along with the 
length and location of the memory to the memory driver. The memory driver then writes 
the memory to the SD card. The driver is capable of writing to a FAT32 files system, which 
is recognizable by most computers. Files can be written directly into the "home" directory 
of the SD card or folders within the home directory as well as write files to existing folders 
or create new folders. Data files are written using the standard WAV sound file format. 
The SD driver does not explicitly create specific file formats, rather the driver just creates 
"a file", names the file (where the specific format is indicated i.e. "xxx.wav") and writes 
data to the file. The formation of the WAV file is handled by the operating system through 
directing the SD driver to write data files in a way specified by the WAV format. 
The SD card driver currently in use by LOMAD was not specifically written for the 
LOMAD and was sourced through the Parallax Object Exchange (OBEX). Small modifi-
cations were made to the driver to streamline the application with the LOMAD operating 
system. 
B.6.5 Real time clock 
The real time clock is essentially a software emulation of a Real Time Clock (RTC) IC. The 
RTC uses a synchronized delay similar the that of the ADC driver to maintain a precise loop 
iteration rate. The RTC tracks the current date and time at a resolution of one millisecond. 
The date and time are written to global memory and are accessed by the operating system 
to maintain recording schedules and to provide the current time and date when creating 
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new recording files. Additionally the RTC raises a fifteen minute alarm flag used by the 
operating system to indicate when the cun·ent recording file needs to be completed and new 
file needs to be created (currently, file lengths are set to fifteen minutes). 
B.6.6 Release driver and signal processor 
The release driver and signal processor are dedicated to the acoustic release system and in 
current form, run independently from the remaining system (the release driver does need 
to be launched by the operating system during start up). The release driver and signal pro-
cessor combined effectively act as an "underwater modem", meaning that bits of digital 
information may be transmitted via an acoustic signal from a remote location to the LO-
MAD. This allows for an acoustic signal in the form of a coded bit-train to be transmitted 
to the LOMAD to initiate the weight release sequence required for system retrieval. 
The signal processor is responsible for searching received signals for user defined "bit-
frequencies" . The bit-frequencies are acoustic signals that represent a data bit. For exam-
ple, the current LOMAD settings interpret a 1kHz sine wave as a "1" bit and 1.5kHz as a 
"0" bit. These signals may be transmitted amongst ambient noise assuming that they are 
transmitted with a signal strength sufficient to reach a threshold SPL of the LOMAD. The 
signal processing is accomplished by continuously running a 128-point Discrete Fourier 
Transform (DFT). The DFT driver currently uses one of the two available IC ADC chan-
nels to sample the received acoustic signal, however it may be modified to use the sigma-
delta ADC. After 128 samples have been made the processor calculates the OFT of the 
signal resulting in two solutions that are proportional to the magnitude of the two selected 
frequency components. The driver then writes these two solutions to global memory and 
constantly updates the solutions as it loops continuously. 
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A1 ,2 = ;:; L Sn e'_n_ 
n=l 
(B .9) 
The release driver upon start up, launches the signal processor in a new core then con tin-
uously monitors the two DFT solutions output to global memory. When the DFT solution 
corresponding to the "1 " bit reaches a specified threshold, the release driver shifts a " 1" bit 
leftward into a release code variable and then starts an asynchronous serial routine. This 
routine shifts in bits depending on which DFT solution is above the threshold or is "bit 
high" at a specific rate. If a "bit high" is not detected for either value the shift in routine 
aborts and the driver returns to scanning the incoming acoustic signal, otherwise the re-
lease code is shifted in. The release code is then compared to a user defined code. If the 
codes match, the release then begins the wire burn process, otherwise it returns to scanning 
received signals. This method avoids accidental triggering of the release through requiring 
a specific code while also requiring a specific serial protocol. 
B. 7 Mechanical 
The mechanical portion of the LOMAD system was designed in collaboration with a team 
of three undergraduate engineering students as part of the student's senior design project. 
The electronic portion of the system discussed is the main component of LOMAD and can 
be used in numerous mechanical configurations. The mechanical design covered in this 
section was designed for use in shallow water applications (specifically Stellwagen Bank) 
up to 1OOm in depth. Designing the mechanical section around a shallow depth allowed for 
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the adoption of cheaper materials such as Chlorinated Polyvinyl Chloride (CPVC) vs. alu-
minum. Effort was placed into reducing the amount of machining required for fabrication, 
while maximizing the amount of "off the shelf" parts in the design. 
B.7.1 Layout 
The general layout of the mechanical portion of the LOMAD is a mooring configuration. 
The electronics are housed in a cylindrical pressure case which is tied at opposite ends to 
a wire rope. The rope is connected to a trawling float at the top of the mooring and at the 
opposite side a burn wire assembly is connected to the wire rope to allow the attachment of 
a releasable weight typically consisting of a burlap sack filled with rocks. 
B.7.2 Pressure case 
The pressure case is constructed from CPVC tubing and plate. The tubing is cut to a length 
determined primarily by the number of batteries required for the desired deployment time. 
The tubing is then terminated by two cap assemblies machined from the CPVC plate. The 
top cap assembly consists of a cap-ring permanently sealed to the tube. The cap ring has 
a machined groove foro-ring placement, several thru holes for bolts and a slotted tab for 
mounting the wire rope [Fig(B.13), left]. A cap attaches to the cap ring with aligned thru 
holes. A hydrophone is mounted to the cap using a drilled and tapped hole [Fig(B.13), 
right] . A similar drilled and tapped hole is used for a bulkhead connector which is u sed for 
passing wires required for the bum wire assembly outside of the pressure case. 
BURN WIRE 
ASSEMBLY 
WIRE ROPE 
BURNWIRE 
BULKHEAD 
CONNECTOR 
HYDROPHONE 
Figure B .12: Mooring configuration 
---- --
Figure B.13: Pressure case cap-ring (left) and cap (right) 
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B.7.3 Burn wire release section 
The "burn wire" release system uses a sacrificial anode, typically a thin wire connected to 
a weight as a weight release system. Near the anode is a cathode. When the weight is to be 
released a voltage is placed between the anode and cathode causing a current to flow from 
the cathode through the seawater to the anode. This process causes the anode to rapidly 
oxidize or "burn away". After a few minutes the anode oxidizes to the point where it can 
no longer bear the load caused by the opposing forces of the float and weight and breaks. 
Upon failure of the burn wire, the weight is released and the pressure case and float is free 
to rise to the surface [Fig(B .14)] . 
The cathode and anode are both made from Inconel wire. The Inconel wire has a 
high tensile strength and high resistance to corrosion in normal conditions (no voltage 
supplied) but will still oxidize rapidly once a voltage is place between the cathode and 
anode. The high tensile strength allows for thin gauge wire to be used, which reduces the 
burn time while sufficiently withstanding the required load for weight system. The circuit 
for the burn wire system requires only two 9v batteries in series for a voltage potential of 
18v. the negative side of the batteries is connected to the cathode and the positive side is 
connected to a normally open relay which is then connected to the anode. To initiate the 
burn sequence, the relay is closed by a relay driver IC controlled by the P8X32A release 
driver [U9, Fig(B.4)]. When the relay is closed the circuit is activated and the anode will 
start to oxidize initiating the burn. 
The construction of the burn wire assembly starts with an Inconel wire sealed using 
heat-shrink tubing. The wire is tied into a knot so that there is a loop at both ends. The 
knot is soldered to power wire running to the pressure case and is then potted to insulate the 
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Figure B.14: Burn wire setup. Left: A shackle connects the burn wire to a weight. Right: 
A closeup of the connection setup. 
solder connection from seawater. A small section of the shrink tubing is removed from the 
end of loop used to connect to the weights [Fig(B.15)]. The small area of exposure allows 
for the wire to quickly oxidize and release the weight. The cathode was made by looping 
a large amount of wire to maximize the surface area and then potted in a manner similar 
to the loop assembly [Fig(B.14,Right)]. The burn wire assembly is connected to the wire 
rope and weight using a pair of shackles [Fig(B.l4)]. 
/ Wireloop 
Potting 
~older ~~~onnection 
Knot 
Figure B.15: Wire loop assembly. 
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B.S Testing 
B.8.1 Data logger testing 
Several long term data logger tests were conducted in the form of "bench-top" tests . The 
data logger was set up to record audio signals provided by a mp3 player and was pro-
grammed with a specific recording start and stop date. Recording tests spanned from sev-
eral hours to over a week of continuous recording. During these recording periods the 
system was monitored and accessed several times via the terminal program to verify proper 
functioning. Several software problems leading to program malfunctions were identified 
and remedied. Additionally at the conclusion of each recording test with the audio signal 
still present to serve as "background noise" the acoustic release signal is added to the to-
tal input signal to verify the proper function and triggering of the release at the end of a 
recording schedule. These test have resulted in the successful development of a software 
suite capable of making continuous recordings. 
Additionally, the proper function of all analog and digital circuits was verified during 
the construction of the data logger. This includes checking the power supply for proper 
voltages, analyzing the SPI protocol between the rnicrocontroller and the ADC chips and 
verifying the correct low pass filter cutoff frequency. 
B.8.2 Pressure case and burn wire testing 
An initial test of the pressure case and burn wire system was conducted in SBNMS. The 
mooring assembly was deployed to a depth of approximately 50m for a period of one hour. 
An electronic timer was placed inside the pressure case with circuitry similar to the release 
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circuitry to initiate the burn sequence. Because the pressure case was not fully populated 
with batteries, for the test an extra weight was attached to the burn wire assembly doubling 
the weight from normally 20lbs to approximately 40lbs. The system was deployed using an 
A-frame to lift the mooring from the boat deck and was attached to a quick-release. Some 
difficulty was encountered due to moderate rocking of the boat and the mooring becoming 
twisted amongst the quick release cable, however the system was successfully deployed. 
The system was successfully retrieved an hour later after the timer initiated the bum 
sequence. The case was disassembled and inspected for leaks and was found to be free of 
any moisture. 
B.8.3 Full system test 
A full system test will be made deploying the LOMAD electronics and mechanical pressure 
case and mooring system. The system will be equipped with three weeks worth of batteries 
and will record continuously. A series of test sounds will be transmitted to the system via 
an underwater speaker. At the end of the test deployment the burn sequence will be initiated 
by transmitting a burn code to the LOMAD. 
B.9 Summary 
The LOMAD system is capable of producing large data sets of high sample rate record-
ings over a continuous period of time. What sets the LOMAD apart is the built in acoustic 
release circuitry and logic, FAT32 memory compatibility, multi-core/multi-tasking capa-
bilities and the open-source design. Also among these benefits is the cost effectiveness. 
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Currently the LOMAD PCB only costs about a hundred dollars to build and the pressure 
case system can be built for less than five hundred dollars. 
A small, but significant change will be in switching the power supply voltage from 7.2v 
to 3.6v. Most of the system runs on 3.3v (after regulation) and will not be effected. The 16-
bit ADC requires a minimum operating voltage of 5v and will have to be replaced requiring 
a few small PCB layout changes and selection of a new ADC IC. Although modification 
will be required, the benefit of this change will be reduction of the required number of 
batteries by one half. This can reduce the required pressure case size and also significantly 
reduce the cost of batteries for each experiment. 
It is also planned to transfer the layout files of the PCB to files which are recognizable 
by automated machinery, such as a "pick and place" machine to automate the construction 
of the LOMAD PCB. Rapid proto typing services are available which can fabricated and 
populate PCBs in small production runs. Adopting this type of service would dramatically 
reduce the effort required in producing LOMADs and would also make accessibility much 
greater who are not comfortable with the fabrication process. 
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