I. INTRODUCTION
By a graph we shall mean a finite, undirected, simple graph. Let G be a graph with vertex set V(G) and edge set E(G). For any two vertices U, u in the same connected component of G, the distance d(u, V) between u and z, is the length of a shortest path joining u and V. It is known [9] that G(n, k) is a distance regular graph with diameter k and parameters A great deal of work has been devoted to the question of whether a DRG with the parameters of G(n, k) must be isomorphic to G(n, k).
That the "triangular graph" G(n, 2) is unique was shown by Connor [8] for n > 8, by Shrinkhande [22] for n < 6, and by Hoffman [ 121 and Chang [6] for n = 7. For n = 8, there are three other graphs which have the same parameters as G (8, 2) . (Later it was shown by Seidel [21] that they can be obtained from G (8, 2) by "Seidel switching.")
Next it was shown that the "tetrahedral graph" G(n, 3) is unique by Bose and Laskar [5] for n > 16, by Aigner [ 1, 2] for n < 8, and Rolland [ 191 for n > 9. It was also proved independently by Liebler [ 151 for 11 < n < 16, and by the author [ 171 for n = 9, 10.
Dowling [lo] proved the uniqueness of all the Johnson graphs for n > 2k(k -1) + 4, and the author [ 181 proved the uniqueness for n > 4k. The author is informed by a referee that Brouwer had proved the uniqueness for n > max{6k -1, k2 + 2k -l}.
In this paper, we prove the uniqueness of G(n, k) for n > 20, so in particular G(n, k) is characterized by its parameters for all but finitely many pairs (n, k).
We should also mention in this context that Bannai has conjectured [3, 7] that for sufficiently large diameters, all distance regular graphs are members of a known set of infinite families. A proof of this conjecture should consist of two parts: first, the restriction of possible parameter sets to those of the known families (see D. Leonard [14] for the best progress to date); and second, proofs that the known graphs are characterized by their parameters.
The second part of this program has been carried out for the Hamming graphs H(n, q) by Egawa [ 111. The present paper settles the case of J(n, k). THEOREM 1. Let G be a DRG with the parameters of G(n, k) and n > 20. Then G E G(n, k).
Our starting poin is the following result which was proved in [ 161. THEOREM 2 . Let a graph G be connected and p:(x, y) < 4 for any x, y E V(G) with d(x, y) = 2. Assume that for all x E V(G), D,(x) is a kmatching of size n -k.
(*I Then if n > 2k, G z G(n, k): if n = 2k, either G z G(2k, k) or G is doubly covered by G(2k, k).
Our task is thus to show that the neighborhoods D,(x) satisfy (*). The proof of this fact is achieved in the following two main steps which taken together immediately imply (*). These are proved in Sections 3 and 4, respectively; Section 2 being devoted to proofs of various basic facts which are used throughout the paper. THEOREM 3 . Let x -y. Then either A(x, y) is a union of two cliques or A(x, y) contains a clique of size >/n -8. THEOREM 4. For a fixed x E V(G), if A(x, y) is a union of two cliques for some y E D,(x) or A(x, y) contains a clique of size >n -8 for all y E D,(x), then D,(x) is a k-matching of size nk. Remark 1. In fact, our proof does not require the full distance regularity of G. Instead, we only need the following conditions:
(i) The minimum eigenvalue of the adjacency matrix for D,(x) is > -2 for all x.
(ii> I V(G)1 = ( ; 17 n,=k(n-k), pil=n-2, Pi2 = 4 Pi* = (k -2)(nk -2) and p:, = (n -k -l)(k -1). Remark 2. Lemma 4.8 is the only place requiring n > 20. The other parts of the proof need only n > 15.
II. PRELIMINARIES
First we need a classical theorem on the spectrum of a real symmetric matrix (see [ 13, Theorem 3.2.11 ).
(4 P&A (b) ifp = 1 and the maximum eigenvalue of A is strictly greater than 1, then v is orthogonal to the projection of u on the subspace corresponding to B, where u is an eigenvector corresponding to the maximum eigenvalue. We define G as a DRG with the parameters of G(n, k) and A as a v x v matrix with (A)Xy = ki if and only if d(x, y) = i for x # y and (A),, = 0 for all x, where v = 1 V(G)1 = (i ). W e now fix x E V(G) and we let B be the adjacency matrix of D,(x). In this paper, we denote the minimum eigenvalue of a matrix M by J'(M). We then have the following observations. ProoJ: First note that A is real symmetric and AJ, = J,A = cCfzl (k-9 nl)J,, where J, is the all one matrix of order v. (Therefore, A has a constant row sum.) Next note that B is also real symmetric and BJ = JB =p:, J, where J is the all one matrix of order ID,(x)l. (Therefore, B has a constant row sum.) Now consider B + (k -2)(J-Z). Then this is a principal submatrix of A and thus the minimum eigenvalue is at least -k. Since B, J and Z commute, they are simultaneously diagonalizable and therefore A'(B) > -k -(k -2)(0 -1) = -2. The rest is an easy consequence of Corollary 2.1. 1
In the next two lemmas, we use Lemma 2.3 to prove that d(x, y) with x -y has no 4-independent sets and no 3-claws. Proof: Suppose there is an m-claw in d(x, y). Let C be the adjacency matrix of he m-claw and y. Then det(C + U) = -2m(m -3). By Lemma 2.3, det(C + 21) 20. Therefore m < 3. And if m = 3, then n'(C) = -2 and a corresponding eigenvector is (1, 1, -1, -1, -1). By Lemma 2.3, we get a contradiction. I
The following three lemmas are easy to prove but quite useful. Next we prove that if n > 15, then d(x, y) with x-y contains a K,. We will use Lemmas 2.4 and 2.5 to prove the next two lemmas. LEMMA 2.9 . Let x -y and assume n > 15. Then there is a clique of size 4 in A(x, y).
Proof
Suppose not. Then d(x, y) cannot have K, or K,. Choose z E d(x, y) and let A = D,(z) n d(x, y) and B = D2(z) n d(x, y). Then A cannot contain K, or K3. By Ramsey's theorem [20] , [A 1 < R(3,3) = 6, wher_e R(I, k) is the Ramsey function, i.e., min{ 1 V(G)I: G contains either K, or Kk}. We may assume that there are wl, wz E B such that w, 4 wl. for i = 1, 2. This implies that 1 Bij < 1 for i = 1, 2. Therefore 1 B 1 < 1+1+2+2=6, and IA(x,y)l=l+JAI+lBl<12. This implies that n = IA(x, y)l + 2 < 15, which is a contradiction. 1 LEMMA 2.10. Let x -y and let C be a maximal clique of size >4 in A(x, y). And let z E C. Then the following is true:
Proof: Suppose there are wi, w2 E D with w, 7L w2. Note that wI)s can be adjacent to at most one vertex of C\z. This implies that there is at least one z' E C such that z' -& wl, WI. Then (z, w, , w2, z} is a 3-claw, contradiction. This proves (i). For (ii), suppose there are w,, w2 E D,(w)\D\C with w, 7L w2. Then {z, w, w,, wz} is a 3-claw, contradiction. 1
In the next lemma, we prove that if n > 20, then A(x, y) contains a clique ,of size 5. LEMMA 2.11 . Let x -y. If we assume n > 20, then there is a clique of size 5 in A(x, y). Prooj Suppose not. By Lemma 2.9, there is a clique C of size 4 in A(x, y). Choose z E C. Then by Lemma 2.10, D = D,(z)\C is a clique. (And 0 < JDI < 3.) We claim E z A(x, y)\C\D is a clique. Suppose not. Then there are zl, zz E E such that z, 7L z2. Since there cannot be an independent set of size 4 in d(x,y), E = C, UC, U C, U (zl,zz], where C, = En D1(zl)\D,(zJ, C, =E n D1(z2)\D,(zJ and C, = E n A(z,, z2). Also for the same reason, C, U (z, 1 and C, U {z2j are cliques (of size <4). And /C,l<2, sinceg:,=4. Thereforen-2=IA(x,y)l=lCI+IDl+IC,Uz,I+ 1 C, U z2 ( + 1 C,) < 17. This gives a contradiction. Therefore E is a clique. Then n -2 = IA(x, y)l < 3 . 4, which gives a contradiction and proves the lemma. I Remark. In fact, it is possible to show that Lemma 2.11 is true for n > 15. An argument similar to the one used in Section 3 can be used to prove this.
III. PROOF OF THEOREM 3: STRUCTURE OF~(X,~)
From now on, we assume n > 20. In this section, we prove that either d(x, y) consists of two cliques or d(x, y) has a clique of size >n -8. In this section, for the simplicity of notations, we exclude {x, y} from A@, , z2) for z,, z2 E d(x, y) unless specified otherwise. By Lemma 2.11, there is a clique of size 25 in d(x, y). We will call this clique C. Then by Lemma 2.10, D(z) = D,(z)\C is a clique for all z E C. Then for all z E C, d(z, w)n D,(x) = 0, contradiction to Lemma 2.6. I Therefore it is enough to show that there are at most two cliques in d(x, y). We will first consider the case where there is no z E C such that D(z) f 0. Therefore we may assume that there is z E C such that D(z) # 0. We will consider 3 cases: first, there are zr, z2 E C such that D(z,) = D(z2) # 0; second, not the first case and there is z E C such that D(z) # 0 and D,(w) n Cf {z} for some x E D(z); third, the rest. Before we divide the proof into cases we prove the following two lemmas. LEMMAS We first prove that E = A(x,y)\C\D is a clique and then using Lemma 3.4 we prove that either A(x, y) consists of at most two cliques or A(x, y) has a clique of size an -8. In Lemma 3.7 we prove that E = A(x, y)\C\D is a clique as in Case 1. First we note that we may assume IDJ > 2 by the assumption of Case 2. (If ID I = 1, then D $ D(c). In this case we switch the role of z,, and c.) LEMMA 
E = A(x, y)\C\D
is a clique.
ProojI
We first prove the lemma for the case ID ( > 3. Suppose there are wi, w2 E E such that w, + w,. It is easy to see that there is a 4-independent set including {w,, w2}, except for the case where IDI = 3, w, -c, d, and w2 adjacent to the other two vertices in D. In this case, we note that for any c' E C\z,\c Note that d 4 W, for all i, otherwise /A(c,, d)l > 3. This implies that c + wI for all i by Lemma 2.10. Also {w, w, ,..., wm} is a clique by Lemma 2.5. We may assume that there is w' E E such that w' 7L w,, for somej. Then since d(wJ, z,,) n C = {c~}, wi N d,. By Lemma 2.7, wi N d, for all i. But this implies that Jd(w, d,)l > m 2 3, contradiction. Therefore we have proved that there is no w E E such that d(w, z,,) = {c, d}. Now we show that there is no w E E such that Id(z,, , w) n Cl = 2. Suppose there is. Letd(z,, w) In the next lemma, we prove that A(x, y) is either a union of two cliques or has a clique of size >n -8. . Th ere ore f by Lemma 3.4 we may assume 1 E U D) Q 5. Therefore C is a clique of size at least (n -2) -5 = n -7 > n -8 which proves the lemma. 1
Now we need to consider the last case. In Lemma 3.9, we prove that either A(x,y)\C\D is a clique or A(x,y) is a 3-matching (of size (n -2)/3). Then in Lemma 3.10, we prove that A(x, y) is a union of two cliques and in Lemma 3.11, we prove that A(x, v) cannot be a 3-matching. LEMMA 
Either E = A(x, y)\C\D
is a clique or A&Y) is a 3matching.
Proof. By Cases 1 and 2, we may assume that there is no e E E such that IDi n Cl = 2. Now suppose that there are e, , e2 E E such that e, 4 e,. If IDI > 3, then by Lemma 2.8, A(c, d)\zO E E for all c E C\z, and d E D. It is easy to see that we get a 4-independent set. Therefore we may assume IDl<2. Now claim that ~A(e,,z,)nD~=~A(e,,z,)nC~= 1 for i = 1,2. First note that A(e,, z,,) G CUD for i = 1, 2 by Lemma 2.8. It is enough to show that IA(e,,z,)nDI < I for i= 1,2. Suppose I A(e, , zO) n D I = 2. Then by Lemma 2.10, A@,, z,,) G C, contradiction. Thus we have proved the claim. Now by Lemma 2.10, we have I DI = 2. Since I Cl > 5 > 4, it is not hard to see that A(x, y) is a (ID ) + 1)-matching. Therefore we have proved that either E is a clique or A(x, y) is a 3matching. This gives a contradiction. I
We have thus finished proving that either A(x, y) is a union of two cliques or A(x, y) contains a clique of size >n -8.
IV. PROOF OF THEOREM 4: STRUCTURE OF D,(x)
In this section, we will prove Theorem 4 which in turn proves Theorem 1. Let us fix X. We prove the theorem first for the case where there is y E D,(X) such that A@, y) does not contain a clique of size >n -8. (Therefore A&y) is a union of two cliques.) And then we prove the theorem for the case where A(x,y) contains a clique of size >n -8 for all y E D,(x).
We first need the following lemma which was proved in [ 181. Then by Theorem 3, A(x, y) = CUD, where C and D are maximal cliques with max{] C], IDI} < n -9. In this case we prove that unless there are no edges between C and D we get a contradiction. We first prove that CnD=0. Choose cE~ and dE5 such that D,(c)nfi=D,(d)nc=0. Consider d'(c, d). By Lemma 2.7, A(c, d)\{x, y, z} should be in at least one of A(x, y), A(x, z) and A( y, z), contradiction. Therefore we may assume (E ] = 2. Then min{ I C], ID ]} > 9 and therefore for all z E C U D, both A(x, z) and A(y, z) are unions of two cliques. Choose w E D,(x)\C\D\ y. Then without loss of generality, there exists c E C such that c -w and therefore D,(w)nD=0.
Since 9 <lCl(n-9, A(x, c) is a union of two maximal cliques F and (C U y\c) with 7 < (FI < n -9. Therefore by Theorem 3, A(x, w) consists of two maximal cliques F and F', and at most one vertex not beloning to either cliques. Note that for all of d E 0, A(d, w) n F = 0. This implies that for all d E fi, IA(d, w)n D,(x)\FI >, 2 by Lemma 2.6.
Note that lA( y, w') n fi] < 3 for all w' E A(x, w)\F. Therefore by applying Lemma 4.1 to two cliques D and F', we get a contradiction. 1
Since CnD=0 and max{JCI,IDI}<n-9, both A(x,z) and A(y,z) have to be unions of two cliques for all z E CUD. This implies that (I Cl -(k -l))(lCl -(n -k -1)) = 0. Therefore D,(x) is a k-matching of size (n -k), which proves the lemma. 1
Thus we may now assume that d(x, y) = C U D and {c E C: D,(c) n D # 0) # 0. We prove that this will lead us to a contradiction. The next lemma is an easy consequence of We assume that there are c E C and d E D such that c N d. Then we prove that ICI = IDI. Therefore ICl=lDl= IEI=$(n-2). I New let C = C, U C, and D = D, U D, such that (C,, Dl) is a 2-matching of size m and D,(c)nD = D,(d)nC=QI for all cE C2 and dE D,. We prove that we may assume m < i((n/2) t 1). In the next lemma we prove that uness m = 0, we get a contradiction. for WEA. Similarly ID,(w)nD,(= 1 for WEB. Also for wEAUB, it is not hard to see that Id(w, y) n C,I = Id(w, y) n D,I = 1. (First note that d(w,y)n(C,uD,)#0.IfwNcforcEC,,thenw-dED,whered-c.) Therefore we have proved that for ail c E C,, Id(x, c)l ) IC( + 1 + IC,l+ IW Th is implies that n -2 > (n/2) + 2((n/2) -1 -m). But by Lemma 4.6, m < $((n/2) + 1). Therefore n < 4, contradiction. fl Thus we have finished proving the first case. Now we may assume that every edge is in a clique of size >n -6. (Suppose there is yEL,nL,.
Then n-2=ld(x,y)j> IL, U Lz\ { y}] > 2(n -10) + 2. This implies n Q 16, contradiction.) Consider L, and L, and we may assume 1 L, I < IL,(. Suppose there is y E L, suchthatD,(y)nL,=0.IfthereiszEL,suchthat(D,(z)nL,I~2orif there is z E L, such that ID,(z) n L,I > 2, then by Lemma 4.1, there exists LGL, such that ILI>IL,1-3 and D,(W) nL, = 0 for all w EL.
Therefore IQ, w)nD,(x)\L,I > 2 for each w E L. But note that for any PEw4\LI9 ID,(p)n LI < 3. Now we count {(w,p): w E L, P W~An~,(x)\L2~ in two ways. Then 2 IL1 < 3(ld(x,y)( -IL,\yJ). This implies 2(n -10) < 3 . 6, and therefore n < 19, contradiction.
Therefore we can assume that for all z E L,, ID,(z) n L, ( But in Section 3, we have proved that d(x, y)\L, is a union of at most two cliques and we have assumed that Id(x,y)\L,( < 6. Using Lemma 3.3, we can prove IS'/ < 6. Therefore s < 6. Since s > 2n -32, s < 6 implies that n < 19, contradiction, Therefore, we have proved that for all y E L, , Dr( JJ) n L r # 0. Then it follows from Lemma 4.1 that ID,(y) n L, I = ID,(z) n L,I = 1 for all y EL, and z E L,, and IL, I= IL, I. Since L, and L, were arbitrary two cliques at x, JL,I=ILjl and ID,(y)nLil=ID,(z)nLjl= 1 for all yELj,zELi and i #j = I,..., m. Note that if z1 -z2 and z1 -z3 for zi E Li, i= 1,2,3, then z2 -zj. (Otherwise, there is a z; # z3 E L, such that z2 -zi. Applying {z2, z3, z,, zs} to Lemma 2.7, we get z -z; for all z EL,, contradiction.) This finishes the proof of Lemma 4.8 and therefore the proof of Theorem 4. 1
As we mentioned before, this finishes the proof of Theorem 1 as well.
