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Abstract
In this paper we begin the study of polysymplectic manifolds, and
of their relationship with PDE’s. This notion provides a generaliza-
tion of symplectic manifolds which is very well suited for the geomet-
ric study of PDE’s with values in a smooth manifold. Some of the
standard tools of analytical mechanics, such as the Legendre transfor-
mation and Hamilton’s equations, are shown to generalize to this new
setting. There is a strong link with lagrangian fibrations, which can
be used to build Polysymplectic manifolds.
We then provide the definition and some basic properties of s-Ka¨hler
and almost s-Ka¨hler manifolds. These are a generalization of the usual
notion of Ka¨hler and almost Ka¨hler manifold, and they reduce to them
for s = 1. The basic properties of Ka¨hler manifolds, and their Hodge
theory, can be generalized to s-Ka¨hler manifolds, with some modifi-
cations. The most interesting examples come from semi-flat special
lagrangian fibrations of Calabi-Yau manifolds.
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Introduction
In this paper we begin the study of polysymplectic manifolds, and of their
relationship with PDE’s. A (non degenerate) polysymplectic manifold of
rank n is a smooth manifold, together with s closed differential 2-forms
on it such that, if we indicate the data with (M, ω1, ..., ωs), for any point
p ∈M there exist near p coordinates x1, .., xn, y11, ..., ysn providing a descrip-
tion ωj =
∑
i dx1 ∧ dyji . From the definition, it is clear that for s = 1 a
polysymplectic manifold is just a symplectic manifold. This definition is not
the one which we will give in the paper, but it has the advantage of being
very quick and explicit. The notion just introduced provides a generalization
of the notion of symplectic manifold which is very well suited, as we will
show in this paper, to the study of PDE’s with values in a smooth manifold.
While some results from the theory of symplectic manifolds generalize to the
polysymplectic setting, and others do not, it is almost always the case that
the proofs in the s > 1 case are different in spirit from the ones when s = 1.
This is true for example for Theorem 2.5, which generalizes Darboux’s The-
orem, where one has to face same questions of integrability which were not
present in the symplectic setting.
When dealing with PDE’s with values in a smooth manifold M and s in-
dependent variables, the natural ambient space is TM ×M · · · ×M TM (s
times), which we will for simplicity indicate with sT(M). We will also use
the notation sT∗(M) for the analogous construction obtained starting from
T ∗(M). It turns out that for PDE’s which come from a Lagrangian (i.e. a
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smooth function L on sT(M)), the usual machinery of analytical mechanics
can be generalized rather effortlessly. In particular, from any Lagrangian we
obtain a Legendre transformation, which maps sT(M) to sT∗(M). A La-
grangian is non degenerate if and only if a suitable polysymplectic structure
on sT(M) associated to L is non degenerate, and in this case the Legen-
dre transformation associated to it is a local diffeomorphism. The picture
becomes even more compelling after one notices that on sT∗(M) there is
a canonical non degenerate polysymplectic structure, and that the Legen-
dre transformation maps the polysymplectic structure on sT(M) associated
canonically to any non degenerate lagrangian to the canonical polysymplectic
structure on sT∗(M). The Euler-Lagrange equations for a Lagrangian L are
then mapped to a set of equations resembling in a striking way the Hamilton
equations. Of course, a polysymplectic manifold needs not have a non degen-
erate Poisson structure (it could be odd dimensional, for example!); however,
there is a way to put in a canonical way on any polysymplectic manifold a
generalization of a non degenerate Poisson structure, involving not one but s
”brackets”. The generalization of the Hamilton equations mentioned earlier
can be expressed in terms of the canonical s-Poisson structure on sT∗(M),
in a way that resembles the classical one (see Theorem 5.15).
There is an apparently different approach to the geometry of PDE’s. For a
guide to that approach, see for example [Gri] or consult the bibliography of
[G] for further references. It would be interesting to investigate the possible
links between these two viewpoints.
In the second part of the paper we introduce the notions of almost s-
Ka¨hler and of s-Ka¨hler manifold. s-Ka¨hler manifolds are a generalization
of Ka¨hler manifolds, to which they reduce when s = 1. A smooth manifold
M of dimension n(s + 1) together with a Riemannian metric g and 2-forms
ω1, ..., ωs is s-Ka¨hler if the data satisfy the following property: for each point
p ∈ M there exist an open neighborhood U of p and a system of coordinates
xi, y
j
i ,i = 1, ..., n, j = 1, ..., s on U such that with these coordinates:
1) ωj =
∑n
i=1 dxi ∧ dyji ∀j ∈ {1, ..., s},
2) gα,β = δ
α
β + O(2)
They are ”rigid” objects, with an extremely rich set of properties, which
generalize those of Ka¨hler manifolds. In the last part of the paper we ex-
plore some of them. A part of the structure of a s-Ka¨hler manifold, namely
the forms ω1, ..., ωs described above, determines a polysymplectic structure.
Polysymplectic manifolds are much ”softer” objects, with no local moduli,
but with a rich global geometry. In between these two notions, there is the
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notion of an almost s-Ka¨hler manifold, which seems to share some of the
structure of s-Ka¨hler manifolds, without being too rigid. Any polysymplec-
tic manifold admits a Riemannian metric for which it is almost s-Ka¨hler ,
in exactly the same way as any symplectic manifold admits a metric com-
patible with the symplectic structure, which makes it almost complex. In
this paper we show that one can put an almost 2-Ka¨hler structure on inter-
esting compact 3-manifolds. At this stage of the theory, we don’t see any
general obstruction on putting a polysymplectic structure on any 3-manifold.
Polysymplectic threefolds need not be orientable either. Because a polysym-
plectic structure has non trivial global invariants, this might be of some help
in the classification of 3-manifolds. The most interesting examples by far of
almost s-Ka¨hler manifolds that we build in this paper are those that come
from special lagrangian fibrations of Calabi-Yau manifolds. The construc-
tions of the current paper work in the so-called semi-flat case described in
[SYZ], but in a forthcoming paper we will show that one can deal also with
the general situation. We refrained form including a treatment of this topic,
and of the relationship of all this with mirror symmetry (in the spirit of
[SYZ]), due to the already excessive size of the present paper.
Going back to s-Ka¨hler manifolds, we prove that they enjoy many of the
properties of Ka¨hler manifolds, and in particular we start the development
of their Hodge theory. We prove that there is an analogue to the Hodge iden-
tities, and to the Lefschetz decomposition, namely a representation of the Lie
algebra sl(s+1,R) on the cohomology of any compact oriented s-Ka¨hler man-
ifold. We also show that there is an analogue to the hard Lefschetz theorem.
The representation mentioned above is induced by one on differential forms,
and reduces to the standard one when we are in the Ka¨hler case, namely for
s = 1. Although many facts concerning (almost) s-Ka¨hler and polysymplec-
tic manifolds resemble similar properties of (almost) Ka¨hler and symplectic
manifolds, the proofs in the non classical situations are almost always very
different from the classical ones, and exploit new properties. This paper is
unfortunately very rich of explicit computations, because we had to estab-
lish directly many basic properties of the objects we introduced, for lack of
a reference. We hope that this work will allow us to write more readable
papers on this subject in the future, as we will be able to refer to this com-
putations without having to reproduce them. It should be noted that this
paper has been written over a period of more than three years, with many
interruptions; this implies that there will be many more misprints that we
would like. We hope that the reader will be willing to let us know of any
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misprint/mistake that he or she might find.
We now come to a more detailed description of the contents of the paper:
In the first section we introduce polysymplectic vector spaces, and we prove
a normal form theorem for them. We then prove a Lemma which describes
the qualitative structure of any change between sets of coordinates in which
the polysymplectic structure is in normal form (standard coordinates). In
the same Lemma we introduce some elements of the second wedge power of
the space, which will be used later to define s-Poisson manifolds.
In the second section we first introduce polysymplectic manifolds, and after
giving the central example sT∗(M), we prove the local normal form Theorem
for polysymplectic manifolds, which generalizes Darboux’s Theorem. In the
last part of the section we introduce the canonical s-Poisson structure on
sT∗(M) compatible with a given (non degenerate) polysymplectic structure,
and prove its existence.
In the third section we provide some examples of polysymplectic manifolds,
the most notable being the one that starts from lagrangian fibrations.
In the fourth section we introduce the notion of compatibility between a
Riemannian metric and a polysymplectic structure. We then proceed to the
proof of the theorem which shows that for any given polysymplectic structure
the space of metrics compatible with it is non empty and contractible.
In the fifth section we introduce first order Lagrangians (also called s-Lagrangians)
on sT(M), and define the canonical polysymplectic structure on sT(M) as-
sociated to a non degenerate Lagrangian. We then define the ”energy” HL
associated to a strongly non degenerate Lagrangian L, and the Legendre
transform associated to any Lagrangian. We finally prove an equivalent for-
mulation of the Euler-Lagrange equations associated to a Lagrangian, and
use it (in the non degenerate case) to translate them via the Legendre trans-
form in a generalization of the Hamilton equations on sT∗(M).
In the sixth section we introduce almost s-Ka¨hler manifolds, and analyze
their relationship with polysymplectic ones, via the notion of ”compatibil-
ity” of a metric with a polysymplectic structure. We give some examples of
the above notions, for manifolds with assigned topology (but not compact),
and for compact three-manifolds. The main theorem of this section is the last
one, describing the strong relationship between special lagrangian fibrations
of Calabi-Yau manifolds and almost s-Ka¨hler manifolds.
In section 7 we introduce s-Ka¨hler manifolds, and we show that they can be
seen as almost s-Ka¨hler manifolds with an integrability condition added.
In section 8 we give some examples of s-Ka¨hler manifolds. Apart from
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Ka¨hler ones, the simplest nontrivial examples that we give are manifolds
which are diffeomorphic to (real) tori. Although this establishes that there
are compact s-Ka¨hler manifolds for all s, it is not satisfactory, and we ex-
pect to be able to provide more interesting examples in the future. Us-
ing special lagrangian fibrations of Calabi-Yau manifolds which enjoy some
(rather strong) flatness conditions, we are able to build other examples of
s-Ka¨hler manifolds. This construction will be analyzed in much more detail
in a forthcoming paper, in which we will investigate the connection of this
circle of ideas (and the ones described in the following sections) with the
approach of [SYZ] to mirror symmetry.
In section 9 we introduce a generalization of the Lefschetz operators on
s-Ka¨hler manifolds, and analyze their commutation relations with their ad-
joints with respect to the metric. The explicit computation of the commu-
tation relations allows us to show that these operators, together with their
adjoints, generate a Lie algebra isomorphic (canonically) to sl(s+ 1,R).
In section 10 we prove a generalization of the Hodge identities, which allow
us to show that the action of sl(s+ 1,R) introduced in the previous section
induces an action on the cohomology of any compact oriented s-Ka¨hler man-
ifold. We introduce primitive forms, and show that there is an analogue of
the Lefschetz decomposition.
In the eleventh section we prove that not only there is a Lefschetz decompo-
sition, but one can also prove a generalization of the hard Lefschetz theorem.
In the last section we draw some conclusions, concerning both polysymplec-
tic manifolds and s-Ka¨hler manifolds.
Notations
For a vector space V and an element α ∈ ∧∗ V ∗, we will indicate with C(α)
the smallest subspace of V ∗ such that α ∈ ∧∗(C(α)). For an α ∈ ∧∗ V ∗,
we indicate with A(α) ⊂ V the subspace orthogonal to α with respect to
contraction. The remaining notations will be either standard or explicitely
introduced in the paper. A note on terminology: we found out that the name
”s-symplectic” is widely used to indicate an object which does not have any-
thing to do with what we introduce here. This was the reason for our use of
the (less appealing) terminology ”polysymplectic”. We have recently found
out that also this name has been used, although much less diffusely. We hope
that this overlap will not cause any problems.
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1 Polysymplectic vector spaces
In this section we define polysymplectic vector spaces, and study some of
their properties. The most important fact is Theorem 1.6. Lemma 1.9 will
be used in the next section to define the generalization of Poisson manifolds.
In this section the base field k will be assumed to be the Real numbers, but
many results would continue to hold on any field of characteristic different
from 2.
Definition 1.1 Let V be a vector space over k, and let ω1, ..., ωs be forms in∧2(V ∗). We say that the forms induce a polysymplectic structure on V of
rank n if the following three conditions hold:
1) The forms
ω∧i11 ∧ · · · ∧ ω∧iss
where we vary the s-tuple of non-negative integers (i1, ..., is) subject to the
condition i1 + · · ·+ is = n are all independent.
2) The forms
ω∧i11 ∧ · · · ∧ ω∧iss
where we vary the s-tuple of non-negative integers (i1, ..., is) subject to the
condition i1 + · · ·+ is = n+ 1 are all 0.
3) (If s > 1) For all j ∈ {1, ..., s}, dim
(
C(ωj)
⋂∑
k 6=j C(ωk)
)
≤ n.
The polysymplectic structure is said non-degenerate if dim(V ) = s(n + 1).
Example 1.2 A vector space with a nondegenerate antisymmetric bilinear
form (i.e. a symplectic vector space) is polysymplectic
Remark 1.3 Let (V, ω1, ..., ωs) be a polysymplectic vector space of rank n.
Then for any number t such that 1 ≤ t < s, (V, ω1, ..., ωt) is a polysymplectic
vector space of the same rank.
We now show that a polysymplectic vector space can be put in a normal
form, in the same way as a symplectic vector space has a basis in which the
non-degenerate two-form has a canonical expression.
Definition 1.4 The forms ω1, . . . , ωs ∈ ∧2 V ∗ are said to be in polysym-
plectic normal form with respect to a basis of V if the basis is of the form
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e1, . . . , en, e
1
1, . . . , e
s
n, z1, ..., zdim(V )−(s+1)n and the forms can be expressed in
terms of this basis as
ωi =
n∑
j=1
e∗j ∧ eij∗
We call such a basis polysymplectic or standard for (V, ω1, . . . , ωs)
We will use the following standard fact from symplectic linear algebra:
Proposition 1.5 Let V be a vector space (over a field of characteristic dif-
ferent from 2), ω ∈ ∧2 V ∗, ωn 6= 0, ωn+1 = 0, and let e1, ..., et, f1, .., fr ∈ V
be vectors such that < e1, ..., et, f1, ..., fr >
⋂
ω⊥ = (0), and for the bi-
linear form Bω associated to ω we have for all i1, i2 < t, j1, j2 < r that
Bω(ei1 , ei2) = 0, Bω(fj1 , fj2) = 0, Bω(ei1 , fj1) = δi1j1, then there are vec-
tors et+1, ..., en, fr+1, ..., fn, z1, ..zdim(V )−2n ∈ V such that for all i1, i2 ≤ n,
j1, j2 ≤ n and k1, k2 ≤ dim(V )− 2n, we have Bω(ei1, ei2) = 0, Bω(fj1, fj2) =
0, Bω(ei1 , fj1) = δi1j1, Bω(ei1 , zk1) = Bω(fj1 , zk1) = Bω(zk1 , zk2) = 0.
Theorem 1.6 Let V be a vector space, and ω1, . . . , ωs ∈ ∧2 V ∗. Then the
following are equivalent:
1) The forms ω1, . . . , ωs determine a polysymplectic structure on V .
2) V has a polysymplectic basis with respect to the forms ω1, ..., ωs.
Proof of 2)⇒ 1)
Suppose that the forms ω1, . . . , ωs ∈ ∧2 V ∗ can be expressed, in terms of
a basis e1, . . . , en, e
1
1, . . . , e
s
n ∈ V as ωi =
∑
j e
∗
j ∧ eij∗ (i.e. the basis is
polysymplectic with respect to the forms ω1, ..., ωs). Then we have that:
1) For any (h1, . . . , hs) such that hi ≥ 0 and ∑i hi = n the forms{
w∧h11 ∧ · · · ∧ w∧hss | hi ≥ 0 and
∑
i
hi = n
}
are independent (and in particular all different from zero).
Indeed, suppose
∑
|H|=n αHω
H = 0, where we have used the multi index
notation ωH = w∧h11 ∧ · · · ∧ w∧hss and |(h1, .., hs)| = h1 + · · · + hs. Then, if
H0 is the lowest (lexicographically) multi index such that αH 6= 0, the form
ωH0 contains the ”monomial”
(e∗1 ∧ · · · ∧ e∗n) ∧ (e1∗1 ∧ · · · ∧ e1∗h1) ∧ · · · ∧ (es∗1 ∧ · · · ∧ es∗hs)
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with coefficient ±1. It is immediate to check that this monomial appears only
once in the expression for ωH0, and never appears in any ωH for H > H0.
Therefore, it must be αH0 = 0, contradiction.
2) w∧h11 ∧ · · · ∧ w∧hss whenever
∑
i hi > n
Indeed, any ”monomial” in ωH for |H| > n must contain at least |H| forms
from the set {e∗1, ..., e∗n}. Any such wedge product must therefore be zero.
Proof of 1)⇒ 2)
Lemma 1.7 Let (V, ω1, ω2) be a polysymplectic vector space of rank n. Then
dimk (C(ω1)
⋂
C(ω2)) = n
Proof Given the forms ω1 and ω2, take any decomposition
V = V1 ⊕ V2 ⊕ V3 ⊕ V4
where
V1 = A(ω1) ∩A(ω2), V1 ⊕ V2 = A(ω1), V1 ⊕ V3 = A(ω2)
We then have that
V ∗ = V ∗1 ⊕ V ∗2 ⊕ V ∗3 ⊕ V ∗4
and
C(ω1) = V
∗
3 ⊕ V ∗4 , C(ω2) = V ∗2 ⊕ V ∗4
It follows that
C(ω1) ∩ C(ω2) = V ∗4
W now prove two facts concerning the above decomposition:
1) ω1|V4 = 0, ω2|V4 = 0
Consider the first statement (the proof of the second one is the same). If
the restriction of ω1 to V4 is not 0, it follows that we can build a standard
basis e1, ..., en, f1, .., fn, z1, ...zn(s−1) for it which has e1, f1 ∈ V4, and where
V1 ⊕ V2 is the span of z1, ...zn(s−1). It is easy to check that this contradicts
the dimension condition on the mixed nth wedge products of ω1 with ω2.
2) dim(V4) ≥ n
We already know that ω1|V4 = 0, ω2|V4 = 0. Then, if dim(V4) < n we can
build a standard basis e1, ..., en, f1, .., fn, z1, ...zn(s−1) for ω1 where V4 is the
span of e1, ..., ea, with a < n, and V1 ⊕ V2 is the span of z1, ...zn(s−1). It is
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easy to check that from this it follows that ω∧n1 ∧ ω2 6= 0.
The two facts above prove that on one hand
dim (C(ω1) ∩ C(ω2)) ≤ n,
while on the other hand
dim (C(ω1) ∩ C(ω2)) ≥ n
and therefore we obtain the thesis.
We now observe that from the lemma and point 3) of the definition of a
polysymplectic structure, it follows that
dim

C(ωr) ∩∑
i 6=r
C(ωi)

 = n for all r ∈ {1, ..., s}
This, together with the fact that dim (C(ωr) ∩ C(ωj)) = n for j 6= r, im-
plies that dim
⋂
j C(ωj) = n. We may therefore take a basis φ1, ..., φn of⋂
j C(ωj). You then have that this basis can be completed with ψ
j
i (i =
1, ..., n, j = 1, .., s) such that ωj =
∑
i φi ∧ ψji , and from the dimension as-
sumption it follows that the φi, ψ
j
i are independent. Complete this basis with
ζ1, ..., ζdim(V )−n(s+1), and take now ei, e
j
i , zk to be the dual basis to φi, ψ
j
i , ζk.
It is clear by construction that ei, e
j
i is a standard basis for ω1, ..., ωs.
Corollary 1.8 There exists a representation of the permutation group over
s elements on V , which induces the permutation of the forms ω1, ..., ωs on∧2 V . There exists a representation of the permutation group over n elements
on V , which leaves the s forms fixed (and is not trivial). The two above
representations commute.
Lemma 1.9 Let (V, ω1, ..., ωs) be a vector space with a non-degenerate polysym-
plectic structure. Let σj : V → V ∗ be the operator which contracts a vector
with the two-form ωj. We then have that:
1)
⊕
j σj : V →
⊕
j V
∗ is injective.
2) If s > 1 and e1, . . . , en, e
1
1, . . . , e
s
n and f1, . . . , fn, f
1
1 , . . . , f
s
n are two
polysymplectic bases, there exist an invertible n × n matrix θ = (θmi ) and
a tensor η = ηmji such that
fi =
∑
m
θmi em +
∑
m,j
ηmji e
j
m, f
j
i =
∑
m
(
θ−1
)i
m
ejm for all i, j
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and with
∑
m θ
m
i η
mj
k =
∑
m θ
m
k η
mj
i . If moreover the two bases are orthogonal
with respect to some (positive definite non degenerate) metric, the tensor η
must vanish identically.
Proof Pick a standard polysymplectic basis e1, . . . , en, e
1
1, . . . , e
s
n, so that
ωj =
∑n
i=1 e
∗
i ∧ ej∗i .
1) Assume that σj(v) = 0 for all j. If we express v using the standard basis,
we see that we can write v = vj+wj, with vj involving only e1, . . . , es, e
j
1, . . . , e
j
n,
and wj involving only the other basis vectors. It is clear that σj(wj) = 0, and
therefore from σj(v) = 0 we get σj(vj) = 0. At this point we conclude that
vj = 0, from the standard fact that a symplectic form is non degenerate.
Repeating this argument for all j ∈ {1, .., s}, we see that ∀j vj = 0, and
hence v = 0.
2) Assume that f1, . . . , fn, f
1
1 , . . . , f
s
n is another polysymplectic basis for
ω1, ..., ωs. Because the span of e
j
1, ..., e
j
n is
⋂
k 6=j ω
⊥
k , we have that
< ej1, ..., e
j
n >=< f
j
1 , ..., f
j
n > for all j ∈ {1, ..., s}
There are therefore matrices θ = (θli) θ
j = (θj,mi ), and a tensor η = (η
mj
i ) such
that fi =
∑
l θ
l
iel +
∑
m,j η
mj
i e
k
m and f
j
i =
∑
m θ
j,m
i e
j
m. Because Bωj(fi, f
j
m) =
δim, we see that
∑
l θ
l
iθ
j,l
m = δim, or in other words for all j we have that
θj = (θ−1)
T
.
We know that Bωj (fi, fk) = 0 for all i, k, j. Writing up what this means in
terms of θ and η, wee see that
0 = Bωj (fi, fk) =
∑
m
(
θmi η
mj
k − θmk ηmji
)
which proves the statement. The proof of the last part of point 2) is imme-
diate.
Corollary 1.10 Let (V, ω1, ..., ωs) be a vector space with a non-degenerate
polysymplectic structure, and s > 1. Then there is a canonically deter-
mined subspace CV of V ∗ of dimension n, characterized by the property
of being the span of e∗1, . . . , e
∗
n, for some (and therefore any) polysymplec-
tic basis e1, . . . , en, e
1
1, . . . , e
s
n. Dualizing, there is a canonically determined
subspace
(
CV
)⊥
of V of dimension ns, characterized by the property of be-
ing the span of e11, . . . , e
s
n for some (and therefore any) polysymplectic basis
e1, . . . , en, e
1
1, . . . , e
s
n.
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2 Polysymplectic and s-Poisson manifolds
Definition 2.1 A manifold M of dimension n(s+ 1) together with s closed
degree 2 differential forms ω1, ..., ωs is said to be polysymplectic if
1) For each point p in M
(TpM, (ω1)p, ..., (ωs)p)
is a polysymplectic vector space;
2) The distribution of subspaces CM ⊂ T ∗M defined for p ∈ M as
CMp =
{
α ∈ T ∗pM : α ∧ (ωn1 )p = · · · = α ∧ (ωns )p = 0
}
is generated (locally) by closed smooth 1-forms.
We say that the polysymplectic manifold is non-degenerate if the polysym-
plectic vector spaces (TpM,ω1p, ..., ωsp) are all non-degenerate.
In the following, unless otherwise stated, all the polysymplectic manifolds
will be assumed to be non-degenerate.
Example 2.2 A symplectic manifold is polysymplectic (with s = 1)
Example 2.3 Let M be a smooth manifold, and let T∗M indicate the cotan-
gent bundle of M . If
sT∗(M) := T∗M ×
M
· · · ×
M
T∗M (s times),
sT(M) := TM ×
M
· · · ×
M
TM (s times),
πi :
sT∗(M) → T∗M is the projection on the ith factor, and ω the
canonical symplectic form on T∗M , let ωi := π
∗
i ω. We have then that
(sT∗(M), ω1, ..., ωs) is polysymplectic.
Proof
The forms ωi are closed, because they are pull-back of closed forms. More-
over, point by point they induce a polysymplectic structure on T (sT∗(M)),
because if we choose coordinates x1, ..., xn on U ⊂ M around p, we can
pick coordinates x1, ..., xn, y
1
1, ..., y
s
n on
sT∗(U) ⊂ sT∗(M), such that in these
coordinates
ωj =
n∑
i=1
dxi ∧ dyji
12
It is then clear that at every point the frame dual to the coframe dx1, ..., dxn,
dy11, ..., dy
s
n is a standard polysymplectic basis for ω1, ..., ωs. To conclude, it
is enough to observe that in the open set where the coordinates are defined
C
sT∗(M) = < dx1, ..., dxn >
and is therefore locally generated by closed forms, as required by the defini-
tion.
Definition 2.4 LetM be a smooth manifold. If x1, ..., xn is a system of coor-
dinates on U ⊂M , the coordinates x1, ..., xn, y11, ..., ysn on sT∗(U) ⊂ sT∗(M),
correspond to the frame
(
∂
∂x1
)
1
, ...,
(
∂
∂xn
)
1
, ...,
(
∂
∂x1
)
s
, ...,
(
∂
∂xn
)
s
for the vec-
tor bundle sT(U) over U .
Theorem 2.5 (Polysymplectic normal form) Let (X,ω1, ..., ωs) be a smooth
polysymplectic manifold and p ∈ X. Assume given elements φ1, ..., φn, ψ11, ..., ψns
of T ∗pX such that for all j = 1, .., s one has (ωj)p =
∑
i φi∧ψij.Then there are
a neighborhood U ⊂ X of p ∈ X, a neighborhood V ⊂ Rdim(X) of 0 ∈ Rdim(X)
and an isomorphism of polysymplectic manifolds
φ : (U , ω1, ..., ωs) →
(
V,∑
i
dxi ∧ dy1i , ...,
∑
i
dxi ∧ dysi
)
where we indicated the coordinates on Rdim(X) with x1, ..., xn, y
1
1, ..., y
s
n. With
this notation, one can also assume (dxi)p = φ, (dy
i
j)p = ψ
i
j.
Proof
If V is a vector space, given an element of α ∈ ∧∗(V ) we indicate with
C(α) the smallest subspace W ⊂ V such that α ∈ ∧∗W . Similarly, for a
differential form α we define C(α) to be the smallest distribution of subspaces
D ⊂ Ω1 such that α ∈ ∧∗D. A priori, the C(ωj) are only ”generalized
Pfaffian systems”, as defined for example in [LM, Page 382]. From Darboux’s
Reduction Theorem, in the form stated for example in [FU, Bryant, Page
103], we see that C(ωj) is a vector bundle (of rank 2n) for any j = 1, ..., s, with
local coframes given by closed 1-forms. We clearly have that CX =
⋂
j C(ωj).
Then CX is a constant rank distribution of subspaces of T ∗X , which by the
definition of a polysymplectic structure is locally generated by closed forms.
From the constant rank property, we may assume that there are (locally) n
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functions x1, ..., xn such that dx1, ..., dxn are independent, and for all q in the
open set considered
< (dx1)p, . . . , (dx1)p >= C
X
By acting if necessary with a constant transformation matrix we can assume
that ∀i (dxi)p = φi.
Fix now an index j ∈ {1, ..., s}. From Darboux’s reduction theorem, we
can find coordinates z1, ..., zd such that ωj is expressed only in terms of
zd−2n+1, ..., zd, and such that
∂
∂zk
is in C(ωj)
⊥ for k = 1, .., d − 2n (and
therefore one has also < dzd−2n+1, ..., dzd >= C(ωj)). From their definition,
it follows that ∂xi
∂zk
= 0 for all i, and for k = 1, .., d−2n. Therefore, we can ap-
ply the theorem of Carathe´odory-Jacobi-Lie (see [LM, Page 136]) to conclude
that there are functions yji (depending only on the zd−2n+1, ..., zd) such that
dyji ∈ C(ωj) and ωj =
∑
i dxi ∧ dyji . Because < dx1, ..., dxn, dy1j , ..., dynj >=
C(ωj), by an invertible linear transformation inside C(ωj) (with constant
coefficients) leaving all the dxi fixed we can also assume that dy
i
j = ψ
i
j . After
repeating the procedure for all j, we end up with functions x1, .., xn, y
1
1, ..., y
s
n
near p ∈ X . The x1, ..., xn, y11, ..., ysn form a system of coordinates because
the dx1, ..., dxn, dy
1
1, ..., dy
s
n are independent forms.
Corollary 2.6 Let M be a smooth manifold, and ω1, ..., ω2 be smooth 2-
forms on it. The following are then equivalent:
1) (M,ω1, ..., ωs) is a polysymplectic manifold.
2) For all p ∈M there are coordinates x1, .., xn, y11, ..., ysn near p such that
∀j ωj =
∑
i
dxi ∧ dyji
Note that the second condition of the previous corollary was given as a defi-
nition of a polysymplectic manifold in the introduction.
Corollary 2.7 If s + 1 is even, any polysymplectic manifold (M, ω1, ..., ω2)
is orientable
Proof Recall that we assume that the polysymplectic structure is non degen-
erate. The statement is then a direct consequence of the previous theorem
and of Lemma 1.9, part 2).
Theorem 2.8 Let M be a smooth manifold, and let ω1, ..., ωs be smooth 2-
forms on it, with s 6= 2. Let n ≥ 1 be an integer. The following are equivalent:
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1) The forms ω1, ..., ωs determine a non degenerate polysymplectic structure
on M
2) The forms ω1, ..., ωs are closed, and induce a non degenerate polysymplectic
structure on TpM for all p ∈M
As is shown in Example 3.6, the theorem fails for s = 2.
Proof
We clearly have only to prove that 2)⇒ 1), and this only for s ≥ 3, because
for s = 1 it is immediate. By looking at the definition of polysymplectic
manifold, we see that we have to prove that the distribution of subspaces
CM ⊂ T ∗M defined for p ∈M as
CMp =
{
α ∈ T ∗pM : α ∧ (ωn1 )p = · · · = α ∧ (ωns )p = 0
}
is generated (locally) by closed smooth 1-forms. From the fact that the forms
ω1, . . . , ωs induce polysymplectic structures of constant rank n on the various
TpM , we deduce that C
M is a constant rank distribution of subspaces of T ∗M
(of rank n).
Lemma 2.9 In the notation above, CM is a differentiable distribution, i.e.
is generated by smooth sections.
Proof of the lemma To see that CM is differentiable, trivialize locally T ∗M ,
so that it looks like Rd × (Rd)∗. The generalized distribution CM is then a
smooth family of affine subspaces of this vector space. Take a subspace Sv of
Rd× (Rd)∗ of dimension 2d−n, and which intersects (CM)0 in a given point
v. Then for any q ∈ Rd near enough to 0, Sv ∩ (CM)q will be formed by just
one point σv(q). It is clear from the construction that σv is a smooth section
of CM near p, passing through v. If we vary v through a basis of TpM , the
σv so obtained generate C
M in a neighborhood of p. Note that here we used
the fact that CM has constant rank.
The local sections of CM generate an (algebraic) ideal inside Ω∗, which
we indicate with IM . From the theorem of Frobenius, it is now enough to
show that dIM ⊂ IM . For this, assume that α ∈ Ω1(M) is a section of CM ,
and therefore an element of IM . By definition,
α ∧ (ωn1 ) = · · · = α ∧ (ωns ) = 0
By differentiating this equations, using the fact that the ωj are closed, we
obtain that
(dα) ∧ (ωn1 ) = · · · = (dα) ∧ (ωns ) = 0
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Using Theorem 1.6, it is easy to prove that any 2-form β satisfying β∧(ωn1 ) =
· · · = β ∧ (ωns ) = 0 must be a section of CM ∧ T ∗M ⊂
∧2 T ∗M . For this we
use the fact that s ≥ 3. We now put a Riemannian metric on M , and apply
the Gram-Schmidt process to conclude that not only CM is differentiable,
but it has also a complementary differentiable distribution (its orthogonal
distribution with respect to the chosen metric). Once that is done, it is clear
that if F is such a complementary distribution, any smooth section β of
CM ∧T ∗M can be uniquely written as a sum ∑k αk∧γk, with the αk sections
of CM and the γk sections of T
∗M .
Summing up, we have proved that if α ∈ IM ∩Ω1, then dα ∈ IM ∧Ω1. This
is clearly enough to show that dIM ⊂ IM , which proves, via the Frobenius
Theorem, that CM is generated locally by closed forms.
Definition 2.10 1) Let M be a smooth manifold, and let
{ , }j : C∞(M)× C∞(M)→ C∞(M)
be local bilinear skew symmetric maps which are derivations with respect to
each factor, for j ∈ {1, ..., s}. The maps { , }j define an s-Poisson structure
onM if for any p ∈M there exist an open neighborhood U of p inM and local
coordinates x1, ..., xn, y
1
1, ..., y
s
n on U such that {f, g}j =
∑
i
(
∂f
∂xi
∂g
∂yj
i
− ∂g
∂xi
∂f
∂yj
i
)
on U for all j ∈ {1, ..., s} and all f, g ∈ C∞c (U)
2) Let (M,ω1, ..., ωs) be a polysymplectic manifold. A s-Poisson structure on
M is compatible with the polysymplectic structure if for any p ∈M there ex-
ist an open neighborhood U of p inM and local coordinates x1, ..., xn, y11, ..., ysn
on U such that
{f, g}j =
∑
i
(
∂f
∂xi
∂g
∂yji
− ∂g
∂xi
∂f
∂yji
)
and ωj =
∑
i
dxi ∧ dyji
on U for all j ∈ {1, ..., s} and all f, g ∈ C∞c (U)
Theorem 2.11 Let M be a smooth manifold, and let (sT∗(M), ω1, ..., ωs) be
the polysymplectic manifold canonically associated to it. There exists then a
canonical s-Poisson structure { , }1, ....{ , }s on sT∗(M) compatible with the
given polysymplectic structure.
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Proof Fix any polysymplectic frame ∂
∂x1
, ..., ∂
∂xn
, ∂
∂y11
, ...., ∂
∂ys1
of Tp (
sT∗(M)),
such that ∂
∂x1
, ..., ∂
∂xn
span the tangent space to the zero section of sT∗(M),
when seen as a vector bundle over M . We can define point by point sec-
tions αj ∈ ∧2 Tp (sT∗(M)) as αj |TpM = ∑i ∂∂xi ∧ ∂∂yji . Using Lemma 1.9, it
is easy to see that any other polysymplectic frame ∂
∂w1
, ..., ∂
∂wn
, ∂
∂z11
, ...., ∂
∂zs1
of
Tp (
sT∗(M)), such that ∂
∂w1
, ..., ∂
∂wn
span the tangent space to the zero sec-
tion of sT∗(M), will be related to the previous one by a linear change of
coordinates of the form
∂
∂wi
=
∑
m
θmi
∂
∂xm
,
∂
∂zji
=
∑
m
(θ−1)im
∂
∂yjm
for some invertible n× n matrix θ. We have therefore that
n∑
i=1
∂
∂wi
∧ ∂
∂zji
=
n∑
i=1
(∑
m
θmi
∂
∂xm
)
∧
(∑
r
(θ−1)ir
∂
∂yjr
)
=
∑
m,r
(∑
i
θmi (θ
−1)ir
)
∂
∂xm
∧ ∂
∂yjr
=
∑
m,r
δmr
∂
∂xm
∧ ∂
∂yjr
= αj
To see that these sections are smooth, using the definition of the canonical
polysymplectic structure on sT∗(M), take a system of coordinates x1, ..., xn, y
1
1, ..., y
s
n
in a neighborhood U around p ∈ sT∗(M), such that for all j we have
ωj =
∑
i dxi ∧ dyji on U , and the x1, ..., xn are coordinates on the zero sec-
tion of sT∗(M), when seen as a vector bundle over M .. It is then clear that
αj |TqM
=
∑
i
∂
∂xi
∧ ∂
∂yj
i
for q ∈ U , for all j. This proves smoothness, and also
that if we use the sections αj to induce bilinear maps on smooth functions
via {f, g}j := < f ⊗ g, αj >, the { , }j satisfy all the properties of an
s-Poisson structure compatible with the polysymplectic structure ω1, ..., ωs.
3 Examples and Lagrangian fibrations
Before building our first examples, we need the following
Definition 3.1 A Lagrangian fibration is a smooth map f from a polysym-
plectic manifold (X,ω1, ..., ωs) to a smooth manifold B, such that (for s > 1)
for any point p ∈ X one has Ker(df)p = ∑j(ω⊥j ). For s = 1 we simply
require that ω|Ker(df)p = 0.
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Example 3.2 (Lagrangian Fibrations) Let (X,ωX1 , ..., ω
X
sX
), (Y, ωY1 , ..., ω
Y
sY
)
be polysymplectic manifolds of dimensions respectively (sX + 1)n and (sY +
1)n. Let f : X → B and g : Y → B be lagrangian fibrations with smooth fi-
bres, with dim(B) = n. Consider the fibred product manifoldM = X×BY ⊂
X × Y , and let πX (resp. πY ) be the projections on the first (resp. second)
factor. Let ωj = π
∗
Xω
X
j for j ≤ sX , and ωj = π∗Y ωYj−sX for sX < j ≤ sX + sY .
Then (M,ω1, ..., ωsX+sY ) is polysymplectic, and the natural map F : M → B
is a lagrangian fibration with smooth fibres.
Proof
We have to verify three things: that the ωj are closed, that they induce a
polysymplectic structure point by point onM , and that the distribution CM
inside T ∗M is generated locally by closed 1-forms.
The fact thatM is a manifold, and that the ωj are closed forms on it, is clear
from the definitions.
To verify that the ωj induce a polysymplectic structure point by point on
M , let p = (p, q) be a point in M . Pick metrics on TpX and TqY which are
compatible with the polysymplectic structures. If sX = 1 (resp. sY = 1) we
also require that the induced almost complex structure in that case swaps
Ker(df)p (resp. ker(dg)q) with its orthogonal complement. Pick n indepen-
dent tangent vectors u1, ..., un in Tf(p)B = Tg(q)B, and let v1, ..., vn (resp.
w1, ..., wn) be vectors in TpX (resp. TqX) such that df(vj) = dg(wj) = uj for
all j ∈ {1, ..., n}. The vj , wj are uniquely defined by the further property that
we take them to be orthogonal to the fibre. We have therefore, by definition,
that the (vj , wj) are vectors in TpM for j = 1, ..., n.
Observe that given a basis v1, ..., vn ofKer(df)
⊥
p (resp. w1, ..., wn ofKer(dg)
⊥
q ),
we can always complete it to a polysymplectic basis v1, ..., vn, v
1
1, ..., v
sX
n for
TpX (resp. w1, ..., wn, w
1
1, ..., w
sY
n for TpY ) using only vectors along the fibre.
This is an easy consequence of the structure results on posysymplectic vector
spaces. However, it is clear that with the obvious identifications
(v1, w1), ..., (vn, wn), (v
1
1, 0), ..., (v
sX
n , 0), (w
1
1, 0), ..., (w
sY
n , 0)
is a polysymplectic basis for TpM . The last thing that we have to verify is
that the distribution CM is locally generated by closed forms. To see this,
observe that there is a naturally induced smooth map F : M → B, and
that CM is the distribution of forms orthogonal to Ker(dF ); as such it is
locally generated by closed forms from Frobenius’ theorem (as Ker(dF ) is an
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integrable distribution). The fact that the map F is a lagrangian fibration
with smooth fibres follows from the fact that it is smooth, and from the
pointwise description of its differential given above.
Example 3.3 (Open subsets) If a manifold M is an open subset of a
manifold (N, ω1, ..., ωs, g) which is polysymplectic (respectively almost s-Ka¨hler ),
then in obtains by restriction a polysymplectic (respectively an almost s-
Ka¨hler ) structure.
This applies, for example, when M in a proper open subset of Sn, because in
that case it can also be considered as an open subset of Dn, via stereographic
projection.
Remark 3.4 Let M be a smooth manifold, and (T ∗(M), ω) its cotangent
bundle, with the canonical symplectic form. Then the natural map T ∗(M)→
M is a lagrangian fibration, and the multisymplectic structure on sT∗(M)
described in Example 2.3 is obtained by iterating (s times) the construction
above.
Note that by using s-cotangent bundles we can construct polysymplectic
manifolds with assinged homotopy typle (albeit not compact).
Example 3.5 (Compact polysymplectic manifolds of dimension 3)
Consider the ”solvmanifold” G1/Γ1, defined in [TO, Theorem 1.9 page 73
and Example 2.2 page 77]. If g1 is the Lie algebra of G1,
g1 = < X, Y, Z; [X, Y ] = kY, [X,Z] = −kZ, [Y, Z] = 0 >
(with k ∈ R fixed), pick as ω1 and ω2 the invariant forms induced by the Lie
algebra cocycles X∗ ∧ Y ∗ and X∗ ∧ Z∗ respectively. The forms ω1 and ω2
determine a polysymplectic structure on G1/Γ1.
Proof For completeness, we write a description of G1/Γ1. The reader is
advised to go to [TO, Theorem 1.9 page 73 and Example 2.2 page 77] for
details. G1 = R×φ R2, with
φ(t) =
(
ekt 0
0 e−kt
)
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in some basis for R2, with k ∈ R, ekt+e−kt 6= 2 an integer, and Γ1 = Z×φZ2.
It is immediate to see that the invariant forms ω1 and ω2, induced by the
Lie algebra cocycles X∗ ∧ Y ∗ and X∗ ∧Z∗ respectively, are closed, invariant,
and define point by point a polysymplectic structure on Tx(G1/Γ1) for all
x ∈ G1/Γ1. To see that they induce a polysymplectic structure on G1/Γ1 it
is enough to observe, in view of Theorem 2.8, that CG1/Γ1 is spanned by the
invariant closed form induced by the cocycle X∗.
Example 3.6 (A counterexample to Theorem 2.8 for s = 2)
On SL(2,R), take ω1 and ω2 to be the invariant forms induced by the cocy-
cles h∗ ∧ e∗ and h∗ ∧ f ∗ respectively, for some (fixed) Chevalley basis e, f, g
of sl(2,R). Then ω1 and ω2 are closed, invariant, and define a polysymplec-
tic structure on Tx(SL(2,R)) for all x ∈ SL(2,R). However, they do not
determine a polysymplectic structure on SL(2,R).
Proof
It is enough to show that the distribution CSL(2,R) associated to ω1 and ω2
(see Definition 2.1) is not generated locally by closed forms. To see this, note
first of all that CSL(2,R) is generated by the invariant form associated to the
element h∗ ∈ sl(2,R)∗, and that the de Rham differential of this form is the
invariant form α associated to the element e∗∧f ∗ ∈ ∧2 sl(2,R)∗. If φα is any
other 1-form generating CSL(2,R) on some open set, with φ ∈ C∞(SL(2,R)),
we see that d(φα) = d(φ) ∧ α + φd(α). When we evaluate this expression
over any point in the open set, we see that to get zero the left hand side and
the right hand side must vanish simultaneously, and therefore in particular
φ must vanish identically. This proves that no form generating (locally) the
distribution CSL(2,R) can be closed, and therefore ω1 and ω2 do not define a
polysymplectic structure.
4 Compatible metrics
In this section we study the relation of compatibility between a metric and
a polysymplectic structure. We show that given a polysymplectic structure,
there is always a nonempty contractible space of metrics compatible with it.
Definition 4.1 Let (M,ω1, ..., ωs) be a polysymplectic manifold. A Rieman-
nian metric g on M is compatible with the polysymplectic structure if for
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each point p of M there exists an orthonormal basis of T ∗pM , dxi, dy
j
i (with
i = 1, ..., n, j = 1, ..., s) such that ∀j (ωj)p = ∑i dxi ∧ dyji .
This section is devoted to the proof of the following Theorem, which is stan-
dard for s = 1, i.e. in the case of symplectic manifolds.
Theorem 4.2 Let (M,ω1, ..., ωs) be a (non-degenerate) polysymplectic man-
ifold. The space of Riemannian metrics on M compatible with the polysym-
plectic structure is non-empty and contractible.
For the purposes of this proof, we give the following definition. We will use
it again when dealing with special lagrangian fibrations.
Definition 4.3 Let (V, ω1, ..., ωs) be a vector space with a non-degenerate
polysymplectic structure, s > 1. A Riemannian metric g on V is block-
compatible with the polysymplectic structure it there exists a polysymplectic
basis e1, ..., en, f
1
1 , ..., f
s
n such that for all i,m, j, k (with j 6= k)
g(ei, f
j
m) = g(f
k
i , f
j
m) = 0
Lemma 4.4 Let (V, ω1, ..., ωs) be a vector space with a non-degenerate polysym-
plectic structure, s > 1, and let g1 and g2 be two Riemannian metrics on V
block-compatible with the polysymplectic structure, and such that their restric-
tions to the span of the spaces ω⊥j coincide. If t ∈ [0, 1], then the Riemannian
metric tg1 + (1− t)g2 is also block-compatible with the polysymplectic struc-
ture.
Proof
In view of the block-compatibility of the two metrics with the polysymplectic
structure and of Lemma 1.9 there are vectors d1, ..., dn, f1, ..., fn, f
1
1 , ..., f
s
n
such that e1, ..., en, f
1
1 , ..., f
s
n and d1, ..., dn, f
1
1 , ..., f
s
n are polysymplectic bases,
and for j 6= k
g1(ei, f
j
m) = g1(f
k
i , f
j
m) = 0, g2(di, f
j
m) = g2(f
k
i , f
j
m) = 0
Moreover, we can take for all j bases hj1, ..., h
j
n of the span of f
j
1 , ..., f
j
n, or-
thonormal with respect to g1 (and therefore also with respect to g2). We do
not require such bases hj1, ..., h
j
n to be part of a polysymplectic basis. Such a
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basis exists because of the hypothesis on the behavior of the two metrics on
the span of f 11 , ..., f
s
n. Observe first that if we define the vectors
fi(t) = ei +
∑
k,m
(t− 1)g2(ei, hkm)hkm,
then for all i, j,m
(tg1 + (1− t)g2)(fi(t), hjm) = 0
We now observe that there must be ηmik such that di = ei+
∑
km η
m
ikh
k
m. From
the fact that g2(di, h
k
m) = 0, we deduce that η
m
ik = −g2(ei, hkm). This shows
that fi(t) = tei + (1 − t)di for all i, or in other words fi(t) = ei + (t −
1)
∑
km η
m
ikh
k
m, from which it is easy to deduce that f1(t), ..., fn(t), f
1
1 , ..., f
s
n
is a polysymplectic basis for all t. This polysymplectic basis shows that
tg1 + (1− t)g2 is block-compatible with the polysymplectic structure.
Lemma 4.5 Let (M,ω1, ..., ωs) be a (non-degenerate) polysymplectic mani-
fold. There exists a Riemannian metric on M block-compatible point by point
with the polysymplectic structure.
Proof
Pick a covering of M by polysymplectic coordinate sets Uα, and a partition
of unity {fα} subordinated to the covering.
Observe first that if g1 and g2 are two Riemannian metrics onM such that for
all points p ∈M and for any polysymplectic basis e1, ..., en, f 11 , ..., f sn of TpM ,
for j 6= k, g1(fki , f jm) = 0 = g2(fki , f jm) = 0, then also tg1+ (1− t)g2 has this
property. Therefore, by using the polysymplectic coordinates on the sets Uα,
and the partition of unity to sum, we can easily define a Riemannian metric
g on all of M which has the property above at all points p ∈ M . Define
now a family gα of block-compatible metrics on any fixed open set Uα, with
the property that gα coincides with the fixed g on the span of f
1
1 , ..., f
s
n for
some, and therefore any, polysymplectic basis. Using the partition of unity,
and the previous lemma, we see that we can sum all these metrics to provide
a globally defined block-compatible Riemannian metric.
Lemma 4.6 Let (M,ω1, ..., ωs) be a (non-degenerate) polysymplectic mani-
fold. There is then a one to one correspondence between the following data:
1) A Riemannian metric on M , compatible with the polysymplectic structure.
2) A positive definite non degenerate symmetric bilinear form g1 on
⋂
j>1 ω
⊥
j ,
plus a constant rank distribution of subspaces W of TM , such that at each
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point p ∈ M and for some polysymplectic basis e1, ..., en, f 11 , ..., f sn of TpM ,
g1|TpM is supported on the span of f 11 , ..., f 1n, and Wp =< e1, ..., en >.
In the direction from 1) to 2) the correspondence sends a metric g to the
bilinear form g1 and the subspace W defined for any p and any polysym-
plectic basis e1, ..., en, f
1
1 , ..., f
s
n of TpM as g
1|TpM = g|<f11 ,...,f1n> and Wp =<
f 11 , ..., f
s
n >
⊥g respectively
Proof
In the direction from 1) to 2), to check that the correspondence is well de-
fined it is enough to observe that Wp =< e1, ..., en > for any orthonormal
polysymplectic basis e1, ..., en, f
1
1 , ..., f
s
n. In the direction from 2) to 1), to
define g|TpM choose any polysymplectic basis e1, ..., en, f 11 , ..., f sn such that
Wp =< e1, ..., en >, and f
1
1 , ..., f
1
n is g
1|TpM -orthonormal. Then declare any
such basis to be g-orthonormal. To check that this definition is correct, sup-
pose given any other polysymplectic basis with the same property. Then
it is immediate to check, using Lemma 1.9, and the observation that if a
matrix is orthogonal also the transpose of its inverse is so (and actually co-
incides with it), that the transition matrix from one basis to the other is
orthogonal, and therefore g is well defined. By construction, the metric g
is Riemannian, and compatible with the polysymplectic structure point by
point. The verification that the metric defined varies smoothly as p varies in
M is straightforward, and left to the reader. Both the correspondences thus
defined are one to one and onto, as they are one the inverse of the other.
Proof of the theorem
Pick any globally defined block-compatible Riemannian metric g0 on M ,
which exists from Lemma 4.5. At any given point p ∈M , pick any polysym-
plectic basis e1, ..., en, f
1
1 , ..., f
s
n, and consider the bilinear form g
1|TpM =
g|<f11 ,...,f1n> and the subspace Wp =< f 11 , ..., f sn >⊥g . The bilinear form g1
and the distribution of subspaces W thus defined determine uniquely a Rie-
mannian metric compatible with the polysymplectic structure, in view of
Lemma 4.6.
To see that the space of compatible metrics is contractible, pick any metric
g0 in it. Using Lemma 4.6, it is easy to see that there is a canonical way to
interpolate between g0 and any other metric g compatible with the polysym-
plectic structure, and that this interpolation procedure provides a retraction
of the space of compatible metrics to its point g0.
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5 Lagrangians and the Legendre transform
Let’s assume that we are in the following setting: there are a target space,
Rn (with coordinates x1, ..., xn), and a first order Lagrangian depending on
s variables, i.e.
L = F
(
xi,
∂xi
∂zj
)
Any such Lagrangian can be seen naturally as a map
L : sT(Rn) → R
Note that this map is what is classically defined to be a Lagrangian in the
case s = 1 (the definition of sT(M) for a smooth manifoldM is given in the
first section). We formalize these considerations with the following (classical)
Definition 5.1 Let M be a smooth manifold. A (first order) Lagrangian on
M is a function L from sT(M) to R.
Definition 5.2 A Lagrangian L : sT(Rn) → R is nondegenerate at a
point p if the forms
d
(
n∑
i=1
∂L
∂yji
dxi
)
, j = 1, ..., s
induce a polysymplectic structure on sT(Rn)p. We use the notation
ωjL =
n∑
i=1
∂L
∂yji
dxi
We used the symbol ωj for the forms above to adhere tothe classical notation
used in the symplectic case (s = 1). One should not confuse these 1-forms
with the forms ωj, which are usually two-forms part of a polysymplectic
structure.
To extend the definition from Rn to a general M we need the following
Lemma 5.3 Let Φ : Rn → Rn be a diffeomorphism, and let L be a
s-Lagrangian. If we use the notation x˜i = xiΦ˜, y˜
j
i for the coordinates on
sT(Rn) corresponding to the x˜i on R
n, and ω˜jL for
∑n
i=1
∂L
∂y˜j
i
dx˜i, we have that
ω˜jL = ω
j
L
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Proof
Because
(
∂
∂x˜i
)
j
=
∑
l
∂xl
∂x˜i
(
∂
∂xl
)
j
, we obtain that δmiδkj = y˜
j
i
((
∂
∂x˜m
)
k
)
=∑
l
∂xl
∂x˜m
y˜ji
((
∂
∂xl
)
k
)
, from which it follows that y˜ji =
∑
n
∂x˜i
∂xn
yjn, y
j
i =
∑
n
∂xi
∂x˜n
y˜jn.
We then obtain that
ω˜jL =
n∑
i=1
∂L
∂y˜ji
dx˜i =
n∑
i=1

 n∑
m=1
∂L
∂xm
∂xm
∂y˜ji
+
∑
k,m
∂L
∂ykm
∂ykm
∂y˜ji

 n∑
l=1
∂x˜i
∂xl
dxl =
n∑
i=1
(
n∑
m=1
∂L
∂yjm
∂xm
∂x˜i
)
n∑
l=1
∂x˜i
∂xl
dxl =
n∑
m=1
∂L
∂yjm
dxm = ω
j
L
Example 5.4 Let ǫ(i) ∈ {−1, 1} for i = 1, ..., s, and let
L = 1
2
∑
i,j
ǫ(j)(yji )
2
Then
ωjL = ǫ(j)
∑
i
yji dxi, dω
j
L = ǫ(j)
∑
i
dyji ∧ dxi
At this point it is clear that we obtained a polysymplectic structure, and there-
fore the s-Lagrangian is non degenerate at every point.
Definition 5.5 Let M be a smooth manifold of dimension n. Then an s-
Lagrangian (or simply a Lagrangian) on M is a smooth map
L : sT(M) → R
Theorem 5.6 (Definition of ωjL and HL) Given a smooth manifoldM and
a Lagrangian L : sT(M) → R:
1) There is a unique Diff(M)-equivariant choice of s forms
ωjL ∈ ω1 (sT(M)) , j = 1, ..., s
which in local coordinates are expressed as in Definition 5.2.
2) There is a unique function HL on
sT(M) which is expressed locally as∑
m,j y
j
m
∂L
∂yjm
− L, for any choice of local coordinates.
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Proof
1) The previous Lemma shows that there is a canonical choice for the ωjL.
Namely, for p ∈ M , choose a system of coordinates x1, ..., xn in a neighbor-
hood U ⊂ M of p, and let x1, ..., xn, y11, .., ysn be the corresponding coordinates
on sT(U) ⊂ sT(M). We then take
ωjL =
n∑
i=1
∂L
∂yji
dxi
The previous Lemma guarantees that this definition does not depend on the
choice of the coordinates x1, ..., xn. To see that the forms are Diff(M)-
equivariant, let Φ : M → M be a diffeomorphism. On Φ−1(U), take
coordinates x˜1, ..., x˜n with x˜i = xiΦ, and let x˜1, ..., x˜n, y˜
1
1, .., y˜
s
n be the cor-
responding coordinates on sT(Φ−1(U)) ⊂ sT(M). It is immediate to check
that y˜ji = y
j
iΨ, where Ψ :
sT(M) → sT(M) is the canonical extension
of Φ. Let L˜ = LΨ. With these coordinates, the map on sT(Rn) associ-
ated to Ψ is just the identity. Therefore, we can conclude immediately that
Ψ∗ωjL =
∑n
i=1
∂L˜
∂y˜j
i
dx˜i and from the uniqueness property we conclude that
Ψ∗ωjL = ω
j
LΨ.
2) Using the computations make in the previous Lemma, we know that if
x1, ..., xn and x˜1, ..., x˜n are two systems of coordinates on (a neighborhood
of a point in) M , and the xi, y
j
i , x˜i, y˜
j
i are the corresponding coordinates on
sT(M), we have y˜ji =
∑
n
∂x˜i
∂xn
yjn, y
j
i =
∑
n
∂xi
∂x˜n
y˜jn. If H˜L is the expression
obtained from the x˜i, y˜
j
i coordinates,
H˜L + L =
∑
m,j
y˜jm
∂L
∂y˜jm
=
∑
m,j
∑
n,l
∂x˜m
∂xn
yjn
∂L
∂yjl
∂xl
∂x˜m
=
∑
j,l
yjl
∂L
∂yjl
= HL + L
Definition 5.7 A smooth lagrangian L : sT(M) → R is nondegenerate
at the point p ∈ sT(M) if the forms dω1L, ..., dωsL induce a polysymplectic
structure on sT(M) at p. It is nondegenerate if it is nondegenerate at all
points.
Note that it is very easy to prove that if a lagrangian L : sT(M) → R is
nondegenerate, the forms dω1L, ..., dω
s
L induce a polysymplectic structure on
sT(M).
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Definition 5.8 Given a smooth manifold M and a C1 map f : Rs → M ,
there is a naturally induced map
f˜ : Rs → sT(M)
obtained by taking f˜(z) =
(
f(z), dfz
(
∂
∂z1
)
, ..., dfz
(
∂
∂zs
))
, where dfz is the
differential of f at the point of coordinates (z1, ..., zs) of R
s, and the ∂
∂zi
are
the standard basis for TzR
s
Lemma 5.9 Given a smooth manifold M , a lagrangian L on it and a C2
map f : Rs → M , we have that in local coordinates xi, yji on sT(M),
df˜z(
∂
∂zk
) ⇀ dωjL =
∑
i
∂
∂zk
(
∂ L
∂yji
(f˜(z))
)
dxi −
∑
l,m,i
∂2 L
∂ylm∂y
j
i
∂fi
∂zk
dylm
−∑
m,i
∂2 L
∂xm∂y
j
i
∂fi
∂zk
dxm
Proof This is just a direct computation.
df˜z(
∂
∂zk
) =
∑
l,m
∂ ylm(f˜(z))
∂zk
∂
∂ylm
+
∑
i
∂fi
∂zk
∂
∂xi
=
∑
l,m
∂2 fm(z))
∂zk∂zl
∂
∂ylm
+
∑
i
∂fi
∂zk
∂
∂xi
.
df˜z(
∂
∂zk
) ⇀ dωjL =
∑
l,m,i
∂2 L
∂ylm∂y
j
i
(
∂2 fm
∂zk∂zl
dxi − ∂fi∂zkdylm
)
+
∑
m,i
∂2 L
∂xm∂y
j
i
(
∂fm
∂zk
dxi − ∂fi∂zkdxm
)
=
∑
i
∂
∂zk
(
∂ L
∂yj
i
(f˜(z))
)
dxi−∑
l,m,i
∂2 L
∂ylm∂y
j
i
∂fi
∂zk
dylm −
∑
m,i
∂2 L
∂xm∂y
j
i
∂fi
∂zk
dxm.
Theorem 5.10 Let M be a smooth manifold , let L be a lagrangian on it
and f : Rs → M a C2 map. If we indicate with f˜ the natural lifting of f
to sT(M), and with z1, ..., zs the canonical coordinates on R
s, and zj on Rs,
the following are equivalent:
1) For any choice of local coordinates x1, ..., xn on M around a point in the
image of f , the map f satisfies the Euler-Lagrange equations with respect to
L,
∂L
∂xi
(f˜(z))−
s∑
j=1
∂
∂zj
(
∂L
∂yji
(f˜(z))
)
= 0 ∀i ∈ {1, ..., n}
2)
s∑
j=1
(
df˜
(
∂
∂zj
)
⇀ dωjL
)
|f˜(z) = − dHL|f˜(z)
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Proof The proof is just a direct computation. First of all, observe that
yjm(f˜) =
(
∂
∂xm
)∗ (
df
(
∂
∂zj
))
=
(
∂
∂xm
)∗ (∑
l
∂fl
∂zj
∂
∂xl
)
= ∂fm
∂zj
.
We then have that
dHL|f˜(z) =
∑
i
(∑
m,j
∂fm
∂zj
∂2L
∂xi∂y
j
m
− ∂L
∂xi
)
dxi +
∑
j,m,h,l
∂2L
∂yh
l
∂yjm
∂fm
∂zj
dyhl , and∑s
j=1
(
df˜
(
∂
∂zj
)
⇀ dωjL
)
|f˜(z) =
∑
i,j
(
∂
∂zj
(
∂L
∂yj
i
(f˜)
)
−∑m ∂2L∂xi∂yjm ∂fm∂zj
)
dxi−∑
h,m,i,j
∂2L
∂yhm∂y
j
i
∂fi
∂zj
dyhm. Therefore,∑s
j=1
(
df˜
(
∂
∂zj
)
⇀ dωjL
)
|f˜(z) + dHL|f˜(z) =
∑
i
(
− ∂L
∂xi
+
∑
j
∂
∂zj
(
∂L
∂yj
i
(f˜)
))
dxi
and the thesis follows.
Remark 5.11 Given a smooth manifoldM and a Lagrangian L : sT(M) → R,
the forms ωjL on
sT(M) are semi-basic, i.e. for any v ∈ sT(M) and any
j ∈ {1, ..., s} there is a (necessarily unique) covector τ jL(v) ∈ T∗Mpi(v) such
that
π∗j
(
τ jL(v)
)
= (ωjL)v
Definition 5.12 Given a smooth manifoldM and a Lagrangian L : sT(M) → R,
the Legendre transformation from sT(M) to sT∗(M) (relative to L) is defined
for v ∈ sT(M) as τL(v) := ⊕sj=1 τ jL(v).
Theorem 5.13 Given a smooth manifoldM and a Lagrangian L : sT(M) → R,
the Legendre transformation induces a morphism (also called Legendre trans-
formation)
(sT(M), dω1L, ..., dω
s
L)→ (sT∗(M), ω1, ..., ωs)
(where the ω1, ..., ωs are the forms introduced in Example 2.3), in the sense
that τ ∗Lωj = dω
j
L. If the lagrangian is nondegenerate, the Legendre transfor-
mation is a local diffeomorphism, and a morphism of polysymplectic mani-
folds.
Proof It is clearly enough to prove the theorem locally (on M). We may
therefore assume without loss of generality that M = Rd. We take coordi-
nates xi on R
d, xi, y
j
i on
sT(Rd) and xi, q
j
i on
sT∗(Rd). In terms of these
coordinates, ωjL =
∑
i
∂L
∂yj
i
dxi and ωj =
∑
i dq
j
i ∧ dxi. We have
dωjL =
∑
k,l
∑
i
∂2L
∂ykl ∂y
j
i
dykl ∧ dxi +
∑
m
∑
i
∂2L
∂xm∂y
j
i
dxm ∧ dxi
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We have therefore that
τL(v) = (
∑
i
∂L
∂y1i
(v)dxi, ...,
∑
i
∂L
∂ysi
(v)dxi)
or in other words qji (τL(v)) =
∂L
∂yj
i
(v), xi (τL(v)) = xi(v). By definition,
τ ∗L(ωj) =
∑
i d(
∂L
∂yj
i
) ∧ dxi, from which it apparent that τ ∗L(ωj) = dωjL.
If L is non degenerate, to prove that τL is a local diffeomorphism we will show
that dτL is injective (and therefore an isomorphism, by dimension count) at
every point.
dτL(v)

∑
k,l
αlk
∂
∂ykl
+
∑
m
βm
∂
∂xm

 = 0
implies
∑
k,l α
l
k
∂2L
∂yk
l
∂yj
i
= 0 ∀i, j and βm = 0∀m. The condition on the αlk is
easily seen to be equivalent to ∀j dωjL ⇀
(∑
k,l α
l
k
∂
∂yk
l
)
= 0. To conclude,
we observe that the fact that any vector which contracts to zero with all the
structure forms must be zero is a basic property of polysymplectic vector
spaces, proved in Lemma 1.9.
Definition 5.14 1) An s-Lagrangian L on a manifoldM is said to be strongly
non degenerate if the associated Legendre transformation is a smooth diffeo-
morphism.
2) Given a smooth manifold M and a strongly non degenerate Lagrangian
L, the function H(L) on sT∗(M), called the Hamiltonian associated to L,
is defined as H(L) = HLτ−1L . We sometimes write H(L) =
∑
i,j y
j
i q
j
i − L,
meaning that all the functions defined on sT(M) are considered as functions
on sT∗(M) via the Legendre transformation.
Note that the condition of strong non degeneracy can be somewhat weakened,
if we restrict the domain of the Legendre transformation to some open domain
in sT(M) which is not necessarily of the form sT(U), with U ⊂ M . We
will not pursue this in full generality for the moment, and we will content
ourselves with the study of the situation described in the following theorem.
The brackets { , }j on sT∗(M) were defined in Theorem 2.11.
Theorem 5.15 Given a smooth manifoldM and a Lagrangian L : sT(M)→
R, assume that the Legendre transformation associated to L is invertible on
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the open set V ⊂ sT(M). Let H = H(L) = HLτ−1L . Assume moreover that
we have chosen coordinates x1, ..., xn on M (possibly restricting from M to
a proper open subset), and that the x1, ..., xn, q
1
1, ..., q
s
n are the associated co-
ordinates on sT∗(M). Then, if f : W ⊂ Rs → M is a C2 map with
f˜ (W) ⊂ V, the following are equivalent:
1) f satisfies the Euler-Lagrange equations with respect to L.
2) If qji (z) := q
J
i (τL(f˜(z))), xi := xi(τL(f˜(z))), then
∀i ∑
j
∂
∂zj
(qji (z)) =
1
s
∑
j
{qji ,H}j
(
= −∂H
∂xi
)
, ∀k, i ∂xi(z)
∂zk
= {xi(z),H}k
Proof
From Theorem 5.10 we know that the function f satisfies the Euler-Lagrange
equations if and only if
∑s
j=1
(
df˜
(
∂
∂zj
)
⇀ dωjL
)
|f˜(z) = − dHL|f˜(z). If we
indicate with
˜˜
f the map τLf˜ , and we push forward the equation above using
τL, it becomes, using the Leibnitz rule and Theorem 5.13,
s∑
j=1
(
d
˜˜
f
(
∂
∂zj
)
⇀ ωj
)
|˜˜f(z) = − dH|˜˜f(z)
We have also that∑s
j=1
(
d
˜˜
f
(
∂
∂zj
)
⇀ ωj
)
|˜˜
f(z)
=
∑s
j=1
((∑
i
∂xi(z)
∂zj
dxi +
∑
h,m
∂qhm(z)
∂zj
dqhm
)
⇀ ωj
)
=
∑s
j=1
∑n
i=1
(
∂xi(z)
∂zj
dqji − ∂q
j
i
(z)
∂zj
dxi
)
, and hence
∑s
j=1
(
d˜˜f
(
∂
∂zj
)
⇀ ωj
)
|˜˜
f(z)
+ dH|˜˜
f(z)
=
∑s
j=1
∑n
i=1
(
∂xi(z)
∂zj
+ ∂H
∂qj
i
)
dqji+∑n
i=1
(
−∑j ∂qji (z)∂zj + ∂H∂xi
)
dxi =
∑
i,j
(
∂xi(z)
∂zj
+ {xi,H}j
)
dqji +
∑
i,j
(
−∂q
j
i
(z)
∂zj
− 1
s
{qji ,H}j
)
dxi
6 Almost s-Ka¨hler manifolds and Special La-
grangian Fibrations
Definition 6.1 A smooth polysymplectic manifold together with a Rieman-
nian metric (M,ω1, ..., ωs, g) is almost s-Ka¨hler if the metric is compatible
with the polysymplectic structure
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Example 6.2 (With assigned topology) Let (M, g) be a Riemannian man-
ifold. Then sT∗(M), together with its canonical polysymplectic structure and
the induced metric, is almost s-Ka¨hler .
Proof We consider the case s = 1. The general case can be done similarly.
As the question is local, we may assume M = Rn. We assume also that we
have fixed coordinates x1, ..., xn onM around 0, so that the metric g is given
at any point by gij = g(
∂
∂xi
, ∂
∂xj
). The vector fields ∂
∂x1
, ..., ∂
∂xn
induce coordi-
nates on T ∗M , which we will indicate with y1, ..., yn. Therefore, the point on
T ∗M corresponding to coordinates (x, y) will be (px,
∑n
i=1 yidxi). As a general
rule, we will use 1, ..., n as indices for the x coordinates, and 1¯, ..., n¯ as indices
for the y coordinates. A change in coordinates on M from the x to the new
coordinates x˜ induces automatically a change from the (x, y) coordinates to
the x˜, y˜ coordinates with y˜i =
∑
j yj
∂xj
∂x˜i
, as
∑n
i=1 yidxi =
∑
i,j yi
∂xi
∂x˜j
dx˜j. The
tangent frame ∂
∂x1
, ..., ∂
∂xn
, ∂
∂y1
, ..., ∂
∂yn
at the point corresponding to (x, y) is
therefore transformed by any change of coordinates of the above form as
follows:
∂
∂xk
=
∑
i
∂x˜i
∂xk
∂
∂x˜i
+
∑
i
∂y˜i
∂xk
∂
∂y˜i
,
∂
∂yk
=
∑
i
∂xk
∂x˜i
∂
∂y˜i
However, ∂y˜i
∂xk
= ∂
∂xk
(∑
j yj
∂xj
∂x˜i
)
=
∑
j yj
∂
∂xk
(
∂xj
∂x˜i
)
=
∑
j,l yj
∂x˜l
∂xk
∂2xj
∂x˜ix˜l
And there-
fore the first n vectors are transformed as
∂
∂xk
=
∑
i
∂x˜i
∂xk

 ∂
∂x˜i
+
∑
j,l
yj
∂2xj
∂x˜l∂x˜i
∂
∂y˜l


We define a new frame at the point corresponding to coordinates (x, y) as
vk =
∂
∂xk
+
∑
l,m
ylΓ
l
km
∂
∂ym
,
∂
∂yk
; k = 1, ..., n
where the Γlkm are Christoffel’s symbols relative to the metric g. We then
have that, using the transformation laws for Christoffel’s symbols, the frame
above transforms under a coordinate change of the form described above as
v˜k =
∑
i
∂x˜i
∂xk
vi,
∂
∂yk
=
∑
i
∂xk
∂x˜i
∂
∂y˜i
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From these transformation laws we see that we can define a metric structure
g¯ on T ∗(M) by giving the metric tensor on the above frame as follows:
g¯(vi, vj) = gij, g¯(
∂
∂yi
,
∂
∂yj
) = gji, g¯(vi,
∂
∂yj
) = 0
From this and the definition of the vk we finally get, using indices 1, ..., n for
the x variables and 1¯, ..., n¯ for the y variables,
g¯ij = gij +
∑
lmhr
yjyrΓ
l
imΓ
r
jhg
mh, g¯i¯j¯ = g
ji, g¯ij¯ = −
∑
lm
ylΓ
l
img
mj
At this point we see already that if we choose the x variables to be a Riemann
normal coordinate system around the origin, the coordinate frame induced
by the (x, y) variables will be orthonormal on any point on T ∗(M) with
vanishing x coordinate, and therefore the symplectic form is compatible with
the metric.
The following easy lemma can be used to build many more explicit ex-
amples of almost s-Ka¨hler manifolds
Lemma 6.3 Let G be a connected real Lie group, let ω1, ..., ωs be a polysym-
plectic structure on it, and assume that all the ωj are left-invariant differential
forms. Then there is a left-invariant Riemannian metric g on G such that
(G, ω1, ..., ωs, g) is almost s-Ka¨hler .
Proof
As the forms ωj define a polysymplectic structure, in particular they induce a
polysymplectic structure on the tangent space TgG for all g ∈ G. Therefore,
there exists a polysymplectic basis V = (v1, ..., vn, w11, ..., wsn) of TeG. Then
the unique left invariant Riemannian metric gV for which V is an orthonormal
basis of TeG is easily seen to be compatible with the polysymplectic structure
induced on TgG by the ωj, for all g ∈ G. By definition, (G, ω1, ..., ωs, gV) is
almost s-Ka¨hler .
We now show that starting with s special lagrangian fibrations which are
also Riemannian submersions, we can get an almost s-Ka¨hler manifold. We
actually prove a more general result, which then can be specialized to to the
setting just mentioned.
The following conditions on a submersion have been already considered
in the literature:
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Definition 6.4 Let (X, g) be a Riemannian manifold, let B be a smooth
manifold, and let f : X → B be a smooth submersion.
1) We say that f is conformal if there exists a (necessarily unique) conformal
structure on B such that df is a conformal map from Ker(df)⊥p to Tf(p)B for
all p ∈ X.
2) We say that f is Riemannian if there exists a (necessarily unique) Rie-
mannian metric on B such that df is an isometry from Ker(df)⊥p to Tf(p)B
for all p ∈ X.
3) We say that f is covariant constant if it is Riemannian, and df commutes
with parallel transport, i.e. if γ(t), t ∈ [0, 1] is a path in X, GX : Tγ(0)X →
Tγ(1)X is parallel transport in X along γ, and GB : Tf(γ(0))B → Tf(γ(1))B is
parallel transport in B along f(γ), then GB
(
dfγ(0))(v)
)
= dfγ(1) (GX(v)) for
all v ∈ TpX.
We are now ready to state the main theorem of this section:
Theorem 6.5 Let (Xi, ωXi, gXi ,ΩXi) be Ka¨hler manifolds of complex dimen-
sion n, for i = 1, ..., s. Let B be a smooth manifold, and let fi : Xi → B be
lagrangian fibrations (with respect to the Ka¨hler forms) with connected fibres.
Consider M = X1×B · · ·×BXs, with the metric g induced from X1×· · ·×Xs
and with the 2-forms (ω1, ..., ωs), where ωi is
√
s times the pull-back of the
Ka¨hler form of Xi, under the natural projection M → Xi. We then have
that:
1) (M,ω1, ..., ωs) is a polysymplectic manifold.
2) If all the fi are conformal with respect to the same conformal structure on
B, then g is block-compatible with the polysymplectic structure ω1, ..., ωs.
3) If all the fi are Riemannian with respect to the same metric on B, then
g is compatible with the polysymplectic structure ω1, ..., ωs. In other words,
(M,ω1, ..., ωs, g) is an almost s-Ka¨hler manifold.
4) If all the fi are covariant constant with respect to the same metric on B,
then all the ωj are covariant constant with respect to the metric g on M .
Proof
1) This has already been proven in Example 3.2.
2) Given p ∈ M , we will show that there is an orthogonal polysymplectic
basis of TpM (which is actually a bit more than bloc-compatibility). Pick
an orthogonal basis v1, ..., vn of Tf(p)B, and let z
j
1, ..., z
j
n be a set of vectors
in Ker(d(fj)pj )
⊥ (were p = (p1, ..., ps) ∈ M ⊂ X1 × · · · × Xs), such that
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dfj(z
j
i ) = vi for all i, j. Because the fj are Conformal, it follows that the z
j
i
are orthogonal (for fixed j). Define
wi =
1√
|z1i |2 + · · ·+ |zsi |2
(z1i , ..., z
s
i ) ∈ Tp(X1 × · · · ×Xs)
From their definition, it follows that the wi lie actually in TpM . Moreover,
(wl, wm) = δlm. Define also
wji = |zji |(0, ..., Jzji , 0, ..0) (jth place)
in TpM . We are indicating with J the complex structure on the various Xi
(or the one on X1×· · ·×Xs, which is the same). The fact that the wji ∈ TpM
follows from the fact that Jzji ∈ Ker(d(fj)pj), which is a consequence of the
Lagrangian condition. It is now very easy to verify that w1, ..., wn, w
1
1, ..., w
s
n
is an orthogonal polysymplectic basis at p with respect to the polysymplectic
structure ω1, ..., ωs.
3) Given p ∈M , we must show that there is an orthonormal polysymplectic
basis of TpM . The construction of the previous point will give the desired
orthonormal basis, provided that we start with an orthonormal basis v1, ..., vn
of Tf(p)B.
4) As the forms ωj are clearly covariant constant on X1 × · · · ×Xs (because
they are Ka¨hler forms, and hence covariant constant on their respective Xj’s),
it is enough to observe that if all the fj are covariant constant, then M is
a totally geodesic submanifold of X1 × · · · ×Xs. Indeed, parallel transport
on M is then just the restriction of parallel transport on X1 × · · · ×Xs, and
hence the ωj are constant also on M .
To put the condition of being Riemannian into perspective, we connect
it with the semi-flatness condition of [SYZ], or rather with one of its conse-
quences. We start by recalling the following standard
Definition 6.6 Let (X,ω, g,Ω) be a Calabi-Yau manifold of complex dimen-
sion n (where ω is the Ka¨hler form, g the Ka¨hler metric and Ω the globally
defined nondegenerate holomorphic n− form).
1) We say that a submanifold L ⊂ X is Special Lagrangian if it is Lagrangian
(of maximal dimension) with respect to ω, and there exists a complex number
of the form eiθ such that Im(eiθΩ)|L = 0. Such a θ is called the phase of the
special lagrangian submanifold.
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2) We say that a smooth map f : X → B to a smooth manifold B of (real) di-
mension n is a Special Lagrangian Fibration if f is a submersion and for all
q ∈ B the submanifold Lq = f−1(q) ⊂ X is a special lagrangian submanifold
of (X,ω, g,Ω). We require also that the phase of the fibres is constant.
Lemma 6.7 Let (X,ωX , gX ,Ω)X be a Calabi-Yau manifold of complex di-
mension n Let f : X → B be a special lagrangian fibration with compact
connected fibres, such that the metric of X restricted to any fibre is flat.
Then f is Riemannian.
Proof
In view of the description of deformations of special lagrangian manifolds
of [ML], it is enough to observe that harmonic forms on a flat manifold are
covariant constant, and also their dual vector fields are covariant constant.
As parallel transport is an isometry on any Riemannian manifold, and the
complex involution is also an isometry, this implies that on each fibre you
have an orthonormal frame of vector fields, whose transformations under the
complex involution give a complete set of first order normal deformations of
the fibre itself. This clearly implies that f is Riemannian.
7 s-Ka¨hler Manifolds
In this section we introduce s-Ka¨hler manifolds. Contrary to almost s-
Ka¨hler manifolds, they are extremely ”rigid” objects, and it is more difficult
to build examples. They enjoy however an extremely rich set of properties,
especially when they are compact. They might be though of as ”maximally
symmetric” almost s-Ka¨hler manifolds.
Definition 7.1 Let M be a smooth manifold. We will indicate with ( , )g
or with ( , ) without further specification, the scalar product induced by a
metric g on the tangent space of M , on its dual and on all their tensor
powers (exterior, symmetric, etc.). We will also use the notation | | for the
related (pointwise) norm, i.e. |α| =
√
(α, α).
Definition 7.2 (Definition of s-Ka¨hler manifold) A smooth manifoldM
of dimension n(s + 1) together with a Riemannian metric g and 2-forms
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ω1, ..., ωs is s-Ka¨hler if the data satisfies the following property: For each
point of M there exist an open neighborhood U of p and a system of coordi-
nates xi, y
j
i ,i = 1, ..., n, j = 1, ..., s on U such that:
1) ∀j ωj = ∑i dxi ∧ dyji ,
2) g(x,y) =
∑
i dxi ⊗ dxi +
∑
i,j dy
j
i ⊗ dyji + O(2).
Any such system of coordinates is called standard(s-Ka¨hler ).
Note that the forms ωi of an s-Ka¨hler manifold are closed, because they are
constant in any standard coordinate system. Actually, more is true:
Remark 7.3 If (M,ω1, ..., ωs, g) is an s-Ka¨hler manifold, (M,ω1, ..., ωs) is
a (non degenerate) polysymplectic manifold
The notion of almost s-Ka¨hler manifold, which we considered in the previous
section, is a weakening of the notion of s-Ka¨hler manifold. To recover the
full strength of the definition of s-Ka¨hler manifold, one then needs some
integrability condition.
Remark 7.4 An s-Ka¨hler manifold is almost s-Ka¨hler
Theorem 7.5 LetM be a smooth manifold of dimension n(s+1), let ω1, ..., ωs
be 2-forms on M , and let g be a Riemannian metric on M . Then the follow-
ing facts are equivalent:
1) (M,ω1, ..., ωs, g) is an s-Ka¨hler manifold.
2) (M,ω1, ..., ωs, g) is an almost s-Ka¨hler manifold, and ∀j ∇ωj = 0, where
∇ is the Levi-Civita (i.e. torsion free) connection associated to the metric g.
Proof 1) ⇒ 2): This implication is an easy consequence of the fact that
the Christoffel symbols (of the Levi-Civita connection) relative to any local
coordinate system contain only the first derivatives of the metric.
2)⇒ 1): We will consider separately the cases s = 1 and s > 1;
s = 1;
This case is essentially classical. We provide a proof for lack of a reference.
Let (M,ω, g) be a smooth manifold with a symplectic structure ω and a
Riemannian metric g, such that ∇ω = 0, where ∇ is the Levi-Civita con-
nection associated to g, and such that the form ω and the metric g are
compatible on TpM for all points p ∈ M . It is easy to see that the tensor
J defined as g(x, y) = ω(x, Jy) is an almost complex structure on M , that
g is compatible with J , and that ω is the fundamental form associated to
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the metric (see [KN], Volume II, Page 147). Therefore, (M,J, g) is an al-
most Hermitian manifold. From the fact that ∇ω = 0 (and ∇g = 0, as is
always the case) we deduce that ∇J = 0, i.e. the Levi-Civita connection is
almost complex. Using ( [KN], Volume II, Theorem 4.3 Page 148) we deduce
that the almost complex structure is integrable, and moreover the metric is
Ka¨hler with respect to it, as the fundamental 2-form ω is closed. Therefore,
we can conclude that (M,J, g) is a Ka¨hler manifold, with associated funda-
mental form ω. Pick then complex coordinates x1 + iy1, ..., xn + iyn, such
that in these coordinates
g =
∑
ij
hij (dxi ⊗ dxj + dyi ⊗ dyj) , ω =
∑
ij
hijdxi ∧ dyj
with hij = δij +O(2). Their existence is guaranteed by the Ka¨hler property.
Moreover,
0 = dω =
∑
ijk
∂hij
∂xk
dxk ∧ dxi ∧ dyj + ∂hij
∂yk
dyk ∧ dxi ∧ dyj
from which it follows that ∂hij
∂xk
=
∂hkj
∂xi
and ∂hij
∂yk
=
∂hkj
∂yi
for all i, j, k ∈ {1, ..., n}.
Consider now the system of PDE’s

∂x˜j
∂xi
= hij , i, j = 1, ..., n
∂x˜j
∂yi
(0) =
∂2x˜j
∂yiy)k
(0) = 0, i, j, k = 1, ..., n
x˜j(0) = 0, j = 1, ..., n
The conditions
∂hij
∂xk
=
∂hkj
∂xi
and
∂hij
∂yk
=
∂hkj
∂yi
guarantee that the functions
x˜j =
∫ x1
0
h1j(t, 0, .., 0)dt+ · · ·+
∫ xn
0
hnj(x1, x2, .., xn−1, t)dt, j = 1, ..., n
are solutions to the system above. Therefore, we can use x˜1, .., x˜n, y1, ..., yn
as coordinates in a neighborhood of the point corresponding to x1 = · · · =
yn = 0. Let kij be the inverse matrix to hij. We then have that dx˜j =∑
i hijdxi +
∑
i
∂x˜j
∂yi
dyi. It follows that with these coordinates
g =
∑
ij
(
kijdx˜i ⊗ dx˜j −
∑
k
kij
∂x˜j
∂yk
dyk ⊗ dx˜i + hijdyi ⊗ dyj
)
, ω =
∑
j
dx˜j∧dyj
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The expression for ω is obtained using the equations
∂x˜j
∂yi
= ∂x˜i
∂xj
. It remains to
be checked that g = ∆ + O(2) (where ∆ is the identity matrix). First, ob-
serve that (Xkij)0 = 0 for any vector fieldX , as we know that hij = δij+O(2).
Moreover, by construction all first order derivatives of ∂x˜j
∂yk
vanish at the ori-
gin, and therefore the thesis follows.
s > 2;
Let now M be a smooth manifold of dimension n(s+ 1), with s > 1, and let
ω1, ..., ωs and g be as defined in condition 2). Let p be a point ofM . Pick any
standard polysymplectic coordinate system xi, y
j
i ,i = 1, ..., n, j = 1, ..., s
centered at p, defined on a neighborhood U of p and such that:
1) ∀j ωj = ∑i dxi ∧ dyji ,
2) gp =
∑
i dxidxi +
∑
ij dy
j
idy
j
i
i.e. such that the induced coframe on TpM is orthonormal. Such a coordi-
nate system exists from the definition of almost s-Ka¨hler manifold and from
Theorem 2.5. From the fact that ∇ωj = 0 for all j, we deduce that par-
allel transport preserves the polysymplectic structure, and therefore it must
preserve also the standard subspaces associated to it, among which are the
<
∂
∂y11
, . . . ,
∂
∂y1n
>, . . . , <
∂
∂ys1
, . . . ,
∂
∂ys1
>
From this we deduce that for any vector field X
∇X ∂
∂y1i
=
∑
l
dy1l
(
∇X ∂
∂y1i
)
∂
∂y1l
, . . . ,∇X ∂
∂ysi
=
∑
l
dysl
(
∇X ∂
∂ysi
)
∂
∂ysl
As a consequence, ∇ ∂
∂xi
dxl = −∑m Γlimdxm, where Γlim = dxl
(
∇ ∂
∂xi
∂
∂xm
)
are the usual Christoffel symbols. We will use the index notation 1, . . . , n,
(11), . . . , (ns) to indicate the n(s+1) indices for the coordinates xi, y
j
i ,i = 1, ..., n,
j = 1, ..., s. The above considerations then amount to the fact that Γ(ij)αm = 0
for any index α, any numbers i,m in the set {1, . . . , n} and any number j in
the set {1, . . . , s}. Consider now a coordinate change of the form
x˜i = xi +
∑
mp
bimpxmxp, y˜
j
i = y
j
i (x1, ..., xn, y
j
1, ..., y
j
n)
where the functions y˜ji are determined according to the Theorem of Caratheorody-
Jacobi-Lie ( [LM] Theorem 13.4 Page 136), so that ωj =
∑
i dx˜i ∧ dy˜ji , and
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y˜ji (0, ..., 0) = 0. Note that it is crucial that the functions x˜i are in invo-
lution with respect to the Poisson structures associated (in the respective
x1, . . . , xn, y
j
1, . . . , y
j
n spaces) to the various symplectic forms ω1, . . . , ωs. In
view of the previous considerations, we see that also in the new coordinates
we have ∇ ∂
∂x˜m
∂
∂x˜p
=
∑
p Γ˜
l
mp
∂
∂x˜l
, if the Γ˜ are the Christoffel symbols in the
new coordinates, and moreover
∇ ∂
∂x˜m
dx˜l = ∇ ∂
∂xm
dx˜l + O(1) =
∇ ∂
∂xm
(
dxl +
∑
ip b
l
ipxidxp
)
+ O(1) =
∑
p
(
−Γlmp + blmp
)
dx˜p + O(1).
As it is also the case that∇ ∂
∂x˜m
dx˜l = −∑p Γ˜lmpdx˜p, if we choose blmp = Γlmp(0)
(which we can do as the connection is torsion-free), we see that the symbols
Γ˜lmp in the new coordinate system vanish at the origin. For simplicity, we
will indicate the new coordinates with xi, y
j
i , and the Christoffel symbols as-
sociated to them with Γ, dropping the tilde everywhere. We know also that
for any index α, and indicating with ( )0 the evaluation of a form at 0,
0 = (∇αωj)0 =
(
∇α∑i dxi ∧ dyji )0 = ∑i
(
dxi ∧ (∇αdyji )
)
0
=.
−∑i (dxi ∧ (∑mk Γ(ij)α(mk)(0)dykm + ∑m Γ(ij)αm(0)dxm)
)
0
From this we deduce that Γ
(ij)
α(mk)(0) = 0 and Γ
(ij)
αm(0) = Γ
(mj)
αi (0) for all
i, j, k,m, α. We consider therefore the change of coordinates
y˜ji = y
j
i +
∑
mp
Γ(ij)mp (0)xmxp, x˜i = xi
In the new coordinates we have
∑
i
dxi ∧ dy˜ji =
∑
i
dxi ∧ (dyji +
∑
mp
Γ(ij)mp (0)xmdxp) = ωj ,
as we showed before that Γ(ij)mp (0) = Γ
(pj)
mi (0). All the equations for the
Christoffel symbols that we have deduced so far still hold, because we did
not make any assumption on the yji when we obtained them, apart from the
fact that we were in polysymplectic coordinates. Moreover, we have that
(
∇ ∂
∂xl
dy˜ji
)
0
=
(
∇ ∂
∂xl
dyji +
∑
mp
Γ(ij)mp (0)∇ ∂
∂xl
(xmdxp)
)
0
=
(
−∑
m
Γ
(ij)
lm (0)dxm +
∑
p
Γ
(ij)
lp (0)dxp
)
0
= 0
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From the previous equation, the symmetry of the Christoffel symbols coming
from the fact that the connection is torsion-free, and the vanishing properties
proved above, we see that all the Christoffel symbols vanish at 0.
We know from the compatibility of the polysymplectic structure with the
metric that there is a linear change of coordinates which sends the given
coframe at 0 to an orthonormal (but still polysymplectic) one. It follows
that the same linear change, applied to the functions xi, y
j
i will preserve
the polysymplectic property, and will make the coframe at 0 orthonormal.
Moreover, will not disrupt the vanishing property (at 0) of the Christoffel
symbols.
On the other hand, from the vanishing at the origin of all the Christoffel
symbols (and the fact that the coordinate coframe at 0 is orthonormal) it is
straightforward to deduce that g =
∑
i dxi⊗dxi +
∑
i,j dy
j
i ⊗dyji + O(2).
Corollary 7.6 Let M be a smooth manifold, let ω1, ..., ωs be 2-forms and g
be a Riemannian metric on it. Assume that s 6= 2. Then if for all p ∈M the
forms induce a non degenerate polysymplectic structure on TpM , the metric
gp is compatible with it and ∇ωj = 0 for all j = 1, .., s (where ∇ is the Levi-
Civita connection associated to g), we have that (M,ω1, ..., ωs, g) is s-Ka¨hler
Proof From the fact that ∇ωj = 0 for all j = 1, .., s we deduce that dωj = 0
for all j = 1, .., s. Then, using Theorem 2.8, we know that (M,ω1, ..., ωs)
is polysymplectic, and therefore by definition (M,ω1, ..., ωs, g) is almost s-
Ka¨hler . Using the previous theorem, we conclude that (M,ω1, ..., ωs, g) is
s-Ka¨hler .
Remark 7.7 Let (M, g) be a Riemannian manifold. Then sT∗(M), together
with its canonical almost s-Ka¨hler structure (described in Example 6.2), is
s-Ka¨hler if and only if g is everywhere flat
The proof of this remark is a long but straightforward computation in local
coordinates.
8 Examples of s-Ka¨hler manifolds
As we mentioned before, s-Ka¨hler manifolds are very rigid, and it is not easy
to build examples when s > 1. For s = 1, we have the following very classical
fact:
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Theorem 8.1 Let (M,ω, g) be a 1-Ka¨hler manifold. Then the equation
∀x y ∈ TM ω(x, Jy) = g(x, y)
defines a complex structure on M , for which g is a Ka¨hler metric.
Conversely, if (M,J, g) is a Ka¨hler manifold, the equation
∀x y ∈ TM ω(x, Jy) = g(x, y)
defines a two-form on M , such that (M,ω, g) is a 1-Ka¨hler manifold.
Proof Let (M,ω, g) be a 1-Ka¨hler manifold. The equation ∀x y ∈ TM
ω(x, Jy) = g(x, y) defines a complex structure J on M . Indeed, it is
clear from the non degeneracy and smoothness of both ω and g that the
equation above defines a smooth section of TM∗ ⊗ TM , which induces an
isomorphism on TMp for all p ∈ M . We first show that this J is an
almost complex structure on M . As this is a pointwise statement, we can
choose a point p onM and standard coordinates centered at p such that if the
associated coframe is dxi, dy
j
i , on TM (over the coordinate neighborhood) we
have ∀j ωj|p = ∑i dxi∧dyji , and gp = ∑i dxi⊗dxi + ∑i,j dyji⊗dyji + O(2).
Therefore, using the notation
J0 =
∑
i
(
dxi ⊗ ∂
∂y1i
− dy1i ⊗
∂
∂xi
+ dy2i ⊗
∂
∂y3i
− dy3i ⊗
∂
∂y2i
)
,
we must have that J − J0 = O(2). This shows that J2 = Id, as this is
clearly true over p, and the choice of p was arbitrary. To show the integrability
of J , it is enough, from the Theorem of Newlander and Niremberg, to show
that the torsion vanishes. This is however immediate, as in the expression
of the torsion N(X, Y ) applied to two vector fields only the first derivatives
of J appear, and J osculates to degree two to J0, for which the torsion
is clearly zero. To show that the metric g is Ka¨hler with respect to J , it
is enough to show that ∇J = 0, where ∇ is the Levi-Civita connection
relative to g. If we covariantly differentiate the equation defining J , we
obtain 0 = ∇g = ∇ (ω ◦ (Id⊗ J)). From this, the fact that on any
1-Ka¨hler manifold ∇ω = 0, and the non degeneracy of ω, we conclude
immediately (using ”the Leibnitz rule”) that ∇J = 0, as desired.
In the other direction, assume that (M,J, g) is a Ka¨hler manifold. The
equation ∀x y ∈ TM ω(x, Jy) = g(x, y) defines a 2-form ω on M , usually
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called the fundamental 2-form (cfr. [KN, Volume II,Page 147]). The fact
that ω is closed is an alternative definition of the Ka¨hler condition (cfr. [KN,
Volume II, Page 149]) and from the fact that ∇J = 0 (cfr. [KN, Volume
II, Corollary 4.4 Page 149]) and ∇g = 0 it follows that ∇ω = 0. Finally,
the non degeneracy of g implies that ω is a symplectic form. We can now
conclude using Theorem 7.5.
We now show that 3-Ka¨hler implies Hypera¨hler. We take as definition
of a Hypera¨hler manifold the one given in [FU, Bryant, Definition 7 Page
156].
Theorem 8.2 Let (M,ω1, ω2, ω3, g) be a 3-Ka¨hler manifold. Then the equa-
tions:
1) ∀x, y ∈ TM ∀ i ∈ {1, 2, 3} g(Jix, Jiy) = g(x, y), ωi(Jix, Jiy) = ωi(x, y),
2)∀x, y ∈ TM ω1(x, J1y) + ω1(J2x, J3y) = g(x, y),
ω2(x, J2y) + ω1(J3x, J1y) = g(x, y) and ω3(x, J3y) + ω3(J1x, J2y) = g(x, y)
3) J21 = J
2
1 = J
2
1 = − Id, J1J2 = J3
define uniquely three smooth sections J1, J2, J3 of TM
∗ ⊗ TM , which are
complex structures, and which together with the metric g determine on M a
Hypera¨hler structure via the definitions Ωi(x, y) = − g(x, Ji(y)).
Proof Let (M,ω1, ω2, ω3, g) be a 3-Ka¨hler manifold. To check that equations
1)−3) admit a (unique) solution, it is enough to check it at the center p ∈M
of a system of standard coordinates. If vi, u
i
j is the orthonormal coframe over
p associated to the standard coordinates, we have (ωj)p =
∑
i vi ∧ uij. One
can verify directly that the equations 1) − 2) (restricted over p) admit the
unique solution:
J1(vi) = u
i
1, J1(u
i
1) = −vi, J1(ui2) = ui3, J1(ui3) = −ui2
J2(vi) = u
i
2, J2(u
i
2) = −vi, J2(ui3) = ui1, J2(ui1) = −ui3
J3(vi) = u
i
3, J3(u
i
3) = −vi, J3(ui1) = ui2, J3(ui2) = −ui1,
and that the Ji thus defined satisfy also 3), and are smooth. Because in
standard coordinates the metric osculates to degree 2 to a flat one, we see
that also the Ji osculate to order 2 to their flat analogues. From this, it is
immediate to show that their torsions vanish, because in the expression of
the torsion NJi(X, Y ) applied to two vector fields only the first derivatives
of Ji appear. This shows, using [FU, Bryant, Theorem 4, Page 156], that
the three tensors Ji together with g induce on M a Hypera¨hler structure,
via the definitions Ωi(x, y) = − g(x, Ji(y)). Note that one can see directly
from the construction that the forms Ωj are constant with respect to the
metric. Note that
if we only assume that we start with an almost 3-Ka¨hler manifold, we still
get three almost complex structures, which induce a quaternionic structure
on every tangent space. The integrability condition of 3-Ka¨hler manifolds is
used then to prove that these almost complex structures are integrable.
Example 8.3 (Compact s-ka manifolds with arbitrary s)
Consider the manifold M = Rs+1, with metric given in standard coordinates
(x0, ..., xs) as gij = δijrj. Let ωj =
√
r0rjdx0 ∧ dxj. Then (M,ω1, ..., ωs, g)
and (M/Zs+1, ω1, ..., ωs, g) are s-Ka¨hler manifolds
Proof The forms determine a polysymplectic structure, and the metric is
clearly compatible with it. It is therefore enough to show that ∇gωj = 0
for all j ∈ {1, ..., s}. This last fact is clear the forms are closed, and the
Christhoffel symbols for g vanish everywhere in standard coordinates.
Example 8.4 The examples of almost s-Ka¨hler manifolds built starting from
riemannian special lagrangian fibrations of Calabi-Yau manifolds are actually
s-Ka¨hler if the special lagrangian fibrations are covariant constant. This is
the content of Theorem 6.5, part 4.
9 Lefschetz operators
In this section we define a family of operators (together with their adjoints
and associated commutators) which generalize to s ≥ 1 the standard Lef-
schetz operator of Ka¨hler manifolds. Throughout the section, we assume
fixed an s-Ka¨hler manifold (M,ω1, ..., ωs, g).
Definition 9.1 The operators Li and Λi on Ω
∗(M), for an s-Ka¨hler mani-
fold (M,ω1, ..., ωs, g) are defined as Li(α) = ωi∧α, Λi = L∗i , Hi = [Li,Λi].
Remark 9.2 To define the adjoint to L, we simply used the pointwise defi-
nition ∀α, β ∈ Ω∗(M) (Liα, β) = (α,Λiβ). We did not assume that M
is compact or oriented. Note that here the scalar product of two forms is a
function on M , not a number.
We now prove a first group of identities, which can be used to show that we
have a representation of the Lie algebra sl(s+1,R) on the space of forms of
an s-Ka¨hler manifold. In the next section we will complete these identities,
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in order to show that we have an analogous representation on the de Rham
cohomology of an s-Ka¨hler manifold, at least when it is compact orientable
(and this last representation is induced by the one on the forms).
Definition 9.3 The operators Ei, E
j
i , Ii, I
j
i on Ω
∗(U), for a standard coor-
dinate neighborhood U with standard coordinates xi, yji , are defined as
Ei(α) = dxi∧α, Eji (α) = dyji ∧α, Ii = ∂∂xi ⇀ α, I
j
i (α) =
∂
∂yj
i
⇀ α.
The reasoning in the proofs that follow in this section is very similar to
the one that applies to Ka¨hler manifolds, used for example in [GH, Pages
106-114].
Lemma 9.4 The following relations hold among the operators Ei, Eik, I
i, I ik:
1) EiEik = −EikEi, I iI ik = − I ikI i
2) EiI ik = − I ikEi, I iEik = − EikI i
3) EiIj = − IjEi, for i 6= j
4) EikI
m
l = − I lmEik, for (i, k) 6= (l, m)
5) EiI i + I iEi = Id, EikI
i
k + I
i
kE
i
k = Id
Proof All these identities are easily verified, using the anti commutativity
property of the wedge product.
Lemma 9.5 1) Li =
∑
iEiE
j
i , Λi =
∑
i I
j
i Ii + O(2).
2) [Lk,Λk] =
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi) + O(2)
3) For h 6= k [Lk,Λh] = ∑i (EikI ih) + O(2)
Proof
1) is immediate from the definitions, and the fact that in standard coordinates
the metric osculates to degree two to a flat one.
2) [Lk,Λk] = (
∑
iE
i
kE
i)
(∑
j I
jIjk
)
−
(∑
j I
jIjk
)
(
∑
iE
i
kE
i) +O(2) =
=
∑
i 6=j
(
EikE
iIjIjk − IjIjkEikEi
)
+
∑
i (E
i
kE
iI iI ik − I iI ikEikEi) +O(2) =
=
∑
i (E
i
kE
iI iI ik − I iI ikEikEi) +O(2) =
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi)+O(2)
3) [Lk,Λh] = (
∑
iE
i
kE
i)
(∑
j I
jIjh
)
−
(∑
j I
jIjh
)
(
∑
iE
i
kE
i) +O(2) =
=
∑
i 6=j
(
EikE
iIjIjh − IjIjhEikEi
)
+
∑
i (E
i
kE
iI iI ih − I iI ihEikEi) +O(2) =
=
∑
i (E
i
kE
iI iI ih − I iI ihEikEi) +O(2) =
∑
iE
i
kI
i
h (E
iI i + I iEi) +O(2) =
=
∑
i (E
i
kI
i
h) +O(2)
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Theorem 9.6
1) For any k, h [Lk, Lh] = 0, [Λk,Λh] = 0.
2) [Hk, Lk] = 2Lk, [Hk,Λk] = − 2Λk
3) When k 6= h , [Hk, Lh] = Lh , [Hk,Λh] = − Λh
4) When k 6= h , [[Lk,Λh], Lh] = Lk , [[Lk,Λh],Λk] = − Λh
5) When h, k, l are all different, [[Lk,Λh], Ll] = 0 , [[Lh,Λk],Λl] = 0
Proof In all the proofs for this theorem we will ignore the terms in O(2).
This is correct because the relations that we want to prove involve operators
which act pointwise, and therefore it is enough to prove them at the center
of a standard coordinate system. We will also use without further reference
the relations of the previous two lemmas. Moreover, in all the points the
second equation can be obtained from the first by taking adjoints on both
sides. We will consequently prove only the first equations.
1) Note that Lk is a multiplication operator in the exterior algebra, by an
element of degree 2, which is therefore central. This implies immediately
that two such operators must commute with each other.
2) [[Lk,Λk], Lk] = [
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi) , Lk] =
(
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi))
(∑
j E
j
kE
j
)
−(∑
j E
j
kE
j
)
(
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi)) =∑
i 6=j
(
EikI
i
kE
iI iEjkE
j − I ikEikI iEiEjkEj − EjkEjEikI ikEiI i + EjkEjI ikEikI iEi
)
+∑
i (E
i
kI
i
kE
iI iEikE
i − I ikEikI iEiEikEi − EikEiEikI ikEiI i + EikEiI ikEikI iEi) =∑
i (E
i
kI
i
kE
iI iEikE
i − I ikEikI iEiEikEi − EikEiEikI ikEiI i + EikEiI ikEikI iEi) =∑
iE
i
kE
i (I ikE
i
kI
iEi −EikI ikEiI i) +
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi)EikEi =∑
i (E
i
kE
i + EikE
i) = 2Lk
3) [[Lk,Λk], Lk] =
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi) , Lh] =
(
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi))
(∑
j E
j
hE
j
)
+
−
(∑
j E
j
hE
j
)
(
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi)) =∑
i 6=j
(
EikI
i
kE
iI iEjhE
j − I ikEikI iEiEjhEj −EjhEjEikI ikEiI i + EjhEjI ikEikI iEi
)
+∑
i (E
i
kI
i
kE
iI iEihE
i − I ikEikI iEiEihEi − EihEiEikI ikEiI i + EihEiI ikEikI iEi) =∑
iE
i
hE
i (EikI
i
k + I
i
kE
i
k) = Lh
4) [[Lk,Λh], Lh] = (
∑
iE
i
kI
i
h)
(∑
j E
j
hE
j
)
−
(∑
j E
j
hE
j
)
(
∑
iE
i
kI
i
h) =∑
i 6=j
(
EikI
i
hE
j
hE
j − EjhEjEikI ih
)
+
∑
i (E
i
kI
i
hE
i
hE
i − EihEiEikI ih) =∑
iE
i
kE
i (I ihE
i
h + E
i
hI
i
h) = Lk
5) [[Lk,Λh], Ll] = (
∑
iE
i
kI
i
h)
(∑
j E
j
lE
j
)
−
(∑
j E
j
lE
j
)
(
∑
iE
i
kI
i
h) =∑
i,j
(
EikI
i
hE
j
l E
j − Ejl EjEikI ih
)
= 0
45
Remark 9.7 The previous theorem holds unchanged if instead of an s-Ka¨hler man-
ifold we use an almost s-Ka¨hler manifold. All the proofs remain unchanged,
as for the purposes of the theorem we are interested only on pointwise prop-
erties.
Corollary 9.8 Given an almost s-Ka¨hler manifold (M,ω1, ..., ωs, g) we in-
duce a representation of the Lie algebra sl(s + 1,R) on Ω∗(M), via a map
defined on the standard Chevalley basis ei, f i,hi (i = 1, ..., s) of sl(s + 1,R)
as:
hi → −Hi + Hi+1 for i < s, hs → −Hs
ei → [Li,Λi+1] for i < s, es → Ls
f i → [Λi, Li+1] for i < s, f s → −Λs
Proof The verification of the relations on ei, f i,hi dictated by the Cartan
matrix of type As is done by a straightforward application of Theorem 9.6.
As an example, we compute some of them (we will write ei, f i,hi for the
images of these elements of sl(s+ 1,R) in EndR(Ω
∗(M))):
1) (i < s): [ei, f i] = [[Li,Λi+1], [Λi, Li+1]] =
[Li+1, [Λi, [Li,Λi+1]]] + [Λi, [[Li,Λi+1], Li+1]] = [Li+1,Λi+1] + [Λi, Li] = h
i
2) [es, f s] = − [Ls,Λs] = hs
3)(i < s): [ei,hi] = [Hi −Hi+1, [Li,Λi+1]] =
−[Li, [Λi+1, Hi]] − [Λi+1, [Hi, Li]] + [Li, [Λi+1, Hi+1]] + [Λi+1, [Hi+1, Li]] =
−[Li,Λi+1] + 2[Li,Λi+1] + 2[Li,Λi+1] − [Li,Λi+1] = 2ei
4) [es,hs] = − [Hs, Ls] = 2es
5)(i < s− 1): [ei+1,hi] = [Hi −Hi+1, [Li+1,Λi+2]] =
−[Li+1, [Λi+2, Hi]]−[Λi+2, [Hi, Li+1]]+[Li+1, [Λi+2, Hi+1]]+[Λi+2, [Hi+1, Li+1]] =
[Li+1,Λi+2] − [Λi+2, Li+1] − [Li+1,Λi+2] + 2[Λi+2, Li+1] = − ei+1
6) [es,hs−1] = [Hs−1 −Hs, Ls] = − es
We leave the remaining verifications to the reader.
10 The action of sl(s + 1,R) on cohomology.
Primitive forms
In this section we complete the set of identities which we begun to describe
in Theorem 9.6. These last identities will allow us to show that we have
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a representation of the Lie algebra sl(s + 1,R) on the cohomology of an
s-Ka¨hler manifold, induced by the representation on the space of forms de-
scribed in Corollary 9.8. This will be done showing that the Laplacian ∆d
commutes with the action of sl(s+ 1,R).
Theorem 10.1 (s-Ka¨hler identities) Let (M,ω1, ..., ωs, g) be a compact
oriented s-Ka¨hler manifold. Then we have that:
1) ∀k [Lk, d] = 0;
2)If we define dck := [Lk, d
∗], we have that ∀k ddck + dckd = 0;
3) ∀k [Lk,∆d] = [Λk,∆d] = 0, where ∆d is the d-Laplacian relative to
the metric g and to the orientation.
Proof
1) This equation follows immediately from the fact that dωk = 0.
2) If we write down the expression for dck in standard s-Ka¨hler coordinates
centered at a point p ∈ M , we see that no derivative of the metric appears.
Therefore, when we write down the expression for ddck + d
c
kd, only the
first derivatives of the metric are involved. We skip the details, as they are
completely analogous to those of, for example, [GH, Pages 111-115].
It follows, as in the classical case of Ka¨hler manifolds, that to prove the
equation it is enough to reduce to the case of a constant metric. When the
metric is flat, however, the equation is easily seen to be equivalent (using 1))
to [Lk,∆d] = 0, which with a flat metric follows immediately from the fact
that ωk is constant in flat (orthonormal) coordinates.
3) The second equation is the adjoint of the first. The first one, once written
down explicitely in terms of d and d∗, follows immediately from points 1)−2).
Corollary 10.2 Let (M,ω1, ..., ωs, g) be a compact s-Ka¨hler manifold. Then
there is a canonical representation of the simple Lie algebra sl(s + 1,C) on
H∗(M,C).
Definition 10.3 For a compact oriented s-Ka¨hler manifold M , we indicate
with Hq(M,C) the complexification of the space of ∆d-harmonic forms. We
indicate with Lk,Λk, Hk, e
k, fk,hk the operators of sl(s+1,R) defined in the
last part of section 9, also when they are acting on Hq(M,C). In this context
they will be thought of as elements of sl(s+ 1,C).
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We will now describe a canonical decomposition of the space of forms. The
linear spans in the following definitions are always intended over the complex
numbers.
Definition 10.4
sl(s+ 1,C)+ = < [Li,Λi+j] | i, j > 0 > + < Li | i > 0 >,
sl(s+ 1,C)− = < [Li+j ,Λi] | i, j > 0 > + < Λj | j > 0 >,
ks = subalgebra of sl(s+1,C) generated by < [Li,Λi+j] | i > 0, j 6= 0 >,
ks
+ = < [Li,Λi+j] | i, j > 0 >, ks− = < [Li+j ,Λi] | i, j > 0 >
LW q = v ∈ Hq(M,C) s.th. sl(s+ 1,C)−v = (0)
ls = < Li | i = 1, ..., s >
Definition 10.5 Primq = UksLW q
Remark 10.6 From the definition it is clear that Primq is a sub-ks-module
of Hq(M,C)
Because sl(s+1,C) is split and simple, we know that any finite dimensional
complex representation will be completely reducible, and that any irreducible
finite dimensional module must me a highest weight module. We will actually
use lowest weight modules, and this is clearly correct in the case of sl(s+1,C).
From the definition, it is clear that LW q is just the space of lowest weight
vectors contained inside Hq(M,C).
Theorem 10.7 For all q there is a natural decomposition of ks-modules
Hq(M,C) = ⊕
i≥0
Si(ls)Prim
q−2i
Lemma 10.8 1) The algebra ks is semisimple.
2) Primq = Uks+LW q.
3) ΛjUks+LW q = (0) ∀i, q
Proof
1) From the definition, and proceeding as we did for sl(s+1,C), we see that
actually ks ∼= sl(s,C). Note that if s = 1 we have ks = (0)
2) From the Poincare’-Birkhoff-Witt theorem applied to the lie algebra ks,
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ordering in a way to put ks
− before ks
+, we get immediately what we want.
3) From the Poincare´-Birkhoff-Witt theorem applied to the lie algebra sl(s+
1,C), ordering in a way to put < Λi|i = 1, . . . , s > < ks− < ks+ < <
Li|i = 1, . . . , s > and observing that ΛjUks+LW q ⊂ Hq−2(M,C) we get
immediately what we want.
Proof of the theorem
1) Uks+LW q ∩ lsHq−2(M,C) = (0).
LW q ∩ lsHq−2(M,C) = (0), because if v ∈ LW q ∩ lsHq−2(M,C), by
decomposing sl(s + 1,C)Hq−2(M,C) into irreducible modules we may sup-
pose that v =
∑
i vi, with vi ∈ LW q ∩ sl(s + 1,C)+ui and ui ∈ LW qi
with qi ≤ q − 2. But then we must have vi = 0 for all i, because a lowest
weight module can contain only one nonzero lowest weight vector (which is
a generator). Now, it is clear form the Poincare’-Birkhoff-Witt theorem that
lsHq−2(M,C) is a ks-module (it is generated by lowest weight vectors of de-
gree smaller than or equal to q − 2). Therefore, Uks+LW q ∩ lsHq−2(M,C)
is a finite dimensional ks-module. As ks is semisimple, it follows that this
module must be a direct sum of lowest weight modules. Lowest weight vec-
tors v for ks are defined by the property that ks
−v = 0 However, we
know that for all elements of Uks+LW q, and in particular for any such v,
Λjv = (0) ∀i It follows that any lowest weight vector for ks in Uks+LW q
must be inside LW q, and therefore if Uks+LW q ∩ lsHq−2(M,C) 6= (0) then
LW q ∩ lsHq−2(M,C) 6= (0).
2) Uks+LW q + lsHq−2(M,C) = Hq(M,C)
Use the Poincare’-Birkhoff-Witt theorem applied to the lie algebra sl(s +
1,C), and putting ls after ks
+, and observe that H∗(M,C) is generated over
sl(s+ 1,C)+ by lowest weight vectors.
3) From points 1) and 2) we deduce thatHq(M,C) = Primq ⊕ lsHq−2(M,C).
We now proceed inductively on q, the case q ≤ 2 being taken care of by points
1) and 2). We assume inductively thatHq−2(M,C) = ⊕i≥0 Si(ls)Primq−2i−2.
To conclude, using points 1) and 2), it is enough to observe that, if i 6= j,
Si(ls)Prim
q−2i ∩ Sj(ls)Primq−2j = (0)
from standard Lie algebraic arguments, and that
lsS
i(ls)Prim
q−2i−2 = Si+1(ls)Prim
q−2i−2 = Si+1(ls)Prim
q−2(i+1)
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11 s-Lefschetz theorems
From the previous section it follows that the canonical sl(s+1,R) action on
the forms of an s-Ka¨hler manifold induces an action on de Rham cohomology.
Starting from this observation, and using the results of the previous sections,
we will deduce a result similar to Lefschetz’s theorem for Ka¨hler manifolds.
Theorem 11.1 The multiplication map
Sr (ls) ⊗ Primq(M) → Hq+2r(M,C)
is injective for r ≤ n − q
The proof will be given at the end of this section. The space of primitive
forms was defined in the previous section. Unless otherwise stated, in what
follows we will always assume that the base field is the complex numbers C.
We first need some lemmas.
In the following lemma we will use the multi index notation dyαIα = dy
α
ii
∧
· · ·∧dyαir if Iα = (i1, . . . , ir), and dxJ = dxj1∧· · ·∧dxjt if J = (j1, ..., jt). For
an ordered multi index I = (i1, ..., ir), we also use the notation |I| = r. Io
indicates the ordered complement to the multi index, and the intersection of
two ordered multi indices is the ordered multi index having as entries those
common to the two initial ones.
Lemma 11.2 If x1, .., xn, y
1
1, ..., y
s
n are standard s-Ka¨hler coordinates around
a point p,
Hk(dy
1
I1
∧· · ·∧dysIs∧dxJ) = (|Ik∩J |−|Iok ∩Jo|)dy1I1∧· · ·∧dysIs∧dxJ+O(2)
and therefore, if |Ik| = dk, |J | = n− t
Hk(dy
1
I1
∧ · · · ∧ dysIs ∧ dxJ ) = (dk − t)dy1I1 ∧ · · · ∧ dysIs ∧ dxJ +O(2)
Proof For the first statement, recall the explicit description of the action of
Hk given in Lemma 9.5, Hk = [Lk,Λk] =
∑
i (E
i
kI
i
kE
iI i − I ikEikI iEi) +
O(2). With this description the statement is clear. For the second one,
suppose we have the following decomposition into disjoint subsets A,B,C,D
of {1, . . . , n}:
Ik = A ∪B, J = A ∪ C, A ∪B ∪ C ∪D = {1, . . . , n}
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Then Iok = C ∪ D, Jo = B ∪ D, Ik ∩ J = A, Iok ∩ Jp = D. We
have therefore that |Ik ∩ J | = |A|, |Iok ∩ Jp| = |D|. We also know that
(|A|+|B|) + (|A| + |C|) = dk+(n−t), |A|+|B|+|C|+|D| = n. Therefore,
by subtracting the second equation from the first one, |A| − |D| = dk − t.
We conclude by observing that also |Ik∩J |−|Iok∩Jo| = |A|−|D| as desired.
Lemma 11.3 If v is Hi-homogeneous, say Hiv = λiv, for some fixed i,
then HiLjv = (λi + 1 + δij)Ljv
Proof It is enough to observe that HiLjv = LjHiv + [Hi, Lj]v, and that
from the structure equations for sl(s+ 1,C) [Hi, Lj ] = (1 + δij)Lj .
Lemma 11.4 Let X, Y,H be nonzero linear operators on a finite dimen-
sional vector spaceM such that [X, Y ] = H, [H,X ] = 2X, [H, Y ] = −2Y
(i.e. such that < X, Y,H > is an sl(2)). Then if v ∈ M is a vector such
that H(v) = − λv, λ > 0, we can conclude that Xλv 6= 0
Proof
We decompose M into irreducible sl(2)-modules, which we may assume to
be lowest weight modules, M =
⊕
i
(
< Xk | k ≥ 0 > ui
)
, Y ui = 0
Then if v =
∑
i vi, vi ∈
(
< Xk | k ≥ 0 > ui \ (0)
)
, we must have that
H(vi) = − λvi for all i. It is therefore enough to prove the statement for
M a lowest weight module of the form M = < Xk | k ≥ 0 > u, Y u = 0.
At this point the proof is straightforward.
Lemma 11.5 Let m be a nonzero monomial of degree n− q in the L’s, and
let x ∈ Hq(M,C), with q ≤ n. Then mx = 0 ⇒ x = 0
Proof For q = 0 this is trivial, so assume Q > 0. Assume also x 6= 0.
We may as well assume that x is homogeneous with respect to theHi, because
the equation mx = 0 can be decomposed in its homogeneous parts. Let
p ∈ M be a point where xp 6= 0. It is clearly enough to prove that (mx)p 6= 0.
For this, take a set of standard coordinates x1, ..., xn, y
1
1, ..., y
s
n around p,
and let Ω =< (dx1)p, ..., (dxn)p >. We can from now on assume without
loss of generality that we are working in an s-Ka¨hler vector space, with a
fixed standard basis. We will continue to use the notation Hj, Lj ,Λj for the
operators acting on this vector space, which are obtained by restriction from
the operators Hj , Lj,Λj acting on Hq(M,C).
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We can assume that the number of elements from Ω in each ”monomial” of
xp is fixed, say n− t, because m will increase that number in each monomial
by n− q. Therefore from Lemma 11.2 we know that for each monomial y of
x, and hence for x itself, we have Hix = (di − t)x, ∑j dj < t. Suppose
now that m = Lbss · · ·Lb11 ,
∑
i bi = n − q. Applying Lemma 11.4 once to
the triple L1,Λ1, H1 we see that L
b1
1 x 6= 0, because H1x = (d1 − t) x, t−
d1 ≥ t−∑i di = n− q ≥ b1. Moreover, for i 6= 1, we have from Lemma
11.3
HiL
b1
1 x = (di − t + b1) x
Proceeding inductively, we can therefore assume that Lbkk · · ·Lb11 x 6= 0, and
for i > k HiL
bk
k · · ·Lb11 x =
(
di − t+∑j≤k bj)x. If one observes that
−
(
di − t+∑j≤k bj) = t− di −∑j≤k bj ≥ t−∑l dl −∑j≤k bj =
(n− q)−∑j≤k bj ≥ bk+1,
then applying Lemma 11.4 to the triple Lk+1,Λk+1, Hk+1 we see that
L
bk+1
k+1 · · ·Lb11 x 6= 0, and applying Lemma 11.3 we see also that for i > k+1
HiL
bk+1
k+1 · · ·Lb11 x =
(
(di − t+∑j≤k bj) + bk+1)x = (di − t +∑j≤k+1 bj)x,
concluding the inductive step.
Definition 11.6 We will indicate with ≤
d−LEX
( resp. <
d−LEX
) the degree
lexicographic (respect. strict degree lexicographic) ordering on the multi de-
grees of monomials in the Li’s. We will sometimes extend this to an ordering
on the monomials themselves.
Lemma 11.7 Let m be a monomial in ls with respect to the standard basis.
Then inside Usl(s+1,C) we have:
1) For any pair of different indices l > m we have that if m 6= Ldeg(m)s
(i.e. m is not ≤
d−LEX
-maximal) [Hl,m,m] ∈ spank
{
n | m <
d−LEX
n
}
and if ψ ∈ ks− is generic, [ψ,m] 6= 0. We have also that for any positive
r [ks
−, Lrs] = (0). If we started with l < m, we would have that if m is
not ≤
d−LEX
-maximal, [Hl,m,m] ∈ spank
{
n | n <
d−LEX
m
}
.
2) For any φ ∈ Uks− we have φm ∈ spank
{
n | m ≤
d−LEX
n
}
Uks−
Proof
We will use the notation Hl,m = [Ll,Λm], so that Hl,l = Hl. We know from
Theorem 9.6 that
[Hl,m, Li] =
{
0 for i 6= m
Ll for i = m
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If we want to evaluate [Hl,m, Lin], we can use the standard relation
[Hl,m, Lin] = Hl,m[Li,n] + [Hl,m, Li]n
and proceed inductively on deg(m). It is clear that if ψ ∈ ks− is not in
the span of { Hi,j | Lj 6 | m } we have [ψ,m] 6= 0, and the above space is
not all of ks
− precisely when m 6= Ldeg(m)s . For the proof of the second
part, we have only to use the first part and the associativity property of
multiplication.
Lemma 11.8 Let v ∈ LW q be a homogeneous element (also with respect
to the action), let {η1, . . . , ηt} ⊂ Uks+ , {m1, . . .mt} ⊂ Sr (ls) (where
the mi are assumed to be different monomials with respect to the given basis)
and assume that m1η1v + · · · + mtηtv = 0. Then if r ≤ n − q we
have that η1v = · · · = η1v = 0.
Proof Suppose by contradiction that m1η1v + · · · + mtηtv = 0 with
all the mi different monomials with respect to the given basis, and all the
η1v 6= 0. We want to proceed by (inverted) induction on the lexicographic
ordering of the multi degree of the monomials appearing, using the fact that
the case t = 1 is known (it is the content of Lemma 11.5). Suppose
therefore that we have t > 1, and let |m| indicate the multi degree of
the monomial m. We may assume without loss of generality that ∀ i >
1 |m1| <d−LEX |mi|. Now, it is a standard fact of the theory of lowest
weight modules for ks ∼= sl(s) (or for sl(s + 1,C)) that there must be
φ ∈ Uks− with φη1v = v. Then, multiplying the relation assumed to
exist by φ, and using the second part of Lemma 11.7, we get a new relation
m1v + m
′
2η
′
2v + · · · + m′t′η′tv = 0 with |m1| <d−LEX |m′i| for all i. From
the first part of the same Lemma, we obtain that for generic ψ ∈ ks− the
relation ψ (m1v + m
′
2η
′
2v + · · · + m′t′ηtv) = 0 is of the form
m′2η
′′
t v + · · · + m′t′η′′t v +
∑
m 6= m′2,...m
′
t′
,|m1|<d−LEX |m|
ηmv = 0
with all the η′′t v different from zero.
By inverse ≤
d−LEX
-induction, we conclude that we can reduce to the case of
t = 1, and therefore we obtain a contradiction.
Proof of theorem 11.1
Let w1, ..., wt be elements ofPrim
q(M), with q ≤ n, let {m1, . . .mt} ⊂ Sr (ls)
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be a set of distinct monomials (with respect to the given basis L1, ..., Ls), with
r = n− q, and assume that
m1w1 + · · · + mtwt = 0
Let B be a fixed basis of LW q formed by homogeneous vectors (with respect
to the Hj). From Definition 10.5 we know that we can write any wi as a
sum of the form
∑
j η
i,jvki,j , where the η
i,j are different elements of Uk+s and
the vki,j are elements of B, all different for fixed i. The relation becomes∑
i,j
miη
i,jvki,j = 0
By putting if necessary some of the ηi,j equal to zero, and reordering their
second index, we may assume that all the expressions for the wi involve
all the elements from B, and that ηi,j is the coefficient relative to vj. The
equation above then becomes
∑
j (
∑
imiη
i,j) vj = 0. Because different vk
generate distinct (and disjoint) sl(s+ 1,C)-modules, we can decompose the
dependence relation above according to the elements of B involved, and we
obtain therefore that
∀ j ∑
i
miη
i,jvj = 0
From Lemma 11.8 we conclude that all the ηi,j must be zero, and therefore
all the wi are zero, as desired.
Remark 11.9 For the canonical 2-Ka¨hler structure on the tree dimensional
Torus T3, we have that dimR(Prim
2(T3)) = 1 and n = 1, and therefore
it is not true in general that for a compact 2-Ka¨hler manifold M one has
Primq(M) = 0 for q > n. Another counterexample to the vanishing is
given by the orientation class on any compact oriented s-Ka¨hler manifold
M of dimension greater than 4n, e.g. any torus Ts+1 with its canonical
s-Ka¨hler structure and with s ≥ 4. Indeed, such a class cannot be in the
image under application of the Lj operators of any class of degree less than
dim(M)− 2n > 2n.
12 Conclusions
In this paper we tried to introduce the notions of polysymplectic manifold
and of (almost) s-Ka¨hler manifold in the most straightforward way possible.
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However, it should be noted that there is a very natural way to generalize
further the above definitions, and that this generalization may prove useful.
For the sake of completeness, we give it here, so that it doesn’t clutter the
rest of the paper with unnecessary generality:
Definition 12.1 Let G be a hypergraph on the vertex set V, with edge set
E . Assume that for all vertices v ∈ V it is given an ordering <v on E(v), the
set of edges containing the vertex v. Let n be a natural number. A smooth
manifold M together with smooth differential forms ωv (one for each element
of V) is said to be G-symplectic of rank n if for any p ∈M there is an open
neighborhood of p in M , and coordinates xei , i = 1, ..., n, e ∈ E such that
ωv =
n∑
i=1
dx
e1(v)
i ∧ · · · ∧ dxek(v)(v)i
where e1(v) <v · · · <v ek(v)(v) are all the edges containing the vertex v in
increasing order.
Remark 12.2 Polysymplectic manifolds are obtained from the hypergraph
(with orderings)
Ps = {{v1}1, ..., {vs}s, {v1, ..., vs}s+1} , ∀j {v1, ..., vs}s+1 <vj {vj}j
Note that the markings on the edges are necessary to distinguish edges con-
taining the same vertices. This happens for s = 1 (symplectic manifolds):
P1 = {{v1}1, {v1}2} , {v1}2 <v1 {v1}1. The hypergraph
Ms = {{v1}1, ..., {v1}s} , {v1}1 <v1 · · · <v1 {v1}s
describes a space with a single closed s-form. We believe that this object has
been studied in the literature, under the name s-symplectic manifold, or pos-
sibly multisymplectic manifold. This generalization of symplectic manifolds
is in a sense “transversal” to the one that we studied in the present paper.
Note that P1 =M2.
We do not write down the easy generalization of the notions of almost s-
Ka¨hler and s-Ka¨hler manifold, to that of (almost) G-Ka¨hler manifold. The
interested reader can do that by himself, mimiking the definition of (almost)
s-Ka¨hler manifold. We did not check how much of the theory generalizes to
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this setting. This might be a good exercise!
Concerning the study of special lagrangian fibrations, in a forthcoming paper
we will show that the language of (almost) 2-Ka¨hler manifolds can be very
effective in studying their role in the approach of Strominger, Yau and Zaslow
to mirror symmetry.
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