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Abstract We consider stochastic systems of interacting particles or agents, with dynamics determined by an
interaction kernel which only depends on pairwise distances. We study the problem of inferring this interaction
kernel from observations of the positions of the particles, in either continuous or discrete time, along multiple
independent trajectories. We introduce a nonparametric inference approach to this inverse problem, based on a
regularized maximum likelihood estimator constrained to suitable hypothesis spaces adaptive to data. We show
that a coercivity condition enables us to control the condition number of this problem and prove the consistency
of our estimator, and that in fact it converges at a near-optimal learning rate, equal to the min-max rate of 1-
dimensional non-parametric regression. In particular, this rate is independent of the dimension of the state space,
which is typically very high. We also analyze the discretization errors in the case of discrete-time observations,
showing that it is of order 1/2 in terms of the time gaps between observations. This term, when large, dominates
the sampling error and the approximation error, preventing convergence of the estimator. Finally, we exhibit an
efficient parallel algorithm to construct the estimator from data, and we demonstrate the effectiveness of our
algorithm with numerical tests on prototype systems including stochastic opinion dynamics and a Lennard-Jones
model.
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1 Introduction
We consider a system of particles or agents interacting in a random environment, with their motion described by
a first-order Stochastic Differential Equation in the form
dxi,t =
1
N
N∑
i′=1
φ(‖xj,t − xi,t‖)(xj,t − xi,t)dt+ σdBi,t , for i = 1, . . . , N, (1.1)
where xi,t ∈ Rd represents the position of particle i at time t, φ : R+ → R is an interaction kernel dependent on
the pairwise distance between particles, and Bt is a standard Brownian motion in RNd, with σ > 0 representing
the scale of the random noise. This is a gradient system, with the energy potential Vφ : RNd → R
Vφ(Xt) =
1
2N
∑
i,i′
Φ(‖xi,t − xi′,t‖) with Φ′(r) = φ(r)r , (1.2)
where Xt = (xi,t)i=1,...,N ∈ RdN is the state of the system. Letting
fφ := −∇Vφ , (1.3)
we can write Eq.(1.1) in vector format as
dXt = fφ(Xt)dt+ σdBt . (1.4)
The particles interact with each other based on their pairwise distance, with dissipation of the total energy, with
the system tending to a stable point of the energy potential, while the random noise injects energy to the system.
Such systems of interacting particles arise in a wide variety of disciplines, including interacting physical
particles [50,23] or granular media [3,2,4,9,13,14] in Physics, opinion aggregation on interacting networks in
Social Science [25,47,44], and Monte Carlo sampling [39,37], to name just a few.
Motivated by these applications, the inference of such systems from data gains increasing attention. For deter-
ministic multi-particles systems, various types of learning techniques have been developed (see e.g. [10,41,40,42,
1,15] and the reference therein). When it comes to stochastic multi-particle systems, only a few efforts have been
made, e.g. learning reduced Langevin equations on manifolds in [20] (without however assuming nor exploiting
the structure of pairwise interactions), learning the parametric potential function in [11,16] from single trajectory
data, and estimating the diffusion parameter in [20,27].
Our goal is to estimate the interaction kernel φ given discrete-time observation data from trajectories {X(m)t0:tL}Mm=1,
where the initial conditions {X(m)t0 }Mm=1 are independent samples drawn from a distribution µ0 on RdN , and
t0 : tL indicates times 0 = t0 < t1 < · · · < tl < · · · < tL = T , with with tl = l∆t.
Since in general, little information about the analytical form of the kernel is available, we infer it in a non-
parametric fashion (e.g. [21,7,24]). We note that the problem we consider is to learn a latent function in the drift
term given observations from multiple trajectories, which is different from the ample literature on the inference
of stochastic differential equations (see e.g. [35,30]), focusing either on parameter estimation or inference for
ergodic system. In particular, our learning approach is close in spirit to the nonparametric regression of the drift
studied in [45] for ergodic system and in [18] from i.i.d paths. However, for systems of interacting particles one
faces the curse of dimensionality when learning the high-dimensional drift directly as a general function on the
high-dimensional state space RdN . Instead, we will exploit the structure of the system and learn the latent interac-
tion kernel in the drift, which only depends on pairwise distances, and show that the curse of dimensionality may
be avoided, when such inverse problem is well-conditioned.
We introduce a maximum likelihood estimator (MLE), along with an efficient algorithm that can be imple-
mented in parallel over trajectories, with an hypothesis space adaptive to data to reach optimal accuracy. Under a
coercivity condition, we prove that the MLE is consistent, and converges at the min-max rate for one-dimensional
nonparametric regression. We also analyze the discretization errors due to discrete-time observations: we show it
leads to an error in the estimator that is of order ∆t1/2 (with ∆t = T/L = tl+1 − tl), and as a result, it prevents
us from obtaining the min-max learning rate in sample size. We demonstrate the effectiveness of our algorithm
by numerical tests on prototype systems including opinion dynamics and a stochastic Lennard-Jones model (see
Section 5). Numerical results verify our learning theory in the sense that that the min-max rate of convergence is
achieved, and the bias due to the numerical error is close to the order ∆t1/2.
2
1.1 Overview of the main results
We consider an approximate maximum likelihood estimator (MLE),
which is the maximizer of the approximate likelihood of the observed trajectories, over a suitable hypothesis
spaceH:
φ̂L,T,M,H = argmin
ϕ∈H
EL,T,M (ϕ),
where EL,T,M (ϕ) is an approximation of the negative log-likelihood of the discrete data {X(m)t0:tL}Mm=1. Using the
fact that the drift term fφ is linear in φ and hence EL,T,M (ϕ) is a quadratic functional, we propose an algorithm
(see Algorithm 1) that efficiently computes this MLE by least squares. With a data-adaptive choice of the basis
functions {ψp}np=1 for the hypothesis spaceH, we obtain the MLE
φ̂L,T,M,H =
n∑
p=1
âL,T,M,H(p)ψp (1.5)
by computing the coefficients âL,T,M,H ∈ Rn from normal equations. The algorithm may be implemented by
building in parallel the equations for each trajectory.
We develop a systematic learning theory on the performance of this MLE. We propose first a coercivity condi-
tion that ensures the robust identifiability of the kernel φ, in the sense that the derivative of the pairwise potential
defined in (1.2), Φ′(r) = φ(r)r, can be uniquely identified in the function space L2(R+, ρT ), where ρT is the
measure of all pairwise distances between particles. Then, we consider the convergence of the estimator, from
both continuous-time and discrete-time observations, under the norm
|||ϕ||| := ‖ϕ(·) · ‖L2(ρT ) =
(∫
R+
|ϕ(r)r|2ρT (dr)
)1/2
. (1.6)
The case of continuous-time observations (Section 3). We consider the MLE
φ̂T,M,H = argmin
ϕ∈H
ET,M (ϕ),
where ET,M (ϕ) is the exact negative log-likelihood of the continuous-time trajectories {X(m)[0,T ]}Mm=1. We show
that the MLE is consistent, that is, converges in probability to the true kernel under the norm |||·|||. Furthermore, we
show that the MLE converges at a rate which is independent of the dimension of the state space of the system, and
corresponds to the minmax rate for one-dimensional non-parametric regression ([21,17,7,24]), when choosing
the hypothesis space adaptively according to data, the Ho¨lder continuity s of the true kernel, and with dimension
increasing with the amount of observed data. With dim(Hn)  ( MlogM )
1
2s+1 , and assuming that the coercivity
condition holds onHn with a constant cHn > 0, we have, with high probability and in expectation,∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ∣∣∣∣∣∣∣∣∣2 . 1c2Hn
(
logM
M
) 2s
2s+1
The case of discrete-time observations (Section 4). In this case derivatives and statistics of the trajectories in-
between observations need to be approximated, while keeping the estimator efficiently computable: this leads to
further approximations of the likelihood, and consequently of the MLE. This discretization error of the approxi-
mations we use is of order 1/2 in the observation time gap ∆t = T/L, using an approximation of the likelihood
based on the Euler-Maruyama integration scheme. We show that for some C > 0, for any  > 0, with high
probability ∣∣∣∣∣∣∣∣∣φ̂L,T,M,H − φ∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣φ̂T,∞,H − φ∣∣∣∣∣∣∣∣∣+ C (√ n
M
+∆t
1
2
)
,
where φ̂T,∞,H is the projection of the true kernel toH. The discretization error will flatten the learning curve when
the sample size is large, overshadowing the sampling error and the approximation error cause by working within
the hypothesis space. for some positive constants c2 and c3, where φ̂T,∞,H is the projection of the true kernel to
H. The numerical error may overshadow the sampling error and the approximation error of the hypothesis space.
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Fig. 1: Diagram of the (regularized) MLE error analysis and convergence. For continuous-time observations, we
refer to Proposition 3.4 for analysis of SE: φˆT,M,H − φˆT,∞,H and Theorem 3.2 for bounding the total estimation
error φˆT,M,H − φ. For discrete-time observations, we refer to Proposition 4.2 for SE-L: φˆL,T,M,H − φˆL,T,∞,H,
Proposition 4.1 for DE: φˆL,T,∞,H − φˆT,∞,H, and Theorem 4.2 for φˆL,T,M,H − φ.
Variable Definition
xi,t ∈ Rd position or opinion of particle i at time t, see (1.1)
Xt = (x1,t, . . . ,xN,t) ∈ RdN state vector: position of the N particles, see (1.4)
‖ · ‖ Euclidean norm in Rd or operator norm of a matrix
rii′ (t), rii′′ (t) ∈ Rd xi′,t − xi,t and xi′′,t − xi,t,
rii′ (t), rii′′ (t) ∈ R+ rii′ (t) = ‖rii′ (t)‖ and rii′′ (t) = ‖rii′ (t)‖,
φ interaction kernel, see (1.1)
fφ drift function of the system, see (1.4)
Vφ =
1
2N
∑
i,i′ Φ(‖xi,t − xi′,t‖) energy potential with Φ′(r) = φ(r)r, see (1.2)
Table 1: Notation for the system of interacting particles driven by equation (1.1).
In both cases, we decompose the error in the MLE into sampling error from the trajectory data, and approx-
imation error from the hypothesis space, as illustrated in the diagram in Figure 1. In the case of continuous-time
observations, the sampling error is the error between φ̂T,M,H and the MLE from infinitely many trajectories (de-
noted by φ̂T,∞,H): this will be controlled with concentration equalities. The approximation error φ̂T,∞,H − φ is
adaptively controlled by a proper choice of hypothesis space. The analysis is carried out in the infinite-dimensional
space L2(ρT ). In the case of discrete-time observations, we provide a finite-dimensional analysis to study directly
the MLE in our proposed algorithm, that is, analyzing the error of âL,T,M,H in (1.5) with proper conditions on
the basis functions. The sampling error φ̂L,T,M,H− φ̂L,T,∞,H is analyzed through âL,T,M,H− âL,T,∞,H, and the
discretization error between φ̂L,T,∞,H and φ̂T,∞,H is analyzed through âL,T,M,H − âT,∞,H. The discretization
error comes from the discrete-time approximation of the likelihood, and it vanishes when the observation time gap
∆t reduces to zero, recovering the convergence of the MLE as in the case of the continuous-time observations.
1.2 Notation and outline
Throughout this paper, we use bold letters to denote vectors or vector-valued functions. We use the notation in
Table 1 for variables in the system of interacting particles.
We restrict our attention to interaction kernels φ in the admissible set
KR,S := {ϕ ∈ C1(R+) : Supp(ϕ) ⊂ [0, R], ‖ϕ‖∞ + ‖ϕ′‖∞ ≤ S}. (1.7)
Let Ω be an arbitrary compact (or precompact) set of a Euclidean space (which may be R+, Rd or RdN ), with the
Lebesgue measure unless otherwise specified. We consider the following function spaces
– L∞(Ω): the space of bounded functions on Ω with norm ‖g‖∞ = ess supx∈Ω |g(x)|;
– C(Ω) : the closed subspace of L∞(Ω) consisting of continuous functions;
– Cc(Ω) : the set of functions in C(Ω) with compact support;
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Notation Definition
M number of observed trajectories
t0 : tL = {tl}Ll=1 observation times in [0, T ], 0 = t0 < · · · < tL = T , tl = l∆t = lT/L
µ0 probability distribution in RdN for initial configurations X0
H and {ψp}np=1 the hypothesis space of learning, and a basis for it
ET,M (·) and EL,T,M (·) empirical error functionals from continuous/discrete data, see (3.1) and (2.4)
φ̂T,M,H and φ̂L,T,M,H minimizers, overH, of ET,M (ϕ) and EL,T,M (ϕ), see (3.2) and (2.5)
âL,T,M,H coefficient vectors of φ̂L,T,M,H w.r.t. basis {ψp}np=1, see (2.8)
|||·||| L2(ρT )-based norm: |||φ||| = ‖φ(·) · ‖L2(ρT ), see (1.6)
Table 2: Notation used for the estimator of the interaction kernel φ.
– Ck,α(Ω) with k ∈ N, 0 < α ≤ 1: the space of functions whose k-th derivative is Ho¨lder continuous of order
α. In the special case of k = 0 and α = 1, g ∈ C0,α(Ω) is called Lipchitz continuous on Ω; the Lipschitz
constant of g ∈ Lip(Ω) is defined as Lip[g] := supx 6=y |g(x)−g(y)|‖x−y‖ .
We summarize the notation for the inference of the interaction kernel in Table 2. The function space in which
we perform the estimation is the space of functions ϕ such that ϕ(·)· ∈ L2(R+, ρT ), where ρT is the measure
of pairwise distances between all particles on the time interval [0, T ] (see (2.9)). We will focus on learning on
the compact (finite- or infinite-dimensional) subset of L∞([0, R]) (where [0, R] is the support of the functions
in the admissible set KR,S) in the theoretical analysis, however in the numerical implementation we will use
finite-dimensional linear subspaces L2([0, R], ρT ) spanned by piecewise polynomials functions. While these lin-
ear subspaces are not compact, it is shown that the minimizers over the whole linear space are bounded and thus
the compactness requirements are not essential (e.g., see Theorem 11.3 in [24]). We shall therefore assume the
compactness of the hypothesis space in the theoretical analysis.
The remainder of the paper is organized as follows. We first provide an overview of our learning theory. In Sec-
tion 2, we present a practical learning algorithm with theory-guided optimal settings on the choice of hypothesis
spaces and with a practical assessment of the learning results. We then demonstrate the effectiveness of the algo-
rithm on prototype systems including a stochastic model for opinion dynamics, and a stochastic Lennard-Jones
model in Section 5. We establish a systematic learning theory analyzing the performance of the MLE, considering
continuous-time observations in Section 3 and discrete-time observations in Section 4. We present in the appendix
detailed proofs.
2 Nonparametric inference of the interaction kernel
We present in this section the nonparametric technique we study for the inference of the interaction kernel, and
corresponding algorithms. We discuss assessment of the performance of the estimator and its performance in
trajectory prediction. The proposed estimator is based on maximum likelihood estimation on data-adaptive hy-
pothesis spaces so as to achieve optimal rate of convergence, guided by our learning theory in Section 3 -4.
2.1 The maximum likelihood estimator
As a variational approach, we set the error functional to be the negative log-likelihood of the data {X(m)t0:tL}Mm=1,
and compute the maximum likelihood estimator (MLE).
The error functional. Recall that by the Girsanov theorem, for a continuous trajectory X[0,T ], its negative log-
likelihood ratio between the measure induced by system (1.1), with an admissible kernel φ, and the Wiener mea-
sure is
EX[0,T ](φ) =
1
2σ2TN
∫ T
0
(‖fφ(Xt)‖2 − 2〈fφ(Xt), dXt〉 dt) . (2.1)
As we do not know the interaction kernel φ that generated the trajectory X[0,T ], we can let ϕ be any possible
admissible interaction kernel, and upon replacing φ by ϕ in (2.1), observe that EX[0,T ](ϕ) is the log-likelihood
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of seeing the trajectory X[0,T ] if the system (1.1) were driven by the interaction kernel ϕ. In this case EX[0,T ](ϕ)
may be interpreted as a error functional, which we wish to minimize over ϕ, in order to obtain an estimator for φ.
Given only discrete-time observations Xt0:tL , where (tl = l∆t, l = 0, . . . , L) with ∆t = T/L (the case of
non-equispaced-in-time observation is a straightforward generalization), the error functional EX[0,T ](ϕ) may be
approximated as
EXt1:tL (ϕ) :=
1
2σ2TN
L−1∑
l=0
(‖fϕ(Xtl)‖2∆t− 2〈fϕ(Xtl),Xtl −Xtl−1〉) . (2.2)
The corresponding approximate likelihood is equivalent to the likelihood based on the Euler-Maruyama (EM)
scheme (whose transition probability density is Gaussian):
Xtl+1 =Xtl + fϕ(Xtl)∆t+ σ
√
∆tWl , Wl ∼ N (0, INd×Nd) (2.3)
Note that while higher-order approximations of the stochastic integral (or, equivalently, approximations based on
higher order numerical schemes) may be more accurate than the EM scheme, they lead to nonlinear optimization
problems in the computation of the MLE defined below, and we shall therefore avoid them. The EM-based ap-
proximation preserves the quadratic form of the error functional, and leads to an optimization problem that can
may be solved by least squares. As we show in Theorem 4.2, this discrete-time approximation leads to an error
term of order ∆t1/2 in the MLE, which will be small in the regime on which we focus in this work.
Since the observed discrete-time trajectories {X(m)t0:tL}Mm=1 are independent, since X0 is drawn i.i.d. from µ0,
the joint likelihood of the trajectories is the product of the likelihood of each trajectory. Therefore, the correspond-
ing empirical error functional is defined to be
EL,T,M (ϕ) := 1
M
M∑
m=1
E
X
(m)
t1:tL
(ϕ). (2.4)
A regularized Maximum Likelihood Estimator. The regularized MLE we consider is a minimizer of the above
empirical error functional over a suitable hypothesis spaceH:
φ̂L,T,M,H = argmin
ϕ∈H
EL,T,M (ϕ), (2.5)
This regularized MLE is well-defined when the minimizer exists and is unique over H. We shall discuss the
uniqueness of the minimizer in Section 3.1, where we show it is guaranteed by a coercivity condition. When the
hypothesis space H is a finite dimensional linear space, say, H = span{ψi}ni=1 with basis functions ψi : R+ →
R, the regularized MLE is the solution of a least squares problem. To see this, letting ϕ =
∑n
i=1 a(i)ψi and
a := (a(1), . . . , a(n)) ∈ Rn, we have fϕ(X) =
∑n
i=1 a(i)fψi(X), due to the linear dependence of fϕ on ϕ.
Then, we can write the error functional in Eq.(2.2) for each trajectory as
E
X
(m)
t1:tL
(a) := E
X
(m)
t1:tL
(ϕ) = aTA(m)a+ aT b(m),
where the matrix A(m) ∈ Rn×n and the vector b(m) ∈ Rn are given by
A(m)(i, i′) =
1
2σ2LN
L−1∑
l=0
〈fψi(X(m)tl ),fψi′ (X
(m)
tl
)〉,
b(m)(i) = − 1
σ2L∆tN
L−1∑
l=0
〈fψi(X(m)tl ),X
(m)
tl+1
−X(m)tl 〉.
(2.6)
Hence, corresponding to ∇EL,T,M = 0 for the error functional in (2.4), we solve the normal equations for a to
obtain the solution âL,T,M,H:
AM,LâL,T,M,H = bM,L, where AM,L :=
1
M
M∑
m=1
A(m), bM,L :=
1
M
M∑
m=1
b(m) (2.7)
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and corresponding desired MLE for the interaction kernel:
φ̂L,T,M,H =
n∑
i=1
âL,T,M,H(i)ψi. (2.8)
The normal equations (2.7) are solved by least squares, so the solution always exists. We will show in Section 4
that assuming a coercivity condition, the matrix AM,L ∈ Rn×n is invertible with high probability when M and L
are large, so the least squares estimator is the unique solution to the normal equations, and the regularized MLE is
the unique minimizer of the empirical error functional overH.
2.2 Dynamics-adapted measures and function spaces
We will assess the estimation error in a suitable function space:L2(R+, ρT ). Here ρT is the distribution of pairwise
distances between all particles:
ρT (dr) :=
1(
N
2
)
T
∫ T
t=0
[ N∑
i,i′=1,i<i′
E[δrii′ (t)(dr)] dt
]
, (2.9)
where δ is the Dirac δ distribution, so that E[δrii′ (t)(dr)] is the distribution of the random variable rii′(t) =||xi,t − xi′,t||, with xi,t being the position of particle i at time t.
The probability measure ρT depends on both the distribution of initial conditions µ0 and the measure deter-
mining the random noise on the path space, while it is independent of the observed data. The measure ρT encodes
the information about the dynamics marginalized to pairwise distances; regions with large ρT -measure correspond
to pairwise distances between particles that are often encountered during the dynamics.
With observations of M trajectories at L discrete-times each, we introduce a corresponding measure
ρL,MT (dr) :=
1(
N
2
)
LM
L−1,M∑
l=0,m=1
[ N∑
i,i′=1,i<i′
δ
r
(m)
ii′ (tl)
(dr)
]
, (2.10)
where r(m)ii′ (t) = ||x(m)i,t −x(m)i′,t || is from them-th observed trajectory. We think of this as an approximation to ρT ,
in two significantly different aspects. In L, because as L→ +∞ our observations tends to be continuous in time,
and in M , as ρL,MT can be thought of, after letting M → +∞, as an empirical approximation to ρT performed
from data on the M independent trajectories.
Accuracy of the estimator. We measure the accuracy of our estimator φ̂L,T,M,H by the quantity
‖(φ̂L,T,M,H − φ)(·) · ‖L2(R+,ρT ).
The function φ(·)·, instead of φ, which at r ∈ R+ takes value φ(r)r, appears naturally in our learning theory in
Section 3, fundamentally because it is the derivative of the pairwise distance potential Φ in (1.2). For simplicity of
notation, for a function ϕ in the hypothesis space, we let
|||ϕ||| := ‖ϕ(·) · ‖L2(ρT ) =
(∫
R+
|ϕ(r)r|2ρT (dr)
)1/2
. (2.11)
Then the mean square error of the estimator is
E
∣∣∣∣∣∣∣∣∣φ̂L,T,M,H − φ∣∣∣∣∣∣∣∣∣2. (2.12)
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Algorithm 1 Learning interaction kernels from many trajectories
1: Input: Data consisting of M independent trajectories {Xmt0:tL}Mm=1; Ho¨lder regularity s of the true kernel.
2: Output: An estimator φ̂L,T,M,HnM for the interaction kernel.
3: Compute the pairwise distances and the empirical measure ρL,MT in (2.10).
4: Construct the basis {ψp}nMp=1 with adaptive partition based on ρL,MT , and with nM given by (2.13).
5: Assemble the normal equations (2.7) (in parallel).
6: Solve the normal equation and return φ̂L,T,M,HnM as in (2.8).
2.3 Hypothesis spaces and nonparametric estimators
As standard in nonparametric estimation, we let the hypothesis space H grow in dimension with the number of
observations, avoiding under- or over-parametrization, and leading to consistent estimators, that in fact reach an
optimal minimax rate of convergence (see e.g. [21,24,22]).
Similar to [41,40], we set the basis functions {ψi}ni=1 to be piecewise polynomials on a partition of the support
of the density function of the empirical probability measure ρL,MT .
Guided by the optimal rate convergence results in Section 3, we will set the dimension of the hypothesis space
H to be
n = C(M/ logM)1/(2s+1), (2.13)
where the number s is the Ho¨lder index of continuity of the basis functions, and it is be chosen according the
regularity of the true kernel. When T is large and when the system is ergodic, we set
n = C(Ness/ logNess)
1/(2s+1),
where Ness := M Tτ , with τ denoting the auto-correlation time of the system, is the effective sample size of the
data. Here the auto-correlation time τ is the equivalent of the mixing time for a reversible ergodic Markov chain
[36].
We estimate the auto-correlation time by the sum of the temporal auto-correlation function of a pairwise
distance ri,j (we refer to [51] for detailed discussion on the estimation of auto-correlation time, which is a whole
subject by itself).
We will prove bounds, that hold with high probability, on the Mean Squared error (MSE) of the MLE φL,T,M,HnM
in (2.8) for fixed and largeM , for a fixed time T and for suitable hypothesis spacesHnM with dimension nM as in
(2.13). When continuous-time trajectories are observed, the MSE is of the order ( logMM )
2s
2s+1 with high probability,
according to Theorem 3.2, and so is its expectation. In particular, this avoids the curse of dimensionality of the
state space (dN ). When the observations are discrete-time trajectories with observation gap ∆t, the error is of the
order ( logMM )
2s
2s+1 +∆t1/2 with a high probability according to Theorem 4.2.
2.4 Algorithmic and computational considerations
The algorithm is summarized in Algorithm 1. Note that the normal matrices {A(m)} and vectors {b(m)} are defined
trajectory-wise and therefore may be computed in parallel. When the size of the system is large (i.e. dN is large),
this allows one to accelerate the computation of the estimator, by assembling these normal matrices and vectors for
each trajectory in parallel, and updating the normal matrix AM,L and vector bM,L. The total computational cost of
constructing our estimator, given P CPU’s, isO(LN
2d
P Mn
2+n3). This becomesO(LN
2d
P M
1+ 12s+1 +CM
3
2s+1 )
when n is chosen optimally according to Theorem 3.2 and φ is at least in C1,1 (corresponding to the index of
regularity s ≥ 2 in the theorem).
2.5 Accurracy of trajectory prediction
One application of estimating the interaction kernel from data is to preform predictions of the dynamics. Given an
estimator, the following Proposition bounds its accuracy in predicting the trajectories of the system driven by the
true interaction kernel:
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Proposition 2.1 Let φ̂ ∈ KR,S be an estimator of the true kernel φ , where KR,S is the admissible set defined in
(1.7). Denote by X̂t and Xt the solutions of the systems with kernels φ̂ and φ respectively, starting from the same
initial condition and with the same random noise. Then we have
sup
t∈[0,T ]
E
[
1
N
‖X̂t −Xt‖2
]
≤ 2T 2e8T 2(R+1)2S2
∣∣∣∣∣∣∣∣∣φ̂− φ∣∣∣∣∣∣∣∣∣2
where the measure ρT is defined by (2.9).
We postpone the proof to Section A.3.
3 Learning theory: continuous-time observations
We analyze first the regularized MLE in the case of continuous-time observations {X(m)[0,T ]}Mm=1. We show that
under a coercivity condition, the regularized MLE is consistent, and that with proper choice of the hypothesis
spaces, we can achieve an optimal learning rate ( logMM )
2s
2s+1 .
Recall from Eq.(2.1) that
EX[0,T ](ϕ) :=
1
2σ2TN
∫ T
0
(‖fϕ(Xt)‖2 − 2〈fϕ(Xt), dXt〉dt)
is the negative log-likelihood of a trajectory X[0,T ], with respect to the measure induced by the system with
interaction kernel ϕ. Then, the negative log-likelihood of independent trajectories {X(m)[0,T ]}Mm=1 is
ET,M (ϕ) := 1
M
M∑
m=1
E
X
(m)
[0,T ]
(ϕ) , (3.1)
and the regularized MLE over a hypothesis spaceH is
φ̂T,M,H ∈ argmin
ϕ∈H
ET,M (ϕ) . (3.2)
The existence of the minimizer follows from the fact that the error functional ET,M (ϕ) is quadratic in ϕ, which in
turn is a consequence of the linearity of fϕ in ϕ. The uniqueness of the minimizer, however, requires a coercivity
condition and is related to the learnability of the kernel, which we discuss in the next section.
3.1 Identifiability and learnability: a coercivity condition
The uniqueness of the minimizer of the error functional ET,M (ϕ) over the hypothesis space ensures that the kernel
is identifiable. This is not granted, even when the number of observed trajectories is infinite: denote
ET,∞(ϕ) := EEX[0,T ](ϕ) = lim
M→∞
ET,M (ϕ) a.s. , (3.3)
where E here, and in all that follows unless otherwise indicated, is the expectation over initial conditions, inde-
pendently sampled from µ0, and over the Wiener measure underlying the random noise, and observe that
ET,∞(ϕ)− ET,∞(φ) = E
[
EX[0,T ](ϕ)− ET,∞(φ)
]
=
1
2σ2NT
E
∫ T
0
‖fϕ−φ(Xt)‖2dt . (3.4)
Only when E
∫ T
0
‖fϕ−φ(Xt)‖2dt > 0 for any ϕ − φ 6= 0 can one ensure the uniqueness of minimizer. This
motivates us to propose the following coercivity condition, introduced in [10] in the case of non-stochastic systems:
Definition 3.1 (Coercivity condition) We say that the stochastic system defined in (1.1) satisfies a coercivity
condition on a setH of functions on R+, with a constant 0 < cH, if
cH|||ϕ|||2≤ 1
2σ2NT
∫ T
0
N∑
i=1
E
[∥∥ 1
N
N∑
i′=1
ϕ(rii′(t))rii′(t)
∥∥2]dt (3.5)
for all ϕ ∈ H such that ϕ(·)· ∈ L2(ρT ). Here |||·||| denotes the norm defined in (2.11). We will denote by cH the
largest constant for which the inequality holds, and call it the coercivity constant.
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The coercivity condition ensures identifiability of the kernel. We emphasize that the kernel is latent, in the
sense that its values at {rii′ = ‖xi′ −xi‖} are undeterminable from data. In fact, to recover (φ(rii′)) ∈ RN(N−1)2
from the observed trajectories, even if we ignore the stochastic noise in the system and assume to have access
to fφ(x) ∈ RdN , which consists of a linear combination of (φ(rii′)) with coefficients rii′ = xi′ − xi, we face
a linear system that is underdetermined as soon as dN (=number of known quantities) ≤ N(N−1)2 (=number
of unknowns), i.e. for d < (N − 1)/2. Thus, in general the exact values of φ at locations {rii′}i,i′ can not
be determined. Furthermore, we have stochastic noise in the system. This suggests that the inverse problem of
estimating the interaction kernel in a space of continuous functions is ill-posed. We will see that the coercivity
condition ensures well-posedness in L2(ρT ), both in the sense of uniqueness and in the sense of stability.
The coercivity condition plays a key role in the learning of the kernel. Beyond ensuring learnability of kernels
by ensuring the uniqueness of minimizer over any compact convex sets, it also enables us to control the error of
the estimator by the discrepancy between the expectation of error functionals, as is shown in Proposition 3.1. We
will use this property to establish the convergence of the estimators in later sections.
To simplify notation, we define a bilinear functional product overH by
〈ϕ1, ϕ2〉 := 1
2σ2NT
E
∫ T
0
〈fϕ1(Xt), fϕ2(Xt)〉dt, ∀ϕ1, ϕ2 ∈ H. (3.6)
Proposition 3.1 LetH be a compact convex subset of L2(R+, ρT ) and assume the coercivity condition (3.5) holds
true on H with constant cH. Then, the error functional ET,∞ defined in (3.3) has a unique minimizer over H in
L2(ρT ):
φ̂T,∞,H = argmin
ϕ∈H
ET,∞(ϕ) . (3.7)
Moreover, for all ϕ ∈ H,
ET,∞(ϕ)− ET,∞(φ̂T,∞,H) ≥ cH
∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣2. (3.8)
Proof From Equation (3.4), we have ET,∞(ϕ)− ET,∞(φ) = 〈ϕ− φ, ϕ− φ〉 . Then,
ET,∞(ϕ)− ET,∞(φ̂T,∞,H)
=〈ϕ− φ, ϕ− φ〉 − 〈 φ̂T,∞,H − φ, φ̂T,∞,H − φ〉
=〈ϕ− φ̂T,∞,H, ϕ+ φ̂T,∞,H − 2φ〉
=〈ϕ− φ̂T,∞,H, ϕ− φ̂T,∞,H〉 + 2〈ϕ− φ̂T,∞,H, φ̂T,∞,H − φ〉
≥cH
∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣2 + 2〈ϕ− φ̂T,∞,H, φ̂T,∞,H − φ〉 ,
where the inequality follows from the coercivity condition. Then, Eq.(3.8) follows once we notice that
〈ϕ− φ̂T,∞,H, φ̂T,∞,H − φ〉 ≥ 0
by the convexity ofH. In fact, since tϕ+ (1− t)φ̂L,∞,H ∈ H, ∀t ∈ [0, 1], we have ET,∞(tϕ+ (1− t)φ̂T,∞,H)−
ET,∞(φ̂T,∞,H) ≥ 0 since φ̂T,∞,H is a minimizer, and so, equivalently,
t〈ϕ− φ̂T,∞,H, tϕ+ (2− t)φ̂T,∞,H − 2φ〉 ≥ 0
⇔〈φ− φ̂T,∞,H, tφ+ (2− t)φ̂T,∞,H − 2φ〉 ≥ 0.
Sending t→ 0+, we obtain 〈ϕ− φ̂T,∞,H, 2φ̂T,∞,H − 2φ〉 ≥ 0.
Well-conditioning from coercivity. When the hypothesis spaceH is a finite-dimensional linear space, the coerciv-
ity constant provides a lower bound for the smallest eigenvalue of the limit of the normal equations matrix AM,L
in Eq.(2.7) as M,L → +∞. Therefore, when the sample size M is large and when the observation frequency L
is high, the matrix AM,L is invertible with a high probability (see Corollary 3 for details), and thus the coercivity
condition ensures the uniqueness of the regularized MLE in Eq.(2.8):
Proposition 3.2 Suppose that the coercivity condition holds on H = span{ψ1, · · · , ψn}, where the basis func-
tions satisfy 〈ψp(·)·, ψp′(·)·〉L2(ρT ) = δp,p′ . Let A∞ =
(〈ψp, ψp′〉)p,p′ ∈ Rn×n with the bilinear functional 〈 ·, ·〉
defined in (3.6). Then the smallest singular value of A∞ is λmin(A∞) = cH .
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Proof For an arbitrary a ∈ Rn, denoting ψ =∑np=1 apψp, we have
aTA∞a = 〈ψ,ψ〉 ≥ cH|||ψ|||2 = cH‖a‖2 (3.9)
where the first equality follows from that the functional 〈 ·, ·〉 is bilinear, and the inequality follows from the
coercivity condition. Note that by the definition of the coercivity constant in (3.5), we have
cH = sup
ψ∈H
〈ψ,ψ〉
|||ψ|||2 = supψ∈H,|||ψ|||=1
〈ψ,ψ〉 ,
which is attained at some ψ∗ ∈ H sinceH is finite dimensional. Hence, the inequality in (3.9) becomes inequality
for ψ∗ and the smallest eigenvalue of of A∞ is cH.
Proposition 3.2 suggests that for the hypothesis space H, it is important to choose a basis that is orthonormal
in L2(ρT ), so as to make the matrix in the normal equations as well-conditioned as possible given the dynamics.
In practice, the unknown ρT is approximated by the empirical density ρ
L,M
T . Therefore, when using local basis
functions, it is natural to use a partition of the support of ρMT .
The coercivity condition and positive integral operators. The coercivity condition introduces constraints on the
hypothesis spaces and on the distribution of the solutions of the system, and it is therefore natural that it depends
on the distribution µ0 of the initial condition X0, the true interaction kernel φ, and the random noise. We review
below briefly the recent developments in [38], where the coercivity condition is proved to hold on any compact
sets of L2(ρT ) for special classes of systems, such as linear systems and nonlinear systems with a stationary
distribution. As discussed in [10,41,40] for the deterministic cases, we believe that the coercivity condition is
“generally” satisfied for “relevant” hypothesis spaces, with a constant independent of the number of particles N ,
thanks to the exchangeability of both the distribution of the initial conditions and that of the particles at any time
t.
The coercivity condition is equivalent to the positiveness of integral operators that arise in the expectation in
Eq.(3.5). More precisely, by the exchangeability of the distribution of Xt, one can rewrite Eq.(3.5) as
cH‖ϕ(·) · ‖2L2(ρT )≤
1
T
∫ T
0
E[ϕ(|rt12|)ϕ(|rt13|)〈rt12, rt13〉]dt
=
∫ ∞
0
∫ ∞
0
ϕ(r)ϕ(s)KT (r, s)drds,
where the integral kernel KT : R+ × R+ → R is defined as
KT (r, s) := (rs)
d
∫
Sd−1
∫
Sd−1
〈ξ, η〉 1
T
∫ T
0
pt(rξ, sη)dtdξdη, (3.10)
with pt(u, v) denoting the joint density function of the random vector (rt12, r
t
13) and S
d−1 denoting the unit
sphere in Rd. The integral kernel K is symmetric semi-positive definite and leads to a semi-positive self-adjoint
integral operator LK . Then, the coercivity condition holds on H if and only if H is contained in the eigen-space
of LK with eigenvalues no less than cH. In particular, if LK is strictly positive, then the coercivity condition holds
true for any compact H ⊂ L2(ρT ). Using Mu¨ntz-type theorems, it is shown in [38] that LK is strictly positive
definite, and therefore the coercivity condition holds, for a large class of systems with interaction kernels in form
of φ(r) = (a+ rθ)γ−1rθ−2 with a ≥ 0 and {(θ, γ) ∈ (0, 1]× (1, 2] : θγ > 1}.
3.2 Consistency and rate of convergence of the estimator
In this section, we consider using a family of finite dimensional linear spaces {Ln : n ∈ N+} ⊂ C1,1[0, R] as
hypothesis spaces and establish the consistency and rate of convergence of our estimators. We assume the spaces
{Ln : n ∈ N+} ⊂ C1,1[0, R] satisfying Markov-Bernstein type inequality: there exist c1, γ > 0 s.t. for all ϕ ∈ Ln
‖ϕ′‖∞ ≤ c1dim(Ln)γ‖ϕ‖∞ . (3.11)
This condition has a long history and rich literature in classical approximation theory, where it is studied when
function spaces satisfy (3.11) (e.g. see the survey paper [53]), which is an important step in establishing inverse
approximation theorems. This kind of inequality holds true on many function spaces that are commonly used as
approximation spaces in practice, including:
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– Ln : trigonometric polynomials of degree n on [0, 2pi] (similarly on [0, R]), for which ‖φ′‖∞ ≤ 12 (dim(Ln)− 1)‖φ‖∞.
This result dates back to Bernstein [6].
– Ln: the polynomial space consisting of all polynomials with degree less than n − 1 on [0, R] (see Theorem
3.3 in [49]), for which ‖ϕ′‖∞ ≤ 2R (dim(Ln) + 1)2‖ϕ‖∞. As a result, (3.11) also holds true for polynomial
splines; other extensions include rational functions. We refer to the reader to [31] for details.
If we choose a compact convex hypothesis set HM contained in some Ln, with a suitable correspondence
between n andM , such that the distance betweenHM and the true kernel φ vanishes asM increases, the following
consistency result holds:
Theorem 3.1 (Strong consistency of estimators) Suppose φ ∈ KR,S , the admissible set defined in (1.7). Let
{Ln : n ∈ N+} ⊂ C1,1[0, R] satisfying (3.11) and
inf
ϕ∈Ln
‖ϕ− φ‖∞ n→∞−−−−→ 0.
Let S0 ≥ S andHM = B∞2S0(LnM ) = {ϕ ∈ LnM : ||ϕ||∞ < 2S0}with dim(LnM ) = nM and limM→∞ nM lognMM =
0. Finally, suppose the coercivity condition holds true on ∪nLn. Then we have
lim
M→∞
∣∣∣∣∣∣∣∣∣φ̂T,M,HM − φ∣∣∣∣∣∣∣∣∣ = 0 with probability one.
If we know the explicit approximation rate of the family {Ln : n ∈ N+}, then by carefully choosing the
dimension of hypothesis spaces as a function of M , we can obtain a near-optimal rate of convergence of our
estimators.
Theorem 3.2 (Convergence rate of estimators) Suppose φ ∈ KR,S , the admissible set defined in (1.7). Assume
that there exits a sequence of linear spaces {Ln : n ∈ N+} ⊂ C1,1[0, R] satisfying (3.11) with the properties
(i) dim(Ln) ≤ c0n for n ∈ N+,
(ii) infϕ∈Ln ‖ϕ− φ‖∞ ≤ c2n−s.
For example, when φ ∈ Ck,α with s = k + α ≥ 2, we may choose Ln to consist of polynomial splines of degree
bs − 1c with uniform knots on [0, R]. Let Hn = B∞S0(Ln) with S0 = c2 + S and n  (M/logM)
1/(2s+1), and
assume that the coercivity condition holds on L := ∪nLn with a constant cL > 0. Then we have
E
[∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ∣∣∣∣∣∣∣∣∣2] ≤ Cc2L
(
logM
M
) 2s
2s+1
,
where C is a constant depending only on σ,N, T,R, S0.
It is fruitful to compare (up to log terms) the rate 2s/(2s+ 1) to that for nonparametric 1-dimensional regres-
sion, where one can observe directly noisy values of the target function φ at sample points drawn i.i.d from ρT . For
the function space Ck,α, this rate is min-max optimal. Our numerical examples in Section 5 empirically validate
the desired convergence rate for s = 1, 2 where we use piecewise constant and linear polynomials. Note that in our
setting, learning φ is an inverse problem, as we do not directly observe the values {φ(‖x(m)i′,t −x(m)i,t ‖)}N,N,Mi,i′=1, m=1.
We also do not require the underlying stochastic process satisfies certain mixing properties and starts from a sta-
tionary distribution. Obtaining this optimal convergence rate in M for short time trajectory observations is there-
fore satisfactory. For long trajectories and under ergodicity assumptions, rates in terms of MT are likely to be
obtainable: in Section 5 we present numerical evidence that suggests that the error does decrease with MT at a
near optimal rate.
3.3 Proof of the main theorems
In the following part, we present the proof for Theorem 3.2, which also yields the proof for Theorem 3.1. The
main techniques includes the Itoˆ formula, concentration inequalities of unbounded random variables, and a gen-
eralization of a novel covering argument in [52] that enables us to deal efficiently with the fluctuations in the data
due to the stochastic noise in the dynamics of the system.
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One major obstacle in the non-asymptotic analysis of our regularized MLE estimators is the unboundness
of stochastic integral of the form 1T
∫ T
0
〈fϕ(Xt), dXt〉dt appearing in the empirical error functional. Unlike the
deterministic case σ = 0, our empirical error functional ET,M (·) is in general not continuous overH with respect
to the ‖ · ‖∞ norm. In the following, we first leverage the general Itoˆ formula described in Theorem A.3, to obtain
a form of the empirical error functional that does not involve a stochastic integral and is amenable to analysis;
we then show that it is continuous on C1,1([0, R]) with respect to the ‖ · ‖1,1 norm. Therefore, in the following
preliminary results for the proofs of the main theorems, we consider the following generic hypothesis space:
Assumption 3.3 The hypothesis space H is a compact convex subset of C1,1([0, R]) with respect to the uniform
norm ‖ · ‖∞ and bounded above by S0 ≥ S.
Lemma 3.1 Suppose ϕ ∈ KR,S , the admissible set defined in (1.7). Let
Vϕ(Xt) =
1
2N
∑
i,i′
Ψ(‖xi,t − xi′,t‖) with Ψ ′(r) = ϕ(r)r ; (3.12)
then, we have, almost surely
−(dVϕ)(Xt) = 〈fϕ(Xt), dXt〉+ σ
2
2N
N∑
i=1
∑
i′ 6=i
(ϕ′(‖xii′‖)‖xii′‖+ ϕ(‖xii′‖)d) dt
Proof Let g(X) = Vϕ(X). Note that g is C2, with derivatives
∂g(X)
∂xi
=
∂Vϕ(X)
∂xi
=
1
N
∑
i′ 6=i
ϕ(‖xi − xi′‖)(xi − xi′)
∂2g(X)
∂xi∂xk
= −δki 1
N
∑
i′ 6=i
ϕ(‖xi − xi′‖)Id + ϕ
′(‖xi − xi′‖)
‖xi − xi′‖ (xi − xi
′)⊗ (xi − xi′)

− δk 6=i 1
N
(
ϕ(‖xi − xk‖)Id + ϕ
′(‖xi − xk‖)
‖xi − xk‖ (xi − xk)⊗ (xi − xk)
)
.
Using Itoˆ’s formula (Theorem A.3) for the Itoˆ process g(Xt), the conclusion follows.
Proposition 3.3 Suppose ϕ1, ϕ2 ∈ H, then it holds almost surely that
|EX[0,T ](ϕ1)− EX[0,T ](ϕ2)| ≤ C1‖ϕ1 − ϕ2‖∞ + C2‖ϕ′1 − ϕ′2‖∞,
where C1 = R
2S0
σ2 +
R2
2σ2T +
d
2 and C2 =
R
2 .
Proof Note that
EX[0,T ](ϕ1)− EX[0,T ](ϕ2)
=
1
2σ2NT
∫ T
0
〈fϕ1−ϕ2(Xt), fϕ1+ϕ2(Xt)〉︸ ︷︷ ︸
I1
dt− 2 〈fϕ1−ϕ2(Xt), dXt〉︸ ︷︷ ︸
I2
.
I1 satisfies
|I1| ≤ ‖fϕ1+ϕ2(Xt)‖‖fϕ1−ϕ2(Xt)‖ ≤ N‖ϕ1 − ϕ2‖∞‖ϕ1 + ϕ2‖∞R2,
since ‖fϕ(Xt)‖ ≤
√
NR‖ϕ‖∞. For I2, Lemma 3.1 yields
|I2| ≤ |Vϕ1−ϕ2(X(0))− Vϕ1−ϕ2(Xt)|
+
σ2
2N
∣∣∣∣∣∣
∫ T
0
N∑
i=1
∑
i′ 6=i
((ϕ1 − ϕ2)′(rii′)rii′ + (ϕ1 − ϕ2)(rii′)d)dt
∣∣∣∣∣∣
≤ (N − 1)
2
‖ϕ1 − ϕ2‖∞R2 + (N − 1)σ
2T
2
(‖ϕ′1 − ϕ′2‖∞R+ ‖ϕ1 − ϕ2‖∞d),
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where we used
|Vϕ(Xt)− Vϕ(X(0))| ≤ 1
2N
∑
ii′
|
∫ rii′,T
rii′,0
ϕ(r)rdr| ≤ (N − 1)‖ϕ‖∞R
2
2
,
which follows from its definition in (3.12). Combining the estimates for I1 and I2, and using ‖ϕ1+ϕ2‖∞ ≤ 2S0,
we obtain
|EX[0,T ](ϕ1)− EX[0,T ](ϕ2)|
≤ R
2
2σ2
‖ϕ1 − ϕ2‖∞
(
‖ϕ1 + ϕ2‖∞ + 1
T
)
+
1
2
(d‖ϕ1 − ϕ2‖∞ + ‖ϕ′1 − ϕ′2‖∞R)
≤ C1‖ϕ1 − ϕ2‖∞ + C2‖ϕ′1 − ϕ′2‖∞, (3.13)
where C1 = R
2S0
σ2 +
R2
2σ2T +
d
2 and C2 =
R
2 .
When M =∞, i.e. we observe infinitely many trajectories, the expectation of our error functional ET,∞, as in
(3.3), does not involve the stochastic integral term. From the proof of Proposition 3.3, we see that it is continuous
overH with respect to the ‖ · ‖∞ norm:
Corollary 1 Suppose ϕ1, ϕ2 ∈ H, then, with C1 = 2R2S0σ2 , we have
|ET,∞(ϕ1)− ET,∞(ϕ2)| ≤ C1‖ϕ1 − ϕ2‖∞.
Proof Using (3.4), we obtain that
|ET,∞(ϕ1)− ET,∞(ϕ2)| = 1
2σ2NT
E
∫ T
0
∣∣〈fϕ1−ϕ2(Xt), fϕ1+ϕ2−2φ(Xt)〉∣∣dt
≤ R
2
2σ2
‖ϕ1 − ϕ2‖∞‖ϕ1 + ϕ2 − 2φ‖∞ ≤ 2R
2S0
σ2
‖ϕ1 − ϕ2‖∞
Recall the definition
φ̂T,∞,H := argmin
ϕ∈H
ET,∞(ϕ).
We now analyze the discrepancy between the empirical minimizer φ̂T,M,H and φ̂T,∞,H, which we called Sampling
Error (SE) in the diagram in Figure 1. We introduce a measurable function on the path space by
Dϕ := EX[0,T ](ϕ)− EX[0,T ](φ̂T,∞,H) (3.14)
for any ϕ ∈ H. From Proposition 3.1 we have
EDϕ = ET,∞(ϕ)− ET,∞(φ̂T,∞,H) ≥ cH
∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣, (3.15)
soDϕ in fact bounds (in expectation) the distance between ϕ and φ̂T,∞,H w.r.t. the ||| · |||-norm. We now perform a
non-asymptotic analysis ofDϕ. We shall show that the random variableDϕ satisfies moment conditions, sufficient
to guarantee strong concentration about its expectation (Proposition 3.4). To do this, we decompose Dϕ as the
sum of a bounded component only involving time integrals and an unbounded component involving stochastic
integrals:
Dϕ : = D
bd
ϕ −Dubdϕ
Dbdϕ : =
1
2σ2NT
∫ T
0
〈fϕ−φ̂T,∞,H(Xt), fϕ+φ̂T,∞,H−2φ(Xt)〉dt
Dubdϕ : =
1
σ2NT
∫ T
0
〈fϕ−φ̂T,∞,H(Xt), dB(t)〉
We prove moment conditions independently for each of these components in the next two Lemmata.
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Lemma 3.2 (Bounds on Dubdϕ ) For ϕ ∈ H and p = 2, 3, 4, . . . ,
E
∣∣Dubdϕ |p ≤ C(∥∥ϕ− φ̂T,∞,H∥∥∞)p−2∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣2
where C = (p(p−1)2 )
p
2
Rp−2
σ2p(NT )
p+2
2
.
Proof First of all, note that ∥∥fϕ−φ̂T,∞,H(Xt)∥∥ ≤ √NR∥∥ϕ− φ̂T,∞,H∥∥∞ . (3.16)
Therefore fϕ−φ̂T,∞,H(Xt) is a L
2-integrable process. Applying Theorem A.5, we obtain
E
∣∣∣∣ ∫ T
0
〈fϕ−φ̂T,∞,H(Xt), dB(t)〉
∣∣∣∣p ≤ Cp,TE∫ T
0
∥∥fϕ−φ̂T,∞,H(Xt)∥∥pdt
≤ Cp,T
(√
NR‖ϕ− φ̂T,∞,H‖∞
)p−2E∫ T
0
∥∥fϕ−φ̂T,∞,H(Xt)∥∥2dt
≤ Cp,T
(√
NR‖ϕ− φ̂T,∞,H‖∞
)p−2
NT
∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣2 ,
with Cp,T =
(p(p−1)
2
) p
2 T
p−2
2 . The conclusion then follows by adding in the scaling factor 1σ2NT .
Lemma 3.3 (Bounds on Dbdϕ ) For ϕ ∈ H and p = 2, 3, 4, . . . ,
E
∣∣Dbdϕ ∣∣p ≤ (2S0σ2
)p
R2p−2
∥∥ϕ− φ̂T,∞,H∥∥p−2∞ ∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣2.
Proof From the inequality (3.16) and the linear dependence of fϕ on ϕ, we have
∣∣Dbdϕ ∣∣ ≤ 2S0R
σ2
√
NT
∫ T
0
∥∥fϕ−φ̂T,∞,H(Xt)∥∥dt ≤ 2S0Rσ2
√
1
NT
∫ T
0
∥∥fϕ−φ̂T,∞,H(Xt)∥∥2dt.
Therefore,
E|Dbdϕ |p ≤ (
2S0
σ2
)pR2p−2
∥∥ϕ− φ̂T,∞,H∥∥p−2∞ ∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣2.
Now we combine Lemma 3.2 and 3.3 to prove the moment condition for Dϕ.
Lemma 3.4 (Moment conditions) For ϕ ∈ H, and every p = 2, 3, · · · , we have
E
[∣∣Dϕ − EDϕ∣∣p] ≤ 1
2
p!Kp−2ϕ,HCϕ,H,
where
Kϕ,H := C0
∥∥ϕ− φ̂T,∞,H∥∥∞ , Cϕ,H := C20C1∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣2 (3.17)
with C0 =
√
2e2R2
σ4NT , C1 = maxp≥2
1√
2pipNTR2
(
1 +
cσ,S0,R
Cp0
)
, and cσ,S0,R = maxp≥2(
8S0
σ2e )
p R2p−2√
2pipp+
1
2
.
Proof The proof is based on the Jensen’s inequality, Lemma 3.2 and Lemma 3.3.
E
∣∣Dϕ − EDϕ∣∣p ≤ 2p−1E∣∣Dbdϕ − EDbdϕ ∣∣p + 2p−1E∣∣Dubdϕ ∣∣p
≤ 22p−1E∣∣Dbdϕ ∣∣p + 2p−1E[∣∣Dubdϕ ∣∣p
≤ 1
2
C0
∥∥ϕ− φ̂T,∞,H∥∥p−2∞ ∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣2
≤ 1
2
p!(C1‖ϕ− φ̂T,∞,H‖∞)p−2C21C2
∣∣∣∣∣∣∣∣∣ϕ− φ̂T,∞,H∣∣∣∣∣∣∣∣∣2,
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where the constants are
C0 := (
8S0
σ2
)pR2p−2 + (2p(p− 1)) p2 R
p−2
σ2p(NT )
p+2
2
,
C1 :=
√
2e2R2
σ4NT
, C2 := max
p≥2
(
1√
2pipNTR2
+
cσ,S0,R
Cp1
)
,
cσ,S0,R := max
p≥2
(
8S0
σ2e
)p
R2p−2√
2pipp+
1
2
,
and the last inequality is derived from the Stirling’s lemma.
We now tie the discrepancy functionals for finite and infinite M :
Proposition 3.4 (Sampling Error bound) Let 0 < δ < 1 and {φj}Nj=1 be an η net of functions in a compact
convex hypothesis spaceH ⊂ BallS0(L∞[0, R]). Denote
Dϕj ,∞ : = EDϕj = ET,∞(ϕj)− ET,∞(φ̂T,∞,H)
Dϕj ,M : = ET,M (ϕj)− ET,M (φ̂T,∞,H) .
Then with probability at least 1− δ2 , we have
Dϕj ,∞ −Dϕj ,M ≤ M,δ,N +
1
2
Dϕj ,∞ (3.18)
for all j, where M,δ,N = CM log(
2N
δ ), C = 2
C20C1
cH
+ 4C0S0, and C0, C1 as in (3.17), with cH the coercivity
constant defined in (3.5).
Proof For each ϕj ∈ H, recall that in Eq.(3.15), the coercivity condition onH implies that
Dϕj ,∞ ≥ cH
∣∣∣∣∣∣∣∣∣ϕj − φ̂T,∞,H∣∣∣∣∣∣∣∣∣2.
Then, Eq.(3.17) in Lemma 3.4 yields that
E|Dϕj − EDϕj |p ≤
1
2
p!Kp−2ϕj ,H
C20C1
cH
Dϕj ,∞. (3.19)
Therefore the random variable Dϕj satisfies the moment condition in Corollary 5, and so ∀ > 0
PDϕj ,∞ −Dϕj ,M ≥
√
(+Dϕj ,∞) ≤ exp
( −M
2C20C1
cH
+ 2Kϕj ,H
)
.
We have Kϕj ,H ≤ 2C0S0 where C0 is defined in (3.17). Taking a union bound on all these events, over j ∈
{1, 2, · · · ,N}, we obtain that
P max
1≤j≤N
Dϕj ,∞ −Dϕj ,M√Dϕj ,∞ +  ≥ √ ≤ N exp
( −M
2C20C1
cH
+ 4C0S0
)
. (3.20)
Setting the right-hand side to be δ2 , we get M,δ,N =
C
M log(
2N
δ ), where C := 2
C20C1
cH
+ 4C0S0. Using the
inequality
√
M,δ,N (M,δ,N +Dϕj ,∞) ≤ M,δ,N + 12Dϕj ,∞, we conclude that with probability at least 1− δ2
Dϕj ,∞ −Dϕj ,M ≤ M,δ,N +
1
2
Dϕj ,∞.
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Proof (of Theorem 3.2) ForHn = B∞S0(Ln), let {ϕj : j = 1, · · · ,N} be an η-net ofHn. Let
φ̂T,M,Hn = argminϕ∈HnET,M (ϕ).
Then there exists ϕjM in the net such that ‖ϕjM − φ̂T,M,Hn‖∞ ≤ η; by Corollary 1∣∣DϕjM ,∞ −Dφ̂T,M,Hn ,∞∣∣ = ∣∣ET,∞(ϕjM )− ET,∞(φ̂T,M,Hn)∣∣ ≤ η 2S0R2σ2 . (3.21)
On the other hand, since Hn ⊂ Ln ⊂ C1,1([0, R]), thanks to the almost sure control in Proposition 3.3 and the
uniformly bound supϕ∈Ln
‖ϕ′‖∞
‖ϕ‖∞ ≤ c1(dim(Ln))γ from the assumption (3.11), we have, almost surely,
∣∣DϕjM ,M −Dφ̂T,M,Hn ,M ∣∣ = ∣∣ET,M (ϕjM )− ET,M (φ̂T,M,Hn)∣∣
≤ η(C1 + c1C2dim(Ln)γ),
(3.22)
where C1 = R
2S0
σ2 +
R2
2σ2T +
d
2 , C2 =
R
2 .
By Lemma 3.4, for each η > 0, with probability at least 1− δ2 , (3.18) holds for this η-net {ϕj : j = 1, · · · ,N}.
Combining (3.18) with (3.21) and (3.22), we conclude that, with probability at least 1− δ2 ,
Dφ̂T,M,Hn ,∞ −Dφ̂T,M,Hn ,M
≤|Dφ̂T,M,Hn ,∞ −DϕjM ,∞|+ |DϕjM ,∞ −DφjM ,M |+ |DφjM ,M −Dφ̂T,M,Hn ,M |
≤η(C0 + C1 + c1C2dim(Ln)γ) +DφjM ,∞ −DφjM ,M
≤η(C0 + C1 + c1C2dim(Ln)γ) + M,δ,N + 1
2
DφjM ,∞
≤η(3C0
2
+ C1 + c1C2dim(Ln)γ) + M,δ,N + 1
2
Dφ̂T,M,Hn ,∞.
Notice that Dφ̂T,M,Hn ,M ≤ 0, so the above inequality implies that
Dφ̂T,M,Hn ,∞ ≤ η(3C0 + 2C1 + 2c1C2dim(Ln)
γ) + 2M,δ,N . (3.23)
The covering number ofHn satisfiesN (Hn, η) ≤
(
4S0
η
)c0n
(e.g. Proposition 5 in [21]). By the triangle inequality,
we split the error we want to control into Sampling Error (SE) and Approximation Error (AE) (see Figure 1)∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ∣∣∣∣∣∣∣∣∣2 ≤ 2∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ̂T,∞,Hn∣∣∣∣∣∣∣∣∣2 + 2∣∣∣∣∣∣∣∣∣φ̂T,∞,Hn − φ∣∣∣∣∣∣∣∣∣2. (3.24)
From (3.23) and the coercivity condition (3.15), we obtain that, with probability at least 1− δ2 ,∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ̂T,∞,Hn ∣∣∣∣∣∣∣∣∣2 ≤ 1cHnDφ̂T,M,Hn ,∞
≤ η
cHn
(3C0 + 2C1 + 2c1C2dim(Ln)γ) + 2
cHn
M,δ,N . (3.25)
Let φHn := argminψ∈Hn‖ψ − φ‖∞. By coercivity condition (3.15), we have∣∣∣∣∣∣∣∣∣φ̂T,∞,Hn − φHn ∣∣∣∣∣∣∣∣∣2 ≤ 1cHn (ET,∞(φHn)− ET,∞(φ̂T,∞,Hn))
≤ 1
cHn
(ET,∞(φHn)− ET,∞(φ)) ≤
1
cHn
|||φHn − φ|||2,
where we used
ET,∞(φ) ≤ ET,∞(φ̂T,∞,Hn) ,
∣∣ET,∞(φ)− ET,∞(ϕ)∣∣ ≤ |||φ− ϕ|||2 , ∀ϕ ∈ Hn.
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Therefore, we have ∣∣∣∣∣∣∣∣∣φ̂T,∞,Hn − φ∣∣∣∣∣∣∣∣∣2 ≤ (2 + 2cHn )|||φHn − φ|||2 ≤ 4R
2
cHn
n−2s. (3.26)
Now we combine the estimates (3.24), (3.25) and (3.26) together, and let η = n−2s−γ and n = ( MlogM )
1
2s+1 ,
and note that cL = c∪nLn = c∪nHn ≤ cHn = cLn ≤ 1 for all n. We obtain that, with probability at least 1 − δ2 ,
the following estimate holds true:∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ∣∣∣∣∣∣∣∣∣2 ≤ 2ηcL (3C0 + 2C1 + 2c1C2dim(Ln)γ) + 8R
2
cL
n−2s +
4
cL
M,δ,N
≤ C3
cL
n−2s +
C4
cL
n log n
M
+
4C
cLM
log(
2
δ
)
≤ C5
cL
(
logM
M
) 2s
2s+1
+
4C
cLM
log(2/δ), (3.27)
where we used (3.18) to get M,δ,N , C, and {Ci}2i=0 is defined in (3.18), (3.21), and (3.22) respectively, and
C3 = 6C0 + 4C1 + 4c
γ
0c1C2 + 8R
2
C4 = 4c0C| log(4S0)|+ 4c0(2s+ γ)C
C5 = C3 +
C4
2s+ 1
.
The bound in expectation is obtained by standard techniques, writing
E
∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ∣∣∣∣∣∣∣∣∣2 = ∫ ∞
0
P
∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ∣∣∣∣∣∣∣∣∣2 > d ,
and splitting the integration interval into [0, C5cL (
logM
M )
2s
2s+1 ] and [C5cL (
logM
M )
2s
2s+1 ,∞]. On the first interval, we use
P
∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ∣∣∣∣∣∣∣∣∣2 >  ≤ 1. On the second one, we use a change of variables and the probability estimate (3.27).
We obtain
E
∣∣∣∣∣∣∣∣∣φ̂T,M,Hn − φ∣∣∣∣∣∣∣∣∣2 ≤ C5c∪nHn
(
logM
M
) 2s
2s+1
+
4C
c∪nHn
1
M
≤ C6
c2∪nHn
(
logM
M
) 2s
2s+1
(3.28)
where C6 is an absolute constant only depending on σ,N, T, S0, R.
Proof (of Theorem 3.1) In this proof, a . b means there there exist a constant c such that a ≤ cb. For any  > 0,
we claim
∞∑
M=1
P
∣∣∣∣∣∣∣∣∣φ̂T,M,HM − φ∣∣∣∣∣∣∣∣∣2 ≥  <∞.
Strong consistency will then follow from the Borel-Cantelli Lemma. Notice that
P
∣∣∣∣∣∣∣∣∣φ̂T,M,HM − φ∣∣∣∣∣∣∣∣∣2 ≥  ≤ P∣∣∣∣∣∣∣∣∣φ̂T,M,HM − φ̂T,∞,HM ∣∣∣∣∣∣∣∣∣2 ≥ 2
+ P
∣∣∣∣∣∣∣∣∣φ̂T,∞,HM − φ∣∣∣∣∣∣∣∣∣2 ≥ 2 ,
and P
∣∣∣∣∣∣∣∣∣φ̂T,∞,HM − φ∣∣∣∣∣∣∣∣∣2 ≥ 2 = 0 when M is large enough (see (3.26)). It suffices to prove
∞∑
M=1
P
∣∣∣∣∣∣∣∣∣φ̂T,M,HM − φ̂T,∞,HM ∣∣∣∣∣∣∣∣∣2 ≥  <∞ .
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Let {ϕj}Nj=1 be an η net forHM . Consider the event
Λη,M, = { max
1≤j≤N
1
2
Dϕj ,∞ −Dϕj ,M ≥ } .
The bound (3.20) in Proposition 3.4 yields
PΛη,M, . N exp
(− cHMM). (3.29)
Using the fact that there exists jM ∈ {1, 2 · · · ,N} such that ‖φ−ϕjM ‖∞ ≤ η, and following the same argument
as in (3.21) and (3.22), we obtain,
P
1
2
Dφ̂T,M,HM ,∞ −Dφ̂T,M,HM ,M & ηn
γ
M +  ≤ PΛη,M, . N exp
(− cHMM) .
Notice that Dφ̂T,M,HM ,M ≤ 0 and Dφ̂T,M,HM ,∞ ≥ cHM
∣∣∣∣∣∣∣∣∣φ̂T,M,HM − φ̂T,∞,HM ∣∣∣∣∣∣∣∣∣2, so that we have
PcHM
∣∣∣∣∣∣∣∣∣φ̂T,M,HM − φ̂T,∞,HM ∣∣∣∣∣∣∣∣∣2 & ηnγM +  . N exp (− cHMM) .
Let ηnγM = , i.e., η = n
−γ
M , by assumption, we have cHM ≥ c∪MHM > 0 and limM→∞ nM lognMM = 0, we
have
P
∣∣∣∣∣∣∣∣∣φ̂T,M,HM − φ̂T,∞,HM ∣∣∣∣∣∣∣∣∣2 &  . exp (nM log nM − c∪MHMM)
= exp
(
− c∪MHMM
(
1− nM
M
log
nM

))
. exp
(
− 1
2
c∪MHMM
)
when M is large enough. By the comparison Theorem, the series
∞∑
M=1
P
∣∣∣∣∣∣∣∣∣φ̂T,M,HM − φ̂T,∞,HM ∣∣∣∣∣∣∣∣∣2 & 
converges. The claim is proved.
4 Learning theory: discrete-time observations
In this section, we analyze the estimation error of the (regularized) MLE φ̂L,T,M,H, defined in (2.5) for finite
dimensional linear space H and for discrete-time observations. We show that it is of order √ nM + ∆t1/2 with
high probability, where n is the dimension of H and ∆t is the observation gap. As a consequence, the MLE is
consistent when M →∞ and ∆t→ 0; and the MLE converges at an optimal rate as when n is optimally chosen
as in (2.13).
We shall first prove the main theorems on the error of the MLE in Section 4.1, postponing technical details,
including concentration inequalities and discretization error bounds, to later subsections.
Recall that we denote X[0,T ] the solution to system (1.1) with the true interaction kernel φ, and denote
{X(m)t0:tL}Mm=1 independent trajectories observed at discrete times tl = l∆t with ∆t = T/L. Recall that when
H = span{ψp}np=1, the MLE φ̂L,T,M,H is given in (2.8).
Throughout this section, we assume
Assumption 4.1 (Basis functions) Assume that the basis functions {ψp}np=1 ⊂ C1b (R+,R) satisfy the following
conditions:
(a) {ψp(·)(·)}np=1 are orthonormal in L2(ρT );
(b) maxk ‖ψp‖∞ ≤ b0, maxk ‖ψ′k(·)(·)‖∞ ≤ b1;
(c) there exists a constant cρT such that n ≤ cρT min(b20R, b1R3/2).
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Item (a) aims to make the normal equations matrix nonsingular, as discussed in Proposition 3.2. In item (b), the
uniform bound for the derivatives aims to control the discretization error due to discrete-time observations; the
uniform boundless of the functions will be used for concentration inequalities. Item (c) states that the number of
such orthonormal basis functions are bounded by the measure ρT and the uniform bounds of the functions and
their derivatives. Item (c) often follows from (a) − (b), with an intuition from examples including polynomials
and trigonometric polynomials, and smoothed piecewise polynomials, if r2ρT (dr) is equivalent to the Lebesgue
measure on an interval [R0, R] ⊂ R+. Such an interval is where pairwise distances explores with a noticeable
probability (see for example, in Figure 2 and Figure 6). It exists in general when the initial distribution spreads out
the pairwise distances or when the system is ergodic, since the density of ρT is smooth and nonnegative on R+.
4.1 Error bounds for the MLE
We show first that theL2(ρT ) error of the estimator φ̂L,T,M,H in (2.8) converges asM →∞ and∆t := T/L→ 0,
with high probability.
Theorem 4.2 (Error bounds for the MLE) Let the hypothesis space be H = span{ψi}ni=1, where the set of
functions {ψi}ni=1, satisfying Assumption 4.1, are orthonormal in L2(ρT ) with respect to the norm |||·||| defined in
Eq.(2.11).
Suppose that the coercivity condition holds on H with a constant cH > 0. Then, with a probability at least
1− (4n+ 2n2) exp
(
− 2
8c21
)
, the error of the estimator φ̂L,T,M,H in (2.8) satisfies∣∣∣∣∣∣∣∣∣φ̂L,T,M,H − φ∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣φ̂T,∞,H − φ∣∣∣∣∣∣∣∣∣+ c2(√ n
M
+ c3∆t
1
2
)
, (4.1)
where φ̂T,∞,H is the projection of the true kernel toH, ∆t = T/L ≤ cH/(2c3), and the constants are
c1 = Rb0(Rb0 + 2σ/
√
T ),
c2 = 4c
−1
H (1 + |||φT,∞,H|||),
c3 = dN(b1 + b0)Rb0(Rb0∆t
1
2 +
√
dσ)
√
cρT min(b
2
0R, b1R
3/2).
(4.2)
Remark 1 (The discretization error may dominate the statistical error) When the observation gap ∆t = 0, we
recover the min-max learning rate M−
s
2s+1 proved in the previous section, if we choose the optimal dimension
n = C(M/ logM)1/(2s+1) for the hypothesis space. However, when ∆t > 0, once M−
s
2s+1 (logM)−
1
2(2s+1) .
∆t
1
2 , the discretization error will dominate the error of the estimator, preventing us from observing the min-max
learning rate. This phenomenon is well-illustrated by the left plots in Figure 5 and 9 in our numerical experiments.
Remark 2 We assumed C1b regularity for the basis functions {ψp} for the above numerical error analysis, stronger
than that of piecewise polynomials (which may be discontinuous) used in the numerical tests. Such a difference
between the regularity requirements stems from the numerical representation, and we can view the piecewise poly-
nomials as numerical approximations of regular functions. This view is supported by the numerical experiments:
the estimator has only small jumps at the discontinuities in the high probability region.
Remark 3 A smaller coercivity constant cH corresponds to a worse conditioner problem (Proposition 3.2), and so
the condition L & 1/cH that requires L to be larger for small cH makes sense.
The error of the MLE φ̂L,T,M,H consists of three parts: approximation error, discretization error and sampling
error: ∣∣∣∣∣∣∣∣∣φ̂L,T,M,H − φ∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣φ̂T,∞,H − φ∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
Approximation Error
+
∣∣∣∣∣∣∣∣∣φ̂L,T,∞,H − φ̂T,∞,H∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
Discretization Error
+
∣∣∣∣∣∣∣∣∣φ̂L,T,M,H − φ̂L,T,∞,H∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
Sampling Error
, (4.3)
where φ̂L,T,∞,H is the infinite-data estimator. We shall study the discretization error and the sampling error by
analyzing the differences between their coefficient vectors.
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All these coefficients are solutions to the corresponding normal equations (e.g. Eq.(2.7)). To facilitate the
study of these normal matrices and vectors, we introduce the following notions. For any f, g ∈ C1b (RNd,RNd),
we define the following functionals of the observation paths:
ξ(f,Xt0:tL) =
1
TN
L−1∑
l=1
〈f(Xtl),Xtl+1 −Xtl〉,
η(f, g,Xt0:tL) =
1
LN
L−1∑
l=1
〈f(Xtl), g(Xtl)〉,
ξ(f,X[0,T ]) =
1
TN
∫ T
0
〈f(Xt), dXt〉,
η(f, g,X[0,T ]) =
1
TN
∫ T
0
〈f(Xt), g(Xt)〉dt.
(4.4)
Correspondingly, we define the empirical functionals
ξM,L(f) =
1
M
M∑
m=0
ξ(f,X
(m)
t0:tL), ηM,L(f, g) =
1
M
M∑
m=0
η(f, g,X
(m)
t0:tL),
ξM,∞(f) =
1
M
M∑
m=0
ξ(f,X
(m)
[0,T ]), ηM,∞(f, g) =
1
M
M∑
m=0
η(f, g,X
(m)
[0,T ]),
(4.5)
Using the notation of empirical functional introduced in (4.4)-(4.5), we consider the following normal matrixes
and vectors:
bM,L(k) = ξM,L(fψp), AM,L(k, k
′) = ηM,L(fψp , fψk′ ),
b∞,L(k) = E[ξ(fψp ,Xt0:tL)], A∞,L(k, k′) = E[η(fψp , fψk′ ,Xt0:tL)],
b∞(k) = E[ξ(fψp ,X[0,T ])], A∞(k, k′) = E[η(fψp , fψk′ ,X[0,T ])].
(4.6)
It is clear that (here, to ease the notation, we denote the coefficient âL,T,M,H in Figure 1 as aM,L, and similarly
for others)
φ̂L,T,M,H =
n∑
i=1
aM,L(i)ψi, with aM,L = A−1M,LbM,L,
φ̂L,T,∞,H =
n∑
i=1
a∞,L(i)ψi, with a∞,L = A−1∞,Lb∞,L,
φ̂T,∞,H =
n∑
i=1
a∞(i)ψi, with a∞ = A−1∞ b∞.
(4.7)
Here the matrix A∞ is invertible due the coercivity condition: its smallest eigenvalue is the coercivity constant
cH (see Proposition 3.2). The matrix A∞,L is invertible when L = T/(∆t) is large, with its smallest eigenvalue
bounded below by cH − c3∆t1/2, see Corollary 2. Furthermore, Corollary 3 shows that, with probability at 1− δ,
the matrix AM,L is invertible with its smallest eigenvalue bounded blow by cH −
(√
n
M + c3∆t
1
2
)
.
Proof (of Theorem 4.2 ) By Eq.(4.3), it suffices to prove upper bounds for the discretization error and the sampling
error separately:
discretization error:
∣∣∣∣∣∣∣∣∣φ̂L,T,∞,H − φ̂T,∞,H∣∣∣∣∣∣∣∣∣ ≤ c2c3∆t1/2,
sampling error:
∣∣∣∣∣∣∣∣∣φ̂L,T,M,H − φ̂L,T,∞,H∣∣∣∣∣∣∣∣∣ ≤ c2√ n
M
,
where the second inequality holds with probability at least 1− δ.
For the discretization error, since {ψi(·)(·)} are orthonormal in L2(ρT ), we have, by Eq.(4.7):∣∣∣∣∣∣∣∣∣φ̂L,T,∞,H − φ̂T,∞,H∣∣∣∣∣∣∣∣∣2 =
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
[a∞,L(i)− a∞(i)]ψi
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
= ‖a∞,L − a∞‖2 = ‖A−1∞,Lb∞,L −A−1∞ b∞‖2.
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Using the formula A−1∞,L −A−1∞ = A−1∞,L(A∞ −A∞,L)A−1∞ (see e.g. [26, Appendix B9]), we have∥∥∥A−1∞,Lb∞,L −A−1∞ b∞∥∥∥ = ∥∥∥A−1∞,L(b∞,L − b∞) + (A−1∞,L −A−1∞ )b∞∥∥∥
≤
∥∥∥A−1∞,L∥∥∥ (‖b∞,L − b∞‖+ ‖A∞ −A∞,L‖∥∥A−1∞ b∞∥∥) .
Note that (i)
∥∥∥A−1∞,L∥∥∥ ≤ 2c−1H , since c3∆t1/2 < 12cH; (ii) by Proposition 4.1 in combination of Assumption 4.1,
‖b∞,L − b∞‖ ≤ c3∆t1/2, ‖A∞,L −A∞‖ ≤ c3∆t1/2;
and (iii)
∥∥A−1∞ b∞∥∥ = ∣∣∣∣∣∣∣∣∣φ̂T,∞,H∣∣∣∣∣∣∣∣∣. Then,∥∥∥A−1∞,Lb∞,L −A−1∞ b∞∥∥∥ ≤ 2c−1H (1 + ∣∣∣∣∣∣∣∣∣φ̂T,∞,H∣∣∣∣∣∣∣∣∣)c3∆t1/2, (4.8)
and the inequality for the discretization error follows.
Similarly, for the sampling error, we have∣∣∣∣∣∣∣∣∣φ̂L,T,M,H − φ̂L,T,∞,H∣∣∣∣∣∣∣∣∣ = ‖aM,L − a∞,L‖ = ‖A−1M,LbM,L −A−1∞,Lb∞,L‖
=
∥∥∥A−1M,L(bM,L − b∞,L) + (A−1M,L −A−1∞,L)b∞,L∥∥∥
≤
∥∥∥A−1M,L∥∥∥(‖bM,L − b∞,L‖+ ∥∥∥A−1M,L −A−1∞,L∥∥∥∥∥∥A−1∞,Lb∞,L∥∥∥) .
Note that (i)
∥∥∥A−1M,L∥∥∥ ≤ 2c−1H when M and L are large enough such that√ nM + c3∆t 12 < 12cH; (ii) we have, by
Proposition 4.2, that
‖bM,L − b∞,L‖ ≤
√
n
M
, ‖AM,L −A∞,L‖ ≤
√
n
M

hold with probability at least 1− δ; (iii) since c3∆t 12 < 12cH and
∥∥A−1∞ b∞∥∥ = ∣∣∣∣∣∣∣∣∣φ̂T,∞,H∣∣∣∣∣∣∣∣∣, we have∥∥∥A−1∞,Lb∞,L∥∥∥ ≤ 2(1 + ∣∣∣∣∣∣∣∣∣φ̂T,∞,H∣∣∣∣∣∣∣∣∣).
Then, the inequality for the sampling error follows.
4.2 Concentration and discretization error of empirical functionals
We introduce concentration inequalities for the above empirical functionals on the path space of diffusion pro-
cesses and a bound on the discretization error of the estimator due to discrete-time approximations. Our first
lemma studies concentration of the discrete-time empirical functionals ξM,L and ηM,L.
Lemma 4.1 (Concentration of empirical functionals) Let {X(m)t0:tL}Mm=1 be discrete-time observations, with
tl = l∆t and L = T/∆t, of the system (1.1) with φ. Then for any f, g ∈ Cb(RdN ,RdN ), the error functionals
defined in (4.5) satisfy the concentration inequalities:
P|ξM,L(f)− E[ξM,L(f)]| >  ≤ 4e
−M2
8C21
P|ηM,L(f, g)− E[ηM,L(f, g)]| >  ≤ 2e
−M2
2C22 ,
(4.9)
for any  > 0, where C1 = 1N ‖f‖∞max( 2σ
√
N√
T
, ‖fφ‖∞), and C2 = 1N ‖f‖∞‖g‖∞. Furthermore,
P|ξM,L(f)− E[ξM,L(f)]| < , |ηM,L(f, g)− E[ηM,L(f, g)]| <  ≥ 1− 8e−
M2
8C2 , (4.10)
where C = 1N ‖f‖∞max( 2σ√T/N , ‖fφ‖∞, ‖g‖∞).
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Proof Note that
∣∣η(f, g,X[t0:tL])∣∣ ≤ ‖f‖∞‖g‖∞. Then, the exponential inequality for ηML follows from the
Hoeffding inequality, which states that, for i.i.d. random variables {Zi} bounded above by K, one has
P
∣∣∣∣∣ 1M
M∑
m=1
(Zi − EZi)
∣∣∣∣∣ >  ≤ 2 exp (−M22K2 ).
To study ξML, we decompose ξ(f,X[t0:tL]) into two parts, a bounded part and a martingale part:
ξ(f,X[t0:tL]) =
1
TN
L−1∑
l=0
〈f(Xtl)1[tl,tl+1](s),Xtl+1 −Xtl〉
=
1
TN
∫ T
0
〈fL(s), fφ(Xs)〉ds+ 1
TN
∫ T
0
〈fL(s), σdBs〉 =: ZT + YT ,
where we denote fL(s) :=
∑L−1
l=0 f(Xtl)1[tl,tl+1](s). We call ZT a bounded part because
|ZT | =
∣∣∣∣∣ 1TN
∫ T
0
〈fL(s), fφ(Xs)〉ds
∣∣∣∣∣ ≤ 1N ‖f‖∞‖f‖∞.
We call YT a martingale part since TNYT =
∫ T
0
〈fL(s), σdBs〉 is a martingale. Correspondingly, we can write
ξML =
1
M
∑
m=1
Z
(m)
T + Y
(m)
T .
Then, denoting K1 := 1N ‖f‖∞‖fφ‖∞ and K2 = 2σ‖f‖∞, and noticing that C1 = K1 + K2/
√
TN , we can
conclude the first concentration inequality in (4.9) from
P|ξM,L(f)− E[ξM,L(f)]| > 
≤P
∣∣∣∣∣ 1M ∑
m=1
Z
(m)
T − EZT
∣∣∣∣∣ ≥ 2 + P
∣∣∣∣∣ 1M ∑
m=1
Y
(m)
T
∣∣∣∣∣ ≥ 2
≤ 2e−
M2
2K21 + e
−TNM2
8K22 ,
where the first exponential bound follows directly from Hoeffding inequality applied to {Z(m)T }, and the second
exponential bound P
∣∣∣ 1M ∑m=1 Y (m)T ∣∣∣ ≥ 2 ≤ e−M28K22 is proved as follows.
Note that EYT = 0 and TNYT =
∫ T
0
〈fL(s), σdBs〉 is a martingale satisfying E[eσ
2
∫ T
0 |fL(s)|2ds ] < ∞
because
∣∣fL(s)∣∣2 ≤ ‖f‖∞. By the Novikov theorem, the process (eαTNYT−α22 σ2 ∫ T0 |fL(s)|2ds , T ≥ 0) is a
martingale for any α ∈ R (see e.g. [32, Corollary 5.13]). Therefore, with α = λMTN , we have
E
[
e
λ
M YT
]
= E
[
e
σ2 λ
2
(MTN)2
∫ T
0 |fL(s)|2ds
]
≤ eσ2 λ
2
M2TN
‖f‖2∞
for any λ > 0. As a consequence, we have
P
∣∣∣∣∣ 1M ∑
m=1
Y
(m)
T
∣∣∣∣∣ ≥ 2 ≤ infλ>0 e−λ2 E [e λM YT ] ≤ infλ>0 e−λ2 +λ2 σ2‖f‖∞TNM ≤ e−TNM
2
8K22 .
Lastly, Eq.(4.10) follows directly from Eq.(4.9).
We remark that here we focus on the case M → ∞ with finite time T . If the system is ergodic, one may extends
the concentration inequalities to the case when T →∞.
The next lemma shows that the discretization error of the empirical functionals, as discrete-time approximation
of the integrals, is at order ∆t
1
2 .
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Lemma 4.2 (Discretization error of empirical functionals) Let f, g ∈ C1b (RdN ,RdN ). LetXt0:tL be a discrete-
time trajectory, with tl = l∆t and L = T/∆t, of the system (1.1) with φ. Then, the error functionals defined in
(4.4) satisfy ∣∣E[ξ(f,Xt0:tL)]− E[ξ(f,X[0,T ])]∣∣ ≤ C1∆t 12 ;∣∣E[η(f, g,Xt0:tL)]− E[η(f, g,X[0,T ])]∣∣ ≤ C2∆t 12 , (4.11)
where the constants are
C1 = ‖∇f‖∞‖fφ‖∞
(
‖fφ‖∞∆t 12 /N +
√
d/Nσ
)
,
C2 = (‖∇f‖∞‖g‖∞ + ‖∇g‖∞‖f‖∞)
(
‖fφ‖∞∆t 12 /N +
√
d/Nσ
)
.
Proof Note that since X[0,T ] is a solution to the system (1.1), we have for each l,
E
∫ tl+1
tl
〈f(Xtl)− f(Xs), dXs〉 =E
∫ tl+1
tl
〈f(Xtl)− f(Xs), fφ(Xs)〉ds
≤‖∇f‖∞‖fφ‖∞E
∫ tl+1
tl
|Xtl −Xs|ds
≤‖∇f‖∞‖fφ‖∞
(
‖fφ‖∞∆t2 +
√
dNσ∆t3/2
)
,
where in the first inequality we have applied the mean value theorem to bound f(Xtl)− f(Xs):
|f(Xtl)− f(Xs)| ≤ ‖∇f‖∞|Xtl −Xs|,
and in the second inequality, we used the fact that
E|Xtl −Xs| = E
∣∣∣∣∫ s
tl
fφ(Xr))dr + σ(Bs −Btl)
∣∣∣∣
≤ ‖fφ‖∞(s− tl) +
√
dNσ(s− tl)1/2.
Thus, we obtain the bound in (4.11) by a summation over l:
E[ξ(f,Xt0:tL)− ξ(f,X[0,T ])] =
1
TN
L−1∑
l=1
E
∫ tl+1
tl
〈f(Xtl)− f(Xs), dXs〉,
≤ ‖∇f‖∞‖fφ‖∞
(
‖fφ‖∞∆t/N +
√
d/Nσ∆t1/2
)
.
Similarly, we have
|〈f(Xtl), g(Xtl)〉 − 〈f(Xs), g(Xs)〉| ≤ (‖∇f‖∞‖g‖∞ + ‖∇g‖∞‖f‖∞)|Xs −Xtl |,
and the bound for η follows from the fact that
E[η(f, g,Xt0:tL)− η(f, g,X[0,T ])]
=
1
TN
L−1∑
l=1
E
∫ tl+1
tl
|〈f(Xtl), g(Xtl)〉 − 〈f(Xs), g(Xs)〉|ds.
4.3 Error bounds for the normal matrix and vector
Proposition 4.1 (Discretization error) For the normal matrix A∞,L and vector b∞,L defined in (4.6) with
{ψp}np=1 satisfying Assumption 4.1, we have
‖b∞,L − b∞‖ ≤
√
nC∆t
1
2 , ‖A∞,L −A∞‖ ≤
√
nC∆t
1
2 ,
where the constant C is C = dN(b1 + b0)Rb0(Rb0∆t
1
2 +
√
dσ).
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Proof Applying Lemma 4.2, in combination of the basic fact that ‖b‖ ≤ √nmaxk=1,...,n |b(k)| for any b ∈ Rn,
and ‖A‖ ≤ √nmaxk,k′=1,...,n |A(k, k′)| for any A ∈ Rn×n, we obtain
‖b∞,L − b∞‖ ≤
√
nC1∆t
1
2 , ‖A∞,L −A∞‖ ≤
√
nC2∆t
1
2 ,
with constants C1 and C2 in form of
C1 = ‖fφ‖∞
(
‖fφ‖∞∆t 12 /N +
√
d/Nσ
)
max
k=1,··· ,n
‖∇fψp‖∞,
C2 =
(
‖fφ‖∞∆t 12 /N +
√
d/Nσ
)
max
k,k′=1,··· ,n
(‖∇fψp‖∞‖fψ′p‖∞ + ‖∇fψk′‖∞‖fψp‖∞).
To complete the proof, we are left to estimate
∥∥fψp∥∥∞ and ∥∥∇fψp∥∥∞. From the definition of f·, we have
∥∥fψp∥∥2∞ = sup
x
N∑
i=1
∣∣∣∣∣∣ 1N
N∑
j=1
ψp(|Xj −Xi|)(Xj −Xi)
∣∣∣∣∣∣
2
≤ R2b20N, (4.12)
and ‖fφ‖∞ ≤ Rb0
√
N as well. Note that for each i, i′ ∈ {1, · · · , N}, with notation rji = xj−xi and rji = |rji|,
we have,
∇x′i
(
fψp(x)
)
i
= δii′
1
N
N∑
j=1,j 6=i
(
ψp(rji)Id + ψ
′
p(rji)
rji ⊗ rji
rji
)
+ δi′ 6=i
1
N
(
ψp(rii′)Id + ψ
′
p(rii′)
rii′ ⊗ rii′
rii′
)
.
Thus, the norm this d× d matrix is uniformly bounded,
sup
x
∥∥∇x′i (fψp(x))i∥∥ ≤ d(b1 + b0),
and as a result, the norm of the dN × dN matrix is uniformly bounded,∥∥∇fψp∥∥∞ ≤ dN(b1 + b0).
Combining the above estimates with ‖fφ‖∞ ≤ Rb0N (the same as ‖fψp‖∞), we obtain that C1 and C2 are both
bounded by C.
It follows directly that the matrix A∞,L is invertible:
Corollary 2 The smallest eigenvalue of the matrixA∞,L defined in (4.6) is bounded below by cH−c3∆t1/2 when
c3∆t
1/2 < cH, with c3 defined in (4.2).
Proof Recall that from Proposition 3.2, we have aTA∞a ≥ cH|a|2 for an arbitrary a ∈ Rn. Then,
aTA∞,La = aT (A∞,L −A∞)a+ aTA∞a ≥ (cH − c2∆t1/2)‖a‖2
by Proposition 4.1 with the bound of
√
n in Assumption 4.1.
We prove next that the matrix AM,L is invertible, and concentrates around A∞,L.
Proposition 4.2 (Concentration of the normal matrix and vector) Suppose that the coercivity condition holds
onH = span{ψi}ni=1 with a constant cH > 0, where {ψp}np=1 satisfying Assumption 4.1. Then, the normal matrix
AM,L and vector bM,L defined in (4.6) satisfy concentration inequalities in the sense that for any  > 0,
P‖AM,L −A∞,L‖ >  ≤ 2n2e−
M2
2nC2
P‖bM,L − b∞,L‖ >  ≤ 4ne−
M2
8nC2 ,
P‖AM,L −A∞,L‖ < , ‖bM,L < b∞,L‖ <  ≥ 1− (4n+ 2n2)e−
M2
8nC2 ,
(4.13)
where the constant C is C = Rb0(RS0 + 2σ/
√
T ).
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Proof Recall that by definition in (4.6), bM,L(k) = ξM,L(fψp) with E[bM,L] = b∞,L and AM,L(k, k′) =
ηM,L(fψp , fψk′ ) with E[AM,L] = A∞,L. Lemma 4.1 implies that that each of these entries concentrates around
there mean:
P|ξM,L(fψp)− b∞,L(k)| >
√
n
≤ 4e− M
2
8nC2 ,
P|ηM,L(fψp , fψ′p)−AM,L(k, k′)| >
√
n
≤ 2e− M
2
2nC2 .
where the constant C is obtained from (4.12). In combination of the basic fact that ‖b‖ ≤ √nmaxk=1,...,n |b(k)|
for any b ∈ Rn, and ‖A‖ ≤ √nmaxk,k′=1,...,n |A(k, k′)| for any A ∈ Rn×n, we obtain
P‖bM,L − b∞,L‖ >  ≤
∑
k
P(|ξM,L(fψp)− b∞,L(k)| >
√
n
) ≤ 4ne− M
2
8nC2 ,
P‖AM,L −A∞,L‖ >  ≤
∑
k,k′
P|ηM,L(fψp , fψ′p)−A∞,L(k, k′)| >
√
n
≤ 2n2e− M
2
2nC2 .
The third exponential inequality follows directly by combining the first two.
Corollary 3 Denote λmin(AML) the smallest eigenvalue of the normal matrix AML defined in (4.6). We have
Pλmin(AML) > cH −  > 1− δ
with δ = 2n2 exp
(
−M21
2nc21
)
, for any 1 > 0 and any ∆t = T/L such that 1 + c3∆t
1
2 =  < cH, where c1 and c3
are defined in (4.2).
Proof Note that for any a ∈ Rn such that ‖a‖ = 1, we have, by Corollary 2, aTA∞,La ≥ cH − c3∆t 12 .
Meanwhile, Proposition 4.2 implies that
‖aTAM,La− aTA∞,La‖ ≤ ‖AM,L −A∞,L‖ ≤ 1
with probability at least 1− δ. Thus,
‖aTAM,La‖ ≥ ‖aTA∞,La‖ − 1 ≥ cH − c2∆t 12 − 1,
and the corollary follows.
Remark 4 The above corollary requires  > c3∆t
1
2 . This condition can be removed if the coercivity holds for
the discrete-time observations on H with a constant cH,T,L, which can be tested numerically from a date set
with a large M . In fact, we obtain directly from the above proof that Pλmin(AML) > cH,T,L −  > 1 − δ with
δ = 2n2 exp
(
−M21
2nc21
)
, for any  > 0.
Remark 5 In practice, the minimum eigenvalue of A∞ may be small due to the redundancy of the local basis
functions or due to the coercivity constant onH being small. Thus, the smallest eigenvalue of AM,L may be zero.
On the other hand, these matrices are always symmetric and nonnegative, so it is advisable to regularize the matrix
by pseudo-inverse.
5 Examples and numerical simulation results
In this section, we performed numerical experiment to validate that our estimator defined in (2.5), and implemented
by Algorithm 1, behaves in practice as predicted by the theory. We consider two examples: a stochastic opinion
dynamical system and a stochastic Lennard-Jones system, using observations from simulated data.
The setup for the numerical simulations is as follows. We simulate sample paths on the time interval [0, T ] with
the standard Euler-Maruyama scheme (see (2.3)), with a sufficiently small time step length dt. When observations
are made at every time-step, i.e.∆t = tl+1−tl = dt for each l, we viewXtrain,M := {X(m)t0:tL}Mm=1 as continuous-
time trajectories. When observations occur spaced in time with observation gap ∆t equal to an integer multiple of
dt, we refer to them here as discrete-time observations.
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From the observations we construct the empirical probability measure ρL,MT (defined in (2.10)), and let
[Rmin, Rmax] be its support. We choose the hypothesis spaces H consisting of piecewise constant or piecewise
linear polynomials on interval-based partitions of [Rmin, Rmax]. This choice is dictated by the ease of obtaining
an orthonormal basis for H, ease and efficiency of computation, and ability to capture local features of the inter-
action kernel. To avoid discontinuities at the extremes of the intervals in the partition, and to reduce stiffness of
the equations of the system with the estimated interaction kernels, we interpolate the estimator linearly on a fine
grid and extrapolate it with a constant to the left of Rmin and the right of Rmax. This post-processing procedure
ensures the Lipschitz continuity of the estimators. We use the post-processed estimators to predict and generate
the dynamics with the estimated interaction kernels.
We mainly focus on the case where T is small and report on the results as follows:
– Interaction kernel estimation. We compare φ and φ̂T,M,H, the true and estimated interaction kernels (after
smoothing), by plotting them side-by-side, superimposed with an estimate of ρT , obtained as in (2.10) by using
MρT (MρT M ) independent trajectories. The estimated kernel is plotted in terms of its mean and standard
deviation, computed over 10 independent learning trials. To demonstrate the dependence of the estimator on
the sample size and the scale of the random noise, we report the above for different values of M and σ.
– Trajectory prediction. In the spirit of Proposition 2.1, we compare the discrepancy between the true trajec-
tories (evolved using φ) and predicted trajectories (evolved using φ̂T,M,H) on both the training time interval
[0, T ] and on a future time interval [T, Tf ], over two different sets of initial conditions – one taken from the
training data, and one consisting of new samples from µ0. When simulating the trajectories for the systems
driven by φ̂T,M,H using the EM scheme, we use the same initial conditions and the same realization of the
random noise as in the trajectory of the system driven by φ. The mean trajectory error is estimated using M
test trajectories (the same number as in the training data).
– Rate of convergence. We report the convergence rate of φ̂T,M,H to φ in the |||·||| norm on L2(ρT ) as the sample
size M increases, with the dimension of H growing with M according to Theorem 3.2, for different scales σ
of the random noise. We also investigate numerically the convergence rate when both T and M increase, with
the dimension of the hypothesis spaceH set according to the effective sample size as discussed in Section 2.2.
– Discretization errors from discrete-time observations. To study the discretization error due to discrete-time
observations, we report the convergence rate (in M ) of estimators φ̂L,T,M,H obtained from data with different
observation gaps ∆t = T/L. We also verify numerically that the |||·||| error of the estimators increases with ∆t
as predicted by Theorem 4.2. These experiments are carried out for different values of the square root of the
diffusion constant σ.
We will report the conclusions of our experiments in Section 5.3
5.1 Example 1: Stochastic opinion dynamics
We first consider a 1D system of stochastic opinion dynamics with interaction kernel
φ(r) =

0.4, 0 ≤ r < 1√
2
− 0.05,
−0.3 cos(10pi(r − 1√
2
+ 0.05)) + 0.7, 1√
2
− 0.05 ≤ r < 1√
2
+ 0.05,
1, 1√
2
+ 0.05 ≤ r < 0.95,
0.5 cos(10pi(r − 0.95)) + 0.5, 0.95 ≤ r < 1.05
0, 1.05 ≤ r
It is straightforward to see that φ is in C1,1c ([0, 2]) and non-negative. Systems of this form are motivated in various
applications, from Biology to in social science, where φ models how the opinions of people influence each other
(see [34,8,44,12,19] and references therein), with one or a multiplicity of consensuses may be eventually reached.
In the system we consider, each agent tries to align its opinions more with its farther neighbours than with its closer
neighbours: such interactions are called heterophilious. For deterministic systems of this type, [44] shows that the
opinions of agents merge into clusters, with the number of clusters significantly smaller than the number of agents.
This is natural, as increased alignment with farther neighbors increases mixing and consensus. In our stochastic
setting, the random noise prevents the opinions from converging to single opinions. Instead, soft clusters form
at large time, that are metastable states for the dynamics, i.e. states where agents dwell for long times, rarely
switching between them.
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(c) σ = 0.1,M = 4096
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Fig. 2: Stochastic opinion dynamics: comparison between true and estimated interaction kernels φ̂T,M,H for dif-
ferent values of M and σ, together with histograms (shaded regions) for ρT and ρMT . In black: the true interaction
kernel. In blue: the mean of estimators in 10 independent trials, with dash-lines representing the standard devia-
tion. From top to bottom: learning from M = 25, 212 trajectories for kernels in systems with σ = 0.1 (left) and
σ = 0.5 (right). The standard deviation bars on the estimated interaction kernels become smaller if M increases
and σ decreases. The mean of the estimation error can be found in Figure 4(a).
d N MρT dt [0;T ;Tf ] µ0 deg(ψ) n
1 10 5 · 104 0.01 [0; 5; 50] U([0, 8])⊗N 0 40( M
logM
)
1
3
Table 3: (OD) Parameters for the system.
We study the performance of our estimators of the interaction kernel, from trajectory data. Table 3 summarizes
parameters of the setup. In this example, we chooseHnM to be the function space consisting of piecewise constant
functions on nM uniform partitions of the interval [0, 10].
Figure 2 shows that, as the number of trajectories increases, we obtain increasingly accurate approximations to
the true interaction kernel, including at locations with sharp transitions of φ. The lack of artifacts at these locations
is an advantage provided by the use of local basis. The estimators oscillate near 0, with amplitudes scaling with
the level of noise. We believe that the reason for this phenomenon is that due to the structure of the equations, we
have terms of the form φ(0)0 = 0 at, and near, 0, with subsequent loss of information about the interaction kernel
about 0.
We then use the learned interaction kernels φ̂ in Figure 2 to predict the dynamics, and summarize the results
in Figure 3 and Table 4. Even with M = 32, our estimator produces very accurate approximations of the true
trajectories both in the training time interval [0, 5] and the future time interval [5, 50], including number and
location of clusters, and the time of their formation. As M increases to 4096, we have more accurate predictions
on the locations of clusters. We impute this improvement to the better reconstruction of estimators at locations
near 0.
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(a) M = 32, σ = 0.1 (b) M = 32, σ = 0.5
(c) M = 4096, σ = 0.1 (d) M = 4096, σ = 0.5
Fig. 3: Stochastic opinion dynamics: trajectory prediction. In each panel:Xt (left column) and X̂t (right column)
obtained with the true kernel φ and the estimated interaction kernel φ̂T,M,H from M = 32 (top panel) and 4096
(bottom panel) trajectories, for an initial condition in the training data (top row in each panel) and a (new) initial
condition randomly chosen from µ0 (bottom row in each panel). The black dashed vertical line at t = T = 5
divides the “training” interval [0, T ] from the “prediction” interval [5,50]. As M increases, our estimators achieve
better approximation of the true kernel overall, and at regions near 0 (see Figure 2). As a result, they produced
more faithful prediction of the number and location of clusters for large time. Statistics of trajectory prediction
errors are reported in Table 4.
Next we investigate the convergence rate of estimators. It is well-known in approximation theory (see Theorem
6.1 in [49]) that infϕ∈Hn ‖ϕ − φ‖∞ ≤ Lip[φ]n−1. With the dimension n being proportional to ( MlogM )
1
3 , Figure
4 shows that the learning rate in terms of M is around M−0.34, which matches the optimal min-max rate M−
1
3
stated in Theorem 3.2 with s = 1.
We also study the convergence of the estimator as the length of the trajectory T increases, for the estimator
φ̂T,M,H from continuous-time trajectories (i.e. without gaps between observations). The auto-correlation time
for this system is estimated to be about τ = 10 time units. Therefore, we use relatively long trajectories up to
T = 1500 time units to test the convergence, contributing up to about 150 effective samples. We set the dimension
of the hypothesis space to be n = 4( MT/dtlog(MT/dt) )
1
3 for each pair (M,T ), where dt is the time step size of the Euler-
Maruyama scheme. The convergence rate of the estimators in terms ofMT is about 0.33, showing the equivalence
of learning from a single long trajectory with multiple short trajectories when the underlying process is ergodic.
We also investigate the effects of the scale of the random noise, which is represented by the standard deviation
σ. Figure 2 shows that the estimators for the system with σ = 0.5 have much large oscillations than those with σ =
0.1. The left plot in Figure 4 shows that the scale of the random noise does not affect the learning rate, matching
our theory. We also see that the absolute L2(ρT ) error of estimators increase as the system noise increases, this
may indicate that the coercivity constant decreases as the level of noise in the system increases. The left plot in
Figure 5 shows that the scale of the errors increase linearly in σ (in particular, when the observation gap is 1).
Finally, we study the discretization error due to approximation of the integral in the likelihood using discrete-
time observations. In the left plot of Figure 5, as the observation gap k increases, the learning rate curves become
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[0, 5] [5, 50]
M = 32, σ = 0.1,meantraj: Training ICs 2.0 · 10−1 ± 1.4 · 10−1 6.3 · 10−1 ± 5.7 · 10−1
M = 32, σ = 0.1,meantraj: Random ICs 1.7 · 10−1 ± 1.2 · 10−1 5.7 · 10−1 ± 3.9 · 10−1
M = 32, σ = 0.5,meantraj: Training ICs 3.8 · 10−1 ± 1.7 · 10−1 4.0 · 100 ± 2.3 · 100
M = 32, σ = 0.5,meantraj: Random ICs 3.6 · 10−1 ± 1.1 · 10−1 3.5 · 100 ± 1.4 · 100
M = 4096, σ = 0.1,meantraj: Training ICs 2.1 · 10−2 ± 2.0 · 10−2 9.3 · 10−2 ± 1.6 · 10−1
M = 4096, σ = 0.1,meantraj: Random ICs 2.1 · 10−2 ± 2.3 · 10−2 9.8 · 10−2 ± 1.7 · 10−1
M = 4096, σ = 0.5,meantraj: Training ICs 5.2 · 10−2 ± 3.5 · 10−2 3.8 · 10−1 ± 3.0 · 10−1
M = 4096, σ = 0.5,meantraj: Random ICs 5.2 · 10−2 ± 3.5 · 10−2 3.8 · 10−1 ± 3.0 · 10−1
Table 4: Stochastic opinion dynamics: means and standard deviations of trajectory prediction errors. The tests with
“Training ICs” use initial conditions from the training data set. The tests with “Random ICs use initial conditions
that are randomly drawn from µ0. Means are taken over M trajectories. There is little difference between errors
on training and test ICs, indicating the prediction of trajectories generalizes perfectly to new ICs.
3.2 3.4 3.6 3.8 4 4.2 4.4
log10(M)
-2.2
-2
-1.8
-1.6
-1.4
-1.2
-1
-0.8
lo
g 1
0(A
bs
 E
rr)
 =0.5
Slope=-0.35
Optimal decay
 =0.1
Slope=-0.33
3.8 4 4.2 4.4 4.6 4.8 5 5.2
log10(MT)
-1
-0.95
-0.9
-0.85
-0.8
-0.75
-0.7
-0.65
lo
g 1
0(R
el 
 er
r)
M=20:20:100, T=450:300:1500, =0.1
20
40
60
80
100
M
Rel err
   Slope=-0.33
Fig. 4: Stochastic opinion dynamics: learning rates for continuous-time observations. Left: the convergence rate of
the estimators in terms of M is 0.35 for σ = 0.5 and is 0.33 for σ = 0.1, close to the theoretical optimal min-max
rate 1/3 (shown in the black dot line). Right: the convergence rate of the estimators in terms of MT ,when both M
and T increases, is about 0.33. The colors of points are assigned according to M . The learning rate is still close to
the theoretical optimal min-max rate 1/3, showing the equivalence of learning from a single long trajectory with
multiple short trajectories when the underlying process is ergodic.
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Fig. 5: Stochastic opinion dynamics: discretization error due to discrete-time observation. Left: the learning rates
of estimators φ̂L,T,M,H obtained from data with different observation gaps ∆t = kdt for k ranging from 11 to
100. Recall that L = T/∆t. As k increases, the learning rate curves become flat, due to the bias induced by
discretization of the likelihood function (2.1) on coarse time grids. Right: the log-log plot of the absolute error of
the estimator in terms of observation gap ∆t = kdt for k ranging from 1 to 100, for systems with different levels
of random noise in terms of σ, computed with M = 1024, T = 5 and dt = 0.01 fixed. The orders of the absolute
error in both σ and ∆t are bounded by the theoretical order σO((∆t)1/2), dominating the statistical error due to
sampling, finite-dimensional approximation, and noise. The slopes of the lines are calculated using points whose
x coordinate fall in the range [−1, 0].
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flat, due to the error induced by discretization of the likelihood function (2.1). The right plot shows that the absolute
error of the estimator is dominated by σO((∆t)1/2).
5.2 Example 2: Stochastic Lennard Jones dynamics
In this example, we consider the Lennard-Jones type kernel φ(r) = Φ
′(r)
r , with
Φ(r) =
p
(p− q)
[
q
p
(rm
r
)p
−
(rm
r
)q]
for some p > q ∈ N. The system of particles is assumed to be associated with a potential energy function only
depending on the pairwise distance and Φ, and the evolution is driven by minimization of the energy function. In
particular,  represents the depth of the potential well, r is the distance between the particles, and rm is the distance
at which the potential reaches its minimum. At rm, the potential function has the value−. The r−p term, which is
the repulsive term, describes Pauli repulsion at short ranges due to overlapping electron orbitals, and the r−q term,
which is the attractive long-range term. The corresponding system has wide applications in molecular dynamics
and materials sciences where φ models atom-atom interactions. Note that φ is singular at r = 0: we truncate it at
rtrunc by connecting it with an exponential function of the form a exp(−br12) so that it has a continuous derivative
on R+.
In this system, the particle-particle interactions are all short-range repulsions and long-range attractions. The
short-range repulsion force prevents the particles to collide and long-range attractions keep the particles in the
flock. In the deterministic setting, the system evolves to equilibrium configurations very quickly, which are crystal-
like structure, whose pairwise distance corresponds to the local minimizers of the associated energy function. Table
5 and 6 summarize the system and learning parameters.
Note that the true kernel φ is not compactly supported. But in our simulations, we observe the dynamics up to
a time T which is a fraction of the equilibrium time. Since the particles only explore a bounded region due to the
large-range attraction, ρT is essentially compactly supported on a bounded region (see the histogram background
of Figure 6), on which φ is in our admission space.
We use piecewise linear functions on n uniform partitions of the learning interval to approximate the true kernel
φ. With M = 32, Figure 6 shows that we have already obtained faithful approximations to the true interaction
kernel, except for on regions are close 0. Increasing number of observations improves the accuracy of estimators
at locations near 0, which seems to be very helpful for the system with larger noise level.
In terms of the trajectory prediction, we use the learned interaction kernels φ̂ in Figure 2. We summarize the
results in Figure 7 and Table 7. In the experiments, we study two cases, one with small random noise where the
particles still form an equilibrium configuration, and then this configuration have small fluctuation in the space;
the other one with medium level of random noise, where the random noise begins to break the formation of a fixed
equilibrium configuration and we see the transition between different configurations. We see that in both cases,
our estimators produce good prediction of the true dynamics in both training and future time interval.
We plot the convergence rate of estimators in terms of M in the right plot of Figure 8. In this case, we have
infϕ∈Hn ‖ϕ − φ‖∞ ≤ Lip[φ′]n−2. We choose a choice of dimension n proportional to ( MlogM )
1
5 , our numerical
results show that the learning rate is around M−0.39, which matches the optimal min-max rate M−
2
5 stated in
Theorem 3.2.
We also study the convergence of the estimators as the length of the trajectory T increases. In this example
with σ = 0.35, the estimated auto-correlation time is about τ = 10 time units. Therefore, we use relatively long
trajectories up to T = 1200 time units, contributing up to about 120 effective samples. We set the dimension of
the hypothesis space to be n = 4( MT/dtlog(MT/dt) )
1
5 for each pair (M,T ), where dt is the time step size of the Euler-
Maruyama scheme. The right plot of Figure 8 shows that the rate is 0.39, indicating the equivalence between a
single long trajectory and multiple short trajectories for inference.
p q  rm rtrunc
8 2 1 1 0.95
Table 5: (Stochastic LJ) Parameters for the Lennard Jones kernel
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(c) σ = 0.05,M = 1024
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(d) σ = 0.25,M = 1024
Fig. 6: Stochastic Lennard-Jones dynamics: comparison between true and estimated interaction kernels with dif-
ferent values ofM , together with histograms (shaded regions) for ρT and ρMT . In black: the true interaction kernel.
In blue: the mean of estimators in 10 independent trials, with dash-lines representing the standard deviation. From
top to bottom: learning from M = 27, 210 trajectories for kernels in systems with σ = 0.05 (left) and σ = 0.25
(right). The standard deviation bars on the estimated interaction kernels become smaller if M increases and σ
decreases. More details of the estimation errors can be found in Figure 8(a).
[0, 0.5] [0.5, 20]
M = 128, σ = 0.05,meantraj: Training ICs 3.1 · 10−2 ± 8.3 · 10−3 3.0 · 10−1 ± 3.9 · 10−1
M = 128, σ = 0.05,meantraj: Random ICs 3.1 · 10−2 ± 9.3 · 10−3 3.1 · 10−1 ± 4.2 · 10−1
M = 128, σ = 0.25,meantraj: Training ICs 5.5 · 10−1 ± 2.4 · 10−2 1.3 · 100 ± 7.5 · 10−1
M = 128, σ = 0.25,meantraj: Random ICs 5.8 · 10−2 ± 2.3 · 10−2 1.3 · 100 ± 7.3 · 10−1
M = 1024, σ = 0.05,meantraj: Training ICs 1.2 · 10−2 ± 3.4 · 10−3 1.7 · 10−1 ± 2.7 · 10−1
M = 1024, σ = 0.05,meantraj: Random ICs 1.2 · 10−2 ± 3.6 · 10−3 1.5 · 10−1 ± 2.5 · 10−1
M = 1024, σ = 0.25,meantraj: Training ICs 2.2 · 10−2 ± 6.2 · 10−3 3.2 · 10−1 ± 3.7 · 10−1
M = 1024, σ = 0.25,meantraj: Random ICs 2.2 · 10−2 ± 6.4 · 10−3 3.2 · 10−1 ± 3.5 · 10−1
Table 7: (Stochastic Lennard Jones Dynamics) Trajectory Errors: ICs used in the training set (first two rows), new
ICs randomly drawn from µ0 (second set of two rows). Means are taken over the same number of trajectories as
in the training data set.
d N MρT dt [0;T ;Tf ] µ0 deg(ψ) n
2 10 5 · 104 0.001 [0;0.5;20] N (0, I) 1 30( M
logM
)
1
5
Table 6: (Stochastic LJ) Parameters for the system
Next, we investigate the effects of the scale of the random noise on learning. We observe phenomenon similar
to those in Example 1. Figure 6 shows that the estimators for the system with σ = 0.25 oscillates more than the
one with σ = 0.05 at locations near 0. The random noise also did not affect the learning rates, suggested by the
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(a) σ = 0.05,M = 128 (b) σ = 0.25,M = 128
(c) σ = 0.05,M = 1024 (d) σ = 0.25,M = 1024
Fig. 7: (Stochastic Lennard Jones Dynamics) In each panel: true trajectory Xt (Left column) and learned tra-
jectory X̂t (Right column) obtained with the true kernel φ and the estimated kernel φ̂ from M = 128 and 1024
trajectories, for an initial condition in the training data (Top row) and an initial condition randomly chosen (bottom
row). The black dot at t = 0.5 divides the “training” interval [0, 0.5] from the “prediction” interval [0.5,20]. The
trajectory prediction errors are small in all cases. The statistics of the errors are presented in Table 7.
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Fig. 8: Stochastic Lennard-Jones: learning rates for continuous-time observations. Left: the learning rate of the
estimators in terms of M is 0.39 when σ = 0.05 and is 0.41 when σ = 0.25, close to the theoretical optimal
min-max rate 2/5 (shown in the black dot line). Right: the convergence rate of the estimators in terms of MT ,
when both M and T increases. The colors of points are assigned according to M . The rate is still close to the
optimal min-max rate 2/5, showing the equivalence of learning from a single long trajectory with multiple short
trajectories when the underlying process is ergodic.
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Fig. 9: Stochastic Lennard-Jones: discretization error due to discrete-time observation. Left: The learning rate of
estimators in terms of different observation gap ∆t = kdt for k = 5 : 5 : 30. The learning rate becomes flat, due
to the bias induced by discretization of the likelihood function on coarse time grids. Right: the log-log plot of the
absolute error of the estimator in terms of observation gap ∆t = kdt for k = 5 : 5 : 45, for systems with different
levels of random noises in terms of σ, computed with M = 1024, T = 0.5 and dt = 0.001 fixed. The orders
of the absolute error in both σ and ∆t are close to the theoretical order σO((∆t)1/2). The slopes of the lines are
calculated using points whose x coordinate fall in the range [−1, 0].
left plot of Figure 8. as the random noise increases, absolute L2(ρT ) error of estimators also increases, suggesting
that coercivity constant is getting smaller.
At last, we study the effects of discretization error induced by discrete observations. As the observation gap
increases, the discretization errors flatten the learning rate curve ofM , see left plot of Figure 8. Similar to Example
1, the right plot of Figure 8 shows that the absolute error of the estimator is of order close to the theoretical order
σO((∆t)1/2).
5.3 Conclusions from the numerical experiments
Numerical results show that in case of continuous-time observations, the algorithm effectively estimates the inter-
action kernel, achieves the near-optimal learning rate in M , is robust to different magnitudes of the random noise,
and the system with the estimated kernels accurately predicts trajectories. In case of discrete-time observations,
the estimator has an estimation error of order ∆t1/2, due to the discretization error in the approximation of the
likelihood ratio. These numerical results are in full agreement with the learning theory in Section 3–4:
– In case of continuous-time observations, the estimators in 10 trials are faithful approximations of the true
interaction kernels, with a mean close to the truth. The standard deviation of the estimators decreases as the
sample size increases, and gets larger as the diffusion constant increases.
– The estimator from data achieves the min-max learning rate (logM/M)s/(2s+1) in Theorem 3.2 by the appro-
priate choice of the hypothesis spaces and their dimension as a function of M . For φ in Ck+α with k+α ≥ 2,
the learning rate is around M−
1
3 when using piece-wise constant estimators (s = 1); and the learning rate is
around M−
2
5 using the piecewise linear estimators (s = 2), which is the minmax optimal rate for the case
k + α = 2.
– The estimators predict transient dynamics well in the training time interval, and the results validate Proposition
2.1: the trajectory discrepancy is controlled by L2(ρT ) error of estimators, demonstrating the effectiveness of
distances in L2(ρT ) in quantifying the performance of estimators. In addition, the estimators even predict in
a remarkably accurate fashion the collective behaviour of particles in larger future time intervals, indicating
that the bound in Proposition 2.1 may be overly pessimistic in some cases. Our intuition is that this benign
phenomenon benefits from the large support of ρT , encouraged by the randomness of the initial conditions and
presence of stochastic noise.
– In case of discrete-time observations with observation gap ∆t, the estimation error of the estimator is of order
∆t1/2 and depends linearly on σ, the square root of the diffusion constant. Therefore, as ∆t increases, the
discretization error dominates the estimation error, consistently with the learning theory in Section 4, which
leads to bounding the esitmation error of the estimator by M−
s
2s+1 + σO(∆t1/2).
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– When the length T of the trajectories increases, the optimal learning rate (in M ) is still achieved. The estima-
tion errors of the estimator exhibits a convergence rate around ( log(MT )MT )
s/(2s+1) with s = 1, 2 respectively,
demonstrating an equivalence of “information” between few long trajectories and many short trajectories ini-
tiated at suitably random initial conditions, as discussed above in Section 2.3.
6 Final remarks and future work
There are many venues in which the present work could be extended.
The first notable extension is to heterogeneous particle systems with multiple types of particles, which arise
in many applications. In this case one assumes that there are different interaction kernels, modeling the non-
symmetric interactions between different types of particles. Examples of these systems are considered in [41] in
the deterministic case, with the theoretical analysis achieved in [40], where the coercivity condition is generalized
to the multiple-particle-types setting, and (near-)optimal convergence rates of the estimators where established.
We believe a similar extension is possible in the stochastic case, combining the ideas of this work and [40].
Another notable extension is to second order differential systems of interacting particles, where interaction
kernels of more general forms than those considered here arise. In the deterministic case [41] considers examples
of such systems, with a forthcoming theoretical analysis. In the stochastic case the extension would require sig-
nificant effort, especially if important cases of systems with degenerate diffusion (e.g. stochastic Langevin) were
considered. We also remark again that in this work we do not observe velocities, as done in the works just cited in
the case of deterministic systems: here we fully take into account the discretization (in time) error, and if we let
σ → 0, the results here would imply similar results in the deterministic case. Extending these considerations to
second-order systems would be valuable.
Further work is also needed to formalize the considerations we put forward in Section 2.3 regarding ergodic
systems, and design robust and optimal algorithms in the regimes of observation a long trajectory or many inde-
pendent trajectories.
We assume in this work that all particles are observed. A desirable extension is to the case of partial observa-
tions of a subset of particles or macroscopic observations of the population density, which is a practical concern
when the system is large with millions of particles in high dimension. Since it is an ill-posed inverse problem to
recover the missing trajectories of unobserved particles [54], a new formulation based on the corresponding mean
field equations [44,28,29] is under investigation.
In this work we assume that the noise coefficient is a known constant: there has been of course significant work
in estimating the noise coefficient, for example in the case of interacting particle systems see the recent work [27]
and references therein, and for the case of model reduction for Langevin equations with state-dependent diffusion
coefficient [20].
A Appendix
A.1 Preliminaries for SDEs
Let Xt satisfy
dXt = V (Xt, t)dτ + σ(Xt, t)dBt. (A.1)
We first review the existence and uniqueness of strong solutions for SDEs (see Theorem 5.4 in [33])
Theorem A.1 (Existence and Uniqueness) If the following conditions are satisfied
– Coefficients are locally Lipschitz inX uniformly in t, that is for every T and K, there is a constant C depend only on T and K such that
for all ‖X‖, ‖Y ‖ ≤ K and all 0 ≤ t ≤ T
‖V (X, t)− V (Y , t)‖+ ‖σ(X, t)− σ(Y , t)‖ < C‖X − Y ‖. (A.2)
– Coefficients satisfy the linear growth condition
‖V (X, t)‖+ ‖σ(X, t)‖ < C(1 + ‖X‖). (A.3)
– X(0) is independent of (B(t), 0 ≤ t ≤ T ), and E‖X(0)‖2 < ∞. Then there exists a unique strong solution Xt of the SDEs (A.1).
Xt has continuous paths, moreover,
E[ sup
0≤t≤T
‖Xt‖2] < C1(1 + E[‖X(0)‖2]),
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where constants C1 depend only on C and T .
It is straightforward to show that fφ satisfy (A.2) and (A.3). Therefore, suppose µ0 is independent of the underlying Brownian motion
and has finite second moment, then there exists a unique strong solution up to time T for the system (1.1) for any X0 drawn from µ0.
Theorem A.2 (Girsonov Theorem) Let Pσ be the probability measure induced by the solution of the SDEs (A.1) for t ∈ [T0, T ] and a fixed
starting value at time T0, and let Wσ be the law of the respective driftless process. Suppose that Σ = σσ′ is invertible and V fulfills the
Novikov condition
EPσ
[
exp
(
1
2
∫ T
T0
‖V (Xt, t)‖2dt
)]
<∞.
Then Pσ and Wσ are equivalent measures with Radon-Nikodym derivative given by Girsonov’s formula
dPσ
dWσ
(
X[T0,s]
)
= exp
(∫ s
T0
V TΣ−1dXt − 1
2
∫ s
T0
V TΣ−1V dt
)
for all s ∈ [T0, t] and X[T0,s] = (Xt)t∈[T0,s].
The proof of Theorem A.2 can be found in [32, Chapter 3.5],[46, Chapter 8.6].
Theorem A.3 (The Itoˆ formula, see Theorem 4.1.2 in [46]) Let g(X) = (g1(X), · · · , gp(X)) be a C2 map from RdN into Rp. Then the
process
Y (t) = g(Xt)
is an Itoˆ process with components given by
dYk =
Nd∑
i=1
∂gk
∂xi
(Xt)dXi +
1
2
∑
i,j
∂2gk
∂xi∂xj
(Xt)dXidXj
where dBidBj = δijdt, dBidt = dtdBi = 0.
A.2 Useful inequalities
Theorem A.4 (Bernstein inequality for unbounded random variables) Let X1, X2, · · · , XM be independent random variables with
E(Xi) = 0. If for some constants K1, v1 > 0, the bound E|Xi|p ≤ 12p!K
p−2
1 v1 holds for every 2 ≤ p ∈ N, then
Prob
{ M∑
i=1
Xi ≥ 
}
≤ e− 
2
2
(Mv1+K1)
−1
. (A.4)
For the proof of Theorem A.4 , we refer to [5] and David Pollard’s book notes [48](page 14).
Corollary 4 Denote EM (g) = 1M
∑M
m=1 g(Xm) for a measurable function g. If for some K2, v2 > 0, the bound
E|g − Eg|p ≤ 1
2
p!Kp−22 v2
holds for 2 ≤ p ∈ N, then there holds
Prob
{
Eg − EM (g) ≥ 
}
≤ e−
M2
2(v2+K2) , ∀ > 0. (A.5)
Proof Applying Theorem A.4 on the random variable Eg − g, we immediately obtain the desired bound.
Corollary 5 If for some K3, v3 > 0, the bound
E|g − Eg|p ≤ 1
2
p!Kp−23 v3|Eg|
holds for 2 ≤ p ∈ N, then
Prob(Eg − EM (g) ≥
√

√
+ |Eg|) ≤ e−
M
2(v3+K3) , ∀ > 0
Proof If we replace  with
√
(+ |Eg|) in (A.5), and let K2 = K3, v2 = v3|Eg|, the desired bound follows from the inequality
e
− M(+|Eg|)
2(v2+K2
√
(+|Eg|) ) ≤ e−
M
2(v3+K3)
⇔ v3+K3(+ |Eg|) ≥ K3
√
(+ |Eg|),
where the last inequality is true since
√
(+ |Eg|) ≤ + |Eg| for all  ≥ 0.
We also refer to the reader [52] (see its Lemma 3 and Lemma 5) for the analog of Corollary 4 and 5.
Theorem A.5 (Moment inequality for stochastic integrals, see Theorem 7.1 in [43]) Let M2([0, T ];Rn×m) denote the family of all
n × m-matrix-valued measurable {Ft}t≥t0 -adapted process f = {(fij(t))n×m}0≤t≤T such that E
∫ T
0 ‖f(t)‖2dt < ∞. If p ≥ 2,
f ∈M2([0, T ];Rn×m) such that
E
∫ T
0
‖f(t)‖pdt <∞,
then
E
∥∥∥∥∫ T
0
f(s)dB(s)
∥∥∥∥p ≤ (p(p− 1)2 ) p2 T p−22 E
∫ T
0
‖f(s)‖pds
In particular, for p = 2, there is equality.
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A.3 Proof of Proposition 2.1
Proof (of Proposition 2.1) For ease of notation, in this proof we use E to represent Eµ0,B . For every t ∈ [0, T ], we have
E
[
‖Xt − X̂t‖2
]
= E
[∥∥∥∥∫ t
0
fφ(X(s))− fφ̂(X̂(s))ds
∥∥∥∥2
]
≤ tE
[∫ t
0
∥∥∥fφ(X(s))− fφ̂(X̂(s))∥∥∥2 ds]
≤ 2TE
[∫ t
0
∥∥∥fφ(X(s))− fφ̂(X(s))∥∥∥2 ds]+ 2TE [∫ t
0
∥∥∥fφ̂(X(s))− fφ̂(X̂(s))∥∥∥2 ds] .
Letting xji(s) := xj(s)− xi(s), x̂ji(s) := x̂j(s)− x̂i(s), and Fϕ(x) = ϕ(‖x‖)x, for ϕ ∈ KR,S and x ∈ Rd,
∥∥∥fφ̂(X(s))− fφ̂(X̂(s))∥∥∥2 = N∑
i=1
∥∥∥∥∥ 1N
N∑
j=1
(
F
[φ̂]
(xji(s))− F[φ̂](x̂ji(s))
)∥∥∥∥2
≤ 4Lip2(F
[φ̂]
)
∥∥∥X(s)− X̂(s)∥∥∥2 , almost surely.
Then an application of Gronwall’s inequality yields the estimate
E
[∥∥∥Xt − X̂t∥∥∥2] ≤ 2Te8T2Lip2(F[φ̂])E [∫ T
0
∥∥∥fφ(X(s))− fφ̂(X(s))∥∥∥2 ds] .
Note that by Jensen’s inequality,
1
T
∫ T
0
E
[∥∥∥fφ(X(s))− fφ̂(X(s))∥∥∥2] ds < N ∣∣∣∣∣∣∣∣∣φ̂− φ∣∣∣∣∣∣∣∣∣2.
Then the conclusion follows by combining with the estimate Lip(F
[φ̂]
) ≤ (R+ 1)S.
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