Introduction
Recognizing that the origins and evolu tion of atmospheric aerosols were poorly understood, the California Air Resources Beard (AKB) sponsored a majc experiment '.D the chemistry of aerosols in urban and non-urban sites of California during [1972] [1973] [1974] .
The first phase of the study (ACHEX-I) emphasized the gathering of a wide variety of data characterizing atmospheric aero sols sampled in late summer and fall of 1972. The second phase (ACHEX-H) was primarily concerned with smog aerosols in the South Coast Air Basin during 1973.
The objectives of ACHEX-I wore:
• To characterize the aerosols in the South Coast, the San KL «ucisco Bay Area, and the San Joaquin Valley Basins in terms of their physical and chemical properties, interaction with atmospheric gases, and natural and anthropogenic origins.
• To evaluate the amount of atmos pheric SLvrosoi in the cited three major air basins which can be related to: (l) primary emissions such as from auto exhausts or smokestacks; and (2) secondary production'due to physical and chemical processes taking place in the atmosphere, • To identify those major sources of particles and chemically reactive gases which can be related to aerosol pollution and visibility reduction.
• To estimate from aerosol source characterization in the three major regions the extent to which the ambient air quality standards can be achieved by existing technology.
• To evaluate the applicability of the aerosol analysis instrumentation employed in this study for use in other monitoring networks. The ACHEX was designed to achieve its objectives through intensive and detained episodic measurements of aerosol behavior in the presence of trace gases and mete orological changes.
Generally, each run in the field experi ment consisted of a 24-hour period. The operations were selected on the' basis of an aerometric forecast one day ahead of startup. The run periods were selected mainly on the basis of conditions conducive to high levels of air pollution. Tn the South Coast Basin, runs were planned for oxidant levels exceeding 0,20 ppm, except for source-dominated cases.
The intensive acquisition of data took place during a two-year period from 1972 to 1973, with most of the activity concen trated in the late summer and early fall to cover times of highest photochemical smog intensity^ as measured by elevated oxidant concentrations. The keystone of the measurement program was a mobile laboratory equipped with a variety of
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instrumentation. The mobile unit was moved to several different sites during the course of the field studies. Sites were selected to provide key information on: (1) source-dominated air, (2) receptor cases where pollutants were mixed and had reacted for a period of time, or (3) non-urban locations potentially characteris tic of marine, desert, or photochemical background contamination, TIK-mobile laboratory operations were supplemented by fixed stations. In ACHEX-I (1972), these stations were at the Keck Laboratories at Caltech, the SAPRC monitoring station at Riverside, and the BAAPCD station in San Jose. During the 1973 phase, the fixed stations were replaced in the South Coast Basin by a modification of four district air-monitoring stations. These included the LAAPCD stations at downtown Los Angeles and Pomona, the ARB station in Riverside, and the OCAPCD station in Anaheim.
A kny element of the ACHEX was the extensive chemical analysis undertaken on selected aerosol samples during the course ul' the experiment. Samples for study were chosen on the basts of priority for the intensity of air pollution observed, or in terms of other information required to meet the objectives of the program.
Many of the chemical methods used in ACHEX required levels of sensitivity that exceeded routine procedures in the past. Therefore, considerable develop ment of methods was undertaken, includ ing neutron activation analysis (NAA), x-ray fluorescence analysis (XRFA), pbotoelectron spectroscopy (ESCA), highresolution spectroscopy, atomic absorp tion (AAS), and wet chemical methods for non-carbonate carbon, sulfate, nitrate, and liquid water content. Our group at Lawrence Livermore Laboratory was responsible for carrying out the fNAA measurements.
In the ACHEX, more than 3000 samples of aerosols were collected during 1971-1973 and 1NAA was utilized to nondestructively analyze the particulates on 700 samples including Whatman 41 highvolume filters, Gelman 5-^ GA-1 cellulose-acetate, low-volume total filters and filters after Lundgren' rotating drum cascade impactors. Various impactor films were used and analyzed in the experi ment: Mylar, Teflon, sticky-resin-coated polyethylene, and paraffinated Mylar. The only collection media not studied were glass fiber and silver membrane filters.
The normal procedure was to cut out sections of the substrate and perform INAA as well as XRFA for elemental analyses. Although INAA and XRFA are complementary techniques for traceelement analyses because of differing elemental detection sensitivities, a number of elements are measured in both tech niques such as Fe, Br, V, Mn, and Ca. Interlab comparisons were made to vali date the elemental analyses, and the agreements were quite satisfactory. The comparison did point out the importance of validation in an environmental program, especially when chemical analyses are performed by different methods. The data were transmitted to AIHL on IBM punch cards for computer data bank storage and later analysis.
Reference to a company or product name does not imply approval or recom mendation of the product by the University of California or the U. S. Energy Research & Development Administration to the ex clusion of others that may be suitable.
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The strategy for determining the sources of the aerosols was based on measurements of the *'ey chemical con stituents as shown in Table 1 elements were reported. For a short irradiation, about 10 elements were rou tinely detected. The data-transmission time was as short as one day and normally one week for short-irradiation elements.
As a result of these studies, new methods cf aerosol analysis using NAA are con sidered to b-* useful operational methods for samples collected over two-hour periods in urban air.
Description of Instrumental Neutron
Activation Analysis (INAA)
Since its inception, INAA has become increasingly more important as a tool for doing trace-element analysis. This is due to progressive improvements in its sensitivity made possible by the use of high-resolution, solid-state radiation detectors, improved data-reduction tech niques and schemes, and increased experience in jimple preparation and collection methods.
To be most useful, the INAA technique requires a high thermal neutron flux of the type usually found only in a nuclear nl2 + " ,"14 ' to 10 1 reactor. Neutron fluxes of 10 3 n/cm /sec can be easily obtained at most reactor facilities.
BASIC PRINCIPLES
The procedure used for INAA is to take a sample, expose it to a neutron flux, measure the induced activity as a function of energy, and evaluate the data to quantify the elements present in the original samples (Fig, 1) . In practice, the samples contain many elements and occasionally several isotopes of the same element. The activation/counting scheme employed must be chosen in such a manner as fo optimize the activity of as many elements %s is reasonably possible. This involves making two or more separate irradiations for each sample and applying various counting schedules, depending on the type of sample and the elements being sought in the analy sis. The irradiation schedule and counting scheme used in this study are discussed in detail below.
The terms Ql and Q2 refer to the first and second count respectively, after the short irradiation, and LI, L2, L3 like wise refer to the long irradiation.
For this study the neutron source was the Livermore Pool-Type Reactor (LPTR 
IRRADIATION AND COUNTING PROCEDURE
The irradiation and counting scheme shown in Table 2 was designed to give the maximum sensitivity for the wide range of elements. The scheme is similar to that used by othrrs for the same type of analyses, ~
The data derived were recorded on computer-compatible magnetic tape for permanent reference and for subsequent reduction and analysis. The procedure is effective for the identification of approximately 35 elements in a single sample. Table 3 gives a Mating of the parent nuclide, half-life, daughter product, and energy of the gamma rays used in the analysis of the elements of interest. Table 3 shows that Zn has a gamma ray with an energy of 1115.4 keV. Thus, if there are large amounts of both Zn and Sc in a sample, it may not be possible +o separate the gamma-ray peaks since they would overlap when detectors wkh currently available resolutions are used. Scandium has another gamma ray with an energy of 889.4 keV, and the only appreciable interference with this peak is the m Ag gamma ray at 884. 7 keV, By the use of curve-fitting techniques and spectrum stripping, it is possible to resolve large amounts of UOm Ag J 46 Sc, and 65 2n in the same sample. A close examination of Table 3 reveals several other inter ferences of the type discussed above which occur in a typical sample. The detection limits for 75 elements are given in Table4, based on a maximum irradiation time oi one hour, a thermal neutron flux of 13 2 10 n/cm /sec, and no appreciable inter-4 ferences.
These detection limits can, Ti.ne units are as follows: m = minutes, h r hours, d = days, y = ycurrf. Numbers given in parentheses following the gamma-ray em-rgy are the relative intensities (%) of the gamma rays, therefore, be thought of as theoretical limits within the state of the art. Detection limits are shown in Table 5 for the twohour samples analyzed in the ACHEX study.
STANDARDIZATION
In order to generate accurate quantita tive information, neutron activation analysis (NAA) must makr accural*' compari sons of the sample elemental counting information with that for the elemental standard. The elemental standards are individually prepared by dissolving a known amount of the element of interest as a high-purity metal, oxide or assayed compound, as the chemistry dictates, into triple-quartz-distilled water or of the short-lived isotopes (eq., Al, V, TO vastly predominate during the Ql count.
For short ii radiations, all samples are normalized to a "standard flux monitor. Several different types of flux monitors have been used by different investigators depending on their specific applications, but each was designed to do the same thing, namely, to normalize a given irradiation back to some known condition or parameter. For this study, a titanium flux monitor was used and counted for 60 seconds between the Ql and Q2 counts. Severe 1 titanium flux monitors were in use, and all were run for a predetermined time and counted and found to be statistically identical. The flux monitors were placed in the same position with respect to the sample in the sample carrier during each irradiation. The counts from the flux standard were then raliocd to the master standard count taken with the same flux monitor, art) all elemental counts were then ratioed up or down by the same factor. The ratioing was performed by the data reduction pro gram, and the program "flags" any standard ratio that deviates from the master standard by more than 10%.
For the long irradiations, a standard was prepared for each irradiation. The standard was then irradiated with and counted in the same position and sequence as the sample. Any flux variation that existed from one irradiation to anotherwas thereby taken into account. This procedure effectively calibrated and detector for each sample «un.
DATA REDUCTION
The data reduction for the INAA portion of this study was performed using the gamma-ray analysis program MIKEGAM. This program is an adapted version of a technique developed by 5 Ralston and Wilcox. The accuracy of the code has been verified by use of interlaboratory and intralaboratory comparison studies, which are discussed below.
Basically, the code operates by gen erating a baseline from the Ge(Li) spectrum, and from this baseline defining and quantitating significant peaks. The program has two major branches; one for processing short irradiation samples, and the other for processing long irradiation samples. The errors contributed by counting statis tics, sampling, blank contribution and standards determination are carried along and combined in the final calculations, SPECIMEN HANDLING PROCEDURE Our procedures were planned for the following types of samples: GA-1 filters, 0,25-by 1-inch strips of Mylar, and l-in.-diam Whatman 41 Hi-Vols, sticky film, and paraffinated Mylar. All samples were handled with blunt-ended stainless steel tweezers and inserted into 2-dram polyethylene vials which had b-»en pre viously cleaned. A vial was then loaded into a reactor polyethylene pneumatic tube "rabbit" along with a titanium foil flux monitor {encased in polyethylene) and a polystyrene disc which acted as a shock absorber. After irradiation, the sample was removed from the inner vial after the outer "rabbit" had been discarded and the sample was inserted into a cle*n cellophane bag using clean stainless steel tweezers. The bag-encased sample was then inserted into a Lucite sample holder and placed in -11-front of a Ge(Li) detector for gamma-ray counting (re. counts Ql and Q2). For samples undergoing the 1-mg irradiation procedure, a decay period of at least three days was allowed before the long irradiation to allow any radioactivities generated in the short irradiation to die away. For the long irradiation, approximately 12 samples were individually bagged in clean poly ethylene, and along with bagged elemental standards, were loaded into a polyethylene capsule which rotated during the 12-hour irradiation to insure flux homogeneity. After the irradiation, the samples were run through the LI, L2, and L3 counts. Particular care was taken not to introduce any contaminants in the samples during the short irradiation and subsequent analy sis so that the long irradiation analysis would not be affected.
DETERMINATION OF PROCEDURAL ERRORS
To determine the overall error con tributed by various procedures such as weighing and pipetting, and also the geometry in the reactor irradiation facility and the gamma spectrometer, six sodium standards were prepared in the usual manner, irradiated together, and then counted sequentially. The over all variation in obtained activity from each sodium standard showed a fractional standard deviation of less than 1%.
Results

BLANKS
The assignment of average trace quan tities in the filter substrate (blank) ranked high among the various factors that had ar effect on the precision of trace element analysis by INAA of air particulate matter collected on filter media. This was especially true when a trace element in the blank was determined with a high degree of uncertainty and the concentration of the deposited trace element approached that contained in the blank.
For Phase r, various particle collection media were studied. Initially, the effort was directed toward the evaluation of can didate substrates and after final selection to a more detailed characterization of those chosen. The major candidates were Gelman (GA-1), Milllpore, a sticky-surface polyethylene film. Mylar, Teflon film,
and paraffinated Mylar. An additional variable was the pre-treatment of the media which consisted of washing either by the factory or by AIHL.
Phase II sample collection was restricted to the use of GA-1 filters for the total and after filters, sticky polyethylene film for the Lundgren impactor surfaces, and W-41 for the high-volume samples. Phase 1 blank values for W-41 and sticky poly ethylene were used, but since a new washing procedure was used on Phase II GA-1 filters, a separate study was done for them. which represents the population of filter (or impactor) media which was used in the sampling under field conditions. The experience gained during Phase I showed that a better statistical sampling of the pool of washed GA-1 filters was in order for Phase II. Accordingly, the following studies were carried out.
Phase H. GA-1, Series 1 A representative group of 13 washed filters which had first been analyzed at LBL was analyzed with the results shown in Table 7 , Of particular interest is the extreme variability Ln the Na values for the 13 filters, the range being an order of magnitude. The 95% confidence in terval or two standard deviations is in excess of 200%. Also, Cu, V, and Br show high variability, although not aB severe as that of Na.
When these blank values were used in computing the results for particulate loadings on the after and total filters, it became apparent that they were too high since uv*ection limits were being reported where they were not expected. Comparison of these blank values to those obtained for Phase I blanks gave ratios as high as 4.5. No reasonable explanation was found for the3e discrepancies. It was decided to examine another representative group of blanks.
Phase n, GA-I, Series 2 Eight additional GA-1 blank filters were subjected to analysis. The results are shown in Table 8 . Again, extremely high variability was seen among the Na values as well as Cu, Al, Ca, and Mn. However, the average values produced more believable results when applied to Rven though the expected error for individual determinations may have been rather small, the standard deviation of the eight measurements must be used in the computer program library which describes the average blank. Consequently, as the measured trace element approaches the blank value, the probable error associated with the blank begins to predominate and the reported trace element will have a large probable error associated with it.
Field Blanks
Data for 28 field blanks are presented in Table 9 . Again, Na showed extremely high variability. Since these blanks were exposed to field conditions, the variability across any single element cannot nec essarily be attributed solely to the innate variability of the unexposed blanks. Table 10 i.s a summary of the field blank data showing means, standard deviations and fractional standard deviations. The means for the; second series of laboratory blanks are included for comparison.
When the field blank mean is ratioed to the lab blank mean, all cases show values greater than unity, with Br exception ally high (16:1), Since we are dealing with Statistical sampling, inspection of these ratios cannot give a satisfactory answer to the question of whether the means are signif icantly different. Using the student-t test at the level of a = 0.05 (95% confidence), tt is found that all but Mn, both means for Na, Mg, and I can be said to have different means (fj. f v 2 ).
Thus, we can say that to a confidence level ol 0. 95, something occurred to the field blanks to cause Cu, Al, Ca, CI, and Br to be elevated relative to the laboratory blanks. This conclusion should be tempered quite a bit considering the unequal sample sizes in the lab field blanks and the relatively fc.-m.all number of lab blanks. If further hypothesizing is attempted, it is suggested that a separate study be done using larger sampling; or perhaps better still, using the same filters in both laboratory and field studies and analyzing the filters before and after they are subjected to field conditions,
QUALITY ASSURANCE
Bromine-Loss Test
Tests were carried out on a highvolume Whatman 41 filter run in Livermore for 24 hours during a rainy day. Two 1-inch circles were cut out of the t>fiper and run on the LLL Radio chemistry Divi sion isotopic-source XRFA system on the same day. The circles were then inserted into the LPTR for a 2-minute irradiation and later counted again on the XRFA sys tem. The Br loading on the 1-inch circles is as follows: From these results we conclude that Br loss, if any, caused by a 2-minute reactor irradiation is less than 5%. We hope to carry out Br determinations with smaller errors in the near future.
Tests were also performed to compare the absolute determination of Br XRFA and NAA: 7T and a were calculated twice, the first time using all values and the second time omitting the two highest values. Bureau of Standards and the Environmental Protection Agency, The standards were coal dust, fly ash, gasoline, and fuel oil. LLL participated in the measurements of coal dust and fly ash. Our report is reproduced herein, together with the determinations of other laboratories. We also indicate the values which have been certified by NBS. These data have been 7 8 presented and are published. The re sults of the determinations are given in Tables 12, 13 , and 14. The errors inindicated are derived from the dispersion of the separately determined replicates. The absolute values of errors represent either one-half the range or two standard deviations, whichever is the larger. Table 12 shows average valuta of all the elements which were determined, including those requested by NBS. Tables 13 and 14 show the measurements on individual samples, together with the total error for that particular measure- Each set of data reported in Table 17 consisted of our dried solution deposits and two blanks. The filter substrates were Whatman 41 and Millipore SMWP filters. The eight elements deposited on each sample were Al, K, V, Mn, Fe, Cu, As, and Pb in amoun-, ranging from 2 2 1.7 wg/cm to 54 wg/cm . All investiga tors received separate sets of standards. LLL used the same set for x-ray analysis prior to INAA.
-23- 10 Table 18 lists a series of high-volume specimens showing comparisons for the four ele ments which were determined by both techniques. These are Ca, Ti, Mn and Br. It will be noted that two determinations were done using x-ray fluorescence. These took place before and after neutron activation. In most cases, the second measurement shows a reduction in the amount of each element. 
