Abstract:
Biclustering (or co-clustering) is a data mining technique that consists in simultaneous partitioning of the set of samples and the set of their attributes (features) into subsets (classes). Samples and features classified together are supposed to have a high relevance to each other which can be observed by intensity of their expressions. We have defined the notion of consistency for biclustering using interrelation between centroids of samples and feature classes. We have proved that consistent biclustering implies separability of the classes by convex cones. In this talk, we discuss both supervised and unsupervised learning algorithms, where the biclustering consistency is achieved by feature selection and outlier detection, and also simulation studies investigating the probability of existence of a consistent biclustering on random data. The developed models involve solution of a fractional 0-1 programming problem. Computational results on DNA microarray data are reported.
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