Flood peaks and volumes are essential design variables and can be simulated by precipitation-runoff (P-R) modelling. The high-resolution precipitation time series that are often required for this purpose can be generated by various temporal disaggregation methods. Here, we compare a simple method (M1, one parameter), focusing on the effective precipitation duration for flood simulations, with a multiplicative cascade model (M2, 32/36 parameters). While M2 aims at generating realistic characteristics of precipitation time series, M1 aims only at accurately reproducing flood variables by P-R modelling. Both disaggregation methods were tested on precipitation time series of nine Swiss mesoscale catchments. The generated high-resolution time series served as input for P-R modelling using a lumped HBV model. The results indicate that differences identified in precipitation characteristics of disaggregated time series vanish when introduced into the lumped hydrological model. Moreover, flood peaks were more sensitive than flood volumes to the choice of disaggregation method.
Introduction
High-resolution rainfall time series are needed in many fields in hydrology and water resources management, e.g. urban hydrology (Cross et al. 2018) , erosion investigations (Jebari et al. 2012) , preferential flow (Wiekenkamp et al. 2016) or precipitation-runoff modelling (Ding et al. 2016) . For the latter, the temporal resolution of the precipitation time series has to match the temporal scale of the underlying hydrological processes. For example, Blöschl and Sivapalan (1995) , in their review paper for urban drainage processes, recommend a sub-hourly resolution, while for irrigation purposes already a monthly resolution may be sufficient. For the simulation of highly dynamic processes such as floods, high-resolution time series are required to cope with (a) the high intermittency of precipitation (Ochoa-Rodriguez et al. 2015 , Kim et al. 2018 ) and a movement of storm cells (Ran et al. 2012) , especially for convective events, and (b) fast-responding catchments, defined depending on their attributes, such as size, drainage network, steepness and percentage of impervious area (Schilling 1991 , Post and Jakeman 1996 , Berne et al. 2004 ). Ficchì et al. (2016) foundfor 240 catchments in France with a median catchment size of 356 km 2that the hydrological model performance did indeed improve with increasing the temporal resolution of the precipitation input time series (from daily to sub-daily time steps), especially for catchments with "shorter response times and flood durations, lower stream flow autocorrelation, and shorter and highly variable storm events" (Ficchì et al. 2016) . Melsen et al. (2016, and references therein) recommended hourly time series for the adequate calibration of hydrological models and for accurate runoff predictions in mesoscale catchments. This is agreement with Blöschl and Sivapalan (1995) , who recommend an hourly resolution for flood warning purposes. In most cases, however, observed time series of this temporal resolution are too short to achieve a reliable calibration of the precipitationrunoff modelling, especially in mesoscale catchments with an area smaller than 1000 km 2 and in which the network density is low in comparison to daily measurements.
Possible solutions are either (i) the generation of precipitation time series, e.g. by Poisson-cluster models (Onof et al. 2000 , and references therein), alternating renewal models (Haberlandt et al. 2008 , Callau Poduje and Haberlandt 2017 , and combinations of rainfall generation models (Paschalis et al. 2014 , Pohle et al. 2018 , or (ii) the temporal disaggregation of observed precipitation time series of a coarser resolution, which are usually available for longer periods and higher network densities than high-resolution time series. Disaggregation has the advantage that it relies on real (measured) precipitation amounts and a correct representation of time series characteristics, e.g. autocorrelation, temporal asymmetry (Müller et al. 2017) , and burstiness (Schleiss and Smith 2016) . In addition, the disaggregation approach can be applied to increase a temporal resolution of satellite and climate models that are usually available only at a daily scale. Well-known disaggregation methods for whole time series are multiplicative cascade models (Serinaldi 2010, Schertzer and Lovejoy 2011) , method-of-fragments (Westra et al. 2012) , or combinations of different methods (Koutsoyiannis and Onof 2001) , and for events the application of mass curves (Blöschl and Sivapalan 1995 and references therein) .
Disaggregation by a multiplicative cascade model is, in general, carried out on a station-by-station basis, without taking into account precipitation information from surrounding stations. Thus, the spatial patterns of the precipitation fields generated from surrounding stations are unrealistic, since the generation for each station is carried out independently from the others (Müller and Haberlandt 2015) . To overcome this issue, Thober et al. (2014) suggested the application of crosscovariance for spatial consistence between raster fields during the disaggregation process. Recently, Müller and Haberlandt (2015) proposed the implementation of spatial consistence using a resampling algorithm as a subsequent step after the disaggregation. This should improve the coherence of disaggregated precipitation time series that are spatially associated. As an alternative, a disaggregation could be performed directly on areal precipitation totals to generate hourly areal precipitation time series. For example, Breinl (2016) generated univariate areal rainfall instead of multivariate station-based precipitation time series, but not with precipitation disaggregation methods as applied in this study.
However, to be used as an input for lumped hydrological models, these disaggregated station-based precipitation time series need to be spatially averaged to the mean areal catchment precipitation afterwards. Therefore, the added value of a spatial consistence of disaggregated precipitation time series, if captured with neighbouring stations, may be reduced or lost. argued that the complexity in the temporal precipitation disaggregation approach may not matter that much for a lumped hydrological model, due to the assumptions of lumping precipitation amounts in space (the whole catchment receives the same areal precipitation) and, hence, in time (precipitation amounts at locations at different distances from the catchment outlet arrive at the outlet at the same time). This reduces the complex intermittency of the precipitation process and the dimension of spatial precipitation patterns and leads to the research question: "How complex does a precipitation disaggregation method (and thus the disaggregated time series) have to be for the application of the generated time series as input in a lumped hydrological model?" To the authors' knowledge, there is a lack of investigations into precipitation time series generated by disaggregation methods of different complexities and, in particular, their impact on simulated runoff statistics when used as input for precipitation-runoff modelling. Instead, previous research has been more frequently focused on comparison of only the precipitation statistics resulting from different disaggregation methods (e.g. Pui et al. 2012 , Paschalis et al. 2014 , while the impact on precipitation-runoff simulation results remains unclear, or on the impact of the disaggregated time series, but only for similar disaggregation methods (e.g. Müller and Haberlandt 2018) . Kandel et al. (2005) compared a scaling method based on a cumulative distribution function with a simpler approach on daily mean intensities and investigated the impact of these two methods on the simulated infiltration excess runoff and the soil erosion response, showing a better performance for the more complex model. In another study, Hingray and Ben Haha (2005) tested two different disaggregation methodsa simple uniform splitting method and a micro-canonical cascade modelwith different disaggregation time steps varying from 1 h to 10 min for continuous urban hydrological simulations. They found that the microcanonical cascade model led to a better representation of the analysed precipitation and runoff characteristics, i.e. the maximum discharge and the maximum storage amount for a return period of 10 years. However, it is questionable whether these results for urban hydrology can be transferred to rural catchments with a pronounced catchment filtering role, as was found by Andres-Domenech et al. (2015) and Müller-Thomy et al. (2018) .
Recently, proposed a simple oneparameter disaggregation approach that relies on uniform distribution of the daily precipitation totals into blocks of equal precipitation intensity. The only parameter of this approach is the effective daily precipitation duration and it determines the length of hourly blocks of equal precipitation sums. However, this method does not aim at reproducing observed precipitation characteristics; the disaggregated time series serve only as a direct input for a precipitation-runoff model and for flood analysis. Thus, the authors also did not investigate the effect of using more complex disaggregation approaches instead of the proposed one-parameter method.
Although it is clearly expected that a more complex disaggregation approach should provide a better representation of hourly precipitation time series, the greater value of such an approach as an input for a hydrological model is questionable. In particular, it is not clear whether the hydrological model can still benefit from precipitation time series disaggregated with a more complex approach than the simple one-parameter approach, or whether the added value of increasing complexity in the disaggregation approach is being lost after averaging the precipitation time series into the mean areal catchment values.
Therefore, the primary research question arises as: Does the complexity in precipitation disaggregation matter for a lumped hydrological model? To answer this question, we compare two precipitation disaggregation methods of a different complexity: the method of , which we call M1, and the method of Müller and Haberlandt (2015) , which is referred to as M2. The M1 method is considered as a backward approach, in which the optimal wet spell duration is estimated based on annual peaks simulated with a hydrological model (for details, see Section 3.1.1), while the M2 disaggregation method is a forward approach out of the family of micro-canonical cascade models and is based purely on precipitation data without considering any runoff-based simulations (for details, see Section 3.1.2). These two methods are applied to averaged areal catchment precipitation time series to derive disaggregated precipitation time series, which are then used directly as input for a lumped hydrological model -HBV (Seibert and Vis 2012) in nine Swiss mesoscale catchments. The method comparison is performed on two levels of reproducibility: of precipitation characteristics and of flood characteristics assessed by (relative) peaks and volumes. Thus, the novelty of this study lies in comparing these two methods of the different disaggregation complexity on these two levels of analysis, as: M1 has not been evaluated in terms of precipitation characteristics until now, and, so far, M2 has been applied only to station data and not on the mean areal catchment precipitation series.
To answer the primary research question and to enable a comparison of the two disaggregation methods, the following secondary research questions must be addressed: Can the micro-canonical cascade model (M2) be applied for the disaggregation of the areal precipitation instead of station precipitation data?; What is the effect of the parameter uncertainty of a precipitation-runoff model on the runoff simulations for both methods, M1 and M2?; and, finally, What has a higher impact on the simulation results of the precipitation-runoff model in method M2: the parameter uncertainty of the precipitation-runoff model or the uncertainty resulting from the generated disaggregation realizations?
2 Study catchments and data
The comparison study was performed on nine mesoscale Swiss catchments ( Fig. 1 and Table 1) , with an areal range of 44-491 km 2 , and a mean catchment elevation range of 511-2050 m a.s.l. Three of these catchments have glacier areas covering more than 5% of the total catchment area, which requires consideration in the modelling approach. The characteristics of the areal precipitation data are given in Table 1 (see Section 3.1.4 for a description of the precipitation characteristics).
Furthermore, the study area can be characterized climatologically according to Köppen-Geiger classification by two regions: a cold climate without dry season and with warm summers for catchments lying on the Swiss Plateau, Jura or in the pre-alpine region, and a polar climate (alpine Tundra) in the alpine catchments (Peel et al. 2007) . For a more detailed description of the study catchments, the reader is referred to .
The runoff data were available for the catchment outlets at an hourly resolution for the period 1980-2014. The mean areal catchment precipitation and mean catchment temperature were estimated from ground stations nearby and within the catchment belonging to the automatic national gauging network that comprises about 75 Swiss meteorological ground stations (including tipping-bucket type gauges for measuring precipitation). The mean catchment estimates were calculated using the Thiessen polygon method for the same period as the runoff data. The average station coverage for the sample catchments was equal to 1.9 station per 100 km 2 , which is rather high (Viviroli et al. 2011) . The mean precipitation estimates were computed at an hourly resolution and then summed up to daily totals before being treated with both disaggregation methods. The hourly mean temperature data once computed were not changed in the further analysis.
Methods

Precipitation disaggregation
Two methods are investigated, namely M1, a backward approach, and M2, a micro-canonical cascade model (forward approach). For both methods, two versions are analysed, which are described below in detail. The evaluation of the disaggregated time series is explained in Section 3.1.3.
M1: backward approach
The disaggregation method M1 is a backward approach (see , in which the optimal wet spell duration is estimated based on the annual peaks simulated with a hydrological model. For this purpose, daily precipitation totals are disaggregated into hourly sums on the basis of a uniform distribution on n evenly divided hourly intervals, where n is the only parameter and describes the effective precipitation length or an optimal wet spell duration within a day. To estimate n, different lengths of uniform blocks have to be tested in the range from 1 to 24 h, where for n = 1 the whole precipitation amount of one day falls in one hour. The first hour of the uniform block is always chosen randomly and independently for each simulation day ensuring that the entire daily total falls within the same day (see Fig. 2 , M1, top panel). For example, for a 12-h distribution the first hour is selected randomly in the range between the first and 13th hour of a day. By choosing the first wet hour randomly, we do not take into account typical seasonal precipitation occurrence during the day (e.g. summer storms in the afternoon or evening), to keep the disaggregation method as simple as possible.
Such generated hourly precipitation series with different disaggregation lengths are next used as input for a hydrological model to simulate runoff time series. An optimal wet spell duration within a day is chosen based on the simulation performance of annual peaks using these different disaggregated series. Annual peaks simulated with hourly observed precipitation data are used as a benchmark, which makes this method independent of runoff observations. Thus, the optimal duration is chosen as the duration being closest to the benchmark simulation. This duration was estimated in a previous study as being between 6 and 12 h for mesoscale mountainous catchments .
In addition to this uniform method, we introduce in this study a variation, which, instead of estimating the optimal wet spell duration from runoff simulations, directly assumes the optimal precipitation disaggregation to follow the triangle shape similar to the precipitation Euler Type II of DVWK (DVWK 1984) . Within this disaggregation, the maximum hourly precipitation intensity occurs in the 8th hour of a day, with 48% of the daily precipitation amount. The slope of the ascending limb (1st-8th hour) is higher in comparison to the descending limb (8th-24th hour). Following this variant, daily totals are divided into 24 h, as presented in Fig. 2 (bottom panel). The advantage of this variant is that it provides a more realistic representation of the precipitation event than the uniform distribution of the M1 method. The disadvantage is that, in the case of precipitation events lasting more than one day, an artificial drop in the precipitation intensity may be generated at the end of each precipitation day.
Note that both method variants use the mean areal catchment precipitation totals and thus do not account for a spatial variability in the precipitation totals within the catchment.
M2: forward approach (micro-canonical cascade model)
The disaggregation method M2 is a multiplicative microcanonical cascade model, which can be considered as a forward approach, i.e. the disaggregation of daily precipitation time series is performed based purely on precipitation data without considering any runoff-based simulations. This method has two variants (M2a and M2b), which are briefly explained below. The interested reader can find a more detailed description in Müller and Haberlandt (2015) .
The general scheme of micro-canonical cascade model is shown in Fig. 3 . A coarse time step is split into b finer time steps, where b is the branching number. For b = 2, the precipitation amount can either be forwarded to the first (1/0) or the second (0/1) of the two finer time steps (with the probabilities P (1/0) and P(0/1), respectively), or distributed on both finer time steps (x/(1x), with P(x/(1x))). The numbers in brackets (e.g. 1/0) represent the fraction of precipitation forwarded to the first (1 = 100%) and the second (0 = 0%) finer time step, whereby x in x/(1x) represents a fraction of 0 < x < 100. For the x/(1x) splitting, a distribution function f(x) is required. Here, we use an empirical distribution and so no additional parameters of a theoretical distribution function are required. However, the complexity of the disaggregation method is higher with f(x) than without. Hence, we consider the empirical distribution function simplified as a fourth parameter in this investigation together with P(1/0), P(0/1), P(x/(1x)) for the sake of comparability. Nevertheless, it remains an empirical distribution function and is not a single parameter value.
All four parameters can be estimated by running the cascade model backwards (Carsteanu and Foufoula-Georgiou 1996) , i.e. by aggregating observed hourly time series, counting the three possible crossings and calculating the corresponding probabilities. Olsson (1998) and Güntner et al. (2001) identified physical reasonable differences of the parameters if estimated in dependency (a) on the wetness-state of the time step before and after Figure 2 . Scheme of the precipitation disaggregation method M1 with two variants: 1-h to 24-h (Uniform) and EII (Triangular). All precipitation amounts are given in mm/Δt. the considered time step being disaggregated and (b) on its rainfall amount. To consider these dependencies, the disaggregation method parameters are estimated with a dependence of the position and the volume classes. Regarding (a), four different position classes are distinguished: starting (dry [time step before]-wet [considered time step being disaggregated]-wet [time step afterwards]); enclosed (wet-wet-wet); ending (wetwet-dry); and isolated (dry-wet-dry). Regarding (b), for each position class, there is a lower and an upper volume class, with the mean of all precipitation intensities for this position and the temporal resolution of the disaggregation level being the threshold. All rainfall intensities below this threshold belong to the lower volume class, while all other rainfall intensities belong to the upper volume class.
For M2a, the so-called diversion approach, the same branching number (b = 2) is applied throughout the disaggregation steps (Fig. 3 , top panel). When starting from daily values, a temporal resolution of 45 min is achieved after five disaggregation steps. Hourly time steps are achieved by a uniform distribution on 15-min time steps and, subsequently, aggregating four consecutive non-overlapping time steps.
For M2b (Fig. 3 , bottom panel), the uniform splitting approach, b = 3 is applied in the first disaggregation step, resulting in 8-h time steps. No position classes are considered in this step, and only two volume classes are possible. The number of wet 8-h intervals is determined by P(1/0/0), P(½/½/0) and P (⅓/⅓/⅓) = 1 -P(1/0/0) -P(½/½/0). For all further disaggregation steps, the branching number b = 2 is applied.
Hence, method M2a consists of 32 parameters, with 4 position classes × 2 volume classes × 4 splitting parameters, while method M2b has four additional parameters -P(1/0/0) and P(½/½/0) for both lower and upper volume classesresulting in 36 parameters in total.
The disaggregation itself is a random process, which leads to different results, depending on the random number generator initialization. To cover this random behaviour, several disaggregation runs have to be performed for each daily precipitation time series. Müller and Haberlandt (2015) analysed the resulting precipitation characteristics (similar to the event-based and continuous characteristics in Section 3.1.4) of the disaggregated time series and found that the average values did not change significantly after 80 realizations by an increasing number of realizations. Accordingly, 80 realizations of disaggregation are carried out for each daily time series.
In this study, the variants M2a and M2b are applied directly to time series of the catchment mean areal precipitation. The disaggregation of areal precipitation rainfall time series was carried out with M1 before , except M1-EII), but not with M2a or M2b to the authors' knowledge. Hence, it first needs to be validated whether the M2 variants are able to generate precipitation characteristics in the disaggregated areal precipitation time series comparable to the areal precipitation time series directly estimated from station values. However, the cascade model parameters are estimated for areal precipitation in the same way as for station-based precipitation by running the cascade model backwards and aggregating the hourly time series of estimated areal precipitation. A comparison of precipitation characteristics for individual stations versus areal precipitation was performed for the example catchment of Kleine Emme (C4) only.
Comparison of disaggregation methods and their limitations
The principle differences between the two methods M1 and M2 described above (and their two variants) are summarized in Table 2 .
One of the major differences between these two methods is the number of parameters that need to be estimated. With the optimal wet spell duration being the only parameter for M1, it is also assumed that this parameter can be more easily regionalized for different regions or ungauged locations (without observed data) in comparison to the 32 parameters of M2a (or 36 for M2b). However, this hypothesis is not tested in the present study, which focuses only on the comparison between the disaggregation methods and their impact on the simulated flood characteristics. Indeed, the basis for a regionalization of M2 parameters was tested by Müller (2016) , who showed that parameters in M2 demonstrate a small parameter variation for rain gauges located at similar altitudes in the same region. Optionally, the number of parameters for M2 could be reduced, because similarities between some parameters were found by Olsson (1998) , Güntner et al. (2001) and Müller and Haberlandt (2018) . Nevertheless, these simplifications were not applied in the present study (a) in order to enable comparisons with former authors' results and (b) due to the fact that the number of parameters for M2 after reduction would still be much higher in comparison to M1.
Both methods also differ regarding the parameter estimation method. For M1, the one parameter is estimated indirectly by precipitation-runoff modelling with the disaggregated time series and by analysing the impact of different disaggregation lengths on the flood peak efficiency (backward approach). For M2, all parameters are estimated from observed hourly precipitation time series without considering runoff simulations (forward approach). Thus, the choice of the disaggregation model may depend in practice on the available data (only precipitation or also runoff for calibration of the hydrological model). For catchments without runoff observations, the M1 parameter may be estimated with runoff peaks available for downstream gauges, or through a regionalization of the hydrological model prior to the M1 parameter estimation . For M2, satellite (Lütkemeier et al. 2018) or radar data can be a possible solution for catchments without observed hourly precipitation time series. The same applies for the availability of the hourly precipitation data for the method M1. Also the sub-daily precipitation intensity distribution in the disaggregated time series differs between the two methods and their variants. While for M1 a block precipitation with uniformly distributed precipitation intensities is generated, for M1-EII, the precipitation intensities follow a triangular shape with a peak falling in the 8th hour of a day. For M2, precipitation intensities are distributed irregularly in different events during the day. A disadvantage of uniform M1 is the constant generation of a single block event during a day. Thus, for precipitation events lasting for several days, artificial dry spells may be generated in between. This issue is overcome with M1-EII, in which each event is extended over a day. However, hours with artificially low intensities may be generated at the end of each precipitation day. In contrast, with M2, it is possible to generate precipitation events starting and ending on different days, although dry spells can also be generated in between (Müller and Haberlandt 2018) . Even so, it is unclear whether for long-lasting events the distribution of precipitation intensities during a day plays a significant role, or whether preserving the total precipitation amount is more important.
Despite the aforementioned differences, both methods M1 and M2 start with the disaggregation from daily totals and conserve the daily precipitation amounts exactly.
Evaluation of disaggregated precipitation time series
For the evaluation of the disaggregated precipitation continuous time series, event-based characteristics and extreme values are analysed. The continuous time series characteristics, i.e. the average intensity (mean intensity of all wet time steps) and the fraction of dry intervals (number of dry time steps, 0 mm/h) are calculated in relation to number of all non-missing time steps over the whole time series.
For the calculation of the event-based characteristics, i.e. wet spell duration, wet spell amount and dry spell duration, an event is defined by a minimum of one dry hour before and after one or more wet time steps. The event-based characteristics are next averaged over all events found in the precipitation time series.
For the analysis of precipitation extreme values, the event definition is slightly different to ensure the independence of the precipitation events, and it depends on the extreme event duration under investigation (1, 6 or 12 h). Here, we follow the suggestion of Schilling (1984) , who ensured the independence of an extreme event by applying the same number of dry hours as the extreme event duration under investigation before and after the event, with a minimum of 4 h. For example, for precipitation extreme events of 1 h duration, an event is considered as independent if there is a minimum of 4 dry hours before and after the extreme event, while for durations of 6 and 12 h, minimums of 6 and 12 h are required, respectively.
The aforementioned precipitation characteristics (PC) of the simulated time series (sim) are evaluated by a comparison with the observed time series (obs) using the relative error rE:
3.2 Precipitation-runoff modelling
Lumped hydrological model
The HBV light model (Seibert and Vis 2012) is used in this study to simulate runoff at the catchment outlets. The model consists of four routines: (1) precipitation excess and snowmelt, (2) soil moisture, (3) response (groundwater) and (4) routing in the river. For catchments with an areal ratio of glacier areas ≥5%, an additional glacier routine is included.
Here we implement the glacier routine for three catchments (C7-C9). The HBV model is run on an hourly time step in this investigation and was calibrated using the Kling-Gupta efficiency (KGE; Gupta et al. 2009 ) with the observed hourly areal precipitation and runoff time series. For the model calibration a Genetic Algorithm and Powell optimization (GAP) approach was applied, which relies on an evolutionary mechanism of selection and recombination of parameter sets (parameter population) randomly selected within parameter boundaries defined by the user. The evaluation of parameter sets is based on the selected objective function (here KGE) and only the sets maximizing the objective function are retained (see Seibert 2000 for details) . The number of required parameter sets to be retained is specified by the user. In this study, this number was set to 100 for each catchment resulting in 100 optimal parameter sets. This enables us to represent uncertainty in the parameterization of the hydrological model. The period of 1990-1999 was used for the calibration of the HBV model. The achieved median efficiency (KGE) over all catchments in this period was equal to 0.79 (range: 0.60-0.90), while the median KGE in the application period was 0.75 (range: 0.50-0.88). No catchment-dependent relationships of the model performance could have been established.
For both precipitation disaggregation methods and both their variants, the same calibrated model parameters are used. As our previous study showed, the parameter uncertainty of a hydrological model does not play any important role in the selection of the effective precipitation length. Thus, we perform the disaggregation comparison using only the best parameter set of the hydrological model. The effect of parameter uncertainty is investigated only in our example catchment (Kleine Emme, C4).
Evaluation of simulated runoff time series
The calibrated HBV model is next run for each catchment with the best parameter set and with disaggregated precipitation time series (1981-2014) derived from two different methods, M1 and M2. The runoff simulation obtained with the observed hourly precipitation time series is used as a benchmark for comparing disaggregation methods and their two variants. Note that we do not use the observed runoff series for comparison purposes in order to focus entirely on the effect of disaggregating precipitation data on simulated flood events. In this way, we exclude possible side effects due to the impact of the model structure uncertainty (and the imperfect match between the calibration data and model simulations), as well as possible uncertainty of runoff data.
For the evaluation of simulated runoff time series (derived by different disaggregated precipitation time series) two metrics are used for annual maximum floods: relative peak and relative volume. Both metrics are essential for the validation of the disaggregated precipitation time series, since Brunner and Sikorska-Senoner (2019) have proven that flood volumes are not necessarily well reproduced if only flood peaks are considered in the calibration of the hydrological model.
The term "relative peak" was introduced by and it is computed from simulated annual maximum flood peaks by division by the benchmark peaks. In a similar way, we introduce here a "relative volume", which is represented by simply dividing the volume estimated from simulated events by the event benchmark volumes. If the relative peak or the relative volume equals unity, the perfect agreement between the benchmark and the simulated peak (volume) is obtained. A value for a relative peak (volume) >1 implies that the peak (volume) is overestimated, whereas a value <1 indicates an underestimation of peak (volume). Thus, the disaggregation method that results in a relative peak (volume) lying closest to unity has the highest agreement with the benchmark (hourly data).
The volume of flood events is here defined based on the selected annual maxima using a fixed window of 72 h (i.e. 24 h prior to and 48 h after the flood event peak) and summing up the area under the hydrograph during this time window.
Results
Precipitation disaggregation
Comparison of station-based and areal precipitation disaggregation in M2
Daily values of areal precipitation were disaggregated by the aforementioned methods to hourly values. As an example, the precipitation characteristics for individual stations in the Kleine Emme (C4) catchment were compared with those of the catchment mean areal precipitation; these are shown in Table 3 along with the corresponding relative errors (rE) for M2a and M2b. It should be noted that precipitation characteristics of the areal precipitation time series differed from those of the station time series. As expected, the mean wet spell duration was longer for the areal precipitation (approx. +50%), presumably due to the movement of single precipitation events over the catchment occurring at different stations at different times. Hence, dry spell durations were shorter and the fraction of dry intervals was lower in comparison to station time series, leading to lower values for the average intensity of all wet time steps (approx. -30%). Table 3 . Rainfall characteristics of time series for four stations in the catchment Kleine Emme as well as the areal precipitation time series and relative error (rE) resulting from the disaggregation with M2a and M2b. Abs.:
absolute value.
Wet spell duration (h)
Wet spell amount (mm)
Dry spell duration (h)
Fraction of dry intervals
Average intensity (mm/h) Abs.
rE (%)
Abs.
rE ( However, the rE resulting from the disaggregation with M2a and M2b were comparable for both time series types. Wet spell duration was overestimated by 34% with M2a, independently of the time series type. For the wet spell amount, dry spell duration, average intensity and the fraction of dry intervals, estimated rE for areal precipitation was similar to the mean rE computed over stations 1-4 and lay within the range of the single rE values. Method M2b led to a better representation of the wet spell duration, the fraction of dry intervals and average intensity, while the wet spell amount and dry spell duration were better represented by M2a.
The empirical distribution functions of extreme precipitation values for the Kleine Emme catchment are presented in Fig. 4 . Observed extreme values with durations of 1 and 12 h could be well reproduced by method M2a for the catchment mean areal values. For station precipitation amounts, extreme values were well represented for 12-hour duration, but underestimated for 1-h duration. Method M2b led to a general underestimation of extreme values for 12-h duration, for both station and areal precipitation, while for 1-h duration extreme values were overestimated, which means higher precipitation amounts were clustered in 1 h than in the observed extreme values. Extreme values were additionally analysed for a 6-h duration, and the obtained results were similar to those achieved for a 12-h duration.
In summary, the rE values for the precipitation characteristics of the continuous time series resulting from the disaggregation of areal precipitation were similar to those resulting from disaggregation of station time series for both M2a and M2b. Thus, our results show that, in general, method M2 can be applied for the disaggregation of areal precipitation time series, whereby M2a leads to better representation of the extreme values, while M2b leads to better representation of the event and continuous time series characteristics.
Comparison of disaggregated areal precipitation time series
The disaggregated time series were analysed regarding their continuous and event-based characteristics, as well as their extreme precipitation values for all nine catchments. For both methods M1 and M2, the disaggregation is assumed to be a random process leading to hourly time series with different distributions of the precipitation over each day, also known as realizations. While for M2 the structure of the different time series differs regarding the sub-daily precipitation distribution with different intensities and dry spells in between, for M1 only the starting point of the precipitation event differs between days. Following , for M1 one realization per catchment was generated, which is assumed to be representative because the starting hour is chosen randomly for each day independently, while for M2, 80 realizations were generated, as suggested by Müller and Haberlandt (2015) . The characteristics of the time series generated by method M1 were then compared against the medians of the precipitation characteristics of 80 realizations generated by method M2 (see Figs. 5 and 6, and Table 4 for a quantitative comparison over all stations). It should be mentioned here again that method M1 does not aim at the replication of observed precipitation characteristics. Thus, the intention of the comparison is only to investigate whether any differences exist between time series generated by both methods. For M1, the dry spell duration decreased with increasing precipitation duration up to 12 h, while for a 24-h duration and the Euler type-II distribution (EII), a sudden increase could be detected. If the daily precipitation amount is distributed over 24 h, as in M1-24h and M1-EII, a disaggregated precipitation event could last for several days without any dry spells in between. Consequently, the fraction of dry time steps was much smaller in comparison to the other precipitation durations of M1 and was <50%. By contrast, dry spell durations achieved with M2 were comparable to the observations, but the fraction of dry intervals was underestimated by M2a (rE = -7.1%) and slightly overestimated by M2b (2.6%). For the average precipitation intensity, overestimation was identified by M2b (10.3%) and underestimation by M2a (-20.4%). These results are in accordance with the findings of Müller and Haberlandt (2015) for stations in temperate oceanic and temperate continental climate (Peel et al. 2007) in Lower Saxony, Germany. For M1, the best results were obtained for the durations of 6 h (rE = 50.1%) and 12 h (-25%). This finding is in agreement with , who identified both these durations for the same study region as the most suitable for deriving a disaggregated input for precipitation-runoff simulations based only on flood peaks.
For the analysis of the precipitation extreme values of the disaggregated time series, the following empirical return periods (Tn) were analysed: Tn of 4. 95, 9.9, 21.8, 54 .5 and 109 years. Since the results were very similar for all return periods, only those for Tn = 109 years, which can be assumed as being close to a 100-year return period, are shown in Fig. 6 .
For precipitation extreme events of 6-and 12-h duration, the results for M1-1h, M1-2h, M1-3h and M1-6h for 6-h duration, and M1-1h, M1-2h, M1-3h, M1-6h and M1-12h for 12-h duration, are identical. This is due to the fact that the applied methodology distributes the daily precipitation amount over a defined precipitation duration, which is shorter than the extreme value duration of the event under investigation. Due to the limited precipitation duration in a day, for extreme events with longer durations the generated event can only be extended by dry time steps, thus the absolute precipitation amount cannot increase. This results in a similarity for effective precipitation durations shorter than extreme events under investigation and is due to the assumptions of method M1.
For a 12-h duration extreme, all variants of method M1, apart from M1-24h (where an underestimation was observed), resulted in a good agreement between disaggregated data and observations. For a 6-h duration, M1-1h-M1-6h and M1-EII led to overestimation and M1-12h and M1-24h to underestimation. For a 1-h duration, M1-1h-M1-2h and M1-EII resulted in overestimation, M1-6h-M1-24h in underestimation, while M1-3h was close to the value estimated from observations. With M2a and M2b, a slight underestimation was observed for 12-h duration. For a 6-h duration, an overestimation was found for M2a and underestimation for M2b, while for a 1-h duration a slight overestimation for M2b and a good agreement with the observations for M2a were identified. Thus, M2a represented precipitation extreme values slightly better for 1-h and 12-h duration than M2b. Note, however, that the structure of the cascade model (M2) does not intend to reproduce extreme values primarily, but rather to generate continuous time series.
Precipitation-runoff modelling
Relative annual peaks and volumes for M1 (backward approach)
The precipitation time series disaggregated with method M1 and for different lengths were introduced into the precipitation-runoff model and the resulting runoff series were analysed for annual maximum floods (peak and volume). Next, relative values for both metrics were computed in accordance to the benchmark; these are visualized in Fig. 7 and summarized as relative errors (rE) in Table 5 .
At first sight, it appears that longer disaggregation levels (between 6 and 12 h) yielded similarly good results, i.e. relative error close to unity for both variables (peak and volume), whereas the variant M1-EII led to a slight underestimation of peaks.
These observations were also confirmed with the computed rE values (Table 5) . For most catchments, the effective precipitation length was 12 h and for catchments C3 and C5, 6 h, assessed by relative peak. Shorter disaggregation lengths resulted in overestimation, whereas longer lengths resulted in underestimation of annual maximum flood peaks. This is in agreement with the previous study ), which used the same catchments but different type of precipitation data (different source). The disaggregation M1-EII led to a higher agreement with the benchmark for four catchments and a lower agreement for five catchments.
Catchments C3 and C5, with an effective precipitation length of 6 h, are the most western catchments in this study and belong to the cold climate in the pre-alpine region (Peel et al. 2007) , while all other catchments except C1 belong to the polar climate and the polar region. Also, for C1 the results for relative peaks (Fig. 7 , y-axis) are very close for the effective precipitation length of 6 and 12 h. It could be hypothesized that the effective precipitation length in an alpine region is longer than in a prealpine region. However, this was not confirmed by the estimated mean wet spell duration of the areal precipitation (Table 1) , which was quite similar for all catchments. Also, an investigation of the intra-annual distribution of precipitation extreme values for durations of 1, 6 and 12 h did not show any differences between these two catchments, i.e. C3 and C5, and all other catchments (not shown here).
Regarding the relative volume (Fig. 7, x-axis and Table 5 ), we found that all disaggregation lengths resulted in a similar agreement with the benchmark, and the best estimate was spread between 1 h and 24 h, depending on the catchment. Method M1-EII usually led to a slightly worse agreement than the best estimate from M1-1h to M1-24h.
Thus, the disaggregation length had a much higher impact on the efficiency in simulating the peak than the volume of annual maximum floods. This can also be seen by a larger spread of points along the y-axis than the x-axis on Fig. 7 for most of the catchments. 
Relative annual peaks and volumes for M2 (forward approach)
For method M2 (variants a and b), 80 different realizations of the disaggregated precipitation time series were simulated with the precipitation-runoff model. The resulting runoff time series were next analysed for annual maximum floods and the relative peaks and volumes were computed in accordance to the benchmark. For comparison purposes with the method M1, an ensemble mean was computed over all 80 realizations for each catchment and these values are presented for relative peaks and volumes in Figs. 8 and 9 for variants M2a and M2b, respectively. The ensemble mean was computed as a mean over all simulated runoff hydrograph characteristics (peak and volume) based on 80 realizations. Relative peaks of both method variants M2a and M2b were close to unity and in six catchments M2b gave a better agreement with the benchmark than M2a (see Table 5 for a quantitative comparison). Regarding relative volumes, both M2a and M2b slightly underestimated the flood volume, whereby M2a led to a better agreement for six catchments in comparison to M2b.
We also found that simulations resulting from different realizations of disaggregated data varied only slightly and for relative error in the range 0.5-1.5. Thus, this uncertainty had rather a small effect on the relative peaks or volumes.
Relative annual peaks and volumescomparison of M1 and M2
The estimates for flood peaks and volumes resulting from all investigated variants of methods M1 and M2 are summarized in Table 5 . The applied colour scheme of categories used for the deviations from the benchmark in Table 5 has no scientific background and is intended just to support visual interpretation of the results. In general, flood volume could be estimated more certainly (relative error for all estimations of |rE| ≤ 10% and for most variants, |rE| ≤ 5%) compared to flood peak (|rE| > 10% for roughly 14% tested disaggregation set-ups over all method variants) independently of the disaggregation method applied.
For annual maximum flood volume, M1 led to the best results for all catchments, while M2 led to a comparably good estimation in only three catchments. However, it should be noted that, due to the very similar estimates, the best fit was achieved by six out of seven different variants of M1 (4 × M1-1h, 2 × M1-2h, 1 × M1-3h, 3 × M1-12h, 1 × M1-24h, 2 × M1-EII). Regarding annual maximum flood peak, M1 and M2 led to the best estimation for four out of nine analysed catchments each Table 5 . Summary of the comparison of runoff simulation results for methods M1 and M2 (mean of 34 annual relative values). The estimate closest to the benchmark (i.e. 1) is underlined, while the overall best variant is double underlined. Colours indicate deviations (%) from the benchmark results (green: |rE| ≤ 5%, yellow: |rE| ≤ 10%, red: |rE| > 10%).
M1
M2 Catchment 1h 2h 3h 6h 12h 24h EII a b Figure 8 . Relative peak vs volume on an annual basis (34 years) for nine study catchments using the disaggregation method M2a. The grey points represent different realizations from the disaggregation method, and the coloured points represent their ensemble mean.
(M1: 2 × M1-6h, 1 × M1-12h, 2 × M1-EII; M2: 2 × M2a, 2 × M2b). For catchment C9, M1-EII and M2b gave similarly good estimations, with a relative peak value of 0.99. Thus, it may be concluded that both methods M1 and M2 have a similar value for simulating peaks of annual maximum floods with a lumped precipitation-runoff model (in this case, HBV), with a slight advantage of M1 for simulating the volume of annual maximum floods.
It has to be stressed here, however, that, on the one hand, method M1 aims at selecting the optimal distribution length among all tested variants and it should not be surprising that some variants resulted in a much worse fit than others. On the other hand, for method M2 only the medians of 80 realizations were investigated. Analysing individual realizations most likely would lead to a worse fit for some realizations but possibly to a better fit for other realizations in comparison to M1. This was not analysed here, since we consider these realizations as uncertainty of method M2, which was further investigated (see Section 4.3.2).
Summarizing the results, M1 (best variant) and M2 gave a slightly better agreement with the benchmark for relative peaks in four catchments each, while in catchment C9 the agreement was the same for both methods. Regarding relative volume, M1 gave a slightly better agreement for all catchments, but all variants of M1 and M2 gave results close to the best variant chosen. The effective precipitation duration in M1 was of greater importance for relative peak than for relative volume, and was estimated as lasting for 6 to 12 h. Smaller precipitation intensities caused longer but less peaky floods.
Sensitivity analysis of flood simulations
Station-based vs mean areal catchment precipitation in M2
The disaggregation within method M2 was applied to the mean areal catchment precipitation estimated for each catchment. Optionally, the disaggregation could have been applied to each station within each catchment and then averaged over all stations to estimate the mean areal precipitation without any subsequent steps to increase the spatial consistence (as, for example, analysed by Müller and Haberlandt 2018) . We tested whether the order of averaging precipitation values matters for the precipitation-runoff modelling on the example catchment C4 (Kleine Emme). The results are presented in Fig. 10 .
Comparing the relative peak and volume computed on the mean areal precipitation values versus station values showed that there is only a small difference between these two methods. While for relative peak better estimates were achieved with the mean areal catchment precipitation (relative peak values of 0.96 and 0.98 for M2a and M2b, respectively) for disaggregation of areal rainfall (cf. 0.90 and 0.96 for station values), for relative volume station values gave estimates that were slightly closer to unity (relative volume values of 0.96 and 0.95 for M2a and M2b, respectively, for areal rainfall, cf. 0.97 and 0.96 for station values). Hence, it appears that when disaggregated precipitation time series are used as input for a lumped precipitation-runoff model, it does not matter much at which step precipitation series are averaged (before or after disaggregation).
Effect of parameter uncertainty on the disaggregation results
Recently, showed that the parameter uncertainty did not have much effect on the choice of Figure 9 . Relative peak vs volume on an annual basis (34 years) for nine study catchments using the disaggregation method M2b. The grey points represent different realizations from the disaggregation method, and the coloured points represent their ensemble mean. disaggregation approach when using the method M1, and the disaggregation length was always between 6 and 12 h based on relative peak. Thus, in this study we assessed the effect of parameter uncertainty only for one example catchment -Kleine Emme (C4). As seen in Fig. 11 , runoff simulations with 100 different parameter sets (grey points) follow generally the patterns of the best parameter set of the hydrological model for both relative peak and volume (coloured crosses), wherein the spread of uncertainty ranges (represented by the spread of grey points at x-axis and y-axis) is higher for short disaggregation lengths (1-6 h) and for EII, and smaller for longer lengths (12-24 h).
For method M2, 8000 simulations were computed for catchment C4 (Kleine Emme) that resulted from 100 parameter sets of the hydrological model and 80 different realizations of the disaggregated precipitation time series (seen as the method uncertainty). These results are presented in Fig. 12 . As can be seen, the spread of grey points is much greater when both uncertainty sources are considered (parameter uncertainty of the hydrological model and M2 method uncertainty). It appears that the uncertainty due to parameters of the HBV model was greater than that due to different realizations of precipitation disaggregation time series (compare uncertainty spreads with Fig. 10 , which presents only the uncertainty of method M2).
Note, however, that these two uncertainty sources cannot be separated here and thus a possible interaction between method uncertainty and uncertainty of the hydrological model cannot be excluded.
Discussion
Reproducibility of precipitation characteristics with M1 and M2
Our results show that method M2 could better represent the characteristics of precipitation time series than method M1, particularly for dry spell duration and fraction of dry intervals of the disaggregated time series.
Regarding the extreme precipitation values, the representation of the generated extremes when applying M1 depended on the investigated duration and the tested variant. While for shorter durations (1 h, 6 h) different M1 variants usually led to a worse representation of the observed characteristics than M2, for extreme events of 12-h duration, a similarly good representation could be achieved for M1 in comparison to M2. This was surprising because method M1, by definition, does not aim at reproducing precipitation characteristics. It seems that for the reproduction of a certain extreme precipitation characteristic a more complex disaggregation model is not necessarily better than a simpler model. Even though the structure of M2 is not intended to represent extreme precipitation values as well, the generated extreme precipitation values with 1-h, 6-h and 12-h durations were comparable to the observations. By definition, M1 does not aim at reproducing precipitation characteristics exactly and was only developed to generate precipitation time series that are able to reproduce flood characteristics accurately. Hence, it was expected to achieve a better representation of precipitation characteristics with M2 than with M1. Moreover, although M1 preserves the daily precipitation totals, it may generate artificial dry spells or cut out dry spells during long-lasting events. Not surprisingly, the properties of dry spells were thus better preserved with M2.
In addition, for M2 the comparison of the disaggregated time series of areal and station precipitation showed that the relative error (rE) was similar for several precipitation characteristics. This comparison on the level of precipitation characteristics revealed that method M2 is more suitable than M1 if the reproduction of precipitation characteristics is crucial, or the impact of precipitation characteristics on the achieved simulation results cannot be known.
Reproducibility of flood characteristics with M1 and M2
The comparison on the flood characteristics level showed that the differences seen between precipitation series disaggregated with two different methods, M1 and M2, disappeared when these series were used as input for a lumped hydrological model. This is an interesting finding as it suggests that the complexity in the precipitation disaggregation method does not really matter for a lumped model. Thus, similarly good results could be obtained with a simpler 1-parameter approach (M1) as with a more complex 32-parameter method (M2). However, it is important to note that, although M1 contains seven variants that were analysed in this study, these variants must be seen as a single method and only the best variant selected should be considered as representative. The other variants are tested only for the purpose of selecting the best variant and should be rejected from the final application. Thus, it should not be a surprise that some individual variants of M1 led to a visible under-or overestimation of flood peak and volume. In contrast, M2 consists of two variants derived independently, which both provide an alternative way of driving precipitation time series. These two variants, M2a and M2b, provided flood estimates of a similar accuracy for different catchments.
This finding speaks for the suitability of both disaggregation methods: M1 (best variant), as well as M2a and M2b for generating hourly precipitation time series as input for a lumped hydrological model. This is also in agreement with previous research , Müller-Thomy et al. 2018 , which suggested an existence of a dampening effect of the lumped hydrological model. Thus, a simpler 1-parameter disaggregation approach with a disaggregation length of 6-12 h remains attractive for deriving precipitation time series at an hourly resolution for precipitation-runoff modelling. This is particularly true for situations were 32 parameters of the more complex method M2 cannot be inferred.
We expect, however, that these differences between both methods will be larger for distributed hydrological models that rely on distributed input series per catchment unit. As we tested our methodology in mesoscale, natural mountainous catchments (area: 44-491 km 2 ) only, these differences may also be higher in much smaller (area ≪ 40 km 2 ), fast reacting, or heavily urbanized catchments.
Limitations of the study
Some limitations of this study should be acknowledged, in terms of transferring our conclusions to other settings, catchments or precipitation-runoff models.
Firstly, the number of investigated catchments (9) is rather small and they share similar areal precipitation characteristics and physical properties. Thus, a generalization of our results for catchments in very different climate regions, or of different physical properties is not possible and the approach should be validated for the area of interest prior to application. Future research should include catchments with different hydro-climatic characteristics (for example different typology, land use, and different climate regions), to enable general conclusions to be drawn from the point of view of comparative hydrology (e.g. Gaál et al. 2012) . In particular, the application of these two disaggregation methods in fast reacting or heavily urbanized catchments may yield different results.
Secondly, for the disaggregation of daily precipitation totals, only one variant of the simpler disaggregation method Figure 11 . Effect of parameter uncertainty in the method M1 on the example of catchment C4 (Kleine Emme). The grey points correspond to simulations using 100 parameter sets of the HBV model, while the coloured points simulations with the best parameter set (relative peaks vs volumes on an annual basis, 34 years).
(M1) and a more complex (M2) disaggregation method have been applied. Our findings suggest that a simpler method provides similarly good results for runoff modelling compared to a more complex method (assessed by annual flood peak and volume). However, other disaggregation methods were not tested here. In addition, these results must be interpreted in terms of the hydrological model applied (i.e. a lumped model in this study) and, thus, cannot be generalized to other modelling approaches (see further below).
Third, for the precipitation-runoff modelling, only one hydrological model with one model structure was applied in this study. Although the applied HBV model demonstrated a good performance in this region before , testing other lumped hydrological models would lead to more robust and transferable conclusions. Also, for the calibration of the hydrological model, a single-objective calibration approach based on the Kling-Gupta efficiency was used. The choice of the model and its calibration strategy may have an impact on the simulation results. Yet, since the same hydrological model and the same parameters were used for both disaggregation methods, the differences observed between both methods are affected in the same way by these choices. Thus, the final conclusions should not depend on these choices.
We also found that the parameter uncertainty of the hydrological model was more important for the method M2 than the uncertainty of the method itself (in method M1 only the parameter uncertainty could have been assessed). However, different parameter sets led to a similar over-or underestimation of the relative peak and volume. This suggests that, although the parameter uncertainty of a hydrological model was substantial, the performance of the disaggregation methods does not depend on the choice of the parameter set, at least for the hydrological model considered here.
Note also that, in this study, hourly precipitation time series were available. In real-case applications, such highresolution precipitation data are usually not available at the point of interest, or not with the required time series length. However, under the assumption that the parameters of the disaggregation method do not vary in space, they can be estimated at nearby stations, and if they do not vary in time, they can be estimated from short, high-resolution time series and then applied for the disaggregation of longer time series of daily records.
Finally, the aim of this study was to compare both disaggregation methods based on a simple lumped hydrological model. Thus, the obtained results cannot be generalized to more Figure 12 . Effect of parameter uncertainty in the method M2 on the example of the catchment C4 (Kleine Emme) and the mean areal precipitation values and the individual station records (_st). The shaded (grey) points correspond to simulations using 100 parameter sets of the HBV model and 80 realizations of the method, and the coloured points represent simulations with the best parameter set and the ensemble mean of 80 realizations (relative peaks vs volumes on an annual basis, 34 years). complex (distributed) hydrological models. It is expected that the differences between the simple and complex disaggregation approaches could become more apparent with a distributed hydrological model. Such a distributed model could potentially benefit more from complex disaggregated data in terms of better representing spatial and temporal variability in precipitation fields at smaller sub-catchment units. Nevertheless, since lumped hydrological models are widely applied precipitationrunoff models, the authors consider that the findings of this investigation will be useful for the hydrological community, despite the aforementioned limitations.
Conclusions
Two precipitation disaggregation methods, M1 ) and M2 (Müller and Haberlandt 2015) , with different complexities were assessed regarding their ability to generate reliable hourly precipitation time series from daily areal precipitation totals as input for a lumped hydrological model. The study was carried out for nine mesoscale catchments in Switzerland and the results were analysed for precipitation characteristics: continuous and event-based, as well as for extreme precipitation values; and for flood characteristics: relative peak and relative volume of annual maximum floods. Based on our results, the following conclusions can be made:
• Both M2 method variants led to a better representation of continuous and event-based precipitation characteristics, as well as precipitation extreme values, than method M1. • The differences between disaggregated precipitation time series with methods M1 and M2 identified for precipitation characteristics disappeared when these series were introduced into the lumped hydrological model. Similar efficiencies were found for both methods M1 (best variant) and M2 (variants a and b). • As disaggregation of areal versus station precipitation time series resulted in similar results, a disaggregation of precipitation time series can be applied before or after the spatial averaging of records. • The parameter uncertainty of the hydrological model was of small importance for selecting an optimal distribution in M1 and for assessing M2. Yet, the contribution of this parametric uncertainty in M2 was greater than the uncertainty resulting from the method M2 itself (80 disaggregation realizations).
Based on these findings, we conclude that the complexity in the precipitation disaggregation method is less important for a lumped hydrological model. However, independent of the identified differences, the choice between the disaggregation methods, i.e. M1 and M2, should depend on (a) the purpose of the intended application, and (b) the data availability. If there is no data limitation that precludes the application of one disaggregation method, both methods can be recommended for the generation of high-resolution precipitation time series to be used as input for precipitation-runoff modelling and derived flood frequency analyses. If precipitation characteristics are a point of interest as well, the disaggregation methods M2a and M2b are recommended.
