The aim of structured optimization is to assemble a solution, using a given set of (possibly uncountably infinite) atoms, to fit a model to data. A two-stage algorithm based on gauge duality and bundle method is proposed. The first stage discovers the optimal atomic support for the primal problem by solving a sequence of approximations of the dual problem using a bundle-type method. The second stage recovers the approximate primal solution using the atoms discovered in the first stage. The overall approach leads to implementable and efficient algorithms for large problems.
I. INTRODUCTION
A recurring approach for solving inverse problems that arise in statistics, signal processing, and machine learning is based on recognizing that the desired solution can often be represented as the superposition of a relatively few canonical atoms as compared to the signal's ambient dimension. Canonical examples include compressed sensing and model selection, where the aim is to obtain sparse vector solutions; and recommender systems, where low-rank matrix solutions are required. Our aim is to design a set of algorithms that leverages this sparse atomic structure in order to gain computational efficiencies necessary for large problems.
Define the set of atoms by a set A ⊂ R n . The atomic set may be finite or infinite, but in either case, we assume that the set is closed and bounded. A point x ∈ R n is said to be sparse with respect to A if it can be written as a nonnegative superposition of a few atoms in A, i.e., x = a∈A c a a, c a ≥ 0, where most of the coefficients c a associated with each atom a are zero. Two examples are compressed sensing, where the atoms are the canonical unit vectors and a sparse decomposition is equivalent to sparsity in x and low-rank matrix completion; where the atoms are the set of rank-1 matrices and a sparse decomposition is equivalent to low rank. In each of these cases, there is a convex optimization problem whose solution is sparse relative to the required atomic set. There now exists a substantial literature that delineates conditions under which the correct solution is identified, typically in a probabilistic sense [1] - [4] . Date : November 2, 2019. This work was supported by ONR award N00014- 16-1-2242. Our focus here is on the approach advocated by Chandrasekaran et al. [5] , who identified a set of convex analytical techniques based on gauge functions, which are normlike functions that are especially well suited to the atomic description of the underlying model. We describe below a linear inverse problem that generalizes the models analyzed by Chandrasekaran et al.
II. ATOMIC PURSUIT
The atomic set A induces the gauge function
where A = conv(A ∪ {0}) denotes the convex hull of A and 0. The gauge to A can be expressed equivalently as
c a x = a∈A c a a ; (II.2) see Bonsall [6] . The atomic pursuit problem minimizes the gauge function over a set of linear measurements M x ∈ B, where M : R n → R m is a linear operator, and B ⊂ R m \ {0} denotes the admissible set:
Chandrasekaran et al. [5] and Amelunxen et al. [7] describe conditions under which a solution to this convex optimization problem yields a good approximation to the underlying ground truth. Although (II.3) is convex and in theory amenable to efficient algorithms, in practice the computational and memory requirements of general-purpose algorithms are prohibitively expensive. However, algorithms specially tailored to recognize the sparse atomic structure can be made to be effective in practice. In particular, if we had information on which atoms participate meaningfully in constructing a solution x * , then (II.3) can be reduced to a problem over just those atoms.
Formally, define the set of supports of a vector x with respect to A to be all the sets S ∈ A that satisfy
i.e., all sets of atoms in A that contribute non-trivially to the construction of x. If we can identify any support set S ∈ Atomic sparsity 
This is a potentially easier problem to solve, particularly in the case where it is possible to identify a support set S ∈ supp A (x * ) that has small cardinality. For example, when A is the cross-polytope, then identifying a small support S means that the reduced problem (II.5) only involves the few variables in S. Similarly, when A is the set of rank-1 positive semidefinite matrices, then identifying a small support S corresponds to finding the eigenspace of a low-rank solution X * . In both cases, knowing S can reduce the computational complexity significantly.
III. DUAL ATOMIC PURSUIT
Our approach for constructing the optimal support set supp * A is founded on approximately solving the a dual problem that is particular to gauge optimization (II.3). These dual problems take the form 
which holds for all pairs (x, y) that are primal-dual feasible, i.e., M x ∈ B and y ∈ B . Moreover, under a suitable constraint qualification, (x, y) is optimal if and only if all of the above inequalities hold with equality, in which case strong duality holds [8, Corollary 5.4 ].
The following theorem shows that the gauge dual reveals the optimal support for the primal solution.
Theorem III.1 (Optimal support identification). Let (x, y) ∈ R n × R m be any optimal primal-dual solution of the dual pair (II.3) and (III.1). Then
is the face of A exposed by z.
This result can be interpreted geometrically: the optimal support atoms lie in the face of A exposed by M * y. Moreover, each atom is a subgradient of σ A . The theoretical basis for this approach is outlined by Friedlander et al. [8] and Aravkin et al. [9] .
IV. BUNDLE-TYPE TWO-STAGE ALGORITHM
The cutting-plane method for general nonsmooth convex optimization was first introduced by Kelley [10] . It solves the optimization problem via approximating the objective function by a bundle of linear inequalities, called cutting planes. The approximation is iteratively refined by adding new cutting planes computed from the responses of the oracle. The method is not to approximate the objective function over its entire domain by a convex polyhedron, but to construct an approximate valid lower minorant near the optimum. Several stabilized versions, usually known as bundle methods, were subsequently developed by Lemarechal et al. [11] and Kiewel [12] .
We give a simplified description of the construction of the lower minorant in the context of a generic convex function
be the set of pairs of iterates and subgradients visited through iteration k. The cutting plane model at iteration k is
In our simplified description, the cutting-plane model is polyhedral. We can, however, define these more generally, as described in Section IV-B, where the models are spectrahedral.
The next proposition shows that, when specialized to support functions, the cutting-plane models are themeselves support functions, which only depends on the previous subgradients.
being the set of pairs of iterates and subgradients is
It follows that the cutting-plane model for this objective of (III.1) takes the form
Coupled with Theorem III.1, we observe that that the sets A k ⊂ A that define the cutting-plane model are constructed from the faces of A exposed by previous iterates {M * y i } k i=1 . The sets A k thus contain atoms that are candidates for the support of the optimal solution. In order to make this approach computationally useful, care must be taken to ensure that Algorithm 1 Generic bundle method Input:
(Stopping criterion) If δ (k) ≤ δ then stop 7:
(Level set)
(Update bundle) Construct A (k+1) satisfying (IV.2) 10: end for 11: return A (k) the sets A k do not grow too large. Proposition IV.1 is thus most useful as a guide, and we consider below an algorithmic variation that allows us to periodically trim the inscribing sets.
Our method is based on the level bundle method introduced by Bello Cruz and Oliveira [13] . Each iterate is computed via a projection onto the level set of the corresponding lower minorant. The sequence of candidate atomic sets { A (k) } inscribes A, but does not necessarily grow monotonically as per Proposition IV.1. Instead, we follow the recipe outlined by Brännlund and Kiwiel [14] , which only requires A (k+1) to contain the elements that contribute to y (k+1) . However, this only works for the polyhedral atomic sets A (k) . Applied to more general atomic sets, not necessarily polyhedral,
where y (k+1) is the latest iterate, z (k+1) := M * y (k+1) , and a (k+1) ∈ F A (z (k+1) ). This rule ensures that the updates to the candidate atomic set A (k) always contain exposed atoms that define the lower minorant, and at least one exposed atom from the full set. The general version of our proposed method is outlined in Algorithm 1. Let S * denote the solution set to the problem (III.1), and assume that S * = ∅. Our next theorem shows the convergence of Algorithm 1. We propose two approaches for constructing the candidate sets A k specialized for polyhedral atomic sets and for spectral atomic sets. In the polyhedral case, we construct A k by the traditional polyhedral cutting-plane model described by Proposition IV.1 and show in that the optimal atomic support is identified in finite time. In the spectral case, we follow Helmberg and Rendl [15] who replace the polyhedral cuttingplane model by a semidefinite cutting-plane model. Principly, the convergence of both methods follows from Brännlund et al. [14, Theorem 3.7] .
For simplicity, we assume that we know the optimal value d * of (III.1). This assumption is valid in cases where it is possible to normalize the ground truth, and then the optimal value d * is known in advance.
A. Polyhedral Atomic Set
In the case where the atomic set A is finite, and the convex hull A is polyhedral. Our specialized bundle update, which satisfies (IV.2), is given by
is the relaxed exposed face. Assume the first stage stops at iteration T with a candidate atomic set A (T ) . Then we solve the primal atomic pursuit on the discovered atoms, namely the reduced problem (II.5) with S = A (T ) . The following theorem shows the recovery guarantee.
Theorem IV.3. If the atomic set is finite, then Algorithm 1 with specialized bundle update (IV.3) terminates in a finite number of iterations T for all δ ≥ 0:
where x * and x denote the optimizer for atomic pursuit and recovered solution respectively; • if δ = 0, then S ⊆ A T , for all S ∈ supp A (x * ).
B. Spectral Atomic Set
The bunlde method on the gauge dual (III.1) that we have so far described can be interpreted as forming inscribing polyhedral approximations to the atomic set. However, when the atomic set is not polyhedral, which is usually the case when dealing with semidefinite programs, these polyhedral bundle-types do not perform that well. Can we form richer non-polyhedral approximations to the atomic set? Helmberg and Rendl [15] instead propose a semidefinite cutting plane model that is formed by restricting the feasible set to an appropriate face of the semidefinite cone. Here we will apply a similar idea.
The spectral atomic set A = { uu T | u 2 = 1 } contains uncountably many atoms. The support function corresponding to A has the explicit form σ A (z) = max{λ max (z), 0} [8, Proposition 7.2] . Now consider problem (III.1). Let y (k) be the current iterate and P (k) be an n-by-r orthogonal matrix whose range intersects the leading eigenspace of M * y (k) . (In this setting, the adjoint operator maps m-vectors to n-by-n symmetric matrices.) Then we can build a local spectral inner approximation of A by
This definition only uses information from the current iterate y (k) . Now we consider all the previous iterates y (1) , . . . , y (k−1) . Following the aggregation step proposed by Helmberg and Rendl [15] , we aggragate the information from previous iterates into a single matrix W (k) ∈ A, and get a richer spectral inner approximation by
The following result shows that the corresponding lower minorant is easy to compute.
Proposition IV.4 (Spectral cutting-plane model). With A (k) as defined in (IV.4), the spectral cutting-plane model is given by
The update of the bundle is as follows. Take any matrix W :=ᾱW (k) + P (k)V P (k) T ∈ A (k) exposed by the latest iterate M * y (k+1) , i.e., W , M * y (k+1) = σ A (k) (M * y (k+1) ). Then the important information ofW is contained in the spectrum spanned by the eigenvectors ofV associated with maximal eigenvalues. Consider the eigenvalue decomposition V = QΛQ T , where Λ = diag(λ 1 , . . . , λ r ) with λ 1 ≥ · · · ≥ λ r . Split the spectrum Λ into two parts: Λ 1 = λ 1 I contains the maximal eigenvalue with possible multiplicity, and Λ 2 contains the remaining eigenvalues. Let Q 1 and Q 2 be the corresponding eigenvectors. Then we update the bundle by
,
where v (k+1) is any leading normalized eigenvector of M * y (k+1) . Because the spectral atomic set is a continuum, we do not expect to exactly obtain the optimal atomic support, and thus exact recovery of the primal solution in finite time is not possible. Friedlander and Macêdo [16, Corollary 4] show that an approximate primal solution can be recovered by solving a semidefinite least-squares problem. Given a set of candidate optimal atoms A (T ) , an approximate primal solution can be obtained as the solution of
It is shown by Ding in [17] that under certain assumptions, the recovery quality can be guaranteed.
Assumption IV.5 (Assumptions to ensure recovery quality).
The following three assumptions are critical for the recovery guarantee of (IV.7). . Then
for any solution x * of (II.3).
The proof for this theorem follows directly from Ding et al. [17, Theorem 1.2] with small modification.
V. EXPERIMENTS

A. Basis pursuit denoising
The basis pursuit denoising (BPDN) [18] problem arises in sparse recovery applications. Let M : R n → R m be some measurement matrix. Let x 0 denote the original signal and b = M x 0 be the vector ofobservations, where x 0 is sparse and the observation b might be noisy. For some expected noise level > 0, the BPDN model is
In this case, the atomic set A is the set of signed unit onehot vectors A = { ±e 1 , . . . , ±e n } and B is the 2-norm ball centered at b with radius . The corresponding gauge dual problem is given by
where the antipolar B = { y | b, y − y 2 ≥ 1 } follows directly from the definition. 
B. Phase retrieval
Phase retrieval is a problem of recovering signal from magnitude-only measurements. Specifically, let x 0 ∈ R n be some unknown signal and the measurements are given by b i = | x 0 , m i | 2 , where each vector m i encodes illumination i = 1, . . . , m. Candés et al. [19] advocate "lifting" the signal as X 0 = x 0 x T 0 so that the measurements are linear in X 0 :
The following semidefinite program can be used to recover X * ≈ x 0 x T 0 :
Define A as the set of normalized positive semidefinite rank-1 matrices, and define the linear operator M as where the adjoint operator M * applied to a vector y is defined as 
VI. CONCLUSION
Convex optimization formulations of inverse problems often come with very strong recovery guarantees, but the formulations may be too large to be practical for large problems. This is especially true of spectral problems, which require very expensive computational kernels. Our atomic pursuit approach shifts the focus from the solution of the full convex optimization problem to a sequence of "reduced" problems meant to expose the constituent atoms that form the final solution. In some sense, atomic pursuit is a generalization of more classical active-set algorithms. Future avenues of research include the design of specialized SDP solvers for the solution of the highly-structured bundle subproblems, and applying the algorithm framework to other atomic sets. Now by the fact that γÂ(x) ≥ γ A (x) ≥ γ A (x * ), we can conclude that γ A (x) − γ A (x * ) ≤ d * (d * − ) .
• When δ = 0, first, we show that the algorithm will terminate in finite steps with stopping criteria 2. Define S (k) δ = {a ∈ A | a, M * y k ≥ d * − δ}.
By Theorem IV.2, we know that y (k) → y * , where y * is some optimal solution to (III.1). Then there exist positive number K such that ∀k ≥ K,
δ . And by the construction of A (k+1) , we know that A (k+1) ⊆ S (k) δ for all k. We can thus conclude that there exist some finite number T such that A T +1 = A T . Next, we show that when the algorithm terminate, the bundle will contain supp A (x * ). From the discussion above, we know that
