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STRICTLY LOCALLY CONVEX RADIAL GRAPHS OF
PRESCRIBED CURVATURE AND BOUNDARY IN SPACE
FORMS
ZHENAN SUI
Abstract. We obtain C2 a priori estimates for solutions of the nonlinear
second-order elliptic equation related to the geometric problem of finding a
strictly locally convex hypersurface with prescribed curvature and boundary
in a space form. Under the assumption of a strictly locally convex subsolution,
we establish existence results by using degree theory arguments.
1. Introduction
In this paper, we stay in (n+ 1) dimensional space form Nn+1(K) (n ≥ 2) with
constant sectional curvature K = 0, 1 or −1, which can be modeled as follows. In
Euclidean space Rn+1, fix the origin 0 and let Sn denote the unit sphere centered
at 0. Choose the spherical coordinates (z, ρ) in Rn+1 with z ∈ Sn. Define the new
metric on Rn+1 by
g¯ = dρ2 + φ2(ρ)σ
where σ is the standard metric on Sn induced from Rn+1. Then (Rn+1, g¯) is a
model of Nn+1(K) for K = 0 if we choose φ(ρ) = ρ where ρ ∈ [ 0,∞), for K = 1
if φ(ρ) = sin(ρ) where ρ ∈ [ 0, π/2), and for K = −1 if φ(ρ) = sinh(ρ) where
ρ ∈ [ 0,∞), which correspond to the Euclidean space Rn+1, the upper hemisphere
S
n+1
+ and the hyperbolic spaceH
n+1 respectively. Let V = φ(ρ) ∂∂ρ be the conformal
Killing field in Nn+1(K). It is well known that V is the position vector field in
Euclidean space.
Given a disjoint collection Γ = {Γ1, . . . ,Γm} of closed smooth embedded (n −
1) dimensional submanifolds, a smooth symmetric function f of n variables and
a smooth positive function ψ defined on Nn+1(K), it is a fundamental question
in differential geometry to seek a strictly locally convex hypersurface Σ with the
prescribed curvature
(1.1) f(κ[Σ]) = ψ(V )
and boundary
(1.2) ∂Σ = Γ
where κ[Σ] = (κ1, . . . , κn) denotes the principal curvatures of Σ at V with respect
to the outward unit normal ν. We call a hypersurface Σ strictly locally convex if
all its principal curvatures κi > 0 everywhere in Σ.
Equation (1.1) arises in various geometric problems. If we do not impose bound-
ary condition (1.2) and consider closed hypersurfaces, there is a vast literature
in this direction. When requiring the convexity of the hypersurfaces, the Gauss
curvature case was studied by Oliker [22] while the most current breakthrough is
1
2 ZHENAN SUI
due to Guan-Ren-Wang [17], where the authors studied convex hypersurfaces with
prescribed Weingarten curvature in Rn+1 for general ψ depending on both V and
ν. For starshaped compact hypersurfaces, we refer the readers to [2] for the intro-
ductory material, and see Jin-Li [18] for Weingarten curvature in hyperbolic space,
[2, 21] for Weingarten curvature in elliptic space, Spruck-Xiao [25] for scalar cur-
vature in space forms for general ψ, Chen-Li-Wang [6] for Weingarten curvature in
warped product spaces for general ψ.
For the Dirichlet problem, important examples include the classical Plateau prob-
lem concerning the mean curvature as well as the corresponding problem for Gauss
curvature (see [3, 13, 11, 12, 14]). The Dirichlet problem in the general setting
(1.1)–(1.2) was first studied by Caffarelli-Nirenberg-Spruck [5] for vertical graphs
over strictly convex domains in Rn with constant boundary data. Since then, there
have been significant progresses, among which, we mention Guan-Spruck [15] and
Trudinger-Wang [30] for general locally convex hypersurfaces in Rn+1 which may
not be graphs, Su [26] for strictly locally convex radial graphs in Rn+1 and Cruz
[7] for starshaped radial graphs with prescribed Weingarten curvature in Rn+1.
As in [15], the curvature function f is assumed to be defined on the open sym-
metric convex cone Γ+n ≡ {λ ∈ Rn|λi > 0, i = 1, . . . , n} satisfying the fundamental
structure conditions
(1.3) fi(λ) ≡ ∂f(λ)
∂λi
> 0 in Γ+n , i = 1, . . . , n
(1.4) f is concave in Γ+n
(1.5) f > 0 in Γ+n , f = 0 on ∂Γ
+
n
In addition, f is assumed to satisfy the technical conditions
(1.6)
∑
fi(λ)λi ≥ σ0 on {λ ∈ Γ+n |ψ0 ≤ f(λ) ≤ ψ1}
for any ψ1 > ψ0 > 0, where σ0 is a positive constant depending only on ψ0 and
ψ1, and for any C > 0 and any compact set E ⊂ Γ+n there exists R = R(E,C) > 0
such that
(1.7) f(λ1, . . . , λn−1, λn +R) ≥ C ∀ λ ∈ E
Examples satisfying (1.3)–(1.7) include a large family f =
∑
fl where
fl = S
1
nNl
n
Nl−1∏
i=1
(
ci +
n−1∑
k=1
ci,kS
1
n−k
n,k
) 1
Nl
where ci, ci,k ≥ 0 are constants, ci+
∑
k ci,k > 0 for each i, Sk is the kth elementary
symmetric function, S0 = 1 and Sk,l = Sk/Sl (0 ≤ l < k ≤ n). However, the pure
curvature quotient S
1/(n−k)
n,k does not satisfy (1.7).
In this paper, we are interested in strictly locally convex hypersurfaces embed-
ded in Nn+1(K) which can be represented as radial graphs over a domain in Sn.
Assuming Γ to be the boundary of a smooth positive radial graph ϕ in Nn+1(K)
defined on a smooth domain Ω ⊂ Sn, we thus have Γ = {(z, ϕ(z)) |z ∈ ∂Ω} and look
for a smooth strictly locally convex radial graph Σ = {(z, ρ(z)) |z ∈ Ω} satisfying
the Dirichlet problem
(1.8) f(κ[ρ]) = ψ(z, ρ) in Ω
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(1.9) ρ = ϕ on ∂Ω
where κ[ρ] denotes the principal curvatures of the graph of ρ and we use the same
ψ for the smooth positive function on the right hand side. For C0 estimates, we
assume that
(1.10) Ω does not contain any hemisphere.
We obtain the following C2 estimates:
Theorem 1.11. Under assumption (1.3)–(1.7) and (1.10), suppose Γ can span a
C2 positive radial graph ρ in Nn+1(K) which is strictly locally convex in a neigh-
borhood of Γ. Then for any C4 strictly locally convex radial graph ρ satisfying
(1.8)-(1.9) with ρ ≤ ρ in Ω, we have
‖ρ‖C2(Ω) ≤ C
where C depends only on Ω, ‖ψ‖C2, ‖ρ‖C1(Ω), ‖ϕ‖C4(Ω), inf ψ, inf∂Ω ρ and the
convexity of ρ.
We remark that for C2 estimates, it is necessary in Theorem 1.11 to assume ρ to
be strictly locally convex near its boundary. To establish existence results, as in [13,
11, 12, 14, 15, 26], we further require that ρ is a strictly locally convex subsolution.
Since there are topological obstructions to the existence of strictly locally convex
hypersurfaces spanning a given Γ (see [23]), the existence of a subsolution allows the
arbitrary geometry of Γ. Using Theorem 1.11, we can prove the following existence
results.
Theorem 1.12. Under assumption (1.3)–(1.7) and (1.10), assume in addition that
there exists a smooth strictly locally convex radial graph ρ satisfying
(1.13)
f(κ[ρ]) ≥ ψ(z, ρ) in Ω
ρ = ϕ on ∂Ω
Then there exists a smooth strictly locally convex radial graph Σ = {(z, ρ(z)) | z ∈ Ω}
in space form Nn+1(K) satisfying the Dirichlet problem (1.8)-(1.9) with ρ ≤ ρ in
Ω and uniformly bounded principal curvatures
0 < K−10 ≤ κi ≤ K0 on Σ.
where K0 is a uniform positive constant depending only on Ω, ‖ψ‖C2 , ‖ρ‖C1(Ω),
‖ϕ‖C4(Ω), inf ψ, inf∂Ω ρ and the convexity of ρ.
In Euclidean space Rn+1, Theorem 1.12 was proved in [13] for constant Gauss
curvature assuming the existence of a strictly locally convex strict subsolution and
was extended in [11] for general ψ depending also on the gradient term. These
existence results are established via the theory of Monge-Ampe`re type equations
on Sn. The linearized operators may have nontrivial kernels, which call for extra
efforts for the proof of existence since one can not directly use continuity method.
In [13], the authors established the existence results for equations with ∂ψ/∂u ≤ 0
by monotone iteration approach. In [11] the author rederived C2 estimates for a
wider class of equations which allows the application of degree theory to the proof
of existence for general ψ (the proof also need the existence result in [13]). In [12],
Guan obtained the existence results for Monge-Ampe`re equations with general ψ
over smooth bounded domains in Rn by assuming the existence of a subsolution
(improving the results in [3] where the authors assumed the strict convexity of
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the domain) and stated that the strict subsolution assumption in [13, 11] can be
weakened to a subsolution. More recently, Su [26] proved Theorem 1.12 in Rn+1
assuming the existence of a strict subsolution, where the author reformulated (1.8)
in a form with invertible linearized operator and thus continuity method and degree
theory can be directly applied without extra C2 estimates.
The novelty of this paper lies in: first, it provides a unified approach for C2
estimates by transformation (see (2.9)). Second, for proving existence by degree
theory, it generalizes Su’s idea ( see [26] ) to Hn+1 and weaken the strict subsolution
assumption. Besides, it creates a new continuity process starting from Rn+1 to Sn+1+
and hence the existence in Sn+1+ is proved.
This paper is organized as follows: in section 2, we reformulate equation (1.8)
in two different ways: one is used for deriving C2 boundary estimates in section 3
and the other is for proving existence in Rn+1 and Hn+1 in section 5. Section 4 is
devoted to global C2 estimates. Section 6 is for existence in Sn+1+ .
2. Strictly locally convex radial graphs in space forms and
reformulations of equation (1.8)
Throughout this paper, we are interested in hypersurface Σ ⊂ Nn+1(K) that
can be represented as a smooth radial graph over a smooth domain Ω ⊂ Sn, i.e.
Σ = {(z, ρ(z)) |z ∈ Ω}
We note that the range for ρ = ρ(z) is (0, ρKU ) where
(2.1) ρKU =
{∞, if K = 0 or − 1
π
2
, if K = 1
Following the notations in [25], we introduce the following geometric quantities
on Σ. Let ∇′ denote the covariant derivatives with respect to some local orthonor-
mal frame e1, . . . , en on S
n (while ∇ will be reserved for the covariant derivatives
with respect to some local orthonormal frame E1, . . . , En on Σ). The induced met-
ric, its inverse, unit outer normal, and second fundamental form on Σ are given
respectively by
(2.2) gij = φ
2 δij + ρiρj
(2.3) gij =
1
φ2
(
δij − ρiρj
φ2 + |∇′ρ|2
)
(2.4) ν =
−∇′ρ+ φ2 ∂∂ρ√
φ4 + φ2|∇′ρ|2
(2.5) hij =
φ√
φ2 + |∇′ρ|2
(−∇′ijρ+ 2φ′φ ρiρj + φφ′δij)
where ρi = ρei = ∇′eiρ = ∇′iρ, ρij = ∇′ej∇′eiρ = ∇′ejeiρ = ∇′jiρ = ∇′ijρ, and higher
order covariant derivatives are interpreted in this manner. We thus have ∇′ρ =
ρk ek (while in Section 4, ρi may denote ∇Eiρ, which is the covariant derivative
with respect to E1, . . . , En).
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The principal curvatures κ1, . . . , κn of the radial graph ρ are the eigenvalues of
the real symmetric matrix {aij}:
aij = γ
ik hkl γ
lj
with {γik} and its inverse {γik} given respectively by
(2.6) γik =
1
φ
(δik − ρi ρk√
φ2 + |∇′ρ|2(φ+
√
φ2 + |∇′ρ|2) )
(2.7) γik = φ δik +
ρiρk
φ+
√
φ2 + |∇′ρ|2
Note that {γik} is the square root of the metric, i.e., γikγkj = gij .
Definition 2.8. A hypersurface Σ is strictly locally convex if its principal curva-
tures are all positive, i.e. κi > 0 for i = 1, . . . , n everywhere on Σ; or, equivalently,
the symmetric matrix {aij} (or {hij}) is positive definite everywhere in Ω.
A C2 function ρ is strictly locally convex if the hypersurface Σ represented by ρ
is strictly locally convex.
For simplicity, throughout this paper aij > 0 (or ≥ 0 ) means that the symmetric
matrix {aij} is positive definite (or positive semi-definite); and aij ≥ bij means that
the symmetric matrices {aij} and {bij} satisfy aij−bij ≥ 0. Now we will transform
ρ into other variables for deriving a priori estimates and proving the existence.
2.1. Reformulation for deriving a priori estimates.
We do the following transformation
(2.9) ρ = ζ(u) =


1
u
, if K = 0
arccotu, if K = 1
1
2
ln
(u+ 1
u− 1
)
, if K = −1
In view of (2.1), the range for u is (uKL ,∞) with
(2.10) uKL =
{
0, if K = 0 or 1
1, if K = −1
Then the formula (2.2), (2.3), (2.6), (2.7) and (2.5) can be expressed as
(2.11) gij = φ
2 δij + ζ
′2(u)uiuj
(2.12) gij =
1
φ2
(
δij − ζ
′2(u)uiuj
φ2 + ζ′2(u)|∇′u|2
)
(2.13) γik =
1
φ
(
δik − ζ
′2(u)uiuk√
φ2 + ζ′2(u)|∇′u|2(φ+
√
φ2 + ζ′2(u)|∇′u|2)
)
(2.14) γik = φ δik +
ζ′2(u)uiuk
φ+
√
φ2 + ζ′2(u)|∇′u|2
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(2.15) hij =
−ζ′(u)φ√
φ2 + ζ′2|∇′u|2 (∇
′
iju+ u δij)
Hence
(2.16) aij =
−ζ′(u)φ√
φ2 + ζ′2|∇′u|2 γ
ik (∇′klu+ u δkl) γlj
It is easy to see that Σ (or u) is strictly locally convex if and only if
(2.17) ∇′iju+ u δij > 0 in Ω
Under transformation (2.9), the Dirichlet problem (1.8)-(1.9) is equivalent to
(2.18) f(κ[u]) = ψ(z, u) in Ω
(2.19) u = ϕ on ∂Ω
Here we still use ψ for the function on the right hand side, and ϕ for the boundary
value. Denote κ[u] = (κ1, . . . , κn) = λ(A[u]) where λ(A) denotes the eigenvalues
of A and A[u] = {aij} with aij given by (2.16). Define the function F by F (A) =
f(λ(A)) and the function G by
G(r, p, u) = F (A(r, p, u))
where A(r, p, u) is obtained from A[u] with (∇′2u,∇′u, u) replaced by (r, p, u).
Therefore equation (2.18) can be rewritten in the following form
(2.20) G(∇′2u,∇′u, u) = ψ(z, u) in Ω
Denote
F ij(A) =
∂F
∂aij
(A), F ij,kl(A) =
∂2F
∂aij∂akl
(A)
Gij(r, p, u) =
∂G
∂rij
(r, p, u), Gi(r, p, u) =
∂G
∂pi
(r, p, u), Gu(r, p, u) =
∂G
∂u
(r, p, u)
ψu(z, u) =
∂ψ
∂u
(z, u)
As mentioned in [15], the function F possesses the following properties. First, the
matrix {F ij(A)} is symmetric with eigenvalues f1, . . . , fn. By (1.3), F ij(A) > 0
whenever λ(A) ∈ Γ+n , and by (1.4) we know that F is a concave function of A, i.e.,
the symmetric matrix F ij,kl(A) ≤ 0 whenever λ(A) ∈ Γ+n . The function G satisfies
similar structure conditions as F . In fact, from (2.16) we have
(2.21) Gij =
∂G
∂uij
=
∂F
∂akl
∂akl
∂uij
=
−φζ′(u)√
φ2 + ζ′2(u)|∇′u|2F
klγikγjl
Thus the symmetric matrix Gij > 0 if and only if F ij > 0, which in particular
implies that equation (2.20) is elliptic for strictly locally convex solutions. Also by
(2.16) we can calculate
∂2G
∂uij∂ukl
=
∂apq
∂uij
∂2F
∂apq∂ars
∂ars
∂ukl
which implies that G is concave with respect to {uij} for strictly locally convex u.
We next compute Gs and Gu, which will be needed in section 3.
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Lemma 2.22. Denote w =
√
φ2 + ζ′2(u)|∇′u|2. Then
(2.23) Gs = −2ζ
′2(w γis uq + φγ
qsui)
w(φ + w)
F ijaqj − ζ
′2 us
w2
F ijaij
(2.24)
Gu = −2
(
φφ′ζ′giq +
ζ′ζ′′uiuq
w2
)
F ijaqj +
(φ′ζ′
φ
− φφ
′ζ′
w2
+
φ2ζ′′
ζ′ w2
)
F ijaij − φζ
′
w
F ijgij
Proof. We first prove (2.23). Note that
(2.25) Gs =
∂F
∂aij
∂aij
∂us
= F ij
(
2
∂γik
∂us
hkl γ
lj + γik
∂hkl
∂us
γlj
)
where
(2.26)
∂γik
∂us
= −γip ∂γpq
∂us
γqk
Direct calculations from (2.14) and (2.13) yield
(2.27)
∂γpq
∂us
=
ζ′2(u)(δpsuq + δqsup)
φ+ w
− ζ
′4(u)upuqus
(φ+ w)2w
=
ζ′2(u)(δpsuq + φupγ
qs)
φ+ w
and
(2.28) γip up =
ui
w
Besides, from (2.15) and (2.16) we have
(2.29) γik
∂hkl
∂us
γlj = −ζ
′2(u)us
w2
aij
Taking (2.26)–(2.29) into (2.25), the formula (2.23) is proved.
The formula (2.24) can be proved similarly. In fact,
(2.30) Gu =
∂F
∂aij
∂aij
∂u
= F ij
(
2
∂γik
∂u
hkl γ
lj + γik
∂hkl
∂u
γlj
)
where
∂γik
∂u
= −γip ∂γpq
∂u
γqk
From (2.14) we have
∂γik
∂u
=φ′ζ′δik +
2ζ′ζ′′uiuk
φ+ w
− ζ
′2(u)uiuk
(φ+ w)2
(
φ′ζ′(u) +
φφ′ζ′ + ζ′ζ′′|∇′u|2
w
)
=φ′ζ′δik +
ζ′uiuk
φ+ w
(
2ζ′′ − ζ
′
φ+ w
(
φ′ζ′ +
φφ′ζ′ + ζ′ζ′′|∇′u|2
w
) )
=φ′ζ′δik +
ζ′uiuk
φ+ w
(
2ζ′′ − ζ
′2ζ′′|∇′u|2
(φ+ w)w
− φ
′ζ′2
w
)
=φ′ζ′δik +
ζ′uiuk
φ+ w
(w + φ
w
ζ′′ − φ
′ζ′2
w
)
In view of (2.13), the above formula becomes
(2.31)
∂γik
∂u
= φφ′ζ′γik +
ζ′ζ′′uiuk
w
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Direct calculation from (2.15) yields
(2.32)
∂hij
∂u
= (−φ
′ζ′2
w
+
φ2φ′ζ′2
w3
− φ
3ζ′′
w3
)(∇′iju+ uδij)−
φ ζ′
w
δij
Inserting (2.31) and (2.32) into (2.30) and in view of (2.16) and (2.28) we obtain
(2.24). 
Corollary 2.33. Suppose that we have the C1 bounds for strictly locally convex
solutions u of (2.18):
uKL < C
−1
0 ≤ u ≤ C0, |∇′u| ≤ C1 in Ω
Then
|Gs| ≤ C and |Gu| ≤ C(1 +
∑
Gii)
Proof. Note that {F ij(A)} and A can be diagonalized simultaneously by an or-
thonormal transformation. Consequently, the eigenvalues of the matrix {F ij(A)}A,
which is not necessarily symmetric, are given by
λ({F ij(A)}A) = (f1κ1, . . . , fnκn)
In particular we have
F ij aij =
∑
fiκi
In addition, for a bounded matrix B = {bij}, i.e. |bij | ≤ C for all 1 ≤ i, j ≤ n we
have
|bikF ijakj | ≤ C
∑
fiκi
Thus from (2.23) and (2.24) we have
|Gs| ≤ C
∑
fiκi and |Gu| ≤ C(
∑
fiκi +
∑
fi)
Finally, by the concavity of f and f(0) = 0 we can derive that
∑
fiκi ≤ ψ ≤ C.
Also, in view of (2.21) we have
∑
fi ≤ C
∑
Gii. Hence the corollary is proved. 
2.2. Reformulation for proving existence.
For the proof of the existence in Section 5, we do the following transformation.
(2.34) u = η(v) =


ev, if K = 0
sinh v, if K = 1
cosh v, if K = −1
In view of (2.10), the range for v is (vKL ,∞) with
(2.35) vKL =
{ −∞, if K = 0
0, if K = 1 or − 1
The formula (2.13) and (2.15) can consequently be transformed into
(2.36) γik = η′(v)
(
δik − vivk√
1 + |∇′v|2(1 +
√
1 + |∇′v|2)
)
(2.37) hij =
1
η′2(v)
√
1 + |∇′v|2
(
η′(v)∇′ijv + η(v)vivj + η(v) δij
)
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Denoting
w =
√
1 + |∇′v|2 and γ˜ik = δik − vivk
w(1 + w)
we therefore have
(2.38)
aij =
1
w
γ˜ik
(
η′(v)∇′klv + η(v)vkvl + η(v) δkl
)
γ˜lj
=
1
w
(
η(v) δij + η
′(v) γ˜ik∇′klv γ˜lj
)
It is easy to see that Σ (or v) is strictly locally convex if and only if
(2.39) η(v) δij + η
′(v) γ˜ik∇′klv γ˜lj > 0 in Ω
Under transformation (2.34), we now reformulate (2.18)–(2.19) in terms of v,
(2.40) f(κ[v]) = ψ(z, v) in Ω
(2.41) v = ϕ on ∂Ω
Here we still use ψ for the right function and ϕ for the boundary value. At this
time, κ[v] = (κ1, . . . , κn) = λ(A[v]) and A[v] = {aij} with aij given by (2.38).
Replacing (∇′2v,∇′v, v) in A[v] by (r, p, v) we can define A(r, p, v). Then we can
define G by G(r, p, v) = F (A(r, p, v)). Thus, equation (2.40) can be rewritten as
(2.42) G(∇′2v,∇′v, v) = ψ(z, v) in Ω
Denote
Gij(r, p, v) = ∂G
∂rij
(r, p, v), Gi(r, p, v) = ∂G
∂pi
(r, p, v), Gv(r, p, v) = ∂G
∂v
(r, p, v)
By (2.38), we notice that equation (2.42) is elliptic for strictly locally convex v, and
G is concave with respect to ∇′2v for strictly locally convex v.
3. Second order boundary estimates
In this section, we derive the C2 a priori estimates for strictly locally convex
solutions u to the Dirichlet problem (2.20)-(2.19) with u ≥ u in Ω
(3.1) ‖u‖C2(Ω) ≤ C
which, together with u ≥ C−10 > uKL , implies an upper bound for all the principal
curvatures by (2.16). By assumption (1.5), the principal curvatures admit a uniform
positive lower bound, i.e.,
(3.2) 0 < K−10 ≤ κi ≤ K0 in Ω
which implies the uniform ellipticity of the linearized operator. Then C2,α estimates
can be established by Evans-Krylov theory [8, 19]
(3.3) ‖u‖C2,α(Ω) ≤ C
and higher-order regularity follows from classical Schauder theory.
The following C1 estimates have been established in [13] which was originally
stated for Rn+1, but it also works in space forms.
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Lemma 3.4. Under assumption (1.10), for any strictly locally convex function u
with u ≥ u in Ω and u = u on ∂Ω we have
(3.5) uKL < C
−1
0 ≤ u ≤ C0, |∇′u| ≤ C1 in Ω
where C0 depends only on Ω, sup∂Ω u and infΩ u; C1 depends in addition on
sup∂Ω |∇′u|.
In next section, we will derive global curvature estimates, which is equivalent
to the global estimates for |∇′2u| on Ω from its bound on ∂Ω. Therefore in this
section we focus on the boundary estimates:
(3.6) |∇′2u| ≤ C on ∂Ω
Consider any fixed point z0 ∈ ∂Ω. Choose a local orthonormal frame field
e1, . . . , en around z0 on Ω, which is obtained by parallel translation of a local
orthonormal frame field on ∂Ω and the interior, unit, normal vector field to ∂Ω,
along the geodesics perpendicular to ∂Ω on Ω. Assume that en is the parallel
translation of the unit normal field on ∂Ω.
Since u = ϕ on ∂Ω,
∇′αβ(u− ϕ) = −∇′n(u − ϕ) Γnαβ , α, β < n on ∂Ω
where Γkij are the Christoffel symbols of ∇′ with respect to the frame e1, . . . , en on
S
n. We thus obtain
(3.7) |∇′αβu(z0)| ≤ C, α, β < n
Let ρ(z) and d(z) denote the distances from z ∈ Ω to z0 and ∂Ω on Sn, respec-
tively. Set
Ωδ = {z ∈ Ω : ρ(z) < δ}
Choose δ0 > 0 sufficiently small such that ρ and d are smooth in Ωδ0 , on which, we
have
|∇′d| = 1, −C I ≤ ∇′2 d ≤ C I, |∇′ρ| = 1, I ≤ ∇′2 ρ2 ≤ 3I
where C depends only on δ0 and the geometric quantities of ∂Ω, and
∇′2u+ u I ≥ 4 c0 I
for some constant c0 > 0 in view of the strict local convexity of u and (2.17).
We will need the following barrier function
Ψ = Av +Bρ2
with
v = u− u+ ǫ d− N
2
d2
and the linearized operator associated with equation (2.20)
(3.8) L = Gij ∇′ij +Gi∇′i
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to estimate the mixed tangential normal and pure normal second derivatives at z0.
By direct calculation and Corollary 2.33 we have
(3.9)
Lv =(Gij∇′ij +Gi∇′i)(u − u+ ǫ d−
N
2
d2)
=Gij∇′ij(u − u−
N
2
d2) + ǫGij∇′ijd+Gi∇′i(u− u+ ǫ d−
N
2
d2)
≤Gij
(
∇′iju−
(∇′ij(u+ N2 d2)− 2c0δij)
)
− 2c0
∑
Gii + Cǫ
∑
Gii + C(1 + ǫ+Nδ)
Since G(∇′2u,∇′u, u) is concave with respect to ∇′2u,
(3.10)
Gij
(
∇′iju−
(∇′ij(u+ N2 d2)− 2c0δij)
)
≤ G(∇′2u,∇′u, u)−G
(
∇′2(u+ N
2
d2
)− 2c0I,∇′u, u)
Note that
∇′2(u+ N
2
d2
)− 2c0I + uI
= ∇′2u+ u I +Nd∇′2d+N∇′d⊗∇′d− 2c0I + (u− u)I
≥ 2c0I − CNδI +N∇′d⊗∇′d := H
We thus have
(3.11)
G
(
∇′2(u+ N
2
d2
)− 2c0I,∇′u, u)
= F
( −φ ζ′(u)√
φ2 + ζ′2|∇′u|2 g
−1/2
(∇′2(u+ N
2
d2)− 2c0I + uI
)
g−1/2
)
≥ F
( −φ ζ′(u)√
φ2 + ζ′2|∇′u|2 g
−1/2H g−1/2
)
= F
( −φ ζ′(u)√
φ2 + ζ′2|∇′u|2 H
1/2 g−1H1/2
)
≥ F
( −φ ζ′(u)√
φ2 + ζ′2|∇′u|2 H
1/2 1
φ2 + ζ′2(u)|∇′u|2 IH
1/2
)
= F
( −φ ζ′(u)
(φ2 + ζ′2|∇′u|2)3/2 H
)
≥ F (c˜H)
where c˜ is a positive constant depending only on C0 and C1.
Combining (3.9)–(3.11) we have
(3.12) Lv ≤ −F (c˜H) + (Cǫ − 2c0)
∑
Gii + C(1 + ǫ +Nδ)
where H = diag
(
2c0 −CNδ, . . . , 2c0 −CNδ, 2c0 −CNδ +N
)
. By (1.7), we can
choose N sufficiently large and ǫ, δ sufficiently small with δ depending on N such
that
Cǫ ≤ c0, CNδ ≤ c0, −F (c˜H) + C + 2c0 ≤ −1,
Therefore, (3.12) becomes
(3.13) Lv ≤ −c0
∑
Gii − 1
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We then choose δ ≤ 2ǫN such that
v ≥ 0 in Ωδ
A direct consequence of (3.13) is
(3.14) LΨ = ALv + B L(ρ2) ≤ A(−c0
∑
Gii − 1) +BC(1 +
∑
Gii) in Ωδ
which will be used later. Besides, we also need to estimate L(∇′ku). For this, we
first apply the formula
∇′ij(∇′ku) = ∇′k∇′iju+ Γlik∇′jlu+ Γljk∇′ilu+∇′kΓlij ul
to obtain
(3.15)
L(∇′ku) =Gij∇′ij(∇′ku) +Gi∇′i(∇′ku)
=
(
Gij∇′k∇′iju+Gi∇′kiu
)
+GijΓlik∇′jlu+GijΓljk∇′ilu
+Gij∇′kΓlij ul +Gi Γlik ul
By (2.21) and (2.16) we have
GijΓlik(∇′jlu+ u δjl) = F stγisγjtΓlik · γjp apq γql = (γisΓlikγql)F st atq
The term GijΓljk∇′ilu can be computed similarly. Taking the covariant derivative
of (2.20) and applying Corollary 2.33 we have
|Gij∇′k∇′iju+Gi∇′kiu| ≤ C + |(ψu −Gu)uk| ≤ C(1 +
∑
Gii)
From all these above, (3.15) can be estimated as
(3.16) |L(∇′ku)| ≤ C(1 +
∑
Gii)
For fixed α < n, choose B sufficiently large such that
Ψ±∇′α(u− ϕ) ≥ 0 on ∂Ωδ
From (3.14) and (3.16)
L(Ψ±∇′α(u− ϕ)) ≤ A(−c0
∑
Gii − 1) +BC(1 +
∑
Gii)
Then choose A sufficiently large such that
L(Ψ±∇′α(u− ϕ)) ≤ 0 in Ωδ
Applying the maximum principle we have
Ψ±∇′α(u − ϕ) ≥ 0 in Ωδ
which implies
(3.17) |∇′αnu(z0)| ≤ C
It remains to estimate the double normal derivative ∇′nnu on ∂Ω. By the strict
local convexity of u, we only need to give an upper bound
∇′nnu ≤ C on ∂Ω
The following proof is inspired by an idea of Trudinger [29]. First we prove that
(3.18) M := min
z∈∂Ω
min
ξ∈Tz(∂Ω),|ξ|=1
(∇′ξξu+ u) ≥ c1
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for some constant c1 > 0. Assume that M is achieved at z1 ∈ ∂Ω in the direction
of ξ1. Let e1, . . . , en be the local orthonormal frame field around z1 on Ω ⊂ Sn such
that e1(z1) = ξ1. Thus we have
M =∇′ξ1ξ1u(z1) + u(z1) = ∇′11u(z1) + u(z1)
=(∇′11u(z1) + u(z1))− (u − u)n(z1) Γn11(z1)
Assume (u − u)n(z1) Γn11(z1) > 12 (∇′11u(z1) + u(z1)), for, otherwise we are done.
Since the function Γn11 is continuous and 0 < (u− u)n(z1) ≤ C,
Γn11(z) ≥
1
2
Γn11(z1) ≥ c2 > 0 on Ωδ = {z ∈ Ω| distSn(z1, z) < δ}
for some small δ > 0. Now consider
Φ =
∇′11ϕ+ ϕ−M
Γn11
− (u− ϕ)n
Since ∇′11(u− ϕ) = −(u− ϕ)n Γn11 on ∂Ω,
∇′11ϕ+ ϕ− (u − ϕ)n Γn11 = ∇′11u+ u ≥M
Thus, Φ ≥ 0 on ∂Ω ∩ Ωδ. Also, by (3.16)
(3.19) L(Φ) = L
(∇′11ϕ+ ϕ−M
Γn11
+ ϕn
)
− Lun ≤ C(1 +
∑
Gii)
Now choose B sufficiently large such that Ψ + Φ ≥ 0 on ∂Ωδ. By (3.14) and
(3.19) we then choose A sufficiently large such that L(Ψ + Φ) ≤ 0 in Ωδ. Since
(Ψ + Φ)(z1) = 0, we have (Ψ + Φ)n(z1) ≥ 0 and consequently
unn(z1) ≤ C.
Together with (3.7) and (3.17), a bound |∇′2u(z1)| ≤ C can be obtained and
hence a bound for all principle curvatures at z1 by (2.16). Therefore, the principle
curvatures at z1 admit a uniform positive lower bound by (1.5), which in turn yields
a positive lower bound for the eigenvalues of ∇′2u(z1) + u(z1)I. Hence (3.18) is
proved.
By (3.18) and Lemma 1.2 in [4] there exists a constant R > 0 depending on
the estimates (3.7) and (3.17) such that if unn(z0) ≥ R and z0 ∈ ∂Ω, then the
eigenvalues (λ1, . . . , λn) of ∇′2u(z0) + u(z0)I satisfy
c1
2
≤ λα ≤ C, α = 1, . . . , n− 1, λn ≥ R
2
Consequently
∇′2u(z0) + u(z0)I ≥ X−1ΛX
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where X is an orthogonal matrix and Λ = diag
(
c1
2 , . . . ,
c1
2 ,
R
2
)
. Hence at z0,
G(∇′2u,∇′u, u)(z0)
= F
( −φζ′(u)√
φ2 + ζ′2|∇′u|2 g
−1/2
(∇′2u(z0) + u(z0)I) g−1/2)
≥ F
( −φζ′(u)√
φ2 + ζ′2|∇′u|2 g
−1/2X−1ΛX g−1/2
)
= F
( −φζ′(u)√
φ2 + ζ′2|∇′u|2 Λ
1/2X g−1X−1 Λ1/2
)
≥ F
( −φζ′(u)√
φ2 + ζ′2|∇′u|2 Λ
1/2X
1
φ2 + ζ′2(u)|∇′u|2 I X
−1Λ1/2
)
= F
( −φζ′(u)
(φ2 + ζ′2|∇′u|2)3/2 Λ
)
≥ F (c˜Λ)
By (1.7) we can choose R sufficiently large such that F (c˜Λ) > supΩ¯×[C−1
0
,C0]
ψ. It
follows that
G(∇′2u,∇′u, u)(z0) > ψ(z0, u(z0))
which is a contradiction to equation (2.20). Hence ∇′nnu ≤ R on ∂Ω and (3.6) is
proved.
4. Global curvature estimates
The ideas for deriving global C2 a priori estimates for starshaped compact or
convex hypersurfaces can be found in [18, 25, 17] (see also [5] for vertical graphs).
For strictly locally convex hypersurfaces, we synthesize the ideas in [18, 25] to
estimate from above for the largest principal curvature κmax = max1≤i≤n κi of Σ,
which, together with (3.5), (3.6) and (2.5) implies an estimate for ‖ρ‖C2(Ω).
Theorem 4.1. Assume (1.3), (1.4) and (1.6). Let Σ = {(z, ρ(z))| z ∈ Ω ⊂ Sn} ⊂
Nn+1(K) be a strictly locally convex C4 hypersurface satisfying equation (1.1) for
some positive C2 function ψ defined on Nn+1(K). Suppose in addition that
0 < C−10 ≤ ρ(z) ≤ C0 < ρKU and |∇′ρ| ≤ C1 on Ω
where C0 and C1 are uniform positive constants. Then there exists a constant C
depending only on C0, C1, ‖ψ‖C2 and inf ψ such that
max
z∈Ω
i=1,...,n
κi(z) ≤ C (1 + max
z∈∂Ω
i=1,...,n
κi(z))
Proof. Since κi > 0 for all i on Σ, it suffices to estimate from above for the largest
principal curvature κmax of Σ. To construct a test function, we will make use of
the following ingredients:
Φ(ρ) =
∫ ρ
0
φ(r) dr
and the support function
τ = g¯(V, ν) = 〈V, ν〉
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Note that τ has a positive lower bound
τ =
〈
φ(ρ)
∂
∂ρ
,
−∇′ρ+ φ2 ∂∂ρ√
φ4 + φ2|∇′ρ|2
〉
≥ 2a > 0
Now define the test function
Θ = lnκmax − ln(τ − a) + β Φ
Assume Θ achieves its maximum value at x0 = (z0, ρ(z0)) ∈ Σ. Choose a local
orthonormal frame E1, . . . , En around x0 on Σ such that hij(x0) = κi δij , where
κ1, . . . , κn are the principal curvatures of Σ at x0. We may assume κ1 = κmax(x0) ≥
1. Then, at x0,
(4.2)
h11i
h11
− τi
τ − a + β Φi = 0
(4.3)
h11ii
h11
− h
2
11i
h211
− τii
τ − a +
( τi
τ − a
)2
+ β Φii ≤ 0
By Codazzi equation and Gauss equation we have
(4.4) ∇lhij = ∇jhil
and
(4.5) hiill = hllii + κlκ
2
i − κ2l κi +K(κi − κl)
In the rest of this section all computations are evaluated at x0. Under the local
orthonormal frame E1, . . . , En, equation (1.1) appears as
(4.6) F (h) = f(λ(h)) = ψ(V ) where h = {hij}
Covariantly differentiate (4.6) twice we have
(4.7) F iihiil = φ
′ dV ψ(El)
and
(4.8) F iihii11 + F
ij, klhij1hkl1 ≥ −Cκ1
Here we have used the property of the conformal Killing field V ,
∇ElV = φ′ El
Combining (4.3), (4.5) and (4.8) we have
(4.9)
− 1
κ1
F ij,klhij1hkl1 − 1
κ21
∑
fih
2
11i −
∑
fiκ
2
i + (κ1 −
K
κ1
)
∑
fiκi
+K
∑
fi − C − 1
τ − a
∑
F iiτii +
1
(τ − a)2
∑
fiτ
2
i + β
∑
F iiΦii ≤ 0
Now we partition {1, . . . , n} into two parts,
I = {j : fj ≤ 2f1}, J = {j : fj > 2f1}
By (4.2), for any ǫ > 0,
(4.10)
1
κ21
∑
i∈I
fih
2
11i ≤ C(1 + ǫ−1)β2f1
∑
Φ2i +
(1 + ǫ)
(τ − a)2
∑
fiτ
2
i
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Taking (4.10), (4.7) and the following equations (see Lemma 2.2 and Lemma 2.6 in
[16] for the proof)
Φi = φ(ρ) ρi, Φii = φ
′ − τ κi
τi = φ(ρ) ρi κi
τii = φ(ρ)
∑
m
ρm hiim + φ
′(ρ)κi − τ κ2i
into (4.9) yields
(4.11)
− 1
κ1
F ij,klhij1hkl1 − 1
κ21
∑
i∈J
fi h
2
11i
+
( a
τ − a −
Cǫ
(τ − a)2
)∑
fiκ
2
i − Cβ2(1 + ǫ−1) f1
+ (κ1 − K
κ1
− τβ − φ
′
τ − a )
∑
fiκi + (βφ
′ +K)
∑
fi − C − C
a
≤ 0
Using an inequality due to Andrews [1] and Gerhardt [9] and applying (4.4)
− 1
κ1
F ij,klhij1hkl1 ≥ 1
κ1
∑
i6=j
fi − fj
κj − κi h
2
ij1 ≥
2
κ1
∑
i≥2
fi − f1
κ1 − κih
2
11i ≥
1
κ21
∑
i∈J
fi h
2
11i
where the fractions are interpreted as limits whenever the denominators are zero.
Inserting it into (4.11), applying assumption (1.6), choosing ǫ = a2/(2C) and β =
uKL we obtain
a2
2(τ − a)2
∑
fiκ
2
i − Cβ2(1 +
1
a2
) f1 + (κ1 − 1− τβ − φ
′
τ − a )σ0 − C −
C
a
≤ 0
Since
∑
fiκ
2
i ≥ f1κ21, a uniform upper bound for κ1 follows easily from the above
inequality. Consequently, we obtain a uniform upper bound for κmax on Σ. 
5. Existence in Rn+1 and Hn+1
In this section, we will use classical continuity method and degree theory devel-
oped by Y. Y. Li [20] to prove the existence of solution to the Dirichlet problem
(2.42)–(2.41). Under the transformation ρ = ζ(u) and u = η(v), the subsolution
condition (1.13) can be expressed as
(5.1)
{
G(∇′2v,∇′v, v) ≥ψ(z, v) in Ω
v =ϕ on ∂Ω
Assume that v is not a solution of (2.42), for otherwise we are done. We consider
the following two auxiliary equations.
(5.2)

G(∇
′2v,∇′v, v) = (tǫ+ (1 − t)ψ(z)
ξ(v)
)
ξ(v) in Ω
v = v on ∂Ω
and
(5.3)
{
G(∇′2v,∇′v, v) = t ψ(z, v) + (1− t) ǫ ξ(v) in Ω
v = v on ∂Ω
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where t ∈ [0, 1], ψ(z) = G(∇′2v,∇′v, v)(z), ǫ is a small positive constant such that
(5.4) ψ(z) > ǫ ξ(v) in Ω
and ξ(v) = e2v if K = 0 while ξ(v) = sinh v if K = −1. The existence results in
R
n+1 was given in [26] where the author assumed the existence of a strict subso-
lution. In this section, we will consider the case when K = 0 or K = −1 with the
subsolution assumption.
Lemma 5.5. Let ψ(z) be a positive function defined on Ω. For z ∈ Ω and a strictly
locally convex function v near z, if
G(∇′2v,∇′v, v)(z) = F (aij [v])(z) = f(κ[v])(z) = ψ(z) ξ(v)(z)
then
Gv(∇′2v,∇′v, v)(z)− ψ(z) ξ′(v)(z) < 0
Proof. The proof can be found in [27]. 
Lemma 5.6. For any fixed t ∈ [0, 1], if V and v are strictly locally convex subso-
lution and solution to (5.2), then v ≥ V . Thus the Dirichlet problem (5.2) has at
most one strictly locally convex solution.
Proof. The proof is similar to Lemma 3.40 in [28]. 
Lemma 5.7. Let v be a strictly locally convex solution of (5.3). If v ≥ v in Ω,
then v > v in Ω and n(v − v) > 0 on ∂Ω, where n is the interior unit normal to
∂Ω.
Proof. By (5.1) and (5.4) we know that v is a strict subsolution of (5.3) when
t ∈ [0, 1), while it is a subsolution but not a solution of (5.3) when t = 1. It is
relatively easy to prove the conclusion when t ∈ [0, 1), following the ideas in [26].
For the case t = 1: {
G(∇′2v,∇′v, v) =ψ(z, v) in Ω
v = v on ∂Ω
we will make use of the maximum principle which was originally discovered in
[24], while more precisely stated for our purposes in [10] (see section 1.3, p. 212).
Because the maximum principle and Hopf lemma there are designed for domains
in Euclidean spaces, we need to rewrite the above equation in a local coordinate
system of Sn. For convenience, we first transform the above equation back under
the transformation (2.34) into a form as (2.20):
(5.8)
{
G(∇′2u,∇′u, u) =ψ(z, u) in Ω
u = u on ∂Ω
Recall that G(∇′2u,∇′u, u) = F (A[u]) where A[u] = {γikhklγlj}. Since at this time
we do not use local orthonormal frame on Sn, but rather a local coordinate system
of Sn, γik and hkl will appear differently (comparing with (2.13) and (2.15)). Also,
condition (5.1) (i.e. (1.13)) can be rewritten as{
G(∇′2u,∇′u, u) ≥ ψ(z, u) in Ω
u = ϕ on ∂Ω
Note that u is not a solution of (5.8).
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(i) We first show that if a strictly locally convex solution u of (5.8) satisfies
u ≥ u in Ω, then u > u in Ω. Let N /∈ Ω be the north pole of Sn. Take the radial
projection of Sn \ {N} onto Rn × {−1} ⊂ Rn+1 and let Ω˜ be the image of Ω. We
thus have a coordinate system (x1, . . . , xn) on R
n×{−1} ∼= Rn. The metric on Sn,
its inverse, and the Christoffel symbols are given respectively by
σij =
16
µ2
δij , µ = 4 +
∑
x2i , σ
ij =
µ2
16
δij
Γkij = −
2
µ
(δikxj + δjkxi − δijxk)
Consequently, the metric on Σ, its inverse and the second fundamental form on Σ
are given respectively by (c.f. [25])
gij = φ
2 σij + ζ
′2(u)uiuj
gij =
1
φ2
(
σij − ζ
′2(u)uiuj
φ2 + ζ′2(u)|∇′u|2
)
, ui = σikuk
hij =
−ζ′(u)φ√
φ2 + ζ′2(u)|∇′u|2 (∇
′
iju+ u σij)
The entries of the symmetric matrices {γik} and {γik} depend only on x1, . . . , xn,
u and the first derivatives of u.
Now, setting u˜ = µu and by straightforward calculation we have
(5.9) ∇′iju+ u σij =
1
µ
u˜ij +
2δij
µ2
(u˜ −
∑
k
xku˜k)
and (5.8) can be transformed into the following form:

G˜(D2u˜, Du˜, u˜, x1, . . . , xn) = F
(
A
[ u˜
µ
])
= ψ˜(x1, . . . , xn, u˜) in Ω˜
u˜ =µu on ∂Ω˜
where u˜i =
∂u˜
∂xi
, Du˜ = (u˜1, . . . , u˜n), u˜ij =
∂2u˜
∂xi∂xj
and D2u˜ = {u˜ij}.
In view of (5.9) and (2.21) we know that
∂G˜
∂u˜ij
=
∂F
∂akl
∂akl
∂u˜ij
=
1
µ
∂G
∂uij
Also, the function u˜ = µu satisfies{
G˜(D2u˜, Du˜, u˜, x1, . . . , xn) ≥ ψ˜(x1, . . . , xn, u˜) in Ω˜
u˜ =µu on ∂Ω˜
Hence we can apply the Maximum Principle (see p. 212 of [10]) to conclude that
u˜ > u˜ in Ω˜, which immediately yields u > u in Ω.
(ii) To prove n(u − u) > 0 on ∂Ω, we pick an arbitrary point z0 ∈ ∂Ω and
assume z0 to be the north pole of S
n ⊂ Rn+1. We introduce a local coordinate
system about z0 by taking the radial projection of the upper hemisphere onto the
tangent hyperplane of Sn at z0 and identifying this hyperplane to R
n. Denote
the coordinates by (y1, . . . , yn) and assume that the positive yn-axis is the interior
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normal direction to ∂Ω ⊂ Sn at z0. In this coordinate system, the metric on Sn, its
inverse, and the Christoffel symbols are given respectively by (see [22, 13])
σij =
1
µ2
(
δij − yiyj
µ2
)
, µ =
√
1 +
∑
y2i
σij = µ2(δij + yiyj)
Γkij = −
δikyj + δjkyi
µ2
The metric gij , its inverse g
ij and the second fundamental form hij on Σ have the
form as above. The entries of the symmetric matrices {γik} and {γik} depend only
on y1, . . . , yn, u and the first derivatives of u.
Now set u˜ = µu. By straightforward calculation we have
(5.10) ∇′iju+ u σij = µ−1u˜ij
and equation (5.8) can be transformed into an equation defined in an open neigh-
borhood of 0 on Rn, which is the radial projection of a neighborhood of z0 on
S
n:
G˜(D2u˜, Du˜, u˜, y1, . . . , yn) = F
(
A
[ u˜
µ
])
= ψ˜(y1, . . . , yn, u˜)
where u˜i =
∂u˜
∂yi
, Du˜ = (u˜1, . . . , u˜n), u˜ij =
∂2u˜
∂yi∂yj
and D2u˜ = {u˜ij}. In view of
(5.10) and (2.21) we know that
∂G˜
∂u˜ij
=
∂F
∂akl
∂akl
∂u˜ij
=
1
µ
∂G
∂uij
Applying Lemma H (see p. 212 of [10]) we find that (u˜−u˜)n(0) > 0 and equivalently
n(u− u)(z0) > 0. 
Theorem 5.11. For any t ∈ [0, 1], the Dirichlet problem (5.2) has a unique strictly
locally convex solution.
Proof. The proof is the same as in [27]. 
Theorem 5.12. For any t ∈ [0, 1], the Dirichlet problem (5.3) has a strictly locally
convex solution. In particular, (2.42)–(2.41) has a strictly locally convex solution.
Proof. The proof is the same with [27] except slight modifications. 
6. Existence in Sn+1+
For any ǫ > 0, we want to prove the existence of a strictly locally convex solution
to the Dirichlet problem when K = 1,
(6.1)
{
G[u] := G(∇′2u,∇′u, u) = ψ(z, u)− ǫ in Ω
u = ϕ on ∂Ω
Then a strictly locally convex solution to (2.20)–(2.19) follows from the uniform
(ǫ-independent) C2 estimates (established in Section 3 and 4) and approximation.
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As we have seen from last section, there does not exist an auxiliary equation in
S
n+1
+ with an invertible linearized operator. Hence we want to build a continuity
process starting from an auxiliary equation in Rn+1.
For this, we first consider a continuous version of (2.16). For t ∈ [0, 1], denote
atij =
−(ζt)′φt√
(φt)2 + (ζt)′2|∇′u|2 (γ
t)ik (∇′klu+ u δkl) (γt)lj
where
(γt)ik =
1
φt
(
δik − (ζ
t)′2(u)uiuk√
(φt)2 + (ζt)′2(u)|∇′u|2(φt +
√
(φt)2 + (ζt)′2(u)|∇′u|2)
)
and
φt(ρ) =
sin(tρ)
t
, ζt(u) =
1
t
arccot
u
t
Note that these geometric quantities on Σ correspond to the background metric
g¯t = dρ2 + (φt)2(ρ)σ
which provides a deformation process from Rn+1 (t = 0) to Sn+1+ (t = 1). Define
Gt[u] = Gt(∇′2u,∇′u, u) = F (atij)
Hence G1 = G. The following property is true by direct calculation.
Proposition 6.2. Gt[u] is increasing with respect to t.
Proof.
atij =
(
1 +
|∇′u|2
u2 + t2
)− 1
2
γ˜ik
(∇′klu + u δkl) γ˜lj
where
γ˜ik = δik − ui uk√
u2 + t2 + |∇′u|2 (√u2 + t2 +√u2 + t2 + |∇′u|2)
∂
∂t
Gt[u] =
(
1 +
|∇′u|2
u2 + t2
)−3/2
F ij ·
( t|∇′u|2
(u2 + t2)2
γ˜ik + 2
(
1 +
|∇′u|2
u2 + t2
)∂γ˜ik
∂t
)(∇′klu+ uδkl)γ˜lj
The inverse (γ˜ik) of (γ˜
ik) is given by
γ˜ik = δik +
ui uk
u2 + t2 +
√
(u2 + t2)2 + (u2 + t2)|∇′u|2
Since
∂γ˜ik
∂t
= −γ˜ip ∂γ˜pq
∂t
γ˜qk
∂γ˜pq
∂t
= − up uq t
(u2 + t2)3/2
√
u2 + t2 + |∇′u|2
and
γ˜ik uk =
√
u2 + t2√
u2 + t2 + |∇′u|2 ui
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therefore,
∂
∂t
Gt[u] =
t
√
u2 + t2
(
u2 + t2 + |∇′u|2)3/2F ij ·(
|∇′u|2δiq + 2uiuq
)
γ˜qk
(∇′klu+ uδkl) γ˜lj ≥ 0

Recall that we have assumed a strictly locally convex subsolution.{
G[u] ≥ ψ(z, u) in Ω
u = ϕ on ∂Ω
Choose ǫ small such that
ǫ < min{min
Ω
G0[u], min
Ω
ψ(z, u)}
By continuity, for t ∈ [1 − δ1, 1] where δ1 is a sufficiently small positive constant
depending on ǫ, we have
(6.3)
{
Gt[u] > ψ(z, u)− ǫ
2
in Ω
u = ϕ on ∂Ω
Denote Gt[ v ] := Gt(∇′2v,∇′v, v) =: Gt[ ev ]. Consider the continuity process,
(6.4)
{
Gt[ v ] = (1− T (t)) δ2 e2v + T (t) (ψ(z, ev)− ǫ) in Ω
v = lnϕ on ∂Ω
where δ2 is a small positive constant such that
δ2 max
Ω
u2 <
ǫ
2
and T (t) is a smooth strictly increasing function with T (0) = 0, T (1) = 1 satisfying
min
Ω
G0[u] > 2 T (1− δ1) max
Ω
ψ(z, u)
Proposition 6.5. v = lnu is a strict subsolution of (6.4) for any t ∈ [0, 1].
Proof. For t ∈ [1− δ1, 1],
Gt[v] =Gt[u] > ψ(z, u)− ǫ
2
> δ2 u
2 +
(
ψ(z, u)− ǫ)
≥ (1− T (t)) δ2 e2v + T (t) (ψ(z, ev)− ǫ)
For t ∈ [0, 1− δ1],
Gt[v] =Gt[u] ≥ G0[u] > ǫ
2
+ T (1− δ1)ψ(z, u)
≥ (1− T (t)) δ2 u2 + T (t) (ψ(z, u)− ǫ)
=
(
1− T (t)) δ2 e2v + T (t) (ψ(z, ev)− ǫ)

Now we can obtain the existence results in Sn+1+ .
Theorem 6.6. For any t ∈ [0, 1], the Dirichlet problem (6.4) has a strictly locally
convex solution. In particular, (6.1) has a strictly locally convex solution when
K = 1.
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Proof. The C2,α estimates for strictly locally convex solutions v of (6.4) with v ≥
v is equivalent to the C2,α estimates for strictly locally convex solutions to the
Dirichlet problem{
Gt[u ] =
(
1− T (t)) δ2 u2 + T (t) (ψ(z, u)− ǫ) in Ω
u = ϕ on ∂Ω
This can be established by changing φ and ζ into φt and ζt in the previous proof.
Then C4,α estimates follows by classical Schauder theory. Thus we have the t-
independent uniform estimates,
(6.7) ‖v‖C4,α(Ω) < C4 and C−12 I < {vij + vi vj + δij} < C2 I in Ω
Consider the subspace of C4,α(Ω) given by
C4,α0 (Ω) := {w ∈ C4,α(Ω) |w = 0 on ∂Ω}
and the bounded open subset
O :=

w ∈ C4,α0 (Ω)
∣∣∣∣∣∣
w > 0 in Ω, ∇′
n
w > 0 on ∂Ω,
C−12 I < {(v + w)ij + (v +w)i (v + w)j + δij} < C2 I in Ω
‖w‖
C4,α(Ω) < C4 + ‖v‖C4,α(Ω)


Construct a map Mt(w) : O × [0, 1]→ C2,α(Ω),
Mt(w) = Gt[v + w] −
(
1− T (t)) δ2 e2(v+w) − T (t) (ψ(z, ev+w)− ǫ)
At t = 0, by Theorem 5.11 for the case K = 0, there is a unique solution v0 to
(6.4). By Lemma 5.6 and Lemma 5.7 we have w0 := v0−v > 0 in Ω and ∇′
n
w0 > 0
on ∂Ω. Moreover, w0 satisfies (6.7) and thus w0 ∈ O. Also, Lemma 5.7 and (6.7)
implies that Mt(w) = 0 has no solution on ∂O for any t ∈ [0, 1]. Besides, Mt is
uniformly elliptic on O independent of t. Therefore, deg(Mt,O, 0), the degree of
Mt on O at 0, is well defined and independent of t. Hence it suffices to compute
deg(M0,O, 0).
Note that M0(w) = 0 has a unique solution w0 ∈ O. The Fre´chet derivative of
M0 with respect to w at w0 is a linear elliptic operator from C4,α0 (Ω) to C2,α(Ω),
(6.8) M0,w|w0(h) = (G0)ij [v0]∇′ijh+ (G0)i[v0]∇′ih+
(
(G0)v[v0]− 2 δ2 e2v
0)
h
By Lemma 5.5
(G0)v[v0]− 2 δ2 e2v
0
< 0 in Ω
Thus M0,w|w0 is invertible. Applying the degree theory in [20],
deg(M0,O, 0) = deg(M0,w|w0 , B1, 0) = ±1 6= 0
where B1 is the unit ball in C
4,α
0 (Ω). Thus
deg(Mt,O, 0) 6= 0 for all t ∈ [0, 1]
and this theorem is proved. 
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