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Abstract. Real space condensation is known to occur in stochastic models of
mass transport in the regime in which the globally conserved mass density is
greater than a critical value. It has been shown within models with factorised
stationary states that the condensation can be understood in terms of sums
of independent and identically distributed random variables: these exhibit
condensation when they are conditioned to a large deviation of their sum. It
is well understood that the condensation, whereby one of the random variables
contributes a finite fraction to the sum, occurs only if the underlying probability
distribution (modulo exponential) is heavy-tailed, i.e. decaying slower than
exponential. Here we study a similar phenomenon in which condensation
is exhibited for non-heavy-tailed distributions, provided random variables are
additionally conditioned on a large deviation of certain linear statistics. We
provide a detailed theoretical analysis explaining the phenomenon, which is
supported by Monte Carlo simulations (for the case where the additional
constraint is the sample variance) and demonstrated in several physical systems.
Our results suggest that the condensation is a generic phenomenon that pertains
to both typical and rare events.
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21. Introduction
Real-space condensation occurs in models of mass transport when the globally
conserved mass exceeds a critical value (see e.g. [1] and [2] for reviews). In this
regime, the excess mass forms a condensate which is localised in space, for example
at a single lattice site, and coexists with a background fluid in which the remaining
mass is evenly distributed over the rest of the system. The condensation phenomenon
occurs in many physical contexts such as coalescence in granular systems [3], jamming
in traffic [4–6], aggregation and absorption on surfaces [7, 8], emulsification failure in
polydisperse hard-sphere systems [9], etc. In these examples the ‘mass’ corresponds
to some conserved quantity such as the total number of particles, the total length of
gaps between the cars or the volume fraction of hard spheres, respectively.
A particularly convenient case for analysing the condensation phenomenon is
when the system has a factorised stationary state meaning that the stationary state
probability of observing a configuration of masses {mi}, where i = 1 . . . L is the site
index, is
P (m1, . . . ,mL) =
1
ZL(M)
[
L∏
i=1
f(mi)
]
δ

 L∑
j=1
mj −M

 . (1)
Here ZL(M) is the normalisation constant or nonequilibrium partition function;
f(mi) is the single-site weight, and the delta function ensures that the total mass
ML ≡
∑L
i=1mi in the system is fixed to take value M . Thus the masses mi are
uncorrelated except through this global constraint.
A well-known model where the stationary state is given by (1) is the zero-range
process in which mi is integer valued and the dynamics is such that one unit of
mass moves from site i to a neighbouring site with rate u(mi) which depends on the
mass mi at the departure site. Then it may be shown that the single-site weight
is given by f(mi) =
∏mi
n=1
1
u(n) , and by choosing different hopping rates u(m) one
obtains different forms for f(m). Other models with more complicated hopping rates
also share a factorised stationary state [10, 11] and exhibit condensation. However,
it should be stressed that factorisation is not a pre-requisite for condensation. More
generally, models with continuous mass variables having factorised stationary states
may be constructed [12]. In any case, for both discrete and continuous masses, the
condensation occurs when f(m) decays slower than an exponential in m †.
The condition for condensation of continuous masses‡ may be written in terms of
the mass density ρ =M/L as
ρ > ρc =
∫∞
0
dmmf(m)∫∞
0
dmf(m)
. (2)
From (2) one sees that ρc <∞ when∫ ∞
0
dmmf(m) <∞ . (3)
† It is important to note that in (1) any exponential factor am in f(m) is immaterial as it results in
a constant factor aM in the numerator which will be cancelled by a corresponding factor in ZL(M).
Thus the condition for condensation can be extended to f(m) having the form f(m) = am f˜(m),
provided f˜(m) decays slower than an exponential.
‡ Similar condition can be written for integer-valued masses involving sums rather than integrals,
see e.g. [1]. For the purpose of establishing the connection with large deviation theory, we will focus
here on continuous masses only.
3For example, a stretched exponential f(m) ∼ exp(−amα) with α < 1 or a power law
f(m) ∼ A/mb with b > 2 fulfils (3). The ensuing condensation which occurs will be
referred to as standard condensation.
A clear signature of standard condensation is exhibited in the marginal
distribution for the single-site mass which may be expressed as
p(m) = f(m)
ZL−1(M −m)
ZL(M)
. (4)
In the condensed phase this distribution has a bump around the excess mass M −ρcL
as computed in [13, 14]. More rigorous work on standard condensation can be found
in [15–17].
As an aside we note that there are other variants of condensation such as strong
condensation, which occurs for any mass density (i.e. ρc = 0) when f(m) increases
withmmore quickly than exponentially [18,19], and Bose-Einstein condensation which
may occur when the hopping rate u(mi) depends on the site, leading to inhomogeneous
weights fi(mi) [1]. Also a different form of condensation is exhibited in the inclusion
process in the limit of certain rates tending to zero [20].
Recently it has been appreciated that the condensation phenomenon, at least in
the context of factorised stationary states, is related to large deviations of sums of
random variables [13–16]. To see this we consider the normalisation in (1)
ZL(M) =
∫ ∞
0
dm1 . . .dmL
[
L∏
i=1
f(mi)
]
δ

 L∑
j=1
mj −M

 . (5)
If we can normalise the single-site weight f(m) so that
∫
dmf(m) = 1, then
P (m1, . . . ,mL) in (1) is equivalent to the probability density of picking L independent
and identically distributed (iid) random variables with a common probability density
f(m), conditioned on the fixed value of their sample sum ML ≡
∑L
i=1mi. By fixing
ML to take value M that is far from the mean 〈m〉L, where (provided it exists) 〈m〉 is
the average of m with respect to a heavy-tailed f(m), we can explore a regime where
random variables are conditioned on the large deviation of ML and employ results
from large deviation theory.
Large deviation theory is concerned with the probability for events that are far
away from the mean; the theory often predicts that the probability for such rare events
is ∝ exp(−LI(∆x)), where ∆x is deviation from the mean; here, L is called the speed
of convergence and I is the rate function. The mathematical theory of large deviations
was first developed by Crame´r in the 1930s for sums of iid random variables; it was
later extended to correlated random variables resulting in the Ga¨rtner-Ellis theorem
which connects the cumulant generating function for the random variables to the rate
function I [21].
The theory of large deviations has taken a prominent role in nonequilibrium
statistical physics (for an overview, see [22]). For example, the nonequivalence of
microcanonical and canonical ensembles, characteristic of many systems with long-
range interactions, is signalled by non-convexity of the rate function [22]; in the
context of condensation a similar nonequivalence of ensembles has been studied in [23].
More generally, nonanalytic behaviour of I signals a nonequilibrium phase transition
[24–27]. Recently, large deviation theory has been developed for stochastic systems of
interacting particles such as the asymmetric simple exclusion process (ASEP), for the
statistics of both the stationary [28] and time-dependent variables [24]. Exact results
4from the ASEP were later also the main contributing factor in developing general
theory for driven diffusive systems called the macroscopic fluctuation theory [29–31]
that uses large deviation theory extensively.
A particularly striking result from large deviation theory concerns sums of
iid random variables where f(m) decays slower than an exponential [32, 33]; such
distributions are called heavy-tailed. In the large deviation regime, such that
ML > 〈m〉L, where 〈m〉 is the average of m with respect to a heavy-tailed f(m),
one of the random variables typically takes a large value of O(L) while the other
L − 1 take values of O(1). The condition ML > 〈m〉L is precisely the condition for
condensation (2) with critical mass density ρc = 〈m〉, provided we can relate single-
site weight f(m) to a probability density by a suitable normalisation. This distinctive
feature of sums of heavy-tailed independent and identically distributed (iid) random
variables is of main interest e.g. in financial modelling, in particular in risk theory,
where condensation is a rare, but catastrophic event [34].
In a previous communication [35], we reported that the condensation transition
may be observed even when f(m) is not heavy-tailed (henceforth termed light-tailed).
The idea in [35] was to introduce, in addition to fixing ML, another global constraint
by fixing the linear statistic
VL ≡
∑
i
m
1/p
i p 6= 1 . (6)
When this constraint is imposed, the light-tailed f(m) may effectively become heavy-
tailed allowing the standard, single-site, condensation transition to occur. A natural
case to consider is p = 1/2, from which VL − M2L is the sample variance. We
demonstrated how the condensation transition arises for the simplest case when f(m)
is an exponential distribution and for p = 1/2; we also discussed briefly other f(m) and
general p. A particularly interesting case is when f(m) is itself heavy-tailed, because
the additional constraint in that case suppresses the condensation in the regime where
it would have normally occurred with just ML fixed.
In this paper, we extend our work in [35] in several ways. First, we provide
alternative computations for general p of the partition function in the presence of two
constraints, ZL(M,V ), which is given by
ZL(M,V ) =
∫ ∞
0
dm1 . . .dmL
[
L∏
i=1
f(mi)
]
δ

 L∑
j=1
mj −M


× δ
(
L∑
k=1
m
1/p
k − V
)
. (7)
Second, we compute the marginal distribution p(m), which is defined as
p(m) = f(m)
∫ ∞
0
dm2 . . . dmL
[
L∏
i=2
f(mi)
]
δ (ML−1 −M +m)
× δ
(
VL−1 − V +m1/p
)
= f(m)
ZL−1(M −m,V −m1/p)
ZL(M,V )
, (8)
which should reveal a bump corresponding to the condensate in the condensed regime
[14]. We show that the condensate bump is shifted from the expected occupation
5number. We also provide numerical simulations in the case p = 1/2 to support our
calculations. Finally we discuss in detail some specific physical models that result in
the constrained condensation phenomenon.
The remainder of the paper is organised as follows. Our main results are presented
in Section 2, in particular the phase diagram in M − V plane, which are then
analysed in detail in Section 3. In Section 4 we present numerical simulations for
the case p = 1/2 that confirm our theoretical predictions. In Section 5, we review
several examples of condensation transition: jamming transition in exclusion process,
condensation transition in polydisperse rods diffusing on a ring [9] and phase transition
in a random pure state of a large bipartite quantum system [36,37]. We also mention a
possibly related phenomenon of localised solutions (breathers) of the discrete nonlinear
Schro¨dinger equation [38–41].
2. Main results
We split our presentation of the main results in two cases, depending on whether the
parameter p in (6) takes values 0 < p < 1 or p > 1. Our main focus will be on the case
0 < p < 1; the latter can be obtained from the former by making a suitable change of
f(m), as explained in Section 2.2.
2.1. Case 0 < p < 1
We consider L real and non-negative iid random variables mi, i = 1, . . . , L with
common probability density f(m), which are further conditioned on the fixed value of
ML ≡
∑
imi = M and VL ≡
∑
im
1/p
i = V , where 0 < p < 1. The probability density
of finding a particular configuration {m1, . . . ,mL} for the given values of M and V
reads
P (m1, . . . ,mL|M,V ) = 1
ZL(M,V )
[
L∏
i=1
f(mi)
]
δ

 L∑
j=1
mj −M


× δ
(
L∑
k=1
m
1/p
k − V
)
, (9)
where ZL(M,V ) is the normalisation constant defined in (7). The probability density
P (mi, . . . ,mL|M,V ) in (9) corresponds to a factorised steady state of a process whose
dynamics conserve both ML and VL. Alternatively, we can consider a standard mass-
transfer model that only conservesML, and ask what is the probability distribution for
VL given fixed ML =M . In that case we are interested in the conditional probability
density P (V |M), which is given by
P (V |M) = ZL(M,V )
ZL(M)
, (10)
where ZL(M) is given by (5). Notice that both ZL(M,V ) and ZL(M) have a simple
probabilistic interpretations as discussed in the introduction. Namely, if we consider
mi as iid random variables with common probability density f(m), then ZL(M,V ) is
the joint probability density for random variablesML and VL; similarly, ZL(M) is the
probability density for ML.
6Throughout the paper we assume that both M and V are large and proportional
to L, so that we can write M ≡ µL and V ≡ σL. We also assume that f(m) has finite
moments
〈m〉 =
∫ ∞
0
dmmf(m) and 〈m1/p〉 =
∫ ∞
0
dmm1/pf(m) .
Generally, we are interested in µ 6= 〈m〉 and σ 6= 〈m1/p〉, which means that ML and
VL are far from their typical values 〈m〉L and 〈m1/p〉L, respectively.
Our main result concerns the phase diagram in the µ − σ plane, where phases
differ in the behaviour of ZL(M,V ) in the large-L limit. Depending on the tail of
f(m), we find three qualitatively different cases, which are presented below. Notice
also that in all cases we have the hard constraint
σ ≥ µ1/p for 0 < p < 1, (11)
which follows from Jensen’s inequality:
φ(〈m〉) ≤ 〈φ(m)〉 ,
when φ is a convex function.
Case (i). Here for large m, f(m) falls off as
f(m) ∼ e−kmγ , γ ≥ 1/p, k > 0 (12)
In this case the large-L behaviour of ZL(M,V ) is given by
ZL(M,V ) ∼ e−LJ(µ,σ) (13)
where the rate function J(µ, σ) is given by
J(µ, σ) = −λ∗σ − s∗µ− lng(s∗, λ∗), (14)
and s∗ and λ∗ are defined implicitly via
µ =
∫∞
0
dm mf(m)e−s
∗m−λ∗m1/p∫∞
0 dmf(m)e
−s∗m−λ∗m1/p (15)
σ =
∫∞
0 dm m
1/pf(m)e−s
∗m−λ∗m1/p∫∞
0
dmf(m)e−s∗m−λ∗m1/p
. (16)
The system of equations (15) and (16) can be solved for any µ and σ, and thus the
corresponding phase diagram consists of just one phase (see e.g. phase diagram for
p = 1/2 displayed in Fig. 1(a)).
We will show later that (13) is a typical result from standard large deviation
theory, and implies that large deviations of M and V are “democratically” spread
across all random variables. This is more evident if we calculate the marginal
distribution (8), which we find takes the form
p(m) = f(m)
e−s
∗m−λ∗m1/p
g(s∗, λ∗)
, (17)
where g(s∗, λ∗) is the normalisation. Compared to the “bare” distribution f(m), p(m)
acquires a factor exp(−s∗m−λ∗m1/p); also, there is no bump, i.e. all random variables
contribute with small values to the sums ML and VL. We will thus use the standard
terminology “fluid” for this phase.
Case (ii). A strikingly different situation happens if f(m) falls as
f(m) ∼ e−kmγ , 1 ≤ γ < 1/p, k > 0 (18)
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Figure 1. Phase diagram in µ − σ plane for p = 1/2 and f(m) that falls of: (a)
Case (i) faster than exp(−km1/p)), k > 0, and (b) Case (ii) exponentially or
faster, but slower than in (a); the critical line in (b) can be calculated exactly for
f(m) = r exp(−rm) and reads σc(µ) = 2µ2. Shaded area σ < µ2 is forbidden
owing to Jensen’s inequality.
The corresponding phase diagram, presented in Fig. 1(b) for the exponential
distribution f(m) = r exp(−rm) parametrised by r and p = 1/2, displays two phases
separated by the critical line σc(µ): a fluid phase for µ
1/p ≤ σ ≤ σc(µ) and a condensed
phase for σ > σc(µ).
A fluid phase has the same large-L behaviour as in case (i) (equation (13)), but
now λ∗ must be non-negative in order for integrals in (15) and (16) to converge; the
critical line σc(µ) is defined by solving (15) and (16) with s
∗ ≡ r ≥ 0 and λ∗ = 0.
In the condensed phase, there is a condensate of size ∝ Lp residing on a single
site, and the rest of the system is in the fluid phase. Behaviour of the ZL(M,V ) for
large L is dominated by that of the ZL(M), i.e.
ZL(M,V ) ∼ e−LI(µ), (19)
where I(µ) is rate function of ZL(M) and is given by I(µ) = −µr−lng(r, 0) [13,14]. We
also find the following correction due to condensation, which has speed of convergence
different from L,
ZL(M,V )
e−LI(µ)
∼
{
e−k[Lσ−Lσc(µ)]
γp
, γ 6= 1
e−(k+s
∗)[Lσ−Lσc(µ)]p , γ = 1
. (20)
The above expression also applies to the conditional probability P (V |M), since
P (V |M) = ZL(M,V )/ZL(M) ∼ ZL(M,V )/ exp(−LI(µ)).
For the marginal distribution we have the following result,
p(m) ≃ f(m) e
−rm
g(r, 0)
·


1, m≪ (Lσ − Lσc)p
exp[− (x(m)−e)TΣ−1(x(m)−e)2(L−1) ]
2π(L− 1)√|Σ|ZL,r(M,V ) , m ≈ (Lσ − Lσc)p
, (21)
where ZL,r(M,V ) is a constant that depends on r,M and V and is given in (54). The
bottom expression in (21), which corresponds to the condensate bump, is described by
a bivariate Gaussian distribution, where the vector x(m), mean vector e and covariance
matrix Σ are given in (56) and (57). Interestingly, as the non-diagonal elements of
the covariance matrix Σ are non-zero, the position of the bump is generally shifted
away from the expected occupation number of (Lσ − Lσc)p.
Case (iii). This is the case where f(m) is heavy-tailed, i.e.
f(m) decays more slowly than exp(−km) for any k > 0. (22)
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Figure 2. Phase diagram in µ−σ plane for p = 1/2 and f(m) that falls off slower
than exponential function (Case (iii); the critical line was calculated numerically
for the Pareto distribution, f(m) = (γ − 1)/mγ for m > 1 and γ = 7/2. Shaded
area σ < µ2 is forbidden owing to Jensen’s inequality.
Recall that the standard condensation applies here when only ML is fixed provided
µ > 〈m〉, where 〈m〉 is the mean of f(m) [13, 14]. However, this is no longer possible
if VL is constrained to V = Lσ, since the condensate would then imply VL ∼ O(L1/p)
and 1/p > 1. Instead, the condensation is suppressed for µ > 〈m〉 and the critical
line σc(µ) separating the fluid from the condensed phase extends thus from the point
(µ, σ) = (〈m〉, 〈m1/p〉) vertically as a straight line, as displayed in Fig. 2 for Pareto
distribution f(m) = (γ − 1)/mγ , m > 1 and γ = 7/2. The same phase diagram was
also recently found in Ref. [42] using a different method.
Similarly to the case (ii), behaviour of the ZL(M,V ) and P (V |M) for large L is
given by, respectively,
ZL(M,V ) ∝ e−LI(µ)e−r[Lσ−Lσc(µ)]p , (23)
P (V |M) ∼ ZL(M,V )
e−LI(µ)
∼ e−r[Lσ−Lσc(µ)]p . (24)
The marginal distribution takes the same form as in (21).
2.2. Case p > 1.
This case is related to 0 < p < 1 by suitable change of variables. Looking back at
ZL(M,V ) in (7) and making a change of variables vi = m
q
i , where q = 1/p < 1, we
obtain
ZL(M,V ) =
∫ ∞
0
dv1 . . . dvL
[
L∏
i=1
f(v
1/q
i )v
1/q−1
i /q
]
δ

 L∑
j=1
vj − V


× δ
(∑
k
v
1/q
k −M
)
. (25)
We can thus use here all the results from Section 2.1, provided we substitute V ↔M
(and thus µ ↔ σ), p↔ q = 1/p < 1 and f(m)dm ↔ [f(v1/q)v1/q−1/q]dv. Obviously,
the most significant difference here is that in the condensed regime one of the random
variables vi ∼ O(Lq), i.e. one of the original random variables mi ∼ O(L), rather
than of O(Lp) as in the case 0 < p < 1.
In the next Section we shall derive the main results for 0 < p < 1 and the compare
them to the results from Monte Carlo simulations in Section 4.
93. Detailed analysis of the phase diagram
Our main focus is on the partition function ZL(M,V ), equation (7), and its behaviour
for large L. We shall first compute ZL(M,V ) by computing its double Laplace
transform Z˜L(s, λ), and then applying the saddle-point method to the inverse Laplace
transform of Z˜L(s, λ), for large L. This procedure is standard in equilibrium statistical
physics, where the grand canonical ensemble is used to remove hard constraints, in
our case ML = M and VL = V , and is then linked to the canonical ensemble via
saddle-point equations. Alternatively (and more rigorously), we will use Ga¨rtner-Ellis
theorem to derive the rate function of ZL(M,V ). Notably, none of the approaches will
work in the condensed regime, where we will use large deviation theory for heavy-tailed
sums instead.
3.1. Computation of partition function through Laplace transforms
For sums of iid random variables, the double Laplace transform of ZL(M,V ) in
equation (7) takes a factorised form
Z˜L(s, λ) =
∫ M
0
dMe−sM
∫ ∞
0
dV e−λV ZL(M,V ) = [g(s, λ)]L, (26)
where g(s, λ) in the last expression in (26) is given by
g(s, λ) =
∫ ∞
0
dmf(m)e−sm−λm
1/p
. (27)
The partition function ZL(M,V ) can be found by applying the saddle-point method
to the inversion formula
ZL(M,V ) =
∫ c+i∞
c−i∞
ds
2πi
∫ d+i∞
d−i∞
dλ
2πi
eLh(s,λ), (28)
where c and d are suitably chosen to be right of any singularities and h(s, λ) is given
by
h(s, λ) = sµ+ λσ + lng(s, λ). (29)
For large L, the largest contribution to the double integral in (28) comes from the
saddle point s∗, λ∗, implicitly defined via equations
µ = − ∂
∂s
lng(s, λ), σ = − ∂
∂λ
lng(s, λ), (30)
which recover equations (15) and (16). The question then arises as to when (30) admit
a solution. In this regard, it proves useful to introduce a function zq(s, λ) defined as
zq(s, λ) =
∫∞
0
dmmqf(m)e−sm−λm
1/p
g(s, λ)
, (31)
where q ≥ 0 is a parameter. Using (31) we can rewrite saddle point equations (30) as
µ = z1(s
∗, λ∗), σ = z1/p(s∗, λ∗). (32)
We consider three cases with respect to the tail of f(m):
Case (i): f(m) ∼ exp(−kmγ), γ ≥ 1/p, k > 0,
Case (ii): f(m) ∼ exp(−kmγ), 1 ≤ γ < 1/p, k > 0,
Case (iii): f(m) decays more slowly than exp(−km) for any k > 0
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In all three cases z1(s, λ) is a decreasing function of s for fixed λ and can take any value
between 0 and∞ (see Appendix A). Consequently, µ = z1(s, λ) has an unique solution
s for any µ > 0; let us denote it with sµ(λ). Furthermore, we show in Appendix A
that z1/p(sµ(λ), λ) is monotonically decreasing in λ and decreases to 0 in the limit
λ→∞. The second equation in (32) then admits a solution for any σ ≥ µ1/p (µ1/p is
the hard constraint due to Jensen’s inequality) provided z1/p(sµ(λ), λ) is not bounded
from above in the domain of allowed values of λ. The three cases above will differ
precisely according to what that domain is, as follows.
In case (i), it is easy to see that λ can take any value between −∞ and ∞, and
thus σ = z1/p(sµ(λ), λ) can be solved for any value of σ > µ
1/p. In cases (ii) and
(iii), λ cannot be negative or otherwise the integrals in z1/p(s, λ) will diverge. In
case (iii), where f(m) decays more slowly than an exponential, we also require that if
λ = 0, s must be positive. Thus, in cases (ii) and (iii) the maximum allowed values of
z1/p(sµ(λ), λ) occur when λ = 0. This will define a critical line
σc(µ) = z1/p(sµ(0), 0) , (33)
which separates the fluid phase from the condensed phase.
3.2. Fluid phase µ1/p ≤ σ < σC
As noted in the introduction, in the fluid phase all random variables contribute with
small values to the sums ML and VL and the marginal distribution takes the form
(17). In this Section we study the fluid phase in more detail using two alternative
approaches: the saddle-point method and large deviation theory.
3.2.1. Saddle-Point Method. To calculate ZL(M,V ), we first expand h(s, λ), defined
in (29), around s = s∗ and λ = λ∗
h(s, λ) = h(s∗, λ∗) +
1
2
(s− s∗)2[z2(s∗, λ∗)− µ2] +
+ (s− s∗)(λ− λ∗)[z1+1/p(s∗, λ∗)− µσ]
+
1
2
(λ− λ∗)2[z2/p(s∗, λ∗)− σ2] + . . . . (34)
Next, we insert (34) in (28) with the choice of c = s∗ and d = λ∗ and make a change
of variables u = i(s− s∗)√L and v = i(λ− λ∗)√L yielding
ZL(M,V ) =
meLh(s
∗,λ∗)
(2π)2L
∫ ∞
−∞
∫ ∞
−∞
dudve−
1
2
X
T
∆X+O(1/
√
L). (35)
Here the vector X and matrix ∆ are given by
~X =
(
u
v
)
, ∆ =
(
z2(s
∗, λ∗)− µ2 z1+1/p(s∗, λ∗)− µσ
z1+1/p(s
∗, λ∗)− µσ z2/p(s∗, λ∗)− σ2
)
.
Ignoring terms of O(1/
√
L) in (35) and substituting 2π/
√|∆| for the double Gaussian
integral gives the following asymptotic expression for the partition function ZL(M,V )
in the fluid phase
ZL(M,V ) ≃ e
Lh(s∗,λ∗)
2πL
√|∆| , for L≫ 1. (36)
This completes our derivation of the rate function J(µ, σ) = −s∗µ−λ∗σ− lng(s∗, λ∗)
stated in (14).
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3.2.2. Large-Deviation Approach. In the fluid phase, we can also calculate the rate
function J(µ, σ) in a more rigorous way using standard large deviation theory, in
particular the Ga¨rtner-Ellis theorem [21, 22]. Details of this calculation can be found
in the Appendix B.
3.3. Critical line
As stated before, if f(m) decays slower than exp(−km1/p) ∀k > 0 (cases (ii) and
(iii)), then the value λ∗ which solves (15) and (16) cannot be negative. The limiting
value of z1/p(sµ(λ), λ) when λ→ 0 gives the critical line (33) σc(µ) = z1/p(sµ(0), 0).
We also notice that the critical line contains the point µ = 〈m〉, σ = 〈m1/p〉 for
which sµ=〈m〉(0) = 0; this point splits the critical line in two segments: on the segment
µ < 〈m〉 the value of sµ(0) is negative, and is positive for µ > 〈m〉. However, the
latter is not allowed if f(m) is heavy-tailed as in case (iii); in that case the critical line
extends vertically in a straight line (see Fig. 2). Interestingly, the second constraint
VL = V has reduced the extent of the original condensed phase for the one constraint
problem where only ML is constrained.
3.4. Condensed phase
In this Section we consider values of σ > σc(µ) and f(m) that decays slower than
exp(−km1/p) ∀k, that is cases (ii) and (iii); in these cases we can no longer solve the
equations (15) and (16) and a different approach is needed. We show how to resolve
this difficulty and how it implies the phenomenon of condensation.
Starting from the partition function ZL(M,V ) defined in (7), we introduce a real
number r and insert 1 = exp(−rM) exp(rM) in front of the integral in ZL(M,V )
ZL(M,V ) = e
−rMerM
∫ ∞
0
dm1 . . . dmL
[
L∏
i=1
f(mi)
]
δ

 L∑
j=1
mj −M


× δ
(
L∑
k=1
m
1/p
k − V
)
= erM
∫ ∞
0
dm1 . . . dmL
[
L∏
i=1
f(mi)e
−rmi
]
δ

 L∑
j=1
mj −M


× δ
(
L∑
k=1
m
1/p
k − V
)
,
where in the last step we replaced exp(−rM) with exp(−r∑Lj=1mj) as implied by
the delta function. Next, we define a probability density fr(m),
fr(m) =
f(m)e−rm
g(r, 0)
,
where g(r, 0) is the normalisation constant; fr(m) is sometimes called twisted or
exponentially tilted distribution with respect to f(m). We now make a change of
variables vi = m
1/p
i and define a new probability density w(v; r) parametrised by r
such that
fr(m)dm = pv
p−1fr(vp)dv ≡ w(v; r)dv. (37)
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Using w(v; r), the partition function ZL(M,V ) now reads
ZL(M,V ) = e
rM [g(r, 0)]L
∫ ∞
0
dv1 . . .dvL
[
L∏
i=1
w(vi; r)
]
× δ

 L∑
j=1
vpj −M

 δ
(
L∑
k=1
vk − V
)
. (38)
Now, let us consider L random variables v1, . . . , vL that have a common probability
density w(vi; r) and are conditioned on the value of their sum
∑L
i=1 vi = V (and thus
dependent). As before, the probability density of finding a particular configuration
{v1, . . . , vL} can be written as
PwL (v1, . . . , vL;V ) =
1
ΠL(V ; r)
[
L∏
i=1
w(vi; r)
]
δ

 L∑
j=1
vj − V

 , (39)
where ΠL(V ; r) is the normalisation constant given by
ΠL(V ; r) =
∫ ∞
0
dv1 . . . dvL
[
L∏
i=1
w(vi; r)
]
δ

 L∑
j=1
vj − V

 . (40)
Notice that the normalisation constant ΠL(V ; r) is itself a probability density for the
sum
∑L
i=1 vi, but where v1, . . . , vL are iid random variables distributed by w(v; r); we
will use this fact later. Using (39) and (40), the expression for ZL(M,V ) in (38) can
be written as
ZL(M,V ) = e
rM [g(r, 0)]LΠL(V ; r)
〈
δ
(
L∑
i=1
vpi −M
)〉
V
, (41)
where 〈
δ
(
L∑
i=1
vpi −M
)〉
V
=
1
ΠL(V ; r)
∫ ∞
0
dv1 . . . dvLP
w
L ({vi};V )
× δ
(
L∑
i=1
vpi −M
)
. (42)
So far we have not specified the value for r. At this point we will choose r for
which the mean of
∑
imi, where mi’s are iid random variables picked from the tilted
distribution fr, is equal to µL. In other words, we require that:
µ =
∫ ∞
0
dmmfr(m) = z1(r, 0) . (43)
As discussed in Sections 3.2 and 3.3, we recall that (43) can be solved for any µ > 0
provided f(m) belongs to the case (ii) in (18). If f(m) is heavy-tailed (case (iii) in
(22)), then (43) can be solved for 0 < µ < 〈m〉 (where the average is taken with
respect to f(m)), which in fact encompasses the whole condensed phase (see Fig. 2).
Let us now go back to the definition for w(v; r) in (37). Using (43), we can write
〈v〉 = σc(µ) and 〈vp〉 = µ, (44)
where the average is taken with respect to w(v; r). This result tells us that in the
condensed phase (where σ > σc), the sum
∑L
i=1 vi in (39) and (40) is conditioned
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to be a large deviation (Lσ) compared to its mean (Lσc(µ)). However, in contrast
to the situation we had in the fluid phase, we can no longer apply the standard
large deviation theory; this is due to the fact that w(v; r) is heavy-tailed, and thus
its moment-generating function, denoted by 〈exp(tv)〉, diverges for all t > 0. That
w(v; r) is indeed heavy-tailed can be seen by inspecting its tail. For f(m) that decays
as exp(−kmγ), where γ < 1/p (case (ii) in (18)), the right tail of w(v; r) is given by
w(v; r) ∼
{
e−kv
γp
, Case (ii) in (18) and 1 < γ < 1/p
e−(k+r)v
p
, Case (ii) in (18) and γ = 1
. (45)
Similarly, for heavy-tailed f(m) (case (iii) in (18)), the right tail of w(v; r) is given by
w(v; r) ∼ e−rvp , Case (iii) in (22). (46)
We see that in both cases w(v; r) contains a stretched exponential tail that decays
slower than an exponential. Since the sum
∑L
i=1 vi = Lσ > L〈v〉 is conditioned to
be a large deviation, the standard condensation follows in which, on average, L − 1
random variables take the value 〈v〉 = σc(µ) and one random variable takes the excess
mass Lσ−Lσc. We can use this fact to estimate the unknown terms in (41), as follows.
From [33] and [14] we know that the tail of ΠL(V ; r) is determined by the tail of
w(Lσ − Lσc(µ)), that is, in the condensed regime
ΠL(V ; r) ≃ Lw(Lσ − Lσc(µ)) . (47)
Expression (47) comes from the L ways to pick one of the random variables to be
the condensate site multiplied by the weight of the condensate†. Therefore we deduce
that the leading asymptotic behaviour of ΠL(V ; r) is
ΠL(V ; r) ∼


e−k[Lσ−Lσc(µ)]
γp
, Case (ii) in (18) and 1 < γ < 1/p
e−(k+r)[Lσ−Lσc(µ)]
γp
, Case (ii) in (18) and γ = 1
e−r[Lσ−Lσc(µ)]
p
, Case (iii) in (22)
. (48)
It now remains to estimate 〈δ(∑Li=1 vpi −M)〉V . We first note that 〈δ(∑i=1 vpi −
M)〉V is the probability density for the sum
∑L
i=1 v
p
i taking value ofM , where random
variables v1, . . . , vL are distributed according to P
w
L (v1, . . . , vL;V ) in (39). As we
discussed above, the condition
∑L
i=1 vi = Lσ > Lσc(µ) in (39) leads to condensation;
the rest of L − 1 random variables behave as if they were mutually independent and
distributed with w(v; r) [15, 16]. In other words, the distribution of background fluid
that co-exists with the condensate is given by the grand canonical distribution with
maximal fugacity. Recalling that 〈vp〉 = µ, typical values for the sum ∑Li=1 vpi are
(L−1)µ+O(Lp), where the last term is due to the condensate. This heuristic argument
implies that the sum
∑L
i=1 v
p
i of random variables distributed with P
w
L (v1, . . . , vL;V )
fluctuates around µL, whereby the size of the fluctuations becomes increasingly small
as L → ∞. As a consequence, the hard constraint ∑Li=1 vpi = M will not affect the
asymptotic behaviour of ZL(M,V ) for large L and can safely be ignored.
† One slight subtlety is that for heavy-tailed distributions that have stretched exponential tails
exp(−vβ ), (47) strictly holds only for 0 < β < 1/2; for 1/2 < β < 1, ΠL(V ; r) has an additional
factor due to finite contributions coming from the background fluid [33]; for a detailed discussion in
the context of the zero-range process see [43].
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Using the fact that ZL(M) ∼ exp(−rM)[g(r, 0)]L = exp[−LI(µ)], we can finally
write
ZL(M,V )
ZL(M)
∼


e−k[Lσ−Lσc(µ)]
γp
, Case (ii) in (18) and γ 6= 1
e−(k+r)[Lσ−Lσc(µ)]
p
, Case (ii) in (18) and γ = 1
e−r[Lσ−Lσc(µ)]
p
, Case (iii) in (22)
, (49)
which recovers results stated in (20), (23) and (24).
3.5. Marginal probability
The most striking way to demonstrate the condensation is to calculate the marginal
distribution p(m), which is defined in (8). As noted in the introduction a bump in
p(m) corresponding to the condensate appears in the condensed phase.
In the fluid phase, ZL(M,V ) ∝ exp(s∗M + λ∗V ) which gives
p(m) ≈ f(m)exp
−s∗m−λ∗m
g(s∗, λ∗)
. (50)
where s∗ and λ∗ are the solutions of (15) and (16).
In the condensed phase, we can use the idea from Section 3.4, where we introduced
the tilted distribution fr(m) = f(m) exp(−rm)/g(r, 0). This leads to
p(m) = fr(m)
ΠL−1(V −m1/p; r)
〈
δ
(∑L−1
i=1 v
p
i −M +m
)〉
V−m1/p
ΠL(V ; r)
〈
δ
(∑L
i=1 v
p
i −M
)〉
V
. (51)
For m = O(1), we expect the ratio in (51) to be close to 1 yielding
p(m) ≈ f(m) e
−rm
g(r, 0)
, m≪ (V − Vc)p. (52)
For large m, we would expect to find a bump peaked at m = (V − Vc)p; instead,
we find that the centre of the bump is slightly shifted. To understand this shift, it
proves useful to rewrite p(m) as
p(m) = fr(m)
∫∞
0
∏L−1
i=1 dmifr(mi)δ(ML−1 −M +m)δ(VL−1 − V +m1/p)
ZL,r(M,V )
, (53)
where ZL,r(M,V ) is given by
ZL,r(M,V ) =
∫ ∞
0
L∏
i=1
dmifr(mi)δ(ML −M)δ(VL − V ). (54)
Here the integral in the numerator in (53) is joint probability for the sums ML−1 and
VL−1 of iid random variables distributed with fr.
For m close to (Lσ−Lσc)p, ML−1 =M −m is only of O(Lp) away from its mean
(L − 1)µ; similarly, VL−1 = V −m1/p ≈ Lσc is very close to its mean (L − 1)σc. For
these values of ML−1 and VL−1 there is no condensation, and we assume that random
variables mi can be thus treated as independent. We now use this approximation as
an heuristic to determine the bump in p(m) by approximating the joint probability
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density for ML−1 and VL−1 by a bivariate Gaussian distribution, according to the
central limit theorem (see Appendix B for details)∫ ∞
0
L−1∏
i=1
dmifr(mi)δ(ML−1 −M +m)δ(VL−1 − V +m1/p)
≈ 1
2π(L− 1)√|Σ| exp
[
− (x(m)− e)
TΣ−1(x(m)− e)
2(L− 1)
]
, (55)
where x(m), e and Σ are given by, respectively,
x(m) =
(
M −m
V −m1/p
)
, e =
(
(L− 1)µ
(L − 1)σc
)
, and (56)
Σ =
(
z2(r, 0)− µ2 z1+1/p(r, 0)− µσc
z1+1/p(r, 0)− µσc z2/p(r, 0)− σ2c
)
. (57)
Inserting (55) in (53) recovers the expression for p(m) stated in (21). Note that the
above argument is not expected to hold when 1/2 < p < 1, as in that case the value
M −m of the sum ML−1 falls out of the zone where central limit theorem normally
applies. However, as long as p < 1, one can in principle get higher-order corrections
using e.g. multivariate Edgeworth expansions.
Finally, to calculate the shift from the naively expected value ofmcond = (V −Vc)p,
we look for the maximum of p(m), which solves the following equation:
f ′(m)
f(m)
− r − 1
2(L− 1)
d
dm
[
(x(m) − e)TΣ−1(x(m) − e)] = 0. (58)
By solving this equation for L≫ 1, we find the location of the bump mcond
mcond = L
p(σ − σc)p + ǫ, (59)
where ǫ is given to leading order by
ǫ ≃


L2p−1(σ − σc)2p−1
(
pΣ12
Σ11
− p
2(r + k)|Σ|
Σ11(σ − σc)
)
, case (ii), γ = 1
−Lγp−1+p(σ − σc)γp−2+p kγp
2|Σ|
Σ11
, case (ii), 1 < γ < 1/p
L2p−1(σ − σc)2p−1
(
pΣ12
Σ11
− p
2r|Σ|
Σ11(σ − σc)
)
, case (iii)
(60)
We note that ǫ is subdominant as γ < 1/p and p < 1, but it may still diverge with L
for p sufficiently large. This means that a shift in the condensate bump position will
be observed even for large L.
In the next section we will demonstrate the condensation transition by
constructing a Markov process that generates random variables under two constraints.
In this way we can have condensation as a typical event, rather than search for it in
rare fluctuations of VL. Our simulations are restricted to p = 1/2; other integer values
of 1/p are possible in theory, but are difficult to implement.
4. Monte Carlo simulations
In this Section we will conduct Monte Carlo simulations to test our theoretical
predictions for the condensation under two constraints. Generating random numbers
mi that satisfy both ML = M and VL = V is generally a difficult problem. To this
end, we will consider only the case p = 1/2, which allows us to construct a stochastic
process in which both ML and VL are fixed [41].
16
4.1. Algorithm for the case p = 1/2
We use an algorithm introduced in [41] to sample the distribution (9). We consider
a chain of L sites with periodic boundary conditions, where each site carries a mass
mi ≥ 0, i = 1, . . . , L. The continuous time dynamics is approximated by the following
random sequential update rule. In each time increment t→ t+∆t, we choose a site i
at random and look at the triplet {mi−1,mi,mi+1}. Let for this particular timestep
mi−1(t) +mi(t) +mi+1(t) ≡ ρ(t) (61a)
m2i−1(t) +m
2
i (t) +m
2
i+1(t) ≡ ω(t). (61b)
The idea is then to replace {mi−1,mi,mi+1} with randomly chosen values
{m′i−1,m′i,m′i+1} which also satisfym′i−1+m′i+m′i+1 = ρ(t) andm′2i−1+m′2i+m′2i+1 =
ω(t). Then we set {mi−1(t + ∆t),mi(t + ∆t),mi+1(t + ∆t)} = {m′i−1,m′i,m′i+1}.
When the process reaches the stationary state we are able to construct empirically
the marginal distribution p(m) from the values mi.
In order to choose values of {m′i−1,m′i,m′i+1}, which we denote {x, y, z}, that
satisfy the constraints (61a) and (61b), we are looking for the intersection of the plane
x+y+z = ρ and the sphere x2+y2+z2 = ω, under condition that x, y, z ≥ 0. Without
the latter, the result is a circle of radius
√
ω − ρ2/3 parametrised by an angle θ
x(θ; ρ, ω) =
ρ
3
−
√
2
3
(
ω − ρ
2
3
)
sin
(
θ +
π
3
)
(62)
y(θ; ρ, ω) =
ρ
3
−
√
2
3
(
ω − ρ
2
3
)
sin
(
θ − π
3
)
(63)
z(θ; ρ, ω) =
ρ
3
+
√
2
3
(
ω − ρ
2
3
)
sin θ. (64)
The condition x, y, z ≥ 0 yields two possible ranges for θ according to the values of
ρ and ω: θ ∈ [0, 2π] for ρ2/3 < ω ≤ ρ2/2 (figure 3(a)) and [π/6 + α, 5π/6 − α],
[5π/6+α, 9π/6−α] and [9π/6+α, 13π/6−α] for ρ2/2 < ω < ρ2 (figure 3(b)), where
α = arccos(ρ/
√
6ω − 2ρ2).
x y
z
  (a)
x y
z
(b)
Figure 3. Intersection (blue line) of the plane x + y + z = ρ and the sphere
x2 + y2 + z2 = ω for ρ2/3 ≤ ω ≤ ρ2. The condition x ≥ 0, y ≥ 0 and z ≥ 0
yields either a circle for ρ2/3 < ω ≤ ρ2/2 (left) or disjoint arcs for ρ2/2 ≤ ω ≤ ρ2
(right).
In each step, we choose θ′ uniformly on the allowed domain and set m′i−1 =
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x(θ′; ρ, ω), m′i = y(θ
′; ρ, ω) and m′i+1 = z(θ
′; ρ, ω)†. This algorithm generates a
stationary state of the form (9), with the single site weight f(m) = 1 ‡,
P (m1, . . . ,mL) =
δ (
∑
imi −M) δ
(∑
im
2
i − V
)
ZL(M,V )
,
where the normalisation constant ZL(M,V ) is given by
ZL(M,V ) =
∫ ∞
0
dm1 . . . dmLδ
(∑
i
mi −M
)
δ

∑
j
m2j − V

 . (65)
In this particular case σc(µ) can be found exactly and reads σc(µ) = 2µ
2 [35, 44].
The algorithm can be further generalised to generate stationary distributions of
the form (9) with f(m) 6= 1 by choosing transition ratesW ({mi} → {m′i}) that satisfy
the detailed balance condition:
W ({mi} → {m′i}) =
f(m′i−1)f(m
′
i)f(m
′
i+1)
f(mi−1)f(mi)f(mi+1)
W ({m′i} → {mi}). (66)
To implement this, we can use the standard Metropolis algorithm where the candidate
update {mi} → {m′i} is accepted with the following probabilities
{mi} → {m′i} with probability
{
1, if α > 1
α, if α < 1
, (67)
where α is given by
α =
f(m′i−1)f(m
′
i)f(m
′
i+1)
f(mi−1)f(mi)f(mi+1)
.
4.2. Numerical results
Monte Carlo simulations were conducted for σ = 3/2 < σc = 2 (fluid phase, Figure
4(a)) and σ = 6 > σc = 2 (condensed phase, Figure 4(b)). In total 5 · 108 sets
of numbers {m1, . . . ,mL} were generated with fixed ML = µL and VL = σL for
L = 1024 and µ = 1, using the algorithm described above. At the beginning, we
assigned mass m+ to φL randomly chosen sites and the rest were assigned to m−,
where φ can be any positive number less than or equal to µ2/σ; here m− and m+
were chosen to satisfy the two constraints yielding
m− = µ−
√
φ
1− φ (σ − µ
2), m+ = µ+
√
1− φ
φ
(σ − µ2). (68)
The marginal distribution was calculated by counting the number of particles in bins of
sizes 0.1 every 5 Monte Carlo sweeps to reduce correlations (one Monte Carlo sweep
comprises L updates). In total 108 sets {m1, . . . ,mL} were used to calculate the
marginal distribution, presented in figures 4(a) and 4(b).
From Fig. 4(a), we see that p(m) is indeed given by (50) in the fluid phase, where
s∗ and λ∗ were obtained by solving (15) and (16) numerically. In the condensed phase
† Here, in the case of disjoint allowed arcs we choose θ′ uniformly from all three disjoint arcs, whereas
in the algorithm used in [41] θ′ was restricted to the same arc as θ
‡ Here f(m) = 1 is no longer a probability density, as it cannot be normalised on [0,∞〉. However,
due to fixed ML and VL, this case is closely related to having an exponential distribution or a
Gaussian (or a mix of both).
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(Fig. 4(b)), p(m) is in excellent agreement with (8) for m≪√L(σ − σc); for m close
to
√
Lσ − Lσc, a clear bump corresponding to the condensate appears with the centre
slightly shifted to the right by an amount that is in good agreement with (60) in the
case (ii) for γ = 1 and k = 0 (which corresponds to f(m) = 1)
ǫ ≃ 2− 1
σ − σc . (69)
Moreover, the shape of the bump is in very good agreement with our prediction in
(55), as can be seen in the inset of Fig. 4(b); no fitting parameters were used in Fig.
4, except for the normalisation constant ZL(M,V ) which was calculated numerically
by normalizing mass distribution to 1.
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Figure 4. Marginal distribution for (a) σ = 3/2 < σc(µ) = 2 (fluid phase)
and (b) σ = 6 > σc(µ) = 2 (condensed phase), obtained from 108 random
numbers generated using the algorithm described in the text, for L = 1024
and µ = 1. In (a), p(m) is compared to c exp(−s∗m − λ∗m2) (full line), where
s∗(λ∗) ≈ −0.36503 and λ∗ ≈ 0.45501 were calculated by solving (15) and (16)
numerically and c ≈ 0.54921 was chosen to best fit the data. In (b), p(m) is
compared to exp(−rm) (full line) for m ≪
√
L(σ − σc), where r = 1/µ = 1
solves (43). In the inset: marginal distribution for m ≈ √V − Vc, compared to
the theoretical prediction in (51) obtained using (55) (dashed line); the arrow
is pointing to the naive prediction
√
Lσ − Lσc = 64 and the dashed line is the
prediction including the shift ǫ = 1.75 given by (60) and (69).
5. Examples
In this Section we discuss several examples of physical systems with constraints. Apart
from demonstrating the condensation phenomenon, the examples imply a general
mechanism by which condensation can occur either as a typical event (when both
hard constraints are present) or alternatively, as a rare event (when there is only one
hard constraint).
5.1. Spontaneous jamming in the exclusion process
Our first example is the asymmetric simple exclusion process (ASEP), a one-
dimensional system of particles interacting via exclusion principle (for a review see
e.g. [45]). In the ASEP, N = ρL particles hop on an one-dimensional lattice of L sites
such that at any moment no site holds more than one particle. Of several possible
rules to move the particles, here we will consider the continuous time dynamics in
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which each particle attempts hops with rate one per unit time, either one site to the
left with probability q or one site to the right with probability p. For simplicity, we
consider the totally asymmetric case q = 0 with p = 1. We also assume periodic
boundary conditions, so that the total number of particles is conserved.
A particle configuration C can be specified by assigning 1’s and 0’s to sites with
particles and holes, respectively. Alternatively, one can track the headway di which
is the number of holes in front of particle i. In this way d1, . . . , dN specifies the
configuration and the steady-state master equation for P (d1, . . . , dN ) is given by
0 =
N∑
i=1
[P (. . . , di−1 − 1, di + 1, . . .)θ(di−1 − 1)− P (. . . , di, di+1, . . .)θ(di), (70)
where θ(n) = 0 for n < 0 and θ(n) = 1 for n ≥ 1. Notice that (70) is also a steady-
state master equation of the zero-range process with single-site weight f(di) = 1; these
two processes are thus equivalent.
The solution to (70) is a constant and equals
P (d1, . . . , dN ) =
1(
L−1
N−1
) . (71)
In the context of vehicular traffic one is often interested in the headway distribution
p(d), defined here as the marginal distribution of P ({di}). A straightforward
calculation for p(d) gives
p(d) =
(
L−d−2
N−2
)
(
L−1
N−1
) ≈ ρ(1− ρ)d, (72)
which for large N and L becomes a geometric distribution with mean (1 − ρ)/ρ and
variance (1 − ρ)/ρ2. Apart from local fluctuations, one can also look at how far the
system as a whole is away from its mean,
σ =
∑N
i=1(di − 〈d〉)2
N
. (73)
Here σ is precisely the sample variance of the random variables di which are
constrained to satisfy
∑
i di = L − N . Thus the analysis of Section 3 applied here
predicts that for some finite σ > σc† and large N and L condensation will occur. That
is for σ > σc we enter a regime where typical configurations that create a rare event
corresponding to a large value of σ, will contain one large headway of size O(
√
L) and
the rest will have sizes of O(1).
5.2. Condensation transition in a system of polydisperse hard spheres
Our next example is a system of hard spheres with variable size, proposed in [9]
to sample polydispersity in a hard-sphere fluid. The model consists of N spheres
diffusing on an one-dimensional ring of length L and exchanging volume with hard-
core interactions. The volume of i-th sphere is denoted with vi and its diameter is
li = v
1/p
i . Here p is a parameter that takes the value of p = 1 for rods, p = 2 for disks,
p = 3 for spheres; in the limit p→∞, the spheres become monodisperse.
† The random variables here are discrete and thus σc may differ from the prediction 2µ2 = 2(1−1/ρ)2
for continuous variables.
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Let us designate by xi the distance between the left-hand sides of two neighbouring
spheres. Due to hard-core interactions and periodic boundary conditions, we have the
following constraints:
N∑
i=1
vi = V,
N∑
i=1
xi = L and xi ≥ li = v1/pi , i = 1, . . . , N. (74)
Note that whereas the first two constraints are global, the last constraint is a hard-core
local constraint. It is also assumed that L, V and N are large such that the ratios
ρ = N/L and φ = V/N are fixed; notice that 1/ρ ≥ φ1/p for p ≤ 1.
Under certain conditions for the hopping and volume exchange rates the model
admits a factorised steady state of the form
P ({xi, vi}) = 1
ZN (L, V )
[
N∏
i=1
b(vi)θ(xi − v1/pi )
]
δ
(
L∑
i=1
xi − L
)
× δ
(
L∑
i=1
vi − V
)
. (75)
where ZN (V, L) is the partition function of the microcanonical ensemble and b(v) is a
function that enters in the expression for the volume exchange rate.
Rather than working with ZN (V, L) directly, we consider the grand canonical
partition function Z˜N(ζ, η),
Z˜N (ζ, η) =
∫ ∞
0
dL
∫ ∞
0
dV ZN(L, V )e
−ζL−ηV
=
∫ ∞
0
dx1 . . . dxL
∫ ∞
0
dv1 . . . dvL
[
N∏
i=1
b(vi)θ(xi − v1/pi )e−ζxi−ηvi
]
=
∫ ∞
0
dv1 . . .
∫ ∞
0
dvL
[
N∏
i=1
b(vi)
(
e−ζv
1/p
i /ζ
)
e−ηvi
]
= [G(ζ, η)]N . (76)
Here in the last step the integrals decouple into a product of functions G(ζ, η) given
by
G(ζ, η) =
1
η
∫ ∞
0
dv b(v)e−ζv−ηv
1/p
, (77)
A connection with the microcanonical ensemble is established by enforcing the
conservation of L and V on the corresponding averages in the grand canonical ensemble
yielding the equations,
φ = − ∂
∂ζ
lnG(ζ, η), (78)
1
ρ
= − ∂
∂η
lnG(ζ, η). (79)
The form of G(ζ, η) is equivalent to that of g(ζ, η) in (27) using f = b and with an
additional factor 1/η,
G(ζ, η) =
g(ζ, η)
η
(80)
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We can also rewrite (78) and (79) using (31),
φ = z1(ζ, η), (81)
1
ρ
=
1
η
+ z1/p(ζ, η). (82)
For p < 1, equation (81) can be solved to give ζ for any given η ≥ 0, as we showed
earlier for (15). The same is true for (82) due to an additional term 1/η that diverges
in the limit η → 0; this is contrary to the situation we had in (16) where the r.h.s.
attained a finite maximum at η = 0. As a consequence, there is no condensation
scenario for polydisperse p-spheres with p ≤ 1.
On the other hand, for p > 1 ζ must not be negative which leads to the maximum
allowed value for z1(ζ, η) when ζ = 0. The condensation transition thus takes place
for φ > φc(ρ) where φc(ρ) is given by
φc(ρ) = z1(0, ηρ(0)) (83)
and ηρ(0) solves the equation (82) with ζ = 0. In the condensed phase a single sphere
takes a macroscopic fraction 1− φc/φ of the total volume V . Note that in the special
case b(v) = 1 the transition point σc can be calculated exactly [9] and reads
φc(ρ) =
1
[ρ(p+ 1)]p
Γ(2p)
Γ(p)
. (84)
Finally, we refer to a related system of microdroplets that exhibits similar
condensation scenario induced by fixing both the total volume and the total surface
of microdroplets, where the the latter is due to a fixed amount of surfactants [46].
5.3. Entanglement of a bipartite random pure state
Another example where the presence of two hard constraints drives the system to
exhibit a condensation transition can be found in the computation of the distribution
of entanglement entropy in a random pure state (for a short review see [47]). Consider a
bipartite quantum system whose Hilbert space is composed of two smaller subsystems
HA⊗HB. Let L andM denote the dimensions of HA and HB and without any loss of
generality, let L ≤M . For example, one can think of A as a system of interest and B
as a heat bath. The main question of interest is: if we randomly pick a pure state of
the full system, i.e., a normalised state |ψ〉 (such that 〈ψ|ψ〉 = 1), how much ‘quantum
correlation’ (measured by the entanglement entropy) between the two subsystems A
and B is present in this random pure state?
The density matrix operator of the full system in this pure state is simply,
ρˆ = |ψ〉〈ψ| with Tr[ρˆ] = 1. One then traces out the degrees of freedom of one of
the subsystems (say B), and considers the reduced density matrix of A: ρˆA = TrB ρˆ.
Evidently, since Trρˆ = 1, we also have TrρˆA = 1. Then the Renyi entanglement
entropy, parametrised by q > 0 and measuring the entanglement of the subsystem A
with B, is defined as
Sq =
1
q − 1 lnΣq where Σq = Tr[ρˆ
q
A]. (85)
The limit q → 1 corresponds to the von Neumann entropy, Sq→1 = −Tr[ρˆA ln ρˆA].
The operator ρˆA has L nonnegative eigenvalues {λ1, λ2, . . . , λL} which sum up to
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unity,
∑L
i=1 λi = 1. In terms of the eigenvalues {λi}, the Renyi entropy is then given
by
Sq =
1
q − 1 lnΣq with Σq =
L∑
i=1
λqi . (86)
When the pure state |ψ〉 is picked randomly among all possible normalisable states
of the full system, the eigenvalues {λi} of ρˆA also become random variables (but still
satisfying the constraint that their sum is unity). Consequently, the entropy Sq, or
equivalently, the quantity Σq = exp[(q − 1)Sq] =
∑L
i=1 λ
q
i is a random variable and
one is interested in the probability distribution of Sq (or equivalently that of Σq).
When the pure state |ψ〉 is picked uniformly (according to a uniform Haar measure),
it induces a joint pdf of the eigenvalues that is well known [48]
PL ({λi}) = A
L∏
i=1
λM−Li
∏
j<k
(λj − λk)2 δ
(
L∑
i=1
λi − 1
)
(87)
whereA is just the overall normalisation constant and the delta function in the measure
imposes the hard constraint that the trace is unity. Consequently the probability
density of Σq is given by
PL (Σq) = A
∫ L∏
i=1
dλiλ
M−L
i
∏
j<k
(λj − λk)2 δ
(
L∑
i=1
λi − 1
)
× δ
(
l∑
i=1
λqi − Σq
)
. (88)
Thus, the eigenvalues λi can be treated like the mass variablesmi as in Eq. (1) and
formally the computation of the entropy reduces to computing a multiple integral in
the presence of two hard constraints, in a similar fashion to Eq. (7). There is however
one important difference between the measure in Eq. (87) and that of Eq. (1). In Eq.
(1), the eigenvalues are non-interacting apart from their global constraint on the sum.
In contrast, in Eq. (87), the eigenvalues, apart from the global constraint of having
their sum to be unity, also have explicit pairwise-interaction through the Vandermonde
term
∏
j<k(λj − λk)2. In spite of this difference, a condensation transition was found
to occur in the distribution of PL(Σq) when Σq exceeds a critical value [36,37]. In this
case, the largest eigenvalue λmax becomes much larger than the rest of the (N − 1)
eigenvalues. For the special case q = 2, the same transition was also found in Ref. [49].
It turns out that due to the presence of pairwise interaction between the eigenvalues,
the speed of the convergence (with size L) of the large deviation probability PL(Σq)
is however different in this problem [36, 37] compared to the simple noninteracting
mass transport models studied in the present paper. Nevertheless, the fact that the
presence of two hard constraints can drive a condensation transition remains robust
even in presence of pairwise interactions.
5.4. Simplified model of breathers in Discrete Non-linear Schro¨dinger equation
It is known that in the discrete non-linear Schro¨dinger equation (DNLSE) localised
‘breather’ solutions are exhibited. Such structures emerge when the energy is raised
above some critical value [40]. Breathers are essentially non-linear oscillators and are
thought to be generated in the solution in order to satisfy the dual constraints of
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conserved norm of the wavefunction and energy. The statics and dynamics of the
breathers has been studied extensively [38, 39, 50].
The presence of two constraints in the DNLSE is reminiscent of the problem
studied in this work. However the presence of phase dynamics of the wavefunction
makes the DNLSE a more complicated problem. Recently a simplified model, intended
to capture entropic effects and ignoring the phase dynamics was suggested by Iubini,
Politi and Politi [41]. They replaced the deterministic DNLSE with a probabilisitc
dynamics that essentially is a realisation of the two constraint problem studied here
in the case p = 1/2.
6. Conclusion
In this work we have studied how two global constraints in the form of linear statistics
(6) can produce condensation in factorised stationary states. Our results show that
condensation may occur when the underlying single site weight f(m) is light tailed
in contrast to the standard condensation involving only one constraint which requires
heavy-tailed f(m). Unexpectedly, we find that for a heavy-tailed choice of f(m) the
standard condensation may be suppressed by the second constraint.
We have studied in detail the partition function ZL(M,V ) and the marginal
distribution p(m). In the condensation regime, the marginal distribution displays a
bump, which turns out to be non-gaussian in m (the bump, in fact, originates from
a multivariate gaussian due to the interplay between the two statistics). Moreover,
the peak is shifted from the naively expected value of m. We have confirmed our
predictions through Monte Carlo simulations performed using the algorithm of [41]
for the case p = 1/2 which corresponds to a constrained sample variance.
To calculate the marginal distribution we used the equivalence between factorised
steady states and sums of iid random variables. For the latter there is a well developed
large deviation theory which can be used to describe the fluid phase. However, the
theory does not apply in the condensed regime where the relevant moment-generating
function does not exist. We find that in this regime the large deviation speed has a
different scaling to the usual L dependence in the fluid phase, see (49).
We have derived the critical line and consequent phase diagrams using the saddle
point method and alternatively by using the Ga¨rtner-Ellis theorem which provides a
rigorous confirmation of our results. The derivation of our results for the partition
function in Section 3 involved some justifiable approximation that we believe could be
made rigorous. Our derivation of the marginal distribution on the other hand used
an heuristic argument that the random variables mi in the background fluid could
be treated as independent. For the case of a single constraint such a result has been
proven rigorously [15, 16].
It is interesting to note that our constraint-driven condensation scenario bears
some resemblance to condensation previously observed in interacting particle systems
with two species of particles [51–53]. There both particle species have conserved
number of particles, and the dynamics of one species is dependent on the local
distribution of the other species. If the interaction between species is attractive, there
is a phase in which the condensate of one of the particle species (of size ∝ L) co-exists
with a “weak” condensate of particles of the other species (of size ∝ L1/2) at the same
site, similar to our problem for p = 1/2.
Finally, the large deviation framework allows us to view the problem not
necessarily as one of two constraints but rather as realisation of a rare fluctuation [54].
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Recently, there has been increasing interest in identifying the structure of rare but
important fluctuations in non-equilibrium systems revealing fluctuations that have
interesting co-operative structure [54–58]. Our results add to that context by providing
an example of a rare fluctuation exhibiting a higher level of organisation and a broken
symmetry in the sense that one random variable dominates.
As an outlook for future work, we mention that other choices for linear statistic
VL could also give rise to the condensation. Recently, condensation was observed
in joint statistics of sums
∑
i λi and
∑
i lnλi [59], where λi’s are correlated random
variables having similar pairwise interaction as in (87). Remarkably, no condensation
is observed when λi’s are non-interacting (apart from their global constraints on the
sums), which can be easily checked by solving saddle-point equations explicitly for
the case f(λ) = 1. This provides an interesting case where two constraints alone are
not sufficient to induce condensation, but also an interaction is needed. Finally, it
would also be interesting to look for condensation-like phenomena in time-dependent
fluctuations rather than in steady states, e.g. in Markov processes conditioned on a
rare event [60].
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Appendix A. Analytic properties of zq(s, λ) (31)
Recall the definition of zq(s, λ) (31),
zq(s, λ) =
∫∞
0
dmmqf(m)e−sm−λm
1/p
g(s, λ)
. (A.1)
Here we prove the following properties of zq(s, λ):
(i) zq(s, λ) is a decreasing function of s for fixed λ and decreases to zero as s→∞;
(ii) zq(s, λ) → ∞ as s → −∞, provided that f(m) is a monotonically decreasing
function of m;
(ii) for a given µ > 0 and λ, let sµ(λ) solve z1(sµ(λ), λ) = µ, then both sµ(λ) and
z1/p(sµ(λ), λ) are decreasing functions of λ.
Properties (i) and (ii) ensure that the solution sµ(λ) to z1(s, λ) is unique.
Property (iii) shows that the maximum value of z1/p(sµ(λ), λ) depends on the range
of allowed values for λ. The fact that λ must be non-negative when f(m) belongs
to the case (ii) in (18) or to the case (iii) in (22) leads to the condensation when
σ > z1/p(sµ(0), 0).
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Appendix A.1. Proof of (i)
First we prove that zq(s, λ) is a decreasing function in s, for fixed λ. To this end, we
note that zq(s, λ) can be written as 〈〈mq〉〉 where the average is taken with respect
to f(m) exp(−sm−λm1/p)/g(s, λ). Using this notation, the first derivative ∂zq/∂s is
given by
∂zq
∂s
= −[〈〈mq+1〉〉 − 〈〈mq〉〉〈〈m〉〉]. (A.2)
Now, using the Jensen’s inequality,
〈xr〉 ≤ 〈xs〉r/s, 0 < r < s, (A.3)
for two pairs of r and s, (r, s) = (q, q + 1) and (r, s) = (1, q), we get for q ≥ 1
〈xq+1〉 ≥ 〈xq〉〈x〉, q ≥ 1. (A.4)
From (A.4) it follows that ∂zq/∂s < 0, i.e. zq(s, λ) is decreasing in s for fixed λ.
To show that zq(s, λ)→ 0 for s→∞ let us look at the integral
I(s;φ) =
∫ ∞
0
dmφ(m)e−sm. (A.5)
This type of integral appears in zq, where φ(m) = m
qf(m) exp(−λm1/p) in the
numerator and φ(m) = f(m) exp(−λm1/p) in the denominator. For s → ∞, the
integral in (A.5) will be dominated by the left end point m = 0. Let us assume
that φ(m) is well-behaved near m = 0 and can be written as φ(m) = mβl(m), where
β > −1 and l(m) has n derivatives at m = 0. In that case the Watson’s lemma states
that ∫ ∞
0
dmφ(m)e−sm ∼
n∑
k=0
l(n)(0)
Γ(β + k + 1)
sβ+k+1
, s→∞. (A.6)
Applied to our problem, the lemma yields
zq(s, λ) ≈ 1
s
, s→∞, (A.7)
i.e. zq(s, λ)→ 0 as s→∞.
Appendix A.2. Proof of (ii)
To prove (ii), it is sufficient to prove that z1(s, λ) → ∞ when s → −∞, since by
Jensen’s inequality zq(s, λ) ≥ [z1(s, λ)]q for q ≥ 1. For the q = 1 case, the idea is to
find a function l(s) such that z1(s, λ) ≥ l(s) for s < 0 and such that lims→−∞ l(s) =∞.
For simplicity, we will assume that λ ≥ 0. Since f(m) is decreasing and exp(−sm)
is an increasing function of m for s < 0, it always holds that∫ ∞
0
dm mf(m)e−sm−λm
1/p
=
∞∑
n=0
∫ n+1
n
dmmf(m)e−sm−λm
1/p
≥
∞∑
n=0
nf(n+ 1)e−sn−λ(n+1)
1/p
= es
∞∑
n=1
(n− 1)f(n)e−sn−λn1/p (A.8)
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Similarly,∫ ∞
0
dm f(m)e−sm−λm
1/p
=
∞∑
n=0
∫ n+1
n
dmf(m)e−sm−λm
1/p
≤
∞∑
n=0
f(n)e−s(n+1)−λn
1/p
= e−s
∞∑
n=0
f(n)e−sn−λn
1/p
(A.9)
By combining (A.8) and (A.9) we get
z1(s, λ) ≥ e2s
(∑∞
n=1(n− 1)f(n)e−sn−λn
1/p∑∞
n=0 f(n)e
−sn−λn1/p
)
. (A.10)
Next, we will show that the r.h.s. of (A.10) is our sought function l(s). To this end,
we split the summations in (A.10) at n = N(s), where N(s) is an increasing function
of −s, to be chosen later. Let us define a shorter notation F (n) = f(n)exp(−λn1/p).
Using (A.10) and the fact that all the summands are positive, we can write
z1(s, λ) ≥ e2s
( ∑N(s)
n=0 F (n)e
−sn∑N(s)
n=1 (n− 1)F (n)e−sn
+
∑∞
n=N(s)+1 F (n)e
−sn∑∞
n=N(s)+1(n− 1)F (n)e−sn
)−1
. (A.11)
For the terms in the parentheses the following inequalities hold
esN(s)
N(s)∑
n=1
(n− 1)F (n)e−sn ≥
N(s)∑
n=0
F (n)es[N(s)−n]
− F (0)esN(s) − F (1)es[N(s)−1] + [N(s)− 2]F (N(s)), (A.12)
esN(s)
∞∑
n=N(s)+1
(n−1)F (n)e−sn ≥ N(s)
∞∑
n=N(s)+1
F (n)es[N(s)−n].(A.13)
We now choose N(s) such that [N(s) − 2]F (N(s))exp(2s) → ∞ when s → −∞. For
example, we can take
N(s) = 2 +
⌊
e−2s
F (N(s))2
⌋
, (A.14)
which is increasing function of −s, as required. In that case both terms in the
parentheses in (A.11), multiplied by exp(−2s), go to 0 when s → −∞ and thus
z1(s, λ) diverges.
Appendix A.3. Proof of (iii)
We can prove that sµ(λ) is decreasing by taking the derivative of µ = z1(sµ(λ), λ),
which after some algebra gives
d
dλ
sµ(λ) = −〈〈m
1+1/p〉〉 − 〈〈m〉〉〈〈m1/p〉〉
〈〈m2〉〉 − 〈〈m〉〉2 ≤ 0. (A.15)
The inequality in (A.15) easily follows from (A.4) using q = 1.
Finally, we can show using (A.15) that dz1/p(sµ(λ), λ)/dλ can be written as
d
dλ
z1/p(sµ(λ), λ) =
[〈〈m1+1/p〉〉 − 〈〈m〉〉〈〈m1/p〉〉]2
〈〈m2〉〉 − 〈〈m〉〉2 − [〈〈m
2/p〉〉 − 〈〈m1/p〉〉]2 (A.16)
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Using the following substitution, X = m and Y = m1/p, (A.16) can be written as
d
dλ
z1/p(sµ(λ), λ) = − 〈〈(X − 〈〈X〉〉)
2〉〉〈〈(Y − 〈〈Y 〉〉)2〉〉
〈〈(X − 〈〈X〉〉)2〉〉
+
〈〈(X − 〈〈X〉〉)(Y − 〈〈Y 〉〉)〉〉2
〈〈(X − 〈〈X〉〉)2〉〉 (A.17)
which is by Cauchy-Schwartz inequality always non-positive.
Appendix B. Calculation of the rate function J(µ, σ)
Here we calculate the rate function J(µ, σ) using standard result from the large
deviation theory, the Ga¨rtner-Ellis theorem. To this end, we start with L random
variables conditioned on the value of their sum, ML = M , whose probability density
P ({mi}|ML = M) is given by (1). In that context, ZL(M,V ) can be written as
ZL(M,V ) = ZL(M)
∫ ∞
0
dm1 . . . dmLP ({mi}|ML =M)δ(VL − V )
≡ ZL(M)P (VL = V ). (B.1)
According to the Ga¨rtner-Ellis theorem [21, 22], the probability density function
P (VL = V ) satisfies the following large deviation principle
P (VL = V ) ∼ e−LK(µ,σ), K(µ, σ) = max
λ
{σλ− κ(λ;µ)}, (B.2)
where ∼ means that K(µ, σ) = (1/L) limL→∞ lnP (VL = V ); κ(λ;µ) is the scaled
cumulant-generating function
κ(λ;µ) = lim
L→∞
1
L
ln
〈
eλVL
〉
,
where the average is taken with respect to P (VL = V ). To calculate κ(λ;µ), we can
write 〈exp(λVL)〉 as〈
eλVL
〉
=
[gLD(0, λ)]
LΛL(M)
ZL(M)
, (B.3)
where gLD(s, λ) = g(−s,−λ) † and ΛL(M) reads
ΛL(M) =
∫ ∞
0
dm1 . . .dmL
L∏
i=1
[
f(mi)e
λm
1/p
i
gLD(0, λ)
]
δ(ML −M). (B.4)
The expression in (B.4) has a simple interpretation: it is the probability density for the
sum of iid random variables with common distribution f(m) exp(λm1/p)/gLD(0, λ).
We can now use the fact that the moment-generating function of this distribution
is given by [gLD(s, λ)/gLD(0, λ)]
L and then apply the Ga¨rtner-Ellis theorem, which
yields
ΛL(M) ∼ exp{−L[lngLD(0, λ) + max
s
{µs− lngLD(s, λ)}]}. (B.5)
Similarly, the large-L behaviour of ZL(M) is given by
ZL(M) ∼ e−LI(µ), I(µ) = max
s
{µs− lngLD(s, 0)}. (B.6)
† Notice that the moment-generating function and Laplace transform (when applied to a probability
density function) have opposite sign conventions. To make our calculations easier to follow, it proves
easier to keep both conventions by introducing gLD(s, λ) = g(−s,−λ).
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Inserting (B.5) and (B.6) in (B.3) gives the following expression for the scaled
cumulant-generating function κ(λ;µ)
κ(λ;µ) = I(µ) −max
s
{µs− lngLD(s, λ)}. (B.7)
Inserting (B.7) into (B.2) and then using (B.1) yields the sought rate function J(µ, σ),
J(µ, σ) = max
λ
{σλ+max
s
{µs− lngLD(s, λ)}}. (B.8)
For a given λ, let us denote by sµ(λ) the s that maximises µs − lngLD(s, λ). Since
the Ga¨rtner-Ellis theorem assumes that lngLD(s, λ) exists and is differentiable, sµ(λ)
must solve the following equation,
µ =
∂
∂s
lngLD(s, λ). (B.9)
It is also straightforward to show that sµ(λ) indeed maximises µs− lngLD(s, λ), since
∂2
∂s2
[µs− lngLD(s, λ)] = −
[〈〈m2〉〉 − 〈〈m〉〉2] < 0.
Here 〈〈. . .〉〉 denotes averaging with respect to f(m) exp(sm + λm1/p)/gLD(s, λ); the
expression in square brackets is variance and is thus always positive.
Similarly, we can show that the value λ∗ that maximises σλ + µsµ(λ) −
lngLD(sµ(λ), λ) solves the equation
σ =
∂
∂λ
lngLD(s, λ)
∣∣∣∣
s=s∗=sµ(λ∗),λ=λ∗
. (B.10)
From here we can switch back to s → −s, λ → −λ and g(s, λ) = gLD(−s,−λ) and
recover (30) and (14); this completes our derivation for large-L behaviour in the fluid
phase of the partition function ZL(M,V ), using large deviation theory.
Appendix C. Bivariate central limit theorem
Consider two sets of random variables {x(1)i } and {x(2)i } for i = 1, . . . , L. It is assumed
that x
(1)
1 , . . . , x
(1)
L are identically distributed and mutually independent and the same
is assumed for x
(2)
1 , . . . , x
(2)
L . Let us define a random vector xi,
xi =
(
x
(1)
i
x
(2)
i
)
, i = 1, . . . , L, (C.1)
and let e denote its mean, e = 〈xi〉. Bivariate central limit theorem states that the
sample average
∑L
i=1(xi − e)/L, multiplied by
√
L, converges in distribution to a
bivariate Gaussian distribution N (x) with zero mean and covariance matrix Σ,
N (x) = 1√
(2π)2|Σ|e
− 1
2
x
T
Σ
−1
x. (C.2)
Σkl = 〈(x(k) − ek)(x(l) − el)〉, k, l ∈ {1, 2}. (C.3)
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