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lin teksturointi hyödyntäen veneestä otettua georeferoitua kuva-aineistoa osoittautui 
käyttökelpoiseksi etenkin tasomaisten, pystysuuntaisten kohteiden osalta. 
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Abstract 
 
Mobile mapping systems offer fast and cost-effective method to model environment with 
georeferenced images and LiDAR-based 3D point clouds. A mobile mapping system con-
tains multiple different navigation and mapping sensors. An accurate system calibration 
is required to align the data acquired by different sensors. 
 
In this work, system calibration of the mobile mapping system was investigated especially 
from the photogrammetric point of view. A camera was integrated into the boat-based 
mobile mapping system which consists of two GNSS-antennas, inertial navigation system, 
laser scanner and multibeam echosounder. The study aimed to align imaging and laser 
scanning data in a appropriate way for point cloud colorization and texturing of the 3D 
model. 
 
The most important modelling environment was Kuokkala bridge and its neighbouring 
area located in Jyväskylä. Geometric accuracy of 3,5 cm in the object coordinate system 
and pixel accuracy of 3,0 pixels on the image plane were achieved in the alignment of the 
images and laser point cloud. Texturing of the LiDAR-based 3D model utilizing georefer-
enced imaging data from the boat turned out to be usable especially for planar, vertical 
objects.  
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1 Johdanto 
 
Mobiilikartoitusjärjestelmät ovat viimeisen vuosikymmenen aikana kehittyneet akateemi-
sista tutkimuksista kaupallisiksi järjestelmiksi (Toschi et al. 2015). Niiden kehitystyötä on 
vauhdittanut tutkijoiden, insinöörien ja suunnittelijoiden lisääntynyt tarve hankkia kolmi-
ulotteista ympäristötietoa nopealla ja kustannustehokkaalla tavalla (Barber et al. 2008; El-
Sheimy & Hassan 2007; Sairam et al. 2016). Perinteisesti ympäristötietoa on kerätty kenttä-
työnä tehtävin takymetrimittauksin. Myös staattinen laserkeilaus on osoittautunut kelvol-
liseksi menetelmäksi esimerkiksi rakenteiden kartoittamisessa tai arkkitehtuurisissa sovellu-
tuksissa (Barber et al., 2006; Mills & Barber, 2004). Tyypillisesti näiden menetelmien on-
gelmana on tarve GNSS-mittauksin toteutetulle kiintopisteverkolle, mikä tekee menetelmien 
soveltamisesta laajoille alueille työlästä ja aikaa vievää. (Barber et al. 2008; Sairam et al. 
2016) Mobiilikartoituksella voidaan kerätä suoraan hyödynnettävää 3D-informaatiota ajo-
neuvon lähiympäristöstä. (Sairam et al. 2016) Mobiilikartoitusjärjestelmät kiinnitetään tyy-
pillisesti henkilö- tai pakettiautoon, mutta vaihtoehtoisia alustoja ovat muun muassa miehit-
tämättömät ilma-alukset (UAV) (Eisenbeiß 2009; Remondino et al. 2011), veneet (Alho et 
al. 2009; Burdziakowski et al. 2015; Michoud et al. 2014; Vaaja et al. 2013) ja jopa selkäre-
put (Kukko et al. 2012). 
 
Viimeisen vuosikymmenen aikana etenkin LiDAR-perusteisten mobiilikartoitusjärjestel-
mien suosio on kasvanut merkittävästi, koska ne tarjoavat parhaan ja kustannustehokkaim-
man ratkaisun urbaanien alueiden mallintamiseen kolmiulotteisena pistepilvenä. Menetel-
män vahvuuksia ovat pistepilven hyvä geometrinen tarkkuus, korkea pistetiheys ja mahdol-
lisuus suorittaa kartoitus suoraan liikkuvalta alustalta. (Burkhard et al 2012; Toschi et al. 
2015) Nykyään myös pelkkiä kameroita kartoitussensoreinaan käyttävillä kameramobiili-
kartoitusjärjestelmillä on saavutettu lähes LiDAR-perusteisten järjestelmien kaltaisia tulok-
sia (Burkhard et al. 2012; Cavegn et al. 2015; Blaser et al. 2017). 
 
Mobiilikartoitusjärjestelmien jatkuvan kehityksen myötä mobiilikartoituksen hyödyntämi-
nen lisääntyy jatkuvasti monilla eri sovellusalueilla. Findley et al. (2011) käsittelee tutki-
muksessaan siirtymistä manuaalisista mittausmenetelmistä mobiilikartoitukseen vertaillen 
menetelmien välisiä mittaustarkkuuksia. Erityisesti mobiilikartoituksen soveltuvuutta tiealu-
eiden infrastruktuurin kartoittamiseen on käsitelty runsaasti eri tutkimuksissa (Pu et al. 2011; 
Tsai & Han 2013; Williams et al. 2013; Zhou et al. 2013). Muita mobiilikartoitusjärjestel-
mien käyttökohteita ovat muun muassa yhdyskunta- ja rakennustekniikka (Slattery et al. 
2012), urbaanien alueiden mallintaminen (Deshpande 2013), putkilinjojen suunnittelu (Ka-
washima et al. 2012), kulttuuriperinnön mallintaminen (Ziparo et al. 2013) ja metsien inven-
tointi (Bauwens et al. 2016; Liang et al. 2016) Viime aikoina on kiinnostuttu myös mobiili-
kartoitusjärjestelmien kehittämisestä autonomisia ajoneuvoja varten (Guo et al. 2014; 
Zhuang et al. 2015). 
 
Tässä työssä mobiilikartoitusjärjestelmänä käytetään venettä, johon on asennettu valmiiksi 
kaksi GNSS-antennia, inertiajärjestelmä, laserkeilain ja monikeilainkaikuluotain. Nykyiseen 
järjestelmään liitetään uutena komponenttina kamera, jonka tarkoitus on parantaa veden ää-
rellä olevien maanpäällisten kohteiden (esim. sillat, voimalaitokset, satamarakenteet ja muu 
rakennettu ympäristö) visualisointia yksiväriseen tai intensiteettiarvoihin perustuvaan laser-
pistepilveen verrattuna. Georeferoiduista kuvista saatavaa informaatiota voidaan hyödyntää 
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värjäämällä laserkeilaimella tuotettu pistepilvi tosivärein tai luomalla kuvien avulla tekstuu-
rit kuva- tai laserpistepilven perusteella luodulle 3D-mallille, mikä helpottaa kartoitettujen 
kohteiden tulkintaa ja paikantamista. 
 
Työssä pyritään vastaamaan seuraaviin tutkimuskysymyksiin: 
 
1. Mitä toimenpiteitä sisältyy kamerajärjestelmän liittämiseksi osaksi mobiilikartoitus-
järjestelmää? 
 
2. Mitkä ovat kriittisimmät tekijät järjestelmäkalibroinnin ja kohteiden kartoituksen 
kannalta? 
 
3. Kuinka tarkasti kuvien georeferointi ja kohteiden fotogrammetrinen kartoitus onnis-
tuvat? 
 
4. Kuinka tarkasti laserkeilaimella tuotetun pistepilven väriarvot voidaan määrittää 
georeferoiduista kuvista? 
 
Työn tavoitteena on löytää mahdollisimman hyvä toteuttamiskelpoinen ratkaisu järjestelmä-
kalibroinnille kuvien ja laserpistepilven yhteensovittamiseksi. Tässä työssä keskitytään pää-
osin mobiilikartoitusjärjestelmän järjestelmäkalibrointiin fotogrammetrian näkökulmasta. 
Lisäksi työssä tutkitaan väriarvojen määrittämistä laserkeilaimella tuotetulle pistepilvelle ja 
kokeillaan tekstuurien luontia laserpisteistä muodostetulle 3D-mallille. Laserkeilaimen ja 
monikeilainkaikuluotaimen osuutta järjestelmäkalibroinnissa ei käsitellä. 
 
Työ koostuu teoreettisesta ja kokeellisesta osuudesta. Luvussa 2 käsitellään mobiilikartoi-
tusjärjestelmän tyypilliset komponentit ja kerrotaan aiemmissa tutkimuksissa kehitetyistä 
mobiilikartoitusjärjestelmistä. Luvussa 3 esitetään järjestelmäkalibroinnin osa-alueet ja käy-
dään läpi tarkemmin aiemmissa tutkimuksissa kehitettyjä kalibrointimenetelmiä perspektii-
vikameroiden osalta. Luvussa 4 kerrotaan kuvien ja laserkeilausaineiston yhteensovittami-
sesta. Tässä luvussa käsitellään erityisesti Structure from Motion -tekniikkaa, jota hyödyn-
netään pelkän kuva-aineiston perusteella tapahtuvassa 3D-rekonstruoinnissa. Luvussa 5 siir-
rytään työn kokeelliseen osuuteen. Siinä kerrotaan työssä käytetystä mobiilikartoitusjärjes-
telmästä, tutkimuskohteista sekä käytetyistä kalibrointi- ja tutkimusmenetelmistä. Luvuissa 
6 ja 7 käsitellään työn tulokset. Viimeisessä luvussa esitetään johtopäätökset. 
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2 Mobiilikartoitusjärjestelmät 
 
Useat tutkimusryhmät ovat kehittäneet mobiilikartoitusjärjestelmiä 1990-luvulta lähtien. 
Mobiilikartoitusjärjestelmä on kiinteä, liikkuva alusta, joka koostuu paikannus- ja kartoitus-
sensoreista sekä hallintayksiköstä, jonka tehtävänä on tallentaa ja synkronoida kaikkien jär-
jestelmän komponenttien keräämä aineisto. Paikannussensoreina käytetään yleensä GNSS-
vastaanottimia ja inertiajärjestelmää (INS), kartoitussensoreina puolestaan yhtä tai useam-
paa laserkeilainta ja kamerajärjestelmää (Madeira et al. 2012; Puente et al. 2013) 
 
Alun perin 3D-mobiilikartoitusjärjestelmien kartoitussensoreina käytettiin pelkästään video- 
tai digikameroita. Ensimmäiset järjestelmät, GPSVanTM (Novak 1991) ja VISAT-System 
(Schwarz et al. 1993) perustuivat eteenpäin suunnattuun stereokamerajärjestelmään, jossa 
kameroiden kuvakanta asetettiin vaakatasoon. Myöhemmin kehitetyissä mobiilikartoitusjär-
jestelmissä on tavoiteltu laajempaa näkökenttää tutkimalla useiden stereokameroiden, kalan-
silmälinssien ja panoraamakameroiden avulla tapahtuvaa kartoitetun ympäristön 3D-re-
konstruointia. Esimerkiksi Google, Microsoft, Baidu ja Tencent ovat hyödyntäneet panoraa-
makameroita katutasonäkymiä tarjoavissa karttapalveluissaan (Cui et al. 2017). Blaser et al. 
(2017) tekemästä tutkimuksesta löytyy hyvä kooste viimeaikaisista tutkimuksista, joissa tar-
kasteltuja menetelmiä voidaan käyttää laajemman näkökentän tavoittelussa. Chen et al. 
(2012) tutkivat panoraamaisten epipolaarikuvien luontia panoraamakuvapareista. Strecha et 
al. (2015) vertailivat keskenään kalansilmäkameroilla ja perinteisillä perspektiivisillä kame-
roilla toteutettujen 3D-rekonstruointien laatua. Tutkimuksessa huomattiin perspektiivikame-
roiden tuottavan tarkempia tuloksia, mutta olevan epäkäytännöllisempiä kalansilmäkame-
roihin verrattuna kaupunkien kapeilla kujilla ja erityisesti sisätiloissa. Kronbach et al. (2015) 
arvioivat tutkimuksessaan erilaisia stereoalgoritmeja esteiden reaaliaikaiseen tunnistamiseen 
kalansilmälinssien avulla. Schneider et al. (2016) puolestaan sovelsivat perspektiivisille ste-
reokuvapereille yleisesti käytettyä epipolaarigeometriaan perustuvaa mallia kalansilmäste-
reokuvapareille. (Blaser et al. 2017) 
 
Mobiilikartoitukseen soveltuvien laserkeilainten tulo markkinoille 2000-luvun puolivälin 
tienoilla mahdollisti LiDAR-teknologian hyödyntämisen osana mobiilikartoitusjärjestelmää 
(Hunter et al. 2006). Mobiililaserkeilauksen hyvä geometrinen tarkkuus ja kerätyn 3D-infor-
maation suora hyödynnettävyys johtivat siihen, että suurin osa nykyään käytetyistä mobiili-
kartoitusjärjestelmistä perustuvat LiDAR-teknologiaan (Bukhard et al. 2012; Cavegn et al. 
2015). 
 
Useissa tutkimuksissa on arvioitu erilaisten LiDAR-perusteisten mobiililaserkeilainjärjestel-
mien absoluuttisia 3D-pisteiden mittaustarkkuuksia, jotka hyvissä GNSS-olosuhteissa ovat 
olleet laadukkailla järjestelmillä noin muutaman senttimetrin luokkaa (esim. Barber et al. 
2008; Haala et al. 2008; Kremer & Hunter 2007; Kaartinen et al. 2012; Puente et al. 2013) 
Myös nykyaikaisilla, kartoitussensoreinaan pelkästään kameroita käyttävillä kameramobii-
likartoitusjärjestelmillä päästään parhaimmillaan hyvin lähelle LiDAR-perusteisten järjes-
telmien tarkkuuksia. Burkhard et al. (2012) ja Cavegn et al. (2016) saavuttivat tutkimuksis-
saan keskimäärin noin 4-5 cm mittaustarkkuuksia mobiilistereokartoitusjärjestelmillä. Myös 
Blaser et al. (2017) pääsi vastaavanlaiseen tulokseen käyttämällä uudenlaista stereo- ja pa-
noraamakameroista koostuvaa hybridijärjestelmää, joka pyrkii tarjoamaan täyden 360° peit-
teisyyden keräämälleen kuva-aineistolle. 
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2.1 Paikannusjärjestelmä 
 
Mobiilikartoitusjärjestelmän paikannusjärjestelmänä käytetään perinteisesti GNSS:n ja iner-
tiajärjestelmän yhdistelmää. (Madeira et al. 2012; Puente et al. 2013) Pyörillä kulkeviin mo-
biilikartoitusjärjestelmiin on useimmiten asennettu myös matkanmittausjärjestelmä (DMI), 
joka kerää informaatiota pyörän liikkeistä. (Puente et al. 2013) Lisäksi on tutkittu tyypilli-
sesti kartoitussensorina toimivan kamerajärjestelmän käyttämistä visuaaliseen navigointiin, 
mikä parantaa suoran georeferoinnin tarkkuutta etenkin huonossa GNSS-ympäristössä 
(Eugster et al. 2012; Nebiker et al. 2012). 
 
Paikannusjärjestelmän tehtävänä on määrittää ajoneuvon absoluuttisen sijainti ja kier-
toasema suhteessa globaaliin koordinaattijärjestelmään (esim. WGS84) ennalta määritetyin 
aikavälein. Tämä mahdollistaa suoran georeferoinnin eli kartoitussensorien ulkoisten orien-
tointien selvittämisen jokaiselle havaintohetkelle. Suoran georeferoinnin avulla kohteita voi-
daan kartoittaa ilman koordinaateiltaan tunnettuja kontrollipisteitä. (Tao 2000; Madeira et 
al. 2012; Puente et al. 2013) 
 
GNSS on yleisesti käytetty järjestelmä absoluuttisen sijainnin määrittämiseen globaalissa 
koordinaattijärjestelmässä. Sen toiminta perustuu elektronisiin laitteisiin, jotka analysoivat 
satelliittipaikannusjärjestelmän lähettämiä radiosignaaleja. (Madeira et al. 2012) GNSS-ha-
vaintoja voidaan määrittää pääasiassa kolmessa mittaustilassa, jotka ovat epätarkimmasta 
tarkimpaan differentiaalinen GNSS (DGNSS), reaaliaikainen kinemaattinen (RTK) ja jälki-
laskettu kinemaattinen (PPK) (Puente et al. 2013). Mittaustilan lisäksi GNSS-havaintojen 
tarkkuus riippuu GNSS-tukiasemien sijainneista, satelliittigeometriasta ja GNSS-lukituksen 
jatkuvuudesta (Rau et al. 2011). Tällä hetkellä käytössä on useita erilaisia satelliittipaikan-
nusjärjestelmiä, kuten amerikkalainen GPS, venäläinen GLONASS ja vielä kehitteillä olevat 
eurooppalainen Galileo ja kiinalainen Beidou. Useampien satelliittipaikannusjärjestelmien 
yhteiskäyttö lisää käytössä olevien satelliittien määrää ja näin ollen myös parantaa satelliit-
tigeometriaa ja GNSS-lukituksen jatkuvuutta. Tämä johtaa paikannuksen tarkkuuden, jatku-
vuuden ja luotettavuuden paranemiseen varsinkin hankalissa mittausympäristöissä, kuten ur-
baaneissa kanjoneissa. (Li et al. 2015)  
 
Mobiilikartoitusjärjestelmät käyttävät yleensä yhtä tai kahta GNSS-antennia sijainnin mää-
rittämiseen. GNSS-antennit sijoitetaan tyypillisesti ajoneuvon korkeimpaan osaan optimaa-
lisen satelliittinäkyvyyden saavuttamiseksi. Kahden GNSS-vastaanottimen tapauksessa an-
tennien välistä tunnettua etäisyyttä voidaan käyttää hyväksi ajoneuvon atsimuutin laskemi-
sessa, mikä parantaa paikannusratkaisua. GNSS-antennien välinen etäisyys voidaan määrit-
tää esimerkiksi 5-10 minuutin staattisella GNSS-mittauksella ajoneuvon pysyessä paikal-
laan. (Puente et al. 2013) 
 
Inertiajärjestelmää voidaan käyttää ajoneuvon sijainnin ja kiertoaseman määrittämiseen 
alustakoordinaatistossa. Inertiajärjestelmän pääyksikkö, IMU, koostuu kiihtyvyysantureista 
ja gyroskoopeista, jotka yhdessä mahdollistavat lineaaristen kiihtyvyyksien ja kul-
manopeuksien määrittämisen kolmen ennalta määritetyn alustakoordinaatiston akselin suh-
teen. (Madeira et al. 2012) INS-havainnot perustuvat lokipaikannukseen, jossa ajoneuvon 
orientoinnin parametrit lasketaan pelkästään edellisisistä havainnoista. Näin ollen INS-ha-
vaintojen virheet kasautuvat ajan myötä, minkä takia mobiilikartoitusjärjestelmän toiminta 
ei voi perustua pelkästään inertiajärjestelmän havaintoihin. (Puente et al. 2013) 
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GNSS:n avulla saadaan tarkkaa sijaintitietoa, kun satelliittigeometria ja näkyvyys taivaalle 
ovat hyviä. Huono satelliittigeometria ja näkyvyyttä taivaalle rajoittavat rakennukset, kas-
villisuus tai muut esteet voivat kuitenkin aiheuttaa epätarkkuuksia ja katkoksia GNSS-da-
taan. Inertialaitteisto ei sitä vastoin tarvitse satelliittinäkymää havaitessaan muutoksia ajo-
neuvon sijainnissa ja asennossa, mutta havaintojen tarkkuus heikkenee ajan myötä. Näin ol-
len GNSS- ja inertialaitteisto täydentävät mainiosti toisiaan: inertiamittaukset auttavat tar-
kan sijaintitiedon säilyttämisessä huonossa GNSS-ympäristössä, kun taas GNSS tarjoaa jat-
kuvasti päivittyvää sijaintitietoa inertialaitteiston tueksi. (Barber et al 2008) 
 
GNSS-, INS- ja DMI-mittausten integrointi toteutetaan yleensä Kalman-suotimen (Kalman 
1960) avulla (Barber et al. 2008; Madeira et al. 2012; Puente et al. 2013). Kalman-suodin on 
pienimmän neliösumman ratkaisu, jossa pyritään löytämään optimaalinen estimaatti ajoneu-
von orientoinnille. Se tapahtuu yhdistämällä kaikkien paikannussensorien keräämä, kohinaa 
ja epätarkkuuksia sisältävä, mittausdata sekä tiedot ajoneuvon dynamiikasta ja mittauslait-
teista. (Madeira et al. 2012; Puente et al. 2013) Nämä estimaatit ovat yleensä tarkempia kuin 
yksittäiset havaintoarvot. (Puente et al. 2013). Kalman-suodin toimii kaksivaiheisesti. En-
nustusvaiheessa estimaattia päivitetään ajan myötä aiempien mittaushavaintojen perusteella. 
Kun jokin paikannussensoreista tekee uuden havainnon, siirrytään päivitysvaiheeseen, jossa 
uuden havainnon tarjoamaa informaatiota hyödyntämällä määritetään uusi, optimaalinen es-
timaatti. Tätä uutta estimaattia päivitetään jälleen ajan myötä aiempiin mittaushavaintoihin 
perustuen, kunnes uusi havainto on saatavilla. (Madeira et al. 2012) 
 
 
2.2 Kartoitussensorit 
 
Laserkeilain käyttää LiDAR-teknologiaa kerätäkseen tietoa ympäristöstään etäisyys- ja kul-
mamittauksiin perustuen (Puente 2013). Mobiililaserkeilaus on nopea ja joustava menetelmä 
mallintaa ympäristöä, lopputuotteenaan kolmiulotteinen pistepilvi. Pistepilven ominaisuu-
det, kuten pistetiheys, kuvio ja jakauma, riippuvat suuresti laserkeilaimen sijainnista ja kier-
toasemasta alustan suhteen, mittaustaajuudesta ja aallonpituudesta. (Kukko et al. 2012)  
Kamerajärjestelmä voi koostua yhdestä tai useammasta kamerasta. Mikäli käytetään vain 
yhtä kameraa, on sen liikuttava, jotta saadaan useita peräkkäisiä kuvauspaikkoja kuvapiste-
pilven luomiseksi valokuvapareista. Johtuen aikaerosta eri kuvauspaikkojen välillä, tämä 
vaihtoehto soveltuu vain staattisten kohteiden mallintamiseen. (Habib et al. 2014) 
Kameran linssijärjestelmän on tarjottava mahdollisuus asettaa aukko ja polttoväli va-
kioiksi, jotta kameran sisäiset ominaisuudet pysyvät mittaussession aikana muuttumatto-
mina. (Madeira et al. 2012). Yleensä myös kameran zoom-asetuksen tulisi pysyä muuttu-
mattomana. Perinteisesti kamera fokusoidaan äärettömyyteen fotogrammetrisissa kartoi-
tuksissa. On myös tehty tutkimustyötä zoom-riippuvaisesta kalibroinnista (esim. Fraser and 
Al Ajlouni, 2006), joka mallintaa linssivirheiden variaatiota eri zoom-arvoilla. Tällaisessa 
tapauksessa zoom-asetuksen ei tarvitse pysyä vakiona kuvienottoprosessin aikana, mutta 
jokaiselle eri zoom-asetukselle on tehtävä oma kalibrointi. (Fraser and Al Ajlouni, 2006) 
Kameratyypin valinnalla on suuri vaikutus kuvien avulla tehtävän 3D-rekonstruoinnin 
tarkkuuteen. Kartoitetun kohteen sijaintitarkkuuteen vaikuttavat kameran polttoväli, koh-
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teen etäisyys, kuvakannan pituus (yhden kameran järjestelmissä vierekkäisten kuvien väli-
nen etäisyys) ja kuvien erotuskyky. (Tao 2000) Pienellä polttovälillä, jota käytetään esi-
merkiksi kalansilmälinsseissä ja panoraamakameroissa, saavutetaan suurempi näkökenttä 
ja kuvien päällekkäisyys, mikä mahdollistaa kohteen kartoittamisen pienemmällä määrällä 
kuvia ja luotettavamman kuvien ulkoisten orientointien ratkaisemisen sädekimpputasoituk-
sessa. Pienen polttovälin linssien heikkoutena on suuri GSD eli pikselien geometrinen tark-
kuus maastossa. (Strecha et al. 2015) Kohteen etäisyys vaikuttaa optimaalisen polttovälin 
ja kuvakannan pituuden valintaan, jotta saavutetaan haluttu kuvien peittoisuus. Kuvien ero-
tuskyky puolestaan parantaa kuvahavaintojen pikselitarkkuutta. Erotuskykyä voidaan lisätä 
esimerkiksi valitsemalla korkearesoluutioisempi kamera. (Tao 2000) 
 
Laserkeilaimen ja kameran ominaispiirteet täydentävät hyvin toisiaan. Laserkeilaimet pys-
tyvät keräämään suoraan hyödynnettävää 3D-informaatiota, mutta suhteellisen matalalla re-
soluutiolla. Kamerat sen sijaan tarjoavat 2D-kuvia korkearesoluutioisin tekstuurein, mutta 
ilman syvyysinformaatiota. (Cui et al. 2017) Useimmat LiDAR-perusteiset mobiilikartoitus-
järjestelmät käyttävätkin kamerajärjestelmän keräämää kuva-aineistoa pistepilven värittämi-
seen (Puente et al. 2013). Korkealaatuisten mobiilikartoitusjärjestelmien kartoitussensoreina 
käytetään tyypillisesti useiden laserkeilaimien ja useiden perspektiivikameroiden tai 360° 
kameroiden yhdistelmää (Angelats & Colomina 2013). 
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3 Järjestelmäkalibrointi 
 
Alustan mukaan orientoitujen paikannussensorien ja kohdeorientoitujen kartoitussensorien 
tekemien havaintojen yhteensovittamiseksi vaaditaan joukko kalibrointiprosesseja, joiden 
kokonaisuutta kutsutaan järjestelmäkalibroinniksi. Järjestelmäkalibrointiin sisältyvät (Ma-
deira et al. 2012; Puente et al. 2013; Tao 2000): 
 
1. Kameroiden kalibroinnit 
 
2. Alustakalibrointi 
 
3. Aikasynkronointi sensorien välillä 
 
Kameran kalibrointi ja kameran ulkoisen orientoinnin selvittäminen kaikilla kuvanottohet-
killä ovat välttämättömiä toimenpiteitä kuvista tapahtuvan 3D-rekonstruoinnin kannalta (Pu-
ente et al. 2013). Kuvien ulkoisten orientointien selvittämiseksi on ennen mittaussessiota 
suoritettava alustakalibrointi, jossa selvitetään kameroiden sijainnit ja kiertoasemat toistensa 
suhteen sekä paikannusjärjestelmän määrittämään alustakoordinaatistoon nähden (Rau et al. 
2011). Alustakalibrointi on suoritettava myös mobiilikartoitusjärjestelmän laserkeilaimelle, 
jotta sen tuottama pistepilviaineisto voidaan siirtää kohdekoordinaatistoon (Glennie 2007). 
Lisäksi GNSS/INS-havaintojen ja kartoitussensorien keräämän aineiston yhteen liittäminen 
vaatii tarkan aikasynkronoinnin sensorien välillä (Madeira et al. 2012). 
 
3.1 Kameran kalibrointi 
 
Kameran kalibrointi on prosessi, jossa määritetään kameran geometrinen malli kalibrointi-
parametrien avulla (Luhmann et al. 2014). Yleisimmin käytetyssä Brownin (1971) kamera-
mallissa kalibrointiparametrit koostuvat sisäisen orientoinnin ja linssivirheiden paramet-
reista. (Luhmann et al. 2016) Perinteisessä testikenttäkalibroinnissa kalibrointiparametrien 
ratkaiseminen perustuu kontrolli-informaatiota sisältävän testikentän hyödyntämiseen. 
Tässä kalibrointimenetelmässä testikenttä koostuu selkeästi erottuvista kalibrointikohteista, 
joiden koordinaatit tai etäisyydet toisiinsa nähden tunnetaan. Kameran kalibrointi tapahtuu 
sädekimpputasoituksella, jossa kalibrointiparametrien lisäksi ratkaistaan samanaikaisesti 
testikentästä otettujen kuvien ulkoiset orientoinnit sekä PNS-tasoituksen estimaatit kontrol-
lipisteiden koordinaateille. (Luhmann et al. 2014)  
 
Toinen tekniikka kameran kalibroimiseksi on itsekalibrointi. Siinä kalibrointiparametrit py-
ritään määrittämään pelkästään kuvien vastinpisteiden perusteella ilman koordinaateiltaan 
tunnettujen kontrollipisteiden apua. Kalibrointiparametrien ja kuvien ulkoisten orientointien 
lisäksi myös kuvattavan kohteen kolmiulotteinen rakenne rekonstruoidaan samanaikaisesti 
sädekimpputasoituksessa. (Luhmann et al. 2014) Menetelmän etuna on sen joustavuus, sillä 
kuvat sisältävät kaiken tarvittavan informaation kalibrointia varten. Toisaalta estimoitavien 
parametrien suuresta määrästä johtuen luotettavien tulosten saaminen voi olla hankalaa. 
(Zhang 2000) 
 
Nykyaikainen lähestymistapa kameran kalibroimiseksi on edellä esiteltyjen kalibrointime-
netelmien yhdistelmä, jota kutsutaan itsekalibroituvaksi sädekimpputasoitukseksi. Se tar-
koittaa käytännössä itsekalibrointia, jonka yhteydessä hyödynnetään kontrolli-informaatiota 
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tarjoavaa testikenttää. Itsekalibroituva sädekimpputasoitus on ajan myötä kehittynyt täysin 
automaattiseksi prosessiksi, jossa vaaditaan vain hyvällä kuvausgeometrialla otetut kuvat, 
likimääräinen lähtöarvo kameran polttovälille ja kuvilta automaattisesti tunnistettavat sig-
naloidut tähykset. (Fraser 2013; Remondino & Fraser 2006). Merkittävimpiä edistysaske-
leita tällä kehityspolulla ovat tarjonneet Tsai (1987), Heikkilä & Silven (1997) ja Zhang 
(2000), joiden kehittämiä menetelmiä on hyödynnetty myöhemmissä tutkimuksissa (Re-
mondino & Fraser 2006). 
 
Tsai (1987) kehitti kameran kalibrointiin uuden lähestymistavan, joka mahdollisti kaksiulot-
teisten kalibrointikohteiden käytön kolmiulotteisten sijaan. Kontrollipisteiden 3D-koordi-
naatit on tiedettävä tarkasti. Menetelmässä oletetaan, että osalle kalibrointiparametreista voi-
daan antaa lähtöarvot valmistajan ilmoittamista arvoista. Heikkilä & Silven (1997) kehittivät 
kalibrointimenetelmän, jossa kameraparametrien lähtöarvot approksimoidaan ensin käyttäen 
lineaarista ratkaisua ja suorittamalla sitten epälineaarinen PNS-tasoitus lopullisten kameran 
sisäisen orientoinnin parametrien ja linssivirheiden korjausparametrien estimoimiseksi. Tätä 
menetelmää voidaan soveltaa sekä 3D- että 2D-kalibrointikohteille. (Remondino & Fraser 
2006) Zhangin (2000) kehittämässä kalibrointitekniikassa kaksiulotteinen kalibrointikohde 
voidaan asettaa kameran näkökenttään sattumanvaraiseen asentoon, mikä helpottaa ja no-
peuttaa kalibrointiprosessia huomattavasti. Kalibrointikohteena Zhang (2000) käyttää ta-
somaista shakkilautakuviota, joka asetetaan kameran eteen erilaisiin asentoihin. Vaihtoeh-
toisesti kalibrointikohteen sijasta voidaan liikuttaa kameraa. Kalibrointi vaatii onnistuakseen 
vähintään kaksi kuvaa, joissa kalibrointikohde näkyy erilaisista kuvakulmista. Algoritmi 
käyttää kontrollipisteinä automaattisesti tunnistettavia shakkiruutujen kulmapisteitä. (Zhang 
2000) Kameran kalibrointiparametrien määritys tapahtuu samalla tavalla kuin edellä maini-
tussa Heikkilä & Silvenin (1997) kehittämässä kalibrointimenetelmässä. (Remondino & Fra-
ser 2006) 
 
3.1.1 Perspektiivinen kameramalli 
 
Kameran kalibroinnissa vaaditaan ymmärrystä kameran geometrisista ominaisuuksista. Pe-
rinteisesti fotogrammetriassa on käytetty metrisiä perspektiivikameroita. Niissä kuvien kat-
sotaan muodostuvan keskusprojektiokuvauksena, jossa kameran projektiokeskus sijaitsee 
kameravakion mukaisella etäisyydellä kameran optisen akselin ja kuvatason leikkauskoh-
dasta (kuvan pääpiste). Kameravakiota ja kuvan pääpistettä kutsutaan kameran sisäisen 
orientoinnin parametreiksi. Ideaalitapauksessa ne määrittävät perspektiivisen kameramallin. 
(Kraus 2007) 
 
Keskusprojektiokuvaus perustuu kollineaarisuusehtoon, jonka mukaan kohdepiste P, sitä 
vastaava kuvapiste P’ ja projektiokeskus O sijaitsevat samalla suoralla (kuva 1). Kuvakoor-
dinaattien ja kohdekoordinaattien keskinäisen suhteen määrittämisessä on sisäisen orientoin-
nin parametrien lisäksi tunnettava myös ulkoisen orientoinnin parametrit. Kuvan ulkoisen 
orientoinnin parametrit koostuvat projektiokeskuksen sijainnista kohdekoordinaatistossa ja 
kuvan kiertoasemasta kohdekoordinaatistoon nähden. (Kraus 2007) 
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Kuva 1. Kuvakoordinaattien ja kohdekoordinaattien välinen yhteys ideaalisessa perspektii-
vikuvassa. Kuvan pääpiste PP ei sijaitse tarkalleen kuvan keskuksessa M. (alkuperäinen 
kuva: Kraus 2007) 
 
Kiertoasema kohdekoordinaatistossa voidaan ilmaista kiertokulmin ω,φ, κ, joiden määrittä-
minen tapahtuu hierarkkisessa järjestyksessä (kuva 2). Ensin tehdään kierto ω-akselin suh-
teen, jonka mukaan kahden muun kiertokulman koordinaattiakselit määritetään. Toisena teh-
dään kierto φ-akselin suhteen, joka vaikuttaa κ-akseliin, mutta ei enää ω-akseliin. Viimei-
senä tehtävällä kierrolla κ-akselin suhteen ei ole vaikutusta muiden akseleiden asentoon. 
Kaikki kierrot tapahtuvat koordinaattiakselien origoon päin katsottuna vastapäivään. (Kraus 
2007) 
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Kuva 2. Kiertokulmien 𝜔,𝜑, 𝜅 hierarkkinen järjestys koordinaattiakselien suhteen. (Kraus 
2007) 
 
Kiertoasema kohdekoordinaatistossa voidaan ilmaista kolmiulotteisella kiertomatriisilla, 
joka rakentuu seuraavasti (Kraus 2007): 
 
𝑅 = [
𝑟11 𝑟12 𝑟13
𝑟21 𝑟22 𝑟23
𝑟31 𝑟32 𝑟33
] = [
𝑐𝑜𝑠𝜑𝑐𝑜𝑠𝜅 −𝑐𝑜𝑠𝜑𝑠𝑖𝑛𝜅 𝑠𝑖𝑛𝜑
𝑐𝑜𝑠𝜔𝑠𝑖𝑛𝜅 + 𝑠𝑖𝑛𝜔𝑠𝑖𝑛𝜑𝑐𝑜𝑠𝜅 𝑐𝑜𝑠𝜔𝑐𝑜𝑠𝜅 − 𝑠𝑖𝑛𝜔𝑠𝑖𝑛𝜑𝑠𝑖𝑛𝜅 −𝑠𝑖𝑛𝜔𝑐𝑜𝑠
𝑠𝑖𝑛𝜔𝑠𝑖𝑛𝜅 − 𝑐𝑜𝑠𝜔𝑠𝑖𝑛𝜑𝑐𝑜𝑠𝜅 𝑠𝑖𝑛𝜔𝑐𝑜𝑠𝜅 + 𝑐𝑜𝑠𝜔𝑠𝑖𝑛𝜑𝑠𝑖𝑛𝜅 𝑐𝑜𝑠𝜔𝑐𝑜𝑠𝜑
𝜑] (1) 
 
missä ω on kiertokulma x-akselin suhteen 
 φ on kiertokulma y-akselin suhteen 
 κ on kiertokulma z-akselin suhteen 
 
Kiertomatriisi voidaan muodostaa myös kiertokulmina yaw/heading (kääntyminen), pitch 
(nyökkääminen) ja roll (kallistuminen), joita paikannusjärjestelmät tyypillisesti käyttävät 
alustan kiertoaseman ilmaisuun kohdekoordinaatistossa.  
 
Kuvakoordinaattien ja kohdekoordinaattien keskinäinen suhde perustuu epälineaarisiin kol-
lineaarisuusyhtälöihin (Kraus 2007): 
 
x = x0 − 𝑐
𝑟11(𝑋 − 𝑋0) + 𝑟21(𝑌 − 𝑌0) + 𝑟31(𝑍 − 𝑍0)
𝑟13(𝑋 − 𝑋0) + 𝑟23(𝑌 − 𝑌0) + 𝑟33(𝑍 − 𝑍0)
 
      (2) 
x = y0 − 𝑐
𝑟11(𝑋 − 𝑋0) + 𝑟21(𝑌 − 𝑌0) + 𝑟31(𝑍 − 𝑍0)
𝑟13(𝑋 − 𝑋0) + 𝑟23(𝑌 − 𝑌0) + 𝑟33(𝑍 − 𝑍0)
 
  
missä x, y ovat kohdepisteen kuvakoordinaatit 
x0, y0 ovat kuvan pääpisteen kuvakoordinaatit 
X, Y, Z ovat kohdepisteen kohdekoordinaatit kohdekoordinaatistossa 
𝑋0, Y0, Z0 ovat kameran projektiokeskuksen kohdekoordinaatit 
𝑐 on kameravakio 
𝑟𝑖𝑘 ovat kiertomatriisin  𝑅ωφκ elementtejä 
 
Todellisuudessa erilaiset linssivirheet johtavat poikkeamiin ideaalisesta keskusprojektioku-
vauksesta. Tämän vuoksi perspektiivistä kameramallia on laajennettava linssivirheiden kor-
jausparametreilla. Perspektiivikameroiden kalibroinnissa standardiksi on muodostunut 
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Brownin (1971) määrittelemä kameramalli, joka pitää puoliaan optimaalisimpana määritte-
lynä perspektiiviselle kameramallille. Se koostuu sisäisen orientoinnin parametrien eli kuvan 
pääpisteen ja kameravakion lisäksi kolmesta radiaalisen piirtovirheen ja kahdesta tangenti-
aalisen piirtovirheen kertoimista. Mallia voidaan laajentaa vielä kahdella parametrilla, jotka 
kuvaavat kuvatason xy-akselien poikkeavuutta. (Luhmann et al. 2016; Remondino & Fraser 
2006) 
 
Radiaalinen piirtovirhe johtuu variaatioista valonsäteiden taittumisessa linssijärjestelmässä. 
(Luhmann et al. 2014) Brownin (1971) mallissa radiaalista piirtovirhettä mallinnetaan kol-
mannen asteen polynomifunktiolla.  
𝛥𝑟 = 𝐾1𝑟
3 + 𝐾2𝑟
5 + 𝐾3𝑟
7     (3) 
missä 𝐾1, 𝐾2, 𝐾3 ovat radiaalisen piirtovirheen kertoimia 
 𝑟 = √?̅?2 + ?̅?2 on radiaalinen etäisyys kuvan pääpisteestä 
 ?̅? = (𝑥 − 𝑥0) 
?̅? = (𝑦 − 𝑦0)  
 
Yhtälöstä 3 huomataan, että radiaalinen piirtovirhe kasvaa symmetrisesti parametrin 𝑟 funk-
tiona. Näin ollen radiaalinen piirtovirhe on nolla kuvan pääpisteen kohdalla ja suurenee ku-
van reunoja kohti. Radiaalista piirtovirhettä on havainnollistettu kuvassa 3. 
 
 
Kuva 3. Radiaalisen piirtovirheen vaikutukset kuvaan. (alkuperäinen kuva: OpenCV 2018) 
 
Kuvakoordinaatit 𝑥 ja 𝑦 voidaan korjata radiaalisen piirtovirheen osalta seuraavasti (Fraser 
2013): 
 
𝛥x𝑟 = −
?̅?
𝑐
𝛥𝑐 + ?̅?𝑟2𝐾1 + ?̅?𝑟
4𝐾2 + ?̅?𝑟
6𝐾3 
      (4) 
𝛥y𝑟 = −
?̅?
𝑐
𝛥𝑐 + ?̅?𝑟2𝐾1 + ?̅?𝑟
4𝐾2 + ?̅?𝑟
6𝐾3 
 
missä 𝛥𝑐 on tunnettu poikkeama kameravakiosta 𝑐 etäisyydellä 𝑟.  
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Tangentiaalinen piirtovirhe (käytetään myös nimitystä epäkeskisyysvirhe) aiheutuu pääosin 
epäkeskisyydestä ja yksittäisten linssielementtien yhdensuuntaisuusvirheistä linssijärjestel-
mässä. Sen vaikutus on yleensä huomattavasti radiaalista piirtovirhettä pienempi. (Luhmann 
et al. 2014)  
 
Tangentiaalisen piirtovirheen vaikutus kuvakoordinaatteihin (Fraser 2013): 
 
𝛥x𝑡 = (𝑟
2 + 2?̅?2)𝑃1 + 2𝑥𝑦̅̅ ̅𝑃2 
      (5) 
𝛥y𝑡 = 2𝑥𝑦̅̅ ̅𝑃1 + (𝑟
2 + 2?̅?2)𝑃2 
 
missä 𝑃1, 𝑃2 ovat tangentiaalisen piirtovirheen kertoimia 
Linssivirheiden korjausparametreissa otetaan usein huomioon myös poikkeamat kuvatason 
xy-akselien suorakulmaisuudessa. Näiden affiinimuunnoksen parametrien merkitys riippuu 
käytettävästä kameratyypistä. (Luhmann et al. 2014) 
𝛥x𝑎𝑓𝑓 = 𝑏1?̅? + 𝑏2?̅? 
      (6) 
𝛥y𝑎𝑓𝑓 = 0  
 
Yhtälössä 2 esitettyjä epälineaarisia kollineaarisuusyhtälöitä voidaan nyt laajentaa linssivir-
heiden korjausparametreilla 𝛥x ja 𝛥y. (Fraser 2013) 
 
𝛥x = −
?̅?
𝑐
𝛥𝑐 + ?̅?𝑟2𝐾1 + ?̅?𝑟
4𝐾2 + ?̅?𝑟
6𝐾3 + (𝑟
2 + 2?̅?2)𝑃1 + 2𝑥𝑦̅̅ ̅𝑃2 (+𝑏1?̅? + 𝑏2?̅?) 
      (7) 
𝛥y = −
?̅?
𝑐
𝛥𝑐 + ?̅?𝑟2𝐾1 + ?̅?𝑟
4𝐾2 + ?̅?𝑟
6𝐾3 + 2𝑃1𝑥𝑦̅̅ ̅ + (𝑟
2 + 2?̅?2)𝑃2 
 
 
x = x0 − 𝑐
𝑟11(𝑋 − 𝑋0) + 𝑟21(𝑌 − 𝑌0) + 𝑟31(𝑍 − 𝑍0)
𝑟13(𝑋 − 𝑋0) + 𝑟23(𝑌 − 𝑌0) + 𝑟33(𝑍 − 𝑍0)
+ 𝛥x 
      (8) 
y = y0 − 𝑐
𝑟11(𝑋 − 𝑋0) + 𝑟21(𝑌 − 𝑌0) + 𝑟31(𝑍 − 𝑍0)
𝑟13(𝑋 − 𝑋0) + 𝑟23(𝑌 − 𝑌0) + 𝑟33(𝑍 − 𝑍0)
+ 𝛥y 
 
  
3.1.2 Itsekalibroituva sädekimpputasoitus 
 
Itsekalibroituvassa sädekimpputasoituksessa kameran kalibrointiparametrit ratkaistaan sa-
malla kertaa kuvien ulkoisten orientointien kanssa PNS-menetelmällä. (Luhmann et al. 
2014) PNS-tasoitusprosessissa kameran kalibrointiparametrit sekä kuvien projektiokeskus-
ten ja liitospisteiden kuvakoordinaateista muodostuvat sädekimput määritetään siten, että 
säteet leikkaavat kuvatason niin lähellä liitospisteitä kuin mahdollista ja osuvat mahdolli-
simman lähelle kontrollipisteitä. (Kraus 2007)  
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Itsekalibroituvassa sädekimpputasoituksessa korjausten määrittäminen kuvien ulkoisille 
orientoinneille ja kameran kalibrointiparametreille on tehtävä iteratiivisesti, koska kalibroin-
tiparametrit riippuvat tämänhetkisistä kuvakoordinaattien arvoista. Kuvien tämänhetkiset, 
korjatut ulkoiset orientoinnit toimivat lähtöarvoina myöhemmin laskettaville kalibrointipa-
rametrien korjauksille. Prosessia jatketaan, kunnes lasketut korjaukset ovat merkityksettö-
män pieniä. (Luhmann et al. 2014) 
 
Parametrien määrittäminen perustuu yhtälössä 8 esitettyihin linssivirheiden korjausparamet-
reilla laajennettuihin kollineaarisuusyhtälöihin, jotka toimivat sädekimpputasoituksen ha-
vaintoyhtälöinä. Yhtälössä 9 havaintoyhtälöitä merkitään funktioilla 𝑓𝑥 ja 𝑓𝑦. 
 
 
f𝑥 = x0 − 𝑐
𝑟11(𝑋 − 𝑋0) + 𝑟21(𝑌 − 𝑌0) + 𝑟31(𝑍 − 𝑍0)
𝑟13(𝑋 − 𝑋0) + 𝑟23(𝑌 − 𝑌0) + 𝑟33(𝑍 − 𝑍0)
+ 𝛥x 
      (9) 
f𝑦 = y0 − 𝑐
𝑟11(𝑋 − 𝑋0) + 𝑟21(𝑌 − 𝑌0) + 𝑟31(𝑍 − 𝑍0)
𝑟13(𝑋 − 𝑋0) + 𝑟23(𝑌 − 𝑌0) + 𝑟33(𝑍 − 𝑍0)
+ 𝛥y 
 
Sädekimpputasoituksen virheyhtälöiden yleinen muoto on 
𝑣 = 𝐴𝛥 − 𝑒      (10) 
missä 𝐴 on rakennematriisi 
𝛥 on korjausvektori, joka sisältää korjaukset tuntemattomiin parametreihin  
𝑒 = (𝑙 − 𝑓0) sisältää kuvahavaintojen residuaalit 
𝑙 on mitatut kuvahavainnot 𝑥, 𝑦 
𝑓0 on havaintoyhtälön avulla lasketut estimaatit kuvahavainnoille 
Itsekalibroituvan sädekimpputasoituksen tapauksessa rakennematriisi 𝐴 ja korjausvektori 𝛥 
jaetaan kuvan ulkoisen orientoinnin, kalibrointiparametrien ja kontrollipisteiden kom-
ponentteihin. Virheyhtälöksi tulee: 
𝑣 = ?̇??̇? + ?̈??̈? + 𝐴 𝛥 − 𝑙 = 𝑣 = [?̇? ?̈? 𝐴 ] [
?̇?
?̈?
𝛥
 ] − 𝑒    (11) 
missä ?̇? on rakennematriisi ulkoisen orientoinnin parametreille 
 ?̈? on rakennematriisi kalibrointiparametreille 
𝐴 on rakennematriisi kontrollipisteiden kohdekoordinaateille 
 ?̇? on korjausvektori ulkoiselle orientoinnille 
?̈? on korjausvektori kalibrointiparametreille 
𝛥 on korjausvektori kontrollipisteiden kohdekoordinaateille 
Itsekalibroituvan sädekimpputasoituksen tapauksessa virheyhtälöt kuvalta 𝑖 mitatulle liitos-
pisteelle 𝑗 muodostuvat seuraavasti: 
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[
𝑣𝑥𝑖𝑗
𝑣𝑦𝑖𝑗
] = [
∂f𝑥𝑖𝑗
0 / ∂ω𝑖 ⋯ ⋅
⋅ ⋯ ∂g𝑦𝑖𝑗
0 / ∂𝑍0𝑖
]
[
 
 
 
 
 
 
𝑑ω𝑖
𝑑φ𝑖
𝑑κ𝑖
𝑑𝑋0𝑖
𝑑𝑌0𝑖
𝑑𝑍0𝑖]
 
 
 
 
 
 
+ [
∂f𝑥𝑖𝑗
0 / ∂c ⋯ ⋅
⋅ ⋯ ∂g𝑦𝑖𝑗
0 / ∂𝑃2
]
[
 
 
 
 
 
 
 
𝑑𝑐
𝑑𝑥0
𝑑𝑦0
𝑑𝐾1
𝑑𝐾2
𝑑𝐾3
𝑑𝑃1
𝑑𝑃2]
 
 
 
 
 
 
 
+ [
∂f𝑥𝑖𝑗
0 / ∂X𝑗 ⋯ ⋅
⋅ ⋯ ∂g𝑦𝑖𝑗
0 / ∂𝑍𝑗
] [
𝑑𝑋𝑗
𝑑𝑌𝑗
𝑑𝑍𝑗
] − [
𝑥𝑖𝑗 − f𝑥𝑖𝑗
0
𝑦𝑖𝑗 − f𝑦𝑖𝑗
0 ] (12) 
missä 𝑥𝑖𝑗 , 𝑦𝑖𝑗 ovat kuvan 𝑖 liitospisteen 𝑗 mitatut kuvakoordinaatit 
f𝑥𝑖𝑗
0 , f𝑦𝑖𝑗
0  ovat havaintoyhtälöiden 𝑓𝑥𝑖𝑗  ja 𝑓𝑦𝑖𝑗  tuottamat estimaatit kuvakoordi-
naateille 𝑥𝑖𝑗 , 𝑦𝑖𝑗 
Tuntemattomat parametrit ratkaistaan normaaliyhtälön avulla, joiden yleinen muoto on 
𝐴𝑇𝑃𝐴𝛥 = 𝐴𝑇𝑃𝑒     (13) 
missä  𝑃 on tuntemattomien parametrien painokertoimet sisältävä diagonaalimatriisi 
Itsekalibroinnin tapauksessa normaaliyhtälöiksi muodostuu 
 
[
?̇?𝑇𝑃?̇? ?̇?𝑇𝑃?̈? ?̇?𝑇𝑃𝐴
?̈?𝑇𝑃?̇? ?̈?𝑇𝑃?̈? ?̈?𝑇𝑃𝐴
𝐴 𝑇𝑃?̇? 𝐴 𝑇𝑃?̈? 𝐴 𝑇𝑃𝐴
] [
?̇?
?̈?
𝛥
 ] = [
?̇?𝑇𝑃𝑒
?̈?𝑇𝑃𝑒
𝐴 𝑇𝑃𝑒
 ]   (14) 
 
missä 𝑃 = [
𝑃ω 0 0
0 ⋱ 0
0 0 𝑃𝑍
] 
 
Kun kontrollipisteiden kohdekoordinaatit asetetaan tunnetuiksi, voidaan korjausvektori 𝛥 
sulkea pois yhtälöistä. Silloin ulkoiset orientoinnit ja kalibrointiparametrit ovat ratkaista-
vissa normaaliyhtälöistä 
 
([?̇?
𝑇𝑃?̇? ?̇?𝑇𝑃?̈?
?̈?𝑇𝑃?̇? ?̈?𝑇𝑃?̈?
] − [?̇?
𝑇𝑃𝐴 ⃛
?̈?𝑇𝑃𝐴 
] (𝐴 𝑇𝑃𝐴)
−1
[𝐴 𝑇𝑃?̇? 𝐴 𝑇𝑃?̈?]) [
?̇?
?̈?
] = [?̇?
𝑇𝑃𝑒
?̈?𝑇𝑃𝑒
] − [?̇?
𝑇𝑃𝐴 ⃛
?̈?𝑇𝑃𝐴
] (𝐴 𝑇𝑃𝐴)
−1
𝐴 𝑇𝑃𝑒 (15) 
 
Suuri tuntemattomien parametrien määrä itsekalibroituvassa sädekimpputasoituksessa joh-
taa herkästi korkeaan korrelaatioon eri parametrien välillä. Kameran sisäisen ja ulkoisen 
orientoinnin parametrit voivat korreloida voimakkaasti keskenään, mikä on yleinen ongelma 
etenkin tasomaisia kalibrointikohteita käytettäessä. (Luhmann et al. 2014; Luhmann et al. 
2016) Myös tangentiaalisen piirtovirheen parametrit korreloivat voimakkaasti kuvan pääpis-
teen kanssa (Fraser 2013).  
Kalibrointikohteen ja kuvausgeometrian suunnittelu ovat tärkeitä elementtejä itsekalib-
roituvan sädekimpputasoituksen onnistumisessa. Kalibrointikohteen tulee olla sellainen, 
että se tarjoaa kontrolli-informaatiota useista eri kuvauskulmista.  Lisäksi kalibrointikohde 
ja kuvausgeometria on valittava siten, että kontrolli-informaatiota on saatavilla kaikissa ka-
merakoordinaatiston akselien suunnissa. (Luhmann et al. 2016)  
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Kalibroinnin luotettavuutta voidaan parantaa seuraavin menetelmin: 
• Lisäämällä kuvien lukumäärää. Kalibroinnin tarkkuus korreloi kohdepisteen ja ku-
vien välisten optisten säteiden neliöjuuren kanssa ja näin ollen tarkkuuden kehitys 
kuvien lukumäärää lisäämällä heikkenee huomattavasti noin kahdeksan säteen per 
kohdepiste jälkeen (Remondino & Fraserin 2006) 
• Suurentamalla kuvien konvergenssikulmia (kohdepisteestä kameran projektiokes-
kukseen lähtevien optisten säteiden väliset kulmat) voidaan parantaa etenkin kame-
ravakion määrittämisen tarkkuutta (Remondino & Fraser 2006; Luhmann et al. 2014; 
Luhmann et al. 2016).  
• Lisäämällä kontrollipisteiden määrää kuvilla ja hajauttamalla ne tasaisesti ympäri 
kuva-aluetta reunoja myöten (Luhmann et al. 2016; Remondino & Fraser 2006) 
• Kuvien ottaminen eri etäisyyksiltä kalibrointikohteesta (Luhmann et al. 2016; Re-
mondino & Fraser 2006) 
• Ottamalla riittävästi kuvia, joissa kameraa on kierretty ortogonaalisesti toistensa suh-
teen. Tämä vähentää merkittävästi korrelaatiota kuvan pääpisteen ja ulkoisen orien-
toinnin parametrien kanssa (Luhmann et al. 2014; Remondino & Fraser 2006) 
 
 
3.2 Alustakalibrointi 
 
Alustakalibroinnissa kartoitussensoreille voidaan muodostaa kahdenlaisia keskinäisen 
orientoinnin ratkaisuja:  
 
1) kartoitussensorien keskinäinen orientointi alustan suhteen 
2) kartoitussensorien keskinäinen orientointi toistensa suhteen 
 
Useamman kartoitussensorin järjestelmässä ainakin yhden kartoitussensorin (referenssisen-
sorin) ja alustan keskinäinen orientointi on ratkaistava. Silloin kartoitussensorien sijainnit ja 
kiertoasemat alustakoordinaatistossa voidaan määrittää kartoitussensorien keskinäisten 
orientointien avulla. (Madeira et al. 2012) Referenssikameran osalta alustakalibrointi voi-
daan toteuttaa joko suoraan alustan suhteen (esim. Jacobsen 2004; Rau et al. 2011) tai sitten 
kamera-laserkeilain-kalibroinnilla (esim. Zhang & Pless 2004), jossa laserkeilain toimii tyy-
pillisesti referenssisensorina. Mikäli järjestelmä koostuu sekä kamerajärjestelmästä että la-
serkeilaimista, ja molemmat sensorityypit kalibroidaan erikseen alustan suhteen, niiden 
avulla tehtävät kartoitusmittaukset eivät päädy samaan koordinaatistoon. Tällöin kuvat ja 
laserkeilaimella tuotettu pistepilvi on yhteensovitettava mittausten jälkeen (luku 4). Opti-
maalisin tapa alustakalibroinnin toteuttamiseksi riippuu kartoitussensorien kokoonpanosta 
ja ominaisuuksista. 
 
Kameroiden orientointi alustan suhteen voidaan määrittää fotogrammetrisesti testikenttäka-
libroinnilla, jossa hyödynnetään koordinaateiltaan tunnettuja kontrollipisteitä ja niistä teh-
tyjä kuvahavaintoja. Testikenttäkalibrointi voidaan toteuttaa kahdessa osassa (esim. Jacob-
sen 2004) tai kerrallaan (esim. Rau et al. 2011). Kummassakin tapauksessa kameran sisäi-
sen orientoinnin parametrit on tunnettava etukäteen. (Rau et al. 2011) 
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Kaksivaiheisessa menetelmässä referenssikameran orientointi alustaan nähden ratkaistaan 
vertaamalla referenssikameran ja alustan ulkoisia orientointeja kohdekoordinaatiston suh-
teen. Referenssikameran ulkoinen orientointi ratkaistaan koordinaateiltaan tunnettujen 
kontrollipisteiden ja niiden kuvahavaintojen avulla sädekimpputasoituksella. Alustan ul-
koinen orientointi määritetään suoraan alustan GNSS/INS-havainnnoista kuvanottohet-
kellä. (Jacobsen 2004; Rau et al. 2011) Alustakalibrointi muiden kuin referenssikameran 
suhteen voidaan määrittää ratkaisemalla kameroiden keskinäiset orientoinnit referenssika-
meran suhteen. Kaksivaiheisen menetelmän etuna on sen yksinkertaisuus: kuvien ulkoisten 
orientointien parametrit saadaan suoraan sädekimpputasoituksen taitavasta ohjelmistosta. 
(Rau et al. 2011) 
 
Yksivaiheisessa menetelmässä eli integroidussa sensorien orientoinnissa (ISO) testikenttä-
kalibrointi toteutetaan kerrallaan GNSS/INS-avusteisella sädekimpputasoituksella, jossa 
GNSS/INS-havainnot on sulautettu havaintoyhtälöihin. Menetelmän etuna on parempi ul-
koisen orientoinnin parametrien estimointi kaksivaiheiseen menetelmään verrattuna ja 
mahdollisuus suorittaa kalibrointiprosessi kokonaan ilman koordinaateiltaan tunnettuja 
kontrollipisteitä. Kameroiden keskinäinen orientointi voidaan määrittää samalla tavalla 
kuin kaksivaiheisessa menetelmässä. Vaihtoehtoisesti kameroiden orientoinnit voidaan las-
kea suoraan asettamalla kameroille keskinäisen orientoinnin rajoitteita. Tämä mahdollistaa 
kameroiden keskinäisen orientoinnin ratkaisun myös GNSS/INS-havaintojen puuttuessa. 
(Rau et al. 2011) 
 
Kameroiden keskinäinen orientointi voidaan ratkaista myös GNSS/INS-havaintojen puut-
tuessa, jos kameroille asetetaan keskinäisen orientoinnin rajoitteita (ROC). (Rau et al. 
2011) 
 
Referenssikameran orientointi alustan suhteen voidaan ratkaista myös kamera-laserkeilain-
kalibroinnilla. Kamera-laserkeilain-kalibroinnissa yksi järjestelmän laserkeilaimista vali-
taan referenssisensoriksi, jonka suhteen myös referenssikameran orientointi määritetään. La-
serkeilain on tyypillisesti kalibroitu ensin valmiiksi, jolloin sen orientointi alustan suhteen 
tunnetaan.  
 
Laserkeilaimen sijainti ajoneuvokoordinaatistossa voidaan mitata esimerkiksi suoraan geo-
deettisesti tai Gantry-tyyppisellä koordinaattimittauskoneella (Puente et al. 2013). Laserkei-
laimen keskiakselin kiertoaseman määrittämisessä alustaan nähden hyödynnetään päällek-
käisiä pistepilviaineistoja, jotka on yleensä mitattu liikkumalla vastakkaisiin suuntiin ja eri 
etäisyyksiltä kohteesta. Kiertokulmat voidaan selvittää määrittämällä päällekkäisistä piste-
pilviaineistoista kontrollipisteitä ja käyttämällä PNS-menetelmää optimaalisten kiertokul-
mien löytämiseksi. Toinen vaihtoehto on säätää kiertokulmia manuaalisesti kokeilemalla, 
kunnes eri pistepilviaineistoissa näkyvät kohteiden muodot vastaavat visuaalisesti toisiaan. 
(Glennie 2007)  
 
Laserkeilaimen ja kameran välisiä kalibrointimenetelmiä on aloitettu tutkimaan samoihin 
aikoihin, kun laserkeilaimia aloitettiin hyödyntämään mobiilikartoitusjärjestelmissä. Zhang 
& Pless (2004) esittivät menetelmän 2D-laserkeilaimen ja perspektiivikameran keskinäiseen 
kalibrointiin shakkilautakuvion avulla. Unnikrishnan & Hebert (2005) puolestaan sovelsivat 
shakkilaudan avulla tehtävää kalibrointia 3D-laserkeilaimelle. Geiger et al. (2012) hyödyn-
sivät kalibroinnissa useampaa shakkilautaa, jotta kamera-laserkeilain-kalibrointi voidaan to-
teuttaa yhdeltä kuvalta. Tutkimuksissa on käytetty useita erilaisia tähysvaihtoehtoja, jotka 
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ovat havaittavissa sekä laserkeilaimella mitatusta pistepilvestä että kuvilta. Esimerkiksi Os-
good & Huang (2013) tutkivat laserkeilain-kamera-kalibrointia laserkeilainaineistolle hyvin 
soveltuvien pallotähyksten avulla. Park et al. (2014) käyttivät tutkimuksessaan tasomaisia, 
vinoneliön muotoisia kohteita, joiden kulmat toimivat kohdepisteinä. Tämä tähysvaihtoehto 
soveltuu hyvin etenkin alhaisen resoluution laserkeilaimille (Park et al. 2014). Scaramuzza 
et al. (2007) toteuttivat kamera-laserkeilain-kalibroinnin hyödyntämällä luonnollisia koh-
teita. 
 
3.2.1 Kaksivaiheinen menetelmä 
Kuvien ulkoisten orientointien ratkaiseminen sädekimpputasoituksella perustuu yhtälöissä 
2-9 johdettuihin havaintoyhtälöihin. Kalibrointiparametrit on tunnettava ennen ulkoisen 
orientoinnin laskemista. Testikenttäkalibroinnin tapauksessa sädekimpputasoituksen vir-
heyhtälöt muodostetaan yhtälön 10 mukaisella tavalla. 
Kuvan 𝑖 kontrollipisteestä 𝑗 mitatuille kuvahavainnoille virheyhtälöt ovat muotoa 
[
𝑣𝑥𝑖𝑗
𝑣𝑦𝑖𝑗
] = [
∂f𝑥𝑖𝑗
0 / ∂ω𝑖 ⋯ ⋅
⋅ ⋯ ∂f𝑦𝑖𝑗
0 / ∂𝑍0𝑖
]
[
 
 
 
 
 
 
𝑑ω𝑖
𝑑φ𝑖
𝑑κ𝑖
𝑑𝑋0𝑖
𝑑𝑌0𝑖
𝑑𝑍0𝑖]
 
 
 
 
 
 
− [
𝑥𝑖𝑗 − f𝑥𝑖𝑗
0
𝑦𝑖𝑗 − f𝑦𝑖𝑗
0 ]  (16) 
Kuvien ulkoisen orientoinnin parametrit voidaan ratkaista yhtälön 13 mukaisista normaa-
liyhtälöistä.  
Kun testikenttäkalibroinnin aikana otettujen kuvien ja alustan ulkoiset orientoinnit kohde-
koordinaatiston suhteen tunnetaan ajanhetkellä 𝑡 , voidaan kuvan ja alustan keskinäinen 
orientointi ratkaista yhtälöillä (Rau et al. 2011): 
 
𝑟𝑏
𝑘(𝑡) = (𝑅𝑒
𝑏(𝑡))
−1
(𝑟𝑒
𝑘(𝑡) − 𝑟𝑒
𝑏(𝑡))    (17) 
 
𝑅𝑏
𝑘(𝑡) = (𝑅𝑒
𝑏(𝑡))
−1
𝑅𝑒
𝑘(𝑡)     (18) 
 
missä 𝑟𝑏
𝑘(𝑡) = [
𝛥𝑋
𝛥𝑌
𝛥𝑍
]  on kameran projektiokeskuksen sijainti IMU:n määrittämän 
alustakoordinaatiston suhteen ajanhetkellä 𝑡 
𝑅𝑒
𝑏(𝑡) on alustan kiertoasema kohdekoordinaatistossa ajanhetkellä 𝑡, määritel-
tynä kiertokulmin (ω𝑏 , φ𝑏 , κ𝑏) 
𝑟𝑒
𝑘(𝑡) = [
𝑋0
𝑌0
𝑍0
] on kameran projektiokeskuksen sijainti kohdekoordinaatistossa 
ajanhetkellä 𝑡 
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𝑟𝑒
𝑏(𝑡) = [
𝑋𝑏
𝑌𝑏
𝑍𝑏
] on IMU:n määrittelemän alustakoordinaatiston origon kohde-
koordinaatit ajanhetkellä 𝑡 
𝑅𝑏
𝑘(𝑡)  on kameran kiertoasema alustan suhteen ajanhetkellä 𝑡, määriteltynä 
kiertokulmin (Δω𝑏
𝑘, Δφ𝑏
𝑘, 𝛥κ𝑏
𝑘) 
𝑅𝑒
𝑏(𝑡) on alustan kiertoasema kohdekoordinaatistossa ajanhetkellä 𝑡, määritel-
tynä kiertokulmin (ω𝑏 , φ𝑏 , κ𝑏) 
𝑅𝑒
𝑘(𝑡) on kameran kiertoasema kohdekoordinaatistossa ajanhetkellä 𝑡, määri-
teltynä kiertokulmin (ω,φ, κ) 
 
Jos testikenttäkalibrointi tehdään useammalta kuin yhdeltä kuvalta, kameran ja alustan kes-
kinäiseksi orientointi määritetään laskemalla keskinäisen orientoinnin parametreista keskiar-
vot. Kiertomatriisit on purettava keskiarvolaskentaa varten kiertokulmiksi  Δω𝑏
𝑘𝑖, Δφ𝑏
𝑘𝑖, 
𝛥κ𝑏
𝑘𝑖. 
 
Muiden kameroiden keskinäiset orientoinnit referenssikameran suhteen lasketaan vertaa-
malla niiden ulkoisia orientointeja keskenään (Rau et al. 2011): 
 
𝑟𝑟𝑒𝑓
𝑘𝑖 (𝑡) = (𝑅𝑒
𝑟𝑒𝑓(𝑡))
−1
(𝑟𝑒
𝑘𝑖(𝑡) − 𝑟𝑒
𝑟𝑒𝑓(𝑡))   (19) 
 
𝑅𝑟𝑒𝑓
𝑘𝑖 (𝑡) = (𝑅𝑒
𝑟𝑒𝑓(𝑡))
−1
𝑅𝑒
𝑘𝑖(𝑡)    (20) 
 
missä 𝑟𝑟𝑒𝑓
𝑘𝑖 (𝑡) = [
𝛥𝑋
𝛥𝑌
𝛥𝑍
] on kameran i ja referenssikameran projektiokeskusten välinen 
paikkavektori ajanhetkellä 𝑡 
𝑅𝑒
𝑟𝑒𝑓(𝑡)  on referenssikameran kiertoasema kohdekoordinaatistossa ajanhet-
kellä 𝑡, määriteltynä kiertokulmin (ω𝑟𝑒𝑓 , φ𝑟𝑒𝑓, κ𝑟𝑒𝑓) 
𝑟𝑒
𝑘𝑖(𝑡) = [
𝑋0
𝑌0
𝑍0
]  on kameran 𝑖 projektiokeskuksen sijainti kohdekoordinaatis-
tossa ajanhetkellä 𝑡 
 
𝑟𝑒
𝑟𝑒𝑓(𝑡) = [
𝑋𝑏
𝑌𝑏
𝑍𝑏
] on referenssikameran projektiokeskuksen sijainti kohdekoor-
dinaatistossa ajanhetkellä 𝑡 
𝑅𝑟𝑒𝑓
𝑘𝑖 (𝑡) on kameran 𝑖 kiertoasema referenssikameran suhteen ajanhetkellä 𝑡, 
määriteltynä kiertokulmin (Δω𝑟𝑒𝑓
𝑘𝑖 , Δφ𝑟𝑒𝑓
𝑘𝑖 , 𝛥κ𝑟𝑒𝑓
𝑘𝑖 ) 
𝑅𝑒
𝑟𝑒𝑓(𝑡) on referenssikameran projektiokeskuksen sijainti kohdekoordinaatis-
tossa ajanhetkellä 𝑡, määriteltynä kiertokulmin (ω𝑏 , φ𝑏 , κ𝑏) 
𝑅𝑒
𝑘𝑖(𝑡) on kameran 𝑖 kiertoasema kohdekoordinaatistossa ajanhetkellä 𝑡, mää-
riteltynä kiertokulmin (ω𝑘𝑖 , φ𝑘𝑖, κ𝑘𝑖) 
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Varsinaisessa mittaussessiossa otettujen kuvien orientoinnit kohdekoordinaatiston suhteen 
saadaan selville alustakalibroinnissa määritettyjen parametrien avulla. Referenssikameran 
orientointi kohdekoordinaatistossa ajanhetkellä 𝑡 voidaan laskea seuraavasti: 
 
𝑟𝑒
𝑟𝑒𝑓(𝑡) = 𝑅𝑒
𝑏(𝑡) 𝑟𝑏
𝑟𝑒𝑓 + 𝑟𝑒
𝑏(𝑡)    (21) 
 
𝑅𝑒
𝑟𝑒𝑓(𝑡) = 𝑅𝑒
𝑏(𝑡) 𝑅𝑏
𝑟𝑒𝑓
     (22) 
 
missä 𝑟𝑏
𝑟𝑒𝑓
 on alustakalibroinnissa määritetty referenssikameran projektiokeskuksen 
sijainti alustakoordinaatistossa 
 𝑅𝑏
𝑟𝑒𝑓
 on alustakalibroinnissa määritetty referenssikameran kiertoasema alusta-
koordinaatiston suhteen 
 
Vastaavasti kameran  𝑖  orientointi kohdekoordinaatistossa ajanhetkellä 𝑡  voidaan laskea 
käyttämällä alustakalibroinnissa määritettyjä kameran  𝑖  ja referenssikameran keskinäisen 
orientoinnin parametreja. 
 
𝑟𝑒
𝑘𝑖(𝑡) = 𝑅𝑒
𝑟𝑒𝑓(𝑡) 𝑟𝑟𝑒𝑓
𝑘𝑖 + 𝑟𝑒
𝑟𝑒𝑓(𝑡)    (23) 
 
𝑅𝑒
𝑘𝑖(𝑡) = 𝑅𝑒
𝑟𝑒𝑓(𝑡) 𝑅𝑟𝑒𝑓
𝑘𝑖      (24) 
 
missä 𝑟𝑟𝑒𝑓
𝑘𝑖  on alustakalibroinnissa määritetty referenssikameran ja kameran 𝑖 projek-
tiokeskusten välinen paikkavektori. 
 𝑅𝑟𝑒𝑓
𝑘𝑖  on alustakalibroinnissa määritetty kameran 𝑖  kiertoasema referenssika-
meran suhteen. 
 
3.2.2 Yksivaiheinen menetelmä 
 
GNSS/INS-avusteisen sädekimpputasoituksen matemaattisena mallina toimii yhtälön 8 mu-
kaiset, linssivirheiden korjausparametreilla laajennetut kollineaarisuusyhtälöt, joihin sisäl-
lytetään uusina elementteinä ajoneuvon GNSS/INS-havainnot. Rau et al. (2011) esittävät 
kollineaarisuusyhtälöt yhtälön 25 muodossa. Yhtälössä 26 kuvakoordinaatit sisältävä vektori 
on siirretty yhtälön vasemmalle puolelle. 
 
𝑟𝑒
𝑃 = 𝑟𝑒
𝑏(𝑡) + 𝑅𝑒
𝑏(𝑡)𝑟𝑏
𝑘 + 𝑅𝑒
𝑏(𝑡)𝑅𝑏
𝑘𝑚 [
𝑥 − 𝑥0 − 𝛥𝑥
𝑦 − 𝑦0 − 𝛥𝑦
−𝑐
]    (25) 
 
[
𝑥 − 𝑥0 − 𝛥𝑥
𝑦 − 𝑦0 − 𝛥𝑦
−𝑐
] =
1
𝑚
(𝑅𝑏
𝑘)
−1
((𝑅𝑒
𝑏(𝑡))
−1
(𝑟𝑒
𝑃 − 𝑟𝑒
𝑏(𝑡)) − 𝑟𝑏
𝑘)   (26) 
 
 
missä 𝑟𝑒
𝑃 = [
𝑋
𝑌
𝑍
] ovat kontrollipisteen P kohdekoordinaatit 
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 𝑟𝑒
𝑏(𝑡) = [
𝑋𝑏(𝑡)
𝑌𝑏(𝑡)
𝑍𝑏(𝑡)
] ovat alustan kohdekoordinaatit ajanhetkellä 𝑡 
𝑅𝑒
𝑏(𝑡) = on alustan kiertoasema kohdekoordinaatistossa ajanhetkellä 𝑡, määri-
tellään kiertokulmina (ω𝑏 , φ𝑏 , κ𝑏) 
𝑟𝑏
𝑘 = [
𝛥𝑋
𝛥𝑌
𝛥𝑍
] kameran projektiokeskuksen sijainti IMU:n määrittämässä alusta-
koordinaatistossa 
𝑅𝑏
𝑘    on kameran kiertoasema alustan suhteen 𝑡  määriteltynä kiertokulmina 
(Δω𝑏
𝑘, Δφ𝑏
𝑘, 𝛥κ𝑏
𝑘) 
 𝑚 =
𝑒𝑡ä𝑖𝑠𝑦𝑦𝑠 𝑘𝑢𝑣𝑎𝑡𝑎𝑠𝑜𝑙𝑙𝑎
𝑒𝑡ä𝑖𝑠𝑦𝑦𝑠 𝑘𝑜ℎ𝑑𝑒𝑘𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑎𝑡𝑖𝑠𝑡𝑜𝑠𝑠𝑎
 on mittakaavaluku 
 
 
Yksinkertaistetaan yhtälöitä merkitsemällä 
 
𝑓 = [
𝑓𝑥
𝑓𝑦
𝑓𝑧
] = (𝑅𝑏
𝑘)
−1
((𝑅𝑒
𝑏(𝑡))
−1
(𝑟𝑒
𝑃 − 𝑟𝑒
𝑏(𝑡)) − 𝑟𝑏
𝑘)   (27) 
 
 
Yhtälön 27 avulla yhtälöissä 25-26 johdetut havaintovektorit voidaan ilmoittaa yksinkertai-
semmassa muodossa (yhtälö 28). Lopulliset havaintoyhtälöt saadaan jakamalla havaintoyh-
tälöiden kaksi ylintä yhtälöä alimmalla yhtälöllä, jolloin mittakaavaluku 𝑚 eliminoituu (yh-
tälö 29). 
 
[
𝑥 − 𝑥0 − 𝛥𝑥
𝑦 − 𝑦0 − 𝛥𝑦
−𝑐
] =
1
𝑚
[
𝑓𝑥
𝑓𝑦
𝑓𝑧
]      (28) 
 
 
𝑥 = 𝑥0 − 𝑐
𝑓𝑥
𝑓𝑧
+ 𝛥𝑥  
      (29) 
𝑦 = 𝑦0 − 𝑐
𝑓𝑦
𝑓𝑧
+ 𝛥𝑦  
 
Merkitään lopullisia havaintoyhtälöitä funktioilla 𝑔𝑥 ja 𝑔𝑦. 
 
𝑔𝑥 = 𝑥0 − 𝑐
𝑓𝑥
𝑓𝑧
+ 𝛥𝑥  
      (30) 
𝑔𝑦 = 𝑦0 − 𝑐
𝑓𝑦
𝑓𝑧
+ 𝛥𝑦  
 
 
Sädekimpputasoituksen virheyhtälöt liitospisteiden kuvakoordinaateille muodostetaan yhtä-
lön 10 mukaisesti. 
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Tässä tapauksessa tuntemattomia parametreja ovat ω𝑏 , φ𝑏 , κ𝑏 , Δω𝑏
𝑘, Δφ𝑏
𝑘, Δκ𝑏
𝑘, 𝑋𝑏, 𝑌𝑏 , 𝑍𝑏 , 
𝑋0, 𝑌0, 𝑍0. Kuvan 𝑖 liitospisteen 𝑗 virheyhtälöiksi saadaan 
 
[
𝑣𝑥𝑖𝑗
𝑣𝑦𝑖𝑗
] = [
∂g𝑥𝑖𝑗
0 / ∂ω𝑏 ⋯ ⋅
⋅ ⋯ ∂g𝑦𝑖𝑗
0 / ∂𝑍
]
[
 
 
 
 
 
 
 
 
 
 
 
 
𝑑ω𝑏
𝑑φ𝑏
𝑑κ𝑏
𝑑𝛥ω𝑏
𝑘
𝑑Δφ𝑏
𝑘
𝑑Δκ𝑏
𝑘
𝑑𝑋𝑏
𝑑𝑌𝑏
𝑑𝑍𝑏
𝑑𝛥𝑋
𝑑𝛥𝑌
𝑑𝛥𝑍 ]
 
 
 
 
 
 
 
 
 
 
 
 
− [
𝑥𝑖𝑗 − g𝑥𝑖𝑗
0
𝑦𝑖𝑗 − g𝑦𝑖𝑗
0 ]  (31) 
 
missä 𝑥𝑖𝑗 , 𝑦𝑖𝑗 ovat kuvan 𝑖 liitospisteen 𝑗 mitatut kuvakoordinaatit 
 g𝑥𝑖𝑗
0 , g𝑦𝑖𝑗
0  ovat havaintoyhtälöiden 𝑔𝑥𝑖𝑗 ja 𝑔𝑦𝑖𝑗 tuottamat estimaatit  
kuvakoordinaateille 𝑥𝑖𝑗 , 𝑦𝑖𝑗 
 
Korjausvektorin Δ parametrit voidaan selvittää yhtälön 13 mukaisella normaaliyhtälöllä. Sä-
dekimpputasoituksen laskentaa jatketaan iteratiivisesti, kunnes korjausvektorin Δ sisältämät 
tuntemattomien parametrien korjaukset muuttuvat merkityksettömän pieniksi.  
 
Kameroille voidaan asettaa keskinäisen orientoinnin rajoitteita, joiden avulla käänteisen 
georeferoinnin prosessi voidaan toteuttaa kokonaan ilman GNSS/INS-havaintoja. Yksi ka-
meroista tulee määrittää referenssikameraksi, joka määrittää alustan orientoinnin 
GNSS/INS-havaintojen sijaan. Sen jälkeen muiden järjestelmän kameroiden keskinäiset 
orientoinnit lasketaan referenssikameraan nähden. Tällöin yhtälössä 25 esitettyjen havainto-
yhtälöiden sisältämät alustan ja kameran keskinäisen orientoinnin parametrit 𝑅𝑏
𝑘(𝑡) ja 𝑟𝑏
𝑘(𝑡) 
korvataan kameran 𝑖  ja referenssikameran keskinäisen orientoinnin parametreilla 𝑅𝑟𝑒𝑓
𝑘𝑖  ja 
𝑟𝑟𝑒𝑓
𝑘𝑖  (Rau et al. 2011): 
 
𝑟𝑒
𝑃 = 𝑟𝑒
𝑟𝑒𝑓(𝑡) + 𝑅𝑒
𝑟𝑒𝑓(𝑡)𝑟𝑟𝑒𝑓
𝑘𝑖 + 𝑅𝑒
𝑟𝑒𝑓(𝑡)𝑅𝑟𝑒𝑓
𝑘𝑖 𝑚[
𝑥 − 𝑥0 − 𝛥𝑥
𝑦 − 𝑦0 − 𝛥𝑦
−𝑐
]   (32) 
 
missä 𝑟𝑒
𝑟𝑒𝑓(𝑡) = [
𝑋𝑟𝑒𝑓
𝑌𝑟𝑒𝑓
𝑍𝑟𝑒𝑓
]  ovat referenssikameran projektiokeskuksen kohdekoordi-
naatit ajanhetkellä 𝑡 
𝑅𝑒
𝑟𝑒𝑓(𝑡)  on referenssikameran kiertoasema kohdekoordinaatistossa ajanhet-
kellä 𝑡, määritellään kiertokulmina (ω𝑟𝑒𝑓, φ𝑟𝑒𝑓, κ𝑟𝑒𝑓) 
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𝑟𝑟𝑒𝑓
𝑘𝑖 = [
𝛥𝑋𝑟𝑒𝑓
𝑘𝑖
𝛥𝑌𝑟𝑒𝑓
𝑘𝑖
𝛥𝑍𝑟𝑒𝑓
𝑘𝑖
] on referenssikameran ja kameran 𝑖 projektiokeskusten välinen 
paikkavektori 
𝑅𝑟𝑒𝑓
𝑘𝑖   on kameran 𝑖 kiertoasema referenssikameran suhteen, määritellään kier-
tokulmina (Δω𝑟𝑒𝑓
𝑘𝑖 , Δφ𝑟𝑒𝑓
𝑘𝑖 , 𝛥κ𝑟𝑒𝑓
𝑘𝑖 ) 
 
Lopulliset havaintoyhtälöt ja sädekimpputasoituksen ratkaisu kameroiden keskinäiselle 
orientoinnille johdetaan yhtälöiden 26-31 tapaan. Alustakalibroinnissa määritettyjä paramet-
reja voidaan käyttää varsinaisessa mittaussessiossa otetuille kuville, kun lasketaan referens-
sikameran tai kameran 𝑖 orientointi kohdekoordinaatiston suhteen ajanhetkellä 𝑡 yhtälöiden 
21-24 mukaisella tavalla. 
 
 
3.3 Aikasynkronointi 
 
Useita sensoreita sisältävässä mobiilikartoitusjärjestelmässä synkronointivirheet eri senso-
reiden keskuudessa voivat aiheuttaa merkittäviä virheitä, mikäli kartoitussensoreille syöte-
tään ajallisesti väärää informaatiota ajoneuvon sijainnista ja kiertoasemasta. GNSS-vastaan-
ottimet, inertiajärjestelmä, laserkeilaimet ja kamerajärjestelmä toimivat itsenäisesti ja käyt-
tävät aineiston keräämiseen erilaisia taajuuksia. (Rau et al. 2011) Paikannussensorien ja kar-
toitussensoreiden välisen aikasynkronoinnin tarkkuuden merkitys käy ilmi taulukosta 1, 
jossa esitetään ajoneuvon kulkema matka tyypillisillä nopeuksilla. Alhaisissa 1-2 m/s no-
peuksissa aikasynkronoinnista johtuvat sijaintivirheet pysyvät pieninä melko suurillakin ai-
kasynkronoinnin virheillä. Pienestä nopeudesta huolimatta äkkinäiset muutokset kiertoase-
massa voivat vaikuttaa merkittävästi kohteiden kartoituksen tarkkuuteen. Maantienopeuk-
sissa aikasynkronoinnilta vaaditaan millisekunnin luokkaa olevaa tarkkuutta, jotta kartoitet-
tujen kohteiden sijaintitarkkuus pysyisi kohtuullisena. 
 
Taulukko 1. Ajoneuvon kulkema matka erilaisilla nopeuksilla. 
 
 
Tällä hetkellä Navstar GPS -järjestelmä on paras saatavilla oleva aikakehys. Sen tarkkuus 
on nanosekunnin luokkaa ja sen etuna on yksinkertaisuus ja edullisuus. Lisäksi se on ainoa 
toteuttamiskelpoinen menetelmä, joka tarjoaa suoran, tarkan ja turvallisen aikasignaalin mo-
biilikartoitusjärjestelmälle. (Madeira et al. 2012) 
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Tietokoneen aika voidaan synkronoida GPS-vastaanottimen kanssa kahdella tavalla. Ensim-
mäinen menetelmä perustuu GPS-vastaanottimen vastaanottamiin NMEA-viesteihin (Nati-
onal Marine Electronics Association), joihin sisältyy GPS-aika. Tällä tavalla tietokoneen 
ajan tarkkuus korjattuna on 1-10 millisekuntia. Toinen menetelmä hyödyntää GPS-vastaan-
ottimen PPS-signaaleja, joiden avulla päästään erinomaiseen noin 40 nanosekunnin tarkkuu-
teen. Koska PPS-signaalilta puuttuu informaatio absoluuttisesta ajasta, on sitä käytettävä yh-
dessä NMEA-viestien kanssa. Kun ohjelmiston kellon ajelehtiminen säännöllisten korjaus-
ten välisenä aikana otetaan huomioon, ainoastaan PPS:n ja NMEA-viestien avulla tehty 
synkronointi säännöllisten, sekunnin välein tapahtuvien korjausten kanssa johtaa luotetta-
vaan millisekunti tason tarkkuuteen tietokoneen ajassa (taulukko 2). (Madeira et al. 2012) 
 
Taulukko 2. Tietokoneen ajan ja GPS-ajan synkronoinnin tarkkuus. (Madeira et al. 2012) 
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4 Kuvien ja laserkeilausaineiston yhdistäminen 
 
Kuvat ja laserkeilausaineisto on rekisteröitävä samaan koordinaatistoon, jotta laserpisteiden 
värittäminen kuvapikseleiden väriarvoilla tai laserpisteistä muodostetun 3D-pintamallin 
teksturoiminen kuva-aineiston avulla olisi mahdollista. 2D-kuvien ja 3D-laserpistepilven 
yhdistämiseen on kehitetty useita menetelmiä. Suoraviivaisimmissa menetelmissä kamera ja 
laserkeilain synkronoidaan jo alustakalibroinnin yhteydessä (esim. Zhang & Pless 2004; 
luku 3.2), jolloin kuvien ja laserkeilausaineiston yhteensovittamisprosessilta vältytään ko-
konaan. Monissa ratkaisuissa hyödynnetään Structure from Motion -menetelmää (SfM), 
jonka avulla kuva-aineistosta voidaan rekonstruoida 3D-kuvapistepilvi. Silloin kuvien ja la-
serkeilausaineiston yhteensovittaminen voidaan toteuttaa 3D-3D-rekisteröinnillä, jossa pis-
tepilvet sovitetaan yhteen 7-parametrisen yhdenmuotoisuusmuunnoksen avulla. Yhteenso-
vitus voidaan tehdä esimerkiksi manuaalisesti määritettävien vastinpisteiden (Pintus et al. 
2011) tai lineaaristen vastinpistejoukkojen (Liu et al. 2006) avulla. Molemmissa menetel-
missä vain pientä osaa kuvista käytetään vastinpisteiden fotogrammetriseen mittaukseen ja 
lopulliseen 3D-3D-rekisteröintiin. Loput kuvien ulkoisista orientoinneista perustuvat SfM-
prosessiin. Laserkeilausaineiston osalta vastinpisteiden määrittämistä voidaan helpottaa tar-
kastelemalla laserpisteiden intensiteettiarvoja (Ikeuchi et al. 2007). Zhao et al. (2005) rat-
kaisevat 3D-3D-rekisteröinnin automaattisesti ICP-algoritmilla (Besl & McKay 1992) ICP-
algoritmin heikkous on sen huono sietokyky kohinapisteitä kohtaan (Ding & Sharma 2017). 
 
4.1 Kuvien yhteensovitus SfM-menetelmällä 
 
SfM-menetelmän päätehtävä on estimoida mallinnettavan kohteen 3D-rakenne, kuvien ul-
koiset orientoinnit ja tarvittaessa myös kameran kalibrointiparametrit. Menetelmä soveltuu 
parhaiten käytettäväksi kuva-aineistolle, jossa mallinnettava kohde on kuvattuna useasta ku-
vakulmasta ja kuvien peittoisuus on suuri. (Westoby et al. 2012) 
 
Prosessin ensimmäinen vaihe on tunnistettavien piirteiden eli avainpisteiden etsiminen yk-
sittäisiltä kuvilta. SIFT-algoritmi (Lowe 2004) on yleisimmin käytetty menetelmä avainpis-
teiden etsimiseen. (Smith et al. 2015) Siinä yksittäisiltä kuvilta pyritään löytämään piirteitä, 
jotka ovat invariantteja kuvien skaalaukselle ja kierroille ja osittain invariantteja erilaisille 
valaistusolosuhteille ja kuvauskulmille. (Lowe 2004; Westoby et al. 2012) Avainpisteet voi-
vat olla esimerkiksi kulmapisteitä tai ’klimppejä’. Niille määritetään kuvakoordinaatit ja mo-
niulotteinen deskriptori (esim. 128-ulotteinen SIFT-deskriptori), jonka tehtävänä on kuvata 
avainpisteen ominaispiirteet (Snavely 2008). Deskriptori lasketaan muuntamalla lokaalit ku-
vagradientit esitysmuotoon, joka on invariantti valaistusolosuhteiden muutoksille ja erilai-
sille kuvien orientoinneille (Lowe 2004; Westoby et al. 2012). Avainpisteet tunnistetaan au-
tomaattisesti koko kuvan alueelta ja kaikilta mittakaavoilta. Niiden lukumäärä yksittäisellä 
kuvalla riippuu pääosin kuvan tekstuurista ja resoluutiosta. Kuvilta, joilla on monimuotoinen 
tekstuuri ja korkea resoluutio, on tunnistettavissa eniten avainpisteitä. (Westoby et al. 2012) 
Tyypillisesti yksittäiseltä kuvalta on löydettävissä tuhansia avainpisteitä (Snavely 2008). 
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Kuva 4. Esimerkki yhdeltä kuvalta löydetyistä SIFT-avainpisteistä. (Snavely 2008) 
 
Avainpisteiden etsimisen jälkeen on vuorossa toisiaan vastaavien avainpisteiden, eli liitos-
pisteiden, tunnistaminen useilta kuvilta. Liitospisteiden määrittäminen kahdelta kuvalta ta-
pahtuu etsimällä jokaiselle yhdeltä kuvalta löytyneelle avainpisteelle lähin vastaavuus toisen 
kuvan avainpisteistä deskriptorin kuvaaman moniulotteisen ominaisvektorin perusteella.   
Kaikki avainpisteet eivät välttämättä ole tunnistettavissa jokaiselta kuvalta, joten tunnistet-
tujen liitospisteiden hyväksymisen perusteeksi luodaan kynnysarvo. Kynnysarvon määrittä-
misessä voidaan hyödyntää esimerkiksi ANN-algoritmia (Approximate Nearest Neighbour; 
Arya et al. 1998) ja RANSAC-algoritmia (Random Sample Consensus; Fischler and Bolles 
1981). (Smith et al. 2015; Snavely 2008; Westoby et al. 2012) Lisäksi liitospisteiden luotet-
tavuutta voidaan parantaa käyttämällä yksittäisten avainpisteiden sijasta avainpisteiden osa-
joukkoja, jotka ovat tunnistettavissa vähintään kolmelta kuvalta ja joiden kohde ja sen si-
jainti, mittakaava ja orientointi täsmäävät kuvien kesken. (Lowe 2004; Westoby et al. 2012) 
Nämä ristiriidattomat avainpisteiden klusterit voidaan muodostaa Houghin muunnoksella 
(Ballard & Brown 1982; Lowe 2004). Avainpisteklusterien käyttämisestä yksittäisten avain-
pisteiden sijaan on hyötyä myös liikkuvista kohteista muodostettujen avainpisteiden suodat-
tamisessa. (Westoby et al. 2012) 
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Kuva 5. Kahden kuvan väliltä löydetyt SIFT-liitospisteet. (Snavely 2008) 
 
Avainpisteiden tunnistamisen ja liitospisteiden määrittämisen jälkeen suoritetaan sädekimp-
putasoitus, jossa ratkaistaan samalla kertaa liitospisteiden 3D-kohdekoordinaatit ja kuvien 
ulkoiset orientoinnit. Sädekimpputasoituksessa voidaan määrittää myös kameran kalibroin-
tiparametrit liitospisteiden avulla, ellei niiden arvoja ole määritetty jo aiemmin. (Smith et al. 
2015; Westoby et al. 2012) Sädekimpputasoituksen lopputuotteena saadaan harva, mittakaa-
vaton ja georeferoimaton 3D-kuvapistepilvi (Smith et al. 2015).  
 
Harvan kuvapistepilven asettaminen oikeaan mittakaavaan ja georeferointi tunnettuun koor-
dinaattijärjestelmään onnistuu joko käyttämällä koordinaateiltaan tunnettuja kontrollipis-
teitä (vähintään kolme kontrollipistettä) tai hyödyntämällä GNSS/INS-havaintoja. Yleinen 
hybridimenetelmä on asettaa kuvien ulkoisten orientointien lähtöarvot GNSS/INS-havainto-
jen perusteella ja parantaa harvan kuvapistepilven 3D-kohdekoordinaattien tarkkuutta hyö-
dyntämällä sädekimpputasoituksessa kontrollipisteiden tunnettuja kohdekoordinaatteja 
(esim. Rippin et al. 2015; Ryan et al. 2015) Kontrollipisteiden tai GNSS/INS-havaintojen 
tarjoama lisäinformaatio voidaan liittää osaksi sädekimpputasoitusta, joka voidaan ratkaista 
uudelleen kuvien yhteensovittamisen optimoimiseksi. (Smith et al. 2015) 
 
4.2 3D-3D-rekisteröinti vastinpisteiden avulla 
 
Kuvapistepilven ja laserpistepilven välinen yhteensovitus (3D-3D-rekisteröinti) voidaan to-
teuttaa 7-parametrin kolmiulotteisella yhdenmuotoisuusmuunnoksella, joka on muotoa 
(Kraus 2007) 
 
[
𝑋
𝑌
𝑍
] = [
𝑎𝑥
𝑎𝑦
𝑎𝑧
] + 𝑚𝑅 [
𝑥
𝑦
𝑧
]     (33) 
 
missä 𝑎𝑥, 𝑎𝑦, 𝑎𝑧 ovat siirtoparametreja 
 𝑚 on koordinaattijärjestelmien välinen mittakaavakerroin 
 𝑅 = [
𝑟11 𝑟12 𝑟13
𝑟21 𝑟22 𝑟23
𝑟31 𝑟32 𝑟33
] on yhtälössä 2 esitetty 3D-kiertomatriisi 
 𝑥, 𝑦, 𝑧 ovat muunnettavan pisteen xyz-koordinaatit 
 𝑋, 𝑌, 𝑍 ovat muunnettavalle pisteelle määritetyt XYZ-koordinaatit 
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3D-3D-rekisteröinti voidaan ratkaista, kun tiedetään kolmen vastinpisteen koordinaatit kah-
dessa koordinaattijärjestelmissä. Yhtälössä 33 esitetyn muunnoksen tuntemattomat paramet-
rit ratkaistaan PNS-tasoituksella, jossa minimoidaan referenssipisteiden ja niiden vastinpis-
teiden välinen etäisyys XYZ-koordinaatistossa. (Horn 1987) 
 
Jos kuvapistepilven ja laserpistepilven mittakaavat oletetaan samoiksi, voidaan mittakaava-
luvuksi määrittää 𝑚 = 1. Silloin yhtälö 33 voidaan esittää yksinkertaisemmassa muodossa 
 
[
𝑋
𝑌
𝑍
1
] = [
𝑟11 𝑟12 𝑟13 𝑎𝑥
𝑟21 𝑟22 𝑟23 𝑎𝑦
𝑟31 𝑟32 𝑟33 𝑎𝑧
0 0 0 1
] [
𝑥
𝑦
𝑧
1
]    (34) 
 
Kuvien ja laserkeilausaineiston yhteensovituksen jälkeen laserpisteet voidaan projisoida ku-
vatasolle yhtälössä 8 esitettyjen linssivirheiden korjausparametreilla laajennettujen kolline-
aarisuusyhtälöiden avulla. Näin ollen laserpisteiden väriarvot voidaan määrittää yksittäisiltä 
kuvilta niiden kuvakoordinaatteja vastaavien RGB-arvojen perusteella. 
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5 Kameran liittäminen mobiilikartoitusjärjestelmään 
 
Tutkimuksen tavoitteena oli liittää kamera veneeseen kiinnitettyyn mobiilikartoitusjärjestel-
mään ja hyödyntää hankittua kuva-aineistoa laserkeilaimella tuotetun pistepilviaineiston pa-
rempaan visualisointiin. Laserpistepilven värittämisen mahdollistamiseksi suoritettiin kuvan 
6 mukaiset toimenpiteet järjestelmäkalibroinnille sekä kuva- ja laserkeilausaineistojen yh-
teensovittamiselle. 
 
 
Kuva 6. Tutkimuksessa käytetty prosessi laserpistepilven värjäämiseksi. 
 
5.1 Käytetty laitteisto 
 
Työn kokeellisessa osuudessa mobiilikartoitusjärjestelmänä käytettiin mittausvenettä, jonka 
sensoreina toimivat integroitu GNSS/INS-laitteisto, monikeilainkaikuluotain (ei käytössä 
tässä työssä), laserkeilain ja uutena komponenttina kamera. Järjestelmän sensorien sijainnit 
näkyvät kuvassa 7. Sensoreiden hallinta mittaussession aikana tapahtuu tietokoneelle asen-
netun QINSy-ohjelmiston kautta. 
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Kuva 7. Mittausvene ja sensorien asettelu. IMU-yksikkö on sijoitettu lähelle veneen massa-
keskipistettä. Laserkeilain (oikealla alhaalla) asetetaan kameran oikealla puolella olevaan 
alustaan ennen mittaussessiota. GNSS-antennien välinen peruslinja on noin 3 metriä. 
 
Paikannusjärjestelmänä toimii APPLANIX POS MV Wavemaster II -järjestelmä, joka koos-
tuu kahdesta GNSS-vastaanottimesta, IMU-yksiköstä ja PCS-järjestelmästä. PCS hallinnoi 
GNSS-vastaanottimia ja IMU-yksikköä ja muuntaa niiden tekemät havainnot oikeaan for-
maattiin muissa järjestelmissä tapahtuvaa jatkokäsittelyä varten. PCS:n ohjelmiston toimin-
toihin kuuluu roll-, pitch- ja heading-arvojen laskeminen kiihtyvyysantureiden ja gyroskoop-
pien antamista tiedoista, Kalman-suodin, joka korjaa inertiajärjestelmän ratkaisuja GNSS-
havaintojen perusteella, ja GPS Azimuth Measurement Subsystem (GAMS), joka laskee to-
dellisen heading-arvon hyödyntäen duaali-GNSS-vastaanottimien tekemiä havaintoja. 
(Applanix2017) Paikannusjärjestelmä määrittää alustakoordinaatiston, jota havainnolliste-
taan kuvassa 8. 
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Kuva 8. Alustakoordinaatiston koordinaattiakselien sekä roll (R)-, pitch (P)- ja heading (H)-
arvojen määritys. (QINSy 2018) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Kuva 9. APPLANIX POS MV Wavemaster II -järjestelmän komponentit: IMU, PCS ja kaksi 
GNSS-vastaanotinta. 
 
Taulukko 3. Applanix POS MV Wavemaster II -järjestelmän tarkkuudet (𝜎-arvot) 3 m pe-
ruslinjalla. (Applanix 2017) 
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QINSy-ohjelmisto ilmoittaa alustan kiertoaseman roll-, pitch- ja heading-kiertokulmina 
käyttäen seuraavanlaista kiertomatriisia: 
 
R = [
cosψcosθ + sinψsinϕsinθ sinψcosϕ cosψsinθ − sinψsinϕcosθ
−sinψcosθ + cosψsinϕsinθ cosψcosϕ −sinψsinθ − cosψsinϕcosθ
−cosϕsinθ sinϕ cosϕcosθ
]  (35) 
 
missä 𝜓 on heading-kulma 
 𝜙 on pitch-kulma 
 𝜃 on roll-kulma 
 
Kartoitussensoreina käytettiin valmiiksi kalibroitua Leica ScanStation P40 -laserkeilainta ja 
Aalto-yliopistolta lainassa ollutta Nikon D7100 24 megapikselin järjestelmäkameraa. Ka-
meraan asennettiin Samyangin 16mm kiinteän polttovälin objektiivi, joka fokusoitiin ääret-
tömyyteen. Kameran aukon arvoksi asetettiin f/13, mikä mahdollistaa syväterävien kuvien 
ottamisen. ISO-arvo ja suljinnopeus asetettiin eri kalibrointiprosesseissa ja mittaussessioissa 
eri tavoin kuvausolosuhteiden mukaisesti. Kuvienottoväliksi asetettiin 2,5 sekuntia. 
 
Kamera ja laserkeilain asetettiin vierekkäin likimääräisesti samalle korkeudelle, jotta mo-
lempien sensoreiden keräämät aineistot osuisivat mahdollisimman hyvin päällekkäin. Mo-
lemmat kartoitussensorit suunnattiin veneen kulkusuuntaan nähden oikealle, kutakuinkin 
alustakoordinaatiston X-akselin suuntaisesti.  
 
Taulukko 4. Leica Scanstation P40 -laserkeilaimen tarkkuudet (𝜎-arvot). (Leica 2015) 
 
 
Taulukko 5. Nikon D7100 järjestelmäkameran ominaisuudet. (Nikon 2013) 
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5.2 Järjestelmäkalibroinnin toteutus 
 
Tässä luvussa esitetään järjestelmäkalibroinnissa käytetyt kalibrointikohteet ja kalibrointi-
menetelmät kameran liittämiseksi mobiilikartoitusjärjestelmänä toimineeseen mittavenee-
seen. 
 
5.2.1 Kameran kalibrointi 
 
Mobiilikartoitusjärjestelmään liitettävän Nikon D7100 järjestelmäkameran kalibroinnissa 
vertailtiin neljää eri kalibrointimenetelmää:  
 
1) Shakkilautakalibrointi Matlab-ohjelmiston Camera Calibrator -työkalulla (”Matlab”) 
2) Shakkilautakalibrointi OpenCV:n konenäkökirjastoon perustuvalla skirptillä 
(”OpenCV”) 
3) Itsekalibrointi Agisoft Photoscan -ohjelmistolla ilman koordinaateiltaan tunnettuja 
kalibrointikohteita (”Agisoft PS”) 
4) Itsekalibroituva sädekimpputasoitus iWitness-ohjelmistolla käyttäen apuna kont-
rolli-informaatiota tarjoavia tähyksiä (”iWitness”) 
 
Shakkilautakalibroinnit ”Matlab” ja ”OpenCV” perustuvat molemmat Zhangin (2000) tut-
kimuksessa esitettyyn menetelmään, jossa kalibrointiparametrit selvitetään tekemällä itse-
kalibroituva sädekimpputasoitus kahdelle tai useammalle tasomaisesta shakkilautakuviosta 
otetulle kuvalle. Shakkiruutujen kulmakohtien yhtymäkohdat määritetään kalibroinnin kont-
rollipisteiksi ja niiden 2D-koordinaatit lasketaan shakkiruutujen leveyden perusteella. Shak-
kilautakuvion on oltava asymmetrinen, jotta kontrollipisteiden automaattinen tunnistus ja 
orientointi onnistuvat ongelmitta. Tässä työssä ”Matlab”- ja ”OpenCV”-kalibrointimenetel-
missä käytettiin 10x7-kokoista shakkilautaruudukkoa, jonka vasemman puoleisimmat ylä- 
ja alaruudut ovat mustia ja oikean puoleisimmat valkoisia. Vasemmassa yläkulmassa oleva 
musta ruutu on 9x6-kontrollipisteistön origo ja xy-akselien suunnat voidaan määrittää shak-
kilautakuvion kulmissa sijaitsevien ruutujen värien perusteella (kuva ?). 
 
 
 
Kuva 10. Shakkiruutujen nurkkien yhtymäkohtien tunnistus Matlab-ohjelmiston  Camera 
Calibrator -työkalulla (vasen) ja OpenCV:n konenäkökirjastoon perustuvalla skriptillä (oi-
kea). 
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Yksittäisten shakkiruutujen leveydet tietokoneen Led-näytöllä olivat noin 42 mm. Kameran 
suljinnopeudeksi asetettiin 1/50 sekuntia ja ISO-arvoksi 1800. Shakkilautakalibroinnit suo-
ritettiin hieman hämärässä sisätilassa, minkä vuoksi ISO-arvo jouduttiin asettamaan korke-
aksi riittävän kontrastin takaamiseksi kontrollipisteiden automaattista tunnistamista varten. 
Kuvat pyrittiin ottamaan mahdollisimman vakaalla käsiotteella. Shakkilautakalibrointien 
kuva-aineistona käytettiin noin 20 kuvan sarjoja, joissa shakkilautakuviota on kuvattu 
useista eri kuvakulmista (kuva 11). Todellisuudessa kuvia jouduttiin ottamaan enemmän, 
koska Matlabin Camera Calibrator -työkalu ja OpenCV:n konenäkökirjastoon perustuva 
skripti epäonnistuivat kontrollipisteistön tunnistamisessa joiltakin kuvilta. Lopulliseen 
kuva-aineistoon valittiin vain sellaiset kuvat, jotka hyväksyttiin kummassakin menetel-
mässä. Yhteensä noin neljännes kuvista jouduttiin hylkäämään. 
 
 
Kuva 11. Esimerkki shakkilautakalibrointien kuvausgeometriasta. Kamera-asemien ulkoiset 
orientoinnit on visualisoitu MATLAB Camera Calibrator -työkalun avulla.  
 
Tiiliseinä tarjoaa hyvän tekstuurin avainpisteiden etsimiseen itsekalibroinnissa. Kalibrointi 
suoritettiin hyvissä kuvausolosuhteissa aurinkoisessa säässä. Kameran suljinnopeudeksi ase-
tettiin 1/320 sekuntia ja ISO-arvoksi 200. Suljinnopeus asetettiin varmuuden vuoksi pie-
neksi, koska osa kuvista otettiin hankalista asennoista. Itsekalibrointia varten tiiliseinästä 
otettiin 60 kuvan sarjoja monipuolisella kuvausgeometrialla (kuva 12). Tiiliseinällä olevien 
tähyksien geodeettisesti mitattuja 3D-koordinaatteja ei hyödynnetty itsekalibroinnin yhtey-
dessä, joten kalibrointi perustuu ainoastaan itsekalibroinnissa määritettyihin kuvien välisiin 
liitospisteisiin. 
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Kuva 12. Esimerkkikuvat kalibrointikohteesta ja kuvausgeometriasta Agisoft Photoscan -
ohjelmistolla toteutetusta itsekalibroinnista. 
 
Agisoft Photoscan -ohjelmistolla suoritettu kuvien yhteensovitus toteutettiin seuraavilla ase-
tuksilla: 
 
• Kuvien yhteensovituksen tarkkuus: ”Highest” 
- Kuvien koot määritetään kaksinkertaiseksi alkuperäisiin verrattuna 
• Kuvaparien esivalinta: ”Generic preselection” 
- Kuvaparien esivalinta toteutetaan kuvien avainpisteiden perusteella 
neljäsosan kokoisilta kuvilta 
• Avainpisteiden maksimimäärä: 120 000 
• Liitospisteiden maksimimäärä: 12 000 
 
iWitness-kalibroinnin testikenttään sisältyi 12 T-muotoista tähystä, joista yksi asetettiin 
muita tähyksiä korkeammalle. Yksittäiset tähykset koostuvat viidestä ympyrästä, jotka ovat 
väriltään punaisia tai vihreitä. Yksittäisten tähysten ympyröiden väliset etäisyydet ovat va-
kioita. Eri väriyhdistelmien avulla tähykset ovat automaattisesti tunnistettavissa. Kalibrointi 
tapahtui ulko-olosuhteissa aurinkoisella säällä, mutta tähykset sijaitsivat varjossa tasaisella 
betonilattialla. Suljinnopeus asetettiin 1/250 sekuntiin ja ISO-arvo lukemaan 400. 
 
 
Kuva 13. iWitness-tähyksistä muodostettu testikenttä ja esimerkkikuva kuvausgeometriasta. 
 
5.2.2 Alustakalibrointi 
 
Työssä toteutettiin alustakalibrointi kiinteälle alustalle kiinnitetyn kameran sijainnin ja kier-
toaseman määrittämiseksi alustakoordinaatistoon nähden. Käytetty kalibrointimenetelmä 
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perustuu luvussa 3.2.1 esitettyyn kaksivaiheiseen menetelmään, jossa kameran ulkoinen 
orientointi kohdekoordinaatistossa ratkaistaan fotogrammetrisesti testikenttäkalibroinnilla ja 
tätä ratkaisua verrataan suoraan alustan jälkilaskettuihin GNSS/INS-havaintoihin kuvanot-
tohetkeltä. Alustakalibrointia varten rakennettiin testikenttä, johon sisältyi 18 seinälle kiin-
nitettyä tähystä ja 6 väliaikaista lisätähystä. Lisätähysten avulla kameran ja kontrollipistei-
den etäisyyksiin saatiin variaatiota. Alustakalibrointi suoritettiin vain yhdeltä kuvalta, joka 
otettiin mittausveneen pysyessä paikallaan. Kamera-aseman ja lisätähysten sijainnit valittiin 
sillä tavalla, että kaikki tähykset olivat havaittavissa kuvalta ja ne hajaantuivat tasaisesti ym-
päri kuva-aluetta. Tähysten sijoittamista kuva-alueen reunoille vältettiin linssivirheiden vai-
kutuksen minimoimiseksi. Tähysten 3D-koordinaatit mitattiin geodeettisesti GNSS- ja taky-
metrimittauksin. Kameran asetuksina käytettiin 1/640 sekunnin suljinnopeutta ja ISO-arvoa 
200. 
 
 
Kuva 14. Alustakalibrointia varten otettu kalibrointikuva, jonka avulla ratkaistiin kameran 
ulkoinen orientointi. 
 
Kameran ulkoisen orientoinnin ratkaisemista varten rakennettiin Matlab-funktio, joka perus-
tuu koordinaateiltaan tunnettujen tähysten ja niiden kuvahavaintojen avulla tehtävään PNS-
tasoitukseen (perustuu yhtälössä 8 esitettyihin havaintoyhtälöihin). Kameran kalibrointipa-
rametrit ratkaistiin ennen alustakalibrointia Agisoft Photoscan -ohjelmistolla toteutetulla 
itsekalibroinnilla. Kehitetty funktio tarvitsee kalibrointiparametrien lisäksi likimääräiset läh-
töarvot kameran projektiokeskuksen sijainnille ja kiertoasemalle kohdekoordinaatistossa. 
Lähtöarvo projektiokeskuksen sijainnille määritettiin mittaamalla takymetrilla kameran ob-
jektiivin kylkeen, jolloin lähtöarvon tarkkuus oli noin 10 cm luokkaa. Kameran oletettiin 
olevan asennettu hieman alaviistoon ilman kallistusta, joten pitch- ja roll-kiertokulmien läh-
töarvoiksi asetettiin 85° ja 0° ja lähtökohtainen heading-arvo määritettiin suuripiirteisellä 
kompassisuunnalla arvoon 315°. 
 
Kameran ulkoisen orientoinnin laskemiseen käytettävän Matlab-funktion yhteyteen luotiin 
graafinen työkalu kuvahavaintojen kuvakoordinaattien poimimista varten. Työkalun toimin-
toja ovat kuvan lähentäminen ja loitonnus sekä kuvahavaintojen tallennus erilliseen *.csv-
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tiedostoon. Kuvahavaintojen tekeminen tapahtui kokonaan manuaalisesti, eikä työkalu hyö-
dyntänyt minkäänlaisia automaattisia tunnistusmenetelmiä. 
 
  
Kuva 15. Kuvahavaintojen tekeminen Matlab-pohjaisella graafisella työkalulla. Kuvassa 
näkyvä ristitähtäin siirretään yksitellen jokaisen tähyksen keskikohtaan, jonka jälkeen tä-
hyksistä tehtyjen kuvahavaintojen kuvakoordinaatit tallentuvat erilliseen tiedostoon. 
 
Alustan orientointi määritettiin suoraan POSPac-ohjelmistolla jälkilasketuista GNSS/INS-
havainnoista kuvanottohetkellä. Kameran ja alustakoordinaatiston välisten paikkavektorin 
ja kiertokulmien laskenta on esitetty yhtälöissä 17-18. 
 
5.2.3 Karkea aikasynkronointi 
 
Kuvien ja alustan GNSS/INS-havaintojen välistä aikasynkronointia varten on selvitettävä 
kameran laukaisusignaalin ja todellisen kuvanottohetken välinen aikaero eli latenssi. Kame-
ran latenssin selvittämiseksi yritettiin QINSy-ohjelmiston manuaalissa esitettyä menetel-
mää, jossa kameralla otetaan kuvia 10 Hz taajuudella päivittyvästä GPS-ajasta tietokoneen 
näytöllä. Kamera liitetään USB-johdolla tietokoneeseen ja kuvien ottaminen tapahtuu 
QINSy-ohjelmiston kameranhallintaikkunan välityksellä. Kuvanoton jälkeen kameran lau-
kaisusignaalin aikaa verrataan kuvalla näkyvään aikaan. Tämän aikaeron pitäisi kertoa arvo 
kameran latenssille. Ongelmia tuottaa kuitenkin näytöllä näkyvän juoksevan kellonajan hi-
das päivitysnopeus: 10 Hz taajuudella kellonaika päivittyy noin 100ms välein. Tästä syystä 
kameran latenssin selvittämiseksi tällä menetelmällä päädyttiin ottamaan 1000 kuvan suu-
ruinen otos ja kameran latenssiksi määritettiin aikaeron maksimiarvo. 
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Kuva 16. Kameran latenssin selvittäminen QINSy-ohjelmiston ohjeistuksen mukaisesti. Va-
semmassa ikkunassa näkyy juokseva GPS-kellonaika, joka päivittyy 10 Hz taajuudella. Oi-
keassa ikkunassa näkyy kameranhallinikkuna, joka näyttää viimeiseksi otetun kuvan sekä 
laukaisusignaalin kellonajan. 
 
Tämän aikasynkronointimenetelmän karkeudesta johtuen kameran latenssin määritystä jou-
duttiin hienosäätämään liikkuvalta alustalta toteutetun mittaussession yhteydessä (luku 
5.3.1). 
 
5.2.4 Kuvien georeferointi alustakalibroinnin ratkaisun perusteella 
 
Kuvien georeferointi toteutettiin Matlab-pohjaisella funktiolla, joka tekee seuraavat 
toimenpiteet: 
 
• kuvanimien ja kameran laukaisusignaalin ajanhetkien poimiminen QINSy-
ohjelmiston uloskirjoittamasta *.qct-tiedostosta 
• alustan GNSS/INS-havaintojen interpolointi kuvanottohetkille POSPac-
ohjelmistosta uloskirjoitetun tekstitiedostosta, joka sisältää alustan jälkilasketut 
GNSS/INS-havainnot viiden millisekunnin välein 
• kuvien ulkoisten orientointien määrittäminen kuvanottohetkien mukaisista 
alustan GNSS/INS-havainnoista alustakalibroinnin ratkaisun perusteella 
• kuvien ulkoisten orientointien uloskirjoittaminen tekstitiedostoon, jota 
hyödynnetään myöhemmin Agisoft Photoscan -ohjelmistolla toteutettavassa 
kuvien yhteensovituksessa. 
 
QINSy-ohjelmiston kautta voidaan uloskirjoittaa *.qct-muotoinen tiedosto, josta selviävät 
yksittäisten kuvien kuvanottohetket sekä reaaliaikaiset ratkaisut alustan GNSS/INS-
havainnoille kuvanottohetkillä (kuva 17). Tällaisen *.qct-tiedoston tiedot veneen 
reaaliaikaisista GNSS/INS-tiedoista ovat sellaisenaan käyttökelvottomia, koska niissä ei 
ole huomioitu kameran laukaisusignaalin ja todellisen kuvanottohetken välistä latenssia. 
QINSy-ohjelmiston avulla voidaan tuottaa tiedot veneen reaaliaikaisesti mitatuista 
GNSS/INS-arvoista 100 millisekunnin välein, mutta arvojen interpoloiminen näin kaukana 
toisistaan olevista arvoista on epätarkkaa varsinkin silloin, kun vene on kääntymässä, 
kiihdyttämässä tai hidastamassa vauhtiaan. 
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Kuva 17. Esimerkki QINSy-ohjelmistosta tuodusta *.qct-tiedostosta. Siinä näkyvät 
kuvanottohetki UCT-ajassa, kuvan nimi ja veneen reaaliaikaiset tiedot veneen ulkoisesta 
orientoinnista (X, Y, Z, yaw, roll, pitch) kameran laukaisusignaalin lähettämishetkellä.  
 
Kuvien georeferoinnin parantamiseksi alustan GNSS/INS-havainnot jälkilasketaan ja inter-
poloidaan viiden millisekunnin välein POSPac-ohjelmistolla (kuva 18). Kuvien ulkoisten 
orientointien laskennassa käytetyt veneen jälkilasketut GNSS/INS-arvot interpoloidaan 
edelleen yhden millisekunnin välein. Interpolointi toteutettiin etsimällä kaksi kuvanottohet-
keä ajallisesti lähimpänä olevaa GNSS/INS-arvoa, joita painotettiin käänteisesti kuvanotto-
hetken ja GNSS/INS-arvojen aikaeron perusteella (pienemmälle aikaerolle suurempi paino-
kerroin). Kuvanottohetket määritettiin lisäämällä aikasynkronoinnissa määritetty kameran 
latenssin arvo kameran laukaisusignaalin aikaan. Esimerkiksi alustan X-koordinaatin inter-
polointi kuvanottohetkelle tapahtuu seuraavasti: 
 
𝑋(𝑡) =  
𝑑2
𝑑1+𝑑2
𝑋1 + 
𝑑1
𝑑1+𝑑2
𝑋2    (36) 
 
 
missä 𝑋(𝑡) on interpoloitu alustan X-koordinaatti kuvanottohetkellä (t) 
𝑋1 on lähin X-koordinaatti kuvanottohetkeen nähden 
𝑋2 on toiseksi lähin X-koordinaatti kuvanottohetkeen nähden 
𝑑1 on kuvanottohetken ja 𝑋1-koordinaatin havaintohetken aikaero 
𝑑2 on kuvanottohetken ja 𝑋2-koordinaatin havaintohetken aikaero 
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Kuva 18. Esimerkki POSPac-ohjelmiston avulla jälkilasketuista alustan GNSS/INS-
havainnoista. Tekstitiedostossa näkyvät veneen jälkilasketut GNSS/INS-arvot viiden 
millisekunnin välein (UCT-aika tunteina, X, Y, Z, roll, pitch, yaw). 
 
Kuvien ulkoiset orientoinnit määritettiin kuvanottohetkien mukaisten alustan GNSS/INS-
havaintojen ja alustakalibroinnin ratkaisun perusteella. Laskennassa käytettiin yhtälöiden 
17-18 mukaisia kaavoja (luku 3.2.1). Lopulta kuvien ulkoiset orientoinnit uloskirjoitettiin 
tekstitiedostoon Agisoft Photoscan -ohjelmiston ymmärtämään muotoon (kuva 19). 
 
 
Kuva 19. Esimerkki Agisoft Photoscan -ohjelmistoon vietävästä tekstitiedostosta, joka sisäl-
tää tiedot kuvien ulkoisista orientoinneista. Tiedostossa näkyvät kuvan nimi ja alustakalib-
roinnin perusteella lasketut kuvien ulkoiset orientoinnit (X, Y, Z, yaw, pitch, roll). 
 
5.3 Tutkimuskohteet ja tutkimusmenetelmät 
 
Tässä työssä tehtiin kaksi maastotestiä. Ensimmäisessä tutkimuskohteena toimi jo alustaka-
libroinnissa käytetty tiiliseinän ympäristö. Tämän testin tarkoituksena olivat aikasynkro-
noinnin hienosäätö sekä kuvien georeferoinnin ja liikkuvan kartoituksen tarkkuuksien esti-
mointi. Määritettyjen kuvien georeferoinnin ja kohteiden kartoituksen tarkkuuksien avulla 
voidaan arvioida järjestelmäkalibroinnin onnistumista. Toinen maastotesti toteutettiin Jyväs-
kylän Jyväsjärvellä, jossa mallinnuskohteena toimi Kuokkalan silta ja sen urbaani lähiym-
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päristö. Testin päätavoitteena oli mallintaa testiympäristö kuva-aineiston perusteella vär-
jätyllä laserpistepilvellä ja tutkia kuva- ja laserkeilausaineistojen yhteensovittamisen tark-
kuutta. Molemmissa maastotesteissä käytettiin kameran kalibrointiparametreinä ja alustaka-
libroinnin parametreinä luvussa 5.2 esitettyjen menetelmien avulla saatuja ratkaisuja.  
 
5.3.1 Tiiliseinä-testikenttä 
 
Kuvien georeferoinnin ja 3D-rekonstruoinnin tarkkuuden määrittämistä varten suoritettiin 
mittaussessio, jonka testikenttänä toimi tiiliseinä ja sen lähiympäristö sekä jo alustakalib-
roinnin yhteydessä tiiliseinälle mitatut 18 tähystä. Testikentästä otettiin kuvia kolmelta edes-
takaiselta, hieman kaarevalta mittauslinjalta, joiden sijainnit olivat samankaltaiset. Yhteen-
laskettu kuvien lukumäärä oli 28. Tiiliseinä-testikenttää päädyttiin käyttämään myös kame-
ran ja QINSy-ohjelmiston välisessä aikasynkronoinnissa. Kameran asetuksina käytettiin 
1/640 sekunnin suljinnopeutta ja automaattista ISO-arvon määritystä. ISO-arvot kuvienotto-
hetkillä olivat välillä 200-250. Kameran etäisyys tiiliseinästä oli noin 5-10 metriä. 
 
 
Kuva 20. Kuvausgeometria ja testikohde kuvien georeferoinnin ja 3D-rekonstruoinnin tark-
kuuden määrittämistä varten tehdyssä maastotestissä. 
 
 
Kuva 21. Esimerkkikuvia tiiliseinän ympäristössä toteutetun maastotestin yhdeltä mittaus-
linjalta. 
 
Tiiliseinä-testikentästä otetut kuvat georeferoitiin ensin suoraan alustan GNSS/INS-havain-
noista luvussa 5.2.4 esitetyllä tavalla (”alkuperäinen kuva-aineisto”). Kuvien ulkoisten 
orientointien lähtöarvojen laskemisen jälkeen kuvien ulkoisen orientoinnin parametreja pa-
rannettiin kuvien yhteensovituksen avulla (”tasoitettu kuva-aineisto”). Aikasynkronoinnin 
hienosäätöä varten alkuperäinen ja tasoitettu kuva-aineisto luotiin moneen kertaan käyttäen 
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erilaisia kameran latenssin arvoja. Kuvien georeferoinnin ja kuvista tapahtuvan 3D-rekonst-
ruoinnin tarkkuuksien määrittämisessä käytettiin optimaaliseksi kameran latenssiksi määri-
tettyä arvoa. 
 
Tasoitettu kuva-aineisto luotiin Agisoft Photoscan -ohjelmistolla toteutetulla sädekimpputa-
soituksella, jossa kameran kalibrointiparametreja käsiteltiin tunnettuina ja kuvien ulkoisten 
orientointien lähtöarvoina käytettiin alustan GNSS/INS-havaintojen ja alustakalibroinnin 
ratkaisun perusteella määritettyjä arvoja. Tiiliseinällä näkyviä tähyksiä ei hyödynnetty ku-
vien yhteensovituksessa. 
 
Tasoitetun kuva-aineiston luonnissa käytettiin seuraavia asetuksia: 
 
• Kuvien yhteensovituksen tarkkuus: ”Highest” 
• Kuvien koot määritetään kaksinkertaiseksi alkuperäisiin verrattuna 
• Kuvaparien esivalinta: ”Reference preselection” 
• Kuvaparien esivalinta toteutetaan kuvien ulkoisten orientointien lähtöarvo-
jen perusteella 
• Avainpisteiden maksimimäärä: 120 000 
• Liitospisteiden maksimimäärä: 12 000 
 
Sädekimpputasoituksen painoarvoiksi määritettiin: 
 
• Projektiokeskusten sijaintitarkkuus: 5 cm 
• Kiertoasemien tarkkuus: 0,5° (käytössä ω-, φ-, κ-kiertokulmat) 
• Liitospisteiden pikselitarkkuus: 1 pikseli 
 
Lisäksi Tiiliseinä-testikentästä otettujen kuvien avulla luotiin referenssiaineistot kuvien geo-
referoinneille ja kartoitettavien kohteiden sijainneille. Referenssiaineiston ulkoiset orien-
toinnit määritettiin käänteisellä georeferoinnilla käyttäen kontrollipisteinä tiiliseinän 18 sig-
naloitua tähystä, joiden 3D-koordinaatit olivat geodeettisesti mitattuja. Käänteinen georefe-
rointi toteutettiin Agisoft Photoscan -ohjelmistolla samoin asetuksin kuin yllä kuvattu tasoi-
tettu kuva-aineisto, mutta alustan GNSS/INS-havainnoista lasketuille kuvien ulkoisten 
orientointien lähtöarvoille ei annettu tasoitusprosessissa ollenkaan painoarvoa. Kuvien ul-
koiset orientoinnit määritettiin siis puhtaasti signaloitujen tähysten ja kuvien välisten liitos-
pisteiden kuvakoordinaatteihin perustuen. 
 
Referenssiaineistolle käytettiin seuraavia painokertoimia: 
 
• Tähysten sijaintitarkkuus kohdekoordinaatistossa: 5 mm 
• Tähysten pikselitarkkuus kuvatasolla: 0,1 pikseliä 
• Liitospisteiden pikselitarkkuus: 1 pikseli 
 
Aikasynkronoinnin hienosäätämisessä kameran latenssin lähtöarvoksi määritettiin karkeassa 
aikasynkronoinnissa saatu tulos. Kameran latenssia säädettiin iteratiivisesti kokeilemalla, 
kunnes löydettiin optimaalinen arvo kuvien georeferoinnin sisäisten virheiden minimoi-
miseksi kuvien yhteensovituksessa. Käytetyn menetelmän avulla kameran latenssille löyde-
tään oikeastaan kaksi optimiarvoa: toisessa on minimoitu kuvien projektiokeskusten sijain-
tien virheet, toisessa kiertoasemien virheet. 
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Kuvien georeferoinnin tarkkuutta arvioitiin vertaamalla Tiiliseinä-testikentästä otettuja al-
kuperäisen ja tasoitetun kuva-aineiston ulkoisia orientointeja referenssiaineiston ulkoisiin 
orientointeihin. Kohteiden kartoituksen absoluuttisen sijaintitarkkuuden määrittäminen to-
teutettiin puolestaan vertaamalla tasoitetusta kuva-aineistosta fotogrammetrisesti määritet-
tyjä tähysten 3D-koordinaatteja geodeettisesti mitattuihin arvoihin. 
 
5.3.2 Kuokkalan silta 
 
Jyväskylän Jyväsjärvellä sijaitseva Kuokkalan silta ja sen urbaani lähiympäristö (kuvat 22-
23) toimivat mallinnuskohteena testissä, jonka päätavoitteena oli mallintaa testiympäristö 
värjätyllä laserpistepilvellä ja tutkia kuva- ja laserkeilausaineistojen yhteensovittamisen 
tarkkuutta. Testikohteen laserkeilaus ja kuvien ottaminen jouduttiin suorittamaan erikseen, 
koska kameran jalusta asetettiin alustakalibroinnin yhteydessä liian lähelle laserkeilaimen 
paikkaa, eivätkä sensorit mahtuneet samanaikaisesti jalustoilleen. Kameran asetuksina käy-
tettiin 1/640 sekunnin suljinnopeutta ja kameran automaattisesti määrittämää ISO-arvoa, 
joka vaihteli välillä 200-280. Kuvausolosuhteet olivat mittaussession aikana erinomaiset: 
testi suoritettiin kokonaisuudessaan aurinkoisessa ja tyynessä säässä.  
 
Kuva- ja laserkeilausaineistot georeferoitiin POSPac-ohjelmistolla suoritetun jälkilaskennan 
avulla. Jälkilaskennan statistiikka on esitetty liitteessä 1.  
 
 
Kuva 22. Mallinnettava alue Google Maps -palvelussa kuvattuna. Mallinnettaviin kohteisiin 
kuului Kuokkalan silta ja kuvassa näkyvät lähellä rantaa näkyvät kohteet. 
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Kuva 23. Kuvia Lutakon mallinnettavasta alueesta. Erilaiset kyltit ja kirjaimet tarjosivat 
hyviä referenssipisteitä. Kuvien ja laserpistepilven yhteensovittamisessa käytettiin neljää 
signaloitua tähystä, jotka näkyvät ylimmässä kuvassa. Tähysten koordinaatteja ei mitattu 
geodeettisesti. 
 
Kuvien ja laserkeilausaineiston yhteensovittamista varten Kuokkalan sillan ympäristöön 
asetettiin neljä tähystä (T1-T4), joita käytettiin yhteensovituksen liitospisteinä. Lisäksi tes-
tiympäristön luonnollisista kohteista määritettiin kuusi tarkistuspistettä (R1-R6) aineistojen 
yhteensovittamisen tarkkuuden tutkimiseksi.  
Liitos- ja tarkistuspisteiden sijainnit sekä kuvaussession mittauslinjat näkyvät kuvassa 24. 
Lähempien mittauslinjojen etäisyydet liitos- ja tarkistuspisteistä olivat noin 15-35 metriä ja 
kauempien noin 40-60 metriä. Laserkeilauksen mittauslinjat olivat samankaltaiset, mutta 
Kuokkalan sillan eteläpuolella oli kaksi ylimääräistä, vastakkaisiin suuntiin ajettua mittaus-
linjaa, joita käytettiin laserkeilaimen kalibrointia varten. 
 
44 
 
 
 
Kuva 24. Mallinnus Kuokkalan sillan ympäristöstä. Kuvissa näkyvät väritetty laserpistepilvi, 
kamera-asemien sijainnit, kuvien ja laserpisteiden yhteensovituksessa käytetyt liitospisteet 
T1-T4 ja tulosten arvioinnissa käytetyt tarkistuspisteet R1-R6. 
 
 
Kuva 25. Kuokkalan silta läheltä ja kaukaa. Kameran pienestä pitch-kulmasta johtuen sillan 
yläosa näkyy vain riittävän kaukaa otetuilta kuvilta. 
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Agisoft Photoscan -ohjelmistolla toteutettu kuvien yhteensovittaminen toteutettiin seuraa-
villa asetuksilla: 
 
• Kuvien yhteensovituksen tarkkuus: ”Highest” 
• Kuvaparien esivalinta: ”Reference preselection” 
• Avainpisteiden maksimimäärä: 120 000 
• Liitospisteiden maksimimäärä: 12 000 
 
Sädekimpputasoituksen painoarvoiksi määritettiin: 
 
• Projektiokeskusten sijaintitarkkuus: 5 cm 
• Kiertoasemien tarkkuus: 0,5° (käytössä ω-, φ-, κ-kiertokulmat) 
• Liitospisteiden pikselitarkkuus: 1 pikseli 
 
Tähysten ja referenssipisteiden 3D-koordinaattien arvot määritettiin sekä tasoitetusta kuva-
aineistosta että laserpistepilvestä. Agisoft Photoscan -ohjelmisto tunnisti tähykset T1 ja T2 
automaattisesti, mutta tähysten T3 ja T4 automaattinen tunnistaminen epäonnistui todennä-
köisesti kaarevista kiinnityspinnoista (katuvalopylväät) johtuen. Tähykset T3 ja T4 sekä tar-
kistuspisteet R1-R6 mitattiin kuvilta manuaalisesti. Laserpistepilven osalta kaikkien tähys-
ten ja tarkistuspisteiden 3D-koordinaateiksi määritettiin visuaalisella tarkastelulla lähin 
mahdollinen piste. Visuaalista tarkastelua helpotti laserpistepilven värittäminen intensiteet-
tiarvojen perusteella. Kuvat yksittäisistä tähyksistä ja niitä vastaavista laserpisteistä näkyvät 
kuvassa 26. 
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Kuva 26. Yksittäisten tähysten määrittäminen kuva- ja laserkeilausaineistosta. 
 
Kuvien ja laserkeilausaineiston yhteensovituksessa kuva-aineistosta fotogrammetrisesti mi-
tatut tähykset määritettiin referenssiaineistoksi, joiden perusteella laserpistepilvelle suoritet-
tiin luvussa 4.2 esitetty yhdenmuotoisuusmuunnos CloudCompare-ohjelmistolla. Laserpis-
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tepilven mittakaava säilytettiin muunnoksessa ennallaan. Laserpistepilven värjäämistä var-
ten toteutettiin Matlab-funktio, joka yksi kuva kerrallaan projisoi laserpisteet kuvatasolle. 
Funktion toiminta perustuu yhtälössä 8 esitettyihin linssivirheiden korjausparametreilla laa-
jennettuihin kollineaarisuusyhtälöihin. Kuvatason pikseli, jolla projisoitu laserpiste sijaitsee, 
määrittää laserpisteen RGB-väriarvot. Mikäli projisoitu laserpiste on kuva-alueen ulkopuo-
lella, ei väriarvoja määritetä. 
 
 
 
Kuva 27. Väriarvojen määrittäminen laserpisteille yksittäiseltä kuvalta. Valkoisille laserpis-
teille ei ole kyetty määrittämään väriarvoja, koska ne ovat kuva-alueen ulkopuolella. 
 
 
Kuva 28. Väriarvojen määrittäminen laserpisteille yksittäiseltä kuvalta. Joidenkin pisteiden 
väriarvot ovat heijastuneet kameran ja pisteen välissä olevista kohteista (mukaan lukien 
liikkuvat kohteet). 
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Tässä työssä laserpisteiden väriarvojen määrittämistä varten luotu Matlab-ohjelma tuottaa 
kuvien lukumäärän mukaisen määrän yksittäisten kuvien perusteella väritettyjä pistepilviä, 
joista on suodatettu pois kuva-alueen ulkopuoliset pisteet. Ennen väripistepilvien yhdistä-
mistä pistepilviltä poistettiin CloudCompare-ohjelmiston segmentointityökalulla manuaali-
sesti sellaiset pisteet, joiden väriarvot olivat todellisuudessa heijastuneet pisteen ja kameran 
välissä olevista kohteista. Myös kuvien valinta väriarvojen määrittämiseen toteutettiin tässä 
työssä manuaalisesti visuaalisen tarkastelun perusteella. Väripistepilvien yhdistäminen to-
teutettiin yksitellen väripistepilvi kerrallaan CloudComparen Merge-työkalulla.  
 
Laserpistepilven värittämisen lisäksi kokeiltiin laserpisteistä koostuvan 3D-mallin tekstu-
rointia kuva-aineiston avulla. 3D-malli ja sen teksturointi toteutettiin Agisoft Photoscan -
ohjelmiston ”Build Mesh”- ja ”Build Texture”-työkaluilla käyttämällä kaikkia mahdollisia 
laserpisteitä. Käytetyt asetukset näkyvät kuvassa 29. 
 
 
Kuva 29. 3D-pintamallin luomisessa ja teksturoinnissa käytetyt asetukset. 
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6 Tulokset 
6.1 Järjestelmäkalibroinnin tulokset 
 
Taulukko 6. Kameran kalibrointiparametrien keskiarvot eri kalibrointimenetelmissä. Mat-
lab- ja OpenCV-menetelmät jakavat kameravakion kahteen komponenttiin. 
 
 
 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Kuva 30. iWitness-kalibroinnin radiaalisen ja tangentiaalisen (epäkeskisyyden) piirtovirhei-
den havainnollistaminen ruudukon ja suuntavektorien avulla. 
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Taulukko 7. Kuvahavaintojen residuaalit pikseleinä sekä kameran kalibrointiparametrien 
keskihajonnat eri kalibrointimenetelmissä. 
 
 
Taulukko 8. Kalibrointikuvan ulkoisen orientoinnin määrittäminen eri kameran kalibrointi-
menetelmillä. 
 
 
Taulukko 9. Kameran kalibrointimenetelmien väliset erot kalibrointikuvan ulkoisen orien-
toinnin määrittämisessä. Vasemmassa alakulmassa näkyvät projektiokeskuksen sijaintien 
väliset erot millimetreinä eri menetelmin hankittuja kalibrointiparametreja käytettäessä. Oi-
keassa yläkulmassa näkyvät puolestaan erot kalibrointikuvan kiertoaseman määrityksessä 
asteina. 
 
 
Taulukko 10. Kameran kalibroinnin vaikutus kalibrointikuvan ulkoisen orientoinnin määrit-
tämisen tarkkuuteen kohdekoordinaatistossa. Viimeinen sarake 𝜎𝑦𝑝𝑟  tarkoittaa kokonais-
kulmavirhettä. 
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Taulukko 11. Tähyksistä tehtyjen kuvahavaintojen vaikutus kalibrointikuvan ulkoisen orien-
toinnin määrittämisessä kohdekoordinaatiston suhteen. Testissä yksi tähyksistä jätettiin ker-
rallaan ulkoisen orientoinnin laskennan ulkopuolelle. Kameran kalibrointiparametreina 
käytettiin ”Agisoft PS”- menetelmällä tuotettuja ratkaisuja.  
 
 
Taulukko 12. Tähyksistä tehtyjen kuvahavaintojen residuaalit kaikkien 24 tähyksen avulla 
suoritetussa kalibrointikuvan ulkoisessa orientoinnissa. Kameran kalibrointiparametreina 
käytettiin ”Agisoft PS”-menetelmällä tuotettuja ratkaisuja. 
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Taulukko 13. Tähyksistä tehtyjen kuvahavaintojen vaikutus kalibrointikuvan ulkoisen orien-
toinnin määrittämisen tarkkuuteen. 
 
 
QINSy-ohjelmiston mukaisella menetelmällä suoritetussa karkeassa aikasynkronoinnissa 
kameran latenssiksi saatiin 105 ms (maksimiarvo latenssille). Kameran latenssin määrittä-
miseksi tehdyssä testissä latenssiarvot vaihtelivat tasaisesti välillä -53-105 ms. 
 
Kameran latenssiarvon hienosäätämiseksi tehdyssä tutkimuksessa kameran latenssiksi mää-
ritettiin 161,5 ms (taulukko 14 ja kuva 31). 
 
Taulukko 14. Kuvien georeferoinnin sisäinen tarkkuus (tasoitetun ja alkuperäisen kuva-ai-
neiston väliset erot) erilaisilla kameran latenssin arvoilla. 
 
 
 
 
Kuva 31. Kuvien georeferoinnin sisäinen tarkkuus erilaisilla kameran latenssin arvoilla. 
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6.2 Kuvien georeferoinnin ja kohteiden kartoituksen tarkkuus 
 
Taulukko 15. Kuvien georeferoinnin keskimääräiset erot referenssiaineistoon nähden. 
 
 
Taulukko 16. Kohteiden fotogrammetrisen kartoituksen tarkkuus yksittäisiltä mittalinjoilta. 
Ilmoitetut RMS-luvut ovat keskiarvoja Tiiliseinä-testikentän takymetripisteistön (18 tähystä) 
kartoituksen tarkkuuksista. Yksittäisten tähysten kartoituksen tarkkuudet yksittäisiltä mitta-
linjoilta olivat samankaltaisia: poikkeamat keskiarvosta olivat enimmillään 3-4 mm luokkaa. 
 
 
6.3 Kuvien ja laserpistepilven yhteensovittamisen tarkkuus 
 
Taulukko 17. Kuvapistepilven ja laserpistepilven kohdekoordinaatit tähyksille T1-T4 ja re-
ferenssipisteille R1-R6 sekä pisteiden väliset eroavaisuudet sijainneissa ennen aineistojen 
yhteensovitusta. 
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Kuva 32. Muunnosmatriisi laserpistepilven ja kuvien yhteensovituksessa. Muunnosmatriisi 
noudattaa yhtälössä 34 esitettyä muotoa. Yhdenmuotoisuusmuunnoksen siirtoparametrien 
ja ilmoitetun tarkkuuden (RMS) yksiköt on ilmoitettu metreinä. 
 
Kuvan 32 muunnosmatriisista nähdään, että laserpistepilveä on siirretty ja kierretty seuraa-
vasti: 
• 𝛥𝑋 =  1,08 𝑐𝑚 
• 𝛥𝑌 =  −2,83 𝑐𝑚 
• 𝛥𝑍 =  13,95 𝑐𝑚 
• 𝛥𝜔 =  1.9462𝑒−4 °  
• 𝛥𝜑 =  −4.3701𝑒−4 °  
• 𝛥𝜅 =  −5.5831𝑒−4 °  
 
 
 
 
 
 
Taulukko 18. Kuvapistepilven ja laserpistepilven kohdekoordinaatit liitospisteille T1-T4 ja 
tarkistuspisteille R1-R6 sekä pisteiden väliset eroavaisuudet sijainneissa aineistojen yhteen-
sovituksen jälkeen. 
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Taulukko 19. Liitospisteistä T1-T4 ja tarkistuspisteistä R1-R6 tehtyjen kuvahavaintojen ja 
niitä vastaavien kuvatasolle projisoitujen laserpisteiden väliset etäisyydet kuvatasolla ai-
neistojen yhteensovittamisen jälkeen. Yksittäisille pisteille ilmoitetut pikseliarvot ovat yksit-
täisiltä kuvilta tehtyjen mittausten keskiarvoja. 
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6.4 Laserpistepilven värjääminen ja 3D-mallin teksturointi 
 
 
Kuva 33. Näytteitä väritetystä laserpistepilvestä. 
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Kuva 34. Näytteitä laserpisteiden perusteella luodusta 3D-pintamallista, joka on teksturoitu 
georeferoitujen kuvien avulla. 
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7 Pohdinta 
 
Kameran kalibrointiparametrien keskiarvot testatuissa kalibrointimenetelmissä on esitetty 
taulukossa 6. Taulukkoa tarkastellessa on huomioitava, että iWitness-kalibrointi on suori-
tettu huomattavasti muiden kalibrointimenetelmien testausta aiemmin ja kameran objektiivi 
on kertaalleen irrotettu ja kiinnitetty uudelleen ennen muiden kalibrointimenetelmien tes-
tausta. Tästä syystä iWitness-kalibroinnissa ratkaistut kalibrointiparametrit eivät ole täysin 
vertailukelpoiset muihin menetelmiin nähden. Taulukon 1 perusteella iWitness-kalibroinnin 
ratkaisu kuvan pääpisteelle poikkeaa merkittävästi muiden menetelmien ratkaisuista. Myös 
Agisoft Photoscan -ohjelmistolla tehdyn itsekalibroinnin ratkaisu kameravakiolle on muihin 
menetelmiin nähden selkeästi pienempi. ”Agisoft PS”- ja iWitness-menetelmissä saadaan 
hyvin samankaltainen tulos radiaaliselle piirtovirheelle, jonka ensimmäisen asteen termillä 
𝑘1 on näiden menetelmien välillä vain 0,2 % ero. Suurin ero 𝑘1-parametreissa on OpenCV:n 
ja iWitness-menetelmän välillä, 3,6 %. Kuvasta 30 nähdään, että iWitness-kalibroinnissa 
tangentiaalisen piirtovirheen vaikutus on pieni verrattuna radiaaliseen piirtovirheeseen: vek-
torien mittakaavoissa 50-kertainen ero. Koska radiaaliset ja tangentiaaliset piirtovirheet ovat 
kaikissa testatuissa kalibrointimenetelmissä samaa mittaluokkaa, pysyy tangentiaalisen piir-
tovirheen vaikutus pienenä kaikissa kalibrointimenetelmissä.  
 
Eri kalibrointimenetelmien luotettavuutta tutkittiin tarkastelemalla kalibrointiparametrien 
keskihajontoja ja pikselitarkkuutta (taulukko 7). Luotettavuudella tarkoitetaan tässä yhtey-
dessä sitä, kuinka hyvin eri kalibrointimenetelmillä saadut tulokset ovat toistettavissa. ”Agi-
soft PS”- ja iWitness-kalibroinnit osoittautuivat vertailun perusteella luotettavimmiksi me-
netelmiksi. Ne tarjoavat kameravakion, kuvan pääpisteen ja tangentiaalisen piirtovirheen 
osalta pienimmät keskihajonnat. ”Agisoft PS”-menetelmä antoi vakaimman tuloksen radi-
aaliselle piirtovirheelle. iWitness-kalibroinnilla saavutettiin puolestaan selkeästi paras pik-
selitarkkuus. 
 
Kameran kalibrointiparametrien vaikutusta alustakalibrointiin tutkittiin vertailemalla eri ka-
librointimenetelmien tuloksilla laskettuja kalibrointikuvan ulkoisen orientoinnin ratkaisuja 
ja ratkaisujen keskihajontoja keskenään (taulukot 8-10). Taulukon 9 mukaan ”Agisoft PS”-
menetelmällä tarjoaa vakaimman ratkaisun kalibrointikuvan ulkoiselle orientoinnille: pro-
jektiokeskuksen sijainnin keskihajonta on 2 mm ja kiertoaseman 0,006 °. Myös iWitness-
menetelmällä saavutetaan lähes yhtä vakaa ratkaisu: 3mm ja 0,007°. Taulukoista 8 ja 10 
kuitenkin huomataan, että ”Agisoft PS”-menetelmän avulla tuotettu alustakalibroinnin rat-
kaisu kalibrointikuvan projektiokeskuksen sijainnille poikkeaa huomattavasti muilla mene-
telmillä tuotetuista ratkaisuista. ”Agisoft PS”-menetelmällä laskettu projektiokeskuksen si-
jainnin ero iWitness-menetelmän ratkaisuun on 1,9 cm ja shakkilautakalibrointeihin verrat-
tuna saadaan vielä suuremmat eroavaisuudet: 2,4 ja 2,5 cm. Kalibrointikuvan kiertokulmien 
pitch-arvot pysyvät samankaltaisina kaikkien kameran kalibrointimenetelmien kesken: suu-
rin ero pitch-arvoissa on 0,0075°. Yaw- ja roll-arvojen osalta vaihtelevuus menetelmien vä-
lillä on suurempaa, yaw-arvolla maksimissaan 0,0359° ja roll-arvolla maksimissaan 0,0374°. 
 
Kalibrointikuvan orientoinnin fotogrammetrisen määrittämisen tarkkuutta tutkittiin kuvaha-
vaintojen residuaaleja ja erilaisia kuvahavaintoyhdistelmiä vertailemalla (taulukot 11-13). 
Taulukosta 12 huomataan, ettei yksittäisten tähysten 3D-koordinaateissa tai kuvahavain-
noissa ole merkittäviä orientointiratkaisuun vaikuttavia karkeita virheitä. Tähyksistä tehty-
jen kuvahavaintojen vaikutus kalibrointikuvan projektiokeskuksen sijaintiin on taulukon 13 
mukaan vain 0,4 mm, mutta vaikutus kiertoasemaan on hieman merkittävämpi 0,012°. 
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Kameran latenssin arvo pyrittiin määrittämään karkeasti QINSy-ohjelmiston mukaisella me-
netelmällä, jossa verrattiin kameran laukaisusignaalin aikaa kuvaan tietokoneen näytöllä 
juoksevasta GPS-ajasta. Myöhemmin kameran latenssin arvo määritettiin tarkemmin Tiili-
seinä-testikentän aineistosta minimoimalla kuvien ulkoisten orientointien sisäiset virheet ta-
soitetussa kuva-aineistossa (taulukko 14, kuva 31). Karkeassa aikasynkronoinnissa kameran 
latenssin arvo jäi jopa 56,5 millisekuntia pienemmäksi kuin Tiiliseinä-testikentän aineiston 
perusteella määritetty arvo. Aikasynkronoinnin tarkkuus jäi kysymysmerkiksi, mutta Tiili-
seinä-testikentän tasoitetussa kuva-aineistossa optimaaliset latenssin arvot projektiokeskus-
ten sijainneille ja kuvien kiertoasemille olivat vain yhden millisekunnin päässä toisistaan. 
Lisäksi taulukosta 14 huomataan, että aikasynkronoinnin tarkkuus ei vaikuta merkittävästi 
kuvien yhteensovituksen sisäiseen tarkkuuteen, kun alustan liikkumisnopeus on pieni. Ai-
kasynkronoinnin vaikutus sijaintitarkkuuteen riippuu alustan nopeudesta luvussa 3.3 esite-
tyn taulukon 1 mukaisesti. 
 
Tiiliseinä-testikentän aineistoa käytettiin myös kuvien georeferoinnin tarkkuuden määrittä-
miseen. Taulukossa 15 verrataan alkuperäistä (suoraan GNSS/INS-havaintojen ja järjestel-
mäkalibroinnissa määritetyillä parametreilla lasketut kuvien ulkoiset orientoinnit) ja tasoi-
tettua (kuvien yhteensovituksen avulla parannetut kuvien ulkoiset orientoinnit) kuva-aineis-
toa signaloitujen tähysten avulla määritettyihin kuvien ulkoisiin orientointeihin (referenssi-
aineisto). Referenssiaineiston ulkoisten orientointien määritys perustui käänteisellä georefe-
roinnilla ja ”Agisoft PS”-menetelmällä hankittuihin kameran kalibrointiparametreihin, joten 
tulokset eivät kerro kuvien ulkoisten orientointien absoluuttista tarkkuutta. Alkuperäisen 
kuva-aineiston ja referenssiaineiston välinen keskimääräinen ero projektiokeskusten sijain-
neissa oli 19,7 mm ja kiertoasemissa 0,34°. Projektiokeskusten sijainneissa ero koostui pää-
osin vaakasuuntaisesta erosta, joka oli keskimäärin 18,6 mm. Korkeusero oli keskimäärin 
vain 0,5 mm. Kuvien yhteensovituksessa projektiokeskusten sijaintien keskimääräinen ero 
referenssiaineistoon nähden pieneni huomattavasti lukemaan 12,6 mm (vaakasuunnassa 12,4 
mm, korkeussuunnassa 0,5 mm). Kiertoasemissa keskimääräinen ero (0,33°) pysyi saman-
kaltaisena alkuperäiseen kuva-aineistoon nähden. 
 
Käytetyn mobiilikartoitusjärjestelmän kartoituksen absoluuttista sijaintitarkkuutta arvioitiin 
vertaamalla yksittäisiltä mittalinjoilta otetuista kuvista mitattujen signaloitujen tähysten (yh-
teensä 18 kpl) estimoituja 3D-koordinaatteja geodeettisesti mitattuihin 3D-koordinaatteihin 
(taulukko 16). Absoluuttiseen sijaintitarkkuuteen vaikuttavat eniten GNSS/INS-havaintojen 
tarkkuus sekä järjestelmäkalibroinnin laatu. Kohteiden kartoittamisen tarkkuus oli keski-
määrin 3,4 cm. Vaakasuuntaisen virheen osuus oli 2,9 cm ja pystysuuntaisen vain 0,7 cm. 
Kartoitettujen tähysten 3D-koordinaattien keskihajonta eri mittalinjojen välillä oli 0,8 cm. 
 
POSPac-ohjelmiston raportti jälkilasketulle GNSS/INS-aineistolle on esitetty liitteessä 1. 
Mittaussession aikana on tapahtunut muutama GNSS-katkos, jotka ajoittuvat siltojen alituk-
siin (liite 1, sivu 36). GNSS-katkot ovat lyhyitä ja ne ovat laserkeilaus- ja kuva-aineiston 
hankkimisajankohtien ulkopuolella. GNSS-vastaanottimilla oli mittaussession aikana yhteys 
keskimäärin 14 satelliittiin (8 GPS- ja 6 GLONASS-satelliittia) ja keskimääräinen PDOP-
lukema oli 1,52 (liite 1, sivu 17).  
 
Ennen kuvien ja laserkeilausaineiston yhteensovitusta aineistojen väliset vastinpisteiden 3D-
koordinaatit tähyksille T1-T4 ja referenssipisteille R1-R6 poikkesivat toisistaan keskimäärin 
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14,8 cm (taulukko 17). Vastinpisteiden 3D-koordinaattien välisten etäisyyksien erot vaihte-
livat välillä 7,9-19,1 cm.  
 
Agisoft Photoscan -ohjelmistolla toteutetun kuvien yhteensovituksen raportti löytyy liit-
teestä 2. Tässä raportissa esitetyt arvot kuvaavat kuvien ulkoisten orientointien sisäisiä vir-
heitä, jotka koostuvat alkuperäisten ja kuvien yhteensovituksen jälkeisten estimoitujen 
orientointiparametrien välisistä eroavaisuuksista. Agisoft Photoscan ilmoittaa kuvien vä-
lille määritettyjen liitospisteiden pikselivirheeksi 0,54 pikseliä. Kuvien projektiokeskusten 
sijaintien keskivirhe oli 3,1 cm ja kiertoasemien 0,15° ω-, φ-, κ-kulmina. Sijaintivirheet 
olivat suurimmillaan eteläisimmällä mittalinjalla sekä mallinnettavan alueen pohjoisim-
missa osissa korkeiden kerrostalojen läheisyydessä (liite 2, sivu 4). Suurimmat kulmavir-
heet löytyvät puolestaan mittalinjojen mutkakohdista (liite 2, sivu 5). 
 
Tähysten T1-T4 avulla tehdyssä aineistojen välisessä yhteensovituksessa päästiin tähysten 
3D-koordinaattien osalta RMS-arvon perusteella 2,1 cm tarkkuuteen (kuva 32). Yhteenso-
vituksessa merkittävin muutos tehtiin korkeussuunnassa: laserpisteitä siirrettiin 14 cm ylös-
päin. Tasokoordinaattien osalta laserpisteille tehtiin 3,0 cm suuruinen siirto. Laserpistepilveä 
kierrettiin ω-, φ-, κ-kiertokulmina yhteensä 0,044° verran. 
 
Yhteensovituksen jälkeen kuvilta ja laserkeilausaineistosta määritetyt 3D-vastinpisteet poik-
kesivat toisistaan keskimäärin 1,9 cm toisistaan (taulukko 18). Tämä ero koostui pääosin 
vaakasuuntaisesta erosta, tähyksille mitatut korkeuskoordinaatit poikkesivat keskimäärin 
vain 0,3 cm toisistaan. Referenssipisteiden osalta aineistojen yhteensovittamisen tarkkuus 
oli keskimäärin 4,5 cm, joka koostuu 4,0 cm suuruisesta vaakasuuntaisesta erosta ja 1,2 cm 
korkeuserosta. Referenssipisteelle R6 mitatut vastinpisteet erosivat eniten toisistaan, 10,7 
cm. Jos referenssipiste R6 jätetään tarkastelun ulkopuolelle, referenssipisteille R1-R5 mita-
tuille 3D-vastinpisteiden keskimääräiseksi tarkkuudeksi saadaan 3,2 cm. 
 
Kuvien ja laserpistepilven yhteensovituksen tarkkuutta kuvatasolla tutkittiin vertaamalla 
vastinpisteistä tehtyjen kuvahavaintojen ja niitä vastaavien kuvatasolle projisoitujen laser-
pisteiden kuvakoordinaatteja keskenään (taulukko 19). Yhteensovitukseen käytettyjen tä-
hysten pikselivirheeksi saatiin 2,3 pikseliä ja referenssipisteiden osalta 3,0 pikseliä. Ilman 
referenssipistettä R6 referenssipisteiden pikselitarkkuus on 2,1 pikseliä. Vaakasuuntaiset 
pikselivirheet olivat suurempia kuin korkeussuuntaiset. Tähysten kuvakoordinaattien pikse-
livirheet olivat vaakasuunnassa 2,2 pikseliä ja korkeussuunnassa 0,5 pikseliä, referenssipis-
teiden osalta puolestaan 2,4 ja 1,4 pikseliä.  
 
Kuvien ja laserkeilausaineiston yhteensovittaminen on onnistunut tarkasti (kuva 33). Väri-
tetystä laserpistepilvestä, jonka pistetiheys on 1 cm luokkaa, on vaikea löytää aineistojen 
yhteensovituksesta johtuvia väriarvojen virheellisiä määrityksiä. Joitakin kuvien ja laserpis-
teiden välisistä kohteista taustalla oleville laserpisteille heijastuneita väriarvoja ei ole onnis-
tuttu korjaamaan manuaalisesti. Lisäksi esimerkiksi Kuokkalan sillan katulamppujen ylä-
osille ei voitu määrittää väriarvoja, koska ne rajoittuivat kuva-alueen ulkopuolelle. Kuvasta 
34 nähdään, että pystysuuntaisten, tasomaisten kohteiden mallintaminen on onnistunut hyvin 
kuva-aineiston avulla teksturoidussa 3D-mallissa. Muiden kohteiden kuvaaminen 3D-mal-
lissa, joka muodostettiin yhdestä suunnasta laserkeilatun pistepilven avulla, osoittautui kui-
tenkin hankalaksi tehtäväksi Agisoft Photoscan -ohjelmistolle. Teksturoinnin tarkkuus on 
hyvä kuvissa näkyville kohteille. 
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8 Johtopäätökset 
 
Tämän työn tavoitteena oli hyödyntää fotogrammetrisia menetelmiä liikkuvalta alustalta 
tuotetun laserkeilausaineiston visualisoimisessa. Työn kokeellisessa osuudessa 16 mm kiin-
teän polttovälin objektiivilla varustettu Nikon D7100 järjestelmäkamera liitettiin osaksi mo-
biilikartoitusjärjestelmää, jonka komponentteina ovat kameran lisäksi GNSS-vastaanotti-
mien ja inertiajärjestelmän muodostama paikannusjärjestelmä, laserkeilain sekä monikei-
lainkaikuluotain. Kuva-aineiston suoran georeferoinnin mahdollistamiseksi suoritettiin jär-
jestelmäkalibrointi, johon sisältyi kameran kalibrointiparametrien eli sisäisen orientoinnin ja 
linssivirheiden ratkaiseminen, kameran ja alustan keskinäinen orientointi sekä aikasynkro-
nointi kameran ja paikannusjärjestelmän välillä. Koska kameraa ja laserkeilainta ei synkro-
noitu suoraan keskenään, näiden kartoitussensorien tuottamat itsenäiset aineistot oli rekiste-
röitävä samaan koordinaatistoon ennen laserpistepilven värittämistä tai laserpisteistä muo-
dostuvan 3D-pintamallin teksturointia. Aineistojen väliseen yhteensovitusprosessiin kuului-
vat kuvien yhteensovitus SfM-tekniikkaan perustuen käyttäen Agisoft Photoscan -ohjelmis-
toa sekä vastinpisteiden avulla tehty yhdenmuotoisuusmuunnos, jossa laserpistepilven koor-
dinaatit sovitettiin kuva-aineiston suhteen. 
 
Kameran kalibroinnissa vertailtiin keskenään neljää eri kalibrointimenetelmää: Matlab- ja 
OpenCV-shakkilautakalibrointeja, Agisoft Photoscan -ohjelmistolla toteutettua itsekalib-
rointia sekä iWitness-kalibrointia. Kalibrointimenetelmien vertailun perusteella iWitness-
kalibrointi antoi parhaan pikselitarkkuuden ja vaikutti luotettavimmalta menetelmältä kame-
ran sisäisen orientoinnin ja linssivirheiden parametrien määrittämiseksi. Mittaveneellä teh-
dyt mittaussessiot päätettiin kuitenkin suorittaa Agisoft Photoscan -ohjelmistolla toteutetun 
itsekalibroinnin avulla, koska kameran kalibrointiparametrit olivat muuttuneet noin 3 kuu-
kautta vanhasta iWitness-kalibroinnista, jonka jälkeen kameran objektiivi irrotettiin kertaal-
leen. ”Agisoft PS”-menetelmä osoittautui kalibrointiparametrien määrittämisen toistettavuu-
den kannalta luotettavimmaksi metodiksi, mutta sen ratkaisu kameravakiolle poikkesi mer-
kittävästi muiden kalibrointimenetelmien ratkaisuista. Pieni kameravakion arvo on saattanut 
vaikuttaa merkittävästi kuvien georeferoinnin ja kohteiden fotogrammetrisen kartoittamisen 
tarkkuuteen muihin kalibrointimenetelmiin nähden. 
 
Kameran ja alustan keskinäinen orientointi (alustakalibrointi) ratkaistiin kaksivaiheisessa 
prosessissa, jossa testikentästä otetun kalibrointikuvan ulkoista orientointia verrattiin suo-
raan kuvanottohetken GNSS/INS-havaintojen perusteella määritettyyn alustan ulkoiseen 
orientointiin. Alustakalibroinnissa testattiin, kuinka erilaiset kameran kalibrointiparametrit 
ja variaatiot tähyksistä tehtävissä kuvahavainnoissa vaikuttivat kalibrointikuvan ulkoisen 
orientoinnin määrittämiseen. Kameran kalibrointimenetelmissä määritettyjen ratkaisujen 
keskihajontojen perusteella lasketut variaatiot kalibrointikuvan projektiokeskuksen sijain-
nille ja kiertoasemalle pysyivät maltillisina, mutta kameran kalibrointimenetelmän valin-
nalla huomattiin olevan suuri vaikutus kuvien ulkoisiin orientointeihin. ”Agisoft PS”-mene-
telmän kalibrointiparametrien avulla määritetty kalibrointikuvan projektiokeskuksen sijain-
nin ratkaisu poikkesi 1,9-2,5 cm muiden menetelmien ratkaisuihin nähden. Tämä poikkeama 
tapahtui pääosin vaakasuuntaisesti. Kalibrointikuvan kiertoaseman määrityksessä havaittiin 
kaikkien kalibrointimenetelmien kesken merkittäviä 0,01-0,05° vaihteluita. Tähyksistä teh-
tävät kuvahavainnot vaikuttivat tulosten perusteella kalibrointikuvan kiertoaseman määri-
tykseen noin 0,01° verran (”Agisoft PS”-menetelmän kalibrointiparametreilla), mutta vaiku-
tukset projektiokeskuksen sijaintiin olivat mitättömiä. Paikannusjärjestelmän laadulla on 
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myös suuri vaikutus järjestelmäkalibroinnin onnistumisessa. Valmistajan ilmoittamien arvo-
jen perusteella GNSS/INS-havaintojen tarkkuus on projektiokeskuksen sijainnille noin 8 
mm vaakasuunnassa ja 15 mm korkeussuunnassa sekä 0,015° kiertoaseman osalta, kun käy-
tetään jälkilaskettuja GNSS/INS-havaintoja. Lisäksi täytyy huomioida, että myös geodeet-
tisten mittausten tarkkuus testikentän tähysten 3D-kohdekoordinaattien määrityksessä vai-
kuttaa olennaisesti järjestelmäkalibroinnin lopputulokseen. 
 
Kameran ja paikannusjärjestelmän välisen aikasynkronoinnin toteuttamiseksi testattiin kahta 
hyvin erilaista menetelmää kameran latenssin määrittämiseksi. Karkeassa menetelmässä ka-
meran laukaisusignaalin aikaa verrattiin kuvaan tietokoneen näytöllä juoksevasta GPS-
ajasta. Myöhemmin kameran latenssin arvoa hienosäädettiin minimoimalla Agisoft Photos-
can -ohjelmiston ilmoittama kuvien georeferoinnin sisäinen virhe kuvien yhteensovituksessa 
sekä projektiokeskuksen sijainnin että kuvien kiertoaseman osalta. Karkeassa menetelmässä 
määritetty kameran latenssin arvo osoittautui liian pieneksi. Menetelmien välinen ero saattaa 
johtua systemaattisesta virheestä karkeassa aikasynkronoinnissa, kuten tietokoneen näytöllä 
mahdollisesti viiveellä juoksevasta GPS-ajasta. Jos virhe on systemaattinen, karkeaa ai-
kasynkronointimenetelmää voidaan soveltaa jatkossa toteutettavissa aikasynkronoinneissa 
lisäämällä kameran latenssin arvoon tässä työssä havaittu ero menetelmien välillä (mikäli 
karkea aikasynkronointi toteutetaan samantyyppisellä tietokoneella). Tämän idean hyödyn-
täminen vaatii kuitenkin jatkotutkimusta.  
 
Kuvien georeferoinnin ja fotogrammetrisen kartoituksen tarkkuutta tutkittiin Tiiliseinä-tes-
tikentän geodeettisesti mitattujen tähysten ja niistä tehtyjen kuvahavaintojen avulla. Kuvien 
georeferointi poikkesi tähysten avulla georeferoidusta referenssiaineistosta projektiokeskus-
ten sijainneissa 2,0 cm ja kiertoasemissa 0,34°. Kuvien yhdistämisen jälkeen poikkeamat 
pienenivät arvoihin 1,3 cm ja 0,33°. Kuvien kiertoasemien osalta poikkeama on suuri ver-
rattuna järjestelmäkalibroinnin osaprosesseille ja GNSS/INS-havainnoille määritettyihin 
tarkkuuksiin. Virhettä saattaa syntyä kameran uudelleenkiinnityksessä, jossa etenkin kame-
ran kiertoasema voi muuttua hieman. Uudelleenkiinnityksessä tapahtuvan virheen minimoi-
miseksi voidaan kameralle hankkia vakaampi kiinnitysalusta. Tähysten fotogrammetrisesti 
määritetyt 3D-kohdekoordinaatit poikkesivat geodeettisesti mitatuista arvoista keskimäärin 
3,4 cm, kun käytettiin yksittäisten mittalinjojen ratkaisuja. Kohteiden fotogrammetrisen kar-
toituksen absoluuttinen tarkkuus oli hyvä ja samassa mittaluokassa aikaisempien tutkimus-
ten kanssa, vaikka käytössä oli vain yhden kameran järjestelmä. Toisaalta mallinnettava 
kohde oli optimaalinen fotogrammetriseen kartoitukseen: tiiliseinä tarjoaa hyvän tekstuurin 
avainpisteiden määrittämistä varten, mittalinjat olivat lähes suoria ja kartoitettavien tähysten 
etäisyydet kamerasta olivat vain kymmenen metrin luokkaa. Vesistöillä tapahtuvissa mit-
taussessioissa kuvausympäristöt ovat tyypillisesti kuvien yhteensovittamisen kannalta vaa-
tivampia. 
 
Kuva- ja laserkeilausaineiston yhdistämistä tutkittiin Jyväskylässä Kuokkalan sillan lähiym-
päristössä toteutetussa maastotestissä. Alueen luonnollisten kohteiden avulla määritettyjen 
referenssipisteiden perusteella kuva- ja laserkeilausaineistot poikkesivat toisistaan merkittä-
västi etenkin korkeussuunnassa (noin 14 cm). Koska liitteen 2 mukaan kuvien ulkoiset orien-
toinnit onnistuivat melko tarkasti (sijaintivirhe keskimäärin 3,1 cm, kulmavirhe 0,15° ω-, φ-
, κ-kiertokulmina), voi laserkeilaimen kalibrointi sisältää epätarkkuuksia. Kuva- ja laserkei-
lausaineistojen yhteensovituksen jälkeen saavutettiin 4,5 cm sijaintitarkkuus kohdekoordi-
naatistossa ja 3,0 pikselin tarkkuus kuvatasolla. Yhteensovittamisen luotettavuutta voidaan 
parantaa lisäämällä liitospisteitä yhteensovitukseen.  
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Laserpistepilven visualisointi kuva-aineiston perusteella määritetyillä RGB-väriarvoilla on-
nistui tarkasti. Kameran huomattiin olevan asennettu liian alaviistoon, jolloin jotkin kohteet 
rajoittuivat kuvan ulkopuolelle. Laserpisteiden avulla luotujen 3D-pintamallien muodosta-
mista vaikeutti huono kuvaus- ja skannausgeometria. Monien kohteiden, kuten kaiteiden ja 
pylväiden, kolmiulotteinen mallintaminen ei onnistu tarkasti yhdestä suunnasta hankituilla 
kuva- ja laserkeilausaineistoilla. Georeferoitujen kuvien avulla luoduista 3D-pintamalleista 
voidaan kuitenkin poimia esimerkiksi seinämiä ja muita tasomaisia, pystysuuntaisia kohteita 
hyvällä tarkkuudella. 
 
Tärkeimmäksi jatkokehityskohteeksi jäi kameran kiinnitystelineen uusiminen sellaiseksi, 
että kuvaus ja laserkeilaus voidaan suorittaa samanaikaisesti. Lisäksi kameran pitch-kulma 
tulee asettaa lähemmäksi vaakatasoa, jolloin korkeat kohteet mahtuvat paremmin kuva-alu-
eelle. Jatkokehityskohteeksi jäi myös laserpisteiden värjäämisen automatisointi. Tässä 
työssä estemäisten kohteiden väriarvot määrittyvät myös esteiden takana oleville laserpis-
teille. Tämä voidaan välttää käyttämällä kuvan yksittäinen pikseli vain kuvan projektiokes-
kusta lähimmälle laserpisteelle. Kuvan kokoa voidaan joutua pienentämään, tarvittaessa 
etäisyyden funktiona. Lisäksi yksittäisiltä kuvilta väritettyjen laserpisteiden yhdistämiseksi 
tarvitaan funktio optimaalisen väriarvon määritystä varten. Se voisi perustua esimerkiksi ku-
van projektiokeskuksen ja laserpisteen välisen etäisyyden minimointiin. 
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