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Capítulo 1
Introducción
1.1. Preámbulo: Variables de Clebsch y ligaduras
de Lin en fluidos incompresibles.
El problema que vamos a analizar en esta memoria tiene sus orígenes en el
estudio de principios variacionales para fluidos.
El problema que dio lugar históricamente a la introducción de las llamadas
variables de Clebsch y las ligaduras de Lin, es el análisis de la derivación a par-
tir de un principio variacional, de las ecuaciones de Euler para un fluido ideal
incompresible en una región Ω ∈ Rn (n típicamente 2 ó 3) con frontera ∂Ω que
supondremos fija y regular, descrito por un campo de velocidades v(x, t), que
satisface la ecuación de Euler:
∂v
∂t
+ (v · ∇) · v = −1
ρ
∇p ; v = v(x, t),
x ∈ Ω ⊂ Rn, n = 2, 3, v ‖ ∂Ω, div v = 0,
ρ = cte.
(1.1)
En esta descripción Euleriana de la dinámica de un fluido no es trivial estable-
cer las ecuaciones del movimiento a partir de un principio variacional. Recordemos
que los principios variacionales nos ayudan a establecer teoremas que prueban la
existencia de soluciones de las ecuaciones de Euler-Lagrange, lo cual resulta par-
ticularmente difícil para las ecuaciones (1.1), constituyendo incluso hoy en día un
problema abierto en general.
El principio variacional natural para el problema (1.1) consistiría en considerar
la densidad lagrangiana:
L(v, ρ) =
1
2
ρ v2 − ρ (e+ U)
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que representa la energía cinética de un elemento de volumen del fluido menos su
energía potencial, así e representaría la energía interna del fluido y U su energía
potencial mecánica (por tanto, para fluidos libres U = 0).
Sin embargo, el funcional
S(v, ρ) =
∫ T
0
dt
∫
Ω
dnx (
1
2
ρ v2 − eρ) (1.2)
definido en un cierto espacio de funciones v(x, t), ρ(x, t) junto con las condiciones
(ligaduras), v ‖ ∂Ω y ∂ρ
∂t
+ div(ρ v) = 0, conduce tras una rápida (y heurística)
aplicación del teorema de los multiplicadores de Lagrange al funcional extendido:
S(v, ρ, φ) =
∫ T
0
dt
∫
Ω
dnx
[(
1
2
ρ v2 − eρ
)
+ φ
(
∂ρ
∂t
+ div(ρ v)
)]
del que se obtienen las ecuaciones:
v = ∇φ,
∂ρ
∂t
+ div(ρ v) = 0,
∂φ
∂t
+ (v · ∇)φ = 1
2
v2 − e.
(1.3)
Nótese que el campo de velocidades v es potencial (1.3), por lo que sólo pode-
mos obtener como soluciones de las ecuaciones de Euler, fluidos irrotacionales:
∇∧ v = 0.
En 1963 Lin [Li63] propuso un principio variacional modificando (1.2) que per-
mite obtener directamente la representación de Clebsch del campo de velocidades
de un fluido en la forma [La32]:
v = ∇φ+ λ∇µ (1.4)
con λ, µ, φ ∈ C∞(Ω). Las funciones λ y µ se denominan variables de Clebsch y φ
la función potencial de v.
La idea de Lin consiste en utilizar la representación Lagrangiana del fluido.
Esta representación se obtiene pensando que la posición x a tiempo t de una
partícula de fluido se obtiene por medio de un difeomorfismo φt que nos trans-
forma la posición X de la partícula a tiempo t = 0, en la posición actual. Esta
transformación es invertible, y así podemos escribir:
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X = φ−1t (x(t)) ≡ X(x, t).
Pero X es fijo por lo que dX/dt = 0; y por tanto
0 =
dX
dt
=
∂X
∂t
+ (v · ∇)X, (1.5)
por lo que obtenemos unas ligaduras naturales a partir de la representación La-
grangiana del fluido.
De hecho, no es necesario utilizar todas las ligaduras anteriores. Si denotamos
por µ a la primera componente de X, podemos introducir la ligadura de Lin (1.5)
a través de un multiplicador de Lagrange λ, y tendríamos entonces un nuevo
funcional extendido:
SL(v, ρ, φ, λ, µ) ≡ SL =
∫ T
0
dt
∫
Ω
dnx
[
1
2
ρv2 − eρ+
+φ
(
∂ρ
∂t
+ div(ρv)
)
+ λ
(
∂µ
∂t
+ v · ∇µ
)]
.
Cuya variación nos proporciona rápidamente las ecuaciones:
ρv − ρ∇φ+ λ∇µ = 0,
∂φ
∂t
+ v · ∇φ+ e− 1
2
v2 = 0,
∂ρ
∂t
+ div(ρv) = 0,
∂µ
∂t
+ v · ∇µ = 0,
∂λ
∂t
+ div(λv) = 0.
(1.6)
De donde obtenemos la representación de Clebsch del campo de velocidades
v:
v = ∇φ− λ
ρ
∇µ.
Por tanto para un fluido incompresible (ρ=cte.), las ecuaciones dinámicas del
fluido se convierten en:
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
v = ∇φ− λ
ρ
∇µ; (ρ = cte; div v = 0),
∂φ
∂t
+ v · ∇φ+ e− 1
2
v2 = 0,
∂µ
∂t
+ v · ∇µ = 0,
∂λ
∂t
+ div(λv) = 0,
(1.7)
que son equivalentes a las Ecuaciones de Euler iniciales (1.1).
En los trabajos, [Ce87a] Cendra y Marsden y [Ce87b] Cendra, Ibort y Mars-
den, acometieron la tarea de clarificar el sentido de las manipulaciones anteriores,
usando para ello una construcción geométrica que permitía interpretar las liga-
duras de Lin como una condición de horizontalidad respecto de una conexión en
un espacio auxiliar, el espacio de las variables de Clebsch λ, µ. Estas ideas permi-
tieron una descripción elegante de la teoría anterior para el problema de un fluido
incompresible y a su vez pueden ser aplicadas a gran variedad de situaciones con
dificultades topológicas adicionales.
Es significativo reseñar que el análisis de Lin permitió una notable simplifi-
cación por ejemplo en el análisis de las propiedades del HeII superfluido. Volvien-
do a las cuestiones relativas a las complicaciones topológicas que pueden exhibir
los sistemas, es notable señalar que la representación de Clebsch del campo de
velocidades de un fluido no incluye todas las posibles configuraciones de éste. Si
definimos la helicidad H de un campo de velocidades v como:
H =
∫
Ω
v(x, t) ∧ ω(x, t)dnx
obtenemos que si ω = ∇λ ∧∇µ, entonces H = 0. Por otro lado, sabemos que en
un fluido con líneas de vorticidad anudadas (topología no trivial) la helicidad es
no nula H 6= 0 [Mo90].
Algunos problemas en dinámica de fluidos ó medios continuos en los que las
ideas geométricas que constituyen el armazón de esta memoria se pueden aplicar
(ó ya han sido aplicados) son:
Fluidos homogéneos incompresibles.
Fluidos ideales compresibles.
Fluidos estratificados.
Plasmas.
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Superconductores y superfluidos.
Elasticidad.
Problemas de fluidos con fronteras libres.
Magneto hidrodinámica (MHD), etc.
1.2. Sistemas con simetría: El sólido rígido
Un ingrediente fundamental, aunque oculto, en la discusión anterior de la for-
mulación variacional para un fluido incompresible es la existencia de un grupo G
de simetrías del sistema. De hecho la respuesta correcta a alguna de las cuestiones
anteriores surge cuando consideramos la descripción del sistema en su formulación
lagrangiana. El espacio de configuraciones Q es entonces el grupo de difeomor-
fismos G = Diff(Ω) de la región Ω y el lagrangiano L es la energía cinética del
fluido L(φ, φ˙) =
∫
Ω
1
2
‖φ˙ φ−1‖ dx .
Dicho lagrangiano es invariante con respecto a la acción del propio grupo
de difeomorfismos actuando a derechas en el espacio de configuraciones, esto es
L(φ ◦ ψ, φ˙ ◦ ψ) = L(φ, φ˙).
Por otra parte, los sistemas Lagrangianos con simetría tienen propiedades
estructurales que han sido ampliamente usadas en el estudio de la naturaleza
cualitativa de sus soluciones. Este fue el trabajo que realizaron entre muchos otros
J. E. Marsden y A. Weinstein [Ma74] sobre reducción de sistemas simplécticos con
simetría donde agruparon y mejoraron las ideas clásicas sobre simetría, abriendo
así una nueva puerta para la comprensión sistemática de las estructuras de algunos
de los sistemas paradigmáticos en ecuaciones diferenciales y en mecánica, por
ejemplo el sólido rígido y las ecuaciones de Euler. Pronto se comprobó que tales
sistemas podían ser obtenidos por reducción de sistemas Lagrangianos simples
con simetría, usualmente definidos sobre el fibrado tangente de un grupo de Lie
(finito ó infinito dimensional) ó, más generalmente, sobre un fibrado principal
sobre algún espacio de configuraciones. Esta idea ha sido ampliamente usada
para describir una gran clase de sistemas, que comprenden desde la física del
plasma hasta la elasticidad, y otros muchos problemas en medios continuos. Una
contribución reciente importante a este campo ha sido la comprensión intrínseca
de la reducción de las ecuaciones de Euler-Lagrange y de algunas de las estructuras
más importantes asociadas a ella (ver [Ce01a], [Ce01b] y las referencias contenidas
en ellas para una visión panorámica de estas ideas).
El sólido rígido constituye un magnífico ejemplo en dimensión finita, donde
todas las ideas anteriores se encuentran condensadas. La formulación lagrangiana
de un sólido rígido se realiza sobre el espacio de configuraciones dado por el
grupo G = SO(3). La energía cinética está definida por una métrica invariante
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en el grupo caracterizada por una forma bilineal simétrica y definida positiva en
TISO(3).
Usando la métrica natural del grupo SO(3), dada por 〈A,B〉 = −Tr(ATB) el
lagrangiano del sistema se escribirá como:
L(R, R˙) =
1
2
〈R˙R−1, IR˙R−1〉 (1.8)
donde R˙ ∈ TRSO(3), Ω = R˙R−1 ∈ so(3) es ahora una matriz 3×3 antisimétrica.
Nótese que el lagrangiano anterior es invariante bajo la acción de SO(3) por la
derecha.
Un sencillo cálculo muestra que las ecuaciones de Euler-Lagrange del funcional
S =
∫ T
0
L(R, R˙) dt adoptan la forma de las bien conocidas ecuaciones de Euler:
R˙ = ΩR ; IΩ˙ = [Ω, IΩ].
Sin embargo, si utilizamos la invarianza del lagrangiano para escribir las ecua-
ciones del movimiento en TSO(3)/SO(3) ∼= so(3) obtenemos, al igual que en el
caso de las ecuaciones de un fluido incompresible, que la variación del princi-
pio variacional reducido
∫ T
0
l(Ω) dt =
∫ T
0
1
2
〈Ω, IΩ〉 dt conduce a las ecuaciones
triviales Ω = 0.
Recuperamos las ecuaciones de Euler observando que la definición de la veloci-
dad angular Ω = R˙R−1, establece que sus variaciones no pueden ser arbitrarias
sino de la forma ∂Ω = η˙ + [η,Ω], con η(t) ∈ so(3) y η(0) = η(T ) = 0.
La introducción de variables de Clebsch adecuadas y las correspondientes
ligaduras de Lin permiten resolver de nuevo este problema elegantemente, como
veremos más adelante.
En cualquier caso, la teoría que desarrollaremos en esta memoria será para
sistemas mecánicos, de tal manera que reduciremos las dificultades analíticas al
mínimo y nos concentraremos en los aspectos geométricos del problema. Aunque
excluiremos de esta manera del análisis, el problema de los fluidos presentado en la
sección anterior, las ideas geométricas que emergen se pueden aplicar directamente
a ellos. Dicho trabajo se realizará en un futuro inmediato.
1.3. Control óptimo y sistemas lagrangianos con
simetría: El sólido rígido de nuevo
El interés del estudio del sólido rígido no termina en la discusión anterior.
En un breve pero interesante artículo Bloch, Crouch, Holm y Marsden [Bl00] re-
alizaron la observación de que ciertos problemas lagrangianos con simetría pueden
interpretarse como problemas de control óptimo, y al aplicar en ellos el Principio
del Máximo de Pontryagin obtener nuevas interpretaciones de las ecuaciones del
movimiento.
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Ilustraremos esta idea de nuevo tomando el sólido rígido descrito por el la-
grangiano anterior en TSO(3), ecuación (1.8).
Sin embargo, ahora consideraremos el problema de control óptimo en SO(3)
con ecuación de control R˙ = ΩR y funcional objetivo l(Ω) = 1
2
〈Ω, IΩ〉 donde Ω
representa ahora los controles del problema. Usando el principio del máximo de
Pontryagin, obtenemos que si R(t) es una trayectoria optimal, entonces existirá
P (t) ∈ T ∗SO(3) tal que
R˙ =
∂H
∂P
, P˙ = −∂H
∂R
(1.9)
donde H(R,P,Ω) = 〈P,ΩR〉 − l(Ω) es el Hamiltoniano de Pontryagin.
Además, la síntesis optimal se obtendrá a través de la ecuación
∂H
∂Ω
= 0,
por tanto
IΩ = PRT −RP T (1.10)
que junto con las expresiones explícitas para las ecuaciones (1.9) nos proporcionan
las ecuaciones en T ∗SO(3) equivalentes a las ecuaciones de Euler:
R˙ = ΩR, P˙ = ΩP.
Estas ecuaciones constituyen la llamada representación simétrica de las ecuaciones
del sólido rígido [Bl98].
Nótese que si calculamos, IΩ˙ con la ayuda de la síntesis optimal, ecuación
(1.10) obtenemos de nuevo las ecuaciones de Euler.
Esta sencilla observación establece que un problema lagrangiano con simetría
puede considerarse como un problema de control, pero también viceversa. Pode-
mos estudiar una interesante clase de problemas de control óptimo como pro-
blemas lagrangianos con simetría. En el transcurso de este análisis, intentaremos
dilucidar qué relación existe entre esta observación de Bloch, Crouch, Holm y
Marsden y la teoría de reducción de principios variacionales con simetría. Como
consecuencia de este análisis, en el capítulo 4 probaremos que existe una estrecha
relación entre la construcción anterior y la teoría de variables de Clebsch y liga-
duras de Lin. Esta dualidad entre sistemas lagrangianos con simetría y una clase
de sistemas de control óptimo que extiende el problema del sólido rígido, con-
stituye uno de los temas centrales de este trabajo, dualidad que denominaremos
reciprocidad de Lagrange-Pontryagin asociada a un grupo G.
1.4. Objetivos
Podemos resumir la discusión de los apartados anteriores, diciendo que en
esta tesis nos planteamos por un lado como objetivo fundamental el profundizar
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en la relación existente entre la formulación a la Clebsch/Lin de los principios
variacionales con simetría y la teoría de la reducción de sistemas Lagrangianos y
Hamiltonianos con simetría. Por otro lado, siguiendo la observación en los artícu-
los recientes [Bl98] y [Bl00] nos plantearemos dilucidar la relación existente entre
la reciprocidad de Lagrange-Pontryagin, la teoría de reducción de principios varia-
cionales con simetría y la teoría de variables de Clebsch y ligaduras de Lin.
1.5. Algunas ideas, técnicas y organización de la
memoria.
En esta memoria combinaremos varias ideas para avanzar en la resolución de
los problemas y objetivos propuestos.
a) Por un lado, recurriremos a una formulación analítica de los principios varia-
cionales. Para ello utilizaremos ideas de análisis global tales como la construcción
de variedades Hilbertianas de espacios de curvas, etc. De esta manera, ganaremos
en precisión analítica sin descuidar la intuición geométrica, que se trasladará en
muchas ocasiones de manera natural, de los espacios de dimensión finita usados
para la construcción de la teoría (espacios de configuraciones, grupos de Lie de
simetría, etc.), a los correspondientes espacios de curvas (ver por ejemplo [Ib96]).
Esta aproximación al problema ya ha sido utilizada por diversos autores (ver por
ejemplo [Kl78], [Fl89]) y de ellos tomaremos prestados resultados y notaciones.
Un primer uso extensivo de estas ideas y técnicas de análisis global fue realizado
en la Tesis de M. Delgado [De04]. Es posible sin embargo realizar un análisis
tradicional de los principios variacionales introduciendo en cada caso la noción
apropiada de variación y calculando la variación del correspondiente principio
variacional, sin embargo la justificación en cada caso del uso de un teorema de
los multiplicadores de Lagrange resulta tediosa. En esta memoria estableceremos
una formulación de dicho teorema que puede aplicarse con seguridad en todos los
casos y que resulta bastante transparente (ver sección 2.3.2.).
b) Para el estudio y discusión de los problemas de control óptimo utilizaremos
la formulación presimpléctica desarrollada en varios trabajos anteriores [De03a],
[De03b] y [De08]. Dicha formulación se inspira en la formulación geométrica de-
sarrollada por E. Martínez y C. López [Lo99], [Lo00], [Mr99] y que proporciona
una equivalencia entre las condiciones diferenciales de primer orden del Principio
del Máximo de Pontryagin y un sistema Hamiltoniano presimpléctico. A partir
de dicha representación ciertos problemas difíciles de analizar como las solucio-
nes singulares se vuelven transparentes. En este trabajo profundizaremos dicho
análisis al considerar no solamente la formulación presimpléctica, sino que am-
pliaremos el foco y consideraremos la formulación del Principio del Máximo de
Pontryagin a través de estructuras de Dirac siguiendo las ideas precursoras de
Marsden y Yoshimura [Yo07a], [Yo07b], [Yo09].
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c) Por otro lado, ya hemos resaltado que una característica fundamental de
los problemas que estamos considerando es que se trata siempre de sistemas con
simetría. Una idea subyacente a parte de este trabajo, se obtiene de la construc-
ción de Borel, que permite analizar propiedades de un espacio cociente a partir del
uso de espacios auxiliares. Así, si X es una variedad diferenciable y G un grupo
de Lie que actúa en ella por la derecha quisiéramos estudiar las propiedades del
espacio de órbitas X/G ó clases de equivalencia en X introducidas por la acción
del grupo G.
Ahora, debido a la sucesión exacta larga de homotopía:
1→ pi0(F )→ pi0(X)→ pi0(X/G)→
→ pi1(F )→ pi1(X)→ pi1(X/G)→ . . .→
→ pik(F )→ pik(X)→ pik(X/G)→ pik+1(F )→ . . .
donde F denota la fibra standard de la aplicación de proyección pi : X //X/G,
cuando X es un espacio contractible, tenemos que:
pik(X/G) ∼= pik+1(F ), k = 0, 1, ...
Si además, G actúa libremente sobre X, entonces la fibra de pi es difeomorfa a
G, y la topología de X/G es computable en términos de la topología de G. Consid-
eraremos entonces la construcción de Borel: Sea M un G-espacio por la derecha.
Un modo de entender la estructura del espacio cociente M/G es considerar un
G-espacio auxiliar X donde G actúa libremente, por ejemplo un espacio universal
clasificante para G. Entonces, consideraremos el espacio producto M ×X con la
acción natural:
Φ: (M ×X)×G //M ×X
((m,x), g)Ã (mg, g−1x)
(Notar que la acción de G sobre M × X es libre). Denotaremos al espacio
cociente MG := M ×G X = (M × X)/G. A los elementos del espacio cociente
[m,x] = {(mg, g−1x)|g ∈ G} los denotaremos en lo que sigue simplemente por:
mx := [m,x].
M
pi
²²
M ×XpMoo
Π
²²
pX // X
p
²²
M/G M ×G XpiMoo piX // G\X
Que el espacioX sea contractible implica queM es un retracto de deformación
de M×X. Lo mismo ocurre para M/G con respecto al cociente equivariante MG.
Por tanto, la cohomología equivariante de M con respecto a G es la cohomología
del espacio MG, luego H∗G(M) = H∗(MG).
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En nuestro trabajo nos inspiraremos en esta aproximación al problema de
estudiar espacios cocientes ya que en lugar de trabajar directamente con ellos,
usaremos G-espacios auxiliares con buenas propiedades, y los utilizaremos para
construir nuevos espacios, que llamaremos espacios de Clebsch, donde podamos
trasladar las cuestiones que estamos analizando de manera que ganen en claridad
ó nos ofrezcan nuevas perspectivas. A las coordenadas de los espacios de Clebsch
las llamaremos variables de Clebsch.
d) Finalmente utilizaremos la teoría de conexiones y transporte paralelo en
fibrados principales y asociados para la realización de diversas construcciones,
cálculos y ejemplos. Dichas ideas serán revisadas de manera resumida cuando sea
necesario.
Capítulo 2
El problema del cálculo de
variaciones con simetría.
En este capítulo se realizará una discusión general sobre el problema de la
determinación de los máximos y mínimos de funciones invariantes restringidas a
subvariedades, que constituyen el marco natural para el estudio de los problemas
en optimización y mecánica con simetría.
2.1. El problema del cálculo de variaciones en mecáni-
ca
2.1.1. El problema general del cálculo de variaciones
El problema del cálculo de variaciones consiste en la determinación de los
mínimos (ó máximos) de un funcional S de la forma:
S =
∫
Ω
L(x, ϕ, ϕx, ...) d
nx (2.1)
donde x ∈ Ω ∈ Rn, en un espacio de funciones ϕ : Ω //Rm llamados los campos
de la teoría (suficientemente regulares para que las derivadas ϕx, ϕxx,... tengan
sentido) y L(x, ϕ, ϕx, ...) es una densidad, llamada lagrangiana ó lagrangiano de
la teoría.
Determinar el espacio de funciones ϕ en Ω donde buscar los mínimos de S es en
general parte del problema en el sentido que, en principio, podemos tratar de usar
un espacio de funciones X suficientemente grande donde garantizar la existencia
de mínimos de S, y posteriormente intentar probar que dichos mínimos tienen
determinadas propiedades de regularidad, esto es, pertenecen efectivamente a
un espacio mucho más pequeño de funciones. En muchas ocasiones el espacio
X escogido para resolver el problema tendrá buenas propiedades topológicas, e
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incluso muchas veces podremos suponer que se trata de un espacio de Banach y
poder aplicar entonces resultados potentes del análisis funcional.
Así, de manera muy general, supondremos que el funcional S es una función
S : X //R : ϕÃ S(ϕ) definida en un espacio de Banach X, de la que queremos
determinar un elemento ϕ∗ ∈ X tal que
S(ϕ∗) = ı´nf
ϕ∈X
S(ϕ). (2.2)
2.1.2. Métodos directos
En algunas ocasiones es posible probar directamente la existencia de máximos
ó mínimos de S, utilizando exclusivamente propiedades de X y del funcional S
(a continuación daremos un teorema típico de este tipo), aunque en general, tal
procedimiento es inaplicable y nos hemos de limitar a determinar indirectamente
los puntos críticos del funcional S, para posteriormente hallar los máximos ó
mínimos (por ejemplo, entre las soluciones de las ecuaciones de Euler-Lagrange
del problema en caso de que seamos capaces de resolverlas).
Un argumento típico que conduce a un teorema de existencia de mínimos de S
(y que contiene muchos de los resultados conocidos en la literatura) es el siguiente:
supondremos que S está acotado inferiormente y por tanto existe el ı´nf S. Si existe
el ı´nf S, existen sucesiones minimizantes, esto es, familias de funciones ϕk tales
que
l´ım
k→∞
S(ϕk) = ı´nf S.
En general dichas sucesiones ϕk no serán convergentes. Debemos por tanto
añadir condiciones a X y S que garanticen la existencia de subsucesiones conver-
gentes de tal sucesión minimizante.
Una de estas condiciones es pedir que el funcional S sea coercivo, esto es, S
ha de ser tal que si ϕk es una sucesión tal que ‖ϕk‖ → ∞, entonces S(ϕk)→∞,
cuando k →∞.
Nótese que entonces si ϕk es una sucesión minimizante, necesariamente
‖ϕk‖ 6M para cierta constante M . Los elementos ϕk de la sucesión estarán por
tanto todos ellos en una bola cerrada de radio M del espacio de Banach X. Si
X es un espacio de Banach reflexivo, tendremos que X = X ′ y por tanto por el
teorema de Alaglou-Banach la bola cerrada es compacta en la topología ω∗ , ó
dicho en otras palabras, existe una subsucesión de ϕk (que denotaremos igual),
que converge débilmente a un cierto elemento ϕ∗ ∈ X, esto es,
l´ımϕk(x) = ϕ
∗(x),∀x ∈ X.
Si pedimos que el funcional S sea inferiormente débilmente semicontinuo, se
verifica que:
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l´ımS(ϕk) ≥ S(ϕ∗)
para toda sucesión ϕk que converge débilmente a ϕ∗ (a veces se denota por
ϕk ⇀ ϕ
∗) y si ϕk es minimizante se tendrá que:
ı´nf(S) = l´ımS(ϕk) ≥ S(ϕ∗)
por tanto S(ϕ∗) = ı´nf S y ϕ∗ = mı´nS, como estábamos buscando. Las
propiedades de convexidad de S ayudan a caracterizar funciones que son dé-
bilmente semicontinuas. Por ejemplo, del teorema de Mazur se sigue que toda
función convexa e inferiormente semicontinua es débilmente inferiormente semi-
continua. Por tanto, en estas condiciones hemos probado el siguiente teorema de
existencia de mínimos:
Teorema 2.1.1 Sea S una función acotada inferiormente, coerciva, inferior-
mente semicontinua y convexa en un espacio de Banach X reflexivo, entonces
S tiene mínimo que se alcanza como límite de sucesiones minimizantes.
Nótese que el resultado anterior no utiliza apenas ninguna propiedad estruc-
tural de la función S y por supuesto tampoco su estructura local (2.1). Se puede
refinar notablemente el resultado anterior utilizando la estructura local del fun-
cional aunque se pueden obtener resultados generales utilizando otras teorías
como la teoría de Morse, técnicas de minimax, teorías de categorías de Liusternik-
Schnierelmann, teorías del índice de Benci ó de Zenhder, teorías de Floer, etc.
No proseguiremos por esta dirección en este trabajo, sino que nos concen-
traremos en funcionales locales del tipo de los que aparecen en los principios
variacionales en mecánica y teoría de control y con una estructura adicional, el
poseer un grupo de simetría.
Sin embargo, antes de continuar en esta dirección, podemos establecer una
versión global del teorema anterior que es válido en problemas no lineales en
mecánica y teoría de control.
El conjunto X denotará ahora una variedad de Banach, es decir una variedad
diferenciable modelada sobre un espacio de Banach E. El ejemplo típico de tales
variedades se obtiene a partir de espacios de curvas (ver sección 2.1.6 más ade-
lante) en una variedad diferenciable M de dimensión finita (ó un grupo de Lie
G) en la que se define una métrica dada por:
d(m,m′) = ı´nf
γ∈Ωm,m′ (M)
∫ 1
0
‖γ˙(t)‖2dt,
donde Ωm,m′(M) es el conjunto de curvas diferenciables a trozos γ : [0, 1] //M
tales que γ(0) = m, γ(1) = m′ y ‖ · ‖ denota la norma inducida por una métrica
riemanniana dada enM . Diremos que una función S : X //R es coerciva si para
toda familia de puntos {xk} ⊂ X, tal que diam{xk} = +∞, entonces {S(xk)} no
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está acotado superiormente (ó l´ım S(xk) = +∞). Se sigue inmediatamente de la
definición el lema siguiente:
Lema 2.1.1 Si S es una función coerciva acotada inferiormente, entonces posee
sucesiones minimizantes acotadas.
Demostración. Si S está acotada inferiormente ∃ ı´nf S < +∞. Sea {xk} una
sucesión minimizante, es decir, que l´ımk→∞ S(xk) = ı´nf S. Si xk no está acotada,
entonces diam{xk} = ∞. Por tanto S(xk) no está acotada y existe una sub-
sucesión xkl tal que l´ıml→∞ S(xkl) = ı´nf S, lo que entra en contradicción con la
existencia de ı´nf(S). 2
Podemos probar entonces fácilmente un análogo global del teorema 2.1.1:
Teorema 2.1.2 Sea X una variedad de Banach reflexiva paracompacta y S una
función acotada inferiormente, coerciva y débilmente inferiormente semicontinua,
entonces S tiene mínimo.
Demostración. La variedad X se dice reflexiva si el espacio de Banach modelo
E es reflexivo. Una pequeña extensión del teorema de Alaglou-Banach permite
probar la existencia de una subsucesión que converge débilmente a un cierto
elemento x∗ ∈ X. Los mismos razonamientos anteriores nos muestran entonces
que x∗ = ı´nf S. 2
2.1.3. Caracterización de puntos críticos: Ecuaciones de Euler-
Lagrange
Tal y como se indicó anteriormente en muchas ocasiones no es posible usar
métodos directos. Sin embargo, es posible caracterizar una familia de puntos a
la que necesariamente pertenecen los máximos ó mínimos que estamos buscando.
Esto ocurre en particular si el funcional S es diferenciable. Si X es un espacio de
Banach (ó una variedad de Banach) y S : X //R es una función diferenciable, es
fácil demostrar que si el punto x0 ∈ X es un extremal de S, entonces dS(x0) = 0.
El conjunto C(S) de puntos x0 ∈ X tal que dS(x0) = 0, se llama conjunto
crítico de S, y dichos puntos son llamados puntos críticos de S. Los valores S(x0),
x0 ∈ C(S), son llamados valores críticos de S.
El análisis de los conjuntos críticos y de los valores críticos para una función
bien escogida proporciona una maravillosa herramienta para estudiar la topología
de la variedad X llamada teoría de Morse.
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2.1.4. El caso del cálculo de variaciones.
En muchas aplicaciones y problemas de interés, la variedad de Banach X es un
espacio funcional, cuyos puntos son funciones ó secciones de fibrados apropiados.
La función S : X //R muy a menudo es un funcional local, es decir, de la forma
descrita en 2.1.1:
S(ϕ) =
∫
Ω
L(ϕ, ϕx, ...) d
nx (2.3)
donde L es una función definida en alguna variedad auxiliar M (ó en algún espa-
cio de jets sobre M). En estas circunstancias algunos de los resultados discutidos
antes, tanto métodos directos como indirectos, pueden ser refinados considerable-
mente.
Para poder fijar el planteamiento de lo que sigue, nos concentraremos en
el problema del cálculo de variaciones que también denominaremos Principios
Variacionales, en Mecánica. Esto constituye ciertamente una restricción dentro
de la generalidad de los problemas de importancia en Física ó Matemáticas. Por
ejemplo, no discutiremos el problema de las ecuaciones de Euler para un fluido
incompresible mencionadas en la introducción y que es una de las motivaciones
históricas para este trabajo. Sin embargo, la clase de problemas que trataremos
es suficientemente grande, contiene ejemplos muy importantes de la Mecánica y
de la Teoría de Control, y proporciona el marco adecuado para el desarrollo de las
principales ideas geométricas que ilustran los problemas que queremos resolver.
Por otra parte, tal y como ya hemos indicado con anterioridad, el desarrollo
técnico en estas situaciones es más simple y en algunos casos incluso más rico (en
un sentido que clarificaremos más tarde) que la situación general.
2.1.5. El marco analítico para el cálculo de variaciones en
Mecánica
Como ya discutimos en la introducción (1.5.a), hay varias posibilidades para
establecer el marco analítico del cálculo de variaciones en Mecánica. Un modo,
que corresponde a la aproximación clásica, consiste en escoger una clase de curvas
que se adapten bien a las peculiaridades de los funcionales locales que estamos
tratando, por ejemplo, la clase de las curvas diferenciables a trozos. Esta es la
aproximación tomada por diversos autores clásicos y la usada de manera habitual
(ver por ejemplo los recientes trabajos de Marsden et al [Ce01a],[Yo09]).
Para el propósito de la formulación geométrica de la teoría, la clase C∞ es
la más conveniente. En esta memoria tomaremos sin embargo, la aproximación
de Klingerberg que consiste en seleccionar curvas de una clase de Sobolev dada.
De este modo nuestros espacios de caminos serán variedades de Hilbert en sen-
tido estricto y algunas manipulaciones analíticas se pueden realizar de manera
rigurosa.
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Se usarán por tanto para construir la teoría, variedades de Hilbert y algunas
ideas geométricas, establecidas a nivel de espacios finito-dimensionales, y tam-
bién a nivel de espacios de caminos, proporcionando en varias ocasiones nuevos e
interesantes puntos de vista.
2.1.6. Variedades de Hilbert de curvas en variedades rie-
mannianas
Comenzaremos esta discusión introduciendo las definiciones y notaciones bási-
cas de la teoría de espacios de Sobolev que vamos a necesitar a continuación.
Definición 2.1.1 Se define el espacio de curvas de Sobolev Lp de clase k en Rr
como:
Lpk(I;R
r) =
{
γ : I // Rr| γ ∈ Lp(I;R) y ∃ dγ
dt
, . . . ,
dkγ
dtk
∈ Lp(I;Rr)
}
.
La notación dγ/dt en la definición anterior representa la derivada débil de γ,
es decir, tal que ∀ϕ ∈ C∞0 ([0, T ],Rr), se tiene∫ T
0
〈
dγ
dt
, ϕ
〉
dt = −
∫ T
0
〈
γ,
dϕ
dt
〉
dt,
donde C∞0 ([0, T ],Rr) denota el conjunto de funciones C∞ de soporte compacto
contenido en (0, T ).
El espacio de Sobolev Lpk(I;Rr) es un espacio de Banach con la norma ‖ · ‖k,p
definida de la forma siguiente:
‖γ‖pk,p =
k∑
l=0
∫ T
0
∥∥∥∥dlγdtl (t)
∥∥∥∥p dt.
En el caso particular p = 2, tenemos el espacio L2k(I;Rr) que también se denota
como Hk(I;Rr), ó W 2,k(I,Rr), es decir,
Hk(I;Rr) =
{
γ : I // Rr| γ ∈ L2(I;R) y ∃ dγ
dt
, . . . ,
dkγ
dtk
∈ L2(I;Rr)
}
.
Este espacio, Hk(I;Rr), es un espacio de Hilbert real, con respecto al producto
interno
〈γ, γ˜〉k =
k∑
l=0
∫ T
0
〈
dlγ
dtl
(t),
dlγ˜
dtl
(t)
〉
dt.
En particular los casos k = 0, 1 van a ser los de mayor interés a lo largo de
todo este trabajo. El espacio correspondiente a k = 1 es H1(I;Rr), que puede
identificarse con el espacio de funciones γ : I //R absolutamente continuas, esto
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es de la forma γ(t) =
∫ t
0
g(s) ds, g(s) integrable en I, tales que dγ/dt ∈ L2(I;Rr),
con el producto interno:
〈γ, γ˜〉1 =
∫ T
0
〈γ(t), γ˜(t)〉 dt+
∫ T
0
〈
dγ
dt
(t),
dγ˜
dt
(t)
〉
dt.
La aplicación H1(I) ↪→ C0(I), que envía cada representante absolutamente con-
tinuo en una clase de funciones en H1 en ella misma, no sólo es continua sino
compacta. El espacio correspondiente a k = 0 es H0(I;Rr) = L2(I;Rr).
Otra forma de definir conveniente los espacios de curvas de Sobolev es a través
de la compleción del espacio C∞(I;Rr) con respecto a la norma ‖ · ‖k,p, esto es:
C∞(I;Rr)
‖·‖k,p
= Lpk(I;R
r).
Si consideramos ahora el espacio anterior, pero con soporte compacto, C∞0 (I;Rr),
es decir, formado por funciones diferenciables con soporte compacto, para p = 2
tenemos que
Hk0 (I;R
r) = C∞0 (I;R
r)
‖·‖k,2
,
que es el espacio de Hilbert de curvas de Sobolev de clase k que se anulan en los
extremos de I = [0, T ].
Espacios de Sobolev de curvas en variedades riemannianas
Definamos ahora los espacios de Sobolev de curvas en variedades riemannia-
nas. Sea (M, g) una variedad diferenciable riemanniana sin borde. Definimos el
espacio de curvas de Sobolev de clase Lpk en M como el espacio de aplicaciones
γ : I //M tales que
ψ ◦ γ ∈ Lpk(γ−1(γ(I) ∩ U),Rr) para toda carta diferenciable (U, ψ) en M,
ψ : U ⊂M // Rr.
Este espacio se denotaría por Lpk(I;M). Estamos interesados en particular en el
espacio de curvas de clase de Sobolev H1, es decir:
H1(I;M) ≡ L21(I;M),
que ha sido estudiado, por ejemplo, por W. Klingerberg [Kl78]. Si γ ∈ H1(I;M),
entonces existe d(ψ ◦ γ(t))/dt en [0, T ], por lo que podemos definir dγ/dt|t a.e.
en [0,T] como el vector tangente a γ(t) en t:
dγ
dt
∣∣∣∣
t
= Dψ−1(ψ ◦ γ(t)) d(ψ ◦ γ)
dt
∣∣∣∣
t
∈ Tγ(t)M.
Por lo tanto, dado γ ∈ H1(I;M), tenemos la aplicación siguiente:
dγ
dt
: I // TM a.e. en [0, T ],
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con la propiedad de que (τM : TM //M denota la proyección canónica):
τM ◦ dγ
dt
∣∣∣∣
t
= γ(t).
Esta aplicación dγ/dt pertenece claramente a L2(I;TM) ≡ H0(I;TM).
El siguiente teorema-definición resume la discusión anterior:
Teorema 2.1.3 Al espacio Lpk(I;M), k ≥ 0, p > 1, se le puede dotar con la
estructura de una variedad diferenciable de Banach separable paracompacta mod-
elada en el espacio de Banach Lpk(I;Rn). Al espacio L21(I;M) = H1(I;M) se le
puede dotar con la estructura de una variedad diferenciable de Hilbert separable
paracompacta modelada en el espacio de Hilbert H1(I;Rn) con espacio tangente
en γ dado por H1(I; γ∗(TM)). La variedad de Hilbert de curvas en la variedad
M , H1(I;M) se va a denotar en lo que sigue como PI(M), P(M) ó simplemente
como P.
El atlas diferenciable de P viene dado por la siguiente familia de cartas. Como
C∞(I;M) ↪→ H1(I;M) ↪→ C0(I;M) y como C∞(I;M) es denso en C0(I;M),
entonces C∞(I;M) va a ser denso en H1(I;M). Con esto se definen cartas como
entornos de curvas en C∞(I;M).
Sea γ ∈ C∞(I;M) y ε > 0, definimos (Oγ,ε,Φγ,ε) de la forma siguiente: sea
H1γ = H
1(γ∗(TM)) y el entorno tubular de la sección cero, es decir,
γ∗ε (TM) = {v(t) ∈ Tγ(t)M | ‖v(t)‖ < ε}. Entonces
Oγ,ε = {v(t) = (expX)(t)| ‖X(t)‖ < ε ∀t ∈ [0, T ]},
es decir,
Oγ,ε = exp
(H1(γ∗ε (TM)))
Φγ,ε : Oγ,ε //H
1(I;Rn)
v(t) //X(t)
donde v(t) = expX(t).
2.1.7. Fibrados tangentes y otros fibrados sobre PkI(M)
Sea E // M un fibrado vectorial sobre M , donde M está dotada de una
métrica, entonces podemos definir el espacio de secciones de Sobolev de E de
clase Lpk como la compleción de las secciones C∞ de E, es decir, si denotamos
por:
Γ∞(E) = {σ : M // E| pi ◦ σ = idM , σ ∈ C∞}
al espacio de las secciones C∞ de E, tendremos:
Lpk(E) = Γ
∞(E)
‖·‖k,p
,
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donde definimos la norma usual como:
‖σ‖pk,p =
k∑
l=0
∫
M
‖Olσ‖p dnx,
donde dnx = √g dx1 ∧ . . . ∧ dxn es el volumen Riemanniano y ∇ denota la
derivada covariante definida por la conexión de Levi-Civita en M . Como estamos
interesados en la clase H1, en este caso tenemos
‖σ‖21,2 =
∫
M
‖σ‖2 dnx+
∫
M
‖Oσ‖2 dnx.
Estudiemos ahora los candidatos a fibrado tangente de H1(I;M). Sea una curva
γ ∈ H1(I;M), como posee derivada clásica a.e. podemos considerar el pull-back
γ∗(TM) del fibrado tangente TM , es decir,
γ∗(TM) = {(t, v) ∈ I × TM | v ∈ Tγ(t)M}.
Tenemos una aplicación natural p1 : γ∗(TM) // I que es C∞ a.e. En cualquier
caso, la aplicación p1 es absolutamente continua y el fibrado es trivial.
Dado por tanto un camino γ ∈ PkI (M), podemos definir una familia de espacios
tangentes en el punto γ. Consideremos el espacio de secciones de la clase de
Sobolev l de γ∗(TM) ∼= Rn × I. Este espacio puede ser obviamente identificado
con el espacio de funciones H l(I,Rn). Denotaremos por T lγP tal espacio tangente.
La unión de todos estos espacios definen un fibrado vectorial sobre P con fibra
estándar H l(I,Rn). Denotaremos a este fibrado vectorial por T lPk:
T lPk =
⋃
γ∈P
T lγP
k
Denotaremos por letras mayúsculas U, V, ... ∈ T lγPk a los vectores tangentes a
Pk en el camino γ ó, simplemente, siguiendo la tradición del cálculo de variaciones,
como δγ ∈ T lγPk.
Recordemos por otro lado que un vector tangente es una clase de equiva-
lencia de curvas sobre la variedad. Por tanto, podemos considerar una curva
γ : (−², ²) //Pk : sÃ γs; γs(t) ∈M ; t ∈ I; γ0(t) = γ(t). Podemos también es-
cribir la curva de caminos como una función de dos variables σ : (−², ²)×I //M :
σ(s, t) = γs(t). Es notable señalar que la dependencia en s de la curva γs es C l+1
mientras que la dependencia en t es Hk y depende del fibrado tangente T lPk en
el que estamos trabajando. Notar que:
δγ(t) =
d
ds
γs(t)|s=0 = ∂
∂s
σ(s, t)|s=0 ∈ Tγ(t)M, ∀t ∈ I.
Debido a que σ(0, t) = γ(t) ∈ Hk(I;M) los elementos δγ(t) pueden ser co-
mo mucho de clase de Sobolev k. Por tanto, los fibrados tangentes T lPk están
definidos para 0 ≤ l ≤ k.
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Dado un espacio de caminos PkI (M), k ≥ 1, existe siempre un campo de vec-
tores canónico Γ sobre Pk definido como:
Γγ ∈ T k−1γ Pk, Γγ(t) = γ˙(t) ∈ Tγ(t)M
Es importante señalar que Γ es una sección diferenciable del fibrado T k−1Pk.
2.1.8. Algunas subvariedades de PkI(M)
Hay dos aplicaciones canónicas S : PkI (M) // M y T : PkI (M) // M , la
fuente y el sumidero de un camino, es decir, si I = [a, b], entonces:
S(γ) = γ(a) y T (γ) = γ(b).
Notar que si fijamos los extremos de dos caminos, digamos m0,m1 ∈M , entonces
el espacio de caminos con punto inicial m0 es S−1(m0) ∈ Pk y el espacio de
caminos con punto final m1 es T−1(m1). Debido a que ambas aplicaciones S y T
son continuas, ambos subespacios son variedades cerradas de Pk.
Sea ahora x0 ∈M, entonces definimos el conjunto de curvas que tienen como
punto inicial x0 de la forma siguiente:
Px0(M) = {γ : I →M | γ(0) = x0, γ ∈ H1(I;M)}. (2.4)
Se ve que Px0(M) es una subvariedad de P(M) cuyo espacio tangente es el si-
guiente:
TγPx0(M) = {δγ : I → TM | τM(δγ(0)) = x0, δγ ∈ H1(γ∗(TM)),
τM(δγ(t)) = γ(t), δγ(0) = 0}.
Por lo tanto, la inmersión i : Px0(M) ⊂ P(M), que envía a la curva γ en ella
misma, es una aplicación C∞ cuya derivada es i∗γ : TγPx0 //TγP, que no es otra
que la identidad y siendo la codimensión de TγPx0 igual a la dimensión de M.
De la misma forma, definimos la variedad Px0,xT (M) como la variedad de curvas
cuyos extremos son x0 y xT respectivamente, es decir:
Px0,xT (M) = {γ : I →M | γ(0) = x0, γ(T ) = xT , γ ∈ H1(I;M)}, (2.5)
cuyo espacio tangente, se construye de manera similar al caso anterior:
TγPx0,xT (M) =
= {δγ : I → TM | τM ◦ δγ = γ, δγ(0) = δγ(T ) = 0, δγ ∈ H1(γ∗(TM))}.
Se ve, claramente, que Px0,xT tiene codimensión 2n en P(M).
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Denotaremos en general por Ωx0,xT (M) el subconjunto abierto en Px0,xT (M) de
las curvas de clase C∞. Al ser un abierto es una subvariedad abierta de Px0,xT (M)
y las nociones de espacio tangente, etc., son las mismas que las ya estudiadas.
Finalmente, definimos la subvariedad de curvas cerradas o periódicas como
sigue:
L(M) = {γ : I →M | γ(0) = γ(T ), γ ∈ H1(I;M)}
= {γ : S1 →M | γ ∈ H1(S1;M)}, (2.6)
cuya codimensión es n en P(M), y como espacio tangente la siguiente variedad:
TγL(M) = {δγ : I → TM | τQM ◦ δγ = γ, δγ(0) = δγ(T ), δγ ∈ H1(γ∗(TM))}.
La variedad de curvas solución de una ecuación diferencial
Sea M una variedad diferenciable y sea Γt ∈ X(M) un campo vectorial en M
dependiente del tiempo, que en coordenadas locales xi en M se escribe como
Γt = f
i(x, t)∂/∂xi,
y cuyas curvas integrales satisfacen las ecuaciones diferenciales dependientes del
tiempo:
dxi
dt
= f i(x, t), i = 1, . . . , n.
Vamos a considerar ahora la subvariedad de PΓ formada por las curvas que
verifican las ecuaciones anteriores, es decir, consideramos aquellas curvas
γ : I //M de clase H1 tal que
dγ
dt
= Γ(γ(t), t) a.e. [0, T ].
Nótese que si M es compacta, estas curvas existen porque el flujo de Γt es com-
pleto. Si no es compacta para cada x0 existe un T = T (x0) y γ : [0, T ] //M tal
que γ(0) = x0 y que satisface la ecuación anterior.
Tenemos la siguiente aplicación A : P //H0(I;TM) definida como:
A(γ) =
dγ
dt
− Γ(γ(t), t). (2.7)
Recordemos que sobre P(I;M) hay dos fibrados vectoriales tangentes, H1(I;TM)
y H0(I;TM). El primero modelado sobre H1(I;Rn) y el segundo sobre
H0(I;Rn) = L2(I;Rn). El espacioH0(I;TM) es un fibrado de Hilbert sobre P con
una aplicación de proyección τ0 : H0(I;TM) //P dada por τ0(δγ) = τM ◦δγ. La
aplicación A es una sección del fibrado H0(I;TM), A ∈ Γ(H0(I;TM)), porque
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(τo(A))γ = τM ◦(dγ/dt− Γ(γ(t), t)) = γ(t), por lo tanto, el conjunto de soluciones
de la ecuación diferencial antes mencionada va a estar formada por los ceros de
la aplicación anterior, esto es, A−1(Z0), donde Z0 representa la sección cero de
H0(I;TM) // P(M). Tal conjunto es por tanto una subvariedad.
Definición 2.1.2 La subvariedad dinámica o de las soluciones de Γ se define
como:
W = A−1(Z0) =
{
γ ∈ P
∣∣∣∣ dγdt − Γ(γ(t), t) = 0
}
.
Tenemos que ver que es una subvariedad, para ello hay que demostrar que A es
transversa a la sección cero de τ0, es decir, que A∗γ + TγZ0 = TγH0(I;TM), o lo
que es lo mismo, que la aplicación tangente a A que denotamos de la siguiente for-
ma: L := A∗ es sobreyectiva, así, tendremos queW es una subvariedad embebida.
Si la aplicación es sobreyectiva, ha de cumplirse que
TγW = kerLγ.
Para ello estudiamos la aplicación Lγ : TγP // TA(γ)H0(TM), donde hemos de-
notado como Lγ a la aplicación tangente de A en γ. Por definición tenemos que:
(Lγ)(δγ) =
∂
∂s
A(σ(s, t))
∣∣∣∣
s=0
=
=
∂
∂s
(
d
dt
σ(s, t)− Γ(σ(s, t), t)
)∣∣∣∣
s=0
=
=
∂
∂s
(
d
dt
σ(s, t)
)∣∣∣∣
s=0
− ∂
∂s
(Γ(σ(s, t), t))
∣∣∣∣
s=0
.
Para un t fijo dσ(s, t)/dt es una curva U(s) de vectores tangentes cuya derivada
en s define un vector vertical en Tδγ(t)TM .
De la misma manera ∂Γ(σ(s, t), t)/∂s|s=0 = TΓγ(t)(δγ(t)) y donde
τQ ◦ Γ(γ) = γ implica que TτM ◦ TΓ = 0 = es decir ∂Γ(γ(s, t), t)/∂s|s=0 es
vertical respecto a TτM , por lo que tenemos que el rango Lγ(δγ) está en el espacio
H0(I;V (TTM))γ ∼= H0(I;TM)γ.
Lema 2.1.2 Sea τ0 : H0(I;TM) // P el fibrado H0-tangente de P, entonces
TH0(I;TM) ∼= V (τ0)⊕τ ∗0H0(I;TM), donde V (τ0) es el subfibrado vertical respec-
to a la proyección τ0, es decir, V (τ0) = ker τ0∗. Más aún, V (τ0) = H0(I;V (TTM))
y se puede identificar V (TTM) con TM ; por lo que existe una identificación na-
tural entre V (τ0) y H0(I;TM).
Utilizando la identificación anterior, podemos considerar la aplicación Lγ como
una aplicación de TγP a H0(I;TM) y, por tanto, tenemos el siguiente lema.
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Lema 2.1.3 La aplicación Lγ : TγP // TA(γ)H0(I;TM) se define como la apli-
cación
Lγ : H
1(γ∗(TM)) // H0(γ∗(TM)) = L2(γ∗(TM))
δγ ; Lγ(δγ) =
d
dt
δγ −DΓ (γ(t), t) δγ
donde DΓ es la diferencial de Γ en (γ(t), t).
Lema 2.1.4 El operador Lγ es un operador elíptico Fredholm cuyo rango es denso
en H0(γ∗TM) y, por lo tanto, su núcleo tiene dimensión finita y TγW = kerLγ.
Los resultados previos nos muestran queW es una variedad finita dimensional,
lo que es obvio, debido a que para una condición inicial dada, hay una única curva
γ(t) que es solución de la ecuación diferencial dada, por lo tanto, el espacio W
tiene la misma dimensión que M , es decir, n, y la dimensión de kerLγ es de nuevo
n porque la solución de la ecuación lineal
d
dt
δγ = DΓ(γ(t), t)δγ
es un espacio vectorial n dimensional.
2.2. Principios variacionales con simetría en mecáni-
ca: reducción simpléctica
Discutiremos en esta sección brevemente algunos aspectos del papel de las
simetrías en mecánica.
2.2.1. Acciones de grupos de Lie
Revisaremos en primer lugar algunos conceptos y notaciones básicas de la
teoría de grupos de Lie y de sus acciones sobre en variedades diferenciables.
Consideremos un grupo de Lie G. Definimos las aplicaciones diferenciables
Lg : G // G,Lgh = gh y Rg : G // G,Rgh = hg, ∀g, h ∈ G; llamadas trasla-
ciones por la izquierda y la derecha por el elemento g ∈ G respectivamente.
Es claro que LgLh = Lgh; RgRh = Rhg; LgRh = RhLg; (Lg)−1 = Lg−1 y
(Rg)
−1 = Rg−1 ∀g ∈ G.
Un campo vectorial X sobre G se dice invariante a izquierda si se verifica que
(Lg)∗X = X◦Lg ,∀g ∈ G. Una forma ω sobre G es invariante a izquierda si L∗gω =
ω, ∀g ∈ G (de manera análoga definimos campos y formas invariantes a derecha).
Llamamos XL(G) al subespacio vectorial de los campos vectoriales invariantes a
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izquierda sobre G. Se puede ver que dicho subespacio es una subálgebra de Lie
de X(G) ya que (Lg)∗([X,Y ]) = [(Lg)∗X, (Lg)∗Y ] = [X, Y ] ◦Lg. Identificamos los
espacios XL(G) y TeG a través de la aplicación ξ ∈ TeG→ Xξ(g) = (Lg)∗(e)ξ.
El álgebra de Lie g de G es TeG con la estructura de álgebra de Lie dada por:
[ξ, µ] = [Xξ, Xµ](e)
Dado ξ ∈ g, consideremos el campo Xξ asociado. Se sabe que Xξ genera, por
ser invariante a izquierda, un subgrupo uniparamétrico completo φξ(t) de G. Es
decir, φξ(t) es la curva integral de Xξ. Se comprueba fácilmente que φξ(t + s) =
φξ(s) · φξ(t). La función exp: g //G dada por exp(ξ) = φξ(1) es la exponencial
de g en G. La aplicación adjunta de g es la diferencial de Ig = LgRg−1 = Rg−1Lg,
en la identidad, esto es Adg = (Ig)∗(e). Se tiene que exp(Adgξ) = g(exp ξ)g−1.
Acción de un grupo de Lie en una variedad diferenciable
Sea M una variedad diferenciable. Una acción a izquierda de un grupo de Lie
G sobre M es una aplicación diferenciable Φ: G×M //M tal que
1. Φ(e,m) = m, ∀m ∈M ,
2. Φ(g,Φ(h,m)) = Φ(gh,m), ∀g, h ∈ G y ∀m ∈M .
Una acción Φ de G sobre M , define una familia de difeomorfismos Φg de M de
modo que Φg(m) = Φ(g,m) y se cumple que Φe = id |M , Φgh = Φg ◦ Φh y por
último (Φg)−1 = Φg−1 . En otros términos, una acción Φ de G sobre M puede
pensarse como una aplicación G→ Diff(M), g → Φg que es un difeomorfismo de
grupos. Denotaremos habitualmente si no hay riesgo de confusión, g.m ≡ gm ≡
Φg(m) = Φ(g,m). Si M es un espacio vectorial y cada Φg es una transformación
lineal, la acción G sobre M es una representación de G sobre M . La acción
coadjunta de G sobre g∗ se define como 〈Ad∗gα, ξ〉 = α(Adgξ) = 〈α,Adgξ〉. Dada
una acción Φ de G sobre M , para cada m ∈ M , la órbita de m bajo la acción
de Φ es Om = { gm | g ∈ G }. Para m ∈ M , el grupo de isotropía de m es el
subgrupo de G, Gm = { g ∈ G | gm = m }. Algunas propiedades importantes de
las acciones de grupos son las siguientes
Una acción Φ es libre si ∀m ∈M , Φm : G //M , g Ã Φ(g,m), es inyectiva.
Una acción Φ es transitiva si existe una sola órbita.
Una acción es efectiva si Φg = id⇒ g = e.
Una acción Φ es propia si Φ¯ : G × M // M × M dada por Φ¯(g,m) =
(m,Φg(m)) es propia, es decir, ∀K ⊂M compacto se tiene φ¯−1(K ×K) es
compacto.
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Una acción de G sobre M define en M una relación de equivalencia:
m ∼ m′ iff ∃g ∈ G,m′ = gm.
Dada Φ una acción de G sobre M , sea el conjunto
R = { (m,Φg(m)) | g ∈ G } ⊂M ×M.
Si R es cerrado, la topología cociente en M/G es Hausdorff.
Si Φm |G/Gm : G/Gm // Om es inyectiva y Φ es propia entonces Om es una
subvariedad cerrada de M y Φm |G/Gm es un difeomorfismo. Es decir,
G/Gm ∼= Om.
Si ξ ∈ g, llamaremos campo de Killing inducido por la acción Φ de G en M
al campo ξM dado por
ξM(m) =
d
dt
Φ
(
exp(tξ),m
)∣∣∣∣
t=0
, m ∈M.
Se verifica inmediatamente que dada una acción Φ de G sobre M , se tiene
1. (Adgξ)M = (Φg−1)∗(ξM) ∀ξ ∈ g y ∀g ∈ G.
2. [ξM , ηM ] = −[ξ, η]M ∀ξ, η ∈ g.
Se tiene también que:
TmOm = { ξM(m)|ξ ∈ g }.
Sea la acción dada por la multiplicación a izquierda de G sobre si mismo
L : G×G //G. Si ξ ∈ g, Φξ : R×G //G está dada por Φξ(t, g) = exp(tξ)g.
Entonces,
ξG(g) =
d
dt
Rg(exp(tξ))
∣∣∣∣
t=0
= (Rg)∗(e)ξ.
Sea la acción adjunta de G sobre g. Si ξ ∈ g, se tiene que ξg = adξ donde
adξ(η) = ad(ξ, η) = [ξ, η] = [Xξ, Xη](e)
Sea la acción coadjunta de G sobre g∗. Entonces, ξg∗ = −ad∗ξ , ∀ξ ∈ g donde ad∗ξ
denota la aplicación dual de adξ, esto es, 〈ad∗ξµ, ζ〉 = 〈µ, adξζ〉, ∀ζ ∈ g, µ ∈ g∗.
2.2.2. Principios variacionales con simetría en Mecánica
A partir de ahora nos centraremos en el estudio de principios variacionales
del tipo que son comunes en Mecánica, esto es, partiremos de un espacio de
configuraciones Q, que supondremos una variedad diferenciable con coordenadas
locales qi, y una función diferenciable L : TQ // R definida en el fibrado tan-
gente τQ : TQ //Q de Q. Denotaremos las coordenadas locales naturales en TQ
como (qi, vi) donde vi también se denotará ocasionalmente como q˙i. Consideremos
finalmente el funcional S definido a través de la función L como:
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S(γ) =
∫ T
0
L(γ(t), γ˙(t))dt
donde (γ(t), γ˙(t)) es la curva en TQ definida por la curva γ en Q. La función L
se llama lagrangiano del sistema y la función S, se denomina acción. Un espacio
natural de curvas donde definir S será por ejemplo Ω([0, T ], Q), esto es, el conjunto
de curvas de clase C∞ del intervalo [0, T ] en Q. Sin embargo recordemos que dicho
espacio es una subvariedad abierta en el espacio de curvas de clase de Sobolev 1
en [0, T ], H1([0, T ], Q) =: P[0,T ](Q) (ver sección 2.1.6).
El funcional S resulta ser diferenciable en P(Q) bajo condiciones suficiente-
mente generales de la función L. Supondremos en el contexto de este trabajo que
la función L es suficientemente regular de tal manera que S sea diferenciable (ver
por ejemplo [De04]) aunque tenemos una condición suficiente de diferenciabilidad
como veremos en la siguiente proposición.
Diferenciabilidad de S.
Consideremos el espacio de caminos en Q de clase de Sobolev (k, p), esto es,
el espacio que hemos denotado por Pk,p(Q), k ≥ 1, p ≥ 1. Definamos en este
espacio como anteriormente el funcional S(γ) =
∫ T
0
L(γ(t), γ˙(t)) dt, γ ∈ Pk,p(Q)
y determinemos bajo qué condiciones es diferenciable.
Calculemos en primer lugar la derivada direccional de S en la dirección del
vector ξ ∈ TγPk,p(Q). Nótese que por ser ξ : [0, T ] // γ∗(TQ) una sección de
clase de Sobolev (k, p), se tiene que las derivadas de ξ con respecto a t existen
hasta orden k y pertenecen a Lp. Por tanto la familia de curvas σ(s, t) tal que
∂σ
∂s
(s, t) |s=0= ξ(t), es de clase C∞ en s y tiene derivadas débiles hasta orden k
en Lp con respecto a t. Por otro lado tenemos que
dSγ(ξ) =
∂
∂s
(∫ T
0
L(σ(s, t), σ˙(s, t)) dt
) ∣∣∣
s=0
.
Para poder intercambiar la integral con la derivada tenemos que imponer
condiciones de regularidad en L. Si por ejemplo k ≥ 2 y p = 2, entonces la
derivada σ˙(s, t) está en H1 y por tanto es una función absolutamente continua
en t. Si asumimos que L es diferenciable (por ejemplo de clase C∞) entonces
la función L(σ(s, t), σ˙(s, t)) es integrable, diferenciable respecto a s y continua
respecto a t, por lo que podemos derivar dentro del signo integral. Si por el
contrario k = 1, entonces σ˙(s, t) está en Lp y tenemos que imponer una condición
de crecimiento en L con respecto a v, por ejemplo de L(q, v) ≤ c(|q|)|v|p para
alguna función continua c en q. Tenemos por tanto el siguiente resultado sobre
diferenciabilidad de S que va a ser suficiente para los objetivos de esta tesis.
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Proposición 2.2.1 Sea L : TQ // R una función diferenciable de clase C∞
y consideremos el funcional acción S : Pk(Q) // R definido en el espacio de
caminos de clase de Sobolev (k, 2), k ≥ 2 en la variedad Q. Entonces S es dife-
renciable de clase C1, y además:
dSγ(ξ) =
∫ T
0
〈∂L
∂q
(γ(t), γ˙(t))− d
dt
∂L
∂v
(γ(t), γ˙(t)), ξ(t)
〉
dt, ∀ξ ∈ TγPk(Q).
Demostración. Como ya comentamos con anterioridad, si k ≥ p = 2, entonces
podemos intercambiar la derivación con respecto a la integral. Tras una inte-
gración por partes obtenemos:
dSγ(ξ) =
∫ T
0
〈∂L
∂q
(γ(t), γ˙(t))− d
dt
∂L
∂v
(γ(t), γ˙(t)), ξ(t)
〉
dt
y por tanto |dSγ(ξ)| ≤ C‖ξ‖k,2 ya que las funciones ∂L
∂q
, ∂
2L
∂q∂v
y ∂
2L
∂2v
son acotadas
en [0, T ] al evaluarlas sobre γ(t), γ˙(t).
Por otro lado notemos que:
∫ T
0
d
dt
∂L
∂v
(γ(t), γ˙(t)) ξ(t) dt =
∫ T
0
∂2L
∂q∂v
γ˙(t) ξ(t) dt+
∫ T
0
∂2L
∂2v
γ¨(t) ξ(t) dt.
Por tanto,∣∣∣ ∫ T
0
d
dt
∂L
∂v
(γ(t), γ˙(t)) ξ(t) dt
∣∣∣ ≤ ∫ T
0
∣∣∣ ∂2L
∂q∂v
∣∣∣ ∣∣∣γ˙(t) ξ(t)∣∣∣ dt+∫ T
0
∣∣∣∂2L
∂2v
∣∣∣ ∣∣∣γ¨(t) ξ(t)∣∣∣ dt,
pero ∫ T
0
∣∣∣ ∂2L
∂q∂v
(γ(t), γ˙(t))
∣∣∣ ∣∣∣γ˙(t) ξ(t)∣∣∣ dt ≤
≤ C1
∫ T
0
|γ˙(t) ξ(t)
∣∣∣ dt ≤ C1‖γ˙‖2 ‖ξ‖2 ≤ C1‖γ‖k,2 ‖ξ‖k,2
y por otro lado∫ T
0
∣∣∣∂2L
∂2v
(γ(t), γ˙(t))
∣∣∣ ∣∣∣γ¨(t) ξ(t)∣∣∣ dt ≤ C2 ∫ T
0
∣∣∣γ¨(t) ξ(t)∣∣∣ dt.
Como γ¨ ∈ Hk−2 con k ≥ 2, entonces γ¨ ∈ L2 y por tanto se tiene que:∫ T
0
∣∣∣γ¨(t) ξ(t)∣∣∣ dt ≤ ‖γ¨‖2 ‖ξ‖2 ≤ C3‖γ‖k,2 ‖ξ‖k,2.
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Por tanto tenemos que las derivadas parciales existen y son continuas por tanto
S es diferenciable con continuidad. 2
Las ecuaciones de Euler-Lagrange determinando los puntos críticos del fun-
cional S se obtendrán computando dS(γ) = 0 (ver por ejemplo la Tesis de Carlos
López [Lo89] para una derivación intrínseca de dichas fórmulas).
Para el propósito general de este trabajo, es conveniente derivar las ecuaciones
de Euler-Lagrange de manera más intrínseca en un contexto más general.
2.2.3. Elementos geométricos en Mecánica.
El objeto básico de la formulación geométrica de los sistemas hamiltonianos es
una variedad simpléctica. Esto es, una variedad diferenciable M con una 2-forma
diferencial cerrrada y no degenerada. Una 2- forma ω sobreM es no degenerada si
ω(X, Y ) = 0,∀X ∈ χ(M) ⇒ Y = 0. El ejemplo por excelencia de las variedades
simplécticas es el fibrado cotangente de una variedad diferenciable Q que repre-
senta el espacio de configuración del sistema. Sea Q una variedad de dimensión n
y (qi) un sistema local de coordenadas en Q. Consideremos su fibrado cotangente
M = T ∗Q y pi∗Q : M //Q la proyección canónica. Se define sobre M la 1-forma
θ como
θ(αq)(vαq) = αq(dpi
∗
Qvαq)
donde αq ∈ T ∗qQ y vαq ∈ Tαq(T ∗qQ). La forma simpléctica canónica sobre M está
dada por ω = −dθ. Si (qi, pi) son coordenadas en T ∗Q,
θ = pidqi, ω = dqi ∧ dpi
La energía del sistema se representa con una función llamada hamiltoniano del
sistema H : T ∗Q // R que permite escribir las ecuaciones de movimiento. Por
otro lado, el fibrado tangente TQ es el espacio de velocidades del sistema y es
uno de los elementos fundamentales en la descripción Lagrangiana de la mecáni-
ca. Dada la aplicación lagrangiana L : TQ // R se define la transformada de
Legendre FL : TQ // T ∗Q como
FL(v) · w = d
dt
(
L(v + tw)
)∣∣∣∣
t=0
Es decir, FL(v) · w es la derivada de L en v a lo largo de la fibra TqQ en la
dirección de w y también es llamada derivada a lo largo de la fibra. La energía del
sistema está dada por la aplicación E : TQ //R donde E(v) = FL(v) · v−L(v)
En coordenadas (qi, q˙i) de TQ, FL se escribe como
FL(qi, q˙i) =
(
qi,
∂L
∂q˙i
)
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Es decir, pi = ∂L
∂q˙i
. La transformada de Legendre permite pasar de la formulación
lagrangiana a la formulación hamiltoniana de la mecánica. Con FL se definen en
TQ las 1-forma y 2-forma
θL = FL
∗θ, ωL = FL∗ω
En coordenadas,
θL =
∂L
∂q˙i
y
ωL =
∂2L
∂q˙i∂qj
dqi ∧ dqj + ∂
2L
∂q˙i∂q˙j
dqi ∧ dq˙j
Un lagrangiano se dice regular si FL es un difeomorfismo. En este caso, ωL define
una estructura simpléctica canónica sobre TQ.
Definimos un funcional SH como:
SH(σ) =
∫ T
0
(σ∗(θ −H)) dt =
∫ T
0
(
θσ(t)(σ˙(t))−H(σ(t)
)
dt
El funcional SH es a menudo llamado el funcional de Hamilton. De nuevo
SH está definido sobre el espacio de curvas diferenciables σ sobre M , pero es
conveniente considerar el marco analítico dado porH1([0, T ],M) =: P(M). Ahora
tenemos:
dSH(σ)(δσ) =
d
ds
SH(σs(t))
∣∣∣∣
s=0
=
d
ds
∫ T
0
(σ∗sθ − σ∗sH) dt =
∫ T
0
(ω(Xt, σ˙)− iXt dH) (σ(t))dt =
∫ T
0
iXt y
(
ωσ(t)(σ˙, ·)− dH(σ(t))
)
dt
dondeXt es un campo vectorial cualquiera a lo largo de σ(t), es decirXt(σ(t)) =
δσ(t). Por tanto la ecuación de Euler-Lagrange para el funcional SH resultan ser:
iΓω = dH
esto es la ecuación de Hamilton en forma simpléctica.
2.2.4. Reducción de las ecuaciones de Euler-Lagrange
Hemos visto por tanto que si tenemos un funcional mecánico S =
∫
Ldt,
donde L es una función definida en el fibrado tangente TQ de un espacio de
configuraciones y si además hay un grupo de Lie G actuando en Q y cuya acción
natural en TQ deja invariante L, esto es:
L(gq, gq˙) = L(q, q˙), ∀(q, q˙) ∈ TQ, g ∈ G,
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entonces G actúa como un grupo de simetría del funcional S. El levantamiento
natural de la acción de G a TQ es Por tanto, si la curva γ es un punto crítico de
dicho funcional, la curva g.γ definida como (g.γ)(t) = g(γ(t)), ∀t también será
un punto crítico de S.
Dado que el Lagrangiano L es invariante podemos plantearnos si podemos
simplificar de alguna manera el cálculo de las curvas críticas de S. En efecto,
como ya vimos en la sección 2.2.2 las curvas críticas de S son curvas integrales
del campo vectorial Γ que satisface la ecuación:
iΓωL = −dEL
donde ωL = dθL es la 2-forma de Cartan, θL es la 1-forma de Poincaré-Cartan
y EL es la energía del Lagrangiano L.
Si el grupo G por ejemplo es compacto, es fácil comprobar que la cantidad
Jξ(q, q˙) = ξ
i
Q(q)
∂L
∂vi
(q, q˙), ξ ∈ g
donde ξQ es el campo vectorial en Q correspondiente al elemento ξ ∈ g, es una
constante del movimiento (teorema de Noether). Podemos definir una aplicación
J : TQ // g∗ a través de:
Jξ(q, q˙) := 〈J(q, q˙), ξ〉.
que verifica la propiedad de ser invariante con respecto a la dinámica Γ, esto
es, las curvas integrales de Γ están contenidas en conjuntos de nivel de J . Dicha
aplicación es comúnmente conocida como aplicación momento. Por tanto, a la
hora de determinar puntos críticos de S podemos restringirnos a considerar los
puntos críticos de S en una subvariedad de P(Q) definida por la condición J = cte.
Consideremos en concreto la subvariedad J = 0. En dicho caso nuestro espacio
sería ahora P(J−1(0)) y todavía en dicho espacio tenemos una acción del grupo
G. En efecto, si γ ∈ P(J−1(0)), i.e. J(γ(t)) = 0, ∀t, entonces g.γ ∈ P(J−1(0))
ya que J(g.γ(t)) = Ad∗g−1J(γ(t)) = 0 ya que es fácil comprobar que la aplicación
momento es equivariante, i.e.:
J(g.γ) = Ad∗g−1J(γ)
Ahora el grupo G actúa en el conjunto de nivel J−1(0), así que podemos definir
el espacio cociente J−1(0)/G. Por tanto, si tenemos las curvas γ y γ′ que son pun-
tos críticos de S y están relacionadas por un elemento de G, proyectaran en la
misma curva en J−1(0)/G. Por tanto podríamos intentar resolver el problema
de la determinación de los puntos críticos de S mirando solamente en el espacio
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reducido J−1(0)/G. Ocurre que este espacio J−1(0)/G tiene una estructura sim-
pléctica natural ωG y el campo vectorial Γ proyecta a un campo vectorial ΓG tal
que:
iΓGωG = −dEG
donde otra vez EG es la proyección de la función de energía EL. Este procedi-
miento de pasar de (Γ, ωL, EL) a (ΓG, ωG, EG) es llamado reducción simpléctica
y fue formalizado por Marsden y Weinstein [Ma74] y parcialmente por Arnold
[Ar76].
2.2.5. Reducciones y cocientes de espacios de caminos
Como hemos visto, una situación habitual en el cálculo de variaciones con-
siste en la presencia de un grupo de simetría. Si tenemos un funcional S(γ) =∫ T
0
F (γ(t)) dt definido en el espacio de caminos Pk(M) a través de una función
F : M // R, las ecuaciones de Euler-Lagrange serían simplemente dSγ = 0, y
los puntos críticos γ de S se caracterizarán como aquellas curvas γ : [0, T ] //M
tales que dF (γ(t)) = 0, t ∈ [0, T ]. Nótese que si k ≥ 1 ≥ y F es diferenciable,
entonces S es diferenciable y además dSγ =
∫ T
0
dF (γ(t)) dt, esto es la derivada
direccional de S ó dF . Por tanto si F tiene puntos críticos aislados (por ejemplo
F es una función de Morse), entonces γ(t) = cte ∈ C(F ). Los puntos críticos de
S son por tanto curvas constantes con valores en puntos críticos de S.
Supongamos que el grupo G actúa en M y F es G-invariante. Está claro
entonces que si M/G es una variedad, F desciende a una función f en M/G;
f([x]) = F (x), ∀x ∈M , y el principio variacional definido por F puede reducirse
al principio variacional SG([γ]) =
∫ T
0
f([γ(t)]) dt donde [γ] : [0, T ] //M/G de-
nota una curva en M/G. El funcional SG está definido en Pk(M/G) y sus puntos
críticos son curvas [γ] enM/G, tales que [γ(t)] = cte ∈ C(f). Dado que los puntos
críticos de f están en correspondencia uno a uno con G-órbitas críticas de F en
M , tenemos que C(F )/G = C(f).
Por otro lado observamos que el funcional S : Pk(M) //R es invariante con
respecto al grupo G = Pk(G) de caminos de clase k en G. En efecto si g(t) ∈
Pk(G), entonces S(g(t)γ(t)) =
∫ T
0
F (g(t)γ(t)) dt =
∫ T
0
F (γ(t)) dt = S(γ). Por
tanto vemos que SG es realmente el funcional inducido por S en P(M)/P(G) ∼=
P(M/G).
Las cosas se complican si la densidad que empleamos para definir S es de
orden superior, como por ejemplo en el caso de la mecánica. En efecto, si S(γ) =∫ T
0
L(γ(t), γ˙(t)) dt, con L : TQ // R, entonces aunque S : Pk(Q) // R sea
diferenciable como antes y sea G-invariante con respecto a la acción de un grupo
G, L(gq, gv) = L(q, v), ∀q, v ∈ TQ, g ∈ G, no se verifica que S desciende al
espacio Pk(Q/G). En efecto el principio variacional reducido está definido por la
densidad lagrangiana l : TQ/G // R; definido por l([q, v]) = L(q, v).
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Podemos identificar TQ/G ∼= T (Q/G)⊕ g˜ donde g˜ denota el fibrado de Atiyah
(ver sección 3.1.1) y los elementos [q, vq] ∈ TQ/G los podemos denotar por
[q, vq] = (x, vx; ξ), x = pi(Q), vx = pi∗(vq), pi : Q //Q/G, y ξ ∈ g.
Por tanto el principio variacional reducido está definido en el espacio de
curvas Pk(g˜). Nótese que g˜ // Q/G es el fibrado Ad-asociado a Q // Q/G
y por tanto con base Q/G. Así las curvas σ en Pk(g˜) pueden escribirse co-
mo σ(t) = (x(t); ξ(t)), x(t) ∈ Q/G, ξ(t) ∈ g. Podemos escribir por tanto
SG : P
k(g˜) // R; SG(σ) =
∫ T
0
l(x(t), x˙(t); ξ(t))) dt. Falta por precisar en qué
sentido SG es el cociente de S por la acción del grupo G. Nótese en primer lugar
que Pk(Q)/G ∼= Pk(g˜). En efecto, si γ(t) ∈ Pk(Q), la curva σ(t) = (piγ(t), ξ(t) =
Aγ(t)(γ˙(t)) ∈ g˜). En efecto, nótese que si reemplazaramos γ(t) Ã γ′(t) = gγ(t)
entonces ξ(t) Ã ξ′(t) = Agγ(t)(gγ˙(t)) = (L∗gA)γ(t)(γ˙(t)) = Ad−1g Aγ(t)(γ˙(t)) =
Ad−1g ξ(t); donde hemos usado una conexión A en Q //Q/G.
2.3. El problema general del análisis de puntos
críticos de funciones con simetrías y ligaduras
2.3.1. Puntos críticos de funcionales con simetría.
El planteamiento general para los problemas de optimización consiste en de-
terminar los máximos ó mínimos de una función S en la que estamos interesados,
sobre un cierto espacio X, típicamente un espacio funcional con alguna estructura
topológica ó métrica adicional (preferiblemente una estructura de espacio ó va-
riedad de Banach). Podemos aproximarnos a la determinación de los extremos de
S desde varias perspectivas. Los llamados métodos directos pretenden probar la
existencia (y unicidad) de ellos poniendo directamente condiciones adicionales so-
bre el espacio X y la función S (ver capítulo I, 2.1.2). Un acercamiento diferente
consiste en caracterizar los puntos críticos de S (ver capítulo 2.1.3) y determinar
entre ellos, los correspondientes máximos ó mínimos. Si la función S es suficiente-
mente regular, los puntos críticos son simplemente las soluciones de la condición
de Euler-Lagrange:
dS(x) = 0 (2.8)
donde dS denota la diferencial de S. Para funciones S definidas sobre espacios
de funciones con propiedades locales apropiadas, la condición de Euler-Lagrange
(2.8) se convierte en un sistema de ecuaciones diferenciables (ordinarias ó par-
ciales) cuyas soluciones podemos probar con métodos alternativos. Históricamente
ambos caminos han sido seguidos. Lagrange resolvió varios problemas mecánicos
que fueron formulados como problemas de optimización, resolviendo las corre-
spondientes ecuaciones de Euler-Lagrange, y alternativamente, Riemann resolvió
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la ecuación de Laplace considerándola como una ecuación de Euler-Lagrange de
un problema de optimización.
Los problemas de Control Óptimo son problemas de optimización sujetos a
ligaduras adicionales (la ecuación de control y posiblemente junto con otras li-
gaduras). Los métodos directos son difíciles de implementar debido a la delicada
naturaleza de la ecuación de control (típicamente una ecuación diferencial), sin
embargo el principio del máximo de Pontryagin proporciona una maravillosa her-
ramienta para buscar las soluciones al problema combinando ambos, el desarrollo
de Euler-Lagrange y la caracterización directa de los extremales.
Desafortunadamente (aunque a veces también afortunadamente) las cosas no
siempre son tan simples. En muchas ocasiones los problemas, tanto de la Física
como de la Ingeniería, exhiben simetrías, es decir, hay un grupo de transforma-
ciones G actuando sobre el espacio X que dejan a S invariante. Como indicamos
anteriormente, si denotamos por g ∈ G un elemento típico del grupo, g · x ∈ X
al elemento transformado de x ∈ X, entonces:
S(g · x) = S(x) (2.9)
La primera observación que emerge de la propiedad de invarianza anterior
(2.9) es que los extremales aparecen en familias.
Si x es un extremal, g · x es también un extremal de S. Más aún, si G es
un grupo continuo (por ejemplo un grupo de Lie), entonces los extremales no
pueden ser aislados y deben ser degenerados. Un modo de deshacer las dificultades
planteadas por estas consideraciones es eliminar la ambigüedad causada por las
simetrías de G, pasando al espacio cociente XG = X/G. Efectivamente, la función
S pasa al cociente definiendo una función SG : XG // R, tal que:
S = SG ◦ pi (2.10)
con pi : X //X/G la proyección canónica.
Discutiremos ahora las propiedades de los puntos críticos de S y SG. Para
ello asumiremos por simplicidad que el espacio X es una variedad diferenciable
y S es una función diferenciable. También asumiremos que X/G es una variedad
diferenciable y la proyección canónica pi : X // X/G es una submersión. De-
notaremos el punto pi(x), es decir, la órbita G.x de G a través de x, como xG ó
x.
Ahora supongamos que x0 ∈ X es un máximo local (ó mínimo) de S, es
decir, ∃U un entorno abierto de x0 tal que S(x) > S(x0),∀x ∈ U . Por tanto,
U = pi(U) es un entorno abierto de pi(x0) ∈ XG, and SG(x) > SG(x0),∀x ∈ U ,
luego x0 es un máximo local de SG. Inversamente, si x0 es un máximo local de
SG, entonces ∃U un entorno abierto de x0 tal que SG(x) > SG(x0),∀x ∈ U .
Consideremos ahora el entorno abierto U = pi−1(U) de x0. Ahora, por definición,
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S(x0) = SG(x0), ∀x0 ∈ pi−1(x0). Entonces, S(x) = SG(x) > SG(x0) = S(x0) y x0
es un máximo local de S.
Estudiemos ahora los puntos críticos de S y SG. Denotaremos por E = Tx0X y
E = Tx0X = Tx0XG, el espacio tangente de X y XG en x0 y x0 respectivamente.
Si la acción de G es regular ó el grupo G es compacto por ejemplo, existen
secciones locales σ para la función de proyección pi. Entonces podemos usar una
de ellas para descomponer el espacio E como suma directa E = H ⊕ V donde
V = KerTpi(x0) es el espacio vertical y H es un subespacio suplementario tal
que Tpi(x0) restringido a H es un isomorfismo sobre E, H ∼= E. Por ejemplo H
puede definirse como Tσx0(E) ⊂ E si σ(x0) = x0.
Por ejemplo, si X es una variedad de Hilbert, siempre podemos construir tal
subespacio horizontal H, simplemente tomando el complemento ortogonal a V ,
es decir, H = V ⊥. El subespacio H, sin embargo, no será en general isomorfo
(isométrico) a E. La diferencial de S en x0 será una aplicación lineal continua
s = dS(x0) : E // R y la diferencial de SG en x0 será también una aplicación
lineal continua s = dSG(x0) : E // R.
Como E = H ⊕ V , entonces s = sH + sV donde sH(u) = s(h) para u =
h + v, h ∈ H, v ∈ V y sV (u) = s(v). Ahora, es claro que sV = 0 porque si
x(t) ∈ X es una curva en X con x(0) = x tal que x˙(0) = v ∈ V , entonces
pi(x(t)) = x0 para t ∈ (−ε, ε), y
s(v) =
d
dt
S(x(t))
∣∣∣∣
t=0
=
d
dt
SG(x0)
∣∣∣∣
t=0
= 0 (2.11)
Por tanto, concluimos que
s = s ◦ Tpi(x0) (2.12)
porque si x(t) ∈ X es cualquier curva con x(0) = x0, entonces pix(t) = x(t) y si
u = x(0), u = x˙(0) y Tpi(x0)u = u, tenemos:
s(u) =
d
dt
S(x(t))
∣∣∣∣
t=0
=
d
dt
SG(x(t))
∣∣∣∣
t=0
= s(u) = sTpi(x0)(u) (2.13)
que también puede ser obtenido aplicando la regla de la cadena a (2.10). Ahora
bien, la ecuación (2.12) nos indica que los puntos críticos de S proyectan sobre los
puntos críticos de SG y viceversa. Si denotamos por C(S) al conjunto de puntos
críticos de S, entonces tenemos:
C(S)/G = C(SG).
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2.3.2. El problema de la reducción y los principios varia-
cionales con simetría
En el formalismo Lagrangiano que estamos usando para esta discusión, pode-
mos decir incluso más, ya que se puede ver fácilmente que J−1(0)/G es T (Q/G).
Por tanto podemos concluir que G-órbitas de puntos críticos del funcional S que
yacen en el conjunto de nivel J = 0 de la aplicación momento, están en correspon-
dencia con las curvas integrales del sistema Hamiltoniano definido en el espacio
reducido (T (Q/G), ωG
Usando las ideas anteriores habríamos conseguido una importante simplifi-
cación del problema, ya que hemos reducido de un modo significativo el número
de grados de libertad (la dimensión de Q) del problema al tomar el cociente por
G y eliminar la simetría. El mismo argumento puede ser repetido cambiando el
conjunto de nivel de J por un µ 6= 0. Ahora, sin embargo, aparecen términos
extra en el formalismo que hace la discusión menos clara. Ver [Ce01a], [Ma90].
Desafortunadamente, aquí tenemos una dificultad: el funcional S esG-invariante,
sin embargo el cociente del espacio P(Q) (donde S está definido) por G no es el
espacio donde está definido el funcional reducido SG. De hecho SG está definido
en P(Q/G), mientras que P(Q)/G es un espacio mucho mayor. Si consideramos
ahora el grupo infinito dimensional P(G), entonces es fácil demostrar que:
P(Q)/P(G) = P(Q/G).
Además el funcional S no es invariante por la acción natural de P(G) en P(Q).
Esto puede ser visualizado inmediatamente ya que si γ(t) ∈ P(Q) y g(t) ∈ P(G),
entonces
˙̂gγ(t) = [g˙(t)g−1(t)]g(t)γ(t) + g(t)γ˙(t)
Por tanto el Lagrangiano correspondiente a la curva g(t)γ(t), será de la forma:
L(g(t)γ(t),
˙̂
g(t)γ(t)) = L(γ(t), ξˆ(t)Q + γ˙(t))
donde ξ(t) = g˙(t)g−1(t) ∈ g y ξˆ(t)Q es el campo vectorial sobre Q definido
por el vector dependiente del tiempo ξ(t) sobre g. Ahora es obvio que si:
L(γ(t), γ˙(t)) 6= L(γ(t), ξˆ(t)Q + γ˙(t))
entonces el Lagrangiano no será invariante por P(G) y el funcional S no será
P(G) invariante.
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2.3.3. Puntos críticos de funcionales con ligaduras: Teore-
ma de los multiplicadores de Lagrange
En esta sección describiremos una forma del teorema de los multiplicadores
de Lagrange que es apropiada para los propósitos de esta tesis.
Teorema 2.3.1 (Teorema de los multiplicadores de Lagrange) Sea
E
pi // M un fibrado vectorial sobre una variedad de Hilbert diferenciable para-
compacta M , modelado sobre el espacio de Hilbert real F con conexión simétrica
∇. Sea s ∈ Γ(E) una sección diferenciable de E transversa a la sección cero de
E, y W un subconjunto abierto de s−1(0). Sea f : M // R una función C1 y
fW : W // R la restricción de f a W . Entonces son equivalentes:
i.- El punto x0 ∈ W es un punto crítico de fW .
ii.- Sea E∗ p˜i
∗
// M el fibrado dual de E. Existe α0 = (p˜i∗)−1(x0) ∈ E∗x0 tal que
el punto (x0, α0) ∈ E∗ es un punto crítico de la función F : E∗ //R dada
por:
F (x, α) = f(x) + 〈α, s(x)〉.
El fibrado E∗ es el fibrado dual de E. La fibra E∗x en cada punto x de M es
el dual topológico del espacio de Hilbert Ex ∼= F el cual, debido al teorema de
Riesz, puede ser naturalmente identificado con Ex. La función F establecida en
el teorema anterior puede escribirse también como sigue:
F = fp˜i∗ + Ps,
donde p˜i∗ : E∗ //M es la proyección y Ps denota la función lineal a lo largo de
las fibras de E inducida por la sección s, Ps(x, α) = 〈α, s(x)〉
Demostración. Debido a que s es transversa a la sección cero de E, s−1(0) es
una subvariedad diferenciable de M . Además, si W es un subconjunto abierto de
s−1(0), también es una subvariedad diferenciable de M . Además, Tx(s−1(0)) =
ker∇s(x), x ∈ s−1(0). Si x ∈ W , como W es abierto en s−1(0), entonces TxW =
Txs
−1(0) = ker∇s(x).
Consideremos ahora un punto x0 ∈ W el cual es un punto crítico de fW .
Entonces, dfW (x0) = 0, es decir, df(x0)(U) = 0 para todo U ∈ TxW , luego
df(x0) ∈ (ker∇s(x0))0. Si calculamos ahora la diferencial de la función F obten-
emos,
dF (x, α)(X) = df(x)(pi∗X)+d〈α, s(x)〉(X) = df(x)(U)+〈XV , s(x)〉+〈α,∇Us(x)〉,
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donde el vector tangente X ∈ T(x,α)E está descompuesto en sus componentes
horizontal y vertical X = XH +XV con respecto a la conexión ∇ y pi∗(X) = U .
Si x0 ∈W , entonces s(x0) = 0, y obtenemos:
dF (x0, α)(X) = df(x0)(U) + 〈α,∇Us(x)〉.
Pero la ecuación 〈α,∇s(x)〉 = −df(x0) tiene una solución si y sólo si df(x0) ∈
(ker∇s(x0))0.
Inversamente, si (x0, α0) ∈ E∗ es un punto crítico de la función F entonces,
debido a que dF (x0, α0) = 0 y x0 ∈ W , obtenemos:
df(x0) + 〈α0,∇s(x0)〉 = 0.
Pero, como antes, la ecuación 〈α,∇s(x)〉 = −df(x0) tiene una solución si y sólo
si df(x0) ∈ (ker∇s(x0))0, y esto implica que dfW (x0) = 0. 2
Sea M una variedad de Hilbert modelada en un espacio de Hilbert H y sea
S : M // R una función C1 cuya diferencial es dS, es decir:
dS : M // T ∗M, dS(x) ∈ T ∗xM
y ∀V ∈ TxM
dS(x)(V ) =
d
dt
S(γt(x))
∣∣∣∣
t=0
,
donde dγt(x)/dt|t=0 = V y γ0 = x.
El espacio tangente TxM ∼= H está dotado con un producto interno 〈·, ·〉x y,
por lo tanto, debido al teorema de Riesz (H ∼= H′), tenemos que ∃ ∇S(x) tal que
〈∇S(x), V 〉x = dS(x)(V ) ∀V ∈ TxM.
El vector ∇S(x) ≡ ∇xS se denomina el gradiente de S en x.
Una subvariedad de M es una variedad de Hilbert N y una inmersión
i : N //M tal que la aplicación Txi : TxN // Ti(x)M es una aplicación lineal
inyectiva y continua. Por tanto, i(TxN) es un subespacio cerrado de TxM . Iden-
tificamos i(x) = x, y denotaremos como TxN⊥ al subespacio ortogonal de TxN
dentro de TxM , es decir, al conjunto:
TxN
⊥ = {V ∈ TxM | 〈U, V 〉x = 0 ∀U ∈ TxN}.
Corolario 2.3.1 (Teorema de los multiplicadores de Lagrange II) Sea S
una función C1 sobre M y N ↪→M una subvariedad de M. Sea SN la restricción
de S a N . Entonces x ∈ N es un punto crítico de SN ⇐⇒ ∇S(x) ∈ TxN⊥.
Demostración. x es un punto crítico de SN ⇐⇒ dSN(x) = 0 ⇐⇒
dSN(x)(U) = 0 ∀U ∈ TxN ⇐⇒ 〈∇S(x), U〉 = 0 ∀U ∈ TxN ⇐⇒
∇S(x) ∈ TxN⊥. 2
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Debemos aplicar ahora el teorema de multiplicadores de Lagrange al problema
que tenemos aquí.
Sea S : P //R una función C1 y consideremos la subvariedad W antes men-
cionada, sea SW = S|W la restricción de S aW. Queremos caracterizar los puntos
críticos de SW; debido al teorema de los multiplicadores de Lagrange, Teorema
2.3.1, sabemos que γ es un punto crítico si y sólo si
∇γS ∈ TγW⊥,
como se tiene que TγW = kerLγ, entonces debemos calcular (kerLγ)⊥ = RanL+γ .
Por lo tanto, tenemos que γ ∈W va a ser un punto crítico si y sólo si
∇γS ∈ Ran (Lγ)+.
Diremos, como en la sección anterior, que γ es un extremal ordinario si
∇γS ∈ Ran (Lγ)+,
lo que significa que ∃λ ∈ H0(γ∗(TQ)) tal que
〈∇γS, δγ〉1 = 〈L+γ (λ), δγ〉1, ∀δγ ∈ H1(γ∗(TQ)).
Como se tiene que
〈L+γ (λ), δγ〉1 = 〈λ,Lγ(δγ)〉0 =
∫ T
0
〈
λ(t),
d
dt
δγ −DΓ(γ(t), t)δγ
〉
dt,
identificando TQ con T ∗Q mediante la métrica riemanniana g escribimos el re-
sultado previo como sigue.
Corolario 2.3.2 (Teorema de los multiplicadores de Lagrange III) Con la
notación previa, γ ∈W es un punto crítico ordinario de
SW ⇐⇒ ∃p ∈ H0(γ∗(T ∗Q)) tal que
〈∇γS, δγ〉1 −
∫ T
0
p(t)
(
d
dt
δγ(t)−DΓ(γ(t), t)δγ(t)
)
dt = 0, ∀δγ ∈ H1(γ∗(TQ)).
Existe otra formulación de este teorema más conocida. Sea piQ : T ∗Q //Q el
fibrado cotangente a Q. Entonces el fibrado cotangente a P se construye de forma
similar al fibrado tangente de P y en γ vendrá dado por T ∗γP = H1(γ∗(T ∗Q)).
También tenemos el fibrado H0cotangente a P definido en γ como H0(γ∗(T ∗Q)),
que denotaremos como H0(I;T ∗Q), dual del fibrado tangente H0. La proyección
natural la denotamos como pi0 : H0(I;T ∗Q) // P. Una curva en H0(I;T ∗Q) se
va a denotar por el par (γ(t), p(t)), donde p(t) ∈ T ∗γ(t)Q es un campo covectorial
a lo largo de γ(t). Entonces definimos la función
S(γ, p) = S(γ) +
∫ T
0
p(t)
(
dγ
dt
− Γ(γ(t), t)
)
dt
= S(γ) + 〈p,A(γ)〉0
2.3. El problema general del análisis de puntos críticos de funciones con
simetrías y ligaduras 39
y, por lo tanto, para cualquier par (δγ, δp) ∈ T(γ,p)H0(I;T ∗Q) tenemos que:
〈∇(γ,p)S, (δγ, δp)〉 = 〈∇γS, δγ〉+ 〈δp, A(γ)〉0 + 〈p,Lγ(δγ)〉0.
Corolario 2.3.3 Sea (γ, p) ∈ H0(I;T ∗Q) una curva cotangente a P. Entonces
(γ, p) es un punto crítico de S ⇐⇒ γ es un punto crítico ordinario de SW.
Demostración. Si (γ, p) ∈ H0(I;T ∗Q) es un punto crítico de S, entonces
〈∇(γ,p)S, (δγ, δp)〉 = 0 ∀δγ, δp→ 〈δp, A(γ)〉0 = 0 ∀δp→ A(γ) = 0→ γ ∈W.
Y, por otra parte, se ha de cumplir que
〈∇γS, δγ〉+ 〈p,Lγ(δγ)〉0 = 0 ∀δγ → ∇γS ∈ RanL+γ = TγW⊥
→ γ es un punto crítico de SW.
La demostración recíproca es trivial. 2

Capítulo 3
Variables de Clebsch y Ligaduras de
Lin en problemas variacionales con
simetría de Borel
En este capítulo vamos a desarrollar y resolver la primera pregunta que nos
planteábamos en la introducción a esta memoria y que consiste en entender la
estructura de las variables de Clebsch y las ligaduras de Lin como una manera
de tratar problemas variacionales con simetría. Desarrollaremos en profundidad
las ideas comenzadas a tratar en Cendra y Marsden [Ce87a] y Cendra, Ibort y
Marsden [Ce87b], y las aplicaremos a pares de Borel P ×G Q. Finalizaremos el
capítulo escribiendo las ecuaciones reducidas de un problema variacional sobre
pares de Borel con Lagrangiano L : TQ // R y conexión principal B.
3.1. Conexiones y paralelismo en fibrados asocia-
dos
Consideremos un fibrado principal diferenciable Q(N,G) a izquierda sobre la
variedad base N con un grupo de estructura G, esto es, Q(N,G) está dado por
una variedad diferenciable Q tal que; G es un grupo de Lie que actúa libremente
a izquierda sobre Q, Ψ: G×Q //Q, (g, q) 7→ Ψ(g, q) = gq = Lgq; N ∼= Q/G y
la proyección pi : Q //N es una aplicación diferenciable, además se verifica que
Q es localmente trivial, es decir , ∀n ∈ N ∃U ⊆ N entorno de n tal que pi−1(U)
es isomorfo a G × U , esto es existe un difeomorfismo ψ : pi−1(U) // G × U
tal que ψ(u) = (ϕ(u), pi(u)) donde ϕ es una aplicación de pi−1(U) en G tal que
ϕ(gu) = gϕ(u), ∀g ∈ G.
La fibra de n en Q es el subconjunto de Q definido por pi−1(n) = { q ∈ Q |
pi(q) = n }. Si q ∈ pi−1(n), podemos identificar pi−1(n) con G a través de la
aplicación iq : G // pi−1(n) dada por iq(g) = gq. Asi pi−1(n) es una copia del
grupo de estructura G.
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Si tenemos un grupo G que actúa en una variedad Q y la acción de G sobre Q
es libre y propia se sabe que Q/G es una variedad diferenciable, pi : Q //Q/G es
una submersión y la fibra pi−1(n) es una subvariedad de Q, entonces Q(Q/G,G)
es un fibrado principal. Dado el fibrado principal Q(N,G), la acción de G sobre
Q induce un homomorfismo g // X(Q), ξ // ξQ de g en X(Q), el conjunto
de campos vectoriales verticales sobre Q, esto es el conjunto de campos X tal
que pi∗(X) = 0. Nótese que si X e Y son verticales, [X,Y ] también es vertical.
Finalmente, observemos que el espacio tangente a una fibra pi−1(n) en el punto q
es el espacio tangente a la órbita Oq con q tal que pi(q) = n, Tqpi−1(n) = { ξQ(q) |
ξ ∈ g }.
Conexiones en fibrados principales
Una conexión principal en Q(N,G) es elegir un complemento de Vq en TqQ,
∀q ∈ Q; es decir, determinar un subespacio Hq de TqQ tal que TqQ = Vq ⊕ Hq
que llamaremos subespacio horizontal de TqQ, y tal que Hgq = (Lg)∗Hq, ∀g ∈ G,
y Hq depende diferenciablemente de q. Todo vector tangente vq ∈ TqQ puede
escribirse de manera única como vq = vVq + vHq donde vVq ∈ Vq y vHq ∈ Hq. Dada
una conexión H en Q(N,G), definimos una 1-forma B sobre Q a valores en g
del siguiente modo: dado q ∈ Q, Bq(ξQ(q)) = ξ y Bq(vHq ) = 0. Alternativamente
llamaremos conexión principal sobre Q a una 1-forma B con valores en g tal que:
1. B(ξQ) = ξ, ∀ξ ∈ g.
2. (Lg)∗B = AdgB, ∀g ∈ G. Esto es, B((Lg)∗X) = Adg−1(B(X)),
∀X ∈ X(Q).
y entonces la distribución horizontal H se define como Hq = KerBq. La 1-forma
de Maurer-Cartan a izquierdas sobre G es la 1-forma θL invariante a izquierda a
valores en g dada por
θLg (X) = L
−1
g ∗(X).
3.1.1. Fibrados asociados a fibrados principales
Recordemos ahora la construcción de fibrados asociados a un fibrado principal
y varios ejemplos que aparecerán una y otra vez en lo sucesivo. Sea Q(N,G) un
fibrado principal. Supongamos que G actúa a la derecha sobre una variedad P ,
Φ: P × G // P, (x, g) 7→ Φ(x, g) = xg. Vamos a construir sobre N un fibrado
cuya fibra sea una copia de P y que preserve la posible no trivialidad de Q.
Consideremos la acción a la izquierda de G sobre la variedad producto P × Q,
dada por:
Ξ: G× (P ×Q) // P ×Q
(g, (x, q)) // Ξ(g, (x, q)) = (xg−1, gq).
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Notemos en primer lugar que la acción de G en P×Q también es libre. Denotemos
por P ×G Q al espacio cociente (P ×Q)/G y denotaremos por [x, q] a la clase de
equivalencia de (x, q) ∈ P ×Q definida por la órbita de G que pasa a través del
par (x, q), es decir,
[x, q] = { (xg−1, gq) ∈ P ×Q | g ∈ G },
esto es, (x, q) ∼ (x′, q′) si y solo si ∃g ∈ G, x′ = xg−1 y q′ = gq. La clase de
equivalencia [x, q] también se denotará simplemente por xq, es decir [x, q] = xq.
Nótese que con esta notación (xg)q = x(gq) y además xg−1gq = xq, ∀g ∈ G. La
proyección principal pi2 : Q // N induce una proyección piQ : P ×G Q // N ,
piQ(xq) = pi2(q). Nótese que la fibra pi−1Q (n) es difeomorfa a P lo que puede
verse simplemente usando la aplicación natural iq : P // P ×G Q, definida por
iq(x) = xq, con cualquier q ∈ pi−12 (n). Entonces es fácil observar que P ×GQ es un
fibrado sobre N con fibra P y proyección piQ. Llamaremos al fibrado EP = P×GQ
con base N y proyección piQ el fibrado asociado al fibrado principal Q(N,G) con
respecto a la acción de G en P .
Notar que junto a piQ hay otra proyección natural sobre P ×GQ inducida por
la proyección pi1 : P // P/G definida por piP : P ×G Q //M , piP (xq) = pi1(x).
De nuevo, para cualquier x ∈ P , hay una aplicación natural ix : Q // P ×G Q
definida por ix(q) = xq, que aplica Q en la fibra de piP sobre el punto pi1(x).
El fibrado de Atiyah y su dual
Consideremos dos ejemplos importantes de fibrados asociados a un fibrado
principalQ(N = G\Q,G), el fibrado de Atiyah y su dual. Consideremos el álgebra
de Lie g del grupo de Lie G y la acción de G en g dada por la representación
adjunta, Adg : g // g, ξ Ã Adgξ, g ∈ G, ξ ∈ g. Podemos considerar una acción
a derechas de G en g a través de Φ(ξ, g) = Adg−1ξ. Llamaremos fibrado de Atiyah
(a derechas) de Q(N,G) al fibrado asociado a Q(N,G) por la acción a derechas
Φ de G en g definida arriba, es decir, g×GQ //N , denotaremos al espacio total
de dicho fibrado por g˜R //N , esto es g×G Q ≡ g˜R. Omitiremos el subíndice R
si no hay riesgo de confusión. Escribiremos los puntos en g˜R cono [ξ, g] ó ξg.
Nótese que de manera análoga podemos definir un fibrado de Atiyah para
fibrados principales por la derecha Q(Q/G,G) y la acción a izquierda de G en g
dada por la representación adjunta, esto es Q×G g ≡ g˜L.
Si consideramos el levantamiento natural de la acción a izquierdas de G a
TQ, tendremos el fibrado principal TQ //G\TQ sobre G\TQ con fibra G. Sin
embargo hay una aplicación natural G\TQ // T (G\Q) dada por
[vq] // vpi2(q) = (pi2)∗(vq). Entonces se ve fácilmente que el fibrado anterior es el
pull-back del fibrado g˜ a T (G\Q) a lo largo de la aplicación τG\Q, es decirG\TQ ∼=
τ ∗G\Qg˜R. Para ello basta escoger una conexión principal B en Q y definimos la
siguiente aplicación:
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Λ: G\TQ // τ ∗G\Qg˜R : Λ([q, vq]) = ((pi2)∗(vq), [Bq(vq), q]).
Notemos en primer lugar que Λ está bien definido:
si [q, v] = [q′, v′] ∈ G\TQ, entonces ∃g ∈ G, q′ = gq, v′ = (Lg)∗v. Por tan-
to, (pi2)∗(v) = (pi2)∗(v′) y dado que Bq′(v′) = Bgq ((Lg)∗v) = ((Lg)∗B)q (v) =
AdgBq(v), entonces [Bq′(v′), q′] = [AdgBq(v), gq] = [Bq(v), q]. Es también fácil ver
que la aplicación τ ∗G\Qg˜R → G\TQ definida por (vpi2(q), [ξ, q])Ã [(q, vHq + ξQ(q))]
es la inversa de Λ.
Levantamiento horizontal y transporte paralelo
Veamos cómo una conexión B en Q(N,G) proporciona una noción de levan-
tamiento horizontal de campos sobre N . Consideremos la diferencial de la proyec-
ción pi, (Tpi)q : TqQ // TnN con pi(q) = n. Dado X ∈ TnN , un levantado de X
a q ∈ Q es un vector X˜q ∈ TqQ tal que (Tpi)q(Xhq ) = X. Como es claro, Y es
vertical si y sólo si (Tpi)q(Y ) = 0. Entonces, de todos los levantados de X a q
sólo uno es horizontal. El levantado horizontal de un campo X ∈ X(N), Xh es el
único campo horizontal sobre Q tal que (Tpi)q(Xhq ) = Xpi(q) . Está claro que Xhq
es invariante por Lg, ∀g ∈ G, esto es Lg∗(Xhq ) = Xhgq. Inversamente, todo campo
horizontal Xh sobre Q invariante por G es el levantado horizontal de algún campo
X sobre N . Se verifica fácilmente que si Xh e Y h son los levantados horizontales
de X e Y ∈ X(N) respectivamente. Entonces, Xh+Y h es el levantado horizontal
de X + Y , y si f es una función diferenciable sobre N , fhXh es el levantado
horizontal de fX siendo fh : Q //R la función dada por fh = f ◦pi. Nótese que
la componente horizontal de [Xh, Y h] es el levantado horizontal de [X, Y ].
Veamos ahora cómo se levantan curvas de N . Sea n(t) una curva diferenciable
sobre N con 0 6 t 6 T . Un levantamiento horizontal de n(t) es una curva
horizontal q(t) ⊂ Q tal que pi(q(t)) = n(t) ∀t; es decir, es una curva tal que
sus vectores tangentes son horizontales: q˙(t) ∈ Hq(t). Es claro que las nociones
de levantamiento de curvas y levantamiento de campos están relacionadas. Se
puede ver que si Xh es el levantado horizontal de X, la curva integral de Xh
que comienza en el punto q0, pi(q0) = n(0) = n0 es el levantamiento de la curva
integral de X comenzando en n0.
Se tiene por tanto que si γ(t) es una curva de clase C1(N) con 0 6 t 6 T .
Para todo punto q0 ∈ Q tal que pi(q0) = n0 = n(0) existe un único levantamiento
horizontal γh(t) = q(t) tal que γh(0) = q0 = q(0).
Con este resultado se puede definir el concepto de transporte paralelo de
fibras a lo largo de una curva en la base. Sea γ(t) una curva en N con 0 6 t 6 T ,
q0 ∈ pi−1(n0). Sea γh(t) el levantamiento horizontal de γ(t) al punto q0 cuyo punto
final es γh(T ) = qT ∈ pi−1(nT ). Variando q0 en la fibra pi−1(n0) se obtiene una
aplicación de la fibra pi−1(n0) en pi−1(nT ) que es un isomorfismo.
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El transporte paralelo a lo largo de la curva n(t) es la aplicación
PT : pi−1(n0) // pi−1(nT )
que le asigna a q0 el valor en t = T del único levantamiento horizontal de n(t) cuyo
valor en t = 0 es q0. El transporte paralelo a lo largo de la curva n(t) conmuta
con la acción de G sobre Q. Es decir, nh ◦ Lg = Lg ◦ nh,∀g ∈ G.
Es sencillo ver también que
1. El transporte paralelo es independiente de la parametrización de la curva
en la base.
2. El transporte paralelo a lo largo de −γ es el inverso del transporte paralelo
a lo largo de γ.
3. El transporte paralelo a lo largo de α ·β es la composición de los transportes
paralelos a lo largo de α y β.
Para cada n ∈ N denotamos por C(n) el espacio de los loops en n, es decir, el
espacio de caminos cerrados en n. Dado γ ∈ C(n), el transporte pararelo a lo largo
de γ es un isomorfismo de la fibra pi−1(n). Por la observación anterior resulta claro
que γh : pi−1(n) // pi−1(n) es un isomorfismo de grupos y que γh(gq) = gγh(q).
El grupo de los isomorfismos γh de la fibra pi−1(n) es el grupo de holonomía de
la conexión B en n.
3.2. Reducción variacional de Lagrange-Poincaré
Consideraremos por tanto tal y como se indicó en la introducción y en el capí-
tulo 2 un lagrangiano L definido en el fibrado tangente TQ de un fibrado principal
a izquierdas Q(N,G) con pi : Q //G\Q = N la fibración principal. Supondremos
que L es invariante con respecto al levantamiento natural de la acción de G a TQ,
esto es, L(gq, gvq) = L(q, vq), ∀g ∈ G, (q, vq) ∈ TQ, y queremos resolver el pro-
blema de determinar los puntos críticos del funcional S =
∫ T
0
L(q, vq) dt sobre
el espacio de curvas Ωq0,qT (Q) con extremos fijos q0, qT . Dado que el lagrangia-
no L es G-invariante desciende a una función l : G\TQ // R definida como
l([q, vq]) = L(q, vq), donde [q, vq] denota la clase de equivalencia definida por la
acción de G en TQ, es decir [q, vq] = { (gq, gvq) | g ∈ G }.
El fibrado cocienteG\TQ sobre T (G\Q) se puede identificar como se describió
con anterioridad con el fibrado obtenido por pull-back del fibrado de Atiyah a
T (G\Q) a lo largo de la proyección canónica τG\Q.
Podemos por tanto identificar los puntos deG\TQ como (n, vn; ξ) con (n, vn) ∈
TN = T (G\Q) y ξ ∈ g.
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Tal y como se indicó en la introducción el análisis del principio variacional
reducido, esto es el definido por l en el espacio de curvas
Ωn0,nT (g˜) = {γ : [0, T ]→ g˜ = g×G Q| piQ(γ(0)) = pi(q0) = n0,
, piQ(γ(T )) = pi(qT ) = nT},
ha sido realizado por Cendra, Marsden y Ratiu [Ce01a] con el nombre de reduc-
ción de Lagrange-Poincaré. Aunque en el capítulo 5 volveremos sobre este tema,
vamos a abordar el estudio del principio variacional reducido Sl =
∫ T
0
l(n, vn, ξ) dt
utilizando variables auxiliares, esto es desarrollando el punto de vista de Clebsch
y Lin.
Consideraremos por tanto en primer lugar un espacio auxiliar P con una acción
que supondremos a derechas del grupo G. Denotamos, como en párrafos anteriores
dicha acción por xg, x ∈ P, g ∈ G. El espacio T ∗P , el fibrado cotangente de P
se denominará el espacio de Clebsch del problema.
El espacio auxiliar de Clebsch T ∗P tiene una estructura simpléctica canónica
ωP y la acción a derecha de G en P se levanta de manera natural a una acción en
T ∗P . El levantamiento de dicha acción es simpléctica y deja invariante, no sólo
la 2-forma canónica ωP , sino también la 1-forma de Liouville θP en T ∗P . Existirá
por tanto una aplicación momento para dicha acción definida por Jp : T ∗P //g∗
y 〈JP (x, px), ξ〉 = 〈ξP (x), px〉 con (x, px) ∈ T ∗P, ξ ∈ g y ξP (x) denota el campo
vectorial asociado a ξ en P .
El espacio de Clebsch auxiliar podría sustituirse por una variedad simpléctica
(M,ω) donde actúa el grupo G y que tenga aplicación momento J : M // g∗,
aunque no insistiremos en dicho punto de vista.
La extensión trivial del principio variacional
∫
L(q, vq) dt a P×Q, esto es, con-
sideramos el mismo funcional SL =
∫
L(q, vq) dt pero ahora definido en el espacio
de curvas Ωq0,qT (P × Q) no nos resuelve de momento nada, ya que el funcional
SL es degenerado en él. Lo que haremos es definir un subespacio de curvas Ω˜ en
Ωq0,qT (P ×Q) difeomorfo a Ωq0,qT (Q) y podremos aplicar el teorema de los multi-
plicadores de Lagrange (ver capítulo 3.3.3) a la subvariedad Ω˜ de Ωq0,qT (P ×Q).
De esta manera escribiremos los puntos críticos de SL como puntos críticos de un
funcional S definido en Ωq0,qT (P ×Q) donde habremos incorporado las ecuaciones
que definen Ω˜ como subvariedad de Ωq0,qT (P × Q). Dichas ecuaciones podrán
interpretarse como ligaduras que relacionan curvas en P y curvas en Q y consti-
tuyen la geometrización de las ligaduras de Lin comentadas en la introducción.
Finalmente nuestro funcional S en Ωq0,qT (P × Q) continúa siendo G-invariante
por lo que podemos proceder a su reducción, bien de Lagrange-Poincaré, ó bien
de Hamilton-Poisson. Discutiremos estos aspectos más adelante.
El subespacio Ω˜ ⊂ Ω(P × Q) estará dado en general por una condición de
horizontalidad. Para describir esta idea vamos a revisar algunos conceptos y no-
taciones sobre horizontalidad y conexiones en fibrados asociados.
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3.2.1. Conexiones inducidas en fibrados asociados P ×G Q
Recordemos que una conexión (principal) B sobre Q puede ser caracterizada
por sus espacios verticales y horizontales en q ∈ Q. Los denotamos respectiva-
mente por
Vq = kerTqpi, Hq = kerBq.
donde pi es la proyección principal pi : Q //N . Estos espacios nos proporcionan
la siguiente descomposición TQ = H(TQ)⊕ V (TQ) donde H(TQ) = ⋃q∈QHq y
V (TQ) =
⋃
q∈Q Vq, los cuales son invariantes bajo la acción de G.
Las componentes verticales y horizontales de un vector v ∈ TqQ las deno-
taremos como anteriormente por V (v) y H(v) ó vV y vH respectivamente. Por
definición, V (v) = Bq(v)Q y H(v) = v − Bq(v)Q. Un vector tangente v es lla-
mado horizontal si su componente vertical es cero; es decir, si Bq(v) = 0 y es
llamado vertical si su componente horizontal es cero; es decir, Tqpi(v) = 0. Una
curva q(t) diremos que es horizontal si q˙(t) es horizontal para todo t. Notar que
Tqpi : Hq // Tpi(q)N es un isomorfismo. Por tanto, una curva q(t) sobre Q es
horizontal si Bq(t)(q˙(t)) = 0, ∀ t.
Dado un vector X ∈ Tpi(q)N el levantamiento horizontal Xhq de X en q es el
único vector horizontal en TqQ tal que Tqpi(Xhq ) = X.
Para cualquier curva n(t) ∈ N , t ∈ [0, T ] podemos definir su levantamiento
horizontal nhq0 como la única curva horizontal nhq0(t) que se proyecta sobre n(t) y
tal que nhq0(0) = q0, pi(q0) = n0 = n(0).
Consideremos una curva q(t) ∈ Q, t ∈ [0, T ]. Entonces existe una única
curva horizontal qh(t) tal que qh(t0) = q(t0) y pi(qh(t)) = pi(q(t)) para todo
t ∈ [0, T ]. Por tanto, podemos definir una curva g(t), t ∈ [0, T ] en G usando la
descomposición q(t) = g(t)qh(t). También, notar que si n(t) = pi(q(t)) entonces
qh(t) = n
h
q0
(t). Además, q˙(t) = g˙(t)qh(t) + g(t)q˙h(t) y q˙(t) = H(q˙(t)) + V (q˙(t)) =
H(q˙(t)) + Bq(t)(q˙(t))Q. Por definición de vector horizontal, Bq(t)(g(t)q˙h(t)) = 0,
luego Bq(t)(q˙(t)) = Bq(t)(g˙(t)qh(t)) = Bq(t)(g˙(t)g−1(t)g(t)qh(t)) = g˙(t)g−1(t)
La conexión B induce una conexión sobre cualquier fibrado asociado declaran-
do horizontales las curvas de la forma x(t)q(t) donde q(t) es horizontal. Esto de-
fine una distribución HP sobre T (P ×GQ) donde v ∈ HP (xq) si existe una curva
horizontal γ(t) = x(t)q(t) sobre P ×G Q tal que v = γ˙(0).
Los vectores tangentes v ∈ Txq(P ×GQ) pueden ser fácilmente descritos como
sigue. Sea x(t)q(t) una curva tal que x(0)q(0) = x0q0 y d/dt(x(t)q(t)) |t=0= v. En-
tonces no es difícil demostrar que v = Tqix(q˙)+Txiq(x˙). Simplemente denotaremos
por xq˙ := Tqix(q˙) y x˙q := Txiq(x˙). Con esta notación tenemos
d
dt
(
x(t)q(t)
)∣∣∣∣
t=0
= xq˙ + x˙q.
Por tanto, debido a la definición de conexión asociada, los vectores horizontales
en HP serán de la forma xq˙h.
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Notemos que si ξ ∈ g es un elemento del álgebra de Lie de G, entonces
(x · exp(tξ))q = x(exp(tξ) · q), ∀t,
y tomando derivadas con respecto a t obtenemos,
xξQ(q) = −ξP (x)q, (3.1)
donde ξQ(q) = d/dt(exp(tξ) · q) |t=0 y ξP (x) = d/dt(x · exp(−tξ)) |t=0.
Dados x(t) y q(t) curvas en P y Q respectivamente, tendremos:
d
dt
(x(t)q(t)) = x˙(t)q(t)+x(t)q˙(t) = x˙(t)q(t)+x(t)g(t)q˙h(t)+x(t)Bq(t)(q˙(t))Q(q(t))
y el vector tangente d/dt(x(t)q(t)) será horizontal si y sólo si
x(t)Bq(t)(q˙(t))Q(q(t)) + x˙(t)q(t) = 0.
Por consiguiente definimos una 1-forma de conexión BP sobre el fibrado asociado
P ×GQ //N cuyo kernel es la distribución horizontal HP definida antes y dada
por:
BPxq(x˙q) = xBq(q˙)Q(q) + x˙q = −Bq(q˙)P (x)q + x˙q,
donde hemos usado la eq. (3.1).
3.3. Espacios de curvas horizontales sobre fibra-
dos asociados
Denotaremos por Ωx0(P ) al espacio de curvas diferenciables en P con origen
fijo x0 y por Ωx0,xT (P ) al que tiene los extremos fijos x0, xT . También denotaremos
por Ωq0(Q) al espacio de curvas diferenciables en Q con origen q0 y por Ωq0,qT (Q)
al que tiene los extremos fijos q0, qT . Como establecimos anteriormente es claro
que dada una curva q(t) en Q hay una única descomposición q(t) = g(t)qh(t),
donde g(0) = e y qh(t) es horizontal con respecto a la conexión B, es decir,
Bq(t)(q˙h(t)) = 0. Dada una curva q(t) ∈ Ωq0,qT (Q) y x0 ∈ P , existe una única
curva denotada por xh(t) en Ωx0(P ) tal que xh(t)q(t) es horizontal con respecto
a la conexión BP sobre P ×G Q y xh(0)q(0) = x0q0. Se observa con facilidad que
esta curva está definida por xh(t) = x0g−1(t), ya que
xh(t)q(t) = x0g
−1(t)q(t) = x0g−1(t)g(t)qh(t) = x0qh(t),
que es horizontal.
Fijemos un punto q0 en Q. Denotaremos por ΩHx0,xT ;q0(P × Q) al conjunto
de curvas (x(t), q(t)) con dominio [0, T ], q(t) ∈ Ωq0(Q), x(t) con extremos fijos
x0, xT y tal que x(t)q(t) es horizontal para todo t. Notar que este último requisito
implica que x(t)g(t) = x0, donde q(t) = g(t)qh(t), y que xT = x0g−1(T ) = x0g−1T ,
g(T ) = gT .
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3.3.1. Condiciones extremales compatibles
Sea x0 ∈ P y x0G denotará la órbita del grupo G sobre P pasando a través
de x0, es decir, x0G = { x0g ∈ P | g ∈ G }. Ahora, dada una curva diferenciable
g(t) en G y denotando por x(t) = x0g(t) a la correspondiente curva que comienza
en x0, el extremo xT estará en la órbita x0G. Si denotamos por ξ(t) la curva en
g tal que se verifica
g˙(t) = ξ(t)g(t)
sobre el grupo G con condición inicial g(0) = e, un simple cálculo demuestra
que la curva x(t) = x0g(t; ξ) es una curva integral del sistema x˙ = ξP (t)(x) con
condición inicial x0, esto es:
d
dt
x(t) =
d
dt
(x0g(t; ξ)) = x0g˙(t; ξ) = x0ξP (t)g(t; ξ) = ξP (t)(x(t)),
además x0g(0; ξ) = x0e = x0.
Diremos que dos puntos x0, xT ∈ P en el espacio auxiliar P son compatibles
si existe ξ(t) ∈ g, tal que xT = x(T ; ξ) donde x(t; ξ) denota la curva integral de
x˙ = ξP (t)(x) con condición inicial x0.
Dadas dos curvas ξ(t), ξ′(t) en g, puede ocurrir que ξP (t) = ξ′P (t). La no-
unicidad de la elección de la curva ξ(t) correspondiente a ξ(t)P depende del ál-
gebra de isotropía gx(t) a lo largo de las curvas integrales del campo vectorial
ξP (t).
Por tanto para que el extremo xT sea accesible desde x0 es necesario que
xT ∈ x0G. Si xT ∈ x0G, diremos que los extremos x0 y xT son compatibles.
Sin embargo, cualquier punto xT ∈ x0G no es compatible con x0. Sin embargo,
tenemos la siguiente proposición:
Proposición 3.3.1 Si G es un grupo exponencial, cualquier punto xT ∈ x0G es
compatible con x0.
Demostración. Si el grupo es exponencial, es conexo. Tomemos cualquier
curva diferenciable g(t) tal que g−1(0) = e y g−1(T ) = g−1T donde xT = x0g−1T .
Ahora la curva x(t) = x0g−1(t) satisface que x(0) = x0 y x(T ) = xT . Además
x˙(t)q(t) = −x(t)g˙(t)g−1(t)q(t) = −x(t)Bq(t)(q˙(t))Q(q(t)) = Bq(t)(q˙(t))P (x(t))q(t)
donde q(t) = g(t)q0. 2
Fijemos xT = x0g−1T . Notar que para cualquier g′ ∈ x0G, g′T = gTg′ define el
mismo extremo xT .
Para cualquier punto inicial dado q0, la curva horizontal que pasa por él está
únivocamente determinada. Por tanto, si q(t) es una curva arbitraria y x(t)q(t) es
horizontal, tenemos x(t)q(t) = x0qh(t). Luego xT q(T ) = x0qh(T ), y x0g−1T q(T ) =
x0qh(T ). Si x0G denota el grupo de isotropía de x0, tenemos que g−1T q(T ) =
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hqh(T ), h ∈ x0G. Además, q(T ) = g(T )qh(T ), y como G actúa libremente sobre
Q, tendremos que g(T ) ∈ x0GgT .
Por tanto, denotando gT qh(T ) por qT , tenemos que para cada curva q(t) ∈
Ωq0,x0GqT (Q) podemos asociar una curva en ΩHx0,xT ;q0(P ×Q) por medio de la cor-
respondencia natural q(t) 7→ (x(t), q(t)), donde x(t) = x0g−1(t) y q(t) = g(t)qh(t)
como antes. Entonces x(0) = x0g−1(0) = x0 y x(T ) = x0g−1(T ) = x0hg−1T =
x0g
−1
T = xT , h ∈ x0G.
Los comentarios anteriores pueden ser resumidos en la siguiente proposición:
Proposición 3.3.2 Sea Q un G-fibrado principal con conexión B y P un G-
espacio por la derecha. Sea g ∈ G, dos puntos compatibles x0, xT = x0g−1T en P
y q0 ∈ Q, entonces hay una correspondencia uno-uno entre el conjunto de curvas
Ωx0,xT (P ), el conjunto de curvas horizontales ΩHx0,xT ;q0(P × Q) y el conjunto de
curvas Ωq0,x0GqT (Q), donde qT = gT qh(T ), qh(t) la única curva horizontal que
comienza en q0, y x0G el grupo de isotropía de x0. Las correspondencias están
dadas explícitamente por q(t) 7→ x0qh(t) = x(t)q(t) con x(t) = x0g−1(t) y q(t) =
g(t)qh(t), y finalmente x(t)q(t) 7→ x(t).
Las curvas (x(t), q(t)) pertenecientes al espacio de curvas horizontales en
P × Q con extremos compatibles x0, xT y tales que q(0) = q0 denotadas por
ΩHx0,xT ;q0(P ×Q) están en correspondencia uno-uno con las curvas en Ωx0,xT (P ).
3.3.2. Variables de Clebsch y Ligaduras de Lin para pro-
blemas variacionales con simetría
Puesto que BP ( d
dt
(x(t)q(t))) = 0 es equivalente a que x(t)q(t) sea horizontal,
se sigue que ΩHx0,xT ;q0(P ×Q) es el subconjunto de Ωx0,xT ;q0,x0GqT (P ×Q) definido
por la ligadura BP ( d
dt
(x(t)q(t))) = 0. Esta ligadura es también llamada ligadura
de Lin [Ce87a]. Ahora la introduciremos en el principio variacional, usando un
multiplicador de Lagrange. Utilizando el espacio de representación de Clebsch
T ∗P permitiremos variaciones arbitrarias de las curvas a lo largo de las direcciones
verticales en T ∗P y así, el nuevo término en el Lagrangiano será del siguiente
modo: 〈
BP (
d
dt
(x(t)q(t))), p(t)q(t)
〉
(3.2)
siendo p(t) cualquier levantamiento de la curva x(t) ∈ Ωx0,xT (P ). Notar que la
acción de G sobre P puede ser levantada naturalmente a una acción de G sobre
T ∗P y podemos considerar el espacio cociente T ∗P ×G Q como en 3.1.1.
Consideremos la curva p(t) como una curva en T ∗P con extremos en τ−1P (x0)
y τ−1P (xT ), ó como una curva en T ∗P con extremos libres a lo largo de las fibras
de la proyección canónica τP : T ∗P → P . La ligadura horizontal de Lin dada
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anteriormente, puede ser escrita en términos de la 1-forma canónica de Liouville
θP sobre T ∗P como
〈BP ( d
dt
(xq)), pq〉 = 〈(x˙−Bq(q˙)P (x))q, pq〉
= −θP (x, p)(x˙, p˙)− 〈J(x, p), Bq(q˙)〉. (3.3)
Finalmente, consideremos L como un Lagrangiano G-invariante sobre Q, esto
es, L(q, q˙) = L(gq, gq˙) con (q, q˙) ∈ TQ y g ∈ G. Como indicamos anteriormente,
la acción de G sobre P también nos permite definir el fibrado asociado T ∗P ×GQ
sobre N con fibra T ∗P . Entonces definimos el Lagrangiano L sobre T (T ∗P ×GQ)
mediante la fórmula:
L(x, p, x˙, p˙; q, q˙) = L(q, q˙)− 〈BP ( d
dt
(xq)), pq〉, (3.4)
ó usando las fórmulas anteriores, obtenemos para BP lo siguiente:
L(x, p, x˙, p˙; q, q˙) = L(q, q˙)− 〈BP ( d
dt
(xq)), pq〉
= L(q, q˙) + 〈J(x, p), Bq(q˙)〉+ θP (x, p)(x˙, p˙) (3.5)
Ahora podemos hacer precisa la correspondencia entre los puntos críticos de
L y los de L.
Teorema 3.3.1 Fijando gT ∈ G, q0 ∈ Q y x0 ∈ P , sea xT = x0g−1T , y qT = gT q0.
Entonces las siguientes afirmaciones son equivalentes:
i.- La curva diferenciable q(t) ∈ Ωq0,x0GqT (Q) es un punto crítico del funcional
SL : Ωq0,x0GqT (Q)→ R definido por
SL[q] =
∫ T
0
L(q, q˙)dt (3.6)
ii.- Hay una curva diferenciable (x(t), p(t)) ∈ Ωx0,xT (T ∗P ) tal que la curva
(x(t), p(t); q(t)) es un punto crítico del funcional SL : Ωx0,xT ;q0(T ∗P×Q) //R
definido por:
SL[x, p; q] =
∫ T
0
L(x(t), p(t), x˙(t), p˙(t); q(t), q˙(t))dt
=
∫ T
0
(L(q, q˙) + 〈J(x, p), Bq(q˙)〉+ θP (x, p)(x˙, p˙))dt. (3.7)
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Demostración. Supongamos que q(t) ∈ Ωq0,x0GqT (Q) es un punto crítico del
funcional SL, dado que el espacio de curvas Ωq0,x0GqT (Q) es difeomorfo al es-
pacio de curvas horizontales ΩHx0,q0(P × Q), el funcional SL define una función
que denotamos igual en ΩHx0,q0(P × Q). El espacio de curvas ΩHx0,q0(P × Q) es
una subvariedad cerrada de Ωx0,q0(P × Q) definida por la aplicación Υ(x, q) =
BP (x˙q) = 0. Esta aplicación es una sección regular del fibrado asociado dado por
P y por tanto el teorema de los multiplicadores de Lagrange detallada a contin-
uación nos permite establecer que los puntos críticos de SL en ΩHx0,q0(P × Q)
están en correspondencia 1-1 con los puntos críticos del funcional extendido
S =
∫ T
0
(
L(q, vq) + 〈p,BP (x˙q)〉
)
dt, pero utilizando ahora las fórmulas (3.5)
obtenemos la expresión (3.7). 2
3.3.3. Teorema de los multiplicadores de Lagrange sobre
espacios de curvas
El uso del Teorema de los multiplicadores de Lagrange Thm. 2.3.1 en el con-
texto de esta tesis requiere establecer el marco adecuado Utilizaremos para este
propósito el marco analítico de Klingerberg para funcionales en espacios de curvas
[Kl78].
Consideraremos los espacios de curvas γ(t) = (x(t), q(t)) de clase de Sobolev
k, k ≥ 1, sobre el espacio P × Q, es decir Hk(P × Q) [Kl78]. Tal espacio de
curvas es una variedad de Hilbert paracompacta modelada sobre el espacio de
Hilbert Hk([0, T ],RN), N = dimP + dimQ, de aplicaciones γ : [0, T ] // RN
en L2([0, T ],RN) con derivadas débiles γ(l)(t), 0 ≤ l ≤ k, en L2([0, T ],RN). El
espacio tangente a Hk(P × Q) en la curva γ(t) = (x(t), q(t)) está dado por las
secciones de clase de Sobolev k del fibrado de los pull-back γ∗(TP ×TQ). Debido
a que el fibrado γ∗(TP × TQ) sobre [0, T ] es trivial, tal espacio de secciones
puede ser identificado con el espacio de Hilbert de las aplicaciones de Sobolev
Hk([0, T ],RN). Denotaremos por T (Hk(P ×Q)) al fibrado tangente construido a
partir de este espacio de curvas. Además podemos considerar en cada aplicación γ
el espacio de Hilbert de las secciones de clase de Sobolev l, 0 ≤ l ≤ k, del fibrado
de los pull-back γ∗(TP × TQ). La colección de tales espacios definen un fibrado
vectorial sobre Hk(P ×Q) cuya fibra está dada por H l([0, T ],RN). Denotaremos
a este fibrado vectorial como T (l)(Hk(P ×Q)).
Varias condiciones extremales para las curvas que estamos considerando de-
finen subvariedades de Hilbert de las variedades de Hilbert Hk(P×Q). Por ejemp-
lo, la condición extremal que va a ser considerada a lo largo de la tesis, x(0) = x0,
x(T ) = xT , define una subvariedad de Hilbert, que será denotada a partir de
ahora como Pk. Por consiguiente
Pk = { (x(t), q(t)) ∈ Hk(P ×Q) | x(0) = x0, x(T ) = xT }.
El espacio tangente a Pk está dado por los subespacios de Hilbert
TγP
k = { (δx(t), δq(t)) ∈ Hk(γ∗(P ×Q)) = TγHk(P ×Q) | δx(0) = δx(T ) = 0 }
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Por tanto tenemos definido el fibrado tangente TPk. Además, simultáneamente,
podemos considerar para cada curva γ ∈ Pk, el conjunto de las secciones de clase
de Sobolev l, l ≤ k, del fibrado γ∗(TP × TQ) que se anula en los extremos. El
espacio total de estas secciones definen otro fibrado vectorial T (l)Pk // Pk con
fibra standard H l0([0, T ],RN). Por tanto la aplicación γ 7→ γ˙ es una sección de
T (k−1)Pk.
Podemos considerar ahora la variedad de Hilbert de curvas de clase de Sobolev
k sobre el espacio P ×G Q considerado en esta tesis. Tendremos, como en el
razonamiento anterior, el fibrado T (k−1)H1(P ×GQ) sobre él. Hay una proyección
natural Π: P ×Q //P ×GQ que induce otra proyección, que denotaremos con
la misma letra Π: Pk // Hk(P ×G Q). Denotaremos por Ek al fibrado de los
pull-back de T (k−1)Hk(P ×G Q) a Pk a lo largo de la aplicación Π. Notar que la
fibra Ek // Pk en γ = (x, q) es el espacio de Hilbert de las Hk secciones del
fibrado (xq) ∗ (T (P ×G Q)) que se anulan en los extremos. Además, el fibrado de
Hilbert Ek tiene una conexión hermítica ∇ [La71]. Tal conexión puede también,
ser explícitamente construida desde una métrica canónica global definida sobre
Ek, pero no insistiremos en estos aspectos aquí.
Consideraremos ahora la sección s de Ek definida por la aplicación
s(γ)(t) = BP (
d
dt
(x(t)q(t)))
donde γ(t) = (x(t), q(t)). Claramente, la sección s es diferenciable y transversa a
la sección zero de Ek. Notar que el espacio tangente al punto de la sección cero γ
de Ek puede escribirse como TγEk = T (k−1)γ Pk⊕Ek. Pero los vectores verticales
ξ(t) ∈ Ek pueden siempre ser obtenidos en el rango de ∇s.
Por tanto, aplicando el teorema de los multiplicadores de Lagrange, Thm.
2.3.1, la curva γ será un punto crítico de la función S : Pk //R restringida a la
subvariedad definida por el conjunto de zeros de la sección s si y sólo si existe un
elemento p ∈ (Ek)∗ tal que (γ, p) es un punto crítico de la función F : (Ek)∗ //R
dada por
F (γ, p) = S(γ) + 〈p, s(γ)〉,
donde 〈·, ·〉 es el producto interior en L2 a lo largo de las fibras de Ek (notar que
debido al teorema del embedding de Sobolev podemos identificar Ek con (Ek)∗
por el uso del producto interior en L2). Además por el teorema del embedding de
Sobolev, también obtenemos que el punto crítico γ es de clase Cr con r = k − 1.
Por tanto si γ está en Pk para todo k ≥ 0, entonces el par crítico (γ, p) será de
clase k para todo k ≥ 0, por tanto de clase C∞.
Por tanto resumimos la discusión anterior en el siguiente teorema:
Teorema 3.3.2 Con la notación anterior, una curva diferenciable γ(t) = (x(t), q(t))
es un punto crítico del funcional S =
∫ T
0
L(x, q) dt sujeto a las condiciones de
ligadura horizontal
BP (
d
dt
(x(t)q(t))) = 0
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si y sólo si existe un levantamiento diferenciable (γ(t), p(t)) de esta curva tal que
es un punto crítico del funcional extendido
SL =
∫ T
0
(
L(x, q) + 〈p(t), BP ( d
dt
(x(t)q(t)))〉
)
dt
Capítulo 4
Problemas de Control Óptimo de
Lie-Scheffers-Brockett
4.1. Elementos de Teoría de Control.
Comenzaremos este capítulo recapitulando algunos elementos de teoría de
control y control óptimo que nos van a ser necesarios en lo que sigue. Así estable-
ceremos las notaciones y terminología básica para sistemas de control y algunos
resultados analíticos sobre espacios de curvas que nos serán necesarios posterior-
mente.
4.1.1. Sistemas de Control Óptimo
Adoptaremos para la descripción de sistemas de control óptimo la formulación
geométrica iniciada por E. Martínez [Mr99] aunque no utilizaremos la formulación
más estilizada que usa la teoría de algebroides. El espacio de estados de un sistema
de control es el objeto geométrico que describe las variables que caracterizan
los distintos estados del sistema y que supondremos en lo que sigue que es una
variedad diferenciable de dimensión finita, con o sin borde. Así a la variedad
diferenciable de los estados la denotamos como P y sus coordenadas locales las
denotamos como xi, i = 1 . . . n, donde n es la dimensión de P .
Como generalmente los controles van a ser fuerzas externas aplicadas depen-
diendo del estado, las variables de control las podemos modelar utilizando la idea
geométrica de fibrado; generalmente, este fibrado va a ser un fibrado vectorial ó
afín, es decir, la fibra sobre un punto arbitrario va a ser un espacio vectorial o
afín. Por lo tanto, tendremos un fibrado con espacio total que denotamos como C
sobre el espacio base P y una aplicación de proyección pi : C //P . Las variables
de control, es decir, las coordenadas locales a lo largo de las fibras pi−1(x) de pi,
las denotamos como ua, a = 1, . . . ,m. La fibra Cx = pi−1(x) constituye el con-
junto de controles que actúan en el punto x del espacio de estados. Por tanto, las
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coordenadas locales en el fibrado de controles se denotarán por (xi, ua), i = 1....n
y a = 1, ..., r.
La dinámica del sistema es descrita a través de las relaciones físico/mecánicas
entre las variables que describen el fibrado de control y sus derivadas. Dichas
ecuaciones típicamente son ecuaciones diferenciables de primer o segundo orden
y dependen de los controles como parámetros. Utilizaremos como ya hemos dicho
la formulación geométrica de estas de E. Martínez que se apoya en la noción
de cálculo diferencial a lo largo de aplicaciones. Por tanto estableceremos que
la ecuación dinámica de un sistema de control, también llamada ecuación de
estado o de control, está descrita por un campo vectorial en el fibrado de los
estados y controles a lo largo de la proyección pi, i.e., el campo vectorial es una
aplicación Γ: C //TP tal que τp◦Γ = pi y que en coordenadas tiene la expresión
Γ = f i(x, u)∂/∂xi.
TP
τP
²²
C
Γ
=={{{{{{{{
pi
// P
El funcional objetivo en un problema de control óptimo es la función a mini-
mizar y, en general, es un funcional local definido en un cierto espacio de curvas.
Supondremos por tanto que el funcional objetivo S de un problema de control
óptimo está definido mediante una densidad lagrangiana L : C // R, es decir,
S =
∫ T
0
L(x, u) dt,
y es una función diferenciable en un cierto espacio de curvas admisibles en C.
El funcional objetivo va a estar definido en un espacio de curvas, γ : [0, T ] //C
que en esta memoria consideraremos con extremos fijos x(0) = pi ◦ γ(0) =
x0, x(T ) = pi ◦ γ(T ) = xT .
La solución del problema de control óptimo enunciado antes fue obtenida de
manera muy general por L. Pontryagin y sus colaboradores [Po62] y está dada por
el conocido como principio del máximo de Pontryagin, enunciado en el siguiente
teorema.
Teorema 4.1.1 (Principio del máximo de Pontryagin) [Po62] La curva
γ(t) = (x(t), u(t)), t ∈ [0, T ], absolutamente continua, es una trayectoria optimal
normal si existe un levantamiento de x(t) al espacio de coestados, (x(t), p(t)), tal
que se satisfagan las ecuaciones de Hamilton,
x˙i =
∂H
∂pi
, p˙i = −∂H
∂xi
, (4.1)
y tal que se cumpla:
H(x(t), p(t), u(t)) = ma´x
v
H(x(t), p(t), v), a.e. t ∈ [0, T ],
4.1. Elementos de Teoría de Control. 57
donde H denota la función hamiltoniana
H(x, p, u) = pif
i(x, u)− L(x, u). (4.2)
4.1.2. El principio variacional de Hamilton-Pontryagin
En esta sección probaremos que las curvas integrales de los campos vectoriales
que satisfacen la ecuación dinámica (4.13) son las trayectorias extremales del
problema de control óptimo definido por las ecuaciones:
x˙i(t) = f i(x(t), u(t)), i = 1, . . . , n, (4.3)
y
S(γ) =
∫ T
0
L(x(t), u(t)) dt. (4.4)
Para esto debemos hallar los puntos críticos de S restringido a la subvariedad
de las soluciones del campo vectorial, es decir, restringido a W. Vimos que los
puntos críticos de S|W son los mismos que los de S con
S(γ) =
∫ T
0
[L(x(t), u(t)) + 〈p(t), x˙(t)− Γ(x(t), u(t)〉]dt
donde S : Cx0,xT (M)→ R, es decir, está definida en el espacio de curvas diferen-
ciables sobre M con puntos fijos x0 ,xT y γ(t) = (x(t), p(t), u(t)) ∈ Cx0,xT (M) es
una curva γ : [0, T ] → M . Entonces si denotamos por ξ a un vector tangente en
TγCx0,xT (M) en la curva γ(t), tenemos que si γ es un punto crítico de S entonces
S ∈ C1, dS(γ) = 0 ⇐⇒ ∂S
∂ξ
= 0, ∀ξ = δγ = (δx, δp, δu).
Por lo tanto, tenemos que calcular los puntos que anulan la derivada direccional
del funcional objetivo en la dirección ξ(t) = δγ(t) = (δx(t), δp(t), δu(t)).
La definición de derivada direccional en Rn de una función en un punto x y
en la dirección del vector v es la siguiente:
∂f
∂v
= l´ım
s→0
f(x+ sv)− f(x)
s
.
En una variedad diferenciable la noción de x + sv la extendemos por la noción
de flujo: φs(v). Se tiene un campo vectorial V tal que V (x) = v, es decir, el
campo vectorial en el punto x es el vector v, la dirección en la cual tomamos la
derivada direccional. Así, en una variedad diferenciable la derivada direccional de
una función f en un punto x y en la dirección del vector v es:
∂f
∂v
= l´ım
s→0
f(φs(v))− f(x)
s
.
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Por lo tanto, la derivada direccional del funcional objetivo S en un punto de la
curva γ(t) en la dirección del vector ξ = δγ(t) es la siguiente:
∂S(γ(t))
∂ξ
= l´ım
s→0
S (φs(γ(t)))− S(γ(t))
s
,
donde para todo t, γ(t) ∈ M, ξ(t) ∈ Tγ(t)M, ξγ(t) = ξ(t), cuyo flujo es φs. Si
denotamos por L = L + pi(x˙i − f i) con las definiciones del hamiltoniano y de la
1forma siguientes: H = L− pif i y θ = pidxi, como
γ˙ = x˙i∂/∂xi + p˙i∂/∂pi + u˙
a∂/∂ua, nos queda que θ(γ˙) = pix˙i, por lo que el
lagrangiano extendido se puede escribir como L = θγ(γ˙)−Hγ, entonces tenemos
que
∂S(γ(t))
∂ξ
= l´ım
s→0
(
1
s
∫ T
0
[L(φs(γ))− L(γ)] dt
)
=
=
∫ T
0
l´ım
s→0
1
s
[L(φs(γ))− L(γ)] dt =
=
∫ T
0
l´ım
s→0
[
1
s
(
θφs(γ)(
˙
φs(γ))−H(φs(γ))− θγ(γ˙) +H(γ)
)]
dt =
=
∫ T
0
l´ım
s→0
[
1
s
(
θφs(γ)(
˙
φs(γ))− θγ(γ˙)
)]
dt−
−
∫ T
0
l´ım
s→0
[
1
s
(
H(φs(γ))−H(γ)
)]
dt.
Veamos qué son cada una de las partes del integrando. Como H es una función
diferenciable se tiene que
l´ım
s→0
H(φs(γ))−H(γ)
s
= dH(γ)(ξ).
Con la definición de la derivada de Lie, tenemos que
(Lξθ)(γ˙) =
d
ds
(φ∗sθ)γ(γ˙)
∣∣∣∣
s=0
=
d
ds
[
θφs(γ)(φs∗(γ˙))
]∣∣∣∣
s=0
=
=
d
ds
[
θφs(γ)(
˙
φs(γ))
]∣∣∣∣
s=0
= l´ım
s→0
θφs(γ)(
˙
φs(γ))− θγ(γ˙)
s
.
Por lo tanto, la derivada direccional de S queda de la siguiente manera:
∂S(γ(t))
∂ξ
=
∫ T
0
[(Lξθ)(γ˙)− dH(γ)(ξ)] dt =
=
∫ T
0
[(iξdθγ)(γ˙) + d(iξθγ)(γ˙)− dH(γ)(ξ)] dt,
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donde hemos utilizado la siguiente relación de la derivada de Lie de una 1forma:
(Lξθ) = iξdθγ + diξθγ.
Con la siguiente expresión: iξdθ(γ˙) = dθ(ξ, γ˙) = −dθ(γ˙, ξ) = Ω(γ˙, ξ) y denotando
dH(γ)(ξ) = dHγ(ξ) la integral anterior queda de la siguiente forma:
∂S(γ(t))
∂ξ
=
∫ T
0
[−dθ(γ˙, ξ)− dHγ(ξ)] dt+
∫ T
0
d(iξθ)(γ˙) dt =
=
∫ T
0
[(iγ˙Ω)|γ − dHγ] (ξ) dt+
∫ T
0
d(iξθ)(γ˙) dt.
Por último, utilizando el teorema de Stokes la segunda integral se convierte en∫ T
0
d(iξθ)γ(t)(γ˙) dt =
∫
γ
d(iξθ) dt =
∫
δγ
iξθ = (iξθ)γ(T )− (iξθ)γ(0).
Por lo que hemos demostrado el siguiente teorema.
Teorema 4.1.2 Las soluciones extremales del problema de control óptimo
(4.3-4.4), que son C∞ a trozos, son curvas integrales de los campos vectoriales Γ
que satisfacen la ecuación dinámica:
iΓΩ = dH. (4.5)
Consideraremos en lo que sigue todos nuestros espacios de curvas como subvarie-
dades de la variedad de Hilbert de curvas H1 en C, denotado como P(C).
El fibrado tangente de clase H1 lo denotaremos por TP o bien por H1(TC) y
el fibrado tangente de clase H0 se denotará por H0(TC).
La ecuación de control Γ es un campo vectorial a lo largo de la aplicación pi.
Tenemos los siguientes espacios:
Px0,xT (C) = { γ ∈ H1([0, T ];C)| γ ∈ P(C), piγ(0) = x0, piγ(T ) = xT }.
TγPx0,xT (C) = { δγ ∈ H1(u∗(TC))| τCδγ(t) = γ(t), pi∗(δγ(0)) = pi∗(δγ(t)) = 0 }.
Donde las proyecciones y los espacios vienen representados en los siguientes dia-
gramas:
TP
τP
²²
TC
τC
²²
pi∗ // TP
τP
²²
C
Γ
<<zzzzzzzz
pi
// P C pi
// P
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Definimos la subvariedad dinámica como el conjunto de curvas γ que verifican
la ecuación de control, es decir,
W =
{
γ ∈ P(C)
∣∣∣∣ pi∗dγ(t)dt = Γ(γ(t), t)
}
. (4.6)
Al igual que en las secciones previas tenemos que
TγW =
{
δγ ∈ TγP
∣∣∣∣ pi∗ ddtδγ = DΓ(γ(t), t)δγ
}
. (4.7)
De nuevo, tenemos que W = A−1(0), donde A : P(C) //H0(TC) definido como
A(γ) = pi∗
dγ
dt
− Γ(γ(t), t).
Nótese que con la proyección pi : C // P tenemos una aplicación inducida
pi : P(C) // P(P ), pi(γ) = pi ◦ γ y podemos tomar el pullback del fibrado
H0(TP ) a P(C), es decir, pi∗(H0(TP )) // P(C). Por lo tanto, podemos decir
que A es una sección de dicho fibrado sobre P(C). Entonces W es el conjun-
to de nivel cero de la sección A. Denotando como anteriormente TA(γ) como
Lγ(δγ) = pi∗ ddtδγ −DΓ(γ(t), t)δγ, se tiene que:
TγW = ker Lγ.
y por tanto:
ker Lγ = RanL+γ .
Aplicando el Teorema de los multiplicadores de Lagrange (3.3.3), tendremos
que un punto γ ∈ P(C) será un punto crítico ordinario de
S : P(C) // R restringido a W si y sólo si ∇Sγ ∈ RanL+γ , esto es, si
∃p ∈ H0(γ∗(TP )) tal que
〈∇Sγ, δγ〉H1 =
〈
L+γ p, δγ
〉
H1
= 〈p,Lγδγ〉L2 . (4.8)
Por lo tanto, γ ∈ W es un punto crítico ordinario de S|W si y sólo si γ es un
punto crítico de S : P(pi∗T ∗P ) // R definido como sigue:
S(γ, p) = S(γ)− 〈p,A(γ)〉L2 =
∫ T
0
L(x(t), u(t))− 〈p(t), A(γ(t))〉 dt.
4.2. La geometría del principio de Hamilton-Pontryagin:
El fibrado de Pontryagin
Construiremos el espacio de fases de control, que denotaremos de nuevo por
M , como el pull-back del fibrado C a lo largo de piP , la proyección natural del
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fibrado cotangente piP : T ∗P //P , así M = pi∗(T ∗P ), o, equivalentemente como
el pull-back del fibrado cotangente a P , también llamado espacio de coestados
T ∗P , a lo largo de pi, M = pi∗P (C). En ambos casos, el espacio M se puede
describir como el conjunto de puntos (ξ, α), ξ ∈ C, α ∈ T ∗P que verifican pi(ξ) =
piP (α). El espacio M no es más que la suma de Whitney de la variedad C y
la variedad cotangente de P , M = C ⊕ T ∗P y también puede denominarse el
fibrado de Pontryagin del problema de control óptimo objeto de estudio. Las
coordenadas canónicas en la variedad (2n + m)dimensional M las denotamos
como (xi, pi, ua). Tenemos, además, dos proyecciones naturales pr1 : M // C,
pr1(x
i, pi, u
a) = (xi, ua) y pr2 : M // T ∗P , pr2(xi, pi, ua) = (xi, pi), y la relación
entre todas estas aplicaciones se recoge en el siguiente diagrama conmutativo:
M = C ⊕ T ∗P
pr1
xxppp
ppp
ppp
ppp pr2
''OO
OOO
OOO
OOO
C
pi
''NN
NNN
NNN
NNN
NN T
∗P
pip
wwooo
ooo
ooo
ooo
o
P
Con respecto a pr2, M es un fibrado sobre T ∗P cuyas fibras son los espacios
de controles mientras que, con respecto a pr1, M es un fibrado sobre C con fibras
los espacios de coestados.
El espacio M está equipado de forma natural con una 1forma canónica, la
1forma de Liouville θ, que en coordenadas locales (xi, pi, ua) tiene la expresión
θ = pidx
i y que de manera intrínseca está definida por:
θ(ξ, αx)(U) = 〈αx, (pi ◦ pr1)∗(U)〉 = 〈αx, (piP ◦ pr2)∗(U)〉, ∀U ∈ T(ξ,αx)M. (4.9)
Donde, en la parte derecha de la ecuación (4.9), 〈·, ·〉 denota la dualidad natural
entre TP y T ∗P . Asociada a esta 1forma tenemos la 2forma presimpléctica
canónica Ω en M ,
Ω = −dθ, (4.10)
que en coordenadas locales es:
Ω = dxi ∧ dpi.
Esta estructura coincide con la estructura presimpléctica Ω en M inducida me-
diante el pull-back a lo largo de pr2 de ωP , es decir,
Ω = pr∗2ωP . (4.11)
La expresión en coordenadas locales de Ω es exactamente la misma que la de
ωP , Ω = dxi ∧ dpi, y tiene rango constante igual a 2n. Esta 2forma cerrada Ω
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es degenerada. Su distribución característica kerΩ, que denotamos por K, está
generada por los campos vectoriales de control, ∂/∂ua, a = 1, . . . ,m,
K = Lin
{
∂
∂ua
, a = 1, . . . ,m
}
.
La ecuación de estado es un campo vectorial en C a lo largo de la proyección
pi : C // P . Podemos extender de manera natural dicha ecuación a M .
En el espacio de fases total M de un problema de control óptimo tenemos,
por tanto, la función canónica hamiltoniana H definida como
H(x, p, u) = 〈θ(x,p,u),Γ(x, u)〉 − L(x, u) = pif i(x, u)− L(x, u), (4.12)
donde θ denota la 1forma canónica de Liouville en M . Este hamiltoniano coin-
cide con el definido por Pontryagin en la presentación estándar de la Teoría de
Control Óptimo (4.2). La tripleta (M,Ω, H) define un sistema hamiltoniano pre-
simpléctico cuya dinámica viene dada por todos los campos vectoriales ΓC en M
que satisfacen la ecuación dinámica:
iΓCΩ = dH. (4.13)
Como hemos visto en el apartado anterior Ω es degenerada y tiene núcleo
distinto de cero; existirán soluciones ΓC a la ecuación (4.13) si y sólo si
iZ(dH) = 0, ∀Z ∈ kerΩ = K.
Con la base Za = {∂/∂ua} para el núcleo K, la condición previa se convierte en:
φ(1)a := iZa(dH) = Za(dH) =
∂H
∂ua
= 0, a = 1, . . . ,m,
y, por lo tanto, sólo habrá soluciones a la ecuación iΓCΩ = dH en el subconjunto
M1 de M definido por:
M1 =
{
(x, u, p) ∈M
∣∣∣∣ φ(1)a = ∂H∂ua = pi ∂f i∂ua − ∂L∂ua = 0
}
. (4.14)
A las funciones φ(1)a las vamos a denominar ligaduras de primer orden o primarias
de acuerdo con la terminología usual.
Puede ocurrir que este subconjunto M1 no sea una subvariedad diferenciable.
Sin embargo, tenemos que:
Lema 4.2.1 M1 es una subvariedad diferenciable ⇐⇒ 0 es un valor regular
de la aplicación Φ: M // Rm, Φ = {φ(1)a }, a = 1, . . . ,m ⇐⇒ TΦξ es una
aplicación sobreyectiva ∀ξ ∈ Φ(−1)(0), es decir, la matriz
TΦ =
[
∂Φ
∂x
,
∂Φ
∂p
,
∂Φ
∂u
]
tiene rango máximo ∀ξ ∈M1.
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Gracias al lema de Sard sabemos que si tenemos un valor crítico c0 de una
aplicación diferenciable, ∀ε > 0 ∃ c tal que |c − c0| < ε y c es un valor regular
de Φ, es decir, que tan cerca como queramos del valor crítico tenemos un valor
regular de la aplicación.
Podemos construir la siguiente forma cuadrática a lo largo de la fibración
vertical de pr2|M1 definida localmente como
W = Wabdu
a ⊗ dub, (4.15)
siendo Wab = ∂2H/∂ua∂ub. La forma cuadrática W es un objeto intrínseco, es
decir, que no depende de las coordenadas, puesto que es la derivada fibrada o
vertical segunda de una función [Ar86].
Con esta forma cuadrática establecemos ya la definición de regularidad desde
el punto de vista de control óptimo.
Definición 4.2.1 El problema de control óptimo definido por las ecuaciones
x˙i(t) = f i(x(t), u(t)), i = 1, . . . , n, y S(γ) =
∫ T
0
L(x(t), u(t)) dt se dice regular
en el punto ξ0 = (x0, p0, u0) si la forma cuadrática W es regular en dicho punto.
Diremos que el problema (P,C,Γ, L) es regular si W es regular en todo punto de
la subvariedad M1, en otro caso diremos que el problema es singular en el sentido
de control óptimo.
Entonces, tenemos que si 0 es un valor crítico de Φ→ W es no invertible y,
por tanto, hay puntos en M1 singulares en el sentido de control óptimo. Por otro
lado, si los puntos de M1 no son singulares en el sentido de control óptimo → 0
es un valor regular para Φ.
Entonces, la pregunta es la siguiente: ¾Existe un sistema de control óptimo
próximo al original de manera que 0 sea un valor regular y no altere la naturaleza
de la singularidad como problema de control óptimo? La respuesta es que sí. Si
tenemos el problema de control óptimo siguiente:
x˙ = f(x, u)
S =
∫ T
0
L(x, u) dt,
el hamiltoniano de Pontryagin es, como hemos definido previamente,
H = pf(x, u)− L(x, u)
y, por lo tanto, las ligaduras primarias quedan
Φ =
∂H
∂u
= p
∂f
∂u
− ∂L
∂u
.
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La derivada de esta aplicación es la siguiente:
TΦ =
[
p
∂2f
∂x∂u
− ∂
2L
∂x∂u
,
∂f
∂u
, p
∂2f
∂u2
− ∂
2L
∂u2
]
.
Si esta aplicación no tiene rango máximo en un punto dado, podemos perturbar
el problema de partida de la siguiente forma:
x˙ = fε(x, u) = f(x, u) + ερ(u)Bu, (4.16)
donde B es una matriz de rango máximo de tal forma que rank(∂fε/∂u) sea
máximo en un punto dado (y, por tanto, en un entorno de él), además, el funcional
objetivo no se modifica y ρ(u) es una función "bump con dominio en un disco de
radio 1 en torno al punto crítico. Es importante señalar que no estamos cambiando
la caracterización del problema como problema de control óptimo singular, puesto
que la nueva matriz Wε cumple que Wε = W, ∀ε, ya que hemos introducido una
perturbación lineal en los controles. Hemos probado por tanto el siguiente lema:
Lema 4.2.2 Dado un problema de control óptimo (P,C,Γ, L) tal que
ξ0 = (x0, p0, u0) es un punto crítico para Φ y dado ε > 0 existe un problema de
control óptimo (P,C,Γε, L) tal que ξ0 es un punto regular para Φε y ‖Γε−Γ‖∞ < ε.
Además, la naturaleza de ξ0 como punto singular del problema de control óptimo
no cambia.
Hemos visto en el apartado anterior la condición necesaria para la existencia de
dinámica. Sólo va a ocurrir en la subvariedad M1. Vamos a ver ahora cómo tienen
que ser los campos vectoriales ΓC para que sus curvas integrales permanezcan en
M1. Si el campo vectorial lo escribimos de la manera siguiente:
ΓC = x˙
i ∂
∂xi
+ p˙i
∂
∂pi
+ Ca
∂
∂ua
, (4.17)
al imponer que se cumpla la ecuación dinámica (4.13), se obtiene que
x˙idpi − p˙idxi = ∂H
∂xi
dxi +
∂H
∂pi
dpi +
∂H
∂ua
dua,
de donde deducimos que las curvas integrales de ΓC verifican las ecuaciones del
principio del máximo de Pontryagin (4.1) como ya señalamos anteriormente:
x˙i =
∂H
∂pi
= f i (4.18)
p˙i = −∂H
∂xi
=
∂L
∂xi
− pj ∂f
j
∂xi
(4.19)
∂H
∂ua
= pj
∂f j
∂ua
− ∂L
∂ua
= 0. (4.20)
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Las soluciones de estas ecuaciones las llamaremos curvas optimales críticas. El
campo vectorial ΓC queda indeterminado al no aparecer las derivadas de los con-
troles y su expresión es:
ΓC = f
i ∂
∂xi
+
(
∂L
∂xi
− pj ∂f
j
∂xi
)
∂
∂pi
+ Ca
∂
∂ua
. (4.21)
Entonces, en M1 hay solución de la ecuación de la dinámica (4.13), pero no
sabemos si los campos vectoriales ΓC son paralelos a esta subvariedad, donde
paralelo significa que cualquier trayectoria que parta de M1 va a permanecer
todo el tiempo posterior en la subvariedad M1. Veremos más adelante que esta
condición es necesaria para la consistencia de las ecuaciones. Para que esto se
cumpla, tenemos que imponer que el campo deje invariante a la subvariedad, es
decir, que aplicado a las ecuaciones que definen la subvariedad M1 se anule:
ΓC(φ
(1)
a ) = 0 en M1, (4.22)
por lo tanto, en M1 :
0 = ΓC(φ
(1)
a ) = f
i ∂
2H
∂xi∂ua
+
(
∂L
∂xi
− pj ∂f
j
∂xi
)
∂2H
∂pi∂ua
+ Cb
∂2H
∂ub∂ua
=
= f i
(
pj
∂2f j
∂xi∂ua
− ∂
2L
∂xi∂ua
)
+
(
∂L
∂xi
− pj ∂f
j
∂xi
)
∂f i
∂ua
+
+ Cb
(
pi
∂2f i
∂ub∂ua
− ∂
2L
∂ub∂ua
)
.
Como ya indicamos previamente, diremos que el problema es regular si la siguiente
matriz es invertible en cada punto de M1:
Wab =
(
pi
∂2f i
∂ub∂ua
− ∂
2L
∂ub∂ua
)
=
∂2H
∂ua∂ub
=
∂φ
(1)
a
∂ub
. (4.23)
Si W es invertible podemos obtener Cb como:
Cb = −W ab
{
f i
(
pj
∂2f j
∂xi∂ua
− ∂
2L
∂xi∂ua
)
+
(
∂L
∂xi
− pj ∂f
j
∂xi
)
∂f i
∂ua
}
=
= W abBa,
donde W abWbc = δac. En cuyo caso se tiene solución única y va a existir un campo
vectorial dinámico ΓC , único y bien definido en M1, cuyas curvas integrales van a
ser trayectorias extremales de S y tangente en todo punto a la subvariedad M1.
Podemos, además, despejar los controles de las ecuaciones φ(1)a = 0, (4.14), que
nos definen la subvariedad M1 en función de las variables (x, p) ∈ T ∗P , y así
obtenemos un "feedback optimal ó síntesis optimal:
ua = ua(x, p), (4.24)
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con esta definición local de los controles, la introducimos en las ecuaciones del
problema (4.3) y (4.4) y nos queda localmente un sistema en el fibrado cotan-
gente a P , T ∗P . En este trabajo no abordaremos problemas de Control Óptimo
Singulares.
Hay una interpretación muy interesante de la noción de la regularidad de un
sistema de control óptimo basada en la noción de singularidades de aplicaciones.
La variedad M proyecta sobre T ∗P mediante la aplicación de proyección
pr2 : M //T
∗P . La subvariedad M1, definida mediante las funciones de ligadura
φ
(1)
a , proyecta sobre T ∗P al restringir la aplicación de proyección pr2 a ésta. Vamos
a denotar la restricción de pr2 a M1 como p1, es decir, p1 = pr2|M1 , y la inmersión
de ésta en M como i1 : M1 //M , por tanto, p1 = pr2 ◦ i1. La subvariedad M1
hereda, por tanto, una 2forma cerrada Ω1 = i∗1Ω. Finalmente, si denotamos por
W1 la restricción de W a M1, tenemos (ver [De04]):
kerΩ1 = ker p1∗ = TM1 ∩K = kerW1.
No es difícil probar las siguientes caracterizaciones equivalentes de regularidad.
Teorema 4.2.1 Las siguientes afirmaciones son equivalentes:
1. El punto ξ = (x, p, u) ∈M1 es regular.
2. det Wab(ξ) 6= 0.
3. TξM1 ∩Kξ = 0.
4. p1 es un difeomorfismo local en ξ.
5. pr2 es transversal a M1 en ξ.
6. Ω1 es de rango máximo en ξ.
7. p1 define un simplectomorfismo local entre (M1,Ω1) y (T ∗P,wp) en ξ.
8. Existe una solución única maximal de la ecuación iΓΩ1 = dH1 que pasa por
ξ.
9. Existe una única curva optimal crítica a través de ξ.
4.3. Sistemas de Control Óptimo de tipo Lie-Scheffers-
Brockett.
Teorema de Lie-Scheffers
Teorema 4.3.1 Dado un sistema no autónomo de n ecuaciones diferenciales de
primer orden:
dxi
dt
= X i(x1, ..., xn, t), i = 1, ..., n. (4.25)
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una condición necesaria y suficiente para que exista un principio de superposición
Φ: Rn(m+1) // Rn tal que la solución general puede ser escrita como:
x = Φ(x(1), ..., x(m); k1, ..., kn) (4.26)
con {x(a) | a = 1, ...,m} un conjunto de soluciones particulares independientes
del sistema y k1, ..., kn un sistema de n constantes arbitrarias, es que el sistema
se puede escribir como:
dxi
dt
= Z1(t)ξ
1i(x) + ...+ Zr(t)ξ
ri(x) (4.27)
donde Z1, ..., Zr son funciones que dependen solamente de t y ξαi,α = 1, ..., r son
funciones de x = (x1, ..., xn) tal que los r campos vectoriales en Rn dados por:
Y (α) =
n∑
i=1
ξαi(x1, ..., xn)
∂
∂xi
, α = 1, ..., r. (4.28)
cierran un álgebra de Lie real de dimensión r, es decir Y (α) son linealmente
independientes y existen r3 constantes de estructura fαβγ , tales que:
[Y (α), Y (β)] =
r∑
γ=1
fαβγ Y
(γ) (4.29)
Llamaremos sistema de control de Lie-Scheffers-Brockett a la clase de proble-
mas de control que en coordenadas locales de estado xi, tienen la forma
x˙i =
r∑
a=1
ca(t)X
i
a(x),
donde además los campos de de vectores Xa = X ia∂/∂xi, satisfacen la condición
de cierre de Lie
[Xa, Xb] = C
c
abXc,
para algunas constantes Ccab. Resulta natural utilizar este nombre ya que como
hemos indicado anteriormente esta clase de sistemas fueron considerados, obvi-
amente no como un problema de control, por Lie and Scheffers [Li84] y mucho
más tarde por R. Brockett [Br70], [Br73b], aunque ya en el marco de la teoría de
control.
Los sistemas de Lie-Scheffers-Brockett son los ejemplos prototipo de sistemas
dinámicos sobre grupos de Lie ó espacios homogéneos. Lie y Scheffers encontraron
que para un sistema dinámico de esta forma siempre existían principios de su-
perposición no lineal para la composición de soluciones de la ecuación diferencial,
siendo la ecuación de Riccati el ejemplo más conocido y celebrado.
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Por otra parte, si M es un espacio homogéneo para el grupo de Lie G y
denotamos por ξa una base de su álgebra de Lie g, podemos considerar la familia
de campos de vectores Xa inducidos sobre M por ellos. Un sistema de Brockett
sobre M es exactamente un campo vectorial
Γ =
r∑
a=1
ua(t)Xa
donde ua son las variables de control. Bajo esta forma, la teoría de control de
sistemas de Brockett sobre espacios homogéneos es una formulación global de los
sistemas considerados por Lie and Scheffers (ver [Ca00] y la sección 4.3 para
conocer en detalle el teorema de Lie-Scheffers y sus aplicaciones).
Sea G un grupo de Lie actuando por la derecha sobre una variedad diferen-
ciable P . Denotaremos por g al álgebra de Lie de G y por ξ ∈ g a un elemento
genérico. Entonces ξP denotará el campo de vectores sobre P asociado a ξ por la
acción de G, es decir,
ξP (x) =
d
dt
(
x · exp(−tξ)
)∣∣∣∣
t=0
, x ∈ P.
Si ξa es una base dada en g, [ξa, ξb] = Ccabξc, y Xa denota el correspondiente campo
vectorial en P , esto es Xa = (ξa)P con la notación anterior, tendremos que
ξP =
r∑
a=1
uaXa,
donde ξ = uaξa y,
[Xa, Xb] = C
c
abXc.
Si permitimos que las coordenadas ua sobre el álgebra de Lie g sean funciones
que dependan del tiempo, podríamos interpretarlas como variables de control que
controlan nuestro sistema Γ := ξP .
Consideraremos el sistema dinámico no autónomo sobre P definido por el
campo vectorial ξP , es decir,
x˙i = ξP (x) =
r∑
a=1
ua(t)X ia(x), (4.30)
y lo interpretaremos como la ecuación de estado para un sistema de control.
Restringiremos la clase de los sistemas que nos interesan, introduciendo una
estructura adicional, que nos procurará una realización particular de las variables
de control ua. Supongamos que el grupo de Lie G actúa por la izquierda sobre
una variedad diferenciable Q. Asumiremos por simplicidad que la acción es propia
y libre, por tanto el espacio cociente Q/G, es una variedad diferenciable N y la
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proyección canónica pi : Q // N es una submersion. Por consiguiente pi define
una fibración principal sobre N con grupo estructural G.
Sea B una conexión principal sobre el fibrado principal Q(G,N), esto es B es
una g-valuada 1-forma B : TQ // g sobre Q tal que B(ξQ(q)) = ξ, ∀ξ ∈ g, and
Lg
∗B = AdgB, g ∈ G, donde Adg denota la acción adjunta de G sobre g y Lg la
acción por la izquierda de G sobre Q. La restricción de una conexión al espacio
tangente TqQ la denotamos por Bq. Entonces podemos definir una aplicación
ξ : TQ // g por medio de:
ξ(q, q˙) = Bq(q˙), (q, q˙) ∈ TqQ. (4.31)
Si consideramos ahora un sistema de Lie-Scheffers-Brockett de la forma,
x˙ = ξ(q, q˙)P (x), (4.32)
diremos que está controlado por las variables u = (q, q˙) ∈ TQ y la conexión B.
En coordenadas locales (qi, q˙i) sobre TQ, la aplicación ξ tendrá la forma:
ξ(q, q˙) = q˙iBi(q) = q˙
iBai (q)ξa,
y si describimos los campos de vectores Xa en coordenadas locales xα sobre P
como
Xa = ξ
α
a (x)
∂
∂xα
,
finalmente obtendremos, para el sistema de control anterior, la expresión en coor-
denadas locales siguiente:
x˙α = q˙iBai (q)ξ
α
a (x).
Finalmente, si L : P × TQ // R es una función sobre P × TQ, podemos
construir el funcional objetivo
S =
∫ T
0
L(x, q, q˙)dt, (4.33)
definido en un espacio apropiado de curvas sobre P ×Q. Restringiremos nuestra
atención a funcionales objetivo G-invariantes, es decir, tales que L : P×TQ //R
es una función G-invariante sobre TQ. Notar que G actúa por la izquierda sobre
TQ por levantamiento de la acción de Q a TQ. El espacio cociente P × TQ/G
puede ser identificado (usando una conexión) con el pull-back a TN del fibrado
P × adQ donde adQ es el fibrado adjunto g-algebra de Q // N que puede ser
identificado comoQ×Gg = Q×g/G con coordenadas locales naturales (nα, n˙α, ξa),
donde nα son coordenadas locales en N y ξa en g.
Finalmente, si fijamos las condiciones en los extremos
x0 = x(0), xT = x(T ), (4.34)
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podemos considerar el problema de control óptimo en el espacio de estados P
con ecuación de control (4.32), funcional objetivo (4.33), y dichas condiciones
extremales (4.34).
Siempre y cuando la variedad Q no tenga bordes, es bien sabido que si la
curva (x(t), q(t), q˙(t)) es un minimizador normal del problema de control óptimo
dado, entonces existe una extensión (x(t), p(t)) de la trayectoria de estado x(t) al
espacio de coestados T ∗P , que satisface las ecuaciones de Pontryagin:
x˙ = ξ(q, q˙)P (x), p˙ = −∂HP
∂x
,
∂HP
∂q
=
∂HP
∂q˙
= 0,
donde HP es la función Hamiltoniana de Pontryagin,
HP (x, p; q, q˙) = 〈p, ξ(q, q˙)P (x)〉 − L(x, q, q˙).
En términos más geométricos, podemos decir que los minimizadores normales son
curvas integrales del sistema presimpléctico (K,ΩP , HP ) donde K = T ∗P × TQ
y ΩP es la forma presimpléctica obtenida por pull-back a K de la forma canónica
simpléctica ωP sobre T ∗P .
4.4. Un teorema de dualidad para problemas de
Control Óptimo de Lie-Scheffers-Brockett y
sistemas Lagrangianos con simetría
4.4.1. Representación de Clebsch de sistemas de Lie-Scheffers-
Brocket de control óptimo
En este capítulo establecemos que los extremales normales para el problema de
control óptimo presentado anteriormente pueden ser caracterizados como caminos
críticos del funcional objetivo (4.33) en el espacio de curvas Ω(P×Q; x0, xT ) sujeto
a la restricción impuesta por la ecuación (4.32) ó, alternativamente, usando una
versión apropiada del teorema de los multiplicadores de Lagrange (ver Thm. 2.3.1
y Thm. 3.3.2 del capítulo anterior para los detalles) podemos considerarlos como
caminos críticos (x(t), p(t); q(t)) del funcional extendido
SL =
∫ T
0
(L(x, q, q˙) + 〈p, x˙− ξ(q, q˙)P (x)〉) dt (4.35)
en un espacio apropiado de curvas γ(t) = (x(t), p(t), q(t)) ∈ Ωx0,xT (T ∗P × Q)
con extremos fijos x0, xT .
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4.4.2. Puntos críticos del Lagrangiano de Clebsch
Un simple cálculo nos permite escribir la densidad Lagrangiana L : T (T ∗P )×
TQ // R del funcional (4.35), como
L(x, p, x˙, p˙, q, q˙) = L(x, q, q˙)− 〈p, (Bq(q˙))P (x)〉+ 〈p, x˙〉 = (4.36)
= L(x, q, q˙) + 〈J(x, p), Bq(q˙)〉+ 〈θP (x, p), x˙〉.
La aplicación J : T ∗P //g∗ en (4.36) denota la aplicación momento asociada
al levantamiento cotangente de la acción de G a P , 〈J(x, p), ξ〉 = 〈ξP (x), p〉, para
todo ξ ∈ g, (x, p) ∈ T ∗P . La 1-forma θP denota la 1-forma canónica de Liouville
sobre T ∗P con expresión en coordenadas locales θP = pαdxα.
Demostraremos en las siguientes secciones que la expresión en la parte derecha
de la ecuación (4.36) tiene la forma de un Lagrangiano de Clebsch. Mientras tanto,
resumiremos la discusión en el siguiente teorema:
Teorema 4.4.1 Sea x0, xT dos puntos fijos en P y q0 en Q, entonces las siguien-
tes afirmaciones son equivalentes:
i.- La curva diferenciable (x(t), q(t)) es un punto crítico del funcional objetivo:
SL[(x, q)] =
∫ T
0
L(x, q, q˙)dt,
sobre el espacio de curvas que satisface la ecuación x˙ = ξ(q, q˙)P (x), y x(0) =
x0, x(T ) = xT , q(0) = q0.
ii.- Existe un levantamiento p(t) de la curva x(t) a T ∗P tal que la curva dife-
renciable (x(t), p(t); q(t)) es un punto crítico del funcional:
SL[(x, p, q)] =
∫ T
0
(L(x, q, q˙) + 〈J(x, p), Bq(q˙)〉+ 〈θP (x, p), x˙〉) dt.
Llamaremos al Lagrangiano L el Lagrangiano de Clebsch para el problema de
control óptimo de Lie-Scheffers-Brockett.
4.4.3. Equivalencias entre las distintas representaciones del
problema de Lie-Scheffers-Brockett
Y ahora, reuniendo los resultados obtenidos en el Teorema 4.4.1 de la sección
anterior y el Teorema 3.3.1 previo, podemos establecer las siguientes equivalen-
cias que resultan de las diversas representaciones del problema de Lie-Scheffers-
Brockett ó del sistema Lagrangiano con simetría.
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Teorema 4.4.2 Dados gT ∈ G, q0 ∈ Q, x0 ∈ P , qT = gT q0 ∈ Q, xT = x0g−1T ∈
P , hay una correspondencia uno-uno entre los puntos críticos de los siguientes
funcionales en sus correspondientes espacios de caminos.
i.- (Sistema Lagrangiano invariante) La curva q(t) ∈ Ωq0,x0GqT (Q) es un punto
crítico del funcional SL : Ωq0,x0GqT (Q)→ R definido por
SL[q] =
∫ T
0
L(q, q˙)dt. (4.37)
ii.- (Sistema Lagrangiano de Clebsch) Hay una curva (x(t), p(t)) ∈ Ωx0,xT (T ∗P )
tal que la curva (x(t), p(t); q(t)) es un punto crítico del funcional
SL : Ωx0,xT ;q0(T
∗P ×Q) // R definido por:
SL[x, p; q] =
∫ T
0
L(x(t), p(t), x˙(t), p˙(t); q(t), q˙(t))dt
=
∫ T
0
(L(q, q˙) + 〈J(x, p), Bq(q˙)〉+ θP (x, p)(x˙, p˙))dt.(4.38)
iii.- (Sistema de control óptimo de Lie-Scheffers-Brockett) Dados x0, xT en P y
q0 en Q, la curva (x(t), q(t)) en el subespacio Ωx0,xT ;q0(P ×Q) definido por
la ecuación x˙ = ξ(q, q˙)(x), es un punto crítico del funcional objetivo:
S[q] =
∫ T
0
L(q, q˙)dt.
iv.- (Sistema Lagrangiano reducido de Clebsch) La curva (x(t), p(t);n(t), ζ(t))
∈ Ωx0,xT (T ∗P ) × Ωn0,nT (N) × Ω(g), con xT = i−1q (x0qh(T )), es un punto
crítico del funcional S¯ inducido por SL y definido por
S¯[x, p;n, ζ] =
∫ T
0
(l(n, n˙, ζ) + 〈J(x, p), Bq(q˙)〉+ θP (x, p)(x˙, p˙))dt (4.39)
Corolario 4.4.1 Con la notación anterior, las curvas críticas en Ωq0,x0GqT (Q) del
funcional acción SL[q] =
∫ T
0
L(q, q˙)dt del Lagrangiano L con grupo de simetría
G, están en correspondencia uno-uno con las curvas críticas del problema de
control óptimo de Lie-Scheffers-Brockett definidas por la ecuación de control x˙ =
Bq(q˙)P (x) y el funcional objetivo S con extremos x0, xT y xT = x0g−1T , qT = gT q0.
Capítulo 5
Estructuras de Dirac y la Teoría de
Control Óptimo
Recientemente se ha comenzado a explorar el uso de diversas estructuras
geométricas para obtener una comprensión más profunda de diversos problemas
dinámicos y del cálculo de variaciones. Una vía prometedora consiste en utilizar
la noción de algebroide (ver E. Martínez [Mr04]) y estrechamente relacionado
con ella, el uso de estructuras de Dirac. En un reciente conjunto de artículos
Yoshimura y Marsden [Yo07a], [Yo09], han presentado un conjunto de ideas para
el estudio de la reducción de sistemas Lagrangianos ó Hamiltonianos implícitos
utilizando estructuras de Dirac. En este capítulo aplicaremos este punto de vista
al problema de la reducción de un problema de control óptimo con simetría.
5.1. Estructuras de Dirac
En esta sección discutiremos la reducción de Lie-Dirac de una estructura de
Dirac sobre el fibrado cotangente T ∗M de cierta variedad diferenciable M .
Recordemos primero la definición de una estructura de Dirac sobre un espacio
vectorial V . Sea V ∗ el espacio dual de V , y 〈·, ·〉 el pairing natural entre V y V ∗.
Definimos el pairing simétrico 〈〈·, ·〉〉 sobre V ⊕ V ∗ por:
〈〈(v, α), (v˜, α˜)〉〉 = 〈α, v˜〉+ 〈α˜, v〉,
para (v, α), (v˜, α˜) ∈ V ⊕ V ∗. Una estructura de Dirac sobre V es un subespacio
D ⊂ V ⊕ V ∗ tal que D = D⊥, donde D⊥ es el ortogonal de D relativo al pairing
〈〈·, ·〉〉.
Ahora seaM una variedad dada y sea TM⊕T ∗M el fibrado suma de Whitney
sobreM , es decir el fibrado sobre la baseM y con fibra sobre el puntom ∈M igual
a TmM × T ∗mM . En esta memoria llamaremos a un subfibrado D ⊂ TM ⊕ T ∗M
una estructura de Dirac fibrada sobre M cuando es una estructura de Dirac en
el sentido de espacios vectoriales en cada punto m ∈M .
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Una 2-forma dada Ω sobre M junto con una distribución ∆ ⊂ TM sobre M
determina una estructura de Dirac sobre M como sigue: sea m ∈M , y definimos
D(m) = {(vm, αm) ∈ TmM×T ∗mM |vm ∈ ∆(m), αx(ωx) = Ω∆(vx, ωx),∀ωx ∈ ∆(x)}
donde Ω∆ es la restricción de Ω a ∆.
Diremos que una estructura de Dirac es integrable si la condición
〈£X1α2, X3〉+ 〈£X2α3, X1〉+ 〈£X3α1〉 = 0,
es satisfecha para todas las parejas de vectores y 1-formas (X1, α1), (X2, α2)
y (X3, α3) que toman valores en D, donde £X denota la derivada de Lie a lo
largo del campo vectorial X sobre M . En el conjunto de secciones del fibrado
D podemos introducir un corchete siguiendo la definición de Courant [?]. Así, si
(X,α), (Y, β) ∈ D, se define
[(X,α], (Y, β)] = ([X, Y ], LXβ − LY α+ d()).
Se puede comprobar que son equivalentes la anterior noción de integrabilidad y
que la distribución D sea integrable respecto al corchete de Courant.
Una de las más importantes e interesantes estructuras de Dirac en mecáni-
ca es la inducida por ligaduras cinemáticas no holónomas junto a la estructura
(pre)simpléctica definida por un lagrangiano. Tales ligaduras están generalmente
dadas por una distribución sobre una variedad de configuración
Sea M una variedad de configuración. Sea TM el fibrado tangente y T ∗M el
fibrado cotangente. Sea ∆M ⊂ TM una distribución regular sobre M y definimos
una distribución levantada sobre T ∗M por
∆T ∗M = (TpiM)
−1(∆M) ⊂ TT ∗M.
donde piM : T ∗M //M es la proyección canónica luego su tangente será
TpiM : TT
∗M // TM . Sea Ω la 2-forma canónica sobre T ∗M . La estructura de
Dirac inducida D∆M sobre T ∗M , es el subfibrado de TT ∗M ⊕T ∗T ∗M , cuya fibra
es dada para cada pm ∈ T ∗M como:
D∆M (pm) = {(vpm , αpm) ∈ TpmT ∗M × T ∗pmT ∗M |vpm ∈ ∆T ∗M(pm),
αpm(ωpm) = Ω(pm)(vpm , ωpm), ∀ωpm ∈ ∆T ∗M(pm)}.
Discutiremos la aparición de dicho concepto en problemas de control óptimo más
a delante.
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5.1.1. La estructura de Dirac de un problema de control
óptimo
Después del marco presimpléctico de los problemas de control óptimo iremos
un paso más allá y describiremos su geometría usando la noción de estructuras
de Dirac.
Hay dos maneras de introducir una estructura de Dirac asociada a un problema
de control óptimo. Por un lado podemos considerar el espacio de Pontryagin (ó
fibrado de Pontryagin) M = T ∗P ×P C de un problema de control, equipado con
su estructura presimpléctica natural Ω. Dicha estructura presimpléctica define,
como indicamos en la sección 5.1, una estructura de Dirac DΩ ⊂ TM ⊕T ∗M . De
hecho podemos escribir explícitamente:
DΩ(x, p, u) = {(vx, vp, vu; px, pp, pu) ∈ Tx,p,uM ⊕ T ∗x,p,uM |vx = pp; vp = −px; pu = 0}.
La dinámica definida por dicha estructura de Dirac es simplemente (X, dH) ∈ DΩ
donde H es el Hamiltoniano de Pontryagin en M . Podemos por tanto concluir
con la proposición-definición:
Proposición 5.1.1 Consideremos el problema de control óptimo definido en el
fibrado de controles C pi // P con ecuación de control Γ y densidad Lagrangiana
L : C //R, entonces hay una estructura de Dirac canónica sobre M = T ∗P×PC
dada por DΩ donde Ω es la estructura presimpléctica canónica sobreM . Además si
H(x, p, u) = 〈p,Γ(x, u)〉−L(x, u) define el Hamiltoniano de Pontryagin, entonces
la dinámica definida por DΩ y dH describe las curvas extremales para el problema
de control óptimo.
(X, dH) ∈ DΩ
Hay, sin embargo otra manera de proporcionar una descripción en términos de
estructuras de Dirac de un sistema de control óptimo. Podemos inspirarmos para
ello en la descripción de Marsden y Yoshimura [Yo09] de un sistema lagrangiano
implícito. Por tanto denominaremos esta descripción como descripción implícita
de problemas de control óptimo en términos de estructuras de Dirac.
M
pP
$$H
HH
HH
HH
HH
H
X // T (T ∗P )
τT∗P
²²
T ∗P
M
Φ
""E
EE
EE
EE
EE
pP // T ∗P
piP
²²
P
Consideraremos la estructura de Dirac canónica DP ⊂ T (T ∗P ) ⊕ T ∗(T ∗P )
definida por la estructura simpléctica canónica ωP en T ∗P . La dinámica del
sistema estará descrita por un campo vectorial X a lo largo de la aplicación
canónica pP : M = T ∗P ×P C // T ∗P , esto es, X : M // T (T ∗P ) tal que
76 Estructuras de Dirac y la Teoría de Control Óptimo
τT ∗P ◦X = pP , ó en términos de los puntos de los espacios involucrados involu-
crados, si (x, p, u) ∈ M , entonces X(x, p, u) ∈ Tx,p(T ∗P ). El hamiltoniano de
Pontryagin H : M // R, nos permite definir dH : M // T ∗M , pero podemos
tomar la restricción de dH al subespacio TM1, donde i1 : M1 //M es la sub-
variedad definida por las condiciones φa = ∂H∂ua = 0. Nótese que i1∗ : TM1 ↪→ TM
permite considerar de manera natural la restricción de dH a TM1. Por lo tanto
la formulación de Dirac implícita del problema de control óptimo (Γ, L, C) está
dada por las ecuaciones:
(X, dH
∣∣∣
TM1
) ∈ DP en M1
ó, más explícitamente, si (x, p, u) ∈M , entonces(
X(x, p, u), dH(x, p, u)
∣∣∣
TM1
)
∈ DP (x, p), ∀(x, p, u) ∈M1.
Nótese que si tomamos el pull-back de la estructura de Dirac DP a lo largo de la
aplicación pP recuperaremos la descripción presimpléctica anterior.
5.1.2. Simetrías y Sistemas de Control Óptimo
Estudiaremos la reducción de sistemas de control óptimo con simetría desde el
punto de vista de la reducción del problema variacional que los definen. Para ello
comenzaremos precisando la noción de simetría de un problema de control óptimo.
Sea G un grupo de Lie actuando sobre el fibrado de controles C. Asumiremos que
la acción de G en C desciende a una acción de G en P . Denotaremos la acción
de G en C por Ψ : G × C → C y la acción de G en P por Φ : G × P → P .
Por tanto tendremos que pi ◦ Ψg = Φg ◦ pi, ∀g ∈ G donde Φg(x) = Φ(g, x) y
Ψg(x, u) = Ψ(g, (x, u)), ∀g ∈ G, (x, u) ∈ C. ó en otras palabras, el siguiente
diagrama es conmutativo.
C
Ψg //
pi
²²
C
pi
²²
P
Φg
// P
El sistema de control (C → P,Γ, L) se dirá que es G-invariante, ó que tiene
G como grupo de simetrías, si verifica que tanto la ecuación de control Γ como el
Lagrangiano L son invariantes con respecto a la acción de G, esto es:
1. L(gx, gu) = L(x, u), ∀(x, u) ∈ C, ∀g ∈ G,
2. TΦg ◦ Γ = Γ ◦Ψg, ∀g ∈ G,
5.1. Estructuras de Dirac 77
Nótese en primer lugar que la acción del grupoG se levanta naturalmente tanto
a TP como T ∗P respectivamente. Denotaremos dichas acciones por g ·v = TΦg(v)
y g · p = TΦ∗g−1(p), ∀v ∈ TP, p ∈ T ∗P, g ∈ G. Por lo tanto el grupo G también
actuará sobre el fibrado de Pontryagin M = T ∗P ×P C a través de:
g · (x, p, u) = (gx, gp, gu) = (Φg(x), TΦ∗g−1(x)p,Ψ(g,x)(u))
Segundo, observamos que el marco presimpléctico del sistema de control es
también G-invariante y el grupo G es representado (pre)simplécticamente sobre
tal sistema.
Proposición 5.1.2 El grupo G actúa (pre)simplécticamente sobre (M,Ω, H).
Además, hay una aplicación momento JM :M → g∗ tal que:
iξMΩ = 〈dJM , ξ〉
donde ξ ∈ g y ξM es el campo vectorial de killing definido por la acción de G en
M asociada a ξ.
Demostración. Primero comprobamos que H(x, p, u) = H(gx, gp, gu), ∀g ∈ G
H(gx, gp, gu) = 〈gp,Γ(gx, gu)〉 − L(gx, gu) =
= 〈TΦ∗g−1(x)p, TΦg(x)Γ(x, u)〉 − L(x, u) =
= 〈p,Γ(x, u)〉 − L(x, u) = H(x, p, u)
Ahora verificamos que g∗Ω = Ω. De hecho, como el siguiente diagrama conmuta:
M
g //
pP
²²
M
pP
²²
T ∗P g // T ∗P
ya que es fácil comprobar las siguientes igualdades
pP ◦ g(x, p, u) = pP (gx, gp, gu) =
= (gx, gp) = g(x, p) = g ◦ pP (x, p, u)
y por tanto, obtenemos
g∗Ω = g∗p∗PωP = (pP ◦ g)∗ωP = (g ◦ pP )∗ωP = p∗P (g∗ωP ) = p∗PωP = Ω.
Ahora comprobemos que la aplicación JM = p∗PJP :M → g∗, donde
JP : T
∗P → g∗ es la aplicación momento canónica definida por la acción cotan-
gente del grupo de Lie G en T ∗P . La aplicación JP está definida como sigue:
〈JP (x, p), ξ〉 = 〈p, ξP (x)〉, ∀(x, p) ∈ T ∗P,
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donde ξP denota el campo vectorial de killing definido por la acción de G en
P , (recordemos que ξP (x) =
d
ds
(exp(sξ) · x) |s=0).
Ahora obtenemos
iξMΩ(.) = Ω(ξM , .) =
= p∗PωP (ξM , .) = ωP (pP∗ξM , pP∗.) =
= ωP (ξT ∗P , pP∗.) = iξT∗PωP ◦ pP∗ =
= d〈JP , ξ〉 ◦ pP∗ = pP∗d〈JP , ξ〉 =
= d〈p∗PJP , ξ〉 = d〈JM , ξ〉.
Notar que la aplicación JM es K-invariante, donde K = Ker(Ω), por construc-
ción.
2
Como establecimos anteriormente, el problema que estamos enfrentando con-
siste en la explotación de las simetrías del problema para conseguir simplificar-
lo. Un modo de hacerlo es reducir el sistema deshaciéndonos de los grados re-
dundantes de libertad del problema. Esto podría hacerse de varios modos. El
primero y más obvio sería reducir el sistema presimpléctico (M,Ω, H) usando
reducción (pre)simpléctica. Sin embargo, preferiremos reducir el principio vari-
cional de Lagrange-Pontryagin equivalente a (M,Ω, H), por mantener el formal-
ismo variacional que indicamos al inicio de la memoria.
5.1.3. Reducción de Lie-Dirac de sistemas presimplécticos.
Consideremos un sistema hamiltoniano presimpléctico (M,Ω, H). Supong-
amos que la distribución K = Ker Ω es regular y el espacio de hojas de la
foliación R definida por K es una variedad M/K = M˜ tal que la proyección
p : M //M/K es una submersión. Supongamos que G es un grupo de Lie ac-
tuando a izquierda en M tal que H es G-invariante, y con aplicación momento
J : M // g∗, esto es, ξMy Ω = dJξ con Jξ(x) = 〈J(x), ξ〉, ∀ξ ∈ g.
Observemos en primer lugar que la distribución K es G-invariante, es decir
g∗Z ∈ K, ∀Z ∈ K. De hecho Ω(g∗Z, Y ) = (g∗Ω)(Z, g∗ −1Y ) = Ω(Z, g∗ −1Y ) = 0.
Por tanto la acción de G pasa al cociente M/K. Por otro lado la forma presim-
pléctica Ω desciende a M/K y define una forma simpléctica Ω˜ en M˜ = M/K.
Notemos finalmente que la aplicación momento satisface £ZJξ = 0, ∀ξ ∈ g y
∀Z ∈ K.
De hecho 〈dJξ, Z〉 = iZ iξMΩ = 0, ∀Z ∈ K, ξ ∈ g. La aplicación Jξ induce
una aplicación J˜ξ en M˜ . Es fácil comprobar que J˜ : M˜ // g∗, definida por
〈J˜(x), ξ〉 = J˜ξ(x) es la aplicación momento de la acción de G en M˜ .
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En efecto, si denotamos por ξM˜ el campo asociado a ξ en M˜ , entonces
p∗ξM = ξM˜ . Por tanto
〈iξM˜ Ω˜, Y˜ 〉 = Ω˜(p∗ξM , Y˜ ) = (p∗Ω˜)(ξM , Y ) = Ω(ξM , Y )◦p = 〈dJξ, Y 〉◦p = 〈dJ˜ξ, Y˜ 〉,
donde Y es cualquier campo vectorial en M proyectable tal que p∗Y = Y˜ . Hemos
probado así que:
Proposición 5.1.3 Sea un sistema hamiltoniano presimpléctico (M,Ω, H) y G
un grupo de Lie actuando en M tal que la acción es hamiltoniana con apli-
cación momento J : M // g∗ y H es G-invariante. Si el espacio cociente M˜
de la distribución característica de Ω es una variedad diferenciable y la proyec-
ción canónica p : M //M˜ es una submersión, entonces el sistema hamiltoniano
presimpléctico induce un G-sistema hamiltoniano (M˜, Ω˜, H˜) con aplicación mo-
mento J˜ : M˜ // g∗, inducida por la aplicación momento J .
La conclusión de la pequeña proposición anterior implica que podemos pro-
ceder a la reducción de la variedad presimpléctica (M,Ω, H) bien reduciendo
directamente los niveles de la aplicación momento y obteniendo de esa man-
era espacios presimplécticos reducidos, ó cocientando directamente la distribu-
ción característica de Ω y procediendo a la reducción simpléctica ordinaria a la
Marsden-Weinstein del correspondiente espacio de hojas. Así tenemos:
Proposición 5.1.4 En las mismas condiciones de la proposición anterior. Sea
un G-espacio presimpléctico hamiltoniano (M,Ω, H,G, J). Si µ ∈ g∗ es un valor
regular de la aplicación momento J y el grupo de isotropía Gµ de µ bajo la ac-
ción coadjunta actúa libre y propiamente en J−1(µ), entonces el espacio cociente
J−1(µ)/Gµ =Mµ hereda una estructura presimpléctica Ωµ. La distribución
característica Kµ de Ωµ es el cociente respecto a la acción de Gµ de la restricción
de la distribución característica de Ω a J−1(µ). Además el espacio cocienteMµ/Kµ
es simplécticamente isomorfo al espacio simpléctico reducido J˜−1(µ)/Gµ = M˜µ
obtenido por reducción simpléctica de Marsden-Weinstein de (M˜, Ω˜) con respecto
a µ.
J−1(µ) //
piµ
²²
J˜−1(µ)
p˜iµ
²²
J−1(µ)/Gµ =Mµ pµ
// J˜−1(µ)/Gµ = M˜µ
M
J
%%JJ
JJJ
JJJ
JJJ
J
p// M˜ =M/K
J˜
²²
g∗
El esquema de reducción presimpléctica anterior tiene su análogo en términos
de estructuras de Dirac. Dado que DΩ ⊂ TM ⊕ T ∗M , y dado que la acción de
G en M se levanta de manera canónica tanto a TM como a T ∗M , es inmediato
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comprobar que la estructura de Dirac DΩ es G-invariante, esto es, si (X,α) ∈ DΩ,
entonces (g.X, g.α) ∈ DΩ, donde g.X y g.α denota el levantamiento natural de
la acción de G a TM y T ∗M respectivamente. La prueba es simple. En efecto, si
(X,α) ∈ DΩ, entonces Ω(X, Y ) = 〈α, Y 〉, ∀Y ∈ TM y por tanto (g∗Ω)(X,Y ) =
g∗〈α, Y 〉 = 〈g−1α, gY 〉. Por otro lado, (g∗Ω)(X,Y ) = Ω(g∗X, g∗Y ) = Ω(g.X, g.Y )
y por tanto (g.X, g.Y ) ∈ DΩ.
Si denotamos por [DΩ]G el cociente del subfibrado DΩ por la acción de G, es
decir, [DΩ]G = D/G, que será un fibrado sobre M/G. Tendremos que [DΩ]G ⊂
TM/G ⊕ T ∗M/G será una estructura de Dirac fibrada, llamada reducción de
Lie-Dirac de DΩ. Dado que TM/G ∼= T (M/G)⊕ g˜ y T ∗M/G ∼= T ∗(M/G)⊕ g˜∗,
tendremos que [DΩ]G ⊂ T (M/G)⊕ T ∗(M/G)⊕ g˜⊕ g˜∗.
Por otro lado si denotamos como anteriormenteM/K = M˜ , entonces podemos
considerar la estructura de Dirac sobre M˜ asociada a Ω˜, esto es DΩ˜ ⊂ TM˜⊕T ∗M˜ .
La aplicación p : M //M˜ induce una aplicación Tp : TM //TM˜ , entonces DΩ
es el pull-back a lo largo de Tp de DΩ˜. En efecto utilizando la notación en [Yo09],
si denotamos por BTp(DΩ˜) = {(X, p∗α˜) ∈ TM ⊕ T ∗M | (p∗X, α˜) ∈ DΩ˜} se ve
inmediatamente que BTp(DΩ˜) = DΩ. También denotaremos la relación indicando
queDΩ/K := DΩ˜ ya queK = KerTp. También diremos que la estructura de Dirac
presimpléctica DΩ "proyecta"sobre la estructura de Dirac presimpléctica DΩ˜.
Finalmente observamos que la reducción de Lie-Dirac de la estructura DΩ˜
proporciona otra estructura fibrada de Dirac [DΩ˜]G sobre T (M˜/G), esto es:
[DΩ˜]G := DΩ˜/G ⊂ T (M˜/G)⊕ T ∗(M˜/G)⊕ g˜⊕ g˜∗.
La aplicación p : M // M˜ induce una aplicación pG : M/G // M˜/G. Se
obtiene fácilmente que BpG[DΩ˜]G = [DΩ]G, ó dicho en otras palabras, la reducción
de Lie-Dirac de la estructura de Dirac definida por la forma simpléctica Ω es el
pull-back de la reducción de Lie-Dirac de la estructura de Dirac definida por la
forma simpléctica Ω˜, ó todavía de otra forma: la estructura de Dirac fibrada [DΩ]G
proyecta a la estructura de Dirac fibrada [DΩ˜]G.
Podemos aplicar todas estas ideas al sistema presimpléctico definido por un
problema de control óptimo M = T ∗P ×pC como veremos en la siguiente sección.
5.1.4. Reducción de la estructura de Dirac DΩ de un pro-
blema de Control Óptimo
Alternativamente, podemos proceder a la reducción de la estructura de Dirac
definida por la forma presimpléctica Ω. Dado que DΩ ⊂ TM ⊕ T ∗M , podemos
por tanto proceder a la reducción de DΩ considerando el espacio cociente DΩ/G
que será un subfibrado de (TM ⊕ T ∗M)/G = TM/G⊕ T ∗M/G. Esta reducción
propuesta por Marsden y Yoshimura la denominaremos reducción de Lie-Dirac
de DΩ y la denotaremos por [DΩ]G, es decir [DΩ]G := DΩ/G.
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Para proceder al cálculo de DΩ/G, supondremos que el grupo G actúa libre
y propiamente en P , esto es, que P → P/G es un fibrado principal con grupo
estructural G. Supondremos también por simplicidad y sin merma de generalidad,
que el fibrado de control C pi // P es el pullback a P de un fibrado asociado
a P pi1 // P/G con fibra standard U , esto es tenemos una acción de G en el
espacio lineal (ó afín) U y consideramos el fibrado sobre P/G definido por P ×
U/G = P ×G U . Denotaremos tal fibrado por U˜ como en ocasiones anteriores.
Así se tiene que C = pi∗1U˜ aunque abusaremos de la notación denotando por
U˜ los diversos pull-backs de dicho fibrado. Un sencillo cálculo nos muestra que
TM/G ∼= T (T ∗P × U˜)/G ∼= TT ∗(P/G) ⊕ (g˜∗ ⊕ U˜) × (U˜ ⊕ V˜ ) y T ∗M/G ∼=
T ∗(T ∗P × U˜)/G ∼= T ∗T ∗(P/G)⊕ (g˜∗ ⊕ U˜)× (U˜∗ ⊕ V˜ ∗).
Por tanto
[DΩ]G ⊂ TT ∗(P/G)⊕ T ∗T ∗(P/G)⊕ (g˜∗ ⊕ U˜)× (U˜ ⊕ U˜∗ ⊕ V˜ ⊕ V˜ ∗).
Es fácil probar que la proyección de [DΩ]G a lo largo del fibrado U˜ ⊕ U˜∗, proyecta
sobre la reducción cotangente de la estructura de Dirac canónica sobre T ∗P dado
que los factores U˜ y U˜∗ no aparecen en la definición de Ω. Denotaremos tal
proyección por Π: [DΩ]G // [DT ∗P ]G, con
[DT ∗P ]G ⊂ TT ∗(P/G)⊕ T ∗T ∗(P/G)⊕ (g˜∗ × (V˜ ⊕ V˜ ∗)),
la estructura de Dirac cotangente reducida. Nótese finalmente que:
[DT ∗P ]G = {(z, pz, µ; vz, vpz ; piz, pipz ; ξ, vµ;αξ, αvµ) |
|〈piz, δz〉+ 〈δpz, pipz〉+ 〈αξ, ξ〉+ 〈αvµ , vµ〉 = [Ω]G (z,pz ,µ)(vz, vpz , ξ, vµ)(δz, δpz, ξ, δµ),
∀(δz, δpz, ξ, δµ) ∈ T(z,pz)T ∗(P/G)× V˜ }.
5.1.5. Descripción de los fibrados reducidos
Para hacer esto necesitaremos describir varios fibrados reducidos que destacarán
a lo largo del proceso. Notar que el principio variacional de Lagrange-Pontryagin
S(x, p, u) =
∫ T
0
[L(x, u) + 〈p, x˙− Γ(x, u)〉]dt
es definido sobre las curvas γ(t) = (x(t), p(t), u(t)) sobre el fibrado de Pontryagin
M , por tanto el problema reducido estará definido sobre el espacio decurvas sobre
el espacio cociente M/G. Primero, describiremos este espacio de un modo conve-
niente. Asumiremos por simplicidad que G actúa libre y propiamente sobre P , es
decir P // P/G es un G-fibrado principal sobre la variedad P/G.
La mayoría de estas reducciones ya han sido discutidas en la literatura, por
ejemplo:
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i. El fibrado cotangente reducido T ∗P/G ó el espacio de Weinstein [We78]. El
espacio T ∗P/G tiene una estructura de fibrado canónica sobre T ∗(P/G). La
proyección p˜iP : T ∗P/G→ T ∗(P/G) es definida como:
p˜iP ([x, p]) = [x] = G · x.
Si denotamos por g˜ → P/G el fibrado asociado a P → P/G con fibra g y
acción de G la acción adjunta, es decir g˜ = P ×G g, y g(x, ξ) = (gx,Adgξ),
∀(x, ξ) ∈ P × g. El fibrado adjunto P es también denotado como:
AdP ≡ g˜ = P ×G g.
Similarmente definiremos el fibrado coadjunto g˜∗ ≡ Ad∗P = P ×G g∗, que
es el fibrado asociado a P → P/G con respecto a la acción coadjunta de
G sobre g∗. Por tanto g(x, µ) = (gx,Ad∗g−1µ), (g, µ) ∈ P × g∗, g ∈ G.
El fibrado T ∗P/G → T ∗(P/G) es el pull-back del fibrado coadjunto g˜ a
T ∗(P/G) a lo largo de la proyección piP/G : T ∗(P/G) → P/G. Con algún
ligero abuso de notación lo denotaremos por T ∗(P/G)⊕ g˜∗.
Los elementos sobre T ∗P/G se denotarán por [x, p] = (z, pz, µ) donde
(z, pz) ∈ T ∗(P/G) y za, a = 1, ...,m son coordenadas locales sobre P/G, y
µ ∈ g∗.
ii. El fibrado TP/G ∼= T (P/G) ⊕ g˜ puede ser identificado con el pull-back
a T (P/G) del fibrado adjunto g˜ → P/G, y otra vez con un ligero abuso
de notación lo llamaremos T (P/G) ⊕ g˜. Sus elementos serán de la forma
[x, vx] = (z, vz, ζ) con (z, vz) ∈ T (P/G) y ζ ∈ g.
Si escogemos una conexión principal A sobre P → P/G, entonces tenemos
una identificación explícita de T (P/G)⊕ g˜ y TP/G. La aplicación dada por:
α : TP/G→ T (P/G)⊕ g˜, α([x, vx]) = (Tρx(vx), Ax(vx))
donde Tρx : TxP → TG·x(P/G) es la aplicación tangente de la proyección
ρ : P → P/G. El dual de esta aplicación nos permite también hacer la
identificación T ∗P/G ∼= T ∗(P/G)⊕ g˜∗.
iii. El fibrado de control reducido C/G. El fibrado p˜i : C/G → P/G estará
definido por el push-forward del fibrado C a lo largo de la proyección ρ.
Notar que la aplicación p˜i : C/G→ P/G dada por p˜i([x, u]) = [x] está bien
definida p˜i−1[x] ∼= pi−1(x) gracias a las aplicaciones βx : pi−1(x) → p˜i−1[x],
βx(u) = [x, u] y γx : p˜i−1[x] → pi−1(x), γx([x, u]) = (x, u). Por lo tanto,
βx ◦ γx = idpi−1(x).Los elementos sobre C˜ = C/G serán de la forma [x, u] =
(z, u) con z ∈ P/G.
iv. El fibrado reducido de Pontryagin M/G = (T ∗P ×P C)/G. El espacio co-
ciente M/G es entonces un fibrado sobre P/G, y puede ser identificado con
el fibrado T ∗(P/G)⊕ g˜∗⊕ C˜ sobre P/G. Entonces los elementos de fibrado
reducido de Pontryagin serán de la forma: [x, p, u] = ((z, pz), µ, u) donde
(z, pz) ∈ T ∗(P/G), µ ∈ g∗ y u ∈ C˜.
5.1. Estructuras de Dirac 83
5.1.6. El principio variacional reducido de Lagrange-Pontryagin
Ahora podemos escribir la forma explícita del principio variacional reducido
de Lagrange-Pontryagin. La invarianza del lagrangiano L nos permite definir la
función l : C˜ → R, esto es, L(x, u) = l([x, u]) = l(z, u), (z, u) ∈ C˜.
El campo vectorial dinámico Γ toma la forma Γ(x, u) = Γ˜(x, u)⊕γ˜(z, u) donde
Γ˜(z, u) ∈ T (P/G) y γ˜(z, u) ∈ g. De hecho, TxP = Tz(P/G) ⊕ TG, por lo tanto
Γ(x, u) ∈ TxP se descompone como un elemento de Tz(P/G) y otro elemento
en g. Notar que si γ(x, u) = Ax(Γ(x, u)) donde A es una conexión principal en
P , entonces γ(gx, gu) = Agx(Γ(gx, gu)) = Agx(g∗Γ(x, u)) = (L∗gA)x(Γ(x, u)) =
Adg(Ax(Γ(x, u)) = Adgγ(x, u), entonces γ˜(z, u) = [γ(x, u)]. Podemos describir
entonces la densidad L(x, u, p) = L(x, u)+〈p, x˙−Γ(x, u)〉 del principio variacional
de Lagrange-Pontryagin como:
L(x, u, p) = l(z, u) + 〈pz, z˙ − Γ˜(z, u)〉+ 〈µ, ζ − γ˜(z, u)〉
donde otra vez hemos usado T ∗P = T ∗(P/G)⊕ T ∗G. Luego (x, p) = (z, pz, g, µ)
y x˙ = (z˙, ζ) ∈ T (P/G)⊕ g˜.
Observaciones
En lo que sigue vamos a establecer muchas notaciones e identidades para TP
y T ∗P . Hemos demostrado que TP/G ∼= T (P/G)⊕ g˜ como un fibrado sobre P/G.
Además como G actúa libremente sobre P , también actúa libremente sobre TP y
TP → TP/G es un fibrado principal con fibra G. Además también es un fibrado
principal con fibra TG. Podemos verlo en dos pasos:
1. Consideramos la aplicación Tρ : TP → T (P/G), la aplicación tangente de
la proyección canónica ρ : P → P/G. Mapea (x, vx) ∈ TxP en (z, vx) donde
vx = vz + vg.
TP
Tρ //
τP
²²
T (P/G)
τP/G
²²
P ρ
// P/G
2. Consideramos el grupo de Lie TG. Podemos usar traslaciones a izquierdas
para escribirlo como G× g. Entonces la identificación natural es
(g, vg); (g, ξ) donde ξ = L−1g∗ vg, (g, vg) ∈ TG.
Recordemos que la ley de composición natural de TG es
(g, vg).(h, vh) = (g.h, vg.vh) donde vg.vh =
d
dt
g(t).h(t)|t=0 y respectivamente
vg =
d
dt
g(t)|t=0, vh = d
dt
h(t)|t=0.
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Ahora
L−1g.h∗vg.vh = L
−1
g.h∗
d
dt
g(t)h(t)|t=0 = d
dt
(g.h)−1g(t)h(t)|t=0 =
=
d
dt
h−1g−1g(t)h(t)|t=0 = d
dt
(h−1g−1g(t)h)(h−1h(t))|t=0 = Adhξ + ζ,
con ξ = L−1g∗ vg y ζ = L−1h∗ vh.
Luego (g, ξ).(h, ζ) = (g.h, Adhξ+ζ), ∀(g, ξ), (h, ζ) ∈ G×g. Hay una acción
natural de TG en TP dada como:
(g, vg).(x, vx) = (g.x,
d
dt
g(t)x(t)|t=0) ∈ TgxP.
Notar que d
dt
g(t)x(t)|t=0 = d
dt
g(t)g−1gx(t)|t=0 = (Adgξ)P (gx) + g∗vx ó en
otras palabras:
(g, ξ).(x, vx) = (g.x, g∗vx + (Adgξ)P (g.x))
Por tanto el principio variacional reducido de Lagrange-Pontryagin está
definido sobre un espacio de curvas en M/G, sin embargo estas curvas están
directamente relacionadas con curvas en M , luego las variaciones de tales
curvas no son completamente independientes.
Esto es causado por la anterior discusión donde obtuvimos que el cociente
M/G = T ∗P×GC = T ∗(P/G)⊕g˜∗⊕C˜ con elementos de la forma (z, pz, µ, u)
y variaciones δz, δpz, δµ, δu. Notar que δz(0) = 0 = δz(T ), ya que las curvas
x(t) proyectan a curvas z(t) ∈ P/G y x(0) = x0, x(T ) = xT . Luego z(0) =
ρ(x0) y z(T ) = ρ(xT ).
Además, dada una conexión principal A en P , podemos siempre escribir
x(t) = g(t)xh(t) donde xh(t) es la única curva horizontal sobre P comenzan-
do en x0 y proyectándose sobre z(t) = ρ(x(t)). Por tanto x0 = g(0)xh(0) =
g(0)x0, entonces g(0) = e y similarmente g(T ) = e. Cuando escribimos
x˙(t) = g˙(t)xh(t)+g(t)x˙h(t) = g˙(t)g−1(t)g(t)xh(t)+g(t)x˙h(t) = ζ(t)P (x(t))+
g(t)x˙h(t).
Por tanto usando la identificación TxP ∼= Tz(P/G)⊕ g, proporcionada por
x˙ = (z˙, ζ), donde x˙ = x˙h + x˙v, ρ∗x˙h = z˙, x˙v = ζP (x), ζ ∈ g obtenemos
que la curva ζ(t) ∈ g corresponde a la componente vertical de la curva x˙(t).
Además ζ(t) = g˙(t)g−1(t), luego:
δζ = δg˙g−1 + g˙δg−1 = δg˙g−1 − g˙g−1δgg−1 = ˙̂δgg−1 − δg ˙̂g−1 − ζδgg−1 =
=
˙̂
δgg−1 + δgg−1g˙g−1 − ζδgg−1 = η˙ + [η, ζ]
y las variaciones de la curva ξ(t) tendrán la forma:
δζ = η˙ + [η, ζ] ∈ g
para un arbitrario η(t) ∈ g
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5.1.7. El principio del Máximo de Pontryagin Reducido
Las ecuaciones de Euler-Lagrange definidas por el principio variacional re-
ducido de Lagrange-Pontryagin nos proporcionará las condiciones diferenciales
del PMP para el sistema reducido. Podemos calcularlas entonces de:
SG =
∫ T
0
[l(z, u) + 〈pz, z˙ − Γ˜(z, u)〉+ 〈µ, ξ − γ(z, u)〉]dt
Por tanto:
δSG =
∫ T
0
[
∂l
∂z
δz +
∂l
∂u
δu+ 〈δpz, z˙ − Γ˜(z, u)〉+ 〈δµ, ξ − γ(z, u)〉+
+〈pz, d
dt
δz − ∂Γ˜
∂z
δz − ∂Γ˜
∂u
δu〉+ 〈µ, δξ − ∂γ
∂z
δz − ∂γ
∂u
δu〉]dt =
=
∫ T
0
(
∂l
∂z
− p˙z − ∂Γ˜
∂z
pz − µ∂γ
∂z
)δzdt+
∫ T
0
(
∂l
∂u
− pz ∂Γ˜
∂u
− µ∂γ
∂u
)δudt+
+
∫ T
0
〈δpz, z˙ − Γ˜(z, u)〉dt+
∫ T
0
〈δµ, ξ − γ(z, u)〉dt+ pzδz|T0 +
∫ T
0
〈µ, η˙ + [η, ξ]〉dt
El último término da:
∫ T
0
〈µ, η˙ + [η, ξ]〉dt =
∫ T
0
〈µ˙, η〉+ 〈µ, [η, ξ]〉dt+ 〈µ, η〉|T0 =
=
∫ T
0
[〈µ˙, η〉+ 〈ad∗ξµ, η〉]dt+ 〈µ, η〉|T0 =
=
∫ T
0
〈µ˙+ ad∗ξµ, η〉dt+ 〈µ, η〉|T0 .
Ahora, fijando las condiciones frontera para η(t):
η(0) = η(T ) = 0,
η˙(0) = ξ(0), η˙(T ) = ξ(T ).
Concluimos:
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
z˙ = Γ˜(z, u),
p˙z = −∂H˜
∂z
=
∂l
∂z
− ∂Γ˜
∂z
pz − µ∂γ
∂z
,
µ˙ = −ad∗ξµ,
ξ = γ(z, u),
∂H˜
∂u
=
∂l
∂u
− ∂Γ˜
∂u
pz − µ∂γ
∂u
= 0.
(5.1)
donde el Hamiltoniano reducido de Pontryagin H˜ : M/G → R es definido
como:
H˜(z, pz, u, µ) = 〈pz, Γ˜(z, u)〉+ 〈µ, γ(z, u)〉 − l(z, u) (5.2)
Por tanto las ecuaciones reducidas anteriores (5.1) pueden ser escritas también
como ecuaciones de Hamilton-Poisson:
z˙ =
∂H˜
∂pz
,
p˙z = −∂H˜
∂z
,
µ˙ = −ad∗ξµ,
ξ =
∂H˜
∂µ
,
∂H˜
∂u
= 0.
(5.3)
ó pueden ser escritas como ecuaciones de Lagrange-Poincaré como en [Yo09].
5.2. Reducción de Lie-Dirac y el Principio del Máx-
imo de Pontryagin reducido
En la sección 5.1.7 obtuvimos las ecuaciones del Principio del Máximo de
Pontryagin reducido para un sistema de Control Óptimo con simetría, a base de
calcular la diferencial de la reducción del principio de Hamilton-Pontryagin. Por
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otro lado en las secciones anteriores, mostramos cómo un problema de control óp-
timo podía describirse de dos maneras distintas a través de estructuras de Dirac:
como un problema presimpléctico ó como un problema implícito con estructura
de Dirac DT ∗P = DP . Vimos también que ambas estructuras de Dirac se hallan
relacionadas entre sí, siendo la segunda una proyección de la primera. Finalmente
también vimos que en presencia de simetría podemos reducir ambas estructuras
de Dirac y las correspondientes estructuras de Dirac reducidas se hallan de nuevo
relacionadas por proyección. Así [DΩ]G y [DP ]G son tales que [DP ]G es la proyec-
ción de [DΩ]G con respecto a V˜ ⊕ V˜ ∗. La estructura de Dirac reducida [DP ]G
no es más que la reducción de Lie-Dirac de la estructura de Dirac cotangente en
T ∗P . Por tanto si denotamos por HG el Hamiltoniamo de Pontryagin inducido en
M/G = T ∗(P/G)⊕g˜∗⊕U˜ el espacio cociente del fibrado de Pontryagin, tendremos
que la subvariedadM1 = { ∂H∂ua = 0} proyecta a la subvariedad [M1]G = {∂HG∂ua = 0}
y M1/G = [M1]G. Por lo tanto definiremos la ecuación implícita de Pontryagin a
la dinámica definida por la ecuaación:(
[X]G(z, pz, µ, u), [dHG]
∣∣∣
T [M1]G
(z, pz, µ, u)
)
∈ [DP ]G(z, pz;µ), (5.4)
(z, pz) ∈ T ∗(P/G), µ ∈ g∗.
Las ecuaciones así obtenidas coinciden con las ecuacioens reducidas del Principio
del Máximo de Pontryagin obtenidas anteriormente.
Teorema 5.2.1 Dado un sistema de control óptimo regular (L,Γ, C → P )con
grupo de simetría G; las ecuaciones del Principio del Máximo de Pontryagin re-
ducido obtenidas como reducción del principio variacional de Hamilton-Pontryagin,
coinciden con las ecuaciones de la reducción de Lie-Dirac de las ecuaciones de la
descripción de Dirac implícita del problema de control óptimo, ecuaciones 5.4.
Demostración. La demostración del teorema se apoya en la descripción de la
reducción de Lie-Dirac de la estructura de Dirac cotangente DP obtenida en
[Yo09]. Utilizaremos dicho resultado sin probarlo de nuevo. Así obtenemos que
la estructura [DP ]G para cada (z, pz;µ) ∈ T ∗(P/G) ⊕ g∗ tiene la forma (Prop. 4
[Yo09]):
[DP ]G(z, pz;µ) = {(vz, vpz ; ξ, vµ), (piz, pipz ;αξ, αvµ) ∈ T(z,pz)T ∗(P/G)× V˜⊕
⊕T ∗(z,pz)T ∗(P/G)×V˜ ∗ | vz = pipz , vpz+piz = −FA(vz, .), ξ = αvµ , vµ+αξ = ad∗ξµ}.
Entonces si denotamos [X]G como el campo vectorial reducido tal que para cada
curva (z(t), pz(t);µ(t), u(t)) ∈ T ∗(P/G)⊕ g˜∗ ⊕ U˜ , toma el valor
[X]G(z(t), pz(t);µ(t), u(t)) = (z(t), pz(t), u(t);
dz(t)
dt
,
Dpz(t)
Dt
, µ(t), ξ(t),
Dµ(t)
Dt
)
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y teniendo en cuenta que [dH]G = dHG restringido a T [M1]G = T (M1/G) tiene
la forma:
[dH]G
∣∣∣
T [M1]G
= (z, pz;µ, u;−∂H˜
∂z
,
∂H˜
∂pz
,
∂H˜
∂µ
, 0)
y finalmente: 
dz
dt
=
∂H˜
∂pz
,
Dpz
Dt
= −∂H˜
∂z
− FA(dz
dt
, .),
Dµ
Dt
= ad∗ξµ,
ξ =
∂H˜
∂µ
.
(5.5)
junto con ∂H˜
∂u
= 0.
2
Capítulo 6
Aplicaciones y ejemplos.
6.1. Las ecuaciones de Euler para el sólido rígido
Empezaremos discutiendo el caso más sencillo, como son las ecuaciones de
Euler para el sólido rígido, como un problema en control óptimo, ejemplo que
sirvió de guía para la discusión en [Bl00].
6.1.1. Ecuaciones para el grupo SO(3)
Sea G = SO(3) el grupo de rotaciones. Como fibrado principal Q consider-
aremos el grupo SO(3) actuando por la izquierda sobre sí mismo. Por otra parte,
consideraremos como espacio auxiliar P de nuevo el grupo de Lie SO(3), pero esta
vez, actuando sobre sí mismo por la derecha. El espacio de control para el proble-
ma de control óptimo será el fibrado tangente TQ = TSO(3) ∼=R SO(3)× so(3)
donde el subíndice R indica que hemos utilizado traslaciones por la derecha so-
bre SO(3) para la identificación. La densidad Lagrangiana es la energía cinética
L(q, ω) = 1/2〈ω, J(ω)〉, (q, ω) ∈ SO(3) × so(3) definida por una métrica J in-
variante por la derecha en SO(3). Consideraremos por simplicidad la conexión B
sobre Q como la 1-forma canónica invariante por la derecha de Maurer-Cartan
(en la representación de TSO(3) anterior, B es la matriz identidad). Por tan-
to, calculando el campo de vectores B(ω) sobre P en el punto x, obtenemos
(B(ω))P (x) = d/dt(exp(tB(ω))x) |t=0= ωx y la ecuación de control (4.32) será:
x˙ = (B(ω))P (x) = ωx.
Además el Hamiltoniano de Pontryagin será de la siguiente forma:
H(q, ω;x, p) = 〈p, ωx〉 − 1
2
〈ω, J(ω)〉,
donde (q, ω) ∈ TQ = TSO(3) y (x, p) ∈ T ∗P ∼= TP .
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Las ecuaciones de Hamilton serán entonces
x˙ = ωx, p˙ = ωp,
junto con la condición de ligadura siguiente:
pxT − xpT − J(ω) = 0.
6.1.2. Ecuaciones para el grupo SU(2)
Ahora, consideremos como en el ejemplo anterior G = Q = P = SU(2,C)
donde hemos reemplazado el grupo ortogonal SO(3) por su cubrimiento universal,
el grupo especial unitario SU(2,C). El grupo de Lie
SU(2,C) = { g =
(
a b
−b¯ a¯
)
| a, b ∈ C, aa¯+ bb¯ = 1 }
tiene como álgebra de Lie
su(2,C) = { ξ+e+ + ξ−e− + ξ0e0 | ξ+, ξ−, ξ0 ∈ C },
con
e+ =
(
0 1
−1 0
)
, e− =
(
0 i
i 0
)
, e0 =
(
i 0
0 −i
)
,
Identificaremos TQ con SU(2,C) × su(2,C) por traslaciones por la derecha, es
decir, (g, ξ) ∈ SU(2,C) × su(2,C), corresponde al elemento (g, g˙) ∈ TSU(2,C),
con
g˙ = ξg.
El campo de vectores ξP (x) toma la forma ξP (x) = ξx. Y por tanto la ecuación
de control se convierte en
x˙ = ξx
El funcional objetivo es
S =
1
4
∫ T
0
〈ξ, J(ξ)〉dt, (6.1)
donde hemos usado la forma de Killing 〈ξ, ζ〉 = 4Tr(ξζ). Las ecuaciones de Euler-
Lagrange para el Lagrangiano
L(g, g˙) =
1
2
〈g˙g−1, J(g˙g−1)〉 (6.2)
están dadas por:
g˙ = ξg, J˙(ξ) = [ξ, J(ξ)]. (6.3)
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Las ecuaciones del movimiento dadas por el principio del máximo de Pontryagin
son:
x˙ = ξx, p˙ = ξp,
y la relación entre ambos conjuntos de ecuaciones está dada por:
px∗ − xp∗ − J(ξ) = 0,
y tomando derivadas con respecto a t obtenemos
J˙(ξ) = [ξ, J(ξ)].
6.2. Ecuaciones de Ricatti
6.2.1. Ecuaciones para el grupo SL(2,R)
Consideremos ahora el grupo G = SL(2,R) y como en el ejemplo del sólido
rígido, tomaremos como espacio de control Q el mismo grupo SL(2,R). Para
mantener las mismas convenciones que hemos utilizado a lo largo de esta tesis,
consideraremos que el grupo G actúa por la izquierda sobre Q por multiplicación
por la izquierda. El grupo de Lie
SL(2,R) = { g =
(
a b
c d
)
| a, b, c, d ∈ R, ad− bc = 1 }
tiene álgebra de Lie
sl(2,R) = { ξ+e+ + ξ−e− + ξ0e0 | ξ+, ξ−, ξ0 ∈ R },
con
e+ =
(
0 1
0 0
)
, e− =
(
0 0
1 0
)
, e0 =
(
1 0
0 −1
)
,
y las siguientes relaciones de conmutatividad distintas de cero,
[e+, e−] = e0, [e+, e0] = −2e+, [e−, e0] = 2e−.
Identificaremos TQ con SL(2,R) × sl(2,R) por traslaciones por la izquierda, es
decir, (g, ξ) ∈ SL(2,R) × sl(2,R), corresponde al elemento (g, g˙) ∈ TSL(2,R),
con
g˙ = gξ.
Ahora consideremos el espacio de estados P = R y SL(2,R) actúa sobre él
por la transformación de Moebius, es decir,
x · g−1 = dx− b
a− cx, g =
(
a b
c d
)
∈ SL(2,R).
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Si A es una 1-forma de conexión diagonal, es decir, A = diag(A+, A−, A0)
en la base e+, e−, e0, entonces el campo de vectores ξP (x) = Ag(g˙)P (x) toma la
forma:
ξP (x) = (ξ+A+ + 2ξ0A0x+ ξ−A−x2)
∂
∂x
.
Por tanto la ecuación de control se convierte en la ecuación de Ricatti:
x˙ = α+ βx+ γx2, (6.4)
con α = ξ+A+, β = 2ξ0A0, γ = −ξ−A−.
Para definir el problema de control óptimo, consideraremos otra vez una en-
ergía tipo funcional objetivo como la que sigue:
S =
∫ T
0
1
2
〈ξ, Iξ〉dt, (6.5)
donde hemos usado el producto escalar 〈ξ, ζ〉 = 4Tr(ξT ζ).
Los resultados discutidos a lo largo de esta tesis, demuestran que hay una
relación bien definida entre las soluciones del problema de control óptimo, dadas
por las ecuaciones (6.4), (6.5) y los puntos críticos del Lagrangiano
L(g, g˙) =
1
2
〈g−1g˙, Ig−1g˙〉 (6.6)
en TSL(2,R).
Las ecuaciones de Euler-Lagrange para el Lagrangiano (6.6) están dadas por:
g˙ = gξ, Iξ˙ = [ξT , Iξ].
Las ecuaciones del movimiento resultantes de aplicar el principio del máximo
de Pontryagin son:
x˙ = α + βx+ γx2, p˙ = −(β + 2γx)p,
y la relación entre ambos conjuntos de ecuaciones está dada por:
pA+ − I+ξ+ = 0, −pA−x2 − I−ξ− = 0, 2pA0x− I0ξ0 = 0.
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6.2.2. Ecuaciones para el grupo SU(2)
En este ejemplo, si sustituimos SL(2,R) por SU(2), la ecuación de control es
ahora la siguiente:
x˙ = (α− iγ) + iβx+ (α+ iγ)x2, (6.7)
con α = ξ+A+, β = 2ξ0A0, γ = −ξ−A−. Las ecuaciones de Euler-Lagrange para
el Lagrangiano (6.6), donde hemos utilizado la forma de Frobenius están dadas
por:
g˙ = gξ, Iξ˙ = [ξ∗, Iξ] = [Iξ, ξ],
y usando la forma de Killing obtenemos:
g˙ = gξ, J˙(ξ) = [J(ξ), ξ],
con
J(ξ) = Iξ + ξI.
6.2.3. Ecuaciones para el grupo SO(2, 1)
De nuevo, si reemplazamos SL(2,R) por SO(2, 1) donde
so(2, 1) = { ξ+e+ + ξ−e− + ξ0e0 | ξ+, ξ−, ξ0 ∈ C },
con
e+ =
(
i 0
0 −i
)
, e− =
(
0 i
−i 0
)
, e0 =
(
0 −1
−1 0
)
,
la ecuación de control sería:
x˙ = i(2α− γ(1 + x)), (6.8)
con α = ξ+A+, γ = −ξ−A−. Las ecuaciones de Euler-Lagrange para el Lagran-
giano (6.6), donde usamos la forma de Frobenius están dadas por:
g˙ = gξ, Iξ˙ = [ξ∗, Iξ],
y si usamos la forma de Killing son:
g˙ = gξ, J˙(ξ) = [J(ξ), ξ],
con J(ξ) = Iξ + ξI.
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Figura 6.1: Elroy's beanie
6.3. Las ecuaciones simétricas de Elroy's beanie
En realidad, Elroy's beanie se refiere tanto a Elroy como a su gorra (propul-
sor). Asumimos que Elroy está flotando en medio del espacio, libre de los efectos
gravitatorios, de la fricción y de cualquier cosa que complique el problema. Elroy
y su gorra se mueven por separado, cada uno girando independientemente. Por
esto, es realmente un sistema de dos cuerpos rígidos girando alrededor del mismo
eje.
Consideramos dos cuerpos rígidos en el plano unidos en sus centros de masas.
Las ecuaciones simétricas de Elroy's beanie como un problema en teoría de control
óptimo pueden ser discutidas como sigue:
SeaG un grupo de Lie actuando por la izquierda sobre una variedad diferencia-
ble Q representando el espacio de estados de un sistema de control. Supongamos
además que G actúa por la derecha sobre una variedad diferenciable Q. Puesto
que tanto la gorra como Elroy son libres de moverse en un círculo, y sus movimien-
tos son independientes, como fibrado principal Q consideraremos el grupo S1×S1
para el cual usaremos coordenadas (θ, ψ), donde θ es la posición angular de Elroy
con respecto a un sistema inercial y ψ es el ángulo del propulsor relativo a Elroy.
Por otra parte, consideraremos como espacio auxiliar el espacio de configuraciones
P que es de nuevo el grupo de Lie S1×S1. El espacio de controles para el problema
de control óptimo será el fibrado tangente TQ. Las coordenadas correspondientes
para TQ serán (θ, ψ, vθ, vψ). Puesto que el momento angular no es medido sobre
un círculo, el espacio de fases es T ∗P = S1 × R× S1 × R.
Entonces, en ausencia de potencial, la densidad Lagrangiana es simplemente
la energía cinética, así que:
L(θ, ψ, vθ, vψ) = (1/2)(I1 + I2)v
2
θ + (1/2)I2v
2
ψ + I2vθvψ, (6.9)
definida por la métrica Riemanniana
〈·, ·〉 = (I1 + I2)dθ ⊗ dθ + I2dθ ⊗ dψ + I2dψ ⊗ dθ + I2dψ ⊗ dψ
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sobre Q, donde I1 e I2 son los momentos de inercia de Elroy y su gorra.
Por tanto, al no haber potencial el grupo G será S1×S1. Lo parametrizaremos
por
(
eiφ1 0
0 eiφ2
)
. También identificaremos g = u(1)×u(1) con R×R de la forma
usual.
Consideremos la siguiente acción de G sobre P :
Φ
((
eiφ1 0
0 eiφ2
)
, (θ, ψ)
)
= (θ + φ1, ψ + φ2).
Puesto que podemos identificar g con R × R, la aplicación exponencial será
exp(ω1, ω2) = (ω1mod2pi, ω2mod2pi).
Por tanto, calculando el campo de vectores ξ = ω1 ∂∂φ1 + ω2
∂
∂φ2
sobre P en el
punto (θ, ψ, vθ, vψ), obtenemos
ξP (θ, ψ, vθ, vψ) =
d
dt
(
Φ(exp(tξ), (θ, ψ))
)∣∣∣∣
t=0
= ω1
∂
∂θ
+ ω2
∂
∂ψ
,
y la ecuación de control será
(θ˙, ψ˙) = ξP (θ, ψ) = (ω1(t), ω2(t)).
El funcional objetivo es
S =
∫ T
0
L(θ, ψ, vθ, vψ)dt. (6.10)
Las ecuaciones de Euler-Lagrange para el lagrangiano (6.9) estarán dadas por:
d
dt
( ∂L
∂vθ
)
− ∂L
∂θ
= 0,
d
dt
( ∂L
∂vψ
)
− ∂L
∂ψ
= 0. (6.11)
Por tanto, las ecuaciones de Lagrange para el propulsor serán
θ¨ = 0, ψ¨ = 0. (6.12)
Obtenemos velocidad angular constante, como es de esperar por la ausencia
de fuerzas.
Y el campo vectorial lagrangiano será
ΓL = vθ
∂
∂θ
+ vψ
∂
∂ψ
(6.13)
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Además el hamiltoniano de Pontryagin H : T ∗P ×TQ //R tomará la forma:
H(pθ, pψ, θ, ψ, vθ, vψ) = 〈(pθ, pψ), (ω1(t), ω2(t))〉 − L(θ, ψ, vθ, vψ),
donde (θ, ψ, vθ, vψ) ∈ TQ y (θ, ψ, pθ, pψ) ∈ T ∗P .
Las ecuaciones del movimiento dadas por el Principio del Máximo de Pon-
tryagin serán entonces:
(θ˙, ψ˙) = (ω1(t), ω2(t)), (p˙θ, p˙ψ) = (0, 0), pθω˙1(t) + pψω˙2(t) = 0
junto con las siguientes ligaduras:
pψ = I2vθ + I2vψ (6.14)
y
pθ = (I1 + I2)vθ + I2vψ (6.15)
Tomando derivadas con respecto a t en la ecuación (6.14) y (6.15) obtenemos:
0 = p˙θ = (I1 + I2)v˙θ + I2v˙ψ, 0 = p˙ψ = I2v˙θ + I2v˙ψ.
Por lo tanto, tendremos
v˙θ(t) = 0 = v˙ψ(t).
Entonces, ω1 = ω1(t) = vθ(t) = vθ(0) y ω2 = ω2(t) = vψ(t) = vψ(0).
Finalmente, la curva solución enQ con condiciones iniciales (θ(0), ψ(0), vθ(0), vψ(0))
están dadas por
t 7→
(
θ(0) + vθ(0)t, ψ(0) + vψ(0)t
)
6.3.1. Ecuaciones reducidas de Elroy's beanie
Calcularemos la aplicación momento para la acción Φ dada para el Elroy's
beanie. Tenemos ξcP = ω1 ∂∂θ + ω2 ∂∂ψ y
ωL = dθL = d(
∂L
∂vθ
dθ+
∂L
∂vψ
dψ) = (I1+I2)dvθ∧dθ+I2dvψ∧dθ+I2dvψ∧dψ+I2dvθ∧dψ.
Luego, como
dJ = ξcPy ωL = ((I1 + I2)dvθ + I2dvψ) e1 + (I2dvθ + I2dvψ) e2
tenemos que
J(θ, ψ, vθ, vψ) = ((I1 + I2)vθ + I2vψ, I2vθ + I2vψ) .
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Como µ = m1e1 +m2e2 ∈ g∗, vemos fácilmente que
J−1(µ) = {(θ, ψ, vθ, vψ) ∈ TQ | (I1+I2)vθ+I2vψ = m1, I2vθ+I2vψ = m2}. (6.16)
Puesto que Qµ = Q/G es un único punto, (θ(0), ψ(0)), el campo vectorial
ΓµL ≡ 0 que tiene curvas integrales t 7→ (θ(0), ψ(0)) donde (θ(0), ψ(0)) es la
condición inicial. Por tanto, qµ(t) es la curva sobre Qµ dada por t 7→ (θ(0), ψ(0)).
El levantamiento horizontal de qµ(t), la curva qh(t), a través de (θ(0), ψ(0), vθ(0), vψ(0))
está dada por t 7→ (θ(0), ψ(0)).
Ahora el uso de la relación algebraica
〈ξ(t)Q(qh(t)), ηQ(qh(t))〉 = µ · η, ∀η ∈ gµ
determina ξ(t).
Supongamos que ξ(t) = ω1(t)e1 + ω2(t)e2 y η = δ1e1 + δ2e2. Entonces,
ξ(t)Q(θ, ψ, vθ, vψ) = ω1(t)
∂
∂θ
+ ω2(t)
∂
∂ψ
y
ηQ(θ, ψ, vθ, vψ) = δ1
∂
∂θ
+ δ2
∂
∂ψ
Calculamos
〈ξ(t)Q(qh(t)), ηQ(qh(t))〉 = (I1 + I2)ω1(t)δ1 + I2ω1(t)δ2 + I2ω2(t)δ1 + I2ω2(t)δ2.
Entonces
(
(I1 + I2)ω1(t) + I2ω2(t)
)
δ1 +
(
I2ω1(t) + I2ω2(t)
)
δ2 = m1δ1 +m2δ2,∀δ1, δ2 ∈ R.
Y por consiguiente
ω1(t) =
m1
I1
− m2
I1
= ω1, ω2(t) = −m1
I1
+
(I1 + I2)m2
I1I2
= ω2. (6.17)
Aquí, si usamos (6.16) tendremos: ω1 = vθ(0) y ω2 = vψ(0). La ecuación dife-
rencial
g′(t) = TeRg(t)ξ(t)
en Gµ con condición inicial g(0) = e se lee(
ω1 0
0 ω2
)
=
(
iφ˙1e
iφ1 0
0 iφ˙2e
iφ2
)(
e−iφ1 0
0 e−iφ2
)
(6.18)
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y entonces tenemos:
φ˙1(t) = −iω1, φ1(0) = 0
y
φ˙2(t) = −iω2, φ2(0) = 0
la cual tiene la solución
φ1(t) = −iω1t
y
φ2(t) = −iω2t.
Finalmente, la curva solución en Q con condición inicial (θ(0), ψ(0), vθ(0), vψ(0))
estará dada por
t 7→ Φ(g(t), qh(t)) = Φ
(( ei(−iω1t) 0
0 ei(−iω2t)
)
, (θ(0), ψ(0))
)
=
=
(
θ(0) + ω1t, ψ(0) + ω2t
)
=
(
θ(0) + vθ(0)t, ψ(0) + vψ(0)t
)
como calculamos en primer lugar.
Ahora consideraremos lo que ocurre cuando ponemos un muelle en el sistema
Elroy's beanie de forma que haya una fuerza restauradora, siempre y cuando Elroy
y su propulsor no estén alineados. Esto significa que tenemos un potencial de la
forma V = 1/2kψ2. Ahora, si hacemos los cálculos de la sección (6.3) con G = S1
obtenemos la ecuación V ′(ψ) = 0. Por tanto, no obtenemos todas las posibles
soluciones, y esto falla porque requerimos que el grupo G actúe invariantemente
sobre toda la variedad Q, es decir se corresponde con que tenemos un S1 × S1
espacio de configuración con sólo una S1 simetría, debida al hecho de que la
orientación total de Elroy y su propulsor no importa.
6.4. Un ejemplo simple en dimensión finita
6.4.1. Hamiltonianos de Control Cuántico de tipo Lie-Scheffers-
Brockett.
Podemos considerar un sistema dependiente del tiempo de la forma:
ΓG =
r∑
a=1
uα(t)ξα (6.19)
El flujo de ΓG está dado por una familia uniparamétrica ϕt : G // G de
difeomorfismos del grupo satisfaciendo:
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d
dt
ϕt(g) = ΓG(ϕt(g)), ∀g ∈ G
ó en otras palabras: (
d
dt
ϕt
)
◦ ϕ−1t (g) =
∑
α
uα(t)ξα
Si denotamos, dado g, por gt = ϕt(g), la ecuación anterior toma la forma:
d
dt
gt ◦ g−1t =
∑
α
uα(t)ξα
Los coeficientes uα(t) pueden ser considerados como variables de control y la
evolución toma lugar en el grupo G.
Un ejemplo particular de esta situación ocurre en la descripción de Heisen-
berg de sistemas cuánticos. Sea H un espacio de Hilbert complejo separable que
describe (normalizados) los estados puros de un sistema cuántico con la dinámi-
ca definida por un operador autoadjunto H. La evolución de un estado dado
|ψ0〉 ∈ H se obtiene integrando la ecuación de Schrödinger:
i~
d
dt
|ψ〉 = H|ψ〉, |ψ(0)〉 = |ψ0〉 (6.20)
El teorema de Stone garantiza la existencia de una familia uniparamétrica de
operadores unitarios Ut en H tales que la curva
|ψ(t)〉 = Ut|ψ0〉
es la solución de la ecuación de Schrödinger para cada |ψ0〉 ∈ H. Por tanto la
ecuación (6.20) puede escribirse como:
d
dt
Ut =
(
− i
~
H
)
Ut (6.21)
que puede ser considerada como una ecuación de evolución sobre el grupo
G = U(H) de todos los operadores unitarios sobre H. Técnicamente hablando
U(H) no es un grupo de Lie, sin embargo muchas aplicaciones en la teoría de
control cuántico tratan con sistemas cuánticos finito dimensionales. En tal caso,
siH = CN , con N la dimensión del sistema cuántico, entonces U(H) = U(N), que
es un grupo de Lie compacto de dimensión N2. Continuaremos trabajando en lo
que sigue en el marco general, precisando cuando sea necesario. El operador − i~H
puede ser identificado con un elemento del álgebra de Lie de U(H), que consiste en
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el conjunto de operadores autoadjuntos sobre H. Típicamente, el Hamiltoniano
H en los problemas de control cuántico tienen la forma
H =
r∑
α=0
uαHα = H0 +
r∑
α=1
uαHα
dondeH0 denota el Hamiltoniano "libre", es decir, el Hamiltoniano del sistema
no controlado y los restantes Hα son los Hamiltonianos de control. En general
no cierran el álgebra de Lie, sin embargo en este trabajo asumiremos que los
Hamiltonianos de control satisfacen:
[Hα, Hβ] = ic
γ
αβHγ
es decir, tenemos a nuestra disposición para controlar el sistema cuánticoH0, a
todos los Hamiltonianos del álgebra de Lie dinámica del sistema (recordemos que
el álgebra de Lie dinámica de un sistema de control cuántico es el álgebra de Lie
generada por los Hamiltonianos de control). Por tanto escribiendo la ecuación de
evolución de nuestro sistema de control cuántico en la representación de grupos,
tenemos:
dUt
dt
◦ U−1t = −
i
~
(
H0 +
∑
α
uαHα
)
que tiene exactamente la forma de un sistema de Lie-Scheffers-Brockett sobre
el grupo G = U(H).
6.4.2. Control Óptimo de Sistemas Cuánticos y representación
de Clebsch.
Consideraremos un problema de control cuántico con Hamiltoniano
H(u) = H0+
∑r
α=1 u
α(t)Hα sobre el espacio de Hilbert H. Intentaremos entender
para qué funciones de control uα(t), la solución de la ecuación de Schrödinger lleva
el estado inicial |ψ0〉 a algún estado final |ψT 〉 a tiempo T , es decir |ψT 〉 = UT |ψ0〉,
con UT la solución de:
dUt
dt
◦ U−1t = −
i
~
(
H0 +
∑
α
uαHα
)
; U0 = I (6.22)
Entre todas las posibles soluciones uα(t) a la ecuación (6.22) estamos intere-
sados en aquellas que además minimizan la energía, ó que se aproximan mucho
a cierto camino preestablecido |ψt〉, etc..., es decir, estamos interesados en mini-
mizar un funcional que típicamente tiene la forma:
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S(u, ψ) =
δ
2
∫ T
0
uα(t)uα(t)dt+
%
2
∫ T
0
‖ψ(t)− ψt‖2dt
Esto constituye el problema de control óptimo para el sistema cuántico ante-
rior. En general se sabe muy poco de las soluciones de este problema en el caso
infinito dimensional. Sin embargo, el caso finito-dimensional es bien conocido y
se han implementado muchas aplicaciones ([Al08], [Mi04]).
En este ejemplo estamos principalmente interesados en problemas de control
óptimo generales en los controles, pero sin el término de tracking, es decir:
S(u) =
∫ T
0
L(u)dt
aunque incluso el caso general puede también considerarse y el funcional ob-
jetivo S tendría la siguiente forma (hablaremos sobre ello más tarde):
S(u, ψ) =
∫ T
0
L(u, ψ)dt
Las técnicas usuales para el control óptimo no pueden aplicarse fácilmente.
Una idea básica consiste en utilizar la aplicación Φ del espacio de controles {uα}
en el espacio de soluciones {|ψ(t)〉} para eliminar la dependencia de ψ en el
funcional S y obtener:
S˜(u) =
∫ T
0
L(u,Φ(u))dt
y entonces aplicar métodos directos para demostrar la existencia de solucio-
nes. Esta idea, sin embargo, no funciona debido a que el sistema (6.19) no per-
mite probar condiciones apropiadas de regularidad de la aplicación Φ, que haría
posible analizar el funcional S˜ propiamente. Tomaremos una aproximación difer-
ente al problema. En vez de intentar resolverlo directamente lo consideraremos
desde la perspectiva de las variables de Clebsch, es decir lo miraremos como la
representación de otro sistema que debería ser más simple de integrar. Para este
propósito escribiremos el problema de control óptimo cuántico como un problema
de multiplicadores de Lagrange y posteriormente lo manipularemos para obtener
la forma que estamos buscando.
Consideraremos entonces el problema de control óptimo definido por el sis-
tema Hamiltoniano H(u) = H0+
∑r
α=1 u
αHα sobre el grupo U(H) de operadores
unitarios sobre el espacio de Hilbert H; el funcional objetivo S =
∫ T
0
L(ψ, u)dt y
condiciones iniciales ψ0 = ψ(0). En lugar del principio del Máximo de Pontria-
gin, usaremos una aproximación de multiplicadores de Lagrange, y escribiremos
el funcional objetivo extendido:
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S(ψ, u, ζ) =
∫ T
0
(
L(ψ, u) + 〈ζ, ψ˙ − iH(u)ψ〉
)
dt
que puede escribirse como:
S(ψ, u, ζ) =
∫ T
0
(
L(ψ, u)− 〈ζ˙ , ψ〉+ 〈ζ,−iH(u)ψ〉
)
dt+ 〈ζ, ψ〉|T0
El vector ζ ∈ H (ó al dual de H para este problema) y es la variable de co-
estado del sistema. Las variaciones del funcional S dejarán condiciones de primer
orden para la existencia de puntos críticos de S.
No obstante, nos interesaremos por una aproximación distinta al problema que
tomará ventaja a la formulación dinámica del grupo. Consideraremos ahora como
variable de estado el operador unitario U , por lo que nuestro funcional tendrá la
forma:
S(U, u) =
∫ T
0
L(U, u)dt
y la ecuación de estado será la ecuación (6.21):
dU
dt
U+ = −iH(u), U(0) = I.
Con la aplicación del teorema de los multiplicadores de Lagrange obtenemos:
S(U, u, P ) =
∫ T
0
(
L(U, u) + 〈P, U˙U+ − iH(u)〉
)
dt
donde P ∈ U(H)?, el dual del álgebra de Lie del grupo unitario U(H). En el
caso finito dimensional, podemos identificar U(H) ∼= U(H)? usando la forma de
Killing-Cartan 〈·, ·〉 del grupo unitario (〈A,B〉 = trA+B).
Para obtener una descripción apropiada de las ecuaciones introduciremos un
formalismo homogéneo, es decir, introduciremos una variable de control auxiliar
u0 que multiplicará a H0, luego nuestro Hamiltoniano será:
H(u) = u0H0 +
r∑
α=1
uαHα =
r∑
α=0
uαHα
y [Hi, Hj] = ickijHk.
Denotaremos por G al grupo dinámico generado por Hk. Consideraremos aho-
ra que hay un espacio auxiliar Q tal que el grupo unitario G actúa sobre él. Pode-
mos incluso asumir que G actúa libremente sobre Q y que el espacio cociente Q/G
es una variedad y la aplicación de proyección p : Q //Q/G es una submersion,
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es decir, que Q es un fibrado principal con grupo de estructura G. Escogeremos
una conexión A sobre Q, y consideraremos el siguiente campo vectorial sobre H:
ΓA(ψ) = Âq(q˙)(ψ)
donde ξ̂ si ξ ∈ g, denota el operador sobre H definido por el elemento ξ, es
decir si usamos una base lineal de g dada por iH0, iH1, ..., iHr, entonces para
cualquier ξ ∈ g; ξ = iξ0H0 + ...+ iξrHr.
El operador Âq(q˙) será
Âq(q˙) = iA
k
q(q˙)Hk = i
(
Ak(q)l q˙
l
)
Hk = iu
kHk.
donde las funciones de control uk = uk(q, q˙) son funciones sobre las variables
auxiliares (q, q˙). Ahora la ecuación de control de estado se puede escribir como:
dU
dt
U+ = Âq(q˙)
Y el término que contribuye en el funcional extendido tiene la forma:
〈P, dU
dt
U+ − Âq(q˙)〉 = 〈PU, dU
dt
〉 − 〈P, Âq(q˙)〉 = Θ(U,P )(U˙)− 〈J(U, P ), Âq(q˙)〉
donde Θ denota la 1-forma canónica sobre T ∗U(H) definida como :
Θ(U,P )(U˙) = 〈P, U˙ U+〉,
y J denota la aplicación momento canónica sobre T ∗U(H) definida por la acción
del grupo G, es decir, J : T ∗U(H) // g∗,
〈J(U, P ), ξ〉 = 〈P U, ξ̂ U〉 = 〈P, ξ̂〉
La forma anterior del funcional extendido coincide con la representación en
términos de variables de Clebsch de los principios variacionales con simetría, que
es la razón por la que se le ha llamado la representación de Clebsch de un sistema
de control cuántico definido por H(u).

Capítulo 7
Conclusiones y problemas abiertos.
Recapitulemos brevemente alguna de las conclusiones y resultados obtenidos
en este trabajo, así como algunas cuestiones que habiéndose suscitado, no han
encontrado una respuesta total ó parcial. También comentaremos brevemente
algunos problemas que, aún no formando parte de esta tesis, se hallan ó bien
muy próximos a ella, ó podemos preveer que su solución puede beneficiarse de los
resultados aquí expuestos.
7.1. Conclusiones y resultados
0. Los capítulos 1 y 2 se han dedicado a recapitular diversos resultados sobre
el problema del cálculo de variaciones con simetría, así como a establecer
los elemnetos analíticos adecuados para el tratamiento porterior. Podemos
resaltar aquí el desarrollo sistemático del análisis global de los espacios de
curvas en variedades diferenciales y una extensión no completamente del
Teorema de los multiplicadores de Lagrange.
1. En el capítulo 3 se ha procedido a una formulación geométrica de la teoría
de variables de Clebsch como variables en un espacio auxiliar simpléctico
sobre el que actúa el grupo de Lie de simetría de la teoría. Se han discutido
también las ligaduras de Lin como condiciones de horizontalidad en curvas
en un par de Borel P ×GQ. Finalmente se ha establecido de manera general
un teorema sobre la equivalencia entre tres espacios de curvas: curvas en
Q, curvas horizontales en P × Q y pares de curvas en P y G\Q. Esta
equivalencia se usa para probar un teorema sobre diversas formulaciones
equivalentes del principio variacional definido por un Lagrangiano invariante
L : TQ // R. Se extienden de esta manera los resultados obtenidos por
Cendra, Ibort y Marsden, y Cendra y Marsden [Ce87a], [Ce87b].
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2. En segundo lugar en el capítulo 4 se han analizado las soluciones extremales
de un problema de control óptimo de Lie-Scheffers-Brockett con grupo G
y lagrangiano G-invariante definido en un espacio de controles TQ. Se ha
probado que dichas curvas extremales están en correspondencia 1-1 con
puntos críticos del sistema lagrangiano con simetría L. La correspondencia
que establece dicha relación constituye la descripción geométrica general
de la dualidad observada por Bloch, Crouch, Holm y Marsden [Bl00], entre
diversas realizaciones de un mismo sistema, bien como sistema lagrangiano
con simetría, ó como problema de control óptimo. Dicha relación de dualidad
se ha descrito explícitamente para sistemas de Lie-Scheffers-Brockett sobre
los grupos SO(3), SU(2), SL(2,R) y SU(1, 1).
3. La teoría de reducción de problemas de control óptimo con simetría se ha
discutido en el capítulo 5 desde el punto de vista de la reducción del principio
variacional tanto de Lagrange-Pontryagin, como de Hamilton-Pontryagin,
siguiendo ideas anticipadas por Yoshimura y Marsden [Yo07a], [Yo09] en el
contexto de sistemas lagrangianos invariantes y la reducción cotangente. En
el caso de la reducción del principio variacional de Hamilton-Pontryagin,
el procedimiento es equivalente a la reducción de Lie-Dirac de la imagen
presimpléctica del problema de control óptimo, mientras que la reducción
del principio variacional de Lagrange-Pontryagin extiende la reducción de
Euler-Poincaré desarrollada por Cendra, Marsden y Ratiu [Ce01a], [Ce01b].
Se muestra que ambas formulaciones son equivalentes, utilizando para ello
diversas caracterizaciones de la reducción cotangente de Dirac y una for-
mulación novedosa de los sistemas de control óptimo inspirada en la formu-
lación de Dirac de sistemas lagrangianos implícitos.
4. Varios ejemplos, entre ellos una aplicación a problemas de control cuántico
se han desarrollado con detalle.
7.2. Algunos problemas abiertos
1. El análisis de la reducción de problemas de control óptimo utilizando es-
tructuras de Dirac ha quedado esbozado pero no completado. De la misma
manera, la relación con la descripción de problemas de control óptimo por
medio de algebroides desarrollada por E. Martínez ha quedado apuntada
pero no desarrollada, en particular la posibilidad de desarrollar la teoría de
pares de Borel como una teoría en un bialgebriode.
2. Desarrollar algoritmos eficaces para la construcción de soluciones aprovechan-
do los principios de superposición no lineales proporcionados por el teorema
de Lie-Scheffers para los sistemas de Lie-Scheffers-Brockett.
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3. Desarrollar esquemas numéricos que utilicen las variables de Clebsch como
una herramienta eficaz para estabilizar los algoritmos.
4. La aplicación de todas estas ideas en dimensión infinita, por ejemplo el caso
de fluidos compresibles ó incompresibles, etc.
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