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Abstract
The geometry of symmetric spaces [Hel01], polar actions, isoparametric subman-
ifolds [BCO03] and spherical buildings [AB08] is governed by spherical Weyl groups
and simple Lie groups. The most natural generalization of semisimple Lie groups
are affine Kac-Moody groups as they mirror their structure theory and have good
explicitly known representations as groups of operators [Tit84], [PS86], [Re´m02]. In
this article we describe the infinite dimensional differential geometry associated to
affine Kac-Moody groups: Kac-Moody symmetric spaces [Fre07], [Fre09], isoparamet-
ric submanifolds in Hilbert space [Ter89a], polar actions on Hilbert spaces [Ter89b]
and universal geometric twin buildings [Fre09], [Fre10a].
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1 What is it all about
In this article we describe the infinite dimensional differential geometry governed by affine
Kac-Moody groups. The theory of Kac-Moody algebras and Kac-Moody groups emerged
around 1960 independently in the works of V. G. Kac [Kac68], R. V. Moody [Moo69],
I. L. Kantor [Kan70] and D.-N. Verma (unpublished). From a formal, algebraic point
of view, Kac-Moody algebras can be understood as realizations of generalized Cartan
matrices [Kac90]. Hence Kac-Moody algebras appear as a natural generalization of simple
Lie algebras. Furthermore it was pointed out that there is an explicit description of affine
Kac-Moody algebras in terms of extensions of loop algebras. This point of view links
the theory of affine Kac-Moody algebras to the theory of simple Lie algebras in another
very elementary geometric way. A completion of the loop algebras with respect to various
norms opens the way to the use of functional analytic methods [PS86].
The next milestone was the discovery of a close link between Kac-Moody algebras and
infinite dimensional differential geometry around 1990 [HPTT95]. Chuu-Lian Terng proved
that certain isoparametric submanifolds in Hilbert spaces and polar actions on Hilbert
spaces can be described using completions of algebraic Kac-Moody algebras [Ter89a],
[Ter89b]. In the parallel finite dimensional theory, the isometry groups are semisimple
Lie groups. Hence this points again to the close similarity between semisimple Lie groups
and Kac-Moody groups. During the same time Jacques Tits developed the idea of twin
buildings and twin BN-pairs which are associated to algebraic Kac-Moody groups much
the same way as buildings and BN-pairs are associated to simple Lie groups [Tit84]. All
those developments hint to the idea, that the rich subject of finite dimensional geometric
structures whose symmetries are described by Lie groups should have an infinite dimen-
sional counterpart, whose symmetries are affine Kac-Moody groups [Hei06].
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The most important among those objects are the following four classes:
- symmetric spaces,
- polar actions,
- buildings over the fields R or C,
- isoparametric submanifolds.
In the first two examples, homogeneity is intrinsic, in the second two examples homo-
geneity is a priori an additional assumption. However, homogeneity can be proven under
the assumption of sufficiently high rank. The geometry of those examples reflects the two
most important decompositions of the Lie groups: the structure of symmetric spaces is a
consequence of the Iwasawa decomposition, the structure of the building is a consequence
of the system of parabolic subgroups and connected to the Bruhat decomposition. Let us
note, that similar decompositions exist also for affine Kac-Moody groups.
In the investigation of those classes of objects one encounters two decisive structural
elements: First, they all have a class of special
”
flat“ subspaces (resp. subcomplexes)
equipped with the action of a spherical reflection group. Subgroups of this reflection group
fix special subspaces (resp. lower dimensional cells). Those reflection groups correspond to
the Weyl groups of simple Lie algebras. Second, those flat subspaces are pieced together
such that they meet in spheres around this set of special subspaces.
Evidently we want a similar feature for our infinite dimensional theory. Taking into
account that Weyl groups of affine Kac-Moody algebras are affine Weyl groups, that is
reflection groups on spaces of signature (+ + + + + + + + +0), we expect the reflection
groups appearing in Kac-Moody geometry to be of this type. Unfortunately the metric
(+ + + + + + + + +0) is degenerate. To get a nondegenerate metric, as we wish it for
the construction of pseudo-Riemannian manifolds (and hence symmetric spaces), we have
to add an additional dimension and choose a metric, that is defined by a pairing between
the last coordinate and our new one. Hence the resulting spaces will be Lorentzian.
This philosophy gives us the following picture:
There is a class of Lorentz symmetric spaces whose group of transvections is an affine
Kac-Moody group. The classification of irreducible Kac-Moody symmetric spaces is anal-
ogous to the one of irreducible finite dimensional symmetric spaces. Their isotropy repre-
sentations induce polar actions on the Lie algebra. Because of the additional dimension
we expect the essential part to be 1-codimensional. Principal orbits are isoparametric sub-
manifolds. There is a class of buildings, whose chambers correspond to the points of the
isoparametric submanifolds. As the system of parabolic subgroups consists of two
”
oppo-
site“ conjugacy classes, the building will consist of two parts; as the Bruhat decompositions
do not exist on the whole Kac-Moody group, each of those parts is highly disconnected.
By work done during the last 20 years this picture is now well established. In this
survey we describe the main objects and connections between them, focusing on more
recent work.
In section 2 we start by the investigation of spherical and affine Coxeter groups and
describe the connections between them [AB08], [Dav08]. Then we describe the finite
dimensional theory (section 3) [Hel01], [BCO03], [AB08]. After that, we turn to the
infinite dimensional theory and introduce affine Kac-Moody algebras (section 4.1) and
their Kac-Moody groups (section 4.2) [Kac90], [PS86], [Fre09]. Having described the
symmetry groups, we turn to the geometry governed by them: In section 5 we introduce
Kac-Moody symmetric spaces [Fre07], [Fre09]. Then we turn to infinite dimensional polar
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actions (section 6) [Ter89b], and isoparametric submanifolds (section 7) [Ter89a]. Finally,
in section 8, we investigate universal geometric twin buildings [Fre09]. The last section,
section 9, is devoted to a description of open problems and directions for future research.
2 Reflection groups
Let V be a vector space equipped with a not necessarily positive definite inner product 〈 , 〉.
An (affine) hyperplane H in V uniquely determines an (affine) reflection sH : V −→ V .
A reflection group W is a group of reflections, such that W equipped with the discrete
topology acts properly discontiuous on V . Hence it is defined by a set of hyperplanes
H = {Hi, i ∈ I} such that sj(Hi) ⊂ H ∀i, j. Each reflection group is a discrete subgroup
of the group O(〈 , 〉).
The structure of the resulting groups depends now on the metric 〈 , 〉 on V .
The most common case is the one such that 〈 , 〉 is positive definite, i.e. without loss
of generality the standard Euclidean metric. The resulting reflection group is a discrete
subgroup of the orthogonal group O(〈 , 〉). As the unit sphere of 〈 , 〉 is compact and W
is supposed to act properly discontinuous, we deduce that W is a finite group.
Define a group W to be a Coxeter group if it admits a presentation of the following
type:
W := 〈s1, . . . , sn, n ∈ N|s
2
i = 1, (sisk)
mik = 1, i, k = 1, . . . , n and mik ∈ N ∪∞〉 .
Finite reflection groups are exactly finite Coxeter groups. Furthermore any finite Cox-
eter group admits a realization as a subgroup of the orthogonal group of a positive definite
metric [Bou02].
K := {1, . . . , n} is called the indexing set. If K ′ ⊂ K, we use the notation WK ′ ⊂W ∼=
WK for the sub-Coxeter group generated by K
′. The matrix M = (mik)i,k∈K is called the
Coxeter matrix. A Coxeter system is a pair (W,S) consisting of a Coxeter group W and
a set of generators S such that ord(s) = 2 for all s ∈ S.
Any group element w ∈ W is a word in the generators si ∈ S. We define the length
l(w) of an element w ∈ W to be the length of the shortest word representing w. The
specific word – and thus the length l(w) – depends on the specified set S of generators.
Nevertheless many global properties are preserved by a change of generators – see [Dav08].
Simple finite Coxeter groups have a complete classification:
1. type An is the symmetric group in n-letters.
2. type Cn resp. Bn is the group of signed permutations of n elements.
3. type Dn is the Weyl group of the orthogonal groups SO(2n,C).
4. type G2, F4, E6, E7, E8 are the Weyl groups of the Lie groups of the same names.
5. type H3 is the symmetry group of the 3-dimensional Dodecahedron and the Icosa-
hedron, H4 is the symmetry group of a regular 120-sided solid in 4 space whose
3-dimensional faces are dodecahedral.
6. In, n = 5 or n > 7 is the dihedral group of order 2n. We have the equivalences
I1 = Z2, I2 = A1 ×A1, I3 = A2, I4 = C2, I6 = G2.
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Call a Coxeter group
”
crystallographic“ if it stabilizes a lattice. The crystallographic
Coxeter groups are types An, Cn,Dn, E6, E7, E8, F4, G2. Crystallographic Coxeter groups
are exactly those that appear as Weyl groups of the root systems of finite simple Lie
algebras [Bou02].
Closely related to finite Coxeter groups are affine Weyl groups. They are discrete sub-
groups of the group of affine transformations of a vector space. This group is a semidirect
product of O(〈 , 〉) with the group of translations of V . Hence Waff = L ⋊W with W a
finite Coxeter group and L ∼= Zk a lattice in V . In particular W is crystallographic. There
is an easy way to linearize affine transformations by embedding the affine n-space V n into
an affine subspace i.e. the one defined by xn+1 = 1 of an n + 1-dimensional vector space
V n+1. Then the group of affine transformations on V n embeds into the general linear
group GL(V n+1) [AB08]. V n+1 carries a degenerate metric of signature (n, 0). Hence we
can interpret affine Weyl group as linear reflection groups in a vector space with a degen-
erate metric. In this form they appear as Weyl groups of affine Kac-Moody algebras. To
get a non-degenerate metric on the Kac-Moody algebra we will add a further direction, to
pair it with the degenerate direction. Hence the resulting n+ 1-dimensional vector space
will carry a Lorentz structure [Kac90].
The next natural case are reflection groups in a space with a Lorentz metric. They
appear as Weyl groups of hyperbolic Kac-Moody algebras [Ray06]. While hyperbolic
Kac-Moody algebras have applications in physics and in mathematics for example in M-
theory and supergravity, there is up to now no differential geometry developed admitting
hyperbolic Kac-Moody groups as symmetry groups.
3 The finite dimensional blue print
This section introduces the finite dimensional geometry whose symmetries are governed
by semisimple Lie groups. Useful references are [Hel01], [BCO03], [AB08] and [PT88].
3.1 Semisimple Lie groups
We define a Lie algebra to be semisimple if it has no Abelian ideals. It is simple if it is not
1-dimensional and has no nontrivial ideal. A Lie group is (semi-)simple, if its Lie algebra
is (semi-)simple.
Classical examples are SL(n,C) := {X ∈ Matn×n(C)|det(X) = 1} with Lie algebra
sl(n,C) := {X ∈ Matn×n(C)|trace(X) = 0}, the orthogonal groups SO(n,C) := {X ∈
Matn×n(C)|XXt = Id}. Every complex semisimple Lie algebra (resp. Lie group) is the
direct product of complex simple Lie algebras (resp. groups). Hence we focus our study
on simple Lie algebras and Lie groups.
We call a real simple Lie algebra g a real form of the complex simple Lie algebra gC
if its complexification is isomorphic to gC. A simple Lie algebra or Lie group has various
real forms: Real forms of SL(n,C) are among others SU(n) := {g ∈ SL(n,C)|ggt = Id}
and SL(n,R) := {X ∈ Matn×n(R)|det(X) = 1}
Real forms are in bijection with conjugate linear involutions: Fixing a real form, com-
plex conjugation along this real form defines the involution. Starting with a conjugate
linear involution, the fixed point set is a real form.
Among those real forms there is a unique distinguished compact one:
Theorem 3.1
Each complex simple Lie group has up to conjugation a unique compact real form. The
same is true for simple Lie algebras.
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For later reference we note an important decompositions theorem of simple Lie groups:
Theorem 3.2 (Iwasawa decomposition)
A simple Lie group G has a decomposition G = KAN , where K is maximal compact, A
is Abelian and N is nilpotent.
Now we need to relate simple Lie algebras to spherical reflection groups:
Let G be a compact simple Lie group. A torus T is a maximal Abelian subgroup of G. In
a matrix representation a torus is a subgroup of simultaneously diagonalizable elements —
a maximal torus is a maximal subgroup with this property. For example a torus in SU(n)
consists of all diagonal matrices T := diag(a1, . . . , an|ai ∈ C, |ai| = 1, a1 · . . . · an = 1). It
is known that all maximal tori are conjugate and that each element in G is contained in
at least one maximal torus. Choose an arbitrary torus T . The Weyl group is defined to
be W = N/T where N is the normalizer of T . In the case of SU(n) the Weyl group is the
group of permutations of the n-elements a1, . . . , an - hence it is the symmetric group in
n letters. The Weyl group is automatically a finite reflection group. Via the exponential
map tori correspond to Abelian subalgebras.
For complex simple Lie groups a similar procedure is possible, but the situation is a
little more complicated as not every element lies in a torus. We focus on the Lie algebra.
Definition 3.1 (Cartan subalgebra)
A Cartan subalgebra of g is a subalgebra h of g such that
1. h is maximal Abelian in g
2. For each h ∈ h the endomorphism ad(h) : g −→ g is semisimple.
While all Cartan subalgebras are conjugate, it is no longer true, that they cover g.
Via the adjoint action of a Cartan subalgebra on the Lie algebra one defines the root
system which is a refinement of the Weyl group action. The structure of this root system
can be encoded into a matrix, called Cartan matrix.
Definition 3.2 (Cartan matrix)
A Cartan matrix An×n is a square matrix with integer coefficients such that
1. aii = 2 and ai 6=j ≤ 0,
2. aij = 0⇔ aji = 0,
3. There is a vector v > 0 (component wise) such that Av > 0 (component wise).
Example 3.1 (2× 2-Cartan matrices)
There are – up to equivalence – four different 2-dimensional Cartan matrices:(
2 0
0 2
)
,
(
2 −1
−1 2
)
,
(
2 −1
−2 2
)
,
(
2 −1
−3 2
)
.
They correspond to the Weyl groups of types A1 ×A1, A2, B2, G2.
Definition 3.3
A Cartan matrix An×n is called decomposable iff {1, 2, . . . , n} has a decomposition in two
non-empty sets N1 and N2 such that aij = 0 for i ∈ N1 and j ∈ N2. Otherwise it is called
indecomposable.
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A complete list of indecomposable Cartan matrices consists of An, Bn,n≥2, Cn,n≥3,
Dn,n≥4, E6, E7, E8, F4, G2 [Bou02].
Conversely, starting with a Cartan matrix A one can construct a Lie algebra g(A)
called its realization:
Definition 3.4 (Realization)
Let An×n be a Cartan matrix. The realization of A, denoted g(A), is the algebra
g(An×n) = 〈ei, fi, hi, i = 1, . . . , n|R1, . . . ,R6〉 ,
where
R1 : [hi, hj ] = 0 ,
R2 : [ei, fj] = hiδij ,
R3 : [hi, ej ] = ajiej ,
R4 : [hi, fj] = −ajifj ,
R5 : (adei)
1−aji(ej) = 0 (i 6= j) ,
R6 : (adfi)
1−aji(fj) = 0 (i 6= j) .
In consequence there is a bijection between indecomposable Cartan matrices and com-
plex simple Lie algebras; hence the classification of Cartan matrices yields also a complete
list of simple Lie algebras. If a Cartan matrix A(n+m)×(n+m) is decomposable into the
direct sum of two Cartan matrices An×n and Am×m then the same decomposition holds
for the realizations: It is a direct product of (semi-)simple Lie algebras. This decomposi-
tion into direct factors is furthermore reflected in the structure of the geometric objects
associated to those Lie algebras.
A further important structure property of simple Lie groups is the BN-pairs structure:
Definition 3.5 (Borel subgroup, parabolic subgroup)
Let GC be a complex simple Lie group. A Borel subgroup B is a maximal solvable subgroup.
A subgroup P ⊂ GC is called parabolic iff it contains a Borel subgroup.
Example 3.2 - The standard Borel subgroup in SL(n,C) is the group of upper trian-
gular matrices. All Borel subgroups are conjugate.
- A standard parabolic subgroup in SL(n,C) is an upper block-triangular matrix, that is
an upper triangular matrix having blocks on its diagonal. There are several conjugacy
classes of parabolic subgroups, corresponding to the various block-triangular matrices.
The BN-pair structure formalises the way those groups are assembled to yield a simple
Lie group:
Definition 3.6 (BN-pair)
Let GC be a complex simple Lie group. A set (B,N,W,S) is a BN-pair for G iff:
1. G = 〈B,N〉. Moreover T = B ∩N ⊳N and W = N/T .
2. s2 = 1 ∀s ∈ S and W = 〈S〉 and (W,S) is a Coxeter system.
3. Let C(w) := BwB. Then C(s)C(w) ⊆ C(w) ∪ C(sw) ∀s ∈ S and w ∈W .
4. ∀s ∈ S : sBs 6⊆ B.
Theorem 3.3 (BN-pairs and Bruhat decomposition)
Every complex simple Lie group G has a unique BN-pair structure. Let W be the Weyl
group of G. Then
G =
∐
w∈W
C(w) .
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Proof. See [Bum04], section 30.
The Bruhat decomposition encodes the structure of the Tits buildings — compare
section 3.4.
3.2 Symmetric spaces
Definition 3.7
A (pseudo-)Riemannian symmetric space M is a pseudo-Riemannian manifold M such
that for each m ∈ M there is an isometry σm : M −→ M such that σm(m) = m and
dσm|TmM = −Id.
Direct consequences of the definition are that symmetric spaces are geodesically com-
plete homogeneous spaces. Let I(M) denote the isometry group of M and I(M)m the
isotropy subgroup of the point m ∈M then M = I(M)/I(M)m. Let gm denote the metric
on TmM . Clearly I(M)m ⊂ O(gm). Hence for a Riemannian symmetric space, we find
that I(M)m is a closed subgroup of a compact orthogonal group, hence compact.
We formalize those concepts
Definition 3.8 (Symmetric pair)
Let G be a connected Lie group, H a closed subgroup. The pair (G,H) is called a symmetric
pair if there exists an involutive analytic automorphism σ : G −→ G such that (Hσ)0 ⊂
H ⊂ Hσ. Here Hσ denotes the fixed points of σ and (Hσ)0 its identity component. If
AdG(H) is compact, it is said to be Riemannian symmetric.
Each symmetric space defines a symmetric pair. Conversely, each symmetric pair
describes a symmetric space [Hel01].
Definition 3.9 (OSLA)
An orthogonal symmetric Lie algebra is a pair g, s such that
1. g is a Lie algebra over R,
2. s is an involutive automorphism of g,
3. the set of fixed points of s, denoted k, is a compactly embedded subalgebra.
Clearly each Riemannian symmetric pair defines an OSLA. The converse is true up to
coverings.
Hence to give a classification of Riemannian symmetric spaces, we just have to classify
OSLA’s.
We focus now our attention to the Riemannian case: The most important result is the
following:
Theorem 3.4
Let M be an irreducible Riemannian symmetric space. Then either its isometry group is
semisimple or M = R.
In the non-Riemannian case this is no longer true. While the pseudo-Riemannian sym-
metric spaces with semisimple isometry group are completely classified [Ber57], recent re-
sults of Ines Kath and Martin Olbricht [KO04], [KO06] show, that for pseudo-Riemannian
symmetric spaces with a non-semisimple isometry group, a classification needs a classifi-
cation of solvable Lie algebras, which is out of reach.
There are two classes of irreducible Riemannian symmetric spaces with semisimple
isometry group: Spaces of compact type and spaces of noncompact type.
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Definition 3.10
A Riemannian symmetric space is of compact type iff its isometry group is a compact
semisimple Lie group. It is called of noncompact type if its isometry group is a noncompact
semisimple Lie group.
Theorem 3.5
Let (g, s) be an orthogonal symmetric Lie algebra and (L,U) a Riemannian symmetric
pair associated to (g, s):
i) If (L,U) is of the compact type, then L/U has sectional curvature ≥ 0.
ii) If (L,U) is of the noncompact type, then L/U has sectional curvature ≤ 0.
iii) If (L,U) is of the Euclidean type, then L/U has sectional curvature = 0.
The Cartan-Hadamard theorem tells us that symmetric spaces of noncompact type
are diffeomorphic to a vector space. Hence for every orthogonal symmetric Lie algebra of
noncompact type, there is exactly one symmetric space of noncompact type. In contrast
the topology of symmetric spaces of compact type is more complicated. As the fundamental
group need not be trivial, for one orthogonal symmetric Lie algebra of the compact type
there may be different symmetric spaces. There is always a simply connected one, which
is the universal cover of all the others.
Symmetric spaces of compact type and noncompact type appear in duality: For every
simply connected, irreducible symmetric space of the compact type, there is exactly one
of the noncompact type and vice versa.
Example 3.3
Take (l, u) := (so(n+ 1), so(n)). A Riemannian symmetric pair associated to (l, u) is
(SO(n + 1), SO(n)). The corresponding symmetric space is isomorphic to the quotient
L/U , hence is a sphere. Another symmetric space associated to (so(n + 1), so(n)) is the
projective space RP (n). The noncompact dual symmetric space is the hyperbolic space
Hn = SO(n, 1)/SO(n).
Besides Rn, there are four classes of Riemannian symmetric spaces, two classes of
spaces of compact type and two classes of spaces of noncompact type
1. Type I consists of coset spaces G/K, where G is a compact simple Lie group and
K is a compact subgroup satisfying Fix(σ)0 ⊆ K ⊆ Fix(σ) for some involution σ.
In this case (L,U) = (G,K)
2. Type II consists of compact simple Lie groups G equipped with their bi-invariant
metric. (L,U) = (G×G,∆), where ∆ = {(x, x) ∈ G×G} is the diagonal subgroup.
3. Type III consists of spaces G/K where G is a noncompact, real simple Lie group
and K a maximal compact subgroup. (L,U) = (G,K).
4. Type IV consists of spaces GC/G where GC is a complex simple Lie group and G
a compact real form. (L,U) = (GC, G).
Types I and III are in duality as are types II and IV.
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3.3 Polar representations and isoparametric submanifolds
Definition 3.11 (Polar action)
Let M be a Riemannian manifold. An isometric action G : M −→ M is called polar
if there exists a complete, embedded, closed submanifold Σ ⊂ M , that meets each orbit
orthogonally.
Definition 3.12 (Polar representation)
A polar representation is a polar action on an Euclidean vector space, acting by linear
transformations.
Example 3.4 (Adjoint representation)
Let G be a compact simple Lie group, g its Lie algebra. The adjoint representation is polar.
Sections are the Cartan subalgebras.
Example 3.5 (s-representation)
Let (G,K) be a Riemannian symmetric pair, M = G/K the corresponding symmetric
space and m = eK ∈ M (hence K = I(M)m). The action of K on M induces an action
on TmM . Let g = k⊕p be the corresponding Cartan decomposition (i.e. k = Lie(K). Then
p ∼= TmM . Using this isomorphism, we get an action of K on p. This action, called the
s-representation of M , is polar. Each Abelian subalgebra in p is a section.
Theorem 3.6 (Dadok)
Every polar representation on Rn is orbit equivalent to an s-representation.
The orbits of polar actions have an interesting geometric structure: We define
Definition 3.13 (Isoparametric submanifold)
A submanifold S ⊂ V is called isoparametric if S has a flat normal bundle and constant
principal curvatures.
Theorem 3.7
Principal orbits of a polar representation is an isoparametric submanifold.
This result can be proven by a direct verification. Conversely we have:
Theorem 3.8 (Thorbergsson)
Each full irreducible isoparametric submanifold of Rn of rank at least three is an orbit of
an s-representation.
The original proof by Gudlaugur Thorbergsson [Tho91] proceeds by associating a Tits
building to any isoparametric submanifold, relying on the fact that spherical buildings of
rank at least three are classified [Tho91]. A second proof of Carlos Olmos proceeds by
showing homogeneity [BCO03].
Hence most isoparametric submanifolds are homogeneous. Nevertheless, there are some
examples in codimension 2 which are non-homogeneous. A complete classification is still
missing.
3.4 Spherical buildings
3.4.1 Foundations
There are several equivalent definitions of a building [AB08]. For us the most convenient
one is the W -metric one:
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Definition 3.14 (Building - W -metric definition)
Let (W,S) be a Coxeter system. A building of type (W,S) is a pair (C, δ) consisting of a
nonempty set C whose elements are called chambers together with a map δ : C × C −→W ,
called the Weyl distance function, such that for all C,D ∈ C the following conditions hold:
1. δ(C,D) = 1 iff C = D.
2. If δ(C,D) = w and C ′ ∈ C satisfies δ(C ′, C) = s ∈ S then δ(C ′,D) = sw or w. If in
addition l(sw) = l(w) + 1 then δ(C ′,D) = sw.
3. If δ(C,D) = w then for any s ∈ S there is a chamber C ′ ⊂ C, such that δ(C ′, C) = s
and δ(C ′,D) = sw.
Example 3.6
Let GC be a complex simple Lie group. Set C = GC/B and define δ(f, g) = w iff f
−1g ⊂
BwB in the Bruhat decomposition. Then (C, δ) is a spherical building.
Hence chambers are in bijection to Borel subgroups B. This definition is equivalent to the
standard definition of a building as a simplicial complex — for a proof see [AB08]:
Definition 3.15 (Building - chamber complex definition)
A building B is a thick chamber complex Σ together with a set A of thin chamber complexes
A ∈ A, called apartments, satisfying the following axioms:
1. For every pair of simplices x, y ∈ Σ there is an apartment Ax,y ⊂ A containing both
of them.
2. Let A and A′ be apartments, x a simplex and C a chamber such that {x,C} ⊂ A∩A′.
Then there is a chamber complex isomorphism ϕ : A −→ A′ fixing x and C pointwise.
In this definition the finite reflection groups appear via their action on the apartments:
To each Coxeter System (W,S) one can associate a simplicial complex C of dimension
|S| − 1, called the Coxeter complex of type (W,S).
We start with (W,S): Let S denote the power set of S and define a partial order relation
on S by S′ < S′′ ∈ S iff (S′)c ⊂ (S′′)c as subsets of S. Here (S′)c denotes the complement
of S′ in S. Now construct a simplicial complex Σ(S) associated to S by identifying a set
S′ ( S with a simplex σ(S′) of dimension |S′c| − 1 and defining the boundary relations of
Σ(S) via the partial order on S: σ(S′) is in the boundary of σ(S′′) iff S′ < S′′. In this
simplicial complex ∅ = (S)c corresponds to a simplex of maximal dimension and the |S|
sets consisting of the single elements si ∈ S correspond to faces.
The simplicial complex Σ(W,S) consists of all W -translates of elements in Σ(S). Its
elements σ(w,S′) correspond to pairs consisting of an element w ∈ W and an element
S′ ⊂ S subject to the equivalent relation σ(w1, S
′
1) ≃ σ(w1, S
′
1) iff S
′
1 = S
′
2 and w1 · 〈S
′
1〉 =
w2 ·〈S
′
2〉. It carries a naturalW -action that is transitive on simplices of maximal dimension
(called chambers). For a simplex σ(w, {si, i ∈ S
′}), the stabilizer subgroup is wWS′w
−1
as elements in WS′ stabilize {si, i ∈ S
′}.
As a simplicial complex the Coxeter complex is independent of the choice of S.
The action of elements si ∈ S on Σ(W,S) can be interpreted geometrically as reflections
at the faces σ(e, si) of σ(e, ∅), where e denotes the identity element ofW . For further details
we refer to [Dav08].
A chamber complex is a simplicial complex satisfying two taming properties: first
it is required that every simplex is contained in the boundary of a simplex of maximal
dimension and second that for every pair of simplices x and y there exists a sequence of
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simplices of maximal dimension S := {z1, . . . , zn} such that x ∈ z1, y ∈ zn and zi ∩ zi+1
contains a codimension 1 simplex. Simplices of maximal dimension are called chambers;
simplices of codimension 1 are called walls. A sequence S is called a gallery connecting x
and y.
A chamber complex will be called thin if every wall is a face of exactly 2 chambers. It will
be called thick if every wall is a face of at least 3 chambers.
A chamber complex map ϕ : A −→ A′ is a map of simplicial complexes, mapping k-sim-
plices onto k-simplices and respecting the face relation. It is a chamber complex isomor-
phism iff it is bijective.
3.4.2 Buildings and polar actions
Let G be a real simple Lie group of compact type and g its Lie algebra. To understand how
buildings fit into our picture, we define a G-equivariant embedding into the Lie algebra.
Start with the adjoint action:
ϕ : G× g −→ g, (g,X) 7→ gXg−1 .
We want first to restrict the domain of definition to a fundamental domain for this action.
As g is covered by conjugate maximal Abelian subalgebras t, the map
ϕ : G× t −→ g, (g,X) 7→ gXg−1
is surjective. As T := exp t acts trivially on t,
ϕ : G/T × t −→ g, (gT,X) 7→ gXg−1
is well defined and surjective. Let ∆ ⊂ t be a fundamental domain for the action of the
Weyl group W := N(T )/T ⊂ G/T on t. Then the map
ϕ : G/T ×∆G −→ g, (gT,X) 7→ gXg
−1
is again surjective.
For regular elements, i.e. all those in the interior ∆, this map is injective [BD98]. For
all elements Y in the boundary, the stabilizer subgroups are generated by the reflections
si ⊂W fixing Y . For an element X ⊂ ∆g in the intersection of the faces ∆i1 , . . . ,∆ik , i ∈ I
the stabilizer is WI = 〈SI〉.
As the adjoint action preserves the Cartan-Killing form B(X,Y ), it is an isometry
with respect to the induced metric 〈X,Y 〉 = −B(X,Y ). Hence it preserves every sphere
SnR ⊂ g of fixed radius R. Thus we can define an Ad-invariant subspace gR := g∩S
m
R ⊂ g.
A fundamental domain for the Adjoint action on gR is the set ∆(g,R) := ∆g ∩ S
n
R.
Accordingly we get a surjective map:
Ad(G/T ) : ∆(g,R) 7→ gR, (g,X) 7→ gXg
−1.
Now construct a simplicial complex like that: For each element X ∈ ∆(g,R) there is a
subgroup WX ⊂ W stabilizing X. If X is in the interior, then WX = {e}. If it is in the
boundary, WX is the group WI ⊂ W generated by the reflections si that fix X. Thus we
can replace ∆(g,R) by the complex Σ(S). It has exactly n := rank g faces f1, . . . , fn. Let
S = {si}, i = 1, . . . , n where si denotes the reflection at fi. (W,S) is a Coxeter system.
The cells in ∆(g,R) correspond bijectively to subsets S
′ ⊂ S.
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The W -translates Σ(S) tessellate tR := t ∩ S
n
R; thus the tessellation of tR corresponds
to the thin Coxeter complex Σ(W,S). The G/T -translates tessellate the whole sphere gR.
We get a simplicial complex
BG := (G/T ×∆)/ ∼ ,
By the Iwasawa decomposition we get B := T ×A×N and G/T := GC/B. Hence:
BG := (GC/B ×∆)/ ∼
Our simplicial complex is the building for G and we get an embedding of the building
BG := (G/T ×∆)/ ∼ into the sphere SR.
Moreover let h ∈ G act on the building BG by left multiplication. Then the following
diagram commutes:
BG
h
//
i

BG
i

gR
Ad(h)
// gR
The description BG := (GC/B ×∆)/ ∼ shows that GC acts from the left on the building
BG = (GC/B ×∆)/ ∼.
In this complex description chambers correspond exactly to Borel subgroups, hence we
find:
Theorem 3.9
Let GC be a simple Lie group of type Xl and B the building of the same type.
1. The chambers of B correspond to the Borel subgroups of GC, simplices of B corre-
spond to parabolic subgroups. The correspondence can be realized by associating to
every simplex c ∈ B its stabilizer subgroup Pc in GC with respect to the left action,
described above.
2. A simplex c is in the boundary of a cell d iff Pd ⊂ Pc.
Remark 3.1
It is an important observation that in a simple complex Lie group all Borel subgroups are
conjugate. In building theoretical language this translates to the fact that the building is a
connected simplicial complex.
The association of buildings to symmetric spaces can be done in the same way as we
did it for Lie groups, with the adjoint representation replaced by the isotropy represen-
tation [Hel01], [Mit88], [Ebe96]). A good survey for applications of buildings in finite
dimensional geometry is [Ji06].
4 Kac-Moody groups and their Lie algebras
4.1 Geometric affine Kac-Moody algebras
The classical references for (algebraic) Kac-Moody algebras are the books [Kac90] and
[MP95]. We will encounter algebraic Kac-Moody algebras and various analytic comple-
tions. In some cases of ambiguity we use the denomination algebraic Kac-Moody algebra
for the classical Kac-Moody algebras.
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Definition 4.1 (affine Cartan matrix)
An affine Cartan matrix An×n is a square matrix with integer coefficients, such that
1. aii = 2 and ai 6=j ≤ 0.
2. aij = 0⇔ aji = 0.
3. There is a vector v > 0 (component wise) such that Av = 0.
Example 4.1 (2× 2-affine Cartan matrices)
There are – up to equivalence – two different 2-dimensional affine Cartan matrices:(
2 −2
−2 2
)
,
(
2 −1
−4 2
)
.
They correspond to the non-twisted algebra A˜1 and the twisted algebra A˜
′
1.
1. The indecomposable non-twisted affine Cartan matrices are
A˜n, B˜n, C˜n, D˜n, E˜6, E˜7, E˜8, F˜4, G˜2 .
Every non-twisted affine Cartan matrix X˜l can be constructed from a (finite) Cartan
matrix Xl by the addition of a further line and column. The denomination as “non-
twisted” points to the explicit construction as loop algebras.
2. The indecomposable twisted affine Cartan matrices are
A˜′1, C˜
′
l , B˜
t
l , C˜
t
l , F˜
t
4 , G˜
t
2 .
The Kac-Moody algebras associated to them can be constructed as fixed point al-
gebras of certain automorphisms σ of a non-twisted Kac-Moody algebra X. This
construction suggests an alternative notation describing a twisted Kac-Moody alge-
bra by the order of σ and the type of X. This yields the following equivalences:
A˜′1
2A˜2
C˜ ′l
2A˜2l, l ≥ 2
B˜tl
2A˜2l−1, l ≥ 3
C˜tl
2D˜l+1, l ≥ 2
F˜ t4
2E˜6
G˜t2
3D˜4
As in the finite dimensional case to every affine Cartan matrices A one can associate a
realizations g(A). Those correspond exactly to the affine Kac-Moody algebras. Fortunately
besides this abstract approach using generators and relations there is a very concrete
second description for affine Kac-Moody algebras, namely the loop algebra approach. To
describe the loop algebra approach to Kac-Moody algebras we follow the terminology of
the article [HG09].
Let g be a finite dimensional reductive Lie algebra over the field F = R or C. Hence
g is a direct product of a semisimple Lie algebra gs with an Abelian Lie algebra ga. Let
furthermore σ ∈ Aut(gs) denote an automorphism of finite order of gs such that σ|ga = Id.
If gs is a Lie algebra over R we suppose it to be of compact type.
L(g, σ) := {f : R −→ g |f(t+ 2π) = σf(t), f satisfies some regularity condition} .
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We use the notation L(g, σ) to describe in a unified way algebraic constructions that apply
to various explicit realizations of loop algebras satisfying sundry regularity conditions
— i.e. smooth, real analytic, (after complexification) holomorphic or algebraic loops. If
we discuss loop algebras of a fixed regularity we use other precise notations: Mg for
holomorphic loops on C∗, Lalgg for algebraic, Ang for holomorphic loops on the annulus
An = {z ∈ C|e
−n ≤ |z| ≤ en}.
Definition 4.2 (Geometric affine Kac-Moody algebra)
The geometric affine Kac-Moody algebra associated to a pair (g, σ) is the algebra:
L̂(g, σ) := L(g, σ)⊕ Fc⊕ Fd ,
equipped with the lie bracket defined by:
[d, f ] := f ′; [c, c] = [c, d] = [c, f ] = [d, d] = 0 ;
[f, g] := [f, g]0 + ω(f, g)c .
Here f ∈ L(g, σ) and ω is a certain antisymmetric 2-form on Mg, satisfying the cocycle
condition.
Let us remark that in contrast to the usual Kac-Moody theory, g has not to be simple,
but may be reductive, i.e. a product of semisimple Lie algebra with an Abelian one. The
algebra L˜(G,σ) := L(g, σ) ⊕ Fc is called the derived algebra.
We give some further definitions:
Definition 4.3
A real form of a complex geometric affine Kac-Moody algebra L̂(gC, σ) is the fixed point
set of a conjugate linear involution.
Involutions of a geometric affine Kac-Moody algebra restrict to involutions of irre-
ducible factors of the loop algebra. Hence the invariant subalgebras are direct products of
invariant subalgebras in those factors together with the appropriate torus extension.
Definition 4.4 (compact real affine Kac-Moody algebra)
A compact real form of a complex affine Kac-Moody algebra L̂(gC, σ) is a real form which
is isomorphic to L̂(gR, σ) where gR is a compact real form of gC.
Remark 4.1
A semisimple Lie algebra is called of “compact type” iff it integrates to a compact semisim-
ple Lie group. The infinite dimensional generalization of compact Lie groups are loop
groups of compact Lie groups and their Kac-Moody groups, constructed as extensions of
those loop groups (see section 4.2). Thus the denomination is justified by the fact that
“compact” affine Kac-Moody algebras integrate to “compact” Kac-Moody groups.
To define a loop group of the compact type we use an infinite dimensional version of
the Cartan-Killing form:
Definition 4.5 (Cartan-Killing form)
The Cartan-Killing form of a loop algebra L(gC, σ) is defined by
B(gC,σ) (f, g) =
∫ 2π
0
B (f(t), g(t)) dt .
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Definition 4.6 (compact loop algebra)
A loop algebra of compact type is a subalgebra of L(gC, σ) such that its Cartan-Killing form
is negative definite.
Lemma 4.1
Let gR be a compact semisimple Lie algebra. Then the loop algebra L(gR, σ) is of compact
type.
Proof. The Cartan-Killing form on gR is negative definite. Hence B(gC,σ) (f, g) is negative
definite.
To find noncompact real forms we need the following result of Ernst Heintze and
Christian Groß (Corollary 7.7. of [HG09]):
Theorem 4.1
Let G be an irreducible complex geometric affine Kac-Moody algebra i.e. G = L̂(g, σ) with g
simple, U a real form of compact type. The conjugacy classes of real forms of noncompact
type of G are in bijection with the conjugacy classes of involutions on U . The correspon-
dence is given by U = K ⊕ P 7→ K ⊕ iP where K and P are the ±1-eigenspaces of the
involution.
Thus to find noncompact real forms we have to study automorphism of order 2 of a
geometric affine Kac-Moody algebra of the compact type. From now on we restrict to
involutions ϕ̂ of type 2, that is ϕ̂(c) = −c.
A careful examination of the construction of a geometric affine Kac-Moody algebra of
a non simple Lie algebra allows, to extend this result to the broader class of geometric
affine Kac-Moody algebras [Fre09]:
Theorem 4.2
Let G be a complex geometric affine Kac-Moody algebra, U a real form of compact type. The
conjugacy classes of real forms of noncompact type of G are in bijection with the conjugacy
classes of involutions on U . The correspondence is given by U = K ⊕ P 7→ K ⊕ iP where
K and P are the ±1-eigenspaces of the involution. Furthermore every real form is either
of compact type or of noncompact type. A mixed type is not possible.
Lemma 4.2
Let g be semisimple and L̂(g, σ)D be a real form of the noncompact type. Let L̂(g, σ)D =
K⊕P be a Cartan decomposition. The Cartan Killing form is negative definite on K and
positive definite on P
Proof. Suppose first σ is the identity. Let ϕ be an automorphism. Then without loss of
generality ϕ(f) = ϕ0(f(−t)) [HG09]. Let g = k ⊕ p be the decomposition of g into the
±1-eigenspaces of ϕ0. Then f ∈ Fix(ϕ) iff its Taylor expansion satisfies∑
n
ane
int =
∑
ϕ0(a−n)e
int .
Let an = kn ⊕ pn be the decomposition of an into the ±1 eigenspaces with respect to ϕ0.
Hence
f(t) =
∑
n
kn cos(nt) +
∑
n
pn sin(nt) .
Then using bilinearity and the fact that {cos(nt), sin(nt)} are orthonormal we can calculate
Bg:
Bg =
∫ 2π
0
∑
n
cos2(nt)B(kn, kn)−
∫ 2π
0
∑
n
sin2(nt)B(pn, pn) .
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Hence Bg is negative definite on Fix(ϕ). Analogously one calculates that it is positive
definite on the −1-eigenspace of ϕ. If σ 6= Id then one gets the same result by embedding
L(g, σ) into an algebra L(h, id) which is always possible [Kac90].
Lemma 4.3
Let g be Abelian. The Cartan-Killing form of L(g) is trivial.
Proof. Direct calculation.
Now we can define OSAKAs, the Kac-Moody analogue of orthogonal symmetric Lie alge-
bras [Fre09]:
Definition 4.7 (Orthogonal symmetric Kac-Moody algebra)
An orthogonal symmetric affine Kac-Moody algebra (OSAKA) is a pair
(
L̂(g, σ), ρ̂
)
such
that
1. L̂(g, σ) is a real form of an affine geometric Kac-Moody algebra,
2. ρ̂ is an involutive automorphism of L̂(g, σ) of the second kind,
3. Fix(ρ̂) is a compact real form.
Following Helgason, we define 3 types of OSAKAs:
Definition 4.8 (Types of OSAKAs)
Let
(
L̂(g, σ), ρ̂
)
be an OSAKA. Let L̂(g, σ) = K ⊕ P be the decomposition of L̂(g, σ) into
the eigenspaces of L̂(g, σ) of eigenvalue +1 resp. −1.
1. If L̂(g, σ) is a compact real affine Kac-Moody algebra, it is said to be of the compact
type.
2. If L̂(g, σ) is a noncompact real affine Kac-Moody algebra, L̂(g, σ) = U ⊕ P is a
Cartan decomposition of L̂(g, σ).
3. If L(g, σ) is Abelian it is said to be of Euclidean type.
Definition 4.9 (irreducible OSAKA)
An OSAKA
(
L̂(g, σ), ρ̂
)
is called irreducible iff its derived algebra has no non-trivial de-
rived Kac-Moody subalgebra invariant under ρ̂.
Thus we can describe the different classes of irreducible OSAKAs of compact type.
1. The first class consists of pairs consisting of compact real forms M̂g, where g is
a simple Lie algebra together with an involution of the second kind. Complete
classifications are available [Hei08]. This are irreducible factors of type I. They
correspond to Kac-Moody symmetric spaces of type I.
2. Let gR be a simple real Lie algebra of the compact type. The second class consists
of pairs of an affine Kac-Moody algebra ̂M(gR × gR) together with an involution
of the second kind, interchanging the factors. Those algebras correspond to Kac-
Moody symmetric spaces that are compact Kac-Moody groups equipped with their
Ad-invariant metrics (type II).
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Dualizing OSAKAs of the compact type, we get the OSAKAs of the noncompact type.
1. Let gC be a complex semisimple Lie algebra, and L̂(gC, σ) the associated affine
Kac-Moody algebra. This class consists of real forms of the noncompact type that
are described as fixed point sets of involutions of type 2 together with a special
involution, called Cartan involution. This is the unique involution on G, such that
the decomposition into its ±1 eigenspaces K and P yields: K ⊕ iP is a real form of
compact type of L̂(gC, σ). Those orthogonal symmetric Lie algebras correspond to
Kac-Moody symmetric spaces of type III.
2. Let gC be a complex semisimple Lie algebra. The fourth class consists of L̂(gC, σ)
with the involution given by the complex conjugation ρ̂0 with respect to a compact
real form, i.e. L̂(gR, σ). Those algebras correspond to Kac-Moody symmetric spaces
of type IV .
The derived algebras of the last class of OSAKAs — the ones of Euclidean type — are
Heisenberg algebras [PS86]. The maximal subgroup of compact type is trivial.
4.2 Affine Kac-Moody groups
There are several different approaches to affine Kac-Moody groups. The usual algebraic
approach follows the definition of algebraic groups via a functor. Tits defines a group
functor from the category of rings into the category of groups, whose evaluation on the
category of fields yields Kac-Moody groups. Various completions of the groups defined
this way are possible. Nevertheless, restricting to affine Kac-Moody groups, there is a
second much more down to earth approach which consists in the definition of Kac-Moody
groups as special extensions of loop groups - for those two and other approaches compare
the article [Tit84]. This second approach for affine Kac-Moody groups relies on a curi-
ous identification: Let G denote an affine algebraic group scheme and study the group
G(k[t, t−1]), where k is a field. Either, defining a torus extension of G(k[t, t−1]) we get
a Kac-Moody group over the field k or tensoring with the quotient field k(t) of k[t, t−1]
we get an algebraic group over k(t). This hints to a close connection between algebraic
groups and affine algebraic Kac-Moody groups, with a loop group as the intermediate
object. Now “analytic” completions can be defined just by completing the ring k[t, t−1]
with respect to some norm.
In this section we focus on the loop group approach to Kac-Moody groups. Our
presentation follows the book [PS86].
We use again the regularity-independent notation L(GC, σ) for the complex loop group
and L(G,σ) for its real form of compact type. To define groups of polynomial maps, we
use the fact, that every compact Lie group is isomorphic to a subgroup of some unitary
group. Hence we can identify it with a matrix group. Similarly, the complexification can
be identified with a subgroup of some general linear group [PS86].
Kac-Moody groups are constructed in two steps.
1. The first step consists in the construction of an S1-bundle in the real case (resp. a
C∗-bundle in the complex case) over L(G,σ) that corresponds via the exponential
map to the derived algebra. The fiber corresponds to the central term Rc (resp. Cc)
of the Kac-Moody algebra.
2. In the second step we construct a semidirect product with S1 (resp. C∗). This
corresponds via the exponential map to the Rd- (resp. Cd-) term
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Study first the extension of L(G,σ) with the short exact sequence:
1 −→ S1 −→ X −→ L(G,σ) −→ 1 .
There are various groups X that fit into this sequence. We need to find a group L˜(G,σ)
such that its tangential Lie algebra at e ∈ L˜(G,σ) is isomorphic to L˜(g, σ).
As described in [PS86] this S1-bundle is best represented by triples (g, p, z) where g is an
element in the loop group, p a path connecting the identity to g and z ∈ S1(respective C∗)
subject to the relation of equivalence: (g1, p1, z1) ∼ (g2, p2, z2) iff g1 = g2 and z1 =
Cω(p2 ∗ p
−1
1 )z2. Here Cω(p2 ∗ p
−1
1 ) = e
∫
S(p2∗p
−1
1
)
ω
where S(p2 ∗ p
−1
1 ) is a surface bounded
by the closed curve p2 ∗ p
−1
1 and ω denotes the 2-form used to define the central extension
of L(g, σ). The term z1 = Cω(p2 ∗ p
−1
1 )z2 defines a twist of the bundle. The law of
composition is defined by
(g1, p1, z1) · (g2, p2, z2) = (g1g2, p1 ∗ g1(p2), z1z2) .
If G is simply connected and ω integral (which is the case in our situation), it can be
shown that this object is a well defined group [PS86], theorem 4.4.1. If G is not simply
connected, the situation is a little more complicated: Let G = H/Z where H is a simply
connected Lie group and Z = π1(G). Let (LG)0 denote the identity component of LG.
We can describe the extension using the short exact sequence [PS86], section 4.6. :
1 −→ S1 −→ L˜H/Z −→ (LG)0 −→ 1
In case of complex loop groups, the S1-bundle is complexified to a C∗-bundle.
The second much easier extension yields now Kac-Moody groups:
Definition 4.10 (Kac-Moody group)
1. Let G be a compact real Lie group. The compact real Kac-Moody group L̂(G,σ) is
the semidirect product of S1 with the S1-bundle L˜(G,σ).
2. Let GC be a complex simple Lie group. The complex Kac-Moody group L̂(GC, σ) is
the semidirect product of C∗ with the C∗-bundle L˜(GC, σ). It is the complexification
of L̂(G,σ).
The action of the semidirect S1-(resp. C∗-) factor is in both cases given by a shift of the
argument: C∗ ∋ w :MG→MG : f(z) 7→ f(z · w).
5 Kac-Moody symmetric spaces
The existence of Kac-Moody symmetric spaces was conjectured by Chuu-Lian Terng 1995
in her article [Ter89b], nevertheless she explains that a rigorous definition faces serious
difficulties. In his thesis Bogdan Popescu investigates possible constructions and is able to
define Kac-Moody symmetric spaces of the compact type; nevertheless his approach fails
for spaces of the noncompact type [Pop05].
While we have freedom in choosing which regularity to use for the construction of
many objects in Kac-Moody geometry, the regularity of Kac-Moody symmetric spaces is
completely fixed by the algebraic operations required: we described that the semidirect
factor acts on the loop group by a shift of the argument. As in the complex case this
factor is isomorphic to C∗, we need holomorphic loops on C∗ for the complexification.
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The realizations, we use for Kac-Moody symmetric spaces are the non-twisted groups
MG := {f : C∗ −→ GC|f is holomorphic} and the twisted groups MG
σ := {f ∈MG| σ ◦
f(z) = f(ωz)}. The real form of compact type is defined by MGR := {f ∈MGC|f(S
1) ⊂
GR} .
Theorem 5.1
MGC and MG
σ
C are tame Fre´chet manifolds. The same is true for compact real forms
and all quotients that appear in the definition of Kac-Moody symmetric spaces.
The idea of the proof is to use logarithmic derivatives. The concept of logarithmic
derivatives for regular Lie groups is developed in the book [KM97], chapters 38 and 40.
Furthermore it is used by Karl-Hermann Neeb to prove regularity results for locally convex
Lie groups [Nee06]. Recall the definitions of a tame Fre´chet space [Ham82]:
Definition 5.1 (Fre´chet space)
A Fre´chet vector space is a locally convex topological vector space which is complete, Haus-
dorff and metrizable.
Definition 5.2 (Grading)
Let F be a Fre´chet space. A grading on F is a collection of seminorms {‖ ‖n, n ∈ N0} that
define the topology and satisfy
‖f‖0 ≤ ‖f‖1 ≤ ‖f‖2 ≤ ‖f‖3 ≤ . . . .
Definition 5.3 (Tame equivalence of gradings)
Let F be a graded Fre´chet space, r, b ∈ N and C(n), n ∈ N a sequence with values in R+.
The two gradings {‖ ‖n} and {‖˜ ‖n} are called (r, b, C(n))-equivalent iff
‖f‖n ≤ C(n)‖˜f‖n+r and ‖˜f‖n ≤ C(n)‖f‖n+r for all n ≥ b .
They are called tame equivalent iff they are (r, b, C(n))-equivalent for some (r, b, C(n)).
Example 5.1
Let B be a Banach space with norm ‖ ‖B. Denote by Σ(B) the space of all exponentially
decreasing sequences {fk}, k ∈ N0 of elements of B. On this space, we can define various
different gradings; among them are the following:
‖f‖ln1 :=
∞∑
k=0
enk‖fk‖B
‖f‖ln∞ := sup
k∈N0
enk‖fk‖B
Definition 5.4 (Tame map)
A linear map ϕ : F −→ G is called (r, b, C(n))-tame if it satisfies the inequality
‖ϕ(f)‖n ≤ C(n)‖f‖n+r .
ϕ is called tame iff it is (r, b, C(n))-tame for some (r, b, C(n)).
Definition 5.5 (Tame isomorphism)
A map ϕ : F −→ G is called a tame isomorphism iff it is a linear isomorphism and ϕ and
ϕ−1 are tame maps.
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Definition 5.6 (Tame direct summand)
F is a tame direct summand of G iff there exist tame linear maps ϕ : F −→ G and
ψ : G −→ F such that ψ ◦ ϕ : F −→ F is the identity.
Definition 5.7 (Tame space)
F is tame iff there is a Banach space B such that F is a tame direct summand of Σ(B).
Theorem 5.2
The space F := Hol(C∗,Cn) is a tame Fre´chet space.
The quite technical proof can be found in [Fre09]. As a consequence Mg is a tame Lie
algebra (For a Lie algebra to be tame, we require additionally, that the adjoint action of
each element is tame).
Proof. Proof of theorem 5.1 [Fre09]: We concentrate on the special case MG.
Start with an embedding
ϕ :MGC →֒ Ω
1(C∗, gC)×GC
f 7→ (δ(f) = f−1df, f(1))
Let π1 and π2 denote the projections:
π1 : Ω
1(C∗, gC)×GC 7→ Ω
1(C∗, gC)
π2 : Ω
1(C∗, gC)×GC 7→ GC
Charts for MGC will be products of charts for π1 ◦ ϕ(MGC) and π2 ◦ ϕ(MGC).
- π2 ◦ϕ is surjective; hence to describe the second factor, we can choose charts for G.
Via the exponential mapping, we use charts in gC. To describe the norms, we use
for ‖ ‖n on this factor the Euclidean metric.
- The first factor is more difficult to deal with as π1 ◦ ϕ is not surjective. While
every form α ∈ Ω(C∗, gC) is locally integrable, the monodromy may prevent global
integrability. A form α ∈ Ω1(C∗, gC) is in the image of π1 ◦ ϕ iff its monodromy
vanishes, that is iff
e
∫
S1 α = e ∈ GC .
This is equivalent to the condition
∫
S1 α = a−1(α) ⊂
1
2πi exp
−1(e) where a−1(α)
denotes the (−1)-coefficient of the Laurent development of α = f(z)dz. So we can
describe ℑ(π1 ◦ ϕ) as the inverse image of the monodromy map of e ∈ GC.
Thus we have to show that this inverse image is a tame Fre´chet manifold. To this
end, we use composition with a chart ψ : U −→ V for e ∈ U ⊂ G with values in
GC. This gives us a tame map Ω(C
∗, gC) −→ gC. The proof is completed by showing
that this map is regular and the proof that inverse images of regular maps are tame
Fre´chet submanifolds [Fre09]. This proves that π1 ◦ϕ is a tame Fre´chet submanifold.
Thus MGC is a product of a tame Fre´chet manifold with a Lie group and hence a tame
Fre´chet manifold. This completes the proof of theorem 5.1.
A similar result for Kac-Moody groups, is a direct consequence of a result of Bogdan
Popescu, stating that fiber bundles whose fiber is a Banach space over tame Fre´chet
manifolds are tame [Pop05].
Kac-Moody symmetric spaces are tame Fre´chet manifolds. Those manifolds have tan-
gential spaces, that can be equipped with weak metrics. We suppose furthermore the
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existence of a Levi-Civita connection. Then one can prove, that the usual algebraic iden-
tities — i.e. the Bianchi identities — hold [Ham82].
Other concepts well known from the finite dimensional case can be generalized too:
A nice example is Kulkarni’s theorem about the sectional curvature on Lorentz manifolds:
Define as usual the sectional curvature by Kf (g, h) =
〈R(f){g,h,g},h〉
|g∧h|2
if |g ∧ h|2 6= 0. Then
Theorem 5.3 (generalized Kulkarni-type)
Let M be a tame Fre´chet Lorentz manifold with Levi-Civita connection. Then the following
conditions are equivalent:
- Kf (g, h) is constant.
- a ≤ Kf (g, h) or Kf (g, h) ≤ b for some a, b ∈ R.
- a ≤ Kf (g, h) ≤ b on all definite planes for some a ≤ b ∈ R.
- a ≤ Kf (g, h) ≤ b on all indefinite planes for some a ≤ b ∈ R.
For the finite dimensional proof of this theorem and more generally finite dimensional
Lorentz geometry [O’N83].
Let us now turn to Kac-Moody symmetric spaces themselves:
Definition 5.8 (Kac-Moody symmetric space)
An (affine) Kac-Moody symmetric space M is a tame Fre´chet Lorentz symmetric space
such that its isometry group I(M) contains a transitive subgroup isomorphic to an affine
geometric Kac-Moody group H.
We can distinguish Kac-Moody symmetric spaces of the Euclidean, the compact and
the noncompact type, corresponding to the respective types of Riemannian symmetric
spaces:
We have the following results:
Theorem 5.4 (affine Kac-Moody symmetric spaces of the “compact” type)
Both the Kac-Moody group M̂G
σ
R equipped with its Ad-invariant metric, and the quotient
space X = M̂G
σ
R/Fix(ρ∗) equipped with their Ad-invariant metric are tame Fre´chet sym-
metric spaces of the “compact” type with respect to their natural Ad-invariant metric.
Their curvatures satisfy
〈R(X,Y )X,Y 〉 ≥ 0 .
Theorem 5.5 (affine Kac-Moody symmetric spaces of the “noncompact” type)
Both quotient spaces X = M̂G
σ
C/M̂G
σ
R and X = H/Fix(ρ∗), where H is a noncompact
real form of M̂G
σ
C equipped with their Ad-invariant metric, are tame Fre´chet symmetric
spaces of the “noncompact” type. Their curvatures satisfy
〈R(X,Y )X,Y 〉 ≤ 0 .
Furthermore Kac-Moody symmetric spaces of the noncompact type are diffeomorphic to a
vector space.
Define the notion of duality as for finite dimensional Riemannian symmetric spaces.
Theorem 5.6 (Duality)
Affine Kac-Moody symmetric spaces of the compact type are dual to Kac-Moody symmetric
spaces of the noncompact type and vice versa.
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A complete classification of Kac-Moody symmetric spaces following the lines of the
classification of finite dimensional Riemannian symmetric spaces follows from the corre-
spondence between simply connected Kac-Moody symmetric spaces and OSAKAs [Fre09].
Kac-Moody symmetric spaces have several conjugacy classes of flats. For our purposes
the most important class are those of finite type. A flat is called of finite type iff it is finite
dimensional. A flat is called of exponential type iff it lies in the image of the exponential
map and it is called maximal iff it is not contained in another flat. Adapting a result of
Bogdan Popescu [Pop05] to our setting, and generalizing it to symmetric spaces of the
noncompact type, we find:
Theorem 5.7
All maximal flats of finite exponential type are conjugate.
The isotropy representations of Kac-Moody symmetric spaces correspond exactly to the
s-representations for involutions on affine Kac-Moody algebras that are studied in [Gro00]
and induce hence polar actions on Fre´chet- resp. Hilbert spaces. This is the subject of the
next section.
6 Polar actions
Let P (G,H) :=
{
g ∈ Gˆ = H1([0, 1], G) | (g(0), g(1)) ∈ H ⊂ G×G
}
denote the space of
all H1-Sobolev path in G whose endpoints are in H and let V = H0([0, 1], g) denote the
space of all H0-Sobolev path in V .
We quote the following theorem of [Ter89b]:
Theorem 6.1
Suppose the action of H on G is hyperpolar. Let A be a torus section through e and let a
denote its Lie algebra. Then
1. the P (G,H)-action on V is polar and the space â = {â|a ∈ a} is a section, where
â : [0, 1] −→ g denotes the constant map with value a.
2. Let N(a) be the normalizer of a in P (G,H), Z(a) the centralizer. The quotient
N(a)/Z(a) of the normalizer of a is an affine Weyl group.
Similar to finite dimensional polar representations, that are induced by the isotropy
representations of symmetric spaces, the classical examples of polar actions on Hilbert
space come from isotropy representations of Kac-Moody symmetric spaces:
Theorem 6.2
Let L̂(G,σ) be a Kac-Moody group of H1-loops and let ρ : L̂(G,σ) −→ L̂(G,σ) be an invo-
lution of the second kind i.e. an involution such that on the Lie algebra level dρ(c) = −c and
dρ(d) = −d. Let L(g, σ) = K⊕ P be the decomposition of L(g, σ) into the ±1-eigenspaces
of dρ. Then the restriction of the Adjoint action of Fix(ρ) ⊂ L̂(G,σ) to the subspace
{x ∈ P|rd = 1 and |x| = −1} where rd denotes the coefficient of d, is polar.
For the definition of involutions of the second kind and a classification of involutions see
[Hei08] and [HG09].
Proof. [Gro00]
We describe the four classes of P (G,H)-actions more explicitly [HPTT95]:
22
1. The diagonal subgroupH := {(x, x) ∈ G×G}. Elements of P (G,H) are closed loops.
The polar actions defined by this group are induced by the isotropy representations
of non-twisted Kac-Moody symmetric spaces of type II resp. type IV.
2. The twisted diagonal subgroupH := {(x, σ(x)) ∈ G×G}, where σ is a diagram auto-
morphism. The associated polar actions are induced by the isotropy representations
of twisted Kac-Moody symmetric spaces of types II resp. IV.
3. Let H := K ×K ⊂ G ×G. The polar actions defined by these groups are induced
by the isotropy representations of non-twisted Kac-Moody symmetric spaces of type
I resp. type III.
4. Let H = Kσ1 × Kσ2 where Kσi are fixed point groups of suitable involutions. The
polar actions defined by these groups are induced by the isotropy representations of
twisted Kac-Moody symmetric spaces of type I resp. type III.
7 Isoparametric submanifolds
Definition 7.1 (PF -Submanifold)
An immersed finite codimensional submanifold M ⊂ V is proper Fredholm (PF) if the
restriction of the end point map to a disk normal bundle of M on any radius r is proper
Fredholm.
Definition 7.2
An immersed PF submanifold f :M −→ V of a Hilbert space V is called isoparametric if
1. codim(M) is finite.
2. ν(M) is globally flat.
3. for any parallel normal field v on M , the shape operators Av(x) and Av(y) are orthog-
onally equivalent for all x, y in M
The two main references are [Ter89a] and [PT88]. One can associate to isoparametric
submanifolds in Hilbert spaces affine Weyl groups, that describe — as in the finite dimen-
sional case — the positions of the curvature spheres. Similar to the finite dimensional case,
most examples for isoparametric submanifolds in Hilbert space arise from polar actions:
Theorem 7.1
A principal orbit of a polar action on a Hilbert space is isoparametric.
A partial converse also exists:
Theorem 7.2 (Heintze-Liu)
A (complete, connected, irreducible, full) isoparametric submanifold of a Hilbert space V
with codimension 6= 1 (6= 2 if dim V <∞) is a principal orbit of a polar action.
For the proof see [HL99]. In principle a proof along the lines of Thorbergsson should be
possible also.
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8 Universal geometric twin buildings
For Kac-Moody symmetric spaces universal twin buildings take over the role played by
spherical buildings for finite dimensional Riemannian symmetric spaces.
For algebraic loop groups (resp. affine Kac-Moody groups) there appear two construc-
tions of buildings in the literature:
- If one replaces semisimple Lie groups (or more generally reductive linear algebraic
groups) by algebraic Kac-Moody groups, it turns out that algebraic twin buildings
take over the role played by spherical buildings for Lie groups.
As in the Lie group situation we want an equivalence between Borel subgroups of
the Kac-Moody group and chambers of the building. Due to the fact that Kac-
Moody groups have two conjugacy classes of Borel subgroups the associated “build-
ing” breaks up into two pieces: Such a a twin building consists of a pair B+∪B− of
buildings that are “twinned”: The twinning can be described in different ways: From
the point of view of apartments the twinning is most easily defined by the introduc-
tion of a system of twin apartments, that is subcomplexes A+ ∪ A− ⊂ B+ ∪B−,
consisting of two apartments A+ and A−, such that A+ is contained in B+ and
A− is contained in B−. Imposing some axioms similar to those used for spherical
buildings, many features known from apartments in spherical buildings generalize to
the system of twin apartments [AB08].
- For groups of algebraic loops there is a theory of affine buildings (but not for twin
buildings) developed from the point of view of loop groups [Mit88].
To associate twin buildings to Kac-Moody symmetric spaces the main problem is again
to unify algebraic and analytic aspects of the theory: twin buildings associated to affine
Kac-Moody groups consist of pairs of Euclidean buildings. These are purely algebraic
constructions and thus they correspond only to the subgroup of algebraic loops. Written in
an algebraic notion these groups are of the form G(C[z, z−1]), that is: groups of polynomial
loops in z and z−1. Their affine Weyl groups act transitively on the chambers of the
apartments whereas the groups G(C[z, z−1]) act transitively on the apartments.
Unfortunately a straightforward process of completion — even in only one direction z
or z−1 — destroys the twinned structure. The classically used remedy can be found in
Shrawan Kumar’s book [Kum02]: A group that is completed only in one direction — (let’s
say in the direction of z: hence the Laurent polynomials in z and z−1 are replaced by
holomorphic functions with finite principal part) — acts on the part of the twin building
corresponding to this direction (i.e. B+). For our purposes however it is not enough to
restrict the theory to one half of the twin building: On the one hand we need a completion
that is symmetric in z and z−1 in order to be able to define the involutions of the second
kind which are needed for Kac-Moody symmetric spaces. On the other hand our long-term
objective is a proof of Mostow rigidity and there are good rigidity results only for twin
buildings themselves, but not for their affine parts separately.
Our solution in [Fre09] is to define on the level of the building a “completion” of the
two parts of the twin building that corresponds to the completed groups. For different
completions of the loop group (i.e. H1, C∞, analytic or holomorphic loops), the associ-
ated completions of the building are different. The process of completing algebraic twin
buildings leads to a simplicial complex B = B+∪B−, whose (uncountable many) positive
and negative connected components are affine buildings; we call these objects “universal
geometric buildings”.
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8.1 Universal BN-pairs
Definition 8.1 (Universal geometric BN-pair for L̂(G,σ))
Let L̂(G,σ) be an affine Kac-Moody group. Data (B̂+, B̂−, N,W,S) is a twin BN-pair for
L̂(G,σ) iff there are subgroups L̂(G,σ)+ and L̂(G,σ)− of L̂(G,σ) such that L̂(G,σ) =
〈L̂(G,σ)−, L̂(G,σ)+〉 subject to the following axioms:
1. (B̂+, N,W,S) is a BN-pair for L̂(G,σ)+ (called B+N),
2. (B̂−, N,W,S) is a BN-pair for L̂(G,σ)− (called B−N),
3. (B̂+∩ L̂(G,σ)−, B̂−∩ L̂(G,σ)+, N,W,S) is a twin BN-pair for L̂(G,σ)+∩ L̂(G,σ)−.
The subgroups L̂(G,σ)+ and L̂(G,σ)−of L̂(G,σ) depend on the choice of B̂+ and B̂−.
A choice of a different subgroup B̂+
′
(resp. B̂−
′
) gives the same subgroup L̂(G,σ)+ (resp.
L̂(G,σ)−) of L̂(G,σ) if B̂+
′
⊂ L̂(G,σ)+ (resp. if B̂−
′
⊂ L̂(G,σ)−)). For all positive (resp.
negative) Borel subgroups the positive (resp. negative) subgroups L̂(G,σ)+ resp L̂(G,σ)−
are conjugate. Hence without loss of generality we can think of B̂± to be the standard
positive (resp negative) affine Borel subgroup. The groups L̂(G,σ)± – called the standard
positive (resp. negative) subgroups are then characterized by the condition that 0 (resp.
∞) is a pole for all elements.
Remark 8.1
For an algebraic Kac-Moody group a generalized BN-pair coincides with a BN-pair. Hence
we get L̂(G,σ)+ = L̂(G,σ)− = L̂(G,σ).
We use the equivalent definition for the loop groups L(G,σ).
Lemma 8.1 1. The groups L(G,σ)+ (resp. L(G,σ)−) have a positive (resp. negative)
Bruhat decomposition and a Bruhat twin decompositions.
2. The group L(G,σ) has a Bruhat twin decomposition but no Bruhat decomposition.
Proof. The Bruhat decompositions in the first part follow by definition, the Bruhat twin
decomposition by restriction and the second part. The second part is a restatement of the
decomposition results in chapter 8 of [PS86].
Compare also the similar decomposition results stated in [Tit84].
Theorem 8.1 (Bruhat decomposition)
Let L̂(G,σ) be an affine Kac-Moody group with affine Weyl group Waff. Let furthermore
B̂± denote a positive (resp. negative) Borel group. There are decompositions
L̂(G,σ)+ =
∐
w∈Waff
B̂+wB̂+ and L̂(G,σ)− =
∐
w∈Waff
B̂−wB̂− .
Proof. This is a consequence of lemma 8.1.
Theorem 8.2 (Bruhat twin decomposition)
Let L̂(G,σ) be an affine algebraic Kac-Moody group with affine Weyl group Waff. Let
furthermore B̂± denote a positive and its opposite negative Borel group. There are two
decompositions
L̂(G,σ) =
∐
w∈Waff
B̂±wB̂∓ .
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Remark 8.2
Note that the Bruhat twin decomposition is defined on the whole group L̂(G,σ). This
translates into the fact that any two chambers in B+ resp. B− have a well-defined Weyl
codistance. In contrast Bruhat decomposition are only defined for subgroups. This trans-
lates into the fact that there are positive (resp. negative) chambers without a well-defined
Weyl distance.
Example 8.1
Kumar studies Kac-Moody groups and algebras that are completed “in one direction”. In
the setting of affine Kac-Moody groups of holomorphic loops this means: holomorphic
functions with finite principal part. There is an associated twin BN-pair; the positive Borel
subgroups are completed affine Borel subgroups while the negative ones are the algebraic
affine Borel subgroups. Thus for a universal geometric twin BN-pair we have to use:
L̂(G,σ)+ = L̂(G,σ) and L̂(G,σ)− = L̂algG
σ
[Kum02].
Lemma 8.2
The intersection L̂(G,σ)0 of L̂(G,σ)+ with L̂(G,σ)− is isomorphic to the group of algebraic
loops
L̂(G,σ)0 ≃ L̂algG
σ
Proof. L̂algG
σ
is the maximal subgroup of L̂(G,σ) having both Bruhat decompositions.
8.2 Universal geometric twin buildings
We now define a universal geometric twin building using the W -metric approach:
Definition 8.2 (Universal geometric twin building)
Let L̂(G,σ) be an affine Kac-Moody group with a universal geometric BN-pair. Define
C+ := L̂(G,σ)/B+ and C− := L̂(G,σ)/B−.
1. The distance δǫ : Cǫ×Cǫ −→W , ǫ ∈ {+,−} is defined via the Bruhat decompositions:
δǫ(gBǫ, fBǫ) = w iff g−1f is in the w-class of the Bruhat decomposition of L̂(G,σ)ǫ.
Otherwise it is ∞.
2. The codistance δ∗ : C+ × C− ∪ C− × C+ −→ W is defined by δ∗(gB−, fB+) = w
(resp. δ∗(gB+, fB−) = w) iff g−1f is in the w-class of the corresponding Bruhat
twin decomposition of L̂(G,σ).
The elements of C± are called the positive (resp. negative) chambers of the universal
geometric twin building. The building is denoted by B = B+ ∪B−. One can define a
simplicial complex realization in the usual way. We define connected components in B± in
the following way: Two elements {c1, c2} ∈ B
± are in the same connected component iff
δ±(c1, c2) ∈Waff. This is an equivalence relation. Denote the set of connected components
by π0(B) resp. π0(B
±).
Remark 8.3
Let L(G,σ) be an algebraic affine Kac-Moody group. Then the universal geometric twin
building coincides with the algebraic twin building.
Lemma 8.3 (Properties of a universal geometric twin building)
1. The connected components of Bǫ are buildings of type (W,S),
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2. Each pair consisting of one connected component in B+ and one in B− is an alge-
braic twin building of type (W,S),
3. The connected components of Bǫ are indexed by elements in L̂(G,σ)/L̂(G,σ)ǫ,
4. The action of L̂(G,σ) on B by left multiplication is isometric,
5. The Borel subgroups are exactly the stabilizers of the chambers, parabolic subgroups
are the stabilizers of simplices,
6. L̂(G,σ)ǫ acts on the identity component ∆ǫ0 by isometries,
7. Let ∆+0 ∪∆
−
0 be a twin building in B. There is a subgroup isomorphic to the group
of algebraic loops, that acts transitively on ∆+0 ∪∆
−
0 .
Proof. We sketch the proofs of some parts. For additional details [Fre10b]
1. The relation defined by finite codistance is clearly symmetric and self-reflexive, tran-
sitivity follows by calculation. One has to check the axioms for a building.
2. Each pair consisting of a connected component in B+ and one in B− fulfills the
axioms of an algebraic twin building. As the Bruhat decomposition is defined on
L̂(G,σ), the codistance is defined between arbitrary chambers in Bǫ resp. B−ǫ.
3. L̂(G,σ) has a decomposition into subsets of the form L̂(G,σ)ǫ. Those subsets are
indexed with elements in L̂(G,σ)/L̂(G,σ)ǫ. The class corresponding to the neu-
tral element is L̂(G,σ)ǫ ⊂ L̂(G,σ). Thus it corresponds to a connected com-
ponent and a building of type (W,S). The result follows via translation by ele-
ments in L̂(G,σ)/L̂(G,σ)ǫ: a connected component of Bǫ containing fBǫ consists
of all elements fL̂(G,σ)ǫBǫ as δ(fhBǫ, fh′Bǫ) = w((fh)−1fh) = w(h−1f−1fh′) =
w(h−1h′) ∈W as h, h′ ∈ L̂(G,σ)ǫ.
4. G acts isometrically on a twin building if the action on both parts preserves the
distances and the codistance [AB08], 6.3.1; the result follows by direct calculation.
5. The chamber corresponding to fBǫ is stabilized by the Borel subgroup Bǫf :=
fBǫf−1. The converse follows as each Borel subgroup is conjugate to a standard
one. Analogous for the parabolic subgroups.
Theorem 8.3 (Embedding of twin buildings)
Denote by Hl,r the intersection of the sphere of radius l of a real affine Kac-Moody algebra
M̂g with the horospheres rd = ±r, where rd is the coefficient of d in the Kac-Moody
algebra. There is a 2-parameter family (l, r) ∈ R+ × R+of M̂G-equivariant immersion of
B+ ∪B− into M̂g. It is defined by the identification of Hl,r with B. The two complexes
B+ and B− are immersed into the two sheets of Hl,r.
As in the finite dimensional situation, one can extend this result to the isotropy rep-
resentations of Kac-Moody symmetric spaces. This gives embeddings of the universal
geometric twin building into the tangential spaces. A consequence is the following
Corollary 8.1
Points of the isoparametric submanifolds, corresponding to Kac-Moody symmetric spaces,
are in bijection to chambers in one half of the universal twin building
This shows in particular that, from a geometric point of view, universal geometric twin
buildings are the correct generalization of spherical buildings for Kac-Moody groups.
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8.3 Linear representations for universal geometric buildings
The matrix representations for the classical Lie groups give rise to linear representations
for the associated buildings: For example the building of type An−1 over C corresponds
to the flag complex of subspaces in the vector space V n := Cn. Buildings for the other
classical groups correspond to complexes of
”
special“ subspaces [Gar97].
In this section we describe the infinite dimensional flag representation for buildings of
type A˜n−1. As linear representations for the loop groups, we use the operator represen-
tations studied in [PS86], chapter 6. Subspaces are elements in suitable Grassmannians
[PS86] (chapter 7). Originally those Grassmannians were introduced by Mikio Sato in the
context of integrable systems [SS83].
Let Hn = L2(S1,Cn) denote the separable Hilbert space of square summable functions
on S1 with values in Cn. Let H = H++ ⊕H0 ⊕H−− be a polarization (for example the
one induced by the action of −i d
dθ
). Set H+ = H++ ⊕H0 and H− = H0 ⊕H−−.
Following [PS86] definition 7.1, the positive Grassmannian is defined as follows:
Definition 8.3 (Grassmannian)
The positive Grassmannian Gr+(H) is the set of all closed subspaces W of H such that
1. the orthogonal projection pr+ :W −→ H
+ is a Fredholm operator,
2. the orthogonal projection pr−− :W −→ H
−− is a Hilbert-Schmidt operator.
We define the virtual dimension of W to be ν(W ) = dim(ker pr+)− dim(coker pr+).
There are various subgrassmannians corresponding to sundry regularity conditions.
The most important examples are:
Definition 8.4 (positive algebraic Grassmannian)
The positive algebraic Grassmannian Gr+0 (H) consists of subspaces W ⊂ Gr
+(H) such
that zkH+ ⊂W ⊂ z−kH+.
Using the explicit descriptionH = L2(S1,Cn), Gr+0 (H) consists exactly of the elements
W ∈ Gr(H) such that the images of pr−− : W −→ H
−− and pr+ : W
⊥ −→ H+ are
polynomials [PS86] and [GGK03].
There are various other Grassmannians, i.e. the rational Grassmannian Gr1(H), Grω(H)
and the smooth Grassmannian Gr∞(H) [PS86], for the definition of the tame Fre´chet
Grassmannian Gt and the H
1-Grassmannian [Fre09], corresponding to different regularity
conditions.
Definition 8.5 (reduced Grassmannian)
The reduced positive Grassmannian Grn,+(Hn) consists of subspaces W ⊂ Gr+(Hn) such
that G(W ) ⊂W (or explicitly zW ⊂W ).
The definition of the other types of reduced Grassmannians, especially reduced alge-
braic Grassmannians, reduced H1- and reduced tame Grassmannians is self explaining.
The following theorem [PS86], theorem 8.3.2 — shows this to be the correct notion to
work well with the action of loop groups.
Theorem 8.4
The group L 1
2
Un of
1
2 -Sobolev loops acts transitively on Gr
n,+ and the isotropy group of
H+ is the group Un of constant loops.
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This theorem yields the equivalences Ω 1
2
Un = Gr
n(H) and ΩalgUn = Gr
n
0 . Simi-
lar statements hold for Grn,+1 (H), Gr
n,+
ω (H), Gr
n,+
∞ (H) and Gr
n,+
t (H); for Gr
n,+
1 (H),
Grn,+ω (H), Gr
n,+
∞ (H) a proof can be found in [PS86]; this proof adapts to the case of
Grn,+t (H) straight forwardly.
The next step is the definition of the flag varieties:
As subspaces in a flag satisfy zWk = Wk+n ⊂ Wk, all subspaces of periodic flags are
taken from Grn,+.
Let {e1, . . . , en} be a basis of V
n ≃ Cn and Vi := span〈ei+1, . . . , en〉. We define
the positive normal flag to be the flag {Wk′}k′∈Z such that for k
′ = kn + l, k ∈ Z, l ∈
{0, . . . , n− 1} we have Wk′ = Wkn+l := z
kWl and Wl consists of all functions whose
negative Fourier coefficients vanish and whose 0-coefficient is in Vi.
To define the manifolds of partial periodic flags the virtual dimension is used. For this
purpose let K ⊂ Z be a subset such that with k ∈ K also k + nl ∈ K,∀l ∈ Z.
Furthermore set mK := #{K ∩ {1, . . . , n}}. Denote those mK-numbers k1, . . . , kmK .
Definition 8.6 (positive periodic flag manifold)
The positive periodic flag manifold Fln,+K consists of all flags {Wk}, k ∈ Z in H
n such that
1. Wk ⊂ Gr
+H,
2. Wk+1 ⊂Wk∀k,
3. zWk =Wk+n.
4. For every flag {Wk}k∈Z the map ν : ({Wk}k∈Z) −→ Z mapping every subspace Wk
to its virtual dimension is a surjection onto K.
A flag is full iff K = Z. It is trivial iffmK = 1. Trivial flags are in bijection with elements
of Grn,+(H) under the identification Grn,+(H) ∋ W0 ↔ {z
kW0}k∈Z ∈ Fl
n,+
ν(W0)+nZ
. A
completely symmetric theory can be developed for H−.
Theorem 8.5
The flag complex of all periodic flags is a universal geometric twin building B. Positive
flags correspond to simplices in B+, negative ones to simplices in B−
Proof. This is the main result of chapter 6 of [Fre09].
We give some further hints: One starts by defining apartments via frames, i.e. a set of
1-dimensional subspaces, that span V . Then one proves two lemmas showing that those
apartments satisfy the axioms in the simplicial complex definition of a building. Using
those, one shows, that each connected component is a building. Then one checks using
twin apartments, that B = B+ ∪ B− is a universal twin building (cf. [AR98] for the
concept of twin apartments).
Definition 8.7 (frames and affine Weyl group)
A frame is a sequence of subspaces {Uk}k∈Z ⊂ H
n such that Uk+n = zUk and H
n =
⋃
Uk.
We call a permutation π : {Uk}k∈Z −→ {Uk}k∈Z admissible if π(Uk+n) = π(Uk) + n. The
affine Weyl group Waff is defined to be the group of admissible permutations of {Uk}k∈Z.
Definition 8.8 (apartment)
Let {Wk} be a full flag, {≤Wk} the set of all partial flags in {Wk}, hence in simplicial com-
plex language, the boundary of {Wk} and {Uk}k∈Z a frame. The apartment A({Wk}, Uk)
consists of all flags that are transformations of flags in {≤Wk} by admissible permutations
of {{Uk}k∈Z}.
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Lemma 8.4
For a pair of two flags {Wk} and {W
′
k′} there exists an apartment containing both of them
iff they are compatible in the sense that for all elements Wk ∈ {Wk} there are elements
W ′i′ ,W
′
l′ ∈ {W
′
k′} such that W
′
i′ ⊂ Wk ⊂ W
′
l′ and vice versa. Compatibility defines an
equivalence relation on the space of flags.
Proof. As we have seen the complex of all flags is a chamber complex. Hence without loss
of generality we can assume that {Wk} and {W
′
k} are two maximal compatible flags. For
each k ∈ Z, we define the set π(k) := {m|∃v ∈ (Wm\Wm+1) ∩ (W
′
k\W
′
k+1)}. We have to
show that |π(k)| = 1 for all k. So for i ∈ {0, . . . , n − 1} we choose vectors vi ⊂ π(i) and
put Ui = span〈vi〉. Furthermore for i
′ = ln+ i set Ui′ = Uln+i = z
lUi.
The proof now consists of several steps:
- {Uk} is a periodic frame. As the flags {Wk} and {W
′
k} are periodic, v ∈ (Wm\Wm+1)∩
(W ′k\W
′
k+1) is equivalent to z
lv ∈ (Wm+ln\Wm+1+ln) ∩ (W
′
k+ln\W
′
k+1+ln).
- Wk = Wk+1 ⊕ Uk, Wm = Wm+1 ⊕ Uk for all k and m ⊂ π(k). So the apartment
associated to {Uk} contains {Wk} and {W
′
k}.
- π(k + n) = π(k) + n follows from the periodicity of {Wk} and {W
′
k}.
- So we are left with showing that π is a permutation, that is |π(k)| = 1 ∀k. The
compatibility condition gives
zl+1{Wk} = {Wk+(l+1)n} ⊂ z{W
′
k} = {W
′
k+n} ⊂ {W
′
k+1} ⊂ {W
′
k} ⊂ z
−l{Wk} .
SoW ′k\W
′
k+1 ⊂Wk−ln. This shows that there are numbersm such that the set (Wm∩
W ′k\W
′
k+1) is nonempty. On the other handWk+(l+1)n ⊂W
′
k+1 shows that the set of
thosem is bounded from above. So there is for every k a maximalm such that (Wm∩
(W ′k\W
′
k+1) is nonempty. But then (Wm+1∩(W
′
k\W
′
k+1)) is empty. So (Wm\W
′
m+1)∩
(W ′k\W
′
k+1) is nonempty. So π(k) is nonempty for all k. Symmetrically also π
−1(m)
is nonempty for all m. We use now the periodicity condition: π(n+ k) = π(k) + n.
As each set π(k) is nonempty, for every l ∈ {0, . . . , n − 1} there is k, such that
π(k) = l(mod n).
This means that π(k + nZ) = l + nZ as for each l, l + nZ is in the image. The
pigeon hole principle asserts that |π(k)| = 1(mod n). Then the periodicity shows
that |π(k)| = 1. Hence π is a permutation and thus an element of Waff.
Furthermore by direct calculation one finds:
Lemma 8.5 (apartments are isomorphic)
For every pair of apartments A and A′ there is an isomorphism ϕ : A −→ A′. If
{Wk}, {W
′
k′} ⊂ A ∩ A
′ such that {Wk} is full, one can choose ϕ in a way that it fixes
{Wk} and {W
′
k′} pointwise.
Those two lemmas yield the theorem:
Theorem 8.6 (Tits building)
The simplicial complex associated to each equivalence class of compatible flags is an affine
Tits building of type A˜n−1.
Corollary 8.2
The simplicial complex of positive (partial) flags in Grn,+0 is an algebraic affine Tits build-
ing.
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For the special case of algebraic subspaces i.e. elements of the algebraic Grassman-
nian this construction coincides with the well-known lattice description [Mit88], [Gar97],
[AN02], [Kra02]. Similar constructions are possible for the other classical groups [Fre09]
for a sketch.
9 Conclusion and outlook
As we have shown Kac-Moody geometry has reached a mature state. The classical ob-
jects whose symmetries are described by semisimple Lie groups — symmetric spaces, polar
actions, isoparametric submanifolds, buildings — have infinite dimensional counterparts
whose symmetries are defined by analytic affine Kac-Moody groups. Furthermore im-
portant results known from the finite dimensional theory that describe the connections
between those objects, generalize to the infinite dimensional setting. The crucial point of
the theory is a control of the functional analytic framework that permits a generalization of
the algebraic operations. Hence while differential geometric in spirit, the field incorporates
various concepts of infinite dimensional Lie theory, functional analysis and algebra.
There are still many important open problems.
1. Mostow rigidity: Study quotients of Kac-Moody symmetric spaces of the noncom-
pact type. We conjecture the existence of a Mostow-type theorem for Kac-Moody
symmetric spaces of the noncompact type, if the rank r of each irreducible factor sat-
isfies r ≥ 4; in the finite dimensional situation the main ingredients for the proof of
Mostow rigidity are the spherical buildings which are associated to the universal cov-
ers M˜ and M˜ ′ of two homotopy equivalent locally symmetric spaces M = M˜/Γ and
M ′ = M˜ ′/Γ′ (suppose the rank r of each de Rham factor satisfies rank(M) ≥ 2). To
prove Mostow rigidity one has to show that a homotopy equivalence of the quotients
lifts to a quasi isometry of the universal covers and induces a building isomorphism.
This step is done via a description of the boundary at infinity. By rigidity results of
Jacques Tits this building isomorphism is known to introduce a group isomorphism
which in turn leads to an isometry of the quotients.
Hence to prove a generalization of Mostow rigidity to quotients of Kac-Moody sym-
metric spaces of the noncompact type along these lines, one needs a description of
the boundary of Kac-Moody symmetric spaces of the non compact type. In view
of their Lorentz structure those spaces are not CAT(0). Consequently a direct gen-
eralization of the finite dimensional ideas to construct a boundary seems difficult.
Nevertheless as for each point in the symmetric space a boundary can be defined, a
complete definition using the action of the Kac-Moody groups seems within reach.
We note that a generalization or adaption of the methods developed in [Cap08] and
in [GM09] might lead to a proof of Mostow rigidity based on local-global methods.
By work of Andreas Mars this is possible for algebraic Kac-Moody groups in case of
rings with sufficiently many units [Mar10].
2. Holonomy: Study the holonomy of infinite dimensional Lorentz manifolds. More
precisely: Is there a generalization of the Berger holonomy theorem to Kac-Moody
symmetric spaces? In the finite dimensional Riemannian case, Berger’s holonomy
theorem tells us the following: LetM be a simply connected manifold with irreducible
holonomy. Then either the holonomy acts transitively on the tangent sphere or
M is symmetric. Kac-Moody symmetric spaces are Lorentz manifolds and have a
distinguished, parallel lightlike vector field, corresponding to c. In general relativity
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similar finite dimensional objects are known as Brinkmann waves [Bri25]. Hence it
seems that Kac-Moody symmetric spaces should be understood as a kind of infinite
dimensional Brinkmann wave. The conjectured holonomy theorem states then that
the holonomy of an infinite dimensional Brinkmann wave is either transitive on the
horosphere around c or the space is a Kac-Moody symmetric space.
3. Characterization: Is there some intrinsic characterization of Kac-Moody symmet-
ric spaces? Probably the existence of sufficiently many finite dimensional flats and
the closely related Fredholm property of the induced polar actions will be part of this
characterization. From an algebraic point of view, it would be very interesting, to in-
vestigate if there are symmetric spaces associated to Lorentzian Kac-Moody algebras
- nevertheless, the absence of good explicit realizations seems to be a serious imped-
iment. From a functional analytic point of view, a generalization to other classes
of maps, i.e. holomorphic maps on Riemann surfaces or symplectic maps would be
interesting. From the finite dimensional blueprint the development of an infinite
dimensional version of the theory of non-reductive pseudo-Riemannian symmetric
spaces as developed in the finite dimensional case by Ines Kath and Martin Olbricht
in [KO06] seems promising. In view of the characterization of Kac-Moody symmetric
spaces as infinite dimensional Brinkmann waves, we would like to understand, how
the existence of this special direction is related to other structure properties. It is
hence natural, to ask, if there is a class of infinite dimensional Lorentz symmetric
spaces without such a distinguished direction?
4.
”
Semi-Riemannian“ Kac-Moody symmetric spaces: We argued that the Kac-
Moody symmetric spaces, we developed correspond to Riemannian symmetric spaces.
Marcel Berger studied reductive symmetric spaces of arbitrary index [Ber57]. The
Kac-Moody analogue should exist but is not constructed nor is a classification avail-
able. Remark that a classification can be given without a construction of the spaces
just by considering involutions of Kac-Moody algebras [HG09].
5. Kac-Moody symmetric spaces as Moduli space: Recent results by Shimpey
Kobayashi and Josef Dorfmeister show that the moduli spaces of different classes of
integrable surfaces can be understood as real forms of loop groups of sl(2,C) [Kob09].
We conjecture that Kac-Moody symmetric spaces can be interpreted as Moduli
spaces of special classes of submanifolds in more general situations.
References
[AB08] Peter Abramenko and Kenneth Brown. Buildings, volume 248 of Graduate
Texts in Mathematics. Springer Verlag, New York, 2008.
[AN02] Peter Abramenko and Gabriele Nebe. Lattice chain models for affine buildings
of classical type. Mathematische Annalen, 322:537–562, 2002.
[AR98] Peter Abramenko and Mark Ronan. A characterization of twin buildings by
twin apartments. Geometriae Dedicata, 73:1–9, November 1998.
[BCO03] Ju¨rgen Berndt, Sergio Console, and Carlos Olmos. Submanifolds and holonomy,
volume 434 of Research Notes in Mathematics. Chapman&Hall, Boca Raton,
2003.
32
[BD98] Theodor Bro¨cker and Tammo tom Dieck. Representations of Compact Lie
Groups, volume 98 of Graduate Texts in Mathematics. Springer Verlag, New
York, 1998.
[Ber57] Marcel Berger. Les espaces syme´triques non compacts. Ann.Sci Ecole Norm.
Sup., 74:85–177, 1957.
[Bou02] Nicolas Bourbaki. Lie groups and Lie algebras, chapters 4-6. Elements of
Mathematics. Springer Verlag, New York, 2002.
[Bri25] H.-W. Brinkmann. Einstein spaces which are mapped conformally on each
other. Mathematische Annalen, 94, 1925.
[Bum04] Daniel Bump. Lie groups, volume 225 of Graduate Texts in Mathematics.
Springer Verlag, New York, 2004.
[Cap08] Pierre-Emmanuel Caprace. Abstract homomorphisms of split Kac-Moody
groups. Memoir of the AMS, 74, 2008.
[Dav08] Michael W. Davis. The Geometry and Topology of Coxeter Groups. Princeton
University Press, Princeton, 2008.
[Ebe96] Patrick B. Eberlein. Geometry of nonpositively curved manifolds. Chicago
Lectures in Mathematics, Chicago, 1996.
[Fre07] Walter Freyn. A general theory of affine Kac-Moody symmetric spaces. Kon-
gressberichte der Su¨ddeutschen Geometrietagung, 32:4–18, 2007.
[Fre09] Walter Freyn. Kac-Moody symmetric spaces and universal twin buildings. PhD
thesis, Universita¨t Augsburg, 2009.
[Fre10a] Walter Freyn. Functional analytic methods for cities. manuscript in prepara-
tion, 2010.
[Fre10b] Walter Freyn. Kac-Moody groups, analytic regularity conditions and cities.
submitted, 2010.
[Gar97] Paul Garrett. Buildings and Classical Groups. Chapman Hall, London, 1997.
[GGK03] Israel Gohberg, Seymour Goldberg, and Marinus Kaashoek. Basic Classes of
Linear Operators. Birkha¨user, Basel, 2003.
[GM09] Ralf Gramlich and Andreas Mars. Isomorphisms of unitary forms of Kac-
Moody groups over finite fields. Jour. of Algebra, 322:554–561, 2009.
[Gro00] Christian Groß. s-Representations for involutions on affine Kac-Moody algebras
are polar. manuscripta math., 103:339–350, 2000.
[Ham82] Richard S. Hamilton. The inverse function theorem of Nash and Moser. Bull.
Amer. Math. Soc. (N.S.), 7(1):65–222, 1982.
[Hei06] Ernst Heintze. Towards symmetric spaces of affine Kac-Moody type. Int. J.
Geom. Methods Mod. Phys., 3(5-6):881–898, 2006.
33
[Hei08] Ernst Heintze. Real forms and finite order automorphisms of affine
Kac-Moody algebras - an outline of a new approach. Opus Bayern,
http://www.opus-bayern.de/uni-augsburg/volltexte/2008/763:15, 2008.
[Hel01] Sigurdur Helgason. Differential geometry, Lie groups, and symmetric spaces,
volume 34 of Graduate Studies in Mathematics. American Mathematical Soci-
ety, Providence, RI, 2001. Corrected reprint of the 1978 original.
[HG09] Ernst Heintze and Christian Groß. Involutions, finite order automorphisms and
real forms of affine Kac-Moody algebras, 2009.
[HL99] Ernst Heintze and Xiaobo Liu. Homogeneity of infinite-dimensional isopara-
metric submanifolds. Ann. of Math. (2), 149(1):149–181, 1999.
[HPTT95] Ernst Heintze, Richard S. Palais, Chuu-Lian Terng, and Gudlaugur Thorbergs-
son. Hyperpolar actions on symmetric spaces, pages 214–245. Conf. Proc.
Lecture Notes Geom. Topology, IV. Int. Press, Cambridge, MA, 1995.
[Ji06] Lizhen Ji. Buildings and their Applications in Geometry and Topology. Asian
J. Math., 10:11–80, 2006.
[Kac68] Victor G. Kac. Simple Irreducible Graded Lie Algebras of Finite Growth (rus-
sian). Math. USSR-Izvestiya, 2:1271–1311, 1968.
[Kac90] Victor G. Kac. Infinite-dimensional Lie algebras. Cambridge University Press,
Cambridge, third edition, 1990.
[Kan70] Isaiah L. Kantor. Graded Lie algebras (russian). Trudy Sem. Vektor. Tenzor.
Anal., 15:227–266, 1970.
[KM97] Andreas Kriegl and Peter W. Michor. The convenient setting of global analysis,
volume 53 of Mathematical Surveys and Monographs. American Mathematical
Society, Providence, RI, 1997.
[KO04] Ines Kath and Martin Olbrich. On the structure of pseudo-Riemannian sym-
metric spaces. arXiv:math/, 0408249:37, 2004.
[KO06] Ines Kath and Martin Olbrich. The classification problem for pseudo-
Riemannian symmetric spaces. arXiv:math/, 0612101v1:55, 2006.
[Kob09] Shimpei Kobayashi. Real forms of complex surfaces of constant mean curvature.
submitted, 2009.
[Kra02] L. Kramer. Loop groups and twin buildings. Geometriae Dedicata, 92:145–178,
2002.
[Kum02] Shrawan Kumar. Kac-Moody groups, their flag varieties and representation
theory, volume 204 of Progress in Mathematics. Birkha¨user Boston Inc., Boston,
MA, 2002.
[Mar10] Andreas Mars. Rigidity. oral communication, 2010.
[Mit88] Stephen A. Mitchell. Quillen’s theorem on buildings and the loops on a sym-
metric space. L’Enseignement Mathematique, 34:123–166, 1988.
34
[Moo69] Robert V. Moody. Euclidean Lie algebras. Canad. Jour. Math., 21:1432–1454,
1969.
[MP95] Robert V. Moody and Arturo Pianzola. Lie algebras with triangular decompo-
sition. John Wiley Sons, New York, 1995.
[Nee06] Karl-Hermann Neeb. Towards a Lie theory of locally convex groups. Jpn. J.
Math., 1(2):291–468, 2006.
[O’N83] Barrett O’Neill. Semi-Riemannian geometry, volume 103 of Pure and Applied
Mathematics. Academic Press Inc. [Harcourt Brace Jovanovich PUBLISHERS],
New York, 1983. With applications to relativity.
[Pop05] Bogdan Popescu. Infinite dimensional symmetric spaces. Thesis. University of
Augsburg, Augsburg, 2005. Thesis.
[PS86] Andrew Pressley and Graeme Segal. Loop groups. Oxford Mathematical Mono-
graphs. The Clarendon Press Oxford University Press, New York, 1986. Oxford
Science Publications.
[PT88] Richard Palais and Chuu-Lian Terng. Critical Point Theory and Submanifold
Geometry, volume 1353 of Lecture Notes in Mathematics. Springer Verlag,
Berlin, 1988.
[Ray06] Urmie Ray. Automorphic Forms and Lie Superalgebras. Springer, New York,
2006.
[Re´m02] Betrand Re´my. Groupes de Kac-Moody de´ploye´s et presque de´ploye´s. Socie´te´
mathematiques de France, Paris, 2002.
[SS83] Mikio Sato and Yasuko Sato. Soliton equations as dynamical systems on infinite
dimensional Grassmann manifolds, volume 81 of North-Holland Math. Stud,
pages 259–271. North-Holland, Amsterdam, 1983.
[Ter89a] Chuu-Lian Terng. Proper Fredholm submanifolds of Hilbert space. J. Differ-
ential Geom., 29(1):9–47, 1989.
[Ter89b] Chuu-Lian Terng. Proper Fredholm submanifolds of Hilbert space. J. Differ-
ential Geom., 29(1):9–47, 1989.
[Tho91] Gudlaugur Thorbergsson. Isoparametric foliations and their buildings. Ann.
of Math., 133:429–446, 1991.
[Tit84] Jacques Tits. Groups and group functors attached to Kac-Moody data, volume
1111 of Lecture notes in mathematics, pages 193–233. Springer Verlag, 1984.
35
