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Resumen
La lo´gica tradicional resulta muy u´til para formalizar razonamientos ma-
tema´ticos: teoremas, definiciones... en los que se establecen reglas que se
cumplen de forma atemporal y para todos los elementos de los que se habla.
Por ejemplo, al decir que todas las curvas derivables son continuas, esta afir-
macio´n se aplica a todas las curvas bien definidas y derivables; adema´s, es
cierta en todo momento, no hay posibilidad de que deje de serlo en el futu-
ro. Sin embargo, cuando queremos formalizar razonamientos ma´s pra´cticos e
“inteligentes” debemos considerar la posibilidad de que las conclusiones que
saquemos no se apliquen a todos los elementos del grupo del que hablemos.
Por ejemplo, al decir que “todos los pa´jaros vuelan”, sabemos que existen ex-
cepciones, como los pingu¨inos. Adema´s, debemos considerar la opcio´n de que
un pa´jaro que hoy puede volar podr´ıa dejar de ser capaz de volar en el futuro
si, por ejemplo, pierde un ala. Para razonamientos as´ı la lo´gica tradicional
no es del todo adecuada y es por ello que surge la lo´gica no mono´tona.
La diferencia principal entre la lo´gica tradicional y la lo´gica no mono´tona
es que en la lo´gica no mono´tona surge la posibilidad de “retractarse” en el
futuro, es decir, algo que consideramos cierto con la informacio´n que tenemos
podr´ıa dejar de serlo en el futuro cuando ampliemos esta informacio´n.
En este trabajo veremos varios mecanismos de lo´gica no mono´tona, entre
los que destacan la hipo´tesis de mundo cerrado, completacio´n de predicados
y la sema´ntica de los modelos estables para los programas lo´gicos; sus utili-
dades frente a la lo´gica tradicional y, finalmente, un sistema que nos permite
programar con lo´gica no mono´tona: Clingo, con el que seremos capaces de
resolver problemas aparentemente complejos de una forma bastante simple.
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Summary
Traditional logic is very useful for formalizing mathematical reasoning:
theorems, definitions ... in which rules are established that are met in a
timeless manner and for all the elements that are spoken of, for example, by
saying that all derivable curves are continuous, this statement applies to all
well-defined and derivable curves, in addition, it is true at all times, there is
no possibility of it ceasing to be so in the future. However, when we want
to formalize more practical and ’intelligent’ reasoning, we must consider the
possibility that the conclusions we draw may not apply to all the elements
of the group we are talking about, for example, by saying that ’all birds fly,’
we know that there are exceptions, such as penguins, in addition, we must
consider the option that a bird that can fly today could no longer be able
to fly in the future if, for example, it loses a wing. For reasoning like this,
traditional logic remains short and that is why the non-monotonous logic
arises.
The main difference between traditional and non-monotonous logic is that
in non-monotonous logic the possibility of ’retracting’ in the future arises,
that is, something we consider true with the information we have could cease
to be in the future when we expand this information.
In this work we will see several mechanisms of non-monotonous logic
among which the closed world assumption, completion of predicates and sta-
ble models semantics for logic programs stand out, their utilities compared
to traditional logic and, finally, a system that allows us to program with
non-monotonous logic: Clingo, with which we will be able to solve seemingly
complex problems in a fairly simple way.
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Cap´ıtulo 1
Introduccio´n
El razonamiento no mono´tono dentro de la aproximacio´n lo´gica a la Inteli-
gencia Artificial engloba una familia de formalismos creados para representar
conclusiones revisables, esto es, conclusiones que un agente razonador acepta
en un cierto momento como verdaderas pero de las que puede retractarse en
el futuro en vista de nueva informacio´n que nos haga dudar de su validez.
Existen numerosos ejemplos de esto, desde razonamientos ba´sicos como el
ensayo-error hasta opiniones de expertos como una diagnosis me´dica.
El razonamiento revisable, al igual que el razonamiento deductivo, puede
tener procedimientos bastante complejos y es necesario desarrollar forma-
lismos que aclaren este tipo de razonamiento no mono´tono. El objetivo del
presente trabajo es presentar algunos de esos formalismos para el estudio
matema´tico de las propiedades del razonamiento revisable.
1.1. Razonamiento revisable
Un ejemplo t´ıpico de razonamiento revisable es sacar conclusiones basa-
das en suposiciones por “normalidad” o “generalidad”. Por ejemplo, podemos
concluir que Piol´ın vuela basa´ndonos en los hechos de que Piol´ın es un pa´ja-
ro, y de que, en general, los pa´jaros vuelan. Tendr´ıamos, sin embargo, que
retractarnos de esa conclusio´n si aprendemos ma´s tarde que Piolo´n es au´n
un bebe´ pa´jaro.
Otro ejemplo es concluir que ha llovido al ver las calles mojadas. Sin em-
bargo, al aprender que ese d´ıa se han limpiado las calles y ver que los tejados
esta´n secos, querremos retirar esa conclusio´n de nuestra base de conocimien-
to.
Estas deducciones violan el principio de monoton´ıa del que disfruta la
lo´gica cla´sica. Este principio dice que dado un conjunto de fo´rmulas Σ, si
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tenemos otro conjunto ampliado Σ′, Σ ⊆ Σ′, se tiene
Σ |= φ⇒ Σ′ |= φ
con |= la relacio´n de consecuencia lo´gica correspondiente. Es decir, que si
hacemos una deduccio´n con la informacio´n que tenemos, esa informacio´n se-
guira´ siendo cierta sin importar la informacio´n nueva que podamos tener en
el futuro. Es una forma de razonar que se muestra u´til en ramas como las
matema´ticas donde solo hacemos deducciones de las que estemos completa-
mente seguros y que son, en general, reglas universales (Todas las funciones
derivables son continuas, toda funcio´n continua en un compacto tiene un
mı´nimo,...), pero que, sin embargo, se muestra poco u´til en razonamientos
del d´ıa a d´ıa, ma´s basados en el sentido comu´n.
La mayor´ıa de razonamientos revisables esta´n sujetos a conocimientos ex-
ternos y por tanto violan el principio de monoton´ıa, ya que las consecuencias
que se saquen podr´ıan no persistir al obtenerse nueva informacio´n. Veremos
numerosos ejemplos a lo largo del presente trabajo.
1.2. Creando lo´gica no mono´tona
En la lo´gica tradicional, partiendo de un conjunto ∆ de fo´rmulas que
representa una base de conocimiento, se dice que una fo´rmula α se deduce
lo´gicamente de ∆ si α es cierto en todos los modelos de ∆.
Cuando nuestro objetivo es formalizar razonamiento no mono´tono, debe-
mos cambiar este enfoque cla´sico. Lo primero es que, en lo´gica no mono´tona,
a la informacio´n con la que tratamos ∆ la llamaremos un conjunto de creen-
cias, pues somos conscientes de que puede no recopilar toda la informacio´n
existente sobre el objeto de estudio, y que en un futuro ∆ se puede ampliar o
modificar. Pero, sobre todo y de manera ma´s importante, modificaremos de
una forma u otra la definicio´n cla´sica de consecuencia lo´gica arriba descrita.
En el presente trabajo, estudiaremos dos maneras bien conocidas de modificar
dicha nocio´n cla´sica de consecuencia lo´gica para hacer emerger formalismos
no mono´tonos.
La primera de ellas consiste en considerar que una fo´rmula α se deduce
de un conjunto de creencias ∆ ya no si α es cierta en todos los modelos
de ∆, sino que bastara´ con que α sea el caso para cierto tipo especial o
preferido de modelos de ∆. Estos modelos preferidos suelen ser modelos
minimales que intentan capturar cierta intuicio´n del razonamiento basado
en el sentido comu´n. Veremos esto con ma´s detalle cuando estudiemos los
modelos mı´nimos, los modelos estables y los conjuntos de respuesta de los
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programas lo´gicos normales y extendidos en la segunda parte del presente
trabajo.
La segunda forma de deduccio´n no mono´tona que estudiaremos en este
trabajo es mediante un mecanismo de expansio´n del conjunto de creencias.
Dado ∆ un conjunto de creencias, mediante un mecanismo de expansio´n que
intenta capturar cierta intuicio´n de razonamiento basado en sentido comu´n,
hallaremos una extensio´n de ∆: la denotamos en ext(∆). A continuacio´n,
consideraremos cierto todo aquello que podamos deducir de ∆ ∪ ext(∆).
Estos mecanismos son no mono´tonos ya que, en general, al an˜adirle una
informacio´n X al conjunto de creencias se tendra´
∆ ∪ ext(∆) 6⊆ ∆ ∪X ∪ ext(∆ ∪X)
Ejemplos que estudiaremos en este trabajo son: la hipo´tesis de mundo ce-
rrado y la completacio´n de predicados, hablamos de ellos ma´s a fondo a
continuacio´n.
1.3. Mecanismos cla´sicos de lo´gica no mono´to-
na
Vamos a presentar a continuacio´n algunos de los mecanismos ma´s cla´sicos
de la lo´gica no mono´tona, que se estudiara´n a fondo ma´s adelante en el trabajo
(cap´ıtulo 3).
1.3.1. Hipo´tesis de Mundo Cerrado
La hipo´tesis de mundo cerrado es la formalizacio´n de un mecanismo
habitual en el estudio de las bases de datos en el que suponemos que ideal-
mente tenemos informacio´n completa sobre que´ hechos ba´sicos son ciertos en
nuestra base de conocimiento. En l´ıneas muy generales, este mecanismo de
expansio´n consiste en la siguiente suposicio´n: Si no nos consta que un cierto
hecho ba´sico es verdadero de acuerdo a la base de conocimiento, an˜adiremos
a nuestro conocimiento automa´ticamente que dicho hecho es falso y emplea-
remos esta nueva informacio´n para obtener nuevas consecuencias.
Veamos un ejemplo t´ıpico. Supongamos un cliente que, tras mirar la carta
de un restaurante, observa que en ella no se ofrece salmorejo. El cliente podra´
entonces deducir que, en dicho restaurante, no sirven salmorejo. El cliente no
tiene constancia de que en ese restaurante en espec´ıfico no se cocine salmorejo,
sino que esta deduccio´n parte de la suposicio´n de que en la carta aparecen
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todos los platos que ofrece el restaurante (informacio´n completa en la base
de datos).
Esta hipo´tesis sirve para reducir el taman˜o de la base de datos, pues, de
esta manera, el restaurante no necesita especificar en la carta que no sirven
salmorejo, sino que se entiende que cualquier plato que no aparezca en la
carta es un plato que no se cocina en el restaurante.
Este es un caso de razonamiento no mono´tona, pues, al aumentar la in-
formacio´n se podr´ıa cambiar la deduccio´n; por ejemplo, si el camarero cita
el salmorejo entre los platos del d´ıa.
1.3.2. Herencias y taxonomı´as
Cuando tenemos una base de datos clasificada en clases con subgrupos
espec´ıficos tendemos a suponer que dichos subgrupos heredan las propieda-
des de una clase. Por ejemplo, los vencejos vuelan puesto que son pa´jaros, y,
en general, los pa´jaros vuelan. Sin embargo, se pueden dar excepciones; por
ejemplo, las avestruces son un tipo de pa´jaro que no vuelan. Se dice que las
avestruces forman un subgrupo de los pa´jaros con abnormalidad respecto a
la propiedad “volar”. Podemos imaginar un caso de avestruces que s´ı vuelen,
por ejemplo, si lleva un jetpack; llamemos a esta clase las avestruces volado-
res. Decimos entonces que las avestruces voladores son un subgrupo de las
avestruces con abnormalidad respecto a la propiedad “ no-volar”. Represen-
tamos la clasificacio´n en el siguiente diagrama:
Avestruz volador→ Avestruz→ Pa´jaro
As´ı, si tenemos un avestruz con un jetpack, tenemos tres informaciones
que nos llegan: que vuela por ser un avestruz volador, que no vuela por ser un
avestruz, y que vuela por ser un pa´jaro. Obviamente, la informacio´n con la
que nos quedaremos es con que vuela, puesto que es un avestruz volador. De
manera general, se aplica este procedimiento al consultar una base de datos
catalogada, teniendo en cuenta las deducciones asociadas al subgrupo ma´s
espec´ıfico que encontremos, puesto que presenta informacio´n ma´s precisa y
concreta sobre el objeto de estudio que las clases a las que pertenece.
Ahora bien, cualquiera de estas deducciones basadas en reglas con ex-
cepciones pueden presentar anomal´ıas que nos obligar´ıan a retirar alguna de
nuestras conclusiones. De ah´ı su cara´cter no mono´tono.
En el presente trabajo, estudiaremos con detalle este mecanismo en el
contexto de la completacio´n de predicados (cap´ıtulo 3).
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1.3.3. Razonamiento por defecto
Uno de los mecanismos ma´s importantes de la lo´gica no mono´tona es el
razonamiento por defecto. E´ste consiste en hacer una deduccio´n de la
forma “si tenemos a y no nos consta que tengamos b, entonces tenemos c”.
Se representa mediante lo que llamamos reglas que tienen la siguiente forma:
c← a1, a2, ..., an, not b1, not b2, ..., not bm
Donde c, a1, ..., bm son literales de la lo´gica de primer orden.
No´tese que estas reglas usan la lo´gica no mono´tona en el sentido de que,
si usando estas reglas deducimos c y, en algu´n momento posterior deducimos
tambie´n bm, perder´ıamos la deduccio´n y ya no podr´ıamos afirmar c. (Esto
puede generar ciclos, si hemos usado c para deducir bm; veremos ma´s adelante
en el trabajo restricciones que nos permitan asegurarnos de que no va a pasar
este efecto indeseable).
Usando la negacio´n por defecto podemos trabajar con los mecanismos
vistos anteriormente:
Para la hipo´tesis de mundo cerrado, dada una propiedad p(X) podemos
escribir la regla
¬p(X)← not p(X)
que dice que, salvo que se tenga constancia de que X satisface la propiedad
p, podemos suponer que no la satisface. Para las herencias y taxonomı´as
podemos escribir, por ejemplo, las reglas siguientes:
vuela(X)← pajaro(X), not raro1(X)
¬vuela(X)← avestruz(X), not raro2(X)
vuela(X)← avestruzV olador(X), not raro3(X)
raro1(X)← avestruz(X)
raro2(X)← avestruzV olador(X)
Donde se explica que los pa´jaros vuelan salvo que sean abnormales, que los
avestruces no vuelan salvo que tengan una abnormalidad, y que las avestruces
voladoras vuelan salvo que sean abnormales. Adema´s de especificar que los
pa´jaros y las avestruces son abnormales respecto de su clase.
Notar que el hecho de que el avestruz sea abnormal no implica que no
vuele, sino que no podemos afirmar que vuela, en este caso si que sabemos
que, en general, vuelan, gracias a la informacio´n que nos aporta la segunda
regla.
Hablaremos ma´s a fondo de la negacio´n por defecto a partir del cap´ıtulo
5 “la negacio´n en los programas lo´gicos”. Dedicaremos bastante espacio a
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este tipo de reglas dada su importancia, tanto teo´rica como pra´ctica, en el
estudio del razonamiento no mono´tono. De hecho, en el u´ltimo cap´ıtulo del
trabajo estudiaremos una implementacio´n informa´tica de este tipo de ideas
(el sistema CLINGO dentro del paradigma de la programacio´n con conjuntos
de respuestas).
1.4. Contenidos del trabajo
En l´ıneas generales, en este trabajo pretendemos explicar la lo´gica no
mono´tona, su relacio´n con la lo´gica de primer orden, y el uso que tiene a la
hora de resolver diversos problemas. Aparte de este primer cap´ıtulo intro-
ductorio, este trabajo consta de seis cap´ıtulos ma´s.
En el cap´ıtulo 2 Conocimiento declarativo damos una breve descrip-
cio´n de los elementos ma´s ba´sicos de la lo´gica de primer orden y de co´mo
podemos usar la lo´gica de primer orden como un lenguaje de especificacio´n
para formalizar el conocimiento declarativo. Estudiamos adema´s un pun˜ado
de ejemplos cla´sicos: el mundo de las cajas, especificacio´n de un circuito
booleano y descripcio´n de una base de datos familiar.
En el cap´ıtulo 3 Razonamiento no mono´tono estudiamos los primeros
mecanismos de razonamiento no mono´tono del trabajo: la Hipo´tesis de Mun-
do Cerrado y la Completacio´n de Predicados. En este u´ltimo caso, estudiamos
con cierto detalle co´mo usar el formalismo para especificar mecanismos de
herencias y taxonomı´as jera´rquicas.
A partir del cap´ıtulo 4, cambiamos el enfoque y nos restringimos al lengua-
je de la Programacio´n Lo´gica, donde una base de conocimiento se reescribe
siempre en forma de cla´usulas (reglas) de primer orden.
En el cap´ıtulo 4 Programas lo´gicos positivos estudiamos los progra-
mas lo´gicos ma´s fundamentales, los cuales gozan de una sema´ntica clara con
muy buenas propiedades matema´ticas. Incluimos demostraciones de las pro-
piedad ba´sica de estos programas: poseen siempre un modelo cano´nico, el
modelo de Herbrand mı´nimo. Ahora bien, es importante destacar que los
programas lo´gicos positivos NO dan lugar a razonamiento no mono´tono. Es
necesario ampliarlos para romper la monoton´ıa (como haremos en los cap´ıtu-
los sucesivos).
El cap´ıtulo 5 Negacio´n en los programas lo´gicos introduce formal-
mente la negacio´n por defecto. Veremos condiciones suficientes para estar
seguros de que un programa no entra en bucles y hablaremos de los modelos
de estos programas y, en concreto, de los modelos estables, que son aquellos
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que buscaremos en general y uno de los conceptos fundamentales del trabajo.
Tanto incluiremos propiedades teo´ricas de los programas lo´gicos con negacio´n
por defecto como ilustraremos los principales conceptos con un buen nu´mero
de ejemplos.
En el cap´ıtulo 6 Extensiones de los programas lo´gicos normales
extenderemos los programas lo´gicos mediante la introduccio´n de restriccio-
nes, disyunciones y negaciones fuertes. Adaptaremos tambie´n los principales
resultados y definiciones del cap´ıtulo 5 a este contexto ma´s general.
Finalmente, en el cap´ıtulo 7 El paradigma de la programacio´n con
conjuntos de respuesta ASP veremos una implementacio´n informa´tica
del modelo matema´tico estudiado en el cap´ıtulo anterior. Veremos asimismo
co´mo resolver usando este paradigma de programacio´n una serie de pro-
blemas esencialmente combinatorios, que ira´n desde resolucio´n de puzles y
rompecabezas (sudoku, buscaminas, n-damas) hasta problemas de grafos (3-
coloraciones, caminos eulerianos) y problemas sabor matema´tico (construc-
cio´n de un grupo no abeliano, ca´lculo de los nu´meros de Shur).
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Cap´ıtulo 2
Conocimiento declarativo
El comportamiento inteligente depende en gran medida del conocimiento
que tiene el sujeto sobre su entorno. El objetivo de este cap´ıtulo es ser capaces
de expresar ese conocimiento de forma “declarativa”.
2.1. Sintaxis
2.1.1. Conceptualizacio´n
Para empezar a formalizar el conocimiento de forma declarativa necesi-
tamos una conceptualizacio´n. En l´ıneas generales, la conceptualizacio´n de un
dominio de estudio consiste en fijar los objetos del entorno que estudiaremos
y las relaciones existentes entre ellos que sera´n de nuestro intere´s.
La definicio´n de objeto en este caso es bastante general. Un objeto puede
ser algo concreto (por ejemplo, un libro o una persona) o abstracto (por
ejemplo, el nu´mero 2 o un concepto). Llamaremos pues objeto a cualquier
entidad del dominio de estudio (concreta o abstracta) sobre la que queramos
decir algo. Llamaremos Universo de trabajo al conjunto de todos aquellos
objetos del dominio que queramos estudiar.
Figura 2.1: Mundo de las cajas
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Ejemplo 2.1.1 (El mundo de las cajas). Veamos, como un primer ejemplo
de conceptualizacio´n, el mundo de las cajas descrito en la Figura 2.1. En este
caso, el universo de trabajo estara´ compuesto por cada una de las cajas que
se muestran en la figura (podr´ıa considerarse tambie´n como objeto adicional
del universo la tabla sobre la que descansan las cajas, pero, por simplicidad,
no lo haremos este primer ejemplo). Obtenemos pues el siguiente universo de
trabajo:
{a,b,c,d,e,f}
Una vez fijado el universo de trabajo, el siguiente paso de la conceptuali-
zacio´n consistira´ en decidir que´ relaciones entre los objetos del universo sera´n
de nuestro intere´s.
Un primer tipo de interrelaciones entre los objetos del universo de tra-
bajo que usaremos habitualmente son las funciones. Desde el punto de vista
combinatorio, son muchas las funciones (cada una con su correspondiente
aridad, esto es, su correspondiente nu´mero de argumentos de entrada) que
se pueden definir entre los objetos del universo. Sin embargo, t´ıpicamente
elegiremos un pun˜ado de entre estas funciones que sean de intere´s por su
significacio´n para el dominio que pretendemos estudiar (funciones base de la
conceptualizacio´n) e ignoraremos el resto.
Por ejemplo, en el ejemplo del mundo de las cajas anterior, una funcio´n
natural que nos podr´ıa interesar destacar en la conceptualizacio´n es la funcio´n
1-aria sombrero que relaciona cada caja con la que tiene encima (en caso de
tenerla). Las duplas correspondientes a esta funcio´n ser´ıan:
{〈a,b〉, 〈b,c〉, 〈e,f〉}
No´tese que la funcio´n sombrero arriba descrita es una funcio´n parcial. Las
cajas c, d y f, que se encuentran en lo alto de cada una de las tres pilas de
cajas de la Figura 2.1, no tienen imagen definida por la funcio´n sombrero.
Aunque en la descripcio´n informal de una conceptualizacio´n tiene perfecto
sentido considerar funciones parciales, es importante destacar que cuando
pasemos a la contrapartida formal de la conceptualizacio´n y utilicemos para
ello la lo´gica de primer orden como lenguaje formal de especificacio´n, todas
las funciones consideradas han de ser, por definicio´n, funciones totales. Esto
no debe suponer un problema. Bastara´ con extender la definicio´n de la funcio´n
parcial, teniendo en cuenta que los nuevos valores no sera´n relevantes para las
propiedades de la conceptualizacio´n. Por ejemplo, una eleccio´n natural para
hacer total la funcio´n sombrero anterior es asignar a cada caja que no tiene
ninguna caja encima ella misma como imagen por la funcio´n. Las duplas
correspondientes a esta nueva funcio´n total ser´ıan pues:
{〈a,b〉, 〈b,c〉, 〈e,f〉, 〈c,c〉, 〈d,d〉, 〈f,f〉}
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Una funcio´n que, a priori, no interesar´ıa considerar en el conjunto de fun-
ciones base es la funcio´n siguiente, la cual asigna a cada caja su caja siguiente
en el orden alfabe´tico usual (por ejemplo, siguiente(d) = e). Obse´rvese que
esta funcio´n no tiene ningu´n significado geome´trico y no parece aportar in-
formacio´n relevante para el mundo de las cajas.
Otro tipo fundamental de interrelaciones entre objetos del universo son
las relaciones, que nos permiten expresar tanto propiedades de algunos ele-
mentos (relaciones de aridad 1) como relacionar dos o ma´s elementos entre
ellos (relaciones de aridad n con n > 1). Como en el caso de las funciones,
elegiremos una serie de relaciones de intere´s que constituira´n las relaciones
base de la conceptualizacio´n.
En este caso, por ejemplo, nos puede interesar la relacio´n binaria encima
que relaciona dos elementos si el primero esta´ encima del segundo (con o sin
cajas de por medio), y la relacio´n binaria sobre que relaciona dos objetos si
el primero esta´ directamente sobre el segundo. Las duplas asociadas a ambas
relaciones son, respectivamente:
{〈b,a〉, 〈c,b〉, 〈c,a〉, 〈f,e〉}
{〈b,a〉, 〈c,b〉, 〈f,e〉}
Tambie´n nos interesan las relaciones 1-arias despejado y tabla. Un elemen-
to satisface la relacio´n despejado si no tiene ninguna caja encima; mientras
que un elemento satisface la relacio´n tabla si esta´ sobre la tabla. Dichas re-
laciones corresponden a los siguientes conjuntos, respectivamente:
{c,d,f}
{a,d,e}
Formalmente, definimos una conceptualizacio´n como una terna que in-
cluye el universo de trabajo, un conjunto de funciones y un conjunto de
relaciones. Por ejemplo, en este caso nuestra conceptualizacio´n ser´ıa:
〈{a,b,c,d,e,f}, {sombrero}, {sobre, encima despejado, tabla}〉
2.1.2. El lenguaje de la lo´gica de primer orden
Una vez fijada la conceptualizacio´n del dominio que se pretende estudiar,
podemos empezar a formalizar el conocimiento que tenemos mediante frases
en un lenguaje adecuado: el lenguaje de la Lo´gica de Primer Orden, tambie´n
conocida como Ca´lculo de predicados.
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El lenguaje de la lo´gica de primer orden consta dos tipos de s´ımbolos: los
s´ımbolos lo´gicos, que son independientes del lenguaje y comunes a todos los
lenguajes que formemos, y los s´ımbolos propios, que usaremos para definir los
elementos concretos del dominio de estudio en cuestio´n. Ma´s concretamente:
S´ımbolos lo´gicos:
Variables: x, y, z, x1, y1, ... Intuitivamente, designara´n elementos gene´ri-
cos del universo de trabajo.
Conectivas proposicionales: ¬,∨,∧,⇒,⇐,⇔.
Cuantificadores: ∃,∀.
S´ımbolo de igualdad: =.
S´ımbolos auxiliares: (,)
S´ımbolos propios:
S´ımbolos de constantes: a, b, c, juan, lluvia, ... Intuitivamente, desig-
nara´n elementos concretos del universo de trabajo.
S´ımbolos de predicado (o relacio´n): p, q, r, hermanos, ... Intuitivamente,
designara´n relaciones entre los elementos del universo. Cada s´ımbolo
de predicado tiene asociada su aridad (un nu´mero natural n ≥ 1 que
indica el nu´mero de argumentos que relaciona). A veces, se reserva el
te´rmino predicado para nombrar las relaciones de aridad 1. Nosotros
emplearemos indistintamente ambos te´rminos.
S´ımbolos de funcio´n: f, s, t, log, edad, .... Intuitivamente, designara´n fun-
ciones totales definidas sobre el universo de trabajo. Cada s´ımbolo de
funcio´n tiene asociada su aridad (un nu´mero natural n ≥ 1 que indica
el nu´mero de argumentos de entrada de la funcio´n).
Un lenguaje de primer orden L vendra´ especificado por tres conjuntos que
describen sus s´ımbolos propios: el conjunto de los s´ımbolos de constante de
L, el conjunto de los s´ımbolos de predicado de L y el conjunto de los s´ımbolos
de funcio´n de L. Cualquiera de esos tres conjuntos puede ser vac´ıo.
Definicio´n 2.1.1 (Te´rminos). Se definen los te´rminos de un lenguaje L de
la siguiente forma:
Un s´ımbolo de constante es un te´rmino.
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Una variable es un te´rmino.
Si τ1, .., τn son te´rminos y f es un s´ımbolo de funcio´n con aridad n,
entonces f(τ1, ..., τn) es un te´rmino.
Notacio´n. Para los operadores matema´ticos usuales, tales como la suma o
el producto, usaremos notacio´n infija y escribiremos τ1 + τ2 para representar
+(τ1, τ2).
Para expresar hechos en un lenguaje L, usaremos las fo´rmulas del lengua-
je, que pasamos a definir a continuacio´n:
Definicio´n 2.1.2 (Fo´rmulas ato´micas). Una fo´rmula ato´mica o a´tomo de
un lenguaje L se compone de un s´ımbolo de predicado p de aridad n y de n
te´rminos τ1, .., τn. Se escribira´
p(τ1, ..., τn)
Tambie´n incluimos en las fo´rmulas ato´micas la composicio´n del s´ımbolo de
igualdad = con dos te´rminos τ1, τ2: τ1 = τ2.
Definicio´n 2.1.3 (Fo´rmulas). Definimos las fo´rmulas de un lenguaje L como
sigue:
Las fo´rmulas ato´micas de L son fo´rmulas.
Si F es una fo´rmula, tambie´n lo es ¬F .
Si F y G son fo´rmulas, tambie´n lo son: (F ∨ G), (F ∧ G), (F ⇒ G),
(F ⇐ G), (F ⇔ G).
Si F es una fo´rmula y x es una variable, ∃xF y ∀xF tambie´n son
fo´rmulas.
Criterios de reduccio´n de pare´ntesis.-
El orden de prioridad de los operadores es el siguiente (de ma´s a menos
prioritario): ∀,∃,¬,∧,∨,⇒,⇐,⇔.
Se omitira´n los pare´ntesis ma´s externos.
Cuando una conectiva se use varias veces, se asociara´ por la derecha:
τ1 ∨ τ2 ∨ τ3 es una abreviatura de(τ1 ∨ (τ2 ∨ τ3)).
τ1 ∧ τ2 ∧ τ3 es una abreviatura de(τ1 ∧ (τ2 ∧ τ3)).
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Definicio´n 2.1.4 (Variables libres y variables ligadas). Una aparicio´n (u
ocurrencia) de una variable x en una fo´rmula F se dira´ ligada si dicha apari-
cio´n ocurre bajo el alcance de un cuantificador de la forma ∃x o ∀x. En caso
contrario, dicha aparicio´n de x se dira´ libre en la fo´rmula F . Una variable x
se dira´ libre en F si tiene, al menos, una aparicio´n libre.
Definicio´n 2.1.5 (Fo´rmulas cerradas). Diremos que una fo´rmula F de un
lenguaje L es cerrada si F no contiene ninguna variable libre.
En l´ıneas generales, fijada una conceptualizacio´n, usaremos un conjun-
to de fo´rmulas cerradas del lenguaje L asociado para expresar formalmente
propiedades del dominio de estudio. Sera´ importante pues tambie´n definir
formalmente cua´ndo una fo´rmula cerrada es verdadera en un determinado
dominio.
2.2. Sema´ntica
En esta seccio´n vamos a establecer la relacio´n entre el lenguaje formal que
hemos introducido y los elementos de la conceptualizacio´n que pretendemos
estudiar.
Definicio´n 2.2.1 (Estructuras). Una estructura del lenguaje L es un par
(Ω, I) tal que:
Ω es un conjunto no vac´ıo cualquiera, denominado el universo o el
dominio de la estructura;
la interpretacio´n I es una funcio´n con dominio el conjunto de los s´ımbo-
los propios de L tal que:
• si σ es una constante, entonces σI ∈ Ω.
• si pi es una s´ımbolo de funcio´n con aridad n, entonces piI : Ωn → Ω.
• si ρ es una s´ımbolo de predicado con aridad n, entonces ρI ⊆ Ωn.
Nota: En la definicio´n anterior hemos escrito σI , piI y ρI en lugar de I(σ),
I(pi) e I(ρ), respectivamente.
Ejemplo 2.2.1. Consideramos de nuevo el ejemplo del mundo de las cajas
que vimos en el apartado de conceptualizacio´n. Partimos de un lenguaje L
con los s´ımbolos de constante a, b, c, d, e y f , el s´ımbolo de funcio´n sombre-
ro/1 y los s´ımbolos de predicado sobre/2,encima/2,tabla/1 y despejado/1.
(Los sufijos /n anteriores indican la aridad de los s´ımbolos de funcio´n o pre-
dicado el lenguaje). La siguiente L-estructura corresponde a la interpretacio´n
esperada de estos s´ımbolos:
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Dominio: Ω = {a,b,c,d,e,f}.
Interpretacio´n: I dada por
aI = a
bI = b
cI = c
dI = d
eI = e
fI = f
sombreroI = {〈b,a〉, 〈c,b〉, 〈f,e〉〈a,a〉, 〈e,e〉, 〈d,d〉}
sobreI = {〈a,b〉, 〈b,c〉, 〈e,f〉}
encimaI = {〈a,b〉, 〈b, c〉, 〈c,a〉, 〈e,f〉}
tablaI = {a,d,e}
despejadoI = {c,d,f}
Definicio´n 2.2.2 (Asignacio´n de variables). Una asignacio´n de variables U
en una L-estructura (Ω, I) es una funcio´n que asigna a cada variable del
lenguaje un elemento del universo Ω. Si σ es una variable, se designara´ por
σU o por U(σ) la imagen de σ por la asignacio´n U .
Definicio´n 2.2.3 (Asignacio´n de te´rminos). Dadas una L-estructura (Ω, I)
y una asignacio´n de variables U , se define la asignacio´n de te´rminos TIU
como sigue:
si τ es un s´ımbolo de constante de L, entonces TIU(τ) = I(τ),
si τ es una variable, entonces TIU(τ) = U(τ),
si τ es de la forma pi(τ1, .., τn), donde pi es un s´ımbolo de funcio´n de L,
entonces TIU(τ) = I(pi)(TIU(τ1), .., TIU(τn)).
Las nociones de L-estructura y asignacio´n de variables nos permiten defi-
nir de manera formal una nocio´n de verdad o satisfaccio´n. Si una interpreta-
cio´n I y una asignacio´n de variables U satisfacen a una fo´rmula φ, entonces
diremos que φ es verdadera relativa a I y U y se denotara´ |=I φ[U ]. Veamos
la definicio´n formal de esta nocio´n de capital importancia.
Notacio´n. En la siguiente definicio´n, en vez de escribir ¬(|=I φ[U ]) escribi-
remos 6|=I φ[U ]. (Esta sera´ una notacio´n habitual, a veces evitaremos usar el
s´ımbolo ¬ si va seguido de otro s´ımbolo y simplemente tacharemos el s´ımbolo
que le sigue).
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Definicio´n 2.2.4 (Satisfaccio´n). Dadas una L- estructura (Ω, I) y una asig-
nacio´n de variables U diremos que:
|=I (σ = τ)[U ] si y solo si TIU(σ) = TIU(τ), donde σ y τ son L-te´rminos.
|=I ρ(τ1, ..., τn)[U ] si y solo si 〈TIU(τ1), ..., TIU(τn)〉 ∈ I(ρ), con ρ un
s´ımbolo de predicado de aridad n y τi te´rminos.
|=I (¬φ)[U ] si y solo si 6|=I φ[U ].
|=I (φ1 ∧ φ2)[U ] si y solo si |=I φi[U ] para todo i, 1 ≤ i ≤ 2.
|=I (φ1 ∨ φ2)[U ] si y solo si |=I φi[U ] para al menos un i, 1 ≤ i ≤ 2.
|=I (φ⇒ ψ)[U ] si y solo si 6|=I φ[U ] o |=I ψ[U ].
|=I (φ⇐ ψ)[U ] si y solo si 6|=I ψ[U ] o |=I φ[U ].
|=I (φ⇔ ψ)[U ] si y solo si |=I (φ⇒ ψ)[U ] y |=I (φ⇐ ψ)[U ].
|=I (∀vφ)[U ] si y solo si para todo d ∈ Ω se cumple que |=I φ[V ], donde
V (v) = d y V (w) = U(w) para toda variable w distinta de v.
|=I (∃vφ)[U ] si y solo si para algu´n d ∈ Ω se cumple que |=I φ[V ],
donde V (v) = d y V (w) = U(w) para toda variable w distinta de v.
Definicio´n 2.2.5 (Modelo). Sean M = (Ω, I) una L-estructura y φ una
fo´rmula. Si la interpretacio´n I satisface a φ para cualquier asignacio´n de
variables, se dice que M es un modelo de φ y se denota |=I φ.
Por ejemplo, en el mundo de las cajas, la estructura M definida en el
Ejemplo 2.2.1 es un modelo de la fo´rmula φ ≡ sobre(x, y)⇒ encima(x, y).
Definicio´n 2.2.6 (Satisfaccio´n y validez). Una L-fo´rmula φ se dice satisfa-
cible si existen alguna L-estructura y alguna asignacio´n de variables en dicha
estructura que la satisfagan. En caso contrario, se dira´ insatisfacible.
Una fo´rmula L-fo´rmula φ se dice va´lida si es satisfecha por toda L-
estructura y toda asignacio´n de variables.
Nota 2.2.1. Podemos extender estas definiciones a un conjunto de fo´rmulas
Γ de manera natural. Diremos que una interpretacio´n I y una asignacio´n
de variables U satisfacen a Γ (se denota |=I Γ[U ]) si I y U satisfacen a
todas las fo´rmulas de Γ. Una estructura M es modelo de Γ si es modelo de
cada una de sus fo´rmulas. Se dice que Γ es satisfacible o consistente si existe
una interpretacio´n y una asignacio´n de variables que satisfagan a todos sus
miembros, en caso contrario se dice que Γ es insatisfacible o inconsistente.
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Definicio´n 2.2.7 (Consecuencia lo´gica). Sea Γ un conjunto de fo´rmulas y
φ una fo´rmula. Diremos que φ es consecuencia lo´gica de Γ, y lo denotaremos
por Γ |= φ, si para toda interpretacio´n I y toda asignacio´n de variables U se
cumple que:
|=I Γ[U ] ⇒ |=I φ[U ]
Definicio´n 2.2.8 (Equivalencia lo´gica). Dos fo´rmulas φ y ψ son lo´gicamente
equivalentes si para toda interpretacio´n I y toda asignacio´n de variables U
se cumple que:
|=I φ[U ] ⇔ |=I ψ[U ]
Proposicio´n 2.2.1 (Monoton´ıa de la lo´gica cla´sica). Sean Γ, Γ′ conjuntos
de fo´rmulas cerradas y φ, ψ fo´rmulas cerradas.
1. (Reflexiva) Si φ ∈ Γ entonces Γ |= φ.
2. (Corte) Si Γ |= ψ y Γ ∪ {ψ} |= φ entonces Γ |= φ.
3. (Monoton´ıa) Si Γ ⊆ Γ′ entonces: Γ |= φ⇒ Γ′ |= φ.
Destacamos la propiedad de monoton´ıa de la relacio´n de consecuencia
de la lo´gica cla´sica pues, como ya hemos mencionado, el objetivo del pre-
sente trabajo es estudiar otros contextos formales donde dicha propiedad de
monoton´ıa deja de ser cierta.
2.3. El mundo de las cajas
Como ejemplo para expresar el conocimiento vamos a considerar otra vez
el mundo de las cajas como se expresa en la Figura 2.1.
Los elementos de la conceptualizacio´n son las seis cajas y las relaciones
sobre, encima, despejado y tabla. Nuestro lenguaje consta de los s´ımbolos
de constante a, b, c, d, e, f y de los s´ımbolos de predicado sobre/2, enci-
ma/2, despejado/1, tabla/1. Para interpretarlos, asumimos la interpretacio´n
esta´ndar I descrita anteriormente en el Ejemplo 2.2.1.
Las fo´rmulas que siguen engloban la informacio´n esencial sobre este caso
(fo´rmulas ato´micas sin variables verdaderas en la interpretacio´n):
sobre(b, a) encima(b, a) despejado(c) tabla(a)
sobre(c, b) encima(c, b) despejado(d) tabla(d)
sobre(f, e) encima(c, a) despejado(f) tabla(e)
encima(f, e)
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Usando fo´rmulas ma´s complejas, podemos expresar hechos ma´s generales.
Por ejemplo, podemos expresar la propiedad transitiva de la relacio´n enci-
ma y la propiedad “si una caja esta´ sobre otra, entonces esta´ encima”de la
siguiente manera:
∀x∀y∀z (encima(x, y) ∧ encima(y,z)⇒ encima(x, z))
∀x∀y (sobre(x, y)⇒ encima(x, y))
No´tese que el predicado despejado puede definirse a partir del predicado
sobre y la lo´gica de primer orden. Esto es:
∀y (¬∃x sobre(x, y)⇔ despejado(y))
De manera ana´loga, podemos definir el s´ımbolo de predicad tabla a partir
del predicado sobre:
∀y (¬∃x sobre(y, x)⇔ tabla(y))
El problema de saber que´ funciones y que´ relaciones se deben incluir en
la conceptualizacio´n no tiene una solucio´n general. En el caso anterior, por
ejemplo, hemos visto que podr´ıa prescindirse de los s´ımbolos de predicado
tabla y despejado sin perder poder expresivo, pues son definibles a partir del
resto de s´ımbolos del lenguaje. Sin embargo, en otros escenarios, el conside-
rar o no la presencia de un determinado s´ımbolo de predicado en el lenguaje
que usemos para la formalizacio´n de una base de conocimiento puede alterar
significativamente la capacidad expresiva y las propiedades del lenguaje. In-
cluso conservando el poder expresivo, el hecho de incluir o no un s´ımbolo en
el lenguaje puede hacer que la escritura de las propiedades se convierta en
una tarea mucho ma´s laboriosa o menos intuitiva.
2.4. Ejemplo de Circuitos
Consideremos el circuito f descrito en la Figura 2.2, donde las puertas
x1, x2 son puertas XOR, la puerta a1 es una puerta AND y las puertas o1, o2
son puertas OR. Las entradas de cada componente esta´n a la izquierda y el
cable de la derecha representa la salida. Cada puerta tiene dos entradas y
una salida, mientras que el circuito f tiene tres entradas y dos salidas.
El universo de trabajo tendr´ıa, en principio, 26 objetos: los 20 puertos
de entrada/salida, las 5 puertas y el propio circuito. Uno podr´ıa considerar
un lenguaje de primer orden con s´ımbolos de constante para cada uno de
estos elementos, pero resultar´ıa demasiado prolijo. En su lugar, podemos
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Figura 2.2: Circuito
considerar un lenguaje ma´s reducido y crear funciones que asocien puertos y
componentes. Por ejemplo, podemos considerar una funcio´n entrada i(n, x)
que al recibir un entero n y una componente x devuelva la entrada n-e´sima
de dicha componente, y la funcio´n salida o(n, x) que al recibir un entero n y
una componente x devuelva la salida n-e´sima de dicha componente. Ahora
bien, esta eleccio´n nos obliga a ampliar el universo de trabajo subyacente con
el conjunto de nu´meros naturales {1, 2, 3} para denotar las posibles entradas
o salidas de las componentes.
Por otra parte, tambie´n necesitamos una relacio´n que nos especifique que´
puertos esta´n conectados entre ellos (por ejemplo, “la tercera entrada de f
esta´ conectada a la segunda entrada de a1”). Optamos pues por considerar
el siguiente lenguaje de primer orden:
f, x1, x2, a1, o1, o2 son s´ımbolos de constante, que representan las seis
componentes (el propio circuito y sus cinco puertas).
1, 2, 3 son s´ımbolos de constante, que representas las posibles entradas
y salidas de las componentes.
circuito(x) es un s´ımbolo de relacio´n que indica que x es un circuito.
xorp(x) es un s´ımbolo de relacio´n que indica que x es una puerta xor.
andp(x) es un s´ımbolo de relacio´n que indica que x es una puerta and.
orp(x) es un s´ımbolo de relacio´n que indica que x es una puerta or.
i(n, x) es un s´ımbolo de funcio´n que recibe un entero n y una compo-
nente x y devuelve la n-e´sima entrada de x.
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o(n, x) es un s´ımbolo de funcio´n que recibe un entero n y una compo-
nente x y devuelve la n-e´sima salida de x.
con(x, y) es un s´ımbolo de relacio´n que indica que el objeto x esta´
conectado con el objeto y.
Dado este vocabulario, y teniendo en mente la interpretacio´n natural de
estos s´ımbolos, podemos describir la estructura del circuito con las siguientes
fo´rmulas ato´micas. Las seis primeras indican que´ tipo de componente es cada
componente y el resto indica co´mo esta´n conectadas:
circuito(f)
xorp(x1)
xorp(x2)
andp(a1)
orp(o1)
orp(o2)
con(i(1,f),i(1,x1))
con(i(2,f),i(2,x1))
con(i(2,f),i(1,a1))
con(i(3,f),i(2,a1))
con(i(3,f),i(2,o2))
con(o(1,x1),i(1,x2))
con(o(1,x1),i(1,o1))
con(o(1,a1),i(2,o1))
con(o(1,o1),i(1,o2))
con(o(1,o1),i(2,x2))
con(o(1,x2),o(1,f))
con(o(1,o2),o(2,f))
Ahora bien, al ser o e i s´ımbolos de funcio´n de un lenguaje de primer
orden, pueden ser aplicadas a todos los elementos del universo de traba-
jo. Por ejemplo, ha de existir un valor para el te´rmino o(1, 3) o el te´rmino
i(o(1, 1), i(o2, 1)) aunque dichas expresiones no tengan sentido en la pra´ctica.
Una posible solucio´n es ampliar el universo de trabajo con el nu´mero 0 y usar
el 0 como un valor por defecto para todos estos te´rminos sin sentido en la
pra´ctica.
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Una vez descrita la estructura del circuito, pasamos a tratar la propa-
gacio´n de sen˜ales ele´ctricas a trave´s de e´l. Podemos describir el estado del
circuito f expandiendo nuestro lenguaje para incluir bits que indiquen si la
frecuencia es alta o baja en una componente y una relacio´n que asocie a
cada puerto el valor de dicho puerto. Podemos hacerlo an˜adiendo a nuestro
lenguaje lo siguiente:
0 es un s´ımbolo de constante que indican baja frecuencia. ’Alta frecuen-
cia’ estara´ representado por la constante 1 que ya pertenece a nuestro
lenguaje.
v(x, z) es un s´ımbolo de relacio´n que indica que el valor en el puerto x
es z (z ∈ {0, 1}).
Usando este vocabulario, podemos introducir valores espec´ıficos que nos
digan la frecuencia en algu´n puerto, por ejemplo:
v(i(1,f),0)
v(i(2,f),1)
v(i(3,f),1)
Podemos describir ahora el comportamiento de cada componente del cir-
cuito con fo´rmulas cerradas ma´s complejas. En este caso, las dos primeras
fo´rmulas describen el comportamiento de una puerta AND, las siguientes dos
describen una puerta OR, las siguientes dos describen una puerta XOR, y la
u´ltima describe la transmisio´n de la sen˜al a trave´s del circuito.
∀x (andp(x) ∧ v(i(1, x), 1) ∧ v(i(2, x), 1)⇒ v(o(1, x), 1))
∀x∀n (andp(x) ∧ v(i(n, x), 0)⇒ v(o(1, x), 0))
∀x∀n (orp(x) ∧ v(i(n, x), 1)⇒ v(o(1, x), 1))
∀x (orp(x) ∧ v(i(1, x), 0) ∧ v(i(2, x), 0)⇒ v(o(1, x), 0))
∀x∀z (xorp(x) ∧ v(i(1, x), z) ∧ v(i(2, x), z)⇒ v(o(1, x), 0))
∀x∀y∀z (xorp(x) ∧ v(i(1, x), y) ∧ v(i(2, x), z) ∧ y 6= z ⇒ v(o(1, x), 1))
∀x∀y∀z (con(x, y) ∧ v(x, z)⇒ v(y, z))
Con esto hemos descrito completamente el funcionamiento del circuito f.
Adema´s, si cambia´ramos de circuito, so´lo tendr´ıamos que cambiar las fo´rmu-
las ato´micas que dan informacio´n expl´ıcita del circuito, ya que el funciona-
miento ser´ıa va´lido para cualquier circuito.
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Nota 2.4.1. En las fo´rmulas anteriores, al escribir por ejemplo ∀n, la variable
n puede tomar cualquier valor del universo de la estructura subyacente, es
decir, podr´ıa ser un nu´mero del 1 al 3 (que es el caso para el cual tiene sentido)
pero tambie´n podr´ıa ser una puerta o un valor de encendido/apagado. En este
caso concreto esto no da problemas puesto que la relacio´n v/2 solo se verifican
para ciertos elementos y, por tanto, la implicacio´n solo aporta informacio´n en
los casos en los que n es un elemento del tipo que esperamos que sea. Ahora
bien, en otros casos (veremos un ejemplo en el ejemplo que sigue) puede
ser necesario explicitar el tipo de una variable de primer orden. En principio,
esto no ser´ıa posible pues el lenguaje de la lo´gica de primer orden no contiene
tipos. Sin embargo es fa´cil simularlos de una manera cano´nica. Se an˜ade un
predicado 1-ario para el tipo p(v) que queremos tratar y se relativizan los
cuantificadores correspondientes: ∀v (p(v)⇒ . . . ) y ∃v (p(v) ∧ . . . ).
2.5. Base de datos familiar
Por u´ltimo, vamos a ver un ejemplo de una base de datos familiar y repre-
sentar el conocimiento de e´sta. Primero veremos los conceptos ba´sicos como
hermano y hermana, luego definiremos el concepto de hue´rfano y, finalmente,
una definicio´n recursiva de ancestro.
2.5.1. Conceptos ba´sicos
Partimos del siguiente vocabulario:
juan, pablo, irene, alberto, macho, hembra son s´ımbolos de constante
que representan a cuatro personas y dos ge´neros.
persona(x) es un s´ımbolo de predicado que indica que x es una persona.
genero(x) es un s´ımbolo de predicado que indica que x es un ge´nero.
padre(x,y) es un s´ımbolo de predicado que indica que x es el padre de
y.
madre(x,y) es un s´ımbolo de predicado que indica que x es la madre de
y.
generode(x,y) es un s´ımbolo de predicado que indica que el ge´nero de
x es y.
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Tenemos la siguiente informacio´n expl´ıcita:
persona(juan)
persona(pablo)
persona(irene)
persona(alberto)
genero(macho)
genero(hembra)
padre(juan,pablo)
madre(irene,pablo)
padre(juan,alberto)
madre(irene,alberto)
generode(juan,macho)
generode(pablo,macho)
generode(irene,hembra)
generode(alberto,macho)
y an˜adimos las siguientes fo´rmulas que dan informacio´n sobre las relaciones
derivadas progenitor(x,y), hijo(x,y) y hermano(x,y).
1. ∀x∀y (padre(x,y) ∨ madre(x,y) ⇒ progenitor(x,y))
2. ∀x∀y (progenitor(x,y) ⇒ hijo(y,x))
3. ∀x∀y (∃z∃v (padre(z,x) ∧ padre(z,y) ∧ madre(v,x)
∧madre(v,y) ∧ x 6= y) ⇒ hermano(x,y))
Con las fo´rmulas que tenemos hasta el momento, podr´ıamos an˜adir sin pro-
vocar ninguna contradiccio´n que, por ejemplo, Irene sea el padre de Alberto.
Sin embargo, en la vida real, no aceptar´ıamos dicho hecho en nuestra base
de datos familiar pues har´ıamos uso de la regla impl´ıcita de sentido comu´n
que afirma que el padre de un individuo ha de ser de ge´nero masculino y la
madre de un individuo ha de ser de ge´nero femenino. Vamos a corregir eso
an˜adiendo fo´rmulas para que los padres solo puedan ser hombres y las ma-
dres sean mujeres, adema´s de una fo´rmula que especifique que una persona
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no puede tener dos ge´neros simulta´neamente.
4. ∀x∀y (generode(x,macho) ⇒ ¬madre(x,y))
5. ∀x∀y ( generode(x,hembra) ⇒ ¬padre(x,y))
6. ∀x∀y∀z ( generode(x,y) ∧ y 6=z ∧ genero(z) ⇒ ¬generode(x,z))
An˜adimos tambie´n una fo´rmula para expresar que una persona x no puede
tener ma´s de un padre o ma´s de una madre (al menos biolo´gicamente).
7. ∀x∀y∀z ( padre(y,x) ∧ y 6=z ∧ persona(z) ⇒ ¬padre(z,x) )
8. ∀x∀y∀z ( madre(y,x) ∧ y 6=z ∧ persona(z) ⇒ ¬madre(z,x) )
De esta forma, podr´ıamos ya detectar una contradicio´n si an˜adimos a
nuestra base de datos familiar el hecho padre(irene,alberto), as´ı como de-
ducir otros hechos de sentido comu´n. Hacer expl´ıcita toda esta informacio´n
impl´ıcita que manejamos en los ejemplos de aplicaciones reales es otro gran
reto en la formalizacio´n del conocimiento declarativo.
2.5.2. Hue´rfanos
Para definir la relacio´n hue´rfano, nos cen˜imos a la definicio´n del dicciona-
rio de la R.A.E. de la palabra hue´rfano: adj. Dicho de una persona menor de
edad: A quien se le han muerto el padre y la madre o uno de los dos. Nece-
sitamos por tanto incluir en el vocabulario nuevas relaciones primitivas que
indiquen si alguien esta´ muerto y si alguien es menor de edad. Ampliamos
pues nuestro lenguaje de primer orden con los s´ımbolos de predicado:
menorDeEdad(x) que indica que x es menor de edad.
hafallecido(x) que indica que x esta´ muerto o muerta.
An˜adimos la fo´rmula cerrada que define la relacio´n derivada hue´rfano/a:
9. ∀x∀y ( menorDeEdad(x) ∧ hafallecido(y) ∧ progenitor(y,x) ⇒ huerfano(x) )
Si ahora an˜adimos por ejemplo a la informacio´n inicial la fo´rmula ato´mica
hafallecido(irene), podemos deducir huerfano(pablo) y huerfano(alberto).
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2.5.3. Ancestros
Queremos definir ahora la relacio´n ancestro(x,y) que se cumple si x es un
ancestro (padre/madre, abuelo/abuela...) de y, es decir, queremos expresar
que nuestros padres son nuestros ancestros, que los padres de nuestros pa-
dres tambie´n lo son, y as´ı sucesivamente. Para ello, podemos usar recursio´n
codificada en la lo´gica de primer orden como sigue:
10. ∀x∀y (progenitor(x,y) ⇒ ancestro(x,y) )
11. ∀x∀y∀z (progenitor(x,y) ∧ ancestro(y,z) ⇒ ancestro(x,z))
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Cap´ıtulo 3
Razonamiento no mono´tono
En el presente cap´ıtulo introducimos los primeros formalismos de razona-
miento no mono´tono, que estara´n basados en la extensio´n de un conjunto de
creencias a partir de un cierto supuesto que pretende describir un esquema
de razonamiento basado en el sentido comu´n.
3.1. Hipo´tesis de Mundo Cerrado
Dado un lenguaje de primer orden L, un conjunto de creencias ∆ es
simplemente un conjunto de fo´rmulas cerradas de L; mientras que una L-
teor´ıa τ es un conjunto de fo´rmulas cerradas de L cerrado bajo consecuencia
lo´gica. Todo conjunto de creencias da lugar de manera natural a una teor´ıa
asociada.
Definicio´n 3.1.1. Dado un conjunto de L-fo´rmulas cerradas ∆, se define la
teor´ıa τ(∆) como el conjunto de las fo´rmulas cerradas de L que se pueden
deducir lo´gicamente de ∆. Esto es:
τ(∆) = {A : A fo´rmula cerrada de L, ∆ |= A}.
Obse´rvese que ∆ desempen˜a el papel de los axiomas propios de un conjunto
de creencias y la teor´ıa τ(∆) no es ma´s que el conjunto de las propiedades
de primer orden que se pueden deducir (desde el punto de vista cla´sico) a
partir de ∆. Si no se menciona expl´ıcitamente el lenguaje de primer orden en
el que se escriben las fo´rmulas de ∆, entenderemos que el lenguaje asociado
sera´ el menor lenguaje que permita escribir las fo´rmulas de ∆.
Una teor´ıa τ se dice consistente si tiene algu´n modelo e inconsistente en
caso contrario1. Un conjunto de creencias ∆ se dice consistente o inconsistente
segu´n lo sea su teor´ıa asociada τ(∆).
1La nocio´n de consistencia de una teor´ıa suele corresponder con un enfoque sinta´ctico:
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Definicio´n 3.1.2 (A´tomos y Literales). Dado un lenguaje de primer orden
L, llamamos a´tomos a las fo´rmulas ato´micas de L, y llamamos literales a un
a´tomo de L o a su negacio´n. Recordemos que un a´tomo (resp. un literal) se
dira´ ba´sico si no contiene variables. Por otra parte, un a´tomo se dira´ tambie´n
un literal positivo mientras que la negacio´n de un a´tomo se dira´ un literal
negativo.
Definicio´n 3.1.3 (A´tomo-completitud). Sea L un lenguaje de primer orden.
Una L-teor´ıa τ se dice a´tomo-completa si para toda A fo´rmula ato´mica ba´sica
de L, o bien A ∈ τ o bien ¬A ∈ τ .
Por ejemplo, si consideramos el conjunto de creencias
∆ = {p(a), p(a)⇒ q(a) ∧ p(b)}
entonces la teor´ıa τ(∆) no es a´tomo-completa; pues, aunque se pueden de-
ducir p(a), q(a) y p(b) a partir de τ(∆), no se deduce ni q(b) ni su negacio´n.
La Hipo´tesis de Mundo cerrado o CWA (por sus siglas en ingle´s) consiste
en completar una teor´ıa definida por un conjunto de creencias ∆, incluyendo
en dicha teor´ıa la negacio´n de todos los a´tomos ba´sicos que no se puedan
deducir lo´gicamente de ∆. Dicho de otro modo, si no podemos demostrar
que un cierto hecho ba´sico es el caso, entonces an˜adiremos a nuestro sistema
de creencias su negacio´n. En el ejemplo mencionado ma´s arriba, puesto que
del conjunto ∆ no se deduce el a´tomo q(b), la aplicacio´n de la hipo´tesis de
mundo cerrado consiste en expandir el conjunto de creencias con el literal
¬q(b) (que convierte dicha expansio´n en a´tomo-completa).
Es claro que este me´todo de expansio´n es no mono´tono ya que, al an˜adir
nuevas fo´rmulas a ∆, se podr´ıa reducir dicha expansio´n (siempre que las
nuevas fo´rmulas aporten nuevos literales positivos a nuestra teor´ıa). Veremos
ejemplos concretos ma´s adelante. Veamos ahora le definicio´n formal de este
mecanismo de expansio´n.
Definicio´n 3.1.4 (Cierre bajo CWA). Sea ∆ un conjunto de creencias en
un lenguaje L.
Definimos su extensio´n de mundo cerrado, ∆emc, como el conjunto de
los literales ¬A tal que A es un a´tomo ba´sico de L y A 6∈ τ(∆).
no existe una prueba en un cierto ca´lculo deductivo para la lo´gica de primer orden de
una contradiccio´n a partir de los axiomas de la teor´ıa. Sin embargo, por el Teorema de
Completitud de la lo´gica de primer orden, sabemos que dicho enfoque es equivalente a la
definicio´n sema´ntica por la que hemos optado en el presente trabajo.
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La teor´ıa aumentada CWA[∆], el cierre de ∆ bajo la hipo´tesis de mun-
do cerrado, se define como τ(∆ ∪∆emc). Esto es, como el conjunto de
todas las L-fo´rmulas cerradas φ tales que ∆ ∪∆emc |= φ.
Sea φ un fo´rmula cerrada de L. Escribiremos ∆ |=CWA φ para denotar
que φ ∈ τ(∆ ∪∆emc).
La relacio´n de consecuencia |=CWA que acabamos de introducir es nuestro
primer ejemplo de relacio´n de consecuencia lo´gica no mono´tona.
Proposicio´n 3.1.1. La relacio´n de consecuencia |=CWA no es mono´tona.
Demostracio´n: Consideramos el ejemplo anterior dado por
∆ = {p(a), p(a)⇒ q(a) ∧ p(b)}.
Entonces, ∆emc = {¬q(b)} y, por tanto, ∆ |=CWA ¬q(b).
Ahora bien, (∆ + q(b))emc = ∅ y, por tanto, ∆ + q(b) 6|=CWA ¬q(b). 
Ejemplo 3.1.1. Si en una base de datos queremos introducir todas las pro-
vincias espan˜olas y establecer una relacio´n de vecindad escribir´ıamos:
vecino(sevilla, huelva)
vecino(huelva, cadiz)
vecino(granada, sevilla)
...
∀x∀y (vecino(x, y)⇒ vecino(y, x))
En un tal conjunto de creencias ∆ convendr´ıa asumir que si dos provincias
no aparecen en la lista como vecinos, o no es posible deducir su vecindad
aplicando la regla, entonces no lo son. Esta suposicio´n es un ejemplo de
Hipo´tesis de Mundo Cerrado. Si no recurrimos a esto, entonces deber´ıamos
enunciar todas las parejas de provincias no vecinas y el taman˜o de la base
de datos aumentar´ıa considerablemente. Obse´rvese, por ejemplo, que ∆ 6|=
¬vecino(sevilla, teruel); mientras que ∆ |=CWA ¬vecino(sevilla, teruel).
Es importante notar que, en general, el cierre bajo CWA no tiene por
que´ conservar la consistencia de un conjunto de creencias. Consideremos el
siguiente ejemplo simple:
∆ = {p(a) ∨ q(a)}.
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Puesto que ni p(a) ni q(a) esta´n en τ(∆), ¬p(a) y ¬q(a) estara´n en ∆emc.
Ahora bien, esto entra en contradiccio´n con la fo´rmula de ∆ y, por tanto,
CWA[∆] es inconsistente.
En el ejemplo anterior, el problema viene de tener una disyuncio´n con dos
literales positivos y no poder deducir lo´gicamente ninguno de ellos. Veremos
que este hecho no es casual. El siguiente teorema establece los requisitos para
que una ampliacio´n por mundo cerrado sea consistente.
Nota 3.1.1. Recordemos que una cla´usula es una disyuncio´n de literales (que
se interpreta sema´nticamente como el cierre universal de dicha disyuncio´n de
literales si contiene alguna variable) y que una cla´usula es positiva si solo
contiene literales positivos.
Teorema 3.1.1. Sea ∆ un conjunto de creencias consistente en un lenguaje
L. Son equivalentes:
1. Su ampliacio´n CWA[∆] es consistente.
2. Para cada cla´usula positiva sin variables L1 ∨ ...∨Ln que se deduce de
∆, hay al menos un a´tomo Li que se deduce de ∆.
Demostracio´n: Equivalentemente, basta demostrar que la teor´ıa CWA[∆]
es inconsistente si y solo si existen literales positivos ba´sicos L1, ..., Ln tales
que ∆ |= L1 ∨ ... ∨ Ln pero ∆ 6|= Li ∀i = 1...n.
La teor´ıa CWA[∆] es inconsistente si y solo si ∆∪∆emc lo es. Supongamos
que lo es. Entonces, puesto que ∆ es consistente, por el teorema de compa-
cidad de la lo´gica de primer orden, existe un subconjunto finito no vac´ıo de
∆emc que contradice a ∆. Sea {¬L1, ...,¬Ln}, con Li a´tomos ba´sicos y n ≥ 1,
dicho conjunto finito. Puesto que ∆ ∪ {¬L1, ...,¬Ln} es inconsistente, tene-
mos que ∆ |= ¬(¬L1 ∧ ...∧Ln). Esto implica que ∆ |= L1 ∨ ...∨Ln. Por otra
parte, como tenemos que ¬Li esta´ en ∆emc para cada i ≤ n, ninguno de los
Li es consecuencia lo´gica de ∆. La otra implicacio´n es inmediata. 
Nota 3.1.2. No´tese que en el teorema anterior es importante fijar que´ len-
guaje de primer orden se esta´ considerando. Veamos el siguiente ejemplo. Sea
∆ el conjunto de creencias dado por las siguientes fo´rmulas:
∀x (p(x) ∨ q(x))
p(a)
q(b)
Si consideramos el lenguaje L = {a, b, p/1, q/1}, entonces se cumplen las
condiciones del teorema y la ampliacio´n CWA[∆] es consistente. De hecho,
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∆emc = {¬q(a), ¬p(b)} y ∆ ∪ ∆emc es claramente consistente (y a´tomo-
completa). Sin embargo, si consideramos el mismo conjunto de fo´rmulas pero
ahora en el lenguaje L′ = {a, b, c, p/1, q/1}, donde c es un nuevo s´ımbolo de
constante, la ampliacio´n CWA[∆] resulta ahora inconsistente, pues ∆ |=
p(c) ∨ q(c) y, sin embargo, ∆ 6|= p(c) y ∆ 6|= q(c). La hipo´tesis de mundo
cerrado nos obligar´ıa a extender ∆ con los literales ¬p(c) y ¬q(c), lo cual
entrar´ıa en contradiccio´n con la primera fo´rmula de ∆.
Nota 3.1.3. En relacio´n con este u´ltimo ejemplo, el supuesto de dominio
cerrado es un me´todo de ampliacio´n de un conjunto de creencias ∆ en la
que asumimos que los u´nicos objetos en el universo de trabajo son aquellos
que se pueden nombrar mediante los te´rminos sin variables del lenguaje.
Formalmente se puede representar con la fo´rmula:
∀x (x = t1 ∨ x = t2 ∨ . . . )
donde los ti son las te´rminos sin variables del lenguaje. En caso de tener infi-
nitos te´rminos ba´sicos (ya sea por contar con un nu´mero infinito de s´ımbolos
de constante o por contar con s´ımbolos de funcio´n en el lenguaje), no se
podr´ıa representar con una fo´rmula de primer orden.
Otra suposicio´n relacionada que aparece a menudo en la lo´gica no mono´to-
na es el Supuesto de Nombre U´nico (SNU), que asume que dos te´rminos
ba´sicos no son iguales entre s´ı a menos que se pueda deducir lo´gicamente del
conjunto de creencias. Obse´rvese que esto no es ma´s que aplicar la Hipo´tesis
de Mundo Cerrado al predicado de igualdad.
Puesto que las condiciones del teorema 3.1.1 anterior pueden ser dif´ıciles
de probar, enunciamos un corolario que nos proporciona una condicio´n su-
ficiente para aplicar el teorema que es ma´s fa´cil de comprobar. Recordemos
que una cla´usula de Horn es una cla´usula con, a lo ma´s, un literal positivo.
Proposicio´n 3.1.2. Sea ∆ un conjunto de creencias formado por cla´usulas
de Horn. Supongamos que ∆∪{¬L1, ...,¬Ln} es inconsistente, con Li a´tomos
ba´sicos. Entonces, existe i ∈ {1, ..., n} tal que ∆ ∪ {¬Li} es inconsistente.
Demostracio´n: La proposicio´n se deduce de los siguientes hechos: 1) un
conjunto de cla´usulas es consistente si y solo si tiene un modelo de Herbrand
(ve´ase el cap´ıtulo 4 para definiciones); y 2) la interseccio´n de un nu´mero
finito de modelos de Herbrand de un conjunto de cla´usulas de Horn ∆ es un
nuevo modelo de Herbrand de ∆. 
Corolario 3.1.1. Sea ∆ un conjunto de creencias consistente que puede
expresarse como un conjunto de cla´usulas de Horn. Entonces, la ampliacio´n
CWA[∆] es una teor´ıa consistente y a´tomo-completa.
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Demostracio´n: Lo vemos por reduccio´n al absurdo. Supongamos que nues-
tro conjunto de creencias ∆ es consistente y de Horn y que, sin embargo, su
ampliacio´n CWA[∆] inconsistente. Entonces, usando el teorema 3.1.1, pode-
mos deducir de ∆ una disyuncio´n L1 ∨ · · · ∨ Ln de a´tomos ba´sicos tal que
ninguno de ellos se deduce de ∆. Entonces, ∆∪{¬L1, ...,¬Ln} es inconsisten-
te. Sin embargo, como ∆ solamente contiene cla´usulas de Horn, debe existir
un i tal que ∆ ∪ {¬Li} es inconsistente (aplicando la proposicio´n anterior).
Luego, para algu´n i, ∆ |= Li; esto entra en contradiccio´n con la eleccio´n de
los Li. 
No´tese que el corolario anterior nos proporciona una condicio´n suficiente
para la consistencia de CWA[∆] pero que dicha condicio´n no es necesaria.
Basta considerar de nuevo el primer ejemplo de la nota 3.2.2. anterior para
mostrar un ejemplo de un conjunto de creencias ∆ que no es de Horn y, sin
embargo, su extensio´n CWA[∆] s´ı es consistente.
Nota 3.1.4. La Hipo´tesis de Mundo Cerrado en toda su generalidad es
demasiado fuerte en muchas aplicaciones. No siempre sera´ natural considerar
que cualquier a´tomo ba´sico que no podamos probar sea automa´ticamente
falso. En algunos casos, conviene considerar la Hipo´tesis de Mundo Cerrado
respecto de un conjunto de predicados Π. Esto es, supondremos falsos todos
los literales positivos ba´sicos que no se deduzcan del conjunto de creencias
pero solo para los literales que incluyan algu´n predicado en el conjunto fijado
Π. Consideremos el siguiente ejemplo. Sea ∆ el conjunto de creencias
∀x (p(x) ∨ q(x))
en el lenguaje L = {a, b}. Entonces, CWA[∆] es inconsistente (no´tese que
la cla´usula no es de Horn). Sin embargo, si consideramos CWA respecto de
Π = {p}, la ampliacio´n de mundo cerrado correspondiente s´ı es consistente
y nos permite inferir ∀x q(x) si an˜adimos el supuesto de dominio cerrado.
Nota 3.1.5. En general, que un conjunto de creencias ∆ sea Horn respecto
de un conjunto de predicados Π (esto es, cada cla´usula de ∆ so´lo contiene, a
lo ma´s, un literal positivo con predicado en Π) no implica que la ampliacio´n
de mundo cerrado respecto de Π sea consistente. Esto es, en este contexto no
se verifica el Corolario 3.1.1 anterior. Por ejemplo, tomemos ∆ dado por
p(a) ∨ q(c)
p(b) ∨ ¬q(c)
Es claro que ∆ es de Horn con respecto de Π = {p}, pero la correspondiente
ampliacio´n de mundo cerrado respecto de Π es inconsistente (puesto que
tanto ¬p(a) como ¬p(b) estar´ıan en ella).
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3.2. Completacio´n de Predicados
El objetivo de la completacio´n de un predicado p en un conjunto de
creencias ∆ es expandir el conjunto de creencias de manera que los u´nicos
elementos que cumplan p son aquellos que sabemos que necesariamente lo
cumplen a partir de las fo´rmulas de ∆. Por ejemplo, en un caso ba´sico en el
que tenemos ∆ dado por
∀x (x = a⇒ p(x))
la completacio´n del predicado p ser´ıa an˜adir a ∆ la fo´rmula
∀x (p(x)⇒ x = a)
En este caso, la ampliacio´n del predicado tiene el mismo efecto que la hipo´te-
sis de mundo cerrado respecto de p.
La completacio´n de un predicado en un conjunto de creencias general
∆ puede ser muy complicada y dar lugar a inconsistencias o argumentos
circulares. Para evitarlo, nos restringiremos a ciertos casos de buen compor-
tamiento.
Definicio´n 3.2.1 (Conjunto de creencias solitario en un predicado). Dado
un conjunto de creencias ∆ expresado en forma clausal y un predicado p de
su lenguaje, se dice que ∆ es solitario en el predicado p si cada cla´usula en
∆ con una ocurrencia positiva de p tiene, como mucho, una ocurrencia de p.
En otras palabras, si una cla´usula de ∆ contiene una ocurrencia positiva de
p, e´sa es la u´nica ocurrencia de p (positiva o negativa) que puede aparecer
en ella.
Nota 3.2.1. Si un conjunto de cla´usulas es solitario en p, entonces tambie´n
es de Horn en p. La implicacio´n en el otro sentido no es cierta en general:
p(a) ∨ ¬p(b) es de Horn en p, pero no es solitaria en p.
Dado un conjunto de creencias ∆ finito expresado en forma clausal y
solitario en el predicado p, podemos escribir cada cla´usula de ∆ en la que
ocurra p de forma positiva como sigue:
∀y (q1 ∧ · · · ∧ qm ⇒ p(t))
con t una tupla de te´rminos t1, ..., tn (siendo n la aridad de p) y qi literales
que no contienen a p. Si no hubiera ningu´n qi, la cla´usula ser´ıa simplemente
p(t). Los qi y t pueden contener variables, las notamos por y. La expresio´n
es entonces equivalente a
∀x∀y (x = t ∧ q1 ∧ ... ∧ qm ⇒ p(x))
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Donde x es una tupla de variables nuevas que no esta´n en t, y donde x=t es
una abreviacio´n para x1 = t1 ∧ ... ∧ xn = tn. Finalmente, como las variables
y so´lo esta´n presentes en la parte izquierda de la implicacio´n, la fo´rmula es
equivalente a:
∀x (∃y (x = t ∧ q1 ∧ ... ∧ qm)⇒ p(x))
Esta forma de reescribir la cla´usula se llama la forma normal de la cla´usula.
Supongamos que tenemos k cla´usulas con una ocurrencia positiva de p, y sus
formas normales:
∀x (E1 ⇒ p(x))
∀x (E2 ⇒ p(x))
...
∀x (Ek ⇒ p(x))
Cada Ei es una conjuncio´n de literales afectada por un cuantificador existen-
cial ∃y, como en el caso anterior. Podemos juntar todas estas cla´usulas como
una sola implicacio´n de la siguiente forma:
∀x (E1 ∨ ... ∨ Ek ⇒ p(x)) (3.1)
Hemos juntado en una implicacio´n todos los elementos que satisfacen a p de
los que tenemos informacio´n. La completacio´n del predicado p se puede hacer
ahora an˜adiendo la fo´rmula siguiente, que implica que estos son los u´nicos
elementos que satisfacen a p:
∀x (p(x)⇒ E1 ∨ ... ∨ Ek)
Tenemos entonces una doble implicacio´n y podemos escribirla como sigue:
∀x (E1 ∨ ... ∨ Ek ⇔ p(x))
Esto nos permite dar la siguiente definicio´n:
Definicio´n 3.2.2 (Completacio´n de un predicado). Dado un conjunto de
creencias ∆ finito expresado en forma clausal y solitario en el predicado p,
definimos la completacio´n del predicado p en ∆ como
COMP [∆, p] := ∆ + ∀x (E1 ∨ ... ∨ Ek ⇔ p(x))
Nota 3.2.2.
1. Si en el conjunto ∆ aparece la cla´usula ∀x p(x), podemos reescribirla
como ∀x (True ⇒ p(x)). En consecuencia, la completacio´n de p en ∆
an˜adir´ıa una fo´rmula del tipo ∀x (p(x) ⇒ True ∨ . . . ) que no aporta
ninguna informacio´n nueva. Por tanto, COMP [∆, p] = ∆.
36
2. Si en el conjunto ∆ no aparece ninguna cla´usula en la que el predica-
do p ocurra de forma positiva, podemos suponer que en ∆ ocurre la
cla´usula ∀x (False ⇒ p(x)). En consecuencia, la completacio´n de p en
∆ an˜adir´ıa la fo´rmula ∀x (p(x) ⇒ False). Por tanto, COMP [∆, p] =
∆ + ∀x¬p(x).
Enunciamos, sin demostracio´n, el principal resultado sobre la consistencia
de la completacio´n respecto a un predicado.
Teorema 3.2.1. Sea ∆ un conjunto de creencias finito y consistente expre-
sado en forma clausal y solitario en un predicado p. Entonces, COMP [∆, p]
es tambie´n consistente.
Ejemplo 3.2.1. Consideremos un ejemplo simple. El conjunto ∆ esta´ for-
mado por las siguientes fo´rmulas:
∀x (pinguino(x)⇒ pajaro(x))
pajaro(juan)
¬pinguino(maria)
Tenemos que ∆ es solitario en el predicado pajaro. Vamos a proceder entonces
a completarlo. Escribimos la forma normal de las cla´usulas para pajaro y
obtenemos:
∀x (pinguino(x) ∨ x = juan⇒ pajaro(x)).
Entonces:
COMP [∆, pajaro] = ∆ + ∀x (pinguino(x) ∨ x = juan⇔ pajaro(x)).
Usando la completacio´n del predicado pajaro y el supuesto de nombre u´nico
(que nos permite suponer que Mar´ıa no es Juan) podemos deducir que Mar´ıa
no es un pa´jaro. La completacio´n del predicado pajaro nos dice en este caso
que los u´nicos pa´jaros que existen son los pingu¨inos y Juan.
Veamos a continuacio´n que la completacio´n de un predicado nos propor-
ciona un nuevo mecanismo de razonamiento no mono´tono.
Definicio´n 3.2.3 (Relacio´n de consecuencia asociada a COMP). Dados un
conjunto de creencias ∆ finito expresado en forma clausal y solitario en el
predicado p y una fo´rmula cerrada φ, escribiremos ∆ |=COMP,p φ para denotar
COMP [∆, p] |= φ.
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Proposicio´n 3.2.1. La relacio´n de consecuencia lo´gica |=COMP,p anterior no
satisface la propiedad de monoton´ıa.
Demostracio´n: Basta considerar de nuevo el ejemplo 3.2.1 anterior. Enton-
ces, ∆ + (juan 6= maria) |=COMP,pajaro ¬pajaro(maria) mientras que, por
otra parte, se tiene que ∆ + (juan 6= maria) + pajaro(maria) 6|=COMP,pajaro
¬pajaro(maria). 
Ejemplo 3.2.2. La condicio´n del teorema 3.2.1 anterior es suficiente pero
no necesaria. De hecho, aplicando la definicio´n de completacio´n a conjuntos
de cla´usulas que son de Horn en un predicado p aunque no necesariamente
solitarias en p, podemos a veces obtener resultados coherentes y con sentido.
Un ejemplo t´ıpico es la definicio´n del factorial. La relacio´n factorial(x,y)
indica que el factorial de x es y. Sea ∆ el conjunto de las siguientes fo´rmulas:
∀x (x=0⇒ factorial(x,1))
∀x∀y ( x 6=0 ∧ factorial(menos(x,1),y) ⇒ factorial(x,producto(x,y)))
La primera fo´rmula nos dice que el factorial de 0 es 1, la segunda nos dice que
si el factorial de x− 1 es y, entonces el factorial de x es x · y. Escribie´ndolo
en forma normal nos queda:
∀x∀z(x=0 ∧ z=1⇒ factorial(x,z))
∀x∀z(∃y (x 6= 0 ∧ z=producto(x,y) ∧ factorial(menos(x,1),y)⇒ factorial(x,z)))
Ahora podemos completar el predicado factorial :
∀x∀z (factorial(x,z) ⇒ (x=0 ∧ z=1) ∨
(∃y (x 6=0 ∧ z=producto(x,y) ∧ factorial(menos(x,1),y)))
Esto se interpreta como una definicio´n recursiva del factorial que dice que si
x es 0, entonces su factorial es 1; y si x no es cero entonces su factorial es x
por el factorial de x− 1.
3.2.1. Completacio´n Paralela
Es posible tambie´n realizar la completacio´n de un conjunto de creencias
∆ con respecto a varios predicados en paralelo. En el proceso de comple-
tacio´n paralela de un conjunto de predicados, cada predicado se trata de
manera separada y las fo´rmulas nuevas que an˜adimos al completar respecto
a uno de los predicados del conjunto no han de considerarse para efectuar la
completacio´n del siguiente predicado del conjunto.
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Para evitar problemas de referencias circulares en la completacio´n para-
lela, sera´ necesario imponer ciertas restricciones en cuanto a co´mo pueden
ocurrir los predicados respectos a los cuales queremos efectuar la completa-
cio´n en el conjunto original de creencias ∆. No bastara´ con que el conjunto
∆ sea solitario en cada uno de los predicados del conjunto. Veamos a conti-
nuacio´n cua´les son estas restricciones adicionales.
Recordemos que una cla´usula solitaria en un predicado p se puede escribir
en su forma normal como sigue:
∀x (E1 ∨ ... ∨ Ek ⇒ p(x))
que se puede reescribir compactando la conjuncio´n de los Ei en un solo pre-
dicado E:
∀x (E ⇒ p(x)).
A continuacio´n, debemos considerar un orden en el conjunto de los pre-
dicados respecto a los cuales queremos efectuar la completacio´n paralela:
Π = {p1 < ... < pn}, con pi predicados en ∆. Debemos escribir las cla´usulas
que contengan literales positivos de Π en su forma normal, y combinar las
que tengan los mismos pi en fo´rmulas u´nicas:
∀x (E1 ⇒ p1(x))
∀x (E2 ⇒ p2(x))
...
∀x (En ⇒ pn(x))
La completacio´n paralela se ejecuta entonces an˜adiendo las fo´rmulas
∀x (pi(x)⇒ Ei)
i = 1, ..., n. Ahora bien, para evitar definiciones circulares de los predica-
dos pi, debe verificarse que la ordenacio´n de los pi considerada haga que
ningu´n Ei contenga ocurrencias de {pi, pi+1, ..., pn}, ni ocurrencias negativas
de {p1, ..., pi−1}. Cuando se cumple esto, diremos que las cla´usulas de ∆ esta´n
ordenadas en Π.
Esta definicio´n nos permite enunciar el siguiente resultado.
Teorema 3.2.2. Sea ∆ un conjunto de creencias finito y consistente expre-
sado en forma clausal y sea Π un conjunto ordenado de predicados de ∆. Si
∆ es ordenado en Π, entonces la completacio´n paralela de Π en ∆ es tambie´n
consistente.
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Veamos un ejemplo muy sencillo de completacio´n paralela en el que es
posible aplicar el teorema anterior (en el siguiente para´grafo estudiaremos
ejemplos ma´s elaborados). Consideramos el conjunto de creencias ∆ com-
puesto por las siguientes fo´rmulas:
seta(oronja)
∀x (seta(x) ∧ ¬comestible(x)⇒ venenosa(x))
venenosa(pipasDeManzana)
Haremos la completacio´n con los predicados seta y venenosa. Debemos
aislar pues el predicado venenosa, obteniendo:
∀x ((seta(x) ∧ ¬comestible(x)) ∨ x = pipasDeManzana)⇒ venenosa(x))
Adema´s debemos reescribir la primera fo´rmula en su forma normal, es decir:
∀x (x = oronja⇒ seta(x))
Elegimos el orden Π = {p1 = seta, p2 = venenosa}. Entonces, tenemos
E1 ≡ (x = oronja)
E2 ≡ (seta(x) ∧ ¬comestible(x)) ∨ (x = pipasDeManzana)
Se tiene que ∆ es ordenado en Π, pues E1 no contiene ocurrencias ni de seta
ni de venenosa; y E2 no contiene ocurrencias de venenosa ni ocurrencias
negativas de seta.
La completacio´n paralela consiste entonces en an˜adir las fo´rmulas:
∀x (seta(x)⇒ x = oronja)
∀x (venenosa(x)⇒ (x = pipasDeManzana ∨ (seta(x) ∧ ¬comestible(x))
Al realizar la completacio´n paralela por predicados hemos asumido que la
u´nica seta que consideramos es la seta oronja y la u´nica comida venenosa
que consideramos son las pipas de manzana y aquellas setas que no son
comestibles.
Nota 3.2.3. La completacio´n en paralelo no coincide, en general, con la com-
posicio´n secuencial de completaciones. Es fa´cil comprobar que en el ejemplo
anterior el resultado obtenido es distinto si primero completamos respecto al
predicado venenosa y, a continuacio´n, completamos el conjunto de creencias
extendido respecto del predicado seta.
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3.3. Taxonomı´a Jera´rquica y Razonamiento
por Defecto
El objetivo de esta seccio´n es ilustrar el uso de la completacio´n de predi-
cados para formalizar el razonamiento por defecto. El ejemplo que usaremos
es el dado por los pa´jaros normalmente vuelan. Queremos expresar que, en
general, los pa´jaros vuelan, pero que se dan ciertas excepciones. Vamos a
empezar definiendo los conceptos con una taxonomı´a jera´rquica. Para sim-
plificar la notacio´n, en lo que sigue omitiremos los cuantificadores universales
ma´s externos.
1. cosa(piolin)
2. pajaro(x)⇒ cosa(x)
3. avestruz(x)⇒ pajaro(x)
4. avestruzV (x)⇒ avestruz(x)
Donde avestruzV hace referencia a las avestruces que pueden volar (si las
hubiera). Este conjunto de fo´rmulas expresa que Piol´ın es una cosa, todas
las cosas son pa´jaros, todas las avestruces son pa´jaros y todas las avestruces
voladoras son avestruces. Denotaremos (el cierre universal de) estas fo´rmulas
como ∆H .
Supongamos ahora que queremos expresar que, en general, las cosas no
vuelan, que los pa´jaros en general s´ı vuelan, y que las avestruces no suelen
volar. Escribir´ıamos:
5. cosa(x) ∧¬pajaro(x) ⇒ ¬vuela(x)
6. pajaro(x) ∧¬avestruz(x) ⇒ vuela(x)
7. avestruz(x) ∧¬avestruzV(x) ⇒ ¬vuela(x)
8. avestruzV(x) ⇒ vuela(x)
Definiremos este subconjunto de fo´rmulas como ∆P , el conjunto de propieda-
des de cada categor´ıa. Estas fo´rmulas nos dan unas propiedades taxo´nomicas
de los objetos, es decir, segu´n la clase que le hemos otorgado al objeto pode-
mos saber si vuela o no vuela. Sin embargo sabemos que pueden existir ma´s
excepciones a la hora de detectar pa´jaros que no vuelen (por ejemplo, los
pingu¨inos o un pa´jaro muerto). Si conocie´semos todas las excepciones de an-
temano, bastar´ıa con rehacer la regla 7 con todas las excepciones juntas. Sin
embargo, la idea del razonamiento no mono´tona es ir descubriendo nuevas
excepciones sobre la marcha. Ello nos obligar´ıa a ir modificando las reglas de
∆P continuamente. As´ı que desechamos la idea de listar todas las excepciones
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al estilo de la regla 7. En su lugar, vamos a utilizar una te´cnica que nos diga
que los pa´jaros, en general, pueden volar, a no ser que sean una excepcio´n.
De la misma manera queremos expresar que las cosas en general no pueden
volar, pero los pa´jaros no son la u´nica excepcio´n (mosquitos,aviones...).
Vamos a crear una jerarqu´ıa de excepciones:
9. cosa(x) ∧¬raro1(x) ⇒ ¬vuela(x)
Donde raro1 es un predicado que indica una anormalidad en un objeto para
la propiedad volar. Este enunciado nos dice que un objeto que no tenga una
anormalidad puede volar; sin embargo, que el objeto sea anormal no implica
que pueda volar. Los pa´jaros forman parte de esa anormalidad:
10. pajaro(x) ⇒ raro1(x)
Llamamos a esta regla una Regla de cancelacio´n de herencia. En te´rminos
generales, podr´ıamos pensar que el hecho de que los pa´jaros sean cosas implica
que heredan la incapacidad para volar de dichas cosas; sin embargo, con la
propiedad raro1 podemos cancelar esa herencia.
Al ampliar nuestro conocimiento sobre el mundo podr´ıamos an˜adir reglas
que supongan nuevas excepciones. Por ejemplo, una regla que diga que todo
avio´n cumple la propiedad raro1. De esta manera, el conjunto de creencias
se ampl´ıa an˜adiendo reglas en vez de modifica´ndolas.
Siguiendo con el ejemplo queremos expresar ahora que, en general, los
pa´jaros vuelan:
11. pajaro(x) ∧¬raro2(x) ⇒ vuela(x)
El predicado raro2 sirve para decir que aunque x sea un pa´jaro, no sabe-
mos con certeza que pueda volar (por ejemplo, las avestruces cumplen este
predicado).
12. avestruz(x) ⇒ raro2(x)
En principio las avestruces no vuelan:
13. avestruz(x) ∧¬raro3(x) ⇒ ¬vuela(x)
Donde raro3 nos indica una anormalidad que nos impide deducir que el aves-
truz en cuestio´n no vuele. Las avestruces voladoras cumplen esta propiedad:
14. avestruzV(x) ⇒ raro3(x)
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Las avestruces voladoras vuelan:
15. avestruzV(x) ⇒ vuela(x)
Incluimos estas fo´rmulas en ∆H y nos queda:
4. avestruzV(x) ⇒ avestruz(x)
3. avestruz(x) ⇒ pajaro(x)
2. pajaro(x) ⇒ cosa(x)
1. cosa(piolin)
10. pajaro(x) ⇒ raro1(x)
12. avestruz(x) ⇒ raro2(x)
14. avestruzV(x) ⇒ raro3(x)
Y reemplazamos ∆P por las nuevas propiedades que hemos enunciado:
9. cosa(x) ∧¬raro1(x) ⇒ ¬vuela(x)
11. pajaro(x) ∧¬raro2(x) ⇒ vuela(x)
13. avestruz(x) ∧¬raro3(x) ⇒ ¬vuela(x)
15. avestruzV(x) ⇒ vuela(x)
Podemos ahora realizar una completacio´n paralela de ∆H con respecto al
conjunto de predicados
Π = {avestruzV < avestruz < pajaro < cosa < raro3 < raro2 < raro1}
No´tese que ∆H es ordenado en dicho conjunto. Esto nos hara´ asumir que los
u´nicos objetos que son raros, pa´jaros, cosas, avestruces o avestruces voladores
son aquellos que ∆H nos dice que lo son. Al hacerlo nos queda:
16.cosa(x) ⇒ pajaro(x) ∨ x=piolin
17. pajaro(x) ⇒ avestruz(x)
18. avestruz(x) ⇒ avestruzV(x)
19. ¬AvestruzV(x)
20. raro1(x) ⇒ pajaro(x)
21. raro2(x) ⇒ avestruz(x)
22. raro3(x) ⇒ avestruzV(x)
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El u´nico objeto que se menciona es Piol´ın y estas cla´usulas nos dicen que
no hay otros objetos y, por lo tanto, no hay ni pa´jaros ni avestruces ni
avestruces voladoras, tampoco hay ningu´n objeto con anormalidad. Usando
la regla 19, podemos deducir ¬avestruzV(piolin). Luego, ¬avestruz(piolin),
¬pajaro(piolin), ¬raro1(piolin), y, finalmente, ¬vuela(piolin).
3.3.1. Completacio´n Entera
No´tese que para realizar la completacio´n de predicados hemos omitido por
completo el conjunto ∆P . Sin embargo, e´ste nos dice tres fo´rmulas sobre las
anormalidades raro1, raro2 y raro3 que podr´ıamos usar para completar el
predicado. Por esto se dice que hemos realizado una completacio´n delimitada.
El motivo por el que las hemos omitido es porque agregarlas nos da una
restriccio´n ma´s de´bil del universo. Vea´moslo: las propiedades 9,11 y 13 pueden
reescribirse como:
9′. cosa(x) ∧ vuela(x) ⇒ raro1(x)
11′. pajaro(x) ∧ ¬vuela(x) ⇒ raro2(x)
13′. avestruz(x) ∧ vuela(x) ⇒ raro3(x)
Uniendo estas nuevas reglas con las de ∆H el conjunto sigue siendo ordenado,
luego podemos hacer la completacio´n paralela de predicados. Al hacer la
completacio´n de predicados tendr´ıamos entonces que las reglas 20,21,22 se
reescribir´ıan como:
20′. raro1(x) ⇒ pajaro(x) ∨ (cosa(x) ∧ vuela(x))
21′. raro2(x) ⇒ avestruz(x) ∨ (pajaro(x) ∧ ¬vuela(x))
22′. raro3(x) ⇒ avestruzV(x) ∨ (avestruz(x) ∧ vuela(x))
Comparemos estas nuevas reglas con las que ten´ıamos antes. Por ejemplo, la
regla 20’ y la regla 20. Con la regla 20 pod´ıamos deducir que todo objeto
con la anormalidad 1 era un pa´jaro. Ahora, sin embargo, tambie´n estamos
abiertos a la posibilidad de que un objeto con la anormalidad 1 no sea un
pa´jaro, podr´ıa ser una cosa con la capacidad de volar.
3.3.2. Ampliando conocimientos
Si ampliamos los conocimientos que tenemos, estos conjuntos se modifi-
car´ıan y podr´ıamos llegar a nuevas conclusiones. Vamos a ver algu´n ejemplo.
Vamos a an˜adir nuevas categor´ıas:
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Los patos, son pa´jaros que, en general, no se ven afectados por la anor-
malidad 2, se dira´ pato(x);
avion(x): los aviones son objetos con la anormalidad 1, que en principio
vuelan;
roto(x): expresa que un x esta´ estropeado y, por lo tanto, no puede
volar, se aplica a aviones;
lucas,donald son dos patos con una anormalidad, de los cuales sabemos
que Donald no puede volar;
raro4(x) indica que un x tiene una anormalidad que no nos permite
afirmar que vuela.
Vamos entonces a incluir en ∆H las nuevas fo´rmulas que expresan esto,
adema´s, vamos a actualizar el conocimiento y expresar que Piol´ın es un pa´ja-
ro:
23. x=donald ∨ x=lucas ⇒ pato(x)
24. pajaro(piolin)
25. avion(x)⇒ cosa(x)
26. roto(x)⇒ avion(x)
27. pato(x) ⇒ pajaro(x)
28. avion(x)⇒ raro1(x)
29. x=donald ∨ x=lucas ⇒ raro2(x)
31. roto(x) ⇒ raro4(x)
Al conjunto ∆P de las propiedades le queremos an˜adir que los aviones en
general vuelan, que un avio´n roto no vuela, que Lucas y Donald no vuelan:
32. avion(x) ∧¬ raro4(x) ⇒ vuela(x)
33. roto(x) ⇒ ¬ vuela(x)
34. ¬vuela(donald)
Para realizar la completacio´n paralela en ∆H , necesitamos unir algunas fo´rmu-
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las entre ellas. Tenemos entonces que ∆H es:
1. x=piolin ∨ pajaro(x) ∨ avion(x) ⇒ cosa(x)
2. roto(x) ⇒ avion(x)
3. x=piolin ∨ pato(x) ∨ avestruz(x) ⇒ pajaro(x)
4. x=lucas ∨ x=donald ⇒ pato(x)
5. avestruzV(x) ⇒ avestruz(x)
6. pajaro(x) ∨ avion(x) ⇒ raro1(x)
7. x=lucas ∨ x=donald ∨ avestruz(x) ⇒ raro2(x)
8. avestruzV(x) ⇒ raro3(x)
9. roto(x) ⇒ raro4(x)
Mientras que ∆P es:
10. cosa(x) ∧¬raro1(x) ⇒ ¬vuela(x)
11. pajaro(x) ∧¬raro2(x) ⇒ vuela(x)
12. avestruz(x) ∧¬raro3(x) ⇒ ¬vuela(x)
13. avestruzV(x) ⇒ vuela(x)
14. avion(x) ∧¬raro4(x) ⇒ vuela(x)
15. roto(x) ⇒ ¬vuela(x)
16. ¬vuela(donald)
Vamos ahora a realizar la completacio´n paralela de los predicados
roto < raro4 < pato < avion < avestruzV < avestruz < pajaro
< cosa < raro3 < raro2 < raro1
en ∆H :
17. cosa(x) ⇒ x=piolin ∨ pajaro(x) ∨avion(x)
19. avion(x) ⇒ roto(x)
20. ¬roto(x)
21. pajaro(x) ⇒ pato(x) ∨ avestruz(x) ∨ x=piolin
22. pato(x) ⇒ x=donald ∨ x=lucas
23. avestruz(x) ⇒ avestruzV(x)
24. ¬avestruzV(x)
25. raro1(x) ⇒ pajaro(x) ∨ avion(x)
26. raro2(x) ⇒ avestruz(x) ∨ x=donald ∨ x=lucas
27. raro3(x) ⇒ avestruzV(x)
28. raro4(x) ⇒ roto(x)
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Hecho todo esto nos podemos preguntar si los objetos que tenemos vuelan o
no:
Sabemos que Donald no vuela por la regla 16.
Sabemos que Lucas es un pato y, por la regla 3, deducimos que es un
pa´jaro. Sin embargo, como tiene la anormalidad 2 (regla 7), no podemos
decir que vuele. Tampoco hay una fo´rmula que nos diga que no vuele,
as´ı que no sabemos si vuela.
Sabemos que Piol´ın es un pa´jaro por la regla 2, no es un avestruz
volador por la regla 24, y, por tanto, tampoco es un avestruz por la
regla 23. Con la suposicio´n de nombre u´nico sabemos que Piol´ın no
es Lucas ni Donald. Con esto podemos deducir que Piol´ın no tiene la
anormalidad 2 (usando la regla 26); luego, con la regla 11, podemos
deducir que Piol´ın vuela.
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Cap´ıtulo 4
Programas lo´gicos positivos
En este cap´ıtulo nos adentramos en la Programacio´n Lo´gica, uno de los
paradigmas de programacio´n ma´s importantes dentro de la programacio´n
declarativa y del estudio del razonamiento no mono´tono.
En este cap´ıtulo nos centraremos en el caso ma´s fundamental y mejor
comprendido: los programas lo´gicos positivos y la sema´ntica del menor punto
fijo asociada. Es importante sen˜alar que estos programas au´n gozan de la
propiedad de monoton´ıa, pero, ma´s adelante, introduciremos casos de lo´gica
no mono´tona mediante la inclusio´n de la negacio´n por defecto en este tipo
de programas lo´gicos.
4.1. Programas lo´gicos positivos. Definiciones
Definicio´n 4.1.1 (Programa lo´gico positivo). Se define un programa lo´gi-
co positivo P como un conjunto finito de cla´usulas de primer orden, que
llamaremos reglas, de la forma
A⇐ B1 ∧ ... ∧Bm
donde m ≥ 0, y A,B1, ..., Bm representan fo´rmulas ato´micas de un lenguaje
de primer orden L. Se llama cuerpo de la regla a la conjuncio´n B1 ∧ ... ∧Bm
(que podr´ıa ser vac´ıa si m = 0) y cabeza de la regla al a´tomo A. Si una regla
no tiene cuerpo, se dira´ que es un hecho y se denotara´ simplemente por A.
Nota 4.1.1. Obse´rvese que un programa lo´gico positivo esta´ formado por un
conjunto de cla´usulas de Horn con, exactamente, un literal positivo. Aunque
a primera vista pueda parecer una restriccio´n fuerte en la capacidad expresiva
del lenguaje, hemos vista ya en el cap´ıtulo anterior como muchos conjuntos
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de creencias que modelan parcelas de la realidad pueden reescribirse como
conjuntos de cla´usulas he Horn.
Notacio´n. En general, representaremos las reglas A⇐ B1 ∧ ... ∧Bm de la
siguiente forma: A ← B1, ..., Bn. Por otra parte, como es costumbre en la
programacio´n lo´gica, a partir de ahora escribiremos las variables que puedan
aparecer en las reglas de un programa lo´gico con la letra mayu´scula.
Una regla puede ser vista esencialmente como una instruccio´n de tipo if
..., then ..., comu´nmente usada en programacio´n. Por ejemplo, la regla
conectado(sevilla)← llegada(madrid), enlazados(madrid, sevilla)
se puede interpretar como ”Si un avio´n llega a Madrid y Madrid y Sevilla
esta´n enlazados, entonces el avio´n esta´ conectado con Sevilla”.
Definicio´n 4.1.2 (Reglas ba´sicas). Diremos que una regla de un programa
lo´gico P es ba´sica si solo contiene fo´rmulas ato´micas ba´sicas, (es decir, si no
contiene variables).
Ejemplo 4.1.1. Dado el lenguaje L = {a, b, c, d, p, f}, con p un predicado
1-ario y f una funcio´n 2-aria, se tiene que:
a es un te´rmino ba´sico.
f(c, a) es un te´rmino ba´sico.
f(X, a) no es un te´rmino ba´sico puesto que contiene una variable.
p(d) es una fo´rmula ato´mica ba´sica.
p(X) no es una fo´rmula ato´mica ba´sica puesto que contiene una varia-
ble.
p(f(a, b))← p(a), p(b) es una regla ba´sica.
p(f(X, Y )) ← p(X), p(Y ) no es una regla ba´sica puesto que contiene
variables
El ejemplo antes dado de conectividad es una regla ba´sica (sin variables),
pero un programa lo´gico puede perfectamente contener reglas con variables;
por ejemplo, reescribiendo la misma regla de forma ma´s general como sigue:
conectado(Y )← llegada(X), enlazados(X, Y )
49
Podemos pensar en un programa lo´gico como en una descripcio´n declara-
tiva de un determinado escenario en el cual ciertas reglas, de cara´cter general
(con variables) o espec´ıfico (reglas ba´sicas), han de cumplirse. Determinar con
precisio´n cua´l es dicho escenario asociado a un programa P es la tarea de aso-
ciar a cada programa su contenido sema´ntico. Para ello, sera´n fundamentales
las siguientes definiciones.
Definicio´n 4.1.3 (Universo de Herbrand). Dado un programa lo´gico positivo
P y su lenguaje L, se define el universo de Herbrand de P , denotado HU(P ),
como el conjunto de todos los te´rminos ba´sicos de L.
Definicio´n 4.1.4 (Base de Herbrand). Dado un programa lo´gico positivo P
y su lenguaje L, se define la Base de Herbrand de P, denotado HB(P ), como
el conjunto de todas las fo´rmulas ato´micas ba´sicas del lenguaje L.
Definicio´n 4.1.5 (Interpretacio´n de Herbrand). Por u´ltimo, una interpre-
tacio´n de Herbrand de P (o, simplemente, interpretacio´n) es cualquier sub-
conjunto I de HB(P ).
Ejemplo 4.1.2. Consideremos, de nuevo, el mundo de las cajas. Esta vez
formalizado con las siguientes reglas que constituyen un programa lo´gico
positivo P :
caja(a)
caja(b)
caja(c)
caja(d)
caja(e)
caja(f)
sobre(b,a)
sobre(c,b)
sobre(f,e)
encima(X,Y) ← sobre(X,Y)
encima(X,Z) ← sobre(X,Y),encima(Y,Z)
Las nueve primeras reglas son hechos que indican que los objetos son cajas
y que´ cajas esta´n sobre otras. Las dos u´ltimas reglas forman una definicio´n
recursiva de la propiedad encima.
Salvo que se especifique otra cosa, entenderemos que el lenguaje asociado
a un programa P es el menor lenguaje de primer orden que perite escribirlo.
En este caso, L = {a, b, c, d, e, f, sobre/2, encima/2}. Por tanto, HU(P ) =
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{a,b,c,d,e,f}, no hay ma´s te´rminos puesto que no hay ningu´n s´ımbolo de
funcio´n en el lenguaje. Por otra parte HB(P ) =
{caja(a), caja(b), ..., caja(f),
sobre(a, a), sobre(a, b), ..., sobre(f, f),
encima(a, a), encima(a, b), ..., encima(f, f)}
Ejemplos de interpretaciones son:
I1 ={caja(a),sobre(a,a)}
I2 =∅
I3 =HB(P )
Puesto que la base de Herbrand esta´ formado por 105=7+49+49 elementos,
existen un total de 2105 interpretaciones de Herbrand para P .
Definicio´n 4.1.6 (Instancia ba´sica). Sea un lenguaje L. Dada una cla´usula
C y el conjunto de las variables que aparecen en ella V ar(C), se dice que C ′ es
una instancia ba´sica de C si se puede obtener de C aplicando una asignacio´n
de variables y en C ′ no hay variables. Se denota grnd(C) al conjunto de todas
las instancias ba´sicas de C.
Definicio´n 4.1.7. Dado un programa P , se define grnd(P ) =
⋃
C∈P grnd(C).
Nota 4.1.2. Intuitivamente, grnd(C) permite materializar los te´rminos de
los que habla una cla´usula, de hecho, se puede pensar en C como un atajo
que denotamos para hablar de un conjunto de cla´usulas grnd(C).
Ejemplo 4.1.3. Volviendo al mundo de las cajas de antes, grnd(P ) estar´ıa
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formado por:
caja(a)
caja(b)
caja(c)
...
sobre(b,a)
sobre(c,b)
sobre(f,e)
encima(a,a) ← sobre(a,a)
encima(a,b) ← sobre(a,b)
...
encima(f,f) ← sobre(f,f)
encima(a,a) ← sobre(a,a),encima(a,a)
encima(a,b) ← sobre(a,a),encima(a,b)
...
encima(f,f) ← sobre(f,f),encima(f,f)
Para calcular el nu´mero de fo´rmulas que hemos generado, obse´rvese que los
hechos se quedan sin modificar y que las reglas con variables en cambio
aparecen ahora xn veces, siendo x el nu´mero de s´ımbolos de constantes que
tiene el lenguaje L y n el nu´mero de variables que tiene la regla. En este caso,
por ejemplo, tenemos 9 hechos (6 nos indican que son cajas y otros 3 son las
de la relacio´n sobre). La regla encima(X,Y) ← sobre(X,Y) nos da 62 = 36
fo´rmulas; y, por otra parte, la regla encima(X,Z)← sobre(X,Y),encima(Y,Z)
nos trae 63 = 216 nuevas reglas. Tenemos entonces 261 reglas en total, con
la ventaja de que ninguna contiene variables.
Intuitivamente, una interpretacio´n de Herbrand puede verse como un con-
junto que contiene aquellos a´tomos ba´sicos que son verdaderos en un escena-
rio dado. Ello justifica la siguiente definicio´n.
Definicio´n 4.1.8 (Modelo de Herbrand). Dada una interpretacio´n I se dice
que:
I es un modelo de Herbrand de una cla´usula ba´sica C = A← B1, ..., Bm
si A ∈ I, o si {B1, ..., Bm} 6⊆ I. Se denota I |=H C.
I es un modelo de Herbrand de una cla´usula C si I |=H C ′ para toda
instancia ba´sica C ′ de C. Se denota I |=H C.
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I es un modelo de Herbrand de un programa P si I |=H C para todas
las cla´usulas C ∈ P .
Nota 4.1.3. Una interpretacio´n de Herbrand para un programa P puede
verse de manera cano´nica como una L-estructura general en el sentido de
la lo´gica de primer orden tal y como se definio´ en el cap´ıtulo 2. Adema´s es
bien conocido que un conjunto de cla´usulas tiene un modelo (en el sentido
general) si y solo si tiene un modelo de Herbrand.
Volvamos al ejemplo del mundo de las cajas. I1 = HB(P ) claramente es
un modelo de Herbrand del programa puesto que la cabeza de cada regla
siempre en I.
Otro ejemplo de modelo de Herbrand es I2 = HB(P )\{sobre(X,X)|X ∈
{a, b, c, d}} puesto que ninguna caja esta´ sobre ella misma.
Finalmente, otro ejemplo de modelo de Herbrand es I3 =
{caja(a), caja(b), ..., caja(f),
sobre(b, a), sobre(c, b), sobre(f, e),
encima(c, a), encima(c, b), encima(b, a), encima(f, e)}
4.2. Modelos Mı´nimos
En general, existen varias interpretaciones que modelan un programa P .
Sin embargo, una interpretacio´n que modela un programa P puede contener
informacio´n de ma´s que no esta´ indicada por P . E´ste el caso en el ejemplo
de las cajas de I1 = HB(P ). I1 modela a P , pero contiene informacio´n que
no se deduce directamente de P (por ejemplo, encima(e,f)) y, por lo tanto,
no modela de manera satisfactoria el dominio de trabajo.
El objetivo de este apartado es encontrar una interpretacio´n I para cada
programa lo´gico positivo P , tal que I modele a P y no contenga informacio´n
que no se pueda deducir de P . Esto se consigue creando una interpretacio´n
que so´lo contenga la informacio´n que “necesariamente debe ser cierta” por
P . Esta nocio´n de “necesidad” se llama comu´nmente interpretaciones justi-
ficadas. En lugar de dar una definicio´n formal, veamos algunos ejemplos.
Ejemplo 4.2.1. Consideremos el programa P :
a← b. b← c. c.
En este ejemplo, la interpretacio´n I1 = {a, b, c} es justificada: c debe ser
cierto porque esta´ en un hecho, lo que implica b, y, por tanto, a. Por otra
parte, la interpretacio´n I2 = {c} es justificada pero no es un modelo de P .
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Consideremos ahora el programa P ′:
a← b. b← a. c.
En este ejemplo, la interpretacio´n I1 = {a, b, c} es un modelo de P ′ pero no
es justificado, ya que ninguna regla fuerza el hecho de que aparezcan a y b.
Sin embargo, el modelo I2 = {c} s´ı es justificado.
Esta intuicio´n puede trasladarse a una definicio´n formal mediante el con-
cepto de modelo mı´nimo (preferimos los modelos con el menor nu´mero posible
de a´tomos en ellos).
Definicio´n 4.2.1. Un modelo de Herbrand I de un programa P se dira´
mı´nimo si no existe un modelo de Herbrand J de P tal que J ⊂ I.
La existencia de modelos mı´nimos se sigue de manera directa de la si-
guiente observacio´n.
Proposicio´n 4.2.1. Si I y J son modelos de Herbrand de un programa
lo´gico positivo P , entonces I ∩ J es tambie´n modelo de P .
Demostracio´n: Sea C = A← B1, ..., Bm una instancia ba´sica de una regla
de P . Por hipo´tesis, tanto I |=H C como J |=H C.
Caso 1: A ∈ I ∩ J . Entonces, es claro que I ∩ J |=H C.
Caso 2: A 6∈ I∩J . Entonces, o bien {B1, ..., Bm} 6⊆ I o bien {B1, ..., Bm} 6⊆ J .
En cualquier caso se tiene que {B1, ..., Bm} 6⊆ I ∩J y, por tanto, I ∩J |=H C
por definicio´n. 
Teorema 4.2.1. Todo programa lo´gico positivo P tiene un u´nico modelo
mı´nimo (el cual se denotara´ por LM(P )).
Demostracio´n: Basta observar que
LM(P ) =
⋂
i
{Ii | Ii es un modelo de Herbrand de P}
en vista de la Proposicio´n anterior. 
El menor modelo de Herbrand de un programa lo´gica positivo P sera´ pues
su interpretacio´n cano´nica.
4.2.1. Operador de consecuencia inmediata
En esta seccio´n veremos co´mo obtener el menor modelo de Herbrand de
un programa lo´gico positivo de manera constructiva mediante un proceso
iterativo. Para ello, a cada programa P le asociaremos un operador TP que
actu´a sobre la base de Herbrand de P .
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Definicio´n 4.2.2. Dado un programa P se define el operador de consecuen-
cia inmediata TP : P(HB(P )) −→ P(HB(P )) como sigue:
TP (I) = {A | ∃(A← B1, ..., Bm) ∈ grnd(P ) con {B1, ..., Bm} ⊆ I}
Asimismo, se define T 0P = ∅ y T i+1P = TP (T iP ) ∀i ≥ 0.
El resultado fundamental es el siguiente teorema.
Teorema 4.2.2. Sea P un programa lo´gico positivo. El operador TP tiene un
mı´nimo punto fijo, que denotaremos mpf(P ), y la sucesio´n {T iP}i≥0 converge
a mpf(P ) (es decir, se cumple mpf(P ) =
⋃
i≥0 T
i
P ).
La demostracio´n de este Teorema se basa en el Teorema del Punto Fijo
de Kleene, que veremos ma´s adelante. Antes detallamos algunas propiedades
interesantes del operador TP .
Nota 4.2.1. Dado un programa lo´gico positivo P , se tiene que:
una interpretacio´n I es un modelo de P si y solo si TP (I) ⊆ I.
una interpretacio´n I esta´ justificada por P si y solo si I ⊆ TP (I).
combinando estos dos hechos, obtenemos que una interpretacio´n I es
un modelo justificado de P si y solo si I = TP (I).
Corolario 4.2.1. Sea P un programa lo´gico positivo. Entonces, se cumple
que mpf(P ) = LM(P ).
4.2.2. Mı´nimo punto fijo de TP
En esta seccio´n ofrecemos una prueba del Teorema 4.2.2 anterior y obten-
dremos, en particular, un me´todo iterativo para el ca´lculo del menor modelo
de Herbrand de un programa lo´gico positivo.
Como mencionamos previamente, el Teorema 4.2.2 es un caso particular
del Teorema del Punto Fijo de Kleene, que es va´lido en el marco general de
los ret´ıculos completos. Daremos pues la prueba del Teorema 4.2.2 en este
contexto ma´s general. Comenzamos con un pun˜ado de definiciones ba´sicas.
Definicio´n 4.2.3 (Orden parcial). Dado un conjunto no vac´ıo U y una
relacio´n binaria R sobre U , R se dice de orden parcial si cumple las siguientes
propiedades:
Propiedad Reflexiva: ∀x ∈ U, xRx.
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Propiedad Antisime´trica: ∀x, y ∈ U, xRy ∧ yRx⇒ x = y.
Propiedad Transitiva ∀x, y, z ∈ U, xRy ∧ yRz ⇒ xRz.
Se llama conjunto parcialmente ordenado a la dupla (U,R).
Nota 4.2.2. En lo que sigue, escribiremos x ≤ y en lugar de xRy.
Definicio´n 4.2.4 (Cota superior). Dados un conjunto parcialmente ordena-
do (U,≤) y un subconjunto W ⊆ U , se llama cota superior de W a todo
elemento v ∈ U tal que w ≤ v ∀w ∈ W .
Definicio´n 4.2.5 (Cota inferior). Dados un conjunto parcialmente ordenado
(U,≤) y un subconjunto W ⊆ U se llama cota inferior de W a todo elemento
v ∈ U tal que v ≤ w ∀w ∈ W .
Definicio´n 4.2.6 (´Infimo). Dados un conjunto parcialmente ordenado (U,≤
), un subconjunto W ⊆ U y una cota inferior de W , α, se dice que α es ı´nfimo
de W si cumple que v ≤ α para toda cota inferior v de W .
Definicio´n 4.2.7 (Supremo). Dados un conjunto parcialmente ordenado
(U,≤), un subconjunto W ⊆ U y una cota superior de W , β, se dice que
β es supremo de W si cumple que β ≤ v para toda cota superior v de W .
Definicio´n 4.2.8 (Ret´ıculo completo). Un conjunto parcialmente ordenado
(U,≤) se dice un ret´ıculo completo si todo W ⊆ U no vac´ıo tiene un supremo
y un ı´nfimo.
Nota 4.2.3. Sea P un programa lo´gico positivo. Si tomamos U = P(HB(P ))
y ≤=⊆, entonces (P(HB(P )),⊆) es un conjunto parcialmente ordenado.
Adema´s, si W ⊆ P(HB(P )) no vac´ıo, se tiene:
sup(W ) =
⋃
Ii∈W
Ii
inf(W ) =
⋂
Ii∈W
Ii
Corolario 4.2.2. Sea P un programa lo´gico positivo. Entonces, se tiene que
(P(HB(P )),⊆) es un ret´ıculo completo.
Definicio´n 4.2.9 (Funcio´n mono´tona). Una funcio´n T : (U,≤) −→ (U,≤)
se dice mono´tona si ∀x, y ∈ U, x ≤ y ⇒ T (x) ≤ T (y).
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Nota 4.2.4. Sea P un programa lo´gico positivo. Entonces, el operador de
consecuencia inmediata TP es un operador mono´tono.
En efecto, sean I ⊆ J dos interpretaciones de Herbrand para P . Sea
A ∈ TP (I). Por definicio´n de TP , existe A→ B1, ..., Bm ∈ ground(P ) tal que
{B1, ..., Bm} ⊆ I. Entonces, {B1, ..., Bm} ⊆ J y, por tanto, A ∈ TP (J).
El Teorema del Punto Fijo de Knaster-Tarski nos permite garantizar ya
la existencia del menor punto fijo del operador TP .
Teorema 4.2.3 (Knaster-Tarski). Todo operador mono´tono T en un ret´ıcu-
lo completo (V,≤) tiene un punto fijo mı´nimo mfp(T ), y
mpf(T ) = inf({x ∈ V |T (x) ≤ x}).
Demostracio´n: Sea un ret´ıculo completo (V,≤) y sea W = {x ∈ V |T (x) ≤
x}. Entonces W es no vac´ıo (el elemento ma´ximo de V esta´ en W ) y, por
definicio´n de ret´ıculo completo, existe I = inf(W ).
Supongamos primero T (I) < I. Entonces, por monoton´ıa de T , T (T (I)) ≤
T (I). Luego T (I) ∈ W , lo que entra en contradiccio´n con que I sea el ı´nfimo
de W.
Supongamos ahora T (I) > I. Sea J 6= I, J ∈ W cualquiera. Como I es
el ı´nfimo de W , tenemos I < J . Por monoton´ıa de T tenemos T (I) ≤ T (J),
por tanto:
I < T (I) ≤ T (J) ≤ J
Entonces, T (I) es una cota inferior de W , lo que entra en contradiccio´n con
que I es el ı´nfimo de W .
La u´nica posibilidad que queda entonces es I = T (I). Adema´s es fa´cil ver
que I es el menor punto fijo de T . 
Nota 4.2.5. Por el teorema anterior, tenemos entonces asegurada la unicidad
y existencia del menor modelo de Herbrand de un programa positivo P . Ahora
bien, el me´todo que nos proporciona el teorema para calcularlo no es ma´s
que el que ya ten´ıamos antes, en el que dec´ıamos que:
LM(P ) =
⋂
i
{Ii : Ii es un modelo de Herbrand de P}
puesto que en el ret´ıculo completo de las interpretaciones de Herbrand de P
el ı´nfimo coincide con la interseccio´n, y la condicio´n TP (I) ≤ I equivale a
que I es modelo de P .
En lo que sigue, vamos a buscar un me´todo ma´s sencillo para encontrar
mpf(P ).
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Definicio´n 4.2.10 (Conjunto dirigido). Sea (V,≤) un conjunto parcialmente
ordenado. Un conjunto W ⊆ V es dirigido si para cualquier par x, y ∈ W
existe un z ∈ W : x ≤ z, y ≤ z.
Definicio´n 4.2.11 (Operador continuo).
1. Un operador T : (V,≤) → (V,≤) en un ret´ıculo completo se dice con-
tinuo si
T (sup(W )) = sup({T (x)|x ∈ W})
para todo conjunto dirigido W ⊆ V no vac´ıo.
2. Se define T 0 = inf(V ) y T i+1 = T (T i) para cada i ≥ 0.
Nota 4.2.6. La definicio´n de conjunto dirigido se expresa para un par de
elementos x, y de W . Pero es fa´cil ver por induccio´n que, dado un conjunto
parcialmente ordenado (V,≤) y un conjunto dirigido W , se tiene la siguiente
propiedad ma´s general:
Dados p elementos de W , a1, ..., ap, existe un elemento w ∈ W tal que
w ≥ ai para todo i = 1, ..., p.
Proposicio´n 4.2.2. Dado un programa lo´gico positivo P , el operador TP es
continuo.
Demostracio´n: Sea un subconjunto dirigido W ⊆ P(HB(P )) no vac´ıo.
Por una parte, sup(W ) ≥ I ∀I ∈ W . Luego TP (sup(W )) ≥ TP (I)
∀I ∈ W por monoton´ıa de TP . Por tanto, TP (sup(W )) ≥ sup(TP (W )).
Por otra parte, sea A ∈ TP (sup(W )). Existe una regla ba´sica A ←
B1, ..., Bm ∈ ground(P ) tal que {B1, ..., Bm} ⊆ sup(W ). Luego, existen
I1, ..., Im ∈ W tales que Bi ∈ Ii. Puesto que W es dirigido, existe
I0 ∈ W tal que Ii ⊆ I0 para 1 ≤ i ≤ m y, por tanto, {B1, ..., Bm} ⊆ I0.
Tenemos entonces que A ∈ TP (I0) con I0 ∈ W y, por tanto, A ∈
sup(TP (W )). Luego se cumple la segunda desigualdad:
TP (sup(W )) ≤ sup(TP (W ))
Esto concluye la demostracio´n. 
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Teorema 4.2.4 (Kleene). Todo operador continuo T en un ret´ıculo com-
pleto (V,≤) tiene un mı´nimo punto fijo, que denotamos mpf(T ), y
mpf(T ) = sup{T i|i ≥ 0}.
Demostracio´n: Primero veamos que T i ≤ T i+1 ∀i ≥ 0 por induccio´n en i:
i = 0: Se tiene T 1 ≥ T 0 ya que T 0 es el ı´nfimo de V .
i⇒ i+ 1: Se tiene por hipo´tesis T i+1 ≥ T i, luego por monoton´ıa de T
se tiene T (T i+1) ≥ T (T i). Finalmente, T i+2 ≥ T i+1.
Sabemos entonces que el conjunto W = {T 0, T 1, ...} es un conjunto dirigido,
pues dados T i, T j ∈ W se tiene que Tma´x{i,j} es mayor o igual que ambos.
Adema´s, W tiene un supremo ya que (V,≤) es un ret´ıculo completo. Sea
entonces m = sup(W ).
Como W es un conjunto dirigido y T es un operador continuo, se tiene
que T (sup(W )) = sup(T (W )). Por tanto, T (m) = sup(T (W )).
Por otra parte, W = T (W ) ∪ {T 0}. Como T 0 es el ı´nfimo de V , no
interviene en la bu´squeda de supremo de W , luego sup(W ) = sup(T (W )) =
m. Luego, m = T (m).
Se tiene adema´s que m es el mı´nimo punto fijo: supongamos que existe
un punto fijo k, vamos a ver por induccio´n en i que T i ≤ k ∀i ≥ 0
Si i = 0 es trivial ya que T 0 es el ı´nfimo de V .
Si tenemos T i ≤ k entonces, por monoton´ıa de T , T (T i) ≤ T (k). Luego,
T i+1 ≤ T (k) = k.
Esto concluye la demostracio´n. 
Ejemplo 4.2.2. Volviendo al mundo de las cajas y aplicando el algoritmo
tenemos:
T 0 = ∅
T 1 = {caja(a),caja(b),caja(c),...,caja(f),sobre(b,a),sobre(c,b),sobre(f,e)}
T 2 = T 1 ∪ {encima(b,a),encima(c,b),encima(f,e)}
T 3 = T 2 ∪ {encima(c,a)}
T 4 = T 3
Como T 4 = T 3 sabemos que T i = T 3 ∀i ≥ 3
Vemos que el algoritmo se estabiliza despue´s de 3 pasos (que es la altura
de la mayor pila de cajas). T 0, siendo el ı´nfimo de todas las interpretaciones de
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Herbrand posibles para P es claramente el vac´ıo, T1 se compone por tanto de
los hechos del programa (esto es cierto para cualquier programa P ), despue´s
cada T i an˜ade la relacio´n encima de las cajas que esta´n a una altura i de
otra caja.
Ejemplo 4.2.3. Veamos un ejemplo con s´ımbolos de funciones. Esto com-
plica el proceso ya que, al poder aplicar la funcio´n infinitas veces, tenemos
infinitos te´rminos y, por lo tanto, grnd(P ) no es finito. Tomamos el programa
P con la constante 0, el s´ımbolo de funcio´n 1-ario siguiente s y la relacio´n
1-aria natural :
natural(0)
natural(s(X))← natural(X)
En este caso, aplicando el algoritmo obtenemos:
T 0 = ∅
T 1 = {natural(0)}
T 2 = {natural(0), natural(s(0))}
...
T i = {natural(0), ..., natural(si−1(0))}
Como la sucesio´n {T i} es creciente, sabemos que su supremo es l´ım
i→∞
T i =
{natural(sn(0)) |n ∈ N}.
Mediante este algoritmo, se garantiza que se pueda encontrar una solucio´n de
forma iterativa; sin embargo, el nu´mero de pasos necesario para encontrarla
puede ser infinito. Esto puede pasar cuando hay s´ımbolos de funciones ya
que crea un nu´mero de te´rminos ba´sicos infinitos, lo que a su vez crea un
universo de Herbrand de taman˜o infinito. Es por ello que en el futuro, en
general, evitaremos los s´ımbolos de funciones para nuestros ejemplos.
Nota 4.2.7. Cabe destacar que uno de los requisitos para que el operador
TP sea continuo es que su programa asociado P tenga reglas finitas (esto es,
con cuerpos formados por un nu´mero finito de a´tomos). De hecho, vemos a
continuacio´n un ejemplo de programa lo´gico positivo “extendido” P con una
regla infinita cuya sucesio´n T iP no converge ni siquiera en infinitos pasos:
natural(0)
natural(s(X))← natural(X)
exito← natural(s(0)), natural(s2(0)), natural(s3(0)), ...
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Donde el te´rmino e´xito mide si el programa ha funcionado. Aqu´ı, al aplicar
infinitos pasos, obtenemos⋃
n∈N
T nP = {natural(0), natural(s(0)), natural(s2(0)), ...}
pero nunca se llega a incluir el a´tomo exito en el menor punto fijo
⋃
n∈N
T nP . Por
tanto, e´ste no es un modelo de P ya que incumple la regla 3. Se necesitan en
este caso “ Infinito + 1 ” iteraciones del operador TP para alcanzar el menor
modelo de Herbrand.
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Cap´ıtulo 5
Negacio´n en los programas
lo´gicos
En este cap´ıtulo vamos a ampliar los programas lo´gicos positivos an˜adien-
do la negacio´n por defecto not. Esta negacio´n se distingue de la negacio´n
cla´sica de la lo´gica de primer orden ya que la expresio´n notA no indicara´
que el a´tomo A sea falso, sino que no se sabe que sea cierto. Veremos esta
diferencia ma´s en profundidad en el siguiente cap´ıtulo, donde introduciremos
la negacio´n fuerte en los programas lo´gicos y compararemos ambas.
El operador de negacio´n por defecto not sera´ esencial para nuestro propo´si-
to pues es su inclusio´n en los programas lo´gicos lo que causa la pe´rdida de la
propiedad de monoton´ıa de la relacio´n de consecuencia lo´gica asociada.
5.1. Definiciones
Definicio´n 5.1.1. Un programa lo´gico normal (o, simplemente, programa
lo´gico) es un conjunto de cla´usulas (o reglas) de la forma:
a← b1, ..., bm, not c1, ..., not cn
donde a, bi, cj, i = 1...m, j = 1...n, son a´tomos de un lenguaje L de primer
orden. Aparecen en el cuerpo de la regla ahora: not c1, ..., not cn, que llamamos
literales negados por defecto; mientras que los b1, ..., bm son literales positivos.
Tanto n como m pueden ser 0.
Intuitivamente, se considera que un literal negado por defecto not c es
verdadero si no se puede probar c en un nu´mero finito de pasos.
Nos interesa buscar modelos mı´nimos en este tipo de programas, es decir,
una interpretacio´n que modele al programa y no tenga ningu´n subconjunto
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propio que modele a P . Pero veremos que no todos los modelos mı´nimos nos
interesan, pues queremos que no incluyan nada que no este´n obligados a creer
segu´n P , lo cual no sera´ siempre el caso.
Antes que nada, vamos a proceder a ampliar los conceptos de Universo
de Herbrand, Base de Herbrand, Interpretacio´n de Herbrand y modelo de
Herbrand a los programas lo´gicos normales. La definicio´n es esencialmente
igual que la de los programas lo´gicos positivos.
Definicio´n 5.1.2 (Universo de Herbrand). Dado un programa lo´gico P y su
lenguaje L, se define el universo de Herbrand de P , denotado HU(P ), como
el conjunto de todos los te´rminos ba´sicos de L.
Definicio´n 5.1.3 (Base de Herbrand). Dado un programa lo´gico P y su
lenguaje L, se define la base de Herbrand de P ,denotado HB(P ), como el
conjunto de todas las fo´rmulas ato´micas del lenguaje L.
Definicio´n 5.1.4 (Interpretacio´n de Herbrand). Dado un programa lo´gico
P , una interpretacio´n de Herbrand de P es cualquier subconjunto de HB(P ),
a menudo la llamaremos interpretacio´n de P a secas.
La siguiente definicio´n es la u´nica que presenta alguna novedad.
Definicio´n 5.1.5 (Modelo). Dada una interpretacio´n I, se dice que I es
modelo de:
una cla´usula ba´sica C : a← b1, .., bm, not c1, .., not cn, con n,m ≥ 0, si
{b1, ..., bm} 6⊆ I o si {a, c1, ..., cn} ∩ I 6= ∅. Se denota I |= C.
Una cla´usula C, si I |= C ′ ∀C ′ ∈ grnd(C).
Un programa P , si I es modelo de todas las cla´usulas de P .
5.2. Estratificacio´n
El objetivo de la estratificacio´n es dar un orden a seguir para evaluar
los predicados de un programa de manera que no se caiga en bucles. No
todos los programas lo´gicos se pueden estratificar pero daremos una condicio´n
suficiente para ello.
Definicio´n 5.2.1 (Grafo de dependencia). Dado un programa lo´gico P , de-
finiremos su Grafo de Dependencia como un grafo cuyos ve´rtices son todos
los predicados del lenguaje de P y sus aristas son de la siguiente forma:
existe una arista p → q si existe una regla R ∈ P tal que p esta´ en la
cabeza de R y q esta´ en el cuerpo de R.
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existe una arista negativa p →− q si existe una regla R ∈ P tal que p
esta´ en la cabeza de R y not q esta´ en el cuerpo de R.
Definicio´n 5.2.2 (Estratificacio´n). Dado un programa lo´gico P y su grafo
de dependencia G, definimos una Estratificacio´n de P como Σ = {Si|i ∈
{1, ..., n}} una particio´n de pred(P ) (es decir, cada Si es un conjunto de
predicados de P de manera que los Si son disjuntos entre ellos y
n⋃
i=1
Si =
pred(P )) que cumple que:
si p ∈ Si, q ∈ Sj y p→ q es una arista de G, entonces i ≥ j.
si p ∈ Si, q ∈ Sj y p→− q es una arista de G, entonces i > j.
Los conjuntos S1, ..., Sn se llaman los estratos de P . Un programa lo´gico se
dice estratificable si tiene alguna estratificacio´n.
Definicio´n 5.2.3 (Base de Herbrand restringida). Dados un programa P
y una estratificacio´n Σ = {S1, ..., Sk}, definimos PSi como el conjunto de
reglas cuya cabeza tiene un predicado en Si y definimos la base de Herbrand
restringida al estrato Si como HB
∗(PSi) =
⋃
j≤i{p(t) ∈ HB(P )|p ∈ Sj}.
Definicio´n 5.2.4 (Modelo mı´nimo iterativo). Dados un programa lo´gico P
y una estratificacio´n Σ = {S1, ..., Sk} de P , definimos el modelo mı´nimo
iterativo Mi ⊆ HB(P ), i = 1, ..., k como sigue:
M1 es el modelo mı´nimo de PS1 . Por la definicio´n de estratificacio´n te-
nemos que PS1 es un programa lo´gico positivo, as´ı que se puede calcular
M1 con el me´todo visto en el cap´ıtulo anterior.
Mi, para i > 1, es el menor subconjunto M ∈ HB(P ) tal que M es un
modelo de PSi , y M ∩HB∗(PSi−1) = Mi−1 ∩HB∗(PSi−1).
Es decir, Mi debe modelar las reglas cuya cabeza este´ en el estrato Si, y
adema´s debe tener los elementos del modelo mı´nimo Mi−1. Construyendo
iterativamente llegamos a que en la u´ltima iteracio´n tenemos un modelo
mı´nimo de P . Con esto tenemos asegurada la existencia de modelo mı´nimo
para programas estratificables El modelo Mk se denota MP,Σ.
Ejemplo 5.2.1. Consideremos el programa lo´gico P :
seta(oronja)
comestible(X)← seta(X), buena(X)
venenoso(X)← seta(X), not buena(X)
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Una estratificacio´n va´lida para P es S1 = {seta, buena}, S2 = {comestible}
y S3 = {venenoso}. Es claro que M1 = {seta(oronja)}. No´tese ahora que
PS2 = {comestible(X)← seta(X), buena(X)}
HB∗(PS1) = {seta(oronja), buena(oronja)}
Entonces, M2 = {seta(oronja)} es modelo de PS2 , y M2 ∩ HB∗(PS1) =
M1 ∩HB∗(PS1), adema´s es el menor subconjunto con estas propiedades.
Finalmente tenemos
PS3 = {venenoso(X)← seta(X), not buena(X)}
HB∗(PS2) = {seta(oronja), buena(oronja), comestible(oronja)}
Entonces, M3 = {seta(oronja), venenoso(oronja))} es el menor modelo de
PS3 que cumple M3 ∩HB∗(PS2) = M2 ∩HB∗(PS2).
En definitiva, MP,Σ = {seta(oronja), venenoso(oronja))}.
Otra estratificacio´n de P es S1 = {seta, buena, comestible}, S2 = {venenoso}.
En este caso tenemos
PS1 = {seta(oronja); comestible(X)← seta(X), buena(X)}
y obtenemos M1 = {seta(oronja)}.
En la siguiente iteracio´n tenemos
PS2 = {venenoso(X)← seta(X), not buena(X)}
y M2 = {venenoso(oronja)} ∪M1 es el menor modelo de PS2 que cumple
M2 ∩HB∗(PS1) = M1 ∩HB∗(PS1).
No´tese que en ambas estratificaciones el resultado final es el mismo. Esto
no es casualidad; lo vemos de forma ma´s general en el siguiente teorema.
Teorema 5.2.1. Sea P un programa estratificable. Para cada estratificacio´n
Σ y Σ′ se tiene MP,Σ = MP,Σ′ . Denotaremos entonces MP el mı´nimo modelo
de P mediante cualquier estratificacio´n Σ. Esto nos garantiza la unicidad del
modelo mı´nimo de un programa estratificable, por eso lo llamamos el modelo
perfecto de P .
Ejemplo 5.2.2. Consideremos el programa lo´gico P ′, que considera que una
seta que no es venenosa es comestible, y una seta que no es comestible es
venenosa:
seta(oronja)
venenoso(X)← seta(X), not comestible(X)
comestible(X)← seta(X), not venenoso(X)
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Este programa no es estratificable ya que, de serlo, comestible deber´ıa estar
en un estrato anterior al estrato de venenoso y venenoso deber´ıa estar en uno
anterior al de comestible, lo cual es imposible. De hecho, el programa P ′ no
tiene un u´nico modelo minimal. Siguiendo la definicio´n intuitiva de modelo
mı´nimo, ser´ıan va´lidos tanto N = {seta(oronja), comestible(oronja)} como
M = {seta(oronja), venenoso(oronja)}.
5.3. Modelos estables
La sema´ntica de los modelos estables para los programas lo´gicos con nega-
cio´n por defecto fue introducida por M. Gelfond and V. Lifschitz en 1988 (The
stable model semantics for logic programming. In: Proceedings of the Fifth In-
ternational Conference on Logic Programming (ICLP), pages 1070–1080 ) y
en la actualidad es una de las aproximaciones cla´sicas a la sema´ntica de
dichos programas. Veamos las definiciones ba´sicas.
Definicio´n 5.3.1 (Reduccio´n de un programa). Dado un programa lo´gico
sin variables P y una interpretacio´n de Herbrand M para P , se define la
reduccio´n o el reducto de P respecto de M , denotado PM , como el programa
lo´gico obtenido de la siguiente forma:
quitando todas las reglas de P que contengan not a en su cuerpo, para
cada a´tomo a ∈M .
quitando todos los literales negados por defecto de las restantes reglas
de P .
La idea de esta definicio´n es que si un a´tomo a esta´ en la interpretacio´n
M , entonces una regla que contenga not a en su cuerpo es automa´ticamente
verdadera (puesto que su cuerpo sera´ falso). Para el resto de las reglas, todos
los literales negados por defecto son verdaderos, as´ı que no aportan nada y
pueden ser eliminados.
Es importante notar que PM siempre va a resultar en un programa lo´gico
positivo, luego tendra´ un modelo mı´nimo LM(PM) por los resultados del
cap´ıtulo anterior. Esto justifica la siguiente definicio´n:
Definicio´n 5.3.2 (Modelo estable). Dado un programa lo´gico P , se dice
que una interpretacio´n de Herbrand M para P es un modelo estable de P si
M = LM(ground(P )M).
No´tese que si P es un programa lo´gico positivo, entonces ground(P ) =
ground(P )M para cualquier interpretacio´n M ; luego esta definicio´n de mode-
lo estable expande la definicio´n de modelo mı´nimo para los programas lo´gicos
positivos.
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Ejemplo 5.3.1. Volviendo al ejemplo P :
seta(oronja)
venenoso(X)← seta(X), not comestible(X)
comestible(X)← seta(X), not venenoso(X)
consideremos las siguientes interpretaciones:
M1 = {seta(oronja), venenoso(oronja)}
M2 = {seta(oronja), comestible(oronja)}
M3 = {seta(oronja), comestible(oronja), venenoso(oronja)}
M4 = {seta(oronja)}
Veamos que so´lo las dos primeras son modelos estables de P :
Empezemos con M1, tenemos que ground(P )
M1 es:
seta(oronja)
venenoso(oronja)← seta(oronja)
cuyo modelo mı´nimo es M = {seta(oronja), venenoso(oronja)}. Se
cumple M = M1, luego M1 es un modelo estable de P .
Ana´logamente, tenemos que ground(P )M2 es:
seta(oronja)
comestible(oronja)← seta(oronja)
cuyo modelo mı´nimo es M = {seta(oronja), comestible(oronja)}. Se
cumple M = M2, luego M2 es otro modelo estable de P .
Veamos que M3 no es un modelo estable: para crear ground(P )
M3 de-
bemos quitar la segunda y tercera regla de P , nos queda pues:
seta(oronja)
cuyo modelo mı´nimo es M = {seta(oronja)}. Como M 6= M3 tenemos
que M3 no es un modelo estable de P .
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M4 tampoco es un modelo estable de P , pues ground(P )
M4 es:
seta(oronja)
venenoso(oronja)← seta(oronja)
comestible(oronja)← seta(oronja)
cuyo modelo mı´nimo es
M = {seta(oronja), venenoso(oronja), comestible(oronja)}
y M 6= M4.
Ejemplo 5.3.2 (Gelfond&Lifschitz). Este ejemplo fue el usado por M. Gel-
fond y V. Lifschitz para introducir por primera vez el concepto de modelo
estable en su art´ıculo de 1988. Vamos a buscar los modelos estables para el
siguiente programa P :
p(1, 2) (5.1)
q(X)← p(X, Y ), not q(Y ) (5.2)
Al llevarlo a su forma ba´sica, obtenemos que ground(P ) esta´ formado por:
p(1, 2) (5.3)
q(1)← p(1, 1), not q(1) (5.4)
q(1)← p(1, 2), not q(2) (5.5)
q(2)← p(2, 1), not q(1) (5.6)
q(2)← p(2, 2), not q(2) (5.7)
Este programa no es estratificable (ni siquiera de forma “local”), puesto que
de serlo, el predicado q(1) deber´ıa estar en un estrato anterior a q(2) y, por
otra parte, q(2) deber´ıa estar en un estrato anterior al de q(1).
Existen 26 interpretaciones entre las cuales buscar un modelo estable;
sin embargo, para que una interpretacio´n M sea modelo del programa, esta´
claro que debe contener p(1, 2), pues aparece como hecho. Como buscamos
un modelo mı´nimo, obviamos los otros p(X, Y ) puesto que no salen en la
cabeza de ninguna regla y, por lo tanto, no se pueden deducir. As´ı que la
u´nica regla de la que se puede deducir algo es la 5.5. Nuestro candidato a
modelo estable es entonces M = {q(1), p(1, 2)}. Para comprobar si realmento
lo es, calculemos el reducto ground(P )M :
p(1, 2)
q(1)← p(1, 2)
q(2)← p(2, 2)
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cuyo modelo mı´nimo es M . Luego M es un modelo estable.
Otro candidato ser´ıa M1 = {q(2), p(1, 2)}. Sin embargo, la reduccio´n
grond(P )M1 es:
p(1, 2)
q(1)← p(1, 1)
q(2)← p(2, 1)
cuyo modelo es mı´nimo es {p(1, 2)} que no coincide con M1. Luego M1 no es
modelo estable de P y, por tanto, M es el u´nico modelo estable del programa.
Ejemplo 5.3.3. Como un u´ltimo ejemplo, consideremos el programa P :
p(a)← not p(a)
La base de Herbrand de P se reduce a {p(a)} y, por tanto, solo hay dos
candidatos a modelo estable: M1 = ∅ y M2 = {p(a)}. Ahora bien, es fa´cil
comprobar que LM(PM1) = M2 y LM(P
M2) = M1. Luego ninguno de los
dos es un modelo estable. Estamos pues ante un programa que tiene modelos
de Herbrand minimales pero no tiene ningu´n modelo estable.
A la vista de los tres ejemplos anteriores, un programa lo´gico P puede
tener un u´nico modelo estable, o bien tener varios modelos estables distintos,
o bien no tener ninguno.
5.3.1. Propiedades de los modelos estables
En esta seccio´n destacamos algunas propiedades ba´sicas de la clase de
modelos que acabamos de introducir.
Teorema 5.3.1. Sea P un programa lo´gico.
Un modelo estable M de P es, en particular, un modelo de Herbrand
de P .
(Minimalidad) Un modelo estable M de P no contiene a ningu´n modelo
propio M ′ de P .
Este teorema nos dice que un modelo estable de P cumple con las condiciones
que se esperan de un modelo de Herbarnd mı´nimo.
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Corolario 5.3.1 (No comparabilidad). Dados dos modelos estables M1,M2
distintos de un programa P , se tiene M1 6⊆M2 y M2 6⊆M1.
Hemos resaltado anteriormente que la definicio´n de modelo estable ex-
tiende a la definicio´n de modelo minimal de un programa lo´gico positivo.
Lo mismo ocurre para programas normales estratificados para la nocio´n de
modelo perfecto.
Teorema 5.3.2. Si un programa P es estratificable, entonces P tiene un
u´nico modelo estable y e´ste coincide con su modelo perfecto.
Es posible extender de manera natural el operador de consecuencia inme-
diata TP para programas lo´gicos normales.
Definicio´n 5.3.3 (Operador consecuencia inmediata). Dado un programa
P , definimos el operador TP : P(HB(P ))→ P(HB(P )) como sigue:
TP (I) = {a | ∃ a← b1, ..., bm, not c1, ..., not cn ∈ grnd(P ) :
bi ∈ I ∧ cj 6∈ I, 1 ≤ i ≤ m, 1 ≤ j ≤ n}
Se puede pensar en este operador como la extensio´n a programas lo´gicos
normales del operador TP que usamos en programas lo´gicos positivos para
calcular modelos mı´nimos. Sin embargo, al an˜adir la negacio´n por defecto,
el operador TP pierde, en general, las buenas propiedades que nos permit´ıan
garantizar unicidad y existencia de modelo mı´nimo.
Ejemplo 5.3.4. Consideremos el programa P :
pajaro(piolin)
vuela(X)← pajaro(X), not raro(X)
Consideremos las interpretaciones M1 = {pajaro(piolin)} y, por otra parte,
M2={pajaro(piolin), raro(piolin)}. Entonces, se tiene que:
TP (M1) = {pajaro(piolin), vuela(piolin)}
TP (M2) = {pajaro(piolin)}
Por tanto, M1 ⊆M2 y, sin embargo, TP (M1) 6⊆ TP (M2). Luego, TP no es un
operador mono´tono y no podemos aplicar, en general, los teoremas de punto
fijo que mencionamos en el cap´ıtulo anterior.
Consideremos ahora la interpretacio´nM3 = {pajaro(piolin), vuela(piolin)}
para P . Tenemos que ground(P )M3 es el programa:
pajaro(piolin)
vuela(piolin)← pajaro(piolin)
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cuyo modelo mı´nimo es M3, as´ı que M3 es un modelo estable de P . No´tese
que si le aplicamos el operador TP obtenemos TP (M3) = M3. E´ste es un
hecho general.
Teorema 5.3.3. Sea P un programa lo´gico y M una interpretacio´n para P .
Si M es un modelo estable de P , entonces TP (M) = M .
El teorema anterior nos da una condicio´n necesaria para ser modelo es-
table. El siguiente ejemplo muestra que la condicio´n no es suficiente.
Ejemplo 5.3.5. Veamos un ejemplo en el cual un mı´nimo punto fijo del
operador TP no es un modelo estable. Sea P el programa siguiente:
a← not b
b← c
c← b
Consideremos las interpretaciones M1 = {a},M2 = {b, c}. Ambas son mo-
delos mı´nimos de P , M1 es modelo estable de P y, sin embargo, M2 no es
modelo estable de P (ya que el modelo mı´nimo de PM2 es la interpretacio´n
vac´ıa). Au´n as´ı, aplicando el operador nos queda TP (M2) = M2, y ningu´n
subconjunto propio de M2 es un punto fijo de TP . As´ı pues, M2 es un mı´nimo
punto fijo de TP pero no es modelo estable de P .
5.4. No monoton´ıa de los programas lo´gicos
normales
Puesto que un programa P puede tener uno o varios modelos estables,
introducimos dos versiones de consecuencia lo´gica para la sema´ntica de los
modelos estables.
Definicio´n 5.4.1. Dado un programa lo´gico P y su lenguaje L
Se dice que un a´tomo ba´sico a de L es consecuencia cre´dula de P si
existe algu´n modelo estable M de P tal que a ∈M . Se denota P |=c a.
Se dice que un a´tomo ba´sico a de L es consecuencia esce´ptica de P si
para todo modelo estable M de P se cumple a ∈M . Se denota P |=e a.
Esta definicio´n nos permite diferenciar las conclusiones que siempre van
a ser ciertas en un programa de aquellas que lo sera´n en escenarios concretos.
No´tese que un a´tomo que este´ en la cabeza de un hecho siempre va a ser una
consecuencia esce´ptica de P .
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Ejemplo 5.4.1. En el ejemplo de las setas (ejemplo 5.3.1), se tiene que
P |=c venenoso(oronja), P |=c comestible(oronja) y P |=e seta(oronja), ya
que en todos los modelos tenemos seta(oronja), mientras que para el resto
de conocimientos depende del modelo estable que escojamos.
Tanto |=c como |=e son relaciones no mono´tonas. Vea´moslo.
Ejemplo 5.4.2. Veamos un ejemplo de la no monoton´ıa de estas relaciones:
Consideremos el ejemplo de las setas (ejemplo 5.3.1) con las dos primeras
reglas nada ma´s:
seta(oronja)
venenoso(oronja)← seta(oronja), not comestible(oronja)
En este caso, tenemos un u´nico modelo estable dado por
M = {seta(oronja), venenoso(oronja)}
Luego se tiene tanto P |=e venenoso(oronja) como P |=c venenoso(oronja).
Sin embargo, al ampliar la informacio´n y an˜adir la nueva regla
comestible(oronja)
el u´nico modelo estable del programa aumentado es ahora la interpretacio´n
{seta(oronja), comestible(oronja)}. Por tanto:
P ∪ {comestible(oronja)} 6|=e venenoso(oronja)
P ∪ {comestible(oronja)} 6|=c venenoso(oronja)
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Cap´ıtulo 6
Extensiones de los programas
lo´gicos normales
En este cap´ıtulo introducimos tres formas de ampliar los programas lo´gi-
cos vistos hasta ahora: las restricciones, la negacio´n fuerte y las disyunciones.
Veremos asimismo co´mo adaptar las nociones anteriores a este marco ma´s
general.
6.1. Extensiones
Lo primero que vamos a an˜adir son las restricciones. Una restriccio´n
es una regla de la forma falso ← not falso, b1, ..., bn con falso una
fo´rmula ato´mica libre en el programa (esto es, so´lo aparece en las re-
glas que son restricciones de esta manera y en ninguna otra parte del
programa lo´gico). Denotaremos estas reglas como
← b1, ..., bn
y diremos que no tienen cabeza. Intuitivamente lo que una restriccio´n
implica es que alguno de los bi es necesariamente falso. Efectivamente,
si todos fuesen verdaderos, entonces tendr´ıamos falso ← not falso,
regla que nunca puede satisfacerse en un modelo estable.
Lo segundo que an˜adiremos es la negacio´n fuerte. Se define el com-
plementario de una fo´rmula ato´mica b como −b y se diferencia de la
negacio´n por defecto en que −b se interpreta como que sabemos que b
es falso, mientras que escribiendo not b no tenemos esa certeza, aunque
tampoco la tengamos de que b sea verdadero. Formalmente, la nega-
cio´n fuerte para cada fo´rmula ato´mica b, se define como una fo´rmula
73
ato´mica con la misma aridad que b, se denota −b, y se introduce la
restriccio´n:
← b,−b
para evitar que se den al mismo tiempo b y −b. Para abreviar la nota-
cio´n, y como por definicio´n, −b cumple esa restriccio´n y estas reglas se
omiten.
Veamos un par de ejemplos en los que la negacio´n fuerte es u´til:
Ejemplo 6.1.1. Supongamos que queremos expresar “si la seta no es ve-
nenosa, entonces nos la comemos”. Podemos utilizar una de las siguientes
reglas para formalizar la frase:
comer(X)← seta(X),−venenoso(X)
comer(X)← seta(X), not venenoso(X)
La primera fo´rmula expresa que si tenemos la certeza de que X no es vene-
nosa, entonces nos la podemos comer. La segunda, en cambio, dice que nos
podemos comer la seta si no tenemos constancia de que sea venenosa. En
escenarios cr´ıticos como e´ste conviene hacer uso de la negacio´n fuerte.
Otro uso de la negacio´n fuerte es para formalizar la negacio´n por defecto
como la vimos en el cap´ıtulo 3. Por ejemplo, para expresar que los pa´jaros
normalmente vuelan podemos escribir:
vuela(X)← pajaro(X), not − vuela(X)
que expresa que si X es un pa´jaro, a menos que nos conste que X no vuela
(caso del avestruz), entonces podemos suponer que X vuela.
Ana´logamente, se puede usar la negacio´n fuerte para introducir la supo-
sicio´n de mundo cerrado con reglas del tipo −p← not p.
Finalmente, vamos a introducir la disyuncio´n ∨ en la cabeza de una
regla. Por ejemplo, la regla hembra(X)∨macho(X)← animal(X) nos
dice que todo animal es macho o hembra.
Una utilidad de la disyuncio´n es que puede permitir al programa hacer
suposiciones. Por ejemplo en el caso:
funciona(X) ∨ −funciona(X)← ordenador(X)
Como buscamos modelos mı´nimos, en general, solo consideraremos una de las
dos opciones y haremos suposiciones a partir de ella (eso s´ı, dependiendo del
resto del programa, habra´ veces en la que varias componentes de la cabeza
este´n en el modelo mı´nimo).
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Ejemplo 6.1.2. Con las disyunciones podemos reescribir el programas de la
seta venenosa como:
seta(oronja)
comestible(X) ∨ venenoso(X)← seta(X)
Lo que nos permite reducir el taman˜o del programa, (expresa que cada seta
es venenosa o comestible, lo que nos ahorra expresar que si una seta no es
comestible entonces es venenosa y viceversa).
De los tres nuevos mecanismos de los que hemos hablado, so´lo las disyun-
ciones son una ampliacio´n real de la capacidad expresiva lenguaje, puesto
que los otros dos mecanismos se pueden emular mediante un programa lo´gi-
co normal. Desarrollemos esta idea en el siguiente ejemplo.
Ejemplo 6.1.3. Vamos a encontrar el modelo mı´nimo para un programa P ,
que incluye negacio´n fuerte, con los mecanismos estudiados para un programa
lo´gico normal. Sea el programa P con las reglas siguientes:
−venOjos(juan)
−sienteCorazon(X)← −venOjos(X)
sienteCorazon(X)← not − sienteCorazon(X)
el programa sirve para expresar que si los ojos de cierta persona no ven,
entonces su corazo´n no siente, que, en concreto, los ojos de Juan no ven, y
que, por defecto, suponemos que el corazo´n de una persona siente. Podemos
reescribirlo como un programa lo´gico P ′ con las siguientes reglas:
noV enOjos(juan)
noSienteCorazon(X)← noV enOjos(X)
sienteCorazon(X)← not noSienteCorazon(X)
falso← not falso, venOjos(X), noV enOjos(X)
falso← not falso, sienteCorazon(X), noSienteCorazon(X)
Un modelo mı´nimo, un modelo de P ′ es
M = {noV enOjos(juan), noSienteCorazon(juan)}
y es un modelo estable puesto que ground(P ′)M resulta en el siguiente pro-
grama:
noV enOjos(juan)
noSienteCorazon(juan)← noV enOjos(juan)
falso← venOjos(juan), noV enOjos(juan)
falso← sienteCorazon(juan), noSienteCorazon(juan)
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del cual M es tambie´n modelo mı´nimo.
Damos ahora una definicio´n ma´s formal de una programa lo´gico extendi-
do.
Definicio´n 6.1.1 (Programa Lo´gico extendido). Un programa lo´gico exten-
dido P es un conjunto finito de reglas de la forma
a1 ∨ ... ∨ al ← b1, ..., bm, not c1, ..., not cn
donde ai, bj, ck son literales (admitimos negacio´n fuerte) de un lenguaje de
primer orden L y l ≥ 1, m ≥ 0, n ≥ 0.
6.2. Sema´ntica de los programas lo´gicos ex-
tendidos
La sema´ntica de los programas lo´gicos extendidos no es muy diferente de
la de los programas lo´gicos normales, pues la mayor´ıa de las definiciones no
son ma´s que expansiones naturales. La mayor diferencia con las anteriores
es que ahora admitimos en las interpretaciones la negacio´n fuerte de una
fo´rmula ato´mica, es decir, ahora las interpretaciones se componen de literales
en vez de fo´rmulas ato´micas. No debe sorprender esta nueva definicio´n puesto
que, como hemos visto anteriormente, al introducir la negacio´n fuerte en un
programa estamos introduciendo una nueva fo´rmula ato´mica para indicar
que no se tiene la fo´rmula ato´mica original. La definicio´n de modelo tambie´n
var´ıa de forma intuitiva y acorde a los nuevos mecanismos.
Definicio´n 6.2.1 (Base de Herbrand extendida). Dado un lenguaje L, se
llama base de Herbrand extendida de L al conjunto de todos los literales
ba´sicos de L.
Definicio´n 6.2.2 (Interpretacio´n de Herbrand extendida). Dado un len-
guaje L, se llama interpretacio´n de Herbrand extendida de L a cualquier
subconjunto de la base de Herbrand extendida de L. Solo consideraremos
interpretaciones consistentes, es decir, que no contengan a un a´tomo y a su
negacio´n.
Definicio´n 6.2.3 (Modelo). Dado un lenguaje L y una interpretacio´n de
Herbrand extendida I, se dice:
que es modelo de una cla´usula ba´sica
C : a1 ∨ ... ∨ al ← b1, ..., bm, not c1, ..., not cn
si {b1, .., bm} 6∈ I o si {a1, ..., ak, c1, ..., cn} ∩ I 6= ∅. Se denota I |= C.
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que es modelo de una cla´usula C si I |= C ′ ∀C ′ ∈ grnd(C). Se denota
I |= C.
que es modelo de un programa P si I |= C para todas las cla´usulas C
del programa P . Se denota I |= P .
Ejemplo 6.2.1. Sea P el programa conformado por la siguiente regla:
p(a) ∨ p(b)← q(b),−t(c), not t(b)
Su base de Herbrand extendida es
HB(P ) = {p(a), p(b), p(c), q(a), q(b),
q(c), t(a), t(b), t(c),−p(a),−p(b), ...,−t(c)}
y sean las siguientes interpretaciones:
S1 = {−p(a), q(b),−t(c)}
S2 = ∅
S3 = {p(a)}
S4 = {t(b)}
S5 = {q(b),−t(b)}
S6 = {p(a), q(b),−t(c)}
S7 = {q(b),−t(c)}
Vamos a ver, para cada una, si es modelo de P . Para ser modelo de
P , una interpretacio´n debe cumplir que A = {q(b),−t(c)} 6⊆ I o bien que
B = {p(a), p(b), t(b)} ∩ I 6= ∅.
S1 no satisface la regla, puesto que no se cumple que A 6∈ S1 ni se
cumple B ∩ S1 6= ∅.
S2 satisface la regla puesto que se cumple A 6⊆ S2.
S3 satisface la regla puesto que se cumple B ∩ S3 = {p(a)} 6= ∅.
S4 satisface la regla puesto que se cumple B ∩ S4 = {t(b)} 6= ∅.
S5 satisface la regla puesto que se cumple A 6⊆ S5.
S6 satisface la regla pueto que se cumple B ∩ S6 = {p(a)} 6= ∅.
S7 no satisface la regla puesto A = S7,y por otra parte B ∩ S7 = ∅.
Definicio´n 6.2.4 (Reduccio´n de un programa). Dado un programa lo´gico
extendido P sin variables y una interpretacio´n M , definimos PM , la reduccio´n
de P respecto de M , como el programa obtenido de la siguiente forma:
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quitando todas las reglas que contengan not a en su cuerpo, para cada
literal a ∈M .
quitando todos los literales negados por defecto de las otras reglas.
Definicio´n 6.2.5 (Modelo estable). Dado un programa lo´gico extendido P ,
se dice que una interpretacio´n M es un modelo estable de P si M es un
modelo minimal de ground(P )M .
Nota 6.2.1. Esta definicio´n var´ıa ligeramente de la de modelo estable para
programas lo´gicos en la que M es modelo estable si M = LM(ground(P )M).
En este caso no podemos usarla ya que no tenemos garant´ıa de unicidad de
modelos minimales en general por la presencia de la disyuncio´n. Por ejemplo,
el programa P con la regla:
b ∨ a
tiene dos modelos minimales: M1 = {a} y M2 = {b}.
Al variar ligeramente la definicio´n, algunos autores prefieren llamar a los
modelos estables en programas lo´gicos extendidos Conjuntos de respuesta.
Las propiedades ba´sicas de los modelos estables de los programas exten-
didos son similares a las anteriormente mencionadas.
Teorema 6.2.1. Dado un programa lo´gico extendido P :
Todo modelo estable M de P es un modelo de P .
Un modelo estable M no contiene a ningu´n modelo propio M ′ de P .
Corolario 6.2.1. Dados dos modelos estables M1,M2 distintos de P , se tiene
M1 6⊆M2 y M2 6⊆M1.
Proposicio´n 6.2.1. Dado un programa lo´gico extendido P y S un conjunto
de respuesta de P , se cumple:
S es un modelo minimal de P .
S es un conjunto “sustentado” de P . Es decir, para cada literal l ∈ S,
existe una regla r en ground(P ) tal que S satisface el cuerpo de r y l
es el u´nico literal en la cabeza de r que satisface S.
Nota 6.2.2. El rec´ıproco no es cierto. Por ejemplo, tomando el programa P :
p(a)←p(a)
p(a)←not p(a)
la interpretacio´n {p(a)} es minimal y justificada. Sin embargo, no es un
conjunto de respuesta.
Finalizamos con un ejemplo.
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Ejemplo 6.2.2. Consideramos el programa P :
s(b)
r(a)
p(a) ∨ p(b)
q(X)← p(X), r(X), not s(X)
Tenemos que grnd(P ) es:
s(b)
r(a)
p(a) ∨ p(b)
q(a)← p(a), r(a), not s(a)
q(b)← p(b), r(b), not s(b)
Tiene dos modelos estables:
M1 = {s(b), r(a), p(a), q(a)}
M2 = {s(b), r(a), p(b)}
En efecto, ground(P )M1 es el programa siguiente:
s(b)
r(a)
p(a) ∨ p(b)
q(a)← p(a), r(a)
Que resulta ser el mismo programa que ground(P )M2 . Este programa tiene
dos modelos mı´nimos: M1 y M2, luego ambos son modelos estables.
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Cap´ıtulo 7
El paradigma de la
programacio´n con conjuntos de
respuesta: ASP
Se llama un conjunto de respuesta de un programa P a un modelo estable
del mismo. El objetivo de este cap´ıtulo es formalizar problemas de manera
que su conjunto de respuesta sea la respuesta a ese problema. A esta meto-
dolog´ıa se le llama la programacio´n con conjuntos de respuesta (ASP: answer
set programming). Veremos varios ejemplos y me´todos para trabajar con di-
ferentes problemas. En particular, se pretende que se puedan resolver puzles
como son el sudoku o acertijos, as´ı como tambie´n consideraremos problemas
de sabor ma´s matema´tico.
7.1. Clingo
Clingo es una herramienta que recibe un programa lo´gico extendido P y
devuelve el/los conjunto/s de respuesta de P (si los hay). No entraremos en
el funcionamiento de la aplicacio´n ya que se escapa del alcance del presen-
te trabajo, pero usaremos Clingo para resolver los ejemplos que veremos a
continuacio´n. Explicamos brevemente la notacio´n de Clingo:
La implicacio´n ← se escribe como : −
La disyuncio´n or se escribe como ;
La negacio´n por defecto se escribe como not
La negacio´n fuerte ¬ se escribe como −
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Toda regla acaba en un punto.
Las variables se escriben con el primer cara´cter en mayu´scula; las cons-
tantes, empezando en minu´scula.
Las operaciones aritme´ticas ba´sicas esta´n incluidas en el lenguaje: + -
* / ; tambie´n las relaciones de orden: ≤, <,>,≥.
La igualdad se escribe como =. Se usa ! = para expresar 6=.
Por ejemplo, si queremos decir que una seta es venenosa o comestible y que
la oronja es una seta, escribimos en Clingo:
seta(oronja).
venenosa(X); comestible(X) :− seta(X).
La siguiente regla expresa que los pa´jaros normalmente vuelan:
vuela(X) :− pajaro(X), not raro1(X).
Clingo dispone tambie´n de varios atajos en le lenguaje que permite es-
cribir los programas de manera ma´s co´moda. Por ejemplo, se permite usar
intervalos para describir un dominio nume´rico. Para intervalos se usan dos
puntos (..) separando los extremos del intervalo. Cuando usamos intervalos,
Clingo entiende que nos referimos a los nu´meros naturales que se encuentran
entre dos nu´meros, por ejemplo:
num(1..9).
establece que los nu´meros del 1 al 9, ambos inclusive, satisfacen el predicado
1-ario num.
Finalmente, una gran utilidad de Clingo es la regla de eleccio´n, que
permite atajar el co´digo de manera muy co´moda. Se escribe
s1α{t1 : L1; ...; tn : Ln}s2
donde:
s1, s2 son te´rminos del lenguaje con el que se este´ tratando, se pueden
omitir si no influyen. Por ejemplo, si la restriccio´n no tiene cota inferior,
se omite s2.
t1, .., tn son relaciones, predicados o te´rminos.
L1, .., Ln son relaciones o predicados que le indican a cada relacio´n entre
que´ elementos puede elegir.
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α es una funcio´n entre las siguientes COUNT, SUM,MIN,MAX; se
puede omitir en el caso de COUNT .
Se aplica la restriccio´n de la siguiente manera: Se aplica la funcio´n α al
conjunto de los ti que quedan despue´s de evaluar las condiciones expresadas
por su respectivo Li, y se exige que se satisfagan s1 ≤ α{t1 : L1; ...; tn : Ln}
y α{t1 : L1; ...; tn : Ln} ≤ s2.
Por ejemplo, si escribimos
num(0..10).
1{notade(juan,X) : num(X)}1.
estamos diciendo que Juan tiene una, y solo una nota, entre los nu´meros
naturales que van del 0 al 10.
Veamos otro ejemplo. Vamos a crear un programa que a cada alumno le
asigne de una a cinco notas comprendidas entre el 0 y el 10
num(0..10).
1{notade(A,X) : num(X)}5 :− alumno(A).
7.2. Te´cnicas varias
Destacaremos varias te´cnicas de programacio´n en ASP que veremos a
continuacio´n:
la doble negacio´n como te´cnica para calcular de forma eficiente el ma´xi-
mo de un conjunto de elementos.
La te´cnica de generacio´n y filtrado para resolver problemas combina-
torios.
La te´cnica de forzar el e´xito.
7.2.1. Doble negacio´n
Cuando hablamos de doble negacio´n, estamos refirie´ndonos a una mezcla
de la negacio´n por defecto y la negacio´n fuerte de la forma ”not −a”, no se
debe confundir con la doble negacio´n de la lo´gica de primer orden (¬¬a ≡ a).
Esta te´cnica es u´til para calcular el ma´ximo de un conjunto. La idea es,
en vez de hacer todos los ca´lculos diciendo que x es el ma´ximo del conjunto
si es mayor que todos los dema´s elementos, decir que x no es el ma´ximo si
encontramos algu´n elemento que sea mayor que x (−max(X)← Y > X).
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Ejemplo 7.2.1. Si en una clase queremos saber quie´n tiene la nota ma´s alta
y tenemos la relacio´n nota(X, Y ) que expresa que la nota del alumno X es
Y , la relacio´n maxnota(X) nos indica que X es el alumno con mayor nota.
Podemos usar el programa P :
−maxnota(X) :−nota(X, Y 1), nota(Z, Y 2), Y 1 < Y 2.
maxnota(X) :−nota(X, Y ), not−maxnota(X).
Entrando como base de datos (hechos) todas las relaciones nota con los
alumnos y sus respectivas notas, el conjunto de respuesta del programa P
sera´ el conjunto de todos los alumnos y sus notas y maxnota(X) con X el
alumno de mayor nota.
7.2.2. Regla de eleccio´n.
La idea de esta te´cnica es tener una o varias reglas de eleccio´n, de donde
se puedan escoger varias opciones, luego, usar un conjunto de reglas de ve-
rificacio´n que nos permitan deducir cua´les de esas opciones son va´lidas para
nuestro problema. Esta te´cnica tambie´n se conoce como programacio´n por
generacio´n y filtrado. Veamos un ejemplo t´ıpico.
Ejemplo 7.2.2. Consideremos el problema de 3-colorear un grafo, usando
los colores rojo, verde y azul, denotamos r(X), v(X) y a(X) para asignarle
a cada nodo del grafo su respectivo color. La regla de eleccio´n es entonces:
r(X); v(X); a(X) :−nodo(X).
O, con notacio´n de regla de eleccio´n:
1{r(X); v(X); a(X)}1 :−nodo(X).
En las reglas de verificacio´n queremos an˜adir las restricciones del proble-
ma: si existe una arista que una dos nodos del grafo, entonces dichos nodos
no pueden tener el mismo color:
:− r(X), r(Y ), arista(X, Y ).
:− v(X), v(Y ), arista(X, Y ).
:− a(X), a(Y ), arista(X, Y ).
Tenemos entonces que de todas las posibles combinaciones que nos deja
la regla 1 (todos rojos, todos azules, todos rojos menos el primero...) so´lo
son va´lidas aquellas que cumplen con las restricciones del problema de 3-
coloracio´n, en otro caso, el programa resulta insatisfacible.
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7.2.3. Te´cnica de forzar el e´xito
La idea de esta te´cnica es primero crear reglas de eleccio´n para generar
un espacio de bu´squeda y despue´s forzar el e´xito de la busca con una regla
de la siguiente forma:
exito :− a1(X1), a2(X2), .., an(Xn).
con exito un predicado de aridad 0. A continuacio´n an˜adimos la regla:
:−not exito.
An˜adiendo esta regla, forzamos que exito este´ en el modelo estable (si
existe) y esto fuerza que se cumplan las propiedades a1(X1), .., an(Xn). En
caso de no existir una combinacio´n va´lida, el programa sera´ insatisfacible.
Ejemplo 7.2.3. Se plantea encontrar un camino euleriano dado un grafo
dirigido con nodos V = {1, 2, .., n} y aristas que los conectan, teniendo el
predicado nodo(X) para expresar que X es un nodo y arista(X, Y ) para
expresar que hay una arista que va de X a Y . Fijamos la regla de eleccio´n
para elegir una arista por cada nodo para que conforme el camino:
1{camino(X, Y ) : arista(X, Y )}1 :−nodo(X).
Ahora, an˜adimos otra regla para precisar que a cada nodo solo le llega
una arista en el camino
1{camino(X, Y ) : arista(X, Y )}1 :−nodo(Y ).
Finalmente, queremos que el camino pase por todos los nodos, podemos
ver los nodos que esta´n unidos por el camino mediante una funcio´n iterativa:
unidos(X, Y ) : −camino(X, Y ).
unidos(X, Y ) : −unidos(X,Z), camino(Z, Y ).
Finalmente, forzamos el e´xito, que, en este caso, llamaremos euleriano:
euleriano :−unidos(1, 1).
:−not euleriano.
7.3. Haciendo matema´ticas en Clingo
7.3.1. Encontrar grupos finitos no abelianos
Vamos a usar el paradigma de la programacio´n con conjuntos de respuesta
con un fin un poco ma´s teo´rico: encontrar grupos finitos no abelianos. Como
bien sabemos, un grupo esta´ formado por un conjunto de elementos y una
operacio´n interna y binaria, lo expresamos con las siguientes reglas:
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num(0..n).
1{operacion(X, Y, Z) : num(X)}1 :−num(Z), num(Y ).
Con el predicado operacion(X, Y, Z) expresamos que Y ∗Z = X, de esta
manera estamos diciendo que tenemos n+ 1 elementos que se representara´n
mediante nu´meros y que al efectuar Y ∗Z obtenemos un solo resultado, que
es parte del grupo. A la hora de ejecutar el grupo deberemos cambiar n por el
nu´mero que corresponda segu´n el orden del grupo que queramos encontrar.
Para que la respuesta que nos devuelva tenga estructura de grupo de-
be cumplir dos requisitos: existencia de elemento neutro (que sera´ el 0), y
existencia de elemento inverso para cada elemento, lo implementamos a con-
tinuacio´n:
operacion(Y, Y, 0) :−num(Y ).
operacion(Z, 0, Z) :−num(Z).
1{operacion(0, Y, Z) : num(Y )}1 :−num(Z).
Las dos primeras reglas hacen referencia al elemento neutro y la tres exige
la existencia y unicidad de elemento inverso para cada elemento del grupo.
Finalmente debemos exigir que la operacio´n cumpla la propiedad asociativa,
con la siguiente regla
operacion(X,AmasB,C) :− operacion(X,A,BmasC), operacion(AmasB,A,B),
operacion(BmasC,B,C).
Como queremos que el grupo no sea abeliano, vamos a usar la te´cnica de
forzar el e´xito con el predicado noabeliano:
noabeliano :− operacion(X1, Y, Z), operacion(X2, Z, Y ), X1! = X2.
:−not noabeliano.
Ahora, este programa devuelve un grupo no abeliano de orden n + 1 si
existe algu´n grupo no abeliano con este orden, y es inconsistente si no existe
ninguno grupo de orden n+ 1 que no sea abeliano.
Un ejemplo de respuesta para n = 5 es:
num(0) num(1) num(2) num(3) num(4) num(5) suma(0,0,0) suma(1,0,1)
suma(1,1,0) suma(2,0,2) suma(2,2,0) suma(3,0,3) suma(3,3,0) suma(4,0,4)
suma(4,4,0) suma(5,0,5) suma(5,5,0) suma(0,2,5) suma(1,3,5) suma(2,5,5)
suma(3,4,5) suma(4,1,5) suma(5,1,4) suma(3,2,4) suma(2,3,4) suma(0,4,4)
suma(1,5,4) suma(2,1,3) suma(1,2,3) suma(0,3,3) suma(5,4,3) suma(4,5,3)
suma(3,1,2) suma(5,2,2) suma(4,3,2) suma(1,4,2) suma(0,5,2) suma(0,1,1)
suma(4,2,1) suma(5,3,1) suma(2,4,1) suma(3,5,1) noabeliano
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7.3.2. Nu´meros de Schur
Vamos a atacar en esta seccio´n un problema cla´sico in: el ca´lculo de los
nu´meros de Schur, presentado por Vladimir Lifschitz en 2000 (Programming
with CLINGO). Empezaremos dando un par de definiciones introductorias
Definicio´n 7.3.1 (Conjunto insumable). Se dice que un conjunto X de
nu´meros naturales positivos es insumable si ∀x, y ∈ X, x+ y 6∈ X.
Ejemplo 7.3.1.
El conjunto {1, 3, 5} es insumable.
El conjunto X = {1, 3, 4, 5} no es insumable, pues 1 + 4 = 5 ∈ X.
El objetivo es descomponer un conjunto de la forma An = {1, ..., n} en
el menor nu´mero de subconjuntos insumables posibles. Por ejemplo, si n =
4, podemos descomponer A4 en dos conjuntos insumables: X = {1, 4} e
Y = {2, 3}; sin embargo, A5 no se puede descomponer en dos conjuntos
insumables.
Proposicio´n 7.3.1. Si An no se puede descomponer en r conjuntos insuma-
bles, entonces Am tampoco se puede descomponer en r conjuntos insumables
para todo m > n.
Demostracio´n: Si un conjunto es insumable, tambie´n lo es al quitarle el
mayor de sus elementos, luego, si podemos descomponer Am en r conjuntos
insumables, tambie´n podemos descomponer Am−1 en r conjuntos insumables.

Definicio´n 7.3.2 (Nu´meros de Shur). Se define S(r) con r ∈ N−{0} como el
mayor nu´mero n tal que podemos descomponer An en r conjuntos insumables
Ejemplo 7.3.2. Para r = 2 ya vimos que se puede descomponer A4 en dos
conjuntos insumables, sin embargo, no se puede decir lo mismo de A5, por lo
tanto S(2) = 4.
Para valores mayores de r, vamos a usar conjuntos de respuesta. Creamos
un programa, con para´metros r y n que modificaremos segu´n convenga, pa-
ra que descomponga An en r conjuntos insumables. Usaremos la propiedad
en(B,R) que nos dice que el nu´mero B esta´ en el conjunto IR:
1{en(B, 1..r)}1 :−B = 1..n.
:− en(B,X), en(C,X), en(B + C,X).
Este programa nos devolvera´ la particio´n de An en r conjuntos insuma-
bles cuando sea posible, y sera´ insatisfacible cuando no se pueda. Vamos a
probarlo con diferentes para´metros:
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con n = 13, r = 3 obtenemos una particio´n.
con n = 14, r = 3 obtenemos insatisfacible, sabemos por tanto que
S(3) = 13.
con n = 44, r = 4 obtenemos una particio´n, el programa tarda 2.953
segundos.
con n = 45, r = 4 obtenemos insatisfacible, sabemos por tanto que
S(4) = 44. (El programa tarda, vemos que cuando no encuentra res-
puesta, el programa tarda mucho ma´s que cuando solo tiene que en-
contrar una).
Nota 7.3.1. Recientemente, se ha demostrado que S(5) = 160. E´ste es,
hasta la fecha, el mayor nu´mero de Shur que se conoce con exactitud. (La
prueba de que S(5) = 160 fue anunciada en 2007 y ocupa hasta 2 petabytes
de espacio. Para aumentar la confianza en dicha prueba, la prueba ha sido
verificada en el demostrador automa´tico ACL2).
7.4. Resolucio´n de Puzles
Veamos un par de ejemplos de resolucio´n de puzles:
7.4.1. El Sudoku
Vamos a crear un programa para resolver el Sudoku: Describiremos el
tablero de sudoku dando a cada casilla (X, Y ) un valor N que sera´ el nu´mero
que le corresponda a la casilla, usando la relacio´n pos(N,X, Y ).
Describimos primero el tablero:
num(1..9).
coord(X, Y ) :− num(X), num(Y ).
Escribimos ahora una regla para indicar que en cada casilla debe haber
un nu´mero.
1{pos(N,X, Y ) : num(N)} :− coord(X, Y ).
Mediante esta regla decimos que hay un nu´mero N en cada coordenada.
Debemos an˜adir ahora las otras tres reglas que nos permiten saber que
NO hay un nu´mero N en una coordenada (X, Y ), estas son: El nu´mero N se
encuentra en otra casilla en la fila de (X, Y ); El nu´mero N se encuentra en
otra casilla en la columna de (X, Y ), el nu´mero N se encuentra en otra casilla
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en la misma regio´n que (X, Y ). Las dos primeras reglas no son dif´ıciles de
escribir puesto que basta con cambiar una de las coordenadas, sin embargo,
para decir que una casilla esta´ en la misma regio´n vamos a tener que usar
una regla auxiliar, que nos diga en que regio´n se encuentra cada coordenada:
mismoint(X1, X2) :− X1 < 4, X2 < 4, X1 > 0, X2 > 0.
mismoint(X1, X2) :− X1 > 3, X1 < 7, X2 > 3, X2 < 7.
mismoint(X1, X2) :− X1 > 6, X2 > 6, X1 < 10, X2 < 10.
mismaregion(X1, Y 1, X2, Y 2) :−mismoint(X1, X2),mismoint(Y 1, Y 2).
Ahora tenemos una relacio´n mismaregion(X1, Y 1, X2, Y 2) que se sa-
tisface solo si (X1, Y 1) esta´n en la misma regio´n que (X2, Y 2). Vamos a
proceder a escribir las reglas que describan las restricciones antes menciona-
das:
−pos(N,X, Y ) :− pos(N,X, Y 1), coord(X, Y 1), Y 1! = Y.
−pos(N,X, Y ) :− pos(N,X1, Y ), coord(X1, Y ), X1! = X.
−pos(N,X, Y ) :− pos(N,X1, Y 1),mismaregion(X, Y,X1, Y 1),
X1! = X, Y 1! = Y
El programa devuelve ahora pos(N,X, Y ) con un u´nico N para cada
coordenada (X, Y ) dando una solucio´n va´lida al sudoku. Para rellenar un
sudoku dado se deben incluir hechos con el nu´mero que le corresponde a
cada coordenada.
7.4.2. SEND+MORE=MONEY
Vamos a resolver un problema cla´sico de criptoaritme´tica: “ SEND +
MORE = MONEY ”. La idea es, dada la suma simbo´lica anterior y tratando
cada letra como un nu´mero comprendido entre 0 y 9, asignarle a cada letra
un nu´mero de manera que la igualdad sea cierta (Suponiendo que si dos letras
son la misma se le asigna el mismo valor y si dos letras son distintas se le
asigna un valor distinto).
Empezamos introduciendo los datos:
letra(s). letra(e). letra(n). letra(d). letra(m). letra(o). letra(r). letra(y).
Le decimos al programa que a cada letra se le asigna un solo valor, y un
solo valor para cada letra:
num(0..9).
1{valor(N,L) : num(N)} :− letra(L).
y ahora vamos a crear una regla de manera que el programa nos devuelva
un modelo mı´nimo que contenga los valores correctos asociados a cada letra:
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hafuncionado : −valor(S, s), valor(E, e), valor(N, n), valod(D, d),
valor(M,m), valor(O, o), valor(R, r), valor(Y, y),
S! = 0,M ! = 0,
S! = E, S! = N,S! = D,S! = M,S! = O, S! = R, S! = Y,
E! = N,E! = D,E! = M,E! = O,E! = R,E! = Y,
N ! = D,N ! = M,N ! = O,N ! = R,N ! = Y
D! = M,D! = O,D! = R,D! = Y,
M ! = O,M ! = R,M ! = Y,
O! = R,O! = Y,
R! = Y,
A = 1000 ∗ S + 100 ∗ E + 10 ∗N +D,
B = 1000 ∗M + 100 ∗O + 10 ∗R,E,
C = 10000 ∗M + 1000 ∗O + 100 ∗N + 10 ∗ E + Y ,
A+B = C.
Finalmente, nos aseguramos de que se cumpla la propiedad hafuncionado
:−not hafuncionado.
7.4.3. Buscaminas
Vamos a atacar otro puzle cla´sico como es el buscaminas. Para resolverlo
en ASP, nos basta con explicar co´mo funciona el juego y darle un tablero de
entrada, consideraremos un tablero de la siguiente forma
. . 2 . 3 .
2 . . . . .
. . 2 4 . 3
1 . 3 4 . .
. . . . . 3
. 3 . 3 . .
Donde los puntos representan los espacios en los que no se sabe lo que hay
au´n y los nu´meros el nu´mero que hay en esa casilla. El objetivo es saber que´
hay en cada punto, si una bomba o un nu´mero. Para empezar definiremos
el tablero de forma gene´rica, queremos decirle que hay f filas, c columnas y
nueve posibles nu´meros en una casilla (del 0 al 8).
nums(0..8).
f ila(1..f).
col(1..c).
Cuando usemos un tablero concreto, cambiaremos c y f por los nu´meros
que convengan, por ejemplo, con el tablero de antes tendr´ıamos f = 6, c = 6.
Usaremos las siguientes propiedades:
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numero(f, c, n) indica que en la casilla (f, c) se encuentra el nu´mero n.
bomba(f, c) indica que en la casilla (f, c) se encuentra una bomba.
En el buscaminas, que un nu´mero n este´ en una casilla indica que alrede-
dor de esa casilla se encuentran n bombas, tenemos, por lo tanto, que definir
el concepto de adyacencia en el tablero:
adj(R,C,R1, C1) : −fila(F ), fila(F1), col(C), col(C1), |R-R1|+ |F-F1|==1.
adj(R,C,R1, C1) : −fila(F ), fila(F1), col(C), col(C1), |R-R1|==1, |F-F1|==1.
Indicamos que en cada casilla se encuentra bien una bomba, bien un
nu´mero:
1{numero(F,C, Z) : nums(Z);mina(F,C)}1 :− fila(F ), col(C).
Finalmente, alrededor de un nu´mero N , se encuentran N bombas:
N{mina(F2, C2) : adj(F2, C2, F1, C1)}N :− numero(F1, C1, N).
Con esto, el programa ya es capaz de resolver un buscaminas. Vamos a
ponerle de ejemplo el tablero anterior, para ello, adema´s de cambiar f y c
por 6, introducimos los datos:
numero(1, 3, 2).
numero(1, 5, 3).
numero(2, 1, 2).
numero(3, 3, 2).
numero(3, 4, 4).
numero(3, 6, 3).
numero(4, 1, 1).
numero(4, 3, 3).
numero(4, 4, 4).
numero(5, 6, 3).
numero(6, 2, 3).
numero(6, 4, 3).
En tan solo 0.3 segundos, el programa nos devuelve una respuesta, de la
que sacamos la siguiente informacio´n:
numero(3,1,1) numero(5,1,2) numero(1,2,2) numero(3,2,1) numero(4,2,2)
numero(2,3,2) numero(6,3,3) numero(1,4,2) numero(5,5,4) numero(2,6,3) nu-
mero(4,6,2) mina(1,1) mina(6,1) mina(2,2) mina(5,2) mina(5,3) mina(2,4)
mina(5,4) mina(2,5) mina(3,5) mina(4,5) mina(6,5) mina(1,6) mina(6,6)
Nota 7.4.1. Este programa solo es realmente efectivo cuando el tablero ad-
mite una u´nica solucio´n, puesto que trata de encontrar la solucio´n partiendo
de la informacio´n que tiene, sin embargo, al jugar al buscaminas, se ampl´ıa
la informacio´n y ,finalmente, solo una de las soluciones es va´lida.
90
7.4.4. Las n damas
Finalmente, el acertijo de las n damas consiste en colocar n damas en un
tablero de ajedrez de taman˜o n × n de manera que no se amenacen entre
ellas. Inicialmente nacio´ en 1848 como el problema de las 8 damas y es un
ejemplo cla´sico para explicar algoritmos de backtracking. Con n = 8, existen
92 soluciones, que se quedan en 12 al eliminar soluciones sime´tricas entre
ellas. El nu´mero de soluciones que tiene el problema tiene a crecer cuando
n crece, teniendo ma´s de dos millones de soluciones para n = 15. Vamos a
buscar alguna solucio´n con programacio´n de conjuntos de respuesta.
Lo primero es establecer el rango n con el que se trabajara´ y que se ha
de sustituir por el nu´mero con el que vayamos a tratar:
num(1..n).
A continuacio´n, si dos damas esta´n en una misma fila/columna, entonces
se amenazan, debemos impedir que esto pase. Al estar en un tablero n×n y
colocar n damas, es obvio que habra´ una en cada fila y una en cada columna,
expresamos estas dos exigencias juntas:
1{damaen(X, Y ) : numero(Y )}1 : −numero(X).
1{damaen(X, Y ) : numero(X)}1 : −numero(Y ).
Finalmente, dos damas no pueden estar en la misma diagonal:
: −damaen(X1, Y 1), damaen(X2, Y 2), X1 < X2, Y 1 +X1 == Y 2 +X2.
: −damaen(X1, Y 1), damaen(X2, Y 2), X1 < X2, Y 1−X1 == Y 2−X2.
Haciendo pruebas con n = 8 obtenemos:
number(1) number(2) number(3) number(4) number(5) number(6) number(7)
number(8) damaen(2,3) damaen(1,5) damaen(3,1) damaen(4,7) damaen(5,2)
damaen(6,8) damaen(7,6) damaen(8,4)
en 0.065 segundos; usando n = 50 obtenemos una respuesta en 10.693 segun-
dos.
Con el programa como lo tenemos, la restriccio´n de la diagonal implica
que por cada casilla, se crean del orden de n2 reglas (una por cada una de
las otras casillas), una de las formas de mejorar la eficiencia es sustituir estas
reglas por las siguientes:
: −#count{(X, Y ) : queen(X, Y ), diag1(X, Y,D)} >= 2, D = 1..2∗n−1.
: −#count{(X, Y ) : queen(X, Y ), diag2(X, Y,D)} >= 2, D = 1..2∗n−1.
diag1(X, Y,X + Y − 1) : −numero(X), numero(Y ).
diag2(X, Y,X − Y + n) : −numero(X), numero(Y ).
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De esta manera, el programa solo usa 2n reglas para cada diagonal, re-
duciendo la complejidad del problema. Obtenemos con estos cambios una
respuesta para el caso n = 50 en tan solo 1.067 segundos.
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Cap´ıtulo 8
Conclusio´n
En este trabajo hemos estudiado una ampliacio´n de la lo´gica tradicional
que nos permite crear nuevas reglas y mecanismos de deduccio´n lo´gica que se
adapten de manera ma´s adecuada a los razonamientos humanos que, en mu-
chas circunstancias, son razonamientos no mono´tonos basados en el sentido
comu´n. Una de las mayores ventajas es poder crear reglas que se cumplen “en
general” pero que admiten excepciones sin generar por ello una contradiccio´n
lo´gica y que, adema´s, se pueden rectificar al ampliar la informacio´n que se
tenga. Uno de los mecanismos que se destacan de este trabajo es el hecho de
aceptar algo de forma esce´ptica o cre´dula, ya que son dos mecanismos no
mono´tonos que nos permiten recopilar informacio´n rectificable, uno de ellos
mostrando la informacio´n de la que se esta´ seguro y el otro ensen˜ando toda
la posible informacio´n que se puede deducir con la informacio´n que se tiene
en el momento.
Como hemos podido ver en el cap´ıtulo final, usando el paradigma de la
programacio´n con conjuntos de respuesta podemos resolver problemas apa-
rentemente complejos en muy poco tiempo y, sobre todo, con un co´digo
altamente declarativo y sorprendentemente simple. Este paradigma usa me-
canismos algo complejos para optimizar la complejidad con la que se atacan
los problemas y que no se han visto en este trabajo. Sin embargo, resulta un
lenguaje co´modo para implementar el primer prototipado de un problema.
Adema´s, usa como base la lo´gica no mono´tona y para utilizarlo no hace fal-
ta conocimientos ma´s alla´ de lo que se estudian en este trabajo. Una l´ınea
interesante de trabajo futuro ser´ıa profundizar en el estudio del paradigma
de la programacio´n con conjuntos de respuesta.
Finalmente, aclarar, por si no quedaba claro, que la seta oronja es perfec-
tamente comestible. Sin embargo, no tengo ni idea de si Piol´ın vuela ni parece
haber documentacio´n al respecto en internet, queda tambie´n pendiente para
el trabajo futuro.
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