Abstract. Let M = Z D be a D-dimensional lattice, and let (A, +) be an abelian group. A M is then a compact abelian group under componentwise addition. A continuous function Φ :
.N )) .
In particular, density (J) = rel density [J/N].
Harmonic Mixing of Markov Random Fields
Let B ⊂ M be a finite subset, symmetric under multiplication by −1 (usually, B = {−1, 0, 1} D ). For any U ⊂ M, we define cl (U) := {u + b ; u ∈ U and b ∈ B} and ∂U := cl (U) \ U. ∈ M(A) be the conditional probability measure on the zeroth coordinate. We say that µ is locally free if, for any b ∈ A S , # supp µ It is easy to show that the following are equivalent: 1. µ is locally free. 2.
Every entry of P 2 is 2 or larger. 3.
For any a, b ∈ A, # (F (a) ∩ P (b)) ≥ 2. Recall that A is the dual group of A. For any χ ∈ A and ν ∈ M(A), let χ, ν := a∈A χ(a) · ν{a}. It is easy to check: Lemma 1.2. Let p be prime and A = Z /p . If µ is a locally free MRF on A M , then there is some c < 1 such that, for all nontrivial χ ∈ A, and any b ∈ A S , χ, µ ∈ M(A I ) be the corresponding conditional probability measure. Since µ is a Markov random field, and the I coordinates are 'isolated' from one another by J coordinates, it follows that µ (b) I is a product measure. In other words, for any a ∈ A I ,
Thus, the conditional expectation of χ I is given:
where ( * ) is by equation (3). Thus, χ, µ
where the last step follows from Lemma 1.2. But χ, µ =
Here ( * ) is by equation (4) and ( †) is by equation (2). ✷
The Even Shift is Not Harmonically Mixing
We will now construct a measure ν, supported on a sofic shift, which is not harmonically mixing. Nonetheless, we'll show in §3- §5 that this measure is asymptotically randomized by many LCA. Let X ⊂ Z /3 Z be the subshift of finite type defined by the transition matrix
Let Φ : X → Z /2 Z be the factor map of radius 0 which sends 0 into 0 and both 1 and 2 to 1. Then S := Φ(X) is Weiss's Even Sofic Shift: if s ∈ S, then there are an even number of 1's between any two occurrences of 0 in s. For any N ∈ N, and i, j ∈ Z /3 , let X N ij := {x ∈ X ; x 0 = i, x N = j}, and let:
s n is even , and
s n is odd .
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Proof. Let x ∈ X N ij , and s := Φ(x). Note that, if k < k * are any two values such that
s n is even. In particular, let k be the first element of [0...N ] where
x k = 0, and let k * be the last element of [0...N ] where x k * = 0. Thus,
s n (mod 2).
But since x k−1 = 0 = x k * +1 by construction, the definition of X forces x k−1 = 2 and s n depends only on
be a mixing Markov measure on X, with transition matrix P and Perron
Lemma 2.1 implies:
But µ is mixing, so lim 
Dispersion Mixing
The example from §2 suggests the need for an asymptotic randomization condition on measures that is less restrictive than harmonic mixing. In this section, we'll define the concepts of dispersion mixing (for measures) and dispersion (for automata) which together yield asymptotic randomization. In §4 we'll show that many LCA are dispersive. In §5 and §6 we'll show that many measures (including the Even Shift measure ν from §2) are dispersion mixing.
Let Φ be an LCA as in equation (1). The advantage of this 'polynomial' notation is that composition of two LCA corresponds to multiplication of their respective polynomials. For example, suppose A = (Z /p ) s , where p ∈ N is prime, and s ∈ N. Suppose M = Z and Φ = 1 + σ; that is, Φ(a) 0 = a 0 + a 1 (mod p). Then the Binomial Theorem implies:
Let S > 0, and let K, J ⊂ M be subsets. We say that K and J are S-separated if min {|k − j| ; k ∈ K and j ∈ J} ≥ S LCA which can be summed to yield Φ. That is:
For example, if Φ = 1 + σ 5 + σ 6 + σ 11 + σ 12 + σ 13 , then rank 4 (Φ) = 3, because Φ = Φ 1 + Φ 2 + Φ 3 , where
, and Φ 3 = σ 11 + σ 12 + σ 13 .
On the other hand, clearly, rank 1 (Φ) = 6, while rank 7 (Φ) = 1. Likewise, if χ = k∈K χ k is a character, and S > 0, then we define
We say that µ is dispersion mixing (DM) if, for every ǫ > 0, there exist S, R > 0 such that,
Note that dispersion mixing is less restrictive than harmonic mixing.
If Φ is an LCA and χ is a character, then χ • Φ is also a character. We say that Φ is dispersive if, for any S > 0, and any character χ ∈ A M , there is a subset J ⊂ N of density 1 such that lim Proof. See the proof of Theorem 12 in [PY02] . ✷
Dispersion and Bipartite
The centre of Γ is the centroid of G (as a subset of R n ):
We say Γ is centred if |centre (Γ)| < 1. For any prime p ∈ N, let
, and
For example:
is bipartite for any nonzero f ∈ M and any prime p ∈ N.
is bipartite for any prime p ∈ N.
is bipartite for any prime p ≥ 3.
is bipartite for any prime p ≥ 5.
Our goal in this section is to prove:
, where we define
, and 
Lemma 4.3. Let r, H ∈ N.
(a) If M < p r , and
For example, suppose p = 2 and N = 53 = 5 + 48 = 5 + 2 4 · 3. Then M = 5, r = 4, and H = 3, and 
Lemma 4.4. Let Φ be an LCA, and let S > 0.
(a) If χ is a character, and
(b) If Γ is an LCA, and 
For example, if p = 2 and S 0 = 7, then 53 ∈ J(7), because 53 = 5 + 2 4 · 3, so that M 53 = 5, r 53 = 4, and H 53 = 3. Thus, 2 r53−1 = 2 3 = 8, and 7 < 8 and 5 < 8. Note that 53 = 2 0 + 2 2 + 2 4 + 2 5 ; thus, 53 (3) = 0. This is exactly why 53 ∈ J(7):
Conversely, suppose N (r) = 0, where log p (S 0 ) < r < log p (N ). Let r N := r + 1; then
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Lemma 4.7. density (J(S 0 )) = 1.
. Then I is a set of density one, and Lemma 4.6 implies that
which is a set of density zero. It follows that density (J(S 0 )) = density (I) = 1. ✷
Proof.
(L) is by Lucas Theorem and ( ‡) is by Lemma 4.3(b). ( †) is because Φ
Proof of Theorem 4.1. It suffices to verify the condition of Corollary 4.5. So, let
where ( * ) is by Lemma 4.8 and ( †) is by Lemma 4.4(b). Thus, we want to show that rank S1 Θ H −−−− H→∞ −→∞ for H in a set of density 1. To do this, we'll use gaps in L (H). If h 0 , h 1 ∈ L (H), we say that h 0 and h 1 bracket a gap if:
and
are S 1 -separated.
are W -separated, where (see Figure 2 ). We want
L(H)
Thus,
where ( * ) is by equations (7) and (8), and ( †) is because S 0 < p r−1 .
Thus, it suffices to show that
To see this, observe that 
Thus, we want to show that the number of gaps is large.
Suppose i < k. We say that i and k bracket a zero-block in the p-ary expansion of H if Proof.
Let #ZB (H) := #of zero-blocks in the p-ary expansion of H.
Then Claim 2 implies that
Define
Claim 3: density (H) = 1.
Proof. Observe that #ZB (H) is no less than the number of occurrences of the word "101" in the p-ary expansion of H (because 101 is a zero-block). Let 
Now, density (J 1 ) = 1 by Lemma 4.7 and Claim 3. To see that density (J 2 ) = 1, note that
which is a set of density zero.
Here, (♥) is by equation (6) 
(here, "x ǫ y" means |x − y| < ǫ.) Z is an SFT, and S := Ψ(F) ⊂ A Z a sofic shift, and ν ∈ M(F) is any mixing N -step Markov chain, then µ := Φ(ν) is a uniformly mixing measure on S. We call µ a quasi-Markov measure. ♦
We say that µ is harmonically bounded (HB) if there is some C < 1 such that | χ, µ | < C for all χ ∈ A Z except χ = 1 1. The goal of this section is to prove: 
, and let ν := χ(µ) ∈ M(I) be the projected measure on I. Thus, χ, µ = i∈I i · ν{i}. The following four claims are easy to check.
Claim 1:
For any β > 0, there exists α > 0 such that, for any probability measure
K be the conditional measure on the Kth coordinate, and let ν 
[Pet89, Proposition 5.2.12]) that the σ-entropy of µ can be computed:
Claim 3: For any δ > 0, there exists γ 1 > 0 such that, for any probability measure ρ on A, if there is a subset P ⊂ A with # (P) ≤ p s−1 and
Claim 4: For any ǫ > 0, and S > 0, there exist δ, γ 2 > 0 such that, for any K ∈ N and probability measure µ on
Now, set S := (s − 1) · log 2 (p). For any ǫ > 0, find δ, γ 2 > 0 as in Claim 4. Then find γ 1 > 0 as in Claim 3, and let γ := min{γ 1 , γ 2 }. Next, find β as in Claim 2 and then find α as in Claim 1. Finally, find χ ∈ A Z with | χ, µ | > 1 − α. It then follows from Claims 1-4 that
But the limit in (13) is a decreasing limit, so we conclude that h(µ, σ) < (s − 1) · log 2 (p) − ǫ. Since this is true for any ǫ > 0, we conclude that h(µ, σ) ≤ (s − 1) · log 2 (p), contradicting our hypothesis. ✷ Corollary 5.5. If A = Z /p (where p is prime), and h(µ, σ) > 0, then µ is harmonically bounded. ✷ Say µ is uniformly multiply mixing if, for any ǫ > 0, there is some S > 0 such that, for any R > 0, if K 0 , K 1 , . . . , K R ⊂ M are finite, mutually S-separated subsets of M, and U 0 ⊂ A K0 , . . . , U R ⊂ A KR are cylinder sets, then:
Lemma 5.6. If µ ∈ M(A Z ) is uniformly mixing, then µ is uniformly multiply mixing.
Proof. (by induction on R). The case R = 1 is just uniform mixing. Suppose (14) is true for all R ′ < R. Find S > 0 so that, if K 0 , . . . , K R are mutually S-separated, then 
By harmonic boundedness, we know | χ r , µ | < C for all r ∈ [0...R]. Thus, (15) implies: Proof. Fix ǫ > 0. For any words a, b ∈ A * , the mixing of µ implies that there is some
Let v ∈ A * be a Markov word for µ.
Let u, w, u ′ , w ′ ∈ A * , and consider the words uvw and u ′ vw ′ . We have:
Proof. Define transition probabilities:
(16) and (18) are because v is a Markov word; (17) is because m > M ǫ (vw, u ′ v).
✸ Claim 1
If a ∈ A * , we say that v occurs in a if a [n−V...n+V ) = v for some n.
Claim 2: There is some N > 0 such that µ a ∈ A [0...N ] ; v occurs in a > 1 − ǫ.
Proof. By ergodicity, find N such that µ
Let A * v be the set of words (of length at least N ) in A * with v occuring in the last (N + V ) coordinates, and let v A * be the set of all words in A * with v occuring in the first (N + V ) coordinates. Then Claim 2 implies that:
Let
where ( * ) is by equation (20) and ( †) is by Claim 1. Likewise, define
and M 4 := max
Thus, M 1 , . . . , M 4 each maximizes a finite collection of finite values, so each is finite. Thus, M := max{M 1 , . . . , M 4 } is finite.
Thus, µ is uniformly mixing. ✷ Corollary 6.3. If µ is harmonically bounded, mixing and has a Markov word, then µ is asymptotically randomized by Φ = 1 + σ.
Proof. Combine Proposition 6.2 with Theorems 3.1 and 5.2. ✷
Lucas Mixing
Throughout this section, let D := 1, so that M = Z. Let A := (Z /p ) s , where p ∈ N is prime, and s ∈ N. Let Φ := 1 + σ. We will introduce a condition on µ which is weaker than dispersion mixing, and which is both sufficient and necessary for asymptotic randomization.
Let χ ∈ A Z , and suppose χ = 
Observe
If µ is a measure on A Z , we say that µ is Lucas mixing if, for any nontrivial character χ ∈ A Z , there is a subset H ⊂ N of Cesàro density one such that lim
Theorem 7.1. Φ = 1 + σ asymptotically randomizes µ ⇐⇒ µ is Lucas mixing . ✷
It is relatively easy to see that:
Lemma 7.2. If µ is dispersion-mixing, then µ is Lucas mixing. ✷ Thus, the "⇐=" direction of Theorem 7.1 is an extension of Theorem 3.1, in the case Φ = 1 + σ. The "=⇒" direction makes this the strongest possible extension for this LCA. 
Proof. Apply Lemma 4.8 to observe that
By definition, r is such that m < p r−1 and |[χ]| < p r−1 . Thus,
Proof of Theorem 7.1. We will use Lemma 3.2.
'⇐=' For any m ∈ N, let r(m) := log p max m, |[χ]| + 1, and define
Randomization of Zero-Entropy Measures
Of the probability measures which are asymptotically randomized by LCA, every known example has positive entropy. However, we'll show that positive entropy is not necessary, by constructing a class of zero-entropy measures which are Lucas mixing, and thus (by Theorem 7.1) randomized by Φ = 1 + σ.
For both efficiency and lucidity, we will employ probabilistic language. Let (Ω, B, ρ) be an abstract probability space (called the sample space). If (X, X ) is any measurable space, then an (X-valued) random variable is a measurable function f : Ω−→X. In particular, a random sequence is a measurable function a : Ω−→A Z . By convention, we suppress the argument of random variables. Thus, if a, b, c are random sequences, then the equation
If f : Ω−→X is a random variable, and U ⊂ X, then "Prob [f ∈ U]" denotes ρ f −1 (U) . If g : Ω−→Y is another random variable, then f and g are independent if, for any measurable
The distribution of f is the probability measure µ := f (ρ) on (X, X ); we then say that f is a µ-random variable. Thus, every random variable determines a probability measure on its range. However, given a measure µ, we can construct infinitely many independent µ-random variables.
Let A := Z /2 and µ ∈ M(A Z ), and consider a µ-random sequence a ∈ A Z . We say µ has independent random dyadic increments (IRDI) if, for any n ∈ N, and all m ∈ [1... , then µ is Lucas Mixing.
Proof. Let χ ∈ A Z be a nontrivial character. We seek H ⊂ N with density (H) = 1, such that lim
If n ∈ N, let I = I(n) := ⌈log 2 (n)⌉, and suppose n has binary expansion {n
. Let I(n) := j ∈ [0...I] ; n (j) = 1 . Let ǫ > 0 be small, and define:
Then density (H) = 1. Suppose n ∈ H is large; let I := I(n) and I := I(n). Assume I is large (in particular, I > L).
, so find β such that
where ( * ) is because log 2 (β) < 1 2 and I is large, while ǫ is small. Suppose I = {i 1 < i 2 < . . . < i M+1 = I}. Let ξ 0 := χ, and for each m ∈ [0...M ], define
Li , where
where ( * ) is by equation (25). Thus, ξ M = x∈X ξ x , where X ⊂ Z is a subset with # (X) = R. Thus, if a ∈ A Z is a µ-random sequence, then
where {d 
1−2·α
Here, ( * ) is because µ has lower decay rate α, so δ
Here, ( ‡) is by equation (27), ( * ) is because {d I x } x∈X are independent, and ( †) is by equation (28) and because # (X) = R.
Here, ( * ) is because log is a decreasing function, and ( †) is by equation (26).
But β > Proof. Let L 1 , K > 0 be as above. Assume without loss of generality that K > 4. Let
For any n ∈ N, and m ∈ [1... 
Claim 1:
22
Thus, δ 
Here, ( * ) is the substitution k := log 2 (K) and A := − log 2 (α); ( †) is because, if ǫ is small, then log(1 − ǫ) ≈ −ǫ, thus, − log(1 − ǫ) < 2ǫ; ( ‡) is because 2 − k − 2Kα n < 0 because k > 2 because we assume K > 4; (⋄) is where c 1 := KA > 0.
✸ Claim 1
Let a ∈ A Z be a µ-random sequence, and fix n > L. To compute the conditional entropy
where ( * ) is because d 
where ( * ) is by equation (31), and where c 2 ≈ c 1 2α − 1 > 0 is another constant.
where ( * ) is by equation (32). Thus,
where ( * ) is by equation (33), and ( †) is because |α| < 1. ✷ 
Proof. Let a ∈ A
Z be a µ-random sequence, and fix N ∈ N. By construction, there is some k ∈ Z such that a looks like σ k (a ∞ ) in a neighbourhood around 0. To be precise, As before, let P j := Prob J i=j r ni mi = 1 . For any j ∈ [1...J), we have P j = (1 − α nj )·P j+1 + α nj ·(1 − P j+1 ) = P j+1 + (1 − 2P j+1 )α nj ≤ P j+1 + α nj , Here, ( * ) is obtained by applying equation (39) inductively, and ( †) is because n 0 = N . ✷
