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Abstract
A nonnegative matrix M with zero trace is primitive if for some positive integer k, Mk is
positive. The exponent exp(M) of the primitive matrix is the smallest such k. By treating the
digraph G whose adjacency matrix is the primitive matrix M , we will show that the minimum
number of positive entries of M is 3n − 3 when exp(M) = 2. We will also show that for a
symmetric n × n matrix M if exp(M) = 2, the minimum number of positive entries of M is
3n − 2 or 3n − 3 according to n.
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1. Introduction
In this paper we are concerned with the nonnegative (positive) matrix which is a
matrix with all its entries are nonnegative (positive). An n × n matrix M is primitive
if there is a positive integer k such that every entry in Mk is positive. An exponent
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of M , denoted by exp(M), is the minimum of such k. In 1950, Wielandt [10] found
that the maximum exponent of a primitive n × n matrix is Wn = n2 − 2n + 2. There
are various generalizations of this result [1,4,5,7,8]. In the series of papers [2,3],
they found the gaps in the exponent set of primitive matrices. Shao [6] and Zhang
[11] proved that the exponents of the n × n matrix with zero trace can achieve every
number less than or equals to Wn2 + 1 with the only one exception 48 when n = 11.
Recently, Shen and Wyels [9] calculated asymptotically the maximum number
of positive entries of a primitive n × n matrix with given lower bound of exponent.
They showed that for
√
2
2  r < 1, if f (n, r) is the maximum number of positive
entries of a primitive n × n matrix M with exp(M)  r2n2, then
lim
n→∞
f (n, r)
n2
= (1 − r)
2
3
.
In this paper, we will treat a part of the dual of this problem, That is, if M is an
n × n matrix with zero trace then we will prove that in order for the matrix M2 have
all its entries positive, the minimum number of positive entries of the matrix M is
3n − 3. In addition, we will provide every type of such n × n matrix with 3n − 3
positive entries. The total number of types of matrices with the minimum number
of positive entries is the number of partitions of n − 1 by integers at least 2 up to
permutation. We will also show that for a symmetric matrix M the minimum number
of positive entries of M is 3n − 3 (3n − 2) if n is odd (even), respectively.
2. Definitions and notations
Let D = (V ,A) be a digraph (or, directed graph) defined by the n × n nonnega-
tive matrix M such that V = {v1, v2, . . . , vn} and (vi, vj ) ∈ A if the (i, j) entry of
M is positive. Then D is primitive if M is primitive. And the exponent γ (D) of the
digraph D is exp(M). It is easy to show that γ (D) = k if and only if for each pair
of vertices u, v, there is a directed walk of length k from u to v. It is well known
that D is primitive if and only if D is strongly connected and the greatest common
divisor of all the cycle lengths of D is 1. An m × m matrix is cyclic if all (i, i + 1)
entries and (1, m) entry are positive and other entries are 0. The digraph defined by
the cyclic matrix is, in fact, a cycle. We use d+(u) to be the number of arcs that
starts from u and d−(u) to be the number of arcs that goes to u. If D is a primitive
digraph with exponent 2 and u is any vertex then there is another vertex v such that
(u, v) ∈ A. Moreover, since γ (D) = 2, there is a directed walk of length 2 from u
to v. So we know that there is a vertex w different from u, v such that (u,w) ∈ A
and (w, v) ∈ A. So that d+(u)  2. A similar argument about d−(u) tells us the
following lemma.
Lemma 1. Let D = (V ,A) be a primitive digraph with γ (D) = 2, then for any
vertex v, we have d+(v)  2 and d−(v)  2.
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3. Main Theorem
Theorem 1. For n  3, if D = (V ,A) is a primitive digraph with γ (D) = 2, then
|A|  3n − 3. Moreover if |A| = 3n − 3, then there is a v ∈ V such that d+(v) =
d−(v) = n − 1.
Proof. Suppose n  10. Let D be a primitive digraph with γ (D) = 2 and |A| 
3n − 3. Since |A|  3n − 3, by Lemma 1 there is a v0 such that d+(v0) = 2. There
are two vertices v1, v2 such that (v0, v1) ∈ A and (v0, v2) ∈ A. Since γ (D) = 2,
there is a directed walk of length 2 from v0 to v1. We have (v2, v1) ∈ A. Similarly,
we have (v1, v2) ∈ A. Since there is a directed walk of length 2 from v0 to v0 we have
(v1, v0) ∈ A or (v2, v0) ∈ A. Since there is a directed walk from v0 to any vertex v,
we have
d+(v1) + d+(v2)  n.
By Lemma 1, we have
d+(v1) + d+(v2)  (3n − 3) − 2(n − 2) = n + 1.
Let us assume that
d+(v1)  d+(v2),
then
2d+(v2)  d+(v1) + d+(v2)  n + 1.
So we have
d+(v2) 
n + 1
2
.
For v ∈ V \{v1, v2}, and since∑
v∈V \{v1,v2}
d+(v)  3n − 3 − d+(v1) − d+(v2)  3n − 3 − n = 2n − 3,
we have d+(v) = 2 with one possible exception with d+(v) = 3.
Now if (v, v1) /∈ A for some v ∈ V1 = V \{v1} then v /= v2 and d+(v) = 2 or
d+(v) = 3. Since γ (D) = 2, the set
{w|(v,w′), (w′, w) ∈ A, for some w′ ∈ V }
is equal to V . If d+(v) = 2, then we have
n = |{w|(v,w′), (w′, w) ∈ A, for some w′ ∈ V }|  n + 1
2
+ 3,
which contradicts that n  10. If d+(v) = 3 then
n = |{w|(v,w′), (w′, w) ∈ A, for some w′ ∈ V }|  n + 1
2
+ 2 + 2,
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which contradicts that n  10. We have (v, v1) ∈ A for any v ∈ V1. That is d−(v1) =
n − 1, and d−(v) = 2 for any v ∈ V1.
Now if (v1, v) /∈ A for some v ∈ V1, since there is a directed walk of length 2
from v0 to v, (v2, v) ∈ A. Moreover, since there is a directed walk of length 2 from
v2 to v, there is w ∈ V \{v0, v1, v2} such that (w, v) ∈ A. The directed walk of length
2 from w to v implies the existence of w′ such that (w,w′) and (w′, v) belong to
A. Since d−(v) = 2, we have w′ = v2 or w′ = w. But w′ /= w, so w′ = v2. Since
d−(v2) = 2, w = v0 or w = v1. That is a contradiction. So we have (v1, v) ∈ A
for every v ∈ V1. Which means that d+(v1) = n − 1. We have |A| = 3n − 3 and
d+(v) = 2 for all v ∈ V1.
For each case in 3  n  9, we can prove the same result directly by compu-
tation. 
The next theorem provide all the digraph D with γ (D) = 2 that has minimum
arcs |A| = 3n − 3.
Theorem 2. If D = (V ,A) is a primitive digraph with γ (D) = 2 and |A| = 3n − 3,
then the digraph D\{u} is the disconnected union of cycles where u is the vertex in
V with d+(u) = d−(u) = n − 1.
Proof. Since d+(v) = d−(v) = 2 and (u, v), (v, u) ∈ A for every vertex v of D dif-
ferent from u, d+(v) = d−(v) = 1 for all vertex v of D \ {u}. Thus D \ {u} is the
disconnected union of cycles. 
Corollary 1. The number of isomorphic digraphs D = (V ,A) which satisfy |V | =
n, γ (D) = 2 and |A| = 3n − 3 is the number of partitions of n − 1 by at least 2.
Finally, we can conclude these results in the primitive matrix version as follows.
Corollary 2. If M2 has all entries positive for an n × n nonnegative matrix M with
trace 0, then the number of positive entries of M is at least 3n − 3. And if M has
3n − 3 positive entries, there is a permutation matrix P such that P−1MP satisfies
1. P−1MP =


0 a12 · · · a1n
a21
... B
an1

 where aij > 0 if i = 1 or j = 1,
2. B =


B1 0 · · · 0
0 B2
...
...
.
.
. 0
0 · · · 0 Bm

 ,
3. Bi is cyclic ki × ki matrices with k1  k2  · · ·  km.
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If n is odd, among the matrix given in Corollary 2 there is a symmetric matrix.
In this case, m = n−12 and k1 = · · · = km = 2. If n is even, we will show that the
nonnegative matrix with exponent 2 has at least 3n − 2 positive entries.
Theorem 3. Suppose n is even and n  6. Let G = (V ,E) be a graph with no loop
such that |V | = n and γ (G) = 2, then |E|  3n2 − 1. Moreover if |E| = 3n2 − 1,
then G is isomorphic to the graph G′ = (V ′, E′) where
V ′ = {v1, v2, . . . , vn},
E′ = {{v1, vi}|2  i  n} ∪ {{vi, vj }|2  i < j  n − 1, i + j = n + 1}
∪{{vn−1, vn}}.
Proof. Assume that |E|  32n − 1. Let v0 be a vertex of G which has minimum
degree. Since the average degree is 2|E|
n
and
2|E|
n
 2
(
3n
2
− 1
)
× 1
n
= 3 − 2
n
< 3,
the degree of v0 is 1 or 2. From Lemma 1, the degree of v0 is 2. Let v1, v2 be adjacent
vertices of v0. For all vertex v of G, since there is a walk of length 2 from v0 to v,
v is adjacent to v1 or v2. So there are three edges between v0, v1 and v2 and at least
n − 3 edges {v,w} such that v is v1 or v2 and w ∈ V \ {v0, v1, v2}. If there are k
elements of V \ {v0, v1, v2} adjacent to both v1 and v2, there are at most
3n
2
− 1 − 3 − (n − 3) − k = n
2
− k − 1
edges in the subgraph H = G\{v0, v1, v2} of G. For all v ∈ V \ {v0, v1, v2}, since
d(v)  2, the subgraph H of G has at most k vertices whose degree is 0 and thus H
has at least n − k − 3 vertices whose degree is not 0. So the total number of edges
of H is at least n−k−32 . Then we have
|E|  3 + n + k − 3 + n − k − 3
2
= 3n + k − 3
2
>
3n
2
− 1,
where k > 1. So k = 0 or 1. If k = 0, there is only one vertex of H whose degree is
not 2 and the degree of this vertex is 3. If k = 1, every vertex of H has degree 2. We
may assume that the number of vertices adjacent to v1 is not less than the number of
vertices adjacent to v2. This implies there are at least n−22 vertices of V \{v0, v1, v2}
adjacent to v1 and at most n−42 vertices of V \ {v0, v1, v2} adjacent to v2. If v ∈
V \ {v0, v1, v2} and v and v1 are not adjacent, for all w ∈ V \{v0, v1, v2} such that
w is adjacent to v1, there is a walk of length 2 from v to w. So {v, u}, {u,w} ∈
E for some u ∈ V . If u ∈ V \ {v0, v1, v2}, then {u, v1} ∈ E or {u, v2} ∈ E. Since
{u, v}, {u,w} ∈ E, the degree of u is at least 3. In this case we have k = 0 and u
is unique with degree 3. Since every element of {w ∈ V \ {v0, v1, v2}|{w, v1} ∈ E}
is adjacent to u, n−22  3. This is a contradiction. If u ∈ {v0, v1, v2}, then u = v2.
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So k = 1. Since every element of {w ∈ V \ {v0, v1, v2}|{w, v1} ∈ E} is adjacent to
u = v2, n−22  k = 1. This is again a contradiction. So v1 is adjacent to every vertex
of V \ {v0, v1, v2}. Since
3 + (n − 3) + n − 2
2
= 3n
2
− 1,
there are exactly n−22 edges not incident to v1 and incident to an element of
V \{v0, v1, v2}. So there are at most one element of V \{v0, v1, v2} whose degree
is not 2 and if such vertex exist, the degree of this vertex is 3. If w1 is the element of
V \{v0, v1, v2} whose degree is 3 and w2, w3 are elements of V \{v0, v1, v2} adjacent
to w1, then w2 and w3 are not adjacent and V \ {v0, v1, v2, w1, w2, w3} are parti-
tioned into n−62 pairs of adjacent vertices. If such vertex does not exist, exactly one
vertex of V \{v0, v1, v2} is adjacent to v2 and the other elements of V \{v0, v1, v2}
are partitioned into n−42 pairs of adjacent vertices. In any case, G is isomorphic to
the desired graph. 
Corollary 3. Let n be even positive integer not less than 6 and M be a symmetric
n × n nonnegative matrix with zero trace. If all entries of M2 are positive, then
the minimum number of positive entries of M is 3n − 2. In this case, there is a
permutation matrix P such that the (i, j) entry of P−1MP is positive if and only if
(i, j) satisfies one of the followings:
1. i = 1 and 2  j  n,
2. j = 1 and 2  i  n,
3. 2  i, j  n − 1 and i + j = n + 1,
4. {i, j} = {n − 1, n}.
In the above, we proved Theorem 3 when n  6. But we can easily see that
Theorem 3 holds for n = 4.
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