Abstract. We state and prove Filippov-type stability theorems for discrete difference inclusions obtained by the Euler discretization of a differential inclusion with perturbations in the set of initial points, in the right-hand side and in the state variable. We study the cases in which the right-hand side of the inclusion is not necessarily Lipschitz, but satisfies a weaker one-sided Lipschitz (OSL) or strengthened one-sided Lipschitz (SOSL) condition. The obtained estimates imply stability of the discrete solutions for infinite number of fixed time steps if the OSL constant is negative and the perturbations are bounded in certain norms. We show a better order of stability for SOSL right-hand sides and apply our theorems to estimate the distance from the solutions of other difference methods, as for the implicit Euler scheme to the set of solutions of the Euler scheme. We also prove a discrete relaxation stability theorem for the considered difference inclusion, which also extends a theorem of G. Grammel (2003) from the class of Lipschitz maps to the wider class of OSL ones.
Introduction
We regard the differential inclusioṅ x(t) ∈ F (x(t)) ⊂ R n (a.e. t ∈ I := [t 0 , T ]), x(t 0 ) = x 0 ∈ X 0
and its (set-valued) Euler discretization η j+1 ∈ η j + hF η j , j = 0, 1, ..., N − 1,
where the initial set X 0 ⊂ R n is compact and nonempty, the step size is given by h := T −t 0 N for some N ∈ N and the grid points t j := t 0 + jh, j = 0, 1, . . . , N , form a grid G h and a partition of I in N subintervals I j := [t j , t j+1 ], j = 0, . . . , N − 1. For the sake of simplicity we consider here the autonomous case, although the results may be reformulated also for maps F depending additionally on the time t.
We denote by S the set of solutions of (1) restricted to the grid G h and by S h the set of the solutions of (2) . These sets are considered in the space of grid functions η h := {η j } N j=0 with the usual Euclidean norm (see below).
In the classical Filippov Theorem [20] it is supposed that the map F is Lipschitz in the state variable and existence and exponential Lipschitz stability of the set of solutions of (1) with respect to perturbations in the initial condition and the right-hand side is derived. The perturbed inclusion studied by Filippov in [20] iṡ y(t) ∈ F (y(t)) + ε(t) (a.e. t ∈ I), y(t 0 ) = y 0 ∈ X 0
with ε(t) ∈ R n . For Lipschiz continuous multifunction F , the same stability rate as for the perturbations ε(t) in (3), called here 'outer' (set) perturbations, holds also for the inclusion with 'inner' (state) perturbationsẏ (t) ∈ F y(t) + δ(t) , (a.e. t ∈ I), y(t 0 ) = y 0 ∈ X 0 ,
where δ(t) ∈ R n . Removing the Lipschitz continuity usually leads to the loss of stability with respect to these perturbations. Fortunately, if the map F is one-sided Lipschitz (OSL), the stability in the problem with inner and outer perturbatioṅ y(t) ∈ F y(t) + δ(t) + ε(t) (a.e. t ∈ I), y(t 0 ) = y 0 ∈ X 0 ,
is preserved, possibly in a weaker form [15, 16] . The OSL condition for single-valued functions f : R n → R n with constant µ ∈ R,
is known in numerical analysis (see e.g., [11, 3] and in [23, Sec. IV.12] ), where | · | denotes the usual Euclidean norm in R n . In Hilbert and Banach spaces this concept was already known under the name dissipative respectively monotonic/accretive operators (see e.g., [34, 7, 8, 37] ).
Here are the definitions of the two one-sided Lipschitz properties for set-valued maps investigated here.
Definition 1.1 ([15])
A set-valued map F : R n ⇒ R n is called one-sided Lipschitz (OSL) with (OSL) constant µ ∈ R, i.e., for all x, y ∈ R n and all ξ ∈ F (x) there exists ζ ∈ F (y) with x − y, ξ − ζ ≤ µ|x − y| 2 .
For set-valued maps the OSL condition was first introduced in a stronger (uniform) form by KastnerMaresch and Lempio in [26, 29] , and in a weaker (relaxed) abstract form in Banach spaces by Donchev (and Ivanov) [12, 18] . The condition of [26, 29] , called here uniform one-sided Lipschitz (UOSL), requires that (7) is satisfied for all x, y, ξ ∈ F (x), ζ ∈ F (y). This condition implies uniqueness of the solution of (1) and allows convergence order 1 for 1d problems ( [29] ) or, provided that the solution is piecewise smooth, for implicit Runge-Kutta methods with special stability properties ( [26, 27] ). In [15] the most used explicit form of the OSL condition for set-valued maps in R n was coined and the Filippov theorem [20] (with outer perturbations) was extended to the case of OSL righthand side of the inclusion. In [16] a more general Filippov theorem is proved for the inclusion (5) with OSL right-hand side and with both outer and inner perturbations. Then, Hölder one half rate of stability with respect to the inner perturbations is obtained. This result is applied there to obtain order of convergence O( √ h) for the Hausdorff distance between the sets of solutions of (1) and (2) . The same order appears first in [33] for an OSL map F (·). Various generalizations of the OSL condition and of this important theorem may be found in [17] . We also refer the reader to the overview papers on OSL [33, 13, 14, 5] .
Definition 1.2 ([33])
A set-valued map F : R n ⇒ R n satisfies the strengthened one-sided Lipschitz (SOSL) condition with a (SOSL) constant µ ∈ R, if for all x, y ∈ R n and all ξ ∈ F (x) there exists ζ ∈ F (y) such that whenever x i > y i for some i ∈ {1, . . . , n} we have the inequality
and whenever x i < y i for some i = 1, . . . , n we have the inequality
Here, |·| ∞ is the maximum norm and z i denotes the i-th coordinate of a vector z :
The maximum norm in (8)- (9) can be replaced by another vector norm, although it is a rather natural choice here. In [33] , n SOSL constants µ i ∈ R were introduced separately for each coordinate. Here, we use µ := max i=1,...,n µ i for simplicity.
In [30, 31] the uniform version of the latter condition requires that (8) holds for all ζ ∈ F (y) with x i > y i (we call this version S-UOSL as in [5] ). Due to the symmetry for ξ ∈ F (x) and ζ ∈ F (y), (9) is automatically fulfilled.
The strengthened one-sided Lipschitz condition (SOSL) essentially requires the OSL condition for each coordinate (in a given basis). Although it is stronger than the OSL condition, it does not imply continuity, but provides better stability than the OSL condition. It appears first in [30, 31] in an uniform form (S-UOSL, analogous to the UOSL condition). First order convergence of the Euler scheme for differential inclusions is derived for the S-UOSL right-hand side in [31, Sec. 4] . Lempio and Veliov formulated in [33] the weaker form as stated in Definition 1.2, analoguous to Definition 1.1, and proved that it ensures the first order convergence of the Euler scheme. The SOSL condition is stronger than the OSL condition and it has some interesting consequences which are not proved for general OSL maps as the order convergence O(h) of the Euler scheme instead of O( √ h) known for OSL maps. Also, the local existence of solutions of the differential inclusion (1) is shown in [19] , provided the negation −F is SOSL with zero constant. The latter property of the negation −F defines a special type of monotonicity of F .
Here we prove a Filippov-type stability theorem for the solutions of a discrete inclusion of the form (2) with perturbations in the right-hand side, both in the state and the set, for OSL and SOSL maps and present some applications. Similarly to the 'continuous' Filippov-type theorem for OSL map F [16] , we show in the case of an OSL mapping F stability of the discrete solution set which is of order one half with respect to inner and outer perturbations and with respect to the time step h. For infinite time interval, we obtain stability (boundedness) of the discrete solutions if the OSL constant is negative. In the case of OSL map F we show first order of stability with respect to all perturbations and h. We apply these results to study the rate of convergence of the implicit Euler scheme in [6] We note that a discrete Filippov-type theorem can be deduced indirectly by continuous one [16] , and the approximation estimate of the continuous trajectories by the discrete ones [15, 16] . We prefer the direct proofs to obtain more precise approximation estimates. The presented discrete Filippov theorems may be useful for investigation of the stability also for discrete systems obtained by one-step set-valued Runge-Kutta methods or some multistep methods as the leap-frog scheme, as well as for infinite time behavior, in particular in the case of negative OSL constant.
The paper is organized as follows. The next section contains some preliminaries and the basic assumptions. In Section 3 we prove the stability in the case of OSL mappings. The case of SOSL maps is discussed in Section 4. The applications are given in the last subsection of each section.
Problem and Preliminaries
In this section the notation and some preliminary results used further in the text are stated. We also present the problem formulation, the continuous differential inclusion and its discretization, the discrete Euler iterates.
Preliminaries
We denote by R + := {x ∈ R | x ≥ 0} and vectors in R n by x := (x 1 , x 2 , ..., x n ) ∈ R n . The closed unit ball in R n is denoted by B 1 (0), the usual scalar product of two vectors x, y ∈ R n is denoted by x, y . The corresponding Euclidean norm is denoted by |x| 2 or by |x| for brevity, while the sum norm and the maximum norm of a vector x ∈ R n are denoted by |x| 1 := n i=1 |x i | and |x| ∞ := max 1≤i≤n |x i |. For a real number µ we denote µ + := max{0, µ}.
We denote by K(R n ) the set of compact, nonempty subsets of R n . The Hausdorff distance between two sets X,
where dist(X, Y ) := sup x∈X dist(x, Y ) and the distance from a point to a set is dist(x, Y ) := inf y∈Y |x − y|. The convex hull of a set A is denoted by co A, the norm of a set is defined by
For a L p function f : I → R n we denote f Lp as its L p -norm and for a grid function η h = {η j } N −1 j=0 we define its discrete L p -norm for p ∈ {1, 2, ∞}, by
We summarize the equivalence of the discrete L p -norms for later reference.
We denote the Hausdorff distance between two sets S, S of grid functions, using the · ∞ norm for the distance between the functions, by d ∞ H (S, S). Next we present some notation and auxiliary inequalities used further in the text.
Remark 2.2 Recall the simple claim that if s j ∈ R, j = 0, 1, ..., k , satisfy
We now estimate g h (µ, j; γ h ) and g h (µ, j).
In particular,
Proof: The case "µ = 0" is trivial (we assume 1 |µ| = ∞ in the right-hand side). Let µ = 0. Note that since e z ≥ 1 + z, we obtain for µ > 0 that
For µ < 0 we have
Thus we obtain
To show that g h (µ, j; γ h ) ≤ e µ + (t j −t 0 ) γ h 1 , we bound as in (18)- (19) for k ≤ j,
To show that
we use the Hölder inequality
Then, using the formula for the geometric progression, the fact that 2 + µh > 1 and (18)- (19), we get
Basic assumptions
For definitions of notions as upper semi-continuity (usc) or measurability of set-valued maps and their properties which we do not define or formulate here in details, the reader may consult [2] , [1] or [10] .
The reachable set at time T for the differential inclusion (1), starting from the set X 0 , is denoted by R(T, t 0 , X 0 ). For a given step-size h := T −t 0 N and grid points t j := t 0 + jh, j = 0, . . . , N , let
, η j ∈ R n , be a discrete solution of the Euler inclusion (2). The discrete reachable set at time T for the Euler inclusion (2), called R h (T, t 0 , X 0 ), is defined as the set of all end points η N ∈ R n of admissible grid functions starting from points of the set X 0 .
Additionally we allow outer and inner perturbations of the discrete inclusion
where the inner perturbations
⊂ R n are uniformly bounded by a given constant K δ , while the outer ones ε h := {ε j } N −1 j=0 ⊂ R n are bounded in some discrete norm by a given constant
For the rest of the paper we demand some of the following four assumptions:
(A1) F (·) has nonempty, compact images.
(A1')F (·) has convex images.
(A2) There are constants C B , C F ≥ 0 such that all solutions of (22) satisfy
At places where the solutions of (1) are involved we assume also (A2') There exist solutions of (1) on I and there are constants C B , C F ≥ 0 such that all solutions of (1) satisfy
Sufficient conditions for (A2') are discussed in the next remark.
Denote S := C B B 1 (0) such that x(t) ∈ S for t ∈ I and η j ∈ S for each j = 0, . . . , N .
(A3) F (·) is one-sided Lipschitz (OSL) with constant µ ∈ R, i.e., for all x, y ∈ S and all ξ ∈ F (x) there exists ζ ∈ F (y) with
(A3')F (·) is strengthened one-sided Lipschitz (SOSL) with a constant µ ∈ R, i.e., for all x, y ∈ S and all ξ ∈ F (x) there exists ζ ∈ F (y) such that if x i > y i we have the inequality
and whenever x i < y i ,
Additionally, we sometimes require the assumption (A0) F : R n ⇒ R n is upper semi-continuous (usc), i.e., for all x ∈ S and all ε > 0 there exists δ > 0 such that for all y ∈ R n with |x − y| ≤ δ, F (y) ⊂ F (x) + εB 1 (0) .
Remark 2.4
The assumption (A2') can be guaranteed by assuming a linear growth condition, i.e., F (t, x) ≤ C(1 + |x|) for all x ∈ R n (see [15, 
Outer perturbations
We consider perturbed initial values and outer perturbations. A discrete counterpart of the continuous Filippov theorem for OSL maps in [16] with δ(t) ≡ 0 is obtained. j=0 ⊂ R n with ε h ∞ ≤ K ε and let {y j } N j=0 be a discrete solution of the perturbed inclusion
Then there exists a discrete solution {x j } N j=0 of (2) with
where
Proof: By (A2), y j ∈ S for each j = 0, . . . , N . Given a solution {y j } N j=0 of (23), there is w j ∈ F (y j ) with
Suppose the iterates
We set x j+1 := x j + hv j which yields
Using the inequality (a + b) 2 ≤ 2(a 2 + b 2 ) and (A2), we get
We use this inequality and (26) in the estimate of the norm difference:
We apply (A2) to estimate the second term in the right-hand side,
The last two inequalities imply (24) . Denoting
j=0 and using (15), we obtain
To simplify the estimate (27), we note that since by (A2) y j , y j+1 , F (y j ) are uniformly bounded, hε j is uniformly bounded too. Let C ε be a bound of hε j , then
and C ε ≤ 2C B + hC F . Applied to (27), this yields
Taking the square root we obtain the following estimate
with the constants 23) , there exists a discrete solution x h = {x j } N j=0 of the Euler inclusion (2) with
Remark 3.3 A similar but coarser estimate than (25) (with the norm ε h 1 and bigger constants) follows in an indirect way, applying the continuous Filippov theorem for the OSL case (Theorem 3.1 in [16] ) and the error estimate for the Euler approximation (Theorem 4.1 for convex-valued maps in the same paper). In the theorem above we provide a direct proof with a refined estimate.
Note that g h (2µ, j; ε h ) in (25) corresponds to the Riemann sum of the integral error term e 2µ(t−·) ε(·) in the above cited continuous-time Filippov theorem in [16] .
Corollary 3.4 If we additionally assume in Theorem 3.2 that ε h min,µ ≤ C α h α with α > 0, then, since 1 + z ≤ e z , we may find a constant C such that
with C depending on µ and, for µ = 0 additionally, on t j − t 0 .
To obtain stability estimate for an infinite time (when N → ∞, h > 0 is fixed), we define the infinite-time discrete norms for ε ∞ h := {ε j } ∞ j=0 as in (10)- (11) by replacing N − 1, N by ∞ and suppose that µ < 0. Then we get from (30) a discrete version of the stability result in [16, Corollary 3.2] , [21] . 
The Hausdorff distance between the original and the perturbed reachable sets is
Inner perturbations
Here, the right-hand side contains only inner perturbation of the state variable. 
Then for every x 0 ∈ X 0 there exists a discrete solution {x j } N j=0 of (2) with
for j = 0, . . . , N with constants C 1 := 2 C F + (2C B + 1 2 K δ )|µ|, and C 2 := 2C F .
Proof: Assume that we have constructed the sequence {x k } k up to the index j. Let y j+1 = y j + hw j , w j ∈ F y j + δ j . The OSL condition assures the existence of v j ∈ F (x j ) such that
and we define x j+1 by
By assumption (A2) the sequence {v j }
j=0 are uniformly bounded by C F . Hence,
since the difference |w j − v j | can be bounded by 2C F . We estimate
The last inequalities and the bound δ 2 j ≤ K δ δ j lead to
We set ∆ j := |y j − x j | 2 and as in Remark 2.2 get
Taking the square root yields
We complete the proof applying Lemma 2.3.
Corollary 3.7
Let all assumptions of Theorem 3.6 are fulfilled and let δ h min,µ ≤ C α h α be fulfilled for the inner perturbation. Then, for each solution {y j } N j=0 of the perturbed inclusion (32) there exists a discrete solution {x j } N j=0 of (2) with
where the constant C may be easily estimated from C 1 , C 2 in Theorem 3.6 and does not depend on the time length whenever µ = 0.
Both perturbations and applications
The general theorem for inner and outer perturbations may be obtained combining the last two theorems. In the estimate the square root of the discrete norms of the inner and outer perturbations as well as an error term O( √ h) will appear. 
be a discrete solution of the perturbed Euler inclusion
Next we study the distance between the iterates of the explicit and the implicit set-valued Euler's method. The following proposition shows that each iterate of the second is close to some iterate of the first one, and thus provides convergence results for the implicit method whenever the corresponding convergence result for the explicit method is known. A more elaborated study for continuous right-hand sides can be found in [6] . It is also shown in [6] that if F is usc and 1 − µh > 0, then the implicit inclusion (37) has a solution.
Proposition 3.9 Let the step size h be so small that hC F ≤ K δ , 1 − µh > 0 and choose x 0 ∈ X 0 . In addition to (A0)-(A3), assume that (A1') is fulfilled and (A2) also holds for the implicit Euler method.
Then there is a constant C such that for each implicit Euler iterate {y j } N j=0 of
there is an iterate {x j } N j=0 of the explicit scheme (2) with
and the distance from the reachable set of (37) to the one of (2) satisfies
Proof: The restriction on the step size h and (A0), (A1'), (A3) guarantee the existence of iterates of the implicit Euler method by [6, Theorem 4] . Consider an iterate of the implicit scheme, i.e.,
We can rewrite it as perturbed Euler iteration with δ j := y j+1 − y j , since
The inner perturbations are bounded by O(h), since iterates of both schemes (and hence velocities) are bounded:
Corollary 3.7 for the explicit Euler can be applied so that
Corollary 3.10 Let the assumptions of Proposition 3.9 here and of Theorem 4.1 in [16] be fulfilled. Then, there exists a constant C with
Proof: Since F is convex-valued, we can apply the convergence result for the explicit Euler in [16,
The rest follows by Proposition 3.9 and the triangle inequality.
Remark 3.11
Similarly, O( √ h)-estimates for other Runge-Kutta methods may be obtained applying Corollary 3.10 if F is OSL. As one example we mention the improved Euler scheme in [30] 
Here, [6, Theorem 14] . Therefore, the convergence of the implicit Euler is the same as for the explicit one, i.e., O(h) on a finite time interval. But, the OSL condition with a negative constant provides contractivity of the reachable set mapping and (exponential) stability at an infinite time interval. Both mentioned convergence results for the implicit Euler method for OSL maps with additional continuous right-hand sides do not deliver the preferrable stability results for µ < 0 as stated in [6] .
Discrete relaxation stability theorem
Consider the (set-valued) Euler discrete inclusion
and its convexified counterpart
In [22] , an estimate of order O( √ h) is obtained for the Hausdorff distance between the solutions sets of the relaxed differential inclusion (with co F at the right-hand side in (1)) and the Euler difference inclusion (38) .
We denote by S h the set of solutions of (38) and by S co h the set of solutions of (39) . Here, these solutions are considered in the space of grid functions η h = η j N j=0 and are studied under the weaker OSL condition. Theorem 3.13 (discrete relaxation stability) Let the assumptions (A1)-(A3) hold. Then, there is a constant C such that
Proof: For a solution {y j } N j=0 of (39) and all 0 ≤ j ≤ N − 1 there is w j ∈ co F (y j ) with
We construct a solution {x j } N j=0 of (38) which is at the required distance from (y j ) N j=0 . Suppose x k are constructed for 0 ≤ k ≤ j. We recall that since F (x) is OSL, then also the map co F (x) is OSL with the same constant (this can be easily verified by the definition).
By the OSL condition there is v j ∈ co F (x j ) such that
Then,
We note that the linear function ϕ(v) = y j − x j , w j − v achieves its minimum on the convex compact set co F (x j ) at some extremal point v j ∈ F (x j ), since the compact F (x j ) contains all extremal points of its convex hull (see [36, Sec. III.2, Lemma 1]). Hence, we may choose v j ∈ F (x j ) to replace v j in (40).
We set x j+1 := x j + hv j and obtain from (41), (40) and (A2)
Applying (15) and Lemma 2.3, we get the estimates:
Denote by S co the set of solutions of the convexified differential inclusion (1) in which F (x) is replaced by co F (x). The following corollary extends a theorem of Grammel [22] from Lipschitz to OSL mappings F . Corollary 3.14 Under the assumptions of Theorem 3.13 and of Theorem 4.1 in [16] , there is a constant C such that
Proof: The convergence result for the explicit Euler ([16, Theorem 4.1]) yields
The rest follows by Theorem 3.13 and the triangle inequality. Let us mention the conjecture of Veliov in [45] that for the Lipschitz map F the above rate is O(h). This conjecture is proved in some important special cases.
Discrete Filippov-Type Theorems for Strengthened One-Sided Lipschitz Maps
Let us recall that the SOSL condition is stronger than the OSL, but it also provides stronger stability. In its earlier uniform version (with "for all" instead of "there exist" in its definition) in [30, 31, 32] it is implemented to gain the order of convergence 1 for the Euler method (instead of 1 2 for UOSL). Several classes of discontinuous right-hand sides in applications (see [35, 38] and [25, 26, 27, 28] as well as references in [25] ) fulfill the SOSL condition (see [31, 33] ).
Both perturbations
The analysis of the convergence of the Euler scheme made in [31] and [33] lies in the basis of our proofs here. Let us stress that the uniform condition of [31] , as the UOSL condition, implies uniqueness of the solution of the differential inclusion (1) which does not hold in general if the right-hand side is OSL or SOSL. In [33, Remark 2.1 and Theorem 2.4] convergence order 1 is proved for the Euler method. In the following we state discrete Filippov theorems and stability results for infinite time with estimates of order 1 improving the estimates obtained for the OSL case in Section 3. 
Proof: By (A2), we know that all discrete Euler solutions are bounded. We denote the selections by {w j } N −1 j=0 such that
For one iterate y j ∈ R n or selection w j ∈ R n , we denote y j i resp. w Assume that we have constructed the sequence {x j } k j=0 up to the time step k. We denote the corresponding selections by {v j } k−1 j=0 , i.e.,
By the SOSL condition (assumption (A3')) there exists v k ∈ F (x k ) such that we have the SOSL inequalities as stated in (A3') in the two case:
Other cases have to be dealt separately, e.g., case c).
(ii) local error estimate with previous error term We set x k+1 := x k + hv k with suitable v k ∈ F (x k ) and consider the following cases:
In this case we distinguish two subcases, µ ≥ 0 and µ < 0. If µ ≥ 0, we estimate
If µ < 0, we use the estimate
Hence, we have in both subcases the common estimate
By the SOSL condition in (A3') and, as above, we have the other inequality
Similarly to subcase a1), we get similarly
In these cases, we have an error reset, since the past estimates are not used.
Here, we first proceed as in subcase a1) but do not use the SOSL condition and simply neglect negative terms:
Again, we first proceed as in subcase a2) and then neglect negative terms:
= 0 This is the simplest case, since the essential term is zero and simply disappears.
To summarize, in the subcases a1) and a2) we have
while in all other cases we have
Hence, (44) holds. We now deduce a global error estimate from the local one of Proposition 4.1.
Thus, we obtain in case
The maximum of the estimates (49)- (50) 
If max |y 0 − x 0 | ∞ , δ h ∞ , ε h 1 ≤ C e h also holds, then there is a constant C with
A similar result as in Theorem 3.5 with O(h)-perturbations holds for infinite time in the SOSL case. 
Hence, the Hausdorff distance between the original and the perturbed reachable sets satisfies 
Application
For SOSL right-hand side and for the implicit Euler method we show an analogous result to Proposition 3.9, but with first order estimate replacing the O( √ h) order in the OSL case.
Proposition 4.5 Let the step size h be so small that hC F ≤ K δ , 1 + 2µh > 0 and the assumptions (A0)-(A1), (A1'), (A3') as well as (A2) also for the implicit Euler method hold. Then for all x 0 ∈ X 0 there exists a constant C such that for each iterate {y j } N j=0 of the implicit Euler scheme y j+1 ∈ y j + hF y j+1 , j = 0, 1, ..., N − 1, y 0 = x 0 there is one iterate {x j } N j=0 of the explicit scheme (2) with |y j − x j | ≤ Ch, j = 0, . . . , N.
The distance from the reachable set of the implicit Euler method to the one of the explicit Euler and to the reachable set of (1) respectively, can be estimated by This result is similar to the convergence order O(h) attained for the explicit Euler scheme in [31] , but the SOSL property for the right-hand side replaces the S-UOSL property. Also the implicit Euler converges with O(h), if F is S-UOSL. 
