This paper proposes an autoencoder (AE) that is used for improving the performance of once-class classifiers for the purpose of detecting anomalies. Traditional one-class classifiers (OCCs) perform poorly under certain conditions such as high-dimensionality and sparsity. Also, the size of the training set plays an important role on the performance of one-class classifiers. Autoencoders have been widely used for obtaining useful latent variables from high-dimensional datasets. In the proposed approach, the AE is capable of deriving meaningful features from highdimensional datasets while doing data augmentation at the same time. The augmented data is used for training the OCC algorithms. The experimental results show that the proposed approach enhance the performance of OCC algorithms and also outperforms other well-known approaches.
I. INTRODUCTION
Deep neural networks have demonstrated their effectiveness and managed to improve the state-of-the-art in diverse application areas. In particular, AutoEncoders (AEs), also previously known as auto-associative neural networks, have shown to be a very powerful tool for the purpose of reducing dimensionality thanks to their ability in discovering non-linear correlations between features [1] . This important capability of AutoEncoders has made them very suitable for the task of anomaly detection. AutoEncoders come in various architectures. When the number of features in the middle layer, known as the bottleneck, is smaller than the number of inputs, as depicted in Fig. 1 , the high dimensional space can be transformed into a low dimensional space [2] . AutoEncoders are different from other dimensionality reduction methods such as Principal Component Analysis (PCA) in the sense that AEs generally perform non-linear dimensionality reduction. Moreover, according to the literature, AEs generally outperform PCA [2] . Besides, statistical approaches such as PCA or Zero Component Analysis (ZCA) require more memory to calculate the covariance matrix as the dimensionality increases [3] .
AutoEncoders have been employed for the task of anomaly detection in various ways. As the network tries to reconstruct each data point, it generates a value, known as reconstruction error (RE), that shows the degree of resemblance between the original input and its reconstruction at the output layer. In some studies such as [4] , authors used the reconstruction error to create a threshold-based classifier for separating normal points from anomalies. It is also possible to use an AE to reduce the dimensionality and pass the latent variables obtained from the bottleneck to a One-Class Classification (OCC) algorithm such as One-Class SVM (OCSVM). The authors in [5] applied a number of OCC algorithms such as Local Outlier Factor (LOF) and Kernel Density Estimation (KDE) on the latent variables that were obtained from a regularised AE to capture anomalies.
There are various challenges in the area of anomaly detection including availability of anomalous examples and imbalanced class distribution [6] , which debilitate performance. Many real-world datasets suffer from the class imbalance problem. In a skewed dataset, for instance in a binary dataset, each data point belongs to either the majority class or the minority class. The majority class contains a greater number of data points than the minority class [7] . The ratio between the majority class and the minority class is known as the imbalance ratio and varies from one domain to another [8] .
The imbalanced dataset problem weakens the performance and can cause misclassification [6] . In particular, supervised approaches suffer more because it is hard to obtain examples of anomalies for training the model or the current definition of anomaly changes over time. Therefore, unsupervised models or OCC algorithms appear to be more suitable. In an OCC algorithm, the model is trained with a training set that only includes data instances from one class (known as the target class) and the model is expected to separate data instances of the target class from non-target class instances in the test set [9] . In order to employ an OCC, it is necessary to have access to a training set that includes merely normal examples. It is worth noting that in some scenarios the training set includes a small number of data points from other classes as well. This training set is used to set the threshold at which non-target and target points will be divided. In an anomaly detection problem, the goal is to separate anomalies from normal points.
There are several methods to overcome the issue of imbalanced class distributions that can be categorised into data-level, algorithmic-level, and costsensitive methods [10] . In a data-level method, the goal is to bring balance to the dataset prior to performing classification by oversampling, undersampling or a hybrid approach [11] . Two widely used oversampling methods are Synthetic Minority Oversampling Technique (SMOTE) and adaptive synthetic sampling (ADASYN) [12] . Authors in [7] proposed a new approach in which a Generative Adversarial Network (GAN) is used to enhance classification performance in imbalanced datasets. They used a variant of GAN that can also detect outliers in the majority class, which prevents creating a biased classification boundary. In a similar approach, authors in [10] proposed a conditional Generative Adversarial Network (cGAN) for oversampling the minority class in a binary classification problem. In their approach, the network is conditioned on external information, i.e., class labels, to approximate the actual class distribution.
The performance of OCC methods depends on various factors including the size of the training set. These methods can perform better when the training set includes more data points as it makes it feasible to compute a less ambiguous class boundary for dividing data points of the target class from the rest [9] . Data augmentation refers to the process in which the training instances are oversampled to improve the model's performance [13] . This approach is widely used in machine learning tasks. In the area of anomaly detection, the authors in [14] claim to be the first to use data augmentation in an unsupervised approach for detecting anomalies. They employed a variant of a GAN to obtain latent variables, and selectively oversampled instances close to the head and tail of the latent variables by an approach similar to SMOTE. They argued that their approach addresses the problem of scarcity of infrequent normal instances which can reduce the performance of density-based anomaly detection algorithms. This paper is motivated by the question of whether AEs are capable of augmenting data points with meaningful features for the purpose of unsupervised anomaly detection or not. To explain further, the latent variables of the bottleneck of the AE are collected from a certain number of epochs and then used to train various OCC algorithms for finding anomalies. An extensive amount of experimentation was carried out to demonstrate that this approach can lead to achieving better anomaly detection performance from OCC algorithms. In this section, a summary of the AutoEncoder (AE) neural network is presented. The AE is an unsupervised multi-layer neural network with two fundamental components, namely the encoder and the decoder. While the encoder tries to transform high dimensional data into a lower dimension, the decoder attempts to approximately reconstruct the input from the low-dimensional feature space. The difference between the input and the reconstructed data point is known as the reconstruction error and by training the network, the AE tries to minimise this error, i.e., to maximise the resemblance between the reconstructed data and the original input. As shown in Figure 2 , the most generic AE with only one latent layer attempts to transform the input x into latent vector z using an encoder represented by function u. Then, the decoder tries to map z to reconstruct y by using a decoder represented as function v. Having a training set, D u = {x 1 , x 2 , x 3 , ..., x n }, where n refers to the number of instances in D and x i is the ith instance with m features, the encoder can then be defined as:
while the decoder can be defined as:
where both s and s represent the activation functions, W and W denote the weight matrices while b and b represent the bias vectors. Choosing the right activation function depends on various factors; however, often a non-linear activation function such as Sigmoid or ReLU can capture more useful representations. The AE has several variants. In an under-complete AE where the number of nodes in the middle layer is smaller than the number of nodes at the input layer, the aim is to reduce the input dimension by learning some desired latent features. A detailed review of different variants of AEs can be found in [15] .
III. SMOTE AND ADASYN
This section briefly explains the two oversampling approaches used against the proposed method in this paper for comparison purposes.
In Synthetic Minority Oversampling Technique (SMOTE), the skewed dataset is rebalanced simply by replicating the minority class. This is done by generating synthetic data points on lines between the data points within a defined neighbourhood; therefore, this approach concentrates on the feature space rather than on the data space [16] .
In the Adaptive Synthetic (ADASYN) sampling approach, which is an extension of SMOTE [7] , the difficulty of learning a data point is taken into account and data points with a higher level of difficulty in the minority class are replicated more to rebalance the data set [12] . This approach employs a weighted distribution for each data point in the minority class which conforms to the learning difficulty of the respective example.
IV. PROPOSED METHOD
In this section, the proposed method is elaborated upon. The purpose of this approach is to use an AE to augment the training set for the purpose of detecting anomalies. This augmented training set is later used in an OCC method that tries to detect anomalies in the test set. The performance of the OCC depends on how well its threshold is defined. The assumption here is that by augmenting the training set, it is possible to compute a better class boundary and ultimately improve the performance of the OCC.
Having a training set, the AE tries to minimise the reconstruction error by updating its weights through error backpropagation. Traditionally, once the network is fully trained, latent variables are extracted from the bottleneck of the AE and used to train the OCC algorithm. However, in the proposed approach, the latent variables of the last ν epochs are extracted and concatenated to form an augmented training set. The value of ν is a parameter that needs to be tuned. The assumption is that the network is almost well trained during the last few epochs and that the corresponding latent variables possess a good representation of the original input. The algorithm of the proposed approach is summarised in Algorithm 1, in which n > n as the model is augmenting the training set while m < m as at the dimensionality is being reduced. Another advantage of the proposed model is that unlike other approaches, it is not necessary to perform extra computation for augmenting the training set. This section presents the evaluation of the proposed approach for augmenting the training set in order to improve the performance of anomaly detection with OCC algorithms. To demonstrate the effectiveness of the proposed approach, three OCC algorithms, namely Local Outlier Factor (LOF), Kernel Density Estimation (KDE), and Isolation Forest (ISF) were used in the experiments.
A. Datasets
The experiments were carried out on 8 publicly available data sets which are widely used in this domain. The details of the data sets are shown in Table I . As depicted in the table, the first five data sets possess a single-type of anomaly while the rest (NSL-KDD, UNSW-NB15 and CTU13) have different types of anomalies. The single-type anomaly data sets, i.e., PenDigits, Shuttle, Spambase, and InternetAds, are from the UCI machine learning repository [17] .
The CUT13 dataset is a well-known botnet data set [18] . In this experiment, four out of 13 botnet scenarios were selected in which 60% of the normal traffic was used for training, 20% for validation, and the last 20% of the normal and botnet traffic were used for testing. This Testing  set  PenDigits  16  624  312  727  Shuttle  9  27286  8701  14500  Spambase  57  2230  459  460  InternetAds  1558  1582  235  236  Arrhythmia  259  142  83  84  NSLKDD  122  5356  1571  12132  UNSW  196  4488  1478  43062  Virut(CTU13-13 data set includes three categorical features that are encoded by one-hot-encoding, which ultimately increased the number of features to what is listed in Table I . The NSL-KDD data set is a modified version of the KDD'99 data set which has resolved some of the intrinsic problems with the original version [5] . One of the major issues with the original dataset is a large number of redundant records, which have been removed in NSL-KDD [19] . The anomalies in this data set belong to one of the following four attacks: 1) Denial of Service (DoS); 2) Remote to Local (R2L); 3) User to Local (U2R); and 4) Probe. Similar to CTU, this data set also includes three categorical features that are encoded by one-hot-encoding, which increased the number of dimensions from 14 to 122.
The UNSW-NB15 data set is a network data set with nine types of attack: 1) fuzzers; 2) analysis; 3) backdoor; 4) DoS; 5) exploit; 6) generic; 7) reconnaissance; 8) shell-code; and 9) worm [20] . The categorical features are encoded by the same method which increased the number of features from 47 to 196.
It is worth mentioning that as suggested by Van at al. [5] , the training sets of UNSW-NB15 and NSL-KDD are considerably larger than other data sets; therefore, only 10% of the training sets were used (as tabulated in Table  I ). All the data sets were normalised to the range [−1, 1] and correspondingly the tangent activation function was used in the network. The parameter ν was experimentally tuned to 0.25.
B. AE Parameters
The loss function used in this experiment was Smoothl1Loss, which is essentially a combination of L2 and L1 terms, i.e., it uses L2 if the absolute elementwise error is less than 1 and L1 term if not. To minimise the loss function, Stochastic Gradient Descent (SGD) was used except for six data sets, i.e., Arrhythmia, Murlo, Rbot, InternetAds, Shuttle, and Spambase in which the Root Mean Square Propagation (RMSProp) method was selected. This decision was made due to the fact that by changing the optimiser it became possible to avoid overfitting in every approach. The number of layers was set to 5 for all the data sets as suggested in [21] with the number of nodes in the bottleneck being set to m = [1 + √ n], where n is the number of features of the input [22] . For data sets with more than 2000 instances, the mini-batch size was set to 64 and 16 otherwise. To avoid overfitting, a simple early stopping heuristic was implemented to stop the training process when the network was no longer learning after a certain number of iterations or when the learning improvement was insignificant.
C. OCC Parameters
In Isolation Forest, the number of estimators was set to 20. In LOF, the number of neighbours was set to 20 while the contamination rate, i.e., the ratio between anomalies and normal examples, was set to 0.1. This contamination rate and the training set was used to compute a class boundary during the training phase.
D. Analysis and Discussion
The performance of the proposed approach is compared to the state-of-the-art. In particular, the two widely used oversampling methods, namely SMOTE and ADASYN, were used to increase the size of training set. Also, the training set was over-sampled by adding random Gaussian noise to the latent variables. In short, the performance of the proposed model is here compared with the following four different approaches: 1) latent variables are extracted from the AE, without generating augmented data, and OCC algorithms are applied to detect anomalies; 2) latent variables are augmented by SMOTE and then OCC algorithms are used; 3) similar to the previous approach except ADASYN is used for augmenting the latent variables instead of SMOTE; 4) by adding random Gaussian noise the latent variables are augmented. In the proposed approach, latent AE variables are extracted from several late epochs in the training process, thus creating an augmented data set.
The fourth approach, i.e., augmenting data by adding artificial noise, was carried out to test whether the proposed approach was acting as a simple regularizer similar to input noise injection, or whether it represented a more distinctive contribution. The optimistic hypothesis was that by simply adding artificial noise it is not possible to achieve the same level of meaningful augmented data that can be obtained by the proposed approach. In other words, the assumption was that this simple transformation (i.e. adding noise) does not provide as much meaningful information as using latent representations from different epochs.
One of the most common evaluation metrics used in this domain is ROC AUC; however, authors in [23] claim that when the data set is highly imbalanced, ROC AUC is not a suitable metric and a good alternative would be the area under the precision-recall curve (PR AUC), especially when dealing with high dimensional data in which the positive class, i.e, anomalies, is more important than the negative class, i.e., normal points. Nonetheless, no single evaluation metric dominates others; therefore, both ROC AUC and PR AUC were used for evaluation.
In Table II , the performance of all four different models on the UNSW-NB15 data set is listed in terms of PR AUC and ROC AUC. The backgrounds of the cells with the highest values are highlighted in grey. In the UNSW-NB15 data set, there are 9 different types of anomalies and the experiment was carried out on each one individually. On each data set, the experiment was repeated 10 times. To eliminate the effect of extreme values [24] , the largest and smallest values were removed and the average performance was tabulated. As listed in Table II , the proposed data augmentation method dominated both in terms of PR AUC and ROC AUC in almost every type of anomaly. By looking at the performance of models when applied to Exploits and Reconnaissance, in terms of ROC AUC, it can be seen that the proposed model came second after the approach in which artificial noise was used for data augmentation; however, by a small margin, i.e., 0.044 and 0.003 respectively. It is worth mentioning that all approaches performed competitively well on the Worms data set while the proposed approach showed the second best result in terms of PR AUC.
As depicted in the Table III , the proposed approach outperformed other approaches on NSL-KDD and CTU13 data sets. Also, it is noticeable that almost all the approaches performed equally well on the NSL-KDD (U2R) data set, especially in terms of PR AUC. It can be deduced that the extracted latent variables from the AE already make a good training set for OCC algorithms and it is fairly easy to compute the class boundary. Therefore, one can argue that data augmentation on similar scenarios is needless.
Augmenting the training set using the AE completely The assumption is that this is due to the high sparsity of this data set and the fact that it has the highest number of features, i.e., 1558, compared to other data sets. Thus, it requires a different AE to obtain useful latent variables without losing important information. However, in order to make sure the performance stays comparable to other data sets, it is important to maintain impartiality in every model. Therefore, the same approach for designing the AE architecture that was used for other data sets was followed on InternetAds.
In Fig. 3 , a simple statistical analysis is carried out using Boxplots to see the effect of different data augmentation models on the LOF scores obtained from the PenDigits data set. Boxplots provide a good graphical representation, and as depicted in Fig. 3 , it can be deduced that the other three approaches cause LOF to compute a wider range of LOF scores with some outliers while the proposed approach computed LOF scores that are within a small range. By looking at Fig. 3 and also the performance of data augmentation with the proposed model and using LOF for detecting anomalies in Table   Fig . 3: Boxplots of computed LOF scores for PenDigits data set after data augmentation with different approaches IV, it can be reasoned that the proposed model can augment the training set in a way that leads to finding a better class boundary for LOF. To verify whether the LOF scores are significantly different or not, a Wilcoxon signed-rank test [25] was performed between the proposed method and the adding noise approach. By feeding LOF scores to the Wilcoxon test, it was observed that the results are significantly different at p < 0.05. It is worth mentioning that carrying out repetitive Wilcoxon tests on multiple models is not recommended because it increases the chance of rejecting a certain proportion of the null hypotheses merely based on random chance [26] . Therefore, the test was not carried out again with other approaches.
VI. CONCLUSION
This paper studies the usefulness of using AutoEncoders (AEs) for augmenting the training set in the feature-space improving the performance of One-Class Classifier (OCC) algorithms in anomaly detection problems. When the training set is not large enough, OCCs perform poorly as finding a good class boundary becomes difficult. Once the AE is almost well-trained, it is possible to start deriving latent variables in each epoch and feed this augmented training set to the OCC algorithm.
By carrying out the proposed method on several wellknown data sets in this domain, it was demonstrated that the proposed approach is capable of outperforming other data augmentation methods such as SMOTE and ADASYN. In terms of OCC methods, three state-of-theart algorithms were employed to detect anomalies. According to the results, the proposed approach is capable of producing a more robust performance compared to other approaches.
For future work, it would be useful to investigate an adaptive approach for estimating the parameter ν, which indicates the portion of epochs to use for augmentation. Also, it will be interesting to investigate the effectiveness of employing an ensemble of OCC algorithms with the proposed approach.
