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Shanbhag (1972, 1979) has characterized the distributions belonging to an
exponential family on R such that the Bhattacharyya matrix is diagonal. Since then,
this set of distributions has been classed by Morris (1982) and is referred to as the
class of quadratic natural exponential families. In this paper we consider a multi-
dimensional extension of Shanbhag and we obtain a characterization of the
quadratic natural exponential families on Rd.  1997 Academic Press
1. INTRODUCTION
The class of quadratic natural exponential families (NEF ) on R is well
known and has been described by Morris (1982) as admitting six types of
distributions namely the Gaussian, Poisson, gamma, binomial, negative
binomial and hyperbolic types. On Rd, the full class of the quadratic NEF
has not yet been completely determined. However, the subclass of simple
quadratic NEF has been determined by Casalis (1996) and may be split
into 2d+4 types: the d+1 Poisson Gaussian types, the d+1 negative
multinomial gamma types, the multinomial and the hyperbolic types (see
Section 4). Before then, Bhattacharyya (1946) has considered the covariance
matrix of ( f (1)(x, m) f (x, m), ..., f (i)(x, m)f (x, m), ...) where f (x, m) is a
m-parametrized density and f (i)(x, m) is the i th derivative of m  f (x, m).
Seth (1949) has proved that this matrix is diagonal when f is one of the
six previous distributions on R. Shanbhag (1972, 1979) shows that the dis-
tribution assumptions are necessary as well as sufficient for the diagonality.
Clearly this last result characterizes the class of the quadratic NEF. In
addition, Shanbhag has established that the diagonality of the s_s (s3)
Bhattacharyya matrix is equivalent to the diagonality of the 3_3 one. The
aim of the present paper is to generalize these results to Rd. For that, let
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us introduce our framework: the natural exponential families (NEF) and
the Bhattacharyya matrices.
Let & be a probability measure on Rd, with mean m0 , not concentrated
on an affine hyperplane and let L& be its Laplace transform, i.e., L& (%)=
Rd exp<%, x>&(dx) where %=
t(%1 , ..., %d), x= t(x1 , ..., xd) and (%, x) =
di=1 %i xi . We assume that 3(&), the interior of the set [% # R
d; L&(%)<
+], is not empty. For % # 3(&) we write k& (%)=log(L& (%)). Then the
first derivative, k$& , defines a diffeomorphism between 3(&) and its image
MF (see Letac 1992) and its inverse function is written & . The set F=
F(&)=[P(m, F ); m # MF] defines the natural exponential family (NEF)
generated by &, where the density of P(m, F ) with respect to & is:
f& (x, m)=exp[(& (m), x)&k& (& (m))]. (1)
Since m is the mean of the probability P(m, F) this parametrization
is referred to as the mean parametrization. For all m # MF , VF (m)=
(Vij (m)) (i, j ) # Nd denotes the covariance matrix of P(m, F) and the function
VF is called the variance-function of F. A NEF is called quadratic if Vij (m)
is a polynomial in m with degree two. It is called simple quadratic if the
term with degree two in Vij (m) is ami mj , where a is a real constant inde-
pendent of (i, j ); i.e. VF (m)=am tm+B(m)+C where B: MF  Rd_d is
linear and C is d_d symmetric. A particular case is a negative where we
necessarily have a=&1N, where N is a positive integer (see Casalis 1996).
Giving an open set IRd and a C diffeomorphism t: I  3(&) we may
consider another parametrization of F and F can be expressed as: F(&)=
[P(t(z), &); z # I], where the density of P(t(z), &) with respect to & is
h& (x, z)= f& (x, k$&(t(z)))=exp[(t(z), x) &k& (t(z))]. (2)
We now define the multidimensional Bhattacharyya matrices based on
multivariate polynomials. For that we use the following definition: a
polynomial P in x # Rd of degree k # N may then be given by P(x)=
:q # Nd, |q|k :q x
q, where xq=xq11 } } } x
qd
d , |q|=q1+ } } } +qd and at least one
of the real numbers :q is non zero when |q|=k. For all n # Nd and for all
A # GL(Rd) (the set of the d_d invertible matrices), on Rd_I let
LA, n (x, z)=
h (n)& (x, z)(Ae1 , ..., Aed)
h& (x, z)
, (3)
where e1 , ..., ed denotes the canonical basis of Rd, and h (n)& (x, z)
(Ae1 , ..., Aed) is the |n|=n1+n2+ } } } +nd derivative of z [ h& (x, z) in the
|n| directions Ae1 (n1 times), ..., Aed (nd times). We obtain the following
properties:
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Lemma 1.1. (i) For any (A, z) # GL(Rd)_I, LA, n (x, z) is a polynomial
in x of degree |n| . Furthermore, the (LA, n)n # Nd form a basis of the set of all
the polynomials on Rd.
(ii) For all z0 # I, there exists r>0 such that if z # B(z0 , r) (i.e.,
|zi&z0i |<r, \i=1 } } } d), then
:
n # Nd
(z&A&1z0)n
n!
LA, n (x, z0)=
h& (x, Az)
h& (x, z0)
.
(here, if _=(_1 , ..., _d) is in Rd and n=(n1 , ..., nd) is in Nd, we write _nn!
for >di=1 _
ni
i ni !).
Proof. Part (i) is shown by induction on |n| and Part (ii) comes from
the analyticity of & and k& . K
For all z # I and (n, m) # (Nd )2, we denote
JA; nm (z)=|
Rd
LA, n (x, z) LA, m (x, z) P(t(z), &)(dx). (4)
The infinite matrix
JA (z)=(JA; nm (z)) (n, m) # (Nd)2 , (5)
defines the Bhattacharyya matrix. For all (k, l ) # (Nd)2 we consider the
( d+k&1k )_(
d+l&1
l ) submatrices of JA (z) (where (
a
b)=a!b!(a&b)!):
J k, lA (z)=(JA; nm (z))n, m ; |n|=k, |m|=l , (6)
and we say that the Bhattacharyya matrix JA (z) is pseudo-diagonal if for all
k, l # N, J k, lA (z)=0 when k{l.
We obtain the following two results: JA (z) is diagonal (resp. pseudo-
diagonal) if and only if F is simple quadratic (resp. quadratic).
Clearly, for d=1, the two results are the same; Shanbhag has established
them in (1972) and (1979). Furthermore, in these papers Shanbhag
performs after Meixner (1934) the classification of the quadratic NEF on R
(as redone later on by C. Morris (1982)). Actually this classification is an
essential tool for his proof, a part of which being done by investigation of
the six types of quadratic NEF.
In Rd, such a classfication of the quadratic NEF is only partially
available. For this reason, to prove the main results of this article
(Theorems 3.1 and 3.2), we have to rely on substitutes, which are our
Theorems 2.1 and 2.2 in Section 2, which give generalizations of (respec-
tively) Meixner (1934) and Feinsilver (1986). Finally Section 4 provides the
calculus of the multidimensional diagonal Bhattacharyya matrices.
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2. ORTHOGONAL POLYNOMIALS
Here we consider a particular case of the polynomials LA, n that is: for
(A, n) # GL(Rd)_Nd, we define on Rd
PA, n (x)=LA, n (x, m0)= f (n)& (x, m0)(Ae1 , ..., Aed), (7)
where & is the probability measure on Rd with mean m0 given in Section 1.
Thus, by Lemma 1.1, PA, n (x) is a polynomial of degree |n| and the
(PA, n)n # Nd form a basis of the space of all polynomials on R
d.
We say that the (PA, n)n # Nd are &-orthogonal (resp. &-pseudo-orthogonal )
if  PA, n (x) PA, m (x) &(dx)=0 when n{m (resp. |n|{|m| ). We charac-
terize the polynomials PA, n among all the sequences of &-(pseudo-)
orthogonal polynomials by a condition equivalent to Meixner’s (1934).
Theorem 2.1. Let F be a NEF on Rd and & the probability of F with
mean m0 . Let (Qn)n # N be a sequence of &-pseudo-orthogonal polynomials
such that Qn is of degree |n| . Then the following statements are equivalent:
(i) The generating function of the (Qn) is exponential; i.e. there exist
a real r>0 and two analytic functions: b: B(0, r)  Rd, c: B(0, r)  R, such
that, for all z # B(0, r),
:
n # Nd
zn
n!
Qn (x)=exp[(b(z), x)+c(z)].
(ii) There exists A # Gl(Rd) such that, for all n # Nd,
Qn (x)=Q0(x) PA, n (x)=Q0(x) f (n)& (x, m0)(Ae1 , ..., Aed).
In this case b(z)=& (Az+m0) and c(z)=&k& (& (Az+m0)).
Proof. A detailed proof is in Pommeret (1996). We just give here a
shorter version and we start with a lemma.
Lemma 2.1. For all A # GL(Rd) and for all (%, z) # 3(&)_I, we have:
(i) kA&1(&)(%)=k& ( tA&1%) and A&1(m)= tA& (Am),
(ii) f (n)& (x, m)(Ae1 , ..., Aed)= f
(n)
A&1(&) (A
&1x, A&1m)(e1 , ..., ed),
where A&1(&) is the image measure of & by A&1.
Proof. Part (i) is a classical exponential family’s property (see Letac
(1992)). Then from (i) we have that f& (x, m)= fA&1(&) (A&1x, A&1m) and
part (ii) follows. K
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By Lemma 1.1 part (ii) and Lemma 2.1 part (ii) we easily see that (ii)
implies (i). Conversely we first may show a technical result:
Lemma 2.2. With assumptions of Theorem 2.1, there exists an open set
B(0, r) such that \x, y # B(0, r),
| :
n, q
xnyq
n!q!
Pn (x) Pq (x) &(dx)= :
n, q; |n|=|q|
xnyn
n!q! | Pn (x) Pq (x) &(dx)
Then by Lemma 2.2 we obtain
| \ :n # Nd
zn
n!
Qn (x)+ &(dx)=| Q20(x) &(dx)=1.
Thus c(z)=&k& (b(z)). The (Qei) being polynomials with degree one, there
exist (A , v) # GL(Rd)_Rd such that, putting Q(x)= t(Qe1(x), ..., Qed (x)),
then Q(x)=A x+v. As previously we have that
| \ :n # Nd
zn
n!
Qn (x)+ Q(x) &(dx)=\| tQ(x) Q(x) &(dx)+ z
=| exp[(b(z), x)&k& (b(z))] Q(x) &(dx),
(8)
and comparing (8) with the following two equalities:
| tQ(x) Q(x) &(dx)=A VF (m0) tA
| exp[(t(z), x)&k& (b(z))] Q(x) &(dx)=A (k$& (b(z))&m0),
gives b(z)=& (VF (m0) tA z+m0).
Thus Qn (x)= f (n)& (x, m0)(VF (m0)
t A e1 , ..., VF (m0)t A ed)=PA, n (x) where
A=VF (m0) tA . K
Now, as in extension of Feinsilver (1986), we characterize the ortho-
gonality and the pseudo-orthogonality of the polynomials PA, n , after the
following definition: a NEF on Rd (d>1) will be said reducible if there
exist two measures +1 and +2 respectively on Rq and Rd&q such that
F=F(+1 +2)=F(+1)F(+2). Obviously, a NEF is irreducible if it is not
reducible. We have:
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Theorem 2.2. Let F be a NEF on Rd, & a probability in F with mean m0
and let A be in GL(Rd). Then we have the following statements:
(i) The (PA, n)n # Nd are &-pseudo-orthogonal if and only if F is
quadratic
(ii) If F is simple quadratic and if A&1VF (m0) tA&1 is diagonal then
the (PA, n)n # Nd are &-orthogonal. The conversely occurs when F is irreducible.
Proof. We may suppose A=id (the identity), Lemma 2.1 giving the
general case. We content ourselves only with showing part (i) since part (ii)
follows this proof (see Pommeret 1996). Let Pn=Pid, n . By Lemma 1.1 part
(ii) and Lemma 2.2 we obtain \m, z # B(m0 , r),
exp[k& (& (m)+& (z))&k& (& (m))&k& (& (z))]
= :
n, q; |n|=|q|
(m&m0)n (z&m0)q
n!q! | Pn (x) Pq (x) &(dx). (9)
Differentiating two times (9) with respect to m and taking m=m0 yields F
quadratic.
Conversely by Lemma 1.1 part (ii) we have that
exp[(%, x)]= :
n # Nd
(k$& (%)&m0)n
n!
Pn (x) exp[k& (%)].
By differentiating this equality with respect to % and by identification we
obtain
xi Pn (x)= :
|n|&1|q||n|+1
:q Pq (x), (10)
where (:q)q # Nd # R. By (10) and by induction on |n| we obtain the
following three results:
\n # Nd"[0], | Pn (x) &(dx)=0;
There exist (:np, q) # R such that
\q|q|<|n| : xqPn (x)= :
p; |n|&|q||p||n|+|q|
:np, q Pp (x);
There exist (:q) # R such that
Pn (x)=:n xn+ :
q; |q|<|n|
:q xq.
Thus  Pn (x) Pq (x) &(dx)=0 as soon as |n|{|q|. K
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Corollary 2.1 (Pommeret, 1996). With the assumptions of Theorem
2.2, if F is irreducible the two following statements are equivalent:
(i) The polynomials (PA, n)n # Nd are &-pseudo-orthogonal and the
polynomials (PA, l) l # Nd, |l | # [1, 2] are &-orthogonal.
(ii) The polynomials (PA, n)n # Nd are &-orthogonal.
3. DIAGONAL AND PSEUDO-DIAGONAL
BHATTACHARYYA MATRICES
Let us first remark that the (pseudo-)orthogonality of the polynomials
LA, n corresponds exactly to the (pseudo-)diagonality of the associated
Bhattacharyya matrix. We consider the pseudo-diagonality and to simplify
the notations we use the following results:
Lemma 3.1. The following statements are equivalent:
(i) There exists A # GL(Rd), such that JA (z) is pseeudo-diagonal.
(ii) For all A # GL(Rd), JA (z) is pseudo-diagonal.
Proof. Let A and A be in GL(Rd). From the linearity of the derivation
we get for all (x, z) # Rd_I,
LA , n (x, z)=
h (n)& (x, z)(A A
&1Ae1 , ..., A A&1Aed)
h& (x, z)
= :
p # Nd; |p|=|n|
:p (A, A )
h (p)& (x, z)(Ae1 , ..., Aed)
h& (x, z)
= :
p # Nd; |p|=|n|
:p (A, A ) LA, p (x, z),
where the :p (A, A ) are real numbers. It follows that the pseudo-
orthogonality of the (LA, n) is equivalent to the pseudo-orthogonality of the
(LA , n). K
Now, to simplify, let Ln (x, z)=Lid, n (x, z) and J(z)=Jid (z). The following
theorem generalizes Shanbhag’s.
Theorem 3.1. The following four statements are equivalent:
(i) For all z # I, J(z) is pseudo-diagonal.
(ii) For all z # I, J 1, 2(z)=0 and J 2, 3(z)=0.
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(iii) There exists z # I such that J(z) is pseudo-diagonal.
(iv) F is quadratic and there exists (U, v) # GL(Rd)_Rd such that, for
all z # I, t(z)=& (Uz+v).
Proof.
(i) O (ii) and (i) O (iii) are obvious.
(ii) O (iv) For all p # Nd,  |p|zp denotes the partial derivative with
respect to z1 (p1 times), ..., zd (pd times). We begin with a lemma:
Lemma 3.2. With the previous notations, writing
Ln (x, z)= :
|q||n|
q # Nd
cq (z)xq,
where (cq)n # Nd are real numbers, for all (n, p) # (N
d)2 we have that
| Ln (x, z) Lp (x, z) P(t(z), &)(dx)= :
|q||n|
q # Nd
cq (z)
|p|
zp {| xqP(t(z), &)(dx)= .
Proof of the lemma. We can easily see that  Ln (x, z) xqP(t(z), &)(dx)=
|n|zn [ xqP(t(z), &)(dx)], and the result follows from the linearity of the
scalar product. K
Let t(z)= t(t1 (z), ..., td (z)) and (xi) = xi P(t(z), &)(dx). By Lemma 3.2,
we obtain for all p # Nd
| Lei (x, z Lp (x, z) P(t(z), &)(dx)= :
d
s=1
ts
zi
(z)
 |p|
zp
(xs).
In particular, if |p|=2, J 1, 2(z)=0 implies that:
:
d
s=1
ts
zi
(z)
2
zp
(xs)=0.
Since t$ is invertible, then (xs) = xs P(t(z), &)(dx) is a polynomial in z of
degree 1 and therefore there exist U and v such that
(x)=k$& (t(z))=Uz+v. (11)
By derivation, we obtain U= tt$(z) k&"(t(z)) and then U belongs to GL(Rd).
By (11) we obtain
t(z)=& (Uz+v). (12)
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Proceding in a similar manner to previously, by J 2, 3=0 we obtain for all
p # Nd such that |p|=3:
| Lei+ej (x, z) Lp (x, z) P(t(z), &)(dx)= :
d
s, q=1
ts
zi
(z)
tq
zi
(z)
3
zp
(xsxq)=0.
Then (x tx)=((xsxq) ) s, q=1 } } } d is a polynomial matrix in z of degree2,
and the following equality
(x tx) =VF (k$& (t(z)))+(x) t(x) ,
yields there exists an open set/MF under which VF (m) has degree2.
Hence F is quadratic.
(iv) O (i) Let z0 be in I and let +=P(t(z0), &) and m0=Uz0+v.
Then
f+ (x, Uz+v)=
f& (x, Uz+v)
f& (x, m0)
=
h& (x, z)
h& (x, z0)
,
and using the definition of the Ln=Lid, n we obtain
Ln (x, z0)= f (n)+ (x, Uz0+v)(Ue1 , ..., Ued)=PU, n (x)
and by Theorem 2.2, the polynomials (Ln (x, z0)) are +-pseudo-orthogonal,
i.e. J(z0) is pseudo-diagonal. Since z0 is arbitrary we obtain (i).
It remains to prove (iii) O (iv). Let z0 be in I such that J(z0) is pseudo-
diagonal. Denote +=P(t(z0), &) and t~ (z)=t(z)&t(z0). Then by Lemma 1.1
:
n # Nd
(z&z0)n
n!
Ln (x, z0)=exp[(t(z)&t(z0), x) &k& (t(z))+k& (t(z0))]
=exp[(t~ (z), x)&k+ (t~ (z))].
Thus, the polynomials (Ln (x, z0))n # Nd are +-pseudo-orthogonal with
exponential genereating function. By Theorem 2.1, there exists A # GL(Rd)
such that
Ln (x, z0)=PA, n (x)= f (n)+ (x, m0)(Ae1 , ..., Aed)
with m0=k$+ (0)=k$& (t(z0)).
Hence t~ (z+z0)=+ (Az+m0)=& (Az+m0)&& (m0) and consequently
t(z)=& (Az+m0&Az0)=& (Uz+v) where U=A and v=m0&Az0 .
Furthermore, the (PA, n) being pseudo-orthogonal, F is quadratic. K
Now we take A # GL(Rd), not necessarily the identity, and we give a
characterization of the diagonality of the Bhattacharyya matrices.
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Theorem 3.2. If f is irreducible, then the following three statements are
equivalent:
(i) JA (z0) is diagonal.
(ii) For all z # I, JA1, 2 (z)=0 and JA2, 3 (z)=0 and JA1, 1 (z0) and
JA2, 2 (z0) are diagonal.
(iii) F is simple quadratic and there exists (U, v) # GL(Rd)_Rd such
that, for all z # I, t(z)=& (Uz+v) and (UA)&1 VF (Uz0+v) t(UA)&1 is
diagonal.
Proof.
(i) O (ii) It clearly comes from Theorem 3.1.
(ii) O (iii) By Theorem 3.1 F is quadratic and there exists (U, v) #
GL(Rd)_Rd such that
t(z)=& (Uz+v). (13)
For z0 # I, let +=P(t(z0), &). Then by Lemma 1.1,
:
n # Nd
(z&A&1z0)n
n!
LA, n (x, z0)
=exp[(t(Az)&t(z0), x)&k& (t(Az))+k& (t(z0))]
=exp[(t~ (Az), x)&k+ (t~ (Az))],
where t~ (z)=t(z)&t(z0).
Since the LA, n (z0) are +-pseudo-orthogonal and have an exponential
generating function, then by Theorem 2.1, there exists A # GL(Rd ) such
that:
LA, n (x, z0)= f (n)+ (x, m0)(A e1 , ..., A ed),
where m0=Uz0+v and t~ (A(z+z0))=+(A z+m0)=& (A z+m0)&& (m0).
Hence,
t(z)=& (A A&1z&Az0+m0). (14)
Since J 1, 1A (z0) and J
2, 2
A (z0) are diagonal the (d
2+3d )2 polynomials
(LA, n (x, z0)) |n|=1, 2 are +-orthogonal. Then by Corollary 2.1 the polyno-
mials (LA, n (x, z0))n # Nd are +-orthogonal and by Theorem 2.2 F is simple
quadratic and A &1VF (Uz0+v) tA &1 is diagonal. By (13) and (14) we have
A =UA and it follows the diagonality of (UA)&1 VF (m0) t(UA)&1.
(iii) O (i) By Theorem 2.2, F quadratic implies that the polynomials
(LA, n (z0))n # Nd are +-pseudo-orthogonal with +=P(t(z0), &). As above,
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there exists A =UA such that LA, n (z0)=PA , n (x). F being simple quadratic
and A &1VF (Uz0+v)tA &1 being diagonal, by Theorem 2.2 the polynomials
(PA , n)n # Nd are +-orthogonal, i.e. JA (z0) is diagonal. K
4. EXAMPLES OF MULTIDIMENSIONAL DIAGONAL
BHATTACHARYYA MATRICES
Restricting ourself to the class of simple quadratic NEF, we consider here
the diagonal Bhattacharyya matrices on Rd. To simplify the notations we
assume that t(z)=& (z) and I=MF . Clearly we have h& (x, m)= f& (x, m).
Since VF (m) is symmetric and positive, for all m # MF there exists
A # GL(Rd) such that A&1VF (m) tA&1 is diagonal. In this case, we have the
diagonal Bhattacharyya matrix:
&LA, e1&
2 0 } } } 0
&LA, e2&
2 b
JA (m)=\ 0 . . . 0 +b &LA, n&20 } } } 0 . . .
where & } & denotes the L2(P(t(m), &)) norm; i.e. &LA, n&2= (LA, n (x, m))2
P(t(m), &)(dx). Thus, in the simple quadratic case, investigation of JA (m)
reduces simply to investigation of the LA, n’s norm.
We recall briefly here the 2d+4 types of simple quadratic NEF on Rd
described by Casalis (1996):
The d+1 Poisson Gaussian types. For k=0, ..., d, VF (m)=diag(m1 , ...,
mk , 1, ..., 1) on MF=]0;+[k_Rd&k, where diag denotes a diagonal
matrix. There are composed by the distributions of (X1 , ..., Xd), where
X1 , ..., Xd are independents. X1 , ..., Xk have a Poisson distribution and
Xk+1 , ..., Xd are Gaussian variables with variance 1.
The d+1 negative multinomial gamma types. For k=0, ..., d, VF (m)=
m tm+diag(m1 , ..., mk , 0, mk+1 , ..., mk+1) on MF=]0;+[ k+1_Rd&k&1.
There are composed by the distributions of (X1 , ..., Xd), where (X1 , ..., Xk)
has a negative multinomial distribution with shape parameter 1. Xk+1
given (X1 , ..., Xk) is gamma distributed with shape parameter ki=1 Xi+1
and (Xk+2 , ..., Xd) given (X1 , ..., Xk+1) are (d&k&1) real independent
Paussian variables with variance Xk+1.
The multinomial type. VF (m)=&m tm+diag(m1 , ..., md), MF=[m # Rd;
mj>0, dj=1 mj<1].
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The hyperbolic type. VF (m)=m tm+diag(m1 , ..., md&1 , d&1i=1 mi+1)
on MF=]0;+[d+1_R. F is composed by the distributions of
(X1 , ..., Xd) where (X1 , ..., Xd&1) has a negative-multinomial distrubtion
and Xd given (X1 , ..., Xd&1) has the hyperbolic cosine distribution with
power convolution parameter d&1i=1 xi+1.
Each type is composed by one NEF of the same name and its affinities and
convolution powers; i.e. F(&) and F(+) are said to be of the same type if
there exist an affinity ,: x [ Ax+b and a positive real number * such that
&=,(+**) (where V denotes the convolution product).
The following proposition gives the LA, n’s norm and generalizes a similar
result established by Seth (1949) on R.
Proposition 4.1. Let F=F(&) be a simple quadratic NEF on Rd such
that VF (m)=am tm+B(m)+C. Then for all (m, A) # MF_GL(Rd) such
that A&1VF (m) tA&1=diag(h1 , ..., hd), we have:
&LA, n&2=
n! \ 1h1+
n1
} } } \ 1hd+
nd
,
if F # Poisson Gaussian type.
n!a |n|
1(1a+|n| )
1(1a) \ 1h1+
n1
} } } \ 1hd+
nd
,
if F # negative multidimensional gamma or hyperbolic type.
n! |a| |n|
1(&(1a)+1)
1(&(1a)&|n|+1) \ 1h1+
n1
} } } \ 1hd+
nd
1I |n|(&1a) ,
if F # multinomial type.
where
1(1a+|n| )
1(1a)
=\1a+|n|&1+ } } } \
1
a+ .
Proof. We summarize the proof in three steps:
(i) writing Qn (x, z)=h (n)A&1(&)(x, z)(e1 , ..., ed)hA&1(&)(x, z) and using
Lemma 3.1 we have that
|
Rd
(LA, n (x, m))2 h& (x, m) &(dx)
=|
Rd
(Qn (x, A&1m))2 hA&1(&) (x, A&1(&)(dx),
and the Qn are P(t(A&1m), A&1(&))-orthogonal.
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(ii) by the following two equalities,
Qei (x, m)=(V
&1
A&1(F)(m)(x&m)) i , (15)

mi
(Qn (x, m))=Qn+ei (x, m)&Qn (x, m) Qei (x, m), (16)
we may show by induction on |n| that:
Qei (x, A
&1m) Qn (x, A&1m)
=\1hi+\Qn+ei (x, A&1m)+ :
d
j=1
nj Qn&ej (x, A
&1m)
+ani ( |n|&1) Qn&ei (x, A
&1m)
+:
d
j, s
nj

mj
(VA&1F (A&1m))is Qn+es&ej (x, A
&1m)+ . (17)
(iii) By (16) we obtain
|
Rd
(Qn (x, A&1m))2 hA&1(&)(x, A&1m) A&1(&)(dx)
=|
Rd
Qn&ei (x, A
&1m)) Qei (x, A
&1m) Qn (x, A&1m))
_hA&1(&)(x, A&1m) A&1(&)(dx),
and the result follows from a last induction, using (17) and the
orthogonality of the Qn . K
Remark. The quadratic case, for example the Wishart distributions,
giving pseudo-diagonal Bhattacharyya matrices is not approached here.
In fact the norm of the pseudo-orthogonal polynomials LA, n is not yet
determined.
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