Quasi-exactly solvable (QES) problems in quantum mechanics are eigenvalue problems for the Schrödinger operator where it is posssible to compute exactly a certain finite number of eigenvalues and eigenfunctions, even though exact algebraic expressions for the full set of eigenvalues do not exist. In the past, mathematical physicists have used hidden symmetry methods to attack these problems. We give a brief review of these methods and then show the increased insight into the structure of such problems provided by superintegrability theory and separation of variables.
Introduction
It is well known that N-dimensional nonrelativistic quantum systems described by the Hamiltonian 
An integrable system is called superintegrable (this term was introduced first time by S.Rauch-Wojciechowski in [1] ) or maximally integrable if it is integrable and, also, possesses additional integrals L k , commuting with the Hamiltonian
but not necessarily with each other. Two examples of this kind have been well-known a long time, namely the Kepler-Coulomb problem and the isotropic harmonic oscillator. Another famous example is the many-body Calogero -Moser model. The existence of additional integrals of motion for these systems (second order superintegrability) leads to many interesting properties not shared by standard integrable systems [2, 3, 4, 5, 6] 1.
In quantum mechanics, there is the phenomenon of accidental degeneracy when the energy eigenvalues are multiply degenerate.
2. This property is intimately related to the existence of a dynamical symmetry group (or algebra), a so-called hidden symmetry group (algebra).
3.
In classical mechanics the additional integrals of motion have the consequence that in the case of superintegrable systems in two dimensions and maximally superintegrable systems in three dimensions all finite trajectories are found to be periodic.
4.
One of the most important properties of (second order) superintegrable systems is multiseparability, the separation of variables for the Hamilton-Jacobi and Schrödinger equations in more than one orthogonal coordinate system.
Quasi-Exactly Solvable Systems
The crucial example that stimulated the investigation of quasi-exactly solvable systems is the quantum system with the anisotropic potential
where ω, β, δ > 1/2 and λ are the constants. As noticed by many authors [7, 8] , this system admits polynomial solutions (which obviously do not form a basis) only for special values of the constant λ = ω(2n+1), (n = 0, 1, 2...)
where
is a polynomial of degree 2n .
There are two different approaches to the investigation of quasi-exactly solvable systems. In the algebraic approach formulated by Turbiner [9] quasi-exactly solvability is explained in terms of a "hidden symmetry algebra" sl(2, R). More precisely this means following: the one-dimensional Hamiltonian H = ∂ 2 x i + V (x) after suitable changes of variable z = ξ(x) and "gauge transformation" H = e −α(z) He α(z) can be written in the form
where the first-order differential operators {J ± , J 0 } satisfy the commutation relations for the Lie algebra sl(2, R).
The second approach, known as analytic, was formulated by Uschveridze [10, 11] and represents a one-dimensional reduction of the Niven-Stielties method for solving multiparameter spectral problems such as the generalized Lamé equation (or ellipsoidal equation). The solution in this method is determined by the zeros of polynomials P n (x 2 ). Indeed the wave function (5) can be rewritten in the form
where the numbers (ξ 1 , ξ 2 , ...ξ n ) satisfy a system of n algebraic equations. According to the oscillation theorem, the number of zeros in the physical interval ξ i ∈ [0, ∞) enumerates the ground state and first n -excitations, described in terms of all zeros (complete solutions of the systems of algebraic equations and including the non physical section ξ i ∈ (−∞, 0]) as
A few natural questions occur in these two approaches: (i) why does the constant λ = ω(2n + 1) in potential (4) have this special form,
(ii) what is the physical meaning of the negative zeros ξ i , and finally, (iii) why in the correct formula for the energy spectrum (8) do n zeros of the polynomial P n (x 2 ) appear?
Let us now consider the quantum motion in the plane for a charged particle with two fixed Coulomb centers with coordinates (±D/2, 0) ( the so-called plane two center problem)
This system is not superintegrable and separation of variables is possible only in twodimensional elliptic coordinates
, the Schrödinger equation separates into a system of two ordinary differential equations
These equations belong to the class of non-exactly solvable problems. Polynomial solutions do not exist even for the case of discrete spectrum E < 0, and each of the wave functions X(ν; D 2 ) and Y (µ; D 2 ) is expressed as an infinite series with a three-term recurrence relation.
Let us now put α 2 = 0. Then the two center potential transforms to the ordinary twodimensional (2D) hydrogen atom problem, which is well-known as a superintegrable system with dynamical symmetry group SO(3), and admits separation of variables in three systems of coordinates: polar, parabolic and elliptic [12] . In this case we can see that two separation equations in elliptic coordinates [13] , namely
transform into each other by the change µ ↔ iν. Thus separation of variables in elliptic coordinates for the 2D hydrogen atom gives two functionally identical one-dimensional Schrödinger type equations with two parameters: coupling constant E and energy A(D) (correspondingly energy and separation constant for 2D hydrogen atom), but one defined on the real and the other on the imaginary axis. In other words, instead of yielding a system of differential equations (10)- (11), the problem reduces to solving only one of the equations (10) or (11), for instance
for which the "domain of definition" of variable ξ is the complex plane (see Fig.) . The requirement of finiteness for the wave functions in the complex plane permits only polynomial solutions. As result we obtain simultaneous quantization of the energy
and the elliptic separation constant A s (D) where s = 0, 1, 2, ...n (as a solution of an nthdegree algebraic equation). The polynomial solutions are defined with the help of a finite series with a three-term recurrence relation for the coefficients. They cannot be considered as exactly-solvable and can be investigated only numerically.
We note that each of equations (10) or (11) has the form of a one dimensional Schrödinger equation with parameter E and eigenvalue A(D), and could separately be considered in the regions µ ∈ [0, 2π] or ν ∈ [0, ∞), correspondingly. Then for arbitrary values of constant E the solutions of eqs. (10) or (11) expressed via infinite series and only on the "energy surface" of the 2D hydrogen atom (12) split into polynomial and nonpolynomial sectors (each of these sectors is non complete) and for fixed number n, only some of the eigenvalue A s (D), (s = 0, 1, 2...n) can be calculated from an nth-degree algebraic equation.
To understand the intimate connection between superintegrable and quasi-exactly solvable systems we consider one of the two dimensional superintegrable systems, namely the anisotropic oscillator.
Anisotropic oscillator
The potential
is known as the singular anisotropic oscillator. The Schrödinger equation separates in two coordinate systems: Cartesian and parabolic.
Cartesian bases
Separation of variables in Cartesian coordinates leads to two independent one-dimensional Schrödinger equations
and λ 1 , λ 2 are two Cartesian separation constants with λ 1 + λ 2 = E. Equation (15) represents the well-known linear singular oscillator system. It is an exactlysolvable problem and the complete set of orthonormalized eigenfunctions is
where λ 2 = ω(2n 2 + 1 ± k 2 ). The positive sign at the k 2 occurs alone when k 2 > 1 2
and both the positive and the negative signs occurs if 0 < k 2 < 1 2 . The second equation easily transforms to the ordinary one-dimensional oscillator problem:
Thus the complete energy spectrum is
and the degree of degeneracy for fixed principal quantum number n is (n + 1).
Parabolic bases
In parabolic coordinates ξ and η
upon the substitution
and the introduction of the parabolic separation constant λ, the Schrödinger equation splits into two ordinary differential equations
Equations (21) and (22) are transformed into one another by the change ξ ←→ iη. The complete wave function is Ψ(ξ, η; E, λ) = C(E, λ)Z(ξ; E, λ)Z(iη; E, λ)
Thus, at µ ∈ (−∞, ∞) we have eq. (21) and at µ ∈ [0, i∞) -the eq. (22) and in the complex µ domain the "physical" region is just the two lines Im µ = 0 and Re µ = 0, Im µ > 0. Our task is to find the solutions of eq. (24) that are regular and decreasing as µ → ±∞ and µ → i∞ .
Requiring a solution in the form
and passing to a new variable z = µ
we express the wave function ψ(z) as
The substitution (28) in eq. (26) leads to the following three-term recurrence relation for the expansion coefficients A s ≡ A s (E, λ),
with the initial conditions A −1 = 0 and A 0 = 1. Let us now examine the asymptotics for a function ψ(z) on the real axis z ∈ (−∞, ∞). At large s, from (29) we have
As s −1 ≪ 1 the following expansions hold
Using (31) in (30) we obtain
and therefore the function ψ(z) may have two asymptotic regimes
Then we have for z > 0 [the case of eq. (21)]
and the same for z < 0 [the case of eq. (22)]
Thus the function Z(µ) cannot converge simultaneously at large µ for real and imaginary µ and therefore the series should be truncated. Note that a more detailed mathematical analysis of the three-term recurrence relations (29) has been carried out in our recent article [14] . The condition for the series to be truncated results in the energy spectrum, giving the already known formula. The coefficients A s ≡ A nq s (k 1 , ±k 2 ) satisfy the following relation
The three-term recurrence relation (36) represents a homogeneous system of n+ 1 -algebraic equations for n + 1 -coefficients {A 0 , A 1 , A 2 , ...A n }. The requirement for the existence of a non-trivial solution leads to a vanishing of the determinant
The roots of the corresponding algebraic equation give us the (n + 1) eigenvalues of the parabolic separation constant λ nq (k 1 , ±k 2 ) and can be enumerated with the help of the integer q, where 0 ≤ q ≤ n. The degeneracy for the n -energy state, as in the Cartesian case, equals (n + 1).
The physical admissible solutions have the form
For µ = ξ the function Z nq (µ; k 1 , ±k 2 ) gives the solution of equation (21), and for µ = iη the solution for equation (22) . Thus the parabolic wave function (23) can be written in following way
Niven-Stilties approach
Let us express the solution of the Schrödinger equation for the anisotropic oscillator in the following form Ψ(x, y) = e −ω(x+
The function Φ(x, y) is polynomial in variables (x, y 2 ) in Cartesian coordinates and (ξ 2 , η 2 ) in parabolic ones. It satisfies the equation
where the operator R is
Taking into account that
where α ℓ , (ℓ = 1, 2, ...n) are zeros of polynomials Mk nq (z) on the real axis −∞ < z < ∞, and that in parabolic coordinates
we can choose a solution of eq. (39) in the form
Then from (39) follows that zeros α ℓ must satisfy the system of n -algebraic equations n m =ℓ
and for the energy spectrum we again have formula (19). The system of algebraic equations (43) contains the n -set of solutions (zeros) (α
n ), q = 1, 2, ...n and all zeros are real. The positive zeros α ℓ > 0 define the nodes of wave functions for equation (21), whereas negative zeros α ℓ < 0 define the nodes of wave functions for equation (22) .
The eigenvalues for the parabolic separation constant can be calculated in the same way via the operator equation ΛΦ(x, y) = λΦ(x, y).
A more elegant way is to use the differential equation (26) directly. Rewriting first the eq. (26) in the form
and expressing the wave function Mk nq (z; k 1 , ±k 2 ) in the form of (40), we obtain
Connection with quasi-exactly solvable systems
Substitution of the formula for the energy spectrum in eq. (24) yields
which on the real axis completely coincides for k 1 = 4βω 2 and 1 ± k 2 = 2δ, with the onedimensional spectral problem (4), and is called a quasi-exactly solvable system. Now it is easy to understand the origin of the occurence of quasi-exactly solvable systems. The requirement of convergence just in real space in the vicinity of the singular points µ = ±∞ implies that there are polynomial solutions of the form (37) We also can shed light on the mystery of zeros of polynomial P n (x 2 ). Indeed, the substitution of the wave function
into the one-dimensional Schrödinger equation with potential (4) leads to the differential equation for polynomial P n (x 2 ) in the same form as equation (44) (in variable x 2 = z), but with the difference that the physical region of eq. (44) is whole real axis z ∈ (−∞, ∞), and therefore all zeros (for positive and negative x 2 ) of P n (x 2 ) correspond to the zeros of two-dimensional eigenfunction of singular anisotropic oscillator in parabolic coordinates.
The situation is repeated in the case of the potential (k 1 , k 2 > 0)
The corresponding Schrödinger equation separates in three different orthogonal coordinate systems: Cartesian, polar and elliptical coordinates. Separation of variables in two-dimensional elliptic coordinates leads to a Schrödinger type equation
in the complex plane and the requirement of convergence at the point ζ = 0, 2π and ζ = i∞ forces polynomial solutions and determines the energy spectrum E n = ω(2n + 2 ± k 1 ± k 2 ), (n = 0, 1, 2, ...).
As a consequence trigonometric and hyperbolic quasi-exactly solvable systems [10] are generated in the form
where α = D 2 ω/2. Thus we have established that an integral part of the notion of quasi-exact solvability is the reduction of superintegrable systems to one dimensional problems.
We can express our observation in the form of the following hypothesis: Quantum mechanical problems which are expressible as one-dimensional quasi-exactly solvable systems can be obtained via separation of variables from N-dimensional Schrödinger equations for superintegrable systems.
This analogy prompts us to use the term quasi-exactly solvable for equations of type (24) or (47), defined in the complex plane and which are not exactly-solvable but admit polynomial solutions.
We suggest calling quantum mechanical systems first-order quasi-exactly solvable if the polynomial solutions of the one-parametric differential equation obtained fom the N -dimensional Schrödinger equation after separation of variables are defined by a recurrence relation which contain three terms or more and the discrete eigenvalues can be calculated as the solutions of algebraic equations. According to this definition, systems (24) and (47) are first order quasi-exactly solvable.
We propose also another definition of exact-solvability through the solutions of ordinary differential equation: a quantum mechanical system is called exactly solvable if the solutions of the Schrödinger equation, can be expressed in terms of hypergeometric functions m F n . More precisely this means that the coefficients in power series expansions of the solutions satisfy two-term recurrence relations, rather than recurrence relations of higher order.
It is obvious, that an N-dimensional Schrödinger equation is exactly solvable if it is separable in some coordinate system and each of the separated equations is exactly solvable. Obviously, a superintegrable system is exactly-solvable if is exactly solvable in at least one system of coordinates.
Magyari -Uschveridze example.
A critical further example is the tenth-order polynomial quasi-exactly solvable problem from an article of Magyari [7] and Ushveridze's book [11] .
Consider the Schrödinger equation in the form HΨ = EΨ with the Hamiltonian
. This is essentially the Euclidean space superintegrable system with nondegenerate potential
where the six basis symmetry operators can be taken in the form
where {A, B} = AB + BA and the f i (i = 1, 2, ..., 5) are the function of potential V . There is a quadratic algebra generated by these symmetries. One choice of separable coordinates in three dimensions is z = iuvw, where the function Φ has polynomial form
The zeros of the polynomials satisfy the relations
Solving these equations we see that the eigenvalues E, ℓ 2 , ℓ 3 have the form E = −(30 + 24n + 12p)k 1 − 16k 2 k 3 , The last equations, in fact, give us also the requirements that the one-dimensional differential equation (48) with tenth-order anharmonicity admits polynomial solutions, or is quasi-exactly solvable a la Turbiner and Ushveridze.
