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\The organic fundamental error of humanism
was that it desired to educate
the common people (on whom it looked down)
from its lofty stance instead of trying
to understand them and to learn from them."
Stefan Zweig
(Erasmus the Rotterdam)
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Abstract
Supervised machine learning relies on a labeled training set, whose size is closely
related to the achievable performance of any learning algorithm. Thanks to the
progresses in ubiquitous computing, networks, and data acquisition and storage
technologies, the availability of data is no longer a problem. Nowadays, we can
easily gather massive unlabeled datasets in a short period of time. Traditionally,
the labeling was performed by a small set of experts so as to control the quality
and the consistency of the annotations. When dealing with large datasets this
approach is no longer feasible and the labeling process becomes the bottleneck.
Crowdsourcing has been proven to be an eective and ecient tool to annotate
large datasets. By distributing the labeling process across a potentially unlimited
pool of annotators, it allows building large labeled datasets in a short period of
time at a low cost. However, this comes at the expenses of a variable quality of
the annotations, i.e. we need to deal with a large set of annotators of possibly
unknown and variable expertise. In this new setting, methods to combine the
annotations to produce reliable estimates of the ground truth are necessary.
In this thesis, we tackle the problem of aggregating the information coming
from a set of dierent annotators in a multi-class classication setting. We assume
that no information about the expertise of the annotators or the ground truth of the
instances is available. In particular, we focus on the potential advantages of using
Bayesian Nonparametric models to build interpretable solutions for crowdsourcing
applications.
Bayesian Nonparametric models are Bayesian models which set a prior prob-
ability on an innite-dimensional parameter space. After seeing a nite training
sample, the posterior probability ends up using a nite number of parameters.
Therefore, the complexity of the model depends on the training set and we can
infer it from the data, avoiding the use of expensive model selection algorithms.
We focus our eorts on two specic problems. Firstly, we claim that consider-
ing the existence of clusters of annotators in this aggregation step can improve the
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overall performance of the system. This is especially important in early stages of
crowdsourcing implementations, when the number of annotations is low. At this
stage there is not enough information to accurately estimate the bias introduced
by each annotator separately, so we have to resort to models that consider the sta-
tistical links among them. In addition, nding these clusters is interesting in itself,
as knowing the behavior of the pool of annotators allows implementing ecient
active learning strategies. Based on this, we propose in two new fully unsupervised
models based on a Chinese Restaurant Process prior and a hierarchical structure
that allows inferring these groups jointly with the ground truth and the properties
of the annotators.
The second problem is modeling inconsistent annotators. The performance of
the annotators can be in-homogeneous across the instance space due to several
factors like his past experience with similar cases. To capture this behavior, we
proposed an algorithm that uses a Dirichlet Process Mixture model to divide the
instance space in dierent areas across which the annotators are consistent. The
algorithm allows us to infer the characteristics of each annotator in each of the
identied areas, the ground truth of the training set, as well as building a classier
for test examples. In addition, it oers an interpretable solution allowing to better
understanding the decision process undertaken by the annotators, and implement
schemes to improve the overall performance of the system.
We propose ecient approximate inference algorithms based on Markov Chain
Monte Carlo sampling and variational inference, using auxiliary variables to deal
with non-conjugancies when needed. Finally, we perform experiments, both on
synthetic and real databases, to show the advantages of our models over state-of-
the-art algorithms.
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Resumen
Todo aprendizaje maquina supervisado descansa sobre un conjunto de entre-
namiento etiquetado cuyo tama~no muestral esta directamente relacionado con el
rendimiento nal del algoritmo. Gracias a los avances en computacion ubicua,
redes y tecnologas de adquisicion y almacenamiento de datos, la disponibilidad
de datos con que entrenar estos algoritmos ha dejado de ser un problema. Ac-
tualmente, podemos facilmente reunir enormes conjuntos de datos no etiquetados
en cortos periodos de tiempo. Tradicionalmente, el etiquetado de estos datos, era
realizado por un peque~no conjunto de expertos a n de controlar la calidad nal
y la consistencia de las anotaciones. Cuando nos enfrentamos a grandes conjuntos
de datos, esta forma de proceder deja de ser factible, convirtiendose el etiquetado
en un cuello de botella.
Crowdsourcing ha probado ser una herramienta efectiva y eciente para anotar
grandes conjuntos de datos en aprendizaje maquina. Mediante la distribucion del
proceso de etiquetado a un, potencialmente ilimitado, conjunto de anotadores,
permite construir grandes conjuntos de datos etiquetados en un corto periodo de
tiempo y a un bajo coste. Sin embargo, todo esto tiene como precio una perdida
sobre el control de la calidad de las anotaciones. Nos enfrentamos ahora a un
gran conjunto de anotadores cuya experiencia es variable y desconocida. En este
nuevo escenario, metodos de combinacion de las anotaciones para dar lugar a
estimaciones ables de la etiqueta verdadera son necesarios.
En esta tesis, abordamos el problema de agregar la informacion procedente de
diferentes anotadores en un problema de clasicacion multi-clase. Asumimos que
no existe informacion disponible acerca de la experiencia de los anotadores o la
etiqueta verdadera de las muestras. En concreto, nos centramos en las ventajas
potenciales de usar modelos bayesianos no parametricos para construir soluciones
interpretables para aplicaciones de crowdsourcing.
Los modelos bayesianos no parametricos son modelos Bayesianos que denen
una probabilidad a priori sobre un espacio de parametros con innitas dimensiones.
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Tras observar una muestra de entrenamiento nita, la probabilidad a posteriori
termina usando un numero nito de parametros. Por tanto, la complejidad del
modelo depende del conjunto de entrenamiento usado que es inferida a partir de
los datos, evitando el uso de costosos algoritmos para seleccion de modelos.
Nos centramos en dos problemas especcos. En primer lugar, defendemos que
tener en cuenta la existencia de grupos de anotadores en la etapa de agregacion,
puede mejorar el rendimiento global del sistema. Esto es especialmente importante
en fases tempranas de la implementacion del sistema de crowdsourcing, cuando el
numero de anotaciones en bajo. En esta fase no hay suciente informacion para es-
timar con precision el sesgo introducido por cada anotador por separado, por lo que
tenemos que recurrir a modelos que tengan en cuenta las dependencias estadsticas
entre los distintos anotadores. Ademas, encontrar estos grupos de anotadores es un
problema interesante por s mismo, pues el conocer el comportamiento de nuestros
anotadores nos permite implementar estrategias ecientes de aprendizaje activo.
Basandonos en esta hipotesis, proponemos dos nuevos modelos no supervisados
haciendo uso de un prior Chinese Restaurant Process y un estructura jerarquica
que nos permite inferir los grupos de anotadores as como sus propiedades y las
etiquetas verdaderas.
El segundo problema es el modelado de anotadores inconsistentes. El rendimiento
de los anotadores puede ser no homogeneo en el espacio muestral debido a difer-
entes factores tales como sus experiencias pasadas con casos similares. Para cap-
turar este comportamiento, proponemos un algoritmo que usa un modelo Dirichlet
Process Mixture con el objetivo de dividir el espacio muestral en diferentes areas
en las cuales los anotadores son consistentes. El algoritmo nos permite inferir
las caractersticas de cada anotador en cada una de las areas identicadas, las
etiquetas verdaderas de nuestras muestras de entrenamiento, as como construir
un clasicador para futuras muestras. Ademas, ofrece una solucion interpretable
permitiendo una mejor comprension del proceso de decision adoptado por los an-
otadores, as como implementar estrategias para mejorar el rendimiento global del
sistema.
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Proponemos algoritmos de inferencia aproximada ecientes basados en muestreo
Markov Chain Monte Carlo e inferencia variacional, usando variables auxiliares
para lidiar con modelos de observacion no conjugados cuando as se requiera. Fi-
nalmente, realizamos experimentos con bases de datos sinteticas y reales a n de
mostrar las ventajas de nuestros modelos con respecto al estado del arte.
xv
xvi
Contents
List of Acronyms 6
1 Introduction 7
1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.1 Identifying Communities of Annotators . . . . . . . . . . . 11
1.2.2 Modelling Inconsistent Annotators . . . . . . . . . . . . . . 12
1.3 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2 Crowdsourcing 15
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Crowdsouring Applications . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Knowledge sharing . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Social games . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3 Marketplaces . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Aggregating the crowds . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Transductive methods . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Inductive methods . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.3 Related research lines . . . . . . . . . . . . . . . . . . . . . 28
2.4 Other research areas in crowdsourcing . . . . . . . . . . . . . . . . 30
3 Bayesian Nonparametrics 33
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1
CONTENTS
3.2 Bayesian Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Bayesian Mixture Models . . . . . . . . . . . . . . . . . . . 36
3.3 Bayesian Nonparametric Models . . . . . . . . . . . . . . . . . . . 39
3.3.1 Exchangeability . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.2 Dirichlet Process . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.2.1 Denition . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.2.2 Posterior Distribution . . . . . . . . . . . . . . . . 42
3.3.2.3 Predictive Distribution . . . . . . . . . . . . . . . 43
3.3.2.4 Stick Breaking Construction . . . . . . . . . . . . 44
3.3.3 Chinese Restaurant Process . . . . . . . . . . . . . . . . . . 47
3.3.4 Innite Mixture Models . . . . . . . . . . . . . . . . . . . . 49
3.3.5 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4 Other Bayesian Nonparametric Priors . . . . . . . . . . . . . . . . 57
4 Identifying Communities of Annotators 59
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 Hierarchical Bayesian Combination of Classiers . . . . . . . . . . 62
4.2.1 Clustering based Bayesian Combination of Classiers . . . . 63
4.2.2 Hierarchical Clustering based Bayesian Combination of Clas-
siers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2.3 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2.3.1 cBBC . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2.3.2 hcBCC . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.4 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.1 Synthetic datasets . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.2 Real datasets . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5 Modeling Inconsistent Annotators 87
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2
CONTENTS
5.2 Bayesian Combination of Non-Homogeneous Annotators . . . . . . 89
5.2.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.2 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2.3 Predictive distribution . . . . . . . . . . . . . . . . . . . . . 97
5.2.4 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.3.1 Synthetic dataset . . . . . . . . . . . . . . . . . . . . . . . . 100
5.3.2 Real Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6 Conclusions and Further Work 111
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A Induced Correlation by the cBCC model 117
B Inference details for the hcBCC model 119
C Sampling the concentration parameter 121
D Variational Inference Details 123
D.1 Update equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
D.2 Lower bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
References 127
3
CONTENTS
4
List of Acronyms
AMT Amazon Mechanical Turk
API Application Programming Interface
BCNHA Bayesian Combination of Non-Homogeneous
Annotators
BMM Bayesian Mixture Model
BNP Bayesian Nonparametric
cBCC Clustering based Bayesian Combination of
Classiers
CF Collaborative Filtering
CRP Chinese Restaurant Process
CSP Cold Start Problem
DP Dirichlet Process
DPMM Dirichlet Process Mixture Model
EM Expectation Maximization
EP Expectation Propagation
FM Factor Model
FMM Finite Mixture Model
5
LIST OF ACRONYMS
GMM Gaussian Mixture Model
GP Gaussian Process
hcBCC Hierarchical Clustering based Bayesian Com-
bination of Classiers
HDP Hierarchical Dirichlet process
HIT Human Intelligence Task
HMM Hidden Markov model
iBCC Independent Bayesian Combination of Classi-
ers
IBP Indian Buet Process
MAP Maximum a Posteriori
MC Monte Carlo
MCMC Markov Chain Monte Carlo
MH Metropolis Hasting
ML Maximum Likelihood
MM Mixture Model
RJMCMC Reversible Jump Markov Chain Monte Carlo
SB Stick Breaking
SMC Sequential Monte Carlo
6
1
Introduction
1.1 Background and Motivation
The cornerstone of every supervised learning algorithm is a set of labeled instances
called the training set (Ulusoy and Bishop, 2005). Supervised learning algorithms
assume that this training set comes from an underlying probability distribution,
and aim at building a function that is able to predict the labels of future unseen
instances coming from the same distribution, i.e. the test set. For example, in
medical diagnosis we may have a training set composed of samples coming from
two groups: patients suering a particular disease and a healthy control group.
The goal is to use it to train a supervised learning algorithm, that will subsequently
be able to predict whether a new patient is aected by the disease.
While most algorithms acknowledge the presence of noise in the observed in-
stances, they do not take into account the existence of noise in the labeling process.
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In practice, the labeling process is ultimately performed by humans, and therefore,
it is subject to error.
For example, the diagnosis of tuberculosis is typically based on direct visual
inspection of a spit sample coming from the patient. It is therefore interesting to
build a classier using these images. However, the sensitivity of the annotators
range from 20%   80%, Steingart et al. (2006), and therefore, the corresponding
training set will contain several errors.
Human errors can have dierent causes which have been deeply studied in psy-
chology (Davies et al., 2013). In the context of labeling datasets, an annotator
may present a bias that he involuntarily acquired during his training. In other
occasions, the information provided to the annotator may be not enough to make
an accurate decision or the description of the task may not be well dened. Some-
times the annotation task is intrinsically ambiguous, or the annotator may present
a sloppy behavior due to fatigue, stress or any other biological cause. In every
case, this translate into the appearance of errors in the labels of the training set,
which ultimately harm the overall performance of the algorithm. Notice that even
when the labeler is not human, this source of errors is still present, e.g. errors in
automatic medical diagnostic tests.
Several theoretical (Lachenbruch, 1966, 1979; Bi and Jeske, 2010) and empirical
studies (Nettleton et al., 2010; McDonald et al., 2003) about the negative eects
of noise in the labeling process can be found in the literature. In particular, Zhu
and Wu (2004) claim that the eect of the noise in the labeling process is generally
more harmful than the noise in the instances. The authors give two main reasons.
First, while we only have one label per instance, we generally have several features
per instance, and the noise introduced from one to a limited number of them
may have a limited impact in the overall performance. Second, when we build
classiers, the dierent observed variables may have a dierent importance in the
process, being the label the most important one. Therefore, there is a need of
designing algorithms that explicitly model the noise in the labeling process.
Another important limitation of supervised learning algorithms is the associ-
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ated cost of building the labeled training set. Traditionally, this was done by a
small set of experts to guarantee the quality and the consistency of the labels.
With the advent of the era of big data (Che et al., 2013), the sizes of the datasets
have experienced an exponential growth. It has been estimated that the worldwide
data was approximately 1 ZB (1021 bytes) and that it will increase to 40 ZB by
the year 2020 (see Figure 1.1).
By increasing the size of the training set, we can substantially improve the
generalization properties of supervised learning algorithms (Halevy et al., 2009).
The problem now is that there is a bottleneck in labeling those data (according
to Gantz and Reinsel (2012), less than 3% of the digital data is labeled), which
cannot be longer done by a small set of experts. In the example of the diagnosis of
tuberculosis, a specialized medical center may receive hundreds of cases everyday,
and with the increasing popularity of digital networks that allow centers to share
their datasets, expecting one physician to look at every image to have a high
quality consistent opinion is not realistic. Therefore, we are forced to distribute
the task of labeling the training set.
Figure 1.1: Estimation of the total amount of data in the digital universe. Borrowed from
Gantz and Reinsel (2012)
By taking advantage of the ubiquity of the internet and cloud computing plat-
forms, crowdsourcing has recently emerged as an eective way to eciently dis-
tribute a task among a big pool of workers (Howe, 2006). In the context of machine
9
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learning, crowdsourcing platforms have allowed to label in a distributed way big
datasets in short periods of time at low cost.
When we outsource the labeling process to a crowd of annotators, for which
we might not have sucient information and whom might present variable per-
formances, the quality of the labeling process can be put into question and the
expected gains in the performance of our supervised learning algorithm might not
realized by the increased labeled training data. In our example, instead of assign-
ing the task to a hired physician for which we know his performance (we have
access to his resume, we may have information about his performance in previous
diagnostics, etc.), now we may upload the images to an online platform and allow
anonymous physicians to label them.
Aggregation has emerged as a powerful technique to increase the overall qual-
ity of assigning a label. The advantage of crowdsourcing is that, even though the
annotations provided by the physician may present a lower quality, we can have
the opinion of a large pool of them at a low cost. If we combine the opinion of
all physicians in a sensible way we can improve the overall performance of the
systems, and obtain a high quality estimation of the ground truth. One of the
earliest claims that theoretically support aggregation is the Jury Theorem (Con-
dercet, 1785), which states that if we have a pool of annotator, each of them which
a probability of choosing the correct answer between two options greater than 0:5,
a majority voting strategy will provide the correct answer with probability 1 when
the number of annotators tends to innity. When we have a nite number of physi-
cians with dierent performances, that have labeled dierent subsets of a set of
instances related by an underlying distribution, majority voting stop guaranteeing
correctness, and therefore, there is room for improvement.
In this thesis we focus on the aggregation problem in a multi-class classication
scenario. Specically, we assume that we observe a set of labels provided by
dierent annotators for a training set. The goal is to provide an estimate of the
ground truth, the properties of the annotators and optionally, a classier for future
instances. In the next section, we specically state our contributions.
10
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1.2 Contributions
In this thesis, we develop Bayesian Nonparametric (BNP) models to capture dier-
ent aspects of crowdsourcing applications and in particular, to address the problem
of how to combine the labels provided by a pool of annotators whose expertise or
intentions are unknown. We summarize our contributions below.
1.2.1 Identifying Communities of Annotators
Latent variable models to combine the labels provided by a set of unreliable error-
prone annotators have become an active research line. However, the high number
of parameters in these models make them prone to overtting, yielding poor results
in practical scenarios where the information collected from the annotators may be
scarce.
This is specially important in early stages of the deployment of crowdsourcing
applications. In this stage, the number of annotators that have labeled a particular
instance is very small. Likewise, the number of instances labeled by a particular
annotator is also small. This leads to a highly sparse matrix of annotations, which
may not convey enough information to accurately estimate all the parameters
involved in a cumbersome model. This problem is known in the literature as
the Cold Start Problem (CSP). The consequence is that simple algorithms like
majority voting may perform better in this context.
The rst contribution of the thesis is to propose two generative models for
the annotation process that exploit the existence of communities of users to alle-
viate the CSP. Furthermore, identifying the dierent communities of annotators
that exist in a crowdsourcing platform, i.e. spammers, expert annotators, biased
annotators, novices annotators, etc., is an worthy goal in itself, as it allows reward-
ing/removing those annotators. An algorithm that can discover these communities
will help the owner of the system to reduce costs by investing the economical re-
sources wisely, or improve the overall performance of the system by addressing the
existing biases in the pool of annotators of the system.
The rst generative algorithm called the Clustering based Bayesian Combi-
11
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nation of Classiers (cBCC), assumes that the annotators allocated to the same
cluster share the same properties. It relies on the Chinese Restaurant Process
(CRP) prior to infer a partition on the annotators. The second algorithm called
the Hierarchical Clustering based Bayesian Combination of Classiers (hcBCC),
uses a hierarchical approach to relax the assumption made by the cBCC model. In
particular, in the hcBCC the annotators allocated to the same cluster have similar
properties, but are not constrained to share the exact same properties. This is
more aligned with a practical application in which we expect every person to be
dierent, but groups of people that behave similarly.
We develop ecient Markov Chain Monte Carlo (MCMC) inference algorithms
for both models, based on a Gibss sampler with auxiliary variables to deal with
non-conjugancies when necessary. The output of this model are the estimates of
the ground truth, the properties of the annotators and a partition of the annotators
in dierent clusters.
We evaluate these models with synthetic and real datasets. We vary the level
of sparsity of the matrix of annotations to evaluate the robustness of the method
to scenarios where the input information is scarce and to analyze how the com-
plexity of the model adapts to the available information. The obtained results
are promising, opening a new research challenge in applying BNP tools to develop
varying-complexity models for crowdsourcing, in order to address the CSP.
These results can also be found in G. Moreno et al. (2014).
1.2.2 Modelling Inconsistent Annotators
Another goal of using labels coming from multiple annotators is to get very high
quality annotated datasets. In this case, we ask several annotators to label nearly
all examples in the dataset, and we combine the annotations to get a better esti-
mation of the ground truth. While the underlying concept is the same, the goal is
dierent. In the methods presented previously, the goal was to use crowdsourcing
to build a large labeled dataset at a low cost by using unskilled annotators that
label a very small part of the dataset. In this case, the primary goal is not to
12
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reduce the cost in terms of time or money, but to maximize the accuracy.
In this situation, the annotation matrix is full and, therefore, we can use more
complex models to capture the variability of the performance of the annotators
across the instance space. We focus on inductive algorithms which use the features
of the instances to estimate not only the ground truth of the training set, but also
building a classier that estimates the ground truth of the unlabeled test instances.
We propose a generative model that identify the dierent areas across the
instance space in which the annotators exhibit a particular behavior. We use a
Stick Breaking (SB) to model this heterogeneity in the behavior of the annotators,
and we jointly infer a suitable partition of the instance space, the properties of the
annotators in each of the clusters of the identied partition, the ground truth of
the instances in the training set and a piecewise linear classier for test instances.
We propose a mean eld algorithm relying on a local bound to address non
cojungancies in the observation model, and we test the model with synthetic and
real datasets.
The results can also be found in G. Moreno et al. (2015).
1.3 Organization
The remainder of this thesis is organized as follows. In Chapter 2, we introduced
the topic of crowdsourcing and we review the previous work in this area, making
emphasis in the publications related to the problem of aggregating the opinion of
several noisy annotators. In Chapter3, we review the basics of BNP models and
we focus on their application to Mixture Models (MMs).
The rest of chapters are devoted to our contributions. Chapter 4 introduces the
cBCC and hcBCC models, which aim at exploiting the existence of communities
of users to alleviate the CSP problem. We proposed MCMC based inference algo-
rithms and we perform experiments to evaluate the performance. In Chapter 5 we
present an inductive algorithm to model inconsistent annotators. We proposed a
variational inference and evaluate the method using synthetic and real databases.
Finally, Chapter 6 is devoted to the conclusions and future research lines.
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Crowdsourcing
2.1 Introduction
Combining human and machine resources in a symbiotic relationship to solve com-
plex problems is a topic that has received signicant attention since the early birth
of computers. In fact, Turing (1950) wrote \the idea behind digital computers may
be explained by saying that these machines are intended to carry out any oper-
ations which could be done by a human computer". In this line, one of the rst
goals of articial intelligence research in the 1950s was to use computers to mimic
and even outperform high level human capabilities such as reasoning. By 1960 this
goal was quickly reconsidered in light of the rst disappointing results (Moravec,
1998).
In his seminal paper, Licklider (1960) envisioned an alternative approach, shift-
ing the focus of research in articial intelligence from building machines that
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outperform humans, to dening a collaborative framework between humans and
machines to \enable men and computers to cooperate in making decisions and
controlling complex situations without inexible dependence on predetermined
program".
Despite the evolution of computational resources and learning algorithms since
then, the truth is that many tasks that are trivial to humans are still a major
challenge to machines. Machines exhibit excellent performance in repetitive and
mechanistic tasks, or solving problems that involve large scale storage and com-
puting. By the design of adequate machine learning algorithms they can discover
complicated patterns in big datasets, or make better decisions that humans when
these have to be done based on pure logic. However, humans clearly outperform
machines when it comes to high level reasoning, intuition, creativity, social and
emotional intelligence among other capabilities.
Recently, Lickliders' vision was retaken giving rise to several prolic research
areas like collective intelligence, social computing or human computation. In this
context, the concept of crowdsourcing emerged as a distributed problem solving
model. The term was coined by Howe (2006), \as the act of taking a job tradi-
tionally performed by a designated agent (usually an employee) and outsourcing
it to an undened, generally large group of people in the form of an open call". In
this way, crowdsourcing can be seen as an alternative to traditional outsourcing,
that, with the help of the explosive growth of the Internet oers an attractive and
exible business model for many companies due to:
 The availability of a exible pool of workers ready to accomplish the work
at anytime.
 The easy access to foreign markets eased by the ubiquity of the Internet.
 A exible payment system based on rewards that achieved a fairly lower
price when compared to the price of hiring a dedicated professional through
traditional channels.
 Short turnaround time by allowing the task to be distributed among a large
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number of wokers.
However, this advantages come at the expenses of some weaknesses that have given
rise to an active open research:
 No guarantees about the quality of the work. Unlike traditional approaches
where the task was outsourced to a small set of experts, now we are deal-
ing with a large set of non-expert workers for which we have very limited
information.
 Lack of condentiality by exposing the task to a large pool of users over
which we do not have control.
This chapter does not intend to provide an exhaustive review of crowdsourcing
which, is a diverse and multi-disciplinary eld whose taxonomy as well as its
denition is still open. Instead, we focus on how to guarantee the quality of
the output in a crowdsourcing system by combining the information coming from
a large set of non-expert workers for which we have very limited information.
Specically, we tackle the aggregation problem when the workers are solving a
multi-class classication task, i.e. the worker is asked to classify some instances in
a set of categories identied by a discrete label. It also provide a brief overview of
some other main research lines in crowdsourcing for completeness, and complement
it with further references for the interested readers.
The rest of the chapter is organized as follows. In Section 2.2, we present
some examples of the main categories of crowdsourcing applications. In Section
2.3, we introduce the problem of crowdsourcing aggregation for multi-class classi-
cation. Finally, in Section 2.4, we highlight some other related research areas in
crowdsourcing.
2.2 Crowdsouring Applications
Crowsourcing is a wide concept whose mere denition is a controversial topic (Es-
telles-Arolas and Gonzalez-Ladron-de Guevara, 2012). This ambiguity translates
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into a wide range of crowdsourcing systems whose categorization is not trivial.
This section briey presents some illustrative examples of crowdsourcing systems.
For a more exhaustive categorization, the interested reader should refer to Yuen
et al. (2011); Nakatsu et al. (2014); Zhao and Zhu (2014) and the references therein.
2.2.1 Knowledge sharing
This category is composed of platforms in which their members share information,
generally, in an altruistic way. The members can act as requesters, i.e. consuming
or demanding information, or as workers, i.e. providing information. The platform
may allow the members to merge their knowledge or edit other members inputs
to build the nal product. Some prototypical example of this category are:
 Wikipedia (Wikimedia Foundation, 2001): an internet-based, open-content
encyclopedia created through the collaborative eort of its users which, with
more than 4.7 million articles, is the biggest encyclopedia of the world.
 Youtube (Hurley et al., 2005): A free video-sharing platform with more than
1 billion users, that allows them to upload and share video clips online.
 Yahoo Answers (Yahoo Inc., 2005): A community-driven question-and-answer
web site which only in the United States, receives more than 100 million visits
per month.
2.2.2 Social games
Also known as implicit crowdsourcing, collecting data from the crowds through
games has proven to be ecient and cost-eective. The game keeps users engaged
and motivated in solving the task, working as an alternative to economic rewards.
Some classic examples of this category are:
 ESP game (Von Ahn and Dabbish, 2004): It constitutes the rst successful
example of harvesting human intelligence through an online game. It ad-
dressed the task of image labeling. Once a user entered the system, he was
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paired with another random user. A set of images were presented to them,
and they had to provide labels. When both of them provided the same la-
bel, it become the image label. Later, Google created its own version called
Google Image Labeler. Both projects are currently closed.
 Duolingo (Von Ahn et al., 2012): It is a free language-learning and crowd-
sourced text translation platform with more than 10 millions of users. The
application allows the users to learn through a question-based game. It also
invites users to translate content and vote on translations coming from third
party clients.
 EteRNA (Lee et al., 2014): The users create sequences of RNA (Ribonucleic
Acid), which is an moleculle that control several esential celullar process. To
do so, they have to solve dierent puzzles that are computationally laborious
for current computer models. The overall goal of the system is to build a
large-scale library of synthetic RNA designs with the contributions of the
users.
 reCAPTCHA (Von Ahn et al., 2008): Although not exactly a game, re-
CAPTCHA is one of the most successful examples of implicit crowdsourcing.
Like CAPTCHAs, it asks people to input a text presented to them in the
shape of a distorted text image to prevents bots for accessing private areas
of a web site. In addition, a second CAPTCHA from old books that cannot
be deciphered by computers is shown to the users, who implicitly help to
digitize these books.
2.2.3 Marketplaces
This category includes crowdsourcing platforms whose goal is to connect task re-
questers with task workers. The popularity of these platforms has signicantly
increased in the last years (see Figure 2.1). We can classify these platforms ac-
cording to the complexity of the task:
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 Microwork Marketplaces: The tasks correspond to small pieces of work (mi-
crotasks) that the requester distributes to many workers, who complete them
at a low price. The most prominent commercial example is Amazon Mechan-
ical Turk (AMT) (Amazon, 2005), which is an online web-based platform
where the requesters are able to post tasks known as Human Intelligence
Tasks (HITs), e.g. labeling images, translating texts or identifying dierent
descriptions that match the same product. HITs are microtask that are easy
for humans but often very hard for computers. AMT oer an Application
Programming Interface (API) that allows the requesters to post these HITs
in the Marketplace. Workers can then browse among the existing tasks and
complete them for a monetary reward set by the requester. Other com-
mercial examples are ClickWorker (Rozsenich et al., 2005) or CrowdFlower
(Biewald and Van Pelt, 2007). There also exist non-protable platforms in
which the workers are not motivated by an economic rewards but by other
factors. One successful example is Zooniverse (Simpson et al., 2014), which
is a crowdsourcing platform that host citizen-based science projects. These
projects belong to dierent categories, e.g. satellite image classication, and
the workers are volunteers that contribute to the project because of their
personal interest in the topic. Another similar example is (Raimond et al.,
2014).
 Macrowork Marketplaces: While the microtask marketplaces focus on low
complexity task that can be done by almost every worker in less than an
hour, macrotask marketplaces focus on more complex tasks that can take
longer periods of time and for which certain degree of specialization is re-
quired. For example, Elance-oDesk (Elance-oDesk, 2014) oers an online
platform in which the requesters can solicit qualied professionals to com-
plete a wide range of specialized tasks in dierent areas such as design,
engineering or technical support. Other examples are LiveOps (Doumar and
Feirstein, 2000) which creates virtual call centers with the workers, or Ponoko
(Have and Elley, 2007) where the requesters contact qualied designer to cre-
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ate customized products from descriptions.
Figure 2.1: Paid Crowdsourcing Vendor Market Entrance. Borrowed from Frei (2009)
As we will see in the next section, this thesis will focus on microwork crowd-
sourcing platforms and in particular, it will analyze the case when the microtask
is a multi-class classication problem. This scenario is especially relevant in Ma-
chine Learning, since it oers the possibility of building large labeled datasets in
a distributed fashion.
2.3 Aggregating the crowds
One of the main applications of crowdsourcing for machine learning is as a tool
to label large datasets to train statistical models. The main advantage is the
possibility of distributing the task among a large pool of workers (in this context
denoted also as annotators), allowing to complete the job in a short period of time
at a low price. However, this comes at a price. Specically, we delegate the task
to a set of annotators that may not be not expert at the task at hand and for
which we do not know anything about their level of expertise, their background
or their motivations. Therefore, one of the main issues in crowdsourcing systems
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is how to aggregate the contributions of a set of potentially unreliable and error-
prone sources of information. In particular, we focus on the case in which the
task presented to the annotators is a multi-class classication problem, i.e. the
annotator has to classify the instance in one of a number of predened categories,
identied by a discrete label.
Let's assume we have a set of instances X = fxigi=1:N that are labeled by a
set of L imperfect annotators for which no information is provided apart from an
identication number. The goal is to design an algorithm that receives as input a
matrix of annotations Y 2 f1; CgNL, where the element yi` 2 f1; Cg denotes the
label provided by the annotator ` for the instance i. This algorithm should output
an estimation of the ground truth for the instances Z = fzigi=1:N ; zi 2 f1; Cg,
and possibly, an estimation of the ground truth for future unseen instances coming
from the same distribution. Notice that the input matrix Y may be sparse since,
generally, in practical applications, each anotator only labels a small subset of the
total number of instances.
2.3.1 Transductive methods
The earliest methods that we can nd in the literature follow a transductive ap-
proach. Given the matrix of annotations provided by the annotators for a set of
instances, these methods output an estimate of the ground truth for that partic-
ular set of instances. However, they are not concerned about how to compute the
ground truth for future test instances coming from the same distribution.
The simplest approach to solve the problem is to use a majority voting strat-
egy. This approach relies on the assumption that annotators act independently and
without knowing each-other. Moreover, this strategy implicitly assumes that all
the annotators have the same performance. This makes the method sub-optimal
when there are a few experts and a signicant portion of low performance annota-
tors in the pool. In this case, the nal estimation is biased toward the opinion of the
low performance annotators given that they conform the majority of the popula-
tion. The situation gets worse if we consider spammers and malicious annotators.
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In this case, only a small portion of them can signicantly bias the estimation.
However, the number of parameters is very low given that all the annotators share
the exactly same behavior, which makes majority voting a robust strategy when
dealing with highly sparse input matrices. Some variants to provide a more stable
solution can be found in the literature. For example, Barowy et al. (2012) propose
to use majority voting only when a predened percentage of agreement among the
annotators is reached. In this way, they rule out the possibility that the results
are due to random chance.
To alleviate the weaknesses of majority voting, several methods propose to
consider the fact that annotators may have dierent performances due to dier-
ent factors such as their background or their motivation. One of the simplest
approaches consists of including in our training set some additional instances for
which the ground truth is known. Based on the answers provided by the annota-
tors for this subset, we can estimate the performance of the dierent annotators.
Finally, based on the estimated properties of the annotators, we can lter those
with a low performance (Lee et al., 2010), or we can weight them accordingly
to their expertise (Khattak and Salleb-Aouissi, 2011; Snow et al., 2008). These
methods can be classied as supervised given that the estimation of the properties
of the annotators relies entirely on a subset for which the ground truth is known.
The advantage is that it is easy to implement and has a low computational cost.
However, it has several drawbacks. First, it is not suitable for problems in which
obtaining the ground truth is a costly process. Second, the subset for which the
ground truth is observed may not be representative of the problem. A careful
design of this labeled subset is needed increasing the cost of the application. For
these reasons, this thesis is focused on methods that do not need supervision.
The seminal paper by Dawid and Skene (1979) proposed a latent variable model
that takes into account the dierences in the performances of the annotators. In
addition, it considers that the performance of a particular annotator may depend
on the value of the ground truth of the instance. Specically, the performance of
each annotator is represented by a confusion matrix, where each row represents the
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conditional probability of the annotator's labeling given the value of the ground
truth. In addition, an annotator's labeling process is assumed to be independent
of the other annotators given the ground truth. The authors use the Expecta-
tion Maximization (EM) algorithm to estimate the Maximum Likelihood (ML)
parameters, i.e. the confusion matrices of each annotator and the ground truth,
in an unsupervised way. Similar models have been applied to depression diagnosis
(Young et al., 1983), myocardial infarction (Rindskopf and Rindskopf, 1986) and
image labeling (Smyth et al., 1995), among others.
One of the problems of these methods is the high number of parameters, that
can give rise to a low performance when the input matrix of annotations is sparse.
Demartini et al. (2012) use a similar model to Dawid and Skene (1979), but instead
of modeling each annotator by a confusion matrix, they reduce the number of
parameters by using a single scalar, i.e. the performance of the annotators is
independent of the ground truth. A similar approach is followed by Liu et al.
(2012) and Karger et al. (2011). Kim and Ghahramani (2012) propose a Bayesian
extension that allows to include prior information about the characteristics of the
annotators and use Gibss sampling to perform inference. They also propose further
extension to model the existing correlations among the dierent annotators. Using
this model, Simpson et al. (2011) propose to analyze in a post-processing step the
dierent existing communities of annotators. Venanzi et al. (2014) exploits the
existence of those communities to improve the estimates of the ground truth.
Wang et al. (2011) published a model in which they distinguish between error
rates and biases in an attempt to explicitly model the dierences between careful
but biased annotators and spammers. Raykar and Yu (2012), following a similar
model as Dawid and Skene (1979), proposed to use a prior based on the rank
of the confussion matrices of the annotators that is suitable for scenarios with a
high proportion of spammers. Hovy et al. (2013) use a binary variable that identify
whether an annotator is a spammer, and in this case, it models its labels as coming
from a multinomial distribution that is independent on the ground truth.
All the previous methods share a limitation: the annotators are consistent
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across the instance space. Several proposals aim at relaxing this assumption by
making the properties of the annotators dependent on the diculty of the instance.
Whitehill et al. (2009) propose to use a set of latent variables to model the expertise
of the annotators and another set of latent variables to model the diculty of the
instances. A sigmoid function that receives as argument the product of this two
latent variables is used to model the probability of the annotator labeling correctly
the instance. In this case, the performance of the annotator no longer depends
on the ground truth of the instance, but on its diculty. Also, the model is
designed for binary classication problems. A very similar model was proposed
by Carpenter (2008). Welinder et al. (2010) extend the previous model by adding
a specic bias for each annotator and by considering a high-dimensional concept
of diculty and annotator expertise. One critical aspect of the model is how to
select the dimensionality of vector encoding the expertise of the annotator and
the vector that encodes the diculty of the instance. Zhou et al. (2012) set a
probability distribution over annotators, instances, and labels. By maximizing the
entropy of this distribution, the method naturally infers item confusability and
annotators expertise. The ground truth is inferred by minimizing the entropy of
this distribution. They proposed a coordinate descent algorithm to optimize the
minimax entropy.
While the previous proposals to model the inconsistency of the annotators
are more exible, the number of parameters increase and therefore, they tend
to present a poor performance for sparse annotation matrices. To alleviate this
problem, Ruvolo et al. (2013) proposed a very similar model to the one proposed by
Welinder et al. (2010), but in order to determine commonalities among instances
and labelers, they model the latent labeler factors and latent instance factors as
linear functions of a specied set of features and an unknown set of weights. The
weakness of these methods is that it needs to access a set of observed features
that characterized the instances and the annotators. Moreover, for these features
to help in learning structural relationships in the data, they have to be carefully
chosen.
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2.3.2 Inductive methods
While the previous methods are only concerned about estimating the ground truth
for the set of instances labeled by the annotators, i.e. Z = fzigi=1:N , the nal goal
of the methods described in this section is to output a classier that predicts the
ground truth for any test instance coming from the same underlying distribution,
i.e. P (zjx;X). We will refer to these methods as inductive methods. Notices
that we can use transductive methods to accomplish the same task in a two steps
approach. Firstly, we compute from the annotations matrix Y the estimation
of the ground truth for the training set Z. Secondly, we use any supervised
learning algorithm to train a classier with the labeled set fxi; zigi=1:N . The idea
of inductive methods is that by performing these two steps together, we get an
improvement in the overall performance of the system.
Lam and Stork (2005) published one of the rst inductive approaches. They
proposed a generative model in which an annotator's label is generated only from
the ground truth. That is, they assume P (y`jz; x) = P (y`jz). In the same way, the
features of the instance x are generated from the ground truth, i.e. P (xjz). When
only the annotations and the features are observed, but not the ground truth, the
learning problem can be seen as one of learning with missing data, with the ground
truth label z being the missing data depending not only on annotations, but also
on the features of the data instance itself. A similar approach was published by
Carroll et al. (2007). However, neither of both approaches were implemented.
One of the rst implementations in this line was published by Raykar et al.
(2010). They tackle a binary version of the model published by Dawid and Skene
(1979), but modeling the unobserved ground truth as the output of a logistic re-
gression. They used a generalized EM to infer the parameters, i.e. the properties
of the annotators, the ground truth of the training set and the parameters of the
nal logistic regression that can be use to predict the ground truth of instances
not yet presented to the annotators. They also proposed a Bayesian extension to
incorporate prior knowledge about the properties of the annotators or the distri-
bution of the ground truth. Although the authors claim that the model can be
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easily extended to any classier with a probabilistic output, they just implement
a logistic regression. Recently, Rodrigues et al. (2014) published an extension in
which the logistic regression was substituted by a Gaussian Process (GP), ana-
lyzing the benets of using more exible models for the nal classier. They also
proposed a new inference scheme based on Expectation Propagation (EP) whose
computational cost is similar to the one of training a standard GP for classica-
tion. Yan et al. (2012) extended Raykar et al. (2010) to deal with situations in
which there is a large set of instances that are not labeled by any of the annotators.
To incorporate this information, they model the probability of the ground truth
conditioned on the instance by using a graph Laplacian prior.
A slightly dierent inductive approach is proposed by Rodrigues et al. (2013).
Instead of modeling the unknown ground truth labels for which noisy versions are
provided by the various annotators, they propose that the focus should be on the
annotators themselves. They argue that including the also unknown reliabilities
of the annotators as latent variables is preferable, since it not only leads to simpler
models that are less prone to overtting, but also bypasses the problem of the
high number of possible labeling to marginalize over. In this way, they use a set
of bernoulli latent variables that model the probability of each annotator labelling
correctly each of the instances. Unlike the previous methods, the model is derived
for a multi-class classication scenario. Another alternative is proposed by Ka-
jino and Kashima (2012). In this case, instead of introducing latent variables to
estimate the ground truth, the authors model the labels provided by each anno-
tator using a logistic regressor, and directly relates them to a base classier that
predict the ground truth. This approach leads to a convex optimization problem.
They also propose an extension to identify clusters of annotators using a convex
clustering penalty (Kajino et al., 2013).
Finally, some recent inductive methods have been published for specic do-
mains. For example Simpson et al. (2015) proposed an extension of Kim and
Ghahramani (2012) for document classication in a crowdsourcing scenario. They
assume the documents come from a mixture of bag-of-words model, where each
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mixture component is a bag-of-words models associated with one particular object
class, i.e. conditioned of the ground truth, the words of the documents follow a
multinomial distribution over a vocabulary. From there, the annotation process
follows the one proposed in Kim and Ghahramani (2012). They proved that by
including text-features they achieve better results when the annotations are scarce.
An almost identical model was published one year before by Felt et al. (2014).
All the inductive methods mentioned so far, considered the scenario in which
the annotators performance is homogeneous across the instance space. Yan et al.
(2010) extended Raykar et al. (2010) by modeling the varying precision of each
annotator as a function of the instance space. In particular, they use a logistic
function of the scalar product between the instance and a vector that parameter-
ized the behavior of the annotator. They infer the Maximum a Posteriori (MAP)
value of the parameters using a generalized EM algorithm. Another interesting
approach is the one proposed by Zhang and Obradovic (2011). In this case, the
authors model the instance space as a Mixture Model (MM). Then, they assume
that the annotators have a dierent behavior in each of the identied components.
They use a similar approach to Raykar et al. (2010) to infer the the characteris-
tics of the annotators in those components together with the ground truth and a
logistic regression to classify future instances. Another approach to model non-
consistent annotators was proposed by Groot et al. (2011). They to assign dierent
variances to the data points for the dierent annotators, which are then automat-
ically estimated by maximizing the marginal likelihood of the data. However, this
last method is restricted to a regression problem.
2.3.3 Related research lines
In active learning scenarios, in addition to our labeled dataset, we have a set of
unlabeled data. At each iteration, the algorithm is able to ask to a perfect oracle
the true label of a particular unlabeled data. Requesting a label has an associated
cost. The goal is maximizing the performance of the learning algorithm while
minimizing the incurred cost.
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Yan et al. (2011) proposed a pool based active learning algorithm in the pres-
ence of multiple noisy labelers. At each iteration, the algorithm try to choose
an instance of the pool with large uncertainty, and for which there exists an an-
notator that can provide a new label with a high level of condence. They use
the inductive model proposed by Yan et al. (2010) and they cast the problem of
choosing the instance and the annotator into a bi-convex optimization problem.
Rodrigues et al. (2014) model the ground truth as a GP. To select the instance
to label, they compute the posterior distribution of the latent variables and they
minimize a quantity that provides a balance between the distance to the decision
boundary, given by the posterior mean, and the posterior variance (uncertainty)
associated with that instance. Regarding the annotator, they choose the annotator
that is more likely to label the instance correctly. They also introduce a heuristic
to avoid the risk of generating a model that is biased towards labels from a single
annotator. Another interesting approach is the one followed in the transductive
model proposed by Bachrach et al. (2012). They proposed choosing the label that
reduces the most the uncertainty in the estimates of model parameters, as mea-
sured by the entropy of the posterior distribution. This approach can be used to
choose ground truth labels or annotators' labels with dierent goals. Specically,
they focus on the case where the ground truth is observed and the goal is to choose
which instance should be labeled and which annotator should provided the label,
to estimate the annotators' properties as accurately as possible.
Another problem that we nd in the literature is how to perform the aggre-
gation when the properties of the annotators vary with the time. Donmez et al.
(2010) propose to use a particle lter to model the time-varying accuracies of the
dierent annotators. With the same goal, Simpson et al. (2013) extend their previ-
ous model (Simpson et al., 2011) by using a dynamic generalized linear model that
allows time-dependent confusion matrices to model the behavior of the annotators.
In this thesis, we work on the problem of aggregating the output of the anno-
tators in a multi-class classication task. However, the problem can be generalized
to other scenarios such as soft-label classication Nazabal et al. (2015), multi-label
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classication Bragg and Weld (2013), regression Groot et al. (2011) or ranking Wu
et al. (2011).
Finally, while the models presented so far have assumed the existence of a
objective ground truth, recent publications have started to challenge this assump-
tion. In this line, Wauthier and Jordan (2011) propose a symmetric model in
which each annotator is modelled as a linear classier. The parameters of these
linear classiers are build by adding a set of latent factors shared across the an-
notators. Instead of assuming a ground truth, the author aims at predicting the
labels that one of the annotators, e.g an expert whose opinion we are interested
in, would provide for test instances, by integrating out the remaining parameters
of the model. Tian and Zhu (2012) tackle the scenario in which each annotator
provides labels for dierent task which may have multiple valid answers, since the
task are subjective or poorly specied. They nd clusters of annotators in each
of the task and based on the sizes of those clusters, they extract a measure of the
consistency of each annotator and the subjectivity of each task.
2.4 Other research areas in crowdsourcing
In this section, we briey summarize some other related research areas in crowd-
sourcing for completeness. For a more exhaustive review, interested readers should
refer to Yuen et al. (2011); Allahbakhsh et al. (2013); Kittur et al. (2013); Zhao
and Zhu (2014) and the references therein.
This thesis focuses on combining the information provided by the dierent
workers in a crowdsourcing platform to guarantee the quality of the output. How-
ever, this is not the only approach to solve the problem of quality assurance. A
prolic related research line aims at analyzing the eect of the remuneration in the
quality of the output (Horton and Chilton, 2010; Kazai, 2010) and, accordingly, de-
sign eective remuneration policies (DiPalantino and Vojnovic, 2009; Wang et al.,
2013; Singer and Mittal, 2013; Difallah et al., 2014). Equally important is under-
standing the motivations of the workers, which allows us to propose and evaluate
the eectiveness of non-nancial incentives (Mason and Watts, 2010; Rogstadius
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et al., 2011; Kaufmann et al., 2011).
The inclusion of a well-designed credential system in crowdsourcing has a dou-
ble eect. On one hand, it provides the requesters a way of selecting their workers
based on their historical reputation. On the other hand, it has the eect of a
non-nancial compensation, motivating the workers to correctly perform the job
to improve their reputation and improve their chances to be hired again in the
future. Multiple papers have researched the role of reputation in crowdsourcing
systems and how to use it to design eective pay policies De Alfaro et al. (2011);
Zhang and van der Schaar (2012); Allahbakhsh et al. (2013).
Another important factor that directly aects the quality of the output is the
denition of the task. Poorly designed task instructions or interfaces can have a
serious impact in the quality of the output of the system. Several publications
analyze how the task design may limit the performance of the crowd and propose
eective design policies to improve the quality or reduce the time to obtain the
nal result (Kittur et al., 2008; Ipeirotis, 2010; Khanna et al., 2010; Eickho and
de Vries, 2013; Alagarai Sampath et al., 2014; Alonso, 2013).
In addition to quality assurance, another research line that is getting a lot of
attention lately is how to use crowdsourcing in situations in which the work cannot
be easily decomposed in a set of microtask, that can be solved independently
by a set of unskilled users. Instead, we have several complex tasks for which
we may need workers with dierent levels of specializations and that are highly
coupled, e.g. the output of one task may be used to perform another set of related
tasks. For example, several papers address the problem of how to decompose a
complex task using a hierarchical approach, or how to use collaborative workows
in crowdsourcing platforms Kittur et al. (2011); Kamar and Horvitz (2015); Little
et al. (2010); Kulkarni et al. (2012); Dai et al. (2013); Tran-Thanh et al. (2015).
An interesting related research line is tasks allocation in crowdsourcing systems
with complex workows under a budget constraint Tran-Thanh et al. (2014, 2015).
Real-time crowdsourcing is also becoming popular. The main challenge is how
to optimally allocate tasks to workers to achieve successful completion of the tasks
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under real-time constraints. With this goal, dierent proposals analyze how to
stimulate user participation and handle dynamic task assignment, in such a way
so that the real-time demands are met, and high quality results are delivered
(Boutsis and Kalogeraki, 2013; Bernstein et al., 2012; Lasecki and Bigham, 2013).
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Bayesian Nonparametrics
3.1 Introduction
Most of the traditional machine learning algorithms split the learning task into
two sub-problems. Firstly, given a family of models indexed by a set of nite-
dimensional parameters , how to infer the value of the parameters from the train-
ing set D. And secondly, how to determine the family of models to consider in the
rst place.
The second problem is known in the literature as model selection and it is
crucial to guarantee that the nal model faithfully solves the learning task. In
particular, if we consider a too large family of models, we will always be able to nd
one that perfectly captures our training set, but that would be unable to generalize
for future unseen data, i.e. the algorithm will overt to the training set. On the
contrary, if the family of models is too small, no matter the inference algorithm
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we use, we would end up with a model that is not exible enough to capture the
underlying distribution that generated the data and we would incur in what is
called undertting. Some typical examples of model selection are choosing the
number of components in a Finite Mixture Model (FMM), choosing the number
of hidden states in a Hidden Markov model (HMM) or selecting the number of
features in a Factor Model (FM).
A dierent approach is to consider a family of models whose complexity can
grow with the size of the training set. Nonparametric algorithms follow this ap-
proach. Some classical examples that we can nd in the literature are K-Nearest
Neighbor, Support Vector Machines or Parzen Window estimators.
Bayesian Nonparametric (BNP) models follow the approach of nonparamet-
ric algorithms inside a Bayesian framework. Specically, to allow the number of
parameters of our model to be unbounded and to depend on the amount of data
we observe, we need to assume an innite number of parameters a priori. After
observing a nite amount of data we expect that only a nite subset of these
parameters is used. In this way, BNP models oer an alternative to traditional
model selection techniques, considering a family of models of varying complexity,
and inferring the parameters and the complexity from the data instead of tackling
the problem in two separate stages.
In this chapter we present an overview of the BNP concepts that are used in
the rest of the thesis. We start by reviewing the main ideas of Bayesian statistics
in Section 3.2, and we explain in more detail Bayesian Mixture Model (BMM) as
one of the building blocks of the algorithms presented in Chapters 4 and 5. In
Section 3.3, we review the theory of BNP models. Specically, we focus on the
Dirichlet Process (DP) as a prior of Dirichlet Process Mixture Model (DPMM).
3.2 Bayesian Models
In this section we review the main ideas behind Bayesian statistics as it will be the
mathematical tool to express and support the algorithms proposed in this thesis.
The philosophical battle between those in favor of Bayesian statistics, and those
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in favor of a frequentist approach is far from being a closed discussion, and we are
not in position to give a nal answer in this document. We will limit this section
to expose some of the reasons that justify the use of Bayesian statistics, both as
a mathematical tool based on strong axiomatic foundations which guarantee the
mutual consistency of the methods proposed, and as a mature eld that allows,
from a practical point of view, to construct and manipulate complex models based
on a simple set of well dened rules.
The axiomatic denition of probability theory (Kolmogorov, 1950; Renyi, 1970)
was designed to provide a measure-theoretic probability calculus, i.e. a denition
of the rules for constructing and manipulating mathematical statements involving
probabilities. Unfortunately, this axiomatization only tells us how to manipulate
probabilities, i.e. it does not tell us what they are or how to interpret them.
At the center of Bayesian statistics is the need of describing by means of a
probability distribution all the uncertainties that we encounter in our problem.
In that sense, like any other statistical analysis, it relies on the specication of a
probability model, which is the underlying mechanism that generates the observed
data D = fxgi=1:N . This probability model is described by a function of a pa-
rameter  2 . The particularity of Bayesian statistics is the treatment of  as
a random variable. This does not model the variability of , which is a param-
eter and therefore a xed quantity. Instead, the distribution P () captures the
uncertainty we have about its value before observing the data D.
Under this framework, the learning process is given by the Bayes' theorem,
that can be seen as a transformation that maps P (), i.e. the uncertainty about 
before observing the data, into P (jD), i.e. the uncertainty about  after observing
the data:
P (jD) = P (Dj)P ()R
 P (Dj)dP ()
; (3.1)
and this in turn provides information about the distribution of future data x
generated from the same probabilistic model, in which the posterior uncertainty
is integrated out:
P (xjD) =
Z
P (xj;D)dP (jD): (3.2)
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It is important to notice that the prior P () encodes the information we have about
the xed value  before observing any data. The likelihood term P (Dj) encodes
our probability model. As number of data n ! 1, the likelihood dominates and
the prior term vanishes. This is not the same as saying that the model is consistent,
i.e. as n!1 the posterior does not necessarily concentrate around the true value
. Consistency would need further assumptions regarding the correctness of the
probability model or the support of the prior.
In Section 3.3, we justify this framework under the mild assumption of ex-
changeability and we use this to motivate the need of BNP models. But before
that, we will apply this theory to Mixture Models (MMs) as they constitute an
important element that will repeatedly appear in the rest of this document. For
more information about the Bayesian theory and the philosophy behind it, we refer
the interested readers to Jaynes (2003).
3.2.1 Bayesian Mixture Models
Since the seminal work of Pearson (1894), FMMs have been used in a wide range
of dierent disciplines such as astronomy, biology, engineering, genetics, medicine,
social sciences and so on. FMMs can be easily applied to datasets in which two
or more sub-populations are mixed together. Due to its exibility in modeling,
FMMs have enjoyed intensive attention over the past years, from both practical
and theoretical viewpoints.
Specically, FMMs constitute an statistical framework in which each data is
assumed to come from one out of K groups. The distribution function of each
group is referred to as a component of the FMM. These components are weighted
by the relative frequency of the components in the population.
Specically, assuming an observed xed number of components K, we model a
dataset D = fxigi=1:N as a collection of i.i.d. draws from a mixture distribution
xij 
KX
k=1
kP (xijk); (3.3)
where P (xjk) is a given parametric family of distributions indexed by a parameter
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k 2  and  2 SK are the mixture proportions, where SK denotes the K-
dimensional probability simplex.
An equivalent and more practical formulation of this model from the inference
perspective can be derived by assuming a collection of latent allocation random
variables. In particular, we assume that each observation xi is generated from a
specic but unknown component qi 2 f1 : : :Kg. We can then rewrite Equation
3.3 in terms of a collection of auxiliary random variables q = fqigi=1:N that are
i.i.d. with P (qi = k) = k. The generative model is the following:
xijqi;  P (qi);
qij  Discrete():
Notice that integrating out the random variables fqigi=1:N we recover again Equa-
tion 3.3.
Finally, in a Bayesian setting (see Section 3.2) we model the uncertainty about
the unobserved quantities that we want to infer by posing prior distributions on
them. In this case we need to dene a suitable prior on the parameters of the
dierent components, as well as a prior on the weights on the components. For
the latter, a common choice is to use a Dirichlet distribution. The choice of
the prior on the parameters of the components depends on the model we use to
represent the observations,
j  Dir(); (3.4)
kjh  P (h); (3.5)
where  2 R1K+ is a vector of real positive values. A common choice is to use
a symmetric Dirichlet distribution, i.e. i = j ; 8i; j. The collection of random
variables  = fkgk=1:K and h are vectors of parameters and hyper-parameters
respectively, whose support depends on the particular modeling problem.
Putting this altogether, we have a BMM whose graphical representation can
be seen in Figure 3.1.
This generative process yields the following joint distribution over the observed
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Figure 3.1: Graphical model for a generic Bayesian Mixture Model
data, the latent allocation variables and the parameters of the components:
P (D; q;j;h) =
KY
k=1
240@ Y
i:qi=k
P (xijk)
1APNi=1 I(qi=k)k P (kjh)
35P (q); (3.6)
where I() denotes the indicator function.
Given an observed dataset, and from a clustering perspective, we are interested
in nding a partition of the data in K dierent clusters. Applying the Bayes
theorem, we can compute the posterior probability of the latent variables q given
the data D:
P (qjD;;h) = P (Djq;;h)P (qj;h)P
q P (Djq;;h)P (qj;h)
; (3.7)
where the likelihood P (Djq;;h) can be obtained by integrating out the param-
eters of the components :
P (Djq;;h) =
Z

KY
k=1
240@ Y
i:qi=k
P (xijk)
1A dP (kjh)
35 : (3.8)
If p(kjh) is the conjugate prior of p(xijk), then the integral in Equation 3.8
can be computed analytically. Finally, p(qj;h) is obtained by marginalizing the
weights :
p(qj;h) =
Z
SK
KY
k=1


PN
i=1 I(qi=k)
k

Dir(j):d (3.9)
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In this case, the integral in Equation 3.9 can be computed analytically given that
the Dirichlet distribution is the conjugate prior to the Multinomial distribution. In
particular, the distribution p(qj;h) follows a Dirichlet Compound Multinomial
Distribution:
p(qj;h) =  (
PK
k=1 k)
 (N +
PK
k=1 k)
KY
k=1
 (
PN
i=1 I(qi = k) + k)
 (k)
; (3.10)
where  () denotes the Gamma function. The posterior over the latent allocation
variables dened in Equation 3.7 is intractable because the marginalization in the
denominator involves summing over every partition of the data in K clusters.
This sum has a number of terms given by the Stirling's number of the second
kind (Gould, 1960), growing exponentially with the number of data. This makes
necessary to resort to approximate inference techniques (see Section 3.3.5).
3.3 Bayesian Nonparametric Models
In this section we briey justify the use of BNP models using the concept of
exchangeability. In particular, we will focus on the DP and its use as a prior for
DPMM.
3.3.1 Exchangeability
One way of justifying the use of Bayesian statistics from a mathematical point
of view relies on the concept of exchangeability, which plays a crucial role in
motivating the development of Bayesian analysis in general and BNP models in
particular.
Suppose we have an indexed sequence of data fxigi=1:N with xi 2 X , and let's
g be a nite permutation of [N ], i.e. the set of integers 1; 2; : : : N .
Then we say the sequence fxigi=1:N is exchangeable if
P (x1;x2; : : : ;xN ) = P (xg(1);xg(2); : : : ;xg(N)); 8g 2 GN ; (3.11)
where GN is the symmetric group of [N ], i.e. the group of all permutations of the
set [N ].
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Exchangeability is a mild assumption that is fullled in a wide range of sta-
tistical problems in which the information carried by data is independent of the
order in which they are collected. Notice that independency implies exchageability
but the reverse is not true.
We are interested in sequences that are exchangeable for any N 2 N as it is log-
ical to assume that the exchangeability assumption holds not only for our training
sequence, but for any test sequence over which we want to make predictions.
We dene an innitely exchangeable sequence as a random sequence in which
any subset is nitely exchangeable. More formally
P (x1;x2; : : : ;x1) = P (xg(1);xg(2); : : : ;xg(1)); 8g 2 G1 (3.12)
, where G1 is an innite symmetric group.
A key results that follows from the innitely exchangeable assumption is given
by the Representation Theorem published by Bruno de Finetti in 1937 (See de Finetti
(1980) for an English translation) and its posterior generalization by Hewitt and
Savage (1955) and Ryll-Nardzewski (1957). Given an innitely exchangeable se-
quence (x1;x2; : : : ;x1) of arbitrary random quantities xi 2 X with joint proba-
bility distribution P (), this theorem states that there exists an integral represen-
tation of the form:
P (x1;x2; : : : ;xN ) =
Z

NY
i=1
P (xij)dP (); (3.13)
where P (xij) is a probabilistic model parameterized by  2 . Moreover,  is the
limit as n!1 of some function of the observations.
Roughly speaking it tells you that any subset of this sequence is a random
sample from a probabilistic model and that there exists a prior which describes
the uncertainty about the parameter  before observing the data.
Notices that while this theorem justies the use of Bayesian statistics, it does
not tell anything about the underlying probability model. This model may be
arbitrarily complex, and may even require an innite-dimensional parameterization
 to describe it, justifying the need of BNP models to avoid the often restrictive
assumptions of parametric models.
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When dealing with an innite number of parameters we no longer talk about
probability density functions but about stochastic processes. Understanding how
to manipulate these mathematical objects is crucial to understand the theory be-
hind BNP models. The dramatic advances in the implementation of approximate
inference algorithms in the last years made BNP models not only an elegant the-
oretical framework, but also a practical tool directly applicable to a wide range of
real-world problems. In the rest of this section we will focus on BNP models for
BMM.
3.3.2 Dirichlet Process
3.3.2.1 Denition
The DP is a stochastic process whose realizations are random innite discrete
probability distributions (Ferguson, 1973). Let  be a measurable space, then a DP
is completely specied by a base distribution G0 on  (which is the expected value
of the process) and a positive real number  (usually referred to as concentration
parameter) which plays the role of an inverse variance.
As other stochastic processes, a DP can be characterized by its weak distri-
bution1. In particular, let G0 be a probability measure on a measurable space
 and  2 R+. Then, a random probability measure G over  constitutes a
DP if its measure on any nite measurable partition (A1; A2; : : : ; Ar) of , i.e.
a set of disjoint measurable subsets whose union equal to , is distributed as a
nite-dimensional Dirichlet distribution of the form
(G(A1); G(A2); : : : ; G(Ar))  Dir (G0(A1); G0(A2); : : : ; G0(Ar)) : (3.14)
Moreover, for a given G0 and  there is a unique stochastic process satisfying the
stated conditions.
We writeG  DP(;G0) ifG is a random probability measure with distribution
given by the DP. The rst two cumulants of the DP are given by
E[G(A)] = G0(A) (3.15)
1The weak distribution of a stochastic process is the set of all its nite-dimensional marginals.
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and
Var[G(A)] =
G0(A)(1 G0(A))
+ 1
: (3.16)
For any measurable set A 2  we have:
lim
!1G(A) = G0(A): (3.17)
So G converges to G0 weakly or pointwise. Notice that this is not equivalent to
saying that G converges to G0. In Section 3.3.2.2, we will show that the distribu-
tions corresponding to draws of a DP are discrete with probability one, even when
G0 is non atomic.
3.3.2.2 Posterior Distribution
In the same way that the Dirichlet distribution is the conjugate prior to the Multi-
nomial distribution, i.e., the posterior distribution of a Multinomial likelihood
with a Dirichlet prior is again a Dirichlet distribution, it can be shown that the
DP is also conjugate for estimating a completely unknown distribution from i.i.d.
instances. In particular, let G  DP(;G0) be a random measure distributed ac-
cording to a DP and let i  G be N i.i.d. draws from G. Ferguson (1973) showed
that the posterior measure follows a DP as well:
P (Gjfigi=1:N ; ;G0) = DP
 
+N;

+N
G0 +
1
+N
NX
i=1
(i)
!
; (3.18)
where () is the Dirac delta function. This can be used to show that the samples
from a DP are discrete distributions with probability one. Specically, for every
measurable set A 2 , from Equations 3.18 and 3.15 we have
EfG(A)jfigi=1:N ; ;G0g = 
+N
G0 +
1
+N
NX
i=1
i(A); (3.19)
which is a convex combination of the prior mean G0 and the empirical distribution,
where the weight of the prior mean is proportional to the concentration parameter
 and the weight given to the empirical distribution is proportional to the number
of samples. If we take the limit when N ! 1, the rst term of the right hand
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side vanishes and we end up with the following expression:
lim
n!1EfG(A)jfigi=1:N ; ;G0g =
1X
k=1
k(k); (3.20)
where fkgk=1:1 are the unique values in the original sequence figi=1:1, and k
is the empirical frequency of those values. If we assume that the posterior concen-
trates around its mean, then the posterior is purely atomic which implies that the
realizations of the DP are discrete with probability one. A formal proof was pro-
vided by Ferguson (1973); Blackwell (1973); Blackwell and Macqueen (1973) and
subsequently by Sethuraman (1994). The importance of the discrete nature of the
observations of the DP is that it is able to generate ties among the observations,
making the DP a very suitable prior for clustering applications (see Section 3.3.4).
3.3.2.3 Predictive Distribution
Given the following generative process,
i  G; 8i;
G  DP (;G0);
we want to compute the predictive distribution of N+1 after observing fig1:N .
Notice that the observations fig1:N+1 are conditionally independent given G, so
for every measurable set A 2  we have:
P (N+1 2 Ajfig1:N ) = EfG(A)jfig1:Ng = 
+N
G0(A) +
1
+N
NX
i=1
(A):
(3.21)
Taking into account that this holds for every measurable set A 2 , we obtain the
following nal expression for the predictive distribution:
N+1jfig1:N  
+N
G0 +
1
+N
NX
i=1
(i); (3.22)
so the predictive distribution N+1 2 Ajfig1:N is equal to the posterior base distri-
bution derived in Section 3.3.2.2. For a formal proof see Blackwell and Macqueen
(1973).
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Equation 3.22 provides a method to draw samples from an unobserved random
measure G  DP (;G0), without explicitly constructing G. This generative pro-
cess can be seen as a Polya Urn scheme (Eggenberger and Polya, 1923). Let us
assume that each  2  represents a unique color. We draw balls whose colors
are given by   G. In addition, assume that we have an urn containing the
balls associated with previous draws . At the beginning the urn is empty, so we
draw the new ball and we paint it with a color sampled from the base distribution
1  G0. For subsequent draws, with probability n+n we draw a ball from the urn
that contains the n balls drawn previously, we paint the new ball with the same
color and drop both balls into the urn again n+1 
Pn
i=1 (i). However, with
probability +n we paint the new ball with a previously unseen color n+1  G0.
Denoting by fkgi=1:K the unique values in the original sequence figi=1:N ,
we can rewrite the predictive distribution in the following way:
N+1jfig1:N  
+N
G0 +
1
+N
KX
k=1
nk(k); (3.23)
so n will take a previously seen value k with probability proportional to the
number of times it has already been observed nk. The larger nk is, the larger the
probability that the cluster k grows. This is a property informally called rich-
gets-richer and leads to the fact that draws G  DP (;G0) are discrete with
probability one (Blackwell and Macqueen, 1973).
3.3.2.4 Stick Breaking Construction
In Section 3.3.2.1, we dene a DP as a random probability measure that we char-
acterize in terms of its weak distribution. This is an implicit description since it
does not tell us how to draw a realization from a DP. So far, we only know that if
a measure G is a realization from a DP (;G0), then it is discrete with probability
one, so it admits the following representation:
G =
1X
k=1
k(k): (3.24)
However, the proofs provided by Ferguson (1973); Blackwell (1973); Blackwell and
Macqueen (1973) are not constructive, i.e. they do not provide a way to generate
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the parameters fk; kgk=1:1 of this representation.
Sethuraman (1994) provided an alternative proof of the discreteness of the
realizations of a DP that relies on an explicit construction of the the random
measure G  DP (;G0), called the Stick Breaking (SB) construction.
More formally, given a random innite sequence fkgk=1:1, a set of auxiliary
i.i.d. variables fvkgk=1:1 and a positive parameter , we dene a SB process in
the following way:
vk  Beta(1; ); k = 1; 2; : : : ; (3.25)
k = vk
k 1Y
`=1
(1  v`): (3.26)
The sequence fkgk=1:1 denes a valid probability mass function as
P1
k=1 k = 1
with probability one, given that
1 
KX
k=1
k =
KY
k=1
(1  vk): (3.27)
We write   GEM() if  is a random probability measure over the set of
positive integers N+ and it is generated by Equations 3.25 and 3.26 (GEM stands
for Griths, Engen and McCloskey) (Pitman, 2002).
We can understand the construction of the sequence fkgk=1:1 in the following
recursive way. Starting with a stick of unit length, at each iteration k = 1; 2; : : : a
piece of relative length vk is broken o (relative to the current length of the stick).
See Figure 3.2 for an illustration.
Sethuraman (1994) proved that if we have a random measureG on a measurable
set  that is generated in the following way:
G =
1X
k=1
k(k); k  G0; (3.28)
where G0 is a measure on ,  2 R+ and   GEM(), then G  DP (;G0).
Conversely, samples from a DP are discrete with probability one and have a rep-
resentation given by Equation 3.28.
To gain some intuition about why that is the case, assume that we draw an
observation 1  G where G  DP (;G0). Then, the posterior distribution of
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Figure 3.2: Illustration of the stick-breaking construction for the DP. From the initial
stick with length equal to 1 we remove a portion with random length v1  Beta(1; ) and
we assign its length to the rst sample 1. From the remaining stick of length 1  v1 we
remove a new portion with random length v2(1  v1) where v2  Beta(1; ) and we assign
its length to the second sample 1. Note that k do not monotonically decrease.
Gj is given by:
P (Gj1; ;G0) = DP

+ 1;

+ 1
G0 +
1
+ 1
(1)

; (3.29)
and applying the denition given in Section 3.3.2.1, G(f1g)  Beta(1; ), assum-
ing that G0 is non-atomic. The remaining probability is spread over the com-
plementary set f1gc and G(f1gjf1gc)  DP (;G0) independently of G(f1g).
Therefore,
G = Y (1) + (1  Y )G; (3.30)
Y  Beta(1; ): (3.31)
It can be proved the the solution to this equation is unique, and it is straightforward
to check that the solution is given by the SB representation.
Finally, we can relate the parameter  with the mean value of the auxiliary
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variables fvgk=1:1:
Efvkg = 1
1 + 
: (3.32)
Therefore, for small values of  almost all the probability mass is distributed among
the rst few components. As  ! 1, G weakly converge to the base distribu-
tion G0, assigning roughtly uniform weights to a dense set of discrete parameters
fkgk=1:1.
The importance of the SB representation lies in the fact that, along with an
appropriate truncation stage, it allows us to generate a DP approximately. There
are several results about the accuracy of this approximation for a given choice of a
concentration parameter , a sample size N and a truncation level T (Ishwaran and
James, 2001; Blei and Jordan, 2006). Moreover, this representation will be used for
the majority of the algorithms that resort to variational approximations to infer
the posterior of a DPMM (See Section 3.3.4). Finally, this representation allows
building new random measures by changing the distribution of vk  Beta(1; ) to
other possibilities (Pitman, 2002; Pitman and Yor, 1997).
3.3.3 Chinese Restaurant Process
Suppose a nite set of observations figi=1:N from a random measureG  DP (;G0).
The discreteness of G creates ties among the elements of the set figi=1:N , so the
set of unique values figi=1:K  figi=1:N . Therefore, an equivalent representa-
tion of the random variables figi=1:N can be given in terms of random partitions
of the set [N ] = f1; 2; : : : Ng. Let bN be a random partition of the set [N ], i.e.
a family of random subsets of [N ] such that i and i0 belong to the same subset
or cluster if and only if i = j . Let us denote by k the unique value associated
with cluster k 2 bN , and by PN the space of all possible partitions bN 2 PN .
Likewise, an innite set of observations figi=1:1 induces a partition on the
set N+ denoted by b1 2 P1. Given that the sequence figi=1:1 is exchangeable,
the partition b1 2 P1 is also exchangeable. Therefore, by de Finetti's Theorem,
there exists a latent random probability measure such that, conditioned on it,
the observations become independent. Such a random measure is the SB process.
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Moreover, if we denote by qi = k the event that i belongs to the cluster k, the
predictive distribution is given by the Chinese Restaurant Process (CRP):
p(qN = kjb:N ; ) /
8><>:
jkj:N ; k 2 b:N
; k = ;;
(3.33)
where b:N denotes the partition given by the previous assignments, i.e. fqigi=1:N .
jkj represents the cardinality of cluster k and jkj:N is equal to jkj excluding the
element N . Finally, qN = ; denotes the event that the element N creates a new
singleton cluster.
Alternatively, this process can also be viewed as the CRP culinary metaphor.
Assume that we have a Chinese Restaurant with an innite number of tables, each
of them with a capacity for an innite number of customers. Suppose that the
rst customer arrives and sits at a randomly chosen empty table. When a second
customer arrives at the restaurant he can either occupy the table in which the rst
customer is allocated or he can sit at another table. In general, the N -th customer
sits at an already occupied table k with a probability proportional to the number
of customers already allocated to that table, jkj, or he sits at a new table with
probability proportional to a positive real parameter . If we identify customers
with elements in the set N and tables with clusters, after N customers has enter
the restaurant the tables dene a partition bN 2 PN whose distribution is given
by the CRP. See Figure 3.3 for a sketch of the CRP.
It is important to remark that a partition b1  CRP() is innitely exchange-
able, so the probability mass function of any nite partition bN given by the re-
striction of b1 to the set [N ] depends only on the number of clusters K = jbN j
and the sizes of the clusters fjkjgk=1:K . Specically, we have:
bN   ()jbN j
 (+N)
Y
k2bN
 (jkj): (3.34)
Finally, it is interesting to analyze the expected number of tables K after
N costumers arrived at the restaurant. In particular, notice that for i  1 the
probability that the customer i sits at a new table is =(+ i  1), so the average
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Figure 3.3: Illustration of the Chinese restaurant process. Circles correspond to tables
in the restaurant, while numbers correspond to customers sitting on tables. The rst
row represents a conguration after 6 customers have arrived at the restaurant dening
a partition with 3 clusters ff1; 3g; f2; 4; 7g; f5; 6gg. In the nal partition (bottom row) 9
customers have been allocated to 4 clusters ff1; 3g; f2; 4; 7g; f5; 6; 8g; f9gg.
number of tables is:
EfKjNg =
NX
i=1

+ i  1 : (3.35)
This quantity converges asymptotically to O( logN), so that the number of clus-
ters grows logarithmically with the number of customers.
3.3.4 Innite Mixture Models
We can use a DP to model dierent types of data by covolving the random measure
G  DP (;G0) with dierent kernels. This is the idea behind DPMMs, was rstly
proposed by Antoniak (1974). A DPMM is dened by the following generative
process:
G  DP (;G0); (3.36)
i  G; 8i; (3.37)
xi  P (i); 8i; (3.38)
where figi=1:1 is a set of latent nite-dimensional random variables and xi is
sampled from a parametric distribution P (i) parametrized by i.
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Introducing the parametric distribution P () is essential when dealing with
continuous data. Remember that the realizations of a DP are discrete with prob-
ability one, so multiple observations among the set fxigi=1:N take the exact same
value. In the DPMM this constraint is eliminated. Due to the discrete nature of
G dierent elements of figi=1:1 can take the same value, but by choosing P (i)
non-atomic, the elements of the set fxigi=1:1 are dierent with probability one.
In this sense, this generative model can be seen as a MM in which the values xi
that correspond to the same value of i are allocated to the same cluster.
If we denote by fkgk=1:1 the set of unique values in figi=1:1, we can rewrite
the model making use of the SB representation:
k  G0; 8k; (3.39)
k = vk
k 1Y
`=1
(1  v`); vk  Beta(1; ); 8k; (3.40)
xi 
1X
k=1
kP (k); 8i; (3.41)
where we can see the correspondence with the FMM dened by Equations 3.3, 3.4
and 3.5. Eectively, the parametric likelihood P () imposes a notion of distance
in the space to which the observations belong, X , while the DP prior allows a
global nonparametric distribution whose complexity depends on the number of
data points.
In the same way we did in the case of FMM, we can introduce a set of auxiliary
latent random variables to explicitly model the allocations of the data to the
dierent clusters:
k  G0; 8k; (3.42)
k = vk
k 1Y
`=1
(1  v`); vk  Beta(1; ); 8k; (3.43)
qij  Mult(); 8i; (3.44)
xij  P (qi); 8i: (3.45)
If we integrate out the proportions  and the parameters of the components ,
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(a) Stick-breaking based
representation
(b) Chinese Restaurant
based representation
(c) Dirichlet Process
based representation
Figure 3.4: Graphical equivalent representations for a Dirichlet Process Mixture Model
we get another useful representation in terms of the CRP prior:
qj  CRP(); (3.46)
Djq;;h 
Z

1Y
k=1
240@ Y
i:qi=k
P (xijk)
1A dP (kjh)
35 ; (3.47)
which is equivalent to the FMM described by Equations 3.8 and 3.10. In Figure
3.4 we can see the dierent representations of a DPMM.
As in other BNP models, we assume an innite number of parameters a priori,
but we end up with a nite number of parameters a posteriori after observing a
set D = fxigi=1:N . To compute the posterior of q given a collection of data D, we
need to sum over all possible partions of the data dened by q. The number of
terms of this sum grows even faster that the number of terms in a FMM because
now we are considering partitions with dierent number of clusters. Specically,
the number of terms is given by the Bell number growing super-exponentially with
the cardinality of the data D (see Figure 3.5). In Section 3.3.5 we review the main
inference algorithms to approximate the posterior of the parameters in a DPMM.
Finally, in addition to considering a family of models of variable complexity,
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Figure 3.5: (Left) In red, evolution of the total number of possible partitions of N data
in a Dirichlet Process Mixture Model (given by the Bell number). In blue, evolution
of the total number of possible partitions of N data in a Finite Mixture Model with K
components (given by the Stirling's number of the second kind). (Right) Evolution of the
mean number of clusters of a Dirichlet Process Mixture model for dierent values of 
another advantage of DPMM becomes clear when we compute the predictive dis-
tribution:
P (xN+1jfxigi=1:N ) =X
fqigi=1:N+1
Z

P (xN+1jqN+1;)P (qN+1jfqigi=1:N ; )dP (fqigi=1:N ;jfxigi=1:N ; ):
(3.48)
We can see that the CRP appears in the predictive distribution and, therefore, a
DPMM allows new data to exhibit a previously unseen cluster.
3.3.5 Inference
Despite its early discovery by Ferguson (1973), the DP remained unnoticed by the
machine learning community until recently. In the last years, the proliferation and
wide accessibility of powerful computing resources, together with the development
of ecient approximate inference algorithms, has awoken the interest in DP as a
valuable statistical modeling tool, specially as a exible prior for MMs. In this
section, we give an overview on some of the most widely-used inference algorithms
that approximate the posterior. A thorough description of inference methods in
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BNP models is beyond the scope of this chapter, but details on the inference
algorithms for the models developed in this thesis are given in Chapters 4 and 5.
The most common inference problem in DPMMs is, given a set of observed
data D = fxigi=1:N , compute the posterior distribution of the auxiliary latent
allocation variables q and the parameters of the components , i.e. P (q;jD). To
do so, we can resort to two dierent families of approximate inference algorithms:
Monte Carlo (MC) and Variational methods.
MC methods (Metropolis and Ulam, 1949), propose to approximate the pos-
terior distribution P (q;jD) by a set of samples. Among MC methods, the most
widely used subfamily of inference methods for approximating the posterior distri-
bution in DPMM is the family of Markov Chain Monte Carlo (MCMC) methods
(Andrieu et al., 2003). MCMC methods dene a Markov Chain on the latent vari-
ables such that its stationary distribution is precisely P (q;jD), so by drawing
samples from this chain, we eventually get samples from the target distribution,
i.e. P (q;jD).
The rst MCMC algorithms for DPMM where the so-called Marginal Sam-
plers. These sampling algorithms rely on marginalizing the random measure
G  DP (;G0) removing the problem of dealing with an innite-dimensional
object. Therefore, these methods use a representation of the DPMM based on
the predictive distribution, i.e. Polya-Urn Scheme/CRP Process. Some of the
earliest marginal samplers for DPMM were proposed by Escobar (1994), Escobar
and West (1995), MacEachern (1994) and MacEachern and Muller (1998). An
overview of marginal samplers for DPMMs with conjugate priors was published
by Neal (2000). In particular, the author analyze the performance of dierent
marginal samplers based on the Gibbs algorithm, i.e. the Markov chain is built by
considering the conditional distribution of each latent variable given the rest, and
a collapsed version of it where the parameters of the components are integrated
out. In addition, the authors review the existing algorithms for DPMM with non-
conjugate priors and published a new algorithm, in which the probability of an
observation being allocated to a new cluster is approximated by a set of auxiliary
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clusters.
The main limitation of Gibbs sampling is that it is based on incremental pro-
posals. As an alternative, non-incremental MCMC methods based on split-merge
moves have been proposed by Green and Richardson (2001) and Jain and Neal
(2004). The method by Green and Richardson (2001) is based in a Reversible
Jump Markov Chain Monte Carlo (RJMCMC) procedure while Jain and Neal
(2004) rely on a Metropolis Hasting (MH) algorithm (Metropolis et al., 1953;
Hastings, 1970) with split-merge proposals (an extension to non-conjugate models
was later published by Jain and Neal (2007)).
Finally, another class of marginal samplers was proposed by Liu (1996). Like
other marginal samplers, it is based on the Polya-Urn/CRP representation of
a DP. However, instead of using MCMC, it relies on a Sequential Monte Carlo
(SMC) strategy. The advantage is that it does not rely on an underlying Markov
chain. Instead, i.i.d. samples are drawn to create an importance sample. The
disadvantage is that the importance weights can have high variance giving raise
to inaccurate estimators. Several publications address this problem (MacEachern
et al., 1999; Fearnhead, 2004; Ulker et al., 2010; Ulker et al., 2011).
A second family of MCMC inference methods, called Conditional Samplers, is
based on the SB representation of the DP. Instead of integrating out the innite
dimensional random measure G  DP (;G0), Conditional Samplers focus on
sampling from a nite but large enough number of atoms of G. One of the earliest
Conditional Samplers was devised by Ishwaran and James (2001), who proposed a
deterministic truncation level and bound the error committed by using this nite-
dimensional approximation. Several methods have been proposed to sample the
posterior without resorting to a nite-dimensional approximation. In this line of
work, Papaspiliopoulos and Roberts (2008) propose to use a retrospective sampling
scheme to draw samples from a SB process using a uniform auxiliary variable, while
Walker (2007) directly augments the generative model and applies slice sampling
(Neal, 2003). With the same goal of avoiding a deterministic truncation level
several publications can be found in the literature (Muliere and Tardella, 1998;
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Papaspiliopoulos, 2008; Kalli et al., 2011).
An alternative to MC methods is Variational inference (Jordan et al., 1999;
Ghahramani and Beal, 2001; Wainwright and Jordan, 2008). This encompasses a
wide range of deterministic approximate inference algorithms in which the basic
idea is to approximate our complex target distribution, i.e. the posterior distri-
bution of the parameters P (q;jD), by a variational distribution Q(q;) that is
constrained to belong to a tractable family Q(q;) 2 Q. Therefore, these meth-
ods turn an inference problem into an optimization problem. Considering dierent
families Q leads to dierent approximations in which there is always a trade-o
between accuracy and simplicity.
The advantages of variational inference methods is that they are generally
faster and, unlike MCMC, it is easy to check the convergence. The main disad-
vantages are that they do not converge to the true posterior distribution and they
can be applied to a less broad class of models.
Regarding the DPMM, variational inference was originally applied using a SB
representations of the DP. In the seminal paper published by Blei and Jordan
(2006), the authors proposed to use a Mean-Field approach, in which the joint
variational distribution over the latent variables is fully factorized. They truncate
the variational distribution to a nite number of components, but they do not need
to truncate the posterior P (q;jD). Kurihara et al. (2006) proposed an extension
in which they use an innite dimensional variational distribution by xing it to the
prior after a certain truncation level. In addition they propose to use kd-trees to
speed up the inference. Kurihara et al. (2007) propose to integrate out the weights
of the components of the DPMM following the philosophy of Marginal Samplers.
They also study the eects of label reordering in the SB representation. Finally,
Zobay (2009) performs a systematic study of the previous mean-eld methods.
Beyond Mean-Field approximations, Fan and Bouguila (2013) use Expectation
Propagation (EP) (Minka, 2001) based on the SB representation. Finally, Wang
and Blei (2012) proposed to use a locally collapsed variational inference algorithm,
which enables truncation-free variational inference. They rely again on the SB
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Monte Carlo Inference Variational Inference
Marginal
representa-
tion
Escobar (1994), Escobar and
West (1995), MacEachern (1994),
MacEachern (1994), Neal (2000),
Green and Richardson (2001), Jain
and Neal (2004), Jain and Neal
(2007)), Liu (1996), MacEachern
et al. (1999), Fearnhead (2004),
Ulker et al. (2010), Ulker et al.
(2011)
Kurihara et al. (2007), Wang
and Blei (2012)
Conditional
representa-
tion
Ishwaran and James (2001), Pa-
paspiliopoulos and Roberts (2008),
Walker (2007) , Muliere and
Tardella (1998), Papaspiliopoulos
(2008), Kalli et al. (2011)
Blei and Jordan (2006), Kuri-
hara et al. (2006), Fan and
Bouguila (2013), Wang and
Blei (2012)
Table 3.1: Main approximate inference algorithms for Dirichlet Process Mixture Models.
The marginal representation is based on the Polya Urn/Chinese Restaurant process while
the Conditional representation is based on the Stick-breaking construction.
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representation, but they use as a subroutine a collapsed Gibbs sampler based on
the CRP representation. In Table 3.1, a summary of the main approaches to
perform approximate inference in DPMMs is presented.
3.4 Other Bayesian Nonparametric Priors
In this chapter, we have focused on BNP priors for MMs given its relevance for
the rest of the thesis. However, this is not the only application of BNP models.
An extension called the Hierarchical Dirichlet process (HDP) (Teh et al., 2003) is
useful as a prior for HMMs with a potentially unbounded number of hidden states.
It is also useful to build a nonparametric version of Latent Dirichlet Allocation
model (Blei et al., 2003), in which each document corresponds to a group, and the
number of topics is potentially innite. The Indian Buet Process (IBP) (Griths
and Ghahramani, 2005) is a BNP prior that allows to build FMs in which the num-
ber of features is not known a priori. The Gaussian Process (GP) (Rasmussen and
Williams, 2006) is another BNP prior generally used as a discriminative approach
to non-linear regression and classications problems. These are only a few exam-
ples. In general, the choice of an appropriate stochastic process depends on the
problem at hand. For more information about the available range of BNP priors
available in the literature, we refer the interested reader to Hjort et al. (2010);
Gershman and Blei (2012); Orbanz and Teh (2010) and the references therein.
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4
Identifying Communities of Annotators
4.1 Introduction
One of the key reasons why crowdsourcing has become such a protable alternative
compared to traditional markets is its exibility (see Chapter 2). Generally, each
annotator labels only a small subset of the instances, and each instance is labeled
by a small subset of the annotators that are registered in the system. In this
way, we take advantage of the fact that workers are more willing to accept shorter
tasks for a lower payment rate than the one they would accept for longer tasks
(Buhrmester et al., 2011; Hofeld et al., 2014), i.e. a annotator may accept to
label 100 photos at 0.1 euros but may not take a task of looking at 10000 unless
we increase the reward per photo.
As a consequence, in many crowdsourcing problems we deal with a highly
sparse matrix of annotations provided by a pool of annotators whose expertise
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is unknown. This lack of information can seriously harm the performance of the
system, in particular when the platform relies on complex models governed by lot
of parameters. In addition, the amount of available information varies with time.
The level of sparsity will be specially high at the beginning of the project when
the number of annotators is scarce, being the harming more severe.
In the literature, this problem is commonly known as the Cold Start Problem
(CSP). The CSP is not a specic problem of crowdsourcing. Actually, the problem
is well-known in the Collaborative Filtering (CF) literature (Shi et al., 2014; Su
and Khoshgoftaar, 2009), where it happens whenever a new annotator or item
enters the system and the lack of information makes it dicult to nd similar
ones. Dierent strategies have been proposed to alleviate it, but we can classify
them in two big groups:
 The ones that use external information about the annotators (personal in-
formation, social networks, etc.) and the items (taxonomies, price, etc.) to
improve the similarity metric, e.g. (Z. and G., 2009; George and Merugu,
2005; Koren et al., 2009; Luo et al., 2012; Z. et al., 2005)
 The ones that rely on reducing the number of parameters of the model, e.g.
(Leung et al., 2008; Loh et al., 2009; Weng et al., 2008; Heung-Nam et al.,
2010)
We focus on the second alternative because for the rst one we need external
information that is not always available.
Another problem that has recently received signicant attention in crowdsourc-
ing is the detection of groupings among the labelers (Simpson et al., 2011, 2013).
In most crowdsourcing applications we can identify several types of annotators:
experts, novices, spammers and even malicious or adversarial annotators. Identi-
fying these groups of annotators and learning about their properties is useful to
design ecient crowdsourcing strategies that minimize the overall cost, selecting
the most suitable annotators for each labeling task.
Usually, the detection of grouping of labelers is tackled in a post processing
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step, after the ground truth has been estimated from their annotations (see Section
4.2.4). This approach has several problems. To begin with, as in any cascade
model, the errors in the rst stage (identifying the underlying ground truth of the
instances) propagates to the second stage (identifying the dierent communities of
annotators that are present in our pool). Secondly, the estimation of the ground
truth is done without considering the clustering structure of the annotators, and
so no the rst stage does not get any benet from correctly solving the second one.
In this chapter, we propose two unsupervised transductive Bayesian Nonpara-
metric (BNP) models to combine the labels provided by the annotators in a crowd-
sourcing scenario, taking into account the presence of clusters of annotators. Our
models jointly solve the problem of the estimation of ground truth and the prob-
lem of identication of clusters of annotators and their properties. The estimation
of the ground truth improves the clustering of the annotators and vice versa,
thus performing better than current state-of-the-art (Kim and Ghahramani, 2012;
Simpson et al., 2011). The overall improvement in both tasks is particularly im-
portant in the early stages of a crowdsourcing project, when the CSP is more
severe. In this case, algorithms that estimate the properties of each annotator in-
dependently, without considering the dependencies among them, tend to provide
poor estimates due to the large number of parameters to infer, and may perform
even worse than majority voting (see Section 4.3). Our model is able to adapts
its complexity depending on the amount of information we have, i.e. the more
information we have the more complex models we can consider.
In the rst model, we propose a clustering structure using a Chinese Restau-
rant Process (CRP) prior (Pitman, 2002). In this model, all the annotators that
belong to the same cluster share the same parameters governing the way they
label instances, and therefore, they have the same behavior. This improves the
performance, specially when the input matrix of annotations is sparse. However,
forcing all the annotators to share the same exact parameters, is a strong assump-
tion that might lead to groupings with a large number of cluster. Therefore, these
groupings are dicult to interpret and not very useful to extract meaningful in-
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formation about the annotators present in our corwdsourcing platform. To relax
this assumption we propose a second model in which annotators that belong to the
same cluster are modeled as having similar parameters, but allows each annotator
to have its own parameters using a hierarchical Bayesian approach.
In this chapter, we rely on a BNP model, because we are not only interesting
in having an accurate model but also in having an interpretable one. In the
experiments (Section 4.3) we show that the error rates between the two proposed
models are not signicantly dierent. However, the second one is interpretable, in
the sense that it identies each kind of clusters and it reports the least number
of them. The interpretability of the model is principal to us, because we want
to use the model to identify the `good' annotators and be able to reward them
accordingly, while other models are not able to provide this information.
The rest of the chapter is organized as follows. In Section 4.2, we present the
two new generative models for crowdsourcing that take into account the clustering
structure of the annotators. In Section 4.2.3, we propose ecient Markov Chain
Monte Carlo (MCMC) inference algorithms for estimating the dierent groups
of annotators as well as the ground truth. In Section 4.2.4, we review related
literature on crowdsourcing and the identication of annotator clusters in the
context of crowdsourcing. In Section 4.3, we validate our model on synthetic data
and we perform several experiments on real datasets to show the advantages of
our models over state-of-the-art algorithms. Finally, we conclude this chapter in
Section 4.4 and present some possible extensions for the future.
4.2 Hierarchical Bayesian Combination of Classiers
In this section, we propose two dierent models that capture the dependencies
among the annotators by assuming an underlying clustering structure.
Both algorithms receive as input a set of noisy labels Y 2 f1; :::; CgNL pro-
vided by L annotators for N instances. The element yi` represents the label given
by the annotator ` to the instance i and it is 0 if the annotator did not label the
corresponding instance. Notice that this matrix Y is highly sparse in the early
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stages of a crowdsourcing application due to the CSP.
The output of the algorithms is the set of true but unknown labels of the
instances z 2 f1; :::; CgN , where zi indicates the true label estimate of the instance
i. In theory, nothing prevent us from using dierent support for the true label and
the annotations, i. e. zi 2 f1; :::; Tg and yi` 2 f1; :::; Cg. For example, Simpson
et al. (2011) use a dataset that contains scores given by individual volunteer citizen
scientists to candidate supernova images. They answer a set of linked questions
to classify the image in \very unlikely a supernova",\possibly a supernova" and
\very likely a supernova". However, each image is either \supernova" or \not
supernova". In this case C = 3 and T = 2. However, in this chapter we focus only
in the case C = T , given that is general enough and it simplies the notation.
We denote by [L] = f1; 2; :::; Lg the set of indexes of the annotators and by
L a partition of [L]. A partition is a collection of mutually exclusive, mutually
exhaustive and non-empty subsets called clusters. Some examples of partitions for
L = 5 would be ff1; 2; 3gf4; 5gg, f1; 2; 3; 4; 5g or ff1gf2; 5gf3; 4gg. We denote the
cluster assignment of the annotator ` with a variable q` such that q` = m denotes
the event that the annotator ` is assigned to cluster m 2 L . Therefore, the set
of variables q = fq`g`2[L] denes a partition of the annotators.
Finally, it is important to notice that Y is the only observed variable in the
models, being fully unsupervised. However, if the ground truth of some instances
is know, the model can easily incorporate that piece of information to provide a
better estimation of the unobserved parameters.
4.2.1 Clustering based Bayesian Combination of Classiers
Firstly, we propose a model for annotators in which they can belong to dierent
clusters. In each cluster all the annotators have the same properties. We name
it Clustering based Bayesian Combination of Classiers (cBCC) (see Figure 4.2)
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and it has the following observation model:
yi`jzi;;	 i:i:d Discrete(	q`zi )
zij i:i:d Discrete( ):
We assume that all the annotators that belong to cluster m 2  share the same
properties, i.e. the same confusion matrix 	m 2 [0; 1]CC , where 	mtc is the
probability that a annotator allocated in cluster m labels an instance as y = c
when the ground truth is z = t. Therefore, 	mtc is a right stochastic matrix
as 	mtc  0 and
P
c 	
m
tc = 1. In addition, we use the notation 	
m
t 2 SC to
denote the row t of 	m, where SC is the C-dimensional probability simplex. The
annotation provided by an annotator belonging to cluster m 2  for the instance
i is sampled from a discrete distribution whose parameters are given by the row of
	m indicated by the value of its ground truth. The ground truth is sampled from
a discrete distribution with parameters  , where the component t of  2 SC is
the probability of the ground truth z being equal to t 2 f1; :::; Cg.
We also need to dene priors to complete the Bayesian model. In particular,
we choose to use conjugate priors:
	mt j;  Dir(tt)
 j;  Dir();
where we use a Dirichlet prior on each of the rows of the confusion matrices in
which t 2 SC is the mean value of 	mt while t 2 R+ is related to its precision, i.e.
the bigger it is this value, the more concentrated is the dirichlet distribution around
the mean parameter. Notice that this is an over parametrization of the Dirichlet
distribution, which only needs C parameters to be fully determined. However, this
decomposition is useful to interpret the results as well as for the development of
the inference algorithms in Section 4.2.3. Likewise, we set a Dirichlet prior on  ,
where  2 SC is the mean and  2 R+ relates to the precision.
We could use a parametric model in which the cardinality of the partition
M = jj is xed a priori. Unfortunately, in this case the inferences are sensitive
64
CHAPTER 4. IDENTIFYING COMMUNITIES OF ANNOTATORS
Figure 4.1: Graphical model representation of the Independent Bayesian Combination of
Classiers model.
to the value of M chosen. In the limiting case M = 1 the model is equivalent to
majority voting and does not capture the dierences in the behavior of the dierent
annotators. If M is too large the model does not take advantage of the presence of
clusters of annotators. In the limiting case when M = L each annotator becomes
a singleton cluster, and the model does not capture the dependencies among the
annotators.
To ndM we could use traditional model selection strategies like cross-validation
(Stone, 1974) or Bayesian Information Criterion (Fraly and Raftery, 1998). This
approach has two limitations. The rst one is that in many situations we do not
have access to a validation set for which z is known. The second one, is the high
computational complexity. These methods generally involve running the algorithm
for every possible candidate model, i.e. every possible M , and then keeping the
one that maximize a particular metric.
An alternative pathway is to set a prior on the space of all possible partitions
following a BNP approach. We denote by PL the space of all partitions over the
annotators space L 2 PL and we set a prior on an innite number of annotators,
i.e. on partition  2 P1. A (exchangeable and consistent) prior on P1 is the
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Figure 4.2: Graphical model representation of the Clustering based Bayesian Combination
of Classiers model.
CRP (see Chapter 3):
j  CRP(): (4.1)
We can generate samples from this prior using the following conditional distribu-
tions:
p(q` = mj:`; ) /
8><>:
jmj:`; m 2 :`
; m = ;;
where jmj represents the number of annotators in cluster m and jmj:` is equal to
jmj excluding annotator `. We denote by :` the partition with the annotator `
removed and q` = ; denotes the event that annotator ` is assigned to a new cluster.
 is the so called concentration parameter and control the a priori probability of
generating new clusters. We further place a gamma prior over the concentration
parameter :
ja; b  Gamma(a; b): (4.2)
If  tends to innity, every annotator is allocated to a singleton cluster. If  tends
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to 0, all the annotators share the same confusion matrix and the model produces
a majority voting solution.
In general, the CRP assigns more mass to partitions with a small number of
clusters. This is sensible in our case, because when the number of annotations
is scarce, majority voting may perform better than more elaborate algorithms
since there is no enough information to estimate the individual properties of the
annotators. In this case, the CRP prior dominates and therefore all annotators
are allocated to the same cluster. When the number of annotations increase, the
likelihood term dominates and more complex models are taking into consideration,
i.e. partitions with a higher number of clusters.
Finally, this clustering structure induces a correlation between the dierent
annotators. We can compute the correlation structure that it is introduced among
the annotators as a consequence of this clustering. The correlation a priori among
two annotators ` and `0 is:
Corr(I(yi` = a); I(yi`0 = b)jzi = t) =8><>:
 

1
1+

1
1+t
q
tatb
(1 ta)(1 tb) a 6= b
1
1+

1
1+t

a = b:
(4.3)
Here, I(:) represents the indicator function. The proof is provide in the Appendix
A. In Section 4.2.4, we show how this model relates to other state-of-the-art algo-
rithms.
4.2.2 Hierarchical Clustering based Bayesian Combination of Clas-
siers
In the cBCC model, the annotators that belong to the same cluster share the same
confusion matrix. This is a nice way of reducing the number of parameters of the
model, and therefore, it helps to alleviate the eect of the CSP when the input
matrix is highly sparse. However, in a practical situation, each annotator has a
behavior that is somehow dierent from every other annotator, but it is in some
sense similar to the behavior of annotators that are allocated to its cluster. To
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Figure 4.3: Graphical model representation of the Hierarchical Clustering based Bayesian
Combination of Classiers model
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overcome this restriction we propose a hierarchical extension of the cBCC model
called Hierarchical Clustering based Bayesian Combination of Classiers (hcBCC)
depicted in Figure 4.3. The observation model is the following:
yi`jzi;	 i:i:d Discrete(	`zi)
zij i:i:d Discrete( ):
Now each annotator has its own confusion matrix 	` in contrast to the cBCC
model where we had a confusion matrix per cluster 	m. To capture the simi-
larity between annotators that belong to the same cluster we use the following
hierarchical prior:
	`tj;;  Dir(q`t q`t )
mt jat; bt  Gamma(at; bt)
mt j;  Dir(tt)
 j;  Dir():
In this way, the confusion matrices of all annotators that belong to the same
cluster m are generated from the same distribution. In particular, each of the
rows of the confusion matrices of all the annotators that belong to cluster m, i.e.
f	`t : q` = mg, are i.i.d. samples from the same Dirichlet distribution whose
parameters are mt and 
m
t . A Dirichlet prior is set on the vector 
m
t while a
gamma prior is set on the scalar mt . Finally, for  and  we, respectively, use the
same priors given by Equations 4.1 and 4.2. With this we have a model where we
no longer cluster the confusion matrices of the annotators, but the distributions
that generate them.
Notice that the vector m governs the variability among the annotators that
belong to the same cluster m. The bigger these values are, the lower is the intra-
cluster variability, i.e. the probability mass of the corresponding Dirichlet distribu-
tion gets more concentrated around its mass. If we make each of the components
of m tend to innity, then the variability among the annotators tend to 0 and
the model becomes equivalent to the cBCC model forcing all the annotators of the
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cluster to share the exact same confusion matrix. In this way, this model can be
seen as a generalization of some state-of-the-art methods (see Section 4.2.4).
4.2.3 Inference
Computing the posterior distribution of the clusters allocation, the properties of
the annotators and the estimated ground is intractable, so we resort to MCMC
inference. In this section we propose to use a collapsed Gibbs sampling together
with the corresponding auxiliary variables whenever it is not possible to compute
the conditional distributions due to non-conjugacies.
4.2.3.1 cBBC
We use a collapsed Gibbs sampling algorithm where we integrate out the variables
	m and  . Collapsed Gibbs sampling has been proven to be more ecient than
its uncollapsed counterpart since it is sampling in a lower dimensional space (Liu
et al., 1994) . In our case, this integration can be done analytically due to the use
of conjugate priors, obtaining the following new set of equations:
p(Y j; z;;) =
Y
m
Y
t
"
 (t)
 (nmt + t)
Y
c
 (nmtc + ttc)
 (ttc)
#
;
p(zj;) =  ()
 (N + )
Y
t
 (nm + t)
 (t)
;
(4.4)
where  () denotes the gamma function. We denote ni`mtc = I(zi = t; yi` = c; yi` 6=
0; q` = m), and when an index of this variable is omitted we assume it is summed
out. For example, nmtc represents the number of annotations equal to c provided
by the annotators of cluster m for the set of instances whose ground truth is equal
to t. Then, we use Gibbs sampling to infer the value of the ground truth z, the
clusters of annotators , as well as the hyper parameters of the CRP, conditioned
on the observed variables Y .
Firstly, to update the cluster assignment of annotator `, we need the conditional
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distribution of q` given the rest of the variables:
p(q` = mjrest) /
8>>><>>>:
n:`m 
Y
t
 (n:`mt + t)
 (n:`mt + n`t + t)
Y
t
Y
c
 (n:`mtc + n`tc + ttc)
 (n:`mtc + ttc)
; m 2 :`

Y
t
 (t)
 (n`t + t)
Y
t
Y
c
 (n`tc + ttc)
 (ttc)
; m = ;
where q` = ; denotes the event that annotator ` is assigned to a new cluster.
The quantities n:`mt and n:`mtc are dened in the same way as nmt and nmtc respec-
tively, but excluding the annotator `. The complexity of updating the q variables
is O(LMTC). To sample the estimate of the ground truth zi of each instance
conditioned on the rest of the variables, the required conditional distribution is:
p(zi = tjrest) /
 
n:it + t
Y
m
"
 (n:imt + t)
 (n:imt + nim + t)
Y
c
 (n:imtc + nimc + ttc)
 (n:imtc + ttc)
#
(4.5)
The quantities n:imt and n:imtc again correspond to nmt and nmtc but excluding the
instance i. The complexity of updating the z variables is O(NMTC).
Even thought the algorithm is completely unsupervised, i.e. the value of the
ground truth Z is unobserved, if this information is available for a subset of the
instances, we can easily incorporate it to the model. We just have to x the ground
truth of those instances to the observed value and sample zi for the remaining ones
using Equation 4.5.
Finally, we sample the concentration parameter  following the procedure pro-
posed by Escobar (1994) (see also Appendix C).
Once the Gibbs sampler converges, we obtain samples from the posterior distri-
bution of the unobserved variables given the annotation, i.e. p(; z;jY ). Then,
if we want to get an estimation of the confusion matrix of each cluster, we can
sample the variables 	m from the following set of conditional distributions that
we obtain by uncollapsing Equation 4.4:
	mt jrest  Dir(tt + nmt)
where nmt 2 RC is a vector whose cth element is nmtc. In this way, the samples
of the parameters 	m have much lower variance than if they were drawn from the
joint state space. A similar approach can be follow to estimate  .
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4.2.3.2 hcBCC
As in the cBCC we start by integrating out the 	` and  variables:
p(Y jz;;;) =
Y
m
Y
`:q`=m
Y
t
"
 (mt )
 (n`t + 
m
t )
Y
c
 (n`tc + 
m
t 
m
tc )
 (tmtc )
#
;
p(zj;) =  ()
 (N + )
Y
t
 (nm + t)
 (t)
The variables we need to sample from are  and the ground truth estimate z.
Note however that we cannot marginalize out the cluster parameters  and , as
the Dirichlet prior and the Gamma prior are not conjugate to the likelihoods given
above, so that these variables will have to be sampled as well.
The conditional distribution of p(q` = mjrest) when m 2 :` can be computed
like in the cBCC model. However, to compute p(q` = mjrest) when m = ; we need
to integrate the parameters of the new clusters, i .e .  and . In this case, due
to the non-conjungancy we cannot solve this integral analytically. Instead, we use
the recently proposed Reuse algorithm (Favaro and Teh, 2012). This algorithm
is similar to the well-known Algorithm 8 (Neal, 2000), where the idea is to use a
set of h auxiliary empty clusters Hempty to approximate the integral. However,
the reuse algorithm is more ecient as it requires less simulations from the prior
over the cluster parameters. For each cluster m 2  [Hempty we keep track of the
parameters m and m. The conditional distribution of q` is then:
p(q` = mjrest) /
8><>:
n:`m 
Q
t
 (mt )
 (n`t+
m
t )
Q
t
Q
c
 (n`tc+
m
t 
m
tc )
 (mt 
m
tc )
; m 2 :`

h 
Q
t
 (mt )
 (n`t+
m
t )
Q
t
Q
c
 (n`tc+
m
t 
m
tc )
 (mt 
m
tc )
; m 2 Hempty
If an auxiliary empty cluster is chosen, it is moved into the partition , and a
new empty cluster is created in its place by sampling from the prior over cluster
parameters. If a cluster in  is emptied as a result of sampling q`, it is moved
into H, displacing one of the empty clusters (picked uniformly at random). In
addition, at regular intervals the parameters of the empty clusters are refreshed by
simulating them from their priors, while those in  are updated. The complexity
of updating the q variables is O(LMTC).
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Again, due to the non-conjugacy of the Dirichlet and Gamma priors, the condi-
tional distributions of the parameters m and m for m 2  cannot be computed
analytically. To solve this, we use an auxiliary variable method similar to the
one proposed by Escobar (1994) and Teh et al. (2003). Specically, we introduce
two auxiliary variables  and s (see Appendix B), and apply the following Gibbs
updates that leave invariant the posterior distribution:
`t  Beta(q`t ); s`tc  Antoniak(n`tc; q`t q`tc )
mt:  Dir
0@ X
f`:q`=mg
s`t: + tt:
1A ;
mt  Gamma
0@ X
f`:q`=mg
X
c
s`tc + at; bt  
X
f`:q`=mg
log(`t)
1A
Here the Antoniak distribution (Antoniak, 1974) is simply the distribution of the
number of clusters in a partition of n`tc items under a CRP with concentration
parameter q`t 
q`
tc .
To update zi, we compute its conditional distribution given the rest of the
variables:
p(zi = tjrest) /
 
n:it + t
Y
m
Y
f`:q`=mg
Q
c(n
:i
`tc + ttc)
I(yi`=c)
(n:i`t + t)I(yi` 6=0)
(4.6)
If zi is observed to a subset of the instances, we x the ground truth of those in-
stances to the observed value and sample zi for the remaining ones using Equation
4.6.
The complexity of updating the z variables is O(NLTC). Finally, we use the
same scheme as the one applied in Section 4.2.3.1 to update .
Like in 4.2.3.1, once our Gibbs sampler converges we get samples from the
posterior distribution of the unobserved variables, i.e. p(; z;;;jY ), just by
discarding the values of the auxiliary parameters, which is equivalent to integrate
them out. Finally, we can infer the individual confusion matrix corresponding to
each annotator just sampling from the following set of conditional distributions:
	`tjrest  Dir(mt mt + n`t)
where n`t 2 RC is a vector whose cth element is n`tc.
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4.2.4 Related Work
Ghahramani and Kim (2003) and Kim and Ghahramani (2012) proposed a method
called Independent Bayesian Combination of Classiers (iBCC), whose graphical
model is shown in Figure 4.1. In this model, each annotator is characterized by a
unique confusion matrix 	` and they are independent given the ground truth and
the properties of the annotators. The estimation of each confusion matrix relies
on the information we have about the corresponding annotator. If the annotator
has provided too few annotations so far, we have a poor estimation that can harm
the performance of the algorithm.
Ghahramani and Kim (2003) and Kim and Ghahramani (2012) also presented
two extensions. The rst one uses a latent variable that categorizes the instances
in two classes: easy and dicult to classify. The assumption is that the annotators
have the same behavior regarding the easy instances, while they are dierent for
the dicult ones. In the second one, they propose a more exible correlation
model based on a factor graph. However, these models do not identify groupings
of annotators.
In our cBCC model, if  tends to innity, every annotator is allocated to a
singleton cluster, and it becomes equivalent to the iBCC model. We see that in
this case, the correlation a priori among two annotators (Equation 4.3) tends to
zero. By reducing the value of  we increase the value of the correlation between
the dierent annotators, i.e. the annotators start to be grouped in clusters sharing
the parameters that govern their behavior. For  = 0 all annotators are allocated
to the same cluster an the model assumes every annotator has the same behavior,
being equivalent to majority voting.
Notice that the vector m governs the variability among the annotators that
belong to the same cluster m. The bigger are these values, the lower is the intra-
cluster variability, i.e. the probability mass of the corresponding Dirichlet distribu-
tion gets more concentrated around its mass. If we make each of the components
of m tend to innity, then the variability among the annotators tend to 0 and
the model becomes equivalent to the cBCC model forcing all the annotators of the
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cluster to share the exact same confusion matrix. In this way, this model can be
seen as a generalization of some state-of-the-art methods (see Section 4.2.4).
Regarding the hcBCC, we saw in Section 4.2 that if we make each of the
components of m tend to innity, then the variability among the annotators
tend to 0 and the model becomes equivalent to the cBCC. Also, in the hcBCC
model, if each component of  tends to innity, and we also make the quantities
at and bt tend to innity with a xed
at
bt
ratio for all t, then we recover the iBCC
model with t = t and t =
at
bt
. If  tends to 1, then the model is equivalent to
the iBCC model, but with additional priors on  and . To sum up, we can see
each the cBCC and the iBCC as particularizations of the hcBCC model, which
capture more complex relationships among the annotators.
Simpson et al. (2011) extend the proposal of Ghahramani and Kim (2003) and
Kim and Ghahramani (2012) in two directions. First, they derived a variational
inference algorithm for the iBCC, which is more ecient for large datasets. Second,
they apply community detection algorithms to the estimated confusion matrices
to detect clusters of annotators with the same behavior. Recently, they have
extended the model to the case in which the properties of the annotators can
vary in time (Simpson et al., 2013). In both cases, the detection of groups of
annotators is made in a post-hoc manner and therefore, this information is not
used to improve the estimation of the confusion matrices of the annotators or the
ground truth estimate. To the extent of our knowledge, only Kajino et al. (2013)
perform the inference of the groups of annotators and the ground truth at the
same time, using convex optimization. However, the performance depends on a
constant that controls the strength of the clustering and for tuning this constant,
the authors rely on a labeled validation set. Our algorithm, on the other hand, is
fully unsupervised and therefore can be apply to the standard problem presented
by Ghahramani and Kim (2003) and Kim and Ghahramani (2012). Recently,
Venanzi et al. (2014) published a similar model. It also takes as reference the
iBCC, but they use a a dierent observation model based on a softmax and they
select the number of communities using the marginal likelihood and performing
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line-search on a prexed range of values.
Recently, a paper on the inconsistency of the DP Mixture Model to estimate the
true number of components was published (Miller and Harrison, 2013). However,
we are not interested in estimating the \true" number of annotators' clusters, spe-
cially since this is not a well dened measure in a real crowdsourcing application.
Instead, we look for identifying a clustering of the annotators that improves the
performance and helps us to better understand the dierent types of annotators
that are present in the crowdsourcing application.
4.3 Experiments
In this section, we rstly use synthetic datasets based on dierent assumptions to
validate our models. In the second part we use publicly available real datasets to
compare our models with state-of-the-art algorithms highlighting their advantages.
4.3.1 Synthetic datasets
We generate three dierent datasets following respectively the assumptions of the
hcBCC, cBCC and iBCC models. In order to analyze the properties of the algo-
rithms, we apply each of them to each of the generated datasets.
Firstly, we generate a synthetic database called dataset1 following the gener-
ative model for the hcBCC. This dataset has 500 labeled instances provided by
200 annotators. The number of categories is C = 3. These annotators belong to
3 clusters with properties shown in Figure 4.4a, where we can see the mean of
each cluster, their variances and the percentage of annotators allocated to each of
them.
We analyze the behavior of the dierent algorithms with respect to the sparsity
of the input matrix Y . In particular, we randomly erase a percentage of the entries
from 82:5% missing entries to 97:5% in steps of 2:5%. This high sparsity levels are
typical in crowdsourcing applications, where the idea is to distribute the load of
labeling a dataset among many annotators, and therefore each of them only labels
a small subset of the dataset.
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In the iBCC, the diagonal elements of  are set to 0.7 while the o diagonal
are 0.3, which reect our prior belief that annotators perform better than random.
All the elements of  are 3. In the cBCC model, the hyper parameters of  are
a = 1 and b = 10. This values agree with our prior belief that if the annotations
are very scarce, simpler algorithms like majority voting are more suitable and
therefore, we should favor partitions with a small number of clusters. For these
parameters, in the limiting case when the sparsity of Y tends to 100%, the average
number of clusters tends to 1. Finally, in the hcBCC model, we set  and  to
the values of  and  in the cBCC model respectively. All the components of at
are set to 30 while all the components of bt are set to 2. This reects our prior
belief that the variability among the annotators inside the clusters should be less
than the variability across clusters.
We run the MCMC for 10,000 iterations. After 3,000 we collect 7,000 samples
to compute z and . In the cBCC and hcBCC, we set to ve the number of
iterations to sample  following the algorithm proposed by Escobar (1994). In the
hcBCC we x the number of auxiliary clusters of the Reuse Algorithm to h = 10.
The increment in accuracy of ours proposals and the iBBC algorithm with
respect to majority voting is shown in Figure 4.4b. The two proposed models
outperform iBCC as expected. This improvement of both methods cBCC and
hcBCC is particularly signicant when the level of sparsity is high, which is a
situation that we face in the early stages of a crowdsourcing project. In this
case there is not enough information to accurately estimate the confusion matrix
of every annotator independently. We can see that the performance of iBBC
drops below the performance of the majority voting algorithm, which assumes all
annotators are similar. Therefore, identifying a clustering structure that allows
to share some parameters among the annotators helps to increase the accuracy
of the estimates. Notice that the performance obtained by Simpson et al. (2011)
would be equal to the performance of the iBBC model given that it identies the
annotators' clusters after the ground truth has been estimated, so it does not aect
the performance of the algorithm.
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(a) annotators' properties for dataset!. (Upper row) Mean 
of the clusters. (Lower row) Variance of the clusters. 
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Figure 4.4: Results for datasetl. a) Characteristics of the annotators' clusters present in 
datasetl. Mi denotes the percentage of annotators allocated to cluster i, T is the ground 
truth label, and C is the annotator label. b) Results for dataset 1. Improvement in 
accuracy of the different methods with respect to majority voting, for different sparsity 
levels. 
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(a) cBCC
(b) hcBCC
Figure 4.5: Co-occurency matrices of the annotators
To further analyze the cluster structure identied by the algorithms, in Figure
4.5 we represent the co-occurrence matrix of the annotators. The position (`; `0)
is the probability of ` and `0 belonging to the same cluster. We can see that
the clusters identied by the hcBCC are more useful than the ones extracted
by the cBCC, because in a practical situation we are not normally interested in
nding annotators with exactly the same behavior, but annotators with similar
characteristics. For example, we can see that when 82:5% of the annotations are
missing, the hcBCC algorithm identies the 3 main groups of annotators while
the cBCC algorithm identies instead a much larger number of groups because of
the constraint that all annotators of a cluster must have the same properties. So,
although both algorithms' performance is similar, the clustering provided by the
hcBCC is easier to interpret and gives a simpler explanation of the data.
Finally, we test with datasets that are generated following the iBCC and cBCC
models. First, we create a new dataset (dataset2) in which the mean confusion
matrix of each cluster is the same as in dataset1 which is shown in Figure 4.4a.
However, in this case the variability of the confusion matrices inside each cluster
is zero. Therefore, this new dataset follows the assumptions made by the cBCC
model. Again, the performance of the cBCC and the hcBCC models outperforms
iBCC as expected (see Figure 4.6a). However, even though data is generated from
the cBCC which is a simpler model than the hcBCC, hcBCC is able to discover
the underlying structure of the annotators and gets a performance which is on par
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Figure 4.6: Results for dataset2 and dataset3. Improvement in accuracy of the different 
methods with respect to majority voting, for different sparsity levels 
with the cBCC. The hcBCC does not degrade the solution although it is more 
flexible. 
In the last database called dataset3, we generate all the instances from the 
same clustering (M2 in Figure 4.4a). In this case there is no different clusters of 
annotators and each of them has its own confusion matrix. Therefore, this dataset 
fulfil! the assumptions of the iBCC. In Figure 4.6b we see that the performance 
of the two proposed models is identical to iBCC. To sum up, we see that the 
performances of cBCC and hcBCC dominate iBCC under all conditions tested. 
4 .3.2 R eal datasets 
In this section, we use 4 publicly available crowdsourced datasets with C = 2 
whose principal characteristics are described in Table 4.1 (Raykar and Yu, 2012) . 
To choose the hyper-parameters we follow the reasoning of Section 4.3.1. Specif-
ically, in the iBCC the diagonal elements of r, are 0.7 while the off diagonal are 
0.3, and all the elements of f3 are set to 3. In this way, we incorporate our prior 
belief that annotators are imperfect but perform better than chance. In the cBCC 
model we use the same value for r, and f3 so that the comparison is fair. Finally 
for the hcBCC model, "f is set to the same value used for r, in the previous models. 
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Dataset N L n l Sparsity (%) Brief Description
bluebird 108 39 108 39 0 Identify wether there is a Indigo Bunting or Blue Grosbeak in
the image
rte 800 164 49 10 93.90 Identify wether the second sentence can be inferred from the
rst
valence 100 38 26 10 73.68 Identify the overall positive or negative valence of the emo-
tional content of a headline
temp 462 76 61 10 86.84 Annotators observe a dialogue and two verbs from the dialogue
and have to identify whether the rst verb event occurs before
or after the second
Table 4.1: Description of the real datasets. N and L denotes the number of instances and
annotators respectively. n stand for the mean number of instances labeled by a annotator
and l designate the mean number of annotators that label an instance.
All the components of at are set to 20 while all the components of bt are set to
2, reecting our belief that the variability inside clusters should be lower than the
variability across clusters. We x a = 1; b = 10 in both, cBCC and hcBCC. We
run the MCMC for 10,000 iterations and we discard the rst 3,000 to compute the
posterior distribution of z and .
In Table 4.2, we see the performance of the dierent algorithms in terms of
accuracy predicting the ground truth. In particular, we see that the performances
of the cBCC and the hcBCC are better than that of the iBCC in the last three
datasets, i.e. rte, temp and valence. On the other hand, in the bluebird datasets
the iBBC performs better. Notice again that the performance of the algorithm
described by Simpson et al. (2011) would be exactly equal to the one of the iBCC,
given that the communities of annotators are inferred after the ground truth is
inferred and therefore, it does not aect the accuracy in any way.
The performance dierence between the cBCC and the hcBCC is only signif-
icant in the valence dataset. However, the main advantage of the hcBCC model
over the cBCC is clear when we represent the average number of clusters (see
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Dataset Accuracy(%) Average number of clusters
Majority iBCC cBCC hcBCC cBCC hcBCC
bluebird 75.93 89.81 88.89 88.89 11.32  0.04 3.31  0.09
rte 91.88 92.88 93.12 93.12 7.70  0.07 2.30  0.06
valence 80.00 85.00 88.00 89.00 3.5  0.04 2.25  0.02
temp 93.94 94.35 94.37 94.37 6.20  0.03 3.2  0.02
Table 4.2: Results for the real data. Mean accuracy of the dierent algorithms 1. Average
number of clusters (mean  one standard deviation).
Figure 4.7 and Table 4.2). Even though the cBBC model correctly captures the
clustering structure of the annotators, forcing all annotators of a cluster to share
the same confusion matrix translates into a large number of clusters, some of them
with very similar properties.
The hcBCC identies a smaller number of clusters that are much more inter-
pretable, in the sense that it perfectly identies each kind of clusters thanks to
its additional exibility. We are not interested in identifying clusters of annota-
tors with the exact same behavior, but what we really want is to nd clusters of
annotators that behave in a similar way, so we can establish strategies to boost
the overall performance of the crowdsourcing system, i.e. by rewarding the most
ecient labelers, avoiding spammers or by better dening the description of the
task based on the biases identied in the clusters of annotators.
In Figure 4.8 we show as an example the mean confusion matrix of the hcBCC
clusters in the datasets. It shows very interpretable clusters that are useful for
the modeler. In the bluebird dataset we can clearly identify a small subset of
experts (M4 = 15:38%) who shows a high performance labeling the bird images. In
addition, we nd that the biggest cluster (M2 = 35:90%) corresponds to annotators
whose accuracy is high when the real class is z = 1 (images of Blue Grosbeak) but
performs poorly when the class is z = 2 (images of Indigo Bunting). Finally, we
have two clusters of spammers. In the rst cluster (M1 = 15:38%) annotators tend
to label all images as belonging to class z = 2 and in the second (M3 = 33:33%)
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(a) bluebird (b) rte (c) valence (d) temp
Figure 4.7: Co-ocurrency matrix of the annotators. (Upper row) hcBCC. (Lower row)
cBCC.
annotators tend to label all images as z = 1. In the temp dataset, we can observe
that the majority of the annotators (M2 = 84:21%) are experts, but there are
again two small clusters of spammers.
As for the rte dataset, most of the annotators have a good performance (M1 =
93:29%). The remaining annotators are bias toward labeling instances as belong-
ing to class z = 2. Finally, in the valence dataset we can see that the majority of
the annotators (M2 = 89:47%) are very accurate identifying instances belonging
to class z = 2 and have a medium performance when z = 1. In addition we nd
a small cluster of annotators that have labeled almost every instance as z = 2.
All this information about the underlying clustering structure of the annotators
in the datasets can be used in a real crowdsourcing application to develop e-
cient strategies to minimize the cost of a crowdsourcing project maximizing the
performance.
To conclude this section, we evaluate the performance of the algorithms for
dierent levels of sparsity. Following the procedure in Section 4.3.1, we create 50
random databases for each level of sparsity. We do that in such a way that every
instance has at least one label and every annotator provides at least one label.
The results are shown in Figure 4.9.
In the dataset bluebird and temp, we observe that nding clusters of annotators
1The standard deviations are less than 10 4 and are not shown
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Figure 4.8: Mean confusion matrices of the annotator's clusters identified by hcBCC. M i 
denotes the percentage of annotators allocated to cluster i , T is the ground truth label, 
and C is the annotator label. 
does not have a significant effect in terms of accuracy. However, the cBCC and the 
hcBCC models do not degrade the performance and give us some insight about 
the annotators in the crowdsourcing application (see Figure 4.8). In the rte and 
valence datasets, the inference of the clustering structure of the annotators also 
translates into an improvement in terms of accuracy. In the rte dataset, this 
improvement is not significant for the original sparsity level, but it becomes more 
significant when the sparsity is increased. What happens is that when the sparsity 
is very high, there are very few annotations provided by each annotator, and the 
iBBC algorithm fails to infer the properties of each annotator separately. 
In the valence dataset, we can even see that the performance of the iBBC 
model drops below the performance of a simple majority voting algorithm when 
the sparsity is increased. However, the cBCC and hcBCC outperform the majority 
voting algorithm for every sparsity level. Again the iBBC model does not have 
enough information to infer the properties of each annotator and a simpler model 
like majority voting, which assume that all annotators have the same level of 
expertise, performs better. Actually, what is happening is that the the CRP prior 
used in the cBCC and the hcBCC models favors partitions with a small number of 
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Figure 4.9: Results of the iBCC, cBCC and hcBCC for real datasets. Improvement in 
accuracy of the different methods with respect to majority voting, for different sparsity 
levels 
clusters. When the input matrix Y is very sparse, the prior term dominates over 
the likelihood and all annotators tend to be grouped in the same cluster. 
4.4 Conclusions 
In this chapter, we have proposed two new BNP models to merge the information 
provided by the annotators in a crowdsourcing system. The main idea is to capture 
the underlying clustering structure in the annotators space, helping to improve the 
ground truth estimate, specially when the matrix of annotators is highly sparse. 
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In addition, the identied clustering structure is a valuable information by itself
that can be use to devise crowdsourcing strategies that minimize the overall cost.
In the cBCC model, we have used a CRP to infer the partitioning of the
annotators such that annotators in the same cluster are constrained to have the
same properties. In the hcBCC model, we have used a hierarchical structure to
increase the exibility. In particular, each annotator has its own properties, but
annotators assigned to the same cluster have similar properties. In this way, it
nds smaller number of clusters that are easy to interpret.
We have shown how these new models relate to the iBCC model and analyzed
the correlation structure among the annotators as a consequence of the cluster-
ing. We have proposed MCMC methods to infer the parameters of both models
and performed several experiments with synthetic and real databases, which have
shown that the algorithms outperform the current state-of-the-art. These results
can be also found in G. Moreno et al. (2014).
86
5
Modeling Inconsistent Annotators
5.1 Introduction
In Chapter 4, we proposed algorithms to combine the annotations yi` in an optimal
way to recover zi. In particular, we focused our eorts on scenarios in which the
annotation matrix Y 2 RNL was highly sparse, i.e. each annotator only labels
a small subset of the instances. In this chapter, we focus on a rather dierent
scenario. In particular, we consider the situation in which we have a small number
of annotators that have labeled nearly all instances in the dataset, and we want
to combine these annotations to get a better estimation of the ground truth than
the one provided individually by each of them. In these scenarios we have enough
information to model the variability in the behavior of the annotators when they
label instances belonging to dierent areas of the covariate space.
The need for varying sensitivity and specicity can be understood, as annota-
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tors might be expert annotators in some cases and novice in others. For example,
the success of an annotator solving an image labeling task may depends on several
factors like his past experience annotating similar images, the intrinsic diculty
of the image, the attributes of the images that he pays attention to and other
personal biases that he may have acquired. Due to these factors, his performance
might be in-homogeneous across the instance space. Furthermore, this informa-
tion can be used to extract the areas in which each annotator does best, as well
as the most informative attributes for the images in each of the identied areas to
improve the accuracy and minimize the cost.
In this chapter, we propose a generative method using a Dirichlet Process
(DP) prior (Ferguson, 1973) to cluster those areas across which the annotators are
consistent, using a similar approach to that used in mixture of experts (Yuksel
et al., 2012). Unlike discriminative methods like Raykar et al. (2010), generative
learning allows explaining to annotators how the nal decision is taken and helping
them to improve their decision process. Moreover, it allows generating synthetic
examples to validate the achieved model (Ulusoy and Bishop, 2005). Based on this
DP prior, we build a Bayesian Nonparametric (BNP) model that automatically
adjusts the number of clusters depending on the structure of the data. Moreover,
our model is inductive , allowing us to directly infer a classier for future unseen
instances (see chapter 2).
In Della Penna and Reid (2012) the authors have proved that, without any
assumption about the behavior of the annotators, it is impossible to learn . We
focus on the applications where the annotators are experts in the task and we
can safely assume that their sensitivity and specicity are above chance. In this
situation, it is possible to learn without knowing the ground truth. Moreover, if
the ground truth is known for some instances, our method can accommodate that
information. In addition, our model provides an intuitive solution, showing how
good is each annotator in all areas of the instances space.
The chapter is organized as follows. In Section 5.2 we present the model and
its variational inference to nd the posterior distribution of its parameters, as well
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as the predictive distribution. In Section 5.2.4 we review the previous and related
work in the eld of multiple annotator learning. In Section 5.3, experimental
results are shown to illustrate its validity and evaluate its performance compared
to other state-of-the-art algorithms. Finally, Section 5.4 concludes the chapter.
5.2 Bayesian Combination of Non-Homogeneous An-
notators
We advocate for a generative modeling of the annotators, because we are not only
interested in achieving the state-of-the-art performance but also in understanding
the underlying mechanism by which each annotator makes its prediction. So the
results in the model can be used as a computer-aided diagnosis, as well as to
advise about which expert should be consulted in each case and help those with
poorer results to understand their limitation and bias to improve their future
performances. From this point of view we have designed a BNP model xing a DP
prior over the areas of the instance space under which the annotators are consistent.
This amounts to assuming an initial innite number of areas and nding a suitable
number of them depending on the complexity of the data.
The Bayesian Combination of Non-Homogeneous Annotators (BCNHA) model
takes into account all the information given by the dierent annotators in order to
jointly infer the number of components, the parameters of the annotators in each
component, the ground truth for the training set an a classier for future unlabeled
instances. Modeling all this quantities together can lead to an improvement of the
overall performance or the system as we can use the estimation of the regions
where the annotators are consistent to improve the estimation of the ground truth
and vice versa.
5.2.1 Model
We consider the case of binary classication for simplicity, i.e. binary ground truth
z 2 f0; 1g and binary annotations y 2 f0; 1gL, although it can be readily extended
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to a multi-class classication scenario. The joint distribution of the covariates x 2
RD and the response variables y is decomposed as p(x;y) =
P
z p(yjz)p(zjx)p(x)
explicitly modeling the conditional distribution of the actual label given the in-
stance, i.e. p(zjx).
We rely on a Mixture Model (MM) to represent the joint distribution of the
instances p(x;y), i.e. the distribution over the joint space of the covariates and
the annotation. Regarding the marginal distribution p(x) we represent it by a
Gaussian Mixture Model (GMM) as they are general enough to t any input
distribution, as well as easy to adjust and it uses local information to cluster
nearby inputs. We assume that for each cluster the annotators are consistent.
This assumption is based on believing that each annotator performs similarly to
similar inputs.
The graphical model is shown in Figure 5.1. Given a set of examples labeled
by a set of L annotators fxi;yigNi=1 where yi` represent the label given by the `th
annotator to the instance i, we assume the following observation model:
xijqi;1:K ;1:K  N(qi ;qi); (5.1)
zijxi;w1:K ; b1:K ; qi  Bern((wTqixi + bqi)); (5.2)
yi`jqi; zi;1:K ;1:K 
8<: Bern(qi`); if zi = 1Bern(1  qi`); if zi = 0 (5.3)
where (s) = 1=(1+exp( s)) is the sigmoid function. The variable qi 2 f1 : : :Kg
identies the component from which the sample fxi;yig comes from. In particular,
the conditional distribution of xi given qi = k follows a Gaussian distribution with
mean k 2 RD and covariance k 2 ZDD, where is the space of positive semi-
denite and symmetric D D matrices.
Given the component qi = k the classier that relates the instances xi and the
ground truth zi is given by a logistic regression with parameters wk 2 RD and
bk 2 R. Although the classication boundary is locally linear given the cluster, the
global classication boundary is nonlinear, while preserving the interpretability of
the solution.
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Figure 5.1: Graphical model for BCNHA model, where the top box represents the prior on 
the number of clusters, the middle box represents the observations and the ground truth 
as a latent variable and the bottom box represents the parameters of the clusters. 
For the instances that belongs to the same component qi = k, we assume 
that the behavior of the annotators is uniform and therefore, each of them is 
characterized by a sensitivity O.k£ E (0, 1] and a specificity f3k£ E [O, 1]. In this way, 
each annotator is no longer characterized by a unique sensitivity and specificity, but 
by a set of them that model de differences in its behavior for different areas of the 
instances space, i.e. we flexibilize the model to accommodate locally homageneous 
annotators. 
In addition, we assume that the annotators are independent given Qi and Zi· 
Given these assumptions, the distribution of Yi given the component qi and the 
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ground truth zi follows a multiplicative binomial distribution :
yi  azib1 zi ; (5.4)
ai =
LY
`=1
(qi`)
yi`(1  qi`)1 yi` ; bi =
LY
`=1
(qi`)
1 yi`(1  qi`)yi` : (5.5)
The problem is that the inferences are sensitive to the number of components
K chosen. In the limiting case K = 1 the model assumes that the annotators are
homogeneous across the whole instance space. If K is too large the model is to
complex and we are not able to infer accurately the properties of the annotators.
In the limiting case K = N , each user has a dierent behavior for each instance
and therefore, no learning is possible.
To solve the issue, we resort to BNP (see chapter 3). The BCNHA starts from
a Dirichlet Process Mixture Model (DPMM) Antoniak (1974). Specically, we rely
on a Stick Breaking (SB) construction Sethuraman (1994) because it is a suitable
representation to apply variational inference:
vkj  Beta(1; ); k = vk
k 1Y
j=1
(1  vj); (5.6)
qij  Discrete(): (5.7)
Here,  2 R+, vk 2 [0; 1] and  2 S1, where S1 is the innite dimensional
probability simplex (See chapter 3). In this way, the BCNHA has a priori innitely
many components, from which only a nite subset of them have a non zero weight
a posteriori.
The SB prior tends to favor MM with a small number of component. This is
sensible in our case, in which it makes sense to assume a priori that the annotators
are homogeneous across the instance space. However, once we see the data, the
model automatically infer the necessary number of components depending on the
complexity of the dataset.
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We dene the following prior distributions for the hyper-parameters,
k;kj; v; p;	  NW 1(; v; p;	); (5.8)
k`j1`; 2`  Beta(1`; 2`); (5.9)
k`j1`; 2`  Beta(1`; 2`); (5.10)
wk  N(0; a21IDD); bk  N(0; a2); (5.11)
where NW 1 represent a Normal Inverse Wishart distribution. Except for the
parameters of the nal local classiers wk; bk, we have chosen conjugate priors
which are desirable for simplifying the inference of the parameters of the model.
We also dene a gamma distribution over the concentration parameter of the DP
i.e. j1; 2  Gamma(1; 2), as was suggested in West et al. (1994) to make
the model more robust with respect to the concentration parameter.
5.2.2 Inference
We are interested in the posterior distribution of the latent or hidden variables
 = fq1:N ; z1:N ;v1:1;1:1;1:1;1:1;1:1; w1:1g;
given the data
D = fx1:N ; y1:Ng
and the hyperameters
H = f; v; p;	;1;2; 1; 2; a1; a2; 1; 2g:
Here we denote by wk the concatenation of the weight vector wk and the
bias bk. However, getting the exact posterior distribution p(jD;H) is compu-
tationally intractable as we need to compute its normalization constant which
implies to integrate over all possible values of the latent variables, i.e. p(D;H) =R
p(Dj;H)p(;H)d(). Therefore, we need to resort to approximate inference
methods.
Since the proposal of the DPMM, approximate inference schemes based on
Markov Chain Monte Carlo (MCMC) methods have played a crucial role. Instead,
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we use variational inference to speed up the convergence when we work with large
datasets (See chapter 3).
In our case, we assume that the variational distribution that we use to approx-
imate the posterior distribution factorizes in the following way:
g() = g1(q1:N )g2(z1:N )g3(v1:K ;1:K ;1:K ;1:K ;1:K ; w1:K); (5.12)
where we have truncated it making vK = 1 as was proposed by Blei and Jordan
(2006). This truncated process closely approximate a true DP when when the
truncation level K is chosen large relative to the number of data points.
We need to choose a distribution for each of these factors, as well as the values
of their parameters  to maximize the following lower bound of the evidence of
the model:
ln(D;H)  Eg()fln(p(;D;H))g   Eg()fln(g())g: (5.13)
For a particular subset of latent variables n, the factor g(n) that maximizes the
bound in Equation 5.13, is given by the following expression, where  n represents
the remaining latent variables:
g(n) / exp(Eg( n)fln(p(;D;H))g): (5.14)
The complete log-likelihood log(p(;D;H)) has the following form in our case:
ln(p(;D;H)) =
NX
i=1
KX
k=1
I(qi = k)

zi
n
ln(( w>k xi) + ln(ai)
o
+ (1  zi)
n
ln((  w>k xi) + ln(bi)
o
+ ln(N(xijk;k))
+ ln(vk) +
k 1X
j=1
ln(1  vj)

+
KX
k=1
n
ln(NW 1(k;kj; v; p;	))
+ ln(N( wkj0;C)) +
X
`
[ln(Beta(k`j1`; 2`))
+ ln(Beta(k`j1`; 2`))]
o
+
K 1X
k=1
ln(Beta(vkj1; )) + ln(Gamma(j1; 2));
(5.15)
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where xi are the feature vectors with an intercept, i.e. xi = [x
>
i 1]
>, I(:) represents
the indicator function and C = diag[a21; a
2
1; : : : ; a
2
1; a
2
2] is a matrix of dimension
(D + 1)  (D + 1). Given the factorization in Equation 5.12 we can update the
parameters in an iterative way giving rise to a coordinate ascent algorithm.
1. Obtain initial guesses for g1(q1:N ), g2(z1:N ) and
g3(v1:K ;1:K ;1:K ;1:K ;1:K ; w1:K)
2. Update g1(q1:N ) according to:
g1(q1:N ) / exp

Eg2g3 (ln(p(;D;H)))
	
: (5.16)
3. Update g2(z1:N ) according to:
g2(z1:N ) / exp

Eg1g3 (ln(p(;D;H)))
	
: (5.17)
4. Update g3(v1:K ;1:K ;1:K ;1:K ;1:K ; w1:K) according to:
g3(v1:K ;1:K ;1:K ;1:K ;1:K ; w1:K) /
exp

Eg1g2 (ln(p(;D;H)))
	
:
(5.18)
5. Compute the value of the lower bound in Equation 5.13 and check it to
evaluate if the algorithm has converged. If that is not the case go back to
the second step.
Observing Equations 5.16, 5.17 and 5.18 we can see that a fully factorized
variational distribution arises:
q() =
NY
i=1
g(qi)
NY
i=1
g(zi)
KY
k=1
g(vk)
KY
k=1
g(k;k)
KY
k=1
LY
`=1
g(kl)
KY
k=1
LY
`=1
g(kl)g( wk)g():
(5.19)
Notice that the set of additional independencies that appear in Equation 5.19 when
we compare it with Equation 5.12, are not the consequence of making additional
assumptions. Instead, these independencies follows directly from the algorithm.
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Figure 5.2: The logistic function ( w>k xi) (solid line) and its variational lower bound
(dashed line) for  = 2. Borrowed from Jordan and Jaakkola (1996).
The sigmoid function that appear in Equation 5.15 does not allow to directly
compute the updating equations, as we need to compute the expectation of a
sigmoid function with respect to a gaussian density function. Instead, we use the
following variational lower bound proposed by Jordan and Jaakkola (1996),
( w>k xi)  (ik) exp
n w>k xi   2ik
2
+ (ik)
h
(( w>k xi)
2   2ik
io
; (5.20)
where
(ik) =
1
2ik
n
(ik)  1
2
o
: (5.21)
This lower bound has the nice property that it is at most quadratic in the quan-
tity w>k xi, allowing the analytic computation of the corresponding expectations.
Notice that this lower bound depends on a set of parameters fikgfi=1:N;k=1:Kg, so
we have to maximize the lower bound with respect to the value of these auxiliary
parameters in order to make it as tight as possible. In Figure 5.2, we can visualize
how this lower bound approximates ( w>k xi) when  = 2.
Applying this lower bound, we get the following form for the factors involved
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in Equation 5.19:
g(qi) = Discrete(1i;2i; : : : ;Ki); (5.22)
g(zi) = Bernoulli(i); (5.23)
g(vk) =
8<: Beta(1k; 2k) k = 1 : K   1(vk   1) k = K (5.24)
g(k;k) = NW
 1(k; vk; pk;	k); (5.25)
g(kl) = Beta(1kl; 2kl); (5.26)
g(kl) = Beta(1kl; 2kl); (5.27)
g( wk) = N(bk; bk); (5.28)
g() = Beta(s1; s2): (5.29)
The updating equations for the parameters and the analytical form of the lower
bound are given in Appendix D. The coordinate ascend algorithm is guaranteed to
converge to a local maximum of the likelihood function. This lower bound allows
assessing when the algorithm has converged as well as compare the result of the
algorithm with dierent initializations in order to choose the one that is closer to
the global maximum of the the marginal likelihood.
5.2.3 Predictive distribution
Apart from the inference of the parameters of the model, we are also interested in
predicting the ground truth of new instances coming from the same distribution.
We compute the following predictive distribution
p(zjx;D;H) =
Z
p(zjx;;D;H)dP (jD;H): (5.30)
Given the factorization of the posterior, we can approximate it by the following
expression:
p(zjx;D;H) = 1PK
k=1Egk;k fp(xjk;k)gEgv1:K f(v1:K)g

KX
k=1

Eg wk fp(zjx; wk)gEgk;k fp(x
jk;k)gEgv1:K f(v1:K)g

;
(5.31)
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where:
Egv1:K f(v1:K)g =
1k
1k + 2k
k 1Y
j=1
2j
1j + 2j
; (5.32)
Egk;k fp(x
jk;k)g = 1
D=2
 D (pk+1=2)
 D (pk=2)
j	kjpk=2
j	0jpk+1=2
 vk
vk + 1
D=2
; (5.33)
	0k = 	k +
vk
vk + 1
(x   k)(x   k)>: (5.34)
Here we have used  D(:) to denote the multivariate gamma function. To compute
the expectation with respect to g wk in Equation 5.31 we need to resort again to
the approximation in Equation 5.20. Applying this approximation and developing
the expression we get the following:
Eg wk fp(z = 1jx; wk)g  maxk
(k)j bBkj
jbkj  exp

 1
2
nb>k bk bk   be>k bBkbeko
(5.35)
bBk = bk + 2(k)xx> 1; (5.36)
be> = b>k b 1k + x2  bBk (5.37)
Once we have approximated the predictive distribution we just need to apply
a threshold to estimate the label of the test example.
5.2.4 Related work
To the extent of our knowledge, only two inductive methods have considered a
varying sensitivity and specicity across the instance space for the annotators. In
Yan et al. (2010) the authors propose a discriminative model which assumes that
the annotators are independent and that the label of each of them is corrupted
by Gaussian additive noise. The model considers in-homogeneous annotators by
making the noise variance to depend on the particular instance following a sig-
moid function. This parametrization is somewhat rigid and it cannot be easily
interpreted to, for example, help physicians improve their diagnosis. In Zhang
and Obradovic (2011), the authors assume that the data comes from a gaussian
mixture model (GMM) and that the behavior of the annotators is uniform in each
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component. To t the GMM they discard the labeling, which contains relevant
information to determine the areas across which the annotators are consistent.
They use the Bayes Information Criterion (BIC) approximation Fraly and Raftery
(1998) to x the number of components. After this rst step, they apply the
algorithm in Raykar et al. (2010) to infer the sensitivity and specicity of the
annotators in each of the identied areas.
The nal classier of the BCNHA is similar to other BNP supervised algo-
rithms like Shahbaba and Neal (2009); Hannah et al. (2010); Wang et al. (2010).
However these methods have been designed to solve a traditional supervised task
and therefore, they can not deal with multiple annotated training sets. In addition,
there are also dierences in the method used to infer the parameters. In partic-
ular Shahbaba and Neal (2009); Hannah et al. (2010) propose a method based
on MCMC. In Wang et al. (2010) a variational method is used, but they used
a dierent classication function for the local classiers (a cumulative Gaussian
distribution).
Another research line consists of analyzing whether it is possible to learn only
from the labels provided by the annotators, without knowing the ground truth.
It has been proved that without any assumptions about the annotators, it is not
possible to learn the ground truth as there may be other equally likely solutions
that makes the problem ambiguous Della Penna and Reid (2012). In Wauthier
and Jordan (2011), the authors defend that observing the ground truth for some
instances, allows to avoid this ambiguity. They also propose a model in which each
annotator is modeled by a linear classier. To contemplate the correlation among
the annotators these linear classiers are a linear combination of an innite set of
latent variables with an Indian buet process as a prior.
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5.3 Experimental results
5.3.1 Synthetic dataset
A synthetic database has been built to show that the BCNHA model works well
under the model's assumptions. To that end, we generate a set of two dimensional
instances coming from a nite mixture distribution with ve components. Then,
we assign three of them to the positive class, i.e. z = 1, and the remaining two to
the negative class, i.e. z = 0.
To simulate the labels given by each of the annotators, we are going to assume
that each of them makes its decision based on a dierent view. A view is a subset
of the total number of attributes D that denes the instances x. We represent the
indexes of the attributes contained in the view used by the annotator ` by I` and
the view of the annotator ` of a particular instance x by xd:d2I` . In this way, each
annotator bases his decision on partial information.
This example mimics the way a physician would evaluate a patient, from a
large set of tests each physician takes only a subset that might give him sucient
information to evaluate a patient, at an aordable price. Depending on how many
tests they ask for, and what particular tests they ask for, their sensibilities and
specicities vary.
Three annotators are simulated in this way. In particular, the rst annota-
tor uses both attributes (I1 = f1; 2g) while the second annotator only the rst
attribute (I2 = f1g) and the third annotator only the second attribute (I3 = f2g).
To compute their labels we use a simple maximum likelihood estimator using
the particular view selected for each annotator. For each annotator ` 2 f1; : : : ; Lg,
we compute the sample mean `k =
1
N
PN
i=1 x
d:d2I`
i and the sample covariance ma-
trix `k =
1
N
PN
i=1(x
d:d2I`
i  `k)>(xd:d2I`i  `k) of each cluster. Then, we gener-
ate the labels of the annotator ` by allocating each instance to the component that
maximizes the likelihood, i.e. choosing the k that maximizes N(xd:d2I`i j`k;`k),
and labeling the instance with the label associated with the chosen component.
Following this scheme, we generate N = 1000 samples and we randomly select
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Figure 5.3: Output of the BCNHA for the simulated database
80% of the samples as our training set and test the performance of the algorithm
with the remaining 20%. We use the training set to infer the parameters of the
model, i.e. mean, variance, ground truth and characteristics of each annotator, for
each component using the inference algorithm described in Section 5.2.2, where we
use a truncated the variational approximation with 30 components, i.e. K = 30.
Once we have obtained the parameters of the model, we apply the nal classier
to the test set to validate the model. In Figure 5.3, we can see the sub-groups
or clusters that are identied by the BCNHA model, as well as the ground truth
inferred for the samples that belongs to each of these clusters.
The true and estimated sensitivity and specicity of each of the clusters identi-
ed by the BCNHA model are shown in Tables 5.1 and 5.2. Notice that, whenever
there are enough samples the estimation is quite close to the real value. For exam-
ple in component two, there are enough positive samples to estimate the sensitivity.
However, if there are few samples, the estimation is skewed toward the prior. For
example, in component three there are only three positive samples, and therefore
the real value of the sensitivity is not signicant. This is sensible given that in
clusters with a small number of samples of one class, the sample estimate of the
parameters of the annotators is not a good estimator. In this cases, maximum
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Table 5.1: Real Sensitivity/Specicity
Cluster ID 1st 2nd 3th
1 100=  100=  72:02= 
2 98:23=100 86:73=100 99:11=0
3 0=100 0=90:34 0=100
4 71:43=98:17 83:67=92:68 26:53=60:37
5 79:36=90:43 57:14=19:15 93:65=48:94
Table 5.2: Estimated Sensitivity/Specicity
Cluster ID 1st 2nd 3th
1 98:02=88:23 97:9=88:24 74:66=88:27
2 96:35=89:49 87:68=88:27 96:53=87:73
3 88:36=97:73 88:39=89:4 88:17=97:43
4 91:88=97:89 91:35=88:18 53:32=64:02
5 93:56=96:96 71:05=47:73 95:75=63:1
likelihood methods tend to overt to the data.
Averaging the results over 100 repetitions, in which we randomly select the
training and test sets, we get the results shown in Table 5.4. We compare the
performance of the BCNHA with two state-of-art algorithms Yan et al. (2010);
Zhang and Obradovic (2011). To make a fair comparison with Yan et al. (2010)
and Zhang and Obradovic (2011), we impose the following constraint fwkgKk=1 = w
forcing the nal classier to be linear. In addition, we show the performance of
the model without such constraint, i.e. allowing a non-linear classier. Finally,
we show the performance of a logistic regression using a majority voting strategybzi = PL`=1 yi`.
5.3.2 Real Datasets
In this section we have tested the BCNHA model using two real datasets. The
rst one is the well-known USPS handwritten 16x16 digits dataset. This dataset
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consists of 11000 8-bit grayscale images. There are 1100 examples per class, being
the classes the digits from 0 to 9. For our purpose we randomly select 1000
examples and we tackle the binary task of identifying whether a digit is even or
odd. The idea is to create a dataset in which the performance of the annotators
depends on other latent factors apart from the ground truth. The obvious example
that comes to mind is the number itself, i.e. an annotator may have a dierent
performance classifying a image of a 2 than classifying an image of a 4 as even
numbers. However, there may be other not so obvious latent factors that determine
the performance of the annotator, e.g. an annotator may perform better in an
area of the instance space which contains thin strokes images or numbers with
signicant smaller sizes. It is important to note that the BCNHA model identies
the dierent areas of the instance space without being explicitly told about which
factors characterize these dierent areas. It just performs a clustering in the
product space of the covariates and the annotations.
This subset is evaluated by 5 dierent annotators with dierent characteristics
(age, gender, visual handicaps. . . ). All the annotators evaluate all the cases. In
addition, as the accuracy of humans in handwritten digits is 98.26% Dong (2001),
the samples presented to the annotators are not the actual digits, but a distorted
version of them. This distortion is random and independently applied to each of
the samples. Moreover, they are only able to see each of the digits for one second,
which contributes to make the task more challenging. A small sample of both, the
original dataset, as well as the distorted one are shown in Figures 5.4a and 5.4b.
Once the annotators have provided the labels, we apply PCA as a standard
preprocessing step to reduce the dimensionality of the instances. We keep the rst
20 principal components, retaining 90% of the total variance of the signal, and
we randomly select 80% of the samples for training leaving the remaining 20% for
testing. We approximate the posterior with a truncated variational distribution
with 30 components, i.e. K = 30, inferring the parameters from the labels provided
by the annotators (without using the ground truth). We train the BCNHA model
using the training samples with the labels provided by the annotators (without
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(a) (b)
Figure 5.4: (a) Original samples from the USPS database. (b) Distorted samples from the
USPS database. A random distortion that includes a rotation, a partial occlusion and a
polynomial deformation is applied to the samples before being presented to the annotators.
using the ground truth). The experiment is repeated 100 times and the results are
shown in Table 5.4. We observe that the BCNHA shows the best performance. We
see that the variant with the nonlinear classier have a better performance due to
the nonlinearity of the task. However, the linear variant also outperforms the other
algorithms. The algorithm in Yan et al. (2010) also shows a good performance,
but the algorithm in Zhang and Obradovic (2011) fails to capture the complexity
of the database due to the use of a less robust model selection strategy only based
on the covariates. In the BCNHA model, we infer a posterior distribution over the
space of all possible partitions of the instances, based not only on the covariates
but on the annotations. In addition, to estimate the ground truth of the training
set, the BCNHA averages over the posterior distribution of all possible partitions,
which is more robust to over-tting than selecting a x number of components by
solving a maximization problem.
In Figure 5.5, we can see the 9 largest clusters found by the BCNHA model.
Each column represents a dierent cluster. They are arranged from left to right
according to their sizes, being the largest one represented by the rst column on
the left. We can see that some of these clusters reect common mistakes committed
by the annotators. For example, in cluster 2 we can see that annotators are prone
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Figure 5.5: Identied clusters. Each column shows the 20 most representative instances
of a cluster. The clusters are ordered according to their sizes. The rst column on the left
represents the largest cluster.
to commit mistakes between numbers 7 and 9, although this is not counted as
an error in the current task of discriminating between even and odd numbers. In
clusters 5, we can observe similarities between the numbers 3, 5 and 8. In cluster
6 annotators are going to make mistakes between 4 and 9. The BCNHA model
takes advantage of this heterogeneity of the database by allowing the annotators
to have dierent properties (sensitivity and specicity) in each cluster. Finally, in
Table 5.3 we show the sensitivities and specicities of the annotators in these 9
components.
The second dataset was built based on the Electromagnetic Articulography
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Table 5.3: Estimated Sensitivity/Specicity (USPS dataset)
Comp. 1st Ann. 2nd Ann. 3rd Ann. 4th Ann. 5th Ann
1 98:99=75:15 96:98=74:86 91:97=75:29 98:00=75:84 94:97=72:94
2 85:97=68:55 87:12=79:31 81:50=63:89 89:42=56:22 85:46=85:51
3 74:97=98:40 74:98=98:38 74:95=95:28 75:01=75:85 75:02=85:85
4 67:00=93:81 56:60=87:90 85:93=71:48 57:18=85:74 66:76=72:38
5 95:30=87:49 91:00=51:38 64:98=75:91 93:40=39:81 94:91=87:41
6 66:89=87:89 82:67=96:22 67:73=73:40 66:72=84:24 51:08=81:83
7 75:00=95:69 75:00=95:69 75:00=95:67 75:00=91:37 75:00=87:70
8 74:92=96:46 74:93=96:42 75:05=89:36 74:95=85:80 75:04=78:25
9 87:42=53:04 87:69=21:10 51:95=58:68 87:63=21:00 87:75=16:29
(EMA) Database Lee et al. (2005). The EMA database is a Multi-modal database
used for emotion recognition. In this chapter, we use only the speech signal. Emo-
tional speech recognition is a eld whose goal is to develop algorithms that are
able to identify the emotional state of a human being from its voice. Emotions
recognition helps to improve the performance of human-computer interactions sys-
tems and therefore it is an important research line in the machine learning area.
Some of the applications that we can nd in the literature are the development of
call centers software that is able to identify the frustration of the customer and
therefore modify its behavior according to it, the design of systems that helps the
physicians to provide better diagnosis by being more conscious of the emotional
state of the patient or the design of better voice synthesizers (see Ververidis and
Kotropoulos (2006)).
The EMA database consist of 534 utterances. These utterances corresponds
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Table 5.4: Test error (%)
Method / Dataset Synthetic EMA USPS
Majority voting 9:35 1:81 26:11 (4:31) 8:07 1:85
Algorithm in Yan et al. (2010) 9:15 2:42 29:96 4:20 8:01 1:68
Algorithm in Zhang and Obradovic (2011) 19:08 9:76 25:99 3:96 14:10 2:68
BCNHA Linear Classif. 8:67 1:66 25:34 3:39 7:63 1:75
BCNHA Non-linear Classif. 6:96 2:68 28:19 5:01 5:41 1:69
with 14 sentences read by three speakers under four acted emotions, i.e. neutral,
angry, sad and happy. There is a native-speaker man that reads the 14 sentences
and two women that read 10 sentences. Each instance is recorded ve times by
each actor (some of the sentences had to be removed because the audio le was
damaged). Each utterance is evaluated by at least three experts which classify each
of them as belonging to one of the previous emotions. Among all the utterances,
we select a subset of 534 instances as the most representatives of the emotions
that the actors were representing.
Following the experimental setup presented in Zhang and Obradovic (2011),
we tackle the binary classication task of recognizing positive emotions, i.e. happy,
neutral, versus the negative ones, i.e. sad, angry. In the same way we selected 13
statics features consisting of 12 MFCCs computed from 24 lter banks and the log
energy. In addition we computed 13 delta coecients and 13 delta-delta coecients
from the speech signal over 25 ms frames with 10 ms overlap. Finally we computed
the feature-wise mean over the entire utterance. The audio les were labeled by
two native speakers and three non-native speakers. These are the labels that are
used by the BCNHA model in the training stage. Like in the USPS database we
randomly select 80% of the sampling to infer the parameters of the variational
distribution with K = 30, leaving the remaining 20% for testing and we repeated
the experiment 100 times. The results are shown in Table 5.4, where we can show
that the BCNHA models with linear classier show the best performance. The
performance of Zhang and Obradovic (2011) is similar but slightly worse which
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is sensible given that it is based on similar assumptions. The dierence is due to
the joint inference of the components, the performance of the annotators and the
classier that is done in the BCNHA model. We see that the algorithm inYan
et al. (2010) is unable to capture the behavior of the annotators in this database
and the performance drops below the majority voting algorithm.
The algorithm detects 6 components. The 85% of the samples fall into the
two largest components of the mixture model. In particular the rst component
contains 64% of the utterances recorded by the actor and 33% of the ones recorded
by the actresses. The second component contains 49.3% of the utterances recorded
by the actresses and 23.6% of the ones recorded by the actor. This indicates, as
was previously noticed in Zhang and Obradovic (2011), that the annotators have
a dierent performance depending on the gender of the speaker.
Table 5.5: Estimated Sensitivity/Specicity
Annotator 1st Comp. 2nd Comp.
1 90:43=71:52 85:64=87:56
2 69:15=81:11 80:40=75:58
3 87:13=91:95 89:82=93:79
4 83:19=92:71 92:63=95:18
5 85:87=69:53 96:87=72:63
In Table 5.5 we can see the performance of the annotators for the 2 main
identied components. This information could be useful to designate the most
suitable annotator for each particular instance. For example, we can see that the
annotator 2 has a signicantly lower performance than the rest of the annotators,
and therefore, it might be sensible to replace her in the future. In addition, the
BCNHA model discovers dierences in the behavior of the remaining annotators.
For example, while most of the annotators show an overall better performance
in the instances that are allocated to the second component, the annotator 1
performs better in the rst component when the true label is 1. This suggests
that we should assign to annotators 3, 4 and 5 future instances that are similar
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to the ones allocated in the component 2. Of course, more advanced strategies
for the assignment of future samples can be design once all this information is
unraveled. For example, we could use annotator 3 to double check the instances
allocated to the component 2 and labeled as 0 by the annotator 5. Likewise, we
could send the instances of the component 1 labeled as 0 by the annotator 1, to the
annotator 4 given the high sensitivity of the former and the high specicity of the
later. Finally, knowing all this information might allow to pair the annotators so
they can help each other to solve their biases in the labeling process, and therefore
improving the performance of the overall system.
5.4 Conclusion
We have proposed a new inductive classication algorithm that can work under a
multiple annotator scenario in which the annotators has a non uniform sensitivity
and specicity across the instance space. Our algorithm is based on a generative
approach since one of our main goals was to obtain an interpretable model which
helps the annotators to improve their performance and identify possible biases in
their decision process. We have used a DP prior to identify the areas across which
the annotators are consistent, the sensitivity and specicity of each annotator in
each area, the ground truth of the training examples and a classier to predict the
ground truth of future examples. We have tested the performance of the method
in two real scenarios and showed that the algorithm outperforms the state-of-
art algorithms. Moreover, the generative model discovers additional information
about the dierences in the behavior of the dierent annotators. The analysis of
this information is useful to design strategies to increase the overall performance
of the system, e.g. identifying the best annotators to label a particular instance
or pairing annotators with dierent biases so they can learn from each other. The
results of this chapter can also be found in G. Moreno et al. (2015).
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6
Conclusions and Further Work
6.1 Summary
In this chapter, we summarize the contributions of this thesis, and also describe
some possible lines for future research.
In this thesis we have analyzed the use of Bayesian Nonparametric (BNP)
models in the context of crowdsourcing. Specically, we have focused on the
problem of combining the labels provided by a set of annotators who face a multi-
class classication problem.
As a rst main contribution, we have extended the transductive model for label
aggregation proposed by Heung-Nam et al. (2010). By using a Chinese Restaurant
Process (CRP) prior, we have achieved three main goals:
 Identify dierent groups of annotators with similar properties. In a crowd-
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sourcing application where we have a high number of unknown annotators,
this partition provides a useful and interpretable summary of our pool of
annotators. This summary can be use to devise better rewarding policies for
the annotators, or to increase their performances by better designed training
schemes.
 Increase the robustness of the algorithm with respect to the Cold Start Prob-
lem (CSP). The model adapts its complexity, i.e. the number of parameters,
depending on the available information. A priori, it favors solutions with a
low number of parameters. In the limit, all the annotators are allocated to
the same cluster, being equivalent to a majority voting strategy. However, if
there is enough information to discard that hypothesis, it starts to consider
partitions with a larger number of clusters of annotators.
 Contemplate more complex correlation's patterns among the annotators
Specically, we have proposed two models. While the rst one (Clustering
based Bayesian Combination of Classiers (cBCC)) forces all the annotators that
belong to the same cluster to have exactly the same properties, the second one (Hi-
erarchical Clustering based Bayesian Combination of Classiers (hcBCC)) allows
each annotator to have dierent properties from the rest, but similar to those that
have been allocated to the same cluster. We have developed Markov Chain Monte
Carlo (MCMC) algorithms based on Gibbs sampling and the help of auxiliary
variables to cope with the non-conjugancies present in the models.
The second main contribution is a new inductive model for combining the
labeling of annotators with a non-homogeneous behavior. We have modeled the
inconsistencies in the behavior of the annotators by dividing the covariate space in
dierent areas where the annotators may exhibit dierent performances. By using
a Mixture Model (MM) and a Stick Breaking (SB), the algorithm identies those
areas, the properties of the annotators in each of the areas, the estimates of the
ground truth and a classier to classify future unlabeled instances.
The SB reects our prior belief that the annotators tend to be consistent. It
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favors partitions of the covariate space with few clusters. However, if the training
set suggests otherwise, the algorithm is able to contemplate more complex mod-
els with ner partitions of the instance space, i.e. less consistent behavior of the
annotators. This information can be used to better understand the weaknesses
of the dierent annotators in the system and try to help them to correct these
weaknesses improving their performances. We develop a variational inference al-
gorithm using a mean-eld approximation and an local lower bound to address the
non-conjugancies in the model.
All the proposed models were tested using synthetic and real dataset in order
to evaluate their performances against state-of-the-art algorithms. These results
can also be found in G. Moreno et al. (2014) and G. Moreno et al. (2015).
6.2 Future Work
Our work also suggests several paths for further research, both in the algorithmic
and application sides. We provide below a list with some of the potential future
research lines.
Hierarchical communities of annotators. Regarding the algorithms to iden-
tify communities of annotators, one potential improvement is to consider hierar-
chies of annotators instead of a at partition. Building a hierarchical clustering
is a problem that has received a an increasing attention in the last years in BNP
(Ghahramani et al., 2010; Paisley et al., 2012). The challenge is to keep the com-
putational complexity of the algorithm under control.
Smooth varying inconsistency. While we have modeled the inconsistency of
the annotators by dividing the instance space in a set of areas and assuming that
the annotators are consistent in each of them, an alternative is to assume that
the properties of the annotators vary smoothly across the instance space. This
behavior can be modeled using generalized Gaussian Processes (GPs) (Shang and
Chan, 2013; Chan, 2013). The challenge of this approach is the high computational
complexity of the inference. Extensive empirical simulations will be needed to
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compare these two hypothesis in dierent real scenarios.
Nested Partition Models. Another extension, is to combine the proposed meth-
ods by using BNP models that simultaneously take into account a partition of the
annotators to identify clusters of users and a partition of the instances to model
non-homogeneous annotators (Kemp et al., 2006; Rodriguez and Ghosh, 2009).
Normalized Complete Random Measures. The Dirichlet Process (DP) can
be seen as a particular instance of a broader family of stochastic processes called
Normalized Complete Random Measures. Recently, Favaro and Teh (2012) pro-
posed a general sampling algorithm for any prior inside this family. While the DP
imposes a sometimes quite restrictive shape over the prior distribution of the size
of the clusters, this extension would allow to use more exible priors inside this
family.
Features Models. While so far we have only considered clustering solutions,
feature solutions allow to model the possibility of an annotator simultaneous be-
longing to more than one community (Griths and Ghahramani, 2005). In the
same way, we can divide the instance space in overlapping areas.
Scalable inference algorithms. The main advantage of crowdsourcing is the
possibility of distributing the labeling across a big pool of users. The sizes of the
datasets that are labeled in this way are increasing every year. We therefore need
inference algorithms that are scalable. Stochastic Variational Inference (Homan
et al., 2013) has become very popular recently because the implementation is
reasonably easy and allows to scalate the variational inference to big datasets.
Regarding MCMC, a similar approach to scalate to big datasets was proposed
by Patterson and Teh (2013). In addition, developing inference algorithms that
can be parallelize across multiple machines is an interesting direction, specially
given the exponential proliferation of commodity clusters and the new open-source
frameworks available (White, 2012; Zaharia et al., 2010).
Alternative observation models. Extending the proposed ideas to other prob-
lems, e.g. soft labels, regression, ranking, multi-label, and developing a general
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and ecient software is another potential research line.
Active Learning. In active learning, the learning algorithm is able to interac-
tively query an oracle to obtain the labels of new data points (Settles, 2010). In
a multiple annotators scenario, the oracles are the annotators. Using the infor-
mation about the existing groups of users as well as their performances in the
dierent areas of the instance space, can lead to eective active learning algo-
rithms that can reduce the cost by querying the most appropriate annotator for
each instance. It is important to notice that always selecting the annotator whose
performance is better for the instance to label, may lead to poor solutions if the
estimate of his performance is based on a small number of samples, i.e. trade-o
exploitation-exploration.
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A
Induced Correlation by the cBCC model
In the Independent Bayesian Combination of Classiers (iBCC) model, the joint
probability of two users given the ground truth is:
p(yi`; yi`0 jzi = t) =  (t)
 (t + I(yi` 6= 0))
Y
c
 (ttc + I(yi` = c; yi` 6= 0))
 (ttc)

  (t)
 (t + I(yi`0 6= 0))
Y
c
 (ttc + I(yi`0 = c; yi`0 6= 0))
 (ttc)
= p(yi`jzi = t) p(yi`0 jzi = t)
(A.1)
Therefore:
corr(I(yi` = a); I(yi`0 = b)) = 0 (A.2)
In the Clustering based Bayesian Combination of Classiers (cBCC) model,
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we have the following expression for the joint distribution of yi` and yi`0 :
p(yi`; yi`0 jzi = t) =

1
1 + 

 (t)
 (t + I(yi` 6= 0) + I(yi`0 6= 0))

Y
c
 (ttc + I(yi` = c; yi` 6= 0) + I(yi`0 = c; yi`0 6= 0))
 (ttc)
#
+


1 + 

 (t)
 (t + I(yi` 6= 0))Y
c
 (ttc + I(yi` = c; yi` 6= 0))
 (ttc)
  (t)
 (t + I(yi`0 6= 0))
Y
c
 (ttc + I(yi`0 = c; yi`0 6= 0))
 (ttc)
#
(A.3)
We can now compute the covariance in the following way:
cov(I(yi` = a); I(yi`0 = b)) = EfI(yi` = a)I(yi`0 = b)g   EfI(yi` = a)gEfI(yi`0 = b)g =
=

1
1 + 
"
 (t)
 (t + I(a 6= 0) + I(b 6= 0))
Y
c
 (ttc + I(a = c; a 6= 0) + I(b = c; b 6= 0))
 (ttc)
 
   (t)
 (t + I(a 6= 0))
Y
c
 (ttc + I(a = c; a 6= 0))
 (ttc)
  (t)
 (t + I(b 6= 0))
Y
c
 (ttc + I(b = c; b 6= 0))
 (ttc)
#
(A.4)
Assuming that a 6= 0 and b 6= 0, and considering the cases where a = b and
a 6= b we obtain the following equation for the covariance:
Cov(I(yi` = a); I(yi0`0 = b)jzi = t) =
8><>:
 

1
1+

1
1+t

tatb a 6= b
1
1+

1
1+t

ta(1  ta) a = b
(A.5)
Here we have taken into account that  (x + 1) = x (x). Once we get the
expression of the covariance, we divide it by the square root of the variances to
get the correlation:
Corr(I(yi` = a); I(yi`0 = b)) =
Cov(I(yi` = a); I(yi`0 = b))p
Var(I(yi` = a))Var(I(yi`0 = b))
(A.6)
It is straightforward to see that Var(I(yi` = a)) = a(1   a), getting the
expected result.
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Inference details for the hcBCC model
Here we derive the Gibbs updates for the parameters m and m of the Hierar-
chical Clustering based Bayesian Combination of Classiers (hcBCC) model. The
posterior distribution of the m and m is proportional to
p(;jY ; z;) / p(Y j;; z;) p(;) =
Y
`
Y
t
"
 (q`t )
 (n`t + 
q`
t )
Y
c
 (n`tc + 
q`
t 
q`
tc )
 (t
q`
tc )
#


Y
m
Y
t
"
 (t)Q
c  (ttc)
Y
c
(mtc )
ttc 1
#Y
m
Y
t
batt
 (at)
(mt )
at 1 exp( btmt )
:
(B.1)
We cannot compute an analytic expression for p(;jY ; z;) because the prior
on p(;) is no longer conjugate of the likelihood of the observations. The idea
is to include two auxiliary variables  and s such that we can compute the joint
distribution p(;;; sjY ; z;). To do so, we use the following relation between
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the gamma function and the Stirling numbers of the rst kind denoted by S:
 (x+ n)
 (x)
= (x)n =
nX
s=0
S(n; s)(x)s
Here (x)n denotes the Pochhammer symbol. Taking into account also the
denition of the beta distribution we reach the following expression:
p(;jY ; z;) /
Y
`
Y
t
"Z 1
0

q`
t  1(1  )n`t 1d
Y
c
n`tcX
s=0
S(n`tc; s)(
q`
t 
q`
tc )
s
#


Y
m
Y
t
"
 (t)Q
c  (ttc)
Y
c
(mtc )
ttc 1
#Y
m
Y
t
batt
 (at)
(mt )
at 1 exp( btmt )
(B.2)
And therefore we can introduce a set of auxiliary variables  and s such that
the joint distribution is given by
p(;;; sjY ; z;) /
Y
`
Y
t
"


q`
t  1
`t (1  `t)n`t 1
Y
c
S(n`tc; s`tc)(
q`
t 
q`
tc )
s`tc
#


Y
m
Y
t
"
 (t)Q
c  (ttc)
Y
c
(mtc )
ttc 1
#Y
m
Y
t
batt
 (at)
(mt )
at 1 exp( btmt )
(B.3)
and such that:
p(;jY ; z;) =
Z
p(;;; sjY ; z;)dds (B.4)
From Equation B.3 it is straightforward to compute the necessary conditional
distributions to implement the Gibbs sampler (See Section 4.2.3.2), where the only
non-standard distribution is the Antoniak distribution:
s`tc  Antoniak(n`tc; q`t q`tc )
We can easily sample from this distribution by using a set of Bernoulli auxiliary
variables in the following way:
s`tcj  Bern


+ j + 1

; j = 1 : : : n`tc (B.5)
s`tc =
X
j
s`tcj (B.6)
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Sampling the concentration parameter
In this appendix we detail the algorithm for sampling the concentration parameter
in the Clustering based Bayesian Combination of Classiers (cBCC) and Hierar-
chical Clustering based Bayesian Combination of Classiers (hcBCC) models. We
start from the following result by Antoniak (1974):
P (M j;L) = P (M j = 1; L)L!M  ()
 (+ L)
(C.1)
where M is the number of clusters of annotators,  is the concentration parameter
and L is the number of annotators. Then, we can set a prior on the concentration
parameter, so we have:
p(jrest) / p(jM;L) / P (M j;L)p() (C.2)
We can rewrite Equation C.1 in the following way:
p(jM;L) / p()M 1(+ L)
Z 1
0
e(1  e)L 1de (C.3)
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where we have used the identity:
 ()
 (+ L)
=
(+ L)B(+ 1;L)
 (L)
(C.4)
being B() the beta function, i.e. the normalization factor of a beta distribution. So
p(jM;L) can be seen as the marginal distribution of p(; ejM;L). Using a gamma
distributed prior for the concentration parameters, i.e.   Gamma(a; b), we
have:
p(; ejM;L) / a+M 1exp( (b   log(e)))+
La+M 2exp( (b   log(e)))
(C.5)
We can then compute the conditional distributions p(; ejM;L) and p(; ejM;L)
in closed form:
je;M;L  eGamma(a +M; b   log(e))+
(1  e)Gamma(a +M   1; b   log(e))
(C.6)
ej;M;L  Beta(+ 1; L) (C.7)
where:
1
1  e =
a +M   1
L(b   log(e)) (C.8)
Finally, to sample the concentration parameter we sample from these two con-
ditional distributions (Equations C.6 and C.7) in the Gibbs algorithm, and we
discard the samples of the auxiliary variable e.
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Variational Inference Details
This appendix contain the update equations and the lower bound for the Bayesian
Combination of Non-Homogeneous Annotators (BCNHA) model.
D.1 Update equations
 Parameters of g(kl):
1k` =
KX
k=1
ikiyi` + 1`;
2k` =
KX
k=1
iki(1  yi`) + 1`
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 Parameters of g(kl):
1k` =
KX
k=1
ik(1  i)(1  yi`) + 1`;
2k` =
KX
k=1
ik(1  i)yi` + 1`
 Parameters of g(qi):
ki =
kiPK
k=1 ki
ln(ki) =  D
2
h
ln() +
1
vk
i
  1
2
ln(j	kj)
+
1
2

(
DX
d=1
 (
pk + 1  i
2
)  (xi   k)	 1k (xi   k)

+ ( (1k)   (1k + 2k)) +
k 1X
j=1

 (2k)   (1k + 2k)

+ i
 LX
`=1
yi`( (1k`)   (1k` + 2k`))
+ (1  yi`)( (2k`)   (1k` + 2k`))
	
+ (1  i)
 LX
`=1
(1  yi`)( (1k`)   (1k` + 2k`))
+ yi`( (2k`)   (1k` + 2k`))
	
+ ln((ik))  ik
2
+ (i   1
2
)b>k bxi   (ik) hbxi bk + bkb>k  bxi   2iki
where  (:) represents the digamma function.
 Parameters of g( bwk):
bk =
(
C 1 + 2
NX
i=1
ik(ik)bxibx>i )
) 1
;
bk = bk
 
NX
i=1
ik

i   1
2
!
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 Parameters of g(zi):
i =
1i
1i + 2i
1i =
KX
k=1

ik
 LX
`=1
yi`( (1k`)   (1k` + 2k`))
+ (1  yi`)( (2k`)   (1k` + 2k`))
	
+ b>k bxi
2i =
KX
k=1

ik
 LX
`=1
(1  yi`)( (1k`)   (1k` + 2k`))
+ yi`( (2k`)   (1k` + 2k`))
	
 Parameters of g(k;k):
Nk =
NX
i=1
ik;xk =
1
Nk
NX
i=1
ikxi
Sk =
1
Nk
NX
i=1
ik(xi   xk)(xi   xk)
k =
Nkxk + v
Nk + v
; vk = v +Nk; pk = p+Nk
	k = 	 +NkSk +
vNk
v +Nk
(xk   )(xk   )
 Parameters of g(vk):
1k =
NX
i=1
ik + 1;
2k =
NX
i=1
KX
j=k+1
ij +
s1
s2
 Parameters of g():
s1 = 1 +K   1;
s2 = 2  
K 1X
k=1
((2k)  (1k + 2k))
 Update equation of ik:
ik = bx>i bk + bkb>k  bxi (D.1)
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D.2 Lower bound
LB = Egfln(p(;D;H))g   Egfln(g())g
=
NX
i=1
(
ln
 
KX
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ik
!
  i ln(i)  (1  i) ln(1  i)
)
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