The extension to infinite dimensional domains of Clarke's generalized Jacobian is the focus of this paper. First, a generalization of a Fabian-Preiss theorem to the infinite dimensional setting is obtained. As a consequence, a new formula relating the Clarke's generalized Jacobians corresponding to finite dimensional spaces K, L with K ⊆ L is established. Furthermore, in the infinite dimensional case, basic properties pertaining the generalized Jacobian are developed and then an identification of this set-valued map is produced. Applications of these results in the form of chain rules including sum and product rules, and a computational formula for continuous selections are derived.
Introduction
The question of defining a derivative-like object for nonsmooth functions was initiated in the late fifties by Rockafellar in [37] , and in references therein, where the concept of subgradients for (extended) real-valued convex functions was introduced. Since then, derivative-like objects for nonsmooth, in particular, Lipschitzian functions acting between two normed spaces have been the focus of intensive research. It is worth noting that there is another direction of research pertaining the class of Lipschitzian functions, namely, the study of their differentiability properties (cf. [1, 4, 6, 22, 29, 30, 35] ).
In the sequel, the letters X and Y stand for normed spaces. Their topological duals spaces are denoted by X * and Y * . Throughout this paper D is an open subset of X and p is a point in D. A continuation of this research is recently provided in [34] , where the notion of generalized Jacobian is extended to the setting when the range space Y is a dual space having the Radon-Nikodým property. The results of this paper play crucial roles for the investigations carried out in [34] .
The generalized Jacobian and its known properties
To recall the notions and the results from [33] , we introduce some basic notations and terminologies. In the sequel, we assume that Y is a finite dimensional normed space while X is any normed space. The open and closed unit balls in a normed space Z will be denoted by B Z and B Z , respectively. If Y is n-dimensional, then the space of continuous linear maps L(X, Y ) is topologically isomorphic to the product space (X * ) n , therefore when speaking about strong or weak * topologies in L(X, Y ), we refer to the corresponding topologies in (X * We denote by Ω L (f ) the set of those points p in D where f is L-differentiable. Clearly, the X-Gâteaux differentiability is equivalent to the standard Gâteaux differentiability. In this case, the subscript X will be omitted from the notation, i.e., D X f (p) will be denoted by Df (p). On the other hand, if L = h , that is, the linear span of a nonzero vector h ∈ X, then the L-Gâteaux differentiability of f means that the two-sided directional derivative, f (p, h), of f at p in the direction h exists and (2.4) respectively. Note that here the sequence (x i ) is not necessarily contained in the affine subspace p + L, and hence, ∂ L f (p) can be larger than Clarke's generalized Jacobian of the restricted function f | p+L at p, which is ∂ c g(0), where g is the function defined above. Clearly, Δ L f (p) is a nonempty compact set and ∂ L f (p) is a nonempty compact convex set of the space L(L, Y ). Now we are able to introduce the generalized Jacobian which is the main object of this paper:
D h f (p)(h) = f (p, h).
, which implies the reversed inclusion ∂f (p) ⊆ ∂ c f (p). Therefore, the generalized Jacobian defined above extends Clarke's generalized Jacobian to the general normed space setting.
The following result contains the most basic properties of the generalized Jacobian established in [33] . 
Here f (p) is the Lipschitz modulus of f at p defined by
It is easy to see that f is an upper semicontinuous function on D.
Basic properties of the generalized Jacobian
The next theorem generalizes the results of Warga [45] and Fabian and Preiss [13] . It will play a crucial role in obtaining the most important results of this paper. For its formulation, we introduce the following notion. Given a finite dimensional subspace 
When X is finite dimensional, the independence of Clarke's generalized gradient from nullsets was derived in [45] and [13] . The next theorem provides, on one hand, a generalization of the result in [45] and [13] via Eq. (3.2), on the other hand, a result given by (3. 3) that appears to be new even in the finite dimensional setting. This latter forms an extension theorem for any member of a K-Jacobian to an element of an L-Jacobian whenever K ⊆ L ∈ Λ(X). The proof is only up to a certain point parallel to that of Fabian and Preiss' result in [13] .
Theorem 3.1. Let X and Y be normed spaces and assume that
Proof. It suffices to prove the equality
because (3.2) and (3.3) are particular cases of (3.4) when K = L and N = ∅, respectively. Clearly,
, therefore, the inclusion "⊆" in (3.4) follows immediately. In the proof of the reversed inclusion "⊇"in (3.4), for simplicity, we identify Y , L and K with spaces R n , R and R k , respectively. Furthermore, K is embedded into L via the mapping ( Assume that the inclusion "⊇" in (3.4) is not valid, i.e., the inclusion "⊆" is proper. Due to the convexity and compactness of the sets on the left-and right-hand sides of (3.4), and to the strict Hahn-Banach separation theorem, there exist a matrix A = (a ij ) ∈ R n×k and a constant α ∈ R such that
(Otherwise, we could find a sequence
Taking a subsequence if necessary, we can assume that D L f (x i ) converges to an element B. Then B ∈ ∂ L,N f (p) and A, B| K α, which contradicts (3.5).) From the second inequality in (3.5) it follows that there exists an element y
Observe that the (i, j )th entry of the matrix 
where ρ > 0 is chosen so that y + ρB X ⊆ p + δB X . To simplify the notation, from this point on, we assume, without loss of generality, that y = 0. Then x is an element of L in the above inequality, therefore we can write x in the form (x 1 , . . . , x ), where x i stands for the ith coordinate of x. We note that until this point we have followed the proof of Fabian and Preiss [13] with obvious modifications. If k = , the proof can be finalized as in [13] .
In the rest of the proof we assume that k < . For positive numbers s and t, the k and ( − k)-dimensional cubes C(s) and R(t) will be defined by
where s > 0 and t > 0 are chosen to be so small that C(s) × R(t) ⊆ ρB L . Then, the inequality in (3.8) holds for almost every element x = (x 1 , . . . , x ) of C(s) × R(t). Consequently, integrating on C(s) × R(t) with respect to the variables x 1 , . . . , x and then dividing by (2s) k (2t) −k which is the volume of the rectangle C(s) × R(t), we get
Define, for j ∈ {1, . . . , k},
Then, by Fubini's theorem and by the absolute continuity of the function g j ,
The integrand in the right-hand side of the above identity is a continuous function, therefore, integrating with respect to the variables x k+1 , . . . , x , dividing by (2t) −k , taking the limit t → 0 and using the mean value theorem for integrals, we obtain
Thus, for small positive values of s, it follows from (3.9), that
The functions g j are K-Gâteaux differentiable at y = (0, . . . , 0). Since they are also Lipschitzian, their K-Gâteaux differentiability is equivalent to their K-Fréchet differentiability. Therefore, for all ε > 0, there exists a number s(ε) > 0 such that, for all (x 1 , . . . , x k ) ∈ C(s(ε)) and for all j ∈ {1, . . . , k},
It follows from (3.11), for all j ∈ {1, . . . , k} and for all (
Applying inequality (3.10) for s = s(ε), we get that
holds for all ε > 0. Upon taking the limit ε → 0, we obtain, after some effort a contradiction, which completes the proof. 2
As a consequence of the above theorem, we obtain after some effort, the following rule, which we name the restriction theorem. It gives an explicit formula for the restriction of ∂f (p) to finite dimensional subspaces. It seems to be a new result even in the finite dimensional setting. 
As an immediate consequence, we obtain the following nontrivial property of the generalized Jacobian.
Corollary 3.3. Let f : D → Y be a Lipschitzian function. Then, for all subspaces L ∈ Λ(X) and for all points
. Thus, by (3.12), the inclusion (3.13) follows. 2
Proof of Theorem 3.2. The inclusion "⊆" in (3.12) holds from the definition of ∂f (p).
To prove the reversed inclusion, for K ∈ Λ(X), introduce the following extended K-Jacobian defined by
where r = f (p) is the Lipschitz modulus of f at p defined in (2.6). Note that this set was named the intermediate K-Jacobian in [33] . Now let L ∈ Λ(X) be fixed and denote by Λ L (X) the set of those subspaces K ∈ Λ(X) that contain L. First we prove that the generalized Jacobian is the intersection of all the extended K-Jacobians such that K ∈ Λ L (X),
, and thus the inclusion "⊆" in (3.15) has been verified.
To prove the reversed inclusion in (3.15), observe that ∂f (p) = H ∈Λ(X) ∂ H f (p). On the other hand, for all
Taking the intersection with respect to all subspaces H ∈ Λ(X), we get
which completes the proof of (3.15).
To complete the proof of the reversed inclusion in (3.12), it remains to show that
Let A be an arbitrary member of the left-hand side of (3.17), i.e., let
Then S K is weak * compact and convex. The nonemptiness of S K is due to the choice of A. These sets satisfy the finite intersection property, since due to (3.16) we have 
where
is Clarke's generalized directional derivative. The limit points of directional difference quotients were introduced and investigated by Thibault [42] . Thibault's limit set is defined as follows:
The next result, which is based completely on the results of this paper and mainly on Theorem 3.2, establishes a close connection between the generalized Jacobian and Thibault's limit points. Another proof of this result, using the theory of approximate subgradients developed by Ioffe [21] , has been obtained in [33] . As an immediate corollary, we also obtain the connection to Clarke's generalized gradient. Proof. Since f is real valued, it follows from (3.21) that, for all h ∈ X,
Since both ∂f (p) and ∂ c f (p) are weak * compact convex sets in X * , the above equality yields
Proof of Theorem 3.4. We prove the equality in (3.21). Let h ∈ X be fixed. Taking L to be h , the linear span of h, by Theorem 3.
2, we have that ∂f (p)| h = ∂ h f (p). Thus, it suffices to show that
The inclusion "⊆" will follow if we show that
which yields the inclusion "⊆" in (3.22).
For the reversed inclusion, it suffices to show that δf (p, h) ⊆ ∂ h f (p)(h).
Let y ∈ δf (p, h) be arbitrary. Then there exist two sequences x i ∈ D and t i > 0 such that x i tends to p, t i tends to 0, and
converges to y as i → ∞. By Rademacher's theorem, the function t → f (x i + th) is almost everywhere differentiable on the interval 
By taking a subsequence if necessary, we may assume that the sequences
converge and the latter tends to (λ 0 , . . . , λ n ). Observe also that the sequences x i + s ij h tend to p for all j ∈ {0, . . . , n}. Thus, taking the limit i → ∞ in (3.23), we get
Thus the proof of the reversed inclusion "⊇" in (3.22) is also completed. 2
Our next result is the extension of the mean value theorem for our generalized Jacobian. 
which proves the theorem. 
Proof. Assume that ∂f (p) is not a strict Hadamard prederivative for f at p. Then there exist a positive number ε and a nonempty compact subset C of the unit sphere such that, for all i ∈ N, there exist 
Due to the compactness of ∂f (p)(C) and the openness of B Y , upon taking the limit, we obtain that
On the other hand, using the Lipschitz property of f again and Theorem 3.4,
The contradiction obtained validates the statement. 2
As a corollary, we obtain a characterization of the case when ∂f (p) is a singleton. The result is analogous to what is known for Clarke's subgradient and finite dimensional Jacobian. The last theorem of this section is a key result to the proof of the characterization of the generalized Jacobian and to the chain rules of the next section. (i) F is bounded near p, i.e., there exist δ > 0 and r > 0 such that, for all x ∈ p + δB X , 
Then,
A characterization of Clarke's Jacobian was established by Lebourg [28] in terms of the mean value theorem. A characterization for the plenary hull of Clarke's Jacobian was obtained by Hiriart-Urruty [17] and Hiriart-Urruty and Imbert [18] . The following characterization of the set-valued function defined by the generalized Jacobian is an immediate consequence of Theorem 3.9. The statement of this theorem seems to be new even in the finite dimensional case. The local boundedness of F on D means that it is bounded near each x ∈ D. (ii) F is locally bounded on D.
(3.30)
, then, by Theorem 3.9, for all x ∈ D, the inclusion ∂f (x) ⊆ co w * F(x) holds. Due to assumption (i), this yields ∂f (x) ⊆ F(x). Hence, all the set-valued maps F with properties (i)-(iv) contain the generalized Jacobian map ∂f .
On the other hand, by properties (i) and (iii) of Theorem 2.1, F := ∂f satisfies (i) and (iii). Let x ∈ D and r > f (x) be arbitrary. Then the upper semicontinuity of f yields that, r > f (u) for all u in a neighborhood of x. Thus, property (ii) of Theorem 2.1 results that F is bounded near x. Property (iv) was obtained in Corollary 3.3. 2
Remark 3.11. If a set-valued map
is sequentially weak * -upper semicontinuous on D, then the values of F are automatically sequentially weak * -closed sets. Hence, they are also norm-closed. If X is separable, then the closed unit ball of X* is metrizable in the weak * -topology, and hence the weak * -compactness of F(x) can be omitted from property (i) of Corollary 3.10. This simplification is also possible when X is a reflexive space. Indeed, by the Banach-Alaoglu theorem, the boundedness and convexity of these sets ensure their weak * -compactness.
Proof of Theorem 3.9. Let L ∈ Λ(X) be arbitrary and let
. From property (iii) of F it follows that, for all i, there exist elements
The local boundedness property (i) of F implies that the sequence (Φ i ) is bounded. Thus, by the Banach-Alaoglu theorem, (Φ i ) has a weak * -cluster point Φ ∈ L(X, Y ) and, due to (ii), Φ belongs to F(p). Therefore there is a subsequence
, as we are in finite dimensions. Then we get that
which proves (3.31). It follows from (3.31) that
and the set on the right-hand side is closed. Therefore, taking the closed convex hull of the left-hand side, using the first assertion of Theorems 3.1 and 3.2, we obtain, for all
To show that (3.29) is valid, let Φ ∈ ∂f (p) be arbitrary. For L ∈ Λ(X), we define the set S L ⊆ co w * F(p) by
Then S L is weak * -compact because it is a weak * -closed subset of a weak * -compact set.
Therefore, the family of the sets {S L : L ∈ Λ(X)} satisfies the finite intersection property. Thus the intersection of all of these sets is nonempty.
, which proves the inclusion in (3.29). 2
The chain rules and their consequences
Chain rules play a vital role in the applications. They have been the focus of intensive research, see, e.g., the papers by Jourani and Thibault [24] , Mordukhovich [32] , Thibault [43] . A chain rule for the composition of a smooth (finite dimensional) and a nonsmooth function was obtained by the authors in [33] . It is worth noting that the chain rule for the composition of two nonsmooth finite dimensional Lipschitzian functions was not available until the nineties. It was proved in a series of lectures by Clarke [12] and recently in [19] a different proof was published by Imbert.
In the main results of this section we shall establish a nonsmooth-smooth and a nonsmooth-nonsmooth chain rules where the inner function acts on an open set in a normed space X. Let Z be also a normed space in the rest of this section. We shall need the following lemma.
Lemma 4.1. Let Y and Z be arbitrary normed spaces, and L ∈ Λ(X). Assume that
Using (4.2) and the Lipschitz property of g, we have
Therefore, (4.3) is equivalent to 
Again using (4.2) and the Lipschitz property of g, it follows from (4.6) that 
If g is strictly Hadamard differentiable at f (p), then (4.7) holds with equality.
Proof. Now choose a neighborhood U ⊆ D of p such that f is continuously differentiable on U , Df is bounded on U , and
if x ∈ U and set F(x) = ∅ otherwise. The inclusion (4.7) means that ∂(g • f )(p) ⊆ F(p). Thus, in view of Theorem 3.9, it suffices to check that
The boundedness of F near p is a consequence of the boundedness of ∂g near f (p) and the boundedness of Df (p). To show that F(p) is weak * -compact and convex, it suffices to prove that ∂g(
We shall show that the set
Let Ψ be a weak * -cluster point of the net (Ψ κ ) (which exists in view of the boundedness of (Ψ κ ) and of the Banach-Alaoglu theorem). Then, by the weak * -compactness of the Jacobian ∂g(f (p)), we obtain that Ψ ∈ ∂g(f (p)). Arguing as above and taking again a subnet if necessary, we can assume that the net (Ψ κ | K ) converges to Ψ | K . Therefore, we obtain
Thus, we have proved that, for all L ∈ Λ(X), the set S L is nonempty. It is also weak * -compact and convex. If L ⊆ L , then, obviously S L ⊆ S L holds. Consequently, the system {S L : L ∈ Λ(X)} also enjoys the finite intersection property and, therefore, its intersection is nonempty. Taking Ψ ∈ {S L : L ∈ Λ(X)}, it follows that
which completes the proof that Φ ∈ F(p).
To show (iii), let (x i ) be a sequence in U converging to p and let Φ be a weak * -cluster point of a sequence (Φ i )
Due to the boundedness of ∂g near f (p), the sequence (Ψ i ) is bounded. Thus, in view of the estimate
tends to zero, whence we get that Φ is also a cluster point of the sequence
Let Ψ be a weak * -cluster point of the subsequence (Ψ i k ). Then, by the upper semicontinuity property of the Jacobian ∂g, we obtain that Ψ ∈ ∂g(f (p)). Taking again a subsequence if necessary, we can assume that the sequence
Thus S L is nonempty for all L ∈ Λ(X). As we have seen, this implies that Φ ∈ F(p), which completes the proof of (iii).
Finally we prove that (iv) also holds. Let x ∈ Ω L (g • f ) ∩ U be arbitrary. Then, by Lemma 4.1, the function g is K-Gâteaux differentiable at f (x) and
holds, where K = Df (x)(L). However, by Corollary 3.3,
Thus the proof of property (iv) is verified and Corollary 3.10 yields the inclusion (4.7). If g is strictly Hadamard differentiable at f (p), then, by Corollary 3.8, both sides of (4.7) are singletons. Therefore, in this case, (4.7) becomes an equality. 2
The next theorem is called the nonsmooth-nonsmooth chain rule. 
Furthermore, if g is strictly Hadamard differentiable at f (p), then (4.11) becomes
if x ∈ U and set F(x) = ∅ otherwise. The inclusion (4.11) is now equivalent to ∂(g • f )(p) ⊆ co w * F(p). Thus, in view of Theorem 3.9 (where N is taken as D \ Ω L (f )), it suffices to show that
(4.13)
The boundedness of F near p is an easy consequence of the boundedness of ∂g near f (p) and the boundedness of ∂f near p.
To show that F is sequentially weak * -upper semicontinuous at p, let (x i ) be a sequence in U converging to p and let Φ be a weak * -cluster point of a sequence
Due to the local boundedness of the Jacobians, the sequences (Ψ i ) and (Γ i ) are bounded.
Let L ∈ Λ(X) be arbitrary. Then, there exists a subsequence (Φ i k | L ) that converges to Φ| L . By taking a subsequence if necessary, we may assume that (Ψ i k ) is (strongly) convergent with a limit point Ψ (since (Ψ i k ) is a bounded sequence of linear operators from Y to Z). Then, by the weak * -upper semicontinuity of ∂g at f (p), we have that Ψ ∈ ∂g(f (p)). Let Γ be a weak * -cluster point of the subsequence (Γ i k ) (which exists due to the boundedness of the sequence Y ) ). In view of the upper semicontinuity property of the Jacobian ∂f at p, we obtain that Γ ∈ ∂f (p). Taking again a subsequence if necessary, we can assume that the sequence
Thus, we have proved that, for all L ∈ Λ(X), the set
Observe, that for all fixed h ∈ X, the set
is weak * -closed (because its complement is weak * -open). Therefore, S L is the intersection of the weak * -compact set ∂g(f (p)) × ∂f (p) with the family of weak * -closed sets
} also enjoys the finite intersection property and, therefore, its intersection is nonempty.
which completes the proof of the sequential weak * -upper semicontinuity of F at p. Now we prove (iii). Let L ∈ Λ(X) be fixed and
holds, where
However, by Corollary 3.3,
Thus, there exists an element
. Thus, by (4.14) and Corollary 3.3 again,
Thus (iii) is proved and Theorem 3.9 yields (4.11). Assume that g is strictly Hadamard differentiable at f (p), then, by Corollary 3.8, we have that ∂g(f (p)) = {Dg(f (p))}. Thus ∂g(f (p)) • ∂f (p) is weak * -compact and convex. Therefore (4.11) reduces to the inclusion "⊆" in (4.12) .
For the proof of the reversed inclusion, we show first that, for all L ∈ Λ(X), 15) where
By Corollary 3.10, we have that
Thus, there exists a sequence
Therefore, by the upper semicontinuity of ∂g at f (p), the sequence (Ψ i ) converges to Dg(f (p)). Thus, upon taking the limit in (4.17), we conclude that
which proves (4.15). Taking the convex hull of both sides in (4.15), and using Theorem 3.1, we obtain that
holds for all L ∈ Λ(X).
To complete the proof of (4.12), let Φ be an arbitrary element of the right-hand side of (4.12). Then there exists
, what was to be proved. 2 Using Theorem 4.3, the following more general chain rule follows by using standard choice for the functions f and g, see e.g., [39, 44] . 19) where, for j ∈ {1, . . . , k},
Proof. The statement follows if Theorem 4.3 is applied to the functions g and f = (f 1 , . . . , f k ) and also the easy-toobtain inclusion
Now we list a number of important particular cases of Corollary 4.4.
As is customary in nonsmooth analysis (e.g., [39] ), by taking the function g(x, y) := x + y, where x, y ∈ Y , Corollary 4.4 reduces to the so-called sum rule. 
If either f or g are strictly Hadamard differentiable at p, then (4.21) holds with equality.
If g(x, y) := x · y, where x is an n × m and y is an m × k matrix and "·" is the matrix multiplication, then we get the product rule. This choice for g can be found, among other references, in [44] . 
If either f or g are strictly Hadamard differentiable at p, then (4.22) holds with equality.
Generalized Jacobian for continuous selections
"Piecewise smooth" functions have received considerable attention in the last few years because of their applications to solution methodology in optimization. See [23, [25] [26] [27] 38, 40] . Intuitively, the notion of piecewise smooth function is a function whose domain can be partitioned into finitely many "pieces" on which smoothness holds and continuity across the joints of the pieces is satisfied. In this section we consider functions that are piecewise Lipschitzian. Specifically, given a finite system of some Lipschitzian functions a continuous selection of {g 1 , . . . , g k } if it is continuous and, for every x ∈ D, there exists an index j ∈ {1, . . . , k} such that
When the functions g 1 , . . . , g k are differentiable (respectively C 1 ) on D, then we say that f is piecewise differentiable (respectively piecewise smooth).
The main result of this section is Theorem 5.3 below which offers an inclusion for the generalized Jacobian of a Lipschitzian function which is decomposed in terms of finitely many Lipschitzian functions.
First we recall the notion of the contingent cone. Given a set Q ⊆ X and a point x in the closure of Q, the contingent cone T (Q|x) of Q at x is defined by T (Q|x) := h ∈ X ∃(h i ) i∈N in X, ∃(t i ) i∈N in R + : h i → h, t i ↓ 0, and x + t i h i ∈ Q ∀i .
The next two lemmas were obtained in [33] . They will be needed to prove Theorem 5.3 below. The main result of this section is contained in the next theorem. When X is finite dimensional, it generalizes an analogous result obtained by Scholtes [40] and by Kuntz and Scholtes [27] . Since for all i, I (x i ) ⊆ {1, . . . , k}, which is a finite set, then there exists an index j ∈ {1, . . . , k} such that infinitely many members of the sequences (Φ i ) and (x i ) satisfy Φ i ∈ ∂g j (x i ) and j ∈ I (x i ), (5.5) and hence, subsequences of (Φ i ) and (x i ) which we do not relabel satisfy (5.5). Using the fact that Φ is a weak * -cluster point of (Φ i ) and that ∂g j is weak * -upper semicontinuous at p it results that Φ ∈ ∂g j (p). Since, for all i, x i is in D • j , it follows that p ∈ D • j , i.e., j ∈ I (p) and therefore, Φ ∈ F(p) = j ∈I (p) ∂g j (p), proving (ii). 
