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ABSTRACT 
The dual variable method (DVM) and the divergence free finite element method 
(DFFEM) both significantly reduce the dimension of the system to be solved at each 
time step of discrete transient Navier-Stokes equations. We establish an equivalence 
of these two methods and investigate various approaches to finding sparse bases for 
the null space of operators associated with each of the methods. For the standard 
eight-node velocity and four-node pressure DFFEM, a basis for the divergence free 
subspace is constructed such that each basis function has nonzero support on at most 
nine contiguous elements. 
1. INTRODUCTION 
In this paper, we study the efficient numerical solution of the incompress- 
ible Navier-Stokes problem: 
Nu-~-~*“+(u~)u=-~p+f(u), UER, (1) 
v-u = 0, UEO, (2) 
u=u h> UEfNl, (3) 
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where u = (u,, ua) is the velocity vector, p is the pressure, and f(u) is a 
source term. We assume that the domain 0 is a bounded open connected set 
with a piecewise smooth boundary aR. The Reynolds number is defined to 
be I? = u,dp/p, where CL is the fluid viscosity, p is the fluid density, d is a 
characteristic length, and u,, is a characteristic velocity. We assume that the 
velocity has been specified on the boundary alR. 
Standard numerical methods which treat pressure and velocity as being 
interdependent are limited by this complicated dependence. However, the 
mathematical theory suggests a much weaker dependence of the velocity and 
the pressure. In fact, Teman [40] and Ladyzhenskaya [3I], in considering the 
weak formulation of Equations (l)-(3), h ave shown that for certain problems 
the pressure can be completely eliminated from the determination of the 
velocity field. There are also efficient computational methods in which the 
pressure is completely eliminated from the determination of the velocity 
field. In the next section we will discuss two methods which achieve that 
goal. One is the dual variable method (DVM) introduced by Amit et al. [2]. 
The other is the divergence free finite element method (DFFEM) studied 
for example in Griffiths [lS], which t ries to find a finite element approximate 
solution of the momentum equations from a space of functions constrained to 
satisfy the incompressibility condition (2). 
The novelty of the current work involves two approaches to solving 
(l)-(3) numerically. First, the notion of a dual variable matrix transformation 
is extended to finite element analyses of the Navier-Stokes problem. In this 
approach the tumback algorithm (Topcu [4I]) is used to construct the matrix 
transformation, which in essence constructs a basis for a discrete divergence 
operator. Secondly, a more direct approach is investigated which is a 
divergence free finite element method. In this method a basis for the 
divergence free subspace of the standard finite element space of eight-node 
isoparametric velocity and four-node pressure elements is constructed. In 
Section 3 we establish that these two approaches are equivalent. Section 5 
reviews the use of the tumback algorithm for constructing null vectors. We 
show in Section 6 that a complete set of basis functions can be chosen with 
the support of at most nine contiguous elements. The Galerkin method can 
be applied directly to the lower dimensional divergence free subspace 
generated by this basis. Extensions of this DFFEM to curved domains is 
discussed in Section 7, and numerical results are given in Section 8. 
2. THE DUAL VARIABLE AND DIVERGENCE FREE FINITE 
ELEMENT METHODS 
The dual variable method (DVM) was introduced by Amit et al. [2] for 
certain finite difference schemes applied to the Navier-Stokes equations. 
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This method eliminates pressure from the computations and, for 2D prob- 
lems, reduces the number of active variables in the system to roughly 
one-third the original number. In fact, as emphasized by Hall [23], it can be 
viewed as a more general method which can be applied to any finite 
difference or finite element scheme which results in a primitive variable 
system of the form 
(4 
which is consistent discretization of the momentum equations and continuity 
equation. V’” and Pm are mesh point values of the velocity and pressure 
respectively, and K,, and S,, are source terms containing known information 
such as boundary flows. A subscript or superscript m denotes the mth time 
level. 
The system (4) can be written separately as 
Q,,,V”‘+’ + ATP’“+’ = K,,,, (5) 
AV ‘“+I = s,,. (6) 
The procedure of the dual variable method is described explicitly (see Amit 
et al. [2] or Hall [23]) as follows: 
Step 1. A solution Vmi’ of the system (6) must be of the form 
V ‘“+r=vp+vH, (7) 
where V, is a particular solution of (6) and V, is a solution to the 
homogeneous system AV, = 0. Hence the first step is to determine a 
particular solution V,. 
Step 2. Find a matrix C whose columns are basis vectors of the null 
space of A. Then we have 
AC=O, (6) 
and any solution to AV, = 0 is of the form 
v, = c&Tp+ 1 (9) 
for some vector X”‘+’ of dual variables. We call the matrix C the null bask 
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of the matrix A, that is, the columns of C form a basis for the null space 
of A. 
Step 3. Substitute V”‘+’ from (7) into (5) to obtain the system 
Q,,,CX’“=’ = - ArPtn+’ + (K,, - QJ,) . (10) 
Step 4. Multiply (10) by CT, and use (8) to obtain the dual variable 
system 
~=Q,cy”+ 1 = C=(K,n - Qmv,) . (11) 
For finite difference discretizations, this system is one-third the size of the 
primitive system (4). 
Step 5. Solve (11) for Xm+l; recover the velocity from (9) and (7) and 
the pressures P nr+ ’ from (10). 
Efficient use of the dual variable method depends on whether the matrix 
C in (8) can be constructed and the transformation in (11) can be imple- 
mented at a reasonably low computational cost. The latter necessitates that 
the matrix C be sparse and banded. We elaborate on these points later; 
suffice it to say here that a sparse and banded basis for the null space of A 
can be constructed using the notion of a cycle basis for an associated 
network. These issues were resolved satisfactorily in [l, 21 for finite differ- 
ence discretizations. 
The finite element method applied to the incompressible Navier-Stokes 
equations as given in Teman [40] and Girault and Raviart [15] is as follows. 
Let Sh and Ah be finite dimensional subspaces of Hi(a) and L,(fl)/9 
respectively, 
Sh = span{rDI,...,aL}, (12) 
Ah=span{h,,...,h,}. (13) 
Then the finite element formulation of (l)-(3) is 
PROBLEM 1. Find (u, P) E Sh X Ah such that 
(Nu,v)-(divv,p)=(f,v) VvESh (14) 
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and 
(divu, A) = 0 VAEAh, (IS) 
where (p, q) = jnpqdf2. 
In order to eliminate the pressure from the computation and hence 
reduce the number of unknowns, we define the discrete divergence free 
subspace 
Dh = {U E Shl(divu, A) = 0, A E A”). (16) 
Under this definition, Problem 1 is equivalent to the following problem, 
which has been studied, for example, in Griffiths [18]: 
PROBLEM 2. 
1. Find u E Dh such that 
(Nu,v) = (f>V> vv E Dh. 
2. Find p E Ah such that 
(p,divv) =(Nu,v)-(f,v) vv E Ih, 
(17) 
(18) 
where Ih is a subspace of Sh and satisfies 
Sh = Dh@lh. 
We call the method described in Problem 2 the divergence free finite 
element method (DFFEM). Like the DVM, it also has the feature of 
eliminating the pressure from the calculation of the velocity field. Efficient 
use of this method depends on whether the divergence free subspace Dh can 
be derived at a reasonable cost. 
Equations (14)-(15) in Problem 1 form a nonlinear system of L + N 
equations of the form 
(y1 ;)(J+l -f)(;)+(gl;‘). (19) 
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This is a differential algebraic equation (DAE). On the other hand, Equation 
(17) for Problem 2 forms a nonlinear system of r ( E dim Dh) ODES of the 
form 
M$= gz(V). (29) 
If we lag the convective coefficients in Nu, or equivalently linearize (19) 
using a Picard type iteration, and use a backward Euler approximation on the 
time derivative, then the matrix form of Problem 1 is of the same form as (4). 
Note that now 
A = ((divaj,Ai)), i=l ,..., N, j=l,..., L. (21) 
Given the form of (41, the dual variable method can be applied to Problem 1 
directly, assuming that the appropriate matrix C can be formed. If L = dim S” 
and N = dim Ah, then the primitive system (4) is of dimension L + N, while 
the dual variable system (11) is of dimension L - N. 
Next, we will show how the dual variable method and divergence free 
finite element method are related. 
3. EQUIVALENCE OF DVM AND DFFEM 
The dual variable method and the divergence free finite element method 
have one major feature in common. Both produce a large reduction in the 
number of active parameters in the system to be solved at each time step and 
eliminate the pressure from the determination of velocity. The following 
theorem explores a much deeper connection between them. 
THEOREM 1. Let C = (C ,, . . . , C,) be a null basis of A in (21). Then 
pi = cli@‘l + . . . + CLi@‘L, i = l,...,r, (22) 
form. a basis fw the divergence free subspace Dh, where Ci = (cli,. . . , cLilT 
and {@ I,. . . , QL} is a basis for Sh defined in (12). 
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Proof. By definition, A has the following form: 
15 
A= 
(divQ’,,A,) (div@s,hl) .*. (div@,,A,) ’ 
(div@,,&) (divQ2,A,) --. (div@‘,,A,) . (23) 
(diviI,A,) (divi,,A,) .** (div@‘,,A,) 
We prove that pi E Dh first. Since AC, = 0, i = 1,. . . , r, 
O=AC,= 
E.jkrcji(div @j,AJ 
CjL,rcji(div Qjj.AN) 
Then 
I 
= 
(divCt=rcji@j,AA,) ’ 
(divZ,“,,cjiGj, As) 
I \ 
div 2 cjiaj, A, = (div@,,Ak) = 0, k =l,...,N. 
j=l 
This means that each pi E Dh. Now we prove that they are linearly indepen- 
dent. Suppose there exist yi E 9, i = 1,. . . , r, such that 
h yipi = 0. (24) 
i=l 
Replacing pi in (24) by (22), we have 
Since (Q,, . . , aL) are linearly independent, then 
r 
C cjiYi = OT j=l ,...> L. 
i=l 
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But the independence of Ci implies that this system of equations has only 
the solution 
Yi = O, i=l,...,r. 
Hence fP1,...,Pr) are linearly independent. 
For any @ E Dh c S”, we have that CD = Cf= ,oiQi and 
6=(div@,Aj)= = t (divQi,hi)cri, j=l ,..., N. 
i=l i=l 
(25) 
Equation (25) implies that (Y = (a,, . . , aL)T is a null vector of A. Hence it 
can be expressed as the linear combination of C,, ..,C,, i.e., there exist 
some real numbers k , , . . . , k r such that 
o=k,C,+ ..* +k,C,. 
Hence 
ai = f: kjcij, i=l,...,I,. 
j=l 
Therefore 
Hence@,,..,, p,) forms a basis of Dh. a 
Theorem 1 establishes that a null basis C of A in (21) corresponds to a 
divergence free basis for Dh defined in (16) and conversely. It follows that 
COROLLARY. The linear system in Problem 2 and the dual variable 
system obtained by applying the dual variable method to Problem 1 are 
identical. 
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4. THE LITERATURE 
The dual variable method discussed in Section 2 was first introduced by 
Amit et al. [2]. Network theory was applied to the finite difference scheme 
proposed by Krzhivitski and Ladyzhenskaya [30] and to a scheme using the 
discrete divergence and gradient operators of the MAC method studied by 
Harlow and Welch [27]. The DVM decouples the pressure from the velocity 
and results in a large reduction in the size of the linear system to be solved at 
each time step. Dougall, Hall, and Porsching [lo] implemented this method 
for finite difference discretization of Navier-Stokes equations used in the 
simulation of flow of thermally expandable steam-water mixtures in reactor 
components. 
Cha and Porsching [32] extended this method to finite difference dis- 
cretizations of steady state Navier-Stokes equations. Sledge [38] and Hall, 
Peterson, Porsching, and Sledge [24] applied the DVM to finite element 
discretizations of transient Navier-Stokes equations. This work involved a 
four-node quadrilateral element for velocity and a constant quadrilateral 
element for pressure. No elements with curved edges were considered. 
Mansutti et al. [33] and Bulgarelli et al. [5] applied the dual variable method 
to 2D and 3D problems using finite difference approximations. Burkardt, 
Hall, and Porsching [6] formulated a DVM for 2D compressible flow prob- 
lems, and Frey, Hall, and Porsching 1141 applied the DVM to analyze 
confined aerodynamical flows, Mesina [34] investigated iterative methods for 
solving a dual variable system on vector machines such as the Cray XMP. 
Goodrich and Soh [16] interpreted the null basis for the DVM in terms of the 
stream function for 2D incompressible flow in driven cavities. 
There have been many constructions of explicit bases of the divergence 
free subspace for various finite element and finite difference schemes. 
Griffiths [18-201 obtained an element level divergence free basis for several 
finite element schemes on triangular and quadrilateral elements. The tech- 
niques used are the same in each paper. Approximate values of the stream 
function at comer nodes are used to eliminate the unknown velocity compo- 
nents at midside nodes so that a typical divergence free function on each 
element is derived. In [18] and [19], th ree types of finite element schemes 
were investigated on triangular elements which were given by Crouzeix and 
Raviart [9]. A divergence free basis was given for a nonconforming velocity 
field where the components of velocity are represented by piecewise linear 
functions defined in terms of their values at the midside nodes of the 
triangles. A divergence free basis also was given for a velocity field where the 
components of the velocity are piecewise quadratic functions defined in 
terms of values at the vertices and midside nodes of each triangle. The 
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(discontinuous) piecewise constant pressure space was used for both of the 
above velocity spaces. Another divergence free subspace derived by Griffiths 
[18] involved a velocity field which comes from adding a cubic term to the 
quadratic representation. The pressure space used was a piecewise linear 
function with a single element support. Griffiths [20] derived a basis for the 
divergence free subspace of the nine node biquadratic element velocity field 
on quadrilateral elements. The following corresponding pressure spaces were 
investigated: constant, linear, and bilinear elements. The basis functions for 
these pressure spaces have support on a single element. This allows the 
incompressible constraint to be analyzed one element at a time. But the basis 
functions for the pressure space are discontinuous at element boundaries. 
Gustafson and Hartman [21] combine group theory and principles of fluid 
mechanics to obtain a basis for the divergence free subspace associated with 
the choice of quadratic velocity and constant pressure triangular elements in 
two dimensions. Similar results have been obtained in 3D for the scheme 
referred to as APX 3 in Teman [40]. The later work by Gustafson and 
Hartman [22] can be viewed as augmenting and extending their previous 
work. 
Stephens et al. [39] and Goodrich and Soh [IS] applied the Galerkin finite 
difference method (GFDM) to Equations (l)-(3). This approach is similar to 
the Galerkin finite element method. For the GFDM, the discrete finite 
difference equations approximating (I)-(3) are considered, using various 
subspaces of mesh vector functions and mesh scalar functions (i.e., vector and 
scalar functions defined only at the nodes of specified finite difference 
meshes). The subspaces of discrete divergence free mesh vectors are con- 
structed for several finite difference schemes. It is required that the discrete 
divergence and discrete gradient operators be formally adjoint. Stephen et al. 
[39] gave a more general form of GFDM which did not require the 
adjointness of the discrete divergence and gradient operators. In Fortin [12] a 
subspace of Sh is constructed in which a function satisfies (15) for a subspace 
of the pressure space. This subspace is the orthogonal complement of the 
piecewise constant pressure space. This reduces the five node velocity and 
linear discontinuous pressure element to a four node velocity and discontinu- 
ous constant pressure element. 
We emphasize that all of the above constructions of divergence free basis 
velocity vectors require straight sided elements and that the pressure space 
is a space of discontinuous functions. In contrast, our approach provides a 
continuous pressure distribution and allows for elements with curved sides. 
Theorem 1 implies that the crucial part of both the dual variable method 
and the divergence free finite element method is the construction of a null 
basis for a given underdetermined matrix. Many numerical algorithms have 
been developed to solve this problem. Even though the null basis is not 
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unique, we are interested in those which are sparse and banded. This means 
small support basis functions for the divergence free subspace and a banded 
sparse transformation matrix C for the dual variable method. 
Coleman and Pothen [8] have designed two methods to obtain a sparse 
null basis: the first one computes a fundamental basis (one with an embed- 
ded identity matrix); the other one computes a triangular basis (one with an 
upper triangular matrix). Both algorithms have two phases. In the first 
combinatorial phase, a minimum dependent set of columns is identified by 
finding a match in the bipartite graph of the matrix. In the second numerical 
phase, nonzero coefficients in the null vector are computed from this 
dependent set. Finding the sparsest basis for the null space of an underdeter- 
mined matrix was shown to be NP-hard by Coleman and Pothen [7]. More 
discussion on the null basis problem can be found in Pothen [35, 361 and 
Heath et al. [28]. 
The tumback algorithm is a method for computing a banded and sparse 
null basis. It was proposed by Topcu [41] to compute a null basis with a 
minimal profile structure for equilibrium matrices in structural analysis. 
Kaneko, Lawo, and Theirauf [29] interpreted this algorithm from a matrix 
factorization point of view. Berry et al. [3] refined the algorithm, imple- 
mented it using profile data structures, and tested it on several structural 
problems. Berry and Plemmons [4] have implemented it on a HEP multipro- 
cessor. 
In the current work we use the tumback algorithm in several places to 
construct appropriate null bases. 
5. NULL VECTORS BY THE TURNBACK ALGORITHM 
Many algorithms have been developed to compute a null basis for a given 
N X L matrix A (N < L). Different methods result in null bases with 
different nonzero patterns. We include in this section some of the details of 
the tumback algorithm which generates a sparse and banded null basis. 
In order to understand the tumback algorithm, we need to explain the 
LV procedure to generate null vectors. If a zero pivot is encountered in the 
Gaussian elimination process in column k, then column k is linearly depen- 
dent on columns 1 through k - 1. Further, these first k - 1 columns have 
been triangularized, and solving for the coefficients of dependence, 
ci,. . ., c~_~, is straightforward. The vector 
( Cl,C 2,...,Ck-1,LO,..., (VT 
is a null vector of A. Ignoring the k th column, the Gaussian elimination 
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C 
TB 
= 
(b) 
FIG. 1. Nonzero pattern of null basis. 
process continues until another zero pivot is encountered, say in column I-. 
As before, column r can be expressed as a linear combination of the first 
r - 1 columns (ignoring column k), and a second null vector results. Continu- 
ing in this manner, one generates a null basis for A. The null basis generated 
by the LU procedure has a nonzero pattern as illustrated in Figure l(a), in 
which each step is one column wide. 
The goal of the tumback LU procedure is to turn the nonzero pattern of 
the null basis in Figure I(a) to the more sparse and banded form illustrated 
in Figure I(b). Note that now the steps may span more than a single column. 
Suppose that the null basis CL” is generated by the LU procedure, and 
let 
CL”= (C,,...,C,). 
By the definition of CL”, it follows that 
ACj = 0, j=l ,...>r, 
and C,,...,C, are linearly independent. 
1,et Cj=(cij,..., ctj)r. For each Cj, let k = k(j) be the smallest index 
such that 
cij = 0, i=k+l,...,L. 
This implies that the first k columns of the matrix A = (A,,. . .,A,) are 
linearly dependent, since 
L 
ACj=O w c Aicij=O * ; Aicij = 0. 
i=l i=l 
In the tumback scheme, a minimal set of linearly dependent columns are 
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Cj = 
m-k 
FIG. 2. Null vectors. 
q= 
k-t l + I 
m-k 
sought of the form 
E, = (&>A-I,...>At)> t=k-l,k-2 ,..., 1, (26) 
such that the columns in E, are linearly dependent. Note that in (261, the 
columns of A are arranged in decreasing order. 
Suppose that E,, is the minimal dependent set. Then A, is linearly 
dependent on (A,_ r,. . . , A,*), i.e., there exist (yk,. . . , yt*) such that 
t* 
c Aiyi = 0. 
i=k 
Let Yj=(o )...) o,y,* )...) Yk,O ,..., 0)r. Then Yj is a null vector of A. Figure 2 
illustrates a comparison of the structure of Cj and Yj. 
Applying the tumback scheme for each j E (2,. . . , r} to obtain Yj and 
setting Y, = C,, we get the null matrix CTB, which tends to be more sparse 
and banded than CL”. 
To illustrate the tumback algorithm we consider the problem of finding 
the basis C associated with four node velocity and one node pressure 
elements on a uniform mesh for the rectangular domain shown in Figure 3. 
Associated with each interior node i there is a standard scalar piecewise 
FIG. 3. m X n mesh-four node velocity. 
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bilinear basis function 4i which assumes the value 1 at node i and 0 at all 
other nodes. Define the vectors, with notation M = L /2, 
where M = (m - 1Xn - 1). Then span(Q,,,@s,. . . , azM) forms the finite ele- 
ment space S’, from which the velocity can be approximated. 
Let 
Ai = 
1 if (~,y)Ee~, 
0 if (x,y) Ee,, 
i=l,...,mn, 
where ei represents the ith element in Figure 3. The piecewise constant 
functions (A 1) . . . , A,,) form a basis for the pressure space Ah. 
The matrix A in the discrete continuity equation (21) has the special 
form 
where 
Ml = 
M,= 
A= 
‘M, 0 0 
M, MI 0 
0 M, MI 
0 0 0 
0 0 0 
I -1 11 1 00 1 1 ..* a 
0 0 -1 1 .I. 
. . . . 
. . . 
(jd id... 
00 oo.*. 
1 -1 0 0 
-1 -1 1 -1 
0 0 -1 -1 
d d d d 
IO 0 0 0 
. . . 0 01 
. . . 0 0 
. . . 0 0 
. 1 
. . . M, M, 
. . . 0 M,J 
(27) 
0 o\ 
0 0 
0 0 
. (28) . . . . 
1 1 
-1 1) mXZ(m-1) 
. . , 0 0’ 
. . . 0 0 
. . . 0 0 
. (29) 
. . . i -1 
. . 
. -1 -I/tnX!2(m-l) 
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It can be verified directly (see Sledge [38]) that a null basis C of the matrix 
A in (27) is 
where 
Nl = 
‘N, 0 0 .*- 0 0‘ 
N2 N, 0 . *. 0 0 
0 N, N, . . . 0 0 
c= . . , . .> . . . . . 
0 0 0 .I. ii2 N, 
\o 0 0 **- 0 N2, 
1 0 OO’.. 
-1 0 0 0 ... 
1 1 oo... 
1 -1 0 0 *.. 
0 1 lo..* 
0 1 -1 . . . 0 
. * 
, . 
6 (-j id... 
0 0 oo.** 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
. 
. * 
d i 
0 1 
0 
0 
0 
0 
0 
0 
Z(m-l)X(rn-2) 
0 
0 
0 
0 
0 
0 
0 -i 
0 1 
(30) 
> (31) 
\ 
P 
. (32) 
!(m -1)xh -2) 
Numerical experiments first demonstrated that for several different meshes 
the tumback algorithm applied to the matrix A in (27) yields the same null 
basis as in (30). A natural question is: Is this true for all the matrices A? The 
following theorem addresses this question. 
THEOREM 2. Di.scretizing the continuity equation using fkr node veloc- 
ity elements and one node pressure elements on a w&m mesh of a 
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rectangular domain, a matrix A with the form in (27) is obtained. Then the 
null basis of A calculated by the turnback algorithm is gioen by (30). 
Proof. 
Step 1: Prove that two null bases have the same nonzero pattern. 
Step 2: Prove that two null bases with the same nonzero pattern have to 
be identical. The proof is rather long; for details see Ye [42]. n 
THEOREM 3. The null basis in (30) of the matrix A in (27) is optimal in 
the sense of minimal bandwidth. 
Proof. This is a direct result of the proof of Theorem 2. n 
Hence the tumback algorithm computes the optimal null basis for this 
type of finite element. We will show in the next section that this is not the 
case for other element choices. 
6. OPTIMAL DIVERGENCE FREE BASIS: EIGHT NODE VELOCITY 
AND FOUR NODE PRESSURE 
In this section we will determine the dimension of and obtain a basis for 
the divergence free space Dh in (16) using eight node isoparametric quadri- 
lateral velocity elements to generate Sh and four node isoparametric quadri- 
lateral pressures to generate Ah (Figure 4); we note that these mixed 
elements satisfy the Babuska-Brezzi condition. We first consider only uni- 
form meshes on rectangular domains; however, extensions to curved domains 
will be considered in the next section. 
From Theorem 1, we can derive a divergence free basis for Dh in (16) by 
investigating the null basis of the corresponding matrix A defined in (21). In 
I nod4volodly 
D -P-- 
FIG 4. m X n mesh-eight node velocity. 
NAVIER-STOKES EQUATIONS 25 
FIG. 5. 2 X 2 mesh. 
order to construct the null basis of an m X a mesh, we start from some 
simple meshes. 
Case 1. 2 X 2 mesh. For the 2 X 2 mesh (Figure 51, we denote the 
9 x 10 matrix A in (21) by Azx”, and direct calculation gives 
Azx2 = 18h 
3 2 2 3 -1-l 0 0 0 0 
0 8 -2 3 0 -1 2 3 0 0 
-3 2 0 0 l-l -2 3 0 0 
3 -2 8 0 -1 0 0 0 3 2 
0 -8 -8 0 0 0 8 0 0 8 
-3 -2 0 0 1 0 -8 0 -3 2 
0 0 2 -3 -1 1 0 0 3 -2 
0 0 -2 -3 0 1 2 -3 0 -8 
0 0 0 0 1 1 -2 -3 -3 -2 
By direction calculation, rank A2 x a is 7, so the dimension of the null space of 
Azx2 is 3. Let C2x2 be the following null matrix of A2x2, which was 
obtained using the tumback algorithm: 
c2x2 - - 
i 
\ 
1 2 0 
0 0 1 
0 -1 0 
-1 0 -2 
0 4 0 
0 0 -4 
0 -1 0 
1 0 -2 
-1 2 0 
0 0 1 
By simple calculation, it is easy to check that A2x2C2x2 = 0 and that the 
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columns in C2x2 are linearly independent. The velocity fields for these null 
basis vectors are shown in Figure 6. Each of these three divergence free 
basis functions has four element support. We call a divergence free basis 
function with four element support a first type basis function. 
Case 2. 2X3 or 3X2 mesh. For the 2 X 3 mesh. A is the following 
12 X 18 matrix: 
A2x3 = 18h 
3 2 2 3-l-10 0 0 0 0 0 0 0 0 0 0 0 
08-230-1230000000000 
-3 2 0 01-l-2 3 0 0 0 0 0 0 0 0 0 0 
3-2 8 O-l 0 0 0 3 2 2 3-l-l 0 0 0 0 
O-8-8 0 0 0 8 0 0 8-2 3 O-l 2 3 0 0 
-3-2 0 0 1 O-8 O-3 2 0 0 l-l-2 3 0 0 
0 0 2-3-l 1 0 0 3-2 8 O-l 0 0 0 3 2 
0 O-3-2 0 1 2-3 O-8-8 0 0 0 8 0 0 8 
0 0 0 01 l-2-3-3-2 0 0 1 O-8 O-3 2 
0 0 0 0 0 0 0 0 0 0 2-3-l 1 0 0 3-2 
0 0 0 0 0 0 0 0 0 O-2-3 0 1 2-3 O-8 
0 0 0 0 0 0 0 0 0 0 0 0 1 l-2-3-3-2 , 
Calculations using the tumback algorithm determine that the rank of Aax is 
11, so the dimension of the null space of Azx3 is 7. We did not use the null 
basis as generated by the tumback algorithm; rather we observed the 
following. The 2 X 3 mesh in Figure 7 contains two copies of the 2 X 2 mesh 
in Figure 5. Each of these embedded 2 X 2 meshes generates three first type 
null vectors. It is easy to check that the column 
b,=(O 0 0 2 6 0 0 -2 2 0 10 2 0 10 0 0)7 
as generated by the tumback algorithm is also a null vector of A2x3. The 
velocity field associated with this null vector b, is shown in Figure 8(a). This 
new type of basis function has a six-element support and is called a second 
type basis function. Hence the null matrix C2x3 associated with A2x3 is 
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. 
FIG. 6. Velocity field for first type null vectors. 
(8) (b) 
FIG. 7. 2 x 3 mesh and 3 x 2 mesh. 
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FIG. 8. Velocity field for second type null vectors. 
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taken to be 
f 1 
0 
0 
-1 
0 
0 
0 
1 
c”X3= -1 
0 
0 
0 
0 
0 
0 
0 
0 
\ 0 
2 
0 
-1 
0 
4 
0 
-1 
0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
-2 
0 
-4 
0 
-2 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
- 
0 
0 
0 
2 
6 
0 
0 
2 
2 
0 
1 
0 
2 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
1 
1 
0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
2 0 
0 1 
-1 0 
0 -2 
4 0 
0 -4 
-1 0 
0 -2 
2 0 
0 1 
Since the 3 X2 mesh is just a rotation of the 2x3 mesh, their situations are 
very similar. Similarly to b,, we can check that b, is a null vector of the 
matrix A corresponding to a 3 X 2 mesh, where b, is 
b,=(20010006020200 -2OOl)r 
This null vector is shown in Figure B(b). It can be seen that Figure 8(b) is 
just a rotation of Figure B(a). The basis function also has a six-element 
support and is called a second type basis function. 
FIG. 9. 3 X 3 mesh. 
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x 
\ 
Case 3. 3X3 mesh. For the 3X3 mesh shown in Figure 9, the matrix 
A is 16X32, 
A3x3 = 18h 
' 3 2 0 0 2 3-l-10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0'0 
0 8 3 2-2 3 O-l 2 3-l-l 0 0 0 0'0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
-3 2 0 8 0 01-l-2 3 o-12 3 0 do 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
00-320000001-1-2300 00000000000 00 0 0 0 
3-20080-1000000032 0023-1-10000000000 
O-8 3-2-8 0 0 0 8 O-I 0 0 0 0 8 3 2-2 3 O-l 2 3-l-l 0 0 0 0 0 0 
-3-2 O-8 0 0 1 O-8 0 0 0 8 O-3 2 0 8 0 0 l-l-2 3 O-l 2 3 0 0 0 0 
0 O-3-2 0 0 0 0 0 0 1 O-8 0 0 O-3 2 0 0 0 0 0 0 l-l-2 3 0 0 0 0 
0 0 0 0 2-3-l 10 0 0 0 0 0 3-2'0 0 8 O-1 0 0 0 0 0 0 0 3 2 0 0 
0 0 0 O-2-3 0 1 2-3-l 1 0 0 0 8' 3-2-8 0 0 0 8 O-1 0 0 0 0 8 3 2 
0000001 l-3-2 0 1 2-3-3-2'0 8 0 0 1 O-8 0 0 8 O-3 2 0 0 8 
0 0 0 0 0 0 0 0 0 0 1 l-Z-3 0 O-2-3 0 0 0 0 0 0 1 O-8 0 0 0 3 2 
00000000000000000 0 2-3-110000 00 3-2 00 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 O-2 3 0 1 2-3-l 1 0 0 O-8 3-2' 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 l-2-3 0 1 2-3-3-2 O-8 
00000000000000000000000011-2-300-3-2 
As determined by the tumback algorithm, the dimension of the null space is 
17. A 3 X 3 mesh contains four different 2 X 2 meshes and four 2 X 3 or 3 X 2 
meshes. Therefore, twelve first type divergence free functions can be ob- 
tamed from the four 2X2 meshes, and four second type divergence free 
functions can be obtained from the four 2 X 3 or 3 X 2 meshes. Another new 
type of divergence free function is calculated (by the tumback algorithm) 
which has nine element support, 
b3=(0 0 0 0 0 0 2 -2 10 2 2 0 0 0 -10 10 0 -2 -2 -10 
-2 2 0 0 0 0 0 0)‘. 
We call such a divergence free basis function with a nine element support a 
third type basis function. The vector field of b, is shown in Figure 10. 
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Hence the null matrix, C3x3, associated with A3x3 is 
c3x3 = 
31 
X 
12020000000000000 
00100000000000000 
00001200000000000 
00010010000000000 
o-1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
-1 o-2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 
04000006200000000 
0 O-4 6 0 0 0 O-2 0 0 0 0 0 0 0 0 
o-1 0 0 o-1 0 0 10 0 0 0 0 0 0 0 
1 o-2 2-l o-2-2 0 2 0 0 0 0 0 0 0 
00000400260000000 
0 0 0 2 0 o-4 0 2 0 0 0 0 0 0 0 0 
0 0 0 o-1 10 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 o-2 0 o-2 0 0 0 0 0 0 0 
-12 o-2 0 0 0 2 0 0 12 0 2 0 0 0 
0 0 10 0 0 0 o-1 0 0 0 10 0 0 0 
0 0 0 o-1 2 0 0 0 2 0 0 0 0 12 0 
00010010100001001 
0 0 0 0 0 0 0 10 0 o-1 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 o-1 o-2 0 0 0 0 
0 0 0 0 0 0 0 2-2 0 0 4 0 0 0 0 0 
0 0 0 0 0 0 0 O-2 0 0 O-4 6 0 0 0 
0 0 0 0 0 0 0 l-l 0 o-1 0 0 o-1 0 
0 0 0 0 0 0 0 0 0 0 1 o-2 2-l o-2 
0 0 0 0 0 0 0 o-2 2 0 0 0 0 0 4 0 
0 0 0 0 0 0 0 0 2 0 0 0 0 2 0 o-4 
0 0 0 0 0 0 0 0 0 10 0 0 0 O-l 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 o-2 
0 0 0 0 0 0 0 0 0 o-1 2 0 2 0 0 0 
00000000000010000 
0 0 0 0 0 0 0 0 0 0 0 0 0 o-1 2 0 
00000000000001001 
Any m X n uniform mesh contains 2 X2, 2 X3, 3 X2, and 3 X 3 sub- 
meshes. Therefore, the above three types of divergence free basis functions 
will be the blocks to build the divergence free basis for the m X n mesh. 
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FIG. 10. Velocity field for third type null vectors. 
THEOREM 4. For the m X n unifknm mesh on a rectangular domain 
shown in Figure 4, let the corresponding matrix A be defined as in (21). Then 
rankA<(m+l)(n+l)-1. 
Proof. If a row vector bT can be found such that bTA = 0, the proof is 
complete. Now we show that bT = (l,l,. . . , 1) is such a vector. Straightfor- 
ward calculation produces 
(m+lXn+l) (m+lXn+l) 
bTA div QI, C C 
J=l j=l 
Since 1 E Ah, and in fact 
bn+lXn+l) 
c A,=l, 
j=l 
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we have from the divergence theorem 
(tn + 1Xn + 1) 
div ai, c 
j=l 
=/ndiv~idrdy=lnn.~idr=O, 
where n is the outward normal on ELI and we have used the fact that Qi = 0 
on 8lR, i = 1,. . . , L. Hence 
bTA = 0. 
THEOREM 5. Consider the m X n Cm > 3, n > 3) unifm mesh on a 
rectangular domain as shown in Figure 4, and let the matrix A be defined as 
in (21). Let the set of 5mn -5m -5n +2 null vectors for the matrix A be 
constructed in the following way: 
(1) Each 2 X 2 submesh yields three jrst type null vectors for the matrix 
A, for a total of 3(m - 1Xn - 1) null vectors. 
(2) Each 2 X 3 or 3 X 2 submesh yields one second type null vector, for a 
total of (m -2Xn - l)+(m -1Xn -2) null vectors. 
(3) Each 3 X3 submesh with the shaded element of Figure 11 as a 
central element yields one third type null vector, for a total of Cm - 2)-1- 
(n - 2) - 1 null vectors. (Note that not all 3 x 3 meshes are used to form the 
third type null vectors.) 
These vectors are linearly independent and form a basis for the null space of 
the matrix A. Further, rank A = (m + lxn + l)- 1. 
FIG 11. Shaded element is the support of a third type null vector. 
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Proof. The total number of null vectors generated in the theorem is 
= 5mn -5m -5n +2. 
One can show that these 5mn -5m -5n +2 null vectors are linearly inde- 
pendent by using mathematical induction. See [42] for details. 
It is easy to check that 
2(3mn-2m-2n+l)-[(m+l)(n+l)-l] =5mn-5m-5n+2, 
where 2(3mn - 2m - 2n + 1) and (m + lxn + 1) are the numbers of the 
columns and rows in the matrix A respectively. This means that the rank of 
the matrix A is larger than or equal to (m + 1Xn + l)- 1. Combining with 
Theorem 4, we have the important fact 
rankA=(m+l)(n+l)-1. n 
Note that for the m X n mesh in Figure 4, L = dim Sh = 6mn -4n -4m +2. 
If the pressure is specified at one node, then N = dim Ah = mn + m + n and 
dim Dh = 5mn -5n -5m + 2 = L - N. This is the number of vectors gener- 
ated in Theorem 5. We now prove that this is an optimal choice. 
THEOREM 6. The divergence free basis constructed in Theorem 5 is the 
basis with minimal support. 
Proof. We prove the theorem by excluding all the other possibilities. 
The detailed proof can be found in [42] and includes the following steps. 
Step 1. It is impossible that there exists a divergence free basis function 
with a two-element support. 
St+zp 2. It is also impossible to find a divergence free basis function with 
a three-element support. 
Step 3. The number of divergence free basis functions with four ele- 
ment support is 
3(m-l)(n-1). 
NAVIER-STOKES EQUATIONS 35 
Step 4. There are no divergence free basis functions with exactly five 
element support. 
Step 5. Corresponding to each distinct six element submesh, only one 
basis function can be derived independent of the basis functions with four 
element support. 
Step 6. There are no divergence free basis functions with exactly seven 
element support. 
Step 7. Any divergence free basis hmction with eight element support 
can be expressed as a linear combination of the basis functions with four 
element and six element support. 
Step 8. The number of divergence free basis functions with nine ele- 
ment support is (m -2)+(n -2)- 1. n 
In the last section, we proved that the tumback algorithm generates the 
optimal null basis for the discrete divergence operator A based on a four 
node velocity and a one node pressure element. However, for the discrete 
divergence operator A based on an eight node velocity and a four node 
pressure element, the divergence free bases generated by Theorem 5 and by 
TABLE 1 
3 x 3 MESH: dim Dh = 17 
No. of supports 
elements Theorem 5 Tumback 
4 12 7 
6 4 7 
8 0 3 
9 1 1 
TABLE 2 
4 x 4 MESH: dim Dh = 42 
No. of 
elements 
supports 
Theorem 5 Tumback 
4 27 15 
6 12 10 
8 0 4 
9 3 9 
10 0 4 
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TABLE 3 
5X5 MESH: dim Dh = 77 
No. of 
elements 
supports 
Theorem 5 Tumback 
4 48 25 
6 24 13 
7 0 1 
8 0 10 
9 5 8 
10 0 6 
11 0 12 
12 0 2 
TABLE 4 
10X 10 MESH: dim D” = 402 
No. of 
elements 
Supports 
Theorem 5 Turnback 
4 243 106 
6 144 74 
7 0 2 
8 0 71 
9 15 15 
10 0 8 
12 0 21 
14 0 19 
15 0 1 
16 0 20 
18 0 16 
19 0 8 
20 0 16 
21 0 24 
22 0 1 
the tumback algorithm are quite different. Comparisons of their supports 
have been made for mesh sizes 3 X 3,4 X 4,5 X 5, and 10 X 10. The results are 
presented in Tables l-4. 
Two important facts can be observed from these tables. The maximum 
number of elements in the support of the basis function generated by 
Theorem 5 is 9 for any mesh. However, for basis i%nctions calculated by the 
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T: (r,s) ---t(x.y) 
FIG. 12. Mapping T from rs plane to ry plane. 
tumback algorithm, this number increases with the size of the mesh from 9 
to 22 as the mesh size increases from 3 X 3 to 10 X 10. 
7. EXTENSION OF CURVED DOMAINS 
Let T :r 4 x be a mapping from a canonical square domain fi in the t-s 
plane onto a domain Pi in the xy plane, where r = (r, s) and x =(x, y) 
(Figure 12). It is assumed that T is a piecewise C’ bijection. We further 
assume that T is C’ within each element. Hence r = T-‘(x) is well defined, 
and we sometimes will use r(x) to stand for T-‘(x). 
Let the Jacobian matrices of the above transformation be 
i?r \ 
G 
C3.S 
G, 
and 
ax \ 
as 
ay ; 
as, 
then J, = 1,‘. 
As in earlier sections, let Sh and Ah be finite element spaces for velocity 
and pressure in the *r-plane, and D h be the discrete divergence free 
subspace of Sh. Set @(xl = @(r(x)) and i(x) = h(r(x)); then by the chain 
rule (see Ellison, Hall, and Porsching [ll]), we have 
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where 
B(x) = uxux-’ = ( b,,(x) b,,(x) b 21 (x) b 22 (x) I (33) 
and 
Hence, since dr = IJ,I dx, we have that 
i 
div, @A dr = jh .(W+)~dx. div 
n 
Now we define the finite ele?ent space for approximating the velocity on 
the curved mesh, decomposing fi in the xy plane by 
where 
9 = span(8,,...,8,} 
ei = B$, i=l,...,L. (34) 
Note that b,(x) = Qi(r(x)). 
The independence of 8,, . . . , 8, is verified by the following theorem. 
THEOREM 7. The vector functions Oi, i = 1,. . . , L, defined in (34) are 
linearly independent and hence f&m a basis fm ih. 
Proof. Suppose that there exist czl,. . . , aL such that 
CQl + . . . + cxL8, = 0. 
Rewriting the above expression in component form, with Ji(x> E 4i(dx)), we 
+ * . * + am- ,b,,&, + +Mbd’M 
= (a,b,, + a,b,,)$, + . . . + (“sj- lb,, + azjb22)Jj 
,. 
+ . . . + (ss,-lba + cmb,,)#,. 
Since fl,. . . ,J, are linearly independent, from (35)-(36) we have 
Since B is invertible, azj_ 1 = uzj = 0, j = 1,. . . , M. 
39 
(35) 
(36) 
For the curved domain A, the pressure space Ah and the divergence free 
subspace Bh of sh are defined as 
Ah=span A, 
( 
A 
,A,) 
Now suppose that an L X r matrix C = (cij> has been computed such that 
pi = 5 CjiQj, i=l ,...> l-7 (37) 
j=l 
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forms a basis of the divergence free space Dh in the I-S plane. What role 
does C play in finding the divergence free space for the curved mesh on fi? 
The following theorem answers this question. 
THEOREM 8. kt the matrix C be defined as in (37). Then 
q = 5 cjiej, i= l,...,r, 
j=l 
(38) 
form a basis fw the discrete divergence free space 6”. 
Proof. By the definition of C and (37), we have 
O = /ndivr t cjiQjA dr = _(hdivX:IcjiB&ji dx 
j=l 
= lAdiv, 5 cjieji dx Vi E Ah. 
j=l 
Hence qi E L?‘, i = 1,. . . , r. 
Since c has full column rank and Or,. . . , eL are linearly independent, 
* r, . . . , T,. are also linearly independent. 
Let WE 6jhcSh, q=ff,e,+ ... +a,e,, and o=(a,,...,oJr. Sup- 
pose that q cannot be expressed as a linear combination of *r, . . . , ‘J’,.. This 
is equivalent to the statement that there does not exist an r X 1 nonzero 
vector y such that 
(Y = cy. 
Since q E I?‘, we have 
O=IAdiv, i 
j=l 
ajtIji dx = /i,divX i ajB&ji dx 
j=l 
= /ndivr 6 ojaji” dr, VhEAh. 
j=l 
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Hence Cfzl~j@j E Dh. Since 
p1 = 2 CjlQj,..., Pr = 6 cjr'j 
j=l j=l 
form a basis for Dh, CFzl(yiQj can be expressed as a linear combination of 
P 1,. . . , /3,. This implies that there exists a nonzero r X 1 vector y such that 
This contradicts our assumption, and hence 
Theorem 7 tells us how to construct a divergence free basis for a curved 
mesh once the divergence free basis defined in (37) has been derived on the 
associated uniform mesh for the canonical domain R. Note that the mapping 
T : i2 + R can be defined element by element as the standard isoparametric 
mappings (e.g. Hall and Porsching [25]). Th’ 1s in fact is the choice made for 
the numerical examples which follow. 
8. NUMERICAL RESULTS 
To illustrate the DFFEM we consider two examples in which Sh is the 
space generated by the eight node isoparametric elements and Ah is the 
space generated by the four node isoparametric elements. The bases for 
the divergence free subspace Dh as constructed in Sections 6 and 7 are used 
in the DFFEM. 
EXAMPLE 1. To illustrate the application of the divergence free basis 
constructed in Section 6 we consider the unsteady, laminar flow of the 
natural convection of a fluid in a square cavity. This is a buoyancy driven 
flow in a closed cavity of dimension D by D with vertical side walls that are 
differentially heated. The energy equation which governs the temperature 
variation is 
pc;-VkOT+u.VT=O, (39) 
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T=Tc 
u:v=o 
FIG. 13. Example 1: square cavity with differentially heated walls. 
where p is the density, c is the specific heat, and k is the thermal 
conductivity. The Rayleigh number is defined to be 
where p is the coefficient of volumetric expansion, g is the gravitational 
constant, T,, and T, are the values of the temperature on the hot and cold 
sides of the cavity, respectively, v = p/p is the kinematic viscosity, and 
. - a ~-++a u 4-4~ a Q Q 4- K d 
. . 0~ 0 4 a a 0 a +a a 1 0 b - 
FIG. 14. Velocity vector field. 
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FIG. 15. Horizontal dimensionless velocity at x* = 0.5. 
(Y = k /(PC) is the thermal diffusivity. We set the Rayleigh number Ra A 104. 
The boundary conditions for this problem are shown in Figure 13. 
For the finite element solution the cavity was divided by a 10 X 10 
uniform mesh. The size of system to be solved at each time step by the DVM 
or DFFEM method is 402. In contrast the dimension of the primitive system 
is 642. Figure 14 illustrates the computed velocity, Figure 15 the u-compo- 
nent of the centerline velocity, and Figure 16 the isotherms, which compare 
well with those in the literature (e.g. Hall and Porsching [25]). 
EXAMPLE 2. As a sample calculation for the curved domain, the laminar 
flow past a half circle barrier has been considered. The region and boundary 
FIG. 16. Isotherms T = T, +(T,, - TJi - l)/ll, i = 1,2,. ,12. 
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u=l,v=O 
(:-Jqzryf= 
FIG. 17. Example 2: geometry and boundary conditions. 
I 
FIG. 18. Finite element mesh. 
FIG. 19. Velocity field for R = 5.0. 
I 
FIG. 20. Velocity field for R = 50. 
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conditions are shown in Figure 17. When the Reynolds number R is small 
(say R = 5>, the inertial forces are negligible and the streamlines around the 
barrier converge to the free stream. As R in increased (R > 501, vortices 
form downstream of the barrier. The finite element mesh is shown in Figure 
18. The velocity fields for the two runs are shown in Figure 19 and 
Figure 20. 
9. AN ANOMALY 
In Equation (4) or, more appropriately, (191, the matrix A is an approxi- 
mation to the divergence V.u, and AT is an approximation to the gradient 
Vp. In practice it is accepted that the discrete divergence and discrete 
gradient are adjoints of each other. In this section, we present an example to 
indicate that this relation can be violated through indiscriminate implementa- 
tion of the DFFEM (or DVM) on nonuniform grids. 
The same problem is used here as in Example 1: buoyancy driven flow in 
a closed cavity with differentially heated vertical side walls. Two finite 
element meshes are considered: a 4X4 uniform mesh shown in Figure 
21(a), and a perturbed mesh obtained by moving just one middle side node 
slightly above the midpoint along the same line, as shown in Figure 21(b). 
When this problem was first solved using our DFFEM program and the 
mesh in Figure 21(b), we obtained the velocity field shown in Figure 22(b) 
below. This result is nonsense. After convincing ourselves that the data and 
program were “correct,” we discovered the following anomaly in our formu- 
lation. 
A h 
0.4 0.4 
,b,d ‘,@,d 
0.4 ) 
l 
0.4 
p=o.1,q-oJ3s p=O.l,q-0.05s 
(0) (b) 
FIG. 21. 4 X 4 mesh and a perturbation. 
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After we discretize the equations (l)--(3) by the finite element method, 
the resulting linear system was in fact 
instead of (4). The entries Bij and Aji were calculated by the following 
formulas: 
Bij = / rLVx hj . @i dx dy 
(41) 
Aji = jOdivX Qi *Aj dxdy 
= C / div,Qi*hjdxdy 
all elements e’ 
(42) 
where e is the standard square element in the 577 plane, e’ is a typical eight 
node element on the distorted mesh in the xy plane, and J4 and Js are the 
Jacobian matrices corresponding to the four node isoparametric mapping and 
the eight node isoparametric mapping respectively. The reason that the 
Jacobian matrix I4 has been used in (41) is that the pressure is approximated 
by a bilinear polynomial and the given integrand follows from the chain rule. 
If the defining integrals (41) and (42) are evaluated exactly, we have from the 
divergence theorem that 
B,j=/VAj.~idxdy=-/ndiv~iAjdxdy+lJllhj~i.nds. (43) 
R 
Since @‘i = 0 on the boundary aa, (43) gives Bij = - Aji, which is the 
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desired relation. However, once the variables are changed to the standard 
(7 plane for numerical integration, this relation does not hold in general, 
since (41) involves J, and (42) does not. 
The relation B,, = - Aji does hold for the computed Bij and Aji if 
J, = Js, which is the case, for example, if the mesh consists of straight lines 
and the midside nodes are midpoints of the element sides. 
The mesh in Figure 21(b) violates this condition, and Bij # - Aji. What 
led to the result shown in Figure 22(b) is that in our algorithm the pressure 
term was ignored in the momentum equations by assuming a priori that 
B = - AT, when in fact B + - AT. If B # - AT, then the system (4) must be 
modified so that the transformed system is in the generic form (4) to which 
the dual variable method (or equivalently the DFFEM) can be applied. 
To develop the appropriate transformation, we start with the momentum 
equation (1) and multiply by Qi, the ith basis function for Sh, to obtain 
Nu-@i +v,p*q =f(u)*Qi. (44) 
For each element e’ in the support of ai, apply the chain rule to (44) to get 
Next, multiply (45) by the 2 X 2 matrix jr ‘Id and integrate over e’ to get 
Expanding p(x, y) = Cy= rpjhj(f, 7) in (46) and summing over all elements, 
we obtain [instead of (401 
The last equality now also follows by the divergence theorem. 
This elementwise transformation of the discrete momentum equation was 
implemented, and the velocity field in Figure 22(a) was the result. A similar 
transformation was necessary in the finite difference approach [26], where a 
diagonal transformation took into account any nonuniformity of the finite 
difference mesh. 
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FIG. 22. Velocity fields for nonuniform mesh. 
10. A BASIS FOR lh 
The divergence free finite element method decouples the calculation of 
the velocity and pressure by decomposing the velocity space Sh into the two 
subspaces such that 
Sh = Dh@Zh, 
where Dh is the divergence free subspace and lh is the complement of Dh. 
If the velocity is calculated by solving Equation (17), the pressure can be 
calculated from Equation (18). The only problem left is to derive the basis 
for I”. 
If the pressure is fixed at one point, A in (21) has full row rank. Let 
dim Sh = L, dim Ah = N, and 
where Ai = (ail, ui2,. . , a,,). Then we have the following theorem. 
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THEOREM 9. Given that (@‘l,@‘e,...,@L} is a basisfor Sh, define 
L 
ffi = c aipj, i=l >...1 N. 
j=l 
Then {a,, az.. . ., a,) fm a basis for lh. 
Proof. Since @r, @a,. . . , QL are linearly independent and A has full row 
rank, or, crz,. . . , aN are linearly independent. From Theorem 1, a divergence 
free basis for Dh is associated with a null basis C of the matrix A, where 
c = cc,, c,, . . . , CL_,). Therefore, with pi defined in (22) we can prove that 
cY1,cY2 )..., cYN,P,,&>‘..,PL--N 
are linearly independent by proving that the column vectors 
A;,AT, ,..., AT,,C& ,..., C,_, 
are linearly independent. But these column vectors are linearly independent 
because A has full row rank, C has full column rank, and AC = 0. Therefore, 
forms a basis for Sh. Since {/31,&,...,PL_N] forms a basis for Dh, {a,,cr,, 
. . . ,a,} forms a basis for its complement, Ih. W 
11. CONCLUSIONS 
In this paper, two methods are investigated for the numerical solution of 
the incompressible Navier-Stokes equations. They are the dual variable 
method (DVM) and the divergence free finite element method (DFFEM). 
Both methods eliminate the pressure from the determination of the velocity. 
There are two inherent advantages to these methods. One is that the number 
of variables is reduced, and the other is that the discrete divergence free 
condition is satisfied a priori, not just approximated as with many other 
methods. 
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One result of this paper is the establishment of an equivalent between 
the DVM and DFFEM solution algorithms. In order to implement the DVM 
and the DFFEM, a dual variable transformation or a divergence free basis 
needs to be derived. Neither the dual variable transformation matrix nor the 
divergence free basis is unique. The efficiency of these methods depends on 
how sparse and banded the dual variable transformation matrix is for the 
DVM and on how small the supports of the divergence free basis functions 
are for the DFFEM. The main result of this paper was the construction of a 
divergence free basis with minimal support for the eight node velocity and 
four node pressure finite element method. Of course this general approach 
could be applied to other choices of element types. 
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