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Abstract. In this paper, we consider the existence of static solutions to the nonlinear
Chern-Simons-Schro¨dinger system
−ihD0Ψ− h2(D1D1 + D2D2)Ψ + V Ψ = |Ψ|p−2Ψ,
∂0A1 − ∂1A0 = − 12 ih[ΨD2Ψ−ΨD2Ψ],
∂0A2 − ∂2A0 = 12 ih[ΨD1Ψ−ΨD1Ψ],
∂1A2 − ∂2A1 = − 12 |Ψ|2,
(0.1)
where p > 2 and non-radial potential V (x) satisfies some certain conditions. We show that
for every positive integer k, there exists h0 > 0 such that for 0 < h < h0, problem (0.1)
has a nontrivial static solution (Ψh, A
h
0 , A
h
1 , A
h
2 ). Moreover, Ψh is a positive non-radial
function with k positive peaks, which approach to the local maximum point of V (x) as
h→ 0+.
Key words : Chern-Simons-Schro¨dinger system, variational method, multi-peak so-
lutions.
AMS Subject Classifications: 35J50, 35J10
1. Introduction
In this paper, we investigate the existence of mutil-peak solutions to Chern-Simons-
Schro¨dinger systems. The Schro¨dinger equation
ih
∂Ψ(x, t)
∂t
= −h2∆Ψ(x, t) + V (x)Ψ(x, t)− |Ψ(x, t)|p−2Ψ(x, t) (1.1)
with p > 2 in R2 ×R+ can be introduced as the Euler-Lagrange equation of the Lagrange
density
L = hRe{iΨ¯(x, t)∂Ψ(x, t)
∂t
} − h2|∇Ψ(x, t)|2 + V (x)|Ψ(x, t)|2 − 2
p
|Ψ(x, t)|p, (1.2)
where V (x) is the external potential, h is the Plank constant. A static solution, that is
a solution Ψ(x, t) = u(x) of (1.1) which is independent of t, satisfies the semiclassical
Schro¨dinger equation
− ε2∆u(x) + V (x)u(x) = |u(x)|p−2u(x), x ∈ R2 (1.3)
with ε = h.
1 Email addresses: jindeng 2016@126.com, lwhope@jxnu.edu.cn, jfyang 2000@yahoo.com
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2 CHERN-SIMONS-SCHRO¨DINGER SYSTEMS
Taking into account the interaction of the electromagnetic field and the matter field,
one includes the Chern-Simons term into the Lagrangian density. The Lagrangian density
then becomes
Lc = κ
4
εµαβAµFαβ − 1
2
hRe{iΨ¯(x, t)D0Ψ(x, t)}+ h
2
2
|DΨ(x, t)|2
+
1
2
V (x)|Ψ(x, t)|2 − 1
p
|Ψ(x, t)|p,
(1.4)
where Ψ : R2,1 → C is the complex scalar field, Aµ : R2,1 → R, µ = 0, 1, 2, are the
gauge field, which obey the Lorentz condition
∑2
µ=0 ∂µAµ = 0. By D0 = ∂t +
i
h
A0 and
Dj = ∂xj − ihAj, j = 1, 2, for (x1, x2, t) ∈ R2,1 we denote the the covariant derivatives, and
we set Fµν = ∂µAν − ∂νAµ for µ, ν = 0, 1, 2. Inside the Lagrangian density Lc we denote
i the the imaginary unit, and −1
4
εµαβAµFαβ the Chern-Simons term. The corresponding
Euler-Lagrange system of Lc is given as follows.
−ihD0Ψ− h2(D1D1 +D2D2)Ψ + VΨ = |Ψ|p−2Ψ,
∂0A1 − ∂1A0 = −12ih[ΨD2Ψ−ΨD2Ψ],
∂0A2 − ∂2A0 = 12ih[ΨD1Ψ−ΨD1Ψ],
∂1A2 − ∂2A1 = −12 |Ψ|2.
(1.5)
The systems (1.5) is proposed in [10–13], which describes the dynamics of large number
of particles in an electromagnetic field. This model is important for the study of the
high-temperature superconductor, fractional quantum Hall effect and Aharovnov-Bohm
scattering. System (1.5) is referred to be the Chern-Simons-Schro¨dinger system (CSS), it
is invariant under the following gauge transformation
φ→ φeiχ, Aµ → Aµ − ∂µχ
for arbitrary C∞ function χ : R2,1 → R.
Since system (1.5) is setting in the whole space, a problem of the loss of the compactness
is then raised if the variational method applied. In order to avoid such a problem, in [3] a
particular form of solutions of (1.5)
Ψ(t, x) = u(|x|)eiωt, A0(t, x) = h1(|x|),
A1(t, x) =
x2
|x|2h2(|x|), A2(t, x) =
x1
|x|2h2(|x|),
is considered with the constant V , where ω > 0 and u, h1, h2 are real value functions
depending only on |x|. Then, solutions are found in the radially symmetric space H1r (R2)
as critical points of the associated functional
J(u) =
1
2
∫
R2
{
|∇u|2 + (ω + ξ)u2 + u
2
|x|2
(∫ |x|
0
s
2
u2(s) ds
)2}
dx− 1
p
∫
R2
|u|p dx.
However, it is quite involved in finding critical points of J . Actually, such a problem
was treated differently in accordance to the range of the exponent p. Precisely in [3], for
p > 4 it is considered a minimization problem on the Nehari-Pohozaev manifold; while for
2 < p < 4, minimization problem is constrained in L2 sphere. Essentially, it is a nonlinear
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eigenvalue problem. For the case p = 4, a self-dual solution can be found by Liouville
equations. Later on, for p ∈ (2, 4) Pomponio and Ruiz studied in [16] the nonexistence
and multiplicity results for problem (1.5) with constant potentials V by investigating the
geometry of the Euler-Lagrange functional. More related results on problem (1.5) with
constant potentials can be found in [3, 4, 6, 7, 16, 17] and references therein. Suppose V is
radially symmetric, it is studied in [18] the existence, nonexistence and multiplicity of the
same type of solutions for (1.5). While for the case V being non-radial, nontrivial solutions
are found in [19] under the assumption p > 4.
In this paper, we consider the existence and concentration of solutions for (1.6) under
the assumption that V (x) is non-radial and p > 2. Since V (x) is not radially symmetric,
we encounter the difficulty of the loss of compactness. Instead of working in the radially
symmetric space H1r (R2), one has to use the concentration-compactness principle if min-
imization problem considered. Furthermore, the presence of V brings essential difficulty
to find minimizers of associated functional on the Nehari-Pohozaev manifold, it is also the
reason hinders the study of the case p ∈ (2, 4] although there are existence results emerged
for the case p > 4. Our approach is to use the Lyapunov-Schmidt reduction method. By
this method, we can not only construct mutil-peak solutions to problem (1.5), but also
treat all the case p > 2 in a unified way.
In this paper, we study static solutions of (1.5). Hence, the gauge field (A1, A2) obeys
the Coulomb condition ∂1A1+∂2A2 = 0. Moreover, a static solution (u,A0, A1, A2) satisfies −ε
2∆u+ V (x)u+ A0u+ (A
2
1 + A
2
2)u = |u|p−2u,
∂1A0 = A2u
2, ∂2A0 = −A1u2
∂1A2 − ∂2A1 = −12 |u|2, ∂1A1 + ∂2A2 = 0,
(1.6)
where we set ε = h > 0.
Suppose the external potential V (x) satisfies
(V1) V (x) ∈ C(R2,R), infx∈R2 V (x) > 0, and there exist positive constants L and θ such
that |V (x)− V (y)| ≤ L|x− y|θ for all x, y ∈ R2;
(V2) There exist δ > 0 and x
0 ∈ R2 such that V (x) < V (x0) for x ∈ Bδ(x0) \ {x0} ⊂ R2.
The main result of this paper is as follows.
Theorem 1.1. Suppose that p > 2 and V (x) satisfies (V1) and (V2). Then for any positive
integer k, there exists ε0 > 0 such that if 0 < ε < ε0, problem (1.6) has a nontrivial
solution (uε, A
ε
0, A
ε
1, A
ε
2) such that uε is positive non-radial function with k positive peaks,
which approach to the local maximum point of V (x) as ε→ 0+.
The existence of peak solutions and the concentration phenomenon of solutions has been
extensively studied for the semiclassical Shro¨dinger equation (1.3), see for instance [1, 2, 8,
9, 20] for part of results in this direction. In particular, positive solutions with prescribed
number of peaks to nonlinear Schro¨dinger equations were obtained in [14] by using the
well-known Lyapunov-Schmidt reduction scheme. This argument was later generalized in
[5] to study nonlinear Schro¨dinger equations with vanishing potentials. However, it seems
no multi-peaks solution has been found for problem (1.6) in literatures.
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We will find solutions of problem (1.6) by looking for critical points of the associated
functional
Jε(u,A0, A1, A2) =
1
2
∫
R2
(
ε2|∇u|2 + V (x)|u|2 + (A0 + A21 + A22)|u|2
)
dx
+
1
2
∫
R2
(A0F12 + A1∂2A0 − A2∂1A0) dx− 1
p
∫
R2
|u|p dx.
(1.7)
Such a problem can be reduced, see section 2 for details, to find critical points of the
functional
Iε(u) =
1
2
∫
R2
(
ε2|∇u|2 + V (x)u2)dx+ 1
2
∫
R2
(
− 1
4pi
∫
R2
x2 − y2
|x− y|2u
2(y)dy
)2
u2(x)dx
+
1
2
∫
R2
(
1
4pi
∫
R2
x1 − y1
|x− y|2u
2(y)dy
)2
u2(x)dx− 1
p
∫
R2
|u|pdx.
(1.8)
Using the unique ground state U of{ −∆u+ V (x0)u = up−1, u > 0, x ∈ R2,
u(0) = max
RN
u(x), u ∈ H1(R2), (1.9)
we build up the approximate critical points for the functional Iε. It is well-known that
U(x) = U(|x|) is non-degenerate and satisfies
U ′(r) < 0, lim
r→∞
r
N−1
2 erU(r) = C > 0, lim
r→∞
U ′(r)
U(r)
= −1. (1.10)
Let k be any positive integer. Define
Dε,δk =
{
y = (y1, · · · , yk) ∈ (R2)k : yi ∈ B δ
2
(x0), and
|yi − yj|
ε
≥ | ln ε| 12 , i 6= j, i, j = 1, 2 · · · , k
}
.
Let Uε,yi(x) = U(
x−yi
ε
) and
E :=
{
ϕ ∈ H1(R2) : 〈∂Uε,yi
∂yil
ϕ〉ε = 0, i = 1, · · · , k, l = 1, 2
}
,
where
〈v1, v2〉ε := ε2
∫
R2
∇v1∇v2 dxdy +
∫
R2
v1(x)v2(x)dx.
Fixing y ∈ Dε,δk , we set
U∗ =
k∑
i=1
Uε,yi =
k∑
i=1
U(
x− yi
ε
)
and
M εk =
{
(y, ϕ) : y ∈ Dε,δk , ϕ ∈ E
}
.
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Then, Theorem 1.1 will be proved by the following result.
Theorem 1.2. If V (x) satisfies (V1) and (V2), then for any positive integer k, there is a
positive constant ε0 depending on k such that for each ε ∈ (0, ε0], the functional Iε has a
positive critical point of the form
uε(x) = U∗ + ϕε =
k∑
i=1
Uε,yi + ϕε,
where ϕε ∈ E.
To prove Theorem 1.2, we first use Lyapunov-Schmidt reduction scheme to reduce the
problem to a variational problem defined on a closed subset of a finite dimensional Euclidian
space. Then we prove that the functional achieves its maximum in the interior of that
closed subset. Comparing with previous works, see for instance [5, 14], the Chern-Simons
term brings new difficulties in employing the reduction method to deal with singularly
perturbed problem (1.6), and the feature of Chern-Simons term requires to establish some
new delicate estimates on the energy of the approximate solutions.
This paper is organized as follows. After some preparation in section 2, we expand the
functional Iε at U∗ + ϕε and fundamental estimates are established in section 3. Finally,
in section 4, we prove Theorem1.2 by the reduction method.
2. Preliminaries
In this section, we present the variational framework and establish estimates for the
energy functional Iε at U∗.
By equation (1.6), A0, A1 and A2 can be expressed as functions of u. First, integrating
by part we find
Jε(u,A0, A1, A2) =
1
2
∫
R2
(
ε2|∇u|2 + V (x)|u|2 + (A0 + A21 + A22)|u|2
)
dx
+
∫
R2
A0F12 dx− 1
p
∫
R2
|u|p dx.
(2.1)
Equation (1.6) implies ∫
R2
A0F12 dx = −1
2
∫
R2
A0|u|2 dx. (2.2)
Hence,
Jε(u,A0, A1, A2) =
1
2
∫
R2
(
ε2|∇u|2 + V (x)|u|2 + (A21 + A22)|u|2
)
dx− 1
p
∫
R2
|u|p dx. (2.3)
Next, the Coulomb condition ∂1A1 + ∂2A2 = 0 and the equation ∂1A2 − ∂2A1 = −12 |u|2
yield
∆A1 =
1
2
∂2(|u|2), −∆A2 = 1
2
∂1(|u|2). (2.4)
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Solving equation (2.4) we obtain
A1 = A1(u) =
1
2
K2 ∗ (∂2|u|2) = − 1
4pi
∫
R2
x2 − y2
|x− y|2 |u(y)|
2 dy, (2.5)
A2 = A2(u) = −1
2
K1 ∗ (∂1|u|2) = 1
4pi
∫
R2
x1 − y1
|x− y|2 |u(y)|
2 dy, (2.6)
where Ki =
−xi
2pi|x|2 , for i = 1, 2 and ∗ denotes the convolution. Similarly, the equation
∆A0 = ∂1(A2|u|2)− ∂2(A1|u|2)
implies that
A0 = A0(u) = K1 ∗ (A1|u|2)−K2 ∗ (A2|u|2). (2.7)
Therefore, the functional Jε can be written as
Iε(u) =
1
2
∫
R2
(
ε2|∇u|2 + V (x)u2)dx+ 1
2
∫
R2
(− 1
4pi
∫
R2
x2 − y2
|x− y|2u
2(y)dy
)2
u2(x)dx
+
1
2
∫
R2
( 1
4pi
∫
R2
x1 − y1
|x− y|2u
2(y)dy
)2
u2(x)dx− 1
p
∫
R2
|u|pdx.
(2.8)
We know that Iε is well defined in H
1(R2) and Iε ∈ C1(H1(R2)). If u is a critical point of
Iε, we may define A0, A1, A2 through (2.5), (2.6) and (2.7), then (u,A0, A1, A2) is a solution
of problem (1.6). In the following, we focus on finding critical points of the functional Iε.
Precisely, we are looking for critical point u of Iε in the form
u = U∗ + ϕ
with ϕ ∈ E. To this purpose, we expand the functional Iε near approximate solutions.
Proposition 2.1. There holds,
Iε(U∗) = (
1
2
− 1
p
)kε2
∫
R2
Updx− 1
2
k∑
i=1
(
V (x0)− V (yi))ε2 ∫
R2
U2dx− Cε2
k∑
i 6=j
e
−|yi−yj |
ε
+ O
(
ε2+θ + ε2
k∑
i 6=j
e
−(1+σ)|yi−yj |
ε + ε4
)
,
where C > 0 and σ is a small fixed constant.
Proof. Since the integral
∫
R2
1
|x−y|U
2(y) dy is uniformly bounded in x ∈ R2, a change of
variable yields ∫
R2
1
|x− y|U
2(
y − yi
ε
)dy = ε
∫
R2
1
|y − x−yi
ε
|U
2(y)dy ≤ Cε.
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This implies
|
∫
R2
(− 1
4pi
∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy
)2
U2∗ (x)dx|
≤C
∫
R2
(∫
R2
1
|x− y|(
k∑
i=1
Uε,yi(y))
2 dy
)2
(
k∑
i=1
Uε,yi(x))
2 dx
≤C
∫
R2
( k∑
i=1
∫
R2
1
|x− y|U
2
ε,yi(y) dy
)2
(
k∑
i=1
Uε,yi(x))
2 dx
≤Cε2
∫
R2
(
k∑
i=1
Uε,yi(x))
2 dx
≤Cε4.
(2.9)
Analogously,
1
2
∫
R2
( 1
4pi
∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy
)2
U2∗ (x)dx ≤ Cε4. (2.10)
Since
ε2
∫
R2
∇Uε,yi∇Uε,yj dx+ V (x0)
∫
R2
Uε,yiUε,yj dx =
∫
R2
Up−1
ε,yi
Uε,yjdx
for any i, j = 1, · · · , k, we obtain
1
2
∫
R2
(
ε2|∇U∗|2 + V (x)U2∗
)
dx− 1
p
∫
R2
|U∗|pdx
=
1
2
k∑
i,j=1
∫
R2
[(
V (x)− V (x0)
)
Uε,yiUε,yj + U
p−1
ε,yi
Uε,yj
]
dx− 1
p
∫
R2
|U∗|pdx.
(2.11)
We write
H :=
k∑
i,j=1
∫
R2
(
V (x)− V (x0)
)
Uε,yiUε,yj
=
∫
R2
(
V (x)− V (x0))( k∑
i=1
U2ε,yi +
k∑
i 6=j
Uε,yiUε,yj
)
dx
=
∫
R2
k∑
i=1
(
V (x)− V (yi) + V (yi)− V (x0))U2ε,yidx
+
∫
R2
k∑
i 6=j
(
V (x)− V (yi) + V (yi)− V (x0))Uε,yiUε,yjdx.
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Changing variables we obtain
H = −ε2
∫
R2
U2(y)
k∑
i=1
(
V (x0)− V (yi))+ ε2 ∫
R2
(
V (εy + yi)− V (yi))U2(y)dy
+ε2
∫
R2
k∑
i 6=j
(
V (εy + yi)− V (yi))U(y)U(y − yi − yj
ε
)dy
+ε2
k∑
i 6=j
∫
R2
(
V (x0)− V (yi))U(y)U(y − yi − yj
ε
)dy.
By assumption V1 and (1.10),
H ≤ −ε2
∫
R2
U2
k∑
i=1
(
V (x0)− V (yi))+ ε2k ∫
R2
|εy|θU2(y) dy
+Cε2
k∑
i 6=j
∫
R2
|εy|θU(y)U(y − y
i − yj
ε
)dy + +Cε2
k∑
i 6=j
∫
R2
|ε|θU(y)U(y − y
i − yj
ε
)dy
= −ε2
∫
R2
U2
k∑
i=1
(
V (x0)− V (yi))+O(ε2+θ + ε2+θ k∑
i 6=j
e−|
yi−yj
ε
|). (2.12)
Note that if p > 3, ∫
R2
k∑
i 6=j
Up−2
ε,yi
U2ε,yjdx
= C
∫
R2
ε2
k∑
i 6=j
Up−2(y − y
i
ε
)U2(y − y
j
ε
)dy
≤ Cε2
k∑
i 6=j
e
−min{(p−2),2}|yi−yj |
ε ≤ Cε2
k∑
i 6=j
e
−(1+σ)|yi−yj |
ε ,
and if 2 < p ≤ 3, ∫
R2
k∑
i 6=j
U
p
2
ε,yi
U
p
2
ε,yj
dx
≤ Cε2
k∑
i 6=j
∫
R2
U
p
2U(y − y
i − yj
ε
)
p
2dy
≤ Cε2
k∑
i 6=j
e
−p|yi−yj |
2ε ≤ Cε2
k∑
i 6=j
e
−(1+σ)|yi−yj |
ε ,
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then we have∫
R2
Up∗ =
∫
R2
k∑
i=1
Up
ε,yi
dx+ p
∫
R2
k∑
i 6=j
Up−1
ε,yi
Uε,yjdx
+

O
(∫
R2
k∑
i 6=j
Up−2
ε,yi
U2ε,yjdx
)
, (p > 3)
O
(∫
R2
k∑
i 6=j
U
p
2
ε,yi
U
p
2
ε,yj
)
, (2 < p ≤ 3)
= kε2
∫
R2
Up + Cpε2
k∑
i 6=j
e
−|yi−yj |
ε +O(ε2
k∑
i 6=j
e
−(1+σ)|yi−yj |
ε ),
(2.13)
σ is a small fixed constant.
Inserting (2.12) and (2.13) into (2.11), we are led to the result. 
3. Energy expansion
In this section, we expand the functional
Jε(y, ϕ) = Iε
(
U∗ + ϕ
)
, (y, ϕ) ∈M εk
and present some basic estimates. The functional Jε(y, ϕ) is expanded as follows.
Jε(y, ϕ) = Jε(y, 0) + `ε(ϕ) + 1
2
Lε(ϕ) +Rε(ϕ), (3.1)
where
`ε(ϕ) =
∫
R2
(
V (x)− V (x0))U∗ϕdx+ ∫
R2
( k∑
i=1
Up−1
ε,yi
ϕ− ( k∑
i=1
Uε,yi
)p−1
ϕ
)
dx
+
∫
R2
(− 1
4pi
∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy
)2
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2U∗(z)ϕ(z)dz
)
U2∗dx
+
∫
R2
( 1
4pi
∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy
)2
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy ·
∫
R2
x1 − z1
|x− z|2U∗(z)ϕ(z)dz
)
U2∗dx,
Lε(ϕ) = ε
2
∫
R2
|∇ϕ|2dx+
∫
R2
V (x)ϕ2dx− (p− 1)
∫
R2
Up−2∗ ϕ
2dx
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+
∫
R2
( 1
4pi
∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy
)2
ϕ2(x)dx
+
1
2pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2U∗(z)ϕ(z)dz
)
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2ϕ
2(z)dz
)
U2∗ (x)dx
+
∫
R2
( 1
4pi
∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy
)2
ϕ2(x)dx
+
1
2pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy ·
∫
R2
x1 − z1
|x− z|2U∗(z)ϕ(z)dz
)
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy ·
∫
R2
x1 − z1
|x− z|2ϕ
2(z)dz
)
U2∗ (x)dx
:= L1,ε(ϕ) + L2,ε(ϕ),
where L1,ε(ϕ) = ε
2
∫
R2 |∇ϕ|2dx+
∫
R2
V (x)ϕ2dx− (p− 1)
∫
R2
Up−2∗ ϕ
2dx, L2,ε(ϕ) is the rest,
and
Rε(ϕ) = −1
p
∫
R2
(
(U∗ + ϕ)p − Up∗ − pUp−1∗ ϕ−
1
2
(p− 1)pUp−2∗ ϕ2
)
dx
+
1
8pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2ϕ
2(y)dy ·
∫
R2
x2 − z2
|x− z|2U∗(z)ϕ(z)dy
)
U2∗ (x)dx
+
1
4pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U∗(y)ϕ(y)dy
)2
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2ϕ
2(z)dz
)
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2U∗(z)ϕ(z)dz
)
ϕ2(x)dx
+
1
32pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2ϕ
2(y)dy
)2
U2∗ (x)dx
+
1
4pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U∗(y)ϕ(y)dy ·
∫
R2
x2 − z2
|x− z|2ϕ
2(z)dz
)
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U∗(y)ϕ(y)dy
)2
ϕ2(x)dx
+
1
16pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2ϕ
2(z)dz
)
ϕ2(x)dx
+
1
16pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2ϕ
2(y)dy
)2
U∗(x)ϕ(x)dx
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+
1
8pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2U∗(y)ϕ(y)dy ·
∫
R2
x2 − z2
|x− z|2ϕ
2(z)dz
)
ϕ2(x)dx
+
1
32pi2
∫
R2
(∫
R2
x2 − y2
|x− y|2ϕ
2(y)dy
)2
ϕ2(x)dx
+
1
8pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2ϕ
2(y)dy ·
∫
R2
x1 − z1
|x− z|2U∗(z)ϕ(z)dy
)
U2∗ (x)dx
+
1
4pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U∗(y)ϕ(y)dy
)2
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy ·
∫
R2
x1 − z1
|x− z|2ϕ
2(z)dz
)
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy ·
∫
R2
x1 − z1
|x− z|2U∗(z)ϕ(z)dz
)
ϕ2(x)dx
+
1
32pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2ϕ
2(y)dy
)2
U2∗ (x)dx
+
1
4pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U∗(y)ϕ(y)dy ·
∫
R2
x1 − z1
|x− z|2ϕ
2(z)dz
)
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U∗(y)ϕ(y)dy
)2
ϕ2(x)dx
+
1
16pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy ·
∫
R2
x1 − z1
|x− z|2ϕ
2(z)dz
)
ϕ2(x)dx
+
1
16pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2ϕ
2(y)dy
)2
U∗(x)ϕ(x)dx
+
1
8pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2U∗(y)ϕ(y)dy ·
∫
R2
x1 − z1
|x− z|2ϕ
2(z)dz
)
ϕ2(x)dx
+
1
32pi2
∫
R2
(∫
R2
x1 − y1
|x− y|2ϕ
2(y)dy
)2
ϕ2(x)dx
:= R1,ε(ϕ) +R2,ε(ϕ),
where R1,ε(ϕ) = −1p
∫
R2
(
(U∗ + ϕ)p − Up∗ − pUp−1∗ ϕ−
1
2
(p− 1)pUp−2∗ ϕ2
)
dx and R2,ε(ϕ) =
Rε(ϕ)−R1,ε(ϕ).
In order to find a critical point (y, ϕ) ∈M εk for Jε(y, ϕ), we need to estimate each term
in expansion (3.1).
Lemma 3.1. There exists a constant C > 0, such that
‖R(i)ε (ϕ)‖ ≤ Cε−min{1,p−2}‖ϕ‖min{3−i,p−i}ε
+ C
(
ε‖ϕ‖3−iε + ‖ϕ‖4−iε + ε−1‖ϕ‖5−iε + ε−2‖ϕ‖6−iε
)
.
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Proof. First we estimate R1,ε. Let ϕ˜ = ϕ(εx). We have∫
R2
|ϕ|pdx = ε2
∫
R2
|ϕ˜|p ≤ Cε2(∫
R2
(|∇ϕ˜|2 + |ϕ˜|2)dx) p2
= Cε2
(
ε−2
∫
R2
(ε2|∇ϕ|2 + |ϕ|2)dx) p2
≤ Cε2−p‖ϕ‖pε. (3.2)
If 2 < p ≤ 3, we find ∣∣∣R1,ε(ϕ)∣∣∣ ≤ C ∫
R2
|ϕ|pdx ≤ Cε2−p‖ϕ‖pε,
∣∣∣〈R′1,ε(ϕ), ψ〉∣∣∣ ≤ C ∫
R2
|ϕ|p−1ψdx
≤ C
(∫
R2
|ϕ|pdx
) p−1
p
(∫
R2
|ψ|pdx
) 1
p
≤ C
(
ε2−p‖ϕ‖pε
) p−1
p
(
ε2−p‖ψ‖pε
) 1
p
≤ Cε2−p‖ϕ‖p−1ε ‖ψ‖ε
and ∣∣∣〈R′′1,ε(ϕ)(ψ, ξ)〉∣∣∣ ≤ C ∫
R2
|ϕ|p−2|ψ||ξ|dx
≤ C
(∫
R2
|ϕ|(p−2) pp−2dx
) p−2
p
(∫
R2
|ψ|pdx
) 1
p
(∫
R2
|ξ|pdx
) 1
p
≤ C
(
ε2−p‖ϕ‖pε
) p−2
p
(
ε2−p‖ψ‖pε
) 1
p
(
ε2−p‖ξ‖pε
) 1
p
≤ Cε2−p‖ϕ‖p−1ε ‖ψ‖ε‖ξ‖ε.
If p > 3, we estimate ∣∣∣R1,ε(ϕ)∣∣∣ ≤ C ∫
R2
Up−1ε,y |ϕ|3 ≤ Cε−1‖ϕ‖3ε,
∣∣∣〈R′1,ε(ϕ), ψ〉∣∣∣ ≤ Cε−1‖ϕ‖2ε‖ψ‖ε
and ∣∣∣〈R′′1,ε(ϕ)(ψ, ξ)〉∣∣ ≤ Cε−1‖ϕ‖ε‖ψ‖ε‖ξ‖ε.
CHERN-SIMONS-SCHRO¨DINGER SYSTEMS 13
Next, we estimate R2,ε. We commence with some fundamental estimates needed. By
Ho¨lder inequality and (3.2), we have
|
∫
R2
x2 − y2
|x− y|2U∗(y)ϕ(y)dy| ≤ |
∫
R2
1
|x− y|U∗(y)ϕ(y)dy|
≤(∫
R2
1
|x− y| 32 U
3
2∗ (y)dy
) 2
3
(∫
R2
|ϕ|3) 13
≤Cε− 13‖ϕ‖ε
( ∫
R2
ε2
∑ U 32 (z)
|x− (εz + yi)| 32 dz
) 2
3
≤Cε− 13‖ϕ‖ε
( ∫
R2
ε2
ε
3
2
∑ U 32 (z)
|z − x−yi
ε
| 32 dz
) 2
3
≤C‖ϕ‖ε
(3.3)
and ∣∣ ∫
R2
x1 − z1
|x− z|2ϕ
2dz
∣∣ ≤∫
Bε(x)
1
|x− z|ϕ
2dz +
∫
R2\Bε(x)
1
|x− z|ϕ
2dz
≤C(∫
Bε(x)
1
|x− z| 32 dz
) 2
3‖ϕ‖2L6(R2) + ε−1‖ϕ‖2L2(R2)
≤C(ε 13 ε− 43‖ϕ‖2ε + ε−1‖ϕ‖2L2(R2))
≤Cε−1‖ϕ‖2ε.
(3.4)
Equations (3.3), (3.4) and Ho¨lder inequality yield
|
∫
R2
(∫
R2
x2 − y2
|x− y|2ϕ
2(y)dy ·
∫
R2
x2 − z2
|x− z|2U∗(z)ϕ(z)dy
)
U2∗ (x)dx|
≤Cε−1‖ϕ‖2ε‖ϕ‖ε
∫
R2
U2∗ (x)dx ≤ Cε‖ϕ‖3ε
and ∣∣ ∫
R2
(∫
R2
x2 − y2
|x− y|2U∗(y)ϕ(y)dy
)2
U∗(x)ϕ(x)dx
∣∣
≤C‖ϕ‖2ε
(∫
R2
U2∗dx
) 1
2
(∫
R2
ϕ2dx
) 1
2 ≤ Cε‖ϕ‖3ε.
Similarly, we have the following estimates:∣∣ ∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2ϕ
2(z)dz
)
U∗(x)ϕ(x) dx
∣∣
≤ Cε−1‖ϕ‖2ε
∫
R2
∫
R2
1
|x− y|U
2(yj)dyUyi(x)ϕ(x)dx ≤ Cε‖ϕ‖3ε,∣∣∣∣ ∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2U∗(z)ϕ(z)dz
)
ϕ2(x)dx
∣∣∣∣
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≤ C‖ϕ‖ε
∫
R2
(∫
R2
1
|x− y|U
2(
y − yi
ε
)dy
)
ϕ2(x)dx ≤ Cε‖ϕ‖ε
∫
R2
ϕ2(x)dx
≤ Cε‖ϕ‖3ε,
|
∫
R2
(∫
R2
x2 − y2
|x− y|2ϕ
2(y)dy
)2
U2∗ (x)dx| ≤ Cε−2‖ϕ‖4ε
∫
R2
U2∗ (x)dx ≤ C‖ϕ‖4ε,
|
∫
R2
(∫
R2
x2 − y2
|x− y|2U∗(y)ϕ(y)dy ·
∫
R2
x2 − z2
|x− z|2ϕ
2(z)dz
)
U∗(x)ϕ(x)dx|
≤Cε−1‖ϕ‖3ε
∫
R2
|U∗(x)ϕ(x)|dx ≤ C‖ϕ‖4ε,∫
R2
(∫
R2
x2 − y2
|x− y|2U∗(y)ϕ(y)dy
)2
ϕ2(x)dx ≤ C‖ϕ‖2ε
∫
R2
ϕ2(x)dx ≤ C‖ϕ‖4ε.
∣∣ ∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y) dy ·
∫
R2
x2 − z2
|x− z|2ϕ
2(z)dz
)
ϕ2(x)dx
∣∣
≤ C‖ϕ‖2ε
∫
R2
ϕ2(x)dx ≤ C‖ϕ‖4ε,
∣∣ ∫
R2
(∫
R2
x2 − y2
|x− y|2ϕ
2(y)dy
)2
U∗(x)ϕ(x) dx
∣∣
≤ Cε−2‖ϕ‖4ε
∫
R2
U∗(x)ϕ(x)dx ≤ Cε−1‖ϕ‖5ε,
∣∣ ∫
R2
(∫
R2
x2 − y2
|x− y|2U∗(y)ϕ(y)dy ·
∫
R2
x2 − z2
|x− z|2ϕ
2(z)dz
)
ϕ2(x)dx
∣∣
≤ Cε−1‖ϕ‖3ε
∫
R2
ϕ2(x)dx ≤ Cε−1‖ϕ‖5ε,
and ∫
R2
(∫
R2
x1 − y1
|x− y|2ϕ
2(y)dy
)2
ϕ2(x)dx ≤ Cε−2‖ϕ‖4ε
∫
R2
ϕ2(x)dx ≤ Cε−2‖ϕ‖6ε.
The rest terms in R2,ε can be estimated in the same way. The assertion follows by putting
all these estimates together. 
Lemma 3.2. There holds
‖`ε‖ ≤ Cε1+θ‖ϕ‖ε + C
k∑
i=1
ε|V (yi)− V (x0)|+ Cεe−min{ p−12 ,1} |y
i−yj |
ε ‖ϕ‖ε. (3.5)
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Proof. By assumption (V1), one has∣∣ ∫
R2
(
V (x)− V (x0))U∗ϕdx∣∣ = ∣∣ k∑
i=1
∫
R2
(
V (x)− V (x0))Uε,yiϕdx∣∣
=
k∑
i=1
∫
R2
(
V (x)− V (yi))Uε,yiϕdx+ k∑
i=1
∫
R2
(
V (yi)− V (x0))Uε,yiϕdx∣∣
≤
k∑
i=1
(∫
R2
[
(
V (x)− V (yi))Uε,yi ]2dx) 12‖ϕ‖ε
+
k∑
i=1
(∫
R2
[
(
V (yi)− V (x0))Uε,yi ]2dx) 12‖ϕ‖ε
=
k∑
i=1
ε
(∫
R2
[
(
V (εx+ yi)− V (yi))U(x)]2dx) 12‖ϕ‖ε
+
k∑
i=1
ε|V (yi)− V (x0)|
(∫
R2
U2(x)dx
) 1
2‖ϕ‖ε
≤Cε1+θ‖ϕ‖ε + C
k∑
i=1
ε|V (yi)− V (x0)|.
(3.6)
On the other hand, we have
∣∣∣ ∫
R2
k∑
i=1
Up−1
ε,yi
ϕ−
( k∑
i=1
Uε,yi
)p−1
ϕdx
∣∣∣ =

O
(∫
RN
∑
i 6=j
Up−2
ε,yi
Uε,yjϕdx
)
, if p > 3,
O
(∫
RN
∑
i 6=j
U
p−1
2
ε,yi
U
p−1
2
ε,yj
ϕdx
)
, if 2 < p ≤ 3
≤ Cεe−min{ p−12 ,1} |y
i−yj |
ε ‖ϕ‖ε. (3.7)
As the proof of Lemma 3.1, we may verify∣∣ ∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy
)2
U∗(x)ϕ(x)dx+
∫
R2
(∫
R2
x1 − y1
|x− y|2U
2
∗ (y)dy
)2
U∗(x)ϕ(x)dx
∣∣
≤ Cε2∣∣ ∫
R2
U∗(x)ϕ(x)dx
∣∣ ≤ Cε3‖ϕ‖ε, (3.8)
and
|
∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2U∗(z)ϕ(z)dz
)
U2∗dx|
+|
∫
R2
(∫
R2
x1 − y21
|x− y|2 U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2U∗(z)ϕ(z)dz
)
U2∗dx|
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≤ Cε‖ϕ‖ε
∫
R2
U2∗ (x)dx ≤ Cε3‖ϕ‖ε. (3.9)
So the result follows from (3.6)-(3.9). 
Since Lε is bounded and bi-linear operator, the following lemma can be obtained directly.
Lemma 3.3. There exists a positive constant, independent of ε, such that
‖Lεv‖ ≤ C‖v‖, v ∈ E.
Next, we show that Lε is invertible in E.
Lemma 3.4. There are positive constants ε0 and µ0, such that for any 0 < ε < ε0 and
v ∈ E,
‖Lεv‖ ≥ µ0‖v‖. (3.10)
Proof. We argue indirectly. Suppose on the contrary that there exist εn → 0, vn ∈ En and
yn = (y1,n, · · · , yk,n) ∈ Dεn,δk such that
〈Lεnvn, ϕ〉 = on(1)‖vn‖εn‖ϕ‖εn , ∀ϕ ∈ En. (3.11)
Without loss of generality, we assume that ‖vn‖εn = εn. For any ϕ ∈ E, we have∣∣∣∣ ∫
R2
( 1
4pi
∫
R2
x2 − y2
|x− y|2U
2
∗ (y) dy
)2
vnϕdx
∣∣∣∣ ≤ Cε2n‖vn‖εn‖ϕ‖εn (3.12)
and
1
4pi2
∣∣∣∣ ∫
R2
(∫
R2
x2 − y2
|x− y|2U
2
∗ (y)dy ·
∫
R2
x2 − z2
|x− z|2U∗(z)vndz
)
U∗(x)ϕ(x)dx
∣∣∣∣
≤Cεn
∫
R2
∫
R2
1
|x− z|U∗(z)|vn|dz
)
U∗(x)|ϕ(x)|dx
≤Cεn‖vn‖εn
∫
R2
U∗(x)ϕ(x)dx
≤Cε2n‖vn‖εn‖ϕ‖εn
(3.13)
Similarly, we get ∣∣〈L2,εnvn, ϕ〉∣∣ ≤ Cε2n‖vn‖εn‖ϕ‖εn ,
which implies
〈L1,εnvn, ϕ〉 = o(1)‖vn‖εn‖ϕ‖εn , for ϕ ∈ En. (3.14)
Fix i ∈ {1, · · · , k} and let
v˜n,i(x) = vn(εnx+ y
i,n).
We have
ε2n
∫
R2
|∇vε|2dx+
∫
R2
V (x)v2ndx = O(ε
2
n),
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and ∫
R2
|v˜n,i|2dx+
∫
R2
V (εnx+ y
i,n)v˜n,idx ≤ C. (3.15)
Then it follows from (3.15) that {v˜n,i} is bounded in H1(R2). Thus, there is a subsequence
still denote by v˜n,i, such that for n→∞,
v˜n,i ⇀ vi in H
1(R2), v˜n,i → vi in Lploc(R2), 2 ≤ p < +∞.
Now we claim that vi = 0. For any ψ ∈ H1(RN), we define
Pεnψ = ψ −
2∑
l=1
k∑
i=1
αεn,l,i
∂Uεn,yi
∂yil
∈ En, (3.16)
where
αεn,l,i =
2∑
m=1
k∑
j=1
Cm,jεn,l,i〈
∂Uεn,yj
∂yjm
, ψ〉εn ,
for some constants Cm,jεn,l,i. Let
βεn,l,i = 〈Lεn,1vn,
∂Uεn,yi
∂yil
〉εn .
Then, we have
〈L1,εnvn, ψ〉εn =〈Lεn,1vn, Pεnψ〉εn +
2∑
l=1
k∑
i=1
αεn,l,iβεn,l,i
=o(1)‖vn‖εn‖ψ‖εn +
2∑
l=1
k∑
i=1
αεn,l,iβεn,l,i
=o(1)‖vn‖εn‖ψ‖εn +
2∑
l=1
k∑
i=1
γεn,l,i〈
∂Uεn,yi
∂yil
, ψ〉εn ,
(3.17)
where γεn,l,i =
∑2
m=1
∑k
j=1C
l,i
εn,m,j
βεn,m,j. Choosing ϕ =
∂Uεn,yi
∂yil
in (3.17), we can estimate
γεn,l,i = o(εn).
Hence, (3.17) becomes
〈L1,εnvn, ψ〉εn =o(1)‖vn‖εn‖ψ‖εn , ∀ψ ∈ H1(R2). (3.18)
Let ϕ¯n(x) = ϕ(
x−yi,n
ε
) and substitute it into (3.18), we obtain∫
R2
∇v˜n,i∇ϕdx+
∫
R2
V (εnx+ y
i,n)v˜n,iϕdx− (p− 1)
∫
R2
U∗(εx+ yi,n)p−2v˜n,iϕdx
= ε−2n
{
ε2n
∫
R2
∇vn∇ϕ¯ndx+
∫
R2
V (x)vnϕ¯ndx− (p− 1)
∫
R2
Up−2∗ vnϕ¯ndx
}
= ε−2n o(εn)‖ϕ¯n‖εn = o(1)‖ϕ‖.
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Therefore, vi satisfies the equation
−∆vi + V (yi)vi = (p− 1)Up−2vi,
and the non-degeneracy of the solution U gives
vi =
2∑
i=1
ci
∂U
∂xi
.
Since vn ∈ En, that is,
〈vn,
∂Uεn,yil
∂yil
〉εn = 0,
we deduce that
〈vi, ∂U
∂xl
〉 = 0, l = 1, 2.
which gives c1 = c2 = 0, and then vi = 0. As a result,
on(1)ε
2
n = 〈Lεnvn, vn〉 = 〈Lεn,1vn, vn〉+ 〈Lεn,2vn, vn〉
= ‖vn‖2εn − (p− 1)
∫
R2
Up−2∗ v
2
ndx+ o(1)‖vn‖2εn
= (1 + o(1))ε2n − (p− 1)
∫
BR(0)
Up−2∗ v
2
ndx− (p− 1)
∫
R2\BR(0)
Up−2∗ v
2
ndx
= (1 + o(1) + oR(1))ε
2
n,
which is impossible for large n. Hence, the conclusion follows. 
4. Proof of the main result
In this section, we prove Theorem 1.2 by the reduction method.
Proposition 4.1. For ε sufficiently small, there is a C1 map from Dε,δk to E and
J ′ε(ω)
∣∣∣
E
= 0.
Moreover, there exists a constant C > 0 independent of ε small enough such that
‖ω‖ε ≤ C
(
ε
N
2
+min{θ,2} + ε
N
2
k∑
i=1
(V (yi)− V (x0)) + εN2 e−min{ p2 ,1} |y
i−yj |
ε
)
.
Proof. We will use the contraction theorem to prove it. By the Lemma 3.2, `(ω) is a
bounded linear functional in E. The Riesz representation theorem implies that there is an
¯`
ε ∈ E, such that
`ε(ω) = 〈¯`ε, ω〉.
Therefore, finding a critical point for J(ω) is equivalent to solving
¯`
ε + Lε(ω) +R
′
ε(ω) = 0. (4.1)
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By Lemma 3.4, Lε is invertible. Thus (4.1) is equivalent to
ω = A(ω) := −L−1ε (¯`ε +R′ε(ω)).
We set
Sε :=
{
ω ∈ E : ‖ω‖ε ≤ ε1+θ−κ + ε1−κ
k∑
i=1
(V (yi)− V (x0)) + εe(−min{ p2 ,1}−κ) |y
i−yj |
ε
}
for any small κ > 0.
Now, we verify that A is a contraction mapping from Sε to itself. For ω ∈ Sε, by Lemmas
3.1 and 3.2, we obtain
‖A(ω)‖ ≤ C(‖¯`ε‖+ ‖R′ε(ω)‖)
≤ C(ε1+θ + ε k∑
i=1
(V (yi)− V (x0)) + εe−min{ p2 ,1} |y
i−yj |
ε
)
≤ ε1+θ−κ + ε1−κ
k∑
i=1
(V (yi)− V (x0)) + εe(−min{ p2 ,1}−κ) |y
i−yj |
ε .
Then, A maps Sε to Sε.
On the other hand, for any ω1, ω2 ∈ Sε,
‖A(ω1)− A(ω2)‖ = ‖L−1ε R′ε(ω1)− L−1ε R′ε(ω2)‖
≤ C‖R′ε(ω1)−R′ε(ω2)‖
≤ C‖R′′ε(θω1 + (1− θ)ω2)‖‖ω1 − ω2‖ε
≤ 1
2
‖ω1 − ω2‖ε.
So A is a contraction map from Sε to Sε. Consequently, applying the contraction mapping
theorem and implicit function theorem, the conclusion is completed.

Now, we are ready to prove our main theorem. Let ϕε,y be the map obtained in Propo-
sition 4.1.
Define
F (y) = I(U∗ + ϕε,y), ∀ϕε ∈ Sε.
It is well known that if y is a critical point of F (y), then U∗ + ϕε,y is a solution of our
problem.
Proof of Theorem 1.2. By Lemmas 3.4 and 3.1, Propositions 4.1 and 2.1, we find
F (y) = Iε(U∗) + `ε(ϕy′) +
1
2
〈Lε(ϕy), ϕy〉+Rε(ϕy)
= Iε(Uε,y) +O(‖¯`ε‖‖ϕy‖+ ‖ϕy‖2)
= Aε2 − 1
2
k∑
i=1
(
V (x0)− V (yi))ε2 ∫
R2
U2dx− C1ε2
k∑
i 6=j
e
−|yi−yj |
ε
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+O
(
ε2+θ + ε2
k∑
i 6=j
e
−(1+σ)|yi−yj |
ε + ε4
)
(4.2)
Consider the following maximizing problem
max
y∈Dkε,δ
F (y).
Since F ∈ C1, we can assume that F is achieved by some yε in Dkε,δ. We will prove that
yε is an interior point of D
k
ε,δ.
Let y¯i = x0 +Mε| ln ε|ei, for some constant M > 0, vectors e1, · · · , ek with |ei − ej| = 1
for i 6= j. Thus, for M > 0 large, ε small enough and y¯ ∈ Dε,δk , we have
Aε2 − C1ε2+θ| ln ε|θ
≤ Aε2 −B1ε2+θ| ln ε|θ −B3ε2e−| ln ε|
≤ F (y¯ε) ≤ F (yε)
≤ Aε2 − C2ε2
k∑
i=1
(V (x0)− V (yi))− C2ε2
k∑
i 6=j
e−
|yi−yj |
ε
(4.3)
where y¯ε = (y¯
1
ε , · · · , y¯kε ).
Employing (4.3), we deduce that for ε sufficient small,
Aε2 − C1ε2+θ| ln ε|θ ≤ Aε2 − C2ε2
k∑
i=1
(V (x0)− V (yi))− C2ε2
k∑
i 6=j
e−
|yi−yj |
ε ,
i.e.
C2ε
2
k∑
i=1
(V (x0)− V (yi)) + C2ε2
k∑
i 6=j
e−
|yi−yj |
ε ≤ C1ε2+θ| ln ε|θ.
That is,
k∑
i=1
(
V (yi)− V (x0)
)
≤ Cεθ| ln ε|θ,
∑
i 6=j
|yiε − yjε|
ε
≥ θ| ln ε| ≥ | ln ε| 12 .
This implies that yε is an interior point of D
k
ε,δ and hence is a critical point of F (y) for
ε sufficiently small.
Finally, by the standard argument and the strong maximum principle, we obtain that
uε = U∗ + ϕ > 0. 
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