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vRe´sume´
L’utilisation d’Internet dans notre vie est aujourd’hui devenue quotidienne et indispen-
sable. Au dela` de l’acce`s a` des services en ligne gouvernementaux ou commerciaux, Internet
a permis a` ses utilisateurs de diffuser de l’information accessible par l’ensemble des autres
utilisateurs. L’Internet est un re´seau qui ne comprend structurellement aucun centre et qui
n’introduit aucun hie´rarchie parmi les machines connecte´es et disposant d’adresses IP. On
assiste cependant a` une asyme´trie de plus en plus importante entre les diffe´rents ope´rateurs
re´seaux. Certains ope´rateurs Internet se spe´cialisent dans la fourniture d’acce`s Internet aux
particuliers, alors que d’autres sont spe´cialise´s dans l’he´bergement de serveurs et posse`dent la
majorite´ du contenu de´sire´ par les internautes. Cela entraˆıne donc un trafic inter-AS totale-
ment de´se´quilibre´, permettant difficilement a` de nouveaux ope´rateurs de s’interconnecter, en
plus de poser des proble`mes de concentration de l’information aupre`s de seulement quelques
tre`s grosses entreprises, ce qui soule`ve des proble`mes de vie prive´e et de controˆle de donne´es
nume´riques. De par les usages, des centres artificiels sont ainsi cre´e´s. Le protocole IP e´tant
neutre, il ne diffe´rencie pas les paquets provenant de serveurs ou de clients et ne fait que les
transporter dans le re´seau jusqu’a` leur destinataire. L’he´bergement sur une connexion Inter-
net a` usage personnel est donc possible mais relativement limite´ puisque la bande passante
de ces utilisateurs est relativement faible et ces serveurs supporteraient tre`s mal la monte´e
en charge.
Notre projet vise donc a` proposer une manie`re simple et efficace pour un internaute
quelconque de partager du contenu en s’affranchissant d’un he´bergement en salle machine
sauvant par la meˆme occasion les couˆts de location associe´s. Le partage devra s’effectuer de
manie`re transparente pour les clients du site web qui ne changeront nullement leur fac¸on de
s’y connecter, tout en offrant une bande passante suffisamment importante pour re´sister a` la
monte´e en charge. Pour ce faire, nous introduirons le concept de partageur, correspondant a`
un client du site qui, sachant que le site a` une capacite´ d’eˆtre partageable, prendra la de´cision
d’installer un logiciel sur son ordinateur. Il permettra ainsi d’absorber une partie de la charge
totale du site lorsque son ordinateur sera allume´. Le logiciel en question utilisera la bande
passante restante et non utilise´e ainsi que l’espace disque que l’internaute a bien voulu lui
conce´der. Plus le nombre de partageurs est important, plus le site web partage´ sera robuste
autant en matie`re de disponibilite´ qu’en tentative de censure.
Nous passerons en revue le fonctionnement de plusieurs protocoles sur lesquels nous nous
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appuierons par la suite et verrons e´galement des projets se rapprochant de notre solution
sans pour autant re´pondre a` nos hypothe`ses de de´part. Par la suite, nous de´taillerons l’en-
semble des serveurs et logiciels que nous utiliserons et la fac¸on dont ils traiteront les requeˆtes
des clients. L’objectif e´tant pour les clients de ne pas modifier leur comportement pour
re´cupe´rer des pages web, nous expliquerons en de´tail le me´canisme que nous proposerons
afin de re´partir la charge du site web partage´, sans pour autant introduire de point central
dans notre architecture. Nous utiliserons pour cela le protocole DNS, auquel nous couplerons
le protocole Kademdlia fonctionnant sur le principe de tables de hachage distribue´es. Pour
cela, nous pre´senterons un me´canisme de conversion d’adresses IP en ASCII et inversement
et utiliserons les diffe´rents types d’enregistrement DNS, comme les de´le´gations de zones et
les noms canoniques. Nous verrons ensuite comment nous permettons aux diffe´rents parta-
geurs d’alle´ger le nombre de requeˆtes leur provenant en distribuant les ressources associe´es
(images, scripts Javascript, feuilles de style. . .) qui seront demande´es par les clients, une fois
les pages HTML ou les feuilles CSS te´le´charge´es. Pour re´cupe´rer initialement les ressources
du site, le partageur devra les re´cupe´rer par pair-a`-pair en utilisant le protocole Bittorent
couple´ avec Kademlia. Nous continuerons donc par expliquer comment le logiciel pair-a`-pair
sera calibre´, quelles ressources il devra re´cupe´rer en priorite´ et comment il communique avec
les autres programmes. Nous finirons notre prototypage par introduire des me´triques et des
seuils permettant la prise de de´cision pour les diffe´rents serveurs applicatifs.
Pour tester notre mode`le, nous le comparerons a` un une approche client/serveur avec
un serveur en salle machine. Le de´bit, le nombre et la dure´e de connexion des partageurs
de´pendent de facteurs externes difficilement mode´lisables. Nous ferons donc des approxima-
tions en utilisant des e´tudes statistiques et comparerons les deux mode`les sur les de´bits offerts
dans un premier temps avant de nous pencher sur le taux de disponibilite´. Les re´sultats de
nos simulations nous montrerons des donne´es encourageantes puisqu’avec un nombre de par-
tageurs raisonnable (infe´rieur a` 100) et un nombre important de clients, nous serons capable




The use of the Internet in our today’s society has become an essential part of our daily life.
Not only do we use it by accessing online government web services or commercial websites
but also in order to communicate with others. This could be by email, instant messaging
or by sharing articles on websites if the targeted audience is aimed to be as big as possible.
Everyone has now the ability to share information reachable by anyone on the planet. The
Internet is a network with no centre or head that may regulate it. As its name states, it is
an inter-network, a collection of thousands of different networks interconnected between each
other and using the same protocol called the Internet Protocol (IP). However, we can notice
a growing asymmetry between the traffic of the different network operators these days. Some
ISP would only focus on targeting end user customers while in the same time, the others
would only offer hosting rental plans and have the vast majority of the content that users
want. The consequences are a totally unbalanced inter-AS traffic, giving the possibility for
new comers to interconnect very difficult, as well as raising concerns about the concentration
of all the information by only several companies on privacy and data control issues. By the
use of the today’s Internet, artificial centres have been created. IP is a neutral protocol that
doesn’t treat differently packets coming from servers than the ones from clients. Its only job
is to carry the packets trough the network to the recipient. Thus, server hosting on a domestic
Internet access is possible but rather limited since the usual bandwidth is too low to support
scalability.
Our project aims to tackle this issue by giving a simple and efficient way for Internet
users to share contents without having to host those on a data-centre and in the same time
being rid of monthly fees too. Web share will have to be transparent for the end users that
will not change their way of sending requests. It also has to offer enough bandwidth to resist
scalability. In order to do this, we are going to introduce the notion of sharer. A sharer is a
client of the website that took the decision to install a piece of software on his/her computer,
knowing that the website offers shared capabilities. All sharers, by doing this, will let clients
of the website request contents on their computer when it’s turned on. The piece of software
will use the remaining bandwidth and the amount of space on the HDD/SSD the user would
have let it first. The more the number of sharers is important, the more the shared website
will be robust enough in term of availability as well as censorship.
We will first see all the detail mechanisms of several interesting protocols that we will use
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on our solution such as HTTP, DNS as well as the different types of peer-to-peer protocols.
We will also look over the different existing projects similar to what we aim to do but without
answering to our initial requirements. Then, in the part of the establishment of the model,
we will see which software we will use and how we answer client requests. The goal is for the
client not to modify their usual behaviour on how they usualy proceed to retrieve web pages.
We will then go through a detail explanation on how we manage load balancing between the
different sharers without introducing a central point (or SPOF) in our architecture. We will
use to answer this question, the DNS protocol that we will peer with the Kademlia protocol
using DHT tables. To do this, we will introduce a way to translate IP addresses in ASCII
characters and vice versa and we will take advantage of the different records offered by DNS
such as zone delegation or canonical names. Then we will see how we manage to lighten
the number of resource requests by distributing the associated related resources (such as
images, Javascript scripts or CSS sheets) that would be requested by clients when downloads
of HTML pages or CSS sheets have been completed. To initially retrieve the resources of
the website , the sharers would have to download those on a peer-to-peer network using the
Bittorent protocol peered with Kademlia. We will pursue by explaining how we calibrate the
peer-to-peer application that we will use, which resources should be downloaded in priority
and how it communicates whith the other pieces of software we will be using. Finally, we will
introduce metrics and thresholds letting the different servers to take a decision on how they
should behave.
To evaluate our model, we will compare it to a client/server based server stored in a
data-centre. The throughput, the number of sharers and the duration of the connections are
external factors difficult to emulate since they are based on human interaction, especially the
duration evaluation. We will make approximations and add random factors in our statistic
studies in order to make the comparison bewteen our two models on throughput first before
going trough disponibily. Our results will show interesting data. With a rather limited num-
ber of sharers (under 100) we will be able to reach the same results and quality compared to
a server in a data-centre on the critera we will have defined before.
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1CHAPITRE 1
INTRODUCTION
Le re´seau Internet a depuis une quinzaine d’anne´es bouleverse´ la fac¸on dont les humains
communiquent et e´changent l’information entre eux abolissant ainsi les distances et les ca-
naux classiques d’information. Le succe`s de ce re´seau d’interconnexions est duˆ en particulier
aux standards publics, ouverts et gratuits permettant a` n’importe qui de de´ployer un re´seau
TCP/IP n’importe ou` dans le monde. Ce re´seau, a contrario des anciens re´seaux de l’e´poque
avait a` la fois la particularite´ de ne disposer structurellement d’aucun centre et de de´velopper
a` grand e´chelle la communication sous forme de datagrammes en introduisant la notion de
paquets. Aujourd’hui, la majorite´ de l’utilisation qui est faite du re´seau utilise le protocole
HTTP pour transmettre des pages web et nous assistons meˆme a` une convergence des autres
protocoles vers HTTP.
Dans ce chapitre, nous e´noncerons les concepts de base du re´seau Internet et de la suite
TCP/IP ainsi que les deux grands mode`les de re´seaux informatiques que l’on y retrouve. Par
la suite, nous expliquerons les e´le´ments de la proble´matique sur lesquelles nous nous pen-
cherons avant d’e´noncer les objectifs de ce me´moire et les re´sultats que nous souhaiterions
obtenir. Nous terminerons par pre´senter la structure du me´moire.
1.1 De´finitions et concepts de base
Un re´seau TCP/IP est un re´seau utilisant une suite de protocoles normalise´s afin de
permettre la communication entre tous les appareils du re´seau. Chaque appareil connecte´ a`
Internet dispose d’une adresse IPv4 ou IPv6 qui lui est propre et qui est unique mondiale-
ment. N’importe quel appareil connecte´ a` Internet et disposant d’une adresse peut envoyer
n’importe quel message a` n’importe quel autre appareil connecte´ en utilisant le protocole
IP et en spe´cifiant l’adresse IP du destinataire dans le champ consacre´. Il sera e´galement
possible pour ce dernier d’obtenir une re´ponse de la meˆme manie`re, en changeant les champs
des adresses du destinataire et de l’expe´diteur. Le protocole IP ne fait pas de distinction entre
une question et une re´ponse et les routeurs, charge´s d’acheminer les paquets IP a` leur des-
tinataire, ne font qu’office d’interme´diaires. Au dessus du protocole IP fonctionne un grand
nombre de protocoles dont les protocoles applicatifs permettant diffe´rents usages comme la
2consultation ou l’envoi de courriels, l’e´change de fichier ou bien l’affichage de pages disposant
de lien hypertextes et capables d’afficher des images et une mise en page.
Parmi les protocoles applicatifs, on retrouve deux grandes familles, a` savoir les mode`les
clients/serveurs et les mode`les pair-a`-pair qui ont une approche diffe´rente de la communica-
tion entre les diffe´rents appareils connecte´s au re´seau :
— Le premier conside`re un mode`le ∗ . . . 1 avec des appareils e´tant les clients demandant
des ressources a` un appareil unique, appele´ serveur, satisfaisant l’ensemble des de-
mandes. Ce type de mode`le est le mode`le le plus simple et le plus intuitif. Il posse`de
ne´anmoins quelques de´savantages comme nous le verrons plus tard, en particulier ce-
lui de re´sister relativement mal a` l’e´volutivite´. En effet, en faisant grandir le nombre
de clients, notre serveur n’aura plus les capacite´s mate´riels a` re´pondre a` toutes les
demandes.
— Le second conside`re, quant a` lui, un mode`le ∗ · · · ∗ ou tous les appareils faisant partie de
ce re´seau re´cupe`rent des ressources aupre`s de n’importe lesquels des autres appareils du
re´seau et envoyant e´galement de son coˆte´ des ressources a` d’autres membres du re´seau.
Ce type de mode`le est bien plus complexe a` mode´liser, en particulier si nous souhaitons
nous affranchir de tout point central. Il a fait, et fait toujours, l’objet de beaucoup de
travaux de recherche. Contrairement au premier mode`le, ce mode`le-ci re´siste tre`s bien
aux demandes importantes de nouveaux appareils, puisque chaque nouvel appareil, en
plus de venir re´cupe´rer des ressources, met a` disposition de nouvelles capacite´s pour
faire croˆıtre le re´seau.
L’ensemble des protocoles re´seaux fonctionne par un syste`me de couches ou` chaque couche
s’appuie sur les couches infe´rieures et fournit des services aux couches supe´rieures sans en
connaˆıtre le fonctionnement interne. Ainsi, le protocole de routage IP ne fait aucune dis-
tinction quant aux protocoles utilise´s par les couches supe´rieures et de nouveaux protocoles
applicatifs peuvent ainsi eˆtre cre´es et eˆtre directement utilisables sur Internet sans ope´rer
aucun changement quant aux infrastructures.
1.2 E´le´ments de la proble´matique
Les principaux de´fis dans les re´seaux aujourd’hui sont multiples. Tout d’abord, d’un point
de vue de la consommation e´nerge´tique, les appareils connecte´s repre´sentent une masse im-
3portante de la consommation e´nerge´tique mondiale. Cela est particulie`rement le cas dans les
fermes de serveurs gigantesques de certains ope´rateurs re´seaux spe´cialise´s dans l’he´bergement
de contenu. D’un point de vue de la socie´te´, le re´seau Internet est devenu l’outil essentiel
d’e´changes de communication et le facteur de liberte´ d’expression a` travers le monde ; il est
donc tout naturellement sujet a` censure. A` cela s’ajoute le de´sir grandissant pour les uti-
lisateurs d’Internet de controˆler leur vie prive´e et leurs contenus nume´riques. Du coˆte´ des
ope´rateurs re´seaux, ces derniers se sont pour la plupart spe´cialise´s soit dans une fourniture
d’acce`s a` Internet pour les particuliers ne proposant qu’un faible de´bit montant a contrario
du de´bit descendant alors que d’autres ne se proposent que d’he´berger des services en ligne.
Cela a donc pour effet une asyme´trie importante entre le trafic des diffe´rents ope´rateurs
re´seaux et la cre´ation de points centraux ne´vralgiques sur le re´seau qui sont ne´fastes tant
d’un point de vue technologique, en multipliant les risques de de´faillances, qu’administratif,
en ne confiant toute l’information qu’a` quelques compagnies ayant le controˆle dessus.
Ce me´moire vise a` proposer un mode`le prenant pleinement avantage du re´seau Internet
pour les applications web utilisant le protocole HTTP en y appliquant le mode`le du re´seau
pair-a`-pair tel qu’on le retrouve aujourd’hui sur les re´seaux de partage de fichiers. Notre
mode`le visera donc a` permettre a` tous les nœuds du re´seau pair-a`-pair du site web d’agir en
tant que serveurs et de re´pondre aux requeˆtes des clients, ces derniers ne devant pas changer
la fac¸on dont ils re´cupe´reront les ressources. Nous veillerons e´galement a` n’introduire aucun
centre dans notre mode`le. Cela soule`ve donc des proble`mes auxquels nous devrons re´pondre.
La premie`re question que nous devrons nous poser et de savoir comment ces nœuds du re´seaux
pourront re´pondre de manie`re transparente aux clients et faire la liaison avec le re´seau pair-
a`-pair. La seconde, encore plus importante, visera a` trouver un me´canisme permettant a`
un client de chercher de manie`re dynamique dans le re´seau pair-a`-pair des serveurs/nœuds
pouvant satisfaire ses demandes mais sans changer la fac¸on dont il se comporte pour re´cupe´rer
l’information. Une autre difficulte´ a` laquelle nous serons aussi confronte´s sera la gestion du
de´bit des nœuds du re´seau pair-a`-pair qui peut rapidement arriver a` saturation et comment
nous pouvons permettre aux clients de ne pas eˆtre trop ralenti lors de telles congestions en
re´partissant la charge sur plusieurs nœuds, la gestion du de´bit e´tant primordiale dans notre
approche.
1.3 Objectifs de recherche
L’objectif principal de ce me´moire est de concevoir un mode`le permettant de distribuer
en pair-a`-pair des sites web entre diffe´rentes machines et dans le meˆme temps permettre aux
4clients du site d’y acce´der en mode client/serveur tel qu’ils le font traditionnellement. Le
syste`me propose´ fera donc la liaison entre l’approche pair-a`-pair et l’approche client/serveur
de manie`re transparente. Plus particulie`rement, nous nous proposons de :
— Analyser les diffe´rents protocoles que nous utiliserons afin de choisir les plus perti-
nents et mettre en valeur les parame`tres sur lesquels nous pourrions agir par la suite.
Analyser e´galement les diffe´rents travaux de recherche et solutions de´ja` existantes et
se rapprochant de notre objectif.
— Concevoir un mode`le du fonctionnement des partageurs, machine e´tant a` la fois nœud
du re´seau pair-a`-pair et serveur des clients du site permettant de :
— De´centraliser autant que possible le site web partage´ en permettant une recherche
du meilleur serveur par le client de manie`re transparente sans introduire de point
central dans le re´seau.
— Re´partir autant que possible la charge du site sur le plus de partageurs afin de
permettre de meilleures performances.
— Ge´rer les ressources alloue´es par les partageurs et en tirer le meilleur profit.
— De´velopper des algorithmes de prise de de´cision pour les partageurs.
— Ge´rer l’inte´gration de notre mode`le dans l’imple´mentation hie´rarchique du DNS
tel qu’on le trouve sur Internet (ICANN).
— E´valuer et analyser la performance de notre mode`le en introduisant des mesures et en
les testant autant analytiquement qu’en simulation.
1.4 Plan du me´moire
Ce me´moire est compose´ de cinq chapitres. Apre`s ce pre´sent chapitre d’introduction,
nous allons faire un e´tat de l’art se´lectif des diffe´rentes technologies et recherches ayant trait
a` notre sujet et qui nous servirons pour le reste du me´moire. Le troisie`me chapitre proposera
une solution a` notre proble´matique en de´crivant son fonctionnement dans les de´tails. Le
quatrie`me chapitre aura pour objectif de pre´senter les mesures de performances qui ont e´te´
effectue´es afin de tester l’efficacite´ de notre mode`le. Enfin, nous conclurons par un dernier
chapitre en faisant une synthe`se du travail accompli et en proposant des axes d’ame´lioration
pour de travaux futurs de recherche.
5CHAPITRE 2
CARACTE´RISATION DES RE´SEAUX TCP/IP ET DES APPROCHES
PAIR-A`-PAIR
Un re´seau TCP/IP (IP pour Internet protocol) est un re´seau informatique utilisant la
suite de protocoles TCP/IP sur laquelle Internet s’appuie pour fonctionner. TCP/IP est
une adaptation simplifie´e du mode`le OSI d’ISO. La plupart des re´seaux modernes utilisent
aujourd’hui TCP/IP, que cela soit sur des re´seaux publics comme Internet ou bien dans
des re´seaux internes prive´s. Un re´seau pair-a`-pair (ou P2P) est un re´seau de´centralise´ qui
se base sur la capacite´ des ressources de tous ses participants. Chaque participant est a` la
fois consommateur et diffuseur. Ce type de re´seau s’oppose traditionnellement aux re´seaux
clients/serveurs ou` toutes les ressources sont de´tenues par les serveurs qui les mettent a` la
disposition des clients. Les re´seaux centralise´s posent des proble`mes inhe´rents a` leur structure
lorsqu’on l’on observe un accroissement substantiel de la demande, ce que l’on ne retrouve
pas dans des approches de´centralise´es. Dans le pre´sent chapitre, nous nous proposons dans
un premier temps de passer en revue quelques protocoles populaires utilise´s dans les re´seaux
IP en mettant l’emphase sur des caracte´ristiques qui nous semblent importantes pour par
la suite brosser un e´tat de l’art des re´seaux pair-a`-pair et en particulier ceux entie`rement
distribue´s. Nous passerons enfin en revue quelques projets ayant des similarite´s avec le noˆtre.
2.1 Le protocole DNS
Le protocole DNS (Domain Name System) est un des protocoles les plus importants, si
ce n’est le plus important, de l’Internet moderne fonctionnant en TCP et UDP sur le port
53. Bien qu’il soit un protocole applicatif (couche 7), il agit e´troitement avec la couche re´seau
en particulier pour la re´solution de noms. A` l’image d’un annuaire te´le´phonique, il permet
principalement de convertir un nom en un nume´ro. L’usage le plus courant sur Internet
consiste a` re´soudre un nom de domaine comme www.example.com en une adresse IP comme
172.16.1.2 ou en 2001:db8::1 afin de pouvoir contacter la machine posse´dant cette adresse
pour lui demander, par exemple, la page principale d’un site web qu’il he´berge.
Alors qu’il aurait e´te´ tout a` fait possible d’adopter une architecture centralise´e en mettant
l’annuaire mondial de re´solution de noms sur une seule machine servant de re´fe´rence pour
toutes les re´solutions, les concepteurs de ce protocole ont pris de`s le de´but la de´cision de
6de´centraliser au maximum cet annuaire (re´fe´rence vers la RFC originelle). L’ide´e principale
est d’avoir la possibilite´ de de´le´guer a` un autre serveur, appele´ serveur autorite´, des zones
permettant la cre´ation de sous-domaines. Un nom de domaine se lit de droite a` gauche et est
segmente´ par le se´parateur point (”.”) a` partir duquel on peut choisir de de´le´guer le reste de
la re´solution a` une autre autorite´. L’architecture globale ressemble ainsi a` un arbre a` branches
multiples avec a` son sommet les serveurs racine.
FIGURE 2.1 Fonctionnement d’une re´solution re´cursive
Par exemple dans la figure 2.1, un serveur re´solveur ou cache souhaite trouver l’adresse
IP correspondant au domaine www.example.com. Pour ce faire il va contacter de manie`re
re´cursive plusieurs serveurs afin d’avoir une re´ponse. Ne connaissant que l’adresse du serveur
racine dans un premier temps, ce qui est un pre´-requis, il demande a` ce dernier de re´soudre
www.example.com (requeˆte 1). Ce serveur ne connaˆıt pas la re´ponse a` cette requeˆte mais
connaˆıt le serveur faisant autorite´ sur .com dont le domaine demande´ en est un sous-domaine.
La re´ponse (2) correspond donc a` l’adresse de ce nouveau serveur qui est contacte´ dans la
foule´e. Une requeˆte similaire a` 1 est faite (3) et la re´ponse (4) renvoie le demandeur sur un
autre serveur qui est responsable de example.com. Pour finir, la requeˆte 5 (toujours identique
a` 1 et 3) aura pour re´ponse la re´solution demande´e. Cet exemple permet d’illustrer l’aspect
re´cursif du protocole et l’approche choisie pour le de´centraliser. Il est important de noter que
les deux premiers serveurs auraient tre`s bien pu re´pondre directement a` la requeˆte sans la
de´le´guer a` un autre serveur.
2.1.1 Les enregistrements DNS
Les requeˆtes et les re´ponses des serveurs DNS ne se re´sument pas seulement a` des
re´solutions de noms de domaine pleinement qualifie´s (FQDN) en adresses IP. Il existe en
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ici d’en lister quelques uns qui seront pertinents pour la suite de notre e´tude :
Enregistrements A et AAAA Ce type d’enregistrement est une demande de re´solution
d’un nom de domaine par une adresse IPv4 s’il s’agit d’un enregistrement A ou IPv6 pour
les enregistrements AAAA et est envoye´e par le re´solveur. Le serveur peut soit re´pondre par
une re´ponse A ou AAAA comme dans 6, ou bien par un CNAME ou un NS comme de´crit
ci-apre`s.
Enregistrements NS Ce type d’enregistrement est une re´ponse d’un serveur faisant auto-
rite´ sur une zone. Le serveur par cette re´ponse de´le`gue une sous-zone a` un autre serveur dont
l’adresse est pre´cise´e avec la re´ponse. Les re´ponses 2 et 4 de la figure 2.1 sont des re´ponses
de type NS.
Enregistrements SOA Ce type d’enregistrement correspond a` une requeˆte sur un nom de
domaine. Le serveur faisant autorite´ sur la zone charge´e de la re´solution du domaine demande´
re´pondra par un SOA avec des informations sur la zone.
Enregistrements CNAME et DNAME Ces enregistrements sont la plupart du temps
des re´ponses a` des requeˆtes A ou AAAA. Au lieu de re´pondre avec un enregistrement similaire,
le serveur re´pond par un Canonical Name, abre´ge´ en CNAME ou un DNAME indiquant que
le domaine demande´ n’est qu’un alias d’un autre domaine pre´cise´ en re´ponse. Si la re´ponse
est un CNAME, la re´solution s’arreˆte ici et le re´solveur DNS peut e´ventuellement faire une
nouvelle re´solution avec le nouveau domaine demande´. S’il s’agit d’un DNAME la RFC 1035
(Mockapetris (1987)) pre´cise que la re´solution du nouveau domaine doit se faire dans la
foule´e.
Enregistrements PTR Ce type de requeˆte correspond a` l’inverse des requeˆtes A/AAAA.
Les requeˆtes de type PTR demandent le nom de domaine qui est associe´ a` une adresse IP
donne´e. L’adresse IP est transcrite en un nom de domaine d’un sous-domaine de la zone
.in-addr.arpa pour les adresses IPv4 et .ip6.arpa pour les adresses IPv6.
Enregistrements MX Ce type d’enregistrement correspond a` une demande du nom du
serveur s’occupant de re´ceptionner les courriels pour le domaine demande´.
Enregistrement TXT Ces enregistrements permettent de retourner des chaˆınes de ca-
racte`res pour un FQDN donne´.
82.1.2 Time to live
Toutes les re´ponses DNS, quelque soit le type d’enregistrement, se voient associer un
champ TTL (Time to live) correspondant a` la dure´e pendant laquelle la re´ponse est re´pute´e
valide. Ainsi, si le re´solveur souhaite re´soudre de nouveau la meˆme requeˆte, il regardera dans
son cache avant de proce´der re´ellement a` l’e´mission de la requeˆte et utilisera la re´ponse
enregistre´e si sa dure´e de vie est encore valide. Il est malheureusement a` noter que selon
l’imple´mentation du serveur re´cursif, ce champ est plus ou moins bien interpre´te´.
2.1.3 Le fonctionnement sur Internet
Nous venons de voir rapidement le fonctionnement technique du protocole DNS et en par-
ticulier la notion de de´le´gation de zone. Cela implique ne´cessairement de connaˆıtre l’adresse
du serveur racine a priori sans quoi aucune re´solution n’est possible. Dans l’objectif que
tout le monde puisse re´soudre sans conflit le meˆme nom de domaine par la meˆme adresse,
la ICANN (Internet Corporation for Assigned Names and Numbers) par le biais de l’IANA
(Internet Assigned Numbers Authority) a de´cide´ de de´le´guer a` treize entite´s administratrices
la charge d’he´berger des serveurs racine. Ces serveurs sont redondants et re´partis sur toute la
surface de la plane`te pour la plupart en utilisant un me´canisme d’adressage anycast pour le
routage. Il est important de bien noter que l’utilisation de ces serveurs se fait par convention
mais n’est aucunement une re`gle absolue. Il existe ainsi des serveurs racine dits alternatifs
comme ORSN ou 42registry ou bien encore des projets de de´centralisation en pair-a`-pair de
la racine dont nous parlerons plus loin. L’IAB (Internet Architecture Board) s’est cependant
positionne´ contre ce genre de pratique (Board (2000)) tout comme la ICANN elle-meˆme (no-
tice ICP-3).
Les serveurs racines ne de´le`guent pas des zones de premier niveau directement a` des
particuliers ou a` des entreprises mais a` des organismes appele´s registres (registries) charge´s
de de´le´guer des sous-zones selon leur politique de de´le´gation. Les registres peuvent eˆtre des
organismes e´tatiques ou des entreprises ou associations ayant un objectif de service public,
principalement pour les noms re´gionaux aussi appele´s ccTLD (Country code top-level do-
mains). C’est le cas par exemple de l’ACEI au Canada qui a en charge la zone .ca et
qui de´le`gue des sous-zones de second niveau (.ca) et qui de´le´guait aussi des sous-zones de
troisie`me niveau comme .qc.ca par exemple. Par opposition aux ccTLD, on retrouve les
gTLD (Global top-level domains) qui fonctionnent techniquement et administrativement de
la meˆme manie`re mais qui sont associe´s, tout du moins a` l’origine, a` des types d’activite´s
comme les .com pour les serveurs a vise´es commerciales ou encore les .net pour les serveurs
9en rapport avec le fonctionnement technique du re´seau.
Les registres les plus populaires (comme les .com, .net, .org ou les ccTLD nationaux)
qui croulent sous les demandes de de´le´gations, ont pris la de´cision de de´le´guer la relation
cliente`le et technique en partie a` des entreprises externes appele´es registraires ou bureaux
d’enregistrement (registars). Le particulier ou l’entreprise souhaitant se voir de´le´guer une
sous-zone doit obligatoirement s’adresser a` un registraire homologue´ par le registre en ques-
tion en lui pre´cisant toutes les informations ne´cessaires a` l’enregistrement. La plupart des
registraires en profitent pour vendre des services supple´mentaires, comme l’he´bergement de
serveurs faisant autorite´s sur la zone loue´e ou meˆme d’autres services comme l’he´bergement
de pages web ou de comptes courriel.
2.2 Le protocole HTTP
Le protocole HTTP est le protocole de´veloppe´ pour le World Wide Web. Fonctionnant en
mode client/serveur, il s’agit d’un protocole applicatif fonctionnant sur TCP et utilisant par
de´faut les ports 80 et 443 pour sa version se´curise´e (HTTPS, HTTP sur TLS) selon les Well
know ports de l’IANA. Il est aujourd’hui le protocole le plus populaire de l’Internet et le plus
connu de la majorite´ des personnes a` tel point que le web est souvent confondu avec l’Internet.
Le Web est un syste`me permettant l’acce`s a` des ressources connecte´es entre elles par le
bais de liens hypertextes. Le protocole HTTP est le protocole permettant l’acce`s par le biais
d’un serveur web coˆte´ serveur, et le te´le´chargement et l’affichage de ces ressources graˆce a` un
navigateur ou fureteur web coˆte´ client. Les ressources web consultables et affichables sur un
navigateur sont des fichiers au format (X)HTML respectant les standards du W3C (World
Wide Web Consortium).
L’objectif de la pre´sente section est de pre´senter succinctement le protocole HTTP, son
fonctionnement et les options dont nous aurons besoin par la suite. Le Web en lui meˆme et
les langages associe´s ne sont que peu importants pour notre e´tude, il est cependant ne´cessaire
de garder a` l’esprit la notion d’hyperlien que nous utiliserons.
2.2.1 HTTP/0.9
A` ses tout de´buts et avant d’eˆtre normalise´ par une RFC, Tim Berners-Lee du MIT
propose ce protocole ainsi que le principe du Web. Le fonctionnement de la version 0.9 est
extreˆmement simple. Apre`s l’e´tablissement d’une connexion au serveur web, le client pre´cise la
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ressource qu’il souhaite re´cupe´rer apre`s le mot clef GET. Une fois la requeˆte effectue´e et la res-
source envoye´e, la connexion TCP est termine´e. L’exemple suivant illustre le te´le´chargement
de la page d’accueil d’un site :
GET /index.html
Le serveur nous re´pondra par la suite avec un code de retour HTTP 200 OK si la requeˆte a
e´te´ exe´cute´e avec succe`s et suivi du contenu de la page demande´e.
2.2.2 HTTP/1.0 et HTTP/1.1
Tre`s rapidement apre`s HTTP/0.9, le HTTP Working Group a de´cide´ d’ame´liorer cette
version et de cre´er la version 1.0 puis 1.1 (Fielding et al. (1999)) en ajoutant de nombreuses
nouvelles fonctionnalite´s. La version la plus a` jour est la version 1.1 et est utilise´e en tre`s
grande majorite´ sur Internet aujourd’hui. En plus de permettre des connexions persistantes,
les versions 1.0 et 1.1 permettent d’ajouter des en-teˆtes lors de la formulation de requeˆtes
HTTP au serveur. Nous allons par la suite de´tailler quelques une de fonctionnalite´s qui nous
semblent utiles pour la suite de notre projet :
Les hoˆtes virtuels
Une des avance´es majeures d’HTTP/1.0 et HTTP/1.1 a e´te´ la notion d’hoˆtes virtuels
(virtual hosts) permettant d’associer plusieurs sites a` une meˆme adresse IP. Avec HTTP/0.9,
il n’e´tait pas possible de pre´ciser le site web demande´, le client ne pre´cisant pas le FQDN
du site web qu’il souhaitait joindre. Par conse´quent, si plusieurs FQDN re´solvaient la meˆme
adresse IP, le site web retourne´ par le serveur aurait e´te´ le meˆme. HTTP/1.1 exige dore´navant
l’ajout de l’en-teˆte Host: suivi du FQDN avec lequel le client souhaite se connecter (la version
1.0 l’introduisait de manie`re optionnelle). Ainsi, de´pendemment du FQDN, le serveur ne
retournera pas la meˆme page, meˆme si la ressource demande´e est la meˆme. Par exemple, si
www.example.com et www2.example.com sont re´solus par la meˆme adresse 192.168.1.1, ces
deux requeˆtes ne donneront pas ne´cessairement le meˆme re´sultat :
GET /index.html HTTP/1.1 GET /index.html HTTP/1.1
Host: www.example.com Host: www2.example.com
Te´le´chargement partiel
La version 0.9 et 1.0 du protocole ne permettait pas de ne te´le´charger qu’une partie d’une
ressource. Par conse´quent, si un te´le´chargement e´tait arreˆte´ avant la fin, il n’y avait pas
d’autre moyen que de redemander la meˆme ressource en re´cupe´rant de nouveau les premiers
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octets qui avaient de´ja` e´te´ te´le´charge´s. Le protocole HTTP/1.1 paˆlie ce proble`me en proposant
l’option Range: permettant de pre´ciser l’intervalle que l’on souhaite re´cupe´rer. Cela est donc
particulie`rement utile pour la re´cupe´ration de gros fichiers. Bien que HTTP/1.1 ajoute cette
nouvelle fonctionnalite´, c’est au serveur web de de´cider s’il accepte des requeˆtes Range: ou
non. De manie`re ge´ne´rale le serveur l’indique dans ses en-teˆtes de re´ponse, si tel est le cas,
avec une en-teˆte par exemple comme Accept-Ranges: bytes en pre´cisant aussi l’unite´ de
subdivision. Ainsi, pour re´cupe´rer 100 Mo se trouvant apre`s les 200 premiers Mo, on fera la
premie`re requeˆte, alors que si l’on souhaite re´cupe´rer tous les octets apre`s les 500 premiers
Mo, on fera la deuxie`me :
GET /video.avi HTTP/1.1 GET /video.avi HTTP/1.1
Host: www.example.com Host: www.example.com
Range: bytes=209715200-314572800 Range: bytes=524288000-
Compression des messages
Les versions 1.0 et 1.1 d’HTTP apportent e´galement la possibilite´ de compresser a` la vole´e
les requeˆtes et les re´ponses HTTP, si le client et le serveur sont capables de les compresser et
de les de´compresser. Ainsi, lors d’une requeˆte ou d’une re´ponse, le client ou le serveur peuvent
pre´ciser qu’ils acceptent qu’on converse avec eux en compressant les messages avec les formats
de compression pre´cise´s. Pour ce faire, l’en-teˆte Accept-Encoding: a e´te´ propose´e et permet
de pre´ciser les formats. Il est important de bien comprendre cependant qu’il s’agit juste d’une
information et que le serveur ou le client ont tout a` fait la possibilite´ d’ignorer cette en-teˆte
en envoyant une re´ponse non compresse´e. Des formats de compression populaires sont gzip
ou bzip2.
Les connexions persistantes
Pour terminer sur HTTP, la version 1.1 apporte une avance´e majeure en terme d’optimi-
sation, a` savoir les connexions persistantes. Avec la version 0.9 et 1.0, le serveur refermait la
connexion une fois la requeˆte honore´e et par conse´quent si le client souhaitait re´cupe´rer une
autre ressource sur le meˆme serveur, il devait initier un nouveau socket, initiant une nouvelle
synchronisation TCP et donc une perte de temps et de ressources. Il est cependant tre`s cou-
rant d’avoir une page HTML faisant re´fe´rence a` un fichier CSS et a` plusieurs images stocke´es
sur le meˆme serveur, entraˆınant ainsi plusieurs requeˆtes en cascades. La version HTTP/1.1
apporte une nouvelle option Connection: Keep-Alive qui permet de garder la connexion
ouverte et d’enchaˆıner plusieurs requeˆtes a` la suite.
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2.3 Topologie des re´seaux
Nous allons a` pre´sent prendre un peu de recul et nous inte´resser aux diffe´rents types de
re´seaux qui existent, dans un premier temps d’un point de vue topologique, puis de manie`re
applicative. Il existe un peu moins de dix grands types de topologie de re´seaux mais nous
allons n’en de´tailler ici que deux qui sont les plus pertinents pour la suite et tre`s repre´sentatifs
de la majorite´ des re´seaux d’aujourd’hui, c’est-a`-dire les architectures en forme d’e´toile et
celles qui sont maille´es comme repre´sente´ par la figure 2.2.
FIGURE 2.2 Deux types de topologie : en e´toile et maille´e.
2.3.1 Topologie en e´toile
La topologie en forme d’e´toile est, comme son nom l’indique, une topologie avec un nœud
central charge´ de permettre la communication de tous les nœuds se trouvant en pe´riphe´rie.
Ce nœud central peut e´galement faire office de serveur central ou tous les terminaux viennent
se connecter pour re´cupe´rer l’information. Ce type de re´seau correspond historiquement a` la
topologie des premiers grands re´seaux de´ploye´s. C’est par exemple l’architecture de tous les
vide´otexts des anne´es 1980 et de´but 1990, tel le Telidon de´veloppe´ par le CRC Canada ou le
Minitel par France Te´le´com.
Avantages de la topologie en e´toile
— La centralisation : Il est beaucoup plus facile pour ge´rer et controˆler le re´seau d’avoir
un point central par lequel passe tous les e´changes sur le re´seau. L’ajout de nou-
veaux nœuds au re´seau est plus facile puisqu’une seule liaison est ne´cessaire. Il est de
meˆme plus facile de prote´ger le re´seau de comportements contraire a` sa politique en
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le de´connectant e´ventuellement.
— De meilleures performances : En supposant que les capacite´s du nœud central aug-
mente avec le nombre de nouveaux clients raccorde´s, les performances notamment en
matie`re de temps de latence et de gigue seront ne´cessairement meilleures que dans
un re´seau totalement maille´ puisque tous les nœuds sont joignables par l’ensemble du
re´seau en deux sauts. De meˆme il n’est pas ne´cessaire d’utiliser des protocoles de rou-
tage dynamique (comme OSPF ou RIP dans IP), toute l’information, et de manie`re
ge´ne´rale ”toute l’intelligence” du re´seau, e´tant de´tenu au niveau du nœud central.
De´savantages de la topologie en e´toile
— Un point unique de de´faillance : Le plus gros proble`me de cette topologie est son point
unique de de´faillance (Single Point of Failure ou SPOF ) au niveau du nœud central. Si
ce dernier e´tait amene´ a` ne plus fonctionner, le re´seau entier ne serait plus ope´rationnel.
— Des proble`mes d’extensibilite´ (scalability) : Ce type de re´seau e´volue tre`s mal lorsque
le re´seau devient de plus en plus populaire et que de plus en plus de machines se
raccordent. Pour palier ce proble`me, la solution classique consiste a` augmenter les ca-
pacite´s du nœud central en meˆme temps que le re´seau. Cette solution trouve cependant
ses limites dans la limite maximale des capacite´s possibles allouables au nœud central.
Un re´seau aussi populaire que ne l’est Internet n’aurait pas la possibilite´ physique de
fonctionner de la sorte.
— La centralisation : Bien qu’elle fasse aussi partie des avantages de cette topologie,
la centralisation peut e´galement eˆtre vue comme quelque chose de ne´faste pour le
re´seau, en plus des raisons cite´es pre´ce´demment. L’ensemble du re´seau repose sur
le nœud central et par conse´quent le controˆle et le pouvoir de ce re´seau de´pendent
exclusivement de l’autorite´ ayant le controˆle de ce nœud. Si cette autorite´ a donc
la possibilite´ d’e´couter, de modifier voire de censurer l’ensemble des communications
circulant sur le re´seau. De meˆme, elle est la seule autorite´ possible a` pouvoir faire
e´voluer ou non le re´seau techniquement.
2.3.2 Topologie maille´e
A` l’oppose´ de cette topologie se trouve la topologie maille´e voire totalement maille´e (fully
meshed). Dans cette topologie, chaque nœud du re´seau est relie´ directement a` tous les autres
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nœuds du re´seau. Dans la suite nous conside´rerons une topologie totalement maille´e bien que
dans les re´seaux de´ploye´s a` grande e´chelle, cela n’est pas le cas.
Avantages de la topologie maille´e
— Pas de point unique de de´faillance : L’un des avantages majeurs de ce type de topolo-
gie est l’absence totale de centre et les conse´quences imme´diates qui en de´coulent. Ainsi
le re´seau devient beaucoup plus robuste et si n’importe quelle liaison ou n’importe quel
nœud ne devient plus accessible, le re´seau restera ope´rationnel et l’information tran-
sitera par d’autres liaisons. Cela a donc pour conse´quences directes, l’instauration de
protocoles de routage dynamique, capable de prendre des de´cisions de changement de
route de manie`re quasi-instantane´e.
— De´centralisation administrative : Une autre conse´quence directe de ce type de to-
pologie et l’absence totale d’entite´ administrative ge´rant le re´seau et du pouvoir de
nuisance potentiel qui lui est associe´. N’importe qui a la possibilite´ de rejoindre le
re´seau s’il arrive a` se connecter a` un ou plusieurs nœuds de ce re´seau. Il est cepen-
dant ne´cessaire que l’ensemble du re´seau se mette d’accord sur les protocoles utilise´s
(comme IP) et sur l’unicite´ des ressources dites rares (comme des pre´fixes d’adresses
IP ou des nume´ros d’AS).
— Une meilleure robustesse face aux congestions : Pour finir, cette topologie posse`de un
grand avantage en matie`re de gestion des congestions re´seau. Pour palier ce proble`me
dans l’approche en e´toile, nous devions sans cesse penser a` augmenter les capacite´s du
nœud central. Graˆce aux protocoles de routages et aux protocoles utilise´s, comme les
protocoles pair-a`-pair, nous pouvons voir une meilleure utilisations des ressources.
De´savantages de la topologie maille´e
— Une augmentation exponentielle du nombre de liaisons : Dans une topologie totale-
ment maille´e, chaque nouveau nœud doit eˆtre connecte´ directement a` tous les autres





n liaisons. Cela devient donc tre`s rapidement impossible pratiquement a` mettre
en œuvre et c’est pourquoi la tre`s grande majorite´ des re´seaux maille´s ne le sont pas
totalement.
— Un re´seau potentiellement incontroˆlable : Au dela` du fait qu’il n’y ait pas de possibilite´
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de surveiller tous les e´changes du re´seau et de surveiller l’agrandissement du re´seau,
il est essentiel pour le bon fonctionnement du re´seau que la totalite´ des participants
soient d’accord sur les protocoles d’interconnexion utilise´s et sur la non redondance
des ressources rares. Sur l’Internet, la ICANN par le biais de l’IANA fait autorite´ de
facto pour l’allocation des ressources. De plus, il devient beaucoup plus facile d’usur-
per l’identite´ d’un tiers, en usurpant par exemple des adresses IP ou des nume´ros d’AS
pour TCP/IP.
— Une plus grande complexite´ : Alors que dans une architecture en e´toile, le routage est
des plus simples, dans une topologie comme celle-ci le routage pose de re´els proble`mes
d’optimisation. De nombreux travaux de recherche existent sur le routage dynamique.
2.3.3 Topologie du re´seau Internet
Ces deux topologies ont une approche radicalement diffe´rente et posse`dent toutes les deux
des limitations lorsque les re´seaux grandissent de manie`re importante. Dans les faits et en
particulier sur Internet, les re´seaux modernes sont un me´lange de ces deux approches ou` il
est bien vu pour la robustesse du re´seau de multiplier les connexions directes avec d’autres
nœuds sans pour autant pouvoir joindre l’ensemble des nœuds en un saut. Nous allons a`
pre´sent brosser un peu plus en de´tails la topologie d’Internet.
Internet est l’interconnexion de plusieurs re´seaux d’ope´rateurs fonctionnant avec la suite
de protocole TCP/IP. Pour eˆtre ope´rateur Internet, il est ne´cessaire de remplir deux condi-
tions :
— S’eˆtre vu allouer un nume´ro de syste`me autonome (Autonomous System Number
ou ASN ), nume´ro unique sur 16 ou plus re´cemment 32 bits servant a` identifier un
ope´rateur.
— S’eˆtre vu allouer un ou plusieurs pre´fixes d’adresses IP (IPv4 ou IPv6). Un ope´rateur
peut e´galement eˆtre en charge de pre´fixes IPv4 de clients qui ne lui appartienent pas et
qui lui sont confie´s temporairement par un client. On appelle ces pre´fixes, des pre´fixes
PI pour Provider Independant.
Ces ressources doivent eˆtre uniques sur le re´seau et sont de´le´gue´es pour Internet par la
ICANN/l’IANA a` des registres re´gionaux (RIR) les attribuant eux-meˆmes a` des registres
locaux (LIR). Il existe aujourd’hui plus de 42 000 ope´rateurs Internet.
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Les ope´rateurs par la suite s’interconnectent entre eux et annoncent a` leurs pairs les
pre´fixes IP dont ils ont la charge et e´ventuellement les pre´fixes d’autres ope´rateurs joignables
par leur interme´diaire. Le protocole de routage et d’annonces de routes utilise´ est le protocole
BGP (Rekhter et al. (2006)). Plus les interconnexions entre ope´rateurs sont nombreuses, plus
le re´seau est robuste. L’objectif pour un ope´rateur est de pouvoir joindre tous les pre´fixes de
l’Internet et si possible par un maximum de chemins diffe´rents. La figure 2.3 est un exemple
de diffe´rentes interconnexions entre ope´rateurs.
FIGURE 2.3 Exemple de topologie d’interconnexions d’ope´rateurs Internet.
Chaque ope´rateur par la suite ge`re son re´seau interne comme il le souhaite. La plupart des
grands ope´rateurs commerciaux fournissant un acce`s Internet a` des particuliers ont un cœur
de re´seau interconnecte´ et redondant fonctionnant avec un protocole de routage dynamique,
comme OSPF, avec des routeurs de bordures ou de frontie`res permettant de joindre d’autres
AS. Les clients finaux se connectent ensuite par une liaison unique a` un routeur connecte´ au
cœur de re´seau, appele´ BAS ou BRAS (Broadband Remote Access Server) ge´ne´ralement par
le biais d’une connexion DSL sur fils de cuivre ou par le biais du caˆble pou les particuliers.
2.4 Les modes de communications sur Internet
Apre`s nous eˆtre inte´resse´s a` la topologie des re´seaux, nous allons nous inte´resser aux deux
grands modes de communication a` travers le re´seau Internet : l’approche client/serveur et
pair-a`-pair. Ces modes de communication ne seront pas sans rappeler les topologies que nous
avons vu pre´ce´demment.
2.4.1 L’environnement client/serveur
Le mode de communication le plus re´pandu aujourd’hui sur Internet est sans conteste le
mode client/serveur. Un ordinateur connecte´ a` Internet posse`de des ressources qu’il de´cide de
17
mettre a` disposition d’autres machines que l’on appelle serveur. D’autres machines connecte´es,
de´sireuses de re´cupe´rer le contenu mis a` disposition par le serveur, se connectent a` ce dernier
graˆce a` son adresse IP et re´cupe`rent la ressource voulue. On appelle ces autres machines des
clients. Ce type de fonctionnement, ses avantages et ses de´fauts, sont tre`s proches de son pen-
dant topologique a` savoir la topologie en forme d’e´toile. Parmi les protocoles applicatifs les
plus populaires d’Internet fonctionnant en client/serveur, on peut citer les protocoles HTTP,
SMTP, POP, IMAP, FTP et bien d’autres.
2.4.2 L’environnement pair-a`-pair
En paralle`le de l’environnement client-serveur, s’est de´veloppe´ l’environnement pair-a`-pair
proche de la topologie maille´e. Dans cet environnement, chaque machine fait a` la fois office de
client et de serveur, c’est-a`-dire qu’elle re´cupe`re du contenu tout en le mettant a` disposition
d’autres machines. Ce type de re´seau posse`de aussi l’avantage de permettre des transmissions
de manie`re directe sans passer par un interme´diaire. Le protocole le plus courant aujourd’hui
sont le protocole Bittorent.
2.4.3 Comparaison des deux mode`les
Les re´seau pair-a`-pair posse`dent de nombreux avantages comparativement aux re´seaux
client/serveur parmi lesquels :
— Une meilleure re´sistance : La charge et le contenu e´tant distribue´es sur tout le re´seau,
il est beaucoup plus improbable que l’ensemble des machines le constituant devienne
indisponible en meˆme temps compare´ a` un unique serveur ne re´pondant plus.
— Une meilleure e´volutivite´ : Plus le nombres de machines faisant parti du re´seau pair-
a`-pair est important, plus les ressources mises a` disposition sont disponibles puisque
chaque nouveau nœud apporte avec lui de la bande passante et un espace de stockage
supple´mentaire, ce qui permet de re´pondre a` une demande sans cesse de plus en plus
croissante. Dans l’approche client/serveur, plus le nombre de clients augmente, plus
le serveur devra eˆtre capable de supporter la charge associe´e.
— Une re´duction des couˆts : Si le re´seau pair-a`-pair est compose´ de nœud he´bergeant
et mettant a` disposition gracieusement le contenu comme c’est souvent le cas sur les
grands re´seaux pair-a`-pair, le re´seau ne couˆtera rien a` son concepteur a contrario d’un
ou plusieurs serveurs en location en salle machine qui peuvent vite devenir couˆteux si
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les ressources demande´es sont populaires.
Il existe cependant des inconve´nients a` l’approche pair-a`-pair dans certaines conditions :
— Une perte de controˆle : Il devient tre`s difficile pour l’e´metteur originel de controˆler,
d’effacer ou de modifier la ressource mise a` disposition une fois cette dernie`re partage´e.
— Des proble`mes d’authentification : Sans me´canisme de signature nume´rique par chif-
frement, il est impossible d’attester raisonnablement de l’authenticite´ du contenu, les
nœuds du re´seaux ayant la possibilite´ de l’alte´rer. Cela est e´galement possible avec
une approche client/serveur mais statistiquement moins probable, la quasi-totalite´ des
routeurs des ope´rateurs ne modifiant pas le contenu des paquets qu’ils acheminent.
— Une perte du contenu : Il n’existe aucune garantie permettant d’affirmer que l’inte´gralite´
du contenu partage´ a` un moment donne´ est disponible et preˆt a` eˆtre partage´ avec un
nouveau nœud, en particulier si peu de nœuds composent le re´seau.
— Des faibles performances : Si le re´seau est compose´ de peu de nœuds et que ces nœuds
ont une bande passante sous-dimensionne´e, comme c’est le cas pour des lignes DSL
ou caˆble de particuliers, cela nuira ne´cessairement au re´seau.
2.5 Les re´seaux pair-a`-pair
Les re´seaux pair-a`-pair se sont de´veloppe´s en meˆme temps que la de´mocratisation de
l’Internet dans le courant des anne´es 1990. De par leur aspect distribue´ qui rend leur opti-
misation complexe, ils ont e´te´ sans cesse ame´liore´s au cours des anne´es et se retrouvent dans
de nombreuses applications tre`s he´te´roge`nes.
2.5.1 L’e´volution des re´seaux pair-a`-pair
La premie`re ge´ne´ration de protocoles pair-a`-pair populaires concernant l’e´change de fi-
chiers a de´marre´ avec l’arrive´e de Napster (Carlsson et Gustavsson (2001)) en 1999 de´veloppe´
par Shawn Fanning et Sean Parker afin de faciliter en particulier l’e´change de fichiers musi-
caux. Le protocole e´tait base´ sur un serveur indexant tous les nœuds du re´seau et enregistrant
e´galement les fichiers ou morceaux de fichiers mis a` disposition par chacun d’entre eux que
l’on appelait tracker. Lorsqu’un nœud de´sirait obtenir une ressource, il faisait une requeˆte a`
ce serveur qui lui indiquait les nœuds la posse´dant et e´tant disponibles pour la lui envoyer.
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La vaste majorite´ des fichiers partage´s e´tant des fichiers sous droit d’auteur e´change´s sans
aucune conside´ration le´gale, la justice ame´ricaine condamna Napster en 2001 suite a` une
plainte de la RIAA (Recording Industry Association of America). Napster obe´it a` l’injonc-
tion de de´connecter son tracker, point central du re´seau, ce qui entraˆına sa mort imme´diate.
C’est suite a` cette expe´rience de de´boires judiciaires, et au dela` de l’aspect re´seautique
visant a` optimiser les protocoles et l’usage du re´seau, que les protocoles suivants ont cherche´
a` e´viter au maximum toute centralisation dans leur imple´mentation en particulier concer-
nant le proble`me d’indexation. L’ide´e principale des protocoles de deuxie`me ge´ne´ration est
donc de de´centraliser au maximum la base de donne´es d’indexation et de la re´partir ou de la
dupliquer sur le plus de nœuds possible tout en gardant un re´seau efficace et efficient.
C’est ainsi que GNutella a vu le jour et est devenu tre`s populaire. Dans un premier temps,
et jusqu’a` la version 0.6, le protocole reprend l’ide´e d’un serveur centralisateur mais redon-
dant. Le nouveau nœud souhaitant se connecter au re´seau se connecte a` l’un des ces serveurs
dont on lui a fourni l’adresse, pour re´cupe´rer la liste de tous les autres serveurs. Ces serveurs
sont re´pute´s eˆtre connecte´s en permanence. Si un serveur venait a` ne plus re´pondre, les clients
effectueraient leur requeˆte a` l’un des autres serveurs. Il existait e´galement un me´canisme de
synchronisation entre ces diffe´rents serveurs pour disposer de la meˆme information. Par la
suite, le protocole s’est ame´liore´ en permettant de se´lectionner ces serveurs de manie`re dyna-
mique parmi les nœuds faisant partie du re´seau. Ces nœuds sont connus sous le vocable de
supernœud et sont choisis en fonction de leur capacite´ de connexion (de´bit, gigue, latence) et
du la dure´e de connexion au re´seau. Fastrack reprendra ce principe en gardant la hie´rarchie
des diffe´rents pairs et il sera utilise´ par des logiciels qui ont e´te´ tre`s populaires comme KaZaA
entre autre.
Dans la meˆme pe´riode, courant 2001, Bram Cohen, inge´nieur informatique, cre´e ce qui
est encore aujourd’hui le protocole pair-a`-pair le plus populaire : Bittorent. Ce nouveau
protocole apporte une avance´e majeure compare´ a` ces pre´de´cesseurs. Le transfert de fichiers,
apre`s recherche de nœuds posse´dant la ressource de´sire´e, ne se fait plus avec un seul pair mais
avec plusieurs. Chaque fichier partage´ est donc divise´ pre´alablement en plusieurs morceaux
appele´s chunk et pouvant eˆtre te´le´charge´s de diffe´rentes sources de manie`re inde´pendante
alors que jusqu’ici cela se faisait en un seul et unique bloc. Il en re´sulte ainsi, une bien meilleure
utilisation de la bande passante disponible du re´seau pair-a`-pair, puisqu’un pair peut rapatrier
dore´navant plusieurs morceaux d’un meˆme fichier provenant de plusieurs pairs en meˆme
temps, ce qui est particulie`rement efficace sur des connexions Internet asyme´triques comme
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l’ADSL ou` la bande passante montante est bien infe´rieure a` la bande passante descendante
des diffe´rents nœuds. De plus, il est dore´navant possible de partager une partie d’un fichier
alors meˆme que la totalite´ du fichier n’a pas encore e´te´ te´le´charge´e. Cela acce´le`re donc de
manie`re drastique les partages de nouveaux fichiers mis a` disposition.
2.5.2 Re´seaux pair-a`-pair structure´s et re´seaux non-structure´s
Les re´seaux pair-a`-pair sont classe´s en deux grandes cate´gories : les re´seaux dits non-
structure´s et les re´seaux structure´s.
Les premiers re´seaux pair-a`-pair e´taient historiquement non-structure´s. Lorsqu’un nœud
souhaitait trouver un autre nœud posse´dant une ressource voulue, celui-ci n’avait aucune
ide´e des nœuds pre´sents sur le re´seau posse´dant potentiellement le contenu. La recherche se
faisait principalement au de´but par inondation pure du re´seau. Le nœud demandait ainsi
a` ses voisins, c’est-a`-dire les autres nœuds du re´seau dont il connaissait l’existence, s’ils
posse´daient la ressource de´sire´e. Si la re´ponse e´tait ne´gative, ces voisins demandaient alors a`
leurs voisins qui tentaient a` leur tour de satisfaire la requeˆte, et ainsi de suite. Potentiellement,
si la ressource recherche´e n’e´tait pas pre´sente sur le re´seau, l’ensemble des pairs aurait rec¸u
une demande la concernant. L’efficience d’algorithmes de ce type, appele´s uninformed BFS
(Chen et al. (2007)), e´tait tre`s mauvaise et d’autres algorithmes meilleurs ont par la suite e´te´
propose´s, comme le protocole k-Random Walk par exemple. (Lv et al. (2002))
Les algorithmes de routage sur les re´seaux non-structure´s ne sont malheureusement pas
tre`s efficaces, puisque les pairs pris individuellement n’ont aucune ide´e, meˆme approximative,
de l’endroit ou` peuvent se trouver les ressources de´sire´es. A contrario, les re´seaux structure´s
permettent de connaˆıtre un sous e´chantillon de pairs d’avantage susceptibles de posse´der la
ressource. La contrepartie est de devoir imposer des contraintes structurelles plus e´leve´es au
re´seau.
Ce type de re´seau fonctionne la plupart du temps avec un me´canisme de re´seau superpose´
(overlay network) ou` les machines faisant partie du re´seau pair-a`-pair fonctionnent sur un
re´seau virtuel logique avec un nouvel adressage qui lui est propre. Ce re´seau fonctionne sur
le re´seau existant, comme Internet par exemple, d’ou` le nom de ”superpose´”. La plupart
des imple´mentations et des algorithmes utilise´s dans les re´seaux structure´s fonctionnent avec
un syste`me de tables de hachage distribue´es (Distributed hash table ou plus connues sous
l’acronyme DHT ).
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2.5.3 Les tables de hachage distribue´es
Face au de´sir de de´centraliser la base de donne´es charge´e de re´fe´rencer la localisation et la
disponibilite´ des fichiers sur le re´seau, les concepteurs de protocoles pair-a`-pair ont propose´ un
syste`me de re´partition de cette base appele´e DHT pour tables de hachage distribue´es. Chaque
fichier ou morceau de fichier se voit associe´ un hash par le biais d’un fonction de hachage
comme md5, sha-1 ou sha-256. En pratique, chaque hash associe´ est re´pute´ suffisamment
unique, c’est a` dire que la probabilite´ d’avoir un hash identique entre deux valeurs diffe´rentes
est tre`s faible. Les valeurs sont ensuite enregistre´es sous la forme d’un couple <clef,valeur>
et stocke´es dans un ordre qui de´pend du hash de la clef. La figure 2.4 donne un exemple d’une
table de hachage ou`, a` partir d’un nom utilise´ comme clef, on re´ussit a` trouver le nume´ro
de te´le´phone associe´ graˆce au hash calcule´ a` partir de la clef (le nom ici), ces derniers e´tant
classe´s selon leur hash.
FIGURE 2.4 Exemple de tables de hachage.
Une table DHT reprend donc la notion de table de hachage mais en la distribuant sur plu-
sieurs nœuds. Ainsi, cette dernie`re se retrouve morcele´e sur plusieurs nœuds qui ne posse`dent
qu’une partie de la table de hachage. Bien e´videmment, chaque nœud pouvant se de´connecter
a` n’importe quel moment, la table de hachage est distribue´e de manie`re redondante. Ce type
de re´seau pair-a`-pair a ne´cessairement besoin de s’appuyer sur un re´seau structure´ comme vu
pre´ce´demment pour joindre facilement et efficacement des nœuds ayant la partie de la table
de hachage de´sire´e par le demandeur. De multiples protocoles d’indexation utilisant les DHT
ont e´te´ propose´s et imple´mente´s dans des logiciels pair-a`-pair comme CAN, Chord, Pastry
ou Tapestry (Stoica et al. (2001)). Aujourd’hui, le protocole le plus populaire et que l’on
retrouve dans les imple´mentations re´centes notamment de Bittorent se nomme Kademlia.
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2.6 Kademlia
Dans le but de cre´er un re´seau de´pourvu de toute centralisation, Kademlia propose une
sur-couche re´seau s’appuyant sur les tables de hachage distribue´es vues pre´ce´demment. Il a
e´te´ conc¸u en 2002 par deux chercheurs Petar Maymounkov et David Mazie`res (Maymounkov
et Mazie`res (2002)) . Le but de ce protocole est de permettre la localisation d’un nœud ou de
ressources sur le re´seau graˆce a` son adresse Kademlia globalement unique. Une me´trique de
distance est donc instaure´e et permet avec l’adresse Kademlia source et l’adresse destination
de connaˆıtre la distance qui se´pare les deux. Cette distance en elle meˆme est totalement ar-
bitraire et n’a aucun rapport avec la distance ge´ographique re´elle ou un quelconque nombre
de sauts IP. Un noeud peut donc eˆtre notre voisin Kademlia alors qu’il est situe´ a` l’autre
bout du globe.
Nous allons voir a` pre´sent dans cette section comment le protocole Kademlia fonctionne,
quelless en sont ses instructions et comment la recherche d’un noeud s’effectue.
2.6.1 L’adressage Kademlia
Chaque noeud, a` son arrive´e sur le re´seau Kademlia se voit attribue´ une adresse Kademlia.
A` l’instar des adresses IP qui de´pendent du lieu et du fournisseur Internet du nœud, l’adres-
sage Kademlia fonctionne de manie`re diffe´rente. Le nouvel arrivant va ge´ne´rer de lui meˆme et
ale´atoirement son identifiant sur 160 bits qui sera globalement unique. Il a e´te´ montre´ (Ha-
kiem et al. (2012)) que statistiquement, les collisions possibles avec d’autres noeuds s’e´tant
attribue´s ale´atoirement les meˆmes adresses sont tre`s rares. Nous pouvons prendre a` titre
d’exemple la configuration sans e´tat d’IPv6, appele´e SLAAC (Thomson et al. (2007)), ou` les
adresses IP que s’attribuent les machines fonctionne de la meˆme manie`re mais sur beaucoup
moins de bits (64 bits) et sans encombre. Un me´canisme de ve´rification permet cependant
de s’assurer que l’adresse est belle est bien unique.
2.6.2 La me´trique de distance
Cette me´trique est le cœur et est la re´elle nouveaute´ du protocole Kademlia comparative-
ment aux protocoles de´ja` existants. Kademlia se base sur une me´trique tre`s simple, connue et
qui pre´sente de bonnes proprie´te´s : l’ope´rateur ou exclusif ⊕. L’ope´rateur ⊕ est un ope´rateur
binaire prenant deux ope´randes, en l’occurrence les deux adresses Kademlia source et desti-
nation dont on souhaite connaˆıtre la distance et retourne ladite distance. Les ope´rations ⊕
s’effectuent a` un niveau binaire en comparant les bits de chaque adresse un par un.
23
Cet ope´rateur a` l’avantage de respecter les trois re`gles fondamentales des distances, c’est-
a`-dire :
— d(x, x) = 0, la distance d’un nœud avec lui-meˆme est nulle.
— d(x, y) = d(y, x), la distance entre deux noeuds est syme´trique.
— d(x, z) ≤ d(x, y) + d(y, z), correspond a` l’ine´galite´ triangulaire, c’est-a`-dire que le che-
min le plus court entre deux points est la ligne droite. A` moins de passer par un autre
nœud situe´ sur cette ligne, la distance totale pour atteindre la destination finale en
passant par un autre nœud est plus grande.
Applique´ aux adresses Kademlia, cela signifie que plus une adresse a` ses premiers bits
similaires avec l’adresse de destination, plus les deux nœuds sont conside´re´s comme
pre`s.
2.6.3 La connaissance du re´seau
Chaque nœud a une connaissance limite´e du re´seau mais peut localiser pre´cise´ment un
autre nœud du re´seau a` partir du moment ou` il connaˆıt son adresse Kademlia, le principe
de Kademlia e´tant que chaque noeud posse`de une meilleure connaissance du re´seau dans
son entourage. Cela signifie donc que plus la distance entre deux nœuds est faible, plus la
probabilite´ que les deux noeuds se connaissent est grande.
De`s qu’un nœud prend connaissance de l’existence d’un autre nœud du re´seau Kademlia,
ce dernier va enregistrer dans une base de donne´es son adresse IP et le port sur lequel celui-ci
e´coute pour pouvoir le joindre plus tard ou pour transmettre ces informations aux autres
nœuds qui pourraient les lui demander.
Comme le re´seau peut potentiellement eˆtre tre`s grand et que chaque nœud a possibi-
lite´ d’apprendre l’existence d’un nombre tre`s important de voisins, la base de donne´es a un
nombre fini d’espaces de stockage pre´vus a` cet effet. Les cre´ateurs de Kademlia ont donc
propose´ un syste`me sur le principe du k-bucket, k e´tant un nombre entier. Chaque noeud a
160 tables de k entre´es de stockage possible. Un nœud a ainsi la possibilite´ de stocker plus
de voisins proches que de voisins e´loigne´s avec la me´trique ⊕, chaque table permettant de
stocker k voisins dont les premiers bits sont similaires a` ceux du nœud courant. La premie`re
table ne pouvant contenir que 20 = 1 voisin, la deuxie`me 21 = 2 voisins, la troisie`me 22 = 4,
etc.
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FIGURE 2.5 Exemple de re´seau Kademlia et de stockage k-bucket.
Prenons un exemple avec la figure 2.5. Dans un but de simplification, nous n’adresserons
les nœuds du re´seau uniquement avec 3 bits. Dans cet exemple, nous nous mettrons a` la place
du nœud se trouvant a` l’extreˆme droite de la figure et dont l’adresse est 111. Le premier bucket
que nous allons avoir sera celui dont les deux premiers bits sont identiques a` ceux de notre
noeud courant, autrement dit tout noeud ayant une adresse correspondant a` 11x. Dans notre
exemple, il ne peut ne´cessairement n’y avoir qu’une seule entre´e au maximum puisque la
valeur du bit sinon serait e´gale a` celle du noeud courant. Nous stockons donc l’adresse IP
et le port d’e´coute du nœud ayant l’adresse Kademlia 110 dans ce premier bucket. Il est
important de noter cependant qu’il pourrait tre`s bien ne pas avoir de noeud 110 auquel cas
ce bucket resterait vide. Nous continuons avec le second bucket qui regroupe cette fois ci tous
les noeuds ayant une adresse de la forme 1xy avec x diffe´rent de la valeur du deuxie`me bit
de notre nœud courant pour ne pas englober toute la branche, c’est a` dire les nœuds ayant
une adresse de la forme 10y. Graphiquement cela correspond aux nœuds compris dans le
second cercle. Le raisonnement est le meˆme pour le troisie`me et dernier cercle comprenant
des adresses de la forme 0xy. Il important de noter que ce n’est pas parce qu’une adresse
ne se trouve dans dans le bucket correspondant qu’il n’existe pas de nœud sur le re´seau la
posse´dant.
2.6.4 La recherche d’un nœud ou d’une ressource
Comme nous l’avons vu pre´ce´demment, un noeud n’a qu’une connaissance partielle du
re´seau. Il ne connaˆıt, au pire, qu’un seul autre nœud sur le re´seau. Par conse´quent, quand il va
souhaiter joindre un nœud dont il ne connaˆıt a priori pas l’adresse, il devra faire des demandes
a` d’autres nœuds qui seront plus avise´s que lui. Si l’on souhaite faire une analogie, on pourrait
comparer cela a une cartographie routie`re. Pour se rendre a` Tadoussac depuis Montre´al, nous
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suivrons dans un premier temps les panneaux Que´bec, puis la Malbaie pour ensuite suivre
Tadoussac. Cela signifie que les nœuds ont une connaissance plus pre´cise de leur voisinage
imme´diat. Dans Kademlia, nous cherchons des noeuds qui se situent a` proximite´ (toujours
avec la me´trique ou exclusif) du nœud ou de la ressource recherche´e. Nous commenc¸ons
donc ainsi par demander au nœud que nous connaissons de´ja` dans notre base de donne´es
et qui se situe le plus a` proximite´ du nœud recherche´, s’il connaˆıt l’adresse IP et le port
associe´ ou s’il connaˆıt un autre nœud qui est encore plus proche que lui du nœud de´sire´.
Ce type de recherche rele`ve d’une complexite´ logarithmique en θ(log n), nous pouvons donc
trouver un nœud rapidement dans le re´seau sans que le temps de recherche augmente de
manie`re exponentielle avec la taille du re´seau. Si le nœud cherche´ n’existe pas sur le re´seau
ou n’existe plus, nous nous retrouverons a` un moment de notre recherche avec aucun meilleur
voisin pour atteindre le noeud recherche´ et nous en de´duirons que le nœud n’est pas pre´sent.
Le fait que les adresses Kademlia soient sur 160 bits, cre´e de facto de grands espaces vides et
permet donc d’e´viter les attaques de type de´ni de service, un nœud ne pouvant pas balayer
l’espace d’adressage ale´atoirement a` la recherche de pairs existants.
2.6.5 Les instructions Kademlia
Le protocoles Kademlia posse`de les commandes suivantes utilise´es par les nœuds dans
leur recherche :
FIND NODE(x) Cette commande permet de connaˆıtre l’adresse IP et le port d’un nœud
dont l’adresse Kademlia x est passe´e en parame`tre, si ce nœud existe. La proce´dure de
recherche mise en œuvre est celle de´crite dans le paragraphe pre´ce`dent.
PING(x) Cette commande permet de savoir si le nœud posse´dant l’adresse passe´e en
parame`tre et joignable. La commande FIND_NODE(x) est alors exe´cute´e a` moins que l’adresse
IP et le port de correspondance soient de´ja` dans la base de donne´es du nœud. Si cette dernie`re
est concluante, la commande PING s’assurera que le nœud demande´ est bel et bien pre´sent
sur le re´seau et ne s’est pas de´connecte´ entre temps.
STORE(c,v) Le re´seau Kademlia e´tant un re´seau fonctionnant a` base de DHT sur un
re´seau structure´ comme nous l’avons vu pre´ce´demment, il est important que les nœuds par-
tageant un contenu (des chunks dans le cas d’un re´seau Bittorent) et s’enregistrent aupre`s
des nœuds dont les adresses Kademlia sont les plus proches (au sens de la distance ou exclu-
sif) des hashs des donne´es partage´es. Ainsi, ces nœuds responsables d’une partie de la table
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d’indexation stockent un couple de donne´es : c pour la clef qui correspond au hash de la
donne´e en question et v pour l’adresse et le port du nœud la posse´dant.
FIND VALUES(x) Cette commande permet de rechercher un nœud posse´dant la res-
source dont le hash est passe´ en parame`tre. Cette commande va dans un premier temps
exe´cuter la commande FIND_NODE(x) avec la meˆme valeur de x. Cette commande lui retour-
nera l’adresse IP et le port de la machine la plus proche de cette ”adresse”. Par la suite la com-
mande FIND_VALUES(x) demandera a` ce nœud s’il connaˆıt une machine posse´dant la ressource
de´sire´e. Ce nœud retournera les adresses des machines s’e´tant enregistre´es pre´alablement avec
la commande STORE.
2.6.6 L’introduction dans le re´seau
La phase d’arrive´e dans le re´seau est importante puisque le noeud doit eˆtre capable de
joindre les autres noeuds mais il doit e´galement eˆtre joignable et donc eˆtre connu d’autres
nœuds. Comme l’adresse Kademlia d’un nœud est ge´ne´re´e ale´atoirement par ce dernier, il
va par le suite se placer sur le re´seau, c’est-a`-dire qu’il devoir va se faire connaˆıtre de ses
voisins Kademlia qui ont une adresse proche de la sienne et qui sont de´ja` connecte´s. Ainsi
ses voisins Kademlia auront connaissance de lui et informeront les pairs souhaitant le joindre
et ne connaissant que les voisins du nœud recherche´.
Le nouveau nœud doit donc dans un premier temps avoir au moins une adresse d’un
autre nœud de´ja` pre´sent sur le re´seau et capable de l’introduire. Ce pre´requis est obligatoire
pour tous les protocoles pair-a`-pair. Pour le protocole Kademlia, le nœud d’introduction n’a
pas d’importance a` partir du moment que celui-ci connaˆıt aussi de´ja` un ou plusieurs autres
nœuds du re´seau.
Apre`s s’eˆtre ge´ne´re´ soit meˆme son adresse Kademlia de manie`re ale´atoire, le nœud va faire
une recherche sur sa propre adresse avec la commande FIND_NODE(x) vue pre´ce´demment. De
cette fac¸on la`, il va contacter plusieurs nœuds, dont notamment ses voisins sur la fin de sa
recherche, qui vont enregistrer son adresse IP de correspondance et son port d’e´coute. Apre`s
cette recherche, le nœud sera ope´rationnel sur le re´seau et pourra eˆtre contacte´ par d’autres
nœuds ne connaissant pas a priori directement ce nouvel arrivant.
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2.7 Projets similaires
Nous allons a pre´sent nous inte´resser a` diffe´rents projets dans la litte´rature se rapprochant
de ce que nous proposons sans pour autant eˆtre identiques et les comparer a` ce que nous
souhaitons faire.
2.7.1 Projet DIASPORA* et Statusnet
Avec l’ave`nement des re´seaux sociaux, des projets libres ont vu le jour afin d’e´viter la cen-
tralisation et la concentration des ressources et des donne´es a` un meˆme endroit, ge´re´s par un
meˆme acteur comme Facebook ou Twitter. Pour palier ce proble`me, diffe´rents projets ont vu
le jour. Le pionner dans le domaine se nomme DIASPORA* et se veut eˆtre une alternative a`
Facebook. L’ide´e principale de DIASPORA* consiste a` permettre a` n’importe qui d’installer
un serveur DIASPORA* nomme´ pod sur son ordinateur ou sur un serveur de´die´. L’utilisateur
peut par la suite mettre en place son profil sur son pod qu’il est le seul a` controˆler. Pour pou-
voir ajouter des amis ou des contacts, a` l’image de Facebook, l’utilisateur entrera le contact
avec qui il souhaite se lier sous la forme d’une adresse utilisateur@poddiaspora. Tous les
utilisateurs ne sont cependant pas oblige´s d’he´berger eux-meˆmes leur page, ils peuvent la
mettre sur le pod d’un ami ou d’une compagnie proposant ce service. Friendica reprendra le
meˆme principe que DIASPORA* avec des fonctionnalite´s supple´mentaires et est aujourd’hui
une alternative se´rieuse a` DIASPORA*. Le microblogging est e´galement tre`s populaire et il
existe aussi des alternatives de´centralise´es e´quivalente a` Twitter avec en particulier statusnet
base´ sur le meˆme concept que DIASPORA*.
Cependant ce type de de´centralisation de site web n’est pas une de´centralisation ge´ne´rique,
elle est applique´e a` une application particulie`re et ne peut donc pas eˆtre e´tendue a` n’importe
quel site web. L’objectif reste cependant le meˆme pour un domaine particulier et la popularite´
grandissante de ces re´seaux de´note sans conteste un attrait de plus en plus important des
internautes pour ce type de protocoles et d’applications.
2.7.2 Projet Bittcoin et NameCoin
Le 24 mai 2009, un de´veloppeur re´pondant sous le pseudonyme de Satoshi Nakamoto
diffuse sous la forme d’article de journal un document proposant la cre´ation d’une monnaie
pair-a`-pair totalement de´centralise´e (Nakamoto (2009)). La monnaie propose´e se base sur un
syste`me de ressources rares a` l’image de l’e´talon-or et s’opposant aux monnaies fiduciaires
base´es sur la confiance. Le mode`le propose´ eu un certain succe`s a` tel point qu’aujourd’hui le
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Bittcoin est pre´sent sur le marche´ des changes et est tre`s prise´ des spe´culateurs.
Le protocole propose´ permet de disposer une masse mone´taire globale fixe, la non repro-
ductibilite´ d’une unite´ de valeur et l’e´change de Bittcoins sans passer par une quelconque
autorite´, comme le syste`me bancaire. Dans sa conception, il est tre`s proche d’un e´talon or.
Le projet Dot bit est un projet base´ sur le meˆme syste`me que Bittcoin mais applique´
au syste`me de noms de domaine (DNS) qui dans sa forme actuelle est hie´rarchique. dot
bit propose ainsi un protocole d’annuaire totalement de´centralise´ en utilisant une extension
ge´ne´rique de premier niveau (gTLD) : .bit, bien qu’elle n’ait pas e´te´ approuve´e par la
ICANN. A` ce jour, ce sont autour de 80 000 domaines comple`tement de´centralise´s qui sont
en service par ce biais.
Cette ide´e est tre`s prometteuse et permet de s’affranchir de la ICANN, des registres et des
registraires mais n’est pas encore tre`s de´veloppe´e principalement car la branche alternative
ne fait pas partie des de´le´gations des serveurs racines ICANN qui sont dans les installations
par de´faut des re´solveurs DNS. Cela prend donc une intervention de l’utilisateur ou de son
fournisseur d’acce`s, ce que nous cherchons a` e´viter.
2.7.3 Projet P2PWeb
Depuis ces dernie`res anne´es, la litte´rature scientifique voit de plus en plus d’articles de
projets de de´centralisation applique´s au web. Cependant, la quasi-totalite´ des articles publie´s
s’inte´ressent a` une de´centralisation uniquement dans un contexte de surcharge d’un site web
applique´ aux vide´os. Ces travaux sont majoritairement oriente´s vers la re´duction des couˆts
pour les CDN (Content delivery network) comme Akamai et ne´cessitent l’installation d’un
plugin comme firecorall par exemple (Terrace et al. (2009)). C’est le cas d’un article publie´
en 2012 (Ghareed et al. (2013)) qui permet aux utilisateurs visitant un site web et disposant
d’un plugin associe´ dans leur navigateur d’acce´der en pair-a`-pair aux vide´os propose´es et
compresse´es en H.264/SVC, le codec H.264/SVC ayant l’avantage de proposer diffe´rentes
couches de qualite´ de vide´os et permettant ainsi de regarder des vide´os de manie`re fluide meˆme
avec un de´bit re´duit. Les re´sultats de ces e´tudes mettent en avant des re´sultats inte´ressants
sur l’efficience de tels protocoles en comparant le nombre de pairs sur le re´seau (typiquement
des nœuds ayant une faible bande passante montante) et les me´triques classiques de qualite´
de service. Ces re´sultats nous montre qu’a` partir d’un nombre relativement faible de pairs,
le re´seau permet des de´bits montants tout a` fait corrects pour une utilisation classique : 25
clients recevant du contenu a` 300 ko/sec pour 48 pairs partageurs. Le fait d’installer un logiciel
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coˆte´ client allant contre nos contraintes que nous nous sommes fixe´es, la fac¸on de proce´der
est diffe´rente mais l’objectif reste le meˆme et par conse´quent ces re´sultats ne peuvent que
nous encourager a` continuer dans cette voie.
2.7.4 Projet WebRTC
En mai 2011, Google annonce son projet de de´velopper une API (Application programming
interface) permettant d’e´tendre les fonctionnalite´s des fureteurs web actuels en permettant de
nouvelles possibilite´s de communications par la voix et la vide´o ainsi que l’e´change de fichiers
en pair-a`-pair et sans l’aide d’un plugin (Group (2012)). Le projet a e´te´ nomme´ WebRTC
(Web Real-time Communication) et a pour but de re´pondre aux e´volutions d’usage des utili-
sateurs. Par la suite, le W3C, autorite´ en charge de normaliser les langages du web, a de´cide´
de se l’approprier pour en faire en standard. Un draft a commence´ a` eˆtre re´dige´ en septembre
2012 et est toujours a` ce stade en juillet 2013. Pour l’instant le projet est expe´rimental et
n’est supporte´ que par quelques navigateurs. Les premiers re´sultats semblent cependant tre`s
prometteurs et les possibilite´s de de´veloppement tre`s vastes. A` noter par exemple, des projets
comme Peer-CDN (Wu et al. (2008)) qui pre´voient d’alle´ger la charge des serveurs en faisant
du partage vide´o pair-a`-pair avec les fureteurs compatibles.
Notre projet se rapproche de ces ide´es. Le projet n’e´tant qu’a` l’e´tape de brouillon et
peu compatible avec l’ensemble des fureteurs, il n’est pas encore ope´rationnel. De plus, le
projet se concentre d’avantage sur l’aspect multime´dia et n’envisage a` aucun moment une
de´centralisation comple`te de site web.
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CHAPITRE 3
STRATE´GIE DE DE´CENTRALISATION PROPOSE´E
Dans ce chapitre, nous proposerons donc une solution au proble`me de distribution de sites
web en pair-a`-pair en de´taillant le fonctionnement de notre mode`le.
3.1 De´finitions
Avant de de´tailler notre solution, nous de´finissions les termes que nous utiliserons par la
suite :
— client : Ce terme est a` comprendre dans le sens des architectures client/serveur. Un
client se connecte a` un serveur afin d’y re´cupe´rer une ressource, un serveur web dans
notre cas.
— partageur : Un partageur est une machine connecte´e a` Internet faisant a` la fois office
de serveur web HTTP et de serveur DNS pour les clients en plus d’eˆtre un nœud actif
du re´seau pair-a`-pair pour l’e´change des ressources a` partager avec les autres parta-
geurs.
— partageur de re´fe´rence : Le partageur de re´fe´rence est le partageur qui a e´mis origi-
nellement le contenu a` partager.
— site web partage´ : site web dont les serveurs sont des partageurs.
— ressource : fichier he´berge´ par les partageurs et potentiellement de´sire´ par les clients.
Cela peut par exemple eˆtre des pages HTML, des images ou bien des feuilles de style.
L’ensemble des ressources forment un site web.
— servent : machine ope´rant a` la fois comme serveur et comme client. Les nœuds des
re´seaux pair-a`-pair sont des servents.
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3.2 Hypothe`ses
Dans cette section, nous e´nonc¸ons diffe´rentes hypothe`ses sur lesquelles nous nous appuie-
rons pour la suite de notre e´tude. Ces hypothe`ses se veulent proche de la topologie d’Internet
et de l’usage qui en est fait aujourd’hui ou dans les anne´es a` venir :
— On suppose que les clients disposent d’un fureteur web et d’un re´solveur DNS ou sont
configure´s pour en contacter un.
— On partira du principe que les clients auront le meˆme comportement qu’avec n’importe
quel autre site web, c’est-a`-dire qu’ils ne doivent pas installer de nouveaux navigateurs,
de plugins ou d’add-ons pour communiquer avec des sites web partage´s.
— Le site web partage´ posse`de un nom de domaine pleinement qualifie´ et n’est pas joi-
gnable uniquement par son adresse IP.
— La tre`s grande majorite´ des partageurs seront re´pute´s n’avoir qu’un faible de´bit mon-
tant (upload) comparativement au de´bit descendant (download) dans les proportions
que l’on trouve typiquement sur les connexions ADSL ou caˆble.
— Les partageurs seront re´pute´s avoir une connexion pleine et entie`re a` Internet, c’est-
a`-dire qu’ils seront re´pute´s eˆtre joignables. L’adressage IPv4 arrivant a` saturation, la
totalite´ des ope´rateurs Internet migrent en IPv6 et dans les anne´es a` venir de plus
en plus d’appareils seront connecte´s avec le nouveau protocole, abolissant ainsi les
syste`mes de type NAT Masquerade bridant la connectivite´.
— Les partageurs proposent gracieusement leur ressource en les mettant a` disposition.
Par conse´quent, il est important de pouvoir prendre en conside´ration leurs pre´fe´rences
quant a` leur degre´ de partage.
— Afin de faciliter notre approche, nous nous placerons dans le contexte de sites non
dynamiques. Nous excluons donc les forums ou des blogues avec des sections commen-
taires.
— Nous ne conside´rerons pas non plus les questions de se´curite´ pour les meˆmes raisons.
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3.3 Description sommaire de la solution
Afin de re´pondre a` notre sujet de recherche, nous allons proposer que les partageurs
posse`dent plusieurs serveurs applicatifs interagissant entre eux de fac¸on a` re´pondre de manie`re
transparente aux demandes des clients. Ces serveurs seront : un serveur web, un serveur DNS
faisant autorite´, un servent pair-a`-pair et une base de donne´es de type SQL. Ces serveurs
tout en respectant les RFC spe´cifiant les e´changes entre les clients et les serveurs, agiront
cependant diffe´remment de la manie`re conventionnelle quant a` la fac¸on de les traiter.
La figure 3.1 est un re´sume´ de notre approche. Sur la partie gauche de la figure se trouve
les partageurs et le partageur de re´fe´rence. Ils forment a` eux, un re´seau pair-a`-pair permettant
l’e´change des diffe´rentes ressources du site web partage´. Sur la partie droite, on notera deux
clients web cherchant a` acce´der a` la ressource et se connectant a` l’un des nœuds du re´seau
pair-a`-pair. Il est tre`s important de comprendre qu’a` n’importe quel moment un client, de la
partie droite du sche´ma peut devenir un partageur et passer a` gauche juste en installant un
logiciel respectant les spe´cifications que nous allons de´velopper.
FIGURE 3.1 Approche sommaire de la solution
Pour respecter nos hypothe`ses nous utiliserons principalement le protocole DNS pour
rechercher des partageurs posse´dant les ressources de´sire´es et nous essayerons de re´partir
au maximum la charge en distribuant les te´le´chargements par des modifications au niveau
du serveur web. Nous proposerons e´galement des optimisations dans la gestion des e´changes
entre partageurs. Pour finir nous de´crirons un processus d’e´lection pour incorporer notre
syste`me dans le syste`me de noms de domaine ICANN.
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3.4 Diffe´rents acteurs du re´seau
3.4.1 Client
Le client, lors de la demande d’une page web comme www.example.com va dans un pre-
mier temps interroger son re´solveur DNS pour connaˆıtre l’adresse IP du domaine recherche´.
Ce dernier fera une re´solution comme vue pre´ce´demment dans notre revue de litte´rature et
retournera au client l’adresse IP en question. Par la suite, le navigateur du client va se connec-
ter a` l’adresse IP re´cupe´re´e pour demander la page de´sire´e. Si la page de´sire´e contient des
ressources externes, ce qui est pratiquement toujours le cas aujourd’hui, il va les re´cupe´rer
en faisant e´ventuellement de nouveau une re´solution de nom de domaine si ces ressources
se trouvent sur un autre domaine. Les types de ressources classiques sont ge´ne´ralement des
images, des fichiers de formatage de style (CSS) ou bien des script Javascript.
Sans modification du coˆte´ du client, ce qui contreviendrait a` nos hypothe`ses cite´es pre´ce´dem-
ment, nous ne pouvons pas espe´rer et supposer d’avantage du comportement du client.
3.4.2 Partageur
Les partageurs devront donc prendre en conside´ration ces contraintes. En ce qui les
concernent, puisqu’ils acceptent sciemment de partager le site web et ont fait le choix d’ins-
taller un ensemble de logiciels, nous ne nous focaliserons uniquement sur ces derniers ou` nous
nous disposons d’une marche de manœuvre plus importante.
Ainsi, chaque partageur disposera des fonctionnalite´s suivantes :
— Un serveur web : ce serveur e´coutera sur le port 80 et sera charge´ de re´pondre aux
requeˆtes des clients se connectant a` sa machine pour re´cupe´rer des ressources. Se-
lon le type de ressource demande´e, il les fournira au client s’il les posse`de et qu’il a
suffisamment de de´bit disponible restant ou bien il redirigera le client vers un autre
partageur. S’il s’ave`re qu’il retourne effectivement la ressource demande´e, il pourra
e´ventuellement la modifier dans un objectif de re´partition de charge.
— Un serveur DNS : ce serveur est un serveur faisant autorite´ sur une zone donne´e. Il sera
charge´ de retourner les adresses IP des partageurs mettant a` disposition les ressources
demande´es par un client de la fac¸on la plus optimale pour le re´seau de partageurs. Il
s’agit de la pie`ce angulaire de notre syste`me.
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— Un servent pair-a`-pair d’e´change de fichiers : ce servent a pour objectif de permettre
l’e´change des ressources formant le site web entre les diffe´rents partageurs. Les utilisa-
teurs partageurs e´tant re´pute´s partager leurs ressources sur une base volontaire, il est
important que le servent prenne en compte les contraintes spe´cifiques que l’utilisateur
aura de´finie. Dans un but de de´centralisation comple`te, le protocole d’indexation et
de recherche qui sera utilise´ sera le protocole Kademlia que nous avons eu l’occasion
de voir pre´ce´demment dans la revue de litte´rature.
— Une base de donne´es SQL : cette base de donne´es sera charge´e de stocker l’ensemble
des informations dont le partageur a besoin. Elle servira e´galement au partage des
ressources entre les diffe´rents serveurs. Cela pourrait eˆtre le cas par exemple pour
le serveur web et le servent pair-a`-pair sur les ressources re´ellement enregistre´es et
disponibles sur la machine du partageur ou bien entre le serveur DNS et Kademlia
afin de connaˆıtre l’adresse IP d’un autre partageur pre´sent sur le re´seau.
3.5 Pre´fe´rences du partageur
Le partageur mettant a` disposition une partie de ses ressources pour le bien de la com-
munaute´, il est important qu’il puisse re´gler soit meˆme le degre´ de partage qu’il souhaite
conce´der. En plus d’entraˆıner des frustrations et une mauvaise re´putation, des partageurs
n’ayant plus suffisamment de ressources pour leurs usages, cela serait e´galement ne´faste pour
le re´seau puisque cela entraˆınerait un nombre important de de´parts et donc affaiblirait le
re´seau du site web partage´. Par ressources, nous entendons donc deux ressources principales :
— L’espace disque alloue´ par le partageur pour le site et plus ge´ne´ralement pour le logi-
ciel. Il est cependant primordial d’avoir des partageurs disposant de suffisamment de
place disponible pour accueillir les plus gros fichiers qui ne pourront pas eˆtre partage´s
dans les re´ponses aux requeˆtes HTTP des clients.
— Le de´bit maximal alloue´ par l’utilisateur autant bien de´bit montant que descendant.
Ide´alement, ce parame`tre devrait correspondre aux capacite´s re´elles de la connexion In-
ternet du partageur. Cela n’est en re´alite´ que peu pe´nalisant pour l’utilisateur puisque,
paralle`lement a` cela nous de´finirons des priorite´s de traitement des flux re´seaux.
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3.6 Strate´gie de re´partition de la bande passante
Dans nos hypothe`ses de de´part, nous supposons que la quasi-totalite´ des partageurs sont
des ordinateurs individuels derrie`re une connexion Internet dite ”classique”, c’est-a`-dire une
connexion Internet DSL ou caˆble´e. Malheureusement la plupart de ces connexions sont des
connexions asyme´triques et le de´bit maximum descendant est bien infe´rieur au de´bit maxi-
mum montant. Cela est particulie`rement proble´matique pour un serveur qui utilise bien plus
son de´bit montant que descendant et c’est ce qu’utiliserons nos partageurs en grande partie
lors des re´ponses aux diffe´rents clients. Le seul moment ou` les partageurs seront amene´s a`
utiliser leurs bande passante descendante e´tant lors de la re´cupe´ration des diffe´rentes res-
sources par le biais du re´seau pair-a`-pair.
Il est donc primordial, dans un soucis d’efficience pour re´pondre dans un de´lai raison-
nable aux clients, de distribuer au maximum le te´le´chargement des ressources aupre`s des
diffe´rents partageurs. Comme nous nous sommes fixe´s comme contrainte pour les clients de
ne disposer d’aucun logiciel supple´mentaire imple´mentant des comportements spe´cifiques de
leur coˆte´, nous n’avons pas la possibilite´ technique pour un client de te´le´charger une res-
source donne´e sur plusieurs partageurs en meˆme temps, les clients s’attendant a` re´cupe´rer
l’entie`rete´ de chaque ressource qu’ils demandent. Cependant, comme la quasi-totalite´ du
contenu web aujourd’hui pre´sent sur Internet posse`de des liens externes vers d’autres types
de fichiers, comme des images, des fichiers CSS externes, des fichiers Javascript ou bien des
pages incluses dans d’autres, nous allons en profiter pour re´partir la charge au maximum en
de´le´gant le te´le´chargement par les clients de ces fichiers sur d’autres partageurs, ci ce dernier
est surcharge´. Cela a donc pour conse´quence que toutes les demandes de page HTML seront
analyse´es et modifie´es a` la vole´e selon les parame`tres du re´seau de partageurs et que nous
de´taillerons par la suite.
3.7 Le serveur DNS autorite´
Chaque partageur a un serveur DNS autorite´ re´pondant aux requeˆtes sur le port 53 avec
les protocoles TCP et UDP. Ce serveur fait autorite´ sur le domaine du site partage´ et permet
de distribuer la charge sur l’ensemble du re´seau. Prenons l’exemple d’un site web disponible
a` l’adresse www.example.com et d’un partageur posse´dant l’adresse IP 2001:db8::1. Notre
serveur fera donc autorite´ sur le domaine example.com et re´pondra a` toutes les demandes
de re´solution de noms terminant par example.com.
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Avant de de´tailler le traitement de chaque type de requeˆte, nous allons de´finir une fonction
a` double sens permettant de convertir une adresse IP en une suite ASCII et inversement.
Cette fonction est en re´alite´ une fonction de conversion entre des nombres en base 16 (nous
utiliserons des adresses IPv6) et des nombres en base 42 utilisant la partie des caracte`res
ASCII utilisable dans des adresses FQDN. Chaque adresse IPv6 est compose´e de 32 chiffres
hexade´cimaux. Le nombre de chiffres dont nous aurons besoin en ASCII sera tel que :
42n > 1632 ⇔ n > log2(16
32)
log2(42)
⇔ n > 4
32
log2(42)
⇔ n > 23, 737 (3.1)
Par conse´quent, nous aurons besoin de 24 chiffres en base 42 pour transcrire ces adresses IP.
Nous avons fait le choix des chiffres suivants range´s dans l’ordre croissant :
0; 1; · · · 8; 9; a; b; · · · ; y; z;A;B; · · · ;Y ;Z (3.2)
Nous de´finissons ainsi deux fonctions IP2ASCII et ASCII2IP transformant respectivement
une adresse IP donne´e en parame`trem en une se´rie de caracte`res ASCII et une se´ries de
caracte`res ASCII en une adresse IP.
Ainsi, dans notre exemple, apre`s avoir calcule´ IP2ASCII(2001:db8::1), nous obtenons
l’adresse ASCII suivante : 1ErCxE9llrzr1usbBCBarq0x.
Le serveur DNS est notre outil permettant de de´le´guer de manie`re transparente des
requeˆtes a` d’autres partageurs que nous allons de´tailler ici. Dans un premier temps, nous
verrons comment techniquement nous permettons une de´le´gation d’une requeˆte a` un autre
partageur alors que dans un second temps, nous verrons a` quel moment intervient la de´cision
au niveau DNS de de´le´guer la requeˆte.
3.7.1 De´le´gation d’une requeˆte a` un autre partageur
Si le serveur DNS rec¸oit des requeˆtes de re´solution de noms de domaine sous la forme
www.ascii.example.com avec ascii une adresse IPv6 convertie en adresse ASCII, cela si-
gnifie que le serveur doit de´le´guer la re´ponse a` a` la machine disposant de l’adresse ASCII
passe´e en parame`tre de la requeˆte. Meˆme si l’adresse ASCII/IP ne correspond a` aucune ma-
chine connecte´e ou a` un partageur du site, le serveur autorite´ fera une de´le´gation tant que
le format de l’adresse ASCII est valide, par soucis d’efficacite´. Le serveur re´pondra par une
re´ponse qui variera selon l’adresse ASCII du nom de domaine demande´ :
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— S’il ne s’agit pas de l’adresse ASCII correspondant a` l’adresse IP du partageur inter-
roge´ pour la re´solution, la re´ponse sera une de´le´gation au partageur a` qui appartient
l’adresse ASCII de la zone ascii.example.com. La re´ponse sera donc de la forme :
1ErCxE9llrzr1usbBCBarq0y IN NS ns.1ErCxE9llrzr1usbBCBarq0y
le re´solveur cherchera ensuite a` re´soudre le nom de domaine a` qui l’on vient de de´le´guer
la zone, c’est-a`-dire ns.1ErCxE9llrzr1usbBCBarq0y.example.com. La re´ponse sera
celle d’un enregistrement de type glue (glue record) retournant l’adresse IP correspon-
dant au domaine demande´e :
ns.1ErCxE9llrzr1usbBCBarq0y IN AAAA 2001:db8::2
A` partir de ce moment la`, la requeˆte a e´te´ comple`tement de´le´gue´e a` 2001:db8::2 qui
la traitera selon sa propre de´cision.
— S’il s’agit de l’adresse ASCII du partageur interroge´, la requeˆte lui est donc adresse´e
et il lui est demande´ d’y re´pondre dans la mesure de ses capacite´s. A` ce stade, il n’a
pas possibilite´ de savoir s’il dispose de la ressource demande´e puisque le client ne le
pre´cisera qu’une fois la connexion HTTP e´tablie, il ne peut donc que prendre une
de´cision sur son de´bit restant disponible pour satisfaire de nouvelles demandes HTTP.
Nous verrons par la suite a` partir de quand un partageur se conside`re surcharge´ de
requeˆtes. Selon la re´ponse a` cette question, le serveur DNS du partageur re´pondra de
l’une de ces deux fac¸ons :
— Il estime qu’il est en mesure de satisfaire de nouvelles requeˆtes, il re´pond donc
par une re´ponse de type AAAA en spe´cifiant son adresse. Dans notre exemple, la
re´ponse serait :
www.1ErCxE9llrzr1usbBCBarq0y IN AAAA 2001:db8::2
Les requeˆtes DNS s’arreˆtent donc la` et le client se connectera a` 2001:db8::2 pour
demander la ressource qu’il de´sire.
— Ou bien, il estime ne pas eˆtre en mesure de pouvoir re´pondre et recherche dans
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sa base de donne´es des partageurs successibles de pouvoir re´pondre a` sa place.
Ide´alement, il aura eu l’occasion d’obtenir ces informations la` pre´ce´demment comme
nous le verrons. Sinon, il devra utiliser le protocole Kademlia pour trouver un par-
tageur potentiellement disponible pour satisfaire la requeˆte. Une fois le nouveau
partageur trouve´, on lui de´le´guera la requeˆte par le biais d’un CNAME :
www.1ErCxE9llrzr1usbBCBarq0y IN CNAME www.ascii2.example.com.
3.7.2 Traitement d’une re´solution de type www.example.com
L’adresse du site web en question est et reste www.example.com. Le client demandera
donc a` re´soudre cette adresse pour acce´der au site. Il ne s’attend pas non plus a` voir sa
barre d’adresse changer en www.1ErCxE9llrzr1usbBCBarq0z.example.com a` chaque fois
qu’il passe d’une page a` une autre du site. En plus de ne pas eˆtre tre`s esthe´tique, cela
serait ne´faste pour le re´seau si l’utilisateur venait a` partager cette adresse puisque la seule
machine capable de re´pondre a` des requeˆtes sur ce domaine est 2001:db8::3 et n’est pas
suppose´e eˆtre joignable en permanence.
Toute requeˆte afin de re´soudre www.example.com sera conside´re´e par le partageur charge´e
d’y re´pondre comme une requeˆte lui e´tant adresse´e et il s’interrogera de la meˆme fac¸on que vue
pre´ce´demment pour savoir s’il est en mesure de re´pondre favorablement ou non a` la demande :
— S’il prend la de´cision de re´pondre a` la demande, il re´pondra :
www IN AAAA 2001:db8::3
— Sinon, apre`s avoir trouve´ l’adresse d’un autre partageur (ascii ici) pouvant le faire,
il re´pondra :
www IN www.ascii.example.com.
3.7.3 Gestion des TTL
La gestion des champs TTL (Time to live) explique´e lors de la revue de litte´rature est
cruciale pour notre mode`le. En effet, les partageurs ont un comportement impre´dictible et
peuvent quitter le re´seau a` tout moment, par conse´quent, si une re´solution DNS effectue´e
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pre´ce´demment est encore valide et que l’adresse du partageur en me´moire est un parta-
geur qui n’est plus connecte´, cela entraˆınera une indisponibilite´ du service a` moins de vider
comple`tement le cache du re´solveur DNS. Nous devons donc dans certain cas fixer le TTL
a la valeur la plus faible possible. La norme (Mockapetris (1987)) ne fixe aucun minimum,
nous conside´rerons donc un TTL a` 0 seconde.
3.7.4 Re´sume´ de la gestion DNS
Nous pouvons re´sumer le comportement de notre serveur DNS dans les tableaux sui-
vants. Il est important de noter que tous les partageurs ont le meˆme comportement. Dans la
suite, ascii est conside´re´ comme l’adresse ASCII d’un partageur quelconque. 2001:db8::1
et ascii2 sont respectivement les adresses IPv6 et ASCII du partageur interroge´. Le parta-
geur re´pondra diffe´remment selon le sce´nario :
— Dans le premier sce´nario, pre´sente´ par le tableau 3.1, ascii 6= ascii2 et le partageur
peut re´pondre a` de nouvelles demandes HTTP.
TABLEAU 3.1 Comportement du DNS d’un partageur non surcharge´ (cas 1)
Requeˆte Type Re´ponse TTL
www.example.com AAAA 2001:db8::1 0
ascii.example.com NS ns.ascii.example.com ∞
ns.ascii.example.com AAAA adresse IPv6 de ascii ∞
www.ascii2.example.com AAAA 2001:db8::1 0
— Voyons maintenant le cas, pre´sente´ dans le tableau 3.2, ou` ascii 6= ascii2 mais que le
partageur ne peut plus re´pondre a` de nouvelles demandes HTTP. ascii3 est l’adresse
d’un autre partageur capable de potentiellement y re´pondre a` sa place.
TABLEAU 3.2 Comportement du DNS d’un partageur surcharge´ (cas 1)
Requeˆte Type Re´ponse TTL
www.example.com CNAME www.ascii3.example.com 0
ascii.example.com NS ns.ascii.example.com ∞
ns.ascii.example.com AAAA adresse IPv6 de ascii ∞
www.ascii2.example.com CNAME www.ascii3.example.com 0
— Voyons a` pre´sent le cas, pre´sente´ dans le tableau 3.3 ou` ascii = ascii2, autrement
dit que le partageur interroge´ est celui a qui le client veut demander la ressource.
Plac¸ons nous dans le cas ou` nous pouvons y re´pondre.
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TABLEAU 3.3 Comportement du DNS d’un partageur non surcharge´ (cas 2)
Requeˆte Type Re´ponse TTL
www.example.com AAAA 2001:db8::1 0
ascii.example.com NS ns.ascii.example.com ∞
ns.ascii.example.com AAAA 2001:db8::1 ∞
www.ascii.example.com AAAA 2001:db8::1 0
— Enfin, dans le tableau 3.4, toujours en gardant ascii = ascii2, mettons nous dans
le cas ou` le partageur ne peut plus re´pondre a` de nouvelles demandes HTTP. ascii3
est l’adresse d’un autre partageur capable de potentiellement y re´pondre a` sa place.
TABLEAU 3.4 Comportement du DNS d’un partageur surcharge´ (cas 2)
Requeˆte Type Re´ponse TTL
www.example.com CNAME www.ascii3.example.com 0
ascii3.example.com NS ns.ascii3.example.com ∞
ns.ascii3.example.com AAAA adresse IPv6 de ascii3 ∞
www.ascii.example.com CNAME www.ascii3.example.com 0
Nous venons ainsi de voir la gestion des requeˆtes DNS par les diffe´rents partageurs et
le me´canisme mis en place afin de de´centraliser en pair-a`-pair notre site web sans autorite´
centrale tout en permettant de garder le processus transparent pour les clients.
3.8 Le serveur web HTTP
En plus d’avoir un serveur DNS, tous les partageurs disposent d’un serveur web HTTP
e´coutant sur le port 80 en TCP et permettant de satisfaire les requeˆtes des clients. Tout
comme le DNS, le comportement de notre serveur HTTP sera diffe´rent d’un serveur HTTP
standard mais respectera les standards HTTP cite´s dans la RFC (Fielding et al. (1999))
notamment ceux de´taille´s dans la revue de litte´rature.
3.8.1 Enregistrement de la topologie du site
Lors du processus de re´cupe´ration des diffe´rentes ressources a` partage´es et re´cupe´re´es par
le re´seau pair-a`-pair comme nous le verrons plus tard plus en de´tail, le serveur web se doit de
proce´der a` un enregistrement de la topologie partielle du site qu’il dispose afin de re´pondre
de manie`re efficace aux requeˆtes des clients une fois le moment venu. La topologie que nous
utiliserons est une topologie sous forme de graphes et ou` chacun des sommets repre´sente
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une ressource. Pour chaque sommet nous enregistrons plusieurs informations liste´es dans le
tableau 3.5 et dont l’on trouve deux exemples a` droite.






















Voyons plus en de´tail la signification de chacun des champs du talbeau 3.5 :
— identifiant : Chaque ressource/sommet dispose d’un identifiant unique qui permet aux
autres sommets de l’identifier.
— type MIME : renseigne le type MIME de la ressource enregistre´e. Selon le type MIME,
le comportement suite a` la demande d’une ressource sera diffe´rent.
— localisation : correspond a` la localisation sur le serveur par rapport a` la racine.
La ressource peut ensuite eˆtre re´cupe´re´e en la te´le´chargeant avec l’adresse web :
http://www.example.com/{localisation}.
— taille : la taille en ko de la ressource. Cette information nous est importante pour
optimiser la re´partition du te´le´chargement par les clients que nous verrons par la suite.
— priorite´ : correspond a` un nombre entier. A` chaque fois qu’un client demande la res-
source, ce compteur est incre´mente´.
— liens externes : Ce dernier parame`tre est un parame`tre contenant des identifiants
de´finis pre´ce´demment. Tous les identifiants liste´s sont des ressources a` lequel la res-
source courante fait re´fe´rence et qui devront eˆtre te´le´charge´es aussi par le client dans
la foule´e. Ce champ ne peut eˆtre renseigne´ uniquement si le type MIME de la res-
source est de type text/html ou text/css, les autres types (images et Javascript) ne
pouvant faire de re´fe´rences a` d’autres.
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L’ensemble de la topologie est stocke´e dans une base de donne´es SQL de notre serveur de
base de donne´es.
3.8.2 Gestion des requeˆtes des clients
Le serveur web e´coute les connexions entrantes et attend que des clients viennent lui
demander des ressources constituant le site web qu’il partage. On supposera donc que si les
clients se connectent au partageur, c’est que pre´ce´demment le serveur DNS autorite´ de ce
meˆme partageur n’a pas de´le´gue´ a` un autre partageur le traitement du client et que par
conse´quent il est en mesure de re´pondre a` cette demande.
Deux cas de figures se pre´sentent lors d’une demande :
— Si le partageur n’a pas la ressource de´sire´e, il va en de´le´guer le traitement a` un autre
partageur la posse´dant. En effet, alors que nous ne pouvons a priori pas savoir quelle
ressource sera demande´e par le partageur au moment de la re´solution DNS, cela n’est
pas le cas au moment de la requeˆte HTTP puisque le client demande explicitement la
ressource qu’il souhaite. Le serveur apre`s ve´rification, interroge sa base de donne´es
contenant la liste de diffe´rents partageurs posse´dant la ressource ou a` de´faut in-
terroge le serveur pair-a`-pair par le biais du protocole Kademlia. Une fois qu’il a
re´cupe´re´ l’adresse d’un partageur posse´dant la ressource en question, il va re´pondre
au client non pas par un code HTTP 200 OK mais par un code HTTP 302 FOUND dont la
re´ponse tient en deux lignes. Par exemple, pour la ressource 42, le serveur re´pondrait




Ceci aurait pour effet imme´diat pour le fureteur du client de contacter 2001:db8::1
apre`s avoir fait la re´solution DNS pour lui demander la page qu’il posse`de et ainsi sa-
tisfaire la requeˆte du client. Le partageur ayant de´le´gue´ la requeˆte prendra conscience
que cette ressource est une ressource demande´e par les clients et par conse´quent il en
informe le serveur pair-a`-pair qui en augmentera la priorite´ de re´cupe´ration comme
nous verrons un peu plus tard.
— Si le partageur est malgre´ tout surcharge´ il agira de la meˆme fac¸on que de´crit pre´ce´demment
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a` la diffe´rence que s’il ne connaˆıt pour le moment aucun partageur posse´dant la res-
source demande´e, il ne va pas faire de recherche mais de´le´guer le traitement de la re-
cherche a un autre partageur de sa liste afin de ne pas l’encombrer encore d’avantage.
Le client interrogera donc un autre partageur qui n’a probablement pas la ressource
de´sire´e et qui fera lui la recherche d’un partageur qui la posse`de.
— Si le partageur n’est pas surcharge´ et dispose effectivement de cette ressource, il va la
retourner au client en ope´rant e´ventuellement a` des modifications du contenu comme
nous allons le voir.
3.8.3 Envoi des ressources aux clients
Dans le cas ou` le serveur HTTP a pris la de´cision de re´pondre a` la demande, il va interagir
diffe´remment selon le type de ressource demande´ :
— S’il s’agit de fichiers qui structurellement ne font pas re´fe´rence vers d’autres fichiers,
alors le serveur web les envoie directement sans les modifier comme un serveur HTTP
classique le ferait. C’est le cas de tous les formats d’images (png, jpg, gif, svg. . .)
mais aussi des fichiers Javascript (js) qui ne peuvent pas faire re´fe´rence a` d’autres
fichiers non plus.
— Dans le cas d’un fichier faisant re´fe´rence a` des ressources externes comme les pages
HTML (html, htm) ou des feuilles de style externes (css), nous effectuerons un pre´-
traitement avant de renvoyer la ressource. Ce pre´-traitement consiste a` proce´der a` une
de´centralisation autant que possible de la re´cupe´ration du contenu par le client en mo-
difiant a` la vole´e les adresses de re´fe´rences vers d’autres ressources que le client aura
besoin de re´cupe´rer pour afficher l’entie`rete´ de la page et qu’il te´le´chargera donc par
la suite. Ces adresses se retrouvent pour le langage (X)HTML au niveau des balises
suivantes :
— <img src="..." /> spe´cifiant l’affichage d’une image donne´e en parame`tre.
— <link rel="stylesheet" href="..." /> pre´cisant l’adresse d’une page de style
externe.
— <iframe src="..." /> ou bien <frame src="..." /> entraˆınant l’affichage d’une
page dans une autre.
— <script src="..." /> pour la localisation du fichier contenant des scripts Javas-
cript.
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Pour les fichiers CSS :
— @import ...; faisant re´fe´rence a` un autre fichier externe a` inclure dans le fichier
externe.
— url(...); faisant re´fe´rence a` une ressource a` te´le´charger, comme par exemple une
image de fond.
Ces parame`tres seront donc analyse´s graˆce a` un analyseur lexical au moment de la
re´cupe´ration de ces ressources par pair-a`-pair. Avant d’effictivement enregistrer ces
zones comme des zones ou` nous pourrons modifier les adresses a` la vole´e et que nous
appellerons par la suite ”zones injectables”, nous devons nous assurer que les re´fe´rences
sont bien des re´fe´rences faites vers des ressources du site que nous souhaitons partager
et non pas vers un site tiers qui assumera la charge de son coˆte´, le cas e´che´ant. Cela
se fait de manie`re tre`s simple en ve´rifiant que l’adresse de cette ressource telle que
spe´cifie´e, est un chemin relatif et non pas absolu. Si l’adresse de la ressource commence
par http:// , nous ne conside´rons pas cette zone comme injectable.
Les zones injectables sont stocke´es dans notre base de donne´es afin d’eˆtre consulte´es
a` chaque requeˆte de client sur ces ressources.






Voyons la signification de chacun de ces champs :
— Identifiant : identifiant unique pour chaque ressource analyse´e.
— Ressource : ressource correspond au champ de´fini pre´ce´demment dans notre in-
dexation du site web sous forme de graphe. Ce nume´ro doit donc correspondre a`
une ressource de type text/html ou text/css. Le couple identifiant/ressource est
unique.
— RessourceExterne : ce champ correspond a` la ressource externe qui sera demande´e
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dans la zone injectable. Elle correspond e´galement a` l’identifiant utilise´ dans notre
processus d’indexation du site web mais est e´tendu a` toutes les ressources.
— offset : correspond a` l’emplacement ou` se trouve la zone injectable.
Lors de la demande d’une ressource posse´dant des zones injectables, le serveur s’in-
terrogera sur la meilleure re´partition possible et que nous de´taillerons par la suite.
Il a ainsi plusieurs possibilite´s qui s’offrent a` lui. Prenons l’exemple de la ressource
image.png auquel la page index.html fait re´fe´rence par une balise de type <img/> :
— Il peut de´cider de prendre a` sa charge le te´le´chargement du fichier image.png et
retourne ainsi au client la balise <img src="image.png" />. Meˆme si l’enregistre-
ment DNS qui a servi pour atteindre le partageur est de´ja` expire´ (nous avons fixe´ le
TTL a` 0), le client va quand meˆme re´cupe´rer ladite ressource aupre`s du partageur
qui lui retourne la page graˆce aux connexions de type Keep-Alive. Le client ne
fermera pas la connexion TCP courante apre`s la re´cupe´ration de index.html et
demandera directement image.png dans la foule´e.
— Il peut de´cider de prendre la de´cision de ne pas retourner lui meˆme au client
la ressource en question et va donc de´le´guer cette taˆche a` un autre partageur
(2001:db8::2 par exemple ici). Il e´crira ainsi la balise de la manie`re suivante :
<img src="http://www.1ErCxE9llrzr1usbBCBarq0y.example.com/image.png" />.
Le client une fois la page index.html re´cupe´re´e interrogera 2001:db8::2 pour
re´cupe´rer l’image. Il est inte´ressant de noter que la re´cupe´ration peut se faire en
cascade.
3.9 Servent pair-a`-pair
En plus des serveurs DNS et HTTP, nous utiliserons un servent (a` la fois un client et
un serveur) pair-a`-pair afin de permettre la communication et l’e´change de fichiers entre les
diffe´rents partageurs. Le servent permettra aux nouveaux partageurs de te´le´charger les res-
sources qu’ils mettront a` disposition des clients et de les partager par la suite aux autres
partageurs. Au fur et a` mesure des connexions des clients, les partageurs seront aussi amene´s
a` te´le´charger les ressources que les clients ont demande´es mais n’avaient pas au moment de
la demande (et qui ont donc envoye´ un HTTP 302 FOUND). Le servent pair-a`-pair utilisera le
protocole de recherche et d’indexation Kademlia que nous avons vu tout a` l’heure. Contrai-
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rement aux autres serveurs, le servent pair-a`-pair aura presque le meˆme comportement qu’un
servent pair-a`-pair classique dans la re´cupe´ration des ressources a` quelques exceptions qui
sont liste´es ci apre`s :
— Ajouter un champ d’un entier a` tous les partageurs dans leurs caracte´ristiques afin de
leur permettre de renseigner leurs homologues s’ils sont capables d’accepter de nou-
velles connexions (s’ils ne sont pas surcharge´s) et a` quel de´bit (en kbps) le transfert se
re´alisera. Pour indiquer qu’il n’est pas en mesure d’accepter de nouvelles connexions,
le partageur mettra ce champ a` 0, sinon il indiquera le de´bit maximal avec lequel il
re´pondra aux requeˆtes.
— Permettre la consultation par les serveurs HTTP et DNS des partageurs ayant les
ressources demande´es, leur disponibilite´ et le de´bit offert le cas e´che´ant.
— Permettre de ge´rer quelles ressources re´cupe´rer et quelle en devrait eˆtre la priorite´ de
re´cupe´ration par consultation de la base de donne´es.
Pour se connecter au re´seau pair-a`-pair, le nouveau partageur fera une requeˆte, tel un client
classique, vers la ressource http://www.example.com/tracker.torrent. Le nouveau parta-
geur contactera donc un autre partageur pour re´cupe´rer un fichier d’introduction au re´seau
pair-a`-pair dont le nœud d’introduction au re´seau est le meˆme partageur qui lui a envoye´ le
fichier.
3.10 Gestion de la bande passante
Nous l’avons vu pre´ce´demment a` de multiples reprises, les diffe´rents serveurs applicatifs
sont amene´s a` savoir si le partageur est en capacite´ de pouvoir re´pondre a` de nouvelles
demandes provenant de clients et s’ils sont surcharge´s, de de´le´guer cette charge a` un autre
partageur. Dans cette section nous allons voir comment le partageur re´pond a` cette question
et de manie`re ge´ne´rale, comment la bande passante du partageur est ge´re´e.
3.10.1 Re´partition et re´servation de de´bit
Tous les partageurs sont re´pute´s connaˆıtre leur capacite´ maximale approximative d’envoi
que nous nommerons x par la suite. Nous partons e´galement du principe que cette valeur n’est
pas trop changeante et que la connexion est relativement stable. Pour re´cupe´rer la valeur de x,
nous utiliserons un serveur distant comme par exemple notre partageur de re´fe´rence, re´pute´
47
eˆtre he´berge´ en salle serveur avec une importante connectivite´. Nous mettrons e´galement x
a` jour re´gulie`rement par observation du nombre de paquets TCP perdus lors des diffe´rentes
demandes de clients.
Il est important de se rappeler que le partageur est re´pute´ eˆtre un ordinateur individuel
que l’utilisateur utilise pour ses besoins personnels et qu’il ne fait que consentir a` mettre son
ordinateur a` disposition pour utiliser la bande passante qu’il n’utilise pas. Par conse´quent,
il est tre`s important que notre ensemble de serveurs ne s’accapare pas le de´bit disponible et
donc que l’utilisateur ne subisse pas de lenteur de connexion due a` notre programme, ce qui
entraˆınerait probablement une suppression du programme et une fragilisation du site web
partage´.Le partageur ne fera qu’une estimation du de´bit auquel il s’attifera la demande, es-
timation qui sera d’avantage vue a` la baisse. Pour cela, nous de´finissons plusieurs parame`tres :
— pourcentUtilisation : Pourcentage maximal d’utilisation re´pute´e de la capacite´ maxi-
male x.
— DebitMinimal : De´bit minimal pour qu’un partageur puisse re´pondre a` des demandes.
En bas de cette valeur, le partageur sera conside´re´ comme surcharge´.
— nombreRequetesEnCours : nombre de requeˆtes HTTP en cours de satisfaction au mo-
ment de la demande.
Le partageur partira donc du principe qu’il dispose a` tout moment de x∗pourcentUtilisation
kbps pour re´pondre aux demandes de clients aussi bien DNS que HTTP ou d’e´change de res-
sources entre partageurs. Cela est peut eˆtre en re´alite´ supe´rieur ou infe´rieur a` cette valeur,
si x n’est pas suffisamment a` jour.
Lors de la demande de satisfaction d’une requeˆtes HTTP, le partageur va proce´der a` un




Si cette ine´galite´ est ve´rifie´e, alors le partageur re´pondra positivement a` la demande en
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Aucun client n’est prioritaire par rapport a un autre et si de nouveaux clients viennent
re´cupe´rer une ressource aupre`s du partageur auquel l’un d’eux e´tait de´ja` connecte´, cela se
fera a` son de´triment.
3.10.2 Priorisation
Il est inte´ressant de noter que nous n’avons pas pris en compte le de´bit montant du par-
tageur sur le re´seau pair-a`-pair dans le meˆme temps. Cela est en re´alite´ duˆ au me´canisme
que nous proposons d’utiliser, de diffe´rencier des classes de service par le biais de la Qualite´
de Service (QoS). Nous allons donc distinguer diffe´rents flux et les prioriser en fonction de
leur contenu. La liste ci-dessous classe les diffe´rents flux que nous ge´rerons par ordre du plus
prioritaire au moins prioritaire :
— Les applications tierces. Elles sont re´pute´es eˆtre lance´es par l’utilisateur et donc sont
les plus prioritaires.
— Les re´ponses aux requeˆtes DNS des re´solveurs des clients. Notre syste`me se basant
principalement sur ce me´canisme, il est important qu’il puisse fonctionner a` sa capa-
cite´ maximale en permanence d’autant qu’elles ne ge´ne`rent que tre`s peu de volume.
— Les requeˆtes Kademlia faites par le servent pair-a`-pair pour la recherche des ressources
sur le re´seau de partageurs.
— Les re´ponses aux requeˆtes HTTP des clients par les partageurs. Ce sont les requeˆtes
les plus consommatrices comme nous l’avons vu.
— L’envoi des ressources sur le re´seau pair-a`-pair aux autres partageurs ne les ayant pas.
Une application dite prioritaire peut ainsi, si elle demande un de´bit supe´rieur a` celui non
utilise´ par les autres applications, s’accaparer le de´bit utilise´ par les autres applications moins
prioritaires qu’elle. De meˆme, son de´bit se voit re´duit si une application ayant une priorite´
plus importante a` la sienne en fait la demande.
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3.10.3 Re´partition de re´cupe´ration des ressources
Nous l’avons vu, le serveur HTTP est amene´ a` prendre des de´cisions sur l’injections d’URL
lorsque les ressources injectables (text/html et text/css) lui sont demande´es. La de´cision
est prise de fac¸on a` re´partir la charge sur plusieurs partageurs en meˆme temps afin de per-
mettre un rendu plus rapide pour les clients.
Lorsqu’une ressource injectable lui est demande´e, le partageur recherche dans un premier
temps dans sa base de donne´es s’il connaˆıt des partageurs posse´dant des ressources lie´es a` la
ressource demande´e et, si tel est le cas, il contacte ces diffe´rents partageurs pour connaˆıtre
le de´bit auquel ils pourraient satisfaire la demande et qui est calcule´ comme nous l’avons vu
pre´ce´demment. Si ce n’est pas le cas, il utilise le protocole Kademlia pour faire une demande
aupre`s du re´seau pair-a`-pair de partageurs pour connaˆıtre des partageurs susceptibles de
posse´der la ressource.
Une fois la liste des partageurs re´cupe´re´e, auquel le partageur demandeur s’ajoute s’il
dispose e´galement de la ressource en question, le partageur va faire en sorte de minimiser le
temps de te´le´chargement total, tout en minimisant le nombre de partageurs satisfaisant les
demandes du client.
3.10.4 Indexation pre´ventive
L’interrogation des partageurs par le protocole Kademlia est une proce´dure souffrant
d’un temps de latence tre`s important (Kumar et al. (2005)), par conse´quent il est ne´cessaire
d’e´viter a` tout pris de faire ces recherches au moment ou` un client fait une demande. Chaque
partageur va donc chercher a` indexer les autres partageurs susceptibles de posse´der les res-
sources qu’il serait amene´ a` distribuer pour une meilleure efficacite´.
Ainsi, de`s le de´marrage du partageur, ce dernier va rechercher les autres partageurs
posse´dant les ressources qu’il serait susceptible d’injecter dans les ressources injectables dont
il dispose pour les stocker en me´moire dans sa base de donne´es. Ces adresses devront eˆtre
garde´es a` jour le plus possible, mais il se peut qu’un partageur quitte le re´seau pair-a`-pair
sans pre´venir et que le partageur demandeur se retrouve a` devoir faire ses demandes aupre`s
des partageurs restants.
Lorsque le serveur HTTP souhaite consulter la liste des partageurs ayant une ressource
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souhaite´e, il va ainsi re´cupe´rer la liste en me´moire et contacter chacun de ces partageurs
directement afin de leur demander le de´bit qu’ils sont preˆt a` allouer. Le partageur demandeur
en profitera pour enlever de sa base toutes les adresses de partageurs ne re´pondant plus et
il lancera e´galement une recherche Kademlia, s’il se retrouve avec peu de partageurs restant,
et dont les re´sultats serviront a` remplir la base de donne´es pour les prochaines requeˆtes de
clients.
3.11 Gestion de l’espace disque
Nous l’avons vu pre´ce´demment, les partageurs donnent la possibilite´ a` leur proprie´taire
de re´gler le volume d’espace disque qu’ils sont preˆts a` conce´der a` l’application. Dans la suite,
nous nommerons ce volume par la variable y. Chaque partageur, lors de la premie`re ins-
tallation ne posse`de aucune ressource et va te´le´charger au fur et a` mesure des demandes
des clients, les ressources voulues sur le re´seau pair-a`-pair. Ainsi les premie`res demandes de
clients aupre`s d’un nouveau partageur entraˆınerons ne´cessairement des re´ponses de redirec-
tion HTTP 302 FOUND et auront pour effet d’incre´menter le compteur priorite´ de la ressource
demande´e dans notre graphe. Les servents des partageurs te´le´chargent toutes les ressources
dont le champ priorite´ est non-nul et avec la priorite´ correspondant au champ. Ainsi uni-
quement les ressources demande´es sont te´le´charge´es et parmi elles, les plus populaires sont
te´le´charge´es plus rapidement. Nous pouvons cependant eˆtre confronte´ a` un proble`me d’es-
pace :
— Dans le cas ou` la taille totale du site web est infe´rieure a` y, nous n’avons pas a` choisir
entre les diffe´rentes ressources puisque toutes peuvent eˆtre stocke´es sur les disques du
partageur.
— Si la taille totale du site est supe´rieure a` y, nous serons amene´s a` faire un choix lorsque
le partageur n’aura plus de place disponible pour stocker de nouvelles ressources. Si tel
est le cas, nous e´tendrons le principe de popularite´ aux ressources conserve´es. Seules
les ressources ayant un compteur priorite´ important seront conserve´es. S’il n’y a plus
de place disponible sur le partageur et qu’une ressource est plus populaire que la
ressource la moins populaire stocke´e, mais n’est pas pre´sente sur le disque, alors le
partageur supprimera la ou les ressources les moins populaires pour avoir suffisamment
d’espace disque disponible sur le disque pour l’accueillir.
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3.12 Gestion des DNS dans Internet
Chaque partageur est susceptible de recevoir des requeˆtes DNS de re´solution de nom
de domaine. Un proble`me se pose cependant : comment un client fait-il pour contacter un
premier partageur pour re´soudre le domaine du site ? Dans la hie´rarchie DNS telle que nous
l’avons vue dans la partie II, les re´solutions se font en partant d’un serveur racine qui de´le`gue
a` d’autres serveurs des sous-domaines qui peuvent a` leur tour de´le´guer des sous-sous-domaine.
Les registres responsables des TLD (ccTLD, gTLD) proposent pour leur quasi-totalite´,
la possibilite´ de de´le´guer des sous-domaines (comme example.com) a` plus de dix serveurs
DNS autorite´ diffe´rents. Un re´solveur DNS pourra ainsi contacter l’un de ces dix serveurs
pour re´soudre ses requeˆtes sur le domaine voulu. Par un me´canisme de round robin, chacun
de ces serveurs autorite´ sont contacte´s a` tour de roˆle afin d’e´quilibrer les charges. De plus,
les registres ne permettent pas une mise-a`-jour trop fre´quente de cette liste en plus d’ajouter
une valeur de TTL e´leve´e. Les spe´cifications du protocole DNS obligent un re´solveur DNS
a` contacter un autre serveur DNS autorite´ si celui contacte´ ne re´pond pas. La re´solution du
nom se fera quand meˆme mais introduira un de´lai supple´mentaire qui est a` e´viter.
Nous allons donc devoir introduire une discrimination entre nos diffe´rents partageurs pour
en choisir dix parmi eux qui seront promus et ajoute´s a` cette liste. La de´cision sera prise par
le partageur de re´fe´rence a` l’origine du partage du site et proprie´taire du domaine. Une fois
sa de´cision prise, il informera de lui meˆme le registre de sa se´lection ou de sa mise-a`-jour, par
le biais de son registraire.
3.12.1 Processus d’e´lection
Il est donc primordial, pour l’inte´grite´ du re´seau de choisir les partageurs ayant la pro-
babilite´ la plus faible de quitter le re´seau et ceux qui ont un important de´bit montant. Des
machines en data-centre seraient l’ide´al et pourraient exclusivement eˆtre de´die´es a` cette taˆche
pour une multitude de sites partage´s. Nous allons de´finir les constantes suivantes fixe´es par
le partageur de re´fe´rence et qui seront utilise´es pour la prise de de´cision :
— dureeMinimale : dure´e minimale en minute de temps de connexion pour eˆtre conside´re´
comme e´ligible.
— debitMimum : de´bit minimum en Ko par seconde pour eˆtre conside´re´ comme e´ligible.
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— debitMaximum : de´bit maximum en Ko par seconde conside´re´ lors de la prise de
de´cision.
— ponderation : ponde´ration entre la dure´e de connexion et le de´bit.
Nous de´finissions aussi les variables suivantes :
— debit : de´bit (Ko/s) du partageur conside´re´ par notre calcul.
— duree : dure´e (minutes) du partageur conside´re´e par notre calcul.
Nous allons utiliser un postulat statistique (Kumar et al. (2005)) qui a montre´ de manie`re
empirique que plus une personne est connecte´e depuis longtemps, plus la probabilite´ qu’elle
soit encore connecte´e dans une heure est importante. Nous ponde´rerons cependant ce postu-
lat par le de´bit offert par ces partageurs. Pour eˆtre un bon e´lu, nos partageurs doivent eˆtre
capables de re´pondre a` une charge plus importante que les autres partageurs. Le partageur
de re´fe´rence calcule ainsi tous les scores des partageurs et se´lectionne les dix meilleurs. S’il
souhaite lui meˆme eˆtre parmi eux, il se se´lectionne e´galement sans e´lection et ne choisira que
neuf autres partageurs. Le score d’un partageur est de´fini comme tel :
— si debit < debitMimum ou que duree < dureeMinimale, le partageur n’aura aucun
score et ne sera pas conside´re´ comme e´ligible.
— sinon nous calculerons le score suivant apre`s avoir e´ventuellement fixe´ debit a` la valeur
de debitMaximum, si celui si est supe´rieur :
duree ∗ ponderation ∗ debit (3.5)
Une fois les meilleurs se´lectionne´s, il envoie au registre leurs adresses pour mise-a`-jour. Les
adresses envoye´es sont de la forme ns.1ErCxE9llrzr1usbBCBarq0x.example.com et devront
e´galement eˆtre couple´es a` un enregistrement de type glue sur le domaine en question. Ce
processus d’e´lection devrait avoir lieu le plus re´gulie`rement possible tout en e´vitant de se
faire bannir par le registre pour cause d’inondation (quelques fois par jour au maximum).
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FIGURE 3.2 Diagramme d’activite´ du comportement DNS de notre mode`le avec un partageur
ayant l’adresse 2001 :db8 : :1
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Apre`s avoir passe´ en revue les diffe´rentes technologies et projets sur lesquelles nous
sommes appuye´s, nous avons pre´sente´ un prototype d’un ensemble de serveurs permettant de
re´aliser une de´centralisation transparente de sites web. Dans cette dernie`re partie, nous allons
en mesurer la performance sur plusieurs crite`res et la comparer avec le mode`le client/serveur
classique. Dans un premier temps nous proce´derons a` une comparaison sur les de´bits of-
ferts entre le mode`le client/serveur et notre mode`le pour, par la suite, nous pencher sur la
disponibilite´ offerte pour le service.
4.1 De´finition des crite`res de performance
Avant de proce´der a` une comparaison des diffe´rents mode`les, nous allons dans un premier
temps de´finir les crite`res sur lesquels nous nous appuierons par la suite. Les me´triques que
nous chercherons a` comparer entre les deux mode`les seront les suivantes :
— (g : n, c→ D) De´bit moyen observe´ (D) pour satisfaire tous les clients (c) en fonction
du nombre de partageurs (n). Cette fonction permet de comparer les cas de congestion
de sites web dans les diffe´rentes approches et voir si l’une des solutions est plus robuste
que l’autre. Nous comparerons ces re´sultats avec une une charge e´quivalente sur un
serveur en salle machine.
— (h : n → P ) Probabilite´ (P ) d’un site web de ne plus eˆtre disponible en fonction
du nombre de partageurs (n). Nous comparerons les re´sultats aux SLA (Service Level
Agreement) des locateurs de serveurs en data-centre.
4.2 Valeurs de nos mode`les
Afin de mesurer ces diffe´rents crite`res, nous allons devoir fixer certains parame`tres sur
lesquels nous nous appuierons par la suite et que nous utiliserons de manie`re identique dans
les deux mode`les (site web partage´ et approche client/serveur). Ces valeurs se veulent le plus
proche possible de ce que l’on trouve effectivement sur Internet :
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— Le serveur en salle machine aura un de´bit syme´trique de 100 Mbps.
— Les partageurs disposeront en moyenne de 5,16 Mbps de de´bit montant et de 18,38
Mbps de de´bit descendant en utilisant les statistiques de milliers de mesures parmi
les connexions des diffe´rents pays de l’OCDE provenant du rapport final pour l’anne´e
2012 du berkman center for internet and society at Harvard University agre´geant entre
autre les donne´es du site Internet Speedtest.net ayant des statistiques sur des millions
de connexions ou Akamai, le plus gros CDN (Content Delivery Network) au monde 1.
— Les partageurs seront connecte´s principalement en journe´e et en particulier en de´but
de matine´e et fin de journe´e.
Nous allons dans un premier temps comparer notre mode`le avec l’approche client / ser-
veur d’un point de vue analytique. Afin de simplifier notre mode`le, nous avons e´mis quelques
hypothe`ses :
— Le partageur de re´fe´rence dispose d’une connexion syme´trique en 100 Mbps.
— Les partageurs disposent des ressources demande´es par les clients ce qui devrait sou-
vent eˆtre le cas apre`s un certain temps d’activite´ du re´seau de partageurs.
— Les partageurs auront des de´bits montants et descendants suivant une loi normale
centre´e re´duite. Les valeurs utilise´es pour ces courbes seront :
TABLEAU 4.1 De´bits maximums
De´bit montant De´bit descendant
Espe´rance (µ) 5,16 18,38
4.3 De´bit constate´
Voyons tout d’abord, avec une approche analytique, les de´bits que nous sommes suscep-
tibles de constater pour nos deux mode`les. Pour faire cette comparaison, nous de´finissons
tout d’abord la taille d’une ressource posse´dant des ressources externes, typiquement une
page HTML avec des images. Par la suite, nous comparerons le de´bit the´orique pour un
1. http ://cyber.law.harvard.edu/pubrelease/broadband/data.html
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nombre donne´ de clients en fonction du nombre de partageurs.
Nous utiliserons pour cette simulation, les valeurs suivantes, correspondant aux valeurs
moyennes enregistre´es sur un e´chantillons repre´sentatifs aux E´tats-Unis et pre´sente´es avec le
tableau 4.2.
TABLEAU 4.2 De´bits maximums
Type de machine De´bit montant (kbps) De´bit descendant (kbps)
Serveur 100 000 100 000
Partageur 1 526 6 637
De meˆme nous de´finirons deux pages HTML avec plusieurs de´pendances que nous listerons
avec le tableau 4.3 et correspondant a` la page d’accueil du site de l’IETF (www.ietf.org).
TABLEAU 4.3 Page de l’IETF et ses de´pendances







Nous supposerons que les clients du site web ou du site web partage´ ont des de´bits
descendants e´quivalent aux de´bits descendants des partageurs puisque ce sont a priori le
meˆme type de machine.
Sce´nario client/serveur
Dans ce sce´nario, nous utiliserons la formule suivante pour calculer le de´bit moyen dans
le sce´nario du serveur :
debit = min(ddc, dms/x) (4.1)
Avec :
— ddc : le de´bit descendant des clients, correspondant a` la valeur de´finie par le tableau
4.2.
— dms : le de´bit montant du serveur de´fini par le tableau 4.2.
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— x : le nombre de clients simultane´s a` un moment donne´.
Sce´nario d’un site web partage´
Pour ce qui est de notre mode`le, nous ne pouvons malheureusement pas mode´liser de
la meˆme manie`re le de´bit associe´. Il s’agit en re´alite´ d’un proble`me d’optimisation combi-
natoire relevant d’une complexite´ NP-difficile que l’on pourrait ramener a` un proble`me de
sacs a` dos multiples. Pour prendre cette de´cision, nous aurons besoin des parame`tres suivants :
— dmp, le de´bit montant des partageurs.
— n, le nombre de partageurs posse´dant les ressources voulues.
— x, le nombre de clients demandant la page et ses de´pendances.
— Les diffe´rents fichiers et leur taille en ko.
Comme tout proble`me de cette complexite´, nous devrions utiliser des heuristiques si l’espace
de recherche se re´ve`lve trop important. Dans notre exemple, cependant, nous nous conten-
terons d’explorer l’espace de recherche entier afin de trouver la meilleure solution par un
algorithme de type proce´dure par se´paration et e´valuation (branch and bound). Nous utili-
serons de faibles nombres de clients et partageurs pour cela. Dans un second temps, nous
utiliserons une heuristique afin d’explorer des espaces de recherche plus grand.
Re´sultats
Nous avons donc de´cide´ de faire un calcul interme´diaire afin de trouver le nombre de kilo-
octets maximal que nous pourrions paralle´liser. Une fois ce nombre obtenu, nous calculerons
par e´quivalence le de´bit moyen de te´le´chargement total pour les clients par proportionnalite´.
Pour ce faire, nous exe´cutons notre programme en faisant varier le nombre de partageurs
et le nombre de clients simultane´s dont les re´sultats se trouvent dans le tableau 4.4 et le
diagramme 4.1. Nous de´cidons ensuite dans le tableau 4.5 et le diagramme 4.2 de calculer le
de´bit total offert par notre re´seau de partageurs selon leur nombre et le nombre de clients.
Nous utilisons pour cela les valeurs de partageurs de´finies pre´alablement. Au dela` de cinq
partageurs et trois clients, nous observons de´ja` une explosion combinatoire et nous n’avons
obtenu les autres valeurs que par de´duction pour les sce´narios a` 5 partageurs et 4 et 5 clients.
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TABLEAU 4.4 Volume de donne´es paralle´lisables pour la page d’accueil de l’IETF (en ko)
Clients 1 2 3 4 5
Partageurs
1 76 152 228 304 380
2 38 76 114 152 190
3 26 51 76 102 133
4 24 38 57 76 95
5 24 31 . . . 62 76
TABLEAU 4.5 De´bits observe´s sur le re´seau en fonction du degre´ de paralle´lisation pour la
page d’accueil de l’IETF (en kbps)
Clients 1 2 3 4 5
Partageurs
1 1526 1526 1526 1526 1526
2 3052 3052 3052 3052 3052
3 4460 4548 4578 4548 4360
4 4832 6104 6104 6104 6104
5 4832 7482 . . . 7482 7630
Comparons ces re´sultats aux re´sultats du tableau 4.7 correspondant a` la somme des
diffe´rents de´bits maximaux des partageurs. Nous pouvons le constater et c’est tout a` fait
normal que cette valeur est toujours atteinte lorsque le nombre de partageurs est le meˆme
que le nombre de clients puisque chaque partageur ne servira qu’une fois chaque ressource
diffe´rente permettant a` tous les partageurs de terminer le transfert en meˆme temps. Cela
n’est par contre pas le cas pour tous les transferts ou` certains partageurs sollicite´s termi-
neront leurs transferts plus toˆt que d’autres, bien que nous e´vitons autant que possible que
cela arrive. Le diagramme 4.3 illustre le taux d’utilisation de la bande passante disponible
des diffe´rents partageurs de notre re´seau en fonction des clients et du nombre de partageurs.
Comme nous pouvons le constater le taux d’utilisation pour cette page est bon et s’approche
de 100 %. La seule exception notable est lorsque nous sommes en pre´sence d’un seul client
et un nombre important de partageurs. Cela est duˆ a` un seuil que nous atteignons lors de la
phase de paralle´lisation ou` nous nous pouvons pas aller plus loin puisque nous serons toujours
limite´ par la re´cupe´ration du plus gros fichier e´tant donne´ que nous ne pouvons pas segmenter
les diffe´rents fichiers.
Pour finir, inte´ressons nous au de´bit de re´cupe´ration pour les clients pris individuelle-
ment, ce que nous cherchons a` maximiser pour offrir une meilleure qualite´ d’expe´rience a`
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TABLEAU 4.6 De´bit observe´ pour un client donne´ en fonction du degre´ de paralle´lisation
pour la page d’accueil de l’IETF (en kbps)
Clients 1 2 3 4 5
Partageurs
1 1526 763 508 382 305
2 3052 1526 1017 763 611
3 4460 2274 1526 1137 872
4 4832 3052 2034 1526 1221
5 4832 3741 . . . 1871 1526
l’utilisateur final qu’une simple re´cupe´ration de tous les fichiers aupre`s d’un seul partageur.
Le tableau 4.6 et le diagramme 4.4 pre´sentent ces re´sultats en kilo-bits par seconde. Nous
n’avons ici pas conside´re´ une quelconque limitation du coˆte´ de la bande passante descen-
dante du client. Bien e´videmment plus le nombre de clients augmente, plus le de´bit servi par
client diminue mais pas de manie`re proportionnelle puisque nous distribuons au maximum
la charge. Les de´bits servis peuvent eˆtre estime´s comme raisonnable pour une utilisation par
un internaute bien que cette perception de´pende de chaque individu.








FIGURE 4.1 Volume de donne´es paralle´lisables (en ko)
FIGURE 4.2 De´bit total utilisable par le re´seau de partageurs (en kbps)
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FIGURE 4.3 Rapport de´bit utilisable / de´bit disponible (en pourcentage)
FIGURE 4.4 De´bit de transfert effectif pour chaque client (en kbps)
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Me´ta-heuristique
Comme nous avons pu le constater, nous arrivons tre`s rapidement a` une explosion com-
binatoire nous empeˆchant de parcourir l’ensemble de l’espace de recherche dans l’objectif
de trouver la meilleure solution de distribution possible. Il s’agit en re´alite´ d’un proble`me
que nous pouvons ramener a` un proble`me de sacs a` dos multiples (multiple Knapsack pro-
blem) dont l’objectif est de minimiser le poids du sac le plus lourd. Ce proble`me est donc un
proble`me de type NP-Complet. Afin de rester dans un temps raisonnable de calcul, nous
n’avons donc pas d’autres choix que de faire appel a` des heuristiques pour re´soudre ce
proble`me si le nombre de clients ou de partageurs augmentait. Il est cependant important de
noter que l’optimisation de la re´partition des diffe´rentes ressources sur plusieurs partageurs
en fonction du nombre de clients n’est pas une ope´ration qui doit s’effectuer en temps re´el au
moment ou` un client venait a` faire une requeˆte. Nous pouvons ainsi calculer pre´alablement
les tableaux tel que nous l’avons fait pour l’ensemble des pages graˆce a` des heuristiques pour
ensuite partager cette connaissance a` tous les partageurs.
Nous avons donc propose´ de concevoir une me´ta-heuristique de type tabou pour re´pondre
a` ce proble`me que nous avons de´veloppe´ avec le langage C dont les caracte´ristiques sont les
suivantes :
— Fonction objectif : Minimiser dans un premier temps le volume d’octets transfe´re´ par
le partageur le plus sollicite´ tout en minimisant le nombre de partageurs sollicite´s dans
un second temps, l’objectif e´tant de paralle´liser autant que possible les transferts sans
soliciter inutilement plus de partageurs que ne´cessaire.
— Crite`re d’arreˆt : Pour notre simulation nous avons mis un crite`re d’arreˆt base´ sur une
non ame´lioration de notre solution courante depuis un certain nombre d’ite´rations
(500). Dans le cadre d’un de´ploiement re´el, il reviendra au partageur de re´fe´rence de
juger s’il pre´fe`re garder ce crite`re d’arreˆt ou bien ou bien de´finir un temps fixe durant
lequel l’heuristique est execute´e pour calculer les meilleurs tables de re´partitions pos-
sibles afin de rendre son site partage´ efficace.
— Longueur de la liste taboue : Nous avons fixe´ la longeur de manie`re arbitraire a` 200
en gardant a` l’esprit que plus la liste est longue plus nos chances d’obtenir le mini-
mum global sont importantes mais augmente de manie`re importante notre temps de
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caclcul. Comme nous n’avions pas de contrainte de temps, cela ne nous ne posait pas
de proble`me. Dans un de´ploiement re´el cependant, des contraintes de temps relative
s’appliqueront puisque le partageur de re´fe´rence ne sera peut-eˆtre pas pre`s a` calculer
ses tables pendant plusieurs journe´es.
Apre`s avoir de´veloppe´ et mis en fonctionnement notre heuristique avec les donne´es de la page
d’accueil de l’IETF, nous obtenenons ainsi les re´sultats pre´sente´s avec le tableau 4.8 lorsque
nous nous comparons a` un serveur a` 100 Mbps.
TABLEAU 4.8 Re´sultats de l’execution d’une heuristique taboue pour le site de l’IETF
Type de machines Nombre
Partageurs 71
Clients 19
Nos simulations d’heuristique nous donnent des re´sultats inte´ressants avec un nombre de
partageurs raisonnable pour atteindre la capacite´ d’un serveur en salle machine. Si l’on a 71
partageurs et au moins 19 clients, les de´bits offerts pour chacun des clients seront des de´bits
e´quivalents a` un serveur connecte´ en 100 Mbps.
4.4 Disponibilite´
Inte´ressons nous a` pre´sent a` la disponibilite´ du mode`le que nous proposons et comparons
le au mode`le traditionnel client/serveur. La disponibilite´ est la capacite´ pour un serveur de
re´pondre a` une demande. Les temps d’indisponibilite´ pour les serveurs sont principalement
dus :
— Une coupure de courant au niveau du serveur.
— Une de´connexion du serveur du reste de l’Internet principalement duˆ a` une coupure
de la connexion Internet du fournisseur.
— Une de´connexion volontaire du fournisseur pour non-paiement du loyer mensuel de
location du serveur ou pour des raisons de censure.
— Une mauvaise configuration par l’administrateur ou un piratage du serveur.
Nous mettons volontairement de coˆte´ une indisponibilite´ partielle entraˆınant des ralentis-
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sements due a` un trop grand nombre de requeˆtes simultane´es pour plusieurs raisons. La
premie`re est que cette indisponibilite´ n’est que temporaire voire meˆme n’est qu’un ralentis-
sement et que par conse´quent le serveur sera de nouveau capable sans intervention humaine
de re´pondre de nouveau dans de meilleurs de´lais une fois le nombre de demandes retombe´es.
La seconde est l’extreˆme difficulte´ de simuler ce type de comportement puisque ces derniers
sont des conse´quences directes de l’usage d’agents exte´rieurs peu pre´dictibles (l’usage des
Internautes).
Disponibilite´ des serveurs en data-centre
A` l’exception des serveurs d’entre´e de gamme, la plupart des entreprises ope´rant des
data-centres fournissent dans leur contrat de location des clauses quant a` la disponibilite´ du
service offert et s’engagent en cas de non respect a` payer des indemnite´s a` l’entreprise ou au
particulier subissant le dommage. C’est ce que l’on appelle le Service Level Agreement (SLA).
Bien e´videmment, plus le pourcentage de disponibilite´ est important, plus le montant du
loyer est important. Des SLA standards vont de 99,95% (soit 18 jours et 3 heures par anne´e
d’indisponibilite´ possible) a` 99,999% (52 minutes) pour les mode`les plus haut de gamme.
Le fournisseur, pour assurer ces disponibilite´s, assurera une redondance maximale de toute
l’infrastructure afin d’e´viter les SPOF.
Disponibilite´ de notre mode`le
Inte´ressons-nous a` notre mode`le a` pre´sent. Nous allons pour cela tenter de trouver si notre
mode`le peut eˆtre plus performant et si tel est le cas, dans quelle condition. Pour ce faire,
nous allons de´finir quelques variables tout d’abord :
— S : correspondant au SLA du serveur en salle machine avec lequel nous nous compa-
rons.
— n : correspondant au nombre de partageurs sur le re´seau.
— p : correspondant a` la probabilite´ pour un partageur d’eˆtre connecte´. Statistiquement,
cela correspond a` une e´preuve de Bernoulli de parame`tre p dont le succe`s est de´finit
par la capacite´ d’un partageur a` eˆtre en mesure de re´pondre a` une requeˆte.
— X : correspondant a` une variable ale´atoire associe´e.
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Nous partirons du principe que nos e´preuves de Bernoulli sont inde´pendantes, autrement
dit que la probabilite´ pour un partageur d’eˆtre connecte´ n’est pas affecte´e par celle d’autres
partageurs. Nous pouvons donc appliquer une loi binomiale X ↪→ B (n, p). La loi binoˆmiale
nous dit que :






La probabilite´ que notre site partage´ soit disponible est P (X ≥ 1), c’est a` dire qu’au
moins un partageur soit disponible pour re´pondre aux requeˆtes.
P (X ≥ 1) = 1− P (X = 0) (4.3)






P (X ≥ 1) = 1− (1− p)n (4.5)
De´finissons P (X ≥ 1) = S afin de comparer les deux approches.
1− (1− p)n = S (4.6)




Comparons a` pre´sent notre mode`le, a` un mode`le avec un SLA a` 99,5%. Pour ce faire nous
repre´senterons sous forme continue la fonction f(p) = log(0, 005)/log(1− p) repre´sente´e par
la figure 4.5.
Faisons de meˆme avec un SLA de 99,999% et de´finissons la fonction g tel que g(p) =


























Probabilité d’un partageur d’être connecté et de pouvoir répondre à une requête


























Probabilité d’un partageur d’être connecté et de pouvoir répondre à une requête





























Probabilité d’un partageur d’être connecté et de pouvoir répondre à une requête




Comme nous pouvons le voir avec les graphiques pre´ce´dents, notre mode`le est tout a` fait
apte a` remplacer le mode`le client/serveur en matie`re de disponibilite´. En effet, pour un SLA
de 99,5%, nous avons besoin par exemple de plus de 50 partageurs joignable 10 % du temps
pour atteindre le meˆme niveau de fiabilite´, ce qui devrait eˆtre relativement facile a` atteindre
pour un site assez populaire. E´videmment si le site est encore plus partage´, la disponibilite´
sera encore meilleure.
Pour un SLA de 99,999%, SLA de haute disponibilite´ assez rare et avec des tarifs de
location souvent tre`s dispendieux, le nombre de partageurs ne´cessaires est bien suˆr plus
important. La figure 4.6 e´tant a` la meˆme e´chelle que la figure 4.5, nous avons duˆ changer
l’e´chelle pour absorber le nombre de partageurs ne´cessaires en gardant un taux de disponibilite´
par partageur de 10% avec la figure 4.7. Le nombre de partageurs ici a` atteindre est de 110




Dans le pre´sent chapitre, nous repasserons en revue les points importants de notre projet
de recherche auquel nous nous sommes confronte´s.
Ce chapitre vient donc clore les de´marches que nous avons mises en place pour mener a`
bien ce projet. Nous commencerons par faire une synthe`se des travaux qui ont e´te´ accomplis
pour par la suite pre´senter les limitations de notre solution. Pour finir, nous discuterons des
ame´liorations possibles ainsi et que des travaux futurs qui pourront eˆtre de´veloppe´s.
5.1 Synthe`se des travaux
La contribution majeure de notre travail a e´te´ de proposer un nouveau mode`le permettant
la de´centralisation de serveurs web, traditionnellement utilise´s en mode client/serveur. Notre
mode`le se distance cependant des autres projets puisqu’il se veut ge´ne´rique et en utilisant
uniquement les standards du web que l’on trouve sur tous les clients, rendant notre approche
totalement transparente pour eux. Pour ce faire, nous avons introduit la notion de partageur
permettant a` ce dernier de partager une partie de ces ressources pour le bien du site partage´
en mettant a` disposition une partie de sa bande passante et d’espace disque. Notre mode`le
s’appuie essentiellement sur le protocole DNS pour permettre la recherche d’un partageur
capable de lui re´pondre, sans qu’il s’en aperc¸oive. Ainsi, de par notre mode`le, nous tentons
de jeter les bases d’un Internet ou` les he´bergeurs web, application la plus populaire sur
Internet, ne seraient pas concentre´s et se rapprocheraient d’avantage d’un mode`le pair-a`-pair
ou d’un mode`le comme le fonctionnement de Usenet permettant de re´tablir une syme´trie
entre les diffe´rents ope´rateurs Internet mais aussi en permettant la lutte contre la censure
de par la diversivite´ des partageurs. Cela peut e´galement eˆtre perc¸u comme une approche
plus e´cologique, puisque tirant parti des ordinateurs de´ja` allume´s et consommant de l’e´nergie
quoi qu’il arrive. Comme les partageurs ne disposeront pour la plupart que d’un faible de´bit
d’envoi, nous avons introduit des me´canismes, tant au niveau DNS (de´le´gations de zones ou
noms canoniques) que HTTP (HTTP 302 FOUND ou injections de ressources lie´es sur d’autres
partageurs), afin de permettre autant que possible de re´partir la charge du site web sur
d’autres partageurs moins sature´s. L’inte´reˆt d’une telle approche est aussi de permettre une
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meilleure e´volutivite´. Plus il y a des partageurs, plus notre re´seau peut ainsi supporter de
clients contrairement a` l’approche client/serveur et c’est d’ailleurs ce que nous avons montre´
dans nos simulations.
5.2 Limitations de la solution propose´e
Notre mode`le, bien que fonctionnel, posse`de ne´anmoins quelques limitations. Nous l’avons
vu dans la partie sur les mesures de performance, si le nombre de partageurs est relativement
faible, notre mode`le n’est pas du tout efficace dans les cas ou` il n’y a qu’un tre`s faible
nombre de partageurs ne disposant que de peu de ressources du site. Nous avons e´galement
duˆ faire des hypothe`ses sur des comportements humains qui affectaient nos re´sultats et avons
essaye´ d’eˆtre le plus proche du comportement d’un utilisateur lambda. Il ne s’agit cependant
que d’approximations et il serait donc inte´ressant de tester le mode`le sur des ordinateurs
personnels d’un nombre importants de personnes pour avoir des re´sultats plus pre´cis.
5.3 Ame´liorations futures
Le mode`le que nous avons propose´ est une premie`re approche et ne´cessite des ame´liorations
qui pourraient faire l’objets de travaux futurs :
5.3.1 Sites dynamiques
Nous n’avons conside´re´ dans notre approche que des sites statiques, mettant de coˆte´ une
partie des sites proposant une interactivitie´ tels qu’on les trouve aujourd’hui. Il serait donc
inte´ressant de proposer un syste`me de mise-a`-jour entre les diffe´rents partageurs lorsque l’un
d’entre eux rec¸oit un contenu dynamique cense´ eˆtre re´plique´ sur les autres partageurs. Cela
posera bien e´videmment des proble`mes de cohe´rence entre les diffe´rents partageurs et de
nombreux travaux ont de´ja` e´te´ faits dans le domaine et pourrait eˆtre applicables.
5.3.2 Mode hybride
Nous pourrions e´galement conside´rer une approche hybride a` la fois en pair-a`-pair et en
client/serveur. Nous l’avons vu, les re´sultats ne sont pas tre`s concluants lorsque le nombre
de partageurs est faible et que de surcroˆıt ils n’ont pas pour la plupart le contenu demande´
par les clients. Il serait donc possible de permettre le partage du site par des partageurs
mais de n’activer uniquement le site partage´ au dela` d’un certain seuil. Avant ce seuil, le site
fonctionnerait de manie`re classique en mode client/serveur.
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5.3.3 Limitation du volume de transferts
Certains ope´rateurs Internet facturent leurs abonne´s sur le volume d’e´change enregistre´
en de´bit montant et en de´bit descendant durant le mois. La facturation se fait habituellement
selon le type d’abonnement choisi auquel est associe´ un volume de transfert compris dans le
forfait. Au dela` de ce volume, des frais additionnels s’appliqueront. Pour ce type d’abonne´s,
nous pourrions donc rajouter la possibilite´ de fixer un volume maximum de transfert apre`s
lequel le partageur cessera de faire partie du re´seau jusqu’a` ce que le compteur de volume
soit re´initialise´ par l’ope´rateur le mois suivant.
5.3.4 Se´curite´
Permettre a` n’importe quel personne de devenir partageur et de re´pondre aux clients a`
une partie des requeˆtes adressse´es au site pose ne´cessairement des proble`mes de se´curite´.
Le protocole HTTP ne posse`de aucun me´canisme de se´curite´ et est encore tre`s utilise´ sur
Internet aujourd’hui. Cependant dans notre mode`le, n’importe quel partageur a la possibilite´
de modifier les re´ponses qu’il envoie au client alors que dans les faits cela est plus difficile
dans un mode client/serveur puisque le serveur est sous le controˆle de l’e´metteur du contenu
et qu’une modification malicieuse ne pourrait eˆtre possible que par un programme ou une
personne malicieuse ayant acce`s au serveur ou bien lors de l’acheminement sur le re´seau
par des me´thodes de man-in-the-middle. La solution serait donc certainement de mettre en
place un syste`me de signature nume´rique voire de chiffrement des communications afin d’en
garantir l’inte´grite´. Le plus difficile sera cependant de le faire de manie`re transparante et donc
d’utiliser HTTPS sans fournir la clef prive´e de chiffrement aux partageurs, seule possibilite´
pour un fureteur de ve´rifier une signature nume´rique et donc sans ajout d’add-on comme
PGP.
5.3.5 Rapprocher les clients et partageurs
Toujours dans notre objectif d’ame´liorer le trafic entre ope´rateurs, il serait inte´ressant d’en
profiter pour rapprocher topologiquement les clients des diffe´rents partageurs qui leurs en-
voient les ressources qu’ils souhaitent. En faisant cela, nous pourrions orienter les clients d’un
ope´rateur Internet vers un partageur e´tant connecte´ sur le meˆme ope´rateur. Cela permettrait
de re´duire de manie`re importante le trafic inter-AS, re´duisant les factures des ope´rateurs, en
particulier pour les ope´rateurs Tiers-3.
74
RE´FE´RENCES
BOARD, I. A. (2000). IAB Technical Comment on the Unique DNS Root. RFC 2826
(Informational).
CARLSSON, B. et GUSTAVSSON, R. (2001). The rise and fall of napster - an evolutionary
approach. Proceedings of the 6th International Computer Science Conference on Active
Media Technology. Springer-Verlag, London, UK, UK, AMT ’01, 347–354.
CHEN, Z., GUO, S., YANG, Y. et ZHENG, K. (2007). Research of the apriority policy-
based multi-hop bfs search algorithm in p2p network. Network and Parallel Computing
Workshops, 2007. NPC Workshops. IFIP International Conference on. 471–476.
FIELDING, R., GETTYS, J., MOGUL, J., FRYSTYK, H., MASINTER, L., LEACH, P. et
BERNERS-LEE, T. (1999). Hypertext transfer protocol – http/1.1.
GHAREED, M., ROUIBIA, S., PARREIN, B., RAAD, M. et THAREAU, C. (2013).
P2PWeb : a Client/Server and P2P Hybrid Architecture for Content Delivery over Inter-
net. Proceedings of the Third International Conference on Communications and Information
Technology ICCIT 2013. Beirut, Liban, pp.1–5.
GROUP, W. W. W. (2012). Webrtc 1.0 : Real-time communication between browsers.
http://www.w3.org/TR/2012/WD-webrtc-20120821/.
HAKIEM, N., SIDDIQI, M. et JAROT, S. (2012). Collision probability of one-to-many
reversible mapping for ipv6 address generation. Computer and Communication Engineering
(ICCCE), 2012 International Conference on. 599–602.
KUMAR, P., SRIDHAR, G. et SRIDHAR, V. (2005). Bandwidth and latency model for
dht based peer-to-peer networks under variable churn. Systems Communications, 2005.
Proceedings. 320–325.
LV, Q., CAO, P., COHEN, E., LI, K. et SHENKER, S. (2002). Search and replication
in unstructured peer-to-peer networks. Proceedings of the 16th international conference on
Supercomputing. ACM, New York, NY, USA, ICS ’02, 84–95.
MAYMOUNKOV, P. et MAZIE`RES, D. (2002). Kademlia : A peer-to-peer information
system based on the xor metric. Revised Papers from the First International Workshop on
Peer-to-Peer Systems. Springer-Verlag, London, UK, UK, IPTPS ’01, 53–65.
MOCKAPETRIS, P. (1987). Domain names - implementation and specification. RFC 1035
(INTERNET STANDARD).
NAKAMOTO, S. (2009). Bitcoin : A peer-to-peer electronic cash system.
75
REKHTER, Y., LI, T. et HARES, S. (2006). A Border Gateway Protocol 4 (BGP-4). RFC
4271 (Draft Standard). Updated by RFCs 6286, 6608, 6793.
STOICA, I., MORRIS, R., KARGER, D., KAASHOEK, M. F. et BALAKRISHNAN, H.
(2001). Chord : A scalable peer-to-peer lookup service for internet applications. Proceedings
of the ACM SIGCOMM ’01 Conference. San Diego, California.
TERRACE, J., LAIDLAW, H., LIU, H. E., STERN, S. et FREEDMAN, M. J. (2009).
Bringing p2p to the web : security and privacy in the firecoral network. Proceedings of the
8th international conference on Peer-to-peer systems. USENIX Association, Berkeley, CA,
USA, IPTPS’09, 7–7.
THOMSON, S., NARTEN, T. et JINMEI, T. (2007). IPv6 Stateless Address Autoconfigu-
ration. RFC 4862 (Draft Standard).
WU, J., LU, Z., LIU, B. et ZHANG, S. (2008). Peercdn : A novel p2p network assisted
streaming content delivery network scheme. CIT’08. 601–606.
