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Abstract
Dynamic Time Warping (DTW) is a well-known similarity measure for curves, i.e., sequences of
points, and especially for time series. We study several proximity problems for curves, where dynamic
time warping is the underlying similarity measure. More precisely, we focus on the variants of these
problems, in which, whenever we refer to the dynamic time warping distance between two curves,
one of them is a line segment (i.e., a sequence of length two). These variants already reveal some of
the difficulties that occur when dealing with the more general ones.
Specifically, we study the following three problems: (i) distance oracle: given a curve C in Rd,
preprocess it to accommodate distance computations between query segments and C, (ii) segment
center : given a set C of curves in Rd, find a segment s that minimizes the maximum distance
between s and a curve in C, and (iii) segment nearest neighbor : given C, construct a data structure
for segment nearest neighbor queries, i.e., return the curve in C which is closest to a query segment s.
We present solutions to these problems in any constant dimension d ≥ 1, using L∞ for inter-point
distances. We also consider the approximation version of the first problem, using L1 for inter-point
distances. That is, given a length-m curve C in Rd, we construct a data structure of size O(m log m)
that allows one to compute a 2-approximation of the distance between a query segment s and C
in O(log3 m) time.
Finally, we describe an interesting experimental study that we performed, which is related to
the first problem above.
2012 ACM Subject Classification Theory of computation → Computational geometry; Theory of
computation → Design and analysis of algorithms
Keywords and phrases dynamic time warping, distance oracle, clustering, nearest-neighbor search
Digital Object Identifier 10.4230/LIPIcs.MFCS.2020.9
Funding Boris Aronov: Partially supported by NSF grant CCF-15-40656 and by grant 2014/170
from the US-Israel Binational Science Foundation.
Matthew J. Katz: Partially supported by grant 1884/16 from the Israel Science Foundation and by
grant 2014/170 from the US-Israel Binational Science Foundation.
1 Introduction
Dynamic time warping (DTW) is a popular similarity measure for curves, first introduced
in [2]. One of its early applications was to speech recognition, and since then DTW has been
employed in a wide range of areas such as signature matching, sign language recognition, data
mining, information retrieval, signal processing, and protein sequence alignment. DTW can be
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applied to almost any time series data, and it is often used for comparing temporal sequences
of video, audio and graphics data; see the chapter on DTW in Müller’s book [12, Chapter 4]
for further information on DTW.
Given two integers m1,m2, let τ := 〈(i1, j1), . . . , (it, jt)〉 be a sequence of pairs, such that
i1 = j1 = 1, it = m1, jt = m2, and for each 1 < k ≤ t, one of the following conditions holds:
(i) ik = ik−1 + 1 and jk = jk−1,
(ii) ik = ik−1 and jk = jk−1 + 1, or
(iii) ik = ik−1 + 1 and jk = jk−1 + 1.
We call such a sequence τ an alignment of two curves of lengths m1 and m2, respectively
(see below).
In this paper, by a curve P of length m, we mean a sequence P = 〈p1, . . . , pm〉 of m points
in Rd. Let P = 〈p1, . . . , pm1〉 and Q = 〈q1, . . . , qm2〉 be two curves of lengths m1 and m2,
respectively, in Rd. We say that an alignment τ of P and Q matches pi and qj if (i, j) ∈ τ ,
see Figure 1. The cost of an alignment τ of P and Q is σdtw(τ(P,Q)) :=
∑
(i,j)∈τ‖pi − qj‖,
Figure 1 An alignment of two curves.
where ‖·‖ denotes the inter-point metric being used; in this paper we will focus on L1 and L∞




with the minimum taken over the set T of all alignments τ between P and Q.
The running time of the standard dynamic-programming algorithm for computing
ddtw(P,Q) is Θ(m1m2), which has been the asymptotically fastest way to compute it,
even in the one-dimensional case. Recently, Gold and Sharir [8] managed to break the
quadratic bound in the one-dimensional case by presenting an algorithm with running time
O(m2 log log logm/ log logm), assuming m = m1 = m2. They obtain the same bound on the
running time in higher (constant) dimensions if the point-wise distance is L1 or L∞.
In this paper, we study several fundamental problems for curves, using dynamic time
warping as the similarity measure between pairs of curves. More precisely, we are interested
in variants of several important problems, in which, whenever we refer to the dynamic time
warping distance between two curves, one of them is a line segment (i.e., a sequence of
length two). Since line segments are the shortest non-trivial curves, these variants are quite
natural and, moreover, they already reveal some of the difficulties that occur in the more
general variants of the problems.
Notice that computing the dynamic time warping distance between a curve C =
〈p1, . . . , pm〉 of length m and a line segment s = ab is equivalent to finding the parti-
tion of C into two non-empty parts, a prefix and a suffix, such that each point of the prefix
is matched to a and each point of the suffix is matched to b (with no point matched to both
a and b), and the cost associated with the partition is minimum. Somewhat unsurprisingly
computing the dynamic time warping distance between a curve and a segment is an operation
requiring Θ(m) time in absence of preprocessing.
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This motivates the first problem that we consider (see Section 2). Given a curve C in Rd,
construct a distance oracle for C for line segments, which is a data structure supporting
queries of the form: given a query segment s in Rd, return ddtw(s, C). We consider two main
versions of the problem, where in the first the underlying point-wise distance is L1 and the
answers to queries are approximate, while in the second the underlying point-wise distance
is L∞ and the answers are exact.
In Section 3 we study the segment center problem for a set of curves C: Given a set
C = {C1, . . . , Cn} of n length-m curves in Rd, find a segment s in Rd that minimizes the
distance to the furthest curve, that is max{ddtw(s, C1), . . . , ddtw(s, Cn)} is minimum. Here
we assume that the point-wise distance is L∞ and present two solutions to the problem,
where the second one is more efficient when m < n.
In Section 4 we consider our last algorithmic problem. Given a collection of curves C
in Rd as above, construct a data structure for segment nearest-neighbor queries, that is, one
that returns the curve in C whose dynamic time warping distance to the query segment is
minimum. Here too we assume that the point-wise distance is L∞. (The general version
of this problem, where the queries are also length-m curves was studied by Emiris and
Psarros [6] and Filtser et al. [7] in the approximation setting.)
Finally, in Section 5 we describe an experimental study related to the first problem
mentioned above. The goal of this study was to get a better idea on the connection between
the query segments and the “correct” partition of the given curve C. In particular, is there
an underlying Voronoi-diagram–like geometric structure which is simple enough and may
prove useful in the construction of a distance oracle for C? Our experiments suggest that
the answer to this question may be positive, at least for curves on the line.
2 Distance Oracle
Let C = 〈p1, . . . , pm〉 be a curve in Rd. In this section, we study the problem of, given C,
constructing a data structure supporting queries of the form: given a query segment s, return
the dynamic time warping distance between C and s. We consider two main versions of
the problem, where in the first the underlying point-wise distance is L1 and the answers to
queries are approximate, while in the second the underlying point-wise distance is L∞ and
the answers are exact. For d = 1, L∞ = L1 = L2, of course.
2.1 Approximate queries under L1
In this section, we assume that the distance between two points x and y in Rd is ‖x− y‖1 :=∑d
i=1|xi − yi|, and we present a data structure that facilitates fast approximate queries. We
start with the one-dimensional case.
A solution for d = 1




‖pj − p‖ , G(i) :=
m∑
j=i+1
‖pj − q‖ , and H(i) := F (i) +G(i) .
That is, F (i) is the sum of distances between p and the first i points of C, G(i) is the sum of
distances between q and the last m− i points of C, and H(i) is the dynamic time warping
distance between C and s, assuming the first i points of C are matched to p and the last
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m− i points are matched to q. (Notice that we can assume that no point in C is matched to
both p and q, as such an alignment can be always improved by removing one or more of the
pairs.) Thus, ddtw(C, s) = min1≤i≤m−1 H(i).
Slightly abusing the notation, we view F and G as piecewise-linear functions defined
on [1,m − 1] rather than just at the values 1, 2, . . . ,m − 1. Notice that F is increasing,
namely, F (i+ 1) > F (i), while G is decreasing, that is, G(i+ 1) < G(i), for i = 1, . . .m− 2.1
This implies that, unless the graph of F is above that of G (when F (1) > G(1)) or the graph
of G is above that of F (when G(m− 1) > F (m− 1)), the two graphs intersect.
I Lemma 2.1. (i) If the graph of F is above that of G, then H(1) ≤ 2ddtw(C, s), and (ii) if
the graph of G is above that of F , then H(m− 1) ≤ 2ddtw(C, s).
Proof. We prove the first claim. The proof of the second one is symmetric. Let ` be the
index for which ddtw(C, s) = H(`). Then,
2ddtw(C, s) = 2H(`) = 2(F (`) +G(`))
≥ 2F (`) ≥ 2F (1) ≥ F (1) +G(1) = H(1) . J
Now, assume that the graphs of F and G do intersect, and let k, 1 ≤ k ≤ m− 2, be the
index for which F (k) ≤ G(k) and F (k + 1) ≥ G(k + 1).
I Lemma 2.2. If the graphs of F and G intersect,
ddtw(C, s) ≤ min(H(k), H(k + 1)) ≤ 2ddtw(C, s).
Proof. The left in inequality is obvious, since ddtw(C, s) = min1≤i≤m−1 H(i). As for the
right inequality, let ` be the index for which ddtw(C, s) = H(`). Assume first that ` ≤ k, then
2ddtw(C, s) = 2H(`) = 2(F (`) +G(`)) ≥ 2G(`)
≥ 2G(k) ≥ F (k) +G(k) = H(k) ≥ min(H(k), H(k + 1)) .
On the other hand, if ` > k, then
2ddtw(C, s) = 2H(`) = 2(F (`) +G(`)) ≥ 2F (`) ≥ 2F (k + 1)
≥ F (k + 1) +G(k + 1) = H(k + 1) ≥ min(H(k), H(k + 1)) . J
We obtain the following high-level algorithm for computing a 2-approximation for
ddtw(C, s), that is a value v such that v/2 ≤ ddtw(C, s) ≤ v:
1. If F (1) ≥ G(1) return H(1).
2. If G(m− 1) ≥ G(m− 1) return H(m− 1).
3. Perform a binary search to find the largest index k for which F (k) ≤ G(k); return
min(H(k), H(k + 1)).
Recall that s is not known in advance. To complete the description of the algorithm,
we need to show how to preprocess C, so that the values F (i) and G(i) can be computed
efficiently. We build a standard two-dimensional orthogonal range tree for the set of points
{(i, pi) | 1 ≤ i ≤ m}, where the tree of the first level, T , is built using the x-coordinates
of the points, i.e., the indices 1, . . . ,m. Each node u of T points to a second-level tree, Tu,
1 Strictly speaking, F is non-decreasing and G non-increasing, as it is possible for a point of C to coincide
with p and/or q, but hereafter we will stick with the less cumbersome terminology.
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which is built using the y-coordinates of the points whose x-coordinates are stored in the
subtree of T rooted at u. In addition, we store at each internal node v of Tu the number
and sum of the y-coordinates stored in v’s subtree. The total size of the data structure
is O(m logm).
Now, given s = pq and i, set A :=
∑
j≤i,pj≤p pj and B :=
∑
j≤i,pj>p pj , and let t be the







(pj − p) = (2t− i)p+B −A ,
and by searching in the orthogonal range tree with (i, p), one can compute A, B, and t (and
therefore F (i)) in O(log2 m) time. Finally, G(i) can be computed similarly within the same
time bound. Therefore a single comparison in the binary search of our high-level algorithm
can be carried out in O(log2 m) time and we obtain the following theorem.
I Theorem 2.3. For any length-m curve C on the line, one can construct in O(m logm) time
a data structure of size O(m logm), which, given a query segment s, returns in O(log3 m)
time a 2-approximation of ddtw(C, s), i.e., a value v such that v/2 ≤ ddtw(C, s) ≤ v.
A solution for d ≥ 2
The high-level algorithm presented above works in any dimension, so we only need to modify
our data structure for computing the values F (i) and G(i) efficiently, given a segment s = pq
and index i.













(p`j − p`) ,











j , is equal to (2t` − i)p` +B` −A`; we use superscripts
to denote coordinates of points in Rd. We thus modify our data structure, so that each node
u of the first-level tree T points to d second-level trees, Tu,1, . . . , Tu,d, where Tu,` is built
using the `’th coordinates of the points whose indices are stored in the subtree of T rooted at
u. The size of the modified data structure is still O(m logm), assuming d is a constant, and
by searching in it with (i, p`), one can compute A`, B` and t`, for ` = 1, . . . , d, in O(log2 m)
time. We obtain the following theorem.
I Theorem 2.4. For any length-m curve C in Rd, one can construct in O(m logm) time
a data structure of size O(m logm), which, given a query segment s, returns in O(log3 m)
time a 2-approximation of ddtw(C, s), i.e., a value v such that v/2 ≤ ddtw(C, s) ≤ v.
2.2 Exact queries under L∞
We now consider the problem of computing ddtw(C, s) exactly, where, as before, C =
〈p1, . . . , pm〉 is a fixed given curve in Rd and s = pq is a query segment in Rd, and the
distance between two points x and y is ‖x − y‖∞ := maxdi=1|xi − yi|. We first describe a
solution for the one-dimensional version of the problem.
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A solution for d = 1
Let τ = 〈τ1, . . . , τm+1〉 be the partition of the real line into intervals (two of which are
unbounded), induced by the points of C (after sorting them from left to right). We denote
the left and right endpoints of τi by l(τi) and r(τi), respectively, where l(τ1) = −∞ and
r(τm+1) =∞.
For each pair of intervals (τa, τb), we construct a data structure for segment queries s = ab,
such that a ∈ τa and b ∈ τb. We now describe the data structure for a fixed pair (τa, τb).














(pi − b) .
Notice that fj(a, b) is simply the dynamic time warping distance between C and s = ab,
assuming C is split into a prefix of size j (which is matched to a) and a suffix of size m− j
(which is matched to b). Moreover, notice that fj is a linear bivariate function defined
over the rectangular range R := τa × τb, and therefore its graph is a plane in R3 (over R).
Finally, given 1 ≤ j < m and (a, b) ∈ R, one can compute the value fj(a, b) in O(1) time,
after a preprocessing stage of O(m) time. (In the preprocessing stage, we compute, for
each 1 ≤ j < m, the sums S1j =
∑




pi≥r(τa), i≤j (pi − r(τa)),
S3j =
∑




pi≥r(τb), i>j (pi − r(τb)) and record the numbers m
1
j ,
m2j , m3j , m4j , wheremkj is the number of terms in the sum Skj , for k = 1, . . . , 4. Computing the
first two sums and corresponding numbers for j = 1 requires O(1) time, and given the sums for
some 1 ≤ j < m− 1, one can compute the sums for j + 1 in O(1) time; the last two sums can
be similarly computed working backwards in total O(m) time. Now, given j and (a, b) ∈ R,
fj(a, b) = S1j +m1j (a− l(τa)) +S2j +m2j (r(τa)− a) +S3j +m3j (b− l(τb)) +S4j +m4j (r(τb)− b).)
Let S = S(a, b) := minj fj(a, b) be the lower envelope of the planes f1, . . . , fm−1 (over R).
Then, S is a piecewise-linear function of complexity O(m), and the dynamic time warping
distance between C and s is S(a, b). We thus compute S and preprocess its graph for vertical
ray-shooting queries: Given s = ab, return the plane fj containing the face of the graph
of S lying above the point (a, b) ∈ R. This can be done in O(m logm) time, after which a
ray-shooting query can be answered in O(logm) time (and then fj(a, b) can be evaluated in
O(1) time).
This completes the description of the data structure for the pair (τa, τb). Since we need
O(m2) such data structures, we obtain the following theorem.
I Theorem 2.5. For a length-m curve C on the line, one can construct in O(m3 logm) time
a data structure of size O(m3) which, given a query segment s on the line, can compute
ddtw(C, s) in O(logm) time.
A solution for d ≥ 2
We generalize our solution for d = 1 to any constant dimension d ≥ 2. Let p = (p1, . . . , pd)






hyperplanes through p. For each 1 ≤ i < j ≤ d, draw the hyperplanes
xi − pi = xj − pj and xi − pi = pj − yj . Given a query point q, by the cell of the partition in
which it lies, we know the coordinate i that determines ‖q − p‖∞ and whether the distance





hyperplanes, for each point pi of C, to obtain
an arrangement of O(m) hyperplanes in Rd.
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Now, for each pair of cells (τa, τb) of this arrangement, we construct a data structure
for segment queries s = ab, such that a ∈ τa and b ∈ τb. As above, we define (m − 1)
2d-variate linear functions, fj(a, b), over the box B := τa × τb. The graphs of these functions
are hyperplanes in R2d+1 and we compute their lower envelope S = S(a, b) (over B). The
total complexity of S is O(mb 2d+12 c) = O(md) [11], it can be computed in time O(md) [4],
and we can preprocess the graph of S for logarithmic-time vertical ray-shooting queries in
O(md) time [10] (see also [3] for a more recent randomized algorithm).
Since we need O(m2d) such data structures, we obtain the following theorem.
I Theorem 2.6. For a length-m curve C in Rd, one can construct in O(m3d logm) time a
data structure of size O(m3d) which, given a query segment s in Rd, can compute ddtw(C, s)
in O(logm) time.
Proof. Given a query segment s = ab, we need to describe how the pair (τa, τb), such that

















indices in these orders, so a suitable
pair can be identified using a standard search structure.2 J
3 Segment Center
Let C = {C1, . . . , Cn} be a set of n length-m curves in Rd. In this section, we consider
the segment center problem for C under L∞: Given C, find a segment s in Rd minimizing
max{ddtw(s, C1), . . . , ddtw(s, Cn)}. We present two solutions to the problem, where the
second one is more efficient when m is significantly smaller than n. For each of the solutions,
we begin with a detailed description for the one-dimensional version, which we then generalize
to higher dimensions.
3.1 First solution
The case of d = 1
Let τ = 〈τ1, . . . , τmn+1〉 be the partition of the line into intervals (of which two are unbounded),
induced by the nm points of the curves of C (after sorting them from left to right). For each
pair of intervals (τa, τb), we compute the optimal segment s = ab with a ∈ τa and b ∈ τb.
Then, we return the segment whose corresponding distance is minimum, among these optimal
segments.
We now describe how to find the optimal segment for a given pair (τa, τb).
1. Let Ci be a curve in C. For each j, 1 ≤ j < m, we define the function fj(a, b) as
in Section 2.2. Recall that fj(a, b) is the dynamic time warping distance between Ci
and s, assuming Ci is split into a prefix of size j and a suffix of size m− j. It is a bivariate
linear function, so its graph is a plane in R3 (over R := τa × τb).
2. Let Si denote the lower envelope of the planes f1, . . . , fm−1. Then, Si is a piecewise-linear
function of complexity O(m), or more precisely, its graph is the boundary of an unbounded
convex polyhedron with at most m facets whose projection to the xy-plane is R, and the
dynamic time warping distance between Ci and s is Si(a, b).
2 A similar issue arises again several times below and can be handled by analogous means; we omit the
details.
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3. Compute the lower envelopes S1, . . . , Sn corresponding to C1, . . . , Cn. Let U denote the
upper envelope of S1, . . . , Sn. Then U(a, b) is the maximum of the dynamic time warping
distances between the curves of C and s. Since the lower envelopes Si are piecewise-linear,
so is U . As for the complexity of U , since each graph of Ci can be triangulated without
increasing its asymptotic complexity, the graph of U can be viewed as the upper envelope
of O(nm) triangles, so its complexity is bounded by O((nm)2α(nm)), where α is the
inverse of Ackermann’s function. Moreover, U , clipped to within the rectangle R, can be
computed using, e.g., divide-and-conquer in Õ(n2m2) time; see [5, 13].
A slightly more careful argument gives a better bound: In [9], it was shown that the
complexity of the upper envelope of S piecewise-linear bivariate concave functions with
a total of T facets is O(STα(ST )) and that it can be computed in time Õ(ST ). In our
case S = n and T = O(nm), so we conclude that the complexity of U over R is at most
O(n2mα(n2m)) and that it can be constructed in time Õ(n2m).
4. Finally, we observe that the minimum of U (clipped to within R) is obtained at a vertex
of U (which may occur at a point on the boundary of R), so we return the lowest vertex
v∗ = (a∗, b∗, z∗), and the optimal segment with endpoints in τa and τb is s∗ := a∗b∗ and
its corresponding distance is z∗.
Since there are O(n2m2) pairs (τa, τb), we obtain the following lemma.
I Lemma 3.1. Given a set C of n curves, where each curve consists of m points on the line,
one can find the segment center of C in Õ(n4m3) time.
A solution for d ≥ 2
We generalize our solution for d = 1 to any constant dimension d ≥ 2. We consider the






hyperplanes, as in Section 2.2. Now, for each pair of cells (τa, τb) of the arrangement,
we compute the optimal segment s = ab with a ∈ τa and b ∈ τb. The process is repeated for
every pair of cells.
For a fixed pair of cells (τa, τb) we do the following. For each curve Ci ∈ C, we compute
the lower envelope Si of the functions f1, . . . , fm−1 which correspond to hyperplanes in R2d+1.
The complexity of Si is O(md) [11] and the graph can be viewed as a union of O(md) pairwise
non-overlapping simplices, see Section 2.2. Finally, we compute the upper envelope U of
S1, . . . , Sn. We may think of U as the upper envelope of O(nmd) 2d-simplices in R2d+1, so
its complexity is O((nmd)2dα(nmd)) [13] and all its vertices can be computed in Õ(n2dm2d2)
expected time [1].
Since there are O((nm)2d) pairs (τa, τb) we obtain the following lemma.
I Lemma 3.2. Given a set C of n curves in Rd, for d ≥ 2, where each curve consists of m
points, one can find the segment center of C in Õ(n4dm2d2+2d) time.
3.2 Second solution
We describe an alternative solution, which is more efficient when m is significantly smaller
than n. Again, we first consider the one-dimensional version of the problem.
The case of d = 1
Let Ci be a curve in C, and let τ = 〈τ1, . . . , τm+1〉 be the partition of the line into intervals,
induced by the points of Ci. For each pair of intervals (τa, τb), we define the bivariate
functions f1, . . . , fm−1 as in Section 2.2 and compute their lower envelope Sτa,τb over the
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rectangle R := τa × τb. Recall that Sτa,τb is a piecewise-linear function of complexity O(m),
and that for any segment s = ab with a ∈ τa and b ∈ τb, the dynamic time warping distance
between Ci and s is Sτa,τb(a, b).
Let Si be the function representing the dynamic time warping distance from s to Ci, for
an arbitrary segment s = ab. Namely, Si(a, b) := Sτa,τb(a, b), whenever a ∈ τa and b ∈ τb.
Then Si is a piecewise-linear function of complexity O(m3).
We compute the segment center of C in three steps. In the first step, we compute the
functions Si, for all curves Ci ∈ C. In the second step, we compute the upper envelope U of
these n functions, whose complexity is bounded by O(K2α(K)), where K = O(nm3) is the
total complexity of the functions Si. Finally, we return the lowest vertex v∗ = (a∗, b∗, z∗)
of U . The segment s∗ := a∗b∗ is the desired one and its corresponding distance is z∗. We
obtain the following lemma.
I Lemma 3.3. Given a set C of n curves, where each curve consists of m points on the line,
one can find the segment center of C in Õ(n2m6) time.
A solution for d ≥ 2
We generalize our solution for d = 1 to any constant dimension d ≥ 2. Now, Si is a combina-
tion, over O(m2d) pairs of cells (τa, τb), of the functions Sτa,τb , each of complexity O(md), so
the complexity of Si is O(m3d). We compute U , the upper envelope of S1, . . . , Sn, whose
complexity is O((nm3d)2dα(nm3d)), in Õ((nm3d)2d) time [13] (more precisely, it is sufficient
to enumerate the vertices of U by an algorithm of [1]), and return the lowest vertex of U .
We thus obtain the following lemma.
I Lemma 3.4. Given a set C of n curves in Rd, for d ≥ 2, where each curve consists of m
points, one can find the segment center of C in Õ(n2dm6d2) time.
The following theorem summarizes our segment center results.
I Theorem 3.5. Given a set C of n curves in Rd, for d ≥ 1, where each curve consists of m
points, one can find the segment center of C in time (i) Õ(n2m6), if d = 1 and m ≤ n2/3,
(ii) Õ(n3m4), if d = 1 and m ≥ n2/3, (iii) Õ(n2dm6d2), if d ≥ 2 and m ≤ n
1
2d−1 , and




Let C = {C1, . . . , Cn} be a set of n curves in Rd, where each curve consists of m points. In
this section, we consider the nearest neighbor problem for C under L∞. That is, construct a
data structure that, given a query segment s in Rd, returns the curve C ∈ C that minimizes
the dynamic time warping distance between s and a curve of C (if there is more than one such
curve, return and arbitrary one). We begin by presenting a solution for the one-dimensional
version, which we then generalize to higher dimensions.
A solution for d = 1
Let τ = 〈τ1, . . . , τmn+1〉 be the partition of the line into intervals (and two halflines), induced
by the nm points of the curves of C (after sorting them from left to right).
For each pair of intervals (τa, τb), we construct a data structure for segment queries s = ab,
such that a ∈ τa and b ∈ τb. We now describe the data structure for a fixed pair (τa, τb).
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As in Section 3.1, let Si be the lower envelope computed for Ci, i = 1, . . . , n. Recall
that Si is a piecewise-linear function of complexity O(m), and the dynamic time warping
distance between s = ab and Ci, where a ∈ τa and b ∈ τb, is Si(a, b). Let L denote the
lower envelope of S1, . . . , Sn. Since L is the lower envelope of O(nm) facets, its complexity
is clearly bounded by O(n2m2α(nm)), where α is the inverse of Ackermann’s function, and
(as above) it can be computed in Õ(n2m2) time; see [5, 13]. The envelope L constitutes a
compact representation of the set of all answers to segment nearest neighbor queries over
τa × τb; that is, if Si is the envelope determining the face of L lying above (a, b), then the
curve of C nearest to s = ab is Ci and ddtw(s, Ci) = Si(a, b) = L(a, b).
We thus preprocess the graph of L for vertical ray-shooting queries, i.e., given s = ab,
return the envelope Si determining the face of L lying above (a, b). This can be done
in Õ(n2m2) time, after which a ray-shooting query can be answered in O(log(nm)) time.
This completes the description of the data structure for the pair (τa, τb). Since we need
O((nm)2) such data structures, we obtain the following theorem.
I Theorem 4.1. Given a set C of n curves, where each curve consists of m points on the
line, one can construct in Õ(n4m4) time a data structure of size Õ(n4m4)) that supports
nearest neighbor segment queries in O(log(nm)) time.
A solution for d ≥ 2
We generalize our solution for d = 1 to any constant dimension d ≥ 2. As in Section 3.1,
the complexity of each of the lower envelopes Si is O(md), and we compute their lower
envelope L and preprocess it for logarithmic-time vertical ray-shooting queries in Õ(n2dm2d2)
time. Since we build O((nm)2d) such data structures, we obtain the following theorem.
I Theorem 4.2. Given a set C of n curves, where each curve consists of m points in Rd, one
can construct in Õ(n4dm2d2+2d) time a data structure of size Õ(n4dm2d2+2d) that supports
nearest segment queries in O(log(nm)) time.
5 An Experimental Study
This section is related to the problem studied in Section 2.2: Given a curve C, preprocess it
for segment distance queries. We focus on the one-dimensional version, namely, given a curve
C = 〈p1, . . . , pm〉 on the line, construct a data structure that facilitates queries of the form:
given a segment s = ab on the line, return the dynamic time warping distance, ddtw(s, C),
between s and C. For a query segment, the main difficulty in computing ddtw(s, C) is to
determine the right partition of C into a prefix, which is matched to a, and a suffix, which
is matched to b. Our goal is therefore to get a better idea of the relationship between the
query segment and the right partition of C. In particular, is there an underlying geometric
structure which is simple enough and may prove useful?
To this end, we have written a program that generates a random curve C consisting of
m points in the range [0, 100], where m is a parameter of the program. Next, the program
generates a large number of random segments in the range [−50, 150]. For each such segment
s = ab, the program first finds the index j, 1 ≤ j ≤ m− 1, such that, using the notation of




i=j+1 |pi− b|, and then assigns the color
j to the point (a, b) of the square S := [−50, 150]× [−50, 150]. The output of the program
is thus a coloring of a large number of points in S, see Figures 2 and 3; 300,000 random
segments were generated for each diagram and thus 300,000 points are colored.
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(a) C = 〈37, 86, 62, 51, 2〉. (b) C = 〈47, 73, 11, 53, 40〉.
Figure 2 The maps obtained from two runs with m = 5.
(a) C = 〈91, 21, 34, 58, 21, 70, 42, 92, 5, 65〉. (b) C = 〈44, 69, 12, 52, 87, 30, 59, 6, 99, 13〉.
Figure 3 The maps obtained from two runs with m = 10.
Consider, for example, Figure 2a, which shows the map that was obtained for the curve
C = 〈37, 86, 62, 51, 2〉. Based on this map, it appears that for the query segment s = (25, 60)
the color that would be assigned to s is blue, which corresponds to j = 1, and indeed in this
case ddtw(s, C) = f1(25, 60).
Our experiments suggest that there may exist some underlying Voronoi-diagram–like
structure, with some nice properties, that can be used for efficient handling of segment queries.
It would therefore be interesting to continue the research in this direction. A moderately
brave conjecture would be that the complexity of the resulting diagram is near linear in m; a
much larger O(m3) bound follows from our argument in Section 2.2.
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