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V delu opišite algoritem UMAP [19], ki se je izkazal kot eden uspešnih novejših algo-
ritmov za analizo visokodimenzionalnih podatkov. Ideja algoritma temelji na dveh
znanih predpostavkah. Prva je, da visoko dimenzionalni podatki v ambientnem pro-
storu ležijo na ali blizu mnogoterosti nižje dimenzije, druga pa, da zajeti podatki
predstavljajo vzorec točk, ki je enakomerno porazdeljen na svoji domeni. UMAP
sodi med algoritme topološke analize podatkov [6], ki na podatkih praviloma zgra-
dijo topološki objekt in obravnavajo njegove topološke lastnosti. Iz danega vzorca
točk domeno rekonstruira v obliki mehke simplicialne množice [27], to pa projicira
v prostor nižje dimenzije tako, da se njena oblika, in posledično povezave med po-
datkovnimi točkami, čim manj pokvarijo.
Predstavite pojme teorije kategorij [10, 15, 24], ki vodijo do kategorične defini-
cije mehkih simplicialnih množic, in njihovo geometrijsko realizacijo, ki predstavlja
povezavo s topološkimi modeli za aproksimacijo podatkovne domene. Opišite vlogo
simplicialnih množic v algoritmu UMAP in natančno predstavite delovanje algo-
ritma.
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Aproksimacija mnogoterosti z mehkimi simplicialnimi množicami in
njena implementacija v algoritmu UMAP
Povzetek
Motivacija zaključnega dela izvira iz algoritma UMAP (ang. “Uniform Mani-
fold Approximation and Projection”) za zmanjševanje dimenzij, ki so ga leta 2018
v svojem članku [19] predstavili L. McInnes, J. Healy in J. Melville. Obravnavali
bomo njegovo interpretacijo kot poseben primer uporabe mehkih simplicialnih mno-
žic za aproksimacijo mnogoterosti, ki ga ločuje od drugih metod s področja učenja
mnogoterosti. Do definicije mehkih simplicialnih množic bomo prišli s postopnim
posploševanjem pojma simplicialnega kompleksa, pri čemer bomo vseskozi upora-
bljali jezik teorije kategorij. Aproksimacijo mnogoterosti podatkov bomo opisali s
posplošitvijo funktorjev singularne množice in geometrijske realizacije za kategorijo
omejenih mehkih simplicialnih množic Fin-sFuzz in kategorijo končnih razširje-
nih psevdometričnih prostorov FinEPMet ter predstavili njeno implementacijo v
algoritmu UMAP.
Manifold Approximation with Fuzzy Simplicial Sets and its
Implementation in the UMAP Algorithm
Abstract
The motivation of the work stems from the dimensionality reduction algorithm
UMAP (“Uniform Manifold Approximation and Projection” Algorithm) which was
introduced in 2018 by L. McInnes, J. Healy and J. Melville in [19]. We will address
its interpretation as a special case of manifold approximation using fuzzy simplicial
sets, which sets it appart from the other manifold learning methods. The definition
of a fuzzy simplicial set will arise by gradual generalization of simplicial complexes,
using the language of category theory. By generalization of the singular set and geo-
metric realization functors to the categoriess Fin-sFuzz of bounded fuzzy simplicial
sets and FinEPMet of finite extended pseudo-metric spaces we will describe the
manifold approximation in a functorial way and discuss its implementation in the
UMAP algorithm.
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Z napredkom tehnologije, ko je digitalizacija storitev postala trend in se vse večji del
našega življenja odvija z roko v roki z objavami na spletu, količina in raznovrstnost
podatkov, ki jih generiramo, strmo naraščata. Poleg tega se vse pogosteje srečujemo
s težavami povezanimi z njihovo velikostjo. Zaradi odvisnosti časovne zahtevnosti
od dimenzije podatkov je analiza visokodimenzionalnih podatkov časovno zamudna,
za njihovo shranjevanje potrebujemo veliko prostora in jih, čim je njihova dimenzija
večja od 3, težko prikažemo v grafični obliki. Pri analizi visokodimenzionalnih podat-
kov lahko s tem, da zavržemo informacije, ki ne vplivajo bistveno na rezultat, analizo
močno pospešimo in hkrati razširimo nabor metod, ki jih lahko uporabimo. Metode,
s katerimi podatkovno množico projiciramo v prostor nižje dimenzije, imenujemo
metode zmanjševanja dimenzij. V grobem jih delimo na linearne, kot je na primer
PCA (ang. “Principal Component Analysis”, [26]), in nelinearne, med katere spadajo
lokalno-linearana vložitev (LLE, ang. “Locally-Linear Embedding”, [25]), Laplaceove
lastne preslikave (ang. “Laplacian eigenmaps”, [4]), stohastična vložitev sosedov s
t-porazdelitvijo (t-SNE, ang. “t-distributed Stochastic Neighbor Embedding”, [17])
in UMAP (ang. “Uniform Manifold Approximation and Projection”, [19]). Neka-
tere izmed nelinearnih metod – med njimi tudi algoritem UMAP – temeljijo na
predpostavki (znani pod imenom Hipoteza o mnogoterosti, ang. “Manifold Assump-
tion”, [16]), da visokodimenzionalni podatki, ki jih pridobimo z opazovanjem real-
nega sveta, ležijo na mnogoterosti nižje dimenzije. Mnogoterost skušajo identificirati
s pomočjo intrinzičnih lastnosti, na katere lahko sklepajo iz končne množice podat-
kov, vzorčene iz njene okolice. Te metode uvrščamo na področje imenovano učenje
mnogoterosti (ang. “Manifold Learning”, [32]). Algoritem UMAP k učenju mnogote-
rosti pristopi z uporabo metod topološke analize podatkov [6]. Mnogoterost, na kateri
predpostavlja, da podatki ležijo, poskuša aproksimirati z mehko simplicialno mno-
žico in na podlagi aproksimacije z metodami strojnega učenja išče ustrezno vložitev
podatkov v nižje-dimenzionalni prostor. Največja prednost algoritma je, da je glede
na kakovost rezultatov veliko hitrejši od primerljivih metod in manj občutljiv na
velikost vhodnih podatkov [28]. Kot novejša metoda je v zadnjih letih vzbudil veliko
zanimanja. Največ primerov uporabe najdemo v biomedicini [3, 2, 5, 9, 23], v [1] pa
lahko preberemo o vplivih uporabe algoritma UMAP v postopku predobdelave na
kakovost grupiranja podatkov (ang. “clustering”).
Delo bomo v poglavju 2 začeli z obravnavo teorije predsnopov, med katere spa-
dajo tudi simplicialne množice. Posebno pozornost bomo namenili Yonedovi lemi in
Izreku o gostoti, ki podata izražavo poljubnega predsnopa z reprezentabilnimi funk-
torji. Pristop k aproksimaciji mnogoterosti bo temeljil na standardnem postopku
topološke analize podatkov, ki ga bomo opisali v poglavju 3. Definirali bomo simpli-
cialne komplekse in predstavili različne načine konstrukcije na podatkovnih množi-
cah. Podali bomo Izrek o živcu, ki je glava motivacija za uporabo metod topološke
analize podatkov pri aproksimaciji. V želji po opisu simplicialnih kompleksov v je-
ziku teorije kategorij bomo v poglavju 4 obravnavali njihovo posplošitev – simplici-
alne množice. Njihova kategorična definicija nam bo omogočila, da zanje uporabimo
Yonedovo lemo in Izrek o gostoti ter poljubno simplicialno množico predstavimo
kot kolimito standardnih simpleksov. Aproksimacijo topoloških prostorov s simpli-
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cialnimi množicami bomo podali s funktorjema singularne množice in geometrijske
realizacije. V poglavju 5 bomo aproksimacijo poskusili prilagoditi za uporabo na po-
datkovnih množicah. Pri tem bomo naleteli na nekaj težav povezanih s pojmovanjem
razdalje na mnogoterosti, ki jih bomo rešili z obravnavanjem kategorije razširjenih
psevdometričnih prostorov in kategorije omejenih simplicialnih množic. Sledili bomo
zapisom v [19, 27], kjer za omenjeni kategoriji posplošijo funktorja geometrijske re-
alizacije in singularne množice. Ker bomo v njihovi konstrukciji našli napako, ki jo
bomo tudi podprli s protiprimerom, bomo definicijo funktorjev omejili na kategorijo
končnih razširjenih psevdometričnih prostorov in kategorijo omejenih mehkih simpli-
cialnih množic. Zaključili bomo v poglavju 6, kjer se bomo osredotočili na algoritem
UMAP.
V delu bomo nemalokrat privzeli, da poznamo osnovne pojme in ugotovitve do-
ločenih področij. V primerih, ko poznavanje področja ni bistveno za razumevanje
dela, se bomo sklicali na literaturo, v primeru teorije kategorij, kjer brez samozave-
stne uporabe definicije kategorije, funktorja in naravne transformacije ne moremo,
pa naj kot vir služi priloga A. Dokaz Yonedove leme bomo, čeprav je zanimiv in
poučen, zaradi njegove obsežnosti podali v prilogi B.
2 Predsnopi na lokalno malih kategorijah
Skozi celotno delo bomo uporabljali jezik teorije kategorij za opisovanje matema-
tičnega ozadja algoritma UMAP, zato v tem poglavju navedemo nekaj definicij in
izrekov. Privzeli bomo, da smo seznanjeni z osnovnimi pojmi teorije kategorij, kot so
kategorija, funktor in naravna transformacija, ki smo jih sicer definirali v prilogi A.
V celotnem poglavju se pri vpeljavi definicij in izrekov se zgledujemo po [15].
2.1 Limite in kolimite
Limite in kolimite so zelo pomembne konstrukcije v teoriji kategorij, saj posplošujejo
mnoge druge pojme, ki se pojavljajo v različnih vejah matematike (kot so na primer
produkti, koprodukti, unije, preseki, minimumi, maksimumi, . . . ). Kot v [15] njihovo
definicijo podamo prek pojmov diagrama, stožca in kostožca.
Vseskozi naj bo C poljubna kategorija, I pa mala kategorija, ki bo služila kot
indeksna kategorija.
Definicija 2.1. Funktor D : I → C imenujemo diagram oblike I v kategoriji C.
Definicija 2.2. Stožec na diagramu D : I → C je objekt C ∈ Ob C skupaj s tako










komutira. Objekt C imenujemo vrh stožca.
Opomba 2.3. Diagram 2.1 v definiciji stožca je narisan za kovarianten diagram D.
Če je D kontravarianten, morfizem D(ω) poteka v drugi smeri.
Opomba 2.4. Stožec na diagramu D : I → C z vrhom v C ∈ Ob C si lahko
predstavljamo kot naravno transformacijo med diagonalnim funktorjem ∆C (defi-
niranim kot v primeru A.11) in diagramom D. Če za poljubno naravno transforma-








Pri definiciji dualnega pojma kostožca, si bomo pomagali z nasprotnim funktor-
jem (ki je definiran v primeru A.15) diagrama D : I → C.
Definicija 2.5. Kostožec na diagramu D : I → C je stožec na nasprotnem dia-
gramu Dop : Iop → Cop.
Opomba 2.6. Definicija 2.5 ima enostavnejšo interpretacijo. Če predpostavimo,
da je D kovarianten diagram, je kostožec tak objekt C ∈ Ob C skupaj z družino









komutira. Obstaja tudi različica diagrama 2.3 za kontravarianten diagram D, v
katerem morfizem D(ω) deluje v nasprotni smeri.
Opomba 2.7. Tudi kostožec na diagramu D : I → C si lahko predstavljamo kot
naravno transformacijo, tokrat med diagramom D in diagonalnim funktorjem ∆(C),
kjer je C vrh stožca.
Limite in kolimite definiramo kot univerzalne stožce oziroma kostožce.
Definicija 2.8. Limita diagrama D : I → C je tak stožec
{lim D πI−→ D(I)}I∈Ob I ,
da za vsak drug stožec {C fI−→ D(I)}I∈Ob I obstaja enoličen morfizem
Φ : C → lim D,
pri čemer za vsak indeks I ∈ Ob I velja πI ◦ Φ = fI . Morfizme πI imenujemo
projekcije limite.
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Opomba 2.9. Predpostavimo, da limita lim D obstaja. Naj bosta za vse pare objek-












ki kot enega od morfizmov vsebujeta Dω, komutativna. Potem po definiciji obstaja
enoličen morfizem Φ : C → lim D, da vsi trikotniki v diagramu 2.4 komutirajo.
Opomba 2.10. Če na stožce v skladu z opombo 2.4 gledamo kot na naravne trans-
formacije, potem definicijo limite lahko podamo na ekvivalenten način, in sicer kot
tak objekt lim D ∈ Ob C (če obstaja), za katerega obstaja naravni izomorfizem
HomC(−, lim D) ∼=
nat
Hom[χop,C](∆−, D).
Definicija 2.11. Kolimita diagrama D : I → C je tak kostožec
{D(I) πI−→ colim D}I∈Ob I ,
da za vsak drug kostožec {D(I) fI−→ C}I∈Ob I obstaja enoličen morfizem
Φ : colim D → C,
pri čemer za vsak indeks I ∈ Ob I velja Φ ◦ πI = fI . Morfizme πI imenujemo
projekcije kolimite.
Opomba 2.12. Če na kostožec v sladu z opombo 2.7 gledamo kot na naravno trans-
formacijo, kolimito lahko definiramo kot tak objekt colim D ∈ Ob C (če obstaja),




Opomba 2.13. Predpostavimo, da kolimita colim D obstaja in vsebino njene de-
finicije ponazorimo z diagramom. Naj bosta za vse pare objektov I, J ∈ Ob I in
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ki kot enega od morfizmov vsebujeta Dω, komutativna. Potem po definiciji obstaja
enoličen morfizem Φ : C → lim D, da vsi trikotniki v diagramu 2.5 komutirajo.
Kot je običajno za univerzalne objekte, so limite in kolimite diagramov (če ob-
stajajo) enolično določene.
2.2 Reprezentabilni funktorji in Yonedova lema
V tem poglavju bomo obravnavali pomemben primer funktorjev, ki jih imenujemo
reprezentabilni funktorji. Zanimajo nas predvsem zato, ker povezujejo poljubno kate-
gorijo s kategorijo množic. Začeli bomo z njihovo definicijo in obravnavali Yonedovo
vložitev, ki poljubnemu objektu lokalno male kategorije priredi reprezentabilni funk-
tor. Za konec bomo podali Yonedovo lemo, ki je eden glavnih izrekov tega dela. Njen
dokaz izpeljemo v prilogi B.
Ker bomo v poglavju vseskozi obravnavali hom-funktorje (definicija v prilogi A
v primeru A.16), predpostavimo, da je kategorija C lokalno mala.
Definicija 2.14. Kovarianten (ali kontravarianten) funktor F : C → Set je repreze-
natabilen, če obstaja naravni izomorfizem
Φ : HomC(A,−) ∼=
nat
F
(Φ : HomC(−, A) ∼=
nat
F za kontravarianten F )
za neki objekt A ∈ Ob C. Paru (A,Φ) pravimo reprezentacija funktorja F .
Opomba 2.15. Reprezentabilni funktorji so po definiciji naravno izomorfni hom-
funktorjem, zato bomo v nadaljevanju pri izpeljevanju lastnosti reprezentabilnih
funktorjev obravnavali le hom-funktorje.
Hom-funktorji so pomembni še posebej zato, ker nam dajejo neke vrste vložitev
poljubne lokalno male kategorije C v kategorijo množic. Družina teh “vložitev” je rela-
tivno velika, saj za vsak objekt A ∈ Ob C lahko definiramo njemu pripadajoč kontra-
variantni hom-funktor HomC(−, A) (in tudi kovariantni hom-funktor HomC(A,−)).
Prireditev kontravariantnih hom-funktorjev posameznim objektom lokalno male ka-
tegorije lahko povzamemo s funktorjem, ki ga imenujemo Yonedova vložitev.
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Definicija 2.16. Yonedova vložitev lokalno male kategorije C je funktor
Y : C → [Cop,Set]
C 7→ HomC(−, C) ∀C ∈ Ob C
f : 7→ εf ∀f ∈ HomC(C1, C2),
kjer je naravna transformacija εf : HomC(−, C1)⇒ HomC(−, C2) definirana kot
εfA : HomC(A,C1)→ HomC(A,C2)
ϕ 7→ f ◦ ϕ.
Opomba 2.17. Opazimo, da se poljuben morfizem f : C1 → C2 z Yonedovo vlo-
žitvijo slika v naravno transformacijo εf : HomC(−, C1) ⇒ HomC(−, C2). Yonedova
vložitev je torej kovarianten funktor.
Pomen reprezentabilnih funktorjev se v veliki meri skriva za izrekom, imenovanim
Yonedova lema. Govori o korespondenci reprezentabilnih funktorjev s poljubnim
funktorjem v kategorijo množic in nam daje močno orodje za raziskovanje tako
kategorij kot funktorjev.
Izrek 2.18 (Yonedova lema). Naj bo C lokalno mala kategorija in F : C → Set
kovarianten funktor. Potem so za vsak objekt A ∈ Ob C naravne transformacije med
funktorjema HomC(A,−) in F v bijektivni korespondenci z elementi F (A). Še več,
obstaja naravni izomorfizem
Nat(HomC(A,−), F ) ∼= F (A).
ki je naraven tako v A kot F .
Opomba 2.19. Yonedova lema ima tudi kontravariantno različico. Pove, da je
za kontravariantni funktor F (in ostalo kot prej) množica naravnih transformacij
med kontravariantnim funktorjem HomC(−, A) in funktorjem F naravno izomorfna
sliki F (A). Z enačbo to zapišemo kot
Nat(HomC(−, A), F ) ∼= F (A),
Izomorfizem je ponovno naraven tako v A kot v F .
Dokaz leme 2.18 je precej tehničen in dolg, zato ga podamo v prilogi B. Poteka
tako, da konstruiramo iskani naravni izomorfizem iz leme. Kot posledica konstrukcije
mora veljati enačba B.8, ki jo ponovimo tukaj.
Posledica 2.20. Naj bo η : HomC(A,−) =⇒ F naravna transformacija za nek
kovarianten funktor F : C → Set in objekt A ∈ Ob C. Potem velja
ηB(f) = (Ff) ◦ ηA(idA) (2.6)
za poljuben morfizem f : A→ B.
Opomba 2.21. Enačba 2.6 velja tudi kot posledica dokaza kontravariantne raz-
ličice Yonedove leme, kjer je η : HomC(−, A) =⇒ F naravna transformacija za
kontravarianten funktor F : Cop → Set, objekt A je kot prej, morfizem f pa deluje
v nasprotno smer (tj. f : B → A).
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2.3 Izrek o gostoti
Izrek o gostoti je pomembno orodje pri obravnavi predsnopov. Yonedovo lemo, ki
poda povezavo med osnovnimi gradniki (reprezentabilnimi funktorji) in poljubnim
predsnopom v kategoriji [Cop,Set], nadgradi z informacijo o tem, kako osnovne gra-
dnike “zlepimo” v poljuben predsnop.
Za predsnope lahko konstruiramo poseben primer kategorije imenovan kategorija
elementov.
Definicija 2.22. Naj bo F predsnop na mali kategoriji C. Kategorijo E(F ), katere
razred objektov in razrede morfizmov podamo kot
Ob E(F ) = {(U, x) | U ∈ Ob C, x ∈ F (U)}
HomE(F)((U, x), (V, y)) = {f : U → V | (Ff)(y) = x},
imenujemo kategorija elementov.
Opomba 2.23. Kategorija elementov pride v paru s pozabljivim funktorjem
P : E(F )→ C,
ki objekt (U, x) ∈ Ob E(F ) slika v objekt U ∈ Ob C in ohranja razrede morfizmov.
Kategorijo elementov smo definirali, ker jo uporabimo v formulaciji Izreka o
gostoti.
Izrek 2.24 (Izrek o gostoti). Še vedno naj bo I mala kategorija in naj bo F predsnop
na I. Potem je F kolimita diagrama
E(F ) P−→ I Y−→ [Iop,Set],
kjer je E(F ) kategorija elementov iz definicije 2.22, P pozabljivi funktor in Y Yone-
dova vložitev.
Opomba 2.25. Izrek o gostoti enostavneje povedano pravi, da je vsak predsnop na
neki mali kategoriji kolimita reprezentabilnih funktorjev.
Dokaz: Najprej utemeljimo, da zaporedje
E(F ) P−→ I Y−→ [Iop,Set] (2.7)
res ustreza definiciji diagrama. To je res, saj iz dejstva, da je domena predsnopa F
mala kategorija, sledi, da je tudi kategorija elementov E(F ) mala. Opazimo še, da je
kompozitum P ◦Y kovarianten funktor, saj sta tako Yonedova vložitev kot pozabljivi
funktor kovariantna.
Če kolimita colim (Y ◦P ) ∈ [Iop,Set] diagrama Y ◦P obstaja, mora zanjo veljati
Hom[Iop,Set](colim (Y ◦ P ),−) ∼=
nat
Hom[E(F ),[Iop,Set]](Y ◦ P,∆−), (2.8)
kjer desna stran za izbran objekt A ∈ Ob [Iop,Set] označuje ravno kostožec na
diagramu Y ◦ P z vrhom v A. Dokazali bomo, da enačba 2.8 velja za predsnop F .
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Za poljuben objekt A ∈ Ob [Iop,Set] konstruirajmo kostožec na diagramu Y ◦P
z vrhom v A ∈ [Iop,Set]. To je taka družina morfizmov
{fI,x : (Y ◦ P )((I, x))→ A}(I,x)∈Ob E(F ),
da je za poljuben morfizem ω : J → I diagram
(Y ◦ P )(I, x)
A
(Y ◦ P )(J, F (ω)(x))
fI,x
fJ,F (ω)(x)
(Y ◦ P )(ω) (2.9)
komutativen. Ker vemo, kam se s kompozitumom Y ◦ P slikajo elementi katego-
rije E(F ), lahko družino morfizmov, ki tvorijo kostožec, zapišemo tudi kot
{fI,x : HomI(−, I)→ A}(I,x)∈Ob E(F ). (2.10)






HomI(−, ω) = εω (2.11)
Družina 2.10 je družina morfizmov v kategoriji predsnopov [Iop,Set], torej gre
v resnici za naravne transformacije. Za izbran objekt I ∈ Ob I nam Yonedova
lema (izrek 2.18) pove, da je množica naravnih transformacij med predsnopom
HomI(−, I) in predsnopom A naravno izomorfna množici A(I). Njen dokaz nam
poda celo predpis naravnega izomorfizma, ki naravni transformaciji fI,x predpiše
element (fI,x)I(idI) ∈ A(I). Označimo ga z yI,x. Če to naredimo za vse naravne
transformacije iz družine 2.10, dobimo družino
{yI,x}I∈Ob I, x∈F (I). (2.12)
Ker mora biti diagram 2.11 komutativen, mora obstajati tudi neka povezava med
elementoma yI,x ter yJ,F (ω)(x), ki sta prirejena naravnima transformacijama fI,x
ter fJ,F (ω)(x) iz diagrama. Kompozitum naravnih transformacij fI,x ◦ εω je naravna
transformacija HomI(−, J) =⇒ A, ki ji po Yonedovi lemi prav tako priredimo
element množice A(J). Ta element bo enak




kjer pri prehodu iz prve v drugo vrsto računa uporabimo enačbo 2.6. Ker je dia-
gram 2.11 komutativen, morata biti elementa A(J) prirejena naravnima transfor-
macijama fJ,F (ω)(x) in fI,x ◦ εω enaka. Veljati mora torej enačba
(Aω)(yI,x) = yJ,(Fω)(x). (2.13)
Za vsak objekt I ∈ Ob I definirajmo preslikavo αI s predpisom
αI : F (I)→ A(I)
x 7→ yI,x.
Družina 2.12 nam potem porodi družino {F (I) αI−→ A(I)}I∈I takih funkcij, da za
vsak morfizem ω : J → I in vsak x ∈ F (I) velja
(Aω)(αI(x)) = αJ((Fω)(x)).
Družina α = {αI}I∈I , ki smo jo dobili, zato ustreza definiciji naravne transformacije
med funktorjema F in A. Poljubnemu kostožcu (z vrhom v A) smo priredili naravno
transformacijo α : F =⇒ A. Pri tem smo ohranjali naravnost in nikjer nismo
naredili nobene izbire. Velja torej
Hom[E(F ),[Iop,Set]](Y ◦ P,∆−) ∼=
nat
Hom[Iop,Set](F,−),
zato je predsnop F kolimita diagrama Y ◦ P.
3 Aproksimacija mnogoterosti s simplicialnimi
kompleksi
V tem poglavju bomo obravnavali osnovne konstrukcije računske in algebraične to-
pologije, s katerimi kompleksno strukturo topološkega prostora predstavimo s kom-
binatoričnimi približki.
Poglavje bomo začeli v razdelku 3.1 z definicijami nekaj osnovnih pojmov topo-
loške analize podatkov, kot so simpleksi in simplicialni kompleksi, ter nadaljevali v
razdelku 3.2 z opisom različnih načinov, kako jih konstruiramo na množici podat-
kov. Pri tem se bomo opirali na zapise v [33, 6, 11]. Po zgledu [18] bomo podali
Izrek o živcu, ki nam pove, pod kakšnimi pogoji konstruirani simplicialni kompleks
predstavlja dobro aproksimacijo topološkega prostora.
3.1 Simplicialni kompleksi
Za analizo topoloških prostorov je zelo pomembno, da jih znamo predstaviti na
enostavnejši način. Za to lahko uporabljamo simplicialne komplekse, na katere lahko
gledamo kot na kombinatorične opise topološkega prostora.
Definicija 3.1. Naj bo X = {x0, x1, . . . , xk} poljubna družina afino neodvisnih točk
v prostoru Rn za nek n ≥ k. Konveksno ovojnico množice X
Ck(X) = Ck(x0, x1, . . . , xk) = {
k∑
i=0
αixi | ∀i.αi ∈ [0, 1],
k∑
i=1
αi = 1}. (3.1)
imenujemo k-simpleks na množici X.
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Število k imenujemo dimenzija simpleksa, točke x0, x1, . . . , xk pa oglišča simple-
ksa. Simpleksi nižjih dimenzij, prikazani na sliki 1, so točke (k = 0), daljice (k = 1),
trikotniki (k = 2) in tetraedri (k = 3), v višjih dimenzijah pa na simplekse lahko
gledamo kot na posplošitve trikotnikov. Kot lahko opazimo, se nižje-dimenzionalni
simpleksi pojavljajo v višje-dimenzionalnih, na primer dve točki kot krajišči daljice,
tri daljice kot robovi trikotnika in tako naprej.
Slika 1: Primeri simpleksov dimenzij od 0 in 3: točka, daljica, trikotnik in tetraeder.
Vir: [29].
Definicija 3.2. Naj bo σ k-simpleks in V = {x0, x1, . . . , xk}množica njegovih oglišč.
Simpleks definiran na podmnožici {y0, y1, . . . , yn} ⊆ V množice oglišč imenujemo n-
lice simpleksa σ. Za krajšo notacijo uporabljamo oznako τ ≤ σ.
Opomba 3.3. Licem k-simpleksa dimenzije je k − 1 rečemo glavna lica.
Iz definicije simpleksa (3.1) sledi, da je vsak k-simpleks zaprta in omejena (torej
tudi kompaktna) podmnožica Rn za n ≥ k. Še več: vsak k-simpleks je homeomorfen
enotski krogli v Rk. To pomeni, da s simpleksi lahko aproksimiramo le preproste
oblike. Zato jih uporabimo kot osnovne gradnike v bolj zapletenih konstrukcijah, ki
jih imenujemo simplicialni kompleksi.
Definicija 3.4. Simplicialni kompleks K je množica simpleksov, ki ustrezajo nasle-
dnjima zahtevama:
1. Vsako lice poljubnega simpleksa v simplicialnemu kompleksu K je tudi samo
simpleks v K.
2. Naj bosta σ1 in σ2 poljubna simpleksa v K. Če se sekata, potem je njun presek
σ1 ∩ σ2 lice simpleksov σ1 in σ2 ter je simpleks v K.
Slika 2 prikazuje primer simplicialnega kompleksa. Ker nikjer v definiciji 3.4 ne
zahtevamo, da mora biti simplicialni kompleks povezan, ima lahko več povezanih
komponent. Kot dimenzijo simplicialnega kompleksa definiramo najvišjo izmed di-
menzij simpleksov, ki ga sestavljajo. Unija simpleksov končnega simplicialnega kom-
pleksa je kompaktna podmnožica prostora Rn, ki jo označujemo s |K| in imenujemo
telo simplicialnega kompleksa K.
Definicija 3.4 je geometrične narave. Navezuje se na definicijo 3.1, v kateri so
oglišča simpleksa točke vložene v prostor z dodatno zahtevo o afini neodvisnosti.
Tak kompleks K ⊂ Rn lahko podamo z množico oglišč V = {v0, v1, . . . , vm} ⊂ Rn in
množico S, v kateri kot elementi nastopajo vse množice oglišč, ki napenjajo simplekse
v K.
Pogosto želimo s simplicialnimi kompleksi aproksimirati mnogoterost le do ho-
meomorfizma natančno. V tem primeru geometrijske simplicialne komplekse lahko
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Slika 2: Primer 3-dimenzionalnega simplicialnega kompleksa. Vir: [30]
razdelimo na ekvivalenčne razrede za relacijo homeomorfnosti in mnogoterost apro-
ksimiramo z enim od razredov. S tem ohranimo vse informacije o strukturi, zane-
marimo pa vložitev kompleksa v prostor. To nas motivira k vpeljavi abstraktnega
simplicialnega kompleksa.
Definicija 3.5. Abstraktni simplicialni kompleks K na množici V je družina pod-
množic množice V , za katero velja
∀F ∈ K. G ⊂ F =⇒ G ∈ K.
Množice F ∈ K imenujemo abstraktni simpleksi, njihovim podmnožicam G ⊂ F
pa lica abstraktnega simpleksa F . Dimenzijo abstraktnega simpleksa F definiramo
kot dim(F ) = |F | − 1. Dimenzijo abstraktnega simplicialnega kompleksa definiramo




Primer 3.6 (Kompleks klik grafa). Na neusmerjenem grafu G = (V,E) lahko defi-
niramo (abstraktni) simplicialni kompleks kot
K = {C ⊆ V ; C je klika v grafu G}.
Imenujemo ga kompleks klik grafa G. 
Znotraj danega simplicialnega kompleksa lahko najdemo manjše primere simpli-
cialnih kompleksov.
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Definicija 3.7. Naj bosta K in L poljubna simplicialna kompleksa. Če zanju kot za
množici velja L ⊆ K, potem L imenujemo simplicialni podkompleks kompleksa K.
Relacijo označimo z L ⊆ K.
Definicija 3.8. Simplicialni podkompleks kompleksa K, ki vsebuje vse simplekse
dimenzije manjše ali enake n, imenujemo n-skelet kompleksa K in ga označimo K(n).
Smiselna definicija preslikav na simplicialnih kompleksih zagotavlja, da preslikave
ohranjajo kombinatorično strukturo.
Definicija 3.9. Simplicialna preslikava f : K → L med simplicialnima kom-
pleksoma K in L množico oglišč {vi} kompleksa K slika v podmnožico {f(vi)}
oglišč kompleksa L, pri tem pa vsak simpleks {vi0 , vi1 , . . . , vik} ∈ K slika v sim-
pleks {f(vi0), f(vi1), . . . , f(vik)} ∈ L.
Opomba 3.10. Nikjer v definiciji ne zahtevamo, da morajo biti oglišča simple-
ksa {f(vi0), f(vi1), . . . , f(vik)} nujno različna. Simplicialne preslikave torej lahko zni-
žajo dimenzijo simpleksov. Primer takšne simplicialne preslikave je recimo konstan-
tna preslikava.
Primer 3.11 (Enostaven primer simplicialne preslikave). Definirajmo simplicialna
kompleksa K in L kot
K = 〈{k0, k1, k2}, {k0, k2, k3}, {k2, k4}〉
L = 〈{l0, l1, l2}, {l1, l3}, {l1, l4}〉,
kjer znotraj oklepajev 〈·〉 naštejemo zgolj simplekse, ki niso lica večjim simpleksom.
Simplicialno preslikavo
f : {k0, k1, k2, k3, k4} → {l0, l1, l2, l3, l4}
potem lahko definiramo na več načinov. Če recimo ne želimo znižati dimenzije no-
benega simpleksa, lahko simplicialno preslikavo podamo kot
f : k0 7→ l0, k1 7→ l2, k2 7→ l1, k3 7→ l2, k4 7→ l3.
Preslikava, ki nekatere dimenzije ohrani, nekaterih pa ne, je recimo
f : k0 7→ l0, k1 7→ l2, k2 7→ l1, k3 7→ l1, k4 7→ l2.

Med abstraktnimi in geometrijskimi simplicialnimi kompleksi obstaja povezava.
Precej očitno je, da iz vsakega geometrijskega simplicialnega kompleksa, čim zanema-
rimo informacijo o vložitvi v prostor, dobimo abstraktni simplicialni kompleks. Velja
pa je tudi obratno: Izrek o geometrijski realizaciji abstraktnih simplicialnih komple-
ksov [8] pove, da lahko vsak abstraktni simplicialni kompleks vložimo v Evklidski
prostor dovolj visoke dimenzije. Od sedaj naprej bomo obravnavali le abstraktne
simplicialne komplekse.
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3.2 Simplicialni kompleksi na podatkovnih množicah
Naj bo d poljubna metrika na prostoru Rn. Recimo, da imamo podano končno
množico točk P ⊆ Rn, ki smo jo zajeli iz neke mnogoterosti A ⊆ Rn. Odkriti želimo,
ali lahko iz množice P sklepamo na kakšne topološke lastnosti mnogoterosti A. V
ta namen na množici P zgradimo simplicialni kompleks. To lahko naredimo na več
načinov. Tu bomo opisali Čehov in Vietoris-Ripsov kompleks.
Definicija 3.12. Naj bo P končna množica točk prostoru Rn in ε > 0 poljuben
parameter. Čehov kompleks Čε(P ) je abstrakten simplicialni kompleks definiran na
naslednji način:
Čε(P ) = {σ ⊂ P ;
⋂
x∈σ
Bε(x, ε) 6= ∅}.
Za lažjo predstavo o tem, katere podmnožice F ⊆ P napenjajo simplekse v
Čehovem kompleksu, si pomagamo z ekvivalentno definicijo. Ob fiksnem radiju ε
okoli vsake točke p ∈ P konstruiramo kroglo B(p, ε). Potem točke podmnožice F ⊆ P




Opomba 3.13. Ekvivalentno si lahko mislimo, da podmnožica F ⊆ P napenja
simpleks v Čε(P ), če jo pokrije neka krogla radija ε.
Slika 3: Primer konstrukcije Čehovega kompleksa na treh točkah.
Zelo podobno kot Čehov kompleks definiramo tudi Vietoris-Ripsov kompleks,
katerega prednost je, da je njegova konstrukcija računsko manj zahtevna.
Definicija 3.14. Naj bo P končna množica točk v prostoru Rn in ε > 0 poljuben
parameter. Vietoris-Ripsov kompleks VRε(P ) je abstrakten simplicialni kompleks,
katerega oglišča so elementi množice P , simpleksi pa so vse podmnožice F ⊆ P , za
katere velja
diam(F ) ≤ 2ε.
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Opomba 3.15. Z diam(F ) označujemo največjo razdaljo med poljubnima elemen-
toma množice F . Zahteva, da mora biti diam(F ) ≤ 2ε, torej pomeni, da morajo biti
vsi pari točk v F med seboj paroma oddaljeni manj kot 2ε, da F napenja simpleks
v VRε(P ).
Točke podmnožice F ⊆ P napenjajo simpleks v VRε(P ) natanko tedaj, ko se
za poljuben par točk p1, p2 ∈ F njuni ε-krogli B(p1, ε) in B(p2, ε) med seboj sekata.
To pomeni, da za poljubno podmnožico F ⊆ P že iz 1-skeleta znamo povedati, ali
napenja simpleks v VRε(P ). To je največja računska prednost Vietoris-Ripsovega
kompleksa.
Slika 4: Primer konstrukcije Vietoris-Ripsovega kompleksa na treh točkah.
Če definiciji podamo s pomočjo krogel B(p, ε) za p ∈ P , je razlika med Čehovim
in Vietoris-Ripsovim kompleksom očitna. Za to, da točke podmnožice F ⊆ P nape-
njajo simpleks v VRε(P ), je dovolj, da se krogle okoli njih sekajo le paroma. Sliki 3
in 4 prikazujeta primer, ko se Čehov in Vietoris-Ripsov kompleks na isti množici
podatkov in z enakim parametrom ε razlikujeta.
Konstrukciji se torej razlikujeta v tem, da je kriterij, kdaj točke napenjajo sim-
pleks, manj strog v primeru Vietoris-Ripsovega kompleksa. Zato je očitno, da za
fiksen parameter ε velja
Čε(P ) ⊆ VRε(P ), (3.2)
kar je opazno tudi na slikah 3 in 4. Podobno lahko tudi Vietoris-Ripsov kompleks
predstavimo kot podkompleks Čehovega kompleksa ustreznega parametra ε. Natanč-
neje, velja
VRε(P ) ⊆ Č2ε(P ). (3.3)
To je enostavna posledica dejstva, da so oglišča {v0, v1, . . . , vn}, ki tvorijo n-simpleks
v VRε(P ) paroma oddaljena za manj kot 2ε in zato jih krogla B(v0, 2ε) vsa vsebuje.
3.2.1 Izrek o živcu
V tem razdelku bomo definirali posplošitev Čehovega kompleksa: abstraktni sim-
plicialni kompleks, ki ga imenujemo živec. Za živce velja pomemben izrek, Izrek o
živcu, s katerim bomo zaključili razdelek.
Naj bo I indeksna množica in {Ui}i∈I družina odprtih množic topološkega pro-
stora X. Na taki družini lahko definiramo abstraktni simplicialni kompleks.
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Definicija 3.16. Živec N na družini U = {Ui}i∈I je množica podmnožic indeksne




Opomba 3.17. Kadar želimo poudariti, na kateri družini odprtih množic U smo
zgradili živec, raje uporabljamo oznako N (U).
Primer 3.18. Pomemben primer živca, ki smo ga že spoznali, je Čehov kompleks. Če
zgradimo živec na družini odprtih krogel {B(p, ε)}p∈P (v prostoru Rn z metriko d),
dobimo ravno Čehov kompleks za izbrani parameter ε. 
V splošnem ne moremo z gotovostjo trditi, da bo živec imel podobne topološke
lastnosti, kot prostor X. Prav zato je Izrek o živcu tako pomemben. Zagotavlja
nam, da sta živec N in prostor X homotopsko ekvivalentna, čim zadostimo nekaj
osnovnim predpostavkam.
Izrek 3.19 (Izrek o živcu). Naj bo N živec na družini U = {Ui}i∈I odprtih množic
prostora X. Če za vsako podmnožico σ ⊆ I presek
⋂
i∈σ Ui prazen ali kontraktibilen,
je živec N (U) homotopsko ekvivalenten uniji
⋃
i∈I Ui.
Dokaz izreka 3.19 se nahaja v [18]. Še posebej uporabni sta naslednji posledici.
Posledica 3.20. Naj bo U = {Ui}i∈I odprto pokritje prostora X, za katerega je
presek
⋂
i∈σ Ui prazen ali kontraktibilen za vsako podmnožico σ ⊆ I. Potem je ži-
vec N (U) homotopsko ekvivalenten prostoru X.
Posledica 3.21 (Izrek o živcu za Čehov kompleks). Čehov kompleks Čε(P ) na
končni množici točk P ⊂ Rn je homotopsko ekvivalenten uniji krogel⋃
p∈P
B(p, ε).
Posledici 3.20 in 3.21 iz izreka 3.19 očitno sledita.
4 Aproksimacija topoloških prostorov s simplicial-
nimi množicami
Simplicialne komplekse, opisane v poglavju 3, bomo ustrezno posplošili in v razvito
teorijo postopoma vpeljali jezik teorije kategorij. Obravnavali bomo simplicialne
množice ter opisali, kako z njimi aproksimiramo topološki prostor. Pri vpeljavi poj-
mov sledimo [10, 24, 13].
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4.1 Urejeni simplicialni kompleksi in kategorija simpleksov
V poglavju 3.1 smo iz geometrijske definicije simplicialnega kompleksa prešli na ab-
straktno, ki jo bomo v tem poglavju še nekoliko preuredili in uvedli pojem urejenega
simplicialnega kompleksa. Poglavje bomo zaključili z definicijo kategorije simpleksov,
ki je najpomembnejši primer kategorije v tem delu.
Definicija 4.1. Urejeni simplicialni kompleks K je abstraktni simplicialni kompleks,
katerega množica oglišč V je linearno urejena.
Opomba 4.2. Relacijo linearne urejenosti na množici oglišč V označujemo s stan-
dardno oznako ≤.
Če je K urejeni simplicialni kompleks, potem relacija linearne urejenosti ≤ na
podmnožice, ki napenjajo simplekse, inducira orientacijo. Simpleks, ki ga napenja
množica {v1, v2, . . . , vn} (kjer je vi ≤ vj za i < j), označimo z [v1, v2, . . . , vn]. Še
posebej nas zanimajo standardni simpleksi, na katere lahko gledamo kot na osnovne
gradnike urejenih simplicialnih kompleksov.
Definicija 4.3. Standardni n-simpleks ∆n za poljuben n ∈ N0 je končna mno-
žica {0, 1, . . . , n}.
Opomba 4.4. Oglišča standardnega simpleksa so na naraven način opremljena z
relacijo linearne urejenosti ≤, zato je sam po sebi urejeni simplicialni kompleks.
Poseben pomen v teoriji urejenih simplicialnih kompleksov imajo monotone pre-
slikave. Na poljuben simpleks v urejenem simplicialnem kompleksu recimo lahko
gledamo kot na sliko standardnega simpleksa z neko monotono preslikavo. Še več, z
njihovo pomočjo na urejenih simplicialnih kompleksih definiramo pojem simplicialne
preslikave.
Definicija 4.5. Simplicialna preslikava na urejenih simplicialnih kompleksih med
urejenima simplicialnima kompleksoma K in L je simplicialna preslikava
f : K → L,
ki je monotona na množici oglišč K(0).
S pomočjo standardnih n-simpleksov in monotonih preslikav definiramo katego-
rijo simpleksov.
Definicija 4.6 (Kategorija simpleksov). Kategorijo ∆, katere objekti so standar-
dni n-simpleksi za vse n ∈ N0, razred morfizmov med ∆n in ∆m pa sestavljajo
monotone funkcije f : ∆n → ∆m, imenujemo kategorija simpleksov.
Opomba 4.7. Kot podkategorija kategorije množic, je kategorija simpleksov ∆
mala.
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Izpostavimo dva posebna tipa morfizmov v ∆: degeneracije in preslikave lic.
Degeneracije so družina preslikav, ki simpleks vložijo v simpleks ene dimenzije višje






j, za j < i
j + 1, za j ≥ i. (4.1)
Simpleksu ∆n−1 priredi glavno lice, v katerem se i ne pojavi kot oglišče. Če je
iz konteksta razvidno, na katerem simpleksu deluje degeneracija, lahko izpustimo
zgornji indeks in uporabimo oznako σi.
V nasprotju z degeneracijami, preslikave lic slikajo v simpleks nižje dimenzije.





j, za j ≤ i
j − 1, za j > i. (4.2)
Oglišči i in i + 1 se v simpleksu δ(n+1)i (∆n+1) torej slikata v isto oglišče. Ponovno
lahko, če je iz konteksta razvidna dimenzija domene, v notaciji izpustimo zgornji
indeks in uporabimo oznako δi.
Preslikave lic in degeneracije povezujejo nekatere lastnosti. Povzamemo jih s
simplicialnimi identitetami.
Trditev 4.8. Preslikave lic in degeneracije za vsak n ∈ N ustrezajo simplicialnim
identitetam:
1. δi ◦ δj = δj−1 ◦ δi za 0 ≤ i < j ≤ n,
2.
δi ◦ σj =

σj−1 ◦ δi, za 0 ≤ i < j ≤ n
id∆n , za i = j, j + 1
σj ◦ δi−1, za 1 ≤ j + 1 < i ≤ n,
3. σi ◦ σj = σj+1 ◦ σi za 0 ≤ i ≤ j ≤ n.
Dokaz: Vse simplicialne identitete lahko izpeljemo na podoben način, zato bomo
dokazali le prvo.
Predpostavimo torej, da je 0 ≤ i < j ≤ n. Potem enakost δi ◦ δj = δj−1 ◦ δi velja,
saj se predpisa za kompozitum δi ◦ δj
δi ◦ δj(a) =
{
δi(a), če je a ≤ j
δi(a− 1), če je j < a
=

a, če je a ≤ i
a− 1, če je i < a ≤ j
a− 2, če je j < a
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in kompozitum δj−1 ◦ δi
δj−1 ◦ δi(a) =
{
δj−1(a), če je a ≤ i
δj−1(a− 1), če je i < a
=

a, če je a ≤ i
a− 1, če je i < a in a− 1 ≤ j − 1
a− 2, če je i < a in j − 1 < a− 1
ujemata na vsakem delu definicijskega območja.
Trditev 4.9. Poljuben morfizem f ∈ Hom∆(∆m,∆k) lahko zapišemo kot kompozi-
tum preslikav lic in degeneracij.
Preden se lotimo dokaza trditve 4.9, na sliko morfizma f ∈ Hom∆(∆m,∆k)
poglejmo nekoliko drugače. Ker mora biti f monotona funkcija, za oglišča slike velja
f(0) ≤ f(1) ≤ . . . ≤ f(m) (≤ k).
Na sliko morfizma f v kategoriji simpleksov ∆ zato lahko gledamo kot na (ne nujno
strogo) naraščajoča zaporedja dolžinem elementov množice ∆k. Kot poseben primer
si oglejmo, kakšna zaporedja pripadajo preslikavam lic in degeneracijam. Poljubni
degeneraciji σ(n−1)i pripada zaporedje
0 ≤ 1 ≤ . . . i− 2 ≤ i− 1 ≤ i+ 1 ≤ i+ 2 ≤ . . . ≤ n− 1 ≤ n.
Vidimo, da gre v resnici za prištevanje enice členom, ki so večji ali enaki od i.
Podobno velja, da poljubni degeneraciji δ(n+1)i pripada zaporedje
0 ≤ 1 ≤ . . . i− 2 ≤ i− 1 ≤ i− 1 ≤ i ≤ . . . ≤ n− 2 ≤ n− 1,
zato jo obravnavamo kot odštevanje enice vsem členom, ki so večji ali enaki i.
Pri dokazu trditve 4.9 si bomo pomagali z naslednjo lemo.
Lema 4.10. Naj bo f : ∆m → ∆k nek fiksen morfizem in naj bo {ϕi}i∈∆m družina
morfizmov ϕi : ∆m → [(m− i) + f(i)], ki so podani z rekurzivnim predpisom
ϕi(j) =
{
f(j), za j ≤ i
ϕi(j − 1) + 1, za j > i.
Potem lahko ϕi za i ≥ 1 zapišemo kot kompozitum preslikav lic, degeneracij in
preslikave ϕi−1.
Dokaz: Recimo, da želimo trditev iz leme 4.10 dokazati za i. Sliki morfizma ϕi−1
ustreza zaporedje
f(0) ≤ f(1) ≤ . . . ≤ f(i− 1) ≤ f(i− 1) + 1 ≤
≤f(i− 1) + 2 ≤ . . . ≤ f(i− 1) +m− (i− 1).
(4.3)
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Morfizem ϕi−1 želimo komponirati s preslikavami lic in degeneracijami tako, da bo
dobljeni morfizem enak ϕi in njegovo pripadajoče zaporedje
f(0) ≤ f(1) ≤ . . . ≤ f(i− 1) ≤
≤ f(i) ≤ f(i) + 1 ≤ . . . ≤ f(i) +m− i.
(4.4)
Glede na to, kako se z morfizmom f slika oglišče i bomo ločili več primerov: ali velja
f(i− 1) = f(i), f(i− 1) + 1 = f(i) ali f(i− 1) + 1 < f(i).
Recimo, da je f(i−1) = f(i). Potem iz zaporedja 4.3 dobimo zaporedje 4.4 tako,
da vsem členom, ki so večji od f(i − 1) odštejemo število 1. Pomembno je opaziti,
da pri tem ne spreminjamo razlike f(j) − f(j − 1) med členi za j 6= i. Odštevanje




Ko je f(i− 1) + 1 = f(i), sta zaporedji 4.3 in 4.4 enaki, zato je ϕi = ϕi+1.
Če je f(i− 1) + 1 < f(i), potem zaporedje 4.4 iz zaporedja 4.3 dobimo tako, da
drugi vrstici prištevamo število 1, dokler i-ti člen ni enak f(i). Ponovno opazimo,
da pri tem ne spreminjamo razlike f(j) − f(j − 1) med členi za j 6= i. Prištevanje










Naj bo f : ∆m → ∆k poljuben morfizem. S pomočjo družine morfizmov {ϕi}i∈∆m iz
leme 4.10 bomo postopoma prilagajali našega kandidata za kompozitum, tako da se
bo z morfizmom f ujemal na vedno več ogliščih. Glavni korak dokaza bo, da najdemo
morfizem ϕ0, ki ga lahko zapišemo kot kompozitum preslikav lic in degeneracij ter
ustreza predpisu iz leme 4.10. To pomeni, da mu pripada zaporedje
f(0) ≤ f(0) + 1 ≤ · · · ≤ f(0) +m.


















f(0)−2 ◦ · · · ◦ σ
(m+2)





f(0)−2 ◦ · · · ◦ σ
(m+2)














f(0)−2 ◦ · · · ◦ σ
(m+3)





f(0)−2 ◦ · · · ◦ σ
(m+3)





f(0)−2 ◦ · · · ◦ σ
(m+3)
2 (i+ 2)
= . . .
= σ
(m+f(0))
f(0)−1 (i+ f(0)− 1)
=
{
i+ f(0)− 1, za i+ f(0)− 1 < f(0− 1)
i+ f(0), za i+ f(0)− 1 ≥ f(0− 1)
= i+ f(0).
Iz računa je razvidno, da res dobimo zaporedje
f(0) ≤ f(0) + 1 ≤ . . . ≤ f(0) +m.
Če lemo 4.10 uporabimo rekurzivno, sledi, da je morfizem ϕm iz leme možno zapisati
kot kompozitum preslikav lic in degeneracij ter morfizma ϕ0. Ker pa je tudi ϕ0
sestavljen iz degeneracij, smo našli morfizem
ϕm : ∆m → ∆f(m),
ki se povsod ujema z f in ga lahko zapišemo kot kompozitum preslikav lic in degene-
racij. Če velja, da je f(m) < k, lahko dimenzijo kodomene popravimo z ustreznimi





k−1 ◦ · · · ◦ σ
(f(m)+1)
f(m)+1 ◦ ϕm : ∆m → ∆k.
4.2 Simplicialne množice
Simplicialne množice so posplošitev simplicialnih kompleksov, ki jih lahko v jeziku te-
orije kategorij zelo enostavno izrazimo. V tem poglavju bomo najprej podali osnovno
definicijo simplicialne množice ter podali nekaj primerov. Poskusili bomo razumeti, v
kakšnem smislu simplicialne množice posplošujejo pojem simplicialnih kompleksov,
nato pa njihovo definicijo zapisali še v jeziku teorije kategorij. S pomočjo nove defini-
cije bomo ugotovili, kaj nam Yonedova lema in Izrek o gostoti povesta o simplicialnih
množicah, s čimer bomo zaključili to poglavje.
Simplicialne množice se od simplicialnih kompleksov razlikujejo predvsem v tem,
da v njih lahko nastopajo tudi degenerirani simpleksi, tj. simpleksi, katerih oglišča
niso nujno paroma različna. Zakaj je taka posplošitev potrebna, postane jasno, če
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poskušamo preslikave lic in degeneracije, ki smo jih definirali z enačbama 4.2 in 4.1,
posplošiti na urejene simplicialne komplekse.
Naj bo K urejeni simplicialni kompleks, katerega n-skelet označimo s Kn. S po-





i : Kn → Kn−1
[v0v1 . . . vn] 7→ [vσ(n−1)i (0)vσ(n−1)i (1) . . . vσ(n−1)i (n−1)] = (4.5)
= [v0v1 . . . vi−1vi+1 . . . vn].
Kljub temu, da pri predpisu uporabimo degeneracije σ(n−1)i , preslikave d
(n)
i ime-
nujemo preslikave lic na urejenem simplicialnem kompleksu. Preslikava lic d(n)i n-
simpleksu priredi njegovo glavno lice, v katerem i-to vozlišče ne nastopa.
Na podoben način bi lahko s pomočjo preslikav lic δ(n+1)i poskusili definirati
degeneracije na urejenem simplicialnem kompleksu kot
s
(n)
i : Kn → Kn+1
[v0v1 . . . vn] 7→ [vδ(n+1)i (0)vδ(n+1)i (1) . . . vδ(n+1)i (n+1)] = (4.6)
= [v0v1 . . . vi−1vivivi+1 . . . vn].
Slika poljubnega n-simpleksa z degeneracijo s(n)i bi bila degeneriran (n+1)-simpleks,
v katerem i-to vozlišče nastopa dvakrat. Ker pa v definiciji urejenih simplicialnih
kompleksov ne dovoljujemo degeneriranih simpleksov, degeneracije s(n)i niso dobro
definirane.
Definicija 4.11. Simplicialna množica je družina množic {Xn}n∈N0 , na katerih
imamo podani dve vrsti preslikav: preslikave lic
dn,i : Xn → Xn−1
in degeneracije
sn,i : Xn → Xn+1.
Zanje morajo veljati simplicialne identitete:




sn−1,j−1dn,i, za 0 ≤ i < j ≤ n
idXn , za i = j, j + 1
sn−1,jdn,i−1, za 1 ≤ j + 1 < i ≤ n,
3. sn+1,isn,j = sn+1,j+1sn,i za 0 ≤ i ≤ j ≤ n.
Primer 4.12 (Simplicialna množica porojena z urejenim simplicialnim komple-
ksom). Pokažimo, kako iz urejenega simplicialnega kompleksa K na naraven na-
čin konstruiramo simplicialno množico. Množice Xn, ki tvorijo simplicialno mno-
žico {Xn}n∈N0 , so sestavljene iz takih simpleksov [v0v1 . . . vn], da velja
i ≤ j =⇒ vi ≤ vj
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in množica {v0, v1, . . . , vn} napenja simpleks v K (lahko tudi degeneriran). Preslikave
lic dn,i definiramo podobno kot v enačbi 4.2, pri čemer n-skelete Kn zamenjamo
z množicami Xn. Natančneje, preslikava lic dn,i na simplicialni množici {Xn}n∈N0
deluje s predpisom
dn,i : Xn → Xn−1
[v0v1 . . . vn] 7→ [vσ(n−1)i (0)vσ(n−1)i (1) . . . vσ(n−1)i (n−1)] = (4.7)
= [v0v1 . . . vi−1vi+1 . . . vn].
Ker v simplicialnih množicah degenerirani simpleksi lahko nastopajo, je preslika-
va sn,i podana s predpisom
sn,i : Xn → Xn+1
[v0v1 . . . vn] 7→ [vδ(n+1)i (0)vδ(n+1)i (1) . . . vδ(n+1)i (n+1)] = (4.8)
= [v0v1 . . . vi−1vivivi+1 . . . vn]
(ki ga dobimo, če v predpisu 4.1 n-skelete Kn zamenjamo z množicamiXn), dobro de-
finirana in jo lahko vzamemo za degeneracijo iz definicije simplicialne množice 4.11.
Za tako definirane preslikave lic in degeneracije veljajo simplicialne identitete.
Ker smo jih definirali s pomočjo degeneracij in preslikav lic iz kategorije simpleksov,
za katere po trditvi 4.8 simplicialne identitete veljajo, jih preslikave sn,i in dn,i na
naraven način podedujejo. Pokažimo, da za 0 ≤ i < j ≤ n velja
dn−1,i ◦ dn,j = dn−1,j−1 ◦ dn,i. (4.9)
Naj bo [v0v1 . . . vn] poljuben n-simpleks. Če vpeljemo oznako
ṽk = vσ(n−1)j (k)
, (4.10)
sliko simpleksa [v0v1 . . . vn] s kompozitumom na levi strani enačbe 4.9 lahko zapišemo
kot
(dn−1,i ◦ dn,j)([v0v1 . . . vn]) = dn−1,i([vσ(n−1)j (0)vσ(n−1)j (1) . . . vσ(n−1)j (n−1)])
= dn−1,i([ṽ0ṽ1 . . . ṽn−1]).
Z novo oznako linearno uredimo oglišča, zato si lažje predstavljamo, kako na njih
deluje preslikava dn−1,i:










S pomočjo enačbe 4.10 preidemo na originalno imenovanje oglišč in dobimo





















Sedaj lahko uporabimo lastnost degeneracij σ, da ustrezajo simplicialnim identite-
tam. Natančneje, uporabimo tretjo točko trditve 4.8, ki trdi, da za 0 ≤ i ≤ j ≤ n
velja
σi ◦ σj = σj+1 ◦ σi.
Če indeks j zamaknemo in trdimo, da za 0 ≤ i < j ≤ n velja
σi ◦ σj−1 = σj ◦ σi,




















To pa je ravno slika (dn−1,j−1 ◦ dn,i)([v0v1 . . . vn]), kar pokažemo s podobnim postop-
kom kot prej.
Na enak način utemeljimo, da držita tudi preostali simplicialni identiteti. S tem
smo pokazali, da je družina množic {Xn}n∈N0 skupaj z ustreznimi preslikavami dn,i
in sn,i simplicialna množica. 
Z uporabo degeneracij degenerirane simplekse lahko definiramo bolj natančno.
Definicija 4.13. Simpleks, ki je v sliki neke degeneracije sn,i, je degeneriran. Sim-
pleks, ki ni degeneriran, je nedegeneriran.
Poimenovanje preslikav sn,i in dn,i v definiciji 4.11 skupaj z zahtevo, da ustrezajo
simplicialnim identitetam, namiguje na povezanost definicije simplicialne množice in
kategorije simpleksov, ki smo jo podali v poglavju 4.1. Kako sta pravzaprav pojma
povezana je zelo dobro vidno iz kategorične definicije simplicialnih množic.
Definicija 4.14. Simplicialna množica je kontravariantni funktor S : ∆op → Set.
Kategorijo simplicialnih množic označimo s sSet.
Iz kategorične definicije simplicialne množice 4.14 lahko preidemo na osnovno
definicijo 4.11 tako, da za družino množic {Xn}n∈N0 vzamemo družino {S(∆n)}n∈N0 ,
za preslikave dn,i vzamemo morfizme S(σ
(n)
i ) in za preslikave sn,i morfizme S(δ
(n)
i ).
Podobno lahko za simplicialno množico, podano prek osnovne definicije, definiramo
funktor








Ker morfizmi σ(n)i in δ
(n)
i po trditvi 4.9 generirajo vse morfizme v kategoriji simple-
ksov ∆, je s tem predpisom funktor S dobro podan in ustreza kategorični definiciji
simplicialne množice 4.14.
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Slika 5: Enostaven primer simplicialne množice na štirih ogliščih. Slika prikazuje le
nedegenerirane simplekse.
Primer 4.15. Oglejmo si primer simplicialne množice na štirih ogliščih, ki ga pri-
kazuje slika 5. Podana je s funktorjem S, ki na standardnih n-simpleksih deluje s
predpisom
∆0 7→ X0 = {[0], [1], [2], [3]}
∆1 7→ X1 = {[01], [02], [12], [13], [00], [11], [22], [33]}
∆2 7→ X2 = {[012], [001], [011], [002], [022], [112], [122], [113], [133], . . .}
∆3 7→ X3 = {[0000], [1111], [2222], [3333], [0001], [0002], [0011], [0012], . . .}.
...
V zgornjem predpisu so nedegenerirani simpleksi zapisani krepko. Na sliki 5 vidimo,
da je največji nedegeneriran simpleks dvodimenzionalen, zato predpisa delovanja
funktorja S v višjih dimenzijah nismo navedli. 
4.2.1 Standardni simpleksi
Če na simplicialne množice gledamo s stališča teorije kategorij, iz definicije vidimo,
da informacijo o tem, kako simplekse sestavimo iz nižje-dimenzionalnih simpleksov
oz. kako nižje-dimenzionalni simpleksi ležijo v višje-dimenzionalnih, podedujejo iz
kategorije simpleksov. To dejstvo je lepo vidno, če obravnavamo reprezentabilne
funktorje znotraj družine simplicialnih množic.
Spomnimo se definicije kontravariantnih hom-funktorjev na splošni kategoriji,
ki smo jo podali v primeru A.16. V kategoriji simpleksov, dobimo družino funk-
torjev Hom∆(−,∆n) : ∆op → Set za vsak ∆n ∈ Ob ∆. Na objektih delujejo s
predpisom
Hom∆(−,∆n) : ∆i 7→ Hom∆(∆i,∆n). (4.12)
Poljuben morfizem f : ∆i → ∆j se s kontravariantnim Hom-funktorjem slika v
morfizem
Hom∆(f,∆n) : Hom∆(∆i,∆n)→ Hom∆(∆j,∆n)
g 7→ g ◦ f.
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Kontravariantni hom-funktorji na kategoriji simpleksov so še posebej zanimivi, saj
ustrezajo definiciji simplicialnih množic (4.14). Vsak funktor Hom∆(−,∆n) definira
simplicialno množico, ki jo označujemo ∆n in ji rečemo kar standardni simpleks.
Primer 4.16 (Standardni 2-simpleks). Oglejmo si standardni 2-simpleks
∆2 = Hom∆(−,∆2).
Po enačbi 4.12 se objekti kategorije simpleksov z njim slikajo kot
∆0 7→ Hom∆(∆0,∆2) = {[0], [1], [2]}
∆1 7→ Hom∆(∆1,∆2) = {[00], [01], [02], [11], [12], [22]} (4.13)
∆2 7→ Hom∆(∆2,∆2) = {[000], [001], [002], [011], [012], [022], [112], [122], [222]},
...
kjer simbol [x0x1 . . . xn] označuje preslikavo v Hom∆(∆n,∆2), ki slika oglišče i ∈ ∆i
v oglišče xi ∈ ∆2.
Če želimo bolje razumeti strukturo 2-simpleksa, moramo razumeti, kako delujejo
preslikave sn,i in dn,i. Definiramo jih kot slike degeneracij δ
(n)
i in preslikav lic σ
(n)
i ,
katerih delovanje prikazujeta diagrama na slikah 6 in 7.
Slika 6: Diagram delovanja degeneracij v kategoriji simpleksov ∆.
Degeneracija δi se s standardnim 2-simpleksom slika v degeneracijo
sn,i : Hom∆(∆n,∆2)→ Hom∆(∆n+1,∆2)
ϕ 7→ ϕ ◦ δi. (4.14)
preslikava lic σi pa v preslikavo lic
dn,i : Hom∆(∆n,∆2)→ Hom∆(∆n−1,∆2)
ϕ 7→ ϕ ◦ σi. (4.15)
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Slika 7: Diagram delovanja preslikav lic v kategoriji simpleksov ∆.
Poglejmo sedaj, kako se diagram na sliki 6 preslika s standardnim 2-simpleksom ∆2.
Vozlišča v novem diagramu bodo elementi množic Hom∆(∆i,∆2), označeni kot v
enačbi 4.13, delovanje degeneracij sn,i pa določa enačba 4.14. Diagram, ki ga dobimo,
je predstavljen na sliki 8.
Slika 8: Diagram delovanja degeneracij sn,i na sliki standardnega simpleksa ∆2.
Simpleks [x0x1 . . . xn] predstavlja preslikavo, ki slika oglišče i ∈ ∆i v oglišče xi ∈ ∆2.
Nedegenerirani simpleksi so zapisani krepko.
Iz nje lahko razberemo, da simpleksi
S = {[0], [1], [2], [01], [02], [12], [012]}
niso elementi slike nobene od degeneracij sn,i, zato so ti simpleksi nedegenerirani. V
višjih dimenzijah so vsi simpleksi degenerirani, zato bomo od zdaj naprej upoštevali
le simplekse v množici S.
Podobno, kot smo diagram, ki prikazuje delovanje degeneracij v kategoriji sim-
pleksov, preslikali v diagram delovanja degeneracij sn,i, sedaj naredimo za diagram
preslikav lic σ(n)i na sliki 7. Vozlišča novega diagrama, ki ga prikažemo na sliki 9, so
ponovno elementi množic Hom∆(∆i,∆2), označeni kot v enačbi 4.13, le da prikažemo
zgolj nedegenerirane simplekse S.
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Slika 9: Diagram delovanja preslikav lic dn,i na sliki standardnega simpleksa ∆2.
Simpleks [x0x1 . . . xn] predstavlja preslikavo, ki slika oglišče i ∈ ∆i v oglišče xi ∈ ∆2.
Slika prikazuje le nedegenerirane simplekse.
Diagram na sliki 9 nosi informacijo o tem, kako so simpleksi različnih dimenzij
povezani med seboj. Vidimo, da imamo en ne-degeneriran 2-simpleks [012], ki ima
1-lica [01], [02] in [12] ter 0-lica [0], [1] in [2]. Iz slike 10 je očitno, zakaj simplicialno
množico Hom∆(−,∆2) imenujemo standardni 2-simpleks. 
Slika 10: Struktura standardnega 2-simpleksa Hom∆(−,∆2), ki jo razberemo s po-
močjo diagrama 9.
4.2.2 Yonedova lema in Izrek o gostoti za simplicialne množice
Yonedova lema in Izrek o gostoti nam podajata zanimiv vpogled v strukturo sim-
plicialnih množic. Za poljubno simplicialno množico X : ∆op → Set in poljuben
standardni simpleks ∆n ∈ Ob ∆ Yonedova lema zagotavlja obstoj bijekcije med
sliko X(∆n) in množico naravnih transformacij Nat(∆n, X). Še več, iz dokaza lahko
razberemo, da ta bijekcija vsakemu elementu množice x ∈ X(∆n) priredi naravno
transformacijo ξx : Hom∆(−,∆n) =⇒ X kot družino morfizmov
ξx∆i : Hom∆(∆i,∆n)→ X(∆i) (4.16)
f 7→ (X(f))(x).
Vsak simpleks x ∈ X(∆) torej porodi morfizem ξx med nekim standardnim simple-
ksom (ki mora biti iste dimenzije kot x) in simplicialno množico X.
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Dalje, za simplicialno množico X : ∆op → Set Izrek o gostoti 2.24 pove, da je X
naravno izomorfna kolimiti diagrama






(Y ◦ P ). (4.17)
Predstavljamo si lahko, da je diagram Y ◦ P indeksiran s simpleksi x ∈ X(∆), saj
vsak simpleks x ∈ Xn avtomatično določi par (∆n, x) ∈ Ob E(X). Ta par se z
diagramom Y ◦ P slika v standardni n-simpleks
Hom∆(−,∆n) = ∆n.
Dobimo torej družino {∆nx
ξx−→ X}x∈X(∆), kjer ∆nx označuje sliko simpleksu x pri-
padajočega para (∆n, x) z diagramom Y ◦ P , ξx pa naravno transformacijo med







4.3 Funktor singularne množice in funktor geometrijske rea-
lizacije za simplicialne množice
V tem poglavju bomo definirali pomembna primera funktorjev, s katerimi prehajamo
med kategorijo simplicialnih množic sSet ter kategorijo topoloških prostorov T op.
Začnimo s funktorjem geometrijske realizacije za kategorijo simpleksov. To je
kovarianten funktor | · | : ∆ → T op, ki standardnemu n-simpleksu ∆n priredi geo-
metrijski standardni n-simpleks
|∆n| = {(t0, . . . , tn) ∈ Rn+1 |
n∑
i=0
ti = 1, ti ≥ 0},
ki od ambientnega prostora podeduje topologijo.
Ko želimo posplošiti pojem funktorja realizacije na simplicialne množice, si je
koristno poljubno simplicialno množico X : ∆op → Set predstavljati kot kolimito
standardnih simpleksov ∆n, kakor prikazano v enačbi 4.18. Za standardne simple-
kse ∆n smo v primeru 4.16 ugotovili, da so ekvivalentni simplicialnim množicam, ki
jih dobimo, če standardni simpleks ∆n ∈ Ob ∆ pretvorimo v simplicialno množico
z dodajanjem degeneriranih simpleksov in ustrezno izbiro preslikav sn,i in dn,i. Zato
določimo, da je |∆n| = |∆n|, in definicijo funktorja geometrijske realizacije razširimo
prek enačbe 4.18.
Definicija 4.17. Funktor realizacije za simplicialne množice definiramo kot kovari-





Med kategorijama simplicialnih množic in topoloških prostorov pa lahko na na-
raven način prehajamo tudi v drugo smer. To nam omogoča funktor singularne
množice.
Definicija 4.18. Kovarianten funktor
S : T op→ sSet
Y 7→ (∆n 7→ HomT op(|∆n|, Y ))
imenujemo funktor singularne množice.
Funktor realizacije in funktor singularne množice povezuje klasičen rezultat ho-
mološke algebre.
Izrek 4.19. Funktorja realizacije in singularne množice tvorita adjungiran par
Real a Sing.
Izrek 4.19 velja po konstrukciji funktorjev. Natančnejši dokaz se nahaja v [13,
str. 7].
5 Mehke simplicialne množice
Teorija, ki smo jo razvili v poglavju 4, je zelo lepa in rigorozna, vendar se nanaša
na topološke prostore. V našem primeru aproksimacijo mnogoterosti želimo izvesti
s pomočjo množice podatkov P , ki je vzorčena iz njene okolice. Množico P sicer z
izbiro topologije lahko obravnavamo kot topološki prostor, a tako dobljena aproksi-
macija mnogoterosti ne bo nujno dobra. V tem poglavju bomo teorijo iz poglavja 4
preoblikovali tako, da bo primerna za uporabo na podatkovnih množicah, pri čemer
bomo poseben poudarek dali pojmovanju razdalje.
5.1 Aproksimacija geodetske razdalje na mnogoterosti
Želja pri zasnovi algoritma UMAP je bila, da bi ob zmanjševanju dimenzije podat-
kovnega prostora ohranjal topološke lastnosti mnogoterosti, na kateri podatki ležijo.
Zato je pri zmanjševanju dimenzije prikladno uporabiti metode topološke analize po-
datkov, za kar pa moramo nujno izbrati ustrezno pojmovanje razdalje. V poglavju
sledimo zapisom [29, 19].
Začetna ideja aproksimacije mnogoterosti je, da na množici podatkov zgradimo
Čehov kompleks. Zanj nam Izrek o živcu 3.21 zagotavlja, da bo homotopsko ek-
vivalenten uniji krogel izbranega radija ε okoli točk iz množice podatkov. Preden
Čehov kompleks na konkretni množici podatkov p ∈ P zgradimo, je torej pomem-
ben korak izbira radija ε. Vzemimo na primer množico podatkov P , ki jo prikazuje
slika 11. Nastala je z naključnim vzorčenjem iz okolice sinusne krivulje. Izberemo
nek ε in konstruiramo družino krogel {B(p, ε)}p∈P , kar prikazuje slika 12. Vidimo,
da je njihova unija sestavljena iz več povezanih komponent, saj se sosednje krogle
na mestih, kjer so točke množice P redkeje porazdeljene, med seboj ne sekajo. Po
drugi strani se na mestih, kjer so točke množice P porazdeljene gosto, seka veliko
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Slika 11: Množica podatkov P nastala z naključnim vzorčenjem iz okolice sinusne
krivulje. Vir: [29].
Slika 12: Družina krogel {B(p, ε)}p∈P za množico P , ki je naključno porazdeljena v
okolici sinusoide, in izbran radij ε. Vir: [29].
krogel. Konstruirani Čehov kompleks, prikazan na sliki 13, zato ni povezan in ima
nekaj visokodimenzionalnih simpleksov, kar ni dobra aproksimacija za sinusoido (tj.
enodimenzionalno povezano mnogoterost). Ker je radij ε krogel ponekod premajhen,
na drugih mestih pa prevelik, težave ne moremo rešiti s spreminjanjem radija krogel.
V nasprotju s splošnim primerom, ko je množica P na mnogoterosti naključno po-
razdeljena, je izbira radija ε enostavna, če je množica P na mnogoterosti enakomerno
porazdeljena. Slika 14 prikazuje primer take porazdelitve in krogel okoli podatkovnih
točk z ustrezno izbranim radijem. Čehov kompleks, konstruiran s pomočjo take dru-
žine krogel, bo veliko bolj verjetno povezan in bo imel malo visokodimenzionalnih
simpleksov.
Predpostaviti torej želimo, da so podatki enakomerno porazdeljeni na mnogo-
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Slika 13: Čehov kompleks konstruiran s pomočjo krogel na sliki 12. Vir: [29].
Slika 14: Družina krogel {B(p, ε)}p∈P za množico P , ki je enakomerno porazdeljena
v okolici sinusoide. Izbran radij je malo večji od polovice povprečne razdalje med
sosednjima točkama. Vir: [29].
terosti, s katere so vzorčeni. To redko velja v metriki, ki jo mnogoterost podeduje
iz ambientnega prostora Rn. Čim pa predpostavimo, da mnogoterost dovoljuje Ri-
emannovo metriko, ki ni podedovana iz ambientnega prostora, vsaj lokalno lahko
najdemo metriko, v kateri bodo podatki enakomerno porazdeljeni.
Naj bo M ⊆ Rn mnogoterost, na kateri predpostavljamo, da podatki ležijo, in
naj bo g Riemannova metrika na njej. Lema 5.1 pove, kako na mnogoterosti M
aproksimiramo geodetsko razdaljo.
Lema 5.1. Naj bo p poljubna točka na mnogoterostiM in U njena odprta okolica.
Potem lahko najdemo takšno Riemmanovo metriko g, ki bo na U predstavljena z
lokalno konstantno diagonalno matriko, in bo zanjo veljalo, da je za poljubno točko
q v krogli B ⊆ U s središčem v p in volumnom πn/2
Γ(n/2+1)






kjer r označuje radij krogle B, dRn pa metriko ambientnega prostora.
Preden lemo 5.1 dokažemo, se spomnimo kaj z uporabo diferencialne geometrije
lahko povemo o volumnu n-krogel. Naj bo mnogoterost M kot prej, Riemannova
metrika g pa naj bo izražena kot zvezna družina linearnih transformacij {gp}p∈M na






det(gp)dx1 ∧ dx2 ∧ . . . ∧ dxn, (5.1)
kjer elementi x1, x2, . . . , xn tvorijo pozitivno orientirano ortonormirano bazo am-





dx1 ∧ dx2 ∧ . . . ∧ dxn. (5.2)





kjer r označuje radij krogle B v metriki ambientnega prostora.
Dokaz leme 5.1: Naj bosta M in družina {x1, x2, . . . , xn} kot prej. Predvide-
vajmo, da smo Riemannovo metriko g, ki ustreza zahtevam leme že našli in s pomočjo
enačbe 5.1 izračunajmo volumen krogle B. Ker je B vsebovana v okolici U , na kateri
je g konstantna, je tudi koren
√
det(g) na krogli B konstanten. Nesemo ga lahko iz






dx1 ∧ dx2 ∧ . . . ∧ dxn,
v katerem je integral ravno volumen krogle B v evklidski metriki (po enačbi 5.2).














Primer diagonalne konstantne matrike (na ta način jo lahko definiramo tudi zunaj





, za i = j
0, sicer. (5.4)
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Geodetsko razdaljo med točko p in poljubno točko q ∈ B definiramo kot
dg(p, q) = inf
c∈C
l(c),
kjer je C razred vseh gladkih krivulj c : [0, 1] → M, za katere velja c(0) = p
in c(1) = q. Z uporabo definicije metrike g iz enačbe 5.4, se enačba za geodetsko
razdaljo med p in q poenostavi v




















Ob predpostavki, da imamo metriko, v kateri so točke množice P na mnogoterosti
enakomerno porazdeljene, krogle fiksnega radija vsebujejo enako število elementov
množice P in obratno: krogle, ki vsebujejo fiksno število elementov množice P , imajo
približno enak radij. Namesto, da pri tvorjenju krogel okoli točk množice P izbe-
remo radij ε, lahko zato izberemo število k, ki pove, koliko sosednjih točk želimo
da vsebujejo. Slika 15 prikazuje krogle, konstruirane na množici iz slike 11, če radij
Slika 15: Družina krogel {B(p, εp)}p∈P za množico P iz slike 11. Vsaki krogli radij εp
izberemo tako, da vsebuje pet točk množice P . Vir: [29].
prilagodimo tako, da vsaka krogla vsebuje pet točk množice P . Za izbrani k potem






kjer rk označuje razdaljo med točko p in njeno k-to najbližjo sosedo, točka q pa je
neka druga točka v P .
Z enačbo 5.6 predpišemo zgolj aproksimacijo za geodetsko razdaljo v okolici
točke p med p in neko drugo točko. Predpis zato razširimo z definicijo
dpg(q, s) =
{
dpg(q, s), če je q = p ali s = p
∞, sicer, (5.7)
ki geodetski razdalji v okolici točke p med točkami v P\{p} predpiše vrednost ∞.
V nadaljevanju bo koristno, če bo razdalja med točko p in njeno najbližjo sosedo
enaka 0. Tako namreč zagotovimo, da bo v simplicialni množici, ki bo konstrui-
rana s pomočjo aproksimacije geodetske razdalje, vsak 0-simpleks lice vsaj enega
1-simpleksa. V ta namen aproksimaciji geodetske razdalje dpg odštejemo razdaljo
med točko p in njeno k-to najbližjo sosedo.
Definicija 5.2. Za poljuben parameter k ∈ N, k ≥ 2 in množico podatkov P ⊆
M ⊆ Rn, podamo aproksimacijo geodetske razdalje na mnogoterosti M v okolici
točke p ∈ P s predpisom
dp(q, s) = d
p
g(q, s)− ρp, (5.8)




Opomba 5.3. Če poznamo metriko d, v kateri je množica P v okolici mnogoterosti
enakomerno porazdeljena, potem namesto aproksimacije geodetske razdalje dpg v
predpisu 5.8 uporabimo metriko d.
Definicija 5.2 aproksimacije geodetske razdalje na mnogoterosti podaja družino
lokalnih pojmovanj razdalje {dp}p ∈ P , ki pa niso nujno kompatibilne in jih ne
moremo posplošiti v globalni predpis. Prostore (M, dp) zato želimo obravnavati
posebej. Ker preslikave dp ne ustrezajo aksiomom metrike, moramo teorijo posplošiti
za razširjene psevdometrične prostore, pri čemer sledimo [27].
Definicija 5.4. Naj boM množica in d : M×M → R∪{∞} preslikava. Preslikavo d
imenujemo razširjena psevdometrika na M , če za vsako izbiro elementov x, y, z ∈M
velja
1. pozitivna semidefinitnost : d(x, y) ≥ 0,
2. d(x, x) = 0,
3. simetričnost : d(x, y) = d(y, x),
4. razširjena trikotniška neenakost : d(x, z) ≤ d(x, y) + d(y, z) ali d(x, z) =∞.
Množico M skupaj z razširjeno psevdometriko d imenujemo razširjeni psevdome-
trični prostor. Označimo ga z (M,d).
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Razširjeni psevdometrični prostori tvorijo kategorijo, ki jo označimo z EPMet.
Morfizmi v njej so neekspanzivne preslikave, tj. preslikave f : (X, dX)→ (Y, dY ), da
za poljubna elementa x1, x2 ∈ X velja neenakost
dY (f(x1), f(x2)) ≤ dX(x1, x2).
Vsak prostor družine {(M, dp)}p∈P je torej razširjeni psevdometrični prostor. Naivno
si želimo, da bi globalno metriko, v kateri bi bili podatki P enakomerno porazdeljeni
po mnogoterosti M, lahko definirali kot nekakšno kombinacijo razširjenih psevdo-
metrik {dp : M×M → R}p∈P , a se tega ne da narediti na naraven način. Zato
izberemo drugačen pristop, pri katerem aproksimacijo mnogoterosti izvedemo lo-
kalno z uporabo razdalj dp, nato pa jih povzamemo v globalno aproksimacijo. V ta
namen simplicialne množice posplošimo v pojem mehkih simplicialnih množic.
5.2 Mehke simplicialne množice
V tem poglavju se bomo ukvarjali s temeljnimi topološkimi objekti algoritma UMAP
– mehkimi simplicialnimi množicami. Začeli bomo z obravnavo osnovnih pojmov
teorije mehkih množic, pri čemer nam bosta v pomoč [31, 21]. Prek kategorične
definicije mehke množice bomo nato podali mehke simplicialne množice, kot v [19,
27].
V nasprotju s klasično teorijo množic, v kateri objekt množici ali pripada ali ne, se
pogosto srečujemo s problemi, kjer podobna klasifikacija objektov ni tako enolična.
To težavo lahko poskusimo rešiti z uporabo mehke logike, v kateri izjavi priredimo
vrednost z intervala [0, 1], ki predstavlja nivo resničnosti. Zamenjava logike vpliva
na formulacijo mnogih definicij, med drugim definicije množice.
Definicija 5.5. Mehka množica na prostoru X je podana s funkcijo pripadnosti
µA : X → [0, 1].
Definicija 5.6. Mehka množica µA : X → [0, 1] je omejena, če je za vsak s ∈ [0, 1]
omejena množica {x ∈ X | µA(x) ≥ s}.
Binarnimi operaciji, ki v mehki logiki posplošujeta pojma konjunkcije in disjunk-
cije, imenujemo T-norma in T-konorma.
Definicija 5.7. T-norma je binarna operacija > na enotskem intervalu [0, 1], za
katero velja:
1. komutativnost : >(a, b) = >(b, a),
2. monotonost : >(a, b) ≤ >(c, d) za a ≤ c in b ≤ d,
3. asociativnost : >(a,>(b, c)) = >(>(a, b), c),
4. enota je 1: >(a, 1) = a.
T-konorma je binarna operacija ⊥ : [0, 1] × [0, 1] → [0, 1], ki je prav tako komuta-
tivna, monotona in asociativna. Enota za T-konormo je element 0:
⊥(a, 0) = a.
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Primer 5.8. Pogosta primera T-norme in T-konorme sta verjetnostna T-norma in
T-konorma. Verjetnostna T-norma je definirana kot
>(a, b) = ab,
T-konorma pa kot
⊥(a, b) = a+ b− ab. (5.9)
Ker bomo verjetnostno T-konormo uporabili v nadaljevanju, se prepričajmo da
ustreza definiciji. Da je komutativna, asociativna in ima enoto 0 je očitno, mo-
notonost pa sledi iz dejstva, da za a ≤ c in b ≤ d velja
a+ b− ab = a(1− b) + b ≤ c(1− b) + b = c+ (1− c)b ≤ c+ (1− c)d = c+ d− cd.

Opomba 5.9 (Dualni par T-norme in T-konorme). Kot namiguje že ime, na T-
konorme lahko gledamo kot na operacije, ki so dualne T-normam. Za dano T-
normo >, je njena dualna T-konorma določena z enačbo
⊥(a, b) = 1−>(1− a, 1− b).
Podobno lahko za dano T-konormo ⊥ določimo njeno dualno T-normo:
>(a, b) = 1−⊥(1− a, 1− b).
Lastnosti sta simetrični – če je ⊥ T-konorma dualna T-normi >, potem je > T-
norma dualna T-konormi ⊥. Pravimo, da > in ⊥ tvorita dualni par T-norme in
T-konorme.
Primer 5.10 (Minimum in maksimum). Naravna izbira za T-normo in T-konormo
je
>(a, b) = min(a, b),
⊥(a, b) = max(a, b).
Tako definirani operaciji sta očitno komutativni, monotoni in asociativni, velja pa
tudi, da imata ustrezni enoti: za vsak a ∈ [0, 1] velja
>(a, b) = min(a, 1) = a in ⊥(a, b) = max(a, 0) = a.
Ker je
min(a, b) = 1−max(1− a, 1− b),
tvorita dualni par T-norme in T-konorme.

Definicija 5.11 (Presek in unija mehkih množic). Naj bosta mehki množici pro-
stora X dani s funkcijama pripadnosti µA, µB : X → [0, 1]. Potem presek A ∩ B
mehkih množic A in B podamo s funkcijo pripadnosti
µA∩B(x) = >(µA(x), µB(x))
in unijo A ∪B mehkih množic A in B podamo s funkcijo pripadnosti
µA∪B(x) = ⊥(µA(x), µB(x)).
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Primer 5.12. Za poljubni mehki množici s funkcijama pripadnosti µA in µB lahko
prek prek T-norme min in T-konorme max definiramo funkciji pripadnosti preseka
in unije kot
µA∩B(x) = min(µA(x), µB(x))
µA∪B(x) = max(µA(x), µB(x)).
V teoriji množic, kjer je zaloga vrednosti funkcije pripadnosti omejena na {0, 1}, se
tako definirana presek in unija ujemata s klasično definicijo. 
Pri definicijah do konca poglavja se zgledujemo po [27, 19]. Kategorično definicijo
mehkih množic tako podamo prek kategorije I, katere objekti so intervali
{[0, a) | 0 < a ≤ 1},
morfizmi pa so inkluzije. To pomeni, da morfizem med poljubnima objektoma [0, a)
in [0, b) obstaja natanko tedaj, ko velja a ≤ b, zato ga označujemo kar z a ≤ b.
Definicija 5.13 (Kategorična definicija mehke množice). Predsnop P : Iop → Set,
ki poljuben morfizem slika v injektivno preslikavo, imenujemo mehka množica.
Predsnopi na I skupaj z naravnimi transformacijami med njimi tvorijo kate-
gorijo [Iop,Set]. Kategorijo mehkih množic Fuzz zato podamo kot podkategorijo
kategorije predsnopov [Iop,Set], ki jo napenjajo mehke množice.
Opomba 5.14. Med osnovno 5.5 in kategorično 5.13 definicijo mehke množice lahko
prehajamo. Naj bo (X,µA) poljubna mehka množica. Potem predsnop P : Iop → Set
lahko na objektih podamo z
P([0, a)) = µ−1A ([a, 1]),
na morfizmih pa prek inkluzij. Natančneje, ker mora biti P kontravarianten, imamo
za a ≤ b inkluzijo
µ−1A ([b, 1]) ↪→ µ
−1
A ([a, 1]).
Tako definiran predsnop P ustreza kategorični definiciji mehke množice. Da poljubna





definiramo funkcijo pripadnosti kot
µXP (x) = sup{a | x ∈ P([0, a))}. (5.10)
Poljubna naravna transformacija η : P → R med mehkima množicama porodi
preslikavo f : XP → XR, za katero velja
µXR(f(x)) = sup{a | f(x) ∈ R([0, a))} (5.11)
= sup{a | f(x) ∈ f(P([0, a)))}
= sup{a | x ∈ P([0, a))}
= µXP (x).
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Ker sedaj namesto množic obravnavamo mehke množice, ustrezno posplošimo
definicijo simplicialnih množic.
Definicija 5.15. Kategorijo [∆op,Fuzz] imenujemo kategorija mehkih simplicialnih
množic in jo označimo s sFuzz.
Opomba 5.16. Definicija mehkih simplicialnih množic zakrije intuicijo, da so mehke
simplicialne množice enostavno simplicialne množice, v katerih je vsak simpleks opre-
mljen s pripadnostjo. Pri tem funktorialnost zagotavlja, da za vsako vrednost pa-
rametra a ∈ [0, 1] simpleksi s pripadnostjo večjo ali enako a tvorijo simplicialno
množico. Funktor S : ∆op → Fuzz namreč porodi funktor F : I → [∆op,Set] s
predpisom
F ([0, a)) = S(−)([0, a))
F (a ≤ b) : S(−)([0, b))→ S(−)([0, a)),
kjer S(−)([0, a)) označuje simplicialno množico s simpleksi, katerih pripadnost je
večja ali enaka a, delovanje funktorja F (a ≤ b) na morfizmih pa je prav tako na
naraven način definirano prek funktorja S. Iz tega sledita pomembni opazki:
• pripadnost poljubnega simpleksa je lahko največ minimalna pripadnost njego-
vih lic,
• pripadnost poljubne degeneracije simpleksa je enaka pripadnosti simpleksa.
Točki sta direktni posledici dejstva, da simplicialna množice vsebuje vsa lica in vse
degeneracije svojih simpleksov.
Opomba 5.17. Na mehke simplicialne množice F̃ : ∆op → Fuzz bomo v nadalje-
vanju gledali kot na funktorje
F : (∆× I)op → Set,
ki poljuben objekt (∆n, [0, a)) produktne kategorije slikajo v množico F̃ (∆n)([0, a)).
V produktni kategoriji ∆×I je morfizem par (f, a ≤ b), kjer je f ∈ Hom∆(∆n,∆m)
in a ≤ b morfizem v kategoriji I. Poljuben tak morfizem (f, a ≤ b) se s funktorjem F
slika v funkcijo (F̃ f)(a ≤ b).
Poseben primer funktorja iz opombe 5.17 je kontravariantni hom-funktor na ka-
tegoriji ∆× I.
Definicija 5.18. Reprezentabilne funktorje
Hom∆×I(−, (∆n, [0, a)))
imenujemo standardni mehki simpleksi. Označimo jih z ∆n<a.
Opomba 5.19. Standardni mehki simpleksi so slike parov (∆n, [0, a)) z Yonedovo
vložitvijo. Ker je ta po opombi 2.17 kovariantna, morfizem med standardnima meh-
kima simpleksoma ∆n<a in ∆m<b obstaja natanko tedaj, ko je a ≤ b, in je porojen z
morfizmom f ∈ Hom∆(∆n,∆m).
Tudi za mehke simplicialne množice velja izrek o gostoti 2.24. Ta trdi, da je
poljubna mehka simplicialna množica F : (∆×I)op → Set kolimita reprezentabilnih







5.3 Aproksimacija mnogoterosti z mehkimi simplicialnimi
množicami
V tem poglavju bomo poskušali posplošiti funktorja geometrijske realizacije in sin-
gularne množice iz poglavja 4.3 za (omejene) mehke simplicialne množice.
V članku [19] je povzeta definicija funktorja geometrijske realizacije na mehkih
simplicialnih množicah, ki je definirana v [27]. Na standardnih mehkih simpleksih
funktor geometrijske realizacije definirajo s predpisom
Real(∆n<a) = {(t0, . . . , tn) ∈ Rn+1 |
n∑
i=0
ti = − log(a), ti ≥ 0}, (5.13)
pri čemer Real(∆n<a) razširjeno psevdometriko podeduje iz prostora Rn+1. Morfizem
med simpleksoma ∆n<a in ∆m<b, porojen s parom (f, a ≤ b), se slika v predpis














Tako definiran funktor pa ne slika v kategorijo EPMet, saj slika morfizma iz sFuzz
ni vedno neekspanzivna preslikava, kot kaže naslednji primer.
Primer 5.20. Vzemimo preslikavo 5.14 v primeru, ko je a = b = 1
e
in metrika
evklidska. Potem se geometrijska realizacija Real(∆n<1/e) ujema z realizacijo |∆n| iz
definicije 4.17. Naj bo morfizem med simpleksoma ∆2<1/e in ∆
1
<1/e porojen s presli-
kavo lic δ(2)0 : ∆2 → ∆1, ki slika oglišči 0 in 1 v 0, oglišče 2 pa v 1. Po enačbi 5.14 se
slika v morfizem
(x0, x1, x2)
p7→ (x0 + x1, x2). (5.15)
Njegovo delovanje na točkah (0.1, 0.1, 0.8), (0.2, 0.2, 0.6) ∈ Real(∆2<1/e) je prikazano
na sliki 16. Razdalja med njima je enaka
d1 =
√
(0.1− 0.2)2 + (0.1− 0.2)2 + (0.8− 0.6)2 = 0.06,
med tem ko je razdalja med njunima slikama (0.2, 0.8) in (0.4, 0.6), enaka
d2 =
√
(0.2− 0.4)2 + (0.8− 0.6)2 = 0.08.
Ker je d1 < d2, preslikava p ni neekspanzivna. 
Opomba 5.21. V nekaterih primerih je z enačbo 5.14 delovanje funktorja na mor-
fizmih dobro definirano. Če je recimo metrika, ki jo Real(∆n<a) podeduje iz Rn+1,
Manhattan metrika, enačba 5.14 podaja neekspanzivno preslikavo.
V prepričanju, da je definicija delovanja funktorja na standardnih simpleksih z
enačbama 5.13 in 5.14 dobra, v [27, 19] definicijo funktorja geometrijske realizacije
z uporabo enačbe 5.12 posplošijo za poljubno simplicialno množico F in podajo
predpis




Slika 16: Ilustracija primera 5.20. Modri trikotnik predstavlja simpleks ∆2<1/e, njegov
spodnji rob pa simpleks ∆1<1/e. Točki A = (0.1, 0.1, 0.8) in B = (0.2, 0.2, 0.6), na sliki
prikazani v roza barvi, s preslikavo p : ∆2<1/e → ∆1<1/e, podano z enačbo 5.15, ju
slikamo v točki p(A) = (0.2, 0.8) in p(B) = (0.4, 0.6), prikazani v rdeči barvi. Ker
je d1 < d2 preslikava p ni neekspanzivna.
Kot njemu adjungiran funktor definirajo funktor singularne množice Sing, in sicer s
predpisom
Sing : EPMet→ sFuzz
Sing((X, dX)) : (∆n, [0, a)) 7→ HomEPMet(Real(∆n<a), X).
Omenjena težava pri definiciji funktorja realizacije (in posledično funktorja singu-
larne množice) za simplicialne množice na srečo ne vpliva na utemeljitev algoritma
UMAP, ki je podana v članku [19]. Ker se pri delu s podatki praviloma ukvarjamo s
končnimi množicami, se namreč omejimo na podkategorijo FinEPMet ⊆ EPMet
končnih posplošenih psevdometričnih prostorov, tj. posplošenih psevdometričnih
prostorov nad končnimi množicami. Analogno se omejimo na ustrezno podkategorijo
kategorije mehkih simplicialnih množic, in sicer podkategorijo Fin-sFuzz omejenih
mehkih simplicialnih množic. Napenjajo jo mehke simplicialne množice F , za katere
je slika F (∆n) za poljuben simpleks ∆n omejena množica.
Definicija 5.22. Na poljubnem standardnem mehkem simpleksu ∆n<a delovanje
funktorja Real : Fin-sFuzz → FinEPMet predpišemo kot




− log(a), če je i 6= j
0, sicer, (5.16)
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na poljubnem morfizmu (f, a ≤ b) (kjer je f : ∆n → ∆m morfizem v kategoriji
simpleksov ∆) pa kot
Real((f, a ≤ b)) : ({x0, x1, . . . , xn}, da) 7→ ({xf(0), xf(1), . . . , xf(n)}, db).
Potem definicijo funktorja Real s predpisom
Real(F ) = colim
x∈F (∆n<a)
Real(∆n<a)
razširimo na poljubno omejeno mehko simplicialno množico F ∈ Fin-sFuzz. Funk-
tor Real imenujemo funktor geometrijske realizacije na omejenih mehkih simplicial-
nih množicah.
Opomba 5.23. Za poljubna a, b ∈ [0, 1] iz a ≤ b sledi − log(a) ≥ − log(b), zato je
preslikava Real((f, a ≤ b)) neekspanzivna in funktor Real dobro definiran.
Definicija 5.24. Funktor
Sing : FinEPMet→ Fin-sFuzz,
ki poljuben objekt (X, dX) slika v omejeno mehko simplicialno množico
Sing((X, dX)) : (∆n, [0, a)) 7→ HomFinEPMet(Real(∆n<a), X)
imenujemo funktor singularne množice na končnih razširjenih psevdometričnih pro-
storih.
Opomba 5.25. Definicija delovanja funktorja Sing na morfizmih sledi na naraven
način. Morfizem f ∈ HomFinEPMet((X, dX), (Y, dY )) se slika v naravno transforma-
cijo Sing(f) : Sing(X) =⇒ Sing(Y ), ki je podana kot družina morfizmov
Sing(f)(∆n,[0,a)) : Hom(Real(∆
n
<a), (X, dX))→ Hom(Real(∆n<a), (Y, dY ))
g 7→ f ◦ g.
za vsak objekt (∆n, [0, a)) ∈ Ob ∆× I.
Trditev 5.26. Funktor geometrijske realizacije na omejenih mehkih simplicialnih
množicah in funktor singularne množice na končnih razširjenih psevdometričnih pro-
storih tvorita adjungiran par
Real a Sing.
Dokaz: Pokažimo najprej, da za poljuben standardni mehki simpleks ∆n<a in
končen razširjeni psevdometrični prostor (Y, dY ) velja
HomFin-sFuzz(∆n<a, Sing(Y, dY )) ∼= HomFinEPMet(Real(∆n<a), Y ). (5.17)
V ta namen mehko simplicialno množico Sing(Y, dY ) v skladu z opombo 5.17 obrav-
navajmo kot funktor
Sing(Y, dY ) : ∆× I → Fin-sFuzz
(∆n, [0, a)) 7→ HomFinEPMet(Real(∆n<a), Y )

















, Sing(Y, dY )
)
in z uporabo Yonedove leme pokažemo, da je
HomFin-sFuzz(∆n<a, Sing(Y, dY )) ∼= (Sing(Y, dY ))(∆n, [0, a))
∼= HomFinEPMet(Real(∆n<a), Y ).
Da trditev velja v splošnem (tj. za poljubno mehko simplicialno množico F ) doka-
žemo s pomočjo dejstva, da hom-funktorji komutirajo s kolimitami. Velja
HomFin-sFuzz(F, Sing(Y, dY )) ∼= HomFin-sFuzz(colim ∆n<a, Sing(Y, dY ))
∼= colim HomFin-sFuzz(∆n<a, Sing(Y, dY ))
∼= colim HomFinEPMet(Real(∆n<a), Y )
∼= HomFinEPMet(colim Real(∆n<a), Y ),
kar je po definiciji funktorja geometrijske realizacije za omejene mehke simplicialne
množice enako
HomFinEPMet(Real(F ), Y ).
6 Algoritem UMAP
V tem poglavju bomo v grobem predstavili korake, ki jih pri zmanjševanju dimenzij
izvede algoritem UMAP, kakor so navedeni v [19]. Implementacija v jeziku Python
je dostopna na [12], namesti pa se lahko tudi kot paketek s pomočjo orodij Conda
in PyPI.
Algoritem UMAP teoretično omogoča aproksimacijo z mehkimi množicami višjih
dimenzij, vendar kompleksnost z naraščajočo dimenzijo močno narašča. Zato trenu-
tna implementacija uporablja le 1-dimenzionalne mehke simplicialne množice. S tem
se računska zahtevnost močno zmanjša. Objekt, s katerim aproksimira mnogoterost,
s katere so vzorčeni podatki, je torej 1-dimenzionalna mehka simplicialna množica,
kar je v resnici utežen usmerjen graf na podatkih. Povezava med razvito teorijo in
delujočo verzijo algoritma je zato na videz majhna, a je opazna predvsem pri načinu
konstrukcije uteženega usmerjenega grafa na danih podatkih ter načina optimiza-
cije nizko-dimenzionalne vložitve. To algoritem UMAP tudi loči od drugih metod
za zmanjševanje dimenzij, ki uporabljajo utežene usmerjene grafe, in v področje
prinaša novost.
Pregled celotnega algoritma se nahaja v poglavju 6.1. V grobem algoritem lahko
razdelimo na dva koraka. V prvem koraku, ki je podrobneje opisan v poglavju 6.2,
mnogoterost, na kateri po predpostavki ležijo podatki, predstavimo z mehko simplici-
alno množico. V drugem koraku nato poiščemo nizko-dimenzionalno reprezentacijo,
čemur je posvečeno poglavje 6.3.
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6.1 Oris algoritma
Koraki, ki jih izvede algoritem UMAP, so v grobem opisani v algoritmu 1. Imple-
mentiran je v obliki funkcije UMAP, ki vzame naslednje parametre:
• X: končna množica točk, za katere privzamemo, da so enakomerno porazde-
ljene na neznani mnogoterosti vloženi v visoko dimenzionalen prostor RN .
• n: število sosednjih točk, ki jih upoštevamo pri konstrukciji lokalne aproksi-
macije (več o pomenu parametra n sledi v podpoglavju 6.2).
• d: dimenzija prostora, v katerega projiciramo podatke X. Ker z algoritmom
dimenzijo želimo zmanjšati, je smiselno, da je d << N .
• min-dist: minimalna razdalja, ki mora biti med podatki v ciljnem prostoru.
• n-epochs: parameter za metode strojnega učenja.
Funkcija vrne projekcijo Y ⊆ Rd podatkov X v ciljni prostor Rd.
Algoritem 1 UMAP algoritem
1: funkcija UMAP(X,n, d,min-dist, n-epochs)
2: za vsak x ∈ X izvedi
3: lmsm[x]← KonstrukcijaLMSM(X, x, n)
4: top-rep ← ∪x∈X lmsm[x]
5: Y ← SpektralnaVložitev(top-rep, d)
6: Y ← OptimizirajVložitev(top-rep, Y,min-dist, n-epochs)
7: vrni Y
Kot smo že omenili, algoritem lahko razdelimo na dva dela. Prvega, v katerem
algoritem poišče aproksimacijo mnogoterosti, s katere so vzorčeni podatki, z mehko
simplicialno množico, opisujejo vrstice 2–4. Z zanko v vrstici 2 z uporabo lokalnih
aproksimacij razdalje konstruira družino mehkih simplicialnih množic
{lmsm[x]}x∈X ,
ki aproksimirajo iskano mnogoterost v okolici vsake točke posebej. Delovanje funk-
cije KonstrukcijaLMSM je podrobneje opisano v poglavju 6.2. V vrstici 4 lokalne
aproksimacije z mehkimi simplicialnimi množicami nato z mehko unijo povzame v
mehko simplicialno množico top-rep, kar prav tako opišemo v poglavju 6.2. Do-
bljena mehka simplicialna množica predstavlja reprezentacijo celotne mnogoterosti
in povzema vse lokalne informacije, ki jih nosi družina {lmsm[x]}x∈X .
V drugem delu algoritma, ki ga opisujeta vrstici 5 in 6, UMAP konstruira d-
dimenzionalno reprezentacijo Y začetne množice X. Za inicializacijo množice Y
v vrstici 5 uporabi funkcijo SpektralnaVložitev, ki je podrobneje opisana v
poglavju 6.3. Z metodami strojnega učenja, ki so implementirane znotraj funk-
cije OptimizirajVložitev v vrstici 6, nato reprezentacijo optimizira. Tudi ta ko-
rak je bolj podrobno opisan v poglavju 6.3.
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6.2 Lokalna aproksimacija mnogoterosti
V tem poglavju bomo natančneje obravnavali del algoritma UMAP, v katerem kon-
struiramo lokalne mehke simplicialne množice. Zapisali bomo algoritem, ki opiše
delovanje funkcije KonstrukcijaLMSM iz 2. vrstice algoritma 1.
Funkcija KonstrukcijaLMSM kot parametre vzame množico točk X, neko
fiksno točko x ∈ X ter parameter n, ki pove, koliko bližnjih točk naj upošteva kot
okolico točke. Kot rezultat vrne 1-dimenzionalno mehko simplicialno množico, ki
aproksimira mnogoterost, na kateri podatki ležijo, v bližini točke x. Koraki, ki jih
funkcija KonstrukcijaLMSM izvede, so našteti v algoritmu 2.
Algoritem 2 Konstrukcija lokalne aproksimacije
1: funkcija KonstrukcijaLMSM(X, x, n)
2: lmsm0 ← X
3: lmsm1 ← {([x, y], 0) | y ∈ X}
4: sosedi, razdalje← NajbližjiSosedi(X, x, n)
5: ρx ← razdalje[1]
6: σx ← KNNRazdalja(razdalje, n, ρ)
7: za vsak y ∈ sosedi izvedi
8: dx,y ← max{0,dist(x,y)−ρ}σ
9: lmsm1 ← lmsm1 ∪ ([x, y], e−dx,y)
10: vrni lmsm
Enodimenzionalna mehka množica lmsm, ki jo funkcija KonstrukcijaLMSM
za izbrani x na dani množici X konstruira, je v resnici utežen usmerjen graf
Gx = (X,X ×X,w)
(oziroma Gx = (lmsm0, lmsm1) v oznakah iz algoritma 2), kjer X × X označuje
množico povezav, preslikava w : X × X → R pa na njih določi uteži. V kontekstu
mehkih simplicialnih množic utežno preslikavo w lahko razumemo kot funkcijo pri-
padnosti grafu Gx. V vrsticah 2 in 3 poteka inicializacija grafa. Na začetku je utežna
preslikava w ≡ 0, kar pomeni, da v resnici v grafu ni še nobene povezave. V kasnejših
korakih funkcija uteži nekaterih povezav spremeni.
V vrstici 4 metoda NajbližjiSosedi vrne seznam
sosedi = [xi0 , xi1 , . . . , xin ], xij ∈ X
najbližjih n sosedov točke x ter njihove razdalje do odlikovane točke x
razdalje = [d(x, xi0), d(x, xi1), . . . , d(x, xin)].
Oba seznama sta pri tem urejena od najbližje do najbolj oddaljene točke oziroma
od najmanjše do največje razdalje.
Opomba 6.1. Metoda NajbližjiSosedi, ki jo izberemo za izračun najbližjih sose-
dov točke x, je lahko poljubna. Zaradi računskih prednosti in vsestranskosti uporabe
avtorji algoritma UMAP v svoji implementaciji [12] izberejo NN-spust (ang. “Nearest
Neighbor Descent”), ki ga v tem delu ne bomo opisali.
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Vrednosti parametrov ρx in σx, ki ju uporabimo pri predpisu uteži grafa Gx,
funkcija KonstrukcijaLMSM izračuna v vrsticah 5 in 6. Parameter ρx je, podobno
kot v razširjeni psevdometriki, ki smo jo definirali z enačbo 5.8, določen kot
ρx = min
xij∈sosedi
(d(x, xij) | d(x, xij) > 0),









Poišče ga metoda KNNRazdalja, za kar v implementaciji [12] uporabijo bisekcijo.
S pomočjo parametrov ρx in σx na množici povezav {[x, xij ] | xij ∈ sosedi}
predpišemo uteži kot
w([x, xij ]) = exp




Uteži na drugih povezavah ostanejo enake 0. Algoritem 2 uteži na povezavah med
točko x in njenimi sosedami popravi z zanko v vrsticah 7–9. Ker je parameter σ
izbran v skladu z enačbo 6.1, je vsota vseh povezav iz vozlišča x enaka log2(k).
V algoritmu 1 funkcijo KonstrukcijaLMSM kličemo znotraj zanke v vrsticah 2
in 3, ki teče po vseh točkah množice podatkov X. S tem dobimo družino
{lmsm[x]}x∈X
mehkih simplicialnih množic, ki aproksimirajo mnogoterost v okolici vsake točke.
Če se vrnemo na notacijo teorije grafov in obravnavamo vsako mehko simplicialno
množico lmsm[x] kot utežen usmerjen graf, opazimo, da ima matrika sosednosti A[x],
ki pripada grafu lmsm[x] značilno strukturo. Edina neničelna vrstica je namreč tista,






Za izračun mehke unije top-rep iz vrstice 4 algoritma 1 uporabimo verjetnostno
T-konormo iz primera 5.8. Mehka unija zato ustreza grafu, ki je podan z matriko
sosednosti
B = A+ AT − A ◦ AT , (6.3)
kjer ◦ označuje produkt po komponentah.
6.3 Konstrukcija nizko-dimenzionalne reprezentacije
V razdelku 6.2 smo opisali, kako algoritem UMAP iz množiceX konstruira topološko
reprezentacijo iskane mnogoterosti kot mehko simplicialno množico top-rep. V tem
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Algoritem 3 Izračun začetne vložitve
1: funkcija SpektralnaVložitev(top-rep, d)
2: B ← 1-skelet top-rep, izražen kot obtežena matrika sosednosti
3: D ← matrika stopenj 1-skeleta top-rep
4: L← D− 12 (D −B)D− 12
5: evec← lastni vektorji matrike L (*)
6: Y ← evec[1 : d+ 1]
7: vrni Y
razdelku bomo v grobem opisali naslednji korak, v katerem poišče končno podmno-
žico Y prostora nižje dimenzije, ki čim bolje ohrani topološke lastnosti množice X.
V ta namen primerja mehki simplicialni množici, ki jih konstruira iz množic X in Y ,
ter izboljšuje Y , dokler si konstruirani mehki simplicialni množici nista dovolj blizu.
V vrstici 5 algoritma 1 funkcija SpektralnaVložitev izračuna začetno mno-
žico Y . Njene korake opišemo znotraj algoritma 3. Kot parametra vzame mehko
simplicialno množico top-rep in dimenzijo vložitvenega prostora d. Obravnava lastni
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Ta del postopka opisujejo vrstice 2–4 algoritma 3. V vrsticah 5 in 6 nato začetno
vložitev dobimo kot projekcijo lastnih vektorjev matrike L na prvih d komponent.
Opomba 6.2. Za začetno množico Y bi sicer lahko vzeli tudi naključno vzorčeno
množico Y ⊂ Rd, za katero velja |Y | = |X|, vendar inicializacija s spektralno vlo-
žitvijo pospeši algoritem. Več o spektralnih metodah v teoriji grafov je zapisanega
v [7].
Začetno vložitev, ki jo dobimo z algoritmom 3, izboljšujemo z metodami stroj-
nega učenja, kar je implementirano znotraj funkcije OptimizirajVložitev v algo-
ritmu 4. Podali bomo grob pregled korakov, ki jih izvedemo, za podrobnejšo razlago
pa se skličemo na [19].
Kot običajno pri strojnem učenju napredek pri optimizaciji merimo s funkcijo
stroškov. V našem primeru napredek pomeni, da sta si mehka simplicialna mno-
žica, nastala iz nizko-dimenzionalne reprezentacije Y , in mehka simplicialna mno-
žica top-rep vedno bolj podobni. Zato za funkcijo stroškov izberemo navzkrižno
entropijo na mehki množici, ki meri odstopanja med dvema mehkima množicama.
Definicija 6.3. Naj bo par mehkih množic na množici S podan s funkcijama pri-
padnosti µA, µB : S → [0, 1]. Potem je njuna navzkrižna entropija definirana kot














Opomba 6.4. Vidimo, da definicija ni simetrična, saj se mehka množica µA pojavi
pogosteje. To lahko razumemo, kot da navzkrižna entropija meri, kako blizu je µB
mehki množici µA. Definicijo lahko razpišemo dalje kot










µA(s) log(µB(s)) + (1− µA(s)) log(1− µB(s))
)
.
Le druga vsota je odvisna od µB, zato bo v primeru, ko je µA med optimizacijo
fiksna, navzkrižna entropija najmanjša, ko bo vsota∑
s∈S
(
µA(s) log(µB(s)) + (1− µA(s)) log(1− µB(s))
)
največja. Če je vrednost µA(s) visoka (tj. s ima visoko pripadnost mehki množici µA),
bo k rezultatu največ doprinesel prvi člen µA(s) log(µB(s)) v vsoti. Ta bo maksi-
malen, ko bo µB(s) čim višja. Podobno bo, ko je vrednost µA(s) majhna, največ
doprinesel člen (1 − µA(s)) log(1 − µB(s)), ki bo maksimalen, ko bo µB(s) nizka.
Navzkrižna entropija bo torej nizka za mehki množici, katerih funkciji pripadnosti
se močno ujemata.
Algoritem 4 Optimizacija vložitve
1: funkcija OptimizirajVložitev(top-rep, Y,min-dist, n-epochs)
2: α← 1
3: Φ← gladka aproksimacija za navzkrižno entropijo
4: za e← 1, . . . , n-epochs izvedi
5: za vsak ([a, b], p) ∈ top-rep1 izvedi
6: če je Random() ≤ p potem izvedi
7: ya ← ya + α · ∇(log(Φ))(ya, yb)
8: za i← 1, . . . , n-neg-vzorcev izvedi
9: yc ← naključni vzorec iz Y
10: ya ← ya + α · ∇(log(1− Φ))(ya, yc)
11: α← 1− en-epochs
12: vrni Y
Tudi v našem primeru, ko želimo optimizirati nizko-dimenzionalno vložitev Y na
podlagi podobnosti njej pripadajoče mehke simplicialne množice in mehke simpli-
cialne množice top-rep, je top-rep med optimizacijo fiksna. Navzkrižno entropijo za
aproksimacijo z mehko simplicialno množico (Y, µY ) zato podamo s predpisom








pri čemer z [a, b] označimo povezavo med točkama a in b v grafu top-rep, z yx točko v
nižje-dimenzionalnem prostoru, ki je prirejena točki x ∈ X, z µtr funkcijo pripadnosti
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mehki simplicialni množici top-rep ter z [ya, yb] povezavo med točkama ya in yb v
mehki simplicialni množici prirejeni Y .
V implementaciji algoritma UMAP v [12] se za optimizacijo navzkrižne entropije
uporabi stohastični gradientni spust [14], za kar mora biti funkcija stroškov dife-
renciabilna. Ker v njeni definiciji (v enačbi 6.4) nastopata funkciji pripadnosti µtr
in µY , morata biti tudi oni diferencialni. To pa ne drži nujno, saj je µtr([a, b]) enaka




Za ustrezno diferenciabilno aproksimacijo izberejo funkcijo
Φ(x, y) = (1 + c(||x− y||22)d)−1, (6.5)
kjer sta parametra c in d izbrana tako, da je ||c−d||2 ≤ min-dist. Zanka, ki se začne
v vrstici 4, ponovi en korak gradientnega spusta, pri čemer doprinos odvoda funk-
cije Φ k izboljšani vložitvi regulira parameter α. Funkcija OptimizirajVložitev
se v vsakem koraku (z zankama v vrsticah 5 in 6) sprehodi čez naključen nabor
povezav [a, b] v mehki množici top-rep in popravi vložitev. Sprva naredi standardni
korak gradientnega spusta in vložitev premakne v smeri odvoda∇(log(Φ)), nato pa v
vrsticah 8–10 z negativnim vzorčenjem [22] vložitev premakne v nasprotno smer od-
voda. Razlog za to je, da predpostavljamo, da je za naključno izbrani točki a, b ∈ X
pripadnost povezave [a, b] mehki simplicialni množici top-rep majhna (tj. točki a
in b v njej “nista povezani”). Smiselno je torej, da sta v vložitvenem prostoru bolj
oddaljeni.
A Osnove teorije kategorij
Teorija kategorij je veja matematike, ki v abstraktnem jeziku povzame vzorce, ki
se pojavljajo v več različnih vejah matematike. Definicije in izreke teorije kategorij
lahko z omejitvijo na specifično kategorijo prevedemo na definicije in izreke dru-
gih vej matematike. Nekatere izmed konstrukcij imajo tako v svojih domačih vejah
različna imena, a gre v resnici za enake konstrukcije v različnih kategorijah.
Definicija A.1. Kategorija C je struktura, ki jo sestavlja razred objektov Ob C
skupaj z razredi HomC(X, Y ) za vsak par objektov X, Y ∈ Ob C. Elemente teh
razredov imenujemo morfizmi. Za njih mora veljati:
• Obstoj kompozituma: Za vsako trojico objektov X, Y, Z ∈ Ob C obstaja ope-
racija kompozitum
◦ : HomC(Y, Z)× HomC(X, Y )→ HomC(X,Z)
(f, g) 7→ f ◦ g.
• Obstoj identitete: Za vsak objekt X ∈ Ob C v razredu HomC(X,X) obstaja
natanko en morfizem idX , da za vsak objekt Y ∈ Ob C velja
∀f ∈ HomC(X, Y ) : f ◦ idX = f
∀f ∈ HomC(Y,X) : idX ◦ f = f.
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• Asociativnost kompozituma: Za poljubne objekte X, Y, Z,W ∈ Ob C in mor-
fizme f ∈ HomC(X, Y ), g ∈ HomC(Y, Z) in h ∈ HomC(Z,W ) velja
(h ◦ g) ◦ f = h ◦ (g ◦ f).
Opomba A.2. V definiciji zahtevamo, da soOb C ter HomC(X, Y ) za vse pare objek-
tov X, Y ∈ Ob C razredi in ne množice. Kategorijo, v kateri so razredi HomC(X, Y )
za vse pare X, Y ∈ Ob C tudi množice, imenujemo lokalno mala kategorija, če pa
dodatno velja še, da je razred Ob C množica, kategorijo imenujemo mala kategorija.
Primeri A.3–A.6 ponazarjajo nekaj najpomembnejših kategorij.
Primer A.3. Kategorijo, katere objekti so množice, morfizmi pa funkcije med njimi,
označimo s Set. 
Primer A.4. Kategorijo, katere objekti so grupe, morfizmi pa homomorfizmi grup,
označimo z Grp. 
Primer A.5. Kategorijo, katere objekti so topološki prostori, morfizmi pa zvezne
preslikave, označimo s T op. 
Primer A.6. Kategorijo, katere objekti so vektorski prostori nad obsegom K, mor-
fizmi pa K-linearne preslikave, označimo z VectK . 
Iz poznanih kategorij z različnimi operacijami lahko dobimo nove. Za nas bodo
zanimive predvsem nasprotne kategorije, ki so na nek način dualne originalnim ka-
tegorijam. Opisali jih bomo v primeru A.7.
Primer A.7 (Nasprotna kategorija). Nasprotne kategorije so na nek način dualne
originalnim kategorijam. Nasprotna kategorija Cop poljubne kategorije C je katego-
rija, katere objekti in morfizmi so podani z
Ob Cop = Ob C
HomCop(C1, C2) = HomC(C2, C1).
Vidimo, da morfizem f : C1 → C2 v nasprotni kategoriji obstaja le, če v originalni
kategoriji obstaja morfizem f̃ : C2 → C1, ki deluje v nasprotno smer. Posledično je
kompozitum ◦Cop v nasprotni kategoriji definiran kot
f̃ ◦Cop g̃ = ˜(g ◦C f).

Definicija A.8. Naj bosta A in B poljubna objekta kategorije C. Potem morfizem
f ∈ HomC(A,B) imenujemo
• prerez, če obstaja tak morfizem g ∈ HomC(B,A), da zanj velja
g ◦ f = idA.
49
• retrakcija, če obstaja tak morfizem g ∈ HomC(B,A), da zanj velja
f ◦ g = idB.
• izomorfizem, če je hkrati prerez in retrakcija.
Če med objektoma A in B obstaja izomorfizem, pravimo, da sta si izomorfna.
Opomba A.9. V kategoriji množic se pojmi prereza, retrakcije in izomorfizma pre-
vedejo na pojme injektivne, surjektivne in bijektivne funkcije (v tem vrstnem redu).
Če na kategorije gledamo kot na posplošitve različnih konstruktov, kot so grupe,
vektorski prostori, topološki prostori in tako dalje, nas zanima, kako lahko posplo-
šimo pojem preslikav med njimi.
Definicija A.10. Kovarianten funktor F : C → D je preslikava med kategorijama C
in D, ki deluje tako na objektih kategorije
F : Ob C → Ob D
X 7→ FX
kot na morfizmih med njimi
F : HomC(X, Y )→ HomD(FX,FY )
f 7→ Ff.
Zanj mora veljati:
• za vsak objekt X ∈ Ob C je
F idX = idFX
• za par morfizmov f in g, ki ju lahko komponiramo, velja
F (f ◦ g) = Ff ◦ Fg.
Primer A.11. Enostaven primer kovariantnega funktorja med poljubnima kate-





Definicija A.12. Kontravarianten funktor F : C → D kovariantni funktor
F : Cop → D.
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Opomba A.13. Definicija A.12 kontravariantnega funktorja v bolj enostavnem je-
ziku pove, da je to preslikava med kategorijama C in D, ki na objektih deluje kot
kovarianten funktor, na morfizmih pa obrne puščice: morfizem med objektoma C1
in C2 se slika v morfizem med sliko objekta C2 in sliko objekta C1. Ker obrne puščice,
obrne tudi vrstni red kompozituma in torej velja
F (f ◦ g) = Fg ◦ Ff.
Primer A.14. Enostaven primer kontravariantnega funktorja je funktor
op : C → Cop,
ki objekte preslika same vase, poljubnemu morfizmu f ∈ HomC(C1, C2) pa priredi
morfizem f̃ ∈ HomCop(C2 → C1) iz primera A.7. 
Primer A.15. Za poljuben kovarianten funktor F : C → D lahko definiramo njemu
nasprotni funktor F op : Cop → Dop s predpisom
C 7→ F (C)
f̃ ∈ HomCop(C1, C2) 7→ F̃ f ∈ HomDop(F op(C1), F op(C2)),
kjer z ·̃ označujemo morfizme v nasprotni kategoriji po zgledu primera A.7. Podobno
je nasprotni funktor kontravariantnega funktorja F : C → D podan s predpisom
C 7→ F (C)
f̃ ∈ HomCop(C1, C2) 7→ F̃ f ∈ HomDop(F op(C2), F op(C1)).
Vidimo, da je nasprotni funktor F op kovarianten natanko tedaj, ko je tudi funktor
F kovarianten. 
Primer A.16. Pomemben primer funktorjev so hom-funktorji. Naj bo C lokalno
mala kategorija in A ∈ Ob C njen objekt. Kovariantni hom-funktor HomC(A,−) na
objektih deluje kot
HomC(A,−) : C → Set
B 7→ HomC(A,B),
morfizem f : X → Y pa se s funktorjem HomC(A,−) preslika v morfizem
HomC(A, f) : HomC(A,X)→ HomC(A, Y )
g 7→ f ◦ g.
Podobno lahko definiramo kontravariantno različico hom-funktorja. Kontravariantni
hom-funktor HomC(−, A) na objektih deluje kot
HomC(−, A) : C → Set
B 7→ HomC(B,A).
Morfizem f : X → Y se s funktorjem HomC(−, A) preslika v morfizem
HomC(f, A) : HomC(Y,A)→ HomC(X,A)
g 7→ g ◦ f.

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Kontravariantni hom-funktorji so posebni primer večje družine funktorjev, ki jih
imenujemo predsnopi.
Definicija A.17. Predsnop na kategoriji C je kontravarianten funktor iz kategorije
C v kategorijo množic Set.
Ena izmed prednosti teorije kategorij je, da lahko stvari obravnavamo na poljub-
nem nivoju abstrakcije. Lahko se recimo vprašamo, ali na funktorje lahko gledamo
kot na objekte v kakšni kategoriji. Odgovor na to vprašanje zahteva razmislek o tem,
kaj bi v taki kategoriji bili morfizmi med njimi.
Definicija A.18 (Naravna transformacija med kovariantnima funktorjema). Naj
bosta F,G : C → D kovariantna funktorja. Naravna transformacija η med funktor-
jema F in G je taka družina morfizmov {ηC ∈ HomD(F (C), G(C))}C∈Ob C, da za
vsak morfizem f ∈ HomC(C1, C2) velja
ηC2 ◦ Ff = Gf ◦ ηC1 . (A.1)
Naravne transformacije označujemo z η : F ⇒ G.
Naravno transformacijo lahko definiramo tudi med kontravariantnima funktor-
jema F in G kot družino morfizmov {ηC ∈ HomD(F (C), G(C))}C∈Ob C, za katero
velja
ηC1 ◦ Ff = Gf ◦ ηC2 (A.2)
za vsak morfizem f ∈ HomC(C1, C2).
Opomba A.19. Enačba A.2 se razlikuje od enačbe A.1, ker kontravariantni funk-
torji obrnejo puščice morfizmov.
Kategorijo, katere objekti so kovariantni funktorji med kategorijama C in D,
morfizmi pa naravne transformacije med njimi, imenujemo kategorija kovariantnih
funktorjev med C in D, ki jo označimo s [C,D]. Za oznako razreda morfizmov med
dvema kovariantnima funktorjema F in G, tj. razreda naravnih transformacij med
njima, namesto Hom[C,D](F,G) pogosto uporabljamo Nat(F,G).
Kategorijo, katere objekti so kontravariantni funktorji med kategorijama C in D,
morfizmi pa naravne transformacije med njimi, imenujemo kategorija kontravarian-
tnih funktorjev med C in D in jo označimo s [Cop,D]. Razred naravnih transformacij
med kontravariantnima funktorjema F in G tudi v tem primeru pogosto označujemo
z Nat(F,G).
Opomba A.20. Ponazorimo delovanje naravne transformacije s komutativnim dia-
gramom. Naj bo η : F ⇒ G naravna transformacija med kovariantnima funktorjema








komutira za poljubno izbiro objektov C1 in C2 ter morfizma f : C1 → C2.
V primeru, ko sta F inG kontravariantna funktorja, mora naravna transformacija







komutira za poljubno izbiro objektov C1 in C2 ter morfizma f : C1 → C2.
Definicija A.21. Naravno transformacijo η med funktorjema F in G, za katero so
morfizmi ηC za vse objekte C ∈ Ob C izomorfizmi, imenujemo naravni izomorfizem.
Naravne izomorfizme označujemo z η : F ∼=
nat
G.
Funktorji lahko kategorije povežejo na še močnejši način.
Definicija A.22. Naj bosta C in D kategoriji in F : C → D ter G : D → C dva
kovariantna funktorja med njima. Če sta funktorja HomD(F−,−) in HomC(−, G−),
ki delujeta med kategorijama Cop×D in Set, naravno izomorfna, potem paru funk-
torjev (F,G) pravimo adjungiran par. Rečemo, da je F levo adjungiran funktorju G
in funktor G desno adjungiran funktorju F . Relacijo označimo z F a G.
Kljub temu, da je adjungiranost funktorjev zapleten koncept, je intuicija, ki ga
spremlja, precej enostavna. Če je F a G, potem na delovanje funktorja G gledamo
kot na najboljši način, kako z objekti v kategoriji C aproksimiramo objekte v katego-
riji D, pri čemer upoštevamo delovanje funktorja F . Na podoben način si razlagamo
delovanje funktorja F .
B Dokaz Yonedove leme
V tem poglavju bomo postopoma izpeljali Yonedovo lemo. Najprej podrobneje ob-
ravnavajmo naravne transformacije med hom-funktorji.
Primer B.1. Pomemben primer naravne transformacije je naravna transformacija
med hom-funktorjema HomC(A,−) in HomC(B,−) za neka objekta A,B ∈ Ob C, ki
je porojena z morfizmom f med objektoma B in A. Za vsako izbiro A,B in f lahko
definiramo naravno transformacijo
εf : HomC(A,−)⇒ HomC(B,−),
katere komponente εfC za vsak objekt C ∈ Ob C delujejo kot
εfC : HomC(A,C)→ HomC(B,C)
ϕ 7→ ϕ ◦ f.
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komutativen za poljubno izbiro objektov C1 in C2 ter morfizma g : C1 → C2.
Poljuben ϕ ∈ HomC(A,C1) se v diagramu B.1 slika kot prikazuje diagram
ϕ ϕ ◦ f





Ker je diagram B.2 komutativen, je definirani εf res naravna transformacija.
Na podoben način definiramo εf kot naravno transformacijo med kontravari-
antnima hom-funktorjema. Naj bo f ∈ HomC(A,B) poljuben morfizem. Potem je
naravna transformacija
εf : HomC(−, A)⇒ HomC(−, B)
definirana po komponentah za vsak objekt C ∈ Ob C kot
εfC : HomC(C,A)→ HomC(C,B)
ϕ 7→ f ◦ ϕ.

Primer B.1 nam pove, da poljuben morfizem f ∈ HomC(B,A) porodi naravno
transformacijo med hom-funktorjema HomC(A,−) in HomC(B,−). Povemo pa lahko
še več: vsaka naravna transformacija med funktorjema HomC(A,−) in HomC(B,−)
je oblike εf za nek morfizem f ∈ HomC(B,A).
Trditev B.2. Naj bo η naravna transformacija med funktorjema HomC(A,−) in
HomC(B,−) za objekta A,B ∈ C. Potem obstaja tak morfizem f ∈ HomC(B,A), da
velja
η = εf ,
kjer je naravna transformacija εf definirana kot v primeru B.1.
Dokaz: Naj bo η naravna transformacija iz trditve B.2. Iščemo tak morfizem f
med objektoma B in A, da bo veljalo
ηC(ϕ) = ϕ ◦ f (B.3)
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za vsak objekt C ∈ Ob C in morfizem ϕ ∈ HomC(A,C). Med drugim mora veljati
ηA(idA) = idA ◦ f,
zato mora biti iskani morfizem f kar f := ηA(idA).
Pokažimo sedaj, da enakost B.3 velja za izbiro f = ηA(idA). Naj bo C ∈ Ob C
poljuben objekt in ϕ ∈ HomC(A,C) poljuben morfizem. Ker je η naravna transfor-







komutativen. Kako ηC deluje na ϕ iz diagrama B.4 dobimo tako, da skozi diagram
sledimo sliki identitete idA:
idA f





Enačba v spodnjem desnem kotu diagrama B.5 je ravno enačba B.3, ki smo ji želeli
zadostiti, kar zaključi ta dokaz.
Ponovimo formulacijo Yonedove leme.
Izrek 2.18 (Yonedova lema). Naj bo C lokalno mala kategorija in F : C → Set
kovarianten funktor. Potem so za vsak objekt A ∈ Ob C naravne transformacije med
funktorjema HomC(A,−) in F v bijektivni korespondenci z elementi F (A). Še več,
obstaja naravni izomorfizem
Nat(HomC(A,−), F ) ∼= F (A).
ki je naraven tako v A kot F .
Opomba B.3. Preden se lotimo dokaza, je dobro razmisliti, kaj predstavlja mno-
žica Nat(HomC(A,−), F ). Njeni elementi so naravne transformacije med kovarian-
tnima funktorjema HomC(A,−) in F , zato tvori množico morfizmov med tema funk-
torjema v kategoriji [C,Set]. Natančneje, velja
Nat(HomC(A,−), F ) = Hom[C,D](HomC(A,−), F ).
Nanjo zato lahko gledamo kot na sliko objekta HomC(A,−) v kategoriji [C,D] s
kontravariantnim hom-funktorjem Hom[C,D](−, F ).
Ta pogled na Nat(HomC(A,−), F ) je pomemben zato, ker nam pomaga razu-
meti, kako morfizem f ∈ HomC(A,B) porodi morfizem med Nat(HomC(A,−), F )
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in Nat(HomC(B,−), F ). Kot ponazarja primer B.1, lahko prek morfizma f defini-
ramo naravno transformacijo εf med funktorjema HomC(B,−) in HomC(A,−). Ta
naravna transformacija je morfizem v kategoriji [C,Set]. Na Nat(−, F ) sedaj gledamo
kot na hom-funktor med kategorijama [C,Set] in Set, za katerega vemo, kako deluje
na morfizmih v kategoriji funktorjev. Slika naravne transformacije εf je morfizem
Nat(εf , F ) : Nat(HomC(A,−), F )→ Nat(HomC(B,−), F )
ξ 7→ ξ ◦ εf
v kategoriji Set.
Opremljeni z znanjem o tem, kako različni funktorji iz formulacije 2.18 Yoneda
leme delujejo na morfizmih, se sedaj lahko lotimo njenega dokaza.
Dokaz izreka 2.18: Dokaz bomo zaradi zahtevnosti razdelili na tri dele. Najprej
bomo konstruirali kandidata za izomorfizem, nato bomo pokazali, da je izbrana
preslikava res izomorfizem, nazadnje pa se bomo osredotočili še na dokaz trditve o
naravnosti.
1. Iskanje kandidata za izomorfizem
Izberimo fiksen objekt A ∈ Ob C. Ker sta tako Nat(HomC(A,−), F ) kot F (A)
množici, se iskanje izomorfizma med njima v kategoriji Set prevede na iskanje
bijekcije.
Naj bo η naravna transformacija med funktorjema HomC(A,−) in F , ki ji
želimo predpisati nek element množice F (A). Delovanje naravne transforma-
cije η ponazorimo s komutativnim diagramom. Prvi izmed objektov, na ka-
terih bomo uporabili funktorja HomC(A,−) in F , naj bo objekt A, drugi,
B ∈ Ob C, pa naj bo poljuben. Za tako izbrana objekta A in B in poljuben







Ker je naš namen naravni transformaciji η prirediti nek element F (A), ga
lahko poiščemo v sliki morfizma ηA : HomC(A,A) → F (A). Edini element
množice HomC(A,A), za katerega z gotovostjo lahko trdimo, da obstaja, je
identiteta idA, saj nam to zagotavlja definicija kategorije (definicija A.1). Kot
element F (A), ki je prirejen naravni transformaciji η, zato izberemo ηA(idA) in
ga označimo z u. Če sledimo, kam se idA slika v diagramu B.6, dobimo spodnji
diagram.
idA u = ηA(idA)






Ker je diagram B.6 komutativen, mora veljati enačba
ηB(f) = (Ff)(u) = (Ff) ◦ ηA(idA). (B.8)
Ker je izbrani morfizem f ∈ HomC(A,B) poljuben, nam enačba B.8 natančno
določi delovanje preslikave ηB. Poljubna pa je bila tudi izbira objekta B, zato
enačba opisuje delovanje vseh morfizmov naravne transformacije η. Pri tem je
pomembno opaziti, da pri predpisu elementa u ∈ F (A) nismo upoštevali ne
objekta B ne morfizma f . Za predpis so pomembne le izbire objekta A ∈ Ob C,
funktorja F in naravne transformacije η.
Konstruirali smo torej preslikavo
evFidA : Nat(HomC(A,−), F )→ F (A)
η 7→ ηA(idA).
To je naš kandidat za izomorfizem med Nat(HomC(A,−), F ) in F (A).
2. Preslikava evFidA je izomorfizem
Kot omenjeno v prejšnjem koraku, so izomorfizmi v kategoriji množic bijekcije.
Da bi pokazali, da je evFidA bijekcija, bomo poiskali njen inverz. Kandidat bo
preslikava ξ, ki poljubnemu elementu x ∈ F (A) priredi naravno transforma-
cijo ξx : HomC(A,−)⇒ F kot družino morfizmov
ξxB : HomC(A,B)→ F (B)
f 7→ (Ff)(x)
za vse objekte B ∈ Ob C. Predpis delovanja morfizmov ξxB smo izbrali tako,
da bi bila preslikava ξ inverzna preslikavi evFidA , pri čemer smo si pomagali z
enačbo B.8.
Najprej pokažimo, da je ξx res naravna transformacija. Za poljubna obje-







Če je ξx naravna transformacija, mora biti diagram B.9 komutativen. To je
res, saj sta sliki poljubnega morfizma g ∈ HomC(A,B)
Ff ◦ ξxB(g) = Ff(Fg(x)) = F (f ◦ g)(x)
ξxC ◦ HomC(A, f)(g) = ξxC(f ◦ g) = F (f ◦ g)(x).
v diagramu B.9 enaki.
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Preverimo, ali je preslikava ξ, ki smo jo definirali, res inverzna preslikavi evFidA .
Ker za poljuben x ∈ F (A) velja
evFidA ◦ ξ(x) = ev
F
idA(ξ
x) = ξxA(idA) = (F idA)(x) = idF (A)(x) = x,
je kompozitum evFidA ◦ ξ enak identiteti idF (A). Dokaz, da je tudi kompo-
zitum ξ ◦ evFidA enak identiteti idNat(HomC(A,−),F ), je malenkost bolj zapleten,
saj moramo primerjati dve naravni transformaciji, ki sta po definiciji družini
preslikav. Ker je
ξ ◦ evidA(η) = ξ(ηA(idA)) = ξηA(idA),
je dovolj preveriti, ali za vsak B ∈ Ob C morfizma
ηB, ξ
ηA(idA)
B : HomC(A,B)→ F (B)
delujeta enako. Za poljuben morfizem f ∈ HomC(A,B) velja
ξ
ηA(idA)
B (f) = Ff(ηA(idA)) = Ff ◦ ηA(idA)
(∗)
= ηB(f),
kjer pri enačaju označenim z zvezdico uporabimo enačbo 2.6. Sledi, da se
naravni transformaciji η in ξ ◦ evFidA(η) ujemata na vsakem objektu B ∈ Ob C
in sta torej enaki.
S tem smo zaključili dokaz, da izomorfizem obstaja in ga celo našli v preslikavi
evFidA . Kar nam še preostane, je pokazati, da je ta izbira naravna tako v A kot
v F .
3. Naravnost v A in F




idA : Nat(HomC(A,−), F )→ F (A) | A ∈ Ob C}
in pokazali, da je naravna transformacija. Za poljubna objekta A,B ∈ Ob C
in morfizem f ∈ HomC(A,B) želimo pokazati, da je diagram
Nat(HomC(A,−), F ) F (A)





komutativen. Morfizem, ki je v diagramu B.10 označen z (∗) in je pogojen z
izbiro morfizma f , je natanko morfizem Nat(εf , F ) iz opombe B.3. Poljubni
naravni transformaciji η : HomC(A,−) ⇒ F priredi naravno transformacijo
η ◦ εf : HomC(B,−)⇒ F , katere morfizmi (η ◦ εf )C za vse C ∈ Ob C delujejo
kot
(η ◦ εf )C : HomC(B,C)→ F (C)
ϕ 7→ ηC(εf (ϕ)) = ηC(ϕ ◦ f).
58
Naravna transformacija η : HomC(A,−) ⇒ F se tako v diagramu B.10 slika
kot ponazarja diagram
η ηA(idA)







Pokazali bomo, da enakost v spodnjem levem kotu diagrama B.11 velja. Po
predpisu za delovanje morfizmov naravne transformacije η ◦ εf je
(η ◦ εf )B(idB) = ηB(idB ◦ f) = ηB(f),
kar pa je po enačbi 2.6 enako Ff(ηA(idA)). Pokazali smo, da je diagram B.11
komutativen za poljubno izbiro objektov A in B, morfizma f , zato je dru-








idA : Nat(HomC(A,−), F )→ F (A) | F ∈ Set
C}
naravna transformacija. Za poljubna funktorja F,G : C → Set in naravno
transformacijo Φ : F ⇒ G želimo pokazati, da je diagram






komutativen. Če sledimo, kam se v diagramu B.12 slika poljubna naravna
transformacija η ∈ Nat(HomC(A,−), F ), dobimo diagram
η ηA(idA)







Ker za poljubni naravni transformaciji α, β, za kateri lahko tvorimo kompo-
zitum α ◦ β, velja
(α ◦ β)C = αC ◦ βC
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za vsak objekt C ustrezne kategorije, velja tudi enakost
(Φ ◦ η)A(idA) = ΦA(ηA(idA))
v diagramu B.13. Diagram B.13 je torej komutativen za poljubno izbiro funk-
torjev F in G, naravne transformacije Φ : F ⇒ G in naravne transforma-
cije η ∈ Nat(HomC(A,−), F ), zato je izomorfizem evFidA naraven tudi v F . S
tem je dokaz Yonedove leme končan.
Opomba B.4. Trditev B.2 je v resnici posledica Yonedove leme, če jo uporabimo
za funktor HomC(B,−) in objekt A.
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