It is well known that a characterization for the irreducibility of selfreciprocal binary pentanomials does not exist [1, 4] . In this work we divide the self-reciprocal binary pentanomials into four big families, in such a way that all members of one of these families are clearly reducible. Using the Berlekamp Algorithm for the factorization of binary polynomials [2], we prove that all members of a second family are also reducible. More specifically, we present a construction through which it is possible to associate, to each one of the pentanomials in this family, a binary symmetric singular submatrix. As we will see, all the nullities of these submatrices are always odd numbers. This, as we will also see, implies that all pentanomials, in this second family, have an even number of irreducible polynomial factors (and for this reason, all of them are reducible).
Introduction
Let u and v be two integers greater than 0 and u < v, then all the self-reciprocal binary pentanomials given by
can be classified into 4 types:
Type 1: u is an even number and v is an even number, Type 2: u is an even number and v is an odd number, Type 3: u is an odd number and v is an even number, Type 4: u is an odd number and v is an odd number.
Clearly, all self-reciprocal binary pentanomials of Type 1 are reducible. The main goal of this work is to show that all of Type 2 are also reducible. More precisely, if P (x) is a self-reciprocal binary pentanomial of Type 2, then (P (x), P (x)) = 1, and thus, we can use the Berlekamp Algorithm in order to obtain the irreducible factors of P (x). With this algorithm, the irreducible factors of P (x) are obtained via the null space of a singular matrix constructed using the polynomial P (x). In fact, the dimension of the null space of this matrix corresponds to the number of distinct irreducible factors of P (x). Through a specific construction, we will show that we can associate an equivalent matrix to this matrix, in such a way, that the nullity of the original matrix will be given by the nullity of a well defined symmetric submatrix that lies within the equivalent one. Due to some relevant properties of these symmetric submatrices, we will conclude that their nullities will always be odd numbers. This, as we will see, implies that all self-reciprocal binary pentanomials of Type 2 have an even number of irreducible polynomial factors.
This work is organized as follows: in Section 2 we present the specific construction, which allows us to associate a binary submatrix to each selfreciprocal binary pentanomial of Type 2. In Section 3 we show that all of these submatrices are symmetric, whereas in Section 4 we present some other relevant properties of these submatrices. The aforementioned result is presented in Section 5. Finally, Section 6 is devoted to conclusions.
The Construction
Let P (x) be a binary polynomial of positive degree n, such that (P (x), P (x)) = 1. Using P (x) we set n binary polynomials of degree less than n, given by R i (x) = . Due to this relationship, we will refer to these polynomials as Row Polynomials of B. Now, if P (x) is a self-reciprocal binary pentanomial of Type 2, then we have that u is an even positive number, v is an odd positive number with u < v and n = 2v. Besides, the row polynomials are given by
where i = 0, 1, 2, . . . , v − 1 and δ(·) is the {0, 1}-valued function such that its value is one iff its argument is true. Note that all the row polynomials have, indeed, degree less than n. For example, if u = 4 and v = 5, then
Now, we are going to apply some specific row and column operations on B, but first, we will start by fixing some notation and giving some definitions. The integers u, v and n, the polynomials R i (x), the vectors R i and the n×n matrix B, are as before. Since v is an odd integer greater that 1, we fix t = (v − 1)/2. We define the functions l, λ : Z Z → Z Z by
For each a = 1, 2, . . . , t, we denote t a = t+a, l a = l(t+a) and λ a = λ(t+a). One verifies at once that for any integer b,
For such values of a, J u a , denotes the integer given by
With these definitions and notations, we apply row operations on B. for a = t downto 1 do
As a result of Algorithm 1, we obtain a matrix equivalent to B, which we will denote byB. Its row polynomials,R i (x), will be as follows
for i = 0, 1, . . . , v + t, and for a = 1, 2, . . . , t, we havẽ
Rearranging sums
Thus, by using (1), we have
Now, if λ a ≤ u, then 2
In the case when u ≤ i < v, we have
and since 2(i − u) < n − u, for such values of i, then
Regrouping (4), (5) and (6)
, so the first summation in the previous equation is equal to
whereas the second one can be replaced by
Besides,
Putting all together, considering that 2t a − v = 2a − 1, we havẽ
where
is an even number greater than v and less than or equal to n. Clearly v + 2a − 1 and v + λ a are even numbers greater than v and less than n. Also observe that 2a
we may conclude that the monomial x 2a−1+u will be present in the reduction of
. . , t, this implies that all monomials in the reduction ofR v+ta (x) will have an even degree, if such a degree is greater than v − 1. Besides, through a direct inspection, we can see that the constant monomial 1 does not appear inR v+ta (x). Now, if i = 0, 1, . . . , t, then 2i − v < 0 and 2i < n − u. Hence, for all such values of i, we have
is the only one row polynomial that contains x n−1 . This means that we can apply column operations onB, in such a way, that we obtain a new equivalent matrix, which we will continue denoting byB in order to simplify the notation, whereR v+t (x) = x n−1 . After these, if t > 1, then the monomial x n−3 will be present only in the row polynomial R v+t−1 (x) and hence, doing as before, such a row polynomial can be replaced by x n−3 . We can continue with this procedure until the row polynomialR v+1 (x) is replaced by x 2+v . Since the row polynomial R v (x) is the only one that has the constant monomial 1, then such a row polynomial can be replaced by 1. As result of this column operations, the first n − t row polynomials ofB are as follows
whereas the last t are as in (7). In order to simplify the row polynomialsR i (x), for i = 1, 2, . . . , v − 1, we add, for such values and for such ordering of i, the i-th column ofB, to its 2i-th column. With this operation we haveR i (x) = x i , for i = 1, 2, . . . , v − 1, whereas the other row polynomials in (8) stay without changes. For each i = 1, 2, . . . , v − 1, we can now apply row operations, using the new version ofR i (x), in order to delete the monomial x i from the last t row polynomials:R v+ta (x), with a = 1, 2, . . . , t. As a result of the application of this new set of row and column operations, theB matrix is as follows
for the first n − t row polynomials ofB, and
for the last t ones, and where γ v is an integer function defined for all positive integers greater than 0, which is given by
The only difference between (7) and (10), is just the γ v function, which appears as a result of the last column operations. Note that γ v (i) = i, for all i ≥ v (not 2v). As an example of the construction presented here, we use the pentanomial P (x) = 1 + x 4 + x 7 + x 10 + x 14 . For this, Figure 1 (a) shows the matrix that is obtained by (1), whereas Figure 1(b) , shows the one that is obtained after applying Algorithm 1 (or through (2) and (3), or (2) and (7)). On the other hand, the first matrix in Figure 2 corresponds to the one that is obtained by (8) and (7), whereas the second one, is the one that is obtained by (9) and (10).
As can be seen from (9) and (10) (also see Figure 2 (b)), the rowsR i , with i = 1, 2, . . . , v + t are linear independent, and linear independent with respect (a) (2) and (7). In both cases we are using the pentanomial P (x) = 1 + x 4 + x 7 + x 10 + x 14 .
to the last t rows ofB. This means that a self-reciprocal binary pentanomial of Type 2 will be reducible, iff the submatrix obtained fromB, by intersecting its last t rows with its last t columns with an even position (ie, if we denote bỹ C i , with i = 0, 1, . . . , n − 1, the n columns ofB, then we are referring to the columns:C v+1 ,C v+3 , . . . ,C n−2 ) is singular. For Figure 2 (b), such a submatrix is
In the next section, we will show that the symmetric shape of the previous submatrix is something more than a fortunate choice.
All these Submatrices are Symmetric
To avoid repetition, from now on we will denote by B the t × t submatrix that is obtained by intersecting the last t rows with the last t columns, with an even position, of the matrixB given by (9) and (10). In order to prove the symmetric shape of B, we must show that for any pair of integers a and We start our analysis by considering the monomials x γv (2a−1) and x v+λa .
Lemma 1 Let a and b be as before, then γ
Proof: Since 2a −1 and λ b are odd numbers, then
Now, for the monomials
Lemma 2 Let a and b be as before, then For monomials x 2 j+1 λa−u+n and x γv (2ta−n+u) , it is important to note that 2
j+1 λ a − u + n = n is already considered by part 5) of the previous lemma. The remaining case is considered as follows.
Lemma 3 Let
Proof:
Thus, for such a we have γ v (2t b − n + u) = 2t a , and hence, there must exist a unique integer s, with 0 ≤ s ≤ l a , such that 2t
. Finally, we must show the unicity of a and j. Suppose that the integers a and j , with 1 ≤ a ≤ t and 0 ≤ j < J u a , are such that 2 j +1 λ a − u + n = 2t b . This implies that 2 j +1 λ a = 2 j+1 λ a . Without loss of generality, suppose that j ≥ j and then λ a = 2 j−j λ a , but since λ a and λ a are odd numbers, so j − j = 0, λ a = λ a and a = a. 
Let us note how the previous Lemma establishes a bijection between S

Lemma 4 Let χ
u = {(a, j) ∈ Z Z 2 | 1 ≤ a ≤ t, 0 ≤ j ≤ l a and 2 j+1 λ a + u < n} and χ −u = {(b, k) ∈ Z Z 2 | 1 ≤ b ≤ t and J u b ≤ k ≤ l b }, then for each (a, j) ∈ χ u (respect. (b, k) ∈ χ −u ) there exists a unique (b, k) ∈ χ −u (respect. (a, j) ∈ χ u ) such that 2 j+1 λ a + u = 2 k+1 λ b ,
and additionally
Proof: Let l 1 = l(u/2) and l 2 = l(λ a +λ(u/2)). Since 0 < 2 j+1 λ a +u < n, then there must exist a unique integer s,
For such b we have 2t + 1 = v < 2(t + b) = 2 j+1+s λ a + 2 s u < 2v = 4t + 2, and therefore 1 ≤ b ≤ t and
In a similar way, we can see that if j > l 1 , then 2
The right hand side of (12) is obtained in an analogous way. On the other hand,
For such a we have 2t + 1 = v < 2(t + a) = 2 k+1+s λ b − 2 s u < 2v = 4t + 2, and therefore 1 ≤ a ≤ t and λ a = λ(2 k λ a − u/2). By taking into consideration the first part of this proof, the remaining part is routine.
In an analogous way as with Lemma There are two remaining cases for the monomial x γv(2 j+1 λa+u) : 2 j+1 λ a + u = n and 2 j+1 λ a + u > n. Note that both cases imply that j = l a (since v < n − u ≤ 2 j+1 λ a < n ⇒ 2 j+1 λ a = 2t a and j = l a ), and therefore both cases are already covered by 3) and 6), in Lemma 2.
As we can see from (10), the monomials inR v+ta (x) can be classified into three categories: those whose degree is equal to v, those whose degree is an even number greater than or equal to n, and those whose degree is an even number greater than v and less than n. Parts 3), 4), 5) and 6) in Lemma 2, show that for any monomial in the first two categories, there exists another monomial in the same row polynomialR v+ta (x) which annihilates it. For this reason, we must never expect to find such kind of monomials in the reduction ofR v+ta (x). On the other hand, and for the third category, parts 1) and 2) in Lemma 2, and the remaining lemmas in this section, show that for any pair of integers a and b, with 1 ≤ a, b ≤ t, the monomial x 2t b is in the row polynomialR v+ta (x) iff the monomial x 2ta is inR v+t b (x). Thus, we have proved the following result.
Theorem 1 The t × t submatrix B is symmetric.
Besides the symmetric shape of B, there are two more properties, which will be important in order to prove the reducibility of self-reciprocal binary pentanomials of Type 2.
Two Relevant Properties of these Symmetric Submatrices
For a given row (or column) in B, we are interested in its diagonal element, and in the parity of the number of ones in such a row. The next result shows a relationship between this parity and this diagonal element.
Theorem 2 The diagonal element, in any row of B, is equal to one iff the number of ones in the row has odd parity.
Proof: Since submatrix B is symmetric, the value of the diagonal element in its a-th row, with a = 1, 2, . . . , t, will be determined by the number of times the monomial x 2ta appears in (10). A direct inspection of (10), shows that this monomial is considered in lines 1, 2 and 5 of this equation. Looking at the first line, we can see that monomial x 2ta , and another four monomials, are considered just one time. The second line tells us that x 2ta is considered J u a times, and in every instance another two monomials are also considered. The fifth line (together with the fourth) shows that monomial x 2ta , and another four monomials, will be considered iff 2t a > n − u. Thus, and since the number of monomials in line 3 is an even number, it follows that the monomial x 2ta appears in (10) an odd number of times, iff the total number of monomials for this equation is also an odd number.
We are now interested in the number of zeros in the diagonal of the submatrix B. In order to present a result in this direction, we first need a preliminary result. Notation: Let u and t be as before and let s be a positive integer (s ≥ 0). For each value of s, t and u, we will denote by Ω .
.., t, and since 2 2) The number of zeros on its diagonal has odd parity.
The Result
The main goal of this section is to show that all self-reciprocal binary pentanomials of Type 2 have an even number of irreducible polynomial factors. To get to this result, we first have to show that the nullity of any matrix of Type 2 has odd parity. Proof: For i, j = 1, 2, . . . , t, we will denote by a i,j , R i and C i the respective entries, rows and columns of A. The equivalent matrix that we are searching for, will be obtained in two steps. In each step we construct a matrix equivalent to A. We will denote by A (1) , a
i,j , R the first matrix and its corresponding components, whereas for the second one, we will use the notation
and C (2) i . By hypothesis there exist integers r and s, with 1 ≤ r, s ≤ t, such that r = s and a r,s = 1. For such r let J r = {j | 1 ≤ j ≤ t and a r,j = 1}. Note how #J r = w h (R r ) = even number greater than 0, where w h (·) stands for the Hamming weight function (see for example [3] ). In order to obtain A (1) , we add the r-th row of A to its s-th row, that is,
If we denote byê s the s-th canonical column vector of length t (ie, the column vector of length t with all zeros except for the s-th entry, which contains a 1), then C
From the previous equation, and since A is symmetric, we can see that A (2) is also a symmetric matrix. Since w h (C r +ê s ) = odd number, and w h (C j ) = even number, then we have w h (C (2) j ) = odd number iff j ∈ J r iff a (2) j,j = 1.
Theorem 4 Let A be a t × t symmetric binary matrix of Type 2, then the nullity of such a matrix is an odd number.
Proof: If A is the null matrix, then t is an odd number and the claim follows. Now, if A is not the null matrix but has a zero diagonal, then t is again an odd number and by using Lemma 6, we can find an equivalent symmetric binary matrix of Type 2 with a non zero diagonal. Thus, without loss of generality we can suppose that A has a non zero diagonal. If a i,j and R i , for i, j = 1, 2, . . . , t, denote the entries and the rows of matrix A, then there must exist an integer s, with 1 ≤ s ≤ t, such that a s,s = 1. Applying row operations on matrix A we construct a row equivalent matrixÃ, in such a way that the s-th column ofÃ will correspond to the s-th canonical column vectorê s , of length t. That is, ifã i,j andR i , with i, j = 1, 2, . . . , t, denote the entries and the rows ofÃ, then such rows are given byR i = R i + a i,s δ(i = s)R s . Or in an equivalent waỹ
Since A is symmetric, thenã i,j =ã j,i , for all i, j = 1, 2, . . . , t, with i, j = s. This means that the t − 1 × t − 1 submatrix A, obtained fromÃ by deleting its s-th row and its s-th column, is symmetric. We claim that A is a matrix of Type 2. In order to see that, we observe that w h (R s ) = odd number and a i,i = a i,i + 1 ⇔ a i,s = 1 for all i = s. Thus, #{i | i = 1, 2, . . . , t, i = s, andã i,i = a i,i } = even number, and hence submatrix A has an odd number of zeros on its diagonal (since A also has the same kind of diagonal). Similar arguments prove that A satisfies also condition 1) in Definition 1. Clearly, the nullity of A is equal to the nullity of A. If A is the null matrix, then we have the claim. If is not, we re-apply the previous procedure to matrix A. Thus, a recursive application of this procedure give us the desired result.
We are now able to prove the result.
Theorem 5 If P (x) is a self-reciprocal binary pentanomial of Type 2, then it has an even number of irreducible polynomial factors.
Proof: Using P (x) in (1), we obtain a square binary matrix B, such that Nullity(B) = number of irreducible polynomial factors of P (x). Through the construction seen in Section 1, we can find a square binary matrix B, such that Nullity(B) = Nullity(B) + 1. By means of Theorems 1, 2 and 3, we prove that B is a matrix of Type 2. Finally, Theorem 4 show us that Nullity(B) = odd number.
Conclusions and Final Remarks
As we have seen, we proved, through a very specific construction, the reducibility of all self-reciprocal binary pentanomial of Type 2. Via this construction, we associated a binary symmetric singular submatrix to each self-reciprocal binary pentanomial of Type 2. Nevertheless, it is not clear to the author, if a similar construction, for self-reciprocal binary pentanomial of Type 3 or 4, is possible. That is, we do not know if it a construction is possible, by means of which, we can also associate a binary symmetric matrix (although not necessarily singular) to each self-reciprocal binary pentanomial of Type 3 or 4. Besides, in this case, we cannot directly use the Berlekamp Algorithm, since some of these pentanomials could have repeated factors. More precisely, if P (x) = x 2v + x 2v−u + x v + x u + 1 is a pentanomial of Type 3 or 4 (u is odd, and v is even or odd), then it can be proved that, if v is even, then such pentanomial has repeated factors iff v − u is a multiple of three and 3((v − u) /3, v) | v. If v is odd, then P (x) has repeated factors iff v is a multiple of three and 3(v/3, v − u) | (v − u). Considering factor repetition, and with the help of computer programs, we analyzed pentanomials of these types and we conjecture that all self-reciprocal binary pentanomial of Type 3 or 4 have an odd number of irreducible polynomial factors (and for this reason, some of them are irreducible). For example: P (x) = 1 + x 9 + x 15 + x 21 + x 30 is an irreducible self-reciprocal binary pentanomial of Type 4. Note also that this pentanomial disproves the conjecture settled in [4] .
