In this paper, we present a criterion on the oscillation of unbounded solutions for higher-order dynamic equations of the following form:
Introduction
This paper is concerned with the oscillatory nature of all unbounded solutions of the following higher-order delay dynamic equation:
x(t) + A(t)x(α(t))
∆ n + B(t)F (x(β(t))) = ϕ(t)
for t ∈ [t 0 , ∞) T ,
where n ∈ [2, ∞) Z , t 0 ∈ T, sup{T} = ∞, A ∈ C rd ([t 0 , ∞) T , R) is allowed to oscillate in a strip of width less than 1, B ∈ C rd ([t 0 , ∞) T , R + ), F ∈ C(R, R) is nondecreasing, and α, β ∈ C rd ([t 0 , ∞) T , T) are increasing functions satisfying lim t→∞ α(t) = lim t→∞ β(t) = ∞ and α(t), β(t) ≤ t for all sufficiently large t.
During the last few decades, there has been extensive improvement in the oscillation theory of neutral difference/differential/dynamic equations, which are defined as equations in which the highest order differential operator is applied both to the unknown function and to its composition with a delay function. In simple terms, a function is said to be a delay function if it tends to infinity and takes values that are less than its variable. Neutral delay equations appear in many fields of real word mathematical modelings, and since the delay terms (as well as the coefficients), play a major role on the behavior of the solutions, studies on the solutions of such equations are significantly interesting.
In the literature, there are very few number of papers studying delay difference/differential equations with an oscillating coefficient inside the neutral part because of the technical difficulties arising in the computations. Also, all these results except [18, Theorem 2.4] restrict their conclusions on bounded solutions to succeed in revealing the asymptotic behaviour (see [10, 16, 17, 20, 21] ). In [18, Theorem 2.4] , the authors study asymptotic behaviour of all solutions of higher-order differential equations without restricting their attention on bounded solutions, but the other assumptions of this work are very strong; for instance, A is assumed to be periodic and the delay functions are lines of slope 1. Also, we would like to mention that our method/technique can be easily modified for equations involving several coefficients, for simplicity in the proofs, we shall consider equations involving only one coefficients inside and outside the neutral part.
Our motivation for this study comes from the papers [12, 18] . In [12] , the authors study oscillation and asymptotic behaviour of higher-order difference equations for various ranges of the coefficient associated to the neutral part (but not allowed to oscillate). As we cursory talk about the work accomplished in [18] , it is important to mention that the method employed therein is completely different from those in [10, 16, 17, 20, 21] , where all the authors could only deal with bounded solutions of (1) . In this work, we combine and extend some of the results in [12, 18] by the means of the time scale theory. The readers are referred to [2, 3, 11] for fundamental studies on the oscillation theory of difference/differential equations.
On the other hand, for first-order dynamic equations; i.e., (1) with n = 1, one may find results in the papers [4, 7, 9, 14, 15, 19, 22] . To the best of our knowledge, there is not yet any paper studying oscillation and asymptotic behaviour of higher-order dynamic equations, and therefore this paper is one of the first papers dealing with this untouched problem (also see [13] , where the author states necessary and sufficient conditions on all bounded solutions to be oscillatory or convergent to zero asymptotically).
Set
where the forward jump operator σ : T → T is defined by σ(t) := inf(t, ∞) T for t ∈ T and x σ stands for x • σ. This paper is organized as follows: in § 2, we give some preliminaries and definitions about the time scale concept; in § 3, we state and prove our main result on the oscillation of unbounded solutions to (1); in § 4, we give some illustrative examples to show applicability of our results; and finally in § 5, we make a slight discussion concerning the previous works in the literature to mention the significance of this work.
Definitions and preliminaries
In this section, we give the basic facilities for the proof of our main result.
In the sequel, we introduce the definition of the generalized polynomials on time scales (see [1, Lemma 5] and/or [6, § 1.6]) h k : T × T → R as follows:
for s, t ∈ T. Note that, for all s, t ∈ T and k ∈ N 0 := {n ∈ Z : n ≥ 0}, the
In particular, for
is the usual factorial function, and for T = R, we have
Property 1. Using induction and the definition given by (2), it is easy to see that h k (t, s) ≥ 0 holds for all k ∈ N 0 and s, t ∈ T with t ≥ s and
k−l h l (t, s) holds for all s, t ∈ T with t ≥ s and all k, l ∈ N 0 with l ≤ k.
We prove the following lemma on the change of order in double (iterated) integrals, which extends [5, Theorem 10] to arbitrary time scales. However, our proof is more simple and direct.
Lemma 1 (Change of integration order). Assume that s, t ∈ T and f ∈ C rd (T × T, R). Then for all t ∈ T, where [6, Theorem 1.75] is applied in the last step. Hence, g is a constant function. On the other hand, we see that g(s) = 0 holds; i.e., g = 0 on T, and this shows that (4) is true.
We would like to point out that [8, Lemma 3 ] is a particular case of Lemma 1. As an immediate consequence, we can give the following generalization of Lemma 1 for n-fold integrals.
Proof. The proof of the corollary makes the use of Lemma 1 and the induction principle. From Lemma 1, it is clear that (6) holds for n = 2. Suppose now that (6) holds for some n ∈ N. Then integrating (6) over [s, t) T , and using Lemma 1, we get
which proves that (6) holds for (n + 1). This completes the proof.
The following lemma is interesting on its own. Lemma 2. Let n ∈ N 0 , f ∈ C rd (T, R + ) and sup{T} = ∞, and that s, t be any two points in T. Then Proof. To complete the proof, we shall employ the induction principle. The proof is trivial for n = 0. Suppose that the claim holds for some n ∈ N, we shall show that it is also true for (n + 1). Without loss of generality, we may suppose s ≥ t. From (2) and Lemma 1, we have
First, consider the case that (−1)
n ∞ r h n (r, σ(η))f (η)∆η = ∞ holds for all r ∈ T (see Property 1). Clearly, this implies by (7) that (−1)
In view of (2), (7) and Lemma 1, we get
Using the fact that the last term on the right-hand side of (8) is finite, we infer that ∞ s h n+1 (s, σ(η))f (η)∆η and ∞ t h n+1 (t, σ(η))f (η)∆η diverge or converge together. This proves that the claim holds for (n + 1), and the proof is therefore completed.
The following result is the generalization of the well-known Kneser's theorem, which is one of the most powerful tools in the oscillation theory of higher-order difference/differential equations in the discrete and the continuous cases.
Kneser's theorem ([1, Theorem 5]).
Let n ∈ N, f ∈ C n rd (T, R) and sup{T} = ∞. Suppose that f is either positive or negative and f ∆ n ≡ 0 is either nonnegative or nonpositive on [t 0 , ∞) T for some t 0 ∈ T. Then there exist
Main result
In this section, we give our main result on (1) under the following primary assumptions:
(H1) There exist two constants a 1 , a 2 ≥ 0 with a 1 + a 2 < 1 such that −a 1 ≤ A(t) ≤ a 2 for all sufficiently large t.
(H2) F ∈ C rd (R, R) is nondecreasing with F (u)/u > 0 for all u ∈ R\{0} and lim inf u→∞ F (u)/u > 0.
(H3) (−1) 
We are now ready to state our main result. Theorem 1. Assume that (H1)-(H5) hold, then every unbounded solution of (1) is oscillatory on [t 0 , ∞) T .
Proof. On the contrary, let x be an unbounded nonoscillatory solution of (1). Then, there exists t 1 ∈ [t 0 , ∞) T such that either x(t), x(α(t)), x(β(t)) > 0 or x(t), x(α(t)), x(β(t)) < 0 holds for all t ∈ [t 1 , ∞) T .
First, let x(t), x(α(t)), x(β(t)) > 0 for all t ∈ [t 1 , ∞) T . For convenience in the notation, we set y(t) := x(t) + A(t)x(α(t)) and z(t) := y(t) − Φ(t)
for t ∈ [t 1 , ∞) T . Therefore, from (1), we have
for all t ∈ [t 1 , ∞) T , which indicates that z ∆ j is eventually monotonic and of single sign for all j ∈ [0, n) Z . Then, 0 ∈ [−∞, ∞] R holds, where j := lim t→∞ z ∆ j (t) for j ∈ [0, n) Z . Now, we prove that 0 = ∞ is true. Since x is unbounded, there exists an increasing divergent sequence {ζ k } k∈N ⊂ [t 1 , ∞) T such that x(ζ k ) ≥ sup{x(t) : t ∈ [t 1 , ζ k ) T } holds for all k ∈ N and {x(ζ k )} k∈N is divergent. Then, from (H1) and (9), we have z(
for all k ∈ N, which proves 0 = ∞ by considering (H4) and letting k → ∞. Hence, by Kneser's theorem, we have Taylor 
for all t ∈ [t 2 ∞) T . It follows from Property 1 (recall that η in the integral above varies in [t 2 , t) T and thus
On the other hand, by the decreasing nature of z ∆ m , we observe that m is finite and thus j = 0 for all j ∈ (m, n) Z (see [1, Lemma 7] ). Repeatedly integrating (10) over [t, ∞) T ⊂ [t 2 , ∞) T for (n − m)-times, and applying Corollary 1 (recall that (n − m − 1) is even), we deduce that
Therefore, we have
which, together with (H3), implies and Lemma 2 that lim inf
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From (H4) and (12), we see that
and by (H2) and (13), we get lim inf
In view of (11) and (14), we learn that
where
for t ∈ [t 2 , ∞) T . By (H1) and the increasing nature of z, we have −a 1 ≤ A(t) ≤ a 2 for all t ∈ [t 2 , ∞) T . Thus, from (H4), (9) and 0 = ∞, we see that lim t→∞ z(t)/y(t) = 1 holds, which indicates
since we have y(t) = y(t)/z(t) for all t ∈ [t 2 , ∞) T . Now, we prove that x is bounded; that is, is a finite constant, where := lim sup t→∞ x(t). Otherwise, = ∞ holds, and there exists an increasing divergent sequence
which implies y(ζ k ) → ∞ by letting k → ∞. This contradicts (17 Let {ξ k } n∈N , {ς k } k∈N ⊂ [t 2 , ∞) T be two increasing divergent subsequences satisfying lim k→∞ x(ξ k ) = 0 (see (15) ) and lim k→∞ x(ς k ) = . Since x is bounded, we may assume existence of the limits lim k→∞ x(α(ξ k )) and lim k→∞ x(α(ς k )) (due to Bolzano-Weierstrass theorem, there always exist such subsequences of { x(α(ξ k ))} k∈N and { x(α(ς k ))} k∈N ), and note that both of these limits cannot exceed . Then, for all k ∈ N, we get
In view of (17), by letting k → ∞ in (19), we get 0 ≥ (1 − a 1 − a 2 ) , which proves = 0 by (H1); that is, (18) is true. Hence, by letting t → ∞ in (16), we obtain lim t→∞ y(t) = 0 because of (18) and boundedness of A. However, this contradicts (17) , and thus (1) cannot admit eventually positive unbounded solutions.
Next, let x(t), x(α(t)), x(β(t)) < 0 for all t ∈ [t 1 , ∞) T . Set x := −x, ϕ := −ϕ on [t 0 , ∞) T , and F (u) := −F (−u) for u ∈ R. Then, from (1), eventually positive x satisfies the following equation
x(t) + A(t) x(α(t))
∆ n + B(t) F ( x(β(t))) = ϕ(t) for t ∈ [t 0 , ∞) T (20) for which the conditions (H1)-(H5) hold. Applying the first part of the proof for (20) , we get the desired contradiction that (20) cannot have eventually positive unbounded solutions; i.e., (1) cannot have eventually negative unbounded solutions. Thus, all unbounded solutions of (1) are oscillatory, and the proof is hence completed.
Some applications
We have the following application of Theorem 1 on the well-known time scale T = Z. 
n ∈ [2, ∞) Z . However, as is mentioned in [2, § 6.4] , it is indeed further more difficult when A oscillates in a strip of which width exceeds 1.
