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LAGRANGIAN COBORDISM AND METRIC INVARIANTS.
OCTAV CORNEA AND EGOR SHELUKHIN
Abstract. We introduce new pseudo-metrics on spaces of Lagrangian submanifolds of a
symplectic manifold (M,ω) by considering areas associated to projecting Lagrangian cobor-
disms in C×M to the “time-energy plane” C. We investigate the non-degeneracy properties of
these pseudo-metrics, reflecting the rigidity and flexibility aspects of Lagrangian cobordisms.
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1. Introduction
One of the central aims of symplectic topology is to understand the topology of the La-
grangian submanifolds L of a given symplectic manifold (M2n, ω) which is closed or tame
at infinity. A basic question is whether there is some natural topology, or a distance, on
the space L(M) of all such submanifolds that has some interesting, specifically symplectic,
features. Without additional constraints on the class of Lagrangians under consideration, a
positive answer to this question is hard to expect for two main reasons: the topological type
of the submanifolds L in question is not fixed; symplectic rigidity properties are not preserved
by isotopies, even Lagrangian ones, but only by Hamiltonian isotopies.
Recall that the Hamiltonian diffeomorphisms group, Ham(M,ω), is endowed with a bi-
invariant metric introduced by Hofer. Many recent advances in symplectic topology are related
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to properties of Hofer’s geometry. The Hofer metric is also relevant to our problem: if we
fix some L ∈ L(M) and consider the orbit LL(M) of L under the action of Ham(M,ω) (in
other words, these are all the Lagrangians in M that are Hamiltonian isotopic to L), then the
Hofer metric adjusts naturally to this context and, as noted by Chekanov [15, 14] , provides
a metric on LL(M).
The purpose of this paper is to show that there is a natural construction of a family of
metrics that are defined and non-degenerate on certain subsets of L(M) that are, in general,
larger than Hamiltonian orbits. Moreover, this construction extends the construction of the
Hofer metric. We will see that using such a metric one can compare certain Lagrangians that
are not even smoothly isotopic.
1.1. Measuring cobordisms. The construction of the metrics mentioned above employs
the Lagrangian cobordism machinery as developed in [10, 11]. The notion of Lagrangian
cobordism was introduced by Arnold [5, 6] and we refer to [10] for the variant that we use
in this paper. In short, a Lagrangian cobordism V is a non-compact Lagrangian submanifold
of (C×M,Ω = ω0 ⊕ ω), ω0 = dx ∧ dy whose ends are cylindrical of two types, positive and
negative. The positive ones are of the form [β+,∞)× {r} × L
′
r where r ∈ Z>0, β+ ∈ R and
L′r is a Lagrangian in M . Similarly, the negative ends are of the form (−∞, β−] × {r} × Lr
with β− < β+. We refer to each of the L
′
j ’s as a positive end of V and to each of the Li’s as
a negative end. A cobordism like this is sometimes written as V : (L′j)1≤j≤k+ ❀ (Li)1≤i≤k−
when we have k+ positive ends and k− negative ends. In case k+ = k− = 1 the cobordism is
called simple.
Under the canonical projection π : C×M → C a cobordism looks as in Figure 1.
Figure 1. A cobordism V : (L′j)❀ (Li) projected on C.
Our construction is based on the following natural measure of Lagrangian cobordisms.
Definition 1.1. Given a Lagrangian cobordism V ⊂ C×M , V : (L′j)❀ (Li), the outline of
V , ouV ⊂ C, is the closed subset of C given as the complement of the union of the unbounded
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components of C\π(V ). The shadow of V is given by:
S(V ) = Area(ouV ) .
1.2. Statement of the main result. There is a dichotomy
flexibility ↔ rigidity
in symplectic topology that is very much in evidence in the study of Lagrangian submani-
folds and which is also apparent in the main result of the paper, Theorem 1.2 below. This
dichotomy is reflected in the way certain topological constraints impact the geometric (sym-
plectic) properties of Lagrangian submanifolds. We work in this paper with certain classes
L∗(M) of Lagrangian submanifolds in (M,ω) as well as with the corresponding classes of
simple cobordisms L∗cob(C ×M). The superscript (−)
∗ refers to the constraints on the La-
grangians considered. These constraints are essentially standard in the field but we refer to
§2 for details. In short, from flexible to rigid, ∗ can take the following values: g for general, or
unconstrained Lagrangians and cobordisms; w −m for weakly monotone by which we mean
monotone without restrictions on the minimal Maslov class (with a fixed monotonicity fac-
tor); m for monotone; e for exact; finally, L0 for some fixed Lagrangian L0 ⊂ M with the
notation LL0(M) meaning the Hamiltonian orbit of L0 (with cobordisms given by Lagrangian
suspensions) as in the beginning of the introduction. An inequality such as ∗ ≥ w−m means
that we work with Lagrangians that are at least as rigid as weakly-monotone.
Theorem 1.2. For two Lagrangians L, L′ ∈ L∗(M) let:
(1) d∗(L, L′) = inf {S(V ) | V : L❀ L′ , V ∈ L∗cob(C×M)} .
i. If ∗ ≥ w −m, then d∗(L, L′) defines a metric, possibly infinite, on L∗(M).
ii. Given any Lagrangian L0 ⊂ M the metric d
L0 on the Hamiltonian orbit of L0 is the
Lagrangian analogue of Hofer’s metric.
iii. There are Lagrangians L, L′ ∈ Lw−m(M) so that dw−m(L, L′) 6= ∞, L and L′ are not
smoothly isotopic and dm(L, L′) =∞.
iv. For ∗ = g, equation (1) defines a degenerate pseudo-metric. More precisely, for any two
Lagrangians L, L′ the only possible values of dg(L, L′) are 0 and ∞ and dg(L, L′) =∞
iff there are no simple Lagrangian cobordisms relating L to L′.
We emphasize that d∗(L, L′) = ∞ means that L and L′ are not cobordant via a simple
cobordism of class ∗ and d∗(L, L′) = 0 means that there are simple cobordisms of arbitrarily
small shadow that belong to this class and relate L and L′.
The structure of the paper is as follows. Section 2 contains the required background on
the various constraints ∗. In §3 we state and prove the main technical ingredient needed to
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establish Theorem 1.2. This result is of some independent interest by itself. Its application in
this paper is in §4 where we show Theorem 1.2. The paper ends with a few other comments
in §5.
Acknowledgements. This paper has grown from a number of questions that have emerged
in discussions between Paul Biran and the first author during their long-term investigation
of Lagrangian cobordism. We thank him as well as Misha Entov, Kenji Fukaya, and Misha
Khanevsky for useful discussions. We thank Emmy Murphy for suggesting that the pseudo-
metric dg is degenerate by a simple application of the h-principle.
2. Background: classes of Lagrangians, from flexible to rigid
In this section we recall a series of standard, more and more strict topological constraints
on Lagrangian manifolds and fix the relevant notation.
2.1. ∗ = g. This is the most flexible choice of contraint and indicates that no restriction is
imposed - g comes from general. In other words, Lg(M) are all the Lagrangian submanifolds
of M and Lgcob(C×M) are all the simple cobordisms in C×M .
2.2. ∗ = w −m. This is the weakly - monotone case. Given a Lagrangian K ⊂ M there are
two morphisms:
µ : π2(M,K)→ Z ω : π2(M,K)→ R
the first being given by the Maslov class and the second by the integration of ω. The La-
grangian K is called weakly-monotone if there exists a constant ρ ∈ R so that for each class
α ∈ π2(M,K) we have ω(α) = ρµ(α). Notice that there are no restrictions in this case on the
constant ρ or on the minimal Maslov class. The Lagrangians in the class Lw−m(M) are all
weakly monotone with the same monotonicity constant ρ and similarly for the cobordisms in
the class Lw−mcob (C ×M). To be more precise we may include the constant ρ in the notation
in which case we write Lw−m(ρ)(M).
2.3. ∗ = m. This is the monotone case. A Lagrangian K ⊂ M is called monotone if it is
weakly-monotone and, additionally, the constant ρ ≥ 0 and, further, the minimal Maslov
class:
NK = min{µ(α) | α ∈ π2(M,K) , ω(α) > 0}
is at least 2. In this context Floer homology is well-defined [25, 26]. For simplicity we will
mainly deal in this paper with Floer invariants over the base ring Z2, which allows us to
disregard questions of orientation. If K is monotone, then for a point P ∈ K and a generic
almost complex structure J onM , the number of J-holomorphic disks going through P - these
are the maps u : D2 → M , u(S1) ⊂ K, u(+1) = P , ∂¯Ju = 0 modulo reparametrization - is
finite. We denote by dK ∈ Z2 the number of these disks modulo 2. The set L
m(M) indicates
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in this case all the monotone Lagrangians in M with the same monotonicity constant ρ as well
as with the same number dK . In case we want to indicate explicitly these two constants we will
write Lm(ρ,d)(M) to mean the monotone Lagrangians K in M of monotonicity constant ρ and
so that dK = d. We use similar notation for cobordisms so that, for instance, L
m(ρ,d)
cob (C×M)
are the cobordisms in C×M that are monotone as Lagrangians in C×M with the respective
constants (ρ, d). For any two Lagrangians in Lm(ρ,d)(M) the Floer homology of the pair is well-
defined [25, 26]. To fix some relevant notation we first indicate that unless mentioned otherwise
we work at all times over Z2. For any two L, L
′ ∈ Lm(ρ,d) the Floer chain complex of L and L′
will be denoted by CF (L, L′). The homology of this complex, HF (L, L′), is called the Floer
homology of L and L′. If L and L′ intersect transversely, then CF (L, L′) is basically identified
with the Z2 vector space generated by the intersection points of L and L
′ and the differential
of the Floer complex counts (with weights given by the symplectic area) J-holomorphic strips
joining these intersection points. A more precise description appears in §3. Floer homology
can also be adapted to the case of cobordisms themselves - as in [10, 11] - so that, given
any two cobordisms V, V ′ ∈ L
m(ρ,d)
cob (C ×M) the Floer complex CF (V, V
′) is well-defined (as
usual, up to canonical quasi-isomorphisms). There is also an obvious notion of Lagrangian with
cylindrical ends in C×M that is more general than cobordism. This is defined in the same way
as in the cobordism case except that the ends are of the type (−∞, β]×{ai}×Li, respectively
[α,∞) × {bi} × L
′
j for ai, bj ∈ R while for cobordisms ai, bj ∈ Z>0. Floer homology is again
defined for any pair of such Lagrangians. Furthermore, there is also an associated notion of
isotopy for cobordisms [10] (as well as, more generally, for Lagrangians with cylindrical ends):
two cobordisms V, V ′ ⊂ C×M are horizontally isotopic if there exists a Hamiltonian isotopy
{φt}t∈[0,1] of C ×M sending V to V
′ and so that, outside of a compact, φt(V ) has the same
ends as V for all t ∈ [0, 1] (in other words, the ends can slide along but their image in C×M
- outside a large compact set - remains the same; the Hamiltonian isotopy is not necessarily
with compact support). As shown in [10], this type of Hamiltonian isotopy leaves invariant the
Floer homology HF (V, V ′) just as in the usual compactly supported setting. The distinction
between cobordisms and Lagrangians with cylindrical ends seems somewhat arbitrary but is
relevant, in fact, for the definition of the Fukaya category of Lagrangian cobordisms - such
as in [11]. As this Fukaya category is not needed in this paper, the two notions will be used
interchangeably.
2.4. ∗ = e. This is the exact case.
In this case, we assume that the manifold M is exact, i.e. ω = dλ, and moreover, the
primitive λ restricts to an exact form on each of the Lagrangians belonging to Le(M), and
similarly for cobordisms. The Floer machinery was initially developed in the exact case [16]
and, as mentioned above, this was later extended to the monotone setting.
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2.5. ∗ = L0. This is the case of Hamiltonian orbits. We fix L0 a Lagrangian in M and
we denote by LL0(M) all the Lagrangians in M that are Hamiltonian isotopic to L0. The
cobordisms in LL0cob(C×M) consist only of Lagrangian suspensions.
We now recall the Lagrangian suspension construction. Let φ ∈ Ham(M,ω) be a Hamil-
tonian diffeomorphism. Let G : [0, 1]×M → R be a time dependent Hamiltonian so that the
time-1 diffeomorphism associated to G is φ, φG1 = φ. We denote by φ
G
t the time-t Hamiltonian
diffeomorphism associated to G for all t ∈ [0, 1]. In particular φG0 = id. We may assume that
G is normalized in such a way so that for some small ǫ > 0 it vanishes on ([0, ǫ]∪[1−ǫ, 1])×M .
Such a normalization is easy to achieve by reparametrizing the Hamiltonian flow (see [30]):
if b : [0, 1] → [0, 1] is a smooth function, the Hamiltonian isotopy φGb(t) is generated by the
Hamiltonian function (t, z)→ b′(t)G(b(t), z) and we may take b(t) equal to t on [3ǫ
2
, 1− 3ǫ
2
] and
constant, equal to 0 on [0, ǫ] and constant equal to 1 on [1−ǫ, 1]. In view of our normalization,
we extend G by zero outside of [0, 1]×M ⊂ R ×M, and view it as a map G : R×M → R.
There is a symplectomorphism Φ : C×M → C×M defined by
Φ(x+ iy, z) = (x+ i(y +G(x, φGx (z))), φ
G
x (z)) .
This symplectomorphism is itself Hamiltonian (but not horizontal). For convenience we will
denote the corresponding Hamiltonian isotopy by Ψt : C×M → C×M so that Ψ1 = Φ and
Ψ0 = id. It is also possible to assume (by an appropriate reparametrization) that the path
of symplectomorphisms Ψt is constant for t near the ends of the interval [0, 1]. Fix now a
connected, closed Lagrangian L ⊂ M and let its Lagrangian suspension along G (see [30] as
well as [13] where the cobordism perspective on this construction is made explicit) be defined
by:
LG = Φ(R× L) .
Our normalization for G implies that LG is a Lagrangian cobordism, LG : φ(L)❀ L. Define
LL0cob(C × M) to be the set of Lagrangian cobordisms in C × M that can be written as a
Lagrangian suspension LG for some L ∈ LL0(M) and G : [0, 1]×M → R.
In case L0 is monotone, then obviously L
L0(M) ⊂ Lm(ρ,d)(M) where ρ is the monotonicity
constant of L and d = dL and, in particular, all the Floer machinery applies. However, if L0
is not restricted in any way, the Floer homology HF (L0, L1) is not defined in general even
if L1 is Hamiltonian isotopic to L0, that is L1 = φ(L0) for some φ ∈ Ham(M,ω). Despite
this, starting with Chekanov’s work [14], it is now well-known that at least parts of the Floer
machinery can be used inside LL0(M) for energies under the bubbling threshold. In all cases,
from the perspective of this paper, the restriction to just one Hamiltonian orbit is the most
rigid constraint in our list.
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Given that we have listed the possible choices for ∗ in order, starting from the most flexible
to the most rigid we will say, for instance, that a Lagrangian L, or a family of Lagrangians, is
at least weakly-monotone to mean that they belong to L∗(M) for some ∗ ≥ w −m - in this
case the value of the constraint ∗ could be w −m,m, e or L0 - and similarly for cobordisms.
3. The main technical result
The proof of the main Theorem is based on a technical result whose statement and proof are
contained in this section. To formulate it we need to recall two additional numerical invariants
associated to Lagrangian submanifolds.
The first is a positive real number associated to a pair of two Lagrangian submanifolds
L, L′ ⊂ M . It is called the Gromov width of L relative to L′ (while we use this terminology
for the sake of brevity, a more appropriate name could be “the Gromov width of L inside
M\(L′\L)”) and was introduced in [8]:
w(L, L′) = sup
r>0
{
πr2
2
| ∃ e : Br →M, symplectic embedding,(2)
e−1(L) = Br ∩ R
n, e(Br) ∩ L
′ = ∅} .
Here Br ⊂ C
n is the standard ball of radius r and center 0.
The second is a positive number associated to a Lagrangian L and an almost complex
structure J on M that is compatible with ω. It is called the bubbling threshold of L with
respect to J :
(3) δ(L; J) = inf
u
{ω(u) | u is J− holomorphic, u : (D2, S2)→ (M,L) or u : S2 →M} .
Obviously, this represents the energy at which the bubbling of either a J-disk with boundary
on L or of a J-sphere may occur. It is taken to be ∞ if there are no relevant J-disks or
spheres. This definition also make sense in case the almost complex structure J is time-
dependent, J = {Jt}t∈[0,1]. In this case, we take the infimum in Equation (3) over all disks
u : (D2, S1) → (M,L) that are J1-holomorphic and over all spheres u : S
2 → M that are
Jt-holomorphic for some t ∈ [0, 1]. This is a bit of an ad hoc notion - as we do not take into
account the J0-holomorphic disks with boundary on L - but it is convenient for our purposes
here (and it provides a better lower bound).
This number is well-defined also for cobordisms V in case the almost complex structure J
on C×M is compatible with Ω and has the following properties:
i. there is a compact family of almost complex structures J on M compatible with ω
and a set K ⊂ C so that for z ∈ C \K, J is of the form i× J ′ with J ′ ∈ J .
8 OCTAV CORNEA AND EGOR SHELUKHIN
ii. for some α− > 0 it restricts to i× J−, J− ∈ J , over the set (−∞,−α−]× R×M .
iii. for some α+ > 0, J restricts to i× J+, J+ ∈ J over the set [α+,∞)× R×M .
For convenience, we will also assume (without loss of generality) that the compact set K above
is included in [−α−, α+] × R. We call such almost complex structures trivial at infinity. We
will say that J− is the negative end of J and that J+ is the positive end of J .
Proposition 3.1. Let V : (L1, . . . , Li−1, L, Li . . . , Lr) ❀ (L
′
1, . . . , L
′
j−1, L
′, L′j . . . , L
′
s) be a
cobordism. If L ∩ Lk = ∅ ∀ 1 ≤ k ≤ r and L ∩ L
′
m = ∅ ∀ 1 ≤ m ≤ s, then for each ǫ0 > 0
there exists a time independent almost complex structure J− on M (depending on ǫ0) that is
compatible with ω so that
S(V ) ≥ min {w(L, L′)− ǫ0, δ(V ; J)}
for any time dependent almost complex structure J = {Jt}t∈[0,1] on C×M with the following
three properties:
a. J is compatible with ω0 ⊕ ω,
b. Jt is trivial at infinity with J− as its negative end for all t ∈ [0, 1],
c. J0 = i× J−.
Remark 3.2. a. One reason why this result is of interest is that there are no conditions of
any sort imposed on the Lagrangians and cobordisms involved (or, in the terminology of the
paper, ∗ = g). Thus, in practice, to “measure” (estimate from below) the distance between L
and L′ using the shadow of cobordisms the whole question comes down to having a uniform
lower bound for δ(V, J) that applies to all the cobordisms V in a given class.
b. The presence of ǫ0 in the inequality claimed in the Proposition is required for the following
reason. The almost complex structure J− basically depends on the choice of an embedding
e : Br →֒ M , as in the definition of relative width, so that
πr2
2
≥ w(L, L′) − ǫ0
2
. With this
choice, J− extends the standard almost complex structure e∗J0 outside Br. In particular, the
number δ(V, J) also depends on the choice of e. Certainly, by picking different embeddings
e for increasing values of r we may reduce ǫ0 arbitrarily close to 0. However, in this process
the choices of J− vary and to eliminate ǫ0 from the statement we would need to control the
convergence of the associated δ(V, J)’s. While this might be possible, we prefered to avoid
this additional complication as it is not justified in view of our applications here.
c. The statement of the proposition specialized to the case of simple cobordisms (i.e.
r = 0 = s), is the only case needed to prove Theorem 1.2. The non-simple case is in fact
an immediate consequence of the proof in the simple case. Additionally, the conditions on
the ends of the cobordism V (different from L and L′) are quite stringent and it is not
clear whether these precise conditions are necessary. However, it is certain is that some
conditions that “separate” L and L′ from the other ends need to be imposed. To see this
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consider two Lagrangians L, L′ ⊂ M that are disjoint. We can easily find such Lagrangians,
even exact, in certain symplectic manifolds. One example is provided by two homologically
non-trivial, disjoint curves on a surface of genus 2 (note that these Lagrangians are weakly
exact). Consider two curves γ, γ′ ⊂ C so that: γ = R+ 2i; γ′ intersects γ in the single point
2i ∈ C; outside of [−10, 10] × R γ′ equals {[10,+∞) + 3i} ∪ {(−∞,−10] + i} . We now
consider the Lagrangian W = (γ × L) ∪ (γ′ × L′). As L, L′ are disjoint this is a cobordism
W : (L′, L)❀ (L, L′) with vanishing shadow. This example W is not connected but by using
L and L′ that intersect transversely at a single point (such as the longitude and latitude on a
torus) we can start with the Lagrangian W constructed as before - which is now immersed -
use Lagrangian surgery ([22],[28]) to eliminate the single self-intersection point of W and, by
using a sufficiently small Lagrangian handle in the surgery, obtain for any ǫ > 0 a connected
cobordism Vǫ : (L
′, L)❀ (L, L′) of shadow ≤ ǫ.
c. For certain choices of ∗, simple cobordisms verifying the constraint ∗ are quite special. For
instance, it is conjectured that in the exact case, ∗ = e, any simple cobordism is horizontally
Hamiltonian isotopic to a Lagrangian suspension. A partial result in this direction is due
to Suarez-Lopez [31] who showed that under some topological constraints any exact simple
cobordism is smoothly trivial. In the monotone case, ∗ = m, only very recently there has
been constructed - by Haug [20] - a simple monotone cobordism (with Maslov class at least
2) with non-homeomorphic ends. It is useful to note that if two Lagrangians L, L′ ∈ Lm(M)
are related by a simple cobordism in Lmcob(C ×M), then, by the results in [11], L and L
′ are
isomorphic objects in the relevant derived Fukaya category. As a consequence, at least by
standard Floer theoretic methods, it is difficult to distinguish between such L and L′.
The Proof of Proposition 3.1 occupies the rest of this section.
3.1. Outline of the proof. We start with an outline of the proof. We first prove the result
under the additional assumption that the cobordism V is simple, and that it looks like in
Figure 2, for a certain function β : R→ R. Later we observe that the proof does not depend
on these assumptions. We also assume that L is connected.
Consider a Hamiltonian isotopic copy Lǫ ⊂ M of L so that w(Lǫ, L
′) is ǫ0/2 close to
w(L, L′) and Lǫ is transverse to both L and L
′. Choose a symplectic embedding of a ball
e : Br → M \ L
′ with half-capacity πr
2
2
≥ w(Lǫ, L
′) − ǫ0/2 sending the real part of Br to Lǫ.
Consider an ω-compatible almost complex structure J− which extends the push-forward of
the standard complex structure on Br by e and let J be an almost complex structure as in
the statement of the Proposition. To prove our statement, it is enough to show that S(V ) <
δ(V, J) implies S(V ) ≥ w(L, L′)− ǫ0, which would follow from S(V ) ≥ w(Lǫ, L
′)− ǫ0/2. We
continue to describe the main steps required to prove the last inequality under the assumption
S(V ) < δ(V, J).
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To show the inequality S(V ) ≥ w(Lǫ, L
′)− ǫ0/2 we will produce a certain J−-holomorphic
strip v passing through the center of the ball Br and with boundary on Lǫ and L
′ whose area
is bounded in terms of S(V ). Given such a strip, usual isoperimetric type inequalities imply
that the area of this strip is no less than πr
2
2
and the desired inequality follows.
The existence of such a J-curve will be deduced from a comparison among truncated Floer
complexes associated to certain cylindrical Lagrangians constructed out of V as follows. In
(Section 3.3) we modify V so that its projection is as in Figure 3. Then we perform an
additional modification of V to V ′ as in Figure 4, so that π(V ′) transversely intersects the
R+ i-axis in a unique point P . The modifications depend on small parameters δ, δ′, δ′′, δ′′′ > 0,
that will be sent to 0 at the end of the argument. We then construct a special compactly
supported, non-negative Hamiltonian H on C×M . The shadow of V enters the proof through
the oscillation of H , osc(H), which is given by osc(H) = (1 + δ′′)(S(V ) + δ). The additional
key property of H is the following. If we put V ′′ = φH1 (V
′), then π(V ′′) intersects the real
axis transversely at a unique point Q, see Figure 4. We also require that {φHt }t∈[0,1] is i× J−-
holomorphic in a narrow vertical rectangle R containing Q and so that the area of R is bigger
than the oscillation of H . Let Lǫ denote a Lagrangian submanifold of M that is obtained by a
small Hamiltonian perturbation of L and is transverse to both L and L′. Define an additional
cylindrical Lagrangian by
W = R× {1} × Lǫ.
We can now be more precise concerning the properties of the curve that we intend to
produce: it is enough to prove that there exists a J−-holomorphic curve v with boundary on
Lǫ and L
′, that passes through the center e(0) = R ∈ L of e(Br), and that has ω-area at most
osc(H)+2ζ where the constant ζ > 0 can be taken as small as desired. Moreover, this in turn
follows if we prove the same statement for a generic almost complex structures instead of J−,
by virtue of Gromov compactness.
To prove the existence of such a curve v we use a sandwich argument involving three Floer
complexes (Section 3.5): CF ab (W,V
′;−H, J), CF ab (W,V
′;H1, J), CF
a
b (W,V
′;H2, J). Here H
is the Hamiltonian above and H1 and H2 are constant Hamiltonians on C×M so that we have
H2 ≥ −H ≥ H1. The constants a > b ∈ R indicate that the respective complexes are taken in
the action window [b, a]. They are picked so that a−b < δ(V, J), a = ζ > 0, b = − osc(H)−ζ .
Further, the constant Hamiltonians are picked so that H2 ≡ 0 and H1 ≡ − osc(H) − δ
′′
where 0 < δ′′ < ζ . We use the usual Floer action functional defined on a cover P˜0 of the
component P0 of the space of paths from W to V
′ that contains the constant path. The cover
is associated to the kernel of the morphism π1(P0)→ R given by integrating Ω = ω0⊕ω. Floer
homology is taken with coefficients in Z2 and without grading. These complexes are related
by natural monotone-homotopy comparison morphisms. The fact that we work under the
bubbling threshhold implies that these truncated complexes are indeed chain complexes and
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that the comparison morphisms are chain maps. In this overview we neglect the compactness
and regularity issues, and assume implicitly that the complexes above are well defined as
stated. In the body of the actual proof these points will be addressed.
Suppose that we can use the properties of the complexes CF ab (W,V
′;Hi, J) to extract the
existence of a Floer strip u associated to the Floer data giving the complex CF ab (W,V
′;−H, J)
so that u passes through the line R×{1}×{R} ⊂W and has energy at most a−b = osc(H)+2ζ .
To this strip u we then associate a new curve v(s, t) = (φHt )(u(s, t)). It is easy to check that
this is a Floer strip for the data (W,V ′′; 0, J ′) where J ′ is the time dependent almost complex
structure so that (φHt )∗J = J
′. Given that π(W ) and π(V ′′) only intersect at Q and given
the behaviour of φHt over the rectangle R a simple application of the open mapping theorem
implies that v is entirely contained in the fiber {Q} ×M . Morevoer, v passes through R and
the ω-area of v equals the energy of u and is therefore bounded by osc(H) + 2ζ . Thus, this
curve v has the required properties, whence proving the statement is reduced to showing the
existence of the curve u.
To produce the curve u as above we proceed as follows (Section 3.8). On all complexes
CF ab (W,V
′;F, J), where F = H,H1, H2, there is an action (on the homology level) of the
Morse complex CM(f,W ) of a function f0 − |Re(z)|
2 on W . Here f0 : Lǫ → R is a Morse
function with a unique minimum at R. We use on W a metric of the form ds2 + g0 where s
denotes the coordinate along R, and g0 is a metric on Lǫ such that the pair (f0, g0) is Morse-
Smale. Moreover, this action homotopy-commutes with the comparison maps. Denote by R′
the critical point of f of index 1 that corresponds to the minimum of f0. Notice that the
unstable manifold of this critical point is precisely the line R×{1}×{R}. It follows from the
definition of the module action that to prove the existence of the curve u as above, it is sufficient
to show that R′∗HF ab (W,V
′;H, J) 6= 0. Let ψ2,1 : HF
a
b (W,V
′;H2, J)→ HF
a
b (W,V
′;H1, J) be
the comparison map induced by a monotone homotopy between the constant Hamiltonians H2
and H1. As this comparison map is natural and as it commutes with the action of CM(f,W )
it follows that to show R′ ∗HF ab (W,V
′;H, J) 6= 0 it suffices to show that R′ ∗ image(ψ2,1) 6= 0.
We proceed by noticing that, due again to the open mapping theorem and due to the fact
thatHi are constant Hamiltonians, the complexes CF
a
b (W,V
′;Hi, J) are concentrated over the
fiber {P}×M . Finally, we use a PSS-type construction (Section 3.10) to compare the module
action of CM(f,W ) on these complexes to the action of the Morse complex CM(f0, Lǫ) on a
second Morse complex CM(σ, Lǫ). The action of R on such a complex CM(σ, Lǫ) is non-trivial
- this reflects the fact that through any generic point on Lǫ there passes one trajectory of σ
between the maximum and the minimum of σ. We deduce from this that R′ ∗ image(ψ2,1) 6= 0.
3.2. Basic setup. We will first prove the result under the additional assumption that the
cobordism V is simple (i.e. k = s = 0) and that L is connected. We assume this from now on.
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Moreover, to fix ideas, we will assume that the constant α in the definition of the negative end
of an almost complex structure that is trivial at infinity is α− = α+ = 1. In particular, over
(−∞,−1] × R the almost complex structure coincides with i × J− and over [1,∞) × R it is
of the form i× Jz, Jz ∈ J . Further, again to simplify notation we will assume that the given
cobordisms are cylindrical outside the region [0, 1]× R, in other words, for the positive ends
the constant β+ is no bigger than 1 and for the negative ends the constant β− is no smaller
than 0 - see §1.1. This condition is very easy to achieve by using an appropriate horizontal
isotopy.
3.3. Simplifying assumptions and two auxiliary cobordisms. We start by proving the
statement by assuming that V is positioned as in Figure 2 below. We will see at the end of
the proof that the same arguments apply to the general case.
Figure 2. The cobordism V projected onto C and the graph of β. In this
picture as well as the following ones the horizontal axis is at height 1.
More explicitly, the assumption is that:
i. π(V ) ∩ (C \ [−1, 1]× R) = ((−∞,−1] ∪ [1,∞))× {1}.
ii. π(V ) ⊂ {(x + iy) ∈ C | β(x) ≤ y ≤ 1 , x ∈ R} where β : R → (−∞, 1] is a
smooth function so that the support of 1 − β(x) is inside [−2, 2] and β(x) < 1 for
x ∈ (−2,−1] ∪ [1, 2).
iii.
∫∞
−∞
(1− β(x))dx = S(V ) + δ for some δ > 0.
Further, notice that the constant δ can be made as small as desired so that it is enough to
prove:
(4) S(V ) + δ ≥ min{w(L, L′)− ǫ0, δ(V, J)} ,
LAGRANGIAN COBORDISM AND METRIC INVARIANTS 13
for J as in the statement of Proposition 3.1. Using the function β we define a new function
β˜ : R → R as follows: fix a large positive constant Γ > 2 and let β˜(x) = β(x) for x ≤ Γ and
β˜(x) = 2− β(x− Γ− 3) for x > Γ - see Figure 3.
Figure 3. The graph of β˜ and the cobordism V transformed by bending its
positive end.
Consider now the following function h0 : C→ R:
h0(x+ iy) =
∫ x
−∞
(1− β˜(t))dt .
Obviously, this function only depends on x and it is constant equal to 0 for x ≤ −2 it is then
increasing till x = 2 remains constant maximal till x = Γ + 1 when it starts decreasing till it
reaches 0 again for x = Γ + 5. It remains equal to 0 after that. In particular, h0 is a positive
function and its maximum is equal to
∫∞
−∞
(1− β(t))dt.
Let B > 0 be a constant so that −B < minx β(x) − 2 and B ≥ maxx(2 − β(x)) + 2. We
remark that B subject to this condition can be chosen to be arbitrarily large - we will use this
freedom of choice below. Consider a new function h : C → [0,∞) that is supported inside
[−4,Γ+ 8]× [−B − 1, B + 1] and that has the following two properties: h is equal to h0 over
the band R × [−B,B] and h ≤ h0 everywhere over C. Such an h is easy to construct by
cutting off h0 outside R× [−B,B].
At this point we need to also modify V in a simple fashion that takes into account the
“shape” of β˜. The modification only consists in “bending” the positive end of V by replacing
the portion of this end given by the region [Γ,Γ + 6] × {1} × L with l × L where l is the
graph of a smooth function r : [Γ,Γ + 6] → [1, B) with r(t) > β˜(t), ∀ t and r(t) = 1 for
t ∈ [Γ,Γ + 1
2
] ∪ [Γ + 11
2
,Γ + 6]. We will denote the resulting cylindrical Lagrangian still by V
- see Figure 3. It obviously has the same shadow as the initial cobordism.
We now consider the Hamiltonian h¯ : C×M → R defined by h¯ = h◦π and list its properties
that will play an important role later in the proof:
a. The oscillation of h¯ is
∫∞
−∞
(1− β(x))dx.
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b. The Hamiltonian vector field X h¯ is a horizontal lift of the vector field Xh which has
compact support.
c. Over the set R× [−B,B], we have
Xh(x+ iy) = i(1− β˜(x)) .
d. Because of point c and, due to the perturbation of the positive end of V involving the
curve l above, the time one diffeomorphism associated to X h¯, φh¯, has the property
that π(φh¯(V )) ⊂ R× [1,∞).
We need to construct two further Lagrangians with cylindrical ends that are basically copies
of V . The first will be denoted V ′. It is obtained by first cutting V along L0 = {
3
2
+ i}×L into
two pieces one with projection to the left of (3
2
+ i) denoted by V−, and one with projection to
the right of (3
2
+ i), denoted by V+. We translate V− using the transformation (x+ iy,m)→
(x+ i(y− δ′), m) for δ′ > 0 very small thus getting a copy of V− denoted by V
′
−. We translate
V+ using the transformation (x+ iy,m)→ (x+ i(y + δ
′), m) and denote by V ′+ the resulting
submanifold with boundary. We then bend slightly the ends at L0 of V
′
− and V
′
+ and glue
them together. We denote by V ′ the resulting cylindrical Lagrangian - as in Figure 4. We do
Figure 4. The two Lagrangians with cylindrical ends V ′ and V ′′ projected on C.
this construction so that the Lagrangian V ′ has the property that π(V ′) intersects R × {1}
transversely, in just a single point equal to P = 3
2
+ i ∈ C. The positive end of V ′ is now
at height 1 + δ′ . The negative end of V ′ is at height 1 − δ′. Finally, we also need to make
another slight adjustement to V ′. We perturb it so that that its projection π(V ′) is the graph
of an increasing, non-constant function over the region [−2,−1]× R - see Figure 4.
The second Lagrangian will be denoted by V ′′. To define it take yet another small constant
δ′′ and consider the Hamiltonian H = (1 + δ′′)h¯ together with the associated Hamiltonian
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isotopy φHt . Now define
V ′′ = φH1 (V
′) .
First notice that V ′′ and V ′ are horizontally isotopic (in fact, the ends of V ′ remain fixed
during the isotopy). Further, recall that β(x) < 1 for x ∈ (−2,−1] ∪ [1, 2) so that by taking
δ′ sufficiently small and possibly adjusting slightly β and V ′ we may assume that the only
intersection between π(V ′′) and R × {1} is a single point Q ∈ (−2,−1) × {1} ⊂ C and that
this intersection is transverse. For convenience we put q = Re(Q) ∈ (−2,−1). There is an
additional technical assumption on the function β that will be required below.
iv. There is a small constant δ′′′ > 0 so that the function β is constant in the interval
(q − δ′′′, q + δ′′′) ⊂ (−2,−1).
Due to the behaviour of π(V ′) in the region [−2,−1] × R this can be easily achieved by a
small perturbation of β. Finally, we choose the cutoff parameter B in h so that the area
A = 2δ′′′ · (B − 3) of each of the two rectangles {q − δ′′′ < x < q + δ′′′, 2 < ±y < B − 1}
satisfies A > osc(H).
To summarize the construction, we have constructed two cylindrical Lagrangians V ′ and
V ′′ that are as in Figure 4. Moreover, V ′ and V ′′ both have ends L and L′ and they are
horizontally Hamiltonian isotopic via the Hamiltonian H whose oscillation is
osc(H) = (1 + δ′′)
∫ ∞
−∞
(1− β(t))dt = (1 + δ′′)(S(V ) + δ) .
To show (4) it is enough to prove that
(5) osc(H) ≥ min{w(L, L′)− ǫ0, δ(V, J)} .
3.4. A comparison Lagrangian and the almost complex structure J−. For the argu-
ments below we will need a third Lagrangian denoted W that we define now. We consider a
small Hamiltonian deformation Lǫ of L inside M so that Lǫ intersects L as well as L
′ trans-
versely and, moreover, w(Lǫ, L
′) does not differ from w(L, L′) by more than ǫ0/2. We may
take Lǫ in a Weinstein neighbourhood of L to be the graph of a form dκ where κ : L→ R is
a sufficiently small Morse function. With this notation the Lagrangian W is simply
W = R× {1} × Lǫ .
In Figure 4 the projection ofW on the plane C coincides with the horizontal line R×{1}. No-
tice that W intersects transversely both V ′ and V ′′. To prove the first point of the proposition
for a simple cobordism, it is enough to show:
(6) osc(H) ≥ min{w(Lǫ, L
′)− ǫ0/2, δ(V, J)} .
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Using the Lagrangians Lǫ and L
′ we can now explain our choice of almost complex structure
J−. First consider a symplectic embedding of the standard ball e : Br →M so that e
−1(Lǫ) =
Br ∩ R
n, e(Br) ∩ L
′ = ∅ and
πr2
2
> w(Lǫ, L
′)− ǫ0/2.
Let R = e(0) and let J− be an almost complex structure on M that is compatible with ω
and is an extension to the exterior of e(Br) of the almost complex structure e∗(i) (i is here
the standard complex structure on Cn). Claim (6) follows if we can show that, assuming
osc(H) < δ(V, J),
(7) osc(H) ≥ w(Lǫ, L
′)− ǫ0/2 .
We pursue the proof under the assumption osc(H) < δ(V, J) and with the aim to prove (7).
3.5. Filtered Floer complexes. Let J be an almost complex structure as in the statemenent
of the first point of the Proposition 3.1. We will discuss in this subsection the construction of
a few truncated Floer complexes together with comparison maps relating them that are the
basic tools in the proof. These complexes are of the following form:
CG,J = CF
a
b (W,V
′;G, J)
for a, b ∈ R, 0 < a−b < δ(V, J), and G : C×M → R a Hamiltonian such that dG is compactly
supported and that osc(G) < a− b and J is the almost complex structure fixed above.
One point should already be emphasized here: as usual in Floer theory, to insure regularity
one might need to use generic perturbations of the initial data G, J in the construction. For
simplicity we do not change the notation at this point but we will discuss this issue in more
detail further below.
To start the construction of the complex CG,J recall that Lǫ is the graph of a form dκ
with κ : L → R a Morse function. We will assume here that κ has a single minimum m0
and a single maximum denoted w0. Notice that we can view m0 as well as w0 as (constant)
paths from W to V ′. Consider the path space P(W,V ′) which consists of the smooth paths
γ : [0, 1] → C ×M , γ(0) ∈ W , γ(1) ∈ V ′. Let P0 be the path component of P(W,V
′) that
contains m0. Pick m0 as a basepoint in P0. Denote by P˜0 the cover of P0 corresponding to
the subgroup ker IΩ ⊂ π1(P0), where IΩ : π1(P0) → R is given by integrating the symplectic
form Ω = ω0 ⊕ ω. Finally, let p : P˜0 → P0 be the projection.
As a vector space the complex CF (W,V ′;G, J) is the Z2 vector space freely generated by
the set Γ˜G of those γ in P˜0 that project to paths x = p(γ) ∈ P0 that are Hamiltonian chords
for G in the sense that they satisfy
dx
dt
= XG(x)
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where XG is the Hamiltonian vector field of G. We denote by ΓG all these Hamiltonian chords.
Fix also a lift m˜0 of m0 (say as a constant path) to P˜0 and define the action of this point m˜0
by AG(m˜0) = G(m0). Further, for any γ ∈ P˜0 define
AG(γ) =
∫ 1
0
G((p ◦ γ)(t))dt−
∫
[0,1]×[0,1]
(p ◦ γ¯)∗(ω)
where γ¯ is a path in P˜0 that joins, in this order, m˜0 to γ. We will say that m˜0 is the basepoint
for the action. It is easy to see that the action AG(γ) is independent of the choice of γ¯. Notice
that we work here in the absence of grading and orientations. The presumtive differential of
the Floer complex d : CF (W,V ′;G, J)→ CF (W,V ′;G, J) is defined by
dx˜ =
∑
y
#2M(x˜, y˜;G, J)y˜
where x˜, y˜ ∈ Γ˜G, andM(x˜, y˜;G, J) is a moduli space consisting of paths u˜ : R→ P˜0 - modulo
reparametrization by the action of R - that go from x˜ to y˜ and so that the map u = p(u˜) is a
Floer strip u from x = p(x˜) to y = p(y˜). In other words u verifies the Floer equation:
u : R× [0, 1]→ C×M , u(R× {0}) ⊂W , u(R× {1}) ⊂ V ′(8)
lim
s→−∞
u(s, t) = x(t) , lim
s→+∞
u(s, t) = y(t) ,
∂u
∂s
+ J(t, u)
∂u
∂t
+∇G(u) = 0 ,
where the gradient ∇G(u) = −J(t, u)XG(u) is computed with respect to the metric ω(−, J−)
given by J and ω.
By definition, #2A vanishes whenever the set A is infinite and equals the number (mod 2)
of elements of A when A is finite. Recall that the almost complex structure is time dependent
which explains the notation J(t, u). The energy of a strip u as before is defined as
E(u) =
1
2
∫
R×[0,1]
(||
∂u
∂s
||2 + ||
∂u
∂t
−XG(u)||2)dsdt
where the norms are taken with respect to the metric ω(−, J−). This energy is equal to the
difference of actions
E(u) = AG(x˜)−AG(y˜) .
The square of the linear map d defined as above does not generally vanish. To extract from
this definition a useful chain complex we need to address a few issues that are typical for Floer
type constructions:
i. Compactness. There are three different phenomena that can lead to lack of compact-
ness of the 1-dimensional moduli spaces:
a. Breaking along Hamiltonian orbits in ΓG. This is precisely the type of non-
compactness that appears in showing that d2 = 0.
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b. Bubbling of disks or spheres. We will deal with this issue considering the complex
in an appropriate action window, as we explain below following closely [8].
c. The fact that the target manifold C × M is not compact. Outside of a large
compact K˜G,J ⊂ C the gradient ∇G vanishes and the almost complex structure
J can be written, at each point z, as a product i × Jz. As a consequence, if u
is a solution of (8) and we put u′ = π ◦ u, then, outside of K˜G,J , the strip u
′ is
holomorphic and an easy application of the open mapping theorem (see also [10])
immediately implies that u′ does not get out of K˜G,J .
ii. To achieve the regularity of the moduli spaces considered here we may need to replace
the Hamiltonian G and the almost complex structure J by arbitrarily small perturba-
tions (possibly time dependent). Any generic pertubations G˜ of G and J˜ of J with the
property that dG˜ is supported inside K˜G,J and so that J˜ continues to have a product
form outside of K˜G,J allows for the associated Floer complex CG˜,J˜ to be defined. This
is the case because our Floer strips u are known apriori to remain inside K˜G,J ×M
(by point (i.c.)). Of course, in the constructions below some special choices of such
perturbations are sometimes sufficient. They will be discussed explicitly when needed.
The truncation mentioned at the point (i.b) above is based on the fact that the action AG
decreases along Floer trajectories. This means that for a ∈ R we can define
CF a(W,V ′;G, J) = Z2 < x˜ ∈ Γ˜G | AG(x˜) < a >
and, further, for some other b ∈ R, b ≤ a,
CF ab (W,V
′;G, J) = CF a(W,V ′;G, J)/CF b(W,V ′;G, J) .
This definition is of interest as soon as a − b < δ(V, J) as this implies that the linear map
induced by d, as defined through (8), is a differential on CF ab (W,V
′;G, J). To see this we
only need to notice that for appropriate choices of parameters in the construction of V ′ and
W, any potential J-sphere or disk that can bubble off in a 1-dimensional moduli space has
symplectic area at least δ(V, J) − ξ > a − b for some very small positive constant ξ. At
this point it is useful to recall that J is time dependent and to focus on what type of such
curves can potentially bubble off: these are Jt-spheres for any t ∈ [0, 1] - by the definition
of δ(V, J) they have an area no less than this number; J1-disks with boundary on V
′ - by
Gromov compactness, these are of area at least δ(V, J)− ξ as soon as V ′ is sufficiently close
to V and if we take the constant Γ in the “bending” perturbation of V big enough so that
the bend takes place in the region where J is of the form i × J+; finally, there can also be
J0-disks with boundary on W . Recall that W = R × {1} × Lǫ and J0 = i × J− so that that
the symplectic area of these J0 disks is at least δ(Lǫ, J−). By Gromov compactness, taking
Lǫ close enough to L, we have δ(Lǫ, J−) ≥ δ(L, J−)− ξ. But L is also the negative end of V
LAGRANGIAN COBORDISM AND METRIC INVARIANTS 19
and J− is the negative end of Jt for all t. It follows that δ(L, J−) ≥ δ(V, J), concluding this
argument. In case J is required to be perturbed for regularity purposes, the resulting disks
and spheres will still have areas at least δ(V, J)− ξ if the perturbation is small enough.
For the continuation of the argument we fix the constant ξ above and we put
δ′(V, J) = δ(V, J)− ξ < osc(H)
where H is the particular Hamiltonian constructed in §3.3. Fix ζ > 0 so that
(9) osc(H) + 2ζ < δ′(V, J) .
With these conventions we now can fix the constants a and b that we use further in the
proof.
(10) a = ζ , b = − osc(H)− ζ .
Finally, we can define the three truncated Floer complexes that are at the center of the
argument. They are
C = CF ab (W,V
′;−H, J˜) and Ci = CF
a
b (W,V
′;Hi, J˜)
for i = 1, 2 where the Hamiltonians Hi are as follows: H1 is the constant Hamiltonian
H1 ≡ − osc(H)− δ
′′ with ζ > δ′′ > 0
and H2 is the constant Hamiltonian equal to 0. The almost complex structure J˜ is a small
generic perturbation of J as we now explain. First, we slightly perturb J− to a possibly
time dependent almost complex structure J˜− on M and J+ (which is, in general, already
time-dependent) to a structure J˜+ so that the data (Lǫ, L; 0, J˜+) and (Lǫ, L
′; 0, J˜−) are Floer
regular. We then extend this perturbation of the ends of J to a generic perturbation J˜ of
J itself that remains in the class of almost complex structures trivial at infinity and so that
J˜ has J˜− as negative end and has J˜+ as positive end and the associated constants for these
ends remain α− = 1 = α+. Given that the intersection between W and V
′ is transverse
this is enough for the regularity required to define the complexes Ci. Similarly, because the
intersection of W and V ′′ is transverse this type of perturbation is also sufficient to define C.
3.6. Reduction of (7) to the existence of certain Floer strips. The purpose of this
subsection is to notice our claim (7) is implied by the following statement:
∃ u : R× [0, 1]→ C×M, u verifies (8) with G = −H, J = J˜(11)
and u(0, 0) ∈ R× {1} ×R , E(u) ≤ a− b = osc(H) + 2ζ
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Indeed, given such a u let v(s, t) = φHt (u(s, t)). It is easy to see that v is a solution of
v : R× [0, 1]→ C×M, v(R× {0}) ⊂ W, v(R× {1}) ⊂ V ′′, ∂¯J ′v = 0 and(12)
v(0, 0) ∈ R× {1} ×R , Ω(v) ≤ osc(H) + 2ζ
for an almost complex structure J ′ = (φHt )∗(J˜).
Due to condition (iv) in the construction of the Hamiltonian H in §3.3, the almost complex
structure J ′t is of the form i× J˜− in a rectangle of the form (q− δ
′′′, q+ δ′′′)× [−B +1, B− 1]
where Q = (q, 1) is the only point of intersection of π(V ′′) and π(W ). This is because over
that strip φHt is just a translation in the imaginary direction in this rectangle (in C). Consider
now a curve v given as in (12) and let v′ = π ◦ v. This is a curve that is holomorphic over
(q − δ′′′, q + δ′′′)× [−B + 1, B − 1], exits Q and also ends at Q. By first using an orientation
argument we deduce that this is not possible if v′ does not pass through one of the regions
of [(q − δ′′′, q + δ′′′) × R] \ [π(W ) ∪ π(V ′′)]. But due to the open mapping theorem, and the
condition 2δ′′′ · (B − 3) > osc(H), this is again not possible (for reasons of symplectic area).
We deduce that v′ is constant and equal to Q and therefore v is contained in {Q} ×M, and
is a solution of:
w : R× [0, 1]→M, w(R× {0}) ⊂ Lǫ, w(R× {1}) ⊂ L
′, ∂¯J˜−w = 0 and(13)
R = w(0, 0) , ω(w) =
∫
w
ω ≤ osc(H) + 2ζ.
The almost complex structure J˜− can be taken as close as needed to J− so that, by Gromov
compactness, we deduce the existence of a holomorphic curve w′ passing through the center
of Br with boundary on ∂Br and on R
n ∩ Br and with ω(w
′) ≤ ω(w). The existence of w′
implies, by a standard argument based on the Lelong inequality (see [18]), the inequality
ω(w′) ≥
πr2
2
.
As ζ can be taken as close to 0 as desired this implies the inequality (7).
Thus, from now on our aim is to show (11).
3.7. Comparison of the complexes C,C1, C2. Returning now to our Hamiltonians, notice
that H2 ≥ −H ≥ H1. As usual in Floer theory, to compare two Floer complexes associated to
different Hamiltonians, we use homotopies that relate these Hamiltonians. In our case, because
we deal with truncated complexes it is important to use (decreasing) monotone homotopies:
these “reduce” the action and thus preserve the filtration. There are monotone homotopies
G2 : [0, 1]×C×M → R from H2 to −H and G1 : [0, 1]×C×M → R from −H to H1 that have
the property that for each value of the parameter s ∈ [0, 1], the function Gi(s,−) is constant
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outside the large compact K˜H,J ⊂ C (as described at the point i.c above). Monotonicity
means that ∂sGi ≤ 0. This means that the linear maps
(14) ψG2 : C2 = CF
a
b (W,V
′;H2, J˜)→ CF
a
b (W,V
′;−H, J˜) = C
and
(15) ψG1 : C = CF
a
b (W,V
′;−H, J˜)→ CF ab (W,V
′;H1, J˜) = C1
defined by counting solutions of an equation similar to (8): ∂¯J˜u(s, t) + ∇Gi(s, u(s, t)) = 0
(for convenience we assume here that Gi has been extended to R × C ×M by Gi(0,−) for
s < 0 and by Gi(1,−) for s > 1) are chain maps. Indeed, the same reasons that insure
compactness for the solutions of (8) apply here too. In what concerns regularity we can again
perturb in a time dependent way the homotopies Gi as well as use an appropriate generic
s-dependent homotopy from J˜ to J˜ . Chain maps defined in this way are called comparison
maps in Floer theory and they have an additional naturality property that is important for
us: the composition ψG1 ◦ ψG2 is chain homotopic to the comparison map ψG1◦G2 and, in
turn, this chain map is chain homotopic to any comparison map induced by a monotone
homotopy from H2 to H1. This fact is again a consequence of the general machinery involving
monotone homotopies (see for instance [8]) together with the same type of arguments insuring
compactness and regularity as discussed above. We denote by
ψ2,1 : CF
a
b (W,V
′;H2, J˜)→ CF
a
b (W,V
′;H1, J˜)
this comparison map.
3.8. Floer homology as a module over Morse homology. For two Lagrangian subman-
ifolds N,N ′, there is a module multiplication making HF (N,N ′) a module over the Morse
homology of N viewed as an algebra with the intersection product. Structures of this type
appear often in the literature, see in particular [12] where the author uses this action for a
purpose similar to our aim here - to detect Floer trajectories through a point. In our appli-
cation we will actually only need to use some very basic properties of the module product.
Another technique to detect Floer trajectories through a point appeared in [8] but the module
multiplication approach is simpler to implement here.
Let f :W → R be a Morse function constructed as follows. Recall that W = R×{1}×Lǫ.
Let f0 : Lǫ → R be a fixed Morse function with a single maximum and a single minimum
and put f(s, l) = −s2 + f0(l), s ∈ R, l ∈ Lǫ. Fix also a Riemannian metric g0 on Lǫ so that
the pair (f0, g0) is Morse-Smale. Extend the metric g0 to the metric g = ds
2 ⊕ g0 on W and
denote by γt the negative gradient flow of f with respect to g.
Denote by CM(f,W ) the Morse complex associated to (f, g). Note that the obvious map
CM(f0, Lǫ) → CM(f,W ) is an isomorphism (ignoring grading). Consider also the complex
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C = CF ab (W,V
′;−H, J˜). Notice that there is a module multiplication map:
µC : CM(f,W )⊗ C → C , µC(a, x˜) =
∑
y
#2M(a; x˜, y˜;−H, J˜)y˜
where a ∈ Crit(f), x˜ ∈ Γ˜H and M(a; x˜, y˜;−H, J˜) is the moduli space of paths u˜ : R → P˜0
that verify (8) and that additionally satisfy the relation limt→−∞ p(γt(u˜(0, 0))) = a. By the
same methods that were discussed in the last section it follows without difficulty that the map
µC is a chain map (in particular working under the bubbling threshold is important here).
Similarly, we have corresponding chain maps µCi, i = 1, 2 associated to the complexes Ci
that are defined in similar ways as above. These maps are related in the obvious sense through
the comparison maps ψGi . To be more explicit, we claim that µC(idCM⊗ψG2) ≃ ψG2(µC2) and
similar identities up to chain homotopy for the other comparison map (see [9, 10] for related
analysis).
Using these module multiplications we can reduce our claim (11) to an algebraic identity,
as follows. We first pick the Morse function f0 : Lǫ → R above so that its minimum point
is R ∈ Lǫ that appears in (11). Notice that, by the definition of the function f : W → R
and due to the definition of the metric g on W , the unstable manifold of the critical point
R′ = {0} × {1}× {R} ∈ W of f is precisely the line R× {1} × {R}. In view of these choices,
it is immediate to see that (11) is implied by the following non-vanishing of the module
multiplication
(16) R′ ∗HF ab (W,V
′;−H, J˜) 6= 0
Further, by using the comparison maps ψGi and their compatibility with the multiplications
µC , µC′i we see that (16) is implied by:
(17) R′ ∗ image(ψ2,1) 6= 0
where we recall that ψ2,1 : C2 → C1 is the monotone comparison map described in §3.7, and
we use the same notation for the map it induces on homology.
3.9. Reduction to an identity in the fibre over P . We start by making more precise the
choice of the function κ : L → R from §3.4. Recall that this function has the property that
the graph of dκ is the Lagrangian Lǫ. Recall also that the point m˜0 is the base point for the
actions we use here and that m0 is the minimum point of κ and w0 is the maximum point of
κ. We assume that κ is small enough, and that
(18) κ(m0) = 0 and κ(w0) < ζ − δ
′′ .
Notice that picking κ in this way is possible because the choice of the constants ζ , δ′′ is
independent of the choice of Lǫ.
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We will consider truncated Floer complexes of the form CF ab (Lǫ, L; η, J˜+). Here η is a
constant η ∈ R and in our argument it will only take two values: η1 = − osc(H) − δ
′′ and
η2 = 0.
The construction of this truncated Floer complex follows the same procedure as in §3.5 but
it is useful to identify here the precise path space in use. Consider the component P0(Lǫ, L) of
m0 in the space P(Lǫ, L) of paths (in M) from Lǫ to L, and the inclusion j : P0(Lǫ, L)→ P0
induced by {P}×M →֒ C×M. Recall that P is the only point of intersection between π(W )
and π(V ′). Let P˜0(L, Lǫ) be the pull-back of the covering space P˜0 → P0 (recall that P0 is the
component ofm0 of the of space of paths joiningW to V
′ and P˜0 is the covering of P0 associated
to the morphism induced by integration of Ω). We use the path space P˜0(L, Lǫ) to construct
CF ab (Lǫ, L; η, J˜+) the point m˜0, which belongs to P˜0(L, Lǫ), taken as the base point for the
relevant action. We emphasize that our construction implies that Aη(m˜0) = κ(m0) + η = η.
Given that over [1,∞)×R the almost complex structure J˜ is of the form i×J˜+, an immediate
application of the open mapping theorem (as in [10]) implies that
CF ab (Lǫ, L; η, J˜+) = CF
a
b (W,V
′; η, J˜) ,
where the complex CF ab (W,V
′; η, J˜) is the complex constructed in §3.5 for G the constant
Hamiltonian G ≡ η defined on C×M .
It is easy to see that this identification is again compatible with the multiplications involved
so that (17) becomes:
(19) R ∗ image(ψη2,η1) 6= 0,
where
ψη2,η1 : CF
a
b (Lǫ, L; η2, J˜+)→ CF
a
b (Lǫ, L; η1, J˜+)
is the comparison morphism associated to a monotone homotopy relating the two constant
hamiltonians η2 = 0 and η1 = − osc(H)− δ
′′ defined on M (we use the same notation for the
map on the homology level).
We can further simplify this equation by taking into account that L and Lǫ are Hamiltonian
isotopic. Indeed, recall from §3.4, §3.9 that Lǫ is the graph of the form dκ. In particular, there
is a Hamiltonian κ¯ : M → R of oscillation equal to the oscillation of the function κ so that
φκ¯1(L) = Lǫ. Moreover, on a Weinstein neighobourhood of L, κ¯ has the form κ¯ = κ ◦ pL where
pL is the projection on the base on that neighbourhood. We shall use this Hamiltonian and
a naturality type transformation to transform equation (19) into an equation only involving
the Floer theory of the pair (Lǫ, Lǫ). The only subtelty is that we also need to transform
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appropriatedly the covering p′ : P˜0(Lǫ, L)→ P0(Lǫ, L) into a covering
p′′ : P˜0(Lǫ, Lǫ)→ P0(Lǫ, Lǫ) .
For this purpose consider the Hamiltonian K on C×M given as 0⊕ κ cut off to 0 away from
a neighbourhood of {P} ×M. Let Ψ′ be the transformation
Ψ′ : γ(t)→ φKt (γ(t)) .
Put a0 = Ψ
′(m0) and notice that this is actually a constant path (because m0 ∈ Crit(κ)).
Denote by V ′′′ = φK1 (V
′) and let P0(W,V
′′′) be the component of the space of path from W
to V ′′′ that contains a0. Let, as usual, p˜ : P˜0(W,V
′′′) → P0(W,V
′′′) be the covering space
associated to the kernel of the morphism π1(P0(W,V
′′′))→ R given by integrating Ω. Finally,
let P0(Lǫ, Lǫ) be the component of the space of paths from Lǫ to itself (in M) that contains
a0. The covering p
′′ is the pullback of the covering p˜ by the inclusion P0(Lǫ, Lǫ)→ P0(W,V
′′′)
induced by {P}×M ⊂ C×M . The transformation Ψ′′ defines a homeomorphism that relates
the two coverings p′ and p′′. Denote by a˜0 the image of w˜0.
Now define the Floer complex CF ab (Lǫ, Lǫ; h¯, J¯) by the same procedure as in §3.5 but by
using as base-point a˜0 and the path spaces given by the covering p
′′. Here h¯ is a Hamiltonian
on M . The key remark at this point is that the map Ψ′ induces an identification:
(20) Ψ′ : CF ab (Lǫ, L; η, J˜+)→ CF
a
b (Lǫ, Lǫ; η + κ¯, J¯)
where J¯ = (φκ¯t )∗(J˜+) and η ∈ R.
This map is also compatible with the action of CM(f0, Lǫ) so that (19) becomes:
(21) R ∗ image(ψ¯2,1) 6= 0
where
ψ¯2,1 : CF
a
b (Lǫ, Lǫ; η2 + κ¯, J¯)→ CF
a
b (Lǫ, Lǫ; η1 + κ¯, J¯)
is the natural comparison map and, we recall, η2 = 0 and η1 = − osc(H)− δ
′′.
We have reduced our argument to showing (21) which will be done in the next subsection.
Remark 3.3. It is tempting to directly argue that the complex CF ab (Lǫ, Lǫ; η + κ¯, J¯) can be
identified with a Morse type complex by reasoning like in Floer’s work [17]. However, we are
not here in an exact setting and all such identifications are very sensitive to the action window.
In the next subsection we will compare the complex CF ab (Lǫ, Lǫ) with an appropriate Morse
complex but the argument is more involved.
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3.10. A PSS type comparison argument and the proof of (21). We start with the
remark that for any Morse function σ : Lǫ → R so that the pair (σ, g0) is Morse-Smale,
and the pairs (σ, g0) and (f0, g0) are suitably in general position with respect to one another,
there is a multiplication CM(f0, Lǫ) ⊗ CM(σ, Lǫ) → CM(σ, Lǫ) so that R ∗ HM(σ, Lǫ) is
non-trivial. This is because its induced product in homology is identified with the singular
intersection product which has a unit (given by the fundamental class). The next step is to
compare CM(σ, Lǫ) and CF
a
b (Lǫ, Lǫ; η+ κ, J¯) by means of the so-called PSS [27] maps. Such
comparisons have often been used in the literature before, for instance in [3][7] .
It is necessary to work with a certain extension of the complex CM(σ, Lǫ) that takes into
account the path spaces used to define the Floer complex CF (Lǫ, Lǫ). To define this extension,
let p′′′ : L˜ǫ → Lǫ be the pull-back covering induced from p
′′ by the map jLǫ : Lǫ → P0(Lǫ, Lǫ)
which sends each point in Lǫ to the constant path. Denote by CM(σ, L˜ǫ) the obvious lift of
the Morse complex of σ. In other words, this is the Morse complex of σ ◦ p′′′: the generators
are the lifts of the critical points of σ and the connecting trajectories are paths in L˜ǫ that
project to negative gradient trajectories of σ.
It is useful to undestand the complex CM(σ, L˜ǫ) better. First of all notice that a˜0 ∈ L˜ǫ.
Each point in L˜ǫ is identified with a pair formed by a point z in Lǫ together with a “weight”
Ω(z) given by the integral of Ω over a path in P0(W,V
′′′) that starts at a0 and ends at z.
Obviously, the integral of Ω along any path in P0(W,V
′′′) that is completely in Lǫ vanishes.
Therefore, the Morse differential does not modify this weight. As a consequence, if we only
look at the generators of CM(σ, L˜ǫ) that are of weight 0, they form a subcomplex CM(σ, L˜ǫ; 0)
which is actually a factor of CM(σ, L˜ǫ), and is obviously isomorphic to CM(σ, Lǫ). Further-
more, the product R ∗HM(σ, L˜ǫ; 0) obviously continues to be non-trivial.
In summary, to show our claim (21) it is enough to construct, for η ∈ [η1, η2], two maps
φη : CM(σ, Lǫ) = CM(σ, L˜ǫ, 0)→ CF
a
b (Lǫ, Lǫ; η + κ¯, J¯)
and
φ′η : CF
a
b (Lǫ, Lǫ; η + κ¯, J¯)→ CM(σ, L˜ǫ; 0)
show that they are compatible with the multiplication with CM(f0, Lǫ), are such that φ
′
η ◦φη
is chain homotopic to the identity and moreover ψ¯2,1 ◦ φη2 is chain homotopic to φη1 .
To simplify notation we shall denote the Hamiltonian η+ κ¯ by F and we assume η ∈ [η1, η2].
We also denote the projections in the respective covering spaces by p. The construction of φ
is based on counting trajectories (u, γ) where u : R→ P˜0(Lǫ, Lǫ), γ : (−∞, 0]→ L˜ǫ and if we
put u′ = p(u), γ′ = p(γ), then we have:
u′(R× {0, 1}) ⊂ L , ∂s(u
′) + J¯P (u
′)∂t(u
′) + θ(s)∇F (u′) = 0 , u(+∞) = y
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and
dγ′
dt
= −∇σ(γ′) , γ(−∞) = x , γ(0) = u(−∞) ,
where x is a lift of a critical point of σ, with Ω(x) = 0, and y is a generator of CF ab (Lǫ, Lǫ; η+
κ¯, J¯); θ is a smooth cut-off function which is increasing and vanishes for s ≤ 1/2 and equals
1 for s ≥ 1.
The energy of such an element (u, γ) is defined in the obvious way by E(u, γ) =
∫
||∂su
′||2dsdt
and it is easy to see that:
E(u, γ) = I(u) +
∫
R×[0,1]
(u′)∗ω −
∫ 1
0
F (y(t))dt
where I(u) =
∫
R×[0,1]
β ′(s)F (u′(s))dsdt. The energy verifies
E(u, γ) = I(u)−AF (y) ≤ sup(F )−AF (y) .
Recall now from (10) that a = ζ and b = − osc(H)− ζ and we also have from (18):
sup(F ) = η + sup(κ¯) < η + ζ − δ′′ ≤ ζ = a .
Therefore, AF (y) < a so that φ is well defined. We also need to notice that our definition
keeps the energy under the bubbling threshold so that this map is a chain map. As CF ab =
CF a/CF b it follows that the only orbits of interest have action in between [− osc(H)− ζ, ζ ],
therefore by (9) we have E(u, γ) ≤ osc(H) + 2ζ < δ′(V, J).
The construction of the map φ′ is similar. We consider orbits that join lifts of Hamiltonian
orbits to lifts of critical points of σ, again of weight 0, except that the pairs (u, γ) considered
here, start as semi-tubes and end as flow lines of σ. The equation verified by u is similar to
the one before but instead of the cut-off function θ we use the cut-off function 1 − θ. The
energy estimate in this case gives
E(u, γ) ≤ AF (y)− inf(F ) .
Thus E(u, γ) ≤ AF (y)− η ≤ osc(H)+ ζ+ ζ < δ
′(V, J) so that the bubbling threshold is again
respected. This implies that both φ and φ′ are well-defined chain morphisms.
The next step is to show that the composition of the two chain morphisms φ′η ◦ φη is chain
homotopic to the identity as long as η ∈ [η1, η2]. The usual PSS technique applies to prove
this statement. Again the only point worth making explicit concerns the energy estimates. To
discuss this, recall that the construction of the chain homotopy between the identity and φ′η′◦φη
appeals to a new type of configuration that we denote by (r, γ, u, γ1). Here u : R→ P˜0(Lǫ, Lǫ),
γ : (−∞, 0]→ L˜ǫ, γ1 : [0,∞)→ L˜ǫ and with the notation u
′ = p(u), γ′ = p(γ), γ′1 = p(γ1) we
have:
u′(R× {0, 1}) ⊂ L , ∂s(u
′) + J¯(u′)∂t(u
′) + θr(s)∇F (u
′) = 0
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dγ′
dt
= −∇σ(γ′) , γ(−∞) = x , γ(0) = u(−∞) .
dγ′1
dt
= −∇σ(γ′1) , γ1(+∞) = x
′ , γ1(0) = u(+∞) .
where x and x′ are generators of CW (σ, L˜ǫ; 0). The family of functions θr : R→ [0, 1] is chosen
so that when r → 0 the family goes uniformly to 0 and for sufficiently large r it has support
inside [−r − 1, r + 1] and it is constant equal to 1 in [−r, r] and is increasing in the interval
[−r − 1,−r] and decreasing in the interval [r, r + 1]. It is again easy to estimate the energy
of such configurations using the same formula as before. The conclusion in this case is that
because x, x′ are of weight 0, we obtain E(r, γ, u, γ1) ≤ osc(F ) ≤ osc(H) + 2ζ < δ
′(V, J) so
that we can deduce that φ′◦φ are chain homotopic to the identity by the usual PSS reasoning.
Finally, we need to notice that ψ¯2,1 ◦ φη2 is chain homotopic to φη1 . For this notice that
the two Hamiltonians involved here are F1 = η1 + κ¯ = − osc(H) − δ
′′ + κ¯ and F2 = η2 +
κ¯ = κ¯. Thus F1 and F2 only differ by a constant. In particular, F1 and F2 have the same
Hamiltonian flows. It follows that the difference between φη1 and φη2 only consists in the way
the truncation is applied. In other words the actual underlying moduli spaces are the same
but when the respective chain morphisms are defined the truncations take into account the
difference between F1 and F2. But this is precisely the effect of ψ¯2,1. Indeed, up to chain
homotopy, ψ¯2,1 is induced by a montone homotopy G
′ relating F2 to F1 that has the form
G′ : [0, 1]×M → R, G′(t, x) = tη2 + (1− t)η1 + κ¯(x). This implies that the comparison map
is the identity at the level of the generators of the complexes CF (Lǫ, Lǫ;Fi, J¯) and its effect
on the truncated complexes CF ab just reflects the different truncation due to the difference
between the action functionals AF2 and AF1.
This concludes the proof of Proposition 3.1 in the case of simple cobordisms and under the
simplifying geometric assumption in §3.3.
3.11. Dropping the special assumptions. The statement of the proposition has been
proved in the preceding sections under two assumptions: that the cobordism V is simple
and that the projection of V in the plane is as described in §3.3 - Figure 2.
We will first see that the same method of proof applies in the case that V is still simple
but is not positioned as in Figure 2. To start this argument, first notice that in the proof
discussed in the previous sections we can take without any difficulty the points Q,P ∈ R+ i
so that Re(Q) < −a, Re(P ) > a for a constant a > 0 as large as desired instead of assuming
Re(Q) ∈ (−2,−1), Re(P ) = 3
2
.
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Assume now that V is a simple cobordism. It is a simple exercise to show that there exists
some constant a > 0 and a symplectic diffeomorphism ψ : C→ C with support in [−a, a]×R
so that if we put ψ¯ = ψ× id : C×M → C×M , then V˜ = ψ¯(V ) has the projection π(V˜ ) as in
Figure 2. We can now construct a Hamiltonian H˜ , and V˜ ′, V˜ ′′, W˜ as described in §3.3 and in
§3.4 (where the notation skips the )˜ but now starting from the cobordism V˜ and relative to
two points Q and P so that Re(Q) < −a, Re(P ) > a. Next define H = H˜ ◦ ψ¯, V ′ = ψ¯−1(V˜ ′),
V ′′ = ψ¯−1(V˜ ′′),W = ψ¯−1(W˜ ). Notice that S(V˜ ) = S(V ) so that the oscillation of H continues
to be controlled by the shadow of V . From this point on we continue the proof exactly as
in the sections §3.4 - §3.10 but for H , V ′, V ′′, W as just defined. Notice, in particular, that
because the points Q and P are away from the support of ψ the arguments involving the
behaviour of holomorphic curves near Q and P do not need any adjustment. This ends the
proof of the proposition in the case of a simple cobordism.
The case of a non-simple cobordism is basically a trivial consequence of the proof in the
simple case because the condition L ∩Li = ∅ ∀ 1 ≤ i ≤ k and L∩ L
′
j = ∅ ∀ 1 ≤ j ≤ s insures
that the ends of the cobordism V that are different from both L and L′ do not interfere in
any way in the proof. This concludes the proof of Proposition 3.1.
4. Proof of Theorem 1.2
Each point of the Theorem is the subject of one of the subsections below.
4.1. The metrics d∗ for ∗ ≥ w − m. We first remark that formula (1) defines a pseudo-
metric. To start, notice that cobordisms can be glued. More precisely, if V : L ❀ L′,
V ′ : L′ ❀ L′′ are two cobordisms, assumed both to be cylindrical outside [0, 1] × R, then
V ′′ : L ❀ L′′ is obtained as the union V¯ ∪ V˜ ′ where V¯ = V \ (−∞,−2] × R ×M and V˜ ′ =
{(x−3, y,m) | (x, y,m) ∈ V ′\ [2,+∞)×R×M}. It is easy to see that S(V ′′) = S(V )+S(V ′).
As a consequence d∗ verifies the triangle inequality. Further, for each cobordism V : L ❀ L′
we can use the planar transformation z → −z followed by an appropriate translation in C to
construct a cobordism Vˆ : L′ ❀ L so that S(V ′) = S(V ). As a consequence d∗ is symmetric
and thus a pseudo-metric.
We now need to see that when ∗ ≥ w −m this pseudo-metric is non-degenerate. Consider
two distinct Lagrangians L, L′ ∈ L∗(M) and a cobordism V : L ❀ L′, V ∈ L∗cob(C×M). By
Proposition 3.1, for arbitrarily small ǫ0, there exists an almost complex structure J such that
d∗(L, L′) ≥ min{w(L, L′) − ǫ0, δ(V ; J)}. Given that L 6= L
′, w(L, L′) > 0. For ∗ = w − m,
if u is a J-holomorphic disk or sphere (as in (3)), then ω(u) = ρµ(u) and as µ(u) ∈ Z it
follows that ω(u) ≥ |ρ|. Thus δ(V ; J) is bounded from below by |ρ| (and is equal to +∞ when
ρ = 0). This argument also applies for ∗ = m as well as for ∗ = e. Thus if ∗ = w−m,m, e we
obtain that the pseudo-metric d∗ is non-degenerate. The Hamiltonian orbit case reduces to a
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statement that is well-known but we will sketch a direct proof for completeness in the next
section.
4.2. Relation to the Hofer norm. Let φ ∈ Ham(M,ω). The Hofer norm of φ is given by:
||φ||H = inf
G, φG1 =φ
∫ 1
0
(max
x∈M
G(t, x)−min
x∈M
G(t, x) )dt
where G : [0, 1] × M → R is a Hamiltonian function. Here M is assumed to be compact
or φ and G are assumed to have compact support. There is also a variant of the associated
distance that is relative to a closed Lagrangian L ⊂M . Assume that L′ is a Lagrangian that
is Hamiltonian isotopic to L. Then we can define a pseudo-distance:
dH(L, L
′) = inf
G, φG1 (L)=L
′
[
∫ 1
0
( max
z∈φGt (L)
G(t, z)− min
z∈φG
t
(L)
G(t, z) )dt] .
This pseudo-distance is actually a distance on the Hamiltonian orbit of L - the Hofer dis-
tance between Hamiltonian-isotopic Lagrangians - that has been considered by many authors
starting from [15] in slightly different forms (herein we follow [8, 7, 12]; see [32] for additional
references). To show that dH is non-degenerate one can proceed just as in our argument for
the first point of Proposition 3.1. For completeness, we sketch the proof below.
We want first to show that if L = φG1 (L
′), then for ǫ0 > 0 there exists an almost complex
structure J on M such that∫ 1
0
(max
x∈M
G(t, x)−min
x∈M
G(t, x) )dt ≥ min{δ(L, J), w(L, L′)− ǫ0} .
We first pick J as J− was chosen in §3.4. We assume that the quantity
osc(G) =
∫ 1
0
(max
x∈M
G(t, x)−min
x∈M
G(t, x))dt
is smaller than the bubbling threshold δ(L, J). By a naturality transformation such as Ψ′ in
(20) together with the module action from §3.8, the proof reduces to show that
(22) R ∗HF ab (L, L;G, J¯) 6= 0
where (φGt )∗J¯ = J . This non-vanishing is in perfect analogy to formula (21). Here a =∫ 1
0
(maxx∈M G(t, x))dt + ζ and b =
∫ 1
0
(minx∈M G(t, x) )dt − ζ where ζ is an arbitrarily small
constant. To show (22) we apply the construction of the PSS maps as described in §3.10. The
energy estimates in this case are exactly what is required for the argument to work. Indeed,
in the argument in §3.10 we dealt with a time independent Hamiltonian F but if we apply
the same energy calculations to a time dependent Hamiltonian G, then the oscillation of F
is replaced by osc(G), sup(F ) by
∫ 1
0
(maxx∈M G(t, x))dt and inf(F ) by
∫ 1
0
(minx∈M G(t, x) )dt.
The final step is to see that max and min in these formulas can be taken as in the definition
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of dH , that is over φ
G
t (L). But this is easy to do by truncating G(t, z) for each t outside a
neighbourhood of φGt (L).
The shadow of cobordisms and the Hofer norm are naturally related through the Lagrangian
suspension construction.
Fix a connected, closed Lagrangian L ⊂ M and let its Lagrangian suspension along G be
LG as in §2.5. It is immediate to see from Definition 1.1 that:
(23) S(LG) =
∫ 1
0
[ max
z∈φGt (L)
G(t, z)− min
z∈φG
t
(L)
G(t, z) ]dt .
Thus, for a Lagrangian L0 in M , the metric d
L0 defined on the orbit LL0(M) of L0 under
the action of the Hamiltonian group, as provided by Theorem 1.2, satisfies:
dL0(L, L′) = dH(L, L
′)
for any L, L′ ∈ LL0(M).
Remark 4.1. For any non-constant φ ∈ Ham(M,ω) there is some Lagrangian L inM - possibly
taken in a sufficiently small Darboux chart - so that φ(L) 6= L′. Thus, the non-degeneracy
of the Lagrangian metric dH(−,−) implies that the Hofer norm on Ham(M,ω) itself is non-
degenerate. This method to show the non-degeneracy of the Hofer norm is due to Polterovich
[29] and Chekanov [14].
4.3. Surgery and non-isotopic Lagrangians at finite dw−m distance. An example of two
non-isotopic Lagrangians and a weakly-monotone cobordism relating them was constructed in
[10]. We give here an outline of the construction because we want to also discuss the shadow
of this cobordism.
We start by recalling the Lagrangian surgery construction, [22], [28]. This is based on a
simple local construction. Fix the following two Lagrangians: L1 = R
n ⊂ Cn and L2 = iR
n ⊂
Cn.
Consider a curve χ ⊂ C, χ(t) = a(t)+ ib(t), t ∈ R, so that (see also Figure 5): χ is smooth;
(a(t), b(t)) = (t, 0) for t ∈ (−∞,−1]; (a(t), b(t)) = (0, t) for t ∈ [1,+∞); a′(t), b′(t) > 0 for
t ∈ (−1, 1). Let
L =
{(
(a(t) + ib(t))x1, . . . , (a(t) + ib(t))xn
)
| t ∈ R,
∑
x2i = 1
}
⊂ Cn .
It is easy to see that L is Lagrangian. By an abuse of notation because we omit the han-
dle χ from the notation and we will denote L = L1#L2. Notice that different choices of
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Figure 5. The curve χ ⊂ C.
handles χ produce Hamiltonian isotopic Lagrangians L (for n > 1). By choosing the han-
dle small enough, we can have the result of the surgery be contained in an arbitrarily small
neighbourhood of L1 ∪ L2.
There is a Lagrangian cobordism L❀ (L1, L2) constructed as follows. Define
χ̂ =
{(
(a(t) + ib(t))x1, . . . , (a(t) + ib(t))xn+1
)
| t ∈ R,
∑
x2i = 1
}
⊂ Cn+1
and notice that χ̂ is also Lagrangian. Consider the projection π : Cn+1 → C, π(z1, . . . zn+1) =
z1 and denote by π̂ its restriction to χ̂. DefineW = π̂
−1(S+) where S+ = {(x, y) ∈ R
2 | y ≥ x},
see Figure 6. (As usual, we identify R2 with C under (x, y) → x + iy.) Consider W0 =
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Figure 6. The projection of W0 is the red region together with the two
semi-axes (−∞, 0] ⊂ R and i[0,+∞) ⊂ iR and the curve χ.
W ∩ π−1([−2, 0] × [0, 2]). It is not difficult to see that W0 is a manifold with boundary and
that ∂W0 = {(−2, 0)} × L1 ∪ {(0, 2)} × L2 ∪ {0, 0} × L. To finish the construction of the
cobordism we adjust W0 (as described explicitly in [10]) so as to continue the L-boundary
component to be cylindrical. The resulting Lagrangian W ′ provides the cobordism desired
between L and (L1, L2) - see also Figure 7.
Figure 7. The trace of the surgery after projection on the plane.
Going from the local argument above to a global one is easy. Suppose that we have two
Lagrangians L′ and L′′ that intersect transversely, possibly in more than a single point. At
each intersection point we fix symplectic coordinates mapping (locally) L′ to Rn ⊂ Cn and
mapping (again locally) L′′ to iRn ⊂ Cn. We then apply the construction above at each of
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these intersection points. This produces a new Lagrangian submanifold L′#L′′ as well as a
cobordism W ′′ : L′#L′′ ❀ (L′, L′′) (caveat: L′#L′′ is topologically not a connected sum if
there are several intersection points).
We are interested in the shadows of the Lagrangians resulting from this construction. There
are two useful remarks in this direction. First, for the cobordism W ′′ above, we see easily that
for any ǫ > 0 we can find a sufficiently small handle χ so that S(W ′′) ≤ ǫ. However, different
handles lead to different outputs of the surgery as the resulting L′#L′′ are Hamiltonian isotopic
(for n > 1) but not identical. Secondly, if in the place of L′ and L′′ we take cobordisms
V ′ = γ′ × N ′, V ′′ = γ′′ × N ′′ where γ′ and γ′′ are appropriate curves in C that intersect
transversely at a single point, then for any ǫ we may construct the surgered Lagrangian
V ′#V ′′ so that its shadow is smaller than ǫ by again using in the construction a sufficiently
small handle H .
Our example is based on the construction decribed above. We will start our construction
in the ambient manifold M ′ = C\{P1, P2, P3} where P1, P2, P3 are three points Pi ∈ C. One
may worry that excising points creates concave ends in our symplectic manifold, but this
is easily overcome by a positivity of intersections argument. Alternatively one may glue in
small handles at the three points P1, P2, P3. Finally, one can work inside a large ball, and
compactify it to a sphere, adding a handle at infinity. This gives us an example in the closed
surface of genus 4. The following arguments apply uniformly in all cases.
We consider two circles A = {z ∈ C : |z + 1/2| = 1} and B = {x ∈ C : |z − 1/2| = 1}
and denote by D(A) and D(B) the two disks bounded by A and B respectively. We assume
that the positions of the points Pi relative to the circles A,B are such that P1 ∈ D(A)\D(B),
P2 ∈ D(A) ∩ D(B) and P3 ∈ D(B)\D(A) as at the middle of Figure 9. We consider two
smooth curves in the plane C, γ1 : [−1, 1]→ C and γ2 : [−1, 1]→ C so that - see Figure 8:
i. γ1(t) = t for t ∈ [−1,−1/2]
ii. γ1(t) = 1 + (1− t)i for t ∈ [1/2, 1]
iii. Re(γ1(t)) is strictly increasing for t ∈ (−1/2, 1/2− ǫ). Im(γ1(t)) is strictly increasing
for t ∈ (−1/2, 1/2− ǫ) and strictly decreasing for t ∈ (1/2− ǫ, 1/2).
iv. γ2(t) = −γ1(t) for all t ∈ [−1, 1].
We now consider the Lagrangians A′ = γ2 × A ⊂ C × M and B
′ = γ1 × B ⊂ C × M .
By performing surgery at both intersection points A ∩B we can extend the union of the two
Lagrangians A′ ∪ B′ towards the positive end as well as towards the negative end as in the
Figure 8 thus obtaining a cobordism V : A#B ❀ B#A.
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Figure 8. The projection of V on C; in red the surgery regions; the curves
γ1 (in blue) and γ2 (in gray).
Figure 9. The two circles A and B as well as A#B and B#A. The three
puncture points are indicated in blue.
Put L = A#B and L′ = B#A. It is easy to see that L and L′ look as in Figure 9 and
are exact. We notice that L and L′ are not smoothly isotopic in M ′. However, it is shown in
[10] that, by choosing the handles associated with the surgeries in the two intersection points
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of A and B appropriately, V can be made monotone with minimal Maslov class 1. It is also
clear that the shadow of V can be made as close as desired to the sum of two areas, one
corresponding to the shadow of one handle used at the A#B end of the surgery and the other
corresponding to the shadow of the handle used at the B#A end - as suggested by Figure 8.
Notice however that diminishing the size of these handles also modifies the ends L = A#B
and L′ = B#A. Indeed, Proposition 3.1 shows that if L and L′ are fixed the shadow of the
cobordism V can not be arbitrarily small.
It is also noticed in [10] that L and L′ are not cobordant via a monotone cobordism V
with NV ≥ 2. In short, this is shown by observing that the Floer homologies HF (S, L) and
HF (S, L′) where S is the vertical semiaxis in C, pointing up and starting at P2 are non-
isomorphic. But by the results in [10, 11] if a monotone simple cobordism would relate L and
L′ then for any other Lagrnagian N we would have HF (N,L) ∼= HF (N,L′) (indeed, L and
L′ would even be isomorphic in the appropriate Fukaya category).
In summary, the two exact Lagrangians L, L′ ∈ Le(M ′) constructed before are not smoothly
isotopic and
0 < dw−m(L, L′) <∞ , dm(L, L′) =∞ .
We will see in §4.4 that we also have dg(L, L′) = 0.
4.4. The pseudo-metric dg is degenerate. We consider here the pesudo-metric dg given
as in the formula in Theorem 1.2 but for ∗ = g. Recall that g stands for general. In other
words, there is no constraint imposed on either the Lagrangians or the cobordisms involved.
The following construction was suggested to us by Emmy Murphy.
Consider two Lagrangians L and L′ and a cobordism V : L❀ L′.
For ǫ > 0 define a map ǫ˜ : C×M → C×M given by rescaling in the imaginary direction
in the plane ǫ˜(x+ iy, z) = (x+ iǫy, z). Put V ǫ = ǫ˜(V ). Denote by e : V → C×M the natural
embedding, and define a smooth embedding eǫ : V → C×M by eǫ = ǫ˜ ◦ e.
Let R be a compact rectangle in C outside whose interior V is cylindrical: for example one
can take R = (β−, β+)×(Y−, Y+), where Y− < inf Im(π(V )∩[β−, β+]), and Y+ > sup Im(π(V )∩
[β−, β+]). Clearly, V
1 = V and
Area(ouV ǫ) = ǫ Area(ouV ) < ǫArea(R).
For a point v ∈ C×M, consider the symplectomorphism lǫ,v : C×M → C×M given by
lǫ,v(x+ iy, z) = (x+ iy, z)− (i(1− ǫ)Im(v), 0) .
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Viewed as a family of maps, lǫ,v depends smoothly on both parameters. Note that lǫ,v(v) =
ǫ˜(v). Hence, dlǫ,v : Tv(C×M)→ Tǫ˜(v)(C×M) is an isomorphism of symplectic vector spaces.
Define a smooth bundle map φǫ : TV → e∗ǫT (C×M) by
φǫ(ξ) = dlǫ,e(a) ◦ de(ξ)
for each ξ ∈ TaV . The image of this bundle map is a Lagrangian sub-bundle and, because
this bundle map covers the smooth embedding eǫ, we may apply the Gromov-Lees h-principle
([19, 23]) to eǫ. As a result we obtain that eǫ can be approximated arbitrarily well in C
0 norm
by Lagrangian immersions. In particular, for any δ > 0 we may find a Lagrangian immersion
eǫ,δ : [0, 1]× L→ C×M with image V
ǫ,δ so that Area(ouV ǫ,δ) ≤ ǫArea(R) + δ.
We now modify V ǫ,δ twice: first we perturb the immersion to a new immersion with only
transverse double points and, secondly, surger all the self-intersection points by using very
small Lagrangian handles so as to get an embedded Lagrangian V ǫ,δ,δ
′
so that Area(ouV ǫ,δ,δ′ ) ≤
ǫArea(R) + δ + δ′.
By taking the (generic) perturbation of the immersion eǫ,δ small enough and by taking the
surgery handles to be also small enough, we may assume that δ′ ≤ ǫ and δ ≤ ǫ. Hence we get
a cobordism V ǫ,δ,δ
′
: L❀ L′ with
Area(ouV ǫ,δ,δ′ ) ≤ ǫ (Area(R) + 2) .
Therefore dg(L, L′) = 0 and thus the pseudo-metric dg is degenerate.
This concludes the proof of Theorem 1.2.
5. Additional comments
5.1. Relation to spectral distance. The argument for the proof of Proposition 3.1 suggests
that in the setting where L and L′ are Hamiltonian isotopic and exact (the same would hold
in the weakly exact case: ω, µ|π2(M,L) = 0), assuming that the cobordism is monotone, one
can replace w(L, L′) in the statement of the Proposition by dS(L, L
′), the spectral distance
between L and L′ (introduced in [33], see also [21] for additional references). For a fixed
Lagrangian L recall from the work of Milinkovic [24] that, if L′ is sufficiently C1-close to L,
then dS(L, L
′) = dH(L, L
′). Therefore, we expect that, at least under this additional proximity
assumption, d∗(L, L′) = dH(L, L
′) for all ∗ ≥ m.
5.2. Lower bound for the shadow in the monotone case. We believe that an adaptation
of the proof of Proposition 3.1 shows that, under the assumptions of the Proposition, and if,
additionally, L, L′ ∈ Lm(M), V ∈ Lmcob(C×M), then we have:
S(V ) ≥ w(L, L′) .
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This inequality fits with the leitmotiv of the paper: more rigid topological constraints lead
to sharper inequalities. Indeed, in the setting of the proposition, this expected inequality
shows that monotonicity is sufficient to eliminate δ(V, J) from the general inequality given
by Proposition 3.1. Further, as seen in §4.2, if we assume that V : L ❀ L′ is a Lagrangian
suspension, then the inequality becomes even stronger as we can replace w(L, L′) by the Hofer
distance dH(L, L
′) between L and L′.
5.3. Categorical view-point. A somewhat more conceptual perspective on the construction
of the metrics d∗ from Theorem 1.2 is as follows. Using the notion of cobordism, one can define
- as in [10] - various categories that have as objects Lagrangians in M and have morphisms
given by Lagrangian cobordisms. As before, the specific Lagrangians and cobordisms involved
are subject to the constraints encoded in the superscript −∗, where ∗ can be any of the
conditions listed in §2. The simplest such category, Lag∗s(M), has as objects the Lagrangians
in L∗(M) and as morphisms the horizontal isotopy classes of simple cobordisms V : L ❀ L′
so that V ∈ L∗cob(C →M) .
Given a small category C assume that the morphisms of C are endowed with a valuation
ν : MorC → [0,∞) in the sense that ν(f ◦ g) ≤ ν(f) + ν(g) for all composable morphisms
f and g, and, for each morphism f ∈ Mor(A,B), there is a morphism f¯ ∈ Mor(B,A) with
ν(f) = ν(f¯ ). Such a valuation induces a pseudo-metric metric dν on Ob(C) that is given by:
dν(A,B) = inf
ϕ∈Mor(A,b)
ν(ϕ) .
This number is taken to be infinite in case there are no morphisms from A to B. In case the
valuation is non-degenerate in the sense that ν(f) = 0 iff f = idX for some object X , then
the pseudo-metric is a true metric (with this definition the metric is finite only for objects
that are related by some morphism).
The shadow of cobordisms, as given in Definition 1.1, provides a valuation on the category
Lag∗s(M) by putting for each morphism [V ] represented by a cobordism V :
(24) ν([V ]) = inf
V ′
{S(V ′) : V ′ horizontally isotopic to V } .
Obviously, Theorem 1.2 shows that the resulting pseudo-metrics d∗ = d∗ν are non-degenerate
for ∗ ≥ w −m and degenerate for ∗ = g.
5.4. Immersed Lagrangian cobordism. Following the work of Akaho [1] as well as Akaho-
Joyce [2] (see also [4]), Floer theory is also defined for a class of immersed Lagrangians so-
called unobstructed. The cobordism machinery can also be adapted without any trouble to
this setting and we expect that there are variants of both Proposition 3.1 and Theorem 1.2 in
this context.
38 OCTAV CORNEA AND EGOR SHELUKHIN
References
[1] M. Akaho. Intersection theory for Lagrangian immersions. Math. Res. Lett., 12(4):543–550, 2005.
[2] M. Akaho and D. Joyce. Immersed Lagrangian Floer theory. J. Differential Geom., 86(3):381–500, 2010.
[3] P. Albers. A Lagrangian Piunikhin-Salamon-Schwarz morphism and two comparison homomorphisms in
Floer homology. Int. Math. Res. Not. IMRN, (4):Art. ID rnm134, 56, 2008.
[4] G. Alston and E. Bao. Exact, graded, immersed Lagrangians and Floer theory. Preprint (2014), can be
found at arXiv:1407.3871 [math.SG].
[5] V. Arnol′d. Lagrange and Legendre cobordisms. I. Funktsional. Anal. i Prilozhen., 14(3):1–13, 96, 1980.
[6] V. Arnol′d. Lagrange and Legendre cobordisms. II. Funktsional. Anal. i Prilozhen., 14(4):8–17, 95, 1980.
[7] J.-F. Barraud and O. Cornea. Homotopic dynamics in symplectic topology. In P. Biran, O. Cornea, and
F. Lalonde, editors, Morse theoretic methods in nonlinear analysis and in symplectic topology, volume 217
of NATO Sci. Ser. II Math. Phys. Chem., pages 109–148, Dordrecht, 2006. Springer.
[8] J.-F. Barraud and O. Cornea. Lagrangian intersections and the Serre spectral sequence. Annals of Math-
ematics, 166:657–722, 2007.
[9] P. Biran and O. Cornea. Quantum structures for Lagrangian submanifolds. Preprint, 2007. Can be found
at http://arxiv.org/pdf/0708.4221.
[10] P. Biran and O. Cornea. Lagrangian cobordism I. Journal of the A. M. S., 26(2):295–340, 2013.
[11] P. Biran and O. Cornea. Lagangian cobordism and Fukaya categories. Geom. Funct. Anal., 24:1731–1830,
2014.
[12] F. Charette. Quelques proprie´te´s des sous-varie´te´s lagrangiennes monotones : Rayon de Gromov et mor-
phisme de Seidel. PhD thesis. PhD, University of Montreal, may 2012.
[13] F. Charette and O. Cornea. Categorification of Seidel’s representation. Israel J. Math., to appear. Can
be found at http://arxiv.org/abs/1307.7235.
[14] Y. Chekanov. Lagrangian intersections, symplectic energy, and areas of holomorphic curves. Duke Math.
J., (1):213–226, 1998.
[15] Yu. V. Chekanov. Invariant Finsler metrics on the space of Lagrangian embeddings.Math. Z., 234(3):605–
619, 2000.
[16] A. Floer. Morse theory for Lagrangian intersections. J. Differential Geom., 28(3):513–547, 1988.
[17] A. Floer. Witten’s complex and infinite-dimensional Morse theory. J. Differential Geom., 30(1):207–221,
1989.
[18] P. Griffiths and J. Harris. Principles of algebraic geometry. Wiley Classics Library. John Wiley & Sons,
Inc., New York, 1994. Reprint of the 1978 original.
[19] M. Gromov. Partial Differential Relations. Springer, 1986.
[20] L. Haug. Lagrangian antisurgery. Preprint (2015), can be found at arXiv:1511.05052 [math.SG].
[21] V. Humilie`re, R. Leclercq, and S. Seyfaddini. Coisotropic rigidity and C0-symplectic geometry. Duke
Math. J., 164(4):767–799, 2015.
[22] F. Lalonde and J.-C. Sikorav. Sous-varie´te´s Lagrangiennes et Lagrangiennes exactes des fibre´s cotangents.
Comment. Math. Helv., 66(1):18–33, 1991.
[23] J. A. Lees. On the classification of Lagrange immersions. Duke Math. J., 43:217–224, 1976.
[24] D. Milinkovic´. Geodesics on the space of lagrangian submanifolds in cotangent bundles. Proc. Amer.
Math. Soc., 129(6), 2001.
LAGRANGIAN COBORDISM AND METRIC INVARIANTS 39
[25] Y.-G. Oh. Floer cohomology of Lagrangian intersections and pseudo-holomorphic disks. I. Comm. Pure
Appl. Math., 46(7):949–993, 1993.
[26] Y.-G. Oh. Addendum to: ”Floer cohomology of Lagrangian intersections and pseudo-holomorphic disks.
I.” [Comm. Pure Appl. Math. 46 (1993), no. 7, 949–993]. Comm. Pure Appl. Math., 48(11):1299–1302,
1995.
[27] S. Piunikhin, D. Salamon, and M. Schwarz. Symplectic Floer-Donaldson theory and quantum cohomology.
In C. B. Thomas, editor, Contact and symplectic geometry, volume 8 of Publications of the Newton
Institute, pages 171–200. Cambridge Univ. Press, Cambridge, 1996.
[28] L. Polterovich. The surgery of Lagrange submanifolds. Geom. Funct. Anal., 1(2):198–210, 1991.
[29] L. Polterovich. Symplectic displacement energy for Lagrangian submanifolds. Ergodic Theory Dynam.
Systems, 13(2):357–367, 1993.
[30] L. Polterovich. The geometry of the group of symplectic diffeomorphisms. Lectures in Mathematics ETH
Zu¨rich. Birkha¨user Verlag, Basel, 2001.
[31] L. S. Suarez-Lopez. Exact lagrangian cobordism and pseudo-isotopy. PhD Thesis, University of Montreal,
2014.
[32] M. Usher. Observations on the Hofer distance between closed subsets. preprint arXiv:1409.2577, 2014.
[33] C. Viterbo. Symplectic topology as the geometry of generating functions. Math. Ann., 292(4):685–710,
1992.
Octav Cornea, Department of Mathematics and Statistics, University of Montreal, Mon-
treal, QC H3C 3J7 and Institute for Advanced Study, Einstein Drive, Princeton NJ 08540
E-mail address : cornea@dms.umontreal.ca
Egor Shelukhin, Institute for Advanced Study, Einstein Drive, Princeton NJ 08540
E-mail address : egorshel@ias.edu
