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Abstract
Applying the time-dependent variational principle of Balian and Ve´ne´roni, we
derive variational approximations for multi-time correlation functions in Φ4 field
theory. We assume first that the initial state is given and characterized by a density
operator equal to a Gaussian density matrix. Then, we study the more realistic
situation where only a few expectation values are given at the initial time and we
perform an optimization with respect to the initial state. We calculate explicitly
the two-time correlation functions with two and four field operators at equilibrium
in the symmetric phase.
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1 Introduction
The description of the time evolution of a system with initial conditions which are out
of equilibrium is one of the main challenges in quantum field theory at finite tempera-
ture. This problem appears in different contexts in cosmology or in particle physics. In
inflationary models for the primordial universe, the problem is to describe the evolution
of the inflaton scalar field in order to be abble to predict the duration of the inflationary
phase. Another important problem is the prediction of the density fluctuations and its
relation to the distribution of galaxies [1]. In particle physics, the experiments at the
Brookhaven Relativistic Heavy Ion Collider (RHIC) or soon at the CERN Large Hadron
Collider (LHC) may show a phase transition between a state where the quarks and the
gluons are deconfined and chiral symmetry restored and the state of ordinary matter.
The state of the matter formed after the collision is out of equilibrium and the study of
the dynamics near the phase transition requires a nonperturbative method. The chiral
phase transition can be studied in a model of scalar fields with an O(N) symmetry. The
relaxation of inhomogeneous pions configurations formed during the collision (called dis-
oriented chiral condensates or DCC) could be the signal of the chiral phase transition
through a pions distribution with strong correlations [2]. In the Standard model, one
is interested in the dynamical properties of the electroweak phase transition in order to
describe the baryogenesis. The violation of the baryonic number, which is related to the
desintegration of non-trivial topological field configurations, the sphalerons, is evaluated
from a correlation function calculated at high temperature in a classical approximation
[3].
The scale for the energy density involved in the primordial universe or the length
scale which is important for the collective modes in Quantum Chromodynamics require
non-perturbative approaches. Variational methods are therefore particularly adapted.
In the mean-field Hartree-Fock (HF) approximation for fermions or the Hartree-
Bogoliubov (HB) approximation for bosons, one minimizes the free energy or, at zero
temperature, the energy with a Gaussian variational ansatz for the density matrix or the
pure state. For a time-dependent problem, the corresponding approximations (TDHF or
TDHB) are obtained by minimizing an action also with a Gaussian variational ansatz. (At
zero temperature, a time-dependent variational principle was already introduced by Dirac
[4]. It was used by the authors of reference [5] in the context of quantum field theories .)
These methods are well adapted to the calculation of expectation values. However, they
are not suitable for multi-time correlation functions. In order to obtain approximations for
these multi-time correlation functions, a variational principle was recently introduced in
the context of non-relativistic fermions [6]. The action to minimize has for stationary value
the generating functional for the correlation functions. This functional is a functional of
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the time-dependent sources coupled to the operators of interest. The action involves
two types of variational objects, one A(t) related to the observables of interest and the
other D(t) akin to a density matrix. The temporal evolution of A(t) is described by a
backward equation while that of D(t) involves a time running forward. Let us notice
that this doubling of the number of degrees of freedom with two temporal arrows appears
already in the formalism of Schwinger and Keldysh for time-dependent problems at finite
temperature [7]. (For a review of the different formalisms used at finite temperature,
see reference [8]). By restricting the variational spaces for A(t) and D(t) to Gaussian
operators, one obtains evolution equations which are coupled. The expansion at first
order in powers of the sources of these equations (or at the second order for the generating
functional ) provides approximations for the two-time correlation functions. In spite of
the Gaussian character of the variational ansa¨tze, the approximations obtained in this
way go beyond the usual mean-field approximations and include correlations between
particles. This comes from the fact that the variational principle of Balian and Ve´ne´roni
[6] has been precisely constructed to provide directly the quantity of interest, namely the
generating functional.
Our aim is to generalize this formalism to quantum field theories. For simplicity,
we will consider the case of a scalar field described by a Φ4 interaction in a Minkowski
space. We will choose sources coupled to local operators such as Φ(x) or Π(x) (written
here in the Schro¨dinger representation) and to composite operators such as Φ(x)Φ(y) or
Φ(x)Π(y). The second derivative of the generating functional with respect to the sources
will thus give two-time correlation functions which have up to four field operators.
In the first part of the paper, we will consider that the initial state is given and char-
acterized by a density operator D(t0) equal to a Gaussian density matrix. We will write
the action functional to be minimized (eqs. (2.14) and (2.15)). Then we will restrict our
variational spaces to operators which are exponentials of quadratic and linear forms in the
field operators Φ(x) and Π(x) (called Gaussian operators). An adequate parametrization
of the variational objects allows us to write the coupled dynamical equations in a compact
form. We stress again the fact that the variational method we use introduces a doubling
of the degrees of freedom. We obtain four coupled equations (two for the expectation
values of one-field operator and two for the expectation values of two-field operators).
Therefore we have twice as many dynamical equations as the usual mean-field approach.
The expansion of these equations to lowest zero order in powers of the sources leads to a
decoupling of these equations whose a half is identical to the time-dependent mean-field
equations for the Φ4 theory written in reference [9]. We have showed in a previous pa-
per that these dynamical equations can be put into a classical noncanonical Hamiltonian
framework with a Poisson structure which is a generalization of the standard Poisson
bracket [10]. At the lowest order we thus obtain an approximation for the single-time
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expectation values of one or two field operators. The expansion of the coupled equations
to first order in powers of the sources provides an approximation for the two-time cor-
relation functions with two, three or four field operators. Their evaluation proceeds in
the following way : first one solves the mean-field TDHB equations, then one calculates
the kernel which corresponds to small deviations arround the mean-field solution (which
is analogous to the random phase approximation (RPA) kernel of reference [6]) and fi-
nally one solves a backward dynamical equation which involves the kernel calculated for
the mean-field solution. These results have been obtained for the generating functional
of correlation functions with time-ordered product of the field operators. We also give
the corresponding expressions for the retarded Green functions. Indeed, these retarded
Green functions appear when one studies the response of the system to a small external
perturbation. A less complete version of this first part of the paper has been published
in reference [11].
In section 2, we have supposed that the initial state D(t0) was known. In practice,
this is not the case. Only the expectation values of a few observables are known. In section
3, we use the form of the variational principle introduced by Balian and Ve´ne´roni which
optimizes also the initial state [6]. The approximations obtained in this way for the two-
time correlation functions include not only the correlations between particles originating
from the dynamics but also those present in the initial state. One introduces again
two variational objects which now evolve in imaginary time. We study the symmetric
phase. We will consider the two-time function with two field operators Φ and the two-
time function with four field operators Φ. We will relate it to the standard polarization
function ΠR. At equilibrium, in the symmetric phase, the case of the correlation function
with two field operators is special since the approximations obtained with or without
optimization with respect to the initial state co¨ıncide. For the correlation function with
four field operators, we will be obliged to combine the variational approximation with a
perturbative approximation valid for small values of the coupling constant, by neglecting
or taking into account at first order a loop term in the dynamical equations. However, the
solutions remain nonperturbative since they depend on the self-consistent HB solution.
At the lowest order, by neglecting the loop term, the two-time function with four field
operators is simply related to the two-time function with two field operators according
to the Wick theorem. At equilibrium, in the symmetric phase, we give to first order
the expression for the two-time polarization functions with four field operators : the
retarded Green function ΠR(q
2, t′, t′′) (eq. 4.133a) and the non-retarded Green function
Π(q2, t′, t′′) (eq. (3.144)). We verify explicitly that these functions depend only on the
time difference t′ − t′′ and not on the initial time t0. This is not the case for the non-
retarded Green function if, like in the section 2, we optimize only the dynamics and not the
initial state. We check also that our approximations for the two-time correlation functions
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satisfy the fluctuation-dissipation theorem. The last section contains some conclusions and
perspectives for future work.
2 Variational approximation for the two-time corre-
lation functions : optimization of the dynamics
2.1 Definition of the generating functional for correlation func-
tions
We define the operator A(J, t) which is a functional of the sources J and a function of
the time t in the following way :
A(J, t) = T exp i
∫ ∞
t
dt′
{∫
d3x JΦ(x, t′)ΦH(x, t′, t) + JΠ(x, t′)ΠH(x, t′, t)
+
∫
d3x d3y JΦΠ(x,y, t′)
(
ΦH(x, t′, t)ΠH(y, t′, t) + ΠH(y, t′, t)ΦH(x, t′, t)
)
+JΦΦ(x,y, t′) ΦH(x, t′, t)ΦH(y, t′, t) + JΠΠ(x,y, t′) ΠH(x, t′, t)ΠH(y, t′, t)
} ,
(2.1)
where T is the time-ordered product of operators and ΦH(x, t′, t) and ΠH(x, t′, t) are
respectively the field and momentum operators defined in the Heisenberg representation.
They satisfy the boundary condition : ΦH(x, t, t) = Φ(x) and ΠH(x, t, t) = Π(x), Φ(x)
and Π(x) being the operators in the Schro¨dinger representation. We use the short hand
notation
A(J, t) = T exp
(
i
∫ ∞
t
dt′ Jj(t
′)Oj(t′, t)
)
(2.2)
The sources Jj(t
′) (which are local or depend on two space points) are turned on between
t′ = t and t′ = +∞.
The functional A(J, t) satisfies the equation
d
dt
A(J, t) = i[A(J, t), H ]− i A(J, t)∑
j
Jj(t)Oj (2.3)
with the boundary condition A(t = +∞) = 1. We will consider the case of a self-
interacting scalar field in a Minkowski metric described by the HamiltonianH =
∫
d3xH(x)
with :
H(x) = 1
2
Π2(x) +
1
2
[~∇Φ(x)]2 + m
2
0
2
Φ2(x) +
b
4!
Φ4(x) . (2.4)
We work in three spatial dimensions. The constants m0 and b are respectively the bare
mass and the bare coupling constant.
The generating functional for the causal Green functions writes
Z(J, t0) = Tr (D(t0) A(J, t0)) , (2.5)
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D(t0) being the initial state. The statistical operator D(t0) may represent a thermal
equilibrium or a nonequilibrium state. At zero temperature, it reduces to a projection
operator. In addition to the sources J , the generating functional Z depends on the initial
time t0. This is a difference with the generating functional usually considered in quantum
field theories [12]. We want to evaluate the functional derivative of
W (J, t0) = −i lnZ(J, t0) . (2.6)
W (J, t0) is the generating functional for the connected Green functions. Let us note that
for hermitic operators A(t) and D(t), W (J, t) is real. The expansion in powers of the
sources of W (J, t) writes :
W (J, t0) = −i ln(n0) +
∫ +∞
t0
dt′ {
∫
d3x JΦ(x, t
′) ϕ(x, t′) +
∫
d3x d3y JΦΦ(x,y, t
′)G(x,y, t′) + ...}
+
i
2
∫ ∫ +∞
t0
dt′ dt′′ {
∫
d3x1 d
3x2 JΦ(x1, t
′) JΦ(x2, t
′′) C2ΦΦ(x1,x2, t
′, t′′) + ...}
+...
,
(2.7)
where n0 = TrD(t0) ( we choose not to normalize the operator D(t0)). We introduce the
following notations for the expectation values of one and two field operators :
ϕ(x, t) =
1
n0
Tr
(
ΦH(x, t, t0)D(t0)
)
, (2.8)
G(x,y, t) =
1
n0
Tr
(
ΦH(x, t, t0) Φ
H(y, t, t0)D(t0)
)
− ϕ(x, t) ϕ(y, t) . (2.9)
The two-time causal functions with two field operators are defined according to :
C2ΦΦ(x,y, t
′, t′′) =
1
n0
Tr
(
T ΦH(x, t′, t0) Φ
H(y, t′′, t0)D(t0)
)
− ϕ(x, t′) ϕ(y, t′′) . (2.10)
Similarly, we define the functions C2ΦΠ, C
2
ΠΠ. From the expansion (2.7), we have :
1
i
δ2W
δJΦ(x, t′)δJΦ(y, t′′)
∣∣∣∣
J=0
= C2ΦΦ(x,y, t
′, t′′) . (2.11)
We define also the three-point and four point two-time correlation function C3 et C4 :
1
i
δ2W
δJΦ(x, t′)δJΦΦ(y, z, t”)
∣∣∣∣
J=0
≡ C3(x,y, z, t′, t”)
+ϕ(y, t”)
(
C2(x, z, t′, t”) + ϕ(x, t′) ϕ(z, t”)
)
+ ϕ(z, t”)
(
C2(x,y, t′, t”) + ϕ(x, t′) ϕ(y, t”)
)
,
(2.12)
1
i
δ2W
δJΦΦ(x,y, t′)δJΦΦ(z,u, t”)
∣∣∣∣
J=0
≡ C4(x,y, z,u, t′, t”)
+
(
C2(x, z, t′, t”) + ϕ(x, t′) ϕ(z, t”)
) (
C2(y,u, t′, t”) + ϕ(y, t′) ϕ(u, t”)
)
+
(
C2(x,u, t′, t”) + ϕ(x, t′) ϕ(u, t”)
) (
C2(y, z, t′, t”) + ϕ(y, t′) ϕ(z, t”)
)
.
(2.13)
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2.2 Variational evaluation of the generating functional
We will use the time-dependent variational principle of Balian and Ve´ne´roni [6] to obtain
an approximation for our quantity of interest Tr(D(t0)A(J, t0)). This principle is an
illustration of the general method developped in reference [13] to construct a variational
principle suited to the evaluation of a desired quantity. The basic idea is to consider
the equation (2.3) which defines A(J, t0) as a constraint and to introduce a lagrangian
multiplier D(t0) associated to this constraint.
We define the action functional :
Z (A(t),D(t)) = Tr (A(t0)D(t0)) + Zdyn , (2.14)
where
Zdyn = Tr
∫ ∞
t0
dt D(t)

dA(t)dt − i
[
A(t),
∫
d3xH(x)
]
+ iA(t)

∑
j
Jj(t)Qj



 . (2.15)
We have written in a compact form the term which involves the sources J :
∑
j Jj(t)Qj =
∫
d3x
(
JΦ(x, t)Φ(x) + JΠ(x, t)Π(x)
)
+
∫
d3x d3y JΦΠ(x,y, t) (Φ(x)Π(y) + Π(y)Φ(x))
+
∫
d3x d3y
(
JΦΦ(x,y, t)Φ(x)Φ(y) + JΠΠ(x,y, t)Π(x)Π(y)
)
.
(2.16)
The variational quantities of the action functional Z are the observable-like operator
A(t) and the density-like operator D(t). We look for the stationarity of Z with respect to
variations of A(t) and D(t) with the boundary conditions : A(t = +∞) = A(t = +∞) = 1
and D(t0) = D(t0). D(t0) is the initial statistical operator which we assume to be given
and equal to a Gaussian density matrix. By construction of the variational principle,
the generating functional for the connected Green functions will be approximated by the
value of the functional Z at the stationary point :
W (J, t0) = −i lnZst . (2.17)
2.3 Choice of the variational spaces
We restrict ourselves to trial operators A(t) and D(t) which are exponentials of quadratic
and linear forms of the field operators Φ(x) and Π(x) which we shall loosely call Gaussian
operators.
A Gaussian state D(t) is completely characterized by the vector α(x, t) and the
matrix Ξ(x,y, t) defined by :
α(x, t) =
(
ϕ(x, t)
−iπ(x, t)
)
, (2.18)
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Ξ(x,y, t) =
(
2G(x,y, t) −iT (x,y, t)
−iT (y,x, t) −2S(x,y, t)
)
, (2.19)
where
ϕ(x, t) =
1
n(t)
Tr(D(t)Φ(x)) , (2.20)
π(x, t) =
1
n(t)
Tr(D(t)Π(x)) , (2.21)
G(x,y, t) =
1
n(t)
Tr(D(t)Φ¯(x)Φ¯(y)) , (2.22)
S(x,y, t) =
1
n(t)
Tr(D(t)Π¯(x)Π¯(y)) , (2.23)
T (x,y, t) =
1
n(t)
Tr(D(t)(Φ¯(x)Π¯(y) + Π¯(y)Φ¯(x))) , (2.24)
n(t) = TrD(t) , (2.25)
and, for any operator O : O¯ = O − Tr(D(t)O). The hermiticity of D(t) implies that the
matrices G, S and T are real and that G and S are symmetric in the space indices.
The Heisenberg invariant is equal to :
I(x,y) =
∫
d3z
(
4 < Φ¯(x)Φ¯(z) >< Π¯(z)Π¯(y) >
− < Φ¯(x)Π¯(z) + Π¯(z)Φ¯(x) >< Φ¯(z)Π¯(y) + Π¯(y)Φ¯(z) >
) (2.26)
I(x,y) =
∫
d3z (−Ξ11(x, z) Ξ22(z,y) + Ξ12(x, z) Ξ12(z,y)) . (2.27)
For a pure state :
Ξ11 Ξ22 − Ξ212 + 1 = 0 (2.28)
I(x,y) = δ3(x− y) (2.29)
In Appendix A, we give the relations between our parametrization of a Gaussian state
and the parametrization used by the authors of reference [9].
We then introduce the operators Tb = A(t) D(t) and Tc = D(t) A(t) [14]. The
operator Tb is a Gaussian operator which is characterized by the following expectation
values :
n(t) = TrTb = TrTc , (2.30)
ϕb(x, t) =
1
n(t)
Tr(TbΦ(x)) , (2.31)
πb(x, t) =
1
n(t)
Tr(TbΠ(x)) , (2.32)
Gb(x,y, t) =
1
n(t)
Tr(TbΦ¯(x)Φ¯(y)) , (2.33)
Sb(x,y, t) =
1
n(t)
Tr(TbΠ¯(x)Π¯(y)) , (2.34)
Tb(x,y, t) =
1
n(t)
Tr(Tb(Φ¯(x)Π¯(y) + Π¯(y)Φ¯(x))) , (2.35)
with Φ¯(x) = Φ(x)− ϕb(x, t) and Π¯(x) = Π(x)− πb(x, t).
Similarly the operator Tc is a Gaussian operator which is characterized by the quan-
tities n, ϕc, πc, Gc, Sc, Tb ( obtained by replacing Tb by Tc in (2.31)-(2.35)). For D(t) = 1,
one has ϕb(x, t) = ϕc(x, t) = ϕa(x, t) (and similar definitions for πa, Ga, Sa, Ta). For
A(t) = 1, one has ϕb(x, t) = ϕc(x, t) = ϕd(x, t) (and similar definitions for πd, Gd, Sd, Td).
In Appendix C, we give the expressions of αb, αc,Ξb and Ξc as functions of the independent
variational quantities αa,Ξa and αd,Ξd which characterize respectively A and D.
With this choice of the trial spaces for A(t) and D(t) , the Wick theorem allows us
to express the functional Z in the form :
Z = n(t0) +
∫ +∞
t0
dt
[
dn
dt
|D(t)=cte − i n(t)
∫
d3x (Ec(x, t)− Eb(x, t))
+i n(t)
∫
d3x1d
3x2 Kc(x1,x2, t)
] , (2.36)
where the energy density E(x, t) = Tr (D(t)H(x, t)) is given, for the Hamiltonian density
(2.4), by :
E(x, t) = 1
2
π2(x, t) +
1
2
(~∇ϕ(x, t))2 + m
2
0
2
ϕ2(x, t) +
b
24
ϕ4(x, t)
+
1
2
S(x,x, t)− 1
2
∆G(x,y, t)|x=y + m
2
0
2
G(x,x, t)
+
b
8
G2(x,x, t) +
b
4
ϕ2(x, t)G(x,x, t)
(2.37)
and
lnn(t) = lnna + lnnd − 1
2
α˜b−cταa−d
+
1
2
ln det
(
σ1(1 + τ)(Ξa + Ξd)
−1(1 + τ)
)
,
(2.38)
where αb−c = αb − αc and τ and σ1 are the following 2× 2 matrices :
σ1 =
(
0 1
1 0
)
, τ =
(
0 1
−1 0
)
. (2.39)
The last term of the functional (2.36),Kc = Tr
(
Tc ∑j Jj(t)Qj) = ∫ d3x1d3x2Kc(x1,x2, t),
involves the sources J and the expectation values indexed by c.
With the parametrization we use, the boundary conditions D(t0) = D(t0) and
A(t = +∞) = 1 correspond respectively :
nd(t0) = n0 , αd(t0) = α0 , Ξd(t0) = Ξ0 , (2.40)
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where n0, α0 and Ξ0 characterize the Gaussian initial state D(t0), and
na(t = +∞) = 1 , Ξ−1a (t = +∞) = 0 ,
1
Ξa
αa(t = +∞) = 0 . (2.41)
We will write the conditions for the stationarity of the functional Z with respect to the
variations of nd, αd,Ξd and na, αa,Ξa.
2.4 Dynamical equations with sources
By varying the expression (2.36) with respect to nd, αd,Ξd, with the boundary conditions
nd(t0) = n0 , αd(t0) = α0 , Ξd(t0) = Ξ0 , (2.42)
we obtain the evolution equation for na, αa and Ξa. Integrating (2.36) by parts and varying
with respect to na, αa,Ξa with the boundary conditions
na(t = +∞) = 1 , Ξ−1a (t = +∞) = 0 ,
1
Ξa
αa(t = +∞) = 0 , (2.43)
we obtain the evolution equations for nd, αd and Ξd. In general the evolution equations
for nd, αd,Ξd and those for na, αa,Ξa are coupled. The solutions nd, αd,Ξd and na, αa,Ξa
depend on the sources. Owing to this dependence, we will be abble to obtain non trivial
approximations for the correlation functions in spite of the Gaussian nature of the trial
operators.
By combining the evolution equation for nd, αd,Ξd with those for na, αa,Ξa, the
dynamical equations for the expectation values αb,Ξb and αc,Ξc can be written in the
following compact form :
i α˙b = τ wb , (2.44)
i α˙c = τ (wc − wcK) , (2.45)
i Ξ˙b = 2 (Ξb Hb τ − τ Hb Ξb) , (2.46)
i Ξ˙c = 2 (Ξc (Hc − IcK) τ − τ (Hc − IcK) Ξc) . (2.47)
We have also n˙(t) = 0.
The vector wb and the matrix Hb are defined from the variation of < H >b=
Tr(TbH) :
δ < H >b=
∫
d3x w˜b(x, t) δαb(x, t)− 1
2
∫
d3x d3y tr [Hb(x,y, t) δΞb(y,x, t)] . (2.48)
Similarly, wc,Hc and wcK , IcK are defined from the variation of < H >c= Tr(TcH) and
from the variation of the source term Kc.
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Therefore, by using a convenient parametrization for the two variational objects
D(t) and A(t), we have been abble to obtain dynamical equations in a very compact form
even for finite values of the sources. The dynamical equations for αd,Ξd and αa,Ξa have
a more complicated form. They are given in Appendix D where we give also the explicit
expressions of the vectors w, wcK and of the matrices H and IcK in the case of the Φ4
theory. In spite of their simple form, the equations (2.44)-(2.47) are coupled because the
solutions αb,Ξb and αc,Ξc do not satisfy simple boundary conditions.
Let us note that the coupled equations for αd,Ξd (αa,Ξa) do not conserve neither
the energy < H >d (< H >a) nor the entropy Sd (Sa) (see Appendix B for the definition
of the von-Neuman entropy for bosons). On the other hand, the dynamical equations for
αb and Ξb (eqs. (2.44) and (2.46) ) which have the same form as the mean-field TDHB
equations conserve the pseudo-energy < H >b and the pseudo-entropy Sb.
The expansion in powers of the sources of the stationarity conditions (2.44)- (2.47)
will provide approximate dynamical equations for the expectation values and the corre-
lation functions defined in Eqs. (2.8)-(2.13).
2.5 Expansion in powers of the sources
2.5.1 TDHB equations for the expectation values
We will use the upper index(0) for the solutions of the dynamical equations when there
are no sources. The limit with vanishing sources corresponds to
α
(0)
b = α
(0)
c = α
(0)
d , Ξ
(0)
b = Ξ
(0)
c = Ξ
(0)
d . (2.49)
From equations (C.4) and (C.5) and from
αb − αc = 2 τ 1
Ξa + Ξd
(αa − αd) , (2.50)
we obtain that in the limit with vanishing sources
Ξ−1a = 0 ,
1
Ξa
αa = 0 . (2.51)
We have also wb
(0) = wc
(0) = w(0) and Hb(0) = Hc(0) = H(0). In this limit, the dynamical
equations (D.2) and (D.3) for αd and Ξd become (we suppress the index d) :
i α˙(0) = τ w(0) , (2.52)
i Ξ˙(0) = −
[(
Ξ(0) + τ
)
H(0)
(
Ξ(0) − τ
)
−
(
Ξ(0) − τ
)
H(0)
(
Ξ(0) + τ
)]
. (2.53)
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These equations are the analog for the Φ4 theory of the time-dependent Hartree-Bogoliubov
(TDHB) equations in nonrelativistic physics. They are equivalent to the dynamical equa-
tions obtained in reference [9] where the authors used an alternative form of the Balian-
Ve´ne´roni variational principle suited to the evaluation of single-time expectation values
[15].
In reference [10], we have shown that these TDHB equations for the Φ4 theory
can be written as classical dynamical equations with a nonsymplectic Poisson structure
with the free-energy density playing the role of a classical Hamiltonian. The Heisenberg
invariant (2.26) appears as a structural invariant of the Poisson structure.
The static HB solution satisfies w0 = 0 that is, in the uniform case :
(m20 +
b
6
ϕ0 +
b
2
G0(x,x))ϕ0 = 0 (2.54)
and the so-called gap
Ξ0 = −τ coth(βH0τ) (2.55)
which can also be written as :
βH0 = 1
2
τ ln
(
Ξ0 + τ
Ξ0 − τ
)
. (2.56)
More explicitly, in the uniform case, by going to the momentum space :
Ξ0(p) =
( 1
ωp
coth βωp
2
0
0 −ωp coth βωp2
)
, (2.57)
and for the Φ4 theory, ωp =
√
−g0(p) with
g0(p) = −(p2 +m20 +
b
2
ϕ20 +
b
2
G0(x,x)) . (2.58)
The solution ϕ0 = 0 of equation (2.54) corresponds to the symmetric phase while
the solution ϕ0 6= 0 corresponds to the broken phase.
We define the self-consistent mass m(β) depending on the temperature as the solu-
tion of the gap equation :
m2(β) = m20 +
b
2
ϕ20 +
b
2
G0(x,x) (2.59)
By using eq. (2.54), we have also :
m2(β) = c
(
m20 +
b
2
G0(x,x)
)
(2.60)
with c = 1 in the symmetric phase and c = −2 in the broken phase.
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The gap equation (2.59) has ultraviolet divergences and requires a regularization.
The divergent part Gdiv0 (x,x) of G0(x,x) comes from the zero temperature contribution.
By introducing a cutoff Λ in momentum,
Gdiv0 (x,x) =
1
8π2
[
Λ2 − m¯2 log
(
2Λ√
em¯
)]
(2.61)
where m¯ = m(T = 0). The gap equation can be put in a finite form by choosing the
following renormalization conditions [16] :
ǫµ2 =
m20 +
bΛ2
16π2
1
c
+ b
16π2
log( 2Λ√
eµ
)
, ǫ = 0,±1 (2.62)
1
gR(µ)
=
2
cb
+
1
8π2
log
(
2Λ√
eµ
)
(2.63)
where µ is an arbitrary mass scale. The renormalized gap equation writes at zero tem-
perature :
m¯2 = ǫµ2 +
gR(µ)
16π2
m¯2 log
(
m¯2
µ2
)
(2.64)
In the next sections, the dynamical equations for the two-time correlation functions
will involve the bare coupling constant b. This one will be understood as a function of
the cutoff Λ. We will solve the dynamical equations for a finite value of the cutoff. In
the static case, we will show that the final formula obtained for the two-time correlation
functions can be written with the renormalized parameters.
At finite temperature, we can isolate the divergent part of G0(x,x) according to :
G0(x,x) =
∫
d3k
(2π)3
1
2ωk
+
∫
d3k
(2π)3
1
ωk
1
eβωk − 1 (2.65)
Therefore, the gap equation at finite temperature writes :
m2(β) = ǫµ2 +
gR(µ)
16π2
m2(β) log
(
m2(β)
µ2
)
+
gR(µ)
16π2
m2(β)
∫ d3k
(2π)3
1
ωk
1
eβωk − 1
(2.66)
2.5.2 Two-time correlation functions :
The first derivatives of W (J, t0) = −i lnZst with respect to the sources are equal to the
expectations values with the index c. Indeed, the functional Z depend on the sources
both explicitly and implicitly since the approximate solutions for D(t) and A(t) depend
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on the sources. However, at the stationary point, only the explicit dependence contributes
to the first derivative :
dZ
dJj(t)
=
δZ
δJj(t)
= i T r (D(t)A(t)Qj) , (2.67)
which gives for instance :
δW
δJΦ(x, t)
= ϕc(x, t) . (2.68)
The expressions for the second derivatives of W are much more complicated. The intro-
duction of sources coupled to the composite operators Φ(x)Φ(y),Φ(x)Π(y) and Π(x)Π(y)
together with eq. (2.68) allows us to obtain dynamical equations for the two-time cor-
relation functions with three or four field operators merely from the expansion of the
expectation values αc and Ξc at the first order in powers of the sources.
From the first order corrections αc − α(0) and Ξc − Ξ(0), we define the two-time
correlation functions β and Σ (β is a vector and Σ is a matrix) :
αc(x, t)− α(0)(x, t) ≃ i
∫ ∞
t0
dt′′
{∫
d3y βΦ(x,y, t, t′′) JΦ(y, t′′) + βΠ JΠ
+
∫
d3x1d
3x2 β
ΦΦ(x,x1,x2, t, t
′′) JΦΦ(x1,x2, t
′′) + βΦΠ JΦΠ + βΠΠ JΠΠ
} ,
(2.69)
Ξc(x,y, t)− Ξ(0)(x,y, t) ≃ i
∫ +∞
t0
dt′′
{∫
d3x1 Σ
Φ(x,y,x1, t, t
′′) JΦ(x1, t
′′) + ΣΠ JΠ
+
∫
d3x1d
3x2 Σ
ΦΦ(x,y,x1,x2, t, t
′′) JΦΦ(x1,x2, t
′′) + ΣΦΠ JΦΠ + ΣΠΠ JΠΠ
} .
(2.70)
We have :
βΦΦ1 (x,y, z, t, t”) =
1
2
ΣΦ11(x,y, z, t, t”) . (2.71)
The functions β and Σ provide approximations for the exact two-time correlation functions
C2, C3 and C4 defined by Eqs. (2.10)-(2.13) :
C2ΦΦ(x,y, t, t”) ≃ βΦ1 (x,y, t, t”) , (2.72)
C3(x,y, z, t, t”) ≃ βΦΦ1 (x,y, z, t, t”)
−ϕ(0)(y, t”)
(
βΦ1 (x, z, t, t”) + ϕ
(0)(x, t)ϕ(0)(z, t”)
)
−ϕ(0)(z, t”)
(
βΦ1 (x,y, t, t”) + ϕ
(0)(x, t)ϕ(0)(y, t”)
) , (2.73)
C4(x,y, z,u, t, t”) ≃ 1
2
ΣΦΦ11 (x,y, z,u, t, t”)
−
(
βΦ1 (x, z, t, t
′′) + ϕ(0)(x, t) ϕ(0)(z, t”)
) (
βΦ1 (y,u, t, t
′′) + ϕ(0)(y, t) ϕ(0)(u, t”)
)
−
(
βΦ1 (x,u, t, t
′′) + ϕ(0)(~x, t) ϕ(0)(u, t”)
) (
βΦ1 (y, z, t, t
′′) + ϕ(0)(y, t) ϕ(0)(z, t”)
) .
(2.74)
The expansion in powers of the sources of the dynamical equations (2.45) and (2.47)
for αc and Ξc yields :
i δα˙c = τ (δwc − δwcK) , (2.75)
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i δΞ˙c = 2
[
δΞc H(0) τ − τ H(0) δΞc
+Ξ(0) (δHc − δIcK) τ − τ (δHc − δIcK) Ξ(0)
] . (2.76)
In these equations the matrix H has to be evaluated for the TDHB solutions α(0),Ξ(0) of
eqs. (2.52) and (2.53). The variations of wcK(x, t) (eqs. (D.18)-(D.19)) and of IcK(x,y, t)
(eqs. (D.20)-(D.22)) with respect to J(t”) will give terms proportional to δ(t− t”). From
the variations δwc and δHc, we define the matrices tij, Ti,jk, rij,k, Rij,kl (which are the
analogues of the random phase approximation (RPA) kernel of Balian and Ve´ne´roni [6]) :
δwci (x, t) =
∫
d3y tij(x,y, t) δα
c
j(y, t)−
1
2
∫
d3y d3z Ti,jk(x,y, z, t) δΞ
c
kj(z,y, t) , (2.77)
δHcij(x,y, t) =
∫
d3z rij,k(x,y, z, t) δα
c
k(z, t)−
1
2
∫
d3z d3uRij,kl(x,y, z,u, t) δΞ
c
lk(u, z, t) .
(2.78)
These matrices depend on the TDHB solutions α(0) and Ξ(0). Their expressions in the case
of the Φ4 theory are given in Appendix D. With these notations, the dynamical equations
for the two-time and two-point correlation function βΦ and the two-time and three-point
correlation function ΣΦ write :
i d
dt
βΦ(x,y, t, t”) = τ
[
t(x, z, t) βΦ(z,y, t, t”)− 1
2
T,(jk(x, z,u, t) Σ
Φ
kj)(u, z,y, t, t”)
+i
(
1
0
)
δ(x− y) δ(t− t”)
] ,
(2.79)
i d
dt
ΣΦij(x,y,x1, t, t”) = 2
[
ΣΦ H(0) τ − τ H(0) ΣΦ
+Ξ(0) r,(k β
Φ
k) τ − τ r,(k βΦk) Ξ(0)
−1
2
Ξ(0) R,(kl Σ
Φ
lk) τ +
1
2
τ R,(kl Σ
Φ
lk)Ξ
(0)
]
ij
. (2.80)
We obtain similar equations for the three-point functions βΦΦ, βΦΠ, βΠΠ and the four-point
functions ΣΦΦ,ΣΦΠ and ΣΠΠ.
These dynamical equations are not sufficient since the boundary conditions are
Ξ−1a (t = +∞) = 0, 1Ξaαa(t = +∞) = 0 and αd(x, t0) = α0(x), Ξd(x,y, t0) = Ξ0(x,y). But,
at this step, we have used the expansion of only one half of our variational parameters.
We will use also the dynamical equations for the two-time functions m and l defined from
the expansion in powers of the sources of Ξ−1a αa and of αa at the first order :
1
Ξa
αa(t) ≃ i
∫ +∞
t0
dt”mk(t”, t)Jk(t”) , (2.81)
Ξ−1a (t) ≃ i
∫ +∞
t0
dt” lk(t”, t)Jk(t”) . (2.82)
(We have ommitted the space indices)
18
From the relations of Appendix C, we will be abble to obtain relations between
the functions Σk(t0, t
′′) and lk(t′′, t0) one the one hand and the functions βk(t0, t′′) and
mk(t′′, t0)− lk(t′′, t0)α0 on the other hand. Indeed, that at the first order :
δΞ−1a = −
1
Ξa
δΞa
1
Ξa
≃ − 1
Ξa + Ξd
δΞa
1
Ξa + Ξd
, (2.83)
From eqs. (C.5) and (C.2), we obtain at the first order :
δΞc = −(Ξ(0) − τ) δΞ−1a (Ξ(0) + τ) + δΞd (2.84)
and
δαc = (Ξ
(0) − τ) δ( αa
Ξa + Ξd
) + (Ξ(0) − τ) 1
Ξa + Ξd
δΞa
1
Ξa + Ξd
α(0) + δαd . (2.85)
At the initial time, δΞd = 0, δαd = 0 and we have the following relations between the
two-time functions :
Σk(t0, t”) = −(Ξ0 − τ) lk(t”, t0) (Ξ0 + τ) (2.86)
βk(t0, t”) = (Ξ0 − τ) (mk(t”, t0)− lk(t”, t0)α0) (2.87)
By using the dynamical equation for Ξ−1a at the first order
i
d
dt
(
Ξ−1a
)
= −Hc +Hb + IcK + 2 Ξ−1a τH(0) − 2H(0)τΞ−1a , (2.88)
and the variations δwc − δwb and δHc − δHb, we obtain a backward dynamical equation
for lk(t′′, t) :
i d
dt
lk(t”, t)ij = 2 rij,k τkl (m
k − lkα(0))l − Rij,kl
(
Ξ(0) l τ − τ l Ξ(0)
)
lk
+
[
2 lkτH(0) − 2H(0) τ lk − i δI
c
K
δJk
δ(t− t”)
]
ij
, (2.89)
where the matrices r and R have been defined in (2.78).
Similarly, from the dynamical equation for Ξ−1a αa at the first order, we obtain a
backward dynamical equation for mk(t′′, t). It is actually more convenient to consider the
function mk(t′′, t)− lk(t′′, t)α(0)(t) which is solution of :
i d
dt
(
mk(t”, t)− lk(t”, t)α(0)(t)
)
= t τ
(
mk(t”, t)− lk(t”, t)α(0)(t)
)
−1
2
T,jk (Ξ
(0) lk τ − τ lk Ξ(0))kj + i
2
δwcK
δJk
δ(t− t”) ,
(2.90)
where the matrices t and T have been defined in (2.77). The reason to use this function
will appear with the introduction of the function F (t′, t′′) bellow (see 2.100).
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The boundary conditions for these two equations are :
l(t”, t) = 0, m(t”, t) = 0 pour t > t” (2.91)
lΦ(t”, t”) = 0 , lΠ(t”, t”) = 0 (2.92)
lΦΦ11 (x,y, z,u, t”, t”) = −
1
2
(δ3(x− z)δ3(y − u) + δ3(x− u)δ3(y − z)) (2.93)
lΦΠ12 (t”, t”) = 2i , l
ΦΠ
21 (t”, t”) = 2i , l
ΠΠ
22 (t”, t”) = 1 (2.94)
The other elements of the matrix l are equal to zero.
mΦ1 (x,y, t”, t”) = −
1
2
δ3(x− y) , mΠ2 (x,y, t”, t”) = −
i
2
δ3(x− y) (2.95)
mΦΦ1 (x,x1,x2, t”, t”)− lΦΦ1i (t”, t”)α(0)i (t”) = −ϕ(0)(x2, t”)δ3(x− x1) + sym. (2.96)
mΦΠ1 (x,x1,x2, t”, t”)− lΦΠ1i (t”, t”)α(0)i (t”) = −π(0)(x2, t”)δ3(x− x1) + sym. (2.97)
mΦΠ2 (x,x1,x2, t”, t”)− lΦΠ2i (t”, t”)α(0)i (t”) = −iϕ(0)(x2, t”)δ3(x− x1) + sym (2.98)
mΠΠ2 (x,x1,x2, t”, t”)− lΠΠ2i (t”, t”)α(0)i (t”) = −iπ(0)(x2, t”)δ3(x− x1) + sym (2.99)
where sym. means the same terms obtained by exchanging x2, x and x1.
The same matrices t, T, r, R coming from the expansion of < H > at the second
order arround the TDHB solution appear in equations (2.79),(2.80) for β and Σ and in
equations (2.89),(2.90) for m and l. This leads to consider the following quantity :
F k(t′, t”) = 2
(
m˜k(t′, t)− α˜(0)(t)lk(t′, t)
)
βk(t, t”)− 1
2
tr
(
lk(t′, t)Σk(t, t”)
)
(2.100)
where m˜ is the transpozed vector of m. More explicitly, by reintroducing the space
coordinates, FΦ(t′, t′′) writes in the case of the functions mΦ, lΦ, βΦ and ΣΦ :
FΦ(t′, t′′) = 2
∫
d3x
(
m˜Φ(x,x1, t
′, t)−
∫
d3u α˜(0)(u, t)lΦ(u,x,x1, t
′, t)
)
βΦ(x1,x2, t, t”)
−1
2
∫
d3x d3z tr
(
lΦ(x, z,x1, t
′, t)ΣΦ(z,x,x2, t, t”)
)
(2.101)
The quantity F k is independent of the time t : from the dynamical equations (2.79),(2.80)
and (2.89),(2.90), one shows that its derivative with respect to t is equal to a sum of
functions δ(t− t′) and δ(t− t”) :
i d
dt
F k = i β˜k(t, t′′)
δwcK
δJk
δ(t− t′) + i2(m˜k(t′, t)− α˜(0)(t)lk(t′, t))τ δw
c
δJk
δ(t− t′′)
−1
2
tr
{
i
δIK
δJk
Σ(t, t′′)δ(t− t′) + ilk(t′, t)Ξ(0)(t)δIK
δJk
τδ(t− t′′)− ilk(t′, t)τ δIK
δJk
Ξ(0)(t)δ(t− t′′)
} .
(2.102)
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The fact that F k does not depend on the time t will save us to solve one dynamical
equation.
By considering the local sources JΦ(x, t) and by integrating equation (2.102) from
t = +∞ to t = t0, we obtain an approximation for the two-time and two-point function.
For t′′ > t′ :
βΦ1 (t
′, t′′) = 2
[
m˜Φ(t′, t0)− α˜0lΦ(t′, t0)
]
βΦ(t0, t
′′)
−1
2
tr
[
lΦ(t′, t0)Σ
Φ(t0, t
′′)
] . (2.103)
In the uniform case, we have in momentum space :
βΦ1 (p, t
′, t′′) = 2
(
m˜Φ(−p, t′, t0)− α˜0lΦ(0,p,−p, t′, t0)
)
βΦ(p, t0, t
′′)
−1
2
∫
d3k tr
[
lΦ(p+ k,−k,−p, t′, t0)ΣΦ(k,−p− k,p, t0, t′′)
] (2.104)
Our conventions for the Fourrier transforms are defined in Appendix D.
These two last expressions will still be valid when we will optimize with respect to
the initial state in section 3. On the contrary, the following expression will not be valid
in section 3. By using (2.86) and (2.87), we obtain :
βΦ1 (t
′, t”) = 2(m˜Φ(t′, t0)− α˜0lΦ(t′, t0)) (Ξ0 − τ) (mΦ(t”, t0)− lΦ(t”, t0)α0)
+
1
2
tr
[
lΦ(t′, t0)(Ξ0 − τ)lΦ(t”, t0)(Ξ0 + τ)
] . (2.105)
For t′ > t”, one interchanges the operators φH(t′, t0) and φH(t”, t0). By using the expres-
sion of the retarded Green functions (see bellow), we show :
βΦ1 (t
′, t”) = 2(m˜Φ(t”, t0)− α˜0lΦ(t”, t0)) (Ξ0 − τ) (mΦ(t′, t0)− lΦ(t′, t0)α0)
+
1
2
tr
[
lΦ(t”, t0)(Ξ0 − τ)lΦ(t′, t0)(Ξ0 + τ)
] . (2.106)
For the correlation functions with the anti-T-product, it is sufficient to replace in
the functional Z (2.36) the source term Kc by the analogous term Kb. This is equivalent
to exchange the matrices Ξ0 − τ and Ξ0 + τ in the previous formula (or to exchange t′
and t′′).
From the function F k(t′, t”), we obtain also, by considering now the bilocal sources
JΦΦ(x,y, t), an expression which relates the approximations for the two-time and three-
point function βΦΦ1 (t
′, t”) and for the two-time and four-point function ΣΦΦ11 (t
′, t”). For
t” > t′ :
βΦΦ1 (x1,x
′
1,x
′
2, t
′, t”)ϕ(0)(x2, t
′) + βΦΦ1 (x2,x
′
1,x
′
2, t
′, t”)ϕ(0)(x1, t
′)
−1
4
(
ΣΦΦ11 (x1,x2,x
′
1,x
′
2, t
′, t′′) + ΣΦΦ11 (x2,x1,x
′
1,x
′
2, t
′, t′′)
)
=
−2
∫
d3x
(
m˜ΦΦ(x,x1,x2, t
′, t0)−
∫
d3u α˜0(u)l
ΦΦ(u,x,x1,x2, t
′, t0)
)
βΦΦ(x,x′1,x
′
2, t0, t”)
+
1
2
∫
d3x d3z tr
[
lΦΦ(x, z,x1,x2, t
′, t0)Σ
ΦΦ(z,x,x′1,x
′
2, t0, t
′′)
]
.
(2.107)
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In the uniform case, we have in momentum space :[
βΦΦ1 (p1,q,−(p1 + q), t′, t′′)δ3(p2) + βΦΦ1 (p2,q,−(p2 + q), t′, t′′)δ3(p1)
]
ϕ(0)(t′)
−1
4
[
ΣΦΦ11 (p1,p2,q,−(p1 + p2 + q), t′, t′′) + ΣΦΦ11 (p2,p1,q,−(p1 + p2 + q), t′, t′′)
]
=
−2
[
m˜ΦΦ(−p1 − p2,p1,p2, t′, t0)− α˜0lΦΦ(0,−p1 − p2,p1,p2, t′, t0)
]
×βΦΦ(p1 + p2,q,−q− p1 − p2, t0, t′′)
+
1
2
∫
d3k tr
[
lΦΦ(k− p1 − p2,−k,p1,p2, t′, t0)ΣΦΦ(k,−k + p1 + p2,q,−q− p1 − p2, t0, t′′)
]
(2.108)
Let us recall that the function ΣΦ11 is related to β
ΦΦ
1 (t
′, t”) by : βΦΦ1 =
1
2
ΣΦ11. By
comparing the dynamical equations for βΦΦi (t
′, t′′) and ΣΦij(t
′, t′′) we obtain on the other
hand : βΦΦ2 = Σ
Φ
12 + Σ
Φ
21 and an expression for Σ
Φ
22 in terms of β
ΦΦ
1 and two integrales
over the momenta which involve ΣΦΦ11 and Σ
Φ
11 = 2β
ΦΦ
1 . The functions Σ
Φ
ij are there-
fore completly known if βΦΦ1 and Σ
ΦΦ
11 are known. However, we note a difficulty in the
asymmetric phase since we have two equations (2.103) and (2.107) for the three functions
βΦ1 (t
′, t”), βΦΦ1 (t
′, t”) and ΣΦΦ11 (t
′, t”).
In the symmetric phase, equations (2.105) and (2.107) simplify. Indeed, from
the boundary condition lΦ(t′, t′) = 0 and the dynamical equation (2.89) for l, we deduce
lΦ(t′, t) = 0 for t ≤ t′. Similarly, mΦΦ(t′, t)− lΦΦ(t′, t)α(0)(t) = 0 for t ≤ t′. Therefore, we
have in the symmetric phase and for t′′ > t′ :
βΦ1 (p, t
′, t′′) = 2 m˜Φ(p, t′, t0) (Ξ0(p)− τ)mΦ(p, t′′, t0) (2.109)
and for the four-point function :
ΣΦΦ11 (p1,p2,p3,−
∑
pi, t
′, t′′) = − ∫ d3p
(2π)3
tr
[
lΦΦ(p− p1 − p2,−p,p1,p2, t′, t0)
ΣΦΦ11 (p,−p+ p1 + p2,p3,−
∑
pi, t0, t
′′)
]
(2.110)
By using (2.86) :
ΣΦΦ11 (p1,p2,p3,−
∑
pi, t
′, t′′) =
∫
d3p
(2π)3
tr
[
lΦΦ(p− p1 − p2,−p,p1,p2, t′, t0)(Ξ0(p)− τ)
lΦΦ(p,−p+ p1 + p2,p3,−
∑
pi, t
′′, t0)(Ξ0(−p+ p1 + p2) + τ)
]
(2.111)
Let us emphasize that it is Ξ0, the static HB solution and not Ξ
(0) which appears in
expression (2.111).
For t′ > t′′, we have, still in the symmetric phase :
βΦ1 (p, t
′, t′′) = 2 m˜Φ(p, t′, t0) (Ξ0(p) + τ)m
Φ(p, t′′, t0) (2.112)
ΣΦΦ11 (p1,p2,p3,−
∑
pi, t
′, t′′) =
∫
d3p
(2π)3
tr
[
lΦΦ(p− p1 − p2,−p,p1,p2, t′′, t0)(Ξ0(p)− τ)
lΦΦ(p,−p+ p1 + p2,p3,−
∑
pi, t
′, t0)(Ξ0(−p+ p1 + p2) + τ)
]
(2.113)
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To conclude, in order to obtain approximations for the causal correlation functions
C2, C3 and C4, we have first to solve the TDHB equations (2.52) and (2.53) for α(0)(t) and
Ξ(0)(t) and to evaluate the matrices r, R, t and T for the TDHB solutions. We then solve
equations (2.89) and (2.90) for l(t”, t) and m(t′′, t)− l(t′′, t)α(0)(t) (t′′ > t ≥ t0) backward
in time from t′′ to t0 with the boundary conditions (2.91)-(2.99). Finally, we evaluate
expression (2.105). Therefore, it is not necessary to solve the dynamical equations (2.79)
and (2.80) for β(t, t”) and Σ(t, t′′) .
The expressions we obtain in this way for three-point and four point correlation
functions are not completly satisfactory. Indeed, in the static case, when α(0)(t) = α0 and
Ξ(0)(t) = Ξ0 are time-independent, the approximate correlation functions do not depend
only on the time difference t′− t” as they should (the two-point function in the symmetric
phase is a particular case). We will cure this artefact by optimizing with respect to the
initial state in section 3.
Retarded Green Functions :
The function βφ1 is an approximation for the Green function with the time-ordered
Green function :
C2ΦΦ(x,y, t, t
′′) = Tr
(
TΦH(x, t′, t0) Φ
H(y, t′′, t0)D(t0)
)
−Tr
(
ΦH(x, t′, t′′)D(t0)
)
Tr
(
ΦH(y, t′′, t0)D(t0)
) . (2.114)
To obtain the approximations for the anticausal two-time functions, it is sufficient to
replace in the functional (2.36) the term Kc by the analogous term Kb. Formula (2.105)
and (2.106) are then interchanged.
The retarded Green function is defined by :
χΦΦ(x,y, t
′, t′′) = −iΘ(t′ − t′′)Tr
(
[ΦH(x, t′, t0),Φ
H(y, t′′, t0)]D(t0)
)
. (2.115)
It is interesting to obtain an approximation for the retarded Green function. It is this
Green function which appears in the study of the response of the system to a small exter-
nal perturbation. Moreover, the KMS condition allows to relate the different components
of the Green function in the real time formalism for Quantum Field Theories at finite
temperature [17]. These components can all be expressed from the retarded Green func-
tion. The real parts of the time-ordered Green function C2 and of the retarded Green
function χ coincide. They describe phenomena such as Debye screening in a plasma in the
problem of charged particules in an external electromagnetic field. But one has to con-
sider the imaginary part of the retarded Green function to describe damping phenomena
[18]. The optimization with respect to the initial state in section 3 will allows to obtain
approximated Green functions wich verify the KMS condition (the fluctuation-disspation
theorem).
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From expression (2.106) and the analogous formula for the correlation function with
the anti-T product, we obtain an approximation for the retarded Green function :
χΦΦ(x,y, t
′, t′′) = −iΘ(t′ − t′′)
[
−4
(
m˜Φ(t′′, t0)− α˜0lΦ(t′′, t0)
)
τ
(
mΦ(t′, t0)− lΦ(t′, t0)α0
)
+tr
(
lΦ(t′′, t0)Ξ0l
Φ(t′, t0)τ
)
− tr
(
lΦ(t′′, t0)τl
Φ(t′, t0)Ξ0
)]
(2.116)
In the symetric phase :
χΦΦ(~x, ~y, t
′, t′′) = iΘ(t′ − t′′) 4 m˜Φ(t′′, t0)τmΦ(t′, t0) . (2.117)
The exact expression (2.115) remains identical if we translate the refence time t0
to another time t such as t′′ > t > t0. By using the dynamical equation for Ξ(0)(t)
and equations (2.89) and (2.90), we show that the approximation (2.116) has the same
property. Indeed, if we call R(t′, t′′) the expression obtained by replacing in the bracket
of equation (2.116) t0 by t with t0 ≤ t < t′′, we have for t′ > t′′ :
dR
dt
= 2(m˜Φ(t′, t)− α˜(0)(t))lΦ(t′, t)τ
(
1
0
)
δ(t− t′′) (2.118)
We deduce : dR
dt
= 0 pour t < t′′. We thus have :
χΦΦ(x,y, t
′, t′′) = −iΘ(t′ − t′′)R(t′, t′′) (2.119)
When the time t′ tends to t′′, the exact formula (2.115) co¨ıncides with the commuta-
tor of two fields ΦH(t′, t0) at equal time which is vanishing. The approximated expression
gives also χΦΦ(t
′, t′) = 0 since mΦ1 (t
′′, t′′) = −1
2
and lΦ(t′′, t′′) = 0.
Similarly, we can obtain approximations for the retarded Green function with two
field operators ΦΦ defined according to :
χΦΦ,ΦΦ(x,y, z,u, t
′, t′′) = −iθ(t′−t′′)Tr
(
[ΦH(x, t′, t0)Φ
H(y, t′, t0),Φ
H(z, t′′, t0)Φ
H(u, t′′, t0)]D(t0)
)
.
(2.120)
In the symmetric phase, from expression (2.113) and from the analogous formula for the
correlation function with the anti-T product, we deduce an approximation for the retarded
Green function with two field operators :
χΦΦ,ΦΦ(p1,p2,p3,−
∑
pi, t
′, t′′) = −i θ(t′ − t′′)
∫
d3p
(2π)3
×
tr[lΦΦ(p− p1 − p2,−p,p1,p2, t′′, t0) Ξ0(p) lΦΦ(p,−p+ p1 + p2,p3,−
∑
pi, t
′, t0) τ ]
−tr[lΦΦ(p− p1 − p2,−p,p1,p2, t′′, t0) τ lΦΦ(p,−p+ p1 + p2,p3,−
∑
pi, t
′, t0) Ξ0(−p+ p1 + p2)]
(2.121)
Again, the right member of this equation does not depend on the time t0. Indded, if
we call S(t′, t′′) the expression obtained by replacing in the right member t0 by t, with
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t0 ≤ t < t′′, we have for t′ > t′′ :
dS
dt
= −2 tr[lΦΦ(t′, t) Ξ0 δIK
δJΦΦ
τ − lΦΦ(t′, t) τ δIK
δJΦΦ
Ξ0] δ(t− t′′) , (2.122)
and we deduce : dS
dt
= 0 for t < t′′. We have therefore :
χΦΦ,ΦΦ(p1,p2,p3,−
∑
pi, t
′, t′′) = −i θ(t′ − t′′)S(t′, t′′) (2.123)
The limit when the two times t’ and t” co¨ıncide :
When t′ → t”, t′ = t” = t + 0, expression (2.105) for the approximated two point
function becomes :
βΦ1 (t, t) = 2(m˜
Φ(t, t0)− α˜0lΦ(t, t0)) (Ξ0 − τ) (mΦ(t, t0)− lΦ(t, t0)α0)
+
1
2
tr
[
lΦ(t, t0)(Ξ0 − τ)lΦ(t, t0)(Ξ0 + τ)
] (2.124)
At the initial time t = t0, we get as we should the TDHB result : β
Φ
1 (t0, t0) = G0. Indeed,
mΦ1 (t0, t0) = −1/2 and lΦ(t0, t0) = 0. However for later times, this approximation is in
general different from the result of the TDHB evolution : 1
2
Ξ(0)(t) = G(0)(t). The case at
equilibrium in the symmetric phase is a special case since, as we will show in section 3,
we have :
βΦ1 (p,∆t = 0) = G0(p) (2.125)
This won’t be true in the asymmetric phase. The result (2.125) is to relate to the fact
that, at equilibrium in the symmetric phase, the two approximations for the two-time and
two-point function obtained with or without the optimization with respect to the initial
state co¨ıncide (see below eq. (3.58)).
Let us examine the four-point function when the two times co¨ıncide. In the sym-
metric phase, the limit t′ = t′′−0 = t+0 in expression (2.111) for the four-point function
Σφφ11 gives :
ΣΦΦ11 (p1,p2,p3,−
∑
pi, t, t) =
∫
d3p
(2π)3
tr[lΦΦ(p− p1 − p2,−p,p1,p2, t, t0)(Ξ0(p)− τ)
lΦΦ(p,−p+ p1 + p2,p3,−
∑
pi, t0, t)(Ξ0(−p+ p1 + p2) + τ)
]
(2.126)
The boundary conditions for the function lΦΦ write
lΦΦ11 (p1,p2,p3,−
∑
pi, t, t) = −1
2
[
δ3(p1 + p3) + δ
3(p2 + p3)
]
, (2.127)
the other matrix elements of lΦΦ being equal to zero. We thus have at the initial time :
ΣΦΦ11 (p1,p2,p3,−
∑
pi, t0, t0) =
1
2
Ξ011(−p1)Ξ011(p2)
[
δ3(p1 + p3) + δ
3(p2 + p3)
]
.
(2.128)
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The mean-field approximation for which C4 = 0 corresponds to (see eq. (2.74)) :
Σφφ11 (x,y, z,u, t, t) = 2β
φ
1 (x, z, t, t)β
φ
1 (y,u, t, t) + 2β
φ
1 (x,u, t, t)β
φ
1 (y, z, t, t)
= 2G(0)(x, z, t)G(0)(y,u, t) + 2G(0)(x,u, t)G(0)(y, z, t)
. (2.129)
In momentum space, this corresponds to :
ΣΦΦ11 (p1,p2,p3,−
∑
pi, t, t) = 2β
Φ
1 (−p1, t, t)βΦ1 (p2, t)[δ(p3 + p1) + δ(p3 + p2)] (2.130)
At the initial time, we recover the result of the Wick theorem given by expression 2.128 in
momentum space. However, for later times, owing to the correlations we have taken into
account in the dynamics, approximation (2.126) for the four-point correlation function is
different from the result of the Wick theorem.
In nonrelativistic many-body problems, the mean-field TDHF calculations correctly
predict the expectation values but underestimate the fluctuations. Balian and Ve´ne´roni
have showed the advantage to use a variational principle adapted to calculate the fluctua-
tions. For a pur state in the case of heavy-ions collisions, one obtains in this way a better
agreement with experiments for the width of the mass distributions [19]. The example of
the quartic oscillator in one dimension shows also the usefullness of the method developped
by Balian and Ve´ne´roni to calculate the fluctuations of the operator x2, < x4 > − < x2 >2,
though staying in a mean-field approach [14].
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3 Optimization of the initial state
3.1 Introduction
In physical situations, the initial state is not completly known. Only the expectation
values of a few observables are known, for instance :
〈Φ(x)〉t0 , 〈Φ(x)Φ(y)〉t0 , 〈Φ(x)Φ(y)Φ(z)〉t0 , 〈Φ(x)Φ(y)Φ(z)Φ(u)〉t0 . (3.1)
The exact state D(t0) can be written as exp(−βH¯). The operator H¯ is equal to
the Hamiltonian of the system at thermal equilibrium but it can also contain other terms
corresponding to conserved quantities, like the charge operator for a complex scalar field.
For a nonequilibrium situation, the operator H¯ is different from the Hamiltonian H .
We will approximate this initial state in the following way. We use the fact that the
operator e−βH¯ is a solution of the Bloch equation :
d
du
e−uH¯ = −H¯ e−uH¯ , 0 < u < β . (3.2)
Following the general method of [6], [13] to evaluate variationally a given quantity, we
introduce an ansatz operator D(t) and we consider equation (3.2) as a constraint for the
complex times t = t0+ i(β−u) with the boundary condition D(t0+ iβ) = 1. We introduce
also a Lagrange multiplier A(t) associated to this constraint. The functional to minimize
writes :
Z(A(t),D(t)) = Tr (A(t0 + i 0)D(t0 + i 0))−Tr
∫ t0+iβ
t0
dtA(t)
(
dD(t)
dt
+ i H¯ D(t)
)
+Zdyn ,
(3.3)
where Zdyn is given by expression (2.15) of section 2. The ansatz operators D(t) and A(t)
are subject to the boundary conditions A(∞) = 1 and D(t0 + i β) = 1.
Let us note that for a complex value of t, A(t) is not close to 1 in the limit of vanish-
ing sources. Indeed, the stationarity condition of Z with respect to arbitrary variations
of D(t) writes :
dA(t)
dt
− iA(t)H¯ = 0 (3.4)
and the solution of this equation for t = t0+ i(β−u) is equal to : A(t) = A(t0) exp(−(β−
u)H¯).
The approximate dynamical equation for D(t) and A(t) are coupled. D(t0) depends
on A(t) for t > t0 and therefore on the sources J contrary to the exact state D(t0).
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3.2 The variational spaces
For the variational spaces for D(t) and A(t), we choose again Gaussian operators charac-
terized by the contractions αd(x, t),Ξd(x,y, t) and αa(x, t),Ξa(x,y, t) where the time t is
on the two segments [t0 + i β, t0[ and [t0,+∞[ in the complex plane.
The boundary condition D(t0 + iβ) = 1 writes :
Ξ−1d (t0 + iβ) = 0 ,
1
Ξd
αd(t0 + iβ) = 0 . (3.5)
Let us write the functional Z (3.3) with the elementary contractions :
Z(na, αa,Ξa;nd, αd,Ξd) = n(t0)−
∫ t0
t0+i β
dt
[
dn(t)
dt
|A(t)=cte + i n(t)
∫
d3x E¯c(x, t)
]
+Zdyn ,
(3.6)
or, by integrating by part :
Z(na, αa,Ξa;nd, αd,Ξd) = n(t0+iβ)+
∫ t0
t0+i β
dt
[
dn(t)
dt
|D(t)=cte − i n(t)
∫
d3x E¯c(x, t)
]
+Zdyn .
(3.7)
We have used the notation :
∫
d3x E¯c(x, t) = Tr
(
D(t)A(t)H¯
)
=< H¯ >c . (3.8)
3.3 The dynamical equations
For complex values of the time t0+ i β < t < t0, the dynamical equations for the contrac-
tions αd,Ξd, αa and Ξa write :
2i α˙d = − (Ξd + τ) H¯c (Ξd − τ) τ αb−c + (Ξd + τ) w¯c , (3.9)
i Ξ˙d = − (Ξd + τ) H¯c (Ξd − τ) , (3.10)
2i α˙a = (Ξa − τ) H¯c (Ξa + τ) τ αc−b − (Ξa − τ) w¯c , (3.11)
i Ξ˙a = (Ξa − τ) H¯c (Ξa + τ) . (3.12)
These dynamical equations are coupled through the boundary conditions D(t0 + iβ) =
1,A(t = +∞) = 1 which write :
Ξ−1d (t0 + iβ) = 0 ,
1
Ξd
αd(t0 + iβ) = 0 , (3.13)
Ξ−1a (t = +∞) = 0 ,
1
Ξa
αa(t = +∞) = 0 . (3.14)
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For the contractions αb,Ξb et αc,Ξc, the dynamical equation write :
α˙b = 0 , (3.15)
Ξ˙b = 0 , (3.16)
i α˙c = τ w¯c , (3.17)
i Ξ˙c = 2
(
ΞcH¯cτ − τH¯cΞc
)
. (3.18)
We have d<H¯>c
dt
= 0. We have introduce the vector w¯c and the matrix H¯c (analogous
to w and H ) to express the variation δ < H¯ > in terms of the variations δαc and δΞc. All
the contractions α et Ξ are continous at t = t0. In the complex time interval [t0 + iβ, t0],
αb and Ξb are constant : αb = αb(t0),Ξb = Ξb(t0).
3.4 Expansion in powers of the sources
We use the index (0) for the solutions of the dynamical equations in the limit with no source
: αd(t) = α
(0)
d (t),Ξd(t) = Ξ
(0)
d (t), αa(t) = α
(0)
a (t),Ξa(t) = Ξ
(0)
a (t). Since A(t) 6= 1 even in
the limit with no source, this limit does not correspond to 1
Ξa
αa = 0,Ξ
−1
a = 0, contrary
to what happens when we do not optimize the initial state (see section 2). Therefore,
Ξ
(0)
b 6= Ξ(0)d and α(0)b 6= α(0)d . However, we can use a continuity property at t = t0. in the
limit with no source, A(t0 + i0) = A(t0 + 0)→ 1. At the time t0, we thus have :
α
(0)
b (t0) = α
(0)
c (t0) = α
(0)
d (t0) = α¯0 , (3.19)
Ξ
(0)
b (t0) = Ξ
(0)
c (t0) = Ξ
(0)
d (t0) = Ξ¯0 , (3.20)
where α¯0 and Ξ¯0 are the HB static solutions associated to the operator H¯ and verify :
w¯0 = 0 , (3.21)
Ξ¯0 H¯0 τ = τ H¯0 Ξ¯0 . (3.22)
Ξ¯0 et H¯0 are related by equations similar to (2.55) and (2.56). The expressions for
the vector w¯0 = w¯(α¯0, Ξ¯0) and the matrix H¯0 = H¯(α¯0, Ξ¯0) are obtained from those in
Appendix D by replacing f0 and g0 by the time-independent functions f¯0 and g¯0. (We
recall that H¯ comes from the variation of < H¯ > with respect to Ξ and has to be evaluated
at α¯0, Ξ¯0 to obtain H¯0. Since H¯ is a time-independent operator, H¯0 is time-independent.)
We stress the difference between the quantities Ξ(0),Ξ0 and Ξ¯0.
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The expansion at zero order of equations (3.9)-(3.12) writes :
2 i α˙
(0)
d =
(
Ξ
(0)
d + τ
)
w¯0 , (3.23)
i Ξ˙
(0)
d = −
(
Ξ
(0)
d + τ
)
H¯0
(
Ξ
(0)
d − τ
)
, (3.24)
2 i α˙(0)a =
(
Ξ(0)a − τ
)
w¯0 , (3.25)
i Ξ˙(0)a = −
(
Ξ(0)a − τ
)
H¯0
(
Ξ(0)a + τ
)
. (3.26)
Since w¯0 = 0, we have for t0 + iβ < t < t0 : α˙
(0)
d = 0 and α˙
(0)
a = 0. By using the
continuity at t = t0, we thus obtain for 0 < u < β :
α
(0)
d (t0 + iβ − i u) = α¯0 . (3.27)
(
1
Ξa
αa)
(0)(t0 + iβ − i u) = 0 , (3.28)
The solution of (3.24) with the boundary condition Ξ
(0)−1
d (t0+iβ) = 0 is the following
Ξ
(0)
d (t0 + iβ − i u) = −τ coth(u H¯0 τ) , (3.29)
which can also be written as :
Ξ
(0)
d (t0 + iβ − iu) = τ
(
1− 2
1− exp(−uH¯02τ)
)
(3.30)
or in the uniform case :
Ξ
(0)
d (t0 + iβ − iu) =
(
1
ωp
coth(uωp
2
) 0
0 −ωp coth(uωp2 )
)
(3.31)
with, for the Φ4 theorie, ωp =
√
−g¯0(p) and
g¯0(p) = −
(
p2 + m¯20 +
b
2
ϕ¯20 +
b
2
G¯0(x,x)
)
(3.32)
At u = β, we have to obtain the static HB solution associated to the Hamiltonian H¯ , Ξ¯0
Ξ
(0)
d (t0 + i 0) = Ξ¯0 = −τ coth(β H¯0 τ) , (3.33)
The solution of (3.26) writes :
Ξ(0)a (t0 + iβ − i u) = −τ coth((β − u) H¯0 τ) . (3.34)
One checks that for u = β, Ξ(0)
−1
a (t0) = 0.
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At the first order, w¯(0)c (t0) = w¯0(t0) = 0 and Ξ¯
(0)
c (t0) = Ξ¯0. Therefore the right
members of equations (3.17) and (3.18) are vanishing at t0. We deduce that at the first
order in the expansion in powers of the sources, αc and Ξc are constant in the interval [t0+
iβ, t0] and equal to α¯0 and Ξ¯0 respectively. We can also obtain this result from the relations
of Appendix C and from the expressions obtained above for α
(0)
d (t), α
(0)
a (t),Ξ
(0)
d (t),Ξ
(0)
a (t).
At the next order, the approximated initial state characterized by αd(t0),Ξd(t0) is
no more equal to the static HB solution α0,Ξ0.
Instead of using the expansion of equations (3.9) and (3.10) for αd and Ξd, it is
more convenient to expand at the first order equations (3.17) and (3.18) for αc and Ξc.
For t0 + iβ ≤ t ≤ t0 :
i
d
dt
βΦ(~x, ~y, t, t”) = τ
[
t¯ βΦ(t, t”)− 1
2
T¯,(jk Σ
Φ
kj)(t, t”)
]
, (3.35)
i d
dt
ΣΦij(~x, ~y, ~x1, t, t”) = 2
[
ΣΦ H¯0 τ − τ H¯0 ΣΦ
+Ξ¯0 r¯,(k β
Φ
k) τ − τ r¯,(k βΦk) Ξ¯0
−1
2
Ξ¯0 R¯,(kl Σ
Φ
lk) τ +
1
2
τ R¯,(kl Σ
Φ
lk)Ξ¯0
]
ij
. (3.36)
The matrices t¯, T¯ and r¯, R¯ associated to the operator H¯ and depending on Ξ¯0 and on
α¯0 are analogous to the matrices t, T, r and R. The quantities H¯0, α¯0, Ξ¯0 are time-
independent for t0+ iβ ≤ t ≤ t0. The matrices t¯, T¯ and r¯, R¯ are also time-independent for
t0+iβ ≤ t ≤ t0. Indeed, these are defined from the expansion of w¯c and H¯c in terms of the
variations δαc and δΞc (see equations (2.77) and (2.78)) and they have to be evaluated for
the values α(0)c and Ξ
(0)
c . Now, as we have noticed before, these quantities do not depend
on the complex time and are equal respectively to α¯0 and Ξ¯0. For the same reason, Ξ¯0
appears in the last two lines of (3.36) and not Ξ
(0)
d as in equation (2.80) which describes
the evolution of ΣΦ(t, t′′) for real time.
3.5 Approximation for the two-point function
In the following we consider an uniform problem. In momentum space, equation (3.35)
for βΦ writes :
d2
dt2
βΦ1 (p, t, t”) = g¯0(−p) βΦ1 (p, t, t”) +
b
4
ϕ¯0
∫
p1+p2=−p
d3p1
(2π)3
d3p2
(2π)3
ΣΦ11(p1,p2,p, t, t”) .
(3.37)
i
d
dt
βΦ1 (p, t, t
′′) = −βΦ2 (p, t, t′′) (3.38)
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Symmetric phase
In the symmetric phase, ϕ¯0 = 0 and the equation for the function β
Φ
1 (p, t, t
′′) for
t0 + iβ < t < t0 writes :
d2
dt2
βΦ1 (p, t, t
′′) = g¯0(p)β
Φ
1 (p, t, t
′′) , (3.39)
where
− g¯0(p) = p2 + m¯20 +
b
2
G¯0(x,x) (3.40)
We can therefore relate βΦ1,2(p, t0, t
′′) to βΦ1,2(p, t0 + iβ, t
′′) :
(
βΦ1
βΦ2
)
(p, t0, t
′′) = A(p)
(
βΦ1
βΦ2
)
(p, t0 + iβ, t
′′) (3.41)
where A(p) is the matrix :
A(p) =
(
coshωpβ
sinhωpβ
ωp
ωp sinhωpβ coshωpβ
)
(3.42)
with ωp =
√
−g¯0(p).
We then use the fact that D(t0 + iβ) = 1. We deduce :
αc(t0 + iβ) = αb(t0 + iβ) , Ξc(t0 + iβ) = Ξb(t0 + iβ) . (3.43)
By introducing the functions δ and ∆ which come from the expansion at the first order in
powers of the sources of αb and Ξb (and which are analogous to β and Σ), we thus have :
β(t0 + iβ, t
′′) = δ(t0 + iβ, t
′′) (3.44)
Σ(t0 + iβ, t
′′) = ∆(t0 + iβ, t
′′) (3.45)
Now αb and Ξb are constants for t0 + iβ < t < t0 (eq. (3.15) and (3.16)). Consequently :
δ(t0, t
′′) = δ(t0 + iβ, t
′′) (3.46)
∆(t0, t
′′) = ∆(t0 + iβ, t
′′) (3.47)
Let us compare the expansion of Ξb,Ξc and αb, αc at t0. By using equation (C.6) at t = t0,
∆k(t0, t
′′) = −(Ξ¯0 + τ) lk(t′′, t0) (Ξ¯0 − τ) , (3.48)
and from equation (C.1) :
δk(t0, t
′′) = (Ξ¯0 + τ)(mk(t
′′, t0)− lk(t′′, t0)α¯0) . (3.49)
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The comparison of these last two equations to (2.86) and (2.87) leads to :
δk(t0, t
′′) = βk(t0, t
′′) + 2τ(mk(t
′′, t0)− lk(t′′, t0)α0) (3.50)
∆k(t0, t
′′) = Σk(t0, t
′′) + 2 Ξ¯0lk(t
′′, t0)τ − 2 τlk(t′′, t0)Ξ¯0 . (3.51)
Finally, we use :
β(t0 + iβ, t
′′) = δ(t0, t
′′) (3.52)
Σ(t0 + iβ, t
′′) = ∆(t0, t
′′) (3.53)
In the symmetric phase, lΦ = 0, therefore :
βΦ(t0 + iβ, t
′′) = βΦ(t0, t
′′) + 2τmΦ(t′′, t0) (3.54)
From equation (3.41), we obtain :
βΦ(p, t0, t
′′) =
(
A−1(p)− 1
)−1
2τmΦ(p, t′′, t0) (3.55)
For t′′ > t′, the relation (2.109) of section 2 is therefore modified according to :
βΦ1 (p, t
′, t′′) = 4 m˜Φ(p, t′, t0)(A
−1(p)− 1)−1τmΦ(p, t′′, t0) (3.56)
with
(A−1(p)− 1)−1 =
( −1
2
− 1
2ωp
coth(β
2
ωp)
−ωp
2
coth(β
2
ωp) −12
)
(3.57)
For t′ > t′′, we have :
βΦ1 (p, t
′, t′′) = 4 m˜Φ(p, t′, t0)
(
(A−1(p)− 1)−1 + 1
)
τmΦ(p, t′′, t0) (3.58)
We check again that in the limit t′ = t′′ = t0, we obtain the TDHB solution at t0 :
βΦ1 (p, t0, t0) =
1
2ωp
coth(βωp) = G0(p, t0).
For the two-point function in the symmetric phase, one can check from expression
(2.57) for the matrix Ξ¯0 (and where the quantities which appear correspond now to H¯
and no more H) that :
Ξ¯0(p)− τ = 2(A−1(p)− 1)−1τ (3.59)
Therefore expressions (2.109) and (3.56) for βΦ1 in the symmetric phase obtained without
or with optimization with respect to the initial state co¨ıncide when Ξ¯0 = Ξ0 which is
the case at equilibrium. This is not true in the asymmetric phase. It will be also more
interesting to study the four-point function in section 3.6.
It is also interesting to calculate the approximation obtained for the retarded Green
function (2.115) when we optimize both the dynamics and the initial state. In the sym-
metric phase, we have for the time-ordered correlation function for t′ > t′′ :
βΦ1 (t
′, t′′) = 2m˜Φ(t′′, t0)β
Φ(t0, t
′) (3.60)
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For the anti-T product and t′ > t′′ :
βΦ1 (t
′, t′′) = 2m˜Φ(t′, t0)β
Φ(t0, t
′′) (3.61)
By using (3.55) and the fact that
(A−1(p)− 1)−1τ +
[
τ(A−1(p)− 1)−1
]T
= −τ , (3.62)
we obtain :
χΦΦ(p, t
′, t′′) = iθ(t′ − t′′) 4m˜Φ(p, t′′, t0)τmΦ(p, t′, t0) (3.63)
which is identical to the formula (2.117) obtained without the optimization of the initial
state. For the retarded Green function the approach of section 2 is therefore sufficient.
The case at equilibrium
In this case, the two-time functions should depend only on the difference t′ − t′′.
Unfortunatly, this is not true for the expressions we gave for the three-point and four-
point functions in section 2. At equilibrium, α(0)(t) = α0,Ξ
(0)(t) = Ξ0 and the matrices
t, T, r, R are constant. In equations (2.89) and (2.90) for lk and mk, the shift t′ → t′+δt is
therefore equivalent to a shift of the initial time t0 → t0−δt. By writing the corresponding
shifts of the functions lk and mk − lkα0 and by inserting them in eq. (2.105) or in eq.
(2.107), one sees that, in general, our approximations are not invariant under the shift
t′ → t′ + δt, t′′ → t′′ + δt, t0 being constant. They contain a spurious dependence on the
initial time t0.
The case of the two-point function in the symmetric phase is special. From equation
(2.90) for mΦ, we have δmΦ = itτmΦδt and the variation of expression (2.109) is equal to
zero because δβΦ1 is proportional to −Ξ011g0+Ξ022 which is vanishing for the static solution.
However, this is no more true for the four-point function ΣΦΦ given by equation (2.113).
The variation δΣ involves two types of terms : one with the matrix R proportional to
the coupling constant and another with the matrix H0. Generally, δΣ is non vanishing.
This spurious dependence on the initial time will disappear when we take into account the
optimization with respect to the initial state : the two-time correlation functions depend
only on the time difference t′ − t′′ as they should.
At equilibrium, in the symmetric phase, we can solve equation (2.90) for mΦ :
mΦ1 (p, t
′, t0) = −1
2
cos(ωp(t0 − t′)) (3.64)
mΦ2 (p, t
′, t0) = − 1
2i
1
ωp
sin(ωp(t0 − t′)) (3.65)
We define ∆t = t′ − t′′. For ∆t < 0, equation (3.56) gives
βΦ1 (p,∆t) =
1
2ωp
(coth
βωp
2
cosωp∆t− 1
i
sinωp∆t) (3.66)
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For ∆t > 0, we use equation (3.58) :
βΦ1 (p,∆t) =
1
2ωp
(coth
βωp
2
cosωp∆t +
1
i
sinωp∆t) (3.67)
We check that βΦ1 depends only on ∆t = t
′ − t′′. Expressions (3.66) and (3.67) are
interchanged by changing ∆t to −∆t, which was not explicit on formula (3.56) and (3.58).
For ∆t = 0, we obtain βΦ1 (p,∆t = 0) = G0(p). In this case, at equal time, the two-
time and two-point function co¨ıncides with the mean-field HB solution for the two-point
function.
By taking the Fourrier transform in time of equations (3.66) and (3.67) :
βΦ1 (p, ω) =
∫ 0
−∞
d(∆t)ei(ω−iǫ)∆tβΦ1 (p,∆t) +
∫ +∞
0
d(∆t)ei(ω+iǫ)∆tβΦ1 (p,∆t) , (3.68)
we obtain :
βΦ1 (p, ω) = i
[
np + 1
ω2 − (ωp − iǫ)2 −
np
ω2 − (ωp + iǫ)2
]
(3.69)
where np is the occupation number : 2np + 1 = coth
βωp
2
.
We will now show that our approximation for the two-time correlation function with
two field operators satisfies to the fluctuation-dissipation theorem. This theorem can be
written as a relation between the Fourrier transform in time of the correlation function
C2ΦΦ(x,x
′, t, t′) and the response function
χ2(x,x
′, t, t′) = Tr
(
[ΦH(x, t, t0),Φ
H(x′, t′, t0)]D(t0)
)
(3.70)
in the following way :
χ˜2(x,x
′, ω) = (1− e−βω) C˜2ΦΦ(x,x′, ω) , (3.71)
where the Fourrier transform in time is defined according to :
χ˜2(x,x
′, ω) =
∫ +∞
−∞
d(t− t′) eiω(t−t′)χ2(x,x′, t− t′) (3.72)
The correlation function C2 gives us informations about the fluctuations in the equilib-
rium state while the response function χ2 contains informations on the dynamics of the
system which has been driven from the equilibrium by a small external perturbation.
The function χ2 appears also in the dissipation energy of the system. Therefore, the
fluctuation-disspation theorem tells us that, in systems near equilibrium, the transport
properties which are linear in the external forces can be calculated from the fluctuations
at equilibrium [20].
By using the definition
Tr(ΦH(x, t′, t0)Φ
H(y, t′′, t0)D(t0))− ϕ(x, t′)ϕ(y, t′′) ≡< Φ(x, τ)Φ(y, τ) > (3.73)
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with τ = t′− t′′, the fluctuation-dissipation theorem can be written in the following way :
∫ +∞
−∞ dτ e
iωτ < Φ(x, τ)Φ(y) >= eβω
∫ +∞
−∞
dτ eiωτ < Φ(y)Φ(x, τ) >
=
∫ +∞
−∞
dτ eiω(τ−iβ) < Φ(x, τ − iβ)Φ(y) >
(3.74)
In order to check the fluctuation-dissipation theorem on our approximations for the two-
point correlation function, it is therefore sufficient to check that expression (3.66) for
∆t = τ is equivalent to expression (3.67) for ∆t = −τ − iβ, which can be done easely.
At equilibrium, expression (2.117) for the retarded Green function with two field
operators in the symmetric phase gives :
χΦΦ(p, t
′, t′′) = −θ(t′ − t′′) 1
ωp
sinωp(t
′ − t′′) (3.75)
3.6 Four-point function : a perturbative expansion
Still in the symmetric phase and for the uniform case, we consider now the four-point
function ΣΦΦ.
3.6.1 The response function ΠR(q
2, t′, t′′)
When one couples a source JΦΦ(x,y, t′) to the the operator ΦH(x, t′, t0)ΦH(y, t′′, t0), the
linear response theory gives the variation ofG(x,y, t′) = Tr(ΦH(x, t′, t0)ΦH(y, t′, t0)D(t0))
in presence of the source :
δG(x,y, t′) =
∫ +∞
t0
dt′′
∫
d3z d3u χΦΦ,ΦΦ(x,y, z,u, t
′, t′′)JΦΦ(z,u, t′′) (3.76)
where χΦΦ,ΦΦ is the retarded Green function with four field operators defined in eq.
(2.120). In presence of a source of the following type :
JΦΦ(x1,x2, t
′′) = JΦΦ(t′′)e−iq .x1δ3(x1 − x2) , (3.77)
δG(x,y, t′) =
∫ +∞
t0
dt′′JΦΦ(t′′)
∫
d3z e−iq .zχΦΦ,ΦΦ(x,y, z, z, t
′, t′′) (3.78)
By introducing the Fourrier transform , we obtain for x = y :
δG(x,x, t′) = e−iq .x
∫
dt′′JΦΦ(t′′)
∫
d3k
(2π)3
d3p1
(2π)3
χΦΦ,ΦΦ(k,−q−k,p1,q−p1, t′, t′′) (3.79)
The polarization function ΠR is defined according to :
ΠR(q
2, t′, t′′) ≡ δG(x,x, t
′)
e−iq .xδJΦΦ(t′′)
∣∣∣∣
JΦΦ=0
(3.80)
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i. e. :
ΠR(q
2, t′, t′′) =
∫
d3k
(2π)3
d3p1
(2π)3
χΦΦ,ΦΦ(k,−q− k,p1,q− p1, t′, t′′) (3.81)
A variational approximation for the polarization function ΠR is obtained by using expres-
sion (2.121) for χΦΦ,ΦΦ as a function of l
ΦΦ and Ξ0.
In the static case, ΠR(q
2, t′, t′′) depends only on ∆t = t′ − t′′ and is proportional to
θ(t′ − t′′). We thus define its Fourrier transform in time by :
Π˜R(q
2, ω) =
∫ +∞
0
d(∆t) eiω∆t+ǫ∆tΠR(q
2,∆t) (3.82)
The polarization function ΠR(q
2, t′, t′′) can be recognized as the Fourrier transform
with respect to x− y of the retarded Green function for the operators Φ2(x) and Φ2(y) :
χΦ2,Φ2(x,x,y,y, t
′, t′′) = −iθ(t′−t′′)Tr
(
[ΦH(x, t′, t0)Φ
H(x, t′, t0),Φ
H(y, t′′, t0)Φ
H(y, t′′, t0)]D(t0)
)
(3.83)
We have :
χΦ2,Φ2(q
2, t′, t′′) =
∫
d3x e−iq .(x−y) χΦ2,Φ2(x,x,y,y, t
′, t′′)
= ΠR(q
2, t′, t′′)
(3.84)
This function is directly related to the viscuosity in the Φ4 theory. From the spectral
representation :
χΦ2,Φ2(p, p0) = lim
ǫ→0+
∫ +∞
−∞
dω
ρΦ2,Φ2(p, ω)
p0 − ω + iǫ , (3.85)
the viscuosity is defined by :
ηΦ2,Φ2 ≡ lim
p,p0→0
[
ρΦ2,Φ2(p, p0)
p0
]
(3.86)
Calculations of ηΦ2,Φ2 have been done in the limit of high temperature and the result have
been compared to the classical approximation [21].
Actually we will begin by calculating the following non-retarded Green function :
Π(q2, t′, t′′) ≡ 1
2
δΞc11(x,x, t
′)
e−iq .xδJΦΦ(t′′)
∣∣∣∣
JΦΦ=0
(3.87)
which can be written with the four-point function ΣΦΦ11 as :
Π(q2, t′, t′′) =
i
2
∫
d3k
(2π)3
∫
d3p1
(2π)3
ΣΦΦ11 (k,−q− k,p1,q− p1, t′, t′′) (3.88)
In the following, we will therefore consider the function ΣΦΦ(k,−q− k,p1,q− p1, t′, t′′).
We will show the differences between the approximations for the function Π(q2, t′, t′′)
when we do or do not optimize with respect to the initial state.
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3.6.2 Resolution of the dynamical equations for complex values of the time
In the symmetric phase, we have for t0 + iβ ≤ t ≤ t0 :
i
d
dt
ΣΦΦ11 (p1,p2,p3,−
∑
pi, t, t
′′) = −ΣΦΦ12 − ΣΦΦ21 (3.89)
i
d
dt
ΣΦΦ12 = g¯0(−p2)ΣΦΦ11 − ΣΦΦ22 −
b
4
Ξ¯011(−p1) I (3.90)
i
d
dt
ΣΦΦ21 = g¯0(p1)Σ
ΦΦ
11 − ΣΦΦ22 −
b
4
Ξ¯011(p2) I (3.91)
i
d
dt
ΣΦΦ22 = g¯0(−p2)ΣΦΦ21 + g¯0(p1)ΣΦΦ12 (3.92)
where I is the following integral :
I =
∫
p4+p5=p1+p2
d3p4
(2π)3
d3p5
(2π)3
ΣΦΦ11 (p4,p5,p3,−
∑
pi, t, t
′′) (3.93)
These equations are analogous to (2.80), the matrices H0, r and R being replaced by the
time-independent matrices H¯0, r¯ and R¯ associated to H¯ and Ξ(0) by Ξ¯0. We see that we
are not abble to obtain directly an expression analogous to (3.41) which would relate the
matrices Σ(t0, t
′′) and Σ(t0 + iβ, t′′) since the loop term b4Ξ¯
0
11 I involve all the momenta.
We will use a perturbative expansion where we neglect this loop term to lowest order.
From the expression for Ξ¯011, we see that this expansion will be valid when
b
4
coth
βm(β)
2
≪ 1 (3.94)
where m(β) is the self-consistent mass defined by :
m2(β) = m20 +
b
2
∫ d3p
(2π)3
1
2
√
p2 +m2(β)
coth
(
β
2
√
p2 +m2(β)
)
(3.95)
At zero temperature, the condition (3.94) for the validity of the perturbative expansion
writes simply b
4
≪ 1. At high temperature it becomes : b
2
≪ βm(β) with m2(β) ≃
m¯2 + b
24β2
.
To lowest order, by neglecting the loop term I, the solutions of equations (3.89)-
(3.92) write :
ΣΦΦ11 (k,−q−k,p1,q−p1, u, t′′) = A1 cosh(Ω3u)+B1 sinh(Ω3u)+C1 cosh(Ω4u)+D1 sinh(Ω4u)
(3.96)
ΣΦΦ12 (u, t
′′) = ωq+k [A1 sinh(Ω3u) +B1 cosh(Ω3u) + C1 sinh(Ω4u) +D1 cosh(Ω4u)] (3.97)
ΣΦΦ21 (u, t
′′) = ωk [A1 sinh(Ω3u) +B1 cosh(Ω3u)− C1 sinh(Ω4u)−D1 cosh(Ω4u)] (3.98)
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ΣΦΦ22 (u, t
′′) = ωkωq+k [A1 cosh(Ω3u) +B1 sinh(Ω3u)− C1 cosh(Ω4u)−D1 sinh(Ω4u)]
(3.99)
where we have used the variable u defined by : t = t0 + i(β − u) and we have introduced
the frequencies
Ω3 = ωq+k + ωk (3.100)
Ω4 = ωq+k − ωk (3.101)
ωk being defined by ωk =
√
−g¯0(k).
We can therefore express ΣΦΦ(k,−q − k,p1,q − p1, t0 + iβ, t′′) as a function of
ΣΦΦ(k,−q− k,p1,q− p1, t0, t′′). The result is the following :
ΣΦΦ(k,−q−k,p1,q−p1, t0+iβ, t′′) = A−1(k)ΣΦΦ(k,−q−k,p1,q−p1, t0, t′′)(AT )−1(q+k)
(3.102)
where the matrix A(k) is defined by (3.42) :
A(k) =
(
cosh(ωkβ)
sinh(ωkβ)
ωk
ωk sinh(ωkβ) cosh(ωkβ)
)
(3.103)
A−1(k) =
(
cosh(ωkβ) − sinh(ωkβ)ωk
−ωk sinh(ωkβ) cosh(ωkβ)
)
(3.104)
By introducing a column formed with the elements Σij , we can write this expression
in the following way, which will be usefull in section 3.6.4 :


ΣΦΦ11
ΣΦΦ12
ΣΦΦ21
ΣΦΦ22

 (k,−q−k,p1,q−p1, t0, t′′) = N(k,q+k)


ΣΦΦ11
ΣΦΦ12
ΣΦΦ21
ΣΦΦ22

 (k,−q−k,p1,q−p1, t0+iβ, t′′)
(3.105)
where N(k,q + k) is the following 4 by 4 matrice :
N(k,q + k) =


A C
ωk+q
D
ωk
B
ωkωk+q
ωk+qC A
ωk+q
ωk
B D
ωk
ωkD
ωk
ωk+q
B A C
ωk+q
ωkωk+qB ωkD ωk+qC A

 (3.106)
with
A = cosh(ωk+qβ) cosh(ωkβ) (3.107)
B = sinh(ωk+qβ) sinh(ωkβ) (3.108)
C = sinh(ωk+qβ) cosh(ωkβ) (3.109)
D = cosh(ωk+qβ) sinh(ωkβ) (3.110)
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If we do not optimize with respect to the initial state, an approximation for the
four-point function ΣΦΦ11 (t
′, t′′) is given by equation (2.111) for t′′ > t′.
On the other hand, if we optimize with respect to the initial state, ΣΦΦ11 (t
′, t′′) is
given by (2.110) for t′′ > t′ :
ΣΦΦ11 (p1,p2,p3,−
∑
pi, t
′, t′′) = −
∫
d3p
(2π)3
×
tr
[
lΦΦ(p− p1 − p2,−p,p1,p2, t′, t0)ΣΦΦ(p,−p+ p1 + p2,p3,−
∑
pi, t0, t
′′)
]
(3.111)
and we use (3.51) and (3.53) to write
ΣΦΦ(p1,p2,p3,−
∑
pi, t0 + iβ, t
′′) = ΣΦΦ(p1,p2,p3,−
∑
pi, t0, t
′′)
+2
[
Ξ¯0(−p1)lΦΦ(p1,p2,p3,−
∑
pi, t
′′, t0)τ − τlΦΦ(p1,p2,p3,−
∑
pi, t
′′, t0)Ξ¯0(p2)
]
(3.112)
or :
A−1(k)ΣΦΦ(k,−q− k,p1,q− p1, t0, t′′)(AT )−1(q+ k)− ΣΦΦ(k,−q− k,p1,q− p1, t0, t′′) =
2
[
Ξ¯0(−k)lΦΦ(k,−q− k,p1,q− p1, t′′, t0)τ − τlΦΦ(k,−q− k,p1,q− p1, t′′, t0)Ξ¯0(−q− k)
]
(3.113)
where Ξ¯0 is given by (2.57), g0 being replaced by g¯0.
The matrix elements ΣΦΦij (t0, t
′′) can therefore be written in terms of lΦΦij (t
′′, t0). By
using (3.111), we finally obtain an approximation for the two-time and four-point function
ΣΦΦ11 (t
′, t′′) which involves only the function lΦΦ. We recall that this approximation has
been obtained by neglecting the loop term I (3.93) in the evolution equations of ΣΦΦ for
complex values of the time.
3.6.3 Resolution of the dynamical equations for lΦΦ in the static case
The dynamical equations for the matrix elements of lΦΦ are given by (2.89). In the static
case, Ξ(0)(t) is equal to Ξ0 given by (2.57), α
(0)(t) = α0 and g0 is time-independent. In
the symmetric phase , equations (2.89) write more explicitly in momentum space :
i
d
dt
lΦΦ11 (k,−q− k,pi,−pi + q, t′′, t) = −g0(k)lΦΦ21 − g0(q+ k)lΦΦ12 + J (3.114)
i
d
dt
lΦΦ12 = l
ΦΦ
11 − g0(k)lΦΦ22 (3.115)
i
d
dt
lΦΦ21 = l
ΦΦ
11 − g0(q+ k)lΦΦ22 (3.116)
i
d
dt
lΦΦ22 = l
ΦΦ
12 + l
ΦΦ
21 (3.117)
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with the boundary conditions (2.127). J is the following integral :
J = − b
4
∫ d3p
(2π)3
[
Ξ0(p)l
ΦΦ(−p,−q + p,pi,−pi + q, t′′, t)τ
−τlΦΦ(−q− p,p,pi,−pi + q, t′′, t)Ξ0(p)
]
11
(3.118)
J =
b
4
∫
d3p
(2π)3
1
ωp
coth(
βωp
2
)
[
lΦΦ12 (−p,−q + p,pi,−pi + q, t′′, t) + lΦΦ21 (−q− p,p,pi,−pi + q, t′′, t)
]
(3.119)
In the previous equations, in order to make the notations more compact, we have ommitted
when it was possible the arguments of lΦΦ. Let us remark that, on the contrary to
equations (3.89)-(3.92) for ΣΦΦ, the solution Ξ0(p) appears inside the loop integral.
Similarly to the resolution of the equations for ΣΦΦ, we will solve the equations
for lΦΦ, perturbatively, neglecting first the loop term J. In the following section, we will
take into account of the loop term J to first order. To lowest order, the solutions of
(3.114)-(3.117) write :
lΦΦ11 (k,−q−k,p1,q−p1, t′, t) = −
1
2
[
δ3(k+ p1) + δ
3(−q− k+ p1)
]
cos(ωk+q(t−t′)) cos(ωk(t−t′))
(3.120)
lΦΦ12 (k,−q−k,p1,q−p1, t′, t) = −
1
2iωk+q
[
δ3(k+ p1) + δ
3(−q− k+ p1)
]
sin(ωk+q(t−t′)) cos(ωk(t−t′))
(3.121)
lΦΦ21 (k,−q−k,p1,q−p1, t′, t) = −
1
2iωk
[
δ3(k+ p1) + δ
3(−q− k+ p1)
]
cos(ωk+q(t−t′)) sin(ωk(t−t′))
(3.122)
lΦΦ22 (k,−q−k,p1,q−p1, t′, t) =
1
2ωkωk+q
[
δ3(k+ p1) + δ
3(−q− k+ p1)
]
sin(ωk+q(t−t′)) sin(ωk(t−t′))
(3.123)
Formula (3.111) and (3.113) then give, for ∆t = t′ − t′′ < 0 :
ΣΦΦ11 (k,−q−k,p1,q−p1, t′, t′′) = 2
[
δ3(k+ p1) + δ
3(−q− k+ p1)
]
βΦ1 (k,∆t)β
Φ
1 (q+k,∆t)
(3.124)
where βΦ1 (k,∆t) is given by (3.66). We thus have at the lowest order :
Π(0)(q2,∆t) = 2i
∫
d3k
(2π)3
βΦ1 (k,∆t)β
Φ
1 (q + k,∆t) (3.125)
When we neglect the loop terms I and J in the dynamical equations for ΣΦΦ for the
complex time and in the dynamical equations for lΦΦ for the time t > t0, we thus recover
the Wick theorem as we should. Let us stress that we have neglected the interactions
which appear in the terms I and J but the interactions remain in the frequencies ωk which
involve the renormalized self-consistent mass m(β) (eq. (2.66)).
At this order, ΣΦΦ11 depends only on the time difference ∆t = t
′ − t′′ and our ap-
proximation satisfies the fluctuation-dissipation theorem for the two-time and four-point
correlation function.
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If we apply formula (2.111), obtained without optimization with respect to the initial
state, with the solutions lΦΦ given by (3.120)-(3.123), we find again the result of the Wick
theorem. When we neglect the terms with the interaction in the dynamical equations for
ΣΦΦ and lΦΦ, the two approximations for ΣΦΦ11 (t
′, t′′) obtained with or without optimization
with respect to the initial state therefore co¨ıncide. Accordingly, at zero order, we can use
instead of expression (3.113) the simpler expression :
ΣΦΦ(k,−q−k,p1,−p1+q, t0, t′′) = −
(
Ξ¯0(k)− τ
)
lΦΦ(k,−q−k,p1,q−p1, t′′, t0)
(
Ξ¯0(−q− k) + τ
)
(3.126)
The existence of such an expression with matrices (to distinguish from a vectorial expres-
sion like (3.105) was not obvious at the beginning.
For the polarization function ΠR(q
2, t′, t′′), we obtain to lowest order :
Π
(0)
R (q
2, t′, t′′) = −θ(t′ − t′′)
∫
d3p
(2π)3
1
ωpωq+p[
coth
βωp
2
cosωp∆t sinωp+q∆t+ coth
βωp+q
2
cosωp+q∆t sinωp∆t
]
(3.127)
Its Fourrier transform in time writes :
Π
(0)
R (q
2, ω) =
∫ d3p
(2π)3
1
ωpωq+p[
(np+q + np + 1)
ωp+q + ωp
(ω + iη)2 − (ωp+q + ωp)2 − (np+q − np)
ωp+q − ωp
(ω + iη)2 − (ωp+q − ωp)2
]
(3.128)
A similar expression appears for instance in [22]. Here, we have derived it variationally.
We stress again that this formula is nonperturbative in the sense that it contains the
renormalized self-consistent mass.
3.6.4 Resolution of the dynamical equations with the interaction terms I and
J at first order
At first order, we will solve the dynamical equations (3.89)-(3.92) for
ΣΦΦ(k,−q − k,p1,−p1 + q, u, t′′) by replacing in the loop integral I the solution ΣΦΦ
obtained at the lowest order. We thus have to solve a first order differential sytem with
a nonhomogeneous term which involves :
I(u) =
∫
d3l
(2π)3
[a cosh(Ω5u) + b sinh(Ω5u) + c cosh(Ω6u) + d sinh(Ω6u)] (3.129)
with (see the analogous definitions (3.100) and (3.101) ) :
Ω5 = ωq+l + ωl (3.130)
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Ω6 = ωq+l − ωl (3.131)
The constants a,b,c and d depend on the momenta l and q. They can be expressed in terms
of the matrix elements Σij(l,−q−l,pi,q−pi, t0, t′′) and cosh(Ω5β), sinh(Ω6β), cosh(Ω6β),
sinh(Ω6β). At the order we consider, we can use (3.126) and express a, b, c, d with the
matrix elements lΦΦij (l,−q − l,pi,q − pi, t′′, t0), with coth(βΩ52 ), coth(βΩ62 ) and with the
occupation numbers nl et nl+q defined by :
2nl + 1 = coth(
βωl
2
) . (3.132)
The relation between ΣΦΦij (t0, t
′′) and ΣΦΦij (t0 + iβ, t
′′) writes now :


ΣΦΦ11
ΣΦΦ12
ΣΦΦ21
ΣΦΦ22

 (k,−q−k,p1,q−p1, t0, t′′) = N(k,q+k)


ΣΦΦ11
ΣΦΦ12
ΣΦΦ21
ΣΦΦ22

 (k,−q−k,p1,q−p1, t0+iβ, t′′)+W (t0, t′′)
(3.133)
where the matrix N(k,q + k) given by (3.106) does not contain explicitly the coupling
constant and W is a vector whose components are proportional to the coupling constant
b.
By using the fact that the first term can be written as (3.126), we write in matrix
notation :
ΣΦΦ(k,−q− k,p1,q− p1, t0, t′′) = −
(
Ξ¯0(k)− τ
)
lΦΦ(k,−q− k,p1,q− p1, t′′, t0)
×
(
Ξ¯0(−q− k) + τ
)
+X(t0, t
′′)
(3.134)
where
X(t0, t
′′) =
(
X1 X2
X3 X4
)
(3.135)
and
Xi = (1−N)−1ij Wj (3.136)
X(t0, t
′′) depends on the momenta k,k+ q. The elements Xi can be expressed relatively
simply with the integrals In, Jn, Kn, Ln,Mn of Appendix E :
X1 =
b
8ωkωk+q
{ (nk+q + nk + 1) [−Ω3(I1 + I2 +K1 +K2 +K3 +K4)
− coth(βΩ3
2
)(J1 + J2 −M1 −M2 −M3 −M4)
]
(nk − nk+q) [−Ω4(I3 + I4 + L1 + L2 + L3 + L4)
− coth(βΩ4
2
)(J4 + J3 −N1 −N2 −N3 −N4)
]
} (3.137)
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X2 =
b
8ωk
{ (nk+q + nk + 1)
[
−Ω3 coth(βΩ3
2
)(I1 + I2 −K1 −K2 −K3 −K4)
−(J1 + J2 +M1 +M2 +M3 +M4)]
(nk − nk+q)
[
−Ω4 coth(βΩ4
2
)(I3 + I4 − L1 − L2 − L3 − L4)
−(J4 + J3 +N1 +N2 +N3 +N4)]
}
(3.138)
X3 =
b
8ωk+q
{ (nk+q + nk + 1)
[
−Ω3 coth(βΩ3
2
)(I1 + I2 −K1 −K2 −K3 −K4)
−(J1 + J2 +M1 +M2 +M3 +M4)]
−(nk − nk+q)
[
−Ω4 coth(βΩ4
2
)(I3 + I4 − L1 − L2 − L3 − L4)
−(J4 + J3 +N1 +N2 +N3 +N4)]
}
(3.139)
X4 =
b
8
{ (nk+q + nk + 1) [−Ω3(I1 + I2 +K1 +K2 +K3 +K4)
− coth(βΩ3
2
)(J1 + J2 −M1 −M2 −M3 −M4)
]
−(nk − nk+q) [−Ω4(I3 + I4 + L1 + L2 + L3 + L4)
− coth(βΩ4
2
)(J4 + J3 −N1 −N2 −N3 −N4)
] } (3.140)
By using the expressions of Appendix E, we obtain the elements Xi in terms of l
ΦΦ
ij .
The approximation for the function Π(q2, t′, t′′) is given by :
Π(q2, t′, t′′) =
i
2
∫
d3k
(2π)3
d3p1
(2π)3
ΣΦΦ11 (k,q− k,p1,q− p1, t′, t′′) (3.141)
or
Π(q2, t′, t′′) = − i
2
∫ d3k
(2π)3
d3p1
(2π)3
d3p
(2π)3
×
tr
[
lΦΦ(p+ q,−p,k,−q− k, t′, t0)ΣΦΦ(p,−p− q,p1,q− p1, t0, t′′)
]
(3.142)
It remains now to solve the dynamical equations for lΦΦ taking into account of the
loop term J (3.118). We will do it in the static case. Equations (3.114)-(3.117) form a
nonhomogeneous first order differential system. The solutions lΦΦij (k,−q − k,pi,−pi +
q, t′, t′′) are given in Appendix F. The approximation to first order for Π(q2, t′, t′′) is
composed of two terms which are for t′ < t′′ :
Π(q2, t′, t′′) =
i
2
∫ d3k
(2π)3
d3p1
(2π)3
d3p
(2π)3
×
tr
[
lΦΦ(p+ q,−p,k,−q− k, t′, t0)(Ξ¯0(p)− τ)lΦΦ(p,−p− q,p1,q− p1, t′′, t0)(Ξ¯0(p+ q) + τ)
]
− tr[lΦΦ(p+ q,−p,k,−q− k, t′, t0)X(t0, t′′)]
(3.143)
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The first term corresponds to the approximation one obtains without optimization with
respect to the initial state (by replacing Ξ¯0 by Ξ0) . When one optimizes with respect to
initial state, one has to take into account of the second term. We insert in the previous
formula the expressions obtained to first order for the solutions lΦΦ in the static case. We
obtain the following result at the first order, for ∆t = t′ − t′′ < 0 :
Π(1)(q2, t′, t′′) = − i
2
b
2
∫
d3k
(2π)3
d3p1
(2π)3
1
ωkωk+qωp1ω−p1+q
×
(nk+q + nk + 1)
(
(n−p1+q + np1 + 1)
Ω7
Ω23 − Ω27
− (n−p1+q − np1)
Ω8
Ω23 − Ω28
)
×
(
coth(
βΩ3
2
) cos(Ω3∆t) + i sin(Ω3∆t)
)
−(nk+q − nk)
(
(n−p1+q + np1 + 1)
Ω7
Ω24 − Ω27
− (n−p1+q − np1)
Ω8
Ω24 − Ω28
)
×
(
coth(
βΩ4
2
) cos(Ω4∆t) + i sin(Ω4∆t)
)
(3.144)
with
Ω3 = ωk+q + ωk , Ω4 = ωk+q − ωk (3.145)
Ω7 = ω−p1+q + ωp1 , Ω8 = ω−p1+q − ω−p1 (3.146)
This is the essential result of this section. One has to add to this formula the term
(3.125) obtained to lowest order. In the static case, we obtain an approximation for the
correlation function Π(q2, t′, t′′) which depends only on the time difference ∆t = t′ − t′′.
If we do not optimize with respect to the initial state, which corresponds to consider only
the first term in (3.143), the approximation obtained for Π(q2, t′, t′′) contains a spurious
45
dependence on the initial time t0 which writes :
P (1) = − i
2
∫ d3k
(2π)3
d3p1
(2π)3
b
4ωkωk+qωp1ω−p1+q
×
+
1
2
(nk+q + nk + 1)(n−p1+q + np1 + 1)
1
Ω23 − Ω27
(
Ω7 coth(
βΩ3
2
)− Ω3 coth(βΩ7
2
)
)
× [cos Ω7(t0 − t′′) cosΩ3(t0 − t′) + cosΩ7(t0 − t′) cosΩ3(t0 − t′′)]
+
1
2
(nk+q + nk + 1)(n−p1+q + np1 + 1)
1
Ω23 − Ω27
(
Ω3 coth(
βΩ3
2
)− Ω7 coth(βΩ7
2
)
)
× [sin Ω7(t0 − t′′) sinΩ3(t0 − t′) + sin Ω7(t0 − t′) sinΩ3(t0 − t′′)]
−1
2
(nk+q − nk)(n−p1+q + np1 + 1)
1
Ω24 − Ω27
(
Ω7 coth(
βΩ4
2
)− Ω4 coth(βΩ7
2
)
)
× [cos Ω7(t0 − t′′) cosΩ4(t0 − t′) + cosΩ7(t0 − t′) cosΩ4(t0 − t′′)]
−1
2
(nk+q − nk)(n−p1+q + np1 + 1)
1
Ω24 − Ω27
(
−Ω7 coth(βΩ7
2
) + Ω4 coth(
βΩ4
2
)
)
× [sin Ω7(t0 − t′′) sinΩ4(t0 − t′) + sin Ω7(t0 − t′) sinΩ4(t0 − t′′)]
−1
2
(nk+q + nk + 1)(n−p1+q − np1)
1
Ω23 − Ω28
(
Ω8 coth(
βΩ3
2
)− Ω3 coth(βΩ8
2
)
)
× [cos Ω8(t0 − t′′) cosΩ3(t0 − t′) + cosΩ8(t0 − t′) cosΩ3(t0 − t′′)]
−1
2
(nk+q + nk + 1)(n−p1+q − np1)
1
Ω23 − Ω28
(
Ω3 coth(
βΩ3
2
)− Ω8 coth(βΩ8
2
)
)
× [sin Ω8(t0 − t′′) sinΩ3(t0 − t′) + sin Ω8(t0 − t′) sinΩ3(t0 − t′′)]
+
1
2
(nk+q − nk)(n−p1+q − np1)
1
Ω24 − Ω28
(
Ω8 coth(
βΩ4
2
)− Ω4 coth(βΩ8
2
)
)
× [cos Ω8(t0 − t′′) cosΩ4(t0 − t′) + cosΩ8(t0 − t′) cosΩ4(t0 − t′′)]
+
1
2
(nk+q − nk)(n−p1+q − np1)
1
Ω24 − Ω28
(
Ω4 coth(
βΩ4
2
)− Ω8 coth(βΩ8
2
)
)
× [sin Ω8(t0 − t′′) sinΩ4(t0 − t′) + sin Ω8(t0 − t′) sinΩ4(t0 − t′′)]
(3.147)
When we optimize with respect to initial state, the second term of (3.143) tr[lΦΦ(t′, t0)X(t0, t′′)]
cancels exactly the term P (1). One checks also that at t′ = t′′ = t0, this second term is
vanishing.
In order to obtain the expression of Π(q2, t′, t′′), we have used a symmetry in the
exchange of k and −p1 of the function to integrate in Π(q2, t′, t′′). It is important to note
that the function
∫ d3p1
(2π)3
ΣΦΦ11 (k,−q− k,p1,q− p1, t′, t′′) remains dependent on t0.
For t′ > t′′, expression (3.143) becomes :
Π(q2, t′, t′′) =
i
2
∫ d3k
(2π)3
d3p1
(2π)3
d3p
(2π)3
×
tr
[
lΦΦ(p+ q,−p,k,−q− k, t′′, t0)(Ξ¯0(p)− τ)lΦΦ(p,−p− q,p1,q− p1, t′, t0)(Ξ¯0(p+ q) + τ)
]
− tr[lΦΦ(p+ q,−p,k,−q− k, t′′, t0)X(t0, t′)]
(3.148)
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and one shows that one obtains Π(1)(q2,∆t) from (3.144) by replacing ∆t by −∆t.
Similarly to the case of the Green function with two field operators Φ(x)Φ(y), we can
check the fluctuation-dissipation theorem for the Green function with four field operators
Φ2(x)Φ2(y). The expression of Π(q2, τ) for ∆t > 0 is indeed equivalent to expression
(3.144) of Π(q2,−τ − iβ) for ∆t < 0.
Let us study the retarded Green function with two field operators χΦΦ,ΦΦ(t
′, t′′)
defined by (2.120) when we optimize with respect to the initial state. For t′ > t′′ and with
the time-ordered product :
ΣΦΦ11 (k,−q− k,p1,q− p1, t′, t′′) = −
∫
d3p
(2π)3
tr
[
lΦΦ(p− q,−p,k,−q− k, t′′, t0)
ΣΦΦ(p,−p− q,p1,q− p1, t0, t′)
]
(3.149)
For t′ > t′′ and the anti-T product :
ΣΦΦ11 (k,−q− k,p1,q− p1, t′, t′′) = −
∫ d3p
(2π)3
tr
[
lΦΦ(p− q,−p,k,−q− k, t′, t0)
ΣΦΦ(p,−p− q,p1,q− p1, t0, t′′)
]
(3.150)
We use formula (3.134) obtained at the first order in perturbation. The retarded Green
function χΦΦ,ΦΦ(t
′, t′′) is given by expression (2.121) obtained by optimizing only the
dynamics and a term equal to :
−
∫
d3p
(2π)3
tr[lΦΦ(p− q,−p,k,−q− k, t′′, t0)X(t0, t′)]
+
∫
d3p
(2π)3
tr[lΦΦ(p− q,−p,k,−q− k, t′′, t0)X(t0, t′)]
(3.151)
where tr[lΦΦ(t′, t0)X(t0, t′′)] is equal to the term P (1) (eq. (3.147)). We see from the
expression of P (1) by interchanging t′ and t′′ that the difference tr[lΦΦ(t′′, t0)X(t0, t′)] −
tr[lΦΦ(t′, t0)X(t0, t′′)] is vanishing.
To conclude, for the the linear response formula which involves the retarded Green
functions, we obtain the same result with or without the optimization with respect to
initial state. It is sufficient to solve the backward dynamical equations (3.114-3.117) in
real time for lΦΦ.
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The first order contribution to the polarization function ΠR writes :
Π
(1)
R (q
2, t′, t′′) = −θ(t′ − t′′) b
4
∫
d3p
(2π)3
1
ωpωp+q
×[
(np+q + np + 1) sinΩ1∆t
∫
d3k
(2π)3
1
ωkωq−k
[(nq−k + nk + 1)
Ω3
Ω21 − Ω23
− (nq−k − nk) Ω4
Ω21 − Ω24
]
−(np+q − np) sinΩ2∆t
∫
d3k
(2π)3
1
ωkωq−k
[(nq−k + nk + 1)
Ω3
Ω22 − Ω23
− (nq−k − nk) Ω4
Ω22 − Ω24
]
]
(3.152)
with
Ω1 = ωp+q + ωp Ω2 = ωp+q − ωp (3.153)
Ω3 = ωq−k + ωk Ω4 = ωq−k − ωk (3.154)
and ∆t = t′ − t′′.
By taking its Fourrier transform in time and adding the zero order term and the
first order term, we obtain :
ΠR(q
2, ω) =
∫
d3p
(2π)3
1
ωpωp+q
×[
(np+q + np + 1)
Ω1
(ω + iη)2 − Ω21(
1 +
b
4
∫ d3k
(2π)3
1
ωkωq−k
[(nq−k + nk + 1)
Ω3
Ω21 − Ω23
− (nq−k − nk) Ω4
Ω21 − Ω24
]
)
−(np+q − np) Ω2
(ω + iη)2 − Ω22(
1 +
b
4
∫
d3k
(2π)3
1
ωkωq−k
[(nq−k + nk + 1)
Ω3
Ω22 − Ω23
− (nq−k − nk) Ω4
Ω22 − Ω24
]
)]
(3.155)
Although the coupling constant appears linearly in the numerator, this formula includes
nonperturbative contributions since the frequencies involves the self-consistent renormal-
ized mass m2(β) eq. (2.66).
The divergent part of the integrals at high momentum is entirely determined by the
contribution at T = 0. This one writes :
ΠR(q
2, ω) =
∫
d3p
(2π)3
1
ωpωp+q
ωp+q + ωp
(ω + iη)2 − (ωp+q + ωp)2×(
1 +
b
4
∫
d3k
(2π)3
1
ωkωq+k
ωq+k + ωk
(ωp+q + ωp)2 − (ωq+k + ωk)2
) (3.156)
(We remark that there is no term iη in the denominator of the second integral.)
At zero temperature, ΠR(q
2, ω) depends only on the variable s = ω2 − q2. At the
lowest order,
Π
(0)
R (s) =
∫
d3p
(2π)3
ωp+q + ωp
ωpωp+q
1
(ω + iη)2 − (ωp+q + ωp)2 (3.157)
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which is related to the explicitly Lorentz invariant form :
ΠF (s) = i
∫
d4p
(2π)4
1
p2 − m¯2 + iǫ
1
(p+ q)2 − m¯2 + iǫ (3.158)
where q = (ω,q). We have ReΠ
(0)
R (s) = ReΠF (s) and ImΠ
(0)
R (s) = sign(ω)ImΠF (s). m¯ is
the renormalized self-consistent mass at zero temperature given by eq. (2.64). By using
for instance the results of Kerman and Lin [16],
Π
(0)
R (s) = −
1
4π2
log
(
2Λ√
eµ
)
+
1
4π2
log
(
m¯
µ
)
− 1
8π2
f(s)−θ(s−4m¯2) i
8π
√
s− 4m¯2
s
(3.159)
where Λ is a momemtum cut-off, µ is an arbitrary mass scale and the function f(s) is
defined by :
f(s) = 2 +
√
s− 4m¯2
s
log
√
s−√s− 4m¯2√
s+
√
s− 4m¯2 si s > 4m¯
2 (3.160)
f(s) = 2− 2
√
−4m¯2
s
tan−1
√
s
−4m¯2 si 0 < s < 4m¯
2 (3.161)
f(s) = 2 +
√
s− 4m¯2
s
log
√
s− 4m¯2 −√s√
s+ 4m¯2 +
√
s
si s < 0 (3.162)
Adding the zero order term and the first order term, we have at zero temperature :
ΠR(s) = Π
(0)
R (s)
(
1− b
16π2
log
(
2Λ√
eµ
))
(3.163)
and Π
(0)
R (s) is given by expression (3.159). We see that at the order we have considered,
the logarithmic divergence appears squared. By resumming the perturbative serie, we
obtain :
ΠR(s) =
Π
(0)
R (s)
1 + b
16π2
log
(
2Λ√
eµ
) (3.164)
We can define a renormalized coupling constant gR(µ) by
2gR(µ)Π
(0)
R (s) = bΠR(s) (3.165)
i. e. :
1
2gR(µ)
=
1
b
+
1
16π2
log
(
2Λ
e
√
µ
)
(3.166)
This renormalization is identical to the one obtained by Kerman and Lin in the symmetric
phase [16].
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4 Conclusion
In this paper, we have shown how to derive variational approximations for two-time cor-
relation functions in Φ4 theory. We have studied in particular the two-time correlation
functions with two field operators Φ(x) and with four field operators Φ(x) in the symmetric
phase. By using the variational principle introduced by Balian and Veneroni [6], we have
shown how to take into account correlations both in the dynamics and in the initial state
while keeping uncorrelated ansa¨tze for the variational objects. The calculation sheme
we have presented is valid for arbitrary time-dependent problems. As an illustration,
we have calculated explicitly the two-time correlation functions with two field operators
and with four field operators at equilibrium in the symmetric phase. The approximation
we have obtained for the two field operators correlation function is identical in this case
with the usual mean-field result. This won’t be true in the asymmetric phase or for a
time-dependent problem. The approximation for the two-time and four field operators
correlation function contains already in the simple case we have considered corrections to
the standard mean-field result. For the non-retarded correlation functions, it is important
to optimize with respect to the initial state in order not to obtain a spurious dependence
on the initial time. However, for the retarded correlation functions, the same result is
obtained whether or not we optimize with respect to the initial state. Our variational
approximations for the two-time correlation functions satisfy the fluctuation-dissipation
theorem. For the four field operators correlation function, we were obliged to solve the
dynamical equations perturbatively. The zero order approximation was already known
in the litterature but we have shown here how to derive it variationally. We have cal-
culated also the first order approximation. At zero temperature, it is possible to resum
the perturbative serie and to define in this way a renormalized coupling constant. We
stress that our approximations remain nonperturbative since they involve a self-consistent
renormalized mass.
There are several important questions for future works. First, how can one obtain
variational approximations which include damping. It would be very interesting to ob-
tain a variational nonperturbative approximation for the viscosity defined in eq. (3.86).
Damping effects are probably related to a non symmetrical form in x and y for the matrix
T defined in eq. (2.24) to characterize our gaussian variational ansa¨tze and to a choice
for the operator H¯ different from the Hamiltonian H . A second interesting problem is the
evolution of a scalar field in self-interaction in a time-dependent metric. The difficulty
in this case is to solve the backward dynamical equations in order to obtain variational
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approximations for the two-time correlation functions.
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Appendix A : Characterization of a Gaussian state
We call a Gaussian operator an operator which is an exponential of quadratic and
linear forms of the field operators Φ(x) and Π(x). A Gaussian operator D(t) is completely
characterized by the vector α(x, t) and the matrix Ξ(x,y, t) defined by the equations
(2.18)-(2.25) of the section 2.3.
Instead of the quantities G, T and S, the authors of reference [9] have introduced
the quantities Gξ,Σξ and ξ, ξ being the degree of mixing (for a pur state, ξ = 1) :
Tr(D(t)Φ¯(x)Φ¯(y)) =
(
G
1/2
ξ (1− ξ)−1G1/2ξ
)
(x,y, t) , (A.1)
Tr(D(t)Π¯(x)Π¯(y)) = 1
4
(
G
−1/2
ξ (1 + ξ)G
−1/2
ξ
)
(x,y, t)+4
(
ΣξG
1/2
ξ (1− ξ)−1G1/2ξ Σξ
)
(x,y, t) ,
(A.2)
Tr(D(t)Φ¯(x)Π¯(y)) = i
2
δ3(x− y) + 2
(
G
1/2
ξ (1− ξ)−1G1/2ξ Σξ
)
(x,y, t) . (A.3)
It is usefull to relate our notations to those of the authors of [9]. For a pure state
(ξ = 0),
T (x,y, t) = 2 (GΣ + ΣG)(x,y, t) , (A.4)
S(x,y, t) =
1
4
G−1(x,y, t) + 4 (ΣGΣ)(x,y, t) . (A.5)
For an uniform configuration, we have the following relations :
G(p) = Gξ(p)(1− ξ(p))−1 , (A.6)
S(p) =
1
4
G−1ξ (p) (1 + ξ(p)) + 4Σ
2
ξ(p)Gξ(p)
1
1− ξ(p) , (A.7)
T (p) = 4Gξ(p)
1
1− ξ(p) Σξ(p) , (A.8)
and the Heisenberg invariant is related to the degree of mixing according to :
I(p) =
1 + ξ(p)
1− ξ(p) (A.9)
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Appendix B : Expression of the von Neuman entropy for bosons in the
Hartree-Bogoliubov approximation
The von-Neuman entropy is given as a function of the density operator D by :
S = −TrD logD
TrD + log TrD . (B.1)
In the HB approximation, D is the exponential of linear and quadratic forms of the field
operator Φ and Π. The entropy density then writes in terms of the matrix Ξ :
S = ∫ d3p
(2π)3
1
4
tr
{(
1
2
(1− τ) Ξ (1− τ)− 1
)
log
(
Ξ + τ
Ξ− τ
)}
+
1
2
log det
{
1
4
(
1 1
1 −1
)
Ξ (1− τ)− 1
2
(
0 1
1 0
)} . (B.2)
where τ is the 2× 2 matrix
τ =
(
0 1
−1 0
)
(B.3)
It can also be written in terms of the Heisenberg invariant I (2.26) :
S =
∫
d3p
(2π)3
[
1
2
√
I log(
√
I + 1√
I − 1) +
1
2
log(I − 1)
]
. (B.4)
For the static HB solution characterized by α0,Ξ0, we have : I = −Ξ011Ξ022. It is
easy to convince oneself that expression (B.4) is in this case identical to :
S =
∫ d3p
(2π)3
[(np + 1) log(np + 1)− np log np] , (B.5)
where the occupation number np is related to the degree of mixing ξ(p) according to :
2np + 1 =
√√√√1 + ξ(p)
1− ξ(p) =
√
I(p) . (B.6)
By using the parametrization ξ(p) = 1
coshβωp
, we have also : 2np + 1 = coth(
βωp
2
). In the
Φ4 theory, ωp =
√
−g0(p) and
g0(p) = −
(
p2 +m20 +
b
2
ϕ20 +
b
2
G0(x,x)
)
. (B.7)
The static solution satisfies :
Ξ011(p) g0(p) = Ξ
0
22(p) , (B.8)
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and
Ξ011(p) Ξ
0
22(p) = −
1 + ξ(p)
1 − ξ(p) . (B.9)
In terms of the frequency ωp :
Ξ011(p) =
1
ωp
coth(
β
2
ωp) (B.10)
Ξ022(p) = −ωp coth(
β
2
ωp) (B.11)
I(p) = coth2(
β
2
ωp) (B.12)
The matrix of the second derivatives of the entropy evaluated for the static solution
Ξ0 is given by the following elements :
∂2S
∂Ξ11(p)∂Ξ11(p)
∣∣∣∣
Ξ0
= −ω
2
p
4
[
x
coth x
+
1
coth2 x− 1
]
(B.13)
∂2S
∂Ξ11(p)∂Ξ22(p)
∣∣∣∣
Ξ0
= −1
4
[
x
cothx
− 1
coth2 x− 1
]
(B.14)
∂2S
∂Ξ22(p)∂Ξ22(p)
∣∣∣∣
Ξ0
= − 1
4ω2p
[
x
coth x
+
1
coth2 x− 1
]
(B.15)
∂2S
∂Ξ12(p)∂Ξ12(p)
∣∣∣∣
Ξ0
=
x
coth x
(B.16)
where we have introduced the notation x = βωp/2.
Appendix C : Parametrization of the product of two Gaussians
In this appendix, we give the expressions of the expectation values αb, αc,Ξb and Ξc
in terms of αd, αa,Ξd and Ξa.
αb = (Ξa − τ) 1
Ξa + Ξd
αd + (Ξd + τ)
1
Ξa + Ξd
αa , (C.1)
αc = (Ξd − τ) 1
Ξa + Ξd
αa + (Ξa + τ)
1
Ξa + Ξd
αd , (C.2)
where τ is 2× 2 matrix :
τ =
(
0 1
−1 0
)
. (C.3)
For the matrices Ξ, we have the following relations :
Ξb − τ = (Ξa − τ) 1
Ξa + Ξd
(Ξd − τ) , (C.4)
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Ξc − τ = (Ξd − τ) 1
Ξa + Ξd
(Ξa − τ) . (C.5)
Ξb + τ = (Ξd + τ)
1
Ξa + Ξd
(Ξa + τ) , (C.6)
Ξc + τ = (Ξa + τ)
1
Ξa + Ξd
(Ξd + τ) . (C.7)
Appendix D
In this appendix, we give the evolution equations for nd, αd,Ξd na, αa,Ξa.
i
n˙d
nd
= F (d)c − F (d)b − F (d)Kc (D.1)
2i α˙d = − [(Ξd + τ) (Hc − IcK) (Ξd − τ)− (Ξd − τ) Hb (Ξd + τ)] τ αb−c
+Ξd (wc − wb) + τ (wc + wb)− (Ξd + τ) wcK
(D.2)
i Ξ˙d = − [(Ξd + τ) (Hc − IcK) (Ξd − τ)− (Ξd − τ) Hb (Ξd + τ)] (D.3)
i
n˙a
na
= F
(a)
b − F (a)c + F (a)Kc (D.4)
2i α˙a = [(Ξa − τ) (Hc − IcK) (Ξa + τ)− (Ξa + τ) Hb (Ξa − τ)] τ αc−b
+Ξa (wb − wc) + τ (wc + wb)− (Ξa − τ) wcK
, (D.5)
i Ξ˙a = [(Ξa − τ) (Hc − IcK) (Ξa + τ)− (Ξa + τ) Hb (Ξa − τ)] (D.6)
The expressions for the vector w and the matrices H and I are the following :
w˜b(x, t)1 =
δ < H >b
δϕb(x, t)
= −fb(x, t) , w˜b(x, t)2 = i δ < H >b
δπb(x, t)
= iπb(x, t) , (D.7)
Hb(x,y, t)ij = −2 δ < H >b
δΞb(x,y, t)ji
, (D.8)
Hb(x,y, t)11 = − δ < H >b
δGb(y,x, t)
=
1
2
gb(x,y, t) , (D.9)
Hb(x,y, t)22 = + δ < H >b
δSb(y,x, t)
=
1
2
δ(x− y) , (D.10)
Hb(x,y, t)12 = 2i δ < H >b
δTb(y,x, t)
= 0 . (D.11)
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The quantities F which appear in equations (D.1) and (D.3) are defined by :
F
(d)
b =
∫
d3x (Eb(x, t)− w˜b(x, t)αb−d(x, t))
+
1
2
∫
d3xd3y tr [Hb(x,y, t)(Ξb − Ξd + 2αb−dα˜b−d)(y,x, t)]
(D.12)
F
(d)
Kc =
∫
d3x (Kc(x, t)− w˜Kc(x, t)αc−d(x, t))
+
1
2
∫
d3xd3y tr [IKc(x,y, t)(Ξc − Ξd + 2αc−dα˜c−d)(y,x, t)]
(D.13)
For the Φ4 theory, we have :
fb(x, t) = −
(
−∆+m20 +
b
6
ϕ2b(x, t) +
b
2
Gb(x,x, t)
)
ϕb(x, t) , (D.14)
gb(x,y, t) = −
(
−∆+m20 +
b
2
ϕ2b(x, t) +
b
2
Gb(x,x, t)
)
δ(x− y) . (D.15)
From the variations of the source term Kc, we obtain :
w˜cK(x, t)1 =
δKc
δϕc(x, t)
, w˜cK(x, t)2 = i
δKc
δπc(x, t)
, (D.16)
IcK(x,y, t)ij = −2
δKc
δΞc(y,x, t)ji
. (D.17)
wcK(x, t)1 = J
Φ(x, t)+2
∫
d3x2
(
JΦΦ(x,x2, t) ϕc(x2, t) + J
ΦΠ(x,x2, t) πc(x2, t)
)
, (D.18)
wcK(x, t)2 = i J
Π(x, t) + 2 i
∫
d3x2
(
JΦΠ(x,x2, t) ϕc(x2, t) + J
ΠΠ(x,x2, t) πc(x2, t)
)
,
(D.19)
IcK(x,y, t)11 = −JΦΦ(x,y, t) , (D.20)
IcK(x,y, t)12 = −2i JΦΠ(x,y, t) , (D.21)
IcK(x,y, t)22 = JΠΠ(x,y, t) . (D.22)
The expressions for the matrices t, T, r and R which appear in the dynamical equa-
tions for the two-time correlation functions are the following :
t11(x,y, t) = −g(0)(x,y, t) , t22(x,y, t) = −δ(x− y) , (D.23)
T1,11(x,y, z, t) = − b
2
ϕ(0)(x, t)δ(x− y) δ3(x− z) , T2,jk = 0 , (D.24)
r11,1(x,y, z, t) = T1,11(x,y, z, t) (D.25)
R11,11(x,y, z,u, t) =
b
4
δ3(x− y) δ3(x− z) δ(x− u) . (D.26)
The other elements are equal to zero.
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We use the following definitions for the Fourrier transform :
W (x1, ...,xn) =
∫
d3p1
(2π)3
...
d3pn
(2π)3
exp(i
n∑
j=1
pj . xj) W˜ (p1, ...,pn) , (D.27)
W˜ (p1, ...,pn) =
∫
d3x1...d
3xn exp(−i
n∑
j=1
pj . xj)W (x1, ...,xn) , (D.28)
W˜ (p1,p2, ...,pn) = (2π)
3 δ3(p1 + p2 + ...+ pn)W (p1,p2, ...,pn) . (D.29)
So for the two-point function βΦ :
βΦ1 (x,x1, t, t”) =
∫ d3p
(2π)3
ei p.(x1−x) βΦ1 (p, t, t”) . (D.30)
Appendix E
We give in this appendix the expressions of the integrals In, Jn, Kn, Ln,Mn, Nn,
n = 1, 2, 3, 4 in termes of the constants a, b, c, d introduced in (3.129) and of lΦΦij . We
introduce the frequencies
Ω3 = ωk+q + ωk , Ω4 = ωk+q − ωk (E.1)
Ω5 = ωl+q + ωl , Ω6 = ωl+q − ωl (E.2)
We define :
I1 =
∫
d3l
(2π)3
a
Ω23 − Ω25
, I2 =
∫
d3l
(2π)3
c
Ω23 − Ω26
(E.3)
I3 =
∫
d3l
(2π)3
a
Ω24 − Ω25
, I4 =
∫
d3l
(2π)3
c
Ω24 − Ω26
(E.4)
J1 =
∫
d3l
(2π)3
bΩ5
Ω23 − Ω25
, J2 =
∫
d3l
(2π)3
dΩ6
Ω23 − Ω26
(E.5)
J3 =
∫
d3l
(2π)3
bΩ5
Ω24 − Ω25
, J4 =
∫
d3l
(2π)3
dΩ6
Ω24 − Ω26
(E.6)
K1 =
∫
d3l
(2π)3
a
Ω23 − Ω25
cosh(βΩ5) , K2 =
∫
d3l
(2π)3
b
Ω23 − Ω25
sinh(βΩ5) (E.7)
K3 =
∫
d3l
(2π)3
c
Ω23 − Ω26
cosh(βΩ6) , K4 =
∫
d3l
(2π)3
d
Ω23 − Ω26
sinh(βΩ6) (E.8)
The integrals Ln are obtained from the integrals Kn by replacing Ω3 by Ω4.
M1 =
∫
d3l
(2π)3
bΩ5
Ω23 − Ω25
cosh(βΩ5) , M2 =
∫
d3l
(2π)3
aΩ5
Ω23 − Ω25
sinh(βΩ5) (E.9)
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M3 =
∫
d3l
(2π)3
dΩ6
Ω23 − Ω26
cosh(βΩ6) , M4 =
∫
d3l
(2π)3
cΩ6
Ω23 − Ω26
sinh(βΩ6) (E.10)
The integrals Nn are obtained from the integrals Mn by replacing Ω3 by Ω4.
The expressions of sums of integrals in terms of lΦΦij are usefull :
I1 + I2 = V
∫ d3l
(2π)3
{
−nl+q + nl + 1
Ω23 − Ω25
[
(
1
ωlωl+q
lΦΦ11 + l
ΦΦ
22 ) coth(
βΩ5
2
) +
1
ωl
lΦΦ12 +
1
ωl+q
lΦΦ21
]
+
nl+q − nl
Ω23 − Ω26
[
(
1
ωlωl+q
lΦΦ11 − lΦΦ22 ) coth(
βΩ6
2
) +
1
ωl
lΦΦ12 −
1
ωl+q
lΦΦ21
]}
(E.11)
I3 + I4 is obtained from I1 + I2 by replacing Ω3 by Ω4. The arguments of the functions
lΦΦij in these integrals are l
ΦΦ
ij (l,−q− l,p1,q− p1, t′′, t0).
J1 + J2 = V
∫
d3l
(2π)3
×
Ω5
Ω23 − Ω25
(nl+q + nl + 1)
[
(
1
ωlωl+q
lΦΦ11 + l
ΦΦ
22 ) + (
1
ωl
lΦΦ12 +
1
ωl+q
lΦΦ21 ) coth(
βΩ5
2
)
]
− Ω6
Ω23 − Ω26
(nl+q − nl)
[
(
1
ωlωl+q
lΦΦ11 − lΦΦ22 ) + (
1
ωl
lΦΦ12 −
1
ωl+q
lΦΦ21 ) coth(
βΩ6
2
)
]
(E.12)
J3 + J4 is obtained from J1 + J2 by replacing Ω3 by Ω4.
K1 +K2 +K3 +K4 = −V
∫
d3l
(2π)3
×
nl+q + nl + 1
Ω23 − Ω25
[
(
1
ωlωl+q
lΦΦ11 + l
ΦΦ
22 ) coth(
βΩ5
2
)− ( 1
ωl
lΦΦ12 +
1
ωl+q
lΦΦ21 )
]
+
nl+q − nl
Ω23 − Ω26
[
−( 1
ωlωl+q
lΦΦ11 − lΦΦ22 ) coth(
βΩ6
2
) +
1
ωl
lΦΦ12 −
1
ωl+q
lΦΦ21
]
(E.13)
L1 + L2 + L3 + L4 is obtained from K1 +K2 +K3 +K4 by replacing Ω3 by Ω4.
M1 +M2 +M3 +M4 = −V
∫
d3l
(2π)3
×
Ω5
Ω23 − Ω25
(nl+q + nl + 1)
[
(
1
ωlωl+q
lΦΦ11 + l
ΦΦ
22 )− (
1
ωl
lΦΦ12 +
1
ωl+q
lΦΦ21 ) coth(
βΩ5
2
)
]
+
Ω6
Ω23 − Ω26
(nl+q − nl)
[
−( 1
ωlωl+q
lΦΦ11 − lΦΦ22 ) + (
1
ωl
lΦΦ12 −
1
ωl+q
lΦΦ21 ) coth(
βΩ6
2
)
]
(E.14)
N1 +N2 +N3 +N4 is obtained from M1 +M2 +M3 +M4 by replacing Ω3 by Ω4.
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In this appendix, we give the solutions of the backward dynamical equations for lΦΦij
at the first order . By noting :
Ω3 = ωk+q + ωk , Ω4 = ωk+q − ωk (F.1)
Ω5 = ωpi−q + ωpi , Ω6 = ωpi−q − ωpi (F.2)
F =
b
4
1
ωpiωq−pi
(F.3)
lΦΦ11 (k,−q− k,pi,−pi + q, t′, t)) =
−1
2
[δ3(k+ pi) + δ
3(−q− k + pi)] cosωq+k(t− t′) cosωk(t− t′)
−F
2
(nq−pi + npi + 1)
[
Ω5
Ω23 − Ω25
cosΩ3(t− t′) + Ω5
Ω24 − Ω25
cosΩ4(t− t′)
]
+
F
2
(nq−pi − npi)
[
Ω6
Ω23 − Ω26
cosΩ3(t− t′) + Ω6
Ω24 − Ω26
cosΩ4(t− t′)
]
+
F
2
(nq−pi + npi + 1)
(
Ω5
Ω23 − Ω25
+
Ω5
Ω24 − Ω25
)
cosΩ5(t− t′)
−F
2
(nq−pi − npi)
(
Ω6
Ω23 − Ω26
+
Ω6
Ω24 − Ω26
)
cos Ω6(t− t′)
(F.4)
lΦΦ12 (k,−q− k,pi,−pi + q, t′, t)) =
− 1
2iωk+q
[δ3(k+ pi) + δ
3(−q− k+ pi)] sinωq+k(t− t′) cosωk(t− t′)
− F
2iωk+q
(nq−pi + npi + 1)
[
Ω5
Ω23 − Ω25
sin Ω3(t− t′) + Ω5
Ω24 − Ω25
sin Ω4(t− t′)
]
+
F
2iωk+q
(nq−pi − npi)
[
Ω6
Ω23 − Ω26
sin Ω3(t− t′) + Ω6
Ω24 − Ω26
sin Ω4(t− t′)
]
+
F
2iωk+q
(nq−pi + npi + 1)
(
Ω3
Ω23 − Ω25
+
Ω4
Ω24 − Ω25
)
sin Ω5(t− t′)
− F
2iωk+q
(nq−pi − npi)
(
Ω3
Ω23 − Ω26
+
Ω4
Ω24 − Ω26
)
sinΩ6(t− t′)
(F.5)
lΦΦ21 (k,−q− k,pi,−pi + q, t′, t)) =
− 1
2iωk
[δ3(k + pi) + δ
3(−q− k+ pi)] cosωq+k(t− t′) sinωk(t− t′)
− F
2iωk
(nq−pi + npi + 1)
[
Ω5
Ω23 − Ω25
sinΩ3(t− t′)− Ω5
Ω24 − Ω25
sin Ω4(t− t′)
]
+
F
2iωk
(nq−pi − npi)
[
Ω6
Ω23 − Ω26
sinΩ3(t− t′)− Ω6
Ω24 − Ω26
sin Ω4(t− t′)
]
+
F
2iωk
(nq−pi + npi + 1)
(
Ω3
Ω23 − Ω25
− Ω4
Ω24 − Ω25
)
sin Ω5(t− t′)
− F
2iωk
(nq−pi − npi)
(
Ω3
Ω23 − Ω26
− Ω4
Ω24 − Ω26
)
sinΩ6(t− t′)
(F.6)
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lΦΦ22 (k,−q− k,pi,−pi + q, t′, t)) =
+
1
2ωkωk+q
[δ3(k+ pi) + δ
3(−q− k+ pi)] sinωq+k(t− t′) sinωk(t− t′)
− F
2ωkωk+q
(nq−pi + npi + 1)
[
Ω5
Ω23 − Ω25
cosΩ3(t− t′)− Ω5
Ω24 − Ω25
cos Ω4(t− t′)
]
+
F
2ωkωk+q
(nq−pi − npi)
[
Ω6
Ω23 − Ω26
cosΩ3(t− t′)− Ω6
Ω24 − Ω26
cos Ω4(t− t′)
]
+
F
2ωkωk+q
(nq−pi + npi + 1)
(
Ω5
Ω23 − Ω25
− Ω5
Ω24 − Ω25
)
cosΩ5(t− t′)
− F
2ωkωk+q
(nq−pi − npi)
(
Ω6
Ω23 − Ω26
− Ω6
Ω24 − Ω26
)
cosΩ6(t− t′)
(F.7)
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