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Abstract
The Euler scheme is a well-known method of approximation of solutions of stochastic dif-
ferential equations (SDEs). A lot of results are now available concerning the precision of this
approximation in case of equations driven by a drift and a Brownian motion. More recently, peo-
ple got interested in the approximation of solutions of SDEs driven by a general L'evy process.
One of the problem when we use L'evy processes is that we cannot simulate them in general and
so we cannot apply the Euler scheme. We propose here a new method of approximation based
on the cuto" of the small jumps of the L'evy process involved. In order to :nd the speed of
convergence of our approximation, we will use results about stability of the solutions of SDEs.
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1. Introduction
1.1. Setting and description of the paper
We consider the following stochastic di"erential equation (SDE):
Xt = X0 +
∫ t
0
f(Xs−) dZs; t ∈ [0; 1]; (1.1)
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where X0 is a random variable we can simulate and f is a C2 function with f, f′
and f′′ bounded and Z is an R-valued L'evy process. We study processes on the
time interval [0; 1] but the result (namely Theorem 2.1) extends to R+. Everything
is 1-dimensional, the extension of the result to the d-dimensional case being almost
straightforward. In the same way, a classical localization argument would allow us to
extend the result to the case when f, f′ and f′′ are not bounded but we leave it to
the reader for the sake of simplicity.
The L'evy process Z has characteristics (b; c; F) with respect to the truncation function
h(x) = x1|x|6a for some a¿ 0, that is,
E(eiuZt ) = exp
[
t
(
iub− cu
2
2
+
∫
F(dx)(eiux − 1− iux1|x|6a)
)]
:
We suppose that F = 0, because the case when F = 0 has been already studied in
details as said below.
A number of papers have been devoted to studying the rate of convergence of the
Euler scheme for this equation. That is, the approximated solution is de:ned at the
times i=n, by induction on the integer i, according to the formula
X n0 = X0; X
n
i=n = X
n
(i−1)=n + f(X
n
(i−1)=n)(Zi=n − Z(i−1)=n):
This scheme allows for numerical computations, using Monte-Carlo techniques, pro-
vided one can simulate the increments Zt − Zs of the L'evy process Z .
One problem consists in computing an approximation of the expected value E(g(X1))
for smooth enough functions g, and we need to evaluate the error an(g) = E(g(X n1 ))−
E(g(X1)). This problem has been extensively studied when Y is continuous (i.e. F =0)
and c¿ 0: we can quote, with increasing order of generality as to the smoothness of f
and g, the works of Talay and Tubaro (1990) and Bally and Talay (1996a, b), where
it is proved that an(g) is of order 1=n and where an expansion of an(g) as increasing
powers of 1=n is exhibited. In Protter and Talay (1997) the same problem is studied
for discontinuous Z , but there it is proved that an(g) = O(1=n). The techniques are
essentially analytical.
Another problem consists in computing an approximation of the law of some func-
tional of the paths, like, e.g. supt61 Xt , and for this we need to evaluate the (dis-
cretized) error process X n[nt]=n − X[nt]=n. For this problem one uses stochastic calculus
techniques, and the idea is to :nd a sequence n going to ∞ such that the sequence
(n(X n[nt]=n−X[nt]=n)) is tight. This is the point of Jacod (2001) where the n’s are given
in terms of the concentration of the L'evy measure of Z around 0. The reader will also
:nd results about this problem in the works of Jacod and Protter (1998) and Kurtz
and Protter (1991).
Apart from some particular cases (which include the symmetric stable process,
though) we do not know how to simulate Zt for all t. However, in general the L'evy
measure is known and it is thus relatively easy to simulate the jumps of Z condi-
tionally on the fact that they are outside any given open interval containing 0, and
the main assumption of this paper is that we are able to do that. Using this fact, we
build (simulatable) approximations X˜ n of X . Then we exhibit a sequence (n) such
that n(X − X˜ n) is tight and any limit point is non-null; such a sequence (n) will
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be called the rate of convergence of X − X˜ n even if there are other sequences (˜n)
satisfying this property.
Let us now describe the construction of X˜ n. We de:ne an approximation Zn of Z in
the following way: we take a sequence (Dn) such that Dn ⊂ R\{0} and Dn ↗ R\{0}
(namely, we take un; vn ¿ 0, un; vn −−→
n→+∞ + ∞ and Dn = (−∞;−1=vn] ∩ [1=un;+∞)).
We set Zn = Z minus the compensated jumps of Z . The process (X˜ n) is then de:ned
in the following way:
(1) Between the jumps of Zn (called Tn1 ¡T
n
2 ¡ · · · and which form a Poisson point
process), X˜ n is the classical Euler approximation with some step 1=kn (which is at
our choice) of the solution of the equation: dX ′t = X0 +
∫ t
0 f(X
′
s−) dZ
n
s (note that
on [Tni ; T
n
i+1], Z
n is just a drift plus a Brownian motion).
(2) When Zn has a jump OZnt at time t, X˜
n
t is obtained from X˜
n
t− by X˜
n
t = X˜
n
t− +
f(X˜ nt−)OZ
n
t .
Our main result is Theorem 2.1 which gives the rate of convergence n in terms of
the characteristics of Z and un; vn; kn.
Our approximation needs a random number of steps, depending on the jump times Tni
and on kn. We de:ne the number of operations needed to compute X˜ n to be this number
of steps. At each step, we do a bounded number of additions, multiplications and
simulation of random variables, and so the number of operations is roughly proportional
to the computer time needed to compute X˜ n. We de:ne the precision to be the inverse
of the rate of convergence. The rate of convergence of X − X˜ n is a function of some
parameters n =n(un; vn; kn). We will see that n =n(un; vn; kn)6wn =wn(un; vn) (wn
is a quantity depending only on un; vn) and in Proposition 5.2 we will prove that, in
some cases, the optimal choice of kn regarding the average number of operations and
the precision is such that n = wn.
Let us now give an application of Theorem 2.1 in an example. Here, we denote by
N the average number of operations and we express the precision in term of N (if
Z is continuous, the number of steps is kn and then N = kn). For example, if Z has
a L'evy measure F(dx) = 1x =0=|x|1+ (the L'evy measure of a stable process), for an
average of N operations, we will :nd a precision of order:
(1) If c = 0:
(a) 1=N (2−)=2 if ¿ 2=3.
(b) 1=N if 6 2=3 and b = 0.
(c) 1=N (2−)=2 if 6 2=3 and b = 0.
(2) If c = 0:
(a) 1=N (2−)=2 if ¿ 1.
(b) 1=N 1=2 if 6 1.
In view of the construction of X˜ n, we can make a remark about the rates in that
example. If Z has a L'evy measure F(dx)=1=|x|+1 with 1¡¡ 2, we have a precision
of order 1=N (2−)=2 for an average of N operations. For  near 2, this is very bad. But
this is not surprising since by approximating Z by Zn, we neglect the “small” jumps,
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which are all the more important as  is near 2. In the same way, if b = 0 and c = 0
and F(dx) = 1=|x|+1, we then have a precision of order 1=N (2−)=2 for an average of
N operations. For  near 0, this is good. And this is also not surprising as the “small”
jumps of Z are less important for  near 0.
In Section 2, we will state our main result (Theorem 2.1) and we will separate
X − X˜ n into X −X n plus X n− X˜ n. The aim of this decomposition is to :nd sequences
(′n) and (
′′
n ) such that (
′
n(X −X n); ′′n (X n− X˜ n)) is tight with any limit point (A; B)
such that A + B is non-null; we will then have n = inf (′n; 
′′
n ). In Section 3, we
will make computations on some terms of this decomposition. In Section 4, we will
prove Theorem 2.1. In Section 5, we will explain what is the optimal choice of (kn).
In Section 6, we will give some numerical examples. Section 7 is devoted to some
technical lemmas.
1.2. Notations
We denote by D([0; 1];Rk) the Skorohod space of cRadlRag functions taking values in
Rk (k ∈N∗). We set D =D([0; 1];R). For all k ∈N∗, D([0; 1];Rk) is equipped with
the Skorohod topology. In the rest of the paper, the symbol “⇒” means convergence in
law for the Skorohod topology on D([0; 1];Rk), the symbol “ a:s:−→” means almost sure
convergence and the symbol “
proba:−→” means convergence in probability. When applied
to processes, these will always be with respect to the Skorohod topology.
In the sequel, we will call extraction a strictly increasing function N → N (and
will usually denote it by g or h). We will use this notation for subsequences. For
any sequence (an), a subsequence of (an) is a sequence obtained from (an) with an
extraction g: (ag(n)).
For two sequences (an); (bn) of (0;+∞), we write an 4 bn if there exists a constant
C ∈R+∗ such that ∀n∈N∗; an6Cbn and we write an ¡ bn if there exists a constant
C ∈R+∗ such that ∀n∈N∗; an¿Cbn. For two sequences (an); (bn) of (0;+∞), we
write an  bn if an 4 bn and an ¡ bn.
For two sequences (an); (bn) of (0;+∞), we write an 
n→+∞
bn if an=bn −−→
n→+∞ 0, and
an 
n→+∞
bn if an=bn −−→
n→+∞ +∞.
2. Main result and description of the method used
2.1. Construction of X˜ n and main result
We begin by de:ning precisely X˜ n. Let us introduce some notation in order to
specify Zn. The process Z is de:ned on a :ltered probability space (";F; (Ft)06t61).
We know that Zt can be written as
Zt = bt +
√
cWt + Mt + Nt;
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where W is a Brownian motion and
Nt =
∑
s6t
OZs1|OZs|¿a
and M is a purely discontinuous L2 martingale and M; N and W are independent. We
start with a sequence Dn := (−∞;−1=vn] ∩ [1=un;+∞) (un; vn ¿ 0 going to in:nity)
converging to R \ {0} and we set
Mnt :=
∑
s6t
OZs1Dn∩[−a;a](OZs)− t
∫
Dn∩[−a;a]
xF(dx):
We have that Mn −−→
n→+∞M locally uniformly in L
2.
Let Zn be
Znt := bt +
√
cWt + Mnt + Nt = bnt +
√
cWt + Nnt ;
where
Nnt :=
∑
s6t
OZs1Dn(OZs)
and
bn := b−
∫
Dn∩[−a;a]
xF(dx):
We have that Znt converges in probability to Zt uniformly in t ∈ [0; 1].
There are two special cases we want to treat before going further.
(1) If f is constant equal to Cf = 0 on the points visited by the process (Xt−)06t61,
then Xt =CfZt for all t and we set X˜ nt =CfZ
n
t . In this case, the rate of convergence
of X − X˜ n is the rate of convergence of Z − Zn and the result about this rate can
be found in Section 3.1. If f is null then there is nothing to do. So in the sequel,
we suppose that f is not constant on the points visited by the process (Xt−)06t61.
(2) If Z is a compound Poisson process, then the process X n itself can be simulated and
P(X nt =Xt; 06 t6 1)=P(Znt =Zt; 06 t6 1) −−→n→+∞ 1 so the rate of convergence
is in:nite. If, in addition, we make the assumption that we can simulate Z then
the process X itself can be simulated and the rate of convergence is also in:nite.
So in the sequel, we suppose we are not in this case (but Theorem 2.1 applies in
this case).
Let n be :xed. We denote by T 1n ; T
2
n ; : : : the jump times of Z
n and we set Tn0 = 0. We
take an integer kn. We call tn0 ¡t
n
1 ¡t
n
2 ¡ · · · the stopping times constructed recursively
tn0 = 0; t
n
i+1 = inf{tni + 1=kn; T nj : Tnj ¿ tni }:
For all t ∈ [0; 1], we set Kn(t) := sup{i; tni 6 t} and Kn = Kn(1). We set
(n(t) := tnKn(t) = sup{tni : tni 6 t};
)n := F(Dn); S)n := sup()n; kn):
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We set
X˜ nt = X0 +
∫ t
0
f(X˜ n(n(s−))(
√
c dWs + bn ds) +
∫ t
0
f(X˜ ns−) dN
n
s : (2.1)
We see that if bn = c = 0 then X˜ n is constant between the jump times Tni of Z
n and
thus X˜ n is the same for any kn, so we can impose kn = 1 in this case. In order to
enlighten the reader about X˜ n, let us now show how to simulate X˜ n at the points
tn0 ; t
n
1 ; t
n
2 ; : : ::
(1) we simulate X˜ n0 with same law as X0,
(2) we simulate the next jump time of Zn (the times between the jumps of Zn are
exponential with parameter )n),
(3) if we have not bn = c = 0, between the jump times Tni and T
n
i+1, X˜
n is de:ned
recursively by X˜ ntnj+1 = X˜
n
tnj
+ f(X˜ ntnj )bn(t
n
j+1 − tnj ) + f(X˜ ntnj )
√
c(Wtnj+1 − Wtnj ) if tnj+1
is not a jump time of Zn (so we have to simulate the increments Wtnj+1 − Wtnj if
c = 0),
if bn =0 and c=0 then X˜ n is constant between Tni and T
n
i+1 and there is nothing
to do at this step,
(4) when arriving at a jump time tnj+1 = T
n
i , we introduce a variable
X˜ nTni − = X˜
n
tnj
+ f(X˜ ntnj )bn(t
n
j+1 − tnj ) + f(X˜ ntnj )
√
c(Wtnj+1 −Wtnj )
and we set
X˜ nTni = X˜
n
Tni − + f(X˜
n
Tni −)OZ
n
Tnj
(so we have to simulate OZnTnj ) then we get back to the second step.
The number of steps in this scheme is Kn and satis:es: E(Kn + 1) = *n:
)n=(1 − e−)n=kn)  )n + kn  S)n by Lemma 7.2. As we have said in the introduc-
tion, *n represents the numerical cost of our scheme.
We can now state our main result. In the following statement, the terms of the form
“1/0” are in:nite and when they appear in an “inf” they are not taken into account.
Theorem 2.1. Assume that Z is not a compound Poisson process and that:
(i) ∃wn −−→
n→+∞ +∞ such that wn(Z − Z
n) =⇒
n→+∞M ,
(ii) the sequence (kn) is such that n: inf (wn; S)n=b2n;
√
S)n=c) −−→
n→+∞ +∞ then
n(X − X˜ n) is tight:
If, in addition, we have
(iii) kn)n −−→n→+∞ A∈ [0;+∞],
n
wn
−−→
n→+∞ 1 ∈ [0; 1],
n
( S)n=b2n)
−−→
n→+∞ 2 ∈ [0; 1],
n
(
√
S)n=c)
−−→
n→+∞ 3 ∈ [0; 1]
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then
n(X − X˜ n) =⇒
n→+∞1U + V (2c(A); 3
√
c(A)); (2.2)
where
c(A) =


sup(1; A)(1− e−1=AA(1−e−1=A) ) if A∈ (0;+∞);
1 if A = 0;
1=2 if A = +∞
(2.3)
and U is the solution of
Ut :=
∫ t
0
f′(Xs−)Us− dZs +
∫ t
0
f(Xs−) dMs (2.4)
and for any a1; a2 ∈R, V (a1; a2) is the solution of
Vt(a1; a2) =
∫ t
0
f′(Xs−)Vs−(a1; a2) dZs +
∫ t
0
f′(Xs−)f(Xs−) d(a1s + a2Bs);
(2.5)
where B a Brownian motion and B, M , Z are independent.
Let us now make some remarks about this theorem.
• Eqs. (2.4) and (2.5) are linear and they each have a unique solution.
• Up to taking subsequences, point (iii) of the above theorem can be ful:lled. So, if
we have (i) and (ii), then all the limit points of n(X − X˜ n) have the same form as
the limit in Eq. (2.2).
• The sequences (un) and (vn) are at our choice and they determine (wn). The sequence
(kn) is also at our choice. Our aim is to choose these parameters such that we have
points (i) and (ii), such that n is as big as possible (compared to the average number
of operations which is  )n + kn) and such that n(X − X˜ n) has only non-null limit
points. Lemma 4.9 gives suTcient conditions for having these limit points never
null.
2.2. Description of the method
We will here decompose X − X˜ n into two terms X − X n plus X n − X˜ n, and we
will express these in a convenient way for the future computations. At the end of this
subsection, we will explain why this will be useful.
For all n, we set X n to be the unique strong solution of
X nt = X0 +
∫ t
0
f(X ns−) dZ
n
s : (2.6)
We set
-(x; y) :=
{ f(x)−f(y)
x−y if x = y;
f′(x) if x = y:
(2.7)
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We then have
Xt − X nt =
∫ t
0
(f(Xs−)− f(X ns−)) dZs +
∫ t
0
f(X ns−)( dZs − dZns )
=
∫ t
0
-(Xs−; X ns−)(Xs− − X ns−) dZs +
∫ t
0
f(X ns−) d(Z − Zn)s (2.8)
and
X nt − X˜ nt =
∫ t
0
f(X ns−) d(bns +
√
cWs + Nns )
−
∫ t
0
f(X˜ n(n(s−)) d(bns +
√
cWs)−
∫ t
0
f(X˜ ns−) dN
n
s
= (1)n; t + (2)n; t ;
where
(1)n; t :=
∫ t
0
[f(X ns−)− f(X˜ ns−)] d(bns +
√
cWs + Nns );
(2)n; t :=
∫ t
0
[f(X˜ ns−)− f(X˜ n(n(s−))] d(bns +
√
cWs):
The :rst integral above is equal to
(1)n; t =
∫ t
0
-(X ns−; X˜
n
s−)(X
n
s− − X˜ ns−) d(bns +
√
cWs + Nns ):
We set for all t:
Y nt :=
∫ t
0
√
c(Wu −W(n(u)) + bn(u− (n(u)) d(bnu +
√
cWu):
As X˜ ns− − X˜ n(n(s−) = f(X˜ n(n(s))(
√
c(Ws − W(n(s)) + bn(s − (n(s))) if s¿(n(s), we see
that the second integral above is equal to
(2)n; t =
∫ t
0
-(X˜ ns−; X˜
n
(n(s−))f(X˜
n
(n(s)) dY
n
s :
We then have
X nt − X˜ nt =
∫ t
0
-(X ns−; X˜
n
s−)(X
n
s− − X˜ ns−) dZns +
∫ t
0
-(X˜ ns−; X˜
n
(n(s−))f(X˜
n
(n(s)) dY
n
s :
(2.9)
In view of Eqs. (2.8) and (2.9), if Y n and Z − Zn converge to 0 in law, some
results on the stability of the solutions of SDEs will allow us to say that the rate of
convergence of X −X n is equal to the rate of convergence of Z −Zn and that the rate
of convergence of X n − X˜ n is equal to the rate of convergence of Y n (the reader can
see Jakubowski et al. (1989), M'emin and S lominski (1991), S lominski (1989) about
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these results and the summary of these results which we give in Section 4.1). So we
devote the next section to the study of Z − Zn and Y n.
For technical purposes, we introduce here Condition (C0):
Condition (C0). c = 0 and bn = 0 after a certain rank
and Condition (C1):
Condition (C1). S)n −−→
n→+∞ +∞ and
S)n
b2n
−−→
n→+∞ +∞.
Theorem 2.1 can apply in fact in two di"erent cases:
If (C0) holds then we have said that there is no Euler scheme to perform between
the jumps of Zn and we have (iii) (of Theorem 2.1) with 1 = 1 and 2 = 3 = 0 and
we have n −−→
n→+∞ +∞ as soon as wn −−→n→+∞ +∞, so the conditions of Theorem 2.1
are easiest to satisfy. Moreover, X n = X˜ n and Y n = 0 (after a certain rank), so we do
not have to study X n − X˜ n.
If (C0) does not hold then, as proved in the lemma below, n −−→
n→+∞ + ∞ if and
only if wn −−→
n→+∞ +∞ and (C1) holds.
Lemma 2.2. Assume that Z is not a compound Poisson process, then n −−→
n→+∞ +∞
is equivalent to
wn −−→
n→+∞ +∞ and [(C0) holds or (C1) holds]:
Proof. If (C0) or (C1) holds and if wn −−→
n→+∞ +∞ then it is clear that n −−→n→+∞ +∞.
If n −−→
n→+∞ = +∞ then: We have wn −−→n→+∞ +∞. Let us suppose that (C0) does not
hold. We have that S)n=b2n −−→n→+∞ + ∞. If c = 0 or F(R) = ∞ then it is clear that
S)n −−→
n→+∞ +∞. In the case when c = 0 and F(R)¡∞, as we have excluded the case
bn −−→
n→+∞ 0 (Z is not a compound Poisson process), we then have bn −−→n→+∞ b∞ ∈R
∗,
so S)n −−→
n→+∞ +∞.
3. Study of Z − Zn and Yn
3.1. Rate of convergence of Z − Zn
We search for sequences (un), (vn), (wn) such that wn(Z − Zn) converges in law
to a non-null process. The next lemma contains what we can do in general, the proof
will be given after some preliminaries.
Lemma 3.1. If
u2
∫
|x|¡1=u
x2F(dx) →
u→+∞ +∞ (3.1)
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then, for any sequence un going to in<nity and with vn = un and
wn =
(∫
|x|¡1=un
x2F(dx)
)−1=2
we have
wn(Z − Zn) =⇒
n→+∞M; (3.2)
where M is a standard Brownian motion.
Remark 3.2. The reader should remember this remark looking at the examples at the
end of this paper.
It would be easy to show that if n2
∫ 1=n
0 x
2F(dx) −−→
n→+∞ + ∞ and n
2
∫ 0
−1=n x
2F(dx)
−−→
n→+∞ +∞ then for any un, vn going to in:nity and
wn =
(∫
−1=vn6x61=un
x2F(dx)
)−1=2
we have (3.2) again. In view of the rate of convergence which we give in Theorem
2.1, it may seem interesting to choose un and vn such that bn = 0 for all n (which
might not be the case if we impose un = vn) and thus improve the rate of convergence.
In fact, taking un = vn would not signi:cantly change our proof, but we did not :nd
any example with some vn = un and bn = 0 in which the rate of convergence is indeed
improved. So, for the sake of simplicity, we prefer to take vn = un.
Assumption (3.1) seems natural, for example, any stable process satis:es this as-
sumption. If we do not make this assumption, we do not know how to :nd un, vn,
wn in general and we treat two particular cases in the examples at the end of the
subsection.
Before going into the proof of Lemma 3.1, we will develop some basic facts about
L'evy processes (the reader can see Bertoin (1996), Jacod (1985), Jacod and Shiryaev
(1987) for more details). The main idea is the following: as for any sequence (wn),
wn(Z − Zn) is a L'evy process for any n, then any limit of the sequence (wn(Z − Zn))
will also be a L'evy process and its convergence in law is equivalent to the convergence
in law of (wn(Z1 −Zn1 )) and this convergence can be read on the characteristics of the
law of (wn(Z1 − Zn1 )), which is in:nitely divisible.
The :rst Lemma is well-known and is recalled without proof (this is Theorem 2.9
on p. 355 of Jacod and Shiryaev (1987)).
Lemma 3.3. If (2n)n¿0 is a sequence of in<nitely divisible law on R with respective
characteristics (Bn; cn; Gn) and 2 is an in<nitely divisible law on R with characteristics
(B∞; c∞; G∞) such that G∞({a}) = 0 (we recall that Bn and B∞ are computed with
the truncation function ha), then 2n converges weakly to 2 if and only if:
[] Bn −−→
n→+∞ B∞;
[*] c˜n −−→
n→+∞ c˜∞ where c˜n: cn +
∫
|x|6a x
2Gn(dx) (n∈ [0;+∞]),
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[4] Gn(f) −−→
n→+∞G∞(f) for all function f continuous, bounded, null on a neighbor-
hood of zero, the last condition (3) being equivalent to:
[4bis] ∀y¿ 0, if G({y}) = 0 then Gn([y;+∞)) −−→
n→+∞G∞([y;+∞)) and if
G({−y}) = 0 then Gn((−∞;−y]) −−→
n→+∞G∞((−∞;−y]).
Lemma 3.4. If F∞ is a Levy measure such that F∞({a}) = 0, then wn(Z − Zn)
converges in law to a Levy process with characteristics (b∞; c∞; F∞) if and only if:
[′] −wn
∫
Dcn∩[−a=wn;a=wn]c xF(dx) −−→n→+∞ b∞,
[*′] w2n
∫
Dcn∩[−a=wn;a=wn] x
2F(dx) −−→
n→+∞ c∞,
[4′] ∀y¿ 0, if F∞({y}) = 0 then
∫
y=wn6x¡1=un
F(dx) −−→
n→+∞ F∞([y;+∞)) and if
F∞({−y}) = 0 then
∫
−1=vn¡x6−y=wn F(dx) −−→n→+∞ F∞((−∞;−y]).
Proof. We recall that the convergence in law of a L'evy process is equivalent to the
convergence in law of its distribution at time 1 (see Jacod and Shiryaev, 1987). The
proof is an application of Lemma 3.3 above. By construction, Z − Zn is a purely
discontinuous martingale with jumps OZs1Dcn∩[−a;a](OZs), hence
E(ei5wn(Z1−Z
n
1 )) = exp
(∫
Dcn∩[−a;a]
(ei5wnx − 1− i5wnx)F(dx)
)
:
Let us denote by Fn the measure such that Fn([a1; a2])=F([a1=wn; a2=wn]). For n large
enough, we have Dcn ∩ [− a; a] = Dcn, and the exponent above is then equal to∫
1Dcn(x=wn)(e
i5x − 1− i5x1[−a;a](x))Fn(dx)
−i5wn
∫
x1Dcn∩[−a=wn;a=wn]c(x)F(dx)
and the characteristics of wn(Z − Zn) are then(
−wn
∫
Dcn∩[−a=wn;a=wn]c
xF(dx); 0; 1Dcn(x=wn)Fn(dx)
)
:
Then a simple computation allows to :nish the proof.
Proof of Lemma 3.1. We use here Lemma 3.4. By (3.1), we have
wn =
(∫
|x|¡1=un
x2F(dx)
)−1=2

n→+∞
un:
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So the limits in [′] and [4′] are equal to zero because we integrate on the empty set
for n large enough. Similarly, for n large enough, we have
w2n
∫
Dcn∩[−a=wn;a=wn]
x2F(dx) = w2n
∫
|x|¡1=un
x2F(dx) = 1:
So the limit in [*′] is equal to 1.
In the following examples, we take a = 1.
Example 3.5. Let Z be a stable process of index ∈ (0; 2), so
F(dx) =
(
a+
x1+
1x¿0 +
a−
|x|1+ 1x¡0
)
dx
We have
u2
∫
|x|¡1=u
x2F(dx) =
a+ + a−
2−  u
 −−→
n→+∞ +∞
so we have (3.1) and Lemma 3.1 says that, with
wn =
√
2− 
a+ + a−
u2−=2n ;
wn(Z − Zn) converges to a standard Brownian motion.
Example 3.6. Let Z have characteristics (0; 0; 1x10¡x61 dx). We do not have (3.1) here.
Taking un = vn = wn going to in:nity, we see that wn(Z − Zn) converges to a process
having the same law as Z .
Example 3.7. Let Z have characteristics (0; 0; F) with
F(dx) := −1
x
(
2
log(x)
− 1
(log(x))2
)
10¡x61=2 dx:
For any u¿ 2, we have∫ 1=u
0
x2F(dx) =
[
− x
2
log(x)
]1=u
0
=
1
u2 log(u)
:
This shows that (3.1) fails. We choose wn = n. Whatever un we choose
n2
∫
06x6inf (1=un;1=n)
x2F(dx) =


n2
∫
06x61=n
x2F(dx) = 1log(n) if n¿ un
n2
∫
06x61=un
x2F(dx) = n
2
u2n log(un)
if n6 un:
Consequently, n2
∫
06x6inf (1=un;1=n)
x2F(dx) −−→
n→+∞ 0 and the limit in [*
′] is always 0.
Let us set un such that un log(un) = n. After some computation, we arrive at
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(for all y¿ 0):
n
∫ 1=un
1=n
xF(dx) ∼
n→+∞2−
2
log(2n)
−−→
n→+∞ 2
and ∫ 1=un
y=n
F(dx) ∼
n→+∞2 log
(
log(un log(un))− log(y)
log(un)
)
−−→
n→+∞ 0:
In this case, there exists a limiting process and it has characteristics (−2; 0; 0) (a “pure
drift process”).
3.2. Study of Y n
The sequences ()n) and (kn) are at our choice (made later in fact), and it is not a
restriction (up to taking subsequences) to suppose that kn=)n converges, i.e.
kn
)n
−−→
n→+∞ A∈ [0;+∞]:
We have
Y nt = c
∫ t
0
(Wu −W(n(u)) dWu +
∫ t
0
b2n(u− (n(u)) du
+
∫ t
0
√
cbn(u− (n(u)) dWu +
∫ t
0
√
cbn(Wu −W(n(u)) du: (3.3)
We now write some lemmas we will need later concerning these four pieces of Y n
and their convergence.
Lemma 3.8. If S)n −−→
n→+∞ +∞, we have(√
S)n
∫ :
0
(Wu −W(n(u)) dWu; Z
)
=⇒
n→+∞(
√
c(A)B; Z)
with B a Brownian motion independent of Z and
E
(
sup
t∈[0;1]
(∫ t
0
(Wu −W(n(u)) dWu
)2)
−−→
n→+∞ 0;
where c(A) is de<ned in Eq. (2.3).
Lemma 3.9. If S)n −−→
n→+∞ +∞, we have
S)n
∫ :
0
(u− (n(u)) du =⇒
n→+∞c(A) Id;
where c(A) is de<ned in Eq. (2.3).
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Lemma 3.10. We set
6n(t) :=
∫ t
0
-(X˜ nu−; X˜
n
(n(u−))f(X˜
n
(n(u−))(Wu −W(n(u)) du:
If S)n −−→
n→+∞ +∞, we have:
(i) the sequence ( S)n
1+
|bn|√
S)n
sup06s61 |6n(s)|) is tight,
(ii) the sequence ( S)n sup06s61 |
∫ s
0 (Wu −W(n(u)) du|) is tight,
(iii) E(supt∈[0;1](
∫ t
0 (u− (n(u)) dWu)2)6C= S)2n for some constant C.
Proof of Lemma 3.8. Let us denote by Bn the process
√
S)n
∫ :
0(Wu −W(n(u)) dWu. We
want to show the joint convergence: (Bn; Z) =⇒
n→+∞(B; Z) with B a Brownian motion in-
dependent of Z independent. To this purpose, we will use the results of Jacod (1997)
about stable convergence in law. The process Bn is a continuous martingale and the
property (F) of Jacod (1997) is satis:ed with the :ltration F = (Ft)t¿0 and the con-
tinuous martingale W . To apply Theorem 2.1 of Jacod (1997), it remains to show that
for all t : 〈Bn; Bn〉t proba:−−→
n→+∞ c2(A)t and 〈B
n; Z〉t proba:−−→
n→+∞ 0.
The process 〈Bn; Bn〉t is equal to
S)n
∫ t
0
(Wu −W(n(u))2 du = (1)n; t − (2)n; t ;
where
(1)n; t := S)n
∑
06i6Kn(t)
∫ tni+1
tni
(Wu −Wtni )2 du;
(2)n; t := S)n
∫ tnKn(t)+1
t
(Wu −W(n(t))2 du:
We look at the second term. Since W is independent of Gn = 7(tni ; i¿ 1) (and this
will be extensively used in the sequel), we have
E((2)n; t) = S)nE
(
E
(∫ tnKn(t)+1
t
(Wu −W(n(t))2 du|Gn
))
= S)nE
(∫ tnKn(t)+1
t
(u− (n(t)) du
)
6
1
2
S)nE((tKn(t)+1 − tKn(t))2):
The (Tni )i¿0 form a Poisson point process on R+ with intensity )n. So if Unt =inf{Tni −
t: Tni ¿ t} and Vnt = inf{t − Tni : Tni 6 t; i¿ 0} then Unt is exponential ()n) and Vnt is
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smaller than an exponential ()n). Since tKn(t)+1 − tKn(t)6 (Unt + Vnt ) ∧ 2=kn, we get
E((2)n; t)6
S)n
2
(
4
k2n
∧ [2E((Unt )2) + 2E((Vnt )2)]
)
6
S)n
2
(
4
k2n
∧ 4E((Unt )2)
)
=
2
S)n
−−→
n→+∞ 0:
Next, we look at the :rst term (1)n; t and want to use Lemma 7.3. We denote by
(Ui)i¿0 a sequence of i.i.d. variables having the same law as
∫ 1
0 W
2
u du and V1 a
variable independent of the Ui with exponential law with parameter 1. We have
(1)n; t = S)n
∑
06i6Kn(t)
∫ tni+1
tni
(Wu −Wtni )2 du
law= S)n
∑
06i6Kn(t)
(tni+1 − tni )2Ui: (3.4)
We will show that S)n
∑
06i6Kn(t)(t
n
i+1 − tni )2Ui satis:es the conditions of Lemma 7.3
with Y ni = S)n(t
n
i+1− tni )2Ui. Since tn1 − tn0 law=1=kn∧V1=)n, we have for some constants Cp:

E(tn1 − tn0) = 1−e
−)n=kn
)n
= 1*n ;
E((tn1 − tn0)2) = 2)2n (1− e
−)n=kn − )nkn e−)n=kn) = 2)n ( 1*n − e
−)n=kn
kn
);
E((tn1 − tn0)p)6 CpS)pn ∀p∈N
∗:
Then, since E(U0) = 1=2, we get
*nE(Y n0 ) =
S)n
)n
(
1− )n
kn
e−)n=kn
1− e−)n=kn
)
−−→
n→+∞ c(A):
Similarly, as E(U 20 ) = 1=3, we have for some constant C:
*nE((Y n0 )2)6
C)n
S)2n(1− e−)n=kn)
and we have
*nE((Y n0 )2) −−→n→+∞ 0:
So the Y ni ’s satisfy *nE(Y ni ) −−→n→+∞ c(A) and *nE((Y
n
1 )
2) −−→
n→+∞ 0. Moreover, Y
n
i is
independent of the event: {Kn(t)6 i−1}={tni ¿ t}. So the Y ni ’s satisfy the conditions
of Lemma 7.3 and thus
S)n
∑
06i6Kn(t)
(tni+1 − tni )2Ui
proba:−−→
n→+∞ c(A)t:
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So, by Eq. (3.4)
(1)n; t
proba:−−→
n→+∞ c(A)t:
We have thus shown that for all t:
〈Bn; Bn〉t proba:−−→
n→+∞ c(A)t:
The term 〈Bn; Z〉t satis:es
〈Bn; Z〉t =
√
S)n
∫ t
0
(Wu −W(n(u)) du
= (1)′n; t − (2)′n; t ;
where
(1)′n; t :=
√
S)n
∑
06i6Kn(t)
∫ tni+1
tni
(Wu −Wtni ) du;
(2)′n; t :=
√
S)n
∫ tnKn(t)+1
t
(Wu −W(n(u)) du:
We denote by (Ui)i¿0 a sequence of i.i.d. variables having same law as
∫ 1
0 Wu du and
independent of all the other variables. We have
((2)′n; t)
2law=
√
S)n(tnKn(t)+1 − t)3=2U0
and
S)nE((tnKn(t)+1 − t)3U 20 ) 6
S)n
3
E((tnKn(t)+1 − tKn(t))3)
6 S)n
C3
3 S)3n
−−→
n→+∞ 0:
So (2)′n; t
proba:−−→
n→+∞ 0. Term (1)
′
n; t has the same law as
∑
06i6Kn(t)
Y ni where Y
n
i =√
S)n(tni+1 − tni )3=2Ui. We have E(Y ni ) = 0 and
*nE((Y n0 )2) =
S)n*n
3
E((tn1 − tn0)3)
6
C3)n
3 S)2n(1− e−)n=kn)
−−→
n→+∞ 0:
Using Lemma 7.3, we deduce that for all t, 〈Bn; Z〉t proba:−−→
n→+∞ 0.
Then, applying Theorem 2.1 of Jacod (1997) (and using the same terminology): there
exists a very good extension of (";F; (Ft)06t61;P) and an F-conditional Gaussian
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martingale B′ on this extension with for all t:
〈B′; B′〉t = c(A)t; 〈B′; Z〉t = 0
and such that Bn stably converges in law to B′. So we have(√
S)n
∫ :
0
(Wu −W(n(u)) dWu; Z
)
=⇒
n→+∞(
√
c(A)B; Z)
with B a Brownian motion independent of Z . So we have proved the :rst part of the
lemma.
We have for some constant C, using Doob’s inequality and Lemmas 7.1, 7.2 for
Y ni = t
n
i+1 − tni :
E
(
sup
t∈[0;1]
(∫ t
0
(Wu −W(n(u)) dWu
)2)
6 4E
(
E
(∫ 1
0
(Wu −W(n(u))2 du|Gn
))
= 4E
( ∑
06i6Kn
∫ tni+1∧1
tni
(u− tni ) du
)
6 2E
( ∑
06i6Kn
(tni+1 − tni )2
)
= 2E(Kn + 1)E((tn1 − tn0)2)
6
2C2
S)2n
E(Kn + 1)
6
C*n
S)2n
−−→
n→+∞ 0:
Proof of Lemma 3.9. We have
S)n
∫ t
0
(u− (n(u)) du = S)n
∑
06i6Kn(t)
(tni+1 − tni )2
2
− S)n
∫ tnKn(t)
t
(u− (n(u)) du:
A similar computation as the one made for the quadratic variation 〈B; B〉 in the proof
of Lemma 3.8 shows that (using again Lemma 7.3)
S)n
∫ :
0
(u− (n(u)) du =⇒
n→+∞c(A) Id:
Before going into the proof of Lemma 3.10, we give a technical lemma which will
be of good use.
Lemma 3.11. For any sequence of process (Hn)n¿0 bounded by a constant M and
cadlag and Ft-adapted, there exists a constant C (depending only on M)
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such that
E
(
sup
t∈[0;1]
(∫ t
0
Hn(n(u)(Wu −W(n(u)) du
)2)
6
C
S)2n
:
Proof. We have
E
(
sup
t∈[0;1]
(∫ t
0
Hn(n(u)(Wu −W(n(u)) du
)2)
6 (3)n; t + (4)n; t ;
where
(3)n; t = 2E

 sup
t∈[0;1]

 ∑
06i6Kn(t)
∫ tni+1
tni
Hn(n(u)(Wu −W(n(u)) du


2

 ;
(4)n; t = 2E

 sup
t∈[0;1]
(∫ tnKn(t)
t
Hn(n(u)(Wu −W(n(u)) du
)2 :
The second term satis:es (we denote by (Vi)i¿0 some i.i.d. variables independent of
all the other variables and having the same law as
∫ 1
0 |Wu| du):
(4)n; t6 2E

 sup
t∈[0;1]
(∫ tnKn(t)
t
M |Wu −W(n(u)| du
)2
6 2E

 ∑
06i6Kn(t)
(∫ tni+1
tni
M |Wu −Wtni | du
)2
= 2E

 ∑
06i6Kn(t)
M 2(tni+1 − tni )3V 2i

 :
Let us now majorize the term (3)n; t . We set Uni :
∫ tni+1
tni
Hn(n(u)(Wu − W(n(u)) du. For all
n and for all i, (Uni )i¿0 is measurable with respect to Ftni+1 . For all n, i and for all
u¿ 0 we set: W˜ u = Wtni +u −Wtni . The process W˜ is a Brownian motion with respect
to the :ltration (Ftni +u)u¿0. We have
E(Uni |Ftni ) = E
(∫ tni+1
tni
Hntni (Ws −Wtni ) ds|Ftni
)
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= Hntni E
(∫ tni+1−tni
0
W˜ u du|Ftni
)
ds
= Hntni
∫ +∞
0
E(W˜ u1u6tni+1−tni |Ftni ) du:
And, as for all u¿ 0, W˜ u and 1u6tni+1−tni and Ftni are independent, we have
E(W˜ u1u6tni+1−tni |Ftni ) = E(W˜ u)E(1u6tni+1−tni ) = 0:
So, the Ui’s are the increments of a discrete martingale with respect to the :ltration
(Ftni )i¿0. So, using Doob’s inequality, we see that the :rst term satis:es
(3)n; t = 2E

 sup
06k6Kn
( ∑
06i6k
∫ tni+1
tni
Hn(n(u)(Wu −W(n(u)) du
)2
6 8E

( ∑
06i6Kn
∫ tni+1
tni
Hn(n(u)(Wu −W(n(u)) du
)2
= 8E

 ∑
06i6Kn
(∫ tni+1
tni
Hn(n(u)(Wu −W(n(u)) du
)2
= 8E
( ∑
06i6Kn
M 2(tni+1 − tni )3V 2i
)
:
We have thus (applying Lemmas 7.1 and 7.2 with Y ni = (t
n
i+1 − tni )3V 2i ) with some
constant C changing from line to line
E
(
sup
t∈[0;1]
(∫ t
0
Hn(n(u)(Wu −W(n(u)) du
)2)
6CE
( ∑
06i6Kn
(tni+1 − tni )3V 2i
)
=CE(Kn + 1)E((tni+1 − tni )3)E(V 20 )
6C
*n
S)3n
6
C
S)2n
:
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Proof of Lemma 3.10. (i) Taylor’s formula says that for all u, ! there exists ;n(u)
between X˜ n(n(u) and X˜
n
u− such that
-(X˜ nu−; X˜
n
(n(u)) = f
′(X˜ n(n(u)) +
1
2f
′′(;n(u))(X˜ nu− − X˜ n(n(u)):
And so
6n(t) = (1)n; t + (2)n; t (3.5)
where (as (n(u−) = (n(u) if u¿(n(u)):
(1)n; t :=
∫ t
0
f′(X˜ n(n(u))f(X˜
n
(n(u))(Wu −W(n(u)) du:
(2)n; t :=
∫ t
0
1
2
f′′(;n(u))f(X˜ n(n(u))(X˜
n
u − X˜ n(n(u))(Wu −W(n(u)) du:
The functions f and f′ are bounded, so by Lemma 3.11 we have for some constant
C:
E
(
sup
t∈[0;1]
((1)n; t)2
)
6
C
S)2n
: (3.6)
We now look at the term (2)n; t , we have
(2)n; t =
∫ t
0
1
2
f′′(;n(u))f(X˜ n(n(u))(X˜
n
u − X˜ n(n(u))(Wu −W(n(u)) du
=
∫ t
0
1
2
f′′(;n(u))f(X˜ n(n(u))
2[bn(u− (n(u))
+
√
c(Wu −W(n(u))](Wu −W(n(u)) du
(this equality is true because X˜ nu− X˜ n(n(u) =f(X˜ n(n(u))[bn(u− (n(u)) +
√
c(Wu−W(n(u))]
if u¿(n(u)). Hence, for some constant C:
sup
s6t
(2)n; s6C(|bn|n(t) +
√
c4n(t));
where
n(t) =
∫ t
0
(u− (n(u))|Wu −W(n(u−)| du;
4n(t) =
∫ t
0
(Wu −W(n(u))2 du:
We have shown in Lemma 3.8 that for all t:
S)n4n(t)
proba:−−→
n→+∞ c(A)t: (3.7)
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As the 4n’s are non-decreasing and as c(A)t is deterministic and non-decreasing and
continuous, this is also true uniformly in t ∈ [0; 1].
We denote by (Ui)i¿0 a sequence of variables independent of all the other variables
and being i.i.d. and having the same law as
∫ 1
0 u|Wu| du. We have (using Lemmas 7.1
and 7.2 with Y ni = (t
n
i+1 − tni )5=2Ui) for some constant C changing from line to line
E
(
sup
t∈[0;1]
n(t)
)
6CE
(∫ 1
0
(u− (n(u))|Wu −W(n(u)| du
)
6CE
( ∑
06i6Kn
(tni+1 − tni )5=2Ui
)
= CE(Kn + 1)E((tni+1 − tni )5=2)E(Ui)
6C*n
1
S)5=2n
6
C
S)3=2n
: (3.8)
And part (i) of the lemma easily follows from Eqs. (3.5)–(3.8).
(ii) This part of the lemma is a consequence of Lemma 3.11.
(iii) We have (using Doob’s inequality and Lemmas 7.1, 7.2) for some constant C:
E
(
sup
t∈[0;1]
(∫ t
0
(u− (n(u)) dWu
)2)
6 4 sup
t∈[0;1]
E
((∫ t
0
(u− (n(u)) dWu
)2)
= 4E
(∫ 1
0
(u− (n(u))2 du
)
6 4E
( ∑
06i6Kn
(tni+1 − tni )3
)
6 4E(Kn + 1)E((tn1 − tn0)3)
6
C
S)2n
:
4. Rate of convergence of X − X˜ n
4.1. Property UT and stability of solutions of SDEs
We will use several results about condition for uniform tightness (UT) and stability
of solutions of SDEs in the sequel and we write here the results we need. The complete
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de:nitions and proofs can be found in Jakubowski et al. (1989), Kurtz and Protter
(1990,1991), M'emin and S lominski (1991). We write the results for processes taking
values in R. They can in fact be extended to process taking values in Rk , k ∈N∗ and
this is done in Kurtz and Protter (1991). For any semimartingale Y n, we write
Y n = Yˆ n;a + Bn;a + Mn;a;
where Yˆ n;at :
∑
s6t OY
n
s 1<|Y ns |¿a and B
n;a, and Mn;a are the predictable bounded variation
and local martingale part of the special semimartingale Y n−Yˆ n;a. Lemma 4.1 is (almost)
Lemma 1.6 on p. 165 of M'emin and S lominski (1991), Proposition 4.2 is a consequence
of Proposition 1.5(a) on p. 164 of M'emin and S lominski (1991), Theorem 4.3 is a
part of Theorem 1.8 on p. 165 of M'emin and S lominski (1991) and Theorem 4.4 is a
consequence of Theorem 1 on p. 175 of S lominski (1989).
Lemma 4.1. If (Y n)n¿0 satis<es UT and if (Hn)n¿0 is a sequence of predictable
(relatively to the <ltration in which the Y n’s are given) and locally uniformly bounded
process, then the sequence (
∫ :
0 H
n
s dY
n
s )n¿0 satis<es UT.
Proposition 4.2. If the sequence (Y n) converges in law and if the total variation of
Bn;a is bounded in probability, then (Y n)n¿0 satis<es UT.
If (Y n) is a sequence of continuous martingales which converges in law, then
(Y n)n¿0 satis<es UT.
Theorem 4.3. Let (Un), (Vn) be two sequences of 1-dimensional semimartingales. If
(Un; V n)
proba:−−→
n→+∞ (U; V ) and if (V
n) is UT then
(
Un; V n;
∫ :
0
Us− dVns
)
proba:→
n→+∞
(
U; V;
∫ :
0
Us− dVs
)
:
And the same result holds if we replace “
proba:−−→
n→+∞ ” by “ =⇒n→+∞”.
Theorem 4.4. Let (Y n)n¿0 and (Hn)n¿0 be two sequences of 1-dimensional semi-
martingales. Let  :R→ R be a Lipschitz function, and Un be the solution of
Unt = H
n
t +
∫ t
0
 (Uns−) dY
n
s :
If (Y n; Hn)
proba:→
n→+∞(Y
∞; H∞) and if the sequence (Y n) is UT, then
(Un; Y n; Hn)
proba:→
n→+∞(U
∞; Y∞; H∞) where U∞ is the solution of
U∞t = H
∞
t +
∫ t
0
 (U∞s−) dY
∞
s
and the same result holds if we replace “
proba:−−→
n→+∞ ” with “ =⇒n→+∞”.
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4.2. Convergence of X n and X˜ n
Before studying the rate of convergence of X − X˜ n, we need to have results on the
convergence of X n and X˜ n.
Lemma 4.5. For any sequences (un) and (vn) going to in<nity, X n
proba:→
n→+∞X .
Proof. We have Zn
proba:−−→
n→+∞ Z and the sequence (Z
n)n¿0 is UT due to Proposition 4.2.
So, Eq. (1.1) and Theorem 4.4 give us X n
proba:−−→
n→+∞ X .
Now we want to show that X˜ n − X =⇒
n→+∞0. In view of Lemma 4.5 above, it is the
same as to show that X n − X˜ n =⇒
n→+∞0 (which is the same as X
n − X˜ n proba:−−→
n→+∞ 0).
If (C0) holds then X n = X˜ n for n large enough.
If (C0) does not hold, we now wish to show that it is necessary to impose S)n −−→
n→+∞
+∞ to have X n − X˜ n =⇒
n→+∞0.
If S)n −−→
n→+∞ +∞ fails, then: Up to taking subsequences, we can suppose bn = 0 for
all n. The sequence ()n) does not go to in:nity and so F(R)¡∞. The sequence (kn)
does not go to in:nity and up to taking subsequences, we can suppose that kn = k for
all n. The times of the jumps of Zn are a.s. after a certain rank equal to those of Z .
So, the probability that after a certain rank, Zn has no jump in [0; 1] is positive. If Zn
has no jump in [0; 1], we have for all t:
X nt − X˜ nt =
∫ t
0
(f(X ns )− f(X˜ [ks]
k
)) d(bns +
√
cWs):
As we have supposed that f is not constant on the points visited by (Xt−)06t61, if
c = 0 or if bn does not go to 0 we see that this expression does not go to 0 in
probability. If c = 0 and (bn) goes to 0 then F(R)¡∞ and c = 0 and b =
∫
R xF(dx),
and this case has been excluded in Section 2.
In conclusion, under our assumptions, we see that it is necessary that S)n −−→
n→+∞ +∞
to have X nt − X˜ nt =⇒n→+∞0.
Under the assumptions that (C0) does not hold and that S)n −−→
n→+∞ + ∞, Y
n =⇒
n→+∞0
if and only if S)n=b2n −−→n→+∞ +∞. As we will use Theorem 4.4 and Eq. (2.9) in order to
prove that X n − X˜ n proba:−−→
n→+∞ 0, this is why we impose (C1) in the next two lemmas.
Lemma 4.6. If (C1) holds then X˜ n
proba:−−→
n→+∞ X .
Proof. Let us set: Vnt := X
n
t − X˜ nt . We recall Eq. (2.9)
Vnt =
∫ t
0
-(X ns−; X˜
n
s−)V
n
s− dZ
n
s +
∫ t
0
-(X˜ ns−; X˜
n
(n(s−))f(X˜
n
(n(s−)) dY
n
s : (4.1)
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We have Zn =⇒
n→+∞Z so by Proposition 4.2, (Z
n)n¿0 is UT. As - is bounded then
(
∫ :
0 -(X˜
n
s−; X˜
n
(n(s−)) dZ
n
s )n¿0 is UT too because of Lemma 4.1. We have that Y
n is the
sum of three terms Y n = Y n;1 + Y n;2 + Y n;3 with
Y n;1t := c
∫ t
0
(Wu −W(n(u)) dWu + bn
∫ t
0
√
c(u− (n(u)) dWu; (4.2)
Y n;2t := b
2
n
∫ t
0
(u− (n(u)) du; (4.3)
Y n;3t := bn
√
c
∫ t
0
(Wu −W(n(u)) du: (4.4)
By Lemma 3.10, the Y n;3’s are such that, as (C1) holds∫ :
0
-(X˜ ns−; X˜
n
(n(s−))f(X˜
n
(n(s)) dY
n;3
s = bn
√
c6n =⇒
n→+∞0:
By Lemmas 3.8 and 3.10, the Y n;1’s are continuous martingales going to 0 uniformly
in L2 because (C1) holds. So, as - and f are bounded, we have, applying Doob’s
inequality:∫ :
0
-(X˜ ns−; X˜
n
(n(s−))f(X˜
n
(n(s)) dY
n;1
s −−→n→+∞ 0 uniformly in L
2:
By Lemma 3.9 and because (C1) holds, the Y n;2’s are non-decreasing processes going
to 0 in law. So we have∫ :
0
-(X˜ ns−; X˜
n
(n(s−))f(X˜
n
(n(s)) dY
n;2
s
proba:−−→
n→+∞ 0:
And the following pair is tight because the :rst component is tight by Theorem 4.3
and because the second term goes to 0:(∫ :
0
-(X˜ ns−; X˜
n
(n(s−)) dZ
n
s ;
∫ :
0
-(X˜ ns−; X˜
n
(n(s−))f(X˜
n
(n(s)) dY
n
s
)
n¿0
:
So, Theorem 4.4 and Eq. (4.1) give X n − X˜ n proba:−−→
n→+∞ 0. By Lemma 4.5, we have
X n
proba:−−→
n→+∞ X . So X˜
n proba:−−→
n→+∞ X .
Lemma 4.7. If (C1) holds, we have X˜ n(n(:) =⇒n→+∞X .
Proof. We have (n(t)=
∑
06i6Kn(t)−1
(tni+1−tni ). By Lemma 7.3 (applied to Y ni =tni+1−tni ),∑
06i6Kn(t)(t
n
i+1 − tni )
proba:−−→
n→+∞ t uniformly in t. As
sup
t∈[0;1]
|(n(t)− t|= sup
t∈[0;1]
∣∣∣∣∣∣
∑
06i6Kn(t)
(tni+1 − tni )− t
∣∣∣∣∣∣ ;
then (n(t)
proba:−−→
n→+∞ t uniformly in t ∈ [0; 1].
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By Lemma 4.6, we know that X˜ n
proba:−−→
n→+∞ X . Let g be an extraction, then there exists
an extraction h such that ‖(g(h(n)) − Id‖∞ a:s:→
n→+∞0 and X˜
g(h(n)) a:s:→
n→+∞X . By de:nition of
the Skorohod topology, we then have X˜ g(h(n))(g(h(n))(:)
a:s:→
n→+∞X and so X˜
g(h(n))
(g(h(n))(:)
proba:−−→
n→+∞ X .
This is true for any extraction g, so X˜ n(n(:)
proba:−−→
n→+∞ X .
4.3. Proof of Theorem 2.1 and rate of convergence of X − X˜ n
We now want to prove Theorem 2.1. After this proof, we will examine whether n
is the rate of convergence of X − X˜ n (that is whether any limit point of n(X − X˜ n)
is non-null).
We suppose that we are given sequences (un), (vn), (wn) going to in:nity and a
process M such that wn(Z − Zn) =⇒
n→+∞M . We notice that, as Z
n is independent of
Z − Zn, we then have (wn(Z − Zn); Zn) =⇒
n→+∞(M; Z) with M independent of Z and, as
Zn
proba:−−→
n→+∞ Z , we then have (wn(Z − Z
n); Z; Zn) =⇒
n→+∞(M; Z; Z) as well.
We will not write the proof in the case when (C0) holds because this proof is
altogether very similar to the proof in the case when (C0) does not hold and is simpler
than that proof. We suppose by now that (C0) does not hold.
We suppose that the sequence (kn) is such that n −−→
n→+∞ + ∞ and so (C1) holds
because (C0) does not hold.
Up to extracting subsequences, we can suppose that kn=)n −−→
n→+∞ A∈ [0;+∞] and that
n
wn
−−→
n→+∞ 1 ∈ [0; 1];
n
( S)n=b2n)
−−→
n→+∞ 2 ∈ [0; 1];
n
(
√
S)n=c)
−−→
n→+∞ 3 ∈ [0; 1]; (4.5)
we notice that we cannot have 1 = 2 = 3 = 0 because 1 ∨ 2 ∨ 3 = 1. Before going
into the proof of Theorem 2.1, we need the following lemma.
Lemma 4.8. We have (nY n; Z; Zn; wn(Z − Zn)) =⇒
n→+∞(41 Id + 42B; Z; Z;M) with B a
Brownian motion and B; Z;M independent of each other and 41 = 2c(A) and 42 =
3
√
c(A).
Proof. We recall Eq. (3.3)
Y nt = c
∫ t
0
(Wu −W(n(u)) dWu +
∫ t
0
b2n(u− (n(u)) du
+
∫ t
0
√
cbn(u− (n(u)) dWu +
∫ t
0
√
cbn(Wu −W(n(u)) du:
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By Eq. (4.5) and Lemmas 3.8 and 3.9 we have(
n
(∫ t
0
b2n(u− (n(u)) du + c
∫ t
0
(Wu −W(n(u)) dWu
)
; Z
)
=⇒
n→+∞(41 Id + 42B; Z);
with B a Brownian motion independent of Z . If c = 0, we then have shown that
(nY n; Z) =⇒
n→+∞(41 Id + 42B; Z). If c = 0, we see that, as
inf
(√
S)n
c
;
S)n
b2n
)
bn
S)n
−−→
n→+∞ 0;
by Lemma 3.10, we have
n sup
06t61
∣∣∣∣bn
∫ t
0
(Wu −W(n(u)) du
∣∣∣∣ proba:−−→n→+∞ 0
and
nE
(
sup
06t61
(
bn
∫ t
0
(u− (n(u)) dWu
)2)
−−→
n→+∞ 0:
So
nbn
∫ :
0
(Wu −W(n(u)) du
proba:−−→
n→+∞ 0
and
nbn
∫ :
0
(u− (n(u)) dWu proba:−−→
n→+∞ 0:
So we have (nY n; Z) =⇒
n→+∞(41 Id + 42B; Z). The nY
n’s are C-tight (they are tight
with continuous limits), so (nY n; Z; Zn; wn(Z − Zn)) is tight. The nY n’s depend only
on W and on the Tni ’s and so for all n, (Y
n; Zn) is independent of wn(Z − Zn). And
Z − Zn proba:−−→
n→+∞ 0:
(nY n; Z; Zn; wn(Z − Zn)) =⇒
n→+∞(41 Id + 42B; Z; Z;M);
with B; Z;M independent of each other.
Proof of Theorem 2.1. We recall that by Eqs. (2.8) and (2.9), we have for all t:
wn(Xt − X nt ) =
∫ t
0
-(Xs−; X ns−)wn(X − X n) dZs +
∫ t
0
f(X ns−) d(wn(Z − Zn))s;
n(X nt − X˜ nt ) =
∫ t
0
-(Xs−; X ns−)n(X
n
s− − X˜ ns−) dZns
+
∫ t
0
-(X˜ ns−; X˜
n
(n(s−))f(X
n
s−) d(nY
n
s ):
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We set Rn := (nY n; Z; Zn; wn(Z − Zn)), R := (41 Id + 42B; Z; Z;M) with B, Z and M
independent of each other and 41, 42 de:ned in Lemma 4.8. Let us show that the
sequence (Rn) 7(Z)-stably converges in law to R.
We have to show that for any bounded 7(Z)-measurable variable Z ′ and any bounded
continuous function G :D → R, we have: E(Z ′G(Rn)) −−→
n→+∞ E(Z
′G(R)). Such a vari-
able Z ′ can be written  (Z) with  a bounded measurable function. As Rn =⇒
n→+∞R by
Lemma 4.8, we then have that E( ′(Z)G(Rn)) −−→
n→+∞ E( 
′(Z)G(R)) for any bounded
continuous function  ′. Let 2 be the law of Z (2 is then a measure on D). The
bounded continuous functions are dense in the bounded measurable functions of L1(2).
And so Rn 7(Z)-stably converges in law to R.
By Lemmas 4.5–4.7, we know that X n
proba:−−→
n→+∞ X and X˜
n proba:−−→
n→+∞ X and X˜
n
(n(:)
proba:−−→
n→+∞ X .
So, as Rn 7(Z)-stably converges in law to R, we can apply (2.3) on p. 5 of Jacod
(1997) and get
(nY n; Z; Zn; wn(Z − Zn); X; X n; X˜ n; X˜ n(n(:))
=⇒
n→+∞(41 Id + 42B; Z; Z;M; X; X; X; X ):
The functions - and f are continuous, so we can deduce
(nY n; Z; Zn; wn(Z − Zn); -(X; X n); f(X n);
-(X n; X˜ n); -(X˜ n; X˜ n(n(:)); f(X
n))
=⇒
n→+∞(41 Id + 42B; Z; Z;M; f
′(X ); f(X ); f′(X ); f′(X )f(X )):
Proposition 4.2 gives us that (wn(Z−Zn); Z; Zn) is UT. The function - is bounded so by
Lemma 4.1 (
∫ :
0 -(Xs−; ; X
n
s−) dZs;
∫ :
0 -(X˜
n
s−) dZ
n
s ) is UT. As in Eqs. (4.2)–(4.4), we can
write nY n=nY n;1 +nY n;2 +nY n;3. The sequence (nY n;1) is a sequences of continu-
ous martingales and the sequence (nY n;2) is a converging sequence of non-decreasing
processes so by Proposition 4.2, they are UT. And nY n;3 satis:es∫ :
0
-(X˜ ns−; X˜
n
(n(s−))f(X
n
s−) d(nY
n;3) =⇒
n→+∞0:
Therefore, by Theorem 4.3, we have
[∫ :
0
-(Xs−; X ns−) dZs;
∫ :
0
f(X ns−) d(wn(Z − Zn))s;
∫ :
0
-(X ns−; X˜
n
s−) dZ
n
s ;
∫ :
0
-(X˜ ns−; X˜
n
(n(s−))f(X
n
s−) d(nY
n
s )
]
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=⇒
n→+∞
[∫ :
0
f′(Xs−) dZs;
∫ :
0
f(Xs−) dMs;
∫ :
0
f′(Xs−) dZs;
∫ :
0
f′(Xs−)f(Xs−) d(41s + 42Bs)
]
:
So Theorem 4.4 gives us
(wn(X − X n); n(X − X˜ n)) =⇒
n→+∞(U; V (41; 42)):
And so
n(X − X˜ n) =⇒
n→+∞(1U + V (2c(A); 3c(A))):
Theorem 2.1 shows that n(X − X˜ n) is tight. The sequence (n) is the rate of
convergence of X − X˜ n if the limit points of n(X − X˜ n) are never null. The next
lemma give us suTcient conditions for having these limit points never null.
Lemma 4.9. (i) If (C0) holds and if
∫ :
0 f(Xs−) dMs is non-null, then wn is the rate
of convergence of X − X˜ n.
(ii) If (C1) holds and if we have (3.1) and if un, vn, wn are chosen like in Lemma
3.1 and if the process (f(Xs−)f′(Xs−))06s61 is non-null, then n is the rate of con-
vergence of X − X˜ n.
Proof. (i) In this case, the result follows immediately from Theorem 2.1 and the
de:nition of U in Eq. (2.4).
(ii) By Theorem 2.1, n(X − X˜ n) is tight. Let us take a converging subsequence of
(n(X − X˜ n)). Up to taking one more extraction, we can suppose that we have (4.5).
So the subsequence converges to 1U + V (2c(A); 3c(A)) with 1, 2, 3 ∈ [0; 1] and
1 ∨ 2 ∨ 3 = 1. In view of Eqs. (2.4) and (2.5), this process is null if and only if the
following process is null
1
∫ t
0
f(Xs−) dMs +
∫ t
0
f(Xs−)f′(Xs−) d(2c(A)s + 3c(A)Bs);
where B and M are two independent Brownian motion. So, as the process (f(Xs−)
f′(Xs−))06s61 is non-null, this process is non-null.
5. Optimality of the method
We now want to :nd what is the optimal sequence (kn) among the sequences such
that n −−→
n→+∞ +∞ when the sequences (un), (vn), (wn) are given, or at least what is a
good choice of (kn) (they may be many equivalent possibilities).
If (C0) holds then we have seen there is no Euler approximation to do between the
jumps of Zn (after a certain rank) and so there is no (kn) to choose.
In the other case, let us recall what we denote by number of operations and precision.
We recall that the number of operations the number of steps in our scheme. This
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number is equal to Kn + 1 and is roughly proportional to the computer time needed to
perform our scheme. By Lemma 7.2, the average number of operations satis:es:
E(Kn + 1) ∼
n→+∞*n =
)n
1− e−)n=kn  )n + kn:
We notice that *n is non-decreasing in )n and kn. We recall that the precision is the
inverse of the rate of convergence.
Let us now write an non-rigorous reasoning which we will justify later. The di"erence
X −X n is of order 1=wn and the di"erence X n− X˜ n is of order sup(c=
√
S)n; b2n= S)n) and
thus X − X˜ n is of order 1=n. There is no use to have X −X n smaller than X n− X˜ n or
X − X n bigger than X n − X˜ n. So, we do the following choice (if c = 0 then we take
1=0 = +∞):
• If inf ()n=b2n;
√
)n=c)¿wn then inf ( S)n=b2n;
√
S)n=c)¿wn for any kn so we take kn ≡ 1
(taking kn bigger and thus making more operations would not improve the precision).
• If inf ()n=b2n;
√
)n=c)¡wn then we choose kn such that inf ( S)n=b2n;
√
S)n=c)=wn, namely
kn = sup(b2nwn; c
2w2n).
We notice that our choice of kn leads to n =wn −−→
n→+∞ +∞. If the reader is convinced
that this is a good choice of (kn) then he can skip the following and go to Section 6.
We now want to give a de:nition of what is a good choice of (kn) and to prove that
the one we detailed above is good at least in some cases.
De2nition 5.1. If (C0) does not hold, a good sequence (kn) is a sequence satisfying
(C1) and such that:
if (k ′n) is another choice satisfying (C1) (with associated 
′
n, *
′
n) and if g :N → N
is such that
*′n6 *g(n) for all n
(we see that it implies that g(n) −−→
n→+∞ +∞) then 
′
n 4 g(n).
Proposition 5.2. We suppose we have not (C0). We suppose that the sequences (un),
(vn), (wn) are non-decreasing. If one of the following conditions holds:
[41] (b2n) is a non-decreasing sequence (at least after a certain rank),
[42] there exists C1; C2 ¿ 0 such that C16 b2n6C2 (at least after a certain rank),
[43] the sequence (b2n) is bounded and c = 0,
[44] )n=b2n¿wn (at least after a certain rank).
then a good sequence (kn) is the following:
• if inf ()n=b2n;
√
)n=c)¿wn, then kn = 1,
• if inf ()n=b2n;
√
)n=c)¡wn, then kn = sup(b2nwn; c
2w2n) (we then have inf ()n=b
2
n;√
)n=c) = wn.
We notice that we then have n = wn −−→
n→+∞ +∞ for such a sequence.
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Proof. We will suppose that c¿ 0 (the proof in the case c = 0 is very similar). We
suppose that we have another sequence (k ′n)n¿0 satisfying (C1) (with 
′
n associated)
and that we have g :N→ N such that (∀n¿ 0):
*′n =
)n
1− e−)n=k′n 6
)g(n)
1− e−)g(n)=kg(n) = *g(n): (5.1)
The sequences (un), (vn), (wn) are non-decreasing and such is the sequence ()n). Up
to taking subsequences, we can suppose we are in one of the following cases:
(1) If inf ()g(n)=b2g(n);
√
)g(n)=c)¿wg(n):
We then have kg(n) = 1. We have k ′n¿ 1 and (5.1), so )n6 )g(n). So n6 g(n).
We then have ′n6wn6wg(n) = g(n).
(2) If inf ()g(n)=b2g(n);
√
)g(n)=c)¡wg(n):
Then g(n) = wg(n) = inf (kg(n)=b2g(n);
√
kg(n)=c), kg(n)¿ )g(n) and:
(a) If n6 g(n); ′n6wn6wg(n) = g(n).
(b) If n¿g(n):
Then )n¿ )g(n) and thus, because of (5.1), k ′n6 kg(n). Using (5.1), we also
have:
)n6
)n
1− e−)n=k′n 6
)g(n)
1− e−)g(n)=kg(n) 6 )g(n) + 2kg(n)6 3kg(n):
(i) If [41] or [42] holds:
′n6 inf
(
)n ∨ k ′n
b2n
;
√
)n ∨ k ′n
c
)
4 inf
(
kg(n)
b2g(n)
;
√
kg(n)
c
)
= g(n) (5.2)
(for n large enough).
(ii) If [43] or [44] holds:
As n¿ g(n), then wn¿wg(n). So ′n6 g(n) if and only if
inf
(
)n ∨ k ′n
b2n
;
√
)n ∨ k ′n
c
)
6wg(n):
If we suppose that ′n ¿g(n), then:
3 inf (kg(n)=b2n;
√
kg(n)=c)
¿ inf (()n ∨ k ′n)=b2n;
√
)n ∨ k ′n=c)
¿wg(n)
=inf (kg(n)=b2g(n);
√
kg(n)=c): (5.3)
If [43] holds then inf (kg(n)=b2g(n);
√
kg(n)=c)=
√
kg(n)=c (after a certain rank).
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If [44] holds then as we have supposed inf ()g(n)=b2g(n);
√
)g(n)=c)¡wg(n)
then
√
)g(n)=c6wg(n) (for n large enough). We have kg(n) = sup(b2g(n)wg(n);
cw2g(n))¿ cw
2
g(n), so kg(n)¿ )g(n).
So inf (kg(n)=b2g(n);
√
kg(n)=c) =
√
kg(n)=c.
We study the following subcases:
(A) If inf (kg(n)=b2n;
√
kg(n)=c) =
√
kg(n)=c, then by (5.3):
′n6 inf
(
()n ∨ k ′n)=b2n;
√
)n ∨ k ′n
c
)
6 3
√
kg(n)
c
= 3g(n):
(B) If inf (kg(n)=b2n;
√
kg(n)=c) = kg(n)=b2n then by (5.3):
kg(n)=b2n6
√
kg(n)=c. So b2n¿ c
√
kg(n). So:
′n6 3 inf (kg(n)=b
2
n;
√
kg(n)=c)
6 3
√
kg(n)=c = 3wg(n) = 3g(n):
6. Computation of the rate of convergence in some particular cases
We compute here some rates of convergence for some di"erent F’s and sequences
(kn) chosen as in Section 5, that is: kn = 1 if (C0) holds or if inf ()n=b2n;
√
)n=c)¿wn,
kn=sup(b2nwn; c
2w2n) otherwise. The truncation function will be h1. Due to Theorem 2.1,
for a good sequence (kn), the rate of convergence will be wn if the limit points of
the sequence wn(X − X˜ n) are never null and bigger than wn if there are null limit
points. Anyway, we will call wn the rate of convergence for the sake of simplicity.
The average number of operation will be
*n  sup()n; kn) = S)n =
{
)n if (C0) holds;
sup()n; b2nwn; c
2w2n) if (C0) does not hold
because inf ()n; kn)6 *n6 )n + 2kn.
6.1. F(dx) = 1x¿0
1
x1+
dx for some ∈ (0; 2)
We :x a non-decreasing sequence (un) going to in:nity. We have
u2
∫
0
x2F(dx) =
u
2−  −−→n→+∞ +∞:
So we have (3.1) as in Lemma 3.1. If we set: wn :=
(∫ 1=un
0 x
2F(dx)
)−1=2
, we have
wn(Z−Zn) =⇒
n→+∞M with M a Brownian motion independent of all the other processes.
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Let us write some parameters
bn = b−
∫ 1
1=un
xF(dx) =

 b−
u−1n −1
−1 if  = 1;
b− log(un) if  = 1;
)n =
∫ +∞
1=un
F(dx) =
un − 1

;
wn =
(
u−2+n
2− 
)−1=2
we thus have
b2n


 u2(−1)n if ¿ 1;
= (b− 1−u−1n1− )2 if ¡ 1;
= (b− log(un))2 if  = 1
)n  un:
and
wn  u1−=2n :
We notice that (C0) cannot hold because the sequence (bn) is not constant. We have
[41] or [42] unless ¡ 1 and b = 1=(1− ) but in this case
)n
b2n
 u2−n 
n→+∞
u1−=2n  wn
and so [44] holds.
So, by Proposition 5.2, our sequence (kn) is a good sequence. We study di"erent
cases:
(1) If c = 0:
(a) If ¿ 2=3:
We have
)n  un 
n→+∞
b2nwn


 u3=2−1n if ¿ 1;
 log(un)2u1=2n if  = 1;
4 u1−=2n if 2=3¡¡ 1:
The average number of operations is then  )n  un and the rate of conver-
gence is wn  u1−=2n . Which means that for an average of N operations, we
have a precision of order 1=N (2−)=2.
(b) If 6 2=3:
(i) If b = 1=(1−) then bn −−→
n→+∞ b−1=(1−), so )n  u

n and b
2
nwn  u1−=2n
with 6 1 − =2. The average number of operations is then  u1−=2n .
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Which means that for an average of N operations, we have a precision of
order 1=N .
(ii) If b = 1=(1− ): then bn ∼
n→+∞u
−1
n =(− 1).
So )n  un 
n→+∞
b2nwn  u3=2−1n . The average number of operations is
 )n  un and the rate of convergence is u1−=2n . Which means that for an
average of N operations, we have a precision of order 1=N (2−)=2.
(2) If c = 0:
(a) If ¿ 1:
Then w2n  u2−n 
n→+∞
)n  un and b2nwn  u3=2−1n 
n→+∞
un  )n. So
sup(b2nwn; c
2w2n; )n) = )n. The average number of operations is  )n and the
rate of convergence is wn  u1−=2n . Which means that for an average of N
operations, we have a precision of order 1=N (2−)=2.
(b) If 6 1:
Then )n  un6 u2−n  w2n. We have b2nwn 
n→+∞
w2n. So the average number
of operations is  w2n  u2−n and the rate of convergence is wn  u1−=2n .
Which means that for an average of N operations, we have a precision of
order 1=N 1=2.
6.2. F(dx) = 1x =0
1
|x|1+ dx for some ∈ (0; 2)
We take a sequence (un) going to in:nity and set vn = un. If we take wn =(∫ 1=un
0 x
2F(dx)
)−1=2
, by Lemma 3.1, we have wn(Z − Zn) =⇒
n→+∞M with M a Brow-
nian motion (independent of all the other processes)). We have
)n  un;
wn  u1−=2n ;
bn = b:
If (C0) holds then b= 0 and c= 0 and the average number of operations is  )n  un
and the rate of convergence is wn  u1−=2n . Which means that for an average of N
operations, we have a precision of order 1=N (2−)=2.
We suppose by now that (C0) does not hold:
• if c = 0 then b = 0 because (C0) does not hold and then [42] holds
• if c = 0 then [43] holds.
So by Proposition 5.2, our sequence (kn) is a good sequence. We study di"erent cases:
(1) If c = 0: then b = 0 because (C0) does not hold.
(a) If ¿ 2=3:
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We have b2wn  u1−=2n 4 un  )n. The average number of operations is thus
 un. Which means that for an average of N operations, we have a precision
of order 1=N (2−)=2.
If 6 2=3:
We have b2wn  u1−=2n ¡ un  )n. The average number of operations is thus
 u1−=2n . Which means that for an average number of N operations, we have
a precision of order 1=N .
(2) If c = 0:
(a) If ¿ 1:
Then w2n  u2−n 
n→+∞
)n  un and b2nwn 
n→+∞
w2n.
So sup(b2nwn; w
2
n; )n) =)n. The average number of operations is thus  )n and
the rate of convergence is wn  u1−=2n . Which means that for an average of
N operations, we have a precision of order 1=N (2−)=2.
(b) If 6 1:
Then )n  un6 u2−n  w2n and b2nwn 
n→+∞
w2n.
So sup(b2nwn; w
2
n; )n) = w
2
n. The average number of operations is thus  w2n 
u2−n and the rate of convergence is wn  u1−=2n . Which means that for an
average of N operations, we have a precision of order 1=N 1=2.
6.3. ∃C1; C2 ¿ 0 and 1; 2 (0¡1 ¡2 ¡ 2) such that F(dx) has a density SF with
1x¿0C1=(x1+1 )6 SF(dx)6 1x¿0C2=(x1+2 )
We take a sequence (un) going to in:nity. We set wn = (
∫ 1=un
0 x
2F(dx))−1=2. By
Lemma 3.1, we then have wn(Z−Zn) =⇒
n→+∞M with M a Brownian motion (independent
of all the other processes). We can write
u1n 4 )n 4 u
2
n ; (6.1)
u1−2=2n 4 wn 4 u
1−1=2
n ; (6.2)
b2n


4 u22−2n if 2 ¿ 1;
4 (log un)2 if 2 = 1;
−−→
n→+∞ b−
∫ a
0
xF(dx) if 2 ¡ 1:
(6.3)
We notice that (C0) cannot hold because (bn) is not constant. If 1¿ 1 then (bn)2
is non-decreasing and by Proposition 5.2, our sequence (kn) is a good sequence. We
study di"erent cases:
(1) If c = 0:
The relations between bn, )n and wn are not known and, up to taking subsequences,
we can suppose we are in one of the following cases:
(a) If b2nwn¿ )n:
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The average number of operations is  b2nwn and the rate of convergence
is wn.
(i) If 2 ¿ 1:
b2n 4 u
22−2
n and we can write (with a sequence (4n) satisfying 16
4n62): wnu1−4n=2n . The average number of operations is 4 u22−1−4n=2n
and the rate of convergence is u1−4n=2n . Which means that for N oper-
ations, we have a precision of order at least 1=N 1−4n=2=(22−1−4n=2). We
have (for all 4n ∈ [1; 2]):
1− 4n=2
22 − 1− 4n=26
2− 1
(42 − 2) :
And so, for an average of N operations, we have a precision (at least)
of order 1=N (2−1=42−2).
(ii) If 2 ¡ 1:
The average number of operations is  b2nwn6wn and the rate of con-
vergence is wn. So for N operations we have a precision of order at least
1=N .
(iii) If 2 = 1:
We have b2n 4 (log un)
2. So, if we write as above wn = u
1−4n=2
n (16 4n
6 2), then the average number of operations is 4 (log un)2u
1−4n=2
n and
the rate of convergence is wn  u1−4n=2n . As 16 4n6 2, this means
that for an average of N (log(N 2))2 operations, we have a precision of
order at least 1=N .
(b) If b2nwn6 )n:
As )n 4 u2n , the average number of operations is 4 u
2
n and the rate of con-
vergence is wn ¡ u
1−2=2
n . Which means that for an average of N operations,
we have a precision of order at least 1=N 2−2=22 .
(2) If c = 0:
(a) If b2nwn¿w
2
n:
The average number of operations is  sup(b2nwn; )n).
(i) If )n¿ b2nwn: the average number of operations is 4 u
2
n and the rate
of convergence is wn 4 u
1−2=2
n . Which means that for an average of N
operations, we have a precision of order at least 1=N (2−)=2.
(ii) If )n6wnb2n: we can show as in the case c = 0 that:
(A) If 2 ¿ 1: for an average of N operations, we have a precision of
order at least 1=N (2−2=42−2).
(B) If 2 ¡ 1: for an average of N operations, we have a precision of
order at least 1=N .
(C) If 2 = 1: for an average of N (log(N )))2 operations, we have a
precision of order at least 1=N .
(b) If b2nwn6w
2
n: the average number of operations is  sup(w2n; )n).
(i) If )n6w2n: for an average of N operations, we have a precision of order
1=N 1=2.
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(ii) If )n¿w2n: the average number of operations is 4 u
2
n and the rate of
convergence is wn ¡ u1−2n . Which means that for an average of N
operations, we have a precision of order at least 1=N (2−2)=22 .
7. Technical lemmas
Lemma 7.1. If we have some variables (Y ni )i; n¿0 such that:
• for all n, the (Y ni )i¿0 are i.i.d. L1
• for all n; i¿ 0 and for all t ∈ [0; 1], Y ni is independent of the event {Kn(t)¿ i} (or
equivalently, independent of the event {Kn(t)6 i − 1})
then, for all n and for all t:
E

 ∑
06i6Kn(t)
Y ni

= E(Kn(t) + 1)E(Y n0 ):
Proof. We have, using Fubini’s equality:
E

 ∑
06i6Kn(t)
Y ni

= +∞∑
i=0
E(Y ni 1Kn(t)¿i)
=
+∞∑
i=0
E(Y ni )P(Kn(t)¿ i)
= E(Kn(t) + 1)E(Y n0 ):
Lemma 7.2. We suppose S)n −−→
n→+∞ +∞. We recall that *n =)n=(1−e
−)n=kn). We have
for all t:
E(Kn(t) + 1) ∼
n→+∞*nt:
Proof. We have that tni+1 − tni is independent of the event {Kn(t)¿ i}, so by
Lemma 7.1:
E

 ∑
06i6Kn(t)
(tni+1 − tni )

= E(Kn(t) + 1)E(tn1 − tn0) = E(Kn(t) + 1)*n :
By de:nition, tKn(t) := inf{1=kn; T ni : Tni ¿ t} and the Tni ’s are the jump times of a
Poisson point process with parameter )n. So E(tKn(t)+1 − t)6 inf (1=kn; 1=)n) and then
S. Rubenthaler / Stochastic Processes and their Applications 103 (2003) 311–349 347
t6 E

 ∑
06i6Kn(t)
(tni+1 − tni )

= t + E(tnKn(t)+1 − t)6 t + inf (1=)n; 1=kn):
We then have E(Kn(t) + 1) ∼
n→+∞*nt.
Lemma 7.3. We suppose S)n −−→
n→+∞ +∞ and that we have L
2 variables (Y ni )i; n¿0 such
that:
• for all n, the (Y ni )i¿0 are i.i.d.
• for all n; i¿ 0 and for all t ∈ [0; 1]: Y ni is independent of the event {Kn(t)¿ i}.
If
*nE(Y n0 ) −−→n→+∞ 
and
*nE((Y n0 )2) −−→n→+∞ 0
then ∑
06i6Kn(t)
Y ni
proba:−−→
n→+∞ t for all t:
If the Y ni ’s are non-negative then the convergence is uniform in t.
Proof. Up to now, we have always considered t ∈ [0; 1] because we study processes
on [0; 1], but here it will be convenient to express some results for t ∈ [0; 2]. In this
proof, we will distinguish the two cases when t belongs to [0; 1] or [0; 2]. We recall
that the de:nition of the tni implies that for all n, (t
n
i )i¿0 is an increasing sequence
going to +∞.
As *n −−→
n→+∞ + ∞ (because S)n −−→n→+∞ + ∞), we have E(Y
n
i ) −−→n→+∞ 0 and E((Y
n
i )
2)
−−→
n→+∞ 0. So we have for all t ∈ [0; 2] (where [x] means the integer part of the
real x)∣∣∣∣∣∣E

 ∑
06i6[*nt]
Y ni

− t
∣∣∣∣∣∣
=|([*nt] + 1)E(Y n0 )− t|
6 |E(Y n0 )|+ t|*nE(Y n0 )− |+ |(*nt − [*nt])E(Y n0 )|
6 2|E(Y n0 )|+ 2|*nE(Y n0 )− | −−→n→+∞ 0
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and
E



 ∑
06i6[*nt]
Y ni − E

 ∑
06i6[*nt]
Y ni




2


= E



 ∑
06i6[*nt]
(Y ni − E(Y ni ))


2


=
∑
06i6[*nt]
E((Y ni − E(Y ni ))2)
6 ([*nt] + 1)E((Y n0 )2)
6 (2*n + 1)E((Y n0 )2) −−→n→+∞ 0:
So, for all ?¿ 0:
sup
t∈[0;2]
P


∣∣∣∣∣∣
∑
06i6[*nt]
Y ni − t
∣∣∣∣∣∣¿?

 −−→
n→+∞ 0: (7.1)
A particular case of this equation is when Y ni = t
n
i+1 − tni (they satisfy the hypotheses
with  = 1 and we recall that the tni ’s are de:ned for i∈N), we then have∑
06i6[*nt]
(tni+1 − tni ) = tn[*nt]+1
proba:−−→
n→+∞ t for all t ∈ [0; 2]: (7.2)
For all t ∈ [0; 1] and all 0¡?¡ 1:
P(Kn(t)=*n ¿ t + ?)6P(Kn(t)¿ [*n(t + ?)])
= P

 ∑
06i6[*n(t+?)]
(tni+1 − tni )6 t


which goes to 0 because
∑
06i6[*n(t+?)](t
n
i+1 − tni )
proba:−−→
n→+∞ t + ? by Eq. (7.2). And we
have
P(Kn(t)=*n ¿ t − ?)¿P(Kn(t)¿ [(t − ?)*n] + 1)
= P

 ∑
06i6[*n(t−?)]+1
(tni+1 − tni )¡t


which goes to 1 because
∑
06i6[*n(t−?)](t
n
i+1 − tni )
proba:−−→
n→+∞ (t − ?) ∨ 0 by Eq. (7.2) and
tn[*n(t−?)]+1 − tn[*n(t−?)]
proba:−−→
n→+∞ 0. So
Kn(t)=*n
proba:−−→
n→+∞ t for all t ∈ [0; 1]: (7.3)
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Eqs. (7.1) and (7.3) give us for all t ∈ [0; 1]:∑
06i6Kn(t)
Y ni − t =
∑
06i6
[
*n
Kn(t)
*n
]Y ni −  Kn(t)*n + 
Kn(t)
*n
− t proba:−−→
n→+∞ 0:
If the Y ni ’s are non-negative then the processes considered are non-decreasing and as
the limit is continuous and deterministic, the convergence is then uniform in t.
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