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Abstract
The short-range order in triglycine sulphate (TGS) was investigated using x-ray
and neutron diffraction techniques. Complete deuteration of TGS was required
for the neutron diffraction experiments and a new method was developed to grow
single crystals of fully deuterated TGS by vapour diffusion crystallisation. The
long-range structure of fully deuterated TGS was refined at several temperatures
from single crystal neutron diffraction data and found to be consistent with the
published structure of hydrogenous TGS. The phase transition temperature was
found to increase from about 322 K to about 334 K with complete deuteration.
The evolution of the long-range structure with temperature was investigated
using x-ray and neutron powder diffraction. All of the lattice parameters had
a single cusp at the phase transition, except for the b lattice parameter, which
also had a second cusp about 34 K below TC . In contrast to the lattice param-
eter behaviour, the unit cell volume was found to increase monotonically with
temperature. The length of the hydrogen bonds between the disordered N atom
on glycine 1 (G1) and the surrounding molecules was found to increase with
temperature, whereas the length of the short hydrogen bond between G2 and G3
decreased slightly with temperature. This supports the suggestion that weakening
of the hydrogen bonds decouples G1 from G2 and G3, allowing the system to be-
come disordered. Except around the ferroelectric to paraelectric phase transition
temperature, no abnormalities in the behaviour of any of the refined parameters
were observed, suggesting that TGS only has a single phase transition.
The short-range order in TGS was investigated by collecting single crystal
x-ray and neutron diffuse scattering at several temperatures from well below to
well above TC . Well below TC , the diffuse scattering was purely thermal diffuse
scattering due to correlations of the atomic displacements. Close to the phase
vii
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transition, diffuse streaks perpendicular to b∗ were also present in the diffuse
scattering patterns, which were due to short-range order of the G1 orientations
parallel to the ferroelectric b axis. The onset of significant short-range order
appears to occur about 40 K below TC . The correlations are strongest at the
phase transition and then decrease with temperature above TC .
The short-range order was modelled using a combination of a displacive dis-
order and an orientational disorder Monte Carlo simulation. The intermolecular
interactions that give rise to correlated atomic displacements were modelled by
treating them like Hooke’s law springs. The force constants for the interactions
were parameterised in a number of ways, the most successful of which was an
empirical formula developed by Chan et al.
The short-range order of the G1 orientations was modelled using an Ising-type
model. The G1 interactions that lead to short-range order along the ferroelectric b
axis appear to be mediated by the short hydrogen bond between G2 and G3. This
suggests that the hydrogen bonding, rather than the dipole-dipole interactions,
plays the dominant role in the ferroelectric ordering of TGS. While the hydrogen
bonding gives rise to strongly correlated chains of G1 molecules along b, it is likely
that there are also weaker correlations between the chains due to dipole-dipole
interactions. This provides a mechanism for TGS to go from short-range ordered
in 1-dimension, to long-range ordered in 3-dimensions as it is cooled through TC .
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Chapter 1
Introduction
Ferroelectrics are highly important technological materials with a wide range of
applications including use in electro-optic devices, electronic components such
as multilayer capacitors, and bolometers. Ferroelectric materials are defined as
possessing a spontaneous electric dipole moment, the direction of which can be
reversed by an applied electric field, and can have many different crystal struc-
tures.
Materials with hydrogen bonded crystal structures make up about a quarter
of the known ferroelectrics [1]. Of these, one of the most extensively studied
is triglycine sulphate (TGS), (NH2CH2COOH)3·H2SO4. Part of the unit cell of
TGS in both the ferroelectric and paraelectric phase is shown in figure 1.1. Apart
from its technological applications, which include thermal imaging and bolometry,
TGS is also of fundamental interest in the field of phase transitions.
The critical temperature of TGS is TC = 322 K (49
◦C) and the phase transi-
tion is of second-order, order-disorder type [2, 3]. Above TC , in the paraelectric
phase, one of the glycine molecules (labelled G1 in figure 1.1), and particularly
the NH+3 group within it, is disordered across a mirror plane. The G2 and G3
molecules are then equivalent and the structure has the space group symmetry
P21/m. On cooling through TC , the orientation of G1 goes from being disordered
about the mirror plane to being long-range ordered, with all of the NH+3 groups
on one side, and the mirror plane disappears. The ordered orientation of G1
molecules lowers the space group symmetry to P21 and produces a spontaneous
polarisation along the ferroelectric b axis. The position of the hydrogen atom in
1
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Figure 1.1: Part of the unit cell of TGS in (a) the ferroelectric phase (T < TC) and
(b) the paraelectric phase (T > TC).
the short hydrogen bond between G2 and G3 (indicated by an arrow in figure
1.1) also goes from being disordered above TC to ordered below TC , although this
does not contribute to the spontaneous polarisation.
Deuteration of TGS by dissolving and recrystallising in D2O produces
(ND2CH2COOD)3·D2SO4 [4]. This is commonly referred to as deuterated TGS
(DTGS). Deuteration increases the phase transition temperature to 334 K but
does not cause any significant structural changes [5, 6]. Fully deuterated TGS
(FDTGS), (ND2CD2COOD)3·D2SO4, in which all the hydrogen atoms are re-
placed by deuterium, has been the subject of remarkably few studies [7]. In
particular, no structural refinement has been reported, despite the fact that full
deuteration opens the door to the use of neutron diffraction techniques that would
otherwise be of limited value due to the large incoherent scattering cross section
of hydrogen.
3In spite of the level of interest in the phase transition in TGS, the interac-
tions between the molecules and how they drive the phase transition are not well
understood. One open question is how the G1 molecules are interacting above
TC . While on average the G1 orientations are known to be disordered above TC ,
it is possible that they could still be correlated on a local scale. If so, determin-
ing the correlation structure could allow new insight to be gained into how the
long-range ferroelectric order develops as TGS is cooled through the paraelectric
to ferroelectric phase transition.
While the hydrogen bonds are generally believed to play a significant role in
the phase transition of hydrogen containing ferroelectrics [1, 8], the role of the
hydrogen bonds in TGS is unclear. In particular, there is debate as to whether
it is the hydrogen bonds or the G1 dipole-dipole interactions that drive the tran-
sition. The role of the short hydrogen bond between G2 and G3 (see figure 1.1)
is particularly poorly understood. Some studies suggest that it may play a cru-
cial role in triggering the phase transition [9, 10] and others suggest that it may
not be involved [11, 12]. Although the ordering of the hydrogen atom position
in the G2–G3 bond does not contribute to the spontaneous polarisation in the
ferroelectric phase, it could have a role in the phase transition by mediating the
interactions between the G1 molecules.
Although not related to the ferroelectric to paraelectric phase transition, there
is also a question as to whether there is a second, low temperature phase transition
in TGS. This possibility has been suggested based on anomalies in the behaviour
of TGS observed below about 150 K using Raman scattering, far infra-red spec-
troscopy and other techniques [13–17]. The temperatures of these anomalies are
very inconsistent and none of the studies were done in conjunction with a struc-
tural study. The evidence for a low temperature phase transition is therefore
highly inconclusive.
The aim of this work was to gain new insights into the ferroelectric phase
transition of TGS using a range of x-ray and neutron scattering techniques. Of
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particular interest was investigating the short-range order in TGS using single
crystal diffuse scattering. This has the potential to provide new information
about the interactions between the molecules and how they lead to long-range
ordering of the G1 orientations as TGS is cooled through the paraelectric to
ferroelectric phase transition.
1.1 Thesis outline
Chapter 2 provides an overview of the previous structural studies of TGS by
x-ray and neutron diffraction and the current understanding of the ferroelectric
phase transition. The effect of deuteration and the methods used to grow single
crystals of TGS are also discussed. The contribution of this work to the current
knowledge of TGS is outlined at the end of this chapter.
Chapter 3 introduces the relevant background knowledge required to interpret
the results of this thesis including crystallography, x-ray and neutron diffrac-
tion, and diffuse scattering. Methods of refining the long-range crystal structure
from single crystal and powder diffraction data and Monte Carlo modelling of
short-range order are also outlined. The chapter concludes with a description of
ferroelectric materials and an overview of single crystal growth techniques.
The experimental methods used to investigate the structural evolution and
short-range order in TGS are described in Chapter 4.
Chapters 5 to 7 present the results of this thesis. Chapter 5 details the de-
velopment of a new method for growing single crystals of fully deuterated and
hydrogenous TGS by vapour diffusion crystallisation. The characterisation of
the crystals by x-ray and neutron diffraction and differential scanning calorime-
try is described and the results for fully deuterated and hydrogenous TGS are
compared.
Refinements of the long-range structure of fully deuterated TGS from single
crystal neutron diffraction data are reported in chapter 6. The single crystal
refinements are then used as a basis for Rietveld refinement of both x-ray and
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neutron powder diffraction data, to investigate the structural evolution of TGS
with temperature. The changes in the lattice parameters and key hydrogen bond
lengths, as well as the lack of structural evidence for a second, low temperature
phase transition in TGS are discussed.
In Chapter 7, the x-ray and neutron diffuse scattering data used to investi-
gate the short-range order in TGS are presented. The changes with temperature
and evidence for short-range order of the G1 orientations developing as TGS is
heated through ferroelectric to paraelectric phase transition are described. The
short-range order is modelled using a combination of a displacive disorder and
an orientational disorder Monte Carlo simulation. The different models are com-
pared with the data and the insights gained into the interactions between the
glycine molecules and their role in the phase transition are discussed.
Chapter 8 concludes the thesis and outlines possible directions for future work.
6 Introduction
Chapter 2
Triglycine sulphate
2.1 Crystal structure
Various structural studies have been undertaken on hydrogenous TGS
(HTGS), (NH2CH2COOH)3·H2SO4, and deuterated TGS (DTGS),
(ND2CH2COOD)3·D2SO4, using both x-ray [9, 11, 12, 18–23] and neutron [5, 10,
24, 25] single crystal diffraction. The unit cell of TGS in both the ferroelectric
and paraelectric phases is shown in figure 2.2. No structural refinements have
been published for fully deuterated TGS (FDTGS), (ND2CD2COOD)3·D2SO4.
2.1.1 Unit cell settings
In both the ferroelectric and paraelectric phases, the unit cell of TGS is monoclinic
and has two alternate settings [9,26]. The equations for the transformation from
setting 1 to setting 2 are:
a2 = a1 + c1 (2.1)
b2 = b1 (2.2)
c2 = −c1 (2.3)
The transformation changes the monoclinic angle from β ≈ 106◦ for setting 1 to
β ≈ 110◦ for setting 2. The relationship between the two cell settings is illustrated
in figure 2.1 and the room temperature lattice parameters for the two settings
are listed in table 2.1. Unless otherwise stated, the cell setting used in this work
7
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will be setting 1.
Figure 2.1: The two unit cell settings for TGS. The setting used in this work will be
setting 1 (β ≈ 106◦) unless otherwise specified.
Table 2.1: The lattice parameters for the alternative cell settings of TGS at room
temperature [26]
Setting a (A˚) b (A˚) c (A˚) β (◦)
1 9.15 12.69 5.73 105.67
2 9.40 12.69 5.73 110.33
2.1.2 Ferroelectric phase
In the ferroelectric phase (see figure 2.2(a)), TGS has the polar space group
symmetry P21. There are two asymmetric units per unit cell, which are related
by a 21 screw axis (see section 3.1.2). The asymmetric unit consists of three
glycine molecules, labelled G1, G2, G3 in figure 2.2(a) and a sulphate molecule,
labelled SO4. G2 and G3 are both essentially planar, but for G1, the nitrogen
atom is out of the plane of the C-CO2 backbone. The displacement of the nitrogen
atom (and its associated hydrogens) is parallel to the ferroelectric b axis. The
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long-range ordering of the NH+3 groups on G1 produces a spontaneous polarisation
along the ferroelectric b axis.
The molecules in TGS are connected by a network of hydrogen bonds as shown
in figure 2.3 [6, 10,18]. Of these, three contribute significantly to the asymmetry
of the structure in the ferroelectric phase and so are likely to have some role
in the phase transition. These are the N1–H13 - - O22 hydrogen bond between
G1 and G2, the N1–H11 - - O3 hydrogen bond between G1 and SO4 and the
O32–H3 - - O22 short hydrogen bond between G2 and G3. There is some dispute
over which glycine molecule the H3 atom belongs to in the G2–G3 bond. Some
studies assign it to the G3 molecule [5,9,10,24] whereas others find it to be close
to G2 [11, 18, 21, 25]. The role of the hydrogen bonds in the phase transition of
TGS will be discussed in section 2.2.3.
2.1.3 Paraelectric phase
In the paraelectric phase of TGS (see figure 2.2(b)), the NH+3 group of G1 is
disordered about a mirror plane, with a 50% probability of being on either side,
and the order parameter S = 0 (see section 2.2.1). The H3 atom is also disordered
with a 50% chance of being closer to G2 or G3. The space group symmetry is
P21/m and G2 and G2
′ (G3 in P21) are related by mirror symmetry. It should be
noted, however, that the mirror plane only applies to the average structure and
that the symmetry of any one cell can still be considered to be P21 at a particular
instant in time [6]. Itoh et al. [18,20] were able to refine the paraelectric structure
using a split atom method, with two equilibrium positions for each atom on either
side of the mirror plane, associated with the positive and negative polarities. The
only exception was S1, which was fixed on the mirror plane. This suggests that
the rest of the structure is also disordered above TC , although the degree of
disorder is very small compared to that of the NH+3 group on G1 or the H3 atom
in the G2–G3 hydrogen bond.
While diffraction experiments have been able to show that the orientations of
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Figure 2.2: The unit cell of TGS looking down the c axis in (a) the ferroelectric phase,
T < Tc and (b) the paraelectric phase, T > Tc. Above Tc, G1 (circled) is disordered
about the mirror plane and the space group symmetry is P21/m. Below Tc, G1 chooses
a side, and the system has the lower space group symmetry P21, which is polar, with
the direction of spontaneous polarisation parallel to the b axis. In both phases, G2 and
G3 are connected by a short hydrogen bond (indicated by the blue arrow).
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Figure 2.3: The network of hydrogen bonds in the ferroelectric phase of TGS. Three
of the hydrogen bonds contribute significantly to the asymmetry of the structure in
the ferroelectric phase: the N1–H13 - - O22 hydrogen bond between G1 and G2, the
N1–H11 - - O3 hydrogen bond between G1 and SO4 and the O32–H3 - - O22 short
hydrogen bond between G2 and G3.
12 Triglycine sulphate
the G1 molecules in the paraelectric phase are disordered, they cannot determine
whether the disorder is static or dynamic. NMR measurements have been used
to investigate the dynamics of the glycine molecules and have shown that the G1
disorder is dynamic [27,28], with the NH+3 groups flipping back and forth across
the mirror plane above TC .
Choudhury et al. [29] modelled the potential seen by the NH+3 group on G1 as
a function of the distance X of the NH+3 group from the ac plane of the C-CO2
backbone. They used a potential model for bent hydrogen bonds and found the
form of the potential to be a double-well given by:
U(X) = B0 +BpX
2 + ApX
4 (2.4)
where B0 = 11.8± 0.5 kcal.mol−1, Bp = −100± 4 A˚−2.kcal.mol−1 and Ap =
152±5 A˚−4.kcal.mol−1. The calculated double well potential is shown in figure 2.4.
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Figure 2.4: The double-well potential experienced by the NH+3 group of the G1
molecule of TGS, calculated by Choudhury et al., 2003 [29].
§2.1 Crystal structure 13
2.1.4 Effect of deuteration
The ferroelectric phase structure of DTGS, (ND2CH2COOD)3·D2SO4, in which
deuterium has been substituted for all of the exchangeable hydrogen atoms, was
refined by Protas et al. at 40K and 180K [5]. While structural refinements
of HTGS were not available at the same temperatures, comparison with room
temperature refinements [10] showed that both the 40 and 180 K structures are
in good agreement with the room temperature structure of HTGS.
The paraelectric structure of DTGS was refined by Kay [6] at 338 K and again
the structure was comparable with that of HTGS, so no significant structural
changes appear to be caused by substituting deuterium for all of the exchangeable
hydrogens. However, deuteration does affect the phase transition temperature as
described in section 2.2.4. The phase transition for DTGS is 12 K higher than
for HTGS. The significance of the isotope effect in TGS in relation to the phase
transition mechanism is discussed in section 2.2.2.
2.1.5 Structural changes with temperature
Only a few of the structural studies have taken measurements at more than one
temperature, and even then only a few temperatures have been investigated.
Therefore, apart from the differences between the paraelectric and ferroelectric
phase structures, there is relatively little information on how the intra and inter-
molecular distances change with temperature.
The low temperature study of partially deuterated TGS by Protas et al. [5]
found that there were no changes in the intramolecular distances and only small
changes in the intermolecular distances between 40 and 180 K, so the structure
appears to be very stable away from the phase transition temperature. Kay et
al. [6] compared the structure of DTGS at 338 K with the structure of HTGS at
room temperature. Taking into account the expected bond length change due to
deuteration, they found that all the hydrogen bonds were longer in the paraelec-
tric phase at 338 K than in the room temperature ferroelectric phase structure,
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indicating that the hydrogen bonds are weaker in the paraelectric phase.
2.2 Phase transition
The phase transition of TGS has been studied using a wide variety of techniques
including x-ray and neutron scattering, nuclear magnetic resonance spectroscopy
(NMR) [27,28], dielectric measurements [17,30] and heat capacity measurements
[31, 32]. The phase transition for TGS is generally accepted to be a second
order, order-disorder type transition with TC = 322 K (for HTGS). Both the G1
orientation and the short hydrogen bond between G2 and G3 go from ordered
to disordered as TGS goes through TC . In spite of the level of interest in TGS,
there is still question as to whether it is the hydrogen bonds or the dipole-dipole
interactions between G1 molecules that drive the transition.
2.2.1 Order parameter
Single crystal neutron diffraction studies have been used to estimate the change
in the structural order parameter, S, (see section 3.6.2) of TGS with temperature
as T approaches TC in the ferroelectric phase [20, 25]. About 150 K below TC ,
S ≈ 1 and the structure appears to be completely ordered (within a domain).
As the temperature increases, the value of S decreases as the system becomes
disordered. Close to TC , S decreases sharply to zero, as shown in figure 2.5.
At room temperature, the value of S is estimated to be between 0.65 and 0.78
[20,23–25,33], which means that between 11 and 18% of the crystal will have the
opposite polarity to the rest.
2.2.2 Role of the hydrogen bonds
While the hydrogen bonds are generally believed to play a significant role in
the phase transitions of hydrogen containing ferroelectrics [1, 8], the role of the
hydrogen bonds in TGS is unclear.
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Figure 2.5: The variation in the structural order parameter of TGS determined by
Itoh et al. [20] compared with the spontaneous polarisation measured by Imai [34].
Figure reproduced from Itoh et al., 1985 [20].
The role of the short hydrogen bond between G2 and G3 is particularly poorly
understood, with some studies suggesting that it may play a crucial role in trig-
gering the phase transition [9, 10] and others suggesting that it may not be in-
volved [11,12]. Kikuta et al. [22] refined the structure of TGS with both positive
and negative polarity by poling the crystal. They found that the position of the
H3 atom in the G2–G3 bond is correlated with the G1 orientation. This supports
the G2–G3 hydrogen bond being involved in the phase transition, although it
does not mean that it triggers it.
The G1 orientation (polarisation) being coupled to whether H3 is closer to G2
or G3 can be explained as follows [29]. Depending on the orientation of G1, it will
either be energetically favourable for the N1–H13 - - O22 or the N1–H12 - - O32
hydrogen bond to form (see figure 2.6). If the N1–H13 - - O22 hydrogen bond
forms (figure 2.6(a)) then O22 acts as an acceptor and H3 is covalently bonded
to O32. If the G1 orientation reverses, then the N1–H12 - - O32 hydrogen bond
forms. H3 can no longer be covalently bonded to O32 (since O32 cannot both act
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as an acceptor in N1–H12 - - O32 and be covalently bonded) so H3 shifts closer
the G2, forming a covalent bond with O22.
Figure 2.6: The difference in the hydrogen bond configuration for the alternative
G1 orientations. Depending on the orientation of G1, either the N1–H13 - - O22
and N1–H11 - - O3 bonds form and H3 is covalently bonded to O32 on G3 or the
N1–H12 - - O32 and N1–H11 - - O4 bonds form and H3 is covalently bonded to O22
on G2.
An argument against the G2–G3 hydrogen bond playing a dominant role in
the phase transition is the fact that the increase in the phase transition tempera-
ture of TGS on deuteration is relatively small. For example, the phase transition
temperature for the hydrogen bonded ferroelectric KH2PO4 (KDP) increases by
100 K (from 123 to 223 K) with deuteration [3]. This increase is attributed
to deuteration changing its hydrogen bond geometry [35]. The change in the
G2–G3 hydrogen bond geometry in TGS on deuteration is similar to that of the
short hydrogen bond in KDP [29], but the increase in TC is only 12 K. This
indicates that the G2–G3 short hydrogen bond is unlikely to be driving the tran-
sition. An alternative to the G2–G3 bond driving the phase transition is that the
N1–D13 - - O22 and N1–D11 - - O3 hydrogen bonds (see figure 2.6) weaken with
increasing temperature, allowing the G1 orientation to become disordered [6].
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2.2.3 Dipole-dipole interactions
It has also been suggested that it is the dipole-dipole interactions between G1
molecules that drive the phase transition, rather than the hydrogen bonds. Based
on the dipole-dipole interactions in TGS, the phase transition has been modelled
in a number of ways. These include an Ising-type model (see section 3.5.2) in
which the pseudo Ising spin variables are the two orientational states of G1 along
the ferroelectric b axis [36], a unified oscillator model in which the NH+3 groups
on G1 are considered to be interacting oscillators in a double-well potential [8],
and using statistical mechanics [37].
Critical diffuse scattering measurements have been used to try to clarify the
nature of the dipole-dipole interactions in TGS. An anomalous rise in the diffuse
scattering around some of the Bragg peaks in TGS has been reported to occur
in the vicinity of TC [33,36,38]. The intensity of this critical diffuse scattering is
a maximum at TC and decreases with temperature both above and below TC as
shown in figure 2.7. Fujii et al. [36] found the distribution of the critical diffuse
scattering to be elongated perpendicular to b∗ and extremely narrow parallel to
b∗, which suggested that the interactions between dipoles is strongest parallel to
the ferroelectric b axis and that there are short-range correlations along b.
2.2.4 Effect of deuteration on TC
Deuteration of the exchangeable sites in TGS to produce DTGS,
(ND2CH2COOD)3·D2SO4, has been found to increase the phase transition tem-
perature of TGS from 322 K up to a maximum of about 334 K [4]. The increase in
TC depends on the level of deuteration as shown in figure 2.8. Replacing all of the
hydrogen atoms with deuterium to produce FDTGS, (ND2CD2COOD)3·D2SO4,
has been reported not to increase the phase transition temperature any further.
Rather, it was suggested that deuteration of the final six hydrogen atoms causes
a slight decrease in TC to 331.5 K [7].
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Figure 2.7: The temperature dependence of critical diffuse scattering in TGS just
off the (3 4 3) Bragg peak at
(
3 + 380 , 4, 3 +
3
80
)
. Figure reproduced from Fujii et al.
1971 [36].
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Figure 2.8: The increase in TC with the % of deuteration in DTGS,
(ND2CH2COOD)3·D2SO4. Data from Brezina et al., 1968 [4]. All the hydrogen atoms
are assumed to exchange equally.
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2.3 Low temperature anomalies
El-Eithan et al. [13] suggested the possibility that there is a second, low temper-
ature phase transition in TGS, based on anomalies observed in Raman and ultra-
sonic investigations for both HTGS and DTGS. The suggested phase transition
temperatures were 110 and 130 K for HTGS and DTGS respectively. Gerbaux
et al. [14] also suggested there may be a second, low temperature phase tran-
sition based on far infra-red spectroscopy, but their estimate for the transition
temperature was somewhere between 7 and 80 K.
Various other low temperature anomalies have also been observed using NMR
[15, 16] and dielectric measurements [17]. The temperatures for these anomalies
are very inconsistent for the different techniques and none of the measurements
were done in conjunction with a structural study. The evidence for a low tem-
perature phase transition is therefore highly inconclusive.
2.4 Crystal growth
There is a wealth of information in the literature on growing crystals of HTGS
and DTGS. The most common methods are growth from aqueous solution by
slow cooling [39–43] and slow evaporation [44–47] (see section 3.7). There was
also one report of growing TGS crystals of more than 100 g by adding ethanol to
an aqueous TGS solution [48]. Ethanol is soluble in water but TGS is insoluble
in ethanol, so the addition of ethanol concentrates the solution. Much of the
recent interest in TGS growth has been focussed on improving its technological
properties through doping it with various amino acids and other molecules [39,
41,45,46].
TGS is usually deuterated by being dissolved and recrystallised in D2O. Using
this method, deuterium is substituted for all of the hydrogen atoms except those in
the CH2 group [4, 7]. Only one synthesis of fully deuterated TGS has previously
been reported, in which fully deuterated starting materials were used to grow
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Figure 2.9: The standard morphology of a TGS crystal. Figure reproduced from Lal
and Batra, 1993 [42] with the faces indexed in setting 1 (see section 2.1.1).
single crystals of FDTGS by slow evaporation [7].
The standard morphology for single crystals of TGS is shown in figure 2.9 [42],
although other morphologies have also been found to occur [42, 49, 50]. The
morphology has previously been reported to be dependent on pH [49], seed crystal
orientation and morphology [42,50], and to a lesser extent temperature [49].
2.5 Contribution of this research to current knowl-
edge
While both HTGS and DTGS have been investigated extensively, there have been
almost no studies of FDTGS, and no structural refinement had been reported.
This is in spite of the fact that complete deuteration allows TGS to be investi-
gated using neutron techniques, such as diffuse and inelastic scattering, that are
impracticable with HTGS or DTGS due to the large incoherent neutron scat-
tering cross section of hydrogen. In this work, a new method for growing single
crystals of FDTGS from fully deuterated starting materials by vapour diffusion
crystallisation is presented, as well as detailed structural refinements of FDTGS
from single crystal neutron diffraction data.
Refinements of both the ferroelectric and paraelectric phase structures have
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been reported for HTGS and DTGS from single crystal x-ray and neutron data.
However, only a few of the structural studies have taken measurements at more
than one temperature, and even then only a few temperatures have been inves-
tigated. Consequently, apart from the differences between the paraelectric and
ferroelectric phases, there is little detailed information on how the structure of
TGS evolves with temperature. Here, the structural evolution of TGS has been
investigated from 4 to 500 K using x-ray and neutron powder diffraction. While
the refinements from powder diffraction data are not as precise as those from
single crystal studies, the rapid acquisition times make it practicable to take
measurements over a wide temperature range on a very fine temperature grid.
New information about the changes in the lattice parameters and hydrogen bond
lengths with temperature were obtained. The data were also used to investigate
whether there was any structural evidence for a second, low temperature phase
transition in TGS.
In spite of the level of interest in the phase transition in TGS, the short-range
order has never been comprehensively studied. The phase transition in TGS is
second-order, which suggests that short-range order will develop as the system
goes from being long-range ordered below TC , to disordered above TC . Under-
standing the short-range interactions is likely to be crucial for understanding
the phase transition mechanism. In this work, the short-range order in TGS has
been investigated by measuring single crystal x-ray and neutron diffuse scattering
data at a range of temperatures from well below to well above TC . Modelling the
short-range order has provided important new insights into the role of both the
hydrogen bonds and the dipole-dipole interactions in TGS and how they drive
the phase transition.
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Chapter 3
Background
3.1 Crystallography
3.1.1 Crystal structure
Crystals are solids composed of a periodic arrangement of atoms. The crystal
structure can be built up by repeating an identical group of atoms, called a unit
cell, that describe the composition and symmetry of the crystal. The periodic
arrangement of the unit cells can be described in terms of a point lattice. The
lattice vectors a, b, c describe the size and shape of the unit cell which is con-
structed by drawing the three vectors from the unit cell origin. The unit cell can
also be described by their magnitudes, a, b and c and the angles between them,
α, β and γ (see figure 3.1). The entire point lattice can be generated by trans-
lations of linear combinations of the lattice vectors. The fractional coordinates,
x, y, and z are used to describe the positions of the atoms in the unit cell. For
example if x = 1
4
, y = 1
2
, z = 1
6
then the vector describing the atomic position
is 1
4
a + 1
2
b + 1
6
c. It is important to note that the choice of unit cell for a given
crystal structure is not unique and depends on the choice of origin and unit cell
axes.
Each crystal lattice has a corresponding reciprocal lattice. Each point in
the reciprocal lattice represents a parallel set of planes in the real lattice. The
reciprocal lattice vectors a*, b*, c* can be constructed from the lattice vectors
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as follows
a* = 2pi
b× c
a · b× c (3.1)
b* = 2pi
c× a
a · b× c (3.2)
c* = 2pi
a× b
a · b× c (3.3)
The direction of a∗ is perpendicular to b and c and |a∗| = 2pi|a| . Similarly for b
and c. For a monoclinic system (α = γ = 90◦, β 6= 90◦), such as TGS, this means
that b∗ is parallel to b.
Figure 3.1: A unit cell with lattice parameters a, b and c. a, b and c are the unit
cell vector magnitudes. α is the angle between b and c, β is the angle between c and
a and γ is the angle between a and b.
The orientation of a plane in a crystal can be described by its Miller indices.
A plane with Miller indices (h k l) intersects the a axis of the unit cell at a/h, the
b axis at b/k and the c axis at c/l, as shown in figure 3.2. If the plane is parallel
to a crystallographic axis, the intercept is ‘infinity’ and the corresponding Miller
index is zero.
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Figure 3.2: Examples of crystal planes and their corresponding Miller indices.
3.1.2 Symmetry
Various symmetry operations may be performed which bring the cell into coin-
cidence with itself, such as mirror planes and rotations [51–53]. For example,
a crystal has an n fold rotation axis if a 360
◦
n
rotation brings it into coincidence
with itself. Symmetry operations can also be combined with a translation by a
fraction of the lattice repeat distance, t, in a given direction. A Nm screw axis
is an N fold rotation axis with an m
N
t translation. The space group describes
the lattice type and all the symmetry elements of the structure. There are 230
possible space groups in 3-dimensions.
The subset of symmetry operators that, for a given space group, leave a point
fixed (i.e. translations are not included) determines the crystallographic point
group [51]. There are thirty two crystallographic point groups (see table 3.1),
ten of which are polar. For polar point groups, there are no combinations of
the symmetry operators that invert the coordinates (x, y, z → −x,−y,−z) and
the structure has a unique polar axis [3]. Crystals that exhibit the symmetry of
one of the polar point groups can posses a spontaneous polarisation [1, 54] (see
section 3.6).
When describing the composition of the unit cell in terms of atomic coor-
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Table 3.1: The 32 crystallographic point groups according to crystal system and
whether they are polar or non-polar.
Crystal system Polar Non-polar
Triclinic 1 1¯
Monoclinic 2, m 2/m
Orthorhombic mm2 222, mmm
Trigonal 3, 3m 3¯, 32, 3¯m
Tetragonal 4, 4mm 4¯, 4/m, 422, 4¯2m, 4/mmm
Hexagonal 6, 6mm 6¯, 6/m, 622, 6¯m2, 6/mmm
Cubic - 23, m3, 432, 4¯3m, m3m
dinates, each of the atoms does not have to be listed separately. Instead, the
composition can be described in terms of the asymmetric unit. The asymmetric
unit contains the atoms from which all the atoms in the unit cell are generated
by the symmetry operators [52]. Atoms can either be on general or special po-
sitions [53]. An atom on a general position generates the maximum number of
atoms possible from the symmetry operators. The general multiplicity, that is the
number of atoms generated from a general position, depends on the symmetry
elements of the space group. A special position is one which is mapped back onto
itself by at least one of the symmetry operators of the space group, and so the
multiplicity of atomic sites on special positions is lower than for general positions.
3.1.3 Local structure
In an ideal crystal, the unit cells are identical and the whole crystal can be con-
structed by translating the unit cell by linear combinations of the lattice vectors.
However, for real crystals, this is often not the case, and significant structural
disorder can occur. Although a disordered crystal structure can still be described
by a unit cell, it is only representative of the average long-range structure across
the entire crystal, and the structure on a local scale can be significantly different.
The physical properties of crystals can be strongly influenced by the local order
(or disorder), so investigating the local structure and short-range order in mate-
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rials, for example by using diffuse scattering (see section 3.4.1), can be crucial for
understanding their behaviour.
There are many different types of disorder and it can be either static or dy-
namic depending on whether it involves the motions of atoms over time [55].
Some of the common types of disorder are
• Displacive disorder
This occurs when atoms or molecules are displaced away from their average
positions (see figure 3.3(b)). Some displacive disorder will always be present
due to the thermal motions of the atoms.
• Occupational disorder
This occurs when the same site in different unit cells can be occupied by
different atoms, molecules or vacancies (see figure 3.3(c)).
• Orientational disorder
This is similar to occupational disorder and occurs when a molecule can
have different orientations on the same site.
Short-range order arises when the occupancies or displacements or some other
aspects of the crystal structure, are correlated on a local scale, but the periodic
arrangement does not extend throughout the entire structure (see figure 3.3(d)).
Correlation coefficient
The correlation coefficient is a useful measure of the level of order in a system
and indicates the strength of the relationship between two variables [56]. For
example, if a site can be occupied by one of two atom types A and B, then the
correlation coefficient, cij, between a pair of sites i and j can be defined as
cij =
Pij − θ2
θ(1− θ) (3.4)
where Pij is the joint probability that both sites i and j are occupied by the
same atom type and θ is the overall occupancy of the site of interest [57]. A
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Figure 3.3: Examples of different types of ordering that can occur in crystal structures
(a) perfect long-range order, (b) displacive disorder, (c) occupancy disorder with a 1:2
ratio of the different atom types, (d) the same long-range occupancy order as (c) but
with short-range order such that the atom type tends to alternate from site to site. Due
to the overall stoichiometry, the short-range order in (d) cannot extend throughout the
entire structure.
positive correlation coefficient indicates that adjacent sites tend to be occupied
by the same type of atom and a negative correlation coefficient indicates that
they tend to be occupied by different atom types. A correlation coefficient of
zero indicates that there is no relationship between the occupancies of adjacent
sites, so the occupancies are completely disordered. If θ = 1
2
, that is the average
site occupancy is 50% atom A and 50% atom B, then the range of values for the
correlation coefficient is from +1 to -1. A correlation coefficient of ±1 means
that the system has long-range order. Smaller non-zero correlation coefficients
are indicative of short-range order. Examples of two-state systems with different
correlation coefficients are shown in figure 3.4.
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Figure 3.4: Examples of two-state systems with different correlation coefficients (cc)
for the occupancy ordering for nearest neighbours of the two atoms types: (a) cc = 0
(random occupancies), (b) cc = −0.6 and (c) cc = +0.6.
3.2 X-ray and neutron diffraction
3.2.1 Diffraction
In crystalline materials, x-rays and neutrons scatter from planes of atoms. In
scattering experiments, the diffracted intensity is measured as a function of the
momentum transfer, q, of the scattering particle which is defined as
q = ki − kf (3.5)
where ki is the incident wave-vector and kf is the scattered wave-vector (see
figure 3.5) [58]. For elastic scattering, there is no change in energy, and the
magnitude of the scattering vector, q, is given by
q =
4pisinθ
λ
(3.6)
where λ is the x-ray or neutron wavelength, d is the spacing between planes of
atoms in the crystal and θ is half the scattering angle, 2θ (see figure 3.6).
Bragg peaks occur when reflections from parallel planes of atoms interfere
constructively (see figure 3.6). The condition for constructive interference is given
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by Bragg’s law
λ = 2dsinθ (3.7)
⇒ q = 2pi
d
(3.8)
Scattering occurs from sets of crystal planes at many different orientations and
this produces a series of Bragg peaks at the corresponding angles. The positions
and relative intensities of the Bragg peaks provides information about the size
and composition of the unit cell, i.e. the long-range order.
Figure 3.5: The basic geometry of a diffraction experiment and the scattering
vector, q.
A geometric description of diffraction that is very useful for understanding
the relationship between the crystal and the diffraction pattern obtained in an
experiment is the Ewald construction [52,59] shown in figure 3.7. The Ewald cir-
cle (sphere in 3-dimensions) with a radius proportional to 1/λ is drawn with the
crystal, C, at its centre. The reciprocal lattice is drawn on the same scale, with
the origin centred at O. Diffraction from the (h k l) planes will occur when the
corresponding reciprocal lattice point intersects with the Ewald sphere. Which
reciprocal lattice points intersect with the Ewald sphere can be changed by ro-
tating the crystal.
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Figure 3.6: Diffraction from a set of parallel planes of atoms with Miller indices (h k l).
Constructive interference occurs when the path difference, MON = 2dsinθ = nλ.
Figure 3.7: The Ewald sphere (circle) of radius 1/λ with the crystal at the centre,
C, and the origin of the reciprocal lattice (hkl = 000) at point O. When a recipro-
cal lattice point intersects with the Ewald sphere at a point, P , |OP | = 1/dhkl and
sinθ = λ/2dhkl, so Bragg’s law is satisfied and diffraction from the (h k l) planes occurs.
As the crystal and hence the reciprocal lattice is rotated, different reciprocal lattice
points will intersect with the Ewald sphere.
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3.2.2 Complementarity of x-rays and neutrons
X-ray and neutron scattering are complementary techniques for studying crystal
structures since they provide information about different aspects of the structure.
X-rays are scattered by the electrons in atoms, so the intensity of the scattered
beam increases with the electron number, Z. Because of this, x-rays are relatively
insensitive to light atoms and there is little contrast between atoms with similar
electron numbers. The atomic form factor, f , describes the efficiency of scattering
of a given atom in a given direction [60].
f =
amplitude of the wave scattered by an atom
amplitude of the wave scattered by one electron
(3.9)
As well as the number of electrons, f depends on the scattering angle. For
2θ = 0◦, the scattering is in the forward direction and the waves scattered by
the electrons are in phase, so f = Z. As 2θ increases, the waves scattered by
the individual electrons become increasingly out of phase due to their spatial
distribution and f decreases [60] (see figure 3.8).
Figure 3.8: The variation in the atomic form factor of Fe3+, with the scattering angle,
2θ, for Cu Kα radiation, λ ≈ 1.54 A˚.
Unlike x-rays, neutrons are scattered by the nuclei in atoms and the intensity
of the scattering depends on the scattering length, b, which varies erratically with
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Figure 3.9: The variation in the coherent neutron scattering length, bc, with atomic
number, Z, averaged over the isotopes.
the atomic number [61] as shown in figure 3.9. Neutron diffraction is useful for
studying aspects of crystal structures to which x-rays are insensitive. Neutron
scattering is particularly useful for hydrogen containing materials since it is di-
rectly sensitive to the positions of the hydrogen atoms [59]. It should be noted
however that hydrogen has a very large incoherent neutron scattering cross sec-
tion (see table 3.2) which creates a very high background. This can be solved
by substituting deuterium for hydrogen (provided that the substitution does not
cause any significant structural changes) since the incoherent neutron scattering
cross section of deuterium is relatively low. Neutrons can also be used to distin-
guish between different atoms with similar atomic numbers, for example, C, N
and O.
Another advantage of neutron scattering is that the nuclear scattering inten-
sity is constant for all scattering angles, 2θ, since the neutron de Broglie wave-
length is much larger than the nucleus. This means that nuclear scattering can
be considered as scattering from a point and the scattered wave is spherically
symmetric [61]. This allows much more information to be gained from peaks at
high angles.
An advantage of x-ray scattering is that the fluxes for x-ray sources, particu-
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Table 3.2: The coherent neutron scattering length, bc, the coherent scattering cross
section, σcoh, and the incoherent scattering cross section, σinc, for hydrogen and other
common light nuclei [62].
Nucleus bc (fm) σcoh (b) σinc (b)
1H -3.7423(12) 1.7583(10) 80.27(6)
2D 6.674(6) 5.592(7) 2.05(3)
12C 6.6535(14) 5.559(3) 0
14N 9.37(2) 11.03(5) 0.50(12)
16O 5.805(5) 4.232(6) 0
32S 2.8042) 0.9880(14) 0
larly synchrotrons, tend to be significantly higher than for neutron sources, which
means that smaller sample sizes can be used. This reduces extinction and ab-
sorption effects which need to be corrected for (see section 3.3.1). Higher fluxes
also mean that shorter data collection times are required to achieve reasonable
counting statistics.
3.2.3 Structure factor
The relative intensities of the Bragg reflections in a diffraction pattern depend
on the coherent scattering from all the atoms in the unit cell, allowing for phase,
and are given by the structure factor, Fhkl. For a cell with N atoms
Fhkl =
N∑
1
fne
2pii(hxn+kyn+lzn) (3.10)
where x, y, z are the fractional coordinates of the atoms in the unit cell [60, 63].
Depending on the positions of the atoms in the unit cell, some reflections will
have no intensity because the contribution to their structure factors cancel. The
reflections for which the structure factor is equal to zero is characteristic of the
symmetry of the structure and gives rise to reflection conditions. For example,
if the structure factor is always zero for reflections of the form h 0 0, h = 2n+ 1,
then the condition for these reflections to be present is that h = 2n.
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Atomic displacement parameters
The structure factor from equation 3.10 assumes that the atoms are in fixed
positions, but in reality the atoms are displaced from their average positions due
to their thermal energy or because equivalent atoms in each unit cell do not
occupy exactly the same position. The displacements of the atoms from their
average positions causes the intensities of the Bragg peaks to decrease [52, 59],
which needs to be taken into account when modelling scattered intensities. For
thermal motions, the mean displacement of an atom from its equilibrium position
increases with temperature. The sizes and directions of the thermal motions also
depend on the local environment of the atom.
The reduction in the Bragg peak intensities goes as a function of sin θ/λ and
is described by the Debye-Waller factor, W . The structure factor is then given
by
Fhkl =
∑
j
Fhkl0e
(−Wj) (3.11)
where Fhkl0 is the structure factor calculated from equation 3.10.
If the displacements are assumed to be isotropic, then they can be described
by a single atomic displacement parameter (ADP) for each atom, Uiso, which is
the mean square displacement of the atom from its average position [52]. For
isotropic ADPs, the Debye-Waller factor is given by
W = 8pi2Uiso
sin2 θ
λ2
(3.12)
Alternatively Biso values can be used to describe the isotropic atomic displace-
ments. Biso is related to Uiso by
Biso = 8pi
2Uiso (3.13)
Atomic environments within a crystal are not usually isotropic so it is generally
better to approximate the volume occupied by the atom in terms of an ellipsoid.
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Anisotropic displacements are described by six parameters, Uij, for each atom.
These parameters are the displacements along the reciprocal lattice vectors and
various cross-terms and are related to the vibration amplitudes along the principal
axes of the thermal ellipsoid [52]. For anisotropic thermal displacements, the
Debye-Waller factor becomes
W = 2pi2(U11h
2a∗2 + U22k2b∗2 + U33l2c∗2 + 2U12hka∗b∗ cos γ∗
+ 2U13hla
∗c∗ cos β∗ + 2U23klb∗c∗ cosα∗) (3.14)
3.2.4 Time-of-flight techniques
While diffraction using monochromatic radiation is familiar, the neutron time of
flight approach warrants some discussion. Rather than selecting a single wave-
length, time-of-flight neutron diffraction techniques use a white (multiple wave-
length) beam and the fact that neutrons with different wavelengths travel at dif-
ferent velocities [53,62]. For example, at the ISIS spallation neutron source [64], a
polychromatic pulse of neutrons is produced every 20 ms. On hitting the sample,
the neutrons are diffracted according to Bragg’s law (equation 3.2.1). Both the
time-of-flight (from the spallation target to the detector via the sample) and the
positions of the diffracted neutrons on the detector are measured. The wavelength
of the neutrons is related to the time-of-flight by
λ =
ht
mnL
(3.15)
where h is Planck’s constant, mn is the neutron mass, L is the total flight path
and t is the time-of-flight. Combining equation 3.15 above with Bragg’s law gives
the relationship between the time-of-flight and the d-spacing for a given reflection
t =
2d sin θmnL
h
(3.16)
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The result of this is that the d-spacing is proportional to the time-of-flight and
that the orders of a given reflection are collected on the same detector position,
but with a different time-of-flight.
The main advantage of time-of-flight techniques is that they allow large vol-
umes of reciprocal space to be accessed in a single measurement [59]. This makes
them very well suited to collecting diffuse scattering data (see section 3.4.2).
Time-of-flight data can also be used for long-range structural refinements (see
section 3.3.1), although the precisions do not quite match those obtained from
constant wavelength data. This is because more complicated corrections need to
be applied to time-of-flight data such as wavelength dependent extinction and
absorption corrections, as well as corrections for the incident neutron flux profile.
3.3 Crystal structure refinement from diffrac-
tion data
3.3.1 Single crystal structure refinement
Long-range structure refinements can be carried out using single crystal diffrac-
tion data. The intensities of the Bragg peaks are measured individually and used
to generate a list of corrected structure factors. If the crystal structure has pre-
viously been solved, the atomic coordinates and atomic displacement parameters
(ADPs) (see section 3.2.3) are used to calculate the structure factors using equa-
tion 3.12. The atomic coordinates and ADPs are then refined to minimise the
difference between the measured and calculated structure factors [52,59].
Extinction corrections
Extinction corrections need to be applied to take into account the reduction
in intensity of the diffracted beam due to multiple scattering occurring within
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crystallite domains [59]. In a perfect crystal, the planes of atoms are exactly
parallel and the intensity of the diffracted beam is reduced due to being re-
reflected multiple times from the same set of planes [65, 66]. This is known as
primary extinction and is most significant in highly perfect crystals.
For most crystals, defects such as dislocations or impurities cause the crystal
to be divided up into much smaller regions which, while notionally perfectly
periodic within themselves, are slightly misoriented with respect to each other
[67]. If the mosaic blocks are sufficiently large, then primary extinction can occur
within each block. If the misorientation of the mosaic blocks is sufficiently small,
multiple scattering can also occur in different blocks. This is known as secondary
extinction and the scattering events from different blocks are incoherent [65,66].
Extinction effects are wavelength dependent so applying extinction corrections
is more complicated in white beam experiments, such as time-of-flight neutron
diffraction (see section 3.2.4).
Absorption corrections
Absorption corrections can also be applied to account for the fact that some of
the incident radiation is removed by absorption and by incoherent scattering.
The incoherent neutron scattering cross section is particularly high for hydrogen-
containing materials (see table 3.2). The absorption for each reflection is depen-
dent on the mean path travelled in the crystal so it is also important to know
the sample geometry and orientation [59]. As for extinction corrections, applying
accurate absorption corrections is more complicated in white beam experiments
since both the absorption and incoherent scattering cross sections are wavelength
dependent.
Fit statistics
The quality of the refinement is given by the R-values, R and Rw, and the good-
ness of fit, GoF [59]. R and Rw are a measure of the agreement between the
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calculated and observed structure factors, summed over all the reflections, and
are given by
R =
∑ ||Fo,hkl| − |Fc,hkl||∑ |Fo,hkl| (3.17)
and
Rw =
√√√√√∑
[
w
(
F 2o,hkl − F 2c,hkl
)2]
∑[
w
(
F 2o,hkl
)2] (3.18)
The goodness of fit is given by
GoF =
√√√√∑[w (F 2o,hkl − F 2c,hkl)2]
n− p (3.19)
where n is the number of reflections and p is the total number of refined parame-
ters. The weights, w, are related to the statistical variance in the structure factor
intensity estimation, σ2
(
F 2o,hkl
)
, and have the general form
w ≈ 1/σ2 (F 2o,hkl) (3.20)
The lower the R-values, the better the fit. For a good solution, the goodness of
fit should approach one.
3.3.2 Rietveld refinement of powder diffraction data
For powder diffraction experiments, all crystal orientations are measured simul-
taneously. This means that individual peak intensities cannot be measured since
all the symmetry equivalent reflections have the same d -spacing. Also, peaks
with very close d-spacings can overlap, further reducing the ability to determine
individual peak intensities. The inability to determine individual peak intensities
can make structural refinements from powder diffraction data less precise than
those obtained from single crystal data, particularly in cases where there is a high
level of peak overlap. However, the data collection times for powder diffraction
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are significantly shorter than for single crystals, allowing the evolution of the
structure with, for example, temperature to be studied on a much finer grid. An
example powder diffraction data set is shown in figure 3.10.
Figure 3.10: An example x-ray powder diffraction pattern. The finite width of the
peaks is due to a combination of instrument and sample factors.
Rather than trying to refine the structure based on individual peak intensities,
Rietveld refinement programs such as FullProf [68] and TOPAS [69] calculate the
diffraction profile based on a hypothetical structure and instrument parameters,
input by the user and compares it with the real data. Parameters that must be
input by the user include
• The wavelength of the radiation used to measure the data, the angular (2θ)
range of the data and the step size between data points.
• The space group and lattice parameters. The space group determines which
reflections are allowed and the lattice parameters determine their 2θ posi-
tions.
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• The positions and types of the atoms in the asymmetric unit. The atomic
positions are used to calculate the structure factor for each reflection (see
section 3.2.3) and determine the relative intensities of the peaks.
• The atomic displacement parameters (ADPs) and whether they are isotropic
or anisotropic. The ADPs influence the peak intensities.
• Peak shape parameters. The width of the peaks is determined by a combi-
nation of instrument parameters such as the collimation of the instrument
and the range of wavelengths in the beam, as well as sample factors such
as variations in composition or stresses in the sample leading to a range of
d-spacings.
The user also decides which parameters the program is allowed to vary and any
constraints on the parameters. For example, an atom or molecule might be
constrained to sit on a mirror plane. The chosen parameters are refined by
minimising the difference between the observed and calculated pattern
S¯ =
∑
m
wm (Yo,m − Yc,m)2 (3.21)
where Yo,m and Yo,m are the observed and calculated intensities respectively at
point m and the summation is over all the points of the powder diffraction pattern
[53]. The weightings, wm, are given by
wm = 1/σ
2 (Yo,m)
2 (3.22)
where σ2 (Yo,m) is the statistical variance in Yo,m.
Rigid-body refinement
For molecular crystals it is often advantageous to treat the molecules as rigid
bodies, rather than refining the atomic positions of all of the atoms independently.
In the program TOPAS, this is done by using a z-matrix to define the molecules
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(see section 3.5.4). The parameters that can be refined are then the positions
and orientations of each of the molecules in the unit cell, as well as the distances,
angles and dihedral angles between the atoms within each molecule. The main
advantage of treating molecules as rigid bodies is that it makes it significantly
easier to apply sensible constraints to the system, such as keeping bond lengths
or angles fixed.
Sequential refinement
Sequential refinement can be very useful when many data sets have been collected,
for example as a function of temperature. If the step size between measurements is
sufficiently small, then only small changes in the refined parameters are expected
to occur from one refinement to the next. Rather than refining the parameters
of each of the data sets individually, the refinements can be automated with the
output parameters from one refinement used as the input parameters for the next
refinement.
Fit criteria
For Rietveld refinements, the R-values are a measure of the agreement between
the observed and calculated data points. The pattern and weighted pattern R-
values, Rp and Rwp, are given by
Rp =
√∑ |Yo,m − Yc,m|∑
Yo,m
(3.23)
and
Rwp =
√∑
w (Yo,m − Yc,m)2∑
wY 2o,m
(3.24)
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The expected R-value due to the counting statistics, Rexp, is given by
Rexp =
√
M − p∑
wY 2o,m
(3.25)
and the goodness of fit is given by
GoF =
Rwp
Rexp
=
√∑
w (Yo,m − Yc,m)2
M − p (3.26)
where M is the total number of data points and p is the number of refined
parameters. For a perfect fit Rwp would equal Rexp and the goodness of fit would
be equal to one.
3.4 Single crystal diffuse scattering
3.4.1 Diffuse scattering
While the long-range structure, gives rise to Bragg peaks in diffraction experi-
ments, deviations away from the long-range structure lead to a reduction in the
intensities of the Bragg peaks and a redistribution of this intensity in reciprocal
space, either underneath or between the Bragg peaks. This non-Bragg inten-
sity is known as diffuse scattering and contains information about the disorder
and short-range order present in the system [55, 58, 70, 71]. Diffuse scattering
data from single crystals gives the distribution of diffuse scattering intensity in
3-dimensions, allowing the local structure to be investigated in detail. An ex-
ample diffuse scattering pattern for a single slice of reciprocal space is shown in
figure 5.5.
While Bragg scattering is only sensitive to single site properties, such as the
average site occupancy, diffuse scattering is sensitive to two-body correlations [55,
58,70] so provides information about the interactions between sites. For example,
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diffuse scattering can indicate how the occupancy of one site affects the occupancy
of the adjacent site. The analysis of diffuse scattering can therefore lead to
a more detailed understanding of the crystal structure than can be obtained
from the Bragg scattering alone. This is important since the useful physical
properties of many materials depend on various kinds of disorder [70, 72, 73].
Diffuse scattering is particularly useful for studying structural phase transitions
[33], since for transitions of higher than first order significant short-range order
can occur as the system goes from disordered above TC to long-range ordered
below TC . Investigating the change in the diffuse scattering with temperature
can therefore reveal important information about which interactions are driving
the transition.
Figure 3.11: An example of x-ray diffuse scattering in the h k 0 plane from Ibuprofen.
The sharp, bright dots are the Bragg peaks and the rest of the intensity is diffuse
scattering. Diffuse scattering data from Goossens et al., 2007 [74].
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Thermal diffuse scattering
As discussed in section 3.2.3, the positions of the atoms are not fixed, but are
displaced from their averages due to thermal vibrations. This causes a reduc-
tion in the intensity of the Bragg peaks, described by the Debye-Waller factor
(equation 3.12), and gives rise to thermal diffuse scattering [53, 55, 58, 75]. It is
always present since the atoms are always moving and increases with tempera-
ture. Rather than being completely random, the interactions between atoms or
molecules cause the atomic displacements to be correlated on a local scale. The
correlations of the atomic displacements determine the distribution of thermal
diffuse scattering in reciprocal space.
Short-range order
Structured diffuse scattering also arises due to various types of short-range or-
der. Short-range correlations of the orientations, occupancy etc. in a particular
direction will lead to a collapsing of the scattered intensity in the perpendicular
direction in reciprocal space. The distribution of diffuse scattering can therefore
provide an indication of the type of correlation structures present in the crys-
tal. Correlations in 1-dimension, (eg. chains of interacting molecules) will lead
to sheets of diffuse scattering, whereas correlations in 2-dimensions (eg. layered
structures) will lead to rods of diffuse scattering. More complicated correla-
tion structures, caused for example by a combination of occupancy and atomic
displacement correlations, will lead to more complicated distributions of diffuse
scattering in reciprocal space.
3.4.2 Diffuse scattering experiments
Collecting diffuse scattering data is significantly more demanding than collecting
Bragg diffraction data since the intensity of the diffuse scattering tends to be very
weak compared to the Bragg peak intensities [55,70,72]. In addition, the location
of diffuse scattering intensity is not constrained by the space group symmetry so
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can appear anywhere in reciprocal space. This means that much longer data
collection times are required to achieve reasonable counting statistics and large
areas of reciprocal space need to be collected.
For x-ray diffuse scattering data collection, the use of synchrotron radiation
is advantageous since the flux is much higher than for laboratory sources and the
higher x-ray energies accessible at synchrotrons allow a larger volume of recipro-
cal space to be accessed. It also prevents absorption from being a problem, given
that relatively large crystals are used. For neutron diffuse scattering data collec-
tion, time-of-flight techniques (see section 3.2.4) have the advantage of allowing
much larger volumes of reciprocal space to be accessed in a single measurement
compared to constant wavelength techniques, significantly reducing the data col-
lection times [76].
Neutron sources are weaker than x-ray sources, so significantly larger sample
sizes are required to measure neutron diffuse scattering. While sample volumes
of less than 1 mm3 can be used to measure x-ray diffuse scattering, neutron
diffuse scattering experiments typically required sample volumes in the 100 mm3
to 1 cm3 range [55].
To collect 3-dimensional volumes of reciprocal space from a single crystal,
the crystal is mounted in front of a position-sensitive detector (or an array of
such detectors) and a diffraction pattern recorded. Rotating the crystal in small
increments and measuring the diffraction pattern at different crystal orientations
allows a large volume of reciprocal space to be obtained in a quasi-continuous
manner [70,72,76]. Data-processing programs, such as XCAVATE [72,77–79], can
be used to extract the slices of reciprocal space of interest from the data. Single
slices of reciprocal space can also be collected using a linear position sensitive
detector [70,80] provided the crystal is carefully oriented.
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3.5 Modelling diffuse scattering
Diffuse scattering is challenging to model because there are many different types
of disorder that can occur (for examples see section 3.1.3) and because the devia-
tions away from the long-range structure mean that the unit cells can no longer be
considered as being identical. This makes modelling diffuse scattering very com-
putationally expensive because it is necessary to model an entire crystal rather
than a single unit cell.
3.5.1 Monte Carlo techniques
Monte Carlo (MC) simulations [81] have been a highly useful technique for study-
ing order-disorder phenomena [57,82,83]. The diffuse scattering from a wide vari-
ety of systems has been modelled [71], including alloys [73], molecular crystals [84]
and magnetic structures [85].
For forward MC simulations, the energy of the system is defined in terms
of some interaction potentials, which can depend, for example, on the distance
between pairs of atoms or the occupancies of adjacent sites. During each MC
step, a randomly selected atom or molecule within the model crystal is chosen
and the associated variables perturbed by a random amount. The energy of the
original configuration, Eold, and that of the perturbed configuration, Enew, are
calculated and compared. If the energy of the new configuration is less than
the old configuration then it is automatically accepted. If the energy of the new
configuration is higher than the old configuration then it is accepted if a random
number η, 0 < η < 1, is less than the transition probability, P , given by
P =
exp (−∆E/kT )
1 + exp (−∆E/kT ) (3.27)
where ∆E = Enew−Eold, T is the temperature and k is the Boltzmann’s constant.
The reason for accepting a fraction of the processes that lead to a higher energy
is to allow the system to climb out of a local minimum and seek a deeper global
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minimum. The MC step is repeated until the system reaches thermal equilibrium.
A schematic of the Monte Carlo algorithm is shown in figure 3.12.
Figure 3.12: Schematic of the Monte Carlo (MC) algorithm. The MC step is repeated
until the system reaches equilibrium. Figure adapted from Neder and Proffen, 2008 [57].
The diffuse scattering pattern can then be calculated using programs such as
DIFFUSE [86] and DISCUS [57] and compared to the data to allow the validity
of the model to be assessed. In reverse MC simulations, the difference between
model and data is minimised, rather than the energy of the system.
3.5.2 Ising-type model for occupancy disorder
For a two state system, occupancy short-range order can be described using a
model analogous to the Ising model in magnetism [57,71,73]. The site occupancies
are assigned a value of Si = ±1, where S = +1 implies the site is occupied with
type A and S = −1 implies the site is occupied with type B. The energy of the
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ith site can then be expressed as
Ei =
∑
j
ωijSiSj (3.28)
where the ith site has N interacting neighbours indexed by j. In the simplest case,
only the nearest neighbour (NN) interactions are considered and the energy of
the system is given by
E = ωNN
∑
ij
SiSj (3.29)
where ωNN is the interaction constant. The sign of ωNN determines whether the
occupancies tend to be positively or negatively correlated. After each MC cycle,
which consists of a given number of MC steps (eg. 1000), the interaction constant
is adjusted using
ωnew = ωold + (cccalc − cc) (3.30)
where cccalc− cc is the difference between the calculated and required correlation
coefficients. The model can be made more complicated by including interac-
tions beyond nearest neighbour, or by making the strengths of the interactions
anisotropic. The total MC energy of the system is then the sum over all of the
interactions.
3.5.3 Modelling displacive disorder
Modelling disorder due to displacements or distortions away from the long-range
structure requires a different approach to modelling occupancy disorder. For ex-
ample, in the program ZMC [84] which models diffuse scattering from molecular
crystals, the atoms on adjacent molecules are connected by a network of con-
tact vectors that are treated like Hooke’s law springs. The total energy of the
intermolecular interactions is given by the sum over each of the contact vectors
Einter =
∑
i
Ki (di − di0)2 (3.31)
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where di0 is the equilibrium separation between the two atoms from the long-
range structure, di is the actual length of the contact vector in the model and Ki
is the force constant.
Internal degrees of freedom for the molecules in the system can also be defined,
such as a rotation around a bond. This intramolecular energy is given by
Eintra =
∑
j
Kj (φj − φj0)2 (3.32)
where φj0 is the equilibrium value of the dihedral angle from the long-range
structure, φj is the instantaneous value in the model and Kj is the force constant.
The total MC energy of the system is then given by
Etotal = Einter + Eintra (3.33)
3.5.4 Z-matrix representation of molecules
When modelling molecular systems, a useful method of defining molecules is to
use a z-matrix representation [87]. The main advantage of this approach over
fractional coordinates is that the atoms in the molecule are defined relative to
each other, rather than the unit cell axes. This makes it easier to apply sensible
constraints to the system and allows motions such as rotations around a bond
that could not easily be implemented using fractional coordinates.
An example of the z-matrix representation of a glycine molecule is shown in
table 3.3 and the corresponding molecule shown in figure 3.13. The first atom is
defined as the origin of the molecule and the subsequent atoms are defined based
on their distances, angles and dihedral angles with the previously defined atoms.
For example, the O1 molecule is the fourth atom in the z-matrix and it is defined
based on its distance to C1, its angle with C1–C2 and its dihedral angle with
C1–C2–N.
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Figure 3.13: The glycine molecule corresponding to the z-matrix representation in
table 3.3. The hydrogen atoms have been omitted for clarity.
Table 3.3: An example z-matrix representation for a glycine molecule. The corre-
sponding glycine molecule is shown in figure 3.13.
l Label m Distance m Angle n Dihedral angle
lm (A˚) lmn (◦) lmnp (◦)
1 C1 – – – – – –
2 C2 1 1.514 – – – –
3 N 2 1.474 1 111.93 – –
4 O1 1 1.303 2 113.42 3 -19.90
5 O2 1 1.202 4 125.21 2 179.63
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3.6 Ferroelectric materials
3.6.1 Definition
A material is said to be ferroelectric if it possesses a spontaneous electric dipole
moment, the direction of which can be reversed by an applied electric field
[3, 54, 63, 88]. In the absence of an applied field, ferroelectric crystal structures
have two or more orientational states differing only in the direction of sponta-
neous polarisation. All ferroelectric materials are also pyroelectric. That is, their
spontaneous polarisation changes with temperature.
There are many different classes of ferroelectric materials including perovskite-
like oxides, layer-structure oxides, and hydrogen bonded molecular structures [88].
The technological applications of ferroelectric materials include optical memories,
radiation detectors, bolometers and thermal imaging devices, although the latter
three applications are based on their pyroelectric properties (change in sponta-
neous polarisation with temperature), rather than ferroelectric properties [3,54].
3.6.2 Phase transitions
The transition from the paraelectric to the ferroelectric phase usually involves a
reduction in the symmetry exhibited by the structure [54]. One possible mecha-
nism for breaking the symmetry and inducing spontaneous polarisation is a polar
displacement of some of the atoms in the unit cell. Ferroelectric phase transi-
tions can be classified according to whether they are displacive or order-disorder
type transitions [63,88]. In a displacive transition, the lattice displacements that
produce the spontaneous polarisation go to zero everywhere above TC , and the
system is completely long-range ordered. In an order-disorder type transition,
the lattice displacements are still present above TC , but there is no long-range
order, so there is also no net polarisation. This is illustrated schematically in
figure 3.14. Both types of transition may give the same average structure above
TC .
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Figure 3.14: A schematic representation of a displacive and order-disorder type tran-
sition. The + and − symbols represent charged atoms or groups of atoms. For the
displacive-type transition, the polar displacements go to zero above TC and the struc-
ture is completely long-range ordered with zero polarisation. For the order-disorder
type transition, the polar displacements are still present above TC , but the displace-
ment directions are disordered so the net polarisation is also zero.
Physical properties such as heat capacity and dielectric constant show anoma-
lous behaviour in the critical region close to TC [3, 89]. Measuring the change in
these properties with temperature can therefore provide a way to determine the
phase transition temperature (see figure 3.15). Anomalous increases in diffuse
scattering (see section 3.4.1) associated with dipolar fluctuations have also been
observed in the vicinity of phase transitions in ferroelectrics [36].
Order parameter
Landau theory describes the behaviour of materials undergoing a phase transition
and has been applied to many systems including ferroelectrics [3,54,63]. Landau
theory characterises phase transitions in terms of an order parameter which is
equal to zero in the high symmetry phase and has a finite value in the lower
symmetry phase. In the case of ferroelectrics, the order parameter is the spon-
taneous polarisation, P . Ferroelectric phase transitions are classified as either
first or second-order depending on the behaviour of P as T approaches the criti-
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Figure 3.15: The change in the heat capacity of L-alanine doped TGS with temper-
ature, measured by Choudhury et al., 2009 [32]. A dip in the heat capacity occurs in
the critical region which can be used to measure TC .
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cal temperature, TC . For first-order transitions, on heating, the order parameter
jumps discontinuously to zero at TC and for second-order transitions, the order
parameter continually decreases as T approaches TC , as illustrated in figure 3.16.
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Figure 3.16: The change in spontaneous polarisation, P , with temperature, T , for first
and second-order phase transitions. For first-order transitions, P jumps discontinuously
to zero at TC and for second-order transitions, P decreases continuously to zero as T
increases to TC
An alternative order parameter that is suitable for binary systems consisting
of two equivalent subsystems is the structural order parameter, S, given by
S = |P1 − P2| (3.34)
where P1 and P2 are the fractional occupancies of the two subsystems and
P1 + P2 = 1 [33,89]. For a completely disordered system, S = 0 and P1 = P2 =
1
2
.
For ordered states, S = 1 and P1 or P2 = 0. For order-disorder type phase transi-
tions in ferroelectrics, the equivalent subsystems are the positively and negatively
polarised orientational states of the crystal structure.
56 Background
3.6.3 Hydrogen bonding
About a quarter of the known ferroelectric materials are hydrogen-bonded crystal
structures [1]. Hydrogen bonds link two electronegative atoms such as O or N
in a donor(D)–acceptor(A) interaction, D–H - - A [90]. The hydrogen atom is
covalently bonded to the donor atom, D. The electronegativity of the donor
draws the electron away from the hydrogen nucleus, leaving the proton partially
unshielded. This allows the hydrogen atom to react with a second electronegative
acceptor atom, A. The strength of hydrogen bonds varies from being similar to
covalent bonds, to more like van der Waals forces.
In hydrogen bonded ferroelectrics, the substitution of hydrogen for deuterium
tends to produce only small structural changes, but can change the phase tran-
sition temperature by anywhere from a few kelvin to over 100 K [3]. A large
isotope effect suggests that the hydrogen bonding plays a significant role in the
ferroelectric phase transition [1, 91].
3.7 Single crystal growth
Growing single crystals is important both for fundamental studies of the structure
and properties of ferroelectrics (and many other materials) and for their applica-
tions in technological devices. Although there exists a wide variety of methods for
growing single crystals, they can be divided into three main categories: growth
from melt, growth from solution and growth from vapour phase [92].
Historically, growth from solution was the first and most widely used tech-
nique [92, 93]. The advantage of solution growth methods is that they are gen-
erally relatively simple and inexpensive, particularly for growth from aqueous
solutions. The most important equilibrium consideration for solution growth is
the saturation of the solution [94]. Supersaturated solutions are unstable so if the
supersaturation is sufficiently large, spontaneous nucleation will occur and solute
will be deposited in multiple sites in the solution or on the walls of the con-
§3.7 Single crystal growth 57
tainer, which prevents the growth of large single crystals. Some of the methods
for achieving supersaturation in solution growth are
• Slow evaporation
A saturated or near saturated solution is prepared. The solvent is then
allowed to evaporate at constant temperature, concentrating the solution.
• Slow cooling
This is a useful method for materials that have a significant change in
solubility with temperature. A saturated solution is prepared at high tem-
perature and the solution is cooled gradually. As the solution cools, the
solubility decreases causing the solution to become supersaturated.
• Liquid or vapour diffusion
These methods are suitable for growing crystals of substances that are very
soluble in one solution and insoluble in another. The solvents must also
be miscible. A saturated solution in the good solvent is prepared and the
poor solvent is added, either through liquid diffusion (eg. by layering the
solutions), or by vapour diffusion if the poor solvent is volatile. The addition
of the poor solvent reduces the solubility of the material in the solution.
While the principles of the above methods are quite simple, growing large (cm
scale) single crystals of high quality still poses significant challenges. Large crys-
tals can be difficult to grow from spontaneous nucleation since multiple nucleation
events often occur. An alternative is to introduce a small (mm scale) seed crystal
into the solution. Growth on the seed crystal is then dependent on achieving
sufficient saturation to induce growth on the seed without inducing spontaneous
nucleation in the solution or on the walls of the container [92]. This can be diffi-
cult to achieve since the occurrence of spontaneous nucleation is affected by the
concentration of the solution, temperature, and pH, among other factors [52]. It
is also important that the solution is not disturbed during crystal growth since
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this can induce spontaneous nucleation. Even if growth from the seed crystal is
successful, the growth rate can significantly affect the quality of the crystal, so
this also needs to be controlled. A variety of crystallisation methods may need
to be attempted to determine suitable conditions for growing single crystals of a
given material [52, 92].
Chapter 4
Experimental methods
4.1 Sample preparation
Single crystals of hydrogenous TGS (HTGS) and fully deuterated TGS (FDTGS)
were grown using a vial-in-vial vapour diffusion crystallisation method, with an
aqueous solution of TGS in the inner jar and ethanol in the outer jar. TGS is
soluble in water but insoluble in ethanol, so the gradual diffusion of ethanol into
the TGS solution reduces the solubility of TGS and causes it to precipitate out.
As there was no precedent for growing TGS crystals in this manner, the method
is one of the results of this thesis and will be discussed in more detail in chapter 5.
Powder samples of TGS were obtained by crushing single crystals.
4.2 Single crystal x-ray diffuse scattering
4.2.1 Data collection
X-ray diffuse scattering data from HTGS were collected on the 11-ID-B beam-
line at the Advanced Photon Source (APS) [95] using the approach described
in [79]. The crystal was mounted in front of a PerkinElmer amorphous silicon
2-dimensional area detector as shown in figure 4.1. To collect a full 3-dimensional
volume of reciprocal space, the sample was rotated through 184◦ in ω with a step
size of 0.25◦. For each crystal orientation, 20× 1 s exposures were recorded and
summed together. A dark file (no beam) for the detector was collected every 4◦.
The reason for taking 20× 1 s exposures, rather than a single 20 s exposure,
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was that severe ‘blooming’ around some of the strong Bragg peaks was encoun-
tered during the data collection. An example of this is shown in figure 4.2. The
blooming is caused by pixel saturation, so dividing the measurement time into
short increments reduces the severity of the blooming, while still allowing a long
enough total measurement time for the relatively weak diffuse scattering features
to be seen.
In order to investigate the evolution of the diffuse scattering with temperature,
data were collected at 103, 223, 295, 322 (TC), 373 and 423 K. The temperature
was controlled using an Oxford Cryosystems Cryostream 700 Plus. Collecting
data at 473 K was also attempted but could not be completed because the crystal
decomposed.
The photon energy was 58.26 keV [λ = 0.2127(1) A˚] and the size of the de-
tector was 2048× 2048 pixels, with a pixel size of 200× 200 µm. The sample to
detector distance was determined using a CeO2 powder standard and found to
be 720.405 mm. This gave data out to a maximum q of approximately 8 A˚−1.
Figure 4.1: The experimental setup on 11-ID-B at the APS for the x-ray diffuse
scattering measurements. Figure reproduced from Welberry et al., 2005 [79].
4.2.2 Data processing
The program XCAVATE was used to reconstruct a 3-dimensional volume of re-
ciprocal space from the raw data and to extract 2-dimensional slices of recip-
rocal space of interest [72, 77–79]. The reciprocal space reconstruction requires
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Figure 4.2: An individual frame of x-ray diffuse scattering data from HTGS collected
on the 11-1D-B beamline at the APS. The red arrow indicates blooming around one of
the Bragg peaks caused by overexposed pixels.
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the crystal orientation, lattice constants and instrument parameters such as the
wavelength, sample to detector distance and direct-beam centre. The crystal ori-
entation and lattice constants were refined from the positions of the Bragg peaks
in each frame using the XDS program package [96].
The regions around blooming artefacts, such as the one shown in figure 4.2,
were masked out by setting the value of all the pixels within a given radius of
the centre of the artefact to zero. Although this involves removing relatively
large sections of data from individual frames, the effect on the total reciprocal
space coverage was relatively minor since more than one copy of the same (or
a symmetry equivalent) region of reciprocal space was generally present in the
data. Other corrections performed during processing included applying a scale
factor to each of the frames, to correct for variations in intensity between them,
and applying an air-scattering correction to each frame.
Since data were not recorded over the full 360◦ in ω, the 2/m Laue symmetry
of the crystal was applied to generate data in the unrecorded regions and to
improve counting statistics in regions that were recorded more than once. For
2/m Laue symmetry, the symmetry equivalent reflections are: h k l, h¯ k¯ l¯, h k¯ l
and h¯ k l¯. An example slice of reciprocal space before and after the symmetry
operators were applied is shown in figure 4.3.
4.3 Single crystal neutron diffuse scattering
Neutron diffuse scattering data from FDTGS were measured on the SXD beam-
line at the ISIS spallation neutron source [97] and on the high-intensity powder
diffractometer Wombat at the OPAL reactor at the Australian Nuclear Science
and Technology Organisation (ANSTO) [98].
§4.3 Single crystal neutron diffuse scattering 63
Figure 4.3: The h k 0 slice of reciprocal space from the HTGS x-ray diffuse scattering
data collected on the 11-ID-B beamline at APS (a) before and (b) after applying the
2/m Laue symmetry of the crystal. The streaks of missing data in part (a), such as
the ones indicated by the yellow arrows, are due to the removal of blooming artefacts
from individual frames. In part (b) the missing regions of reciprocal space have nearly
all been generated by applying the symmetry operators.
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4.3.1 SXD data collection
SXD combines the use of a time-of-flight measurement technique (see section 3.2.4)
and an array of position-sensitive area detectors to access large volumes of recip-
rocal space for a given orientation of the crystal [97, 99]. There are 11 detectors
surrounding the sample, as shown in figure 4.4, and each detector has 64× 64
pixels, with a pixel size of 3× 3 mm. For each neutron pulse, a time of flight
spectrum is recorded for each pixel of each detector. A total of 49.4% of the solid
angle is collected by the detector array [97].
Figure 4.4: The solid angle covered by the detector array on the SXD diffractometer
at ISIS, reproduced from Keen et al., 2006 [97]. The red circle indicates the position
of the crystal. Detectors 1 - 6 are in the horizontal plane. The centre of the detectors
have 2θ values corresponding to ± 142.5◦ (detectors 1 and 2), ± 90.0◦ (detectors 2 and
5) and ± 37.5◦(detectors 3 and 4). The remaining detectors are below the horizontal
plane with centre positions corresponding to 2θ = 45.0◦ (detector 8), 90.0◦ (detectors
7, 9 and 11) and 135.0◦ (detector 10).
Data sets were collected at 20, 300, 334 (TC) and 373 K. The temperature
was controlled using a closed-cycle refrigerator (CCR). For the 20 and 300 K
measurements, the crystal was mounted on a stub using a non-hydrogenous ad-
hesive and for the 334 and 373 K measurements, the sample was mounted inside
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a 12 mm diameter vanadium can filled with He. A thin strip of Al adhesive tape
was used to keep the crystal at the correct height inside the can.
Close to full 3-dimensional volumes of reciprocal space were obtained by
recording diffuse scattering data at 6 different crystal orientations for each tem-
perature, except for the 20 K data set where only 5 orientations were used due
to time constraints. The crystal orientation was changed by rotating it about
the vertical axis by an angle ω. Data were collected at each crystal orienta-
tion until the integrated beam current reached 1500 µA (∼10 hours). The total
measurement time at each temperature was about 60 hours.
4.3.2 SXD data processing
The raw data were processed using the program SXD2001 [97]. A vanadium run
(scattering measured from a 6 mm diameter vanadium/niobium null-scattering
sphere) was used to correct for the incident flux spectrum and a background
run obtained from the empty instrument was subtracted from the vanadium run.
The variable detector efficiency was also corrected for. All the data sets were
normalised by the number of microamps. Applying an absorption correction
(see section 3.3.1) was also attempted to account for the variation with direction
of the path length travelled by the neutron beam in the crystal, but this was
unsuccessful due to difficulties modelling the crystal shape satisfactorily.
The Bragg peaks were indexed and the reciprocal volume was calculated out
to q = 15 A˚−1 with a step size of 0.1 A˚−1. 2-dimensional slices of reciprocal space
were then extracted. As for the x-ray diffuse scattering data (see section 4.2.2),
the full 3-dimensional volume of reciprocal space was not recorded so the 2/m
Laue symmetry of the crystal was applied to improve reciprocal space coverage.
4.3.3 Wombat data collection
Although Wombat is designed as a powder diffractometer, it can also be used to
collect single crystal diffuse scattering data [80]. Wombat has a curved
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2-dimensional position-sensitive area detector that covers 120◦ in 2θ (see figure 4.5)
and is 200 mm high. While the detector coverage is not large enough to make
it practicable to collect fully 3-dimensional volumes of reciprocal space, diffuse
scattering from individual slices of reciprocal space can be measured. This is
done by aligning the crystal so that reflections from the plane of interest are in
the equator of the detector.
The aim was to measure diffuse scattering from the h k 0 slice of reciprocal
space. However, because of difficulty aligning the crystal, diffuse scattering was
instead measured from the 2 0 1 slice. The difficulty aligning the sample was due
to the monoclinic nature of the unit cell and the fact that the crystal was sealed
in a vanadium can, so could not be seen during the alignment.
The crystal was rotated through 120◦ about the vertical axis (perpendicular
to the equator of the instrument) in 0.2◦ steps with a data collection time of
2 min per step. 120◦ in ω is sufficient for the data to cover 1 full quadrant of
the 2 0 1 plane. The remainder of the pattern could be reconstructed from the
symmetry operators.
The Ge 115 reflection on the monochromator was used with a take-off angle
of 90◦. This gave a neutron wavelength of 1.54 A˚ and a q range of approximately
1.1 to 7.5 A˚−1. Due to the 2-dimensional nature of the detector, some out-of-
plane scattering was also detected, with a maximum q in the vertical direction
of ∼0.6 A˚−1. The intended data collection temperatures were 300, 334 (TC) and
373 K, but due to a problem with the thermocouple, the actual data collection
temperatures were 300, 314 and 348 K.
4.3.4 Wombat data processing
The 3-dimensional volumes of reciprocal space were reconstructed using software
developed by Whitfield et al. [80] to process diffuse scattering data collected on
Wombat. The 2/m Laue symmetry of the crystal was again applied to improve
the reciprocal space coverage. The 3-dimensional reciprocal space volume was
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then read into ImageJ [100] and the 2 0 1 slice of reciprocal space was extracted.
Figure 4.5: The experimental setup on the Wombat diffractometer at ANSTO for
diffuse scattering measurements. Figure reproduced from Whitfield et al., 2011 [80].
4.4 Single crystal neutron diffraction
The single crystal neutron diffuse scattering data collected on SXD from FDTGS
were also suitable for refining the long-range structure. The details of the data
collection are outlined in section 4.3.1. As for the diffuse scattering, the program
SXD2001 was used to process the data. The Bragg peaks were indexed and
a corrected list of structure factors (F 2) were obtained by integrating the area
around the Bragg peaks using a 3-dimensional profile fit.
4.5 X-ray powder diffraction
X-ray powder diffraction data for HTGS were collected on the Powder Diffraction
beamline at the Australian Synchrotron [101]. The sample was loaded into a
0.2 mm diameter capillary and mounted on a rotating sample stage in front of a
MYTHEN microstrip detector. A schematic of the setup is shown in figure 4.6.
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Diffraction patterns were recorded from 100 to 450 K in 5 K steps with an
angular range of 3◦ ≤ 2θ ≤ 83◦. The detector consists of 16 modules with a gap of
approximately 0.2◦ between modules. Two different detector positions therefore
needed to be measured for each temperature to prevent data loss. The data files
for the two detector positions were merged using the program DataPro [102].
The photon energy was 12.398 keV, which corresponds to a wavelength of
1.00 A˚. Ideally, a longer wavelength would have been used in order to spread out
the pattern in 2θ, since there was very little intensity above 2θ = 60◦, but the
detector response became very noisy at longer wavelengths.
Figure 4.6: The experimental setup on the Powder Diffraction beamline at the Aus-
tralian Synchrotron.
4.6 Neutron powder diffraction
Neutron powder diffraction data from TGS were collected on both the high-
intensity powder diffractometer Wombat, and the high-resolution powder diffrac-
tometer Echidna at ANSTO [98].
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4.6.1 Wombat
Powder diffraction data were collected on Wombat from both FDTGS and HTGS.
A schematic of Wombat is shown in figure 4.7. The samples were loaded in a 6 mm
diameter vanadium can under a He atmosphere and mounted in a cryofurnace.
The diffraction pattern of TGS contains a large number of overlapping peaks, so
a relatively long wavelength of 2.41 A˚ was chosen to spread out the pattern in
2θ. This was obtained by configuring the diffractometer with a Ge 113 reflec-
tion on the monochromator and a take-off angle of 90◦. The angular range was
20◦ ≤ 2θ ≤ 135◦.
Wombat has very rapid data acquisition times so it was practicable to take
measurements on a very fine temperature grid. For FDTGS, diffraction patterns
were collected between 4 and 400 K in 2 K steps. After a pause of 1 hour, data
were collected between 380 and 500 K in 2 K steps. The data collection time at
each temperature was 3 min.
For the HTGS sample, the scattering was measured at 4K and then in 20K
steps between 20 and 500 K. The data collection time at each temperature was
30 min. The data collection time to get good counting statistics was much longer
for HTGS than for FDTGS because the high incoherent neutron scattering cross
section of hydrogen gave a very high background.
A background pattern was collected with an empty vanadium can in the cry-
ofurnace. The measurement time was 30 min. The background was normalised
to the monitor counts before being subtracted from the data.
For FDTGS, there was evidence for some thermal lag in the sample tempera-
ture for the 4 to 400 K data set, since the lattice parameters from the sequential
refinements presented in chapter 6 were not consistent in the region of tempera-
ture overlap between the two data sets. Further, the cusps in the lattice parame-
ters (see figure 6.12) occurred 10 K higher than the phase transition temperature
for FDTGS, TC = 334 K, measured using differential scanning calorimetry [104].
Oﬄine testing of the cryofurnace confirmed that the temperature offset was real,
70 Experimental methods
Figure 4.7: Schematic of the high-intensity powder diffractometer Wombat at
ANSTO. Image from [103].
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since the walls of the cryofurnace were under tracking the set temperature.
As a result of the offset, temperatures for the 0 to 400 K data set were scaled
so that the cusp in the lattice parameters occurred at 334K. As a result, the
position of the cusps in the lattice parameters cannot be taken as a measure of
the phase transition temperature. However, the aim of this experiment was to
investigate the structural behaviour with temperature, which is not altered by
the temperature scaling. The temperatures for the 380 to 500 K data set were
assumed to be correct due to the 1 hour pause. Scaling the temperatures in this
way gave much improved agreement between the lattice parameters from the 4
to 400 K and the 380 to 500 K data sets in the region of temperature overlap,
suggesting that only scaling the 4 to 400 K data set was reasonable. All of the
plots shown in chapter 6 are on the corrected temperature scale.
4.6.2 Echidna
The data collection times on Echidna are significantly longer than on Wombat,
so only diffraction patterns for FDTGS were measured on Echidna and mea-
surements were only taken at five key temperatures: 20, 223, 334 (TC), 373 and
450 K. The advantage of Echidna is that it is a higher resolution instrument than
Wombat, which reduces the peak overlap, allowing for more precise structural re-
finements. A schematic of Echidna is shown in figure 4.8.
Although the peak overlap on Echidna was reduced compared to the Wom-
bat data, it was still significant, so a relatively long wavelength of 2.44 A˚ was
selected by using the Ge 331 reflection on the monochromator with a take-off
angle of 140◦. There was no collimation at the monochromator. The angular
range was 10◦ ≤ 2θ ≤ 162◦ with a step size of 0.025◦. The collection time at each
temperature was approximately 9 hours.
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Figure 4.8: Schematic of the high-resolution powder diffractometer Echidna at
ANSTO. Image from [105].
Chapter 5
Single crystal growth and
characterisation
This chapter describes a new method for growing single crystals of TGS by vapour
diffusion crystallisation. With the exception of section 5.2.3, the results in the
chapter have been published in Hudspeth and Goossens, 2012 [104]. The moti-
vation for developing this method was to grow crystals of fully deuterated TGS
(FDTGS), (ND2CD2COOD)3D2SO4, suitable for neutron techniques that require
a very low background such as diffuse scattering and possibly quasi-elastic and
inelastic scattering. Complete deuteration is extremely desirable for such tech-
niques because hydrogen has a very high incoherent neutron scattering cross
section (see table 3.2), which means that any hydrogen in the crystal will lead to
a significant increase in the background intensity. This is particularly important
for diffuse scattering, since diffuse features are relatively weak and spread out, so
will not be seen at all if the background is too high.
The most common methods of growing single crystals of hydrogenous TGS
(HTGS), (NH2CH2COOH)3·H2SO4, and partially deuterated TGS (DTGS),
(ND2CH2COOD)3·D2SO4, are slow cooling [39–43] and slow evaporation [44–47]
(see section 3.7). Partial deuteration is achieved by dissolving and recrystallising
HTGS in D2O, but this method is not suitable for producing FDTGS since the
hydrogens in the CH2 group do not exchange [4, 7]. Therefore growing FDTGS
crystals requires fully deuterated starting materials.
There is one report of growing TGS crystals of more than 100 g by adding
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ethanol to aqueous TGS solution [48]. Ethanol is soluble in water but TGS is
insoluble in ethanol so the addition of ethanol reduces TGS solubility. This and
the fact that ethanol is volatile have been used to develop a vial-in-vial vapour
diffusion crystallisation method for growing single crystals of FDTGS. The main
advantage of this method is that the solution is not exposed to air, so the exchange
of deuterium in the solution for hydrogen in water vapour in the air, which would
otherwise be significant, is prevented. Single crystals of HTGS were also grown
using this method. The crystals have been characterised using x-ray and neutron
diffraction and differential scanning calorimetry.
5.1 Single crystal growth
5.1.1 Synthesis of TGS powder
FDTGS powder was prepared from ND2CD2COOD (98 at.% D) and D2SO4
(96-98 wt% in D2O, 99.5 at.% D) in the molar ratio 3:1 in a dry nitrogen atmo-
sphere. The ND2CD2COOD was dissolved in D2O (99.9 at.% D) and the D2SO4
added to the solution. The reaction between the glycine and the sulphuric acid
to form triglycine sulphate is:
3(ND2CD2COOD) + D2SO4 → (ND2CD2COOD)3.D2SO4
The solution was then put in a desiccator attached to a rotary pump until
all the water had evaporated. HTGS was synthesised in the same manner using
non-deuterated starting materials.
5.1.2 Vapour diffusion crystallisation
Single crystals of FDTGS were grown by vapour diffusion crystallisation (see
section 3.7). First, 5 g of FDTGS powder was dissolved in D2O to give a sat-
urated solution at the required growth temperature. A vial-in-vial method was
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then used with the aqueous solution of FDTGS in the inner jar and 5 ml of
ethanol-D6 (99 at.% D) in the outer jar which was sealed as shown in figure 5.1.
Ethanol is volatile and water-soluble, so gradually diffuses into the TGS solution.
TGS is insoluble in ethanol so this process concentrates the solution and causes
the TGS to precipitate out. After 24-48 hours a mass of small crystals had ap-
peared. Crystals that were approximately 0.5 - 2.0 mm in length on each side
were selected for use as seed crystals for the growth of larger crystals.
Figure 5.1: Schematic of the experimental setup used to grow TGS single crystals by
vapour diffusion crystallisation.
To grow large single crystals, the above method was repeated but a seed
crystal was added to the TGS solution. Whether or not a single crystal of FDTGS
grew from the seed crystal was highly dependent on both the temperature and
stability of the system. At 20◦C, multiple nucleations occurred, but at 15◦C,
growth of a single crystal from the seed was successful. Temperature stability
was achieved by placing the system in a temperature controlled water bath and
it was important not to disturb the system, since this could cause mass nucleation
to occur. A round bottom flask was used to contain the TGS solution since the
seed crystal naturally rests in the centre of the flask and there are no corners
to act as nucleation sites. All stages of the process that involved the materials
being exposed to atmosphere were carried out in a nitrogen box to prevent the
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exchangeable deuterium atoms being substituted by hydrogen atoms from water
vapour in the air. Once grown, the crystals were stored in a desiccator under
vacuum.
The growth time for a crystal of approximately 2 g was about 4 days and
very little growth occurred after this time. Examples of FDTGS crystals grown
at 15◦C are shown in figure 5.2. As for the powder synthesis, the only difference
for growing HTGS crystals was that non-deuterated starting materials were used.
Figure 5.2: Examples of FDTGS crystals grown by vapour diffusion crystallisation.
The visible faces have been outlined for clarity. The crystal in (a) has the standard
TGS morphology and the one in (b) has a more plate-like morphology.
Morphology
The crystals shown in figure 5.2 have two different morphologies: the one in (a)
has the standard TGS morphology [42] and the one in (b) has a more plate-like
morphology. The relative size of the (0 0 1) face for the plate-like morphology
is much larger, indicating that the growth velocity along the (0 0 1) direction
is reduced. That the morphologies of the as-grown crystals are different is not
surprising, since the orientation of the seed crystal was not controlled, so the face
of the seed crystal resting on the bottom of the flask was random. The random
nature of the seed crystal orientation also means that growth morphologies other
than the ones obtained are expected to occur with this growth technique. The
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standard TGS morphology is more advantageous for diffraction measurements
than the plate-like morphology since it is more isosymmetric, so being able to
control the morphology would be useful. However, this would have required
significantly more experimentation, which was not practicable given that crystals
of a suitable size and shape for neutron scattering experiments had already been
obtained.
5.2 Characterisation
5.2.1 X-ray diffraction
Powder XRD measurements were collected from crushed single crystals of FDTGS
and HTGS using a Siemens D5000 x-ray diffractometer at room temperature
using Cu Kα radiation and a flat-plate sample holder. Data were collected over
5◦ < 2θ < 60◦ with a step size of 0.02◦ and integration time of 4.5 s.
Room temperature XRD patterns were also collected for both samples using
a Guinier-Ha¨gg camera (Cu Kα1 radiation, λ = 1.5406 A˚) with a Si (NBS #640)
internal standard. While the non-linear response of the photographic film means
that these data cannot be used to refine the structure, it is very high resolution
and so gives a more precise determination of the lattice parameters than the
diffractometer data. The lattice parameters were refined using the program Unit
Cell [106].
The lattice parameters refined from the Guinier-Ha¨gg camera data are listed
in table 5.1. The lattice parameters for FDTGS were found to be slightly smaller
than for HTGS for both settings. The x-ray diffractometer data are shown in
figure 5.3. The peak positions were calculated from the lattice parameters refined
from the Guinier-Ha¨gg data. No impurity peaks are visible indicating that both
the fully deuterated and hydrogenous sample are pure phase. The differences
in the relative peak intensities between the two patterns are minimal, confirming
that no significant structural changes have been caused by substituting deuterium
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for all of the hydrogen atoms.
Table 5.1: Unit cell parameters for FDTGS and HTGS from the Guinier-Ha¨gg camera
data.
TGS a (A˚) b (A˚) c (A˚) β (◦) V (A˚3)
FD 5.7237(2) 12.6558(5) 9.1718(4) 105.471(3) 640.32(3)
H 5.7310(3) 12.6563(7) 9.1734(4) 105.501(4) 641.17(4)
5.2.2 Differential scanning calorimetry
The phase transition temperatures for FDTGS and HTGS was obtained from
differential scanning calorimetry (DSC) using a TA instruments DSC 2920. Ap-
proximately 15 mg of TGS powder obtained from crushed single crystals was used
for each measurement. The temperature was scanned from 305 K to 385 K with
a heating rate of 1 K.min−1. The DSC thermograms for HTGS and FDTGS are
shown in figure 5.4.
The phase transition for the HTGS sample occurs at 322.3 ± 0.3 K, which
is consistent with previously reported values [2, 107]. The FDTGS sample has
a phase transition temperature of 334 ± 0.5 K. This agrees with the expected
value for DTGS in which all of the exchangeable hydrogens (i.e. all except the
CH2 group) are fully deuterated [4]. So deuterating the final two hydrogen atoms
on each of the glycine molecules does not cause any further increase in the phase
transition temperature. The only previously reported measurement of TC for
FDTGS by Beerman [7], suggested that complete deuteration of TGS causes a
slight decrease in the phase transition temperature to 331.5 K (see section 2.2.4),
but this does not appear to be the case.
5.2.3 Neutron techniques
Neutron diffuse scattering measurements were performed using the FDTGS crys-
tals. An example neutron diffuse scattering pattern collected on the high-intensity
powder diffractometer Wombat at ANSTO is shown in figure 5.5. The fact that
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Figure 5.3: X-ray diffractometer data for (a) FDTGS and (b) HTGS.
80 Single crystal growth and characterisation
Figure 5.4: DSC thermograms for FDTGS and HTGS with a heating rate of
1 K.min−1.
diffuse scattering can be seen indicates that the crystals are of high quality and
that no significant exchange between deuterium in the crystal and hydrogen in
the atmosphere has occurred. The neutron diffuse scattering measurements are
discussed in detail in chapter 7.
Crushed single crystals of both HTGS and FDTGS were used for the neutron
powder diffraction measurements presented in chapter 6. Example diffraction
patterns for both samples are shown in figure 5.6. The data collection times were
30 min and 3 min for HTGS and FDTGS respectively. Comparing the hydroge-
nous and fully deuterated data clearly shows the importance of deuteration for
achieving a low background, since the background is many times higher for the
HTGS pattern than for the FDTGS one.
The high background in the HTGS pattern is not as big a problem for inves-
tigating the long-range structure, particularly using single crystals, as it is for
diffuse scattering, since the Bragg peaks are still stronger than the background.
However, a high background is still a significant disadvantage, since much longer
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Figure 5.5: An example neutron diffuse scattering pattern from FDTGS collected on
the Wombat diffractometer at ANSTO.
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Figure 5.6: Neutron powder diffraction data for (a) FDTGS and (b) HTGS with a
neutron wavelength of λ = 2.41 A˚, collected on the Wombat diffractometer at ANSTO.
HTGS has a very high background due to the large incoherent neutron scattering cross
section of hydrogen. The data collection time was 30 min for HTGS compared to 3 min
for FDTGS.
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data collection times are required to obtain reasonable counting statistics.
The relative intensities of the peaks in the neutron diffraction patterns from
the HTGS and FDTGS samples also differ significantly because hydrogen has
a negative scattering length and deuterium has a positive scattering length (see
table 3.2). The relative intensities of the peaks were used to confirm that the
FDTGS sample was indeed fully deuterated (see section 6.2.2).
As well as the neutron diffuse scattering and powder diffraction measurements,
the FDTGS crystals were of a sufficient size and quality to be used for neutron
inelastic scattering measurements, although these measurements have not been
presented in this thesis.
5.3 Summary
A new vapour diffusion crystallisation method was developed to grow single crys-
tals of FDTGS and HTGS. The crystals produced using this technique were of
high quality and suitable for neutron scattering techniques that require a low
background, such as diffuse scattering and inelastic scattering measurements.
Complete deuteration of all the hydrogen atom sites causes a slight decrease
in the unit cell volume, and increases the phase transition temperature from
322.3 ± 0.3 K to 334.0 ± 0.5 K. This is consistent with the phase transition
temperature reported for DTGS in which the exchangeable sites are fully deuter-
ated [2, 107] and slightly higher than the previously reported phase transition
temperature for FDTGS of 331.5 K [7].
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Chapter 6
Long-range structural evolution
with temperature
In order to investigate the long-range structural evolution of TGS with temper-
ature and to determine if there was any evidence for a second, low temperature
phase transition (see section 2.3), structural refinements were performed using
x-ray and neutron powder diffraction data that were collected at temperatures
ranging from 4 to 500 K. Structural refinements were also performed at several
temperatures using single crystal neutron diffraction data. These refinements
were used as a starting point for the refinements using the powder diffraction
data.
6.1 Single crystal neutron refinements
Structural refinements of fully deuterated TGS (FDTGS) were performed using
single crystal neutron diffraction data collected on the SXD beamline at ISIS at
20, 295, 334 (TC) and 373 K. The details of the data collection are described
in chapter 4. The structural refinements were carried out in Jana2006 [108],
acting on F 2. A type 1 isotropic extinction condition was applied [109] (see
section 3.3.1). The neutron scattering lengths used in the refinement are listed
in table 3.2. The details of the refinements are listed in table 6.1 and the lattice
parameters and unit cell volumes are listed in table 6.2. The unit cells for the
P21 and P21/m structures are shown in figure 6.1.
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Table 6.1: Details of the single crystal neutron refinements of FDTGS performed in
Jana2006. The data were collected on the SXD beamline at ISIS. See section 2.1.1 for
the description of the two unit cell settings and section 3.3.1 for the definition of the
R-values.
Temperature Cell Space Number of R (%) R2w (%)
(K) setting group reflections
20 2 P21 11127 9.6 26.1
295 2 P21 8260 8.9 22.0
334 1 P21/m 7170 13.4 32.6
373 1 P21/m 5390 10.7 26.7
Table 6.2: Unit cell parameters from the structural refinements of FDTGS performed
in Jana2006 using single crystal neutron data collected on SXD at ISIS.
Temperature Cell a (A˚) b (A˚) c (A˚) β (◦) Volume
(K) Setting (A˚3)
20 2 9.409(2) 12.558(3) 5.673(1) 110.44(2) 628.2(2)
295 2 9.413(2) 12.629(2) 5.716(1) 110.30(2) 637.3(2)
334 1 9.189(2) 12.669(3) 5.776(1) 105.69(2) 647.3(2)
373 1 9.205(2) 12.684(3) 5.743(1) 105.68(2) 645.6(2)
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Figure 6.1: The unit cell of FDTGS with (a) P21 (below TC) and (b) P21/m (above
TC) space group symmetry, looking down the c axis, from the refinements of the single
crystal neutron diffraction data collected on SXD at ISIS. For the structure with P21/m
symmetry shown in (b), G2/G2′ and N1/N1′ etc are related by mirror symmetry.
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The 20 and 295 K structures were refined with the space group symmetry
P21 and the unit cell was in setting 2 with β ≈ 110◦ (see section 2.1.1). The
y coordinate of the S1 atom was kept fixed to anchor the refinement. The 334
and 373 K structures were refined with P21/m space group symmetry, in unit
cell setting 1 with β ≈ 105◦. The two cell settings are equivalent, so indexing the
Bragg peaks in the same setting for all the data sets was attempted. This was not
successful since even if the lattice parameters for the alternate cell setting were
used as the initial input for indexing the data in SXD2001 (see section 4.4), the
output still reverted back to its original cell setting. The lattice parameters for
each refinement are listed in table 6.2. The atomic positions and atomic displace-
ment parameters (ADPs) for each of the refinements are listed in tables 6.3 to
6.6. All the atoms could be refined with positive definite anisotropic ADPs. The
refined structures are consistent with those previously reported for hydrogenous
and partially deuterated TGS [5,10,24].
At 20 K, it is expected that the order parameter, S, will be equal to 1 (see
section 2.2.1), so the structure has a single polarisation within a domain. At
295 K, both polarities are expected to be present in HTGS, with occupancies
of about 85% and 15% [20, 23–25]. Refining the 295 K FDTGS data with both
polarities was therefore attempted, but even the alternate position for the N1
atom (which has the greatest displacement of the non-hydrogen atoms with po-
larisation reversal) could not be located. At 295 K, T − TC = 39 K for FDTGS,
as opposed to 27 K for HTGS, and the order parameter increases with decreasing
temperature below TC [20, 25]. Hence it is reasonable to assume that FDTGS is
more ordered than HTGS at 295 K, which may explain why none of the atomic
positions for the opposite polarisation could be located.
The 334 (TC) and 373 K structures were refined with SO4 and G1 molecules
sitting on the mirror plane, as shown in figure 6.1(b). For SO4, the S1, O1 and
O2 atoms were fixed on the mirror plane. O3 and O3′ (O4 in P21) were related
by mirror symmetry, as were G2 and G2′ (G3 in P21). For G1, the C11, C12,
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O11 and D1 atoms were fixed on the mirror plane, but the remaining G1 atoms
were able to be refined with two equilibrium positions, one on each side of the
mirror plane with a half occupancy. The thermal ellipsoids from the ADPs of the
O1, O11 and D1 atoms are all elongated along b, suggesting that these atoms are
also likely to have two equilibrium positions, but they are too close to the mirror
plane for the refinement to distinguish between them.
The R-values (see section 3.3.1) were around 10% for the 20, 295 and 373 K
refinements and slightly higher for the 334 K refinement. One reason for the
somewhat high R-values is that the data collection experiment was designed for
diffuse scattering measurements, rather than for measuring Bragg reflection in-
tensities. Diffuse features are weak, so a larger single crystal was used than
would be ideal for measuring the Bragg scattering. A large crystal increases the
effects of absorption, wavelength-dependent extinction and mosaic spread on the
measured reflections, making applying corrections more difficult. However, the
refined structures appear physically reasonable since they are consistent with the
previously reported structures for HTGS and DTGS and give a good fit to the
powder diffraction data. Further, it is known that due to the complexities of
merging and correcting neutron time-of-flight data sets, these experiments often
result in higher R-values than constant wavelength data [110].
6.1.1 Structural changes with temperature
The structures of the molecules do not undergo any major changes between the 20
and 295 K refinements in P21. Similarly there are no significant changes between
the refinements in P21/m at 334 and 373 K. The z-matrices [87] for the molecules
at 295 K (P21) and 373 K (P21/m) derived from the single crystal refinements
are listed in tables 6.10 and 6.12.
The lengths of the hydrogen bonds between G1 and the surrounding molecules
and for the short hydrogen bond between the G2 and G3 molecules are listed
in table 6.7 and 6.8 for the P21 and P21/m refinements respectively. For the
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P21 refinements, the lengths of the hydrogen bonds all increased between 20
and 295 K except for the O11–D1 - - O1 bond, which remains constant, and the
O32–D3 - - O22 bond which decreases slightly by 0.011(3) A˚. The changes in
the hydrogen bond lengths with temperature and their significance in terms of
the phase transition will be discussed in more detail with respect to the powder
diffraction refinements to be presented in section 6.2.7.
At 20 K the ADPs for all the atoms were found to be very small and relatively
isotropic. The magnitudes of the ADPs increase significantly with temperature
and become more anisotropic, particularly for the hydrogen and oxygen atoms, as
well as the N1 atom. The thermal ellipsoid for the N1 atom is significantly elon-
gated along the ferroelectric b axis for the 295, 334 and 373 K refinements, which
is consistent with the structure becoming disordered, since the displacement of
the N1 atom with polarisation reversal is parallel to the b axis. The change in
the thermal ellipsoids with temperature is shown in figure 6.2.
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Figure 6.2: The thermal ellipsoids for FDTGS at (a) 20 K, (b) 295 K, (c) 334 K
(TC) and (d) 373 K from the single crystal neutron diffraction refinements. The ADPs
describing the thermal ellipsoids are listed in tables 6.3 to 6.6
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94 Long-range structural evolution with temperature
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6.2 Powder diffraction
Neutron powder diffraction data were collected on both fully deuterated and hy-
drogenous TGS between 4 and 500 K on the high-intensity powder diffractometer
Wombat at ANSTO. The temperature intervals between measurements for the
FDTGS and HTGS data collection were 2 and 20 K respectively. Neutron pow-
der diffraction was also collected on the high-resolution powder diffractometer
Echidna at ANSTO at five temperatures: 20, 223, 334 (TC), 373 and 450K.
X-ray powder diffraction data were collected on HTGS on the Powder Diffrac-
tion beamline at the Australian synchrotron in 5 K steps between 100 and 450 K.
X-ray data were not collected for FDTGS since x-rays are not sensitive to the
hydrogen atoms, so the effect of deuteration on the diffraction patterns would be
minimal. The details of the data collection are described in chapter 4.
It is useful to have a variety of different data sets since each has advantages
and disadvantages in terms of the resolution, q-range covered, and data collection
time required to achieve reasonable counting statistics. An example diffraction
pattern from each data set is shown in figure 6.3. The data have been plotted
with respect to the scattering vector, q, rather than the scattering angle, 2θ, so
that the peak positions do not depend on wavelength and the resolution of the
data sets can be easily compared.
It is clear that the synchrotron x-ray data are significantly higher resolution
than all of the neutron data sets, since there is relatively little peak overlap. The
synchrotron data also have the advantage that the data collection times were
relatively rapid, so it was practicable to collect data with a small step size over
a wide temperature range. The principal disadvantage of the synchrotron data
is that they are not directly sensitive to the positions of the hydrogen atoms.
The q-space coverage is also reduced for the synchrotron data compared to the
neutron data since the scattering intensity of x-rays decreases with q. Even
though data were collected out to further than 5 A˚−1 in q, there is no significant
Bragg scattering intensity above q ≈ 3.8 A˚−1.
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Table 6.9: The z-matrices for the molecules in FDTGS at 20 K calculated from the
atomic coordinates in table 6.3.
Distance Angle Dihedral
Molecule l m l −m (A˚) n lmn (◦) p lmnp (◦)
SO4 S1
O1 S1 1.485(5)
O2 S1 1.476(6) O1 110.0(3)
O3 S1 1.482(4) O2 109.5(3) O1 -118.5(5)
O4 S1 1.465(4) O3 110.3(3) O2 121.7(5)
G1 C11
O12 C11 1.208(4)
O11 C11 1.304(3) O12 125.0(3)
D1 O11 1.016(6) C11 111.4(3) O12 -6.2(5)
C12 C11 1.509(4) O12 121.7(3) O11 179.5(5)
N1 C12 1.479(3) C11 112.2(2) O12 158.5(3)
D11 N1 1.043(4) C12 111.1(3) C11 -166.7(3)
D12 N1 1.028(4) C12 113.7(3) C11 73.7(3)
D13 N1 1.038(4) C12 110.0(3) C11 -46.4(3)
D14 C12 1.096(4) C11 109.6(3) O12 38.0(4)
D15 C12 1.097(4) C11 108.9(3) O12 -79.9(4)
G2 C21
O21 C21 1.243(5)
O22 C21 1.269(4) O21 125.8(3)
C22 C21 1.518(3) O21 119.8(2) O22 179.6(5)
N2 C22 1.480(3) C21 111.1(2) O21 1.5(3)
D21 N2 1.027(5) C22 109.2(3) C21 58.9(3)
D22 N2 1.027(4) C22 110.1(3) C21 -62.6(3)
D23 N2 1.021(3) C22 110.2(3) C21 176.8(3)
D24 C22 1.095(5) C21 110.3(3) O21 122.0(4)
D25 C22 1.091(5) C21 109.5(3) O21 -119.9(4)
G3 C31
O31 C31 1.226(5)
O32 C31 1.311(4) O31 125.4(3)
D3 O32 1.052(4) C31 111.2(3) O31 9.9(5)
C32 C31 1.518(3) O31 122.5(2) O32 -179.8(5)
N3 C32 1.466(3) C31 110.6(2) O31 0.8(4)
D31 N3 1.042(5) C32 108.0(3) C31 -66.3(3)
D32 N3 1.020(4) C32 111.4(3) C31 55.6(3)
D33 N3 1.025(4) C32 111.7(3) C31 177.3(3)
D34 C32 1.089(5) C31 108.5(3) O31 -118.9(4)
D35 C32 1.095(5) C31 110.4(3) O31 123.9(4)
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Table 6.10: The z-matrices for the molecules in FDTGS at 295 K calculated from the
atomic coordinates in table 6.4.
Distance Angle Dihedral
Molecule l m l −m (A˚) n lmn (◦) p lmnp (◦)
SO4 S1
O1 S1 1.487(4)
O2 S1 1.469(6) O1 110.5(3)
O3 S1 1.475(5) O2 109.8(3) O1 -117.4(5)
O4 S1 1.456(5) O3 110.0(3) O2 123.0(5)
G1 C11
O12 C11 1.197(5)
O11 C11 1.292(4) O12 124.0(4)
D1 O11 1.021(6) C11 113.2(4) O12 -4.7(7)
C12 C11 1.502(4) O12 122.1(3) O11 -179.6(6)
N1 C12 1.478(4) C11 112.3(2) O12 159.8(4)
D11 N1 1.049(6) C12 111.8(4) C11 -167.9(4)
D12 N1 1.023(6) C12 114.2(4) C11 71.5(5)
D13 N1 1.025(6) C12 110.4(4) C11 -46.7(5)
D14 C12 1.089(6) C11 109.4(4) O12 40.4(6)
D15 C12 1.080(6) C11 109.2(4) O12 -78.3(6)
G2 C21
O21 C21 1.218(5)
O22 C21 1.275(5) O21 126.0(4)
C22 C21 1.512(4) O21 120.2(3) O22 179.0(6)
N2 C22 1.469(3) C21 111.6(3) O21 1.4(5)
D21 N2 1.030(6) C22 108.7(3) C21 57.3(4)
D22 N2 1.025(6) C22 109.9(4) C21 -62.4(4)
D23 N2 1.016(5) C22 111.0(4) C21 175.3(4)
D24 C22 1.082(6) C21 110.8(4) O21 122.8(5)
D25 C22 1.076(6) C21 110.0(4) O21 -120.2(5)
G3 C31
O31 C31 1.216(5)
O32 C31 1.299(5) O31 126.3(4)
D3 O32 1.077(6) C31 111.9(5) O31 6.7(7)
C32 C31 1.511(4) O31 122.3(3) O32 179.4(7)
N3 C32 1.462(4) C31 110.7(3) O31 -0.1(5)
D31 N3 1.033(6) C32 108.8(3) C31 -64.2(4)
D32 N3 1.010(6) C32 111.6(4) C31 58.6(4)
D33 N3 1.021(4) C32 110.8(4) C31 -179.9(4)
D34 C32 1.073(6) C31 109.6(4) O31 -121.2(5)
D35 C32 1.084(7) C31 110.1(4) O31 121.1(5)
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Table 6.11: The z-matrices for the molecules in FDTGS at 334 K calculated from the
atomic coordinates in table 6.5.
Distance Angle Dihedral
Molecule l m l −m (A˚) n lmn (◦) p lmnp (◦)
SO4 S1
O1 S1 1.499(6)
O2 S1 1.462(4) O1 110.6(3)
O3 S1 1.468(3) O2 110.8(3) O1 -118.9(4)
G1 C11
O12 C11 1.218(5)
O11 C11 1.303(5) O12 124.1(4)
D1 O11 1.031(4) C11 112.9(3) O12 -10.6(6)
C12 C11 1.510(3) O12 121.4(4) O11 168.6(6)
N1 C12 1.460(4) C11 112.0(2) O12 168.9(4)
D11 N1 1.043(5) C12 112.5(4) C11 -166.9(4)
D12 N1 1.06(1) C12 111.4(5) C11 71.3(6)
D13 N1 1.021(8) C12 110.1(4) C11 -43.9(5)
D14 C12 1.032(9) C11 108.0(5) O12 45.9(6)
D15 C12 1.107(6) C11 109.4(4) O12 -64.2(6)
G2 C21
O21 C21 1.219(2)
O22 C21 1.293(3) O21 125.9(2)
D2 O22 0.986(7) C21 114.5(4) O21 -1.7(5)
C22 C21 1.520(3) O21 121.7(2) O22 -179.3(3)
N2 C22 1.471(3) C21 110.8(2) O21 0.1(3)
D21 N2 1.034(2) C22 109.1(2) C21 61.1(2)
D22 N2 1.021(3) C22 109.9(2) C21 -62.0(3)
D23 N2 1.023(3) C22 111.2(2) C21 177.0(2)
D24 C22 1.079(4) C21 110.2(3) O21 120.3(3)
D25 C22 1.073(4) C21 110.1(3) O21 -121.0(3)
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Table 6.12: The z-matrices for the molecules in FDTGS at 373 K calculated from the
atomic coordinates in table 6.6.
Distance Angle Dihedral
Molecule l m l −m (A˚) n lmn (◦) p lmnp (◦)
SO4 S1
O1 S1 1.500(5)
O2 S1 1.452(3) O1 110.1(3)
O3 S1 1.467(2) O2 111.0(2) O1 -118.8(3)
G1 C11
O12 C11 1.196(5)
O11 C11 1.295(4) O12 125.4(6)
D1 O11 1.030(3) C11 112.7(3) O12 -8.2(8)
C12 C11 1.513(3) O12 120.7(6) O11 171.2(8)
N1 C12 1.443(4) C11 112.2(2) O12 166.9(7)
D11 N1 1.030(5) C12 112.2(4) C11 -167.4(4)
D12 N1 1.06(1) C12 109.2(6) C11 71.5(6)
D13 N1 1.011(9) C12 111.2(5) C11 -42.2(5)
D14 C12 1.03(1) C11 109.9(6) O12 45.4(9)
D15 C12 1.117(9) C11 109.2(5) O12 -68.3(9)
G2 C21
O21 C21 1.213(2)
O22 C21 1.290(3) O21 126.6(2)
D2 O22 0.99(1) C21 114.2(7) O21 -3.7(8)
C22 C21 1.515(2) O21 121.1(2) O22 -179.7(3)
N2 C22 1.467(3) C21 111.0(1) O21 0.7(2)
D21 N2 1.021(2) C22 109.7(2) C21 60.2(2)
D22 N2 1.015(3) C22 110.0(2) C21 -62.3(2)
D23 N2 1.019(3) C22 111.3(2) C21 177.0(2)
D24 C22 1.079(4) C21 109.9(2) O21 120.6(3)
D25 C22 1.063(3) C21 110.1(2) O21 -122.2(3)
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Figure 6.3: Example x-ray and neutron powder diffraction data sets collected with
(a) HTGS on the high-intensity powder diffractometer Wombat at ANSTO, (b) HTGS
on the Powder Diffraction beamline at the Australian Synchrotron, (c) FDTGS on the
high-resolution powder diffractometer Echidna at ANSTO and (d) FDTGS on the high-
intensity powder diffractometer Wombat at ANSTO. The data collection temperature
for all these examples was approximately 223 K. The data have been plotted with
respect to q = 4pi sin(θ)/λ, rather than 2θ, to allow the resolution of the data sets to
be easily compared.
§6.2 Powder diffraction 103
Unlike the x-ray data, the neutron diffraction data are directly sensitive to
the hydrogen (or deuterium) atom positions, but the resolution is significantly
reduced. The neutron data collected on Echidna has somewhat higher resolu-
tion than the data collected on Wombat, particularly above q ≈ 3.5 A˚−1, but
the time required to collect one data set is two orders of magnitude greater, so
data could only be collected at a few temperatures. While the resolution of the
neutron diffraction data is comparable for HTGS and FDTGS, the background
is many times higher for HTGS (see figure 5.6) due to the high incoherent neu-
tron scattering cross section of hydrogen. The increased background for HTGS
meant that much longer measurement times were required to achieve reasonable
counting statistics than for FDTGS.
6.2.1 Refinement approach
The structural refinements for all of the powder diffraction data sets were per-
formed using Rietveld refinement (see section 3.3.2) in TOPAS [69]. It was not
practicable to individually refine the atomic positions of each of the 37 atoms in
the asymmetric unit, since the neutron data sets have a very high level of peak
overlap and the x-ray data are not sensitive to the hydrogen atom positions. In-
stead, the molecules were treated as rigid bodies using a z-matrix representation
(see section 3.5.4). The quantities that can be refined using this approach are the
position and orientation of each molecule in the unit cell, as well as the distances,
angles and dihedral angles within each molecule, and the atomic displacement
parameters for each of the atoms. The reason for using this approach is that it
makes it significantly easier to apply sensible constraints to the system, such as
keeping bond lengths or angles fixed.
Z-matrices derived from the single crystal neutron refinements were used in
the TOPAS input files for the powder diffraction refinements. The z-matrices are
listed in tables 6.9 to 6.12. The anisotropic atomic displacement parameters were
also taken from the single crystal refinements of FDTGS. The treatment of the
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ADPs will be discussed in more detail in sections 6.2.2 and 6.2.5.
The structures of the molecules (distances, angles, dihedral angles) were kept
fixed, but the positions and orientations of the molecules in the unit cell were al-
lowed to vary. This was considered to be a reasonable approximation since, in the
single crystal refinements, only small intramolecular structural changes had been
found to occur with temperature. For the refinements in P21/m, the positions
and orientations of the SO4 and G1 molecules were constrained so that they sat
on the mirror plane. The refined parameters were the positions and orientations
of the molecules, the scale factor for the ADPs, the lattice parameters, and the
peak shape parameters. All the refinements were in unit cell setting 1 (see section
2.1.1).
The same z-matrices were used for both the HTGS and FDTGS powder re-
finements, with either hydrogen or deuterium scattering factors as appropriate.
This assumes that there are no intramolecular changes caused by substituting deu-
terium for hydrogen. This assumption appears to be valid, because the structures
of FDTGS obtained from the single crystal neutron refinements were consistent
with the reported structures for HTGS.
6.2.2 Initial powder diffraction refinements
To verify that the structures from the single crystal refinements were sufficiently
precise to be used as a starting point for refining the powder diffraction data,
initial structural refinements were performed using the neutron data collected
from FDTGS on the high-resolution powder diffractometer Echidna, at ANSTO.
The Echidna data were chosen because they are directly sensitive to the deuterium
atom positions (unlike the x-ray data) and because they are higher resolution than
the Wombat neutron data. For the 20, 334 and 373 K data sets, the z-matrices
were taken from the single crystal refinements done at the same temperature.
The z-matrices used for the 223 and 450 K data sets were taken from the 295 and
373 K single crystal refinements respectively.
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The single crystal structural refinements were found to give a good fit to the
Echidna neutron data. The fit statistics are summarised in table 6.13 and the fits
are shown in figure 6.4. Refining the anisotropic atomic displacement parameters
for the individual atoms was attempted, but the results were not physically rea-
sonable, as most of the ADPs became non-positive definite. Scaling the ADPs for
similar types of atoms together (eg. the oxygen atoms on the SO4 molecule) and
refining the scale factor was also attempted, but again this produced unreason-
able results. The only approach that did give physically reasonable results was
to uniformly scale the magnitudes of the ADPs across all of the atoms.
Table 6.13: Details of the Rietveld refinements of the FDTGS neutron data per-
formed in TOPAS. The data were collected on the high-resolution powder diffractome-
ter Echidna at ANSTO. See section 3.3.2 for the definition of the R-values.
Temperature Z-matrix Space group Rp Rwp
(K) temperature (K) (%) (%)
20 20 P21 4.02 5.04
223 295 P21 3.58 4.50
334 334 P21/m 3.65 4.66
373 373 P21/m 3.35 4.23
450 373 P21/m 3.59 4.50
It was also important to verify the level of deuteration of the sample since all
the deuterium atoms except those in the CD2 group can exchange with hydrogen
(such as from water vapour in the air). This is far more likely to be a problem for
powder samples than for single crystals due to the very high surface area to volume
ratio. Hydrogen has a negative scattering length and deuterium has a positive
scattering length, so the relative intensities of the peaks changes significantly if
any hydrogen is included in the sample. The relative intensities of the peaks can
therefore be used to refine the relative occupancies of hydrogen and deuterium in
the sample.
Figure 6.5 shows part of the 20 K Echidna data for FDTGS, along with the
calculated pattern for FDTGS and for TGS with a hydrogen content of between
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Figure 6.4: TOPAS rietveld refinements of the FDTGS neutron data collected on
the high-resolution powder diffractometer Echidna at ANSTO, with a wavelength of
2.44 A˚. The black lines are the data, the red lines are the calculated intensities, and
the green lines are the differences between the calculated and observed intensities. The
peak positions are indicated by the blue markers.
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10 and 100%. The (2 2 0) peak has essentially zero intensity for the FDTGS calcu-
lation, and the intensity increases significantly with increasing hydrogen content.
Similarly the (1 2 1) peak shows a significant decrease in intensity with increas-
ing hydrogen content. Refining the relative hydrogen to deuterium occupancies
for the 20 K data gave a deuterium occupancy of 99.9(3)%, so the sample can
confidently be considered to be fully deuterated.
 20  25  30  35  40  45  50
(220)(121)
FDTGS data
H = 0%
H = 10%
H = 25%
H = 50%
H = 100%
2θ (°)
Figure 6.5: Part of the neutron diffraction pattern for FDTGS at 20 K, collected on
the Echidna diffractometer, and diffraction patterns calculated in TOPAS with varying
hydrogen to deuterium occupancies. The diffraction patterns have been vertically offset
for clarity. The positions of the (2 2 0) and (1 2 1) peaks have been indicated since
their relative intensities change significantly with the relative hydrogen to deuterium
occupancies.
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6.2.3 Sequential refinements with temperature
Sequential Rietveld refinements (see section 3.3.2) were performed using the
FDTGS neutron data collected on the Wombat diffractometer at ANSTO and
using the HTGS x-ray data collected on the Powder Diffraction beamline at the
Australian Synchrotron. These data sets were suitable for sequential refinements
since the measurements were taken on a very fine temperature grid (2 and 5 K
for the neutron and x-ray data respectively), and because the structural changes
with temperature are expected to be sufficiently gradual for the refined parame-
ters at one temperature to sensibly be used as the input parameters for the next
temperature.
Sequential refinements were also performed on the HTGS neutron data col-
lected on Wombat. Although the relatively large step size of 20 K and the high
background (see figure 5.6) meant that very detailed information about the struc-
tural changes could not be obtained from this data set, the results of the refine-
ments are still useful for comparison purposes. All the sequential refinements
were done using the command line version of TOPAS, tc.exe [69].
False colour plots of the diffracted intensity with temperature for the FDTGS
neutron data and the HTGS x-ray data are shown in figures 6.6(a) and 6.7(a).
Each horizontal line is an I vs 2θ plot measured at the corresponding temperature.
For the FDTGS plot, data were collected every 2 K, so the plot is made up of
250 diffraction patterns horizontally stacked together. For the HTGS x-ray plot,
70 diffraction patterns are stacked together and the data were collected every
5 K. The individual diffraction patterns at several temperatures are shown in
figures 6.6(b) and 6.7(b). Only part of the 2θ range has been shown in each
case for clarity. Comparing the two data sets clearly shows the advantage of
the synchrotron x-ray data in terms of resolution. While the changes in peak
position and intensity are very subtle in the neutron data, they can clearly be
seen for individual peaks in the x-ray data, due to the significant reduction in
peak overlap.
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Figure 6.6: Part (a) shows a false colour plot of the neutron powder diffraction data
with temperature, from FDTGS, collected on the high-intensity powder diffractometer
Wombat at ANSTO. The colour bar gives the intensity of the peaks (arb. units).
Five temperatures are indicated by the horizontal lines. The diffraction patterns for
these temperatures (vertically offset for clarity), as well as the calculated patterns from
the refinements and the difference between the observed and calculated intensities, are
plotted in part (b).
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Figure 6.7: Part (a) shows a false colour plot of the x-ray powder diffraction data
with temperature, from HTGS, collected on the Powder Diffraction beamline at the
Australian Synchrotron. The colour bar gives the intensity of the peaks (arb. units).
Five temperatures are indicated by the horizontal lines. The diffraction patterns for
these temperatures (vertically offset for clarity), as well as the calculated patterns from
the refinements and the difference between the observed and calculated intensities, are
plotted in part (b).
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In the FDTGS neutron data (figure 6.6(a)), peaks are no longer visible above
about 480 K due to the sample decomposing. The Wombat neutron data set
therefore covers virtually the entire temperature range for FDTGS. HTGS also
decomposed between 480 and 500 K, although this cannot be seen in the x-ray
data (figure 6.7(a)) as it could only be measured up to 450 K.
The refinements in P21 were performed using the z-matrices from the 295 K
single crystal structure (table 6.10) and the P21/m refinements were done using
the z-matrices from the 373 K single crystal structure (table 6.12). The distances,
angles and dihedral angles within the molecules were again kept fixed. The ADPs
were parameterised by linearly interpolating between the values obtained from
the single crystal refinements, as described in section 6.2.5.
6.2.4 P21 to P21/m transition
No cell doubling or change in Bravais lattice type occurs at the phase transition,
and as all atoms are on general positions in both P21 and P21/m, the forbidden
reflections are 0 k 0, k odd, for both phases. Hence there are no sudden changes
in the positions or relative intensities of the peaks around the phase transition
temperature. To gain some insight into the sensitivity of the data to the phase
transition, the data were refined with both P21 and P21/m space group symmetry
and the fit statistics compared.
The weighted pattern R-value, Rwp, (see section 3.3.2) with temperature for
the refinements using the two space group symmetries is shown in figure 6.8. For
the FDTGS neutron refinements, the Rwp value is lower for the P21 space group
symmetry at low temperatures and for the P21/m space group symmetry at high
temperatures. The crossover occurs at approximately 324 K which is about 10 K
less than the expected TC for FDTGS. The refinements in P21 were therefore
used up to 324 K and the P21/m refinements were used above this temperature.
For the x-ray data collected on HTGS, the fit statistics could not be used to
determine the temperature range over which the structure had the space group
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symmetry P21 and P21/m, since the fit statistics for the two space group symme-
tries were almost identical over the entire temperature range measured. However,
since the phase transition temperature of HTGS is known to be 322 K, this was
taken as the transition temperature from P21 to P21/m.
It is interesting that although the x-ray data were significantly higher reso-
lution than the neutron data, only the neutron data were sensitive to the space
group symmetry of the structure. This demonstrates the importance of the neu-
tron data being sensitive to the positions of the hydrogen (deuterium) atoms. N1
is the only non-hydrogen atom that undergoes a large displacement with polar-
isation reversal, whereas the positions of all the G1 hydrogen atoms except H1
differ significantly for the two polarisations. This means that the majority of the
asymmetry in the P21 structure is due to the hydrogen atoms and this probably
explains why the change from P21 to P21/m was not obvious from the x-ray
refinements.
While using the fit statistics to determine the cross-over temperature from P21
to P21/m space group symmetry is a reasonable approach, it would be useful to
have a more physical measure of the level of order in the system. In P21/m,
an atom at (x, y, z) generates
(
x¯, y + 1
2
, z¯
)
, (x¯, y¯, z¯) and
(
x, y¯ + 1
2
, z
)
. In P21 the
asymmetric unit doubles and (x, y, z) generates
(
x¯, y + 1
2
, z¯
)
only. For example
if in P21 the atom (x¯, y¯, z¯) is generated from (x, y, z), it will be very close to
a non-symmetry related atom that becomes symmetry related on transforming
to P21/m. The distance between the (x¯, y¯, z¯) position and the real atom that
is near that position is therefore a potential means of parameterising the phase
transition progression. Figure 6.9 plots the mean square separation between the
fractional coordinates of the atoms in G2 and the positions generated from G3
in this way as a function of T from the FDTGS neutron refinements. The curve
suggests that this may be a sensible means of parameterising the phase transition,
but ideally single crystal diffraction data would be used in a more detailed study
of the critical behaviour.
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Figure 6.8: The Rwp values with temperature from sequential refinements of (a)
the FDTGS neutron data and (b) the HTGS x-ray data. For the FDTGS neutron
refinements, the crossover between P21 and P21/m giving a better fit to the data
occurs at about 324 K. No such crossover occurs for the HTGS x-ray refinements so the
change from P21 to P21/m space group symmetry was taken to occur at TC = 322 K
in the sequential refinements. The discontinuity in the Rwp values between the 260
and 265 K x-ray refinements is due to a beam injection occurring between these two
measurements, which caused a significant increase in scattered intensity.
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6.2.5 Parameterisation of the atomic displacement param-
eters
Ideally, it would be possible to refine all the ADPs individually and see how they
evolve as a function of temperature. Unfortunately, this was not possible without
many of the values becoming unphysical, as previously discussed in section 6.2.2.
It was therefore important to parameterise the changes in the ADPs as a function
of temperature in order to prevent poor constraints of the ADPs from adversely
affecting the refinement of other parameters.
Figure 6.9: The mean square distance between the fractional coordinates of the atoms
of a G2 in the P21 cell and the positions they would occupy were they symmetry related
to a G3 as they are in P21/m from the refinements of the FDTGS neutron data. The
solid line is a guide to the eye, with TC fixed at 334 K.
The neutron data from Wombat for FDTGS was initially refined using the
anisotropic ADPs from the 295 K and 373 K single crystal structures for the re-
finements in P21 and P21/m respectively (see section 6.1). The magnitudes of
the ADPs were all scaled together to allow for the change in atomic displacements
with temperature. Figure 6.10 shows the average isotropic B factors calculated
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over all the atoms in the asymmetric unit as a function of temperature, compared
to the average isotropic B factors from the single crystal refinements. The quali-
tative agreement is quite good, suggesting that this approach is a reasonable one.
However, it does not take into account the change in the degree of anisotropy of
the ADPs with temperature, since the ADPs at 20 K are significantly closer to
isotropic than those at 295 K and above.
Figure 6.10: The average isotropic B factors with temperature, for FDTGS, from the
neutron single crystal and powder diffraction refinements. The ADPs for the powder
refinements in P21 and P21/m were scaled from the 295 K and 373 K single crystal
refinement values respectively. The black dotted line shows the linear interpolation be-
tween the average ADPs from the 20 and 295 K single crystal refinements and between
the 295 and 373 K refinements.
Given that the degree of anisotropy of the ADPs changes with T differently
for different atoms, the anisotropic ADPs were parameterised by linearly inter-
polating between the values obtained from the single crystal refinements at 20
and 295 K and between those obtained from the 295 and 373 K refinements. The
values below 20 K and above 373 K were generated by extrapolation. While it is
difficult to assess this approach quantitatively, it seems to be physically reason-
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able and there was no evidence from the fits to suggest otherwise (see for example
figure 6.6(b)). This method of parameterising the ADPs was used for both the
neutron and x-ray sequential refinements. Because the ADPs were refined from
FDTGS, a temperature offset was included for the parameterisation of the ADPs
for HTGS, to account for the difference in the phase transition temperature.
6.2.6 Lattice parameters
The variations in the lattice parameters and unit cell volume with temperature,
for HTGS, from the x-ray and neutron powder diffraction refinements, are shown
in figure 6.11. The lattice parameters and unit cell volume obtained from the
x-ray data are significantly larger than those obtained from the neutron data,
with the exception of the β angle, which is comparable for the two refinements.
This indicates that the absolute values of the lattice parameters cannot sensibly
be compared between the x-ray and neutron refinements. However, the change
in the lattice parameters with temperature is consistent for the two refinements.
The lattice parameters and unit cell volume, for FDTGS and HTGS from
the neutron powder diffraction refinements, are shown in figure 6.12. These val-
ues can sensibly be compared, since both data sets were collected on the same
instrument (Wombat). It can be seen that deuteration tends to cause a slight
contraction of the lattice parameters and unit cell volume, but the effect is very
minor and mostly along c.
While the unit cell volume increases monotonically with temperature, the
behaviour of the individual lattice parameters varies significantly. The greatest
detail is seen in the refinements of FDTGS, so the following discussion will focus
on these. There are clear cusps for all of the lattice parameters. For the a, c and
β parameters, there is a single cusp which is considered to be a sign of the phase
transition at 334 K (see section 4.6.1), but for the ferroelectric b axis, there are
two cusps: one at 332± 2 K, which agrees within error with the cusp temperature
for the other lattice parameters, and one broad one at 298± 2 K.
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Figure 6.11: The variation in the lattice parameters and unit cell volume with tem-
perature, for HTGS, from the x-ray and neutron powder diffraction refinements.
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Figure 6.12: The variation in the lattice parameters and unit cell volume with tem-
perature, for FDTGS and HTGS, from the neutron powder diffraction refinements.
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The temperature of the cusps in the lattice parameters is about 10 K higher
than the transition temperature from P21 to P21/m determined from the fit
statistics. This is not unreasonable, since the disorder increases approaching TC ,
which means that the structure of TGS being completely disordered (P21/m)
will become a better approximation than being completely ordered (P21) at some
temperature slightly below TC . The fact that the Rwp values for the refinements
with P21 space group symmetry continue to increase up to approximately 334 K
and then remain relatively constant (see figure 6.8), further indicates that the two
NH+3 sites on G1 are not equally occupied (order parameter for the ferroelectric
phase transition reaches zero (see section 2.2.1)) until 334 K, even though P21/m
gives the better fit from 324 K.
The cusp at 298 K is most likely related to the increasing disorder in TGS as
it approaches TC from below. The single crystal diffuse scattering measurements
presented in chapter 7 suggest that significant local ordering of the NH+3 sites
on G1 sets in between TC − 40 K and TC − 30 K, which is where the broad cusp
occurs, so it is reasonable to suggest that the cusp is related to the onset of
correlations between orientations of G1 molecules adjacent in the b direction.
6.2.7 Hydrogen bonds
The variations of the intermolecular distances with temperature can be extracted
from the neutron sequential refinements. The behaviour of the hydrogen bonds
connected to the G1 molecule are of particular interest, as is the short hydrogen
bond from G2 to G3, since these hydrogen bonds undergo the greatest change with
polarisation reversal [8,10,23]. The locations of these hydrogen bonds are shown
in figure 6.13 and the change in their donor-to-acceptor distances for FDTGS are
shown in figure 6.14.
The discontinuities in the hydrogen bond lengths going from P21 to P21/m
are due to the change in shape of the G1 molecule between the z-matrices from the
295 K (P21) and 373 K (P21/m) single crystal structures used for the powder
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Figure 6.13: The locations of the hydrogen bonds between G1 and the surround-
ing molecules and the short hydrogen bond between G2 and G3 in FDTGS: (a)
N1–D13 - - O22, (b) N1–D11 - - O3, (c) O32–D3 - - O22 and (d) O11–D1 - - O1. The
hydrogen bonds are the same in HTGS except that the deuterium atoms are replaced
by hydrogens.
.
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Figure 6.14: The donor-to-acceptor distances for the hydrogen bonds between G1
and the surrounding molecules and for the short hydrogen bond between G2 and G3,
in FDTGS, from the neutron powder diffraction refinements: (a) N1–D13 - - O22, (b)
N1–D11 - - O3, (c) O32–D3 - - O22 and (d) O11–D1 - - O1.
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diffraction refinements (see table 6.10 and 6.12). However, what is important
is the change with temperature, not the actual bond length, since neither P21
(completely ordered) or P21/m (completely disordered) space group symmetry is
an ideal approximation close to the phase transition temperature where significant
structural changes are occurring. This also reflects the limited resolution of the
data.
The N1–D13 - - O22 bond length increases with temperature as shown in
figure 6.14(a) indicating that it is weakening. The N1–D11 - - O3 also weakens
with increasing temperature below TC (figure 6.14(b)). Similar behaviour was
seen in HTGS. By contrast, the short hydrogen bond between the G2 and G3
molecules, O32–D3 - - O22, (figure 6.14(c)) appears to strengthen (shorten) with
temperature. This supports the suggestion by Kay et al. [10] that the weakening
of the N1–H13 - - O22 and N1–H11 - - O3 hydrogen bonds decouples the G1
molecule from the G2 and G3 molecules as TGS goes through the phase transition
from ordered to disordered. The length of the O11–D1 - - O1 bond is relatively
constant up to about 250 K and then increases slightly with temperature. This
agrees with the distances between G1 and the surrounding molecules generally
increasing with temperature, although the role of the O11–D1 - - O1 bond in the
phase transition is not likely to be significant, since unlike the other hydrogen
bonds discussed, it does not contribute to the asymmetry of the structure below
TC .
6.2.8 Possible low temperature phase transition
The refinements were examined to determine if there was any structural evidence
for a second low temperature phase transition [13–17]. The lattice parameters
from the sequential refinements of FDTGS and HTGS shown in figure 6.12 all
exhibit obvious changes in behaviour around the ferroelectric phase transition
temperature. However, away from the ferroelectric phase transition, the lattice
parameters vary consistently with temperature, suggesting that no additional
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phase transition takes place. Similarly, no low temperature anomalies are ap-
parent in the change of the hydrogen bond lengths with temperature (see figure
6.14). The fact that the structures refined from the single crystal neutron data
at 20 and 295 K are not significantly different further supports this. Hence, there
is no structural evidence for the existence of a second, low temperature phase
transition in TGS.
6.3 Summary
The long-range structure of FDTGS was refined from single crystal neutron
diffraction data collected at 20, 295, 334 (TC) and 373 K. The refined structures
were consistent with the previously reported structures for HTGS and DTGS and
all the atoms could be refined with anisotropic ADPs. The shapes of the molecules
were not found to undergo any major changes with temperature. Their symmetry
relationships change, going from P21 space group symmetry below TC to P21/m
space group symmetry above TC
The long-range structural evolution of TGS with temperature was investigated
using x-ray powder diffraction data from HTGS and neutron powder diffraction
data from HTGS and FDTGS. The bond lengths, angles and dihedral angles for
the molecules were taken from the single crystal neutron refinements and kept
fixed. The ADPs were parameterised by linearly interpolating between the values
obtained from the single crystal refinements, since they were unable to be refined
without the results becoming unphysical. Only the neutron refinements were
found to be sensitive to whether the structure had P21 or P21/m space group
symmetry, which demonstrates the importance of neutron data being sensitive to
the hydrogen atom positions.
All of the lattice parameters had a single cusp at the phase transition, except
for the b lattice parameter, which also had a second cusp at T − TC ≈ 34 K, likely
associated with the onset of short-range order in the NH+3 groups, correlated along
b. The unit cell volume increases monotonically with temperature. The lattice
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parameter behaviour for HTGS was consistent with FDTGS, indicating that the
insights gained into FDTGS are likely to be valid for HTGS.
The N1–D13 - - O22 and N1–D11 - - O3 hydrogen bond lengths were found
to increase with temperature below the phase transition, and the O32–D3 - - O22
hydrogen bond length was found to decrease with temperature, supporting the
suggestion by Kay et al. [10] that the weakening of the N1–D13 - - O22 and
N1–D11 - - O3 hydrogen bonds decouples the G1 molecule from the G2 and G3
molecules, allowing the structure to become disordered.
No low temperature anomalies were observed in any of the refined values.
There was therefore no structural evidence to support TGS undergoing a second,
low temperature phase transition.
Chapter 7
Short-range order
To investigate the short-range order in TGS and its evolution with temperature,
both x-ray and neutron single crystal diffuse scattering data were collected at
several temperatures from well below TC to well above TC . Of particular interest
was whether there was any evidence for short-range ordering of the G1 orien-
tations developing as TGS passes through the ferroelectric phase transition. A
model for the short-range order in TGS was developed using a combination of an
orientational disorder and a displacive disorder model.
7.1 Single crystal diffuse scattering data
Single crystal x-ray diffuse scattering data from HTGS were measured on the
11-ID-B beamline at the Advanced Photon Source at 103, 223, 295, 322 (TC),
373 and 423 K. Full 3-dimensional volumes of reciprocal space were collected at
each temperature. Neutron diffuse scattering data from FDTGS were collected
on both the SXD beamline at the ISIS pulsed neutron source and on the Wombat
diffractometer at the Australian Nuclear Science and Technology Organisation.
Large volumes of reciprocal space were measured on SXD at 20, 295, 334 (TC)
and 373 K, with a focus on getting full coverage of the 0 k l and h k 0 planes. The
2 0 1 slice of reciprocal space was collected on Wombat at 295, 320 and 348 K.
The details of the data collection and processing are described in section 4.2.
Several slices of reciprocal space from the x-ray diffuse scattering data from
HTGS are shown in figure 7.1. Reciprocal space slices from the neutron diffuse
125
126 Short-range order
scattering from FDTGS are shown in figure 7.2. The sharp, bright spots are the
Bragg peaks and the rest of the intensity is diffuse scattering.
Figure 7.1: Slices of reciprocal space for HTGS from the x-ray diffuse scattering data
collected on the 11-1D-B beamline at APS: (a) 0 k l, (b) h k 0, (c) h 0 l and (d) 2 0 1.
The data were collected at 295 K
The different data sets have different advantages and disadvantages for investi-
gating the diffuse scattering. The major advantages of the x-ray data (figure 7.1)
is that they are high resolution and that full 3-dimensional volumes of reciprocal
space were able to be collected. This allows the distribution of diffuse scattering
in reciprocal space to be observed in detail. As for the long-range structure refine-
ments in chapter 6, the principal advantage of the neutron data sets (figure 7.2)
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is that they are directly sensitive to the behaviour of the hydrogen (deuterium)
atoms.
Figure 7.2: Example slices of neutron diffuse scattering data from FDTGS: (a) h k 0,
(b) 0 k l, (c) h 0 l and (d) 2 0 1. The h k 0, 0 k l and h 0 l slices were collected on SXD
at ISIS at 334 K (0 k l and h 0 l) and 295 K (h k 0) and the 2 0 1 slice was collected on
Wombat at ANSTO at 320 K.
Of the two neutron data sets, the SXD data sets have the advantage of covering
a much larger volume of reciprocal space than the Wombat data sets, which
makes them very useful qualitatively. However, the reciprocal space slices are
relatively low resolution because the open geometry of the instrument meant
that the sample was effectively being imaged onto the detectors. The large crystal
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size (needed for diffuse scattering) and asymmetry of the crystal shape therefore
caused a smearing out of the features (including the Bragg peaks) in the diffuse
scattering patterns. The large crystal size also led to absorption effects that were
unable to be satisfactorily corrected for in the data processing (see section 4.3.2),
so the intensities are not always well matched in the regions of detector overlap.
The slices of reciprocal space from Wombat are higher resolution than the SXD
data, but only a very small volume of reciprocal space around the 2 0 1 slice was
able to be recorded.
There is some evidence for twinning in the x-ray data due to the presence of
double Bragg peaks (for example in figure 7.1(b)). An interesting experiment for
future work would therefore be to repeat the measurements using an electrically
poled crystal to confirm that the twinning does not have a significant effect on the
diffuse scattering. It is difficult to tell whether there is any evidence for twinning
in the neutron data since in the SXD data the intensities were not always well
matched in the region of peak overlap, as discussed above, and this can artificially
cause the appearance of double Bragg peaks.
Because they have the highest resolution and the greatest coverage of recipro-
cal space, the analysis will largely focus on the x-ray data. An additional reason
for focussing on the x-ray data is that they were collected at six different temper-
atures as opposed to three and four different temperatures for the Wombat and
SXD neutron data respectively. This makes them more useful for investigating
the evolution of the diffuse scattering (and hence the short-range order) with
temperature quantitatively. However, the neutron data were still useful qualita-
tively, since some aspects of the diffuse scattering could be seen more clearly in
the neutron data (for example, see figure 7.6) which assisted in the development
of the short-range order model. The neutron data were also used for comparison
purposes, to confirm that the behaviour of the hydrogen atoms in the models is
reasonable.
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7.1.1 Temperature dependence of diffuse scattering
If the ferroelectric phase transition in TGS is accompanied by the development of
short-range order as the structure goes from an ordered to disordered state, then
there should be some signature for this in the diffuse scattering. Figure 7.3 shows
part of the 0 k l slice of reciprocal space from the HTGS x-ray diffuse scattering
data at 223, 322 (T ≈ TC), 373 and 423 K. The region around the (0 4 1) and
(0 4 2) Bragg peaks is shown in more detail in figure 7.4, along with the plot
profiles, measured in ImageJ [100], of the intensity between the peaks.
Well below TC , the system is expected to be long-range ordered and all the G1
molecules in a given domain should have the same orientation (i.e. the structural
order parameter S ≈ 1 (see section 2.2.1)). This means that all the diffuse
scattering intensity in the 223 K data (figure 7.3(a)) should be thermal diffuse
scattering (see section 3.4.1) due to correlations in the thermal displacements of
the atoms.
At 322 K, T ≈ TC (figure 7.3(b)), the intensity of the thermal diffuse scat-
tering is stronger than at 223 K, but there is also additional diffuse intensity in
the form of streaks perpendicular to the b∗ (k) axis, as indicated in the figure.
Above TC , at 373 and 423 K (figures 7.3(c) and (d)), the streaks are still visible
but appear weaker and more diffuse. The fact that the intensity of the diffuse
streaks is strongest around TC indicates that they are associated with short-range
order of the G1 orientations. The G1 orientations go from being long-range or-
dered well below TC to disordered above TC and the phase transition is second
order. This suggests that the G1 orientations will go from long-range ordered,
to short-range ordered, to disordered, as TGS is heated through the ferroelectric
phase transition.
The appearance of diffuse streaks around the phase transition temperature
is confirmed in the neutron data from FDTGS. Figure 7.5 shows part of the
2 0 1 slice of reciprocal space for FDTGS at 295, 320 and 348 K. At 295 K
(∼40 K below TC) there is only thermal diffuse scattering around the Bragg
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Figure 7.3: Part of the 0 k l slice of reciprocal space at (a) 223, (b) 322 (T ≈ TC),
(c) 373 and (d) 423 K from the x-ray diffuse scattering data from HTGS. The positions
of two of the diffuse streaks associated with the phase transition are indicated by the
yellow arrows in (b). The powder rings in the 423 K data, indicated by the red arrow
in (d) were caused by the crystal starting to decompose, but did not affect the rest of
the diffuse scattering pattern.
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Figure 7.4: The area around the (0 4 1) and (0 4 2) Bragg peaks in the 0 k l slice
of reciprocal space from the x-ray data at (a) 223, (b) 322 (T ≈ TC), (c) 373 and
(d) 423 K. Plot profiles of the intensity in the region between the (0 4 1) and (0 4 2)
Bragg peaks (indicated by the rectangles) are shown in (e). The plot profiles were
measured in ImageJ and have been vertically offset for clarity
peaks. However at both 320 K (14 K below TC) and 348 K (14 K above TC),
diffuse streaks are present on either side of the (1 2 2) and (1 4 2) Bragg peaks,
although their intensity is significantly stronger at 348 K.
The neutron data from SXD is useful because it allows the distribution of
the diffuse streaks in reciprocal space to be observed more clearly than in the
other data sets. The 0 k l slice of reciprocal space from SXD at 334 K (T ≈ TC)
is shown in figure 7.6(a). Unlike the 0 k l slice of reciprocal space from the x-ray
data at TC (see figure 7.3), there is relatively little thermal diffuse scattering
around the Bragg peaks near the centre of the pattern, which is shown in more
detail in figure 7.6(b). This makes it easier to distinguish between the diffuse
streaks associated with the phase transition and the rest of the diffuse scattering.
A schematic of the distribution of the diffuse streaks is shown in figure 7.6(c).
Being able to observe the distribution of the diffuse streaks is important because
it depends on the correlation structure and so whether the diffuse streaks appear
in the correct positions provides a useful check for the validity of the short-range
order models.
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Figure 7.5: Part of the 2 0 1 slice of reciprocal space from the Wombat neutron diffuse
scattering data at (a) 295, (b) 320 and (c) 348 K. The plot profiles of the intensity in
the region below the (1 2 2) Bragg peak (indicated by the rectangles) are shown in (d).
The plot profiles were measured in ImageJ and have been vertically offset for clarity.
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Figure 7.6: (a) The 0 k l slice of reciprocal space from the SXD neutron data at 334 K
(T ≈ TC), (b) a more detailed view of the region in the centre of the slice (indicated by
the rectangle in (a)), and (c) a schematic of the positions at which the diffuse streaks
occur.
.
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Plot profile fits
In order to gain a more quantitative understanding of the evolution of the diffuse
streaks with temperature, the plot profiles of the intensities of the diffuse streak
in the x-ray data between the (0 4 1) and (0 4 2) Bragg peaks were measured
in ImageJ. The plot profiles at 223, 322 and 373 K are shown in figure 7.4(d).
It should be noted that no diffuse streaks were observed in the 223 K data, so
the small peak in the 223 K plot profile is most likely caused by the tail of the
thermal diffuse scattering around the (0 4 1) Bragg peak. The plot profile at each
temperature was fitted with a Gaussian. The FWHM and area of the peaks
give an indication of the level of short-range order in the system: the FWHM
is inversely proportional to the size of the correlated domains and the area is
proportional to the fraction of the sample in a domain state. The change in the
FWHM and area with temperature is shown in figure 7.7.
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Figure 7.7: The change in the FWHM and area with temperature of the diffuse streak
between the (0 4 1) and (0 4 2) Bragg peaks observed in the 0 k l slice of the x-ray data.
The intensities of the peaks were measured using the plot profile tool in ImageJ, as
shown in figure 7.4(d), and fitted with a Gaussian.
Between 103 and 223 K, there is little difference in the area or FWHM of the
peak. This is expected since, as mentioned above, the peak should only be due to
the tail of the thermal diffuse scattering around the (0 4 1) Bragg peak. While the
thermal diffuse scattering is expected to increase with temperature, the change
should be relatively gradual.
In contrast, at 295 K, the area has increased significantly and the FWHM has
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decreased significantly compared to the 223 K values, indicating the presence of a
diffuse streak. The FWHM is smallest at 322 K, indicating that the short-range
correlations causing the diffuse streaks are strongest around the phase transition
temperature. The peak then becomes broader again as the temperature increases
further, indicating that the correlations are becoming weaker.
Similarly, the area increases to a maximum at the phase transition temper-
ature and then decreases with increasing temperature. This is very important
since it confirms that the diffuse streaks are not simply caused by thermal diffuse
scattering. If that were the case, then the area would be expected to continue to
increase with temperature above TC , and this is not what occurs.
Although the large temperature gaps between the measurements makes it
impossible to determine exactly when the diffuse streaks (and therefore the onset
of short-range order) first occur, they most likely begin to appear between 40 and
30 K below TC . No diffuse streaks were observed in the neutron data for FDTGS
at 295 K (T − TC ≈ 40 K), but diffuse streaks were visible in the x-ray diffuse
scattering from HTGS at 295 K (T − TC ≈ 25 K).
Shape of the diffuse streaks in 3-dimensions
It is also of interest to determine the approximate shape of the diffuse streaks in
3-dimensions, since this will assist in determining the correlation structure of the
short-range order of the G1 orientations. From a single slice of reciprocal space it
is impossible to tell if the diffuse streaks observed in the 0 k l (and 2 0 1) slice of
reciprocal space are caused by rods of diffuse scattering in the 0 k l plane or by the
cross section of a 2-dimensional sheet of diffuse scattering that passes through
the 0 k l plane. Sheets of diffuse scattering would be indicative of correlations
in 1-dimension, whereas rods of diffuse scattering would indicate 2-dimensional
correlations (see section 3.4.1).
If the diffuse streaks in 0 k l are caused by the cross sections of 2-dimensional
sheets of diffuse scattering passing through the plane, then they should also be
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visible in slices of reciprocal space parallel to 0 k l. Figure 7.8(a) shows the region
of reciprocal space around the diffuse streak between the (0 4 1) and (0 4 2) Bragg
peaks in the 0 k l (h = 0), 0.2 k l, 0.6 k l and 1 k l slices of reciprocal space. The
diffuse streak is still visible in each case, although the intensity decreases with
increasing h as shown in figure 7.8(e). This indicates that the diffuse streaks are
most likely caused by 2-dimensional sheets of diffuse scattering, although diffuse
‘pancakes’ is probably a better description than diffuse sheets, since their extent
in reciprocal space is quite limited.
Figure 7.8: The area of reciprocal space around the diffuse streak between the (0 4 1)
and (0 4 2) Bragg peaks in the (a) 0 k l, (b) 0.2 k l (c) 0.6 k l and (d) 1 k l slices of
reciprocal space. The plot profiles through the diffuse streak are shown in part (e) and
have been vertically offset for clarity.
The orientations of the 2-dimensional ‘pancakes’ of diffuse scattering are per-
pendicular to the b∗ axis in reciprocal space. This indicates that in real space
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there are short-range correlations of the G1 orientations in 1-dimension and that
the correlation direction is parallel to the ferroelectric b axis. It makes sense for
the strongest correlations in the G1 orientations to be in this direction since the
principal displacements of the atoms in G1 are also parallel to the ferroelectric b
axis.
7.2 Short-range order models
An important consequence of diffuse scattering arising from deviations away from
the long-range structure is that the unit cells cannot be considered as being
identical, as they can when refining the long-range structure. Therefore, to model
the short-range order that gives rise to the diffuse scattering, it is necessary to
model an entire crystal.
Two different types of simulations were used to model the short-range order in
TGS. A displacive disorder Monte Carlo simulation (see section 3.5.3) was used
to model the correlations in the atomic displacements that produce the thermal
diffuse scattering. The short-range order in the G1 orientations, which is assumed
to give rise to the diffuse streaks perpendicular to b∗ observed around the phase
transition temperature, was modelled using an orientational disorder Ising-type
Monte Carlo simulation (see section 3.5.2).
7.2.1 Displacive disorder model
Well below TC , the G1 orientations are expected to be long-range ordered, so the
diffuse scattering should all be caused by correlations in the thermal displace-
ments of the atoms. Hence it should be able to be reproduced using a purely
displacive model for the short-range order.
The intermolecular interactions that produce the correlations in the atomic
displacements were modelled using the program ZMC [84]. A model crystal was
populated based on the long-range structure of TGS with each molecule being
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represented by a z-matrix (see section 3.5.4). The long-range structure was taken
from the neutron single crystal refinement of FDTGS at room temperature (see
table 6.10). The size of the model crystal was 32× 32× 32 unit cells and all the
G1 molecules had the same orientation.
Atoms on adjacent molecules were connected by a series of contact vectors,
which in ZMC are treated like Hooke’s law springs. The energy due to the inter-
molecular interactions, Einter, is given by the sum over all of the contact vectors
Einter =
∑
i
Ki (di − di0)2 (7.1)
where di0 is the length of the i
th contact vector from the long-range structure, di
is the length of the ith contact vector in the model and Ki is the force constant.
The bond lengths, angles and dihedral angles of all the molecules were kept fixed
so there was no additional energy contribution due to internal degrees of freedom.
This means that the total Monte Carlo energy of the system was also given by
equation 7.1. That is
Etotal = Einter. (7.2)
Contact vectors up to about 3 A˚ in length were included in the model, which
gave about 100 different contact vector types. Symmetry related contact vectors
were considered to be the same type. The network of contact vectors in TGS is
shown in figure 7.9.
Parametrisation of the force constants
Having more than 100 contact vector types meant that it was impracticable to
try to determine suitable values for their force constants individually. It was
therefore necessary to parameterise them in some way.
Three different approaches to parameterising the force constants were investi-
gated. The first was simply to make all of the contact vectors of equal strength.
This is not expected to be a highly realistic model, since some interactions should
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be more important than others and should therefore have stronger force constants.
However, it is still of interest to see how well it reproduces the observed diffuse
scattering and to compare it with the other parameterisation methods.
Figure 7.9: A subset of the network of contact vectors in TGS up to 3 A˚ in length.
The second method was to use the Buckingham potential [111] as a basis
for parameterising the force constants. The Buckingham potential describes the
interaction potential between two non-bonded atoms as a function of distance, r,
and is given by
Φ(r) = Ajkexp (−Bjkr)− Cjk
r6
(7.3)
where Ajk, Bjk and Cjk are constants that depend on which types of atoms are
interacting. The values of Ajk, Bjk, and Cjk for the different atom types in
TGS from Filippini and Garvezotti [112] are listed in table 7.1. The Buckingham
potential between a hydrogen and an oxygen atom is shown in figure 7.10. The
values for the force constants in the model, as a function of equilibrium separation,
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di0 , were given by the derivative of equation 7.3
Ki = AjkBjkexp (−Bjkdi0)− 6
Cjk
d7i0
(7.4)
The force constant values for interactions between a hydrogen and an oxygen
atom are shown in figure 7.11(a). For short contact vectors, the force constants
are very large and as the average distance between the atoms increases, the force
constants go to zero. This means that in the model there will be a larger energy
penalty for deviations in the length of short contact vectors from their average
value, compared to longer contact vectors. This seems physically reasonable since
atoms that are closer together are expected to be interacting more strongly than
those further apart. Once the atoms are far enough apart they will essentially be
independent of each other and can be considered as not interacting at all.
The only modification that was made to the force constant values from
equation 7.4 was to set a maximum value. This was chosen to be 50 which
corresponds to a contact vector length of about 2 A˚. The reason for setting this
maximum is that the values of the force constants from equation 7.4 increase very
rapidly below about 2 A˚, but only about 10 of the contact vector types are in this
length range. Giving them very large force constants therefore risks overweighting
their importance in the model.
The third method of parameterising the force constants was developed by
Chan et al. [113] and is also based on the idea that the spring constants should
be largest for short contact vectors and successively smaller for longer ones. The
force constants are parameterised using the empirical formula
Ki = Aexp [−B (di0 −Rjk)] + C (7.5)
where Rjk is the sum of the Van der Waals radii of the two atoms (listed in
table 7.2), di0 is the average length of the contact vector and A, B and C are
constants. The values of A, B and C used in the simulations were A = 11,
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Figure 7.10: The Buckingham potential between a hydrogen and an oxygen atom.
Table 7.1: The values of Ajk, Bjk, and Cjk in the Buckingham potential formula
(equation 7.3) for the different pairs of atoms in TGS with an average separation of
less than 3 A˚. The values were taken from Filippini and Garvezotti, 1993 [112].
Interaction Ajk Bjk Cjk
(×102 kJ.mol−1) (A˚−1) (kJ.mol−1.A˚−6)
H - - H 241.6 4.01 109
H - - C 1208 4.10 473
H - - O 2954 4.82 439
H - - S 2686 4.03 1170
C - - O 3931 3.74 2680
N - - O 2686 3.86 1520
O - - O 1953 3.74 1340
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B = 0.4 and C = −8 since similar values have previously been refined using data
from a range of molecular crystal systems [113–115]. The force constant values
as a function of average separation for contact vectors between a hydrogen and
an oxygen atom are shown in figure 7.11(b).
Figure 7.11: The force constant values, as a function of average separation, for a
contact vector between a hydrogen and an oxygen atom from (a) the Buckingham
potential model (equation 7.4) with a maximum value of 50 and (b) the model developed
by Chan et al. (equation 7.5) with A = 11, B = 0.4 and C = −8.
Like the force constants from the Buckingham potential model, this assigns
the largest force constants to the shortest contact vectors and the force constant
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Table 7.2: The sum of the Van de Waals radii, Rij , used in the force constant model
by Chan et al. (equation 7.5) for the different pairs of atoms in TGS with an average
separation of less than 3 A˚. The values for the Van der Waals radii were taken from
Bondi, 1964 [116].
Interaction Rjk (A˚)
H - - H 2.40
H - - C 2.90
H - - O 2.72
H - - S 3.00
C - - O 3.22
N - - O 3.07
O - - O 3.04
value decreases to zero with increasing contact vector length. However, the de-
crease in the force constant value with distance is far more gradual than for the
Buckingham potential model. This means that short contact vectors are not as
strongly weighted as in the Buckingham model, since changing the length of a
short contact vector will cause a smaller relative increase in the energy of the
system.
It is important to note that while the values of the force constants relative to
each other are important, their absolute values are not. The relative strengths
of the contact vectors remain constant during the Monte Carlo simulation but
the absolute values are globally scaled to achieve the required average atomic
displacements at thermal equilibrium, as described below.
7.2.2 Results of the displacive disorder model
Once the model crystal is setup, ZMC uses a forward Monte Carlo algorithm (see
section 3.5.1) to bring the system to thermal equilibrium. The equilibrium value
of the isotropic atomic displacement parameter averaged across all the atoms in
the model crystal, Baviso, is defined in the input file. A value of B
av
iso ≈ 2 A˚2 was
chosen, which is consistent with the Baviso value at about 200 K from the long-range
structure refinements presented in the previous chapter (see section 6.2.5).
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To allow the system to reach thermal equilibrium, ZMC was run for at least
10 000 Monte Carlo cycles for each of the force constant models. On average, each
molecule in the unit cell was perturbed once per Monte Carlo cycle. The values of
the force constants were scaled globally after every second Monte Carlo cycle to
obtain the set Baviso value. The output from the model was then used to calculate
the diffuse scattering patterns using DIFFUSE [86]. It is important to note that
while the data contains both the Bragg peaks and the diffuse scattering, only the
diffuse scattering is calculated from the model. This means that Bragg peaks are
not reproduced in the calculated diffuse scattering patterns.
The observed x-ray diffuse scattering at 223 K for several slices of reciprocal
space along with the calculated diffuse scattering patterns from the Buckingham
potential force constant model are shown in figure 7.12. The model successfully
reproduces the size and relative intensities of the thermal diffuse scattering around
the Bragg peaks. This indicates both that the Buckingham potential model
gives reasonable values for the force constants and that all of the important
intermolecular interactions have been included in the model.
The slices of reciprocal space calculated from the other force constant models
have not been shown since they looked very similar to the slices calculated from
the Buckingham model in terms of the size and relative intensity of the diffuse
scattering. There was, however, some variation in the shape of the diffuse scatter-
ing around some of the Bragg peaks. This can be seen in figure 7.13 which shows
the diffuse scattering around a few of the Bragg peaks in the h 0 l plane for the
different force constant models and the data. Both the Buckingham force con-
stant parameterisation and the parameterisation by Chan et al. (equation 7.5)
are quite successful at reproducing the shapes of the diffuse scattering seen in the
data. For the model with all the force constants of equal value, the agreement is
less good since the shapes of the diffuse scattering around the Bragg peaks are
too elliptical compared to the data. This indicates that parameterising the force
constants so that shorter contact vectors have larger force constants than longer
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Figure 7.12: Slices of reciprocal space from the x-ray diffuse scattering data (top
half) at 223 K and the calculated diffuse scattering patterns (bottom half) from the
purely displacive disorder model: (a) 0 k l, (b) h k 0, (c) h 0 l and (d) 2 0 1. The force
constants were parameterised from the Buckingham potential model and the Baviso value
was approximately 2 A˚2. The region enclosed by the rectangle in the h 0 l slice in (c)
is shown in more detail in figure 7.13, for the difference force constant models.
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ones is a good approach. How much stronger the short contact vectors need to
be is unclear, since the two models have quite different relative force constant
strengths but give quite similar results.
The displacive disorder model was also successful in reproducing the diffuse
features seen in the neutron data, indicating that the behaviour of the hydrogen
atoms in the model is reasonable. The 2 0 1 slice of reciprocal space from the
Wombat data at 295 K and the calculated diffuse scattering pattern with the
Buckingham parameterisation of the force constants are shown in figure 7.14. The
only differences from the x-ray diffuse scattering calculations were that neutron
scattering factors, with deuterium instead of hydrogen, were used, and a value
of Baviso ≈ 3 A˚2 was set for the average atomic displacements at equilibrium. The
reason for the increase in the Baviso value was that the data was collected at 295 K
rather than 223 K. This increase was consistent with the increase in the average
Baviso from the long-range structure refinements.
7.3 Orientational short-range order model
As discussed in section 7.1.1, the diffuse streaks that appear in the data around
the phase transition temperature are most likely caused by short-range order in
the orientations of the G1 molecules developing as the structure goes from the
ordered (ferroelectric) to disordered (paraelectric) state. The G1 short-range or-
Figure 7.13: The shape of the diffuse scattering around selected Bragg peaks in
the h 0 l plane from (a) the x-ray data at 223 K and calculated from the displacive
disorder model with the three different parameterisations of the force constants:
(b) Buckingham, (c) Chan et al. and (d) all equal.
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Figure 7.14: The 2 0 1 slice of reciprocal space from the Wombat neutron diffuse
scattering data (top half) at 295 K and the calculated diffuse scattering pattern (bottom
half) from the purely displacive model with the Buckingham potential parameterisation
of the force constants and Baviso ≈ 3 A˚2.
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der was modelled using an Ising-type Monte Carlo simulation (see section 3.5.2).
The orientations of G1 with the NH+3 group on the left and right hand side of the
mirror plane were represented by Si = +1 and Si = −1 respectively. The model
can therefore also be thought of as an occupancy disorder model in which the two
G1 orientations are different molecule types.
Only the first neighbour interactions were included in the calculation of the
energy of the system. The first neighbour interactions in different directions
in the crystal were treated separately and had individual interaction constants,
ωn. The reason for this is that the unit cell of TGS is monoclinic, so the first
neighbours interactions in different directions are not equivalent. This suggests
that the strength of the interactions between the G1 molecules will depend on
the first neighbour type.
The first neighbour interactions between G1 molecules directly along each of
the unit cell axes, and between two other first neighbour types slightly off the b
axis (see figure 7.15) were included in the model, giving a total of five different
first neighbour types. The distances between the G1 molecules for each first
neighbour type are listed in table 7.3. The energy of the system was given by
E =
∑
n
ωn
∑
i
∑
j,j 6=i
SiSj (7.6)
where the summation is over all sites i and first neighbours, j, for each interac-
tion type, n. The sign of the interaction constant, ωn, determines whether the
orientations tend to be positively or negatively correlated and was adjusted after
each Monte Carlo cycle
ωnew = ωold + (cccalc − cc) (7.7)
where cc and cccalc are correlation coefficients input by the user and calculated by
the model respectively. The desired correlation coefficient is input by the user for
each first neighbour type and the simulation attempts to impress this correlation
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structure on the model. See appendix A for the Fortran code for the simulation.
Table 7.3: The distances between the different first neighbour types considered in the
G1 Ising simulation (see figure 7.15).
First neighbour type Distance (A˚)
Along a 9.15
Along b 12.63
b1 7.36
b2 7.39
Along c 5.72
Figure 7.15: Schematic of the b1 and b2 first neighbour G1 interactions in TGS looking
down the a axis. One of the unit cells has been outlined and only the G1 molecules
have been shown for clarity. Correlations between either b1 or b2 first neighbour types
also produces correlations between first neighbours directly along b.
For both the b1 and b2 first neighbour type interactions, the G1 molecules
directly along b are second neighbours, so correlations between either b1 or b2 first
neighbour types will also give rise to correlations directly along b (see figure 7.15).
The correlation coefficient between first neighbours directly along b should be
approximately the square of the correlation coefficient between b1 or b2 first
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neighbour types. This is indeed what occurs in the model as show in figure 7.16
for correlations between b1 first neighbour types. Correlations between both b1
and b2 first neighbour types would also give rise to correlations between first
neighbours along c.
 0
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 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
O
u t
p u
t  c
c
Input cc for b1
b1
b
Input cc b1
Input cc2 b1
Figure 7.16: The variation in the calculated correlation coefficient for first neighbours
directly along the b axis with the input value for the correlation coefficient between b1
first neighbour types in the Ising simulation for the G1 orientations. No other correla-
tion coefficients were specified in the input. The correlation coefficients between first
neighbour directly along b are approximately the square of the correlation coefficients
between b1 first neighbour types.
The output of the simulation was an occupancy file that was read into ZMC
and used to populate the model crystal with the corresponding G1 correlation
structure. Although the largest atomic displacements between the two orienta-
tions occur for the G1 molecule, the rest of the structure is also disordered about
the mirror plane (see section 2.1.3). The local environment (asymmetric unit)
around each G1 was therefore populated with the G2, G3 and SO4 with the
corresponding orientation.
In the long-range structure refinements in chapter 6, the disordered state was
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approximated with the space group symmetry P21/m. However, the z-matrices
for the molecules in P21/m cannot be used to populate the model crystal for
the short-range order model since they are a statistical average and do not apply
to any single unit cell (see section 2.1.3). As a result, the z-matrices were again
taken from the long-range structure refined in P21 at room temperature, but
both orientations were included. The two orientations of the molecules were
mirror images along the b axis, i.e. (x, y, z)→ (x,−y, z).
7.3.1 Results of the orientational short-range order model
To test the different correlation structures for the G1 orientations, diffuse scatter-
ing patterns were calculated with all of the molecules fixed in their positions from
the long-range structure. This meant that there was no displacive disorder so all
of the diffuse scattering was due to the short-range order in the G1 orientations.
Figure 7.17 shows the calculated diffuse scattering in the 0 k l, h k 0 and h 0 l
slices of reciprocal space for random G1 orientations and for strong positive cor-
relations (cc ≈ 0.95) of the G1 orientations between first neighbours along the
three principal axis directions of the unit cell. The short-range correlations were
assumed to be positive since the G1 orientations are positively correlated over
long-range in the ordered state.
As expected, only correlations between first neighbours along the b axis di-
rection produced streaks of diffuse scattering perpendicular to b∗ (k) (see figures
7.17(g) and (h)). There cannot be strong correlations between first neighbours
along the a or c axis since this produces diffuse streaks perpendicular to a∗ (h)
and c∗ (l) respectively which are not seen in the data (see figures 7.17(e) and
(j)). The h 0 l layer is relatively unaffected by the different correlation structures.
The reason for this is that the projection of the structure down the b axis (i.e.
the x and z coordinates of the atoms) changes only slightly between the two
orientations.
While the principal correlation direction for the G1 molecules must clearly be
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Figure 7.17: The calculated x-ray diffuse scattering in the 0 k l, h k 0 and h 0 l slices
of reciprocal space with random G1 orientations (a-c), and with strong positive cor-
relations (cc ≈ 0.95) of the G1 orientations for first neighbours along a (d-f), along b
(g-i) and along c (j-l). No displacive disorder was included in the model, so there is no
thermal diffuse scattering in the calculated patterns.
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parallel to the ferroelectric b axis, the G1 first neighbours directly along b are over
12 A˚ apart. This distance is not unreasonable for dipole-dipole interactions, but
is too large for there to be any direct intermolecular interactions. As discussed
above, correlations between either b1 or b2 first neighbour types will also give
rise to correlations directly along b, but the G1 molecules are still about 7.4 A˚
apart for both b1 and b2 first neighbours. This means that their intermolecular
interactions would still need to be mediated in some way.
The G1 interactions between b1 first neighbour types could be mediated by the
short hydrogen bond between the G2 and G3 molecules. This would be consistent
with the argument that the G1 orientation is coupled to the position of the hy-
drogen atom in the short G2–G3 hydrogen bond (see section 2.2.2). The ordering
of b1 first neighbours via the G2–G3 hydrogen bond is illustrated in figure 7.18.
There is no obvious intermediary for intermolecular interactions between b2 first
neighbour types. Therefore, interactions between b1 first neighbours types seem
more likely if the G1 ordering is driven by the hydrogen bonding.
Figure 7.19 shows the 0 k l slice of reciprocal space with the orientations of the
G1 molecules strongly positively correlated (cc ≈ 0.95) between first neighbours
directly along the b axis and between b1 and b2 first neighbour types. The x-ray
data at 322 K is also shown for comparison purposes. The three different corre-
lation structures lead to significantly different distributions of the diffuse streaks
in reciprocal space. Plot profiles of the intensity in the region between the 1 k 0
and 2 k 0 rows of Bragg peaks for 2 < k < 6 are shown in figure 7.19(d). This
region was chosen because it includes the diffuse streak between the (1 4 0) and
(2 4 0) Bragg peaks observed in the x-ray data (see section 7.1.1).
Examining the plot profiles, it is clear that the intensities from the model
with strong positive correlations between b1 first neighbour types gives the best
fit to the data since in both cases there is a weak peak at k = 3 and a stronger
one at k = 4. For correlations between b2 first neighbour types there is a peak at
k = 3, but not at k = 4 and for correlations directly along b the peak at k = 3 is
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stronger than the one at k = 4, which is the opposite of the observed intensities.
The peaks in the calculated patterns are significantly narrower than the peaks
in the data because the correlations of the G1 orientations in the models were
set to be very strong (cc ≈ 0.95), in order to make the diffuse streaks from the
different correlation structures as clear as possible in the calculated patterns. For
models with weaker correlations, the diffuse streaks in the calculated patterns are
broader and less intense (see section 7.4.2).
The G1 orientations being correlated for b1 first neighbour types suggests that
the interactions are driven by the hydrogen bonds, rather than the dipole-dipole
interactions since, as discussed above, the interactions between b1 first neighbour
types could be mediated by the short hydrogen bond between G2 and G3 (see
§7.3 Orientational short-range order model 155
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figure 7.18), but there is no obvious intermediary for G1 interactions directly
along b or between b2 first neighbour types.
The interactions between the G1 molecules being strongest for b1 first neigh-
bour types is supported by comparing the neutron diffuse scattering patterns
calculated from the different correlation structures with the positions of the dif-
fuse streaks seen in the SXD neutron data at 334 K, as shown in figure 7.20. The
calculation from the model with the G1 orientations positively correlated between
b1 first neighbour types is again the best match with the data.
There are some streaks in the calculated pattern for b1 first neighbour type
correlations that are not observed in the data. However, this is to be expected
since the correlations in the atomic displacements have not been modelled so
there is no thermal diffuse scattering in the calculated pattern. The observed
data does of course include thermal diffuse scattering and this additional diffuse
scattering intensity will affect which of the streaks are able to be observed.
7.4 Combined orientational and displacive dis-
order model
To model both the orientational and displacive short-range order, the occupancy
file from the Ising-type Monte Carlo simulation for the G1 orientations was read
into ZMC, which was then used to model the correlated atomic displacements. The
same three methods of parameterising the force constants for the intermolecular
interactions were used as for the purely displacive model (see section 7.2.1). There
were, however, about twice as many contact vector types because the orientational
disorder meant that each molecule was represented by two z-matrices, one for each
orientation, and contact vectors between different z-matrices are considered to be
different contact vector types. It should be noted that the correlation structure
for the G1 orientations remained fixed during the displacive part of the simulation
in ZMC.
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Figure 7.19: Calculated x-ray diffuse scattering patterns for the 0 k l slice of reciprocal
space with strong positive correlations (cc ≈ 0.95) of the G1 orientations between (a)
first neighbours along b, (b) b1 first neighbour types and (c) b2 first neighbour types.
The data collected at 322 K is shown in (d) for comparison purposes. Part (e) shows
the plot profiles of the intensity in the area between the (1 k 0) and (2 k 0) rows of Bragg
peaks, indicated by the rectangles, for 2 < k < 6.
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Figure 7.20: The distribution of the diffuse streaks in the 0 k l slice of reciprocal
space (a) from the SXD neutron diffuse scattering data at 334 K (figure 7.6) and calcu-
lated from the orientational short-range order model with strong positive correlations
(cc ≈ 0.95) of the G1 orientations between (b) b1 first neighbour types, (c) b2 first
neighbour types and (d) first neighbours along b. The positions of the Bragg peaks,
indicated by the grey dots, have been superimposed on the calculated patterns and the
blue crosses indicate the origin of reciprocal space. Two different regions of reciprocal
space have been circled for ease of comparison between the patterns.
.
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The observed x-ray diffuse scattering data at 322 K (T ≈ TC) for HTGS and
the calculated diffuse scattering patterns with a correlation coefficient of 0.6 for
the G1 orientations between b1 first neighbour types (see figure 7.15) and the force
constant parameterisation by Chan et al. (equation 7.5) is shown in figure 7.21.
The calculated diffuse scattering patterns generally look very similar to those for
the purely thermal model shown in figure 7.12, since most of the diffuse intensity
is still thermal diffuse scattering. However, the calculated patterns do successfully
reproduce the diffuse streaks perpendicular to b∗ (k) caused by the short-range
order of the G1 orientations. This is shown in more detail for the 0 k l layer in
figure 7.22.
The 2 0 1 slice of reciprocal space from the neutron diffuse scattering data at
348 K for FDTGS and the calculated diffuse scattering patterns with a correlation
coefficient of 0.6 for the G1 orientations between b1 first neighbour types are
shown in figure 7.23. The calculated diffuse scattering pattern reproduces the
diffuse streaks seen in the data, although there are additional streaks visible in
the calculated pattern that cannot be observed in the data.
The fact that there are extra diffuse streaks in the calculated pattern in
figure 7.23 could be due to the streaks in the data being too weak to be ob-
served due to limited counting statistics, rather than a problem with the occu-
pancy structure, since even the diffuse streaks that are visible in the data are
relatively weak. The streaks in the calculated diffuse scattering pattern may also
be stronger than those in the data due to the correlation coefficient in the model
being slightly too large since the data were measured 14 K above TC and the
strength of the correlations decreases with temperature. The fact that the model
reproduces the diffuse streaks that are observed in the data indicates that the
correlation structure for the disordered N1 atoms is likely to be correct.
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Figure 7.21: Slices of reciprocal space from the x-ray diffuse scattering data (top
half) at 322 K and the calculated diffuse scattering patterns (bottom half) from the
combined orientational and displacive disorder model with a correlation coefficient of
0.6 for the G1 orientations between b1 first neighbour types: (a) 0 k l, (b) h k 0, (c) h 0 l
and (d) 2 0 1. The force constants were calculated from the parameterisation method
by Chan et al. (equation 7.5) and the average Baviso value was approximately 3 A˚
2.
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Figure 7.22: The 0 k l slice of reciprocal space from the x-ray diffuse scattering data
(top half) at 322 K and the calculated diffuse scattering pattern (bottom half) from
the combined orientational and displacive disorder model with a correlation coefficient
of 0.6 for the G1 orientations between b1 first neighbour types. The insets show the
area around the diffuse streak between the (0 4 1) and (0 4 2) Bragg peaks.
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Figure 7.23: The 2 0 1 slice of reciprocal space from the Wombat neutron diffuse
scattering data (top half) at 348 K and the calculated diffuse scattering pattern (bottom
half) from the combined orientational and displacive disorder model with a correlation
coefficient of 0.6 for the G1 orientations between b1 first neighbour types. The force
constants were calculated from the parameterisation method by Chan et al. (equation
7.5) and the average Baviso value was approximately 3 A˚
2.
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7.4.1 Force constant models
The force constant model used for the calculated patterns shown in figures 7.21
to 7.23 was the parameterisation by Chan et al. (equation 7.5). As for the purely
displacive model, the calculated diffuse scattering patterns with the different force
constant models globally look very similar, so the calculated patterns with the
Buckingham parameterisation of the force constants and with all the force con-
stants of equal value have not been shown. However, the different force constant
models do affect the intensity of the diffuse streaks as shown in figure 7.24. For
the parameterisation by Chan et al. and the model with all the force constants of
equal value, there is a clear diffuse streak in the calculated pattern between the
(0 4 1) and (0 4 2) Bragg peaks. However, for the Buckingham parameterisation,
the intensity of the diffuse streak is barely above the background. In addition,
the Buckingham parameterisation causes significant distortion of the shapes of
the diffuse scattering around the Bragg peaks compared to the data.
Figure 7.24: The area around the diffuse streak between the (0 4 1) and (0 4 2) Bragg
peaks in the 0 k l slice of reciprocal space from (a) the x-ray data, as well as calculated
from the combined orientational and displacive disorder model with the different force
constant parameterisations: (b) Buckingham, (c) Chan et al. and (d) all equal. The
models for the calculated patterns all had a correlation coefficient of 0.6 between b1
first neighbour types. The plot profiles through the diffuse streak are shown in part (e)
and have been vertically offset for clarity.
.
The difference between the force constant parameterisation by Chan et al.
and the Buckingham parameterisation is that the decrease in the force constant
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values with distance is far more gradual for the parameterisation by Chan et
al. (see figure 7.11). The fact that the Buckingham parameterisation is less
successful at reproducing the intensity of the diffuse streaks therefore suggests
that the Buckingham potential model is overweighting the importance of the
short contact vectors compared to the larger ones.
While the Buckingham potential model should in theory give very accurate
force constants for the interactions that are included in the model, all the contact
vectors of greater than about 3 A˚ in length have been excluded. While this
is also the case for the parameterisation by Chan et al., the fact that Chan’s
approach had been determined empirically using data from a range of molecular
crystals means that the force constants on the contact vectors that are included
in the model have been implicitly adjusted to compensate for the fact that not
all of the contact vectors are included. This is not the case for the Buckingham
parameterisation.
While both the force constant model by Chan et al. and the model with all
of the force constants of equal value successfully reproduce the diffuse streak be-
tween the (0 4 1) and (0 4 2) Bragg peaks, the model with all of the force constants
of equal value has already been shown not to reproduce the shape of the ther-
mal diffuse scattering around some of the Bragg peaks for the purely displacive
model (see figure 7.13). The parameterisation by Chan et al. is therefore the
most successful method for modelling the relative strengths of the intermolecular
interactions.
The fact that the force constant parameterisation method by Chan et al.
has previously been used to model other molecular crystal systems [113–115,
117] and also works well for TGS is a useful result because it suggests that this
method for modelling the intermolecular interactions should be applicable in a
whole range of molecular crystal systems. This is important because one of the
difficulties in modelling diffuse scattering is that there are relatively few widely
applicable methods. Being able to reliably model the thermal diffuse scattering
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is particularly useful since thermal diffuse scattering is always present and it can
be difficult to distinguish it from other types of diffuse scattering.
7.4.2 Correlation coefficient for b1 first neighbour types
To investigate the effect on the diffuse streaks of the strength of the correlations
between b1 first neighbour types (see figure 7.15), simulations were run with
different values for the correlation coefficient. The real space distribution of the
G1 orientations in the bc plane of the model crystal, as well as the corresponding
calculated x-ray diffuse scattering in the 0 k l slice of reciprocal space, are shown
in figure 7.25. In real space, as the correlation coefficient increases, it causes the
formation of linear domains of increasing length parallel to the ferroelectric b axis.
In reciprocal space, increasing the correlation coefficient causes the intensity of
the diffuse streaks to become stronger.
The area of the 0 k l slice of reciprocal space around the diffuse streak between
the (0 4 1) and (0 4 2) Bragg peaks, with different correlation coefficients, is shown
in more detail in figure 7.26, along with the corresponding plot profiles. For a
correlation coefficient of 0.2, there is no detectable diffuse streak, but for a corre-
lation coefficient of 0.6 there is a diffuse streak present in the calculated pattern
and it becomes significantly stronger and sharper for a correlation coefficient of
0.9.
As was done for the x-ray data in section 7.1.1, the plot profiles from the
calculated diffuse scattering with different correlation coefficients were fitted us-
ing a Gaussian. The FWHM of the peak decreases with increasing correlation
coefficient and the area increases, as shown in figure 7.27. This supports the
short-range correlations of the G1 orientations being strongest at the phase tran-
sition temperature, since in the x-ray data, both the minimum value for FWHM
of the diffuse streak and the maximum value for the area occurred at TC (see
figure 7.7).
From the model, it is difficult to determine exactly what the correlation coeffi-
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Figure 7.25: The distribution of the G1 orientations (represented by the blue and
orange circles) in the bc plane with a correlation coefficient (cc) between b1 first neigh-
bour types of (a) 0.2, (b) 0.6, and (c) 0.9. The corresponding calculated x-ray diffuse
scattering patterns for the 0 k l slice of reciprocal space are shown in parts (d) to (f)
respectively.
.
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cient is between the G1 molecules in TGS, since the diffuse streaks are affected by
the force constant parameterisation as well as the correlation coefficient. However,
from comparing the FWHM of the diffuse streaks in the data and the models, as
well as looking at the diffuse scattering patterns, a correlation coefficient of some-
where between 0.5 and 0.7 seems reasonable at TC . Below 0.5, the diffuse streaks
in the calculated patterns are barely visible, and above 0.7, they are unreasonably
sharp.
Figure 7.26: The area around the diffuse streak between the (0 4 1) and (0 4 2) Bragg
peaks in the 0 k l slice of reciprocal space calculated from the combined orientational and
displacive disorder model with a correlation coefficient (cc) between b1 first neighbour
types of (a) 0.2, (b) 0.6 and (c) 0.9. The plot profiles through the diffuse streak are
shown in part (d) and have been vertically offset for clarity.
.
7.4.3 Correlations between other first neighbour types
While the correlations of the G1 orientations appear to be strongest between b1
first neighbour types (see section 7.3.1), this does not preclude there also being
weak correlations between other first neighbours types. In fact, it seems highly
unlikely that there are only interactions between b1 first neighbour types, since
well below TC the system is completely long-range ordered in 3-dimensions, so
there must be some interactions between G1 molecules for other neighbour types.
There should at least be dipole-dipole interactions.
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Figure 7.27: The change in the FWHM and area with the correlation coefficient
between b1 first neighbour types of the diffuse streak between the (0 4 1) and (0 4 2)
Bragg peaks in the calculated x-ray diffuse scattering. The intensities of the peaks
were measured using the plot profile tool in ImageJ, as shown in figure 7.26(d), and
were fitted with a Gaussian.
Figure 7.28 shows the real space distribution of the G1 orientations in the
bc plane of the model crystal, along with the calculated x-ray diffuse scattering
in the 0 k l slice of reciprocal space, with very strong correlations (cc ≈ 0.95)
between b1 first neighbour types and different correlation coefficients between first
neighbours along the a and c axis directions. As the correlation coefficient for
first neighbours along a and c increases, the thickness of the domains along a and
c also increases. For sufficiently strong correlations, the crystal essentially splits
into two domains with the G1 orientations completely correlated in 3-dimensions
as shown in figure 7.28(d).
In reciprocal space, as the correlation coefficient between first neighbours
along a and c increases, the intensity of the diffuse streaks in the data perpendic-
ular to b∗ decreases. For the case of strong correlations in 3-dimensions shown in
figures 7.28(d) and (h), the diffuse streaks are no longer present. This makes sense
since the system is essentially completely long-range ordered in 3-dimensions so
there is no longer any short-range order in the G1 orientations.
The area of the 0 k l slice around the diffuse streak between the (0 4 1) and
(0 4 2) Bragg peaks, with different correlation coefficients between first neighbours
along a and c, is shown in more detail in figure 7.29, along with the correspond-
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Figure 7.28: The distribution of the G1 orientations (represented by the blue and
orange circles) in the bc plane with a correlation coefficient (cc) of ∼0.95 between b1
first neighbour types and a correlation coefficient of (a) 0.0, (b) 0.3, (c) 0.6 and (d) 0.9
between first neighbours along the a and c axis directions. The corresponding calculated
x-ray diffuse scattering patterns for the 0 k l slice of reciprocal space are shown in parts
(e) to (h) respectively.
.
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ing plot profiles. It is important to note that although the area of the diffuse
streaks decreases as the correlation coefficient between first neighbours along a
and c increases, the FWHM remains relatively constant, as shown in figure 7.30.
That the FWHM is not dependent on the correlation coefficient between first
neighbours along a and c is important, because it means that the FWHM is only
affected by the strength of the correlations between b1 first neighbour types, as
shown in figure 7.7. The model is therefore able to distinguish between the cor-
relations between b1 first neighbour types getting weaker and the correlations
between other first neighbour types getting stronger.
Figure 7.29: The area around the diffuse streak between the (0 4 1) and (0 4 2) Bragg
peaks in the 0 k l slice of reciprocal space calculated from the combined orientational
and displacive disorder model with a correlation coefficient (cc) between first neighbours
along a and c of (a) 0.0, (b) 0.3, (c) 0.6 and (d) 0.9. The correlation coefficient between
b1 first neighbour types in each case was ∼0.95. The plot profiles through the diffuse
streak are shown in part (e) and have been vertically offset for clarity.
.
Having relatively weak correlations between first neighbours along a and c as
well as strong correlations between b1 first neighbour types provides a possible ex-
planation for the G1 orientations going from short-range ordered in 1-dimension
to long-range ordered in 3-dimensions as TGS is cooled through TC . As the
correlations between b1 first neighbours types increases, they will forms chains
of increasing length along b. If there are also weaker dipole-dipole interactions
between the chains, then the length of the chains increasing will allow the cor-
relations between the chains to compound, until eventually the system becomes
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long-range ordered in 3-dimensions.
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Figure 7.30: The change in the FWHM and area with the correlation coefficient
between first neighbours along a and c of the diffuse streak between the (0 4 1) and
(0 4 2) Bragg peaks in the calculated x-ray diffuse scattering. The correlation coefficient
between b1 first neighbour types in each case was ∼0.95. The intensities of the peaks
were measured using the plot profile tool in ImageJ, as shown in figure 7.29(e), and
were fitted with a Gaussian.
7.4.4 Dipole-dipole interactions between chains
To test the plausibility of the dipole-dipole interactions driving the 3-dimensional
ordering between chains of b1 first neighbour type G1 molecules (see figure 7.15),
the dipole interaction energy was calculated with different correlation structures
between neighbouring chains along a and c.
The potential energy of a pair of electric dipoles, pi and pj, is given by
U =
pi · pj
r3ij
− 3(pi · rij)(pj · rij)
r5ij
(7.8)
where rij are the displacement vectors between the dipoles pi and pj [29]. The
dipole interaction energy can be obtained by summing over all such interactions
out to some cutoff radius. The distribution of the dipole moments in the model
was taken to be the same as the distribution of the disordered nitrogen atoms
on G1, since it is the ordering of the NH+3 groups that causes the spontaneous
polarisation in the ferroelectric phase of TGS. The dipole moments of the NH+3
groups were taken to be ±1, depending on whether they were positively or neg-
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atively oriented along the ferroelectric b axis. The absolute value of the dipole
moments is not important, however, since it is the relative energies of the different
correlation structures that is of interest. The orientations of the dipole moments
within chains were assumed to be always parallel, which meant that the length
of the chains along b in the model was ‘infinite’.
Four different correlations structures between neighbouring chains along a and
c were tested: (1) parallel along a and c, (2) antiparallel along a and parallel along
c, (3) parallel along a and antiparallel along c and (4) antiparallel along a and c.
The different correlation structures are shown schematically in figure 7.31.
Figure 7.31: Schematic of the different correlation structures along a and c be-
tween neighbouring chains of G1 molecules for which the dipole interaction energy
(equation 7.8) was calculated: (a) parallel along a and c, (b) antiparallel along a and
parallel along c, (c) parallel along a and antiparallel along c and (d) antiparallel along
a and c. The view is looking down the b axis, so the zig-zag chains of G1 molecules
correlated via b1 neighbours, are coming out of the page. Chains with the G1 molecules
positively and negatively oriented along the ferroelectric b axis are represented by the
+ and - signs respectively.
.
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The convergence of dipole interaction energies is known to be problematic
[111], so the energy was calculated as a function of the maximum cutoff radius
for the summation for all cases. An example is shown in figure 7.32, for the case
with neighbouring chains parallel along both a and c. The convergence appears
to be reasonable since for cutoff radii greater than about 150 A˚ the fluctuations
in the dipole interaction energy are very small. Importantly, the fluctuations are
also much smaller than the difference in the dipole interaction energies calculated
for the different correlations structures (see table 7.4), so the fluctuations do not
affect which correlation structure has the lowest energy.
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Figure 7.32: The dipole-dipole interaction energy as a function of the cutoff radius of
the summation, for the correlation structure with neighbouring chains parallel along a
and c
.
The dipole interaction energy calculated for each of the correlation structures
(see figure 7.31) is listed in table 7.4. The dipole interaction energy is lowest
if the dipole moments for all the chains are parallel, which corresponds to the
ferroelectric ordering in TGS. While this is not intended to be a comprehensive
analysis, these results do suggest that the transition from 1-dimensional to 3-
174 Short-range order
dimensional ordering being driven by the dipole-dipole interactions is feasible
Table 7.4: The dipole-dipole interaction energy calculated with different correlation
structures between neighbouring chains along a and c (see figure 7.31).
Correlation structure Energy
a c (arb. units)
parallel parallel -0.015
antiparallel parallel +0.02
parallel antiparallel 0.00
antiparallel antiparallel 0.00
7.5 Summary
Single crystal x-ray and neutron diffuse scattering data were collected for HTGS
and FDTGS at several temperatures from well below to well above TC . Well be-
low TC , the diffuse scattering was all thermal diffuse scattering due to correlations
in the atomic displacements, but around TC there was additional diffuse scatter-
ing intensity in the form of diffuse streaks perpendicular to b∗. These streaks
were found to be due to short-range order in the G1 orientations. The onset of
significant short-range order appears to occur about 40 K below TC . The correla-
tions are strongest at the phase transition temperature and then decrease as the
temperature increases above TC . The principal correlation direction is parallel to
the ferroelectric b axis.
The short-range order in TGS was modelled using a combination of a dis-
placive and an orientational disorder model. The intermolecular interactions that
give rise to the correlated atomic displacements were modelled in ZMC using a net-
work of contact vectors up to about 3 A˚ in length that were treated like Hooke’s
law springs. Three different models for the force constants were tested: (1) having
all the force constants of equal value, (2) parameterising the force constants from
the Buckingham potential and (3) parameterising the force constants using the
empirical equation developed by Chan et al. [113]. The parameterisation method
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by Chan et al. was found to be the most successful for modelling the relative
strengths of the interactions included in the model.
The short-range order of the G1 orientations was modelled using an Ising-
type Monte Carlo simulation. The resulting correlation structures were then
input into ZMC to model the correlated atomic displacements. The short-range
order of the G1 orientations along the ferroelectric b axis was found to arise from
correlations between b1 first neighbour types (see figure 7.15). The interactions
between b1 first neighbour types are most likely mediated by the short hydrogen
bond between the G2 and G3 molecules. This indicates that the hydrogen bonds
rather than the dipole-dipole interactions are dominant in the ordering of the G1
orientations along b.
In addition to the relatively strong correlations of the G1 orientations between
b1 first neighbour types, there also appear to be weaker correlations between other
first neighbour types above TC due to dipole-dipole interactions. The presence of
these additional interactions between the G1 molecules provides a mechanism for
the system to go from short-range ordered above TC , with the principal correlation
direction along the ferroelectric b axis, to long-range ordered in 3-dimensions
below TC .
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Chapter 8
Conclusions
8.1 Fully deuterated triglycine sulphate
A new vapour diffusion crystallisation method was successfully developed to grow
single crystals of FDTGS. The crystals grown using this technique were of suffi-
ciently high quality to be used for neutron techniques such as diffuse scattering.
Complete deuteration of all the hydrogen atom sites was found to increase the
phase transition temperature from 322.3 ± 0.3 K to 334.0 ± 0.5 K compared to
HTGS. Complete deuteration also caused a slight decrease in the lattice param-
eters compared to HTGS, but the structure of FDTGS was otherwise found to
be consistent with the previously reported structures for both HTGS and DTGS.
This indicates that insights gained into the behaviour of FDTGS should be ap-
plicable to HTGS.
8.2 Long-range structural evolution with tem-
perature
X-ray and neutron powder diffraction were used to investigate the evolution of the
long-range structure of TGS with temperature. All of the lattice parameters had
a single cusp at the phase transition, except for the b lattice parameter, which also
had a second cusp at T − TC ≈ 34 K, likely associated with the onset of short-
range order of the G1 orientations. The unit cell volume increases monotonically
with temperature.
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The lengths of the hydrogen bonds between G1 and the surrounding molecules
were generally found to increase with increasing temperature, indicating that the
interactions between G1 and the surrounding molecules were becoming weaker.
By contrast, the length of the short hydrogen bond between G2 and G3 decreased
slightly with increasing temperature, indicating that the G2–G3 interactions were
becoming stronger.
No low temperature anomalies were observed in any of the refined values.
There was therefore no structural evidence to support TGS undergoing a second,
low temperature phase transition.
8.3 Short-range order
Single crystal x-ray and neutron diffuse scattering were used to investigate the
short-range order in TGS. Short-range order of the G1 orientations was found to
develop as TGS is heated through the ferroelectric to paraelectric phase transi-
tion. The onset of significantly short range order appears to occur between 30 K
and 40 K below TC . The correlations are strongest at the phase transition tem-
perature and then decrease as the temperature increases above TC . The principal
correlation direction is parallel to the ferroelectric b axis.
The short-range order could be modelled using a combination of a displacive
disorder and an orientational disorder model. The intermolecular interactions
that give rise to correlated atomic displacements were modelled by treating them
like Hooke’s law springs. The most successful method of parameterising the force
constants was the empirical formula developed by Chan et al. [113] that had
previously been used to model other molecular crystal systems.
8.3.1 Phase transition mechanism
The interactions between G1 neighbours that give rise to correlations along the
ferroelectric b axis appear to be mediated by the short hydrogen bond between G2
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and G3. This suggests that it is the hydrogen bonding, rather than the G1 dipole-
dipole interactions that drive the ferroelectric ordering of the G1 orientations.
Although the short G2–G3 hydrogen bond seems to plays an important role
in the phase transition in TGS, there was no evidence to suggest that it actually
triggers it. Rather, it seems more likely that weakening of the N1–D13 - - O22
hydrogen bond with increasing temperature decouples G1 from the short G2–G3
hydrogen bond, allowing the system to become disordered. This is supported by
the powder diffraction analysis since the length of the N1–D13 - - O22 hydrogen
bond was found to increase with increasing temperature.
As well as the hydrogen bond interactions providing a mechanism for the or-
dering of the G1 orientations into chains along the ferroelectric b axis, there also
appear to be weaker correlations between the G1 chains due to dipole-dipole
interactions. This provides a possible mechanism for the G1 orientations to
go from short-range ordered in 1-dimension above TC to long-range ordered in
3-dimensions below TC : as the ordering of the G1 molecules into chains along b
becomes sufficiently long-ranged, this could allow the weaker dipole-dipole inter-
actions between chains to compound, leading to long-range order in 3-dimensions.
8.4 Directions for future work
8.4.1 Extending the short-range order model
In the displacive disorder model, the empirical equation developed by Chan et al.
(equation 7.5) was found to be the most successful method for parameterising the
force constants. However, the values used for the constants in Chan’s equation
were not actually refined for TGS. Rather, values from previous refinements of
other molecular crystal systems were used. The force constant model could there-
fore be further improved by refining the values of the constants to minimise the
difference between the data and the calculated diffuse scattering patterns. The re-
finement process could be automated using the method developed by Welberry et
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al. described in [118]. Although this process is highly computationally expensive,
it has been shown to be feasible provided that the number of refined parameters
is reasonably small [113, 119]. Apart from being computationally expensive, a
number of other important considerations need to be taken into account.
To determine how successful the model is at reproducing the diffuse features
seen in the data, the intensities of the pixels in the data and the calculated pattern
need to be compared directly. This means that the data needs to be processed very
carefully to remove any artefacts and the calculated diffuse scattering patterns
need to be exactly the same size as the data. Also, since the model only calculates
the diffuse scattering, the pixels where the Bragg peaks occur in the data need to
be excluded from the comparison. A further consideration is that the importance
of the pixels needs to be weighted according to the diffuse intensity observed at
each point, since regions with no diffuse intensity do not provide any information
about the short-range order if the molecular structure factor is small.
While the short-range order model for the G1 orientations with correlations
between b1 first neighbour types (mediated by the short G2–G3 hydrogen bond)
was successful at reproducing the diffuse streaks seen in the data, it may also
be possible to develop a model in which the correlations of the G1 orientations
can arise out of the interactions in the model, rather than being put in in a fixed
manner. One possibility would be to allow the NH+3 group on G1 to swing to
either side of the mirror plane and to include an energy term for the double well
potential seen by the G1 molecules due to its hydrogen bond interactions with G2
and G3 (see section 2.2.3). An energy term for the dipole-dipole interactions (see
section 7.4.4) could also be included in the model. This could be very interesting
since, although the roles of the hydrogen bond and dipole-dipole interactions in
the ordering of TGS could be inferred from the short-range order model, they
were not modelled directly.
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8.4.2 Energy resolved diffuse scattering
Energy analysis can be used to separate the contributions from static and dynamic
disorder in diffuse scattering patterns, since static disorder gives rise to elastic
diffuse scattering and dynamic disorder gives rise to inelastic diffuse scattering.
Collecting energy resolved diffuse scattering data from TGS is therefore of inter-
est to investigate whether the short-range correlations of the G1 molecules are
dynamic. Energy resolved diffuse scattering data can be collected on a neutron
three-axis spectrometer or using time-of-flight neutron spectroscopy [120].
8.4.3 Electric field experiments
Investigating the diffuse scattering in TGS as a function of applied electric field
has the potential to provide additional information about the interactions that
drive the ferroelectric ordering. The diffuse streaks in TGS were found to arise
from short-range correlations of the G1 orientations, so if a sufficiently strong
electric field is applied to the sample, the diffuse streaks should disappear as
the system becomes long-range ordered. If the field is turned off again, the
reverse should occur. Similarly, if the sign of the electric field is switched, then
short-range order may develop during polarisation switching and give rise to
diffuse scattering. These ordering/disordering processes will have characteristic
relaxation times. The time scale for the development of ordering in TGS could
be investigated using stroboscopic measurements, as described by Daniels [25].
TGS is suitable to use for stroboscopic measurements since the ferroelectric
switching is reversible and repeatable. Stroboscopic measurements are performed
by collecting data continuously while the electric field is cycled. The data must
be time stamped to allow them to be binned according to when in the cycle they
occur. Collecting data over many electric field cycles should allow sufficient count-
ing statistics to be built up to determine the evolution of the diffuse scattering
within a single cycle. Interactions on different time scales could be investigated
by cycling the electric field at different frequencies. Neutron diffuse scattering
182 Conclusions
would be more suitable than x-ray diffuse scattering for such measurements in
TGS, since the diffuse streaks due to the short-range order of the G1 orientations
are better separated from the thermal diffuse scattering.
Appendix A
Fortran code for the occupancy
model Ising simulation
c A minimal MC s imu la t i on to setup c o r r e l a t i o n s t r u c t u r e s f o r
c d i f f e r e n t G1 nea r e s t neighbour types in TGS and to output an
c occupancy f i l e to be used in ZMC. A, B3 and C are the nea r e s t
c ne ighbours along the p r i n c i p a l axes o f the un i t c e l l . B1 and B2
c are s l i g h t l y o f f the b ax i s . B1 i s with in the c e l l and B2 i s
c out o f the c e l l . The f r a c t i o n o f LH and RH or i en t ed G1 molecu le s
c can a l s o s e t by the user .
program occupancy MC
imp l i c i t none
rea l , a l l o c a t ab l e , dimension ( : , : , : ) : : c r y s t a l
i n t ege r , a l l o c a t ab l e , dimension ( : ) : : wrap
in t ege r , a l l o c a t ab l e , dimension ( : ) : : wrapb
i n t e g e r i , j , k
i n t e g e r i a ( 2 ) , jb ( 2 ) , kc (2 )
i n t e g e r loop1 , loop2
r e a l weightA , weight1 , weight2 , weight3 , weightC
r e a l corr1 , corr2 , corr3 , corr4 , co r r5
r e a l corrca lcA , corrca lcB1 , corrca lcB2 , corrca lcB3 , co r r ca l cC
r e a l r r ( 1 ) , Enew , Eold , Ed i f f , c o r r c a l c , cellRH , r r r ( 3 ) , swap (2 )
cha rac t e r name∗30
wr i t e ( 6 ,∗ ) ’ What i s the RH c e l l f r a c t i o n ? ’
read (5 ,∗ ) cel lRH
wr i t e ( 6 ,∗ ) ’ Enter c o r r e l a t i o n c o e f f i c i e n t s between −1 and 1 ’
wr i t e ( 6 ,∗ ) ’ To s e t weight ing f o r c o r r e l a t i o n to zero , ente r a
&value l e s s than −1’
wr i t e ( 6 ,∗ ) ’ What i s b1 NN c o r r e l a t i o n ? ’
read (5 ,∗ ) co r r1
wr i t e ( 6 ,∗ ) ’ What i s b2 NN c o r r e l a t i o n ? ’
read (5 ,∗ ) co r r2
wr i t e ( 6 ,∗ ) ’ What i s the NN c o r r e l a t i o n along b? ’
read (5 ,∗ ) co r r3
wr i t e ( 6 ,∗ ) ’ What i s the NN c o r r e l a t i o n along c ? ’
read (5 ,∗ ) co r r4
wr i t e ( 6 ,∗ ) ’ What i s the NN c o r r e l a t i o n along a ? ’
read (5 ,∗ ) co r r5
wr i t e ( 6 ,∗ ) ’ What i s the occ f i l e name? ’
read (5 ,∗ ) name
wr i t e ( 6 ,∗ ) ’ Trying to obta in NN c o r r e l a t i o n : b1 = ’ , corr1 , ’ , b2
&=’, corr2 , ’ , b = ’ , corr3 , ’ , c = ’ , corr4 , ’ , a = ’ , co r r5
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c Determine f o r which nea r e s t neighbour types the model i s t r y ing
c to ach i eve a p a r t i c u l a r c o r r e l a t i o n c o e f f i c i e n t input by the
c user . I f a c o r r e l a t i o n c o e f f i c i e n t i s not s p e c i f i e d f o r a g iven
c nea r e s t neighbour type the i n t e r a c t i o n constant i s s e t to zero .
i f ( co r r1 . l t .−1) then
weight1 = 0
e l s e
weight1 = 1
end i f
i f ( co r r2 . l t .−1) then
weight2 = 0
e l s e
weight2 = 1
end i f
i f ( co r r3 . l t .−1) then
weight3 = 0
e l s e
weight3 = 1
end i f
i f ( co r r4 . l t .−1) then
weightC = 0
e l s e
weightC = 1
end i f
i f ( co r r5 . l t .−1) then
weightA = 0
e l s e
weightA = 1
end i f
c Setup the c r y s t a l . There are two G1 molecu le s a long b so the c e l l
c i s doubled along b .
a l l o c a t e ( c r y s t a l ( 32 , 64 , 32 ) )
a l l o c a t e (wrap (−(32−1):32∗2))
a l l o c a t e (wrapb (−(64−1):64∗2))
c I n i t i a l i s e random number genera to r
c a l l r s e ed (12310 ,30037)
c I n i t i a l i s e c r y s t a l −− (1−RH) :RH −1 and +1
c open (7 , f i l e =” f o r t . 2 ” )
do i =1 ,32
do j =1 ,64
do k=1,32
c a l l rannum( rr , 1 )
i f ( r r ( 1 ) . gt . cel lRH ) then
c r y s t a l ( i , j , k)=−1
e l s e
c r y s t a l ( i , j , k)=1
end i f
end do
end do
end do
c Set up boundary cond i t i on s
j=0
do i =−(32−1),32∗2
j=j+1
wrap ( i )= j
i f ( j . eq . 3 2 ) j=0
end do
j=0
do i =−(64−1),64∗2
j=j+1
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wrapb ( i )= j
i f ( j . eq . 6 4 ) j=0
end do
wr i t e ( 6 ,∗ ) ’ Crys ta l I n i t i a l i s e d ’
do loop1 = 1 ,100
do loop2 = 1 ,100∗32∗64∗32
c S e l e c t two s i t e s o f d i f f e r e n t occupancy
c a l l rannum( rr r , 3 )
i a (1 ) = wrap ( i n t (32 ∗ r r r ( 1 ) ) + 1)
jb (1 ) = wrapb ( i n t (64 ∗ r r r ( 2 ) ) + 1)
kc (1 ) = wrap ( i n t (32 ∗ r r r ( 3 ) ) + 1)
101 c a l l rannum( rr r , 3 )
i a (2 ) = wrap ( i n t (32 ∗ r r r ( 1 ) ) + 1)
jb (2 ) = wrapb ( i n t (64 ∗ r r r ( 2 ) ) + 1)
kc (2 ) = wrap ( i n t (32 ∗ r r r ( 3 ) ) + 1)
i f ( c r y s t a l ( i a ( 1 ) , jb ( 1 ) , kc ( 1 ) ) . eq .
& c r y s t a l ( i a ( 2 ) , jb ( 2 ) , kc ( 2 ) ) ) goto 101
c Ca l cu la te the i n i t i a l energy , Eold
c a l l energy ( c ry s t a l , ia , jb , kc , wrap , wrapb , weight1 , Eold ,
& weight3 , weight2 , weightC , weightA )
c Swap the occupanc ie s
swap (1 ) = c r y s t a l ( i a ( 1 ) , jb ( 1 ) , kc ( 1 ) )
swap (2 ) = c r y s t a l ( i a ( 2 ) , jb ( 2 ) , kc ( 2 ) )
c r y s t a l ( i a ( 1 ) , jb ( 1 ) , kc ( 1 ) ) = swap (2)
c r y s t a l ( i a ( 2 ) , jb ( 2 ) , kc ( 2 ) ) = swap (1)
c Ca l cu la te the new energy , Enew
c a l l energy ( c ry s t a l , ia , jb , kc , wrap , wrapb , weight1 , Enew ,
& weight3 , weight2 , weightC , weightA )
Ed i f f = Enew − Eold
c Do MC step
i f ( Ed i f f . gt . 0 ) then
c a l l rannum( rr , 1 )
i f ( r r ( 1 ) . gt . exp (−1.∗ Ed i f f ) ) then
c r e j e c t the MC move
c r y s t a l ( i a ( 1 ) , jb ( 1 ) , kc ( 1 ) ) = swap (1)
c r y s t a l ( i a ( 2 ) , jb ( 2 ) , kc ( 2 ) ) = swap (2)
end i f
end i f
end do
c Adjust the i n t e r a c t i o n cons tant s
c a l l corrA ( c ry s t a l , wrap , cor rca l cA )
c a l l corrB1 ( c ry s t a l , wrapb , wrap , cor rca l cB1 )
c a l l corrB2 ( c ry s t a l , wrapb , wrap , cor rca l cB2 )
c a l l corrB3 ( c ry s t a l , wrapb , co r r ca l cB3 )
c a l l corrC ( c ry s t a l , wrap , co r r ca l cC )
i f ( co r r1 . l t .−1) then
weight1 = 0
e l s e
weight1 = weight1 + 0 . 2∗ ( co r rca l cB1 − cor r1 )
end i f
i f ( co r r2 . l t .−1) then
weight2 = 0
e l s e
weight2 = weight2 + 0 . 2∗ ( co r rca l cB2 − cor r2 )
end i f
i f ( co r r3 . l t .−1) then
weight3 = 0
e l s e
weight3 = weight3 + 0 . 2∗ ( co r r ca l cB3 − co r r3 )
end i f
i f ( co r r4 . l t .−1) then
weightC = 0
e l s e
weightC = weightC + 0 .2∗ ( co r r ca l cC − co r r4 )
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end i f
i f ( co r r5 . l t .−1) then
weightA = 0
e l s e
weightA = weightA + 0 .2∗ ( cor rca l cA − cor r5 )
end i f
c Write out the c o r r e l a t i o n c o e f f i c i e n t s
wr i t e ( 6 ,∗ ) ’MC #, weight A, weight 1 , weight 2 , weight 3 , weig
&ht C, co r r A, co r r B 1 , co r r B 2 , co r r B 3 , co r r C’
wr i t e ( 6 , ’ (A, I3 , F10 . 3 , F10 . 3 , F10 . 3 , F10 . 3 , F10 . 3 , F10 . 4 , F9 . 4
&,F10 . 4 , F10 . 4 , F8 . 4 ) ’ ) ’ ’ , loop1 , weightA , weight1 ,
& weight2 , weight3 , weightC , corrca lcA , corrca lcB1 , corrca lcB2 ,
& corrca lcB3 , co r r ca l cC
end do
c Write out the occupancy f i l e
open ( un i t=2, f i l e=name)
do i =1 ,32
do j =1 ,63 ,2
do k=1,32
i f ( c r y s t a l ( i , j , k ) < 0) then
i f ( c r y s t a l ( i , j +1,k ) < 0) then
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 1 , 1 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 4 , 2 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 6 , 3 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 7 , 4 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 9 , 5 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 2 , 1 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 3 , 2 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 5 , 3 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 8 , 4 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 10 , 5 , 1
e l s e
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 1 , 1 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 4 , 2 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 6 , 3 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 7 , 4 , 2
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 9 , 5 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 2 , 1 , 2
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 5 , 2 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 3 , 3 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 8 , 4 , 2
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 10 , 5 , 1
end i f
e l s e i f ( c r y s t a l ( i , j +1,k ) < 0) then
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 1 , 1 , 2
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 6 , 2 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 4 , 3 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 7 , 4 , 2
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 9 , 5 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 2 , 1 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 3 , 2 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 5 , 3 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 8 , 4 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 10 , 5 , 1
e l s e
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 1 , 1 , 2
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 6 , 2 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 4 , 3 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 7 , 4 , 2
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 9 , 5 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 2 , 1 , 2
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 5 , 2 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 3 , 3 , 1
wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 8 , 4 , 2
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wr i t e ( 2 , ’ ( 6 i 12 ) ’ ) i , j /2+1 , k , 10 , 5 , 1
end i f
end do
end do
end do
c l o s e (2 )
end program occupancy MC
c−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
subrout ine corrA ( c ry s t a l , wrap , cor rca l cA )
imp l i c i t none
i n t e g e r i , j , k , wrap(−(32−1):32∗2)
r e a l c r y s t a l (32 ,64 ,32)
r e a l corrca lcA , S1 , S2 , sumS1 , sumS2 , sumS12 , sumS22 , sumS1S2 ,N
N = 0 .
sumS1 = 0 .
sumS2 = 0 .
sumS12= 0 .
sumS22= 0 .
sumS1S2= 0 .
do i = 1 ,32
do j = 1 ,64
do k = 1 ,32
S1 = c r y s t a l ( i , j , k )
c Only look at ne ighbours on p o s i t i v e s i d e to
c avoid double count ing .
S2 = c r y s t a l (wrap ( i +1) , j , k )
N = N + 1 .
sumS1 = sumS1 + S1
sumS2 = sumS2 + S2
sumS12 = sumS12 + S1∗S1
sumS22 = sumS22 + S2∗S2
sumS1S2 = sumS1S2 + S1∗S2
end do
end do
end do
cor rca l cA = (N∗sumS1S2 − sumS1∗sumS2)/
& sq r t ( (N∗sumS12 − sumS1∗sumS1 )∗ (N∗sumS22 − sumS2∗sumS2 ) )
re turn
end subrout ine corrA
c−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
subrout ine corrB1 ( c ry s t a l , wrapb , wrap , cor rca l cB1 )
imp l i c i t none
i n t e g e r i , j , k , wrapb (−(64−1):64∗2) ,wrap(−(32−1):32∗2)
r e a l c r y s t a l (32 ,64 ,32)
r e a l corrca lcB1 , S1 , S2 , sumS1 , sumS2 , sumS12 , sumS22 , sumS1S2 ,N
N = 0 .
sumS1 = 0 .
sumS2 = 0 .
sumS12= 0 .
sumS22= 0 .
sumS1S2= 0 .
do i = 1 ,32
do j = 1 ,64
do k = 1 ,32
S1 = c r y s t a l ( i , j , k )
c Only look at ne ighbours on p o s i t i v e s i d e to
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c avoid double count ing .
S2 = c r y s t a l (wrap ( i ) , wrapb ( j +1) ,wrap (k ) )
N = N + 1 .
sumS1 = sumS1 + S1
sumS2 = sumS2 + S2
sumS12 = sumS12 + S1∗S1
sumS22 = sumS22 + S2∗S2
sumS1S2 = sumS1S2 + S1∗S2
end do
end do
end do
cor rca l cB1 = (N∗sumS1S2 − sumS1∗sumS2)/
& sq r t ( (N∗sumS12 − sumS1∗sumS1 )∗ (N∗sumS22 − sumS2∗sumS2 ) )
re turn
end subrout ine corrB1
c−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
subrout ine corrB2 ( c ry s t a l , wrapb , wrap , co r rca l cB2 )
imp l i c i t none
i n t e g e r i , j , k , wrapb (−(64−1):64∗2) ,wrap(−(32−1):32∗2)
r e a l c r y s t a l (32 ,64 ,32)
r e a l corrca lcB2 , S1 , S2 , sumS1 , sumS2 , sumS12 , sumS22 , sumS1S2 ,N
N = 0 .
sumS1 = 0 .
sumS2 = 0 .
sumS12= 0 .
sumS22= 0 .
sumS1S2= 0 .
do i = 1 ,32
do k = 1 ,32
do j = 1 ,63 ,2
S1 = c r y s t a l ( i , j , k )
c Only look at ne ighbours on p o s i t i v e s i d e to
c avoid double count ing .
S2 = c r y s t a l (wrap ( i ) , wrapb ( j +1) ,wrap (k−1))
N = N + 1 .
sumS1 = sumS1 + S1
sumS2 = sumS2 + S2
sumS12 = sumS12 + S1∗S1
sumS22 = sumS22 + S2∗S2
sumS1S2 = sumS1S2 + S1∗S2
end do
do j = 2 ,64 ,2
S1 = c r y s t a l ( i , j , k )
c Only look at ne ighbours on p o s i t i v e s i d e to
c avoid double count ing .
S2 = c r y s t a l (wrap ( i ) , wrapb ( j +1) ,wrap (k+1))
N = N + 1 .
sumS1 = sumS1 + S1
sumS2 = sumS2 + S2
sumS12 = sumS12 + S1∗S1
sumS22 = sumS22 + S2∗S2
sumS1S2 = sumS1S2 + S1∗S2
end do
end do
end do
cor rca l cB2 = (N∗sumS1S2 − sumS1∗sumS2)/
& sq r t ( (N∗sumS12 − sumS1∗sumS1 )∗ (N∗sumS22 − sumS2∗sumS2 ) )
re turn
end subrout ine corrB2
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c−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
subrout ine corrB3 ( c ry s t a l , wrapb , cor r ca l cB3 )
imp l i c i t none
i n t e g e r i , j , k , wrapb(−(64−1):64∗2)
r e a l c r y s t a l (32 ,64 ,32)
r e a l corrca lcB3 , S1 , S2 , sumS1 , sumS2 , sumS12 , sumS22 , sumS1S2 ,N
N = 0 .
sumS1 = 0 .
sumS2 = 0 .
sumS12= 0 .
sumS22= 0 .
sumS1S2= 0 .
do i = 1 ,32
do j = 1 ,64
do k = 1 ,32
S1 = c r y s t a l ( i , j , k )
c Only look at ne ighbours on p o s i t i v e s i d e to
c avoid double count ing .
S2 = c r y s t a l ( i , wrapb ( j +2) ,k )
N = N + 1 .
sumS1 = sumS1 + S1
sumS2 = sumS2 + S2
sumS12 = sumS12 + S1∗S1
sumS22 = sumS22 + S2∗S2
sumS1S2 = sumS1S2 + S1∗S2
end do
end do
end do
cor rca l cB3 = (N∗sumS1S2 − sumS1∗sumS2)/
& sq r t ( (N∗sumS12 − sumS1∗sumS1 )∗ (N∗sumS22 − sumS2∗sumS2 ) )
re turn
end subrout ine corrB3
c−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
subrout ine corrC ( c ry s t a l , wrap , co r r ca l cC )
imp l i c i t none
i n t e g e r i , j , k , wrap(−(32−1):32∗2)
r e a l c r y s t a l (32 ,64 ,32)
r e a l corrca lcC , S1 , S2 , sumS1 , sumS2 , sumS12 , sumS22 , sumS1S2 ,N
N = 0 .
sumS1 = 0 .
sumS2 = 0 .
sumS12= 0 .
sumS22= 0 .
sumS1S2= 0 .
do i = 1 ,32
do j = 1 ,64
do k = 1 ,32
S1 = c r y s t a l ( i , j , k )
c Only look at ne ighbours on p o s i t i v e s i d e to
c avoid double count ing .
S2 = c r y s t a l ( i , j , wrap (k+1))
N = N + 1 .
sumS1 = sumS1 + S1
sumS2 = sumS2 + S2
sumS12 = sumS12 + S1∗S1
sumS22 = sumS22 + S2∗S2
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sumS1S2 = sumS1S2 + S1∗S2
end do
end do
end do
cor rca l cC = (N∗sumS1S2 − sumS1∗sumS2)/
& sq r t ( (N∗sumS12 − sumS1∗sumS1 )∗ (N∗sumS22 − sumS2∗sumS2 ) )
re turn
end subrout ine corrC
c−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
subrout ine energy ( c r y s t a l , ia , jb , kc , wrap , wrapb , weight1 ,E,
& weight3 , weight2 , weightC , weightA )
imp l i c i t none
i n t e g e r i , j , k , wrap(−(32−1):32∗2)
i n t e g e r i a ( 2 ) , jb ( 2 ) , kc ( 2 ) , wrapb(−(64−1):64∗2)
r e a l S1 , S2 , weight1 , weight2 , E, weight3 , c r y s t a l (32 ,64 ,32)
r e a l weightC , weightA
E = 0 .
do i = 1 ,2
S1 = c r y s t a l ( i a ( i ) , jb ( i ) , kc ( i ) )
i f ( jb ( i ) /2∗2 . eq . jb ( i ) ) then
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i )+1) ,wrap ( kc ( i )+1))
E = E + weight2 ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i )−1) ,wrap ( kc ( i )+1))
E = E + weight2 ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
e l s e
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i )+1) ,wrap ( kc ( i )−1))
E = E + weight2 ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i )−1) ,wrap ( kc ( i )−1))
E = E + weight2 ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
end i f
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i )+1) ,wrap ( kc ( i ) ) )
E = E + weight1 ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i )−1) ,wrap ( kc ( i ) ) )
E = E + weight1 ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i )+2) ,wrap ( kc ( i ) ) )
E = E + weight3 ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i )−2) ,wrap ( kc ( i ) ) )
E = E + weight3 ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i ) ) , wrap ( kc ( i )+1))
E = E + weightC ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
S2 = c r y s t a l (wrap ( i a ( i ) ) , wrapb ( jb ( i ) ) , wrap ( kc ( i )−1))
E = E + weightC ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
S2 = c r y s t a l (wrap ( i a ( i )+1) ,wrapb ( jb ( i ) ) , wrap ( kc ( i ) ) )
E = E + weightA ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
S2 = c r y s t a l (wrap ( i a ( i )−1) ,wrapb ( jb ( i ) ) , wrap ( kc ( i ) ) )
E = E + weightA ∗ 0 .5∗ r e a l ( S1 ∗ S2 )
end do
return
end subrout ine energy
c−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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