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Abstract
The effects of the environment in nanoscopic
materials can play a crucial role in device de-
sign. Particularly in biosensors, where the sys-
tem is usually embedded in a solution, water
and ions have to be taken into consideration
in atomistic simulations of electronic transport
for a realistic description of the system. In
this work we present a methodology that com-
bines quantum mechanics/molecular mechanics
methods (QM/MM) with the non-equilibrium
Green’s function framework to simulate the
electronic transport properties of nanoscopic
devices in the presence of solvents. As a case
in point we present further results for DNA
translocation through a graphene nanopore. In
particular we take a closer look into general as-
sumptions in a previous work. For this sake,
we consider larger QM regions that include the
first two solvation shells and investigate the ef-
fects of adding extra k-points to the NEGF cal-
culations. The transverse conductance is then
calculated in a prototype sequencing device in
order to highlight the effects of the solvent.
Introduction
Manipulation of electronic properties of matter
at the nanoscale could allow for the design of
potentially revolutionary devices. In the par-
ticular case of biosensors - where a biological
molecule interacts with an analyte for detection
- the dimensions of the device are compatible
with biological molecules, and one can envision
sensing reaching the single-molecule level. A
particular type of biosensor is a DNA sequenc-
ing device.1,2 This is a process where the order
of the nucleobases in a DNA molecule is de-
termined, depending on the interaction of each
nucleotide with a given sensor device. Recently,
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nanopores have been heralded as the path to-
wards single-molecule sequencing.3–9 In such
devices, the DNA molecule is driven through
a pore, where each nucleobase can selectively
interact with the device. Detection is then
obtained by measuring the current, while a
particular nucleotide is present in the pore,
i.e. using a resistive biosensor. In principle,
one can use either biological entities for detec-
tion, such as protein translocation channels or
non-biological ones, such as silicon nitride or
graphene nanopores.2
Typically, biological molecules are immersed
in a solution containing a solvent - mostly water
and salt, in different concentrations. Removal
from this solution, in many cases, leads to sig-
nificant changes in structure and function.10
Thus, in the design of a biosensor, the dielectric
effect of the solvent might be crucial.11 Fluctu-
ations in the atomic configuration of the envi-
ronment most likely change the potential seen
by the device, which in turn could alter the be-
havior of the current-voltage curve in a resistive
biosensor.
From the theoretical point of view, perform-
ing ab initio molecular dynamics (AIMD) of
the full system whilst simulating the electronic
transport is, up to the present point, still pro-
hibitively expensive to be carried out. A possi-
ble workable strategy is to separate the struc-
ture generation step from the transport cal-
culation step. Empirical molecular dynamics
simulation (MD) is employed to sample over
possible atomic configurations that represent
the system, and then Density Functional The-
ory (DFT) is used12,13 to obtain the electronic
structure and the system Hamiltonian. Trans-
port calculations are then performed within
the non-equilibrium Green’s Function (NEGF)
method.14
Still, with a few exceptions15, the solvent
is only taken into account in the configura-
tional sampling. Thus, the environment is usu-
ally not explicitly considered in the electronic
structure / electron transport calculations, es-
pecially when the calculation involves biological
systems.16–18 In one of the first works to try to
address the effect of a dielectric environment
on electron transport considering up to 360 wa-
ter molecules explicitly in the electron trans-
port calculation.19 There it was demonstrated
that, when the molecular system attached to
the electrodes is polar, the environment screens
part of the electric dipole, causing shifts in the
transmission spectrum. When the molecule is
non-polar, the time-averaged electric field from
the environment is close to zero, and the aver-
age shift in the transmission is much smaller.
At the same time, different transport regimes
are investigated, by means of model Hamiltoni-
ans combined with classical molecular dynam-
ics simulations, in order to reduce the compu-
tational cost and improve the phase space sam-
pling.20–24.
Given that the number of atoms present in
biosensor models is very large once the environ-
ment is explicitly taken into account, additional
approximations must be employed. The hy-
brid QM/MM approach25–27 divides the system
Hamiltonian into a QM region, where atoms are
treated quantum mechanically, and a MM re-
gion, where atoms are treated by classical force
field methods. This partition allows for the
treatment of very large systems. The interac-
tion between the two sub-systems is included
by using typical classical Coulomb and van der
Waals terms so that the environment is repre-
sented by an external electrostatic potential for
the QM part.
In a recent work28, a NEGF methodology al-
lied to a QMMM description of the environ-
ment was used, in order to elucidate the effect
of many water molecules, counterions and a few
nucleobases on the zero-bias conductance of a
graphene-based DNA sequencing device. The
chosen system is one of the most promising sys-
tems for DNA sequencing and detection, and
yet, due to its small thickness, it is also highly
exposed to the environment. In this particular
study, the chosen QM system was only the nu-
cleotide and the nanopore. It was shown that
the solvent modulates the charge transfer be-
tween the nucleobase and the nanopore, and
the precise environment description is crucial
to understand the working mechanism of the
sensor.
The effect of the environment can be seen
as an electrostatic gating effect, since DNA is
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negatively charged in aqueous solution at neu-
tral pH. This charge induces reorganization of
the solvent and counterions around the charge,
which changes the energy and the alignment of
the electronic states of the molecule. In gas-
phase calculations this is usually not taken into
consideration, and can only be fully addressed
self-consistently when DNA is interacting with
water and the nanopore. These specific changes
cause shifts in the transmission function. The
same conductance shift has also been observed
by Runger et al. in carbon nanotubes in wa-
ter19.
In this work, we propose a deeper analysis
in the NEGF-QMMM electron transport cal-
culation protocol, with a detailed analysis on
the effect of the environment on specific details
of the electronic structure and electrostatic po-
tential, and also including k-point sampling in
the transport calculation, and also the effect of
other alternative QM/MM partitions, includ-
ing water molecules in the QM region, offering
more insight in the QM/MM-NEGF protocol.
The protocol was applied to the study of
the electron transport across a graphene sheet
containing a nanopore through which a DNA
molecule is translocated, as a test case. This
system has been heralded as a potential setup
for electronic DNA sequencing. The general
idea is that a graphene sheet containing a
nanopore can be used as a sieve for DNA. Con-
comitantly the conductance on graphene can be
measured and the nucleobase can be differen-
tiated. This is a situation where the effects of
the chemical environment are potentially signif-
icant, and one ideally suited for this methodol-
ogy.
Computational details
The prototypical device we are considering con-
sists of two metallic terminals coupled via a so-
called scattering region. In the particular case
of a nanopore used for DNA sequencing, the
electrodes consist of pristine graphene (a unit
cell of the semi-infinite electrodes and the scat-
tering region would, in principle, be a graphene
sheet containing the nanopore, a strand of DNA
that is sieved through the pore, water molecules
and the counter-ions. A typical setup is shown
in Figure 1.
In order to obtain the electronic trans-
port properties one can use a Green’s func-
tion approach to obtain the low-bias conduc-
tance14,29–31
σ =
2e2
h
T (EF ) , (1)
where G0 = 2e
2/h is the quantum of conduc-
tance, and T (EF ) is the total transmission at
the Fermi level. In order to do this, the open
system is partitioned in three: a central scat-
tering region and two electrodes. Typically, the
electrodes are semi-infinite periodic structures.
Figure 1 illustrates the system under study,
highlighting the position of the electrodes.
In turn, the transmission can be obtained via
Green’s functions for the open system32–35
T (E) = ΓL (E)G
† (E) ΓR (E)G (E) , (2)
where Γα = i
[
Σα − Σ†α
]
(α ≡ {L, R}), ΣL/R are
the self-energies14,36,37 - the effect of the semi-
infinite electrodes on the scattering region - and
GR (E) =
[
+SS −HS − ΣL (E)− ΣR (E)
]−1
,
(3)
is the retarded Green’s function for the scatter-
ing region, and + = E + iη. The key point is
to obtain the QM Hamiltonian HS (and over-
lap matrix SS) describing the scattering region.
Ideally this would entail writing a single parti-
cle Hamiltonian in a localized basis set for all
the atoms shown in Figure 1.
Furthermore, given the dynamic nature of
the problem, one would require sampling over
a set of structural configurations. For this
sake, a classical parameterization of the sys-
tem’s Hamiltonian is employed for the time evo-
lution of the atomic coordinates. The atomic
configuration of the system is obtained from a
classical molecular dynamics trajectory, which
is a technique accurate enough to significantly
sample the configurational space.
Given the atomic coordinates of the system,
its electronic structure can be obtained. Fur-
ther simplification of the problem is possible if
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Figure 1: Atomistic Illustration of the system
in which the QM/MM-NEGF protocol was ap-
plied, composed by graphene, DNA, water and
counterions. The electrode region, at the ex-
tremities of the graphene sheet, is highlighted
in red. Sodium atoms are in blue and chloride
atoms are in green
we note that electron flow occurs in a limited re-
gion, in the case of a device in aqueous solution.
The effect of most of the solvent is electrostatic
in nature. The same problem is faced in a num-
ber of problems involving biomolecules. This
is dealt with by using a hybrid quantum me-
chanics/molecular mechanics partition,26 that
is, an environment described by classical force
field partial charges acting electrostatically over
a subset of the system described by quantum
mechanics, where electrons are explicitly taken
into account. This is especially valid, as long
as electronic reorganization is restricted to the
quantum region (QM). In this sense, the clas-
sical region (MM) creates a potential that only
polarizes the quantum charge density, and no
charge is transferred between the regions.38,39
The quantum-mechanical subsystem is usu-
ally treated by first-principles calculations
based on density functional theory (DFT).12,13,
and the MM electrostatic potential is eval-
uated from the force field’s partial charges,
using Coulomb’s law. In our case, the MM
electrostatic potential was calculated using a
QM/MM implementation in Siesta,40,41. The
MM potential is also fully periodic, with the
same lattice vectors of the QM system. In
the DFT framework, the calculated potential
is directly added to the Hartree potential, un-
til self-consistency is achieved in the electronic
charge density of the QM region. The resulting
Kohn-Sham Hamiltonian can then be used in
equation 3 for the electron transport calcula-
tion.
When the QM/MM boundary is defined
across a covalent bond, a specific description for
the frontier must be used. The most common
solution is the scaled position link-atom method
(SPLAM)42, where the valence of the QM re-
gion is completed by adding hydrogen atoms
along the frontier bond and the MM frontier
charge is corrected, in order to avoid double-
counting effects on the potential.
Finally, it is important to note that the elec-
tron transport calculation requires well defined
boundary conditions between the scattering re-
gion and the electrodes. Since the external
potential in this region can fluctuate due to
the presence of the solvent, we smoothly trun-
cated the MM potential to zero at this region,
using a Fermi-Dirac-like smoothing function.
This guarantees a smooth matching between
the scattering region and the left and right elec-
trodes, which are taken as solvent-free regions.
In essence, we perform a three-step proce-
dure, namely first a classical molecular dy-
namics simulation to obtain a set of configu-
rations. They are subsequently used, by ap-
propriately partitioning the system, in a single
point QM/MM calculation. With the result-
ing Kohn-Sham Hamiltonian we calculate the
transmission probability as a function of energy.
Results
System construction and configu-
rational sampling
The graphene nanopore is constructed from a
square-shaped graphene sheet of dimensions 4
nm × 4 nm containing a nanopore, with a cen-
tral hexagonal-shaped orifice, approximately
1.3 nm wide, with the edges in the zigzag config-
uration. The size of the nanopore was chosen as
a compromise between experimental fabrication
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feasibility43,44 and consideration for the compu-
tational expenses of the simulations. The dan-
gling bonds on the edge were saturated with hy-
drogen atoms. The graphene nanopore is com-
posed of 615 atoms (see Figure 1).
A periodic single-stranded DNA molecule
with 4 nucleotides (ATCG sequence) was in-
serted in the nanopore, and the system was
completely immersed in water (4400 atoms)
with 8 Na+ and 4 Cl− counter ions at 0.1M
concentration. The imbalance of 4 extra Na+
ions compensates the 4 negative charges from
the DNA phosphate groups. (Figure 1).
As previously described, the configurational
space is sampled by classical molecular dynam-
ics (MD) simulations, employing the standard
all-atom version of the AMBER99SB45 em-
pirical force field, implemented in the GRO-
MACS46 package, and the Particle-Mesh-Ewald
(PME)47 method is employed for the calcula-
tion of the electrostatic energy. We used the
SPC water model48 and parameters for benzene
to model graphene, with partial charges only in
the hydrogen atoms terminating the nanopore
edges and their neighboring carbon atoms.
Four initial configurations are considered for
DNA: in each, one of the four nucleotides is
close to the pore. MD simulations are per-
formed for each initial configuration, yielding 4
MD simulations. The system undergoes a ther-
malization procedure performed for 100 ps at
300 K using an NV T ensemble. We then equili-
brated the water density for a further 200 ps us-
ing an NPT ensemble at 300 K and 1 bar with
a Nose-Hoover thermostat49,50 and Parrinello-
Rahman barostat51. In both cases, each nu-
cleotide is restricted inside the pore by a har-
monic potential restriction applied at the x co-
ordinate of the DNA molecule backbone atoms,
using a spring constant of 1000 KJ mol−1 nm−2,
allowing for the nucleobase nucleobase in the
pore to move freely in the plane yz. Finally,
in the production stage, a 300 K NV T 2000
ps MD simulation is performed in which all the
atoms are free to move.
From the MD simulations, one frame is se-
lected for each nucleotide. This frame is se-
lected in such a way that the transmission lies
close to the average transmission of 200 curves,
for each nucleotide, from the previous work28.
This structure is taken as input for the following
calculations. This choice was employed for the
sake of obtaining a clear picture of the differ-
ences in the electronic structure and transmis-
sion when changing the QM/MM partition and
including explicit water molecules in the QM
region, and at this stage, extensive sampling of
QM - QM/MM electronic structure calculations
is not required.
Electronic structure, QM/MM
partition and NEGF calculations
Subsequently, the electronic structure of the
system is obtained for each frame from the
MD simulations. Two different QM/MM par-
titions are considered in this work, regarding
the QM region composition, the partitions are:
(A) graphene nanopore and one nucleotide, il-
lustrated in Figure 2a (B) graphene nanopore,
one nucleotide and a layer of water molecules
within 8 A˚ of the nucleotide, comprising 108
water molecules, illustrated in Figure 2b. In
each partition, the MM region contains the re-
mainder of the system (water, counterions and
remaining nucleotides).
Figure 2: Different QM/MM partitions ex-
plored in this study: (A) QM/MM partition
A, composed by graphene and a nucleobase (B)
QM/MM partition B, composed by graphene, a
nucleobase and a 8A˚ layer of surrounding water
molecules.
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The QM/MM covalent boundary is estab-
lished across two chemical bonds in DNA, in
the phosphate group connecting the QM nu-
cleotide with its two neighbors, as shown in fig-
ure 3. The link atoms are placed between the
oxygen of one nucleotide and the carbon atom
of the sugar ring linking to the next nucleotide.
Thus, the QM system always has an overall -
1e charge, and the MM environment has a +1e
charge.
Figure 3: The frontier QM/MM covalent bonds
defined for this work. The transparent part rep-
resents the DNA region described by the clas-
sical Hamiltonian. The link atoms are empha-
sized as spheres in the opaque region
The quantum region (QM) is described us-
ing the generalized gradient approximation for
the exchange and correlation potential in its
PBE form52. Core electrons were replaced
by norm-conserving pseudopotentials, fully fac-
torized and using non-linear partial-core cor-
rections for pseudo-wave-function smoothness
close to the nuclei. The Kohn-Sham wave-
functions for the valence electrons were ex-
panded in a basis set of soft-confined, finite-
support numerical atomic orbitals. A double-
ζ polarized (DZP) basis set was used for the
nucleotide atoms and a double-ζ (DZ) basis
for the graphene membrane. The calculations
were carried out with the Siesta code40, us-
ing a finite real-space grid corresponding to a
200 Ry plane-wave cutoff for the integrals in
real space. The electrodes (L/R) are taken as
pristine graphene sheets whereas the scattering
region (S) consists of a piece of graphene con-
taining the pore and one nucleobase.
Figure 4: Macroscopically averaged electro-
static potential as a function of the z coordinate
of one of the atomic configurations representing
the graphene-nucleobase system, comparing the
effect of each part of the system (bare pore, pore
+ nucleobase and pore + nucleobase + MM po-
tential)
The classical region (MM) is described by
the AMBER99SB force field parametrization.
QM/MM interaction cutoff is 25.0 A˚ which is
large enough to take all the remaining atoms in
the MD frame into account in the classical re-
gion. The MM Coulomb potential is calculated
by an Ewald summation.
Further analysis of the MM electrostatic po-
tential, as shown in figures 4 and 5 reveals
the extent of the environment action on the
graphene/nucleobase system, along with the
charge density difference. Figure 4 shows
the macroscopically averaged electrostatic po-
tential. Since the QM system is negatively
charged, the MM potential is predominantly
positive. As depicted by the colored surface
maps, the electronic charge follows the exter-
nal potential pattern, extending all over the
graphene nanopore and the nucleobase. The
potentials, however, are not additive, since the
green curve comes from the electronic structure
calculation under the MM potential, and there-
fore, the electronic structure is not the same as
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Figure 5: Surface map of the electrostatic po-
tential generated by the MM classical charges in
QM/MM partition A (top left) and B (bottom
left) for a particular nucleotide. Charge den-
sity difference upon inclusion of the QM/MM
potential (top right and bottom right). Both
maps are projected on an electronic isodensity
surface of 10−4 e/A˚3
the calculation without the MM potential.
Figure 6 depicts the electronic projected den-
sity of states of the QM system in the cho-
sen snapshots, under the QM/MM partition A.
Without the QM/MM inclusion, there are elec-
tronic states of the phosphate group, close to
the Fermi level. Upon inclusion of the MM po-
tential, these states change in energy, as the
phosphate negative charge is stabilized on the
oxygen atoms. Some states generated from hy-
bridization of the orbitals on the nucleobase
region get closer to the Fermi level from pos-
itive values, which have a significant contribu-
tion from nitrogen and carbon atoms from the
nucleobase ring moieties.
Figure 7 illustrates the projected density of
states, but in the QM/MM partition B. Now
the system has water molecules in the QM
region, and display a remarkable contribution
very close to the Fermi level, in the absence of
the MM potential. In the presence of the MM
potential, the water states also redistribute in
energy. Comparing to the results of the par-
tition A, the inclusion of water molecules in
the QM region already change the behavior of
the phosphate moiety, and the negative charge
is stabilized even without the MM potential.
However, many other states from the QM wa-
ter molecules appear close to the Fermi level,
which can be associated to DFT’s self interac-
tion problem, already reported in similar stud-
ies19. Inclusion of the MM potential on parti-
tion B moves these states away from the Fermi
level, and describe the same shift in the nucle-
obase electronic states as the QM/MM calcu-
lation on partition A. What can be concluded
is that the energetic alignment of the electronic
states that have contribution from the nucle-
obase is similar in both QM/MM partitions,
and the overall density of states remains the
same. Inclusion of the water molecules in the
QM region, allied to a reasonable description
of the environment (with QMMM) shows that
water molecules have a significant contribution
to the density of states far from the Fermi level,
and this should be important only when inves-
tigating the transmission properties of the de-
vice out of the zero-bias limit. This observation
agrees with the previous work, showing that the
QM/MM description is enough to capture the
most important effects of the environment in
the zero-bias limit, and at the same time, if de-
sirable, describe the influence of the electronic
states of water, with the correct alignment.
Figure 8 shows the transmission spectrum re-
sults, for each of the selected snapshots (one
for each nucleobase), under each QM/MM par-
tition, always comparing with the transmis-
sion spectrum of the corresponding isolated
nanopore. At the Fermi level, there are differ-
ences of the order of 0.02, but the differences are
significantly larger when looking at the spec-
trum at other energies. This means that either
external gating or higher applied source-drain
bias could give rise to significant changes.
In can be seen that the presence of the nu-
cleotide, along with the MM potential leads
to changes in the charge distribution around
the pore, and consequently to changes in the
7
Figure 6: Projected DOS of the graphene-nucleobase systems, for the QM/MM partition A
conductance, since the PDOS analysis shows
negligible contribution of the nucleobase states
at the electrode Fermi level in all studied
QM/MM partitions. Zero-bias conductance
changes come mainly from the shift of the
graphene states lying close to the electrode
Fermi level, in response to the changes in
the electronic structure of the DNA and the
graphene pore, which in turn come from the
inclusion of the MM potential.
Therefore all the effects seen in the calcula-
tion suggest an electrostatic gating role for the
environment. The change in the charge of the
DNA and the atoms in the nanopore in turn al-
ter the position of the electronic states involv-
ing graphene. Such feature is easily taken into
account under the proposed methodology.
Conclusions
In this work, we employ the QM/MM-NEGF
electron transport calculation protocol for a
detailed decription of the effect of the envi-
ronment over the transmission properties of a
graphene-based DNA electronic sequencing de-
vice. There are significant effects that the
model can capture upon the inclusion of the en-
vironment, and the method allows for the inclu-
sion of large systems (composed by thousands of
atoms) with low computational cost. Another
interesting advantage is that the parametrized
MM charges, based on high level quantum
chemical calculations and potential fitting to
classical charges, enforce the expected distribu-
tion of charge, avoiding DFT excessive charge
delocalization, where the MM potential, being
non-polarizable, acts as a constraint for the QM
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Figure 7: Projected DOS of the graphene-nucleobase systems, for the QM/MM partition B. The
DOS from water molecules in the QM region are downscaled by a factor of 5
electron density. We also showed that the tech-
nique can be adapted to study the explicit con-
tribution of the solvent/environment orbitals to
generate the transmission channels, just by ex-
tending the QM/MM partition. However, the
extent of the QM region is, by definition, not
unique, and should be systematically tested.
Another possible interesting improvement
over the current implementation is the use of a
polarizable force field in the molecular dynam-
ics simulation, for a description of the point
charges or the MM region, when the environ-
ment is significantly polarizable. Force field
parameterization based on symmetry adapted
perturbation theory is an interesting way to ob-
tain accurate structures for the methodology, as
the polarization can be taken into account in all
phases of the simulation, at low computational
effort.53 All improvements can be incorporated
in the current methodology to provide a reason-
able description of the electrostatic effect of the
environment on electron transport properties,
as proposed in the QM/MM-NEGF protocol.
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