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Nowadays there are so many different and surprising possibilities of applications for ICT´s in the educational field, that there is a 
belief that ICT will be able one day to replace the teacher, and in general therms, the man, in any field or human activity. ¿Is it 
possible that technology will replace the teacher in the pedagogical work?  ¿Can technology replace the man himself? 
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1. Introduction 
But the Lord God called to the man and said to him, “Where are you?” 
And he said, “I heard the sound of you in the garden, and I was afraid, because I was naked, and I hid myself.” 
Genesis 3:9 
 
Through the ages, the student-teacher relationship has been the basis for the education of one generation after the 
next. Even the origin of the word pedagogy makes reference to the support the teacher gives the student, in the same 
way that one would "take a child by the hand." 
 
The new Information and Communications Technologies (ICTs) that emerged in the 20th century facilitated the 
development of new possibilities in the realm of teaching. Distance education has been presented with an 
opportunity to reach previously-unimaginable heights given today’s virtual learning environments.  Considering the 
many possible applications for ICTs in the field of education, there is a belief that these might one day replace 
teachers in the classroom, and perhaps even mankind from other areas of human activity. 
 
In the current climate, we should ask ourselves: Can technology eventually replace teachers in pedagogical work? 
Can it replace man as such? 
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2. The arguments in favor: 
2.1. The materialist thesis that man is a machine (de la Mettrie 1784) 
De la Mettrie (1784) based his mechanistic conception of human beings, especially with respect to their mental 
faculties. Initial propositions of this idea go back as far as Ancient Greece, specifically with the myth of Pygmalion, 
and are also present later with Faust: one 
adventures for the rest of the story. 
 
The materialist thesis seeks to understand, in the same way as mechanical phenomena might be decoded, the 
phenomena of the human mind by lying on a mechanical model of it. Many novels and stories have been told since 
then on the subject, and it seems that today, more than ever thanks to the advances in technology, we continue to 
dream about creating intelligent life. Thus, authors such as Assimov, Hofstadter, among others, have devoted entire 
works to demonstrate that mankind is approaching this objective. This situation justifies a careful analysis of the 
pros and cons of their arguments, which we will continue to explore below. 
 
2.2. Bertrand Russell, Alfred North Whitehead and the Principia Mathematica  
In this work, mathematicians Bertrand Russell and Alfred North White head  reflect on mathematics itself, trying 
to define an irrefutable system that would eliminate any possible inconsistency or paradox of mathematical 
reasoning (Penrose, 1989). If successful, they would have been able to proclaim that they had reinvented the math 
without mathematicians (Hofstadter, 1978). Indeed, Russell's reflections arise from the strong challenges of scholars 
of the time as to whether there really was a mathematical truth. They began to question their own maxims, partly 
due to the inability to resolve uncomfortable paradoxes that could dispute any mathematical statement. In this way, 
they began to think about the science itself, in other words, they began to do what came to be regarded as 
metamathematics, or, essentially, turning math onto itself. 
 
was possible to represent all possible mathematical axioms or theorems. This system was intended to eliminate any 
possible mathematical inconsistency, as is the case with the "Epimenides paradox." The latter is a statement that is 
neither true nor false, and it is known as the paradox of the liar. Originally from Crete, Epimenides asserted the 
following: "All Cretans are liars." A refined version of the paradox includes "I am lying" or "this statement is false." 
Russell and other mathematicians felt a little uncomfortable with these maxims for which traditional mathematical 
methods did not provide an obvious answer. 
 
The Principia Mathematica, had it been successful, would have led to the eventual creation of a mechanical 
process model of mathematics as a science. This model would, then, support or emulate the main tasks of the 
mathematician, including the invention of new axioms or identification of theorems  is this not something quite 
close to what one understands as artificial intelligence is looking for? This influential work inspired other 
mathematicians, including David Hilbert, who were interested in verifying whether the system, as defined by 
Russell, could in fact become an absolute theory for this science.  
 
Hilbert determined that, if someone could demonstrate that the system of Principia Mathematica was consistent, 
complete and decidable, there would be no doubt that it could revolutionize the pure sciences. Kurt Godel and Alan 
n to the scientific reality. 
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serious attempt to mathematically model the mental process of the researcher, in this case, the mathematician 
researcher. Had this model been found as valid, it is very likely that it would have become the basis for creating 
artificial intelligence. 
2.3. ctronic brain 
In the years after World War II, Alan Turing, an English mathematician, prepared an article claiming that 
(Turing, 1950). Despite this inconsistency, Turing presents sensible arguments regarding the ability of machines to 
think. In fact, he makes the famous prediction that, in the year 2000, it would not be uncommon to have 
conversations with machines and that it would be difficult to differentiate which party was human. 
 
Turing had already proved in 1936 that a computer could not decide on all possible questions or tasks confronting 
it (Turing, 1936). Yet, years later, he stated in that machines would be able to think someday. The author referred to 
this counter-argument as "the mathematical objection" to which, in his dissertation, he himself provided an answer: 
 
The short answer to this argument is that, although it is established that there are limitations to the powers of any 
particular machine, it has only been stated, without any sort of proof, that no such limitations apply to the human 
intellect. (Turing, 1950, p. 445) 
 
In other words, Turing confirms that machines can be wrong without dismissing the idea altogether since, is it not 
true that people can err just as well? There is much speculation as to what led Turing to make these claims, yet it is 
there is an evident contradiction in Turing (1936) as seen in Turing (1950). Despite these tensions, it cannot be 
be seen in the next section. 
2.4. Watson, the wonder-computer 
 In early 2011, IBM launches a computer named Watson that will participate in the American television game-
show Jeopardy. This program is based on a series of questions organized in categories that contestants will answer 
in the order and value of their choosing. It is important to note that the way in which the questions are asked in this 
show may complicate the formulation of the correct answer even for the most skilled competitors. Yet, episode after 
episode, Watson outlasts the best human contestants relying solely on the data stored in its local memory  a great 
source of publicity for IBM after such success.  
 
 Watson is the product of a developmental research process to create software capable of analyzing and, 
somehow, understanding human written language. Watson's achievement is somewhat historic since, for the first 
time, it demonstrated that a computer can understand any question posed by a human being, and that it is able to 
answer it correctly 70% of the time. In a way, it is t prognosis where, as shown 
previously, he predicted that in five decades computers could be programmed so well that an average interrogator 
would have less than 70% of probability to correctly identify the machine  as opposed to its human interlocutor - 
after five minutes of questioning. (Turing, 1950). Watson's achievement opens the door to endless applications for 
this new technology in many fields. According to IBM, it will have applications in medicine, education, finance, and 
in any job or profession that manages information (IBM, 2011). 
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Note that Watson's victory also had some bittersweet moments since, at the time of an incorrect answer  Watson 
-,  the underlying 
mechanical process was made all that more evident. Even though there are several American cities with this name 
and that could have technically been the answers to the question at hand, it is like that a human contestant would 
have associated Toronto with a Canadian urban centre and would have not seen it as a plausible answer in this 
context. In the next session of Jeopardy, its host began the show by saying that until now they had learned 
something... that Toronto is an American city!! 
 
One might say that Watson proved to be a brilliant fool with some of its answers. 
 
The arguments that favor the replacement of humans by technology reviewed above suggest that, in the field of 
educational sciences, technological tools that may answer student questions in a fluid manner, rendering teachers 
unnecessary, may exist already. In fact, in a few years, it is possible that robots may surprise us by becoming as 
intelligent as our pets. However, there is a limit for artificial intelligence, as we will see in the lines below. 
3. The arguments against 
While it is true that technological advances in the last sixty years have led to giant leaps in the potential of 
machines to emulate human intelligence, there are still gaps in understanding the essence of this process. There are 
also many objections to computer systems replicating the thought processes of free systems that include human 
beings. A few of them are discussed below. 
 
3.1.  
In 1936, Alan Turing imagined, though never built, a utopic machine through which he could confirm or refute 
Principia Mathematica. Hilbert challenged the 
mathematicians of his time to prove whether the system proposed by Bertrand Russell could be a complete, 
consistent and decidable one (Hofstadter 1978). Turing addressed the matter of "decidability" with his proposal of a 
ove whether it was possible to have a 
definitive method capable of deciding whether any element of the system was true or false without the help or 
intervention of human intelligence. 
 
 on problem, or 
Entscheidungsproblem.: 
 
Is there some general mechanical procedure which could, in principle, solve all the problems of mathematics 
(belonging to some suitably well-defined class) one after the other? (Penrose, 1989, p. 38) 
 
Thus, Turing presented his machine as the definitive method to perform decisions within the system of Principia 
Mathematica. He imagined that his machine would be built with several elements, one of them, a reading head 
ould appear written as symbols on the infinite tape, which in 
turn would receive the results ("OUTPUT") produced by the algorithmic procedures loaded inside the Turing 
machine. Each machine is nothing more than a specific algorithm  much in the same way as modern computer 
programs are, in essence, algorithms. In other words, we can say that this utopic machine is a formal system, 
invented by Turing, to represent algorithms. 
 
Universal Machine can assume the identity of any Turing Machine. In other words, it behaves like a modern 
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computer, one that is able to load any algorithm written in a supported format, and run it producing a "OUTPUT" 
that will depend on the "INPUT" received by the program. This comparison with modern computers is not a 
coincidence since, ultimately, all modern computers are universal Turing Machines. As a result, Roger Penrose 
mimic" (Penrose, 1989) considering its ability to assume the 
identity of any Turing machine. The Turing Machine can also be defined as a running program or executing 
algorithm, if the reader prefers. 
 
To get to the heart of the demonstration on the feasibi
question that fits inside his model. In other words, in the hypothetical world of the Turing machine, the question 
posed by Hilbert becomes: Will the n-th Turing machine stop running when acting on the number m (its "INPUT ")? 
 
If Turing could have proven that a Universal Turing Machine was able to guess in advance whether an algorithm 
represented by a Turing Machine would stop running, he would have been able to confirm the existence of a method 
capable to determine the validity or not of all possible mathematical assertions in the universe; thus, approaching 
mechanically to emulate the labour of the mathematician when creating new axioms and theorems and having the 
ability to determine if their validity. However, Turing proved that there is no algorithmic process that could 
somehow predict the future of another one.  
 
The way in which it was done implied a return to an old mathematical technique based on reduction to absurdity. 
First, Turing first imagined that, on the contrary, it was possible to have an algorithm capable to decide whether the 
N-th Turing machine would stop running when acting over the m 
represented by a specific Turing machine would stop running. After considering this ideal situation, Turing 
imagined a process in which a Universal Turing Machine starts to establish or decide, aided by H, the validity of all 
possible algorithms in the universe, themselves represented as Turing machines. This process generated a series of 
results that were analyzed with a technique known as "Cantor's Diagonal". Thanks to this approach, Alan Turing 
was able to establish that this sequence of results was an invalid one. 
 
In other words, this technique allowed Turing to demonstrate that: 
 
There is no universal algorithm for deciding whether a Turing machine will stop running or not (Penrose, 1989, 
p. 65). 
 
machine is actually able to determine the validity of all the possible theorems and axioms of the mathematical 
universe. It will at some point block and will need an external entity, or "oracle", to decide if the statement is valid 
or not (Copeland and Proudfoot 1999). This does not mean that it cannot be determined whether a Turing machine is 
valid or not. By analyzing the structure of the algorithm, it is easy to determine whether it will stop at some point. 
hey will never stop, for 
example. 
 
As Roger Penrose (1989) states: 
 
It is important to realize that algorithms do not, in themselves, decide mathematical truth. The validity of an 
algorithm must always be established by external means (p. 66). 
 
Even if the -suited for solving the decision problem, it is not the definitive 
 that is, if human beings are excluded as the only living being that is the 
only entity capable to handle it. 
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After having understood Turing's work on the decision-making capabilities of a machine, it is also important to 
examine the reasons why, fourteen years later, he argued that machines could, in fact, think. In order to take a stance 
on the debate, concepts such as consciousness or intelligence need to be defined. In his 1950 article, Turing 
discusses machines that are able to think based on the fact that they are able to answer questions during an interview 
- this is already a reality with Watson, Turing was not wrong in his predictions. Yet, we must ask ourselves whether 




Alan Turing (1950), in his famous paper (of. Chapter 1, p. 7) did not refer so much directly to 'consciousness', but 
to 'thinking', and the word 'intelligence' was in the title. In my own way of looking at things, the question of 
intelligence is a subsidiary one to that of consciousness. I do not think that true intelligence could be actually 
present unless accompanied by consciousness. On the other hand, if it does turn out that the [Artificial 
Intelligence] people are eventually able to simulate intelligence without consciousness being present, then it 
might be regarded as unsatisfactory to define the term 'intelligence' without including such simulated intelligence. 
In that case, the issue of 'intelligence' would not really be a concern of mine here. I am primarily concerned with 
'consciousness'. (p. 362). 
 
In other words, perhaps the ability to correctly answer questions or to beat humans at chess is not, in essence, 
intelligent behavior. As discussed in the following paragraphs, new arguments should lead us to rethink the meaning 
of intelligence and what thinking is, as they are the key terms to understand the scope of technology in the context of 
the teacher-student relationship. 
3.2.  
the type defined by Bertrand Russell in Principia Mathematica could be complete and consistent - very much in line 
with what Turing posed in the exercise of the "Universal Turing Machine". 
 
EGB as follows: 
 
might be able of reproducing every single true statement as a theorem. But as the Tortoise pointed out with 
respect to phonographs, this fact only seems like a defect if you have unrealistic expectations of what formal 
systems should be able to do. Nevertheless, mathematicians began this century with precisely this kind of 
expectations, thinking that axiomatic reasoning could be the cure to all ills. They found out otherwise when 
what is referred to as the "incompleteness" of that system. 
 
between human reasoning and mechanical reasoning. This mysterious discrepancy in the power of living and 
nonliving systems is mirrored in the discrepancy between the notion of truth, and that of theoremhood or at least 
that is a "romantic" way to view the situation. (p. 94-95). 
 
 "everything produced by the system is true", 
while incorporating a twist with regards to completeness: "Every true proposition, or theorem, is produced by the 
system." 
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t at the same time. 
 
Watson did not rely on a set of rules that would have prevented him from answering incorrectly. One way in which 
to prevent this type of inconsistency was to strenghten the system's rules in order to allow for these multiple 
scenarios and to incorporate them using the mech
is an exercise with no end in sight, since we will always find new truths that cannot be demonstrated using the 
deterministic rules of the formal system. In other words, Hodstadter suggests that mechanical systems can be 
strengthened to refine their answers, but they will always reach a limit defined by their capability to achieve 
and 
identify new truths or new systems so far hidden (Hofstadter, 1978). 
 
essence of human intelligence, specifically, the ability to jump out of 
theory because, ultimately, what the latter shows is that there will always be truths outside formal systems that are 
equally valid and that may be tested with the same methods of the mechanical system. In order to identify these new 
truths, one has to get break out of the rules of the traditional system and see reality with a different perspective - 
more or less what Watson should have done to determine that Toronto was not the United States city corresponding 
to the correct answer. 
 
 
suggests that if you want to create truly intelligent software programs, they should be able to modify themselves 
according to recursive processes. Hofstadter (1978) explains: 
 
that recursively defined sequences of that type possess some sort of inherent behaviour of increasing complexity, so 
that the further out you go, the less predictable they become. This kind of thought carried a little further suggests 
that suitably complicated recursive systems might be strong enough to break out of any predetermined patterns. And 
isn't this one of the defining properties of intelligence? Instead of just considering programs composed of procedures 
which can recursively call themselves, why not get really sophisticated, and invent programs which can modify 
themselves-programs which can act on programs, extending them, improving them, generalizing them, fixing them, 
and so on? This kind of "tangled recursion" probably lies at the heart of intelligence.(p. 469) 
 
As shown in the previous paragraph, Hofstadter even dares to postulate recursivity as the quintessential 
intelligence. He dedicates a great part of his book to demonstrate that much of the design of the known universe is 
also based on recursive processes. For example, all the biology of living things is based on DNA, RNA, and 
ribosomes, which create the base system of known life. Also, for Hodstadter, the whole world seems to be made of 
recursion when applied to the structure of elementary particles: electrons, protons, neutrons and quanta of 
electromagnetic radiation called photons. These particles are embedded one inside the other in a way that can be 
described recursively, perhaps even through some kind of grammar (Hofstadter, 1978). The fact that the physical 
world responds and behaves with a recursive pattern comparable to that of the mind or human consciousness is 
somehow paradoxical. Then, could consciousness be modeled after a physical pattern?  
 
This question is beyond the scope of our discussion, although it is disconcerting that consciousness applies a 
recursive process, or something analogous, to grow as a person  -, not 
unlikely the process through which a worm is able to reproduce itself. In other words, to return to its recursive 
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process based on DNA, RNA and ribosomes. It might be an illusory paradox since it has been shown that the human 
brain does not have an absolute map of its basic functions (Penrose, 1989). Yet, until now, there have not been any 
scientific answers in this regard. Perhaps, the fact that the essence of consciousness is based on a recursive process 
is another example of the Godelian truth that does not have a clear mechanical explanation yet. 
 
case with the system defined by Bertrand Russell in Principia Mathematica. These are truths that cannot easily be 
demonstrated through mechanical methods, but are equally valid as the ones deduced using the rules of the formal 
system. The implications of these assertions for the teacher-student relationships are significant because it points to 
the fact that the mechanical systems by themselves are designed in a deterministic way, and what characterizes the 
subject of education is precisely the opposite; the indeterminacy, the capacity to step out of the system and even, in 
ideal cases, to identify new hidden systems. This human capacity should become the focus of educational systems 
instead of the traditional model that is focused on the reproduction of knowledge  the way in which Watson might 
be forced to learn. 
 
As Hofstadter (1978) states, intelligence involves: 
 
To respond to situations very flexibly; to take advantage of fortuitous circumstances; to make sense out of 
ambiguous or contradictory messages; to recognize the relative importance of different elements of a situation; to 
find similarities between situations despite differences which may separate them; to draw distinctions between 
situations despite similarities may link them; to synthesize new concepts by taking old them together in new ways; 
to come up with ideas which are novel. (p. 34) 
 
These features of intelligence lead one to say that it is true that technology can abstract a significant amount of 
knowledge since it is, ultimately, a universal mimic, and can absorb and present an almost infinite amount of 
information. Yet, to what degree will it be able to resolve questions that really matter to a person, the questions that 
will lead him to the top of his conscious capabilities and allow him to transform his being and his environment in 
questions about yourself or about a specific reality. Perhaps the biggest challenge for a person is to identify and ask 
the right questions, instead of becoming an answer machine like "Watson".  
 
We will address this question further by examining another argument against the superior position of technology 
in the following paragraphs. 
3.3. Creativity and entrepreneurship are enhanced by the interaction between people 
Quality education is so much more than allotting a grade and transferring knowledge. It cannot be denied that e-
learning has an enormous potential to instruct a person and to allow him/her to obtain specific knowledge since 
ICTs, ultimately, provide the student with an almost infinite amount of information and didactic tools. Moreover and 
quite significantly, quality education involves the acquisition of values, and these cannot be acquired as easily as, for 
example, a professional or technical skill. 
 
According to Ehlers and Pawloski (2006) since the learning of internal values in the form of competencies is 
mandatory, all e-learning quality assurance based on competencies should validate that there are appropriate 
procedures in favor of the irritation, the generation of dissonance and instability, which are the most effective means 
for the acquisition of values by the student. 
 
In addition, it has been discovered through the study of behavior in software development teams that creativity is 
enhanced through human interaction (Broadly, 2010). Creativity, one of the highest expressions of consciousness, is 
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formed by creating bonds of trust. This, in turn, is fundamental for communication between teammembers to be 
fluid. This notion highlights the importance of social interaction inside creative teams, where interactions of 
different kinds are essential, be it personal or through video conferencing. 
 
 The more real the interaction between people is, the more freedom they will have to question and interact 
for the purpose of knowledge creation, as has been demonstrated with software development teams who 
communicated mostly through virtual means. IBM's conclusions in this regard are crucial: the less social interaction 
the team has, less able it will be to propose new ideas or to create challenges for their peers (Broadly, 2010). 
 
To conclude, then, as Aristotle would say, man is a social animal, or as stated by Fernando Carb
teacher must establish a relationship with the student; it is desirable that a friendship is established. Knowing the 
student will allow the teacher to demand the maximum of him and then facilitate the production of knowledge 
its working groups and seems to be an important indicator for educational institutions in the sense that it is virtually 
impossible to eliminate human interaction if they want to provide quality education. 
 
Therefore, it can be said that quality education is much more than passing on a trade. It is, in fact, teaching a love 
for a profession or a topic, training competent human beings that appreciate what they do and, above all, who they 
are. The true man is he who is able to take risks and who gives himself to others (Eldredge, 2003). In order to do so, 
he requires much more than to be simply qualified in a specific profession, yet technologies does provide him with 
adequate tools to facilitate the process. 
 
3.4. Conclusion 
Information and Communication Technologies do not replace the teacher for the following reasons: 
 
1. While ICTs can answer many of student questions, it is not really important that students learn to answer 
questions and store knowledge, but that they learn to ask questions and to question themselves (TED, 2011). This 
suggests that ICTs must promote student cognitive destabilization if we want him/her to acquire competencies, 
instead of simply providing a grade for a specific subject. Value-acquisition involves the questioning or 
destabilization of the student, and this process is difficult, though not impossible, to achieve by relying solely on 
ICTs. 
 
2. ICTs cannot replace collaborative work and dialogue with the teacher and other students. In other words, these 
technologies sometimes fall short of what is known as cognitive instability, often easier to achieve with direct 
interaction or mediated by ICTs with fellow students or the teacher  
development teams (Broadly, 2010). Human interaction mediated by ICTs or face-to-face is irreplaceable if 
institutions are interested in leading a quality educational process in order to promote knowledge creation. As 
Graddy Booch says: 
 
Software-intensive systems can fuse, coordinate, classify, and analyze information. They cannot create 
knowledge. (Booch, p4). 
 
need. In other words, it will not have all the criteria for decision-making on issues of, for example, ethical or moral 
ICTs will find it difficult to understand all the possible contexts of the class, which could be attributed to some kind 
Incompleteness. 
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decisions on other individuals (for example students), also deduced from their limits found in the mathematical 
demonstration of Alan Turing and the Halting problem. As Graddy Booch says: 
Software intensive systems can amplify human intelligence, but they cannot replace human judgement (Booch, 
p4). 
What could, then, be the point of using new technologies in education? These are not a replacement for humans, 
only universal machines (Turing, 1936). They are invaluable and almost mandatory tools for teachers because they 
are able to emulate almost any educational process and enhance it with the most attractive properties of ICTs: 
virtuality, flexibility, innovative teaching, process automation, facilitation of the constant teacher support required 
 so on. 
Finally, trying to answer the question of whether man is a conscious mechanical machine is complicated by the 
may shed some light on the hidden message inside his work, and might assist us in finding one answer to this last 
question in fields other than mathematics, technology and pedagogy. 
I think the fundamental elements of the universe are simple. The life force is a primitive element of the universe 
and obeys certain laws of action. These laws are not simple, and not mechanical. (Wang, H. A., 1996, p. 192-
193) 
Intuition is not proof; it is the opposite of proof. We do not analyze intuition to see a proof but by intuition we see 
something without a proof. (Wang, H. A., 1996, p. 304) 
The brain is a computing machine connected to a spirit. (Wang, H. A., 1996, p. 193) 
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