We give lower bounds on the Poisson embedding dimension of a singular quotient of a symplectic manifold by doing a local calculation in formal power series. In particular, we show that the Poisson embedding dimension of the weight-(1,1,2) resonance space is at least 13. 1991 MSC: 17B63, 53D.
Introduction
It is well known that there is a natural Poisson bracket on any symplectic manifold (M, ω) given by the formula π(f, g) = ω(X f , X g ), where X f and X g are the Hamiltonian vector fields of f and g. Furthermore, symplectomorphisms give automorphisms of this bracket
for any symplectomorphism φ. Thus, given any group G acting by symplectomorphisms of the symplectic manifold (M, ω), the quotient M/G has a natural Poisson algebra C ∞ (M ) G of invariant functions. We define a embedding of M/G into a manifold P d to be a map of sets ψ : M/G → P d such that the pullback ψ * :
G is a surjection. We say the ψ is a Poisson embedding when ψ * is a homomorphism of Poisson algebras; i.e. ψ * β(f, g) = π(ψ * f, ψ * g) for all f, g ∈ C ∞ (P d ). The Poisson embedding dimension of (M/G, π) is the smallest d such that there is a Poisson embedding of (M/G, π) into a Poisson manifold of dimension d.
In this paper, we are concerned with the following instance of this construction. Consider the standard symplectic vector space   R 2n , ω = n j=1 dp j ∧ dq j   together with the following S 1 -action by symplectomorphisms. Identify R with C n by z j = q j + ip j and S 1 with the unit complex numbers. Then λ ∈ S 1 acts by λ : (z 1 , . . . , z n ) → (λ r 1 z 1 , . . . , λ rn z n ).
This is called the weight-(r 1 , . . . , r n ) resonance action, and is a linear action by symplectomorphisms. The weight-(r 1 , . . . , r n ) resonance space is the quotient R 2n /S 1 together with the Poisson algebra C ∞ (R 2n ) S 1 of invariant functions.
Proposition 1.1 The embedding dimension of the weight-(1, 1, 2) resonance space is at most 11.
Proof In [4] , Egilsson gives an explicit algebra basis of R[q 1 , p 1 , q 2 , p 2 , q 3 , p 3 ] S 1 with 11 generators. Denote Egilsson's basis by (f 1 , . . . , f 11 ) and define a map
[a] → (f 1 (a), . . . , f 11 (a)),
where a ∈ R 6 , and [a] is its S 1 -orbit. In [10] , Schwarz shows that since the action of S 1 on R 6 is a proper linear action, C ∞ (R 6 ) S 1 = F * C ∞ (R 11 ).
In this paper, we prove that Theorem 1.2 The Poisson embedding dimension of the weight-(1,1,2) resonance space is at least 13. This is interesting because, when combined with Proposition 1.1, it shows that obstructions to Poisson embedding can arise from the Poisson structure alone.
To further motivate the problem, we briefly recount it's genesis. In [8] , it is noted that a quotient of the symplectic vector space (R 2n , ω) by a compact group action G of symplectomorphisms admits Poisson embeddings into Poisson manifolds when the algebra of invariant polynomials R[q 1 , p 1 , . . . , q n , p n ] G is generated by quadratic invariants. The idea is simple: Since the quadratic invariants are closed under the Poisson bracket, the quadratic invariants form a Lie algebra h. Furthermore, there is a natural Poisson bracket on the symmetric tensor algebra S(h) obtained by extending the Lie bracket of h by the Leibniz rule. Even better, the natural map from h to R[q 1 , p 1 , . . . , q n , p n ] G induces a homomorphism of Poisson algebras S(h) E E (R[q 1 , p 1 , . . . , q n , p n ] G , π).
Thus, any vector space basis {f 1 , . . . , f k } of h induces a Poisson embedding
where a ∈ R 2n , [a] is its G-orbit, and h * is endowed with the Lie-Poisson structure. We appeal to Schwarz [10] to guarantee that F * is surjective. In particular, the weight-(1, 1, . . . , 1) resonance algebra of S 1 -invariant functions on R 2n has an algebra basis of quadratic invariant polynomials, namely, the real and imaginary parts of z izj for all i and j. The Lie algebra h spanned by these quadratic invariants has dimension n(n−1)/2, thus, by the construction above, the Poisson embedding dimension of the weight-(1, 1, . . . , 1) resonance space is at most n(n − 1)/2.
Emboldened by this construction, Cushman and Weinstein [5] , conjectured that given any compact group action G on the standard symplectic vector space (R 2n , ω), and any algebra basis (f 1 , . . . , f k ) of R[q 1 , p 1 , . . . , q n , p n ] G , that there is a Poisson structure β on R k such that the induced map
is a Poisson embedding. If this were the case, then the Poisson embedding dimension would be bounded by the cardinality of a minimal basis for the algebra of invariant polynomials. This conjecture was disproved by Egilsson in [4] , [5] , where he gives a explicit algebra basis (f 1 , . . . , f 11 ) for the weight-(1, 1, 2) resonance algebra and shows that there is no Poisson structure β on R 11 such that the induced embedding
is a Poisson embedding.
In this paper, we extend Egilsson's result by showing that the weight-(1, 1, 2) resonance space cannot be Poisson embedded into any Poisson manifold of dimension less than 13. It is not known if this bound is sharp, or even if the Poisson embedding dimension of the weight-(1, 1, 2) resonance space is finite.
Completions
We recall the method of completion of rings at ideals. Given a ring R and an ideal I, form the sequence of ring homomorphisms
and define the completion of R at I, denotedR I , to be the inverse limit of the sequence,R
There is a natural map R →R I by a → (a, a, a, . . .). For example, the completion of the polynomial ring R[x 1 , . . . , x n ] at the ideal x 1 , . . . , x n is the formal power series ring R[[x 1 , . . . , x n ]], and the natural map from the polynomials to formal power series is the obvious one regarding polynomials as formal power series.
It is well known that completion is functorial when the categories are defined as follows. An idealed ring is a pair (R, I) where I is an ideal of R. A morphism of idealed rings ψ : (R, I) → (S, J) is a homomorphism of rings such that ψI ⊂ J.
Theorem 2.1 Completion is a covariant functor from the category of morphisms of idealed rings to the category of ring homomorphisms.
We will indicate the proof of the corresponding statement for Poisson algebras: Theorem 2.2 Completion is a covariant functor from the category of morphisms of idealed Poison algebras to the category of Poisson algebra homomorphisms.
Proof We will show that the completion of a Poisson algebra (A, π) at an ideal I has a natural Poisson bracketπ. The proofs of functoriality are the same as in the case of rings.
A useful algebra relating A to its completionÂ I is the algebra of uniform sequencesÃ
where the algebra operations are defined in a componentwise manner. When (A, π) is a Poisson algebra, there is a natural bracketπ onÃ I defined bỹ
which is componentwise π-bracketing, followed by a left shift. Thatπ makes A I into a Poisson algebra is inherited trivially from the fact that π is a Poisson bracket and that all the algebraic operations onÃ I act in a componentwise manner. This also shows that the natural injection i :
is a homomorphism of Poisson algebras. We see that there is a natural surjection q :Ã I E EÂ I from the algebra of uniform sequences to the completion as follows. The kernel is ker
Thus, to show thatπ induces a natural bracketπ onÂ I , it suffices to show that ker q is an ideal for the bracketπ. To verify this, we compute that, if (z 1 , z 2 , . . .) ∈ ker q, theñ
and π(z j+1 , b j+1 ) ∈ I j by the derivation property of the bracket π. The fact thatπ makesÂ I a Poisson algebra is inherited from the fact thatπ makesÃ I a Poisson algebra.
Given any Poisson embedding
we may complete the surjection of Poisson algebras
and
to obtain a new homomorphism of complete Poisson algebras
which is again a surjection, as completion preserves surjectivity in general.
by the Taylor series operator that computes the Taylor series in y-coordinates at the origin of a given C ∞ -function.
Then there is an isomorphism of Poisson algebras
where m ψ(x) is the ideal of functions vanishing at ψ(x), and where T β is the unique continuous bracket for the y 1 , . . . , y d -adic topology satisfying T β(y i , y j ) = T (β(y i , y j )).
To prove this theorem, we will a sequence of lemmas. Proof Let U be the neighborhood of x on which f vanishes identically. Let K ⊂ U be a compact neighborhood of x, and let V ⊂ K be an open neighborhood of x. By standard C ∞ -techniques [11] , there is a bump function φ where φ = 0 on V and φ = 1 off K. Thus, φf = f since f vanishes identically on U which contains K. By induction, φ d f = f , and so f ∈ m 
where m x and n x are the C ∞ -functions on M and U , resp., vanishing at x.
Proof Let K ⊂ U be a compact neighborhood of x, and let V ⊂ K be an open neighborhood of x. By standard C ∞ -techniques [11] , there is a bump function φ where φ = 1 on V and φ = 0 off of K. This function can be regarded as a C ∞ -function on U or M . We form homomorphisms
where ρ is the natural restriction, and ·φ is multiplication by the bump function φ, which gives a function that vanishes identically off of K, and so has an extension to a C ∞ -function on M .
We now prove that the induced maps
are inverse isomorphisms. To see this, simply note that ρ • ·φ and ·φ • ρ are both given by multiplication by φ, regarded as a function on U and M , respectively. By Lemma 2.5, [f ] = [φf ], and so both compositions are the identity.
Lemma 2.7
There is a natural isomorphism
where (y 1 , . . . , y n ) are the canonical coordinates of R n , m is the ideal of C ∞ -functions vanishing at the origin, and T ∞ is induced by the Taylor series operator that computes the Taylor series at the origin of a C ∞ -function on R n .
be the natural injection regarding a polynomial as a C ∞ -function, and let
. . , y n ] compute the dth order Taylor polynomial of a C ∞ -function at the origin. Then the content of Taylor's Theorem (see [9] ) is that
are inverse isomorphisms for each d ≥ 1. Thus, we obtain isomorphisms of directed systems,
and we denote the induced isomorphisms on the inverse limit by T ∞ andî.
We now give the proof of Theorem 2.3. Proof Let V be an open neighborhood of the origin in R d such that y :
V is a diffeomorphism, and let
Consider the following diagram of homomorphisms of algebras and Poisson algebras,
where the ρ · are the natural restriction maps, the Poisson bracket β| U exists since any open subset of a Poisson manifold is a Poisson submanifold, and y * β| U is just the pushforward of β| U to V by the diffeomorphism y. Completing these at the ideals given in ( ), we have the following commutative diagram of algebras and Poisson algebras:
where each of the homomorphisms of Poisson algebras in the bottom row are isomorphisms of algebras, and hence isomorphism of Poisson algebras. In particular,
• ρ P d ,U is an isomorphism by Lemma 2.6,
is an isomorphism of idealed Poisson algebras,
• T ∞ is an isomorphism by Lemma 2.7.
Push the Poisson bracketβ by the isomorphisms on the bottom row of the diagram to a bracket T β on R[[y 1 , . . . , y d , and define the Taylor series operator T :
] to be p followed by the isomorphisms of the bottom row of the diagram. Then T is a homomorphism of Poisson algebras, since every map of the composition defining T is a homomorphism of Poisson algebras; i.e.
for all f, g ∈ C ∞ (P ). Now, the formula T (β(y i , y j )) = T β(y i , y j ) given in the statement of the theorem cannot be literally true, since y i and y j are not globally defined C ∞ -functions on P . To fix this, construct a bump function φ on a neighborhood of x as in the proof of Lemma 2.6; i.e. let K ⊂ U be a compact neighborhood of x, let V ⊂ K be an open neighborhood of x, and let φ = 1 on V and φ = 0 off of K. Then, φy i and φy j are globally defined C ∞ -functions on P , and we can verify that
From now on, we will blur the distinction between y i as a function on U , and φy i as a function on P . To show that this formula uniquely determines the Poisson bracket T β, notice that the Leibniz rule shows that any Poisson bracket is continuous for the I-adic topology, where I is any ideal of the underlying associative algebra. In particular, T β is continuous for the y 1 , . . . ,
is a convergent sequence since T β is continuous. Moreover, the elements of the sequence are uniquely determined by the values of T β(y i , y j ) by the Leibniz rule. All that remains is to show that a convergent sequence in the y 1 , . . . , y d -adic topology can converge to at most element. This is equivalent to showing that ∩ 
In the next section, we give a lower bound on the number of variables d that any formal power series Poisson algebra surjecting ( C ∞ (R 6 ) S 1 mx ,π) must have. We call this the formal Poisson rank of ( C ∞ (R 6 ) S 1 mx ,π). More generally, if we define a Poisson space to be a Poisson algebra of functions on a set endowed with the Zariski topology, then Proposition 2.3 has as an immediate Corollary 2.8 The embedding dimension of a Poisson space is at least the formal Poisson rank of its Poisson algebra completed at any maximal ideal of functions vanishing at some point.
Formal Poisson Rank
A formal presentation of a commutative, associative k-algebra A is a surjec-
We call two formal presentations of A, ψ and φ, isomorphic if there is an isomorphism of formal power series algebras τ making the diagram
commute. Unsurprisingly, for such an isomorphism to exist, it is necessary that d = n. It is more surprising that this is a sufficient condition.
Theorem 3.1 There is, up to isomorphism, at most one formal presentation of a k-algebra in a given number of variables.
Again, we break up the proof into a series of lemmas. Let the formal rank of an algebra A at an ideal m be the smallest n such that there is a formal presentation k[[x 1 , . . . , x n ]] E EÂ m . We will show that algebras have, up to isomorphism, at most one formal presentation in each formal rank. We begin with a result that tells when a homomorphism from a formal power series algebra is a surjection. Lemma 3.2 Let A be a local k-algebra that is complete with respect to the maximal ideal m. The set {a 1 , . . . , a n } of elements of A spans m/m 2 as a φ E E A is a surjection, then φ x 1 , . . . , x n = m, and so
Consequently, {φ(x 1 ), . . . , φ(x n )} spans m/mand thus induces unique maps k[[x 1 , . . . ,
x n ]]
E A/m t sending x i to the class of a i . Since A is the inverse limit of the A/m t , there is a unique map
To see that φ is surjective, it follows from our hypothesis that the map
is a surjection, so the induced map of graded algebras grφ : gr x 1 ,...,xn R E gr m A is also a surjection. Now, given a nonzero g ∈ A, let i be the largest number such that g ∈ m i -such an i exists by the Krull Intersection Theorem. Since grφ is a surjection, we may find an f i ∈ x 1 , . . . , x n i whose initial form is carried to the initial form of g. It follows that g − φ(f i ) ∈ m i+1 . Iterating this process, we obtain a sequence of elements f i ∈ x 1 , . . . , x n i such that g = φ(f i ). Because φ preserves infinite sums, this yields g = φ( f i ) and we are done. 
where φτ i (t 1 , . . . , t l ) = φt i and φξ i (t 1 , . . . , t l ) = ψx i defines τ i and ξ i . By construction, λ makes the diagram commute. Furthermore, λ is a surjection by Lemma 3.2.
The next theorem is a formal version of the inverse function theorem.
is an isomorphism if and only if the linear approximation
is an isomorphism of vector spaces, where τ 1 is τ followed by the projection outputting the homogeneous component of total degree 1.
E k{y 1 , . . . , y n } ⊗d to be τ followed by the map that outputs the homogeneous component of total degree d. By Lemma 3.2, {τ x 1 , . . . , τ x n } spans y 1 , . . . , y n / y 1 , . . . , y n 2 which shows that τ 1 is surjective, and hence an isomorphism since the source and target vector spaces have the same dimension. Now suppose that k{x 1 , . . . , x n } τ 1 E k{y 1 , . . . , y n } is an isomorphism of vector spaces. By Lemma 3.2 we know that τ is surjective. For injectivity, first note that τ 1 extends to an isomorphism on each symmetric tensor power,
Now suppose that τ ( I a I x I ) = 0 and that I a I x I vanishes to order d; that is to say, a I = 0 for all |I| < d. Then 0 = τ d ( a I x I ) = τ 1 ( a I x I ) shows that I a I x I vanishes to order d + 1; that is to say, a I = 0 for all |I| = d.
We now give the proof of Theorem 3.1.
φ E E A are both surjections of R-algebras. Then there is a surjection τ making the diagram
commute by Proposition 3.3. The linear approximation τ 1 : k{x 1 , . . . , x n } E k{y 1 , . . . , y n } must therefor be a surjection, and hence an isomorphism, of k-vector spaces. By Proposition 3.4, τ must be an isomorphism.
Theorem 3.1 makes it much easier to determine formal Poisson rank, since it suffices to consider a single formal presentation of the given Poisson algebra.
Proposition 3.5 Let (A, π) be a Poisson algebra, and let
a homomorphism of Poisson algebras, then the formal Poisson rank of (A, π) is greater than n.
Proof Suppose for a contradiction that the formal Poisson rank of (A, π) is n. Then there is a surjection of Poisson algebras
We pullback the bracket β to a bracket τ β defined to be the unique continuous bracket for the adic topology satisfying
where τ is the isomorphism of presentations given by Theorem 3.1. It is easy to check that τ β makes φ a homomorphism of Poisson algebras, which is a contradiction. Now suppose for a contradiction that the formal Poisson rank of (A, π) is m < n. Then there is a surjection of Poisson algebras
Define a new surjection
One checks that α(y i , y j ) = β(ϕy i , ϕy j ) makes ϕ a surjection of Poisson algebras. Thus, ψ • ϕ is a surjection of (A, π) from a formal Poisson algebra in n-variables, which is a contradiction. We call the method used in this construction introducing slack variables.
For certain points x ∈ R 6 /S 1 , one can give an alternate description of the completed resonance algebra ( C ∞ (R 6 ) S 1 mx ,π).
Proposition 3.6
Let o ∈ R 6 /S 1 be the point represented by the origin in R 6 . Then there is an isomorphism of Poisson algebras
where m o is the ideal of S 1 -invariant functions vanishing at o and p o is the ideal of S 1 -invariant polynomial functions on R 6 vanishing at the origin.
Actually, this proposition is true for any point x ∈ R 6 /S 1 , but we will only need this special case. Proof There is a natural map
by regarding an invariant polynomial as an invariant smooth function. We already know that the completion of a homomorphism of Poisson algebras is again a homomorphism of Poisson algebras. Thus, to prove the proposition, it suffices to show thatĵ
is surjective and injective. We begin with surjectivity. Let 
where a 1 , . . . , a 6 ), . . . , f 11 (a 1 , . . . , a 6 )). That F * is surjective is due to Schwarz [10] . By functoriality of completion, we obtain the commutative diagram,
where the top arrow is an isomorphism by Proposition 2.3, and the down arrows are surjections since the completion of a surjection is again a surjection. Thus, the arrowĵ must be a surjection.
As for injectivity ofĵ, complete the commutative diagram
Notice thatι •φ =î •F * since they are continuous in the adic topologies and they agree on polynomials. Let a ∈ kerĵ, and let G ∈ R[[x 1 , . . . , x 11 ]] be such thatφG = a. By commutativity of the diagram, G ∈ kerF * , thus
Finally, we will show that ker( ι • φ) = kerφ, and so a =φG = 0. We grade the algebra R[[q 1 , p 1 , q 2 , p 2 , q 3 , p 3 ]] by the usual total degree on polynomials, and the algebra R[[x 1 , . . . , x 11 ]] by the weighted degree given by deg(x
• Each algebra is the direct product of its graded components.
• Every graded component is finite dimensional as an R-vector space.
• ι • φ preserves graded components.
I is a finite sum, and so must be an element of ker(ι • φ). Since ι is injective, we must have
For the sake of brevity, let A = R[q 1 , p 1 , q 2 , p 2 , q 3 , p 3 ] S 1 . We noted earlier that this algebra has an algebra basis (f 1 , . . . , f 11 ) of homogeneous invariant polynomials. Thus, there is a polynomial presentation
Completing φ at the ideals m = x 1 , . . . , x 11 and φm = p o gives the formal presentation
The following result is due to Egilsson and appears as Theorem 1 of [5] .
Theorem 3.7 There is no Poisson bracket
a homomorphism of Poisson algebras.
We will prove a slightly sharper result in the next section, namely, As we will see in the next section, the proof amounts to a difficult and nonqualitative computation in formal power series.
We now give the proof of our main result, Theorem 1.2. Proof By Corollary 2.8, it suffices to show that the formal Poisson rank of ( C ∞ (R 6 ) S 1 mo ,π) is greater than 12. By Proposition 3.6, there is an isomorphism of Poisson algebras, 
Formal Calculations
In this section we will prove Theorem 3.8. The computations of this section were performed using standard features of the computer algebra package Macaulay 2 [7] , and a short program for the computer algebra package Maple 6 [1] to do computations in the Schouten calculus, written by the author of this paper. We begin by discussing the underlying method in outline, and then we apply the method to give a new proof of Theorem 3.7. We end with the more complicated application to the proof of Theorem 3.8.
The method is simple in principle, but we need just a bit of terminology to explain it. Let B be a commutative, associative k-algebra. Then we call a k-bilinear map β : B × B → B a bracket if it is antisymmetric and satisfies the Leibniz rule. Brackets are sometimes called almost Poisson brackets, since they do not necessarily satisfy the Jacobi identity. Now let (A, π) be a Poisson algebra, and suppose that φ : B E A is a homomorphism of commutative, associative algebra. We call a bracket β on B a lift of π through φ if φ : (B, β) → (A, π) is a homomorphism of bracket algebras; i.e. if φ(βb 1 , βb 2 ) = π(φb 1 , φb 2 ) for all b 1 , b 2 ∈ B. In the case of a polynomial presentation
it is particularly easy to find a lift β of π, namely, define b ij to be any φ-preimage of π(φt i , φt j ), and let
Of course, there is no guarantee that β is a Poisson bracket. We will address this shortly. We specialize this construction to an explicit polynomial presentation of the algebra A = R[q 1 , p 1 , q 2 , p 2 , q 3 , p 3 ] S 1 of polynomial invariants of the weight-(1,1,2) resonance algebra. To obtain such a presentation, let f 1 , . . . , f 11 be a finite basis of S 1 -invariant polynomials, and define
The π-bracket of two invariant polynomials is again an invariant polynomial, thus, we may construct a lift β of π, making
a homomorphism of bracket algebras by using Formula 2. One checks that the proof of Theorem 2.2 shows that completion of idealed bracket algebras is a covariant functor. Thus, we may complete the presentation of bracket algebras above to obtain that
is a homomorphism of bracket algebras. Notice that two brackets β and β both lift π if and only if the difference ρ := β − β takes values in ker φ; i.e. ρ(b 1 , b 2 ) ∈ ker φ for all b 1 , b 2 ∈ ker φ. Thus, to prove Theorem 3.7, it suffices to show thatβ + ρ is not a Poisson bracket for any bracket ρ taking values in kerφ. To do this, we begin by giving an explicit formula for the bracket β and explicit ideal basis for kerφ. The relevant data is transparently contained in the polynomial presentation. In particular, by Theorem 2.3, the bracketβ is uniquely determined by the formulaβ
since the Taylor series of a polynomial is a polynomial. In the remainder of this paper, we will dealing exclusively with completions, and so to avoid excessive notation, we will omit the hat onβ, and denote it simply by β. 
is a presentation of the weight-(1,1,2) resonance algebra where φ is defined explicitly in Table 1 .
Table 1: A presentation of the weight-(1,1,2) resonance algebra.
We have changed notation slightly so-as to admit the mnemonic that the variables q 1 , . . . , q 5 map to quadratic invariants, and the variables c 1 , . . . , c 6 map to cubic invariants.
Computing explicit bases for kernels of homomorphism of modules over polynomial rings is a standard problem addressed by Gröbner basis methods (see [3] Ch 3.3, or [6] Ch 15.10.4). The computational commutative algebra package Macaulay 2 features a good implementation of Gröbner basis methods, and quickly computes the ideal basis for ker φ listed in Table 2 . 
where the lower-right quadrant is given by
where β(c 5 , c 6 ) = q 1 q 3 + q 2 q 3 − 1/2q 4 2 − 1/2q 5 2 − 1/2q 1 q 2 . We see that β is not a Poisson bracket by computing the Jacobiator Jβ(c 1 , c 2 , c 3 ) = 8(q 1 c 4 − q 4 c 6 + q 5 c 5 ). Note that the bracket table has the schematic form
In other words, if Q := R{q 1 , . . . , q 5 } and C := R{c 1 , . . . , c 6 }, then
This shows that β has "good behavior" with respect to a certain grading on the formal power series algebra R[[q 1 , . . . , q 5 , c 1 , . . . , c 6 ]]. The following remarks about gradings and brackets on formal power series algebras explain more about this "good behavior". An S-grading on a formal power series algebra A is an abelian semigroup S together with a direct product decomposition of A as A = i∈S A i such that A i · A j ⊂ A i+j . Any element of A i is said to be homogeneous and of degree i.
Example
• Weighted Total Degree. This is an example of an N-grading. Let A = R[[x 1 , . . . , x n ]] and let (w 1 , . . . , w n ) ∈ N n be a weight vector.
A W be the R-vector space spanned by all monomials of degree W . In other words,
• Total Degree. This a weighted total degree where the weight vector is (1, 1, . . . , 1); that is to say
• Multigraded Degree. Given gradings S 1 , . . . , S k on a formal power series algebra A, there is a natural k j=1 S i -grading given by
where i j ∈ S j . The degree of a monomial is given by
where deg j is the degree given by the S j -grading.
♦
We will need the following special grading on R[[q 1 , . . . , q 5 , c 1 , . . . , c 6 ]] . Let the Q-degree be the weighted degree defined on monomials by
Similarly, let the C-degree be the weighted degree defined on monomials by
Let the QC-grading be the bigrading defined as the product of the Q-degree and the C-degree. Thus, the QC-degree of a monomial is given by
To avoid any possible confusion about the the ordering of the components of the QC-degree, we shall write
This notation also works well when we overload the meaning of the symbols Q and C in the following fashion.
. Then P is homogeneous with
where Q = R{q 1 , . . . , q 5 } and C = R{c 1 , . . . , c 6 }.
Define the composition product of brackets α and
and the commutator product 1 by
The composition product of brackets does not usually result in an a multiderivation, however, the composition and commutator products have the following useful properties: 2. The composition product, and hence the commutator product, is multilinear on the space of brackets; that is to say,
for all a, b, c, d ∈ R and all brackets α, β, γ, and δ. by total degree, then the composition product, and hence the commutator product, of homogeneous brackets of degrees k and l is homogeneous of degree k + l − 1.
Given the grading of
by total degree, we say that β vanishes to order d if β k = 0 for all k < d. By the previous item, the composition product, and hence the commutator product, of brackets that vanish to orders k and l must vanish to order k + l − 1.
We now prove Theorem 3.7.
Proof Any lift ofπ throughφ is of the form β + ρ, where ρ takes values in kerφ. We can explicitly compute the homogeneous components of the Jacobiator of β + ρ with respect to total degree in terms of the homogeneous components of β and ρ. Write β as the sum of its homogeneous components as β := β 1 + β 2 . By inspection of Table 2 , we see that any ρ taking values in kerφ vanishes to order at least 2. Thus, we can write ρ as the sum of its homogeneous components with respect to total degree as ρ = ρ 2 + ρ ≥3 .
Compute the commutator bracket
Thus, J(β + ρ) vanishes in degree 2 if and only if
for some ρ ∈ kerφ. We shall show that Equation 3 is impossible to satisfy. Table 4 : Nonzero Jacobiators of the form Jβ(c i , c j , c k ).
Using a computer algebra package, we verify that this list of homogeneous polynomials of degree-QC spans a R-vector space of dimension 8. Next, we compute pr QC ([β 1 , ρ 2 ](C, C, C)) by expanding the commutator product of β 1 and ρ 2 as composition products [β 1 , ρ 2 ] = β 1 · ρ 2 + ρ 2 · β 1 . Note that the bracket table of β 1 has the schematic form
Hence, we can compute the composition bracket
Write ρ 2 in terms of its homogeneous QC-components as ρ 2 = ρ C 2 +ρ CQ +ρ Q 2 and compute the composition product
We consider each summand in turn.
•
• Recall that ρ Q 2 is a bracket taking values in the degree-Q 2 components of elements of kerφ. By consulting the list of generators of kerφ in Table 2 , we see that the only such component is q 1 q 2 − q 2 4 − q 2 5 . Thus,
We have shown that pr
is linear and C := R{c 1 , . . . , c 6 } has dimension 6. Thus,
) is at most 6 dimensional as a vector space.
We now give the proof of Theorem 3. where z → 0, q i → q i , and c j → c j . Consider the bracket β lifting π througĥ φ specified by Table 3 . The method of introducing slack variables described in the proof of Proposition 3.5 produces a bracket α lifting β through p.
is a surjection of bracket algebras. The bracket table for α is identical to that of β save the addition of a single new row and column, both indexed with the variable z, and whose entries are identically zero. In other words, the bracket table for α has the schematic form Any lift ofπ through ϕ is of the form α + ρ, where ρ takes values in ker ϕ.
We will now show that, for any bracket ρ taking values in ker ϕ,
Recall that J(α + ρ) = 1 2
[α + ρ, α + ρ]. Furthermore, by writing α and ρ as sums of homogeneous components with respect to total degree as α = α 1 +α 2 and ρ = ρ 1 + ρ 2 + ρ ≥3 , we may compute the commutator bracket
Thus, the homogeneous component of J(α + ρ) of total degree 2 is
Consequently, the homogeneous component of J(α + ρ) of degree-QC is
In particular, we have that
We will consider each summand on the right-hand side in turn. 
2. The commutator bracket in the second summand is [α 1 , ρ 2 ] = α 1 · ρ 2 + ρ 2 · α 1 . The bracket table of α 1 has the schematic form
and so
We now show that (
in terms of its homogeneous QCZ-components as
Then compute that
3. The composition product in the second summand gives
4. The commutator bracket in the third summand is [α 2 , ρ 1 ] = α 2 · ρ 1 + ρ 1 · α 2 . The bracket table of α 2 has schematic form
Consulting the list of generators of ker ϕ, we find that z is the only generator of total degree 1. Thus, the bracket ρ 1 takes values only in Z. We compute that
5. The commutator bracket of the fourth summand is [ρ 1 , ρ 2 ] = ρ 1 · ρ 2 + ρ 2 · ρ 1 . We compute that
Since z is the only generator of ker ϕ of total degree 1. Hence, (ρ 1 · ρ 2 ) QC (c i , c j , c k ) = 0, and so
This completes the proof of Equation 4. Since α + ρ is a bracket liftingπ through ϕ, J(α + ρ) must take values in ker ϕ. This fact, together with Equation 4, motivates us to write a vector space basis for the span of the homogeneous components of degree-QC of elements of ker ϕ, which we denote (ker ϕ) QC . Since ker ϕ is generated by the elements of kerφ, together with the element z, one can verify that such a basis is given in Table 5 by comparison with Table 2 Table 5 : A vector space basis for the span of (ker ϕ) QC .
We now show that (α 1 ·ρ Q 2 )(c i , c j , c k ) takes values in V . Note that the only element of ker ϕ with a homogeneous component of degree-Q 2 is q 1 q 2 −q 
since (α 1 · ρ Q 2 )(c i , c j , c k ) takes values in V . Our goal is to show that there is no choice of ρ taking values in ker ϕ making the right-hand side of Equation 5 vanish identically. In Table 6 , we express the Jacobiators Jα(c i , c j , c k ) in terms of the basis {v 1 , . . . , v 6 , w 1 , w 2 } by using the fact that Jα(c i , c j , c k ) = Jβ(c i , c j , c k ), and consulting the list of β-Jacobiators listed in Table 4 . With Table 6 in hand, it is trivial to compute the projections pr W (Jα(c i , c j , c k )) listed in Table 7 . We next write explicit formulae for pr W ((ρ QC · ρ Z )(c i , c j , c k ). Expand the composition product as pr W ((ρ QC · ρ Z )(c i , c j , c k )) = pr W (ρ QC (ρ Z (c i , c j ), c k ) + ρ QC (ρ Z (c j , c k ), c i ) + ρ QC (ρ Z (c k , c i ), c j )).
Since Z is spanned by the element z, ρ Z (c i , c j ) = b ij z, where b ij are real −b ik (r j w 1 + s j w 2 ) Table 8 : An explicit calculation of pr W (J(α + ρ) QC (c i , c j , c k )).
Thus, pr W (J(α + ρ) QC (c i , c j , c k )) = 0 only if there are real constants b * * , r * and s * making the polynomial coefficients of Table 8 vanish simultaneously. The question of the existence of simultaneous solutions to a given set of polynomials can be answered using the constructive methods of Gröbner basis theory (see [6] , Ch. 5). Macaulay 2 quickly verifies that the polynomial coefficients of Table 8 have no simultaneous complex solutions, and so in particular have no simultaneous real solutions.
