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A combined technique based on linear approximation and invariant em- 
bedding is proposed for solving coupled Burgers’ equations over irregular 
regions. The given region is embedded in a conveniently chosen regular region. 
A difference analog of Crank-Nicolson type is derived for the linearized equa- 
tion and is analyzed for its local stability. An invariant embedding algorithm is 
proposed for solving the resulting algebraic problem. The existence of inverses 
of some matrices appearing in the recurrence relations and the stability of the 
algorithm are also established. The method is illustrated by solving a test 
example. The numerical results indicate the existence of steady-state solutions. 
The proposed method may be used for solving nonlinear parabolic equations 
over irregular regions. 
1. INTRODUCTION 
For studying viscous fluid-flow phenomena at high Reynolds numbers, one 
faces the problem of solving coupled nonlinear parabolic equations over a given 
domain which may be irregular. These problems acquire special significance 
while dealing with turbulent flows. In 1937, Taylor and Green [l] suggested a 
method for explaining the mechanism of the production of small eddies from 
large ones. Some authors have used this model for numerical computation to get 
an insight into the phenomenon of turbulence, but without much success. There 
are several models which have been suggested for the numerical study of turbu- 
lent flows; two recent review papers on this topic are due to Reynolds [2, 31. It 
may be of interest to examine the possibility of evaluating the inertial range 
spectrum of turbulence by using a suitable mathematical model. For this 
purpose, one may fall back on the well-known parabolic equation (Burgers’ 
equation) 
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which represents a one-dimensional scalar analog for the isotropic turbulence, 
R denotes the Reynolds number. The solutions of this equation have been given 
by several authors [4-6]. Chorin [7] has discussed a model of two-dimensional 
turbulent flow in the spectral space. 
The method of invariant embedding, primarily a method for solving linear 
boundary value problems, was originally discovered by Bellman and Kalaba [8]. 
In this survery paper, Scott [9] has included papers on invariant embedding for 
the solution of boundary value problems based on ordinary differential equa- 
tions. Two recent books [lo, 111 show the versatility of the method for solving 
various types of problems. But little has been done for handling nonlinear 
partial differential equations by invariant embedding technique. Kadalbajoo and 
Jain [12] have used the combined approach of quasi-linearization and invariant 
embedding for solving nonlinear minimal surface equations. In the present paper 
we use the combined approach for solving coupled Burgers’ equations. 
2. THE PROBLEM AND LINEAR APPROXIMATION 
We consider the coupled nonlinear parabolic equations 
ut + uu, + vu, = f (G, + %/v), 
Vt + uoz + WfJv = f (%, + %,)T (x, Y) E X 0 < t < T, 
subject to the initial conditions 
u(x, y, 0) = f&c Y), (XT Y) E s, 
$x, y, 0) = f&9 Y), (XI Y) E s, 
and the boundary conditions 
u(x, y, t> =f(x, Y> t), (X,Y)E as, 0 < t < T, 
fJ(x, Y, t> = A% Y, t>t (x,y)Eas, O<t<T, 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
where S is a simply connected bounded region with its boundary X5’ and the 
function fr , fi , f, and g are continuous in their respective domains. 
Denoting the numerical approximations at the nth iteration for the unknown 
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functions u and v by~rP anf vtn), respectively, we take the linear approximations 
for Eqs. (2) and (3) in the form 
h+1) 
Ut 
+ &d*h+1) + uh)Uh+l) = r 
.z Y R (uy + z&l)), 
Vt 
bL+1) + u (n+1$$+1) ,- v;q?L+l) = l&+1) + &+l)), 
(9) 
(x, y) 6 s, O<t<T (n = 0, 1, 2 )... ), 
where u(O) and v(O) denote the initial guess for the unknown functions u and ZI. 
We embed the given irregular region S in a conveniently chosen simply 
connected regular region R, such as a rectangle, so that SC R. We take the 
region R to be “close” to the region S so that aR n 8s # o . The initial and the 
boundary conditions on the region R are taken as follows: 
U(n+lyX, y, 0) = &(X7 Y) = fl(X, Y), (x, y) E R C-J s, 
= 4(x, Y)> (x,Y)ER - (RnS), (10) 
v(“yx, y, 0) = 4x, Y) = Mx, Y), (2, Y) E R n X 
= u%Y), (x,~)~R-@ns), (11) 
zP+yx, y, q = g,(x, y) =f(x, y, 4, (x, Y) E (aR n as), 
= Ja(x, y, 9, (x,y)~aR-((aRnaS), (12) 
v(“+lyx, y, t) = h,(x, y) = g(x, y, t), (x, Y) E (aR n as), 
= Mx, y, t>, (x,Y) E aR - (aR n as), (13) 
where the functions 4(x, y), da(x, y), h(x, y, t), and h,(x, y, t) are chosen in such 
a way that the functions g,(x, y), d(x, y), g,(x, y), and h,(x, y) are smooth in their 
respective domains. Making use of the given boundary data on iAS, we can 
construct the functions h and h, on the boundary aR by an extrapolation method. 
The problem is to solve Eqs. (8) and (9) on R along with the initial and the 
boundary conditions given by Eqs. (lo)-( 13) subject to the original boundary 
conditions given on as. The solution of this problem wili yield the solution of 
Eqs. (8) and (9) in S subject to the given boundary conditions on &S (cf. [13]). 
3. DISCRETIZATION 
For the sake of convenience, let us take R to be the rectangle 0 < x < a, 
0 < y < b and discretize it by taking a = Nh, b = Mh, where N, Mare positive 
integers and h is the space increment. We denote the increment in time by At 
and use the notation (xi, yi , tk) = (ih,jh, kdt), u~,~,~ = u(ih, jh, kdt), and 
vui,+,k = v(ih, jh, KAt) for i = I, 2 ,..., N, j = I,2 ,..., M, and K = 0, I, 2 ,.... 
By using the Crank-Nicolson difference scheme [14] in Eqs. (8) and (9) and 
approximating the first-order partial derivatives by backward differences and the 
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second-order partial derivatives by central differences, one gets the resulting 
algebraic system in matrix vector form as 
- Q$,t,ll + yi,k+l - Qy!;;’ + Y~,~I, (i = I, 2 ,..., N - l), 
and 
(14) 
#+1) 
t.k+l 
Here, we have introduced the following notation: 
The vector 
where w stands for u or U. 
The matrices 
(16) 
Q = &A~ where fji,j = 2; i=j, 
E -1; Ii-j1 = 1, (17) 
z 0; otherwise, 
T = (t<,j), where t,,j = 1; i=j, 
zzz ---I; /i-j/ =I and ;>j, (18) 
= 0; otherwise, 
wg+, - , - 
L 
(4 
Wi.l.k+l 0 
h) 
Wi.P.k+l 
0 (?I) 
(19) 
wi.M-l,k+l 
where W, w denote either U, u or V, 71. 
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The vectors 
ri.k+l = lIri.j,k+ll~ 
%.k+l = h,j.k+l~, 
yi,j.l;+1 = *i,o,k+l; 
= %.M.k+l; 
zzz 0; 
Si.i,k+l = -%o,k+l; 
= 0; 
j= 1, 
j=M-1, (20) 
otherwise, 
j= 1, 
otherwise, 
(21) 
h.k+l = %O.k+l; 
= %,M.k+l; 
= 0; 
j= 1, 
j=M-1, (22) 
otherwise, 
qi.k+I = [%,i.k+l’l~ qi.j,li+1 = -vi,O,k+l; 
= 0; 
j= 1, 
otherwise. (23) 
The upper index nk in Eqs. (14) and (15) denotes the minimum number of 
iterations required to obtain an acceptable approximation to the function u and v 
at the kth time level. The boundary conditions (12) and (13) can also be written 
in matrix vector form 
(24) 
and 
p,v!n+l) - 
8 z,k+l -gi (25) 
for i E JC (1, 2,..., N - l}, where Pi are rectangular matrices containing only 0 
and 1 and are of order Li x (M - 1) where L, is the number of intersecting grid 
points at x = ih. The known vectors fi and g, are of order Li x 1. The problem 
is to solve Eqs. (14) and (15) subject to the initial and boundary conditions along 
with the constraints given by Eqs. (24) and (25). 
4. STABILITY OF THE DIFFERENCE SCHEME 
We analyze the difference scheme used in the previous section for its local 
stability. Using the von Naumann method [15] the amplification matrix turns 
out to be 
(26) 
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Thus, the stability condition are 
1 1 - ah- / < / 1 + uk+l j , 
where 
/ l - bk / < 1 1 + bk+, 1 , (27) 
akfl = Y ti<,j,k+l(l - cos mh + il sin &z) h 
+ i 5i.j,rc+I(l - cosph + il sinph) 
and 
- 33 cosmh+2cosph-4) 
+ $ (&,j,k+l - zii-l,j,k+l) 
+ + &j,k+l - %-l,k+l) 
b k+l = L zI~,~,~+~(~ - cos mh + il sin mh) h 
+ i G’e,i,k+l(l - cosph + iI sinph) 
- +d2 cos mh + 2 cosph - 4) 
+ ; (%j,k+l - ‘i-lAk+d 
(28) 
(29) 
+ f- (%i.k+l - %.j-l,k+lh 
where iI = (-1)1/2. 
Here di,i,k+l and &,~k+~ are the exact solutions of Eqs. (2) and (3). We take 
ak = ‘% + i18k , b, = O1k + i$k (30) 
and assume that for large K 
$i.j,k+l = %,i.k t 6i.j,k+l = *i.j.k * (31) 
The inequalities (27) reduce to 
-2ci, < 201, ) -201, < 26 k’ (32) 
Thus, the sufficient conditions for the local stability of the difference scheme are 
Re(+J > f-4 Re(b,) > 0. (33) 
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5. INVARIANT EMBEDDING 
We seek the solutions of Eqs. (14) and (15) in the form 
&~+, = A&“;!,[ + bi , 
and 
(34) 
~i+1,lc+1 - , 
b~+l) - Qz!“k”:1 + d. 
2, (i = 0, 1, 2 ,..., N - I), (35) 
respectively, where the matrices Ai and Ci and the vectors bi and di are to be 
determined. The recurrence relations for these matrices and vectors are derived 
by considering the following two cases: 
Case (i). ;$ J. Substituting Eqs. (34) and (35) in Eqs. (14) and (15) 
respectively, and rearranging, one gets the recurrence relations 
Ai- = [I + $ (U!?,, + $+A + & (21 + Q - A,,]-’ 
x 
[ 
dt u!*) At 
2h z.k+l + 2Rh2 I ’ -1 
biel z [ I + dt ((-,+ 2h z.k+l + f?:+1+1T) + & (21+ Q - A,)] 
x z&’ 
[ 
(36) 
where I denotes the identity matrix. 
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Case (ii). i 6 J. The method of Lagrange multipliers is used to find the 
solutions in the form (34) and (35) satisfying Eqs. (14) and (25) and Eqs. (15) and 
(25), respectively. The recurrence relations are 
A& = Eil[l - P;(PiE,rlP’)-l PiE,l] [$ ui’?,, + &I] ) (40) 
+ E;‘P;(PiEz”Pi’) ft , (41) 
(42) 
+ F;‘Pi(PiF;‘P;) gi , (43) 
where 
and 
Fi = E I+ $ (U$!+, + V&)+,T) + &W+ Q - Cd]. (45) 
The recurrence relations (36)-(43) are subject to the initial conditions 
AN-1 = 0, b-1 = uN > c,-, = 0, d,v-, = v, . (46) 
They are obtained from Eqs. (34) and (35) by taking i = N - 1, 0 denotes the 
null matrix. 
We start with an initial guess U(O) and v(O) and compute the matrices Ai and 
vectors bi recursively, employing either Eqs. (36) (37) or Eqs. (40), (41) along 
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with Eqs. (46), and store the intermediate values of A, and bi . Then the vectors 
z&+, are computed from Eq. (34), using the known value u,, and the stored 
values of A, and bi . The matrices Ci and the vectors di are computed recur- 
sively, employing Eqs. (38), (39) or Eqs. (42), (43) whichever the case may be, 
along with Eqs. (46), and the current values u$+r are computed from Eq. (35). 
This procedure is repeated until the prescribed convergence criterion is satisfied. 
Thus one gets ~?,~+r and r~~,~+r for all i. 
6. NONSINGULARITY AND STABILITY 
To prove the existence of the matrices A, and Ci and the vectors b, and di 
appearing in the recurrence relations, we show that the matrices Ed and Fi 
are nonsingular. We present the proof for the case when the constraints are not 
present; the other case can be considered in a similar manner. 
Since Q is a real symmetric matrix, it can be reduced to the diagonal form Pl 0 
ZQZ' = pz L 1 , (47) 0 PM-1 
where Z is an orthogonal matrix and Z’ denotes the transpose of Z. Moreover, 
as the matrix Q is positive definite, we have 
CLj > 0 (j = 1, 2 ,.a., M - 1). (48) 
Let the eigenvalues of the matrices U&)+r, lY&$, and V$d+l be denoted by 
olj , ?ji), and fly), (i) respectively. Using Eqs. (19) for u and o, we have 
Ji) (n) 
3 = %,k+l ) $) E.z uje$& ) a,‘“’ = &? z,,,k+1 1 (49) 
for j = 1, 2,..., M - 1 and i = 1, 2,..., N - 1. Let hi!), #I, ef), and Sy) denote 
the eigenvalues of the matrices Ai , Ci , Ea, and Fi , respectively. Since any 
matrix can be reduced to a triangular form by a unitary transformation (cf. 
Schur’s theorem, Bellman [lq) we get the eigenvalues of Ei and Fi as 
,!i) 
3 = 1 + !! (“ji) + /g!i’) + 2h .7 
,!i) = 1 + s ($) + fi!“‘) + 3 2h 3 
(50) 
(51) 
for j = 1, 2 ,..., M - 1 and i = 1, 2 ,..., N - 1. 
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Also, from Eqs. (36), (38) and (46), the eigenvalues of A, and Ci are given by 
I 
At (i) At 
Al”’ = zaj + 2Rh2 I/ 
e!i) ) ) 
yfi) At (i) 
?=2/r?'+$ 3 
[ Ii s(f) (53) 
(52) 
when 
jj!N-l) = 0 = #-I) 
1 (54) 
A necessary and sufficient condition for the matrices Ei and Fi to be nonsingular 
is that the eigenvalues ef) and S(ji) are nonzero. Proceeding inductively with 
Eqs. (50)-(54), one gets 
ej(i) # 0, sy # 0, lApI < 1, I& < 1, (55) 
provided 
1 + E!! cati) + p!i)) + 
2hJ ’ (56) 
and 
1 + dt (,!i) + p’) + 
2h’ ’ 
(57) 
These conditions are satisfied. Hence the matrices Ei and Fi are nonsingular. 
To investigate the stability, let Ri be the error introduced in the calculation of 
the matrix A, , then we actually solve 
Ai-1 + R,-1 = (Ei - & Ri)-’ (2 Ui(li+l + &) . (58) 
Subtracting Eq. (36) f rom Eq. (58) and simplifying, one gets 
At 
li,-l = 2~h2 4 - 2Rh2 L R,)-l Ri(EJ1 ($ Ui’l”i+l + &) . (59) 
Suppose the error is initially small, then 
Riwl E & Eil t u? 
2h z,k+l 
+ dt 
2Rh2 
. (60) 
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We choose the norm 
II 2 II = P(~~‘h (61) 
where 2 is the transpose of 2 and p(2.Z’) denotes the spectral radius of 22 [l I]. 
Using this norm in Eq. (60), we have 
provided 
1 + dt (($) + p’) + At 
2h 3 
- (2 + pj - xy, / > 1, 2Rh2 
(62) 
(63) 
which gives the sufficient condition for the stability of the matrix recurrence 
relation (36) as dt/2Rh2 can be made less than unity. A similar argument holds 
for the stability of the matrix recurrence relation (38). 
7. TEST EXAMPLE 
To illustrate the method, we consider the numerical solution of coupled 
Burgers’ equations (2) and (3) on a pentagonal S with vertices (0, 0), (+#, 0), 
(t, a), (&$ , $), and (0, 4) as shown in Fig. 1. The initial and boundary 
conditions are taken as 
u(x, y, 0) = 0, v(x,y, 0) = 0 on S W) 
FIG. 1. -, Boundary of the Original Region, - - - - Boundary of the embedding 
region mesh size h = 0.05. 
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and 
fJ(“, y, t) = 10 cos(7rx), on 2” $, 
= 0, otherwise, 
0.059 
0.054 
0.049 
0.042 
0.035 
0.027 
0.022 
~0.011 
0.007 
t =0.05 t = 0.50 
0.059 
0.054 
0.049 
0.042 
0.035 
0.027 
0.022 
0.011 
-0.0072 
0.0040 
(65) 
FIG. 2. Streamline pattern of the fluid flow at different times for R = 50, h = 0.05. 
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0(x, y, t) = 10 sin(q), 
= 0, 
on x = 0, 
elsewhere. 
(66) 
We introduce the streamfunction 9 given by u = -a#/ay, 2r = a#/ax. 
The numerical results for the test example are shown in Figs. 2, 3, 4, and 5. 
In these figures, streamline patterns are exhibited at different time steps for 
R = 50,100,500, and 1000, respectively, On examining these figures, one finds 
1 / L / 
t ,= 1.0 t = LSO 
t * 2.00 t a2.05 
FIG. 3. Streamline pattern of the fluid flow at different times for R = 100, h = 0.05. 
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that the streamline patterns show the steady-state behavior in all cases at time 
t = 1.50 (R = 50), 2.00 (R = lOO), 4.00 (R = 500), and 2.25 (R = 1000). The 
streamline patterns change slowly before reaching the steady state for the 
fluid flow at R = 50, 100, and 500. But they reach the steady state at a fast rate 
atR=lOOO. 
The same example was solved by using an explicit finite difference scheme at 
R = 50. By choosing three different values of time step At = 0.03, 0.02, and 
0.01, it was found that the explicit method diverged in all the cases. The use of 
the explicit scheme was abandoned as it turned out to be expensive. The nume- 
rical study shows that the method proposed in this paper can be used for solving 
coupled nonlinear parabolic equations. The method is likely to yield solutions 
for certain physical problems at high Reynolds numbers. 
FIG. 4. Streamline pattern of the fluid flow at different times for R = 500, h = 0.05. 
COUPLED BURGERS’ EQUATIONS 1.5 
Y= 
B! 
t = 2.20 
0.091 
0.073 
O-055 
0.037 
0.018 
1 / 
tz2.25 
FIG. 5. Streamline pattern of the fluid flow at different times for R = 1000, h = 0.05. 
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