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In the present paper we consider manifolds equipped with a paraconformal structure,
understood as the tangent bundle isomorphic to a symmetric tensor product of rank-two
vector bundles. If an ordinary differential equation satisﬁes Wünschmann condition then it
deﬁnes a paraconformal structure on solution space. In the present paper we characterize
all paraconformal structures which can be obtained in this way. In particular, we provide
a new proof that all paraconformal structures on 3-dimensional manifolds are deﬁned by
ODEs. We show that if the dimension is greater than 3 then there exist structures which
are not deﬁned by an ODE.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
S.-S. Chern [2] proved that if an ordinary differential equation of third order satisﬁes the so-called Wünschmann condi-
tion then it deﬁnes a conformal Lorentzian metric on the solution space. Recently, S. Frittelli, C. Kozameh and E.T. Newman
[6] proved the converse theorem. They showed that every conformal Lorentzian metric on 3-space is a Chern metric for
some equation up to contact transformations.
The analogue of Chern’s result for equations of order 4 was proved by R. Bryant [1] in his work related to exotic
holonomies. A paper of M. Godlin´ski and P. Nurowski [7] deals with equations of order 5. The general case was treated
by M. Dunajski and P. Tod [5]. They showed that if an ODE of order k satisﬁes the generalized Wünschmann condition then
it deﬁnes a paraconformal structure on the solution space. A paraconformal structure on a manifold M is an isomorphism of
the tangent bundle TM and a symmetric tensor product F  · · ·  F , where F is a rank 2 bundle over M . The isomorphism
reduces the general linear group GL(n,R) acting on the tangent frame bundle to the group GL(2,R). Therefore paraconformal
structures are also called GL(2,R)-geometries. In the present paper we present a new point of view on paraconformal
structures and consider a problem converse to [5]. Our aim is to characterize paraconformal structures which are deﬁned
by equations.
In order to formulate our main result we shall recall a geometric description of ODEs. An ordinary differential equation
of order k can be uniquely encoded, up to contact transformations of variables, by a pair (X ,C) of two distributions on the
space of (k − 1)-jets of functions R → R (compare [4]). The distribution X is spanned by the total derivative:
XF = ∂t + x1∂x0 + · · · + xk−1∂xk−2 + F∂xk−1 ,
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The Wünschmann condition is invariant with respect to contact transformations. Therefore it can be geometrically de-
ﬁned in terms of the pair (X ,C) only. The distribution C is very speciﬁc. For example, the growth vector of its derived ﬂag
is (2,3,4,5, . . .). However, in the present paper we show that Wünschmann condition can be generalized to much wider
class of distributions. In fact we can replace C with an arbitrary completely non-holonomic distribution D and we only
impose additional mild conditions on X . We call the class of pairs (X ,D) satisfying these conditions regular pairs. The class
is generic in the sense that a small perturbation of an arbitrary pair is regular. Our main result can be stated as follows:
Theorem 1.1. There is one-to-one correspondence between germs of paraconformal structures and germs of regular pairs which satisfy
Wünschmann condition.
A proof of the theorem splits into two parts: Theorem 5.4 and Theorem 6.1. We provide a direct construction how one
can pass from a pair (X ,D) to a paraconformal structure and in the opposite direction.
Note that a completely non-holonomic distribution D of rank-two on 4-manifold has growth vector (2,3,4) on an open
and dense subset of M . The famous result of Engel says that all germs of (2,3,4)-distributions are equivalent. In particular,
if (X ,D) is a regular pair then D is equivalent to contact distribution C on the space of 2-jets. Therefore, every regular
pair on 4-manifold deﬁnes an equation of order 3. In this way we provide a new proof of a result of [6] (see also [10]) in a
completely geometrical way.
If k > 3 then there exist regular pairs non-equivalent to any pair corresponding to ODE. The pairs of equation type satisfy
additional strong conditions, which can be derived from theorems of K. Yamaguchi [15] or R.M. Murray [9]. It follows that
a generic paraconformal structure on a manifold of dimension k > 3 is not deﬁned by an equation. The case of k = 4 is
analyzed in details at the end of the present paper.
2. Paraconformal structures and GL(2,R)-geometry
In the present section we recall basic facts concerning paraconformal structures needed in the rest of the paper.
Deﬁnition. A paraconformal structure on a vector bundle E over a manifold M is a vector bundle isomorphism E → F 
· · ·  F , where F is a rank-two vector bundle over M and  is a symmetric tensor product. A paraconformal structure on a
manifold M is a paraconformal structure on the tangent bundle TM.
Let us ﬁx a point x ∈ M and note that the splitting Ex = Fx  · · ·  Fx deﬁnes the following subset of Ex:
C(x) = {v  · · ·  v | v ∈ Fx}.
If a basis (e0, e1) in Fx is chosen then we can write v = se0 + te1 and
C(x) =
{
k∑
i=0
sitk−i V i
∣∣ s, t ∈ R
}
where Vi =
( k
i
)
ei0  e(k−i)1 and rk E = k + 1. Thus C(x) is a rational normal curve in Ex (after projectivization we get a
Veronese curve). If we denote ei0  e(k−i)1 = yi zk−i then Ex can be identiﬁed with the space of homogeneous polynomials
of order k in variables y, z and thus C(x) is identiﬁed with the set of polynomials of the form (ay + bz)k . Clearly C(x)
depends smoothly on x. It is proved in [5] (Lemma 3.4) that a smooth ﬁeld of rational normal curves in the spaces Ex
deﬁnes a paraconformal structure on E uniquely. Therefore, in what follows, we will identify a paraconformal structure
with the corresponding ﬁeld of curves x → C(x).
If F is a rank 2 bundle then GL(2,R) acts on the frame bundle of F . Thus, an isomorphism E → F  · · ·  F reduces the
frame bundle of E to the sub-bundle {(V0, . . . , Vk) | Vi =
( k
i
)
ei0  e(k−i)1 } with the structure group GL(2,R). Moreover, the
action of GL(2,R) on frames of F deﬁnes an irreducible action of GL(2,R) on Ex which preserves C(x) and, in fact, which
is uniquely deﬁned by its restriction to C(x). If we identify (s, t) with a point in C(x) then the action of GL(2,R) is given
by the right multiplication:
(s, t) → (as + ct,bs + dt) (1)
where
( a b
c d
) ∈ GL(2,R). It is clear that two paraconformal structures on a manifold M are equivalent (as GL(2,R)-structures)
iff there exists a diffeomorphism transforming corresponding ﬁelds of curves one onto another.
The most interesting examples of paraconformal structures come from the theory of ODEs:
Theorem 2.1. (See [1,2,5,7,14].) If an ordinary differential equation (F ) satisﬁes generalized Wüneschmann condition then it deﬁnes a
paraconformal structure CF on its solution space.
Our aim is to determine if a given paraconformal structure is deﬁned by an equation:
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condition) such that C and CF are equivalent.
3. ODEs and regular pairs
A distribution D on a smooth manifold M is a smooth sub-bundle of the tangent bundle. For every point x ∈ M a
subspace D(x) ⊂ TxM is given. A dimension dimD(x) does not depend on x and it is called the rank of D. Γ (D) denotes
the set of all smooth sections of D. If D and E are two distributions then their Lie bracket at a point x ∈ M is deﬁned as
[D,E](x) = {[X, Y ](x) ∣∣ X ∈ Γ (D), Y ∈ Γ (E)}.
If dim[D,E](x) is constant then [D,E] is again a distribution. We will always assume that [D,E] is a distribution. Note that
D ⊂ [D,E] and E ⊂ [D,E].
In the present paper we consider pairs (X ,D) on a manifold M of dimension k + 1, where
• X is a distribution of rank 1,
• D is a distribution of rank 2, such that X ⊂ D.
We deﬁne by induction the distributions:
D1 = D, Di+1 = [X ,Di]
and introduce two genericity conditions:
(G1) rkDi = i + 1 for i = 1, . . . ,k,
(G2) rkDk = dimM (= k + 1).
Deﬁnition. A pair (X ,D) on a manifold M is regular if (G1) and (G2) are satisﬁed.
The basic example of a regular pair comes form the theory of ordinary differential equations. An equation (F ) given in
the form:
x(k) = F (t, x, x′, . . . , x(k−1))
is encoded by the pair (XF ,C) on the space J k−1(R,R) of (k − 1)-jets of real functions of one variable. XF is spanned
by total derivative and C is the canonical Cartan distribution on J k−1(R,R). If (t, x0, . . . , xk−1) is the standard coordinate
system on J k−1(R,R) then
XF = span
{
∂t + x1∂x0 + · · · + xk−1∂xk−2 + F∂xk−1
}
,
and
C = span{∂t + x1∂x0 + · · · + xk−1∂xk−2 , ∂xk−1}.
Equivalently, one can describe C as the intersection of kernels of one-forms:
ωi = dxi − xi+1 dt,
for i = 0, . . . ,k − 2. It is well known that two equations (F ) and (G) are contact equivalent if and only if there exists a
diffeomorphism Ψ : J k−1(R,R) → J k−1(R,R) transforming XF to XG and preserving C (compare [4], Theorem 1). It is easy
to see that (XF ,C) is regular.
Deﬁnition. A pair (X ,D) on a manifold M is of equation type if there exist an equation (F ) and a diffeomorphism Φ : M →
J k−1(R,R) such that Φ∗(D) = C and Φ∗(X ) = XF . A pair (X ,D) is locally of equation type if for every x ∈ M there exists a
neighborhood U 	 x such that the pair (X |U ,D|U ) is of equation type.
The following theorem is a reformulation of a result of K. Yamaguchi [15] (see also W. Pasillas–Lépine and W. Respon-
dek [11]):
Theorem 3.1. A pair (X ,D) is locally of equation type if and only if (G1), (G2) and the following conditions
(G3) there exists an integrable V i ⊂ Di of corank 1, for every i = 1, . . . ,k − 1,
(G4) V i = Ch(Di+1), for i = 1, . . . ,k − 2,
are satisﬁed.
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Ch(D) = span{Y ∈ Γ (D) ∣∣ ∀Z∈Γ (D)[Y , Z ] ∈ Γ (D)}.
We can also rephrase a result of R.M. Murray [9]. For this, we recall that the derived ﬂag of D is deﬁned as follows:
D(1) = D, D(i+1) = [D(i),D(i)].
Theorem 3.2. A pair (X ,D) is locally of equation type if and only if (G1), (G2) and
(G5) rkD(i) = i + 1, for i = 1, . . . ,k − 1
are satisﬁed.
Proof. We apply Theorem 3 [9]. In order to prove that the assumptions of Theorem 3 [9] are satisﬁed we shall show
that rkDi = i + 1, where D1 = D and Di+1 = [D,Di]. But, Di ⊂ Di ⊂ D(i) , since X ⊂ D. Therefore (G1) and (G5) imply
rkDi = i + 1. 
The conditions (G3) and (G4) or (G5) are very restrictive. However, they can be easily veriﬁed. In particular it is a very
simple task to check if the assumptions of Theorem 3.2 are satisﬁed. Namely, we can proceed as follows. Let us choose
a section X which spans X locally and let V be a section of D which complements X to a local frame of D. Let adiX V
denotes an iterated Lie bracket: adX V = [X, V ] and adi+1X V = [X,adiX V ]. Then:
Di = span{X, V ,adX V , . . . ,adi−1X V }.
Corollary 3.3. If X = span{X} and D = span{X, V } then a regular pair (X ,D) is of equation type if and only if [adi−1X V ,adiX V ] ∈
Γ (Di+2) for i = 1, . . . ,k − 3.
Proof. If (X ,D) is of equation type then the condition [adi−1X V ,adiX V ] ∈ Γ (Di+2) is satisﬁed by Theorem 3.2. There-
fore we shall prove that if [adi−1X V ,adiX V ] ∈ Γ (Di+2) for i = 1, . . . ,k − 3 then (X ,D) is of equation type. By deﬁ-
nition rkD(1) = 2 and by (G1) rkD(2) = 3. If we assume that rkD(i+1) = i + 2 for some i then D(i+1) = Di+1 and
D(i+2) = D(i+1) + span{[ad jX V ,adiX V ] | j = 0, . . . , i−1}. We have to prove that D(i+2) = Di+2, i.e. [ad jX V ,adiX V ] ∈ Γ (Di+2)
for j = 0, . . . , i − 1. However, we know that [ad jX V ,adi−1X V ] ∈ Γ (Di+1) for j = 0, . . . , i − 2. Thus, if we apply Jacobi iden-
tity to [X, [ad jX V ,adi−1X V ]] we get that [ad jX V ,adiX V ] ∈ Γ (Di+2) for j = 0, . . . , i − 2, since Di+2 = [X ,Di+1]. Hence, our
assumption [adi−1X V ,adiX V ] ∈ Γ (Di+2) is a suﬃcient condition for D(i+2) = Di+2. 
4. Geometry of regular pairs
We have seen that contact geometry of an equation (F ) is reduced to the geometry of the pair: (XF ,C). In the present
section we analyze geometry of general regular pairs. An arbitrary distribution D of rank m is locally spanned by m vector
ﬁelds: D = span{Y1, . . . , Ym}. Any tuple (Y1, . . . , Ym) with such a property is called a local frame of D. Having a regular pair
(X ,D), we will deﬁne preferred local frames of D. The construction is inspired by Laguerre–Forsyth normal form of a linear
equation (see [13]). In fact, it can be seen as its non-linear version. At the beginning we choose arbitrary local frame (X, V )
of D such that X = span{X}. We have the following freedom of choice
X → f X,
V → gV + hX,
where f and g are non-vanishing functions. Conditions (G1) and (G2) imply that the tuple (X, V ,adX V , . . . ,ad
k−1
X V ) spans
the whole tangent bundle. Therefore adkX V is a combinations of X, V ,adX V , . . . ,ad
k−1
X V .
Proposition 4.1. If (X ,D) is a regular pair then there exists a local frame (X, V ) of D such that X ∈ Γ (X ) and
adkX V = 0 mod Dk−2. (2)
Moreover, if ( f X, gV + hX) is another frame satisfying (2) then
f X(g) = −k − 1
2
X( f )g (3)
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2 f X2( f ) − X( f )2 = 0. (4)
Proof. First of all, if we ﬁx X and V then a function g can be found in such a way that adkX (gV ) = 0 mod Dk−1. Indeed,
adkX (gV ) = g adkX V + kX(g)adk−1X V mod Dk−1. Assume that adkX V = ϕ adk−1X V mod Dk−1 and consider the equation:
kX(g) + gϕ = 0. It can be solved (at least locally), and if g is a solution then adkX (gV ) = 0 mod Dk−1.
Consider two local frames (X, V ) and ( f X, gV ) which satisfy the conditions: adkX V = 0 mod Dk−1 and adkf X (gV ) =
0 mod Dk−1. We compute directly:
adkf X (gV ) = f k g adkX V +
k−1∑
i=0
f k−i X
(
f i g
)
adk−1X V +
k−2∑
i=0
k−2−i∑
j=0
f k−i− j X
(
f j X
(
f i g
))
adk−2X V mod Dk−2. (5)
It follows that
∑k−1
i=0 f k−i X( f i g) = 0, since adkf X (gV ) = 0 mod Dk−1. Applying the Leibniz rule and dividing by f k−1 sim-
pliﬁes this equation to: f X(g) = − k−12 X( f )g and we get the desired equation (3). Differentiating both sides of (3) with f X
and replacing f X(g) with − k−12 X( f )g gives:
f 2X2(g) =
((
k − 1
2
+ (k − 1)
2
4
)
X( f )2 − k − 1
2
f X2( f )
)
g. (6)
Now, we can substitute (3) and (6) to Eq. (5) and ﬁnd the exact formula for the coeﬃcient next to adk−2X V in terms of f , g ,
X( f ) and X2( f ). We get that this coeﬃcient equals cf k−2g(2 f X2( f ) − X( f )2), where c is a constant depending on k only.
Assume that adkX V = ψ adk−2X V mod Dk−2 and consider the equation: c(2 f X2( f ) − X( f )2) + f 2ψ = 0. It can be solved
simultaneously with (3), and if ( f , g) is a solution then the pair ( f X, gV ) satisﬁes condition (2). Moreover, if we assume
ψ = 0 we get Eq. (4). 
Remark. The operator S X ( f ) = 2 f X2( f ) − X( f )2 is called Schwartzian. It is justiﬁed by the following reasoning. Let γ :
s → γ (s) be a trajectory of X . Then X(ξ) ◦ γ = dds (ξ ◦ γ ) for any function ξ : M → R. Let us consider a new parameter
ϕ : s˜ → ϕ(s˜), such that γ ◦ ϕ is a trajectory of the vector ﬁeld f X . Then f (γ ◦ ϕ) = ϕ′ and one can compute:
S X ( f ) = 2ϕ
′′′
ϕ′
− 3
(
ϕ′′
ϕ′
)2
.
The last term is equal to the Schwartz derivative of ϕ . It is known that parameterizations corresponding to different solu-
tions of Möbius equation S X ( f ) = 0 are related by the formula:
s˜ = as + c
bs + d , (7)
where
( a b
c d
) ∈ GL(2,R). Therefore, on each integral line of X there exists the canonical projective structure.
Deﬁnition. Let (X ,D) be a regular pair. If a local frame (X, V ) of D satisﬁes condition (2) then X is called a projective
vector ﬁeld of the pair (X ,D) and V is called a normal section of D corresponding to X .
Let us note that formula (7) deﬁnes a right action of GL(2,R) on the set of all projective vector ﬁelds. We will see that
this action is closely related to the action of GL(2,R) on cones C(x).
5. From regular pairs to paraconformal structures
In the following section we prove that a regular pair induces a paraconformal structure on the quotient bundle TM/X .
Later, we shall prove that if a regular pair satisﬁes Wünschmann condition then the paraconformal structure on TM/X
deﬁnes a paraconformal structure on the quotient manifold M/X .
Let us consider a regular pair (X ,D) and ﬁx a projective vector ﬁeld X . Eq. (3) implies that if both V and W = gV +hX
are normal sections of D corresponding to X then
X(g) = 0
(take f = 1 in (3)). Therefore adiX W = g adiX V mod X for any i ∈ N. In particular rank-two distributions:
Hi = span{X, adi−1 V }X X
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adkX V = K Xk−3 adk−3X V + · · · + K X1 adX V + K X0 V mod X
where the coeﬃcients K Xi do not depend on the choice of normal section V corresponding to X . In other words K
X
i are
invariants of the pair (X,D) (see [8] for details).
If we change a projective vector ﬁeld X to a new one f X then distributions HiX as well as coeﬃcients K Xi change.
Indeed, we have the following:
Lemma 5.1. Let (X ,D) be a regular pair. Assume that X and f X are projective vector ﬁelds and V and gV + hX are corresponding
normal sections of D. Then
adif X (gV ) =
i∑
j=0
ci j f
j X( f )i− j g ad jX V mod X ,
where
ci j = (−1)i+ j (k − j − 1) · · · (k − i)
2i− j
(
i
j
)
.
Moreover adkf X (gV ) = f k g adkX V mod X .
Proof. Note that Eqs. (3) and (4) allow us to express derivatives Xi(g) and Xi( f ) in terms of g , f and X( f ). Let dij denote
the coeﬃcient next to ad jX V in the expansion of ad
i
f X (gV ). We shall prove that it has a form dij = ci j f j X( f )i− j g . Firstly,
we compute di0 by induction, applying ad f X to both sides of the formula. If i = 0 then d00 = g and di+10 = f X(di0). Thus,
we get the formula for ci0. Then we have di+1 j+1 = f di j + f X(dij+1) and a simple calculation completes the proof. 
By Lemma 5.1 we are able to ﬁnd Hif X and express coeﬃcients K f Xi in terms of K Xi . Note that it follows that K f Xi
depends on K Xi , K
X
i+1, . . . , K
X
k−3 only. In fact we have:
Proposition 5.2. Let (X ,D) be a regular pair. If X and f X are projective vector ﬁelds then
Hi+1f X = span
{
X,
i∑
j=0
ci j f
j X( f )i− j ad jX V
}
and K f Xi =
∑k−3
j=i c˜ ji f k− j X( f ) j−i K Xj , where (c˜i j)i, j=0,...,k−1 = ((ci j)i, j=0,...,k−1)−1 .
Proof. Follows directly from Lemma 5.1. We check that formula for K f Xi satisﬁes:
∑
K f Xi ad
i
f X (gV ) = f k g adkX V mod X ,
where adif X (gV ) are given in Lemma 5.1. 
Remark. Note that K f Xk−3 = f 3K Xk−3. Therefore K Xk−3 is a well deﬁned homogeneous function on distribution X . However, if
i < k − 3 then K Xi depends on the ﬁrst jet of X . In other words, if i < k − 3 then K Xi is not tensorial in X . Nevertheless one
can modify K Xi in such a way that the resulting functions W
X
i satisfy W
f X
i = f k−iW Xi . Namely, our construction is formally
equivalent to Wilczynski construction in the case of linear equations (see original E. Wilczynski book [13], or Se-ashi [12]
for the modern approach). Wilczynski proved that there exist rational numbers aij such that W Xi =
∑k−3
j=i ai j X j−i(K Xj ) is
tensorial with respect to X being the projective vector ﬁeld. Recently, B. Doubrov [3] extended Wilczynski invariants to
non-linear equations: he proved that Wilczynski invariants of linearized equation are contact invariants of the non-linear
equation. We see that one can deﬁne a variant of Wilczynski invariants for an arbitrary regular pair (X ,D).
Let P (X ,D) denote the set of all projective vector ﬁelds of the pair (X ,D). We introduce the following deﬁnition, crucial
for the rest of the paper.
Deﬁnition. Assume that (X ,D) is a regular pair. Let x ∈ M . The set
C(X ,V)(x) = cl
( ⋃
X∈P (X ,D)
HkX (x)
)
⊂ TxM
where cl stands for the closure in TxM with the usual topology, is called characteristic cone of the pair (X ,D) at point x.
W. Kryn´ski / Differential Geometry and its Applications 28 (2010) 523–531 529It follows from Proposition 5.2 that characteristic cone is a rational normal curve in the quotient tangent space TxM/X
for every x ∈ M . Indeed, f (x) and X( f )(x) at a given point x ∈ M can take arbitrary values, unless f (x) = 0. However, if we
take the closure then also f (x) = 0 appears. We get the following:
Corollary 5.3. If X is a projective vector ﬁeld of a regular pair (X ,D) then for every x ∈ M:
C(X ,D)(x) =
{
k−1∑
j=0
ck−1 j s jtk− j−1 ad jX V (x)
∣∣∣ s, t ∈ R
}
mod X .
Therefore, a regular pair (X ,D) on a manifold M deﬁnes a paraconformal structure on the quotient bundle TM/X . In particular, if
k = 3 then there is a well deﬁned conformal metric of signature (+,+,−) on TM/X .
If a pair (XF ,C) is of equation type, then we can consider the quotient manifold S = J k−1(R,R)/XF which is just the
solution space of the equation (F ). In the case of general regular pair (X ,D), the quotient manifold M/X is not always
well deﬁned. However, if we restrict to suﬃciently small U ⊂ M then the quotient space U/X |U exists. In the rest of the
paper we will assume, for convenience, that S = M/X is globally deﬁned.
We want to answer to the question, when the paraconformal structure, deﬁned by cones C(X ,D), induces a paraconfor-
mal structure on the manifold S = M/X . For this Wünschmann condition is needed.
Deﬁnition. A regular pair (X ,D) satisﬁes Wünschmann condition if K Xi vanishes for any i = 0, . . . ,k − 3 and any projective
vector ﬁeld X .
Remark. It follows from Proposition 5.2 that if K Xi vanishes for one projective vector ﬁeld X then it vanishes for all projec-
tive vector ﬁelds. Equivalently one can deﬁne Wünschmann condition requiring that all Wilczynski invariants vanish.
Theorem 5.4. If a regular pair (X ,D) on a manifold M satisﬁes Wünschmann condition then the ﬂow of a projective vector ﬁeld X ∈
Γ (X ) preserves C(X ,D) and therefore projection of C(X ,D) to the quotient manifold S = M/X deﬁnes a paraconformal structure
on S.
Proof. Consider a projective vector ﬁeld X and a normal section V . The distribution HkX is spanned by X and W = adk−1X V .
The Lie derivative LXW equals ad
k
X V . But, if Wünschmann condition holds then ad
k
X V = 0 mod X . Therefore LXHkX ⊂ HkX
and it follows that the distribution HkX is invariant under the ﬂow of X , thus it has a well deﬁned projection to S . 
6. From paraconformal structures to regular pairs
Assume that on a manifold S of dimension k there is given a paraconformal structure C understood as a ﬁeld of rational
normal curves in T S:
C(x) = {tk−1V0 + stk−2V1 + · · · + sk−1Vk−1 ∣∣ s, t ∈ R}⊂ TxS (8)
where V0, . . . , Vk−1 ∈ TxS are linearly independent vectors. If a frame (e0, e1) of a vector bundle F is chosen then Vi =( k−1
i
)
ei0  e(k−i−1)1 . Let
MC = P (C)
be a projectivization of C . MC is a ﬁber bundle over S with ﬁbers diffeomorphic to RP1 (over a point x ∈ S there is given
a Veronese curve in P (TxS)). The projection MC → S will be denoted π .
We can deﬁne on MC a tautological rank-two distribution. Namely, if p ∈ MC then p is a line in the space TxS , where
x = π(p), and we take all vectors which project to p:
DC (p) =
{
v ∈ T pMC
∣∣ π∗(v) ∈ p}.
Let XC be the vertical distribution tangent to the ﬁbers of MC :
XC = kerπ∗.
Theorem 6.1. If C is a paraconformal structure on a manifold S then the pair (XC ,DC ) on MC is regular and satisﬁes Wünschmann
condition. Moreover, the projection of C(XC ,DC ) to S coincides with C .
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vector ﬁelds from the base manifold to MC . If Y is a vector ﬁeld on S then we write in coordinates Y˜ = (Y ,0). It follows
that π∗(Y˜ ) = Y . In this way we get that
DC = span
{
∂t, t
k−1 V˜0 + tk−2 V˜1 + · · · + V˜k−1
}
,
where vector ﬁelds V0, . . . , Vk−1 are deﬁned by (8). Let V˜ = ∑k−1j=0 tk−1− j V˜ j . Then the tuple (∂t , V˜ ,ad∂t V˜ , . . . ,adk−1∂t V˜ )
spans whole tangent bundle TMC . Hence, conditions (G1) and (G2) are satisﬁed and the pair (XC ,DC ) is regular. Moreover
adk∂t V˜ = 0. Therefore ∂t is a projective vector ﬁeld, V˜ is a corresponding normal section and all coeﬃcients K ∂ti vanish.
Therefore (XC ,DC ) satisﬁes the Wünschmann condition.
In order to show that the projection of C(XC ,DC ) to S coincides with C it is suﬃcient to consider the cone C(XC ,DC )
for a ﬁxed value of t , say t = 0. We have (ad j∂t V˜ )(0) = j!V˜k−1− j . Therefore, by Corollary 5.3, we get:
C(XC ,DC ) =
{
k−1∑
j=0
ck−1 j s jtk− j−1 j!V˜k−1− j
}
mod XC ,
where ck−1 j = (−1)k− j−1 (k− j−1)!2k− j−1
( k−1
j
)
. If we introduce a new variable t˜ = − 12 t then the formula for C(XC ,DC ) takes the
form:
C(XC ,DC ) =
{
(k − 1)!
k−1∑
j=0
s jt˜k− j−1 V˜k−1− j
}
mod XC ,
and π∗C(XC ,DC ) coincides with C . 
In the proof above we use t as an aﬃne vertical coordinate on MC . However, we can use s as well and we get that ∂s is
a projective vector ﬁeld too. We have seen that GL(2,R) acts on the set of projective vector ﬁelds. On the other hand there
is also an action of GL(2,R) on ﬁbers of MC which comes from original GL(2,R)-structure. (In fact we have SL(2,R) action
in both cases.) Formulas (1) and (7) show that these two actions are essentially the same.
7. Paraconformal structures of equation type
Theorems 3.2 and 6.1 imply the following result.
Theorem 7.1. A paraconformal structure C on a manifold of dimension k is of equation type if and only if rkD(i)C = i + 1, for i =
1, . . . ,k − 1.
If V˜ is a vector ﬁeld deﬁned in the proof of Theorem 6.1 then Corollary 3.3 gives:
Corollary 7.2. A paraconformal structure C on a manifold of dimension k is of equation type if and only if [adi−1∂t V˜ ,adi∂t V˜ ] ∈
span{V˜ ,ad∂t V˜ , . . . ,adi+1∂t V˜ } for i = 1, . . . ,k − 3.
In the case of k = 3 we get a result of [6].
Corollary 7.3. Any paraconformal structure on 3-dimensional manifold is of equation type.
Proof. It follows from Theorem 6.1 that DC has growth vector (2,3,4). Therefore DC is equivalent to Engel (2,4)-distri-
bution and thus the pair (XC ,DC ) is of equation type. Note that in this case the condition of Corollary 7.2 is always
satisﬁed. 
If k = 4 we get the following result:
Corollary 7.4. Let
C(x) = {t3V0 + st2V1 + s2tV2 + s3V3 ∣∣ s, t ∈ R}
be a paraconformal structure on a 4-manifold M and assume that
[Vi, V j] =
3∑
cli j Vl.
l=0
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c023 = 0, 3c123 − 2c013 = 0,
3c223 − 6c113 + 3c003 + c012 = 0,
c323 − 6c213 + 9c103 + 3c112 − 2c002 = 0,
2c313 − 3c212 − 9c203 + 6c102 − c001 = 0,
c312 + 3c303 − 6c202 + 3c101 = 0,
2c302 − 3c201 = 0, c301 = 0.
Proof. We consider vector ﬁelds V˜ i on MC as in the proof of Theorem 6.1 and we apply Corollary 7.2 to C . Let W0 = V˜ and
Wi+1 = [∂t,Wi]. We have to check that [W0,W1] ∈ span{W0,W1,W2}. We have
W0 = t3 V˜0 + t2 V˜1 + t V˜2 + V˜3
and
W1 = 3t2 V˜0 + 2t V˜1 + V˜2.
Moreover, we get
[W0,W1] =
3∑
l=0
l∑
k=0
1
l! (−1)
k
(
l
k
) 3∑
i=0
2∑
j=0
t5−i− j+kcl−ki j Wl,
and the coeﬃcient next to W3 has to vanish in order to [W0,W1] ∈ span{W0,W1,W2}. This coeﬃcient is a polynomial of
order 7 in t . We get 8 linear equations for cli j . 
Remark. Corollary 7.4 is a coordinate version of Theorem 7.1. If we choose a different frame (e˜0, e˜1) of a bundle F then
we get new vector ﬁelds V˜ i =
( k−1
i
)
e˜i0  e˜(k−i−1)1 and new coeﬃcients c˜li j . The new coeﬃcient c˜li j will depend on the old
one and on the ﬁrst jet of a transition GL(2,R)-valued function. However it follows from Theorem 7.1 that the conditions of
Corollary 7.4 do not depend on the choice of (e0, e1), i.e. if they hold for cli j then they hold for c˜
l
i j too. In our forthcoming
paper we construct a Cartan connection for an arbitrary GL(2,R)-structure. In this setting the conditions of Corollary 7.4
can be seen as vanishing of parts of curvature tensor of the connection.
It is clear that there exist paraconformal structures which do not satisfy the conditions of Corollary 7.4. For instance,
one can consider a Lie algebra g = 〈v0, . . . , v3〉 with structural constants cli j such that c023 = 0. If M is a Lie group with
Lie algebra g and Vi are left-invariant vector ﬁelds corresponding to the generators of g then the associated paraconformal
structure, deﬁned by formula (8), is not generated by an equation.
The same reasoning can be applied to paraconformal structures on manifolds of higher dimensions. One can prove the
analogue of Corollary 7.4 and, in particular, it follows that paraconformal structures deﬁned by an equation satisfy c0k−1k = 0,
where coeﬃcients cli j are deﬁned as in Corollary 7.4.
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