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Abstract
(Sheared) Flows have been studied extensively in devices such as tokomaks, and
Q-machines. The study of flows has multiple purposes; it is observed that plasmas
in space, and in the ionosphere, tend to have (sheared) flows, and to be able to
better understand these, it is desired to perform experiments in the laboratory. As
well, flows have been studied extensively for the purposes of fusion. It has been
observed that (sheared) flows may excite certain instabilities such as the Kelvin-
Helmholtz instability; (sheared) flows also have the ability to suppress gradient-drive
instabilities, such as drift-waves. Being able to change and control the flow, and flow
shear in a plasma is an important region of experimental study.
The Helicon-Cathode device at the University of New Mexico is a linear device
that can produce a plasma via an rf-antenna, or via a cathode discharge. Using
the helicon source, it is possible to create a dense lab plasma ≈ 1019 m−3, and an
electron temperature around 5eV. Using this device, electrodes were placed into the
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plasma, and biased. In order to characterize if any changes occurred in the plasma,
electrostatic probes were used to measure the (floating) potential, and the density
profile, in addition to mach probe measurements, which were used to measure axial
flow (flow along the magnetic field), and azimuthal flow (flow perpendicular to the
magnetic field).
Experimental were completed with two goals. The first goal of the project was
to compare estimated flow values, found from the measured density and potential
measurements, with the measured flow values. The second goal of the project was
have an empirical analysis of the electrode affects on the plasma. It is hoped that
this analysis will make it possible for other groups to re-create specific shear profiles,
and flow speeds in a similar device.
It is observed that measured flow values do not match estimated flow values,
and reasonable explanations may be the lack of temperature and plasma potential
measurements, or the failure of mach probe theory due to an insufficiently magnetized
plasma. It may also be possible that more complicated physics is occurring due to
drift-waves, and zonal flows in the system. It is also observed that it is possible to
affect the (floating) potential of the system, along with the azimuthal and axial flows
of the system. Different sheared profiles are exhibited for different grid biases; the
results provide a frame-work for better controlling flows using multiple electrodes,
and for creating specific flow values in a similar device.
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Introduction
1.1 Overview
While plasma was ‘discovered’ in the late 1800’s, it was not until 1920’s that it re-
ceived its name from Irving Langmuir. Since then, plasma has been well studied
both theoretically and experimentally. It is thought to comprise 99% of the visible
matter in the universe, though its natural forms on Earth are limited [13]. Incor-
porating a large range of parameters, plasma exists at temperatures less than 1 eV
to temperatures around 106 eV, and densities that range from 106 m−3 to 1034 m−3
[13]. Plasma exists in fusion reactors, the ionosphere, and within stars and galaxies.
Various types of plasma can be seen in Figure 1.1.
Understanding the behavior of plasma is critical to understanding the ionosphere,
space phenomena, and successfully creating fusion. The physics of a plasma is compli-
cated; charged particles can generate their own electric fields, in addition to external
electric and magnetic fields that are generally applied to ‘control’ these particles.
The movement of these particles is generally called current or flow; when these flows
are sheared (have a gradient), they can excite or suppress microinstabilities and tur-
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(a) Z-machine, [48] (b) Aurora from Space, [50]
(c) Solar Flare, [57]
(d) Cygnus A, [51]
Figure 1.1: Types of Plasmas
bulence. Flow direction is generally described by its relationship to the magnetic
field; field aligned flows are along the magnetic field, while other flows are transverse
to the magnetic field. The importance of both types of flows has been observed
not only in nature, in places such as the solar wind and the ionosphere, but also in
fusion devices, such as tokomaks and stellarators. Flows have the ability to excite or
suppress microinstabilities and turbulence, and for this reason have become a well
studied subject.
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1.2 Previous Work on the Study of Transverse Flows
One of the large issues present in tokomaks is cross-field particle transport caused
by turbulence and microinstabilities. By understanding the source of the turbulence
and instabilities, it may be possible to counter these effects. Some types of flows are
capable of driving an instability, such as the Kelvin-Helmholtz instability, while flows
are thought to stabilize some instabilities, such as pressure gradient-driven modes
[32]. Flows transverse to the magnetic field are believed to be the main cause of
these effects seen in tokomaks [22, 31], and are the most well studied case of plasma
flow, and its affects. Transverse flows, or the application of a radial electric field to
control E×B flow, has been studied since the late 1960’s and early 1970’s, and is
still studied today.
One of the first people to experimentally study the affects of a transverse flow
was Jassby [35, 37, 36]. He was able to effect the flow in a single-ended Q-machine by
placing two concentric plates at one end of the machine. The two plates were then
biased to create and effect a radial electric field. He found that by increasing the
electric field, a previously stable plasma developed a Kelvin-Helmholtz instability. He
also found that for very large sheared flows, this stability would become suppressed
and other oscillations would develop. Recently, a similar experiment has been done
by a group in France, using the triple-plasma device MIRABELLE [8, 7, 9].
Using a grid to affect the axial flows, a limiter is also placed in front of the source
to better control the radial electric fields [8, 9]. Without any limiter or biasing, drift
wave instabilities, caused by a radial density gradient, are present. Using the grid and
limiter, two other instabilities have been observed: the Kelvin-Helmholtz instability,
and the Rayleigh-Taylor instability [8, 9]. In another experiment, an octopole is
placed into the plasma; this cylindrical device is made up of 8 plates, each of which
is driven with a sinusoidal signal that is phase-shifted from the previous plate. This
allows the creation of a rotating electric field with a specific mode m, within the
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limits of m=1-3 [7]. Using the octopole, it was possible to synchronize with certain
modes of the Kelvin-Helmholtz and Rayleigh-Taylor instability.
The effects of transverse flows have also been recently studied using the Naval
Research Laboratory’s Space Physics Simulation Chamber [4, 5]. A system of 11
concentric rings are placed in the chamber, with a spacing of 1 cm in between the
rings. Each ring can be biased separately, or they can be connected into groups,
allowing for very precise control over the radial electric field. The parallel shear flow
was negligibly small, and all the effects observed are from the transverse shear flows.
It was observed that with the application of an increasing electric field it was possible
to excite waves from the inhomogeneous energy density driven (IEDD) instability.
This instability also appears to match ionosphere observations in which there is ion
heating.
Similar results have been seen in the Auburn Linear Experiment for Instability
Studies (ALEXIS) [56], using a set of 4 rings at the far end of the device. The
two inner rings are held at a constant voltage of -120V, and the outer fourth ring
is held at 0V. The voltage on the third ring is then varied. For positive bias on
the third ring, it is observed there exists field aligned currents, but for negative bias
there are minimal field aligned currents. However, the observed instability grows
with decreasing field aligned currents, but increasing transverse shear, and has been
identified as the IEDD instability.
Experiments using the ring-bias method have also been performed in the QT
Upgrade machine at Tohoku University [63]. Using a limiter to control the diameter
of the plasma column, the endplate of the machine is made of 5 concentric rings,
each of which can be biased separately. It is observed that when the electric field is
approximately zero, there exists drift wave instabilities, which then become stabilized
with increasing electric field, independent of its sign. It is also observed, that with
increasing positive electric field, a flute mode instability forms. This is also weakly
observed for negative electric fields.
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While most experiments concentrate on using flows to control the microinsta-
bilities and turbulence, recent observations in the Controlled Sheared Decorrelation
Experiment (CSDX) at UC San Diego show that turbulence can dominate the flows
in a plasma [26, 58, 59, 62]. In this helicon argon plasma, it has been observed that
the azimuthal flow direction is dominated by Reynolds stress and zonal flows. The
flow direction and strength has been shown to match the Reynolds stress induced
flow. Currently they have made no experiments to suppress or control the flows.
1.3 Previous Work on the Study of Parallel Flows
The effect of parallel flows is complicated by the presence of transverse shear flows.
It is rare to have a plasma that does not have a transverse flow, and generally the
transverse flow is the dominant flow [40]. However, theories indicate that parallel
flows should also be able to excite or suppress microinstabilties [14, 15], and so
experiments were developed to create plasmas that were dominated by parallel flow,
and in some cases, even absent of (sheared) transverse flow. Flows aligned with the
magnetic field have been most studied in Q-machines, and little other work has been
done with them.
The ability of parallel shear flow to excite or suppress instabilities was first pro-
posed and studied by D’Angelo and Goeler in the 1960’s using a double-ended Q-
machine, the Q-3 cesium device, for three different setups. The first case they studied
used a biased pipe, in which the plasma column traveled down the pipe. The second
setup used a disk at one end of the machine, which was biased uniformly with respect
to the other end of the machine, and the last setup used a ring and disk, in which the
ring and disk were biased with respect to end. In each case they were able to pro-
duce an instability, though it was strongest in the ring and disk setup where they also
were able to create counter-streaming flows. The instability they found matched the-
oretical calculations for the Kelvin-Helmholtz instability (D’Angelo mode) [14, 15].
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This experiment has been repeated more recently by Ref. [2, 61] using the Iowa
double-ended Q-machine (IQ-2).
Other work has been done at the University of Iowa. Experiments have been
done using both a single-ended and double-ended configuration [1]. In the single-
ended configuration, an electron collector is surrounded by an electrically isolated
ring, and placed at one end of the chamber. When the electron collector is biased
positive, and the ring is left floating, the electrostatic ion-cyclotron instability(EIC)
with harmonics is observed. When the collector and ring are both biased to the same
voltage, the EIC exists but without harmonics. For the double-ended configuration,
an electron collector is placed near one end of the machine, and the power applied
to each emitting plate is varied to control the parallel flow. In this case it was noted
that when the net flow was approximately zero, there was also a minimum in the
EIC instability, indicating that parallel shear flow does play a role in the excitation
of the EIC instability.
Experiments have also been done in the Q-machine at the WVU [55, 46] in a
single-ended configuration. A positively biased electrode is placed at one end of
the device, and the magnetic field direction is switched to create parallel and anti-
parallel flow. For the case of no shear, there exists ion-cyclotron waves. When
the shear is increased in one direction, the ion-cyclotron waves are damped. When
the shear is increased in the other direction, the waves increase and become multi-
harmonic. When the field is reversed, it as not possible to excite the multi-harmonic
ion-cyclotron waves.
In Japan, experiments have been performed in a Q-machine by a group at Tohoku
University, using the QT -Upgraded Machine [40, 42, 41]. One end plate is an electron
emitter, while the other end is an ion-emitter. The ion-emitter consists of three
sections, each with their own bias. The three sections are isolated from each other
and do not create a radial electric field. A grid biased to -60V is placed in front of
the ion emitter. When ∆V = V1 − V2 is negative, the Kelvin-Helmholtz instability
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is observed, while when ∆V is positive, the drift-wave instability with m=1, 2, and
3 is excited. Both instabilities become suppressed after surpassing a critical value in
the shear strength.
While most of the experiments described take into account only one shear flow,
experiments have been performed in a Q-machine at WVU where the affect of both
shear flows is taken into account [3, 43, 45, 44]. A segmented disk is placed at one end
of the chamber, and a bias between the plates is used to create a radial electric field.
Each disk segment is biased above the plasma potential to control the parallel flow.
In this way there exists both a field-aligned flow, and a transverse field flow. When
there exists a strong field aligned flow, but no applied electric field, it was possible to
excite the current-driven electrostatic ion-cyclotron (CDEIC) instability. However,
when the parallel shear flow is too small to excite ion-cyclotron waves, an outward
pointing electric field is able to excite them[43]. For an inward facing electric field,
it was found that the IEDD instability is excited[3, 45, 44].
1.4 Goals and Scope of the Thesis
As can be seen, a wide variety of experiments have been performed in linear devices.
Other experiments have also been performed in tokomaks and stellarators, though
those are not presented here. The majority of the experiments performed have oc-
curred in devices with low temperature (Te = .3eV ) and density(n = 103− 104 m−3.
The experiment and results presented in this thesis are also performed in a linear
device, but with typical densities around 1019 m−3, and typical electron temperature
around 5eV. In order to attempt to control and understand the flows in a helicon
plasma, multiple electrodes will be placed into the plasma, and a DC-voltage will
be applied to these. In order to characterize the affects that these have the plasma,
floating potential and density measurements will be taken along with flow measure-
ments.
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There are two main goals for this project. The first goal is to use the measured
density and potential profiles in order to estimate the total azimuthal flow in the
system; this value will then be compared to flow values measured directly by Mach
probes. These two values should be in agreement with each other. The second goal
is to develop an empirical method for effecting the flow velocities, and shear shapes
in the plasma. From the data taken, it is hoped that other groups, or even others
using the same device, will be able to create a similar experiment, and create the
type of flow they wish to have for their experiments.
It was also hoped that it would be possible to derive a simple model of the
system. The ground work for this can be found in the appendix. A considerable
amount of time and effort went into trying to solve the equations that were found.
Unfortunately, the problem was not as simple as first believed, and a simple model
was not completed. However, the work that was completed has been included for
future work.
9Chapter 2
Theory Review
2.1 Plasma Equations
2.1.1 Some common definitions
Plasmas have been well studied both theoretically and experimentally; many prop-
erties and characteristics about them are known, and can be found in texts such as
Ref. [13], Ref. [47], and many others. The physics of plasmas is generally studied
from two different standpoints: a statistical approach, where we try to describe the
behavior of single particles, and then a fluid approach, where we assume particles of
the same species, such as electrons, behave identically. However, the equations for
both are more closely linked, and starting with one case can lead to the other. A full
derivation and explanation can be found in Ref. [47].
We begin by defining a distribution function for our given system:
F (x1,x2, ...,xN ,v1,v2, ...,vN , t) (2.1)
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which describes the position, x, and velocity, v, of every particle in the system at a
given time. From this, we define a one-body distribution, where we integrate over
all of the positions and velocities that we do not wish to study. This leaves us with
a function that is dependent on only one particle’s (or species of particle’s) position
and momentum.:
nαfα(x1,v1, t) = Nα
∫
F (x1, ...,xN ,v1, ...,vN , t)dx2...dxN , dv2...dvN (2.2)
Nα = total number of particles α
nα = average number of particles α per volume
This function will tell us everything we want to know about our one particle (species).
We can also have two-body, three-body, or n-body distributions, where we omit the
integration of the second, third, or n-particles that we wish to know about. As we
integrate over less, our system becomes more complete.
We can use the one-particle distribution to define several properties of our system.
We begin by defining the total number of particles per volume, or particle density:
nα(x, t) =
∫
nαfα(x,v, t)dv (2.3)
Another important quantity to know is the particle flux, or the number of particles
moving through a unit area in a unit time. This is defined as:
Γα(x, t) = nα
∫
vfα(x,v, t)dv = nα(x, t)uα(x, t) (2.4)
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where we have actually defined another quantity, the average velocity u,
uα(x, t) =
vfα(x,v, t)dv∫
fα(x,v, t)dv
=
nα
nα(x, t)
∫
vfα(x,v, t)dv (2.5)
Notice there are two different velocities used here. One, v, is the instantaneous
velocity of a single particle, while u is the average velocity of a single particle (or
species of particle). Since the moving particles are charged, we also have a current
density:
Jα(x, t) = qαnα
∫
vfαdv = qαΓα(x, t) = qαnα(x, t)uα(x, t) (2.6)
where qα is the charge of the particle α.
The last term we will define for the moment is the pressure. This is a tensor of
the form:
Pα(x, t) = nαmα
∫
(v− uα)2fα(x,v, t)dv (2.7)
where mα is the mass of the particle α. In the case where we have a spherically
symmetric system, this simplifies to diagonal terms that have the form:
pα =
mαnα
3
∫
(v− u)2fαdv = nαkBTα (2.8)
where kB is the Boltzmann constant. In general, this constant will be omitted, and
the temperature of the system will be given in units of energy. Using the quantities
defined here, we are able to switch from our one particle view to our fluid view.
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Our governing equations
Our distribution function that we defined above has to follow the Louiville equation
[47]:
∂F
∂t
+
∑
i
(
∂F
∂xi
· vi + ∂F
∂vi
· aTi
)
= 0 (2.9)
The term aT represents the total acceleration of our particle(s); we will assume that
this is strictly from external electric and magnetic fields. If we write the Louiville
equations in terms of our one-body distribution, we find, with the details omitted,
the plasma kinetic equation [47]:
∂fα
∂t
+ v · ∂fα
∂x
+
qα
mα
〈
E +
v×B
c
〉
· ∂
∂v
fα =
∂fα
∂t
∣∣∣
c
(2.10)
The last term in this equation represents any non-conservation forces, sources and/or
sinks; when we set this term to zero, we find the Vlasov equation. This equation
coupled with Maxwell’s equations, describes our system.
From this equation we can derive our fluid equations. The first, and easiest,
equation to find is the continuity equation. In order to find this, we take the zeroth-
order velocity moment; this is to say, we integrate over all of velocity space. If we
do this, we find [47]:
∂
∂t
nα(x, t) +∇ · nα(x, t)uα(x, t) = 0 (2.11)
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This equation tells us that the sum of the number of particles entering and leaving
the system is constant: whatever comes in must go back out. This is of course not
true when we have sources and sinks, such as ionization; we add these terms to the
right side of equation.
Following the procedure above, we now take the first-order velocity moment of
the Vlasov equation. From this, we can find the momentum transfer equation:
mn
 1∂u
∂t
+
2
(u · ∇)u
 = qn( 3E + u×B)− 4∇p − 5mnνmnu− 6mu (G− L) (2.12)
Looking at each term individually:
1: Time rate of change of the momentum
2: This term is known as the convection-advection term.
3: Electric and magnetic forces.
4: Pressure gradient. This term is often replaced with kBT∇n,whenT = constant.
5: Momentum loss due to collisions, where ν is the collision frequency.
This form assumes that one of the particles is stationary.
6: This term includes additional sources (G) and sinks (L). These may arise
from boundary loss, recombination, or ionization.
These two equations are the most basic form of our starting equations for plasmas. It
is possible to keep all terms, though generally terms are omitted for simplicity. Many
of the properties and characteristics of plasmas can be derived from using simplified
forms of these two equations.
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2.2 E and B Effects
Magnetic fields play a very crucial role in the study of plasmas; the most prominent
issue is the issue of confinement. Plasmas are, in general, too hot for normal materials
to be able to contain them. The way around this has been to use magnetic fields in
order to confine them. Charged particles ‘stick’ to magnetic field lines and can drift
along the field lines, generally gyrating around the field lines [13]. The simplest way
to see this is to start with equation (2.12); for simplicity, we will set terms 2, 4, 5,
and 6 to zero and assume that E=0. This leaves us with the form:
m
du
dt
= qu×B (2.13)
We now choose the magnetic field to point the +zˆ direction, we can write out differ-
ential equations describing our motion:
u¨x = −
(
qB
m
)2
ux (2.14)
u¨y = −
(
qB
m
)2
uy (2.15)
u˙z = 0 (2.16)
We find that the form of our motion is that of a harmonic oscillator with an oscillation
frequency we will define as the cyclotron frequency[13]:
ωc =
|q|B
m
(2.17)
Chapter 2. Theory Review 15
When we solve our differential equations, we find a solution to be[13]:
x− x0 = −iu⊥
ωc
eiωct y − y0 = ±u⊥
ωc
eiωct (2.18)
Defining a new value, the Larmor radius[13], and taking the real part, we find our
trajectory to be:
x− x0 = rLsin (ωct) y − y0 = ±rLcos (ωct) (2.19)
rL =
u⊥
ωc
=
mu⊥
|q|B (2.20)
We find what we previously stated. A particle moving along a magnetic field line
continues to move along the magnetic field line, but gains a gyrating motion around
the magnetic field line, giving it a helical trajectory. The radius of its gyrating motion
is the Larmor radius, and as we can see, it is dependent on charge and mass. We can
now begin to complicate the situation to see how the trajectory becomes effected;
we will next add an electric field.
2.2.1 E×B Drift
We will once again begin with equation (2.12), and for simplicity neglect terms 2, 4,
5 and 6.
mn
∂u
∂t
= qn (E + u×B) = 0 (2.21)
If we cross this equation with B, we find [13]:
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E×B + (u×B)×B = 0 (2.22)
E×B = uB2 − (u ·B)B (2.23)
ue =
E×B
B2
(2.24)
This velocity describes the motion of a particle when the electric and magnetic field
are not parallel. The particle slowly drifts in the direction of E×B independent of
its mass or charge. While this may not at first make physical sense, we can see that
it is correct.
Imagine we have an electric field that points to the right and a magnetic field that
points out of the page, as shown in Figure 2.1. We now place an positive particle
in our fields and the electric field causes the particle to move to the right. However,
as soon as it starts moving to the right, the magnetic field also acts on the particle,
pushing the particle downwards. The particle is now forced to move in a circular-
type motion, but is unable to finish the circle. Part of its trajectory will push it in a
direction opposing the electric field, slowing the particle down. Another part of the
motion puts it moving with the electric field, increasing its speed. This process will
repeat until the particle is slowing drifting in one direction.
Figure 2.1: Charge and mass independence of E ×B drift velocity; excerpted from
Ref. [13]
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A negative particle will move in the opposite direction, but its energy gain and
loss cycle is also reversed. In the end, the particle will end up drifting in the same
direction, independent of its mass or charge.
2.2.2 Diamagnetic Flow
Above, we saw one type of drift or flow that we find in plasmas. However, many
other flows can be generated in plasmas. We will again start with equation (2.12),
but we are going to once more ignore terms 2, 5 and 6, and assume a steady-state
solution (∂/∂t→ 0).
∇p = qn (E + u×B) (2.25)
We’ll now cross this into B, and with a little bit of rearrangement, we find[13]:
u⊥ =
E×B
B2
− ∇p×B
qnB2
(2.26)
We recognize the first term as equation (2.24). The second term is the diamagnetic
flow, uD.
uD = −∇p×B
qnB2
(2.27)
This term arises when there exists a pressure gradient in the plasma. Notice that
this term acts in the same direction (or directly opposite) as ue. The flow direction is
also such that the magnetic field produced by our particles will reduce our external
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magnetic field [13]. Also notice that this term is dependent on the charge of the
particle; ions and electrons have different diamagnetic flow directions. When talking
about flow directions that are transverse to the magnetic field, we often relate them
to the diamagnetic flow directions.
Figure 2.2: Diamagnetic flow directions for electrons and ions when the magnetic
field points out of the page, and the pressure gradient points in the -rˆ direction.
Figure 2.2 shows the diamagnetic flow directions for a cylinder with magnetic
field, B = Bozˆ, pointing out of the page. The electron diamagnetic flow direction is
in the +θ direction, while the ion diamagnetic flow direction is in the -θ direction.
We have also assumed that ∇p is pointing inwards, in the -rˆ direction.
Collisional Effects
An important piece of information left from these derivations is the effect of collisions.
Following the derivation for E×B and diamagnetic flow, it is possible to find:
uB2 = E×B− m
q
νu×B (2.28)
Separating this equations into components:
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uθ = −Er
Bz
+
mν
q
ur
Bz
ur =
Eθ
Bz
− mν
q
uθ
Bz
(2.29)
uθ = −Er
Bz
+
mν
qBz
(
Eθ
Bz
− mν
q
uθ
Bz
)
(2.30)
u = Average velocity
E = Electric field
B = Magnetic field
m = Particle mass
n = Density
q = Particle charge
ν = Collision frequency
uθ = −Er
Bz
1
1 +K
+
1
K (1 +K)
Eθ
Bz
(2.31)
where K is the collisionality, and is defined as: K=ν/ωc, the collision frequency over
the cyclotron frequency. Collisions reduce the effect of E × B flow, and also the
diamagnetic drift, which is neglected for this derivation.
2.2.3 Other Common Plasmas Parameters
In looking at some of the effects the electric and magnetic fields have on charged
particles, we came across some common parameters or definitions. While there are
other parameters like these, there are two more that will be important for later
discussions. The first of these is the sound speed in a plasma. This is defined as:
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cs
(
kB (Te + Ti)
m
)1/2
(2.32)
This becomes important when talking about the flow velocities in a plasma. We will
define the mach number as:
M =
v
cs
(2.33)
The mach number gives us a consistent system for comparing flow speeds. In some
systems 300 m/s may be fast, while in other system 300 m/s maybe be slow. However,
if for the first system, the mach number is 1.3, but for the second system the mach
number is .01, then it is easy to say that for the first system, the speed is fast, but
for the second system, the speed is slow.
Another quantity that is useful to define is the ion gyroradius, but at the electron
temperature:
ρs =
(
kbTe
mi
)1/2
1
ωci
(2.34)
Here, we have assumed that the energy of the ion is the same as the electron. How-
ever, its cyclotron frequency is independent of the energy it is assumed to have, and
so the radius of its gyration has to change. This definition is particularly useful in
drift-wave theory, as will be seen.
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2.2.4 Zonal Flows
Reynolds Stress
Many flows in nature are turbulent; plasmas, even though they are made up of
separate particles, can also be turbulent. One example of turbulence many people
are most familiar with are smoke stacks. Turbulence itself is hard to define. One
definition is a ‘spatially complex vortex field which advects itself in a chaotic manner’
[16]. A different way to look at turbulence is by looking at some of its characteristics
[54]. First, turbulence is irregular and random; it has random fluctuations forcing us
to treat it with statistical methods. Second, turbulence is very diffusive; this causes
rapid mixing, increasing the rates of momentum, heat and mass transfer.
Large momentum fluxes occur because of turbulence caused velocity fluctuations,
which can be visualized as a stress: Reynolds stress. To derive this, we start with
the equation of motion for an incompressible fluid. Because we are dealing with a
turbulent system we are forced to use mean quantities to describe our scenario. We
begin once more with the momentum equation, and we will assume that the we have
slight fluctuations. We will break our terms into a steady-state term, denoted with
a knot, and a fluctuating term, denoted with a tilde. For example, u = u0 + u˜, and
p = p0 + p˜. Also note that the steady-state term is the same as the time-average of
the instantaneous quantity:
u0 = lim
t1→∞
1
t1
∫ t0+t1
t0
u dt (2.35)
We will also claim that our fluctuations are random, so the time-average must be
zero:
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〈u˜〉 = 0 (2.36)
where the bracket has been used to represent the time-average. If we now apply a
time-average to the momentum equation, we find [16, 54]:
(u0 · ∇)u0 + 〈(u˜ · ∇) u˜〉 = −∇p0
mn
(2.37)
which, with a little rearranging, becomes[16, 54]:
(u0 · ∇)u0 = −∇p0
mn
− ∂
∂xj
〈u˜iu˜j〉︸ ︷︷ ︸
Reynolds Stress
(2.38)
The last term in this expression is the Reynolds stress. Note that it is not really a
stress, but that we treat it as a stress. The Reynolds stress describes the momentum
transport in the system. If we imagine we have a box of volume V and surface area
S, then the Reynolds stress tells us how much momentum leaves or enters our volume
V through the area S [16, 54]. Reynolds stress is a flux, but instead of a particle flux,
as we have seen before, it is a momentum flux. The Reynolds stress tensor has both
diagonal and off-diagonal terms. The diagonal terms are considered normal stresses
or pressures, and do little to transport the momentum. However, the off-diagonal
terms are shear stresses, and it is these terms that tend to transport momentum
around the system [54].
It is important to know that, like many statistical problems, the Reynolds stress
problem is unclosed. While we are able to experimentally measure (reproducibly) the
Reynolds stress in a fluid or plasma, there is no complete set of equations to describe
Chapter 2. Theory Review 23
this phenomena [16, 54]. However, as we will see, Reynolds stress plays an important
role in the world of turbulence, and is extremely important to our understanding of
zonal flows.
Connection to Zonal Flows
Zonal flows are important in both nature and lab plasmas and, in fluids. Zonal
flows are azimuthally symmetric band-like shear flows [17, 33]. While these are
present in nature, as seen in the Jovian belts, the main motivation behind studying
these comes from toroidal fusion plasmas. Zonal flows have been well studied both
theoretically and experimentally [19, 26, 58], and continue to be studied. Zonal flows
are a non-linear phenomena and have many properties that are not yet understood.
A detailed review of zonal flows can be found in Ref. [17]. The importance of
zonal flows comes from the effect they can have on a plasma. Zonal flows have a very
strong relationship to turbulence, making them extremely important in the nonlinear
saturation of turbulence.
The drift velocities or diamagnetic flows that we reviewed in section 2.2.2 can
cause oscillations that cause drift waves. Drift waves are generally believed to be
the main source for anomalous transport (or flow across field lines) in (confined)
plasmas. A detailed review of drift waves can be found in Ref. [27]. The subject of
drift waves is beyond the scope of this thesis, and it is enough for us to understand
that they exist, and can be caused by diamagnetic flows (and pressure gradients).
They have been related to zonal flows via a predator-prey model, and the existence
of one generally indicates the existence of the other.
Zonal flows are a special case of m∼=0, n=0 with a finite radial wave number, qr;
because n=0, k‖=0, these flows are known as ‘modes of minimal inertia’ [17, 33].
This means that zonal flows have a low effective potential, which allows the growth
of large zonal flows. It also means that Boltzmann electrons are not able to shield
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these modes, and are affected by them[17, 33]. These modes are also known as
‘modes of minimal Landau Damping’; the only way to dissipate zonal flows is via
collisions[17, 33]. The last important feature of zonal flows is because of n=0; they are
unable to drive E×B flow fluctuations. They cannot cause transport or relaxation
in the system, and are unable to access the free energy of the system. The only
place zonal flows can take energy from is drift waves and turbulence, making them
a completely non-linear effect[17, 33].
However, while zonal flows use the energy of drift-waves, drift-waves themselves
are not the driving mechanism for zonal flows. The drive mechanism for zonal flows
is Reynolds stress. There are two ways to derive this result, both given in Ref. [18].
Both derivations arrive to the same result, and so only one will be presented here.
We start with the momentum equation once more, and we take the curl of it:
∇×
[
∂u
∂t
+ (u · ∇)u = −∇p
mn
]
(2.39)
If we define the vorticity as ω = ∇× u, then we can re-write this as:
∂ω
∂t
+ (u · ∇)ω = (ω · ∇)u− (∇ · u)ω (2.40)
We may rewrite u as scalar potential function Φ, such that[23, 24]:
u = −∇Φ× zˆ (2.41)
ω = −∇2Φzˆ (2.42)
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If we normalize our potential function, Φ = eφ/Te, then we can re-write the vorticity
equation as [18, 24]:
∂
∂t
∇2⊥φ− csρs∇φ× ẑ · ∇∇2⊥φ = L φ (2.43)
φ = normalized electrostatic potential
cs = sound speed
ρs = Ion gyroradius at electron temperature
L = Linear operator
where we have used L to represent any of terms that we may choose to leave in, but
neglected here. The average of this equation reduces to [18]:
∂
∂t
(
∂2
∂r2
〈φ〉
)
= ρscs
∂
∂r
〈
1
r
∂φ
∂θ
∂φ
∂r
〉
(2.44)
We can now use the following relationship:
1
r
∂φ
∂θ
∂2φ
∂r2
=
∂
∂r
(
1
r
∂φ
∂θ
∂φ
∂r
)
− 1
r
∂2φ
∂θ∂r
∂φ
∂r
(2.45)
and integrate our equation once to find[18]:
∂
∂t
(
∂ 〈φ〉
∂r
)
= ρscs
〈
∂
∂r
(
1
r
∂φ
∂θ
∂φ
∂r
)〉
(2.46)
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If we want this in terms of more familiar variables with dimensions, we use the fact
that:
Er = uθBz Eθ = −urBz (2.47)
E = −∇Φ = ∂Φ
∂r
rˆ +
1
r
∂Φ
∂θ
θˆ +
∂Φ
∂z
zˆ (2.48)
then this becomes[18]:
∂
∂t
〈Vθ〉 = −
〈
∂
∂r
(u˜ru˜θ)
〉
(2.49)
We find the acceleration of our zonal flows comes from the radial gradient of the
Reynolds stress. If we are able to measure the Reynolds stress of our system, we can
calculate the zonal flows in the system. Zonal flows are part of overall flow of the
system, and if they are large enough, can affect or even dominate the flow.
2.3 Summary
Looking at the flows of a system can be very complicated; the flows of are our system
are simplified by the fact that we have a linear system, with a constant magnetic
field. We do not have to worry about gradients in the magnetic field, curvature drifts,
and other issues that arise for different geometries. If we wish to know the net flow
of our system, then we need to consider E × B flow, diamagnetic flow, and zonal
flows, though the last of these has been neglected in this thesis. Each of these is
measurable in our system, and the net flow we find from these needs to be compared
to our measurements of the net flow.
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In order to change or control the flows of our system, then we need to change or
control either the electric field, magnetic field, pressure gradient, or other parameters.
However, as simple as this sounds, each of these is strongly coupled. Changing only
one aspect will change the others. It is not possible to claim that there is control of
one of these aspects. Instead, the only claim for control that can be made is that
electrodes will be placed into the plasma, and the bias on these will be changed and
controlled.
28
Chapter 3
Experimental Setup
3.1 Device
The Helicon-Cathode Device (HelCat) is built around a four meter long, half meter
diameter cylindrical stainless steel vacuum chamber, shown in Figure 3.1a. Surround-
ing the chamber are thirteen water cooled magnets that can produce a magnetic field
up to 2.2 kGauss on axis. Vacuum is maintained by a 1000 L/min turbo-molecular
pump, with typical base vacuum pressures are ≈ 5×10−7 Torr. Typical fill pressures
are .2 mTorr to 10 mTorr using argon or helium for the fill gas. HelCat is a dual
source plasma device, able to produce plasma by a helicon radio frequency source,
shown in Figure 3.1b, or by a thermionic cathode source. Full details of this machine
can be found in [49]. Only the helicon source was used for experiments described in
this thesis.
The antenna for the helicon source is a single m=1 helical half-twist, half-wavelength
water cooled copper strap; measuring 25 cm in length and 13 cm in diameter, it sur-
rounds a 40 cm long pyrex tube that is sealed to the main chamber. The antenna
is driven by a two-stage rf amplifier arrangement, which is driven by a synthesized
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(a) The Helicon-Cathode Device (HelCat) (b) Helicon Source End
Figure 3.1: HelCat Views
Table 3.1: Typical Plasma Parameters for HelCat
Plasma Parameter Helicon Cathode
Te (eV) 1-10 1-20
Ti (eV) .2 1
ne(m
−3) 5× 1017 − 5× 1019 1017 − 8× 1018
ρs (m) .002-.04 .002-.05
Collisionality (νi/ωci) 1-1000 .05-100
λmfp (m) 10−3 10−2
function generator. Typically we run the helicon source in pulsed mode, though we
are also able to operate in a steady-state mode. In steady-state it is possible to run
at 2.5 kW of power, while in pulse-mode it possible to run at 5 kW of power, with a
frequency between 2-30 MHz. Some typical parameters for HelCat can be found in
Table 3.1.
When operating with argon gas, the magnetic field points towards the helicon,
while when running in helium gas, the magnetic field points away from the helicon
source. Figure 3.2 shows helicon views of helium and argon plasmas. We will use
an axis with the same set up as in Figure 2.2, with the magnetic field pointing in
the +zˆ direction, electron diamagnetic flow in the +θˆ, and +rˆ is pointing radially
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(a) Helium Plasma (b) Argon Plasma
Figure 3.2: Types of Plasma in HelCat
outwards. The helicon will be considered the zero point of the axes.
Typical density and floating potential profiles for argon can be seen in Figure
3.3. The density peaks in the center, and falls off to the wall, becoming too small to
measure near the wall, while the floating potential indicates that there is, on average,
a radial electric field pointing inwards.
Figure 3.3: Typically density and floating potential profiles. Density for Isi, assuming
constant Te.
Figure 3.4 shows typical flow profiles for argon. Positive axial flow is towards the
helicon, and negative flow is away from the helicon. Notice that towards the center
of the plasma, the flow is away from the helicon, but towards the edge there is a
return flow. The azimuthal flow is purely in the electron diamagnetic direction, and
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should go to zero in the center of the plasma, though this does not occur in this
graph, probably due to probe misalignment. Flows are symmetric around the center
of the plasma.
Figure 3.4: Typical axial and azimuthal flows for argon plasma; for constant Te=5eV,
cs is assumed to be ≈ 3000 m/s.
The electron temperature can be measured, but this has not be done routinely
thus far. Preliminary measurements indicate that Te is relatively constant across the
column of the plasma, and to be a value of ≈ 5 eV. Figure 3.5 shows a preliminary
measurement. The ion temperature of the system has not been measured, and is
hard to measure; measurements from other similar devices puts the ion temperature
between .25 eV [6] up to several electron volts [34]. The last part of the flows
comes from the Reynolds stress. HelCat intrinsically has a wave-instability in the
edge region, believed to be drift-waves. Figure 3.6a shows a typical Reynolds stress
profile for HelCat. Notice that it is strongest at the edge, where the strongest drift
waves exist. Towards the center of the plasma, drift waves do not exist, and they
grow towards the edge of the plasma; n˜ maximizes around 6cm, but n˜/n maximizes
around 8cm, as shown in Figure 3.6b.
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Figure 3.5: Preliminary temperature measurements [49].
3.2 Flow Control and Measurement Setup
The basic experimental setup was as follows. At z=.33 m we placed a 22 cm diameter
molybdenum grid. At z=2.6 m, the plasma terminates on a ceramic substrate that
has six mounted concentric rings; the largest ring is 13.2 cm in diameter, and each
ring is spaced 7 mm. While each ring can be biased independently to create a radial
potential difference, it has been found that this has little overall affect on the plasma.
Instead, we bias all of the rings to the same voltage. Rings and grid are biased with
respect to the wall, but are biased separately using Kepco BOP 20-20D amplifiers.
The grid and rings can be seen in Figure 3.7.
Measurements are taken in between the grid and ring system and scanned radi-
ally from approximately the center of the plasma to 10 cm out, if possible. Values
towards the edge of the plasma are small, and may not be measurable; these values
therefore may be omitted or questionable. Figure 3.8 gives the general overview of
the experimental setup.
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(a) Reynolds Stress Profile
(b) nrms/n showing region of max instabil-
ity
Figure 3.6: Typical Reynolds stress and normalized ion saturation current fluctuation
profiles for HelCat.
3.3 Diagnostics
3.3.1 Probe basics
In order to measure the parameters of interest, we used an array of electrostatic
probes. An electrostatic probe consists of one (or multiple) metal electrode(s), which
can be biased. By measuring the current collected by the probe, we are able to find
plasma parameters, such as n, Te, and φf . While an electrostatic probe is simple,
to build the theory behind probes is complicated. Probes can change and affect the
plasma (at least locally), and these effects have to be taken into account. Probes
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(a) Grid (b) Ring system
Figure 3.7: Biasing elements in HelCat
Figure 3.8: Overview of the experimental setup
also develop sheaths; these sheaths are areas around the probe where the plasma is
no longer quasi-neutral, creating electric fields, and effecting the collecting area of
a probe. However, probes have been studied extensively since the 1920’s and their
affects are relatively well understood.
The simplest type of probe utilized here was a floating probe. If we consider
the number of particles crossing a unit area (the flux) in an isotropic, homogenous
plasma, the flux is Γ = 1
4
n 〈u〉, where n is the particle density, and u the particle
velocity [30]. The overall current collected from the probe is [30]:
I = −eA
(
1
4
ni 〈u〉i −
1
4
ne 〈u〉e
)
(3.1)
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e = electron charge
A = collecting area
ni = ion density
ne = electron density
〈u〉i = average ion velocity
〈u〉e = average electron velocity
If the plasma is isothermal (at least locally), meaning Ti = Te, then the ions and
electrons have the same energy, but the ions will have a smaller velocity than the
electrons. This means that more electrons will collide with the probe. Assuming that
all incoming particles are absorbed, then the electrode will become more and more
negatively charged, until it starts to repel electrons, and ions are collected. This
process occurs until the probe reaches an equilibrium, and no more current flows to
the probe. At this point, the probe is at the floating potential, Vf [11, 30, 52].
The floating potential is different from the plasma potential (or space potential),
Vp; the plasma potential is the potential of the plasma without the probe. When a
probe is placed in the system, the plasma potential changes (at least locally). By
applying a bias to an electrode it is possible to measure different parameters, and
estimate the plasma potential [11, 30, 52].
When the probe’s potential, V, is near the plasma potential, there are no electric
fields to affect the charged particles; this means that particles move purely due to
their thermal velocities [11]. Due to their faster velocity, more electrons strike the
electrode, and the current collected by the probe is I≈ Ise [30], where Ise is defined
as the electron saturation current. If the bias is increased past the plasma potential,
any ions that were hitting the probe are repelled, and only electrons are collected. A
finite number of electrons move towards the electrode, and for a sufficiently positive
bias, we assume all of these electrons are collected. At this point, the probe saturates
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Figure 3.9: Basic schematic of a biased Langmuir Probe.
at Ise. Theoretically this value is a constant; in practice this is not true, and the
electron saturation current tends to increase steadily due to sheath affects [52].
If the electrode is biased more negative than the plasma potential, then the
overall collected current will decrease as more ions are collected, until there is zero
current drawn and the probe is back at the floating potential. As the probe is biased
to less than the floating potential, the probe will repel more electrons and collect
more ions. This point is the ion saturation current, which for a magnetized plasma
is Isi = .61Ancs[11], where A is the area of the probe, n is the particle density,
and cs is the sound speed. The ion saturation current does reach a constant both
theoretically and experimentally. The overall behavior or characteristic of a simple
Langmuir probe is shown in Figure 3.10.
A different type of probe is the double probe, which was developed by Johnson
and Malter [38, 39]. A double probe consists of two tips connected by a resistor
and battery, as seen in Figure 3.11. For most plasmas, the source ground is able to
provide reference for the plasma. However, in the case of an inductive rf plasma, this
is not true. The antenna is isolated from the plasma and there does not exist any
reference for the plasma. A double probe is useful because allows the probe to be
biased with respect to the plasma potential, and the probe follows any changes that
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Figure 3.10: Current (I) vs. Voltage (V) as changing bias of probe. Excerpted from
[52]
may occur in the plasma potential [11].
Figure 3.11: Double probe configuration
The key to a double probe is measuring the potential difference, Vd, between the
two tips. The current measured between the two tips is [11, 52]:
I = |Ise,1| − |Isi,1| = |Isi,2| − |Ise,2| (3.2)
and so Vd is defined as:
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Vd = V1 − V2 (3.3)
Using this definition, it is possible to see that when Vd << 0, V1 < V2. If V1 << V2,
then the current flowing to tip 1 has to have an excess of ions, while tip 2 has to have
an excess of electrons. At this point, tip 2 is positive with respect to the floating
potential. If the bias is reversed so that more electrons reach tip 1 and more ions
reach tip 2, eventually Vd=0 and both probes are at the floating potential. For a
double probe, the characteristic is like the one shown in Figure 3.12.
Figure 3.12: Double probe characteristic for the case of identical probe tips and
plasma parameters.
This characteristic is symmetric, with the exact form of I = Isitanh (eV/2kTe)
[11, 30]. For this case the parameters being measured by each probe are nearly
identical. Often, this is not symmetric, but still goes through the center, indicating
that the probes have a different collecting area. It can also happen that the graph will
intersect the x-axis at a point other than zero, indicating that the plasma parameters
are different.
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3.3.2 Mach Probe
In order to measure flows, we used a mach probe-a multi-tipped Langmuir probe. A
mach probe has negatively biased tips; tips are paired, and by comparing their ion
saturation currents we are able to find the ion flow velocity. Unfortunately, there
does not exist such a theory for using this method for electron saturation current,
and we are unable to measure the electron flow velocity. The theory behind mach
probes has been developed in Ref. [28, 29], and Ref. [60].
To understand the basic idea behind a mach probe, a surface is placed perpendic-
ular to a magnetic field. The particles flowing along the magnetic field will hit the
surface, while particles that move perpendicular to the surface will not. The tip fac-
ing upstream will collect more current than the tip facing downstream; by comparing
the ratio, R, of the collected ion saturation current, it is possible to calculate the
flow speed [28, 29]. However, rotating the tips so they are aligned with the magnetic
field does not yield the azimuthal flow.
Instead, the two tips are rotated to an angle 0 < α < 900, to the magnetic
field, such as those illustrated in Figure 3.13. Flow contributions coming from both
Figure 3.13: Basic scheme behind a mach probe. Tips collect current that hits it
perpendicularly.
the axial and azimuthal direction collide with the tips. The relation between the
measured ion saturation currents, and the flow, is given by the following expression
[60]:
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1
c
ln(R) = M‖ −M⊥cot (α) (3.4)
c = 1 + .14cosh
(
M‖
.862
)
≈ 2.3− 2.5
R =
Iup
Idown
M =
v
cs
Iup = Ion saturation current upstream
Idown = Ion saturation current downstream
cs = Sound speed
v = Flow speed
M‖ = Parallel Mach number
M⊥ = Perpendicular Mach number
Note that the upstream current is considered the tip that collects the most current.By
ensuring that there are two tips with α = 900, it is possible to find M‖, and then
to find M⊥ with the other tips. Also, when finding M‖, it is possible to chose the
flow direction, and it is only for M⊥ that upstream versus downstream has to be
considered.
Figure 3.14: Side view of seven-tip machprobe.
The mach probe in Figure 3.14 is a seven-tip mach probe. There are six evenly
spaced tips on the outside; a center tip is used to reference all tips to the plasma
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potential, giving the mach probe a double-probe configuration. The probe tips are
separated with an insulator, aluminum silicate. The circuit for this probe can be
seen in Figure 3.15. Each tip is biased negatively with a 45 V battery, which is then
connected to a variable resistor. In order to account for different collecting areas,
each tip is rotated to the same position in the plasma and calibrated to the same
value.
Figure 3.15: Electronics schematic for Mach probe.
3.3.3 Triple Probe
While a mach probe can be used to measure (ion) density, we instead used a triple
probe, which is a mixture between a double probe and a floating probe. This probe
can also be used to measure the electron temperature and floating potential of the
system. Figure 3.16 shows the basic schematic for a triple probe.
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Figure 3.16: Schematic of a triple probe.
As described above, the floating tip will measure the floating potential. From the
definition of ion saturation current it is possible to measure the ion density. This
value should also be the same for the electron density, assuming that the plasma is
quasi-neutral. Any charge separation in the particles is assumed to be small enough
that is it negligible.
The last parameter measured from this probe is the electron temperature. While
the details are omitted here, the relationship is [52]:
kBTe
e
=
V1 − Vf
ln 2
(3.5)
kB = Boltzmann’s constant
Te = Electron temperature
e = Electron charge
V1 = Voltage measured by tip 1
Vf = Floating potential
By measuring the floating potential, it is possible to estimate Te.
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Reynolds Stress Probe
Recall that the Reynolds stress is Re = 〈v˜rv˜θ〉, which we can be rewritten as Re
∝
〈
E˜rE˜θ
〉
[25]. A Reynolds stress probe is used to measure the fluctuations in the
electric field, which we can then use to ‘measure’ the velocity fluctuations. In order
to do this, we use a multi-tipped Langmuir probe, as shown in Figure 3.17. Notice
Figure 3.17: Side view of 4-tip Reynolds probe.
that there are four tips, one of which is radially displaced a short distance from the
others. By measuring the floating potential at different radii and angular positions,
it is possible to measure Eθ and Er using the following relationships [25]:
E˜θ =
(
φ˜3 − φ˜2
)
/∆θ E˜r =
(
φ˜1 − φ˜3
)
/∆r (3.6)
E˜θ = Variation in the azimuthal electric field
E˜r = Variation in the radial electric field
φ˜i = Variation in potential for tip i
∆θ = Angular distance between tips 1 and 2
∆r = Radial distance between tips 1 and 3
From here the zonal flows can be estimated, and we have the last piece of information
to calculate the flows. With these we can compare measured flow values to calculated
flow values.
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3.4 Data Acquisition System
Used in conjunction with LabView, data is acquired via an ACQ32PCI card produced
by D-TACQ Solutions Ltd. With a voltage range of ±10 V, and a resolution of 16
bits, we are able to resolve voltage changes down to .3mV. The max sampling rate
of 250kS/S allows us to view frequency up to 125kHz. The analog noise level is
approximately 5mv, or 16 bits.
3.5 Summary
The experiments presented here were taken at three different magnetic field strengths:
350G, 705G and 1050G. Typically we run the helicon at a frequency of 10 MHz, as
with the experiments in this thesis. All experiments here were conducted at 3mTorr
in argon. Argon parameters for the given magnetic fields can be found in Table 3.2.
A few experiments were attempted in helium, but due to its high ionization energy,
Table 3.2: Typical Argon Parameters
Parameter
in Ar Te (eV) cs(km/s) ρs (cm) fce (GHz) fci (kHz)
B Field
350G 5 3.46 4.12 .98 13.34
700G 5 3.46 2.06 1.96 26.67
1050G 5 3.46 1.37 2.94 40.01
helium plasma is difficult to create and maintain. The pulse lengths in our argon
plasma were either 100ms or 250 ms long.
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Experimental Results
4.1 Error Bars
As with all experiments, possible errors have to be taken into consideration. A typical
ion saturation has the overall shape as the one seen in Figure 4.1. Notice that the
marked area contains both noise and density fluctuations. The measurements of
interest in this thesis are the time-averaged values; by averaging over this section it
is possible to remove these fluctuations and give a time-average value. This will also
reduce any noise effects. At each position, five shots of data were taken; these five
Figure 4.1: Typical ion saturation current. A section of data (marked in red) is taken
from each shot and averaged over to help reduce noise.
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shots were then averaged and this was used as the final value. In order to test that
the average is relatively free of noise and fluctuations, we compared the average of
50 shots of data for a low noise, no fluctuation case and a high noise, fluctuating
case. As described above, a section of data was taken, and this then underwent two
different analyses. The first analysis taking the standard deviation of the section of
data; this was done for all 50 shots, and the standard deviation from each shot was
then averaged together with the others. The second analysis involved averaging the
section of data; again, this was done for all 50 shots, and then the standard deviation
between these 50 shots was taken. The values generated from the first analysis and
the second analysis were then compared.
For the high noise case, the average of the standard deviation was 214 bits, while
the standard deviation between the averaged shots was 5 bits. This clearly shows
that the average significantly reduces the noise and fluctuations, and creates a more
accurate value. For the low noise case, the average of the standard deviation was
533 bits, while the average of the standard deviation was 150 bits.
We approximated the noise floor of our electronics to be around 5mV or 16 bits.
For the high noise case, we can see that the average drops below our noise level. We
also looked at the size of the noise (measured in bits) from the electronics. With the
plasma off, this value is 11 bits, and while the plasma is on, this value is 99 bits.
The simplest case we applied for error was to take the standard deviation of the
raw signals. The form used was [53]:
σ =
√
1
N1−1Σ(xi − x¯)2√
N2
(4.1)
where N1 is used as the number of points averaged over, while N2 represents the fact
that the average was from five different shots. For 250 ms shots, N1=10,000 points,
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while for 100 ms shots, this number was 6900. For all sets, N2 was 5. For floating
potential measurements, this was the only source of error considered.
For density measurements, we also considered an error in the collecting area. The
diameter of the probe tips is well known, but the length of wire collecting current
is not known exactly; this strongest evidence of this occurs when calibrating the
mach probe. If the tips were identical, then this step would not be necessary, but
it is possible to see that some tips collect more current than others. The overall
area error was considered by taking ndA
A
. The two error values were combined into
a single error using addition in quadrature [53]. 98
The error in the velocity measurements required the most attention. In addition
to error from the standard deviation, we also had to consider error due to tip angle
and calibration error. Also, any error in the ion saturation does not directly correlate
to an error bar, but has to pass through the equations for a mach probe. The error
due to angle,α, was derived in [60] and was found to be:
M ′⊥ ≈M⊥ (4.2)
M ′‖ ≈M‖ +M⊥∆α (4.3)
where it can be seen that small errors in the angle do not effect the azimuthal flow,
and only effect the axial flow when the azimuthal flow is sufficiently large.
For any error in the ion saturation current, the following was derived.
ln (R) + ln
(
1 +
∆u
Iu
)
− ln
(
1 +
∆d
Id
)
= c
(
M ′‖ −M ′⊥cot(α)
)
(4.4)
M ′‖ = M‖ +
1
c
[
ln
(
1 +
∆u‖
Iu‖
)
− ln
(
1 +
∆d‖
Id‖
)]
(4.5)
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M ′⊥ = M⊥−
tanα
c
[
ln
(
1 +
∆u⊥
Iu⊥
)
− ln
(
1 +
∆d⊥
Id⊥
)]
+
tanα
c
[
ln
(
1 +
∆u‖
Iu‖
)
− ln
(
1 +
∆d‖
Id‖
)]
(4.6)
R = Ratio of Ion Saturation Currents without error
α = Angle between probe tips and magnetic field
∆u = Error in upstream ion saturation current
∆d = Error in downstream ion saturation current
Iu = Upstream ion saturation current
Id = Downstream ion saturation current
c = Constant ≈ 2.3− 2.5
M ′⊥ = Azimuthal mach number due to errors
M ′‖ = Axial mach number due to errors
For both the angle error and ion saturation error, the error was taken to be
|M ′ −M |, and all errors were combined via addition in quadrature.
An additional error was also possible for the azimuthal flows. Since there were
two sets of tips measuring this flow, the overall azimuthal flow was taken as their
average, and their errors were combined. At times the azimuthal flows seem to match
almost perfectly, while at other times there appears to be a discrepancy. To account
for this, the standard deviation was taken between the two measured flows and this
was also considered in the error.
All measurements are also given to a position error. Probe shafts are long enough
to droop in the system, and probes are centered via eye. We recognize that this is
not the most accurate way to center our probes, and are currently working on a
more accurate system. In order to ensure the most accurate set of data possible,
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the majority of data was taken at the same port using the same probe and setup.
Measurements taken at different ports do not have this assurance, but also provide
some insight.
To summarize, the errors given are:
1) Standard deviation of ion saturation current, average over five shots. This
was used for all measurements. 2) Error in the collecting area and/or calibration
error. This was applied to density and velocity measurements. 3) Angle between
collecting tips and magnetic field. This was applied to the velocity measurements.
4) Disagreement between flow measurement from one set pair of tips versus the value
given by another pair of tips. This was applied to the azimuthal flow measurements.
5) Errors in the exact position of the probe.
4.2 Rings and Grid
The earliest experiment that was performed used both the rings and grid. This
experiment was done with a constant bias on all of the rings; flow measurements
were then taken with the grid out (at position -42 in Figure 4.3), and then with the
grid voltage changing from -40V to +40V in increments of 2 in Figure 4.3. The probe
was placed at a constant position that was approximately 6 cm from the center of
the plasma and approximately 1.2m (port 6) from the helicon source. The directions
are the same described previously: positive axial flow is towards the helicon, and
positive azimuthal flow is in the electron diamagnetic direction, as shown in Figure
4.2.
Also note that these data were taken with a four-tip mach probe; tips were
separated by 900 and so while we can look at the ratio of the ion saturation current
associated with the azimuthal flow, we do not have exact values of the flow. The first
obvious result is that the grid does appear to effect the axial and azimuthal flow.
Chapter 4. Experimental Results 50
Figure 4.2: Axes for the helicon system.
Table 4.1: Drift-Wave Suppression with Rings and Grid
Grid Bias Grid Bias
Ring Bias Partial Suppression Full Suppression
N/A -10V -2V
Floating -16V -12V
-40V -16V -12V
-20V -16V -12V
0V -16V -14V
20V -40V -26V
40V n/a -40V
The second effect is that while biasing the rings has effect on the axial flow, it has
almost no effect on the azimuthal flow. Since the rings were all at the same bias, this
is not surprising, though experiments from other students have shown that creating
a potential difference between the rings has little effect on the azimuthal flow [20].
For this reason, it was decided that all other experiments would be performed with
the rings simply floating.
Another effect that was seen to occur happened in the wave-instability, and may
also explain the changes noted in the axial flow. It has been seen that it is possible to
suppress the drift-wave instability with the use of the bias rings [21], and this effect
has also been observed with the grid. With the rings and grid used in combination, it
was possible to suppress the drift-wave instability for lower and lower grid bias. Table
4.1 summarizes these effects. Examples of partially suppressed and fully suppressed
drift-waves can be viewed in Figure 4.4.
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Figure 4.3: Axial and azimuthal flow measurements for constant ring bias and chang-
ing grid bias: r=6cm, z=1.2m. Positive azimuthal flow is in the electron diamagnetic
direction. Positive axial flow is toward the source and along B.
4.3 Grid Results
(Floating) Potential, density and flow measurements were taken for three cases of
magnetic field: 350G, 705G and 1050G. Grid bias was stepped from -40V to +40V
in increments of 2V. Measurements were taken at approximately the center of the
plasma to approximately 10cm from center, in 1cm step increments. The probe was
at approximately .9m (port 5) from the helicon; this is different from the position
above, which was taken at 1.2m (port 6). Recently, it has been observed that there
is (slightly) different behavior in the fluctuations and flow between the two ports.
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Figure 4.4: Partial and Full suppression of drift-waves.
This is thought to be due to disappearance of what is known as the blue core region,
which typically occurs between port 5 and port 6. The blue core region occurs in
the center of the plasma, and is approximately 2cm in radius; this is a region of
the plasma that is extremely dense, and believed to be free of neutrals and neutral
collisions. Outside of this region, the plasma exhibits a different color, and is less
dense; collisions and neutrals are believed to have an affect in the outer region.
4.3.1 B=350G
Typical profiles for B=350G are shown in Figure 4.5; there is no grid present for
these, and the rings are left floating. As can be seen, the potential, in general,
indicates an inward pointing electric field, though around 6cm the potential dips;
this may be related to the blue core region. The density also behaves as expected; it
is highest in the center, and falls off towards the edge in a Gaussian shaped profile.
Note that it has arbitrary units; the absolute density from electrostatic probes is
questionable, but only the gradient is needed for our measurements and calculations.
Previous measurements using a 94 GHz interferometer to calibrate the probe show
a peak density (without grid) to be ≈ 1019m−3 [49].
The axial flow exhibits a strong shear near the drift wave region. Towards the
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Figure 4.5: Typical profile parameters for B=350G. For constant temperature
Te=5eV, cs=3000 m/s.
center of the plasma the flow is away from the helicon source (and against the mag-
netic field). However, towards the edge of the plasma, the plasma exhibits a return
flow, and the axial flow is towards the helicon; this occurs in the region near the
formation of the drift-waves and it is possible there may be a correlation between
the two. The azimuthal flow is, in general, in the electron diamagnetic direction, a
result that was anticipated. Note that it does not go to zero at the center, believed
to be caused by a probe misalignment. Zonal flows act to increase the effect of E×B
flow; while no exact measurements were taken of zonal flows, their effects are already
included in these results, and are reflected in the floating potential, and the measured
velocities.
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Figure 4.6: Potential, and flow measurements for grid bias= -40V to -28V,and rings
floating. For constant temperature Te=5eV, cs=3000 m/s.
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Data taken with the grid has been broken in arbitrary groups of data, and plotted
together. The first group of grid data is from a bias of -40V to -28V, and can be
seen in Figure 4.6. While there exists a slight variation in the values, the plasma
behaviors in a similar manner, indicating that the negative bias has little effect on
the plasma. The largest effect appears to be in the floating potential; the dip seen in
the case with no grid is much less prominent here and the structure is more linear.
Both flows show a prominent jump at 7cm as well. The density profile shows little
change over the biasing.
No significant changes occur in the profiles until around -6V. The drift waves
begin to be suppressed around this voltage, and there are some noticeable changes.
The floating potential steadily becomes more negative, almost 2 to 3 times more
negative than the no bias case; it also reaches a constant value. The axial flow
shows sign of slowing both towards the center, and near the return flow region. The
azimuthal flow also shows signs of decreasing at the edge, most noticeably around
2V, where the floating potential reaches a constant value.
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Figure 4.7: Potential, and flow measurements for grid bias= -12V to 4V, and rings
floating. For constant temperature Te=5eV, cs=3000 m/s.
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Around 10V, the density begins to decreases steadily, and it continues to decrease
until 28V, though it maintains the same shape, as seen in Figure 4.8 The effects on
Figure 4.8: Potential, and flow measurements for grid bias= 6V to 20V, and rings
floating. For constant temperature Te=5eV, cs=3000 m/s.
the flows become even stronger with increasing bias, as seen in Figure 4.9, and the
potential remains constant until around 18V, at which point it jumps. The axial
flow continues to decrease in the edge region, until the return flow disappears. The
azimuthal flow exhibits a large jump at 7cm, and around this point the flow decreases.
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Figure 4.9: Potential, and flow measurements for grid bias= 6V to 20V, and rings
floating. For constant temperature Te=5eV, cs=3000 m/s.
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After 28V, the plasma itself becomes erratic, and then appears to completely lose
the ability to maintain itself, as seen in Figure 4.10. Any measurements at this point
are considered suspect, and will not be presented here. This effect has been recorded
Figure 4.10: Raw ion saturation current data for B=350G for grid bias of 30V and
40V, showing that plasma is unstable for the higher biases.
using a high-speed camera; too fast for the eye to see, the plasma light oscillates
on and off, as noticed in the raw data. The cause of this effect is unknown, but
it is reproducible. The physical appearance of the plasma also changes; in general,
it has a very dense blue core surrounded by a less dense region, however, with the
application of higher biasing, the blue core dissipates, and the plasma is one uniform
color, as seen in Figure 4.11
Also, with increasing positive bias, at least for the case of B=350G, the impedance
match of the system changes, causing the reflected power to increase significantly,
and it has not been possible to find an impendence match. Also, the rf-noise of the
system increase significantly, effecting the magnet supply, temperature and pressure
gauges of the system.
4.3.2 B=705G
One of the most noticeable effects when the magnetic field strength is increased is
in the potential profile. First, the floating potential is more negative (almost twice
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(a) Grid Bias=-40V
(b) Grid Bias=40V
Figure 4.11: Plasma for two different grid biases: -40V (top) and 40V (bottom)
as negative) then in the 350 G case. Second, while there is an inward pointing
electric field, there are no dips in the potential, as seen in the 350 G case. However,
the density profile has the same characteristic profile, and axial flow still exhibits
a return flow, again around 5 cm from center. The azimuthal flow is again in the
electron diamagnetic direction, and exhibits a large shear towards the edge of the
plasma and possibly flow reversal.
An effect that was observed when the grid was negatively biased was the cen-
ter tip of the mach probe would glow brightly, as seen in Figure 4.13. With the
probe operating in a double probe configuration, the outer tips collect ion saturation
current, and the center tip can be visualized as collecting electron current. With
enough electrons being collected, the center tip is starts to glow. This may indicate
that the grid is creating an electron beam, though no measurements have been made
to support this.
From -40V to approximately 20V the potential is essentially constant (notice the
scale over which the potential appears to change). This change is evident in the
azimuthal flow, which is no longer as strong as in the no bias case. As well, towards
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Figure 4.12: Typical profile parameters for B=705G.
Figure 4.13: Glowing center tip of the mach probe.
the center, the velocity is slightly in the ion diamagnetic direction. There is no
apparent change in the axial flow or the density profile.
As the bias increases, the potential becomes increasingly negative in the center
of the plasma around 0V, as seen in Figure 4.15, though still reaches a constant
value at -10V around 2cm from center. The return flow in the axial flow has also
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Figure 4.14: Potential profile for B=705, and grid bias= -40V to 4V, and rings
floating.
occurs closer to the center, at approximately 4cm now and the large shear at the
edge has also disappeared. The large shear in the azimuthal flow at the edge of the
plasma also decreases, and the reversed flow around 10cm disappears at -10V. The
azimuthal flow is also no longer in the ion diamagnetic direction towards the center
of the plasma.
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Figure 4.15: Potential profile for B=705, and grid bias= -40V to 4V, and rings
floating.
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The potential keeps becoming more negative, as can be seen in Figure 4.16
Figure 4.16: Potential measurement at B=705G and grid bias=6V to 20V, and rings
floating. For constant temperature Te=5eV, cs=3000 m/s.
The potential stops changing at 14V, and looks like the profile seen in Figure 4.17.
After 22V, the return flow occurs at the edge of the plasma; complete suppression
of the wave instability occurs near this bias point. The azimuthal flow is essentially
constant for the inner radii, but develops a shear in the electron diamagnetic direction
around 6cm. After 28V there is no change in the azimuthal flow or the potential,
though there is a change in the density profile and the axial flow, seen in Figure 4.18.
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Figure 4.17: Potential and flow measurements at B=705G and grid bias=22V to 28V
for rings floating. For constant temperature Te=5eV, cs=3000 m/s.
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The plasma is less dense for these higher biases, in particular in the center of
the plasma, which appears to be less dense than the at r=1cm. A similar change
occurs in the axial flow, where at the center, it appears to have a return flow for a
few biases. It may be possible that the ‘center’ of the plasma has become shifted
for these higher biases, though an exact explanation for what is occurring does not
currently exist. Unlike the 350 G case, the plasma is able to maintain its stability, as
Figure 4.18: Potential and flow measurements at B=705G and grid bias=22V to 28V
for rings floating. For constant temperature Te=5eV, cs=3000 m/s.
seen in Figure 4.19. It does appear that an instability like the one seen in the 350G
case may be forming, which may explain the change in the density, and with higher
bias it may be possible to completely disrupt the plasma. Also note that this new
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‘instability’ develops in the bias range of 22-24V, soon after the suppression of the
drift waves.
Figure 4.19: Raw ion saturation current data for B=705G at grid biases of 30V and
40V, showing that the plasma, while appearing to form an instability, still maintains
itself.
4.3.3 B=1050G
As with the 705G case, the largest change in the plasma profile occurs in the potential
profile, as seen in Figure 4.20. The center of the plasma is as negative as in the 705G,
but the profile flattens for the center region. The axial flow still exhibits a return
flow around, though it occurs at 4cm. More surprising is that the azimuthal flow is
still in the electron diamagnetic direction, despite the constant potential. Both the
axial and azimuthal flows show a sudden jump in the velocity at 7cm, and the flows
reverse direction after this point.
When the grid was placed in the plasma, with a negative bias, another change
occurred at this magnetic field: the ion saturation limit changed. Before, it was
possible to achieve ion saturation with only a 45V battery. However, when the grid
was placed into this plasma, it was noticed that for negative bias, electron current
was collected for radii past 1cm. The farther out from the center, the closer to zero
the bias has to become in order to collect ion saturation current. For example, at
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Figure 4.20: Plasma characteristics for B=1050G.
2cm, ion saturation current was collected for grid bias as -34V and above, but at 5cm,
the grid bias had to be -30V or greater. In order to collect ion saturation current,
another battery was added to each tip.
With the addition of the grid at a negative bias, the potential is once again a
constant; it changes little over the 10cm. However, the potential is not as negative
as expected. In the center the probe bias was able to maintain ion saturation current
current, while in the outer regions of the plasma, electron current was collected. This
seems to indicate that the edge region of the plasma is more negative, however, the
floating potential remains relatively unchanged.
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Figure 4.21: Potential and flow measurements for B=1050G and grid bias from -40V
to -28V, and rings floating. For constant temperature Te=5eV, cs=3000m/s.
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The jump in the flows at in the 6-8cm region also became more extreme with
higher negative bias. The return flow in the axial flow is also less prominent, and
appears to occur at 3cm from center. As the bias increases, the velocities at the edge
become more erratic, as seen in Figure 4.22, but stabilize around -10V, as seen in
Figure 4.23
Figure 4.22: Azimuthal flow at B=1050 for grid bias from -26 to -14V. For constant
temperature Te=5eV, cs=3000m/s.
The potential at the center also begins to become steadily more negative, reaching
a relatively constant value at around 4cm. By 6V, the potential is constant starting
between 1-2cm, while still exhibiting a large jump in the center, as seen in Figure 4.24.
No flow reversal occurs at the edge of the plasma for either the axial or azimuthal
flow, though there still exists a strong shear in this layer. These effects are seen for
the rest of the biasing, appearing to only grow stronger with increasing positive bias,
as shown in Figure 4.25. The potential in the center becomes less negative starting
at 24V.
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Figure 4.23: Potential and flow measurements for B=1050G and grid bias from -12V
to 4V and rings floating. For constant temperature Te=5eV, cs=3000 m/s.
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Figure 4.24: Potential and flow measurements for B=1050G and grid bias from 6 to
20V and rings floating. For constant temperature Te=5eV, cs=3000 m/s.
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Figure 4.25: Potential and flow measurements for B=1050G and grid bias from 30V
to 40V, and rings floating. For constant temperature Te=5eV, cs=3000 m/s.
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The density remains relatively the same through most the biases. However, as
seen in the 160 case, the center of the plasma appears to shift for a few cases, shown
in Figure 4.26. It first does this for a few negative biases, from -10V to until around
4V, returning to normal again until around 22V, and continues for the rest of the
biases. Again, the plasma appears to be stable for the higher biases, though it also
Figure 4.26: Density profiles for B=1050, and grid bias -12V to 4V compared to grid
bias of 30V to 40V, rings floating.
has a very bursty appearance. This burstiness may be do to chaotic fluctuations
forming, but these are beyond the scope of this thesis. In general, for this magnetic
field it is seen that there exists both drift waves and this bursty plasma, and at the
higher grid biases, it also appears that drift waves transition into this more bursty
plasma.
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Figure 4.27: Raw data for B=1050G and grid bias of 30V and 40V and rings floating.
For constant temperature Te=5eV, cs=3000 m/s.
This case is interesting because of the unique behaviors seen in the flows. De-
spite having a fairly constant potential profile, the azimuthal flow is in the electron
diamagnetic direction. It should also be noted that, in general, the bursty plasma
profiles, like those seen above, exist for the inner region of the plasma for most of the
biasing. At the same time, drift waves also exist in the outer region of the plasma
until around 18V, where they appears to continue with the burstiness mixed in until
around 28-30V, at which point the plasma looks similar to the ones shown above.
A further analysis
It is possible that the meaning of an ‘average’ velocity is unimportant in these exper-
iments. For the majority of data, an average appears to be the correct value to find,
or even calculate. However, for some of the data, such as that seen when B=1050G,
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the average loses its meaning. Figure 4.28 is a prime example of why this is true.
There are times when the plasma is not uniform in its behavior, but displays sudden
peaks or spikes that actually last for a considerable amount of time.
Figure 4.28: Raw data for B=1050 G, grid bias=26V at r=8cm. Velocities were
calculated for the two different boxed areas.
However, how does the average effect these? By taking the average, any sudden
and intermittent change in the density or velocity is hidden. The next question is
how large is this sudden change? In order to calculate this, the data was broken
into sections, as illustrated in Figure 4.29. It is important to note that these changes
occur at the same time in all of the collecting tips, and demonstrate similar behavior.
Velocities were calculated for the data marked with the red box, and for the data
marked with the purple box. These two values were then also averaged. These three
values are compared to the value taken when the average is taken over the whole
data span. Table 4.2 indicates the velocity values that were found for the averaged
results.
As can be seen, there is a change in the axial and azimuthal flow due to these
sudden fluctuations. Also, the average of the two values, versus the value found
when the whole set is averaged together, is slightly different. Taking the average
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Figure 4.29: Raw data for B=1050 G, grid bias=26V at r=8cm. Velocities were
calculated for the two different boxed areas.
Table 4.2: Sudden Velocity Changes
Axial Flow Azimuthal Flow(Tip2-5) Azimuthal Flow(Tip3-6)
(Mach Number) (Mach Number) (Mach Number)
Red
Data -.22 .16 .23
Purple
Data -.50 .33 .48
Average -.36 .24 .35
Data
Average -.27 .19 .28
over all of the data, in this case, appears to hide important information about what
is occurring the plasma, and it is possible that these sudden behaviors can be used
to explain behaviors seen when B= 705G and 1050G.
This brings up an issue for the measurements in which this behavior occurs, and
these cases need to be treated with special care. This has not be done for this thesis,
where the concentration is on the time-averaged values. In general, such behavior as
this is not common behavior, and it is only for certain cases that such behavior does
arise.
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4.4 Summary for Grid Experiments
The grid is able to affect the flows and potential of the system, but the effect that it
has is dependent on the magnetic field strength, as seen above. For all cases, the grid
effects the potential, tending to change its overall shape into a constant value over
most of the plasma. It also tends to force the plasma to become (relatively) more
negative. The axial flow exhibits a change in its return flow, generally decreasing or
losing the return flow around 6cm, and also tending to have an increased shear flow
at the edge of the plasma. The azimuthal flow exhibits changes similar to the axial
flow.
For B=350G, the potential reaches a constant value across the entire plasma,
except for the last few high biases, were it has a jump near the edge of the plasma.
This is different from the other two cases. For B=705G and 1050G, the potential
maintains a large potential jump in the center of the plasma, though maintains a
constant value around -10V at the edge of the plasma. This constant potential begins
at 2cm for the 705G case, and at 1cm for 1050G case. The center also becomes
steadily more negative for higher biases, maximizing at -30V for B=705G, and -16V
for B=1050G. Also, while for B=705G, this profile tends remains constant for biases
higher than 14V, for the 1050G, this jump reverses direction for biases higher than
28V.
For all cases, there is a return flow in the axial flow, occurring for the no bias
case around r=5cm for B=350G,705G and at r=4cm for B=1050G. With increasing
bias, this return flow reduces, and tends to disappear. For B=350G, it occurs farther
from the center of the plasma, around 7cm, before disappearing completely for biases
higher than 6V, though a small return flow appears to occur around 9cm for a bias
20V and higher. For B=705G, as the grid bias increases, the return flow occurs
closer to the center of the plasma, around 3cm; it disappears from the center of the
plasma, though a strong return flow continues at the edge of the plasma, around
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8cm. For B=1050G, the axial flow has a return flow at 3cm, and there is also a
large shear/jump in the axial flow between r=6cm, and r=7cm. This jump is more
prominent for more negative grid biases, and becomes less pronounced for biases
above -12V. Unlike the other cases, the return flow appears to only increase for
increasing grid bias.
In general, the overall azimuthal flow is in the electron diamagnetic direction;
for B=350G ,and no grid present, the azimuthal flow increases in the electron dia-
magnetic direction as r increases. For B=705G, this same profile exists. However,
for B=1050G, the azimuthal flow is only in the electron diamagnetic direction until
r=6cm; after this is switches abruptly to the ion diamagnetic direction. With the grid
present, and B=350G, the azimuthal flow begins to decrease in value around -12V,
and continues to decrease but never transitions to the ion diamagnetic direction.
For B=705G, there are abrupt changes in the edge flow around r=7-8cm for strong
negative bias, becoming a more constant value for a grid bias starting at -12V. For
bias greater than 20V, an edge shear forms, though the velocity stays relatively con-
stant in the inner region of the plasma. At B=1050G, the flow continues to change
suddenly from the electron diamagnetic direction, to the ion diamagnetic direction.
This behavior continues until around 6V, where this flow reversal had disappeared,
though a shear layer remains in the outer region of the plasma.
In general, the density does not change through the experiments, though it does
tend to decrease for high grid biases. This decrease becomes evident around 6V for
B=350G. For B=705G, the shape of the profile becomes more sharp around 28V,
though the center density does not change. At 30V, the center density suddenly drops
to less than the density at 1cm. For 1050G, the density never decreases, except for
sudden drops that occur at the center of the plasma. These drops occur for grid
biases between -10V to 4V, and for biasing above 22V.
The behavior exhibited throughout these experiments is difficult to explain. When
this project was started, it was believed that it would be a simple matter of adding
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the flows together to make sense of them. The flows that match this basic picture the
best are those for B=350G, where it is seen that as the potential becomes more con-
stant, the azimuthal flow decreases in value. However, for B=705G and 1050G this
is not true, and there appear to be more complex, and possibly non-linear physics
occurring.
4.5 Experiments at z=2m
While we see that the flow in the center of the plasma is away from the helicon source,
we see on the edge of the plasma a return flow. Density measurements were taken
at the far end of the machine, approximately two meters (port 8a) from the source.
Measurements were taken with no grid in the chamber, and the rings floating. The
results are seen in Figure 4.30. For the case of B=350G, we find a density profile
that is very similar to what we expect. It’s also important to notice that the plasma
is less dense at this part of the machine. When the magnetic field is increased to
705G, the density profile seems to become chaotic, with higher densities towards the
edge of the plasma. The density ‘stabilizes’ for a B=1050G, and the overall shape
shows a hallow profile. Note that these are time-averaged results, and recall that each
point is from five different shots. It was noticed that for B=705G, the ion saturation
current had a tendency to ‘jump’ between shots. For one shot the density may have
been high, and for the next shot the density may have dropped. This is the cause
of the chaotic nature seen in the graph, and also the cause of the large error bars.
It should also be noted that for the graph of B=1050G, the graph has been slightly
shifted upwards (by .2) to ensure no negative densities. The data acquisition system
has an offset that is generally negligible; however, during these measurements, the
signals were sufficiently low enough that this offset had an effect, and to account for
this, the graph was slightly shifted to account for any zero density measurements.
The behavior seen in these graphs may be related to the return flow. If this is
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(a) Magnetic Field=350G (b) Magnetic Field=705G
(c) Magnetic Field=1050G
Figure 4.30: Density measurements for B=350G, 705G, 1050G at z=2m.
true, then for a low magnetic field, the return flow occurs farther down the chamber
than two meters. At a medium-strength magnetic field, it appears that the flow
reversal is near this spot, while at a high magnetic field the flow reversal is complete
at this point. However, the return flow is not verified as the reason for these graphs,
and more experiments are required to test this theory.
4.6 Comments and Observations from Helium Ex-
periments
As mentioned previously, helium is difficult to ionize due to its high ionization energy.
In pulsed mode, a helium plasma can be created for most shots, though an occasional
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misfire will occur, i.e., no discharge is initiated. Generally, it is observed that when
a probe is placed into the chamber, the helium plasma will not form, and is difficult
to maintain if it does form. Due to its large size, the grid causes a similar problem.
However, by applying a negative bias to the grid, it was possible not only to get
breakdown, but to consistently have a helium breakdown. For an increasing bias,
this was possible until the bias reaches 4V, at which point it was not possible to
obtain a plasma breakdown.
Helicons create relatively dense plasmas, but it not well understood how they
do this. For a negative bias, the grid appears to help the breakdown of the helicon
plasma, while at a positive bias it appears to interfere with the plasma and plasma
production. It may be possible to use the grid to better understand the physics
behind the helicon source, though this is beyond the scope of this thesis.
4.7 Equilibrium(Steady-State) Conditions
As stated earlier, there are believed to only be three possible types of flows that
contribute to the azimuthal flow. These are the E×B flow, diamagnetic flow, and
possibly zonal flows, though a detailed investigation of zonal flow is beyond the scope
of this thesis. Assuming that zonal flows are small and negligible, then the azimuthal
flow is represented as:
u⊥ =
E×B
B2
− ∇p×B
qnB2
uθ =
−∂φ
∂r
rˆ × zˆ
Bz
− T
∂n
∂r
rˆ × zˆ
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u = Flow velocity
E = Electric field
B = Magnetic field
p = Pressure
q = Electric charge
n = Density
T = Temperature in units of energy
φ = Plasma potential
By fitting functions through density and floating potential measurements, it is pos-
sible to estimate the azimuthal flow, and compare it with measured values. The
demonstrated cases shown here are the no bias cases; if our flows do not appear to
match for these cases, then it is doubtful that any would match for the much more
complicated system with the grid in place. Note that all velocities will be given in
mach number, which is a function of the sound speed; all of the results have been
given assuming an ion temperature, Ti=.2eV, and a sound speed of 3000 m/s.
In Figure 4.31 the floating potential and density are shown with their fitted
function for B=350G. Polynomials were fit through each function; for the floating
potential, the highest order is x7, while for the density, this term is x6. Alongside
these diagrams is the corresponding velocity from these functions. In general, the
drifts are in the directions that we expect them to occur, which indicates that all signs
were treated correctly. It is also interesting to note that while the diamagnetic drift
appears to go to zero in the center, the E×B flow does not. HelCat is a cylindrical
system, and is axisymmetric. This means that in the center of the plasma, the
azimuthal flow should go to zero, as should the contributions from the individual
flows. However, as can be seen, the E × B does not go to zero in the center, as do
none of the measured flows. The reasonable explanation for this is that the probe is
not exactly centered, despite best efforts to ensure (by eye) that it is centered.
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Figure 4.31: Fitted functions to measured floating potentials and densities for
B=350G, and the calculated velocity from that function.
Superimposing the two equations allows us to plot a calculated value for the
azimuthal flow, as seen in Figure 4.32. Note that towards the edge, around 8cm,
that for the 705G and 1050G cases, the flow becomes erratic. This is due to the
ion saturation measurements; at this radii, the signal becomes low, and difficult to
measure.
As can be seen, the calculated values and the measured values are not close to
each other; this is especially true for B=350G, where the calculated flow transitions
between electron diamagnetic and ion diamagnetic very freely. B=705G is has the
closest fit, but diverges for the outer radii. For B=1050G, again, the match is
not close, though this was definitely predictable for this case. It is important to
realize that without the electron and ion temperature gradient, it is not possible
to accurately calculate the pressure gradient, mach number, or even the (plasma)
potential. The measured flow is independent of this result, but the calculated flows
Chapter 4. Experimental Results 85
Figure 4.32: Estimated azimuthal flows (blue) shown with the measured values (red)
for B=350G, 705G, and 1050G, with no grid present, and bias rings floating, Ti=.2eV
depend on this information. Also, the calculated E×B flow does not go to zero at
center as it should, and this could indicate that the probe was not exactly centered
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for these measurements.
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Chapter 5
Conclusions and Future Work
5.1 Discussion
As may be obvious, there are many unanswered questions which remain in this
research, and many conclusions that cannot be made. As may be evident, the largest
issue missing in this work is the lack of temperature measurements. This is an issue
that may be easily resolved for electrons but not for ions. However, the larger
standing issues involve many of the anomalies noticed in this work. One of the
largest issues is what affect the grid actually has on the plasma.
Source Region
One of the difficulties in understanding the interaction between the grid and source
is the lack of understanding of the source region. The physics behind helicon sources
is not well understood. The instability that occurs at B=350G when the grid bias
is above 30V may be related to an issue that arose when B=1050G, where it was
noticed that for negative grid bias the ion saturation current limit changed, and that
electron current was collected. Both of these seem to point to interactions with the
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source region. When the instability for B=350G was first observed it was believed
Figure 5.1: Plasma is created in a localized source region, and the grid pulls particles
from this region into the main chamber.
that plasma formed in a localized region (such a the helicon tube), and that when
the grid is biased negative(positive) it would then pull ions (electrons) from this
region, and accelerate them down the main chamber, as illustrated in Figure 5.1.
For sufficient positive grid bias, electrons would be accelerated, and their mean free
path would eventually be longer than the machine. This could cause diminished
ionization in the chamber, and possibly the instability that is observed. However,
this does not explain the collection of electron current at negative bias
A different alternative is that the plasma production is distributed throughout
the chamber, as seen in Figure 5.2. In this case, when the grid is negative (positive),
it would still pull ions (electrons) from the source region, and accelerate these down
the chamber, but any ions (electrons) in the main chamber would be pulled back to
the grid. As well, the grid would also repel any electrons (ions) down the chamber
for a negative (positive) configuration.
It was noticed that at negative bias, the system is more stable; this is especially
true for helium plasma. This second alternative may create an electron beam for a
negative bias, and an ion beam for positive bias. One of the leading theories about
the physics of helicons is that the ionization is caused by an electron beam [12]. If
this is true, then it would follow that the case that creates the electron beam in
the plasma should be the more stable of the two. However, no evidence is currently
available to prove one hypothesis over the other, and neither may be correct.
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Figure 5.2: Plasma production is along the chamber, and the grid attracts and repels
particles in both regions.
A Non-linear System
As has been observed, the largest affect of the grid appears to be on the floating
potential which, for a constant temperature, is proportional to the plasma potential.
However, the changes observed in the potential are only reflected when B=350G. For
the other cases, the potential is nearly constant, yet the dominating flow continues
to be in the electron diamagnetic direction. However, at the higher magnetic fields,
the ion saturation currents seem to be showing the formation of chaotic modes,
which may explain this behavior. In general, trying to discern the cause of this is a
complicated matter, as illustrated in Figure 5.3: This figure shows that shear flows
Figure 5.3: Flow chart showing the interactions within the plasma, and their effects.
can cause fluctuations, but those fluctuations can cause a return effect on the shear
flows. The system is a non-linear cause and effect system, and this makes it much
more difficult to discern what is happening in the plasma. However, there is an
explanation for why these effects occur for the higher magnetic fields, but not the
lower magnetic fields. It has been seen by other groups [10] that as the magnetic
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field increases, the fluctuations increase and change. In general:
Figure 5.4: The change in dynamical complexity in drift-waves as the magnetic field
increases.
In general, in just looking at a few of the outstanding issues present in this
thesis, it is possible to see that this experiment, which began with the belief that it
would be simple, is complicated. The complications are due not only to the lack of
understanding of the source, but also from the non-linear nature of plasmas, even a
simple linear plasma device such as HelCat.
5.2 Conclusion
A grid and ring system has been implemented in a helicon-source plasma in an
attempt to effect flow profiles. It can be seen that by biasing a grid it is possible
to effect the plasma system; there are changes in the potential profile, in both the
azimuthal and axial flows, and some slight changes also occur in the density profile.
In addition to these effects, it is also possible to suppress the intrinsic drift-waves of
the system, and to excite new fluctuations.
Overall, one of the main goals for this thesis was to take flow measurements, along
with density and potential measurements, and compare an estimated flow value for
the azimuthal flow and compare it to the measured flow values. This was completed,
and it was observed that there was very little correlation between the measured val-
ues and the estimated values. Several explanations are possible; the first explanation
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is that the measurements were perhaps insufficient. There were no temperature mea-
surements included in this analysis, and this also effects the potential measurements.
The floating potential only differs from the plasma potential by a constant if the
temperature is constant, and in order to create more exact estimated flow values,
both the temperature and plasma potential needed to be measured. The second
major issues in these measurements is the lack of understanding of the mach probe
limits; the theory is derived for a highly magnetized plasma, though there is little
understanding at what constitutes as a highly magnetized plasma. It may be that the
theory is failing for our measurements, and that a new method needs to be explored
for measuring the flows.
The second goal of this thesis was to characterize the plasma, via flow, potential
and density measurements, and to also characterize how these changed because of
electrode biasing. The most conclusive result that can be seen in all of the measure-
ments presented here is that the axial flow tends to exhibit a return flow, and the
azimuthal flow is primarily in the electron diamagnetic direction, with few exceptions.
The exact characterization of the grids affects is harder, but it is possible
It is more difficult to characterize the grid affects for the higher magnetic fields
(705G and 1050G), where it is often seen that at the edge of the plasma, the flows
have very erratic behavior, and appear to change flow direction or speed very quickly.
Zonal flows may play a significant role, and these are coupled via complicated dynam-
ics. These can also lead to a highly dynamical system, which is poorly characterized
by time-averaged flows. However, it is easier to characterize the flows at B=350G.
By simply placing the grid into the system with a strong negative bias (-40V),
there tends to be little effect on either flow velocity until -20V. This is true for all
radii at B=350G. The center axial flows, from 0-3cm, can be decreased by placing
the grid in at a bias anywhere from -20V to +10V, with a steadily decreasing flow
as the voltage approaches 10V; the overall magnitude of this change is dependent
on the radius. However, at +10V, the affect is not uniform over these radii; at the
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center the flow begins to increase around +10V, while at 1cm and 2cm, the flow
reaches a constant. For r=4-6cm, the flow stays constant until 0V; however, for 4-
Figure 5.5: Select axial flows for B=350G, plotted against changing grid bias.
5cm, the flow then increases steadily, while at 6cm, the flow not only decreases, but
also reverses direction around 2V. Around 7cm, the flow reversal happens around
16V. For the remaining radii (8-10cm), the flow reversal happens around 0-2V, and
increases in this direction until 16V, where it steadily decreases, and transitions back
to its original direction. Examples of the effects described here can be seen in Figure
5.5.
As can be seen from just analyzing this ‘simple’ case, where only the axial flows
have been considered, and no fluctuations appeared to be forming, it is possible to
see that the grid does not have a uniform effect. In order to effectively effect the
axial flow as desired, a system of various grids, of different radii, would need to be
used. This might make it possible to change all of the plasma to have the same effect,
such as increasing all of the flow speeds, or decreasing all of them. However, this
Chapter 5. Conclusions and Future Work 93
would likely cause a change in the radial electric field, and the azimuthal flow, and
as has been observed, this could have very drastic, non-linear effects on the plasma.
However, the data that has been collected can be used not only to test this new
system, but to also create a system that in which a specific shear profile is needed
or desired.
In general, an overall simple picture of accelerating flows, particularly in a uniform
manner, does not exist. As can be seen, the acceleration (or de-acceleration) of flows
depends on the radial position in the plasma, and on the magnetic field. However,
using a system of grids, it may be possible to create desired flows, and the experiments
performed for this thesis lay a ground work for using such a system. As well, the
grid used in these experiments also provides the opportunity to study drift-waves,
and possibly chaotic-turbulence transitions. It may also provide the chance to learn
more about the helicon and its underlying physics. To understand the affects that
have been observed, a continuation of the theory presented in the appendix may be
needed.
5.3 Future Work
1) Electron temperature measurements and calculations with temperature mea-
surements.
2) Plasma potential measurements using swept probe, and calculations using this
value.
3) Axial characterization of the flows, potential and density.
4) Neutral profile measurements.
5) A system of grided rings near the helicon source or a system of separate and
different sized grids closely spaced.
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6) Dynamical analysis of velocities, densities, and possibly potentials.
7) Turbulence analysis.
8) Reynolds Stress measurements, and zonal flow calculations.
9) Continuation of modeling and theory presented in appendix.
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Appendix A
Three Fluid Theory
During experiments we began to notice phenomena occurring in the plasma that
were not well understood; the most noticeable of the de-stabilization of the plasma
for higher biases, particularly when B=350G. In an attempt to better understand
the plasma, and physics occurring, a ‘simple’, one dimensional model was formed. It
started with deciding what types of particles, e.g., ion, electrons, fast electrons, or
others, might be playing a role in the plasma. Then, for each species, the momentum
and continuity equation were written. It was hoped that it would be possible to solve
the resulting equations, and that it would be possible to describe the system using
these equations. If necessary, the equations would be modified in an attempt to find
the measured profiles.
However, as will be seen, this process was not as simple as originally believed.
For a case with only three particles, it was found that the equations were not only
coupled, but nonlinear in nature. In order to solve for the exact nature of the system,
a zeroth order solution is not only desired, but necessary. This makes it more difficult
to solve the resulting equations, and eventually work on this model was abandoned.
However, the work has been started, and has been included in this appendix as a
possible start for future work.
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A.1 Starting Equations
In trying to develop a theory to describe and predict what would occur in the plasma,
the simplest approach was to start with the continuity equations and the force equa-
tion:
∂n
∂t
+∇ · (nu) = G− L (A.1)
mn
[
∂u
∂t
+ (u · ∇)u
]
= qn (E + u×B)−∇p−mnνmnu−mu (G− L) (A.2)
m = particle mass
n = particle density
u = particle velocity
q = particle charge
E = Electric field
B = Magnetic Field
p = Pressure
νmn = Collision frequency
G = Source
L = Sinks
(A.3)
Note that the sources and sink terms, while denoted by the same variable, are not
necessarily the same for the two equations. For three fluids, we will claim to have
ions, thermal electrons and beam electrons, which will be denoted with the following
subscripts, respectively: i, e, and b. Each of these fluids will have the two equations
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above, for a total of six equations. We may also need to include neutrals in this,
and have a total of eight equations, but for now this consideration is being ignored,
though neutral collisions will be taken into account.
A.1.1 Ion Equations
Before trying to solve these equations, the source and sink terms need to be de-
termined. The only source will come from ionization of neutral gas by the beam
electrons. It is possible that another ionization process occurs from helicon source,
but this process is not understood, and must be neglected. This source will only
effect the density of the ions, not the momentum of the ions. In general, ionization
by electron impact imparts little extra energy to the ion, and all created ions will be
considered to start no momentum. This also provides a boundary condition: no ions
will enter from the source region.
No sink terms will be considered as well; it is believed that the only sink term
will occur at the end of the chamber, and this will be used as a second boundary
condition. The other consideration that must be taken into account is ion-neutral
collisions, which is an issue in helicon plasmas. The equations become:
∂ni
∂t
+∇ · (niui) = nnnbσub (A.4)
mini
[
∂ui
∂t
+ (ui · ∇) ui
]
= qini (E + ui ×B)−∇pi −miniνinui (A.5)
A.1.2 Thermal Electrons
The thermal electrons are the electrons that are input from the helicon source with
an energy of approximately 5eV. These electrons do not have enough energy to ionize
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the neutral gas, but are present. Part of their source term (the helicon source) will
be input as an initial value, and their sink term will be the end boundary condition.
However, they also have a source term from the ionization of the neutral gas.
When the neutral gas is ionized, an electron will result. While it is possible for
this electron to have all the extra energy from the beam electron, it is more likely
that it will have very little energy. Therefore, we will simply treat this as a source
term in the continuity equation, but not in the momentum equation. Collisions are
considered unimportant for these electrons.
∂ne
∂t
+∇ · (neue) = 2nnnbσub (A.6)
mene
[
∂ue
∂t
+ (ue · ∇) ue
]
= qene(E + ue ×B)−∇pe (A.7)
Notice the form of the ionization term is for collisional ionization; σ is the ionization
cross section, which may be taken to be constant, or as a function of energy/velocity.
A.1.3 Beam Electrons
The beam electrons are the electrons that the grid pulls out of the helicon source.
These electrons will be assumed to have an energy equal to the potential difference
in this region, and can have enough energy to ionize the neutral gas in the chamber.
Again, part of the source term comes from the grid and helicon source, but these will
be treated as an initial condition. Also, a sink term is out of the end of the chamber,
but again, this will be implemented as a boundary condition. However, there is also
an extra sink term here that effects both the density and momentum equation.
If the beam electron does not have enough energy to ionize the gas, then it is
uneffected and continues as a beam electron. If it has barely enough energy to ionize
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the gas, then the electron will become a thermal electron, and this term becomes a
sink term. If the electron has twice or more the amount needed to ionize the gas,
then the electron will remain a beam electron (with less energy), unless it can ionize
twice, and then become a sink term. This also implies that we have to consider
another source term in the thermal electrons.
This term has to have a dependence on the energy, probably a ratio between the
ionization energy and the energy of the beam electron. It seems that if we make the
ionization cross section dependent on energy, this will automatically be taken care
of. However, if we claim the ionization cross section is a constant, then we will have
to compensate for this effect. For the moment, we will assume it is a function of
energy. Once again, we neglect collisions in the momentum equation.
∂nb
∂t
+∇ · (nbub) = −nnnbσub (A.8)
mbnb
[
∂ub
∂t
+ (ub · ∇) ub
]
= qbnb (E + ub ×B)−∇pb +mbnnnbσub2 (A.9)
A.2 1-D Equations
We’ll start by taking the simplest case, and look at only the axial flow. For simplicity,
it will be assumed that the system is isothermal and ∇p = kBT∇n. The magnetic
field will point in the +zˆ direction. Substituting the potential for the electric field
adds Poisson’s equation, and together there are seven equations.
∂ni
∂t
+ ni
∂ui
∂z
+ ui
∂ni
∂z
= nnnbσub (A.10)
mini
[
∂ui
∂t
+ ui
∂ui
∂z
]
= −qini∂Φ
∂z
− kTi∂ni
∂z
−miniνinui (A.11)
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∂ne
∂t
+ ne
∂ue
∂z
+ ue
∂ne
∂z
= 2nnnbσub (A.12)
mene
[
∂ue
∂t
+ ue
∂ue
∂z
]
= −qene∂Φ
∂z
− kTe∂ne
∂z
(A.13)
∂nb
∂t
+ nb
∂ub
∂z
+ ub
∂nb
∂z
= −nnnbσub (A.14)
mbnb
[
∂ub
∂t
+ ub
∂ub
∂z
]
= −qbnb∂Φ
∂z
− kTb∂nb
∂z
−mbnnnbσu2b (A.15)
∂2Φ
∂z2
=
q
0
(ne + nb − ni) (A.16)
A.2.1 Bohm Criterion
The Bohm criteria is a condition that gives information about the density and velocity
of particles in the sheath area of the plasma. We can try to derive this condition
for our equations in hope of finding our boundary conditions. The derivation of the
Bohm criteria is essentially finding a solution to the Poisson equation. For our case,
this is:
∇2Φ = q
0
(ne + nb − ni) (A.17)
Making this one dimensional and multiplying by a derivative of phi:
dΦ
dx
d2Φ
dx2
=
q
0
(ne + nb − ni) dΦ
dx
(A.18)
d
dx
[
1
2
dΦ
dx
2]
=
q
0
(ne + nb − ni) dΦ
dx
(A.19)
dΦ
dx
2
= 2
q
0
∫
dx (ne + nb − ni) dΦ
dx
(A.20)
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It is possible to instantly see the issue with solving this equation. This equation is
dependent on the steady-state densities, whose forms, as will be seen, are dependent
on the velocity solutions, which circles back to the solution of the potential. In the
end, the equations are thoroughly coupled, and finding a solution appears to be an
extremely complicated process.
A.3 Steady State Solutions
In the steady-state solution, we find:
∂
∂z
(niui) = nnnbσub ⇒ ni = 1
ui
∫
dznnnbubσ (A.21)
∂
∂z
(neue) = nnnbσub ⇒ ne = 1
ue
∫
dznnnbubσ (A.22)
In steady state we can find exactly (not quite) a solution for nb to substitute into
these two equations.
1
nb
∂nb
∂z
+
1
ub
∂ub
∂z
= −nnσ (A.23)
∂
∂z
[ln(nb) + ln(ub)] = −nnσ (A.24)
nb =
a
ub
e−
∫
dznnσ (A.25)
where a is a constant of the integration. Substituting nb into the other two equations,
we find:
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ni =
a
ui
∫
dznnσe
− ∫ dznnσ (A.26)
ne =
a
ue
∫
dznnσe
− ∫ dznnσ (A.27)
Notice these are not easily solved equations. While we may assume nn is a constant,
and it seems practical that we could find σ as a function of z or claim it is also
constant, we can not easily find a solution for the velocities. To see our difficulties
in solving for the velocities, we’ll look at the velocity of the beam electrons as an
example.
ub
∂ub
∂z
=
qb
mb
E − kTb
mbnb
∂nb
∂z
− nnσu2b (A.28)
∂ub
∂z
[
u2bmb − 1
mbub
]
=
qb
mb
E − nnσu2b (A.29)
Not only is the velocity equation here non-linear, it is also still coupled through the
electric field, which is obtained using the following relation:
∂E
∂z
=
q
0
(ni − ne − nb) (A.30)
A.4 Time Dependent Solutions
A.4.1 Finite Difference Method
Since there is no analytical way to solve our equations, we can move from a continuum
approach of the problem to a discrete approach. We can substitute a difference form
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of our integrals in and hopefully be able to find a solution via iterations. There are
various forms we could use: forward time step, backward time step, and centered
time step. Since the centered time step is approximated to second order, we will use
this form to substitute in for our equations. Therefore, we will have:
∂u
∂x
∣∣∣
x=j,t=k
=
ukj+1 − ukj−1
2∆x
(A.31)
∂u
∂t
∣∣∣
x=j,t=k
=
uk+1j − uk−1j
2∆t
(A.32)
∂2u
∂x2
∣∣∣
x=j,t=k
=
ukj+1 − 2ukj + ukj−1
∆x2
(A.33)
Using these definitions, we can substitute these into our differential equations to find
the following:
nik+1j − nik−1j
2∆t
= nnσnb
k
jub
k
j − nikj
uikj+1 − uikj+1
2∆x
− uikj
nikj+1 − nikj+1
2∆x
(A.34)
nek+1j − nek−1j
2∆t
= nnσnb
k
jub
k
j − nekj
uekj+1 − uekj+1
2∆x
− uekj
nekj+1 − nekj+1
2∆x
(A.35)
nbk+1j − nbk−1j
2∆t
= −nnσnbkjubkj − nbkj
ubkj+1 − ubkj+1
2∆x
− ubkj
nbkj+1 − nbkj+1
2∆x
(A.36)
uik+1j − uik−1j
2∆t
= − qi
mi
φkj+1 − φkj−1
2∆x
−kTi
mi
1
nikj
nikj+1 − nikj−1
2∆x
−uikj
uikj+1 − uikj−1
2∆x
−νinnikjuikj
(A.37)
uek+1j − uek−1j
2∆t
= − qe
me
φkj+1 − φkj−1
2∆x
− kTe
me
1
nekj
nekj+1 − nekj−1
2∆x
− uekj
uekj+1 − uekj−1
2∆x
(A.38)
ubk+1j − ubk−1j
2∆t
= − qb
mb
φkj+1 − φkj−1
2∆x
−kTb
mb
1
nbkj
nbkj+1 − nbkj−1
2∆x
−ubkj
ubkj+1 − ubkj−1
2∆x
−mbnbσnbkjubkj
(A.39)
φkj+1 − 2φkj + φkj−1
∆x2
=
q
0
(
nekj + nb
k
j − nikj
)
(A.40)
Appendix A. Three Fluid Theory 105
We can now convert this into a matrix equation of the form:
AΨk+1j = AΨ
k−1
j + BΨ
k
j+1 −CΨkj−1 + D (A.41)
where
Ψ =

ni
ne
nb
ui
ue
ub
φ

A =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0

B =

uikj
∆t
∆x
0 0 nikj
∆t
∆x
0 0 0
0 uekj
∆t
∆x
0 0 nekj
∆t
∆x
0 0
0 0 ubkj
∆t
∆x
0 0 nbkj
∆t
∆x
0
kTi
mi
∆t
∆x
1
nikj
0 0 uikj
∆t
∆x
0 0 qi
mi
∆t
∆x
0 kTe
me
∆t
∆x
1
nekj
0 0 uekj
∆t
∆x
0 qe
me
∆t
∆x
0 0 kTb
mb
∆t
∆x
1
nbkj
0 0 ubkj
∆t
∆x
qb
mb
∆t
∆x
0 0 0 0 0 0 −1

C =

uikj
∆t
∆x
0 0 nikj
∆t
∆x
0 0 0
0 uekj
∆t
∆x
0 0 nekj
∆t
∆x
0 0
0 0 ubkj
∆t
∆x
0 0 nbkj
∆t
∆x
0
kTi
mi
∆t
∆x
1
nikj
0 0 uikj
∆t
∆x
0 0 qi
mi
∆t
∆x
0 kTe
me
∆t
∆x
1
nekj
0 0 uekj
∆t
∆x
0 qe
me
∆t
∆x
0 0 kTb
mb
∆t
∆x
1
nbkj
0 0 ubkj
∆t
∆x
qb
mb
∆t
∆x
0 0 0 0 0 0 1

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D =

2nnσnb
k
jub
k
j∆t
2nnσnb
k
jub
k
j∆t
−2nnσnbkjubkj∆t
−νinuikj∆t
−mbnnσubkj 2∆t
0
q
0
∆x2
(
nekj + nb
k
j − nikj
)
+ 2φkj

We would like to be able to rewrite this equation as:
Ψk+1j = Ψ
k−1
j + A
−1BΨkj+1 −A−1CΨkj−1 + A−1D (A.42)
This form is slightly problematic since matrix A is singular, but we will merely take
the pseudo-inverse to solve our equations. We could also remove the bottom row
from each matrix, leaving us with rectangular matrices, which would also require us
to take the pseudo-inverse. The two processes should be analogous.
If we take the steady state solution we find instead:
A”Ψj+1 = B”Ψj−1 + C” (A.43)
where
A” =

uij
2∆x
0 0
nij
2∆x
0 0 0
0
uej
2∆x
0 0
nej
2∆x
0 0
0 0
ubj
2∆x
0 0
nbj
2∆x
0
kTi
mi2∆x
1
nij
0 0
uij
2∆x
0 0 − qi
mi2∆x
0 kTe
mb2∆x
1
nej
0 0
uej
2∆x
0 − qe
me2∆x
0 0 kTb
mb2∆x
1
nbj
0 0
ubj
2∆x
− qb
mb2∆x
0 0 0 0 0 0 1
∆x2

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B” =

uij
2∆x
0 0
nij
2∆x
0 0 0
0
uej
2∆x
0 0
nej
2∆x
0 0
0 0
ubj
2∆x
0 0
nbj
2∆x
0
kTi
mi2∆x
1
nij
0 0
uij
2∆x
0 0 − qi
mi2∆x
0 kTe
mb2∆x
1
nej
0 0
uej
2∆x
0 − qe
me2∆x
0 0 kTb
mb2∆x
1
nbj
0 0
ubj
2∆x
− qb
mb2∆x
0 0 0 0 0 0 − 1
∆x2

C” =

nnσnbjubj
nnσnbjubj
−nnσnbjubj
−νinuij
−mbnnσubj
0
q
0
(nej + nbj − nij) + 2 φj∆x2

As can be seen, this problem that started out rather simple is really very com-
plicated. It was at this point that it was decided that focus of this thesis should be
on the experimental measurements.
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