Advanced combustion strategies for gasoline engines employing highly dilute and low-temperature combustion modes, such as homogeneous charge compression ignition and spark-assisted compression ignition, promise significant improvements in efficiency and emissions. This article presents a novel, reduced-order, physics-based model to capture advanced multi-mode combustion involving spark ignition, homogeneous charge compression ignition and spark-assisted compression ignition operating strategies. The purpose of such a model, which until now was unavailable, was to enhance existing capabilities of engine system simulations and facilitate large-scale parametric studies related to these advanced combustion modes. The model assumes two distinct thermodynamic zones divided by an infinitely thin flame interface, where turbulent flame propagation is captured using a new zero-dimensional formulation of the coherent flame model, and end-gas auto-ignition is simulated using a hybrid approach employing chemical kinetics and a semi-empirical burn rate model. The integrated model was calibrated using three distinct experimental data sets for spark ignition, homogeneous charge compression ignition and spark-assisted compression ignition combustion. The results demonstrated overall good trend-wise agreement with the experimental data, including the ability to replicate heat release characteristics related to flame propagation and auto-ignition during spark-assisted compression ignition combustion. The calibrated model was assessed using a large parametric study, where the predicted homogeneous charge compression ignition and spark-assisted compression ignition operating regions at naturally aspirated conditions were representative of those determined during engine testing. Practical advanced combustion strategies were assessed relative to idealized engine simulations, which showed that efficiency improvements up to 30% compared with conventional spark-ignition operation are possible. The study revealed that poor combustion efficiency and pumping work are the primary mechanisms for efficiency losses for the advanced combustion strategies evaluated.
Introduction
Advanced combustion strategies employing highly dilute and low-temperature combustion (LTC) modes promise significant improvements in efficiency and emissions of internal combustion (IC) engines. For spark-ignited (SI) engines, advanced ignition systems, [1] [2] [3] stratified charge operation 4, 5 and exhaust gas recirculation (EGR) with enhanced reactivity 6 are some of the proposed near-term solutions for increasing dilution tolerance. Mixture dilution with air and exhaust gas (EGR) is a key enabler of high thermal efficiency through direct thermodynamic benefits, as well as indirectly by allowing engine boosting and downsizing, higher compression ratios and reducing the need for airflow throttling. LTC strategies based on controlled auto-ignition driven by chemical kinetics, such as homogeneous charge compression ignition (HCCI), [7] [8] [9] [10] have demonstrated even greater efficiency benefits. 11 HCCI combustion considerably extends the lean operating limit, while still maintaining fast combustion near piston top center (TC). The reduced residence time, in addition to the inherently lower combustion temperatures, further reduces efficiency losses due to heat transfer. However, the associated fast pressure-rise rates and the lack of a direct ignition trigger limit the operating range of traditional HCCI combustion to relatively low loads. Multiple approaches, including intake charge boosting [12] [13] [14] and partial fuel stratification, 15 have been investigated in an effort to extend the HCCI load range. Spark-assisted HCCI (SA-HCCI), also known as spark-assisted compression ignition (SACI), is a hybrid combustion mode that uses spark ignition and flame propagation as a method to stimulate autoignition and control burn rates. [16] [17] [18] SACI can therefore be used as a load extension mechanism, providing a viable bridge between low-load HCCI and high-load SI combustion. [19] [20] [21] Conceptually, the full implementation of these advanced combustion strategies have the potential for sizable vehicle fuel economy gains over powertrains with conventional SI engines, ranging from 20% to almost 60%. 22 The increasing complexity of engine architecture, operating strategies and controls has made system-level engine cycle simulations nearly indispensable. By incorporating one-dimensional (1D) gas dynamics for engine airflow paths with simple zero-dimensional (0D) thermodynamic models for combustion, engine concepts and controls can now be developed and evaluated virtually with relatively minimal computational cost. 23, 24 These system-level simulation frameworks can also be used to generate the engine fuel consumption maps necessary for fuel economy drive-cycle simulations. 11 The reduced-order models for SI and HCCI combustion proposed throughout the years have proved to be a valuable resource for understanding the interactions between combustion modes and the underlying engine system, and subsequently optimizing the engine design and controls. When properly developed and calibrated, these models can predict the important trends 3000 to 6000 times faster per engine cycle compared with higher fidelity computational fluid dynamics (CFD) simulations. Currently, however, a reduced-order model that simultaneously captures SI, HCCI and SACI combustion is not available for engine system simulations.
The main goal of this work was to develop a complete phenomenological and computationally inexpensive model of advanced multi-mode SI, HCCI and SACI combustion for engine system simulations. The new combustion model integrates the most important physical behavior observed in turbulent flame propagation and auto-ignition across a wide range of pressures, temperatures and dilution levels. These features are considered essential to assess the efficiency improvement potential of related advanced combustion modes and perform system-level optimizations of engine operating strategies. As with most simplified models, there is a tradeoff in predictive accuracy for reduced complexity. This is typically justified when working with comprehensive engine systems comprising hundreds to thousands of components and large parametric studies where computational cost plays a critical role. The present model would not be useful to study local combustion phenomena, charge motion effects or turbulence-chemistry interactions, where three-dimensional RANS, LES or DNS frameworks are likely required.
The model parameters were independently calibrated using experimental data from SI, HCCI and SACI combustion modes and validated by comparing the predicted operating regimes. The new integrated modeling framework was then used to evaluate practical advanced combustion strategies relative to idealized engine simulations in order to understand the major sources of efficiency losses and establish potential pathways for improvement.
Multi-mode combustion model for engine simulations Figure 1 presents a conceptual diagram of the new multi-mode combustion model, as part of an integrated framework for engine system simulations. The central component of the framework consists of a 0D, twozone thermodynamic model, described in detail in a previous publication by Ortiz-Soto et al., 25 where it was employed in experimental heat release analysis of advanced combustion engines. The model assumes that after spark timing, two distinct zones, each with its own mass, volume, temperature and composition exist within the combustion chamber. These are designated as the end-gas zone (EG) and the post-flame (PF) zone. The end-gas zone is initially unreacted and contains the fresh fuel-air mixture, as well as components of EGR and residuals. During SI combustion, mass is transferred from the end-gas zone to the post-flame zone, where species are assumed to be at chemical equilibrium, at a rate _ m b, FL given by the Turbulent Flame Propagation Model. The End-Gas Auto-Ignition Model then provides the rate of change of species and associated heat release in the end-gas due to chemical reactions driven by piston and flame compression heating. The combustion models capture boundary layer effects implicitly, although the effect on burning rates is not expected to be large. Accurately resolving boundary layers is much more important when modeling emissions, which is beyond the scope of this work and generally difficult with reduced-order models.
The development, calibration and assessment of the two submodels within the integrated multi-mode combustion modeling framework are the primary focus of this article. These are discussed in detail in the following sections. The heat losses to the walls are calculated using the Multi-Mode Heat Transfer Model, which was presented in Ortiz-Soto et al. 25 and is omitted here. The integrated model is validated using experimental data for individual SI, HCCI and SACI combustion modes. Attention to individual components and direct comparison to existing flame propagation and auto-ignition models has been purposely limited for conciseness, but dedicated publications in the future could be valuable. Presently, references to previous work in the literature are considered sufficient.
The computational model was written in double precision Fortran 95 26 and implemented as a user subroutine within the commercial 1D gas dynamics engine cycle simulation software, GT-SUITE/GT-POWER. 27 The simulation driver calls the user subroutine during the closed cycle to compute the energy change of the reacting system during the current time step. Thermodynamic and transport properties are handled using the built-in subroutines, which are based on standard JANAF correlations and the 12-species equilibrium approach by Olikara and Borman. 28 Real gas compressibility effects, which were shown to be important in high pressure (LTC), 29 are also accounted for within the cylinder using the Redlich-Kwong equation of state. 30 The model rate equations are integrated using a combination of explicit and implicit first-order Euler methods.
New turbulent flame propagation model SI flame propagation is a highly complex combustion mode coupling turbulence, transport, chemistry and geometry. Because reaction layers are constrained to a relatively small spatial region, designated as the flame brush, it has been possible to employ a simple two-zone assumption for 0D and quasi-dimensional models with good success. However, to model the propagation rate of this flame interface, the fundamental nature of turbulent combustion needs to be considered.
The turbulent entrainment combustion model has been historically the standard flame propagation model for thermodynamic engine cycle simulations. The model was first proposed by Blizard and Keck, 31 and later refined by Tabaczynski and colleagues. [32] [33] [34] It assumes that as the flame propagates into the unburned mixture, turbulent eddies at the wrinkled surface entrain and subsequently burn the fresh mixture. Despite its modeling success, widespread use and continued evolution, the physical groundings of the turbulent entrainment model have not been confirmed experimentally.
Experimental observations suggest that SI engines predominantly operate within the flamelet or reaction sheet regime of turbulent combustion, where the chemical time scales are considerably smaller than the turbulent time scales. 35, 36 Flamelet combustion is typically modeled as a thin reaction zone separating the fresh mixture from the burnt gases, where the reaction zone is a collection of laminar flame elements, locally propagating at a consumption speed similar to the laminar flame speed. 37 The turbulent flow field significantly enhances the mass-burning rate by wrinkling the flame front and increasing the overall flame surface area. 38, 39 Direct numerical simulations have recently provided supporting evidence for the flamelet concept and the wrinkling effects in turbulent flames. 40, 41 Matthews and colleagues 42, 43 first proposed an alternative flame propagation model based on the experimentally validated flamelet assumption for 0D SI engine cycle simulations. The concepts of fractal geometry proposed by Gouldin and colleagues 44, 45 were employed to account for the surface area enhancements of flame wrinkling. Bozza et al. 46, 47 later validated the fractal combustion model against optical studies, where it was found to correspond well to the behavior of freely propagating flames. However, the flame development and near-wall interaction phases require additional submodels. Furthermore, Driscoll 39 suggests that differential equations should be used to account for ''memory'' in turbulent wrinkling, whereas the fractal model employs an algebraic treatment.
The coherent flame model (CFM) has been extensively used in flamelet-based combustion models for multi-dimensional simulations, where a transport equation is used to solve for the temporal and spatial evolution of the flame surface density, S, which measures the available flame area per unit volume. [48] [49] [50] [51] The socalled CFM-2a and CFM-2b 52 formulations have been used in recent computational studies of SI and SACI engines with good success. [53] [54] [55] The CFM has also been shown to predict the experimentally observed reduction in turbulent burning velocities due to turbulent straining for large turbulence intensities. 39 The CFM model was recently adapted by Richard and colleagues 56, 57 for 0D SI engine simulations by neglecting convective and diffusive terms. The authors showed that the 0D implementation could predict engine performance with consistent trends.
The new turbulent flame propagation model developed for this work also takes advantage of the enhanced physical modeling capabilities of the CFM. The model was independently derived based on the flamelet and flame surface density concepts, and employs a CFM formulation previously used in high-fidelity computational studies for SI and SACI combustion at the University of Michigan. 53, 55 A conceptual illustration of the model is shown in Figure 2 . The model assumes a flame brush of finite thickness, d T , existing within a turbulent flow field, which is characterized by the turbulence intensity u 0 and integral scale L T . The turbulent flame brush corresponds to the envelop of the wrinkled flame surface, assumed to have a mean spherical area A F along the centerline of the brush. The global consumption speed, S T, GC , due to turbulent flame propagation can thus be expressed as 39 
S T, GC
where _ m b is the apparent mass-burning rate and r u is the density of the reactants. Following the flamelet assumption, the local combustion rate is dictated by the laminar flame speed and the amount of turbulent wrinkling on the flame area. The local turbulent burning velocity S T, LC can be described mathematically as
where S L is the unstretched laminar flame speed, I 0 is the stretch factor used to account for diffusion and geometric effects, S is the flame surface density (i.e. the wrinkling factor) and h is a coordinate normal to the flame brush. Equation (2) can be integrated along the flame brush thickness using the mean value theorem and assuming that S is zero everywhere outside the flame. The assumption of a constant S is not required.
The resulting model tracks the mean local consumption speed across the flame as a function of mean laminar and turbulent flame properties. For the present global 0D combustion model, it is assumed that the global and local consumption speeds are equivalent. Based on this key assumption, equation (1) and the integrated result of equation (2) can be combined to obtain a phenomenological mass-burning rate due to turbulent flame propagation
This expression is consistent with existing flame propagation models and indicates the turbulent flame propagation rate is a function of the laminar burning flux (r u S L I 0 ) and the turbulent flame area (A F Sd T ).
The laminar flame speed and thickness are calculated at each time step based on the end-gas pressure, temperature and composition using the correlations recently developed by Martz et al. 58 and Middleton et al. 59 for air and EGR dilute mixtures. The correlations were developed for iso-octane and encompass a wide range of conditions, including temperatures and dilution levels relevant to SACI operating conditions. Even though laminar and geometrical flame stretch can also be important for highly dilute and weak flames, stretch modeling is beyond the scope of this work; thus, I 0 = 1.
During the initial flame development stage after spark ignition, the laminar flame kernel is assumed to grow spherically at a constant rate defined by a critical radius, r k, crit , and time interval, Dt k . Based on the experimental studies reported by Herweg and Maly, 60 the kernel formation period is assumed to last approximately 200 ms, with a critical radius in the order of 0:5 À 2 mm. Heat losses to the spark electrode and stochastic variations during flame initiation, which can be important in marginally stable conditions, are not currently considered.
Once the flame grows larger than r k, crit , turbulent flame propagation becomes the dominant combustion mode. Neglecting dimensional convective and diffusive terms, the flame surface density rate equation corresponding to the CFM can be expressed as a first-order time-dependent ODE
where P and D are the flame surface density production and destruction terms, respectively. The initial value for S is calculated assuming Sd T = 1 at the laminarturbulent transition. The flame area at the brush centerline, A F , is then calculated using a tabular approach as initially proposed by Poulos and Heywood. 61 The production term P adopted for this work is based on the CFM-2a/2b expression 52 and depends mainly on the net turbulent stretch
where k and e are the turbulent kinetic energy and dissipation rate, respectively, obtained from the turbulent flow model, and a 0 is a tuning constant. G K is called the stretch efficiency function relating the mean turbulence to the range of scales the flame actually sees during the combustion event. It is computed using the intermittent turbulent net flame stretch (ITNFS) model as a function of the ratio of the turbulent-to-laminar speed and
The ITNFS model was developed using direct numerical simulations of vortex pairs interacting with a premixed reaction front. 37 The flame surface density destruction term D is based on the CFM-2a model 52 and is given by the following expression proportional to the square of
where b 0 and c 0 are tuning constants, and c is a reaction progress variable assumed to be the mass fraction burned by flame, x b, FL , which is calculated from equation (3). Equation (6) was empirically derived by Duclos et al. 52 to account for local quenching and mutual annihilation of surface area due to interacting eddies within a computational cell. From a global standpoint, the physical significance likely breaks down. Nevertheless, this expression was found to provide satisfactory and physically consistent global flame propagation behavior when properly calibrated, predominantly because of the quadratic and 1=(1 À c) terms. Thus, for the 0D model developed in this work, this empirical expression is assumed to account primarily for the flame surface destruction due to quenching as the flame approaches the colder wall regions. The steady-state solution of equations (4)-(6) was used to ensure correct physical behavior for the flame surface density S within the 0D formulation.
The turbulent flame brush thickness is calculated using the general expression of Taylor's theory of turbulent diffusion, 62 which has been found to adequately explain brush thickness measurements
where t is the time after spark. Turbulence is modeled using a single-zone turbulent energy cascade or K À k model, 46, 61 where mean flow kinetic energy, K, is converted to turbulent kinetic energy, k. The production of turbulent kinetic energy is computed using an expression proportional to that of a turbulent boundary layer over a flat plate, with an adjustable proportionality constant C b . The turbulence intensity, u 0 , is obtained from the turbulent kinetic energy, k, and the integral scale is assumed proportional to the instantaneous combustion chamber height, with an adjustable scaling factor C L .
New end-gas auto-ignition model
To predict the viable operating regimes of advanced, multi-mode combustion, auto-ignition behavior must be accurately captured, including the pre-ignition heat release, the time of auto-ignition and the post-ignition burn rate.
Several approaches have been employed for HCCI combustion and SI knock modeling within 0D engine simulation frameworks. The ignition delay integral approach 64 uses empirical ignition delay correlations to estimate the onset of auto-ignition. This method is the least computationally expensive and benefits from a wide array of options in the literature for different fuels and regimes; 65, 66 however, this approach generally cannot provide any heat release predictions. Single-zone, well-stirred reactor models with detailed chemical kinetic calculations offer more general predictability of ignition and pre-ignition heat release, but result in unrealistic post-ignition burn rates. 67 Multi-zone models address this issue by incorporating additional temperature and chemistry zones, such as an adiabatic core and a boundary layer region, 68 or an onion-like distribution. 69 These models can generally predict burn rates much closer to experimental data. The higher fidelity comes at a significantly higher computational cost and requires a more complex calibration procedure for the zonal mass and temperature distribution. For the postignition burn, a compromise between modeling complexity and accuracy can be obtained by employing empirical correlations, 8, 70 which generally provide combustion phasing or heat release rate values that can be used to fit a representative burn schedule (i.e. Wiebe function). So far, these models have relied on an ignition delay integral for auto-ignition timing.
This work introduces a novel hybrid approach. The pre-ignition heat release and the timing of auto-ignition are calculated based on a single-zone, well-stirred reactor model with detailed chemical kinetics applied to the end-gas. This provides better auto-ignition predictability compared with the conventional ignition delay integral approach, particularly for cases with late combustion phasing where the presence of pre-ignition heat release is critical for stable combustion. The prediction of auto-ignition onset is expected to be valid for HCCI and SI knock conditions. The post-ignition burn rate is then obtained from an empirical model used to fit a standard three-parameter Wiebe function. Experimental data for HCCI and SACI combustion modes are used to define the empirical model. This approach offers a way of capturing important but more complex phenomena, such as stratification and flame propagation effects, with lower computational cost compared with a multi-zone chemical kinetic model. The post-ignition model is not well suited for SI knock without modifications due to the increased importance of in-cylinder acoustics and local thermal conditions. The new hybrid autoignition model is conceptually illustrated in Figure 3 . The details of the model and implementation are discussed in the following sections.
Pre-ignition heat release and ignition timing
The single-zone, well-stirred reactor model with detailed chemical kinetics used to calculate the preignition heat release and auto-ignition timing was implemented using a stand-alone version of the standard CHEMKIN 71, 72 libraries. This is a general approach that allows any mechanism to be incorporated into the simulation given properly formatted CHEMKIN input files. The chemistry solver is invoked as a separate constant-volume reactor within the current simulation time step, similar to multi-zone approaches coupled to CFD simulations, 73 with initial conditions given by the mean temperature and composition of the end-gas. The chemical system is integrated using DVODE. 74 During the pre-ignition period, the end-gas reaction progress, x b, EG , is calculated based on the instantaneous enthalpy of formation relative to the enthalpy of combustion of the CHEMKIN species, or
The value of x b, EG is then used to convert reactant species in GT-POWER to equilibrium products. The change in individual CHEMKIN species is retained for the following simulation step, but the constant-volume temperature change is disregarded. The final end-gas and global states are calculated later after accounting for flame propagation, heat transfer and boundary work.
Auto-ignition timing (u IGN ) is estimated using the method described in Ortiz-Soto et al. 25 for experimental analysis, adapted for the single-zone detailed chemistry simulation in the end-gas. The method is based on a programmatic inspection of the rate of heat release (RoHR) profile, where the curvature and the second derivative are used as metrics to define the inflexion point resulting from auto-ignition. The calculation is applied between 60°before top dead center (BTC) and 100°after top dead center (ATC) where auto-ignited combustion is expected to occur. Following inspection of the experimental data, the time of auto-ignition usually corresponds to a burned mass fraction in the order of 5% to 10%. Therefore, the simulation proceeds using single-zone chemistry until 50% end-gas reaction progress is reached, during which the simulation state and key variables such as temperature, pressure and burn fractions are stored at each step. The time of autoignition is then estimated from the burn fraction time history. The simulation state is then reset to the beginning of the combustion range, using the stored burn fraction for end-gas heat release up to the time of autoignition, after which transition to the Post-ignition burn rate model occurs. Provisions have been included in the ignition subroutine to account for potential two-stage ignition events. If the heat release from single-zone chemistry does not reach 50% of the available energy in the end-gas by the end of the prescribed combustion range, then auto-ignition estimate is not made. Figure 4 provides a conceptual simulation flow chart of the hybrid auto-ignition model, where the branch labeled as Pre-Ignition Simulation depicts the process described above.
Consistent with the modeling framework developed, a highly reduced mechanism for primary reference fuels (PRFs) by Ra and Reitz 75 was used for the studies in this article, where the fuel was assumed 100% isooctane. This combination of reaction mechanism and fuel composition was found to approximate well the ignition trends predicted by larger gasoline mechanisms 76 in constant-volume and constant-pressure ignition delay simulations at a substantially reduced computational cost. Other reaction mechanisms of arbitrary complexity could be used for improved accuracy or to study different fuels. A global calibration constant DT chem was introduced to compensate for temperature gradients and boundary layer effects not captured by the 0D thermodynamic model, and for errors in the ignition delay prediction introduced by the reduced reaction mechanism. DT chem is applied to the initial temperature for the chemistry solver at each time step.
Post-ignition burn rate
The post-ignition burn rate model builds upon previous work for HCCI combustion, 8, 70 and extends it to SACI combustion and SI knock. The model attempts to capture the most important physical dependencies for burn rates during auto-ignited combustion. From fundamental ignition delay studies, such as the one presented by He et al., 65 it is inferred that the main chemical effects can be captured by fuel-oxygen composition, inert diluent content, pressure and temperature. In the present work, the fuel-oxygen equivalence ratio (u) and the mole fraction of stoichiometric combustion products (X SCP ) 59 define the mixture composition, and the pressure (P IGN ) and end-gas temperature (T EG, IGN ) at the time of auto-ignition capture the thermodynamic state.
Practical engine applications introduce a series of complexities not found in standard combustion testing equipment such as constant-volume bombs, shock tubes and rapid compression machines. The timing of auto-ignition (u IGN ) relative to the piston motion is critical for combustion driven by chemical kinetics. For ignition before top center, the additional compression from the piston can further raise the end-gas temperature and stimulate faster burn rates. Conversely, late combustion after top center can be highly detrimental to efficiency and stability due to gas expansion and cooling. The actual time scale available for combustion is, however, determined by the engine speed (RPM). The proposed model assumes that auto-ignition chemistry is independent of turbulence, which is appropriate for certain turbulence and chemical reactivity conditions defined by Reynolds and Damkohler numbers, 77 and the proposed model assumes that a higher engine speed will proportionally decrease the burn rate relative to crank angle (CA) for identical thermodynamic conditions at auto-ignition.
Thermal and compositional stratification also affect auto-ignition burn rates by influencing distribution of energy content and reactivity of auto-igniting pockets. The proportion of colder and leaner pockets increases with stratification, which reduces global burn rates as a result of the exponential decrease in local reactivity. 78, 79 Experimental and computational studies Figure 4 . Conceptual simulation flow chart for new end-gas auto-ignition model incorporating chemical kinetics for pre-ignition heat release and auto-ignition estimation, and empirical post-ignition burn rate model. The pre-ignition simulation uses a single-zone, well-stirred reactor model in the end-gas with a detailed chemical kinetic solver. Once auto-ignition is determined by a programmatic inspection of the end-gas heat release rate, the post-ignition empirical burn rate model is triggered and blended with the pre-ignition heat release. The arrows indicate simulation execution flow, and the ''?'' blocks designate logical statements to check whether the specified condition is met, that is, bound crank angle range between 260°and 100°ATC, end-gas burn fraction x b, EG greater than 50% and converged maximum end-gas temperature T EG, max .
have demonstrated the capability to directly modulate auto-ignition burn rates, for example, by fuel stratification through multi-pulse direct-injection strategies. 15 Other studies have shown that strategies reliant on trapping hot residual gases can introduce significant thermal and compositional stratification, resulting in up to 30% longer burn durations compared with strategies employing intake pre-heating and lower amounts of residuals. 80 To overcome the lack of spatial resolution in the present 0D model, which precludes explicit modeling of in-cylinder gradients, a lumped stratification or unmixedness factor, f unmix , was incorporated. f unmix is assumed to depend on the fraction of trapped residuals, denoted as iEGR. A quadratic function was chosen for f unmix , shown in equation (8), with a maximum at iEGR = 50% and zero values at iEGR = 0% and iEGR = 100%
The true nature of mixture and thermal stratification is much more complex and depends on bulk flow, turbulence, transport properties, molecular diffusion and heat transfer, to name a few important physical mechanisms that can affect local mixture characteristics.
78,80,81 However, this simple function is consistent with the present 0D approach and is considered sufficient for the purposes of system-level engine studies.
Flame propagation has also been found to interact with auto-ignition burn rates during spark-assisted operation by altering the compositional and thermal gradients as seen by the reacting end-gas mixture. 82 Because the flame will also preferentially consume the hottest regions, the remaining portion of the charge will be cooler and with a steeper temperature gradient near the walls. These effects are apparent in the results presented and discussed in Ortiz-Soto et al. 25 and are incorporated empirically in the current work through the burn fraction by flame at the time of auto-ignition, x b, FL, IGN .
A novel approach to fit the Wiebe burn schedule for the post-ignition burn rate was developed that employs auto-ignition timing (u IGN ), the CA at 50% end-gas burn (EG50), the burn rate at EG50 and combustion efficiency. This approach more closely captures the most important characteristics that affect engine efficiency and operating constraints, namely, combustion phasing and maximum rate of heat release. The Wiebe curve fitting procedure is described in Appendix 2. The resulting Wiebe function is blended with the calculated pre-ignition heat release using a Be´zier curve. See Appendix 2 for details. The end-gas burn rate obtained from this model is used to compute the species mass rate-of-change in the end-gas due to auto-ignition. The actual end-gas burn fraction is then calculated based on the change in specific enthalpy relative to reactants and complete combustion products, consistent with the pre-ignition model.
Equations (9)- (11) are the three expressions that form the basis for the empirical post-ignition burn rate model. Equation (9) provides the burn duration from the time of auto-ignition (u IGN ) to EG50, where u IGN is obtained from the pre-ignition model. Equation (10) provides the normalized end-gas burn rate at EG50, and equation (11) provides the combustion efficiency of the auto-ignition burn. The equations follow a consistent formulation, with power law terms for u, X SCP , P IGN , RPM, f unmix and x b, FL, IGN , and an Arrhenius term for T EG, IGN . Also, equations (9) and (10) 
Equation (11), however, incorporates a hyperbolic function fitted between two asymptotes to characterize the combustion efficiency behavior with peak temperature, conceptually depicted in red in Figure 5 . The data shown in the figure were obtained from a set of naturally aspirated HCCI simulations using KIVA-3V 70 with detailed chemical kinetics. Details of the hyperbolic fit are provided in Appendix 3. It is worth noting that during multi-cycle simulations, these poor combustion efficiency conditions are not generally sustainable. Still, the correlation is desired to provide a realistic bridge between robust and misfiring auto-ignited combustion.
The 10 fit parameters (a i , b j , c k ) for each model expression were determined by the method of least squares using a combination of experimental data and KIVA CFD simulation results. A large portion of the experimental data has been published in articles by Manofsky et al. 19 and Olesky et al. [83] [84] [85] To calculate the model inputs and target outputs, the experimental and CFD data were processed with a consistent approach using the ACE-HRA package for pressure-based heat release analysis of advanced multi-mode combustion developed by Ortiz-Soto et al. 25 The data spanned a wide operating space, with a total of 384 points for experimental HCCI data, 151 points for experimental SACI data and 460 points for pure HCCI simulation data. The simulation data were included to supplement the experimental data where limited conditions were available, such as in the engine speed, pressure and stratification space. To prevent biasing the model toward the simulation results, the experimental data were weighted twice as much during the fitting procedure.
The results are presented in Table 1 .
The fitted model and data correlation results are shown in Figure 6 . In general, the data appear well correlated based on visual residual analysis and the standard metric of the coefficient of determination, R 2 (provided in the panels of Figure 6 ). This is particularly encouraging considering the complexity of the problem in question. The adjusted R 2 (also shown in Figure 6 ), which accounts for the number of fit parameters relative to data points, was also evaluated and the results were identical to R 2 . The correlation for Du IGNÀEG50 in Figure 6 (a) shows the lowest R 2 , which should be expected due to the uncertainty in the auto-ignition timing estimation, simulation chemistry and potentially unknown phenomena.
Calibration of integrated combustion model
The turbulent flame propagation and end-gas autoignition models were calibrated within the integrated modeling framework using three distinct experimental data sets for SI, HCCI and SACI combustion obtained from a single-cylinder, four-valve, direct fuel-injected research engine equipped with a fully flexible electrohydraulic valve actuation system. The major engine specifications are summarized in Table 2 . Refer to Olesky et al. 85 for details on experimental setup. The Figure 5 . Auto-ignition combustion efficiency as a function of peak temperature from high-fidelity HCCI simulation. The two asymptotic lines in the combustion efficiency regimes provide the basis for the hyperbolic fit used in the model. system model was created in GT-POWER based on the experimental engine using detailed geometry and materials data for the intake and exhaust systems, and cylinder head. The intake and exhaust plumbing was confined to components downstream of the intake pressure sensor and upstream of the exhaust pressure sensor. The measured dynamic pressure and average temperatures were imposed as boundary conditions, minimizing the uncertainty related to engine breathing and pressure waves. As in the experiments, there was no SI event in the HCCI simulations and thus the flame model is not initiated.
For each calibration point, the pre-combustion pressure at 40°BTC and the equivalence ratio were closely matched to the experimental data by allowing for minor changes in the nominal values for average intake pressure, intake temperature and fueling rate, in the order of 1%, to account for measurement uncertainty. The valve lifts and timings were imposed directly from the experiments, as well as parameters such as spark timing and intake EGR flow rate. The simulations were run for 10 initialization cycles with a late-phased prescribed burn to establish the flows and temperatures for steadystate firing conditions, followed by 40 predictive combustion cycles. At 2000 r/min, a SACI combustion simulation lasted approximately 4 min. The calibration parameters tuned by comparison with the experimental data were as follows: C b and C L for turbulence; a 0 , b 0 , c 0 and r k, crit for flame propagation; and DT chem for chemistry. These are listed in Table 3 with the calibrated value. Following is a detailed discussion for each calibration set.
The experimental HCCI calibration cases were initially published by Manofsky et al. 19 and consist of a combustion phasing (CA50) study for a fixed fueling rate of 9 mg/cycle at an engine speed of 2000 r/min, where the level of negative valve overlap (NVO) was used to control the level of hot residuals and precompression temperatures. The SI cases were part of a load study for throttled operation at the best knocklimited spark advance (SA) with a stoichiometric equivalence ratio. The high compression ratio of the engine imposed a relatively low limit in the intake manifold absolute pressure (MAP) due to increased knock propensity. The experimental SACI cases were presented and discussed in Olesky et al. 84 These used a combination of SA, NVO and intake EGR to vary the pressure-rise rates at a constant CA50, achieved by varying the proportion of heat release by flame propagation (slow) and auto-ignition (fast).
The pressure data from three distinct conditions spanning the operating space of each combustion mode study are shown in Figure 7 . Simulation results show very good agreement with experimental trends. Differences in absolute pressures are expected given the complexities involved and the reduced-order nature of the model. Also, the experimental data shown are an ensemble-average of 300 cycles, whereas the simulation is based on a single steady-state cycle.
The auto-ignition model parameter, DT chem , was calibrated solely using the HCCI cases. The best overall behavior in combustion phasing and pressure-rise rate was obtained with DT chem =+40 K. The turbulence model was calibrated using the SI cases on a more general basis from data and insights in Heywood. 86 Here, the consensus from experimental data showed that the turbulence intensity near top dead center (TDC) is approximately half of the mean piston speed and the integral length scale of turbulence is in the order of 20% of the instantaneous chamber height. This resulted in a value for C b of 1.05 and C L of 0.20. The flame propagation model was also calibrated using the SI cases, where the CFM calibration factors a 0 , b 0 and c 0 were tuned to 0.75, 1.20 and 1.05, respectively, together with a critical kernel radius r k, crit of 0.5 mm. For the SACI calibration cases, only the critical kernel radius r k, crit was changed to 2 mm to account for the longer dwell and increased spark energy used to ignite the highly dilute mixture. The pressure data for the experiments and simulations are compared in Figure 7 for HCCI, SI and SACI. The simulation results demonstrate the overall good trend-wise and quantitative agreement for all three combustion modes. These calibration results are expected to be valid primarily for engine speeds near 2000 r/min. This is presently sufficient since this is the speed range of most interest for advanced combustion strategies and fuel economy studies. The behavior of the model during SACI combustion is of particular importance. Figure 8 shows the burn fractions and burn rates attributed to flame and auto-ignition for one case of the SACI study as calculated by the new multi-mode combustion model. These results illustrate the non-instantaneous nature of the combustion mode transition, where the flame propagation phase ends once end-gas chemistry consumes all of the available reactants The key results for the SACI study are shown in Figure 9 , where the model is able to replicate the ensemble-averaged experimental behavior. These studies were aimed at maintaining a constant CA50 while significantly changing the maximum pressure-rise rate by modulating the proportions of flame, or SI-like, combustion and auto-ignited, or HCCI-like, combustion. In general, the model shows smaller burn fractions by flame at auto-ignition (x b, FL, IGN ). The discrepancy can most likely be attributed to uncertainty in the model, particularly for pre-ignition chemistry, and experimental cycle-to-cycle variability, 25 which is generally higher in SACI combustion cases.
A sensitivity analysis of the calibration parameters was performed for one of the cases from the SACI study with the purpose of systematically estimating the effects of uncertainty in the input parameters on the model predictions. Each parameter was varied by 610% from the base level. The most important results are summarized in Table  5 of Appendix 4. The ringing intensity (R:I:) demonstrated the most overall sensitivity to parameter variations. R:I: is a measure of acoustic noise in the engine 87 and is generally used as a constraint for HCCI and SACI operation. The high sensitivity is not surprising because it depends on maximum pressure, maximum temperature, composition and maximum pressure-rise rate.
Assessment of model performance
The calibrated model was assessed using a large parametric study spanning the HCCI, SACI and SI combustion regimes to demonstrate the effectiveness of the model for studying advanced combustion strategies and the associated efficiency improvement potential. Similar to the experiments and simulations shown in the previous section, HCCI was simulated using the NVO operating strategy to trap hot residuals and control combustion phasing. Likewise, SACI employed NVO, as well as EGR and SA, to manipulate the burn characteristics. The SI engine was simulated using a combination of throttling and late intake valve closing (LIVC). The LIVC strategy reduces the amount of throttling required and improves efficiency through over-expansion, that is, the Atkinson or Miller cycle.
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This provided a more modern engine baseline for comparison of the advanced combustion strategies.
The single-cylinder engine model was modified as in previous engine mapping studies 11 with production-like intake and exhaust manifolds, conventional cam-driven valve lifts and idealized intake EGR flow. The engine specifications are shown in Table 2 . Valve lifts were scaled using a 1:1 ratio for lift and duration to achieve the desired level of NVO in the HCCI and SACI cases while maintaining a fixed exhaust valve opening (EVO) and intake valve closing (IVC). The same valve lift scaling was used in the SI cases to achieve the desired IVC while maintaining a fixed intake valve opening (IVO). The engine speed was 2000 r/min, the intake temperature 60°C and the exhaust backpressure 1.05 bar. Fuel was injected at a timing of 330°BTC. Table 4 shows the parameter space for the HCCI, SACI and SI simulation studies, which encompasses and extends beyond the available experimental conditions. For HCCI and SACI operation with NVO, total in-cylinder EGR (internal plus external) ranged from 30% at high loads to 60% at low loads.
The HCCI and SACI results were constrained to a ringing intensity below 5 MW/m 2 , whereas the SI results were constrained by of auto-ignition or knock. The equivalence ratio was limited to stoichiometric or lean, and the combustion efficiency to a minimum of 85%. Furthermore, the experimental data were constrained by stability, with a maximum coefficient of variation (COV) of IMEP of 5%. Figure 10 shows the combustion regimes as a function of load, given by net mean effective pressure (IMEP net or NMEP) and combustion phasing (CA50), which combines the system-level engine operating characteristics with combustion. The regions predicted by the simulation are very representative of the experimental results, with similar combustion phasing and load boundaries for the range of fueling rates. The high-load discrepancy was expected from a shortcoming of the imposed simulation constraints: The SACI experiments were limited at high loads by SI-like knock, which was based primarily on engineering judgment, even though the ringing intensity was within the prescribed limit. 19 However, the present model assumes that knock and SACI are fundamentally the same, but SI knock is expected in conditions with reduced air or EGR dilution, for example, conventional stoichiometric SI combustion, whereas SACI operates at much higher dilution levels. Vavra et al. 88 investigated the differences between ringing in auto-ignited combustion and SI knock, and observed notably distinct features, particularly that knock appears to be a more random process coupled to in-cylinder acoustics and local hotspots. This means that the R:I: metric is not sufficient to establish the high load limit of SACI combustion, and establishing a new quantitative metric is beyond the scope of this work. Thus, the simulations are less constrained in this region, as demonstrated by the higher load range. The simulated SACI regime is also broader as a result of the much larger parametric space, as well as the lack of stochastic variability in the model that contributes to increased combustion instabilities.
The best thermal efficiency cases for each fueling rate are compared in Figure 11 on a gross (compression and power strokes) and net (compression, power and gas-exchange) basis. The results shown are limited to the range where experimental data were available. The model demonstrates good agreement for all three combustion modes, with most of the efficiency predictions within 10% of the experiments. The trend-wise discrepancies are apparent near the upper limits of the HCCI and SACI region, where the experiments are more sensitive to the operating conditions and the strategies are generally more conservative to avoid exceeding the hardware limits. The heat release characteristics predicted by the model for the best efficiency strategies employing HCCI and SACI combustion are shown in Figure 12 in terms of the flame burn fraction at the time of ignition (x b, FL, IGN ) and the maximum pressure-rise rate. It is evident that at lower loads, the flame has minimal effects as a result of the high dilution levels, which makes SACI operation very similar to HCCI. Szybist et al. 20 also observed this phenomenon in singlecylinder SACI experiments. As seen in Figure 12 , as load increases above 5 bar NMEP, flame propagation becomes a useful method to maintain or reduce the maximum pressure-rise rate, and thus allow an expanded load range for efficient LTC.
The results also show model predictions beyond the experimental load limits (shown as dashed line in Figure 12 ). Even though the maximum pressure-rise rate shows an increasing trend for loads above 7.5 bar, the imposed constraints were still satisfied. As discussed earlier in this section, random knock-like conditions become more prevalent in this region, which cannot be captured accurately by the present model, nor by the ringing intensity constraint. Experimental studies of HCCI and SACI operating conditions also often exhibit stability trends that are not consistent with SI behavior, including increased COV and bimodal cyclic variability at high loads that may be due to higher sensitivity to inhomogeneities. These results are not strictly considered an error of the model, but a limitation of current quantitative metrics to constrain this part of the operating space, and a value of the model is to consider conditions beyond the scope and capabilities of the experimental platform. Therefore, if it were possible to address the knocking and stability issues observed experimentally in this region by means FL, IGN ) and maximum pressure-rise rate for HCCI and SACI simulations from best net efficiency strategies presented in Figure 11 . The highlighted region in panel (a) for loads lower than 4 bar demonstrates the lack of impact of the spark during SACI operation on the burn fraction. The highlighted region in panel (b) demonstrates the potential for load extension using SACI by reducing the maximum pressure-rise rate with higher flame fractions. The dashed line indicates the experimental load limit.
of charge preparation, combustion chamber design and advanced ignition systems, SACI combustion could prove practical at higher loads. This is especially true for the strategy employed here using a stoichiometric fuel-air ratio with EGR dilution, since a standard three-way catalytic converter could be used to manage the increasing NO x emissions produced by higher flame burn fractions and temperatures.
Model-based evaluation of advanced combustion strategies: ideal versus practical
In general, the new multi-mode combustion model has demonstrated the capability of predicting the trends observed in the experiments with good accuracy, so it can be a powerful tool for evaluating the efficiency improvement potential of advanced combustion strategies. Here, the integrated modeling framework is used to assess practical advanced combustion strategies, that is, HCCI and SACI, as well as conventional SI, relative to idealized engine simulations for throttled, air-diluted and EGR-diluted operation at naturally aspirated conditions. The objective was to understand important limitations associated with thermodynamics, combustion, mixture preparation strategies and control, and to establish potential pathways for improvement of engine technology. This is analogous to the study of real engine cycles compared with the ideal Carnot or Otto engine cycles, and should not be considered a comparison between two modeling approaches. Idealized simulations are employed extensively for engine research and basic design studies. Recently, Lavoie et al. 22 used this approach to study the conceptual benefits of advanced combustion strategies for naturally aspirated and boosted operation. Similarly, for this study, the idealized engines used a prescribed burn model and fixed valve lifts. Therefore, they were not subjected to combustion limitations related to chemistry, flammability or pressure-rise rates, or any losses associated with mixture preparation strategies using variable valve actuation, fuel injection or EGR systems. The practical results were obtained with combustion and breathing constraints including ignition, flame propagation and knock (SI only) as implemented in the model and described earlier. Figure 13 compares the gross and net efficiency results of practical engine simulations for HCCI, SACI and SI combustion with idealized engine simulations as a function of load. For the SACI results, only the points below the experimental load limit are shown. Figure  13(a) shows that the practical HCCI and SACI strategies can achieve similar gross efficiencies; however, the net efficiencies exhibit much more notable losses as seen in Figure 13(b) . The SI engine displays behavior more consistent with the idealized simulation, in both gross and net metrics, which was expected since both operated with a stoichiometric mixture and control load by throttling the intake air. The results presented in Figures 14 and 15 shed light on the differences between idealized and practical operating strategies for the various combustion modes. Figure 14 shows a set of key results associated with the operating characteristics of the advanced combustion (HCCI and SACI) engine simulations. These results can be used to assess the individual contributions of combustion, which only affects gross efficiency (Figure 13(a) ), and mixture preparation and pumping, which only affect net efficiency (Figure 13(b) ). Overall, the real or practical advanced combustion strategies burn notably faster, which tends to improve thermal efficiency by minimizing heat losses in the combustion chamber. The fast burn is more marked in the predominantly auto-igniting regime for low-load HCCI and SACI combustion, and slows as more of the charge is burned by flame propagation. However, this beneficial characteristic is at least partially negated by the loss in combustion efficiency as load decreases, which is clearly reflected in the gross thermal efficiency.
The still larger difference in the net thermal efficiency is a consequence of the NVO valve actuation strategy used to retain a large amount of hot residuals and promote bulk auto-ignition in the end-gas, as illustrated in Figure 14 (c) and (d). For mixtures with equivalent levels of fuel energy (F) and dilution (EGR), given by the fuel-to-charge equivalence ratio ffi F(1 À EGR), the practical engine operating strategies cause pumping work to increase three-fold at low loads compared to the idealized case.
The results shown in Figure 15 offer further useful evidence to explain the behavior of the SI engine relative to the idealized engine. Both engine simulations used stoichiometric mixtures and controlled the load primarily by throttling. One of the most notable trends is the consistent loss in gross efficiency at higher loads (see Figure 13(a) ). Figure 15(a) shows that the primary culprit for this loss is the increasingly retarded combustion phasing in order to avoid knock at higher loads. This is not surprising because of the relatively high compression ratio of 12.4. The loss at high load is partially offset by the LIVC strategy, which reduces both the effective compression ratio and pumping work, as seen in Figure 15(b) . The addition of EGR dilution could have also been useful for further knock mitigation and reduced throttling for load control, but was not considered here.
All together, these results indicate that the primary mechanisms for loss of thermal efficiency in the advanced combustion engine strategies studied here are poor combustion efficiency and increased pumping work, even though pumping work is still significantly lower than for throttled operation. Nevertheless, improving combustion quality at low loads could potentially improve the net thermal efficiency from 40% to 45%, a 12.5% improvement beyond the approximately 30% improvement over more conventional SI operation. This could be accomplished in practice by improving charge reactivity 6, 89 or employing a charge pre-heating method less reliant on residuals. Even though SI engines are rapidly evolving to tolerate high pressures and dilution levels, operate lean with a stratified charge and run aggressive overexpansion cycles, many of these technologies are equally applicable to the type of advanced combustion strategies studied here. Therefore, a large thermal efficiency improvement can be realized in practice with the implementation of SACI-like combustion using the latest technological advances in IC engine design and controls.
Summary and conclusion
A novel, reduced-order, physics-based model was developed in this work to simulate advanced multi-mode combustion of SI, HCCI and SACI engines. The primary features and assumptions of the model include the following:
Two-zone thermodynamic model divided by an infinitely thin flame interface with a post-flame zone at chemical equilibrium and a chemically reacting endgas zone. Turbulent flame propagation captured using a new 0D formulation of the CFM extensively used in CFD simulations. Pre-ignition heat release and the timing of autoignition calculated based on a single-zone well-stirred reactor model with detailed chemical kinetics, applied to the end-gas. Post-ignition burn rate in the end-gas obtained from a semi-empirical model, which captures thermodynamics, dilution, engine speed, stratification and flame effects.
The integrated model was calibrated using three distinct experimental data sets for SI, HCCI and SACI combustion at 2000 r/min. The simulation results demonstrated overall good trend-wise agreement for all three combustion modes. Furthermore, evaluation of key results for the SACI study showed that the model was able to replicate the ensemble-averaged experimental behavior. Sensitivity analysis of the calibration parameters indicated that the ringing intensity was overall the most sensitive prediction, which was expected due to its dependence on pressure, temperature, composition and burn rate.
The calibrated model was assessed using a large parametric study spanning the multi-mode combustion regimes, where it was shown that the model was able to effectively capture the viable operating regions determined during actual engine testing. The model also predicted the SACI heat release characteristics for best efficiency observed experimentally, with HCCI-like combustion at low loads and increasing proportions of flame propagation as load increased. The thermal efficiency at the optimum point for each fueling level was within 10% of most of the experimental data. The simulation results also show viable operation beyond the experimental load limits near 7.5 bar NMEP, which highlights the limitations of ringing intensity as a constraint when combustion becomes more predominantly flame-based.
The integrated modeling framework was ultimately used to assess practical advanced combustion strategies, that is, HCCI and SACI, relative to idealized engine simulations for throttled, air-diluted and EGR-diluted operation at naturally aspirated conditions. The results from the study suggested that poor combustion efficiency and increased pumping work were the primary mechanisms of losses in efficiency. The HCCI and SACI combustion strategies revealed potential improvements in net thermal efficiency up to 30%, with an additional 12.5% possible if less detrimental control strategies can be implemented. The model presented in this work, with its integration into the commercial engine simulation tool GT-POWER, can be highly valuable in the process of conceptual design, assessment and optimization of engines and controls employing gasoline advanced combustion strategies for improved fuel economy and emissions.
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The rate form of the Wiebe function, differentiated with respect to crank angle, is given by Blending pre-ignition heat release with Wiebe function. The pre-ignition heat release is blended with the postignition Wiebe burn rate to create a continuous heat release schedule using a Be´zier curve, commonly used in computer graphics to model smooth curves. The quadratic Be´zier curve expression is given by
where P k are the three control points and t is a unit distance traversing the blending space. The ignition burn fraction at the time of auto-ignition is set as the first control point, P 0 . The second control point, P 1 , is obtained by connecting a line from the ignition point to the intersection with the Wiebe function. The third control point, P 2 , is assumed to be located at the same unit distance from P 1 as P 1 is from P 0 . The auto-ignition timing estimate is adjusted to limit the intersection point P 1 before the average of the ignition timing and the 50% burn location. Figure 16 shows a sample burn profile fit and the associated blending procedure using experimental results.
Appendix 3
Combustion efficiency versus peak temperature function Figure 5 shows graphically the well-correlated behavior of combustion efficiency with peak temperature, which is described by the function f(T EG, peak , c 1 , c 2 , c 3 ) in the empirical post-ignition burn rate model. To obtain a continuous function, a hyperbolic fit between the asymptotes of the two combustion efficiency regimes was chosen. The mathematical derivation is described in this section. The two lines can be described by the following slope-intercept equations
If the parameters are not the same, then the two curves will intersect at some point. Therefore, the goal is to find an expression of the curve that is asymptotic to these two lines. Another way to look at the equations is to put everything on the same side and equate to zero. Thus, the two line equations become
If a point is to lie on either of these two lines, then one of these two equations must be true (i.e. equal to zero). Therefore, a way to express this is by taking the product of the two lines and setting to zero
In order to add curvature between the two line segments, the product of the two line equations has to be equated to a positive number (instead of 0)
Rearranging as a second-order polynomial for y in the form of a quadratic equation Ay 2 + By + C = 0, the following coefficients are obtained
This general hyperbolic fit is then applied to the observed relationship between combustion efficiency and peak temperature. Setting y = h comb, AI and x = T EG, max À T 0 , the two line equations become where T 0 is a temperature at which the combustion efficiency reaches a value of h 0 , assumed to be the intersection point between the two lines. Solving for the yintercepts, where b 1 = b 2 = h 0 and approximating line 1 as an asymptote of slope zero (m 1 = 0) based on the data in Figure 5 , the following expressions for B and C are obtained
Renaming c 1 = m 2 , c 2 = g and c 3 = T 0 , the hyperbolic fit, f(T EG, max ), describing the peak temperature dependency is then given by the following functions where c 1 , c 2 and c 3 are fitted by the method of least squares as part of the complete empirical model. A value of h 0 = 0:96 was directly specified. This resulted in a uniform number of 10 fitting parameters for each of the three components of the post-ignition burn rate model. It is also worth noting that the physical significance of the original hyperbola parameters (T 0 , h 0 ), as the approximate values at which the two lines intersect, does not necessarily carry over when the rest of the power law terms are added to the model. 
Appendix 4
Sensitivity analysis results
