Abstract-The proliferation of deep Web offers users a great opportunity to search high-quality information from Web. As a necessary step in deep Web data integration, the goal of duplicate entity identification is to discover the duplicate records from the integrated Web databases for further applications(e.g. price-comparison services). However, most of existing works address this issue only between two data sources, which are not practical to deep Web data integration systems. That is, one duplicate entity matcher trained over two specific Web databases cannot be applied to other Web databases. In addition, the cost of preparing the training set for n Web databases is times higher than that for two Web databases. In this paper, we propose a holistic solution to address the new challenges posed by deep Web, whose goal is to build one duplicate entity matcher over multiple Web databases. The extensive experiments on two domains show that the proposed solution is highly effective for deep Web data integration.
I. INTRODUCTION
With the proliferation of deep Web, a flood of high-quality information(usually in form of structured records) can be accessed through online Web databases. The recent statistics [1] reveal that there are more than 450,000 Web databases in the current Web. These Web databases offer web services, RSS feeds, even provide APIs to allow data to be exchanged between them. Deep Web data integration aims to combine Web information to provide users a unified view.
At present, many issues in the field of deep Web data integration, such as interface integration [2] [3] and Web data extraction [4, 5] , have been widely studied. However, as a necessary step, identifying the duplicate entities(records) from multiple Web databases has not received due attention yet. In one domain(book, music, computer, etc.), there are often a large proportion of duplicate entities across Web databases, so it is necessary to identify them for further applications, such as de-duplication or price-comparison services. Due to the heterogeneity of Web databases, the duplicate entities usually exist in various inconsistent presentations. In this paper, we study the duplicate entity identification problem in the context of deep Web data integration.
Until now, there are already lots of research works to address this issue, but most of them only focus on the twodata-source situation. However, when facing the lots of Web databases, they have to build C matchers, where n is the number of Web databases. This makes the unaffordable costs for both preparing training set and building the duplicate identification matcher. In most existing deep Web data integration systems, the duplicate entity matchers are manually built under small scale and static integration scenarios. In contrast, in large scale deep Web data integration scenarios, this process needs to be as automatic as possible and scalable to large quantities of Web databases. We will review previous works in Section VI.
In this paper, we propose a domain-level solution to address the challenges posed by deep Web, which means, the trained matcher can identify the duplicate entities over multiple one-domain Web databases. The intuition behind our solution is that, given a domain, the number of attributes is convergent, and further, each attribute plays a definite role on the duplicate entity identification problem. In another word, the importance (or weight) of an attribute is actually domaindependent. For example, in Book domain, "title" is always more important than "publisher" to determine whether two book records refer to the same book. our solution consists of the following three main steps. Semi-automatic training set generation: in previous works, the training set(matched record pairs) was prepared through manually, which is unpractical when facing lots of WDBs(Web databases for short). Thus, a semi-automatic method is proposed to generate the training set automatically, which can significantly reduce the labelling cost. Attribute weight training: in order to weigh the importance of the similarity of each attribute reasonably, we propose an iterative training approach to learn the attribute weights of. The basic idea is that, under the ideal weights, the similarity of any two matched records must be larger than that of any two unmatched records. In summary, the contributions of this paper are:
As our problem, it is first time to probe the duplicate entity identification problem in the context of deep Web data integration, where lots of Web databases pose new challenges to this issue. As our insight on the observation, we discover the attributes in a same domain play definite roles on the problem of duplicate entity identification, which makes it possible to build one matcher over multiple Web databases in one domain. As our solution, we propose a holistic solution on The rest of paper is organized as follows. In section 2, we present the overview of our solution. Section 3 proposes a semi-automatic method to produce the training set. Section 4 proposes a novel approach of attribute weight learning. An experimental evaluation for our approach is shown in Section 5. In Section 6, we talk about the related works. Section 7 discusses several further opportunities and then concludes the paper.
II. SOLUTION OVERVIEW
In this paper we proposed a practical domain-level solution to address the problem of duplicate entity identification under the context of deep Web data integration. Figure 1 shows the overview of our solution. The input is the records in different WDBs. The output is a set of record pairs, where each pair denotes two duplicate records. [14] for Web data item extraction have been proposed and confirmed to achieve satisfactory accuracy.
There are three primary components in our solution. Their functions are introduced briefly as follows.
Record Wrapper: In general, the records in Web databases are embedded in web pages when users submit queries. The function of this component is automatically extracting the structured records from web pages at attribute level.
Semi-automatic training set generation:
This component aims at semi-automatically obtaining enough duplicate records as the training set from the records wrappered from WDBs. Each training sample refers to two duplicate records. Attribute weight training: Each attribute is assign an appropriate weight by the component by employing our proposed iterative training-based approach, and two thresholds T 1 and T 2 (T 1 > T 2 ) are also learned. Duplicate entity matcher: Given two inputted records, their similarity can be computed with the weights of the shared attributes, and further, the two records can be determined whether being duplicates using the thresholds.
Wrapper belongs to the research field of web data extraction has been widely studied, and many automatic approaches have been proposed to address this issue. The idea of duplicate entity matcher is rather simple and direct. So no more discussions are for them in this paper due to the limitation of paper length. The rest of this paper will focus on the underlying techniques of the two components training set generation and attribute weight training.
III. SEMI-AUTOMATIC TRAINING SET GENERATION
In previous approaches, the training set was always prepared manually in advance. That is, domain experts label some record pairs to be duplicates or not as the training set. Unfortunately, lots of Web databases makes manually labelling training set time-consuming and error-prone. Obviously, the labelling cost for n Web databases is C times of that for 2 Web databases. In this section, a semi-automatic method is introduced to generate the training set for n Web databases.
Instinctively, if two records from different WDBs are determined to be matched (i.e. they are duplicates), they often share more texts than the unmatched ones. So a naive approach is to regard each record as a short text document, and determine whether two records are duplicates by comparing text similarity, such as tf-idf function. But obviously the accuracy is not satisfying and not stable. We have evaluated this naive approach on two domains(book, computer), and the accuracies are only about 83% and 47% respectively. We check the results and divide all matched record pairs into correct ones and wrong record ones. The correct record pairs refer to the duplicates in fact, while the wrong record pairs are not. If ranking all matched record pairs by their tf-idf similarity in descending order, we find most correct record pairs congregates in the head, while most wrong ones are in the tail. This phenomenon motivates us to obtain training set(the right ones) from the head. Figure 2 shows the curves of the record pair sequences for two domains. Through farther analysing, we find that: if the total matched record pairs are enough(say, more than 100), two distinct inflexions divide the whole curve into three segments(head segment, body segment, and tail segment). Most correct ones locate at the head segment, and most wrong ones locate at the tail segment. The body segment is mainly the mixture of correct ones and wrong ones. So it is feasible to regard the record pairs in the head segment as the training set. And the problem is how to find the head segment in the curve. In order to detect the first arc accurately, we resort to a mathematic mean which consists of two steps: curve fitting and curvature computation. In the first step, given a sequence of similarity values, point them in a two-dimensional reference frame, where y axes denotes the similarity value and x axes denotes the similarity ranking result. The least squares fitting method is applied for curve fitting (the red curve in Figure 2 ). The least squares fitting method is a very popular mathematic method of fitting data, and so its technique detail is not discussed here anymore. In the second step, the curvature for each similarity value in the curve is computed, and the similarity with the maximum downward curvature is located. Then this similarity value in the curve is we want to locate. One training set is obtained for every two WDBs. Suppose n WDBs, totally C training sets have to be generated. The final training set is the sum of these training sets.
However, the training set is often not perfect, which means several wrong matched data record pairs may mix in. If their experiments are based on the noisy training set, the accuracy will be far away from what they reported in their experiments. So a quick one-pass checking for the training set is needed to get rid of the wrong matched data record pairs. Though this is manual, the cost is obviously far less than the traditional way. Intuitively, to guarantee the quality of the training set, the size of the unlabeled training set should be large enough. The related experiments will be given in Section 6 to guide us to leverage this problem.
IV. ATTRIBUTE WEIGHT TRAINING
In this part, we study the problem of training the appropriate domain-level attribute weights using the training set obtained from Web databases. As a result, the trained attribute weights can be applied for any two Web database in this domain.
A. Preliminaries
An iterative training mechanism is proposed to this task, and we call it IBITA (Inequalities Based Iterative Training Approach) in this paper. Figure 3 , ∑ (1) Using weight vector <w 1 , w 2 ……w m >(WV for short), we can measure the similarity of any record pair < R i , R j > as a real number larger than 0. The ideal weights vector is hoped to make all the matched record pairs and non-matched record pairs take on a distinct bipolar distribution when projecting their similarities on the axis as shown in Figure 4 . The bipolar distribution requires all those matched record pairs (denoted as circles) to locate at the starboard of the axis, while all those non-matched record pairs (denoted as rectangles) to locate at the larboard of the axis. We would like the optimal weight vector (WV optimal ) which makes the bipolar distribution on the axis most distinct, that is, bring the largest distance of matched and non-matched record pairs marked on Figure 4 . Meanwhile, two thresholds are also needed to determine each record pair to be "matched", "non-matched", or "possibly matched".
Suppose the training set contains n matched record pairs, where each pair describes one same entity. We use < R i , R i > to denote the matched record pair, and use < R i , R j >(i≠j) to denote the non-matched pair.
B. Inequalities-based Metrics
By observing the bipolar distribution shown in Figure 4 , we find that WV needs to be adjusted to meet the following condition: The similarity of a matched pair is greater than the similarity of a non-matched pair. Formally, the similarity of n uniquely matched pair < R i , R i > should be greater than any of the n*(n -1) non-matched pairs < R j , R k > (j≠k). Therefore, a group of n * n * (n -1) inequalities can be correspondingly obtained as follows:
S , S , 1 i, j, k n, j k (2) Totally n* (n-1) inequalities are generated. We try to find WV optimal from the solution space of Inequalities 2. Intuitively, we have to solve these n * (n -1) inequalities, a right (not optimal) WV can be got. However, the exponential growth of the number of inequalities is too costly for real applications. So we use the following subset of these inequalities instead of Inequa. (2): S , S , 1 i, j n, i j (3) For any WV in the solution space of Inequa. (3), there will be two possibilities: the WV satisfies Inequa. (2), or not satisfies Inequa. (2) . In another word, not all the WVs of Inequa. (3) can make the n matched record pairs and n * (n -1) non-matched record pairs a bipolar distribution as we wanted (see Figure 5(a) ). Some WVs may lead to the cross-region situation shown in Figure 5 (b), where it is still guaranteed on each axis, the matched record pair is closer to the starboard than all the non-matched record pairs. The cross-region situation means not all the similarities of n matched record pairs are larger than the similarities of all n*(n-1) nonmatched record pairs. This cross-region situation is thus caused where the n matched record pairs in training data set cannot be divided into matched or non-matched. As we can see from Figure 5 (b), the similarity of the non-matched record pair < R 2 , R y > (y >= 2) is larger than the similarity of the matched record pair < R 1 , R 1 >. The confusion in this situation can be described as that: if the similarity of the new record pair falls into the cross-region formed by T 1 and T 2 , the system will not be able to judge whether this two records represent the same entity due to the ambiguity they have. So what we need to do next is to try to obtain a WV in the solution space of Inequa. (2) 
C. Iterative Training
Given a WV in the solution space of Inequa. (3), the si milar i t y o f < R i , R j > in th e tr aini n g set c an be derived as the weighted sum of the similarities of all attributes. In the training set containing n matched record pairs there are n * n record similarities being computed, each of which corresponds to one random combination of R i (1 i n) and R j (1 j n). We project these n 2 record similarities to n axes and try to iteratively analyse different similarity distributions on the axes caused by different WVs in order to find WV optimal .
For each R i (1 i n) we build an axis, and n similarities are projected on the axis as shown in Figure 5 
axes, while the small rectangles denote non-matched record pairs
. Given a WV, the minimum similarity of all n matched pairs is regarded as a threshold T 1 (dashed line in Figure 5 ) and the maximum similarity of all n * (n -1) non-matched pairs is regarded as a threshold T 2 (real line in Figure 5 ). Formally, we denote them as the following form:
WV is the similarity of R i and R j being computed with current WV.
If T 2 < T 1 , we can guarantee the similarity of < R i , R i > is larger than the similarity of < R i , R j > (i ≠ j). So the ideal situation is T 2 < T 1 , and cross-region situation is T 1 < T 2 .
There are two main steps in the implement of this component which tries to obtain WV optimal staring at an arbitrary WV in the solution space of Inequa. (3) . The first step is to obtain a WV satisfying Inequa. (2) from the WV of Inequa. (3), and the second step is to obtain WV optimal from a WV of Inequa. (2).
Step 1 WV of Inequalities 3 WV of Inequalities 2
At the beginning, a WV is got by solving Inequa. (3), and further T 1 and T 2 are got. If T 2 < T 1 , this means this WV satisfies Inequa. (2) , and the next step is activated. Otherwise, the WV caused the cross-region situation, just like Fig. 5 (b) . The goal of this step is to obtain a WV of Inequa. (2) The main idea of this step is to iteratively append the inequalities which do not satisfy Inequa. (2) to Inequa. (3) until a WV satisfying Inequa. (2) is got. In another word, the solution space continues shrinking during the process and a WV in the solution space of Inequa. (3) has more probability to be in the solution space of Inequa. (2) . Actually, there is more than one inequality which does not satisfy Inequa. (2), but only one inequality (Inequa. (4)) is appended every iteration, due to the consideration of efficiency improvement. In practical, the iteration process is less than 4 times averagely.
Step 2 WV of Inequalities 2 WV optimal
This process starts at a WV of Inequa. (2). The current WV can guarantee the similarity of any matched record pair is larger than that of any non-matched record pair in the training set. In order to reach high accuracy, we need get WV optimal which can make the matched record pairs and non-matched record pairs the most distinct bipolar distribution. In another word, WV optimal can make the distance of T 1 and T 2 (i.e. T 1 -T 2 ) reach the maximum.
In order to make the description concisely and without confusion, we use Inequa. (4) 
S R R S R R i j n j i max S R R min S R R j i
Initially, the zeros in the right side of inequalities is replaced by T 1 -T 2 , and the new inequalities (e.g. Inequa. (6) 
S R R S R R i j n i j S R R S R R T T i j
WV' is got by solving Inequa. (6) , and further T' 1 and T' 2 are got. Then T' 1 -T' 2 replaces T 1 -T 2 in Inequa. (6), and the above process is repeated until (T' 1 -T' 2 ) -(T 1 -T 2 ) <σ, σ is set in advance, and the smaller σ is, the current WV is closer to WV optimal . In practice, σ is set to be 0.12.
Till now, for any number of WDBs in one domain, IBITA can ultimately bring to us an optimum group of quantified weights WV optimal and two stabilized thresholds T 1 and T 2 . Then it is easy to compute the similarity for any two records (R i , R j ) from different web databases using WV optimal . Via comparing the similarity value with T 1 and T 2 , we can easily determine they are matched or not. If the similarity of the record pair falls into the possibly matched region(i.e. T 2 S(R i , R j ) ), it needs to be manually checked.
V. EXPERIMENTS A prototype system, DWDEI(Deep-web Duplicate Entity Identifier), has been implemented based on our solution. We evaluate this system over the real Web databases on two popular domains. The test bed and the evaluation measures are introduced first. Then, a series of experiments are conducted for evaluation. The characteristics of our data set can be concluded as follows. (1) For each submit query, the returned query results from 2 paired WDBs shared a large proportion of overlapping entities. (2) The scale of our data set is quite large that thetotal number of ∇eco∇d √ai∇∫ has achieved more than 800 for each pair of WDBs. ( 3) The submitted queries are completely different, which guarantees that there is almost no overlap between the query results. All those features of our data set ensure the objectivity of our experimental results.
A. Data Set

B. Evaluation Measures
Four criteria are defined to evaluate the effectiveness of our solution, which are listed below.
PredictedMP ActualMP PredictedNP ActualNP T PredictedMP PredictedNP UncertainP
where ActualMP is the set of real matched record pairs in the testing set and PredicatedMP is the set of matched record pairs identified by DWDEI. Similarly, ActualNP is the set of real non-matched record pairs in the testing set and PredicatedNP is the set of non-matched record pairs identified by DWDEI. In addition, UncertainP denotes the set of record pairs that cannot be determined by DWDEI.. Those uncertain pairs need to be further manually checked. In this part, we conduct the experiment to evaluate the effectiveness of the component semi-automatic training set generation. It is obvious that the performance of our solution depends greatly on the quality of the training set. In our solution, we wrapper the records from the result pages through submitting some popular queries. X axis in Figure 6 refers to the number of records wrappered from each result page.
C. Evaluation of semi-automatic training set generation
As it can be seen from Figure 6 , the accuracy tend to be stable as the number as the number of records increases. The accuracy is convergent at about 95% when the number of record pairs is larger than 800. Hence, we recommend more than 800 records are wrappered from each Web database to generate the training set in practice. Though manual checking is needed to pick out the 5% errors, the cost is far less than the traditional way because identifying two records are duplicates or not is much easier than finding the duplicate for one record from a large number of ones. For each domain, totally 10(i.e. C ) Web database pairs are produced. We use Pij to denote a specific Web database pair. 
D. Overall Performance
Accuracy of training set
The number of records For example, P24 refers to the 2 nd web database and the 4 th web database. Web database pairs P12, P13, P14, P15 and P23 are used to learn the optimal attribute weights WV optimal and the thresholds T 1 and T 2 . The test bed consists of two parts: (a) the record pairs from P12, P13, P14, P15 and P23; (b) the record pairs from P24, P25, P34, P35 and P45. Table 2 and  Table 3 show the normalized attribute weights for Book domain and Computer domain respectively. Due to the space limitation, only top 6 frequent attributes are listed. Table 4 and Table 5 show the accuracy of DWDEI for book domain and computer domain respectively. As it can be seen from Table 4 and Table 5 , our experimental results reveal 3 features of DWDEI: (1) Our solution performs well on all the four measures. This shows that our solution is highly effective. (2) The measure UncertaintyP are extremely low (AVG 2.2% on book domain and AVG 1.7% on computer domain), which greatly reduces the manual intervention. (3) The small decrease in performance on several Web database pairs strongly indicates that our approach is very robust, considering the facts that record pairs are from completely new Web database pairs.
In addition, we also observe that the performance on book domain is a little better than that on computer domain. The main reason for this phenomenon is that, the value ranges of computer attributes are often small, so it is more difficult to differentiate the matched record pairs and non-matched record pairs.
E. Performance comparison with previous related works using Cora dataset
To compare with the works in this field, we also conduct the experiment on the popular Cora dataset. Cora dataset is the standard in the duplicate entity identification community and is frequently used as the test bed for evaluation. Cora contains 2191 5-field citations to 305 computer science papers. The goal of this experiment is two-fold. First, Cora is often as the test bed in the related works. The experiments can be used for the performance comparison between our approach and previous works which also carried out their experiments on it. Second, we believe DWDEI can also be applied to unacquainted Web databases. Since only one threshold is learned in the previous works, we use the mean of as the threshold. We compare DWDEI with two recent related works [35] and [36] . From the experimental results shown in Table 6 and the performance comparison on F-measure shown in Figure 7 , two conclusions can be made. First, the performance of DWDEI on Cora is very good on both the three traditional measures. Second, the performance on Cora is a little better than those reported by the related works. The experiments indicate that DWDEI based on our solution takes on the domain-level character. That is, DWDEI can still achieve a satisfactory performance among new Web databases(the training set is not generated from them) in this domain when enough important attributes are covered.
VI. RELATED WORK
The goal of duplicate entity identification is to identify the duplicated records in the same or different databases that refer to the same real world entity, even if the records are not identical. It is well known that the duplicate entity identification problem have been studied for decades. This first work can be seen in [10] , which is proposed by Fellegi-Sunter in the late 1950s and 1960s. A recent survey [34] has been given to summary the research works in this field.
In this Section, we give a more detailed category for the works on duplicate entity identification according their techniques, and present primary representative works for each class.
A large number of works and solutions have been proposed to address this challenging problem. These works mainly focused on the entity identification problem from two aspects: attribute similarity comparison and duplicate records detection. Attribute similarity comparison produces a vector of similarity scores corresponding to attribute pair comparison result; with this similarity vector, each record pair is classified as a match or non-match using different classification techniques. Attribute similarity comparison often use some string distance metrics. Edit distance [22] , as a generic metric, can be considered as the first metric for string comparison. The following proposed metrics, such as affine gap distance [23] and Jaro distance [24] , etc, define different penalties for the position of gap or the string order, which can be applied to some special situations, such as person name and address. For example, affine gap distance can work well when matching strings that have been truncated or shortened, while Jaro distance allows for better local alignment of the strings. However, all of them cannot address the situation due to various representations which is very common across multiple Web databases.
For identifying record pairs as matching or nonmatching, there are several class of solutions [20] : rulebased methods that use matching rules given by human experts; supervised learning techniques which use labelled examples to learn rules or train a probabilistic model such as Bayesian network, SVM, a decision tree and so on; unsupervised learning techniques that can label the matched records from the training data automatically; distance-based methods which avoid the need for training data by defining a distance metric and an appropriate matching threshold. Actually, the matchers they generated can only work well over two Web databases. Recently, the value of additional information for duplicated entity identification has been recognized by researchers, such as semantic relationships or mappings. The rich information present in the associations between references is exploited for reference reconciliation [16] . [19] described a source conscious compiler for entity resolution which exploits information about data sources and employs multiple matching solution to improve matching accuracy. Moma matching system uses a library of matching algorithm and the combination of their results to improve match quality [21] . But it is an overhead problem to build and maintains the library of matching algorithm and selects the suitable algorithm.
Overall, there are two significant differences between our work and the previous works. First, most of previous works only deal with entity identification problem in the specific data sources, so it is hard to produce one robust matcher to cover multiple Web databases. Second, most previous works prepare their training sets in the manual way, which is impractical when facing lots of Web databases. Instead, we propose an automatic approach to generate the flawed training set, and only a quick one-pass check is needed to pick up the errors. This can reduce the labelling cost significantly.
VII.
CONCLUSIONS AND FUTURE WORKS In this paper, we study the problem of duplicate entity identification for deep Web data integration. We first give an observation to the attributes in one domain and hypothesize that their roles are definite or domaindependent. Then, we propose a holistic approach to address this problem, which includes training set achieving, attribute mapping, and attribute weight assigning. In the experiments, we choose two representative domains (book and computer) to evaluate our approach, and the experimental results prove its accuracy is satisfying in practical. In the future, we will expand the scale of our from two aspects: (a) increase the number of Web databases in each domain; (b) extend our experiments to more important domains, such as automobile, movie and research papers, etc.
