Traditional quantum error correction involves the redundant encoding of k quantum bits using n quantum bits to allow the detection and correction of any t bit error. The smallest general tϭ1 code requires nϭ5 for kϭ1. However, the dominant error process in a physical system is often well known, thus inviting the following question: Given a specific error model, can more efficient codes be devised? We demonstrate alternative codes that correct just amplitude damping errors that allow, for example, a tϭ1, kϭ1 code using effectively nϭ4.6. Our scheme is based on using bosonic states of photons in a finite number of optical modes. We present necessary and sufficient conditions for the codes and describe construction algorithms, physical implementation, and performance bounds.
I. INTRODUCTION
Information is classically measured in units of bits, which are deterministic two-state systems that are said to exist either as logical zero 0 L or logical one 1 L . However, such a representation is only an approximation of reality, which is described at small size scales by the laws of quantum physics. Quantum-mechanical two-state systems ͓quantum bits ͑''qubits''͔͒ differ from the classical bit in that they may exist in a superposition of the two states, for example, as ͉͘ϭa͉0 L ͘ϩb͉1 L ͘, where a and b are arbitrary complex coefficients that satisfy ͉a͉ 2 ϩ͉b͉ 2 ϭ1. Two continuous real parameters are needed to describe the state of a qubit and, in this sense, more information is somehow carried in it than by a classical bit. Furthermore, qubits may not be cloned ͓1͔ and even more importantly they may exist in entangled states where, for example, two qubits only carry one qubit of quantum information.
Unfortunately, quantum information is ͑partially͒ lost whenever a quantum system is observed ͑whether deliberately or inadvertently͒. This decoherence process plays a role analogous to noise in a classical communication channel. A major advance in quantum information theory has been the discovery that quantum information can be redundantly encoded in such a manner that it may be efficiently transmitted with arbitrarily high fidelity through a decohering quantum channel. The quantum error correction codes ͓2,3͔ that make this possible are analogous to classical codes for binary memoryless channels. Corresponding codes for classical linear codes and Reed-Muller codes have been found ͓4,5͔.
These quantum coding schemes are based on a model for the decoherence of qubits, in which three kinds of errors can occur: bit flips (͉0͘↔͉1͘), phase flips (͉1͘↔Ϫ͉1͘), and both simultaneously. This model is general; it describes all possible decoherence mechanisms for a qubit. However, in a given physical system, the dominant decoherence process is of a specific nature that may admit a simpler description. For example, in phase damping, no bit flips occur. The following question therefore arises: Given a particular decoherence process, what is the optimal quantum error correction scheme?
We do not yet know how to handle this general problem. However, in this paper we report on progress towards a solution, by demonstrating a different class of quantum error correction codes that correct only one particular decoherence process known as amplitude damping. Our approach is similar in philosophy to that of ͓6͔, but in contrast to that and other previous schemes, instead of qubits, which live in a two-dimensional Hilbert space, we utilize bosonic systems that occupy the Hilbert space ͉0͘•••͉N͘. We are unaware of any classical analog to our codes. We present possible physical implementations of our scheme and conclude with a comparison with existing binary codes.
II. AMPLITUDE DAMPING MODEL
Noise is a fundamental process that accompanies the dynamics of any open system. Traditionally, the dynamics of an open quantum system are described by a ''master equation.'' We begin with an outline derivation of this formalism for a particular noise process that is physically important: amplitude damping. We then turn to an alternate description of the same noise process, using the formalism of quantum operations ͓7͔, which will later prove to be useful in understanding and deriving our alternative quantum codes.
A master equation is generally derived in the following manner. The system a, described by (t), couples to an environment b, described by b , through an interaction Hamiltonian H I . Evolution generates an entangled state of the total system, causing quantum information originally in the system alone to dissipate into the environment. Tracing over the environmental degrees of freedom gives the reduced matrix for the system alone, and in the Born and Markov approximations ͑the interaction only weakly perturbs the state of the environment, which is furthermore memoryless͒ the Schrödinger equation for the system state has the form ͓8,9͔
where the operators are in given in the interaction picture and c is the correlation time of the environment. One of the simplest possible interactions between a system and an environment is a bilinear coupling, a product of the elementary system and environment coordinate operators. The effects of this kind of noise are conveniently studied by modeling the system as a simple harmonic oscillator ͑we shall dispense with self-Hamiltonians in the following analysis to avoid unnecessary complications͒. For example, this model provides a good description of the scattering of photons from a single-mode optical fiber to the outside. The interaction Hamiltonian in the Schrödinger picture is
where a,b are the annihilation operators of the system and the environment, respectively ͑using a single-mode model for the environment, which is sufficient to capture the dynamics of interest͒, and is a coupling constant. When c is much smaller than the time scales in which (t) or H I (t) change significantly, Eq. ͑2.1͒ can be approximated to give
where is a prefactor resulting from the integration. Substituting Eq. ͑2.2͒ gives an equation of motion for the system density matrix
where ϭ2 2 c . We have set ͗b † b͘ϭ0 in Eq. ͑2.4͒ to reflect an environment at temperature kT much smaller than the system's energy scale ប. This master equation describes the gradual loss of energy from the system to a zerotemperature environment and is known as amplitude damping ͓8,9͔.
Often, because of experimental reality ͑we put photons in one end of the fiber and observe the output at the other end͒, what one is interested in is the state change between two definite times rather than in the continuous evolution behavior. In this context, we may use an alternative and equivalent formalism for quantum noise. Mathematically, the evolution of a density matrix between times t and tϩ⌬t due to a particular process may be described as a linear transformation from one density matrix to another Ј. This may be expressed in the operator sum representation ͓10͔ as
where A k are linear operators, sometimes referred to as ''Kraus effects ͓7͔,'' which are related to the Lindblad operators appearing in Eq. ͑2.4͒. In this equation, k denotes different possible final states of the environment; modeling the environment as a single simple harmonic oscillator, using the number state basis ͉ ͘ b ͑or, equivalently, choosing k to be the number of photons lost from the system͒, and taking the environment to initially be in the ground state gives the A k operators
where ␥ϭ1Ϫcos 2 (⌬t) is the probability of losing a single photon from the system during time ⌬t. Operator algebra techniques ͓8͔ can be used to evaluate explicitly the inner product, giving
Note that the same result can be obtained by direct integration of the master equation ͑2.4͒ and manipulation of the final answer into the form of Eq. ͑2.5͒. One must then identify the damping rate as ␥ϭ1Ϫe Ϫ⌬t ͑this is reasonable; we expect the damping to be exponential with time͒. The functional dependence of ␥ on ⌬t is slightly different in the two derivations because we have used a phenomenological single-mode model of the environment in our outline derivation.
If the initial state of the system is pure, it may be written as ϭ͉͉͗͘. The final state Ј may be elegantly described as an explicit mixture of pure states given by
where N is the maximum occupation number of a single bosonic mode. Here the '' '' symbol represents a tensor sum of states and ͓Ј͘ is a convenient shorthand used to denote a mixed state, as distinguished from a pure state ͉͘. In other words,
The mixed state ͓Ј͘ is a tensor sum of Nϩ1 ͑unnormal-ized͒ pure states that describe the Nϩ1 possible final states of the system; one may interpret these as noninterfering ''alternative histories'' ͓11͔. The normalization of each pure state gives its probability of occurrence. As previously mentioned, k describes the number of photons lost to the environment. It is important that even when no photons are lost to the environment, then the state of the system is changed. So far, we have described the effect of amplitude damping on a single-mode system. Consider now a system with m modes and let us use A k j to denote the action of the effect A k on the jth mode of a state j͓1,m͔. After amplitude damping, the initial pure state
becomes the mixed state
where there are now (Nϩ1) m possible final states. It is convenient to use the shorthand notation
where k j is the jth digit of the number k written in base N ϩ1, so that we may rewrite Eq. ͑2.11͒ as
͑2.13͒
Note that identical states in a tensor sum can be combined using the rule a͓͘ b͓͘ϭͱ͉a͉ 2 ϩ͉b͉ 2 ͓͘ , ͑2.14͒
since an overall phase does not matter ͑assuming no entanglement with other systems͒.
As an example, amplitude damping of the state
gives, using
the output state
͑2.19͒
This result can be understood intuitively: The original state only contains a single photon and thus, whenever it is lost, the final state must be the vacuum. This example indicates that the state of Eq. ͑2.15͒ is useful for detection of a singlephoton loss. However, no useful information about a and b can be extracted from the vacuum state and so it is not useful for error correction.
III. EXAMPLES
Let us motivate the remainder of this paper by considering the following example: We encode the logical zero and one states of a single qubit as
such that the initial state is the arbitrary qubit
͑3.2͒
The possible outcomes after amplitude damping may be written as
͑3.3͒
where we shall express k as a base 5 numeral and ͉ k ͘ is an unnormalized pure state ͑the norm of which gives its probability for occurring in the mixture͒. For small loss probability ␥, the most likely final state will be
͑3.4͒
corresponding to no quanta being lost to the bath. The next most likely states result from the loss of a single photon:
͑3.5͒
͑3.6͒
States resulting from the loss of more than one quantum occur with probabilities of order ␥ 2 . Therefore, we limit our correction scheme to errors losing at most one quantum.
Each such error E i takes ͉0 L ͘ and ͉1 L ͘ to states ͉0 L ͘ i and ͉1 L ͘ i , respectively. The key is that ͉0 L ͘, ͉1 L ͘, ͉0 L ͘ i , and ͉1 L ͘ i ᭙i are mutually orthogonal and so are ͉ 00 ͘, ͉ 01 ͘, and ͉ 10 ͘. In principle, a ͑''quantum-nondemolition''͒ measurement scheme can detect all error syndromes. Furthermore, for each i, the norms of ͉0 L ͘ i and ͉1 L ͘ i are equal. After detecting an error syndrome, one can apply an appropriate unitary transformation converting ͉0 L ͘ i and ͉1 L ͘ i to ͉0 L ͘ and ͉1 L ͘, respectively. This makes possible the correction
͑3.7͒
where ␣ is independent of a,b. Note that this is done without any information about a,b and without diminishing the amplitude of the erroneous state. For this particular code, the output state has fidelity ͓12,13͔ ͓see also Eq. ͑7.4͔͒ Fϭ1Ϫ6␥ 2 with respect to the input. As a comparison, consider the code
with the most probable state ͉ 00 ͘ϭa͑1Ϫ␥͉͒11͘ϩb͑1Ϫ␥͒ 2 ͉22͘ .
͑3.9͒
No unitary transformation will bring it back to a͉11͘ϩb͉22͘ ͑3.10͒
unless a,b are predetermined ͑a nonunitary transformation can revert the change, but it will reduce the fidelity of the correction process by an amount first order in ␥.
In the remainder of the paper, we shall describe the criteria for a scheme in which k qubits may be encoded so that loss up to t quanta may be corrected. For small t, a scheme will be exhibited.
IV. CODE CRITERIA
Quantum error correction is just the reversing of some effect due to decoherence. General criteria for this to be possible have been given in the literature ͓13-16͔. In this particular case, we may express the required conditions in the
words that encode orthogonal logical states within the m-mode Hilbert space with maximum total photon number N and define K(t) as the set of all m-digit base Nϩ1 numbers whose digits sum to t ͑corresponding to t errors͒. The logical states must satisfy
for all k, kЈഫ sрt K(s). Here g k is some constant that depends only on k. The first condition requires that all erroneous states be orthogonal and the second requires that the encoded Hilbert space not be deformed. Here we present an explicit statement of these two conditions as algebraic conditions on the code construction.
We consider first a code word ͉c l ͘, which may be expressed as an equally weighted sum of N l energy eigenstates ͉n 1 . . . n m ͘ ͓we shall borrow from ͓17͔ the name quasiclassical states ͑QCSs͒ because these states resemble the classical code words; QCSs do not refer to coherent states in this paper͔. When all the QCSs are equally weighted, we call the code ''balanced.'' Otherwise, the code is referred to as ''unbalanced.'' Each code word can be represented by a matrix with m columns and N l rows, each row being one of the QCSs in the code word. For instance, if
then the corresponding matrix M l is ͫ n 11 n 12 ••• n 1m
For tϭ0 errors, we have K(0)ϭ͕0͖ and
be the same for all ͉c l ͘. A sufficient condition for this is the equality of all the R i for all i and for all code words ͉c l ͘.
Alternatively, one may say that the sum of any row from any M l equals N, the same total photon number in all the QCSs. Denote the set of QCSs with m modes and total photon number N as Q(N,m). It follows that if we construct all the code words from states in Q(N,m), then the nondeformation constraint Eq. ͑4.2͒ is satisfied for tϭ0. Physically, this requirement stems from the fact that a state with higher number of quanta decays faster. To preserve a posteriori probabilities of each code word, we must encode them in a subspace in which the decay probabilities are equal for all of them. Similarly, for tϭ1 errors, we have K͑1͒ ϭ͕0•••1,0•••10, . . . ,1•••0͖ and, for example,
The nondeformation criteria require the above sum to be the same for all code words. Equivalently, the column sum of the mth column of each code word divided by N l has to be independent of the code word. Similar expressions for other A k give rise to similar criteria for each column separately. We therefore have the following.
Lemma 1. Let each code word be expressed as an m column, N l row matrix with elements n i j . If we choose code words such that ͚ i n i j /N l ϭy j for all ͉c l ͘, then
Proof. This is proved above.
These criteria correspond to certain symmetry requirements among the various code words. For tϭ2,
Working out A k ͉c l ͘ for each k and applying the criteria for tϭ0,1,2, one arrives at the following.
Lemma 2. We adopt the same notations as in Lemma 1. Let us choose code words that satisfy the nondeformation criteria for tϭ1 and such that ͚ i n i j 1 n i j 2 /N l ϭy j 1 , j 2 for all ͉c l ͘, where j 1 , j 2 ͓1,N l ͔ and j 1 , j 2 may or may not be distinct. Then ͗c l ͉A k † A k ͉c l ͘ϭg k ᭙ kK(2).
Proof. See Appendix A.
The generalization to arbitrary t is as follows.
Theorem 1. Let each code word be expressed as an m column, N l row matrix with elements n i j . If we choose code words such that ͚ i n i j 1 n i j 2 •••n i j t /N l ϭy j 1 , j 2 , . . . , j s indepen-
The above theorem can be generalized to unbalanced codes in which code words are unequally weighted superpositions of QCSs. If the amplitudes of the QCSs in ͉c l ͘ are (ͱ 1 ,ͱ 2 , . . . ,ͱ N l ), we replace the sum ͚ i n i j 1 n i j 2 •••n i j t /N l by ͚ i i n i j 1 n i j 2 •••n i j t , i.e., we replace the equal weights 1/N l by the i 's ͑the derivation of Theorem 1 in the unbalanced case is a straightforward generalization of the balanced case and we will skip the proof͒.
As t increases, the nondeformation criteria become very restrictive. We have found unbalanced codes by a numerical search correcting up to tр4 ͑Sec. VIII͒, which have no analogs in the balanced codes. On the other hand, for tр2, we found simple construction algorithms for balanced codes with no apparent counterparts for the unbalanced codes.
It should also be noted that the tϭ0 nondeformation criterion, that row sums ͑total number of excitations in each QCS͒ be equal for all rows and for all matrices ͑code words͒, is not a necessary condition. An example is Shor's nine-bit code ͓2͔
͑4.10͒
The QCSs have different numbers of 1's, but Eq. ͑4.5͒ is equal for ͉0 L ͘ and ͉1 L ͘. However, code criteria for tϾ1 will be extremely complicated when row sums are different, and treatment of such codes are outside the scope of the present discussion.
The other criteria, the orthogonality constraints given by
We define the distance between u and v as
Thus D is a metric on the discrete space Q(N,m). ͑For binary states, this is half of the Hamming distance.͒ Define the distance between two code words ͉c 1 ͘ and ͉c 2 ͘ to be the minimum of D(u 1 ,u 2 ) with ͉u 1 ͘,͉u 2 ͘ being QCSs in ͉c 1 ͘ and ͉c 2 ͘, respectively. For code words with non-negative amplitudes of the constituent QCSs, two code words are orthogonal if and only if their distance is nonzero. We therefore have the following.
Theorem 2: Let ͉c 1 ͘ and ͉c 2 ͘ be two code words formed from states in Q 1 and Q 2 respectively, where Q 1 ,Q 2 ʚQ(N,m) and D(u 1 ,u 2 )Ͼt ᭙u 1 Q 1 ,u 2 Q 2 .
Then ͗c l ͉A k † A k Ј ͉c 2 ͘ϭ0 ᭙ k, kЈഫ sрt K(s).
Proof. Let A k Ј ͉c 1 ͘ϭ͉d 1 ͘, A k ͉c 2 ͘ϭ͉d 2 ͘, and ͉v 1 ͘,͉v 2 ͘ be QCSs in ͉d 1 ͘,͉d 2 ͘, respectively, such that D͑d 1 , d 2 )ϭD(v 1 ,v 2 ). Let ͉u 1 ͘, ͉u 2 ͘ be the original QCSs in ͉c 1 ͘, ͉c 2 ͘ before the error. Then D(u 1 ,v 1 )ϭD(u 2 ,v 2 )рt/2 and D(v 1 ,v 2 )ϩD(u 1 ,v 1 )ϩD(u 2 ,v 2 )уD(u 1 ,u 2 )Ͼt. Hence D(v 1 ,v 2 )Ͼ0 and D(d 1 ,d 2 )Ͼ0. Therefore, ͉d 1 ͘ and ͉d 2 ͘ are orthogonal states.
In other words, by forming code words using QCSs that are sufficiently far apart, then the orthogonality conditions are easily satisfied.
V. EXISTENCE OF CODES
How large must N, m, and N l be to satisfy both the nondeformation constraint, ͑4.2͒ and the orthogonality constraint, ͑4.1͒? We now show that an unbalanced code exists for arbitrarily large t if N is allowed to be arbitrarily large and give an upper bound for the required N.
Let ͉c 0 ͘, ͉c 1 ͘, . . . , ͉c l ͘, . . . , ͉c l o ͘, be l o ϩ1 code words, each being an unequally weighted superposition of N l QCSs in Q(n,m). For convenience, define
as the number of all possible partitions of the integer n, i.e., the number of x i such that x 1 ϩx 2 ϩ•••ϩx m ϭn ͓18͔. Then if we choose Nϭnd such that
where N QCS is the total number of QCS in the code words, then by Theorem 2 all the QCSs involved can be chosen to be distinct and multiplication of the number states by dϭtϩ1 allows the orthogonality condition to be satisfied.
On the other hand, the nondeformation condition involves satisfying a certain number of constraint equations, given by the total number of possible errors times l o . The number of errors involving losing s photons from m modes is just the number of partitions of s into m parts P(s,m). Take the QCSs to be arbitrary and solve the nondeformation constraint equations ͑of Theorem 1, generalized to include unbalanced codes͒ as linear equations for the weights of the QCSs. As long as the number of variables (N QCS ) is no fewer than the number of equations, solutions always exist. We may also augment the system of equations by l o ϩ1 equations to ensure the correct normalization of each code word. Hence, for N that satisfy
codes with m modes correcting t errors exist. We simplify Eq. ͑5.3͒ by writing explicitly the expression for P"N/(tϩ1),m… and P(s,m) and performing the summation ͑by writing the summand as a telescopic sum͒. We obtain
͑5.4͒
For example, when mϭ2, Eq. ͑5.4͒ becomes
which gives a scaling law NϷt 3 l o /2. The scaling of N as a function of t for arbitrary but fixed m can be obtained by approximating the factorials involving N and t in Eq. ͑5.4͒
using the Stirling approximation. We found that NϷ(l o /em) 1/(mϪ1) t (2mϪ1)/(mϪ1) . We have also assumed N/(tϩ1) to be large in obtaining the scaling law, and this is a consistent assumption. Note that this upper bound is generally much larger than necessary, as can be seen in the examples for tϭ3 or tϭ4. Much more efficient codes may be obtained because the QCSs may be chosen to give redundant constraint equations. This may be accomplished either systematically ͑next section͒ or by numerical search ͑Sec. VIII͒.
VI. CONSTRUCTION ALGORITHM FOR Tр2 BALANCED CODES
So far, we have established criteria for and proved the existence of bosonic codes for amplitude damping. We now present an explicit procedure that obtains a class of balanced codes to correct for tϭ1 and tϭ2 errors.
To correct the tϭ1 error, consider ordered m-tuples (x 1 ,x 2 , . . . ,x m ) such that x 1 ϩx 2 ϩ•••ϩx m ϭn. We will use the same symbol Q(n,m) for the space of all such m-tuples as well as the space of all QCSs ͕͉x 1 x 2 •••x m ͖͘. We define an operation T on Q(n,m) that takes (x 1 ,x 2 , . . . ,x m ) to (x 2 , . . . ,x m ,x 1 ), i.e., the symbols are cyclically permuted. Define the order of an element to be the size of its orbit under T . It follows that the order p must divide m and let mϭpq. An element of order p looks like (x 1 , . . . ,x p ,x 1 , . . . ,x p , . . . ,x 1 , . . . ,x p ) with the string (x 1 , . . . ,x p ) repeated q times. The orbit looks like ͑ x 1 ,x 2 , . . . ,x p , . . . ,x 1 ,x 2 , . . . ,x p ͒, ͑6.1͒ ͑ x 2 ,x 3 , . . . ,x 1 , . . . ,x 2 ,x 3 , . . . ,x 1 ͒, ͑6.2͒
. . . , ͑6.3͒ ͑ x p ,x 1 , . . . ,x pϪ1 , . . . ,x p ,x 1 , . . . ,x pϪ1 ͒ .
͑6.4͒
We form states by taking equal-weight superposition of QCSs in each orbit:
͑6.8͒
States formed by distinct orbits are orthogonal, as the orbits partition Q(n,m). Furthermore, we multiply each number in the QCSs by d. The minimal separation of distinct QCSs will be at least d since distances come as multiples of d only. Hence all the code words will remain orthogonal after errors of tϽd occur. Code words are now in the form
͑6.12͒
For the nondeformation criteria, the row sum is ndϭN by construction. The column sum divided by the normalization factor squared is ͑by Lemma 1͒
in any code word, independent of the order of the constituent QCSs.
Codes in examples ͑1͒-͑3͒ in Sec. VIII are constructed in this way.
To correct for tϭ2 errors, the tϭ1 criteria have to be satisfied as well. We take a subset of the tϭ1 code words that will survive the extra nondeformation criteria for tϭ2. We also replace dϭ2 by dу3. For mϾ2, pairs of code words in the form
will always satisfy the nondeformation criteria for tϭ2 ͑proof omitted͒. Examples ͑4͒ and ͑5͒ in Sec. VIII are constructed in this way. This encodes only one qubit; we are still looking for tϭ2 codes that can encode more qubits. For tу3, we performed a numerical search for special QCSs in which the system of linear equations for the weights is linearly dependent. In the best case, the number of linear equations to be solved can be much reduced. Therefore, we can find code words involving fewer QCSs, fewer modes, and fewer quanta. Although encoding is certainly possible with a much smaller Hilbert space, we have not found a systematic way to generate such QCSs. Codes correcting tр4 errors are exhibited in Sec. VIII.
VII. RATES AND FIDELITIES
The performance of these bosonic quantum codes can be characterized by their rate, the number of qubits communicated per qubit transmitted, and by their fidelity, the worst-case qubit degradation after decoding and correction. We discuss these two measures here.
The rate r is given by the ratio of the number of encoded qubits to the maximum number of qubits that can be accommodated in our Hilbert space:
where 2 k is the number of code words and (ndϩ1) m is the size of the Hilbert space in our code. The exact number of possible code words depends on the choice of N ͑the maximum number of excitations in any single mode͒ and m ͑the number of modes͒. For tϭ1, we have worked out a counting scheme, but omit the details here. However, the majority of the QCSs have order m. Hence, to a good approximation, the number of code words obtained is
Thus the asymptotic rate of our codes for large n is (mϪ1)/m. For small n, code words involving fewer than m QCSs allow slightly more qubits to be encoded compared to Eq. ͑7.2͒ ͓see examples ͑1͒-͑3͒ in Sec. VIII͔. This small gain can be important in applications such as key distribution in quantum cryptography. We have shown in Sec. V that for arbitrary but fixed t, NϷ(l o /em) 1/(mϪ1) t (2mϪ1)/(mϪ1) is large enough to guarantee the existence of a code with l o ϩ1 code words. This implies a loose asymptotic lower bound to the achievable rate for our code, of rϭ(mϪ1)/m. We now turn to the code fidelity F, which we desire to know as a function of the parameters N, m, and t. The fidelity is defined as ͓13͔
͑7.3͒
where f is the final output state after correction. When the correction criteria are satisfied, recovery procedures exist for the correctable errors that recover the input states. Therefore, the fidelity equals the total probability that some correctable errors occur, which is given by
͑7.4͒
Let the input state be expressed as a sum of code words ͉ in ͘ϭ͚ l ␣ l ͉c l ͘. Then using the orthogonality and nondeformation conditions, we find that
͑7.5͒
with ͉c l ͘ any one of the code words on the right-hand side. Now, if we write each code word as ͉c l ͘ϭ ͱ 1 ͉n 11 n 12 •••n 1m ͘ ͑7.6͒
͑7.9͒
then, for k ϭ (k 1 ,k 2 , . . . ,k m )K(s),
and using the relation for binomial coefficients
͑7.11͒
we find that the fidelity is
This expression holds for balanced codes as well as unbalanced codes. The amazing feature is that given a code that satisfies the orthogonality and nondeformation constraints, F is independent of m; it is determined only by N and t. One should note that although codes can be constructed to correct an arbitrary number of photon loss, the more errors one wishes to correct, the more photons are required. On the other hand, having larger photon number states means a higher probability for the system as a whole to suffer loss of quanta. These two effects compete against each other to give an upper bound on the fidelity, which we can estimate as follows. Let N be the required maximum photon number and t the total number of errors to be corrected. As previously discussed, due to the constraint equations that hold for error correction to be possible, the two parameters can be reduced to one degree of freedom, in terms of which we may estimate the optimal achievable fidelity. In terms of t, the optimum fidelity for fixed ␥ is obtained by setting
From Eq. ͑7.13͒, this gives, to first order in ␥,
where C is a shorthand notation for C(N,tϩ1). Using the Stirling approximation for the factorials in C, we obtain
In general, N is much larger than t, which allows further simplification of Eq. ͑7.16͒:
͑7.17͒
The exact dependence of N on t is generally very complicated. This point can be appreciated from the explicit code examples following this section. In particular, for a fixed number of modes, the minimum number of encoding excitations needed to be able to correct for a fixed number of photons lost depends on the existence of ''good solutions'' to the equations representing the code criteria and it is analytically intractable to find the optimal fidelity for the general case. We thus have only a bound on the fidelity of a bosonic code with arbitrary QCSs. There is no theoretical bound on the number of correctable errors. For concreteness, we will illustrate the above assuming that N asymptotically follows a power scaling law in t. As illustrated in Sec. VI, N is bounded by such polynomials in t. Therefore, the following gives a loose lower bound of the upper bound of the fidelity. Suppose NϷ f l o t ␣ , where the prefactor f and exponent ␣ are approximately constant. Equation ͑7.17͒ can be solved for the optimum t:
͑7.18͒
Plugging back into Eq. ͑7.13͒ would give an estimate for the optimal achievable fidelity. However, these gross estimates are not expected to be meaningful in actual applications because N(t) will be the determining factor and, as previously mentioned, is analytically unobtainable.
VIII. EXPLICIT CODES
Some explicit codes resulting from our work are presented here. States are given unnormalized when the normalization factor is common for all code words. Codes are specified as ͓͓N,m,2 k ,d͔͔, where N is the total number of excitations in the QCSs, m is the number of modes for each QCS, 2 k is the number of code words, and d is the minimal distance between code words. The fidelity of all the codes is given by FϷ1ϪC(N,tϩ1)␥ tϩ1 .
Example ͑1͒: ͓͓4,2,2,2͔͔, nϭ2, tϭ1, and fidelity FϷ1Ϫ6␥ 2 . For this we have
͑8.2͒
Example ͑2͒: ͓͓12,3,10,2͔͔, nϭ6, tϭ1, fidelity FϷ1Ϫ66␥ 2 , and labels given in hexadecimal (cϭ12, aϭ10). 
͑8.16͒
Example ͑4͒: ͓͓9,3,2,3͔͔, nϭ3, tϭ2, and fidelity FϷ1Ϫ84␥ 3 . Note that this code differs from the previous one from having dϭ3 instead of dϭ2. We take only ͉c 2 ͘ and ͉c 3 ͘ as code words. Thus
͑8.18͒
Example ͑5͒: ͓͓6,4,2,2͔͔, nϭ6ϭ0ϩ1ϩ2ϩ3, and fidelity FϷ1Ϫ15␥ 2 . The minimal distance between QCSs is dϭ2. However, the QCSs are not generated by multiplying each number by dϭ2. Thus
Example ͑6͒: ͓͓7,2,2,2͔͔ and fidelity FϷ1Ϫ21␥ 2 . The code words are not formed by cyclic permutations of the QCSs. Note that columns 1 and 2 have different column sums. In this case
͑8.22͒
Example ͑7͒: ͓͓9,2,2,3͔͔ and fidelity FϷ1Ϫ84␥ 3 . This is an unbalanced code that will tolerate tϭ2 errors. Note that one code word is formed from the other by reversing the order of the modes. ͑This symmetry between the two modes is a sufficient condition for balanced codes with tϭ2, mу3.͒ Here
Example ͑8͒: ͓͓9,3,2,3͔͔ and fidelity FϷ1Ϫ84␥ 3 . This is an unbalanced code that will tolerate tϭ2 errors, showing that the symmetry is not a necessary condition for correcting tϭ2 errors:
͑8.26͒
Example ͑9͒: ͓͓16,2,2,4͔͔ and fidelity FϷ1Ϫ1820␥ 4 . This is an unbalanced code that will tolerate tϭ3 errors. Labels are given in base 17. c and g denote 12 and 16, respectively. We have
Example ͑10͒: ͓͓20,3,2,4͔͔ and fidelity FϷ1Ϫ4845␥ 4 . This is another unbalanced code that will tolerate tϭ3 errors. Labels are given in base 21. c, g, and k denote 12, 16, and 20, respectively. We have
͑8.30͒
Example ͑11͒: ͓͓50,2,2,5͔͔ and fidelity FϷ1 Ϫ2 118 760␥ 5 . Note the rapid growth in the numerical factor in the second term. To correct for large number of errors, we need to encode a qubit in a large Hilbert space, but emission probabilities are large for high number states. This puts a limit of performance in our codes. The actual code involves numbers five times the numbers shown below. a denotes 10. In this case
͑8.34͒
IX. PHYSICAL IMPLEMENTATION
Encoding and decoding of the codes we have described here can be performed in principle using n-photon eigenstates, beam splitters, phase shifters, and Kerr nonlinear optical media. We demonstrate, for example, how states for our simplest code may be constructed. We then discuss how decoding and correction may be performed.
Shown in Fig. 1 is a quantum circuit that can be used to encode a qubit using the ͉22͘, ͉04͘ϩ͉40͘ code. Let us see how this circuit works by tracing the state at the five indicated points. The initial state is ͉ 0 ͘ϭ͉0122͘. Two 50%: 50% beam splitters act on the first and second two modes of this state to give
Next, a nonlinear optical Kerr medium is used to perform a cross phase modulation between the two middle modes. This serves to ''label'' the ͉22͘ state, giving
͑9.2͒
A final beam splitter in the first two modes now serves to turn the phase modulation into a detectable amplitude difference FIG. 1. Quantum circuit to encode a qubit using the code of example ͑1͒. As in ͓21͔, signals travel from left to right, wires represent optical modes, diamonds represent beam splitters, meters are ideal photon counters, and the Kerr device is an ideal nonlinear optical medium that effects cross-phase modulation of angle /2 between single photons.
such that if the first two modes are measured to be ͉01͘ ͑otherwise, the state is discarded͒ then we have the output
is the new effective angle. ͉ 4 ͘ is the desired encoded state. After transmission of ͉ 4 ͘ through a lossy communication link, the final state can then be measured immediately ͑using, for example, photon number counters͒ and the transmitted qubit collapsed. This would be the standard procedure for point-to-point quantum cryptography. Alternatively, the qubit may be relayed by performing an error correction step. This involves calculation of the error syndrome, correcting any detected error, and then reencoding the state for further transmission. In this system, we have a nonbinary state. If it can be turned into a binary state, then the entire correction procedure may be performed using standard techniques of quantum computation, with the usual binary quantum logic gates ͓19͔. This is possible as follows.
Consider the circuit shown in Fig. 2 . The structure is identical to the well-known quantum-optical Fredkin gate ͓20,21͔, but let us think of it here in a different way. The lower pair of wires may be considered to be a single ''dualrail'' qubit ͓22͔, with logical states ͉0 L ͘ϭ͉10͘ and ͉1 L ͘ϭ͉01͘. With an input state ͉ 0 ͘ϭ͉0n͉͘0 L ͘ and a Kerr medium with ϭ/n, then the output state will be ͉ 3 ͘ϭ͉0n͉͘1 L ͘, and in this manner the circuit may be thought of as a kind of controlled-not gate that distinguishes between a control state of ͉0͘ and ͉n͘.
We now use this bosonic controlled-not gate to construct the circuit of Fig. 3 , which is based on the fact that different values of allow us to distinguish different values of n.
Furthermore, since the decomposition of the number n into sums of powers of 2 is unique, it is convenient to take to be binary fractions of . In this manner, the first dual-rail qubit becomes the least-significant bit of n and so on. If the qubits are measured, this circuit would then function equivalently to a perfect photon number detector.
However, it is much more useful in that calculations may be performed based on the binary representation of n to determine if any error occurred and to calculate the error syndrome. The circuit is then applied in reverse to undo the entanglement with the bosonic state and the appropriate correction procedure is applied to fix the detected error. This is possible since generalized measurements may be performed on the qubit states to determine the error syndrome without destroying the superposition state of the original qubit encoded in the bosonic state.
X. CONCLUSION
Our treatment of amplitude damping errors is somewhat unusual from the standpoint of most quantum error correction theories, which deal with a bit flip and phase flip picture of errors. The relationship can be understood by expressing the A 0 and A 1 operators as coherent superpositions of such errors; from Eqs. ͑2.16͒ and ͑2.17͒,
With probabilities up to O(␥), a binary code with m bits will either project A 0 m ͉c l ͘ onto a state with no errors or project A 0 mϪ1 A 1 ͉c l ͘ onto a state with only one bit flip error, resulting from a combination of I mϪ1 and one of the Pauli operators x , y . Hence a binary code correcting for any onebit error will indeed correct all amplitude damping errors up to losing one photon, although not to all orders. One reason we have studied bosonic codes is to exploit the possibilities for achieving higher efficiencies or easier physical implementation, though the study is theoretically interesting on its own.
FIG . 2. ͑Left͒ Optical quantum logic gate used as a building block in the decoding procedure; example input states are shown on the left. is the cross-phase modulation strength of the Kerr medium, which performs the transformation exp(ia † ab † b) on two modes a and b. ͑Right͒ Shorthand notation for this circuit. It is important to realize that amplitude damping errors are not independent bit errors since the decay factor of each QCS depends on the total number of excitations in it. This fact is also pointed out by Plenio et al. ͓6͔ . Any code correcting a general one-bit error can do so in the presence of possible amplitude damping and is capable of correcting any one-bit error in the projected space in which no loss occurs as well as correcting a single photon loss in the absence of any other errors. Two or more amplitude damping errors projected into the nonidentity space are viewed as separate errors. The general relation between binary codes and amplitude damping is still under investigation.
Nevertheless, some interesting comparisons may be made. Rates from our bosonic codes contrast with those achievable by the usual binary codes. For the code of example ͑1͒, ndϭ4, mϭ2, and kϭ1, so the rate is found to be rϭ0.22. This is slightly better than rϭ0.20 for the five-bit (t,k)ϭ(1,1) binary perfect code ͓23͔, and much better than the eight-bit (1,1) code of Plenio et al. ͓6͔ , which corrects errors in the presence of A k 's in K(0). Similarly, for the code of example ͑2͒, dϭ2, nϭ6, mϭ3, and 2 k ϭ10 code words may be found, giving a rate rϭ0.2994. In comparison, a naive evaluation of the quantum Hamming bound ͓17͔ for binary codes gives a possible rate of 0.41. Nondeformation constraints are more restrictive on bosonic error correction codes than on binary codes, but the bosonic states admit coding schemes that are impossible with binary codes. There is no conclusive statement on comparing the general efficiencies of the two different type of codes, but the examples we have discovered indicate the existence of a rich variety of bosonic codes that may be useful in the future.
The code fidelities may also be compared. Our ͓͓4,2,2,2͔͔ code achieves FϷ1Ϫ6␥ 2 . In comparison, from an explicit evaluation of the effect of amplitude damping on all qubits, we have found that the five-bit (1,1) binary code achieves fidelity Ϸ1Ϫ1.75␥ 2 , while the eight-bit (1,1) code achieves only Ϸ1Ϫ6␥ 2 . This agreement with the bosonic code is not accidental; it stems from the use of the same total excitation number. However, it is worthwhile to point out that despite the effort to balance the code words, the five-bit code still has better performance on average due to the small number of excitation involved in the system.
In conclusion, we have given general criteria for an error correction code that encodes qubits in bosonic states. This is a generalization of the binary error correction codes. Motivated by the dominant decoherence process ͑amplitude damping͒ of a system such as photons transmitted through optical fibers, we classify our errors according to the number of excitations lost instead of the more common classification of the number of bits or modes corrupted. We have shown, in one case, that specialization to correction amplitude damping does improve the ratio of the number of encoded qubits to the number of required qubits. However, bosonic codes under amplitude damping suffer constraints involving deformation of the Hilbert space not shared by the binary codes, rendering the efficiencies lower in the bosonic case when many qubits are encoded.
It is too early to conclude on the relative performance of the binary codes and the bosonic codes. Further study will aim at improving the efficiencies, perhaps by using relative phases to maintain orthogonality of the code words instead of by using distinct QCSs, so that the QCSs can occur in more than one code word. Another possibility is to encode qubits using QCSs of a different total number of excitations. We hope that further study of bosonic codes will lead to their practical utilization in addition to the current theoretical interest.
Equation ͑4.2͒ requires the following to be independent of l:
1 N l ͚ iϭ1 m n imϪ1 n im . ͑A8͒
A similar result is obtained for other k with 1's at any two modes j 1 and j 2 . When we allow j 1 ϭ j 2 , we include the previous result for two photon loss at one mode. This proves Lemma 2. For arbitrary t, we get equations involving various binomial coefficients. Using requirements involving products of fewer than t n i j 's, we can replace the products of the binomial coefficients to products involving exactly t n i j . By mathematical induction, the result for arbitrary t is then obtained. This completes the proof of Theorem 1.
