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Abst ract - -Rnnge showed that polynomial interpolation using an eqnispaced grid often diverges as 
the degree N of the interpolating polynomial fN increases, even when f(x) is analytic over the whole 
interval. We suppress Runge divergence by defining the approximating polynomial as the minimizer 
of the sum of the interpolation residual plus a constant c~ times a smoothness norm. The Tikhonov 
parameter cr can be determined easily through the method of the L-shaped curve. The resulting 
"Tikhonov approximant" is at least as accurate as the truncated, N th degree Chebyshev series for 
the same function. 
1. INTRODUCTION: THE RUNGE PHENOMENON 
Runge [1] showed that polynomial interpolation, like a Taylor series approximation, is controlled 
by the singularities of f(x), the function being approximated. His example, f = 1/(1 + z~), is 
analytic for all real z, but has poles at x = +i. Because of these poles, if the interpolation grid is 
evenly spaced and wider than [-3.63, 3.63], then the interpolating polynomial fg (X)  will diverge 
as N =~, c¢. 
What is surprising and frustrating about this divergence is that there are polynomials which 
give increasingly accurate approximations a N increases. If the grid is the Chebyshev grid [1], the 
clustering of grid points near the ends of the interpolation i terval suppresses the large amplitude 
oscillations of the equispaced interpolant. 
In many applications, however, the high non-uniformity of the Chebyshev grid is undesirable. 
(For example, Chebyshev discretizations of the spatial dependence of a partial differential equa- 
tion are very "stiff' with severe time-step limits.) The question posed here is: Can we retrieve the 
high accuracy of the Chebyshev interpolant without abandoning an evenly spaced interpolation 
grid? 
2. TIKHONOV REGULARIZATION 
The answer is yes via Tikhonov regularization, which was independently invented by Tikhonov, 
Phillips and Cook [2]. Instead of being an interpolant, he approximant is defined as that poly- 
nomial which minimizes the sum 
p-  R + c~S, (2.1) 
N N (d2f ,  .2  
R= 2, tyk)) , (2.2) 
k=0 k=0 
zk = a + k(b - a) k = O, 1, N ["Equispaced Grid"], (2.3) 
N , . . . ,  
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1 + cos(Tr[2k + 1]/[2N + 2]) k = 0 , . . . ,  N ["Chebyshev Grid"], (2.4) 
yk - a + (b - a )  2 ' 
where R is the "goodness of fit" or "interpolation residual." The constant a, the "Tikhonov 
parameter," is determined by the "L-shaped curve" method described in the next section. 
S is the "smoothness norm," which is chosen so that S is huge for the wildly oscillating 
equispaced interpolant and small for a smooth approximation like the Chebyshev interpolant. 
This requirement allows a wide variety of choices involving integrals or sums of the squares of 
various derivatives. Our arbitrary but efficient choice is (2.2). The nonuniform Chebyshev grid 
was used to define "smoothness" because xperimentally, it was better than a uniform grid at 
controlling oscillations near a and b. 
The Tikhonov polynomial was computed by expanding it as 
N (z -- Yk) (2.5) c (x)-II 
j=0 k=0 j#k 
where Cj(z) are the usual Chebyshev cardinal functions [1]. The coefficients of the unique 
minimizing polynomial solve the matrix equation Hb = g where 
N 
b)i = bi, g)i = ZCi (z i ) f ( z j ) ,  
j=0  
N N 
= C (xk) + d 2 (2.6) 
dz2 dz 2 
k=0 k=0 
The cardinal function and its derivatives can be computed via the formulas of [1, p. 726]. 
3. L-SHAPED CURVE METHOD 
The method of the "L-shaped curve" [3,4] is to choose a to lie in the "elbow" of the curve 
(S[a], R[a]). The following theorem, whose elementary proof is omitted, gives three points on this 
"Tikhonov trajectory," which, if connected by straight lines, would form (roughly) the letter L. 
THEOREM 1. Let e and a denote the interpolation residual and smoothness for the (N + 1)-pt. 
Chebyshev interpolant o f(x) .  Then for sumciently large N 
(i) a=0=~R=0,  S>>a; 
(ii) a = oo => R = )-~N=0 f(xk) 2, S = O[fN = 0]; 
(iii) For some ac, R < e and S <_ a. 
Part (iii) of the theorem is crucial because it implies that at the "elbow" of the L-shaped curve, 
there is a range of a values uch that the Tikhonov polynomial is even better than the Chebyshev 
polynomial in the sense of having simultaneously both tiny error at the interpolation points and 
low smoothness. 
The maximum Lo¢ error, including points not on the equispaced grid, is more subtle. It is 
easy to prove that the error in optimum Tikhonov approximation decreases as fast as O(1/N2). 
However, it is not known if this theorem can be improved to predict an ezponential decrease of L= 
error with N like a Chebyshev interpolant. The practical usefulness of regularized polynomials 
in solving ODEs and PDEs is another problem for future studies now in progress. 
4. NUMERICAL ILLUSTRATION 
Our example is Runge's: f (z )  = 1/(1 + z 2) on z 6 [-5,5] with N = 30. The ordinary 
equispaced interpolant has a maximum error of 70(!) as graphed on [1, p. 158]. Figure la shows 
the Tikhonov trajectory. Note that any choice of a between 10 -4 and 10 -6 gives maximum 
errors of 0.0035, comparable to the Chebyshev interpolant. The maximum pointwise rrors in 
both the Tikhonov and Chebyshev approximants (Figure lb) are smaller than the Loo error of 
the equispaced interpolant by a factor of 20,000! 
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Figure 1. 
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