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Abstract 
The aim of this paper is to develop an algorithm for the quadrature weights induced by the piecewise polynomial quadra- 
ture of Cauchy singular integrals. We present a simple calculation scheme for the quadrature weights. Some numerical 
test problems are given. (~) 1998 Elsevier Science B.V. All rights reserved. 
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I. Introduction 
We are concerned with the numerical evaluation of Cauchy principal value integrals of the form 
I(f;s)= w(t) dt=l im w(t) f(t) dt, [sl<l, 
1 - ~- - ,o  ~ t - s 
(1.1) 
where f(t) is a Hrlder continuous function in [-1, 1] and w(t) is a weight function given by 
w(t) = (1 - t)-'(1 + t) -~, (1.2) 
where ~ and fl are constants less than one, satisfying ~ + f l : -  1,0, 1. 
Interpolatory quadrature ules for integral (1.1) based on piecewise polynomials have been studied 
by several authors (see [1, 3-8]). The main difficulty with the piecewise polynomial quadrature is
the evaluation of the quadrature weights. Recently, some numerical algorithms for the quadrature 
weights are proposed [5, 7, 8]. The aim of this paper is to improve the schemes for the quadrature 
weights uggested in [5, 8]. 
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The rest of this paper is organized as follows. In Section 2 we introduce a piecewise linear 
quadrature for the integral ( f ;  s) and some convergence r sults in [5]. In Section 3 we reformulate 
the quadrature weights into the form 
L q 9(0 (1 - Ou-t dt, (1.3) 
where g(O is a smooth function on [p, q], bt < 1 and l is a nonegative integer. In Section 4 we obtain 
a new representation formula for integral (1.3) using a variant of Taylor's theorem. Based on this 
result, in Section 5, we give an approximation scheme using a modified Simpson rule developed by 
Potra and Venturino [9]. We also estimate the convergence rate for the approximation. In Section 6 
we compare the present algorithm with the methods given in [5, 7]. In particular, we discuss the 
efficiency of our algorithm around the singular end points. Finally, in Section 7, we give some 
numerical applications of the proposed algorithm. 
2. Preliminary results 
We begin this section with some preliminary. We rewrite Eq. (1.1) as 
I ( f ;  s) = Q(f; s) + f(s)qo(s), 
f~_ - f (s)  f'w(t) Q(f;s)  = w(t) f ( t )  dt, qo(s) --- dt (2.1) 
t - s  ~ t - s  
and assume that qo(s) exists. A sufficient condition for qo(s) is that w(t) is H61der continuous in 
every open subinterval of [-1,  1], which is true for the weight function in Eq. (1.2) (see [5]). Since 
f ( t )  is Hrlder continuous, qo(s) exists and w(t) is a positive integrable weight function. Then both 
Q(f;s)  and I ( f ; s )  exist for all s E ( -1 ,  1). The function qo(s) satisfies 
qo(s)-- -x  cot(x~)w(s) - 2-(~+P) F(-~)F(1F(1 - ~ --fl) r )  F (1, ~ + ]3; 1 + ct; ~- f ) ,  
where F(1, ~ +/3; 1 + ~; (1 - s ) /2 )  is the hypergeometric and F(z) the gamma function (e.g. [5, 10]). 
We now subdivide [-1,  1] into 2n>~3 subintervals [t;,ti+l], ti<ti+l, i=0(1)2n-  1, to -- -1 ,  t, =0,  
t2, = 1, and define the step size hi--b+t - t i ,  i = 0(1)2n-  1, so that 0 <hi < 1. The piecewise-linear 
approximation f ,(t)  of f ( t )  is defined by 
f(ti+l ) - f(ti) 
f , ( t )=a i ( t - t i )+b i  if tE[ti, ti+l], ai= 
h i  (2.2) 
bi = f ( ti ), i=O(1)2n-1 .  
If we assume that s E [tj, b+l] N ( -  1, 1 ) for some j E {0, 1,..., 2n - 1 } and substitute fn(t) for f ( t )  
into the second equation of Eq. (2.1), then we can derive the approximation Q(f,;s) for Q(f;s), 
2n--I gti+, - -  t i )  + bi - aj(s tj) - bj dt 
Q(f , ;s)= ~ Jr, w(t)ai(t t - s  (2.3) 
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for SE [ti,tj+I]n(-1, 1). We define 
A,,~(s> = LZ~(S - ti) - aj(s - tj) + bi - bj, (2.4) 
I 
6+1 
Ii = w(t) dt, L,(S) = 
6 I 
h+’ w(t) 
t-_s dt for s4. [ti, ti+ll, 
4 
(2.5) 
{ 
L(S) 
ids)= o 
if S $ [ti, h+ll9 
otherwise ’ 
Vi(S) = 
Ii + (S - ti)li(S) 
hi 
(2.6) 
for i=0(1)2n - 1, and 
we(s) = lo(s) - vo(s), w,(s) = G-,(S), 
Wi(S)= Vi-l(S) + ii(S) - Vi(S), i = l( 1)27l - 1. 
(2.7) 
It is shown in [5] that the integrals I(f; s) and Q(f; ) s can be approximated as following: If 
SE[tj,tj+l]fl(-191) for somejE{O,1,...,2n- l}, then 
2n-1 
Q<ji;s)= C {di + Ai,j(s)li(s)} (2.8) 
i=o 
.L(s)* (2.9) 
In [5] the quadrature rule l(fn; s) is shown to converge uniformly to I(f; S) on (- 1,1) if f(t) is 
continuously differentiable. 
3. Reformulation of quadrature weights Ii and Li(S) 
We now define 
q<b P, 4) = I q (1 + t)-” dt p (1 - ty- ’ (3.1) 
where v, p < 1, 0 d p <q < 1 and 1 is a nonnegative integer. Then the quadrature weights Ii defined 
in Eq. (2.5) can be simply written as 
Ii = 
i 
Zi(O,-ti+l,-ti), i=O(l)n- 1, 
I,B(O, tip ti+l )7 i=n(1)2n - 1. 
(3.2) 
To show that Li(S) can be evaluated in terms of the type I,“( I, p, q), we first note that the integrand 
function of Li(s) can be written as follows: if CI + p = 0, 
w(t) -- ml (1+2) 
t--s (1 -t>“(l +t)b+’ (3.3) 
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and, if ~ + fl : -1 ,  
w(t) l (1 -s  2 ) 
- - - -  s -  t . (3 .4 )  
t - s (1 - t)l+~(1 -% t) l+~ t - s 
To obtain a reformulation formula for Li(s) in the case ct + f l= 1, we consider the fractional trans- 
formation 
s-%x t - s  
t----1-%xs and x=T( t , s ) -  1-ts--" (3.5) 
Then substituting Eq. (3.5) into the integral Li(s) in Eq. (2.5) and using the fact ~ + fl= 1, we 
obtain 
r r~t'+''s) w(x) 
Li(s) = w(s) Jr~t,,s) ---f- dx, 
---w(s) f r'''t~+',\l-%xj(1 - x~ ~ (1 
Now, by the change of variable 
1- -x  
Y--l-%x 
we can rewrite Eq. (3.6) as 
1) 
+ ~ dx, s<ti, 
1) 
+ f~- x dx, s > t~+l. 
{ p# _ q/~ ~ p#+k+~ _ qt~+k+l Li(s)=w(s) P~ q" + p~+k+l _ q~+k+l 
s>ti+l~ 
where 
(1  - t l ) (1  -%s)  
(1 -% ti)(1 - s)' s<ti 
P= (1-%tj)(1 s) 
(1 - t j ) ( l+s) '  s>ti+l 
and 
(1  - t i+ , ) (1  -%s)  
( l+t i+ l ) (1 -s ) '  s<ti, 
q= (1 +ti+l)(1 - s )  
(1 - ti+l)(1 +s)' s>ti+l. 
Here we note that p,q < 1. Thus, the series given in Eq. (3.7) converges. 
(3.6) 
(3.7) 
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4.  Ma in  theorems 
In this section we obtain a new representation formula for the integral I~(t, p ,q)  (3.1). 
Lemma 4.1. Let #(t) be a m + 1 times continuously differentiable function on the subinterval 
[p,q] o f  [0, 1] and let l be a nonnegative integer. I f  /~<1 is not integer, then we have 
l fpq fpt (1 - t ) t -u ( t -y )mo(m+l ) (y )dydt  
r(m + 1) 
~_~ m--j 
= ~--~ (_l),.+k+l F(/~ - l - 1 - j ) (p  - q)m-j-k o('n-k)(P) 
j=o k=o F(p - l )F(m - j  - k + 1)(1 - q)U-t- l - j  
Xj~-.,(_IV _F(g_--=/- I - j )  g(j)(q) 
+ z...~- " F (#-  I)(I _~q~--Tz-x-j 
j=O 
+ ( -  1 )m+l F(kt - l - m - 1 ) fpq y)m+l+l-# 
r (#-  t) g("+')(y)(1 - dy. (4.1) 
Proof. We first denote by A the double integral in the left-hand side of Eq. (4.1). Since # < 1, the 
integrand function of A is integrable for any nonnegative integer l and we can rewrite A as 
, , l>.+,L, /qy,  ,>. 
r (m + 1) g("+~)(Y) ~ ~_-t-~l dt dy. 
Def ine  
fqY (Y - t) m 
A,,,, = (~ =t~-s ,  dt. 
Applying the integration by parts to Eq. (4.2) yields 
(y _ q)m m 
hml = (/t l 1)(1 q)V-l-1 + 1A"-l,t+l" ' - -  - -  - -  # - l -  
Repeated  application of this gives 
m-1 F (#-  l -  1 - j )F (m + 1) (y -  q)m-j" 
j=0 
Since 
Ao, I+ = = 
(4.2) 
r (~-  z) 
1 ( , 1 ) 
# - m - l - 1 (1 - -  y)U-m-l-1 (1  - -  q)#-m-l-I ' 
F(m + 1)F(# - I - m)Ao, t+m" (4.3) 
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we see that from Eq. (4.3), 
A~,t = - ~-~ F(I~ - l -  1 - j )F(m + 1) (y -  q)m-j 
j=o - _- q)7-  
r (m + 1) r (# - l - m - 1) + 
F(~ - l ) (1  - y )~- , . - t -1  
Thus, we have 
A =( -1 )  m+l ~ F(# - l - 1 - j )  q)l+l+J_~Bm, j 
j=o F(~Z l)F(m + 1 _ j ) (1  - 
+ ( -1)m+lF(# - l - m - 1) fpq 
F(# -- l) o(m+l)(y)(1 -- y)m+l+l-u dy, (4.4) 
where 
fq 
P 
Bin,j= 9(m+l)(y)(y-q)m-Jdy, j = 0(1)m. 
Then, applying the integration by parts to Bin,j, we have 
Bm,j = (p - q)m-j o(m)(p) - (m - j)Bm-l,j. 
Repeated application of  this recurrence relation yields 
Bin,j= ~ ( (p - q)m-J-ko(m-k)(p)+(--1)m-JF(m - - j+  1)Bj, j. 
k=o 1 
(4.5) 
Since Bj, j =g( J ) (p ) -  g(J)(q), from Eq. (4.4) with Eq. (4.5), we have formula (4.1). [] 
Let us denote by C the double sum in Eq. (4.1). Changing the order of summation and writing 
m-  k = i, we see that 
C= y~ ( -  1)~+'9(°(p ) F(p - l - 1 - j ) (p  - q)~-J 
i=o j=o F( l~-  l)F(i + 1 - j ) (1  -q )~- t - j - l "  
Thus, we have the following formula: 
1 /q/j 
F(m + 1) 9(m+l)(y)(t -- Y)m(1 -- t) l -~dydt 
m i • . F__ (~) - l -1 - j ) (p -q )  i-j 
= ~-~-[~(-I)'+10(')(P)F(. F( -+i ~((~--_q-~7-j-, 
i=o j=o 
-q- ~ ( -1 ) iF (# - 1 - 1 - i)g(i)(q) 
,=0  S(T 
+ (_l)m+ 1 f(/~ - l - m - 1) f f  y),,+l+l-u F(I~ - l) 9(m+')(y)(1 - dy. (4.6) 
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Proposition 4.2. Let O(t) be a m+ 1 times continuously differentiable function on the subinterval 
[p,q] of [0,1] and let 1 be a nonnegative integer. If  #<1 is not integer, then we have 
fpq 9(t) )m+lF(P_ l _m_ l )  fpq g(m+l)(y) 
(1 : t - )~- '  dt = ( -1  F(# - l) (1 - - -~ ' - '  dy 
j=0 F(-/~--~ (1 -q)u-'~-'- J  - (1 -p)U-t~-I-j • 
Proof. We first take the Taylor expansion of g about the point p given by 
g(t) = g°)(P)(t - p)j + o(m+l)(y)(t - y)mdy 
j=0 F(j + 1) F(m + 1) 
and we denote by A the left-hand side of Eq. (4.7). We substitute the expression of g(t) into A and 
we obtain 
A:~ g{J)(P) ~pq (- t -p ) j  1 fpqfp t
j=o r ( j+  1) (1 --t~ -:t dr+ F(m+ 1) g(m+')(y)(t- y)m(1 -t) l -~dydt.  (4.8) 
With the same calculation as Eq. (4.2), we see that 
fp 
q (t -- p)J J 
( i  - - - t~  t dt = ( -1) J  Z F(p - l - 1 - k)r ( j  + 1)(p - q)j-k 
F(j + 1)F(/~- l - j -  1)( 1 +( -1 )  j+l p)j+l+l-~. 
F (#-  l) 
By substituting this into Eq. (4.8) and applying Lemma 4.1 with Eq. (4.6) to the double integral 
appearing in Eq. (4.8), we have the required relation (4.7). [] 
Corollary 4.3. Let 9(t) be a m + 1 times continuously differentiable function on the subinterval 
[p,q] of [0, 1]. I f#<l  is not integer, then, for any integer 2>. 1, we have 
f pq t~--" g( t ) dt 
Proof. We first note 
rewritten as 
/ ta-"g(t) dt = 
where p '= 1 - p, q' 
F(p - 2 - 1 - j )  I gO)(P) 9(i)(q) 
/-"j':o F(# Z ~.~ [ p~-X-,-j q,-~-,~-j j 
+ F(p F(p---- 2  m2)- 1) fpq o(m+l)(y)ym+2+l_t~ dy. (4.9) 
that by the change of variable t = 1 - t', the left-hand side of Eq. (4.9) can be 
fq P' h(s) ds, , (1 -- s) u-~ 
= 1 -- q and h(s)=g(1 - s). Since 
h(J)(s ) : ( -  1 )J g(J)( 1 - s), 
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by applying identity (4.7) to the right-hand side of the above equation, we immediately obtain 
formula (4.9). [] 
We are now in a position to state and prove the main result of this paper concerning a new 
representation formula for the integrals I~(l,p,q) defined in Eq. (3.1). 
Theorem 4.4. Suppose that #, v < 1 are not integers. Then, for 11(l, p,q) defined in Eq. (3.1) and 
any integer m >f 1, we have 
I~(l, p,q)= ~-~ [ F(g - I - j -1)F(v  + 
j=o -F-CA- -D-F-(-~ J)__(l,j,p,q)H~ 
(-1)mF(v + m + 1)F(I + 1 - #)F(l + 2 + j -  v -  l,j,p,q)] 
+ -i.~iY_-2-ZvZ-~Tff(i?~m-~-3?~j-Z-~#)J~(m, 3 
l 'mF(v+m+l)F ( l+ l -#)F ( l+3+m-v-~_~K~(m, l ,p ,q ) ,  (4.10) 
where 
H~(1,j,p,q)= 
(1 - q)t+j+l-, (1 - p)t+j+l-~ 
(1 + q)V+J (1 + p)~+J ' 
(1 - q)m+l+2+j-~ (1 - p)m+l+2+j-, 
J~(m, l,j, p, q) = 
(1 + q)m+v (1 + p)m+v ' 
f 
T(p) s2m+2+l-,u 
K~(m,l, p,q)= tiT(q) (1 "~ S) l+m+3-'u-v ds, 
where the function ~(x) is defined by 7(x) = (1 - x)/(1 + x). 
(4.11) 
(4.12) 
(4.13) 
Proof. If we take g( t )=(1  + t) -v, then we see that g(t) is infinitely differentiable on [0, 1]. Thus, 
we can apply the result of Proposition 4.2 to I~(l, p,q) with 0~<p <q~< 1, and nonnegative integer 
l. since 
)Jr(r(v, i (1 + g(J)( t ) = (-1 t)-v-J, 
we have, from Eq. (4.7), that 
i~(l,p,q)= L F (p -  l - j -  1)F(v+ 
,=o -F--(-g -- -[-)-ff (-~ J ) ( l. j. p. q : 
+r(#- l -m-  1)r(v+m+ 1) f~7 (l_t~ m+l 
r(# - Or(v) \-(--~ /
where H~(l,j,p,q) is defined in Eq. (4.11). Now, we define 
~'fl--t '~ 'n+' (1  - -  t ) /  dt. A = \ ] - -~ J  (1 + t)~(1 - t), 
(1 - tf 
(1 + t)v(1 - t)" 
dt, (4.14) 
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The change of variable s=7( t )  to A with ? ( t )=(1 - t ) / (1  + t), A gives 
f~(P) s)V+u_t_ 2 A = 2 l+/ -v -u  sm+l+l-lt(1 + ds. 
,/],(q) 
Now if we take h(s)=(1 + s) v+"-t-2, then we see that h(s) is an infinitely differentiable function 
on the subinterval [7(q), 7(P)] of [0, 1]. Thus, we can apply Corollary 4.3 to A with 2 = m + l + 1 
and h. Since 
h(S)(s)=(_l)jr(lF(l +~_ v V +  2 + j  - - ; ) (1  + s) v+~-t-j-2, 
we have, from Eq. (4.9), that 
~-~ ( -  1)JF(/~ - m - l - j  - 2 ) r ( t  + 2 + j  - v - /~)  "~(m,a, 
A l,j, P,q) j=o T~-~ ~-- m- -  ? - -  ~37-(7 ¥ ~ -- v--- 7)~7 +~ 
_ (_l)m21+l_,_, F(/I - 2m-  2 -  l)F(l + 3+m___-_vz p)K~(m,l,p,q) ' 
?~:  m:T :  1570;  ~ - v - .~ 
where J~,(m, l,j, p,q) and Ku(m, l,p,q) are defined in Eqs. (4.12) and (4.13), respectively. Substi- 
tuting this into Eq. (4.14) yields expression (4.10). [] 
Remark. For the integral 11(l, p,q) we observe the following. For p=0, -1 , . . . ,  I~(l, p,q) can be 
written as 
l~(l,p,q)=~-~ l -#  (_1)  k q 
k (1 + t) - - - - - -~ dt. 
k=0 
If we define 
£ '* 
Ak'i = (1 + t) ~-i dt, k =0(1) l  - #, 
then Ak,, satisfies the following recurrence formula: 
1 [ qk pk 
Ak,~ -- [ 
v - i - 1 (1 -I- q)v-i-I (1 q- p)v-i-I 
Repeated application of this recurrence relation gives 
~-1 F (v -  i - j -  1)F(k + 1) [ qk-j 
Ak, i=--  Z ~-~"-~F-~k~-l---f i  L(l +q) ~-i-j-I 
j=0 
F(k + 1 )F(v - i - k).Ao, i+k" 
F(v - i) 
+ 
Since 
Ao, i+ k = 
1 ( 1 
v - i - k - 1 (1 + q)V-i-k-1 
(4.15) 
+ v- - i - -  1Ak-l'i+l" 
pk- j  
(1 + p)V-i-j-1 
' ) 
(1 + p~V-i-k-I ' 
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we see that 
k F(v - i - j - 1)F(k + 1) I qk-j pk-j 
Ak, i=-Y~ -F (v -~-F (k+i - f )  ( l+q)~-~- J -1 - ( l+p)~- i - J  -1 
j=0 
For the evaluation of  I~(l,p,q) with p=0, -1 , -2  . . . . .  we see that from Eq. (4.15), it suffices to 
evaluate Ak,0, which is given by 
k F (v -  1 - j )F (k+ 1) I qk-j 
Ak,0 = - ~--[~ ff(-~-)~.~; i -- 7) (1 + q)V_j_ 1 
j=0 
pk- j  
(1 + p)V-j-~ 
Thus, from Eq. (4.15) with the above expression, we can obtain an expression for I~(l,p,q) when 
p = 0, - 1 ,2 , . . . .  We can obtain a similar expression for I~(l, p, q) when v = 0, - 1,2 . . . . .  Hence, we 
assume that/~ and v are not integers in the following subsequence. 
5. Approximation and error estimation 
To obtain an approximation of  I~(l,p,q), we need to approximate the integrals of  the form 
K~(m, l, p,q) given in Eq. (3.13). To do this, for any number p< 1, we split it into two parts 
where p. is the integer parts of p and 0</~<1.  Then, we write K~(m,l,p,q) of Eq. (4.13) as 
f 
~(P) 1-~ 
K~(m,l ,p,q)= a~q) y 9u, v, mt(y)dy, (5.1) 
where 
y2m+l+l-p. 
gl~,v,m,l(Y) = (1 + y)m+l+3--~-v" (5.2) 
Now, we will adapt the modified Simpon's rule introduced in [9] to obtain an approximation 
K~(m,l,p,q) of K~(m,l,p,q) as follows. 
K~(m, l, p, q) = w~,(q)g~,v, ml(~(q) ) + Wrg#,v, ml(r) q- We(p)O~,v, ml(~(P) , (5.3) 
where 
1 [7(P)44--y(q)4-~ 
W~q) = (7(q) -- ~'(P))(v(q) -- r )  - --/~ 
-- (7(P) + r) 7(p)3-~ -- 7(q)3-~ + ~'(P) rT(p)2-~ -- 7(q)2-~- , 
3 - / i  2 - / i  
1 [ ) ' (P)44 - ),(q)4-~ 
~ = (r - ~(q))(r - ~(p)) - - -~ 
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- _ 7(q)3-~ -(Y(P) + ~(q))Y(P)3-3 - /1 
y(p)y(q) 7(p)Z-~ _ ])(q)2-# 
+ 
2-~ 
and 
. 
wr(P) = (7(P) - Y(q))(?(P) - r)) - --~ 
r)~(p)3-~ _ ?(q)3-~ + ?(q)r?(P)2-;~ _ y(q)2-~ + 
3 - / i  2- / i  
(2 - / i )  {(3 -/~)[7(p)S-) _ ?(q)S-)] _ (5 - ~)y(p)y(q)[y(p) 3-~ - 7(q)3-u]} 
r= (5 -/~) {(2 - /2 ) [7 (p)  4-fi - 7(q) 4-fi] - (4 - ft)y(p)y(q)[y(p) 2-~ - y(q)2-~]}" 
We now obtain the rate of convergence of the approximation i~(l ,p,q) for I~(l,p,q) in Eq. (3.1) 
or Eq. (4.10), where 
~;(,, P ,q)= ~ [F(H - l -  j -1 )F(v  + J )H;( l , j ,  p,q) 
j=o -r-G- or(v) 
F(v+m+I)F ( I+ I -p )F ( I+2+j -v -P ) 'v"  l " ] 
+ (-1)mr(v)r( t + i-- v--d)- OTm+ 3+j  ~2 74-(a;Am' ' J 'P 'q) 
, ,,. F(v + m + 1)F(I + 1 - p)F ( l  + 3 + m - v - p )  .>~, 
- ( - , )  ~--~ _~ ~m--+ 5 ~ - -~F-( i -+--~ Z v C )-~F-(v-~ G ~-~_ t h , t m, l, p, q ), (5.4) 
EV~(l, m, p,q) =I~(l, p,q) - I~(l, p,q), (5.5) 
where H~(l, j ,p,q), J~(m,l , j ,p,q),  and I(~(m,l,p,q) are given in Eqs. (4.11), (4.12) and (5.3), 
respectively. 
Theorem 5.1. Let I~. be the integer o f# and let 2m + l + 1 -p .  >.4. Then the errors E~(l,m, p,q) 
defined in Eq. (5.5) satisfy 
F(v + m + 1)F(I + m + 3 - v -  #)F(I + 1 - U) 
[E~(I,m, p,q)[ <<. 2.+v_,_lr(v)r(2m + l + 3 - p~-~--+ 2 Z -v - -~) 
(V (P ) -7 (q) )5 lg ( /~)ml (¢ )  [ (1 + 5(  1 -/i"]2"~ 01-~ (5.6) 
x 2880 ' \~Z~]  l 
for some ~, 0 E [y(q), 7(P)]. 
Proof. We first note that for any nonnegative integer j and k, 
F(#- j -k )=(_ l )k  F ( j+  l - I~)  
F(# - j )  r ( j  + k + 1 - 
Now the proof directly follows from Proposition 3 in [9] with Eq. (5.4), provided 2m + 
l+  1 - /~.~>4.  [] 
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6.  D iscuss ions  
Theorem 5.1 shows that the approximation i~(l, p,q) converges to 1~(l, p,q). To illustrate it, we 
only consider the case ct + f l=  1 in Eq. (1.2), since the other cases ~ + f l=0 and ~ + f l=- I  
can be reduced to the case ~ + f l=  1 using Eqs. (3.3), (3.4) and (3.7). For a simplicity, we 
1/2 l and consider li=It/2(O, ti, ti+l), i=n(1)2n - 1. Then from Eq. (5.2), we see that take ~ = fl = 
gl/2,1/2,m,0(Y) = y2m+l/(1 +y)m+2 and observe that 
f g(iv) e. ", y2m-3(1 y)-6-m 1/2,1/2,m,OtY) = q'- 4m( 1 -- m)( 1 -- 4m 2 ) 
t 
÷ 8m(4m 2 - 1)(m - 4)y  + 12m(2m + 1)(m - 3)(m - 4)y  a 
and 
4 } 
+ 4(m - 3)(m - 4)(4m 2 - 1)y 3 + H(x  - i)y 4 
i=1 
f 
(v) y2m-4( l  y)-7-m gl/2,1/2,m,O(y)= "~- 4m(m-  1) (2m-  3)(4m 2-  1) 
t 
(6.1) 
+ 20m(m - 1)(m - 5)(45m 2 - 1)y + 20m(m - 4)(m - 5)(4m 2 - 1)y2 
5 
+ 5m(2m + 1)(m - 3)(m - 4)(m - 5 )y  3 q- 5(2m + 1) l - I (m - i )y  4 
i=2 
5 } 
+ I I (m-  i)y' 
i=1 
(6.2) 
Then, from the identity (6.2), we see that, for m~>4, g{~,l/2,r,,O(y)>~O on the interval [0, 11. This 
shows that the function g{~)21/2,,o(Y) in Eq. (6.1) is an increasing function on the interval [0, 1] 
when m E {4,5,6,7,8,9,  10}. Thus, 
(iv) 
[g,/2,1/2,,n,0(Y) [ ~< 
81m 4 - 328m 3 -l- 399m 2 + 42m -- 72 
2m+6 
for any y E [0, 1] and m~>4. Thus, estimation (5.6) with the above inequality gives 
1/2 2752F(m + 2)F(m + 1.5) [ _q_--p_ ]s 
IE'/2(O'm'p'q)[ <<" 233280F(2m + 2.5) (1 + p)(1 +q) J  
81m 4 - 328m 3 + 399m 2 + 42m - 72 
× 2m+6 (6.3) 
when m~>4. Hence, for h i=0.2  i.e., 2n= 10 subintervals, we see that from Eq. (6.3), 
1/2 [El/2(O,m, ti, ti+l)l~2.41 x 10 -11, m>~lO, i=n(O)2n-- 1. (6.4) 
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Now, let I/°(') and I~ (') be the approximations of Ii suggested in [5, 7], respectively. Then the error 
in [5] is given by 
IIi-Iy('n)l~<2× 10 -8, i=n(1)2n-  1, m>~10. (6.5) 
If we evaluate the approximation I~_"1, we obtain 
JI2,_~- I~'_"11 ~<3.351 x 10 -~°, m~> 19683. (6.6) 
Thus, Eqs. (6.4)-(6.6) show that the present method has better convergence rate than the schemes 
in [5, 7]. 
Finally, let i~(l, p, q) denote the expression of I~(l, p, q) given in Eq. (4.10), disregarding the last 
integral term. Then we have the following error bound if we approximate I~(l,p,q) by [~(l ,p,q) 
in the vicinity of the end point 
l~( l ,p ,q ) - i~( l ,p ,q )  <<. (1Vp~l -Tq)  
I F(v + m + 1)F(I + 3 + m - v -  p)F(l  + 1 - #) 
× ~-l ~ 2m-+-3--~--)F(l+2 -- v - ~--~v-~ 7-~---$7 ' (6.7) 
when ½ ~< p <q ~< 1. This shows that the approximation i~(l, p, q) converges rapidly to I~(l, p, q). 
For example, consider/11//22(0, 0.8 1). Its analytical value is given by 
I 0,0.8, 1) = -0.927295 + ~ ~ 0.6435011087932843 (6.8) 
If we fix m=4 in expression (4.10), then we have 
~1/2 
I1/2(0, 0.8, 1)---- 0.64350110879331. (6.9) 
On the other hand, if we take the method in [7], we have 
I~/2 (0, 0.8, 1 ) ~ Iir(") -- 0.64349955087548 (6.10) 
with m= 100. If we compare Eq. (6.10) with Eq. (6.8), they agree only on the first four decimal 
points. On the other hand, the approximation (6.9) agrees with Eq. (6.10) on more than nine decimal 
points. To achieve this accuracy the method in [7] requires the evaluation umber m = 20 000. 
7. Numerical application 
In this section we consider a numerical application of the piecewise polynomial quadrature to the 
Cauchy singular integral equation. 
Example 7.1. We consider the Cauchy singular integral equation 
1 f_~ g(~) 1 ~x d~--- 1, (7.1) 
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Table 1 
Comparison between Kurtz et al. [7] and the present method for a center cracked panel in tension 
X a 
Present Ref. [7] 
q,(x) - ~5(x) ~,(x) - ~5(x) 
- 1.0 1.702898.10- to 1.8.10-~ 
-0.8 1.702899.10-10 9.5.10-5 
-0.6 1.702897.10-10 2.7-10 -5 
-0.4 1.702897.10-1° 1.5-10 -5 
-0.2 1.702899.10 -1° 1.2.10 -5 
0.0 - 1.7029028.10-1° 8.0.10-8 
0.2 1.702899.10- l  3.0.10 -6 
0.4 1.702899-10-1° 0.0 
0.6 1.702903-10- l0 1.5.10 -5 
0.8 1.702896.10- l0 9.0-10 -5 
1.0 1.702907.10 -1° 9.3.10 -5 
aThese values also represent the closed form result. 
where the unknown function g(x) have the auxiliary condition 
g(~) d~ = O. 
I f  we let 
(7.2) 
i(x) 
g(x)---- lv/]--Z~_x 2, (7.3) 
then, as shown in [2], Eq. (7.1) with Eq. (7.2) the solution given by 
x 
g(x) -- lx/]--Z~_x 2, - 1 <x  < 1. (7.4) 
To obtain the numerical solution to Eq. (7.1) with Eq. (7.2), we first substitute Eq. (7.3) into 
Eq. (7.1) and then subtract out the singularity. Then the resulted integral equation is given by 
1 f' i (~) - i (x )  1 
d~ 1. (7.5) 
J_, 
We now apply the quadrature (2.8) to Eq. (7.5) with w(t) -- v/1 - t 2 and f ( t )  = if(t). 
Table 1 shows that the present algorithm has more accurate compared with the results in [7]. 
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