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1. Let p{t) be a continuous function which is positive on the ^-interval under consideration. Instead of pit) > 0, it will be sufficient to assume that p(t) 2; 0, provided that p(t) > 0 holds on a dense <-set. The role of this proviso will be that of excluding the existence of a function x(t) which satisfies the differential equation
x" + p(t)x = 0
( 1) and is a non-vanishing constant on some ^-interval. If such a solution x(t) of (1) is disregarded [and (1) cannot have two, linearly independent, such solutions in any case], then, besides the continuity of pit), only the assumption pit) =; 0 will be needed. Only real-valued solutions xit) will be considered, and the trivial solution, xit) = 0, will be excluded.
It is clear from (1) that x"it) ^ 0 or x"(i) g 0 at a given t according as xit) < 0 or xit) > 0 at that t. Ifence the graph of x = xit) must turn its concavity toward the 2-axis at every t. Since the clustering of zeros of the derivative x'it) has been excluded, it follows that the zeros of xit) separate, and are separated by, the zeros of x'it) [provided that either xit) or x'it) has at least two zeros]. Let a closed ^-interval [c, d] 0 in the first case, and that a:(c) 0 and x'id) ^ 0 in the second case, since the simultaneous vanishing of xit) and x'it) leads to the trivial solution.
2. The purpose of this note is to show that, owing to the concept of a primitive interval, a theorem of Liapounoff (see below) can be extended from his "disconjugate" case to the general case, as follows:
If pit) is continuous and non-negative on a closed t-interval [a, b\, and if [a, 6] consists of exactly n primitive intervals of some solution xit) of (1), then
(here n is a preassigned positive integer, and n = 1 is allowed; but n = °o is not allowed, since solutions x(t) which are constant on some J-interval are excluded).
Accordingly, if P is defined by
and if [P] is the greatest integer not exceeding P, then a solution x = x(t) of (1) on [a, b] cannot consist of more than [P] consecutive stretches on each of which both x(t) and x'{t) are strictly monotone (nowhere constant). The italicized lemma contains however somewhat more, since it does not exclude such linear stretches of the graph x = x(t) as are not parallel to the t-axis. The proof proceeds as follows: 3. First, it is sufficient to prove that (2) must hold when [a, 6] consists of exactly n complete primitive intervals (rather than of exactly n arbitrary primitive intervals) of some solution x{t) of (1). In fact, if the value of n is retained but [a, 6] is replaced by [a*, b*], where a* ^ a < b g b*, then the value of the quotient on the right of (2) is decreased, whereas the value of the integral on the left of (2) is not decreased, since p(t) § 0.
Next, it is sufficient to prove (2) for the particular case n = 1 For suppose that (2) is true for n = 1. Then, if [a, 6] consists of n primitive intervals, and if the latter are denoted by [ci_l , ck] , where c0 = a, cn = b and k = 1, • ■ • , n, then an application of the case n = 1 of (2) where dk = ck -ck-y > 0. Since ^3"-i dk = b -a, this implies (2) for an arbitrary n if it is ascertained that n2 / t,dt^ El/d*.
/ t-i Jt-i But (4) is true, since it merely expresses the fact that the harmonic mean of n positive numbers dk cannot exceed their arithmetical mean.: Accordingly, it is sufficient to prove (2) under the following two (simultaneous) assumptions: n = 1, and [a, 6] is a complete primitive interval of some solution x(t) of (1). Then, if a = 0 without loss of generality, the assertion (2) reduces to
Jo and the assumption of (5) is the existence of a solution x(t) for which both x(t) ^ 0 and x'(t) 7* 0 hold on the open interval 0 < t < b and either x(0) -0 and x'(b) = 0 or a;'(0) = 0 and x(b) = 0. But it will be clear (by interchanging "past" and "future") that it will be sufficient to prove (5) for the first of these two alternative cases. In addition, since x(t) ^ 0 for 0 < t < b, and since the solution x(t) can be replaced by -x(t), it can be assumed that x{t) > 0 for 0 < t g b, while z(0) = 0. Since, as pointed out above, the graph of x = x(t) always turns its concavity toward the t-axis, and since x'{t) ^ 0 for 0 g t < b [while x'(b) = 0], it follows that, if 0 < t < b, the 'See, for instance, G. Polya and G. Szego, Aufgaben und Lehrsatze aus der Analysis, vol. 1, 1924, p. 50.
ordinate of the graph of x -x(t) is positive and increasing, while its slope is positive and non-increasing. Since the slope at t = 0 is x'(0) > 0, and since x'(b) = 0 prevents that x(t) be linear on the whole of [0, 6] , it now follows from x(0) = 0 that x(b) < bx'(0).
On the other hand, since x'(b) = 0, integration of (1) between t = 0 and t = b shows that ®'(0) = f p(t)x(l) dt.
Jo
But since x(t) increases from a:(0) = 0 to x(b) > 0 on the Grange of (6), and since pit) 0, the representation (6) of z'(0) implies that, unless pit) vanishes identically, 0 < x'(0) < x{b) f p(t) dt.
Hence (5) follows from the inequality x(b) < bx'(0), found at the end of the preceding paragraph.
4. This completes the proof of the italicized assertion. The following fact is a corollary:
If (1), where pit) 2: 0 and a ^ t ^ b, possesses some solution for which x{t) and x'{t) together do not have more than one zero on the open interval a < t < b, then f. pit) dt > 4/(6 -a).
In fact, since (7) is the case n = 2 of (2), it is sufficient to ascertain that the assumptions of (2) are satisfied by n = 1 or n = 2 according as x{t) and x'(t) together have no or a single zero on the interval a < t < b. But this is clear for reasons of concavity (see above), since the whole of fa, 6] is a primitive interval of x{t) in the first case, while [a, 6] consists of two primitive intervals of x{t) in the second case.
5. It is well-known that a result of Liapounoff2 is substantially equivalent to the following assertion: If p(t) S: 0, then (7) must hold whenever (1) has on [a, 6] a solution x(t) satisfying x(a) = 0, x(b) = 0, x(t) >0 for a < t < b.
It is also known3 that, under the assumption (8), the 4 is the best absolute constant in (7). A simple proof of the fact that (7) is necessary for (8) was given by Shukovski (a contemporary of Liapounoff)4 and recently by Borg.5 Clearly, this result is a particular case of the italicized corollary (n = 2) of the general inequality (2). In fact, the assumption (8) means that the graph of x = x(t) is a convex arch over [a, &] , and so x'(t) has just one zero on [a, b] . But (7) turns out to hold also for boundary conditions more general than those of (8). For instance, (7) must hold also if (1) possesses a solution x{t) which satisfies the boundary condition x'(a) = 0, x'(b) = 0 but has only one zero on [a, 6] .
The general result, expressed by (2) for an arbitrary n, suggested itself by Shukovski's 'Actually, Liapounoff considered only the case of an equation (1) having a periodic coefficient p(l), of period b -a; see A. Liapounoff, Comptes Rendus 123, 1248 -1252 (1896 .
