Abstract. The state-sum invariants for knots and knotted surfaces defined from quandle cocycles are described using the Kronecker product between cycles represented by colored knot diagrams and a cocycle of a finite quandle used to color the diagram. Such an interpretation is applied to evaluating the invariants.
Introduction
Diagrammatic morphisms interconnect algebra and topology. Complicated algebraic formulas can be established via topological diagrams, and algebraic structures give topological invariants. In this paper, we present two instances of algebraic and topological interplay from quandle homology theory. First, we use the Kronecker product and computations on colored knot diagrams for evaluating the quandle knot cocycle invariants. Second, we describe extensions of quandles by cocycles, and give diagrammatics proofs. In both examples, relations between algebra and diagrams play key roles.
A quandle is a set with a self-distributive binary operation (defined below) whose definition was motivated from knot theory. A (co)homology theory was defined in [3] for quandles, which is a modification of rack (co)homology defined in [10] . State-sum invariants using quandle cocycles as weights are defined [3] and computed for important families of classical knots and knotted surfaces [4] . Quandle homomorphisms and virtual knots are applied to this homology theory [5] . The invariants were applied to study knots, for example, in detecting non-invertible knotted surfaces [3] . On the other hand, knot diagrams colored by quandles can be used to study quandle homology groups. This view point was developed in [10, 11, 14] for rack homology and homotopy and generalized to quandle homology in [6] . It was poined out by Fenn and Rourke that the state-sum terms can be interpreted as Kronecker products. In this paper, we use such interpretations to evaluate the invariants.
The second diagrammatic method we present here is extensions of quandles. Cohomology theories of groups and other algebraic systems have interpretations in terms of group extensions or obstructions to deformations of algebraic systems (see for example [2, 13] and for a diagrammatic approach [18] ). We give analogous interpretations for quandle cohomology. The proofs are based on knot diagrams.
The paper is organized as follows. In Section 1, we give a summary of preliminary material on quandle homology and cocycle knot invariants. Applications of the Kronecker product are given in Section 2, and the extensions of quandles by cocycles are investigated in Section 3.
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Quandle homology and colored knot diagrams
In this section we review necessary material from the papers mentioned in the introduction.
A quandle, X, is a set with a binary operation (a, b) → a * b such that (I) For any a ∈ X, a * a = a.
(II) For any a, b ∈ X, there is a unique c ∈ X such that a = c * b.
(III) For any a, b, c ∈ X, we have (a * b) * c = (a * c) * (b * c).
A rack is a set with a binary operation that satisfies (II) and (III). Racks and quandles have been studied in, for example, [1, 8, 16, 17, 19] . The axioms for a quandle correspond respectively to the Reidemeister moves of type I, II, and III (see [8] , [17] , for example).
A function f : X → Y between quandles or racks is a homomorphism if f (a * b) = f (a) * f (b) for any a, b ∈ X.
The following are typical examples of quandles.
• A group X = G with n-fold conjugation as the quandle operation: a * b = b −n ab n .
• Any set X with the operation x * y = x for any x, y ∈ X is a quandle called the trivial quandle. The trivial quandle of n elements is denoted by T n .
• Let n be a positive integer. For elements i, j ∈ {0, 1, . . . , n − 1}, define i * j ≡ 2j − i (mod n). Then * defines a quandle structure called the dihedral quandle, R n . This set can be identified with the set of reflections of a regular n-gon with conjugation as the quandle operation.
) is a quandle for a Laurent polynomial h(T ). The mod-n Alexander quandle is finite if the coefficients of the highest and lowest degree terms of h are ±1.
See [1, 8, 16, 19] for further examples of quandles. Figure 1 . Type III move and the quandle identity Let C R n (X) be the free abelian group generated by n-tuples (x 1 , . . . , x n ) of elements of a quandle X. Define a homomorphism ∂ n :
for n ≥ 2 and ∂ n = 0 for n ≤ 1. Then C R * (X) = {C R n (X), ∂ n } is a chain complex. Let C D n (X) be the subset of C R n (X) generated by n-tuples (x 1 , . . . , x n ) with
is the induced homomorphism. Henceforth, all boundary maps will be denoted by ∂ n .
For an abelian group G, define the chain and cochain complexes
in the usual way, where W = D, R, Q.
The nth quandle homology group and the nth quandle cohomology group [3] of a quandle X with coefficient group G are
The cycle and boundary groups (resp. cocycle and coboundary groups) are denoted by Z Q n (X; G) and B
We will omit the coefficient group G as usual if G = Z.
Let a classical knot diagram be given. The co-orientation is a family of normal vectors to the knot diagram such that the pair (orientation, co-orientation) matches the given (right-handed, or counterclockwise) orientation of the plane. At A coloring of an oriented classical knot diagram is a function C : R → X, where X is a fixed quandle and R is the set of over-arcs in the diagram, satisfying the condition depicted in the top of Fig. 1 . In the figure, a crossing with over-arc, r, has color C(r) = y ∈ X. The under-arcs are called r 1 and r 2 from top to bottom; the normal (co-orientation) of the over-arc r points from r 1 to r 2 . Then it is required that C(r 1 ) = x and C(r 2 ) = x * y.
Note that locally the colors do not depend on the orientation of the under-arc. The quandle element C(r) assigned to an arc r by a coloring C is called a color of the arc. This definition of colorings on knot diagrams has been known, see [8, 12] for example. Henceforth, all the quandles that are used to color diagrams will be finite.
In Fig. 1 bottom, the relation between the Redemeister type III move and quandle axiom (self-distributivity) is indicated. In particular, the colors of the bottom right segments before and after the move correspond to self-distributivity.
A shadow coloring (or face coloring) of a classical knot diagram is a function C :R → X, where X is a fixed quandle andR is the set of arcs in the diagram and regions separated by the underlying immersed curve of the knot diagram, satisfying the condition depicted in the middle square of Fig. 4 . In the figure, arcs are colored under the same rule as above, and the regions are also colored by the following similar rule. Let R 1 and R 2 be the regions separated by an arc r colored by x. Suppose that the normal to r points from R 1 to R 2 . If R 1 is colored by w, then R 2 is required to be colored by w * x. Note that near a crossing there are more than one way to go from one region to another, but the self-distributivity guarantees unique colors near a crossing. In the figures, colors on the the regions are depicted as letters enclosed within squares.
Colorings and shadow colorings are defined for knotted surfaces in 4-space similarly using their diagrams in 3-space. The coloring rule is depicted in Fig. 2 . away from which the normal of the over-arc points. The color y is on the overarc. If the crossing is negative, then such colors represent −(x, y). The relation between colored crossings and boundary homomorphisms is depicted in Fig. 3 . The 1-chains represented by colored and oriented points on line segments are depicted as boundaries in Fig. 3 . The color on the center vertex on an arc determine the 1-chain that the vertex represents. These colors are the colors at the end points of the arc in the crossing. The sign of the 1-chain is determined by pushing the normal to the arc into the boundary and comparing to the oriented subarc of the boundary given the counterclockwise orientation. In Fig. 3 , the boundary terms of the 2-chain (x, y) are 1-chains (x * y), (−y), (−x), and (y), and thier formal sum matches the negative of ∂(x, y), where ∂ is the boundary homomorphism of quandle homology. In particular, any colored knot diagram represents a 2-cycle, as the boundary terms cancel. Similarly, shadow colored crossings represent triples (w, x, y) as depicted in Fig. 4 . The boundaries are also indicated in the figure. In particular, shadow colored knot diagrams represent 3-cycles. The signs are determined as above and the chain (for example −(w, x) on the left) is determined as follows. The color w is the color in the region away from which the normal to the arc colored x points, and x is the color on that arc.
Colored or shadow colored classical knot diagrams in orientable surfaces are defined similarly, and represent 2-or 3-cycles, respectively, as boundary terms also 
The shaded regions in Fig. 5 are crossings of the diagram, and the unshaded crossing in the middle is a cross-over of the surface, and is not a crossing of the diagram. Since all boundaries of each colored crossing are attached to other colored crossings, we see that the boundary terms cancel, and the diagram represents a 2-cycle.
Furthermore, for shadow colored diagrams, we allow the colored end point diagram that is depicted in Fig. 6 . Since the boundary term of the end point diagram represents ±(x, x), which represents zero as a quandle chain, a shadow colored knot diagram represents a quandle 3-cycle even with such colored end points allowed. Examples are depicted in Fig. 7 left and middle. All three diagrams in The (fundamental) quandle of an n-knot diagram [16, 19] is generated by the n-regions of the diagram; the relations in the quandle can be read from the crossings (n = 1) or double point curves (n = 2). See [8, 17] for Wirtinger presentations of knot quandles defined from knot diagrams, which are similar to Wirtinger presentations of knot groups. In this case, arcs of knot diagrams represent generators, and crossings give relations of Wirtinger form. Let Q(K) represent such a quandle for a knot diagram K.
Let K be a knot diagram on a compact oriented surface F . Then the fundamental shadow quandle SQ(K) is defined as follows [6] . The generators correspond to over-arcs and connected components of F \ (universe of K), where the universe is the underlying immersed curves of K (without crossing information). The relations are defined for each crossing as ordinary fundamental quandles, and at each arc dividing regions. Specifically, if a and b are generators corresponding to adjacent regions such that the normal points from the region colored a to that colored b, and if the arc dividing these regions is colored by c, then we have the relation b = a * c. This defines a presentation of a quandle, which is called the fundamental shadow quandle of K. Two diagrams on F that differ by Reidemeister moves on F have isomorphic fundamental shadow quandles. The shadow colors are regarded as quandle homomorphisms from the fundamental shadow quandle to a quandle X. 
Cocycle invariants as Kronecker products
In this section we give an interpretation of the state-sum invariants (called quandle cocycle invariants) defined in [3] in terms of pairings on quandle homology theory. Using this interpretation, a new method of computing these invariants is given. In this section all (co)chain, (co)cycle, (co)boundary, and (co)homology groups are quandle groups and we sometimes drop the letter Q from the subscript or superscript.
Let (C, ∂) be a chain complex with the boundary homomorphism ∂. Let , : Z n (C) ⊗ Z n (C; G) be the Kronecker product, where G is a coefficient abelian group, and it is omitted as usual if G = Z. Thus η, φ = φ(η) for any η ∈ Z n (C) and φ ∈ Z n (C; G). This pairing induces a well-defined bilinear pairing (Kronecker product)
, : H n (C) ⊗ H n (C; G) → G. Let (C 0 , ∂) be another chain complex, and denote by Hom(C 0 , C) be the set of chain homomorphisms. For η ∈ Z n (C 0 ) and φ ∈ Z n (C; G), define
where F is a fixed finite subset of Hom(C 0 , C). This defines a bilinear pairing Φ :
Since each Kronecker product depends only on the homology and cohomology classes, we have the following.
Lemma 3.1. The above defined Φ does not depend on the choice of (co)cycles and is determined only by their (co)homology classes. Thus it induces a well-defined bilinear pairing
Definition 3.2. Let K be an abstract n-knot diagram, for n = 1, 2. In the above description, let C be the chain complex {C Q * (X)} for a finite quandle X, and
be the set of all chain maps induced from all quandle homomorphisms Π → X, that is,
. This is called the quandle cocycle invariant of K with color quandle X.
A similar invariant, called shadow quandle cocycle invariant, is defined using fundamental shadow quandles
Remark 3.3. The (shadow) quandle cocycle invariants coincide with the statesum invariant defined in [3] . The set of colorings in [3] corresponds to F , and the Boltzmann weight defined from a fixed cocycle φ corresponds to [K], f # φ . The definition in terms of pairing was suggested to us by Fenn and Rourke in a correspondence. The above gives a generalization using quandle homology and abstract knots. The following generalizes the invariants to abstract knots. Proof. The shadow colored diagram represents (α, β, γ) + (α, γ, α). It is known [3] that the cocycle ξ which is defined above represents a generator of H 3 Q (R 3 ; Z 3 ) ∼ = Z 3 . All possibilities of {α, β, γ} = {0, 1, 2} are evaluated by ξ to give the generator 1 ∈ Z 3 , and the result follows. The mirror image is checked similarly.
Note that the other diagrams in Fig. 7 also represent the same generator, and have the same property as stated in the above lemma. Proposition 3.6. A torus knot or link T (2, n) is 3-colorable if and only if n is a multiple of 3, n = 3k for some integer k. In this case, Φ(T (2, 3k)) = 9 + 18t k . Here k is regarded as an element of Z 3 .
Proof. We represent T (2, n) as a closed 2-braid as depicted in Fig. 10 . If the top two segments receive the same color, the cocycle invariant is trivial. There are 9 such shadow colors. If the two top segments receive distinct colors, then perform the quandle homology moves as indicated in the figure, and produce a copy of a generator in Fig. 7 for each set of three crossings. By Lemma 3.5, for any choice of {α, β, γ} = {0, 1, 2}, the figure represents the generator of H 3 (R 3 ; Z 3 ). Hence for any non-trivial coloring C, [T (2, 3k)], C * ξ = t k . The result follows. Proof. There are three cases to color the top strings. All three colors are distinct, two colors are the same, and all colors are the same. If all colors are the same, such colorings contribute 1 to the invariant, and there are 9 such shadow colorings. If all colors are distinct, then such a coloring is depicted in Fig. 11 left. Such a color exists if and only if n is even. Note that the color of the middle string, β, stays in the middle strings. Hence we need to consider two types of shadow colors, (1) β is not a color of the unbounded region, (2) it is. The case (1), (2) are shown in Fig. 11, 12 respectively. For each case, the figure shows that such a colored diagram is homologous to a copy of a generator for each set of 6 crossings. Hence this contributes t k to the invariant. By symmetry of the diagram, if two colors are the same, it can be assumed that the top strings receive, say, (α, β, β) in this order from left to right, as depicted in the left hand side of Fig. 13 . In this case k must be a multiple of 3 for such a color to exist, as can be seen from the figure. Hence the first case (when k is not a multiple of 3) follows from the above argument, and the cases for T (3, 3ℓ) remain. A block of one contribution of ℓ (i.e., T (3, 3) ) is depicted in the figure. There are 6 such colorings, and there are 18 such shadow colorings. There are three cases for shadow colors, as depicted in Figs. 13, 14, 15 left, respectively. For each of these cases, the figures show that they are homologous to three copies of a generator, contributing 1 to the invariant (as each contribution is counted modulo 3). The second case follows.
Next we compute the invariant for doubled knots D(n) depicted in Fig. 16 . These knots are twisted Whitehead doubles of the unknot. The integer n represents the number of crossings as indicated. In the figure the crossings are positive ones, and if n is negative, we take negative crossings. Proof. Figure 16 shows the first half of the statement. Note that there are 3 trivial colorings on strings and 9 corresponding shadow colorings, and 18 shadow colorings corresponding to non-trivial colorings on strings. In Fig. 17 , it is shown that for a particular shadow coloring, a set of three crossings in the diagrams of D(n) contributes a single copy of a generator of H Proof. The method depicted in Fig. 17 applies in the same manner as in the proof of the above proposition.
Remark 3.10. The methods developed so far can be applied effectively to other examples to evaluate the invariant, directly or indirectly. As examples, we examine knots in the table. There are four knots in the table less than 8 crossing that are 3-colorable: 3 1 , 6 1 , 7 4 , and 7 7 .
• 3 1 is a generator, so Φ(3 1 ) = 9 + 18t if it is right-handed.
• 6 1 is D(4), so that Φ(6 1 ) = 9 + 18t 0 = 27. • 7 4 is deformed to T ′ (6) as depicted in Fig. 18 by a smoothing at a crossing where all colors are the same. Note that the colors indicated in the figure exhaust all possibilities as 7 4 has cyclic Alexander module (by the result of Inoue [15] ). Hence we find Φ(7 4 ) = 9 + 18t.
• 7 7 is deformed to T ′ (6) as depicted in Fig. 19 , hence Φ(7 7 ) = 9 + 18t. The first deformation is a smoothing the second is isotopy. Compare the left bottom diagram with the second left entry of Fig. 17 . The left and right half of the diagram in Fig. 19 are identified with the figure in Fig. 17 , and hence can be replaced by the top left entry of Fig. 17 . The result is T ′ (6) as depicted in bottom right entry in Fig. 19 .
The computational technique discussed in this section can be applied to knotted surfaces. We illustrate this with the 2-twist spun trefoil.
Example 3.11. Shadow coloring is closely related to coloring a knotted surface diagram and its lower decker set. The correspondence was given in [6] , but we sketch the notion briefly.
Given an embedded surface in 4-space, we chose a generic projection into 3-space and label the double points of the projection above and below to indicate their relative distance from the 3-space into which they are projected. The pre-image of the double point set on the surface is called the double decker set. It is separated into upper and lower pieces called the upper decker set and the lower decker set.
A quandle coloring of a knotted surface diagram induces a shadow coloring of the lower decker set considered as an abstract arc diagram in the surface. The scheme for determining this coloring is as follows: Along a double point arc, an upper sheet with color y locally separates the lower sheet into two pieces (by the broken surface convention). One component of the lower sheet is colored x and the other sheet is colored x * y as depicted on the left of Fig. 2 . The arc of lower decker points is colored y which represents the color of the corresponding over crossing sheet. A branch point is an end-point of a lower decker arc. At such a point, the colors on the arc and surrounding 2-dimensional region coincide. In the lowest of the three sheets that intersect at a triple point, two lower decker arcs intersect. The arc that corresponds to the upper most sheet is depicted as un-broken on the surface, and the middle arc is broken into arcs locally. The colors on the arcs and regions match the shadow color condition depicted in Fig. 4 (see also Fig. 2) .
In Figure 20 , the double decker set for the 2-twist spun trefoil is depicted. We give a brief description on how to obtain this diagram from a movie of the 2-twist spun trefoil. More details can be found in [7] . The solid lines correspond to the lower decker points, and the dashed lines correspond to the upper decker points. The diagram has been colored by the 3-element dihedral quandle R 3 = {0, 1, 2} where {α, β, γ} = {0, 1, 2}. The integer labels on double arcs are Gauss codes. Even parity labels correspond to positive classical crossings, and odd parity labels correspond to negative crossings. Negative signs indicate undercrossings; thus all solid lines have negative labels. For example, the first type II move in a movie of the knotted surface will induce the birth of a negative and a positive crossing that are labeled 1 and 2, repsectively. Immediately after the top saddle we have the Gauss code (−5, 3, −1, −2, 4, −6, 2, −4, 6, 5, −3, 1) which is the standard code of the square knot. The diagram for this decker set also indicates the height with respect to the movie direction at which the critical points occur. For example the crossing in the center of the diagram that involves arcs labeled −7, and −9 corresponds to the crossings between arcs labels 9 and 2 (on the left of the figure) and between . The lower decker set of the 2-twist spun trefoil 7 and 2 on the right of the figure. All three of these crossings correspond to a Reidemeister type III move among crossing points labeled 2, 7 and 9.
In Fig. 21 , only the lower decker set and colors are depicted. We now compute the state-sum invariant of this surface by the following technique. Perform surgeries along the dotted arcs to obtain four copies of the negative of the generator given in Fig. 7 . Hence this color contributes −1 as the Kronecker product with the pull-back of the 3-cocycle ξ. Hence we obtain Φ(K) = 3 + 6t
2 , as we computed in [3] by a different method.
Extensions of quandles by cocycles
Let X be a quandle and A be an abelian group written multiplicatively. Let φ ∈ Z 2 Q (X; A). Consider A as a trivial quandle (a * b = a for any a, b ∈ A). Let E(X, A, φ) be the quandle defined on the set A × X by the operation (a 1 ,
Lemma 4.1. The above defined operation * on A × X indeed defines a quandle E(X, A, φ) = (A × X, * ).
Proof. The idempotency is obvious. For any (a 2 , x 2 ), (a, x) ∈ A × X, let x 1 ∈ X be a unique element x 1 ∈ X such that x 1 * x 2 = x. Then let a 1 = aφ(x 1 , x 2 ) −1 . Then it follows that (a 1 , x 1 ) * (a 2 , x 2 ) = (a, x), and the uniqueness of (a 1 , x 1 ) with this property is obvious. The self-distributivity follows from the 2-cocycle condition by computation, as follows.
We remark here that the computation above can be seen in knot diagrams in Fig. 1 . Go along the string that goes from top left to bottom right in Reidemeister type III move and read off the cocycles assigned at crossings. Then it picks up the cocycles in the above two computations, for before and after the Reidemeister move, respectively.
Definition 4.2. Two surjective homomorphisms of quandles π j : E j → X, j = 1, 2, are called equivalent if there is a quandle isomorphism f :
Note that there is a natural surjective homomorphism π : E(X, A, φ) = A × X → X, which is the projection to the second factor. Proof. There is a 1-cochain η ∈ C 1 Q (X; A) such that φ 1 = φ 2 δη. We show that f : E(X, A, φ 1 ) = A × X → A × X = E(X, A, φ 2 ) defined by f (a, x) = (aη(x), x) gives rise to an equivalence. First we compute f ((a 1 , x 1 ) * (a 2 , x 2 )) = f ((a 1 φ 1 (x 1 , x 2 ), x 1 * x 2 )) = (a 1 φ 1 (x 1 , x 2 )η(x 1 * x 2 ), x 1 * x 2 ), and f ((a 1 , x 1 
which are equal since φ 1 = φ 2 δη. Hence f defines a quandle homomorphism. The map
Lemma 4.4. If natural surjective homomorphisms (the projections to the second factor A × X → X) E(X, A, φ 1 ) → X and E(X, A, φ 2 ) → X are equivalent, then φ 1 and φ 2 are cohomologous: , x) ), there is an element η(x) ∈ A such that f (a, x) = (aη(x), x), for any x ∈ X. This defines a function η : X → A, η ∈ C 1 Q (X; A). The condition that f is a quandle homomorphism implies that φ 1 = φ 2 δη by the same computation as the preceding lemma. Hence the result follows.
The lemmas imply the following theorem. 
where χ denotes the characteristic function
where ⌊a⌋ denotes the largest integer not exceeding a. It is checked directly that f gives an isomorphism, but we can also see it as follows. The quandle operation a * b in R 4 is characterized by the following property: if a and b have the same parity, then a * b = a. Otherwise, a * b =ā, whereā has the same parity as a but is distinct from a. For an element (x, y) ∈ X = Z 2 × T 2 , regard y as the parity. Then by the definition of φ, we see that X has the quandle operation with the same property as above.
Example 4.7. The quaternion group Q 8 = {±1, ±i, ±j, ±k} under conjugation is a quandle. The set {±1} acts trivially on the rest as quandle operation, and the rest Q 6 = {±i, ±j, ±k} forms a subquandle. The obvious projection π : Q 6 → T 3 = {I, J, K} defined by π(±i) = I, π(±j) = J, π(±k) = K is a surjective quandle homomorphism. One sees that Q 6 = E(X, A, φ) where X = T 3 , A = Z 2 , and φ ∈ Z 2 Q (X; A) is defined by φ = a =b, a,b∈T3 χ a,b .
Remark 4.8. Let π : Q → X be a surjective quandle homomorphism, such that the equalizer E π (x) = { z ∈ E | π(z) = x } has the same (finite) cardinality. Then it is an interesting problem to determine when Q is isomorphic to E(X, A, φ) for some A and φ ∈ Z 2 Q (X; A).
Next we consider interpretations of 3-cycles in extensions of quandles. Let 1 → N i → G p → A → 1 be a short exact sequence of abelian groups. Let X be a quandle. For φ ∈ Z 2 (X; A), let E(X, A, φ) be as in the preceding section. Let s : A → G be a set-theoretic (not necessarily group homomorphism) section, i.e., ps = id A and s(1 A ) = 1 G .
Consider the binary operation (
We describe an obstruction to this being a quandle operation by 3-cocycles.
Since φ satisfies the 2-cocycle condition, p(sφ(x 1 , x 2 )sφ(x 1 * x 2 , x 3 )) = p(sφ(x 1 , x 3 )sφ(x 1 * x 3 , x 2 * x 3 )) in A. Hence there is a function θ : X × X × X → N such that sφ(x 1 , x 2 )sφ(x 1 * x 2 , x 3 ) = iθ(x 1 , x 2 , x 3 )sφ(x 1 , x 3 )sφ(x 1 * x 3 , x 2 * x 3 ). (6) Lemma 4.9. θ ∈ Z 3 Q (X; N ). Proof. First, if x 1 = x 2 , or x 2 = x 3 , then the above defining relation for θ implies that θ(x 1 , x 1 , x 3 ) = 1 = θ(x 1 , x 2 , x 2 ). For the 3-cocycle condition, one computes sφ(x 1 , x 2 )sφ(x 1 * x 2 , x 3 )sφ((x 1 * x 2 ) * x 3 , x 4 ) = iθ(x 1 , x 2 , x 3 )[sφ(x 1 , x 3 )sφ(x 1 * x 3 , x 2 * x 3 )]sφ((x 1 * x 2 ) * x 3 , x 4 ) = [iθ(x 1 , x 2 , x 3 )iθ(x 1 * x 3 , x 2 * x 3 , x 4 )]
[sφ(x 1 * x 3 , x 4 )sφ((x 1 * x 3 ) * x 4 , (x 2 * x 3 ) * x 4 )]sφ(x 1 , x 3 ) = [iθ(x 1 , x 2 , x 3 )iθ(x 1 * x 3 , x 2 * x 3 , x 4 )iθ(x 1 , x 3 , x 4 )]
[sφ(x 1 , x 4 )sφ(x 1 * x 4 , x 3 * x 4 )]sφ((x 1 * x 3 ) * x 4 , (x 2 * x 3 ) * x 4 ) and on the other hand, sφ(x 1 , x 2 )sφ(x 1 * x 2 , x 3 )sφ((x 1 * x 2 ) * x 3 , x 4 ) = sφ(x 1 , x 2 )[iθ(x 1 * x 2 , x 3 , x 4 )sφ(x 1 * x 2 , x 4 )sφ((x 1 * x 2 ) * x 4 , x 3 * x 4 )] = iθ(x 1 * x 2 , x 3 , x 4 )sφ((x 1 * x 2 ) * x 4 , x 3 * x 4 )
[iθ(x 1 , x 2 , x 4 )sφ(x 1 , x 4 )sφ(x 1 * x 4 , x 2 * x 4 )] = iθ(x 1 * x 2 , x 3 , x 4 )iθ(x 1 , x 2 , x 4 )sφ(x 1 , x 4 )[iθ(x 1 * x 4 , x 2 * x 4 , x 3 * x 4 ) sφ(x 1 * x 4 , x 3 * x 4 )sφ((x 1 * x 4 ) * (x 3 * x 4 ), (x 2 * x 4 ) * (x 3 * x 4 ))] so that we obtain the result. The underlines in the equalities indicates where the relation 6 is going to be applied in the next step of the calculation.
Remark 4.10. The above calculations are based on the knot diagrams as follows. In Fig. 22 , two paths (denoted by dotted arcs) going from the left region to the right region are depicted in a shadow colored diagram near a crossing. Let γ 1 be the top path, γ 2 be the bottom path. Assign the cocycle sφ(x 1 , x 2 ) when a dotted arc crosses an over-arc with color x 2 from the region colored x 1 to the region colored x 1 * x 2 in the same direction as the normal to the over-arc. The product of these cocycles along γ 1 is the left-hand side of Equality (6) , and the product for γ 2 appears in the right-hand side. The corresponding 3-cocycle iθ(x 1 , x 2 , x 3 ) is assigned to the crossing. We see this situation as follows. As we homotop γ 1 to γ 2 through a crossing, the descrepancy of the products is the 3-cocycle assigned at the crossing.
In Fig. 23 , the shadow colors before/after the Reidemeister type III move is specified. The paths denoted by dotted arcs are also depicted, and named γ i , i = 1, 2, 3, 4. As we homotope the paths from γ 1 to γ 4 , we read off the 3-cocycles assigned to the crossings. The left and right of the Reidemeister move correspond to the above two computations in the proof, respectively.
