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Abstract
Meandering channels are dynamic landforms that arise as a result of fluid mechanic
and sedimentary processes. Their evolution has been described by the meander mor-
phodynamic equations, which dictate that channel curvature and bed topology give
rise to local perturbations in streamwise fluid velocity, prompting the preferential ero-
sion and sediment deposition that constitute meander behavior. Previous theoretical
work has been based on simplified periodic systems. Here we determine the math-
ematical conditions required for unique solutions to the meander morphodynamics
equations. Our predictions for non-periodic finite-domains constitute the first correct
explanation of behavior observed in flumes, where a fixed inlet leads to the long-term
decay of all meanders. We show that a continuous perturbation is required for sus-
tained meandering. With a driven perturbation at the inlet, we find that high (low)
frequency driving results in spatial decay (growth).
We present original scaling arguments for the dependence of the meander migration
rate on geological parameters, showing that the rate of migration increases with in-
creased width, down-reach slope, and bank erodibility, and decreases with increased
volumetric flow rate. The meander equations involve a single dimensionless parame-
ter α, which characterizes the ratio of secondary to irrotational flow. We show that
variations in α have significant impact on spatial and temporal scaling, and on the
degree of upstream skewing in meander shapes.
For numerical simulations, we develop a rigorous mathematical description of the
relationship between spatial discretization schemes and numerical stability, and we
present a robust, stable numerical algorithm. We introduce a parametric Lagrangian
variable for improved stability and adaptive spatial resolution. Our implicit numeri-
ii
cal solver facilitates a time-step size which is limited by accuracy instead of stability,
leading to a significant improvement in computational speed. We present the first
demonstrably accurate, converged solutions for the meander morphodynamics equa-
tions.
Our nonlinear work has focused on the evolution of initially quiescent systems with
boundary driving. We find that finite-domain theory accurately describes behavior
close to the upstream boundary, whereas standard period-domain behavior dominates
downstream. In the instance of clamped upstream boundaries, nonlinear simulation
leads to a significantly longer progression of the initial disturbance relative to linear
theory before subsiding into a straight channel. We find that upstream perturbations
will cause the excitation of temporally growing waves downstream.
Finally, we provide rigorous scaling analysis to determine the appropriate length of
experimental flumes, the appropriate duration of experimental runs, and the necessary
properties of sediment. We present simulations of previous experimental work and
find good heuristic agreement, and we provide recommendations for experimental
conditions for the observation of sustained meandering in laboratory flumes.
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Chapter 1
Introduction
River meanders are amongst the most common terrestrial landforms (Leopold et al.,
1957). The meandering channel research field consists of contributions from fieldwork,
laboratory experiments, theoretical analysis, and numerical simulations. The research
has been motivated largely by scientific curiosity (Einstein, 1926); by civil engineer-
ing considerations such as flood control, the preservation of land and infrastructure,
artificial channel construction, bank stabilization, and sediment dredging (Gu¨neralp
et al., 2012; Bridge, 1993); and by economic interests, especially of the petroleum
industry in ancient meandering rivers with deposits that have formed oil reservoirs
(Sun et al., 1996). An excellent summary of the field is provided by Seminara (2006).
Meandering rivers are dynamic landforms that migrate across floodplains. Their
morphodynamic evolution is governed by complex interactions among sediment, flow,
bed topology, and channel curvature. Meandering does not result from obstacle avoid-
ance; given a flat, slightly tilted plain of appropriately cohesive sediment, meanders
will develop absent natural obstacles. The centerline of the erodible channel migrates
laterally and near-bank hydrodynamics lead to the preferential erosion that results in
meandering. Periodic oxbow cutoff events occur when the channel insects with itself,
causing sudden reductions of length and sinuosity. When a cutoff occurs, the aban-
doned loop is slowly filled through the deposition of sediment carried by overbank
flows associated with floods (Seminara, 2006). Figure (1.1) shows a typical aerial
photograph of a meandering river. A meander bend nearing cutoff can be observed
at the upper right corner and an abandoned oxbow lake can be seen at the left.
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Figure 1.1: Wood River, south of Fairbanks, Alaska. Image Courtesy United
States Geological Survey; Image source: Earth Science World Image Bank at
http://www.earthscienceworld.org/images. Copyright c© Society for Sedimentary
Geology
Bend instability has long been identified as the mechanism by which meanders de-
velop; under this paradigm, an initially straight channel with small perturbations will
develop into meanders (Seminara, 2006). In 1981, a landmark publication by Ikeda,
Parker, and Sawai (IPS) proposed a set of governing equations that describe the evo-
lution of a meandering channel centerline as a function of channel curvature. Though
the IPS equations have since been amended to account for additional physics, they
persist as the basis of almost all physics-based meander research (Camporeale et al.,
2007).
Our theoretical understanding of meandering channels derives from the linear theory
that follows from the IPS equations and their descendants. Linear theory dictates
both that relatively long-wavelength meanders should grow and migrate, and that a
dominant wavelength should emerge amongst the meanders (Ikeda et al., 1981); both
of these predictions are congruent with field observations and simulation-based works.
Common areas of inquiry in the field of meandering include the effect of various
conditions (such as volume flow rate, width, depth, vertical slope, etc.) on meanders,
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and how to predict the long-term evolution of meandering rivers, including oxbow
cutoffs.
1.1 Literature review
1.1.1 River systems
(a) Braided river (b) Meandering river
Figure 1.2: Types of river systems
Since 1957 (Leopold et al.), river channel patterns have been characterized as mean-
dering, braided, or some hybrid of the two. Braided patterns entail multiple woven
channel threads, as can be seen in figure (1.2(a)). By contrast, meandering patterns
are generally sinuous and single-threaded, as can be seen in figure (1.2(b)). Chan-
nel behavior can be partially characterized by a non-dimensional parameter, Shields
stress, τ ∗, which has been described as the ease with which the motion of sediment
in fluid flow can be initiated. More simply, τ ∗ is a ratio of the force generated by
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fluid motion (a combination of viscous shear stress and pressure acting on all points
of the sediment particles) and the gravitational force. Fluid forces act to dislodge
sediment and carry it downstream, whereas the gravitational force pulls the sediment
downward toward the bed.
τ ∗ =
τ
(ρs − ρ)gD (1.1)
Here, τ is dimensional shear stress; ρs is density of sediment; ρ is density of fluid; g is
acceleration due to gravity; and D is the characteristic particle diameter of sediment.
A comprehensive reference that relates Shields number to sediment type, transport
regime, channel morphology, and channel stability can be found in Church (2006)
(Table 1). In summary, when τ ∗ < 0.15, rivers tend toward braiding. Sediment is
large and heavy, usually heavy sand, gravel, or cobble, and is therefore pulled strongly
toward the bed, resulting in a bed load-dominated transport regime. In this regime
we find step-pools, boulder cascades, cobble-gravel channel beds, and sandy-gravel to
gravel beds. When τ ∗ is between 0.15-1, transition channels occur, which are char-
acterized by sand to fine-gravel sediment types and a mixed-load sediment transport
regime that has both high suspension loads and sediment that has significant inter-
action with bedload. At τ ∗ > 1, rivers tend to meander. In natural meandering
rivers, we see an approximate range of 1 < τ ∗ < 10. Sand, silt, and clay are common,
and the sediment transport regime is suspension dominated, though bedform moving
and development can occur, especially at smaller Shields numbers. These rivers are
generally single threaded, have a sinuosity of > 1.5, and are often associated with
strong cohesion from outside sources such as vegetation.
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The irrotational vortex and secondary flow
Figure 1.3: Initial channel bend
If fluid is introduced to an initially straight channel which then bends (as in figure
(1.3)), the sidewalls associated with that curvature introduce a pressure gradient
at the outside bend, causing the fluid to alter course and follow the course of the
bend. From Bernoulli’s equation, we know that high pressure corresponds with low
velocity, and, absent other effects, we would expect to see faster flow at the inside
bend. This classic result is ‘irrotational vortex’ flow. Under this paradigm, a force
balance exists between the pressure gradient that pushes fluid toward the inside bend
and the centrifugal force, which throws fluid toward the outside bend (Johannesson
and Parker, 1989a; Camporeale et al., 2007).
In the context of meandering rivers, a second phenomenon occurs: secondary flow.
As follows from boundary layer theory, the velocity at the bed of the meandering
river is zero, and then increases rapidly inside a thin boundary layer until it reaches
the channel mean velocity. Inside that boundary layer, the pressure gradient induced
by the sidewall is the same as outside the boundary layer, but the centripetal force
drops to zero as the velocity does the same. The pressure gradient forces fluid to the
inside bend, resulting in helicoidal flow. This phenomenon, secondary flow, pushes
the thread of highest velocity from the inside bend to the outside bend. In most
natural systems, owing to the secondary flow, we therefore observe the highest (lowest)
streamwise velocity near the outside (inside) bends. The locus of highest velocity is
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generally just downstream of the location of highest curvature, and that lag results
from the balance between irrotational and secondary flow (Johannesson and Parker,
1989a; Camporeale et al., 2007; Edwards and Smith, 2001).
1.1.2 Theory
Ikeda, Parker, and Sawai (IPS) 1981 equations
The geomorphology community largely credits Ikeda et al. (1981) (as amended by
Johannesson and Parker (1989a)) with the first correct, physics-based theory of me-
andering. In broad terms, the theory states that river curvature gives rise to pertur-
bations in streamwise velocity such that higher (lower) streamwise velocity presents
near the outside (inside) of river bends. Owing to additional sheer stresses generated
by that excess velocity, preferential erosion occurs, causing outside bends to erode.
Deposition occurs at the inside bend, and thus the river migrates and increases in
overall sinuosity while maintaining nearly constant width. This theory is summarized
in two equations: a momentum equation (1.2) and an erosion equation (1.4).
∂u
∂s
+ u = −∂κ
∂s
+ ακ (1.2)
where
α =
1
2
(
Fr2 + A′
)
(this equation corrected in 1989, see equation 1.5) (1.3)
dx
dt
= EuN (1.4)
Here u is the cross-stream difference in streamwise velocity; s is arclength; κ is cur-
vature; Fr is a Froude number; A is a scour coefficient that we will discuss in more
6
detail later in this chapter; t is time; x represents the x and y coordinates of the river
centerline; E is an erodibility coefficient; N is a vector normal to the centerline of the
river. We will derive these equations and describe them in detail in chapter (2), but
for now we will simply summarize.
The momentum equation (1.2) dictates that perturbations in streamwise velocity, u,
are a direct result of the curvature, κ. Ikeda et al. (1981) developed the momentum
equation as an extension to the shallow water equations under the additional assump-
tion that in most meandering rivers, the radius of curvature is much larger than the
river width. The momentum equation has been linearized around a small curvature
(κ) perturbation. The erosion equation (1.4) states that the river centerline migration
rate is proportional to that velocity perturbation u. The erosion equation marks the
first time that physics-based meander models relaxed the previously held inerodible
banks assumption, and it does so by providing crucial coupling between the velocity
field and bank erosion. Equation (1.4) was first developed in 1977 by Hasegawa and
published in Japanese. It was then independently proposed in 1981 by Ikeda et al.,
who popularized the result.
Ikeda et al. (1981) also introduced meander linear theory, based on the momentum
(1.2) and erosion (1.4) equations in the small amplitude regime. Linear theory dictates
both that relatively long-wavelength meanders should grow and migrate, and that a
dominant wavelength should emerge amongst the meanders (Ikeda et al., 1981); both
of these predictions are congruent with field observations and simulation-based works.
The theory provides estimates of the meander amplitude growth rate as a function
of wavenumber; the downstream propagation rate, also as a function of wavenumber;
and the critical wavenumber, which dominates as the most common wavelength in a
given river system. All of these estimate are based on a limited number of parameters,
including a Froude number and a scour coefficient.
The IPS equations equations have been improved, corrected, and extended by many
authors (Blondeaux and Seminara, 1985; Johannesson and Parker, 1989a,b; Zolezzi
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and Seminara, 2001), but continue to serve as the basis for almost all physics-based
meander equations (Camporeale et al., 2007).
Blondeaux and Seminara 1985 and resonance
The Ikeda et al. (1981) equations are often referred to as ‘bend’ theory because the
equations dictate that river meandering results from river bends. The corresponding
linear theory provides a critical wavenumber that corresponds with the maximum
amplification of developing meander bends. In 1985, Blondeaux and Seminara devel-
oped ‘bar’ theory, noting that a straight channel with a perturbed bed will develop
bedforms, or bars, at the floor of the channel. Their theory dictates that a critical bar
wavelength emerges, at which maximum growth occurs, and that those bars should
migrate downstream.
From bar linear theory, a ‘neutral stability’ wavelength also emerges, which corre-
sponds to a growth rate of zero. Blondeaux and Seminara recognized that at some
critical width-to-depth ratio the ‘neutral stability’ bar wavelength corresponds with
the ‘maximum growth’ bend wavelength such that a resonance phenomenon occurs.
In a sinuous channel, the bars that emerge are quasisteady in the sense that they
neither grow nor propagate, except by the slow bend-erosion process. The absence
of growth and propagation reinforces the natural tendency of the system toward the
bend behavior described by Ikeda et al. (1981).
Ultimately the bend mechanism, not the bar mechanism, controls emerging bend
wavelength and forces quasisteady bar perturbation even in the absence of resonance
(Blondeaux and Seminara, 1985).
Though geomorphologists have speculated that bars are precursors to bends (Leopold
et al., 1957), experiments (Smith, 1998) and simulations (Sun et al., 2001) indicate
otherwise: meandering seems to develop without bars. This is consistent with obser-
vation that alternate bars migrate fast as compared to bank erosion rates (Howard,
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1992), suggesting that the phenomena occur at altogether different time scales.
Johannesson and Parker 1989 corrections
The original IPS equations were derived from the flow model of Engelund (1974), and
in 1989a, Johannesson and Parker identified a critical error in Engelund (1974). That
error—that the term associated with the irrotational vortex flow had been neglected—
appeared in turn in the IPS equations. Moreover, the IPS equations did not account
for secondary flow, which is inaccessible from the depth-averaged shallow water equa-
tions of Engelund (1974) and which, as discussed earlier, serves to redistribute primary
momentum to the outer bend. These two errors were corrected in Johannesson and
Parker (1989a). A non depth-averaged transverse momentum equation was used to
account for secondary flow, and a metric coefficient was introduced to account for the
free vortex term. The result of these changes are that (1.3) became
α =
1
2
(
Fr2 + A′ + As − 1
)
(1.5)
but the original form of the IPS equations (1.2) and (1.4) remained otherwise un-
changed. Here Fr is a Froude number; A′ is a scour coefficient associated with
transverse river bed slope; and As is the secondary flow momentum redistribution, or
secondary flow effect. The −1 is the free vorticity term. It is worth noting that the
free vorticity term throws the locus of high velocity to the inside bend, whereas the
other three terms push the locus to the outside. The locus of maximum velocity is not
exactly in phase with curvature, but instead lags according to the balance between
free vorticity and secondary flow.
By moving the locus of maximum velocity to the outside bend and accounting for
the phase lag, the adjusted 1989 IPS equations successfully resolved discrepancies
between the 1981 IPS equations and one of the best known studies of theoretical
meander flow characteristics as compared to field observation and experimental data,
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Kikkawa et al. (1976). In this dissertation, we will always use the corrected 1989 IPS
equations (Johannesson and Parker, 1989a).
Johanneson and Parker 1981, Zolezzi and Seminara 2001 models
The 1989 IPS equations have been extended numerous times to account for increas-
ingly nuanced physics, and two of the most important extensions were produced by
Johannesson and Parker (1989b) and Zolezzi and Seminara (2001).
In modeling the scour coefficient, the IPS equations assume that the meander bed has
a lateral slope that is always in phase with curvature. By contrast, the Johannesson
and Parker (1989b) (JP) equations include full coupling between not only the flow
field and the river centerline, but also of bedload transport and bedload topography.
The bed is treated as erodible; the bedload transport continuity equation is satisfied;
and bed topography is calculated through a transverse force balance on a sediment
particle moving along an inclined plane. Unlike the IPS equations, the JP equations
are capable of demonstrating the resonance phenomenon described by Blondeaux and
Seminara (1985). The JP equations themselves are split into two sets. The first set
addresses the response of the system to curvature forcing (bends). The second set
addresses the free response of sediment leading to the development of alternate bars.
Resonance, also called overdeepening, is fully described by the second set of equations.
Like the IPS equations, the JP equations assume a uniform vertical eddy viscosity
profile, a friction coefficient Cf independent of depth and bed sheer stresses, and a
bed load transport independent of depth.
The JP equations compare well with a number of well known experimental and the-
oretical studies, including Kikkawa et al. (1976), Struiksma et al. (1985), and Zim-
merman and Kennedy (1978).
The model produced by Zolezzi and Seminara (2001) (ZS) is generally considered the
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most sophisticated, and it accounts for vertical variations in eddy viscosity, spatial
variations in friction factor, and consideration of sediment transport. It also fully
couples the transverse component of flow with both the streamwise velocity field and
local depth.
Blondeaux and Seminara (1985) identify a width-to-depth ratio, βR associated with
resonance. The work by Zolezzi and Seminara (2001) demonstrates that upstream
influence dominates at a width-to-depth ratio β > βR such that meanders migrate
upstream. In most natural river systems, β < βR (subresonant conditions) and
meanders migrate downstream.
1.1.3 Key parameters
Erosion
The erosion equation (1.4) is a heuristic equation, where the erosion coefficient E
behaves as a bulk parameter that incorporates many processes (Crosato, 2007). On-
going research aims to separate the equations for the inside and outside of river banks
and ultimately relate erosion to morphodynamic processes (Parker et al., 2011; Eke
et al., 2014; Motta et al., 2012) including bank collapse, bank cohesion, and the wet-
ting and drying of banks (Lanzoni and Seminara, 2006). The erosion equation is a
continuous expression for what is actually a collection of these intermittent process
(Lanzoni and Seminara, 2006).
In most physics-based models, E is simply calibrated based on field and experimental
observations and cannot be derived from properties of the bank and surrounding
vegetation (Crosato, 2007). In natural systems, E is typically in the range of 10−8 −
10−7 (Johannesson and Parker, 1985).
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A′ and As parameters
A′, also called the scour factor, represents the momentum redistribution exerted by
bed topography, and characterizes secondary-flow contributions related to bed slope
(Sun et al., 1996). Typical values of A′ are 2.5 to 6 for natural streams (Odgaard,
1981).
As characterizes secondary-flow contributions related to channel curvature (Sun et al.,
1996), and is of similar magnitude as compared to A′ (Johannesson and Parker,
1989a).
The details for calculating both of these parameters are provided in appendix A.
1.1.4 Simulation
1981 IPS-type simulations
The earliest IPS-type simulations were published by Howard and Knutson (1984)
and Beck (1984); Beck et al. (1984). Howard and Knutson (1984) did not use the
IPS equations themselves, but instead built a simulation based on the use of an
erosion rate proportional to the local radius of meander curvature. They used a
weight function to diminish the importance of curvature upstream. This sufficed to
demonstrate meander behavior, including the classic upstream skewing of meander
bends. Simulation efforts by Beck (1984); Beck et al. (1984) were based on the 1981
IPS equations, and those studies showed the numerical decay of small amplitude
waves as well as the phenomenon of neutral stability. Comparisons of the model to
fieldwork measurements of the Genesee River revealed significant discrepencies (Beck
et al., 1984). As the 1981 IPS equations did not account for either irrotational flow
or secondary flow, this is not surprising.
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post-1989 IPS and pre-ZS simulations
After the 1989 corrections to the IPS equations, a number of authors produced sim-
ulations of IPS, JP, and close variations of the IPS and JP equations (Crosato, 1990;
Howard, 1992; Sun et al., 1996; Stølum, 1996; Sun et al., 2001). These models success-
fully captured some of the major features of meandering streams, including realistic
high sinuosity meanders and oxbow cutoff events. A number of significant observa-
tions resulted from these works. Sun et al. (1996) introduced spatial variations in
erodibility and concluded that those variations played a crucial role in determining
meander geometry. Nevertheless, consistent with theory, the meander wavelength
proved to be independent of variations in erodibility and dependent, instead, on
hydraulic factors. Work by Stølum (1996), Howard and Knutson (1984), and Cam-
poreale et al. (2005) suggest that river systems should tend toward confinement to a
meander belt and toward an average sinuosity regardless of initial conditions, owing
to a balance between elongation and cutoff events. Sun et al. (2001), based on the JP
equations, were able to show that meander channels can evolve into a resonant state
of the sort predicted by Blondeaux and Seminara (1985) under certain conditions.
Multiple authors have noted that owing to the highly nonlinear nature of meander
morphodynamics equations, even small changes in boundary conditions, initial con-
ditions, or cutoff algorithms lead to vastly different channel forms (Crosato, 1990;
Howard, 1992; Sun et al., 1996, 2001). Howard (1992) observed more varied and
more natural-looking patterns after initial cutoff events, and noted that even tiny
differences in initial geometry or boundary conditions would lead to very different
meander patterns. Crosato (1990) noted that river migration is strongly dependent
on boundary conditions, especially close to the boundary, and that predictions gen-
erally become inaccurate after long period of time. Crosato (1990) goes as far as
to say that boundary conditions should be chosen far from the reach of interest and
predictions should be treated as qualitative. The work by Sun et al. (2001), which is
based on the Johannesson and Parker (1989b) equations and theory by Parker and
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Andrews (1986), uses a damping scheme at sharp bends to remove solutions that
are heuristically unrealistic, noting that because small perturbations eventually lead
to completely different channel forms, solutions obtained with and without damping
can not be expected to remain similar for long. These observations lead to questions:
(1) how do we choose appropriate initial and boundary conditions? (2) How do we
choose an appropriate algorithm for cutoff events?
Only a few authors have detailed the numerical methods used to implement simula-
tions, but those that did have cited issues with numerical instabilities and the need
for averaging, smoothing, and fitting polynomials (Crosato, 1990; Howard, 1992; Sun
et al., 1996, 2001). The most detailed of these is Crosato (1990), who independently
derived equations similar to Johannesson and Parker (1989b), and explicitly addressed
limits on time step size imposed by spatial discretization in the context of explicit
time stepping methods, as well as limits on spatial discretization imposed by meander
parameters. Crosato (1990) also details the need for smoothing, stating that, “Cur-
vature smoothing is sometimes the only way to avoid instability of the computations”
under certain conditions that lead to the formation of acute meander angles (Crosato,
1990). Howard (1992) modeled the JP equations, and found them numerically un-
stable near resonance. Sun et al. (1996) employs uneven points spacing, and uses
polynomial fitting to find curvature as well as cubic meshing to redistribute spatial
points more evenly. An adaptive time stepping mechanism is employed for improved
temporal stability.
In later work, Crosato (2007) notes that meander models are a “poorly investigated
source of numerical errors related to the computation of curvature,” and confirms
that for three conceptually different meander models, the choice of numerical filter
affected the size, form and migration rate of the meander channels. Crosato (2007)
also indicates that the numerical errors “are amplified by the procedure of adding
and deleting grid points as the river planform evolves.” We find that of the numerical
models that have been built, authors have yet to provide pre-cutoff convergence stud-
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ies, which would serve to validate that the numerical algorithms are converging to
the true solutions of the governing differential equations. The possibility of numerical
errors related to smoothing and cutoff events is compounded by the previous observa-
tion that, due to the highly nonlinear nature of meander morphodynamic equations,
even small changes will affect the evolution of a meander planform.
A final issue associated with numerical meandering models is computational complex-
ity. As all published models that have specified in their numerical methods have used
an explicit time stepping mechanism, it can be assumed that stability in all of these
models is severely limited by a very small time step. Sun et al. (1996) in particular
stated an intent to modify simulations to run on massively parallel super computers,
which gives some indication of the tremendous computational complexity of these
models.
Together, these studies point to a need for rigorous investigation of appropriate initial
and boundary conditions, and of rapid, efficient numerical methods that accurately
represent the physics of the governing differential equations.
ZS-based simulations and most recent work
Work by Camporeale et al. (2007) qualitatively compares the IPS, JP, and ZS models
and includes simulations of each.
Lanzoni and Seminara (2006) provided the first detailed study on the effect of bound-
ary conditions. Like Howard (1992) and Crosato (1990), Lanzoni and Seminara (2006)
observe that enforcing different types of boundary conditions drastically changes the
evolving meander planform. Work by Blondeaux and Seminara (1985) predicts a
width-to-depth ratio βR associated with a resonance phenomenon. Most natural
rivers are sub-resonant. Lanzoni and Seminara (2006) demonstrate that under su-
perresonant conditions, i.e., when β > βR, meanders will migrate upstream. Lanzoni
and Seminara (2006) show that the enforced boundary conditions seem to affect the
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meanders downstream of meander migration, regardless of the direction of actual
flow.
Work by Schuurman et al. (2012), based on the IPS 1989 equations and two 2D mod-
els, demonstrated that inflow perturbations have a significant influence on meander
planform development.
1.1.5 Experimental Work
Fundamental gaps remain in our understanding of the mechanisms that drive me-
andering. Despite the proliferation of fieldwork-derived data sets; the development
of ever more-encompassing governing equations and progressively more sophisticated
theory; and the onset of increasingly superior simulation-based work, experimental
efforts to reproduce dynamic, self-maintaining meandering channels have been largely
unsuccessful.
Efforts to reproduce meandering rivers in a laboratory setting date back to 1945
(Friedkin). Whereas braided rivers are relatively easy to produce in the labora-
tory (Friedkin, 1945), dynamic, self-maintaining meandering rivers with cutoffs have
proven notoriously challenging. Numerous studies have achieved aspects of dynamic
meandering channels. Friedkin (1945) achieved low-sinuosity, transient, single-thread
channels in which chute cutoffs initiated braiding, and Schumm and Khan (1972)
produced low sinuosity channels that meandered. Later studies focused on stabilizing
the banks with various types of sediment; these achieved relatively stable moderate to
high-sinuosity channels that ceased to migrate after a sufficient time period (Jin and
Schumm, 1987; Smith, 1998) or failed to maintain their meander geometry following
cutoff events (Peakall et al., 2007). A number of studies added small amounts of
vegetation to the flumes to enhance bank stability; these produced dynamic channels
that were not sustained beyond the initial meander formation (Gran and Paola, 2001;
Tal and Paola, 2007; Braudrick et al., 2009; Tal and Paola, 2010). Despite the ex-
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perimental emphasis on cohesion, natural meanders develop in nearly all sedimentary
environments (Lanzoni and Seminara, 2006).
For our interests, however, the most notable aspect of these studies is that nearly all
of them used an initially straight channel as the initial condition, along with a fixed
upstream feed (Schumm and Khan, 1972; Smith, 1998), which may be set at a static
angle (Friedkin, 1945; Jin and Schumm, 1987; Peakall et al., 2007; Gran and Paola,
2001; Tal and Paola, 2007; Braudrick et al., 2009; Tal and Paola, 2010; Kleinhans
et al., 2010).
In 2012, van Dijk et al. (2012) determined that a necessary condition for sustained me-
andering was a transverse perturbation at the upstream boundary (see figure (1.4(a))).
This is consistent with later simulation-based work by Schuurman et al. (2012). By
deviating from the standard fixed injection point, van Dijk produced the first high-
sinuosity migrating meanders with scroll bars and (infrequent) cutoffs (van Dijk et al.,
2012; Kleinhans et al., 2013), as can be seen in figure (1.4(b)). Van Dijk et al. ex-
plain their results in the framework of theory developed by Lanzoni and Seminara
(2006), which holds that bend instability in most natural systems will convect in
only one direction. For most rivers, which are ‘sub-resonant,’ that direction is down-
stream. Therefore, dynamic meandering, regardless of sediment type, should require
continuous upstream perturbation (van Dijk et al., 2012).
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(a) Transverse-moving injection (b) Experimental meandering patterns
Figure 1.4: Reprinted from van Dijk, W. M., W. I. van de Lageweg, and M. G.
Kleinhans (2012), Experimental meandering river with chute cutoffs, J. Geophys.
Res., 117(F3), F03023, doi:10.1029/2011JF002314. Copyright (2012) American Geo-
physical Union. Figure (1.4(a)): “Overview of the Eurotank looking in the upstream
direction: moveable inlet and upstream part” from p.4 figure 3 (cropped from origi-
nal). (1.4(a)): “Channel evolution” from p.8 figure 7 (cropped, adjusted saturation
of original). (van Dijk et al., 2012).
1.2 Contributions of this research
1.2.1 Theory
The majority of the theoretical work done on the dynamics of meandering rivers has
been based on simplified periodic systems. Instead of addressing a periodic domain,
the theoretical portion of this work focuses on what occurs in a finite domain. In par-
ticular, it address how channels evolve from a given initial state and are affected by the
size of the system and by arbitrary upstream conditions. The results have important
implications for designing finite-length experimental flumes and in describing mean-
dering in real geographic locations. In particular, in the process of developing theory
and simulations, we have developed the fundamental mathematical background to
show the conditions required for unique predictions of meander behavior, something
which has been lacking in all prior literature. With this insight, we were able to math-
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ematically determine the conditions required to maintain self-sustaining meanders in
a flume, which had not previously been theoretically resolved.
Regarding the flume, we show mathematically that in a finite domain, a sustained
upstream perturbation is required for meander growth. A flume with a fixed in-
jection point upstream should result in a straight channel propagating downstream.
This has been seen in many experimental flume experiments (Friedkin, 1945; Smith,
1998; Braudrick et al., 2009), and is likely the most significant reason that efforts
to reproduce dynamic, self-sustaining meandering channels in a laboratory—almost
all of which used a fixed injection (Friedkin, 1945; Schumm and Khan, 1972; Jin and
Schumm, 1987; Smith, 1998; Peakall et al., 2007; Gran and Paola, 2001; Tal and Paola,
2007; Braudrick et al., 2009; Tal and Paola, 2010; Kleinhans et al., 2010)—have been
largely unsuccessful. Simulation results demonstrating this behavior have been seen
in Lanzoni and Seminara (2006) and in our work as well.
The one experiment that achieved self-sustained dynamic meandering, van Dijk et al.
(2012), did so with a moveable inlet, which continuously traversed some portion of
the width of the flume throughout most of the experiment. Theory demonstrates that
the perturbation required for meandering in a finite-length domain can be either in
displacement, as in the van Dijk experiment, or in entry angle.
In a limited domain, continuous upstream perturbations are necessary to maintain
meandering. Furthermore, the specific frequency of the perturbations, together with
a single parameter that relates to the Froude number and scour behavior, serves to
characterize a wide range of distinct meander behavior.
1.2.2 Scaling analysis
We present original scaling arguments that show how geological parameters govern the
growth of meanders. In particular, we find that the rate of meandering increases with
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river width, down-reach slope, and bank erodibility; however, counter to intuition, it
decreases with increasing volumetric flow rate.
1.2.3 Numerics
We developed high-performance numerical simulations, which are fully implicit and
therefore highly stable, and can be demonstrated to have second-order convergence
in both time and space: they are faster and more accurate than existing techniques.
Owing to the implicit nature of the solver, the maximum time step is limited only
by desired accuracy, and not by spatial discretization-associated stability constraints,
as is the case for explicit solvers. We provided a rigorous mathematical description
of the relationship between spatial discretization schemes and the stability of the
meander-morphodynamics equations; we parameterized the equations to avoid the
complications of working in the river’s natural coordinate system of arc length; and
we developed a dynamic point-redistribution method.
Our numeric solver uses an implicit nonlinear algorithm to solve a system of equations
of mixed algebraic and differential types. Our parameterization of river geometry uses
a Lagrangian variable to improve stability and enable adaptive spatial resolution. Our
time stepping algorithm uses implicit Runge-Kutta or Rosenbrock approaches. The
resulting algorithm, which is second-order accurate in time and space, is a signifi-
cant achievement given the well-known difficulties in attaining high-order accuracy
in strictly hyperbolic systems. We also use numerical tests and scaling analysis to
determine the maximum allowable spatial and temporal step sizes for sufficient reso-
lution. Having resolved the issues of boundary conditions, convergence, and sufficient
resolution, we believe that, pre-cutoffs, this is the first demonstrably quantitative (as
opposed to qualitative) solution to a set of meander morphodynamics equations.
Using these numerical simulations, we explore the parameter space of the two param-
eters that, according to the governing differential equations, should control meander
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behavior: the α parameter, which is a ratio of irrotational flow to secondary flow,
and ω, the frequency of an upstream perturbation. We determine the meander char-
acteristics associated with these two parameters.
Our work has addressed two distinct nonlinear growth mechanisms: the evolution of a
given initial state as constrained by specific boundaries, and the development as driven
by strong boundary forcing on an initially quiescent state. Although we have explored
the parameter space of both regimes, we have focused on the issue of boundary forcing.
Our theory dictates that in the linear regime, low (high) frequency boundary driving
corresponds with spatially growing (decaying) waves. In the nonlinear regime, we have
found that frequency somewhat affects emerging meander characteristics, though not
as cleanly as linear theory would predict. Adjusting α, however, results in significant
scaling and behavioral changes that can be predicted theoretically and that manifest
in the nonlinear regime.
Our boundary analysis for linearized systems demonstrates that a fixed injection point
leads to the downstream propagation of a straight channel. Nonlinear simulations,
however, lead to a significantly longer progression of the initial disturbance before
subsiding to a straight channel. The possibility of self-sustaining nonlinear oscillations
with clamped boundaries remains an open question.
1.2.4 Experimental design
Rigorous scaling analysis can determine the appropriate length of experimental sys-
tems, the appropriate duration of experimental runs, and the necessary properties
of the sediment. In this way, our work can guide the design of a system that could
mimic meandering river dynamics. To this end, we provide recommendations for ex-
perimental setup based on previous experimental work and simulation-based results.
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1.3 Motivation
This research has been made possible by generous funding from ExxonMobil. The
research itself is motivated in part by the oil and gas industry’s interest in the struc-
tures left behind by ancient meandering rivers, namely oil reservoirs. Meandering
rivers continuously deposit sediment and organic material, leaving behind layers that
stack (see figure (1.5)). To illustrate the complexity of the geologic systems that may
develop, it is helpful to look at actual historical data from the Mississippi River (Fig-
ure 1.6). In the historical data, abandoned channels are shown in distinct non-white
colors (the white channel is the most recent 1944 channel). The complex sedimentary
layers developed by meandering rivers determine the permeability and pore structure
of petroleum reservoirs. The geological strata are extremely complicated structures
for which sparse data is available through direct exploration or experimental tech-
niques like seismic and satellite sensing (Sun et al., 1996). As part of a collaboration
with ExxonMobil, a primary goal of this research has been to produce a statistical
characterization of river planforms and associated sedimentary patterns that can be
used to constrain the shape functions that match sparse data fields. This allows for
improved resolution of reservoir models.
Figure 1.5: Strata
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Figure 1.6: Ancient courses of the Mississippi River (white channel is ‘modern’ 1944
channel), as mapped and produced by the US Army Corps of Engineers. Source:
http://www.radicalcartography.net/index.html?fisk. No copyright (produced by the
US Government).
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Chapter 2
Mathematical formulation
This work is based on the fundamental meandering river equations as formulated by
Ikeda et al. (1981) and corrected by Johannesson and Parker (1989a), herein called the
IPS equations. These equations consist of one momentum and one erosion equation.
In the course of most river meandering, a higher streamwise velocity presents at
the outside of meander bends as compared to the inside of meander bends. The
momentum equation states that the velocity difference, u′, is a direct consequence of
the channel’s curvature, κ. The erosion equations state that the velocity difference
drives preferential erosion such that meandering rivers migrate and evolve. In this
section, we derive each of these two equations in turn.
2.1 Momentum equation
2.1.1 Equations of motion
To derive the momentum equation, we start by applying the full Navier-Stokes equa-
tions to the entire body of water contained in the river channel:
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ µ∇2u + ρg (2.1)
Here ρ is density; u a velocity vector with three components (in the x, y, and z
directions); t is time; p is a pressure term; µ is dynamic viscosity; g is gravity. It is
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convenient to express the Navier-Stokes equation in momentum-flux form:
∂
∂t
(ρu) + div(ρuu) = −∇p+ µ∇2u + ρg (2.2)
Together with the continuity equation below, we have the equations of motion
∇ · u = 0 (2.3)
2.1.2 Reynolds-averaged equations of motion
We consider the case of turbulent flow, which allows us to neglect viscous forces such
that
µ∇2u→ 0 (2.4)
and we retain the Euler equations in momentum-flux form
∂
∂t
(ρu) + div(ρuu) = −∇p+ ρg (2.5)
Instead of considering each individual turbulent eddy, it is appropriate in a high
Reynolds number regime to average the effects of the eddies, as we do here. To do
so, we consider u as a linear combination of a mean velocity and an eddy-induced
perturbation
u = u¯ + u′ (2.6)
and recognize that u′u′ is a Reynolds stress term such that
τRS = −ρu′u′ (2.7)
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This gives us the Reynolds-averaged Navier-Stokes equations:
∂
∂t
(ρu¯) + div(ρu¯u¯) = −∇p+ ρg +∇ · τRS (2.8)
Because τRS represents an average behavior—in this case, as resulting from eddies—it
requires a closure term. The Reynolds-averaged continuity equation is
∇ · u¯ = 0 (2.9)
2.1.3 Shallow water equations
We consider the case in which width is much greater than depth, such that spatial
variations in velocity along the z (vertical) axis can be averaged. We express u¯ as
u¯ = v + u′′ (2.10)
Here, we define the velocity vector v, which has two velocity components (in the x
and y directions). We consider momentum flux associated with vertical fluctuations
in velocity, and define a stress term that includes both Reynolds and depth-averaged
stresses.
τDA = τRS +−ρu′′u′′ (2.11)
We also depth average both sides of equation (2.8) by integrating each term with
respect to z from the bed of the river at z=0 to the surface of the river at z=h˜. To
this end, Leibnitz’s rule proves to be useful. We recognize that by boundary layer
theory, the velocities at the bed of the river are identically zero. Furthermore, the
kinematic boundary condition applies such that the material derivative is zero at the
surface. This process gives us the shallow water equations
∂
∂t
(ρv¯) + div(ρv¯v¯) = −ρg∇ξ˜ + τDA
h˜
(2.12)
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where v¯ is the depth averaged velocity with two components (in the x and y direc-
tions), h˜ is local depth, ξ˜ is water-surface elevation, and η˜ is bed elevation such that
h˜ = ξ˜ − η˜. This can be visualized in figure (2.1). Note that τDA is the depth-average
shear stress.
Figure 2.1: Local depth (h˜), water-surface elevation (ξ˜), and bed elevation (η˜)
It is convenient to expand the left-hand side and express the shallow water equations
as:
ρ
(
∂v¯
∂t
+ v¯ · ∇v¯
)
= −ρg∇ξ˜ + τDA
h˜
(2.13)
We average the continuity equation over depth.
h˜∇ · v¯ = 0 (2.14)
2.1.4 Sinuous channel equations
The morphodynamic time scale is much longer than the hydraulic time scale, and so
we consider a quasi steady-state, which allows us to drop the time derivative from
the shallow water equations:
ρ (v¯ · ∇v¯) = −ρg∇ξ˜ + τDA
h
(2.15)
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We then expand, choosing Cartesian coordinates. In 2D, ∇ =
(
∂
∂x
, ∂
∂y
)
.
ρ
(
u˜
∂u˜
∂x˜
+ v˜
∂u˜
∂y˜
)
= −ρg ∂ξ˜
∂x˜
− τx˜
h˜
(2.16)
ρ
(
u˜
∂u˜
∂x˜
+ v
∂u˜
∂y˜
)
= −ρg ∂ξ˜
∂y˜
− τy˜
h˜
(2.17)
(
∂u˜h˜
∂x˜
+
∂v˜h˜
∂y˜
)
= 0 (2.18)
2.1.5 Curvilinear coordinates
We convert to curvilinear coordinates, and derive the equations (1a-1c) from (Ikeda
et al., 1981), though these also have the Johannesson and Parker (1989a) corrections.
ρ
(
u˜
∂u˜
∂s˜
(1− n˜κ˜) + v˜ ∂u˜
∂n˜
)
+ κ˜u˜v˜(1− n˜κ˜) = −ρg(1− n˜κ˜)∂ξ˜
∂s˜
− τs˜
h˜
(2.19)
ρ
(
u˜
∂v˜
∂s˜
(1− n˜κ˜) + v˜ ∂v˜
∂n˜
)
+ κ˜u˜2(1− n˜κ˜) = −ρg ∂ξ˜
∂n˜
− τn˜
h˜
(2.20)
(
∂v˜h
∂n˜
+
∂u˜h
∂s˜
(1− n˜κ˜)
)
+ κ˜v˜h(1− n˜κ˜) = 0 (2.21)
Note τn˜ and τs˜ are bed stresses, and can also be expressed in terms of a friction factor
Cf
τs˜ = ρCfU u˜ (2.22)
τn˜ = ρCfU v˜ (2.23)
where U = (u˜2 + v˜2)1/2
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2.1.6 IPS equation, slender river assumptions
We assume that meandering channels are ‘slender’ in the sense that their radius of
curvature, rc, is much larger than the river half-width, b, and therefore ν = rc/b >> 1.
This is the last step in the derivation of the IPS equations. This work was first done
in Ikeda et al. (1981) and then corrected by Johannesson and Parker (1989a). The
process is as follows. Based on the slender-channel assumption, we define local flow
in terms of reach-averaged (over one wavelength) tangential values plus a primed
quantity associated curvature-induced perturbations.
u˜ = U˜ + u′ (2.24)
v˜ = 0 + v′ (2.25)
h˜ = H˜ + h′ (2.26)
ξ˜ = ξ˜0 + ξ
′ (2.27)
κ˜ = 0 + κ′ (2.28)
We also define reach-averaged water-surface and bed elevations ξ˜0 and η˜0, for which
ξ˜r and η˜r are reference elevations such that H˜ = ξ˜r − η˜r.
ξ˜0 = ξ˜r − Is˜ (2.29)
η˜0 = η˜r − Is˜ (2.30)
h˜ = ξ˜ − η˜ (2.31)
h′ = ξ′ − η′ (2.32)
Equations (2.19), (2.20), (2.21) can be linearized for small perturbations. We start by
considering a zeroth-order expansion O(1) in ν. We define slope, I, such that I = ∂ξ˜0
∂s˜
and make use of the τs˜ and τn˜ definitions (i.e., equations (2.22) and (2.23)). In doing
so, we find that equation (2.20) does not contribute but that equations (2.19) and
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(2.21) yield the following:
Cf U˜
2 = gH˜I (2.33)
q˜w = U˜H˜ (2.34)
where qw is constant water discharge per unit width.
For a first-order expansion O(ν), only equation (2.20) contributes, yielding:
U˜2κ′ = g
∂ξ′
∂n˜
(2.35)
For a second-order expansion O(ν2), equations (2.19) and (2.21) yield:
U˜
∂u′
∂s˜
= −g∂ξ
′
∂s˜
− Cf U˜
2
H˜
(
2u′
U˜
− ξ
′
H˜
+
η′
H˜
+ n˜κ′
)
(2.36)
H˜
(
∂v′
∂n˜
+
∂u′
∂s˜
+ U˜
∂h′
∂s˜
)
= 0 (2.37)
We can integrate equation (2.35) to get
ξ′ =
1
g
U˜2κ′n˜ (2.38)
Note that the St. Venant equations do not allow for the treatment of secondary
flows, which are necessary for a description of meandering. Secondary flow must be
reintegrated into the momentum equation. Therefore, from Engelund (1974); Kikkawa
et al. (1976); Zimmerman and Kennedy (1978):
η′
H˜
= −Aκ′n˜ (2.39)
We substitute η′ and ξ′ back into (2.35) and evaluate at the centerline of the river,
n = b˜. This gives us our final momentum equation, as provided by Ikeda et al. (1981)
and corrected by Johannesson and Parker (1989a):
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∂u′
∂s˜
+
2
H˜
Cfu
′ = b˜
[
−U˜ ∂κ
′
∂s˜
+ Cfκ
′
(
U˜3
gH2
+ A
U˜
H˜
− U˜
H˜
)]
(2.40)
2.2 Erosion equation
The erosion equation (Ikeda et al., 1981) derives from the heuristic observation that
the magnitude of observed bank erosion is directly proportional to u′, the perturbation
velocity due to curvature. u′ is equivalent to the difference between the streamwise
velocity at the river centerline and the streamwise velocity at the bank. Meandering
rivers commonly maintain a constant width such that deposition is also proportional
to u′. In the equation below, x˜ and y˜ are the coordinates of the river centerline and
E is a dimensionless erosion coefficient that can only be determined experimentally
or via field observations. N(x˜), N(y˜) are the x˜ and y˜ components of a vector normal to
the river centerline in the plane of the river which is described in appendix B.
 x˜t˜
y˜t˜
 =
 EN(x˜)u′
EN(y˜)u
′
 (2.41)
Note that for this convention to work, the normal vector must always point in the
same direction in the sense that if a channel runs from north to south, the normal
vector would always point eastward (including due east, northeast, southeast, etc.)
and never westward.
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2.3 Closures: irrotational and secondary flow
2.3.1 Irrotational flow
If we start with an initially straight channel and introduce some initial curvature,
the sidewalls of the bend induce a pressure gradient which causes the water to alter
course. This gives rise to an irrotational vortex, which by definition (from Euler’s
equations: uθ = 1/r, where uθ is velocity as a function of degree and r is the radius
of curvature of the bend) implies that velocity will be higher at the inside of the
bend (i.e., the opposite of what is observed in nature and in the figures below). This
phenomenon, coupled with viscosity-induced shear stresses, causes short-wavelength
bends to decay via erosion. This is consistent with Bernoulli’s principal, which de-
mands higher velocities at the inside bank, which are away from the curvature-induced
higher pressure at the outside bank.
maxU
Umin
Figure 2.2: Meander flow velocity
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Figure 2.3: Helicoidal flow
2.3.2 Secondary flow
If irrotational vortex-type flow were the only factor controlling the velocity distri-
bution, all wavelengths would decay and channels would straighten. However, this
does not occur. A second phenomenon, secondary flow, acts to convectively transport
streamwise velocity toward the outside banks (Johannesson and Parker, 1989a).
For flow to be truly irrotational, the pressure gradient pointing inward would al-
ways balance with the centrifugal force pointing outward. However, boundary layer
theory dictates that fluid velocity approaches zero at the channel bed. The curvature-
induced pressure gradient is unaffected by the boundary layer. By contrast, inside
the boundary layer, centrifugal force approaches zero as the velocity approaches zero.
Therefore, pressure forces and centrifugal forces fail to balance and fluid is forced
from the outside bend to the inside bend. In other words, the boundary layer fluids
do not move fast enough to balance the pressure gradient, and so the fluid follows a
path partly downstream and partly across the channel toward the outer bank. The
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result is a helicoidal flow pattern (Camporeale et al., 2007; Edwards and Smith, 2001)
as shown in figure (2.3).
r
Figure 2.4: River surface elevation
The near-bed velocities lead toward the inner bank and also cause the development
of a transverse bed slope (see figure (2.3) and (2.4)) (Engelund, 1974; Odgaard, 1981;
Blanckaert et al., 2013). Che´zy’s law dictates that the depth-averaged velocity scales
with the square of flow depth, such that higher velocities tend toward deeper cross-
sections, a process called topographic steering (Dietrich and Smith, 1983; Blanckaert,
2010; Ottevanger et al., 2012). Higher sediment transport over deeper cross sections
encourages the development of the transverse bed slope, and thereby causes positive
feedback between the flow and the transverse bed slope (Ottevanger et al., 2012).
Therefore, contributions to secondary flow arise from both curvature and bed topol-
ogy, and the two processes are coupled.
Secondary flow convectively transports high streamwise velocity from the inside to
the outside bank. Overall, secondary flow generally dominates over irrotational flow
such that higher velocities present at the outside bank. This behavior can be seen in
figure (2.2). Nevertheless, the thread of highest velocity shows a phase lag relative
to the local curvature (also shown in figure (2.2)), the extent of which depends on
the particular balance between secondary and irrotational flow (Ikeda et al., 1981;
Johannesson and Parker, 1989c).
As is consistent with the Bernoulli equation (2.42), the overall higher velocity at the
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outside bend corresponds with a somewhat elevated surface, as shown in figure (2.4).
v(z)2
2
+ gz(r) +
p
ρ
= const (2.42)
where v is the fluid flow speed at a point on the streamline; g is gravitational acceler-
ation; z is elevation above a reference plane; p is pressure at a given point; ρ is fluid
density; and r is the radius of curvature. Note that z(r) in particular changes with
the radius. Note that if a lid were put on top of the channel, effectively removing
the superelevation, the gz term would be constant with respect to the radius, and
instead, the pressure term would change with the radius.
v(z)2
2
+ gz +
p(r)
ρ
= const (2.43)
For this reason, superelevation is more accurately described as a free surface response
rather than a driving force, as is a somewhat common misperception.
We note here that the process of depth averaging removes the terms from the equation
that would describe the phenomenon of secondary flow. Instead, the process needs to
be re-integrated via the heuristic equation (2.39), which describes the bed response
to curvature as a function of the scour coefficient, A.
2.4 Nondimensionalization
We wish to develop a deep physical understanding of the momentum (2.40) and
erosion (2.41) equations. To do so, we find it convenient to convert to nondimensional
parameters, which reduces the number of variables and yields deeper insight into
fundamental scaling relationships.
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2.4.1 Momentum
We start with the nondimensionalization of equation (7) in Ikeda 1981, which has all
dimensional variables:
∂u′
∂s˜
+
2
H˜
Cfu
′ = b˜
[
−U˜ ∂κ
′
∂s˜
+ Cfκ
′
(
U˜3
gH2
+ A
U˜
H˜
− U˜
H˜
)]
(2.44)
Here, U˜ is downstream velocity; A is scour factor; H˜ is depth; g is gravity; κ′ is
curvature; Cf is a friction coefficient; s˜ is arc length; b˜ is the river half-width, u
′ is
differential velocity. Before considering our nondimensionalization, it proves useful to
present equation (2.44) in a slightly different form:
∂u′
∂s˜
+
(
2Cf
H˜
)
︸ ︷︷ ︸
1/L∗
u′ = b˜
−U˜ ∂κ′∂s˜ + U˜
(
2Cf
H˜
)
︸ ︷︷ ︸
1/L∗
1
2
(
U˜2
gH˜
+ A− 1
)
︸ ︷︷ ︸
α
κ′
 (2.45)
We define the dimensionless parameter α,
α =
1
2
(
U˜2
gH˜
+ A− 1
)
=
1
2
(
Fr2 + A− 1) (2.46)
Let H0 be a characteristic depth of the river and Cf0 a characteristic friction coeffi-
cient, and we define the characteristic length as
L∗ =
H0
2Cf0
(2.47)
This choice for characteristic length is consistent with the scaling analysis we will
present in chapter 5. Let U0 be a characteristic streamwise velocity of the river. Now
36
let us define our characteristic velocity as
U∗ = U0 (2.48)
In this research and everywhere in this document, we approximate Cf = Cf0, though
in practice, Cf is actually a function of the Reynolds number Re. Furthermore,
for the next few chapters and until indicated otherwise (in the nonlinear section),
we approximate H˜ = H0 and U˜ = U0, though H˜ and U˜ are actually functions of
sinuosity, S. The characteristic length is the distance required for the velocity profile
to recover from the effects of an upstream perturbation or bend.
We also define the following nondimensional variables: u (cross-width velocity per-
turbation), s (arc length), κ (curvature)
u =
(
L∗
b˜U∗
)
u′ (2.49)
s =
s˜
L∗
(2.50)
κ = L∗κ′ (2.51)
And for convenience, also include the respective definitions for dimensional variables
u′ =
(
U∗
L∗
)
b˜u (2.52)
s˜ = L∗s (2.53)
κ′ =
1
L∗
κ (2.54)
Note that we have tried to use notation consistent with that used in Ikeda et al.
(1981) and will therefore, from this point onward, consistently use primes and tildes
as dimensional quantities and unmarked lowercase and uppercase variables as nondi-
mensional quantities. (Earlier dimensional variables in this chapter, including ρ and g
did not use primes or tildes, but will not appear explicitly henceforth.) In particular,
primes indicate cross-stream perturbations; tildes indicate other dimensional quanti-
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ties; upper case letters indicate values that have been cross-stream averaged. Lower
case, unmarked variables are all nondimensional. Also, in chapter (5), we will justify
our choice of equations (2.49)/(2.52). These definitions, when applied to (2.45), give
us the following:
∂u
∂s
+ u = −∂κ
∂s
+ ακ (2.55)
Equation (2.55) is our nondimensionalized momentum balance with the dimensionless
parameter α given by equation (2.46) above.
2.4.2 Erosion
Next, we nondimensionalize the erosion equation (2.41):
 ∂x˜∂t˜
∂y˜
∂t˜
 =
 EN(x˜)u′
EN(y˜)u
′
 (2.41)
Here E is a dimensionless proportionality constant between normal bank migration
rate and the excess near-bank downstream fluid velocity u′ (Ikeda et al., 1981). x˜
and y˜ are the coordinates of the centerline of the river, N(x˜), N(y˜) are the x˜ and y˜
components of the vector normal to the river centerline.
We define the nondimensional variables x, y, u, and t such that
x = x˜/L∗ (2.56)
y = y˜/L∗ (2.57)
u =
(
L∗
U˜
)
u′
b˜
(2.49)
t = t˜/t∗ (2.58)
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where the characteristic time scale, t∗, is taken to be
t∗ =
L∗
U∗
1
E(b˜/L∗)
(2.59)
Finally, in appendix (B), we find the normal vector in terms of arc-length derivatives
of x and y, yielding  N(x)
N(y)
 =
 −ys
xs
 (2.60)
Altogether, these definitions give us the following nondimensionalized erosion equa-
tion:  ∂x∂t
∂y
∂t
 =
 −ysu
xsu
 (2.61)
2.5 Meander migration velocity
In section (2.4.1), we found
u′ =
(
U∗
L∗
)
b˜u (2.52)
by simple algebraic manipulation. This is the nondimensionalization that was re-
quired to achieve our very simplistic form of equation (2.55). We note here that this
equation also has a physical basis.
The characteristic velocity perturbation follows from the observation that the velocity
perturbation, u′, is exactly the difference between the streamwise velocity at the
centerline and at the outside bank, ∆U . ∆U is by definition the shear rate times
distance.
∆U =
∂U
∂y
∆y ∼
(
U∗
L∗
)
b˜ (2.62)
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which nondimensionalizes to
u =
u′
∆U
(2.63)
which can be easily manipulated back into equation (2.52).
We would like to develop an equation for the migration rate which has its basis in
physical parameters that are likely to be measured in the real world, and to this end,
we draw from some of the definitions of the previous chapter:
Momentum: Cf U˜
2 = gH˜I (2.33)
Flow volume: q˜w = U˜H˜ (2.34)
Length scaling: L∗ =
H˜
2Cf
(2.47)
From the erosion section, we note that the characteristic migration rate u∗migration
(i.e., (∂x˜
∂t˜
, ∂y˜
∂t˜
)) scales as
Migration rate: u∗migration ∼ u′E ∼
(
U∗
L∗
)
b˜uE (2.64)
We use the length scale equation (2.47) to find that (U∗/L∗) is simply
(
U∗
L∗
)
=
U∗
H˜
(2Cf ) (2.65)
and use the volume flow equation (2.34) to eliminate U∗ in terms of H∗
(
U∗
L∗
)
=
q˜w
H˜2
(2Cf ) (2.66)
We use equations (2.33) and (2.34) together to get H˜ in terms of q˜w.
H˜3 =
Cf q˜
2
w
gI
(2.67)
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or
1
H˜2
= (gI)2/3(Cf )
−2/3(q˜w)−4/3 (2.68)
Substitute for H˜ in equation (2.66)
(
U∗
L∗
)
= 2(gI)2/3C
1/3
f q˜
−1/3
w (2.69)
Substitute equation (2.69) into the definition of umigration (equation (2.64))
u∗migration =
[
2(gI)2/3C
1/3
f q˜
−1/3
w
]
b˜Eu (2.70)
and use
q˜w =
Q
b˜
(2.71)
Finally, this gives us
u∗migration ∼
[
2g2/3I2/3C
1/3
f Q
−1/3b˜4/3E
]
u (2.72)
where u is dimensionless O(1) such that all scaling terms are inside the brackets so
the u may be dropped.
2.6 Boundary and initial conditions
Equations (2.55) and (2.61), repeated below, together form the full set of governing
partial differential equations that describe river meandering.
∂u
∂s
+ u = −∂κ
∂s
+ ακ (2.55)
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 xt
yt
 =
 −ysu
xsu
 (2.61)
To solve these equations, we must determine appropriate boundary and initial condi-
tions. We will address how to do so in the next chapter.
42
Chapter 3
Mathematical theory
The governing equations for meandering rivers are
∂u
∂s
+ u = −∂κ
∂s
+ ακ (2.55)
 xt
yt
 =
 −ysu
xsu
 (2.61)
where
α =
1
2
(
Fr2 + A− 1) (2.46)
3.1 Linearization
We wish to understand the nondimensionalized momentum (2.55) and erosion (2.61)
equations theoretically, but find that they are highly nonlinear. The nonlinearities
enter through the curvature and derivative of curvature terms, as can be seen in the
results of Appendix (B):
κ = ysxss − xsyss (B.7)
κs = ysxsss − xsysss (B.8)
Therefore, we consider the small amplitude limit, i.e., as arclength approaches the
x-coordinate, which renders the equations linear and feasible to analyze.
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In the limit as amplitude → 0:
s → x (3.1)
xs → 1 (3.2)
xss, xsss → 0 (3.3)
ys, yss, ysss → yx, yxx, yxxx (3.4)
(3.5)
With these definitions,
κ = −yxx (3.6)
κs = −yxxx (3.7)
our linearized equations become
ux + u = yxxx − αyxx (3.8)
yt = u (3.9)
Combining (3.8) and (3.9), we obtain this nonlinear third-order partial differential
equation, which was described in Ikeda et al. (1981):
ytx + yt = yxxx − αyxx (3.10)
In the previous chapter, we asked the question of how to choose appropriate initial
and boundary conditions for equations (2.55) and (2.61). With this linearization
(3.10), we find that the problem becomes tractable (at least for the small-amplitude
limit), and we approach it by developing a formal proof to determine the conditions
for uniqueness.
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3.2 Uniqueness
We wish to address the following question: what conditions will guarantee the unique-
ness of solutions to the linearized meander morphodynamic equation (3.10)? Here we
include a full uniqueness proof.
3.2.1 Problem definition
We consider our third-order partial differential equation (3.10), where α is a constant
> 0. Suppose, too, that there are two solutions y1 and y2 that both satisfy the initial
and boundary conditions. Let y = y1 − y2 represent the difference between the two
solutions. Our goal is to show that y ≡ 0. If y ≡ 0, we have demonstrated uniqueness.
We define the following:
PDE: ytx + yt = yxxx − αyxx over a ≤ x ≤ b (3.10)
IC: y = f(x) at t = 0 (3.11)
BC: a11y + a12yx + a13yxx = g1(t) at x = x1 (3.12)
a21y + a22yx + a23yxx = g2(t) at x = x2 (3.13)
a31y + a32yx + a33yxx = g3(t) at x = x3 (3.14)
Here we have provisionally considered a system of three boundary conditions, as is
consistent with a third-order differential equation. We make no constraints on the
locations where those boundary conditions are applied, as those will become clear in
the development of the proof.
Given that y1 and y2 both satisfy the initial and boundary conditions, the difference
between the two solutions at the initial and boundary conditions should be identically
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zero. Hence, if we consider the solution y, the PDE satisfies strictly homogeneous
initial and boundary conditions. Our goal is now to determine the exact constraints
on the aij coefficients, as well as the locations xi.
3.2.2 Energy-method approach
For convenience, we define w = yx + y and note that this leads to
yx = w − y (3.15)
yxx = wx − yx (3.16)
yxxx = wxx − yxx (3.17)
The governing equation (3.10) can now be written as
wt = wxx − (1 + α)wx + (1 + α)w − (1 + α)y (3.18)
and we instead consider the case where there are two solutions w1 and w2 and w =
w1 − w2. If w ≡ 0 and y = 0 at any point, then y ≡ 0 and we have achieved
uniqueness. This form of the equation (3.18) is well suited to an energy-method
uniqueness approach, and we will therefore put (3.18) into an energy-method form.
We start by multiplying both sides by w
wwt = wwxx − (1 + α)wwx + (1 + α)w2 − (1 + α)wy (3.19)
or
∂
∂t
(
1
2
w2
)
=
∂
∂x
(wwx)− (w2x)− (1 + α)
∂
∂x
(
1
2
w2
)
+ (1 + α)w2 − (1 + α)wy (3.20)
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We substitute the last term of the right hand side with the expression for w in terms
of y and write
(1 + α)wy = (1 + α)(yx + y)y = (1 + α)
∂
∂x
(
1
2
y2
)
+ (1 + α)y2 (3.21)
Substituting this result into equation (3.20) and rearranging the terms:
∂
∂t
(
1
2
w2
)
=
∂
∂x
(wwx)−(1+α) ∂
∂x
(
1
2
w2
)
−(1+α) ∂
∂x
(
1
2
y2
)
−w2x−(1+α)y2+(1+α)w2
(3.22)
and we define Q as 1/2 of the L2 norm of w:
Q(t) =
∫ b
a
(
1
2
w2
)
dx︸ ︷︷ ︸
≥0
(3.23)
Q(t) must be ≥ 0 by simple examination of the form of equation (3.23). From this
point forward, our goal is to demonstrate that Q ≡ 0, which would imply that w ≡ 0,
and, with consideration of the boundary, that y ≡ 0, proving uniqueness. To do so,
we only need to show that Q ≤ 0.
We integrate (3.22) with respect to x over (a,b) to obtain
∂Q
∂t
= (wwx)
b
a−(1+α)
(
1
2
w2
)b
a
−(1+α)
(
1
2
y2
)b
a
−
∫ b
a
(w2x+(1+α)y
2)dx+2(1+α)Q
(3.24)
Equation (3.24) is of the form
∂Q
∂t
= g(t) + 2(1 + α)Q (3.25)
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where
g(t) = (wwx)
b
a − (1 + α)
(
1
2
w2
)b
a
− (1 + α)
(
1
2
y2
)b
a
−
∫ b
a
(w2x + (1 + α)y
2)dx (3.26)
The solution for the equation (3.25) is
Q(t) = Q0e
2(1+α)t +
∫ b
a
g(t)dt (3.27)
We know by the homogeneous initial condition that Q0 = 0. It remains only to show
that g ≤ 0. The integral term in equation (3.26) was already show to be non-positive.
Under the appropriate conditions, the first three terms in g(t) will be shown to be
non-positive as well, in which case Q ≡ 0 and so w ≡ 0. This implies that ∂u
∂x
+u ≡ 0
which implies that u = u0e
−x and u0 = 0 from the boundary condition at x = a.
Thus we have the desired result: y ≡ 0 and the solution is unique.
3.2.3 Homogenous boundary conditions
The final step is to determine what homogeneous boundaries make the boundary
condition terms non-positive.
Again, the terms are these:
(wwx)
b
a − (1 + α)
(
1
2
w2
)b
a
− (1 + α)
(
1
2
y2
)b
a
(3.28)
There are two cases of interest.
1. For periodic boundary conditions in y, the expression is identically zero and we
have uniqueness.
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2. For uncoupled boundary conditions at a and b, we require the sum of terms at
each end must independently be non-positive.
For convenience, let ζ = (1 + α)/2, and rewrite (3.28) accordingly.
We then require
wwx − ζw2 − ζy2 ≥ 0 at x = a (3.29)
wwx − ζw2 − ζy2 ≤ 0 at x = b (3.30)
3.2.4 Sufficient boundary conditions
For sufficient boundary conditions, choose
w = 0, y = 0 at x = a (3.31)
Now consider wx of the form
wx = −hw at x = b (3.32)
where h > −ζ, or equivalently
wx + hw = 0 at x = b (3.33)
Then equation (3.30) becomes
− hw2 − ζw2 − ζy2 ≤ 0 (3.34)
which is always satisfied. Equation (3.33) is the same as
∂
∂x
(y + yx) + h(y + yx) = 0 (3.35)
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Therefore, the downstream boundary condition equation (3.30) may be written in
terms of y as
yxx + (1 + h)yx + hy = 0 (3.36)
3.3 General boundary conditions
We define a vector v = (y, w, wx) and rewrite the expression on the left hand side of
equations (3.29) and (3.30) in quadratic form ψ in terms of v.
ψ = aijvivj (3.37)
and
A =

−ζ 0 0
0 −ζ 1/2
0 1/2 0
 (3.38)
The desired requirements are now ψ ≥ 0 at x = a and ψ ≤ 0 at x = b.
We note that A is real and symmetric; hence its eigenvalues are real. In particular,
λ1 = −ζ (3.39)
λ2 = −ζ/2− d (3.40)
λ3 = −ζ/2 + d (3.41)
where
d =
1
2
√
ζ2 + 1/4 (3.42)
50
The associated eigenvectors are
u1 = (1, 0, 0) (3.43)
u2 = (0, λ2, 1/2)/r2 (3.44)
u3 = (0, λ3, 1/2)/r3 (3.45)
where r2 and r3 are the roots used to normalize the eigenvectors, i.e.,
r2 =
√
λ22 + 1/4 (3.46)
r2 =
√
λ23 + 1/4 (3.47)
v may now be written in terms of the eigenvectors as
v = φ1u1 + φ2u2 + φ3u3 (3.48)
Taking the inner product and noting orthogonality,
φ1 = v1 · u1 = y (3.49)
φ2 = v2 · u2 =
[
λ2w +
1
2
wx
]
/r2 (3.50)
φ3 = v3 · u3 =
[
λ3w +
1
2
wx
]
/r3 (3.51)
From equation (3.37)
ψ = (Av) · v (3.52)
we find that
Av = φ1Au1 + φ2Au2 + φ3Au3 (3.53)
Av = λ1φ1u1 + λ2φ2u2 + λ3φ3u3 (3.54)
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We may now write ψ in terms of the eigenvalues λ and coefficients φ as
ψ = (Av) · v = λ1φ21 + λ2φ22 + λ3φ23 (3.55)
Note that the first two eigenvalues are negative while the third is positive. Setting
ψ = 0 gives the surface of an elliptic cone in φ space with the cone along the φ3 axis.
Figure 3.1: Elliptic cone
To satisfy the boundary conditions at x = b, φ < 0, we may choose any plane which
intersects the origin and lies completely outside the cone. Let the plane be described
by director d which is perpendicular to the chosen plane:
d1φ1 + d2φ2 + d3φ3 = 0 (3.56)
Substituting for the value of φ gives the boundary condition for (y, w, wx) or, equiv-
alently, for (y, yx, yxx) at x = b.
Next, for the boundary condition at x = a, we require that ψ ≥ 0, which requires
a vector e which lies within the cone. Note that we know that the vector e must
have a nonzero component e3. Without loss of generality, we define two planes whose
intersection is the line coincident with e whose perpendicular vectors are respectively
(0, e3,−e2) and (e3, 0,−e1) (3.57)
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It is trivial to show that each of these vectors is perpendicular to e and hence that e
lies in both planes.
We then specify the two required boundary conditions at x = a as
e3φ2 − e2φ3 = 0 (3.58)
and
e3φ1 − e1φ3 = 0 (3.59)
The coefficients of e are unrestricted as long as the vector lies within the elliptical
cone described above.
3.3.1 Summary
In summary, the theory suggests that there are three sets of appropriate boundary
conditions. All of these have various levels of restrictiveness, and are sufficient for
uniqueness.
1. Periodic boundary conditions
2. Simple boundary conditions
y = f1 at x = 0 (3.60)
yx = f2 at x = 0 (3.61)
yxx + (1 + h)yx + hy = f3 at x = L (3.62)
3. General boundary conditions
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As described in the previous section where
λ2 = −ζ/2− d (3.63)
λ3 = −ζ/2 + d (3.64)
and
d =
1
2
√
ζ2 + 1/4 (3.65)
with
ζ =
1 + α
2
(3.66)
The key result of this uniqueness proof is that except in the case of periodic boundary
conditions, three boundary conditions must be specified. In an infinite-domain, it is
appropriate to assume that far from the boundaries, a meandering channel will behave
according to periodic boundary results. In a finite domain, however—such as in a
laboratory setting or a finite-domain simulation—the boundary condition will affect
the behavior of the system. We assert (and will demonstrate later in this document)
that the downstream boundary has minimal effect on the behavior of the channel.
The two upstream boundaries, however, which are the displacement and slope at x=0,
have a significant effect.
3.4 Linear stability theory
It follows from the proof that periodic boundary conditions ‘automatically’ guarantee
uniqueness. This is significant, as all existing linear stability theories based on the
IPS-type models have made the assumption of periodic boundary conditions, which
are equivalent to infinite-domain conditions. In this section, we review this periodic-
boundary linear stability theory, which is well understood and was first developed for
equation (3.10) by Ikeda et al. (1981).
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We consider our linearized governing equation:
ytx + yt = yxxx − αyxx (3.10)
We assume a solution of the form
y = Aeγterx (3.67)
where γ and r are complex coefficients. The real part of γ is a temporal growth rate;
the imaginary part of γ is a temporal propagation rate. The real part of r is a spatial
growth rate; the imaginary part of r is a wave number proportional to the inverse of
wavelength. A is amplitude. We insert (3.67) into (3.10)
r3 − αr2 − γr − γ = 0 (3.68)
Choosing r = ik for periodic solutions, we solve for γ.
γ =
−ik3 + αk2
1 + ik
(3.69)
We can decompose γ into its real (γR) and imaginary (γi) parts
γR =
α− k2
1 + k2
k2 (3.70)
γi = − α + 1
1 + k2
ik3 (3.71)
It follows from (3.70) that the condition for stability is therefore
α− k2 < 0 (3.72)
and, more generally, that the yxxx term in equation (3.10) (which is also the derivative
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of the curvature term, κs, in the fully nonlinear equation (2.55)) is stabilizing whereas
the yxx term (which is the curvature term, κ, in the fully nonlinear equation (2.55))
is destabilizing. If we plot growth and propagation as functions of wavenumber, we
get the following (where α = 5 is a physically realistic value (Parker and Andrews,
1986)).
Figure 3.2: Temporal growth Figure 3.3: Propagation rate
Figures (3.2) and (3.3) show that long waves are unstable and propagate slowly down-
stream. Short waves are damped but propagate quickly downstream. As a result, if
we represent the as a sinusoidal wave of a particular wave number in the ‘unstable’
regime, we would see growth in amplitude and downstream propagation as pictured
in figure (3.4).
Figure 3.4: Temporal growth and downstream propagation
A number of useful parameters fall out of this analysis. We can solve equation (3.69)
for the wavenumber associated with fastest temporal growth, i.e., the ‘critical’ wave
number, which is likely to be the most common wavenumber in the meander channel.
This corresponds with the largest value of γR in figure (3.2), at about k = 1.2 and
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γR = 2.1.
kmax =
√
−1 +√1 + α (3.73)
We can also solve for the wavenumber associated with neutral stability. This cor-
responds with the wavenumber where the axis is crossed in figure (3.2), at about
k = 2.2 and γR = 0.
kneutral =
√
α (3.74)
We can also rearrange (3.67) as:
y = AeγRteik(x+(γi/k)t (3.75)
In this form, it is immediately obvious that:
wave speed: c = −γi/k (3.76)
time to travel 1 period: tλ = λ/c =
2pi
γi
(3.77)
amplification factor over 1 period: Aλ = e
−2piγR/γi (3.78)
time to achieve final amplification: tA =
1
γR
log
(
Afinal
Ainitial
)
(3.79)
distance to final amplification: dA = tAc =
γi
kγR
log
(
Ainitial
Afinal
)
(3.80)
A plot of wave speed as a function of wave number is shown in figure (3.5).
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Figure 3.5: Wave speed as a function of wave number α = 5.
3.5 Full solution in the infinite-domain
Variations of the linear theory described above have been provided for IPS and many
of its descendant equations, and they largely depend on the introduction of the eikx
normal mode. While most authors have chosen to focus on the purely periodic solu-
tion, we wish to address the three solutions that result from the third-order partial
differential equation:
y = eγt(A1e
r1x + A2e
r2x + A3e
r3x) (3.81)
We can find the values of r1, r2, and r3 by guessing a solution to (3.10) of the form
y = Aeγterx (3.82)
where r is complex. Inserting equation (3.82) into equation (3.10), we get
r3 − αr2 − γr − γ = 0 (3.68)
This third-degree polynomial equation has four interdependent unknowns: r1, r2, r3
and α. We can therefore solve this problem in two ways. (1) We can specify one of
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the roots, use that root to solve for γ, and then use synthetic division to back out
the other two roots or (2) we can solve the polynomial equation (3.68) for its three
roots with Newton’s method.
3.6 Spatially periodic
One of the special cases which arises from using method 1, above, occurs when we
choose r1 = ik, i.e. a sine wave. When we do this, we can find γ according to equation
(3.69). Synthetic division then yields a second-order polynomial,
c2r
2 + c1r + c0 = 0 (3.83)
c0 = −γ + r21 − αr1, c1 = r1 − α, c2 = 1 (3.84)
which can be solved for r2, r3 with the quadratic formula.
3.7 Temporally periodic
One of the most interesting special cases to fall out of the above analysis occurs when
we set γ = iω and then solve for the three roots. This implies that the solution
to (3.10) can demonstrate growth in space but not in time. Plots of the real and
imaginary roots as a function of ω can be seen in figures (3.6) and (3.7).
Of the three roots, the first root is associated with behavior away from the bound-
aries. The second is associated with the influence of the upstream boundary, and the
third is the influence of the downstream boundary. This can be visualized in figure
(3.8), in which three r values were chosen at a given ω. We note, too, that while
the upstream boundary affects a significant portion of the domain, the downstream
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Figure 3.6: Real roots at α = 5 Figure 3.7: Imaginary roots at α = 5
boundary influences only a small portion of the domain.
Figure 3.8: Contributions of the three roots (y1 = e
r1x, y2 = e
r2x, y3 = e
r3x) at
ω = 11.2 (close to neutral stability) and α = 5.
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Figure 3.9: Real root 1 contributions
A closer look at the real part of root 1 as shown in figure (3.9) (extracted from fig-
ure (3.2)) shows us that in the domain away from boundary influence, low frequency
boundary driving is associated with real positive r1 values and therefore implies spa-
tial growth. By contrast, high frequency boundary driving implies spatial decay.
According to figure (3.9), this transition happens at about ω = 11.2 for α = 5.
To see examples of spatial growth and decay, we choose ω values above and below
neutral stability (ω = 11.2) and plot y(x) for equation (3.81). In figures (3.11), (3.12),
and (7.1), we choose various values for A and see that while the solution grows or
damps in space, it is always contained by the blue envelope (where the lines are
various time steps).
We also note that the wave propagation speed for driven boundaries is similar to
that predicted by the infinite domain theory, and, as would be expected, high (low)
frequency driving corresponds with spatial decay (growth) and faster wave speeds.
This can be seen in figure (3.10).
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Figure 3.10: Wave speed as a function of driving frequency (c = ω/imag(r1))
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(a) Spatial growth (ω = 10.7 and α = 5)
(b) Spatial decay (ω = 12.1 and α = 5)
Figure 3.11: A1 = 1 and A2, A3 = 0 for driven displacement and driven angle of
entry.
(a) Spatial growth (ω = 10.7 and α = 5)
(b) Spatial decay (ω = 12.1 and α = 5)
Figure 3.12: A1 = 1, A2 = −1, and A3 = 0 for driven angle of entry and fixed
displacement.
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(a) Spatial growth (ω = 10.7 and α = 5)
(b) Spatial decay (ω = 12.1 and α = 5)
Figure 3.13: A1 = 1, A2 = −r1/r2, and A3 = 0 for driven displacement and fixed
angle of entry.
3.8 Eigenvalues and eigenvectors
In the previous section, we used approaches to solving (3.10) of either choosing one
root and then solving for γ and the other roots, or choosing γ and then backing
out the three roots with Newton’s method. The uniqueness proof demonstrates the
existence of a third approach. We can use any arbitrary initial condition that can be
described in terms of its eigenvalues and eigenfunctions
IC: y =
∑
Ane
λntψn(x) (3.85)
λn eigenvalues
ψn(x) eigenfunctions
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together with appropriate upstream and downstream boundary conditions, and then
we can formulate (3.10) in terms of its eigenvalues and eigenvectors. This would
give us an exact theoretical solution, in which the various roots and α values would
be determined by our choice of initial and boundary conditions. In practice, these
eigenvalues are extremely poorly conditioned, and so we rely on numerical methods
in the examples that follow.
3.9 Transient solution
The numeric solution that arises from (3.10) is composed of two parts. The first, the
transient solution, is associated with the initial condition. The second, the oscillatory
solution, is associated with any boundary driving. Both of these can be seen in figure
(3.14), which was created using y = eωt(er1x− er2x) for both the initial and upstream
boundary condition. Even with an “exact” initial condition from y = eωt(er1x− er2x),
we see the transient solution emerge.
y = ytransient + yoscillatory (3.86)
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(a)
(b)
Figure 3.14: (a): transient and ocillatory solution at t=6 periods. (b): oscillatory
solution after transient solution has propagated out of the system at t=60 periods.
ω = 12.1 and α = 5.
In the numerical runs, the transient solution becomes visible after a short time period,
and then propagates entirely out of the system. We note that in the linear regime,
the transient and oscillatory solutions do not interact, and what is left behind is the
purely oscillatory solution. This is true regardless of the value of ω. The wavelength
associated with the oscillatory solution is exactly the wavelength predicted theoret-
ically. The wavelength that emerges from the transient solution is somewhat more
interesting, as it is close to—but not quite—the fastest growing wavelength. More-
over, the wavelength decreases slightly as it progresses downstream. This follows from
linear theory, which predicts faster downstream propagation of shorter wavelengths.
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Figure 3.15: Growth rate vs. wavelength
We find it useful to revisit the concept of growth rate versus wavelength in plot
(3.15). For α = 5, we expect to see wavelengths between 2.81 and 5.22, as predicted
by linear theory, and we expect that the transient solution should emerge according to
that theory. Indeed, in figure (3.14), the wavelength that emerges from the transient
solution is very close to 5.22.
In figure (3.16), we have a flat initial condition, and we perturb the upstream bound-
ary at a frequency of ω = 10.3. In doing so, we can see how the transient and
oscillatory solutions evolve over 70 periods of oscillation.
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(a) (b)
Figure 3.16: Propagation at spatially growing frequency ω = 10.3. Figures (a) and
(b) are identical except that the y-axis range is fixed on the left and allowed to drift
on the right. Therefore we can see the oscillatory solution clearly on the left side,
and the transient solution clearly on the right
3.10 Entrance effects
In figure 3.17, we consider the case of a perturbed initial condition. In this run, we
set α = 5 and a wavenumber of k = 1.5, which corresponds with spatial growth
(though not as fast as at k=1.2) and downstream propagation (faster than at k=1.2).
When we use periodic upstream boundary conditions, we see significant growth in
amplitude. When we used clamped upstream boundaries such that y(x = 0, t) = 0
and dy/dx(x = 0, t) = 0 at all time steps, a flat line propagates downstream, as can
68
be seen in figure (3.17).
(a)
(b)
Figure 3.17: k = 1.5, α = 5. Entrance effects. Top figure has periodic upstream
boundary conditions. Bottom figure has homogeneous upstream boundary conditions.
Dotted line indicates initial condition, whereas black line indicates most recent time
step.
We find that this behavior is true of fixed homogeneous (“clamped”) boundary con-
ditions regardless of the nature of the initial condition. We also find it worth noting
explicitly that this means that if the ‘flume’ is very short, as in figure (3.18), it is
possible for the meanders to have propagated out of the system before they grow to
an appreciable amplitude.
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(a)
(b)
Figure 3.18: k = 1.5, α = 5. Entrance effects inside shorter region. Top figure has
periodic upstream boundary conditions. Bottom figure has homogeneous upstream
boundary conditions. Dotted line indicates initial condition, whereas black line indi-
cates most recent time step.
For this reason, in the linear regime, each flume length can be associated with a max-
imum amplification factor. Meanders can only achieve this amplification before they
propagate entirely out of the system. For example, we note that for a nondimensional
length of about 17, an amplification factor of 100 is possible. This can be seen in
figure (3.19).
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Figure 3.19: Amplification factor as a function of flume length
3.11 Growth of the boundary conditions inputs
We saw that in the case of fixed upstream boundaries in a finite-length domain, a
straight channel propagates downstream until any initial perturbation propagates out
of the system entirely. The question remains, if the initial condition has propagated
entirely out of the system, or if it were a completely (in the theoretical limit) straight
channel, how far downstream do we need to look to leave the ‘finite’ domain such
that we would see meanders? How far from the upstream boundary do we need to
look to see meanders arise naturally, even with a clamped boundary and without a
perturbed initial condition?
In one sense, there is no escaping the upstream boundary: all information will even-
tually work its way downstream. In theory, if the boundaries are perfectly clamped
and the channel is completely straight, a meander should never form. In practice, this
situation is unrealistic both in nature and in simulation. Even in the best simulation,
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there is an error of 10−3 or so, which will eventually manifest as meanders, given
appropriate time and distance (see figure (3.20)). We note that in figure (3.20), the
emerging wavelength is λcritical = 5.2, which is exactly the wavelength predicted by
infinite-domain linear theory.
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Figure 3.20: α = 5, Initial condition and boundary condition are zero, where the sum
of round off and solver error is likely on the order of 10−3. The thick line represents
the state of the system at time=18, whereas the thin lines are previous time steps.
Once the waves have sufficient time to grow to something visible, waves will persist
at the predicted distance because even as the first waves migrate out, new waves
created by error associated with the boundary condition propagate downstream. The
result is that, if we look at overlapping waves well after the time required for waves
to propagate downstream, we would see something like figure 3.21.
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Figure 3.21: α = 0, Initial condition and boundary condition are zero, which with
round off and solver error grow into downstream ‘meanders’. The various lines are
overlapping timesteps.
72
To calculate the time and distance required for a straight channel to grow into ob-
servable meanders, we use the following equations.
wave speed: c = −γi,max/kmax (3.76)
time to achieve final amplification: tA =
1
γR,max
log
(
Afinal
Ainitial
)
(3.79)
distance to final amplification: dA = tAc =
γi,max
kmaxγR,max
log
(
Ainitial
Afinal
)
(3.80)
Consider the case where we wish to know how far downstream we must look to see
waves grow from an amplitude of essentially 10−n (where n is some integer, likely 3)
to 1, as in a simulation. In figure 3.22, we plot the time required for the boundary
error to grow to the desired amplitude. We have also completed simulations at α =
0.1, 1, 5, 7, and 10 and tested this theory. The results appear as asterisks on the
plot, and follow the theoretical data nicely.
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Figure 3.22: Time required for error to grow to 1. The straight line is a theoretical
result, as produced by equation (3.79), whereas the asterisks are numerical data
points.
Similarly, we plotted the distance required for a meander to grow from 10−n to 1 as
a function of α, and found that the simulation data (see asterisks in figure (9.36))
follows the theory.
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Figure 3.23: Distance required for error to grow to from to 1. The straight line is a
theoretical result, as produced by equation (3.80), whereas the asterisks are numerical
data points.
To be clear, in a flume, the upstream boundary perturbation is similar to the numer-
ical error in a simulation.
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Chapter 4
Linear theory: variations in α
We recall that α is the parameter that effectively represents the ratio between sec-
ondary and irrotational flow. In summary, we find that in the linear regime, variations
in α affect the extent of upstream influence, as well as issues of scaling. With regard
to scaling, as we drop to low α values (less secondary flow as compared to irrota-
tional flow), the predicted wavelengths become larger in both the finite and periodic
domain-dominated portions of the meander channel. In the same vein, the time scales
associated with meander migration become much larger.
4.1 Upstream influence
We wish to very briefly address the issue of upstream influence, as current literature
(Seminara (2006), pg 282) implies that upstream influence is not possible in the
context of the IPS equations. Here we solve for the number of wavelengths required
for the influence of the downstream boundary condition to decay in the upstream
direction.
We choose r1 = ikmax, i.e., a sine wave with a wavelength associated with the maxi-
mum rate of growth in amplitude, and we solve (3.10) for γ, r2, r3, recalling that
kmax =
√
−1 +√1 + α; (3.73)
If we wish for y to decay to half of its original value,
yR = e
R(r3)x = eR(r3)Nλmax = eR(r3)N(2pi)/kmax = 1/2 (4.1)
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and we can then solve for N
N = − log(1/2)
R(r3)2pik
(4.2)
equation (4.2) is plotted in figure (4.1).
α
10-3 10-2 10-1 100
N
10-2
10-1
100
Figure 4.1: Upstream influence
The plot tells us that at values of α which are typically found in nature (Parker and
Andrews (1986)), upstream influence is negligible—0.06 × λmax at α = 1, which is
already low as compared to the average α = 5. Nevertheless, as α → 0, the entire
body of fluid contained in the river feels the influence of the downstream boundary.
In figure (4.2), the effect of changing α is shown in the context of an (x,y) river
centerline plot, in which each of the three solutions are show in a separate plot.
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Figure 4.2: Upstream influence, y(x)
4.2 Finite-domain behavior
4.2.1 Finite-domain plots (theory)
Figures (3.6) and (3.7) essentially summarize finite-domain theory at α = 5.0, which
is a value that might be found in natural rivers (Parker and Andrews, 1986). In
figure (3.6), we show spatial growth and decay as a function of driving frequency.
In figure (3.7), we show wave number as a function of driving frequency. In both
figures, we provide the solutions associated with all three roots of equation (3.68), the
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polynomial that arises from solving the linearized meander morphodynamic equation
with a solution of the form y = eiωterx, where r is complex. Roots 2 and 3 are
associated with the upstream and downstream boundaries, and their effects dissipate
rapidly, as shown in figure (3.9). We therefore focus on the solutions associated with
root 1, which characterizes the behavior present in most of the channel. Here, in
figures (4.3) and (4.6), we reproduce figures (3.6) and (3.7), respectively, for root 1
and at various α values.
In figure (4.3), we see that for a given α, low (high) frequency driving is associ-
ated with spatial growth (decay). Although in figure (4.3) it seems that α = 0.1 is
associated with spatial decay only, we can see in figure (4.4), which has been normal-
ized with respect to neutral driving frequency ωneutral and maximum spatial growth
max(R(r1)), that this is not the case, and that the channel at α = 0.1 also follows
the pattern of spatial growth (decay) at low (high) driving frequency.
The maximum real(r1) value associated with each α value translates to the maximum
spatial growth that can be achieved. In figure (4.3), we see that as we shift the value
of α from high to low the driving frequency associated with maximum spatial growth
also decreases. In summary, lower α values require a slower driving frequency to
achieve maximum spatial growth.
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Figure 4.3: Spatial growth as a function of ω at various α
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Figure 4.4: Normalized spatial growth as a function of ω/ωneutral at various α
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Figure (4.5) shows that at all α values, as driving frequency increases, so does wave
number. This makes intuitive sense: rapid oscillations translate to small wavelengths.
As α values shift from high to low, we see that the wave number increases and therefore
wavelength decreases. This result is somewhat deceptive, however. We have used a
thick line to indicate the expected spatial growth. The thin line indicates expected
spatial decay. We have marked the fastest spatially growing wavelength with a circle,
and the wavelength associated with neutral stability (no spatial growth or decay) with
a triangle. These markings show us that although decreasing α to lower values shifts
the wavelengths to smaller values, the range of wavelengths that we would actually
expect to see growth for in a real system shifts to larger wavelengths. At α = 0.1,
we would only expect to see spatial growth for very large wavelengths and at very
slow driving frequencies. At α = 10, we would expect to see spatial growth of much
smaller wavelengths and over a broader range of driving frequencies.
In figure (4.6), we show the same data as in figure (4.5), except that we show wave-
length instead of wavenumber and we display the data on a log-log scale. The wave-
length and associated driving frequency associated with maximum spatial growth is
marked by a circle, and we can see that at smaller α, we expect to see much larger
wavelengths associated with maximum spatial growth.
Overall, we learn that smaller α values are associated with larger emerging wave-
lengths and longer time scales.
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Figure 4.5: Wave number as a function of driving frequency. Circles mark maximum
spatial growth. Triangles mark neutral stability. Thick colored lines indicate regions
of spatial growth, whereas thin colored lines indicate regions of spatial decay.
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Figure 4.6: Wavelength as a function of frequency. Circles mark maximum spatial
growth.
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4.2.2 Finite-domain tabulated data
In table (4.1), we display the theoretical predictions associated with maximum spatial
growth, as well as predicted wavelength, wave speed, and an amplification factor that
we will describe momentarily. In table (4.2), we display the equivalent theoretical
predictions as associated, instead, with neutral stability (no spatial growth or decay).
α ωmax R(r1,max) im(r1,max) λmax cmax Aλ,max
0.10 0.0009 0.0274 0.0865 72.6064 0.0104 7.3253
1.00 0.1451 0.1675 0.4068 15.4446 0.3566 13.2801
5.00 3.1004 0.3830 0.9839 6.3861 3.1512 11.5429
7.00 5.5035 0.4338 1.1537 5.4461 4.7703 10.6173
10.00 9.8907 0.4873 1.3538 4.6412 7.3059 9.5972
Table 4.1: Maximum driving frequency at various α
α ωneu R(r1,neu) im(r1,neu) λneu cneutral Aλ,neu
0.10 0.0317 0.000 0.3165 19.8539 0.1000 1.0000
1.00 1.0002 0.000 1.0001 6.2826 1.0000 1.0000
5.00 11.1804 0.000 2.2361 2.8099 5.0000 1.0000
7.00 18.5201 0.000 2.6457 2.3748 7.0000 1.0000
10.00 31.6227 0.000 3.1623 1.9869 10.0000 1.0000
Table 4.2: Neutral driving frequency at various α
In table (4.1), as α increases, so does the frequency ωmax associated with the rate
of maximum spatial growth R(r1,max) as well as the actual rate of maximum spatial
growth R(r1,max). As α increases, the wavenumber im(r1,max) increases; the wave-
length therefore decreases; and finally, the wavespeed increases. The overall effect
of all of these changes is that at high (low) α, we expect the emergence of smaller
(larger) wavelengths over shorter (longer) time scales. In table (4.2), we see that
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the neutral stability wavelength decreases with increasing α, and the wavespeed is
identical to α.
In both tables, we also consider the spatial amplification factor over one wavelength
Aλ. The spatial amplification factor is
Aλ = e
R(r1)λ = e
2piR(r1)
im(r1) (4.3)
At neutral stability (table 4.2), we see no amplification, as we would expect. When
we look at table (4.1), we see that at the driving frequency associated with maximum
spatial growth, we expect that α = 0.1 would show far less amplification over one
wavelength than, for example, α = 5.0. Nevertheless, Aλ does not increase monoton-
ically with α.
4.2.3 Plots of finite-domain data
Figure (4.7) is helpful in visualizing the data in tables 4.1 and 4.2. This plot shows
ωmax, the driving frequency associated with maximum spatial growth, as a function
of α. We find that as α increases, so does ωmax.
84
alpha
0 2 4 6 8 10
o
m
e
ga
 m
ax
0
1
2
3
4
5
6
7
8
9
10
Figure 4.7: ωmax(α)
It is also instructive look at the real and imaginary parts of r1 as a function of α, and
observe that as α drops to low values (figure 4.8), the spatial growth rate decreases
dramatically. Similarly, in figure 4.9, the wave number increases, resulting in larger
meanders.
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Figure 4.8: Spatial growth R(r1(α))
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Figure 4.9: Wave number imag(r1(α))
In figure (4.10), we observe wave speed as a function of wave number, where the wave
speed is c = ω/im(r1).
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Figure 4.10: Spatial growth R(r1(α))
4.2.4 Amplification factor plots
In figure (4.11), we plot the ratio that appears in the amplification factor (equation
4.3), 2piR(r1)
im(r1)
, as a function of α. Here we can see that the maximum rate of spatial
growth that we can achieve occurs at about α = 1. In figure (4.12), we replot figure
(4.11) but on a semilog plot so that we can observe the behavior at small α values.
We see that as α drops to very low values, spatial growth is minimized.
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Figure 4.11: Ratio of spatial growth to wavenumber
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Figure 4.12: Ratio of spatial growth to wavenumber in semilog
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4.3 Linear periodic-domain behavior
4.3.1 Periodic-domain plots (theory)
Figures (3.2) and (3.3) effectively summarize periodic-domain theory at α = 5.0. In
figures (4.13) and (4.14), we reproduce figures (3.2) and (3.3) for various α values.
In figure (4.13), we see that the fastest temporally growing wavelength, or critical
wavelength, shifts to larger and larger wavelengths as α drops to low values. Although
it appears in figure (4.13) that all waves decay at α = 0.1, if we were to zoom in on the
α = 0.1 plot, we would see that the behavior mimics the behavior at other α values,
with spatial growth at low driving frequencies and spatial decay at high driving
frequencies. Figure (4.14) shows us that as α decreases, so does the propagation
rate. In summary, in the periodic domain, small values of α correspond with larger
wavelengths and larger time scales.
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Figure 4.13: γR: amplitude growth rate
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Figure 4.14: γi: downstream propagation rate
4.3.2 Periodic domain tabulated data
In tables (4.3) and (4.4), we tabulate data associated with the fastest temporally
growing wavelength and wavelengths at neutral stability, respectively. We examine
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growth and propagation rates, emerging wavelength, and wave speed.
α kmax γR,max γi,max λmax cmax
0.10 0.2209 0.0024 -0.0113 28.4401 0.0512
1.00 0.6436 0.1716 -0.3770 9.7626 0.5858
5.00 1.2039 2.1010 -4.2746 5.2188 3.5505
7.00 1.3522 3.3431 -6.9930 4.6467 5.1716
10.00 1.5220 5.3668 -11.6945 4.1281 7.6834
Table 4.3: Fastest growing wavelength data at various α according to periodic theory
α kneutral γR,neutral γi,neutral λneutral cneutral
0.10 0.3162 0.0000 -0.0316 19.8692 0.1000
1.00 1.0000 0.0000 -1.0000 6.2832 1.0000
5.00 2.2361 0.0000 -11.1803 2.8099 5.0000
7.00 2.6458 0.0000 -18.5203 2.3748 7.0000
10.00 3.1623 0.0000 -31.6228 1.9869 10.0000
Table 4.4: Neutral growth wavelength values at various α according to periodic theory
Just as we saw in the finite-domain, we see that larger α values are associated with
smaller wavelengths and faster meander migration.
4.3.3 Plots of periodic-domain behavior
In (4.15) we look at the ratio real(γ)/real(γmax) as compared to k/kneutral(α). This
plot tells us that we expect to see a broader range of wave numbers for larger values
of α.
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Figure 4.15: real(γ)/real(γmax) as a function of k/kneutral
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In figure (4.16), we look at the ratio γi/γi(γR,max) as compared to k/kneutral(α). This
plot tells us that we expect more skewing of propagation speed at lower values of α.
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Figure 4.16: imag(γ)/imag(γmax) as a function of k/kneutral
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Chapter 5
Scaling analysis
5.1 Length scale
From chapter (2.4), we use the following characteristic length:
L∗ ∼ H
2Cf
(2.47)
The characteristic length arises from a momentum balance between the downstream
flow of fluid and momentum changes caused by frictional forces acting at the bed of
the river to resist that downstream flow. It represents the distance that fluid must
travel downstream to escape the influence of an upstream perturbation (Edwards and
Smith, 2001).
We can convert to dimensional units (marked by an asterisk) from non-dimensional
units by the following convention:
(s∗, x∗, y∗) = [length scale]× (s, x, y) (5.1)
This conversion, together with the linear theory results shown in figure (3.2), provide a
powerful means of making physical predictions with a limited set of input parameters.
Perhaps the most common of these predictions is the expected size of meanders.
Equation (3.70), together with the value of α, suffice to produce a plot such as (3.2),
and H and Cf suffice to convert the x-axis of the plot into dimensional values. In
nature or in a flume, we expect that meander wavelengths that correspond with
negative γR values will be damped, whereas meander wavelengths corresponding with
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positive γR will grow. The critical wavelength, at which maximum growth rate occurs,
should dominate as the ‘characteristic’ wavelength of the system, and the smallest
wavelengths to appear in the system should occur at the value at which γR(k) changes
sign.
5.1.1 Field work: Beatton River
To demonstrate how to answer the question of what size meanders develop, we con-
sider the Beatton River in Canada, which has been well studied. We take relevant
values from Parker and Andrews (1986).
Relevant values are these, and come from Parker and Andrews (1986):
Fr Froude number 0.431
A scour factor 10
Cf fricton coefficient 0.00360
H0 depth 2.28 m
Table 5.1: Beatton River data
With the Fr and A values in table (5.1), we can calculate α, which, together with
equation (3.69), allows us to solve for the nondimensional critical wavenumber, k∗,
and the wavenumber of neutral stability, kneutral. The wavenumbers can be converted
to nondimensional wavelengths, and the values of H and Cf , together with equation
(5.1), suffice to convert to real dimensional values.
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α 1
2
(Fr2 + A− 1) 4.59
k∗ im(
√
−1 +√1 + α) 1.17
kneutral
√
α 2.14
λ∗ 2pi
k∗ 5.378
λneutral
2pi
kneutral
2.93
λ∗D λ∗
(
H
2Cf
)
1703.1m
λDneutral λneutral
(
H
2Cf
)
928.4m
Table 5.2: Beatton River calculations
From the table, we see that the meander wavelengths predicted by theory should be
between 928.4m and an infinite length, where 928.4m corresponds to the fastest
propagating wavelength with a non-negative growth rate. 1703m corresponds to
the characteristic wavelength that grows fastest in amplitude and should be most
common. We can see from figure (5.1) (which are images of half wavelengths) that
these are reasonable approximations. Segment 1 is of the order 900m, while segment
6 is closer to 1500m. Segment 10 has two very different wavelengths present, one of
about 600m and the other of about 1600m. These are close to the predicted range.
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Figure 5.1: Reprinted from Hickin and Nanson (1975), The character of channel
migration on the Beatton River, northeast British Columbia, Geological Society of
America Bulletin, 86(4), doi: 10.1130/0016-7606(1975)86<487:TCOCMO>2.0.CO;2.
Copyright (1975) Geological Society of America. “Isochrone maps of the point-bar
surfaces at survey sites” from p.492 figure 7. (Hickin and Nanson, 1975).
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5.2 Time and velocity scaling
From section (2.4), the time scaling is
t∗ =
L∗
U∗
1
E(b˜/L∗)
(2.59)
And we convert between dimensionless and dimensional time using
(t∗) = time scale× (t) (5.2)
We find in section (2.4) that there are two distinct characteristic velocities, a fluid
velocity and a migration rate. The characteristic fluid velocity is this:
U∗ = U (2.48)
The characteristic migration velocity is this:
u∗migration ∼
(
U∗
L∗
)
b˜E ∼ 2g2/3I2/3C1/3f Q−1/3b˜4/3E (2.72)
This result gives us physical intuition into the rate at which meanders migrate. For
example, consistent with intuition, increasing the gradient I or the erosion rate, E,
causes an increase in the migration rate. Contrary to intuition, however, it follows
from this equation that increasing volumetric flow rate causes a decrease in migration
rate.
We find that this result also compares well with experimental data. From Parker and
Andrews (1986), we have the following values to describe the Beatton River.
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Q 325.4 m3/s
Cf 0.0036
b 70 m
I 0.00067
g 9.8 m/s2
E 1.85× 10−08
Table 5.3: Beatton River measurements
This gives us a predicted umigration of 0.13 m/yr. According to Nanson and Hickin
(1983), the true observed rate of migration of the Beatton River is 0.16-0.70 m/yr.
Note that E is a heuristic value that can be off by a factor of 1000. Therefore, while
we believe our scaling equation to be accurate, the good agreement shown here may
be fortuitous.
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Chapter 6
Numerical methods: linear systems
We consider the linear partial differential equation
ytx + yt = yxxx − αyxx (3.10)
which we derived in chapter 3 from the full nonlinear partial differential equations
(2.55) and (2.61) that govern river morphodynamics. We consider equation (3.10)
together with the following boundary conditions
y = g0(t) at x = 0; y
′ = g1(t) at x = 0 (6.1)
c2y
′′ + c1y′ + c0y = h(t) at x = L (6.2)
and the initial condition
y = f0(x) (6.3)
Here, g0(t), g1(t), h(t), and f0(x) are functions that, for the time being, we leave
unspecified. L is length, and is used to specify the x-coordinate value at the furthest
downstream end of the meander channel. c0, c1, and c2 are constant coefficients,
which we also leave unspecified. To solve this system numerically, we must discretize
in both space and in time.
6.1 Spatial discretization
For spatial discretization, there are three standard approaches:
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1. Finite-difference methods
2. Finite-element methods
3. Spectral methods
While spectral methods are feasible, we have chosen to use finite-difference methods.
We find that the theory for finite-difference methods is clean and provides insight
into the effects of numerics on the accuracy and stability of solutions. Moreover,
finite-difference methods can lead to a robust and efficient computational algorithm.
6.1.1 Finite-difference methods
We wish to achieve O(2) spatial discretization via a finite difference method, and find
that the formulas for finite differences are these, where CDF, FDF, and BDF indicate
central, forward, and backward difference formulas, respectively (Fornberg, 1988):
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CDF
f ′C(x) ≈
−f(x−∆x) + f(x+ ∆x)
2∆x
(6.4)
f ′′C(x) ≈
f(x−∆x)− 2f(x) + f(x+ ∆x)
∆x2
(6.5)
f ′′′C (x) ≈
−f(x− 2∆x) + 2f(x−∆x)− 2f(x+ ∆x) + f(x+ 2∆x)
2∆x3
(6.6)
FDF
f ′F (x) ≈
−3f(x) + 4f(x+ ∆x)− f(x+ 2∆x)
2∆x
(6.7)
f ′′F (x) ≈
2f(x)− 5f(x+ ∆x) + 4f(x+ 2∆x)− f(x+ 3∆x)
∆x2
(6.8)
f ′′′F (x) ≈
−5f(x) + 18f(x+ ∆x)− 24f(x+ 2∆x) + 14f(x+ 3∆x)− 3f(x+ 4∆x)
2∆x3
(6.9)
BDF
f ′B(x) ≈
f(x− 2∆x)− 4f(x−∆x) + 3f(x)
2∆x
(6.10)
f ′′B(x) ≈
−f(x− 3∆x) + 4f(x− 2∆x)− 5f(x−∆x) + 2f(x)
∆x2
(6.11)
f ′′′B (x) ≈
3f(x− 4∆x)− 14f(x− 3∆x) + 24f(x− 2∆x)− 18f(x−∆x) + 5f(x)
2∆x3
(6.12)
We wish to understand how the semi-discrete nature of these derivatives affects the
extent to which they can accurately represent the exact derivatives at poor resolution.
We therefore apply a standard von Neumann stability analysis, assuming the form of
f to be f(x) = eikx, and solve for correction coefficients, h such that
hm = f
(m)
discrete/f
(m)
exact (6.13)
Here, the m in f (m) designates a derivative of order m. f
(m)
discrete refers to the discretized
equations (6.4 - 6.12), and f
(m)
exact is defined as
f
(m)
exact = (ik)
deikx (6.14)
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After substituting equations (6.4 - 6.12) and (6.14) into (6.13); introducing the pa-
rameter δ = k∆x; and manipulating the equations algebraically into sin and cos
form, we find the following correction coefficients:
CDF
h1C(x) ≈ sin(δ)
δ
(6.15)
h2C(x) ≈ −2cos(δ) + 2
δ2
(6.16)
h3C(x) ≈ −sin(2δ) + 2sin(δ)
δ3
(6.17)
FDF
h1F (x) ≈
(
4sin(δ)− sin(2δ)
2δ
)
+
(
3− 4cos(δ) + cos(2δ)
2δ
)
i (6.18)
h2F (x) ≈
(−2 + 5cos(δ)− 4cos(2δ) + cos(3δ)
δ2
)
+ (6.19)(
5sin(δ)− 4sin(2δ) + sin(3δ)
δ2
)
i (6.20)
h3F (x) ≈
(−18sin(δ) + 24sin(2δ)− 14sin(3δ) + 3sin(4δ)
2δ3
)
+ (6.21)(−5 + 18cos(δ)− 24cos(2δ) + 14cos(3δ)− 3cos(4δ)
2δ3
)
i (6.22)
BDF
h1B(x) ≈
(
4sin(δ)− sin(2δ))
2δ
)
+
(−3 + 4cos(δ)− cos(2δ)
2δ
)
i (6.23)
h2B(x) ≈
(−2 + 5cos(δ)− 4cos(2δ) + cos(3δ)
δ2
)
+ (6.24)(−5sin(δ) + 4sin(2δ)− sin(3δ)
δ2
)
i (6.25)
h3B(x) ≈
(−18sin(δ) + 24sin(2δ)− 14sin(3δ) + 3sin(4δ)
2δ3
)
+ (6.26)(
5− 18cos(δ) + 24cos(2δ)− 14cos(3δ) + 3cos(4δ)
2δ3
)
i (6.27)
In the limit as the discretization k∆x → 0, these correction factors all approach 1,
which is to say that in the high-resolution limit, the discretized approximations of
the derivative approach the analytical derivative. The shortest wave realized in the
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discrete system is the wavelength λ = 2∆x, which corresponds to δ = pi. Thus, when
we consider the dependence of hd(δ) on δ, the range from δ = 0 to pi is of interest.
This is plotted in figure (6.1).
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Figure 6.1: Semi-discrete correction factors h(m) as a function of k∆x.
6.1.2 Spatial discretization of equation (3.10)
To illustrate the use of these finite difference equations (6.4 - 6.12), we consider the
spatial discretization of our linearized meander-morphodynamics equation, equation
(3.10):
ytx + yt = yxxx − αyxx (3.10)
We recall the linear theory from chapter 3, which demonstrated that if we choose an
exact solution of the form y = eikxeγt, where k is a wave number and γ is complex
growth and propagation rate, we find that
γ =
−ik3 + αk2
1 + ik
(3.69)
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Recall that γ = γR + γIi, such that γR is the rate at which waves grow in amplitude.
Here, if we plot γ(k) (as shown in figure (3.2)), we find a range of k values for which
γR > 0. Wavelengths associated with those γR > 0 wavenumbers will grow; other
wavelengths will be damped. If we apply the correction coefficients, equations (6.18)
to (6.27), to equation (3.10) together with the exact solution y = eikxeγt, we find that
the semi-discrete value of γ from a finite difference discretization is
γSD =
−h3(δ)ik3 + αh2(δ)k2
1 + h1(δ)ik
(6.28)
It follows that γSD is a function of δ and of the specific choice of finite-difference
method. In the semi-discrete regime, it is therefore the case that both δ and the choice
of finite-difference method will affect which wavelengths grow and which wavelengths
decay. Any differences between continuous and semi-discrete theory are therefore the
result of numerics, not physics.
As discussed, the range δ = 0 to δ = pi is of interest. We also wish to note that in a
computational simulation, all wavelengths in that range will be excited, regardless of
the initial condition inputs, and so it is crucial that we understand what happens at
poor resolution (δ = pi, δ = pi/2, etc.) and choose our finite-difference formulation to
minimize the growth of unphysical wavelengths.
With that goal in mind, based on the correction coefficients (equations (6.18)- (6.27))
and the observation that sin(pi) ≡ 0, we note that for the worst-case resolution at
δ = pi, all third-order derivatives for all three discretization schemes yield a correction
factor of 0. This is reflected in figure (6.1) as well. Therefore, the stabilizing term
in (6.28) (i.e., −h3(δ)ik3), which derives from the third-order derivative in equation
(3.10) disappears.
If we choose a central-difference scheme for the second-order derivative in equation
(3.10), equation (6.28) will yield a positive numerator, which implies exponential
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growth of 2∆x wavelengths—in contrast to continuous linear stability theory. A
simulation with this choice would be unconditionally unstable, which is unphysical
and therefore highly undesirable. If instead we choose a backwards finite-difference
scheme to represent the second-order derivative in equation (3.10), the correction
factor h3 changes sign so that the numerator in equation (6.28) becomes negative;
the unphysical instabilities are damped, as continuous linear stability theory dictates
they should be.
We can explicitly explore the γR dependence on discretization schemes and δ, and do
so in figure (6.2).
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Figure 6.2: Growth rate (real part of γ) at various ∆x values using various discretiza-
tion schemes.
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Figure (6.2) shows a sampling of curves. Here, ‘F’, ‘C’, and ‘B’ indicate forward, back-
ward, and central difference schemes, and each combination of three letters indicates
which scheme was used for the first, second, and third-order derivative, respectively.
Of all of the combinations, only two (FCC and BBC) don’t lead to unphysical insta-
bilities. BBC most closely reproduces linear stability theory, and so we have chosen
to work with that scheme.
6.1.3 Matrix representation of equation (3.10)
We wish to represent equation (3.10) in its discrete form.
ytx + yt = yxxx − αyxx (3.10)
We begin by letting a vector yi(t) be defined such that
yi(t) = y(t)|x=i∆x (6.29)
where yi is of size N with 0 ≤ i ≤ N − 1. Now we introduce three N ×N matrices,
D1, D2, and D3 such that
y′i = (D1)ijyj (6.30)
y′′i = (D2)ijyj (6.31)
y′′′i = (D3)ijyj (6.32)
Here, the m in y
(m)
i indicates the order of the derivative.
The matrices are defined as below. Note that we have used ∗ to indicate rows that
will be treated as special cases due to the enforcement of boundary conditions. We
will discuss these rows later in this chapter. We use dots (. . .) to indicate where rows
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and columns can be added, provided that they fit the pattern below. The matrix
must ultimately be a square, N ×N matrix.
Matrix (D1)ij is constructed from first-order backwards finite-difference equation
(6.10). Rows 0, 1, and N are ‘special’ rows that will be defined later in this chapter.
(D1)ij =
1
2∆x

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
1 −4 3 0 0 0 0 0
0 1 −4 3 0 0 0 0 .
0 0 1 −4 3 0 0 0 .
0 0 0 1 −4 3 0 0 .
0 0 0 0 1 −4 3 0
. . . .
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

(6.33)
Matrix (D2)ij is constructed from second-order backwards finite-difference equation
(6.11). Rows 0, 1, 2, and N are ‘special’ rows that will be defined later in this chapter.
(D2)ij =
1
∆x2

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
−1 4 −5 2 0 0 0 0 .
0 −1 4 −5 2 0 0 0 .
0 0 −1 4 −5 2 0 0 .
0 0 0 −1 4 −5 2 0
. . . .
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

(6.34)
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Matrix (D3)ij is constructed from third-order central finite-difference equation (6.6).
Rows 0, 1, N − 1, and N are ‘special’ rows that will be defined later in this chapter.
(D3)ij =
1
2∆x3

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
−1 2 0 −2 1 0 0 0 .
0 −1 2 0 −2 1 0 0 .
0 0 −1 2 0 −2 1 0 .
0 0 0 −1 2 0 −2 1
. . . .
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

(6.35)
Note that these matrices are sparse. With the definitions of D1, D2 and D3 in place,
we can rewrite equation (3.10) as
d
dt
[
(D1 + I)ij yj
]
= (D3 − αD2)ijyj (6.36)
where I is the identity matrix. We then define the following
Dij = (D1)ij + Iij (6.37)
Lij = (D3)ij − α(D2)ij (6.38)
such that
d
dt
[Dijyj] = Lijyj (6.39)
In the linearized regime, D is constant in time, so (6.39) becomes
Dij dyj
dt
= Lijyj (6.40)
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6.2 Temporal discretization
To solve equation (6.40), we must now determine a temporal discretization scheme.
The standard options are these:
1. Explicit methods, including Euler and higher-order Runge-Kutta methods
2. Basic implicit methods such as implicit Euler methods
3. Diagonally implicit Runge-Kutta (DIRK) methods
Explicit methods, while easier to implement and highly accurate, generally lead to
severe restrictions on time step size such that
∆t ∼ ∆x2 (6.41)
by contrast, implicit methods are generally unconditionally stable such that
∆t ∼ 1 (6.42)
and the only restrictions on time-step size are due to accuracy, not stability. Here we
choose to use implicit methods in order to avoid issues with time step size.
6.2.1 Implicit methods
The formulas for implicit Euler and diagonally implicit Runge-Kutta (DIRK) meth-
ods can be found in publications by Butcher (1964); Alexander (1977). The basic
formulation is below. Assume that we have an ordinary differential equation
dy
dt
= f(y, t) (6.43)
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with initial condition
y = y0 at t = t0 (6.44)
The solution of the equation, with a DIRK algorithm, leads to
g(i) = f
(
yn + ∆t
v∑
j=1
aijg
(j), tn + τi∆t
)
(6.45)
yn+1 = yn + ∆t
v∑
i=1
big
(i) (6.46)
The coefficients aij and bi are given by a Butcher table. An example for a 1-stage
method is
1− stage Butcher table : a11 τ1
b1
(6.47)
which implies the following:
g(1) = f
(
yn + ∆t(a11g
(1)), tn + τ1∆t
)
(6.48)
yn+1 = yn + ∆t
(
b1g
(1)
)
(6.49)
Implicit midpoint
In this work, we use an implicit midpoint method, which is second-order accurate in
time. To do so, we use the 1-stage implicit midpoint Butcher table
1− stage implicit midpoint Butcher table : 1/2 1/2
1
(6.50)
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With this Butcher table, equations (6.48) and (6.49) become
g(1) = f
(
yn +
1
2
∆tg(1), tn +
1
2
∆t
)
(6.51)
yn+1 = yn + ∆tg
(1) (6.52)
or
yn+1 − yn = ∆tg(1) (6.53)
Implicit midpoint for linear ODEs
Consider the specific case in which f(y, t) is linear in y such that
dy
dt
= f(y, t) = B(t)y + C(t) (6.54)
Under these conditions, we can simplify equation (6.51)
g(1) = B
(
tn +
1
2
∆t
)[
yn +
1
2
∆tg(1)
]
+ C
(
tn +
1
2
∆t
)
(6.55)
For convenience, we define
B1/2 ≡ B
(
tn +
1
2
∆t
)
(6.56)
C1/2 ≡ B
(
tn +
1
2
∆t
)
(6.57)
and rearrange equation (6.55) to group g(1) terms
(
I − 1
2
B1/2∆t
)
g(1) = B1/2yn + C1/2 (6.58)
If we multiply both sides of (6.58) by ∆t and then replace ∆tg(1) with the left hand
112
side of (6.53), we get
(
I − 1
2
B1/2∆t
)
[yn+1 − yn] = (B1/2∆t)yn + C1/2∆t (6.59)
or (
I − 1
2
B1/2∆t
)
yn+1 =
(
I +
1
2
B1/2∆t
)
yn + C1/2∆t (6.60)
This is a general result, which holds for any linear ODE of the form
dy
dt
= f(y, t) = B(t)y + C(t) (6.54)
6.2.2 Application of implicit-midpoint rule
We have already spatially discretized our linear meander-morphodynamic equation
(equation 6.40), and we now wish to discretize in time using the implicit midpoint
rule.
Dij dyj
dt
= Lijyj (6.40)
Recognizing that D is a square non-singular matrix, we can write
dyi
dt
= D−1ik Lkjyj (6.61)
This is of the form (6.54) where C(t) = 0 and with
B(t)ij = D−1ik Lkj (6.62)
Thus, equation (6.60) applies to equation (6.62) for B. Multiplying both sides of
(6.54) by D yields
DkiB(t)ij = Lkj (6.63)
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The implicit midpoint formula (6.60) applied to vector yj may now be written as(
Dij − 1
2
(Lij∆t)
)
yj,n+1 =
(
Dij + 1
2
(Lij∆t)
)
yj,n (6.60)
where the first index in yj,n+1 and yj,n is a spatial index and the second index, which
follows the comma, is a time index.
We define
Aij = Dij − 1
2
(Lij∆t) (6.64)
such that
Aijyj,n+1 = Aijyj,n + (Lij∆t) yj,n (6.65)
Let
Ωj,n+1 = Aijyj,n + (Lij∆t) yj,n (6.66)
Finally,
Aijyj,n+1 = Ωj,n+1 (6.67)
Ωj,n+1 = Ωj,n + Lij∆tyi,n (6.68)
Equations (6.67) and (6.68) together are the full discretization of our equation (3.10).
All that remains is to fill in the ‘special rows’ as discussed in the spatial discretization
portion of the chapter.
6.3 Special rows
A number of rows in our formulation of D1, D2, D3, and ultimately A and Ω require
special treatment as a result of boundary conditions. In this section, we specifically
address all of these special cases.
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• Row 0: The uniqueness proof dictates that y(x = 0) must be provided by the
boundary conditions. This implies that
A0j = [1 0 0 0 0 0 ...] (6.69)
and
Ωn+1 = y(x = 0) (6.70)
where y(x = 0) is an input boundary condition.
• Row 1: Similarly, because the uniqueness proof shows that yx(x = 0) must be
provided as an input boundary condition, we fill row 1 of A with equation (6.7)
for an O(2)-accurate first-order forward-difference scheme.
A1j = 1
2∆x
[−3 4 − 1 0 0 0 ...] (6.71)
Ωn+1 = yx(x = 0) (6.72)
given an analytical expression for the first-order derivative of y.
• Row 2: When we build our D2 matrix, we are unable to use standard backward
differences (equation (6.11)) at row 2 because doing so would require us to
access data at x = −∆x, which is unavailable. Instead, we must use a central
differences formula (6.5) such that
(D2)2,j =
1
∆x2
[0 1 − 2 1 0 0 0 0 ...] (6.73)
With this adjustment, A, D, and Ω can be calculated exactly as in rows 3 to
N-2 (inclusive).
• Row N-1: When we build our D3 matrix, we are unable to use standard central
differences (equation (6.6)) at row N − 1 because doing so would require us to
access data at x = (N + 1)∆x, which is unavailable. Instead, we must use a
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central differences formula (6.6) such that
(D3)2,j =
1
2∆x3
[... 0 0 0 0 0 3 − 14 24 − 18 5] (6.74)
With this adjustment, A, D, and Ω can be calculated exactly as in rows 3 to
N-2 (inclusive).
• Row N: In the nth row, we have used the downstream boundary
y′′ + y′ = h(t) (6.75)
which is one of the possible downstream boundaries allowed by the unique-
ness theorem. With this boundary condition in mind, we employ expressions
for y′ and y′′ based on backwards difference formulas (6.10) and (6.11). For
convenience, define
aN1 =
1
2∆x
[...0 0 0 1 − 4 3] (6.76)
aN2 =
1
∆x2
[...0 0 − 1 4 − 5 2] (6.77)
and then
A(N−1)(j) = (aN1 + aN2)j (6.78)
We also use
ΩN = 0 (6.79)
6.4 Implementation
We have implemented the simulation that solves 3.10 with this process:
1. Set up parameters: choose α and γ. For most of our simulations, we have
chosen γ = iω, and our choice of ω allows us to calculate r1, r2, and r3 values
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via Newton’s method, as described in section (3.4)
2. Set up the differentiation matrices D1, D2, D3. This occurs only once, at the
beginning of the simulation.
3. Choose boundary condition values at all time steps, and store that information
BC1 = y(x = 0, t) (6.80)
BC2 = y
′(x = 0, t) (6.81)
BC3 = y
′(x = L, t) + y′′(x = L, t) (6.82)
4. Choose initial condition x and y vectors, both of size N . In our simulation, we
choose an x that goes from 0 to L with constant ∆x intervals. y is an arbitrary
function.
5. Set up sparse matrices A and D
Dij = (D1)ij + Iij (6.37)
Lij = (D3)ij − α(D2)ij (6.38)
Aij = Dij − 1
2
Lij∆t (6.64)
and adjust with special rows as described.
6. At t = 0, solve for Ωj,0 with equation
Ωj,0 = Aijyj,0 (6.67)
7. Begin the time-step algorithm.
Ωj,n+1 = Ωj,n + Lij∆tyi,n (6.68)
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Adjust Ω0,n+1(t), Ω1,n+1(t), and ΩN,n+1(t) to account for the boundary condi-
tions.
Ω0,n+1(t) = BC1(t) (6.83)
Ω1,n+1(t) = BC2(t) (6.84)
ΩN,n+1(t) = BC3(t) (6.85)
Finally,
yj,n+1 = A−1ij Ωj,n+1 (6.67)
Repeat for all time steps.
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Chapter 7
Nonlinear methods
In chapter 6, we developed numerical methods to solve the linear (small-amplitude)
form of the meander-morphodynamic equations. The linear equations can only pro-
duce sinusoidal solutions (such as in figure (7.1(a))), whereas true meanders look more
like figure (7.1(b)) and, when well developed, like figure (7.1(c)).
(a) Linear solution
(b) Nonlinear solution
(c) Well-developed nonlinear solution
Figure 7.1: Linear and nonlinear solutions to the meander-morphodynamics equa-
tions.
To gain deeper insight into the behavior of real meandering rivers, in this chapter we
develop the numerical methods for solving the fully nonlinear meander-morphodynamic
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equations:
∂u
∂s
+ u = −∂κ
∂s
+ ακ (2.55)
 xt
yt
 =
 −ysu
xsu
 (2.61)
7.1 Parameterization
7.1.1 s parameterization
The natural coordinate of a meandering river is arc length s, which is a measure of
the distance traveled from upstream to downstream. This can be conceptualized in
terms of discrete beads glued at even intervals onto a straight wire. When the wire
is bent, the beads are no longer spaced evenly in the (x, y) coordinate system, but
they continue to mark even intervals in the (s, n) coordinate system, where n points
normal to the arclength. Figure (7.2) shows markers along a curved line. The sum of
the distances between each consecutive marker is an approximation of the arclength
between the first and last marker.
Figure 7.2: Arc length parameterization
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7.1.2 e parameterization
While s is the natural variable, it is also mathematically complex. An alternate
approach to parameterizing plane curves is to introduce an arbitrary parametric vari-
able, e, such that the position is specified as x(e, t) and y(e, t). With this specification,
arclength s is given by
s(e, t) =
∫ e
0
√(
∂x
∂e
)2
+
(
∂y
∂e
)2
de (C.4)
The parameter e is far more flexible, but also introduces a new degree of freedom and
therefore requires an additional equation: an arbitrarily defined function that defines
the relationship between x, y and e. We will address two simple approaches below.
Returning to the beads-and-wire analogy, if each bead is no longer glued in place but
can slide, the arclength value of each bead is continuously changing. It can be useful
to identify each bead with a value that does not change, and we can use e for this
purpose. In the context of a simulation, it can be useful to move ‘beads’ (to change
the discretization along the meander centerline) i.e., to cluster points around regions
of high curvature for better resolution or to maintain even spacing even while the
total arclength is changing.
How we choose to adjust the spatial discretization enters through the extra equation
that parameterization necessitates. If we couple our governing partial-differential
equations with the new equation that defines how ‘beads’ move along the river cen-
terline we can achieve ‘automatic’ and dynamic point redistribution.
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7.1.3 Transformation of governing equations to an e
parameterization
We wish to move from the linear algorithm of chapter (6) to a fully nonlinear simula-
tion that would allow us to observe the behavior of equations (2.55) and (2.61). We
start by transforming the momentum equation (2.55) and the erosion equation (2.61)
such that we have x(e, t) and y(e, t) instead of x(s, t) and y(s, t).
In appendix (C) we introduce the variable σ where
σ =
[
∂
∂e
s(e, t)
]−1
=
[(
∂x
∂e
)2
+
(
∂y
∂e
)2]−1/2
(C.14)
and
s(e, t) =
∫ e
0
1
σ
de (7.1)
The erosion equations (2.61) may be expressed in terms of e and t, yielding
∂
∂t
(x(s, t)) = − ∂
∂s
y(s, t)u (2.61)
∂
∂t
(y(s, t)) =
∂
∂s
x(s, t)u
where u(s, t), the cross-stream velocity difference at a point along the river, is a
solution of equation (2.55). As shown in appendix (E), the erosion equations (2.61)
may be transformed into (e, t) variables, yielding
(
∂x
∂t
)
e
= −σyeu+ xeσutan (E.13)
(
∂y
∂t
)
e
= σxeu+ yeσutan (E.14)
Hereafter we will represent ∂
∂e
with the subscript e, such that, for example, ye =
122
∂
∂e
y(e, t). For convenience, we define
utan(e, t) =
∂
∂t
s(e, t) (7.2)
Finally, we note that the momentum equation (2.55) expressed in terms of e and t is
written for u(e, t) as
σue + u = −κs + ακ (7.3)
Appropriate expressions for κ and κs as expressions of e and t are given in appendix
(D) by equations (D.5), (D.7), and (D.8). Together, equations (E.13), (E.14), and
(7.3) are our governing differential equations transformed to (e, t).
We now turn to the specification of the distribution s(e, t) and in particular utan =
∂
∂t
(s(e, t)). We will consider two approaches. First, for simplicity, we consider curves
which are single valued functions y(x) and choose a parametric variable such that
x(e, t) ≡ e.
7.2 Case 1: x(e, t) ≡ e
7.2.1 Governing equations
We choose x(e, t) ≡ e. This leads to a number of simplifications. Most notably,
equation (E.13) simplifies to (
∂x
∂t
)
e
≡ 0 (7.4)
which immediately gives
utan =
ye
xe
u (7.5)
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We then find that (E.14) reduces to
σ
∂y
∂t
= u (7.6)
Similarly, σ(e, t) reduces to
σ = (1 + y2e)
−1/2 (7.7)
The momentum equation remains as before
σue + u = −κs + ακ (7.3)
but with simplified terms, equations (D.5), (D.7), and (D.8) now give
κ = σ3 (ye − yee) (7.8)
κs = 3σeκ− σ4yeee (7.9)
σe = −σ3(yeyee) (7.10)
It proves convenient to represent the right hand side of (7.3) by defining
G(ye, yee, yeee) = −∂κ
∂s
+ ακ (7.11)
7.2.2 Linearization and matrix form
We would like to transform equations (7.6) and (7.3) into a form like
Du = Ly +G (7.12)
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where D and L are N×N matrices, and u, y, and G are vectors of size N . To achieve
this, we start by merging equations (7.6) and (7.3), using (7.11) for the right hand
side. [
(1 + σe) + σ
∂
∂e
](
∂y
∂t
)
= G (7.13)
We wish to linearize in time, and therefore define base state at t = n (y¯, G¯, u¯, σ¯, σ¯e)
along with perturbations (marked with hats):
y = y¯ + yˆ (7.14)
u = u¯+ uˆ
G = G¯+ Gˆ
σ = σ¯ + σˆ
σe = σ¯e + σˆe
Where
∂y
∂t
≡
(
∂yˆ
∂t
)
(7.15)
because y¯ = y evaluated at t = tn.
We note that yˆ, Gˆ, uˆ, σˆ, etc. are small, O(∆t), but that
∂yˆ
∂t
∼ O(1) (7.16)
such that
∂yˆ
∂t
(t) =
(
∂yˆ
∂t
)
n
+O(∆t)
and, to simplify later equations, we define
y˙n ≡
(
∂yˆ
∂t
)
n
(7.17)
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It also proves convenient to define
d0(e, t) = σ¯e + 1 (7.18)
d1(e, t) = σ¯ (7.19)
We substitute the linearizations defined in (7.14) and (7.15) into the governing equa-
tion (7.13) and retain only terms of O(1) or of O(∆t).
[
1 + σ¯e + σ¯
∂
∂e
](
∂yˆ
∂t
)
= Gˆ−
[
σˆe + σˆ
∂
∂e
](
∂y
∂t
)
n
+ G¯ (7.20)
We let the definitions of σ, σe, κ, and κs (equations (C.14), (D.8), (D.5), (D.7))
guide us in expanding the perturbed terms into their yˆe, yˆee, and yˆeee components.
In particular, we introduce the time-dependent coefficients s0, s11, s12, g1, g2, g3, d0,
and d1, all of which are defined later in this chapter, so that we can write
σˆ = s01yˆe (7.21)
σˆe = s11yˆe + s12yˆee (7.22)
Gˆ = g1yˆe + g2yˆee + g3yˆeee (7.23)
We can then insert all of these expansions into (7.20) and find that
[
d0(t) + d1(t)
∂
∂e
](
∂yˆ
∂t
)
= g1yˆe + g2yˆee + g3yˆeee (7.24)
− (s11yˆe + s12yˆee) y˙n
−s01yˆe
(
∂y˙n
∂e
)
+ G¯
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Further, define:
b1(t) = g1 − s11y˙n − s01
(
∂y˙n
∂e
)
b2(t) = g2 − s12y˙n
b3(t) = g3
This allows us to redefine (7.24) as
[
d0 + d1
∂
∂e
](
∂yˆ
∂t
)
= b1yˆe + b2yˆee + beyˆeee + G¯ (7.25)
Finally, define:
D ≡ d0(e, t) + d1(e, t) ∂
∂e
(7.26)
L ≡ b1(e, t) ∂
∂e
+ b2(e, t)
∂2
∂e2
+ b3(e, t)
∂
∂e3
(7.27)
where D1, D2, D3 are the sparse differentiation matrices defined in chapter 6.
Note that D1, D2, D3 are based on uniform point spacing in the parametric variable
e and are independent of time. All t dependence and non-uniformity in e is contained
in the coefficients d0, d1, b1, b2, and b3.
And we have achieved our desired form
D
(
∂yˆ
∂t
)
= Lyˆ + G¯ (7.28)
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7.2.3 Numerical temporal discretization
We recall from chapter (6) that linear ordinary differential equations of the form
dy
dt
= B(t)y + C(t) (6.54)
when discretized using an implicit midpoint formula, take this form:
(
I − 1
2
B1/2 ∆t
)
yn+1 =
(
I +
1
2
B1/2 ∆t
)
yn + C1/2 ∆t (6.60)
Here we apply the second-order implicit midpoint rule to the linear ordinary differ-
ential equation
D
(
∂yˆ
∂t
)
= Lyˆ + G¯ (7.28)
by first rewriting equation (7.28) in the form of equation (6.54). We do this by
recognizing that D is a square nonsingular matrix such that
dyˆ
dt
= D−1Lyˆ +D−1G¯ (7.29)
B(t) = D−1(t)L(t) (7.30)
C(t) = D−1(t)G¯(t) (7.31)
and equation (7.29) becomes
dyˆ
dt
= B(t)yˆ + C(t) (7.32)
We see that (7.32) is a linear ordinary differential equation in the exact form of
equation (6.54), and can therefore be discretized as
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(
I − 1
2
(
B1/2
)
∆t
)
yˆn+1 =
(
I +
1
2
(
B1/2
)
∆t
)
yˆn +
(
C1/2∆t
)
(7.33)
It follows from equations (7.30) and (7.31) that
D(t)B(t) = L(t) (7.34)
D(t)C(t) = G¯(t) (7.35)
and we can write equation (7.165) as
(
D1/2 − 1
2
L1/2∆t
)
yˆn+1 =
(
D1/2 + 1
2
L1/2∆t
)
yˆn +
(
G¯1/2∆t
)
(7.36)
A1/2 = D1/2 − 1
2
L1/2∆t (7.37)
which gives us
A1/2 yˆn+1 = A1/2 yˆn + L1/2 ∆tyˆn + G¯1/2 ∆t (7.38)
Finally, we define
Ωn+1 = A1/2 yˆn + L1/2 ∆tyˆn + G¯1/2 ∆t (7.39)
A1/2 yˆn+1 = Ωn+1 (7.40)
Ωn+1 = Ωn + L1/2 ∆tyˆn + G¯1/2 ∆t (7.41)
where
Ω0 = A0y0 (7.42)
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7.2.4 Notes on the y˙ calculation
To implement this algorithm, we must estimate y˙n =
(
∂y
∂t
)
n
and its derivative ∂
∂e
(y˙n)
which enter through the coefficients b1 and b2. These terms only need to be first-order
accurate as they multiply yˆe and yˆee and we ignore quadratic terms.
For the first time step, we set y˙n = 0 and compute an auxiliary estimate y˜ using our
standard equations (7.170) and (7.171).
A0y˜ = A0y0 + L0∆ty0 + G¯0∆t (7.43)
We then calculate y˙0 (only first order accurate) as
y˙0 =
y˜ − y0
∆t
=
(
∂y
∂t
)
0
and we compute b1, b2, b3 at t = t0 using this estimate for y˙0.
For all later time steps, we estimate y˙n from the previous two time steps(
∂y
∂t
)
n
=
yn − yn−1
∆t
7.2.5 Coefficients
Earlier, we expanded σ, σe, G, d0 and d1 in terms of yˆe, yˆee, and yˆeee and associated
coefficients, but did not define those coefficients. Here we explicitly define those
coefficients. We start by creating some definitions that will help to simplify later
notation.
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First we express the following in terms of derivatives of y :
σ =
[
1 + y2e
]− 1
2 (7.44)
σe = −
[
1 + y2e
]−3/2
(yeyee) (7.45)
κ/σ =
[
1 + u2
]−1
(−yee) (7.46)
κs/σ = 3
[
1 + u2
]−5/2
(yey
2
ee) +
[
1 + y2e
]−3/2
(−yeee) (7.47)
We can now express
s01 =
∂σ
∂ye
= −ye[1 + y2e ]−3/2 (7.48)
s11 =
∂σe
∂ye
= 3[1 + y2e ]
−5/2(y2eyee)− [1 + y2e ]−3/2yee (7.49)
s12 =
∂σe
∂σ
= −[1 + y2e ]−3/2ye (7.50)
k01 =
∂
∂ye
(κ
σ
)
= [1 + y2e ]
−2(2yeyee) (7.51)
k02 =
∂
∂yee
(κ
σ
)
= −[1 + y2e ]−1 (7.52)
k11 =
∂
∂ye
(κs
σ
)
= −15[1 + y2e ]−7/2(y2ey2ee) + 3[1 + y2e ]−5/2y2ee (7.53)
k12 =
∂
∂yee
(κs
σ
)
= 6[1 + y2e ]
−5/2(yeyee) (7.54)
k13 =
∂
∂yeee
(κs
σ
)
= −[1 + y2e ]−3/2 (7.55)
g1 = αk01 − k11 (7.56)
g2 = αk02 − k12 (7.57)
g3 = αk03 − k13 (7.58)
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7.3 Case 2: Adaptive utan approach
In section (7.1), we introduced the full nonlinear equations:
σue + u = −κs + βκ (7.3)
xt = −σyeu+ xeσutan (E.13)
yt = σxeu+ yeσutan (E.14)
where
σ = (x2e + y
2
e)
− 1
2 (C.14)
κ = σ3(xeeye − xeyee) (D.5)
κs = 3σeκ+ σ
4(xeeeye − xeyeee) (D.7)
σe = −(x2e + y2e)−3/2(xexee + yeyee) (D.8)
Here, rather than setting x ≡ e, which allows us to eliminate utan from equations
(E.13) and (E.14), we introduce an explicit equation for utan.
As discussed at the beginning of the chapter, introducing a parametric variables also
introduces a new degree of freedom, which must be constrained. In this instance, the
equation in question is the one that controls how points move along the centerline
of the river. This is the point-redistribution equation, which affects the spatial dis-
cretization without actually changing the physics (though the ability of the simulation
to replicate physics depends, to some extent, on a judicious choice of this equation).
We therefore introduce an arbitrary function utan. utan controls the velocity at which
the (x, y) points that define the meander centerline slide up and down that centerline.
When choosing a function, if we wish to maintain constant length per point, we must
keep 1
σ
or 1
σ2
constant since σ =
(
∂s
∂e
)−1
. Based on this restriction, we define an
arbitrary measure function:
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M(e) =
1
σ2
M1 (7.59)
Heuristically, if we say that M0 is a measure at a given time step, and M(e) is the
measure at the next time step
1. M(e) >> M0 indicates locally too few points at a given e, we must compress
2. M(e) << M0 indicates locally too many points at a given e, we must expand
We now define the relationship between utan and M(e) as
∂utan
∂e
= M0 −M(e) (7.60)
The appropriate boundary conditions are these:
utan = 0 at e = 0 (7.61)
utan =
∂L
∂t
at e = emax → choose M0 (7.62)
7.3.1 Matrix form
We wish to address the full nonlinear spatial and numerical discretization. As in the
the linear and x ≡ e formulations, we must linearize the equations and manipulate
them into a matrix form like this:
D
(
∂y
∂t
)
= Ly +G (7.63)
We start by combining (E.13) and (E.14). This gives us explicit expressions for u and
utan:
u
σ
=
(
xe
∂y
∂t
+ ye
∂x
∂t
)
(7.64)
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utan
σ
=
(
xe
∂x
∂t
+ ye
∂y
∂t
)
(7.65)
Inserting (7.64) into (7.3),
(
1 + σe + σ
∂
∂e
)(u
σ
)
=
1
σ
(−κs + βκ) (7.66)
or (
1 + σe + σ
∂
∂e
)(
xe
∂y
∂t
+ ye
∂x
∂t
)
=
1
σ
(−κs + βκ) (7.67)
If we combine (7.65) with (7.60), we get:
(
σe + σ
∂
∂e
)(utan
σ
)
= M0 −Me(κ, σ) (7.68)
or (
σe + σ
∂
∂e
)(
xe
∂x
∂t
+ ye
∂y
∂t
)
= M0 −Me(κ, σ) (7.69)
Together, the velocity and erosion equations form a system of two partial differential
equations. (
1 + σe + σ
∂
∂e
)(
xe
∂y
∂t
+ ye
∂x
∂t
)
=
1
σ
(−κs + βκ) (7.67)(
σe + σ
∂
∂e
)[
xe
∂x
∂t
+ ye
∂y
∂t
]
= M0 −Me (7.69)
G¯ = G at t = tn (7.70)
Let
G =
1
σ
(−κs + ακ) (7.71)
G¯ = (G)t=tn (7.72)
Gm = Mc −M(κ, σ) (7.73)
G¯m = (Gm)t=tn (7.74)
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Our goal is now to linearize them and manipulate them into the following form: D¯x D¯y
D¯mx D¯my
 ∂xˆ∂t
∂yˆ
∂t
 =
 L¯x L¯y
L¯mx L¯my
 xˆ
yˆ
+
 G¯
G¯m
 (7.75)
or
D∂zˆ
∂t
= Lzˆ +G (7.76)
where, for convenience, we have used zˆ for the combined xˆ and yˆ vector, and G for
the combined Gˆ and Gˆm vector.
Left-hand side expansion of equation (7.67)
We wish to put the left-hand side of (7.67) into the following form:
(
1 + σe + σ
∂
∂e
)(
xe
∂y
∂t
+ ye
∂x
∂t
)
= D¯x∂xˆ
∂t
+ D¯y ∂yˆ
∂t
+ dˆij zˆij (7.77)
Here,
zˆij =
 xˆe xˆee xˆeee
yˆe yˆeee yˆeee
 (7.78)
To find the values of the D¯x, D¯y, and dˆij, we start by expanding the left hand side of
equation (7.67) with the following perturbations: σ = σ¯+ σˆ, σe = σ¯e + σˆe, x = x¯+ xˆ,
y = y¯ + yˆ. We then retain only O(1) terms.
LHS =
(
1 + σ¯e + σ¯
∂
∂e
+ σˆe + σˆ
∂
∂e
)[(
x¯e
∂yˆ
∂t
− y¯e ∂xˆ
∂t
)
+ xˆey˙0 − yˆex˙0
]
(7.79)
=
[
x¯e
(
1 + σ¯e + σ¯
∂
∂e
)
+ σ¯x¯ee
]
∂yˆ
∂t
−
[
y¯e
(
1 + σ¯e + σ¯
∂
∂e
)
+ σ¯y¯ee
]
∂xˆ
∂t
+ dˆij zˆij
=
[
(x¯e + x¯eσ¯e + σ¯x¯ee) + x¯eσ¯
∂
∂e
]
︸ ︷︷ ︸
D¯y
∂yˆ
∂t
−
[
(y¯e + y¯eσ¯e + σ¯y¯ee) + y¯eσ¯
∂
∂e
]
︸ ︷︷ ︸
D¯x
∂xˆ
∂t
+ dˆij zˆij
135
With this formulation, we define coefficients dx0, dx1, dy0, dy1, each a function of e
and t.
D¯x = −(y¯e + y¯eσ¯e + σ¯y¯ee)− (y¯eσ¯) ∂
∂e
= dx0 + dx1
∂
∂e
(7.80)
D¯y = (x¯e + x¯eσ¯e + σ¯x¯ee) + (x¯eσ¯) ∂
∂e
= dy0 + dy1
∂
∂e
(7.81)
where
dx0 = −(y¯e + y¯eσ¯e + σ¯y¯ee) (7.82)
dy0 = (x¯e + x¯eσ¯e + σ¯x¯ee) (7.83)
dx1 = −y¯eσ¯ (7.84)
dy1 = x¯eσ¯ (7.85)
dˆij zˆij =
(
1 + σ¯e + σ¯
∂
∂e
)
(xˆy˙0 − yˆex˙0) +
(
σˆe + σˆ
∂
∂e
)
(x¯y˙ − y¯ex˙0) (7.86)
= [y˙0(1 + σ¯e) + σ¯y˙0e]xˆe + y˙0σ¯xˆee
−[x˙0(1 + σ¯e) + σ¯x˙0e]yˆe − x˙0σ¯yˆee
+[x¯ey˙0σˆe + (x¯eey˙0 + x¯ey˙0e)σˆ]
−[y¯ex˙0σˆe + (y¯eex˙0 + y¯ex˙0e)σˆ]
σˆ and σˆe can be expanded in terms of xˆ, yˆ and their derivatives.
σˆ = s11xˆe + s21yˆe (7.87)
σˆe = se11xˆe + se12xˆee + se21yˆe + se22yˆee (7.88)
We will define the coefficients sij and seij later in this chapter. Now, based on the
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expansion of (7.86), we can define
d˜11 = [y˙0(1 + σ¯e) + σ¯y˙e] (7.89)
d˜12 = y˙0σ¯ (7.90)
d˜21 = [−(x˙0(1 + σ¯e) + σ¯x˙0e] (7.91)
d˜22 = −x˙0σ¯ (7.92)
dˆij = d˜ij + [x¯ey˙0 − y¯ex˙0]seij + [(x¯eey˙0 + x¯ey˙0e)− (y¯eex˙0 + y¯ex˙0e)]sij (7.93)
With these definitions, we have now fully defined every term in equation (7.77).
Right-hand side expansion of equation (7.67)
G =
1
σ
(−κs + ακ) (7.94)
We wish to manipulate equation (7.94) into this form
G = G¯+ gij zˆij (7.95)
G¯ = − κ¯s
σ¯
+ α
κ¯
σ¯
(7.96)
We will define kij and ksij later in this chapter.
gij = −ksij + αkij (7.97)
Lij = gij − dˆij (7.98)
We have now fully defined equation (7.67).
Left-hand side expansion of M-equation (7.69)
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We wish to put the left-hand side of (7.69) into the following form:
(
σe + σ
∂
∂e
)[
xe
∂x
∂t
+ ye
∂y
∂t
]
= D¯mx∂xˆ
∂t
+ D¯my ∂yˆ
∂t
+ dˆmij zˆij (7.99)
To find the values of the D¯mx, D¯my, and dˆmij, we start by expanding the left hand
side of equation (7.69) with the following perturbations: σ = σ¯ + σˆ, σe = σ¯e + σˆe,
x = x¯+ xˆ, y = y¯ + yˆ. We then retain only O(1) terms.
LHS =
(
σ¯e + σ¯
∂
∂e
+ σˆe + σˆ
∂
∂e
)[(
x¯e
∂xˆ
∂t
+ y¯e
∂yˆ
∂t
)
+ (xˆex˙0 + yˆey˙0)
]
(7.100)
= [σ¯ex¯e + σ¯x¯ee]
∂xˆ
∂t
+ [σ¯ey¯e + σ¯y¯ee]
∂yˆ
∂t
+[
σ¯x¯e
∂
∂e
]
∂xˆ
∂t
+
[
σ¯y¯e
∂
∂e
]
∂yˆ
∂t
+ dˆmijxˆij
Dmx = (σ¯ex¯e + σ¯x¯ee) + (σ¯x¯e) ∂
∂e
= dmx0 + dmx1
∂
∂e
(7.101)
Dmy = (σ¯ey¯e + σ¯y¯ee) + (σ¯y¯e) ∂
∂e
= dmy0 + dmy1
∂
∂e
(7.102)
dmx0 = (σ¯ex¯e + σ¯ex¯ee) (7.103)
dmy0 = (σ¯ey¯e + σ¯ey¯ee) (7.104)
dmx1 = σ¯xe (7.105)
dmy1 = σ¯ye (7.106)
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We then define
dˆmij zˆij :
(
σ¯e + σ¯
∂
∂e
)
(xˆex˙0 + xˆey˙0) +
(
σˆe + σˆ
∂
∂e
)
(x¯ex˙0 + y¯ey˙0) (7.107)
= (σ¯ex˙0 + σ¯x˙0e)xˆe + σ¯x¯0xˆee + (σ¯ey˙0 + σ¯y˙0e) yˆe + σ¯y˙0yˆee
+ (x¯ex˙0 + y¯ey˙0)σˆe
+ [(x¯eex˙0 + x¯ex˙0e) + (y¯eey˙0 + y¯ey˙0e)] σˆ
such that
d˜m11 = (σ¯ex˙0 + σ¯x˙0e) (7.108)
d˜m12 = σ¯x˙0 (7.109)
d˜m21 = (σ¯ey˙0 + σ¯y˙0e) (7.110)
d˜m22 = σ¯y˙0 (7.111)
dˆmij = d˜mij + [x¯ex˙0 + y¯ey˙0] seij (7.112)
+
[
(x¯ee0˙ + x¯e0˙e) + (y¯eey˙0 + y¯ey˙0e)
]
sij
With these definitions, we have now fully defined every term in equation (7.99).
Right-hand side expansion of M-equation (7.69)
We have
Gm = Mc −M(κ, σ) (7.113)
where
M =
1
σ2
(M1 +M2κ
2) = M1
(
1
σ2
)
+M2
(κ
σ
)
(7.114)
We wish to manipulate equation (7.113) into this form:
Gm = G¯m + gmij zˆij (7.115)
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G¯m = M¯c − M¯ (7.116)
where M¯c is a constant and
M¯ =
1
σ¯2
(M1 +M2κ
2) (7.117)
then
gmij = −mzij (7.118)
such that
mzij =
∂M
∂zij
(7.119)
∂M
∂zij
= − 2
σ3
[
M1 +M2κ
2
] ∂σ
∂z
+
[
2M2
κ¯
σ
] ∂
∂z
(κ
σ
)
(7.120)
mzij = − 2
σ3
[
M1 +M2κ
2
]
(sij) +
[
2M2
κ
σ
]
(kij) (7.121)
Finally,
Lmij = gmij − dˆmij (7.122)
7.3.2 Coefficients
In the previous sections in this chapter, we noted that we would define the missing
coefficients at a later time, and we give the needed values here.
Axy = (xexee + yeyee) (7.123)
az11 = xee az12 = xe az13 = 0
az21 = yee az22 = ye az23 = 0
(7.124)
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Bxy = (xeeye − xeyee) (7.125)
bz11 = −yee bz12 = ye bz13 = 0
bz21 = xee bz22 = −xe bz23 = 0
(7.126)
Cxy = (xeeeye − xeyeee) (7.127)
cz11 = −yeee cz12 = 0 cz13 = ye
cz21 = xeee cz22 = 0 cz23 = −xe
(7.128)
We remind the reader that we use the following convention:
z11 = xe (7.129)
z12 = xee (7.130)
z13 = xeee (7.131)
z21 = ye (7.132)
z22 = yee (7.133)
z23 = yeee (7.134)
σ coefficients
We wish to identify the coefficients associated with σ such that, by Taylor expansion
σˆ = s11xˆe + s21yˆe (7.87)
sij =
(
∂σe
∂zij
)
0
(7.135)
From appendix (C)
σ = [z211 + z
2
21]
− 1
2 (C.14)
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and we can therefore define
s11 = −σ3z11 (7.136)
s21 = −σ3z21 (7.137)
σe coefficients
We wish to identify the coefficients associated with σe such that, by Taylor expansion
σˆe = se11xˆe + se12xˆee + se21yˆe + se22yˆee (7.88)
seij =
(
∂σe
∂zij
)
(7.138)
From appendix (D)
σe = −(z212 + z222)−3/2(z11z12 + z21z22) (D.8)
σe = −σ3Axy (7.139)
∂σe
∂zij
= −3σ2Axy
(
∂σ
∂zij
)
− σ3∂Axy
∂z
(7.140)
Therefore,
seij = −3σ2Axy(sij)− σ3(azij) (7.141)
κ/σ coefficients
We wish to identify the coefficients associated with κ/σ such that, by Taylor expan-
sion,
κˆ
σˆ
= k11xˆe + k12xˆee + k21yˆe + k22yˆee (7.88)
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From appendix (D)
κ = σ3(xeeye − xeyee) (7.142)
κ
σ
= σ2Bxy (7.143)
∂
∂z
(κ
σ
)
= 2σBxy
(
∂σ
∂z
)
+ σ2
∂Bxy
∂z
(7.144)
kij =
∂
∂z
(κ
σ
)
(7.145)
kij = 2σBxy(sij) + σ
2(bzij) (7.146)
κs/σ coefficients
We wish to identify the coefficients associated with κs/σ such that, by Taylor expan-
sion,
κˆs
σˆ
= ks11xˆe + ks12xˆee + ks13xˆeee + ks21yˆe + ks22yˆee + ks23yˆeee (7.88)
From appendix (D)
κs = 3σeκ+ σ
4(xeeeye − xeyeee) (7.147)
κs
σ
= 3σ3
(κ
σ
)
+ σ3Cxy (7.148)
∂
∂z
(κs
σ
)
= 3σe
∂
∂z
(κ
σ
)
+ 3
κ
σ
∂
∂z
(σe) + 3σ
2Cxy
(
∂σ
∂z
)
+ σ3
∂
∂z
(Cxy) (7.149)
ksij = 3σe(kij) + 3
κ
σ
(seij) + 3σ
2Cxy(sij) + σ
3(czij) (7.150)
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7.3.3 Spatial boundary conditions
As follows from the uniqueness proof, we need three boundary conditions for x and
three boundary conditions for y.
Physical equation boundary condition
1. At e = 0 we use
x = x0(t) (7.151)
y = y0(t) (7.152)
where x0(t) = 0 in all of our runs.
2. At e = 0, the slope is known from
dy
dx
= tan θ(t) (7.153)
which gives
ye cos θ(t)− xe sin θ(t) = 0 (7.154)
and θ(t) is known.
3. At e = emax we use an expression similar to that suggested by our uniqueness
proof:
∂y
∂e
+ y = 0 (7.155)
M-equation boundary condition
Recall that
∂
∂e
(utan) = M0 −M1
(
1
σ2
)
+M2
(κ
σ
)
(7.60)
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where M1 and M2 are fixed constants, but Mc(t) may be a function of time.
For convenience in our earlier difference formula, we would like to have xe, ye known
at e = 0. The slope boundary condition, equation 7.154 gives one equation.
Now we choose to use known point spacing at e = 0 such that
(
dσ
de
)
e=0
= known at e = 0 (7.156)
This implies that (
∂x
∂e
)2
+
(
∂y
∂e
)2
= known at e = 0 (7.157)
dy
dx
= tanΘ(t) (7.158)
which gives
yecosΘ(t)− xesinΘ(t) = 0 (7.159)
and Θ(t) is known. At e = emax we use an expression similar to that suggested by
our uniqueness proof:
∂y
∂e
+ y = 0 (7.160)
Combined with equation (7.154), we may solve and write
xe = (σe0)cosΘ(t) at e = 0 (7.161)
ye = (σe0)sinΘ(t) at e = 0 (7.162)
With equations (7.151), (7.152), (7.161) and (7.162), we have a full set of boundary
conditions at e = 0 in terms of BC data for y0(t), Θ(t), and σe0.
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Auxiliary boundary condition
We have our six boundary conditions, and could choose Mc arbitrarily. Nevertheless,
given that
∂
∂e
(utan) = M0 −M1
(
1
σ2
)
+M2
(κ
σ
)
(7.60)
we integrate from 0 to emax and find
(utan)emax = M
∗
c (emax)−
∫ emax
0
(
M0 −M1
(
1
σ2
)
+M2
(κ
σ
))
de+
:0(utan)e=0 (7.163)
This means we want
(utan)e=emax = 0 (7.164)
which gives the final auxiliary boundary condition we need.
7.3.4 Temporal discretization
Having achieved the desired form (equation (7.75)), we begin to consider time stepping
mechanisms. Our governing equation is D¯x D¯y
D¯mx D¯my
 ∂xˆ∂t
∂yˆ
∂t
 =
 L¯x L¯y
L¯mx L¯my
 xˆ
yˆ
+
 G¯
G¯m
 (7.75)
or
D∂zˆ
∂t
= Lzˆ +G (7.76)
To this end we have several possibilities:
1. Explicit time stepping mechanisms, such as an Euler or a Runge-Kutta method.
2. Implicit time stepping mechanisms, such as an implicit midpoint rule.
3. Rosenbrock methods
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We choose again to use the implicit midpoint rule, multiplying both sides of (7.76)
by D−1 to achieve
∂zˆ
∂t
= D−1Lzˆ +D−1G (7.76)
which is exactly of the form
dzˆ
dt
= B(t)zˆ + C(t) (7.32)
allowing us to discretize as
(
I − 1
2
(
B1/2
)
∆t
)
zˆn+1 =
(
I +
1
2
(
B1/2
)
∆t
)
zˆn +
(
C1/2 ∆t
)
(7.165)
or
(
D1/2 − 1
2
L1/2 ∆t
)
zˆn+1 =
(
D1/2 + 1
2
L1/2 ∆t
)
zˆn +
(
G¯1/2 ∆t
)
(7.166)
For convenience,
A1/2 = D1/2 − 1
2
L1/2 ∆t (7.167)
which gives us
A1/2 zˆn+1 = A1/2 zˆn + L1/2 ∆tzˆn + G¯1/2 ∆t (7.168)
Finally, we define
Ωn+1 = A1/2 zˆn + L1/2 ∆tzˆn + G¯1/2 ∆t (7.169)
A1/2 zˆn+1 = Ωn+1 (7.170)
Ωn+1 = Ωn + L1/2 ∆tzˆn + G¯1/2 ∆t (7.171)
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where
Ω0 = A0z0 (7.172)
M1 limitations
∂
∂e
(utan) = M0 −M(e) (7.60)
M(e) = M1
(
1
σ2
)
+M2
(κ
σ
)
(7.173)
In our simulations, we generally set M2 = 0. We find it worth noting that we used
the following mechanism to scale M1. Since
∂
∂e
(utan) =
∂
∂e
(
∂s
∂t
)
e (7.174)
∂
∂e
(utan) = m0 − 1
σ2
m1 (7.175)
By appendix
σ =
(
∂s
∂e
)−1
=
(
∂e
∂s
)
(C.14)
such that
M1 ∼
(
∂
∂e
∂s
∂t
)(
∂e
∂s
)2
(7.176)
Ω ∼ 1
∆t
(7.177)
M1 ∼
(
1
# e points
xlengthΩ
)
(7.178)
where xlength is approximately λmax(α).
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7.3.5 Adaptive time step mechanism
In this work, we adopt a simplistic adaptive time-step mechanism. We have observed
that when oxbow cutoffs occur (which we will address in section 7.5), tiny time-steps
are required to prevent poor redistribution of points and therefore inaccurate results
and/or instabilities. We therefore use the following mechanism:
1. At t = 0, ∆t = tsmall, where tsmall is the user-defined smallest allowable time
step.
2. At each progressive time step, if no cutoff event occurs: ∆t = min(tlarge,∆t×F ),
where tlarge is the user-defined largest allowable time step, and F is a factor,
which is usually on the order of 1.05.
3. If a cutoff event occurs, ∆t = tsmall
This allows for smooth redistribution of points, and allows us to use larger time steps
through most of the simulation.
7.4 Sparse matrix solver
D∂zˆ
∂t
= Lzˆ +G (7.76)
We note that all of the matrices in equation (7.76) (as well as all of the matrices used
to build equation (7.76)) are sparse matrices in the sense that most values are zero.
Only the diagonal rows are filled with nonzero values. The bandwidth of the diagonal
rows is of size W.
For standard matrix-matrix multiplication, as in
D−1L (7.179)
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we would expect the spatial complexity to be of O(N2) (for N ×N elements in each
matrix) and the computational time complexity to be of O(N2) (for the number of
individual calculations that must take place for matrix-matrix multiplication) at each
time step. For N time steps, this would give an O(N3) algorithm.
In these computational algorithms, we treat all matrices as sparse, such that the
spatial complexity is O(WN), or, since we disregard constant coefficients, just O(N).
Similarly, owing to the use of a sparse matrix solver, which only performs calculations
on non-zero entities, the time complexity of these algorithms is simply O(N) at each
time step, or O(N2) over all time steps.
7.5 Oxbow cutoff method
In a long time simulation, meanders will grow to the point where the river channel
overlaps adjacent meanders. In real systems, the river course will migrate to the new
shortened channel, leaving behind an abandoned length of meandering channel—an
“oxbow” lake. To capture this behavior in the numerical simulations, it is necessary to
test all points on the river channel centerline for overlap with other channel segments
and then to delete the region of channel overlap.
We accomplish this goal in the following manner. Each successive group of 3 marker
points is used to define a circular arc. All arcs are then pre-sorted onto a coarse
grid to determine the identity of near neighbors which lie close enough for a possible
overlap. A simple analytical expression yields the position and values of any points
of intersection. With known locations of all values for intersecting segments known,
the first overlapping segment (furthest upstream) is eliminated with a new marker
point inserted at the point of intersection. Tests for further overlaps are conducted.
While the overlapping segments may possess a cusp at the point of overlap, the cusp
is eliminated along with the deleted channel portion.
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The new river geometry possesses a small region of high but finite curvature, but
this high curvature is rapidly relaxed by the natural meander evolution process em-
bodied in the IPS meander equations. A global point redistribution algorithm with
polynomial interpolation is employed to assure a smooth point distribution with re-
spect to arclength after the channel truncation. For stable calculations, we find it
helpful to use an adaptive time step with a smaller time step immediately after the
oxbow cutoff. The time step is allowed to grow back to the standard time step over
the course of a small time interval. Given the efficiency of the near neighbor/arc
interception algorithm, the channel overlap test may be performed at each time step
without significantly increasing the computational complexity.
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Chapter 8
Validation of numerical methods
8.1 Linear numerical tests
We consider the linear PDE
ytx + yt = yxxx − αyxx (3.10)
8.1.1 Error
We define error as
 =
max(|yanalyt(t = tf )− ynum(t = tf )|)
yref
(8.1)
where yanalyt is an exact analytical solution to equation (3.10) and ynum is the nu-
merical solution to equation (3.10) as formulated in chapter 6. Here, we use yref =
max(yanalyt(t = 0)).
8.1.2 Run conditions
We consider equation (3.10) subject to the boundary conditions
y = f1 at x = 0 (8.2)
y′ = f2 at x = 0 (8.3)
y′′ + y′ = f3 at x = L (8.4)
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and initial condition
y = f4 at t = 0 (8.5)
The full solution to (3.10) is
y(x) = eγt(A1e
r1x + A2e
r2x + A3e
r3x) (3.81)
In this set of tests, we used γ = iω, A1 = 1, A2 = −1, and A3 = 0 at α = 5.0,
and used the analytical solution to inform the initial condition and the boundary
conditions. We then compared the numerical solution to the analytical solution to
determine the error.
In these convergence tests, although we have set A3 = 0, we find that the r3 solution
does influence the behavior far downstream. For this reason, all of these tests evaluate
the range of behavior from x = 0 to x = (0.95)L.
Note that the values of ω that corresponds with maximum spatial growth, neutral
stability, and spatial decay depend on the value of α. A chart of α values and
associated ω, r1, r2, and r3 values can be found in appendix (F). The r1,2,3 values are
the roots of cubic equation (3.68), where equation (3.68) results from solving equation
(3.81) with a solution of the form y = Aeγterx.
r3 − αr2 − γr − γ = 0 (3.68)
α = 5 runs
We start by considering runs at α = 5 and testing them for convergence. In figure
(8.1), we provide plots of the three solutions that we tested. The ω values associated
with these solutions were chosen to correspond with spatial growth, neutral stability,
and spatial decay.
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(a) Spatial growth: ω = 3.10. r1 = 0.38290 +−0.98452i, r2 = −0.49697 +
0.27700i, and r3 = 5.11407 + 0.70752i.
x
0 2 4 6 8 10 12 14 16 18 20
y
-0.015
-0.01
-0.005
0
0.005
0.01
0.015
(b) Neutral stability: ω = 11.18. r1 = 0.00000 + −2.23602i, r2 =
−0.77538 + 0.26468i, and r3 = 5.77538 + 1.97135i.
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(c) Spatial decay: ω = 14.65. r1 = −0.22414+−2.60057i, r2 = −0.82909+
0.24325i, and r3 = 6.05322 + 2.35732i.
Figure 8.1: These plots are solutions to equation (3.10) at α = 5.0, where the equation y =
eγt(er1x − er2x) is used to inform the initial and boundary conditions. Each line represents the
solution at a different time step, and the final time step is plotted with a thicker line. The final time
step occurs at the time required to observe 20 periods of oscillations when ω is chosen to be ωneutral,
i.e., ttotal = 20× 2pi/ωneutral.
154
When we plot the number of spatial points and time steps against error, we see O(2)
convergence in both time and space.
# spatial points, # time steps
101 102 103 104
Er
ro
r
10-6
10-4
10-2
100
102
104
sample O(2) convergence
ω=3.1, max growth
ω=11.2, neutral  growth
ω=14.6, damping
Figure 8.2: We set the initial condition, boundary conditions, and analytical solution
to y = eγt(er1x − er2x). In these runs, α = 5. Total time is the time required for 20
periods at ωneutral, i.e., t = 20
2pi
ωneutral
. xmax = 20. Owing to scaling considerations,
we have divided the number of time steps by 4 in the ω = 3.1 case.
We also provide the raw data for the runs in figure (8.2) in tables (8.1), (8.2), and
(8.3), where the plotted data points correspond with the bolded text.
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α = 5.0 runs
# time steps
25 50 100 200 400 800 1600
#
sp
at
ia
l
p
oi
n
ts
100 1.73880 0.48603 0.22184 0.23855 0.24525 0.24696 0.24739
200 1.86969 0.71250 0.11451 0.06004 0.06605 0.06805 0.06856
400 1.89315 0.80967 0.16873 0.02723 0.01359 0.01533 0.01670
800 1.89742 0.83804 0.18669 0.04188 0.00742 0.00169 0.00316
1600 1.89808 0.84541 0.19161 0.04598 0.01131 0.00278 0.00127
3200 1.89824 0.84730 0.19289 0.04705 0.01232 0.00378 0.00211
6400 1.89827 0.84778 0.19322 0.04732 0.01258 0.00403 0.00233
Table 8.1: α = 5.0. ω = 3.10, which corresponds with maximum spatial growth.
r1 = 0.38303− 0.9838i, r2 = −0.49680 + 0.27699i, and r3 = 5.11377 + 0.70682i
# time steps
100 200 400 800 1600 3200 6400
#
sp
at
ia
l
p
oi
n
ts
100 2.17902 2.36909 3.12472 3.35573 3.41355 3.42788 3.43145
200 1.10421 0.55819 0.61717 0.77413 0.81597 0.82640 0.82900
400 0.89976 0.60699 0.11951 0.14402 0.17263 0.18024 0.18219
800 0.86060 0.58090 0.17219 0.03039 0.03473 0.04093 0.04259
1600 0.85117 0.57283 0.18243 0.04395 0.00802 0.00852 0.00992
3200 0.84929 0.57115 0.18479 0.04765 0.01136 0.00236 0.00213
6400 0.84942 0.57074 0.18536 0.04857 0.01236 0.00321 0.00093
Table 8.2: α = 5.0. ω = 11.18, which corresponds with neutral stability (i.e., no spatial
growth or spatial decay). r1 = 0.00000 − 2.2361i, r2 = −0.77540 + 0.26468i, 5.77540 +
1.97139i
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# time steps
100 200 400 800 1600 3200 6400
#
sp
at
ia
l
p
oi
n
ts
100 4.96003 4.90652 4.93396 4.96643 4.97558 4.97792 4.97851
200 1.04632 1.05319 1.01908 1.00633 1.00680 1.00774 1.00798
400 0.69210 0.24613 0.23207 0.22474 0.22276 0.22225 0.22213
800 0.66433 0.20678 0.06327 0.05368 0.05204 0.05163 0.05152
1600 0.65774 0.20262 0.05504 0.01592 0.01289 0.01250 0.01240
3200 0.65607 0.20174 0.05313 0.01402 0.00405 0.00317 0.00307
6400 0.65568 0.20237 0.05350 0.01358 0.00359 0.00109 0.00079
Table 8.3: α = 5.0. ω = 14.65, which corresponds with spatial decay. r1 = −0.22414 −
2.60057i, r2 = −0.82909 + 0.24325i, and r3 = 6.05322 + 2.35732i.
α = 0.1 runs
In this dissertation, we consider α values in the range 0.1 to 10, where natural rivers
are may be α ∼ 5 (Sun et al., 1996). α = 0.1 is interesting because, although
physically unrealistic, it represents a regime in which significant upstream influence
is felt (as shown in figure (4.1)).
For these α = 0.1 runs, we observe that round off error and/or solver error becomes
increasingly present when ω is at a value associated with maximum growth. Note
that the apparent shift as we go from ω associated maximum growth to the other two
ω values occurs merely because we are showing data that has not been scaled with
∆t or ∆e. We see O(2) convergence for ω=ωmax at small numbers of spatial points
and time steps in figure (8.1.2). We see O(2) convergence for ω=ωneutral, ωdamped at
larger numbers of spatial points and time steps.
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# spatial points, # time steps
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Er
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sample O(2) convergence
ω=0.00041, max growth
ω=0.031, neutral  growth
ω=0.050, damping
Figure 8.3: We set the initial condition, boundary condition, and analytical solution
to y = eγt(er1x − er2x). In these runs, α = 0.1. Total time is the time required for 20
periods at ωneutral, i.e., t = 20
2pi
ωneutral
. xmax = 500.
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α = 0.1 runs
# time steps
25 50 100 200 400 800 1600
#
sp
at
ia
l
p
oi
n
ts
25 1.51018 1.51048 1.51055 1.51056 1.51057 1.51057 1.51057
50 0.22880 0.22882 0.22882 0.22882 0.22882 0.22882 0.22882
100 0.03188 0.03195 0.03197 0.03198 0.03198 0.03198 0.03198
200 0.01243 0.01230 0.01226 0.01226 0.01225 0.01225 0.01225
400 0.02729 0.02715 0.02712 0.02711 0.02711 0.02711 0.02711
800 0.03215 0.03201 0.03198 0.03197 0.03197 0.03197 0.03197
1600 0.03349 0.03336 0.03333 0.03332 0.03332 0.03332 0.03332
Table 8.4: α = 0.1. ω = 0.0004090, which corresponds with maximum spatial growth.
r1 = 0.02614− 0.05989i, r2 = −0.04067 + 0.03144i, and r3 = 0.11453 + 0.02845i.
# time steps
100 200 400 800 1600 3200 6400
#
sp
at
ia
l
p
oi
n
ts
100 278.759 279.766 279.780 279.770 279.767 279.766 279.766
200 157.1876 172.8484 171.3051 174.3359 175.2610 175.4926 175.5504
400 14.13611 11.27522 10.04481 9.95598 9.94309 9.93896 9.93787
800 5.74636 2.72530 1.69835 1.55894 1.53194 1.52663 1.52527
1600 4.55788 1.60657 0.62398 0.39145 0.35515 0.34784 0.34604
3200 4.28640 1.37822 0.40990 0.15341 0.09716 0.08801 0.08607
6400 4.21926 1.32372 0.36204 0.10310 0.03867 0.02460 0.02225
Table 8.5: α = 0.1. ω = 0.0316230, which corresponds with neutral stability (i.e., no
spatial growth or spatial decay). r1 − 0.00000 − 0.31623i, r2 = −0.22982 + 0.12986i, and
r3 = 0.32982 + 0.18637i.
159
# time steps
100 200 400 800 1600 3200 6400
#
sp
at
ia
l
p
oi
n
ts
100 420.153 439.494 443.941 445.026 445.295 445.362 445.379
200 179.602 180.741 179.337 178.949 178.850 178.825 178.819
400 13.25749 8.64351 7.57521 7.31165 7.24626 7.22996 7.22589
800 5.09069 1.92832 1.12148 0.96331 0.92481 0.91626 0.91412
1600 3.97217 1.17120 0.41160 0.22951 0.19125 0.18212 0.17995
3200 3.73427 1.02346 0.28511 0.09820 0.05342 0.04378 0.04149
6400 3.67700 0.98894 0.25702 0.07064 0.02422 0.01301 0.01057
Table 8.6: α = 0.1. ω = 0.05000, which corresponds with spatial decay. r1 = −0.01181−
0.36947i, r2 = −0.26915 + 0.14632i, and r3 = 0.38097 + 0.22316i.
α = 10 runs
We observe clean O(2) convergence for the α = 10 runs. On the left-hand side, the
plateau is due to insufficient data. On the right-hand side, the plateau results from
solver and roundoff error.
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# spatial points, # time steps
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ω=9.89, max growth
ω=31.62, neutral  growth
ω=50.00, damping
Figure 8.4: We set the initial condition, boundary condition, and analytical solution
to y = eγt(er1x − er2x). In these runs, α = 10. Total time is the time required for 20
periods at ωneutral, i.e., t = 20
2pi
ωneutral
. xmax = 20. Owing to scaling considerations,
we have divided the # of time steps by 4 in the ω = 3.1 case.
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α = 10 runs
# time steps
12 25 50 100 200 400 800
#
sp
at
ia
l
p
oi
n
ts
50 1.55321 1.23982 1.11870 1.11223 1.11949 1.12180 1.12241
100 1.80713 0.99832 0.76117 0.51257 0.53511 0.54661 0.54956
200 1.96000 0.75047 1.09537 0.20603 0.16574 0.17769 0.18112
400 1.99350 0.63058 1.31951 0.26543 0.04729 0.04081 0.04448
800 1.99903 0.59494 1.38878 0.29678 0.06291 0.00995 0.00681
1600 2.00041 0.58560 1.40707 0.30639 0.06876 0.01483 0.00281
3200 2.00069 0.58320 1.41165 0.30897 0.07040 0.01622 0.00522
Table 8.7: α = 10. ω = 9.89, which corresponds with maximum spatial growth.
r1 = 0.48699− 1.35330i, r2 = −0.60808 + 0.29366i, and r3 = 10.12109 + 1.05964i.
# time steps
50 100 200 400 800 1600 3200
#
sp
at
ia
l
p
oi
n
ts
50 100 200 400 800 1600 3200
50 22.85857 22.77302 22.73313 22.72421 22.72256 22.72219 22.72210
100 4.70456 4.66823 4.95572 4.20931 4.12019 4.11020 4.10742
200 1.37344 1.41978 1.16478 2.28572 2.61291 2.68817 2.70644
400 0.88502 0.90440 0.77257 0.31660 0.54127 0.60299 0.61836
800 0.87674 0.84315 0.78743 0.18341 0.07851 0.12284 0.13507
1600 0.87552 0.82947 0.77122 0.24165 0.04545 0.01965 0.02935
3200 0.87502 0.82611 0.76588 0.25512 0.06061 0.01208 0.00515
Table 8.8: α = 10. ω = 31.62, which corresponds with neutral stability (i.e., no spatial
growth or spatial decay) r1 = 0.00000 − 3.16214i, r2 = −0.85839 + 0.23169i, and r3 =
10.85839 + 2.93045i.
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# time steps
50 100 200 400 800 1600 3200
#
sp
at
ia
l
p
oi
n
ts
50 100 200 400 800 1600 3200
50 68.31295 65.98636 65.40230 65.29195 65.26485 65.25809 65.25640
100 20.34021 20.33360 20.31772 20.31266 20.31128 20.31092 20.31083
200 4.62398 4.46577 4.46503 4.46464 4.46460 4.46459 4.46459
400 1.97711 0.96682 0.96675 0.96668 0.96665 0.96664 0.96664
800 1.95227 0.69765 0.21940 0.21936 0.21935 0.21934 0.21934
1600 1.94445 0.68708 0.19142 0.05185 0.05184 0.05184 0.05184
3200 1.94262 0.68457 0.19002 0.04823 0.01258 0.01257 0.01257
Table 8.9: α = 0.1. ω = 50.00, which corresponds with spatial decay. r1 = −0.64430−
4.27668i, r2 = −0.92483 + 0.17872i, and r3 = 11.56913 + 4.09796i.
8.2 Nonlinear numerical tests
8.2.1 Small amplitude tests
For these tests, we used the equation
y = Aeγt(A1e
r1x + A2e
r2x + A3e
r3x) (3.81)
to inform the boundary and initial conditions, and A1, A2 = −r1/r2A1, such that
y(x = 0, t) changes in time, but ∂y
∂x
(x = 0, t) = 0. With A1 = 10
−5, we are looking
at behavior in the small amplitude regime, which should behave exactly as the linear
equations behave. The function that we tested is shown in figure (8.5), where the
time step pictured occurs at t = 2 periods.
Figures (8.6) and (8.7) show spatial and temporal convergence, respectively, of the
system shown in figure (8.5) to an analytical solution (which can be found because
these tests were done exclusively in the linearized regime).
163
We use the following parameters
α 5.0
ω 11.1802
r1 0 -2.2360 i
r2 -0.7754 + 0.2647 i
L 25
x
0 5 10 15 20 25
y
×10-5
-1.5
-1
-0.5
0
0.5
1
1.5
t=tf
t=tf,anayt
Figure 8.5: α = 5.0 and ω = 11.18, which corresponds with neutral stability. The
time step shown in this picture occurs at 2 periods.
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Figure 8.6: Spatial convergence of approximately O(2), at # time steps = 1600,
simulation run for 2 periods
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# time steps
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Figure 8.7: Temporal convergence of approximately O(2), at # spatial points = 400,
simulation run for 7 periods
8.2.2 Finite amplitude
Finally, we test our full nonlinear algorithm in the finite amplitude regime. We use
this equation
y = Aeiωt(A1e
r1x + A2e
r2x + A3e
r3x) (3.81)
for the boundary condition and use A1 = a, A2 = −a, and A3 = 0, where a = 0.5.
With this boundary condition, y(x = 0, t) = 0 at all times, whereas ∂y
∂x
(x = 0, t)
fluctuates. The initial condition was set to a straight channel y(x) = 0. We use the
following parameters
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α 5.0
ω 8.0
r1 0.1957 -1.8356i
r2 -0.7030 + 0.2818i
L 10
The test function is plotted in figure (8.8), where the time step pictured occurs at
time= 2 periods.
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Figure 8.8: Nonlinear test case: α = 5.0, ω = 8.0. Here, the number of time steps is
exactly 4× the number of e points.
To implement tests in the fully nonlinear regime, we can no longer depend on an
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analytical function to compare to the simulation results: there is no analytical solu-
tion. Instead, we generate very high resolution meanders (number of time steps is
6400 and number of e points is 1601) to serve as the ‘correct’ high-resolution solution
(x∞(e), y∞(e)).
It is worth noting that although curves x(e), y(e) will converge visually to x∞(e), y∞(e),
as seen in figure (8.8), due to the way in which our points slide along the river in
our dynamic point-redistribution algorithm, it is not physically meaningful to com-
pare x(n∆e), y(n∆e) with x∞(n∆e), y∞(n∆e), where n is an integer. Instead, we
must must consider x and y as a function of arclength x(s), y(s) and compare to
x∞(s), y∞(s).
Recalling that the distance between two points (x1, y1) and (x2, y2) is just d =√
(x2 − x1)2 + (y2 − y1)2, the appropriate error function is
 =
max
[√
(x∞(s, tf )− x(s, tf ))2 + (y∞(s, tf )− y(s, tf ))2
]
yref
(8.6)
where we took the characteristic length, yref , to be the maximum value of y∞ at
t = tf .
In our code, we solve for s(e) by integrating ∂s
∂e
= 1/σ with a 4th order explicit Runge-
Kutta method (although a second-order accurate method would have been sufficient).
We create an s vector in which points are evenly distributed along s, and then use a
sliding 5-point Lagrangian to interpolate and find e(s), x(s), and y(s).
Figure (8.9) shows the convergence of the nonlinear simulation, demonstrating O(2)
convergence as expected.
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Figure 8.9: Fully nonlinear finite-amplitude O(2) convergence
8.2.3 Scaling: how many spatial and temporal time steps are
required in a given simulation?
In the context of implementing a convergence test, at a given ∆e, the time step can
only be reduced so far before no further accuracy can be achieved, as accuracy is
limited by ∆e errors. In the same way, if we set ∆t and continuously decrease ∆e,
we would find that at some point, smaller values of ∆e would not increase accuracy,
as accuracy is limited by ∆t errors. Thus each ∆e can be paired with a minimum
∆t and vice versa. We find that the values displayed in figure (8.8) are close to those
pairings.
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By examining figure (8.8), we conclude that for the very specific case of α = 5.0 and
ω = 8.0, we can achieve reasonable resolution with 100 spatial e points per length of
20 and 200 time steps per period of upstream oscillation.
With these as ‘reference’ values, we can estimate the requisite number of spatial and
temporal points given any value of α and any value of ω for a reasonable level of
resolution.
Spatial scaling
Our goal in this section is to determine the appropriate spatial discretization. To this
end, we recognize two separate wavelengths: λγ,max and λω.
To find λγ,max:
kmax =
√
−1 +√1 + α (3.73)
λγ,max =
2pi
kmax
(8.7)
Whereas
λω = − 2pi
imag(r1)
(8.8)
where r1 is the root of equation (3.68) associated with the main portion of the domain
(as opposed to the boundary conditions) when γ = iω. Exactly how to find r1 is
detailed in chapter 3. We find that the emerging wavelength in a nonlinear simulation
has no relation to the boundary driving frequency ω, and it is therefore appropriate to
scale flume length with λγ,max. We usually chose to see 20 wavelengths per simulated
flume, and therefore chose a flume length of
L = 20λγ,max (8.9)
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We chose, in most cases, to resolve simulations with 25 spatial points per λγ,max.
Nevertheless, the spatial frequency that needs to be resolved is the smallest of λγ,max
and λω. Therefore, we introduced a ratio
r =
λγ,max
λω
(8.10)
and when r > 1, we set
# e points,new = # e points× r (8.11)
The chart below is useful for general guidance, and is set up for 20 wavelengths per
simulated flume and 25 spatial points per λγ,max.
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α regime ω λγ λω L # e points
0.1 growth 0.0005 28.44 98.53 568.8 500
max growth 0.0009 28.44 72.60 568.8 500
growth 0.0163 28.44 24.95 568.8 570
neutral 0.0316 28.44 19.87 568.8 716
decay 0.0419 28.44 18.06 568.8 787
1.0 growth 0.0724 9.76 23.26 195.3 500
max growth 0.1447 9.76 15.46 195.3 500
growth 0.5724 9.76 7.91 195.3 617
neutral 1.0000 9.76 6.28 195.3 777
decay 1.2851 9.76 5.69 195.3 858
5.0 growth 1.5500 5.22 10.32 104.4 500
max growth 3.1001 5.22 6.39 104.4 500
growth 7.1402 5.22 3.67 104.4 711
neutral 11.1803 5.22 2.81 104.4 929
decay 13.8738 5.22 2.49 104.4 1048
7.0 growth 2.7517 4.65 8.93 92.9 500
max growth 5.5035 4.65 5.45 92.9 500
growth 12.0119 4.65 3.15 92.9 739
neutral 18.5203 4.65 2.37 92.9 978
decay 22.8592 4.65 2.09 92.9 1113
10.0 growth 4.9454 4.13 7.72 82.6 500
max growth 9.8907 4.13 4.64 82.6 500
growth 20.7568 4.13 2.67 82.6 772
neutral 31.6228 4.13 1.99 82.6 1039
decay 38.8668 4.13 1.73 82.6 1193
Table 8.10: Summary of spatial discretization requirements at various α values
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Temporal scaling for sufficient resolution
Our goal is to determine the appropriate number of time steps in a given simulation.
To do this, it is necessary to understand that ultimately, the required number of time
steps is controlled by two time scales: tω and tγ. tω is the time required for one period
of forced oscillation at the upstream boundary. tγ is the time required for the critical
wavelength to travel one wavelength downstream. To achieve sufficient resolution,
the smaller of these two values must be resolved with a sufficient number of discrete
time points.
tω =
2pi
ω
(8.12)
tγ = λmax/c (8.13)
where
λmax = 2pi/kmax (8.14)
kmax =
√
−1 +√1 + α (3.73)
c =
−imag(γmax)
kmax
(8.15)
γmax =
−ik3max + αk2max
1 + ikmax
(8.16)
Finally the number of time steps is
# of timesteps = (some reference # of timesteps)× multiplier (8.17)
where we set the ‘reference’ number of time steps to be the number of time steps
per period that gives a well-resolved simulation at ωneutral. We often used 200 time
points per period (with about 25 spatial points per wavelength). (ωneutral comes from
solving equation (3.68) for its three roots when γ = iω and then determining the
value of ω at which real(r1) ≡ 0. All of this is detailed in chapter 3.)
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When ω > ωneutral, the time step is controlled by tω, and we use the following multi-
plier
multiplier = tω/tω,neutral (8.18)
where
tω,neutral =
2pi
ωneutral
(8.19)
When ω < ωneutral, the time step is controlled by tγ, and it is appropriate to use
multiplier = 1 (8.20)
The chart below is based on the use of 200 time points per period when ω = ωneutral
and about 25 spatial points per wavelength, and can be used as a rough guideline for
how many temporal points are required for sufficient resolution.
In particular, we note that at α = 0.1, the multiplier is a very large number at
large ω values. In the most extreme case, for the minimum ω that we considered
(ω = 0.0005), the multiplier is 70, and we need 14,011 time steps to achieve sufficient
resolution. By contrast, at α = 5, that multiplier is only 7.2, and we only need 1,443
time steps.
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α regime ω multiplier # time steps
0.1 growth 0.0005 70.056 14011.3
max growth 0.0009 35.028 7005.6
growth 0.0163 1.000 200.0
neutral 0.0316 1.000 200.0
decay 0.0419 1.000 200.0
1.0 growth 0.0724 13.818 2763.6
max growth 0.1447 6.909 1381.8
growth 0.5724 1.000 200.0
neutral 1.0000 1.000 200.0
decay 1.2851 1.000 200.0
5.0 growth 1.5500 7.213 1442.6
max growth 3.1001 3.606 721.3
growth 7.1402 1.000 200.0
neutral 11.1803 1.000 200.0
decay 13.8738 1.000 200.0
7.0 growth 2.7517 6.730 1346.1
max growth 5.5035 3.365 673.0
growth 12.0119 1.000 200.0
neutral 18.5203 1.000 200.0
decay 22.8592 1.000 200.0
10.0 growth 4.9454 6.394 1278.9
max growth 9.8907 3.197 639.4
growth 20.7568 1.000 200.0
neutral 31.6228 1.000 200.0
decay 38.8668 1.000 200.0
Table 8.11: Summary of temporal discretization requirements at various α values
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We note that the issue of resolution is different than the issue of stability. Our tempo-
ral methods are implicit and inherently stable. Nevertheless, for explicit simulations,
it is likely that for stability,
∆tstable ∼ ∆x2 (8.21)
such that ∆tstable << ∆tresolution, in which case many more temporal steps would be
required (as we require ∆t = min(∆tstable,∆tresolution)). This section addresses only
what is required for sufficient resolution.
Significance of these results
This is the first meander literature to provide evidence of convergence. Many of the
published algorithms describe the use of averaging, smoothing, and fitting of poly-
nomials to deal with issues of numerical instabilities (Crosato, 1990; Howard, 1992;
Sun et al., 1996, 2001; Crosato, 2007). All of these methods can be harmful to con-
vergence. In particular, the need for smoothing implies that small wavelengths that
would be damped in nature are instead being excited, and depending on the specific
filter chosen—and given that in the strongly nonlinear regime, small perturbations
will eventually entirely change the meander planform—we find it possible that some
of the meanders that evolved in previous literature runs are a result of unphysical
numerical processes. In particular, Crosato (1990) suggests that owing to the poorly
understood effect of numerical error on the simulation (together with the poorly
understood relationship between boundary conditions and the evolving planform),
meander simulations should be treated as purely qualitative. In this work we believe
that we have fully resolved the boundary condition issues and we have provided a
convergent simulation that does not depend on smoothing. Owing to the heuristic
nature of our cutoff algorithm, our results must be treated as qualitative after the
first cutoff event. Before cutoffs, however, we believe that at sufficient resolution
our simulations are a good quantitative representation of the physics represented by
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the IPS 1989 equations. Moreover, we believe we are the first to have demonstrably
provided such an algorithm.
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Chapter 9
Nonlinear results
The focus of our nonlinear runs has been to understand the effect of boundary driving
on an initially quiescent state, in contrast to most of the work that has been done on
meanders far from the boundaries or with the equivalent of a fixed inlet (displacement
and slope are set to zero at x=0). For the purpose of discussing the results of these
simulations, we find it useful to review a few figures from the theory portion of this
dissertation in chapter 3. Although meanders behave very differently in the nonlinear
regime as compared to the linear regime, we find that linear theory serves as a useful
guide.
9.1 Theory
9.1.1 Finite-domain theory
In particular, we found in figure (3.4) (repeated here as (9.1(a))) that in the linear
regime, low (high) frequency boundary driving corresponds with spatial growth (de-
cay). Here, r1 refers to one of the three solutions to the linearized governing equation
(3.10), where the solution is
y(x) = eγt(A1e
r1x + A2e
r2x + A3e
r3x) (3.81)
and γ = iω. We focus on α = 5 as it is a realistic value that might be observed in
natural rivers (Parker and Andrews, 1986).
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Figure 9.1: Real (spatial growth) and imaginary (wavenumber) values of r1 as a
function of ω
We have also provided the imaginary values of r1 (figure (9.1(b))) and recognize that
the expected wavelength can be found by
λ =
2pi
imag(r1)
(9.1)
as plotted in figure (9.2), since real(r1) is associated with spatial growth whereas
imag(r1) is effectively a wave number.
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Figure 9.2: Wavelength λ as a function of ω, α = 5
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In this chapter, we decided to examine the behavior at five separate driving frequencies
(ω values). These are indicated as dots on figures (9.1(a)), (9.1(b)), and (9.2). We
chose these particular values by examination of figure (9.1(a)), choosing frequencies
that, in the linear regime, would result in very different behavior—(1) spatial growth
(low frequency), (2) maximum spatial growth, (3) spatial growth (higher frequency),
(4) neutral stability (no spatial growth or spatial decay) and (5) spatial decay. A
summary of these five ω values appears in table (9.1) along with the wavelength
predicted by theory.
ω λ
growth 1.5500 10.3249
max growth 3.1001 6.3865
growth 7.1402 3.6712
neutral 11.1803 2.8099
damping 13.8738 2.4894
Table 9.1: Runs of interest: ω and λ values
9.1.2 Periodic-domain theory
In our simulations of the linearized meander equation (3.10), we saw that when we
drove the boundary, two non-interacting wavelengths emerged. The first of these was
the wavelength predicted by the driving frequency, which we call the ω wavelength,
and which we have been discussing. We also saw the wavelength predicted by linear
theory when γ 6= iω (see equation (3.81)), but when the solution to linear meander
equation (3.10) was r1 = ik, and γ, r2, and r3 were determined by that r1 value. This
“traditional” linear theory result, as found in much of the literature, is what would be
expected in a simulation with periodic boundary conditions and a sinusoidal (r1 = ik)
initial condition. Here k is a wavenumber. This second wavelength, associated with
γ, emerges as a result of the initial condition. In the linear regime it propagates
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downstream and out of the system, leaving behind only the ω wavelength behavior.
We would expect then, in the nonlinear regime, that both of these wavelengths would
influence the nonlinear behavior. As a reminder, the behavior of γ was summarized
in figure (3.4), and again here in figure (9.3(a)). We find it instructive to look at
(9.3(b)) as well, where wavelength λ = 2pi/k is used to convert from figure (9.3(a))
to figure (9.3(b)).
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Figure 9.3: Behavior of γ as a function of wavenumber k and λ
A summary of this behavior is in table (9.2)
k λ γR
maximum growth 1.2039 5.2188 2.1010
neutral growth 2.2361 2.8099 -0.0002
Table 9.2: Summary of periodic-domain theory r1 = ik.
where theory tells us that we would expect to see a critical wavelength 5.2, i.e., this
wavelength should grow faster than any other wavelength. We would also expect any
wavelengths less than 2.8 to be damped out and not be observed in the system.
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9.2 Nonlinear finite and periodic-domain behavior
In the nonlinear regime, we find that finite-domain behavior dominates just down-
stream of the inlet. Further downstream, following a transition, periodic-domain
behavior dominates. A clear example of this is shown in figure (9.4), which shows
the evolution of a meandering river at α = 0.1 just prior to the first cutoff event.
Upstream, the first meander has a wavelength very near 72, as is predicted in ta-
ble (9.3) by finite-domain theory. The wavelengths rapidly shorten as we progress
downstream until they reach a minimum wavelength of nearly 28, as is predicted by
periodic-domain theory.
We choose α = 0.1 because it is especially easy to see this transition from finite to
periodic-domain behavior, and will discuss the effect of variations in α in the next
chapter.
λ(ω) as predicted by finite-domain theory 72.6064
λ(γ) as predicted by periodic-domain theory 28.4401
Table 9.3: Predicted non-dimensional wavelength values
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Figure 9.4: Finite-domain behavior upstream, periodic-domain behavior downstream.
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9.3 Nonlinear runs
We ran full nonlinear simulations with α = 5 at the five ω values of interest (as shown
in table (9.1)), and time lapse images are provided in figures (9.5), (9.6), (9.7), (9.8)
and (9.9). For consistent scaling of ∆t as compared to ω, each simulation is run for
100 periods. Note that this means each run simulates a different amount of total time.
and so that each run covers a different period of total time. We resume discussion
of these runs after all five figures. We have also made these runs and many others
(especially at other α values) available as movies. A summary of those movie files
appears in appendix G.
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Figure 9.5: α = 5, ω = 1.5500 (spatial growth)
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Figure 9.6: α = 5, ω = 3.1001 (max spatial growth)
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Figure 9.7: α = 5, ω = 7.1402 (growth)
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Figure 9.8: α = 5, ω = 11.1803 (neutral stability)
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Figure 9.9: α = 5, ω = 13.8738 (damping)
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Figures (9.5), (9.6), (9.7), (9.8) and (9.9) show drastically different behavior. Nev-
ertheless, in the nonlinear regime, the nature of those differences is not immediately
obvious, especially as the time period covered in each run is different. To study these
runs, we have developed a number of tools. The first of these is a method for deter-
mining the wavelengths present in the system. This allows us a means of comparing
the emerging wavelengths with the wavelengths predicted by the linear theories.
9.3.1 Emerging wavelengths
We find that at α = 5, the transition from finite-domain behavior to periodic-domain
behavior is quite short—so short that by the time the meanders reach an appreciable
amplitude, the emerging wavelength is dictated by periodic-domain theory.
Various methods have been used to determine meander wavelength (Sinnock and
Rao, 1984). Here we have developed a simple heuristic algorithm that locates the
peaks and troughs of the meanders based on the regions of highest curvature, as in
figure (9.10). We then determine meander wavelength based on the distance between
consecutive peaks and between consecutive troughs.
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Figure 9.10: Identification of peaks and troughs
The results of this analysis are summarized in figures (9.11), (9.12), (9.13), (9.14),
and (9.15), where we have plotted all wavelengths that appear at each of a sampling
of time steps.
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Figure 9.11: Meander wavelength as a function of time: ω = 1.5500 (spatial growth),
α = 5
Figure 9.12: Meander wavelengths as a function of time: ω = 3.1001 (maximum
spatial growth), α = 5
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Figure 9.13: Meander wavelengths as a function of time: ω = 7.1402 (spatial growth),
α = 5
Figure 9.14: Meander wavelengths as a function of time: ω = 11.1803 (neutral sta-
bilty), α = 5
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Figure 9.15: Meander wavelengths as a function of time: ω = 13.8738 (damping),
α = 5
In figures (9.11), (9.12), (9.13), (9.14), and (9.15), we see a number of patterns emerge.
Perhaps most crucial, the emerging wavelengths seem to have no dependence on the
driving frequency ω, In particular, in the case of a frequency that corresponds with
spatial decay, we see no sense of decay. Instead, nonlinearity serves to drive the
second part of the domain at a lower, non-decaying frequency, and we see spatial and
temporal growth.
At all driving frequencies, most of the wavelengths at any given time fall between
λcritical = 5.2188, which is the fastest growing wavelength as determined by γ-based
linear theory (as opposed to γ = iω frequency-dependent theory), and twice that
value. We see very few wavelengths less than λneutral = 2.2361, which, according
to linear theory, was the size at which waves should be damped. In viewing the
simulations as movies, we have observed that those small wavelengths occur mostly
as a result of cutoff events and are smoothed out in the course of the simulation.
At long time periods, best seen in figures (9.11) and (9.12), the system increasingly
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consists of large meanders. This makes some sense; we would expect from linear
theory that all waves larger than λcritical = 5.2188 will grow in amplitude, but also
that they will grow more slowly than λcritical = 5.2188 wavelengths. Hence, the
meanders should increase in amplitude over time.
The behavior of the system has some elements that are consistent with linear the-
ory. λneutral = 2.2361 seems to mark the low end of dense clustering, whereas most
wavelengths fall between λcritical = 5.2188 and about three times that value. At all
driving frequencies, we also observe some areas of dense clustering around the wave-
length associated with maximum spatial growth, λωmax, suggesting that the emerging
wavelengths are affected, in part, by the fastest spatially growing wavelength.
9.3.2 Sinuosity
We have recorded the sinuosity of each of the runs at various time steps, and the
results appear in figures (9.16), (9.17), (9.18), (9.19), and (9.20). In all runs, the
sinuosity levels out around an average value close to pi.
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Figure 9.16: Sinuosity: α = 5, ω = 1.5500 (spatial growth)
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Figure 9.17: Sinuosity: α = 5, ω = 3.1001 (max spatial growth)
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Figure 9.18: Sinuosity: α = 5, ω = 7.1402 (growth)
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Figure 9.19: Sinuosity: α = 5, ω = 11.1803 (neutral stability)
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Figure 9.20: Sinuosity: α = 5, ω = 13.8738 (damping)
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9.3.3 Curvature
We took similar measurements of curvature at a sampling of timesteps and observed
that curvature leveled out at about 0.2 regardless of driving frequency.
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Figure 9.21: Curvature: α = 5, ω = 1.5500 (spatial growth)
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Figure 9.22: Curvature: α = 5, ω = 3.1001 (max spatial growth)
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Figure 9.23: Curvature: α = 5, ω = 7.1402 (growth)
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Figure 9.24: Curvature: α = 5, ω = 11.1803 (neutral stability)
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Figure 9.25: Curvature: α = 5, ω = 13.8738 (damping)
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9.3.4 Meanders per unit arc length
We recorded the number of meanders per unit length along the river, where the length
is taken to be the full arc length of the river. This is the only measurement where
saw a clear difference between the behavior at different driving frequencies. At lower
driving frequencies, we see the highest value of meanders per unit arc length. The
value of meanders per unit arc length monotonically decreases with increased driving
frequency.
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Figure 9.26: Meanders per unit arc length: α = 5, ω = 1.5500 (spatial growth)
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Figure 9.27: Meanders per unit arc length: α = 5, ω = 3.1001 (max spatial growth)
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Figure 9.28: Meanders per unit arc length: α = 5, ω = 7.1402 (growth)
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Figure 9.29: Meanders per unit arc length: α = 5, ω = 11.1803 (neutral stability)
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Figure 9.30: Meanders per unit arc length: α = 5, ω = 13.8738 (damping)
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9.4 Further nonlinear observations
9.4.1 Variable ω
After many cutoff events
For the most part, changing the driving frequency ω has little effect on the behavior
of the meander planform, particularly post cutoffs. However, the driving frequency
does effect how far downstream meander behavior begins. Figures (9.31(a))-(9.31(e))
are simulations at α = 5.0, an initially straight channel, and driving frequencies as
indicated. For ω values that correspond with spatial growth (figures 9.31(a), 9.31(b),
9.31(c)) meander behavior should begin close to the entry. Moreover, just how close to
the entry that behavior begins is directly a consequence of the degree of spatial growth.
Figure 9.31(b), which corresponds with maximum spatial growth, displays meander
behavior at almost exactly the mouth of the river. For ω values that correspond
with spatial decay (figure 9.31(e)), the upstream perturbation incites nonlinearities
downstream but does not itself contribute to high-amplitude meanders.
Before many cutoff events
When we have an initially quiescent state (straight channel) and introduce bound-
ary driving, the driving frequency does affect the shape of the planform in distinct
and identifiable ways before many cutoff events occur. Figure (9.32) shows meander
planforms for three distinct driving frequencies at α = 5.0 and at time ∼ 11.5, by
which time the first meanders have migrated to the downstream end. Note that al-
though the number of periods of upstream oscillation is quite different for each of the
three systems pictured, the downstream behavior of the system behaves according to
periodic-domain theory—and according to periodic-domain theory, growth and prop-
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agation rate depends only on α. For this reason, the three planforms are at roughly
the same stage of development at the same value of time.
For the driving frequency associated with strong spatial growth (ω = 3.1), the up-
stream planform is ‘complicated’ as compared to the planforms associated neutral
stability and spatial decay. We see multiple competing wavelengths upstream, and
numerous cutoff events have clearly occurred in the upstream half of the domain.
The theory from section 3.9 predicts a transient solution associated with the initial
condition and a periodic solution associated with boundary driving. In all three plan-
forms, the meanders at the very downstream end appear nearly identical in terms of
wavelength and amplitude. These meanders are analogous to a transient solution,
and result from both the initial condition and excitation by upstream boundary driv-
ing. In the case of maximum spatial growth (ω = 3.1), the spatially growing waves
grow and interact with the ‘transient’-type waves, and due to the nonlinear nature
of this interaction, the planform looks visibly complicated upstream, with multiple
wavelengths present. By contrast, the neutral stability planform (ω = 11.18) seems
to demonstrate the least interaction between the two types of behavior, and we see
more of the meanders that seem to be associated with transient-type behavior. Al-
though the planform associated with spatial decay (ω=13.87) shows significant cutoff
behavior early on, only one wavelength seems to be present, unlike in the rapid spatial
growth (ω = 3.1) case.
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Figure 9.31: Meander profiles of meandering channels with driven boundary condi-
tions and varying ω.
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Figure 9.32: Early planform development at α = 5.0 and three driving frequencies.
From top to bottom: maximum spatial growth, neutral stability, spatial decay.
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9.4.2 Amplitude
Whether we perturb the boundary as an inlet displacement (as in van Dijk et al.
(2012)) or an entry angle, the amplitude of that perturbation effects how far down-
stream we must go to see meander behavior. The waves must grow to a finite am-
plitude before they behave as meanders, and as they do so, they will propagate
downstream. As a result, at a low amplitude, we must travel a significant distance
downstream before we can observe meander behavior.
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Figure 9.33: Meander profiles at evenly spaced time steps. Nonlinear simulation:
variable amplitude.
209
9.5 Clamped upstream boundaries
We saw in chapter 3 that linear theory dictated that that if we have a channel with
some initial perturbation and fixed upstream boundaries, that the initial channel will
grow in amplitude and propagate out of the system, leaving behind a straight channel,
as seen in figure (9.34).
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Figure 9.34: α = 5, r1 = ik, k = 1.2. Initial condition and boundary condition given
by y = Aeγt(eikx − er2x). Flume length is 17.5 and the initial channel amplitude is
10−2
One of the most useful observations to come out of the nonlinear results occurs with
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that same very simple case in which we start with a perturbed initial condition and
then clamped upstream boundaries. In our case, we did this by perturbing an initially
quiescent state at a frequency associated with spatial decay (ω = 14.0) for 2 periods
and then setting the upstream boundary y and y′ both equal to 0 for the next 48
periods. The state of the system after 2 periods, which is effectively the initial
condition can be see in figure (9.35).
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Figure 9.35: Initial condition before clamping α = 5, ω = 14.0 (decay)
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Figure 9.36: Clamped boundary conditions after initial perturbation: α = 5, ω = 14.0
(growth)
212
When we clamp the boundary conditions, a straight channel propagates downstream.
This result is consistent with what we observed in linear runs as well. This result has
important experimental implications, because it suggests that in a finite domain, we
must have an upstream perturbation to see meander behavior.
9.5.1 Heuristic flume observations
We wish to acknowledge that this behavior—of a straight channel propagating down-
stream under conditions of fixed boundaries—is not simply something that occurs in
theory and in simulations, but something that is consistently observed in flumes.
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Smith (1998) explicitly observes the downstream propagation of a straight line, as
shown in figure (9.37).
Figure 9.37: Reprinted from Smith C. E. (1998), Modeling high sinuosity meanders
in a small flume, Geomorphology, 25(1), doi:10.1016/S0169-555X(98)00029-4. Copy-
right (1998) Elsevier. License number 3839221194612. “The sequence of meander
development most often seen in experiments” p.28 figure 5. (Smith, 1998).
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Work by Braudrick et al. (2009) similarly demonstrates straight line propagation
upstream after 103 hours. Braudrick et al. used a static angle upstream, and so the
upstream channel line is at an angle (see figure (9.38)).
Figure 9.38: Reprinted with permission from Braudrick C. A., Dietrich W. E., Lev-
erich G. T., and Sklar L. S (2009), Experimental evidence for the conditions necessary
to sustain meandering in coarse-bedded rivers, Proceedings of the National Academy
of Sciences, 106(40), doi: 10.1073/pnas.0909417106. Copyright (2009) Braudrick C.
A., Dietrich W. E., Leverich G. T., and Sklar L. S. “Overhead photograph and shaded
topographic image 103 h after the beginning of the experiment” from p.16939 fig 3
(cropped from original). (Braudrick et al., 2009).
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Friedkin (1945) showed similar results in a number of his longer runs (i.e., closer to
100 hours than 10) (figures (9.39) and (9.40)).
Figure 9.39: Reprinted from Friedkin, J. F. (1945), A laboratory study
of the meandering of alluvial rivers, War department, Corps of Engineers,
U.S. Army, Mississippi River Commission. Source: http://agris.fao.org/agris-
search/search.do?recordID=US201300197502. No copyright. “Development of me-
andering channel from a straight channel in uniform material” plate 2 (cropped from
original). Friedkin (1945).
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Figure 9.40: Reprinted from Friedkin, J. F. (1945), A laboratory study
of the meandering of alluvial rivers, War department, Corps of Engineers,
U.S. Army, Mississippi River Commission. Source: http://agris.fao.org/agris-
search/search.do?recordID=US201300197502. No copyright. “Bank stabilization of
mid-bends of a meandering river” plate 53 (cropped from original). Friedkin (1945).
9.6 Discussion
In all of the regimes studied, we saw complicated meander patterns and competing
wavelengths. One of the most striking observations in the nonlinear regime is that
although driving is necessary for meandering to occur, the driving frequency itself
seems to have very little effect on the behavior of the meanders. In all simulations we
saw the same general behavior. The heads of the meanders migrated upstream more
often than downstream, as is consistent with previous work and with observations in
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nature. Due to cutoffs, there is significant upstream influence.
In the simulations, we see frequent cutoff events. In the time-lapse figures we can see
many instances in which the meander is touching itself and a cutoff event is about
to occur, and many instances in which acute angles show that cutoff has recently
occurred. Cutoff events balance increases in arc length such that the river oscillates
around an average sinuosity and curvature, which is the same for all values of driving
frequency ω. Even the wavelengths that emerge seem to be independent of driving
frequency, and even disturbances that would be damped in the linear regime show
no evidence of damping and instead develop into fully developed meanders. We saw
mostly wavelengths that corresponded to the fastest temporally growing wavelength
or were larger than that. The measurement of meanders per unit length is the the only
measurement in which we saw a change that correlated with oscillation frequency.
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Chapter 10
Nonlinear variations in α
We recall that α effectively represents the ratio between secondary and irrotational
flow. In chapter 4, we examined variations of α in the linear regime. We found that
low α values corresponded with larger wavelengths and larger time scales, and that
these results were consistent with both finite-domain and periodic-domain theory.
In the nonlinear regime, we find that the upstream portion of a channel is dominated
by finite-domain behavior, and the downstream portion of the channel is dominated
by periodic-domain behavior. In summary, just as in the linear case, we find that
as we drop to low α values, the emerging wavelengths are larger and take longer to
evolve in both of these regimes.
We also find that dropping α to low values (α = 1.0 or lower) does more than affect
scaling: it also affects meander behavior. Instead of meanders skewing backward, as
is seen in nature, they tend to grow straight up and down.
One of our motives in exploring variations in α relates to experimental research.
We find that most experimental work was done at values of α which are quite low
compared to those found in nature ( α = 3.67 (Schumm and Khan, 1972), α =
2.04, (Tal and Paola, 2007), α = 3.09 (Braudrick et al., 2009), α = 1.89 (Van Dijk
et al., 2012)). Such values imply relatively large wavelengths and slow development
of the planform. A few experiments have been done at relatively high α values
(α = 51.84, 19.94, 18.07) (Smith, 1998). We find theory and simulations useful in
interpreting experimental work, which we do in chapter 11.
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10.1 Scaling and the transition from finite to
periodic-domain behavior
The scaling changes predicted by linear theory manifest clearly in the nonlinear
regime.
Figure (10.1) has been provided to show just how dramatically length scales change
when α is altered. The figure has been drawn to scale, and the length of each channel
has been sized to accommodate exactly 20 times the expected wavelength, λcritical,
where the critical wavelength is derived from periodic domain theory instead of infinite
domain theory.
Each plot was produced with a straight channel initial condition and upstream driving
ωmax, which corresponds with maximum spatial growth. Each of these snapshots was
taken just after the first few cutoff events occurred, such that the planform appeared
to have deviated significantly from linear behavior.
Perhaps one of the most interesting features of figure (10.1) is that for α = 0.1,
we see behavior consistent with finite-domain theory near the upstream boundary,
with wavelengths that are quite close to those predicted by finite-domain theory
(λω = 72.6). At about x=200, we see a transition, after which the waves are of the
size predicted by infinite-domain theory (λγ = 28.4). This is clear visual evidence
of how finite-domain theory controls behavior at the upstream boundary, whereas
infinite-domain theory controls behavior downstream. By contrast, at α = 5 and
α = 10, by the time the waves grow to an appreciable size, the transition to infinite-
domain behavior has already occurred. The distance over which finite-domain theory
is relevant is directly related to the Aλ ratio, the values of which were tabulated in
chapter 4, table (4.1).
We also see that the time required to see a first cut-off event at α = 0.1 three orders
of magnitude longer than for α = 10.0.
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Figure 10.1: Nonlinear runs at various α values
10.2 Extent of planform development
Simulations demonstrate that the value of α has a tremendous effect on the extent of
planform development over a given time period. In general, higher values of α imply
a more developed planform. This can be seen in the figures (10.2(a)), (10.2(b)), and
(10.2(c)). For all of these figures, the length of the domain is set to accommodate
approximately 4× the critical wavelength as predicted by periodic-domain theory.
The driving frequency was the frequency associated with maximum spatial growth,
ωmax, and the initial condition was a straight line. In particular, figure (10.2(a)),
at α = 1, has been run to t=20, which is 10 times the duration of most of the
experiments we have looked at (as we will discuss in chapter 11), just so that some
planform development can be observed. By contrast, figures (10.2(b)) and (10.2(c))
have been run out to t=3.0. Clearly, the planform in figure (10.2(c)) at α = 7, is far
more developed than in figure (10.2(b)) at α = 5.
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Figure 10.2: Meander profiles of meandering channels with driven boundary condi-
tions and varying α.
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10.3 Behavioral patterns
In figure (10.3), we observe the evolution of a meandering channel with α = 0.1, driven
at ωmax. This is vastly different than the evolution patterns at α = 5.0 or α = 10.0
as driven by their ωmax, which are shown in figures (10.4) and (10.5), respectively.
Figures (10.4) and (10.5) show meanders that grow first and foremost upstream near
the source of perturbation. They show significant spatial growth. This is directly
related to the amplification factor Aλ, which was tabulated in (4.1). By contrast,
in figure (10.3), which shows behavior for α = 0.1, we see little spatial growth.
Meanders travel a significant distance before becoming visible and appear to have
emerged simultaneously.
A separate issue is the issue of skewing. As meanders in figures (10.4) and (10.5)
propagate downstream, they hook backwards, as is seen in nature, leading to sig-
nificant cutoff events early on. By contrast, at α = 0.1, the meander loops grow
nearly perpendicular to the original centerline of the river with minimal skew. As a
result, they grow to a considerable amplitude before cutoff occurs. Even in the latest
time steps, well after cutoff events have affected the evolving planform, the planform
demonstrates less skewing than in the α = 5 and α = 10 cases.
In general, we find that for α = 2 to α = 10, meander behavior is reasonably consis-
tent, but that as we drop α to low values, we see vastly different behavior, owing to
the lack of skewing, low amplification factor, and some small upstream influence.
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Figure 10.3: Meander behavior at α = 0.1 and a driving frequency of ωmax
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Figure 10.4: Meander behavior at α = 5.0 and a driving frequency of ωmax
225
x
0 20 40 60 80
y
-160
-140
-120
-100
-80
-60
-40
-20
0
20
t=0.00, per=0.00
t=0.39, per=0.61
t=0.78, per=1.23
t=1.18, per=1.86
t=1.57, per=2.47
t=1.93, per=3.05
t=2.31, per=3.64
t=2.69, per=4.23
t=3.07, per=4.83
alpha=10
Figure 10.5: Meander behavior at α = 10.0 and a driving frequency of ωmax
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In figure (10.6), we show the meander planforms at α = 0.1, α = 5, and α = 10
just before the first cutoff event occurs. We can see very clearly that there is a lot of
development of meanders downstream of the inlet in the α = 0.1 case, versus skewed
upstream development in the α = 5, and α = 10 cases.
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Figure 10.6: Meander behavior just before the first cutoff event at various α values
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In figure (10.7), we show a planform evolved well past multiple cutoff events. Again,
in the α = 0.1 case, we see very little skewed behavior as compared to the α = 5, and
α = 10 cases.
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Figure 10.7: Meander behavior after multiple cutoff events at various α values
10.4 Nonlinear theoretical predictions for skewing
The skewing that occurs at higher values of α, and, conversely, the lack of skewing
that occurs at lower values of α, can be predicted theoretically. We consider the
nonlinear momentum equation (2.55), but for convenience include a parameter β,
which, in our equations would simply be set to 1.
∂u
∂s
+ βu = −κs + ακ = f(s) (10.1)
At a given time step, equation (10.1) is simply a linear ordinary differential equation,
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the solution for which is
u = u0
∫ s
0
f(s′)(eβ[s
′−s])ds′ (10.2)
Using the earlier observation that kneutral =
√
α, where kneutral is the wavenumber
associated with neutral stability
k ∼ √α (10.3)
and because, for fully developed meanders, the radius of curvature rc = 1/4λ = 2/pik,
we find that the curvature κ, which is 1/rc, scales as
κ ∼ √α (10.4)
Furthermore, by definition of arc length,
Larc ∼ 1
κ
(10.5)
and by equation (10.2),
decay ∼ 1
β
(10.6)
Therefore,
decay over Larc ∼
√
α
β
(10.7)
From equation (10.7) we see that when α is large, the decay length over Larc is
significant, such that the velocity difference u at the onset of the meander bend is
greater than in the downstream portion of that same meander bend. Figure 10.8(a)
shows this behavior over a single meander bend. Note that arrow length indicates
the magnitude of u. This leads proportionally more erosion in the upstream portion
of a meander bend and therefore to upstream skewing. By contrast, when α is small,
the decay over Larc is negligible, and the velocity difference remains constant, such
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that meanders grow nearly perpendicular to the original course of the river. Figure
10.8(b) shows the lack of skew over a single meander bend.
(a) (b)
Figure 10.8: Velocity profiles for f(s) = κ(s) (figure 10.8(a)) and f(s) = κs(s)
(figure 10.8(b)).
Another way of explaining this phenomenon is as follows. We can regard α as a ratio
between length scales. If we consider a single meander reach, as in figure (10.9), then
the curvature, κ, is approximately a step function and the derivative of the curvature,
κs, is approximately a delta function. When α is large, then by equation (10.1), κ
dominates, and the function f(s) in equation (10.2) is approximately equal to just
κ. Because κ is a step function and approximately constant inside a single meander
loop, the integral in equation (10.2) yields spatial decay. When κs dominates, f(s) is
effectively 0 inside a single meander loop, and the integral in equation (10.2) yields a
constant value.
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Figure 10.9: Meander reach: κ and κs
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Chapter 11
Guidance for experimental design
In the broadest sense, there are three types of experimental designs that we might
expect to encounter:
1. Initial state: finite amplitude, fixed inlet
2. Spontaneous growth with fixed inlet
3. Continuous upstream inlet perturbation
For each of these, we will address what should happen, according to theory and
simulation, and on what time scales. Finally, we specify experimental setups based
on the results of meander simulations and according to conditions that appear to be
attainable as per experimental meander literature. These setups are described with
dimensional values.
Other than in the experimental design sections and unless otherwise stated, the val-
ues in this chapter are written in nondimensional units. The equations for converting
between dimensional and nondimensional values are as follows. For spatial conver-
sion, we use characteristic length equation (2.47) and conversion equation (5.1). For
temporal conversion, we use characteristic time equation (2.59) and conversion equa-
tion (5.2). We have explicitly provided many of these calculations (all of which follow
from equations (2.47), (5.1), (2.59), and (5.2)) at the end of the chapter.
The most significant conclusions of this chapter are:
1. Finite-domain theory shows significantly less meandering than periodic-domain
theory under fixed inlet conditions.
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2. The development of meanders from a straight channel with infinitesimal per-
turbations takes a long time.
3. Upstream perturbations are required for self-sustaining meanders in a flume.
11.1 Initial state: finite amplitude
Consider a flume with a small-amplitude sinusoidal channel that has been carved
before the run begins. We compare predictions for the results of such an experiment
by periodic-domain theory, finite-domain theory, and full nonlinear simulation in
figures (11.1) and (11.2).
Note that standard periodic-boundary theory dictates that waves should grow and
propagate downstream, and that the growth rate and wave speed depend on the
wave number. Previously in chapter 3, figure (3.2) showed that for α = 5 (typical
for natural river systems (Parker and Andrews, 1986)), the wavenumber associated
with maximum growth rate is k=1.2. Figure (3.5) shows a relatively slow wavespeed
at k=1.2 as compared to larger wavenumbers. By contrast, at k=1.9, we see from
figures (3.2) and (3.5) that waves should grow slowly in amplitude but propagate
quickly downstream. In figure (11.1), we examine a system at k=1.2. In figure (11.2)
we examine a system at k=1.9. In both, we start with an initial sinusoidal channel
of amplitude Ainitial = 0.1 and use a flume length of 25.
11.1.1 Periodic-domain behavior: figures (11.1(a)) and (11.2(a))
For figures (11.1(a)) and (11.2(a)), we chose initial and boundary conditions that
correspond with
y = Aeγt(er1x − er2x) (11.1)
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where r1 = ik; γ follows from equation (3.69); and r2 comes from solving (3.68)
with the given values of r1 and γ. (To solve for r2: synthetic division of (3.68) with
r1 = ik yields a second-degree polynomial which can be solved for r2 and r3 using the
quadratic equation. We find that for r2,3 = (−b±
√
b2 − 4ac)/2a: a = 1, b = r1 − α,
and c = −γ + r21 − βr1 .)
The purpose of using y = Aeγt(er1x−er2x) instead of the more simplistic y = Aeγt(eikx)
is grounded in a desire to examine systems that could legitimately be created inside
a flume. We presume that it would be more feasible to build a flume with a driven
angle of entry but fixed displacement (i.e., y = Aeγt(er1x − er2x) ) or a fixed angle of
entry but driven displacement (i.e., y = Aeγt(er1x − (r1/r2)er2x)) than it would be to
create a system that does both (which y = Aeγt(eikx) would require).
Figures (11.1(a)) and (11.2(a)) show behavior consistent with theory and give a first
approximation of the behavior we might expect to see in a flume under conditions
of α = 5, Ainitial = 0.1, t = 2.0, and boundary conditions that are being driven
via an oscillating entry angle. In figure (11.1(a)), kinitial = 1.2. In figure (11.2(a)),
kinitial = 1.9. We note that t = 2.0 is a reasonable estimate of the duration of an
experiment (van Dijk et al., 2012; Braudrick et al., 2009), and length L = 25 is
a reasonable non-dimensional length for a flume (Schumm and Khan, 1972; Smith,
1998; Tal and Paola, 2007; Braudrick et al., 2009; van Dijk et al., 2012).
11.1.2 Finite-domain behavior: figures (11.1(b)) and (11.2(b))
In reality, most of the experimental work that has been done has not made use of
a driven upstream boundary. Instead, fixed boundary conditions (constant point of
entry and angle of entry) have been used (Schumm and Khan, 1972; Smith, 1998), such
that the entry angle may be set at a static angle (Friedkin, 1945; Jin and Schumm,
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1987; Peakall et al., 2007; Gran and Paola, 2001; Tal and Paola, 2007; Braudrick
et al., 2009; Tal and Paola, 2010; Kleinhans et al., 2010).
A flume is, by necessity, a finite domain. The question remains, to what extent do
those fixed boundary conditions affect the behavior inside that finite domain? Is it
legitimate to use periodic boundary theory, or, as we have just done, driven boundary
theory, to predict the behavior inside a finite-domain flume with a fixed inlet?
We could answer this question in one of two ways. We could determine the eigenvalues
and eigenvectors associated with the linearized meander equation (3.10) given an
initial condition and fixed upstream boundary conditions. Using those eigenvalues
and eigenvectors, we could then produce an analytical solution that describes the
behavior under the influence of a fixed boundary. In practice, we find the eigenvalues
to be so poorly balanced that an analytical approach is impractical. Instead, we can
(and do) solve the linearized meander equation (3.10) numerically, setting our initial
condition to be equation (11.1) with initial amplitude Ainitial = 0.1 and setting our
upstream boundary condition to be fixed.
Just as in figures (11.1(a)) and (11.2(a)), we use equation (11.1) to set the initial
condition. Unlike in figures (11.1(a)) and (11.2(a)), we use a fixed upstream boundary
of y = 0 and, to be consistent with equation (11.1), a slight static angle of entry
dy/dx = A(r1 − r2), where A = 0.1. (In a flume, this angle of entry would simply
result from aligning the angle of the inlet with the initial sinusoidal channel.) This
gives us the results in figures (11.1(b)) and (11.2(b)).
In figures (11.1(b)) and (11.2(b)), we observe that, owing to the fixed upstream
boundary, there is a significant downstream propagation of a very straight channel.
In particular, the first two meanders in each flume have been effectively wiped out.
Because we set the entry angle to be dy/dx = A(r1 − r2), we see that the straight
line deviates slightly from the y = 0 centerline.
Crucially, we find that given any arbitrary initial condition, not just the one we have
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one we used in figures (11.1(b)) and (11.2(b)), if the upstream boundary is fixed, a
straight channel must propagate downstream according to linear theory. In the case
of a static angle, theory dictates that the emerging straight channel will propagate in
the direction of the angle.
If we compare (11.1(a)) and (11.2(a)) to (11.1(b)) and (11.2(b)), all of which have
been run under flume conditions, length, and a duration similar to what might be used
in real experiments, we observe that about half of the flume is affected by boundary
behavior. Therefore, finite-domain theory allows for significantly better predictions
about flume behavior than standard periodic boundary theory, particularly when
addressnig such questions as how many waves will fit in the flume.
11.1.3 Full nonlinear simulation: figures (11.1(c))and (11.2(c))
We’ve studied the behavior of meandering channels by studying the linearized mean-
der morphodynamics equation (3.10), but the question remains, how do channels be-
have in the fully nonlinear regime? Is it still the case that a fixed boundary will cause
a straight channel to propagate downstream, forcing meanders out of the flume—
sometimes before they reach appreciable amplitude? We find that the answer to this
question is yes.
We have repeated the exact conditions used to generate figures (11.1(b)) and (11.2(b)),
where α = 5; Ainitial = 0.1; t = 2.0; the initial condition is based on equation (11.1);
the boundary conditions are y = 0 and dy/dx = A(r1 − r2). Instead of solving
the linearized meander morphodynamics equation (3.10), we solve the fully nonlinear
meander morphodynamics equations.
∂u
∂s
+ u = −∂κ
∂s
+ ακ (2.55)
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 xt
yt
 =
 −ysu
xsu
 (2.61)
The results are shown in figure (11.1(c)) and (11.2(c)). Particularly in the case of
figure (11.1(c)), we find that the nonlinearities severely limit the amplitude. In both
(11.1(c)) and (11.2(c)), we find that nonlinear simulation predicts ‘realistic’ meander
shape, as is to be expected. To the extent that nonlinear simulation replicates a true
system, finite-domain theory does a significantly better job at predicting what might
be seen in a finite domain.
237
x
0 5 10 15 20 25
y
-8
-6
-4
-2
0
2
4
6
8
10
alpha=5.0, time=2.00, k=1.20
.
(a)
x
0 5 10 15 20 25
y
-8
-6
-4
-2
0
2
4
6
8
alpha=5.0, time=2.00, k=1.20
(b)
0 5 10 15 20 25
-4
-2
0
2
4
alpha=5.0, time=2.00, k=1.20
t=t0
t=tf
(c)
Figure 11.1: Meander profiles at evenly spaced time intervals. The thick line rep-
resents the most recent time step. For all three subfigures, α = 5, Ainitial = 0.1,
t = 2.0, k = 1.9. Figure (11.1(a)): driven boundary conditions, as is consistent with
periodic-domain theory. Figure (11.1(b)): fixed boundary conditions, as is consistent
with finite-domain theory. Figure (11.1(c)): full nonlinear simulation.
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Figure 11.2: Meander profiles at evenly spaced time intervals. The thick line rep-
resents the most recent time step. For all three subfigures, α = 5, Ainitial = 0.1,
t = 2.0, k = 1.9. Figure (11.2(a)): driven boundary conditions, as is consistent with
periodic-domain theory. Figure (11.2(b)): fixed boundary conditions, as is consistent
with finite-domain theory. Figure (11.2(c)): full nonlinear simulation.
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11.1.4 Experimental flume lengths
We find it critical that meander experiments be considered in terms of non-dimensional
instead of dimensional values, as meander behavior scales in a non-dimensional sense,
and the length scales are often non-intuitive in dimensional terms. For example,
we examined a number of meander experiments, and find that the nondimensional
flume lengths ranged from 9.6 (Peakall et al., 2007) to 75.7 (Tal and Paola, 2007),
with 25 being somewhat average (Schumm and Khan, 1972; Smith, 1998; Braudrick
et al., 2009). Nevertheless, some of the shortest dimensional flumes, like the 16.0 m
flume used by Tal and Paola (2007), are the longest in a non-dimensional sense—in
this instance, 75.7. The 11 m flume used by Van Dijk et al. (2012), which has been
considered ‘short,’ turns out to have a typical nondimensional length of 24.5.
The shortest flume is Peakall et al. (2007) at 9.6. We consider the case of α = 5 (lower
than in the Peakall et al. (2007) study), an initial channel of Ainitial = 0.1, a flume of
length 10, and we chose a wavelength k = 1.2 to correspond with maximum amplitude
growth rate. Figure (11.3(a)) shows that standard driven-boundary theory predicts
significant meander growth. In figure (11.3(b)), we use our refined finite-domain
theory with fixed boundaries and see almost no meander behavior, except toward the
very end of the flume. The straight channel that results from the fixed inlet travels
a considerable distance in t=2.0, and in the time required for the straight channel
to propagate entirely downstream, we would expect to see only a few low amplitude
meanders.
The relative vertical amplitudes are arbitrary because figure (11.3(a)) is determined
by driving upstream, while the boundary is fixed in figure (11.3(b)). Nevertheless, the
important distinction between the two is the severe restriction in amplitude near the
upstream boundary of figure (11.3(b)) and the relative shallow amplitude along the
channel length. It would be unlikely that we would observe meanders in a flume under
the conditions used to generate figure (11.3(b)). This somewhat drastic example
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demonstrates the extent to which finite-domain theory can be more appropriate for
predicting meander behavior in a flume than periodic-domain theory.
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Figure 11.3: Meander profiles at evenly spaced time intervals. The thick line rep-
resents the most recent time step. α = 5, Ainitial = 0.1, t = 2.0, flume shortened to
L = 10, k = 1.2. In figure (11.3(a)): driven boundary conditions. In figure (11.3(b)):
fixed boundary conditions.
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11.1.5 Nonlinear simulations under real experimental conditions
In the context of our experiment-based simulations, we find that small changes in
setup can result in hugely different planforms. We consider the experimental condi-
tions used in the studies by Braudrick et al. (2009) and van Dijk et al. (2012) because
both authors have provided extremely detailed results that allowed us to make good
time scale estimates (details provided at the end of this chapter).
Experimental conditions of Braudrick et al. (2009)
We develop a nonlinear simulation of the sort shown in figures (11.1(c)) and (11.2(c)),
except that we alter the parameters to mimic the experimental conditions used by
Braudrick et al. (2009) (α = 3.7, time ≈ 1.7). In particular, a close examination
of the diagrams provided by Braudrick et al. (2009) shows an initial condition with
perturbations of a nondimensional amplitude very close to 0.1. In our simulation,
we base our initial condition on equation (11.1) with Ainitial = 0.1. We also use
kinitial = 1.08 to correspond with the fastest growing wavelength at α = 3.7. For
our upstream boundary, we use an inlet that is fixed in both displacement and entry
angle.
Figure (11.4(a)) shows actual results from the experiment performed by Braudrick
et al. (2009). Note that the dotted lines in figure (11.4(a)) are the original channel
at the beginning of the experiment. In particular, Braudrick et al. (2009) cut a ‘first’
meander bend into the upstream end of the flume, and set their entry at a static
angle.
Figure (11.4(b)) shows simulation results based on the conditions used by Braudrick
et al. (2009), except that the ‘first’ meander bend has been removed, and the inlet
points toward the path of steepest descent instead of being set at some other static
angle. The simulation has heuristic resemblance to the work by Braudrick et al.
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(2009), showing approximately the same growth in amplitude, relative downstream
propagation rate, emerging wavelength, and downstream distance required to escape
the influence of the inlet for a run of duration t=1.7.
By contrast, figure (11.4(c)) shows the meandering channel that we wish to provide
design parameters for, and which we will discuss in more detail momentarily.
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Figure 11.4: Figure (11.4(a)) reprinted with permission from Braudrick C., Dietrich W.,
Leverich G., and Sklar L. (2009), Experimental evidence for the conditions necessary to
sustain meandering in coarse-bedded rivers, PNAS, 106(40), doi: 10.1073/pnas.0909417106.
Copyright (2009) Braudrick C., Dietrich W., Leverich G., and Sklar L. “Map of channel
position through time” from p.16937 fig 1 (altered from original to flip direction of flow).
(Braudrick et al., 2009). Figure (11.4(b)): nonlinear simulation under conditions by Brau-
drick et al. (2009), meander profiles. Figure (11.4(c)): alternate experimental conditions,
meander profiles.
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Dimensional setup for a meandering channel
We wish to design a setup for the meandering channel shown in figure (11.4(c)), which
shows the meander profiles of a channel with parameters that have been only slightly
altered from those used by Braudrick et al. (2009). Just as in in Braudrick et al.
(2009), we have fixed the inlet.
We have purposefully used only slight variations from true experimental conditions
in the hope that the conditions that we suggest will be feasible to reproduce in a
meander flume. A summary of these changes appears in table (11.1).
The purpose of these changes are two-fold: (1) to increase the value of α to 5.4,
which is similar to what is found in nature (Parker and Andrews, 1986), and (2)
to adjust the scaling so that the desired number of meanders will fit in the flume
within a reasonable period of time. Since larger α corresponds with a higher ratio of
secondary to irrotational flow, it also corresponds with a more developed planform,
generally with larger amplitude meanders under a shorter time duration. Most of
the suggested changes are minor: a faster flow rate, a wider initial channel, and a
slightly longer run time. We use the same dimensional flume length as the flume
used in Braudrick et al. (2009) (which gives us a slightly different non-dimensional
value) such that the original flume could be used to conduct this experiment. The
most potentially difficult of these changes is the use of a finer sediment of the same
density; nevertheless, this is the main parameter used to adjust α. Finer sediments
should allow for a more developed transverse bed slope, which is characterized by the
variable A′, where α = α(A′). The equation for A′ can be found in appendix (A).
Small changes in material induce large changes in α.
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Weiss 2016 Braudrick et al. (2009)
H = 0.019 m 0.019 m
U = 0.28 m/s 0.30 m/s
D50 = 0.0002 m 0.0008 m
ρs = 1500 kg/m
3 1500 kg/m3
b = 0.25 m 0.2 m
I = 0.0046 0.0046
LD = 17 m 17 m
td = 149 hrs 136 hrs
Table 11.1: Flume conditions
where H is depth, U is average velocity, D50 is sediment diameter, ρs is sediment
density, b is river half-width, I is slope, LD is dimensional flume length, and td is
dimensional experimental time duration.
Table (11.1) shows the flume conditions of our recommendations along with those of
the flume used by Braudrick et al. (2009). Table (11.2) shows design parameters that
result from the choices in table (11.1).
Weiss 2016 Braudrick et al. (2009)
Q = 0.00266 m3/s 0.00225m3/s 2bUH
Cf = 0.011 0.009 ghI/U
2
Fr = 0.65 0.69 U/
√
gH
A′ = 10.83 6.69 see appendix A
As = 1.01 1.24 see appendix A
A′ + As = 11.4 7.93
α = 5.41 3.70 0.5(Fr2 + A′ + As − 1)
Table 11.2: Calculated design parameters
where Q is volumetric flow rate; Cf is a friction coefficient; Fr is the Froude number;
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A′ is a parameter related to transverse slope; As is a parameter related to secondary
flow; and α is the parameter that relates the strength of secondary flow to the strength
of irrotational flow.
Notes on length scaling and initial condition
Recall that we can convert between dimensional length LD and nondimensional length
LND via a characteristic length L
∗:
LD = L
∗ × LND (11.2)
or
LND = LD/L
∗ (11.3)
For the flume that we designed, all three of these values are here :
L∗ 0.87m H/(2Cf )
LD 17m
LND 19.6
Table 11.3: Spatial scaling
For our initial condition, we would carve a sine wave of wavelength (2pi/kL∗) where
k = 1.2. This give us
λ = 4.6 m (11.4)
Notes on time scaling
Similarly, we can convert between dimensional time tD and nondimensional time tND
via a characteristic time t∗
tD = t
∗tND (11.5)
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The equation for t∗ was described in chapter 2
t∗ =
L∗
U∗
1
E(b˜/L∗)
(2.59)
We find that both Braudrick et al. (2009) (E = 4.1×10−5) and van Dijk et al. (2012)
(E = 3.4× 10−5) give sufficient information to allow estimates of erodibility E. If we
assume the erodibility to be E = 4× 10−5, we can construct the following table:
t∗ 2.70× 105 s from equation (2.59)
tND 2
tD 149 hours
Table 11.4: Time scaling
Based on this, we would want to run the experiment for 149 hours. For comparison,
Braudrick et al. (2009) ran for 136 hours while van Dijk et al. (2012) ran for 260
hours.
11.2 Spontaneous growth with fixed inlet
The second class of experiments that we are likely to encounter are the experiments
that start with a straight initial channel and a fixed inlet. The meanders from these
systems arise from small perturbations in the initial and boundary conditions, and we
find that in practice—both in simulations and in flumes—perturbations are at least
of order 10−2. In this set of simulations, we set the boundary condition equal to y = 0
and y′ is fixed such that y′ = y′(t = 0, x = 0).
In all subfigures within figure (11.5) we start with a randomly perturbed initial con-
dition of amplitude 10−2. (In the previous section, we carved a channel of amplitude
10−1.) In figure (11.5(a)), we use conditions from the work by Braudrick et al. (2009)
249
(α = 3.7, t = 1.7, fixed upstream boundary conditions), but use a length of 19.6
instead of 17.5 (to allow us to use the same dimensional flume length). The re-
sults indicate very little meander behavior. Similarly, in figure (11.5(b)), we use the
conditions that we suggested in table (11.1). Again, owing to the decreased initial
amplitude, we would expect very little meander behavior. In figure (11.5(b)), we also
use the conditions that we suggested in table (11.1), except that we then double the
duration of the run. Only then do we see true meander behavior.
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Figure 11.5: Figure (11.5(a)): meander profiles of ‘spontaneous’ growth under conditions
by Braudrick et al. (2009). Figure (11.5(b)): meander profiles of ‘spontaneous’ growth
under conditions by Weiss 2016. Figure (11.5(c)): meander profiles of ‘spontaneous’ growth
under conditions by Weiss 2016 but with double the duration of time.
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11.2.1 Dimensional setup for a meandering channel
If we wish to design a setup for a meandering channel similar to the one displayed
in figure (11.5(c)), we can use the experimental conditions detailed in table (11.1),
except that we would need to double the time:
tND = 4 (11.6)
tD = 298 hours (11.7)
We recognize that this is a significant increase in resources, and find that in the
context of producing meanders in a flume, starting with infinitesimal amplitude may
be less ideal than starting with some random finite-amplitude perturbations.
11.3 Straight initial condition with boundary driving
The last experimental condition that we may encounter is the case of boundary driving
and an initially quiescent channel. Van Dijk et al. (2012) is the only study to have
used this type of setup, and was also the first study to achieve self-sustaining meanders
in a flume.
In particular, after an initial period without continuous perturbation, the inlet was
moved left at a rate of 1 cm/hr for 50 hrs and then right at a rate of 1 cm/hr for
another 160 hours. Figure (11.6(a)) is a photograph of the inlet, and figure (11.6(b))
shows the meanders that developed after 246 hours. Figure (11.7(a)) shows the inlet
displacement as a function time in dimensional units; figure (11.7(b)) is the identical
plot in dimensionless units.
Because this is the only experiment to have used an upstream perturbation, we find
it instructive to examine its scaling. In particular, a plot of spatial growth rate as
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a function of ω (figure 11.8) shows that the slow perturbation corresponded with
spatial growth, which is desirable for the growth of meanders in a finite-length flume.
(This scaling is approximate, as the true experimental inlet velocity behaved as a step
function, not a sine wave.)
(a) Transverse-moving injection (b) Experimental meandering patterns
Figure 11.6: Reprinted from van Dijk, W. M., W. I. van de Lageweg, and M. G.
Kleinhans (2012), Experimental meandering river with chute cutoffs, J. Geophys.
Res., 117(F3), F03023, doi:10.1029/2011JF002314. Copyright (2012) American Geo-
physical Union. Figure (1.4(a)): “Overview of the Eurotank looking in the upstream
direction: moveable inlet and upstream part” from p.4 figure 3 (cropped from origi-
nal). (1.4(a)): “Channel evolution” from p.8 figure 7 (cropped, adjusted saturation
of original). (van Dijk et al., 2012).
253
time (h)
0 50 100 150 200 250
di
sp
la
ce
m
en
t (m
)
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
(a)
time
0 1 2 3 4 5
di
sp
la
ce
m
en
t
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
(b)
Figure 11.7: Inlet displacement as a function of time in experimental work by van
Dijk et al. (2012). Figure (11.7(a)) is shown in dimensional units. Figure (11.7(b)) is
shown in dimensionless units.
Figure 11.8: Spatial growth as a function of driving frequency, ω. The asterisk ∗
corresponds with the approximate driving frequency used by van Dijk et al. (2012).
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11.3.1 Displacement
In figure (11.9(a)), we again show the experimental results by van Dijk et al. (2012)
after 246 hours. Figure (11.9(b)) is a simulation under the experimental conditions
by van Dijk et al. (2012), with α = 1.9, an initially straight channel, a flume length
of 24.5, and upstream displacement as shown in figure (11.7(b)). Although the wave-
length predicted by theory and simulation is somewhat shorter than the wavelength
that emerged in the experiment, the final maximum amplitude of 1.5 is congruent
with the experimental results. In figure (11.9(c)), we show a simulation with param-
eters that have been only slightly altered from the original experimental parameters.
The most significant change is the use of the sediment suggested in table (11.1), which
has a lower density and smaller diameter size. This serves to increase the value of
α, leading to a somewhat smaller emerging wavelength and a channel that evolves
significantly faster. We also increase the channel width to decrease experimental time
by about 25%.
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Figure 11.9: Figure (11.9(a)) reprinted from van Dijk, W. M., W. I. van de Lageweg, and
M. G. Kleinhans (2012), Experimental meandering river with chute cutoffs, J. Geophys.
Res., 117(F3), F03023, doi:10.1029/2011JF002314. Copyright (2012) AGU. “Overview of
the Eurotank looking in the upstream direction: moveable inlet and upstream part” from p.4
fig. 3 (cropped from original). Figure (11.9(b)): nonlinear simulation under conditions by
van Dijk et al. (2012), meander profiles. Figure (11.9(c)): alternate experimental conditions,
meander profiles.
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Table (11.5) summarizes the flume conditions used by van Dijk et al. (2012) as com-
pared to flume conditions used in our simulation. Table (11.6) shows design parame-
ters that result from the choices in table (11.5).
Weiss 2016 van Dijk et al. (2012)
H = 0.015 m 0.015 m
U = 0.22 m/s 0.22 m/s
D50 = 0.0002 m 0.0005 m
ρs = 1500 kg/m
3 2650 kg/m3
b = 0.15 m 0.2 m
I = 0.0055 0.0055
LD = 11 m 11 m
td = 246 hrs 187 hrs
Table 11.5: Flume conditions
where H is depth, U is average velocity, D50 is sediment diameter, ρs is sediment
density, b is river half-width, I is slope, LD is dimensional flume length, and td is
dimensional experimental time duration.
Weiss 2016 van Dijk et al. (2012)
Q = 0.0013 m3/s 0.0010m3/s 2bUH
Cf = 0.017 0.017 ghI/U
2
Fr = 0.57 0.45 U/
√
gH
A′ = 8.44 3.33 see appendix A
As = 0.71 1.25 see appendix A
A′ + As = 9.14 4.58
α = 4.24 1.89 0.5(Fr2 + A′ + As − 1)
Table 11.6: Calculated design parameters
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Weiss 2016 van Dijk et al. (2012)
LND = 24.5 24.5
LD = 11.0 m 11.0 m
L∗ = 0.45 0.45
tND = 5.0 5.0
t∗ = 37 50
tD = 187 250
Table 11.7: Scaling parameters
11.3.2 Angle of entry
Although van Dijk et al. (2012) used a moveable inlet to continuously change dis-
placement, we find that in the context of simulation, it makes very little difference
whether we altered displacement or angle of entry. Moreover, van Dijk et al. (2012)
notes that in a real flume, if the inlet moved faster than the rate of channel erosion,
channel abandonment would occur. For this reason, we have opted, instead, to alter
the angle of entry.
We propose that such an experimental system would look something like this (figure
(11.10)), where a rotating paddle is used to change the angle of entry:
Figure 11.10: Flume, perturbed with entry angle
Note that the conditions used in van Dijk et al. (2012) were as follows: α = 1.9,
an initial straight channel, an upstream perturbation at a nondimensional driving
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frequency of ω = 0.155, a nondimensional flume length of 20, and an inlet displace-
ment that changed as a step function y = y0H(t)V , and total nondimensional time
duration of 3.3. These calculations are provided later in this chapter.
In figure (11.11), we have produced some simulations of meander channels with per-
turbed upstream boundary conditions. Instead of basing the simulations on experi-
mental conditions by van Dijk et al. (2012), we use our own suggested conditions as
outlined in table (11.1).
Because we are now using an upstream perturbation, we need to specify the driving
frequency. We use the driving frequency associated with maximum spatial growth
(ω = 3.68). In figure (11.11(a)), we use a driving amplitude of 0.1 in the sense that
we use the following equation to determine the upstream boundary
y = 0 (11.8)
dy/dx(x = 0) = Aeiωt(r1 − r2) (11.9)
where r1 = 0.40− 1.03i and r2 = −0.51 + 0.28i and A = 0.1. This corresponds with
an angle of entry that varies by ±0.16 radians or ±4.5 degrees.
Figure (11.11(b)) shows that we can increase planform development by increasing the
driving amplitude to 0.3 (±0.45 radians or ±12.8 degrees). Figure (11.11(c)) shows
that we can produce an even more developed planform by increasing the time from
2.0 to 2.4.
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Figure 11.11: Meander profiles with a driving frequency of ωmax. Figure (11.11(a)):
driving amplitude of 0.1. Figure (11.5(b)): driving amplitude of 0.3. Figure (11.5(c)):
driving amplitude of 0.3 and increased tD.
260
11.3.3 Dimensional setup for a meandering channel
We wish to produce the meander profile as shown in figure (11.11(c)). To do so,
we would cut an an initially straight channel into the flume as the initial condition.
We would again use the experimental conditions detailed in table (11.1), except that
we would increase the experimental time. The remaining parameters are specified in
non-dimensional and dimensional units are shown in table (11.8).
Nondimensional Dimensional
time tND=2.4 tD=180 hrs
driving frequency ωND = 3.68 ωD = 1/(20 hours)
entry angle ±12.8 degrees ±12.8 degrees
Table 11.8: Driven boundary flume conditions
11.4 Spatial and temporal scaling in the literature
11.4.1 Spatial scaling
The single most crucial parameter in terms of spatial scaling is α, which comes from
the linearized equation that describes meandering (equations (3.10)),
ytx + yt = yxxx − αyxx (3.10)
and defines the balance between secondary flow and irrotational flow. α is defined as
α =
1
2
(
Fr2 + A′ + As − 1
)
(2.46)
Here Fr is a Froude number, A′ is a measurement of transverse slope, and As relates
to the strength of secondary flow.
261
Calculating α
In natural river systems, rivers may have an α value of about 5 (Sun et al., 1996;
Parker and Andrews, 1986). By contrast, experimental values have ranged from
α = 1.89 (Van Dijk et al., 2012) to α = 51.84 (Smith, 1998), which represent such
different regimes of behavior that it becomes difficult to make meaningful comparisons
between experiments.
For reference, we have calculated the values of α for a number of experiments in the
literature.
Study α
Schumm and Khan (1972) 3.67, 6.07
Smith (1998) 51.84 (DE), 19.94 (cornstarch), 18.07 (rock flour)
Peakall et al. (2007) 6.75
Tal and Paola (2007) 2.04
Braudrick et al. (2009) 3.70
Van Dijk et al. (2012) 1.89
Table 11.9: α values associated with experimental studies
To calculate these values, we drew both from the studies themselves and from outside
sources. In particular, most experimental publications provide information such as
volumetric flow rate Q, channel depth H, flume gradient I, channel half-width b, and
mean flow rate U . With these values, we can calculate the friction coefficient Cf
and the parameter As (see appendix A). In a few cases, we estimated the value of b
from photographs of the experimental work. To calculate A′ (see appendix A), we
needed the sediment density ρs and diameter D, which were not provided by many
authors. To this end, we turned to a catalogue of sediments (Kremer Pigmente)
and identified the sediment type that most closely resembled that described in the
experimental methods. We then estimated α values for experiments for which we
could find enough information to do so. In those instances where the authors clearly
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provided information for more than one experiment, we provided α values for each.
Implications of α
We can use equation (3.69) to solve for the critical wavenumber, which we expect will
tell us smallest wavelength we would expect to see in a flume,
kneutral =
√
α (3.74)
and the most common wavelength in the meandering channel
kmax =
√
−1 +√1 + α (3.73)
In particular, we expect waves of kmax to dominate the system, and we can use kmax
to decide how long a meander flume must be. Since λcrit = 2pi/kmax, in order to see
at least 3 wavelengths in a flume, we must have a flume of at least that size. If the
boundaries are fixed, a much longer flume would be required.
We therefore expect to see approximately these growth (γR) and propagation (γi)
rates
γR,max =
α− k2max
1 + k2max
k2max (11.10)
γi,max = − α + 1
1 + k2max
ik3max (11.11)
and perhaps more usefully, a wave speed of
cmax = −γi,max/kmax (11.12)
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Spatial nondimensional to dimensional variables
Throughout this section, we define
L∗ ∼ H
2Cf
(2.47)
and convert between dimensional and nondimensional quantities using the relation
(sD, xD, yD, LD) = [length scale L
∗]× (sND, xND, yND, LND) (5.1)
where theD subscript implies dimensional variables, andND implies non-dimensional
variables.
We find it informative to look at various studies, and in particular, at how drastically
different the non-dimensional lengths of various flumes have been (table 11.10).
Study kmax kneu λmax λneu #wav LD(m) LND
Schumm and Khan (1972) 1.08 1.92 5.83 3.28 5.74 30.5 33.5
1.29 2.46 4.88 2.55 4.59 30.5 22.4
Smith (1998) 2.50 7.2 2.5 0.87 11.51 3.0 28.9
1.89 4.46 3.32 1.41 8.88 3.0 29.5
1.83 4.25 3.42 1.47 9.31 3.0 31.2
Peakall et al. (2007) 1.33 2.60 4.70 2.42 2.04 5.5 9.6
Tal and Paola (2007) 0.86 1.43 7.29 4.40 10.36 16.0 75.7
Braudrick et al. (2009) 1.08 1.92 5.81 3.26 3.01 17 17.5
Van Dijk et al. (2012) 0.84 1.38 7.50 4.57 3.27 11 24.5
Table 11.10: Calculations associated with experimental studies, including critical
wavenumber kmax, neutral wavenumber kneu, critical wavelength λmax, neutral wave-
length λneu, the number of critical wavelengths that will fit in the flume (# wav), the
dimensional length of the flume LD and the nondimensional length of the flume LND.
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11.4.2 Temporal scaling
Calculating tA and tλ
In chapter 3, we found the time to achieve final amplification as:
tA =
1
γR
log
(
Afinal
Ainitial
)
(3.79)
We also found the wave speed to be:
c = −γi/k (3.76)
Thus, the time required for a wave to travel a distance d downstream is by
tλ =
d/λmax
c
(11.13)
We can make rough estimates of tA and tλ values for various experiments based on
the published results.
If we combine equations (11.5) and (2.59)
tD = t
∗tND (11.5)
t∗ =
L∗
U∗
1
E(b˜/L∗)
(2.59)
we can solve for E.
E =
tNDL
∗2
tDU∗b˜
(11.14)
In theory, we should compute the same value for E whether we use tA,ND and tA,D(h)
or tλ,ND and tλ,D(h). In practice, because measurements aren’t perfect and behavior
is nonlinear, we get different results, so we averaged them to get an estimate for E.
265
Study tA tA(h) tλ tλ(h) t
∗(h) EA Eλ E
Braudrick et al. (2009) 1.69 136 0.82 136 108.6 5.5e-5 2.7e-5 4.1e-5
Van Dijk et al. (2012) 5.05 246 3.3 168 49.6 3.5e-5 3.3e-5 3.4e-5
Table 11.11: Time-scale calculations associated with experimental studies
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Chapter 12
Scaling analysis: driven boundaries
We’ve determined that perturbations are required for sustained meandering in a
flume. The question remains, is an equivalent perturbation required in a real river
system? If so, what is its source? To address that answer, we first address a simpler
question, which is, over what period of time are those perturbations happening?
From Parker and Andrews (1986), we have the following values for the Beatton River
in Canada:
Cf 0.0036
H 2.98 m
U 1.56 m/s
E 1.85×10−8 m/s
b 35 m
α 4.59
Table 12.1: Beatton river values, continued
Cf is a friction coefficient; H is depth; U is mean flow velocity; E is an erodibility
coefficient; and b is the half-width of the river. We calculated the dimensionless
parameter α in chapter 5. The values in table 12.1 allow us to calculate characteristic
length and time
L∗ =
H
2Cf
(2.47)
L∗ = 413 m (12.1)
t∗ =
L∗2
U
(
1
Eb
)
(2.59)
t∗ = 5368 yrs (12.2)
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We can use α to calculate the spatial growth rate as a function of driving frequency,
and can produce figure (12.1).
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Figure 12.1: Finite-domain theory for the Beatton River
where we can use figure (12.1) to find the driving frequencies associated with maxi-
mum spatial growth and neutral growth in the finite-domain.
ωmax 2.670
ωneutral 9.834
We can calculate the time required for 1 period of oscillation with
(tω)max =
2pi
ωmax
= 2.353 (12.3)
(tω)neutral =
2pi
ωneutral
= 0.639 (12.4)
and finally, we can convert (tω)max and (tω)neutral to their dimensional equivalents
using (12.2).
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(tDω )max = 12, 655 yrs (12.5)
(tDω )neutral = 3, 436 yrs (12.6)
This tells us that if perturbations are driving the evolution of natural rivers, we should
consider fluctuations over approximate time scales of the order of the full lifetime of
the river, and consider processes such as tectonic movement, which could correspond
with spatial growth or slight damping, as opposed to processes like seasonal changes,
which would correspond with severe spatial damping.
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Chapter 13
Conclusions
The contributions of this research fall broadly into four categories: (1) theory, (2)
scaling, (3) numerics, and (4) guidance for experimental systems.
13.1 Theory
Previous theoretical work on meandering river channels was largely based on simpli-
fied periodic theory. This research has shown that under finite-domain conditions,
such as those that might be expected inside an experimental flume, the boundary con-
ditions influence much of the domain. For that reason, periodic-domain theory has
limited use in the description of experimental systems. Here we provide finite-domain
theory, which is based on analysis of the meander morphodynamics equations. We
produced a uniqueness proof which demonstrates that unique solutions of the mean-
der morphodynamics equations require the specification of two upstream boundaries:
displacement and slope. We found that a full range of solutions to the meander
morphodynamics equations includes both fixed and driven upstream boundary con-
ditions. We also found that different driving frequencies correspond with distinctly
different behavior, namely, spatial growth and decay.
In particular, we found that an upstream perturbation is required for sustained me-
anders, and believe that its absence from most experiments is the primary reason why
sustained meandering in a flume has proven so difficult to achieve.
In our theoretical exploration of the parameter α, a ratio of secondary to irrotational
flow, we found unusual behavior at very low values of this parameter. This includes,
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but is not limited to, the upstream propagation of information, meanders that fail
to attain the classic ‘skewed’ shape, and minimal spatial growth as compared to
downstream propagation.
13.2 Scaling
We have provided a physics-based scaling argument and identified the geological pa-
rameters that control the migration rate of meanders. In particular, we found that the
rate of meandering increases with river width, down-reach slope, and bank erodibility,
but decreases with increased volumetric flow rate.
13.3 Numerics
We have developed numerical simulations that, crucially, are the first in the litera-
ture to demonstrate spatial and temporal convergence. When explicit time-stepping
methods are used, the maximum allowable time-step size is generally limited by sta-
bility constraints which scale with spatial discretization. We found that our fully
implicit numerical methods allow for the decoupling of maximum time-step size from
spatial discretization: our maximum time-step size is constrained by accuracy instead
of stability. Our convergence tests and subsequent scaling analysis allowed us to de-
termine the spatial and temporal discretization requirements necessary for accurate,
well-resolved solutions to the meander-morphodynamics equations. We found that
accuracy constraints allow for much larger time steps than explicit-method stability
constraints. Hence, our implicit methods allow for much faster simulations than have
been previously realized.
We also found that rigorous semi-discrete theory allowed us to fully discretize the me-
ander morphodynamics equations and produce a clean, robust algorithm that requires
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no smoothing or interpolation, contrary to prior publications. We also found that the
introduction of a parametric Lagrangian variable for spatial discretization greatly re-
duces tedious math and provides an intuitive means of adaptive and dynamic point
redistribution.
Prior literature recognizes that the effect of numerical error on meander simulations
has been, until now, poorly addressed. Here we have have demonstrated agreement
with theory in the linear regime, proven convergence in both the linear and nonlinear
regimes, and determined the discretization required for sufficient spatial and temporal
resolution. Moreover, we have completely and properly defined boundary conditions.
This gives us reason to believe that we have successfully produced a quantitative
solution to the meander morphodynamics equations (before cutoff events); moreover,
we believe this to be the first study to have demonstrably done so.
We have been able to use simulations to explore the space of the two parameters which,
according to the governing differential equations, should control meander behavior:
the parameter α, the ratio of secondary to irrotational flow, and ω, the frequency of
the upstream perturbation.
We have found that some perturbation is required for sustained meandering even
in the nonlinear regime. Nevertheless, we have also found that the frequency of
the upstream perturbation has a limited effect on the evolving meander planform,
as it seems to incite nonlinearities downstream, leading to solutions consistent with
standard periodic-domain theory. Before the first cutoff events, the frequency of the
perturbation does affect the characteristics of an evolving planform of an initially qui-
escent system. For example, the driving frequency associated with spatial decay leads
to the “neat” evolution of distinct meanders, whereas the driving frequency associ-
ated with maximum spatial growth leads to rapid cutoff events and a “complicated”
meander planform very early in the evolution process.
Our nonlinear simulations show that spatial and temporal scaling are largely con-
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trolled by α in agreement with the theory. Moreover, systems with unrealistically
low values of α show distinctly different behavior than more physical systems. In
particular, at low α values, meanders fail to show the classic skewing behavior seen
in natural meander systems.
13.4 Guidance for experimental systems
Finally, we have provided rigorous scaling analysis for experimental design, including
the specification of flume size, experiment duration, and sediment properties.
We found that appropriate spatial scaling is particularly critical, and that many exper-
imental systems have used small values of α. Such low α values require experimental
runs of long duration for the evolution of finite-amplitude meanders.
We have analyzed a number of previous experimental works and found that both
our finite-domain theory and our nonlinear simulations provide reasonable heuristic
descriptions of those experiments. This gives us reason to hope that our suggested
experimental setups may yield true meandering and thereby resolve many of the
apparent discrepancies between experimental systems and theory.
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Appendix A
A′ and As parameters
A′ parameter
The parameter A′ is a measure of the transverse slope, where both the transverse
slope and A′ are zero for an initial straight channel. As the meandering river evolves
and approaches maximum sinuosity, A′ → A′max, where A′max, according to Chen and
Duan (2006), can be written as
A′max =
3
4
µCD(
1 + µCL
CD
)
1/2 7((
ρs
ρ
− 1
)
gD
)1/2 (1 +m)( D2H
)m
U (A.1)
Here µ is the coefficient of kinetic friction between the sediment particles and the bed;
CD and CL are drag and lift coefficients; ρ and ρs are water and sediment density; G
is gravity, D is sediment particle grain size, m is a coefficient between 1/6 and 1/7;
U is downstream velocity; and H is depth.
As parameter
We use the definition of As as provided by Johannesson and Parker (1989a):
β = 0.077 (A.2)
ξ1 =
β√
Cf
(A.3)
ξ = ξ1 − 1
3
(A.4)
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As = 181
(
H
b
)2
1
ξ1
(
2ξ2 +
4
5
ξ +
1
15
)
(A.5)
where Cf is a friction coefficient, and b is the river half-width.
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Appendix B
Space curve definitions
In this appendix, s is arc length. x contains the centerline coordinates of the mean-
dering channel as (x, y). T is tangent to the centerline; N is normal to the centerline.
κ is curvature and κs is the first-order derivative of curvature with respect to s. In
general, xs is the first-order derivative of x with respect to s, xss is the second-order
derivative of x with respect to s, and so forth.
x =

x
y
0
 (B.1)
T =
∂x
∂s
=

xs
ys
0
 (B.2)
T s =
∂2x
∂s2
=

xss
yss
0
 (B.3)
N = T × ez =

xs
ys
0
×

0
0
1
 =

ys
−xs
0
 (B.4)
Let
∂T
∂s
= κN (B.5)
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κ = N · T s = [ys − xs 0] ·

xss
yss
0
 = ysxss − xsyss (B.6)
κ = ysxss − xsyss (B.7)
κs = ysxsss + yssxss − xsysss − xssyss = ysxsss − xsysss (B.8)
κs = ysxsss − xsysss (B.9)
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Appendix C
Transformation of variables
We wish to introduce an arbitrary parametric spatial variable, e, and to develop a
means of converting equations from a parameterization by arc length, s, to a param-
eterization by e. For our transformation of variables, we define
ξ = e (C.1)
η = t (C.2)
(s, t)→ (ξ, η) (C.3)
ξ and η are spatial and temporal transformation variables, respectively.
We base the transformation on this equation:
s =
∫ e
0
((
∂x(e, t)
∂e
)2
+
(
∂y(e, t)
∂e
)2)1/2
de =
∫ √
x2e + y
2
ede (C.4)
where s is arc length, and (x, y) are channel centerline coordinates.
se =
√
x2e + y
2
e (C.5)
Note that the following is true: sξ sη
tξ tη
 ξs ξt
ηs ηt
 =
 1 0
0 1
 (C.6)
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∂t
∂ξ
= 0 (C.7)
∂t
∂η
= 1 (C.8)
Therefore:  sξ sη
0 1

︸ ︷︷ ︸
A
 ξs ξt
ηs ηt

︸ ︷︷ ︸
A−1
=
 1 0
0 1
 (C.9)
If we define a matrix A as
A =
 sξ sη
0 1
 (C.10)
then A−1 is
A−1 =
1
det(A)
 1 −sη
0 sξ
 = 1
sξ
 1 −sη
0 sξ
 =
 ξs ξt
ηs ηt
 (C.11)
This tells us that
1
sξ
= ξs (C.12)
and we can define a variable σ
σ =
1
sξ
=
(
∂s
∂e
)−1
=
∂e
∂s
(C.13)
Thus,
σ =
(
x2e + y
2
e
)− 1
2 (C.14)
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Therefore,  ξs ξt
ηs ηt
 = 1
sξ
 1 −sη
0 sξ
 (C.15)
As an example, we transform equation (B.2):
T = xs = xees (C.16)
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Appendix D
Transformation of space curve variables
We use the results of appendix C to transform the space curve definitions in appendix
B from an arc length (s) parameterization to a parameterization in the arbitrary
variable e.
σ =
(
x2e + y
2
e
)− 1
2 (C.14)
T = xs = xees = σ(xe, ye) (D.1)
Ts = σT e = σ
2(xee, yee) + σσe(xe, ye) = σ
2(xee, yee) + σeT (D.2)
N = σ(ye,−xe) (D.3)
κ = N · Ts = σ2σexeye + σ3xeeye − σ2σexeye − σ3xeyee = σ3(xeeye − xeyee) (D.4)
κ = σ3(xeeye − xeyee) (D.5)
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κs = σκe = 3σ
3σe(xeeye − xeyee) + σ4(xeeeye − xeyeee)
= 3σeκ+ σ
4(xeeeye − xeyeee)
(D.6)
κs = 3σeκ+ σ
4(xeeeye − xeyeee) (D.7)
σe = −(x2e + y2e)−3/2(xexee + yeyee) (D.8)
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Appendix E
Parameterization of the erosion equation
Starting with the erosion equation (∂x∂t )s(
∂y
∂t
)
s
 =
 −E(ys)tu
E(xs)tu
 (2.55)
The right hand side gives us −E(ys)tu
E(xs)tu
 =
 −E (∂e∂s)t yeu
E
(
∂e
∂s
)
t
xeu
 (E.1)
Where, according to appendix (C)
σ =
(
∂e
∂s
)
t
=
(
∂s
∂e
)−1
t
(E.2)
such that
 −E(ys)tu
E(xs)tu
 =
 −Eσyeu
Eσxeu
 (E.3)
Now we transform the left-hand side:
∂x
∂t
∣∣∣∣
s
=
∂x
∂ξ
∂ξ
∂t
+
∂x
∂η
∂η
∂t
=
∂x
∂e
∣∣∣∣
t
∂e
∂t
∣∣∣∣
s
+
∂x
∂t
∣∣∣∣
e
(1) (E.4)
∂y
∂t
∣∣∣∣
s
=
∂y
∂ξ
∂ξ
∂t
+
∂y
∂η
∂η
∂t
=
∂y
∂e
∣∣∣∣
t
∂e
∂t
∣∣∣∣
s
+
∂y
∂t
∣∣∣∣
e
(1) (E.5)
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We can rewrite equations (E.4) and (E.5) as
∂
∂t
x(e, t) =
∂x
∂t
∣∣∣∣
e
=
∂x
∂t
∣∣∣∣
s
− ∂x
∂e
∣∣∣∣
t
∂e
∂t
∣∣∣∣
s
(E.6)
∂
∂t
y(e, t) =
∂y
∂t
∣∣∣∣
e
=
∂y
∂t
∣∣∣∣
s
− ∂y
∂e
∣∣∣∣
t
∂e
∂t
∣∣∣∣
s
(E.7)
and then as
∂
∂t
x(e, t) = −Eσyeu− xe ∂e
∂t
∣∣∣∣
s
(E.8)
∂
∂t
y(e, t) = Eσxeu− ye ∂e
∂t
∣∣∣∣
s
(E.9)
We note from appendix C that
ξt|s = −
1
sξ|η
sη|ξ (E.10)
which is the same as
∂e
∂t
∣∣∣∣
s
= − 1
∂s
∂e
∣∣
t
∂s
∂t
∣∣∣∣
e
= −σ ∂s
∂t
∣∣∣∣
e
(E.11)
We define
utan =
∂s
∂t
∣∣∣∣
e
(E.12)
and then (
∂x
∂t
)
e
= −Eσyeu+ xeσutan (E.13)
(
∂y
∂t
)
e
= Eσxeu+ yeσutan (E.14)
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Appendix F
Tables of ω, r1, r2, and r3 values
In this work, we consider an α range of 0.1 to 10. When we choose a solution to
equation (3.10)
ytx + yt = yxxx − αyxx (3.10)
of the form
y(x) = eγt(A1e
r1x + A2e
r2x + A3e
r3x) (3.81)
such that γ is purely imaginary
γ = iω (F.1)
we can solve for r1, r2, and r3 using Newton’s method as described in chapter 3. We
find that the r2 and r3 solutions are associated with boundary behavior, whereas r1
is associated with the characteristic behavior of the rest of the system. At all values
of α, the plot of r1(ω) looks approximately like figure (F.1), such that low-frequency
driving corresponds with spatial growth and high-frequency driving corresponds with
spatial decay.
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Figure F.1: R(r1) behavior
Note that no axis values are provided for figure (F.1). As we change the value of α,
the axis values change drastically and the peak shape shifts somewhat, as is discussed
in chapter 4. At α = 0.1, the ω value associated with maximum growth is 0.00090,
whereas at α = 10, that ω value is 9.89074. We find it convenient to maintain tables
of the relevant ω, r1, r2, and r3 values associated with various values of α. These
tables are below.
ω real(r1) imag(r1) real(r2) imag(r2) real(r3) imag(r3)
growth 0.00045 0.02669 -0.0638 -0.04304 0.03304 0.11635 0.03073
max growth 0.00090 0.02743 -0.0865 -0.05818 0.04255 0.13076 0.04399
growth 0.01626 0.01174 -0.2518 -0.18140 0.10793 0.26966 0.14388
neutral stability 0.03162 0.00000 -0.3162 -0.22982 0.12986 0.32982 0.18637
decay 0.04186 -0.00679 -0.3479 -0.25328 0.13982 0.36008 0.20805
Table F.1: Frequency(ω)-dependent behavior associated with α = 0.1
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ω real(r1) imag(r1) real(r2) imag(r2) real(r3) imag(r3)
growth 0.07237 0.15321 -0.2701 -0.17970 0.13556 1.02649 0.13455
max growth 0.14474 0.16745 -0.4063 -0.24524 0.17017 1.07779 0.23614
growth 0.57237 0.08923 -0.7941 -0.43161 0.23829 1.34238 0.55578
neutral stability 1.00000 0.00000 -1.0000 -0.52909 0.25707 1.52909 0.74293
decay 1.28509 -0.05547 -1.1043 -0.57625 0.26178 1.63173 0.84247
Table F.2: Frequency(ω)-dependent behavior associated with α = 1.0
ω real(r1) imag(r1) real(r2) imag(r2) real(r3) imag(r3)
growth 1.55004 0.33807 -0.6086 -0.36924 0.24183 5.03117 0.36673
max growth 3.10008 0.38303 -0.9838 -0.49680 0.27699 5.11377 0.70682
growth 7.14021 0.24384 -1.7115 -0.67766 0.28510 5.43382 1.42639
neutral stability 11.18034 0.00000 -2.2361 -0.77540 0.26468 5.77540 1.97139
decay 13.87376 -0.17381 -2.5239 -0.81874 0.24807 5.99255 2.27585
Table F.3: Frequency(ω)-dependent behavior associated with α = 5.0
behavior ω real(r1) imag(r1) real(r2) imag(r2) real(r3) imag(r3)
growth 2.75174 0.38164 -0.7039 -0.41328 0.25910 7.03164 0.44477
max growth 5.50349 0.43380 -1.1537 -0.55212 0.28792 7.11832 0.86578
growth 12.01187 0.28364 -1.9974 -0.72727 0.28023 7.44363 1.71720
neutral stability 18.52026 0.00000 -2.6458 -0.81851 0.25073 7.81851 2.39502
decay 22.85918 -0.20917 -3.0107 -0.85733 0.23041 8.06650 2.78026
Table F.4: Frequency(ω)-dependent behavior associated with α = 7.0
ω real(r1) imag(r1) real(r2) imag(r2) real(r3) imag(r3)
growth 4.94537 0.42790 -0.8143 -0.45964 0.27404 10.03173 0.54026
max growth 9.89074 0.48726 -1.3538 -0.60830 0.29373 10.12104 1.06008
growth 20.75676 0.32581 -2.3490 -0.77599 0.26949 10.45019 2.07950
neutral stability 31.62278 0.00000 -3.1623 -0.85842 0.23168 10.85842 2.93060
decay 38.86679 -0.24881 -3.6330 -0.89170 0.20863 11.14051 3.42434
Table F.5: Frequency(ω)-dependent behavior associated with α = 10.0
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Appendix G
Media files
We have provided 25 movie files in .mp4 format for select simulations. These files are
summarized in table (G.1), where files are identified by α, ω, and a marker. Here,
the marker S indicates a ‘standard’ run, whereas C indicates a ‘clamped’ run; both
of these are described below. Where no marker is indicated, the movie has not been
provided.
In all of these movies, we started with an initially quiescent state, i.e., a flat line.
Some key values are provided in the movies themselves. These include the maximum
number of spatial points (nepts), a parameter that controls the tangential velocity of
the spatial points (m1), the maximum value of the parametric variable e (emax), the
length of the ‘flume’ (xlength), and the amplitude associated with upstream driving
(ampl).
ω
α growth max growth growth neutral decay
0.1 0.0004( ) 0.0009(S) 0.0163(S) 0.0316(S) 0.0419(S)
1.0 0.0724(S) 0.1447(S) 0.5724(S) 1.0000(S) 1.2851(S)
5.0 1.5500(S) 3.1001(S) 7.1402(S) 11.1803(S, C) 13.8738(S)
7.0 2.7517(S) 5.5035(S) 12.0119(S) 18.5203(S) 22.8592(S)
10.0 4.9454(S) 9.8907(S) 20.7568(S) 31.6228(S) 38.8668(C)
Table G.1: Simulation runs provided as movie files
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Standard runs
For entries in table (G.1) marked with an S, the the upstream boundary was contin-
uously driven at a frequency of ω throughout the entirety of the simulation.
These files are named with the following convention:
run alphaα omegaω.mp4
where α and ω are replaced by their numeric values as displayed in table (G.1).
Clamped runs
For entries in table (G.1) marked with C, the upstream boundary was continuously
driven at a frequency ω for just 2 periods. The upstream boundary was then
clamped such that y(x = 0) = y′(x = 0) = 0 for the remainder of the simulation.
These files are named with the following convention:
clamped run alphaα omegaω.mp4
where α and ω are replaced by their numeric values as displayed in table (G.1).
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Appendix H
Software development
Figure H.1: For the debugging of code.
290
References
Dijk W.v., Lageweg W., and Kleinhans M. Experimental meandering river with
chute cutoffs. Journal of Geophysical Research: Earth Surface (2003–2012), 117
(F3), 2012.
Hickin E. J. and Nanson G. C. The character of channel migration on the beatton
river, northeast british columbia, canada. Geological Society of America Bulletin,
86(4):487–494, 1975.
Smith C. E. Modeling high sinuosity meanders in a small flume. Geomorphology, 25
(1):19–30, 1998.
Braudrick C. A., Dietrich W. E., Leverich G. T., and Sklar L. S. Experimental
evidence for the conditions necessary to sustain meandering in coarse-bedded rivers.
Proceedings of the National Academy of Sciences, 106(40):16936–16941, 2009.
Friedkin J. F. Laboratory study of the meandering of alluvial rivers. 1945.
Leopold L. B., Wolman M. G., Wolman M. G., and Wolman M. G. River chan-
nel patterns: braided, meandering, and straight. US Government Printing Office
Washington, DC, 1957.
Einstein A. The cause of the formation of meanders in the courses of rivers and of
the so-called baers law. Die Naturwissenschaften, 14:653–84, 1926.
Gu¨neralp I˙., Abad J. D., Zolezzi G., and Hooke J. Advances and challenges in
meandering channels research. Geomorphology, 163:1–9, 2012.
Bridge J. S. The interaction between channel geometry, water flow, sediment transport
and deposition in braided rivers. Geological Society, London, Special Publications,
75(1):13–71, 1993.
Sun T., Meakin P., Jøssang T., and Schwarz K. A simulation model for meandering
rivers. Water Resources Research, 32(9):2937–2954, 1996.
Seminara G. Meanders. Journal of fluid mechanics, 554:271–297, 2006.
Ikeda S., Parker G., and Sawai K. Bend theory of river meanders. part 1. linear
development. Journal of Hydraulic Engineering, 112(7):562–579, 1981.
291
Camporeale C., Perona P., Porporato A., and Ridolfi L. Hierarchy of models for
meandering rivers and related morphodynamic processes. Reviews of Geophysics,
45(1), 2007.
Church M. Bed material transport and the morphology of alluvial river channels.
Annu. Rev. Earth Planet. Sci., 34:325–354, 2006.
Johannesson H. and Parker G. Velocity redistribution in meandering rivers. Journal
of hydraulic engineering, 115(8):1019–1039, 1989a.
Edwards B. F. and Smith D. H. Critical wavelength for river meandering. Physical
Review E, 63(4):045304, 2001.
Hasegawa K. Computer simulation of the gradual migration of meandering channels.
Proceedings of the Hokkaido Branch, Japan Society of Civil Engineering, pages
197–202, 1977.
Blondeaux P. and Seminara G. A unified bar–bend theory of river meanders. Journal
of Fluid Mechanics, 157:449–470, 1985.
Johannesson H. and Parker G. Linear theory of river meanders. River meandering,
pages 181–213, 1989b.
Zolezzi G. and Seminara G. Downstream and upstream influence in river meander-
ing. part 1. general theory and application to overdeepening. Journal of Fluid
Mechanics, 438:183–211, 2001.
Lanzoni S. and Seminara G. On the nature of meander instability. Journal of Geo-
physical Research: Earth Surface (2003–2012), 111(F4), 2006.
Sun T., Meakin P., and Jøssang T. A computer model for meandering rivers with
multiple bed load sediment sizes: 1. theory. Water Resources Research, 37(8):
2227–2241, 2001.
Howard A. D. Modeling channel migration and floodplain sedimentation in meander-
ing streams. Lowland floodplain rivers: Geomorphological perspectives, pages 1–41,
1992.
Engelund F. Flow and bed topology in bed channels. Journal of Hydraulic Division,
ASCE, 100(11):1631–1648, 1974.
Kikkawa H., Kitagawa A., and Ikeda S. Flow and bed topography in curved open
channels. Journal of the Hydraulics Division, 102(9):1327–1342, 1976.
Struiksma N., Olesen K., Flokstra C., and De Vriend H. Bed deformation in curved
alluvial channels. Journal of Hydraulic Research, 23(1):57–79, 1985.
292
Zimmerman C. and Kennedy J. F. Transverse bed slopes in curved alluvial streams.
Journal of the Hydraulics Division, 104(ASCE 13482 Proceeding), 1978.
Crosato A. Effects of smoothing and regridding in numerical meander migration
models. Water Resources Research, 43(1), 2007.
Parker G., Shimizu Y., Wilkerson G., Eke E., Abad J., Lauer J., Paola C., Dietrich
W., and Voller V. A new framework for modeling the migration of meandering
rivers. Earth Surface Processes and Landforms, 36(1):70–86, 2011.
Eke E. C., Czapiga M., Viparelli E., Shimizu Y., Imran J., Sun T., and Parker
G. Coevolution of width and sinuosity in meandering rivers. Journal of Fluid
Mechanics, 760:127–174, 2014.
Motta D., Abad J. D., Langendoen E. J., and Garcia M. H. A simplified 2d model
for meander migration with physically-based bank evolution. Geomorphology, 163:
10–25, 2012.
Johannesson H. and Parker G. Computer simulated migration of meandering rivers
in minnesota. 1985.
Odgaard A. J. Transverse bed slope in alluvial channel bends. Journal of the Hy-
draulics Division, 107(12):1677–1694, 1981.
Howard A. D. and Knutson T. R. Sufficient conditions for river meandering: A
simulation approach. Water Resources Research, 20(11):1659–1667, 1984.
Beck S. Mathematical modelling of meander interaction. In River Meandering, pages
932–941. ASCE, 1984.
Beck S., Melfi D. A., and Yalamanchili K. Lateral migration of the genesee river, new
york. In River Meandering, pages 510–517. ASCE, 1984.
Crosato A. Simulation of meandering river processes. Technical report, TU Delft,
1990.
Stølum H.-H. River meandering as a self-organization process. Science, 271:1720–
1713, 1996.
Camporeale C., Perona P., Porporato A., and Ridolfi L. On the long-term behavior
of meandering rivers. Water resources research, 41(12), 2005.
Parker G. and Andrews E. D. On the time development of meander bends. Journal
of Fluid Mechanics, 162:139–156, 1986.
Schumm S. and Khan H. Experimental study of channel patterns. Geological Society
of America Bulletin, 83(6):1755–1770, 1972.
293
Jin D. and Schumm S. A new technique for modeling river morphology. International
Geomorphology, Part I: Chichester, UK, John Wiley & Sons, pages 681–690, 1987.
Peakall J., Ashworth P. J., and Best J. L. Meander-bend evolution, alluvial architec-
ture, and the role of cohesion in sinuous river channels: a flume study. Journal of
Sedimentary Research, 77(3):197–212, 2007.
Gran K. and Paola C. Riparian vegetation controls on braided stream dynamics.
Water Resources Research, 37(12):3275–3283, 2001.
Tal M. and Paola C. Dynamic single-thread channels maintained by the interaction
of flow and vegetation. Geology, 35(4):347–350, 2007.
Tal M. and Paola C. Effects of vegetation on channel morphodynamics: results and
insights from laboratory experiments. Earth Surface Processes and Landforms, 35
(9):1014–1028, 2010.
Kleinhans M. G., Dijk W. M.v., Lageweg W. I.v. d., Hoendervoogt R., Markies H.,
and Schuurman F. From nature to lab: scaling selfformed meandering and braided
rivers. In Proc. River Flow, volume 2, pages 1001–1010, 2010.
Kleinhans M., Schuurman F., Dijk W.v., Lageweg W.v. d., Castelle B., and Ruessink
B. Distinct effects of processes and boundary conditions on fluvial and coastal
morphodynamics and stratigraphy. 2013.
Van Dijk W., Lageweg W., and Kleinhans M. Experimental meandering river with
chute cutoffs. Journal of Geophysical Research: Earth Surface (2003–2012), 117
(F3), 2012.
Schuurman F., Dijk W.v., Lageweg W.v. d., and Kleinhans M. Necessary conditions
for dynamic meandering. 2012.
Blanckaert K., Kleinhans M. G., McLelland S. J., Uijttewaal W. S., Murphy B. J.,
Kruijs A., Parsons D. R., and Chen Q. Flow separation at the inner (convex) and
outer (concave) banks of constant-width and widening open-channel bends. Earth
Surface Processes and Landforms, 38(7):696–716, 2013.
Dietrich W. E. and Smith J. D. Influence of the point bar on flow through curved
channels. Water Resources Research, 19(5):1173–1192, 1983.
Blanckaert K. Topographic steering, flow recirculation, velocity redistribution, and
bed topography in sharp meander bends. Water Resources Research, 46(9), 2010.
Ottevanger W., Blanckaert K., and Uijttewaal W. Processes governing the flow re-
distribution in sharp river bends. Geomorphology, 163:45–55, 2012.
Johannesson H. and Parker G. Secondary flow in mildly sinuous channel. Journal of
Hydraulic Engineering, 115(3):289–308, 1989c.
294
Nanson G. C. and Hickin E. J. Channel migration and incision on the beatton river.
Journal of Hydraulic Engineering, 109(3):327–337, 1983.
Fornberg B. Generation of finite difference formulas on arbitrarily spaced grids. Math-
ematics of computation, 51(184):699–706, 1988.
Butcher J. C. Implicit runge-kutta processes. Mathematics of Computation, 18(85):
50–64, 1964.
Alexander R. Diagonally implicit runge-kutta methods for stiff ode’s. SIAM Journal
on Numerical Analysis, 14(6):1006–1021, 1977.
Sinnock S. and Rao A. R. A heuristic method for measurement and characterization
of river meander wavelength. Water Resources Research, 20(10):1443–1452, 1984.
Chen D. and Duan J. Modeling width adjustment in meandering channels. Journal
of hydrology, 321(1):59–76, 2006.
295
