This paper deals with the problem of sampling a continuous time system which contains a time delay. I t is shown that the infinite dimensional continuous time system can be represented by a finite dimensional sampled data system. I t is shown that there are simple expressions for the sampled data state space representations.
INTRODUCTION
A continuous time linear system with a time delay is an infinite dimensional system. To model the delay i t is necessary to store a function of time over a time interval equal to the time delay. The sampled data representation of such a system is, however, finite dimensional, if we are interested in the states at the sampling instants only. This is due to the sampling mechanism and to t h e fact that the input signal is assumed to be constant over periods of time equal to the sampling period. The expressions for the sampled data representations of systems that contain one block of time delay are derived i n the paper.
There are two educational purposes with the paper. First it is often assumed in the digital control literature that the time delay is is an integer times the sampling period. Statements such that "the time delay must be a multiple of the sampling period" is often seen. I t is shown in t h e paper that t h e time delay may be any fraction of the sampling period. Second the paper gives a derivation of the general expressions for the sampled data system when there is a time delay in the continuous time system. The results are easy to derive from first principles, but to the knowledge of the author the results have not been published before.
Pulse transfer functions of systems with a delay that is not a fraction of the sampling period are easily obtained by using the modified z-transform. See Jury (1964) and Jury (1977) for thorough discussions of t h e modified z-transform. State space systems with time delays have not been analyzed to t h e same extent. In Franklin and Powell (1980) and Astrbm and Wittenmark (1984) i t is shown that a time delay followed by a finite dimensional system easily can be sampled. The sampled data representation is finite dimensional. The result in Astr8m and Wittenmark (1984) was derived independently from the result given in Franklin and Powell (1980) and has been used in courses for about ten years.
In the problem discussed in Franklin and Powell (1980) and Astr8m and Wittenmark (1984) i t is assumed that the time delay precede the finite dimensional system. The pulse transfer function will of course be the same if the time delay follows t h e finite dimensional system. The case with an 'inner' time delay is primarily discussed in this paper. 1.e. the system is a series connection of a finite dimensional subsystem, a time delay, and another finite dimensional subsystem.
The paper is organized in the following way: The problem is formulated in Section 2 and the solution is derived in Section 3. An example in Section 4 illustrates the solution. Sections 5 and 6 contain conclusions and references.
PROBLEM FORMULATION
Consider the system in Fig. 1 . The system consists of two finite dimensional linear subsystems described by the state space equations
The orders of the systems are n and n respectively. The dimension of u is denoted r. It is assumed that the number of outputs of S1 is equal to the number of inputs of S Further it is assumed that 2' 1 2 i.e. that there is a time delay between the two subsystems and that the delay is the same for all outputs of S1. Let the time delay be
where d is an integer, h is the sampling period and T' is a fraction of the sampling interval i.e.
Finally it is assumed that u(t) is piecewise constant over periods of time that are equal to the sampling period h. This is achieved by sampling u(t) and using a zero-order-hold circuit. 1.e. the control signal is defined by giving its values at the sampling times, u(kh). Fig. 1 The time delay system. The problem that is addressed in the paper is to find the discrete time representation of the system in Fig.  1 . Since the states have a physical interpretation we want to derive the recursive equations for x (kh) and x2(kh), where x and x2 have the same time argument. Three cases wih be 1 considered:
Case 1 
I t is then
Case 1 is solved i n Franklin and Powell (1980) and Astrtim 2 and Wittenmark (1984) , but the result is repeated in the following section together with the derivation of the sampled data representations for the other two cases.
assumed that D = D = 0.
SAMPLING OF A SYSTEM WITH A TIME DELAY
The three problems formulated in the previous section are now going to be solved.
Case 1 -Time delay before the system I t is assumed that the subsystem S1 has a unity transfer function that is
Assume that the state of (2.2) i s known at t = kh. The state a t kh + h is then given by solving (2.2)
is constant over the sampling periods. The integral above can now be separated into two parts. One where
and one where u (t) = u(kh-(d-l)h). The integer d is defined in (2.4). This gives
The pulse transfer operator of the system i s
where q is the forward shift operator. If T = 0 then the pulse transfer operator is C2CqI -e 2 ( h ) 3 -' r 2 ( h ) (3.5)
The operator (3.5) has n poles at the zeros of 2 d e t C z I -@ 2 ( h ) l = 0 Notice that only the zeros and not the poles of (3.4) will vary when T' is changed.
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Case 2 -Time delay after the system I t is now assumed that the subsystem S2 has a transfer function that is unity, i.e. that
The sampled representation of (2.1) i s
where and r1 are defined analogous to (3.1) and (3.2).
The outpht of t h e system is
To derive the pulse transfer operator it is necessary to determine x (kh-~). This is done by solving (2.1).
The pulse transfer operator is
I t is straightforward to verify that the pulse transfer operators H and H are identical. This follows for instance from the fact that the time delay operator and the finite dimensional system operator commute. The pulse transfer operators H and H are also easily obtained by using the This more complicated case can be solved using the same ideas as for the previous cases. To be able to make a comparison and to introduce some notations it is convenient to first make the calculations for T = 0. The system is then described by where
The sampled representation of (3. I t is clear from the derivation that if there is a delay in the system then xl(s) in (3.9) is replaced by xl(s-r). I t is also easily seen that if
Le. the delay is a multiple of the sampling interval, then (3.11) Is changed to
With this observation i t now remains to treat the case when t h e delay is not a multiple of t h e samplfng period. Without loss of generality i t can be assumed that
The problem can be by deriving the expression for The derivation is in the following theorem. x (s-7) and use that in (3.9) . The derivations become easier to follow by translating the problem to the two problems 
xl(kh) cPlxl(kh-h)
+ rlu(kh-h). Fig. 4 shows a simulation of the system in Fig. 3 and of t h e sampled data representation. The input is 0 until t = 1 and then 1 until t = 5 whereafter it is -1. Fig. 4 shows that the continuous time system and the sampled data system are the same at the sampling instants.
A minimum order representation is 5. CONCLUSIONS
( 3 . 1 4 )
In t h e general case are t h e states xl(kh-dh), x2(kh), u(kh-h), ..., u(kh-dh). The current value of x (kh) can be computed from these states through repeated use of the first equation of (3.13). The sampled data system thus has the order n1 + n2 + d e r if T > 0, where r is the dimension minimum order is easily understood of u. That this is t h e from t h e derivation of
AN EXAMPLE
Consider t h e system in Fig. 3 . Let the sampling interval be h = 1. The continuous time system without time delay is described by, compare The sampled data representation of a continuous time system with a time delay has been derived. It has been shown that the infinite dimensional continuous time system can be represented by a finite dimensional sampled data system. The order of t h e sampled data system is n1 + n2 + d . r where n1 + n is the dimension of the finite dimensional part of the continuous 2 time system. The integer d is defined in (2.4) and r is the dimension of the input signal. 
