In the paper, [1], we provide an expression for the variance of the counting functions associated with the spatial particle configurations formed by infinite systems of independent symmetric α-stable processes. The formula (2.3) of the original paper, is in fact the correct expression for the expected conditional number variance. This is equal to the full variance when L is a positive integer multiple of the parameter a but, in general, the full variance has an additional bounded fluctuating term. The main results of the paper still hold for the full variance itself, although some of the proofs require modification in order to incorporate this change.
The necessary changes are, referring to the numbering of the original paper, as follows.
Theorem 2.2
The theorem is true as stated for the expected conditional number variance. However, in order to incorporate the full variance, the statement of Theorem 2.2 should now read as follows 
The counting function associated with the configuration of particles in space formed by this infinite system at a fixed time t and given by
has variance
The terms of this decomposition correspond to the expected conditional number variance given by
and an additional fluctuating term satisfying
where here and throughout ⌊·⌋ denotes the floor function.
Proof. As the particles move from a uniformly perturbed starting position, the general decomposition for the number variance is
The computation of the first term, corresponding to the expected conditional number variance is what we computed originally and remains valid. The derivation of the formula for the variance given as (2.7) in [1] implicitly assumes that the second part of the decomposition is identically zero. This is in fact not the case in general. We now remedy this by computing the additional term.
We have
Note that
Once this is noted, straightforward manipulations similar to those of the original paper yield
The inequalities for the fluctuating term stated in the Theorem now follow directly from the expression for V The statements of the proceeding results on the growth, saturation and divergence of the number variance (Theorem 2.3, Corollaries 2.4, 2.6 and 2.7) remain valid on replacing "number variance" with "expected conditional number variance". If we were to consider the full variance, since the additional fluctuation term is bounded by one, there is only a small change though clearly the full variance does not converge.
Our original motivation for this work was a paper of Kurt Johansson's [2] on the saturation behaviour of the expected number variance of some point processes constructed from systems of noncolliding Brownian motions. Our results, as stated, are therefore directly comparable.
Consequent Modifications
As the particles of our model are only conditionally independent given the initial displacement ε, the proofs that assumed full independence of particles and the statements that make use of the original expression for the variance therefore need to be modified. Proposition 2.11 is incorrect as stated but as it is not very important for the overall development of the paper we shall not remedy this here. 
converges in distribution to a standard normal random variable as L → ∞.
Proof. In the original paper we in fact consider the generating function
In particular, it may be verified that
is bounded. This in turn implies that the cumulants are of the form
It is easily checked that
To prove the Proposition as stated here it is sufficient to show that in the limit as L → ∞, the cumulants of the rescaled random variable
correspond to those of a standard Gaussian random variable. Following the same approach as in the original proof we therefore need to show that
In the original paper we show that
Since c
and
From (7) note that this is enough to conclude the required result when scaling by the full variance.
In the case where we scale by the expected conditional number variance (as originally) this gives us convergence to a Gaussian random variable with mean zero and variance 
and observe that since 0 ≤ Proof. The method of the proof is exactly the same but the variance terms are replaced with the new expression and this leads to the additional terms.
