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Abstract
Let a ∈ C[0,1], b ∈ C([0,1], (−∞,0]). Let φ1(t) be the unique solution of the linear boundary
value problem
u′′(t)+ a(t)u′(t)+ b(t)u(t)= 0, t ∈ (0,1),
u(0)= 0, u(1)= 1.
We study the existence of positive solutions to the nonlinear boundary-value problem
u′′(t)+ a(t)u′(t)+ b(t)u(t)+ h(t)f (u)= 0, t ∈ (0,1),
u(0)= 0, αu(η)= u(1),
where 0 < η < 1 and 0 < αφ1(η) < 1 are given, h ∈ C([0,1], [0,∞)) satisfying that there exists
x0 ∈ [0,1] such that h(x0) > 0, and f ∈ C([0,∞), [0,∞)). We show the existence of at least one
positive solution if f is either superlinear or sublinear by applying the fixed point theorem in cones.
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The study of multi-point boundary-value problems for linear second order ordinary
differential equations was initiated by Il’in and Moiseev [7]. Gupta [4] studied three-
point boundary-value problems for nonlinear ordinary differential equations. Since then,
the existence of solutions for more general nonlinear multi-point boundary value problems
have been studied by several authors using the Leray–Schauder continuation theorem,
nonlinear alternatives of Leray–Schauder; we refer the reader to [1,4–6,8,10] for some
recent results of nonlinear multi-point boundary value problems.
In [9], the first author studied the existence of positive solutions to the problem
u′′ + h(t)f (u)= 0, t ∈ (0,1),
u(0)= 0, αu(η)= u(1), (1.1)
where f and h satisfy the following assumptions:
(A1) f ∈C([0,∞), [0,∞));
(A2) h ∈C([0,1], [0,∞)) and there exists x0 ∈ [η,1] such that h(x0) > 0.
The main result of [9] is the following:
Theorem 1.1. Let α and η are given numbers with α > 0, η ∈ (0,1), 0 < αη < 1. Assume
that (A1) and (A2) hold. Then the problem (1.1) has at least one positive solution in the
case
(i) f0 = 0 and f∞ =∞ (superlinear), or
(ii) f0 =∞ and f∞ = 0 (sublinear),
f0 = lim
u→0+
f (u)
u
, f∞ = lim
u→∞
f (u)
u
. (1.2)
The proof of above theorem is based upon an application of the following well-known
Guo’s fixed point theorem [3].
Theorem 1.2. Let E be a Banach space, and let K ⊂ E be a cone. Assume Ω1,Ω2 are
open bounded subsets of E with 0 ∈Ω1, Ω1 ⊂Ω2, and let
A :K ∩ (Ω2 \Ω1)→K
be a completely continuous operator such that
(i) ‖Au‖ ‖u‖, u ∈K ∩ ∂Ω1, and ‖Au‖ ‖u‖, u ∈K ∩ ∂Ω2; or
(ii) ‖Au‖ ‖u‖, u ∈K ∩ ∂Ω1, and ‖Au‖ ‖u‖, u ∈K ∩ ∂Ω2.
Then A has a fixed point in K ∩ (Ω2 \Ω1).
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problem
u′′(t)+ a(t)u′(t)+ b(t)u(t)+ h(t)f (u)= 0, t ∈ (0,1),
u(0)= 0, αu(η)= u(1), (1.3)
where 0 < η < 1, h,f, a and b satisfy
(H1) f ∈C([0,∞), [0,∞));
(H2) h ∈C([0,1], [0,∞)) and there exists x0 ∈ [0,1] such that h(x0) > 0;
(H3) a ∈C[0,1], b ∈ C([0,1], (−∞,0)).
Applying the Guo’s fixed point theorem and a new integral representation of the so-
lutions of the associated linear problems, we will prove the existence of positive solutions
to (1.3) and extend the main result of [9].
2. The preliminary lemmas
To state the main results of this paper, we need the following lemma, which is a general-
ization of the Lemma 2.1 of [2].
Lemma 2.1. Assume that (H3) hold. Let φ1 and φ2 be the solutions of{
φ′′1 (t)+ a(t)φ′1(t)+ b(t)φ1(t)= 0,
φ1(0)= 0, φ1(1)= 1
(2.1)
and {
φ′′2 (t)+ a(t)φ′2(t)+ b(t)φ2(t)= 0,
φ2(0)= 1, φ2(1)= 0.
(2.2)
Then
(i) φ1 is strictly increasing on [0,1];
(ii) φ2 is strictly decreasing on [0,1].
Proof. (i) We will give a proof for (i). The proof of (ii) follows in a similar manner.
First we claim that φ1(t) 0 on [0, 1].
Suppose the contrary and let φ1(τ0) < 0 for some τ0 ∈ (0,1); then there exists τ1 ∈
(0,1) such that
φ1(τ1)= min
{
φ1(t) | t ∈ [0,1]
}
< 0,
so that φ′1(τ1) = 0 and φ′′1 (τ1)  0. On the other hand, φ′′1 (τ1) = −b(τ1)φ1(τ1) < 0,
a contradiction!
Next we show that φ′1(t) = 0 on (0,1).
Suppose the contrary and let t0 be the first point in (0,1] such that φ′1(t0)= 0 (we note
that φ′ (0) > 0 since φ1(0)= 0). Then φ′′(t0) = −b(t0)φ1(t0) > 0. This implies that t0 is1 1
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concludes that φ1(t) has a maximum at a point t1 ∈ (0, t0), a contradiction!
Since φ1(0)= 0, it follows that φ′1(0) > 0 and, moreover, φ′1(t) > 0 on (0,1), complet-
ing the proof of (i). ✷
Lemma 2.2. Assume that (H3) hold. Then (2.1) and (2.2) have unique solution, respec-
tively.
Proof. Let u1 and u2 be two distinct solutions of (2.1). Set z= u1 −u2 and w =−z. Then{
z′′(t)+ a(t)z′(t)+ b(t)z(t)= 0, t ∈ (0,1),
z(0)= 0, z(1)= 0, (2.3){
w′′(t)+ a(t)w′(t)+ b(t)w(t)= 0, t ∈ (0,1),
w(0)= 0, w(1)= 0. (2.4)
Using the similar method to prove (i) of Lemma 2.1, we get that
z(t) 0, w(t) 0,
for all t ∈ (0,1). Therefore z(t)=w(t)≡ 0 for all t ∈ (0,1), a contradiction!
Similarly, we can show that (2.2) has unique solution. ✷
In the rest of the paper we need the following:
(H4) 0 < αφ1(η) < 1.
Lemma 2.3. Assume that (H3) and (H4) hold. Let y ∈C[0,1]. Then the problem{
u′′(t)+ a(t)u′(t)+ b(t)u(t)+ y(t)= 0, t ∈ (0,1),
u(0)= 0, u(1)− αu(η)= 0 (2.5)
is equivalent to the integral equation
u(t)=
1∫
0
G(t, s)p(s)y(s) ds +Aφ1(t), (2.6)
where
A= α
1− αφ1(η)
1∫
0
G(η, s)p(s)y(s) ds, (2.7)
p(t)= exp
( t∫
0
a(s) ds
)
, (2.8)
G(t, s)= 1
{
φ1(t)φ2(s), if s  t, (2.9)ρ φ1(s)φ2(t), if t  s,
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ρ := φ′1(0). (2.10)
Moreover, u(t) 0 on [0,1] provided y  0.
Proof. First we show that the unique solution of (2.5) can be represented by (2.6).
In fact, we know from Lemma 2.1 that the equation
u′′ + a(t)u′ + b(t)u= 0
has known two linear independent solutions φ1 and φ2, since∣∣∣∣φ1(0) φ2(0)φ′1(0) φ′2(0)
∣∣∣∣=−φ′1(0) = 0.
Now by the method of variation of constants, we can obtain that the unique solution of the
problem (2.5) can be represented by
u(t)=
1∫
0
G(t, s)p(s)y(s) ds +Aφ1(t),
where G, A and p are as in (2.9), (2.7) and (2.8), respectively.
Next we check that the function defined by (2.6) is a solution of (2.5).
From (2.10), we know that
u(t)=
t∫
0
1
ρ
φ1(s)φ2(t)p(s)y(s) ds +
1∫
t
1
ρ
φ2(s)φ1(t)p(s)y(s) ds +Aφ1(t), (2.11)
u′(t)= φ′2(t)
t∫
0
1
ρ
φ1(s)p(s)y(s) ds + φ′1(t)
1∫
t
1
ρ
φ2(s)p(s)y(s) ds +Aφ′1(t),
(2.12)
and
u′′(t)= φ′′2 (t)
t∫
0
1
ρ
φ1(s)p(s)y(s) ds + φ′2(t)
1
ρ
φ1(t)p(t)y(t)
+ φ′′1 (t)
1∫
t
1
ρ
φ2(s)p(s)y(s) ds − φ′1(t)
1
ρ
φ2(t)p(t)y(t)+Aφ′′1 (t) (2.13)
so that
u′′(t)+ a(t)u′(t)+ b(t)u(t)= 1
ρ
∣∣∣∣φ1(t) φ2(t)φ′1(t) φ′2(t)
∣∣∣∣p(t)y(t)
= 1
ρ
∣∣∣∣φ1(0) φ2(0)φ′1(0) φ′2(0)
∣∣∣∣exp
(
−
t∫
0
a(s) ds
)
p(t)y(t)
=−y(t)+A[φ′′1 (t)+ a(t)φ′1(t)+ b(t)φ1(t)]=−y(t). (2.14)
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u(1)=A, (2.15)
u(η)=
1∫
0
G(η, s)p(s)y(s) ds +Aφ1(η), (2.16)
by combining (2.15) and (2.16) and (2.7), we can verify that u(1)= αu(η). From (2.1) and
(2.6), we know that u(0)= 0. The proof is completed. ✷
Remark 2.4. If αφ1(η) > 1, then y ∈ C[0,1] with y(t)  0 for t ∈ (0,1) does not imply
that (2.5) has a positive solution.
In fact, in [9] we studied the problem{
u′′(t)+ y(t)= 0, t ∈ (0,1),
u(0)= 0, u(1)− αu(η)= 0, (2.17)
which is a special case of (2.5) when a(t)= b(t)= 0. We have proved the following
Proposition [9, Lemma 3]. If αη > 1, and if y ∈ C[0,1] with y(t) 0 for t ∈ (0,1), then
the problem (2.17) has no positive solution.
Now set
q(t)= min
(
φ1(t)
|φ1|0 ,
φ2(t)
|φ2|0
)
, (2.18)
where | · |0 denote the supremum norm.
Lemma 2.5. Assume that (H3) and (H4) hold. Let y ∈ C[0,1] and y  0; then the unique
solution u of (2.5) satisfies
u(t) |u|0q(t), t ∈ [0,1]. (2.19)
Proof. Since 0 < αφ1(η) < 1, we have that
A= α
1− αφ1(η)
1∫
0
G(η, s)p(s)y(s) ds  0. (2.20)
By (2.6) and (2.20), we know that
u(t)=
1∫
0
G(t, s)p(s)y(s) ds +Aφ1(t)
1∫
0
G(t, s)p(s)y(s) ds. (2.21)
Let |u|0 = u(t0), where t0 ∈ (0,1]. We verify that
G(t, s)  q(t), t ∈ (0,1], s ∈ (0,1). (2.22)
G(t0, s)
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(a) t, t0  s:
G(t, s)
G(t0, s)
= φ1(t)
φ1(t0)
 φ1(t)|φ1|0 .
(b) t, t0  s:
G(t, s)
G(t0, s)
= φ2(t)
φ2(t0)
 φ2(t)|φ2|0 .
(c) t0  s  t :
G(t, s)
G(t0, s)
= φ1(s)φ2(t)
φ1(t0)φ2(s)
 φ2(t)|φ2|0 ,
since φ1(s) φ1(t0), by (i) of Lemma 2.1.
(d) t  s  t0:
G(t, s)
G(t0, s)
= φ1(t)φ2(s)
φ1(s)φ2(t0)
 φ1(t)|φ1|0 ,
since φ2(s) φ2(t0), by (ii) of Lemma 2.1.
Hence (2.22) is proved, and it follows from the fact that 1 φ1(t) q(t) for t ∈ [0,1]
that
u(t) q(t)
1∫
0
G(t0, s)p(s)y(s) ds +Aφ1(t) q(t)
[ 1∫
0
G(t0, s)p(s)y(s) ds +A
]
 q(t)
[ 1∫
0
G(t0, s)p(s)y(s) ds +Aφ1(t0)
]
= q(t)∣∣u(t0)∣∣= q(t)|u|0. ✷
Lemma 2.6. Assume that (H3) and (H4) hold. Let y ∈ C[0,1] and y  0; then for any
δ ∈ (0,1/2), there exists γδ > 0 such that the unique solution u of the problem (2.5) satisfies
u(t) γδ|u|0, t ∈ [δ,1− δ]. (2.23)
Proof. Take γδ = min{q(t) | t ∈ [δ,1 − δ]}. Then Lemma 2.1 guarantees that γδ > 0, and
Lemma 2.5 guarantees that (2.23) holds. ✷
3. Proof of main theorem
Theorem 3.1. Let (H1)–(H4) hold. Then the problem (1.3) has at least one positive solution
in the case
(i) f0 = 0 and f∞ =∞ (superlinear), or
(ii) f0 =∞ and f∞ = 0 (sublinear).
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(a) Linear differential operators Lu= u′′ + a(t)u′ + b(t)u are considered.
(b) In (H2), we only need that there exists x0 ∈ (0,1) such that h(x0) > 0. But in (A2) of
Theorem 1.1, we need that there exists x0 ∈ (η,1) such that h(x0) > 0.
(c) If a(t)= b(t)≡ 0, then (H4): 0 < αφ1(η) < 1 reduces to 0 < αη < 1 which is the key
condition in Theorem 1.1.
Since h ∈ C[0,1], we may assume that x0 ∈ (0,1) in condition (H2). Take δ ∈ (0,1/2)
such that x0 ∈ (δ,1− δ). Let γδ be the constant in Lemma 2.6 with respect to such δ.
Proof of Theorem 3.1. Superlinear case. Suppose then that f0 = 0 and f∞ =∞. We
wish to show the existence of a positive solution of (1.3).
Now (1.3) has a solution u= u(t) if and only if u solves the operator equation
u(t)=
1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+
(
α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)y(s) ds
)
φ1(t) := (T u)(t), (3.1)
where p and G are defined by (2.8) and (2.9), respectively.
Denote
K =
{
u | u ∈ C[0,1], u 0, min
δt1−δ u(t) γ |u|0
}
. (3.2)
It is obvious that K is a cone in C[0,1]. Moreover, by Lemma 2.3 and Lemma 2.6,
TK ⊂K . It is also easy to check that T :K →K is completely continuous.
Now, since f0 = 0, we may choose H1 > 0 so that f (u) 'u, for 0 < u < H1, where
' > 0 satisfies
'
( 1∫
0
G(s, s)p(s)h(s) ds + α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s) ds
)
 1. (3.3)
Thus, if u ∈ K and |u|0 = H1, then from (3.1) and (3.3), we get from that fact that
G(t, s)G(s, s) and 0 φ1(t) 1 that
T u(t)=
1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+
(
α
1− αφ1(η)
1∫
G(η, s)p(s)h(s)f
(
u(s)
)
ds
)
φ1(t)0
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1∫
0
G(s, s)p(s)h(s)f
(
u(s)
)
ds
+ α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
 '
( 1∫
0
G(s, s)p(s)h(s) ds + α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s) ds
)
|u|0
 |u|0. (3.4)
Now if we let
Ω1 =
{
u ∈ C[0,1] | |u|0 <H1
}
, (3.5)
then (3.4) shows that |T u|0  |u|0, for u ∈K ∩ ∂Ω1.
Further, since f∞ =∞, there exists Hˆ2 > 0 such that f (u) ρ0u, for u Hˆ2, where
ρ0 > 0 is chosen so that
ρ0γ
1−δ∫
δ
G(x0, s)p(s)h(s) ds  1. (3.6)
Let H2 = max{2H1, Hˆ2/γ } and Ω2 = {u ∈ C[0,1] | |u|0 <H2}, then u ∈K and |u|0 =H2
implies
min
δt1−δ
u(t) γ |u|0  Hˆ2,
and so
T u(x0)=
1∫
0
G(x0, s)p(s)h(s)f
(
u(s)
)
ds
+
(
α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
)
φ1(x0)

1∫
0
G(x0, s)p(s)h(s)f
(
u(s)
)
ds 
1−δ∫
δ
G(x0, s)p(s)h(s)ρ0u(s) ds
 ρ0γ
1−δ∫
δ
G(x0, s)p(s)h(s) ds |u|0. (3.7)
Hence, for u ∈K ∩ ∂Ω2,
|T u|0  |u|0.
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K ∩ (Ω2 \ Ω1), such that H1  |u|0  H2. This completes the superlinear part of the
theorem.
Sublinear case. Suppose next that f0 =∞ and f∞ = 0. We first choose H3 > 0 such
that f (y)My for 0 < y <H3, where
Mγ
1−δ∫
δ
G(x0, s)p(s)h(s) ds  1. (3.8)
By using the method to get (3.7), we can get that
T u(x0)=
1∫
0
G(x0, s)p(s)h(s)f
(
u(s)
)
ds
+
(
α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
)
φ1(x0)

1∫
0
G(x0, s)p(s)h(s)f
(
u(s)
)
ds 
1−δ∫
δ
G(x0, s)p(s)h(s)Mu(s) ds
Mγ
1−δ∫
δ
G(x0, s)p(s)h(s) ds |u|0 H3. (3.9)
Thus, we may let Ω3 = {u ∈ C[0,1] | |u|0 <H3} so that
|T u|0  |u|0, u ∈K ∩ ∂Ω3.
Now, since f∞ = 0, there exists Hˆ4 > 0 so that f (u)  λu for u  Hˆ4, where λ > 0
satisfies
λ
( 1∫
0
G(s, s)p(s)h(s) ds + α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s) ds
)
 1. (3.10)
We consider two cases:
Case (i). Suppose f is bounded, say f (y)N for all y ∈ [0,∞). In this case choose
H4 =max
{
2H3,N
( 1∫
0
G(s, s)p(s)h(s) ds
+ α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s) ds
)}
,
so that for u ∈K with |u|0 =H4 we have
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1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+
(
α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
)
φ1(t)

1∫
0
G(s, s)p(s)h(s)f
(
u(s)
)
ds
+ α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
N
( 1∫
0
G(s, s)p(s)h(s) ds + α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s) ds
)
H4,
and therefore |T u|0  |u|0.
Case (ii). If f is unbounded, then we know from (H1) that there is H4: H4 > max{2H3,
(1/γ )Hˆ4} such that
f (y) f (H4) for 0 < y H4.
(We are able to do this since f is unbounded.) Then for u ∈K and |u|0 =H4, we have
T u(t)=
1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+
(
α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
)
φ1(t)

1∫
0
G(s, s)p(s)h(s)f
(
u(s)
)
ds
+ α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds

1∫
0
G(s, s)p(s)h(s)f (H4) ds
+ α
1− αφ1(η)
1∫
G(η, s)p(s)h(s)f (H4) ds0
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( 1∫
0
G(s, s)p(s)h(s)H4 ds + α1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)H4 ds
)
H4.
Therefore, in either case we may put
Ω4 =
{
u ∈ C[0,1] | |u|0 <H4
}
,
and for u ∈ K ∩ ∂Ω4 we may have |T u|0  |u|0. By the second part of Theorem 1.2, it
follows that BVP (1.3) has a positive solution. Therefore, we have completed the proof of
Theorem 3.1. ✷
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