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Abstract
A Riemann hypothesis analogue for coding theory was introduced by I.M. Duursma [A Riemann hypothesis analogue for self-
dual codes, in: A. Barg, S. Litsyn (Eds.), Codes and Association Schemes (Piscataway, NJ, 1999), American Mathematical Society,
Providence, RI, 2001, pp. 115–124]. In this paper, we extend zeta polynomials for linear codes to ones for invariant rings, and we
investigate whether a Riemann hypothesis analogue holds for some concrete invariant rings. Also we shall show that there is some
subring of an invariant ring such that the subring is not an invariant ring but extremal polynomials all satisfy the Riemann hypothesis
analogue.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The zeta functions and zeta polynomials for linear codes were introduced by Duursma [3] in 1999. These were
deﬁned as an analogue of congruence zeta functions of algebraic curves and have the many similar properties to ones
of algebraic curves. For example, let C be the non-singular projective curve of genus g over the ﬁnite ﬁeld with q
elements, and let Z(T ) be the congruence zeta function. Then Z(T ) has a rational representation, that is to say that,
Z(T ) is written in the following form:
Z(T ) = P(T )
(1 − T )(1 − qT ) ,
where P(T ) is a polynomial of degree 2g. P(T ) is called the zeta polynomial of C. For zeta polynomials P(T ), it is
well known that the following functional equation holds:
P(T ) = P
(
1
qT
)
qgT 2g .
In fact, the zeta polynomials for self-dual codes, which was introduced by Duursma, also satisfy the same functional
equation.
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Weil [13] proved that all roots of the congruence zeta functions of algebraic curves have the absolute value 1/√q.
This fact is called the Riemann hypothesis analogue in the theory of algebraic curves. In contrast to the case of algebraic
curves, the zeta polynomials of self-dual codes do not always satisfy the Riemann hypothesis analogue. For instance,
let H8 be the binary extended Hamming code. Then the direct sum H8 ⊕ H8 ⊕ H8 is self-dual but do not satisfy the
Riemann hypothesis analogue (refer to [8]). Duursma conjectured in [5] that all extremal self-dual codes would satisfy
the Riemann hypothesis analogue. Actually, he has shown in [6] that all extremal Type IV codes of lengths which are
multiples of 6 satisfy the Riemann hypothesis analogue. For extremal Type I–III codes, it is still open. What has to be
noticed here is that whether the Riemann hypothesis analogue holds is not directly related to the existence of codes.
In fact, extremal Type IV codes do not exist for lengths greater than 136 (refer to [15]), nevertheless the Riemann
hypothesis analogue for all extremal weight enumerators always holds. Also we remark that the weight enumerators
of self-dual codes are invariants for some subgroups of GL(2,C). Accordingly, it seems natural that the Riemann
hypothesis analogue due to Duursma should be researched in the framework of invariant rings (This is also indicated in
[2]). In this paper, we shall investigate that what kinds of invariant rings satisfy the property that the Riemann hypothesis
analogue holds for all the “extremal polynomials” (refer to Deﬁnition 3.1 in Section 3). On the other hand, we shall
show that there exists some subring of the invariant rings associated to Type IV codes such that the subring is not an
invariant ring but all extremal polynomials satisfy the Riemann hypothesis analogue.
2. Zeta polynomials and its some properties
Let C[x, y] be a polynomial ring with two variables x, y over the complex number ﬁeld C. Analogous to coding
theory, we say f ∈ C[x, y] the formal weight enumerator of degree n if f is a homogeneous polynomial of degree n
and the coefﬁcient of xn is 1. Also when we write
f (x, y) = xn +
n∑
i=d
Aix
n−iyi (Ad = 0),
we call d the minimum distance of f. Let R be a commutative ring and R[[T ]] the formal power series ring over R. For
Z(T ) =∑∞i=0anT n ∈ R[[T ]], [T k]Z(T ) denotes the coefﬁcient ak . The following lemma follows Duursma [3].
Lemma 2.1. Let f be a formal weight enumerator of degree n, d the minimum distance and q any real number not 1.
Then there exists a unique polynomial P(T ) ∈ C[T ] of degree at most n − d such that the following equation holds:
[T n−d ] P(T )
(1 − T )(1 − qT )(xT + y(1 − T ))
n = f (x, y) − x
n
q − 1 . (1)
Proof. Since 1 − T and 1 − qT in the denominator of left-hand side of (1) are units in the formal power series ring, it
sufﬁces to show that there exists a unique polynomial P1(T ) ∈ C[T ] of degree at most n − d such that the following
equation holds:
[T n−d ]P1(T )(xT + y(1 − T ))n = f (x, y) − x
n
q − 1 . (2)
Because,
[T i]P1(T ) = [T i] P(T )
(1 − T )(1 − qT ) (∀i ∈ {0, . . . , n − d})
if and only if
[T i]P1(T )(1 − T )(1 − qT ) = [T i]P(T ) (∀i ∈ {0, . . . , n − d}). (3)
So if there exists P1(T ) satisfying (2), when we set P(T ) to be the polynomial given by terms of degree at most n− d
in P1(T )(1 − T )(1 − qT ), P(T ) satisﬁes (1). Since P(T ) must be given by (3) for P1(T ), we obtain the uniqueness
of P(T ) from one of P1(T ).
2554 T. Harada, M. Tagami / Discrete Mathematics 307 (2007) 2552–2568
Set P1(T ) =∑n−di=0 piT i , f (x, y) = xn +∑ni=dAixn−iyi , then (2) is equivalent to the following:
n−d∑
i=0
(
n
n − d − i
)
piy
d+i (x − y)n−d−i = 1
q − 1
n∑
i=d
Aix
n−iyi .
From this equation, pi’s are uniquely determined. 
Deﬁnition 2.1 (Zeta polynomial). For a formal weight enumerator f, we call the polynomial P(T ) determined in
Lemma 2.1 the zeta polynomial of f with respect to q.
As mentioned in Section 1, the zeta polynomial of algebraic curve over the ﬁnite ﬁeld Fq satisﬁes the functional
equation, and all the roots have the absolute value 1/√q. For the zeta polynomial in Deﬁnition 2.1, if all the roots have
the absolute value 1/√q, then we say that the formal weight enumerator f satisﬁes the Riemann hypothesis analogue
(or simply the Riemann hypothesis).
Of course, formal weight enumerators do not always satisfy the Riemann hypothesis. Below we shall ﬁnd the
necessary condition for formal weight enumerators to satisfy the Riemann hypothesis. We see from the proof of
Lemma 2.1 that if f (x, y) is a polynomial with the real coefﬁcients, then so is the zeta polynomial.
Lemma 2.2. Let P(T ) be a polynomial of degree r = 2g (g ∈ Q) with the real coefﬁcients. Assume that all the roots
of P(T ) have the absolute value 1/√q. Then one of the following holds:
P(T ) = qgT rP
(
1
qT
)
, (4)
or
P(T ) = −qgT rP
(
1
qT
)
. (5)
Proof. Since P(T ) has the real coefﬁcients and all the roots have the absolute value 1/√q, we can write P(T ) in the
following form:
P(T ) = C
(
T − 1√
q
)s(
T + 1√
q
)t k∏
j=1
(
T − 1√
q
e
√−1j
)(
T − 1√
q
e−
√−1j
)
(j /∈ Z, s + t + 2k = r, C constant). From this equation, we see that if s is even, Eq. (4) holds, and if s is odd, Eq. (5)
holds. 
Deﬁnition 2.2 (MDS weight enumerator). For 1dn+1, we deﬁne the MDS (maximal distance separable) weight
enumerator Mn,d(x, y) = Mn,d,q(x, y) to be Mn,d = xn +∑nw=dAwxn−wyw, where Aw is deﬁned as follows:
Aw =
w∑
i=d
(−1)i−w
(
n − i
n − w
)(n
i
)
(qi−d+1 − 1)
=
( n
w
)
(q − 1)
w−d∑
j=0
(−1)j
(
w − 1
j
)
qw−d−j . (6)
Remark 1. MDS binary codes exist only in the case whose parameters are the trivial ones, that is to say that,
[n, 1, n], [n, n − 1, 2], [n, n, 1]. In general, there do not necessarily exist MDS codes for any parameter n, d, but
we can consider just the MDS weight enumerators as above. In particular, q need not to be a prime power.
The following lemma follows [4, Proposition 1].
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Lemma 2.3. For 1dn, the following holds:
[T n−d ] (xT + y(1 − T ))
n
(1 − T )(1 − qT ) =
Mn,d − xn
q − 1 .
Proof.
(xT + y(1 − T ))n
(1 − T )(1 − qT ) =
(
n∑
i=0
(n
i
)
xn−iyiT n−i (1 − T )i
)( ∞∑
i=0
T i
)⎛⎝ ∞∑
j=0
qjT j
⎞
⎠
=
⎛
⎝ n∑
i=0
i∑
j=0
(−1)j
(n
i
)( i
j
)
xn−iyiT n−i+j
⎞
⎠( ∞∑
i=0
T i
)⎛⎝ ∞∑
j=0
qjT j
⎞
⎠
=
⎛
⎝ n∑
i=0
i∑
j=0
(−1)j
(n
i
)( i
j
)
xn−iyiT n−i+j
⎞
⎠
⎛
⎝ ∞∑
l=0
⎛
⎝ l∑
j=0
qj
⎞
⎠ T l
⎞
⎠
= 1
q − 1
⎛
⎝ n∑
i=0
i∑
j=0
(−1)j
(n
i
)( i
j
)
xn−iyiT n−i+j
⎞
⎠( ∞∑
l=0
(ql+1 − 1)T l
)
.
Put j = a − n + i, then
(xT + y(1 − T ))n
(1 − T )(1 − qT ) =
1
q − 1
(
n∑
i=0
n∑
a=n−i
(−1)a−n+i
(n
i
)( i
n − a
)
xn−iyiT a
)( ∞∑
l=0
(ql+1 − 1)T l
)
= 1
q − 1
(
n∑
a=0
(
n∑
i=n−a
(−1)a−n+i
(n
i
)( i
n − a
)
xn−iyi
)
T a
)( ∞∑
l=0
(ql+1 − 1)T l
)
= 1
q − 1
∞∑
k=0
( ∑
a+l=k
(
n∑
i=n−a
(−1)a−n+i
(n
i
)( i
n − a
)
xn−iyi
)
(ql+1 − 1)
)
T k .
So, taking [T n−d ], we obtain
[T n−d ] (xT + y(1 − T ))
n
(1 − T )(1 − qT ) =
1
q − 1
n−d∑
a=0
(
n∑
i=n−a
(−1)a−n+i
(n
i
)( i
n − a
)
(qn−d−a+1 − 1)xn−iyi
)
= 1
q − 1
n∑
i=d
(
n−d∑
a=n−i
(−1)a−n+i
(n
i
)( i
n − a
)
(qn−d−a+1 − 1)
)
xn−iyi .
Put j = a − n + i + d, multiply it by q − 1 and then take the coefﬁcient of xn−iyi , the coefﬁcient of xn−iyi in
[T n−d ] (xT + y(1 − T ))
n
(1 − T )(1 − qT ) (q − 1) =
i∑
j=d
(−1)j−d
(n
i
)( i
j − d
)
(qi−j+1 − 1).
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Put k = i + d − j , then
i∑
k=d
(−1)k−i
(n
i
)( i
i − k
)
(qk−d+1 − 1) =
i∑
k=d
(−1)k−i
(n
k
)(n − k
i − k
)
(qk−d+1 − 1).
Therefore, the coefﬁcient of xn−iyi in [T n−d ]((xT + y(1 − T ))n/(1 − T )(1 − qT ))(q − 1) is equal to the coefﬁcient
of xn−iyi in Mn,d for all i > 0. 
It is easy to see that {Mn,1,Mn,2, . . . ,Mn,n,Mn,n+1} are linearly independent, hence they form a basis of the subspace
of C[x, y] which consists of homogeneous polynomials of degree n. Therefore, arbitrary formal weight enumerator
f of degree n can be written as a linear combination of {Mn,i}’s. Write f = ∑n+1i=d piMn,i(pd = 0), then the mini-
mum distance of f is d. From Lemma 2.3, we see that the zeta polynomial P(T ) of f is P(T ) = pd + pd+1T + · · ·
+ pnT n−d .
For  ∈ GL(2,C) and f ∈ C[x, y], we deﬁne ( · f )(x, y) := f ((x, y)). Also we denote the MacWilliams
transform by the particular symbol , that is to say that,
= 1√
q
(
1 1
q − 1 −1
)
.
Lemma 2.4. For 1dn + 1,
 · Mn,d = qn/2−d+1Mn,n−d+2.
Proof. It is sufﬁcient to show that the MDS weight enumerator Mn,d is characterized as the formal weight enumerator
of the minimum distance d which is transformed by the MacWilliams transform to qn/2−d+1 times formal weight
enumerator of the minimum distance n − d + 2. Since the square of MacWilliams transform is the identity, we have
only to show that the solution of Eq. (7) under the conditionA0=A′0=1, Ai=0 (1 id−1), A′i=0 (1 in−d+1)
is given by (6).
n∑
i=0
Aix
n−iyi = 1
qd−1
n∑
i=0
A′i (x + (q − 1)y)n−i (x − y)i . (7)
Substitute y = 1 to (7). Then
n∑
i=0
Aix
n−i = 1
qd−1
n∑
i=0
A′i (x + q − 1)n−i (x − 1)i . (8)
Differentiate (8)  times by x and then substitute x = 1. Then for n, we obtain
n∑
i=
An−i
i!
(i − )! =
1
qd−1
⎡
⎣ n∑
i=0
A′i
∑
j=0
(
d
dx
)−j
(x + (q − 1))n−i
(
d
dx
)j
(x − 1)i
(

j
)⎤⎦
x=1
= 1
qd−1
∑
i=0
A′i
(
i
)
i! (n − i)!
(n − )!q
n−
= qn−−d+1
∑
i=0
!A′i
(
n − i
n − 
)
.
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So
n−∑
i=0
(
n − i

)
Ai = qn−−d+1
∑
i=0
(
n − i
n − 
)
A′i .
By the condition A0 = A′0 = 1, Ai = 0 (1 id − 1), A′i = 0 (1 in − d + 1), we obtain the following:
(n

)
+
n−∑
i=d
(
n − i

)
Ai = qn−−d+1
(
n
n − 
)
+ qn−−d+1
∑
i=n−d+2
(
n − i
n − 
)
A′i . (9)
Solving (9) for = n − d, n − d − 1, . . . , we obtain the solution (6). 
Lemma 2.5. Let f ∈ C[x, y] be a formal weight enumerator of the minimum distance d, P(T ) the zeta polynomial
and r = 2g the degree of P(T ). Assume d2 and r = n − 2d + 2. Then the following are equivalent.
(i)  · f = ±f ,
(ii) P(T ) = ±qgP ( 1
qT
)T r .
Proof. Put f =∑n+1i=d piMn,i (pd = 0). From Lemma 2.4, we obtain
 · f =
n+1∑
i=d
pi( · Mn,i) =
n+1∑
i=d
piq
n
2 −i+1Mn,n−i+2 =
n−d+2∑
j=1
pn−j+2q−
n
2 +j−1Mn,j .
Thus, by the linear independency of {Mn,i}n+1i=1 , we see that  · f = ±f if and only if pi = 0 (i > n − d + 2) and
pi = ±q−n/2+i−1pn−i+2 (d in − d + 2). These relations on the coefﬁcients are equivalent to (ii). 
From Lemmas 2.2 and 2.5, we have the following corollary.
Corollary 2.1. Let f be a formal weight enumerator of length n with real coefﬁcients and its minimum distance d.
Assume that d2 and the degree of the zeta polynomial is n − 2d + 2. Then if f satisﬁes the Riemann hypothesis
analogue, then  · f = ±f .
3. A Riemann hypothesis analogue for invariant rings
Duursma conjectured in [5] that all extremal self-dual divisible codes satisfy the Riemann hypothesis analogue.
There are four types for self-dual divisible codes, that is to say that, from Type I to Type IV. Some ﬁnite subgroup of
GL(2,C) is associated with codes of each type, and the weight enumerators of the codes become invariants for the
subgroup. In this section, we consider Duursma’s conjecture for more general invariant rings, and we investigate for
some concrete invariant rings whether the Riemann hypothesis analogue holds.
First let us deﬁne extremal polynomials.
Deﬁnition 3.1 (Extremal polynomial). Let A be a subspace of C[x, y]. For any non-negative integer n, we set
An = {f ∈ A|f is a homogeneous polynomial of degree n}.
We say that a formal weight enumerator h ∈ An is an extremal polynomial if h has the maximal value of the minimum
distance among formal weight enumerators in An.
Remark 2. In Deﬁnition 3.1, if we take the invariant rings corresponding to self-dual codes, the extremal polynomials
means just the extremal weight enumerators (see Section 3.2).
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Example 1. Put f =x8 +14x4y4 +y8 and g=x4y4(x4 −y4)4. Then the extremal polynomial of degree 48 in C[f, g]
is uniquely determined to be
x48 + 17296x36y12 + 535095x32y16 + 3995376x28y20 + 7681680x24y24
+ 3995376x20y28 + 535095x16y32 + 17296x12y36 + y48.
Example 2. Put f = x + y and g = y(x2 − y2). Then the extremal polynomial of degree 11 in C[f, g] is uniquely
determined to be
x11 + 66x6y5 + 198x5y6 + 330x4y7 + 495x3y8 + 550x2y9 + 330xy10 + 78y11.
3.1. Molien series
In order to analyze the structure of invariant rings, let us recall the theory of Molien series (refer to [10]).
Deﬁnition 3.2. For a ﬁnite subgroup G of GL(n,C) and a linear character  of G, we set
C[x1, . . . , xn]G = {f ∈ C[x1, . . . , xn]| · f = ()f (∀ ∈ G)}.
We call C[x1, . . . , xn]G the relative invariant module with respect to G and . In particular, when  is the principal
character, C[x1, . . . , xn]G becomes an algebra, and we write simply C[x1, . . . , xn]G instead of C[x1, . . . , xn]G . We
call C[x1, . . . , xn]G the invariant ring of G.
Put ai := dim(C[x1, . . . , xn]G )i . Then we consider the formal power series MG,(t) with ai as the coefﬁcient of
degree i, that is to say that, we set
MG,(t) =
∞∑
i=0
ait
i
.
MG,(t) is called the Molien series with respect to G and .
Lemma 3.1. LetV be a ﬁnite dimensional vector space overC andG the ﬁnite group consisting of linear isomorphisms
on V . Then the dimension of the common eigenspace with eigenvalue 1 for all elements in G is given by the following
formula:
1
|G|
∑
g∈G
tr(g),
where tr(g) denote the trace of g.
Proof. Put M = (1/|G|)∑g∈Gg. Let V1 be the common eigenspace with eigenvalues 1 for all elements in G. It is clear
that V1 is the eigenspace of M for the eigenvalue 1. Since M is an idempotent, the eigenvalues are 1 or 0. Therefore the
dimension of the eigenspace with respect to the eigenvalue 1 is equal to the trace, that is to say that,
dim V1 = tr(M) = 1|G|
∑
g∈G
tr(g). 
Lemma 3.2. Let G be a ﬁnite subgroup of GL(n,C) and  a linear character of G. Let MG,(t) be the Molien series
with respect to G and . Then the following holds:
MG,(t) = 1|G|
∑
g∈G
(g)
det(1 − gt) .
T. Harada, M. Tagami / Discrete Mathematics 307 (2007) 2552–2568 2559
Proof. Let m be the representation of G on C[x1, . . . , xn]m, that is to say that, for f ∈ C[x1, . . . , xn]m and g ∈ G,
we set
(m(g)f )(x1, . . . , xn) = f ((x1, . . . , xn)g).
Put Gm := {(g)m(g)|g ∈ G}. Then Gm is a ﬁnite subgroup consisting of linear isomorphisms on C[x1, . . . , xn]m.
Also,
(C[x1, . . . , xn]G )m = {f ∈ C[x1, . . . , xn]m|g′f = f (∀g′ ∈ Gm)}
holds. So (C[x1, . . . , xn]G )m is the common eigenspace with the eigenvalue 1 for all elements in Gm. Therefore by
Lemma 3.1, we obtain
dim(C[x1, . . . , xn]G )m =
1
|Gm|
∑
g′∈Gm
tr(g′) = 1|G|
∑
g∈G
tr((g)m(g)).
We set the eigenvalues of g to be 	g,1, 	g,2, . . . , 	g,n. It is clear that the eigenvalues of m(g) are
{	s1g,1	s2g,2 · · · 	sng,n|s1 + · · · + sn = m, si ∈ Z0}.
So
dim(C[x1, . . . , xn]G )m =
1
|G|
∑
g∈G
tr((g)m(g)) =
1
|G|
∑
g∈G
(g)tr(m(g))
= 1|G|
∑
g∈G
(g)
( ∑
s1+···+sn=m
	s1g,1	
s2
g,2 · · · 	sng,n
)
= [tm] 1|G|
∑
g∈G
(g)
(1 − 	g,1t)(1 − 	g,2t) · · · (1 − 	g,nt)
= [tm] 1|G|
∑
g∈G
(g)
det(1 − gt) . 
In general, for a subset T of a group G, 〈T 〉 denotes the subgroup generated by T.
First we consider the simplest invariant ring containing the MacWilliams transform.
Proposition 3.1. Let G = 〈〉 and  the linear character of G with () = −1. Then the following holds:
(i) C[x, y]G = C[x + (√q − 1)y, y(x − y)].
(ii) C[x, y]G = (x − (√q + 1)y)C[x, y]G.
(iii) The minimum distance of the extremal polynomial of degree n = 2m + l (l = 0, 1) of C[x, y]G is m + 1.
(iv) Let d be the minimum distance of the extremal polynomial of degree n of C[x, y]G . Then if n = 2m + 1 (m1),
d = m + 1. Also if n = 2m + 2 (m1), m + 1dm + 2.
(v) Let h be the extremal polynomial of degree n2 of C[x, y]G,
h =
{
Mn,m+1 if n = 2m,
1√
q + q (
√
qMn,m+1 + qMn,m+2) if n = 2m + 1.
In particular, the extremal polynomials satisfy the Riemann hypothesis analogue.
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(vi) Let h be the extremal polynomial of degree n3 of C[x, y]G and d the minimum distance. Then
h =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1√
q − q (
√
qMn,m+1 − qMn,m+2) if n = 2m + 1, d = m + 1,
1
1 − q (Mn,m+1 − qMn,m+3) if n = 2m + 2, d = m + 1,
Mn,m+2 if n = 2m + 2, d = m + 2.
In particular, the extremal polynomials satisfy the Riemann hypothesis analogue.
Proof. (i) The Molien series of G = 〈〉 is
MG(t) = 1
(1 − t)(1 − t2) .
So we see that the invariant ring of G is generated by two homogeneous polynomials of degree 1 and 2 which are
algebraically independent. It is easy to see that x+(√q−1)y and y(x−y) are-invariant and algebraically independent.
(ii) The Molien series for G and  is
MG, = t
(1 − t)(1 − t2) .
So we see that C[x, y]G is a C[x, y]G module generated by a polynomial of degree 1 in C[x, y]G . We can check
x − (√q + 1)y ∈ C[x, y]G easily.
(iii) It is clear that dm + 1. By Lemma 2.5, the degree of zeta polynomial of h is n − 2d + 2. If dm + 2, then
n − 2d + 2< 0, which is a contradiction. Therefore d = m + 1. We can prove (iv) similarly.
(v) By Lemma 2.5 and (iii), if n= 2m, the degree of zeta polynomial of h is n− 2d + 2 = 0. So the claim is clear. If
n=2m+1, the degree of zeta polynomial of h is 1. Thus we can write h in the form: h=am+1Mn,m+1 +am+2Mn,m+2.
Note that h = h and that h is a formal weight enumerator, and we obtain (v).
(vi) The case when n = 2m + 1, d = m + 1, or the case when n = 2m + 2, d = m + 2 is similar to the case (v). If
n = 2m + 2, d = m + 1, then the degree of the zeta polynomial is 2. Therefore we can write h = am+1M2m+2,m+1 +
am+2M2m+2,m+2 + am+3M2m+2,m+3. By h=−h, we see that am+2 = 0 and am+3 =−qam+1. Note that h is a formal
weight enumerator, and we obtain (vi). 
From now on, we restrict q to non-negative integers, and we shall introduce the algorithm used in this paper to
investigate whether the zeta polynomials with rational coefﬁcients satisfy that all the roots have the absolute value
1/√q.
Let P(T ) be a zeta polynomial of degree n with the rational coefﬁcients. Compute P(±1/√q), and put
l := 
{
t |P(t) = 0, t = ± 1√
q
}
.
Substitute T = x + iy to P(T ). Then it is easy to see that the P(T ) is written in the form
P(x + iy) = r(x, y2) + iys(x, y2),
where r and s are polynomials with rational coefﬁcients. Substitute x2 + y2 = 1/q to r(x, y2) and s(x, y2), and put

(x) = r
(
x,
1
q
− x2
)
, (x) = s
(
x,
1
q
− x2
)
.
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Also we deﬁne
(x) := GCD(
(x),(x)).
Since q is a rational number and the coefﬁcients of the zeta polynomial are rational numbers, so is (x). Apply the
Sturm’s theorem to (x) in order to count the number of roots on the open interval (−1/√q, 1/√q) (refer to [12]).
Since one root x corresponds to two roots of y, if (x) has (n − l)/2 real roots, then all the roots of P(T ) lie on the
circle whose center is origin and whose radius is 1/√q.
Remark 3. We note that the method of Sturm’s theorem is purely an algebraic method, not approximation (The com-
putation on l is also algebraic). This algorithm cannot be applied in the case when the zeta polynomial has the multiple
roots. But all the zeta polynomials except for a few of examples considered in this paper seem not to have the multiple
roots.
Below we describe the results of the computation, which was done using the above algorithm, for the extremal
polynomials of some concrete invariant rings.
3.2. Invariant rings for extremal self-dual codes (by Duursma)
We investigated the Riemann hypothesis analogue for extremal codes, which was introduced by Duursma. Since the
Riemann hypothesis for extremal Type IV codes has been already shown in [6], we shall describe the results only for
Type I–III extremal codes.
Type I: Put q = 2 and G1 =
〈
1√
2
(
1
1
1
−1
)
,
(
1
0
0
−1
)〉
, (|G1| = 16). Then it is well known that the structure of the
invariant rings of G1 is given as follows:
C[x, y]G1 = C[x2 + y2, x2y2(x2 − y2)2].
We investigated the extremal polynomials in C[x, y]G1 up to the degree 212, and ones checked that the Riemann
hypothesis always holds.
Type II: Put q = 2 and G2 =
〈
1√
2
(
1
1
1
−1
)
,
(
1
0
0
i
)〉
, (|G2| = 192). Then it is well known that the structure of the
invariant rings of G2 is given as follows:
C[x, y]G2 = C[x8 + 14x4y4 + y8, x4y4(x4 − y4)4].
We investigated the extremal polynomials in C[x, y]G2 up to the degree 304, and ones checked that the Riemann
hypothesis always holds.
Type III: Put q = 3 andG3 =
〈
1√
3
(
1
2
1
−1
)
,
(
1
0
0

)〉
, (|G3| = 48), where = exp(2
√−1/3). Then it is well known
that the structure of the invariant rings of G3 is given as follows:
C[x, y]G3 = C[x4 + 8xy3, y3(x3 − y3)3].
We investigated the extremal polynomials in C[x, y]G3 up to the degree 220, and ones checked that the Riemann
hypothesis always holds.
3.3. Unitary reﬂection groups
The invariant rings for Type II codes corresponds to the ﬁnite unitary reﬂection group of No. 9 in the classiﬁcation
of Shephard–Todd [11]. Below we shall follow the numbering of groups in Shephard–Todd [11]. As we saw in Section
3.3, the extremal polynomials up to degree 304 satisﬁes the Riemann hypothesis. We investigate the other ﬁnite unitary
reﬂection groups Nos. 4–22. However, since there are conjugations by unitary matrices, we compute by using the
particular generators which were given by Klein [7]. Also since the MacWilliams transform becomes a unitary matrix
only when q = 2, we set q = 2.
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(1) Unitary reﬂection groups induced by the tetrahedral group: We quote the following table from Shephard–Todd
[11, Table IV].
No. of group Order of group Generators of invariant rings Degrees of generators
4 24 f, t 4, 6
5 72 f 3, t 12, 6
6 48 f, t2 4, 12
7 144 f 3, t2 12, 12
Here f and t are given as follows:
f = x4 + 2√3ix2y2 + y4,
t = xy(x4 − y4).
Then f and t are transformed by the MacWilliams transform as follows:
 · f = ei/3f¯ ,  · t = t .
The extremal polynomials of invariant rings for Nos. 4–6 do not satisfy the Riemann hypothesis in general.
For G7, the group of No. 7, since the extremal polynomial of degree 12 is
f ′ = x12 − 33x8y4 − 33x4y8 + y12,
we obtain C[x, y]G7 = C[f ′, t2]. We see directly that f ′ = −f ′. Since f ′ is a polynomial of y4 about y, we see
that the extremal polynomial h of degree n = 12(2m + l) (l = 0, 1) in this invariant ring can be written in the form
h=∑mi=0a2if ′2m−2i+l t2i . Therefore we see that  ·h=(−1)lh.We investigated the extremal polynomials in C[x, y]G7
of length n ≡ 12(mod24) up to the degree 312, and ones checked that the Riemann hypothesis always holds.
(2) Unitary reﬂection groups induced by the octahedral group: We quote the following table from Shephard-Todd
[11, Table IV].
No. of group Order of group Generators of invariant rings Degrees of generators
8 96 h, t 8, 12
9 192 h, t2 8, 24
10 288 h3, t 24, 12
11 576 h3, t2 24, 24
12 48 f, h 6, 8
13 96 f 2, h 12, 8
14 144 f, t2 6, 24
15 288 f 2, t2 12, 24
Here f, h and t are given as follows:
f = xy(x4 − y4),
h = x8 + 14x4y4 + y8,
t = x12 − 33x8y4 − 33x4y8 + y12.
Then f and t are transformed by the MacWilliams transform as follows:
 · f = f,  · h = h,  · t = −t .
Since theminimum commonmultiple of degrees of h and t is 24, we see easily that the extremal polynomials of invariant
rings for No. 9–15 appear as the extremal polynomials of invariant rings for No. 8. So we have only to investigate G8,
T. Harada, M. Tagami / Discrete Mathematics 307 (2007) 2552–2568 2563
the group of No. 8. We investigated the extremal polynomials in C[x, y]G8 up to the degree 292, and ones checked that
the Riemann hypothesis always holds.
(3) Unitary reﬂection groups induced by the icosahedral group: For Nos. 16–22, the Riemann hypothesis analogue
does not hold in general.
3.4. The relative invariant modules with respect to the groups associated to the extremal codes
Let Gi (i = 1, 2, 3) be the same to ones in Section 3.2, and put q = 4 and
G4 =
〈
1
2
(
1 1
3 −1
)
,
(
1 0
0 −1
)〉
, (|G4| = 12).
Weight enumerators of Type IV codes are invariants for G4. We set
S = 1√
2
(
1 1
1 −1
)
, T1 =
(
1 0
0 −1
)
, T2 =
(
1 0
0 i
)
.
Then computing the commutator subgroups of Gi (i = 1, 2, 3, 4), we can classify the linear characters.
The linear characters of G1: for k = 0, 1, l = 0, 1,
k,l(S) = (−1)k, k,l(T1) = (−1)l .
The linear characters of G2: for k = 0, 1, l = 0, 1, 2, 3,
k,l(S) = (−1)k, k,l(T2) = il .
The linear characters of G3: for k = 0, 1, l = 0, 1, 2,
k,l
(
1√
3
(
1 1
2 −1
))
= (−1)k, k,l
((
1 0
0 
))
= l .
The linear characters of G1: for k = 0, 1, l = 0, 1,
k,l
(
1
2
(
1 1
3 −1
))
= (−1)k, k,l(T1) = (−1)l .
For each Gi and linear character, the relative invariant module is given as follows:
Lemma 3.3. (i) Let h2 = x2 + y2, h4,1 = xy(x2 − y2) and h4,2 = x4 − 6x2y2 + y4. Then
C[x, y]G1k,l = hl4,1hk4,2C[h2, h24,1].
(ii) Let 
8 = x8 + 14x4y4 + y8, 
6 = xy(x4 − y4) and 
12 = (x4 + y4)(x4 − 6x2y2 + y4)(x4 + 6x2y2 + y4). Then
C[x, y]G2k,l = 
l6
k12C[
8,
46].
(iii) Let 4,1 = x4 + 8xy3, 4,2 = y(x3 − y3) and 6 = x6 − 20x3y3 − 8y6. Then
C[x, y]G3k,l = l4,2k6C[4,1,34,2].
(iv) Let 2 = x2 + 3y2, 3,1 = y(x2 − y2), and 3,2 = x(x2 − 9 ∗ y2). Then
C[x, y]G4k,l = l3,1k3,2C[2, 23,1].
Proof. We shall show only (i) since the other cases can be shown similarly. For each linear character, compute the
Molien series by Lemma 3.2. Then we obtain
MG1,k,l (t) =
⎧⎪⎨
⎪⎩
t4
(1 − t2)(1 − t8) if k = 0 or l = 0,
t8
(1 − t2)(1 − t8) otherwise.
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Therefore C[x, y]G1k,l is a C[x, y]G1 module which is generated by a polynomial of degree 4 if k = 0 or l = 0, and by
a polynomial of degree 8 if k = 1, l = 1. Since h4,1 ∈ C[x, y]G10,1 , h4,2 ∈ C[x, y]G11,0 and h4,1h4,2 ∈ C[x, y]G11,1 , we
obtain (i). 
For the relative invariant modules in Lemma 3.3, the formal weight enumerators appear only when l = 0. Also the
case k = 0 is corresponding to the case in Section 3.2.
For C[x, y]G11,0 = h4,2C[h2, h24,1], C[x, y]G21,0 = 
12C[
8,
46], C[x, y]G31,0 = 6C[4,1,34,2] and C[x, y]G41,0 =
3,2C[2, 23,1] in Section 3.3, we investigated the extremal polynomials up to the degree 288, 332, 322 and 285,
respectively, and ones checked that the Riemann hypothesis always holds.
3.5. Dihedral groups
Let
Dn =
〈⎛⎜⎝cos
(
2
n
)
− sin
(
2
n
)
sin
(
2
n
)
cos
(
2
n
)
⎞
⎟⎠ ,(1 00 −1
)〉
, |Dn| = 2n.
Then the Molien series of the invariant ring is given as follows:
MDn(t) =
1
(1 − t2)(1 − tn) .
So the invariant ring is generated by two polynomials of degree 2 and n which are algebraically independent. Put
f = x2 + y2,
g = (x + iy)
n + (x − iy)n
2
.
Then f and g are algebraically independent, and so C[x, y]Dn =C[f, g]. We add the condition 1√
2
(
1
1
1
−1
)
∈ Dn, which
is equivalent to 8|n. When n= 8, C[x, y]Dn is corresponding to the invariant ring for Type I codes. For 16n96, we
investigated the extremal polynomials up to degree 150, and ones checked that the roots of the zeta polynomial have
the absolute value 1√
2
except for two roots.
3.6. Abelian groups up to order 6
We consider abelian subgroups up to order 6 in GL(2,C) which is containing MacWilliams transform . Put
= 1√
q
(
1 1
q − 1 −1
)
, u = 1√
q
(√
q + 1 1√
q − 1 −1
)
, A := uu−1 =
(
1 0
0 −1
)
.
Since matrices commuting to A are only the diagonal matrices, the abelian subgroups of order 4 which is containing A
are as follows:
H ′1 =
〈(
1 0
0 i
)〉
, H ′2 =
〈(−1 0
0 i
)〉
, H ′3 =
〈
A,
(−1 0
0 1
)〉
.
Also the abelian subgroups of order 6 which is containing A are as follows:
H ′4 =
〈(
1 0
0 6
)〉
, H ′5 =
〈
A,
(
 0
0 1
)〉
, H ′6 =
〈
A,
(
 0
0 
)〉
.
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Put Hi = u−1H ′i u. Then Hi’s are all of abelian subgroups containing MacWilliams transform. Set
f = x + (√q − 1)y, g = x − (√q + 1)y.
Then the invariant rings are given as below. In general, given the subset T in a vector space V , we denote by 〈T 〉 the
subspace generated by T.
C[x, y]H1 = C[f, g4],
C[x, y]H2 = 〈f igj |2i + j ≡ 0(mod 4)〉,
C[x, y]H3 = C[f 2, g2] = C[f 2, y(x − y)] =
∞⊕
j=0
C[f, y(x − y)]2j ,
C[x, y]H4 = C[f, g6],
C[x, y]H5 = C[f 3, g2],
C[x, y]H6 = 〈f igj |i + j ≡ 0(mod 3), j ≡ 0(mod 2)〉 =
∞⊕
j=0
C[f, y(x − y)]3j .
Since the extremal polynomials in C[x, y]H3 , C[x, y]H6 appear as the extremal polynomials in C[x, y]〈〉, by Propo-
sition 3.1, the Riemann hypothesis holds. For C[x, y]H1 , C[x, y]H2 , C[x, y]H4 and C[x, y]H5 , we investigated the
extremal polynomials up to degree 50 for q = 4, 9, and ones checked that the roots of the zeta polynomial have
the absolute value 1/√q except for at most 4 roots. From the approximate computation, we can observe the same
phenomenon for any q.
4. A Riemann hypothesis analogue for rings which are not invariant rings
The purpose of this section is to show the following theorem.
Theorem 4.1. Let f = x + y and g = y(x2 − y2). Assume n ≡ 5(mod 6). Then the extremal weight enumerator of
degree n in C[f, g] satisfy the Riemann hypothesis analogue for q = 4.
Remark 4. C[f, g] in Theorem 4.1 is not an invariant ring. Although we assumed n ≡ 5(mod 6) in Theorem 4.1,
the assumption seems not to be essential. Using the algorithm described in Section 3, we checked for the extremal
polynomials up to degree 164 that the Riemann hypothesis holds.
Below we shall show Theorem 4.1 by applying Duursma’s method (refer to [6]). Fix f = x + y and g = y(x2 − y2).
First we shall show the following lemma.
Lemma 4.1. Let h be the extremal polynomial of degree n = 3m + 2 in C[f, g]. Assume n ≡ 5(mod 6). Then the
minimum distance of h is at least m + 2.
Proof. Write n = 3m + l, (l = 0, 1, 2), let h ∈ C[f, g] be the extremal polynomial of degree n. Then we can write h
in the form:
h =
m∑
i=0
aif
3(m−i)+lgi = xn +
n∑
i=m+1
bix
n−iyi . (10)
Put
F(y) := f (1, y), G(y) := g(1, y), H(y) := h(1, y).
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Substitute x = 1 to (10), and we obtain
H =
m∑
i=0
aiF
3(m−i)+lGi = 1 +
n∑
i=m+1
biy
i
. (11)
Put (y) = G/F 3 = y(1 − y)/(1 + y)2. (y) has the simple zero at y = 0. Also substitute (y) to (11), and we obtain
F−3m−l =
m∑
i=0
ai
(
G
F 3
)i
+ O(ym+1) =
m∑
i=0
ai
i + O(ym+1),
where O denotes the Landau’s O. Therefore we see that ai is equal to the coefﬁcient of degree i in Taylor expansion of
F−3m−l by . Hence, when we set F−3m−l =∑∞i=0aii , by Bürmann’s theorem (refer to [14, p. 128]),
ak = 1
k!
[(
d
dy
)k−1
(d/dy)F−3m−l
k
yk
]
y=0
,
= (−3m − l)
k!
[
k−1∑
i=0
(
k − 1
i
)(
d
dy
)i
F−3m−l+2k−1
(
d
dy
)k−1−i
(1 − y)−k
]
y=0
= −3m − l
k!
[
k−1∑
i=0
(
k − 1
i
)(−3m − l + 2k − 1
i
)
i!(−1)k−1−i
( −k
k − 1 − i
)
(k − 1 − i)!
]
= − 3m + l
k
k−1∑
i=0
(−1)i
(
3m + l − 2k + i
i
)(
2k − i − 2
k − 1
)
.
Therefore,
ak = −3m + l
k
k−1∑
i=0
(−1)i
(
3m + l − 2k + i
i
)(
2k − i − 2
k − 1
)
. (12)
By (11),
F−3m−l + F−3m−l
n∑
i=m+1
biy
i =
m∑
i=0
ai
i
.
So
n∑
i=m+1
biy
i = −F 3m+l
∞∑
i=m+1
ai
i
.
Thus we see bm+1 = −am+1
Below we show that if m = 2m′ + 1 (m′ = 0, 1, 2, . . .) and l = 2, then am+1 = 0. In (12), put k = m + 1 = 2m′ + 2
and l = 2, then
am+1 = C
2m′+1∑
i=0
(−1)i
(
2m′ + 1 + i
i
)(
4m′ + 2 − i
2m′ + 1 − i
)
,
where C is some constant. Divide the sum like {∑m′i=0 +∑2m′+1i=m′+1}. In the second sum, put j = 2m′ + 1 − i, then
am+1 = C
⎧⎨
⎩
m′∑
i=0
(−1)i
(
2m′ + i + 1
i
)(
4m′ − i + 2
2m′ − i + 1
)
−
m′∑
j=0
(−1)j
(
2m′ + j + 1
j
)(
4m′ − j + 2
2m′ − j + 1
)⎫⎬
⎭
= 0. 
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Let h ∈ C[f, g] and d the minimum distance. Then clearly
yd−1
∣∣∣∣ y h(x, y) . (13)
We set (u, v) = (x, y). Then by (13)
vd−1
∣∣∣∣ v h(u, v) . (14)
Since v = (x − y)/2, /v = (3/x − /y) and h(u, v) = ( · h)(x, y) = h(x, y), from (14), we have
(x − y)d−1
∣∣∣∣
(
3

x
− 
y
)
h(x, y) . (15)
By (13) and (15),
{y(x − y)}d−2
∣∣∣∣ y
(
3

x
− 
y
)
h(x, y).
Put n= 3m+ 2, then we can write h in the form: h=∑mi=0aif 3(m−i)+2gi . Since f = x + y and g = y(x − y)(x + y),
(x + y)m+2|h(x, y). So
{y(x − y)}d−2(x + y)m
∣∣∣∣ y
(
3

x
− 
y
)
h(x, y). (16)
The left-hand side in (16) is of degree 2d − 4 + m, and the right-hand side is of degree n − 2 = 3m. By Lemma 4.1,
since dm + 2 when n ≡ 5(mod 6), the both sides are equal up to multiple of a constant C, that is to say that,

y
(
3

x
− 
y
)
h(x, y) = C{y(x − y)}m(x + y)m. (17)
Conversely we see that the minimum distance is m + 2.
Let P(T ) be the zeta polynomial of h. From the deﬁnition,
[T n−d ] P(T )
(1 − T )(1 − 4T )(xT + (1 − T )y)
n = h(x, y) − x
n
3
.
Operate /y(3/x − /y) to the both sides, and we obtain
[T n−d ]n(1 − n)P (T )(xT + (1 − T )y)n−2 = C 
y
(
3

x
− 
y
)
h(x, y) = C{y(x − y)}m(x + y)m.
From Lemma 2.5, we see that the degree of P(T ) is m. Put P(T ) =∑mi=0piT i . Then
m∑
i=0
pi
(
3m
m + i
)
ym+i (x − y)2m−i = C′{y(x − y)(x + y)}m.
Divide the both sides by ym, and substitute x = 1 + T and y = T , and we obtain
m∑
i=0
(
3m
m + i
)
piT
i = C′(1 + 2T )m. (18)
The next lemma follows Duursma [6].
Lemma 4.2. Assume that R(T ) =∑i=0riT i satisﬁes the following equation for some :
∑
i=0
(
+ 2− 2
− 1 + i
)
riT
i = (1 + T ).
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Then (
+ 2− 2
− 1
)
R(T 2) = !T

()
C
(
T + T −1
2
)
,
where () = ( + 1) · · · ( +  − 1), and {C } are the system of orthogonal polynomials with respect to the weight
function (1 − x2)−1/2 and {C } are normalized so as to be C (1) =
(
+2+1

)
.
Substitute T ′ = 2T to (18), then
m∑
i=0
(
3m
m + i
)
pi
2i
T ′i = C(1 + T ′)m.
For R(T ) =∑mi=0(pi/2i )T i = P(T /2) and = m + 1, apply Lemma 4.2, and we obtain
1
C
(
3m
m
)
R(T 2) = m!T
m
(m + 1)mC
m+1
m
(
T + T −1
2
)
.
Since {C }’s are the system of orthogonal polynomials with respect to the weight function (1 − x2)−1/2, Cm+1m has
the m roots on the interval [−1, 1]. Therefore R(T ) has the m roots on the unit circle, and we see that P(T ) has the m
roots on the circle with the center origin and the radius 12 . This completes the proof of Theorem 4.1. 
Example 3. Put q = 3 and f = x(x + 2y), g = y(x3 − y3). Then C[f, g] is not an invariant ring. We investigated
the extremal polynomials of this ring up to degree 274, and ones checked that the Riemann hypothesis analogue holds
except for the degrees 2 and 10.
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