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Abstract
We provide a geometric study of the problem of finding and describing the double point locus of a
bicubic surface. Our motivation is to determine whether a real bicubic patch over the unit square will have
self intersections. And if so, to identify useful points and curves in order to determine basic features and
to help graph the surface accurately. Here, we consider special interesting cases with additional structures,
which are among the surfaces commonly used in CAGD (Computer Aided Geometric Design).
c© 2006 Elsevier Ltd. All rights reserved.
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0. Introduction
Bicubic surface splines are widely used in applied sciences and specially in CAGD (see
Hosaka (1992) and Farin (1993)). They are made from patches of parametrized bicubic surfaces
defined by
φ(u, v) =
(
f (u, v)
w(u, v)
,
g(u, v)
w(u, v)
,
h(u, v)
w(u, v)
)
where f, g, h, w are all polynomials with real coefficients, each having degree 3 in u and,
separately, degree 3 in v.
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One can see from this definition that such a surface depends on many parameters (63, in
fact). It can also be described as the zero set of a homogeneous polynomial P (in the variables
x, y, z, w) often of degree 18, which can have more that 500 monomials. It is not surprising that
this family of surfaces has a rich geometry with possibly complicated singularities. However, as
the surface is the image of a map φ, the singularities arising as the images of critical points of φ
are easier to compute than the self intersections. So we will give a precise algebraic study of the
double loci of the considered maps. This is a necessary step towards the full description of their
topology in the real setting.
Although patches of these surfaces have been extensively used and studied, their singular
loci (and particularly their double points loci) are still imperfectly known. Despite promising
recent works Dokken (2001), Galligo and Pavone (in press), Galligo and Pavone (2005), Lasser
(1988), Thomassen (2005), Pavone (2004) and Andersson et al. (1998), they have the reputation
to be hard to compute precisely. Because, when setting the equations, one has to exclude the
trivial solution where the two pairs of parameters are equal, they are harder to compute than
the usual intersection of patches, for which several methods have been developed (Emiris and
D’Andrea, 2002; Sederberg and Meyers, 1988; Patrikalakis, 1993; Krishnan and Manocha, 1997;
Hohmeyer, 1991). Scientists and engineers in most applications choose to only use patches free
of self intersections. These are hard to detect on a parametric representation. Several theoretical
studies and also algorithms have aimed to delimit zones in the u, v plane where they could
not appear.
However, in some applications in CAGD such as Drafting, Filling, Offsetting, singularities
appear naturally and require accurate representations together with efficient computations and
friendly use. Good descriptions of self-intersection loci are needed in order to construct a
trimmed parametrization of the considered surfaces. Also, other families of algebraic surfaces
have been studied geometrically for their use in CAGD (see e.g. Anderson and Sederberg (1985),
Coffman et al. (1996), Elkadi et al. (2004) and Piene (2005)).
0.1. Our project
With this paper, we would like to contribute to the study of the geometry of bicubic
spline surfaces. Our aims are mathematical descriptions as well as effective computations and
eventually approximate computations (which are harder because of the possible lack of precision
in the inputs).
As the singularity loci of a general such surface can be very complicated, here we choose to
study special cases. These will form special families of surfaces that we will name type I, II,
III and IV; they will recover surfaces commonly used in CAGD. These surfaces have additional
structure which will ease the description of their geometry.
In applications, scientists and engineers only consider real patches. However, in our study, in
order to apply techniques and results from algebraic geometry and computer algebra, we will
also consider complex projective surfaces. This will be useful to derive information for the real
affine case.
We can summarize our project by the following targets and questions.
(a) Find an algorithm to compute the double curve of a bicubic surface, and eventually also the
multiple points of higher order. How bad can the singularities be? Can we detect whether all
of the singularities will be far away from the real unit square?
(b) Given certain classes of bicubic surfaces, determine their geometry and algebra explicitly.
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(c) Given a certain subclass of bicubic surfaces, approximate a general bicubic surface by the
subclass.
We will also consider the action on the parametrization of projective changes of coordinates, in
order to provide useful normal forms with the fewest possible number of parameters; classically
these parameters are called moduli.
0.2. Special families
We consider different cases.
The most general special case is called type IV: it corresponds to the general case when
there is one (and only one) family of singular plane cubic curves lying on the surface. Type
III corresponds to the more special case when the family lies on a pencil of planes and when the
parametrization is “affine”. Type II corresponds to the case when there are two such families of
singular plane cubic curves. Then type I is a special case of type III when there is one family
of singular plane cubic on the surface, which will be described below. Patches from these last
surfaces are simple to use in CAGD: for instance 20 out of the 32 patches of the famous Utah
teapot are of type I.
These cases are interesting because the double point locus breaks up into several, very well
behaved, irreducible components. For the fourth and third type, the double point locus consists
of two irreducible components, both somewhat more complicated than the first two cases, but
still reasonable. In the general case, there is only one irreducible component, and it is even more
complicated. A key aspect of these curves is the existence of an involution.
In the first section, we provide precise definitions for a bicubic surface, a patch, a double locus,
the considered involution and the middle curve (a new tool we introduce to better describe the
involution). Then we establish some algebro-geometric results for the description of the general
case. In the following three sections, we describe the double locus in the four cases.
We use the computer algebra systemMacaulay 2, equipped with the software Surf, to produce
significant examples and illustrations.
1. Preliminaries and tools
1.1. Bicubic surfaces and patches
A bicubic surface is a surface X in C3 which is the image of a map
φ : C2 −→ C3
defined by
φ(u, v) =
(
f (u, v)
w(u, v)
,
g(u, v)
w(u, v)
,
h(u, v)
w(u, v)
)
where f, g, h, w are all polynomials with real coefficients, each having degree 3 in u and,
separately, degree 3 in v. For most of this paper, we will only consider bicubic surfaces for
which w(u, v) ≡ 1.
A bicubic patch is the real two-dimensional part of X ⊂ R3 which is the image under φ of
the unit square [0, 1] × [0, 1].
A projective bicubic surface is the bihomogenization of φ:
Φ : Q = P1 × P1 −→ P3,
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where
Φ(u1, u2; v1, v2)
= (F(u1, u2; v1, v2),G(u1, u2; v1, v2), H(u1, u2; v1, v2),W (u1, u2; v1, v2)),
and F,G, H,W are all homogeneous cubics in u1, u2, and, separately, homogeneous cubics in
v1, v2. Here Pn is projective n-space over the complex numbers. This form of a bicubic surface
is the easiest to reason about using algebraic geometry.
1.2. Double point loci
Definition 1.1 (Double Point Loci). Given a map of algebraic varieties F : Z −→ Y , define the
two double point loci:
D˜(F) = {(p, q) ∈ Z × Z | p 6= q, F(p) = F(q)},
and
D(F) = {p ∈ Z | there exists q 6= p such that F(p) = F(q)}.
The overhead bar indicates that we take the algebraic closure of the considered set. The double
point locus D(F) is the projection onto the first factor Z of D˜(F).
If Z and Y are affine, we can easily write down a formula for the ideal of D˜(F) and D(F),
which may be computed using Groebner bases. The problem is that in complicated examples the
Groebner basis computations take far too long to be useful. Thus, part of what we do is to find
simpler descriptions of these loci.
1.3. The double point locus of a bicubic surface
Let X be the bicubic surface which is the image of
φ : C2 −→ C3
defined by
φ(u, v) = ( f (u, v), g(u, v), h(u, v)).
In this, and the following sections, we describe the double point locus D(φ) ⊂ C2 for generic
bicubic surfaces, and also for some special classes of such surfaces.
Note that D(φ) can always be written as a union
D(φ) = D1 ∪ D2 ∪ D3,
where
D1 = {(u, v) | there exists v′ 6= v such that φ(u, v) = φ(u, v′)},
D2 = {(u, v) | there exists u′ 6= u such that φ(u, v) = φ(u′, v)},
and
D3 = {(u, v) | there exists u′ 6= u, v′ 6= v such that φ(u, v) = φ(′u, v′)}.
For generic φ, D1 and D2 are a set of points, contained in the curve D3. For special classes of
φ, D1 and D2 may become curves as well. The added structure of these classes allows us to be
more precise in describing the double point locus and the involution.
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There is a natural involution ι : D(φ) −→ D(φ) which exchanges two points (u, v) and
(u′, v′) on D(φ) having the same image in C3. It is defined almost everywhere on the double
point locus D(φ).
Given a curve C ⊂ Cn , and an involution ι : C −→ C which is a rational map, define the
middle curve mid(C, ι), or briefly, mid(C) to be
mid(C, ι) =
{
p + ι(p)
2
| p ∈ C
}
.
In our case, C will be a double point locus, and ιwill be the natural involution on C . In examples,
displaying this curve with C is useful to mentally associate the parts of the double point locus
exchanged by the involution.
1.4. Families of parametrized plane curves
Here we describe the relative double point locus of a family of parametrized plane cubic
curves. We will apply this in each of our special cases. Intuitively, each singular plane cubic in
the family has a single node or a single cusp, and the double point locus of the family is traced
out by these singular points.
Let S be a variety. Consider the parametrized family
F : S × C −→ C2
given by
F(s, v) = (g(v), h(v)),
where g(v) = a3v3 + a2v2 + a1v+ a0, h(v) = b3v3 + b2v2 + b1v+ b0, and each ai and b j is a
polynomial function on the variety S. In the applications below, S will be C1, and ai and b j will
be cubic polynomials in a single variable. If the parameterized family is proper, to each generic
element of the variety S corresponds a parametrized plane cubic curve with a single node; so we
expect the following algebraic set D(F, S) to be irreducible. The (relative) double point locus of
F is
D(F, S) = {(s, v) ∈ S × C | there exists v′ 6= v such that F(s, v) = F(s, v′)}.
For 0 ≤ i, j ≤ 3, define ∆i j := det
(
ai a j
bi b j
)
.
Theorem 1.2. The ideal of D(F, S) contains the polynomial
R = ∆223v2 +∆23∆13v +∆213 −∆12∆23.
Therefore, if R is non-zero and irreducible, the ideal of D(F) is generated by R.
Proof. Let A be the ring of polynomial functions on S. A contains the elements ai , b j .
The ideal J of D˜(F, S) is defined to be
J = (g(v + w)− g(v), h(v + w)− h(v)) : w∞ ⊂ A[v,w],
and the ideal of D(F, S) is its intersection
I = J ∩ A[v].
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Let G = (g(v+w)− g(v))/w, and H = (h(v+w)− h(v))/w. A straightforward computation
yields that the Sylvester resultant of G and H , with respect to the variable w, is the element R.
Therefore R is contained in I . 
Considering the sum of the two roots v and v′ of R we set the following corollary.
Corollary 1.3 (Involution). There is an involution
i : D(F) \ V (∆23) −→ D(F) \ V (∆23),
given by
i(s, v) =
(
s,−∆13(s)
∆23(s)
− v
)
.
Remark 1.4. The discriminant of R is ∆223(4∆23∆12 − 3∆213). The second factor is, up to a
constant, the resultant of ∂g
∂v
and ∂h
∂v
, with respect to v. The zeros of this factor are the values
of the parameters for which the corresponding plane curve has a cusp rather than a node. If the
coefficients ai and b j are all cubics in u, then there are, generically, six values of u for which the
corresponding plane cubic has a cusp.
1.5. The shadow curve for the real setting
In the representation of surfaces of type I, II, and III, one of the entries of the parametrization
depends only on one parameter, e.g. z = h(v). We remark that in the real setting, after a real
affine linear change of coordinates, we may assume that h(v) is one of v3, v3 − 3v, or v3 + 3v.
Therefore to study the real self-intersection points we consider the set
C = {(v, v′) ∈ R2 | h(v) = h(v′), v 6= v′}.
If h(v) = v3 or h(v) = v3 + 3v, then C is empty. If h(v) = v3 − 3v, then
C = {(v, v′) ∈ R2 | v2 + vv′ + v′2 = 3}
is an ellipse. So we concentrate on this last case, which is the main case in the complex setting
as well.
This ellipse has a rational parametrization, given by
α(s) = (α1(s), α2(s)),
where
α1(s) = 1− 2s − 2s
2
1+ s + s2 and α2(s) =
−2− 2s + s2
1+ s + s2 .
Notice that the involution (v, v′) < −− > (v′, v) on C is given by s 7→ 1/s, i.e. α1(1/s) =
α2(s), thus ι(α(s)) = α(1/s). This parametrization also parametrizes all of the complex points
of C .
In our examples, we will pull back the double point locus curve; e.g. D(u, v) = 0 using the
map s 7→ α1(s) to obtain a simpler curve E(u, s) = 0 which maps 1-1 to D(u, v) = 0. We will
call these pull-back curves shadow curves. Besides being nicer (often non-singular, or almost so,
and of lower degree), the involution pulled back to E = 0 is often much simpler to understand.
Indeed for D3 in general degu D3(u, v) = 2. degu E3(u, s)while degv D3(u, v) = degs E3(u, s).
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One way of realizing that is recalling that generically each value of v corresponds to two values
s1 and s2 of s. Note that this is not contradictory with the previous one-to-one map.
2. The algebraic geometry of a bicubic surface
In this section, we consider the double curve of a general bicubic surface. For such surfaces,
the double point locus D3 is an irreducible curve, and D1 and D2 are a finite set of points.
2.1. Enumerative properties
We derive the formula that D3 in P1 × P1 is a curve of bidegree (44, 44).
Let
Φ : Q = P1 × P1 −→ P3
define a projective bicubic surface.
Lemma 2.1. For generic choices of Φ, the image X of Φ in P3 is a surface of degree 18.
Proof. It suffices to count the number of intersection points between X and a general line in P3.
Such a line is defined by two linear equations. Their pull-back in Q = P1 × P1 provide two
general equations of bidegree (3, 3). So the corresponding curves intersect in 18 points. 
Proposition 2.2. For generic choices of Φ, the double curve in P3 has degree 132. The curve in
P1 × P1 which maps 2-1 to it via Φ has bidegree (44, 44).
Proof. Let X denote the image of the map Φ. The inverse image of a generic hyperplane section
H of X is a curve of type (3, 3) on the quadric Q, and so has geometric genus 4. However, this
hyperplane section is a plane curve in P3 of degree 18, since X has degree 18. If the hyperplane
section is generic, then the only singularities ofH will be double points, and these double points
will lie on the double curve of Φ. The genus g, degree d, and number of double points δ on a
plane curve (whose only singularities are double points) are related by the formula
g = (d − 1)(d − 2)
2
− δ.
Thus, the number of double points onH is 17×162 − 4 = 132.
The inverse image of the double curve will be the double of a curve of degree (a, b) on Q, for
some a, b. If Φ maps this curve 2-1 to P3, then denoting by L and M the class of each P1 in Q
we get the intersection formula
(aL + bM) · (3L + 3M) = 2(132) = (11)(24).
As L2 = M2 = 0 and LM = 1 we obtain 3(a + b) = 11(24) and so a + b = 88. For a generic
choice of Φ, a and b must be equal, and so the curve in Q which maps 2-1 to the double curve
has degree (44, 44). For the basic definitions and notation in intersection theory see for example
Shafarevitch (1974) or Fulton (1984). 
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2.2. Normal form and moduli
A general bicubic surface X = Im(Φ) is the union of a family of cubic curves Cu ; for generic
values of u ∈ P1 the curve Cu is a twisted cubic and the matrix A(u) of its parametrization
with respect of the usual monomial basis {1, v, v2, v3} has rank 4. So its determinant D(u) does
not vanish. As the entries of A(u) are polynomials of degree 3 in u, this determinant D(u) is a
polynomial of degree 12 in u.
So, in general, D(u) has 12 distinct roots; each corresponds to a plane cubic curve; choosing
four of these roots in P1, the corresponding four planes (containing the cubic curves) define a
system of projective coordinates in P3. We denote it by (X, Y, Z , T ).
Via a projective change of coordinate on P1 (an homography), we can suppose that three of
these four values of u are 0, 1 and ∞, and call the fourth one a. In this new frame, the plane
X = 0 contains the plane curve indexed by u = 0, so u appears as a factor of the new expression
of Φ1(u, v) and similarly for the three other coordinate functions. Combining these facts with a
scaling, we obtain a more concise presentation for the general bicubic surface X .
With another homography, we fix three of the coefficients of this presentation. Then the
number of parameters of this presentation becomes 4× 11− 3+ 1 = 42.
Proposition 2.3. Up to projective changes of coordinates in source and target, a generic Φ can
be written with 42 parameters (called moduli).
Proof. It remains to prove that the figure 42 derived explicitly above is minimal. The initial
parameter space for Φ is an open set of P63. Indeed each coordinate function is a polynomial
of bidegree (3, 3) and Φ is defined up to a multiplicative factor. Now the group of changes of
coordinates acting on this subset is a product of three Lie groups and has dimension 3+3+15 =
21. So the orbit space must have dimension at least 63−21 = 42. Therefore the set of parameters
described above for the presentation of a generic surface (3, 3) is minimal. 
We have seen that the finite number of plane cubic curves in a general bicubic surface eases
its algebraic description; however, the geometry of such a surface can be very complicated. In
the remainder of this paper we will investigate special kinds of surfaces: all will have a family
Cu of plane cubic curves; their geometry is more tractable because the singular locus breaks into
several components.
3. Bicubic surfaces of type IV
3.1. Definition
In this section, we consider bicubic surfaces X which are defined by a map
Φ : Q = P1 × P1 −→ P3
with the additional property: for each u ∈ P1 the cubic curve Cu parametrized by the partial
application Φ(u,−) is a plane curve. This property implies a simple characterization of the
singular locus of X .
Let A(t) be the 4× 6 matrix representing the partial application Φ(t,−) with respect to some
monomial bases. Then X = Im(Φ) is of type IV if and only if, for any u, the matrix A(u) has
rank 3.
An easy way to construct such a Φ is (as in the example below) to first choose the expressions
of three components of Φ. Then impose the last component to be a linear combination of the
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first three with coefficients polynomials in the other variable v, taking care that the obtained
application Φ has the desired bidegree.
With the preceding hypothesis, the planes Pu , containing Cu , describe in the dual space (P3)∗
a curve of degree 9, parametrized by four 3× 3 minors of A(u).
3.2. Double point loci
We let D(Φ) = D1 ∪ D2 ∪ D3 be the decomposition of the double point locus described in
Section 1.3.
For generic Φ of type IV, D2 is a finite set of points contained in D3, while D1 is the curve
of the pre-images in P1 × P1 of the singular points of the Cu for u ∈ P1. The curve D1 cuts
generically each line u = u0 in two points corresponding to the node of Cu0 . By a direct
computation (with a parameter), one can show that, generically, D1 is a curve of bidegree (14, 2).
In order to study D3 we intersect it with a line u = u0, for a fixed u0 ∈ P1.
By the preceding observation and the result of Section 2.1, we know that this intersection
consists of at most 44−2 = 42 points counted with multiplicities. As the curveCu0 lies in a plane
Pu0 , we consider the intersection of this plane with the surface X . We have seen (Lemma 2.1)
that it is a (plane) curve of degree 18; moreover, it contains Cu0 as a component of degree 3. So
the remaining component has degree 15; let us denote it by Bu0 . By the Bezout theorem, Cu0
cuts Bu0 in 3× 15 = 45 points that we further analyze.
The pre-image of Pu0 in P1 × P1 is a curve whose equation has bidegree (3, 3) and admits
a factor (u − u0) corresponding to Cu0 . So the pre-image of Bu0 in P1 × P1 has equation of
bidegree (2, 3), and so cuts the line u − u0 in three points. Hence there are only three points of
Bu0 which can be written Φ(u0, v) for some v. Therefore the remaining 45 − 3 = 42 points of
the intersection between Bu0 and Cu0 correspond to points of the double locus D3(Φ); indeed
they can be written Φ(u′, v1) and Φ(u0, v2) with u′ 6= u0.
Finally, we characterized D3 as the locus of a specific subset of the intersection between the
two moving curves Cu0 and Bu0 . Considering the projection on the (X, Y, T )-plane we obtain
the following lemma.
Lemma 3.1. Let q2,3(u, v, u0) be the equation of the pre-image of Bu0 . Denote by (X (u, v),
Y (u, v), Z(u, v), T (u, v)) the components of Φ. Then the 42 intersection points can be obtained
by computing the roots of the following polynomial system in (u, v):
q2,3(u, v, u0) = 0,
r = Resultant(A, B, v
′)
(u − u0) = 0,
with
A = X (u0, v′).T (u, v)− X (u, v).T (u0, v′),
B = Y (u0, v′).T (u, v)− Y (u, v).T (u0, v′).
Proof. These conditions are clearly necessary. For general Φ of type IV, r has bidegree (8, 9).
So the number of common solutions to r = q2,3 = 0 is 2× 9+ 3× 8 = 42 and we are done. 
We remark that the curve D1 is easy to plot once computed the extremal values u for which
the plane curve Cu has a cusp singularity instead of a node. Similarly, in order to help to plot D3,
we compute the extremal values u0 for which the two curves Cu0 and Bu0 are tangent. This can
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Fig. 1. A portion of a surface of type IV.
be achieved by solving the system of three polynomial equations of bidegrees (2, 3), (8, 9) and
(9, 11):
q = 0, r = 0, ∂q
∂u
.
∂r
∂v
− ∂q
∂v
.
∂r
∂u
= 0.
3.3. An example
We consider the affine surface X = Im(Φ) defined by the following parametrization:
x = v3u2 − v2 + vu − vu2 + vu3,
y = 2v3u2 + v2u − 2vu + vu3 − 2v2u2 + u − u3,
z = −v3u3 − v3u2 + 2v2u3 − v2u2 − 2vu3 − v2u + 4vu2 + v2 − vu + u2.
It is pictured in Fig. 1.
As we will see, the degrees of some affine singular loci are smaller than the ones predicted
by the analysis conduced in the projective setting; the reason is that some components of these
(projective) loci can be embedded in the plane at infinity.
The plane Pu0 containing Cu0 admits the following equation:
z = (u0 − 1)x − u0y + 2u20 − u40.
When we divide out by (u − u0) in the equation of its pre-image, we get
q2,3 = (u0 + v − 2v2 + v3)u2 + (−3v + v2 − 1+ u20)u + u30 − 2u0 + v2.
Then, applying the procedure described in the preceding lemma, we compute the equation
R(u, v) of the locus D3 by eliminating u0 between q2,3 and r (here r has bidegree (8, 6), instead
of (8, 9)). Here, we get an equation of bidegree (30, 36) in (u, v) instead of (30, 42) in the
generic case. Using the software Surf we tried to draw that curve and got a (complicated) picture
represented in Fig. 2.
This short example illustrates the combinatorial hardness of the description of the singular
loci of a surface of type IV. In the next sections, we will define and study more special families
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Fig. 2. The double locus D3 of a surface of type IV.
of bicubic surfaces (types I to III) which have additional structures. This will ease the description
of their singular loci.
4. Bicubic surfaces of type I
In this section, we consider bicubic surfaces of the special form
φ = ( f1(u)g(v), f2(u)g(v), h(v)) : C2 −→ C3,
where f1, f2, g and h are cubic polynomials. Twenty of the 32 patches of the Utah teapot are
defined by equations of this form.
By a simple (real) linear change of coordinates in (x, y), we may assume that f2 is a quadratic
or linear polynomial. From the discussion in Section 1.5, we will also set h(v) = v3−3v. Finally,
for simplicity of the exposition, we will assume that f1(u) and f2(u) have no common roots, that
g(v) and v3 − 3v have no common roots and that f2 is quadratic. A similar analysis can be
conducted in more special cases.
We will therefore consider the following normal form for φ:
φ = ( f1(u)g(v), f2(u)g(v), h(v)) : C2 −→ C3,
where f1(u) = u3 + au + b, f2(u) = u2 + c, and h(v) = v3 − 3v.
4.1. Geometry of X
Let X ⊂ C3 denote the (closure of the) image of φ. The geometry of X and φ is interesting.
X is a surface of degree 9. One may see this by computing the base points of the homogenized
parametrization. The homogenized parametrization in the variables (u1 : u2) and (v1 : v2) is Φ:
(u1, u2; v1, v2) 7→ (F1(u1, u2)G(v1, v2), F2(u1, u2)u2G(v1, v2), u32H(v1, v2), u32v32).
The ideal defining the base points (after removing the irrelevant components (u1, u2) and (v1, v2)
is (u32,G(v1, v2)), which has degree 9, and therefore the resulting surface has degree 18−9 = 9.
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Furthermore, by using the moving planes approach of Chen and Sederberg (see Sederberg and
Chen (1995)), we obtain the implicit equation as a 9 × 9 determinant of linear polynomials in
x, y, z.
The map φ blows down three lines, mapping the line v = vi , i = 1, 2, 3, to the point
(0, 0, h(vi )), where the vi are the roots of g(v). There is one quadruple point: if u 6= u′ are
the two solutions to
f1(u) = f1(u′), f2(u) = f2(u′),
and v 6= v′ the two solutions to
g(v) = g(v′), h(v) = h(v′),
then (u, v), (u′, v), (u, v′), (u′, v′) all map to the same point of X .
Most hyperplane sections z = α are the union of three nodal (or cuspidal) cubics. These cubic
curves are all related by scaling the variables.
Consider the parametrized cubic curve in the plane which is the image of the map u 7→
( f1(u), f2(u)) = (x, y). Let C(x, y) = 0 be the equation of this curve. If f ′1(u) = f ′2(u) = 0
has a solution, then C = 0 is a cuspidal cubic; otherwise it is a nodal cubic.
The equation of the hyperplane section z = α is
C(x/g(p1), y/g(p1))C(x/g(p2), y/g(p2))C(x/g(p3), y/g(p3)) = 0,
where the pi are the roots of v3 − 3v = α. An easy elimination process shows that we are led to
compute the roots of a polynomial P(u) of degree 6, so each pair of these cubics intersects in six
points, generically. Moreover, each cubic has one singular point. Therefore, for almost all values
of z, the hyperplane section z = α has 21 singular points.
To visualize the surface and its singular locus, it is useful to understand when (i.e. for what
value of z or v) two of these singular strands coalesce into one point. These are obtained via the
polynomial P obtained in the previous elimination process. See Example 4.6 below.
4.2. The double point loci
Throughout this section, we recall that we use the map
φ(u, v) = ( f1(u)g(v), f2(u)g(v), v3 − 3v).
We also recall from Section 1.2 that the double point locus D(φ) is the union of loci D1, D2, and
D3.
Theorem 4.1 (Geometric Description). The double point loci D1, D2, and D3 all have
dimension one.
(a) D1 is the union of two horizontal lines.
(b) D2 is the union of three horizontal lines and two vertical lines.
(c) D3 is a curve of bidegree (12, 12).
A horizontal line is a line of the form v = c, and a vertical line is a line of the form u = c.
Equations for these lines are given below. The lone quadruple point is the image of the four
intersection points of the two horizontal lines in (a) and the two vertical lines in (b). This theorem
follows from the following two propositions, which give more precise information.
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Definition 4.2. If F(u, u′) is a polynomial in variables u, u′, and possibly other variables, define
∆F(u, u′) = F(u, u
′)− F(u′, u)
u − u′ .
So in particular ∆h(v, v′) = v2 + vv′ + v′2 − 3.
Proposition 4.3 (Equations for D1, D2). (a) There are two values for v such that ∆g(v, v′) =
∆h(v, v′) = 0. D1 is the union of two horizontal lines.
(b) The locus D2 is the union of the three lines v = vi , i = 1, 2, 3, where the vi are the roots
of g(v) = 0 and two vertical lines.
Proof. (a) D1 is the closure of the locus of pairs (u, v) for which there is another v′ for which
φ(u, v) = φ(u, v′). Recall that g is a cubic; dividing by h we get g(v) = dh(v) + j (v), where
j (v) is quadratic. If we let
H(v, v′) = ∆h(v, v′) = v2 + vv′ + v′2 − 3,
G(v, v′) = ∆g(v, v′) = g(v)− g(v
′)
v − v′ ,
and similarly with J for j , then
G(v, v′) = dH(v, v′)+ J (v, v′).
Then D1 is the projection to the (u, v) plane of the locus, in (u, v, v′) space
D˜1 = V ( f1(u)G(v, v′), f2(u)G(v, v′), H(v, v′)).
Since f1(u) = f2(u) = 0 has no solution (by hypothesis), after substitution,
D˜1 = V (J (v, v′), H(v, v′)).
This set consists of two points in (v, v′) (over the complex numbers), and so projects to two
horizontal lines.
(b) D2 is somewhat simpler: it is the projection to the (u, v) plane of the locus, in (u, u′, v)-
space
D˜2 = V (F1(u, u′), F2(u, u′)) ∪ V (g(v)),
where Fi (u, u′) = ∆ f (u) = ( fi (u) − fi (u′))/(u − u′). Therefore D2 is the union of three
horizontal lines, and two vertical lines. 
D3 is the most interesting part. It is defined (for generic f1, f2, g, h) by a curve of degree
(12, 12) in (u, v).
Proposition 4.4 (Equation for D3). Assume that f1 and g are generic cubic polynomials, and
f2 is a generic quadratic polynomial. If G = f2(u)g(v)− f2(u′)g(v′), let
R1 = resultant(∆h(v, v′),G, v′),
and let
R2 = resultant(R1,∆( f1(u) f2(u′)), u′).
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Then R2 is divisible by f2(u)2 and D3 is defined by the generically irreducible equation
R2/ f2(u)
2 = 0.
This polynomial has bidegree (12, 12) in (u, v), and has total degree 24.
Proof. This is proved in the following way: First R1 = 0 eliminates v′ and express that the last
two coordinates of φ, y and z coincide. Then we consider the quotient of the two first coordinates
of φ, x and y, and eliminate u′ to get R2(u, v). R2 is divisible by f2(u)2. A computation on an
example shows that R2/ f2(u)2 is generically irreducible and we obtain an explicit equation for
D3. 
4.3. The shadow curve
To better understand the curve D3 and its involution, recall from the discussion in Section 1.5
that the values of v and v′ are constrained to lie on an ellipse:
v2 + vv′ + (v′)2 = 3.
This ellipse has a rational parametrization, given by
α(s) = (α1(s), α2(s)).
We may pull back the curve D3(u, v) = 0 to a curve E3(u, s) = 0.
We have the following diagram of curves:
E˜3 (u, u′, s) //

D˜3 (u, u′, v, v′)

E3 (u, s) // D3 (u, v) // C× C φ // C3
The four leftmost maps are birational isomorphisms, while φ is two to one onto its image.
The following proposition computes the curve E3.
Proposition 4.5 (Equation for the Shadow Curve E3). Suppose that f1, g, and h are generic
cubic polynomials, and that f2 is a generic quadratic polynomial. Let F = f1(u) f2(u′)− f1(u′) f2(u)u−u′ ,
and let
Θ(u, u′, s) = f2(u)g(α1(s))(1+ s + s2)3 − f2(u′)g(α2(s))(1+ s + s2)3.
Let R = resultant(F,Θ, u′). Then R is divisible by f2(u) and E3 is defined by R/ f2 = 0. This
is a polynomial of bidegree (6, 12) in (u, s).
Proof. Generically, Θ is a polynomial of degrees 6 in s, 2 in u and 2 in u′, while F has degree
2 in u and 2 in u′. Then R is a polynomial of degree (8, 12). A simple computation shows that
when f2(u) = 0 then R vanishes. Moreover, generically R/ f2(u) is irreducible. 
Now we give an example scaled to provide illustrative figures for the locus D3.
Example 4.6 (A Bicubic of Type I). Let X be the image of the map
φ(u, v) = ( f1(u)g(v), f2(u)g(v), v3 − 3v),
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Fig. 3. A view of the surface in Example 4.6.
Fig. 4. The double locus D3 in Example 4.6.
where f1(u) = u3 − 5u − 12, f2(u) = u2 − 3, and
g(v) = 6v
3 + 7v2 + 6v − 3
1000
.
The double locus D1 has no real points. The locus D2 is straightforward. The real parts of the
locus D3 is shown in Fig. 4. The outer lines shown are the lines u = ±10, v = ±10, and are at
distance 2 for D(φ). The shadow curve E3 (outer lines at distance 10) is shown in Fig. 5.
The surface X in C3 has degree 9. For |α| > 2, the real part of z = α consists of a single
nodal cubic. A view of a patch is shown in Fig. 3.
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Fig. 5. The shadow curve E3 in Example 4.6.
5. Bicubic surfaces of type II
In this section, we consider bicubic surfaces of the form
φ : C2 −→ C3,
given by
φ(u, v) = ( f (u), g(v), h(u, v)),
where f and g are cubic polynomials, and h is cubic in u, and also in v. Our plan is to describe
the double curve D(φ) ⊂ C2. We will see that, at least for generic choices of φ, D(φ) is a
curve having three components. We then go on to describe these curves in some detail. By the
discussion in Section 1.5, we let f (u) = u3 − 3u and g(v) = v3 − 3v. The image X is a surface
of degree 18.
Proposition 5.1. The double locus D(φ) is
D(φ) = D1 ∪ D2 ∪ D3.
where D1, D2, D3 are equidimensional curves of bidegrees (6, 2), (2, 6), and (12, 12)
respectively. Also, deg D1 = deg D2 = 8, deg D3 = 20, and deg D(φ) = 36. If φ is generic, then
D1 and D2 are smooth curves, and D3 has 81 ordinary double points, D1 ∩ D2 consists of 40
points, D1 ∩ D3 consists of 92 points, none of which is singular on D3, and similarly, D2 ∩ D3
consists of 92 points, none of which is singular on D3.
The shadow curve E3 of D3 has bidegree (6, 6) and degree 12.
We now describe each curve D1, D2, D3 in more detail.
The curves D1 and D2 are the double point loci of families of parametrized plane cubics.
Using Theorem 1.2, we obtain the degrees and bidegrees of D1 and D2. More precisely, let
F(u, u′) = u2 + uu′ + (u′)2 − 3 and H˜1(v, v′) the remainder of the division of H1 by F(v, v′)
with respect to v and by f (u) with respect to u.
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Proposition 5.2 (D1 and D2). The double locus D1 corresponds to u = u′ and is defined by the
polynomial in (u, v)
D1 = remainder(resultant(F(v, v′), H˜1, v′), f1(u), u).
Similarly, one obtains the equation of D2.
Proof. We have deg(u,v,v′) H˜1 = (2, 2, 1) so we get degv D1 = 6 and then by division degu
D1 = 2. 
Proposition 5.3 (Triple Points of X ). For generic φ, the image X has 99 triple points. These
arise in the following way. #D1∩D2 = 40, #D1∩D3 = #D2∩D3 = 92. Also, sing(D3)∩D1 =
sing(D3) ∩ D2 = ∅, and D1 ∩ D2 ∩ D3 = ∅.
Proof. Those are the maximal numbers and we check on one example that they do appear
generically. 
Note that for fixed u = u0, the image curve is a nodal cubic curve in the plane x = f (u0).
Similarly for v = v0.
The shadow curve E1(u, s) with (v, v′) = (α1(s), α2(s)) is a curve of degree 6 in s and 1 in
u. E1 is generically a smooth curve in the plane.
Proposition 5.4 (The Double Locus D3). Let H(u, u′, v, v′) = h(u, v)−h(u′, v′). The equation
of the double locus D3 is defined by the following sequence of computations (we also indicate
the degree in (u, u′, v, v′) of the obtained polynomials):
D3 = resultant(R˜, F(v, v′), v′), deg(12, 0, 12, 0),
H˜ = remainder(H, F(u, u′), u′), deg(3, 1, 3, 3),
R = resultant(H˜ , F, u′), deg(6, 0, 6, 6),
R˜ = remainder(R, F(v, v′), v′), deg(6, 0, 6, 1).
The locus D3 is a curve of degree 20 and bidegree (12, 12).
The shadow curve E3(s, t) where (u, u′) = (α1(s), α2(s)), (v, v′) = (α1(t), α2(t)) has
bidegree (6, 6) and total degree 12.
Example 5.5 (A Bicubic of Type II). The bicubic surface is the image of φ(u, v) = (u3 −
3u, v3 − 3v, h(u, v)), where h(u, v) is a randomly chosen bicubic polynomial:
h(u, v) = u3v3 + u3v2 + 2
7
u2v3 − 3
2
u3v + 5
6
u2v2
− 3
10
u3 + 10
7
u2v + 8
7
uv2 + v3 − u2 + 7
9
uv − 8
7
v2 + 9
10
u − 6v.
The double loci D1 and D2 are rather simple; the locus D3 is shown in Fig. 6. Two points of D1
are in involution if they are on the same vertical line; respectively for D2 with an horizontal line
(same u). They are shown all together in Fig. 8. The outer lines shown are the lines u = ±2,
v = ±2. The shadow curve E3 (outer lines at distance 10) is shown in Fig. 7. Notice the crossing
four ovals of D3. These correspond to the relatively complicated form ovals of E3; two ovals
are tangent.
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Fig. 6. The double locus D3 in Example 5.5.
Fig. 7. The shadow curve E3 in Example 5.5.
The involution on D3 is intricate, but can be described continuously using special points on
D3 where (u, v) is critical for φ.
6. Bicubic surfaces of type III
Let
φ : Q = C2 −→ C3
be defined by
φ(u, v) = ( f (u, v), g(u, v), v3 − 3v),
where f, g are of degree 3 separately in u and v. Let X denote the image of φ.
In this section, we describe the double curve D(φ) ⊂ C2, and its singular points. Note that
for each fixed value v = v0, the image is a parametrized plane cubic curve Cv0 lying on the plane
z = v30 − 3v0. This plane cubic always has either a single node or a cusp.
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Fig. 8. The double locus D(φ) in Example 5.5.
We let D(φ) = D1 ∪ D2 ∪ D3 be the decomposition of the double point locus as in
Section 1.2.
A simple resultant computation shows that for generic φ in this class, D1 is a finite set of 12
couples of points with same u contained in D3, and so D(φ) = D2 ∪ D3. D2 is the locus of
the pre-images in C2 of the singular points of the singular cubic plane curves Cv , for v ∈ C.
The locus D3 is the pre-image of the singular points of Cv1 ∪ Cv2 ∪ Cv3 = X ∩ {z = a}, where
v3i − 3vi = a, over all a ∈ C.
6.1. Description of D2 and E2
Let H = v2 + v′2 + vv′ − 3, G = g(u,v)−g(u′,v)u−u′ and F = f (u,v)− f (u
′,v)
u−u′ .
Proposition 6.1. Assume that f (u, v) and g(u, v) are generic. Then the equation of D2 is given
by a resultant:
D2 = resultant(F,G, u′).
Proof. Indeed, for each v the parametric equations ( f, g) define a cubic curve which has one
singular point corresponding to a couple of parameter (u, u′). Moreover the degree in v of the
resultant is 4×3 = 12. So it has bidegree (12, 2). We check on an example that the total degree is
generically 14. 
Proposition 6.2 (The Involution on D2). The involution i : D2 −→ D2 is given by i(u, v) =
(u′, v), where u and u′ are the two roots of F(u, v) = 0, given v.
The image of D2 under φ is a space curve of degree 42 = 3× 12+ 3× 2.
6.2. A description of D3 and E2
Let F˜(u, u′, s) = F(u, u′, α1(s), α2(s)) and similarly for G˜.
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Fig. 9. The double locus D2 in Example 6.4.
Fig. 10. The double locus D3 in Example 6.4.
Proposition 6.3. The curve D3 is defined by
resultant(F,G, u′)
(v − v′)2 ,
and has bidegree (18, 32). The shadow curve E3 is defined by the polynomial
resultant(F˜(u, u′, s), G˜(u, u′, s), u′)
(s − 1)4
and has bidegree (9, 32), and total degree 41.
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Fig. 11. The shadow locus E3 in Example 6.4.
Fig. 12. A portion of the surface in Example 6.4.
Proof. Indeed R = resultant(F,G, u′) is symmetric in v and v′ and vanishes when v = v′ (as
u = u′ is a trivial solution), then (v − v′)2 divides R. A simple computation shows that R
(v−v′)2
is generically irreducible. Similarly for the shadow curve E3.
Example 6.4 (A Bicubic of Type III). Let φ(u, v) = ( f (u, v), g(u, v), v3 − 3v), where
f (u, v) = −3u3v3 − 3u3v2 − 5u2v3 − 2u3v + u2v2 + 5uv3 + 5u3
− 5u2v − 3uv2 − v3 + 8u2 + 8uv + 5v2 + 4u + v − 10,
g(u, v) = −9u3v3 + 4u3v2 − 6u2v3 + u3v − u2v2 + 8uv3 − 7u3
− 2u2v − 2uv2 + 2v3 + 8u2 + 4uv + 9v2 + 3u − 9v + 9.
See Figs. 9–12 for the representations of the singularities of this surface.
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7. Conclusion
In this paper we have presented various tools to describe the set of self-intersection points of
a bicubic surface. To better study these loci and the attached involutions, we divided the bicubic
surfaces into four types.
It would be interesting to complete this study describing these surfaces by their control
polytop. Then consider how the information could be followed when deforming the input
data. And finally provide new models of patches of bicubic surfaces. This could allow, in
an approximation procedure to diminish the number of patches commonly used in CAGD.
Moreover, this will provide a better way to represent singular surfaces.
More applied works, some in collaboration with specialists in CAGD, have been developed
with the same approach by the first author in the European GAIA II project; see Elkadi et al.
(2004), Galligo and Pavone (2005), Galligo and Pavone (in press), Pavone (2004), Thomassen
(2005), and also the web site GAIA II (http://www.sintef.no/static/AM/gaiatwo/).
Acknowledgements
We thank the anonymous referee for his (or her) comments.
The first author was supported by the EU contract GAIA II(IST-2001-35512) and the french
ANR GECKO contract. The second author was supported by the NSF.
References
Anderson, D., Sederberg, T., 1985. Steiner surface patches. IEEE Computer Graphics and Applications 5, 23–36.
Andersson, L., Peters, J., Stewart, N., 1998. Self-intersection of composite curves and surfaces. Computer Aided
Geometric Design 15, 507–527.
Coffman, A., Schwartz, A.J., Stanton, C., 1996. The algebra and geometry of Steiner and other quadratically
parametrizable surfaces. Computer Aided Geometric Design 13, 257–286.
Dokken, T., 2001. Approximate implicitization for surface intersection and self-intersection. In: ECITTT Euro
Conference on CAE Integration-tools. Trends and Technologies, pp. 81–102.
Elkadi, M., Leˆ, T., Galligo, A., 2004. Parametrized surfaces in P3 of bidegree (1, 2). In: International Symposium on
Symbolic and Algebraic Computation, pp. 141–148.
Emiris, I.Z., D’Andrea, C., 2002. Hybrid sparse resultant matrices for bivariate systems. Journal of Symbolic
Computation 587–608.
Farin, G., 1993. Curves and Surfaces for Computer Aided Geometric Design. A Practical Guide. Academic Press, Inc.,
Boston, MA.
Fulton, W., 1984. Intersection Theory. Springer-Verlag.
GAIA II, http://www.sintef.no/static/AM/gaiatwo/.
Galligo, A., Pavone, J., A sampling algorithm for parametric surface self-intersection. In: Proceedings of the AGGM
Conference (2004). Springer Verlag (in press) (preprint).
Galligo, A., Pavone, J., 2005. Selfintersections of a Bezier bicubic surface. In: Proceedings of the International
Symposium on Symbolic and Algebraic Computation, ISSAC’05, Beijing, China. ACM Press, pp. 148–155.
Hohmeyer, M.E., 1991. A surface intersection algorithm based on loop detection. In: ACM Symposium on Solid
Modeling Foundations and CAD/CAM Applications, pp. 197–207.
Hosaka, M., 1992. Modeling of Curves and Surfaces in CAD/CAM. Springer-Verlag, New York, NY.
Krishnan, S., Manocha, D., 1997. An efficient surface intersection algorithm based on lower-dimensional formulation.
ACM Transactions on Graphics 16 (1), 74–106.
Lasser, D., 1988. Selfintersections of parametric surfaces. In: Proceedings of the International Conference on Engineering
Graphics and Descriptive Geometry, Vienna Volume 1, pp. 322–321.
Patrikalakis, N.M., 1993. Surface-to-surface intersections. IEEE Computer Graphics and Applications 13 (1), 89–95.
Pavone, J.-P., 2004. Auto-intersection des surfaces parame´tre´es re´elles. The`se d’informatique de l’Universite´ de Nice
Sophia-Antipolis.
158 A. Galligo, M. Stillman / Journal of Symbolic Computation 42 (2007) 136–158
Piene, R., 2005. Singularities of some projective rational surfaces. In: Computational Methods for Algebraic Spline
Surfaces. Springer, Berlin, pp. 171–182.
Sederberg, T.W., Chen, F., 1995. Implicitization using moving curves and surfaces. In: Proceedings of SIGGRAPH, pp.
301–308.
Sederberg, T.W., Meyers, R.J., 1988. Loop detection in surface patch intersections. Computer Aided Geometric Design
5 (2), 161–171.
Shafarevitch, I., 1974. Basic Algebraic Geometry. Springer-Verlag, New-York.
Thomassen, J.B., 2005. Self-intersection problems and approximate implicitization. In: Computational Methods for
Algebraic Spline Surfaces. Springer, pp. 155–170.
