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Abstract
Classical iterative algorithms for linear system solving and regression are brittle to the con-
dition number of the data matrix. Even a semi-random adversary, constrained to only give
additional consistent information, can arbitrarily hinder the resulting computational guarantees
of existing solvers. We show how to overcome this barrier by developing a framework which
takes state-of-the-art solvers and robustifies them to achieve comparable guarantees against a
semi-random adversary. Given a matrix which contains an (unknown) well-conditioned sub-
matrix, our methods obtain computational and statistical guarantees as if the entire matrix
was well-conditioned. We complement our theoretical results with preliminary experimental
evidence, showing that our methods are effective in practice.
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1 Introduction
Given matrix A ∈ Rn×d and labels b ∈ Rn, the fundamental problems of solving linear systems
(Ax = b) and performing linear regression (minx∈Rd ‖Ax− b‖22) are pervasive in statistics and
scientific computing, and serve as benchmarks inspiring development of popular methods in convex
optimization and numerical linear algebra (see e.g. [Atk88]). We consider first-order methods for
these problems with state-of-the-art dependence on standard conditioning measures of the problem,
and initiate the study of their tolerance to semi-random noise, a well-studied corruption model for
testing robustness of algorithms to model misspecification (cf. discussion in Section 1.2).
Consider, for instance, an overdetermined linear system Ax = b. When A has a small condition
number, i.e. κ(A) := λmax(A
>A)
λmin(A>A)
, gradient methods rapidly converge. However, what if a subset of
the rows Ag is well-conditioned (e.g. κ(Ag) is small), but the whole matrix A is not? If Ag was
known a priori, we could solve in just this subset of rows to efficiently recover the solution, ignoring
the additional data. Counterintuitively, by giving additional consistent information, an adversary
can arbitrarily decrease conditioning, breaking performance of first-order methods. Motivated by
this phenomenon, we address the following main question.
Question 1. Can we design algorithms for linear system solving and linear regression in matrices
A which contain a subset of rows Ag with some “good property”, with computational and statistical
guarantees comparable to if the entire matrix A had this “good property”?
Our main contribution is answering this question affirmatively under standard settings where first-
order methods apply. Our algorithms proceed by learning a reweighting of the rows of A, such
that the resulting reweighted matrix inherits the desirable “good property” provided there exists
a well-behaved subset of rows. Moreover, the reweighting scheme itself is computationally efficient
and does not bottleneck the overall runtime by more than a polylogarithmic factor. In this sense,
our reweighting scheme “robustifies” standard first-order solvers against consistent (but possibly
adversarial) noise by allowing them to perform algorithmic tasks in the best subset of examples,
effectively ignoring poorly-behaved rows. The specific good properties we consider are motivated
by the runtime guarantees of state-of-the-art first-order methods.
1.1 Linear systems and regression in the classical setting
We define the main algorithmic tasks we consider in this work. For simplicity, we study “overcon-
strained” variants of these tasks throughout, where A has no kernel and solutions are unique.
Problem 1 (Overconstrained linear system solving). Given full column rank A ∈ Rn×d and b ∈
Im(A), find the unique x∗ ∈ Rd with Ax∗ = b.
When choosing an algorithm for Problem 1, a primary consideration is its computational guarantees,
i.e. convergence rate in terms of matrix properties. We define two fundamental matrix properties:
κ(A) :=
λmax
(
A>A
)
λmin (A>A)
and τ(A) :=
Tr
(
A>A
)
λmin (A>A)
. (1)
When A is clear from context, we refer to these quantities as κ and τ ; note that d ≤ τ ≤ dκ. κ
denotes the standard condition number of A and τd can be thought of as an “average condition
number”, as it is the ratio of the average eigenvalue of A>A and its smallest. First-order methods
for Problem 1 largely fall into two regimes,1 which we term “full gradient” and “row sampling”.
1We focus on first-order methods with linear or sublinear dimension dependence in this work. Algorithms explicitly
1
Full gradient methods have polynomial dependence on κ and linear dependence on nnz(A), the
number of nonzero entries of A; row sampling methods are randomized and depend polynomially
on τ , and linearly (or sublinearly) on dimensions n, d. We state two state-of-the-art runtimes for
Problem 1 in these two regimes, which serve as benchmarks for our robust runtimes, and defer a
broader, more formal discussion to Appendix B for brevity.
Proposition 1 ([Nes83]). In the setting of Problem 1, accelerated gradient descent produces x with
‖x− x∗‖2 ≤  in O(
√
κ log
κ‖x∗‖2
 ) iterations, each taking O(1) matrix-vector multiplications in A.
Proposition 2 ([JZ13, AKK+20]). Stochastic variance reduced gradient (SVRG) methods solve
Problem 1 to  `2 distance to the solution x
∗ in O((n + τ) log nτ‖x
∗‖2
 ) iterations, which can be
accelerated to O((n +
√
dτ)polylog(
nτ‖x∗‖2
 )), each taking O(1) d-dimensional vector operations.
Both of these results hold with high probability 1− poly(n−1).
We remark that at the cost of a dependence on
√
nτ rather than
√
dτ , logarithmic factors in
the runtime of Proposition 2 can be removed [All17]. Finally, for sparse matrices the dimension-
dependent factors in Proposition 2 can be improved (e.g. the additive nd can be improved to an
nnz(A) and the per-iteration complexity depends on row sparsity); such improvements also apply
to our methods, and we omit them for brevity of runtime statements.
Remark 1. Propositions 1 and 2 also solve regression (minimizing ‖Ax− b‖22) and inversion2
(applying the inverse of A>A to a vector b) in corresponding runtimes depending on ‖b‖2. For a
more thorough discussion of this reduction, see Appendix B.
The second problem we consider in this work is a statistical variant of linear regression.
Problem 2 (Statistical regression). Given full column rank A ∈ Rn×d and b ∈ Rd produced via
b = Axtrue + ξ, ξ ∼ N (0,Σ) , (2)
produce x so that the mean-squared error E
[
‖x− xtrue‖22
]
is small (expectations are taken over ξ).
Problem 2 is a strict generalization of Problem 1, since we can set Σ = 0. Although our regression
algorithms inherit the computational speedups of their Problem 1 counterparts, the minimizer to the
regression problem ‖Ax− b‖22 changes under reweightings of A and b. Nonetheless, we demonstrate
that under well-studied noise models (choices of Σ in (2)), our reweighted regression solutions obtain
mean-squared error guarantees as good or better than their unweighted counterparts, consistent
with our empirical findings; we note that our risk guarantees are via surrogate upper bounds for
mean squared error, which may be loose in some settings (cf. Section 5 for a discussion). This
motivates the statistical notion of linear regression we study (used in the definition of Problem 2).
1.2 Semi-random noise models
The semi-random noise framework was first studied in the context of graph coloring [BS95]. It is a
well-studied model in statistics and theoretical computer science and aims to bridge the average-case
and worst-case guarantees of algorithms. A typical semi-random model consists of an (unknown)
solving linear systems [CW13, NN13, LMP13, CLM+15] with runtimes at least dω, where ω < 2.373 is the matrix
multiplication constant [Wil12, Gal14], also exist, but are expensive in practice.
2To avoid overloading the definition of “system solving” (i.e. with respect to our Problem 1), we use inversion to
mean applying an inverse to a vector rather than explicitly computing the inverse of a matrix.
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planted instance which a classical algorithm performs well against, augmented by additional infor-
mation given by a “monotone” or “helpful” adversary masking the planted instance. In particular,
if the algorithm fails when given additional, helpful information, then perhaps that algorithm has
overfit to its original problem specification. This model has been studied for e.g. clique finding
[Jer92, FK00], community detection [FK01, MPW16], and graph partitioning [MMV12] in random
graph models, where the monotone adversary removes edges between clusters and adds edges within
clusters. Recent work [CG18] also defined a semi-random noise model for matrix completion, where
entries of a matrix are revealed with only greater probability than in the classical setting.
Our semi-random adversary takes a well-conditioned planted set of rows Ag ∈ Rm×d and appends
additional rows to form a larger (possibly ill-conditioned) matrix A ∈ Rn×d. This adversary for
linear systems and regression is motivated through lenses of model misspecification and average-case
complexity. As data is typically assumed to be randomly generated from a distribution (which may
not be uniformly well-conditioned), it is desirable for algorithms to attain good guarantees even
when only a portion of the data is well-behaved. Existing methods have dependences on parameters
such as κ and τ (1), which are sensitive to outliers that can arbitrarily affect these parameters. Our
setting differs from most prior work ([CG18] being a notable exception) in that semi-random noise
has typically been studied for computationally hard optimization problems, where the goal is to
prove polynomial-time tractability. For our problem, polynomial-time algorithms unconditionally
exist, and the goal is to match the performance of the fastest algorithms in the uncorrupted, well-
conditioned setting. Our guarantees fit into a broader program of giving tight runtime bounds for
algorithmic tasks under data corruption (e.g. [CG18, CDG19, CDGW19, DHL19]).
Finally, we note there are first-order iterative methods which can handle a few large eigenvalue
directions if the rest of the spectrum is well-conditioned, such as the conjugate gradient method
(see discussion in [MNS+18]). Our results apply broadly to an arbitrary semi-random adversary.
1.3 Our results
In the following, the notation Ag ⊆ A denotes that matrix Ag is formed by vertically concate-
nating a row subset of A. We also define the following quantities, analogous to (1), denoting the
conditioning of the “best row subset” of a matrix:
κg (A) := min
Ag⊆A
κ (Ag) , τg(A) := min
Ag⊆A
τ (Ag) . (3)
We give full algorithm statements in Appendix A, but describe them in Sections 3 and 4.
Theorem 1. Algorithm 2, MPCFullGradient, takes as input a full column rank matrix A ∈ Rn×d
and an estimate of κg(A) within a polynomial multiplicative factor in problem parameters, and
returns nonnegative diagonal weight matrix W ∈ Rn×n, such that3
κ
(
W
1
2A
)
= O (κg (A)) , in time O˜
(√
κg (A) · nnz(A)
)
,
with high probability in n. Thus, there is a (randomized) algorithm which solves Problem 1 in time
O˜(
√
κg(A) · nnz(A)) with high probability in n.
Compared to Proposition 1, we obtain a runtime equivalent (up to logarithmic factors) to applying
accelerated gradient descent on A, if A was as well-conditioned as its best subset of rows, without
a priori knowledge of the best subset. We give the algorithm and its analysis in Section 3.
3We say f = O˜(g) if f = O(g logc g) for some constant c > 0.
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Theorem 2. Algorithm 3, MPCRowSample, takes as input a full column rank matrix A ∈ Rn×d
and an estimate of τg(A) within a polynomial multiplicative factor in problem parameters, and
returns nonnegative diagonal weight matrix W ∈ Rn×n, such that
τ
(
W
1
2A
)
= O (τg (A)) , in time O˜
((
n+
√
dτg(A)
)
· d
)
,
with high probability in n. Thus, there is a (randomized) algorithm which solves Problem 1 in time
O˜((n+
√
dτg(A)) · d) with high probability in n.
Compared to Proposition 2, our runtime is equivalent (up to logarithmic factors) to those of accel-
erated variance-reduced methods on A, if A had a trace-to-smallest-eigenvalue bound as good as
its best subset of rows. The algorithm and analysis are given in Section 4. We remark that even
when there does not exist a well-conditioned subset of rows Ag ⊆ A, the guarantees of Theorem 1
and Theorem 2 inherit the conditioning of the most well-conditioned mixture A>WA. We state
our claims with respect to the best row subsets for simplicity, and consistency with the noise model.
We apply our weight-learning methods to study Problem 2 under several generative models in
Section 5. We show in various settings that the minimizer of the reweighted regression problem
‖W 12 (Ax − b)‖22 has risk upper bounds as good or better than the original regression minimizer;
moreover, the regression procedure inherits the reweighted runtime improvements.
2 Preliminaries
General notation. Applied to a vector, ‖·‖p is the `p norm. ∆n is the simplex in n dimensions,
the subset of Rn≥0 with unit `1 norm. Applied to matrices, ‖·‖p is the Schatten-p norm. N (µ,Σ) is
the multivariate Gaussian with specified mean and covariance. [n] is the set of naturals 1 ≤ i ≤ n.
Matrices. λmax, λmin, and Tr denote the largest eigenvalue, smallest eigenvalue, and trace of a
symmetric matrix. The set of d× d symmetric matrices is Sd, and the positive semidefinite cone is
Sd≥0. The inner product between matrices M,N ∈ Sd is the trace product, 〈M,N〉 := Tr[MN] =∑
i,j∈[d] MijNij . We use the Loewner order on Sd: M  N if and only if N −M ∈ Sd≥0. I is
the identity of appropriate dimension when clear. diag (w) for w ∈ Rn is the diagonal matrix
with diagonal entries w; we use W := diag (w) when context is clear. For full-rank M ∈ Sd≥0,
‖v‖M :=
√
v>Mv. For M ∈ Sd with eigendecomposition V>ΛV, exp(M) := V> exp(Λ)V, where
exp(Λ) is entrywise to the diagonal.
Approximations. α ∈ R is an (, δ)-approximation to β ∈ R if α = (1 + ′)β + δ′, for |′| ≤ ,
|δ′| ≤ δ. An (, 0)-approximation is an “-multiplicative approximation” and a (0, δ)-approximation
is a “δ-additive approximation”. This notation simplifies bounds in the remainder of this section.
Our algorithms instantiate the recent mixed positive SDP solver of [JLL+20], with careful arguments
about per-iteration costs via instance structure. The solver of [JLL+20] gives width-independent
(multiplicative) guarantees on a family of structured SDP instances with positivity constraints (cf.
Appendix E for discussion of width-independence). The specializations known as “pure packing”
SDPs has found great utility in the robust statistics literature [CG18, CDG19], but for our purposes
we require a full mixed packing-covering solver. We give a variant of the main claim of [JLL+20].
Definition 1 (MPC feasibility problem). Given sets of matrices {Pi}i∈[n] ∈ Sdp≥0 and {Ci}i∈[n] ∈
Sdc≥0, and error tolerance , the mixed packing-covering (MPC) feasibility problem asks to return
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weights w ∈ Rn≥0 such that
λmax
∑
i∈[n]
wiPi
 ≤ (1 + )λmin
∑
i∈[n]
wiCi
 , (4)
or conclude that the following is infeasible for w ∈ Rn≥0:
λmax
∑
i∈[n]
wiPi
 ≤ λmin
∑
i∈[n]
wiCi
 . (5)
Proposition 3 ([JLL+20]). Algorithm 1, MPC, takes inputs {Pi}i∈[n] ∈ Sdp≥0, {Ci}i∈[n] ∈ Sdc≥0,
and error tolerance , and solves problem (4), (5), in O(log3(ndρ) · −3) iterations, where d :=
max(dp, dc), ρ := maxi∈[n]
λmax(Ci)
λmax(Pi)
. Each iteration uses O(1) n-dimensional vector operations, and
computes, for w ∈ Rn≥0 with λmax
(∑
i∈[n]wiPi
)
, λmin
(∑
i∈[n]wiCi
)
≤ R for R = O( log(ndρ) ),

20
-multiplicative approximations to
〈
Pi,
exp
(∑
i∈[n]wiPi
)
Tr exp
(∑
i∈[n]wiPi
)〉 ∀i ∈ [n],
( 
20
, e
−10 log(ndρ)
 Tr(Ci)
)
-approximations to
〈
Ci,
exp
(
−∑i∈[n]wiCi)
Tr exp
(
−∑i∈[n]wiCi)
〉
∀i ∈ [n].
(6)
We give Algorithm 1 in Appendix A. While this latter additive guarantee appears cumbersome, in
our instances  will be a constant, so the error must simply be bounded by poly((ndρ)−1) ·Tr(Ci).
3 Full gradient methods
We prove Theorem 1, the guarantees of our full gradient-based method, in this section. The proof
relies on a number of computational building blocks for implementing steps of Proposition 3, which
we state as Lemmas 1 and 2 during the course of the proof of Theorem 1, and defer the proofs of
these helper lemmas to Appendix C.
Proof of Theorem 1. Assume for now that we know κg(A), denoted as κg for brevity. Throughout,
let the rows of A be {ai}i∈[n]. We instantiate Proposition 3 with sufficiently small constant , and
Pi := aia
>
i , Ci := κgaia
>
i . (7)
This instance has ρ = κg, where ρ is defined in Proposition 3. Moreover, as (5) is feasible (by setting
w to be the (0, 1) indicator of the best row set Ag), the algorithm cannot conclude infeasibility,
and thus will return weights satisfying (4) in O(log3(nκg)) iterations. The resulting implication is
κ
(
W
1
2A
)
=
λmax
(∑
i∈[n]wiaia
>
i
)
λmin
(∑
i∈[n]wiaia
>
i
) = κg λmax
(∑
i∈[n]wiPi
)
λmin
(∑
i∈[n]wiCi
) = O(κg).
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Approximating matrix exponential-vector products. We now state Lemmas 1 and 2, helper
lemmas which bound the complexity of computing quantities in (6) to sufficient accuracy throughout
the algorithm. Lemma 1 is a standard computational subroutine in prior positive SDP algorithms
[PTZ16, ALO16]. However, obtaining Lemma 2 requires further insight. In its proof, we exploit
the existence of degree-∆ polynomials in (I + M∆ )
−1 which approximate exp(−M). Since
λmax
(
I +
∑
i∈[n] wiCi
∆
)
λmin
(
I +
∑
i∈[n] wiCi
∆
) ≤ λmax(I + ∑i∈[n]wiCi
∆
)
= O(κgR) = O˜(κg)
throughout our algorithm, we can apply exp(−∑i∈[n]wiCi) efficiently via Proposition 1. This
exploits structure of our instance (7), and that our guess κg is an underestimate to certify cheap
iterate implementation. In the following, we assume for simplicity that Proposition 1 solves a linear
system in A>A exactly in time O(
√
κ(A)). We defer proofs to Appendix C, and discuss precision
issues for solvers in Appendix D; the resulting runtime loss is no more than a logarithmic factor.
Lemma 1. Define {Pi} by (7),
∑
i∈[n]wiPi  RI, and constant . We can compute ( 45 , 0)-
approximations to Tr exp(
∑
i∈[n]wiPi) and all
〈
Pi, exp(
∑
i∈[n]wiPi)
〉
in O(nnz(A) log(n)R) with
high probability.
Lemma 2. Define {Ci} by (7), λmin(
∑
i∈[n]wiCi) ≤ R,
∑
i∈[n]wiCi  RκgI, and constant .
We can compute an ( 45 , 0)-approximation to Tr exp(−
∑
i∈[n]wiCi) and (

45 , exp(− log(nκg) )Tr(Ci))-
approximations to all
〈
Ci, exp(−
∑
i∈[n]wiCi)
〉
in O(nnz(A)
√
κg log(n)R) with high probability.
Packing inner products. By the assumption in Proposition 3, in each iteration 0 ∑i∈[n]wiPi 
RI for some R = O(log(nκg)), where we recall  is a constant. Therefore, by Lemma 1 we compute
( 45 , 0)-multiplicative approximations to Tr exp(
∑
i∈[n]wiPi) and all
〈
Pi, exp(
∑
i∈[n]wiPi)
〉
in time
O(nnz(A) log(nκg) log(n)). Combining these guarantees yields the desired approximations.
Covering inner products. For some R = O(log(nκg)), by assumption 0 
∑
i∈[n]wiCi 
κgRI and λmin(
∑
i∈[n]wiCi) ≤ R in each iteration. Here, we used that Ci = κgPi for all i ∈
[n]. Therefore, by Lemma 2 we compute the ratio between each
〈
Ci, exp(−
∑
i∈[n]wiCi)
〉
and
Tr exp(−∑i∈[n]wiCi) to the desired approximation in time O(nnz(A)√κg log(nκg) log(n)).4
Searching for κg. We now lift the assumption of knowledge of κg. Recall that we assume access to
a polynomially bounded estimate to this quantity. By starting at the lower bound of our estimate
and iteratively incrementing by multiplicative factors of 1 + , we incur only a logarithmic overall
overhead in runtime as  is a constant. Moreover, each run will never have a worse runtime by
more than a constant (as κg is never significantly overestimated), and the definition of feasibility
implies the quality of the output will not be affected by more than a constant. We remark that in
practice, this search procedure was not needed; see Appendix G for a discussion.
Linear system solving. As κ(W
1
2A) = O(κg), and the linear system was assumed consistent, by
using Proposition 1 on our learned reweighting, we attain the runtime guarantee for Problem 1.
4Composing an (α, β)-approximation with an (α′, 0)-approximation yields a (1.05(α+α′), (1+α′)β)-approximation
for their product, for sufficiently small α, α′.
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4 Row sampling methods
We prove Theorem 2, the analog of Theorem 1, when the matrix contains a subset of rows satisfying
a good trace-to-bottom-eigenvalue bound τ . In its course, we give a helper Lemma 3 (which again
exploits SDP structure to certify fast system solves in gradient computations), whose proof is
deferred to Appendix C. Solver precision issues are discussed in Appendix D.
Proof of Theorem 2. Assume for simplicity that we know τg(A), denoted as τg for brevity. Through-
out, as in Theorem 1, let rows of A be {ai}i∈[n]. We instantiate Proposition 3 with  a sufficiently
small constant, and
Pi := ‖ai‖22 , Ci := τgaia>i . (8)
In this instance, ρ = τg. Further, all Pi ∈ R1×1, so λmax(
∑
i∈[n]wiPi) =
∑
i∈[n]wi ‖ai‖22 =
Tr(
∑
i∈[n]wiaia
>
i ). By definition of τg, (5) is feasible (by letting w indicate the best subset Ag) so
the algorithm returns weights satisfying (4) in O(log3(nτg)) iterations. The resulting implication is
τ
(
W
1
2A
)
=
Tr
(∑
i∈[n]wiaia
>
i
)
λmin
(∑
i∈[n]wiaia
>
i
) = τg λmax
(∑
i∈[n]wiPi
)
λmin
(∑
i∈[n]wiCi
) = O(τg).
Inner product computations. We use the following helper claim.
Lemma 3. Define {Ci} by (8), constant , λmin(
∑
i∈[n]wiCi) ≤ R, and Tr(
∑
i∈[n]wiCi) ≤ τgR.
We can compute ( 45 , exp(− log(nκg) )Tr(Ci))-approximations to all
〈
Ci, exp(−
∑
i∈[n]wiCi)
〉
and an
( 45 , 0)-approximation to Tr exp(−
∑
i∈[n]wiCi) in O
(
(n+
√
dτg)d log(n)R
)
with high probability.
We can precompute the (constant) inner products in {Pi} in O(nnz(A)), as they are 1-dimensional
and thus always simply {‖ai‖22}. Next, by assumption, in each iteration
∑
i∈[n]wi ‖ai‖22 ≤ R, for
some R = O(log(nκg)), and λmin(
∑
i∈[n]wiCi) ≤ R. By the structure of our covering matrices,
Tr
∑
i∈[n]
wiCi
 = τg ∑
i∈[n]
wi ‖ai‖22 ≤ τgR.
Lemma 3 thus computes ratios between all
〈
Ci, exp(−
∑
i∈[n]wiCi)
〉
and Tr exp(−∑i∈[n]wiCi) to
the desired quality in time O
(
(n+
√
dτg)d log(nκg) log(n)
)
each iteration.
Cleaning up. The remaining details (incrementally searching for τg and solving the linear system
in the reweighted matrix) follow analogously to Theorem 1, and we omit them for brevity.
5 Linear regression
We derive guarantees for applying our algorithms to statistical linear regression, Problem 2. Our
approach is to return the minimizer5 of a weighted regression problem ‖W 12 (Ax − b)‖22. As in
Section 1.3, we obtain computational wins by learning W via Theorems 1 and 2. We further bound
incurred risk under the generative model b = Axtrue+ξ for noise ξ ∼ N (0,Σ), where xtrue is the true
underlying feature vector. When Σ is a multiple of I, this is the well-studied homoskedastic setting
5We assume in this section for simplicity that we can solve all regression problems exactly; this is not prohibitive
since in all our settings algorithms depend logarithmically on the target accuracy.
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pervasive in statistical modeling. When Σ varies with the data A, the model is “heteroskedastic”
(cf. [Gre90]). In most cases, we do not directly give guarantees on exact mean squared errors via our
preprocessing, but rather certify (possibly loose) upper bound surrogates. Preliminary experiments
(cf. Section 6) corroborate our predictions of improved risk in planted instances, albeit not to the
degree implied by the conservative surrogate bounds; we leave direct certification of conditioning
and risk simultaneously without going through a surrogate bound as an interesting future direction.
5.1 Heteroskedastic statistical guarantees
“Noisy features”. Consider the setting where the covariance in the model (2) has the form Σ =
AΣ′A>, for d×d matrix Σ′. Under this assumption, we can rewrite (2) as b = A (xtrue + ξ′) , ξ′ ∼
N (0,Σ′) . Intuitively, this corresponds to exact observations under noisy features xtrue + ξ′. As in
this case b ∈ Im(A) always, regression is equivalent to linear system solving (Problem 1), and thus
the solution x∗ to regression has x∗ = xtrue + ξ′. We then compute the risk
E
[
‖x∗ − xtrue‖22
]
= E
[∥∥ξ′∥∥2
2
]
= Tr
[
Σ′
]
.
This guarantee is invariant under the specific linear system solved, so we can obtain computational
speedups via Theorems 1, 2 without statistical loss.
“Row norm noise”. Consider the setting where the covariance in the model (2) has the form
Σ = σ2diag
({
‖ai‖22
})
. (9)
Intuitively, this corresponds to the setting where noise is independent across examples and the size
scales linearly with the squared row norm. We prove the following in Appendix F.
Lemma 4. Under the generative model (2), (9), letting x∗ = argminx{‖Ax− b‖22}, we have the
bound E
[
‖x∗ − xtrue‖22
]
≤ σ2τ(A).
It is immediate that if we knew rows Ag with an improved τ(Ag), solving the restricted in-
stance yields improved (surrogate) risk guarantees. We now consider the statistical guarantees
of reweighted regression, via a helper calculation.
Lemma 5. Under the generative model (2), (9), letting x˜ be the solution of regression in W
1
2A,W
1
2 b,
for nonnegative diagonal weights W, we have the bound E
[
‖x˜− xtrue‖22
]
≤ σ2τ
(
W
1
2A
)
.
This yields the following corollary by applying the preprocessing of Theorem 2 (see also Remark 1).
Corollary 1. Consider an instance of Problem 2, generated by (2), (9). There is a (randomized)
algorithm which takes as input A and an estimate of τg(A), and returns with high probability x˜
with
E
[
‖x˜− xtrue‖22
]
≤ O (σ2τg(A)) , in time O˜((n+√dτg(A)) · d) .
Thus, Corollary 1 improves the surrogate risk bound in Lemma 4 by a factor of τ(A)τg(A) .
5.2 Homoskedastic statistical guarantees
We consider the homoskedastic setting where Σ = σ2I in (2), which yields the bound (cf. Lemma 8)
E
[
‖x∗ − xtrue‖22
]
≤ σ2d · 1
λmin (A>A)
. (10)
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In this setting, the notion of adversarial semi-random noise is at odds in the computational and
statistical senses; by giving additional rows, the bound (10) can only improve, since λmin is mono-
tonically increasing as rows are added to the data matrix. To address this, we show anywhere
along the “computational-statistical tradeoff curve”, we can efficiently learn weights W matching
the performance of the best planted instance.
Lemma 6. Consider an instance of Problem 2, generated by (2) with Σ = σ2I. For any pair
(νg, κg) where there exists Ag ⊆ A satisfying 1λmin(A>g Ag) = νg, κ(Ag) = κg, there is a (randomized)
algorithm which takes as input A, νg, and κg and returns with high probability x˜ with
E
[
‖x˜− xtrue‖22
]
≤ O(σ2d · νg), in time O˜
(√
κg · nnz(A)
)
.
Lemma 6 shows that for any minimum eigenvalue “level” νg (certifying a statistical guarantee a` la
(10)), we can obtain the best computational guarantee for solving regression. We prove Lemma 6
and give an analog with a runtime dependence on τ(Ag) for Ag ⊆ A (see Lemma 10) in Appendix F.
6 Experiments
We perform preliminary experiments to validate utility of our method and its guarantees; all were
done on a 2015 laptop using an Intel Core i5 CPU with 2.9 GHz clock frequency and 8 GB RAM.
All code for these experiments, as well as a README containing instructions, can be found at the
following web address: https://github.com/kjtian/semirandom-regression-experiments.
Problem instance. We consider the following “hard planted instance”, parameterized by four
nonnegative integers (t, n1, n2, d) ∈ N4 and scaling factor s > 1. The matrix A is composed of
matrices A1, A2, A3 vertically concatenated, with the rows randomly shuffled.
1. A1 is a t× d set of random orthogonal basis vectors, scaled by s.
2. A2 is a n1 × d set of random unit vectors all of which are orthogonalized against A1.
3. A3 is a n2 × d set of random unit vectors, scaled by s.
Note that this is a hard planted instance since the matrix consisting of A1 downweighted and all
of A2 will be very well-conditioned, but it is difficult to identify rows of A1 due to A3’s presence.
Parameters. We used Algorithm 3 for preprocessing in each case. We found that the method
was quite robust to aggressive parameter choices. We used a degree-10 rational approximation,
5 Johnson-Lindenstrauss sketch directions (see Algorithm 3), step size α = 1.0, and ran for 8
iterations; cf. Appendix G for further discussion.
Robustifying SAG. The scikit-learn.linear model implementation of SAG [SRB17] in their
ridge regression solver was very brittle to A instances as described above, and did not converge for
Problem 1. Algorithm 3 was able to learn a reweighted matrix for which SAG rapidly converged to
the correct solution, while only calling SAG to implement our rational approximation within the
algorithm. For (t, n1, n2, d, s) = (10, 1000, 100, 200, 200), the end-to-end runtime of our procedure
using SAG for every linear system solve was ≈ 15 seconds. We defer additional details regarding
this experiment to Appendix G.
Improving mean-squared error for heteroskedastic noise. We considered the “row norm
noise” setting of Section 5.1, for A with t = 10, d = 100, 200, 300, (n2, s) = (
d
2 , d), and varying
n1 levels ∈ [4d, 40d] at even intervals. The results are presented in Figure 1. Our preprocessing
stabilized and decreased mean squared errors, with stronger performance as n1 (the number of
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“clean” rows in our model) increased. This is in line with what our theory predicts, as more
clean rows improves concentration of the planted instance (resembling the identity), which is the
setting where our surrogate risk bounds are roughly tight; conversely, bounds for the total instance
A were too pessimistic, but our method consistently obtained better risk. For both solving the
(unweighted) regression problem and in each linear system solve in our procedure, we used the
default “lsqr” ridge regression solver in scikit-learn.
For parameter settings used in these experiments, our end-to-end runtime using the “lsqr” solver
in subroutines was slower than directly using the “lsqr” solver by a somewhat significant factor
(roughly 25 to 40×). However, for linear regression in much larger dimensions (e.g. (t, n1, n2, d, s) =
(50, 5000, 300, 5000, 1500)), our runtime was more competitive with “lsqr” (around 1.2× slower).
Our code was optimized only to a point and the scale of problems we considered was limited; we leave
for future investigation whether high-performance implementations can obtain more competitive
runtimes in practice for broader parameter ranges.
Figure 1: Squared errors from true labels for d = 100, 200, 300, averaged over 15 runs. Vertical
error bars represent 1 standard deviation. Unweighted regression (vanilla “lsqr”) errors are in blue,
reweighted regression (after preprocessing by our algorithm) errors are in orange. Our algorithm
achieves better error and is more consistent; as d increases, the performance gap also widens.
Harder planted instance and further experiments. In Appendix G, we present a variety of
additional experimental findings. Specifically, we consider a slightly more involved “hard problem
instance” than the model presented in this section, which obtains a more dramatic τ value under
the initial reweighting of our Algorithm 3, scaling polynomially in d even when n is Θ(d). This
allows for very poorly-behaved instances under “na¨ıve defenses” when n is comparable to d.
We provide empirical results regarding the stability of decaying τ values across iterations of our
preprocessing procedure for this harder instance. We also replicate Figure 1 for this instance under
the heteroskedastic noise model, and show how the mean squared error decays as a function of
increasing the dimension d. In all cases, our preprocessing both decreases and stabilizes the risk
under this noise model, in line with our theoretical predictions.
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A Algorithm statements
In this section, we give pseudocode for MPC (the algorithm of Proposition 3 from [JLL+20]),
MPCFullGradient (the algorithm of Theorem 1), and MPCRowSample (the algorithm of Theorem 2).
We note in the algorithm statement of [JLL+20] (and for the provable runtime of Proposition 3),
R was chosen to be Θ(log(ndρ)−1), and α was chosen to be Θ(K−1).
Algorithm 1 Mixed positive SDP solver: MPC({Pi}i∈[n], {Ci}i∈[n], , α,R)
1: Input: {Pi}i∈[n] ∈ Sdp≥0, {Ci}i∈[n] ∈ Sdc≥0,  ∈ [0, 1] sufficiently small, α,R > 0
2: ρ← maxi∈[n] λmax(Ci)λmax(Pi) , w
(0)
i ← 1nλmax(Pi) ∀i ∈ [n], t← 0
3: while λmax(
∑
i∈[n]w
(t)
i Pi), λmin(
∑
i∈[n]w
(t)
i Ci) ≤ R do
4: ∇(t)Pi ← 20 -multiplicative approximation to
〈
Pi,
exp(
∑
i∈[n] w
(t)
i Pi)
Tr exp(
∑
i∈[n] w
(t)
i Pi)
〉
∀i ∈ [n]
5: ∇(t)Ci ← ( 20 , e−
10 log(ndρ)
 Tr(Ci))-approximation to
〈
Ci,
exp(−∑i∈[n] w(t)i Ci)
Tr exp(−∑i∈[n] w(t)i Ci)
〉
∀i ∈ [n]
6: δ
(t)
i ← max
(
0, 1− ∇
(t)
Pi
∇(t)Ci
)
∀i ∈ [n]
7: if δ(t) = 0 then
8: return Infeasible
9: end if
10: w(t+1) ← w(t) ◦ (1 + αδ(t)), t← t+ 1
11: end while
12: return w(t)
The parameter settings required for the algorithms in this section required to yield our provable
guarantees can be found in proofs of Theorem 1 and 2. We found in practice (cf. Section 6) that
these parameter settings were on the conservative side and could be chosen more aggressively.
B Runtime guarantees of first-order methods
We give a more formal treatment of state-of-the-art first order methods for solving Problems 1, and
discuss their applications to regression and inversion (see Remark 1). In most cases, these algorithms
have both a “standard” variant as well as an “accelerated” variant with improved guarantees in
most cases (but not universally), following extensions of Nesterov’s seminal work [Nes83].
Accelerated gradient descent. Nesterov’s accelerated gradient descent [Nes83] minimizes a
convex function f : Rd → R inO(√κ log 1 ) queries to a gradient oracle, where κ :=
sup
x∈Rd λmax(∇2f(x))
inf
x∈Rd λmin(∇2f(x))
.
In order to solve the inversion problem x← (A>A)−1b, consider minimizing the function
1
2
x>A>Ax− b>x.
This problem is convex with a constant Hessian, and in this setting κ = κ(A). Optimality conditions
imply that the minimizer satisfies x = (A>A)−1b. Similarly, to solve regression in A, i.e. compute
the minimizer to the function ‖Ax− b‖22, note
‖Ax− b‖22 = x>A>Ax− 2b>Ax+ ‖b‖22 ,
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Algorithm 2 Full gradient weight learning: MPCFullGradient(A, κg, α,R, p1, p2, k)
1: Input: A ∈ Rn×d, κg, α, R > 0, JL direction count k, polynomial approximation p1, rational
approximation p2 (see Facts 1, 2, 3)
2: Output: w ∈ Rn≥0 with κ(W
1
2A) = O(κg) where W = diag (w), or conclusion of infeasibility
3: w
(0)
i ← 1n‖ai‖22 ∀i ∈ [n], t← 0
4: while λmax(A
>diag
(
w(t)
)
A), κgλmin(A
>diag
(
w(t)
)
A) ≤ R do
5: Q← k × d matrix entrywise ± 1√
k
uniformly at random
6: Compute
∑
`∈[k] ‖p1(12A>diag
(
w(t)
)
A)[Q]`:‖22
7: Compute
∥∥Qp1(12A>diag (w(t))A)ai∥∥22 for all i ∈ [n]
8: ∇(t)Pi ← ratios of quantities in Lines 6 and 7 ∀i ∈ [n] to implement Line 4 of Algorithm 1
9: Compute
∑
`∈[k] ‖p2(κg2 A>diag
(
w(t)
)
A)[Q]`:‖22
10: Compute κg
∥∥Qp2(κg2 A>diag (w(t))A)ai∥∥22 ∀i ∈ [n]
11: ∇(t)Ci ← ratios of quantities in Lines 9 and 10 ∀i ∈ [n] to implement Line 5 of Algorithm 1
12: δ
(t)
i ← max
(
0, 1− ∇
(t)
Pi
∇(t)Ci
)
∀i ∈ [n]
13: if δ(t) = 0 then
14: return Infeasible
15: end if
16: w(t+1) ← w(t) ◦ (1 + αδ(t)), t← t+ 1
17: end while
18: return w(t)
Algorithm 3 Row sampling weight learning: MPCRowSample(A, τg, α,R, p2, k)
1: Input: A ∈ Rn×d, τg, α, R > 0, JL direction count k, rational approximation p2 (see Facts 1, 3)
2: Output: w ∈ Rn≥0 with τ(W
1
2A) = O(τg) where W = diag (w), or conclusion of infeasibility
3: w
(0)
i ← 1n‖ai‖22 ∀i ∈ [n], t← 0
4: while λmax(A
>diag
(
w(t)
)
A), τgλmin(A
>diag
(
w(t)
)
A) ≤ R do
5: Q← k × d matrix entrywise ± 1√
k
uniformly at random
6: Compute
∑
`∈[k] ‖p2( τg2 A>diag
(
w(t)
)
A)[Q]`:‖22
7: Compute τg
∥∥Qp2( τg2 A>diag (w(t))A)ai∥∥22 ∀i ∈ [n]
8: ∇(t)Ci ← ratios of quantities in Lines 6 and 7 ∀i ∈ [n] to implement Line 5 of Algorithm 1
9: δ
(t)
i ← max
(
0, 1− ‖ai‖22∇(t)Ci
)
∀i ∈ [n]
10: if δ(t) = 0 then
11: return Infeasible
12: end if
13: w(t+1) ← w(t) ◦ (1 + αδ(t)), t← t+ 1
14: end while
15: return w(t)
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which also has a constant Hessian and condition number κ(A).
Kaczmarz methods. Randomized Kaczmarz methods are another algorithm family which solve
overconstrained linear systems, i.e. our Problem 1. Specifically, the following guarantees are known.
Proposition 4 ((Accelerated) randomized Kaczmarz [SV06, LS13]). Assume access to sampling
rows of A proportional to their squared `2 norm. The randomized Kaczmarz method solves Prob-
lem 1 to  `2 distance to the solution x
∗ in O
(
τ log
nτ‖x∗‖2

)
iterations, which can be accelerated to
O
(√
nτ log
nτ‖x∗‖2

)
, each taking O(1) d-dimensional vector operations.
However, randomized Kaczmarz methods do not apply to the more general problems of inversion
and regression in the same way SVRG methods (Proposition 2) do. Moreover, in order to preprocess
A to support the requisite sampling access, typically O(n) vector operations are required, matching
the guarantees of Proposition 2. For these reasons, for simplicity in the body of the paper we focused
on SVRG methods rather than randomized Kaczmarz methods as a benchmark.
Finite-sum optimization. We make several remarks regarding Proposition 2. First, typically
the guarantees of SVRG methods are stated in terms of finite-sum optimization, i.e. minimizing
objectives of the form minx∈Rd
1
n
∑
i∈[n] fi(x). However, regression and inversion can be written in
this form: for example,
1
2
x>A>Ax− b>x =
∑
i∈[n]
(
1
2
(a>i x)
2 − 1
n
b>x
)
.
Thus, SVRG applies to all three of linear system solving, regression, and inversion. Next, we note
that comparable or slightly slower runtimes (as compared to Proposition 2) were obtained by a
variety of works [DBL14, FGKS15, LMH15, SZ16, SRB17].
Tighter dependences on row norms. For both randomized Kaczmarz methods and SVRG
methods, the dependences of Proposition 2 on row norms (through the quantity τ(A)) can be
improved. Specifically, algorithms of [AQRY16, AKK+20] depend on a finer-grained quantity∑
i∈[n] ‖ai‖2√
λmin(A>A)
≤ √nτ,
which can improve runtimes by up to a dimension-dependent factor. We leave obtaining similar
improvements for our algorithms as an interesting future direction.
C Matrix exponential-vector products
C.1 Matrix exponential toolkit
The computational bottleneck of Proposition 3 is estimating the quantities (6); this is prohibitive
in general since exponentiating a matrix requires a full eigendecomposition, which is generally more
expensive than solving a linear system. However, for structured M ∈ Sd, the following tools found
in the approximate SDP literature help efficiently approximate the product exp(M) · v for v ∈ Rd,
which suffices for the computations (6); we will exploit these in our algorithms.
Fact 1 (Johnson-Lindenstrauss [Ach03]). For any constant c, there is k = O(log n) so that for
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Q ∈ Rk×d with independently random ± 1√
k
entries, with high probability for any fixed v ∈ Rd,
(1− c) ‖Qv‖22 ≤ ‖v‖22 ≤ (1 + c) ‖Qv‖22 .
Fact 2 (Polynomial approximation of exp [SV14], Theorem 4.1). Let M ∈ Sd≥0 have M  RI.
Then for any constant c, there is a polynomial p of degree O(R) with
(1− c) exp(M)  p(M)  (1 + c) exp(M).
Fact 3 (Rational approximation of exp [SV14], Theorem 7.1). Let M ∈ Sd≥0 and δ > 0. There is
a polynomial p of degree ∆ = Θ(log(δ−1)) with coefficients at most ∆O(∆) with
exp(−M)− δI  p
((
I +
M
∆
)−1)
 exp(−M) + δI.
C.2 Efficient gradient computation
In this section, we prove various lemmas which were used in Section 3 and 4 to guarantee efficient
implementation of the mixed packing-covering algorithm of Proposition 3.
Lemma 1. Define {Pi} by (7),
∑
i∈[n]wiPi  RI, and constant . We can compute ( 45 , 0)-
approximations to Tr exp(
∑
i∈[n]wiPi) and all
〈
Pi, exp(
∑
i∈[n]wiPi)
〉
in O(nnz(A) log(n)R) with
high probability.
Proof. We prove the two parts separately.
Trace exponential computation. Let p be the polynomial from Fact 2 for the spectral bound
R, where c = 95 , and let Q be the k×d matrix from Fact 1 with the same value c. We first observe
Tr exp
∑
i∈[n]
wiPi
 = ∑
j∈[d]
∥∥∥∥∥∥
exp
1
2
∑
i∈[n]
wiPi

j:
∥∥∥∥∥∥
2
2
. (11)
Here, [M]j: denotes row j of matrix M. Next, by Fact 1 and a union bound, with high probability
∑
j∈[d]
∥∥∥∥∥∥Q
exp
1
2
∑
i∈[n]
wiPi

j:
∥∥∥∥∥∥
2
2
= Tr
exp
1
2
∑
i∈[n]
wiPi
Q>Q exp
1
2
∑
i∈[n]
wiPi

= Tr
Q exp
∑
i∈[n]
wiPi
Q>

=
∑
`∈[k]
∥∥∥∥∥∥exp
1
2
∑
i∈[n]
wiPi
 [Q]>`:
∥∥∥∥∥∥
2
2
(12)
is a
(

95 , 0
)
-approximation to (11). Moreover, for each ` ∈ [k], where p is the polynomial in Fact 2,
this fact combined with commutativity of exponentials and polynomials in the same matrix, and
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that A2  B2 ⇐⇒ A  B for commuting matrices, imply∥∥∥∥∥∥p
1
2
∑
i∈[n]
wiPi
 [Q]>`:
∥∥∥∥∥∥
2
2
is a
( 
45
, 0
)
-approximation to
∥∥∥∥∥∥exp
1
2
∑
i∈[n]
wiPi
 [Q]>`:
∥∥∥∥∥∥
2
2
.
Finally, it suffices to note we can apply a degree-R polynomial in 12
∑
i∈[n]wiPi =
1
2
∑
i∈[n]wiaia
>
i
to a vector in time O(nnz(A) ·R). Combining these guarantees yields the desired 45 -multiplicative
approximation to (11), where we apply the polynomial to all O(log n) rows of Q.
Inner product computation. First, as Pi = aia
>
i , evaluating all
∥∥∥exp(12 ∑i∈[n]wiPi) ai∥∥∥22
to the desired accuracy suffices. We lose this approximation factor by instead computing all∥∥∥Qp(12 ∑i∈[n]wiPi) ai∥∥∥22, following the above proof. To do so in the requisite time, we first pre-
compute the matrix Qp
(
1
2
∑
i∈[n]wiPi
)
, and apply it to all ai in time O(nnz(A) log(n)R).
Lemma 2. Define {Ci} by (7), λmin(
∑
i∈[n]wiCi) ≤ R,
∑
i∈[n]wiCi  RκgI, and constant .
We can compute an ( 45 , 0)-approximation to Tr exp(−
∑
i∈[n]wiCi) and (

45 , exp(− log(nκg) )Tr(Ci))-
approximations to all
〈
Ci, exp(−
∑
i∈[n]wiCi)
〉
in O(nnz(A)
√
κg log(n)R) with high probability.
Proof. We again prove the two parts separately.
Trace exponential computation. Let Q be the k× d matrix from Fact 1 with c = 95 . Follow-
ing (12), we again have
∑
`∈[k]
∥∥∥∥∥∥exp
−1
2
∑
i∈[n]
wiCi
 [Q]>`:
∥∥∥∥∥∥
2
2
is a
( 
45
, 0
)
-approximation to Tr exp
−∑
i∈[n]
wiCi
 . (13)
Next, by the assumption on λmin
(∑
i∈[n]wiCi
)
, we have that Tr exp
(
−∑i∈[n]wiCi) ≥ exp (−R).
Therefore, it suffices to give a 95k exp(−R)-additive approximation to each of the summands of the
first quantity in (13), which only incurs an additional 95 multiplicative factor loss in total. Let p
be the polynomial from Fact 3 of degree ∆ = Θ(R), such that for M := 12
∑
i∈[n]wiCi,
exp (−M)− 
200k
exp(−R)I  p
((
I +
M
∆
)−1)
 exp (−M) + 
200k
exp(−R)I.
Since exp(−M) and I commute (and exp(−M)  I), and (exp(−M) + δI)2  exp(−2M) + 2.05δI
for sufficiently small δ, for any q a row of Q (all of which are unit vectors),∣∣∣∣∣∣
∥∥∥∥∥p
((
I +
M
∆
)−1)
q
∥∥∥∥∥
2
2
−
∥∥∥∥∥∥exp
−1
2
∑
i∈[n]
wiCi
 q
∥∥∥∥∥∥
2
2
∣∣∣∣∣∣ ≤ 95k exp(−R)q>Iq = 95k exp(−R).
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Thus applying this polynomial to each row of Q suffices for the additive approximation. It suffices
to bound the complexity of applying this polynomial in an inverse matrix. We compute
λmax
(
I + M∆
)
λmin
(
I + M∆
) ≤ λmax(I + M
∆
)
≤ 1 +O(κg).
Using Proposition 1, we can apply the polynomial in time O(nnz(A)
√
κg∆) to a vector (specifically
we call the solver with B, the vertical concatenation of I and
√
κg
2∆W
1
2A, so B>B = I + M∆ and
nnz(B) = O(nnz(A)); see also Remark 1). Summing over rows of Q yields the claim.
Inner product computation. First, as Ci = κgaia
>
i , as argued in the proof of Lemma 1, we
incur the relevant multiplicative loss by instead computing each ‖Q exp (−M) ai‖22. Moreover to ob-
tain the total approximation guarantee, it suffices to compute each to exp
(
− log(nκg)
)
‖ai‖22 additive
accuracy (where we use Tr(Ci) = κg ‖ai‖22). Each coordinate of Q exp (−M) ai is q> exp (−M) ai,
for some row q of Q. Applying Fact 3, let the degree-∆ for
∆ = Θ
(
log
(
1
5k
exp
(
log(nκg)

)))
= Θ(log(nκg))
polynomial p satisfy
− 1
5k
exp
(
− log(nκg)

)
I  p
((
I +
M
∆
)−1)
− exp(−M)  1
5k
exp
(
− log(nκg)

)
I.
Define for convenience P := p
((
I + M∆
)−1)
and the difference matrix N := exp(−M)−P. Then,
(
q> exp(−M)ai
)2 − (q>Pai)2 = 2(q>Pai)(q>Nai)+ (q>Nai)2
≤
(
2 ‖N‖∞ ‖P‖∞ + ‖N‖2∞
)
‖ai‖22
≤ 1
k
exp
(
− log(nκg)

)
‖ai‖22 .
Here, we used ‖q‖22 = 1 for all rows, the spectral norm bound on N, and that exp(−M) is bounded
by the identity, so P is spectrally bounded by 2I from the additive error guarantee. Summing over
all k rows shows the desired error bound, since Tr(Ci) ≥ ‖ai‖22 for all i ∈ [n].
Thus, it suffices to compute all ‖QPai‖22. Following the logic of Lemma 2, we can compute QP
in time O(nnz(A)
√
κg∆ log(n)) by applying the polynomial to each row. Thereafter we can apply
the logic of Lemma 1 to compute all QPai in time O(nnz(A) log(n) log(nκg)).
Lemma 3. Define {Ci} by (8), constant , λmin(
∑
i∈[n]wiCi) ≤ R, and Tr(
∑
i∈[n]wiCi) ≤ τgR.
We can compute ( 45 , exp(− log(nκg) )Tr(Ci))-approximations to all
〈
Ci, exp(−
∑
i∈[n]wiCi)
〉
and an
( 45 , 0)-approximation to Tr exp(−
∑
i∈[n]wiCi) in O
(
(n+
√
dτg)d log(n)R
)
with high probability.
Proof. We again prove the two parts separately.
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Trace exponential computation. We follow the notation and arguments of Lemma 2, which
implies that it suffices to compute for each row q of the random matrix Q the polynomial product
p
((
I +
M
∆
)−1)
q.
Here, p is a degree-∆ polynomial where ∆ = Θ(R), and M = 12
∑
i∈[n]wiCi is formed by the current
weighting of covering matrices. We compute
Tr
(
I + M∆
)
λmin
(
I + M∆
) ≤ Tr(I + M
∆
)
≤ d+O(τg). (14)
Using Proposition 2, we can apply the polynomial in timeO
(
(n+
√
dτg)d∆
)
to a vector (specifically
we call the solver with B, the vertical concatenation of I and
√
τg
2∆W
1
2A, so B>B = I + M∆ and
nnz(B) = O(nnz(A)); see also Remark 1). Summing over rows of Q yields the claim.
Inner product computation. We follow the notation and arguments of Lemma 2, which implies
that it suffices to compute for each row q of Q and each row ai of A the product
q>p
((
I +
M
∆
)−1)
ai.
By the above arguments and those of Lemma 2, we can apply the polynomial to all vectors q in the
requisite time, and then compute all inner products with the rows {ai} in the requisite time as well
(where we note nnz(A) ≤ nd); the complexity of each inversion follows from the bound (14).
D Accuracy of linear system solves
In this section, we discuss the degree of accuracy to which we need to solve the linear systems in
Sections 3 and 4. Specifically, linear system solvers (via the algorithms of Propositions 1 and 2)
were used in implementing computation of inner products with covering matrices, in the proofs
of Lemmas 2 and 3. We first state a helper result which helps argue about the error incurred by
applying a linear system solver multiple times sequentially.
Lemma 7 (Recursive solver guarantees). Suppose we are given access to an algorithm A that on
input M ∈ Sd≥0 with M  I, b ∈ Rd, and nonnegative δsol returns v ← A(M, b) with∥∥v −M−1b∥∥
2
≤ δsol ‖b‖2
in time O(TM log Nδsol ). Assume K, δ satisfy Kδ ≤ 1. Then, we can compute vK with∥∥vK −M−Kb∥∥2 ≤ δ ‖b‖2
in time O(K · TM log KNδ ).
Proof. Define a sequence of vectors v0 ← b, v1 ← A(M, b), v2 ← A(M, v1), . . . vK ← A(M, vK−1),
where every instance of A is initalized with error tolerance δ′ for δ′ = δ3K . First, for each k ∈ [K],
‖vk‖2 ≤
∥∥M−1vk−1∥∥2 + δ′ ‖vk−1‖2 ≤ (1 + δ) ‖vk−1‖2 ≤ (1 + δ)k ‖b‖2 .
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The second inequality used
∥∥M−1∥∥
op
≤ 1 and δ′ ≤ δ, and the last followed inductively. Therefore,∑
k∈[K]
‖vk−1‖2 ≤
∑
k∈[K]
(1 + 2δk) ‖b‖2 ≤ 3K ‖b‖2 . (15)
Here, we used (1 + δ)k ≤ exp(δk) ≤ 1 + 2δk for kδ ≤ 1 by assumption. By triangle inequality,∥∥vK −M−Kb∥∥2 ≤ ∑
k∈[K]
∥∥∥M−(K−k)vk −M−(K−k+1)vk−1∥∥∥
2
≤
∑
k∈[K]
∥∥∥M−(K−k)∥∥∥
op
∥∥vk −M−1vk−1∥∥2
≤
∑
k∈[K]
δ
3K
‖vk−1‖2 ≤ δ ‖b‖2 .
Here, we used the guarantees of A each step, and that ∥∥M−1∥∥
op
≤ 1 by assumption. In the final
inequality, we substituted the earlier bound (15).
Next, we recall that in Lemmas 2 and 3, the main property we used of the polynomial approximation
to the negative exponential of some matrix M was that the difference was spectrally bounded by
a small multiple of the identity. In each case, the multiple was required to be bounded above by
poly
(
(nκg)
−1) (here we use τg ≤ nκg to simplify notation). Thus, we must provide a procedure to
apply the polynomial in
(
I + M∆
)−1
to any vector b to a degree of accuracy∥∥∥p((I + M∆ )−1) b− v∥∥∥2 ≤ δ ‖b‖2 , (16)
where v is the output of the procedure and δ = poly
(
(nκg)
−1). Recall that in all cases that we
used Lemmas 2 and 3, ∆ = O(log(nκg)), and furthermore Fact 3 guarantees that coefficients of the
polynomial are bounded by ∆O(∆). It thus suffices to be able to apply any (unweighted) monomial
in the expansion of p to a degree of accuracy∥∥∥(I + M∆ )−K b− v∥∥∥2 ≤ δ∆O(∆) ‖b‖2
for any vector b, and 0 ≤ K ≤ ∆; applying triangle inequality and summing over all incurred errors
will then imply the bound (16). Because all of our solvers depend logarithmically on the desired
error, and Lemma 7 implies that the dependence on K is also logarithmic, we only lose a factor of
log(∆O(∆)) = O (log(nκg) log log(nκg)) in the runtime. Finally, we note that because all we care
about are spectral bounds, our algorithms only require multiplicative bounds on the resulting error
(e.g. additive bounds of the form δ ‖b‖2), so we do not lose any additional factors based on the size
of the vector inputs via the guarantees of Propositions 1 and 2 (in particular, see Remark 1).
E Discussion of width independence
E.1 Positive SDP solvers
We briefly contextualize the mixed positive SDP solver of [JLL+20]. Mixed positive SDPs are
a family of semidefinite programs which generalize what are known as “pure packing” and “pure
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covering” SDPs in the literature. Specifically, define a packing SDP to be the optimization problem
max
w∈Rn≥0
〈c, w〉 subject to
∑
i∈[n]
wiPi  C, for {Pi},C ∈ Sd≥0, c ∈ Rn≥0. (17)
Intuitively, this optimization problem asks to “pack” as much of positive matrices {Pi} into the
constraint C as possible, specified by costs c. Prior positive semidefinite programming solvers
[PTZ16, ALO16] were only able to handle pure packing instances and do not apply to our problems,
which require solvers for a more general family of positive semidefinite programs. Specifically, define
a covering SDP to be the optimization problem
min
w∈Rn≥0
〈p, w〉 subject to
∑
i∈[n]
wiCi  P, for {Ci},P ∈ Sd≥0, p ∈ Rn≥0. (18)
Here, the intuition is that we wish to “cover” a constraint P, while being penalized by p for using the
covering matrices {Ci}; this is the form of the objective we solve in Section 4. In Section 3, we solve
a mixed packing-covering SDP, a generalization of both (17) and (18) as defined in Definition 1.
The runtime of [JLL+20] is strong in the sense that it is “width-independent”, a term used in
the literature to mean runtimes depending polynomially on the inverse multiplicative accuracy
−1, and logarithmically on width measures of the specified matrices. This is unlike standard
first-order methods for SDPs, which give additive error guarantees but have runtimes depending
polynomially on matrix norms. Intuitively, the matrix norm guarantees (such as dependences on
ρ = maxi∈[n] ‖Pi‖∞) offer worst-case runtime bounds because the objective value can be as large
as the matrix norm. For runtimes depending polynomially on ρ/ where  is additive error, solving
to ε multiplicative error (corresponding to ερ additive error at worst) yields runtimes independent
of ρ. By exploiting additional structure (such as positivity), width-independent solvers turn this
worst-case guarantee into a multiplicative guarantee for all instances, improving runtimes for small
objective values.
E.2 Width-dependent solvers for semi-random linear regression
As a concrete example, we give a solver for the semi-random tasks in this paper via reducing to
width-dependent algorithms. Consider the setting of Section 4, where we wish to find {wi} with
Tr
(∑
i∈[n]wiaia
>
i
)
λmin
(∑
i∈[n]wiaia
>
i
) = Θ(τg), (19)
under the promise that there exists such a weighting. By redefining vi =
ai
‖ai‖2 , and noting that the
quantity (19) is invariant to rescaling w, it suffices to find w ∈ ∆n with
λmin
∑
i∈[n]
wiviv
>
i
 = Θ(τ−1g ),
22
provided such w exists. Here, we use Tr
(∑
i∈[n]wiviv
>
i
)
= ‖w‖1. To do so, the standard width-
dependent approach is to solve the saddle point problem
min
Y∈∆d×d
max
w∈∆n
〈
Y,
∑
i∈[n]
wiviv
>
i
〉
to Θ(τ−1g ) additive accuracy, where ∆d×d ⊂ Sd≥0 is trace-1 matrices. For this problem, state-of-the-
art width-dependent solvers (see e.g. Theorem 2, [CDST19] or Section 4, [BBN13]) require O˜(τ2.5g )
iterations, each involving matrix-vector products; note that because τg ≥ d, this incurs additional
dimension-dependent factors compared to our approach. We find it interesting to see if competitive
guarantees for our problem can be obtained via an appropriate width-dependent approach.
F Proofs for Section 5
We first state a well-known fact and derivation from the regression literature for convenience.
Fact 4 (Regression minimizer). Let the regression problem ‖Ax− b‖22 have minimizer x∗, and
suppose that A>A is invertible (A has full column rank). Then,
x∗ =
(
A>A
)−1
A>b.
Lemma 8 (Homoskedastic risk). Consider an instance of regression ‖Ax− b‖22 with minimizer x∗,
where b is generated as in (2), and Σ = σ2I for some scalar σ. Then,
E
[
‖x∗ − xtrue‖2A>A
]
= σ2d =⇒ E
[
‖x∗ − xtrue‖22
]
≤ σ
2d
λmin(A>A)
.
Proof. Using Fact 4, we compute
x∗ − xtrue =
(
A>A
)−1
A>b− xtrue
=
(
A>A
)−1
A> (Axtrue + ξ)− xtrue =
(
A>A
)−1
A>ξ.
Therefore via directly expanding, and using linearity of expectation,
E
[
‖x∗ − xtrue‖2A>A
]
= E
[∥∥∥∥A(A>A)−1 A>ξ∥∥∥∥2
2
]
= E
[〈
ξξ>,A
(
A>A
)−1
A>
〉]
= σ2Tr
[
A
(
A>A
)−1
A>
]
= σ2d.
The final implication follows from λmin(A
>A) ‖x∗ − xtrue‖22 ≤ ‖x∗ − xtrue‖2A>A.
F.1 Heteroskedastic noise model proofs
Lemma 4. Under the generative model (2), (9), letting x∗ = argminx{‖Ax− b‖22}, we have the
bound E
[
‖x∗ − xtrue‖22
]
≤ σ2τ(A).
Proof. Following the derivations in Lemma 8, letting x∗ be the solution of regression in A, b, and
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as A
(
A>A
)−1
A> is a projection (spectrally bounded by I),
E
[
‖x∗ − xtrue‖2A>A
]
= E
[〈
ξξ>,A
(
A>A
)−1
A>
〉]
= σ2
〈
diag
({
‖ai‖22
})
,A
(
A>A
)−1
A>
〉
≤ σ2Tr
(
A>A
)
.
The only inequality used matrix Ho¨lder, which yields 〈M,N〉 ≤ ‖M‖1 ‖N‖∞ for M,N ∈ Sn≥0. By
converting to Euclidean norm risk, this implies that
E
[
‖x∗ − xtrue‖22
]
≤ σ2 Tr
(
A>A
)
λmin (A>A)
= σ2τ(A). (20)
Lemma 5. Under the generative model (2), (9), letting x˜ be the solution of regression in W
1
2A,W
1
2 b,
for nonnegative diagonal weights W, we have the bound E
[
‖x˜− xtrue‖22
]
≤ σ2τ
(
W
1
2A
)
.
Proof. By applying Fact 4, we have that
x˜ =
(
A>WA
)−1
A>W (Axtrue + ξ) = xtrue +
(
A>WA
)−1
A>Wξ.
Thus, we have the sequence of derivations
E
[
‖x˜− xtrue‖2A>WA
]
= E
[∥∥∥∥(A>WA)−1 A>Wξ∥∥∥∥2
A>WA
]
= E
[〈
W
1
2 ξξ>W
1
2 ,W
1
2A
(
A>WA
)−1
A>W
1
2
〉]
= σ2
〈
diag
({
wi ‖ai‖22
})
,W
1
2A
(
A>WA
)−1
A>W
1
2
〉
≤ σ2Tr
(
A>WA
)
.
(21)
The last inequality again used matrix Ho¨lder and that W
1
2A
(
A>WA
)−1
A>W
1
2 is a projection
matrix. Converting to Euclidean norm risk yields the conclusion.
F.2 Homoskedastic noise model proofs
We first give a risk bound for solving regression in a reweighted matrix, under homoskedastic noise.
Lemma 9. Under the generative model (2) where Σ = σ2I, letting x˜ be the solution of regression
in W
1
2A, W
1
2 b, for nonnegative diagonal weights W,
E
[
‖x˜− xtrue‖22
]
≤ σ2d · ‖w‖∞
λmin(A>WA)
.
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Proof. By following the derivations (21) (and recalling the definition of x˜),
E
[
‖x˜− xtrue‖2A>WA
]
= E
[〈
ξξ>,WA
(
A>WA
)−1
A>W
〉]
= σ2Tr
(
WA
(
A>WA
)−1
A>W
)
.
(22)
Furthermore, by W  ‖w‖∞ I we have A>W2A  ‖w‖∞A>WA. Thus,
Tr
(
WA
(
A>WA
)−1
A>W
)
=
〈
A>W2A,
(
A>WA
)−1〉 ≤ ‖w‖∞Tr[I] = d ‖w‖∞ .
Using this bound in (22) and converting to Euclidean norm risk yields the conclusion.
Full gradient methods. We prove Lemma 6 by modifying the SDP instance used in the proof
of Theorem 1. Specifically, assume there exists Ag ⊆ A satisfying
κ(Ag) ≤ κg, 1
λmin
(
A>g Ag
) ≤ νg. (23)
Consider the algorithm used in Theorem 1, where we make the modification that the matrices the
algorithm is instantiated with are changed to6
Pi :=
(
aia
>
i 0d×n
0n×d diag
(
κg
νg
ei
)) , Ci := κgaia>i .
In particular, each packing matrix is augmented with a single nonzero coordinate along the diagonal
bottom-right block. Note that the width of this instance can only be smaller than the instance
of Theorem 1, and the number of nonzero entries amongst all Pi has not asymptotically grown.
Moreover, letting w be the indicator of the rows Ag guaranteeing (23), it follows (4) is feasible:
λmax
∑
i∈[n]
wiPi
 = max(λmax (A>g Ag) , κgνg
)
≤ κgλmin
(
A>g Ag
)
= λmin
∑
i∈[n]
wiCi
 .
Therefore, by the proof of Theorem 1 we can obtain weight matrix W = diag (w) satisfying
κ
(
W
1
2A
)
= O (κg) ,
‖w‖∞
λmin (A>WA)
≤ O(νg). (24)
Lemma 6. Consider an instance of Problem 2, generated by (2) with Σ = σ2I. For any pair
(νg, κg) where there exists Ag ⊆ A satisfying 1λmin(A>g Ag) = νg, κ(Ag) = κg, there is a (randomized)
algorithm which takes as input A, νg, and κg and returns with high probability x˜ with
E
[
‖x˜− xtrue‖22
]
≤ O(σ2d · νg), in time O˜
(√
κg · nnz(A)
)
.
Proof. The runtime for learning the weights W satisfying bounds (24) follows by modifying the
proof of Theorem 1 appropriately. The final runtime guarantee follows immediately by combining
6Here, ei is the standard basis vector which is nonzero in coordinate i.
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(24) with the solver of Proposition 1. The corresponding statistical guarantees follow via Lemma 9.
We make two remarks: first, for a given desired statistical threshold νg, an incremental procedure
can be performed to obtain the best computational certificate κg as discussed in Theorem 1, and
vice versa. Second, our guarantees further apply to arbitrary reweightings of rows (i.e. parameters
ν and κ defined by A>WA for arbitrary positive W), not only weights indicating row subsets, it
is possible to improve both computationally and statistically over regression in A via our method.
Row sampling methods. We give an analog to Lemma 6 with dependence on trace-to-bottom-
eigenvalue bounds. Specifically, assume we know parameters τg and νg such that ∃Ag ⊆ A with
τ (Ag) ≤ τg, 1
λmin
(
A>g Ag
) ≤ νg. (25)
By modifying the algorithm of Theorem 2 to be instantiated with
Pi :=
(‖ai‖22 01×n
0n×1 diag
(
τg
νg
ei
)) , Ci := τgaia>i ,
(4) is feasible by letting w indicate rows of Ag. By the proof of Theorem 2 we can obtain W with
τ
(
W
1
2A
)
= O (τg) ,
‖w‖∞
λmin(A>WA)
≤ νg in time O˜
((
n+
√
dτg
)
· d
)
. (26)
We remark that the runtime is not affected by more than constant factors by this augmentation;
computation of packing matrix inner products (2) is still trivial as the matrices are diagonal, and
is not the bottleneck. These guarantees yield the following immediately.
Lemma 10. Consider an instance of Problem 2, generated by (2) with Σ = σ2I. For any pair
(νg, τg) where there exists Ag ⊆ A satisfying (25), there is a (randomized) algorithm which takes
as input A, νg, and τg and returns with high probability x˜ with
E
[
‖x˜− xtrue‖22
]
≤ O(σ2d · νg), in time O˜
((
n+
√
dτg
)
· d
)
.
Proof. The runtime bound follows by appropriately modifying the proof of Theorem 2, and applying
Proposition 2 to the reweighted matrix. The statistical guarantees follow from Lemma 9 and
(26).
G Further experimental details
G.1 Notes on Section 6
We give additional details for the results of Section 6 here.
Hard instance. We briefly give additional motivation for our particular hard instance. Our goal
was to provide a family of instances for which it was difficult for various first-order linear system
solvers to attain good guarantees for. We chose n2 to be roughly
d
2 so that a large number of
eigendirections (say, Θ(d)) would have significantly large energy, but many small eigendirections
were still preserved; hence, τ(A) would be quite large, which our experiments confirmed. We chose
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s to be roughly d so that in high-dimensional settings, performance of standard first-order methods
would scale poorly. Finally, we note that in all our settings t is somewhat small, so this does not
protect against the attack where we can directly check if each row is orthogonal to A1. However,
our later “harder planted instance” (Section G.2) evades this attack, because it masks which rows
contain the hidden low-dimensional subspace by making them of same norm as other rows.
Parameters. When testing Algorithm 3, we found that the method was fairly robust to parameter
settings; the method reliably converged even when the number of JL directions was very small, and
even when the parameter τg underestimated what was attainable by the algorithm. We fixed the
same parameter choices for all our experiments, and chose to run for a fixed number of iterations
(rather than checking for termination via eigenvalues). This last choice was because after around
8 iterations, in all instances we considered, the resulting conditioning was fairly close to optimal.
Searching for τg. In the proof of Theorem 2, we presented an incremental search procedure for
the hyperparameter τg used in the algorithm. In practice, we found this was not necessary; even
when the algorithm was provided with a reasonable overestimate or underestimate of τg, it would
naturally stabilize around the “true” value of τg. Thus, a good a priori estimate of this value for
the planted instance alleviates the need for a search procedure. We find this behavior somewhat
surprising, and interesting to investigate in follow-up work, i.e. whether Algorithm 1 can obtain
provable guarantees even when the estimate τg is not feasible.
Experiments. For our SAG experiments, we used the scikit-learn.linear model ridge regres-
sion solver with the option “sag” for every linear system solve (in particular, for the implementation
of our rational approximations to the exponential). We found that for almost every d, and setting
of (n2, s) ≈ (d2 ,Θ(d)), the SAG solver failed to converge on a noiseless instance (e.g. randomly
generated x, and b = Ax exactly). However, the structure of the solves required by our rational
approximation (see the proofs of Lemma 2, Lemma 3) allowed for stable convergence, and the
resulting reweighted instance was stable enough to recover the true solution x.
For our mean-squared error experiments, to guarantee stable convergence for all methods, we chose
the default “lsqr” solver for both the unweighted regression and the solves required to implement
our method with a rational approximation. We found that the mean-squared error scaled linearly in
σ2 in the row norm noise model, as our theory predicts; we chose σ = 0.1 for the results we reported.
Our setting of τg was 5d in all cases, corresponding to a belief that the average conditioning of
the planted instance was bounded by 5; all runs converged stably with this parameter choice.
We considered a wide range for the parameter n1 for each d, so that no matter what scale the
initialization of the weight vector places the large set A1 at, reweighting is required in order to
make the n1 good rows comparable in aggregate to the t large rows in the planted instance.
G.2 Harder planted instance
In the main body, we considered the minimal planted instance with the following properties.
1. The average condition number is large.
2. It is difficult to identify the set of rows to reweight recovering the planted instance.
However, an adversary may also wish to protect against certain “restricted defenses”, i.e. ensure
that the strategy of renormalizing every row to have unit norm also fails in producing an (on
average) well-conditioned matrix. One can verify that by varying the number of rows n1 of the
instance in Section 6, we can make the average conditioning of this simple reweighted instance
arbitrarily bad, although it has a linear dependence on n1. Hence, a more difficult to solve instance
may be desirable.
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In this section, we perform additional experiments on a harder instance satisfying this third property
(poorly conditioned normalized reweighting) with a more aggressive dependence on d. Specifically,
we modify the instance of Problem 2 as follows; fix parameters t (relatively small, e.g. 4) and d.
1. B is a t× d random basis of t orthogonal unit vectors in Rd.
2. A1 is a n1 × d set of random Gaussian vectors with covariance whose t × t restriction in the
span of B is diag ({dt }i∈[ t2 ]) 0 t2× t2
0 t
2
× t
2
diag
(
{1}i∈[ t
2
]
) ,
and which is zero elsewhere. The expected `2 norm of these vectors for d t is roughly
√
d/2,
so we scale these vectors up by
√
2d to have norm roughly d.
3. A2 is a n2 × d set of random Gaussian vectors in the subspace orthogonal to B, normalized
to have roughly unit `2 norm.
4. A3 is a n3 × d set of random Gaussian vectors in the subspace orthogonal to B, normalized
to have roughly `2 norm d.
In our experiments, we chose t = 4, n1 = 16 (so that the empirical covariance of A1 concentrates),
and n3 =
d
2 , varying n2. We now explain these design choices.
1. The role of A3 is again to mask the “target rows” A1.
2. Combining a reweighted A1 with a reweighted A2, A3 achieves average condition number
(τ in our notation) a constant, since we can create a reweighted empirical covariance which
concentrates around a matrix with spectrum all ones, except for t2 eigenvalues of size
d
t . It is
easy to see this spectrum has trace to bottom eigenvalue ratio bounded by a constant.
3. Upon normalizing each row of A to have unit norm, the resulting empirical covariance in the
span of B has bottom eigenvalue Θ(1d), since the `2 norm will be dominated by the large
directions. However, the trace will be dominated by the large identity block caused by the
normalized A2, A3 entries, which is exacerbated with increasing n2.
G.3 Experiments with harder planted instance
In this section, we give results on experiments with our harder planted instance.
Decrease of τ via filtering. We plot the trajectories of τ((W(t))
1
2A) for iteration t in three
randomly generated instances as described above, where (d, t, n1, n2, n3) = (400, 4, 16, 6000, 200).
The results are presented in Figure 2. Consistently, the average condition number for these instances
stabilized around 15 iterations.
MSE: varying n2. We replicate the experiments of Section 6 with our harder instances. Through-
out, we set (t, n1, n3) = (4, 16,
d
2), and varied n2, the number of unit norm rows. The settings of
n2 were from [4d, 24d] at even intervals. We ran Algorithm 3 for 20 iterations in each test, and set
our τ estimate at 5× d. The results are presented in Figure 3. Again, our preprocessing stabilized
and significantly reduced the squared error.
MSE: varying d. We tested the dependence on mean squared error for both the unweighted and
weighted instances for various settings of the dimension d ∈ [50, 500] at evenly spaced intervals.
Throughout, we set (t, n1, n2, n3) = (4, 16, 10d,
d
2), ran Algorithm 3 for 20 iterations, and set our
τ estimate at 5 × d. The results are presented in Figure 4. Recall that our theory predicts that
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Figure 2: Reweighted τ values throughout iterations of Algorithm 3 applied to randomly generated
instances. We chose our estimate τ to be 5 × 400 = 2000; note that the initial average condition
number is quite large (e.g. roughly 150 to 300).
Figure 3: Squared errors from true labels for d = 100, 200, 300, averaged over 15 runs. Vertical
error bars represent 1 standard deviation. Unweighted regression (vanilla “lsqr”) errors are in blue,
reweighted regression (after preprocessing by our algorithm) errors are in orange.
(assuming the proxy bounds in Lemma 4 are tight) that we should scale much better as we scale
d. As we see in Figure 4, indeed, the error of our method scales much better as d increases.
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Figure 4: Squared errors from true labels for d ∈ [50, 500], averaged over 15 runs. Vertical error
bars represent 1 standard deviation. Unweighted regression (vanilla “lsqr”) errors are in blue,
reweighted regression (after preprocessing by our algorithm) errors are in orange.
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