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Abstract Human Activity Recognition (HAR) sys-
tems are devoted to identifying, amidst the sensory
stream provided by one or more sensors located so that
they can monitor the actions of a person, portions re-
lated to the execution of a number of a-priori defined
activities of interest. Improving the performance of sys-
tems for Human Activity Recognition is a long-standing
research goal: solutions include more accurate sensors,
more sophisticated algorithms for the extraction and
analysis of relevant information from the sensory data,
and the enhancement of the sensory analysis with gen-
eral or person-specific knowledge about the execution
of the activities of interest.
Following the latter trend, in this article we propose
the association and enhancement of the sensory data
analysis with cultural information, that can be seen as
an estimate of person-specific information, relieved of
the burden of a long/complex setup phase.
We propose a culture-aware Human Activity Recog-
nition system which associates the recognition response
provided by a state-of-the-art, culture-unaware HAR
system with culture-specific information about where
and when activities are most likely performed in dif-
ferent cultures, encoded in an ontology. The merging
of the cultural information with the culture-unaware
responses is done by a Bayesian Network, whose prob-
abilistic approach allows for avoiding stereotypical rep-
resentations. Experiments performed offline and online,
using images acquired by a mobile robot in an apart-
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ment, show that the culture-aware HAR system consis-
tently outperforms the culture-unaware HAR system.
Keywords Culture-aware Robotics · Human Activity
Recognition · Ontology · Bayesian Network · Vision-
based HAR
1 Introduction
Human Activity Recognition (HAR) describes the
problem of automatically recognising the activities per-
formed by a person from a series of observations of the
person’s actions and/or environmental conditions [23].
In most cases, the recognition is expected to occur
exclusively at the person’s home and the activities of
interest are related to the so-called Activities of Daily
Living (ADL), which are daily activities identified by
gerontologists as indicative of the level of autonomy of
a person and thus tightly related to his/her quality of
life. Commonly considered ADL are those included in
the Katz Index of Independence in Activities of Daily
Living [22], which addresses basic person needs exclu-
sively (e.g., bathing, eating, drinking, walking, getting
up), and in the Instrumental Activities of Daily Liv-
ing Scale [26], which focuses on the usage of devices
and tools of common use (e.g., placing a telephone call,
doing the laundry, preparing food).
From a technical point of view, the automated
recognition of a set of human activities requires to find
structures and methods for describing them in terms of
the data provided by available sensors, to make them
distinguishable one another [9]. In turn, this requires to
identify suitable sensors for the task (i.e., sensors whose
data allow for representing the activities of interest in a
way that makes them recognisable and distinguishable)
and to define how to place and configure them [6].
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The identification of the sensor types better suited
for the recognition of a given set of human activities is
a complex and still unsolved issue. Commonly adopted
sensing strategies can be grouped in three categories:
– Vision-based HAR systems describe activities in
terms of information captured by one or more RGB
[32] or RGB-D cameras [2], statically placed in the
environment or mounted on a mobile robot [15].
– Body-worn inertial sensors, embedded in smart-
phones [35] and smartwatches [5, 39] and possibly
complemented by other wearable sensors [9], have
gained increasing popularity for the recognition of
activities mostly characterised by gestures, such as
sitting down on a chair, getting up from the bed,
drinking or brushing one’s teeth.
– HAR systems based on distributed environmen-
tal sensors usually aim at developing cost-effective
[12, 34] or unobtrusive [17] solutions for detecting
anomalous behaviours or activities requiring the in-
teraction with home appliances and furniture, such
as cooking, watching TV or doing the laundry [3].
Many traditional HAR systems only describe activ-
ities of interest in terms of the information provided
by the chosen sensing approach and implicitly assume
that they all always have equal probability of occur-
ring. However, it is intuitively clear that this is not
true: bathing, for example, is much more likely to occur
in the bathroom than in any other area of the house,
while sleeping is much more likely to happen during
night hours than at any other time.
In line with this intuition, Coppola et al. [13] pro-
pose to exploit temporal and spatial long-term patterns
of recurring activities to improve the performance of
any state-of-the-art HAR system, independently of the
adopted sensing approach. In their framework, activity
recognition is formulated as a Bayesian decision mak-
ing problem, where the response of the HAR system
is coupled with the probability of that activity to be
occurring at the given time and in the given location.
Information about the relation between activities
and context can either be automatically extracted from
training data (data-driven approach) [13], or provided
by experts (knowledge-driven approach). Following the
latter approach, Chen et al. [11] propose a HAR sys-
tem which relies on an ontology to encode experts’
knowledge about the relation between activities, time,
location and household objects. In their framework,
distributed environmental sensors are linked to spe-
cific concepts and properties in the ontology, while
subsumption-based reasoning is used to infer the per-
formed activity from the sensors readings.
Let us again consider the relation between activities
and contextual information, for example for the bathing
activity: one person might prefer baths, while another
showers (i.e., use different household objects to perform
the same activity), one might perform this activity in
the early morning, shortly after waking up, while an-
other in the late evening, just before going to bed (i.e.,
perform the same activity at different times). Setting
aside solutions tailored onto the specific lifestyle of one
person only, the management of all variants of a same
activity is non trivial: modelling an activity as the in-
tersection of all its variants might lead to the creation
of very simple models, possibly lacking representative
features; conversely, modelling an activity as the union
of all its variants might lead to the creation of very com-
plex models, possibly hardly distinguishable one from
the other. In both cases, the outcome can be a loss in
the recognition performance of the HAR system.
Literature has long identified the relation between
human activities and culture [25]: beside bathing habits
[36], meal habits, for example, are known to differ from
one country to another in physical (different objects and
tools), procedural (different organisation) and social
(different conventions and norms) aspects [16, 20]. Intu-
itively, similar conclusions can be drawn about dressing,
self-care habits, etc. We argue that cultural variants of
a same activity can thus be considered as a reasonable
generalisation of personal variants, since the latter are
strongly influenced by the former.
The above intuition is drawn from the definition of
culture adopted in the field of transcultural health and
social care [31]: “Culture is the shared way of life of
a group of people that includes beliefs, values, ideas,
language, communication, norms and visibly expressed
forms such as customs, art, music, clothing, food, and
etiquette. Culture influences individuals’ lifestyles, per-
sonal identity and their relationship with others both
within and outside their culture. Cultures are dynamic
and ever changing as individuals are influenced by, and
influence their culture, by different degrees”.
Concretely, in this article we investigate whether in-
formation about customs and habits concerning daily
life activities in a given culture can be a reasonable first
approximation of a person’s lifestyle, and therefore help
improve the performance of any HAR system.
To the best of our knowledge, the first attempt at
using culture to enhance the recognition of daily-life
human activities is the work of Menicatti et al. [28].
Their results suggest that variants of the same HAR
system that explicitly take cultural information into
account (i.e., that are aware of the variants of activ-
ities which are more common in different countries)
are more accurate than culture-unaware solutions, and
the best performance is obtained when (i) variants of
a same activity which are common in different coun-
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tries (specifically, sleeping on a bed, as usually done
in Western countries, and sleeping on a tatami, which
is common in Japan) are modelled as separate activi-
ties and labelled with the corresponding national-level
culture, and (ii) information about the user’s cultural
background (e.g., Japanese) is provided at run-time to
the HAR system, leading same-culture variants of an
activity to weight more, in the recognition process, than
other-culture variants. The latter, albeit deemed un-
likely, are not considered impossible, which allows the
system to avoid stereotypes.
Building upon the above findings, the main con-
tribution of this article is a modular architecture to
equip any state-of-the-art HAR system with national-
level cultural information, to be matched online with
the user’s cultural background. Our architecture re-
lies on: (i) an ontology to link activities with culture-
specific contextual information provided by experts; (ii)
a Bayesian Network to extend the ontology with prob-
abilistic reasoning and link the knowledge therein with
the recognition results provided by the adopted state-
of-the-art HAR system. In our experiments we adopt
the Microsoft Azure Custom Vision Service1, to ensure
its independence from our framework.
The article is organised as follows. Section 2 dis-
cusses relevant works in the literature, with a specific
focus on the methodologies adopted by the proposed
culture-aware HAR system, while Section 3 defines the
context of the work. The proposed system is presented
in Section 4 and its subsections. Sections 5 and 6 are
devoted to the experimental evaluation, while Section
7 discusses the obtained results. Conclusions follow.
2 Related Work
2.1 Encoding of Culture-related Knowledge in
Automated Systems
Beside the afore-mentioned work of Menicatti et al. [28],
there is little research done on the modelling of the in-
fluence of a person’s cultural background over his/her
daily activities to the purposes of enhancing their recog-
nition by an automated system. However, a number of
studies exploring the interaction between humans and
virtual or embodied agents focus on the relation be-
tween a person’s culture and his/her expectations on
the agent’s behaviour, and allow for identifying a cat-
egorisation in: (i) bottom-up, data-driven approaches
that aim at extracting national-level information from
personal-level data [37]; and (ii) top-down, knowledge-
1 https://azure.microsoft.com/en-us/services/cognitive-
services/custom-vision-service/
driven approaches that aim at encoding available ex-
perts knowledge about the relation between culture and
human activities [7, 27, 33].
An example of the bottom-up approach is the frame-
work for the learning and selection of culturally appro-
priate greeting gestures and words proposed by Trovato
et al. [37], where an initial set of gestures and words
is extracted from video and text corpora, and initial
associations between gestures, words and cultural fac-
tors are drawn from literature in social studies and ex-
pressed as conditional probabilities in a Naive Bayes
classifier. At run-time, the user’s cultural background,
stored as a vector of cultural factors, is used to iden-
tify the greeting gestures and words which better match
his/her profile. A post-interaction questionnaire is then
used as a feedback for the classifier, to allow for an on-
line update of the association between cultural profiles
and greeting gestures and words.
Bottom-up approaches require enormous quantities
of data to extract meaningful culture-related prefer-
ences, and the process of ensuring that the generali-
sation from person-specific knowledge is correct is not
trivial and, at the best of our knowledge, unexplored.
Conversely, top-down, knowledge-driven approaches are
faced with the problem of identifying suitable struc-
tures for the representation of the often heterogeneous
and sparse relevant knowledge and its bridging to the
chosen application domain. Among the most popular
metrics for the description of culture at national level,
Hofstede’s Dimensions for the Cultural Categorisation
of Countries are six scales in which the relative positions
of different countries are expressed as a score from 0 to
100 [21]. Knowledge encoded in Hofstede’s dimensions
has been used for the cultural customisation of the ges-
tures and facial expressions of a virtual agent [33], first-
encounter situations [27], and the personal distance to
keep from a person during a conversation [7].
An alternative approach is adopted in the frame-
work proposed by Bruno et al. [8] for the encoding of
heterogeneous cultural information in the knowledge
base of an in-home assistive robot for elderly people,
which relies on an ontology with an associated Bayesian
Network. Ontologies, which are among the most com-
monly adopted structures for knowledge representation,
allow for the naming and definition of the types, prop-
erties, and interrelationships of the entities relevant for
the chosen domain. The terminology defining the do-
main, including classes and their general properties, is
stored in the terminological box (TBox) of the ontology,
while knowledge that is specific to instances belonging
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to the domain is stored in the assertional box (ABox)
of the ontology2 [19].
In the framework presented by Bruno et al. [8], the
TBox contains all relevant classes, regardless of the cul-
ture they best (or exclusively) relate to, while instances
in the ABox are of one of two types: culture-specific in-
stances encode national-level information, while person-
specific instances encode information that is valid for
a single user. A special property, called likeliness and
associated with all classes in the ontology, allows for
specifying how likely it is for that concept to hold true
for a given cultural group (in the case of culture-specific
instances) or individual (in the case of person-specific
instances). The Bayesian Network, which is used to dis-
cover person-specific knowledge, is initialised with ap-
propriate culture-specific likeliness values and used to
propagate the effects of the acquisition of one informa-
tion onto interconnected instances.
2.2 Knowledge Representation with Ontologies in
Human Activity Recognition systems
Ontologies have long been used in the context of the au-
tomated recognition of human activities, for a variety of
purposes. Ontologies have been used in “smart home”
applications to provide a unifying framework for human
activities, physical and cognitive diseases, hazards and
emergencies, and the responses of a monitoring system
[24], as well as to serve as a bridge between the low-level
information provided by distributed binary sensors and
the high-level descriptions of human activities [29, 34].
The possibility of ontologies to be organised in hier-
archical structures, representing knowledge at different
levels, has also been exploited to provide the foundation
of solutions for concurrent activity recognition [40].
In a survey on the use of knowledge in vision-based
HAR systems, Onofri et al. [30] propose the distinc-
tion between a-priori information about the entities
and the structure of the activities of interest (e.g., gen-
eral knowledge on the human body shape that might
be used for a more robust detection of people in video
streams), and contextual information (such as the afore-
discussed time and location that might be used to sup-
port the analysis and interpretation of images to the
purposes of activity recognition). Examples of the first
trend include the use of a hierarchy of ontologies for
the fusion of multi-modal vision-based information [14],
while, following the latter approach, Banerjee et al. [4]
2 The OWL-2 terminology for describing ontologies [38] de-
fines classes, properties and individuals. However, we prefer
the term instance to individual because the latter is com-
monly used as a synonym of person, which might lead to
confusion in this article.
use an ontology to decompose activities of interest into
actions and contextual information, and rely on a hi-
erarchy of Fuzzy Inference Systems to climb from the
raw visual data to the activities of interest.
2.3 Probabilistic Reasoning with Bayesian Networks in
Human Activity Recognition systems
In the context of activity recognition it often happens
that available information does not allow for exactly
pinpointing which, if any, of the activities of interest is
being performed, rather only inferring that a number
of activities of interest might be the one currently per-
formed. Similarly, however rich the representation of a
human activity might be, it will never be able to en-
compass all its possible variants, thus resulting in some
occurrences of that activity being closer to the model
than others. In both cases, endowing the HAR system
with probabilistic reasoning capabilities is crucial to en-
hance its performance.
In the context of knowledge-driven HAR, since stan-
dard ontologies do not allow for probabilistic reasoning,
a number of solutions have been devised to overcome
this limitation. Beside approaches aiming at extending
the ontology itself with mechanisms for dealing with
probability, such as PR-OWL [10], a large corpus of
literature relies on complementing a standard ontology
with a probabilistic reasoner. As an example, Gayathri
et al. [18] propose a framework in which activity models
described in an ontology are converted into the corre-
sponding first order rules, which are then used to train a
Markov Logic Network, while Latfi et al. [24] use the in-
formation encoded in the ontology for the initialisation
of a Bayesian Network, which performs the analysis of
input data to recognise occurrences of the activities of
interest. The combination of ontologies and Bayesian
Networks is also a common choice in domains other
than activity recognition, such as disease diagnosing [1]
and assistive robots for elderly care [8].
2.4 Contribution
In our case, the corpus of knowledge describing the in-
fluence of culture over daily activities and related con-
textual elements is heterogeneous, incomplete and typ-
ically provided in formats and structures which are not
immediately compatible with the data extracted from
sensors. As discussed in Sections 2.1 and 2.2, the article
proposes ontologies as a particularly fitting solution to
model and bridge between the two domains.
The modelled knowledge is independent from the
chosen sensing strategy, but necessary for the analysis
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of the acquired sensory data: as discussed in Section
2.3, the article proposes Bayesian Networks as a pow-
erful tool to satisfy both requirements, allowing for a
smooth and meaningful transition between natural lan-
guage information and numerical data.
The adoption of a probabilistic approach for the
modelling of cultural information also provides another
crucial feature: by setting variants which are suppos-
edly very far from the user’s cultural background as
less probable, but not impossible, we ensure that the
proposed system, while relying on national information
for its analysis of a person’s activities, does not fall into
stereotypical representations.
3 Culture-specific Knowledge Retrieval
In this work we rely on the culture-specific knowledge
acquired in the course of project CARESSES and en-
coded in a number of scenarios and guidelines publicly
available on the project’s website3. In line with the CA-
RESSES project, the cultures we consider are Japanese,
English and Hindu Indian.
We have identified five cross-cultural activities of in-
terest: Eating, Cooking, Sleeping, Showering and
Reading, plus Puja praying, which is a Hindu praying
ritual and therefore culture-specific. In the experiments,
the tag Others is added to denote any activity which is
not among the considered ones. All of the above activi-
ties are common daily activities that usually take more
than 15 minutes to be completed, which is important to
ensure that any chosen HAR system has enough time
to perform tasks related to perception and reasoning.
Culture-specific information about the location
where activities of interest are usually performed,
and the objects they require interaction with, are
extracted from the guidelines and used to identify
rooms and items of interest. Specifically, the con-
sidered rooms are Kitchen, LivingRoom, Bathroom,
Bedroom, DiningRoom, PujaRoom, with the latter be-
ing specific of the Hindu culture and used for perform-
ing the puja praying ritual.
Lastly, since time-related knowledge concerning
daily activities is usually expressed in terms of morning,
afternoon and evening [36], for which there are no ab-
solute agreed-upon definitions4, we follow the de-facto
rule that organises the 24 hours composing a day in
seven periods (see Figure 2). Culture-specific informa-
tion about typical meal times (e.g., Lunchtime is usu-




Fig. 1: System architecture. The dashed box denotes
the proposed culture-aware HAR system. Green boxes
denote the proposed modules for the management of
cultural knowledge. White boxes denote the system’s
input sources, while the orange oval denotes the sys-
tem’s output.
time is usually in between 6 p.m. and 8 p.m. in Eng-
land, and therefore Afternoon can be defined as the
time in between 1.30 p.m. and 6 p.m.) is used to define
the relation between the periods composing a day and
the 24 hours for the three cultures considered, and this
framework is used to express time-related knowledge
concerning all other activities of interest.
4 System Architecture
The architecture of the proposed framework for culture-
aware HAR is sketched in Figure 1. The system is com-
posed of three main modules:
– a state-of-the-art, culture-unaware HAR system
that, regardless of its chosen sensing strategy, pro-
vides in output the probability of each activity of
interest to be the one performed by the user, given
the available sensory input. This module, although
embedded in the culture-aware HAR system, is used
as a black-box by the other modules.
– an ontology modelling the influence of culture over
the activities of interest and related contextual ele-
ments. Concretely, the ontology encodes the relation
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between culture, time of the day, location within the
house and activities of interest, specifying how likely
it is for each culture × time × location × activity
combination to hold true.
– a Bayesian Network (BN) providing the culture-
aware response on the activity currently performed
by the user, having acquired information about the
user’s cultural background and location, the current
time and the culture-unaware guess provided by the
state-of-the-art HAR system.
4.1 Ontology for Culture-aware Human Activity
Recognition
As anticipated in Section 2, ontologies are composed of
classes and properties, in the TBox, and their instances
in the ABox. Properties are divided in two categories:
data properties relate instances of the class to literal
data (e.g., strings, numbers), while object properties re-
late an instance to another instance.
In this work, we follow the rationale for the encod-
ing of cultural knowledge in an ontology proposed in
[8], which assumes cultural knowledge to be typically
provided in natural language and envisions the TBox
to define the grammar and vocabulary of the domain of
discourse, while the ABox includes all possible “state-
ments” that the TBox allows for composing, each an-
notated with how likely it is to hold true.
To explain the approach, let us assume that we
want to encode the information: Japanese people
usually shower in the evening, while English people
usually shower in the morning [36]. Starting from
the above information given in natural language,
the TBox of the ontology is designed so that nouns
typically correspond to hierarchical classes (e.g., User,
Shower, which is a sub-class of the more general class
Activity, Evening, Morning, which are sub-classes of
the more general class PeriodOfTheDay) and verbs and
prepositions to object properties (e.g., hasActivity
<domain=User> <range=Activity>, linking peo-
ple to activities, and hasTime <domain=Activity>
<range=PeriodOfTheDay>, linking activities to
moments of the day). A special data property,
hasLikeliness, describes the relationship between
any culture of interest and the concept it refers to.
Once the structure of the information to be encoded
has been defined in the TBox, assertions about habits
can be added to the ABox as culture-specific instances.
We first create the instances SJP GEN (Japanese) and
SEN GEN (English) of the class User, in line with
the naming convention introduced in [8], and then
moving to the classes Activity and PeriodOfTheDay
we generate the instances SJP SHOWER EVENING and
SEN SHOWER MORNING, as well as SJP SHOWER MORNING
and SEN SHOWER EVENING. By annotating the former
two instances with a “high likeliness” and the latter
two with a “low likeliness”, we encode in the ontology
the fact that it is more likely, for a Japanese person, to
have a shower in the evening rather than in the morn-
ing, while the opposite holds true for an English person.
Concretely, this rationale requires to:
1. encode as top class in the TBox the generic
class Entity, associated with the data prop-
erty hasLikeliness <type=xsd:decimal>, which
allows for annotating each instance of Entity or
any of its sub-classes with a value in the range [0, 1]
representing how likely it is for it to hold true;
2. encode in the TBox the generic class User;
3. considering the corpus of relevant knowledge, en-
code all nouns/concepts as a hierarchy of classes in
the TBox. In our case, available knowledge includes
information such as Most people eat their meals in
the dining room or in the kitchen, or Dinnertime is
usually in between 6 p.m. and 8 p.m. in England,
and in between 7 p.m. and 9 p.m. in India. As a
consequence, our TBox (see Figure 2) includes all
activities of interests, organised as sub-classes of a
generic class Activity, the different areas of the
house in which they take place, organised as sub-
classes of a generic class Room, and the different mo-
ments within a day in which they occur, organised
as sub-classes of a generic class PeriodOfTheDay.
Time expressed in hours is represented by the class
Hour and its 24 sub-classes OneAM,TwoAM,ThreeAM...
not shown in the Figure;
4. considering the corpus of relevant knowledge,
encode all predicates, complements and attributes
linking one concept to another as object properties
in the TBox. In our ontology relevant conceptual
links are modelled by: (i) the object property
hasActivity <domain=PeriodOfTheDay,Room>
<range=Activity>, which associates instances of
the class Activity (or any of its sub-classes) to
instances of the class PeriodOfTheDay (or any of
its sub-classes) and of the class Room (or any of its
sub-classes), and (ii) the object property hasPeriod
<domain=Hour> <range=PeriodOfTheDay>, which
associates instances of the class PeriodOfTheDay
(or any of its sub-classes) to instances of the class
Hour (or any of its sub-classes). In Figure 2, these
object properties are shown as orange arrows
linking the domain class to the range class.
Concerning the populating of the ABox, the ratio-
nale outlined in [8] requires to:
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Fig. 2: Key concepts in the TBox of the ontology. Classes (e.g., Activity) appear as boxes and hierarchical
relationships among them are denoted by blue arrows (e.g., Cooking is a Activity). Object properties (e.g.,
hasActivity, linking Room or PeriodOfTheDay to Activity) appear as dashed arrows, while data properties
(e.g., hasLikeliness) are not shown.
1. populate the ABox with one instance of User
per culture of interest (e.g., SJP GEN for the
Japanese culture, SEN GEN for the English culture
and SIN GEN for the Indian culture, in line with the
naming convention introduced in [8]);
2. for each class in the TBox:
(a) identify all of its callers, i.e., all other classes
that have the considered class as filler along an
object property, plus the virtual caller culture;
(b) populate the ABox with instances of the con-
sidered class corresponding to unique and rele-
vant elements of the cartesian product culture
× (sub-)class × (sub-)caller1 × (sub-)caller2...
In our case, the class PeriodOfTheDay and its
sub-classes are fillers of the class Hour for the
object property hasPeriod, which is used to
model the different meanings given to concepts
such as morning, afternoon and evening by dif-
ferent cultures, while the class Activity and
its sub-classes are fillers for the object prop-
erty hasActivity both for the PeriodOfTheDay
and the Room classes. Let us consider the class
Morning, which is a subclass of PeriodOfTheDay
and therefore filler of the class Hour for the
culture-related object property hasPeriod, and
let us assume that our ontology includes the
Japanese culture. Possible combinations for in-
stances of Morning include SJP MORNING ONEAM,
SJP MORNING TWOAM, SJP MORNING THREEAM (ac-
cording to the naming convention introduced in
[8]), respectively representing the concepts of “1
a.m. being considered morning in the Japanese
culture”, “2 a.m. being considered morning in
the Japanese culture”, and “3 a.m. being con-
sidered morning in the Japanese culture”. Sim-
ilarly, the influence of culture over the rooms
composing a person’s house is grasped by the
culture-specific instances of the class Room and
its sub-classes, named according to the culture
× (sub-)class combination they refer to (e.g.,
SJP KITCHEN, SEN BATHROOM...).
Figure 3 shows a subset of the instances of
Cooking whose name specifies the combination
they refer to. Concretely, instances of the class
Cooking represent variants of the activity, per-
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Fig. 3: ABox instances of the Cooking class. The names of the instances report the culture × class × caller(s)
combination they refer to.
formed at different periods of the day, in different
locations and by people of different cultures;
3. fill for each culture-specific instance the
hasLikeliness property with an estimate of
how likely it is for the corresponding culture ×
(sub-)class × (sub-)caller1 × (sub-)caller2... com-
bination to hold true. As an example, the likeliness
of instance SJP MORNING ONEAM represents how
likely it is for “1 a.m. being considered morning
in the Japanese culture”, the likeliness of instance
SJP COOKING KITCHEN LUNCHTIME represents how
likely it is to cook in the kitchen during lunchtime
in the Japanese culture, while the likeliness of
instance SJP KITCHEN represents how likely it is to
have a kitchen in the house in the Japanese culture.
A notable feature of the proposed method for the en-
coding of knowledge in an ontology is that the influence
of culture over other concepts is hidden in the TBox and
only made explicit in the ABox. This fact not only al-
lows for the re-use of existing ontologies and vocabular-
ies, with little or no modifications to their TBoxes, but
also for the co-existence, in the ABox, of culture-specific
and culture-independent instances, which might prove
crucial for the cultural enhancing of existing systems.
A last consideration concerning the rationale we fol-
lowed in organizing culture-specific knowledge in the
ontology, which is borrowed from [8], is that it allows
for the co-existence in the ABox of culture-specific in-
stances (describing customs and habits related to the
activities of interest at a national level) and person-
specific instances (describing a person’s customs and
habits related to the activities of interest, i.e., encod-
ing information related to that person’s lifestyle). In [8]
we present a framework which, building on an ontology
structured as described above, uses the culture-specific
information therein encoded to drive the discovery of
person-specific information, thus avoiding stereotypes.
Future work will be devoted to integrating that frame-
work in the culture-aware HAR system presented in this
article, to ensure that the description of customs and
habits encoded in the ontology can always converge to
the user’s lifestyle, however far it is from the starting
culture-specific description.
4.2 Bayesian Network for Culture-aware Human
Activity Recognition
Figure 4 shows the structure of the Bayesian Network
built on the basis of the ontology for culture-aware
HAR: classes identified for the creation of culture-
specific ABox instances are mapped onto the random
variables associated with the culture-related nodes in
the Bayesian Network (those above the dotted line in
Figure 4), while their sub-classes become the variables’
possible states. The class User and its culture-specific
instances are mapped onto the random variable C rep-
resenting the user’s culture and its possible states.
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Culture
Room
Bathroom Bedroom DiningRoom Kitchen LivingRoom PujaRoom
SIN 0.188 0.197 0.104 0.198 0.188 0.125
SJP 0.204 0.204 0.183 0.204 0.194 0.011
SEN 0.202 0.202 0.182 0.202 0.191 0.021
Table 1: CPT of the R (Room) node
Fig. 4: Structure of the Bayesian Network adopted for
culture-aware Human Activity Recognition. The node
O below the dotted line corresponds to the output of
the culture-unaware HAR system. Nodes above the dot-
ted line encode culture-related information about hu-
man activities extracted from the associated ontology.
At each time step, the network updates its belief about
the performed activity (node A), given evidence about
the person’s background culture (node C), the current
time (node H) and the presence/absence of items in
the environment (nodes {I1, ..., In}), which allow for
better assessing the type of room where the person is.
Evidence propagates from lighter to darker nodes, i.e.,
first influencing the nodes describing the user’s location
(node R) and the current period of the day (node P )
and then the node describing the performed activity.
The Conditional Probability Tables (CPT) of nodes
C, H, R, P , A are filled with the normalised val-
ues encoded in the hasLikeliness data property of
the corresponding combinations. As an example, Ta-
ble 1 reports the CPT entries for the class Room
= R node, computed from the likeliness values of
all the instances of relevance (e.g., SIN BATHROOM,
SIN BEDROOM,... SEN PUJAROOM) and normalised so that
each row sums up to 1. Concretely, CPT entries repre-
sent the a-priori probability of a room to be each one of
the relevant rooms, for the three considered cultures.
As shown in Figure 4, the goal of the Bayesian Net-
work is to provide an updated belief on the activity
currently performed by the user (node A - Activity),
given a culture-unaware estimate provided by any state-
of-the-art HAR system (node O, that stands for Ob-
servation, below the dotted line in the Figure) com-
bined with evidence about the current time (nodes H
- Hour and P - PeriodOfTheDay), the person’s back-
ground culture (node C - Culture) and his/her current
location (nodes I1, ..., In - Items and R - Room).
White nodes in Figure 4 are those for which we as-
sume evidence to be attainable and those which, once
the evidence is collected, drive the update of the prob-
ability of the other nodes (shown in shades of grey in
the Figure). As the Figure shows, we assume evidence
about the current time (node H), which influences the
current period of the day, to be easily directly accessi-
ble, and accurate information about the person’s back-
ground culture (node C) to be attainable by considering
nationality and country of residence. Although state-of-
the-art localisation systems allow for obtaining reliable
estimates of a person’s position within a house, we pro-
pose to rely on an object-detection system for on-the-
fly identification of the type of room where the user is.
Concretely, rooms are defined in terms of the items they
contain, and each item of interest is associated with a
binary node Ii, which is set to Ii = true if the object is
detected in the person’s surroundings, and to Ii = false
if not. Similarly, we assume the estimate on the current
user’s activity provided by the chosen culture-unaware
HAR system (node O), trained to recognise all of the
activities of interest, to be directly accessible and in the
form of a probability distribution over all possible ac-
tivities. The filling of the CPT associated with the I
nodes and with the O node is discussed in Section 5.3.
The culture-related knowledge encoded in nodes C,
R and P can be interpreted as a descriptor of culture-
specific habits, that the Bayesian Network combines
with run-time, person-specific observations of the user’s
actions to provide a final response on the user’s current
activity. The hypothesis driving this work and evalu-
ated in our experiments is that the response informed
by the culture-specific knowledge is more accurate (i.e.,
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more often correct) than the culture-unaware response
initially provided by the state-of-the-art HAR system.
4.3 Computational Complexity
The space complexity of the approach can be computed
according to the following rationale.
The proposed procedure to populate the ABox of
the ontology with proper instances requires to con-
sider, for each class (e.g., PeriodOfTheDay), its N sub-
classes (e.g., Morning, Afternoon, ...), its M callers
(e.g., Hour), the Pi sub-classes of each calleri (e.g., 1pm,
2pm, ...), and finally the number of cultures Q encoded
in the ontology. By defining P as the upperbound of Pi,
this yield a polynomial complexity O(NMPQ), which
determines the number of instances and hence the mem-
ory required to encode the desired knowledge in the on-
tology. The space complexity of the Bayesian Network
is O(NMPQ) by construction, since each instance in
the ontology has a 1-to-1 correspondence with a CPT
entry in the Bayesian Network. This concept is evident
in Figure 4: the dimensions of the CPT of a node (e.g.,
node A) can be computed by multiplying the number
of possible events of that node and all its parents.
Finally, it should be noticed that while the structure
of the Bayesian Network may change when consider-
ing growing ontologies with more concepts and details
about the cultural context, its space complexity does
not change, since it depends on the procedure accord-
ing to which the ABox and the CPTs are built. This
fact allows for soft real-time Bayesian inference under
all the conditions considered in experiments up to now.
5 Experimental Setup
5.1 Rationale
In our experiments, we rely on the Cloud-based, vision-
based service provided by Google (Google Vision Ser-
vices5) for the recognition of items of interest, and on
the Cloud-based, vision-based HAR system provided by
Microsoft (Microsoft Azure Custom Vision Service1),
which is by design independent from our framework and
very easy to train and use.
Figure 5 shows the run-time behaviour of the pro-
posed culture-aware HAR system6.
5 https://cloud.google.com/vision/




Fig. 5: Example showing the run-time behaviour of the
culture-aware HAR system used in our experiments,
which relies on a state-of-the-art vision-based culture-
unaware HAR system. Images are fed to the Google
Vision Service for the recognition of items of interest,
and to the Microsoft Azure Custom Vision Service for
the culture-unaware activity estimates.
The Data Acquisition Module acquires an image of
the user performing an activity and information about
the time and the user’s nationality. In the case shown
in the Figure, the module is fed with the image of a
person sleeping in a bed (blue arrow), together with
the information that it is midnight (orange arrow) and
the user is English (grey arrow). The image is indepen-
dently analysed by the Google Vision Service to iden-
tify all known items of interest (light blue arrow) and
by the Microsoft Azure Custom Vision Service to deter-
mine the probability of each activity of interest of being
the one shown in the image (dark blue arrow). The re-
sponses of the two services (reported in italics in the
Figure) are fed to the Bayesian Network, as evidence
for, respectively, the I nodes and the O node, while the
information about the user’s background culture and
the time at which the picture is taken are provided as
evidence for the C and H nodes.
As anticipated above, the hypothesis evaluated in
our experiments is that the culture-aware response ul-
timately produced by the A node of the Bayesian Net-
work is more often correct than the culture-unaware
observation provided by the external HAR system and
mapped onto the Network’s O node. Concretely, in our
experiments we consider as response, for both systems,
the activity with highest probability. In the case of Fig-
ure 5, for example, both HAR systems successfully label
the input image as an execution of the sleeping activity.
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The proposed system has been tested in two differ-
ent conditions: (i) off-line, with images collected from
the internet; (ii) online, with images acquired by a Pep-
per robot (a mobile robot equipped with a camera) in
an apartment in Genova, Italy. For this latter case, we
have designed a simple program that exploits Pepper’s
NAOqi APIs7 for avoiding obstacles and identifying hu-
man faces to have it locate the user and move towards
him/her, while computing suitable distance and orien-
tation to stand at to take pictures that capture the
person and immediate surroundings.
5.2 Training Datasets
The training of the system includes: (a) the specific
training of the chosen vision-based modules for the
recognition of items of interest and the culture-unaware
recognition of human activities, and (b) the training of
the Conditional Probability Tables of the I nodes, that
relate the items of interest with rooms and culture, and
of the O node, that relates the labels provided by the
culture-unaware HAR system with the activities of in-
terest. While the former task is dependent on the spe-
cific solutions adopted, and possibly unnecessary, the
latter, discussed in Section 5.3, is a mandatory key step
for the setup of the proposed system.
Two types of training datasets were collected:
1. Rooms&Items (10 images per room per culture, col-
lected from the internet via Google search). This
dataset is used for the training of the CPTs of the I
nodes with the Google Vision Service performance
in recognising each item of interest. Cultures have
been explicitly taken into account in the collection
of this dataset, since one of its purposes is to high-
light differences in the objects and furniture that
are commonly found within a house in different cul-
tures and encode this information in the culture-
aware HAR module. Concretely, we have selected
for inclusion in the dataset only those images which
closely matched the culture-specific descriptions of
rooms given in the guidelines, specifically in terms
of presence of items of interest.
2. Activities (21 images per activity, collected from the
internet via Google search). This dataset is used in
k-fold for the training of the culture-unaware HAR
system (Microsoft Azure Custom Vision Service)
and the training of the CPT of node O with the
system’s recognition performance. Please notice how
cultures have not been taken into account in the col-
lection of this dataset, since this module is oblivious
7 http://doc.aldebaran.com/2-4/naoqi/motion/index.html
of cultural aspects. Concretely, we have selected im-
ages which matched common-sense descriptions of
the activities of interest (e.g., the selection criteria
for images related to the Reading activity is that
they include a person with an open book in hand).
5.3 Training and Validation of the BN
Figure 6 shows the confusion matrices describing the
recognition performance for rooms for the three consid-
ered cultures, on the basis of the items of interest iden-
tified by the Google Vision Service in the Rooms&Items
dataset, which allows us to determine whether the ser-
vice is truly capable of recognising them. As shown in
Figure 4, the Bayesian Network requires evidence about
both the items of interest and the person’s culture to
estimate what type of room the user is in. Since all im-
ages in the Rooms&Items dataset are associated with
the corresponding culture, during validation we have
set the evidence for the culture node C to the correct
one for each image (e.g., English for images showing
rooms in English houses).
In the matrices of Figure 6, columns represent the
actual class of an image (target class), while rows rep-
resent the predicted class (output class), i.e., the room
given highest probability by the R node of the Bayesian
Network, when the Google Vision Service is fed with the
image and its output is used to set the evidence for the
I nodes. The cells of the matrices contain the number
of images with the actual label specified by the col-
umn and the predicted label specified by the row, and
in brackets, the percentage this number corresponds
to over the whole dataset. Green cells denote correct
classifications (i.e., the output class corresponds to the
target class), while red cells denote incorrect classifi-
cations. The grey cells on the bottom of the matrices
denote the recall rate of each room (i.e., the number
of true positive predictions over all true images for that
class), while the grey cells on the right of the matrix de-
note the precision rate of each room (i.e., the number
of true positive predictions over all predictions of that
class). The light blue cell in the bottom-right corner
denotes the overall accuracy (i.e., the number of true
positive predictions over all images).
As the confusion matrices report, Kitchen,
DiningRoom, Bedroom and Bathroom have good recall
in all cultures (specifically, Kitchen has perfect re-
call, Bathroom has an average recall rate above 95%,
Bedroom has an average recall rate above 85% and
DiningRoom has an average recall rate above 75%),
while the recall rate for the PujaRoom (only present for
the Indian culture) and the LivingRoom are relatively
poor (both 30%). The reason of this result is that there
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Fig. 6: Recognition performance for rooms on the basis of the items of interest identified by the Google Vision
Service in the Rooms&Items dataset.
are few highly representative objects reliably associ-
ated with these two rooms. Specifically, living rooms
are mostly associated by the object recognition sys-
tem we adopt with furniture items such as chairs, ta-
bles, or windows, which however are also present in
many other rooms. Conversely, while the Puja room
has highly distinctive objects, they are very often not
recognised by the object recognition system and there-
fore only rarely considered by the Bayesian Network in
its inference. Concerning precision, it is easy to see that
the above discussed problems of the classes LivingRoom
and PujaRoom also affect the precision rate of all other
classes (specifically, Kitchen has an average precision
rate of 85.87%, DiningRoom 72.13%, Bedroom 66.43%,
Bathroom, the highest, 91.67%, LivingRoom, the low-
est, 64.8% and PujaRoom 75%).
The overall accuracy for the R node, averaged across
the three considered cultures, is 75%.
Table 2 reports the CPT of the O node, built on
the basis of the confusion matrix describing the perfor-
mance of the Microsoft Azure Custom Vision Service
trained and validated with k-fold over the Activities
dataset. As the Table shows, the culture-unaware sys-
tem achieves very good recognition performance (100%
accuracy for all activities).
The services and Bayesian Network thus trained
have been used for both the offline and online tests.
6 Experimental Evaluation
6.1 Offline testing
The purpose of the offline testing is to preliminary eval-
uate and compare the performance of the proposed
culture-aware HAR system and the chosen culture-
unaware HAR module in the recognition of images de-
scribing the six in-home activities of interest. Two types
of test sets were collected for the offline testing:
1. Clean images (5 images per activity per culture, col-
lected from the internet via Google search). Inclu-
sion criteria for this dataset are the same described
for the Activities training dataset.
2. Varied images (5 images per activity per cul-
ture, collected from social media, extracted from
YouTube videos, or taken in real life). The purpose
of this dataset is to bridge between the “clean” con-
ditions of the still images composing the first test
set, and the real-life conditions that are likely to
be found in online tests. In particular, images in-
cluded in this set present (partial) occlusion and
high variance in illumination, which are known hin-
drances for vision-based HAR systems. Examples of
such images, collected from Instagram, are shown in
Figure 7. Please notice that in this dataset, due to
difficulties in finding representative images, images
about the Showering activity refer to the English
culture only.
In all our experiments, we have set the evidence for
the H node as the most likely time at which the activity
shown in each test image is performed.
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Activity
Observation
Cooking Eating OTHERS Praying Reading Showering Sleeping
Cooking 0.994 0.001 0.001 0.001 0.001 0.001 0.001
Eating 0.001 0.994 0.001 0.001 0.001 0.001 0.001
Others 0.001 0.001 0.994 0.001 0.001 0.001 0.001
Praying 0.001 0.001 0.001 0.994 0.001 0.001 0.001
Reading 0.001 0.001 0.001 0.001 0.994 0.001 0.001
Showering 0.001 0.001 0.001 0.001 0.001 0.994 0.001
Sleeping 0.001 0.001 0.001 0.001 0.001 0.001 0.994
Table 2: CPT of the O (Observation) node
(a) (b) (c) (d) (e)
Fig. 7: Images of the Reading activity for the Indian culture, included in the Varied images test set.
Fig. 8: Confusion matrices of the proposed culture-aware HAR system on the Clean images test set.
Figure 8 shows the confusion matrices of the pro-
posed culture-aware HAR system on the Clean images
test set. As the Figures show, the proposed system
achieves good performance with all cultures and activ-
ities, in terms of accuracy, precision and recall rates.
The worst results are obtained with images of Cooking
for the Indian culture, which are often misclassified as
occurrences of the Eating activity (and this yields a low
recall rate), and images of PujaPraying, which are mis-
classified as a consequence of the system’s poor perfor-
mance in distinguishing the PujaRoom from other rooms
(as shown in Figure 6).
Table 3 compares the recognition performance (in
terms of overall accuracy) of the proposed culture-aware
HAR system and the chosen culture-unaware HAR sys-
tem over the Clean images test set. Concretely, for each
execution of the analysis process described in Figure 5
we record the activity with highest probability accord-
ing to the Microsoft Azure Custom Vision Service (i.e.,
in the Observation node) and the one with highest
probability according to the proposed system (i.e., in
the Activity node) and mark down whether they are
correct or not. As the Table shows, in this case the ad-
dition of culture-related information does not appear to
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Culture-unaware HAR system
Correct Incorrect TOTAL
Culture-aware Correct 86.25% 5% 91.25%
HAR Incorrect 5% 3.75% 8.75%
system TOTAL 91.25% 8.75%
Table 3: Comparison between the recognition performance of the proposed culture-aware HAR system and the
chosen culture-unaware HAR system over the Clean images test set.
be very advantageous, since both the culture-unaware
HAR system and the proposed culture-aware HAR sys-
tem achieve a total accuracy of 91.25%.
Figure 9 shows the confusion matrices of the pro-
posed culture-aware HAR system on the Varied images
test set. As the Figures show, the proposed system re-
tains good performance with all cultures and activities,
in terms of accuracy, precision and recall rates. As for
the Clean images test set, the worst results are obtained
with images of Cooking for the Indian culture, which
are often misclassified as occurrences of the Eating ac-
tivity. The overall accuracy of the system, averaged over
all cultures, is 91.43%. However, as shown in Table 4,
also in this case it seems that adding culture-related
information does not have a significant impact on the
performance, since the culture-unaware HAR system
achieves an overall accuracy of 92.85%.
6.2 Online testing
Online testing took place in an apartment in Genova,
Italy, where volunteers belonging to different cultures
performed a number of repetitions of the considered
activities. For each activity, the starting location of the
mobile robot Pepper is chosen so that the user is al-
ways visible, since the robot is not equipped with a map
of the environment nor localization functionalities. At
start-up the robot relies on audio and visual stimuli
coming from the environment (sound, faces and bodies,
or movements) to detect the user and orientate towards
him/her, then computes the initial distance to the per-
son using the information provided by a depth camera
and moves towards him/her along a straight line. Once
the distance to the user is below 1.5m, the robot keeps
approaching him/her at a constant speed of 0.1m/s,
stopping every 1.75s to take a picture. The maximum
distance and the temporal interval have been set ex-
perimentally, as suitable trade-offs between collecting
as many images as possible, ensuring that there is a
perceivable difference between two consecutive images,
and ensuring that the image only shows the person and
the immediate surroundings. As a consequence, in our
experiments an average of 4 images were taken by the
robot while approaching the person (see Figure 10).
Differently from the offline testing, in which each
image is processed and yields a recognition result, in
the online test one result is given by the analysis of all
consecutive images acquired by the robot during one
approach of the user. Concretely, each image acquired
by the robot produces a probability distribution over
all activities of interest, and the final result is given by
the sum of the probability values given by all images
acquired during one approach.
In line with the offline test sets, we analysed five
executions of each activity per culture, and only con-
sidered the Showering activity for the English culture.
Figure 11 shows the confusion matrices of the pro-
posed culture-aware HAR system on the online test. As
the Figures show, the proposed system achieves good
performance with most activities, in terms of accuracy,
precision and recall rates, for all considered cultures.
The worst results are obtained with occurrences of the
Eating activity, which are consistently misclassified as
occurrences of the Cooking activity, due to the fact that
the two activities occur in the same room and therefore
share many items of interest. Conversely, occurrences
of the Reading activity obtain very high precision and
recall rates.
Table 5 compares the recognition performance (in
terms of overall accuracy) of the proposed culture-aware
HAR system, with those of the chosen culture-unaware
HAR system. As the Table shows, in this case the cul-
tural information is particularly beneficial for the recog-
nition performance: while the culture-unaware HAR
module alone correctly labels only 42.3% of all execu-
tions, the proposed system correctly labels 70.4% of
all executions, suggesting that the culture-dependent
nodes can grasp hints related to the performed activity
that can lead to a correct recognition even when the
main recognition system fails (as the Table shows, in
30.1% of the executions although the culture-unaware
HAR module is wrong, the culture-aware HAR system
is able to provide a correct classification). Conversely,
only in 2% of all executions the analysis of culture-
dependent information actually worsens the perfor-
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Fig. 9: Confusion matrices of the proposed culture-aware HAR system on the Varied images test set.
Culture-unaware HAR system
Correct Incorrect TOTAL
Culture-aware Correct 87.14% 4.29% 91.43%
HAR Incorrect 5.71% 2.86% 8.57%
system TOTAL 92.85% 7.15%
Table 4: Comparison between the recognition performance of the proposed culture-aware HAR system and the
chosen culture-unaware HAR system over the Varied images test set.
(a) (b) (c) (d)
Fig. 10: Sequence of pictures taken by the robot while approaching a person performing the Eating activity.
mance, turning a correct classification from the culture-
unaware HAR module into an incorrect overall result of
the culture-aware HAR system.
7 Discussion
A number of considerations arise from the analysis of
the offline and online experiments.
First of all, while a general performance drop was
expected in the online test, due to the significant differ-
ences between the pictures acquired by the robot and
those used for the training of the HAR systems, the
drop is much bigger for the culture-unaware HAR sys-
tem. The performance gap between the two systems in
the online test (+30% overall accuracy for the culture-
aware HAR system) can be viewed as a measure of the
importance that accurate a-priori information about
context can assume to retain good performance even
in unforeseen situations, and we believe that culture-
specific knowledge about customs and habits concern-
ing daily life activities (including, but not limited to,
the times and locations in which they are commonly
performed) can provide such accurate background.
At the same time, the performance of the two sys-
tems are nearly identical in the offline case. We hypoth-
esise that this similarity might have two causes: 1) the
limited size of the Activities dataset used for the train-
ing and validation of the culture-unaware HAR system
and the filling of the CPT associated with the O node
(see Table 2), which led the culture-unaware HAR sys-
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Fig. 11: Confusion matrices of the proposed culture-aware HAR system on the online test.
Culture-unaware HAR system
Correct Incorrect TOTAL
Culture-aware Correct 40.3% 30.1% 70.4%
HAR Incorrect 2% 27.6% 29.6%
system TOTAL 42.3% 57.7%
Table 5: Comparison between the recognition performance of the proposed culture-aware HAR system and the
chosen culture-unaware HAR system in the online test.
tem to achieve perfect recognition performance over the
validation dataset and therefore the O node and the
whole culture-aware HAR system to heavily rely on the
initial guess it provides; 2) the limited size of both test-
ing datasets, which, together with the above considera-
tion, does not allow for differences between the culture-
aware and the culture-unaware HAR system to emerge.
To overcome both issues, we plan to expand the train-
ing and testing datasets, also including anonymised im-
ages taken in a number of care homes in the UK and in
Japan, with English, Indian and Japanese volunteers,
in the context of the experiments performed within the
CARESSES project.
The online experiments have also highlighted the
importance of selecting suitable distances and orienta-
tions for the robot to stand at to take pictures dur-
ing the approach to the user. While the sequence of
snapshots shown in Figure 10 suggests that moving
along a straight line allows for meaningful images in
some cases, it has the limitation of constraining all ac-
quired images to show the same background, and there-
fore possibly leave out important contextual element.
To overcome this issue, we are exploring the use of a
parabolic approach trajectory in place of the straight
one, so that the sequence of images taken during the
approach would better span the background on the left
and on the right of the user.
On a more general level, this work and the reported
experiments confirm the intuition discussed in the In-
troduction that contextual information can play a cru-
cial role to the purposes of Human Activity Recogni-
tion, and take a step further along that line suggesting
that such contextual information is even more effective
if described taking culture into account.
Reliable a-priori estimates of a person’s habits can
be crucial to allow for good recognition performance
when little user-specific information is available, and
there is abundant Literature evidence on the influence
of one’s background culture on his/her lifestyle, espe-
cially when home activities are concerned. In this re-
spect, a limitation of this work is the use of static la-
bels to identify the user’s background culture: in our
experiments, users are set to be English, or Indian, or
Japanese, according to their nationality, and assumed
to perfectly match their background culture. This as-
sumption has two problems: 1) information about the
user’s cultural background might not always be avail-
able at system setup; 2) people rarely perfectly match
their background culture, since one’s lifestyle is influ-
enced, beside culture, by person-specific factors such as
personality and life experiences.
As anticipated in Section 4.1, the rationale for man-
aging cultural knowledge adopted in this article is taken
from [8], which presents a framework allowing a robot
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to estimate a person’s culture on the basis of national-
level cultural information and verbal interaction. The
compatibility between the two works is a precise design
choice. The integration of that framework in the pro-
posed culture-aware HAR system would allow for solv-
ing both of the above problems, and truly let culture-
related person-specific information, captured over time
by the robot, act as a sensor providing more and more
precise information about the user’s habits and prefer-
ences, which in turn make the HAR system better and
better in recognizing the performed activities.
The culture-aware HAR system proposed in this ar-
ticle proves that it is possible to capture and model
culture-related knowledge relevant for the description
of daily-life activities in a way that is compatible with
state-of-the-art HAR system, and the reported prelim-
inary tests performed suggest that the use of such in-
formation, even at a simplistic level, allows for an im-
provement in the recognition performance.
8 Conclusions
In this article we investigate whether and how the ex-
plicit modelling of culture-specific information related
to daily in-home activities can improve the performance
of state-of-the-art Human Activity Recognition sys-
tems. We propose to encode the cultural information
in an ontology whose structure, inspired by [8], allows
for defining concepts of relevance, regardless of their re-
lation with culture, in the TBox of the ontology, and
for specifying the relevance of such concepts for each
considered culture with instances in the ABox. The on-
tology is associated with a Bayesian Network, which
performs a culture-aware activity recognition by com-
bining the stored culture-specific information with the
preliminary assessment provided by a culture-unaware
HAR module.
To test our hypothesis we have acquired information
about the execution of five common daily-life activ-
ities (Eating, Cooking, Sleeping, Showering and
Reading) in the English, Japanese and Hindu Indian
cultures, together with an activity (Puja praying, a
Hindu praying ritual) which is specific of one culture
only. Collected culture-specific information include in-
formation about the time at which activities are typi-
cally performed, and the location where they are per-
formed, defined by the items that characterise it.
In our tests we assume information about the user’s
background culture and the current time to be directly
accessible by the proposed culture-aware HAR system,
while we rely on two external modules for the identi-
fication of the user’s location and for the preliminary,
culture-unaware assessment. Concretely, we rely on the
vision-based, Cloud-based Google Vision Service for the
recognition of items of interest, and on the vision-based,
Cloud-based Microsoft Azure Custom Vision Service for
the preliminary culture-unaware labelling.
We have compared the performance of the chosen
culture-unaware HAR system and the proposed culture-
aware HAR system both offline, using images taken
from the web, and online, using images acquired by
a mobile robot equipped with a camera in an apart-
ment in Genova, Italy. In all tests the proposed culture-
aware HAR system achieves good performance and in
the online test it is significantly better than the culture-
unaware HAR system, thus suggesting that the en-
hancement of Human Activity Recognition systems,
regardless of the sensing strategy they adopt, with
culture-specific information, is a simple and effective
method for improving the recognition performance.
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E (2007) Too close for comfort?: adapting to the
user’s cultural background. In: HCM 2007, pp 85–
94
34. Scalmato A, Sgorbissa A, Zaccaria R (2013)
Describing and Recognizing Patterns of Events
in Smart Environments With Description Logic.
IEEE Transactions on Cybernetics 43(6):1882–
1897, DOI 10.1109/TSMCB.2012.2234739
35. Shoaib M, Bosch S, Incel O, Scholten H, Havinga P
(2015) A survey of online activity recognition using
mobile phones. Sensors 15(1):2059–2085
36. Soo-Hoo F (2016) How women around
the world get clean. URL https://www.
refinery29.com/en-us/2016/01/101925/
cultural-differences-women-showering
37. Trovato G, Ham JR, Hashimoto K, Ishii H, Takan-
ishi A (2015) Investigating the effect of relative cul-
tural distance on the acceptance of robots. In: ICSR
2016, pp 664–673
38. W3C Owl Working Group and others (2009) OWL
2 web ontology language document overview
39. Weiss GM, Timko JL, Gallagher CM, Yoneda
K, Schreiber AJ (2016) Smartwatch-based activ-
ity recognition: A machine learning approach. In:
Biomedical and Health Informatics (BHI), 2016
IEEE-EMBS International Conference on, IEEE,
pp 426–429
40. Ye J, Stevenson G, Dobson S (2015) KCAR: A
knowledge-driven approach for concurrent activ-
ity recognition. Pervasive and Mobile Computing
19(2):47–70, DOI 10.1016/j.pmcj.2014.02.003
