Abstract: Reinforcement learning (RL) is a kind of machine learning. It aims to optimize agents' policies by adapting the agents to an environment according to rewards. In this paper, we propose a method for improving policies by using stochastic knowledge, in which reinforcement learning agents obtain. We use a Bayesian Network (BN), which is a stochastic model, as knowledge of an agent. Its structure is decided by minimum description length criterion using series of an agent's input-output and rewards as sample data. A BN constructed in our study represents stochastic dependences between input-output and rewards.
Introduction
In recent years, many reinforcement learning (RL) methods have been suggested and applied to the multi-agent problems, where agents learn their policies to maximize the total amount of rewards decided according to a certain rule [1] [2] [3] . The RL methods are classified into exploration-oriented approach (Q-learning, sarsa, etc.) and exploitationoriented approach (profit sharing, bucket brigade, etc.) [4] . The former mainly aims to adapt to environments modeled as Markov Decision Process (MDP), and the latter aims to adapt to that modeled as non-MDP. In the process in which agents obtain rewards, data consisting of pair of an observing state and an action are generated. We consider that agents' policies are improved effectively by supervised learning mechanism using the stochastic dependences between the stored data series and rewards as knowledge of agents.
In this paper, we propose a method for improving RL agents' policies using a Bayesian Network (BN), which is a stochastic model expressing dependences among random variables and plays a role of supervised learning mechanism [5] [6] [7] . We assign the sensory input of an agent and the reward to the nodes of BN, so that the knowledge of an agent may be represented in the structure of BN. In our proposed method, an agent learns its own policy by profit sharing, and then the policy is improved by using the knowledge represented in the structure of BN. The structure of BN is decided by the minimum description length criterion. Our proposed policy improvement system is different from the other methods combining RL and BN in terms of using Bayesian Network as the supervised learning mechanism. We verify the effectiveness of our method by carrying out simulations in the pursuit problem, which is a typical multi-agent problem. The experimental results show that the agent learns its own policy more effectively by using our method. Moreover, we discuss about the environmental information represented by the structure of BN. . Profit sharing is known to be effective against such complicated problem as multi-agent problem. However, agents by using profit sharing cannot always acquire the optimal policies since it is difficult for them to identify an environment where they exit.
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Bayesian Network
In this paper, we use a Bayesian Network (BN) for the supervised learning procedure. BN is one of the stochastic models represented as a directed acyclic graph expressing the dependences among random variables by using joint probability distribution. Deciding the structure of BN corresponds to deciding the values of parameters and the connection among the nodes so that the network represents appropriately the joint probability distribution P calculated by using the sample data D . The structure of BN is decided by the method for model selection using minimum description length (MDL) criterion [8] [9] , minimum message length (MML) method [10] , Bayes information criterion (BIC), and so on. In this research, we use the following MDL criterion for constructing the structure of BN.
where N is the number of sample data, θˆ is the maximum likelihood estimator using the sample data D , and d is the dimension of the probability . In this paper, the appropriate model of network, so that the value of MDL criterion is minimized, is selected by simulated annealing as a stochastic search method because deciding the network connection is a NPhard problem.
Policy improvement system by using a Bayesian Network as stochastic knowledge

Configuration of proposed system
The framework of proposed policy improvement system is shown in Figure 2 . We assign the sensory input, which corresponds to each element of the set S , to sensory-input node
Values of a sensory-input node corresponding to a sensory input s denote integer assigned to the action a of a set of rules
Moreover, the reward node X r is prepared as a random variable whose value denotes one element of } 0 , 1 { corresponding to whether a positive reward is given.
In our method, the policy of agent is improved according to the following procedures. step 1. Series of rules
(L: the number of rules in the series, i.e. length of series of rules) and reward r are stored as sample data for deciding the structure of BN while agent learns its own policy by profit sharing. step 2. After the learning of policy for fixed times, the structure of BN is decided by using the stored data. However, there is no guarantee that the data about all kinds of sensory input are stored because the agent learns its own policy through trial-and-error based on rewards in RL systems. It is impossible to decide the structure of network in the case that sample data of all kinds of sensory input are not stored completely. In order to settle the above problem, a set S j , which consists of sensoryinput nodes corresponding to common sensory-input included in sample data D, is formed in our study. Then, the structure of network is decided on the basis of MDL criterion by using the sample data about reward node and all the elements of S j . step 3. In terms of conditional independence in BN, we take notice the links connected directly between the nodes, and an action where r j is constant. Agents learn their own policies by profit sharing again after the policies are improved through the above procedures.
Properties of proposed system
In our proposed system, stochastic dependences between rules and rewards in an environment, where RL agent exists, are represented by a BN using series of rules and rewards as sample data. In case of representing stochastic knowledge completely about the environment, it is necessary to store up sample data uniformly in whole area of the environment. Therefore, it is expected to take many times for storing data, and also take large computational costs for deciding the structure of BN. In contrast, while the agent learns its own policy, sample data required to improve the policy can be stored in our proposed method. Consequently, BN constructed in our method does not represent the whole environment, but represent the stochastic knowledge about environmental information required for the agent to obtain positive rewards.
The agent's policy is improved by using an action plays a role like a training signal as "the most desirable output" for the RL system. In case of estimating the structure of network about all of the sensory-input nodes by using incomplete sample data, which do not contain all of the sensory input, it is possible to do additional learning of nodes. In the additional learning, connections between sensory-input nodes included in S j and those not included in S j are estimated based on complete sample data extracted from D. The above-mentioned learning method enables learning about connections of each node not included in S j without affecting the link and the parameter of the network constructed in step 2. However, the sufficient sample data about the nodes for additional learning cannot be obtained in many cases, and model selection may be performed unsuitably.
Computer simulations
This section describes simulations in the pursuit problem, which is a typical multi-agent problem, in order to verify our method. In this problem, two types of agents are employed. One type of agent is called a pursuer (PA), which aims to capture a target (i.e. fugitive mentioned later) in a simulation environment, and another type is called a fugitive (FA), which behaves according to certain policies. Figure 3 shows two kinds of simulation environment adopted in our experiments. For PA, to capture FA means to touch FA, in our simulations. We use the term "energy" for quantities exchanged between PA and the simulation environment. PA has its own energy that varies in accordance with exchanges. The further assumptions about the agents are shown as follows.
• PA and FA can detect the other agent or a wall within distance Vr.
• PA has initial energy of E 0 . In cases the changes of agent's state in multiagent environment are dependent on other agents' actions and so on, because uncertainty about the changes of state arises, it is considered that environment is complicated, thus, deciding the appropriate structure of BN becomes difficult. When the above-mentioned policies are mounted in FA, the complexity of environment increases in the order from (p1) to (p3) because the range of the input, in which an agent can receive, has restriction. PA can obtain positive reward r p when it detects or captures FA, and obtain negative reward r n when it loses sight of FA or touches the wall. We call the steps needed for PA to capture FA "time steps" and count one step when every agent selects its own action. It is desirable to minimize the number of time steps. While the inputs of an agent at time step t ( ) (t inputs ) coincide with
, the agent continues to select an ) (t action ( ) (t action coincides with ) 1 ( − t action ) [11] . In this paper, an agent moves 3 pixels as the quantity of moving at one time step. A body size of PA or FA is indicated by circle with radius 10 pixels, and the environments adopted in the simulations are indicated by square surrounded by the walls. The agents can move toward 8 directions in the environment. We count one trial of the simulations when PA captures all of FAs in the environment, or all of its energy is consumed. We call the former and the latter trial "success trial" and "fail trial", respectively. The initial position of each PA and FA is fixed through all trials of the simulations. The total number of trials equals 2000 in the simulations.
During the trials, FA cannot change its own policies. The length of episode C and the length of series of rules L are equal to 5. Table 1 shows the setting of the experiment. In the table, w 0 , w min , and w max denote initial, minimum, and maximum value of weight of rules. As a reinforcement function, we adopt the monotone decreasing function with geometric ratio of γ = 0.1 [12] . The learning by profit sharing is converged by decreasing r to 0 as PA succeeds the tasks successively. We compare two types of learning for PA. 1. PA learns by profit sharing for 2000 trials (profit sharing, or PS). 2. PA learns by profit sharing for the first half of 2000 trials, and it learns again for the second half after the improvement by using the structure of BN is done (policy improvement, or PI). The BN constructed by the above-mentioned configuration can have 1 reward node and 13 sensory-input nodes. In the simulations, the BN has 6 nodes consisting of the reward node and the 5 sensory-input nodes in order of frequency of containing in common in sample data. An experiment is conducted 10 times with the application of each method about three kinds of policies. First, Figure 4 shows typical examples of BNs constructed about three kinds of policies, in which FA behaves in the small-scale environment (a), and we compare the features of the BNs' structures. For the reference, it takes about 3 minutes on average to construct the structure of BN, and takes about two hours on average for agent to behave for 2000 trials in both of small and large-scale environment. Thus, we can say that the time to construct the structure of BN is adequately shorter than the time for all trials. The reward and sensory input corresponding to each node are shown in Table 2 . In Figure 4 , all nodes except X s12 in (p2) express sensory input about a position of a wall. This illustrates that frequency for PA to detect a wall is higher than that to detect FA. Second, Table 3 shows the number of links between reward node and sensory-input node, the total number of links, and joint entropy of all nodes (i.e. random variables) in the constructed BN. The results shown in the table denote average values in 10 times experiments. As shown in the table, the number of links connected with reward node in (p3) was the lowest of three policies. FA, which behaves according to (p3), selected actions randomly without depending on its sensory input. It is thought that the above result was caused because a link is not drawn between two nodes when stochastic dependences do not exist between them. This means how a reward is given is not dependent on how to select actions (rules), in (p3). In contrast, it is considered that more remarkable stochastic dependences exist between the selected action and obtained reward, in the result of (p2) that the largest number of links connected with reward node was shown. Also in comparison of the total number of links, the result in (p3) showed the minimum value. When the influence of the uncertainty about changes of state was observed, we can see that the total number of links in complicated policy (p3) with the large influence showed the minimum value, and that in simple policy (p1) with the small influence showed the maximum value.
Results and discussions
Expression of environmental information by Bayesian Network
Subsequently, we compare the average joint entropies. Now, we can discuss the complexity and the difference of environments containing the FA's policy by comparing values of joint entropies. In Table 3 , the value of joint entropy increased with the uncertainty about change of state.
These results showed that the structures of constructed networks represent the complexity of environment containing policies of FA indirectly, and the difference of the joint entropies and the number of links reflects the difference of environments.
Features and effectiveness of the policy improvement system
In this subsection, we discuss the effectiveness and properties of our proposed method. Table 4 ~ 6 show the average time steps for capturing FA and the percentage of success trials to every 100 trials (i.e. success rate), in the small-scale environment (a). The results shown in the tables denote average values in 10 times experiments, and the average time steps denotes the value calculated only about the cases of success trial. First, Table 4 shows that PA in (p1) captured FA with approximately 100% by applying two methods in both of the first and the second half of 2000 trials. Thus, it is expected that PA acquired the policy to capture FA since the first stage of the simulation. In addition, time steps in the second half of all trials on PI was lower than that on PS. We show the transition of average time steps after improving the PA's policy in Figure 5 .
As shown in the figure, since the policy was improved so that PA captures FA more effectively by supervised learning using stochastic knowledge, the average time steps on PI was lower than that on PS during the simulation. Second, in (p2), Table 5 shows that success rate and average time steps in the second half of all trials in both of two methods were larger than those in the first half. Similar results were also shown in (p3) (see Table 6 ). It is thought that increase of the average time steps is caused by capturing FA with higher probability by expending many steps as a result of acquiring the PA's policy to pursue FA. Now, it should be noted again that the number of links connected with reward node was the largest of three policies in (p2). The success rate on PI in (p2) was larger than that on PS in all of the trials after improving PA's policy as shown in Figure 6 because the procedure of improving policy by using the nodes having stochastic dependences with reward node acted effectively.
On the other hand, in (p3), both of the success rate and the average time steps in PI was similar to that on PS in the second half of all trials. As described in section 5.1, since how a reward is given is not dependent on how to select actions in (p3), it is considered that proposed method using stochastic dependences did not act effectively.
Finally, Table 7 shows the results of success rate in the large-scale environment (b). The values of success rate were smaller than those in the smallscale environment by and large, as shown in this table. However, in the second half of all trials, success rate on PI in both of (p1) and (p2) was larger than those on PS similarly to the case of small-scale environment. Therefore, it is said that our proposed system makes it possible for agents to improve their policies effectively without changing composition of the system also in the large-scale environment.
Conclusions
In this paper, we have proposed a method improving reinforcement learning agents' policies using a Bayesian Network, whose structure is decided by using series of rules and rewards, as stochastic knowledge, and have carried out simulations in the pursuit problem in order to verify our method. As a result of simulations, we have confirmed that constructed Bayesian Network represents stochastic knowledge about the complexity of environment containing the policy of fugitive by comparing the joint entropies and the number of links in the network. Furthermore, it has been shown that the pursuer's policy can be improved effectively by supervised learning using the constructed network, and the similar results are obtained without changing the composition of system also in the large-scale environment.
We need to investigate the effect of our method in the case of adopting the other reinforcement learning methods such as Q-learning known as one of the exploration-oriented approaches. In case of applying our method to Q-learning, it is required to revise the method of improving policies after considering the consistency with the properties of Q value Q(s, a) . Additionally, we consider that it is necessary to compare the structure of Bayesian Network by using a stochastic measure to discuss "complexity" of the stochastic knowledge about the environment more concretely. In this paper, we use joint entropy as a measure, however, the discussion is restricted only about the relative difference between environments. Therefore, it is required to propose the new measure as future works.
