Traffic sign detection has achieved promising results in recent years. Nevertheless, there are still two problems remain to be overcome. One problem is the detection of small traffic signs, which usually occupy less than 2% of the image area. The other problem is fine-grained classification, with difficulties arising from similar appearances between traffic signs. For example, different speed-limit traffic signs have differences solely from the speed numbers. In this paper, we propose a Feature Aggregation MultiPath Network (FAMN) to tackle the problems simultaneously. First, we propose a Feature Aggregation (FA) structure to aggregate regional features from different feature maps by using element-wise Max, then convolution layers are used to extract rich semantic features. Accordingly, objects of different scales can choose the best features to improve performance of small object detection. Second, we propose a Multipath Network (MN) structure to obtain fine-grained features. The MN structure consists of three paths, extracting instance-level, part-level, and context-level features, respectively. The three types of features are then concatenated to form fine-grained features of the proposals. Experimental results demonstrate the effectiveness of our proposed FAMN. Specifically, FAMN is able to obtain an average F1-measure of 93.1% in TT100K dataset, 2.9% higher than the state-of-the-art.
I. INTRODUCTION
Autonomous cars have attracted ever-increasing attention in recent years. Traffic sign detection is a key link to environmental perception for autonomous cars. Its primary purpose is to locate and classify traffic signs encountered in the driving process and provide real-time decision support for intelligent traffic systems. Although generic object detection has made remarkable achievements on PASCAL VOC [1] and COCO [2] datasets in the past few years, they can rarely be applied to traffic sign detection tasks directly. It is mainly because traffic sign detection faces two problems that are different from general object detection.
First of all, traffic signs contain many small objects, which usually occupy very small areas in the images, e.g., less than 2% of the image area. In contrast, generic objects tend to occupy a large proportion of the images. Consequently, small traffic signs can only provide weak features, and it is difficult The associate editor coordinating the review of this manuscript and approving it for publication was Mehul S. Raval . to classify them correctly. Secondly, traffic sign classification is in essence a fine-grained classification problem, which aims at differentiating subordinate classes of a common superior class. For traffic signs, it can be approximately categorized into three superior classes, i.e., prohibitory, mandatory, and warning signs. Each superior class contains different subclasses with very small differences. As shown in Fig. 1 , the warning signs look quite similar among each other, only the inner parts are of slightly different shapes. The fine-grained characteristic of traffic signs makes it highly challenging to classify them correctly.
Existing methods do not solve the two problems of traffic sign detection at the same time. Early traffic sign detection was based on hand-crafted features, such as color [3] , [4] , shape [5] , or other discriminative features [6] - [9] , which was fast but had poor generalization performance. Moreover, the hand-crafted features are difficult to be used for fine-grained traffic sign detection.With the development of deep learning, object detection algorithm based on deep learning [10] - [12] has become the mainstream. However, these general object detection method cannot be directly applied to traffic sign detection, because they neglect the fact that traffic signs are small objects and indistinguishable from each other. Thus, a series of traffic sign detection methods based on deep learning are proposed. Zhu et al. [13] uses segmentation information to enhance the small obejct features, but the expensive segmentation annotation is needed. Meng et al. [14] detects traffic signs on different size pre-cut chips, which improved the accuracy but greatly increased the computational complexity. Reference [15] proposes a new network to improve the detection accuracy of small objects by using various forms of contextual information, but ignores the fine-grained characteristics of traffic signs. Perceptual Generative Adversarial Network (p-GAN) [16] is proposed to generate more powerful small object features, but the Generative Adversarial Network is difficult to train well and the generated features do not contain fine-grained information. All these proposed schemes improved detection accuracy of traffic signs to some extent, but they fail to fully exploit multi-scale information and neglected the fine-grained characteristic of traffic signs. Thus, they cannot solve the above mentioned two problems well and leave a large space for improvement.
To solve the problems mentioned above, we propose Feature Aggregation Multipath Network (FAMN). FAMN is an end-to-end fine-grained object detection framework. The key idea for FAMN is to extract scale invariant and fine-grained features from the input images. We propose two structures to achieve this. First, we construct feature pyramid and propose a Feature Aggregation (FA) structure to obtain scale invariant features. The FA structure uses element-wise max operation to aggregate features from different levels of feature pyramid. So the objects can choose the most appropriate feature for its scale, which is beneficial to improve detection accuracy for small obejcts. Second, we propose the Multipath Network (MN) structure to extract fine-grained representation of traffic signs. Specifically, for each region proposal, we generate its context region and part region, and use a multipath network structure to extract part-level, instancelevel, and context-level features, respectively. By fusing the three type of features together, we can obtain fine-grained representation of traffic signs, which in turn improves the fine-grained classification effectively. The overall design of FAMN extracts rich features and makes information flow with multipath, leading to accurate predictions on location and classification.
The primary contributions are summarized as follows:
(1) We propose an end-to-end object detection framework FAMN to address small object detection and fine-grained classification simultaneously. To the best of our knowledge, FAMN is the first end-to-end fine-grained object detection framework. FAMN consists of a FA structure and a MN structure. The former aggregates multi-scale feature to provide the most appropriate features for traffic signs with different scales, while the latter combines part and context information to generate fine-grained representations of traffic signs.
(2) We conduct a comprehensive set of experiments to validate the effectiveness of FAMN. Experiments demonstrate that FAMN outperforms the state-of-the-art schemes. Specifically, FAMN obtains a F1-measure of 89.2% for small (size ∈ (0, 32] pixels), 95.7% for medium (size ∈ (32, 96] pixels), and 94.4% for large (size ∈ (96, 200] pixels) size group in TT100K dataset. On average, FAMN is 2.9% higher than state-of-the-art, e.g., MR-CNN [17] and p-GAN [16] .
The remainder of the paper is organized as follows. Section II reviews the related work. Section III presents the structure and implementation details of FAMN. Section IV makes comparisons between FAMN and the state-of-the-art schemes, and presents the ablation study in detail. Section V concludes the whole paper.
II. RELATED WORK A. OBJECT DETECTION
There are mainly two categories for object detection. One category is based on proposals, also known as two-stage approach. It first generates a number of proposals, and then classifies the proposals to obtain the final detection results. RCNN [18] acquires proposals from Selective Search (SS) [19] and extracts features with Convolutional Neural Networks (CNN) for classification. SPPNet [20] and Faster RCNN [10] integrate feature extractor and proposal generator into an end-to-end network to accelerate the object detection process. R-FCN [11] further accelerates object detection by a full convolutional network. Feature Pyramid Network (FPN) [21] proposes a feature pyramid to obtain multi-scale features, and Mask-RCNN [22] extends Faster RCNN to carry out object detection and instance segmentation simultaneously. Our work is partially inspired by feature pyramid network [21] . Nevertheless, instead of assigning objects to specific feature map, we extract features at each feature map and integrate features at all levels to obtain rich object features. Besides, [23] also used multipath structure to fuse multi context region features. Unlike it, we use not only context regions, but also part regions to generate fine-grained features.
The other category of object detection schemes is based on one-stage detector. These schemes consider object detection as a regression problem and acquire detection results directly without any proposal. Variants from YOLO [24] - [26] and SSD [12] , [27] are the representative one-stage object detection models. These schemes have high detection speed but low precision, especially when dealing with small objects.
B. TRAFFIC SIGN DETECTION
The key of traffic sign detection is to extract robust and distinguishable features. Due to limitation of computation capability and the size of available datasets, previous studies usually employ hand-crafted features, e.g., color [3] , [4] , shape [5] , Local Binary Pattern (LBP) [28] , [29] , Histogram of Oriented Gradient (HOG) [30] , [31] , just to name a few. These approaches have poor generalization capability, and can only be applied to very limited scenarios.
In order to promote traffic sign detection in realistic scenarios, Houben et al. [32] released the GTSDB dataset. Nonetheless, the GTSDB dataset contains only four major categories, and objects in the GTSDB take a large proportion of the overall images. There is still distance between GTSDB dataset and realistic scenarios. To solve the problem mentioned above, Zhu et al. [13] released the TT100K dataset. Compared with the GTSDB dataset, TT100K is closer to traffic signs in realistic scenarios. It contains multiple categories and a large number of small objects, promoting the development of traffic sign detection.
With the development of deep learning techniques, feature extractors based on deep neural networks have achieved great success in many tasks. Deep residual neural network [33] surpasses human beings in image classification competition, deep reinforcement learning can be used to seek for optimal hyperparameters for complex network structures [34] , and attention-aware networks achieve great results in image clipping [35] , object tracking [36] , [37] , and motion segmentation [38] . Thus, a series of new approaches based on deep learning have been proposed to improve traffic sign detection. Zang et al. [39] proposed a cascade CNN, which takes detection and classification as two sub-tasks. Cheng et al. [15] and Wang et al. [40] utilized multiple forms of context information to acquire rich feature representations. Liu et al. [17] and Liang et al. [41] used different levels of features to improve detection of small traffic signs. Huang et al. [42] and Li et al. [16] generated features of small objects with the same representation capability as those from large objects through GAN. Huang et al. [43] pointed out that fine-grained classification is a key problem in traffic sign detection, and proposed a two-stage detection scheme to improve traffic sign detection.
C. FINE-GRAINED CLASSIFICATION
Fine-grained image classification is a challenging problem, which aims at differentiating subordinate classes of a common superior class. For example, given a specific traffic sign in Fig. 1 , we need not only to detect which superior class it falls into, e.g., a prohibitory sign or a warning sign, but also to determine which subordinate class it exactly is. The difficulties of fine-grained classification for traffic signs arise from two aspects. On the one hand, differences among traffic signs within the same superior class, e.g., warning sign, are usually small. On the other hand, differences among different images of the same subordinate class, e.g., speed limit 50, might be large because of rotations and scales. For fine-grained classification, how to effectively extract part features is the most critical problem. According to different approaches of obtaining part features, fine-grained classification can be roughly divided into two categories.
One category is to classify images with strong supervisory information, e.g., part regions. These regions provide strong object-level clues for complex tasks [44] , which is very important for fine-grained classification. Part-based RCNN [45] first generates a series of parts using Region Proposal Network (RPN), and all the part features are used for classification. Branson et al. [46] proposed to combine part level features and instance level features to achieve accurate classification. Wei et al. [47] utilized Mask RCNN [22] to segment specific part regions, and then trained classification network for each part.
The other category is based on weak or unsupervised information. Such schemes do not need additional position information, but rather use attention mechanism to obtain the features of different parts. Xiao et al. [48] proposed a two-level attention scheme to extract part level and instance level features. He et al. [49] proposed to generate discriminative localization via saliency-guided Faster R-CNN. Simon and Rodner [50] acquired part information from key points in feature maps through CNN. In [51] , He et al. proposed a weakly supervised discriminative localization approach based on multi-level attention for fast fine-grained image classification. Lin et al. [52] proposed an end-to-end bilinear CNN, which extracts part level and instance level features with two isomorphic networks. In [53] , they used the reinforcement learning method to select the location and number of discriminative localization actively, and improved the effect of fine-grained classification.
D. COMPARISON
In this paper, we proposed Feature Aggregation Multipath Network (FAMN), a new framework for traffic sign detection. Compared to existing studies, it is distinctive from several aspects: (1) It proposes a Feature Aggregation (FA) structure, which aggregates features from feature pyramid with different scales. (2) It generates corresponding part region and context region for each proposal and extracts features using FA structure. (3) It uses a Multipath Network (MN) structure to extract part-level, instance-level, and context-level features, respectively. Overall, the proposed schemes mentioned above aggregates information from different scales and levels, which improves information flow effectively and is able to achieve improved results.
III. STRUCTURE AND IMPLEMENTATION DETAILS OF FAMN
In this section, we present the structure and implementation details of FAMN. We first describe the overall structure of FAMN in Section III-A. Then we introduce the motivation and implementation details of feature aggregation and multipath structure in Section III-B and III-C, respectively. [41] . In FPN, the input is a single-scale image, whilst the outputs are proportionally sized feature maps at multiple levels, in a fully convolutional fashion. Then RPN generates proposals for each feature map. For each region proposal, it is assigned to a feature map, and Region of Interest (ROI) pooling or ROI align are then used to extract region features. Using the features, the final classifier can predict the class and bounding box.
Different from FPN, we make multiple changes in FAMN. First, we propose Feature Aggregation (FA) structure to aggregate region features. The comparison between FA and the other approaches are illustrated in Fig. 3 . As shown in the figure, we use ROI align to extract features at each layer of the feature pyramid, instead of assigning region proposals to certain feature map. We then converge features from different layers through element-wise Max to obtain features of each region. Second, besides the instance region (the original input proposal), we also generate part region and context region for each proposal and extract corresponding features using our proposed FA structure, respectively. The three regions mentioned above are shown in Fig. 2 (e) . Among them, the instance region is the original proposal generated by RPN, the part region is the most discriminative region in the original region, and the context region adds additional background information on the basis of the original region. We then use three feature extractors to extract part-level, instance-level, and context-level features, respectively. The features extracted from different extractors are concatenated and used to compute the score of each class and to conduct bounding box regression.
B. FEATURE AGGREGATION STRUCTURE 1) DESIGN CONSIDERATION
FPN was originally designed to solve the scale variance problem in object detection. An illustration of FPN is shown in Fig. 3(a) . As shown in the figure, region proposals of FPN are allocated to different feature maps according to their area. By doing this, small objects are detected on low-level feature maps, while large objects are detected on high-level feature maps. Nevertheless, previous studies showed that this approach might not be optimal [54] , because boundary values are likely to be assigned to different levels. For example, an object with 56×56 might be assigned to P2, while an object with 58 × 58 might be assigned to P3. Moreover, features from single-layer provide far less information than features from multi-layers, especially for small objects. Ren et al. [55] proposed a structure named Maxout to converge features from different layers using max operation, as shown in Fig. 3(b) . Nevertheless, Maxout uses only features from the last two convolutional layers, which do not have enough location information. In this paper, we propose a Feature Aggregation (FA) structure, which uses max operation to converge features from P2 to P5, as shown in Fig. 3 (c). The FA structure inherits advantages from both FPN and Maxout, and uses multi-layer feature fusion to acquire a richer feature representation.
2) FA STRUCTURE
As shown in Fig. 3 (c), after RPN, each proposal (denoted as p i ) is mapped into every level of feature pyramid (specifically, P2-P5). The proposal p i assigned to the jth feature map is denoted as p ij . We then use ROI align to extract ROI feature. For each proposal p i , we acquire a set of features as follows:
(1)
wherein each feature in f i is 512 × 7 × 7. ROI Align properly aligned the extracted features with the input, which is important for small object.
Then element-wise Max is applied to f i to obtain the final fused feature f . The fused feature passes through a classifier head, i.e., conv-fc-fc (convolutional layer + fully connected layer + fully connected layer), to obtain high-level feature. The feature is then used for classification and bounding box regression. The FA design integrates features from different levels. Due to the different receptive field in different feature maps, the same proposal can extract different information. As a matter of fact, different levels of features form a foveal structure, which is beneficial for small object detection.
C. MULTIPATH NETWORK STRUCTURE 1) DESIGN CONSIDERATION
Detecting traffic signs in the wild is challenging. One primary reason is that traffic signs are usually small and similar to each other. Even worse, there exists a large number of negative samples in the classification stage, which makes the network inclined to detect whether it is an object rather than to distinguish fine-grained features between objects. Most existing studies ignored the fine-grained characteristics of traffic signs. Thus they are difficult to achieve good performance. In this paper, we propose to add part information into the object detection framework to improve fine-grained classification performance. As mentioned previously, the part region is the most discriminative region in the original input image. Thus, it is likely to provide distinctive features which is beneficial for detection. As shown in Fig. 2(d) , FAMN selects the most discriminative part regions of traffic signs in a heuristic manner, and extracts part features through an independent extractor (i.e., the Part Path) to integrate part information into the final features and improve classification results.
In addition, context information can obtain the surrounding environment of the object, which can help determine whether it is an object of interest in the case of occlusion and blur. In order to make use of context information, part information and instance information, we propose a Multipath Network (MN) structure. Specifically, we design a mutually independent feature extractor for each type of information. Features extracted from the part region, the context region, and the instance region are then concatenated together for further classification and regression. To the best of our knowledge, we are the first to combine fine-grained classification with object detection.
2) PART FEATURES
Traffic sign classification is a fine-grained classification problem. As shown in Fig. 1 , traffic signs have very similar appearance. Thus, it is difficult to accurately classify traffic signs, especially in the case of noise. Part features facilitate fine-grained classification by explicitly isolating subtle appearance differences associated with specific object parts. In fine-grained classification, it is necessary to make use of object detection scheme to find the location of the key parts, because the object's position and posture of each image are likely to change. To incorporate such a large step into the head of the object detection is barely possible. Fortunately, traffic signs are usually only with small variations in gesture and angle. Thus, it is reasonable to assume that objects in each proposal are with similar gestures. Accordingly, it is able to use heuristic methods to pre-select important parts. The pre-selected parts can lead the network to focus on the fine-grained information.
To describe our approach clearly, we first make the following notations. We denote object proposals as p = {x, y, w, h}.
Wherein, x, y represents the center point coordinate, and w, h represents the width and height, respectively. The parts are denoted as follows:
where α and β are hyperparameters selected by heuristic schemes. For a specific proposal, each tuple (α, β) determines a part choice. Based on prior knowledge, we select the part region as follows:
3) CONTEXT FEATURES
Due to the small scale, traffic signs are susceptible to blurs and occlusion. In such cases, it is difficult to determine the class of objects solely relying on the instance level and part level features. Context information comes into play to facilitate the problem. Context information refers to the information around the object, e.g., location and the surrounding scenery. It provides environmental and background information around the object that help determine whether it is an object, especially in the case of occlusion and blur. Thus, besides part information and instance information, we also leverage context information to enhance features. Similar to Equation (3), the context region is define as follows:
where α, β is set by prior experience. Besides, a comprehensive discussion about the impact of different part and context regions is given in section IV-D1.
4) MULTIPATH NETWORK STRUCTURE
Based on the equations defined above, we obtain the object proposal p, as well as the context region p c , and the part region p p . Then the proposals p p , p, and p c are fed into the FA module to acquire part-level, instance-level, and context-level features, respectively. For convenience, we rewrite p, p c , p p to p 1 , p 2 , p 3 , respectively. The process can be formally expressed as follows:
Because the three levels of features describe the part information, the object itself, and context information separately, converging the three levels of features directly does not result in ideal effect. We design independent feature extractors E to extract high-level features from each level.
wherein conv and fc specify the convolution and fullyconnected operations, respectively. The high-level features can be expressed as follows:
Finally, all the features F are concatenated together to obtain the final features K .
wherein concat(·) specifies the concatenation operation along the channel axis. The final features K are used for further prediction, i.e., classification and bounding box regression. The MN design makes information flow in the network through multiple paths and enables the classifier to obtain features of multiple levels. Correspondingly, it utilizes context and part information effectively, and enables more accurate classification.
IV. EXPERIMENTS
In this section, we conduct a detailed experimental analysis of FAMN. We describe the datasets and evaluation metrics in Section IV-A. We then present implementation details in Section IV-B. We compare FAMN with the state-of-the-art on TT100K dataset [13] in Section IV-C. Finally, we present a comprehensive ablation study in Section IV-D.
A. DATASETS AND EVALUATION METRICS
We use the TT100K [13] dataset as the benchmark. TT100K is a large-scale traffic sign detection dataset released by Tsinghua University and Tencent Corporation. Compared with previous traffic sign detection datasets [32] , TT100K contains a bigger number and more types of traffic signs. Most importantly, the traffic signs in TT100K are mainly small objects, which makes it closer to traffic signs in real world. It consists of 6,105 training images and 3,071 test images with 2048 × 2048 resolution. Figure 4 illustrates the composition of TT100K and the distribution of different categories.
As shown in Fig. 4 , traffic signs in TT100K are distributed unevenly. Because of the imbalance of categories, most existing studies select only the 45 classes with more than 100 instances for classification, e.g., Zhu et al. [13] . Nevertheless, there are problems with this approach. From Fig. 4,  FIGURE 4 . Distribution of traffic signs. Black bars represent the 45 classes of traffic signs with instances more than 100, and the diagonal stripes bars are three kinds of sub-background classes we add, namely iback, pback and wback, which correspond to mandatory (i), prohibitory (p) and warning (w) signs.
we can see that although the number of traffic signs beyond the 45 classes is less than 100 each, the sum of these classes is still considerable. During the training process, these objects are used as background, which makes the training process unstable, because the objects are more like traffic signs rather than background without objects. Thus, it is easy to produce false positive results for the network. To tackle the problem, we add three sub-classes for background, corresponding to the three super-classes of traffic signs, i.e., mandatory (i), prohibitory (p), and warning (w) signs. The traffic signs out of the 45 classes are designated into the background subclasses according to their respective superclass, rather than simply into background. Thus, there are in total 49 classes in FAMN structure. Amongst them, 45 classes are the classes with 100+ instances, 3 classes are the background subclasses, while the last one is the background without any object. The network predicts 49 (45 + 3 + 1) class scores, which makes the training process more stable and produces better results.
B. IMPLEMENTATION DETAILS 1) LOSS FUNCTION
FAMN is a two-stage object detection framework. The first stage RPN generates different level regions, and the second stage ODN (Object Detection Network) extracts features based on the regions, and generates final classification and bbox regression results. We use approximate joint training [10] method to train the region proposal and object detection network simultaneously. RPN has two sibling outputs, denoted as p 1 and t 1 ; And ODN also has two similar sibling layer outputs, denoted as p 2 and t 2 . Wherein p 1 is the probability that an anchor contains objects, p 2 is the predicted probability for each category, and t 1 and t 2 are vectors representing for the 4 parameterized coordinates of the proposed regions and predicted bounding boxes.
With these definitions, we minimize an objective function following the multi-task loss in Faster R-CNN [10] . Our loss function for an image is defined as follows:
wherein, λ 1 and λ 2 are balancing parameters to control the balance between the classification and regression losses. All experiments use λ 1 = λ 2 = 1. The Iverson bracket indicator function [x ≥ 1] equals 1 when x ≥ 1, and 0 otherwise. The ground-truth label p * 1 equals 1 if the anchor is positive, and equals 0 if the anchor is negative. p * 2 is the ground-truth class label. t * 1 is the ground-truth bounding box associated with a positive anchor, and t * 2 is the ground-truth bounding box associated with a positive proposal. t 1 , t * 1 , t 2 , t * 2 are calculated in the same way as in [10] . L cls is the standard cross entropy loss function [56] , and the bbox regression loss L reg is the robust loss function (smooth L1) defined in [18] .
2) BACKBONE NETWORK
We use VGG16 [57] as the backbone network for our proposed FAMN, which has been pre-trained on ImageNet [58] . Note that FAMN can also work on other pre-trained networks, e.g., deep residual network [33] , attention awareness network [35] , [36] , [38] , and other networks [59] , [60] . Those powerful deep neural networks can effectively improve the extracted features and further improve the performance of our detector. Nevertheless, in order to highlight the effectiveness of our method and to make a fair comparison with other schemes, we use only the most basic feature extraction network. We denote the output feature maps of conv2_3, conv3_3, conv4_3, and conv5_3 as {C 2 , C 3 , C 4 , C 5 }, respectively. They have {4, 8, 16, 32} pixels as the strides, with respect to the original input image. Those feature maps are used to construct feature pyramaid in the same way as [21] . The final set of feature maps is denoted as {P 2 , P 3 , P 4 , P 5 }, corresponding to {C 2 , C 3 , C 4 , C 5 }. Moreover, we use an extra maxpool layer based on C 5 to build P 6 , which is only used to generate the proposal regions, and does not participate in the final classification and localization.
3) OPTIMIZATION
As mentioned above, the backbone network (VGG-16) in FAMN is pre-trained on ImageNet [58] . The additional convolution layers are all initialized by a normal distribution with a mean of 0 and standard deviation of 0.01. The Stochastic Gradient Descent (SGD) optimization algorithm with 0.9 momentum is employed to train the whole network. The default batch size is set to 1, and the initial learning rate is set to 1e-3. The networks are trained 10 epochs, and the learning rate is decreased at the 8th epoch. The learning rate decrease changes the learning rate to 1/10 of the initial learning rate. All the training and testing are conducted on one NVIDIA GeForce GTX 1080 Ti GPU with 11 GB memory.
4) ANCHOR DESIGN AND MATCHING
For training the RPN, we use five anchor scales and three anchor ratios for each feature map of the feature pyramid. Specifically, we use [16, 32, 64, 128, 256] for P2-P6, and use anchor ratios [1, 0.5, 2] for each feature map. The anchors overlap with each other to a large extent. To reduce redundancy, we employ Non-Maximum Suppression (NMS) on the anchors based on their cls scores, and retain the top 150 high confident anchors as proposals. After that, we assign a positive label to anchors with the highest Intersection-over Union (IoU) overlap with a ground-truth box, or has an IoU overlap higher than 0.7 with any ground-truth box. Each SGD mini-batch contains 256 proposals selected from all post NMS anchors to train RPN, 50% of which are positive samples.
For training the ODN, we sample 96 ROIs for each image from proposals generated by RPN. 25% of the ROIs are sampled from object proposals that have an IoU overlapping with a ground-truth bounding box of at least 0.5. These RoIs are labeled with a foreground object class. The remaining RoIs are sampled from object proposals that have a maximum IoU with ground truth within the region [0.1, 0.5), following [10] . These ROIs are the background examples and are labeled with 0.
5) INFERENCE
At the inference phase, the RPN generates instance regions, and its corresponding part regions and context regions firstly. After that, the FA structure is used to extract multi-scale features for all the regions. Then the MN structure uses these features to acquire fine-grained features of traffic signs, and outputs top 300 high confident detections per image. There might be highly overlapping bounding boxes within the detection results. Thus, we use NMS with threshold 0.3 to filter out redundant bounding boxes. The remaining boxes are the final detection results.
C. PERFORMANCE
Performance of traffic sign detection is evaluated by regular metrics, including recall, precision and F1-measures, which are the same as those used in previous studies [17] .
In order to prove the effectiveness of FAMN in different scales, we divide traffic signs into three size groups: small group with size ∈(0, 32] pixels, medium group with size ∈(32, 96] pixels, and large group with size ∈(96, 200] pixels. On the three size groups, we compare FAMN against seven existing schemes, as shown in Table 1 . Amongst them, SSD [12] , Faster RCNN [10] , FPN [41] and Mask RCNN [22] are general object detection schemes, whilst MR-CNN [17] , p-GAN [16] , and Zhu et al. [13] are state-of-the-art schemes on traffic sign detection task.
As shown in Table 1 , our proposed FAMN outperforms all the existing schemes in three size groups. At the resolution of 2048, the F1-measure obtained by FAMN is 89.2%, 95.7%, and 94.4% for small, medium and large size groups, respectively. It outperforms MR-CNN [17] by 3.2%, 2.2%, and 4.3%, for small, medium, and large size groups, respectively, and by 3.2% on average. At the resolution of 1600, the F1-measure of FAMN is 87.8%, 95.4%, 94.0% for small, medium and large size groups, respectively. It outperforms p-GAN [16] by 1.4%, 2.0%, and 4.0%, respectively, and by 2.47% on average. Here, since p-GAN has no open source implementation, we use the results reported in the paper [16] directly. The definition of large size group in p-GAN is (96, +∞), which is slightly different from us (96, 200] . As shown in Fig. 5 , there are very few samples with sizes bigger than 200, thus, the difference between the two definitions is minor. Considering the influence of these samples, our method can also achieve much better results than p-GAN. Besides, with small resolution of 1024, FAMN is still able to achieve comparable even better results with the stateof-the-arts with resolution of 2048. This demonstrates that FAMN is able to extract multi-scale features and improves the performance of small object detection effectively. Moreover, FAMN also outperforms other general object detection schemes, e.g., Mask RCNN and FPN. Comparing FAMN with the best result from each size group, i.e., 86.4%, 93.5%, 90.7%, of the state-of-the-art, FAMN still achieves 2.8%, 2.2%, and 3.7% improvements, and 2.9% improvement on average. Figure 5 illustrates the performance of F1-measure and object numbers on different sizes of traffic signs. As can be seen from the figure, there are very few samples in the last region [200, +∞). Thus, there is no need to carry out detailed partition and calculation for that region. From Fig. 5 , we can see clearly that the size distribution of traffic signs is very unbalanced, mainly focusing on small and medium sized objects. Our method FAMN achieves accurate results at most sizes. It is noteworthy that the F1-measure decrease to a certain amount in the first and last bars. This is because the numbers of objects in these two regions are too small.
Correspondingly, there are not sufficient samples to illustrate the strength of our model. In other words, detection results on such a small number of samples are not credible, because even a slight noise may have a remarkable impact on the final performance. Thus, we only choose the three size groups mentioned above (i.e., small, medium, and large) for comparison, instead of employing a more detailed partitioning scheme. Table 2 demonstrates the detailed F1-measure comparison of FAMN against the state-of-the-arts for each class in TT100K dataset, with resolution 2048. From the table, it is clearly observable that FAMN is able to obtain the best result in almost every class of TT100K. Out of 45 classes in TT100K, FAMN is able to achieve better F1-measure than the state-of-the-art in 35 classes. Moreover, FAMN makes significant improvements in classes with similar appearance, i.e., so-called hard examples. For example, 'il100', 'il60', and 'il80' are three types of traffic signs with very similar appearance. For the three classes, p-GAN achieves F1-measures of 96%, 93%, 89%, respectively, while MR-CNN achieves F1-measures of 93%, 93%, 91%, respectively. For FAMN, it is able to achieve F1-measures of 99%, 96%, and 98% for these three classes respectively, almost 5% improvement on average for each class. It demonstrates clearly that FAMN can improve the performance of fine-grained classification effectively. Figure 7 illustrates the Precision-Recall (P-R) curve of all schemes at different size groups. We calculate and plot the P-R curve the same way as in [13] . P-R curve is widely used to evaluate performance of object detection. The area under FIGURE 6. An illustration of detection performance of FAMN. The subfigure at the bottom left corner is zoomed in from the rectangular area of each image. It can be seen that FAMN is able to detect small objects well and identify similar traffic signs correctly, e.g., ''pl100'' and ''pl120''.
the P-R curve reflects the performance of object detection. The larger the area is, the better the performance is. From the figure, we can see that FAMN has the largest area in all the three size groups, which demonstrates that FAMN outperforms the state-of-the-art from P-R curve perspective.
To make a straightforward presentation of object detection performance of FAMN, we select some representatives for illustration in Fig. 6 . The subfigure at the bottom left corner is zoomed in from the rectangular area of each image. From the figure, we can see that traffic signs in the wild are usually small and have similar appearance. Despite of the difficulties, FAMN is able to recognize very small objects accurately. Even for highly similar traffic signs like 'pl100' and 'pl120', FAMN is able to identify the differences correctly. Moreover, the traffic signs shown at the fourth column of the first row in Fig. 6 are seriously blurry. Nevertheless, FAMN is still able to detect and classify them correctly.
Experimental results shown above demonstrate that our proposed FAMN can extract multi-scale and fine-grained features well. Correspondingly, it is able to improve the performance of traffic sign detection significantly.
D. ABLATION STUDY
To analyse the influence of different components on FAMN, we present an ablation study in this section. All experiments are conducted on the TT100K dataset. In order to compare the results more straightforward, we use mean Average Precision (mAP) to evaluate the experimental results. The same settings are used in all ablation study, and the image resolution is set 1024. Table 3 and Table 4 illustrate the influence of different scales of part and context regions on the detection results, while Table 5 presents the contribution of different components on the detection results. We give an detailed analysis in the subsequent subsections.
1) THE IMPACT OF PART AND CONTEXT REGIONS
When selecting part regions and context regions, we employ a heuristic approach. Specifically, based on the observation of traffic signs in the datasets, we select the part and context regions that are most straightforward from human perspective. We design a set of experiments to compare the influence of different scales of context region and part region on the performance of mAP, as illustrated in Table 3 and Table 4 , respectively.
For the part region experiments (as shown in Table 4 ), we use the configurations of Row 5 in Table 5 ; while for the context region experiments (as shown in Table 3 ), we use the configurations of Row 7 in Table 5 . In order to facilitate the experiment, we select a set of concentric square regions to conduct a comparative study, i.e., α = β in Equation 3. We use a variable Scale to represent the value of α and β. As shown in Table 3 and 4, adding part region or context region has a positive effect on the performance in most cases. Nevertheless, the improvement is not remarkable. The heuristic scheme we use achieves comparable results in selecting part regions or context regions, which implies that prior knowledge is very important and effective for traffic sign detection. Note that fine-tuning the part or context regions might lead to performance improvement, but the cost of the adjustment makes the efforts unworthy. Moreover, too fine-tuning of parameters may result in overfitting. Thus, employing a heuristic approach to select the scales of part and context regions is appropriate and has good generalization capability.
2) THE IMPACT OF BACKGROUND SUBCLASSES
From Table 5 , we can see that by adding three background subclasses, the detection performance is improved by 0.2% (0.878−0.876 = 0.002). This indicates that some classes that do not belong to the 45 classes do affect the stability of training. By adding three background subclasses, the influence of these noises is eliminated in the training process. Thus, it makes the training process more stable and able to obtain better results.
3) THE IMPACT OF FEATURE AGGREGATION
The Feature Aggregation (FA) module integrates features from different levels of the feature pyramid, resulting in better feature representation. When using FA alone, the baseline is improved by 0.4% (0.882 − 0.878 = 0.004). More importantly, FA improves the effect of part features and context features significantly, because the features required by different regions are not completely dependent on a particular feature map. Thus, by fusing features from multi-layer, more appropriate features are obtained in both part region and context region.
4) THE IMPACT OF PART AND CONTEXT FEATURES
Part and context features make a contribution to the final results. Nevertheless, in the original FPN structure, part features have no improvement, whilst context features have only a small improvement. This is caused by the way FPN allocates regions. As the areas of context region, part region, and instance region are different, it is likely that they are assigned to different feature maps, which leads to mismatches between features. In turn, it is difficult to achieve good results. When part features and context features are combined with feature aggregation, all regions have access to the information from all feature maps. Thus, there is no mismatch between features and it is able to obtain good results. With FA and part feature, the result is increased by 0.2%; while with FA and context feature, the result is increased by 0.2% than only with FA.
Combining all these components with Multipath Network (MN) design, FAMN improves 1.4% over baseline on mAP. The FA structure aggregates information from different feature maps and acquires multi-scale features. The MN structure combines part features, context features, and instance features to obtain a fine-grained descriptor for each proposal. Experiments shown above demonstrate that the combination of FA structure and MN structure is very effective.
V. CONCLUSION
In this paper, we proposed an end-to-end traffic sign detection framework Feature Aggregation Multipath Network (FAMN). It consists of two main structures named Feature Aggregation and Multipath Network structure to solve the problems of small object detection and fine-grained classification in traffic sign detection. Compared with existing schemes, FAMN makes great improvement and achieves state-of-the-art detection accuracy in TT100K dataset. In the future, we will continue to improve extracting more fine-grained features based on object detection framework, and extend our method to similar usage scenarios. 
