This paper analyses the impact of using different macroeconomic variables and output decompositions to estimate the euro area output gap. We estimate twelve multivariate unobserved components models with phase shifts being allowed between individual cyclical components. As output decomposition plays a central role in all multivariate models, three different output decompositions are utilised; these are a first-order stochastic cycle combined with either a local linear trend or a damped slope trend, and a second-order cycle plus an appropriate trend specification (a trend following a random walk with a constant drift is generally preferred). We also extend the commonly used trivariate models of output, inflation and unemployment to incorporate a fourth variable, either investment or industrial production. We find that the four-variate model incorporating industrial production produces the most satisfactory output gap estimates, especially when the output gap is modelled as a first-order cycle.
Introduction
A fundamental objective of monetary and fiscal policy is to dampen economic fluctuations by keeping key macroeconomic variables, such as output and unemployment, close to their natural rates. To do this, economists need to be able to identify accurately the unobserved features of an economy, such as potential (trend) output, the output gap and the Non-Accelerating Inflation Rate of Unemployment (NAIRU), from observed macroeconomic data. Potential output is the maximum level of output that the economy can produce with stable inflation, and it should be accompanied by an unemployment rate that is consistent with the NAIRU.
Deviations in output from this potential define the output gap, which is typically used as an indicator of inflationary pressures. A positive output gap implies that output is above its potential, in which case inflation will generally rise and a tighter monetary policy may then be needed to curb demand and inflationary pressures. Moreover, from a fiscal policy perspective, knowing the output gap will enable the cyclically adjusted budget deficit to be calculated, which is important since this provides a measure of the health of the underlying public finances.
In short, the output gap plays a central role in determining the stance of an economy's monetary and fiscal policies. A macroeconomic policy based on accurate output gap estimates can therefore attempt to mitigate the adverse effects associated with recessions and below trend growth and also help to provide sustainable economic growth. Conversely, basing economic policy on unreliable output gap estimates may damage the economy: for example, the surge in inflation during the 1970s was likely to have been, in part, due to monetary policy underestimating the size of the output gap.
It is well known that the output gap is notoriously difficult to measure and, as a consequence, output gap estimates differ widely depending on the methods used for their calculation (Canova, 1998) . These methods can be divided broadly into three groups. The first relies on purely statistical approaches, such as the Beveridge-Nelson (1981) decomposition, the Hodrick-Prescott (1997) trend filter, the Baxter and King (1999) band-pass filter, and so on. These models simply 'let the data speak' and do not include potentially useful information about the supply side of the economy or business cycle information that might be contained in macroeconomic variables other than aggregate output. The second group employs the production function approach (PFA) that has been widely used by international institutions, such as the OECD (2001), the IMF (de Masi, 1997) and the European Commission (McMorrow and Roeger, 2001) . Unlike the first group, PFA is a multivariate method that constructs potential output from the levels of its structural determinants, such as productivity and factor inputs. The third group is also multivariate but uses aggregate level data, incorporating a statistical output decomposition along with the inclusion of macroeconomic relations, such as the Phillips curve and Okun's law, and other variables that may contain business cycle fluctuations. Various multivariate unobserved components (UC) models are used by this group. A major advantage of a multivariate UC model over a purely statistical approach is that the former utilises a range of economic data. In addition, as a UC model can be cast in state-space form and estimated using the Kalman filter, estimates of unobserved components and their associated mean squared errors can be obtained. The latter provide an indication of how accurate potential output, and hence output gap, estimates are, something that cannot be provided by most PFA approaches. 1 Compared with other multivariate 1 An exception is Proietti et al. (2007) , who propose a multivariate UC model based on PFA.
decompositions, such as the multivariate Beveridge-Nelson decomposition (King et al. 1991; Proietti, 1997) , multivariate UC models have more flexibility as they allow for dynamic interactions between observed and unobserved variables to be modelled in specific ways according to the objectives of the research.
An early example of this line of research was the bivariate UC model of US output and unemployment, based on Okun's law, that was proposed by Clark (1989) to estimate the output gap. Subsequently, Kuttner's (1994) bivariate UC specification combined Watson's (1986) output decomposition with a backward-looking version of the Phillips curve to relate changes in inflation to the output gap. A trivariate model of output, inflation and unemployment was used by Apel and Jansson (1999) to systematically estimate the NAIRU and the output gap for the UK, US and Canada.
Rünstler (2002) extended Kuttner's (1994) bivariate model by including capacity utilisation and factor inputs to estimate the euro area output gap. Doménech and Gomez (2006) estimated the US output gap using a four-variate model of output, unemployment, inflation and investment in which volatility breaks were allowed. In addition, a hybrid version of the Phillips curve was proposed which contained several lagged inflation rates to account for backward-looking behaviour in forming inflation, while forward-looking behaviour was captured by the dynamics of core inflation.
However, this hybrid version of the Phillips curve was criticised by Harvey (2008) on the grounds that using lagged dependent variables imposes restrictions on the estimates of core inflation: he therefore preferred to specify the Phillips curve in terms of additive components. Basistha and Nelson (2007) estimated the US output gap using a bivariate model that combines inflation and output through a forward-looking Phillips curve, with core inflation being a linear projection on survey expectations of inflation and a lagged inflation rate. Additionally, a non-zero correlation between the innovations of the trend and cycle components was allowed.
To the best of our knowledge, previous research, including that discussed above, has not specifically investigated the relationships between the output gap and any cyclical fluctuations contained in those additional variables, such as inflation and unemployment, used to identify the gap. However, knowing the phase shifts and correlations that exist between the various cyclical components could enable us to understand the properties of different output gap estimates and help to select the appropriate variables to use, along with output, in calculating the gap. To investigate this, we use stochastic cycle specifications, of the type developed by Harvey (1989) , Harvey and Jaeger (1993) , Trimbur (2001) and Harvey and Trimbur (2003) , to model the dynamics of the output gap, and follow Rünstler (1997 Rünstler ( , 1998 Rünstler ( , 2004 in exploiting the phase shifts and contemporaneous cycle correlations implied by the various model parameter estimates. In addition, we extend the commonly used trivariate models of output, inflation and unemployment to incorporate a fourth variable, either investment, as suggested by Doménech and Gomez (2006) , or industrial production. The importance of industrial production for indicating the cyclical state of the economy is emphasised by the business cycle dating committees of both the National Bureau of Economic Research (NBER), for the US, and the Centre for Economic Policy
Research (CEPR), for Europe, but has generally been overlooked by academic research.
As output decompositions play a central role in all our multivariate models, we also investigate the impact of using different decompositions on output gap estimates.
In particular, we compare three alternative combinations of the output trend and cycle.
These are a first-order stochastic cycle with either a local linear trend or a damped slope trend, and a second-order stochastic cycle plus an appropriate trend specification (a random walk trend having a constant drift is always statistically preferred). Higher-order stochastic cycles have been little exploited in the literature.
Although Harvey and Trimbur (2003) find that a second-order cycle produces good results in their univariate and bivariate models of US output and investment, they do not go on to assess the reliability of their resulting output gap estimates. Such reliability issues have been the concern of Orphanides and van Norden (2002) , Camba-Méndez and Rodriguez-Palenzuela (2001) , Rünstler (2002) and Jean-Philippe and van Norden (2005) and we also address these issues here.
To preview our results, we find that four-variate models with industrial production as the fourth variable and with the output gap modelled as a first-order stochastic cycle produce the most satisfactory gap estimates, both in terms of having only small revisions over time and in having only small errors left in the final output gap
estimates. In addition, we observe that, when the output gap is specified as a secondorder cycle, final estimation errors of the output gap increase considerably when compared to those from a first-order cycle specification. Finally, investment appears to be a leading indicator with respect to the other variables included in the model, since the leads-and-lags between the output gap and individual cyclical components are considerably larger in those models containing investment than in other models.
The rest of the paper is organised as follows. Section 2 presents twelve multivariate UC models for estimating the output gap. The parameter estimates and unobserved components obtained from these models are discussed in section 3.
Section 4 focuses on analysing the contemporaneous correlations and phase shifts between these cyclical components. The reliability of the output gap estimates are assessed in section 5 and, finally, section 6 concludes. 
β is the slope of the trend, m is a constant drift and φ is the damping factor. The disturbances t ε , t η and t ξ are assumed to be mutually and serially independent. As (1) and (2), so that the UC model takes the form of a 'smooth trend plus white noise'. Proietti et al. (2007) , however, have shown that this filter is inappropriate for the euro area data as the residuals from such a model exhibit strong autocorrelation.
The cycle, t ψ , is a stationary process that has zero long-run persistence, strong autocorrelation and alteration of phases. We consider two specifications of a stochastic cyclical component, the first-order cycle introduced by Harvey (1989) and Harvey and Jaeger (1993) and the higher-order cycle proposed by Trimbur (2001) and Harvey and Trimbur (2003) .
The statistical specification of a first-order cycle is The first-order cycle can be generalised to a higher-order cycle as shown by Trimbur (2001) and Harvey and Trimbur (2003) . Smoother cycle processes can be produced by specifying 
where now ( ) 
The Phillips curve
The Phillips curve used in this paper is specified as
where core inflation t π follows a random walk and t γ is a seasonal component that can be modelled as either a deterministic or a trigonometric seasonal component (Harvey, 1989) . This formulation can be regarded as both a forward and backwardlooking Phillips curve (Harvey, 2008) . Moving average terms can be introduced into (8) if autocorrelation is present in the residuals. Harvey (2008) argues that (8) should be preferred to a specification using autoregressive terms as in the latter specification the dynamics of inflation are imposed on core inflation. 
2.3
Okun's Law Apel and Jansson (1999) , Rünstler (2002) and Camba-Méndez and RodriguezPalenzuela (2001) all propose trivariate models that incorporate both the Phillips curve and Okun's law along with an output decomposition to estimate the output gap.
Here we specify the negative relationship between the output gap and cyclical unemployment by means of the following equation 
, shows that the dynamics of the inflation gap are imposed on core inflation, π .
This specification is chosen in an attempt to model the upward trend in euro area unemployment during the sample period, which increased from the early 1970s to the mid-1980s and remained persistently high even when inflation stabilised at a low level. This specification for the euro area NAIRU is also supported by Fabiani and Mestre (2004) and Berger (2008) .
Other variables
A variety of other variables may also contain valuable information for estimating the output gap. Rünstler (2002) concluded that more reliable output gap estimates for the euro area could be obtained by including capacity utilisation and factor inputs, while Doménech and Gómez (2006) emphasised the importance of using investment to estimate the output gap. However, both omit industrial production, whose importance in terms of indicating the cyclical state of the economy has been highlighted by both the NBER and the CEPR business cycle dating committees. We therefore extend our triviariate model outlined in Section 2.3 to include a decomposition of industrial production, given by
As with unemployment, the cyclical component of industrial production is also specified as a linear combination of both ( ) n t ψ and ( ) * n t ψ , and an idiosyncratic shock IP t ε is also included.
In addition, we estimate a second four-variate model with industrial production replaced by investment. To preview our results, we find that the four-variate model with industrial production yields less parameter uncertainty and final estimation errors than the four-variate model incorporating investment.
To sum up, we investigate a number of UC specifications for identifying the output gap. Output decomposition plays a central role in all these models as linear combinations of the output gap variables ( ) n t ψ and ( ) * n t ψ are used to describe all the cyclical components appearing in the models. As a consequence, all cycles share the same autocorrelation function as specified in equations (5) and (7) for the first-and second-order stochastic cycles, respectively.
State-Space form
All models can be recast into state-space form for estimation. For example, the statespace form for a four-variate model with a LLT and a second-order stochastic cycle is given by Koopman and Durbin (2003) . All the computations were performed using the library of state-space functions in SsfPack 3.0 developed by Koopman et al. (2008) .
Data and estimation results
The data used in this paper are quarterly data for the aggregate euro area from In total, we estimate twelve multivariate models containing different combinations of variables and output decompositions. These are set out in Table 1 , where column headings list the variables used in each model and row headings give the type of output decomposition employed: for example, Model 1 uses the bivariate approach with output decomposed into a LLT and a first-order cycle.
5 As the CPI itself is not seasonally adjusted, we adjust it using a deterministic seasonal component. Our deseasonalised series is consistent with that obtained by using the X-12-ARIMA seasonal adjustment procedure. 6 Test statistics are available upon request. The parameter estimates obtained from each of the models are reported in Tables   2 and 3 . Diagnostic checking of all models is performed using standardised prediction errors. Dummy variables are used to reduce the degree of non-normality in the model residuals, as detected by the Jarque-Bera (JB) test. These dummies are required for outliers occurring during the mid-1970s and during the current recession:
specific dates are listed in Tables 2 and 3 . All dummy variable coefficients are statistically significant.
Initial estimation indicated that there was significant third-order autocorrelation in the residuals of the inflation equation. A moving average term at lag three is therefore included to eliminate this autocorrelation: the estimates of 3 ϕ , the parameter of the third-order MA term, are positive and statistically significant.
Parameter estimates for the three bivariate models (Models 1-3) are presented in Table 2 . When the LLT (Model 1) is replaced by a DST (Model 2), the output cycle Notes: the first six panels present estimates of the trend, the output gap and core inflation obtained from Models 1-3. When the unobserved components have the same name,
' marks the components estimated from Model 2, while '' denotes the components from Model 3. Since the estimated seasonal components, plotted in the last two panels, are consistent across different models, we only present them for Model 1 to save space. We now turn to the parameter estimates of the three trivariate models (Models 4-6) presented in Table 2 . Although three dummy variables are used to pick up major outliers in the unemployment series, normality is still rejected for the unemployment residuals and autocorrelation is found in them when the second-order cycle is used (Model 6). 8 Compared with the output gap obtained from the bivariate models, we again observe that the second-order cycle produces longer cycle durations and greater volatility than the first-order cycle, but these values appear to be smaller than those obtained from the bivariate models. The loading parameters ur θ and * ur θ are also found to be significant and the negative sign of ur θ is consistent with Okun's law.
The process generating the NAIRU is an integrated random walk in Models 4 and 5, while it becomes a LLT in Model 6. In all trivariate models, the idiosyncratic component of unemployment, Notes: Graphs in the left column plot unobserved components from Model 4, while the right column displays those estimated from Model 6. Table 3 reports the parameter estimates of the three four-variate models with industrial production included (Models 7-9). As expected, the output gap estimates obtained from these models have higher volatility than those from the corresponding bivariate and trivariate models, as industrial production exhibits greater cyclical fluctuations. Although Model 9, in which the output gap is specified as a secondorder cycle, has a higher log-likelihood than either Models 7 and 8, which have firstorder cycles, it is nevertheless unable to explain all the cyclical fluctuations in industrial production since the idiosyncratic component, Notes: Graphs in the left column plot unobserved components from Model 7, while the right column displays those estimated from Model 9. A further three four-variate models (Models 10-12) are also reported in Table   3 , in which industrial production is replaced by investment. The output gap estimated from these four-variate models exhibits the highest volatility among all the models analysed. This is because investment has the largest cyclical swings of all the variables, and these swings are reflected in the output gap estimates. Consistent with the above findings, the second-order cycle again appears to be more persistent and volatile than the first-order cycle, as the period increases from 39 to 58 quarters, and Notes: Graphs in the left column plot unobserved components from Model 10, while the right column displays those estimated from Model 12.
Modelling phase shifts
When additional variables are included in the model to identify the output gap, it is important to investigate the relationship between the output gap estimate and the cyclical components of these variables. The individual cyclical components have therefore been specified as linear combinations of both ( ) n t ψ and ( ) * n t ψ , as this allows us to assess phase shifts and cross cycle correlations using the parameter estimates. The ACF of the vector of cyclical components,
where ( ) s Γ is the ACF of (5), (7), (15) and (16) show that ( ) x s Γ consists of damped cosine functions, where the damping pattern depends on both ρ and n . The cross correlation function between individual cyclical components is given by
when the first-order cycle is used. With a second-order cycle specification, the cross correlation function becomes
We have computed contemporaneous correlations and phase shifts among the cyclical components from all the multivariate models presented in Tables 2 and 3: however, statistics are only reported in Table 4 for eight of the models. Phase shifts are displayed in the cells of the upper triangle of the table and contemporaneous correlations in the cells of the lower triangle. The first number in each cell is taken from those models with output decomposed into a first-order cycle and a LLT, and the number in parentheses is taken from models using a second-order cycle specification.
All models imply that the output gap leads the cyclical fluctuations in inflation and unemployment, but lags those of industrial production and investment. Mixed results are obtained when comparing trivariate models with four-variate models, as the lead-and-lag relationship between the cyclical components of inflation and unemployment is reversed. Although the lead-and-lag relations between industrial production and investment are not directly measured, it can be seen that the fourvariate models which use investment produce longer leads-and-lags between output gap estimates and individual cyclical components compared to those computed from the models using industrial production. This may suggest that investment can be thought of as more of a leading indicator than a coincident variable with respect to the other variables included in the model. A mixed picture is presented when we try to analyse whether the use of a secondorder cycle increases contemporaneous correlations. We find that, in bivariate and trivariate models, the use of a second-order cycle does increase the correlations between cyclical components. However, this is not so clear in the four-variate models which include industrial production, as the correlation between the output gap and the cyclical component of industrial production is reduced by 14% when the first-order cycle is replaced by a second-order cycle. Furthermore, it seems that a second-order cycle is not suitable for the four-variate model with investment, as most contemporaneous correlations are lowered. Finally, there is no doubt that industrial production and investment share more common cyclical fluctuations with output than with unemployment, as the correlation between the output gap and the cyclical component of unemployment declines dramatically when industrial production or investment is included in the model.
5
The accuracy of output gap estimates
Given the variety of models estimated in this paper, it is essential to have some criteria to judge which model provides the most reliable output gap estimates. Orphanides and van Norden (2002) used different vintages of US data to find that data revision did not appear to be the primary source of gap revisions for any of the models they examined. This is broadly consistent with Jean-Philippe and van Norden (2005), who found that, although the impact of data revision on Canadian output gap estimates varies across models, it was often dominated by other sources of gap revisions. Because of the lack of any real-time data for the aggregate euro area, we are unable to analyse the impact of data revision on the reliability of our output gap estimates, and so have to focus on assessing other sources of uncertainty.
The criteria commonly used to assess the reliability of output gap estimates are that there should only be small subsequent revisions caused by the arrival of new information, that only small errors should be left in the final estimates, and that
estimates of the output gap should be able to forecast future inflation. We have performed all three exercises, but we only present results from the first two since none of the models that we have analysed can adequately predict inflation rates during the current recession. 
Size of revisions
When new observations become available, the output gap estimate is updated to incorporate this new information and therefore statistical revisions are produced. As shown by Orphanides and van Norden (2002) , most revisions are due to uncertainty associated with the end-of-sample estimates of the output trend from univariate models. To analyse both the overall revision and the revisions caused by different factors, they produce four output gap estimates (i.e., Real Time, Quasi-Real, Quasi- ψ Ξ reflects those revisions arising from the filtering process. Since the differences between the Quasi-Real, Quasi-Final and Final different output decompositions are used. However, it is large parameter instability that increases the total revisions produced by Model 2, while the reduction in total revisions found in Model 6 is due to small revisions occurring in the filtering process.
We also present correlations between Quasi-Real, Quasi-Final and Final estimates in parentheses and these are consistent with the relative size of revisions. 
1 1
where ( ) In Figure 6 we plot the standard errors of the final estimates from our twelve However, this assessment involves a number of subjective elements and we do not pursue this approach here.
complete sample are excluded. In all panels of Figure 6 , the ( ) It can also be seen that the output gap estimates obtained from the trivariate and four-variate models exhibit smaller final estimation errors than those estimated from the bivariate models. This is especially true for the two trivariate (Models 4 and 5) and two four-variate models (Models 7 and 8) using a first-order cycle. It also appears that Models 7 and 8 are effective in reducing the level of parameter uncertainty observed in Models 4 and 5. However, this is not achieved by Models 10 and 11, which include investment, as the level of overall uncertainty in them is considerably higher.
To sum up, we have performed two exercises in this section to assess the reliability of the output estimates obtained from our models. First, we measured the relative size of revisions caused by the arrival of new information over time and found that those from four-variate models were generally smaller than 0.5 and robust to the use of different output decompositions. In contrast, the three trivariate models, on average, produced the largest relative revisions among all the models analysed. The focus of the second exercise was to evaluate the remaining errors in the final output gap estimates by taking into account parameter uncertainty. The results clearly indicate that the use of a second-order stochastic cycle yields considerably higher final estimation errors than the first-order cycle specification. Finally, we found that the two four-variate models (Models 7 and 8) using industrial production, with the output cycle specified as a first-order cycle, gave the smallest final estimation errors. Fourvariate models with investment (Models 10 -12)
Notes: Standard errors of the final output gap estimates obtained using MLE from Models 1, 4, 7 and 10 are plotted in solid lines, those from Models 2, 5, 8 and 11 are plotted in dotted lines, and those yielding from Model 3, 6, 9 and 12 are in dashed lines. Standard errors of final estimation errors allowing for parameter uncertainty are plotted using lines with symbols. In order to distinguish those produced in Models 2, 5, 8 and 11 from those in Models 1, 4, 7 and 10, we plot the former using lines with crosses, while the latter are lines with circles.
Conclusions
In this paper we have estimated and analysed output gap estimates obtained from twelve multivariate UC models using different variables and output decompositions.
Since previous research does not provide any formal analysis of the relationships existing between the estimated output gap and the cyclical components of any additional variables used to identify the gap, we performed this analysis by measuring phase shifts and contemporaneous correlations using the parameter estimates from the models. This provides a better understanding of the different output gap estimates. In addition, we compared differences in output gap estimates attributable to using alternative output decompositions. Finally, we performed two standard tests to assess how reliable our estimates are in terms of the size of revisions and the scale of the errors remaining in the final estimates.
The results can be summarised as follows. First, we conclude that four-variate models with industrial production and a first-order stochastic cycle provide the most reliable output gap estimates. Second, although the use of a second-order cycle in the trivariate model significantly reduces the size of revisions, in general it is found that errors in the final estimates are increased dramatically when second-order cycles are used. It also appears that the second-order cycle is not suitable for four-variate models with investment as both the log-likelihood and the contemporaneous cycle correlations among most cyclical components decrease. Finally, the lead-and-lags between output gap estimates and individual cyclical components are considerably larger in the four-variate models containing investment.
