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Resumen 
 
Los sistemas de control visual permiten a un robot 
posicionarse con respecto a un objeto mediante una 
cámara a partir de una imagen adquirida en la 
posición deseada. Sin embargo, para tareas en las 
que es necesario seguir una trayectoria determinada 
en el espacio 3D, el control visual basado en imagen 
clásico falla. El seguimiento intemporal de 
trayectorias basado en control visual virtual es una 
técnica que permite realizar ese seguimiento de una 
trayectoria en el espacio imagen. En este artículo se 
describen brevemente las principales características 
de este método y se estudia la influencia del muestreo 
de la trayectoria deseada en el comportamiento 
global del seguimiento. 
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1 INTRODUCCIÓN 
 
Hasta la fecha, mayoritariamente, los sistemas de 
control visual se han utilizado en la robótica como 
una herramienta para el posicionamiento de un robot 
respecto a un objeto de su entorno [3]. El control 
visual consiste básicamente en extraer información 
visual de una imagen adquirida por la cámara y 
compararla con la información visual obtenida en la 
posición deseada del robot. Minimizando el error 
entre las dos imágenes es posible situar el robot en la 
posición deseada. En el control visual basado en 
imagen no se necesita extraer la posición 3D del 
objeto para minimizar el error, siendo de esta forma 
estable con respecto a errores de calibración en los 
parámetros de la cámara o del robot. Estos sistemas 
son asintóticamente estables únicamente de manera 
local (es decir, en condiciones en las que la posición 
inicial del robot y la deseada están muy próximas). 
Sin embargo, en desplazamientos mayores, los 
errores en el cálculo de los parámetros intrínsecos de 
la cámara [4], o en la estimación de las distancias al 
objeto [5] pueden llevar al sistema a un mínimo local 
[1]. Una posible solución es alcanzar la posición final 
siguiendo una trayectoria deseada. Esta trayectoria se 
muestrea, tomándose en cada momento una 
referencia distinta como deseada para el sistema. De 
esta forma, las posiciones actual y deseada se 
encuentran muy cercanas, y el sistema aprovecha la 
estabilidad local del control visual basado en imagen. 
 
Cuando un robot interacciona con su entorno, la 
mayoría de los métodos propuestos hasta ahora para 
el seguimiento de trayectorias basados en control 
visual, no funcionan correctamente [6][7]. Estos 
métodos presentan un comportamiento temporal. De 
esta forma, si el robot colisiona con un obstáculo 
alejándose de la trayectoria deseada, el sistema 
empezará a perder referencias que luego ya no se 
recuperan. El robot, al terminar la obstrucción, es 
incapaz de volver al punto exacto en la trayectoria en 
que se produjo la obstrucción, lo que impediría 
realizar el seguimiento completo de la trayectoria. 
 
Para solucionar el problema de las referencias 
dependientes del tiempo, en [2] se presenta un 
método de seguimiento de trayectorias en el espacio 
imagen llamado seguimiento intemporal de 
trayectorias basado en control visual virtual. Este 
método permite realizar el seguimiento de 
trayectorias manteniendo una velocidad constante 
indicada por el usuario,  asegurando que en todo 
momento la posición 3D de la cámara representa una 
configuración válida. En el presente artículo se va a 
estudiar la influencia del muestreo de la trayectoria 
deseada en el funcionamiento del sistema descrito en 
[2]. Se pretende presentar los resultados de realizar el 
seguimiento de una misma trayectoria y manteniendo 
la misma velocidad. De esta forma, el único 
parámetro que se modificará será la separación entre 
dos referencias de la trayectoria deseada. 
 
El resto del artículo se organiza de la siguiente 
manera: en la sección 2 se describe la notación y 
trayectoria a seguir empleando el sistema de control 
visual descrito en la sección 3. En el apartado 4 se 
muestran los resultados obtenidos en el seguimiento 
con distinto muestreo de la trayectoria deseada para 
finalizar describiendo las conclusiones. 
2 TRAYECTORIA A SEGUIR 
 
Con el objetivo de definir la trayectoria deseada en 
imagen, a partir de la trayectoria 3D del robot a 
seguir, se obtiene la trayectoria discreta en 3D (ver 
Figura 1). Esta trayectoria discreta es una secuencia 
de N valores discretos, cada uno de ellos 
representando una posición intermedia de la cámara 
{ }k k 1...Nτ = ∈γ/ . La trayectoria de las 
características del objeto implicado en la tarea de 
control visual en la imagen (Figura 2) se obtiene a 
partir de esta trayectoria 3D. Esta trayectoria discreta 
en la imagen estará formada por M puntos, de forma 
que en un instante k, se tendrá una determinada 
configuración { }k k i i 1...M= ∈s f  /  , donde k if  
representa la posición en el espacio imagen del punto 
característico i en el instante k. La trayectoria 3D 
queda de esta forma codificada en un vector de 
configuraciones { }k k 1...N= ∈sT  /  . 
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Figura 1: Muestreo de la trayectoria deseada en el 
espacio cartesiano 3-D. 
 
 
Figura 2: Muestreo de la trayectoria deseada en el 
espacio imagen. 
3 SEGUIMIENTO INTEMPORAL 
DE TRAYECTORIAS BASADO 
EN CONTROL VISUAL VIRTUAL 
 
Considerando un sistema de control visual basado en 
imagen, la velocidad a aplicar al robot respecto al 
sistema de referencia de la cámara será: 
 
 k +s sˆλ= − ⋅ ⋅Lv e  (1) 
 
donde λ es la ganancia del controlador proporcional; 
+
sLˆ  es la pseudoinversa de la matriz de interacción 
[1], ks = −s se  y [ ]T1 2 M, ,...,s = f f f  son las 
características extraídas en la imagen. 
 
El método de seguimiento intemporal de trayectorias 
en la imagen basado en control visual virtual descrito 
en [2], permite realizar el seguimiento manteniendo 
una velocidad constante. Para ello, primero se 
comienza la búsqueda dentro de la trayectoria 
deseada, T, de la configuración ks que está lo 
suficientemente alejada de la posición actual de la 
cámara como para enviar una velocidad al robot 
superior a la deseada. Se fija como |vd| el módulo de 
la velocidad deseada durante el seguimiento de la 
trayectoria. A partir de la posición inicial se itera en 
busca de la configuración ks que, a partir de (1) (y 
tomando s de la imagen captada por la cámara en la 
posición actual), permita superar en módulo la 
velocidad deseada.  
 
Si se indicara este ks como referencia para la ley de 
control visual definida en (1), se tendría un 
controlador que permitiría realizar un seguimiento 
intemporal de la trayectoria deseada. Esto es así 
porque la posición de las características deseadas no 
dependen del tiempo, sino de la ubicación de las 
actuales. La información de la trayectoria a seguir 
está codificada en la imagen, y por tanto, no depende 
del tiempo. El resultado de realizar el seguimiento 
con este controlador no sería, sin embargo, 
satisfactorio. El problema está en que no se 
mantendría la velocidad durante el seguimiento de la 
trayectoria, ya que las distintas posiciones 
muestreadas de la trayectoria T no están separadas la 
misma distancia ni en imagen ni en 3-D. 
 
Para conseguir mantener el módulo de la velocidad 
durante el seguimiento se necesita encontrar la 
posición 3-D entre dos muestras de la trayectoria 
deseada, T, que, al aplicar la ley de control visual 
basado en imagen clásica (considerando sd las 
características proyectadas en la imagen desde esta 
posición), permita obtener exactamente esa velocidad 
deseada. Para ello, en [2] se describe una técnica 
basada en control visual virtual que permite 
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interpolar entre dos referencias de la trayectoria 
muestreada a partir de los datos de la imagen. 
 
 
4 RESULTADOS 
 
En este apartado se van a describir distintos 
resultados obtenidos en la aplicación del sistema 
propuesto para el seguimiento de una misma 
trayectoria con distinto muestreo. Sin embargo, antes 
de mostrar estos resultados se va a detallar el 
equipamiento empleado. 
 
4.1 ARQUITECTURA DEL SISTEMA 
 
La arquitectura del sistema (ver Figura 3) está 
compuesta por una cámara PHOTONFOCUS MV-
D752-160-CL-8 ubicada en el extremo de un robot 
Mitsubishi PA-10 con 7 grados de libertad. El 
sistema de vision captura y procesa hasta 100 frames 
por segundo empleando imágenes con resolución de 
320x240. Para la generación de trayectorias en la 
imagen se emplean 4 puntos generados mediante 
punteros láser cuyos centros de gravedad serán las 
características extraídas. 
 
 
 
Figura 3: Arquitectura del sistema: Mitsubishi PA10 
con cámara PHOTONFOCUS en su extremo y patrón 
de cuatro puntos formado por 4 punteros láser. 
 
4.2 RESULTADOS EXPERIMENTALES 
 
Para comprobar el correcto funcionamiento del 
sistema se prueba el sistema propuesto en [2] para 
seguir la trayectoria mostrada en la Figura 1 (en esta 
figura se representa la trayectoria deseada de la 
cámara en el espacio 3D).  
 
Observando la Figura 4 se puede determinar que se 
obtiene un correcto seguimiento de la trayectoria 
deseada en el espacio imagen. 
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Figura 4: Evolución de las características en la 
imagen tras el seguimiento con el método de 
seguimiento intemporal de trayectorias en la imagen 
basado en control visual virtual. 
 
Una vez determinado el correcto comportamiento del 
sistema en la imagen es necesario comprobar su 
correcto comportamiento en el espacio 3D, es decir, 
si la trayectoria 3D seguida por la cámara ubicada en 
el extremo del robot se corresponde con la deseada. 
En la Figura 5 se puede determinar que el 
comportamiento del sistema es adecuado. 
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Figura 5: Evolución de la cámara en el espacio 3D 
tras el seguimiento con el método de seguimiento 
intemporal de trayectorias en la imagen basado en 
control visual virtual. 
 
Además, y dado que el sistema de seguimiento 
intemporal de trayectorias en la imagen basado en 
control visual virtual permite mantener el módulo de 
la velocidad durante el seguimiento, se puede 
comprobar en la Figura 6, que la velocidad obtenida 
durante el seguimiento se aproxima a la deseada 
(para el seguimiento se ha introducido una velocidad 
deseada de 10 mm/s). 
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Figura 6: Evolución del módulo de la velocidad tras 
el seguimiento con el método de seguimiento 
intemporal de trayectorias. 
 
4.3 ESTUDIO DE LA INFLUENCIA DEL 
MUESTREO EN EL SEGUIMIENTO 
 
El sistema de seguimiento intemporal de trayectorias 
basado en control visual virtual es capaz de 
muestrear la trayectoria deseada para realizar el 
seguimiento. En la Figura 7 se muestra la evolución 
de las características en la imagen para distinto 
muestreo de la trayectoria deseada. El muestreo 
original es de 1 muestra cada 3,5 cm en la trayectoria 
3D (lo que se corresponde con la evolución en 
imagen mostrada en la Figura 4). Se observa que al 
disminuir el número de muestras se obtiene menor 
precisión en el seguimiento de la trayectoria deseada. 
 
En la Figura 8 se muestra la trayectoria 3D de la 
cámara para los distintos muestreos de la trayctoria 
representados en la Figura 7. Se observa que el 
seguimento en el espacio 3D no empeora tanto con la 
disminución del número de muestras como parece 
indicar la evolución de las características en la 
imagen de la Figura 7. La trayectoria 3D mantiene su 
paso por la trayectoria deseada tanto en 1 de cada 5, 
como en 1 de cada 10 muestras, realizando una 
interpolación en 3D (tanto en posición como en 
orientación) de la cámara entre muestra y muestra. El 
resultado es una trayectoria 3D válida muy próxima a 
la deseada, pero con menor número de iteraciones, 
como se puede ver en la Figura 9, donde se muestra 
la evolución del módulo de la velocidad para 
distintas pruebas donde se ha modificado el número 
de muestras de la trayectoria deseada.  
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Figura 7: Evolución de las características en la imagen para: a) 1 de cada 5 muestras, b) 1 de cada 10 muestras, 
c) 1 de cada 20 muestras. 
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Figura 8: Evolución de la trayectoria descrita por la 
cámara en el espacio Cartesiano 3-D para: a) 1 de 
cada 5 muestras, b) 1 de cada 10 muestras, c) 1 de 
cada 20 muestras. 
 
En la Figura 9 se ha representado en azul la 
evolución del módulo de la velocidad para el 
seguimiento de la trayectoria original, es decir, sin 
modificar el número de muestras. Las distintas 
gráficas representadas en la Figura 9 muestran la 
reducción en el número de iteraciones del 
seguimiento al disminuir el número de muestras de la 
trayectoria deseada. Al mismo tiempo permite 
comprobar que el módulo se mantiene constante en 
torno a los 10 mm/s. 
0 20 40 60 80 100 120
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
0.02
Iteraciones
|v
| (
m
/s
eg
)
0 20 40 60 80 100 120
0
0.005
0.01
0.015
0.02
0.025
0.03
Iteraciones
|v
| (
m
/s
eg
)
 
0 20 40 60 80 100 120
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Iteraciones
|v
| (
m
/s
eg
)
 
Figura 9: Evolución del módulo de la velocidad para: 
a)1 de cada 5 muestras. b)1 de cada 10 muestras. c)1 
de cada 20 muestras. 
 
En la Figura 10 se ha representado para distinto 
muestreo de la trayectoria deseada la evolución del 
error en la imagen durante el seguimiento. Estas 
gráficas ilustran lo que se comentaba anteriormente 
de la disminución de la precisión al disminuir el 
número de muestras. El error máximo pasa de 13 
píxeles en el muestreo original de la trayectoria a 20 
píxeles cuando se toma 1 de cada 20 de las 
referencias originales. El número de iteraciones se 
reduce, sin embargo en aproximadamente 100 
iteraciones para completar el seguimiento. 
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Figura 10: Evolución del error en la imagen durante el seguimiento para: a) Muestreo original. b)1 de cada 5 
muestras. c)1 de cada 10 muestras. d)1 de cada 20 muestras. 
 
 
5 CONCLUSIONES 
 
Los sistemas de control visual basado en imagen 
clásicos no permiten controlar el movimiento del 
robot durante la tarea. No son adecuados para el 
seguimiento de trayectorias 3D previamente 
definidas. Para realizar el seguimiento de una 
trayectoria deseada, se propone el uso de un método 
intemporal que permita la interacción del robot con 
su entorno. El método elegido es el seguimiento 
intemporal de trayectorias en la imagen basadoen 
control visual virtual. Con este método es posible 
especificar una velocidad de seguimiento deseada. El 
seguimiento intemporal de trayectorias en la imagen 
basado en control visual virtual permite modificar el 
número de muestras de la trayectoria que se va a 
seguir. El resultado es un seguimiento en menos 
iteraciones, con la consecuente pérdida de precisión, 
ya que se pierde información en la pérdida de 
muestras. Los estudios realizados muestran la 
necesidad de aproximar el número de muestras de la 
trayectoria para obtener resultados aceptables sin 
sobrecargar el sistema. 
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