In this paper, the Gaussian mixture model (GMM) is introduced to the channel multipath clustering. In the GMM field, the expectation-maximization (EM) algorithm is usually utilized to estimate the model parameters. However, the EM widely converges into local optimization. To address this issue, a hybrid differential evolution (DE) and EM (DE-EM) algorithms are proposed in this paper. To be specific, the DE is employed to initialize the GMM parameters. en, the parameters are estimated with the EM algorithm. anks to the global searching ability of DE, the proposed hybrid DE-EM algorithm is more likely to obtain the global optimization. Simulations demonstrate that our proposed DE-EM clustering algorithm can significantly improve the clustering performance.
Introduction
e channel model is of great significance for the wireless communication system simulations and technology evaluations [1] [2] [3] . Meanwhile, the channel model standards, such as the 3GPP TR 36.873 [4] and 3GPP TR 38.900 [5] , are always cluster-based. In [6] , clustering is a necessary signal processing procedure to find the cluster-nuclei. us, the clustering plays an important role in the channel modeling, and a clustering method which can grasp the channel characteristics will significantly improve the precision of the channel model. Additionally, channel clustering also has significant impacts on estimating the channel capacity [7] . erefore, a well-designed clustering method for channel modeling is necessary.
In three-dimensional (3D) multiple-input multipleoutput (MIMO) channels, adjacent multipaths have similar parameters and always present correlations with each other. erefore, the cluster of channel multipaths is defined as a set of multipath components (MPCs) with similar parameters consisting of the elevation angle of departure (EOD), the azimuth angle of departure (AOD), the elevation angle of arrival (EOA), the azimuth angle of arrival (AOA), the delay (τ) [8] , etc.
ere are many clustering algorithms [8] used for MPC clustering. In the K means field, a new initialization method is proposed in [9] . Hu et al. [10] embed the K means algorithm into an improved differential evolution (DE) method to improve the global searching ability. In [11, 12] , DE combined with modified K means is proposed to improve the clustering precision. However, all the abovementioned clustering algorithms do not consider sufficient statistical information of the MPCs. To this end, we resort to the Gaussian mixture model (GMM) [13, 14] , which delivers not only the mean information of channel MPCs but also their distributions. e GMM is constituted by taking a weight summation of several Gaussian density functions, where each function models the channel MPCs within the same cluster and each weight represents the corresponding prior probability of the cluster. Consequently, in this paper, the multipath parameters can be seen as generated from several Gaussian distributions. Moreover, it has been proved that the GMM can approximate continuous distributions with high accuracy [15] . In this article, we employ the GMM to implement channel MPC clustering. e expectation-maximization (EM) algorithm is a usually used tool to estimate the GMM parameter set [16] . It maximizes the log-likelihood value of observed dataset, given the model via iterating between maximizing the loglikelihood value (called as M-step) and calculating the loglikelihood expectation (called as E-step), whereas the EM algorithm is a deterministic optimization technique, which can reach merely a local optimization depending on the initialization heavily. e initialization will affect not only the estimation accuracy but also convergence speed. Numerous endeavors have been tried to optimize the initialization of EM [17] . A large number of local models are firstly identified in [18] , and it selects the most separated ones. In [19] , the TRUST-TECH technique is used to estimate adjacent local maximum values of the log-likelihood. en, Nasios and Bors [20] adopted a hierarchical maximum initialization to initialize the hyperparameters. Constantinopoulos and Likas [21] reduce the influence of initialization with a deterministically incremental estimation algorithm. To mitigate the local convergence characteristics of EM, a split-and-merge EM method is proposed in [22] . However, the above-mentioned modifications can hardly avoid being trapped into local optimizations. A maximum likelihood (ML) estimator would solve the global search problem, while its computing complexity may be much higher.
Alternatively, compared with EM, the DE [23] possesses relative stronger global searching ability. e DE searches the space by virtue of generating a population of individuals, and each individual has its own fitness value based on a cost function.
e highest fitness value in the population improves gradually with the iteration [24] . e populationbased stochastic search of DE enables a more thorough exploration of the searching space. As the DE algorithm embraces the advantage of simple structure, robustness, and efficiency, it has been considered as one of the most popular evolutionary algorithms [25, 26] .
To get a preferable parameter set of the GMM, we embed the EM algorithm in the DE framework and propose a hybrid DE-EM algorithm. e DE algorithm is employed to initialize the EM parameters and enhance the global searching ability of EM. e EM algorithm is utilized to estimate the GMM parameter set. To be specific, the stochastic searching of DE enables searching the space more thoroughly than conventional EM, which enables DE-EM jump out of local optimization. erefore, through the iteration of DE, the parameter estimation values draw near the global optimization region. Moreover, the EM algorithm can accelerate the convergence when the current solution draws near the global optimal region, i.e., the EM guides the individuals towards the promising locations. is means that the DE combining EM framework can take the advantages from both algorithms. Experiments have been carried out with synthetic datasets and indoor channel measurement data. In both the visual and quantitative aspects, the DE-EM shows improved performance compared with the EM. e rest of the work is organized as follows. In Section 2, the GMM and its EM solution are presented. In Section 3, we present the proposed DE-EM algorithms. Simulations are presented to verify the favorable searching ability of the DE-EM algorithm in Section 4. In Section 5, the paper is concluded.
We use the following notations in this paper: the bold symbols are reserved for vectors and matrices. B T is the transpose of B.
The GMM and Its Solution with the EM
In this article, the GMM is employed to model the channel MPCs. e channel MPCs are represented by a group of ddimensional vectors X � x i ; i � 1, 2, . . . , N , where N represents the number of samples and x i ∈ C d represents the ith MPC parameters of the channel. In this work, the MPC parameters we use are [ϕ Rx , ϕ Tx , θ Rx , θ Tx , τ], where ϕ Rx , ϕ Tx , θ Rx , θ Tx , τ are, respectively, the EOA, EOD, AOA, AOD, and delay of the MPC. In accordance with GMM, each x i is drawn independently from one of the L Gaussian components, and each of the components fits the channel MPCs as follows:
where l � 1, 2, . . . , L, L is the number of components, μ l is the mean, and Σ l is the covariance matrix. For the GMM, the log-likelihood value of the channel MPCs can be calculated as follows [13, 14] :
where the mixing coefficient λ l ∈ [0, 1] represents the prior probability of MPCs derived from cluster l and satisfies L l�1 λ l � 1. e ML estimation of the GMM parameters can be obtained through the EM algorithm [27] , where the iteration is implemented between posterior probability computing with (3) and parameters updating with (4)-(6) [28] , as follows:
e detailed derivation is given in [13, 14] . e calculation of c i,l is generally considered as the E-step. With exactly known c i,l , the parameters of GMM are updated in the M-step.
We can see that function (2) is nonconvex and thus has several local maxima in the searching space. As the EM algorithm inclines to fall into local maxima and the DE has a strong global searching ability, we embed the EM into the DE framework in Section 3.
Differential-Based EM Algorithm
In the DE-EM algorithm, we encode each individual in the population as a parameter set of GMM, that is, a set of parameters Θ � λ l , μ l , Σ l that models a GMM. e DE is employed to initialize the EM parameters, and the EM is used to estimate the GMM parameters involved in each individual. e log-likelihood (i.e., function (2)) is used as the fitness function. ereby, the individual with the highest log-likelihood value is the best one in our work. e DE is then employed to generate offspring individuals. After mutation, crossover, and selection, the selected individuals are resubmitted to EM to update the GMM parameters. e two stages repeat until the termination conditions are satisfied.
Because of the less sensitivity to the initialization and exploring the searching space more thoroughly, the DE algorithm can jump out of local optimal solutions with high probability. Compared with the DE, the EM algorithm converges faster when the current solution draws near the optimal solution and further obtains high convergence accuracy, i.e., the EM leads the individuals towards the promising locations. e main purpose of combining EM with DE is to take the advantage of both algorithms. is means that, after proper parameter setting, the DE-EM can enhance the exploitation of the searching space with higher convergence rate.
Because of the memory characteristics of the DE, the DE-EM maintains the monotonic convergence property. is principle guarantees that the best individual does not decrease with the increase of generation. e iteration of DE-EM is terminated if the log-likelihood of the best individual remains stable within several successive iterations. e framework of DE-EM algorithm is illustrated in Table 1 , where the best individual is stored in a max and the corresponding evaluation value is in F max . e evaluation of the individuals is twofold. Firstly, EM cycles are implemented on all the individuals at the generation T, resulting in an update of the parameter set (Θ T ). Secondly, for all the updated individuals, the fitness value is determined by function (2) . erefore, the evaluation process of the individuals implements an update of the parameters and their corresponding fitness values. We use P(T) to represent s individuals at generation T. Implementing EM cycles of P(T) generates P(T) ′ . Implementing crossover of P(T) ′ generates the offspring population called as P(T) ″ . Implementing the EM cycles of P(T) ″ and evaluating of the off-spring population deliver P(T) ″′ and F ′ . Selecting the best 20 individuals from both the parent and offspring population [23] , we get P(T) ″″ and its corresponding values F ″ . Performing mutation of P(T) ″″ , we get the P(T + 1) for the next DE cycle. e termination factor c end is set to 7, i.e., the DE-EM terminates if the best fitness value is not enhanced within 7 successive generations. e operation procedure is shown in Table 1 . e operation procedure of DE-EM is discussed in the following with more details.
Encoding.
e mean value μ l and the covariance matrix Σ l of L components are encoded with floating point value, i.e., they are represented in the continuous space. Since we choose the diagonal matrix as the covariance matrix, the number of values L � 2 * d is used to encode each mixture component. An individual y i which encodes a GMM is given as follows:
where
is the covariance matrix of component l. One thing to mention is that, as diagonal matrix is sufficient to fit the channel data in this paper, we use diagonal matrix as the covariance matrix. If we want to fit the dataset with full rank matrix, we just need to re-encode the individuals y i . Initializing the generation T: T⟵0 Initializing the termination factor c end : c end ⟵0 P(T)⟵ randomly initializing the population with Encoded GMM parameters
Crossover. Crossover is employed to each pair of mutant U j,p,T and target vector Y j,p,T to generate a trial vector G j,T � [g j,1,T , g j,2,T , . . . , g j,D,T ]. e binomial crossover, which is commonly considered, is shown as follows:
where the crossover factor R is prespecified, which balances the proportion copied from the target vector. Parameter p rand is a constant within the range [0, 1]. If rand p (0, 1) ≤ R or p � p rand , the jth parameter of the mutant vector U j,T enters the corresponding element in the trial vector G j,T . Otherwise, the target vector Y j,T enters. e rest of parameters for the trial vector G j,T are constructed by the target vector Y j,T . We use the condition p � p rand to guarantee the trial vector G i,T differs from the target vector Y i,T by at least one parameter. If some parameters of a new trial vector exceed their lower or upper constraints, we reinitialize them into a prespecified range uniformly. After that, all the trial vectors are evaluated by their fitness values.
Selection.
In the selection process, the comparison of the fitness values is made between target vector f(Y j,T ) and its corresponding trial vector f(G j,T ). If the target vector is smaller than the corresponding trial vector by the fitness value, the target vector will be replaced by the trial vector. Otherwise, the target vector remains in the population. e selection can be expressed as follows:
3.4. Mutation. is operator creates a mutant vector U j,T . e mutant vector is also called as differential vector, where the name of DE comes from. After the crossover and selection, the DE produces a population, called as target vectors. For each target vector Y j,T at the generation T, its related mutant vector U j,T � [u 1 j,T , u 2 j,T , . . . , u d j,T ] can be generated via making a difference between several target vectors. Specifically, several commonly used difference strategies [6, 7] are as follows:
(1) DE/rand/1:
(2) DE/best/1:
(3) DE/rand-to-best/1:
(4) DE/best/2:
(5) DE/rand/2:
e indices j 1 , j 2 , j 3 , j 4 , and j 5 are mutually different random indices belonging to the set 1, 2, . . . , NP. Parameter Y best,T is the best individual in the population at generation T.
e scale factor Q ∈ [0, 1] is a control parameter for changing the amplification.
Termination Condition.
If F max remains stable for several successive iterations, the DE-EM algorithm is terminated. Otherwise, set T � T + 1 and go to "crossover" process.
is exhibits that the population gradually improves until the termination condition is satisfied. Finally, the DE-EM will obtain the optimal setting of the parameter set.
Experiments and Results
To compare the clustering performances of EM-based GMM and DE-EM-based GMM, synthetic datasets are firstly used to illuminate the DE-EM. Subsequently, experiment based on the simulated channel MPCs are employed. At last, the indoor channel measurement data are used to compare the clustering performance of the two techniques.
Parameter Settings.
e weights λ T�0 l are assumed to be identical, i.e., λ T�0 l � (1/L)(l � 1, . . . , L), during the execution of the EM within the evaluation of individuals. e covariance matrix is initialized with an identity matrix. We expect that the initial components are distributed over the entire data space; therefore, the mean values μ T�0 l are randomly initialized. e maximum iteration number of EM is set to 50 to avoid infinite loop. If [L(T + 1) − L(T)]/L(T) < 10 − 8 , the iterations are terminated, where L is the log-likelihood of the dataset. e individuals of the DE-EM is set to 20, which can guarantee a relative high convergence precision with an acceptable computation complexity.
ere are some additional parameters to be predefined in the DE-EM: the crossover of the DE-EM is 0.8, formula (10) is chosen as the mutation strategy, and the scale factor Q is 0.8. When the log-likelihood remains stable for seven successive iterations, the DE-EM algorithm is terminated. We ran the simulation in Matlab software. e 4 International Journal of Antennas and Propagation computer configurations are i7 processor, 32 G memory, and Windows 10 system.
Experiments Based on Synthetic Datasets.
We generate a synthetic datasets to validate the performances of EM and DE-EM. We use four synthetic datasets in 2-dimensional space, and 800 data points are generated from four Gaussian distributions. e means and variances are as follows:
where the first two components share the same mean value. rough this way, we construct the dataset with overlapping Gaussian distributions. Searching the complicated statistic information in the dataset can highlight the prominent global searching ability of DE-EM. e original dataset and the clustering performances of the DE-EM and EM are shown in Figure 1 . In the figure, different clusters are represented by different color dots. From the figure, we can see that EM gets chaotic clustering results, and it cannot grasp the distribution characteristics of the original dataset. By contrast, the DE-EM clustering can grasp the distribution characteristics of the primary dataset, then recurring most of the primary dataset. From the simulation results, we can see that the EM falls into local optimization with a high probability, resulting in poor clustering results. However, the population-based of DE searches the space with the aid of a population of individuals, and then the individuals move towards the optimization by selection, crossover, and mutation operations. e crossover and mutation strategies of DE also enable the DE-EM jump out of local minima. Besides, it has a higher ability to discover distribution and hidden mean value information of the dataset. e same situation usually appears in the real channel MPC data. e experiment based on synthetic data can give us an intuitive visualization result. e experiment on synthetic dataset illustrates that DE-EM can grasp the distribution characteristics of the dataset even with overlapping clusters. at is the real situation for the channel MPC parameters. In Section 4.3, we will use simulated channel MPCs to validate the clustering performance of the two techniques.
Experiments Based on Simulated Channel MPCs.
In this section, the DE-EM and EM clustering algorithms are evaluated with the simulated channel MPCs, where the channel MPCs are generated by a channel model software (CMS) [29] . At the output, both the channel MPCs and the cluster centroids (CCs) are labeled by the cluster number. We consider indoor scenario. e carrier frequency is 3.5 GHz. e transmitter (Tx) side designates a uniform planar array (UPA) with 32 elements. e receiver (Rx) side employs an omnidirectional antenna (ODA) with 56 elements. e bandwidth is 50 MHz. e azimuth spread of arrival, elevation spread of arrival, azimuth spread of departure, and elevation spread of departure are, respectively, 25.8 ∘ , 8.4 ∘ , 30.8 ∘ , and 23.4 ∘ . As the angle spread (AS) is relative large, there may exist cluster overlapping. e number of clusters changes from 4 to 14. e number of MPCs in each cluster is fixed at 20. We evaluate the two clustering techniques by checking whether the MPCs are assigned to the correct cluster. is is simply performed by comparing the original label with the clustering results. e clustering results are shown in Table 2 .
As the OCCs are recorded in advance, in the simulation, the cluster number of the clustering result is labeled by the nearest OCC. e values in Table 2 are calculated with the correct clustering MPCs divided by the whole number of MPCs. From Table 2 , we can see that the percentage of correct MPCs for the DE-EM clustering is mostly higher than that of the EM algorithm. e simulation result demonstrates that the DE-EM algorithm can grasp the distribution characteristics of the channel MPCs and then get preferable clustering result.
Experiments Based on Indoor Channel Measurement Data

Measurement Configuration.
In channel measurements, the Elektrobit Prosound Sounder is used to collect the channel information [30] . e basic parameters of the sounder are as follows: the carrier frequency is 3.5 GHz, the bandwidth is 50 MHz, the transmit power is 37 dBm, the chip frequency is 127 MHz, the code length is 40 ns, and the cycle duration is 9.28 ms. As shown in Figure 2 , the UPA with 32 elements is deployed at the Tx. e ODA with 56 elements is deployed at the Rx. Figure 3 illustrates the layout of the antenna arrays at both sides. Table 3 illustrates the antenna parameters.
As is shown in Figure 3 , the channel measurement is conducted in an indoor conference. e conference is 5.10 m wide, 5.85 m long, and 2.40 m high with concrete wall. ere is no window in the room. ere is a wooden table laying in the middle. e UPA is fixed on the middle of the ceiling. e ODA is at spot 15 in Figure 3 .
Clustering Comparisons with Different Numbers of Clusters.
Simulations are performed on the real measurement data. After using the space-alternating generalized expectation-maximization (SAGE) algorithm [31] , we get 200 MPCs, which can serve as the input of the clustering algorithms. In both algorithms, the data dimension d is set as Firstly, we compare the convergence log-likelihood value of the EM clustering and DE-EM clustering from 3 to 14 clusters. A higher log-likelihood value denotes a better fit of the GMM to MPCs. e results are shown in Figure 4 .
Obviously, the increasing cluster numbers will contribute to the fitting degree of the GMM to the channel MPCs.
us, the convergence log-likelihoods of the two algorithms increase with cluster number. Mostly, the convergence log-likelihood of the DE-EM-based clustering algorithm is higher than the EM-based clustering algorithm. is distinction is due to the independence of the DE-EM on the initialization. Furthermore, the searching mechanism and the mutation operator embed the DE-EM with strong global searching ability.
Model Selection Criterion and Clustering Comparison
with Different Snapshots. Selecting appropriate number of components usually accompanies with the following [32] , and one of the most prominent criteria is the Bayesian Information Criterion (BIC) [33] . e model selection criterion basically specifies the tradeoff between the goodness of fit and the complexity of a model. e BIC is expressed as follows:
where q is the number of parameters, n is the number of sampling points in X, and log p(X | λ, μ, Σ) is the log-likelihood value of the GMM. A lower BIC value corresponds to a better clustering performance [33] . en, the minimum BIC value corresponds to the best component of the mixture model. Figure 5 shows the BIC values of DE-EM and EM for different number of clusters. en, we simulate 190 channel sampling snapshots. A total number of 50 Monte Carlo simulations are carried out, and then the largest convergence log-likelihood is selected. e convergence log-likelihood values in each snapshot are shown in Figure 6 . International Journal of Antennas and Propagation From Figure 5 , it is found that, for both EM and DE-EM algorithms, the best number of components for the mixture model is 7. erefore, 7 clusters are suggested as they make an appropriate compromise between the fitness degree and the model complexity. Besides, the DE-EM algorithm achieves lower BIC values compared with the EM algorithm. e fact is again ascribed to the dependency of the EM algorithm to the initialization. e population-based searching mechanism of the DE-EM algorithm explores the searching space more thoroughly, thus enabling the DE-EM achieve a better BIC performance. In the measurements, the transmit power of the Elektrobit Prosound Sounder changes from time to time. Besides, the environment is not static when we carry out the measurement. erefore, both the shaking of the transmit power and the environment variation contribute to the change of the channel impulse response (CIR) in the receiving side. is will lead to the change of estimated MPC parameters among snapshots. erefore, in Figure 6 , the log-likelihood profile fluctuates reasonably. We can see that most of the log-likelihood of the DE-EM is higher than that of EM, which demonstrates that the DE-EM has a better fit to the log-likelihood function compared with the EM. In many snapshots, the EM algorithm falls into the local optimization. By contrast, the DE-EM maintains relative stable log-likelihood values and shows a better fit of the Gaussian distributions to MPCs.
Conclusion
In this paper, a global optimization algorithm, the hybrid DE-EM, is proposed to explore the potential space of the GMM parameter. e population-based searching of DE makes the DE-EM less sensitive to the parameter initialization compared with the conventional EM. Moreover, the use of EM into the evaluation of the DE individuals provides a parameter update method and the EM is targeted to lead the individuals towards the promising locations. en, the hybrid DE-EM algorithm is validated by both synthetic dataset and indoor channel measurement dataset. Validation results show that the DE-EM clustering algorithm obtains more preferable clustering performance in visualization and fits the GMM to the dataset with higher precision. In general, the initialization is a common problem hindering clustering analysis and it also restricts the fit precision of the GMM to the MPCs in the channel clustering. In particular, the cost function of GMM possesses several local optima. Consequently, our algorithm can be used for GMM clustering tasks which contributes to developing the optimization procedures of GMM channel clustering. e average simulation times for EM and DE-EM are, respectively, 1.664 s and 22.445 s. at is because DE-EM needs to iterate in the DE framework, leading to consuming more running time than pure EM. Fortunately, the clustering result is used to channel modeling, which does not require high real-time. erefore, the running time of the two algorithms is acceptable.
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