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Hybrid intelligent algorithms have been focused on by many
researches due to its ability to obtain better results according
to the combination of those intelligent algorithms with mutual
complementary [1–4]. No Free Lunch theorem indicates that417917.
com, amirayh@yahoo.com
. El-Hosseni).
y. Production and hosting by
Shams University.
lsevierthere is no single method could solve all optimal problems.
However, it is possible to develop a hybrid or integrated algo-
rithm so as to improve the performance of whole algorithm.
Metaheuristics algorithms such as genetic algorithms GA
make up another class of search methods that has been adopted
to efﬁciently solve dynamic optimization problem due to their
excellent performance in solving combinatorial optimization
problems [5–10]. However, most of these methods are conﬁned
to the population space and in addition the solutions of nonlin-
ear problems become quite difﬁcult especially when they are
heavily constrained. They do not make full use of the historical
information and lack prediction about the search space.
Aiming at these problems, researchers have put forward
various methods. Since in heavily constrained model, generat-
ing solutions in the unfeasible region is time consuming. Cul-
ture algorithm (CA) [11–16], can beneﬁt from the history of
violation and satisfaction of these constraints and force the
algorithm to move faster and converge better. This history is
used to force the evolution process away from the region that
174 A. Haikal, M. El-Hosseniviolates the constraints at each generation. This kind of infor-
mation is updated to reduce the need for immature individual
which wastes energy by bypassing trial and error iterations
which usually requires to acquire information about the envi-
ronment, and also enables the transmission of more informa-
tion than any individual genome may feasibly contain.
Culture affords populations with ﬂexibility where cultural
information can be transmitted faster than genetic material
and stability where culture is capable of persisting beyond
the lifetime of a single individual.
In human societies, culture can be viewed as a vehicle for
the storage of information that is potentially accessible to all
members of the society, and that can be useful in guiding their
problem solving directions [11].
Cultural Algorithms consist of a social population and a
belief space [14–17] as shown in Fig. 1. Selected individuals
from the population space contribute to cultural knowledge
by means of the acceptance function. The cultural knowledge
resides in the belief space where it is stored and updated based
on individual experiences and their successes or failures. In
turn, the cultural knowledge controls the evolution of the pop-
ulation by means of an inﬂuence function [18]. There are at
least ﬁve basic categories of cultural knowledge that are impor-
tant in the belief space of any cultural evolution model: situa-
tional, normative, topographic, historical or temporal, and
domain knowledge [19].
Reynolds et al. [20] and Chung and Reynolds [18] investi-
gated the use of cultural algorithms for global optimization
with very encouraging results. Their work did not totally use
all different sources of information in the belief space. Kobti
et al. [19] used only the topographic, domain knowledge and
historical knowledge. Xue and Guo [11] abstracted four differ-
ent kinds of knowledge and succeeded in using the range of the
best parameters to be one source of belief information, and
then this was followed by accepting the point or modifying it
to be in the proper region. To solve the earliness/tardiness ﬂow
shop with uncertain processing time only the situational
knowledge and information relating to the best point are
implemented by Yu and Gu [12].
The pseudo code of the general CA is as follows:
 Begin
 t = 0;
 Initialize Belief Space BLF(t);
 Initialize Population Space POP(t );(in the
BESTRANGE)Figure 1 Culture algorithm CA components. Repeat until termination condition achieved;
s Perform actions of the individuals in
POP(t);
s Evaluate each individual by using the fit-
ness function;
s Select the best individuals to become
parents;
s Create new generation of offspring by muta-
tion & crossover;
s Delete not so fit members to make room for
the new ones;
s bLF(t) alters the genome of the offspring -
influence function;
s Best individuals can update the BLF(t) –
acceptance function;
 End.
The following sections of this paper are organized as fol-
lows. Section 2 introduces a more general investigation into
the potential strength of the modiﬁed cultural based real coded
genetic algorithm MCBGA. Section 3 covers results and com-
puter simulations after applying the proposed MCBGA on dif-
ferent common applications.
2. Culture genetic algorithm
The proposed research has employed real-coded GA inte-
grated with culture algorithm. Real coded GA requires low
memory to run, has high precision, and easy to search in large
space, meanwhile it avoids the troublesome encoding and
decoding process of computing the objective function. It has
been reported that real coded GA outperforms binary-coded
GA in many design problems [21,22]. In the belief space there
are multi sources of information that the best individuals along
their evolution are stored. The main source of information
implemented in the belief space are: The list of best points
along all generations (LISTBEST), the ranges of the best per-
formers’ candidates (best range for the 20% best chromosomes
in POP) (BESTRANGE) to create some chromosomes ‘‘solu-
tion’’ in this range, and the ranges of feasible regions
(FRANGE) in which random individuals are generated in that
satisfy the constraint and lead the search away from candidates
that violate the constraints. The algorithm is detailed below.
 Begin
 t = 0;
 Initialize Population Space POP(t);
 Initialize Belief Space BLF(t);(LISTBEST,
BESTRANGE, FRANGE)
 Repeat until termination condition achieved;
s Perform actions of the individuals in
POP(t);
s Evaluate each individual by using the fit-
ness function;
s Penalize fitness if violation happened
s Select the best individuals to become
parents;
s Create new generation of offspring by
crossover;
s Influence function: move all individuals
toward the best candidate, choose the best
percent of them
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sible range FRANGE ‘‘that satisfy the
constraint’’
s Remove from the old population an amount
equal to (FRANGE individuals + nearest in-
dividual to the LISTBEST)
s Insert these individuals into the
population
s Best individuals can update the BLF(t)- a-
cceptance function;Figure 2 Pressure vessel. End.
The belief space consists of three different kinds of informa-
tion sources;
(1) In each generation, the best candidates LISTBEST is
stored to be used later by grandsons, and then we gener-
ate random percent of individuals in the neighbor of the
best candidates. In fact, we move some percent of indi-
viduals to the closest point of the best individual (like
best neighbor in particle swarm optimization PSO
[20,23]) and this helps in leading the individuals to jump
into the promising region.
(2) The best range (BESTRANGE) of the 20% performers
in each generation is calculated and successive genera-
tions will be randomly generated in this promising
range. This will lead to increasing convergence and will
preserve wasting time in discovering the good regions.
(3) The history of violating and satisfying constraints
FRANGE are also used here to force the evolution pro-
cess away from the region that violates the constraints,
and at each generation this kind of information is
updated to help reducing the need for immature individ-
ual and conserving energy by bypassing trial and error
iterations. Actually, FRANGE update process enables
the transmission for more information than any individ-
ual genome may feasibly contain.
3. Computer simulation and results
To judge the performance and efﬁciency of the proposed tech-
nique, it is tested against three real applications (pressure ves-
sel design, fermentation process and continuous stirred tank
reactor CSTR). MCBGA is implemented using Matlab 2009b.
3.1. Case study 1: Pressure vessel design
A cylindrical pressure vessel with two hemispherical heads is
designed for minimum cost of fabrication. Four variables are
identiﬁed: thickness of pressure vessel Ts, thickness of head
Th, inner radius of the vessel R, and the length of the vessel
without heads L (as shown in Fig. 2). The variable vectors
for this case are given (in inches) by:
ðTs; Th; R; LÞ ¼ ðx1; x2; x3; x4Þ ¼ X:
The variables R and L are treated as continuous variables
and Ts and Th as discrete variables with a constant increment
of 0.0625 in., in accordance with available rolled steel plate
thicknesses.
The objective function is the combined cost of the materi-
als, forming and welding of the pressure vessel. The constraintsare set in accordance with the respective American Society of
Mechanical Engineers (ASME) codes.
The mathematical model of mixed-integer optimization
problem is expressed as [24]:
minfðxÞ ¼ 0:6224x1x3x4 þ 1:7781x2x23 þ 3:1661x21x4
þ 19:84x21x3: ð1Þ
Subjected to the following constraints:
g1ðxÞ ¼ x1 þ 0:0193x3  0; ð2Þ
g2ðxÞ ¼ x2 þ 0:00954x3  0; ð3Þ
g3ðxÞ ¼ px23x4 
4
3
px33 þ 1; 296; 000  0; ð4Þ
g4ðxÞ ¼ x4  240  0: ð5Þ
The following ranges of the design variables were used [24]:
1 6 x1 6 99; 1 6 x2 6 99; 10 6 x3 6 200; and 10 6 x4 6 200:
The proposed MCBGA with 1000 generations and 200 indi-
viduals is applied to the problem of pressure design vessel for
50 runs, and the best objective function value obtained is
5912.2, the mean of the 50 runs is 6264.7, the worst value is
7829.7, and the standard deviation is 980.3319.
The best performance index PI in each 50 independent runs
for the proposed MCBGA is illustrated in Fig. 3 and the cost
(PI) evolution of the last run is depicted in Figs. 3 and 4. shows
that the objective function of all the 50 runs are varying be-
tween 6000 and 7000 which leads us to conclude that although
all the parameters are different from run to run, the objective
function maybe considered close to each other. This lead to the
conclusion that MCBGA is independent to some extent on
parameter values. Also Fig. 4 shows that the fabrication cost
(PI) decrease along generation development in a smooth
way. MCBGA is able to reduce premature convergence.
Coelho and Mariani [23] used PSO approach based on the
Gaussian probability distribution function as a population
space of a cultural algorithm, called cultural Gaussian PSO
(GPSO-CA). The best fabrication cost reported was
6112.5619 for 1000 cost function evaluations. Coelho [25] used
a Quantum-behaved particle swarm optimization (QPSO)
using chaotic mutation operator, reporting the same cost as
[23] for 1000 cost function evaluations, however, the mean
objective function reported by Coelho and Mariani [23] was
better than that of [25] but both are higher than the value re-
ported by the proposed MCBGA.
Figure 3 Best performance index (cost) in each 50 independent runs for case study 1.
Figure 4 Cost evolution of the last run for case study 1.
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the 50 independent runs of the proposed MCBGA and previ-
ous works [23,25], including the best objective value found,
mean, standard deviation, and worst value (maximum) found.
It is obvious that the best solution from the 50 runs obtained
by MCBGA is much better than the best solution previously
reported in the literature for other optimization approaches.
Comparison of the best result found by the proposed
MCBGA with its corresponding design parameters’ values
and previous approaches is shown in Table 2. Where Coelho
[26] used a self – adaptive penalty approach to report his best
fabrication cost as (6288.7445) which is the highest cost re-
ported in the comparison proposed in Table 2. Also, the par-
ticle swarm optimization PSO employed by Hu et al.,reported best fabrication cost as 6059.1313, however it needed
200,000 cost function evaluations [27].
Comparison results reveal that MCBGA method improves
the performance of both convergence and results’ precision to
solving a well-studied continuous optimization problem of
mechanical engineering design, reporting lower fabrication
cost than previous approaches.
3.2. Case study 2: Optimal control of a fed-batch fermentor for
penicillin production
A model of a fed-batch fermentor for the production of Peni-
cillin [28] is illustrated in Fig. 5. The objective function is to
maximize the amount of Penicillin produced using the feed rate
as the control variable u(t).
Find u(t) and tf over t 2 ½t0; tf to maximize J= x2(t) x4(t)
subject to
dx1
dt
¼ h1x1  u x1
500x4
 
; ð6Þ
dx2
dt
¼ h2x1  0:001x2  u x2
500x4
 
; ð7Þ
dx3
dt
¼ h1x1
0:47
 h2 x2
1:2
 x1 0:029x3
0:0001þ x3
 
þ u
x4
1 x3
500
 
; ð8Þ
dx4
dt
¼ u
500
; ð9Þ
h1 ¼ 0:11 x3
0:006x1 þ x3
 
; ð10Þ
h2 ¼ 0:0055 x3
0:0001þ x3ð1þ 10x3Þ
 
; ð11Þ
Table 1 Comparison of the statistics for the 50 independent runs of the proposed MCBGA and previous approaches for case study 1.
Optimization methods Worst (Max.) Best (Min.) Mean Standard deviation
GPSO-CA, Coelho and Mariani [23] 9980.1224 6112.5619 7266.5523 814.672
C-QPSO, Coelho [26] 48505.9499 6112.5619 12352.7764 7610.4237
Proposed MCBGA 7829.7 5912.2 6264.7 980.33
Table 2 Comparison of best results of pressure vessel design.
Design variable Parameters Coelho [26] Hue et al. [27] Coelho and Mariani [23] Coelho [25] The proposed MCBGA
x1 Ts 0.8125 0.8125 0.8750 0.8750 0.7917
x2 Th 0.4375 0.4375 0.4375 0.4375 0.3924
x3 R 40.3239 42.09845 45.2802 45.2802 41.0218
x4 L 200.0000 176.6366 141.4063 141.4063 190.4508
f(x) Eq. (1) 6288.7445 6059.1313 6112.5619 6112.5619 5912.2
Figure 5 Fed-batch penicillin fermentor.
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centration, and x4 is the volume. The initial conditions are:
xðt0Þ ¼ ½1:5 0 0 7T:
The upper and lower bounds on the state variables are
0  x1  40;
0  x3  25;
0  x4  10:
The upper and lower bounds on the feed rate are
0  u  50:
The proposed MCBGA is applied to the Fed-batch fermen-
tor problem at hand with 40 generations and 30 individuals to
report a performance index as 83.4886, and the optimal con-
trol vector u = 11.3566, for tf = 132 h. Fig. 6 illustrates thebiomass, penicillin and substrate concentrations, and the vol-
ume plotted in the interval of investigation. The best perfor-
mance index of each generation is depicted in Fig. 7.
The optimized result of biomass production yielded from
this proposed algorithm increased exponentially which was
similar to others [29,30] until it reaches 30.646 g/L at the end
of fermentation.
The proﬁle of substrate concentration by the proposed
algorithm increased reaching its peak at 12 h then started to
decrease, Fig. 6. Penicillin concentration and volume proﬁles
also increase as shown in Fig. 6. Evidently, product formation
is growth associated.
The average PI (average amount of penicillin produced)
during the 40 generations is illustrated in Fig. 8. The PI evolu-
tion for the last generation is illustrated in Fig. 9.
Table 3 Comparison of optimized result using the proposed
algorithm MCBGA and previous approaches for case study 2.
Optimization methods Best objective function
Mekarapiruk and Luus [29] optimized 115.3
Mekarapiruk and Luus [29] veriﬁed 38.4
Skolpap et al. [30] 79.9
Proposed MCBGA 83.4886
Figure 6 Penicillin production fermentor states. Figure 8 Average PI during 40 generations for case study 2.
Figure 7 Best performance index of each generation for case
study 2.
Figure 9 PI evolution for the last generation for case study 2.
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apiruk and Luus [29] who employed an iterative dynamic
programming with unspeciﬁed initial conditions to optimize
feed-rate policy was about one-third of their reported value
with the same set of given [30].
They used originally the same initial condition as in this pa-
per, however, their study considered the initial volume and the
initial substrate concentration as the decision variables to be
evaluated together with the feed-rate proﬁle. In their veriﬁca-
tion x(0) = [1.758005.973] was chosen as initial conditions
of the decision variables [29]. Skolpap et al. employed Markov
chain Monte Carlo procedures (the Gibbs parameter sampling
and the Metropolis–Hasting algorithm) to estimate a set of
three decision variables using the given set of initial values [30].
The proposed MCBGA produces behavior comparable to
[30] and to the veriﬁed result of [29] raising the amount of pen-
icillin produced to 83.4886 as shown in Table 3.
3.3. Case study 3: Isothermal continuous stirred tank reactor
(CSTR)
The system equations are described as follows [10]:X01 ¼ 6:0 qx1  17:6x1x2  23:0x1x6x3; ð12Þ
X02 ¼ u1  qx2  17:6x1x2  146:0x2x3u3; ð13Þ
X03 ¼ u2  qx3  73:0x2x3; ð14Þ
X04 ¼ qx4 þ 35:2x1x2  51:3x4x5; ð15Þ
X05 ¼ qx5 þ 219:0x2x3  51:3x4x5; ð16Þ
X06 ¼ qx6 þ 102:6x4x5  23:0x1x6u3; ð17Þ
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where
q ¼ 6:0 ¼ u1 þ u2: ð19Þ
The performance index PI to be minimized is as follows:
I ¼
Z
ð5:8ðqx1  6Þ  3:7u1  4:1u2  5u23 þ qð23x4
þ 11x5 þ 28x6 þ 35x7Þ  0:099Þ: ð20Þ
The initial starting point x(0) is the vector (0.1883, 0.2507,
0.0467, 0.0899, 0.1804, 0.1394, 0.1046) and the controls are
bounded as follows 0  u1  20; 0  u2  6 and 0 
u3  4 [10].Figure 10 Stat
Figure 11 Solution convergence for 20 gThis is a 7-dimensional system with three control parame-
ters and would appear to be a challenging test for the sug-
gested algorithm.
The MCBGA algorithm is applied to CSTR problem for 50
independent runs with 30 individuals (chromosomes) and 40
generations, the worst PI is 19.6854, the average PI is
19.7198 and the best PI is 19.7225 in 50 runs. At the best PI
value (19.7225), the values of u1; u2; and u3 are 10.2214,
3.9100, 1.0851 respectively. The CSTR states at the best PI
are illustrated in Fig. 10. Solution convergence for 20 genera-
tions in the ﬁrst run is shown in Fig. 11. Rapid convergence
can be achieved as shown in Fig. 11 through the comparison
between PI convergence in generation 1 to generation 20.
The best PI in each run for 50 runs is also shown in Fig. 12.
Evolution of the last run (run no. 50) is depicted in Fig. 13.es of CSTR.
enerations in the ﬁrst run for CSTR.
Figure 12 Best PI in each independent 50 runs for CSTR.
Figure 13 Evolution of PI in last run for CSTR.
Table 4 Summary of comparison results for CSTR case.
Optimization method Best PI
Canto et al. [31] 20.0895
Hirmajer et al. [32] 20.0895
Sun et al. [33] 20.0832
Proposed MCBGA 19.7225
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work is shown in Table 4. Where Canto et al., presented con-
trol vector parameterization approach and used the calculation
of ﬁrst- and second-order sensitivities to obtain exact gradient
and projected Hessian information. The best performance in-
dex reported with the same initial conditions used in this work
was 20.0895 [31]. However, Hirmajer et al. used a numerical
method with iterative approach based on sequential quadratic
programming (SQP) with information about gradients ob-
tained by forward integration of the sensitivity equations,
which were integrated simultaneously with the state equations
[32]. Optimal solution with the same initial conditions as thispaper was PI= 20.0895 [32]. Hirmajer et al. and Canto et al.
reported an acceptable PI, however, they suffer from complex
computations. Moreover, numerical methods can yield excel-
lent results in a speciﬁc class of problems and fail in all other.
Sun et al. entailed a line-up competition algorithm (LCA)
developed based on the concept of cooperation and competi-
tion among biological population [33]. The best PI reported
needed large number of individuals (200) and generations
(300) to reach 20.0832 which is quite less than [31,32] but still
more than the proposed work. Sometimes near optimal solu-
tions that can be generated quickly are more desirable than
optimal solutions which require huge amount of time and com-
putations, i.e. optimal solutions may not be guaranteed.4. Conclusion
The proposed MCBGA does not implement all the informa-
tion sources of the belief space as [12]. In addition, there is
no mutation parameter used, which reduces large computa-
tions. The idea of developing the satisfaction region for con-
straints gives MCBGA the chance to move far away from
Modiﬁed cultural-based genetic algorithm for process optimization 181the unfeasible region, and as the search progresses we can
make sure that we are searching in the feasible region.
The Cultural-based GA enables monitoring the search
space and records important events in the search space regard-
ing to the best individual, the best range, and the best feasible
range that satisfy constraints, and this leads to reduce the
effect of premature convergence to a certain extent. From a
computational point of view, the basic reason for cultural evo-
lution being able to proceed at an increased rate is that it is
able to provide selective pressure on the population by placing
constraints on their performance and maintain a history of
individual performance that is separate from that individual.
The suggested algorithm takes the advantage of Low mem-
ory usage, high precision, avoiding encoding and decoding
process of computing the objective function and easy to search
in large spaces (due to using real coded GA); beneﬁts from the
experience, the ability to escape from local optimum. Applying
the proposed algorithm on highly nonlinear case studies illus-
trates that the algorithms perform very well for the ﬁrst two
case studies considered. In which the algorithm succeeds in
reducing the number of chromosomes and the number of gen-
erations being used. In general the proposed algorithm does
not depend totally on these parameters; the algorithm con-
verges better even if the settings of these parameters are not
optimal, i.e. there is no great effect of the parameter setting
on the convergence rate.Acknowledgments
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