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In recent year, the robot systems with learning algorithms are deployed in the real world situation, for
example, automatic driving car, warehouse robots and so on. Especially, reinforcement learning (RL) don’t
need the supervised data, and RL can explore the optimal solution by it self. However, the robot or virtual
agent (called agent) which is implemented RL, can be only acquired a optimal or near optimal solution
that is focused on speciﬁc tasks. Hence, a transfer learning frame work was proposed for the past dozen
years or so to discuss the application capability of reinforcement learning. This paper introduce methods
of transferring policy which focused on Tyalor’s transfer learning mechanisms, and this paper is discussed












































エージェントは環境の状態集合 S から状態 sを観測でき，
それを共に行動集合 A から行動 a を選択し，実行するこ
とが可能である．エージェントは目的を達成すると報酬 r
が獲得でき，次式により方策 Q(s, a)を獲得する．




ここで，αは学習率で (0 < α ≤ 1)，γは割引率 (0 ≤ γ ≤
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な行動選択を実現する，次式に示す Boltzmann 分布をも
とにした soft–max法を採用する．
























Qt(s, a) ← Qs(s, a) (3)
ここで，Qs(s, a)は Source taskから転移された方策で
あり，Qt(s, a)は Target taskにてエージェントが使用す
る方策であり，さらに新たな環境で学習した行動価値もこ
こに更新される．注意が必要なのは，他の文献では明示的
に Qt や Qs と区別しない場合が多い．
知識修正は，Target taskで方策を再利用する際，再利用




Qc(s, a) ← Qt(s, a) +Qs(s, a) (4)
ここで，Target task のエージェントが使用する方策
は Qc(s, a) であり，河野らは統合方策と呼んでいる [14].
これは方策再利用前に，Qt(s, a) の初期値と再利用方策






Qc(s, a) ← Qt(s, a) +Qs(χs(s), χa(a)) (5)
関数 χx(·)は，Target taskにおける S とAのそれぞれ










及ぼすという指摘もある [7, 9, 15]．そのため，次式のよう
な再利用度合いを調整する方法が提案されている．































(a) Source task (b) Target task















get task では，Source task の最短経路に障害物が配置さ
れており，Source task の最短経路が再現せず，迂回しな
ければならないように設定されている．
また，エージェントは本実験では Souce taskと Target
taskで同一エージェントを採用する．これにより，知識修
正の場合は ITM の調整具合が結果に影響しない．すなわ










Source task における学習エピソード数は 500 とし，
Target taskにおける学習エピソード数も 500とする．行
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が障害物に衝突した場合，負の報酬 (Rc = −1.0)を与える
設定としたところ，方策改善がなされ，図 4に示す学習曲












Fig. 4 Learning curve in target task with ζ = 1.0,
Rc = −1.0
Fig. 5 A kind of the case of negative transfer caused
by 100 iteration.












る方法である．本実験では ζ = 0.1とした．これにより得
られた学習曲線を図 6に示す．図 6においても，図 4と同
83
Fig. 6 Learning curve in target task with ζ = 0.1, Rc = 0
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