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Zahvaljujem se mentorju prof. Mihi Boltežarju za predlog teme ter somentorju doc.
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Vrednotenje dinamskega odziva nelinearnega sistema s števnimi
metodami
Anže Hadalin






V zaključnem delu so obravnavani primeri uporabe števnih metod za oceno povzročene
poškodbe iz signala odziva prototipa elektronskega aktuatorja na dinamske obremeni-
tve. V delu predstavimo osnove analize signalov, ter obravnave naključnih procesov
v časovni in frekvenčni domeni. Uporabljene so metode, ki so bile razvite za na-
men vrednotenja poškodbe zaradi dinamskega obremenjevanja struktur. Z uporabo
računalnika so obravnavani signali realnih odzivov strukture ter generirani sintetični
signali. Opisan je postopek izračuna poškodbe tako v časovni, kot tudi v frekvenčni
domeni ter postopek generacije dveh sintetičnih signalov. Namen naloge je ugotoviti
vplive karakterističnih lastnosti signalov na natančnost ocene intenzitete poškodbe s
frekvenčnimi števnimi metodami, kjer je kot referenčna uporabljena metoda rainflow.
Predstavljeni rezultati nakazujejo vplive gostote verjetnosti procesa odziva strukture






Evaluation of nonlinear system’s dynamic response using coun-
ting methods
Anže Hadalin






The thesis discusses different examples of application of counting methods for fatigue
damage estimation to the dynamic response signal of an electronic actuator prototype.
The basics of signal analysis in time and frequency domain as well as random proces
analysis are introduced. Methods used were developed for fatigue life estimation ba-
sed on the time history of vibration loading. Real dynamic response signals and two
synthetically generated signals were evaluated using specifically developed computer
program. The algorithms used and the steps for generating synthetic signals are de-
scribed in the study. Relations between signal characteristics and the accuracy of the
damage intensity obtained by the counting methods is discussed, where the rainflow
counting method is used as a reference. Results indicate that the effect of signal’s
probability density and frequency content on the accuracy of the frequency method
estimation is not negligible.
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2.1.1 Dinamične obremenitve struktur . . . . . . . . . . . . . . . . . . 3
2.1.2 Odziv dinamskega sistema z 1 prostostno stopnjo na harmonično
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4.1.3 Vpliv filtracije šuma . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1.4 Vpliv odstopanja od normalne porazdelitve . . . . . . . . . . . . 44
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Slika 3.9: Odziv sistema v smeri 0. . . . . . . . . . . . . . . . . . . . . . . . . 28
Slika 3.10: Odziv sistema v smeri 1. . . . . . . . . . . . . . . . . . . . . . . . . 28
Slika 3.11: Odziv sistema v smeri 2. . . . . . . . . . . . . . . . . . . . . . . . . 29
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Slika 3.14: Lokalni ekstremi pri šumnem in gladkem signalu. . . . . . . . . . . 33
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Slika 3.17: Močnostni spekter sintetičnega signala. . . . . . . . . . . . . . . . . 35
Slika 3.18: Rainflow matrika odziva na sinusni prelet v smeri 0. . . . . . . . . . 37
ix
Slika 3.19: Rainflow matrika odziva na sinusni prelet v smeri 1. . . . . . . . . . 37
Slika 3.20: Rainflow matrika odziva na sinusni prelet v smeri 2. . . . . . . . . . 38
Slika 3.21: Rainflow matrika odziva na naključno vzbujanje v smeri 0. . . . . . 38
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procesa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Slika 4.5: Prikaz dejanske verjetnostne distribucije sintetičnega signala A* . . 46
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Preglednica 3.1: Specifikacije pospeškomera. . . . . . . . . . . . . . . . . . . 24
Preglednica 3.2: Specifikacije merilne kartice. . . . . . . . . . . . . . . . . . . 24
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N / število obremenitvenih ciklov do kritične poškodbe materiala
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Težnja k hitreǰsemu razvoju izdelkov je v svetu tehnologije vselej prisotna, poleg tega
pa želimo razvitemu izdelku pripisati določeno življensko dobo pravilnega delovanja.
Ker je proces testiranja povprečnega časa do porušitve časovno ter posledično tudi
ekonomsko zelo zahteven, se običajno poslužujemo pospešenih testov na prototipih za
validacijo konstrukcije. Ti testi so zasnovani tako, da v kratkem času prototip izposta-
vijo vsem predvidenim obremenitvam, ki jih pričakujemo v življenski dobi končnega
izdelka.
Izvedba vibracijskega testa je pogosto predpisana s strani kupca končnega izdelka, ki
poda natančno definirane profile po katerih se generira vibracijske obremenitve za test.
Profili za teste so lahko določeni iz splošnih podatkov o pogojih uporabe izdelkov, ali
pa so določeni specifično z meritvami obremenitev pri njegovi uporabi.
Z dinamskim obremenjevanjem izdelka med testom mu postopoma vnašamo poškodbo,
katera se s trajanjem testa akumulira; lahko celo do te mere, da izdelek ne služi več svo-
jemu prvotnemu namenu. Vrednotenje akumulacije poškodbe pri testih nam omogočajo
števne metode. Zabeležen signal odziva nam omogoča prepoznavanje obremenitev, ki
se pojavljajo v samem testiranem prototipu na osnovi vrednosti odziva pa lahko ana-
liziramo intenziteto poškodbe s frekvenčnimi metodami že med samim testom.
Cilj vibracijskega testa je ugotoviti, ali konstrukcija prenese predpisane obremenitve
(ki morajo vedno biti večje od realnih v življenski dobi izdelkov). Če konstrukcija pri
testu odpove, pa je namen testa, da določi njeno šibko točko ter poda informacijo pri
kakšni obremenitvi je do odpovedi prǐslo. V kolikor je vibracijski test neuspešen, sledi
sprememba zasnove izdelka ali ojačanje konstrukcije.
1.2 Cilji naloge
Cilj naloge je ovrednotenje poškodbe testiranega prototipa pogona pri dveh vibracijskih
testih. Izvedena sta bila test naključnih obremenitev ter test sinusnega preleta. Tekom
posamičnega testa so bile beležene vrednosti odziva na izpostavljenem delu gredi rotorja
v obliki pospeškov v treh prostostnih smereh. Na podlagi teh meritev bo ovrednoteno,
1
Uvod
kateri izmed pristopov za oceno poškodbe je primerneǰsi. Spremljali bomo, kako se
napake ocen poškodbe po različnih metodah razlikujejo v odvisnosti od tipa signala
vzbujanja ter signala odziva. Določili bomo cenilke vzbujevalnih oz. odzivnih signalov,
ki vplivajo na napako v oceni poškodbe ob posluževanju frekvenčnih števnih metod.
2
2 Teoretične osnove
2.1 Osnove dinamike sistemov
Dinamika je veja mehanike, ki se ukvarja z mehanskim ter kinematičnim vplivom oko-
lice na obravnavano telo, sistem teles ali delce fluida. Analizira časovni odziv struktur
in fluidov na dražljaje iz okolice, ter pri tem upošteva materialne lastnosti, kot so masa,
gostota, viskoznost, itn.
S predpostavkami o togosti struktur, ter z izključitvijo fluidov iz obravnave, preidemo
v dinamiko togih sistemov, katere teorijo bomo uporabili v tej nalogi.
2.1.1 Dinamične obremenitve struktur
Med dinamične obremenitve uvrščamo vse obremenitve, katere v času obravnave ni-
majo konstantne vrednosti. Delitev obremenitev prikazuje slika 2.1.
Slika 2.1: Klasifikacija obremenitev.
V nalogi se bomo osredotočili na obravnavo ergodičnih stacionarnih in determinističnih
periodičnih obremenitev. Tipičen primer dinamične obremenitve v odvisnosti od časa
je vsota več harmonskih funkcij, ki imajo svojo frekvenco fi in amplitudo Ai. V osnovi
so te obremenitve sestavljene iz več zaporednih obremenitvenih ciklov, katere moramo
za obravnavo identificirati, določiti odziv dinamskega sistema in tako oceniti nastalo
poškodbo na strukturi katero testiramo.
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2.1.2 Odziv dinamskega sistema z 1 prostostno stopnjo na har-
monično vzbujanje
Kompleksne sisteme, pri katerih obravnavamo odzive na dinamske obremenitve, lahko
za namen lažje obravnave precej poenostavimo. To nam omogoča izpeljavo vodilnih
enačb, s katerimi popǐsemo pričakovani odziv sistema. Napovemo lahko pomembne
lastnosti sistema t.j. njegove lastne frekvence, razmernike dušenja,...
V tej nalogi si bomo ogledali rotor testiranega pogona, katerega opazovana prostostna
stopnja bo v primeru te naloge le v radialni smeri. Poenostavljen model rotorja na sliki
2.2a, lahko definiramo kot maso m gredi, katera je podprta na obeh koncih z ležaji.
Koeficienta togosti k (vzmet) in dušenja d (dušilko), kot jih opisuje teoretični model,
v tem primeru predstavljta gred ter ležaja. Z vzbujanjem ohǐsja pogona y(t), rotorju










(b) Model nihajoče mase z vzmetjo in dušilko.
Slika 2.2: Poenostavljen model dinamskega sistema z 1 prostostno stopnjo.
Ravnotežje sil za sistem ohǐsje-rotor lahko zapǐsemo v obliki:
mẍ(t) = −k(x(t)− y(t))− d(ẋ(t)− ẏ(t)) , (2.1)
kjer ẋ(t) ter ẏ(t) predstavljata prva odvoda pomikov rotorja ter podlage.
Če za nihanje podlage (v našem primeru ohǐsje pogona) poenostavimo funkcijo vzbu-
janja na le eno harmonsko komponento y(t) = Y sin(ω t), kjer Y in ω predstavljata




(k −mω2)2 + (dω)2
+
dωY cos(ωt− ϕ2)√︁
(k −mω2)2 + (dω)2
. (2.2)
ϕ2 = arctan(dω/k−mω2) predstavlja fazni zamik odziva sistema od nihanja podlage.
Če enačbo razvijemo dalje, in upoštevamo x(t) = X cos(ωt − ϕ1 − ϕ2) pri čemer je
ϕ1 = arctan(k/dω) fazni zamik sile podlage na sistem, dobimo naslednjo razmerje med
4
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kjer δ predstavlja razmerje med trenutnim dušenjem d ter kritičnim dušenjem dkrit, pri



















Slika 2.3: Razmerje med amplitudo odziva ter amplitudo vzbujanja pri harmonskem
nihanju podlage pri različnih razmernikih dušenja δ.
Komentar k grafu 2.3: V nalogi ne bomo analitično določali odziva sistema, temveč
bomo obravnavali meritve odziva. S skico poenostavljenega rotorja ter z izpeljavo
razmerja amplitud X in Y prikažemo vpliv lastne frekvence obravnavanega sistema ter




Procesi v naravi so odvisni od mnogo neposrednih dejavnikov, ti pa so naprej odvisni od
več posrednih dejavnikov. Zato je poskus natančnega popisa poteka nekega naravnega
procesa v času pogosto že vnaprej obsojen na neuspeh, saj imajo ti procesi neskončno
število mogočih izvedb. Pristope za popis takšnih naključnih procesov obravnava veja
matematike imenovana statistika, ki opusti poskus natančne obravnave, temveč izid
procesa X napove z določeno verjetnostjo.
Opazujemo diskreten signal z vrednostmi x1 . . . xN , kjer smo z xn označili vrednosti
odvisne spremenljivke. Osnovna statistična analiza definira dve veličini.













(xn − µx) . (2.6)
Osnovna funkcija za obravnavo procesov v statistiki je tudi funkcija gostote verjetnosti
(probability density function ali PDF), katera vsaki vrednosti odvisne spremenljivke po-
daja verjetnost pojava v časovni vrsti. Večina procesov v naravi ima gostoto verjetnosti








Nadaljna obravnava signala dinamskih obremenitev predvideva predpostavko o staci-
onarnosti. Šibka stacionarnost nekega procesa zahteva časovno neodvisnost povprečne
vrednosti µx in variance σx ter odvisnost verjetnosti izbrane časovne vrste od dolžine
intervala in ne od mejnih vrednosti časa [2]:
p(x1,t1;x2,t2) = p(x1,t1 + T ;x2,t2 + T ) . (2.8)
V nadaljevanju bodo predstavljeni osnovni pristopi za obravnavo signalov naključnih
procesov.
2.2.1 Fourierjeva transformacija
Frekvenčna slika signala nam daje informacijo o frekvenčni zastopanosti signala v
časovni domeni. Prehod iz časovne v frekvenčno domeno nam omogoča Fourierjeva
transformacija.
Osnovni princip Fourierjeve transformacije je aproksimacija signala s Fourierjevo vrsto.
V teoriji lahko vsako periodično integrabilno funkcijo (z nekaj izjemami [2]) natančno
6
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popǐsemo s Fourierjevo vrsto, ki ji določimo ustrezne parametre. Fourierjeva vrsta
predstavlja neskončno vsoto harmonskih funkcij z različnimi amplitudami in fazami.



















a0/2 nam predstavlja srednjo vrednost signala, an in bn sta amplitudi harmonskih
funkcij, medtem ko Tp predstavlja osnovno periodo signala. V nadaljevanju pa eno







Mn cos(2π nt+ ϕn) , (2.10)





Harmonske funkcije pa lahko predstavimo tudi v kompleksni ravnini, kar nam omogoča
enostavneǰso obravnavo, postopek numeričnih izračunov pa je s tem mnogo hitreǰsi.







, lahko vrsto iz enačbe (2.9) zapǐsemo v obliki:








−j2π nt/Tp , (2.11)













x(t)ej2π nt/Tp dt = Xfn . (2.13)
S cn∗ smo v enačbi (2.11) označili koeficiente Fourierjeve transformacije na negativni
frekvenčni polosi (glej sliko 2.4b).
Tako smo prehod iz časovne v frekvenčno domeno (oz. Fourierjevo transformacijo) zre-
ducirali na iskanje koeficientov Fourierjeve vrste. Posamezen koeficient cn predstavlja
amplitudo Xfn frekvence fn =
2π n
Tp
. Pomembna lastnost Fourierjeve transformacije je,
da preslika realne vrednosti v kompleksne, kar lahko vidimo v amplitudnem spektru na
sliki 2.4b, kjer se pojavijo tudi vrednosti amplitud negativnih frekvenc, ki sicer nimajo
fizikalnega pomena, a so vključene zaradi matematične pravilnosti in konsistentnosti.
Za numerično obdelavo signalov je bila razvita metoda hitre Fourierjeve transformacije
(FFT ali fast fourier transform), ki jo uporabimo tudi pri obdelavi signalov v nalogi. V
7
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(a) Časovna vrsta signala napetosti. (b) Njegov amplitudni spekter.
Slika 2.4: Graf amplitudnega spektra signala.
osnovi je FFT diskretna Fourierjeva transformacija (DFT), katera predvideva končnost
časovne vrste N ter diskretne vrednosti merjene količine x(n∆) v časovnih intervalih














, kjer je dolžina frekvenčne vrste v = 0, 1, . . . , N−1
enaka dolžini časovne vrste [2]. Tukaj lahko vidimo, da nam dolžina časovne vrste
izbolǰsa ločljivost FFT.
2.2.2 Autokorelacijska funkcija
Avtokorelacijska funkcija daje vrednost korelacije med dvema vrednostma v časovni
vrsti, ki nastopita v časovnem razmaku τ . Zapǐsemo jo lahko kot pričakovano vrednost
bivariantnega procesa:






x(t)x(t+ τ) dt , (2.15)





x p(x) dx . (2.16)
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Vsi procesi, katerih povprečna vrednost je enaka µx = 0, imajo vrednost korelacije pri
τ = 0 enako varianci procesa. Za naključne procese lahko rečemo, da se avtokorelacij-
ska funkcija asimptotično približuje vrednosti Rxx = 0, kar pa ne drži za procese, ki so
periodični [2]. Primer grafa avtokorelacijske funkcije lahko vidimo na sliki 2.5b
(a) Časovna vrsta signala napetosti. (b) Njegova avtokorelacijske funkcija.
Slika 2.5: Graf avtokorelacijske funkcije signala.
2.2.3 Močnostni spekter
Moč ali energija signala je v veliko primerih sorazmerna s kvadratom merjene vrednosti








Zastopanost posameznih frekvenc z amplitudnim spektrom navadno ni tako zelo očitna,
zato pogosteje želimo vedeti odvisnost kvadrata amplitude določene frekvence v mer-
jenem signalu. Tako imenovani močnostni spekter ali PSD (power spectral density ali
samo power spectrum) nam poda prav to informacijo. Teorija predlaga več možnosti
izračuna močnostnega spektra, tukaj pa se bomo osredotočili na dve. Prva predvideva





−j2π fτdτ . (2.18)
Po tem načinu dobimo točne vrednosti močnostnega spektra za potencialno neskončen
signal, aproksimiran s Fourierjevo vrsto.
Drugi način je kvadriranje vrednosti amplitud X neodvisne spremenljivke amplitu-







Tukaj dobimo sicer bolj grobo (a še vedno precej dobro) oceno močnostnega spektra
na obravnavani končni časovni vrsti. Uporabo obeh načinov prikažemo na sliki 2.6b.
(a) Časovna vrsta signala napetosti. (b) Njegov močnostni spekter določen po
dveh metodah.
Slika 2.6: Graf močnostnega spektra signala.
Običajno za analizo uporabimo enostranski močnostni spekter Gxx, ki prikazuje le
pozitivne frekvence. Pri analizi lahko uporabimo že razvite metode za hitro določitev
enostranskega močnostnega spektra, kot je na primer Welchova metoda, ki za hitreǰsi
izračun uporabi t.i. okenske funkcije (več o tej temi v [2]). Primerjava rezultatov vseh
metod je prikazana na sliki 2.7.
Slika 2.7: Enostranski močnostni spekter signala na sliki 2.6a.
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2.2.4 Cenilke naključnih procesov
Ko pridobimo PDF naključnega procesa, ga lahko statistično opǐsemo z določenimi





(x− µx)ip(x)df . (2.20)
Vrednosti ničtega in prvega centralnega momenta sta za vsak naključni proces enaki
λ0 = 1 ter λ1 = 0. Centralni moment λ2 predstavlja prej predstavljeno statistično
veličino variance (2.6). V nalogi bomo analizirali tudi vpliv centralnih momentov λ3
ter λ4, ki sta splošno znani statistični veličini skewness in kurtosis. Za naključne procese
z normalno porazdelitvijo velja, da je vrednost skewnessa enaka Skew = 0, ter vrednost
kurtosisa Kurt = 3 [2].






(xn − µx)i. (2.21)





f iGxx(f)df . (2.22)
Sodi spektralni momenti predstavljajo statistične veličine, ki jih lahko določimo tudi
direktno iz časovne vrste in njenih odvodov, brez računanja vrednosti PSD. Tako napri-
mer ničti spektralni moment predstavlja varianco procesa m0 = σ
2
x, ter drugi spektralni
moment varianco prvega odvoda obravnavanega procesa m2 = σ
2
ẋ. Pri analizi vibracij
običajno uporabljamo le spektralne momente do m4 [3].







Nekatere metode uporabijo tudi parametra, ki ocenjujeta pričakovano frekvenco vrhov












Skozi moderno zgodovino se je zavedanje problema, ki ga lahko predstavljajo dinamske
obremenitve na strukture, precej izbolǰsalo. Pojav utrujanja materiala (ang. fatigue),
je v strojnǐstvu pogost in njegovo razumevanje je lahko ključnega pomena pri razvoju
izdelkov in polizdelkov. Odpornost strukture na dinamsko utrujanje ali vibracije ime-
nujemo dinamična trdnost.
Iz vidika trajnosti izdelka je visoka dinamična trdnost še posebej zaželena, saj nam v
nasprotnem primeru lahko ob cikličnem obremenjevanju komponente že z manǰso obre-
menitvijo pride do neželenih deformacij izdelka ali celo porušitve. Lastnosti materialov
morajo biti glede na dinamično obremenjenost komponente ustrezno premǐsljene.
2.3.1 Krivulja S-N
Želja je, da bi lahko z merjenjem dinamskega odziva sistema lahko ugotovili vpliv
dinamskega utrujanja ter določili vrednost poškodbe na strukturi. Vemo, da so pov-
zročitelji utrujenostnih poškodb ter poškodb nasploh napetosti, katere se v materialu
pojavijo zaradi zunanjih obremenitev, kot so pospeški ali temperaturne spremembe.
Enega izmed najbolj enostavnih popisov akumulacije poškodbe zaradi dinamskih obre-
menitev predstavlja S-N krivulja (primer S-N krivulje prikazuje slika 2.8). Je linearni
model za napoved porušitve, in temelji na eksperimentalnih podatkih, na podlagi ka-
terih se za določen material izračuna parametre te krivulje. Kot prvi jo je za napoved
življenske dobe ležajev predlagal Palmgren (1924), kasneje ga je dopolnil Miner(1945),
ki je tudi pokazal dobro ujemanje modela pri določeni zlitini aluminija. Kasneǰse raz-
iskave pa so kazale na večjo nezanesljivost pri drugih materialih. Izkaže se, da bolj
konsistentne rezultate da bilinearni model, pri katerem moramo določiti točko preloma
premice [4].
Zaradi enostavnosti uporabe ter razmeroma dobre natančnosti bomo v nalogi uporabili
linearni model za napoved akumulacije poškodbe.
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(a) S-N krivulja z logaritemskima osema. (b) S-N krivulja z linearno osjo N.
Slika 2.8: Primer S-N krivulje.





pri čemer smo s σ označili napetost.
Če se osredotočimo na stacionarni časovni potek napetosti, lahko v praksi dobimo tri
različne režime dinamičnih obremenitev:
– Nihanje pozitivne napetosti (1 ≥ R ≥ 0)
– Nihanje, ko napetost prehaja iz pozitivne v negativno (R ≤ 0)
– Nihanje negativne napetosti (R ≥ 1)
Vsak izmed režimov ima različno S-N krivuljo, torej moramo biti pozorni pri branju
literature. Običajno avtorji navajajo krivulje pri režimu R = −1, vrednosti pa si mora
bralec prilagoditi sam (glej poglavje 2.3.2), vkolikor ima drugačen primer.
S-N krivuljo z enačbo:
C = N σkm , (2.26)
določata dva parametra. C predstavlja mejo tečenja materiala Rp0,2 ki je potencirana
s konstanto km. Sam km nam v logaritemski skali predstavlja naklon premice. Oba
parametra sta popolnoma odvisna od materialnih lastnosti in ju lahko določimo le
eksperimentalno.
2.3.2 Minerjevo pravilo
Pravilo linearne akumulacije poškodbe privzema, da za akumulacijo poškodbe zapo-
redje različnih obremenitvenih ciklov ni pomembno. Po enačbi (2.26) lahko za vsak
obremenitveni cikel posebej določimo, kolikšen je njegov doprinos k poškodbi v ma-
terialu. Če je pri določeni amplitudi napetosti število ciklov do porušitve enako N ,
13
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je delež poškodbe enega obremenitvenega cikla enak
1
N
. Prispevke vseh prepoznanih










kjer je ni število ciklov, za katere smo določili enako amplitudo, ter Ni predstavlja
število ciklov pri tej amplitudi ki povzroči porušitev (vrednost poškodbe P = 1 po-
meni porušitev).
V praksi pa obremenitveni cikli skoraj nikoli nimajo srednje vrednosti enake 0, kar
pomeni da parametra običajne S-N krivulje za te cikle nista uporabna in je potrebno
korigirati, ali parametra, ali lastnosti izbranega cikla, torej razpon (ang.range) in sre-
dnjo vrednost. V ta namen imamo več možnih rešitev. Najbolj elegantni sta korekciji,














V enačbah (2.28) ter (2.29) σar predstavlja korigirano amplitudo, σa in σm pa ampli-
tudo in srednjo vrednost cikla, ki ga korigiramo. S σu označimo trdnost materiala.
2.3.3 Števne metode
Zgodovino dinamskih in kvazidinamskih obremenitev analiziramo z uporabo števnih
metod. Ločimo števne metode v časovni in frekvenčni domeni, ki se v obravnavi signala
precej razlikujeta. Metode v časovni domeni direktno obravnavajo vrednosti napetosti
v času, kar jim omogoča zelo dobro natančnost. Ker pa zahtevajo iterativno štetje ciklov
skozi celotno časovno vrsto so numerično bolj počasne. Metode v frekvenčni domeni
obravnavajo frekvenčni spekter signala, ki ga lahko v realnem času dobimo direktno iz
meritev, zato so numerično bolj učinkovite, a s tem izgubijo na natančnosti.
2.3.3.1 Časovna domena
Vrednosti napetosti, katerim jim je material podvržen, beležimo z vnaprej določeno
frekvenco beleženja merilne kartice fs. Vsaki vrednosti napetosti je torej točno določena
ena časovna točka, kar nam omogoča izris signala odziva sistema v domeni časa, kjer je
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čas neodvisna in napetost odvisna spremenljivka. V primeru dinamskih obremenitev,
kjer napetost niha zelo hitro, moramo paziti, da zadostimo kriteriju Nyquista:
fs ≥ 2 fmax , (2.30)
kjer je fmax najvǐsja frekvenca nihanja vrednosti napetosti.
Števne metode v časovni domeni poizkušajo oceniti obremenitve na sistemu direktno iz
signala odziva, z iskanjem obremenitvenih ciklov. Znanih je več načinov: level-crossing,
peak-valley, range counting ter rainflow, ki ima možnost 3 ali 4-točkovne metode [4].
V sklopu te naloge, bomo uporabili le metodo rainflow, ki je kot referenca omenjena
tudi v standardih [5].
Rainflow metoda, RF
Lastnosti cikla, ki ga v signalu želimo identificirati (amplituda in srednja vrednost),
so točno določene že takrat, ko imamo vrednosti njegovega maksimuma in minimuma.
Torej lahko zmanǰsamo časovno vrsto le na vrednosti napetosti v lokalnih ekstremih
signala, in tako bistveno zmanǰsamo količino vhodnih podatkov za rainflow števno
metodo. Pri iskanju ekstremov se moramo zavedati, da imamo v signalu vedno tudi
šum, zato ni smiselno v obravnavo vzeti vsakega manǰsega cikla, ki bi bil posledica
šuma. Lokalni ekstrem moramo zato iskati v večji okolici točke.
Slika 2.9: Grafični prikaz prepoznanih ciklov z metodo rainflow.
Ko smo pripravili časovno vrsto vrhov in dolin (ang. peak and trough), moramo za upo-
rabo 3-točkovne metode, kot jo opisuje standard ASTM [5], preurediti časovno vrsto
15
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tako, da začnemo in končamo z maskimalno vrednostjo pospeška, pri tem pa ohranimo
zaporedje obremenitvenih ciklov. Iz urejenih vrednosti napetosti nato z algoritmom
razberemo amplitude in srednje vrednosti ciklov [4]. Ponazoritev obremenitvenih ci-
klov, ki jih v časovni zgodovini prepozna rainflow metoda, so prikazani na sliki 2.9
Rainflow štetje poteka po naslednjem pravilu [5]:
Naj bo Xc = |a3 − a2| ter Yc = |a2 − a1| (indeks 3 označuje zadnjo prebrano točko a),
potem:
1. Preberi naslednjo točko v seznamu vrhov in dolin. Če zmanjka podatkov, končaj
štetje.
2. Če so v seznamu prebranih točk manj kot 3 točke, pojdi na 1. korak. Izračunaj
Xc ter Yc.
3. Primerjaj absolutni vrednosti Xc ter Yc:
– Če velja Xc < Yc pojdi na 1.korak
– Če velja Xc ≥ Yc pojdi na 4.korak
4. Štej Yc kot en cikel in izbrǐsi točki, ki določata Yc. Pojdi na 2.korak.
Preštete cikle nato obravnavamo po postopku opisanem v poglavju 2.3.2.
2.3.3.2 Frekvenčne metode za oceno poškodbe
Včasih se pojavi želja tudi po določitvi trenutne intenzitete poškodbe, naprimer med
merjenjem obremenitev pri dinamskem utrujanju sistemov. Pri tem si z metodami
v časovni domeni ne moremo pomagati, saj bi za obravnavo potrebovali že izmerjen
časovni potek obremenitve. Tukaj pridejo v poštev frekvenčne metode, ki znajo v re-
alnem času določiti intenziteto poškodbe iz frekvenčne slike signala [6]. Potreba po
metodah, ki poškodbe dinamskih obremenitev ocenijo hitreje, je še posebej izrazita pri
računalnǐskih simulacijah, kjer imamo opravka z mnogo končnimi elementi [3], pred-
nost pa imajo tudi pri analizi dinamskega odziva strukture 2.1.2. Je pa nujno, da se
zavedamo omejitev določenih metod, ter da znamo za svojo aplikacijo uporabiti pravo
metodo.
Frekvenčne metode temeljijo na predpostavki, da je proces odziva merjenega sistema
naključen stacionaren proces z normalno porazdelitvijo gostote verjetnosti. Parametre,
ki jih uporabljajo te metode smo predstavili v poglavju 2.2.4. Metode podajajo izračun
intenzitete poškodbe, torej je končna poškodba odvisna še od dolžine časovne vrste.
Implementacijo linearnega Palmgren-Minerjevega pravila 2.3.2 v frekvenčni domeni
dobro opǐsejo Sherratt et al. [7].
Za analizo moramo najprej definirati gostoto verjetnosti pojava različnih amplitud
ciklov Ppr, pri čemer nam n iz enačbe (2.27) predstavlja majhen odsek prej omenjene
gostote verjetnosti pri amplitudi cikla dσ. Število ciklov pri tej amplitudi cikla do
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kjer νp predstavlja gostoto vrhov časovne vrste v enoti časa ter S amplitude napetosti.
Večina avtorjev frekvenčnih metod uporablja enačbo (2.31) za končno oceno intenzitete,
pri tem pa se med seboj razlikujejo le v oceni gostote verjetnosti amplitud ciklov Ppr
na podlagi PSD oz. njegovih cenilk (2.22), (2.23). Cilj metod je čim bolǰse ujemanje z
rainflow oceno, ne glede na pogoje - pri vseh mogočih močnostnih spektrih naključnih
pojavov.
Ozkospektralna (Narrowband) metoda, NB
Ozkospektralna metoda je primerna za uporabo pri analizi procesov, kjer nastopa le
ozki frekvenčni spekter (kar nakazuje že njeno poimenovanje). Pri tem predpostavlja
Rayleighjevo distribucijo amplitud ciklov. Ozkospektralna metoda nam da oceno in-
tenzitete poškodbe v primeru, ko je v časovni domeni vsak prepoznan vrh povezan z
njegovo nasprotno vrednostjo, kar nam v izračunu vedno prikaže večjo poškodbo, kot



















tz−1 e−tdt . (2.33)
α0.75 metoda, A 0.75
Ta metoda le dodaja korekcijski faktor ozkospektralni metodi, a kot pokažejo simula-







Wirsching in Light [8] sta ozkospektralno metodo dopolnila s faktorjem ρWL, kamor
sta vključila tudi korigiran parameter spektralne širine ϵ =
√︁
1− α22
ρWL = a(km) + (1− a(k))(1− ϵ)b(km) , (2.35)
kjer se parametra a in b določi iz materialnega parametra k po enačbah:
a(k) = 0.926− 0.033km , (2.36)
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b(k) = 1.587km − 2.323 . (2.37)







Zhao in Baker [9] sta v svojem delu funkcijo gostote verjetnosti amplitud ciklov določila
z linearno kombinacijo dveh statističnih distribucij - Rayleighove ter Weibullove.






















α = 8− 7α2 , (2.41)
β =
{︃
1.1 : α2 < 0,9
1.1 + 9(α2 − 0,9) : α2 ≥ 0.9
. (2.42)
Pri procesih s parametrom α2 < 0,13 metoda daje nepravilne rezultate, saj nam izraz
(2.40) da rezultat w > 1 [10]. Metoda je bila preverjena le pri 2 ≤ k ≤ 6, zato zahteva
ponovno evalvacijo za uporabo večjih k.
Za izbolǰsanje rezultatov metode pri manǰsih vrednostih k, avtorja priporočata izračun
parametra α po izbolǰsanem postopku, opisanem v [10].





























Numerična metoda, ki jo je v svojem delu [11] predstavil Dirlik, upošteva preceǰsnje
število parametrov močnostnega spektra. Le te uporabi za predvidevanje gostote po-
razdelitve amplitud ciklov, ter za oceno intenzitete poškodbe.
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1− α2 −G1 +G21
1−Rd
, (2.47)
G3 = 1−G1 −G2 , (2.48)
Rd =
α2 − xm −G21






Pri enačbi (2.39), S predstavlja amplitudo cikla, ostali parametri pa so opisani v po-




















Tovo-Bennasciutti metoda 1 in 2, TB1, TB2
Numerični metodi, ki sta ju predlagala Bennasciutti in Tovo [10,12] temeljita na delih
Rychlika [13] in Maddsen et al. [14], ki so v frekvenčni domeni določili maksimalno
D
NB
ter minimalno intenziteto poškodbe [4] D
RC


























Metodo, kjer uporabimo koeficient bTB1 bomo v nadaljevanju označili s TB1, kjer
uporabimo bTB2 pa TB2.
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3 Metodologija raziskave
Zanesljivo določanje dinamične trdnosti struktur zahteva eksperimentalno testiranje,
pri katerem prototip končnega izdelka ali polizdelka dinamsko obremenjujemo. Kupec
definira specifikacije vibracijskega testa z ozirom na pogoje, katerim bo ta izdelek
v svoji obratovalni dobi izpostavljen. Običajno se vibracijski testi za komponente
avtomobilske industrije izvajajo z vzbujevalnimi signali, ki so definirani s profilom
amplitud ali z močnostnimi spektri. V nalogi bomo predstavili dva klasična tipa, sinusni
prelet (ang. sine sweep) ter naključno širokospektralno vzbujanje ang. (random).
Poleg teh, se pogosto uporabljajo še vzbujanje z impulzi (ang. shock waveform) ter
superpozicija sinusa in naključnega signala (ang. sine on random). V tem poglavju so
predstavljeni postopek merjenja, meritve z grafi in spektrogrami ter razložen postopek
analize signalov, ki smo ga izvajali za pridobitev končnih rezultatov.
3.1 Izvedba meritev
Ker je merjenje napetosti na celotni strukturi praktično neizvedljivo, se v tej nalogi po-
služimo merjenja pospeškov v eni točki na sistemu. Pri tem privzamemo sorazmernost
napetosti s pospeškom, pri tem pa je potrebno vedeti, da je v resnici ta poenostavitev
precej groba.
Za merjenje dinamskih obremenitev imamo več možnosti za izbiro senzorike, odvisno
od količine, ki jo želimo meriti. Uporabimo lahko optične naprave (laserski interfero-
metri ali kamera) za merjenje pomikov in hitrosti ali pospeškomere, s katerimi merimo
pospeške. Prednost merjenja pospeškov, v primerjavi z merjenjem pomikov, je pred-
vsem v večji točnosti in natančnosti, a lahko z enim pospeškomerom izvajamo meritve
le v eni določeni točki na sistemu. V primeru, da želimo vedeti vplive vibracij na
površine, se poslužujemo optičnih metod.
Izvedba vibracijskega testa za izbrani pogon (slika 3.2), zahteva tudi razvoj vpenjala,
kot povezave med izdelkom in stresalnikom. Pri tem je potrebno biti pozoren, da bo
vpenjalo čim bolje predstavljalo razmere, ki jim bo izdelek v času obratovanja podvržen.
Ker rotirajoči izdelki med delovanjem že sami inducirajo vibracije, je zaželjeno, da so
montirani na čim bolj togo strukturo, ki ne sme priti skupaj s tem izdelkom v resonanco.
21
Metodologija raziskave
3.1.1 Merilna veriga ter njene komponente
Merilna veriga je bila sestavljena iz naslednjih elementov:
1. stresalnik Derritron VP7000
2. računalnik
3. merilna kartica NI 9234
4. dva pospeškomera (merilni Dytran 3133B1 in referenčni)



















Slika 3.1: Shema merilnega mesta z označenim koordinatnim sistemom.








Slika 3.2: Montaža pogona na stresalnik.
Merilni pospeškomer 4
Slika 3.3: Slika merilnega mesta iz zadnje strani vpenjala.
Za zajem signalov odziva smo uporabili program LabView 2019
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0,3 do 6000 ±5% Hz
0,25 do 10000 ±10% Hz




Frekvenca beleženja fs 25,6 kHz
Šum pri maks. fs 50µVrms
Pri merjenju dinamskega odziva sistemov je potrebno merjenje vhodnih (miza) ter izho-
dnih (sistem) dinamskih obremenitev strukture. Montirana sta torej dva pospeškomera,
eden referenčni ter eden odzivni. Analogna signala merilnega ter referenčnega po-
speškomera lahko med seboj primerjamo ter tako določimo funkcijo frekvenčnega od-
ziva sistema (ang frequency response function) ali FRF na nihanje podlage, katero
lahko uporabimo za karakterizacijo dinamskega sistema. V tej nalogi računanja ter
uporabe FRF ne bomo demonstrirali.





Sinusni prelet (ang. sine-sweep) je definiran kot prelet vseh frekvenc s kontroliranjem
amplitude vzbujanja. Ker se pri sinusnem preletu frekvenca s časom spreminja, lahko
zaznamo pojav resonance kadar struktura začne nihati z zelo velikimi amplitudami,
v primerjavi z amplitudami pri nižjih frekvencah. Testiranje s sinusnim preletom je
smiselno za strukture, ki so podvržene harmonskim nihanjem, npr. zaradi rotirajočih
mas.
Pri vzbujanju s sinusnim preletom funkcijski generator v stresalniku generira sinu-
sni signal pospeška z le eno samostojno frekvenco naenkrat. To frekvenco diskretno
spreminja s časom, ter iz pospeškovnega profila določi amplitudo pospeška pri vsaki
frekvenci. Za linearne hitrosti preleta velja enačba (3.1):
y(t) = Y sin ((ω t) t) . (3.1)
Običajno je vzbujanje definirano s pospeškovnim profilom, iz katerega nato lahko krmil-
nik stresalnika natančno generira sinusno obremenitev. Primer takšnega pospeškovnega
profila prikažemo na sliki 3.4.
Slika 3.4: Primer pospeškovnega profila sinusnega preleta.
Na slikah 3.5 do 3.7, so prikazani časovni poteki odziva sistema na vzbujanje s sinusnim
preletom, v treh prostorskih smereh. Smer 0 označuje aksialno smer, smeri 1 in 2 pa
sta radialni na gred rotorja 3.1.
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Slika 3.5: Odziv sistema v smeri 0.
Slika 3.6: Odziv sistema v smeri 1.
Slika 3.7: Odziv sistema v smeri 2.
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Na grafih lahko vidimo, da se v prvih 220 sekundah sistem na vzbujanje odziva z
manǰsimi pospeški. Ob času 220 s pa pride do nenadnega ojačanja odziva s faktorjem
3. Vzrok povečanja bomo komentirali v poglavju zaključkov 5.
3.1.3 Naključno vzbujanje
S povečanjem potreb po vibracijskih testih, pa so se začele pojavljati potrebe po si-
mulaciji dinamskih obremenitev, ki se pojavljajo pri vsakdanjih pogojih. Naključno
vzbujanje (ang. random) omogoča vibracije z vsemi frekvencami znotraj željenega fre-
kvenčnega območja hkrati, ter zagotavlja dobro statistično zanesljivost amplitud teh
frekvenc v primerjavi z realnimi naravnimi procesi vzbujanja. Takšni testi so tako
najbolj reprezentativni za vse samostojne sisteme, na katerih poizkušamo simulirati
delovanje naključnih obremenitev.
Z naključnim testom je vrednotena večina pomembneǰsih komponent v avtomobilski,
letalski ter drugih industrijah, pri katerih je vrednotenje utrujanja posebnega pomena
in je od tega odvisna varnost uporabnika.
Vsebina vibracijskega testa naključnega vzbujanja, je najpogosteje definirana s PSD
pospeška okolice oz. mize stresalnika (glej poglavje 2.2.3). Primer vzbujevalnega pro-
fila prikažemo na sliki 3.8. Ti so običajno določeni na podlagi meritev obremenitev
komponente iz okolice.
Slika 3.8: Primer močnostnega spektra naključnega vzbujanja.
Pri testih z naključnim vzbujanjem in sinusnim preletom smo pozorni na poškodbo, ki
jo z vibracijami povzročimo na testirani komponenti. Če ta preživi oba testa brez očitne
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poškodbe, se šteje kot primerna za uporabo. V kolikor ob testiranju pride na prototipu
do očitnih poškodb, je potrebno spremeniti zasnovo izdelka, kar lahko občutno podalǰsa
in podraži postopek njegovega razvoja.
Na slikah 3.9 do 3.11, prikažemo še meritve odziva rotorja pogona pri naključnem
vzbujanju.
Slika 3.9: Odziv sistema v smeri 0.
Slika 3.10: Odziv sistema v smeri 1.
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Slika 3.11: Odziv sistema v smeri 2.
Prav tako kot v časovnih zgodovinah sinusnega preleta, tudi pri naključnem vzbujanju
pride do hitrega preskoka vrednosti pospeškov ob času 75 s, kjer se je vzbujanje rotorja
sploh pričelo. Za odziv rotorja na naključno vzbujanje po času 75 s pa lahko rečemo, da
je nihanje pospeška za razliko od sinusnega preleta stacionarno. V smereh 1 in 2 celo
presežemo merilno območje pospeškomera, zato bomo v nadaljevanju ti dve časovni
zgodovini obravnavali z zadržkom. Obenem se zavedamo, da pospeški niso linearno
proporcionalni napetostim.
3.2 Analiza sintetičnega signala
Postopek analize signala bomo prikazali na programsko sintetiziranem signalu, ki ga
bomo kasneje obravnavali kot primerjavo za ostale signale. Prednost analize sin-
tetičnega signala je v tem, da natančno poznamo njegove harmonske komponente, torej
amplitude ter frekvence, iz katerih je signal sestavljen. Za bolǰse ujemanje z realnimi
signali ter za bolǰsi prikaz postopka mu dodamo še znano vrednost šuma.
3.2.1 Generacija sintetičnega signala
3.2.1.1 Sintetični signal A





Ai sin 2π fi t+ Ξ(t) , (3.2)
kjer Ai predstavlja amplitudo posamezne i-te harmonske komponente, fi pa njeno
frekvenco. Šum generiramo kot naključno porazdeljeno vrsto uteži, ki jih prǐstejemo
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signalu. Vrednosti parametrov v enačbi (3.2), prikazuje tabela 3.3.
Preglednica 3.3: Parametri sintetičnega signala A.
fi [Hz] Ai [g] fs [Hz] T [s] N
5 20
1000 100 10000033 12
50 5
S frekvenco vzorčenja fs definiramo gostoto časovne vrste (število elementov v enoti
časovne vrste), ter z časom T njeno dolžino. Za vsak element časovne vrste izračunamo
vrednost signala sintetičnega odziva.
Slika 3.12: Kraǰsi odsek sintetičnega signala brez in s šumom.
3.2.1.2 Sintetični signal B
Drugi sintetični signal generiramo z uporabo inverzne Fourierjeve transformacije de-
finiranih vrednosti PSD na določenem frekvenčnem intervalu. Ta frekvenčni interval
označimo kot BW (ang. bandwidth). S spreminjanjem mejnih vrednosti frekvenčnega
intervala spreminjamo njegovo širino ter vǐsino frekvenc, ki jih vsebuje sintetični si-
gnal, in na ta način signalu spreminjamo frekvenčno vsebino. Vǐsino frekvenc omejimo
s frekvenco fmax




Amplitudni spekter pridobimo s korenjenjem vrednosti močnostnega spektra deljenega




Za celovit popis signala je potrebno definirati še fazne zamike φ. Te določimo naključno
na intervalu [0, 2π).
Z vrednostmi amplitud ter faznih zamikov lahko pripravimo signal v frekvenčni domeni
[15]:
F (f) = X(f) · ejφ . (3.4)
Nad signalom v frekvenčni domeni izvedemo inverzno Fourierjevo transformacijo in







Preglednica 3.4: Parametri sintetičnega signala B.
Sxx [g
2/Hz] BW [Hz] fs [Hz]
300 200 25600
T [s] fmax [Hz] N
10 10000 256000




V tem poglavju bomo demonstrirali potek analize kratkega časovnega odseka signala
A ter določanja intenzitete poškodbe na tem odseku s števnimi metodami, katere smo
predstavili v poglavju 2.3.3.
Analiza od nas najprej zahteva določitev materialnih lastnosti za preizkušano strukturo.
Za potrebe naloge natančna določitev teh parametrov nima ključnega pomena, saj nas
zanima le relativna napaka intenzitete poškodbe, ki jo določijo metode v frekvenčni
domeni, glede na referenčno rainflow metodo. Pomembno je le, da obravnavamo iste
materialne parametre z vsako metodo.
Vrednosti materialnih parametrov, ki smo jih izbrali z ozirom na velikostne razrede teh
materialnih parametrov v članku [3], sta predstavljeni v spodnji tabeli:
Preglednica 3.5: Privzeti materialni parametri.
km C [g
k]
3,1 7,0× 1014 g k
3.2.2.1 Časovna domena
Analiza poteka v 4-ih korakih:
1. Iskanje lokalnih ekstremov signala odziva
Lokalni ekstremi predstavljajo robne točke amplitude posameznih ciklov. Pri
iskanju ekstremov je smiselno, da vzamemo poleg točke an v obravnavo tudi δ
sosednjih točk, saj lahko v šumnem signalu algoritem vključi kakšen ekstrem, ki
v realnosti ne nastopa, a nam lahko spremeni končen rezultat. V tej nalogi, bomo
v splošnem upoštevali le okolico treh točk. Število točk na vsaki strani, bomo
označili s parametrom Ntock.
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Slika 3.14: Lokalni ekstremi pri šumnem in gladkem signalu.
2. Urejanje časovne vrste
Časovno vrsto uredimo tako, da začnemo in končamo z maksimalno ali minimalno
vrednostjo signala, pri tem pa ohranimo zaporedje vrednosti.




Štetje ciklov po rainflow metodi smo predstavili v poglavju 2.3.3.1. Algoritem
predela časovno vrsto in iz nje izloči obremenitvene cikle. Grafično ponazoritev
štetja prikazuje slika 2.9.
Rezultate štetja ciklov običajno podamo na dva načina:
– z robnimi točkami posameznih ciklov (od-do ali ang. From-To)
– z razponom ter srednjo vrednostjo ciklov (razpon-srednja vrednost ali ang.
Range-Median)
Vizualno rezultate predstavimo s histogramom, kjer lahko prikažemo različne vre-
dnosti, s katerim so cikli definirani in tako vidimo gostoto porazdelitve, ali z tako
imenovano rainflow matriko. Ta nam s spektrogramom prikazuje destruktivnost
odziva. Cikli, ki se nahajajo na diagonali lihih kvadrantov (glede na sliko 3.16b
v smeri ↗), imajo največji doseg, in so zato najbolj kritični za testirano kompo-
nento. Cikli, ki ležijo na pravokotnici na to diagonalo, pa imajo doseg praktično
0, zato raztros ciklov v tej smeri ni kritičen.
(a) histogram ciklov (b) Rainflow matrika ciklov
Slika 3.16: Prikaz rezultatov štetja ciklov
4. Določitev intenzitete poškodbe
Poškodbo določimo po Minerjevem pravilu, kot je opisano v poglavju 2.3.2. Pri
tem je potrebno upoštevati tudi Goodmanovo ali Gerberjevo korekcijo za cikle,
katerih srednja vrednost ni enaka 0. Matriko dosegov in srednjih vrednosti za
prej določene cikle pretvorimo v matriko ciklov s korigirano amplitudo, na kate-
rih lahko potem izvedemo štetje poškodbe po Minerjevem pravilu (2.27).
Koraka 1 ter 2, sta lahko tudi v obratnem vrstnem redu, saj lahko ekstreme ǐsčemo
tudi v že urejeni časovni vrsti. V časovni domeni analiza večkrat zahteva iterativen
postopek, ki mora sicer enostavno kodo ponavljati za večje število podatkov. Proces




Analiza signala odziva v frekvenčni domeni zahteva 3 korake:
1. Določitev močnostnega spektra signala, PSD
PSD diagram lahko določimo po več postopkih, dva od teh smo opisali v poglavju
2.2.3. Močnostni spekter kraǰsega odseka signala na sliki 3.12 prikažemo na
sliki 3.17. Vidimo lahko povsem izrazito izstopanje moči treh frekvenc, ki smo
jih vključili v sintetični signal. Ostale vrednosti so zelo majhne, kar v primeru
močnostnih spektrov enačimo z 0.
Slika 3.17: Močnostni spekter sintetičnega signala.
2. Izračun parametrov procesa odziva sistema
Izračunamo spektralne parametre, kot so momenti, spektralna širina, frekvence
vrhov ter prečkanj ničle, kot smo jih opisali v poglavju 2.2.4. Vrednosti parame-
trov prikažemo v tabeli 3.6.
Preglednica 3.6: Parametri naključnega procesa za sintetični signal A.
Parameter Vrednost
m0 |m1 |m2 284,472 | 4000,599 | 114,646× 103
λ3, λ4 0 | 2,159






Ko izračunamo vse parametre procesa, je določitev poškodbe le preprost izračun
po enačbah v poglavju 2.3.3.2 ter množenje s časovnim intervalom trajanja si-
gnala. Vrednosti za sintetični signal prikažemo v tabeli 4.1.
Frekvenčne metode omogočajo hitreǰsi postopek določanja intenzitete poškodbe, saj so
za večino funkcij, ki so vključene v analizo, kot so npr. Fourierjeva transformacija,
integriranje po frekvenčni vrsti ali Welchova metoda 2.2.3, razvite hitre metode, ki jih
lahko uporabimo pri programiranju. Primera sta FFT ter simpsonova integracija v
SciPy knjižnici.
Primerjava časov izvedenih izračunov v tabeli 3.7 nam pokaže, da so frekvenčne metode
pri obravnavi časovne vrste s 100000 elementi od 4 do 6-krat hitreǰse od referenčne
rainflow metode, čeprav tudi ta metoda ni tako počasna.
Preglednica 3.7: Primerjava metod po času izračuna.









3.3 Analiza izmerjenih signalov
V tem poglavju predstavimo spektrograme izmerjenih signalov odziva strukture pri
izvedenih testih. Kot smo opisali pri postopku štetja ciklov v časovni domeni (korak
3), lahko prepoznane obremenitvene cikle predstavimo v rainflow matrikah. Te matrike
vsebujejo vrednosti obremenitve v začetni (Od) in končni (Do) točki obremenitvenih
ciklov. Opazimo lahko, da je največja koncentracija ciklov okrog vrednosti 0, kar je
posledica začetnega nihanja vrednosti pospeškov, ki je bilo v primerjavi z najvǐsjimi
vrednostmi v posameznih časovnih zgodovinah (slike od 3.5 do 3.11) mnogo manǰse.
3.3.1 Poenostavitve pri analizi
Pri analizi smo se poslužili nekaj posplošitev. Ko smo določali vrednost poškodbe v
časovni domeni, smo pri Goodmanovi 2.3.2 ter Gerberjevi korekciji 2.3.2 za σu upo-
rabili kar mejo tečenja materiala, saj po formuli (2.26) prav meja tečenja predstavlja
napetost, pri kateri material vzdrži le en obremenitveni cikel.
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Slika 3.18: Rainflow matrika odziva na sinusni prelet v smeri 0.
Slika 3.19: Rainflow matrika odziva na sinusni prelet v smeri 1.
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Slika 3.20: Rainflow matrika odziva na sinusni prelet v smeri 2.
Slika 3.21: Rainflow matrika odziva na naključno vzbujanje v smeri 0.
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Slika 3.22: Rainflow matrika odziva na naključno vzbujanje v smeri 1.
Slika 3.23: Rainflow matrika odziva na naključno vzbujanje v smeri 2.
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4 Rezultati in diskusija
Poglavje rezultatov bomo razdelili na rezultate analize sintetičnega signala ter rezul-
tate analize izmerjenega odziva sistema. S tem želimo ugotoviti, kakšno je odstopanje
ocene števnih metod v primeru realnega ali idealnega signala, ki ima precej omejeno fre-
kvenčno vsebino. Posebno pozornost bomo namenili kazalnikom odstopanja merjenega
ter sintetičnega signala od naravnega procesa z Gaussovo gostoto porazdelitve verje-
tnosti (PDF). Preizkusili bomo nekaj intuitivnih izbolǰsav vhodnega signala, ki se jih
v analizi lahko poslužujemo za zmanǰsanje odstopanj. Za vsako morebitno izbolǰsavo
bomo ponovno določili vrednosti ocen poškodbe s števnimi metodami opisanimi v 2.3.3,
ter prikazali odstopanja od metode rainflow.
4.1 Rezultati sintetičnih signalov
V tem poglavju bomo obravnavali rezultate analize, ki jih dobimo z osnovno obravnavo
sintetičnih signalov. Medsebojno bomo primerjali oceno poškodbe, ki jo dobimo z
uporabo posameznih števnih metod, ter pri tem opazovali morebitna odstopanja od
rezultata referenčne rainflow metode.
Preglednica 4.1: Rezultati metod pri analizi celotne časovne vrste sintetičnega signala














V naslednjih poglavjih bomo predstavili vplive različnih dejavnikov na ujemanje ocene
poškodbe frekvenčnih metod z oceno rainflow metode. Za prikaz večine vplivov, bomo
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uporabili sintetični signal A, kateremu bomo v poglavju 4.1.4 za potrebe prikaza vpliva
gostote porazdelitve verjetnosti priredili vhodne parametre amplitud ter frekvenc, v
poglavju 4.1.2 pa se bomo poslužili analize sintetičnega signala B.
4.1.1 Vpliv dolžine obravnavanih intervalov časovne vrste
Z obravnavo kraǰsih intervalov sintetičnega signala ne pričakujemo velikega izbolǰsanja
rezultatov, saj je frekvenčna sestava tega signala konstatna v času, in se ne spreminja z
dolžino obravnavane časovne vrste (v nalogi smo uporabili časovne intervale dolžine 10
s). Posledično tudi PSD ostaja enak v celotni časovni domeni, in je z dolžino časovne
vrste pogojena le natančnost le-tega 2.2.3. Postane pa takšna obravnava bolj zanimiva
pri analizi izmerjenih signalov v poglavju 4.2.1
Preglednica 4.2: Rezultati metod pri analizi časovne vrste sintetičnega signala A po
















Slika 4.1: Akumulacija poškodbe po 10 s odsekih (sintetični signal A).
4.1.2 Vpliv frekvenčnih pasov na rezultat frekvenčnih metod
Pri določanju vpliva frekvenčnih pasov, se osredotočimo na dve spremenljivki, fre-
kvenčno širino ang. bandwidth ter frekvenčno vsebino signala (vǐsino posameznega
frekvenčnega pasu). Prikazati želimo odvisnost relativne napake metod od teh količin
ter demonstrirati, kaj se dogaja z relativno napako, ko se frekvenčna vsebina od nizkih
frekvenc bliža Nyquistovi frekvenci.
Pri računanju rezultatov smo za generacijo sintetičnega signala uporabili dve frekvenčni
širini BW = 500 Hz ter BW = 1000 Hz. Izključno za to analizo smo uporabili sintetični
signal B, kateremu smo spreminjali frekvenčno vsebino.
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Slika 4.2: Relativna napaka v odvisnosti od frekvenčne vsebine sintetičnega signala B.
(BW = 500 Hz)
Slika 4.3: Relativna napaka v odvisnosti od frekvenčne vsebine sintetičnega signala B.
(BW = 1000 Hz)
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4.1.3 Vpliv filtracije šuma
S filtracijo šuma izločimo iz signala vǐsje frekvenčne komponente z manǰsimi amplitu-
dami, katere nam pri analizi s frekvenčnimi metodami prinašajo največja odstopanja,
kot smo videli pri rezultatih v preǰsnjem poglavju 4.1.2. Za filtriranje se poslužimo
funkcije butter v SciPy knjižnici, ki simulira delovanje Butterworth-ovega filtra [16].
S filtriranjem se želimo znebiti napak, ki jih prinesejo visokofrekvenčne komponente v
signalu, torej uporabimo Butterworth-ov nizkopropustni (ang. lowpass) fiter, ki omeji
frekvenčno vsebino na frekvence nižje od fs/4 = 250 Hz, kjer je napaka frekvenčnih
metod še sprejemljiva.
Preglednica 4.3: Rezultati metod pri analizi filtrirane časovne vrste sintetičnega signala














4.1.4 Vpliv odstopanja od normalne porazdelitve
Odstopanje procesa od normalne porazdelitve lahko prikažemo s funkcijo porazdelitve
verjetnosti vrednosti signala. Primerjamo jo z distribucijsko funkcijo Gaussovega pro-
cesa, katera ima znane vrednosti skewnessa ter kurtosisa in ima obliko znane Gaussove
porazdelitve.
Prikazali bomo PDF distribucijo ter vrednosti skewnessa in kurtosisa za sintetičen si-
gnal A. Glede, na odstopanje teh dveh parametrov, bomo opazovali odvisnost napake
frekvenčnih metod. Nato pa bomo generirali še signal A*, ki bo čim bolǰsi približek
Gaussovemu procesu, ter mu določili vrednosti poškodbe po vseh metodah. Zanima
nas, če se ocena frekvenčnih metod od referenčne v primeru procesa z Gaussovo poraz-
delitvijo verjetnosti izbolǰsa.
Slika 4.4 prikazuje diskretno ter aproksimirano verjetnostno distribucijo sintetičnega
signala A. Aproksimacijo izvedemo s uporabo funkcije optimize.curve fit (SciPy), kjer
optimiramo statistični značilki variance in povprečne vrednosti tako, da se aproksima-
cijska funkcija Gaussove porazdelitve čim bolje ujema z diskretnimi vrednostimi verje-
tnostne distribucije. Poleg izrǐsemo še funkcijo normalne porazdelitve, ki jo določimo
po enačbi (2.7), kjer varianco in povprečno vrednost določimo z enačbama (2.6) in (2.5)
iz vrednosti časovne vrste sintetičnega signala A. V nadaljevanju celotnega poglavja
rezultatov, bomo pri prikazovanju PDF procesov uporabljali isti princip.
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Slika 4.4: Prikaz dejanske PDF sintetičnega signala A, ter PDF Gaussovega procesa








Rezultate ocen poškodbe števnih metod za ta signal lahko vidimo v tabeli 4.1 na
začetku poglavja.
Signal A* generiramo na enak način kot signal A v poglavju 3.2.1. Med seboj se raz-
likujeta le v amplitudah in frekvencah. Frekvence ter amplitude za signal A* smo
določili z uporabo funkcije random.randint() iz knjižnice Numpy, ki na izbranem in-
tervalu frekvenc [5, 500) Hz ter intervalu amplitud [0,1; 40) g naključno izbere 10 celih
števil. Parametre sintetičnega signala A* prikazuje tabela 4.5.
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Preglednica 4.5: Parametri sintetičnega signala A*.












Slika 4.5: Prikaz dejanske verjetnostne distribucije sintetičnega signala A*










Prikažemo še rezultate pri analizi bolǰsega približka Gaussovega procesa. Ker ne gre
za isti signal sintetičnemu signalu A, primerjava akumuliranih poškodb teh procesov ni
smiselna. Primerjamo lahko le relativne napake, ki jih napravijo frekvenčne metode.















Če primerjamo odstopanja od ocene rainflow metode lahko vidimo, da za procese z
normalno porazdelitvijo frekvenčne metode podajo bolǰso oceno.
4.1.5 Vpliv širine okolice pri iskanju lokalnih ekstremov
Pri iskanju lokalnih ekstremov v časovni domeni 1, moramo zaradi šuma v signalu
ekstreme iskati v okolici obravnavanih točk. S tem filtritamo vǐsje frekvence, kar se je
že v preǰsnjih poglavjih 4.1.3, 4.1.2 izkazalo kot izbolǰsanje ocene frekvenčnih metod.
Vendar za razliko od implementacije nizkopropustnega filtra, kjer filtriramo signal za
vse števne metode, gre tukaj le za filtracijo vhodnih podatkov za rainflow metodo.
(Število Ntock nam pove velikost polovice okolice točke v obravnavi)
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Slika 4.6: Vpliv širine okolice obravnavane točke pri iskanju lokalnih ekstremov
Na grafu 4.6 lahko vidimo, da je velikost okolice Ntock pri iskanju ekstremov precej
pomemben parameter. Zelo dobro ujemanje frekvenčnih metod z metodo rainflow
dobimo, ko pri iskanju lokalnih ekstremov več kot treh časovno zaporednih točk sploh
ne primerjamo. Najbolǰse ujemanje pa dobimo, ko pri iskanju lokalnih ekstremov
primerjamo 13 točk pred, ter 13 točk za obravnavano točko v časovni vrsti. S tem
omejimo vǐsino frekvenc, ki jih rainflow metoda zazna, zato je potrebno znati oceniti
vǐsino frekvenc odziva ki se dejansko pojavijo v strukturi, ter sorazmerno prilagoditi
širino okolice.
Sklepamo, da se v primeru ko je okolica ekstrema velikosti 13, napaka, katero storimo
s filtriranjem pri rainflow metodi, izenači z napako, ki jo frekvenčne metode storijo z
upoštevanjem vǐsjih frekvenc (prikazano v poglavju 4.1.2). Skozi nalogo smo večinoma




4.2 Rezultati izmerjenih signalov
V tem poglavju bomo primerjali rezultate števnih metod, ki smo jih pridobili z analizo
merjenih signalov predstavljenih na slikah 3.5 do 3.7 ter od 3.9 do 3.11 Pri obravnavi
realnih signalov predstavimo numerične rezultate le za dva izmed izmerjenih signa-
lov odziva, ki sta najbolje reprezentativna (sliki 3.5 ter 3.9). Ostale rezultate bomo
prikazali grafično.
Preglednica 4.8: Rezultati metod pri analizi celotnega signala odziva na sinusni prelet
(smer 0).Ntock = 1
Metoda Vrednost poškodbe [×10−6] Odstopanje









Preglednica 4.9: Rezultati metod pri analizi celotnega signala odziva na naključno
vzbujanje (smer 0). Ntock = 1
Metoda Vrednost poškodbe [×10−4] Odstopanje









4.2.1 Vpliv obravnave kraǰsih intervalov časovne vrste
Ker analiza s frekvenčnimi metodami predvideva šibko stacionarnost, ki pa je v realno-
sti precej težko dosežemo, nam obravnava časovne vrste po kraǰsih intervalih lahko da
bolǰse rezultate. Nestacionarnosti v obravnavanih signalih si lahko ogledamo na slikah
3.5 do 3.7 ter 3.9 do 3.11.
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Vpliv na čas izvedbe analize v okviru naloge ni bil posebej izrazit, lahko pa pričakujemo
nekaj dalǰso izvedbo pri dalǰsih časovnih vrstah.
(a) Napaka v časovnih odsekih (sinusni prelet,
smer 0)
(b) Napaka v časovnih odsekih (sinusni
prelet, smer 1)
(c) Napaka v časovnih odsekih (sinusni prelet,
smer 2)
(d) Napaka v časovnih odsekih (naključno vzbujanje,
smer 0)
(e) Napaka v časovnih odsekih (naključno
vzbujanje, smer 1)
(f) Napaka v časovnih odsekih (naključno vzbujanje,
smer 2)
Slika 4.7: Relativna napaka v časovnih intervalih 10 s, Ntock = 1
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Preglednica 4.10: Rezultati metod pri analizi 10 s intervalov signala odziva na sinusni
prelet (smer 0) Ntock = 1.
Metoda Vrednost poškodbe [×10−6] Odstopanje









Preglednica 4.11: Rezultati metod pri analizi 10 s intervalov signala odziva na na-
ključno vzbujanje (smer 0)Ntock = 1.
Metoda Vrednost poškodbe [×10−4] Odstopanje









Vidimo lahko, da analiza po časovnih intervalih da nekoliko vǐsjo oceno poškodbe. V
obeh primerih to izbolǰsa rezultat frekvenčnih metod, saj smo s tem izolirali vpliv nesta-
cionarnosti na tiste časovne odseke, v katerih se nahajajo. Rezultati frekvenčnih metod
so bolj konservativni, zato smo večinoma na varni strani pri uporabi frekvenčnih števnih
metod po kraǰsih odsekih na tistih signalih, ki so izrazito nestacionarni. Časovne okvirje
obravnavanih nestacionarnosti si lahko ogledamo na slikah 3.5 ter 3.9.
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4.2.2 Vpliv filtracije šuma
Pri filtraciji realnih signalov je potrebno premisliti, kakšne frekvence odziva strukture
na vzbujanje lahko pričakujemo, saj tokrat v nasprotju z analizo sintetičnega signala
vǐsina frekvenc odziva ni vnaprej znana. Če mejo filtracije visokih frekvenc posta-
vimo prenizko, lahko s tem iz nadaljnje analize nehote izločimo vǐsjefrekvenčni odziv
strukture in ne le šuma, kar je bil naš prvotni namen.
Da se pri analizi realnih signalov temu izognemo, mejo filtracije iz fs/8 dvignemo na
fs/3 ≈ 8500 Hz.
Preglednica 4.12: Rezultati metod pri analizi filtriranega signala odziva na sinusni
prelet (smer 0) Ntock = 1, lowpass fs/3.
Metoda Vrednost poškodbe [×10−6] Odstopanje









Preglednica 4.13: Rezultati metod pri analizi filtriranega signala odziva na naključno
vzbujanje (smer 0) Ntock = 1, lowpass fs/3.
Metoda Vrednost poškodbe [×10−4] Odstopanje











(a) Napaka s filtrom v časovnih odsekih
(sinusni prelet, smer 0)
(b) Napaka s filtrom v časovnih odsekih
(sinusni prelet, smer 1)
(c) Napaka s filtrom v časovnih odsekih
(sinusni prelet, smer 2)
(d) Napaka s filtrom v časovnih odsekih (naključno
vzbujanje, smer 0)
(e) Napaka s filtrom v časovnih odsekih
(naključno vzbujanje, smer 1)
(f) Napaka s filtrom v časovnih odsekih (naključno
vzbujanje, smer 2)
Slika 4.8: Obravnava časovnih odsekov 10 s filtriranega signala lowpass fs/3
Ko sliko 4.8 primerjamo s sliko 4.7 lahko vidimo, da po pričakovanjih filtriranje res
zmanǰsa napako ocene frekvenčnih metod. Kot smo prikazali na slikah 4.2 ter 4.3 so
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visoke frekvence tiste, ki v rezultat prinesejo napako. Z odstranitvijo vǐsjih frekvenc res
zmanǰsamo napako, vendar pa vedno tvegamo, da iz signala ne odstranimo le prispevka
šuma, temveč tudi sam visokofrekvenčen odziv sistema na vzbujanje. Pri filtraciji
signala lahko opazimo tudi manǰso razliko v odstopanjih med samimi frekvenčnimi
metodami. To nam nakazuje, da je za dobro oceno poškodbe s frekvenčno metodo
pomembno dobro popisati vǐsje frekvence odziva.
4.2.3 Vpliv širine okolice pri iskanju lokalnih ekstremov
Pri obravnavi sintetičnega signala 4.1.5 se je izkazalo, da z upoštevanjem širše okolice
13-ih točk pri iskanju lokalnih ekstremov za analizo časovne domene signala ponovno
pride do ujemanja rainflow metode ter frekvenčnih metod. V primeru sintetičnega
signala, se je relativna napaka frekvenčnih metod celo zmanǰsala.
Z upoštevanjem širše okolice pri iskanju lokalnih ekstremov pa pri realnih signalih
izbolǰsanje ujemanja ocene poškodbe rainflow metode in frekvenčnih metod ni nujno
dosegljivo. To prikazujeta spodnji sliki 4.9 ter 4.10:
Slika 4.9: Vpliv širine okolice obravnavane točke pri iskanju lokalnih ekstremov
(sinusni prelet, smer 0)
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Slika 4.10: Vpliv širine okolice obravnavane točke pri iskanju lokalnih ekstremov
(naključno vzbujanje, smer 0)
Opazimo lahko, da se relativna napaka frekvenčnih metod zmanǰsa le v primeru signala
sinusnega preleta. Mogoče je, da pri signalu naključnega vzbujanja števila točk obrav-
navane okolice, pri katerem bi prǐslo do bolǰsega ujemanja med frekvenčnimi metodami
in rainflow metodo, še nismo dosegli, saj smo zaradi časa računanja določili maksi-
malno število točk Ntock na 24. Pri tem moramo tudi upoštevati, katere frekvence s
tem izločimo, namreč če upoštevamo le vsak ekstrem v okolici 24 točk naprej in nazaj,







= 533,333Hz , (4.1)
kar je mnogo prenizka zaznana frekvenca, da bi rezultate še lahko imeli za verodostojne.
Torej pri signalu naključnega vzbujanja (smer 0), upoštevanje širše okolice za iskanje
lokalnih ekstremov ne pripomore k izbolǰsanju ujemanja rezultatov števnih metod.
4.2.4 Vpliv odstopanja merjenih signalov od naravnega pro-
cesa
V tem poglavju grafično in numerično prikažemo, kako signali odziva, ki smo jih izme-
rili, odstopajo od idealnega Gaussovega procesa. Kot smo predstavili v poglavju 4.1.4,
se rezultati frekvenčnih metod bolje ujemajo z rezultati referenčne metode, tem bolj je
PDF signala bližje Gaussovi.
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Grafično prikažemo PDF signalov odziva (kot opisano v poglavju 4.1.4), zapǐsemo nu-
merične vrednosti statističnih značilk procesov ter kasneje analiziramo vpliv vrednosti
skewnessa in kurtosisa na oceno poškodbe frekvenčnih metod.
Preglednica 4.14: Statistični parametri izmerjenih signalov.







































(a) Odstopanje distribucije verjetnosti
(sinusni prelet, smer 0)
(b) Odstopanje distribucije verjetnosti
(sinusni prelet, smer 1)
(c) Odstopanje distribucije verjetnosti
(sinusni prelet, smer 2)
(d) Odstopanje distribucije verjetnosti (naključno
vzbujanje, smer 0)
(e) Odstopanje distribucije verjetnosti
(naključno vzbujanje, smer 1)
(f) Odstopanje distribucije verjetnosti (naključno
vzbujanje, smer 2)




(a) Napaka vs. skewness v časovnih odsekih
(sinusni prelet, smer 0)
(b) Napaka vs. skewness v časovnih odsekih
(sinusni prelet, smer 1)
(c) Napaka vs. skewness v časovnih odsekih
(sinusni prelet, smer 2)
(d) Napaka vs. skewness v časovnih odsekih
(naključno vzbujanje, smer 0)
(e) Napaka vs. skewness v časovnih odsekih
(naključno vzbujanje, smer 1)
(f) Napaka vs. skewness v časovnih odsekih
(naključno vzbujanje, smer 2)
Slika 4.12: Odvisnost relativne napake od skewnessa pri merjenih signalih
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(a) Napaka vs. kurtosis v časovnih odsekih
(sinusni prelet, smer 0)
(b) Napaka vs. kurtosis v časovnih odsekih
(sinusni prelet, smer 1)
(c) Napaka vs. kurtosis v časovnih odsekih
(sinusni prelet, smer 2)
(d) Napaka vs. kurtosis v časovnih odsekih
(naključno vzbujanje, smer 0)
(e) Napaka vs. kurtosis v časovnih odsekih
(naključno vzbujanje, smer 1)
(f) Napaka vs. kurtosis v časovnih odsekih
(naključno vzbujanje, smer 2)
Slika 4.13: Odvisnost relativne napake od kurtosisa pri merjenih signalih
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Za merilo odstopanja od naravnega procesa v tej nalogi upoštevamo le vrednosti
skewnessa ter kurtosisa. Skewness na grafih PDF lahko vidimo kot nagib krivulje
v levo oz. desno (vrh krivulje nagnjen na levo pomeni pozitiven skewness), ter kurtosis
kot vǐsino vrha krivulje (vǐsji kurtosis pomeni večjo vǐsino vrha krivulje). Spreminjanje
relativne napake s tema parametroma prikažemo na slikah 4.12, ter 4.13.
Nasplošno lahko ob ogledu odvisnosti napake od kurtosisa 4.13 sklepamo, da ima vre-
dnost kurtosisa na napako frekvenčnih metod nekakšen vpliv. Opazimo lahko, da je
pri večini primerov napaka najmanǰsa prav okrog vrednosti Kurt = 3. Vǐsje vredno-
sti kurtosisa ne nakazujejo bistvenih razlik v rezultatu frekvenčnih metod, medtem ko
vrednost kurtosisa nižja od 3 kaže bistveno povečanje napake rezultatov frekvenčnih
metod.
Enako pa, glede na diagrame 4.12, ne moremo sklepati za vrednosti skewnessa, saj nam
v najbolje reprezentativnih primeri, kot sta sinusni prelet (smer 0) ter naključno vzbu-
janje (smer 0), ne prikaže oprijemljivih rezultatov. Kvečjemu bi ob ogledu slik 4.12a
ter 4.12d lahko trdili, da se z oddaljevanjem od naključnega procesa tj. od Skew = 0
napaka izbolǰsuje, kar pa nam izpodbijajo rezultati ostalih meritev.
60
5 Zaključki
V zaključni nalogi smo se seznanili s procesom utrujanja iz praktičnega primera. Spo-
znali smo se z analizo signala, kjer smo uporabili nekatere numerične metode ki smo
jih že spoznali v študijskem procesu, kar precej pa je bilo za nas tudi novih. Ponovili
smo nekaj osnov programskega jezika Python, ter se na kratko seznanili z nekaterimi
obsežnimi knjižnicami funkcij, ki so bile razvite za ta programski jezik.
Pri analizi signalov odziva testirane komponente na dinamsko utrujanje smo spoznali
več metod, ki se uporabljajo za oceno poškodbe iz frekvnenčne domene, ter eno metodo
za oceno poškodbe iz časovne domene signala.
V nalogi smo uspešno dosegli naslednje:
1. Izmerili smo odzive rotorja testiranega pogona na vibracijsko vzbujanje
2. Izdelali smo program za analizo signalov odziva
3. Pokazali smo odvisnost odstopanja ocene poškodbe frekvenčnih metod od refe-
renčne rainflow metode
4. Prikazali smo primerjavo realnih naključnih procesov ter teoretičnih aproksimacij
gaussovega procesa
5. Ocenili smo natančnost ocene intenzitete poškodbe frekvenčnih metod
V rezultatih lahko vidimo odstopanje relativne napake ocene poškodbe za frekvenčne
metode, kjer smo metodo v časovni domeni vzeli za referenčno. V splošnem so metode
ZB, DK ter TB2 vedno dosegle precej manǰse odstopanje od RF metode v primerjavi z
ostalimi metodami. Pri računanju poškodbe smo ponekod dobili zelo majhne vredno-
sti. To je predvsem posledica visoke vrednosti parametra C, saj s spreminjanjem reda
velikosti temu parametru tudi sorazmerno spreminja red velikosti poškodbe. Velikost
parametra je bila izbrana glede na signal, ki je bil za testirani izdelek s strani števnih
metod prepoznan kot najbolj intenziven. Red velikosti poškodbe zato za potrebe te
naloge nima vpliva na končne ugotovitve.
Prikazali smo tudi nekaj dejavnikov, za katere smo domnevali da vplivajo na odstopanje
frekvenčnih metod. Med temi je najbolj izstopala morebitna odvisnost relativne napake
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od kurtosisa, ki smo jo podprli le eksperimentalno. Opazili smo, da na natančnost
ocene vpliva tudi število obravnavanih točk pri iskanju lokalnih ekstremov v časovni
vrsti. V rezultatih so se kot dobre izbolǰsave odstopanja izkazale tudi obravnava kraǰsih
časovnih intervalov in filtracija vǐsjih frekvenc iz signala.
Predlogi za nadaljnje delo
V delu bi analizirali predlagane gostote verjetnosti za vsako izmed frekvenčnih metod.
S tem bi ugotovili, kako se distribucije signalov, katere obravnavamo, ujemajo s pred-
videnimi. Pri tem bi lahko po obliki odstopanja krivulj PDF določili na katero metodo
zares vplivajo parametri, katere smo navedli. V kolikor bi si želeli optimirati program
za testirani izdelek oz. prototip, bi morali nastaviti parametre S-N krivulje tako, da bi
vrednost poškodbe, ki jo določimo s števnimi metodami in dejanska poškodba sovpa-
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