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The mechanical behavior of polymeric materials is of considerable interest, as 
their use in industry continues to increase in various applications. Researchers are 
trying to enhance the mechanical properties of these materials by adding nanoparticles 
into them. The enhancement in mechanical behavior differs for different types of 
polymers, depending on the interaction between the polymer matrix and the particles. 
Deformation of semi-crystalline polymers, comprising amorphous and crystalline 
phases is rather complicated and the introduction of nanoparticles adds to the 
complexity. Analysis and modelling of the deformation behaviour of semi-crystalline 
nylon6 is undertaken to investigate the effect of introducing silica nanoparticle into a 
nylon6 matrix.  
This thesis comprises two parts; each uses a multiscale modelling technique to 
investigate the mechanical behavior of silica/nylon6 nanocomposite. The first method, 
elaborated in Chapter 2, treats the polymer matrix in a nanocomposite as a continuous 
homogenous isotropic material, while the second multiscale simulation method 
considers different phases in the matrix of the model. These phases result in 
directional properties for the nylon6 matrix. The mechanical properties of the two 
phases – crystalline and amorphous – are defined in Chapters 3 and 4 using MD and 
DFT-D respectively. 
The first multiscale modeling technique investigates the effect of particle aggregation 
and altered properties of the interphase region on the mechanical response of 
nanocomposites. In this study, the state of particle dispersion in the 3D model is 
defined by a parameter termed “degree of aggregation”. The simulation results 
suggest that aggregation of particles has a significant effect on the mechanical 
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behavior of a nanocomposite when the interphase layer is considered. When the 
interphase layers overlap, they form a network that reinforces the nanocomposite. 
Due to significance of the particle-matrix interface behavior on the mechanical 
behavior of nanocomposites, the traction-separation response of the interface between 
nylon6 and silica is determined. The surface of silica subjected to two different 
surface treatments – using APTES and HMDZ – are modelled. The simulation results 
predict higher strengths and toughnesses for treated surfaces compared to an untreated 
one, and also indicate a rate sensitive fracture toughness for all interfaces modeled. 
The final part of the study incorporates the results from MD and DFT simulations for 
amorphous and crystalline nylon6 and predicts the overall behavior of pure nylon6 as 
well as nylon6/silica nanocomposite. The modeling technique considers a multi-
spherulitic structure for the pure polymer and Nanocomposites with directional 
properties for each spherulite. The simulation results point to a better enhancement of 
mechanical properties for models with weaker directional properties.   
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 1 Introduction  
1.1 Semi-crystalline Polymers 
Polymeric materials are widely employed because of their favorable 
characteristics, such as ease of forming, durability and relatively lower cost and 
weight. However, their applications are restricted by lower values of mechanical 
properties such as modulus and strength, compared to metals (Fig. 1-1). The 
production of polymers has an average annual growth rate of 8.1%. and the world 
consumption of polymers has increased from 7 million tons in 1960 to 196 million 
tons in 2005; it is expected to reach 540 million tons in 2020 [1].  
 
Figure  1-1Specific strength versus specific stiffness for engineering materials [2]. 
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When polymers are classified by chemical structure, they fall into two classes – 
thermosets and thermoplastics. Thermosets have cross-linked molecular chains, while 
thermoplastics are made of linear molecular chains. The chains in a thermoplastic 
interact through intermolecular forces which allow them to be remolded, because 
intermolecular interactions spontaneously reform upon cooling. However, cross-link 
bonds between chains formed during the curing process in a thermoset break down 
upon melting and are unable to reform upon cooling. 
 
Figure  1-2 Toughness versus strength of engineering materials[2]. 
A group of thermoplastic polymers – semi-crystalline polymers – can crystallize 
partially upon cooling from the melt and form ordered crystalline regions. The other 
group of thermoplastic polymers – amorphous polymers (in Greek, the prefix “a” 
means “without” and “morphé” means “shape” or “form”) – are unable to form 
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crystalline phases and solidify into randomly oriented chain conformations. Although 
it would be energetically favorable for polymer chains to align parallel to one another 
and form crystalline regions, complete crystallization is limited by the entanglement 
of polymer chains. Therefore, the polymer chains are disordered and amorphous 
between ordered crystalline regions. Only polymers with a crystalline phase much 
more energy favorable compared to their amorphous phase, called semi-crystalline, 
can partially form some crystalline regions. In physics, an amorphous or non-
crystalline solid is one that lacks the long-range order characteristics of a crystal. Such 
thermoplastic polymers are classified as semi-crystalline polymers, since they consist 
of both crystalline and amorphous phases. Polyethylene and polyamide are two 
examples of semi-crystalline polymers. Most common thermoplastics are semi-
crystalline and they comprise the largest groups of commercially used polymers. 
 
Figure  1-3 Mechanical components made of Nylon. 
 
1.2 Polymer Nanocomposites 
In order to enhance the mechanical properties of polymers, a second stiffer 
phase can be added (Fig. 1-2). Traditionally, the fillers employed in these composites 
are micro-scale at size. However, recent developments in nanotechnology have made 
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it feasible to incorporate nano-sized fillers [3]. The majority of studies on 
nanocomposites have focused on carbon-nanotube (CNT)/polymer 
nanocomposites[4]; however, the high cost of carbon nanotubes has confined the 
industrial application of CNT nanocomposites. Lower cost nanoparticles like 
nanoclays and spherical nanoparticles can pave the way for industrial application of 
these materials. Nanocomposites generally offer superior properties arising from the 
reinforcement of nanoparticles. In addition to the enhancement of mechanical 
properties, some polymer nanocomposites exhibit significant improvements in 
thermal and barrier properties compared with traditional polymers[5]. In general, the 
mechanical properties of composites can be enhanced if good load transfer exists 
between the polymer matrix and the reinforcement [6]; therefore the interface 
between polymer matrix and reinforcing particles, where mechanical loads are 
transferred, should be analyzed and understood. The behavior of this interface and its 
influence on the overall behavior of a composite is of importance for both 
conventional composites and nanocomposites. It is useful for researchers and 
designers to have a model which can predict the behavior at the interface.  
Continuum models have been used to characterize the mechanical behavior of 
interfaces; however, they are not sufficiently detailed to reveal the effects of 
molecular chains on interfacial interactions[7]. Experimental tools are also not 
adequately developed for extensive study for structures and phenomena at nano-scale. 
Here computational modeling techniques have been recently employed for the 
purpose of defining the effective mechanisms effecting the mechanical behavior of 
interfaces [8].  
It is known that polymers exhibit different properties in the vicinity of particle surface 
called, interphase region [9]; therefore, the larger interfacial area in nanocomposites 
results in a larger volume of the polymer being part of the interphase region. The 
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interphase region is also referred as interaction zone in some articles. The existence 
and characteristics of the interphase region are extremely important in 
nanocomposites, since it constitutes a considerable fraction of the matrix. The large 
interfacial area is the key feature in using nanoparticles for reinforcement, compared 
to traditional micro-particles. This causes the overall behavior to approach that of the 
altered interphase layer. The mechanical behavior of the polymer such as stiffness can 
improve or degrade in the interphase region, based on the polymer-particle interaction 
[10]. The interphase region brings new challenges in terms of characterization and 
analysis because of its size – i.e., it is not easy to identify the mechanisms governing 
the improved behavior of nanocomposites using conventional experimental 
approaches. 
 
Extensive experimental research has been carried out to characterize nanocomposites 
and the mechanisms governing their deformation. These techniques require 
sophisticated process as well as expensive testing equipment [11]. Complexities and 
difficulties in experimental characterization at the micro and nano scales arise the 
need for new techniques. Some structural information on nanocomposites can be 
inferred from measurements using XRD, TEM, SEM and NMR [12], [13]. However it 
is still difficult to ascertain the molecular structure and dynamics of interfaces and 
other reinforcement mechanisms directly from experiments. This is the main reason of 
the increasing interest in computational modeling and simulation of nanocomposites. 
1.3 Computational Modeling of Nanocomposites 
Computational modeling techniques have been employed in the 
characterization of polymer nanocomposites and have helped in gaining a better 
understanding of the phenomena governing mechanical behavior [14]–[16]. The 
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common aim of studies using computational models, including the present study, is to 
help designers of nanocomposites by providing information on the mechanisms 
governing the mechanical behavior of the material. A wide range of time and length 
scale can be covered by computational modeling techniques; existing methods can 
examine timescales from 10ିଵହ seconds to hours, and length scales from angstrom to 
meters. 
 
Figure  1-4 Schematic configuration of trade-off between accuracy, time and length scale in 
computational modeling. 
As depicted schematically in Fig. 1-4, for a given amount of computational resource, 
there is a trade-off between accuracy, time scale and size of simulation – i.e. one of 
these aspects can be considered in detail while the others will be limited. For example, 
computational chemistry techniques developed based on first principle theory, can 
model a structure at sub-atomic scales (interaction of electrons and nuclei) in 
reasonably complete detail; however, they are unable to address phenomena at large 
time and length scales. In contrast, Finite Element Modelling (FEM) can address 
larger time and length scales, but is unable to capture details of the structure. The 
limitations of each of the computational approaches have led to development of 
7 
 
multiscale computational modeling, where researchers try to benefit from the 
advantages of each scale length and time scale and combine them to predict the 
response of materials. Combining different scales is an ongoing challenge in the field 
of multiscale modeling. 
The most well-known and established computational modeling technique is now 
introduced briefly, and those employed in this study are explained in details in 
subsequent chapters. The techniques are presented starting with smaller length scales 
and proceeding to larger ones. 
1.3.1 Electronic-scale Calculations 
Electronic-structure approaches are changing the way theoretical and 
computational research is done. These methods are generally based solely on 
interactions between electrons and nuclei; therefore they have the potential to be 
applied to a wide range of materials. The advantages of these calculations, which are 
based on solution of the Schrodinger equation, are versatility and lack of need for a 
force field potential. These methods are limited to small numbers of atoms due to the 
high computational resource required. The generality and accuracy of these methods 
in characterizing many material properties from first-principles has increased their 
application in different fields. In first principle methods, electrons are key in 
determining structural, mechanical and vibrational properties of the material modeled, 
and therefore their behavior is essential for explaining and predicting the properties of 
structures modeled.  
Density functional theory (DFT), for which the Nobel prize in chemistry was awarded 
in 1998, has been used in this study to characterize the mechanical properties of 
crystalline nylon6. This method is elaborated on in detail in Chapter 4. 
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1.3.2 Molecular Dynamics 
Molecular Dynamics (MD) in its simplest form is a computational method 
simulating the movement of atoms and molecules. The atoms and molecules interact 
(through force-field potentials) and their motion is calculated from classical 
mechanicals. In contrast to Monte Carlo techniques, MD is a deterministic method 
which predicts the configurations and trajectories of atoms at each time step. MD is a 
statistical mechanics method where physical quantities are represented by averages 
over atomic configurations. Therefore, it can be used to measure the thermodynamic 
properties of a system. In this study, MD is used to predict the mechanical behavior of 
amorphous nylon6 and interface between nylon6 and silica. Details on MD simulation 
and modeling techniques are presented in Chapter 2. 
1.3.3 Analytical Models 
In general, the addition of a stiffer second phase (e.g. silica) to a polymer 
matrix leads to an increase in the elastic modulus of the composite. For these 
materials, classical micro-mechanics predicts the overall mechanical properties as a 
function of the constituent properties, constituent volume fraction and inclusion shape 
ratio. Some of the most well-known analytical methods are summarized here: 
1.3.3.1 Voigt and Reuss Models 
The Voigt and Reuss models [17] are the simplest approaches to determining 
the overall behavior of composites, and are known respectively as upper and lower 
bound approaches. Assuming affine deformation for the different phases in a 
composite, the Voigt method defines the overall elastic stiffness tensor, ܥ, of a 
composite as: 
ܥ ൌ ݂௠ܥ௠ ൅ ݂௣ܥ௣, (1-1) 
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where ݂௠ and ݂௣ are the volume fractions of the matrix and particles respectively, 
and ܥ௠ and	ܥ௣ are the stiffness tensors of the matrix and particles respectively. If the 
stress in each phase is the same, the Reuss approach expresses the overall stiffness 







The actual state of a composite is neither uniform in stress nor strain with respect to 
its constituents, and thus the stiffness of a composite has a value between these two 
bounds. 
1.3.3.2 Halpin-Tsai Model 
The Halpin-Tsai model [18] is well-known in composite theory, and often 
used to predict the stiffness of a composite which has unidirectional reinforcement  
ܯ ൌ ܯ௠ 1 ൅ ߦ ߟ ݂
௣
1 െ ߟ ݂௣  (1-3) 
where M can be either the elastic modulus, shear modulus or Poisson's ratio. 




ܯ௠ െ 1ቇ / ቆ
ܯ௣
ܯ௠ ൅ ߦቇ (1-5) 
The expression can also be employed for the spherical fillers[19]. Here m and p refer 
to matrix and particle. ξ is a function of the shape of the filler particle and the loading 
condition. For spherical particles, ξ ൌ 1.2 
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1.3.3.3 Mori-Tanaka Model 
The Mori-Tanaka method [20] is commonly used to predict the elastic 
properties of composites consisting of two phases. In this approach, the overall elastic 
stiffness tensor ܥ of a composite with isotropic constituents is: 
ܥ ൌ ൫݂௠ܥ௠ ൅ ݂௣ܥ௣ܶ൯൫݂௠ܫ ൅ ݂௣ܶ൯ିଵ (1-6) 
ܶ ൌ ቂܫ ൅ ܵ൫ܥ௠൯ିଵ൫ܥ௠ െ ܥ௣൯ቃ (1-7) 
Where T is the dilute strain concentration tensor of the effective particles and S is the 
Eshelby tensor [21]. 
ଵܵଵଵଵ ൌ ܵଶଶଶଶ ൌ ܵଷଷଷଷ ൌ 7 െ 5ߥ15ሺ1 െ ߥሻ 
ଵܵଵଶଶ ൌ ܵଶଶଷଷ ൌ ܵଷଷଵଵ ൌ ଵܵଵଷଷ ൌ ܵଶଶଵଵ ൌ ܵଷଷଶଶ ൌ 5ߥ െ 115ሺ1 െ ߥሻ 
ଵܵଶଵଶ ൌ ܵଶଷଶଷ ൌ ܵଷଵଷଵ ൌ 4 െ 5ߥ15ሺ1 െ ߥሻ 
(1-8) 
The Mori-Tanaka approach assumes that there are only two phases, and that these 
phases are perfectly bonded to each other. This assumption holds true for composites 
with micron sized fillers. However, experimental and analytical studies have shown 
that in nanocomposites, the polymer in the interphase region exhibits properties 
different from that of the bulk matrix. Thus, the assumption that there are only two 
phases not valid and therefore the Mori-Tanaka model is not expected to yield 
accurate predictions for nanocomposites. 
1.3.3.4 Modified Mori-Tanaka 
Benveniste [22] and Liu et al. [23] modified the Mori-Tanaka model for 
polymer nanocomposites. The modified model is more reasonable for 
nanocomposites, where interaction between the inclusions is taken into account. In 
this model, it is assumed that the individual inclusions experience the average strain in 
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the matrix, while in the Mori-Tanaka model the inclusions are considered not to have 
effect on each other and see the matrix as infinite. 
ܥ ൌ ܥ௠ ൅ ݂௣ൣ൫ܥ௣ െ ܥ௠൯ܶ൧൫݂௠ܫ ൅ ݂௣ܶ൯ିଵ (1-9) 
Liu et al. [23] suggested a new method for homogenization of composites with more 
than two components or regions with different properties:  









Although this model considers more details of the structure of nanocomposites (e.g. 
the interphase), it still suffers from some limitations. There is no constraint on the 
interphase region (e.g. the interphase region can be an isolated sphere in the matrix), 
while in reality, the interphase region surrounds the particle. 
The analytical models generally do not consider the size of reinforcing particles and 
fail to predict the stiffness of polymer nanocomposites accurately. Moreover, they are 
unable to elicit the mechanisms involved in deformation.  
1.4 Literature Review 
There are generally three groups of nanometer-sized fillers introduced into 
polymer matrices – nanospheres, nanotubes and nanoplates. In this study, silica 
nanospheres are added to semi-crystalline nylon6 matrix. In the past decade, various 
studies have reported that the mechanical properties of silica particle/polymer 
nanocomposites are significantly enhanced, even for low particle volume fractions 
[24], [25]. 
Theoretically, the addition of a relatively stiffer nanoparticle to a polymer matrix 
generally enhances its mechanical properties; however in practice, fabrication of good 
quality samples of polymer nanocomposites is a challenge that requires considerable 
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effort. Researchers have attempted a variety of processing techniques [26], [27], such 
as melt mixing and in situ polymerization. Each polymer-particle system requires a 
specific set of processing conditions, depending on the desired properties of the 
resulting nanocomposite. The addition of nanoparticles to a nylon6 matrix was found 
to have no effect on the degree of crystallinity of the polymer, but the size of the 
spherulites formed decreased by an order of magnitude compared to neat nylon6 [28]. 
The study by Chan et al. [26] was not able to observe the spherulitic structure of the 
composite after the addition of nanoparticles, indicating that the size of spherulites 
were reduced so much that the microscopy technique used (SEM) could not detect 
them. In another study, Reynaud et al. [27] showed that neither the size, nor the filler 
content, had any effect on the crystallinity of the system. 
Among nanocomposites with a semi-crystalline matrix, those of polyethylene are the 
most well-investigated [29]; however, it has been found that the enhancement in 
mechanical properties of semi-crystalline nanocomposites is not as good as that for 
amorphous nanocomposites. Nylon6, being above its glass transition at room 
temperature, is one of the polymers that does not show a significant enhancement in 
mechanical properties[11]. Glass transition is a reversible change in the amorphous 
region of a polymer from a hard and relatively brittle state, called the glassy state, to a 
rubbery form. In this transition, polymer chains become more free to move in the 
material and therefore result in a more compliant behavior. 
Relating atom-based to continuum-based mechanisms has been of interest to 
researchers. An approach to establishing this relationship is to formulate an 
equivalent-continuum model, in which the atomic structure and interactions are 
incorporated to form continuum–based models. By implementing an equivalent-
continuum model using molecular mechanics simulations, Odegard and his co-
workers [30] modeled a polymer nanocomposite and devised a “homogeneous 
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reinforcing element” (effective nanofiller) consisting of a nanofiller and surrounding 
polymer chains. They later used micromechanics methods to determine the effective 
bulk mechanical properties of this equivalent reinforcing element. This model was 
used to try and bridge atomic interactions and continuum mechanics, although, it was 
applied to an amorphous polymer which has only a single phase. 
In another effort to relate atom-based to continuum-based mechanisms, Adnan et al. 
[31] modeled a polymer nanocomposite using Molecular Dynamics. They tried to 
explain the enhanced behavior of nanocomposites based on the higher density of the 
polymer in the interphase region, and also concluded that the polymer-particle 
attraction played a dominant role in improving mechanical properties with reduced 
filler size. 
By focusing on interfacial properties, various investigators have analyzed the effects 
of nanoparticle surface chemical treatment on the interfacial characteristics between 
the two phases, and consequently on stiffness enhancement [8], [32]. For instance, 
using molecular dynamics (MD) simulations, Odegard et al. [33] investigated silica 
nanoparticle/polyimide nanocomposite systems with different interfacial 
functionalization conditions. In some cases, stiffness values smaller than that of the 
polyimide matrix were predicted for the nanocomposite. From MD simulation results, 
they highlighted the decreased polymer density around nanoparticles as the reason for 
the drop in stiffness. Although they considered different types of treatments for 
particle surfaces, the size of the particle in their RVE model seems to be too small for 
extrapolation to actual nanocomposites. 
One parameter which can have a significant effect on the mechanical properties of a 
nanocomposite is the dispersion of nanoparticles in the polymer matrix. Various 
methods such as scanning electron microscopy (SEM), transmission electron 
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microscopy (TEM) and atomic force microscopy (AFM) can be used to evaluate the 
dispersion of nanoparticles in a matrix. In practice, it is rather difficult to disperse 
nanoparticles uniformly, since small particle sizes and higher silica particle 
concentrations promote aggregation [27]. Using MD simulations, Smith et al. [34] 
demonstrated that weak interactions between a polymer matrix and nanoparticles 
promote nanoparticle aggregation, but better polymer–nanoparticle interactions leads 
to stronger dispersion of nanoparticles. Using 2D finite element simulation, Qiao et al. 
[35] studied the effects of particle agglomeration by considering the interphase layer 
surrounding particles. They found that particle agglomeration will degrade the 
stiffness of a composite, since the interphase regions do not overlap and transfer load. 
Using this concept, the effect of aggregation has been applied for nylon6/silica 
nanocomposite in this study in 3D (Chapter 2). 
Researchers have proposed different experimental methods for characterizing the 
mechanical behavior of polymer in the interphase region [36], [37]. However, no 
reliable results have been reported, although much effort has been put into this. To 
date, a range of 4-100 nm for the thickness of this layer has been reported in literature. 
Lin et al. [38] used neutron reflectometry to examine a thin polymer film on a 
substrate and measured the polymer mobility adjacent to the surface. They found the 
thickness of the interphase layer to be three times the bulk radius of gyration (ܴ௚). In 
polymer physics, the radius of gyration is used to describe the dimensions of a 
polymer chain. The radius of gyration (ܴ௚) of a particular molecule at a given time is 
defined as: 





where ݎ௠௘௔௡ is the mean position of monomers and ݎ௞ is the position of each 
monomer . Since the chain conformations of a polymer sample are quasi-infinite in 
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number and change constantly over time, it should be noted that the radius of gyration 
is viewed as a mean over all the polymer molecules of a sample. One of the reasons 
that has made the radius of gyration an interesting property, is that it can be 
determined experimentally using static light scattering tests. Within the interphase, the 
effective diffusion coefficient, ܦ௘௙௙, dramatically decreases, indicating a reduction in 
the mobility of polymer chains.  
 
The present study seeks to identify reasons for the minimal enhancement of 
mechanical properties of nylon6 when silica nanoparticles are added. Therefore, the 
mechanisms involved in the deformation of these nanocomposites are investigated. 
The effects of different parameters, e.g. nanoparticles aggregation, interphase 
behavior and directional properties of the crystalline phase, are investigated. 
 
The present research is described according to the following segments: 
Chapter 2 focuses on the effect of aggregation and interphase behavior on the 
mechanical properties of nanocomposite from a micro-scale perspective. In this 
chapter, the matrix is considered as a continuous medium possessing hyper-elastic 
behavior. A parameter is defined to quantify the degree of aggregation of 
nanoparticles. The FEM model in this part of the study considers a single phase for 
the matrix; however, in the following chapters, a matrix with different phases, is 
investigated. 
Chapter 3 initially presents an MD simulation on the mechanical response of the 
amorphous phase of nylon6. The MD simulation is subsequently extended by adding 
nanoparticles into the polymer model and examining the resulting mechanical 
behavior. Although the predicted mechanical behavior of this model cannot be 
considered as representing exactly the behavior of nanocomposites, the radial density 
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distribution of polymer provides an insight into the potential enhancement in particle-
matrix load transfer. 
In Chapter 4, the mechanical behavior of crystalline nylon6 is investigated using an 
ab-initio modeling technique. DFT-D modeling is employed and the elastic and 
inelastic behavior of a perfect crystal structure is simulated. The results predict a 
higher stiffness for crystalline nylon6 in the chain direction, compared to orthogonal 
directions. Vibrational spectra and inelastic behavior of this phase are investigated as 
well. 
Chapter 5 describes the interfacial behavior of silica-nylon6 in a debonding process, 
using MD simulation. The behavior of three silica surfaces – bare, APTES treated, 
and HMDZ treated –are compared. From the MD results, ultimate strengths of the 
interfaces are extracted. 
Chapter 6 describes the combination of the properties of amorphous and crystalline 
phases and predicts the overall behavior of the nanocomposite using a model based on 
Voronoi tessellation of constituent spherulites. The Voronoi structure of semi-
crystalline nylo6 is verified using polarized microscopy. 
Chapter 7 presents a conclusion on the simulation results from different scales and 






 2 Micromechanical Modeling of 
Nanocomposite 
2.1 Introduction 
The mechanical properties of polymers can be enhanced through the addition 
of a stiffer secondary phase. If the inclusions are nano-sized, the improvement in 
mechanical properties can be significant, and the resulting compound is called a 
nanocomposite. There is considerable interest in polymer nanocomposites within the 
scientific and industrial communities, because of their enhanced properties compared 
to conventional composites. This difference between conventional composites and 
nanocomposites is generally attributed to a higher surface-to-volume fraction in 
nanocomposites. Accounting for the enhancement in properties of nanocomposites 
and understanding the effect of different parameters on this enhancement is an area of 
intense research. Nano-sized inclusions used in nanocomposites come in different 
shapes (e.g. nanofibers, nanoclays and nanospheres); in this chapter, the effects of 
spherical silica nanoparticles on reinforcement are examined. The influence of 
nanofillers has been widely studied over the last decade. It is well known that 
enhancement of the mechanical properties of nanocomposites is affected by several 
factors, including particle dispersion and the characteristics of the interphase layer 
surrounding the nanoparticles. There are a number of parameters influencing the 
enhancement in properties of nanocomposites. However, in this chapter, the focus is 
on two factors – particle aggregation and the interphase layer. 
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It has been well established that the aggregation of inclusions reduces potential 
enhancement of the mechanical properties of nanocomposites [9]. This is therefore 
one of the major challenges in the production of nanocomposites [39][40], and 
becomes more acute when the particles employed are nano-sized and melt mixing is 
employed for fabrication [41]. Aggregation generally degrades the mechanical 
properties of nanocomposites, and numerous attempts have been made to achieve 
better particle dispersion. The high surface per unit volume associated with 
nanoparticles leads to greater attraction between particles, and therefore results in a 
higher aggregation tendency. This has been observed in composites with spherical 
nanoparticles [9]. Surface treatment and modification techniques, such as surface 
grafting, have been implemented to reduce aggregation [42], but are unable to 
eliminate it. In a recent study, Qiao et al. [35] examined the effect of aggregation and 
interphase characteristics in the glass transition temperature (Tg) , up to 15˚C, of 
polymer nanocomposites. (Glass transition is the reversible change of the amorphous 
region of a polymer from a hard and relatively brittle state, called the glassy state, to a 
rubbery form.) This transition has a strong effect on the mechanical properties of a 
polymer. Qiao et al. [35] introduced a parameter to define the degree of clustering of 
particles and predicted the glass transition of nanocomposites with different degrees 
of aggregation. 
In addition to aggregation, the characteristics of the interphase layer alters the 
properties of nanocomposites. The interphase refers to the matrix region surrounding 
the particles and possess mechanical properties different from those of the matrix. The 
term interphase was first used by Sharpe [43], and he examined its characteristics in 
detail [44]; this was followed by a study by Drzal et al. [45]. Numerous attempts have 
been made to characterize the behavior of the interphase layer in nanocomposites. 
Most of them have focused on its glass transition (Tg) [46][47][48], while some 
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researchers have worked on characterizing its mechanical behavior by 
analytical[49][50][51] or experimental techniques. Experimental approaches include: 
Brillouin light scattering [52], film buckling [53], and bubble AFM measurements of 
biaxial creep [54]. Watcharotone et al. [10] employed a combined experimental-
modeling approach to characterize the interphase. They found that depending on 
whether the interactions between particles and the polymer matrix are attractive or 
repulsive, the interphase has properties different from those of the unaffected polymer 
distant from the particles. Since the bulk polymer and interphase are essentially the 
same material, they are expected to exhibit similar mechanical behavior (e.g. 
nonlinear hyperelasticity). A considerable fraction of the matrix in nanocomposites is 
occupied by the interphase because of the high surface-to-volume fraction of 
nanoparticles. Liu and Brinson[55] have shown that with a 10% volume fraction of 
nanofillers, almost the entire matrix is affected and behaves like the interphase. The 
properties of the interphase are significantly different from those of the pure polymer. 
The mobility of polymer chains in the interphase region can be altered by the 
attractive or repulsive interaction between the polymer and particle surface. This 
chain mobility-altered region with properties different from those of the bulk polymer 
can extend several nanometers into the matrix. The interphase region is difficult to 
clearly define, because its properties change gradually with distance from the particle. 
To date, an understanding of this gradual change in properties of semicrystalline 
polymers is still lacking, because of complexities in characterization at the nanoscale 
and complex structure of the polymer. Computational modeling and simulation at 
different scales, such as concurrent atomistic to continuum coupling for the interphase 
region[56], can be used to gain insights into the mechanisms involved in deformation 
related to this region. 
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2.2 Material Characterization 
As mentioned earlier, polymers are classified into two main categories, based 
on their chemical structure – thermosets and thermoplastics. Thermoplastics consist of 
linear molecular chains which interact via intermolecular forces. They solidify upon 
cooling from the melt and form ordered or disordered structures. The formation of 
ordered crystalline regions is energetically favored, but perfect crystallization is 
hindered by entanglements and the long lengths of polymer chains. Nylon6 is a 
semicrystalline polymer, as it consists of a relatively stiff crystalline phase with 
regular unidirectional orientated polymer chains and a softer amorphous phase with 
randomly orientated chains. The two phases are examined in detail in the next 
chapters. A complex combination of these two phases possessing different properties, 
causes semicrystalline polymers to display nonlinear elastic behavior [57][58]. 
2.2.1 Hyperelastic Constitutive Modeling 
The nonlinear mechanical response of semicrystalline polymers has been 
modeled using different methods[59][60]. In this chapter, an incompressible 
hyperelastic constitutive model is adopted for the nonlinear elastic response of 
semicrystalline polymers.  
Consider a generic particle in a deformable material, identified by its position vector 
X in the reference configuration. After deformation, it is defined by vector x in the 
deformed configuration. The deformation gradient, its determinant, and the left 
Cauchy-Green deformation tensor are, respectively, F = ∂x/∂X, J = det(F), and 
۰ ൌ ۴۴୘ . The three invariants of B are ܫଵ ൌ ݐݎሺ࡮ሻ, ܫଶ ൌ ൣܫଵଶ െ ݐݎሺ࡮ଶሻ൧ 2⁄  and 
ܫଷ ൌ ܬଶ ൌ det	ሺ࡮ሻ. 
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Following the analysis by Yang et al.[61] and Pouriayevali et al. [62] for isotropic 
incompressible hyperelastic materials, the Cauchy stress can be expressed in terms of 
the invariants of the left Cauchy-Green deformation tensor: 
࣌ ൌ ߙ଴۷ ൅ ߙଵ۰ ൅ ߙଶ۰. ۰ (2-1) 
Where ߙ଴ ൌ ߲ܹ ߲ܬ⁄ , ߙଵ ൌ 2ሺ߲ܹ ߲ܫଵ⁄ ൅ ܫଵ߲ܹ ߲ܫଶ⁄ ሻ, ߙଶ ൌ 2ሺ߲ܹ ߲ܫଶ⁄ ሻ and ܹ ൌ
ܹሺܫଵ, ܫଶ, ܬሻ is a Helmholtz strain energy potential defined using a polynomial function 
of ሺܫଵ െ 3ሻ and ሺܫଶ െ 3ሻ as follows: 
ܹ ൌ ෍ ܣ௜௝ሺܫଵ െ 3ሻ௜. ሺܫଶ െ 3ሻ௝ െ ܲሺܬ െ 1ሻ
௡
௜,௝ୀ଴
ൌ ܣଵ଴ሺܫଵ െ 3ሻ൅ܣ଴ଵሺܫଶ െ 3ሻ ൅ ܣଵଵሺܫଵ െ 3ሻ. ሺܫଶ െ 3ሻ
൅ ܣଶ଴ሺܫଵ െ 3ሻଶ ൅ ܣ଴ଶሺܫଶ െ 3ሻଶ െ ܲሺܬ െ 1ሻ ൅ ⋯ 
(2-2) 
where ܲ ൌ െܭሺܬ െ 1ሻ 2⁄  is the undetermined pressure related to incompressibility, 
because K defines the bulk modulus, and has an infinite value for fully incompressible 
material, and ሺܬ െ 1ሻ ൌ 0 for volume-conserving deformation. െܲሺܬ െ 1ሻ functions 
as a Lagrange multiplier to enforce material incompressibility, and ܣ௜௝ represent the 
material parameters. 
For uniaxial loading along the 1 axis, the stretch λ = 1 + ε11, where ߝଵଵ is the 
engineering strain in the loading direction; the principal stretches are thus λ1 = λ, λ2 = 










The stress corresponding to uniaxial loading is defined using Eqs. 1 and 2 by the 
following: 
ߪଵଵ ൌ െܲ ൅ ߙଵܤଵଵ ൅ ߙଶܤଵଵ. ܤଵଵ (2-4) 
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The hydrostatic pressure ܲ is determined from the condition that for uniaxial loading, 
ߪଶଶ ൌ ߪଷଷ ൌ 0 , together with the fact that ܤଶଶ ൌ ܤଵଵିଵ/ଶ: 
ߪଶଶ ൌ ߪଷଷ ൌ െܲ ൅ ߙଵܤଶଶ ൅ ߙଶܤଶଶ. ܤଶଶ ൌ 0 (2-5) 
Consequently, the Cauchy stress-deformation relationship in the direction of loading 
is 
ߪଵଵ ൌ ߙଵ൫ܤଵଵ െ ܤଵଵିଵ/ଶ൯ ൅ ߙଶ൫ܤଵଵଶ െ ܤଵଵିଵ൯ ൌ 0 (2-6) 
The Cauchy stress associated with the strain energy function defined by Eq. 2 can be 
written in terms of the stretch λ as follows: 
ߪଵଵ ൌ ܣଵ଴ ൤2 ൬ߣଶ െ 1ߣ൰൨ ൅ ܣ଴ଵ ൤2 ൬ߣ
ଶ ൅ 2ߣ൰ ൬ߣ
ଶ െ 1ߣ൰ െ 2 ൬ߣ
ସ െ 1ߣଶ൰൨
൅ ܣଶ଴ ൤4 ൬ߣଶ ൅ 2ߣ െ 3൰ ൬ߣ
ଶ െ 1ߣ൰൨
൅ ܣଵଵ ൤2ߣ ൬1 െ 1ߣଷ൰ ൜ߣ
ଶ ൅ 2ߣ െ 3 ൅ ߣ ൬
1
ߣଶ ൅ 2ߣ െ 3൰ൠ൨
൅ ܣ଴ଶ ൤4 ൬ߣଶ ൅ 2ߣ൰ ൬
1
ߣଶ ൅ 2ߣ െ 3൰ ൬ߣ
ଶ െ 1ߣ൰
െ 4 ൬ 1ߣଶ ൅ 2ߣ െ 3൰ ൬ߣ
ସ െ 1ߣଶ൰൨ ൅ ⋯ 
(2-7) 
2.2.2 Experimental Characterization 
Samples of Nylon6 are subjected to quasi-static tension at room and reduced 
temperatures using an Instron universal testing machine (Fig. 2-1). An optical 
technique is used to measure the (large) deformations induced, whereby visual images 
of the specimen are captured by a video camera and processed using TEMA software 
(Track Eye Motion Analysis 3.7). Simultaneously, a strain gauge is also mounted on 
the specimens to measure small axial strains up to 1%. It is well accepted that Nylon6 
behaves as an approximately incompressible polymer [63]; thus the limiting value of 
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Poisson’s ratio ν of 0.5 is proposed to calculate the shear modulus G = E/2(1+ν) = 
E/3. Quasi-static experimental data relating true stress to engineering strain is used to 
fit Eq. 7 via a least-squares approach. Because of complexities in the deformation of 
semicrystalline polymers, the onset of plastic deformation is not easy to define, and 
therefore in this study, strains up to 25% are considered elastic [64]. A good fit 
between the proposed equation and the experimental curves substantiates the validity 
of using a hyper-elastic constitutive model based on five parameters; ܣଵ଴, ܣ଴ଵ, 
ܣଵଵ,	ܣଶ଴ and ܣ଴ଶ (Table 2-1). 
2.3 Numerical Simulation 
2.3.1 Behavior of Nylon6 in the Interphase Region 
In polymeric materials, the existence of an interface such as a free surface, or a 
polymer–particle interface in nanocomposites, generally changes the dynamics of 
molecular chains [65]. For a polymer–substrate interface characterized by attraction 
between the two phases, segments of some of the flexible polymer chains become 
adsorbed by the surface, while the rest of these chains extend into the bulk matrix 
[66]. The unadsorbed segments entangle with other chains which are not adsorbed 
into the surface. This phenomenon restricts the movement of polymer chains in this 
region, called the interphase region. Since the polymer chains in this region are less 
mobile, they generate greater resistance to external loads than the bulk polymer. The 
mechanical properties of both regions are similar in nature, as they comprise the same 





Figure  2-1 Nylon6 dog-bone specimen subjected to quasi-static tension test. 
Table  2-1 Material parameters for hyperelastic model of the polymer in Eq. 2-7 
Material ܣଵ଴(MPa) ܣ଴ଵ(MPa) ܣଵଵ(MPa) ܣଶ଴(MPa) ܣ଴ଶ(MPa) 
Bulk Nylon6 -260.3 340.5 -48.05 8.52 141.6 
Interphase 
Nylon6 -1727 1939 -6364 2503 5686 
Apart from the mechanical properties, the glass transition temperature Tg of the 
interphase material also differs from that of the bulk polymer. Experiments and atom-
level simulations [47][67] have shown that the polymer in the interphase region has a 
higher Tg and lower mobility; polymer chains there require a higher temperature to 
gain the same mobility as the bulk polymer. Several studies on the difference between 
the glass transition temperatures of the interphase and bulk polymer have been 
undertaken [68][69][70][67]. The conclusion is that a layered polymer chain structure 
with localized dense packing is formed if there is attractive interaction between the 
polymer and substrate. This increases the glass transition temperature of the material 
within the interphase and the Tg decreases with distance from the substrate. The 
thickness of this affected zone is of the order of several radii of gyration (Rg) of 
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unperturbed polymer molecules[71]. In polymer physics the radius of gyration (Rg) is 
used to describe the dimensions of a polymer chain.  
Since the chain conformations of a polymer sample are quasi-infinite in number and 
constantly change over time, it should be noted that the radius of gyration is taken as 
the mean over all the polymer molecules of the sample. A reason for interest in the 
radius of gyration is that it can be determined experimentally using static light 
scattering tests. 
 
Figure  2-2 Stress strain behavior of nylon6 in different temperature. 
Currently, there is still no reliable method to measure the mechanical properties of the 
interphase layer directly, although attempts have been made [72][35]. It is recognized 
that polymers are stiffer at lower temperatures, since molecular chain mobility is 
reduced. The mobility of polymer chains in the interphase region is also curtailed 
because of affinity with the substrate, and this can be overcome by raising the 
temperature. Hence it is reasonable to assume that the mechanical properties of the 
interphase region can be obtained by testing the mechanical properties of the bulk 
polymer with its temperature reduced by the difference in Tg between the bulk 
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polymer and the interphase region [70]. Tension tests at reduced temperatures, i.e. by 
20 K, were conducted on pure Nylon6 to obtain the mechanical properties, and the 
results are used for the hyperelastic model to describe the interphase region. 
 
Figure  2-3 Experimental results for the behavior of nylon6 at room and reduced temperatures, with the 
fitted hyperelastic models. 
2.3.2 Modeling of Particle Aggregation 
A three-dimensional model is developed to study the effect of nanoparticle 
aggregation on the mechanical behavior of Nylon6/silica nanocomposites. Three-
dimensional models are deemed to be more realistic and useful compared to existing 
two-dimensional models based on linear elasticity. In this study, aggregation is 
modeled by considering the number of nanoparticles within a specified spherical 
volume. The state of particle dispersion in the 3D model is defined by a parameter 
termed the degree of aggregation, based on a study by Qiao et al. [35]. The degree of 
aggregation ξ is defined as 
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Figure  2-4  Schematic configuration of an RVE with particle aggregation and periodic boundary 
conditions. 
where ݊௣ is the number of particles in each spherical aggregate cluster, and ܦ௣ and ܦ௔ 
are respectively, the diameters of the particle and aggregate cluster. The degree of 
aggregation defines the volume fraction of the spherical aggregate cluster volume 
occupied by nanoparticles. A higher value of ξ indicates greater aggregation and 
poorer dispersion. The maximum value of ξ is theoretically 64% for an ordered 
packed cluster, but since the method of specifying particle location is random, the 
parameter ξ cannot exceed 40%. In this study, three values of degree of aggregation – 
10%, 15%, and 30% – are studied, with five particles in each cluster (see Fig. 2-5). 
Periodic boundary conditions are also incorporated in generating the models, meaning 
that if a portion of a particle is outside an RVE, a corresponding particle enters the 




Figure  2-5 State of particle dispersion in matrix (a) Random distribution (b)ξ=10% (c)ξ=15% 
(d)ξ=30%. 
2.3.3 Finite Element Simulations 
An RVE is used to study the combined effects of the presence of an interphase 
and particle aggregation on the mechanical behavior of Nylon-6/silica 
nanocomposites. A finite element (FE) approach is adopted for this, whereby a 
PYTHON script is generated using MATLAB-R2011.b to facilitate input into the 
commercial FE software ABAQUS-6.11 to model particle agglomeration and 
subsequent deformation of the RVE. Geometric features of the RVE are generated 
with respect to silica volume percentage, which is set at 3% in the study. The RVEs 
are cubes comprising the bulk polymer, spherical inclusions with different degrees of 
aggregation, and interphase layers between the fillers and the matrix. The degree of 
aggregation is defined by the volume fraction of the spherical aggregate cluster 
29 
 
occupied by nanoparticles. The geometry of a nanoparticle cluster is not related to the 
geometry of the particles, but is random and depends on the degree of aggregation, 
subsequently, the particle locations are encapsulated by an RVE. Particles and 
interphase layers are incorporated by cutting out spaces for them in the matrix, then 
placing them within those blanks. The surfaces of particles are tied to the internal 
surfaces of interphases, while the outer surfaces of interphases are tied to the matrix. 
The desired deformation is then simulated. In order to identify the influence of the 
interphase on the behavior of the nanocomposite, different degrees of aggregation and 
incorporation of an interphase layer with properties different from the bulk polymer 
are simulated. The results are compared with those from models that do not have an 
interphase layer. For models with an interphase layer, identical spherical particles are 
distributed within the matrix and 20-nm-thick interphase layers, concentric with the 
particles, are introduced. The results of an experimental study by Lin et al. [73] are 
used to define the thickness of the interphase layer. In the FE simulations, the silica 
particles are assumed to be linearly elastic (72 GPaYoung’s modulus), since they are 
at least an order of magnitude stiffer than the matrix, and incompressible hyperelastic 
behavior is assigned to the bulk Nylon6 and interphase region. The three phases are 
isotropic and there is perfect interfacial bonding in the simulations. Geometric 
periodicity is applied to the RVE to exclude boundary effects and to represent macro-
scale responses. The size of the RVE is increased to achieve acceptable convergence 
of results (i.e., a variation of less than 2%) for different random models with similar 
properties. 
Tetrahedral elements are employed for the RVEs, which have a total of 25 particles 
divided into five clusters for cases with aggregation. Because of stress concentration 
around particles, isoparametric tetrahedral elements (C3D20R 20-node quadratic 
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brick, reduced integration) that can accommodate non-uniform strain, were used.  
Coarser elements (18 nm in size) are assigned to the matrix and a fine mesh (6 nm 
elements) is prescribed for the interphase region. Since the interphase region is 
located between the stiff silica particle and the relatively softer bulk Nylon6, elements 
in the interphase experience more distortion compared with those in the bulk material, 
where the displacement is more uniform. 
Displacement boundary conditions are applied to simulate tensile loading. For 
uniaxial tension, one face of the RVE is constrained from moving in the direction of 
the axis of deformation, while a displacement boundary condition is imposed on the 
opposite face. These boundary and deformation conditions are subsequently applied 
to the other two orthogonal directions of the RVE, and the average behavior in the 
three directions is taken to represent the behavior of the nanocomposite. 
2.4 Results and Discussion 
The effect of particle aggregation on the mechanical behavior of Nylon6/silica 
nanocomposite is explored. An incompressible hyperelastic model is developed to 
model the elastic mechanical behavior of Nylon6 at ambient and reduced 
temperatures. The hyperelastic model is fitted to experimental quasistatic tension test 
results and the material parameters are extracted for implementation in ABAQUS. As 
depicted in Fig. 2-3, the model is able to predict the non-linear behavior of Nylon6 
reasonably well. The properties of the polymer at reduced and ambient temperatures 
are used for the interphase and bulk regions, respectively. Simulation results show 
that in the absence of an interphase layer, aggregation of particles does not have a 
significant effect on the mechanical properties of the nanocomposite (Fig. 2-7); i.e. 
models with randomly distributed particles and particle aggregation display similar 
stress–strain responses that are stiffer than that of pure Nylon6. A notable difference 
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in the mechanical properties between models with different particle aggregation 
characteristics is observed when the interphase layer is assigned properties different 
from that of the bulk polymer (Fig. 2-8). A higher degree of aggregation yields poorer 
mechanical properties. The variation of stress normalized with respect to the response 
of the model without an interphase, as a function of engineering strain (Fig. 2-9), 
shows that if the interphase layers are considered, models with lower degrees of 
aggregation (i.e., models with smaller particle clusters) are stiffer than those with 
higher degrees of aggregation. This highlights the negative effect of aggregation on 
mechanical properties. Figure 2-6 shows the stress contours in RVEs with different 
degrees of aggregation at various strains. Stress is more localized in models with 
higher degrees of aggregation, and the regions of localized stress are disconnected 
from one another and therefore unable to transfer load effectively. In models with 
well-distributed particles, most of the RVE volume experiences stress, which is also 




Figure  2-6 Stress contours for nanocomposites with different degrees of aggregation under uniaxial 
tension. 
This phenomenon can be explained in terms of the formation of an interphase 
network. With good particle dispersion, the regions affected by the particles overlap 
and form a connected network (Fig. 2-6). This network consists of stiffer material and 
hence strengthens the nanocomposite as a whole. However, with particle aggregation, 
the cluster of particles with their surrounding interphase acts as a discrete 




Figure  2-7 Hyperelastic tensile stress-strain behavior of pure nylon-6 and nylon-6/silica 
nanocomposites without an interphase layer. 
As shown in Fig. 2-6, the network effect is more prominent in models with less 
aggregation. However, greater particle aggregation results in regions of high stress in 
the RVE, while the rest of the RVE is less severely loaded. It is noted that the 
properties in the interphase region vary with distance from the particle interface. This 
variation can be modeled or approximated by sequential layers of increasing stiffness. 
In addition, different forms of particle aggregation might form, depending on the 
nanocomposite fabrication method. For instance, in a melt mixing approach, 
aggregation might form with no polymer between particles in a cluster [3]. With some 




Figure  2-8 Hyperelastic tensile stress-strain behavior for pure nylon-6 and nylon6/silica 









This chapter describes an investigation into the mechanical behavior of 
Nylon6/silica nanocomposites using micro-scale modeling and considering the effect 
of nanoparticle aggregation. RVEs are generated with random particle distribution, as 
well as with different degrees of aggregation. A parameter is introduced to quantify 
the degree of particle aggregation. To ensure consistency in simulation results, the 
size of the RVEs is increased until acceptable convergence is achieved. The average 
uniaxial tensile response of each RVE in three orthogonal directions is assumed to 
represent the behavior of that RVE, and the average response of different RVEs 
generated using similar material parameters is taken to indicate the behavior of the 
nanocomposite. RVEs are established, with and without considering interphase layers, 
to examine their effect on the behavior of the nanocomposite. The results suggest that 
aggregation of particles has a considerable effect on mechanical behavior when the 
interphase layer is considered. When the interphase layers overlap, they form a 
network that reinforces the nanocomposite.  
The results presented in this chapter suggest that aggregation degrades the 
mechanical behavior of nanocomposites. However, nylon6/silica nanocomposites 
with good particle dispersion do not show significant enhancement of mechanical 
properties. Therefore, in the following chapters, a more detailed investigation into the 
deformation mechanisms at different length-scales using a multiscale modeling 





 3 Mechanical Properties of Amorphous 
Nylon6 
In this chapter, a brief introduction to Molecular Dynamics (MD) simulations 
is presented. Using MD simulation, the mechanical properties of amorphous nylon6 
are then examined. Subsequently, the mechanical properties of an atomic model 
representing an RVE of a nanocomposite consisting of a nanoparticle surrounded by 
amorphous nylon6 are investigated.  
3.1 Molecular Dynamics Simulation 
MD simulation is a class of deterministic computational methods whereby the 
evolution of a system of atoms and molecules is calculated. In this method, the future 
state of a system is predicted from its current state. Like other computational 
modeling techniques, the solutions are approximate; however, the accuracy can be 
controlled in several ways such as using experimental results. 
An MD simulation generally begins by defining the mass, location and velocity of 
atoms and interatomic potentials. In an MD simulation the forces acting on each atom 
or molecule associated with interactions with others are calculated from the governing 
force field potentials. A force field is a function which defines the interatomic 
potential energy. Based on the forces acting on each atom and using Newton’s second 
law, it is possible to determine the trajectory of particles, and specify how their 
positions, velocities and accelerations vary with time. Therefore, successive 
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configurations of atomic systems are generated at every time step and the properties 
of interest are calculated.  
MD simulations are useful in eliciting the properties of materials in terms of 
molecular structure and dynamic interactions between atoms and molecules. They are 
able to capture the evolution of a system based on their dynamic nature and provide 
insight into material structure in a way which is not possible experimentally. 
However, limited time-scales and length-scales are the two most serious drawbacks of 
MD. 
Each time step in an MD simulation analyses a finite number of atoms or molecules; 
however most of the physical properties of interest of the system are defined for bulk 
material. A statistical ensemble is mathematical formulation that links the properties 
of a discrete system of atoms and bulk properties. Each statistical ensemble is 
characterized by a set of thermodynamic quantities such as volume (ܸ), energy (ܧ), 
temperature (ܶ), and pressure (ܲ). The choice of an ensemble in a simulation is based 
on the condition of the experiment it is trying to simulate. To calculate the properties 
of an actual system, it is convenient to define an ensemble comprising a collection of 
a large number of systems in different microscopic states with common macroscopic 
attributes. Micro-canonical (NVE), canonical (NVT) and isothermal–isobaric (NPT) 
ensembles describe the thermodynamics of closed systems in which there is no 
change in the number of particles, and these are now described.  
Micro-canonical (NVE) ensemble: If an NVE ensemble is specified for a simulation, 
the total number of atoms (N), the volume (V) of the unit cell and the total energy (E) 
of that system are kept constant.  
Canonical (NVT) ensemble: For some systems, the temperature (T) must be kept 
constant in a simulation. For example, if the effect of temperature on the properties of 
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a system is being studied, the temperature must be precisely maintained to ensure 
reliable results. In such cases, an NVT ensemble is used, whereby the number of 
particles, volume and temperature of the system are fixed.  
Isobaric-isothermal (NPT) ensemble: In some cases, the simulations must be carried 
out at constant or controlled pressure (P) and temperature (T). The NPT ensemble is 
generally used for this purpose; it keeps the number of particles fixed and prescribes 
the pressure and temperature of a system. 
Early MD simulations used models labeled “hard sphere models”[74]. In such a 
model, atomic interactions only occur at the moment of collision. However, in more 
realistic recent models, continuous potentials are employed in MD simulations. In 
these models, the interactions between atoms or particles and the energy of the system 
change whenever the particles changes their positions. To calculate the energy of a 
system as a function of the atom positions, force field models are employed. Many of 
them are based on a relatively simple description of the intra and intermolecular 
interactions within the system known as bond and non-bond interactions respectively. 
ܧ்௢௧௔௟ ൌ ܧ஻௢௡ௗ௘ௗ ൅ ܧே௢௡௕௢௡ௗ௘ௗ (3-1) 
One of the accurate force fields developed for polymers is PCFF[75] in which, the 
non–bonded and bonded energies are defined as: 
ܧ ൌ ܧ௕௢௡ௗ௦ ൅ ܧ஺௡௚௟௘ ൅ ܧௗ௜௛௘ௗ௥௔௟ ൅ ܧ௜௠௣௥௢௣௘௥ ൅ ܧ௕௢௡ௗି௕௢௡ௗ
൅ ܧ௔௡௚௟௘ି௔௡௚௟௘ 	൅ ܧ௕௢௡ௗି௔௡௚௟௘ 	൅ ܧ௕௢௡ௗିௗ௜௛௘ௗ௥௔௟ 		
൅ ܧ௔௡௚௟௘ିௗ௜௛௘ௗ௥௔௟ 	൅ ܧ௔௡௚௟௘ି௔௡௚௟௘ିௗ௜௛௘ௗ௥௔௟ ൅ ܧ௖௢௟௨௠௕௜௖ 	
൅ ܧ௩௔௡ௗ௥௘௪௔௟௦ 
(3-2) 
The formula for each of the energies mentioned above is presented in appendix A. An 
appropriate force field for the structure should predict the properties of a system if 
implemented for a sufficient number of atoms or molecules within a simulation box. 
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Unless surface effects are of particular interest, periodic boundary conditions are 
always used for these simulation boxes. Periodic boundary conditions enable 
macroscopic properties to be calculated from simulations using a relatively small 
number of particles, such that the particles experience forces as if they were in a bulk 
material. For periodic boundary conditions, when a particle passes into one face of the 
simulation cell, it emerges on the opposite face with the same velocity. Therefore, the 
number of particles within the simulation box remains constant. Moreover, when 
interaction energies between atoms are calculated, those in the vicinity of the walls 
experience interactions with atoms on the opposite surface, as if exact copies of the 
cell are repeated and attached to all corresponding surfaces (Fig. 3-2). 
Most of the experimental measurements of material properties are made under 
specific conditions such as constant temperature, pressure or volume. Different 
ensembles are employed to model these conditions. In this study, the temperature and 
pressure of the system are controlled by the “Nose-Hoover” [76]thermostat and 
barostat when required. The temperature of the system is altered by scaling the 
velocities of the particles and the pressure is altered by changing the volume of the 
simulation cells. In this way, the Nose-Hoover thermostat and barostat equilibrate the 
system to the desired temperature and pressure. The two primary packages employed 
for the MD simulations in this project are “Materials Studio 6.1” [77]and 
“LAMMPS”[78]. 
3.2 MD simulation of Amorphous Nylon6 Properties 
MD simulations are employed to analyze the stiffness of pure amorphous nylon6. Due 
to the randomness of polymer chain orientations in amorphous polymers, different 
energies and dynamics may arise from use of different models. Therefore, 
determining the mechanical properties corresponding to a random configuration of the 
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atomic structure is a major difficulty. Moreover, the atomistic model of amorphous 
polymers below their glass transition temperatures can be viewed as molecules frozen 
in a local energy minimum which does not essentially correspond to the global 
minimum. Thus, another challenge in the simulation of amorphous polymers is to 
obtain a structure corresponding to the global minimum energy, or at least close 
enough to it. The mechanical properties of amorphous polymers have been 
characterized using static (MM) [79] and dynamic (MD) [31] based molecular 
simulations, each having its limitations and advantages. It is still unclear which of 
these methods approximates reality more clearly. However, it is known that static 
simulations predict more compliant behavior[80]; Such methods are able to describe 
the mechanical relaxation of polymer chains that match experiments quite well. 
However, they may miss some of the phenomena which need trajectory tracking of 
molecules, such as disentanglement of chains during deformation.  
 
Figure  3-1 Atomic structure of two nylon6 monomers. 
The initial atomic structure of the amorphous nylon6 model is constructed using the 
“Random-Walk” method in the “Amorphous cell” module in the “Materials Studio 
6.1” software (Fig 3-2). A periodic amorphous cell of nylon6 is generated using ten 
chains, each comprising 100 monomers. In this way, a cell size of 67.82 Å is obtained 
at 298K. There are several different energy minimization methods available in MD 
simulations. In this study, smart minimization from Material Studios is used. Smart 
minimization uses appropriate features of three available methods. It starts with the 
method  of steepest descent, followed by conjugate gradient method and ends with a 




Figure  3-2 Hierarchy of polymer periodic cell. 
The data files of energy minimized atomic structures were converted to a LAMMPS 
compatible format using the “msi2lmp” tool provided by LAMMPS. The energy of 
the atomic configuration was then minimized again in LAMMPS using a 
minimization. The minimization was followed by NVT and NPT ensembles to adjust 
the pressure and temperature of the system. The NPT ensembles were applied in three 
steps: (i) the temperature is increased above the glass transition of nylon6, (ii) the 
structure is maintained at this temperature, and then (iii) the temperature is decreased 
gradually to ambient temperature. This energy minimization process was applied to 
all random configurations to ensure that the model is not in a frozen configuration at a 
local minimum energy. The density of the model calculated after all these 
minimization processes was 1.04 ݃ݎ ܿ݉ଷ⁄ , which is close to the experimentally 
measured value of 1.07 ݃ݎ ܿ݉ଷ⁄  for nylon6 [81].  The resulting unit cell of nylon6 
after energy minimization was subjected to simulated tensile and compressive loading 
in the X-direction (see Fig. 3-2) to determine the stiffness in that direction. Simulation 
of such loading was performed by changing the cell dimension in the loading 
direction and remapping the coordinates of atoms into the new cell geometry, and 
subsequently use an NPT ensemble to ensure no residual stresses on the unloaded 
faces while maintaining the temperature at ambient condition. This process is repeated 
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in each time step to model uniaxial deformation. This was also employed to simulate 
uniaxial tension and compression in the Y and Z directions. 
 The small size of the unit cube simulated resulted in different responses for loading 
in the three orthogonal directions; consequently, the cube size was increased until 
acceptable convergence in the material stiffness values was achieved. If the cube size 
is too small, there is a significant difference between the stiffness values for different 
directions – i.e. the cell is not isotropic, however, this difference decreases when the 
cell size increases. To eliminate the effect of random conformation of chains, five 
different random models were generated and their deformation simulated using the 
procedure discussed. The average response of these five models in the three 
orthogonal directions (15 simulation results) was considered as representative of 
amorphous nylon6. The results showed good agreement with experimentally 
measured values of the tensile stiffness of pure amorphous nylon6 (2.7 GPa). 
However, there was a considerable difference with the value for compression. 
 
Figure  3-3 Stress-strain behavior of an amorphous nylon6 in compression. 
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Tension 2.95 2.70 2.77 2.80 0.126 
compression 3.84 3.72 3.78 3.78 0.063 
3.3 MD Simulation of Nylon6/silica Nanocomposite 
Researchers have used MD simulations to study the mechanical behavior of 
nanocomposites [31][82]. Introduction of a silica particle into a periodic RVE of 
polymer to represent a nanocomposite is now described. As with pure nylon6, the 
PCFF potential is used for simulation of the composite; however, as this potential is 
generally used for polymers and not for silica, the pair interaction coefficients for 
silica are not defined. Therefore, use of “mixing” rule in PCFF results in zero pair 
interactions between atoms of silica and other atoms. A force field conversion of the 
van der Waals energy from the CVFF force field[83] to the PCFF force field (Eqs. 19 
&20) was performed, while acceptable results, based on ab-initio calculations, are 
available for silica/polymer pair interaction for the CVFF model. The consistent-
valence force field (CVFF), included in the Discover program, is a generalized 
valence force field. This force field has parameters for amino acids, water and some 
polymers. CVFF handles peptides, proteins, and a wide range of organic systems, and 
has been used extensively for many years. It is predominantly intended for studies of 
atomic structures and binding energies, although it also predicts vibrational 
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By using the van der Waals coefficients of the CVFF force field (ܣ௜௝ and ܤ௜௝), the 
coefficients for the PCFF force field for each pair of atoms in the system are obtained 
via regression analysis (Fig. 3-4). 
 
Figure  3-4 Representative volume element of nanocomposite. 
 
Figure  3-5 van der Waals Interaction mapping from CVFF to PCFF for silicon-oxygen (nylon6). 
After obtaining acceptable pair coefficients for silica and polymer atoms, the next 


































behavior of the model. The procedure adopted was very similar to that for the pure 
polymer. The primary additional step was inclusion of a silica particle into the 
polymer matrix using the “Amorphous cell” module in “Materials Studio 6.1” 
software. A spherical silica particle is simulated by cutting the atomic structure of 
quartz into the shape of sphere. Periodic boxes of the nanocomposite with weight 
fractions of five and nine percent were constructed. Subsequently, the energy of the 
model is minimized and the “annealing” process in the Materials Studio and the 
Lammps packages. As with the pure polymer, the annealing process was executed by 
increasing and decreasing the temperature in an NPT ensemble. This helps generate 
greater isotropy in the material. The model was then used to simulate uniaxial tension 
and compression in all three orthogonal directions using the method adopted for pure 
nylon6, in order to determine the stiffness. Table 3-2 shows that the elastic modulus 
of the polymer was increased after the addition of nanoparticles. Moreover, it was 
noted that a larger weight percentage of nanoparticles results in greater reinforcement. 
Table  3-2 Simulation results for elastic modulus of polymer nanocomposite. 
Silica Weight percentage Loading Condition E (GPa) 
5% Tension 4.47 Compression 3.57 
9% Tension 5.43 Compression 4.45 
 
In the MD simulations, the polymer chains around silica in the simulation box are 
amorphous; therefore, it is not possible to compare the results directly with 
experimental data obtained for semi-crystalline nylon6. However, it is possible to 
determine other properties from the models constructed. 
After minimizing the energy of the cell and before simulating application of  
mechanical loading, the densities of the silica particle and the polymer surrounding 
the particle at different radii are extracted (Fig. 3-5). The results obtained indicate that 
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the polymer density in the region immediately adjacent to the particle surface is 
higher. There is some oscillation in polymer density with distance from the silica 
surface. This indicates a strong attraction between the atoms of these two materials 
can adsorb polymer chains on the surface and form a stacking of chains. As 
schematically depicted in in Fig. 3-6, this stacking can be extended up to three layers 
of polymer chains based on the density variation shown in Fig. 3-5. 
 
Figure  3-6 Density variation of nylon6 around silica surface with radial distance from the center of 
particle. 
 
Figure  3-7 Schematic representation of polymer adsorption onto the particle surface and stacking of 






















As shown in Fig. 3-5, the attraction between the particle surface and the nylon6 chains 
is short-ranged, (only a few angstroms) therefore the longer-range effects of the 
particles on the matrix arise from the connectivity of polymer molecules – i.e. chains 
partially adsorbed by the particle extend into the rest of the matrix (interphase layer) 
and this enables them to transfer load from the matrix to the particle (Fig. 3-7). Since 
the polymer chains are long and flexible, their unadsorbed segments (e.g. loops and 
tails [66]) are entangled with other chains in the matrix and  this facilitates load 
transfer. 
 
Figure  3-8 Schematic representation of polymer chains adsorption onto the surface of nanoparticles. 
3.4 Summary and Conclusions 
MD simulation was used to study the mechanical response of amorphous nylon6 as 
well as its composite containing silica nanoparticles. The results show that the force 
field assumed can predict the density of the polymer accurately. The values of the 
elastic moduli of amorphous nylon6 calculated for loading in different directions 
converge by increasing the cell model size. It is shown that the model yields a stiffer 
response for pure amorphous nylon6 under compression compared to tension. 
The simulation results indicate an increase in the stiffness of the nanocomposite, 
based on a model which contains a silica nanoparticle surrounded by amorphous 
nylon6 chains. In addition to elastic stiffness, the density of the polymer in the 
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nanocomposite, as a function of distance from the particle center – i.e. the radial 
density profile – is examined. This radial density profile shows the influence of the 
attraction between the polymer chains in the matrix and the particle surface. This 
attraction affects the density only within a few Å of the silica surface, but the partially 
adsorbed polymer chains extend into the rest of the matrix, enabling load transfer. The 
model reveals important mechanism, but has some limitation in approximating actual 
behavior. It only models amorphous nylon6 (actual nylon6 is semi-crystalline) and the 
particle modeled is much smaller than an actual nanoparticle; these arise because of 





 4 DFT-D Simulation of the Mechanical 
Properties of ߙ-Crystalline Nylon6  
4.1 Abstract 
Computational material modeling was employed to predict the mechanical 
properties of ߙ-crystalline nylon6. Density functional theory, enhanced using 
empirical dispersion correction (DFT-D), was used. The atomic structure, lattice 
parameters and atomic coordinates, were optimized via localized basis sets and 
Perdew–Burke–Ernzerhof (PBE) exchange-correlation functionals in the SIESTA 
code. To confirm that energy has been minimized, vibrational analysis of the 
crystalline structure was performed and the vibration spectrum compared with 
experimental results. The atomic model was subjected to deformation in three 
orthogonal directions, in tension and compression, and the elastic mechanical 
properties extracted. Elastic shearing of the RVE was also simulated and the shear 
modulus derived. The results display a strong anisotropy in the elastic properties of ߙ-
crystalline nylon6. In addition, a computational method was developed to simulate 
inelastic shearing of the unit cell model. The simulation results reveal an interlayer 
shear deformation process that has a maximum shear stress – the Interlayer Shear 
Strength (ISS) – which represents the ideal strength of a defect-free crystal structure. 
The results obtained demonstrate that the DFT-D simulation can predict the 





Polymeric materials have been of interest for decades because of favorable 
characteristics, such as ease of forming, durability and relatively lower cost and 
weight. However, their applications are restricted by the smaller values of mechanical 
properties such as modulus and yield strength, compared to metals. The largest group 
of polymeric materials consists of semicrystalline polymers, which comprise a mix of 
ordered crystalline and randomly oriented amorphous phases. Polyamides, commonly 
known by the commercial name “nylon”, are a group of well-recognized 
semicrystalline polymers because of their wide usage. Nylon6 is the most-investigated 
polymer of the nylon class. The two constituent phases of nylon6 – amorphous and 
crystalline – have different mechanical properties [84]. These two phases have 
different stiffnesses and strengths, and plastic deformation of a mix of both is 
dominated by deformation of the crystalline portion. The crystalline phase of nylon6 
can assume two configurations – ߙ and ߛ. The ߙ phase is dominant in annealed 
nylon6, and it has been shown by Bernado et al. [85] to be more stable. They 
calculated a difference of 0.5-1.5 Kcal/mol per monomer between the two phases. 




Figure  4-1 Atomic configuration of the (A) ࢻ and (B) ࢽ crystalline nylon6 (visualization by 
VESTA[86]). 
In the dominant ߙ crystalline phase, hydrogen bonds link the atomic chains in parallel 
planes and form hydrogen-bonded sheets which interact with one another via van-der-
Waals interactions. This relatively weak interaction is associated with the most easily 
activated shear slip system, where plastic deformation initiates. This is known as 
interlayer shear deformation, with the maximum shear sustainable defined as the 
interlayer shear strength (ISS). The estimated value of the ISS for fully crystalline 
nylon6 is generally larger than experimentally measured values, since the ISS 
represents the plastic deformation in a perfect crystal. This value, also known as the 
ideal shear strength of a solid, is the elastic limit of its reversible and stable 
deformation, and defines an upper bound on the mechanical strength that the solid can 
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have [87]. Plastic shear deformation in crystalline polymers can take the form of 
twinning, crystallographic slip or phase transformation [88], [89]. Twin and 
crystallographic slip deformation in α-crystalline nylon6 are described here in greater 
detail. Since the properties of the crystalline phase have a significant effect on the 
overall properties of semicrystalline nylon6, understanding of the deformation of this 
phase is instructive to those seeking to model and predict the behavior of nylon6 and 
its nanocomposites [64], [90]. 
Characterizing the mechanical properties of crystalline polymers is currently an active 
field of investigation. In this chapter, sub-atomic computational techniques for 
material modeling are employed to obtain a description of the mechanical properties 
of the crystal structure. The complexity in simulation of crystalline polymers arises 
from the critical balance between inter and intramolecular interactions in such 
materials. A realistic balance between intramolecular hydrogen bonds and Van Der 
Waals (VDW) interactions reveilles the mechanism involved in the mechanical 
behavior of these materials. In this study a computational study based on Density 
Functional Theory (DFT) calculations to analyze the mechanical properties of nylon6 
is presented. 
The Chapter is organized as follows: after a brief introduction to many-body 
interactions, the Hohenberg-Kohn theorem is presented. Subsequently, the Kohn-
Sham method is discussed, followed by an introduction to exchange-correlation 
functionals where the main difficulty of DFT lies. After a brief introduction to DFT 
modeling, construction of the atomic model representing an equilibrium structure of 
α-crystalline nylon6 is discussed and elastic deformation of the resulting structure is 
simulated to obtain the elastic properties. Shear deformation of the energy minimized 
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structure is then simulated to elicit inelastic properties such as twinning and plastic 
sliding. 
A greater insight into the phenomena at atomic and electronic level, which govern the 
mechanical performance of polymeric materials is expected to be identified through 
computational material modeling. This can help in characterizing materials such as 
nanocomposites, nanostructured polymers and thin polymer films.  
4.3 Density Functional Theory (DFT) 
DFT is a quantum-mechanical computational technique employed in physics, 
chemistry and materials science, to reproduce the electronic structure of molecules 
and crystals in order to investigate their properties. The difference between DFT and 
other quantum methods is that it seeks to ascertain the electron density – the 
probability of the presence of an electron at a position – rather than the state of 
electrons, which is computationally expensive. Using DFT, the mechanical response 
of a system comprising a number of electrons and nuclei, called many-body-system, 
can be determined via functionals (function of a function) of electron density. The 
efficiency of the DFT method to solve the many-body Schrodinger equation is that it 
replaces the unknown 3N dimensions wavefunction, identifying the state of each 
electron, by 3 dimensional function of electron density. DFT considers the overall 
probability of the presence of any electron at any position rather than all the 
individual probabilities of the presence of each electron. All physical properties of a 
structure can be extracted using the electronic structure – distribution of electron 
density – found in DFT. 
For the DFT formulation, an atomic structure is Initiating considered as a many-body-
system containing a number of negatively charged electrons and positively charged 
nuclei. A Hamiltonian operator (a self-adjoint operator) can describe the energy of 
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this many-body-system depending on the configuration of electrons and nuclei. This 
operator defines the energy of a system based on the location of particles, known as 
wavefunctions, which in quantum mechanics describes the state of a system of 
particles, ΨሺݎԦଵ,… , ݎԦேሻ. All other properties of the system can be derived from 
wavefunctions by mathematical operations, making them a central entity in quantum 
mechanics.   
When there is a large difference in mass between electrons and nucleons, nucleons 
being about 1900 times heavier, the Hamiltonian can be simplified by decoupling the 
electron and nucleon systems. This framework is known as Born-Oppenheimer 
approximation [91]. This approximation consists of two steps: in the first step, the 
nucleon kinetic energy is neglected. In the second one, the nucleon positions are 
considered as parameters in the Hamiltonian. The electron–nucleus interactions 
remain in place as the electrons still feel the columbic potential of the fixed nuclei. 
Therefore the Hamiltonian describing a many-body system including electrons and 
nuclei is a sum of the electron kinetic energy T, the energy of attractive interaction 
between the electrons and nuclei, Vୣ ୬, the energy of repulsive coulomb interactions 
between electrons  Uୣୣ, and the energy of repulsive columbic interaction between 
nuclei V୬୬: 
H ൌ T ൅ V୬୬ ൅ Vୣ ୬ ൅ Uୣୣ (4-1) 
The term V୬୬, is only a function of nucleon position and is treated as a constant by the 
Hamiltonian operator. In DFT calculations, the nuclei of the molecules are considered 
fixed, generating a potential field in which the electrons are moving, within this 
stationary external potential, generated by fixed nuclei, a wavefunction (ΨሺݎԦଵ, … , ݎԦேሻ) 
exists that satisfies the time-independent Schrodinger Equation by the location of the 
electrons, ݎԦ௜.  
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቏Ψ ൌ ܧΨ 
(4-2) 
Here, N is the number of electrons in the system and H is the Hamiltonian, E is the 
total energy, T is the kinetic energy, V is the potential energy induced by the fixed 
nuclei and U is the electron-electron interaction potential energy. This complicated 
many-particle equation is not separable into single-particle equations because of the 
interaction term ෡ܷ linking between electron pairs. Here, DFT provides an appealing 
alternative and maps the many-body problem into a single-body problem. In DFT, the 
key parameter is the electron density, which is defined as: 
݊ሺݎԦሻ ൌ ܰන݀ଷݎଶ න݀ଷݎଷ …න݀ଷݎேΨ∗ሺݎ, ݎԦଶ, … , ݎԦேሻΨሺݎ, ݎԦଵ, ݎԦଶ, … , ݎԦேሻ (4-3) 
Consequently, the energy of a system can be presented as a functional of the electron 
density: 
E ൌ Eሾnሿ ൌ 〈ΨሾnሿหT෡ ൅ V෡ ൅ U෡หΨሾnሿ〉 (4-4) 
There are two variational theorems in DFT establishing the relationship between 
electron density and energy of the system, known as the Hohenberhg-Kohn (HK) 
theorems[92]. The first theorem states that there is a one-to-one relationship between 
the external potential  Vሺrሻ of the Hamiltonian and the ground state electron density, 
nሺrሻ. This fact defines a correspondence between electron density and the ground 
state of the system: nሺrሻ → ψ଴ሾnሿ. The contribution of the external potential 
〈ΨሾnሿหV෡หΨሾnሿ〉 can be written explicitly as a function of electron density as: 
Vሾnሿ ൌ නVሺrԦሻnሺrԦሻdଷr (4-5) 
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Since the ground state wave function can be obtained from the electron density, any 
observable resultant properties from the electron density, in particular, the total 
energy of the system. It can be concluded that the consequence of the first theorem is 
that the energy is a functional of the electron density. 
The second theorem of HK states that the electron density which minimizes the 
functional of the energy is the ground state energy,	n଴. This is the density that the 
DFT method seeks to determine. The explicit form of this functional cannot be 
determined and therefore the main objective of DFT is to identify good 
approximations for 〈ΨሾnሿหT෡ ൅ U෡หΨሾnሿ〉. The Kohn-Sham method is one of the most 
accurate approaches to determine the functional  〈ΨሾnሿหT෡ ൅ U෡หΨሾnሿ〉. Kohn and Sham 
(KS) [93] extended the concept of the Thomas-Fermi model[94] to obtain the ground 
state kinetic energy of a non-interacting system by formulating a method to minimize 
the energy functional (HK2). 
DFT seeks to compute 	n଴ because all properties of the system can be derived from it 
(HK1). Having specified a system – i.e. having specified V – one has to minimize the 
functional with respect to nሺrԦሻ assuming an apropriate expression for Vሾnሿ, Uሾnሿ is 
available: 
Eሾnሿ ൌ Tሾnሿ ൅ Uሾnሿ ൅ නVሺrԦሻnሺrԦሻdଷr (4-6) 
Successful energy minimization of this functional yields the ground density n଴ሺrԦሻ, 
from which all other properties can be extracted. There are many ways available for 
minimizing this functional (total energy). For a given interacting ground state density 
nሺrሻ, Kohn-Sham replaces the interacting electrons by a non-interacting system of 
electrons in an external potential field Vୱሺrሻ; i.e. the energy induced by external 
potential replaces the interaction energy of electrons. Therefore, the electron-electron 
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interaction energy term can be omitted. Hence, the energy of the system is expressed 
as: 
ܧ௦ሾ݊ሿ ൌ 〈Ψ௦ሾ݊ሿห ෠ܶ ൅ ௦ܸ෡หΨ௦ሾ݊ሿ〉 (4-7) 
Here, ෠ܶ  is the kinetic energy operator and ௦ܸ෡  is an external effective potential 





ଶ ൅ ௦ܸሺݎԦሻ቉ ߶௜ሺݎԦሻ ൌ ߳௜߶௜ሺݎԦሻ (4-8) 
Here ߳௜ is the orbital energy of the corresponding orbital ߶௜. Solution of this equation 





The effective potential ௦ܸሺݎԦሻ, can be written in more details as: 
௦ܸሺݎԦሻ ൌ ܸሺݎԦሻ ൅ න݁
ଶ݊௦ሺݎԦᇱሻ
|ݎԦ െ ݎԦᇱ| ݀
ଷݎᇱ ൅ ௑ܸ஼ሾ݊௦ሺݎԦᇱሻሿ (4-10) 
where the integral term represents the electron-electron coulombic repulsion, while 
the last term ௑ܸ஼ is called the exchange-correlation potential and includes all the 
many-particle interaction. The exchange-correlation component is only about one 
percent of the total energy. Since the integral term (Hartree energy) and ௑ܸ஼ are 
governed by the electron density݊ሺݎԦሻ, which depends on ߶௜, which in turn depends on 
௦ܸ, the Kohn-Sham equation has to be solved in a self-consistent iterative way. 
Usually, the calculations starts with an initial estimate for ݊ሺݎԦሻ, then the 
corresponding ௦ܸ is calculated and the Kohn-Sham equation is solved for ߶௜. From 
this ߶௜, a new density is calculated and the calculations are repeated. This procedure 
continues until a desired convergence is reached. The major challenge in DFT is that 
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there is no exact functional for the exchange and correlation terms for most materials. 
However approximations of functionals for exchange and correlation terms permit the 
calculation of some physical properties quite accurately. One of these approximations 
is the local-density approximation (LDA), whereby the functional depends only on the 
density at the coordinate where the functional is evaluated. Another more accurate 
and computationally more expensive class of approximation is the generalized 
gradient approximation (GGA), which in addition to LDA, takes the density gradient 
at that coordinate into account. GGA results in relatively accurate results for 
molecular structures and ground state energy. 
The calculations can be further simplified when electrons are divided into two groups 
of valence and inner core (non-valence) electrons. The electrons in the inner (non-
valence) layers are strongly bound and do not play a significant role in the chemical 
interactions and binding of atoms. Binding properties are due to the valence electrons. 
This grouping of electrons recommends that core electrons can be ignored, but 
instead, an effective interaction that approximates the energy of this ionic core is used 
in calculations. This reduces the atoms to ionic cores that interact with valence 
electrons. The core electrons are assumed to be bound to their nucleus, forming a 
positive ion. The effects of the positive ion on the valence electrons are modeled 
using a single potential, describing both the effects of the core electrons and the 
columbic attraction between the nucleus and the valence electrons. These potentials 
called pseudopotentials, have also another goal: the “actual” potential should 
approach negative infinity when r approaches zero; however, infinity is not easily 
represented by localized bases sets. Therefore, there is a need for a smooth 
pseudopotential which describes the potential correctly from a certain radius inwards. 
Essentially, the pseudopotential is an attempt to replace the complicated effects of the 
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core electrons of an atom and its nucleus. To incorporate the effect of core electrons, 
the Troullier-Martins pseudopotential is used[95] in this study.  
VDW interactions play an important role in organic material[96]; therefore a 
dispersion term is added to the total energy of the system for these materials. 
ܧ஽ி்ି஽ ൌ ܧ஽ி் ൅ ܧௗ௜௦௣ (4-11) 
ܧ஽ி் is the Kohn-Sham ground state energy and ܧௗ௜௦௣ is the dispersion correction 
energy introduced by Grimme [97] 








௔ܰ௧ represents the number of atoms in the system and the ܥ଺௜௝ denotes the dispersion 
coefficient for a pair of atoms ݅	&	݆. ݏ଺ is the scaling factor which is set to 1.05 in this 
study.  ܴ௜௝ is the inter-atomic distance and ௗ݂௠௣ is defined as: 
ௗ݂௠௣൫ܴ௜௝൯ ൌ 11 ൅ ݁ିௗ൫ோ೔ೕ ோೝ⁄ ିଵ൯ (4-13) 
where ܴ௥ is the sum of ܴ௏஽ௐ for each pair of atoms. ݀ is a damping parameter and 
larger values result in smaller corrections at intermediate interatomic distances. In this 
study, this parameter was set to: ݀ ൌ 20. Electronic energies were computed using the 
DFT-D[93] using SIESTA (Spanish Initiative for Electronic Simulations with 
Thousands of Atoms) code[98]. The PBE functional [99] and DZP basis set were 
used. The Grimme’s dispersion coefficients for different atoms are presented in Table 
4-1. 
Table  4-1 Grimme's dispersion coefficients. 
Atom ܥ଺ ൫ev Å଺൯ ܴ௏஽ௐ൫Å൯[100] 
H 1.4510 1.3013 
C 18.1384 1.70 
O 7.2553 1.52 
N 12.7487 1.55 
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These coefficients are combined by a mixing rule to express the interaction for each 
pair. 
ܥ଺௜௝ ൌ ටܥ଺௜ܥ଺௝ (4-14) 
To validate the Grimme coefficients used, the bond lengths of a single oxygen and 
hydrogen molecule are computed using these coefficients. The results indicate that the 
DFT-D can predict a bond length close to the experimental value. 
4.4 Method 
In this study, calculations of mechanical properties of α-crystalline nylon6 are 
undertaken based on dispersion-corrected density functional theory. An RVE 
(smallest unit cell representing the crystal) describing the structure of α-crystalline 
nylon6, with periodic boundary conditions (PBC) containing 152 atoms, is 
established. The Perdew–Burke–Ernzerhof (PBE) exchange-correlation functional 
[99]and a double ߞ polarized (DZP) basis set are used. The energy of core electrons of 
atoms are defined by Troullier-Martins pseudopotentials [95]. Dispersion interactions 
are modeled using the Grimme functional [97], and Grimme parameters optimized for 
organic crystals were assumed from the study of Quarti et al. [100]. The Brillouin 
zone of nylon6 is sampled using 4*2*4 Monkhorst-Pack k-points. By comparing the 
results with calculations based on 2*1*2 and 4*2*4 Monkhorst-Pack k-points, it is 
established that 4*2*4 k-points are sufficient to obtain total energy convergence to 
within 0.01 eV, and bond lengths to within 0.02 Å. To minimize the “eggbox 
effect”[98], 8-point averaging over a real space grid is used (GridCellSampling 
option). In all calculations, the atomic positions and lattice vectors of the RVE are 
optimized until the forces on atoms are smaller than 0.03 eV	Åିଵand stresses are 
below 0.01 GPa. 
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Uniaxial compression and tension of the optimized atomic structure are simulated and 
the elastic moduli obtained from the deformation. The stress values are limited to 
ensure elastic deformation. The interlayer distance has a strong influence on the 
normal stress between H-bonded layers; therefore, the spacing is adjusted to achieve 
zero normal stress in both energy minimization and shear deformation steps.  
 
Figure  4-2 Schematic illustration of interlayer shear deformation in crystalline Nylon6 (1-3) 
and respective shear stress along deformation. 
The simulation of shear deformation in a crystalline cell, is shown schematically in 
Fig. 4-2, where the geometry of the cell and locations of chains in the cell change 
according to the shear strain. The shear stress-strain response is simulated by 
displacing the strands in the XY plane, and the cell geometry is adjusted accordingly. 
In the shear deformed configuration (2-4 in Fig. 4-2), only the X coordinates of some 
of backbone carbon atoms are fixed while all other atoms are free to move during 
energy minimization. This constraint on the X coordinate of the fixed atoms keeps the 
amount of shear strain along energy minimization; otherwise, the chains will move 
back to their original positions associated with the minimum energy configuration (1 
in Fig. 4-2). Essentially, after the cell geometry and locations of chains have been 
adjusted to correspond to the desired shear strain, the X coordinates of the chains, 
indicated by the anchor symbol, are fixed and the structure is allowed to minimize its 
energy with the constraints in place. This progression of deformation is implemented 
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via incremental steps of shear strain, allowing the chains to attain positions of 
minimum energy in each step (4 in Fig. 4-2). This form of shear deformation 
generally results in non-zero normal stress between the H-bonded sheets (Z direction 
in Fig. 4-2) because the separation between chains increases when one passes over 
another. This non-zero interlayer normal stress is removed by adjusting the interlayer 
separation to the tolerance of 0.01 GPa. 
 
Figure  4-3 RVE, Adjusting the interlayer spacing to eliminate interlayer normal stress. 
The computational procedure described for shear deformation is verified by 
implementing it to compute the ISS of graphite, for which experimental data is 
available. Experimentally-obtained values for graphite ISS vary over a wide range of 
values, 0.2 MPa – 7.0 GPa. In a recent experimental study of graphite ISS, Liu et al. 
[101] obtained a value of 0.14 GPa using a shear probe equipped with a 
micromanipulator, to apply shear to the top layer while the bottom layer was fixed. 
Results from the present simulation method yield a value of 0.19 GPa. 
4.5 Results and Discussion 
4.5.1 Equilibrium Structure 
In order to obtain a relaxed configuration for crystalline nylon6, the positions 
of atoms in the simulation cell, as well as cell geometrical parameters, are initially 
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unconstrained in the energy minimization process. The minimized energy structure of 
nylon6 has crystal lattice constants of a= 9.57Å, b=17.54Å, c=7.44 Å, α ൌ 90	ሶ, 
β ൌ 64.84	ሶ and γ ൌ 90	ሶ; these values are in agreement with experimentally measured 
values and previous calculations [100], [102]. For example, the experimental study by 
Holmes et al. [103] reported that a= 9.56 Å, b= 17.24 Å, c= 8.01 Å , α ൌ 90	ሶ, β ൌ
67.5	ሶ and γ ൌ 90	ሶ. 
The initial lattice constants of α-crystalline nylon6 have been set to: a= 9.56 Å, b= 
17.24 Å, c= 8.01 Å and β ൌ 67.5	deg, based on the experimental study by Holmes et 
al.[103]. The initial atomic coordinates for the crystal configuration are extracted 
from the most complete crystal structure obtained experimentally [103]. In this study, 
this configuration is considered the reference structure and parameters for 
computations are based on it.  
The model exhibits fluctuations in force because of the “eggbox effect”. Therefore, 
Grid-Cell-Sampling was used. Without Grid-Cell-Sampling, the atomic structure 
minimizes in a local minima. Higher values for K-points (3*2*3) were used and the 
structure was minimized to cell sizes almost equal to those using smaller values of K-
points (2*1*2). Therefore (2*1*2) was adopted for K-points for the rest of the 
simulations. The DENCHAR package[98] has been employed to visualize the density 
by which the formation of H-Bond is confirmed. 
The energy of the structure was initially minimized without Grimme interactions 
(DFT), to make sure about the effect of dispersion terms and it was observed that the 
structure splits apart. The H-bonded sheets start to diverge and move farther and 
farther apart. This phenomenon confirms the existence of a strong VDW interaction 




Figure  4-4 3D configuration of the crystal model. 
4.5.2 Vibrational Analysis 
Vibrational analysis of the energy minimized structure of ߙ-crystalline nylon6 
was performed. The frequencies of normal mode vibrations were computed (at the Γ 
point) by diagonalizing the Hessian matrix obtained via a finite difference algorithm 
with a step size of 0.02 Å. A normal mode of an oscillating system is a pattern of 
motion in which all parts of the system move sinusoidally with the same frequency 
and with a fixed phase relation; this motion corresponds to resonance. The 
frequencies of the normal modes of a system are known as its natural frequencies or 
resonant frequencies.  
A scale factor of 1.02 was used for all the normal modes [104], [105]. In addition to 
normal mode frequencies, the intensity of each mode was also calculated using the 
method developed by Ferna et al. [106] for comparison of simulation results with 
existing experimental data on vibration spectra (Vibra package in siesta, to be cited) 
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[100], [107]. Based on the frequencies of normal modes and their intensities, a 
Lorentzian broadening function (broadening of 10 cm-1) is applied to simulate a 
continuous infrared (IR) spectrum. The experimental [100], [107] and computed 
spectra are compared in Figure 4-5, which shows that the match between the 
computed and experimental spectra is good, further validating the computational 
approach employed. However, there is a small difference in the low-frequency portion 
of the spectrum that may be attributed to imperfections in the material used in 
experiments and the finite size of the simulation cell.  
 
Figure  4-5 IR vibrational spectrum of ࢻ-crystalline nylon6, simulation and experiment [100], [107]. 
4.5.3 Elastic Properties 
The tensile and compressive stiffnesses of  ߙ-crystalline nylon6 are calculated, 
and results show that the stiffness of the crystal is highest in the chain direction. For 
tension, the elastic constants computed are:  ܧ௫ ൌ 45 GPa, ܧ௬ ൌ 367 GPa, ܧ௭ ൌ 27.9 
GPa, while for compression: ܧ௫ ൌ 47 GPa, ܧ௬ ൌ 352 GPa, ܧ௭ ൌ 37 GPa. The 
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difference between the energy of inter-chain hydrogen bonds and the relatively 
weaker van-der-Waals (VDW) interaction is responsible for the difference in stiffness 
in the X and Z directions. For the X and Y directions, the stiffnesses for tension and 
compression are almost equal, but for the inter-sheet stiffness (Z direction), where 
VDW interactions are dominant, the two elastic moduli for tension and compression 
are different. Based on the classical Frenkel model [108], the shear modulus of a 
perfect crystal is estimated to be ten times larger than its ideal shear strength. 
Simulation of the structure under elastic shear deformation using the same method as 
that for normal stress was conducted and a value of Gxz= 61.57 GPa is obtained for 
the shear modulus. These elastic properties can be compared with previous 
calculations based on simpler models; for example, Dasgupta et al.[109] used a force-
field based approaches and calculated the elastic properties to be ܧ௫ ൌ 23.6GPa, 
ܧ௬ ൌ240.1 GPa and ܧ௭ ൌ 17.2 GPa. In another study, Tashiro et al. [110] used a 
molecular mechanics approach and reported the elastic constants of the both 
crystalline phases of nylon6 – i.e. for the ߙ-crystalline: ܧ௫ ൌ 12.44 GPa, ܧ௬ ൌ311.5 
GPa, ܧ௭ ൌ 5.2 GPa.  In another study, Peeters et al. [111] used the Hartree-Fock ab 
initio method and calculated a value of 337 GPa for the stiffness in the chain 
direction. 
4.5.4 Inelastic Properties 
The energy minimized model was used to simulate plastic shear deformation 
using the method described earlier. As shown schematically in Fig. 4-2, for shear 
deformation, the H-bonded sheets slide on top of one another and the shear stress 
varies with deformation according to two sinusoid-like profiles, to attain the next 
equilibrium atomic configuration. The first complete sinusoidal shear stress profile 
represents twinning, in which the atomic configuration changes into its mirror image 
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with the same physical properties, e.g. internal energy. Twinning is a reversible 
process; i.e. applying the opposite shear stress brings back the initial structure. As 
depicted in Fig. 4-2, the second complete sinusoidal profile represents the plastic slip 
of chains, at higher values of stress, into a configuration very similar to the initial 
minimized energy configuration. These two types of inelastic deformation are 
associated with two shear strength values – 280 MPa and 594 MPa. The theoretical 
shear strength of a perfect crystal, known as the ideal shear strength, is almost an 
order of magnitude larger than values measured experimentally for polycrystalline 
materials[108]. In an experimental study, using channel die drawing, the plastic 
deformation of crystalline nylon6 was investigated by Miri et al. [112], who reported 
a yield strength of ߪ௬ߙ ൌ 72ܯܲܽ. It is noted that experimental values can differ 
significantly from the ideal shear strength, since a perfect crystalline structure is 
almost impossible to obtain, and even if one manages to achieve this, the strength of 
crystalline nylon6 is strongly dependent on the water absorbed, which is difficult to 
control experimentally [112].  
 
Figure  4-6 Interlayer shear deformation of crystalline nylon6. 
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Experiments show that failure in solids fall into two categories – they can either 
cleave or flow apart by shear. Cleavage produces brittle fracture by connecting the 
cracks and form fracture surfaces and consumes little energy while shear flow leads to 
ductile fracture and requires higher orders of magnitude of energy. When a load is 
applied to a material, it adopts the deformation mechanism that requires a smaller 
stress. 
It is well known that the greatest strength of a solid is obtained from specimens with 
the smallest degree of imperfection. Even a small amount of defects can lead to a 
drastic reduction in strength. Hence, a perfect crystalline has the highest strength, 
called ideal shear strength. This value is the upper limit for crystals of that material. 
Therefore, calculations of the strength of solids, using theoretical models, are 
important in order to define the upper limit of attainable strength. If perfect crystal is 
subjected to shear, it will deform elastically until it exceeds its elastic limit and enters 
irreversible deformation. Elastic deformation of a perfect lattice can be computed by 
electronic calculations.  
It should be noted that the state of stress in reality is generally triaxial [87]. This 
triaxial stress can either increase or decreases the ideal shear strength (ISS) of layered 
crystals. For a semicrystalline polymer like nylon, different states for triaxial stress 
results in different ideal strengths exist[113].  
The deformation mechanism proposed in Fig. 4-2 results in a non-zero value for the 
normal stress in the z direction if the movement of chains in the z direction is 
confined. However, in reality, the structure is free to expand in the z direction and 




Figure  4-7 Schematic illustration of adjusting the interlayer distance to relieve normal stress. 
Fig. 4-7 shows schematically the method used to define the max shear stress for  chain 
sliding. For each angle ߚ between the two energy minimized configurations, several 
interlayer distances were checked and those with the smallest normal stress in Z 
direction were selected as the ones representing the shear stress to that angle.  
The most promising experimental approach to measure ideal strength is 
nanoindentation. This technique can work well for metals, but lacks accuracy for 
organic materials, especially semicrystalline polymers. In this study, it is shown that it 
is possible to calculate the ISS via quantum-mechanics simulation of organic 
crystalline solids.  
To verify the method developed for inelastic deformation, it was employed to 
simulate graphite, since experimental results are available. The structure of graphite 
was first minimized and then shear deformation was simulated. The dispersion 
coefficients were set by comparing The interlayer spacing with  experimental values. 
It should be noted that in contrast to the case for nylon, more K-points are used for 




Figure  4-8 Shear deformation of graphite from two views. 
In addition to shear stress, Fig. 4-9 shows the normal stress normal to the graphene 
plane along shear deformation: 
 
Figure  4-9 Interlayer shear deformation of graphite. 
Direction of applied Shear 
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4.6 Potential Industrial Application 
 
Figure  4-10 Continuous rotation of chains (flipping) in shear induced twinning. Atom color code: C 
(Brown), O (Red), H (White), N(Blue). 
From observing the configurations of the crystal structure corresponding to 
different degrees of shear strain, it is noted that there is a continuous conformation 
change in the atomic structure. As depicted in Fig. 4-10, the hydrogen atoms bonded 
to the backbone carbon atoms (1-4 in Fig. 4-10) rotate with respect to the backbone of 
that chain. This rotation (flipping) results in a mirror structure of the same energy 
level, called a twinned structure.  
As flipping occurs because of twinning, the flipped and original conformations have 
the same internal energy. These two conformations would have different properties, 
e.g. vibration spectra, if hydrogen atoms at locations 1-4 in Fig. 4-10 were different 
types of atoms. In such a case, a difference would arise from the difference between 
the distances of atoms at locations 1 and 3 in the flipped and original configurations. 
As shown in Fig. 4-10, the distance between atoms at site 1 of one chain and those at 
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location 3 of the neighboring chain undergoes considerable change during twinning. 
Vibrational analysis was employed to show this by replacing the diagonally opposed 
hydrogen atoms (locations 1 and 3 in Fig. 4-10) by deuterium, and determining the 
vibration spectrum for the flipped and original configuration. The results presented in 
Fig. 4-11 show that the twinning or flipping mechanism can be monitored by the 
change in the vibration spectrum. This graph shows the vibrational spectrum for 
ordinary crystalline nylon6 and deuterated crystalline nylon6 in their flipped and 
original configuration.  
 
 
Figure  4-11 (a) Numerical simulation results for vibration spectra for normal and deutreated Nylon6; 
(b) twinned and (c) un-twinned deutreated α-crystalline nylon6. Atom color code: C (Brown), O (Red), 























The shear-induced change in the vibrational properties of the crystal – i.e. shift in the 
peaks and change in the shape of the IR spectrum – can be employed in a device to 
measure shear stress. This phenomenon can also be used as a tool to capture the 
amount of twinning in a structure.  
4.7 Conclusions 
In this chapter, the shear deformation of α-crystalline nylon6 was simulated 
using dispersion-corrected density functional theory. The elastic modulus in the chain 
direction is found about an order of magnitude greater than that of the orthogonal 
directions. Calculation results show that the elastic moduli of the crystal in the chain 
direction are 367 GPa and 352 GPa for tension and compression, respectively. In 
addition, the simulated vibration spectra was in a good agreement with experimentally 
measured values. The method proposed also identifies the critical stress for twinning 
and plastic slip to be 280 and 594 MPa respectively. For these two modes of shear 
deformation, there is a continuous change in the conformation of the polymer chains. 
This conformation change can possibly be exploited in the design of a sensor to 
measure and sense shear stress. It can be used to determine the amount of twinning in 
a crystalline polymer. The presence of structures in nylon6, with the potential of 
twinning, has been observed experimentally. However, the present study has actually 
shown that deformation by twinning is a property intrinsic to an ideal crystal, and has 
quantified the shear stress required to activate twinning. The shear deformation 
approach presented can be employed to study the ISS of other organic crystals. The 
characterization of the crystalline phase of semicrystalline polymers is relatively 
nascent. Obtaining accurate mechanical properties experimentally is hindered by the 
existence of the amorphous phase in any circumstance. Moreover, limitations in 
computational methods limit the modeling of a semicrystalline structure. However the 
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elastic and inelastic deformation of a crystal structure has been described in this 
chapter using DFT-D. The results obtained indicate that the computational approach 
proposed is affordable for characterization of crystal polymers; however, 





 5 Effect of Surface Treatment on the 
Mode I Debonding of Interface  
Mode I debonding of the interface between silica and nylon-6 is examined 
through a computational approach. The approach utilizes Molecular Dynamics (MD) 
modeling to predict the mechanical behavior of the interface between the polymer and 
silica. The effect of two types of surface treatment to the silica– 
Aminopropyltriethoxysilane and Hexamethyldisilazane (APTES and HMDZ) – on 
debonding is studied. The traction-separation results are extracted and the strength and 
fracture energy of the models are defined for different surface treatments of the silica 
surface. Comparing the results for debonding between untreated, APTES and HMDZ 
modified surfaces suggests that the APTES treated surface provides a higher strength 
and toughness for surface debonding. The strength and toughness of the treated 
interfaces are higher than that of those of bare silica. The simulation results also show 
the formation of nano-sized voids in the polymer prior to separation with silica. 
5.1 Introduction 
Polymers serve as alternatives to conventional engineering materials, such as 
metals and ceramics, in many functional and structural applications, because of 
favorable characteristics such as ease of forming, high toughness, and relatively low 
cost and weight. The mechanical properties of polymers can be enhanced by 
introducing fillers – e.g. carbon fiber, silica or clay – into the polymer matrix. 
Conventional polymer composites with fillers that are stiffer than the matrix often show 
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improvements in mechanical properties, such as increased stiffness, yield strength and 
glass transition temperature[114]–[116]. However, in some composites, compromises 
such as reduced toughness often accompany these improvements [117]. One of the 
known causes of this reduction in toughness is at the interface between the polymer and 
hardeners, where most cracks in composites initiate. Therefore, a clear understanding of 
the debonding process is important. 
In recent years, considerable efforts have been made in the characterization of polymer 
nanocomposites as new alternatives to conventional composites[82]. The interfacial 
interaction between a matrix and embedded nanoparticles has significant influence on 
the mechanical properties of a nanocomposite [65]. The effect of interfacial behavior is 
more pronounced in nanocomposites compared to conventional composites, because of 
the higher interface area to volume ratio [90]. It is noted that, the number of reliable 
models for predicting the properties of interfaces is relatively limited [82]. Therefore, 
the mechanisms that govern the properties of nanocomposites have yet to be fully 
understood. These knowledge gaps are basically associated with the interaction zones 
that are formed between the polymer matrix and the fillers. Since the interfacial area 
increases with a decrease in particle size, the mechanical behavior and damage 
mechanism of the interface becomes increasingly important.  
The stiffness of a nanocomposite drops when the matrix and fillers separate from each 
other, and consequently, the load transfer mechanism is degraded. Therefore the 
mechanical behavior of the interface affects the stiffness of a composite. The design 
and development of new and improved nanocomposites is contingent upon a better 
understanding of structure-property relationships. Hence, there is a need for tools capable 
of predicting the macro-scale properties of nanocomposites, based on damage 
mechanisms occurring at the nano-scale. Because of the complexity of physical 
measurement at small scales, experimental investigation of the polymer-particle 
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interfacial behavior in nanocomposites are generally costly or difficult. In addition, 
establishing a relationship between the experimentally measured response of an 
interface and the actual phenomenon at the nano-scale is a complicated task. However, 
with appropriate modeling techniques, computational modeling may be able to address 
these limitations. 
Researchers have used different computational techniques to characterize the 
mechanical response of interfaces [118], [119][120]. In a computational study, Chen et 
al. [121] examined the fracture behavior of the gallery interface and interface between 
an epoxy polymer and nanoclay particles. Their results show that the surface treatment 
of a clay surface plays a key role in the mechanical response of the interface. In this 
chapter, Molecular Dynamics (MD) is used to analyze the interfacial debonding 
mechanism between nylon6 and silica.  
As an inorganic material, the bare surface of silica, cannot interact well with organic 
materials. However, silica may be modified to yield forms with functional groups on 
its surface, which are capable of interacting with organic materials. Changing the 
surface properties in a controlled manner can enhance the surface of the silica for 
better mechanical binding [122]. Many agents are available for surface-modification – 
e.g. methyltrimethoxysilane (MTMS), dimethyldimethoxysilane (DMDS), trimethyl 
chlorosilane (TMCS), 3-aminopropylpriethoxySilane (APTES), hexamethyldisilazane 
(HMDZ) [123]. In these treatments the surface changes from a typically hydrophilic, 
due to the hydroxyl groups on the surface of unmodified silica, to a predominantly 
hydrophobic surface [124]. The surface of silica, modified by various amino-silanes 
enables the amine groups of nylon6 to interact with the silanol groups on the silica 
surface. In this atomic modeling study, APTES and HMDZ surface treatments are 
examined as the surface treatments. The aim is to investigate the effect of particle 




The family of alkoxysilane coupling agents has been generally used for 
attaching organic molecules to glass or silica substrates. From this family, APTES is 
used as a coupling interface in nanocomposites, for covalently binding organic 
materials to inorganic surfaces [125]. Basically, silane molecules are meant to be 
attached at one end to the surface by the formation of Si—O—Si bond and at the other 
end, the existing amine group can form functionalities by interacting with organic 
materials. This phenomenon can result in a broad range of surfaces that may be used for 
various applications. The coupling of APTES to surfaces, also called curing, is a 
chemical change where by covalent bonds are formed between APTES molecules and 
the silica surface. This chemical reaction, in which the APTES is attached to the 
surface, is called silanization. Specifically, the silica substrate is first hydroxilated. This 
is then followed by the hydrolysis of the APTES group. As schematically shown in Fig. 
5-1, the process results in an aminopropyl-terminated surface where the amine groups 
point away from the particle surface toward the polymer, leaving free amine groups for 
further functionalization. APTES allows further attachment of molecules through its 
terminal amines. 
 
Figure  5-1 Formation of APTES on silica surface. 
The thickness, morphology and conformation of APTES are of great interest to 
researchers, as they have a strong influence on the behavior of the interface. A variety 
of APTES deposition conditions, and therefore a variety of conformations exist. There 
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are several preparation methods, such as deposition from toluene without curing, 
refluxed deposition with curing, or deposition from water [125]. In each of these 
methods, a different type of surface treatment may be formed. The deposition of 
APTES is generally complex and results in a multi-layered and irregular morphology, 
as the conformation of APTES on the surface is highly sensitive to the reaction 
condition [126]. In addition, the curing environment has considerable effect on the 
morphology of the APTES on the surface. Pasternak et.al [125] have shown that 
temperature plays a key role in the morphology and structure of silane. They have 
shown that a temperature of 70 ˚C results in the most uniform morphology for the 
APTES. 
Studies focusing on the morphology and structure of an APTES monolayer and its 
density on a glass surface, have revealed that APTES has between 2.1 and 4.2 amine 
groups per square nanometer on average. These studies used different experimental and 
simulation methods, such as ellipsometry, UV, IR spectroscopies and density of states 
(DOS) calculations [127]. Gu et al. [11] reported a value of 3.3% for the degree of 
coverage for APTES on a silica surface. Degree of coverage is defined as the fraction 
of hydroxyl groups on the surface replaced by functional ones. They used the ratio of 
N/Si atoms obtained from XPS analysis of treated silica. In this study, this value for the 
degree of coverage is adopted for the APTES coated surface in the atomic model. 
5.3 HMDZ 
Hexamethyldisilazane (HMDZ) is another surface treatment agent used as a 
silating agent for silica [128]. It reduces the density of OH groups on the SiO2 surface 
and substitutes them with functional ones. Fig. 5-2 shows schematically the silating 
process, whereby some of the hydroxyl groups on the silica surface are substituted by 
HMDZ functional groups. The surface of the silicon-dioxide becomes less hydrophilic 
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when the surface hydroxyls are replaced or removed by silation [129], [130]. The 
surface energy of silica can be reduced from 5.5892 to 0.3073 ݆݉ ݉ଶ⁄ , by replacing 
the surface polar OH groups with non-polar CH3 groups [123].  
As depicted in Fig. 5-2, the silane supplants only some of the hydroxyl groups on the 
surface. The degree of coverage of HMDZ was 1.9%, as measured by Gut et al. [11] 
who used XPS analysis, and this value is used for the degree of coverage in the 
atomic model of HMDZ treated silica in the present study. 
 
Figure  5-2 Formation of HMDZ on silica surface. 
5.4 Interface Characterization 
Limitations in experimental approaches to investigate the behavior of 
interfaces have made the use of computational techniques more attractive. By 
adopting MD modeling, phenomena at the interface may be studied at the atomic 
scale. In turn, this provides a better understanding of the debonding processes. In the 
present MD calculations, the PCFF force field was selected, as it is known to be one 
of the more accurate potentials developed for polymers.  
The pair coefficients for van der Waals Interaction of silica and polymer atoms are 
adopted from the results of regression analysis in Chapter 3. The periodic cell for 
crystalline silica is not orthorhombic. Therefore, it is not possible to directly introduce 
a periodic silica cell model into the orthorhombic model of the polymer. 
Consequently, the Cleavage method was employed to reconfigure the triclinic cell of 
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α-quartz silica into an orthorhombic periodic cell. This method results in a cell with 
periodicity in only two directions (Fig. 5-3). The unsaturated atoms of silica on the 
two surfaces which are not periodic are bonded with a hydroxyl or a surfactant. The 
polymer layer is constructed using the “Amorphous Cell” module in “Material Studio 
6.1”, with the dimensions of the silica substrate in the two directions the structure is 
periodic, having a height of 200 nm. The atomic models of the polymer columns and 
silica with different surfaces – a, b, c in Fig. 5-3 – are then merged to form the 
interface model. 
 
Figure  5-3 Surface of the silica (a) bare surface (b) HMDZ-coated and (c) APTES-coated surface. 
The dimension of model in the periodic boundary directions was increased until 





Figure  5-4 (a) Merging of nylon6 layer and silica slab, (b) Energy minimization and (c) deformation 
As shown in Fig. 5-4, the final atomic model of the interface is periodic in two 
directions (X, Y in Fig. 5-4) and has two vacuum layers at the top and bottom to 
eliminate any possible interaction of atoms through the top and bottom boundaries. 
The resulting atomic structure represents an infinite thin layer of nylon6 deposited on 
a silica layer (Fig. 5-4c). Energy minimization followed by canonical (NVT) and 
isothermal-isobaric (NPT) ensembles are used to equilibrate the RVE a stress-free 
state at ambient temperature. In any of the NVT and NPT ensembles, the movements 
of atoms are measured and the time-step is reduced if a large force is applied. This 




Figure  5-5 Evolution of temperature and applied deformation for mode I interface debonding. 
 
As depicted in Fig. 5-4.c., the silica layer is moved away from the fixed end of the 
polymer layer to model mode I debonding of the interface. After each displacement 
step, the structure is subjected to an NPT ensemble to ensure the release of lateral 
stresses (ߪ௫, ߪ௬) while maintaining an ambient temperature. As shown in Fig. 5-5, a 
sudden increase in temperature occurs during deformation that corresponds to the 
disentanglement of polymer chains. During this disentanglement, the accumulated 
strain energy in a chain is released and converted to kinetic energy; this consequently 
increases the temperature of the system. This destabilizes the simulation if 
deformation (movement of silica layer) continues to proceed, because more energy 
would be fed into the system, increasing the temperature. Therefore, in cases where 
there is a sudden increase in temperature, movement of silicon layer is paused until 








































value. Finally, the relative displacement of the top and bottom fixed atomic groups 
and the traction between the polymer and silica layers are measured to yield the 
traction-separation behavior. 
 
Figure  5-6 Traction-separation behavior of interface between silica and nylon6 with HMDZ surface 
modification. 
For each type of surface – bare, APTES and HMDZ treated –deformation at the 
interface is examined for two different speeds of separation between the upper and 
lower boundaries of the model (0.003 and 0.005 nm/ps) to investigate rate effects on 
the ultimate strength and interface fracture energy. For both treated surfaces, the 
strength and fracture energy increase with deformation rate, while for the untreated 
surface, the fracture energy increases with deformation rate, but the ultimate strength 
remains almost constant. The lower strength and toughness for bare silica arises from 
the relatively weaker bonds between it and nylon6. However, for modified surfaces, 
the organic molecules attached enhance bonding with the polymer. As shown in Fig. 
5-7, the relatively weaker bonding between the polymer and silica results in a gap at 
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the interface in the energy minimized structure. In contrast, for a surface modified 
interface, no gap between the silica and polymer is found. 
 
Figure  5-7 Interface at an energy minimized state for (a) untreated, (b) HMDZ and (c) APTES treated 
interface between silica and nylon6. 
 
Figure  5-8 Traction-separation behavior of interface between silica and nylon6 with APTES surface 
modification. 
As an intrinsic limitation in MD simulations, the simulated deformation rates are 
higher than actual experimental debonding rates. However, the difference between the 
two rates presented shows that nylon6-silica interfaces have rate sensitive responses. 
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As depicted in Fig. 5-8, the tensile stress displays a drop after an initial first peak. 
This drop and subsequent recovery are associated with disentanglement of polymer 
chains, followed by entanglement with other chains. 
 
Figure  5-9 Traction-separation behavior of interface between silica and nylon6 for untreated silica. 
The higher strength of the APTES-treated surface compared to the HMDZ-treated 
surface indicate potential for enhanced load transfer between silica nanoparticles and 
their nylon6 matrix, and therefore a higher stiffness for such composites. This is a 
reason for the higher experimentally measured stiffness of nanocomposites fabricated 
using APTES-modified silica in the study of   Gu et al.[11]. The MD results show 
void formation in two regions (Fig. 5-10) for APTES-treated surfaces. Voids are 
formed close to the surface and a few nanometers away from the surface. The increase 
in void size near the silica surface is faster than that in polymer layers further away. 
The voids close to the silica surface increase in size and coalesce until they result in 




Figure  5-10 The evolution of molecular configuration in mode I debonding of an APTES modified 
interface. 
The ultimate strength of the interface and fracture energy for each model are 
calculated and presented in Table 5-1, which shows that by increasing the 
deformation speed, the fracture energy of the surface increases for all surface types, 
illustrating the rate-sensitive behavior of the interfaces toughness. 
Table  5-1 Ultimate strength and fracture toughness of bare and treated surfaces for different 
deformation rates. 





Bare  0.003 22.93 0.0192 0.005 22.27 0.0202 
APTES 0.003 97.3 0.0793 0.005 94.5 0.0971 
HMDZ 0.003 79.4 0.0623 0.005 71.6 0.0644 
5.5 Conclusions 
In this chapter, the traction-separation behavior of the interface between 
nylon6 and silica is determined. Molecular dynamics modeling was employed to 
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model mode I debonding at the interface. The surface of silica subjected to two 
different surface treatments – using APTES and HMDZ – are modelled. The 
simulation results predict higher strengths and toughnesses for treated surface 
compared to an untreated one. A higher strength and fracture toughness is obtained 
for APTES, compared to an HMDZ treated surface. Fracture at the interface begins 
with the formation of voids in the polymer in the vicinity of the silica surface, 
followed by an increase in their size, together with polymer chain disentanglement, 
until complete fracture is reached. The strength and toughness determined for the 
interfaces of these three surface models can be used in continuum modelling of 
progressive damage. The modeling approach presented can also be employed to study 









In this chapter, the deformation of nylon6/silica nanocomposite is investigated by 
employing a multiscale computational approach. Initially, the upper and lower bounds 
for the elastic properties of a combination of crystalline and amorphous lamella are 
predicted via Voigt and Reuss model. Subsequently, these results are used in an FEM 
model for RVEs representing the multi-spherulitic structure of nylon6 and a 
silica/nylon6 nanocomposite. Each spherulite in these models has directional 
mechanical properties defined by spherical coordinates. Simulation of deformation 
applied in orthogonal directions and the mechanical response of the pure polymer and 
nanocomposite are examined. The results show that spherical nanoparticles have a 
smaller potential for enhancement of mechanical response compared to nanoparticles 
of other shapes.  
6.2 Introduction 
The use of polymers by industry is increasing because of polymer properties such as 
relatively low weight and high toughness. As a result, the production of polymers has 
an average annual growth rate of 8.1% [1]. Among polymers, semi-crystalline one 
have the highest consumption. As their name implies, this group of polymers is 
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neither completely crystalline nor amorphous, but contains a mixture of ordered 
crystalline and randomly oriented amorphous regions. 
The mechanical behavior of semi-crystalline polymers can be divided into elastic and 
inelastic responses where different mechanisms are involved in each of them. Like 
other semi-crystalline polymers, the deformation of nylon6 involves influences from 
molecular-scale interactions to microstructural effect [131]. It is instructive to 
establish a link between deformation mechanisms at the atomic scale and macro-scale 
mechanical behavior. Although there has been progress towards this goal, 
establishment of a reliable relationship between deformation in semi-crystalline 
polymers at the atomic-scale and that at the macro-scale for elastic and inelastic 
loading is still a major challenge. Addressing all mechanisms via a single scale of 
simulation is not possible because of limitations in the size or details in modeling.  
In semi-crystalline polymer nanocomposites, the introduction of nanoparticle into the 
polymer matrix alters the deformation mechanism for elastic and inelastic 
deformation, and therefore results in different mechanical responses. Computational 
techniques are useful in modeling the behavior of nanocomposites where interactions 
at the atomic level are altered by nanoparticles. The present study employs a 
hierarchical multi-scale computational approach to model the elastic mechanical 
response of a nylon6-silica nanocomposite.  
6.3 Micro-structure of semi-crystalline nanocomposites 
The structure of nylon6 can be considered a layered composite comprising two 
phases –crystalline and amorphous –in lamella form (Fig. 6-1e). These adjacent 
connected layers have different mechanical properties – the crystalline phase is very 
strongly anisotropic, while the amorphous phase is isotropic. The crystalline phase 
may constitute the α or γ form; however, the α phase is energetically more favorable 
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[109]. Both α and γ phases display anisotropic elastic properties, with the stiffness in 
chain direction being at least an order of magnitude higher [132]. The amorphous 
phase, which consists of an assembly of randomly oriented polymer chains, shows 
isotropic behavior. There is strong bonding between the two layers (i.e. phases) 
because of the chains which extend from one phase to the other.  
The properties of semicrystalline polymers depend on a number of parameters, 
particularly on the degree of crystallinity and initial conformation of its spherulitic 
structure. The degree of crystallinity in a semi-crystalline polymer is the fraction of 
material which is crystalline. Based on the fabrication method and conditions, four 
microstructure morphologies may arise in semi-crystalline polymers – isotropic 
spherulitic, oriented spherulites, oriented structure and shish-kebab structure [133]. 
The focus of this study is on micro-structures comprising isotropic spherulites. 
 
Figure  6-1 Structural hierarchy of semi-crystalline polymers and spherical particle reinforced 
nanocomposites (a) dog-bone specimen (b) tessellation of spherulites (c) location of nanoparticle in 
spherulite and direction of crystalline lamella (d) change in the microstructure by addition of 
nanoparticles [134] (e) twist in crystalline lamella during crystallization [113] (f) crystalline phase (g) 
amorphous phase (h) atomic conformation of nylon6. 
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Crystallization in semicrystalline polymers such as nylon6 leads to the formation of a 
spherulite structure, where assemblies of crystalline and amorphous layers emanate 
from the center of the spherulite which is, the seed point – i.e. spherulites are formed 
by a radial arrangement of crystalline lamella [135]. This radial arrangement of 
crystalline lamella with strong anisotropic properties results in non-uniform 
deformation within the structure, even for uniform loading [136]. Uchida et al. studied 
the elastic and plastic deformation of a semi-crystalline polymer  using a penalty 
method for the deformation of crystalline lamella in the chain direction [137], [138] 
and concluded that the distribution of material orientation in the spherulite plays a key 
role in deformation behavior. In nanocomposites with a semi-crystalline matrix and 
spherical nanoparticles, crystallization starts from the nanoparticles and results in a 
morphology with smaller spherulites (Figure 6-1.d) [134]. 
Plastic deformation in semi-crystalline polymers involves different complicated 
mechanisms – e.g. slip in the crystalline phase. Micromechanical modeling, 
considering plastic deformation and texture evolution have been developed by van 
Dommelen et al. [139] and Nikolov et al. [140] based on the inclusion model 
introduced by Lee et al. [88]. The Taylor or Sachs models has been used in these 
studies to model the mechanical properties of randomly oriented inclusions of 
amorphous and crystalline lamellae. Although the micromechanical models 
mentioned considered plastic slip in deformation, they did not include all possible 
deformation mechanisms possible in crystals and the multi-spherulitic structure. 
6.4 Multiscale modeling 
Use of polarized optical microscopy to observe a thin layer of nylon6 melt 
enables observation of the process of polymer crystallization. In an experiment to 
define its micro-structure, nylon6 is dissolved in toluene and a thin layer of the 
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solution is then placed on a glass lamella. This lamella is then attached to the 
temperature controlled hot stage of a polarized microscope (Nikon Eclipse LV100). 
By increasing the temperature of the stage, the toluene evaporates and the remaining 
nylon6 melts. This thin layer of nylon6 melt is then cooled at a rate of 1˚C/min to 
crystallize. This process results in the multi-spherulitic structure shown in Figure 6-2. 
In each spherulite, radial brighter and darker lines of the cells represent the 
amorphous and crystalline region respectively. When a beam of light is passed 
through the polymer film, the crystalline phase diffracts the beam and results in a 
darker line, while the amorphous phase does not change the beam direction, resulting 
in brighter lines in the image.   
 
Figure  6-2 Microstructure of a thin layer of nylon6 captured using a hot-stage polarized microscope 




The generation of models begin by assigning the seed points randomly in RVEs. It is 
noted that for nanocomposite models, the seed points – i.e. the locations of 
nanoparticles – are sufficiently far apart for nanoparticles not to overlap. When the 
locations of seed points in the model are defined, Voronoi cells representing polymer 
spherulites are generated using the Voro++ package [141]. The geometries of the 
Voronoi cells – i.e. the coordinates of planes forming the cell – are then processed by 
a Matlab script to generate a Python script, which is then incorporated into the 
Abaqus finite element package [20], to generate cell tessellations. Figure 6-3 shows 
four randomly generated conformations for multi-spherulitic nylon6, containing 25 
spherulites, while Figure 6-4 shows four models with randomly generated 
conformations for nylon6/silica nanocomposite containing 25 spherulites with 
nanoparticles embedded within them. 
 
Figure  6-3 RVE of four random configurations of pure nylon6 comprising 25 spherulites. 
 
Figure  6-4 RVE of four random configurations of nanocomposites comprising 25 spherulites. 
To define directional properties for the polymer matrix, the origin of a local spherical 
coordinate system for each of the spherulites is defined at its center (Figure 6-5). As 
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shown in Figure 6-6, the stiffness in direction 1 is different from that in the 2 and 3 
directions. In order to simplify the effect of twist in crystalline lamella, equal values 
for the stiffness in directions 2 and 3 are considered for the combination of amorphous 
and crystal lamellae. The Voronoi cells and their corresponding particles are then tied 
together by constraint equations, and the cells are tied, since polymer chains extend 
from one cell to another. The model is then discretized using tetrahedral elements, and 
boundary conditions corresponding to simple tension and compression are applied. 
An implicit analysis procedure is then employed to elicit the response of these 
models. 
 




Figure  6-6 Schematic diagram of lamellar conformation of the crystalline and amorphous phases of the 
polymer. 
 
The material properties of the polymer matrix are obtained using the rule of mixture, 
based on the properties of their component phases. The Voigt and Reuss models [17] 
are employed to determine the overall behavior of the combination, and these 
correspond respectively to upper and lower bound approaches. Assuming affine 
deformation conditions for the different phases of bilayer model in Fig. 6-6, the Voigt 
method defines the overall elastic stiffness tensor C, of a combination of amorphous 
and crystalline phase as: 
ܥ ൌ ሺ1 െ ݂ሻܥୟ ൅ ݂ ܥ௖, (6-1) 
where f 	is the degree of crystallinity, and Cୟ and	Cୡ are the stiffness tensors of the 
amorphous and crystalline phases respectively. The degree of crystallinity in this 
study is considered to be 40% [142]. If the stress in each phase is the same, the Reuss 
approach expresses the overall stiffness tensor of the inclusion, C, as follows: 
1






The actual state of a composite is actually neither uniform in stress nor strain with 
respect to its constituents; thus, the stiffness of a composite has a value between these 
two bounds.  
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Table  6-1 Directional elastic stifnesses of bilayer amorphous-crystalline model, based on Voigt and 
Reuss models. 
 ܥଶଶ and ܥଷଷ (GPa) ܥଵଵ (GPa) 
Voigt 80.2 20.2 
Reuss 4.83 4.79 
Based on DFT_D calculations, the elastic constants computed for crystalline nylon in 
tension, are ܧଵଵ ൌ 45 GPa, ܧଶଶ ൌ 27.9 GPa, and ܧଷଷ ൌ 367 GPa; while for 
compression ܧଵଵ ൌ 47 GPa,	ܧଶଶ ൌ 37 GPa, and ܧଷଷ ൌ 352 GPa [143]. Since a 
complicated state of stress occurs in each spherulite and the elastic properties in 
tension and compression are quite similar, the values for the elastic modulus in 
tension and compression are averaged to the represent the elastic behavior of the 
crystalline phase. Subsequently, the elastic constants of the bilayer model are 
calculated using the Voigt and Reuss methods, and these are presented in Table 6-1. 
The stiffness in the radial direction in each spherulite is defined as the mixture of 
stiffness of amorphous phase and crystalline lamella in hydrogen bond direction. 
Because of twist in lamellae in a spherulite (Fig. 6-1d), the stiffness in the other two 
directions are considered as an average of amorphous-crystal bilayer model stiffnesses 
in directions 3 and 2 – 196 GPa.  
6.5 Results and Discussion 
Each set of results presented for stress-strain response is the average of four 




Figure  6-7(top) von Mises stress distribution in a multi-spherulitic structure of pure nylon6 under 
compression and (bottom) material orientation for the same section (red lines show crystallization 
direction – direction 1 in Figure 6-6). 
The stress distribution in a cross-section of multi-spherulitic nylon6 is depicted in 
Figure 7. The center of the spherulites experiences smaller values of stress compared 
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to the boundary regions which shows that the central portion contributes less to load 
transfer during deformation. As crystallization semi-crystalline polymers in 
nanocomposites initiate from the nanoparticles, these particles are located at the 
center of spherulites [134]. Therefore, introducing a nanoparticle into the central 
region of a spherulite, whereby a smaller contribution to load transfer is carried out, 
may have a little influence on stiffness enhancement. As shown in the experimentally 
measured response of silica/nylon6 nanocomposites [11], addition of silica 
nanoparticles does not enhance the mechanical behavior of nylon6 significantly.   
 
Figure  6-8 von Mises stress distribution in pure nylon6 and nanocomposite under compression. 
Figure 6-8 shows the stress distribution in the cross-section of a polymer and 
nanocomposite model predicted by the Voigt and Reuss approaches. The pattern of 
stress distribution suggests that when a polymer is anisotropic, the center of each cell 
in pure polymer and the nanoparticles in a composite do not experience high stress. 
However, a semi-crystalline polymer corresponding to the Reuss model behaves the 
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same as an isotropic amorphous model, with a uniform stress distribution, and the 
nanoparticles in the composite experience higher stresses than that of the matrix.   
Figure 6-9 shows the upper and lower bond for the mechanical response of multi-
spherulitic nylon6 and its nanocomposite in tension, while Figure 6-10 shows 
responses for compression. All models simulate deformation up to 10% engineering 
strain. 
 
Figure  6-9 Stress-strain behavior of pure polymer and composite under tension. 
As depicted in Fig. 6-9 and 6-10, simulations predict that the introduction of silica 
nanoparticles into nylon6 enhances mechanical properties of polymer in compression 
and tension; however, this enhancement is relatively larger for the models adopting 
the Reuss rule of mixtures. The simulation results do not show any significant 




Figure  6-10 Stress-strain behavior of pure polymer and nanocomposite models for compression. 
6.6 Conclusions 
The mechanical behavior of multi-spherulitic nylon6 and nylon6/silica 
nanocomposite is analyzed using a multiscale modeling technique. Simulation results 
show that when anisotropic behavior is considered for the bilayer model comprising 
crystalline and amorphous lamella via the Voigt model, nylon6 experiences a smaller 
stress at the core of each spherulite, and most of the load is transferred via the outer 
layers of spherulites. However, adopting Reuss model, the results show a more 
uniform stress distribution. Modelling a nanocomposite using a Voigt approach – the 
upper bound for mechanical behavior – shows a smaller amount of stress in 
nanoparticles compared to the outer layers of spherulites and suggests that the 
nanoparticles in these nanocomposites are not incorporated in an adequate location to 
help in load transfer. The modeling technique presented in this chapter, can be used 




 7 Conclusions and Recommendations for 
Future Work 
This study utilized two multiscale simulation techniques and focused on the 
mechanical behavior of polymer nanocomposite with a semi-crystalline nylon6 matrix 
containing spherical silica nanoparticles. The deformation of semi-crystalline 
polymers is a complicated process which requires investigation at different scales. A 
clearer understanding of deformation in semi-crystalline nylon6 is required for 
investigation of the effects of introducing silica nanoparticles into it.  
The first method used micro-scale modeling and investigated the mechanical behavior 
of Nylon6/silica nanocomposites. The effects of nanoparticle aggregation and the 
presence of interphase layers were examined. RVEs were established, with and 
without considering interphase layers, to elicit their effect on the behavior of the 
nanocomposite. The results suggest that the aggregation of particles has a significant 
effect on mechanical behavior when the interphase layer is considered. When 
interphase layers overlap, they form a network that reinforces the nanocomposite. 
The second multiscale simulation method incorporated the mechanical behavior of 
amorphous and crystalline phases of nylon6 to predict the mechanical response of 
pure polymer and nanocomposites. MD simulation was used to study the mechanical 
response of amorphous nylon6 as well as its composite containing silica 
nanoparticles. The results show that the force field assumed can predict the density of 
the polymer accurately. In addition to the mechanical properties of the amorphous 
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phase, the density of the polymer in the nanocomposite, as a function of distance from 
the particle center – i.e. the radial density profile – was examined. This radial density 
profile shows the influence of the attraction between polymer chains in the matrix and 
the particle surface.  
The deformation of α-crystalline nylon6 was simulated using dispersion-corrected 
density functional theory. The elastic modulus in the chain direction was found to be 
about an order of magnitude greater than that in transverse directions. In addition, the 
simulated vibration spectra showed a good agreement with experimentally measured 
values. The results obtained indicate that the computational approach proposed is 
affordable for characterization of the mechanical response of crystalline polymers. 
The traction-separation behavior of the interface between nylon6 and silica was 
determined using MD simulation. The surface of silica subjected to two different 
surface treatments – using APTES and HMDZ – were modelled. The results predicted 
higher strengths and toughnesses for treated surfaces compared to an untreated one, 
and also predicted a rate sensitive fracture toughness for all interfaces modeled. 
The final part of the second multiscale simulation incorporated the results from MD 
and DFT simulation for amorphous and crystalline nylon6, to predict a range of 
behavior for pure nylon6 as well as nylon6/silica nanocomposite. The simulation 
results indicate a better enhancement in mechanical properties for models with less 
directional properties and based on that, recommend the application of non-spherical 
nanoparticles for nanocomposites with semi-crystalline matrices. The simulation 
results support the experimental findings, which show a negligible enhancement in the 
mechanical properties of nylon6-based nanocomposites when spherical nanoparticles 
are added.  
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7.1 Future Aspects for Investigation 
With regard to the limitations of the present work and possible future efforts; 
 DFT simulations of crystalline nylon6 can be extended by employing DFTB 
methods, whereby a larger number of atoms can be handled. This would 
enable modeling crystals with defects, which are closer to reality compared to 
the ideal crystals modeled in this study. 
 The results of DFT simulations can be used to develop a force field able to 
model both amorphous and crystalline phases in a single cell (Fig. 7-1). This 
will provide the ability to describe deformation mechanisms in semi-
crystalline nylon6, such as transformation between amorphous and crystalline 
phases. 
  
Figure  7-1 Atomic conformation of semi-crystalline nylon6 (a) unit cell of the model (b) an assembly 
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