Abstract: Let µ Ω, b be the multilinear commutator generalized by µ Ω , the n-dimensional
Introduction and Main Result
Denote by S n−1 the unit sphere in R n (n ≥ 2) equipped with the normalized Lebesgue measure dx ′ = dσ(x ′ ). Let Ω(x) ∈ L 1 (S n−1 ) be homogeneous function of degree zero in R n satisfying
where x ′ = x/|x| (x = 0).
The n-dimensional Marcinkiewicz integral introduced by Stein [1] is defined by
Ω(x − y) |x − y| n−1 f (y)dy
A weight will always means a positive locally integrable function. As usual, we denote by A p (1 ≤ p ≤ ∞) the Muckenhoupt weights classes (see [2] and [3] for details). For a weight ω on R n , we write f L p ω (R n ) = ( R n |f (x)| p ω(x)dx) 1/p and ω(E) = E ω(x)dx.
In 2004, Ding, Lu and Zhang [4] studied the weighted weak L log L-type estimates for the commutators of the Marcinkiewicz integral, which is defined by when the kernel Ω satisfies the Lip α (0 < α ≤ 1) condition, that is, there exists a constant C > 0 such that
In 2008, Zhang [5] established the weighted weak L(log L) 1/r -type estimates for the multilinear commutators of the Marcinkiewicz integral when ω ∈ A 1 , and Ω satisfies (1.1) and (1.2).
Let Ω ∈ L r (S n−1 ) (r ≥ 1), the integral modulus of continuity of order r of Ω is defined by ω r (δ) = sup
where ρ is a rotation in R n with |ρ| = sup x ′ ∈S n−1 |ρx
We say Ω ∈ L r (S n−1 ) (r ≥ 1) satisfies the L r -Dini condition if 1 0 ω r (δ)δ −1 dδ < ∞.
Recently, Zhang [6] also considered the following result.
Theorem A. [6] Let b ∈ BMO(R n ), Ω ∈ L r (S n−1 ) for some r > 1, and ω
then for all λ > 0, there has
where C is a positive constant independent of f and λ.
In this paper, by applying the calderón-Zygmund decomposition theory, we will study the weighted weak L log L-type estimates for the multilinear commutators generated by µ Ω and Osc exp L r (R n ) functions, in analogy with the results established by Pérez and Trujillo-González in [7] for the multilinear commutators of Calderón-Zygmund operators. Before stating our results, we first recall some notation. Let m be a positive integer and
It is easy to see, when m = 1, µ Ω, b is the commutator of Marcinkiewicz integral and when
is the higher commutator of Marcinkiewicz integral. To state the weak type estimate for the multilinear commutator µ Ω, b , we need to introduce the following notation. As in [7] , given any positive integer m, for all 1 ≤ j ≤ m, we denote by C m j the family of all finite subsets σ = {σ(1), σ(2), · · · , σ(j)} of {1, 2, · · · , m} with j different elements. For any σ ∈ C m j , we define the complementary sequence σ ′ = {1, 2, · · · , m} \ σ.
In the following, we will always assume that Ω be homogeneous function of degree 0, and let b = (b 1 , b 2 , · · · , b m ) be a finite family of locally integrable functions. For all 1 ≤ j ≤ m and σ = {σ(1), σ(2), · · · , σ(j)} ∈ C m j , we write for any i-tuple
. With this notation, we write
In particular, we write
where B is any ball in R n , x, y ∈ R n , and
Our result can be stated as follows.
, Ω ∈ L r (S n−1 ) for some r > 1, and ω
If Ω satisfies (1.1) and (1.3), then for all λ > 0, there has
where C is a positive constant independent of f and λ. [5] and [6] .
Throughout this paper, C denotes a constant that is independent of the main parameters involved but whose value may differ from line to line. For any index p ∈ [1, ∞], we denote by p ′ its conjugate index,
Preliminaries and Lemmas
In this section, we will formulate some lemmas and preliminaries.
Lemma 2.1. [8] Suppose that 0 < α < n, r > 1 and Ω satisfies the L r -Dini condition. If there is a constant C 0 with 0
Lemma 2.2. [9] Suppose Ω ∈ L r (S n−1 ) for some r > 1 and ω r ′ ∈ A 1 . Then for any λ > 0, there is a constant C > 0 independent of f and λ, such that
, Ω ∈ L r (S n−1 ) for some r > 1 and satisfies (1.1) and (1.3). Then, there is a constant C > 0 independent of f , such that
The idea of the proof of Lemma 2.3 comes from the corollary 1.3 in [5] . We omit the details. We also need a few facts of Orlicz spaces, see [10] for more information. A function ϕ : [0, +∞) → [0, +∞) is called a Young function if ϕ is continuous, convex and increasing with ϕ(0) = 0 and ϕ(t) → +∞ as t → +∞. We defined the ϕ-average of a function f over a ball B by means of the Luxemburg norm
which satisfies the following inequalities (see [10] , P.69 or formula (7) in [11] )
The Young function that we are going to be using is Φ α (t) = t(1 + log + t) α (α > 0) with its com-
When α = 1, we simply denote by Φ(t) = t(1 + log + t) andΦ(t) ≈ e t , and by f L log L,B = f Φ,B and f exp L,B = f Φ ,B . By the generalized Hölder's inequality (see [12] ), we have
As usual, for a locally integrable function f and a ball B, we denote
, for any ball B and integer k ≥ 0, there has (see [2] , p.141)
where ℓB denotes the ℓ-times concentric expansion of B and b * denotes the BMO norm of b.
By the John-Nirenberg's inequality, it is not difficult to see that (c.f. [13] , p.169)
Denote by M the Hardy-Littlewood maximal function and
We also need the following estimates in the proof of Theorem 1.1.
Lemma 2.4.
[5] Let 1 ≤ p < ∞, ω p ∈ A 1 and B be a ball. Then for any y ∈ B and any positive integer m, there has
Lemma 2.5. Let 1 ≤ p < ∞, ω p ∈ A 1 and B be a ball. Then for any y ∈ B and any positive integer m, there has
Proof. By the Hölder's inequality and Lemma 2.4, we obtain
where 1 =
γm . This completes the proof of Lemma 2.5.
We also need the following notations. For ω ∈ A ∞ and a ball B, denote by
Similar to (2.1), we have (c.f. [10] , p.69)
By (2.2), there also holds the following generalized Hölder's inequality
Furthermore, for any b ∈ BMO(R n ), any ball B and any ω ∈ A ∞ , there has
Indeed, by John-Nirenberg's inequality, there exist positive constants C 1 and C 2 , such that
Noting that ω ∈ A ∞ , from the proof of Theorem 5 in [14] , there is a δ > 0, such that
Similar to the proof of Corollary 7.1.7 in [3] (p.528), we have
which implies (2.7).
3 Proof of Theorem1.1
Proof. Without loss of generality, we may assume that for j = 1, . . . , m, b j Osc
for j = 1, . . . , m. The homogeneity tells us that for any λ > 0,
, the theorem is true. , by (3.1) and the inequality
for any s > 0, t 1 , t 2 ≥ 0, we easily obtain that the theorem still holds for any
m).
For a fixed λ, we consider the Calderón-Zygmund decomposition of f at height λ and get a sequence of balls {B i }, where B i is a ball centered at x i with radius r i , such that |f (x)| ≤ Cλ for a.e. x ∈ R n \ ∪ i B i and λ < 1
Moreover, there is an integer N ≥ 1, independent of f and λ, such that for every point in R n belongs to at most N balls in {B i }.
We decompose f = g + h, where
Noting that if ω r ′ ∈ A 1 then ω ∈ A 1 , and then M (ω)(x) ≤ Cω(x) for a.e. x ∈ R n . By (3.2) and the fact that Denote by E = ∪ i (4B i ), it follows from (3.4) that
We consider I 1 first. For ω r ′ ∈ A 1 there has ω ∈ A 1 . Noting that A 1 ⊂ A s (s ≥ 1), then for any p > r ′ , we have ω ∈ A p/r ′ . It follows from Lemma 2.3, (3.3) and (3.4) that
We remark that the proof of (3.5) implies the following fact, which will be used later.
i Bi
So, we can write I 2 as
For I 21 , using chebychev's inequality and Minkowski's inequality, we have
For x ∈ R n \ 4B i and y ∈ B i , there has |x − y| ≤ |x − x i | + r i and |x − y| ∼ |x − x i | ∼ |x − x i | + 2r i , and then
Noting that supp h i ⊂ B i , it follows from the Minkowski's inequality that
Noting that 2 k−1 r i ≤ |x − y| ≤ 2 k+2 r i whenever y ∈ B i and x ∈ 2 k+1 B i \ 2 k B i , we have
And noting that ω
, by the Hölder's inequality, Minkowski's inequality, the properties of BMO(R n ) functions and Lemma 2.5, we have
This, together with (3.9) and (3.10), gives |x−xi| n−1 for simplicity. Noting that for any y ∈ B i , any x ∈ R n \ 4B i and t with |x − x i | + 2r i ≤ t, there has |x − y| ≤ |x − x i | + r i < t, then by the cancellation condition of h i , we have
By the Hölder's inequality, Lemma 2.1 and Lemma 2.5, there has
Therefore,
Note that h i (y) = f (y) + f Bi when y ∈ B i , it follows from (3.6), (3.8), (3.12) and (3.13) that
To estimate I 23 , noting that Ω ∈ L r (S n−1 ) for some r > 1 and ω r ′ ∈ A 1 , using Lemma 2.2, (2.6), (2.7), Lemma 2.5, (2.5) and (3.4), we have This finishes the proof of Theorem 1.1.
