In this paper, we firstly analyze the statistical distribution of simultaneous sparse coding errors (SSCE), which reflects the local correlation and non-local correlation characteristics of natural images. Based on the observation, we establish the optimal denoising problem which uses L 1 norm to constrain the image prior. According to the close-form solution of the proposed problem, we find that the denoising limit is only determined by the patch number, patch size and the variances of different bands in SSCE. Then we exploit the relationships between the patch complexity, patch size, patch number and the denoising limit. The study shows that a content-adaptive strategy may be useful to obtain better denoising performance. We then design a content-adaptive method for image denoising in which the groups are adaptively determined according to the structural complexities of reference patches. Experimental results show that the proposed scheme achieves competitive performance with several state-of-the-art methods in both subjective and objective aspects.
I. INTRODUCTION
Image denoising is a fundamental and significant problem in image processing. The importance of image denoising in low level vision can be explained from two aspects. First, noise corruption is inevitable, and may heavily degrades the visual quality of an acquired image. In addition, the image restoration problem can be addressed by sequentially solving a series of denoising subproblems, which further enhances the importance of image denoising.
The image degeneration model can be represented as,
Here y, x ∈ R M are the vectorized noisy and clean images respectively, n ∈ R M is supposed as the white Gaussian noise (AWGN) in this paper (which is also a common assumption in previous literature).
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From a Bayesian viewpoint, when the prior model of the noise-free image is known, the denoising problem can be regarded as a Maximum a Posteriori (MAP) estimation. This can be formulated as,
Here, P (x |y ) denotes the posterior distribution of true image, P (y |x ) can be represented by the probability distribution of noise, P (y) is the distribution of the observed image (which is uncorrelated to the denoising problem), and P (x) is the prior distribution of the sharp image which is unknown.
In the past few decades, various models have been developed for modeling image priors, including nonlocal self-similarity (NSS) models [1] , [2] , sparse models [3] , [4] , gradient models [5] - [7] , Markov random field (MRF) models [8] - [10] , and Gaussian mixture models [11] , [12] . To further improve the denoising performance, researchers have utilized non-local similarity to facilitate the sparse representation procedure, and a series of state-of-the-art methods have been proposed, including BM3D [13] , BM3D-SAPCA [14] , LSSC [15] , NCSR [16] , and BAS [17] .
In another line of research, low-rank matrix approximation which combines nonlocal similarity with the sparse singular values of image patch groups is widely advocated in image denoising area. The representative methods include SAIST [18] and WNNM [19] . Recently, Liu et al. proposed so-called low-rank regularization algorithm using an Interand Intra-patch Correlation (LIIC) scheme [20] . Additionally some methods have extended the WNNM algorithm to other applications [21] - [24] .
To overcome the limitations of prior-based approaches, discriminative learning methods have been developed to learn image prior models. Schmidt and Roth proposed the cascade of shrinkage fields (CSF) method [25] . Chen et al. proposed a trainable nonlinear reaction diffusion (TNRD) model which learns a modified fields of experts (FoE) to describe image prior [26] . Other related works can be found in [27] - [30] . However, these methods are restricted in their flexibility, and the trained models are only suitable for several noise levels.
In recent research works, the convolutional neural networks (CNN) has been introduced to the image denoising area. Zhang et al. used feed-forward denoising convolutional neural networks (DnCNN) to separate noise from an image [31] . More recently, [32] presented a fast and flexible denoising convolutional neural network with a tunable noise level map as an input which further improved denoising performance. Other related works include [33] - [37] . However, although CNN-based methods achieve competitive results compared with other state-of-the-art approaches, they are sensitive to the content of their training sets and lack of flexibility, and therefore their performance is not always stable for different kinds of images at different noise levels.
In this paper, we firstly analyze the statistical distribution of the simultaneous sparse coding errors (SSCE), which reflects the local correlation and non-local correlation characteristics of natural images. Based on the observation, we establish the optimal denoising problem which uses L 1 norm to constrain the image prior. According to the close-form solution of the problem, we find that the denoising limit is only determined by the patch size, patch number and the variances of different bands in SSCE. Then we exploit the relation between the patch complexity, patch size, patch number and the denoising limit for natural images. The study shows that a content-adaptive strategy may be useful to obtain better denoising performance. Then we propose a content-adaptive method for image denoising in which the groups are adaptively determined. Experimental results show that the proposed scheme outperforms traditional patchbased methods (e.g. BM3D, BM3D-SAPCA, WNNM and BAS) in both numerical result and visual quality (e.g. less artifacts and sharper edges). Although CNN-based method (e.g. DnCNN) preserves better image details, they produce more artifacts, compared to the proposed method. Moreover, DnCNN is less robust, i.e. its performance is unstable for different kinds of image (DnCNN performs better for images in BSD68 [10] dataset but has worse performance for modern images, compared with the proposed method).
The remainder of this paper is organized as follows. Section II reviews previous work on denoising limitations and analyzes the statistical distribution of SSCE. The denoising limitation is analyzed when the patch size, patch number and patch complexity vary. In Section III, the content-adaptive method is proposed. Section IV shows the experimental results, and Section V concludes the paper.
II. REVIEW
Although current state-of-the-art denoising methods have improved in performance to some degree, some pertinent questions to ask are whether there is a theoretical limit to denoising performance, and are we there yet? If there is a limit, how do we improve denoising performance to be as close as possible to it? Some recent works have offered researchers a partial answer. In [38] , Chatterjee et al. estimated a lower bound on the mean squared error of denoised results and compared the performance of BM3D with this limit. They suggested that some room for improvement remains for a wide class of simple images, and at certain signal-to-noise levels. After that, Levin et al. analyzed the relation between patch complexity, patch correlation, patch size, window size, noise variance and the limit of optimal denoising at the local patch level [39] . Their work offers researchers some good insights for designing their methods. In addition, they proposed that current methods may still be theoretically improved by 0.5-1 dB. Their findings are consistent with Chatterjee's research. However, all the above works are based at the image patch level while current denoising methods are mainly based at the group level. In this paper, we propose to analyze denoising limit by exploiting patch complexity, local patch correlation and non-local correlation between patches in group level.
Borrowing techniques from [16] , [17] , we propose to use simultaneous sparse coding error (SSCE) to study the prior information of noiseless image in different groups. Let
×1 denotes a column vector which corresponds to i-th patch of the noisless image with size p × p, collecting n patches similar to x i in a small region around x i , and vectorizing each patch as a column, we can construct a matrix X i ∈ R p 2 ×n . Calculating the mean value of each row of X i , we would obtain a column vector x i , then we can get a matrix X i with the same size of X i whose columns are the same and are equal to x i . Let D i represent a dictionary with size p 2 × p 2 , it can be uniquely determined by applying principle component analysis to X i . Then SSCE of i-th group is defined by,
SSCE is a useful tool to exploit the local correlation of patches, and non-local correlation between patches. As presented in (3), D i X i can be considered as a sparse coding procedure which exploits the local correlation in every patch, and the subtracting operation exploits the non-local correlation between similar patches. In this paper, to study the actual distribution of noiseless image data, we randomly extracted more than 10 7 similar patch groups from 15 natural images, with every group consisting of 64 similar patches whose size is 8 × 8 (to obtain images with as less noise as possible, we extracted the ''Ground truth'' images from the database constructed in [40] in this paper). Then, we categorized these groups into four types according to patch complexity. The first type is called a smooth group. Here, the reference patches of these groups are flat patches and there are enough similar patches around the reference patches. The second type is called a texture group. In this case, although the reference patch is not flat, there are enough similar patches around it. If the reference patch is flat, but there are not enough similar patches around it, we call this a half-smooth group. Finally, a group is deemed to be an edge group if the reference patch is not flat, and not enough similar patches can be collected around it.
We calculate the SSCE of these groups and analyze the statistical distributions of different bands of SSCE (the ''bands'' here are the rows of the SSCE matrix). As shown in Fig. 1 (a) , for smooth groups, the statistical distributions of different bands of SSCE can be well characterized by a Laplacian distribution. This is due to the highly local correlations in patches and the good non-local correlations between non-local similar patches. For half-smooth groups, we find that they are very rare in natural images, this is because the flat surface of an object usually has large areas. As both half-smooth groups and edge groups suffer from poor nonlocal correlations, we can analyze their empirical distributions simultaneously. From Fig. 1 , we can easily find that the empirical distributions of the first band of SSCE for halfsmooth and edge groups are closer to a Gaussian distribution. One possible reason for this is that there are more independent patches in these groups. Meanwhile, due to the characteristics of the PCA transformation, the sparse coding coefficients in these groups are mainly concentrated in the foremost bands, this results in more divergent distributions of SSCE in these bands compared to smooth groups. Finally, for texture groups, as the patches in a texture group are more complex than in smooth groups, the sparse coding coefficients of their patches should be more divergent than in smooth patches. Therefore, this further results in the divergence of SSCE, as seen in Fig. 1 (a-1) and (c-1). However, due to the nonlocal correlations of patches, the empirical SSCE distributions of different bands of the texture groups can still be approximated by a Laplacian distribution in most cases.
From above observations, we find that there is no simple model to perfectly describe the empirical SSCE distributions for different groups. The Gaussian scale mixtures model (GMM) seems a good choice for the foremost bands of half-smooth and edge groups, while a Laplacian model is suitable for the others. However, if we adopt this idea, the problem is that not only do we need to learn the scale parameters of GMM, but we must solve a very complex optimization problem. A well-known fact is that with the PCA technique used, the components of signal have special distribution at different bands, i.e. the most energy of the signal are at the foremost bands, therefore we suggest that lower-order bands have much higher signal-to-noise ratio (SNR) compared with higher-order ones. In practical settings, the low SNR bands have larger impacts on the quality of the image. In other words, removing noise in the higher-order bands is more important. As seen in Fig. 1 , at higher-order bands, the empirical distributions can be well characterized by a Laplacian distribution. In addition, in pervious literature [17] , researchers proved that Laplacian model is a good compromise for approximating the empirical distribution of SSCE.
Therefore, in this paper, the prior distribution of x is assumed to be characterized by
here, let σ i ∈ R p 2 ×1 denotes a vector whose elements are the standard deviations of rows of SSCE i , then i ∈ R p 2 ×n is a matrix with the same size as X i and each column of i is equal to σ i . A t,1 is a special norm to calculate the sum of absolute values of all elements in matrix A, and the division operator denotes point-wise division. To make (4) well-posed, σ i is restricted by,
where ξ is a very small positive constant.
Combining (2) and (4), the denoising optimization problem can be stated as, arg min
Eq. (6) is also the classical denoising optimization problem in the previous literature [16] , [17] . According to the derivation of Zhang et al. [41] ,
(here Y i is constructed by the same way as X i , K is the total number of groups) and c = λ M K ×p 2 ×n (here λ is a constant), and then we have,
Eq. (7) can be reformulated as, arg min
here A k,j denotes the element of matrix A at the k-th row and j-th column. Therefore, above problem can be divided into multi-subproblems and can be solved efficiently by the softthresolding operator [42] ,
From (9), we can observe that the threshold is determined by the standard deviation value k,j i . Therefore, we suggest that k,j i can be utilized to evaluate the denoising limit. For i-th group Y i , we define the denoising threshold as,
Once the patch size parameter p and the patch step are determined, then the ratio K /M can also be VOLUME 7, 2019 uniquely computed. If we make the patch step equal to 1 and fix the patch size and patch number, then the denoising threshold is only determined by σ k i . If σ k i is small, then the threshold is large, and more noise should be removed, and vice versa.
The denoising thresholds of different kinds of groups. The y-axis represents the denoising thresholds calculated by Eq. (9), and x-axis denotes the band indexes of SSCE.
We counted the DT values of different kinds of groups, which can be seen in Fig. 2 . From Fig. 2 , it is obvious that in general, with the ordinal number of band increasing, the DT values become larger, thus more noise could be removed. Hence, Fig. 2 also proved the efficiency of the denoising optimization problem. Nevertheless, we observed that despite the smooth group, the DT values of other three kinds of groups become decreasing when the band number exceeds some value (in general, this value is influenced by the structure of group, e.g. texture group > half-smooth group > edge group). The reason is that there are high-frequent components of signal existed in these groups, which enlarge the standard deviations in the high-order bands.
In Fig. 2 , it is obvious that smooth and texture groups have much larger DT values than others. The reason is that there are enough number of similar patches in these groups, therefore the variance of each row in SSCE is smaller. In addition, we also found that smooth group has bigger DT values than texture group, even though both of them collected enough number of similar patches. It is because that in the smooth group, the energy of smooth patch is mainly concentrated on the front several bands while the texture patch has more dispersive distribution, which makes the variances of all bands of SSCE in texture group larger than the ones in smooth group. Finally, the texture group has higher DT values over half-smooth group and edge group. It is because that although the structural complexity of reference patch is same, a group with enough number of similar patches (e.g. the smooth group and the texture group) also has similar coefficients in all bands of D i Y i , which produces smaller variance in each row of SSCE. This truth simultaneously indicates that the nonlocal correlation plays a more important role than the local correlation does for image denoising.
Next, we analyze the influence of patch size on different groups, we give the changes in the DT values of different groups as patch size varies (here the patch number is fixed and set to 64). As seen in Fig. 3 , compared to other three kinds of group, the changes of DT values for half-smooth groups are more unstable, the reason is that in real situation, the half-smooth group is really rare, so there are very limited samples counted. Since the half-smooth group can be considered as edge group to some degree, therefore, we mainly concentrated on discussion of other three kinds of groups. With the increasing of patch size, the smooth groups have larger DT values in almost all bands. But when the patch size is too large, the DT values in the high-order bands will start to fall. This is because some high-frequency information of the images is more likely to be introduced when the patch size increases. The same phenomenon is more evident for other three kinds of groups. For texture groups, the DT values of the low-order bands benefit from large patch size, however, when the patch size exceeds some value, the DT values on high-order bands are heavily suppressed. For edge groups, increasing the patch size cannot improve the DT values, especially for high-order bands, the corresponding DT values are suppressed.
Furthermore, the influence of patch number on DT values was presented in Fig. 4 (here the patch size is fixed to 8 × 8), it is obvious that collecting more number of patches is helpful to increase the DT values. However, in practice, increasing the patch number will improve the denoising performance of smooth and texture groups obviously, but has little improvement on or even suppress the denoising performance for other two groups, as seen in Fig. 5 . The reason is that for half-smooth and edge groups, the added patches are non-similar to the reference patch, these patches will enlarge the variances of all bands of SSCE, and further reduce the denoising performance; contrarily, the added patches in smooth and texture groups are similar to the reference patches with much higher probability due to the natural characteristic of images.
From the above results, we find that the denoising limit is significantly influenced by patch complexity, the patch size and the number of similar patches in a group. However, from another perspective, we suggest that the local correlation of a patch and non-local correlation between patches are also factors that determine the denoising performance. As we known, a smoother patch has a higher local correlation (which leads to a sparser coding coefficient), and it is easier to find enough similar patches around it, which ensures the non-local correlation in the group. That is why a smooth group has a higher denoising limit than an edge group. As for real noise, as it is usually signal-dependent, the nonlocal correlations between similar patches should play the dominant role in image denoising [43] .
III. METHOD
Based on the conclusions above, in this paper, we proposed a content-adaptive method for image denoising (CAID). The proposed scheme aims to solve following optimization problem, arg min
here the superscript C denotes that the current group is a content-adaptive group whose patch size and patch number are adaptively determined according to the complexity of reference patch. A perfect content-adaptive group should be constructed with the observations listed in Section 2. However, for convenience of computation, we simplify the procedure in this paper. Specifically, only two kinds of groups (smooth group and edge group) are considered in our algorithm. Although the construction of the content-adaptive group is heavily simplified, the experimental results in next Section will prove the efficiency of the content-adaptive strategy.
We adopt two patch sizes to form the content-adaptive group. The relationship between them can be seen in Fig. 6 . According to the complexity of the reference patch, we determine the patch size by,
Here L and S are the squares of large patch size and small patch size respectively. In this study, we find that let
can obtain near-best performance. Similarly, we provide two patch numbers for the group,
According to the observation above, we suggest N l > N s . In addition, borrowing the same idea proposed by Gu et al. [19] , we update the patch number N s in each iteration,
here c denote the number of patches reduced in each iteration. The reasonability behind the operation is as proposed in [44] , at high noise levels, optimal denoising takes into account pixels from other side of weak edges, for our iterative method, after each iteration, the noise in the image is reduced, therefore less similar patches around the non-smooth patch offer useful information to restore the signal. Before solving the optimal problem (11), several problems have to be tackled. The first problem is, how can we obtain the smoothness of patch x i as we only get the noisy observation y i ? To evaluate the smoothness of x i , we borrow the operation introduced by Dong et al. [16] , we judge the smoothness of patch x i by,
Here, σ (k) n indicate the standard deviation of image noise at k-th iteration, and h is a Gaussian filter of the same size as x i . To solve (11), we also have to know the value of X i . Fortunately, previous works [16] , [17] have provided us a good estimation of X i ,
The estimation is effective due to independence of noise. For the same reason, the real values of σ k i , k = 1, 2, ...p 2 are unknown, but based on the assumption that signal and noise are independent, we have,
here σ i,k is the standard deviation of k-th row of matrix Traditionally, the denoised image x is finally obtained by the aggregation procedure,
Here RA(·) arranges the corresponding patch to its original position, w j is the weight for the j-th patch, and I j is an all 1 vector with the same size as x j . Traditionally, the weight w j is determined by numerical distance between j-th patch and the reference patch. However, recent studies have shown that the patches which are numerically close to the reference patch should be assigned high weights is misleading, due to the ''noise-to-noise'' matching problem [45] . In this paper, we propose to use the spatial distance instead of the numerical distance to control the aggregation procedure. This idea is based on the fact that similar patches which are spatially close to the reference patch are more likely to be extracted from the same object that the reference patch belongs to. Therefore, we calculate the weight by,
Here (·) calculates the spatial distance between two patches, and κ is a positive constant (in our algorithm, it is equal to the size of the search window).
To obtain the best denoising performance, similar to traditional denosing methods, we adopted an iterative strategy. In each iteration, the noise image is updated with,
where ξ is a positive constant, and it is usually determined empirically. The complete denoising scheme is summarized in Algorithm 1.
IV. EXPERIMENTS
This Section evaluates the effectiveness of the proposed scheme using peak signal to noise ratio (PSNR) [46] and structural similarity (SSIM) [47] as metics to assess denoising performance.
A. FIXED STRATEGY VS. ADAPTIVE STRATEGY
This component evaluate the efficiency of the adaptive strategy vs. the fixed strategy (which is also the method proposed [17] ). In order to make fair comparison for the denoising results of (7) and (11), which represent a fixed strategy approach and adaptive strategy approach respectively, we let both strategies follow exactly the same patch-based denoising procedure in terms of the calculation and utilization of same regularization parameters.
We have tested the denoising performance on the House and Peppers, images with the standard deviation of noise σ n ranging from 10 to 60. As shown in Fig. 7 , it is evident that the adaptive strategy achieves better denoising performance. Other images produce similar results.
B. PERFORMANCE COMPARISON WITH THE STATE-OF-THE-ART METHODS
In this Section, we evaluate the proposed method by comparing it with several state-of-the-art denoising methods, including BM3D [13] , BM3D-SAPCA [14] , BAS [17] , WNNM [19] , and DnCNN [31] . BM3D is one of the most representative nonlocal denoising method so that we use it as an anchor method. BM3D-SAPCA method improved BM3D by learning the dictionary with PCA technique and collecting the group adaptively according to the patch shape, therefore [13] , BM3D-SAPCA [14] , BAS [17] , WNNM [19] , DnCNN [31] and the proposed CAID on 14 widely-used test images.
it is similar to the proposed method to some degree. BAS has similar optimization problem as well as solving procedure to the proposed method, but it use a fixed strategy instead of the content-adaptive strategy to form the group. In addition, a guided image (e.g. a denoised image obtained with other methods, for the sake of speed, we obtain the guided image with BM3D method) is necessary for BAS method to obtain good performance. WNNM is the most representative denoising method based on rank minimization, and we also borrow some idea from WNNM to construct the content-adaptive group. DnCNN is the original and the most representative method based on CNN technique. The proposed scheme is implemented in MATLAB, and the other five schemes are tested using the executables and source codes provided by their respective authors. The parameter settings of these methods are not changed.
To provide a convincing result, we test these methods on three datasets. In practical settings, the first dataset includes 14 natural images widely used as a standard test set in previous works [16] - [19] ; fifty images extracted from BSD68 [10] is the second dataset utilized in our experiment; lastly, we selected 20 modern images at random from a dataset in [40] , and refer it as Morden20.
We first test 14 widely-used natural images at different noise levels. The PSNR and SSIM scores of the denoised images are presented in Table 1 where the best scores are highlighted in bold. The average PSNR score of the proposed method is about 0.34-0.41 dB higher than BM3D, 0.12-0.24 dB higher than BM3D-SAPCA, 0.16 dB higher than BAS, 0.04-0.12 dB higher than WNNM and 0.02-0.05 dB higher than DnCNN, at the noise levels 10, 30, and 50. As to SSIM scores, the proposed CAID is also very competitive with the state-of-the-art methods.
More importantly, the proposed method produces restored images having better subjective perceptual quality as shown in Fig. 8 . The proposed CAID method better preserves details and textures (e.g. the scarf) while removing more noise and generates less artifacts (e.g. in the background and face). While preserving sharp edges and fine details, DnCNN is likely to generate more artifacts.
The average PSNR and SSIM results for different methods on BAS68 and Modern20 are presented in Table 2 and Table 3 respectively. For the BSD68 dataset, the DnCNN scheme achieves the best results on average, but the proposed CAID method still obtains competitive results with DnCNN. I suggest that the reason why DnCNN performs [13] , BM3D-SAPCA [14] , BAS [17] , WNNM [19] , DnCNN [31] and the proposed CAID on 50 images selected from BSD68. [13] , BM3D-SAPCA [14] , BAS [17] , WNNM [19] , DnCNN [31] and the proposed CAID on 20 images selected from dataset [40] .
better than CAID is that the images of the training sets [31] for DnCNN have structural similarities with the images in BSD68, although the dataset is not included in the training sets. Moreover, compared to BM3D, the CAID has a notable PSNR gain of about 0.36 dB on average. Although both BM3D-SAPCA and CAID adopt an adaptive strategy for image denoising, CAID performs 0.06-0.21 dB better than BM3D-SAPCA in terms of PSNR. In addition, the average PSNR scores of CAID is about 0.04-0.11 dB, 0.14 dB higher than BAS and WNNM respectively.
As for dataset Modern20, the CAID algorithm achieves the best results at all three noise levels. Also, for the last two noise levels, CAID even achieves a notable PSNR gain of about 1 dB over BM3D, BM3D-SAPCA, BAS and DnCNN. On the other hand, for this dataset, the DnCNN does not achieve convincing results as it does on BSD68, reflecting that the DnCNN algorithm is sensitive to the training sets and cannot always obtain the best results for different kinds of image.
Compared to DnCNN, the proposed CAID algorithm is more stable for different images.
Figs. 9-11 provide a visual illustration of the different methods on these two datasets. It can be seen that BM3D, BAS, and WNNM tend to generate more artifacts in the smooth region, and all of them produce over-smoothed edges and textures. While preserving sharp edges and fine details, DnCNN and BM3D-SAPCA are likely to generate more artifacts in the smooth region. In contrast, CAID yields visually pleasant results in the smooth region, and preferably recovers sharp edges and fine details.
V. DISCUSSION, CONCLUSION AND FUTURE DIRECTIONS A. DISCUSSION
There are several advantages of our method. Specifically, compared to non-local denoising method, the proposed method preserves more edges and produces much less artifacts at smooth areas in the denoised images. It is because, by observing the denoising limits at different patch complexities, patch sizes and patch numbers, we designed a content-adaptive strategy, which better improves the denoising limit. For example, although our method has the same denoising procedure as BAS does, we indeed improve the denoising performance by utilizing our content-adaptive strategy. In addition, the BAS has to utilize a guided image to ensure good performance while our method does not need it. The CNN-based method performs better than the proposed method for some images, but our method is more flexible and robust. Actually, CNN-based method is data-driven and it is heavily influenced by the training datasets. For example, different filters should be learned at different noise levels. However, since the noise level is discrete, therefore, people cannot ensure good performance at special noise level with a universal network. Moreover, the performance of CNN-based method is unstable for some images which have different structures from the training sets. Different from CNN-based method, the proposed method is based on the statistical prior knowledge about natural image, therefore, the proposed method can always obtain good performance.
But our method is far from perfect. The largest problem is that the computation speed is not satisfying, on the one hand, it is time-consuming to construct the content-adaptive groups and learn the PCA dictionaries; on the other hand, as an iterative framework is adopted to solve the optimization problem, it also limits the algorithm's speed.
B. CONCLUSION
In this paper, we firstly studied the statistical distributions of the simultaneous sparse coding errors, which reflects the local correlation and non-local correlation in a group. Based on the observation, we established the optimal denoising problem using L 1 norm as the constraint. We then provided a close-form solution to the problem in which we found that the denoising limit is only determined by the variances of different bands in SSCE. Then we analyzed the relationships between the patch complexity, patch size, patch number and the denoising limit. The study showed that a content-adaptive strategy may be useful to obtain better denoising performance. We then designed a contentadaptive method for image denoising in which the groups are adaptively determined. In addition, this paper proposed to optimize the aggregation procedure by considering the spatial distances between patches. Experimental results showed that the proposed scheme achieves competitive or even better performance with several state-of-the-art methods in both subjective and objective aspects.
C. FUTURE DIRECTIONS
Several future directions can be taken to extend this work. Firstly, for convenience of computation, we simplify the empirical distribution of SSCE as a Laplacian model. But as presented in Fig. 1 , it is obvious that the real distribution has more complex shape. Therefore, we suggest that applying GMM model to describe these special distributions should improve the denoising performance. Secondly, to make the content-adaptive method be simple, this paper only takes two kinds of group into consideration. As presented in Section 2, we believe that the denoising performance will benefit from a more content-adaptive group. Thirdly, recent studies have shown that combining CNN-based method with nonlocal denoising method can obtain good denoising performance, we therefore suggest that applying the content-adaptive strategy mentioned in this paper to these methods is a good idea to improve the denoising performance further. Last but not least, we can use a better GPU to run the CAID algorithm and improve its computation efficiency [48] .
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