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ABSTRACT 
The effects of finite and semi-infinite cloud shape on diurnal 
satellite observations were investigated by simulating diurnal satellite 
observations of a finite cubic and semi-infinite cloud and comparing 
these results with actual diurnal satellite observations of cloud fields. 
Theoretical satellite observations were created by computing relative 
radiances from a theoretical model which used the Monte Carlo method to 
simulate the scattering of solar radiation by a finite and infinite 
cloud for optical depths of 73.5 and 20.0. The diurnal variations in 
radiance for an infinite and finite cubic cloud viewed at a zenith angle 
(e) of 0° were both symmetric about local noon when the maximum radiance 
occurred. When viewing the same clouds from an average zenith angle 
{e)of18° to 31° (measured westward from zenith), the diurnal variation 
in radiance for the infinite cloud was again nearly symmetric about 
local noon when the maximum radiance occurred. The finite cubic cloud, 
however, had a skewed diurnal variation in radiance with the maximum 
radiance occurring at 1400 local time. This was true for both optical 
depths. 
The theoretical diurnal variations in radiance for the infinite 
and finite clouds were then compared to diurnal radiance data from 
cloud fields observed by geostationary satellite. The comparison was 
done by forming cumulative distribution functions (CDF) from hourly 
frequency distributions of digitized visible satellite data. Selected 
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CDF probability levels were plotted as a function of time and then com-
pared to the theoretical diurnal variation of radiance. 
Two cloud fields consisting of cloud clusters that covered more 
than 90 percent of the 4° latitude by 4° longitude study area were chosen 
to examine the diurnal radiance pattern of semi-infinite clouds. The 
observed radiance pattern for both of the observed cloud fields closely 
resembled the theoretical radiance pattern for an infinite cloud with 
the pattern being symmetric about local noon when the maximum radiance 
occurred. This was true for both 4 and 16 n. mi resolution data. Two 
cloud fields consisting of scattered clouds that covered less than 30 
percent of the study areas were chosen to examine the diurnal radiance 
pattern of finite clouds. The diurnal radiance observations at 4 and 
16 n. mi resolutions for both observed cloud fields closely resembled 
the theoretical radiance pattern for a finite cloud viewed from e = 18+31°, 
with the greater radiances occurring during the afternoon hours and 
peaking at 1400 LT. 
The results from the four cloud fields showed that the radiative 
features of both semi-infinite and finite clouds can be found in satel-
lite observations. This was true not only for the high resolution data 
(4 n. mi), but also for 16 n. mi resolution data indicating that none 
of these cloud radiative features were resolution dependent. 
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individual clouds. Differences between the scattering properties of an 
infinite cloud and a finite cloud are due to radiation entering and 
leaving through the sides of the finite cloud. Light exiting through 
the sides of a finite cloud results in a smaller magnitude of upward 
directional reflectance compared to the upward directional reflectance 
for an infinite cloud. The sides of a finite cloud are also 
responsible for producing an angular distribution of scattered light 
that is different from that found for an infinite cloud. The 
recognition of the radiative effects of cloud shape has a large impact 
on the approach of how, where and when to view cloud fields to properly 
observe their radiative characteristics, such as with satellites. 
Satellite observations of cloud fields usually exhibit horizontal 
inhomogeneities within those cloud fields. If horizontal inhomogenei-
ties are indicative of the presence of effects due to cloud shape, 
then the scattering effects of those cloud features could affect the 
satellite observations and interpretation of those observations. There 
are two objectives to this study to determine how cloud shape affects 
satellite observations and interpretation of those observations. The 
first objective is to investigate the effects of cloud shape on diurnal 
satellite observations of individual clouds and fields of clouds of 
varying horizontal homogeneity. The second objective is to investigate 
the effect of varying the satellite sensor spatial resolution on these 
diurnal satellite observations to determine if the observed phenomena 
are resolution dependent. 
1. 3 Approach 
The first objective is carried out by first generating a simulated 
sequence of diurnal satellite observations for a theoretical finite and 
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infinite cloud for selected viewing geometries. Next, a diurnal 
sequence of high resolution visible satellite data that contains a 
field of clouds and conforms to the viewing geometries used in the 
theoretical sequences is selected. If the infrared data indicates that 
there is little change in the field or only minor changes that will not 
bias the results, the visible satellite data are statistically 
stratified and the results are compared to the previously genet'ated 
theoretical diurnal variations of scattered light for an infinite and 
a finite cloud. The second objective entails degrading the high 
reso 1 ut i on data to low reso 1 ut i on through the use of a spatial 
averaging scheme and performing the same type of analysis done in 
objective one. 
Chapter 2 
SIMULATED DIURNAL RADIANCE PATTERNS OF A FINITE AND AN INFINITE CLOUD 
2.1 Model Description 
The model used in this study for simulating the interaction of 
solar radiation with a cloud is based on th~ Monte Carlo method which 
has been described in detail by Cashwell and Everett (1959). This 
method simulates the paths of individual photons through a cloud by 
using random numbers in conjunction with probability distributions for 
computing the scattering angle of a photon when an interaction occurs 
and also for computing the di stance trave 11 ed by a photon between 
interactions. Kattawar and Plass (1971) and Danielson et al. (1969) 
have used the Monte Carlo method to compute scattering in semi-infinite 
horizontal cloud layers. Busygin et al. (1973) and McKee and Cox 
(1974, 1976) used the Monte Carlo method to calculate scattering in 
finite-shaped clouds. The version of the model used in this study is 
described in McKee and Cox (1974, 1976) and DeMaria and McKee (1979). 
A brief description of the model will be given to familiarize the 
reader with this particular model. 
The Monte Carlo method is a direct simulation of the radiative ' 
processes inside a cloud. A three-dimensional set 9f boundaries are 
defined for the limits 'of the clou~ and then photons ',are allowed to 
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enter the cloud from a specific direction~: The distance each photon 
trave 1 s until a scatteri ng event occurs is de,termi ned and t,hen the new 
di rect i on of tr.ave 1 is selected from the appropri ate phase function. 
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This process is repeated until the photon escapes through a cloud 
boundary. The di stance between ; nteract ions and the phase funct; on a\'e 
determined by specified cloud microphysical properties and the wave-
length of the interacting radiation. 
The present model considers an isolated cloud with no absorption, 
no surrounding atmosphere and no ground reflection. Consequently, the 
on ly processes simul ated are the di stance trave 11 ed by each photon 
between scattering events and the change in direction caused by each 
interaction. 
The cloud is assumed to be homogeneous and comprised of water 
droplets with a size distribution of 
n(r) = 2.373 r6 exp (-1.5r) (2.1) 
where r is the droplet radius in microns and n(r) is the number of 
droplets cm- 3 ~m-1. This distribution was obtained from Oiermendjian 
(1969) and is referred to as a type Cl distribution which is a model 
for a cumulus cloud. For 100 droplets 
results in a liquid water content (lwc) 
cm- 3, the Cl distribution 
-3 of 0.063 g m . The volume 
scattering coefficient (~) is dependent on the wavelength (~) of 
the interacting radiation, the droplet distribution, and the liquid 
water content. The value of 13 16.73 km- 1 for a wavelength 
of 0.7 ~m, the Cl distribution 2:id a liquid water content of 
0.063 g m - 3 . Since the cloud is assumed to be homogeneous, opt i ca 1 
depth (1) is linearly related to geometric distance (5) 'through the 
relation 
T = J~ I3ds or t = I3s. (2.2) 
For the Cl distribution and wavelength of 0.7 ~m, the volume 
scattering coefficient for any liquid water content amount is directly 
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proportional to the volume scattering coefficient of 16.73 km- 1 for 
liquid water content of 0.063 g m- 3 or 
~lwc = 16.73 km-1 
-,we 0.063 9 m- 3 
(2.3) 
Therefore, from Eq. (2.2) a cloud 1.5 km thick would have an optical 
depth of 25.0 for a liquid water content of 0.063 9 m- 3. The same 
size cloud with a liquid water content of 0.185 9 m- 3 would have a 
volume scattering coefficient of 49.1 from Eq. (2.3) and an optical 
depth (r) of 73.5 from Eq. (2.2). 
The distance that a photon travels between scattering events is 
directly simulated in the model since the fraction of radiation 
transmitted through a given distance (e- T) is also the probability 
that a photon wi 11 trave 1 through that same di stance wi thout an 
interaction CPR). This is expressed by 
e- r = exp (- I~~ds) = PR . (2.4) 
A random number (RN) between zero and one is chosen for the 
probability PR, and the distance to the next scattering event(s) 
is calculated by determining the upper limit of integration of 
t = -In(1-RN) = I~~dS . (2.5) 
The single scattering phase function Pea) defines the angular 
distribution of the radiation following a scattering event. The 
scatter; ng angl e a is measured from the di rect i on of propogat ion 
before the scatter to the di rect i on after the scatter. The phase 
function is normalized so that the integral over all solid angles 
equa 15 one, i. e. , 
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f~n f~ pea) sin a da dy = 1 , (2.6) 
where y is the angle of rotation about the original direction of 
propagation. Since the phase function is independent of y, Eq. (2.6) 
reduces to 
2n f~P(a) sin a da = 1 . (2.7) 
The probabi 1 ity of a photon bei ng scattered between 0 and Ci (PP(l\'» 
is then given by 
PP(a) = 2n ~ P(al) sin a l da' (2.8) 
where primes indicate a specific angular interval of integration. The 
phase function is characterized by a strong forward scattering peak as 
shown in Figure 1 which shows a 50 percent probability of a photon 
scattering between 0 and 10 degrees. The scattering angle (a) is 
computed from Eq. (2.8) in the same manner that the distance between 
scattering events was calculated in Eq. (2.5). A random number between 
zero and one is selected for PP{a) and the upper limit of integration 
is solved for in Eq. (2.8), which is the scattering angle a. The 
second angle y, which along with angle a specify the new direction of 
travel, is chosen randomly between 0 and 2n. 
The cloud geometry along with the coordinate system used in the 
model are shown in Figure 2. The incident sunlight is plane parallel 
and is always in the V-Z plane, which restricts the sunlight to the 
slab top and/or the +V face of the cubic cloud. The direction of 
travel of exiting radiation is specified by a zenith angle e measured 
from the +Z axis and an azimuth angle ~ measured from the -V axis. A ~ 
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Figure 2. Slab cloud with coordinate system. 
+y 
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The model output gives relative radiance values for each of the 
slab faces averaged over a finite solid angle 6w, where 
6w = ~(cos e)~~ (2.9) 
for ~(cos e) = 0.05 and ~<P = n/12. All radiances ay'e Y'elative to an 
incident solar irradiance of n. 
The accuracy of the computed radiances depends on the number of 
photons processed through a given simulation. The model simulations 
for this study were performed with 80,000 photons being processed 
through a given cloud. This large number of photons significantly 
reduced the noise levels in the model radiances. 
2.2 Adjustment of Model Radiances to Simulate Satellite Data 
The Monte Carlo model was used to simulate the angular 
distribution of scattered light from an infinite and a finite cloud. 
An infinite cloud has a finite vertical extent and an effectively 
infinite horizontal extent. Photons enter the top of the cloud and 
exit through either the top or botto~ of the cloud. A finite cloud has 
photons enter the top and/or one sic of the cloud and they are allowed 
to exit any of the six faces of the cloud. Before these model 
simulations can be compared to real satellite data, however, careful 
adjustments to some of these model radiances are necessary due to the 
sampling nature of a satellite sensor. 
The sensor on a satellite cannot resolve any details or 
inhomogeneities within an observation that are smaller than that 
sensor l s highest resolution. The sensor returns one value for each 
field of view (FOV) which represents an area-weighted average of the 
different brightnesses of the various cloud field elements that lie 
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within that FOV: cloud top, cloud side and the earth' s surface. A 
satellite observation (or pixel) of an infinite cloud (Figure 3a) would 
have the entire FOV filled with cloud and in particular with only the 
top of the cloud. Since the cloud fills the FOV and is homogeneous, no 
adjustment of the infinite cloud Monte Carlo model radiances needs to 
be made to simulate a satellite observation. A satellite observation 
of a finite cubic cloud (Figure 3b) that has the FOV exactly filled by 
the cloud contains contributions from both the top and observed sides 
of the cloud for all satellite viewing angles (8) except 8 = 0°. 
Since the cloud that lies within the FOV is not homogeneous (both top 
and sides visible to satellite), simulating a satellite observation (or 
pixel) of a finite cloud requires area-averaging the Monte Carlo model 
radiances from the top and appropriate sides. 
This area-averaging of the finite cubic cloud model radiances is 
accomplished by first determining the total cloud area (TA) visible 
from a given solid angle box ~ centered on (e,~) by 
(2.10) 
where AT' AX' and Ay are the areas of the top, X, and Y faces of the 
cloud; i, X, and yare the unit vectors perpendicular to the respec-
tive cloud faces; and 5 is the unit vector in the direction specified 
by (8,~). The dot products of s and the three other unit vectors are 
approximated by 
X·S ~ Sln 8 Sln $ , 






































Figure 3. Examples of a single satellite observation 
of a theoretical infinite (a) and finite 
cubic cloud {b}. 
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where cos e and sin e are the average cosine and sine of the zenith 
angles e and cos-1 (cos e - .05) which bound the solid angle box 
~(e,~); and sin ~ and cos ~ are the average sine and cosine of the 
solid angle box azimuth angles ~ and (~ + n/12). The area-averaged 
radiance (N) for the solid angle box ~(O,~) is then calculated by 
multiplying the radiances from each appropriate side by the fractional 
area of that side visible from the point defined by ce,~): 
ATCt·s) AX(x·s) AyCY's) 
N~ce,~) = TA~(e,$) NT + TA~ce,$) NX + TA~ce,~) Ny C2.l4) 
where NT' NX' and Ny are the model output radiances from the top, X, 
and Y faces, respectively, into the solid angle box ~(e,;P). This 
area-averaging scheme assumes that the theoretical finite cubic cloud 
exactly fills the satellite sensor1s FOV for all possible viewing 
angles. For the case of the cubic cloud used in this study, the 
theoretical satellite1s FOV must vary by almost 71 percent to account 
for the variation in the total cloud area viewed. 
In order to compare unadjusted infinite cloud and adjusted finite 
cloud model radiances with real satellite observations of cloud fields, 
the assumption that the individual cloud elements in the observed cloud 
fields are radiatively noninteracting must be made. This assumption is 
necessary since the radiative behavior of a field of clouds is being 
compared to an individual theoretical cloud which is void of cloud 
interactions. Also, it is necessary to use only observed cloud fields 
which are, on the whole, close to a steady-state condition throughout 
the day. This is necessary because large changes in cloud cover or 
thickness could substantially affect the diurnal variation in observed 
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radiance for that cloud field. Some changes in the microphysical 
structure of the observed clouds may occur during the day, but McKee 
and Kl ehr (1978) demonstrated that such changes wi 11 change the 
reflected radiances by only a few percent. 
2.3 Model Results Simulating Satellite Observations 
Simulated upwelling radiances from an infinite cloud and a finite 
cubic cloud for solar zenith illumination angles (8
0
) of 0, 15, 30, 45 
and 60° were calculated using the Monte Carlo model. Two sets of 
simulations were performed with clouds of optical depth 73.5 and 20.0 
(Figures 5 and 6, respectively). Both figures show the theoretical 
di urna 1 vari at i on of scattered 1 i ght observed by sate 11 ite for an 
infinite and finite cubic cloud from two different viewing geometries. 
The clouds lie on the equator at the equinox so that the sun passes 
directly overhead at local noon (Figure 4). The two viewing angles are 
in the plane of the cloud and sun at zenith angles of 8 = 0° and an 
average angle (8) from 18 to 3P, <jl=22°, with the angle measured west-
ward from zenith allowing the viewer to see only the top and west face 
of the cloud. This interval of viewing angles was chosen since the 
SMS-l satellite is situated over the equator at 45°W longitude and the 
GATE sector covers the longitutinal interval 50 0 W to 5°W, allowing for 
a 40° longitudinal range in satellite viewing angles along the equa-
torial plane to the east of the satellite sub-point. 
Figure 5 depicts the theoretical diurnal variation of upwelling 
radiance for an optically thick (t = 73.5) infinite and finte cubic 
cloud from two different viewing geometries. When looking straight 
down at an infinite cloud (8 = 0°), the diurnal variation of radiance 
is symmetric about local noon· when the peak radiance is observed. The 
1200 LT Sun Position 
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Figure 4. Relative positions of the satellite and a finite cloud situated in the 
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LOCAL TIME (100 HOURS) 
Figure 5. Theoretical diurnal variation of upwelling radiance as 
viewed by satellite for an optically thick (T=73.5) 
infinite cloud (top two curves) and finite cubic cloud 
(bottom two curves) from e = 0° (A) and e = 18 -+ 31 ° , 
<P = 22° (8). 
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relative radiances range in magnitude from 0.40 four hours before and 
after noon to a peak value of 1.07 at local noon. When viewing the 
same infinite cloud at an average zenith angle e = 18 + 31°, ¢ = 22°, 
a slightly different diurnal radiance pattern is observed. Overall, 
the two curves are very similar: both tend to be nearly symmetric 
about local noon and both are close in magnitude at most times of the 
day. The largest differences occur during mid-moring and at noon when 
the radiances are slightly less than the e = 0° case. The finite cubic 
cloud simulation for e = 0° (where only the cloud top is observed) 
depicted in Figure 5 is similar in shape to what is seen in the infinite 
cloud case for e = 0°. The curve is symmetric about local noon with 
the relative radiances ranging in magnitude from 0.33 four hours before 
and after local noon to a maximum value of 0.61 at local noon. When 
this same finite cloud is viewed off the vertical e = 18 + 31°, a 
strikingly different diurnal variation in observed radiance occurs. 
In this case both the top and west face of the cloud are visible to 
the viewer or satellite. In the morning hours a rather slow rise in 
relative radiance is observed from 0.24 relative radiance at 0800 LT 
to 0.38 relative radiance at 1200 LT with only the top and east face 
of the cloud being directly illuminated by the sun. In the afternoon 
hours a sharp rise in observed radiance occurs as the west face of the 
cloud becomes illuminated in addition to the top of the cloud. This 
effect results in a maximum observed relative radiance of 0.47 at 
1330 LT. 
Figure 6 depicts the theoretical diurnal variation of upwelling 
radiance for an infinite and a finite cubic cloud each with an optical 
depth of 20.0 and from the same two viewing geometries discussed in 
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1.0 
Figure 6. Same as Figure 5 except T = 20. 
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Figure 5. The e = 0° infinite cloud case is symmetric about local 
noon with relative radiances ranging in magnitude from 0.32 four hours 
before and after noon to a maximum value of 0.71 at local noon. When 
viewed from e = 18 +31°, the diurnal radiance pattern still tends to 
be symmetric about noon with both curves being close in magnitude at 
most times of the day. The peak radiance of 0.68 relative radiance 
occurs at 1300 LT, but this is only a minor increase from the 1100 LT 
relative radiance of 0.66. Except for slightly lower 1100 and 1200 LT 
relative radiance values and slightly higher afternoon relative radi-
ances, the two infinite cloud curves are almost identical. The finite 
cubic cloud case for e = 0° depicted in Figure 6 is symmetric about 
noon with relative radiances ranging in magnitude from 0.20 four hours 
before and after local noon to a peak value of 0.32 at local noon. 
Viewing this same finite cloud from an average angle e = 18 + 31° so 
that the top and west face are visible to the observer results in a 
noticeably skewed diurnal brightness distribution, similar to what was 
previously described in Figure 5. In this case, the relative radiances 
observed in the morning hours (-0.18) show little change prior to noon. 
At 1300 LT, however, a 33 percent increase to approximately 0.24 rela-
tive radiance occurs and this value persists until 1600 LT. 
The previous discussion has pointed out a number of characteristics 
of clouds through the use of simulated diurnal satellite observations. 
The first characteristic is that an infinite cloud viewed anywhere in 
the interval e = 0° to e = 18 + 31° (measured westward from zenith) has 
a theoretical diurnal radiance pattern that is essentially symmetric 
about noon, has a sharp rise (fall) in the morning (afternoon) hours, 
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and has a maximum radiance value at or very close to noon which is 
driven by the diurnal variation of the incident solar radiation. The 
second characteristic is that a finite cloud (or a field of radiatively 
noninteracting finite clouds) viewed at 8 = 0° has a theoretical diurnal 
radiance pattern that is also symmetric about noon with a peak value 
occurring at local noon. The third characteristic is that when viewing 
finite clouds from an average angle e = 18 + 31°, a prominent afternoon 
peak in radiance is observed that is at least 30 percent greater than 
the 1100 LT radiance vlaue. This is characteristically unique to the 
finite cloud in that the duration of these higher radiances is for 
three or more hours in the afternoon and the percent increase in after-
noon radiances is far greater than any observed in the two infinite 
cloud cases. 
Significant differences between the theoretical diurnal variation 
in observed radiances for an infinite and finite cubic cloud for 
8 = 18 + 31° are due to cloud shape as both the cloud top and west 
face become illuminated in the afternoon in the finite cloud case. 
Similar diurnal radiance patterns should be apparent in satellite 
observations of inhomogeneous cloud fields if those horizontal inhomo-
geneities are indicative of the presence of effects of cloud shape. 
Chapter 3 
SATELLITE DATA DESCRIPTION AND PROCESSING 
The satellite data used in this study for comparison with the 
simulated satellite observations is 1974 GARP Atlantic Tropical 
Experiment (GATE) satellite data which was collected by the first 
Synchronous Meteoro 1 ogi ca 1 Sate 11 ite (SMS-l) and descri bed by Smith 
and Vander Haar (1976). This data set was chosen for two reasons. The 
first is that SMS-l was a geostationary satellite that collected both 
visible and infrared (IR) data throughout the day, providing a diurnal 
sequence of observations from a fixed position. The second reason was 
the cheap and easy accessability of the satellite data at the National 
Center for Atmospheric Research (NCAR) Computing Facility where all of 
the computer processing for this study was performed. 
3.1 Satellite Characteristics 
SMS-1 was a geostationary satellite orbiting at an altitude of 
approximately 35,000 km and positioned at 0° latitude and 45° W 
longitude. The satellite collected full-disc data every 30 minutes 
during GATE for the period covering June 27 to September 20, 1974. 
The IR data were taken starting at 0000 GMT and ending at 2300 GMT, 
providing 24 hours of IR coverage. The visible data were taken 
starting at 0800 GMT and ending at 1900 GMT, providing 12 hours of 
visible cove:'age. 
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3.2 Satellite Data Set Description 
The image scanning device carried aboard SMS-l is called a Visible 
Infrared Spin-Scan Radiometer (VISSR) which contains eight visible 
sensors in the spectral range of 0.55 ~m to 0.75 ~m and two redundant 
IR sensors in the range 10.5 IJm to 12.5 IJm. The VISSR permits high 
spatial resolution, narrow spectral resolution and small solid angle 
measurements of reflected solar radiation and emitted IR radiation 
from the top of the atmosphere. The FOV of a s i ng1 e I R sensor is 
approximately 4 by 4 n. mi at the satellite sub-point (SSP). Only one 
IR sensor is used for any given image. The FOV of a single visible 
sensor is approximately 1/2 by 1/2 n. mi resolution at the SSP. 
The voltage responses of the eight visible sensor photomultipliers 
are assumed to be linear with incident energy 
P. = G. (V. - 0.) 
1 1 1 1 
(3.1) 
where Pi is power in watts, Gi is the gain of a given sensor in watts 
per volt, Vi ;s voltage (0 ~ Vi ~ 5), 0i is the voltage offset and 
subscript denotes one of the eight sensors. The voltage offset for 
each sensor is assumed to be negligible, less than 0.03 volts. The 
conversion of voltage to raw counts that are returned by the satellite 




C; = 28.l(V;) (3.2) 
is a 6-bit raw count (0 < C. < 63) for sensor i and 28.1 is 
- 1-
a constant. This nonlinear voltage-to-count conversion was used to 
keep the si~ral-to-noise ratio linear with respect to counts; there 
is an increase in signal-to-noise ratio with respect to increasing 
incident light energy (see Design Review Report--Visible Infrared 
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Spin-Scan Radiometer (VISSR) for a Synchronous Meteorological Satellite 
(SMS), published by Santa Barbara Research Center (1972». 
Full resolution IR data (4 by 4 n. mi) was collected and stored 
on magnetic tape at the original data collection site; however, reduced 
resolutions visible data (2 by 2 11. mi) produced by the aver-aging 
scheme illustrated in Figure 7 was stored 011 tape. It should be noted 
that the resultant 2 n. mi resolution raw count data (C~R) are 110t true 
averages since the square root digitization process was not taken into 
account. 
The full resolution IR and reduced resolution visible satellite 
data for the GATE sector outlined in Figure 8 were extracted from the 
original full-disc image digital recordings by Smith and Vonder Haar 
(1976). These raw data do not conform exactly to earth latitude and 
longitude coordinates and Smith et al. (1976) elected to bypass earth-
locating the raw data since to do so would have created discontinuities 
in the data signal and would have been very costly. 
3.3 Calibration of SMS-1 Visible Satellite Data 
Since no prelaunch photometric data from the SMS-1 Flight-1 VISSR 
detector is available for calibration purposes, Smith and Loranger 
(1977) dev i sed a cali brat i on procedure whi ch utili zed the NOAA- 2 
scanning radiometer (SR) model F-15 aboard a polar-orbiting satellite 
operational during 1974 GATE to cross-calibrate the SMS-1 sensor. This 
is possible since the NOAA-2 SR was photometrically calibrated prior 
to launch as discussed by Jones et al. (1965) and Smith and Loranger 
(1977). The I'e 1 at i \Ie spectral response character; st; cs of the NOAA-2 
SR and the SMS-l VISSR (eight detector mean~ shown in Fig~re 9 depict 
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26 
-- C1 + C2 + C3 + C4 C1 = 4 
-----+- C5 + C6 + C7 + C8 C2 = 4 
V) 3 C9 CIa Cn C12 -- C9 + CIa + C11 + C12 C3 4 = 
C13 C14 C15 C16 -- C13+ C14 + C15 + C16 C4 = 4 4 
16 6-bit full resolution 
vi sib 1 e data (!2 by ~ n. mi.) 
= 
where CnR. is 8-bi t data (0 < CnR. < 255). s - s -
Figure 7. Averaging scheme used to reduce ~ n. mi. resolution 
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Figure ~. Comparison of NOAA-2 SR (solid line) ~nd SMS-l VISSR 
(dashed line) relative response functions (from Smith 
and Loranger, 1977). 
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following discussion on the satellite cross-calibration is based on 
Smith and Loranger (1977). 
Cross-calibration was achieved by determining a linear regression 
relationship between a set of co-located measurements in space and time 
from NOAA-2 and SMS-l. The NOAA-2 SR sensor voltage responses and raw 
count scale are both linear with respect to incident radiation. As 
seen earlier in Eq. (3.2), the SMS-l shortwave l'aw count data is not 
linear with voltage, even though the voltage outputs were linear with 
incident energy. These nonlinear SMS-1 raw count data were rescaled 
to a normalized linear 8-bit raw count scale equivalent to that used 
for the NOAA-2 digitization process by 
cnQ 2 
c! = 254.0 [~] (3.3) 
where c! is the linearized SMS-1 8-bit raw count, c~Q is the 
nonlinear 8-bit raw count, 255.0 is the maximum SMS-l 8-bit raw count, 
and 254.0 is a scaling constant to scale the data to the 8-bit count 
scale used for the NOAA-2 digitization process. 
The next step is to co-navigate simultaneous separate observations 
by each satellite of the same area on the earth's surface such that 
each pixel of data from one satellite is looking at approximately the 
same location as the corresponding pixel of the other satellite. The 
data sets selected by Smith and Loranger (1977) for co-navigation were 
taken on September 17, 1974 near 1000 GMT as the NOAA-2 polar orbiter 
was descending toward the equator and the SMS-1 satellite was in a 
geostational J position over the equator at 450 W. The region bounded 
by 190 N to 10 Sand 12.50 W to 350 W was used for the analysis 
(Figure 10). The area of simultaneous observations in Figure 10 ;s 
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~ 
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Figure 10. GATE sector and the four regions of simultaneous measurements 




divided up into four areas since both satellites would be monitoring 
forward scatter to the east of the NOAA-2 orbital track (areas 2 and 4) 
but only SMS-1 would monitor forward scatter to the west of the orbital 
track of NOAA-2 (areas 1 and 3). The two sets of data were then 
remapped to identical earth coordinates with spatial errors of ±1 pixel 
(±4 n. mi). Correlation coefficients between the SMS-1 and NOAA-2 data 
sets were calculated for each region by 
r Q Q = (c~c; - c~c;)[((c~)2- c~C~)((c;)2- c;c;)J-1/2(3.4) 
(cn,cs) 
where c~ denotes saturation free NOAA-2 values, c; denotes SMS-1 
values and bars denote mean quantities. The results shown in Table 1 
show high correlation coefficients between SMS-1 and NOAA-2 data in the 
forward scatter regions 2 and 4, with lower correlation coefficients 
in regi ons 1 and 3 where SMS-1 was monitori ng forward scatter and 
NOAA-2 was monitoring backscatter. This discrepancy is likely 
explained by the presence of finite clouds and their associated 
scattering properties (see Figure 5) in the four regions of 
co-navigated data. The diurnal finite cloud curve in Figure 5 for 
viewing a finite cloud of the vertical (8 = 1.8 ~ 31 0 ) shows that an 
observation of a finite cloud from the sunlit side (afternoon hours 
Table 1. Correlation coefficients for the four 
regions of simultaneous measurements 












in Figure 5) will be much brighter than an observation of the same 
cloud viewed from the shadowed side (morning hours in Figure 5). This 
would explain the high correlation coefficients in regions 2 and 4 
since both satellites are viewing the shadowed sides of the finite 
clouds resident in those regions. The correlation coefficients in 
regions 1 and 3 should be lower due to shape effects since SMS-l is 
observing the shadowed sides of any finite clouds resident in those 
regions while NOAA-2 simultaneously observes the sunlit sides of those 
same clouds. The high correlation coefficients in regions 2 and 4 does 
indicate that the SMS-l and NOAA-2 satellite data were co-navigated 
successfully and that the sensor response-to-count linearity assumption 
for both satellites is valid. 
Since the correlation coefficients for areas 2 and 4 were so high 
(0.97 and 0.95, respectively) for the two sets of satellite data, a 
regression analysis was performed on the combined dataset of areas 2 
and 4 to find the equation describing the relationship betw'een the 
calibrated linear NOAA-2 data and the uncalibrated linearized SMS-l 
data. The general form of the regression equation to be solved for is 
(3.5) 
where and are the linearized SMS-l and NOAA-2 counts, 
respect i ve ly, a is the slope and b is the y- intercept of the 
regression line. The slope is solved by 
(3.6) 
and the y-intercept is found by 
b = c! - a c~ (3.7) 
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For the combined dataset of areas 2 and 4~ the slope (a) is equal to 
0.683 and the y-intercept (b) has a value of 2.34. 
The final calibraton equation for SMS-l nonlinear raw count data 
starts with the photometric calibration equation of the NOAA-2 SR 
expressed by 
NEFF = 0.0067759 ~ [(40cQ) + 20J 
m sr n 
(3.8) 
where NEFF is the effective fi ltered radi ance for the spectl'a 1 
response interval .515 ~m ~ ~ ~ .890 ~m (see Smith and Loranger (1977) 
for de'rivation). Combining Eqs. (3.3) and (3.5), a linear NOAA-2 raw 




Q __ ~ (254.0) - 2.34 
cn - 0.683 . (3.9) 
Substituting Eq. (3.9) into Eq. (3.8) gives the final calibration 
equation for the nonlinear SMS-l visible raw count data. 
3.4 Calibration of SMS-1 IR Satellite Data 
The IR 8-bit raw counts \oJere converted to equivalent black 
temperatures (K) through the use or 8 standard NESS lookup table and 
application of appropriate calibrat n adjustment routines reported by 
Smith and Vander Haar (1976). 
3.5 Statistical Procedure Performed on Satellite Data 
Cloud fields for study were selected by visually inspecting 
fun-disc visible satellite photographs from SMS-l and choosing 4° 
latitude by lO longitude square areas to the east of the SSP (0° N, 
45° W) near the equator which contained a cloud field. It is necessary 
to choose cloud fields to the east of the SSP and near the equator in 
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order to conform wi th the vi ewi ng geometri es used in creating the 
theoretical satellite observations discussed in the previous chapter. 
The large area size was chosen so that as the cloud field was tracked 
during the day, the net effects of some clouds moving 'n and out of the 
area and of clouds growing and dissipating would not substantially bias 
the diurnal variation in observed radiance. 
After calibration of the SMS-l visible raw counts to radiances, 
the original 2 n. mi resolution data were reduced to 4 n. mi resolution 
data by averaging four adjacent values together. This averaging scheme 
can be thought of as a grid with a grid spacing of 4 n. mi overlaid 
onto the 2 n. mi resolution data and then averaging together the four 
2 n. mi resolution data points that lie within each grid box. This 
first reduction in horizontal resolution was done to make the visible 
data directly comparable with the IR data which was originally 4 n. mi 
resolution. This allows for an assessment of the amount of cloud 
cover and thickness changes which could affect the diurnal variation in 
observed radiance. 
Next, a statistical procedure was then performed on this reduced 
resolution visible and IR data. The first step in this procedure was 
to generate a frequency distribution with 30 class intervals of 3.18 
radiance units for the visible data which ranges from 0 to 94.2 
Wm- 2sr-1 and 5 K for the IR data which ranges from 160 to 310 K. A 
cumulative distribution function (CDF) was then generated by summing 
over all of the class interval frequencies 
x 
I n. 
;=1 1 = --,="'"'-TN CDF(x) (3.10) 
where n. , 
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is the number of occurrences in the ith class interval, TN 
is the total number of occurrences in all the class intervals, and x 
is the highest class interval in which an occurrence is found. The 
visible data were summed from smali to large radiance values while the 
IR were summed from large to small values of temperature. Selected 
probab-ility levels (10%, 20%, 30%, etc.) were calculated by first 
determi ni I1g whi ch occurrence (m) corresponds to apart i cul ar 
probability 'level by 
m ::: (PL) (TN) (3.11) 
where PL is the probability level of interest. 
Next, the class interval in which m falls in is determined 
and the appropriate value (F) of radiance or temperature is computed by 
linearly interpolating between the endpoints of that particular class 
interval (i), assuming that all of the occurrences in i are evenly 
distributed over that class interval: 
F - [ lower class ] + m [class interval size] . (3.12) 
- interval size limit ni 
"lhese probability levels were then plotted versus time of day to depict 
the variation of observed radiance and temperature during the day. 
After performing the statistical procedure on both the visible and 
IR 4 n. mi reso 1 ut i on data for each hour of the day, the averagi ng 
scheme which reduced the 2 n. mi resolution data to 4 n. mi resolution 
data was applied to both the visible and IR 4 n. mi resolution data to 
reduce it to 8 n. mi resolution data. The statistical procedure 
descibed eal ;r>r was then applied to this 8 n. mi resolution data. 
This sequence of reso'iution reduction/statistical stratification was 
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performed for each hour of the day out to a reso lut i on of 64 n. mi at 
which point thf~ original 6400 n. mi resolution data points at 4. Ill; 
resolution were reduced to only 25 data points by the averaging scheme. 
Chapter 4 
DESCRIPTIVE COMPARISON OF SIMULATED DIURNAL SATELLITE 
OBSERVATIONS WITH SMS-1 DIURNAL SATELLITE DATA 
4.1 Comparison of an Infinite Cloud Diurnal Radiance Pattern with Two 
Selected Cloud Fields 
The simulated sequences of diurnal satellite observations for a 
theoretical finite and infinite cloud for selected viewing geometries 
show dramatic differences between the two types of clouds. A large 
number of cloud fields were studied in an attempt to find diurnal 
radiative characteristics similar to either the theoretical finite 
or infinite cloud. Four cloud fields were selected for a qualitative 
comparison with the simulated diurnal radiative behavior of the finite 
and infinite clouds. 
4.1.1 Case 1 
The first cloud field for study (Case 1) is located at 7° N 
latitude and 18° W longitude on July 8, 1974. The cloud field is 
extracted from the Intertropical Convergence lone (ITCl) which on this 
particular date is a line of large dense clouds and cloud clusters 
stretching across the Atlantic Ocean at 7° N latitude. Figure 11 shows 
that the ClOUd field in the Case 1 study area is composed of organized 
mature cumulonimbus clouds, a substantial amount of high level cirrus 
clouds and a variety of low and mid-level clouds situated about the 
cl uster of thunderstorms. The areal cloud cover in the Case 1 study 

































Before analyzing the visible data, the IR data is studied to 
determine if any major cloud changes occur that could substantially 
affect the diurnal character of the visible data. The diurnal varia-
tion of selected COF probability levels for the 4 n. mi resolution IR 
data for Case 1 (Figure 12) reveals that two minor changes in the cloud 
field do occur as the day progresses. The first change is a genet'al 
cooling trend in the afternoon hours which is of the greatest magnitude 
above the 60% probabi 1 i ty 1 eve 1. The 80% and 90% probabi 1 ity 1 eve 1 s 
coo 1 more than 15 K between 0900 L T and 1330 LT. The second change 
that occurs is a slight increase in areal cloud cover « 10 percent). 
This is determined by the number of data points warmer than 287 K, a 
threshold utilized by Smith (unpublished notes) for separating low 
(warm) cloud data points from background ocean data points. The 10% 
probabi 1 i ty 1 eve 1 iss i tuated at the 286 K poi nts at 0900 L T, and by 
1430 LT is situated at the 279 K point, indicating an increase in the 
number of data points cooler than 287 K between those two times. The 
cloud scene as a whole shows a slight increase « 5 percent) in cloud 
cover occurring during the late morning hours and an increase in the 
height of about 40 percent of the cloud cover in the afternoon hours. 
The diurnal variation of radiances for 4 n. mi resolution visible 
data from Case 1 for selected CDF probabil ity 1 eve 1 s are shown in 
Figure 13. The probability levels from the CDF's at and above the 70% 
probability level exhibit a symmetry about local noon when the maximum 
radiances (56.0 Wm- 2sr-1 at the 90 percent probability level) occur, 
closely resembling the theoretical diurnal variation in radiance for an 
infinite cloud depicted in Figure 5. The theoretical peak radiance at 
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Figure 12. Diurnal variation of selected CDF probability levels 
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Figure 13. Diurnal variation of selected CDF probability levels 
for 4 n. mi resolution visible radiances for Case 1. 
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radiance, which is close to what is observed in Case 1 where the peak 
radiance at noon for the 90% level is 1.90 times the value at 0800 LT. 
The probability levels below 70% are skewed towards the afternoon with 
a minor peak in radiance occurring at 1400 LT. This phenomenon could 
be attributed to a change in the cloud field or to finite effects. 
Considering the facts available (increase in cloud cover in the after-
noon, an increase in the number of very cold data points, and large 
convective cloud elements in the cloud field) there are two likely 
causes for the increase in visible brightness in the middle probability 
levels during the afternoon hours. The first cause is development of 
cold cirrus clouds around the perimeter of the convective cloud 
elements. This would account for the increase in both cloud cover and 
in the number of very cold data points, with the convective cloud 
elements providing a perfect source for the cirrus clouds. The second 
cause could be that the increase in cloud cover is due to development 
of warm, low level clouds that have a brightness or radiance value in 
the range of the middle probability levels. The increase in very cold 
IR data points could then be due to vertical growth of the convective 
cloud elements into colder levels of the atmosphere in the afternoon. 
It is likely that one or both of these causes combined is the reason 
for the delayed minor peak in the visible data probability levels and 
not finite cloud or cloud shape effects. 
The 50% probability level from Figure 13 as well as the (90%-60%) 
difference, which represents the relative behavior of the data points 
between these levels, for each hour of the day for 4 and 16 n. mi 
resolution data are shown in Figure 14. Selecting probability levels 
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Figure 14. Diurnal variation of the 50% probability level from 
Figure 13 and the visible radiance (90%-60%) dif-
fey·ence at tJ, and 16 n. mi resolutions. 
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probabilities) from the background ocean data points (low 
probabilities) which are sometimes contaminated by sunglint. The 
4 n. mi resolution (90%-60%) difference curve shows a symmetry about 
the noon hour that is very similar to the infinite cloud diurnal 
radiance curve in Figure 5, with the ratio of observed radiances at 
0800 LT and 1200 LT 0.91) being very close to the compaY'able 
theoretical rat"io (2.19). The (90%-60%) difference fot' 16 n. m; 
reso"illt'ion data is slightly reduced in magnitude (~2.0 Wm- 2sr-1) 
compared to the 4 n. mi resolution (90%-60%) curve, but still retains 
the infinite c·loud characteristic of symmetry about the noon hour. The 
reduction iiI the magnitude of the radiances as horizontal resolution is 
degraded is due to the averaging scheme used to degrade resolution. 
Averaging sixteen 4 n. mi resolution data points together to get one 
16 n. mi resolution data point causes the data points brighter and 
darker than the mean radi ance for the whole scene to be averaged 
towards the mean. This effect reduces the range of the radiances in a 
given scene as horizontal resolution is degraded and can be considered 
as a measure of the horizontal inhomogeneity in the cloud field within 
the study a rea. 
4 1.2 Case 2 
The second cloud field for study (Case 2) ;s located at 5.5°N 
latitude and 200W longitude on June 29, 1974. This cloud field is also 
extracted from the rTCZ 2nd consists of a section of a large cloud 
cluster situated in the eastern Atlantic. Figure 15 shows that the 
prominent cloud type in the scene is cirrus outflow from the 
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mid-level convective clouds are also evident in the cloud field. The 
study area in Case 2 is almost totally cloud covered (> 95 percent). 
Examination of the diurnal variation of selected CDF probability 
levels for 4 n. mi resolution IR data for Case 2 in Figure 16 reveals 
that a few changes in the cloud field occur in the afternoon hours. 
The probability levels at and above the 50% level show that an increase 
in temperature, almost 10 K, occurs in half the data points in the 
scene. The probability levels below 50% show an opposite trend with a 
decrease in temperature occurring just prior to 1200 LT and continuing 
until 1400 LT in the afternoon. Cloud cover decreases slightly in the 
early morning hours to a minimum of about 87 percent and increases 
sharply during the late morning and afternoon hours to almost 100 
percent by 1400 LT. This increase in cloud cover is accompanied by a 
decrease in the height of the tall cloud elements in the scene, 
affecting almost half of the area of the scene. 
The diurnal variation of radiances for 4 n. mi resolution visible 
data from Case 2 for selected CDF probabi 1 ity 1 eve 1 s are shown in 
Fi gure 17. The probabil ity 1 eve 1 s at and above the 50% probabil i ty 
level are nearly symmetric about local noon except for a slight 
reduction in radiances in the afternoon hours. This observed symmetry 
in the diurnal variation of radiances is similar to the theoretical 
diurnal variation in radiance for an infinite cloud shown in Figure 5. 
The ratio of the observed 1200 LT radiance to the 0800 LT radiance at 
the 90% probabi i ity 1 eve 1 is 1. 87 and at the 70% probabil ity 1 eve 1 
is L 97, both comparable with the theoretical ratio of 2.19. The 
probabil ity 1 eve 1 s below 50% are skewed with the peak radi ance 
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Figure 16. Diurnal variation of selected CDF probability levels 
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Figure 17. Diurnal variation of selected CDF probability levels 
for 4 n. mi resolution visible radiances for Case 2. 
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1 eve 1. Thi s afternoon peak 'j n rad; ance, as inCase 1, is not 
attributed to cloud shape effects. Since the areal cloud cover is 
almost 100 percent, the afternoon increase in visible radiance of the 
lower probability levels in Figure 17 cannot be attributed to an 
increase in cloud cover. The probable cause for the afternoon increase 
in radiance is an increase in the thickness of low level warm clouds in 
the Case 2 study area during the afternoon, as evidenced by the cooling 
that occurs in the probability levels below the 50% probability level 
in Figure 16. The increased geometric thickness of the clouds could 
cause an increase in observed radiances if the cloud optical thickness 
increases concurrently with the geometry thi ckness. The converse of 
this argument could account for the warming of the IR high probability 
levels and the decrease in radiance in the visible data high 
probabil; ty 1 eve 1 s. The warm; ng trend coul d be associ ated wi th 
dissipation of the tops of dying convective towers or cirrus anvils in 
the cloud cluster. As these clouds dissipate, the number of very cold 
data points would decrease as would the number of very bright data 
points if this decrease in geometric thickness is accompanied by a 
decrease in optical thickness. 
The diurnal (90%-60%) differences at 4 and 16 n. mi resolutions as 
well as the 50% probability level from Figure 17 for Case 2 are plotted 
in Figure 18. Both the 4 and 16 n. mi resolution (90%-60%) differences 
are skewed with the maximum value for both curves occurring at 1100 LT. 
This is due to the cloud field changes which caused the reduction of 
the afternoon rad; ance 1 eve 1 sin the hi gh probabi 1 i ty 1 eve 1 sin 
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Figure 18. Diurnal variation of the 50% probability level from 
Figure 17 and the visible radiance (90%-60%) dif-
ference at 4 and 16 n. m; resolutions. 
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radiance levels, the 0800 LT to 1200 LT ratio ;s 1.83, vet'y close to 
what was seen in Case 1 (1.91) and the theoretical infinite cloud case 
(2.19). This indicates that only a small amount of cloud change 
occurred prior to 1200 LT. The 16 n. mi resolution (90%-60%) 
difference is very close in magnitude to the 4 n. mi resolution 
(90%-60%) difference. This indicates that a higher level of horizontal 
homogeneity ex; sts ; n the Case 2 study area than ; n the Case 1 study 
area. 
4.2 Comparison of a Finite Cubic Cloud Diurnal Radiance Pattern with 
Two Selected Cloud Fields 
4.2.1 Case 3 
The third cloud field for study (Case 3) is located at OON 
latitude and 33°W longitude on July 8, 1974. Figure 19 shows that this 
is a broken cloud field consisting of low and mid-level clouds and 
cloud groups ranging in size up to 50 n. mi in diameter. There is no 
apparent cloud field organization to this particular cloud field except 
fOf' the clumping of clouds together into cloud groups. The Case 3 
study area has about 20 to 25 percent of its 4° latitude by 4° 
longitude area coveted by clouds. 
Examination of the diurnal variation of selected CDF probability 
levels for 4 n. mi resolution IR data for Case 3 (Figure 20) reveals 
that some minor changes in the cloud field are occurring during the 
day, but these changes are working in opposition to any finite cloud 
effects that may be occurring during the day. The first change is a 
warming that is occurring at the 90%, 80% and 70% probability levels. 
The 90% level warms from 272 K at 0800 LT to 281 K at 1300 LT which is 
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Figure 20. Diurnal variation of selected CDF probability levels 
for 4 n. mi resolution IR data for Case 3. 
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indicates that the amount of middle level cloudiness during the morning 
and early afternoon hours is decreasing. This warming trend is 
accompanied by about a 6 percent decrease in total cloud cover based on 
the 287 K threshold. Based solely on the knowledge that cloud cover is 
decreasing as well as cloud height, the expected diurnal variation in 
radiance would have the expected maximum radiance occurring sometime 
during the morning hours and a minimum observed radiance occurring in 
the early afternoon hours. 
The diurnal variation of radiances for 4 n. mi resolution visible 
data from Case 3 for selected CDF probability levels are shown in 
Figure 21. Instead of the diurnal radiance curves being symmetric 
about local noon as in Cases 1 and 2, all of the probability levels 
plotted show a peak in radiance at 1130 LT followed by a second peak in 
radiance at 1400 LT for the levels at and above the 70% probability 
1 eve 1. These two peaks are due to two di fferent phenomena and are 
independent of each other. The first peak (21.0 Wm- 2sr-1 at the 90% 
level) that occurs in all probability levels is due to sunglint which 
is contaminating the cloud scene. Sunglint is caused by the specular 
reflection of sunlight off of the ocean surface which explains why the 
low probability levels were affected. If the sunlight effects are 
ignored in the diurnal radiance curves in Figure 21, the low probabil-
ity levels (ocean) are constant throughout the day, while the 90% level 
shows a rise in radiance in the morning hours followed by a rapid rise 
-2 -1 to a peak radiance value of 21.0 Wm sr occurring at 1400 LT. This 
is very similar to the theoretical diurnal variation of radiance for a 
finite cubic cloud seen in Figure 5 where the theoretical peak radiance 
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Figure 21. Diurnal variation of selected CDF probability 
levels for 4 n. mi resolution visible radiances 
for Case 3. 
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greater than the 1000 LT radiance which is very close to the 40 percent 
increase in observed radiance seen in Case 3 for the same two times. 
This afternoon peak in radiance is due to the vertical extent of the 
finite cloud or cloud shape effects. It is important to note that the 
observed visible data behaved differently than expected based on the 
IR data alone. Cloud shape effects can account for the discrepancy 
between the visible and IR data, and based on the example, cloud shape 
must be considered as important a variable as cloud cover and thickness 
when categorizing or studying cloud fields. 
The 50% probability level from Figure 21 as well as the (90%-60%) 
difference for 4 and 16 n. mi resolution data for Case 3 are shown in 
Figure 22. The differencing has not completely eliminated the sunglint 
effects as seen in the minor rise in radiance at 1000 LT. The finite 
cloud effects are still evident due to the prominent afternoon maximum 
in radi ance centered at 1400 LT. The 1400 LT radi ances at both 4 and 
16 n. mi resolutions are approximately 61 percent greater than their 
respective 1000 LT radiances, which is substantially higher than the 
42 percent increase in theoretical radiances for the same two times 
in Figure 5. The 16 n. mi resolution (90%-60%) difference curve is 
reduced in magnitude by approximately 2.0 Wm- 2sr-1 compared to the 
4 n. mi resolution (90%-60%) difference due to the high degree of 
horizontal inhomogeneity in the broken cloud field. 
4.2.2 Case 4 
The fourth cloud fi e 1 d for study (Case 4) is located at 2° S 
latitude and 25° W longitude on July 13, 1974. Figure 23 shows that 
this is a broken cloud field consisting of low-level clouds and cloud 
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Figure 22. Diurnal variation of the 50% probability level from Figure 21 and the visible radiance (90%-60%) dif-

























organization is evident in the cloud scene with the majority of clouds 
and cloud groups running diagonally through the center of the 4° 
1 at itude by 4° longitude study area, extendi ng from the northwest 
corner all the way to the southeast comer. This main band of clouds 
is accompanied by a number of smaller bands of clouds to the southwest 
and parallel to the main band. The clouds cover about 25 percent of 
the Case 4 study area. 
The diurnal variation of selected COF probability levels for 
4 n. mi resolution IR data for Case 4 are shown in Figure 24. Since 
the vi sib 1 e data shows that almost 25 percent of the study area is 
cloud covered and all of these clouds are warm low clouds, a threshold 
temperature of 288 K is more appropriate for separating cloud and ocean 
data poi nts than the 287 K thresho 1 d used inCases 1, 2, and 3. 
Overall, Figure 24 shows little change occurring in the cloud field 
during the day. No change in cloud cover occurs, a very slight cooling 
of the 90% probability level occurs in the afternoon, and a slight 
cooling occurs in the ocean values (10% level) during the day. 
The diurnal variation of radiances for 4 n. mi resolution visible 
data from Case 4 for selected CDF probability levels are shown in 
Figure 25. The 1100 LT data were not available for analysis and were 
estimated by interpolating between the 1000 and 1200 LT data. This 
estimated data is actually a better representation of what would be 
observed at 1100 LT since the observed data woul d have been con-
taminated with sunglint in a manner similar to Case 3 (Figure 21). 
The probability levels at and above the 70% level are skewed with a 
lJIaximum radiance of 20.0 Wm- 2sr-1 at the 90% level occurring at 
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Figure 24. Diurnal variation of selected CDF probability levels 
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Figure 25. Diurnal variation of selected CDF probability levels 
for 4 n. mi resolution visible radiances for Case 4. 
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seen for the finite cloud (Figure 5) and in Case 3 (Figure 21). The 
1330 L T radi ance is 33 percent greater than the 1000 LT radi ance 
comparab 1 e to the 42 percent and 40 percent increases seen in the 
theoretical finite cloud case and Case 3, respectively, for the same 
two times. The 50% and 30% probability levels show little change 
duri ng the day, wi th some sungl i nt effects evi dent from 0900 LT to 
1300 LT. Since the IR data showed that no large change in the cloud 
field occurs during the day, the afternoon maximum radiance observed in 
the high probability levels in Figure 25 is due to cloud shape effects. 
The 50% probabil ity 1 eve 1 from Fi gure 25 as we 11 as 'the (90%-60%) 
difference at 4 and 16 n. mi resolution for Case 4 are shown in 
Figure 26. The finite cloud effects are still evident due to the 
prominent afternoon maximum in radiance at 1400 LT. The 1400 LT 
radiances at both 4 and 16 n. mi resolutions are approximately 68 
percent greater than the; r respect; ve 1000 LT ~ad; ances. Th; s ; s 
comparable to the 61 percent increase in theoretical finite cloud 
radiance for the same two times in Figure 5. The 16 n. mi resolution 
(90%-60%) difference curve ; s reduced in magnitude by at 1 east 
2.0 Wm- 2sr-1 compared to the 4 n. mi resolution (90%-60%) difference. 
This is comparable to the amount of reduction seen in Cases 1 and 3 and 
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Figure 26. Diurnal variation of the 50% probability level from 
Figure 25 and the visible radiance (90%-60%) dif-
ference at 4 and 16 n. mi resolutions. 
Chapter 5 
SUMMARY AND CONCLUSIONS 
The effects of finite and semi-infinite cloud shape on diurnal 
satellite observations were investigated by simulating diurnal 
satellite observations of a finite cubic and semi-infinite cloud and 
comparing these results with actual satellite observations of cloud 
fields with cloud cover varying from less than 30 percent to greater 
than 90 percent. 
Theoret i ca 1 satellite observations were created by computing 
relative radiances from a theoretical model which used the Monte Carlo 
method to simulate the scattering of solar radiation by a finite cubic 
and infinite cloud for optical depths of 73.5 and 20.0. These 
radiances were computed for five different solar illumination angle 
and then adjusted to simulate a series of geostationary satellite 
observations during the day. These computations were made with the 
satellite and clouds situated in the equatorial plane at the equinox. 
The diurnal variations in radiance for a theoretical infinite and 
finite cubic cloud viewed at a zenith viewing angle (8) of 0° were 
both symmetric about local noon when the maximum radiance occurred. 
This was true for both optical depths. When viewing the same clouds 
from an average zenith viewing angle of 18 to 31° (measured westward 
from zenith) the diurnal variation in radiance for the infinite cloud 
was again essentially symmetric about local noon when the maximum 
radiance occurred. The finite cubic cloud, however, had a skewed 
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diurnal variation in radiance with the maximum radiance occurring at 
1400 local time. This was true for both optical depths. 
The diurnal variation in radiance for the infinite and finite 
clouds were then compared to diurnal radiance data from cloud fields 
observed by geostationary satellite (SMS-1). The compari son was 
accomp 1 i shed by formi ng frequency di stri buti ons for each hour of 
digitized visible satellite data for a cloud scene and then generating 
cumul ative di stributi on functi ons (CDF) from those hourly frequency 
distributions. Selected CDF probability levels from each hour were 
plotted as a function of time and the compared to the theoretical 
diurnal variation of radiance. 
Two cloud fields consisting of cloud clusters that covered more 
than 90 percent of the 4° latitude by 4° longitude study area were 
chosen to examine the diurnal radiance pattern of semi-infinite clouds. 
The observed radiance pattern for both of the observed cloud fields 
closely resembled the theoretical radiance pattern for an infinite 
cloud with the pattern being symmetric about local noon when the 
maximum radiance occurred. This was true for both the probability 
levels at and above the 70% level and the (90%-60%) differences at 4 
and 16 n. mi resolutions for both cases. 
Two cloud fields consisting of scattered clouds that covered less 
than 30 percent of the study areas were chosen to examine the diurnal 
radiance pattern of finite clouds. The 90% probability levels as well 
as the (90%-60%) differences at 4 and 16 n. mi reso 1 ut ions for. both 
observed cloud fields closely resembled the theoretical radiance 
pattern for a finite cloud viewed from e =18 + 31°, with the greater 
radiances occurring during th~ afternoon hours and peaking at 1400 LT. 
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The results from the four cloud fields show that the radiative 
features of semi-infinite and finite clouds can both be found in 
satellite observations. This was true not only for the high resolution 
data (4 n. mi), but also for 16 n. mi resolution data which indicates 
that none of these cloud radiative features are resolution dependent. 
These results mean that care should be used in interpreting and using 
satellite data since cloud shape and the viewer, cloud and solar 
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