The well-known Blasius flow is governed by a third-order nonlinear ordinary differential equation with two-point boundary value. Specially, one of the boundary conditions is asymptotically assigned on the first derivative at infinity, which is the main challenge on handling this problem. Through introducing two transformations not only for independent variable bur also for function, the difficulty originated from the semi-infinite interval and asymptotic boundary condition is overcome. The deduced nonlinear differential equation is subsequently investigated with the fixed point method, so the original complex nonlinear equation is replaced by a series of integrable linear equations. Meanwhile, in order to improve the convergence and stability of iteration procedure, a sequence of relaxation factors is introduced in the framework of fixed point method and determined by the steepest descent seeking algorithm in a convenient manner.
Introduction
The Navier-Stokes equations are the fundamental governing equations of fluid flow. Usually, this set of nonlinear partial differential equations has no general solution, and analytical solutions are very rare only for some simple fluid flows. However, in some certain flows, the Navier-Stokes equations may be reduced to a set of nonlinear ordinary differential equations under a similarity transform [1, 2] . These similarity solutions could not only provide some physical significance to the complex Navier-Stokes equations but also act as a benchmarking for numerical method. The well-known Blasius flow [3] [4] [5] is possibly the simplest example among these similarity solutions. It describes the idealized incompressible laminar flow past an semi-infinite flat plate at high Reynolds numbers, which is mathematically a third-order nonlinear two-point boundary value problem:
subject to the boundary conditions:
(0) = 0, (0) = 0, lim
where the prime denotes differentiation to the variable and ( ) is the nondimensional stream function related to the stream function ( , ) as follows:
= √ ∞ /(] ) is the similarity variable, where ∞ is the free stream velocity, ] is the kinematic viscosity coefficient, and and are the two independent coordinates. The two velocity components are then determined: = = ∞ ( ) ,
According to (1) and (2) the solution is defined on a semiinfinite interval ≥ 0, and one of the boundary conditions is asymptotically assigned on the first derivative of function at infinity, which are the main challenges on solving the 2 Abstract and Applied Analysis Blasius flow. The solution to this problem has the following asymptotic property [6, 7] :
where is a constant and the benchmarking value provided by Boyd [6, 7] is = −1.720787657520503. As known, no simple closed-form solution to the Blasius problem is available, despite the simple form and such a long history of it since 1908 [3] . Much attention has been paid to this problem. Blasius [3] himself firstly investigated this problem by the perturbation method and obtained an approximate solution by matching a power series solution for small to an asymptotic expansion for large . However, this procedure may be improper because of somewhat restricted radius of convergence in the first power series [8] . Later, this problem was handled by Bender et al. [9] with -expansion in a smart manner. The approximate solutions were obtained by He [10] , Liao [11, 12] , and Turkyilmazoglu [13] [14] [15] [16] with the variational iteration method, homotopy analysis method, and homotopy perturbation method, respectively. Wang [17] also investigated this problem by the Adomian decomposition method. Meantime, there are a lot of numerical methods emerging to handle the Blasius problem including, but not limited to, shooting method, finite differences method, and spectral method [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . A vast bibliography of numerical methods has developed for this problem, so a full account of them is out of the scope of this paper, and readers are suggested to refer to the review articles [6, 7] . It is noted that the existing numerical methods usually integrate this problem over a finite interval ∈ [0, ∞ ], although the Blasius problem is originally defined on the semi-infinite interval ∈ [0, +∞). Thus the value of ∞ should be chosen sufficiently large to assure the accuracy of the asymptotical boundary condition at infinity. However, the appropriate value ∞ could not be determined beforehand, so usually the trial-and-error approach is involved, and some different values should be tried to find the appropriate ∞ to satisfy the demanded accuracy.
In order to exactly assure the boundary conditions (2) and obtain a uniformly valid solution on the semi-infinite interval ∈ [0,+∞), two transformations not only for the independent variable but also for function ( ) are introduced in this paper. The transformed nonlinear differential equation is subsequently investigated with the fixed point method (FPM) [33] , which transforms the nonlinear differential equation into a series of integrable linear differential equations. Hence, an approximate semianalytical solution to the Blasius problem is finally obtained, which is valid on the whole domain and can satisfy the asymptotic property automatically. Meantime, in order to improve the convergence and stability of iteration procedure, a sequence of relaxation factors is introduced in the framework of FPM, which are determined by the steepest descent seeking algorithm. Thus, the accuracy of this approximate solution could be improved step by step in a convenient manner. 
Revisiting the Blasius Equation by
Fixed Point Method 2.1. Transformations. As mentioned in Section 1, the main challenge on handling the Blasius problem originates from the semi-infinite interval ∈ [0, +∞) and the asymptotic boundary condition lim → ∞ ( ) = 1. In order to overcome these difficulties, two transformations are introduced for independent variable and function ( ), respectively,
Abstract and Applied Analysis where (>0) is a free parameter. 1/ stands for the length dimension and its physical meaning is related to the scale of boundary layer thickness. The influence of on the solution will be discussed in detail in Section 3.2.
Hence, the original Blasius equation becomes
with the following boundary conditions:
where the prime denotes differentiation to the new variable . It is clear that the semi-infinite interval ∈ [0, +∞) is mapped to the bounded interval −1 ≤ ≤ 1, and the original asymptotic boundary condition lim → ∞ ( ) = 1 becomes
which is beneficial to the acquirement of the valid solution in the whole domain.
The Idea of Fixed Point Method (FPM).
The fixed point, a fundamental concept in functional analysis [34] , has been widely adopted in studying the existence and uniqueness of solutions by pure mathematicians. Recently, the fixed point concept has been used to handle nonlinear differential equations, and the fixed point method (FPM) has been proposed to obtain the explicit approximate analytical solution to the nonlinear differential equation [33] .
To outline the idea of FPM, let us consider the following nonlinear differential equation:
where A[⋅] is a nonlinear operator and is an unknown function. Here, B + [ ] = 0 is the boundary condition and/or initial condition for .
is a contractive map:
where L [⋅] is a linear continuous bijective operator, named as the linear characteristic operator of the nonlinear operator
. is a real nonzero free parameter, named as the relaxation factor, which could improve the convergence and stability of iteration procedure. The optimal value is usually dependent on the problem to be solved [33] . Then, a solution sequence { | = 0, 1, 2, 3, . . .} can be obtained from the following iteration procedure:
If the convergence of the solution sequence { | = 0, 1, 2, 3, . . .} is ensured, it is clear that the limit value * is exactly the zero point of the original nonlinear operator A[⋅]:
and * is also named as a fixed point of the contractive map
In [33] , only one relaxation factor is introduced and determined by the so-called -curves in a heuristic manner. Here, a sequence of relaxation factors { | = 1, 2, 3, . . .} is introduced in (12) , which will be decided according to the steepest descent seeking algorithm in the following Section 2.3. 
The Steepest Descent Seeking Algorithm (SDS).
As mentioned in Section 2.2, the relaxation factor { | = 1, 2, 3, . . .} could improve the convergence and stability of iteration procedure, and usually the optimal value of relaxation factor is dependent on the problem to be solved. Here, an algorithm, named as the steepest descent seeking algorithm (SDS), is adopted to determine the optimal value of the relaxation factor. Let Res denote the square residual error of the aforementioned iteration procedure in (13):
where Ω is the definition domain of the variable and Res is a kind of global residual error and can evaluate the accuracy of the approximation . Then it is suggested that the optimal value of relaxation factor ,opt corresponds to the value such that Res obtains the minimum value min(Res ). For example, when = 1, the square residual error Res 1 ( 1 ) is a function of 1 only and thus the optimal value 1,opt can be obtained by solving the nonlinear algebraic equation:
When = 2, the square residual error Res 2 ( 1 , 2 ) is dependent on 1 and 2 . Because the optimal value 1,opt is known from the previous step, the optimal value 2,opt is governed by the following nonlinear algebraic equation:
Similarly, for the th-higher order, the square residual error Res actually contains an unknown relaxation factor Abstract and Applied Analysis 5 only, so the optimal value ,opt is determined by the following nonlinear algebraic equation:
The name of the steepest descent seeking algorithm just comes from the aforementioned approach; that is, every optimal value ,opt is sought to minimize the corresponding square residual error Res . According to this approach, only one nonlinear algebraic equation should be solved in every iteration step, and the elements of the sequence { | = 1, 2, 3, . . .} are obtained sequentially and separately.
Iteration
Procedure. Now, for (7), let us choose the linear characteristic operator:
and construct an iteration procedure as follows:
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The initial guess 0 is conveniently chosen as
which satisfies the following equation:
Result and Discussion

Results as =1/5.
Before the acquirement of approximate solution according to the iteration procedure (21), the free parameter should be determined. It is found that the iteration procedure converges rapidly when the value of 1/ takes the scale of boundary layer thickness. Here, the value of is firstly set to = 1/5 and the influence of value on the solution will be studied in Section 3.2.
In order to demonstrate FPM, the procedure to obtain the first-order approximation 1 ( ) is given here in detail. Firstly, the governing equation for 1 ( ) is deduced according to (21):
Then the first order approximation 1 ( ) takes the following form: 
It is clear that the first-order approximation 1 ( ) in (25) is dependent on the relaxation factor 1 , whose optimal value could be determined by the steepest descent seeking algorithm (SDS) as mentioned in Section 2.3. Here, the square residual error Res of the original equation (1) is introduced:
Then, the square residual error of 1 ( ) is as follows: 
and the optimal value 1,opt and the minimum of Res 1 are
Hence, the first-order approximation 1 ( ) is finally determined: 
For the higher-order approximation ( ), the procedure is similar, and an explicit semianalytical solution could be deduced by the symbolic computation software, such as MAXIMA, MAPLE and MATHEMATICA.
In consideration of the transformation (6), the corresponding approximate solution ( ) to the original Blasius equations (1) and (2) is
The convergence history of the square residual error Res is illustrated in Figure 1 , which clearly shows that Res is gradually reduced during the iteration procedure, so the accuracy of the approximate solution could be improved step by step to any possibility.
The second derivative (0) is a measure of the shear stress on the plate and plays a critical role in the Blasius problem [4, 5] . The relationship between (0) and (−1) can be deduced as follows:
The convergence history of (0) is displayed in Figure 2 , which shows that the difference between the approximation (0) and Boyd's [6, 7] benchmarking result (0) = 0.33205733621519630 decreases during the iteration procedure. Meanwhile, the comparison between the present result and others given in [6, 7, 31, 32] is tabulated in Table 1 , which shows that (0) is the same as Boyd's benchmarking result within 7 significant digits when ≥ 300 and within 12 significant digits when ≥ 800.
The approximate semianalytical solutions and the wellknown Howarth's [32] accurate numerical result of ( ), ( ), and ( ) are compared in Figure 3 and simultaneously tabulated in Tables 2-4 , which shows that the present result obtained by FPM is of high accuracy.
The residual error function A [ ] = 2 + is plotted in Figure 4 , which also reveals that the error of approximate solutions gradually decreases during the iteration procedure. Moreover, the present approximate solutions are uniformly valid in the whole region.
Based on the asymptotic property of ( ) given in (5), we obtain
The approximate value of could be obtained as follows:
The comparison between the approximate value of obtained by FPM ( = 800, = 1/5) and the benchmarking result = −1.720787657520503 provided by Boyd [6, 7] is given in Table 5 , which shows that the present result is the same as Boyd's benchmarking result within 7 significant digits when ≥ 9 and within 13 significant digits when ≥ 13. [5] . According to Prandtl's boundary layer theory, the effect of viscosity is mainly confined to the boundary layer such that < , and the outer flow ( > ) could be considered as inviscid flow. From Table 3 , the thickness of the boundary layer is just about ≈ 5, where / ∞ = ≈ 0.99. Now, the physical meaning of becomes clear. 1/ has the same scale of boundary layer thickness . In consideration of transformation (6), the region −1 ≤ ≤ 1 is divided into two equal parts, and the viscous flow ( < ≈ 5) and inviscid flow ( > ≈ 5) correspond to −1 ≤ < 0 and 0 < < 1, respectively. Although this determination of is in a heuristic manner, it is fortunate that the solution is quite insensitive to so long as 1/ is of the same order-of-magnitude as ≈ 5. The influence of on the convergence of (0) is given in Figures 6 (a) and 6(b), which also reveals that the limit values of (0) with different values agree well with each other. Hence, the selection of is nonessential to the final solution.
Conclusion
In this paper, the well-known Blasius flow is revisited by the fixed point method (FPM). In order to overcome the difficulties originated from the semi-infinite interval and asymptotic boundary condition, two transformations are introduced for not only the independent variable but also the dependent variable. Under these transformations, all the boundary conditions are exactly assured for every order approximate solution. In the meanwhile, a free scale parameter is introduced in the transformation, and its physical meaning is related to the thickness of the boundary layer. Moreover, a sequence of relaxation factors { | = 1, 2, 3, . . .} is introduced to improve the convergence and stability during iteration procedure, and its elements are obtained in a convenient manner by the steepest descent seeking algorithm. Finally, the comparison of the present results with other scholars' numerical results, especially with the benchmarking results provided by Boyd, shows that FPM is an effective and accurate approach to obtain the semianalytical solution to nonlinear problems. Kinematic viscosity coefficient, m 2 /s.
