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Abstract
Proton Nuclear Magnetic Resonance (NMR) spectroscopy was used together with the
chemometric technique ofPLS-1 to quantitatively analyze mixtures of up to five different
plasticizers. The five plasticizers chosen for the study are commonly used to plasticize
poly(vinyl chloride): di(2-ethyl hexyl) phthalate, butyl benzyl phthalate, 2,2,4-trimethyl-1,3-
pentanediol diisobutyrate, diisoheptyl phthalate, and epoxidized soybean oil. GRAMS/386
software (Galactic Industries Corporation, Salem, NH) together with the add-on application
PLSplus/IQ was used for the chemometric analysis. A total of 111 proton NMR spectra of
known plasticizer mixtures was used to create the calibration model. The calibration model was
used to predict the compositions of 50 unknown mixtures based on their proton NMR spectra.
The model was able to predict the compositions of these unknowns with a high degree of
accuracy. Almost all of the samples were predicted to well within 1% (absolute) of the true
values for all of the components, and 34 of the 50 were predicted to within 0.5%. The root mean
squares of the differences between actual and predicted compositions (in absolute percentages)
for the five plasticizers were 0.38%, 0.31 %,0.22%,0.48%, and 0.30%, respectively.
1
Introduction
Plasticizers are substances added to plastics such as poly(vinyl chloride) (PVC) to
improvetheir processing and flexibility.! Regulation of the degree of plasticizing can be
accomplished py varying the amount and types of plasticizers used. Different plasticizers are
recommended for different desired properties in the final product. Some properties that can be
controlled through the judicious choice ofplasticizer are flame resistance, light and heat
stability, electrical properties, flexibility at low temperatures, and staining resistance.! Selection
of the right plasticizer can also aid in the processing ofthe plastic-- some plasticizers are good
for viscosity control during processing, for example.2 Other considerations in plasticizer
selection are supply (i.e., is there enough available in the marketplace for the necessary volume?)
and cost?
The vinyl flooring industry is a large consumer of PVC resin, an_d therefore a large
consumer of plasticizers. The analysis of plasticizer mixtures is important in this industry in a
variety of situations.
• Problem analysis: A final product is not performing properly-- were the correct plasticizers
used?
• Processing considerations: A known mixture of plasticizers was put in the mix-- is the same
mixture present in the final product, or did certain plasticizers become depleted during
processing?
• Competitive analysis: What plasticizers are the competitors using? This can be used as an
aid to determine the competitor's cost of raw materials.2
Nuclear Magnetic Resonance spectroscopy (NMR) can be a useful analytical technique
" " ~.. .
for determining the composition ofa simple plasticizer mixture. Infrared spectroscopy is not a
good choice for an analytical method, because it cannot differentiate the many phthalate
2
plasticizers that are commonly encountered.3 Gas ChromatographylMass Spectrometry
(GCIMS) can be used, but this analysis necessitates the running of standards along with the
unknown sample, if quantitative results are desired. An additional limitation of GelMS for
plasticizer analysis is that it cannot handle some ofthe higher molecularweight plasticizers
commonly utilized, such as epoxidized soybean oi1.4 Since NMR is inherently quantitative
(under the proper operating conditions), no standards need to be run for plasticizers with well-
defined proton NMR spectra. The purpose of this stUdy is to find a way to use NMR data to
quantitatively determine the composition of mixtures of several known plasticizers.
Quantitative Nature ofNMR
As stated above, under the proper operating conditions, NMR can be used for
quantitative purposes. Under these conditions, the area under an absorption peak in a proton
NMR spectrum is strictly proportional to the number of protons contributing to the peak. This
makes quantitative analysis of organic compounds possible.5 The main problem encountered
when using NMR as a quantitative tool is error associated with saturation effects (i. e.
incomplete relaxation of nuclei between pulses). This error can be made negligible by
appropriate selection of conditions for spectral acquisition.6 The achievement of quantitative
results in Fourier Transform NMR (FT-NMR) is influenced by the choice of flip angle and the
total delay time between pulses.7,s
In principle, any flip angle can be used to obtain quantitative results, provided it is
combined with a delay time that permits complete relaxation of the nuclei between pulses.7 For
a 90° flip angle, when the ratio of the delay time (T) to the IH spin-lattice relaxation time (TI ) is
3, the erroris 5%. When the ratio T/T I ·is 5, the e~or is 1%.7 The necessary delay time for any
. ,
chosen flip angle can be determined empirically, without measuring TI, Spectra are acquireq at a
chosen flip angle using a series of increasing delay times, where each successive delay time is at
3
least 50% greater than the preceding delay time. A delay time is shown to be sufficient for
quantitative work when the corresponding spectrum is no different from the spectrum
corresponding to the next higher delay. For a given number of transients, the best signal-to-noise
(SIN) ratio is achieved with a 90° flip angle.7 However, the large flip angle will necessitate a
large delay time between pulses. A small flip angle (such as 10°) will require a comparatively
short delay time, but will yield a spectrum with a poorer SIN ratio for that given number of
transients. The difference in SIN ratio achieved can become small, though, if the number of
transients is increased so that the total experiment time is equal to the case with the 90° flip
angle. Thus, selection of flip angle and delay time becomes a matter of personal choice. A small
flip angle is usually chosen to assure quantitative results.
In the quantitative proton NMR analysis of a mixture of two plasticizers, the simplest
case occurs when the spectrum of the first plasticizer contains at least one absorbance that does
not overlap with any resonances of the second plasticizer, and similarly, the spectrum of the
second plasticizer contains at least one absorbance that does not overlap with any resonances of
the first plasticizer. Ifthe structures of both plasticizers are known, and it is known bow many
~
protons give rise to the each of the non-overlapping absorbances, it is a simple matter to
.calculate the composition of the mixture based on the peak integral measurements. A more
complicated situation exists when the spectrum of the first plasticizer overlaps at every position
with absorbances from the second plasticizer, but the spectrum of the second plasticizer still
contains at least one absorbance that does not overlap with any resonances of the first plasticizer.
In this case, it is still possible to calculate the composition of the mixture, but it is not quite as
"straightforward. If the spectra of both plasti6'zers overlap at every position, the composition of
the mixture cannot be deterfuined with simple calculations, although it may often be
:"approximated. In cases where one ofthe plasticizers has no well-defined structure (such as
4
epoxidized soybean oil), quantification is only possible through the use of standard mixtures.
The situation becomes more complex as the number of plasticizers in the mixture increases.
Even in the simplest case where the composition of the mixture can be calculated from
the integrals of two peaks, there is a drawback: a small portion of the total data set is taken from
a spectrum of a large number of data points. The quantitative information contained in the rest
of the spectrum is ignored. Chemometrics can provide a way around this drawback, and a better
means to determine the composition of samples corresponding to the more complicated cases
above.
Value of Chemometrics in Analysis of Spectral Data
Quantitativechemometric techniques, such as Principal Component Regression (PCR)
and Partial Least Squares (PLS) are ideal for performing calculations on spectral data consisting
of many data points. All the points in the spectrum can be used, rather than just a few isolated
peaks. This has the potential for providing more accurate results, since many more measurements
per sample are built into the mode1.9,lo The "redundancy" of information contained within the
NMR spectrum of each component is built into the model, i.e., the separation and intensity
relationships among peaks in the spectrum ofa component are maintained in the spectrum ofa
mixture which contains that component.
PLS has some distinct advantages over other chemometric techniques. PLS combines
the full spe,ctral coverage ofClassical Least Squares (CLS) with partial composition regression
of Inverse Least Squares (ILS). Unlike PCR, PLS uses a single step decomposition and
regression, and the resulting spectral vectors ,are directly related to the constituents of interest. .
The calibrations generated with PLS are generally more robust than those generated with PCR,
-.
provided that the calibration set accurately reflects the.range ofv~riability in the unknown
samples. PLS can be used with very complex sa,mples, since the only t~ii1g needed is knowledge
5
of constituents of interest. Disadvantages of PLS include long calculation times, and the large
number of samples required for accurate calibration. PLS comes in two slightly different
versions: PLS-l and PLS-2. With PLS-l, a separate set of scores and loading vectors is
calculated for each constituent, whereas PLS-2 calibrates for all constituents simultaneously.
Because the separate sets of eigenvectors and scores can be specifically tuned for each
constituent, PLS-l should give more accurate results than PLS-2. It does so, however, at the
f · d' f I I' 9 I I 1213expense 0 mcrease time 0 ca cu atlon.' , ,
This paper describes how the technique of PLS-l is used with proton NMR spectra of
mixtures of plasticizers to create a calibration model that can predict the composition of
unknown mixtures of the same plasticizers. Little has been done using chemometric techniques
to analyze proton NMR spectra. The studies that have been done have generally used pattern
recognition techniques, such as principal component analysis (peA),14,15 K-Nearest Neighbors
(KNN) IS 16 d d' . . I . IS 16, .. ' an Iscnmmant ana YSIS. '
One problem that can be encountered with the spectral analysis of proton NMR data
occurs whenever the spectra being analyzed are not acquired at the same time. Spectrometer
instabilities can cause spectra collected on different days to be slightly shifted from one another.
The peaks in proton NMR spectra are quite narrow, and can have linewidths of 1 Hz or less.
This leads to peaks made up of only 3 to 5 data points, when a 2 second acquisition time is used.
A shift between two spectra of one or two data points in either direction will lead to very poor
overlap between peaks. The problem can be minimized through the application of a line
broadening function. The line broadening serves to broaden the NMR lines, which leads to each
peak being made up of a larger number ofdata points. This results in better overlap between
peaks of spectra collected at different times.
6
A data pre-processing algorithm called partial linear fit (PLF) has been reported .16 This
algorithm serves to correct for small variations in the positions ofNMR peaks.
7
..
Experimental Methods
Materials
Five plasticizers, commonly used to plasticize PVC, were selected for this study:
• Di(2-ethyl hexyl) phthalate (commonly known as dioctyl phthalate, or DOP), 99.3% purity,
Aldrich Chemical Co. [CAS 117-81-7]
• Butyl benzyl phthalate (commonly known as BBP), 99+% purity, "Santicizer 160," Monsanto
Chemical Co. [CAS 85-68-7]
• 2,2,4-Trimethyl-l ,3-pentanediol diisobutyrate (referred to here as TXIB), 99.1% purity,
Aldrich Chemical Co. [CAS 6846-50-0]
• Diisoheptyl phthalate (referred to here as DIHP), technical grade, ester content 99+%, Aldrich
Chemical Co. [CAS 71888-89-6]
• Epoxidized soybean oil (commonly known as ESO), "Flexol plasticizer EPO," Union Carbide
[CAS 8103-07-8]
The first three plasticizers have well-defined structures. The fourth has a known structure, but
consists of a mixture of C-7 isomers. The fifth sample has no well-defined structure, (see Figure
Other materials used:
• Chloroform-d, 99.8 atom % D, Aldrich Chemical Co. and Wilmad Glass Co. [CAS 865-49-6]
• 1,1,2,2-Tetrachloroethane (referred to here as TCE), 98.7% purity, Aldrich Chemical Co.
[CAS 79-34-5]
Sample Preparation
Plasticizers were weighed out individually into a 5,00 mL volumetric flask to the nearest
0.1 mg usinga Mettler AE200 analytical balance. The total amount of plas~icizerused was
approximately I g for all samples. In addition to the plasticizers, an amountof TCE was
8
Structure of Di(2-ethyl hexyl) Phthalate (DOP)
°o~.
oo~
Structure of Butyl Benzyl Phthalate (BBP)
o
o
O~
o
Structure of 2,2,4-Trimethyi-t,3-pentanediol Diisobutyrate (TXIB) .
~o~OX
Structure of Diisoheptyl Phthalate (DllIP)
o
. . .
Figure 1: Structures ofplasticizers (except ESO, which has no well-defined
structure)
9
weighed into each sample as an internal standard. The TCE was added by volume. The 300 ilL
ofTCE weighed approximately 0.46 g, with the exact weight being recorded for all samples.
Each sample was then diluted to volume with CDCl3 and mixed well, yielding a concentration of
approximately 20% in total plasticizer. For NMR analysis, each sample was diluted by a factor
of 10-- 70 ilL was diluted to 700 ilL with CDCl3 in a 5 mm NMR tube. This yielded a final
,
sample that was approximately 2% in total plasticizer. The dilution was not conducted with a
high degree of precision, since the exact c(:mcentration ofplasticizer in the final sample is not
critical. What is critical is the relationship of the mass ofeach plasticizer to the mass of TCE
internal standard; this relationship is established at the time that the plasticizers and TCE are
weighed out. TCE was selected as the internal standard because it gives a single, sharp peak in
the proton NMR spectrum, the position of the peak at 5.956 ppm does not interfere with the
spectra of any of the plasticizers being studied, and its high boiling point (l47°C) means it is not
overly volatile.
A total of 166 plasticizer mixture samples with TCE internal standard was prepared.
Five samples were the single components alone, 90 samples were two-component mixtures, 51
samples were three-component mixtures, 11 samples were four-component mixtures, and 9
samples contained all five plasticizers. The amount of each plasticizer in the two- to five-
component mixtures ranged from approximately 10% to 90% of the total plasticizer, by weight.
Tables 1and 2 show the compositions of all the samples. The samples are divided into two
groups, as explained below in the section on Chemometric Analysis. Table 1 shows the 116
samples used to create the calibration model. Table 2 shows the 50 samples used to test the
model.' The five single component samples (samples 1 to 5 in 4ie '1) were ~he only samples
prepared with CDCl3 which contained TMS (tetramethyl silane).
10
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Table 1: .Composition of 116 samples used to create the PLS-1 model. All masses
are in grams.
Sample No. Mass POP Mass SSP MassTXIB Mass PIHP Mass ESO MassTCE
1 1.0219 0.4615
2 1.0374 0,4681
3 0.9691 0,4606
4 0.9822 0,4602
5 0.9617 0,4595
6 0.4931 0.5090 0,4631
7 0.3022 0.7150. 0,4626
8 0.2116 0.8430 0,4635
9 0.0955 0.8757 0.4649
10 0.8255 0.2041 0,4625
11 0.7016 0.2998 0,4645
12 0.5119 0,4982 0,4577
13 0,4033 0.6037 0,4599
14 0.3158 0.7252 0,4588
15 0.1021 0.9401 0,4601
16 0.8875 0.0962 0,4624
17 0.8135 0.2031 0,4653
18 0.5005 0.5058 0.4498
19 0,4031 0.6021 0,4440
20 0.3039 0.7141 0,4656
21 0.2025 0.8090 0,4550
22 0.0969 0.8998 0,4549
23 0.9620 0.1062 0,4697
24 0.8397 0.2032 0,4552
25 0.6016 0.3941 0,4609
26 0.5321 0.5099 0,4589
27 0,4153 0.6368 0,4564
28 0.2000 0.7972 0,4565
29 0.0996 0.9165 0,4564
30 0.8453 0.0931 0,4605
31 0.7485 0.3183 0,4589 .
32 0.5015 0.5063 0,4684
33 0,4550 0.6879 0,4644
34 0.3302 0.7750 0,4661
35 0.1994 0.8152 0,4672
36 0.2190 0.8818 0,4659
37 0.9668 0.1086 . 0,4749
38 0.7825 0.1962 0,4721
39 0.7052 0.2955 0,4598
40 0.6283 0.4103 0,4736
41 0,4942 0.4931 0,4663
42 ·0,4015 0.6130 0.4754
43 . 0.3052 0.7002 0,4686
44 0.1148 1.0071 0,4689
45 ..0.6759 _ 0.3312 0.1033 0,4607
. '46 0.6026 0.0980 .. 0.3165 0,4599
47 0.3216 . 0.6202 . .0;:1905 0,4603·
·.48 0:0955 . 0,6103 . ~ ',' .,. .. ·0;3(}19 ,,"'-' 0,4590
49 . . 0.3208 . 0.1102 . . 0.6259 0,4661
50 0.1003 0.6553 .0.3044 0,4663
11
Table 1, continued
Sample No. IMass POP Mass SSp IMass TXIS IMass OlHP Mass ESO MassTCE
51 0.3213 0.10761 0.5992 0.4681
52 0.1004 0.31621 0.6198 0.4693
53 0.6259 0.11971 0.3044 0.4674
54 0.6359 ! 0.3075 0.1027 0.4569
55 0.5978 1 0.1092 0.3017 0.4646
56 0.63851 0.2975 0.1063 0.4673
57 0.63141 0.0950 0.3105 0.4669
58 0.30071 0.6001 0.1191 0.4629
59 0.10531 0.6110 0.2988 0.4649
60 0.9773 0.1034 0.4748
61 0.74151 0.3207 0.4622
62 0.6414 0.4268 0.4697
63 0.55291 0.5189 0.4556
64 0.41161 0.6231 0.4630
65 0.2990 0.7159 0.4613
66 0.2189 0.8740 0.4590
67 0.0974 0.8786 0.4625
68 ! 0.7460 0.3117 0.4521
69 I 0.6544 0.4231 0.4637
70 0.5134 0.5122 0.4632
71 I 0.2001 0.8126 0.4664
72 , 0.0991 0.9000 0.4736
73 0.2982 0.7324 0.4635
74 0.5120 0.5117 0.4623
75 0.7442 0.3086 0.4630
76 I 0.7971 0.1959 0,4687
77 1.1097 0.1212 0.4719
78 0.9458 0.0977 0.4663
79 0.7216 0.3045 0.4652
80 0.4122 0.6376 0.4707
81 0.3232 0.7163 0.4714
82 0.2914 0.6159 0.0969 0.4669
83 0.0925 0.2965 0.5947 0.4650
84 0.6102 0.3081 0.1000 0.4631
85 0.3197 0.6279 0.1004 0.4610
86 ' 0.6029 0.1009 0.2944 0.4692
87 0.3181 0.5922 0.0959 0.4529
88 0.6085 0.1027 0.2930 0.4692
89 I 0.3243 0.6077 0.1126 0.4672
90 0.3196 0.6279 0.1151 0.4621
91 0.1047 I 0.2967 0.6028 0.4623
92 0.1289 0.3464 0.6804 0.4724
93 0.10471 0.6113 0.3302 0.4593
94 i 0.1077 0.5927 0.2909 0.4651I
95 0.6019 0.10431 0.2935 0.5004
96 0.607:1 I 0.0998 0.2938 . 0,5061
97 0.5922 ! ' 0.0999 ' 0.3135 0.45Q2
98 0.32671 0.1133 0.5995 0.4656
99 0.59911 0.2948 0.0935 0.4652
100 0.31691 0.1035 . 0.6031 0.4722
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Table 1, continued
Sample No. Mass DOP IMass BBP Mass TXIB Mass DIHP Mass ESO IMass TCE
101 0.2985 0.0966 0.6206 0.4618
102 0.1078 0.3008 0.5910 0.4594
103 0.3582 0.3375 0.1531 0.1449 0.4721
104 0.3766 0.1531 0.3754 0.1556 0.4619
105 0.1445 0.3367 0.1580 0.3614 0.4584
106 0.1417 0.3756 0.1378 0.3501 0.4610
107 0.3596 0.1536 0.1382 0.3391 0.4612
108 I 0.3682 0.3518 0.1450 0.1547 0.4664
109 0.1232 0.1185 0.2477 0.2496 0.2448 0.4605
110 0.1177 0.2586 0.1156 0.2444 0.2458 0.4613
111 0.1187 0.2718 0.2440 0.2396 0.1239 0.4663
112 0.2429 0.1334 0.2624 0.2514 0.1182 0.4541
113 0.2472 0.1284 0.2694 . 0.1212 0.2551 0.4607
114 0.2501 0.2582 0.1364 0.2539 0.1209 0.4650
115 0.2378 0.2427 0.2277 0.1188 0.1171 0.4617
116 0.39451 0.3251 0.1996 0.0930 . 0.4738
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Table 2: Composition of 50 samples used to test the PLS-I model. All masses are
in grams.
Sample No. IMass POP Mass SSP Mass IXIS Mass PIHP Mass ESO MassTCE
1 0.8521 0.0919 0.4639
2 0.8389 0.2092 0.4650
3 0.7075 0.3012 0.4643
4 0.5883 0.3897 0.4655
5 0.3811 0.5754 0.4556
6 0.8605 0.0953 0.4618
7 0.6049 0.4050 0.4600
8 0.2153 0.8449 0.4608
9 0.7577 0.3193 0.4646
10 0.5737 0.3927 0.4326
11 0.7157 0.3029 0.4599
12 0.3117 0.7242 0.4622
13 0.8277 0.2081 0.4592
14 0.5818 0.3924 0.4579
15 0.0975 0.9266 0.4633
16 0.5355 0.5419 0.4591
17 0.8940 0.2145 0.4690
18 0.2071 0.8287 0.4677
19 0.0943 0.6337 0.3033 0.4650
20 0.3202 0.1081 0.6178 0.4521
21 0.1051 0.3333 0.6396 0.4668
22 0.3125 0.6450 0.0979 0.4686
23 0.3192 0.1044 0.6295 0.4618
24 0.0993 0.3004 0.6111 0.4665
25 0.903 0.2192 0.4637
26 0.9350 0.1005 0.4580
27 0.8168 0.2024 0.4635
28 0.4018 0.6068 0.4650
29 0.3132 0.7300 0.4633
30 0.1039 0.9381 0.4605
31 0.2011 0.8180 0.4636
32 0.4139 0.6340 0.4596
33 0.6113 0.4016 0.4637
34 0.5992 0.4041 0.4636
35 0.0966 0.8986 0.4708
36 0.6051 0.3040 0.1027 0.4715
37 0.3280 0.1096 0.6211 0.4644
38 0.3292 0.0926 0.6214 0.4703
39 0.6285 0.3048 0.1057 0.4684
40 0.0995 0.6241 0.3187 0.4723
41 0.1115 0.3221 0.6142 0.4663
42 0.1159 0.6201 0.3081 0.4674
43 0.0991 0.5991 0.3147 0.4601
44 0.1033 0.5958 0.3057 0.4567
45. 0.1462 0.1704 0.3583· 0.3298 0.4575
46 0.3387 0.1546 0.3557 .0.1506 0.4629
47 0.1419 0.3320 0.3543 0.1365 0.4577
.. , ..4~ 0.2590 ,:'" 0.1217. ·0.1257 0.2661 0.2411 0.4596
49 0.2402 0.2628 0.1352 0;1246 0.2421 0.4609
50 i 0.2974 0.1963 0.4015 0.1004 0.4653I
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Proton NMR Spectroscopy
Spectra were acquired at 25°C on a Varian UNITY 300 NMR spectrometer (Varian
Associates, Palo Alto, CA) operating at a proton frequency of 299.95 MHz. Varian VNMR
software was used for spectral acquisition. The probe was a Z-Spec 5 mm probe (Nalorac
Corporation, Martinez, CA). The number of data points was 16,000 (which includes real and
imaginary points), and the spectral width was 4000 Hz. It was determined that quantitative
results were obtained with a 10° pulse (1.2 Ils) and a delay time of 10 seconds; this was
determined empirically, as described in the Introduction section. An acceptable signal-to-noise
ratio was achieved with 64 transients, for a total experiment time of 12.8 minutes. Spectra were
acquired over the course of 13 months.
Data Transfer: Snn to PC
Spectra were transferred from a Sun workstation running the Varian software to a PC.
This was accomplished via an RS-232 serial cable connection and Kermit file transfer software
(public domain software developed by Columbia University, obtained from Varian). The V~ian
NMR software treats each FID (free induction decay) as a directory containing three files which
are named as follows: fid, procpar, and text. Each of these three files was transferred separately
to the PC as a binary file, and then renamed as a unique filename with either a .fid, .prc, or .txt
extension, as appropriate. Once the data were on the PC with the proper file extensions, the FID
was imported into GRAMS/386 software (Galactic Industries Corporation, Salem, NH), using
the program's V_UNITY file converter. All subsequent data manipulations were done using
GRAMS/386 software.
Data Processing
Each FID wasFourier transformed, with 4 Hz of exponential line broadening.being
.
applied, to yield the proton NMR spectrum. No zero-filling was used. The spectrum was then
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ph,!sed to give a flat baseline, this phasing step being somewhat subjective. The units on the x-
axis were converted from Hz to ppm, and the TCE internal standard peak was set to 5.956 ppm
as closely as possible. Each spectrum consisted of 8192 data points, running from approximately
11.928 to -1.407 ppm.
The spectra need to have the exact same starting and ending points along the x-axis for
chemometric analysis. Since the starting and ending points varied from spectrum to spectrum
(e.g., starting points for two different spectra were 11.9248 and 11.9307 ppm), forcing the
starting and ending points to common values led to significant shifting of the TCE peak.
Therefore, the zap.ab utility in GRAMS/386 was used to cut off each end of the spectrum at 11 .
ppm and -1 ppm. This yielded spectra with 7372 data points in about half the cases. For the rest,
only 7371 data points remained. For these spectra, one data point was added back in at one end
or the other (whichever point was closest to the range end).
The spectra at this point consisted of exactly 7372 data points, with starting and ending
points of approximately 11 ppm and -1 ppm. The variation in starting and ending points was
smaller than in the original spectra. In the final step, the shift.ab utility in GRAMS/386 was used
to force the starting and ending points to exactly 11 ppm and -1 ppm. This created some shifting
of the TCE peak, but not as much as would have occurred had the spectra not been treated with
the zap.ab utility. No better way to treat the spectra could be found that would yield spectra with
the exact same number ofdata points, exact same starting and ending points, and a TCE peak at
exactly 5.956 ppm.
Chemometric Analysis
A random sample of 116 (70%) of the 166 total spectra was selected to build the model,
with the~remaining 50 (30%) being held out for model testing. The random sample was sele~ted
by ordering the samples from 1to 166, and using Excel software (Microsoft Corporation) to
16
generate a list of random numbers between 1 and 166, inclusive. The first 50 non-repeating
numbers were taken for the 50 samples to be held out.
Chemometric analysis was carried out with the PLSplus/IQ add-on application for
. .
GRAMS/386.9 Compositions of the samples corresponding to the 116 spectra were inputted as
normalized masses, rather than concentrations, since exact concentrations were not known. The
normalized mass for each plasticizer was computed as the mass of plasticizer divided by the
mass ofTCE internal standard in the concentrated original sample. The normalized mass is
therefore a unitless quantity. Table 3 shows the compositions of the 116 samples, in normalized
masses.
The PLSplus/IQ software calls each chemometric analysis an "experiment." The
experiments to be run were set up with the following attributes:
Experiment
Preprocess
Region
Outlier
Calibration Type
Diagnostic Type
Factors
Files Out
Data Preparation
Pathlength Correction
Baseline
Derivative Type
Custom Algorithm
Left
Right
Space
Type
Points
Samples Excluded
Constituents Excluded
PLS-l
Cross Validation
25 (maximum allowed)
1
Mean Center
Thickness
Left Baseline: 6.5 to 6.4
Right Baseline: 5.7 to 5.6
Peak: 6.15 to 5.75
Peak type: Area
None
None
None
8.5
0.2
1
Average
5099
None,lstexperimeJ.1t
Saniples 1-5, 2nd experiment
None
The "Thickness Pathlength Correction" preprocessing technique normalizes each
spectrum to the area under the peak arising from the TCE internal standard (5.956 ppm).
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Table 3: Composition of 116 samples used to create the PLS-1 model.
Compositions are expressed as masses normalized to TCE, i.e. the plasticizer mass
divided by the mass ofTCE.
SampleNQ. DOPITCE BBPITCE !TXIBITCE PIHPITCE ESO/TCE
1 2.2143 O.OOOO! 0.0000 0.0000 0.0000
2 0.0000 2.21621 0.0000 0.0000 0.0000
3 0.0000 0.00001 2.1040 0.0000 0.0000
4 0.0000 O.OOOO! 0.0000 2.1343 0.0000
5 0.0000 O.OOOOi 0.0000 0.0000 2.0929
6 1.0648 1.09911 0.0000 0.0000 0.0000
7 0.6533 1.54561 0.0000 0.0000 0.0000
8 0.4565 1.81881 0.0000 0.0000 0.0000
9 0.2054 1.8836 0.0000 0.0000 0.0000
10 0.0000 1.78491 0.4413 0.0000 0.0000
11 0.0000 1.51041 0.6454 0.0000 0.0000
12 0.0000 1.1184 1.0885 0.0000 0.0000
13 0.0000 0.87691 1.3127 0.0000 0.0000
14 0.0000 0.68831 1.5806 0.0000 0.0000
15 0.0000 0.22191 2.0433 0.0000 0.0000
16 1.9193 0.00001 0.2080 0.0000 0.0000
17 1.7483 0.00001 0.4365 0.0000 0.0000
18 1.1127 0.0000 1.1245 0.0000 0.0000
19 0.9079 0.00001 1.3561 0.0000 0.0000
20 0.6527 0.00001 1.5337 0.0000 0.0000
21 0.4451 0.0000 1.7780 0.0000 0.0000
22 0.2130 0.00001 1.9780 0.0000 0.0000
23 2.0481 0.0000 0.0000 0.0000 0.2261
24 1.8447 0.00001 0.0000 0.0000 0.4464
25 1.3053 0.0000 0.0000 0.0000 0.8551
26 1.1595 0.0000 0.0000 0.0000 1.1111
27 0.9099 0.0000 0.0000 0.0000 1.3953
28 0.4381 0.0000 0.0000 0.0000 1.7463
29 0.2182 0.0000 0.0000 0.0000 2.0081
30 0.0000 1.8356 0.0000 0.0000 . 0.2022
31 0.0000 1.6311 0.0000 0.0000 0.6936
32 0.0000 1.0707 0.0000 0.0000 1.0809
33 0.0000 0.9798 0.0000 0.0000 1.4813
34 0.0000 0.7084 0.0000 0.0000 1.6627
35 0.0000 0.4268 0.0000 0.0000 1.7449
36 0.4701 0.0000 0.0000 1.8927 0.0000
37 0.0000 0.0000 2.0358 0.0000 0.2287
38 0.0000 0.0000 1.6575 0.0000 0.4156
39 0.0000 0.0000 1.5337 0.0000 0.6427
40 0.0000 0.0000 1.3266 0.0000 0.8663
41 0.0000 0.0000 1.0598 0.0000 1.05J5
42 0.0000 0.00001 0.8446 0.0000 1.2894
43 0.0000 0.0000 0:6513 . 0.0000 1.4942
44 0.0000 0.00001 0.2448 0.0000 2.1478
45 1.4671 0.7189 0.2242 . 0.0000 0.0000
46 1.3103 0.2131 0.6882 0.0000 0.0000
47 0.6987 1.3474 0.2183 0.0000 0.0000
48 0.2081 0.0000 1.3296 0.0000 0.6577
49 0.0000 0.6883 0.2364 0.0000 1.3428
50 0.2151 1.40531 0.6528 0.0000 0.0000
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Table 3, continued
Sample No. DOPlTCE BBPITCE ITXIBITCE PlHPITCE ESOITCE
51 0.6864 0.22991 0.0000 0.0000 1.2801
52 0.2139 0.67381 0.0000 0.0000 1.3207
53 1.3391 0.2561 0.0000 0.0000 0.6513
54 1.3918 0.00001 0.6730 0.0000 0.2248
55 1.2867 0.0000 0.2350 0.0000 0.6494
56 0.0000 1.3664 0.6366 0.0000 0.2275
57 0.0000 1.3523 0.2035 0.0000 0.6650
58 0.0000 0.6496 1.2964 0.0000 0.2573
59 0.0000 0.2265 1.3143 0.0000 0.6427
60 0.0000 2.0583 0.0000 0.2178 0.0000
61 0.0000 1.6043 0.0000 0.6939 0.0000
62 0.0000 1.3656 0.0000 0.9087 0.0000
63 0.0000 1.2136 0.0000 1.1389 0.0000
64 0.0000 0.88901 0.0000 1.3458 0.0000
65 0.0000 0.6482 0.0000 1.5519 0.0000
66 0.0000 0.4769 0.0000 1.9041 0.0000
67 0.0000 0.2106 0.0000 1.8997 0.0000
68 0.0000 0.0000 1.6501 0.6894 0.0000
69 0.0000 0.0000 1.4113 0.9124 0.0000
70 0.0000 0.0000 1.1084 1.1058 0.0000
71 0.0000 0.0000 0.4290 1.7423 0.0000
72 0.0000 0.0000 0.0000 0.2092 1.9003
73 0.0000 0.00001 0.0000 0.6434 1.5802
74 0.0000 0.0000 0.0000 1.1075 1.1069
75 0.0000 0.0000 0.0000 1.6073 0.6665
76 0.0000 0.0000 0.0000 1.7007 0.4180
77 0.0000 0.0000 0;0000 2.3516 0.2568
78 2.0283 0.0000 0.0000 0.2095 0.0000
79 1.5512 0.0000 0.0000 0.6546 0.0000
80 0.8757 0.0000 0.0000 1.3546 0.0000
81 0.6856 0.0000 0.0000 1.5195 0.0000
82 0.6241 0.0000 0.0000 1.3191 0.2075
83 0.1989 0.0000 0.6376 1.2789 0.0000
84 1.3176 0.0000 0.0000 0.6653 0.2159
85 0.0000 0.6935 1.3620 0.2178 0.0000
86 0.0000 1.2850 0.0000 0.2150 0.6275
87 0.0000 0.7024 0.0000 1.3076 0.2117
88 0.0000 0.0000 1.2969 0.2189 0.6245
89 0.0000 0.0000 0.6941 1.3007 0.2410
90 0.6916 0.0000 1.3588 0.2491 0.0000
91 0.2265 0.0000 0.0000 0.6418 1.3039
92 0.0000 0.2729 0.7333 1.4403 0.0000
93 0.0000 0.2280 0.0000 1.3309 0.7189
94 0.0000 0.0000 0.2316 1.2743 0.6255
95 1.2028 0.2084 0.0000 . 0.5865 0.0000
96 1.1996 0.0000 0.1972 0.5805 0.0000
97 1.2896 0.0000 0.0000 0.2176 0.6827
98 0.0000 0.7017 0.2433 1.2876 0.0000
99 0.0000 1.2878 0.0000 0.6337 0.2010
100 0.0000 0.6711 0.0000 0.2192 1.2772
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Table 3, continued
Sample No, IDOP/TCE BBPITCE lTXIBITCE PIHP/TCE ESO/TCE
101 0.0000 0.00001 0.6464 0.2092 1.3439
102 0.0000 0.0000 0.2347 0.6548 1.2865
103 0.7587 0.7149 0.3243 0.0000 0.3069
104 0.8153 ,0.33151 0.8127 0.3369 0.0000
105 0.3152 0.73451 0.3447 0.7884 0.0000
106 0.3074 0.8148 0.0009 0.2989 0.7594
107 0.7797 0.0000 0.3330 0.2997 0.7353
108 0._0000 0.78951 0.7543 0.3109 0.3317
109 0.2675 0.2573 0.5379 0.5420 0.5316
110 0.2551 0.5606 . 0.2506 0.5298 0.5328
111 0.2546 0.5829 0.5233 0.5138 0.2657
112 0.5349 0.2938 0.5778 0.5536 0.2603
113 0.5366 0.2787 0.5848 0.2631 0.5537
114 0.5378 0.5553 0.2933 0.5460 0.2600
115 0.5151 0.5257 0.4932 0.2573 0.2536
116 I 0.8326 0.6862\ 0.4213 0.0000 0.1963
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Although this type of spectral correction was so named because it was intended for use with IR
data on samples of varying thicknesses, it serves well here, too. The method is analogous to the
"internal standard" normalization technique. The only requirement to use this method is that the
selected band must be due to a constituent that is present in constant concentration in all
samples.9 Since the sample composition dat~ is inputted as normalized masses (plasticizer mass
divided by the mass ofTCE), the normalized mass ofTCE is equal to exactly 1for all samples,
and the requirement is met.
PC Attributes
The Compaq brand personal computer used in this work had the following attributes:
Operating System: Windows 3.1';'MS DOS 6.22
Memory (RAM): 32 MB
Speed: 133 MHz
Processor: Pentium
The data for this work, including all spectra and files associated with the chemometric
analysis, but not including the software, took up 52 MB of disk space.
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Results and Discussion
Complexity ofNMR Spectra
Figures 2 to 6 show the NMR spectra of the five plasticizers, with each sample
containing the TCE internal standard. TCE gives rise to the peak at 5.956 ppm in all the spectra.
The position of the TCE peak at 5.956 ppm was established separately by referencing it to a
TMS peak at 0.000 ppm. Spectra were processed with 4 Hz of line broadening, so the linewidths
are much broader than they would normally be for proton NMR spectra. Figure 7 shows a
representative spectrum of a five-component mixture. Note that TMS is present in the single
component mixtures, but is not present in any of the other mixtures (Figure 7, as an example).
The peak at 7.25 ppm in all of the spectra is due to residual CHCI3.
Examination of Figures 2 to 6 shows that there are significant amounts of overlap among
the spectra of the individual plasticizers. The spectra of the phthalate plasticizers (DOP, BBP,
and DIHP) are particularly similar, although BBP is somewhat different due to its benzyl
component. Comparison ofthe single component spectra with that of the five-component
mixture demonstrates the difficulty of the problem ofquantitative analysis. While the presence
BBP, TXIB, and ESO can be clearly seen due to unique peaks in their individual spectra, it is not
obvious whether DOP or DIHP is present, or both. Any attempt to quantitatively determine the
composition of the mixture through calculations with integral measurements would be a rough
estimation at best. A chemometric method is needed.
PLS-l Diagnostics
The first "experiment" (chemometric analysis) described in the Experimental Methods
section was run using all 116 samples selected for the model. Due to the type of technique used
(PLS-l with cross validation) and the size of the computer used, the calculations were very time
22
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Figure 2: 300 MHz proton NMR spectrumofDOP and TCE (Sample 1 in Table 1).
4 Hz ofline broadening was used. The TCE peak falls at 5.956 ppm.
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Figure 3: 300 MHz proton NMR spectrum ofBBP and TeE (Sample 2 in Table 1)
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Figure 4: 300 lv1Hz proton NMR spectrum ofTXIB and TCE (Sample 3 in Table 1)
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Figure 5: 300:MHz proton NMR. spectrum ofDIHP and TeE (Sample 4 in Table 1)
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Figure 6: 300:MHz proton NMR spectrum ofESO and TCE (Sample 5 in Table 1)
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Figure 7: 300:MHz proton NMR spectrum ofa representative five-component
sample and TeE (Sample 113 in Table 1)
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consummg. Calculations took nearly a day to complete-- the exact time of calculation is not
known, since the calculations finished when the computer was not being watched, but it was
something less than 24 hours.
Once an experiment is run, a variety of diagnostic indicators can be examined to
determine the correct number of factors to use in the final calibration, determine whether there
are any outliers, and evaluate model performance.9 A plot of PRESS (Prediction Residual Error
Sum of Squares) or 10g(PRESS) vs. factor number can be useful for selecting the proper number
of factors. In most cases, the plot should reach a minimum and start to ascend again. At this
point, the model is beginning to add factors that contain more noise than useful information.
When the noise factors are included, the predictive ability of the model is diminished. Thus, the
correct number of factors can often be taken as the minimum in the PRESS plot.9
The plots of 10g(PRESS) vs. factor numbers generated from the data in this first
experiment did not all fit well with the general expectation. The plots for the five plasticizers are
given in Figures 8 to 12. Since the number of factors is limited by the PLSpiuslIQ program to 25
and the number of data points in an original proton NMR spectrum is 5099, this represents a
huge reduction of data. It is possible that, were a larger number of factors allowed, the PRESS
plots would show the expected trends. The PLSpiuslIQ program attempts to pick the correct
number of factors (indicated by the arrow on the plots, and the "Recommended # of factors" at
the top ofthe plots), but these numbers do not always seem to be the best choices, particularly
for DOP (Figure 8). The recommended numbers of factors are probably best used as general
guides.
Note that it is perfectly acceptable to use different numbers of factors for the different
plasticizers.9 .As stated in the Introduction, PLS-l calculates separate sets of scores and
eigenvectors for each constituent, so the number of factors need not be related among
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Figure 8: Plot oflog(PRESS) vs. factor number for DOP (Component I, CI), first
PLS-I experiment (nmrplasttdf,1)
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experiment (nmrplast. tdf, 1)
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experiment
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Figure 12: Plot of log(PRESS) vs. factor number for ESO (C5), first PLS-l
experiment
constituents. With PLS-2 and PCR, however, the same number offactors would have to be used
for all constituents.
Because it is difficult to pick the proper number of factors from the PRESS plots alone,
examination of the squares of the correlation coefficients (R2) was also employed. The square of
the correlation coefficient is a measure of how well the predicted concentrations match the actual
concentrations. Figures 13 to 17 show plots of predicted concentrations vs. actual concentrations
for the five plasticizers, using the numbers of factors that give the best squares of the correlation
coefficients. The squares of the correlation coefficients are shown at the top of the plots. These
are summarized below:
Plasticizer
DOP
BBP
TXIB
DIHP
ESO
Number
of factors
15
21
15
25
24
Correlation
Coefficient. Squared
0.91081
0.99981
0.99946
0.99803
0.99903
In the case of DOP, Figure 13 shows that sample 1 is very poorly predicted; the elimination of
this sample would give DOP a correlation coefficient more in line with the other plasticizers.
The very high correlation coefficients show that the model's predictive ability is quite good. The
predictive ability could be improved by identification and elimination ofany outliers.
Plots of concentration residuals and spectral residuals can be used in outlier detection.
Figures 18 though 22 give the concentration residual plots, and Figures 23 to 27 give the spectral
residual plots. Note that the vertical scales differ considerably among each set of figures. Visual
examination for outliers shows that samples 1 to 5 (which correspond to the 5 single component
samples) often appear to be separated from the rest of the samples, i.e., they are outliers. In
particular, consider sample 1 in Figures 18 and 23, sample 3 in Figures 24, 25, 26, and 27, and
sample 4 in Figure 21. Sample 5 is close to being an outlier in several of the plots as well.
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Figure 13: Plot of predicted concentration ys. actual concentration for DOP (el)
using 15 factors (F15), first PLS-l experiment
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Figure 14: Plot of predicted concentration ys. actual concentration for BBP (e2)
using 21 factors (F21), first PLS-1 experiment
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using 24 factors (F24), first PLS·1 experiment
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Figure 19: Plot of concentration residual vs. sample number for BBP (e2) using 21
factors (F21), first PLS-l experiment
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Figure 20: Plot of concentration residual vs. sample number for TXIB (C3) using 15
factors (F 15), first PLS-l experiment
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Figure 21: Plot of concentration residual vs. sample number for DIHP (C4) using 25
factors (F25), first PLS-l experiment
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oFigure 22: Plot of concentration residual vs. sample number for ESO (C5) using 24
factors (F24), first PLS-l experiment
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Figure 23: Plot of spectral residual vs. sample number for DOP (Cl) using 15
factors (FI5), first PLS-I experiment
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(F21), first PLS-l experiment
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factors (FI5), first PLS-l experiment
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factors (F25), first PLS-l experiment
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Sample 2 does not appear to be an outlier in anyofthe plots. But, taken as a group, samples 1 to
5 do notseem to fit with the other samples ofthe model. For this reason, it was decided to drop
them from the model, and create a new model without them.
It is not wise to eliminate samples from a model without having some underlying reason
for why they are different from all the other samples. In this case, there are two reasons why
samples 1to 5 are different. First, they are the only single component samples; all the other
samples are mixtures ofat least two plasticizers. Second, they are the only samples that were run
with TMS present. It is possible that the presence of TMS has some small effect on the positions
of the NMR peaks that the model can detect.
A second PLS-l experiment was run with samples 1 to 5 being held out (excluded). As
with the first experiment, the calculations took nearly a day to complete. Figures 28 to 47 give
the diagnostic plots similar to Figures 8 to 27. As was the case for the first experiment, the
PRESS plots do not all show clear minima, as is the general expectation. The numbers of factors
chosen are those that give the best squares ofthe correlation coefficients. These are as follows:
Plasticizer
DOP
BBP
TXIB
DIHP
ESO
Number
of factors
25
24
22
12
25
Correlation
Coefficient. Squared
0.99966
0.99982
0.99954
0.99966
0.99975
There is no clear reason why the best number of factors should vary so much among the five
plasticizers. As expected, since the outliers have been eliminated from the model, the squares of
the correlation coefficients are better for each component for the second experiment compared to
the first experiment. All are very close to 1,indicating that the model's predictive ability is
excellent.
51
~•N
IIj
-
-ill ~ ,
1
rg:
.8
~ §N Z..... ~;1 LL.
~
!
I
,
.....
Figure 28: Plot oflog(PRESS) vs. factor number for DOP (el), second PLS-l
experiment (nmrplasttdf,2)
52
------------------------~_.._-
j
f~
I
I
I
I
I
I~
N
1'-
( Z::J ) [O)(SS3~d)6ol
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Figure 31: Plot of log(PRESS) vs. factor number for DIHP (C4), second PLS-1
experiment
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using 25 factors (F25), second PLS-I experiment
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Figure 36: Plot ofpredicted concentration vs. actual concentration for DllIP (C4)
using 12 factors (F12), second PLS-1 experiment
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Figure 38: Plot of concentration residual vs. sample number for DOP(el) using 25
factors (F25), second PLS-I experiment
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Figure 47: Plot of spectral residual vs. sample number for ESO (C5) using 25 factors
(F25), second PLS-l experiment
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Figures 38 to 47 (concentration residual and spectral residual plots) do not show any
samples that are obvious outliers. Another type of plot that can be used for outlier detection is a
plot of the Studentized concentration residuals vs. the leverage value.9 The leverage value gives
a measure of how important a sample is to the overall model. In general, samples at the
extremes of the concentration range will have high leverage, while samples that are closer to the
middle of the concentration range will have low leverage. The Studentized residuals give an
indication of how well a sample's predicted concentration matches with the leverage. A sample
with high leverage is not necessarily an outlier; however, if a sample's leverage and Studentized
residual are both very different from the rest of the samples, it may be an outlier.9 Figures 48 to
52 show plots of Studentized residuals vs. sample leverage. As with the other diagnostic plots,
no clear outliers emerge.
It was stated in the Introduction that the resulting spectral vectors in PLS are directly
related to the constituents of interest. This is demonstrated in Figures 53 to 57, which plot the
first spectral vector (factor, loading) for each plasticizer. Comparisons of these plots with the
original NMR spectra of each plasticizer (Figures 2 to 6, pages 23-27) show close relationships.
Prediction of "Unknown" Samples
Once any outliers are eliminated and the number of factors is selected for each
component, the model is saved to a calibration file. The calibration file saves only the
information needed to predict unknown samples.9 The calibration file generated for the second
PLS-l experiment was used to predict the 50 samples listed in Table 2 (page 14). Although
these sample compositions are known to the experimenter, they are "unknown" to the model.
Table 4 shows the actual concentrations ·ofthe 50 samples from Table 2, converted to
percentages. Table 5 shows the predicted concentrations for these 50 samples; the
concentrations are in the form of normalized masses (masses normalized t? TCE), which are the
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Figure 50: Plot of Studentized residual vs. sample leverage for TXIB (C3) using 22
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second PLS-I experiment
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Figure 54: Plot of the first factor (FI) vs. spectral units in ppm for BBP (e2), second
PLS-I experiment
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Figure 55: Plot of the first factor (Fl) vs. spectral units in ppm for TXIB (C3),
second PLS-l experiment
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Figure 56: Plot ofthe first factor (FI) ys. spectral units in ppm for DIHP (C4),
second PLS-I experiment
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Figure 57: Plot ofthe first factor (Fl) vs. spectral units in ppm for ESO (C5), second
PLS-l experiment
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Table 4: Composition of 50 samples used to test the PLS-I model, expressed as
percentages
Sample No. %pOp,actual %BBp,actual %TXIB,actual %plHp,actual OfoESO,actuai
1 90.26 9.74 0.00 0.00 0.00
2 80.04 19.96 0.00 0.00 0.00
3 70.14 29.86 0.00 0.00 0.00
4 60.15 39.85 0,00 0.00 0.00
5 39.84 60.16 0.00 0.00 0.00
6 0.00 90.03 9.97 0.00 . 0.00
7 0.00 59.90 40.10 0.00 0.00
8 0.00 20.31 79.69 0.00 0.00
9 70.35 0.00 29.65 0.00 0.00
10 59.36 0.00 40.64 0.00 0.00
11 70.26 0.00 0.00 0.00 29.74
12 30.09 0.00 0.00 0.00 69.91
13 0.00 79.91 0.00 0.00 20.09
14 0.00 59.72 0.00 0.00 40.28
15 0.00 9.52 0.00 0.00 90.48
16 49.70 0.00 0.00 50.30 0.00
17 80.65 0.00 0.00 19.35 0.00
18 0.00 0.00 19.99 0.00 80.01
19 9.14 61.45 0.00 0.00 29.41
20 30.61 10.33 59.06 0.00 0.00
21 9.75 30.92 59.33 0.00 0.00
22 29.61 61.11 0.00 0.00 9.28
23 30.31 0.00 9.91 0.00 59.78
24 9.82 0.00 29.72 0.00 60.46
25 0.00 80.47 0.00 19.53 0.00
26 0.00 0.00 90.29 9.71 0.00
27 0.00 0.00 80.14 19.86 0.00
28 0.00 0.00 39.84 60.16 0.00
29 0.00 0.00 30.02 69.98 0.00
30 0.00 0.00 9.97 90.03 0.00
31 0.00 0.00 0.00 19.73 80.27
32 0.00 0.00 0.00 39.50 60.50
33 0.00 0.00 0.00 60.35 39.65
34 59.72 0.00 0.00 40.28 0.00
35 9.71 0.00 0.00 90.29 0.00
36 59.80 30.05 0.00 10.15 0.00
37 30.98 0.00 10.35 58.67 0.00
38 31.56 8.88 0.00 . 59.57 0.00
39 0.00 60.49 29.34 10.17 0.00
40 9.55 59.88 0.00 30.58 0.00
41 10.64 30.74 0.00 58.62 0.00
42. 11.10 0.00 59.39 29.51 0.00
43 9.78 0.00 , 0.00 59.15 31.07
44 0.00 10.28 59.30 30.42 0.00
45 14.55 16.96 '35.66 0.00 32.83
46 I 33.88 15.47 0.00 35.58 15.07
47 14.71 0.00 34.41 36.73 14.15
48 25.55 12.01 12.40 26.25 23.79
49 23.90 26.15 ' 13.45 12.40 24.09
50 0.00 29.87 19.72 40.33 10.08
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Table 5: Predicted composition of 50 samples, based on the model built in the
second PLS-l experiment. Compositions are expressed as masses normalized to
TCE,
,Sample No, POPITCE pred, BBPITCE pred. ITXIBITCE pred. P1HP/TCE pred. ESO/TCE pred,
1 1,8185 0,1979 -0.0075 0.0468 -0,0097
2 1.8073 0.4497 0.0015 0.0216 -0.0048
3 1.4980 0.6490 -0.0021 0,0173 -0.0038
4 1.2549 0.8402 -0,0012 0,0085 -0.0024
5 0.8333 1,2574 0.0005 -0,0017 -0.0006
6 -0.0032 1.9030 0,2036 0.0089 0.0007
7 0.0086 1.3291 0.8966 0.0034 -0.0023
8 0.0116 0.4666 1.8360 -0,0063 -0.0127
9 1.6481 -0.0105 0.6926 0.0083 0,0054
10 1.3431 -0.0063 0,9187 0.0026 -0.0075
11 1.5694 -0.0034 -0.0069 0.0000 0,6637
12 0.6844 -0,0081 -0.0130 0.0030 1.6049
13 -0.0068 1.8136 -0.0012 0,0049 0.4506
14 -0.0092 1,2835 -0,0085 -0,0067 0.8616
15 0,0044 0.1919 -0.0096 0,0094 2.0211
16 1.1630 0.0049 0.0056 1.1930 0.0052
17 1:9077 0.0029 0.0015 0.4688 -0.0033
18 0.0019 -0,0004 0.4455 -0.0031 1.7813
19 0.2088 1,3636 -0,0104 -0.0119 0.6698
20 0,7188 0.2336 1.3819 0.0047 -0,0118
21 0.2377 0.7122 1,3842 0.0029 -0.0132
22 0.6606 1.4026 0.0036 -0.0144 0.1944
23 0.6914 -0.0002 0.2297 0.0091 1.3744
24 0.2126 -0.0025 0.6579 0.0084 1.3219
25 -0.0198 1.9759 -0.0003 0.4997 0.0015
26 0.0079 0,0010 2.0650 0.2181 0.0028
27 0.0071 -0.0047 1.7868 0.4457 0.0046
28 0.0000 -0.0026 0.8663 1.3122 -0.0037
29 -0.0006 -0.0009 0,6763 1.5764 0.0016
30 -0.0004 0.0021 0.2259 2.0704 -0.0047
31 0.0091 -0.0034 -0.0052 0.4293 1.7609
32 -0,0027 -0.0021 -0.0007 0,9107 1.3910
33 -0.0007 -0.0014 -0.0016 1,3426 0.8755
34 1.3152 -0.0010 -0.0007 0.8990 -0.0054
35 0,2081 -0.0005 -0.0073 1.9083 -0.0034
36 1.2980 0.6530 0.0052 0.2172 -0.0016
37 0.6958 0.0070 0.2433 1.3418 0.0047
38 0.6984 0.1969 0.0021 1.3442 -0,0055
39 0.0013 1.3481 0.6524 0.2362 -0.0051
40 0.2075 1.3265 0.0052 0.6884 0.0024
41 0.2480 0.6988 0.0039 1.3357 0.0018
42 0.2484 0.0005 1.3352 0.6660 0.0043
43 0.2140 0.0015 0.0040 1.3132 0.6872
44 0.0026 0.2282 ' 1.3095 0.6788 -0.0064
45· 0.3215 0.3797 0.7840 0.0009 0.7264
46 0.7323 0.3426 0.0004 0.7618 0.3222
47 0.3134 -0.0053 0.7252 0.7689 0.2995
48 0.5649 0.2666 0.2715 0.5830 0.5243
49 0.5247 0.5705 0.2897 0.2698 0.5264
50 , -0.0080 0.6469 0.4229 0.8868 0,2060
,.
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units inputted into the model for the known samples. Table 6 shows the predicted concentrations
of the 50 samples, converted to percentages. Note that some of the concentrations are slightly
negative. This is due to the dramatic reduction in the number of variables, from 5099 data points
in the NMR spectra to 25 or fewer factors. Table? shows the predicted concentrations minus the
actual concentrations, in units of absolute percent (not relative percent). For example, if the
actual concentration for one of the plasticizers in a sample is 30.09%, and the model predicts a
concentration of 30.13%, the predicted concentration minus the actual concentration is 0.04% in
absolute percent. In relative percent, the difference is 0.13% (100 x 0.04/30.09).
Examination of the data shown in Table? shows that the model does an excellent job of
predicting the 50 samples. Almost all of the samples are predicted to well within 1% (absolute)
of the true values for all of the components, and 34 ofthe 50 are even predicted to within 0.5%._
The sample that is predicted the worst is sample 1, where DOP is predicted 1.38% low, and
DIHP is predicted 2.29% high. Only one other sample, sample 22, shows a difference of greater
than 1%. The root mean squares (RMS) of the differences, in absolute percentages, are
summarized below:
Plasticizer
DOP
BBP
TXIB
DIHP
ESO
RMS of differences
0.38%
0.31%
0.22%
0.48%
0.30%
The RMS is calculated by squaring the absolute percentage differences, adding them up and
dividing by 50 (i.e., taking the mean), and taking the square root of this number-- the root of the
mean of the squares. It is analogous to a standard deviation..
The two plasticizers that have the highest RMS values, and are therefore predicted the
worst, are DIHP and DOP. This is understandable, given the fact that these two plasticizers are
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Table 6:' Predicted composition of 50 samples, based on the model built in the
second PLS-l experiment. Compositions are expressed as percentages.
Sample No. %DOP.pred. %BBp.pred. I%TXIB.pred. %DIHp,pred. %ESO.pred.
1 88.88 9.671 -0.37 2.29 -0.48
2 79.43 19.77 0.06 0.95 -0.21
3 69.40 30.071 -0.10 0.80 -0.18
4 59.76 40.01 -0.06 0.41 -0.11
5 39.89 60.201 0.02 -0.08 -0.03
6 -0.15 90.06 9.63 0.42 0.03
7 0.39 59.46 40.11 0.15 -0.10
8 0.51 20.33 79.99 -0.27 -0.55
9 70.32 -0.45 29.55 0.35 0.23
10 59.68 -0.28 40.82 0.12 -0.33
11 70.61 -0.15 -0.31 0.00 29.86
12 30.13 -0.35 -0.57 0.13 70.66
13 -0.30 80.20 -0.05 0.22 19.93
14 -0.44 60.521 -0.40 -0.31 40.63
15 0.20 8.66\ -0.43 0.42 91.15
16 49.04 0.21 0.24 50.30 0.22
17 80.24 0.12 0.06 19.72 -0.14
18 0.08 -0.02 20.02 -0.14 80.05
19 9.41 61.43 -0.47 -0.54 30.17
20 30.89 10.04· 59.38 0.20 -0.51
21 10.23 30.65 59.57 0.13 -0.57
22 29.40 62.42 0.16 -0.64 8.65
23 30.00 -0.01 9.97 0.39 59.64
24 9.67 -0.11 29.93 0.38 60.13
25 -0.80 80.42 -0.01 20.34 0.06
26 0.34 0.04 89.99 9.50 0.12
27 0.32 -0.21 79.78 19.90 0.21
28 0.00 -0.12 39.88 60.41 -0.17
29 -0.02 -0.04 30.02 69.97 0.07
30 -0.02 0.091 9.85 90.28 -0.21
31 0.42 -0.16 -0.24 19.60 80.38
32 -0.12 -0.09 -0.03 39.66 60.58
33 -0.03 -0.06 -0.07 60.63 39.54
34 59.59 -0.04 -0.03 40.73 -0.25
35 9.89 -0.02 -0.35 90.65 -0.16
36 59.76 30.07 0.24 10.00 -0.07
37 30.35 0.31 10.61 58.52 0.21
38 31.23 8.81 0.10 60.11 -0.24
39 0.06 60.38 29.22 10.58 -0.23
40 9.31 59.48 0.23 30.87 0.11
41 10.84 30.54 0.17 58.37 0.08
42 11.02 0.02 59.22 29.54 0.19
43 9.64 0.07 0.18 . 59.15 30.96
44 0.12 10;31 59.18 30.68 -0.29
45 14.53 17.161 35.43 0.04 32.83
46 33.91 15.861 0.02 35.28 14.92
47 14.91 -0.25 34.51 36.58 14.25
48 25.56 12.06 12.28 26.38 .23.72
49 24.06 26.161 13.28 12.37 24.14
50 -0.37 30.021 19.63 41.16 9.56
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Table 7: Differences between the predicted concentrations and the actual
concentrations -- values from Table 6 minus the values from Table 4, in absolute
percentages
Sample No. %POp,pred,·act. %BBP,pred,·act, %TXIB.Dred.•act. %D1Hp,pred,-act. %ESO,pred,.act,
1 -1.38 -0.06\ -0.37 2.29 -0.48
2 -0.61 -0.191 0.06 0.95 -0.21
3 -0.74 0.211 -0.10 0.80 -0.18
4 -0.40 0.16 -0.06 0.41 -0.11
5 0.05 0.04 0.02 -0.08 -0.03
6 -0.15 0.03, -0.34 0.42 0.03
7 0.39 -0.441 0.01 0.15 -0.10
8 0.51 0.021 0.30 -0.27 -0.55
9 -0.04 -0.45 -0.10 0.35 0.23
10 0.31 -0.28 0.19 0.12 -0.33
11 0.34 -0.151 -0.31 0.00 0.12
12 0.04 -0.351 -0.57 0.13 0.75
13 -0.30 0.301 -0.05 0.22 -0.16
14 -0.44 0.801 -0.40 -0.31 0.35
15 0.20 -0.86 -0.43 0.42 0.68
16 -0.67 0.21 0.24 0.00 0.22
17 -0.41 0.12 0.06 0.37 -0.14
18 0.08 -0.02 0.03 -0.14 0.05
19 0,26 -0.02 -0.47 -0.54 0.76
20 0.28 -0.291 0.32 0.20 -0.51
21 0.48 -0.271 0.23 0.13 -0.57
22 -0.21 1.31 0.16 -0.64 -0.62
23 -0,31 -0.01 0.06 ~ 0.39 -0.13
24 -0.15 -0.111 0.21 0.38 -0.32
25 -0.80 -0.051 -0.01 0.81 0,06
26 0.34 0.04\ -0.31 -0.20 0,12
27 0.32 -0.211 -0.36 0.04 0.21
28 0.00 -0.121 0.04 0.25 -0.17
29 -0.02 -0.041 0.00 0.00 0.07
30 -0.02 0.091 -0.12 0.25 -0.21
31 0.42 -0.161 -0.24 -0.14 0.11
32 -0.12 -0.091 -0.03 0.16 0.07
33 -0.03 -0.061 -0.07 0.28 -0.11
34 -0.13 -0.041 -0.03 0.45 -0.25
35 0.18 -0.021 -0.35 0.35 -0.16
36 -0.04 0.02! 0.24 -0.15 -0.07
37 -0.63 0.311 0.26 -0.14 0.21
38 -0.33 -0.071 0.10 0.55 -0.24
39 0.06 -0.121 -0.12 0.41 -0.23
40 -0.24 -0.391 0.23 0.29 0.11
41 0.19 -0.201 0.17 -0.25 0.08
42 -0.08 0.021 -0.17 . 0.03 0.19
.43 -0.14 0.07: 0.18 0.01 -0.11
44 0.12 0.03: -0.11 0.25 -0.29
45 -0.02 0.20: -0.23 0.04 . 0.01
46 0.03 0.40i 0.02 -0.30 -0.15
47 . 0.20 -0.25! 0.09 -0.14 0.10
48 0.00 0.05i -0.12 0.12 -0.06
49 0.15 0.00: -0.17 -0.031 0.04
50 -0.37 0.15: -0.09 0.831 -0.52
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similar phthalate plasticizers, and have similar NMR spectra (Figures 2 and 5, pages 23 and 26).
TXIB is not a phthalate plasticizer, and so gives a very different NMR spectrum (Figure 4, page
24). It is understandable, then, that it would be predicted very well in comparison to the
phthalates (DOP, BBP, DIHP). BBP is a phthalate plasticizer, but it also contains a benzyl
t
group, which gives some "uniqueness" to its NMR spectrum (Figure 3, page 24). This
uniqueness allows BBP to be predicted very well in comparison to the other phthalates. Finally,
ESO, which is not a phthalate and so has an NMR spectrum (Figure 6, page 27) that differs from
all the others, is also predicted well.
Effect of Line Broadening
The choice of 4 Hz of line broadening was somewhat arbitrary. It was used, as described
in the Introduction section, to provide better overlap between spectra acquired over the course of
many months. While the application ofa line'broadening function did broaden the NMR peaks
as desired, it did so at the expense of resolution and J-coupling information. It would appear,
based on the excellent results reported here, that this loss of resolution was not detrimental to the
goal of determining the composition of unknown samples. This is probably due in part to the
"redundancy" of information in the NMR spectra ofeach individual component, as described in
the Introduction.
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Conclusions
The results presented here clearly show that the chemometric technique of PLS-l, using
proton NMR spectra as input data, is capab!e of performing very accurate quantitative
measurements on mixtures oforganic compounds. The major drawbacks to such a method are
the large number of samples that need to be prepared and analyzed, and the long calculation
time. Future work could include studies where the number of known samples in the training set
is significantly reduced, so as to determine how accurately the method can work with a smaller
investment of time. Time could be saved during spectral acquisition by lowering the number of
transients from 64 to 16; this would reduce the signal-to-noise ratio by a factor of2, but this
should still yield reasonably acceptable spectra. The "redundancy" of information in the NMR
spectra would probably tend to allow a lower signal-to-noise ratio to be used. More plasticizers
could be added to the study, which would make the method even more powerful. Changes could
be made in one or more of the variables used in the present study, including spectral processing
parameters, spectral acquisition parameters, the parameters used during the PLS-l calculations,
and the number of factors selected to build the calibration. Specifically, the amount of line
broadening could be varied from the 4 Hz chosen for this study, to see whether this was the best
choice. It is possible that, with less broadening, and consequently more resolution, excellent
results could still be achieved. After any changes were made, the new model could then be
compared with the current model to determine whether the change improved the model's
predictive power.
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