Abstract-Over the past decade, numerous systems have been proposed to detect and subsequently prevent or mitigate security vulnerabilities. However, many existing intrusion or anomaly detection solutions are limited to a subset of the traffic due to scalability issues, hence failing to operate at line-rate on large, highspeed datacentre networks. In this paper, we present a two-level solution for anomaly detection leveraging independent execution and message passing semantics. We employ these constructs within a network-wide distributed anomaly detection framework that allows for greater detection accuracy and bandwidth cost saving through attack path reconstruction.Experimental results using real operational traffic traces and known network attacks generated through the Pytbull IDS evaluation framework, show that our approach is capable of detecting anomalies in a timely manner while allowing reconstruction of the attack path, hence further enabling the composition of advanced mitigation strategies. The resulting system shows high detection accuracy when compared to similar techniques, at least 20% better at detecting anomalies, and enables full path reconstruction even at smallto-moderate attack traffic intensities (as a fraction of the total traffic), saving up to 75% of bandwidth due to early attack detection.
I. INTRODUCTION
In recent years, unwarranted network accesses have raised serious concerns for the Internet. Distributed Denial of Service (DDoS) attacks pose a great risk to network security, but with the increased exposure of implementation errors in critical applications, other attacks are starting to become ever more prevalent. These new attack vectors are difficult to detect early and the time to resolve the vulnerabilities is uncertain. In many environments, patches for these exploits require approval from service and package maintainers, or interfere with operation critical components, increasing the time until the issue is fully mitigated. In order to prevent such attacks from occurring, it is crucial to properly detect them from within a large volume of aggregate data. The detection is complex due to the compute and network requirement to isolate anomalous from legitimate traffic without degrading the network performance. The problem is further amplified by the nature of general network anomalies which are increasingly difficult to characterise through a generalised pattern due to their continuously evolving nature [1] . There has been particular proliferation of DDoS attacks in recent years since they can be easily performed, require little technical know-how, can hinder the infrastructure for a long time, and are hard to detect and mitigate [2] . This type of attack is characterised by a large number of flows from many-hosts to a destination server and service, much like a legitimate flash-crowd event.
Alternatively, another type of attack such as a port-scan, while not interfering with network operations, can be used for malicious purposes. Such an attack is characterised by a large number of short lived unidirectional flows over a large range of ports. IDS have been proposed to detect these attacks but often have to trade scalability for accuracy and vice versa. Finegrained network monitoring yields better detection results but can degrade performance and prevent scalability, while coarsegrained monitoring can be used over large amount of data with lower confidence on detecting anomalies. Over the last decade, with the introduction of Software Defined Networking (SDN), the network management, configuration, and monitoring have been greatly improved, enabling new ways to tackle anomaly detection.
In this paper, we propose a two-level approach for network anomaly detection [2] , [3] , which combines coarse-grained monitoring performance with the accuracy of fine-grained analysis, resulting in improved detection accuracy with minimal performance costs. We further enhance the architecture by enabling execution within a distributed environment. Our motivation is supported by the fact that network anomalies present two overarching characteristics, albeit difficult to parameterise: flows with deviations from typical network traffic, and asymmetry of interaction between end points. Although several solutions have been proposed for network anomaly detection, we propose an enhancement of the two-level detection scheme through use of distributed computing. Thus, our approach differs from others in the following ways: a) Accuracy: While other statistical anomaly detection mechanisms provide suitable accuracy, our approach, through using a two-level detection and leveraging distributed mechanisms, gives a higher degree of accuracy. b) Path Reconstruction: Using modular distributed components for anomaly detection, our solution is able to perform path reconstruction. c) Memory Consumption: We provide an adequate tradeoff between memory consumption and performance by using data structures that attempt to provide an accurate representation of flows for indexing and statistical manipulation.
The remainder of this paper is structured as follows: In Section II, we describe the design and implementation of the proposed anomaly detection algorithms and distributed mechanisms. Section III presents the experimental setup and results obtained, with emphasis on scalability, accuracy, and path reconstruction. Section IV discusses related work in the field of anomaly detection, and Section V concludes the paper.
II. DESIGN & IMPLEMENTATION
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Vote Vote Result Fig. 1 . A high-level design of the proposed system architecture As shown in figure 1 , the proposed anomaly detection solution is structured around the use of different modules responsible for detecting diverse anomalies but with different performance and computational characteristics. They are distributed across the infrastructure to have a global view of the network. Ideally, each module would be deployed at every network node, either directly on or collocated with the switch platform to analyse data at every layer and at different levels of aggregation. This is reminiscent of legacy network firewall boxes, where processing was done as close to the networking layer as possible. This approach, however, lacked flexibility in deployment to multiple network locations, which we improve through software able to run on general purpouse hardware. Furthermore, we use this approach to maximise data locality and ensure minimum networking overhead and redirection when analysing traffic.
In order to improve detection accuracy without hindering performance, we rely on a two-level approach at anomaly detection: each module independently computes certain traffic statistics and it exchanges meta-information with its peers through a Remote Procedure Call interface we have developed. Monitoring peers subsequently run a consensus algorithm to collectively identify whether the traffic is anomalous or not. Using RPC, we can distribute the network processing across many devices increasing the computational capabilities as well as providing path reconstruction of the anomaly source by analysing the sequence of RPC control messages and the voting responses from the consensus algorithm.
A. Fine and Coarse-Grained Anomaly Detection
The proposed anomaly detection method is following a two-level detection scheme. Using this approach, we can have a trade-off between anomaly detection accuracy and computational cost. First, a coarse-grain inspection of the traffic is performed for fast-analysis, minimising processing overhead for benign traffic. If a potential anomaly is detected, a finegrained detection algorithm is used to analyse the collected metrics of the potentially anomalous subset of traffic in-depth. In order to enable high performance for a wide variety of environments, the two algorithms are independent of network topology and the underlying infrastructure.
For Coarse-Grained Detection (CGD), we employ Shannon's statistical entropy-based method which is independent of network topology and traffic characteristics, and can be used for anomaly detection and classification purposes [4] . The Shannon entropy H(X) of a data set X = x 1 , x 2 , ...x n is defined as
where N = |X| and p i is the probability P [X = x i ]; it is used to measure the expected values of information conveyed through data set. Further improvements for use of anomaly detection are defined through normalisation of values, thus
ensures that the entropy values are in the range [0, log 2 N ]. Statistical anomaly detection algorithms usually compose a normal behaviour model in order to establish the ground truth with respect to the normal behaviour of a given network by profiling a set of network features over a long period of time. Hence, with the use of the normal behaviour model, it is then feasible to identify anomalous patterns if the examined network features deviate from certain thresholds of the expected values. There is usually a great debate on the amount of features to be used within a network anomaly detection methodology, however, such features are usually extracted from the network or the transport layer (layer 3-4) [1] . In our proposed design, we focus on the traditional 5-tuple flow definition containing the protocol type as well as source and destination addresses and ports. Hence, in our case any entropy distribution change outside of a set threshold is an indicator of a possible anomaly. The accuracy of the detection can be improved by analysing the variation of multiple iterations of Shannon's entropy. Once the entropy variation has passed the thresholds of normal behaviour which is dependant on network load and characteristics, a more detailed inspection of the network traffic can be performed to isolate the true-and falsepositives as well as to identify the type of anomaly.
For in-depth analysis, we have selected a sketch-based algorithm for fine-grained detection. For this work, we modify the Count-Min Sketch [5] algorithm to store the source and destination IP addresses, as well as the transport layer ports. Under this approach, we can store the time variant state of the flow. Any variation present within the flows can be detected from the stored metrics and used to detect the presence of an anomaly. As a result, overall network anomalies can be detected as well as per-flow-specific anomalies, with the added benefit that we are able to use the resulting information for anomaly classification purposes. Using this approach to complement Shannon's entropy estimation, we are able to accurately identify anomalies and gather detailed network characteristics necessary to ensure consensus on the detected anomaly being reached.
B. Flow Statistics Collection
The Flow Statistics Collection module is responsible for receiving flow information from the network controller. Since the anomaly detection modules rely on the 5-tuple, the collector presents metrics from the network and transport layers, as well as associated metrics representing the state of each flow.
The additional metrics we are using are the per-flow number of packets and bytes transmitted since they give an overall accurate indication of network utilisation and anomalous flows.
Using the OpenFlow protocol as our underlying network orchestration mechanism, we configure the switches to hold flow entries at layer 4, effectively mapping each flow entry to the flow 5-tuple. Using the OpenFlow FlowStats query message, the system is able to gather per flow entry metrics including packet and byte counts.
The implementation of the orchestration mechanisms used to manage the network components is done in the form of an OpenFlow Controller application, instructing switches to gather detailed information of the aforementioned metrics.
C. Distributed Behaviour
While the proposed anomaly detection components described so far can be used in a standalone fashion, we significantly increase the performance and efficiency of our solution through including distributed behaviour. This enhances the overall system by allowing attack path reconstruction and coordinated analysis from multiple network locations. In order to describe certain aspects of the mechanisms used, we need to establish certain prerequisites and assumptions about the distributed behaviour we compose:
• Independence: Anomaly detection instances should perform independently from other identical processes throughout the overall system. This allows for reliability in results and minimisation of faulty processes within the distributed environment with respect to data collection, analysis, and response.
• Ordering: In order to ensure correct behaviour, establishing and maintaining an accurate ordering of operations performed is critical. This enables path reconstruction of detected anomalies and victim pinpointing through reasoning behind the ordering of events and actions performed by the distributed system. • Consensus: To enable precise detection of attacks, agreement between members of the distributed environment must be reached. In the case of our system, this is achieved through the use of a majority voting scheme that gathers the results from all instances involved in the detection process.
The main component that enables distributed behaviour is the use of a remote procedure call mechanism allowing for analysis of network data from different devices. Execution of our system in a distributed environment enhances detection accuracy, and allows for monitoring of events to perform attack path reconstruction, facilitating the use of improved mitigation strategies that minimise network bandwidth usage.
In order to provide a clear explanation regarding remote invocation, we have to impose some constraints on the behaviour of our solution and a discussion on locality. The behaviour is dictated by events present within the network, which in the case of the studied problem are network anomalies that have been detected. Using the Communicating Sequential Processes (CSP) notation, we define the behaviour of our solution as a series of processes that all implement the same functionality, and rely on shared events that model interprocess communication. The formal definition for our system under the stated constraints is given by Theorem 1, with proof provided in Proof 1. The event anom is external to the distributed system, while events analyse and vote convey messages that are shared between multiple instances of the prototype we have developed, abstracting remote invocation semantics.
Theorem 1: Given two processes:
We appeal to the operational semantics rules of alphabetised parallel: two processes P and Q with respective alphabets A P and A Q and x ∈ A P ∩ A Q , y ∈ A P \ A Q will behave as follows: if P → y P then P |{x}|Q → y P |{x}|Q and if P → x P and Q → x Q , then P |{x}|Q → x P |{x}|Q . Thus:
The second operand of implies no synchronization between the two processes, and is therefore equivalent to vote → ST OP . Similarly:
By abstracting events, and imposing ordering such that we enforce anom → analyse and analyse → vote, we can define an improved behaviour of our system:
Finally, by combining the two we can deduce the following order, which can be described as deterministic:
Although the formalised description on behaviour does not describe the difference between the two processes, we can control them through an analysis of network topology. In our solution, we define the Background process as operating on network end-points, where hosts are directly connected to switches, and Conditional as locations which are connected only to other switches and routing devices. Thus, by introducing constraints derived from the network topology, we are able to predict that detection on non-end-point devices which are running Conditional processes, only occurs if the anomaly has been detected by a Background instance. Furthermore, if we expand this by requiring that a process can only communicate to another only if they are adjacent in the network topology, we can easily deduct the path reconstruction capabilities of our solution, by allowing a Conditional process to invoke one another through analyse events.
Given the ordered nature of the messages passed they can be traced back to a detection single instance, as per the construction we use in Theorem 1. The use of a decentralised majority voting solution does not yield any benefits; because of this, our approach uses a centralised version of the proposed algorithm, with only a single voting phase, as described in Algorithm 1. This centralised voting process occurs within the context of all nodes which have received an analyse event during the occurrence of an anomaly, which we define as a group; the central node within a group is the one that initiated the invocation, thus, becoming the last one to receive a vote event.
Algorithm 1 Single-phase Majority Voting. Notations described in Table I 1: Given G(a i ) and C(a i )
S i ← M 4: else 5:
set of group members of ai being labelled with M F (ai) set of group members of ai being labelled with F G(ai) set of group members of ai, where
set of group members of ai belonging to the same cluster (voted the same) as ai 
A. Experimental Setup
Our performance evaluation experiments were based on CAIDA's 2014 Anonymised Internet Traces [6] , while the attack traffic was obtained using Pytbull, a popular IDS testing software which uses several attack vectors. Regarding the background traffic used, we split the provided data through Monte-Carlo sampling to obtain realistic network traces more 1 https://github.com/mirceaIordache/DistributedNAD suitable for a datacentre network environment, as the CAIDA traces contain Internet traffic which encompasses communication between multiple sub-networks and does not account for inter-network communication. Furthermore, by combining traffic from both directions for the dataset used, we are able to realistically model intra-network traffic.
Our testbed uses an Intel Core i5-4670k 3.4GHz CPU with 16GB RAM running the Mininet Virtual Machine with 12GB RAM dedicated to the VM. We chose the Ryu Openflow controller, mainly due to the simplicity of development and flexibility regarding deployment and management. In Figure 2 , we present the general network topology used for anomaly detection. Each of the switches is running our prototype, with end-point Switches 1-4 continually analysing gathered statistics for potential anomalies, while Switches 5-7 are only involved in the detection process if specifically invoked. From the large range of possible attacks that can be evaluated, we decided to use a subset of available anomalies that represent a wide variety of attacks and allow us to accurately measure the performance of our proposed solution: Brute Force access which contain comparable patterns to 0-day attacks, DDoS attacks which are already being thoroughly investigated in other approaches [3] , and Port Scans. This wide spread set of vulnerabilities contain features with large variations between them, therefore allowing us to thoroughly test the applicability of our prototype to the different styles of anomalies.
B. Detection Accuracy
To properly assess the detection accuracy of the selected algorithms, in Figure 3 we plot the Receiver Operating Characteristic curves, in terms of true-and false-positive rates produced by coarse-grained (entropy-based) and fine-grained detection (Sketch-based). In order to generate this curve, we benchmarked each implementation to assess the number of true and false positive alerts produced during multiple attacks with varying thresholds. Thus, we can confirm a high degree of accuracy in the detection capabilities of our proposed solution with minimal false positive events, also allowing for mitigation strategies that do not impact the services of the underlying network.
We also evaluated our system's performance with respect to false negative rates, which the Receiver Operating Characteristic does not take into account under realistic conditions. In order to better understand the performance of our system, we measure detection accuracy against anomaly intensity. In order to do so, we define the anomaly intensity I(∆t) =
T N (∆t) , where T A (∆t) is the anomalous traffic that is present during time interval [0, ∆t), and T N (∆t) is the overall amount of traffic flowing through a switch during the interval [0, ∆t). Similarly, we define the detection accuracy for this case as In Table II , we have presented our observations obtained during several experimental sessions that contained multiple attacks and varying levels of background traffic. The abundance of low intensity attacks in our data is representative of actual network conditions, where a port scan or brute force attempt would consume little bandwidth while still acting as an anomalous event within the network, while attacks of higher intensity are akin to DDoS attacks where network bandwidth usage is significant.
In Figure 4 , we also plot the findings obtained through comparison with a Histogram-based detection scheme which uses the Kullback-Leibler distance [7] . In order to maintain real-time online functionality, frequent detection intervals are required. These are, however, approximately two orders of magnitude higher than those presented in the original histogram implementation, which leads to higher standard deviationσ and thresholds, thus leading to lower overall detection accuracy.
C. Impact of Distributed Behaviour
Although we did not find statistically significant evidence of different detection capabilities when utilising distributed behaviour or a centralised instance, as the anomalous data analysed by multiple instances often coincides, the former approach is the main component that enables path reconstruction. When analysing the number of invoked instances for anomaly detection, we have come to the conclusion that, given an attack of adequate intensity, we are able to provide full path reconstruction as evidenced by data shown in Figure 5 . In the case of a lower intensity attack, our solution is still able to provide partial path reconstruction capabilities, diminishing as increased volumes of legitimate traffic are making detection of anomalies increasingly difficult. With moderate intensity, our approach is capable of accurately determining the attack path, thus allowing for highly localised mitigation to occur. Based on this data, our solution is able to offer complete path reconstruction at the onset of DDoS attacks which generally have high intensity, and partial path reconstruction for anomalies of lower intensity. This functionality is enabled through analysis of the instances involved in the detection process. By providing mechanisms that allow mitigation of an attack close to its origin, our solution allows for enhanced bandwidth usage for legitimate activities. In terms of efficient mitigation, knowing the features of the anomalous flows [7] does not necessarily imply availability of such approaches. To achieve such results, given a global overview of routing tables as found within Software Defined Networks, requires advanced processing of labeled multigraphs in a fashion similar to network restoration, thus incurring additional delay between anomaly detection and mitigation and decreasing overall service capabilities. Our approach does not incur these overheads due to path reconstruction, allowing for timely mitigation. In our experiments, the delay between anomaly detection and path reconstruction was approximately 4 seconds.
Per-link bandwidth consumed by anomalous traffic during our experiments was up to 35% (35Mbps out of 100Mbps) at the core layer and up to 75% at lower layers, as can be seen from Figure 6 . Existing solutions filter detected anomalies at every network ingress, an approach which is susceptible to intra-network attacks in the case of large commercial datacentres. The other technique commonly used is filtering at the affected host or subregion of the network, which leads to wasted bandwitdth for legitimate activities, up to 65% of available bandwidth for the targeted host. Through path reconstruction, we can pinpoint the origin location of the anomaly, thus enabling the use of mitigation strategies that maximise the availability of the overall network, thus increasing performance.
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IV. RELATED WORK
There is a large body of work focusing on network intrusion detection with multiple approaches, all using different types of information and processing ranging from statistical analysis, to Bayesian networks, Markov chains, and neural networks [8] . Many recent solutions for anomaly detection use sketches, as evidenced in [9] and [10] . A Sketch [11] is a data structure used to store a summary of large data in a memory efficient way. Cormode et al. [5] provided an approach for using multiple hash tables for scalable data stream summaries, proving a simplified version of the initial sketch.
Since our solution factors-in distributed behaviour, reaching consensus between the multiple components involved requires a majority voting scheme. Previous work on this topic is extensive, with diverse applications having specialised solutions [12] . In our work, we initially reviewed a decentralised two-phase majority voting scheme as described in [13] , which analyses performance anomalies in networked environments. Based on data collected through different monitoring mechanisms, the participants use a two-phase majority voting scheme to decide on the state of all nodes within the group.
V. CONCLUSIONS
In this paper, we have investigated distributed network anomaly detection as a means to enhance network security in a scalable manner. Specifically, we exploited a two-level detection scheme to minimise the search space and time required for analysis of network data. For anomaly detection, we adopted an entropy-based approach combined with a Sketch data structure and algorithm for detailed analysis in order to improve the accuracy of identified attacks. We have proposed a distributed architecture that enables path reconstruction capabilities in a reliable way, and allows for higher degree of confidence in detected results through a majority voting scheme. The performed evaluation shows that our solution is resistant to low-intensity attacks and is capable of path reconstruction by maintaining the ordering of passed messages.
Future work will focus on enhancing the synchronisation process of remotely invoked instances through an advanced majority voting scheme that allows for extended information that includes the previously mentioned classification process. Finally, we wish to investigate enhanced deployment and management techniques for our solution to take into account data locality, system resource availability, and demand, guaranteeing enhanced resilience of overall network infrastructures.
