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Abstract
This paper is concerned with a Galerkin boundary element method solving the two dimensional exterior
elastic wave scattering problem. The original problem is first reduced to the so-called Burton-Miller ([4])
boundary integral formulation, and essential mathematical features of its variational form are discussed.
In numerical implementations, a newly-derived and analytically accurate regularization formula ([18]) is
employed for the numerical evaluation of hyper-singular boundary integral operator. A new computational
approach is employed based on the series expansions of Hankel functions for the computation of weakly-
singular boundary integral operators during the reduction of corresponding Galerkin equations into a discrete
linear system. The effectiveness of proposed numerical methods is demonstrated using several numerical
examples.
Keywords: Boundary element method, elastic wave, Burton-Miller formulation, hypersingular boundary
integral operator.
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1. Introduction
The elastic wave scattering problems in an unbounded domain have received much attention in both
engineering and mathematical communities over the years since they are of great importance in diverse
areas of applications such as geophysics, seismology and non-destructive testing. These problems present
considerable mathematical and computational challenges such as the oscillating character of solutions and
the unbounded domain to be considered. In this paper, we consider the elastic wave scattering of a time
harmonic incident wave by an impenetrable and bounded obstacle in two dimensions. The elastic scattered
field can be modeled by a time-harmonic Navier equation together with an appropriate radiation condition
at infinity and a boundary condition on the boundary of the obstacle.
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Recently, various methods have been developed for the numerical solutions of elastic scattering problems.
Among them, the boundary integral equation (BIE) method ([8]), which has also been widely used in acous-
tics, electromagnetics and elastostatics ([2, 7, 9, 14, 15]), takes some advantages over domain discretization
methods since it is not necessary for the BIE method to impose any artificial boundary condition for the
radiation condition, and the reduced BIEs are only discretized on the boundary of the obstacle. To effectively
reduce the BIE into a linear system, many different solvers including the boundary element method (BEM)
([13]), the Nystro¨me method ([16]), the fast multipole method [5, 17] and the spectral method ([12]) have
been considered.
In this paper, we are concerned with the Galerkin BEM for solving the two dimensional elastic scattering
problem with Neumann boundary condition. There are many advantages for the application of Galerkin
schemes to BIEs, including the availability of full mathematical convergence analysis allowing h-p approxi-
mations, the optimality of the method. We first introduce a Burton-Miller BIE formulation ([4]) solving the
original boundary value problem. Indeed, this type of BIE inherits from the original problem the uniqueness
of solution for all frequencies regardless of types of boundary conditions or types of incident waves. Then,
the corresponding variational equation is shown to admit a unique solution using the Fredholm’s alternative.
What we have to pay for the achievement of uniqueness is that the computational formulation consists of all
four boundary integral operators corresponding to the time-harmonic Navier equation, including the singular
and hyper-singular boundary integral operators. As a result, how these classically non-integrable boundary
integral operators are evaluated accurately and effectively is crucial for the treatment of elastic waves using
BIE method. A semi-classical method based on local polar coordinates and a Laurent series expansion of the
relevant integrand is applied in [3] to evaluate the hyper-singular integral in the sense of Cauchy principle
value and Hadamard finite part sense. Another idea to evaluate hyper-singular integrals is to reduce the
order of singularity of hyper-singular boundary integrals. For this purpose, with the help of subtraction and
addition of relevant terms, the hyper-singular boundary integral could be reduced to a form involving at
most weakly singular integrals ([11]). In this work, by utilizing the duality paring in weak forms and the
tangential Gu¨nter derivative ([8, 10]), we present a new and accurate regularization formula ([18]) which
replaces the weak form of hyper-singular boundary integral operator by a coupling of several weakly-singular
boundary integrals. As applying the Galerkin scheme to the variation equation, we simply use piecewise
linear or constant basis functions, and linear approximations of integral curves. During the computation of
entries of the coefficient matrix in the reduced linear system, we propose a novel strategy based on the series
expansions of Hankel functions and several special integrals to evaluate all weakly-singular integrals exactly.
In addition, all non-singular integrals can be approximated using Gaussian quadrature rules, and all singular
integrals are vanishing due to the fact of using line integral curves.
The rest of this paper is organized as follows. In Section 2, a Burton-Miller BIE formulation for the
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considered exterior elastic scattering problem is presented and the solvability of the corresponding varia-
tional equation is studied. In Section 3, we discuss the numerical procedures of the Galerkin scheme for
approximating the variational equation and present a new strategy to evaluate all weakly-singular boundary
integrals exactly through using series representations of special Hankel functions. Several numerical exam-
ples are presented in Section 4 to verify the efficiency and accuracy of the proposed numerical methods. The
paper is concluded in Section 5 with some general conclusions and remarks for future work.
2. Mathematical problems
Let Ω ⊂ R2 be a bounded, simply connected and impenetrable body with sufficiently smooth boundary
Γ = ∂Ω, and its exterior complement is denoted by Ωc = R2 \ Ω ⊂ R2. The domain Ωc is occupied by a
linear and isotropic elastic solid determined through the Lame´ constants λ and µ (µ > 0, λ + µ > 0) and
its mass density ρ > 0. Denote by ω > 0 the frequency of propagating elastic waves. The problem to be
considered is to determine the elastic displacement field u in the solid provided an incident field ui, and can
be formulated as follows: Given ui, find u = (u1, u2)
> ∈ (C2(Ωc) ∩ C1(Ωc))2 satisfying
∆∗u+ ρω2u = 0 in Ωc, (2.1)
T (u+ ui) = 0 on Γ, (2.2)
and the Kupradze radiation condition ([10])
lim
r→∞ r
1/2
(
∂ut
∂r
− iktut
)
= 0, r = |x|, t = p, s, (2.3)
uniformly with respect to all xˆ = x/|x| ∈ S := {x = (x1, x2)> ∈ R2 : |x| = 1}. Here, u = up + us, and the
compressional wave up and the shear wave us are given by
up = − 1
k2p
grad divu, us =
1
k2s
−−→
curl curlu
with
ks = ω
√
ρ
µ
, kp = ω
√
ρ
λ+ 2µ
,
and
−−→
curl =
(
∂
∂x2
,− ∂
∂x1
)>
, curlv =
∂v2
∂x1
− ∂v1
∂x2
, v = (v1, v2)
>.
In addition, ∆∗ is the operator defined by
∆∗ = µdiv grad + (λ+ µ) grad div , (2.4)
and T is the traction operator on the boundary given by
Tu = 2µ
∂u
∂n
+ λ(divu)n+ µn× curlu, (2.5)
3
where n is the outward unit normal to the boundary Γ. For the uniqueness of the classical boundary value
problem (2.1)-(2.3), we refer to [10].
2.1. Boundary integral equations
It follows from Green’s representation formula ([8]) that the unknown functions u can be represented in
the form
u(x) =
∫
Γ
(T yE(x, y))
>u(y) dsy −
∫
Γ
E(x, y)t(y) dsy, ∀x ∈ Ωc, (2.6)
where t = (Tu)|Γ and E(x, y) is the fundamental displacement tensor of the time-harmonic Navier equation
(2.1) taking the form
E(x, y) =
1
µ
γks(x, y)I +
1
ρω2
∇x∇x
[
γks(x, y)− γkp(x, y)
]
, x 6= y. (2.7)
In (2.7) and the following, I denotes the identity matrix, and γkt(x, y) is the fundamental solution of the
Helmholtz equation in R2 with wave number kt, i.e.,
γkt(x, y) =
i
4
H
(1)
0 (kt|x− y|), x 6= y, t = p, s, (2.8)
where H
(1)
0 (·) is the first kind Hankel function of order zero. Now letting x in equations (2.6) approach to
the boundary Γ and applying the jump conditions, we obtain the corresponding BIE on Γ
u(x) =
(
1
2
I +K
)
u(x)− V t(x), x ∈ Γ. (2.9)
Operating with the traction operator on (2.6), taking the limits as x→ Γ and applying the jump relations,
we are led to the second BIE on Γ
t(x) =
(
1
2
I −K ′
)
t(x)−Wu(x), x ∈ Γ. (2.10)
In the BIEs (2.9)-(2.10), I is the identity operator and the boundary integral operators for the elasticity are
defined by
V t(x) =
∫
Γ
E(x, y)t(y) dsy, x ∈ Γ, (2.11)
Ku(x) =
∫
Γ
(T yE(x, y))
>u(y) dsy, x ∈ Γ, (2.12)
K ′t(x) =
∫
Γ
T xE(x, y)t(y) dsy, x ∈ Γ, (2.13)
Wu(x) = −T x
∫
Γ
(T yE(x, y))
>u(y) dsy, x ∈ Γ. (2.14)
Here, V , K, K ′ and W denote the single-layer, double-layer, transpose of double-layer and hyper-singular
boundary integral operators, respectively. By combining the BIEs (2.9)-(2.10), we obtain the so-called
Burton-Miller formulation ([4])[
W + iη
(
1
2
I −K
)]
u(x) +
[
1
2
I +K ′ + iηV
]
t(x) = 0, x ∈ Γ, (2.15)
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where η 6= 0 is called the combination coefficient. Using the boundary condition (2.2), the above formulation
leads to [
W + iη
(
1
2
I −K
)]
u(x) =
[
1
2
I +K ′ + iηV
]
(Tui)(x) =: f , x ∈ Γ. (2.16)
Theorem 2.1. The boundary integral equation (2.16) is uniquely solvable.
Proof. It is sufficient to prove that the corresponding homogeneous equation of (2.16) has only the trivial
solution. Suppose that u0 is a solution of the corresponding homogeneous equation of (2.16). Let
ui(x) =
∫
Γ
(T yE(x, y))
>u0(y) dsy, ∀x ∈ Ω.
Then we obtain from the homogeneous form of (2.16) that
Tui − iηui = 0 on Γ.
Applying Betti’s formula to ui and its complex conjugate ui we obtain
0 =
∫
Ω
(ui ·∆∗ui − ui ·∆∗ui) dx
=
∫
Γ
(ui · Tui − ui · Tui) ds
= −2iη
∫
Γ
|ui|2 ds.
Then it follows that ui = 0 on Γ and therefore, Tui = 0 on Γ. On the other hand, let
ue(x) =
∫
Γ
(T yE(x, y))
>u0(y) dsy, ∀x ∈ Ωc.
It holds that on Γ
Tue = Tui = 0.
Then the uniqueness for the exterior elastic scattering problem implies that ue = 0 in Ω
c and hence ue = 0
on Γ. Evaluating the jump on the boundary Γ, we have
u0 = ue|Γ − ui|Γ = 0.
The proof now is complete.
2.2. Weak formulation
The standard weak formulation of (2.16) reads: Given Tui ∈ (H−1/2(Γ))2, find u ∈ (H1/2(Γ))2 such
that
A(u,v) = F (v) for all v ∈ (H1/2(Γ))2, (2.17)
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where the sesquilinear form A(· , ·) : (H1/2(Γ))2 × (H1/2(Γ))2 7→ C is defined by
A(u,v) =
〈[
W + iη
(
1
2
I −K
)]
u,v
〉
, (2.18)
and the linear functional F (v) on (H1/2(Γ))2 is defined by
F (v) = 〈f ,v〉 .
Here, 〈·, ·〉 is the standard L2 duality pairing between (H−1/2(Γ))2 and (H1/2(Γ))2.
Theorem 2.2. The sesquilinear form (2.18) satisfies a G˚arding’s inequality in the form
Re {A(u,u)} ≥ α‖u‖(H1/2(Γ))2 − β‖u‖(H1/2−(Γ))2 , (2.19)
for all u ∈ (H1/2(Γ))2. Here, Re{ } implies the real part, and α > 0, β ≥ 0 and 0 <  < 1/2 are all constants.
Proof. From the estimates in [6] we know that
Re {〈Wu,u〉} ≥ α‖u‖2(H1/2(Γ))2 − β‖u‖2(H1/2−(Γ))2 (2.20)
for some constants α > 0, β ≥ 0 and 0 <  < 1/2. On the other hand, we have∣∣∣∣〈iη(12I −K
)
u,u
〉∣∣∣∣ ≤ |η|∥∥∥∥(12I −K
)
u
∥∥∥∥
(H0(Γ))2
‖u‖(H0(Γ))2
≤ c‖u‖2(H0(Γ))2
≤ c‖u‖2(H1/2−(Γ))2 ,
which implies that
Re
{〈
iη
(
1
2
I −K
)
u,u
〉}
≥ −c‖u‖(H1/2−(Γ))2 , (2.21)
where c > 0 and 0 <  < 1/2 are all constants. Therefore, the combination of inequalities (2.20) and (2.21)
gives the G˚arding’s inequality (2.19) immediately, and this completes the proof.
Now, the existence result follows immediately from the Fredholm’s Alternative: uniqueness implies exis-
tence. Therefore, we have the following theorem.
Theorem 2.3. The variational equation (2.17) admits a unique solution.
3. Numerical schemes
In this section, we discuss numerical procedures for approximating the variational equation (2.17). First,
we present a Galerkin equation corresponding to (2.17), and then arrive at a discrete linear system through
using linear basis as test functions, and linear approximations of integral curves. Two new techniques are
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to be utilized during the discretization of the Galerkin equation. One is to apply a new regularization
formula ([18]) to the hyper-singular boundary integral operator (2.14), and as a result, only weakly-singular
terms are remained in its practical computational formulations. The other is to compute all weakly-singular
boundary integrals through using series representations of special Hankel functions. With the help of the
second technique, together with the fact of using line integral curves, all weakly-singular boundary integrals
could be evaluated exactly, and all singular boundary integrals are vanishing. We point out that low-order
basis functions are not preconditions for the employment of these two techniques, and actually, coupled with
these two techniques, basis functions of any order could be adopted in simulations to realize the p-version of
boundary element methods.
3.1. Boundary element methods
Let Hh be a finite dimensional subspace of (H1/2(Γ))2. We consider the following problem: Given Tui,
find uh ∈ Hh such that
A(uh,vh) = F (vh) for all vh ∈ Hh. (3.22)
In particular, (3.22) is known as the Galerkin approximation of (2.17). We refer to [7] for fundamental
features of (3.22), including the well-posedness and the numerical error bounds. In this work, we only
describe a brief procedure of reducing the Galerkin equation (3.22) to its discrete linear system of equations.
Let xi, i = 1, 2, ..., N be discretion points on Γ, and Γi be the line segment between xi and xi+1. Here, we
set
ΓN+1 = Γ1, Γ−1 = ΓN , xN+1 = x1, x−1 = xN .
The outward unit normal and tangential to the boundary Γi are given respectively by
nΓi = −N
xi+1 − xi
|Γi| , tΓi =
xi+1 − xi
|Γi| , |Γi| = |xi+1 − xi|, N =
0 −1
1 0
 .
Then the boundary Γ is approximated by
Γ˜ :=
N⋃
i=1
Γi.
For x ∈ Γi, i = 1, ..., N , we introduce
x = x(ξ) = xi +
1 + ξ
2
(xi+1 − xi), ξ ∈ [−1, 1].
Let {ϕi}, i = 1, 2, ..., N be piecewise linear basis functions of Hh. We choose them as for i = 1, 2, ..., N ,
ϕi(x) = ϕi(x(ξ)) =

1+ξ
2 , x(ξ) ∈ Γi−1,
1−ξ
2 , x(ξ) ∈ Γi,
0, otherwise.
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We seek the approximate solution uh in the forms
uh(x) =
N∑
i=1
uiϕi(x),
where ui ∈ C2, i = 1, ..., N are unknown nodal values of uh at xi. The given Cauchy data Tui is interpolated
with the form
Tui(x) =
N∑
i=1
giψi(x),
where gi, i = 1, ..., N are known nodal values of Tu
i at xi, and {ψi}, i = 1, 2, ..., N are piecewise constant
basis functions defined as
ψi(x) = ψi(x(ξ)) =
1, x(ξ) ∈ Γi,0, otherwise.
Substituting these interpolation forms into (3.22) and setting ϕi, i = 1, 2, ..., N as test functions, we arrive
at a linear system of equations
AhX = Bhb, Ah ∈ C2N×2N , Bh ∈ C2N×1, (3.23)
where
Ah = −1
2
I1h +Kh + ηWh, Bh = −
[
Vh − η
(
1
2
I2h +K
′
h
)]
,
and
X = (u>1 ,u
>
2 , ...,u
>
N )
>, b = (g>1 ,g
>
2 , ...,g
>
N )
>.
The entries (∈ C2×2) of the corresponding matrixes are defined by
Vh(i, j) =
∫
Γ˜
(V ψj)ϕi ds, Wh(i, j) =
∫
Γ˜
(Wϕj)ϕi ds, (3.24)
Kh(i, j) =
∫
Γ˜
(Kϕj)ϕi ds, K
′
h(i, j) =
∫
Γ˜
(K ′ψj)ϕi ds, (3.25)
I1h(i, j) =
∫
Γ˜
ϕjϕi ds I, I2h(i, j) =
∫
Γ˜
ψjϕi ds I. (3.26)
3.2. Regularized formulations
It can be seen that the BIE (2.16) consists of both singular and hyper-singular boundary integral opera-
tors, and extra treatments are needed for its numerical simulations. Thanks to the variational form and the
tangential Gu¨nter derivative, a new regularization formula for the hyper-singular boundary integral operator
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has recently been derived in [18], and takes the form
〈Ww,v〉 = µk2s
∫
Γ
∫
Γ
([
nxn
>
y R− n>x nyIγks +Nn>x tyγks
]
w(y)
)>
v(x)dsydsx
+ 4µ2
∫
Γ
∫
Γ
(
E(x, y)
dw(y)
dsy
)>
dv(x)
dsx
dsydsx
− 4µ
2
λ+ 2µ
∫
Γ
∫
Γ
γkp(x, y)
dw(y)>
dsy
dv(x)
dsx
dsydsx
+ 2µ
∫
Γ
∫
Γ
·
(
nx∇>xR(x, y)N
dw(y)
dsy
)>
v(x)dsydsx
− 2µ
∫
Γ
∫
Γ
(
N∇yR(x, y)n>y w(y)
)> dv(x)
dsx
dsydsx, (3.27)
where
R(x, y) = γks(x, y)− γkp(x, y).
Clearly, only weakly-singular kernels are involved in the regularization formula (3.27). On the other hand,
according to Theorem A.3 in [18], we know that
T xE(x, y) = −nx∇>xR(x, y) +
∂γks(x, y)
∂nx
I +N
d [2µE(x, y)− γks(x, y)I]
dsx
,
T yE(x, y) = −ny∇>y R(x, y) +
∂γks(x, y)
∂ny
I +N
d [2µE(x, y)− γks(x, y)I]
dsy
.
Then integration by parts implies that
〈Kw,v〉 =
∫
Γ
∫
Γ
∂γks(x, y)
∂ny
w(y)>v(x)dsydsx
−
∫
Γ
∫
Γ
(∇yR(x, y)n>y w(y))> v(x)dsydsx
+
∫
Γ
∫
Γ
(
[2µE(x, y)− γks(x, y)I]N
dw(y)
dsy
)>
v(x)dsydsx. (3.28)
and
〈K ′w,v〉 =
∫
Γ
∫
Γ
∂γks(x, y)
∂nx
w(y)>v(x)dsydsx
−
∫
Γ
∫
Γ
(
nx∇>xR(x, y)w(y)
)>
v(x)dsydsx
+
∫
Γ
∫
Γ
(N [2µE(x, y)− γks(x, y)I]w(y))>
dv(x)
dsx
dsydsx. (3.29)
Observe that the first terms in (3.28) and (3.29), consisting of singular kernels, are consistent with the weak
forms of double-layer and transpose of double-layer boundary integral operators associated with Helmholtz
equations ([9]), respectively, and the remaining terms are all weakly-singular.
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3.3. Computational formulations
Recall that
E(x, y) =
1
µ
γks(x, y)I +
1
ρω2
∇x∇xR(x, y), x 6= y.
A direct calculation gives
E(x, y) =
i
4µ
H
(1)
0 (ks|x− y|)I
− i
4ρω2|x− y|
[
ksH
(1)
1 (ks|x− y|)− kpH(1)1 (kp|x− y|)
]
I
+
i(x− y)(x− y)>
4ρω2|x− y|2
[
k2sH
(1)
2 (ks|x− y|)− k2pH(1)2 (kp|x− y|)
]
, x 6= y. (3.30)
From the series representation of bessel functions Jn(·) and Yn(·) in [1], we arrive at the following Lemma.
Lemma 3.1. For x 6= y, we have the following representation
ksH
(1)
1 (ks|x− y|)− kpH(1)1 (kp|x− y|)
=
∞∑
m=0
(
C1m|x− y|2m+1 + C2m|x− y|2m+1 ln |x− y|
)
, (3.31)
k2sH
(1)
2 (ks|x− y|)− k2pH(1)2 (kp|x− y|)
=
∞∑
m=0
(
C3m|x− y|2m+2 + C4m|x− y|2m+2 ln |x− y|
)− i(k2s − k2p)
pi
, (3.32)
H
(1)
0 (k|x− y|)
=
∞∑
m=0
[(
C5m + C
6
m ln
k
2
)
k2m|x− y|2m + C6mk2m|x− y|2m ln |x− y|
]
. (3.33)
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Here,
C1m =

k2s−k2p
2
(
1 + 2icepi − ipi
)
+ 2ipi
(
k2s ln
ks
2 − k2p ln kp2
)
, m = 0, (−1)
m(k2m+2s −k2m+2p )
22m+1m!(m+1)!
[
1 + 2icepi − ipi
(
2
∑m
l=1
1
l +
1
m+1
)]
+ 2ipi
(
k2m+2s ln
ks
2 − k2m+2p ln kp2
)
 , m ≥ 1,
C2m =
2i(−1)m
pi22m+1m!(m+ 1)!
(
k2m+2s − k2m+2p
)
, m ≥ 0,
C3m =

k4s−k4p
8
(
1 + 2icepi − 3i2pi
)
+ 2ipi
(
k4s ln
ks
2 − k4p ln kp2
)
, m = 0, (−1)
m(k2m+4s −k2m+4p )
22m+2m!(m+2)!
[
1 + 2icepi − ipi
(
2
∑m
l=1
1
l +
1
m+2
)]
+ 2ipi
(
k2m+4s ln
ks
2 − k2m+4p ln kp2
)
 , m ≥ 1,
C4m =
2i(−1)m
pi22m+3m!(m+ 3)!
(
k2m+4s − k2m+4p
)
, m ≥ 0,
C5m =
1 +
2ice
pi , m = 0,
(−1)m
22mm!m!
[
1 + 2icepi − 2ipi
∑m
l=1
1
l
]
, m ≥ 1,
C6m =
2i(−1)m
pi22mm!m!
, m ≥ 0,
with ce being the Euler constant.
Next, we introduce some useful integrals for m ≥ 0:
I1m =
∫ 1
−1
∫ 1
−1
(ξ1 − ξ2)2m+1ξ1 dξ1dξ2 =
2m+1∑
l=0
(−1)l+1Cl2m+1
[
1− (−1)l]2
(l + 2)(2m+ 2− l) ,
I2m =
∫ 1
−1
∫ 1
−1
(ξ1 − ξ2)2m+1ξ1 ln |ξ1 − ξ2| dξ1dξ2,
=
1
2(m+ 1)2
2m+2∑
l=0
Cl2m+2
[
1− (−1)l]
l + 2
+
22m+3 ln 2
(m+ 2)(2m+ 3)
− (6m
2 + 18m+ 13)22m+3
(m+ 1)(2m+ 3)2(m+ 2)
,
I3m =
∫ 1
−1
∫ 1
−1
(ξ1 − ξ2)2m dξ1dξ2 = 2
2m+2
(2m+ 1)(m+ 1)
,
I4m =
∫ 1
−1
∫ 1
−1
(ξ1 − ξ2)2m ln |ξ1 − ξ2| dξ1dξ2
=
22m+2 ln 2
(2m+ 1)(m+ 1)
− (4m+ 3)2
2m+1
(2m+ 1)2(m+ 1)2
,
I5m =
∫ 1
−1
∫ 1
−1
(ξ1 − ξ2)2mξ1ξ2 dξ1dξ2 =
2m∑
l=0
(−1)lCl2m
[
1− (−1)l]2
(l + 2)(2m+ 2− l) ,
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I6m =
∫ 1
−1
∫ 1
−1
(ξ1 − ξ2)2mξ1ξ2 ln |ξ1 − ξ2| dξ1dξ2,
= − m2
2m+2 ln 2
(2m+ 1)(m+ 1)(m+ 2)
− 1
(2m+ 1)(m+ 1)
[
22m+2
(m+ 2)2
+
22m+1
m+ 1
− 2
2m+3
2m+ 3
]
+
1
(m+ 1)2(2m+ 1)2
2m+1∑
l=1,l is odd
Cl2m+1
(2m+ 1)2
l + 2
− 1
(m+ 1)2(2m+ 1)2
2m∑
l=0,l is even
Cl2m+1
(4m+ 3)
l + 3
.
Among them, Ijm, j = 2, 4, 6 are weakly-singular integrals and can be evaluated exactly.
We are now ready to present the formulations to compute the matrixes in (3.24)-(3.26), and here we
only consider the matrix Vh. All computational formulations associated to other matrix in (3.24)-(3.26) are
listed in Appendix. Firstly, we introduce some notations. Let us denote Γ1 = Γi−1 or Γi and Γ2 = Γj−1 or
Γj , and denote the two vertexes of Γ
1 and Γ2 by x1, x2 and y1, y2, respectively. For x ∈ Γ1, y ∈ Γ2, we set
x = x(ξ1) = x
1 +
1 + ξ1
2
(x2 − x1), ξ1 ∈ [−1, 1],
y = y(ξ2) = y
1 +
1 + ξ2
2
(y2 − y1), ξ2 ∈ [−1, 1],
and
ϕi(x) = ϕi(x(ξ1)) =
1 + k1ξ1
2
on Γ1, ϕj(y) = ϕj(y(ξ2)) =
1 + k2ξ2
2
on Γ2,
where
(k1, k2) =

(1, 1), Γ1 × Γ2 = Γi−1 × Γj−1,
(−1, 1), Γ1 × Γ2 = Γi × Γj−1,
(1,−1), Γ1 × Γ2 = Γi−1 × Γj ,
(−1,−1), Γ1 × Γ2 = Γi × Γj .
We write
Vh(i, j) =
∫
Γ˜
(V ψj)ϕi ds
=
∫
Γi−1∪Γi
∫
Γj
E(x, y)ϕi(x) dsydsx.
Then it suffices to evaluate the integral
V0(Γ
1,Γ2, k1, i, j) =
∫
Γ1
∫
Γ2
E(x, y)ϕi(x) dsydsx,
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which further implies that
Vh(i, j) = V0(Γi−1,Γj , 1, i, j) + V0(Γi,Γj ,−1, i, j).
We obtain from (3.30) that
V0(Γ
1,Γ2, k1, i, j)
=
i
4µ
∫
Γ1
∫
Γ2
H
(1)
0 (ks|x− y|)ϕi(x)I dsydsx
− i
4ρω2
∫
Γ1
∫
Γ2
ksH
(1)
1 (ks|x− y|)− kpH(1)1 (kp|x− y|)
|x− y| ϕi(x)I dsydsx
+
i
4ρω2
∫
Γ1
∫
Γ2
k2sH
(1)
2 (ks|x− y|)− k2pH(1)2 (kp|x− y|)
|x− y|2 (x− y)(x− y)
>ϕi(x)dsydsx,
which further yields, with r = x(ξ1)− y(ξ2),
V0(Γ
1,Γ2, k1, i, j)
=
i|Γ1||Γ2|
32µ
∫ 1
−1
∫ 1
−1
H
(1)
0 (ks|r|)(1 + k1ξ1)I dξ1dξ2
− i|Γ
1||Γ2|
32ρω2
∫ 1
−1
∫ 1
−1
ksH
(1)
1 (ks|r|)− kpH(1)1 (kp|r|)
|r| (1 + k1ξ1)I dξ1dξ2
+
i|Γ1||Γ2|
32ρω2
∫ 1
−1
∫ 1
−1
k2sH
(1)
2 (ks|r|)− k2pH(1)2 (kp|r|)
|r|2 (1 + k1ξ1)rr
>dξ1dξ2. (3.34)
If Γ1 6= Γ2, the formula (3.34) can be approximated directly by Gauss quadrature rules. If Γ1 = Γ2, by
Lemma 3.1 we have
V0(Γ
1,Γ2, k1, i, j)
=
∞∑
m=0
ik2ms |Γ1|2m+2
22m+5µ
[(
C5m + C
6
m ln
ks|Γ1|
4
)
I3m + C
6
mI
4
m
]
I
−
∞∑
m=0
i|Γ1|2m+2
22m+5ρω2
[(
C1m + C
2
m ln
|Γ1|
2
)
I3m + C
2
mI
4
m
]
I
+
∞∑
m=0
i|Γ1|2m+4
22m+7ρω2
[(
C3m + C
4
m ln
|Γ1|
2
)
I3m+1 + C
4
mI
4
m+1
]
tΓ1 t
>
Γ1
+
|Γ1|2(k2s − k2p)
8piρω2
tΓ1 t
>
Γ1 . (3.35)
Finally, we point out that the infinite series should be truncated into finite ones in practical computing. Let
M be the truncation number of the series, that is, we only use the M + 1 leading terms. Usually, M = 20
are large enough for the achievement of optimal order of accuracy for the numerical tests to be presented in
the next Section.
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4. Numerical examples
In this section, we present several numerical tests to demonstrate the efficiency and accuracy of the
proposed boundary element method for solving two dimensional elastic wave scattering problems. Unless
otherwise stated, we always set η = 1, ρ = 1, λ = 2, µ = 1 which implies that ks = 2kp. We use a direct
solver for solutions of the linear system (3.23). Impenetrable obstacles occupying the domain Ω with different
boundary shapes are considered in our tests, which are listed in Figure 1.
(a) rounded-triangle-sharped (b) kite-shaped (c) star-shaped
(d) mixed-shaped (e) right-angled-triangle-shaped
Figure 1: Impenetrable obstacles to be considered in numerical tests.
Example 1 (accuracy of the series expansion of Hankel functions). In the first example, we test the
accuracy of the series expansions derived in Lemma 3.1. Denote
F1 := ksH
(1)
1 (ks|x− y|)− kpH(1)1 (kp|x− y|),
F2 := k
2
sH
(1)
2 (ks|x− y|)− k2pH(1)2 (kp|x− y|),
F3 := H
(1)
0 (ks|x− y|).
Since we only use these expansions for computing weakly singular integrals, and it means that |x − y| is
relatively small. In this example, we set |x− y| to be half of the shear wave length, that is, |x− y| = pi/ks.
First, we test the numerical errors of Fi, i = 1, 2, 3 with respect to the truncation number M of the series.
We choose ω = 1 and the absolute errors are presented in Figure 2(a). It can be seen that we obtain highly
accurate values of Fi, i = 1, 2, 3 as M ≥ 15. Next, we investigate the numerical errors of Fi, i = 1, 2, 3 as the
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frequency increasing. Now, we fix M = 20 and choose different frequencies from pi to 21pi. Observe from
Figure 2(b) that the numerical errors of F1, F2 and F3 are of order O(ω
2), O(ω) and O(1), respectively.
This result shows that the numerical errors of Fi, i = 1, 2, 3 are controllable with respect to the change of
frenquency.
(a) (b)
Figure 2: Numerical errors of the series expansion for Fi, i = 1, 2, 3 with respect to : (a) the truncation number M ; (b) the
frequency ω.
Example 2 (accuracy of BEM with low frequency). In this example, we consider the elastic wave
solutions with low frequencies. Assume that the obstacle Ω is rounded-triangle-shaped or kite-shaped, and
their boundaries are characterized by
x(t) = (2 + 0.5 cos 3t)(cos t, sin t), t ∈ [0, 2pi),
and
x(t) = (cos t+ 0.65 cos 2t− 0.65, 1.5 sin t), t ∈ [0, 2pi),
respectively. We choose the incident wave such that the exact solution is
u = −∇ϕ, ϕ(x) = H(1)0 (kp|x|), x ∈ Ωc,
and set M = 20. The exact and numerical solutions on Γ are plotted in Figure 3 and 4 when N = 64 and
ω = 1. We observe that the numerical solutions are in a perfect agreement with the exact ones from the
qualitative point of view. In Table 1 and 2, we present the numerical errors
‖u− uh‖(H0(Γ))2
with respect to N as ω = 3 and 5, which confirm the optimal order of accuracy.
Example 3 (accuracy of BEM with high frequency). In this example, we consider the rounded-triangle-
shaped obstacle and compute the solutions with high frequency. Here we choose M = 20 and consider
15
Figure 3: The real and imaginary parts of the exact and numerical solutions when Ω is rounded-triangle-shaped for Example 2.
Figure 4: The real and imaginary parts of the exact and numerical solutions when Ω is kite-shaped for Example 2.
Table 1: Numerical errors vs the number of total elements N when Ω is rounded-triangle-shaped for Example 2.
N ω ‖u− uh‖(H0(Γ))2 Order ω ‖u− uh‖(H0(Γ))2 Order
256 2.05E-3 – 6.64E-3 –
512 3 9.58E-4 1.10 5 3.38E-3 0.97
1024 4.84E-4 0.99 1.73E-3 0.97
Table 2: Numerical errors vs the number of total elements N when Ω is kite-shaped for Example 2.
N ω ‖u− uh‖(H0(Γ))2 Order ω ‖u− uh‖(H0(Γ))2 Order
256 1.92E-3 – 3.41E-3 –
512 3 8.80E-4 1.13 5 1.58E-3 1.11
1024 4.32E-4 1.03 7.89E-4 1.00
16
(a) Reu1
(b) Reu2
Figure 5: The real parts of the exact solution u, numerical solution uh for Example 3 with ω = 40pi.
(a) Imu1
(b) Imu2
Figure 6: The imaginary parts of the exact solution u, numerical solution uh for Example 3 with ω = 40pi.
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ω = 10pi, 20pi and 40pi which means that the corresponding shear wavelengths are λs = 2pi/ks = 0.2, 0.1 and
0.05, respectively. The number of nodes N is chosen such that
N > 16piRΓ/λs.
The exact and numerical solutions as ω = 40pi are shown in Figure 5 and 6, from which one can observe
that the numerical solutions are also in a perfect agreement with the exact ones from the qualitative point of
view. The numerical errors measured in L2-norm and L∞-norm for all three different frequencies are listed
in Table 3.
Table 3: Numerical errors for Example 3.
ω N ‖u− uh‖(H0(Γ))2 ‖u− uh‖(L∞(Γ))2
10pi 630 3.76E-2 1.70E-2
20pi 1260 4.69E-2 2.64E-2
40pi 2520 6.24E-2 3.52E-2
Example 4 (scattering by obstacle with complex geometry). We consider the scattering of an incident
compressional plane wave
ui = d eikpx·d, d = (1, 0)>.
The obstacle Ω is star-shaped with the boundary Γ characterized by
x(t) = (1 + 0.3 cos 5t)(cos t, sin t), t ∈ [0, 2pi).
We compute the total field ut = u+ ui = (ut1, u
t
2)
> in Ωc using (2.6) with N = 1024, and present the
numerical results in Figure 7. Our numerical results show that the multiple scattering effects incurred by
the concave portion of the obstacle are accurately captured.
Example 5 (scattering by multi-scale obstacles). In this example, we consider the scattering of an
incident point source located at the origin by a coupling of an extended kite-shaped obstacle and a relatively
small ellipse-shaped obstacle (see Figure 1(d)). The incident wave is selected as
ui = −∇ϕ, ϕ(x) = H(1)0 (kp|x|), x 6= 0.
We make a comparison between the scattering phenomenon by multi-scale obstacles and that by only ex-
tended obstacle. We choose N = 1024, and present the numerical solutions in Figure 8 and 9, respectively.
It can be seen that, even though the small obstacle has a relatively small effect on the scattered field, this
influence has been indeed captured by our methods, and can be observed from the mid-left part of Reu1 in
Figure 8 and 9 for instance.
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(a) Reut1 (b) Reu
t
2
(c) Imut1 (d) Imu
t
2
Figure 7: The real and imaginary parts of the numerical total field when Ω is star-shaped.
Example 6 (scattering by obstacle with non-smooth boundary). This example is designed to verify the
ability of Galerkin BEM to handle rough surface. Assume that the obstacle Ω is right-angled-triangle-shaped,
see Figure 1(e). We set the exact solution to be the same as in Example 2 and choose M = 20. The exact
and numerical solutions on Γ are plotted in Figure 10 when N = 64 and ω = 1 and in Figure 11 when
N = 640 and ω = 10pi. We also observe that the numerical solutions are in a perfect agreement with the
exact ones from the qualitative point of view. In Table 4, we present the numerical errors ‖u− uh‖(H0(Γ))2
with respect to N for low frequencies, which give lower order of accuracy compared with the scattering with
smooth boundary.
Table 4: Numerical errors vs the number of total elements N when Ω is right-angled-triangle-shaped for Example 6.
N ω ‖u− uh‖(H0(Γ))2 Order ω ‖u− uh‖(H0(Γ))2 Order
128 1.66E-2 – 3.23E-2 –
256 3 9.24E-3 0.85 5 1.88E-2 0.78
512 5.39E-3 0.78 1.10E-2 0.77
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(a) Reu1 (b) Reu2
(c) Imu1 (d) Imu2
Figure 8: The real and imaginary parts of the numerical scattered field when Ω is mixed-shaped.
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(a) Reu1 (b) Reu2
(c) Imu1 (d) Imu2
Figure 9: The real and imaginary parts of the numerical scattered field when Ω is kite-shaped.
Figure 10: The real and imaginary parts of the exact and numerical solutions when Ω is right-angled-triangle-shaped for
Example 6 with N = 64 and ω = 1.
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Figure 11: The real and imaginary parts of the exact and numerical solutions when Ω is right-angled-triangle-shaped for
Example 6 with N = 640 and ω = 10pi.
Example 7 (scattering with high contrast parameters). In this last example, we consider the exterior
elastic scattering problem with high contrast parameters. Assume that the obstacle Ω is kite-shaped and
the exact solution is set to be the same as in Example 2. We always choose N = 64 and ω = 3. Firstly, we
consider the case of small shear modulus, i.e., small µ. We plot the exact and numerical solutions on Γ in
Figure 12 choosing µ = 0.1. Secondly, we consider the incompressible limit case, i.e., λ → ∞. We choose
λ = 100 and present the numerical solutions in Figure 13. The numerical results shows that our methods
can also handle the cases of high contrast parameters.
Figure 12: The real and imaginary parts of the exact and numerical solutions when Ω is kite-shaped for Example 7 with µ = 0.1.
5. Conclusion
In this work, we developed Galerkin boundary element methods to solve the two dimensional elastic
wave scattering problem. In particular, a novel computational approach is proposed for the evaluation of
weakly-singular, singular, and hypersingular boundary integral operators corresponding to time-harmonic
22
Figure 13: The real and imaginary parts of the exact and numerical solutions when Ω is kite-shaped for Example 6 with λ = 100.
Navier equations. Several numerical experiments have been presented to demonstrate efficiency and accuracy
of the proposed numerical formulation and methods. Due to the fact that the matrix Ah in (3.23) is usually
complex and indefinite, we plan to develop computational techniques associated with high frequency, fast
algorithms, and valid pre-conditioner for the linear system.
Appendix A. Computational formulations
We present the computational formulations of the entries (3.24)-(3.26). Following the notation in Section
4.3, define
K0(Γ
1,Γ2, k1, k2, i, j) =
∫
Γ1
∫
Γ2
(T yE(x, y))
>ϕj(y)ϕi(x) dsydsx,
and
K ′0(Γ
1,Γ2, k1, i, j) =
∫
Γ1
∫
Γ2
T xE(x, y)ϕi(x) dsydsx,
which lead to
Kh(i, j) = K0(Γi−1,Γj−1, 1, 1, i, j) +K0(Γi,Γj−1,−1, 1, i, j)
+ K0(Γi−1,Γj , 1,−1, i, j) +K0(Γi,Γj ,−1,−1, i, j),
K′h(i, j) = K
′
0(Γi−1,Γj , 1,−1, i, j) +K ′0(Γi,Γj ,−1,−1, i, j).
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From the regularized formulation (3.28) and (3.29), we know that when Γ1 6= Γ2 the Gauss quadrature rule
can be used naturally for computing
K0(Γ
1,Γ2, k1, k2, i, j)
=
iks|Γ1||Γ2|
64
∫ 1
−1
∫ 1
−1
H
(1)
1 (ks|r|)(1 + k2ξ2)(1 + k1ξ1)
r>nΓ2
|r| I dξ2dξ1
+
ik2|Γ1|
32
∫ 1
−1
∫ 1
−1
H
(1)
0 (ks|r|)(1 + k1ξ1)N dξ2dξ1
− i|Γ
1||Γ2|
64
∫ 1
−1
∫ 1
−1
[
ksH
(1)
1 (ks|r|)− kpH(1)1 (kp|r|)
]
|r| (1 + k2ξ2)(1 + k1ξ1)r n
>
Γ2 dξ2dξ1
− iµk2|Γ
1|
16ρω2
∫ 1
−1
∫ 1
−1
[
ksH
(1)
1 (ks|r|)− kpH(1)1 (kp|r|)
]
|r| (1 + k1ξ1)N dξ2dξ1
+
iµk2|Γ1|
16ρω2
∫ 1
−1
∫ 1
−1
[
k2sH
(1)
2 (ks|r|)− k2pH(1)2 (kp|r|)
]
|r|2 (1 + k1ξ1)r r
>N dξ2dξ1, (A.1)
and
K ′0(Γ
1,Γ2, k1, i, j)
= − iks|Γ
1||Γ2|
32
∫ 1
−1
∫ 1
−1
H
(1)
1 (ks|r|)(1 + k1ξ1)
r>nΓ1
|r| I dξ2dξ1
− ik1|Γ
2|
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∫ 1
−1
∫ 1
−1
H
(1)
0 (ks|r|)N dξ2dξ1
+
i|Γ1||Γ2|
32
∫ 1
−1
∫ 1
−1
[
ksH
(1)
1 (ks|r|)− kpH(1)1 (kp|r|)
]
|r| (1 + k1ξ1)nΓ1r
> dξ2dξ1
+
iµk1|Γ2|
8ρω2
∫ 1
−1
∫ 1
−1
[
ksH
(1)
1 (ks|r|)− kpH(1)1 (kp|r|)
]
|r| N dξ2dξ1
− iµk1|Γ
2|
8ρω2
∫ 1
−1
∫ 1
−1
[
k2sH
(1)
2 (ks|r|)− k2pH(1)2 (kp|r|)
]
|r|2 Nrr
> dξ2dξ1. (A.2)
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Further, we have for Γ1 = Γ2 that
K0(Γ
1,Γ2, k1, k2, i, j)
=
∞∑
m=0
ik2ms |Γ1|2m+1k2
22m+5
[(
C5m + C
6
m ln
ks|Γ1|
4
)
I3m + C
6
mI
4
m
]
N
−
∞∑
m=0
i|Γ1|2m+3(k1 − k2)
22m+7
[(
C1m + C
2
m ln
|Γ1|
2
)
I1m + C
2
mI
2
m
]
tΓ1n
>
Γ1
−
∞∑
m=0
iµ|Γ1|2m+1k2
22m+4ρω2
[(
C1m + C
2
m ln
|Γ1|
2
)
I3m + C
2
mI
4
m
]
N
+
∞∑
m=0
iµ|Γ1|2m+3k2
22m+6ρω2
[(
C3m + C
4
m ln
|Γ1|
2
)
I3m+1 + C
4
mI
4
m+1
]
tΓ1 t
>
Γ1N
+
µ(k2s − k2p)k2
4piρω2
tΓ1 t
>
Γ1N, (A.3)
and
K ′0(Γ
1,Γ2, k1, i, j)
= −
∞∑
m=0
ik2ms |Γ1|2m+1k1
22m+4
[(
C5m + C
6
m ln
ks|Γ1|
4
)
I3m + C
6
mI
4
m
]
N
+
∞∑
m=0
i|Γ1|2m+3k1
22m+6
[(
C1m + C
2
m ln
|Γ1|
2
)
I1m + C
2
mI
2
m
]
nΓ1t
>
Γ1
+
∞∑
m=0
iµ|Γ1|2m+1k1
22m+3ρω2
[(
C1m + C
2
m ln
|Γ1|
2
)
I3m + C
2
mI
4
m
]
N
−
∞∑
m=0
iµ|Γ1|2m+3k1
22m+5ρω2
[(
C3m + C
4
m ln
|Γ1|
2
)
I3m+1 + C
4
mI
4
m+1
]
NtΓ1 t
>
Γ1
− µ|Γ
1|(k2s − k2p)k1
2piρω2
NtΓ1 t
>
Γ1 . (A.4)
Now we consider the matrix Wh. It follows that
Wh(i, j) =
∫
Γ˜
(Wϕj)ϕi ds
= −
∫
Γi−1∪Γi
∫
Γj−1∪Γj
T x(T yE(x, y))
>ϕj(y)ϕi(x) dsydsx.
Then it suffices to evaluate the integral
W0(Γ
1,Γ2, k1, k2, i, j) = −
∫
Γ1
∫
Γ2
T x(T yE(x, y))
>ϕj(y)ϕi(x) dsydsx,
which further implies that
Wh(i, j) = W0(Γi−1,Γj−1, 1, 1, i, j) +W0(Γi,Γj−1,−1, 1, i, j)
+ W0(Γi−1,Γj , 1,−1, i, j) +W0(Γi,Γj ,−1,−1, i, j)
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We know from (3.27) that
W0(Γ
1,Γ2, k1, k2, i, j)
= µk2s
∫
Γ1
∫
Γ2
γks(x, y)ϕj(y)ϕi(x)
(
nΓ1n
>
Γ2 − n>Γ1nΓ2I +Nn>Γ1tΓ2
)
dsydsx
− µk2s
∫
Γ1
∫
Γ2
γkp(x, y)ϕj(y)ϕi(x)nΓ1n
>
Γ2 dsydsx
+ 4µ2
∫
Γ1
∫
Γ2
E(x, y)
ϕj(y)
dsy
ϕi(x)
dsx
dsydsx
− 4µ
2
λ+ 2µ
∫
Γ1
∫
Γ2
γkp(x, y)
ϕj(y)
dsy
ϕi(x)
dsx
I dsydsx
+ 2µ
∫
Γ1
∫
Γ2
nΓ1∇>xR(x, y)
ϕj(y)
dsy
ϕi(x)N dsydsx
− 2µ
∫
Γ1
∫
Γ2
N∇yR(x, y)n>Γ2ϕj(y)
ϕi(x)
dsx
dsydsx. (A.5)
Then
W0(Γ
1,Γ2, k1, k2, i, j)
=
iµk2s |Γ1||Γ2|
64
∫ 1
−1
∫ 1
−1
H
(1)
0 (ks|r|)(1 + k2ξ2)(1 + k1ξ1) dξ2dξ1
×
nΓ1n>Γ2 +
−n>Γ1nΓ2 −n>Γ1tΓ2
n>Γ1tΓ2 −n>Γ1nΓ2

− iµk
2
s |Γ1||Γ2|
64
∫ 1
−1
∫ 1
−1
H
(1)
0 (kp|r|)(1 + k2ξ2)(1 + k1ξ1)nΓ1n>Γ2 dξ2dξ1
+
iµk1k2
4
∫ 1
−1
∫ 1
−1
H
(1)
0 (ks|r|)I dξ2dξ1
− iµ
2k1k2
4(λ+ 2µ)
∫ 1
−1
∫ 1
−1
H
(1)
0 (kp|r|)I dξ2dξ1
− iµ
2k1k2
4ρω2
∫ 1
−1
∫ 1
−1
[
ksH
(1)
1 (ks|r|)− kpH(1)1 (kp|r|)
]
|r| I dξ2dξ1
− iµk2|Γ
1|
16
∫ 1
−1
∫ 1
−1
[
ksH
(1)
1 (ks|r|)− kpH(1)1 (kp|r|)
]
|r| (1 + k1ξ1)nΓ1 r
>N dξ2dξ1
− iµk1|Γ
2|
16
∫ 1
−1
∫ 1
−1
[
ksH
(1)
1 (ks|r|)− kpH(1)1 (kp|r|)
]
|r| (1 + k2ξ2)Nrn
>
Γ2 dξ2dξ1
+
iµ2k1k2
4ρω2
∫ 1
−1
∫ 1
−1
[
k2sH
(1)
2 (ks|r|)− k2pH(1)2 (kp|r|)
]
|r|2 r r
> dξ2dξ1 (A.6)
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If Γ1 = Γ2, by Lemma 3.1 we have
W0(Γ
1,Γ2, k1, k2, i, j)
=
∞∑
m=0
 iµk2m+2s |Γ1|2m+222m+6 (nΓ1n>Γ1 − I)×[(
C5m + C
6
m ln
ks|Γ1|
4
)
(I3m + k1k2I
5
m) + C
6
m(I
4
m + k1k2I
6
m)
]
−
∞∑
m=0
 iµk2sk2mp |Γ1|2m+222m+6 nΓ1n>Γ1×[(
C5m + C
6
m ln
kp|Γ1|
4
)
(I3m + k1k2I
5
m) + C
6
m(I
4
m + k1k2I
6
m)
]
+
∞∑
m=0
iµk2ms |Γ1|2mk1k2
22m+2
[(
C5m + C
6
m ln
ks|Γ1|
4
)
I3m + C
6
mI
4
m
]
I
−
∞∑
m=0
iµ2k2mp |Γ1|2mk1k2
22m+2(λ+ 2µ)
[(
C5m + C
6
m ln
kp|Γ1|
4
)
I3m + C
6
mI
4
m
]
I
−
∞∑
m=0
iµ2|Γ1|2mk1k2
22m+2ρω2
[(
C1m + C
2
m ln
|Γ1|
2
)
I3m + C
2
mI
4
m
]
I
−
∞∑
m=0
iµ|Γ1|2m+2k1k2
22m+5
[(
C1m + C
2
m ln
|Γ1|
2
)
I1m + C
2
mI
2
m
]
nΓ1t
>
Γ1N
+
∞∑
m=0
iµ|Γ1|2m+2k1k2
22m+5
[(
C1m + C
2
m ln
|Γ1|
2
)
I1m + C
2
mI
2
m
]
NtΓ1 n
>
Γ1
+
∞∑
m=0
iµ2|Γ1|2m+2k1k2
22m+4ρω2
[(
C3m + C
4
m ln
|Γ1|
2
)
I3m+1 + C
4
mI
4
m+1
]
tΓ1 t
>
Γ1
+
µ2(k2s − k2p)k1k2
piρω2
tΓ1 t
>
Γ1 . (A.7)
Finally, the matrixes I1h and I2h can be evaluated as follows:
I1h(i, j) =
∫
Γ˜
ϕj(x)ϕi(x) dsxI
=
[ |Γi−1|
6
δi−1,j +
( |Γi−1|
3
+
|Γi|
3
)
δi,j +
|Γi|
6
δi+1,j
]
I, (A.8)
and
I2h(i, j) =
∫
Γ˜
ψj(x)ϕi(x) dsxI
=
[ |Γj |
2
δi,j +
|Γj |
2
δi,j+1
]
I. (A.9)
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