[1] To estimate the depth-integrated rate of photochemical processes involving chromophoric dissolved organic matter (CDOM) in coastal waters, the contribution of CDOM to the total absorption coefficient must be known from UV to green. At 307 sites sampled in various coastal marine environments, the ratio between CDOM and the total absorption coefficient ([a CDOM /a t ]) at 412 nm was found to vary over a wide range, from 0.20 to 0.95. An empirical algorithm was developed to retrieve [a CDOM /a t ](412) from satellite remote sensing reflectance. The absolute uncertainty on the [a CDOM /a t ] retrieval was 0.14. As exemplified with the data from the Baltic and North Seas, the algorithm provides a means to distinguish the contribution of CDOM to the absorption coefficient of colored detrital material (i.e., CDM = CDOM + nonalgal particles) at the regional scale. The implications of the variability in the magnitude and spectral shape of [a CDOM /a t ] for the assessment of depth-integrated production of any photoproducts involving CDOM photolysis are discussed in details. We applied the algorithm to a Sea-viewing Wide Fieldof-View Sensor (SeaWiFS) image of the Southeastern Beaufort Sea where terrestrial inputs are abundant. The spatial variability in the [a CDOM /a t ] reaches as much as threefold over the continental shelf and beyond. These results clearly show that it is necessary to account for the spatial variability of [a CDOM /a t ] when quantifying CDOM-related photochemical processes in the ocean.
Introduction
[2] Chromophoric dissolved organic matter (CDOM), operationally defined using the absorption coefficient (a CDOM , in m
À1
) of the material that passes through a 0.2 mm filter , is the major ultraviolet light (UVB and UVA; 280-320 and 320À400 nm respectively) absorber within most of the global ocean surface, except in ultraoligotrophic subtropical gyres waters [Morel et al., 2007; Nelson et al., 2007] . CDOM can also absorb a significant fraction of the visible light (400À700 nm) in the marine environment [Bricaud et al., 1981] , thus depressing the water-leaving radiance recorded by remote sensing sensors [Carder et al., 1991] .
[3] The knowledge of the actual proportion of the spectral light absorbed by CDOM, phytoplankton or nonalgal particles is desirable for many reasons including studies dealing with photochemical reactions. For example, in coastal waters where terrestrial inputs are important, CDOM can absorb up to 90% of the blue solar radiation (400À500 nm) [Babin et al., 2003b; Del Vecchio and Subramaniam, 2004] , hence competing with phytoplankton for photosynthetically active radiation (PAR) [Keith et al., 2002; McKee et al., 2002] . High concentration of detrital particulate matter can, on the other hand, shade the CDOM and phytoplankton from destructive UV light radiations. Besides, radiant energy absorbed by CDOM triggers numerous photochemical reactions that are of great importance for the carbon and nutrients cycles, and the air-sea exchanges of trace gases in the marine environment (see review by Mopper and Keiber [2002] ). To quantify these reactions, one should know the contribution of CDOM to total light absorption in order to estimate the amount of radiant energy available for photochemical processes [e.g., Zafiriou et al., 2003] . This is particularly important for the estimation of depth-integrated production of any of the photoproducts resulting from the CDOM photooxidation. The focus of the present study is the estimation of the contribution of CDOM to total light absorption, i.e., the ratio of a CDOM to the total absorption coefficient ([a CDOM /a t ]), from satellite ocean color remote sensing. Because a large variability in [a CDOM / a t ] is expected in coastal waters influenced by terrestrial input, our approach was developed mainly for waters defined as ''Case 2'' by Morel and Prieur [1977] .
[4] During the last 2 decades, several semianalytical algorithms have been proposed to derive inherent optical properties (IOP) from the remote sensing reflectance spectrum [Lee, 2006] . None of these semianalytical approaches, however, are specifically designed to derive separately the total and CDOM absorption coefficients. Indeed, because CDOM and nonalgal particles (NAP) are characterized by similar exponentially decreasing absorption spectrum with increasing wavelength [Bricaud et al., 1981; Roesler et al., 1989] , current algorithms fail to distinguish them and, as a practical solution, they combine them into a unique absorption coefficient referred to as colored detrital material (CDM = CDOM+NAP [see Siegel et al., 2002] ). While CDM is dominated by CDOM at the global scale (82 ± 14% at 440 nm according to Siegel et al. [2002] ), the relative contribution of CDOM to CDM varies within a wide range in coastal waters (see below). Therefore our work was motivated by the lack of appropriate method to distinguish CDOM from the CDM, or to estimate the ratio [a CDOM /a t ], in optically complex waters.
[5] Our first objective was to document the variability in the ratio [a CDOM /a t ]. Using an extensive data set covering various coastal environments, we observed that [a CDOM /a t ] at 412 nm varies between 0.20 to 0.94, with an average of 0.55 and a standard deviation (s) of 0.15, which demonstrates the significance of the variability in [a CDOM /a t ] in optically complex waters. The second objective was to propose an empirical algorithm for the retrieval of [a CDOM /a t ] at 412 nm from the remote sensing reflectance spectrum. In what follows, we first present the in situ data sets used to develop our empirical algorithm. Next we discuss (1) the accuracy of the retrieved [a CDOM /a t ](412) with the empirical coefficients derived from our in situ data set, and from other data sets, and (2) the implications of the variability in the spectral [a CDOM /a t ] ratio for the depthintegrated estimation of any photoproducts involved in CDOM photochemistry (section 3.3). Finally, using Seaviewing Wide Field-of-view Sensor (SeaWiFS) data, we illustrate the benefit of the proposed method for the quantification of photochemical processes in the Southeastern Beaufort Sea (section 3.4).
Materials and Methods

Data Sets Description and Measurements
[6] Two different data sets collected in various coastal environments are used in this study: the Coastal Surveillance Through Observation of Ocean Color (COASTlOOC) and the Canadian Arctic Shelf Exchange Study (CASES) data sets. Details on the time period and sampling locations of COASTlOOC is given by Babin et al. [2003a Babin et al. [ , 2003b . Only the COASTlOOC data collected in coastal (so-called Case 2) waters were retained for the algorithm development and validation: 29 stations in the northern Adriatic Sea; 53 stations in the southwestern Baltic Sea; 68 stations in the North Sea; and 58 stations in the English Channel along the southern coast of England. CASES sampling was conducted in June and July 2004 onboard the CCGS Amundsen in the southeastern Beaufort Sea (Figure 1 ). The Amundsen Gulf was first sampled after the sea ice opening in June and was revisited in late July when most of the area was free of ice. The surface waters were, therefore, influenced by meltwaters at few stations. The Mackenzie Shelf was sampled during late June and early July when the Mackenzie River discharge peaks [Macdonald et al., 1998 ], making those stations typical Case 2 waters. At 47 stations, our whole set of in situ optical measurements was achieved, while at other stations only IOP measurements (52 and 25 spectra of the particle and CDOM absorption coefficients , respectively) were made because of either sun elevation too high for proper apparent optical properties (AOP) measurements Figure 1 . Map of the study area showing the location of stations where IOPs (dots), SPMR (triangles), and ASD (squares) measurements were made. Contour lines of sea ice concentration of 50% are also shown for 1 June (red), 1 July (blue), and 1 August (green).
(sun zenith angle >70°) or occasional technical problems with instruments ( Figure 1 ).
Inherent Optical Properties
[7] Details on the IOP measurements for COASTlOOC are given by Babin et al. [2003a Babin et al. [ , 2003b . Similar protocols were adopted during CASES with few modifications as described below. At each station, a sample of $20 L of surface water was collected with a clean bucket for spectrophotometric analyses. Subsamples for the determination of a CDOM were filtered through 0.2-mm Anotop 1 syringe filters (Whatman) and kept into 100-mL acid-cleaned amber glass bottles. For the determination of the absorption coefficient of particles, a p , suspended particles were retained onto 25-mm GF/F glass fiber filters (Whatman 1 ) by filtering 0.1 to 3.5 L of seawater. The glass bottles and GF/F filters were stored frozen (seawater: À20°C; particle: À80°C) in the dark until being analyzed two to four months later in the land based laboratory. Samples treatment and methods applied to determine the a p and a CDOM spectra are detailed by Bélanger et al. [2006] (see notation section). Briefly, a p (l) was determined at 1-nm resolution between 350 and 750 nm according to the transmittance-reflectance protocol developed by Ferrari [1995, 2002] . The measurements were stopped at 350 nm owing to the sharp decrease in the signal-to-noise ratio resulting from the high absorption by the GF/F filters below that wavelength, and the possible artifact in a p (l) introduced by the possible presence of mycosporine-like amino acids [Sosik, 1999; Laurion et al., 2003] . The a p (l) values for l < 350 were obtained by extrapolation using an exponential function fitted to the data between 350 and 360 nm (same as equation (1)). After a p measurements, the filters were soaked during $30 minutes in 90% methanol to extract phytoplankton pigments [Kishino et al., 1985] , and the transmittancereflectance measurements were repeated for the determination of nonalgal absorption (a NAP ). The absorption coefficient of phytoplankton (a f ) was assumed equal to a p (l) À a NAP (l). The a CDOM (l) was measured in 10-cm quartz cuvettes between 250 and 800 nm with 1-nm increments using a dual beam spectrophotometer (Perkin-Elmer Lambda 35). A background correction was applied by subtracting the absorbance value averaged over an interval of 5 nm around 685 nm from all the spectral values [Babin et al., 2003b] . Then, the following model was fitted to the data between 300 and 500 nm using a nonlinear regression method (Levenberg-Marquardt):
where l 0 is a reference wavelength (here 443 nm) and S is the spectral slope of the a CDOM (l) spectrum.
[8] The spectral absorption and beam attenuation coefficients of seawater constituents (i.e., excluding pure seawater itself), a tÀw and c tÀw , were determined at nine wavelengths (412, 440, 488, 510, 532, 555, 650, 676 and 715 nm) using a submersible spectrophotometer (ac-9, WET Labs Inc.). The ac-9 was either operated in the shipborne laboratory where $20 L of surface water were passed through the instrument by gravity, or deployed from the deck or from a zodiac to obtain vertical profiles from surface down to $40 m. The manufacturer calibration was checked daily using $10 L of water purified onboard (Milli-Q Gradient A10, filtered with a Millipore RiOs 8). Temperature and salinity corrections were applied using the latest coefficients determined by the manufacturer. The ac-9 overestimates absorption coefficients owing to the loss of scattered photons within the reflecting tube before they reach the detector [Zaneveld et al., 1994] . To correct for that error, the following expression was applied:
where a m (l) is the measured absorption coefficient, b m (l) is the measured scattering coefficient calculated as the difference c tÀw (l) À a m (l), and e is the fraction of the scattering coefficient that corresponds to photons not detected by the sensor. We used the matrix inversion procedure proposed by Gallegos and Neale [2002] to estimate e. The spectral shapes for a CDOM (l), a NAP (l) and a f (l), and the relationship between a NAP (440) and b m (440), which are necessary in the inversion, were determined using measurements on discrete water samples (described above) following the statistically augmented method described by Gallegos and Neale [2002] . When available, the vertical a tÀw (l) profiles were optically averaged from surface down to the first attenuation length using the weighting function approach proposed by Gordon [1992] .
[9] The ratio [a CDOM /a t ] (412) [10] During COASTlOOC, irradiance measurements were achieved from helicopter (202) and from ship (6). Vertical profiles of the spectral upwelling irradiance, E u (z, l), and the spectral downwelling irradiance just above the sea surface, E s (0 + , l), were measured at 13 wavebands (412, 443, 456, 490, 510, 532, 560, 620, 665, 683, 705, 779 and 866 nm) with a Satlantic free-fall SPMR (SeaWiFS Profiling Multichannel Radiometer) and SMSR (SeaWiFS Multichannel Surface Reference), respectively. Both radiometers had been calibrated less than 3 months before each cruise by the instrument manufacturer. Platform (ship or helicopter) shadow was avoided and, in the specific case of helicopter, instruments were deployed from an altitude high enough to avoid perturbation at sea surface created by the rotor air flux. After excluding data with an instrument tilt > 5°, the in-water profiles start beyond $2 m when the radiometer was deployed in free-falling mode from a ship, and beyond $0.2 m when deployed from a helicopter using a winch. To estimate upward irradiance just below the sea surface (at 0-m), E u (z, l) profiles were extrapolated up to surface by fitting an exponential function to the data. The spectral remote sensing reflectance is calculated as
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BÉ LANGER ET AL.: CONTRIBUTION OF CDOM TO TOTAL ABSORPTION where 0.543 is a factor for propagating the radiance through the air-sea interface [Mueller et al., 2003] and Q (units sr) is a factor that relates any in-water upwelling radiance to the in-water upwelling irradiance. Here a Q value of 3.8 was used, which falls within the range calculated for turbid coastal waters [Loisel and Morel, 2001] .
[11] During CASES, the remote sensing reflectance at 13 wavebands (405, 412, 434, 442, 490, 510, 520, 532, 555, 590, 665, 683 and 700 nm), R rs (l), was calculated from the vertical profile of L u (z, l), and E s (0 + , l) measured with a SPMR and SMSR, respectively. At each station, three to five SPMR casts were performed at least 50 m away from the ship to avoid ship shadow. The upwelling radiances were extrapolated to the subsurface, L u (0-, l), using a linear fit to all ln [L u (z, l) ] data points measured within a depth interval of 2À3 m that start beyond $2À3 m. Note that the relative difference between L u (0-, l) obtained with a linear fit and the one obtained by fitting an exponential function was <1%. For each station, we averaged R rs (l) obtained from different casts (2 to 4) after elimination of the spectra different from the mean value by more than 10% in the blue. Out of 40 stations with SPMR measurements, 34 R rs (l) were retained for the algorithm development (section 2.2). Note that four spectra were eliminated because the difference among all replicates was >10%, and two because the surface waters stratification was such that appropriate extrapolation could not be achieved.
[12] Note that both measured E u (0 À , l) and L u (0 À , l) were corrected for instrument self-shading following the method proposed by Gordon and Ding [1992] as applied by Zibordi and Ferrari [1995] using a tÀw (l) measurements made with the ac-9 and the a w (l) values published by Pope and Fry [1997] .
[13] In shallow water areas or when surface waters were stratified (i.e., 13 stations), the R rs (l) was measured above the sea surface using a hyperspectral radiometer (336 to 1062 nm with Dl = 1.42 nm; Analytical Spectral Device, ASD). To make measurements away from the ship shadow and bubble clouds, the instrument was mounted at the end of the ship bow and deployed either on the port or starboard side depending of the sun position and the sea state. As for in-water measurements, only data obtained when incident irradiance conditions were stable (clear or uniformly cloudy skies) were retained. To avoid calibration issues that generally result from the use of multiple sensors, the measurements of the radiance (acceptance angle of 10°) coming from sea surface (L t ), downwelling sky (L sky ), and a Lambertian reflector (grey Spectralon) (L p ) were performed successively, within a few minutes, using a unique sensor. To obtain one R rs spectrum, five to ten scans of each quantity were quality checked and averaged. Note that the ASD automatically adjusts the integration time of the measurements to optimize the signal-to-noise ratio (1.09 to 4.35 s for L t , and <1 s for L sky and L p ). The above-water remote sensing reflectance is calculated as [Mobley, 1999] 
where r sky is the air-water interface specular reflection coefficient for radiance, and R p is the albedo of the lambertian panel (88.3%). Mobley [1999] was used (his Figure 9) , which varies as a function of the in situ measured wind speed and the solar zenith angle. For cloudy sky condition, a value 0.0256 was adopted for r sky [Mobley, 1999] . An additional spectrally neutral correction was applied to R rs (l) on the basis of the known spectral shape of R rs in the near infrared (NIR) part of the spectrum [Ruddick et al., 2006] . This procedure aims to correct the R rs spectra for uncertainty due to the air-sea reflection correction (for details see web appendix 2 of Ruddick et al. [2006] ). The correction assumes that the ratio of water leaving reflectance between two wavelengths in the NIR is constant and known (here 780 and 870 nm were used), allowing the computation of a residual error that is then subtracted from R rs (l). Except for two relatively turbid stations in the estuary (R rs (780) > 0.001), all other stations felt within the range where the similarity spectrum assumption in the NIR is valid [Ruddick et al., 2006] . This correction method improves the results particularly under cloudy condition when r sky L sky is high relative to L t , probably owing to the uncertainty on r sky under these conditions.
Description of the [a CDOM /a t ] Algorithm
[14] To improve the quantification of photooxidation, one needs to know the spectral contribution of a CDOM to the total light absorption coefficient of seawater. As mentioned in the Introduction, because of the similar spectral absorption spectra of CDOM and NAP, semianalytical algorithms currently found in the literature fail to discriminate them. Here we propose an empirical method to obtain the ratio [a CDOM /a t ] at 412 nm, directly from the R rs spectrum. The [a CDOM /a t ](412) was regressed against several combinations of R rs (l) and ratios of R rs (l) selected according to the following rationales (or assumptions): in coastal waters, (1) reflectance at 412 nm is the most affected by CDOM absorption compared with other channels, (2) reflectance at 490 nm is the most affected by phytoplankton absorption, (3) variations in reflectance at 555 nm is mostly driven by light scattering by particles, and (4) a major distinctive property of CDOM is that it does not contribute to particle scattering. These considerations led us to propose the following empirical algorithm for the retrieval of [a CDOM / a t ], based on multiple regression conducted using measured [a CDOM /a t ](412) and R rs (l),
where a, b, c and d are empirical coefficients. When CDOM increases, for instance, the ratio R rs (412)/R rs (555) decreases [Del Vecchio and Subramaniam, 2004] .
[16] The contribution of CDOM to the total detrital material (CDM) also varies over a wide range in coastal waters, from 0.26 to 0.95 ( Figure 2b and Siegel et al. [2002] , which is lower than the expected values at 412 nm owing to the steeper slope for CDOM relative to NAP spectra. This is significantly higher than most values found in coastal waters influenced by river runoff or sediment resuspension [e.g., Del Vecchio and Subramaniam, 2004] . Therefore, the use of semianalytical ocean color models that retrieve a CDM (440) [Lee, 2006] are of limited utility for quantifying CDOM photooxidation in coastal waters.
Retrieval of [a CDOM /a t ] From Remote Sensing Reflectance
[17] Table 2 provides the multiple regression results for the empirical coefficients of equation (5) and the determination coefficients (R 2 ) obtained for the whole data set (generic optically complex waters algorithm, hereafter denoted as generic OCW algorithm), and separately for the five different regions of the data set (region-specific OCW algorithms). Figure 3 compares the [a CDOM /a t ] at 412 nm retrieved using the generic OCW algorithm with the measured values.
[18] To evaluate rigorously the ability of our algorithm to retrieve [a CDOM /a t ](412) in a given region, we conducted a cross validation exercise: the empirical coefficients of equation (5) for a given region were derived using the data from the four other regions. The algorithm could thereby be tested with a data set different from that used for algorithm tuning. For the Beaufort Sea, for example, the coefficients of equation (5) were derived using the whole COASTlOOC data set (i.e., Adriatic Sea, Baltic Sea, English Channel and North Sea). Note that these coefficients are not provided as they were derived for validation purpose only. Table 3 (Table 4) . These results suggest that the [a CDOM /a t ](412) value is, as argued above, underestimated in presence of weakly absorbing particles, while it is overestimated in presence of highly absorbing ones. This is because the enhancement of R rs (555) in presence of weakly absorbing particles results, for instance, in an overestimation of the contribution of particles to the total light absorption at 412 nm. But one may wonder why in the Baltic Sea, where particles are predominantly organic (e.g., 87% from Babin et al.
[2003a]) and highly absorbing (Figure 4a ), the [a CDOM /a t ] (412) is not systematically overestimated? The answer can be found in Figure 4b .
[20] Figure 4b plots [21] The biases described above weaken, or disappear, when the algorithm is tuned with the region-specific data. Table 2 ). (Table 5 ). In the Baltic Sea, where the optical properties of particles are relatively homogeneous (Figure 4) , the algorithm performance is excellent (R 2 = 0.81, CI 95% = ±0.05). For the English Channel, in contrast, the algorithm poorly performs as indicated by the low R 2 of 0.33. For the Adriatic Sea and Beaufort Sea, because most of the measured [a CDOM /a t ](412) values felt within a narrow range, it is difficult to draw clear conclusions from this analysis. The overall absolute uncertainty of the region-specific OCW algorithms is ±0.14 at the 95% confidence interval.
[22] Our results suggest that an algorithm based on the ratios R rs (412)/R rs (555) and R rs (490)/R rs (555), and on R rs (555) is suitable to discriminate a CDOM from a t at 412 nm with good accuracy. We also applied this combination to the synthetic data set developed by the International Ocean Color Coordinating Group to test and compare algorithms (available at: http://www.ioccg.org/ groups/OCAG _ data.html). The performance of the algorithm was similar to that found with our in situ data set (R 2 = 0.65, CI 95% ± 0.15), but the b and c coefficients of equation (5) were quite different (À.385, À1.105, 1.33 and À.342 for a, b, c and d respectively). Applying these coefficients to optically complex waters may result in unrealistically high values > 0.95 compared with our field observations (see Table 1 and auxiliary material 1 ). The difference between coefficients values may be ascribed to the wide range of IOPs covered by the synthetic data set, and in particular to the highly variable ratio between the scattering and absorption coefficients of NAP (more than 1 order of magnitude). In addition, the synthetic data set includes clear waters for which the pure water absorption is no longer negligible at 412 nm (up to 33% of a t ). This fourth optically active component complicates the estimation of [a CDOM /a t ](412) with the coefficients derived for our OCW data set.
[23] Our method was also tested on the NASA bioOptical Marine Algorithm Data set (NOMAD) [Werdell and Bailey, 2005] . The algorithm did not perform as well as on our in situ data set or on the IOCCG data set (R 2 = 0.30, CI 95% ± 0.22). Two possible explanations for this poor result are (1) the relatively low influence of terrestrial inputs in most of the NOMAD data set compare to our data set, and (2) the lack of consistency among the different sub-data 364 sets that form the NOMAD data set, in terms of methods to measure the absorption coefficients adopted by different investigator. For some specific sub-data sets found in NO-MAD, however, results similar to the one presented above were obtained. For example, R 2 = 0.81 and CI 95% ± 0.14 for the ONR-Chesapeake program, a region where similar [24] The application of equation (5) to SeaWiFS L wn climatology has been successfully attempted. For a global application of our generic OCW algorithm, however, we recommend that an algorithm be first applied to distinguish optically complex from case-1 waters. For example, case-1 and case-2 pixels may be identified using the method proposed by Lee and Hu [2006] , and then [a CDOM / a t ](412) may be calculated using the coefficients derived from the IOCCG (representing oceanic waters) and OCW data sets, respectively (see auxiliary material). Note, however, that even if the IOCCG data set was developed with the aim of representing the natural variability in IOPs as well as possible, it cannot be considered as an absolute reference for the tuning of an algorithm.
Implications of [a CDOM /a t ](l l l) Variability for Depth-Integrated Photoproduction
[25] The use of ocean color data to calculate photochemical rates in the marine environment has been first proposed by Cullen et al. [1997] . Recently, Johannessen et al. [2003] modified Cullen et al.'s approach as following. First, the diffuse attenuation coefficient (K d ) at three UV bands (i.e., 323, 338 and 380 nm) is estimated using empirical relationships between the ratio R rs (412)/R rs (555) and K d (UV). Second, a CDOM at 323, 338 and 380 nm is estimated assuming a constant ratio between a CDOM and K d at these wavelengths (i.e., 0.90, 0.86 and 0.97 respectively). The estimates of absorption and attenuation coefficients are then combined with surface irradiance to calculate the amount of radiant energy absorbed by the CDOM as a function of depth. As already pointed out by these authors, the ratio between a CDOM and K d may vary markedly in turbid waters because of the presence of other absorbing material (e.g., organic detritus), and/or significant particle scattering. This problem, i.e., the variations of the ratio a CDOM /K d or a CDOM / a t , is addressed in this section in terms of the quantitative assessment photochemical rates in optically complex environments. Specifically, our objectives here were to (1) study the impact of the variations of [a CDOM /a t ] on the depthintegrated production of dissolved inorganic carbon (P DIC ), a major photoproduct of CDOM photooxidation (see review by Mopper and Keiber [2002] ), and (2) examine the uncertainties related to the spectral extrapolation of [a CDOM /a t ] derived at 412 nm from ocean color data.
[26] Quantitative assessment of CDOM photooxidation requires the knowledge of (1) the incident irradiance in the ultraviolet (UV) and visible parts of the spectrum, (2) the spectral contribution of CDOM to total light absorption, and (3) the spectral apparent quantum yield of the reaction (AQY). The latter is defined as the ratio of the number of photoproduct molecules formed per photon absorbed by the CDOM. The spectral photoproduction rate of any photoproducts involved in photochemical reactions, x (e.g., DIC), can be calculated as
which can be integrated over the spectral range where photochemical reactions are efficient to obtain the depthintegrated value as
where l min and l max are the limits of the integral (typically 280À300 and 450À600 nm, respectively), R(l) is the inwater irradiance reflectance (i.e., E u /E d ), and E d (0 À , l) is the spectral downward irradiance just beneath sea surface. Assuming that all photon that cross the air-sea interface are absorbed within the water column, the term 1 À R(l) can be ignored. Typically 1 À R(l) is equal to $0.99 in spectral range considered here. Note that equation (6b) is an exact solution of the radiative transfer equation under the assumption that the water column is optically homogeneous.
[27] P DIC was calculated using equation (6b) for 63 spectra of a CDOM /a t and two AQY spectra, while E d (0 À , l) was kept constant (calculated using the Tropospheric Ultra- Figure 5 . Same as Figure 3 but for region-specific coefficients in equation (5) (Table 2). Figure 4) and (1) Values in parentheses are for the regionally tuned algorithm, while the bold numbers indicate the parameter that explains most the error for a given region.
violet Visible (TUV) model [Madronich and Flocke, 1999] for the summer solstice, at latitude of 70°N, under clear sky, moderate aerosols concentration (optical thickness at 550 nm = 0.1), and total ozone column content of 330 DU). The two AQY spectra (AQY 1 and AQY 2 ) were determined in the southeastern Beaufort Sea by Bélanger et al. [2006] ( Figure 6 ). The [a CDOM /a t ](l) spectra were calculated using various values for [a CDOM /a t ](412) (0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.9) and three different spectral shapes for both a CDOM and a p (see below) ( Figure 7) .
[28] The spectrally-depth-integrated DIC photoproduction between 300 to 500 nm (P DIC ; equation (6b)) was normalized to P DIC max which assumes [a CDOM /a t ](l) = 1 (examples of P DIC (l) are shown in Figure A1) . Results of the calculations are illustrated in Figure 8 . In the extreme case where [a CDOM /a t ](412) = 0.2, the P DIC would be overestimated by threefold if calculated using the assumption of [a CDOM /a t ](l) = 1. Figure 8 shows that P DIC decreases almost linearly with the decrease in [a CDOM / a t ](412), while the slope of the different curves depends of the spectral extrapolation of [a CDOM /a t ](412). Briefly, this extrapolation is made assuming a wide range of spectral shape for both a CDOM and a p based on field observations in coastal waters (Figure 7) . For a given value of [a CDOM / a t ](412), [a CDOM /a t ](l) can be calculated if the spectral slope of CDOM spectrum is known, as well as the spectral shape of the total particulate absorption (see Appendix A for more details on the extrapolation procedure).
[29] The impact of the variation in the spectral shape of a CDOM and a p is relatively weak when CDOM dominates the total light absorption ([a CDOM /a t ](412) > 0.7). This is particularly true for the AQY 2 as all curves are stacked down to a [a CDOM /a t ](412) value of 0.6 (Figure 8b ). In contrast, uncertainties in P DIC resulting from the extrapolation of [a CDOM /a t ](412) are relatively more important when particulate matter dominates the total light absorption (i.e., [a CDOM /a t ](412) < 0.6). For example when [a CDOM /a t ](412) = 0.2, P DIC /P DIC max falls between 0.23 and 0.37 for AQY 1 . P DIC is more sensitive to the extrapolation when AQY 1 is used in the calculation. This is because the relative contribution of longer wavelengths is more impor- Figure 6. Apparent quantum yield spectra for DIC production determined for two stations located in the southeastern Beaufort Sea. AQY 2 was determined on surface waters influenced the by the Mackenzie River (salinity = 8.2 %; Station R5a), while AQY 1 was determined on surface waters collected in the Amundsen Gulf, away from direct riverine influence (salinity = 30.0 %; Station 108) . tant for AQY 1 than AQY 2 ( Figure 6 ). For instance, a flat AQY (e.g., AQY 2 ) spectrum will tend to underestimate P DIC (l) for l < 412, which is compensated by an overestimation at l > 412 (compare Figure A1c to Figure A1d ).
[30] In general, if [a CDOM /a t ] at 412 nm is retrieved using remote sensing reflectance and extrapolated using averaged a CDOM and a p spectra, then P x can be modeled within an error < 20% (of course if the AQY is known a priori). Nevertheless, these uncertainties are much lower than the actual variability in [a CDOM /a t ](412) (Table 1), which should be accounted for when estimating depth-integrated production of any photoproducts involved in the CDOM photochemistry.
[31] Note that the extrapolation of [a CDOM /a t ](412) to the whole spectral domain between 300 to 500 nm may be hazardous in some waters because of the presence of UV absorbing compound like MAAs, which are produced by several microorganisms living in the marine environment [Morrison and Nelson, 2004] . However, measurements of a p in the UV domain is very uncertain with the current quantitative filter pad technique [Laurion et al., 2003] . So the lack of reliable a p measurements < 350 nm prevents the development of a more robust extrapolation method.
Application to SeaWiFS Imagery
[32] On a volume basis, the Arctic Ocean receives the highest amount of terrigenous dissolved organic carbon (DOC) relative to the world ocean [Rachold et al., 2004] .
During the past decade, dramatic changes have been observed in the Arctic ice climate, ocean circulation, storage of freshwater, ozone concentration, permafrost thawing and riverine discharge [Arctic Climate Impact Assessment, 2005] . Recently, Bélanger et al. [2006] have shown that CDOM photooxidation, in terms of depth-integrated photoproduction of DIC, in the southeastern Beaufort Sea (western Arctic) has increased over the last 25 years mostly in response to reducing ice cover. Because this region is influenced by the Mackenzie River, which annually supplies enormous amounts of runoff (330 km 3 ), suspended particles (124 Tg) and DOC (1.3 Tg) [Macdonald et al., 1998 ], optical properties of the surface waters are largely controlled by terrigenous inputs. The spatial and temporal variability of the optical properties of the surface waters are, therefore, expected to be high during the spring-summer season when the photooxidation occurs and the river plume spreads over the continental shelf. The objective in this section is to estimate [a CDOM / a t ] from SeaWiFS imagery and to use it in the equation (6b) to calculated the DIC photoproduction in this area.
[33] We applied our algorithm to a full resolution SeaWiFS image of the southeastern Beaufort Sea acquired on 21 June 1998 (day 172). On that year, the sea ice cover was exceptionally reduced in early spring over the study area, which allowed good ocean color observations over the whole Mackenzie Shelf and a large portion of the Canada Basin. The application of a turbid-water detection algorithm [Morel and Bélanger, 2006] revealed that almost two thirds of the ice-free waters were turbid. Therefore, the scene was processed using the turbid-water atmospheric correction algorithm proposed by Ruddick et al. [2000] . The [a CDOM / a t ](412), calculated using equation (5) with region-specific coefficients (Table 2 ), shows coherent patterns over the continental shelf and beyond (Figure 9a) . First, [a CDOM / a t ](412) values increase from the river mouth to the border of the continental shelf, from $0.4 to $0.9. This may reflect the decreasing contribution of the terrigenous particles to the total light absorption in the surface waters when the particles gradually settle over the continental shelf. This decrease in turbidity may be observed in the L wn (555) image (Figure 9b ). For the whole image, the [a CDOM /a t ](412) and L wn (555) are inversely correlated (r = À0.88), which indicates that [a CDOM /a t ](412) increases as the turbidity decreases. However, the highest values (>0.9) are found beyond the continental shelf in waters influenced by the CDOM from the Mackenzie River, but less by terrigenous particles from this river, which are still present. Further offshore in the Canada Basin and in the Amundsen Gulf, while the turbidity is still decreasing (Figure 9b ), the [a CDOM /a t ](412) decreases and reaches relatively uniform values ranging between 0.7 and 0.8. These lower offshore values probably reflect the absence of direct influence of river runoff and a relatively more important contribution of phytoplankton to total light absorption. The values observed there fall within the range that was observed in situ during CASES.
[34] Figure 10 shows the spatial distribution of the depthintegrated DIC photoproduction rate (in mg C m À2 d À1 ) for both AQYs, as calculated using the satellite-derived [Bélanger, 2006] . The daily spectral irradiance just below the sea surface, E d (0 À ,l), was obtained using the TUV model with the spatially averaged ozone concentration derived from the total ozone mapping spectrometer (TOMS) data and optical thickness derived from SeaWiFS data (E d (0 À ,l) was assumed constant over the whole scene). The spatial distribution of the P DIC is similar to that of [a CDOM /a t ](412) with the highest values of $10À12 and $3.6À3.8 mg C m À2 d À1 for AQY 2 and AQY 1 , respectively, observed at the border of the continental shelf. The spatial variability in P DIC is slightly higher for AQY 1 ($2.5-fold) than for AQY 2 ($2-fold). These results confirm that the spatial variability in P DIC resulting from the optical properties of the water column alone is important. As shown by Bélanger et al. [2006] , however, the variability in AQY may be much greater than that of optical properties.
Summary and Conclusions
[35] Depth-integrated production of any photoproducts involved in the CDOM photochemistry can be assess using a simple spectral model that needs as input, among other, the ratio between the CDOM and total absorption coefficients ([a CDOM /a t ]). To account for the important variability of this ratio in coastal waters, an empirical algorithm was proposed to estimate the [a CDOM /a t ] ratio at 412 nm from the remote sensing reflectance spectrum. The algorithm was developed and validated using an extensive data set of in situ measurements of spectral absorption coefficients and reflectance made in contrasting optically complex waters.
The absolute uncertainty of the algorithm was found to be ±0.18 (±0.14 for regional tuning). When the composition of particles is relatively stable, i.e., the amount of mineral versus organic matter is relatively constant, regional tuning of the algorithm can provide even more reliable estimates of [a CDOM /a t ](412) (e.g., uncertainty of ±0.055 in the Baltic Sea). The application of our approach to SeaWiFS imagery in the Southeastern Beaufort Sea demonstrates that variations in [a CDOM /a t ] have a significant impact on the spatial DIC photoproduction patterns in coastal waters.
[36] The empirical algorithm proposed in the present study, however, should only be used in optically complex waters for the following reasons. First, the empirical coefficients were derived using a relatively small data set obtained in coastal waters influenced by significant terrestrial input. Secondly, in the open ocean, there is significant absorption by pure water itself, which is not well represented with our data set. Recent findings by Morel et al. [2007, Table 1 ] suggest that pure water may largely dominate the total light absorption in the huge subtropical gyres of the Pacific Ocean even in the UVb domain (i.e., >50% at 310 nm). In other words, empirical coefficients for oceanic waters, based on measurements, are still needed to estimate the contribution of CDOM to the total light absorption at the global scale.
[37] One may wonder why an empirical algorithm succeeds in separating CDOM and NAP absorption, while current semianalytical algorithms do not. We believe that if it is possible with an empirical algorithm, which means that the information is contained in the reflectances, it must be possible with a semianalytical algorithm. We identified two aspects that need more attention for future semianalytical algorithms to be successful in discriminating a CDOM (412) and (b) the normalized water-leaving radiance at 555 nm, as derived from SeaWiFS data acquired on 21 June 1998. The grey color code represents sea ice. from the total absorption coefficient in coastal waters: the IOP model formulation and the inversion approach.
[38] While the fact that NAP scatters light and CDOM does not is a source of ambiguity when pooling CDOM and NAP, it provides discrimination power when CDOM and NAP are distinguished in an IOP model. So, semianalytical algorithms need to be based on an IOP model that includes a good link between a NAP and b NAP (or b bNAP ). Gallegos and Neale [2002] successfully applied such an approach to deconvolve the absorption contribution by phytoplankton, CDOM and NAP in total absorption spectra measured in situ. But, obviously, the inversion of remotely sensed reflectance is more challenging than inverting absorption spectra measured in situ.
[39] Again, the fact that our empirical algorithm succeeded in discriminating a CDOM from a NAP means that the necessary information is contained in the reflectance spectrum. This information, however, must be extracted properly, and this is probably one weakness of current semianalytical models. In coastal waters, variations in reflectance are primarily due to variations in turbidity [Sathyendranath et al., 1989] . Subtle changes in the shape of the reflectance spectrum that may result from changes in the proportions of phytoplankton, CDOM and NAP, are overwhelmed by the change in the magnitude of reflectance at all wavelengths due to variations in turbidity. So, when specific information is needed from the reflectance spectrum, such as the ratio of a CDOM to a t , some specific spectral regions provide less ambiguous information. The rationales considered in the development of our empirical algorithm are also valid for a semianalytical algorithm. The latter must go beyond finding the best fit between calculated and observed reflectance spectra, at all wavelengths [e.g., Roesler and Perry, 1995; Lee et al., 1996; Garver and Siegel, 1997] . This procedure must not be blurred by the large changes in reflectance magnitude due to variations in turbidity, and be misled by reflectance at wavelengths where the information is ambiguous (see Defoin-Platel and Chami [2007] for a detailed analysis of the ambiguity problem in the interpretation of ocean color). Nevertheless, recent validation exercises have demonstrated the ability of semianalytical algorithms to retrieve the total absorption and backscattering coefficients. So, both approaches (i.e., semianalytical and empirical) may be combined to solve optical problems in optically complex waters.
[40] The simple method proposed in this study represents, to our knowledge, a first step toward the integration of Ocean Color information to quantify of CDOM-related photochemical processes in optically complex waters.
Appendix A
[41] Assuming that the pure water is negligible compare to nonwater absorption coefficients over the 300 to 500 nm range (i.e., a w (l) = 0), the spectral extrapolation of [a CDOM / a t ](412) can be achieve simply using assumed spectral shape for a CDOM and a p respectively. While a CDOM (l) can be expressed using equation (1), an averaged a p spectrum normalized to a p (412) is needed (i.e., a p N (l) = a p (l)/ a p (412)). Then the extrapolation can be performed using the retrieved [a CDOM /a t ](412), and known S and a p N (l) as
where f = [a CDOM /a t ](412).
[42] Here various values for S and a p N (l) were chosen on the basis of observed variability in CDOM and particulate absorption spectra in marine waters. Values of 0.015, 0.020 and 0.025 nm À1 were adopted for S, which covers almost the whole range observed in marine waters [Blough and Del Vecchio, 2002; Babin et al., 2003b] . For a p N (l), we used an averaged spectrum made out of the 99 a p (l) spectra normalized to the value at 412 nm measured in the surface waters during the CASES field campaign. Except for a few number of spectra where the presence of phytoplankton pigments was dominant (with a a p (l) peak at $440 nm), most spectra approximately follow an exponential increase toward shorter wavelengths, which indicates the dominance of the a NAP in the total particulate matter absorption (62 ± 18% at 443 nm). In addition to the average a p N (l) spectrum, two other spectra corresponding to the average ± 1.96*s (i.e., a 95% confidence interval) were chosen to represent the limits of the a p spectrum for low and high spectral dependency, respectively (Figure 7) . The spectra for a p N (l) and a CDOM (l), and an example of nine resulting [a CDOM /a t ] spectra for a given value of [a CDOM /a t ](412) are shown in Figure 7 . Figure A1 shows an example of spectral DIC photoproduction (equation (6a)) obtained using two different AQYs ( Figure 6 ) and various [a CDOM /a t ](l). 
. subscript x is either m (measured by ac-9), t (total), w (water), t-w (nonwater constituents), CDOM (chromophoric dissolved organic matter), p (particles), NAP (nonalgal particles),CDM (colored detrital material) or f (phytoplankton). E s (l) downwelling irradiance just above the sea surface (W m À2 nm
À1
). E d (l,z) ). R rs (l) remote sensing reflectance above the sea surface (nm À1 sr
). AQY x (l) a quantum yield for the photoproduct x (mol x (mol photon) À1 nm
). P x spectrally depth-integrated production of photoproduct x (g x m À2 d
).
