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V. Vassiliev [l] introduced a natural filtration in the space of finite order knot invariants. 
The corresponding grade space has a purely combinatorial description [2] as a space of 
functions u on the set of chord diagrams satisfying certain linear equations (one- and 
four-term relations). The more important four-term relations look like 
for an arbitrary fixed position of (n - 2) chords (which are not drawn here) and the two 
additional chords positioned as shown in the picture. Here and below, dotted arcs suggest 
that there might be further chords attached to their points, while on the solid portions of the 
circle all the endpoints are explicitly shown. 
We will call a function satisfying four-term relations a weight system. 
In [2], Kontsevich (see also [3]) suggested aconstruction of a weight system from a Lie 
algebra furnished with an u&invariant non-degenerate bilinear form. It turns out that its 
values belong to the center of the universal enveloping algebra. By the Harish-Chandra 
theorem this center is isomorphic to an algebra of polynomials. So we have a map which 
assigns to a simple combinatorial object such as a chord diagram another simple object 
such as a polynomial. The problem is to give a combinatorial description of this map. 
In this paper we give a formula for the weight system of sl, and describe some properties 
of the weight system of an arbitrary simple Lie algebra. Our formula for slz is recurrent with 
respect o the number of chords of a diagram. The main results of this paper are Theorems 
2 and 6. 
We will use standard notations and facts about Vassiliev knot invariants mostly related 
to a Hopf algebra structure on the space of chord diagrams and on the space of weight 
systems. For these facts and an introduction to the theory we refer to [3-71. 
In Section 1 we recall Kontsevich’s construction of weight systems with values in the 
universal enveloping algebras. In Section 2 we give a recurrent formula for the weight 
system of &. Different formulas for this weight system were given by Bar-Natan and 
Garoufalidis in [S]. In Section 3 we give new generators of the primitive part of the algebra 
of chord diagrams and discuss their properties. In Section 4 we develop a language of 
Japanese Character Diagrams which is convenient for studying the slz weight system. 
Proofs are in Section 5. 
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1. PRELIMINARIES 
1.1. Hopf algebra of chord diagrams 
Consider the space d, generated by all chord diagrams with n chords modulo four-term 
relations: 
@-@+a-B=o 
Let d=dOOdl@dz@ a.. be the corresponding graded space. d has a Hopf 
algebra structure, see [3,4,7]. 
The product of chord diagrams is their connected sum. Namely, let Dr and D2 be two 
chord diagrams with n and m chords, respectively. Break the circles of D1 and D2 and glue 
the two broken circles by a ribbon in accordance with the orientations of the circles. The 
new chord diagram D1. D2 has n + m chords: 
The image of D1 . Dz in d,,, is well-defined, see [3,4]. 
Let D be a chord diagram with n chords. Any subset J of its chords determines two 
diagrams DJ and DJ ), where DJ is formed by the chords of J and DJf is formed by the 
remaining chords of D. Define the comultiplication by the formula A(D) = C DJ @ DJ3, 
where the sum is over all subsets J. For example, 
The Hopf algebra d is a graded, associative, coassociative, commutative, and cocom- 
mutative Hopf algebra. 
An element of a Hopf algebra is called decomposable if it can be represented as a sum of 
products of elements. 
An element x is called primitive if A(x) = x 8 1 + 1 @ x. 
A graded, associative, coassociative, commutative, and cocommutative Hopf algebra is 
isomorphic to the algebra of polynomials whose variables correspond to generators of the 
primitive space. 
The space dual to the vector space of a Hopf algebra has a natural structure of a Hopf 
algebra. Its multiplication and comultiplication are dual to the comultiplication and 
multiplication of the initial Hopf algebra. The restriction of the canonical pairing to the 
primitive spaces of the dual Hopf algebras is non-degenerate. So the primitive spaces of the 
dual Hopf algebras are dual. In particular, they have the same dimensions in each degree. 
The space of weight systems W is dual to d: 
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Hence it is a Hopf algebra, in particular, the product of two weight systems w1 and w2 is 
given by 
(Wl.W2)(D) = c wl(~,)-w,PJ,). 
Let 9” be the subspace of primitive elements of d of degree n and 
B=9e@Pi@P28 *.. 
be the space of all primitive elements of d. Bar-Natan [3] has calculated dim 9” for n 6 9: 
diLPn l~+~+~+~tl+IG+Sl+$k 
Describe J$“, .a’:, 9, and g’.* for small n. 
n = 1: There is a unique chord diagram with one chord, t1 = 8. It is primitive. The 
corresponding primitive weight system is denoted by 1 1 : 1 1 (8) = 1. 
n = 2: There are two chord diagrams with two chords: 0, @ . The first is t:. The 
primitive space of degree 2 is one-dimensional and is generated by t2 = @ - 0. Let x2 be 
defined by 
x2KDl =o, x2c3 = 1. 
Then x2 is a primitive weight system. 
n = 3: There are five chord diagrams: 
term relations 
@, @, o,@, 0 andtwofour- 
dim dJ = 3. There are two independent decomposable lements @ and 0. The element 
t3 = @ -20 + 0 is primitive. The function X3: X@)= 2, X3(@) =l is a primitive 
weight system of degree 3. 
n = 4: The dimension of the primitive space of degree 4 is 2, it is generated by elements 
t4=@ -2@ +o -30 +gg 
and 
w4= @ -4Q3 +4(&j +2(g) -40 +o. 
There are two primitive weight systems Q4 and x4: 
e,(B) = e,(s) =P,(@) =1 
;(4(@3)=69 x4(@)=49 x4(@)=37 x4(@)=27 x4(@)=~4(@)=~ 
and all other values of Q4 and x4 are equal to zero. 
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Remarks. 1. The primitive elements tr , t2, t3, t4 are the first elements of a series {t,> of 
primitive elements generating the forest algebra from [9] (see also Remark of Section 3.2). 
2. Denote by 1, the function on the space of diagrams with n chords which is equal to 1 
at every diagram. This function satisfies the four-term relations and, therefore, defines 
a weight system. This weight system is decomposable: li * lj = (‘t’) li+je 
Now we can construct new weight systems on chord diagrams using the weight systems 
of small degrees. Examples: I, = ln_2 3 x2 is the weight system whose value at a chord 
diagram D with n chords is equal to the number of intersections of chords of D, 
Q. = 1, _ 4. Q4 is the weight system whose value is equal to the number of quadrangles of D. 
A quadrangle of D is an unordered subset of four chords al, u2, u3, u4 which form 
a circle of length four. This means that, after a suitable relabelling, al intersects u2 and u4, 
u2 intersects u3 and al, u3 intersects u4 and a 2, u4 intersects al and u3 and any other 
intersections are allowed. 
The weight systems I, and Qn will appear in Section 2.2 in relation with simple Lie 
algebras. 
Definition. A weight systemf, on the space of diagrams with n chords has size k (k < n) if 
there is a weight systemfk on the space of diagrams with k chords such that fn = ln_k.fk. 
This equality simply means that f”(D) = Cfk(DJ), where the sum is over all k-element 
subsets J of chords D. 
1.2. Lie algebra weight systems 
Here we recall a construction of the weight system from [2]. 
The initial data of the construction is a Lie algebra 9 with an ad-invariant non- 
degenerate bilinear form CD. 
Let al, . . . ,a,,, and bl, . . . , b, be two dual bases of 9: @(ai, bj) = 6i,j. Fix a chord 
diagram D and a base point on its circle which is different from the endpoints of the chords. 
Label each chord by a number i such that 1 < i 6 m. Attach to one endpoint of the chord 
labelled by i the element ar and to another endpoint the element bi. For example, for the 
chord diagram D = with the base point * and labels i and j we have 
Walk around the circle starting from the base point in the direction of the orientation of the 
circle and write in one word the elements associated to the endpoints. The constructed word 
is an element of the universal enveloping algebra U (9). Define W(D) to be the sum of such 
words where the sum is over all labels of the chords. In the example, 
W(D) = C aibjbiaj E U(9). 
i,i 
In our pictures we always assume that the circle is oriented counterclockwise. 
THEOREM (Konsevich [2]). 1. W(D) does not depend on the base point; 
2. W(D) does not depend on choice of dual bases in 3; 
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3. W(D) belongs to the center ZU(?%) of the universal enveloping algebra; 
4. W ( - ) satisjes the four-term relation: 
5. W (*) is an algebra homomorphism: W (DI .Dz) = W (III). W (Dz). 
Example. W(e) = c is the quadratic Casimir element of ZU(9) associated to the 
chosen invariant form. 
Remarks. 1. If in addition to the initial data we have a finite-dimensional representa- 
tion of 9, then we can consider the action of W(D) in the representation. Taking the trace of 
this operator we get a weight system with values in the ground field, say C. This weight 
system coincides with that of Bar-Natan (see [3]). 
2. If D is a chord diagram with n chords, then 
W(D) = c” + {terms of degree less than 2n in U(9)). 
In fact, we can permute the endpoints of chords on the circle without changing the highest 
term of W(D) (all additional summands arising as commutators have degree less than 24. 
Hence the highest term of W(D) does not depend on D. Finally, if D is a diagram with 
n isolated chords, i.e. the n-th power of the diagram of the above example, then W(D) = c” 
according to Statement 5 of the Theorem. 
3. According to the Harish-Chandra theorem, for a semisimple Lie algebra the center 
ZU(9) is isomorphic to the algebra of polynomials in certain variables cl = c,c2, . . . ,c,, 
where r = rank (9). We will call cl, . . . ,c, the basic central elements. The degrees dl = 2, 
d 2, . . . ,d,ofc = c1,c2, . . . , c, with respect o the natural filtration of U(9) are well-defined. 
We will consider any polynomial in cl, c2, . . . ,c, as a weighted polynomial setting the 
weights of variables cl, c2, . . . ,c, to be equal to dI, d2, . . . ,d,, respectively. 
For a chord diagram D with n chords, W(D) has weighted degree not greater than 2n. In 
the previous remark we saw that the part of W (D) of the highest weighted egree 2n is equal 
to CT. It is obvious that the free term of W(D) is equal to zero, if cl, c2, . . . , c, are chosen in 
such a way that their free terms are equal to zero. 
Denote by pi(D) the part of the polynomial W(D) of weighted degree i. So 
W(D) = f pi(D). 
i=2 
It is obvious that each of pi is a weight system. 
In this paper we deal with the polynomial W(D) and its highest terms pi. 
For 9 = s12, we have ZU(s12) z Ccc], and for a chord diagram D with n chords, 
W(D) = c” + &c”-’ + A2~n-2 + ... + &_1~. 
This polynomial depends on the invariant form on 9. Let B1 ad B, = kBI be two invariant 
forms, W,,(a), W,,( .) the corresponding polynomials, and cBl, c& the corresponding 
quadratic Casimir operators. If 
W,,(D) = C& + A~c;,~ + NI~C&~ + ... + &-~cB~ 
then 
w,,(D) = 6, +&kc&l + A2k2c;,’ + . . . + &_lkn-lcBIS 
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Usually we use the Killing form as an invariant form, but in the case of slZ it is more 
convenient o use the Killing form divided by 4. This new invariant form is denoted by Tr 
(since it is the trace of matrices in the standard two-dimensional representation of slZ). 
2. VALUES OF A LIE ALGEBRA WEIGHT SYSTEM ON CHORD DIAGRAMS 
2.1. Recurrent formula for s12 
THEOREM 1. Let W ( .) be the weight system associated to slz and the invariantform Tr, let 
D be a chord diagram, and let a be a chord of D. Then 
W(D) = (C - 2k) W(D,) + 2 1 (W(Di:j) - W(D;j)) 
l<i<j<k 
where: k is the number of chords which intersect the chord a, D, the chord diagram obtained 
from D by deleting the chord a, and DIIj and D<j are the chord diagrams which are obtained 
from D, in the following way: 
Consider an arbitrary pair of chords ai and aj which are different from chord a and such 
that each of them intersects chord a. The chord a divides the circle into two halfcircles. Denote 
by ei and ej the endpoints of ai and aj which belong to the same halfcircle and by el,ej the 
endpoints of ai and aj which belong to the opposite halfcircle. There are three ways to connect 
four points ei, e;, ej, ej by two chords. In D, we have the case (ei, ei), (ej, e(i). Let DfIj be the 
diagram with the connection (ei, ej), (e;, ej) and the other similar chords. Let Dtj be the 
diagram with the connection (et, e(i), (ef, ej) and the other similar chords: 
Theorem 1 is proved in Section 5.2. 
Each of the three diagrams D,, D[j and Dcj has one chord less than D. Hence, Theorem 1 
allows to compute W(D). 
Examples. 1. W 
@I 
= (c-2)~. In this case, k = 1 and the sum in Theorem 1 is zero, 
since there are no pairs (i,j). 
2. w (@) =(c-4w (Q) + 2w (0) 2w (@) 
= (c-4)c2 +2cz-2(c-2)c 
= (c-2)%. 
3. w (@) =(c-4W (8) +2w (0) -2w (Q) 
= (c-4)(c-2)c+ 2c2-22’ 
= (c-4)(c-2)~. 
Remark. If we choose the Killing form as an invariant form, then, according to Remark 
3 of Section 1.2 the formula of Theorem 1 becomes 
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W(D) = (C - 4) W(D,) + (+) C (W(DIr j) - W(oCj))- 
1 $i<j<k 
In particular, for k = 1 
W(D) = (c -3WW 
It is interesting that the last formula is valid for any simple Lie algebra with the Killing form 
and k = 1. 
2.2. Six-term relations for slz 
Theorem 1 follows by induction from Theorem 2. 
THEOREM 2. Let W(-) be the weight system associated to slz and the invariant form Tr. 
Then 
w(p)_w(p)_w(p. ,,1(p) 
. ..’ ., _.’ ., :’ . . _: 
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Moreover, W 
Theorem 2 is a special case of Theorem 6, see Remark 3 of Section 4.3. 
This theorem allows to compute W(D) because the two chord diagrams of the right- 
hand side have one chord less than the diagrams of the left-hand side, and the last three 
diagrams of the left-hand side are simpler than the first one since they have less intersections 
between their chords. 
The theorem indicates six-term elements of the kernel of the s/z weight system. The 
subspace I of the algebra d generated by the six-term elements form an ideal. The quotient 
algebra a/Z is generated by two elements @ and @. The ideal generated by the six 
te~e;l~;~~andtheelement@+2~-0. 0 isthekernelofthe& 
PROBLEM. Find similarjinite term elements generating the kernel of the slg weight system. 
2.3. Highest terms 
Here we deal with the weight system of an arbitrary simple Lie algebra. We consider 
W(D) as a weighted polynomial in cl, . . . , c, (see Remark 3 of Section 1.2). We will use the 
notation pi for the part of W(D) of weighted degree i and the notion of the size of a weight 
system (Remark 2 of Section 1.1). 
THEOREM 3. For a simple Lie algebra and an arbitrary choice of basic central elements 
cl, . . . , c,, the weight system pzn-i has size i (0 < i 6 n - 1; n # 1). 
Theorem 3 is proved in Section 5.6. 
Remark. For a simple Lie algebra with the Killing form and for a diagram D with 
n chords, we have 
P2.m = CT; P2.-l(D) = 0 
Pzn-20 = - www;-‘~ p2n-3 =o 
~2n-4@) = VnVWW) - W - TP)/~)c;-~ + AQn(D)K4 
where Z,(D), Q”(D) are defined in Remark 2 of Section 1.1, T(D) the number of triangles of D, 
that is the number of unordered triplets of chords such that each chord of the triplet 
intersects both the others, and A some element of ZU(‘9) of weighted degree 4 which does 
not depend on D. 
For example, Z4(@)= 6, T(a)= 4, Q&@i>= 1. 
The function Z,(Z, - 1) - 2T in the expression for p2”_4 has size 4: 
Z,(D)(Z,(D) - 1) - 2T(D) = (L-4.x2.x2 + 2 ln-3.~3)(@. 
A = 4 cf for slz . A = a cf for s13 according to Duzhin. In general, we even do not know if 
A depends only on the quadratic Casimir element cl. About the element A also see Remark 1 
in Section 4.3. 
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Theorem 3 follows from the next theorem which is valid for an arbitrary Lie algebra 
with a non-degenerate ad-invariant bilinear form. 
THEOREM 3’. The value of a Lie algebra weight system at a primitive element of degree 
n (n > 1) is an element of U(S) of degree not greater than n with respect to the naturalJiltration 
in V(9). 
Theorem 3’ follows from Theorem 5 of Section 3.2 (see Remark of Section 4.2). 
For a simple Lie algebra and a primitive element P of degree n Theorem 3’ means that 
PZ”(P) = 0, Pz,-i(P) = 0, ... ,Pn+l(P) = 0. 
In particular, for the Lie algebra s12, the polynomial W(P) is a polynomial in c of degree not 
greater than [n/2]. 
3. PRIMITIVE SPACE AND CHINESE CHARACTER DIAGRAMS 
3.1. Dejinitions 
It is convenient to denote certain linear combinations of chord diagrams by a single 
diagram with triple vertices. This notation well agrees with the four-term relations: 
48 ‘. :’ 
9 .., : 
v ‘. :’ 
66 ‘. :. 
g? 
‘_, ,:’ 
fu ‘. :’ 
This leads to the following definition (see also [3]). 
Definition. A Chinese Character Diagram (CCD) is a connected graph with only 
trivalent vertices and a distinguished oriented circle (named the Wilson loop) such that at 
each vertex, which does not lie on the Wilson loop, one of two possible cyclic orderings of 
the three edges meeting at this vertex is chosen. 
An edge of the graph which does not belong to the Wilson loop will be called 
a propagator, a vertex which does not belong to the Wilson loop will be called an internal 
vertex, a vertex on the Wilson loop will be called an external vertex. 
A chord diagram is a connected CCD without internal vertices. 
To draw CCDs we make the following conventions: 
-each vertex will be pictured by a fat point. Since not each graph is planar, some points of 
visible intersections, of edges have to appear in a plane picture. Such a point is not 
a vertex. 
-the Wilson loop will be pictured as the exterior circle oriented counterclockwise, while 
propagators will be pictured as curves inside the Wilson loop; 
-at each internal vertex the counterclockwise cyclic ordering of edges is chosen. 
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A typical CCD looks like 
We consider the space generated by CCDs modulo the STU relations: 
W-V 
These three CCDs are identical outside the corresponding fragments on the picture. 
Pieces of the Wilson loop are pictured by thick curves. 
The following relations follow from the STU: 
(AS): 
(IHX): Tc = -=c+-T- 
Note that, according to our convention, the two CCDs of the AS relation differ only by the 
cyclic ordering of the propagators meeting at the pictured internal vertex. 
A CCD with a loop formed by a propagator is equal to zero modulo the relations. 
Indeed, according to the AS relations, changing the cyclic ordering at the vertex of the loop 
we change the sign of the CCD, but the new CCD is identical to the initial one: 
A CCD has an even number of vertices. We use half the number of vertices to grade the 
space generated by CCDs modulo the relations. 
The T and U diagrams of the STU relation have one internal vertex less than S. So 
repeatedly applying the STU relation we can express a given CCD as a linear combination 
of chord diagrams. This gives a natural mapping of the space generated by CCDs modulo 
the STU relations to d. Bar-Natan proved in [3] that this mapping is an isomorphism. In 
this sense one can consider a CCD simply as a short notation for an appropriate linear 
combination of chord diagrams. Considering a weight system as a linear function on d we 
can compute the value of a weight system at a CCD. 
3.2. Primitive space 
The CCD language is convenient o describe the primitive space. 
The comultiplication of d acts on a CCD D as follows. Let L be the Wilson loop of D. 
Let J be the union of several connected components of the graph D\L. Let J’ = D\(LuJ). 
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Denote by DJ the subdiagram of D formed by the Wilson loop and J. Then 
A(D) = C DJ @ DJ,, where the sum is over all subsets .I. Therefore, D is primitive if and only 
if D\L is connected. 
THEOREM (Bar-Natan [3]). Primitive CCDs generate the primitive space 9. 
The number of external vertices of a primitive CCD of degree n (with 2n vertices) is not 
greater than n + 1. 
To each permutation R = (z(l), . . . ,n(n - 1)) of n - 1 elements we associate a special 
connected CCD P, of degree n with n + 1 external vertices. Namely, consider the graph with 
labelled “legs”: 
Om -** l-r-” 
n-2 n-l 
Fix n + 1 consecutive points on the circle. Glue the legs of the graph to the points on the 
circle so that the 0-th and the n-th legs are glued to the 0-th and the n-th points, respectively, 
the leg labelled by i (i = 1, . . . , II - 1) is glued to the point n(i). 
Examples. 
THEOREM 4. The primitive space is generated by all P,. 
Theorem 4 is proved in Section 5.3. 
Let P,,k be the subspace of 9, generated by primitive CCDs with no more than 
k external vertices. We have a filtration 
0 = P*, 1 G Pn* 2 E 9,. 3 G . . . E 9,, 
For small n dim ~,,k/~~,k_ 1 was calculated by Bar-Natan [lo]: 
\I k n 2 3 4 5 6 7 8 9 
110000000 
2 1 0 0 0 0 0 0 0 
3 1 0 0 0 0 0 0 0 
4 1 0 1 0 0 0 0 0 
5 2 0 1 0 0 0 0 0 
6 2 0 2 0 1 0 0 0 
7 3 0 3 0 2 0 0 0 
8 4 0 4 0 3 0 1 0 
9 5 0 6 0 5 0 2 0 
Remark. t, = ( - l)n-’ PC1,2, .._ ,“_ 1B is the forest element mentioned in Remark 1 of 
Section 1.1. For tI, tz, t3, t4 see in Section 1.1. t, belongs to 9nn,2 according to the following 
proposition. 
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PROPOSITION 1. 
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PC,,, ..., n-l)= (3 =w2Y @. 
n-l legs 
Proposition 1 is proved in Section 5.4. 
Introduce another special CCD wk, the “wheel with k spokes”: 
w2=@,w3=@, w,=(g), w5=@, ws=@, .*.. 
We have w2 = - 2t,, w3 = t3. 
THEOREM 5. (1) Zf n is odd then P”‘.,._ 1 = 9”. 
(2) Zf n is even then P”‘.,. = 9,,. The quotient space ~~,./9,,,n_l is one-dimensional and 
generated by w,. Moreover, 
P, = 0 mod9”,._i ifrr(1) < n(n - 1) 
P, E w, mod9”,,_, ifrr(1) > Ir(n - 1). 
Theorem 5 is proved in Section 5.5.3. 
The theorem implies that w, for odd n is a linear combination of CCDs with smaller 
number of external vertices. In particular, 
%=@ = l/4@ 
%=@ = 3,4@+ l/12@- 1,4g@. 
The three CCDs of the right-hand side of the last formula generate the space ps. 
4. LIE ALGEBRA WEIGHT SYSTEMS ON PRIMITIVE ELEMENTS 
The main result of this section is Theorem 6. The formula of Theorem 6 expresses the 
value of the s12 weight system at a CCD through the values of the weight system at some 
more simple graphs. Although simple, these new graphs could become disconnected and no 
longer be CCDs. This phenomenon motivated us to introduce a notion of a Japanese 
Character Diagram and extend Lie algebra weight systems to the space of such diagrams. 
4.1. Japanese Character Diagrams 
DeJnition. A Japanese Character Diagram (JCD) is a disjoint union of a number of 
circles and a graph with only trivalent vertices and a distinguished oriented circle (named 
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the Wilson loop) such that at each vertex which does not lie on the Wilson loop one of the 
two possible cyclic orderings of the three edges meeting at this vertex is chosen. 
The connected component of the graph containing the Wilson loop will be called the 
busic graph component of a JCD. It is a CCD. The other connected components of the graph 
will be called additional graph components. The circles of a JCD will be called additional 
circles. 
A typical JCD looks like 
The basic graph component has four internal vertices and six external vertices. There is one 
additional graph component with two internal vertices and three propagators connecting 
them. There are two additional circles, one of them is inside the Wilson loop. 
Definition. A Japanese Character (JC) is a graph whose vertices are either univalent or 
trivalent, at each trivalent vertex a cyclic ordering of the three edges is chosen, and univalent 
vertices are labelled by pairwise distinct natural numbers. 
Our Japanese Characters differ from Bar-Natan’s Chinese Characters [3] by labels of 
univalent vertices. 
An additional graph component of a JCD is a JC without univalent vertices. 
The following construction of a JC from a JCD will play an essential role in the 
construction of weight systems on JCDs in the next section. Fix a base point on the Wilson 
loop L of a JCD D. Walk around the Wilson loop starting from the base point in the 
direction of the orientation and label all external vertices by subsequent natural numbers. 
Delete all edges of the Wilson loop L and all additional circles. This gives a JC whose 
univalent vertices and their labels come from external vertices of D and their labels. Here is 
an example: 
5 0 
We denote the resulting Japanese Character by JC(D). 
4.2. Construction 
In this section we define a Lie algebra weight system on the space of Japanese Character 
Diagrams modulo the STU, AS, and IHX relations, cf. [3]. This weight system restricted to 
a chord diagram gives the same value as in Section 1.2. 
To define the value W(D) of a Lie algebra weight system at a Japanese Character 
Diagram D we construct below an element of U(Y) for every connected component of the 
JCD and then set W(D) to be equal to the product of all these elements. The element 
corresponding to every additional circle is the number dim B. According to our construc- 
tion, the element corresponding to an additional graph component also is a number, but 
this number depends on the component. 
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The construction consists of two steps. First step: for each JC with k univalent vertices 
we construct an element of the space 3 ok whose tensor factors correspond to the univalent 
vertices. In particular, if a JC has no univalent vertices then the corresponding element is 
a number. If a JC consists of several connected components then the corresponding element 
is equal to the tensor product of the elements corresponding to the components. All our 
tensors will be invariant under the adjoint action of 3. Second step: for a Japanese 
Character Diagram D we consider the Japanese Character JC(D) constructed in Section 4.1 
and set W(D) to be equal to the image of the tensor constructed for this JC under the 
natural projection gak + U(9). 
4.2.1. Step 1. Tensors corresponding to JC. To construct a tensor corresponding to 
a JC, we first decompose the JC into some elementary JCs, then introduce tensors 
corresponding to elementary JCs, and finally contract the elementary tensors into a single 
tensor. 
4.2.1.1. Decomposition of a JC into elementary JC. 
Definition. An elementary JC is one of the following JCs: 
a segment : l&r, 
a triple vertex : 
where II, 12, i3 are labels. 
To decompose a JC into elementary JCs we cut certain edges. Each cut gives two new 
univalent vertices. We label these new univalent vertices by two natural numbers which 
were not presented as labels before. After sufficient number of cuts we get a Japanese 
Character such that each of its connected component is an elementary JC. For example: 
4.2.1.2. Tensors corresponding to elementary JC. Let 1 be a label. Denote by %r a copy 
of the Lie algebra ‘3. We write I as an index of ‘3 to indicate a correspondence between labels 
and copies of 9. 
Let R E 3 @I ‘3 be the tensor associated to the chosen ad-invariant symmetric form 0 on 
Y. Fix two dual bases {ai> and {bi} in 9: Q(ai,bj) = 6i,j, then Q = xi ai @ bi. A COPY 
R11,12 E Yl, @ $Y12 of Q is the tensor corresponding to a segment 11. The first factor ci of 
Q1,,12 belongs to 9r, and corresponds to the univalent vertex labeled by II. The second factor 
bi E 9[, corresponds to the vertex labeled by /*. 
The Lie bracket is an element of 9* @ 9* @ 9. Using the isomorphism 0 : $9 --f Q* we 
consider it as an element of 9 @ 59 @ 8. Denote this element by J = xi Cli @ pi @ yi. The 
tensor J is totally antisymmetric since the Lie bracket is antisymmetric and the form CD is 
invariant. 
Let II, 12, l3 be the labels of a triple vertex indexed in accordance with the cyclic 
ordering: I3 
l%’ A copy - J~,.w, 
E Yll @ 919~~ @I ‘S13 of the tensor - J is the tensor 
correspondmg to the triple vertex. So - ai E %,I corresponds to the univalent vertex labeled 
by II, fii E 31, corresponds to the vertex 12, and yi E Yr, to the vertex 13. 
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@ = Tr and the Lie bracket has the form 
CD =f* @ e* + e* @ f* + 2h* 6 h* 
e*@f*@h-f*@e*@h+2h*@e*@e 
-2e*@h*@e-2h*@ff*@f+2f*6h*@f 
where e*,f*, h* is the basis of B* dual to e,f, h. 
The tensors corresponding to elementary JC have the form 
4.2.1.3. Glueing tensors. With a disjoint union of JCs we associate the tensor product of 
corresponding tensors. For example: 
2 5 6 4 * ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
It- -5 
Suppose that we would like to glue the univalent vertices of a JC C labelled by I1 
and 12. This is an operation inverse to the cut operation of Section 4.2.1.1. Let 
TE(... @OS,,@ ... @ ‘9r2 @I ...) be the tensor corresponding to C. Consider the tensor 
T @ Ql1.12 E ( ... 0 91, 0 ... @%,6 ..*)oqss:, 
where Qp11,12 E 59: @ ‘9: is a copy of the form @. Contract the spaces gi,, SE and g12, 
‘92 using the natural pairing. We define the image of T @ @ I,,Iz under these contractions to 
be the tensor corresponding to C with glued vertices I, and 12. 
For example, glueing the tensor ai @ pi yi E %I s5 @ %z 
s12, 
it is enough to contract the first factor with the third one, and the second factor with the 
fourth one in formula (1). The result is 12. 
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4.2.2. Step 2. From tensors to elements of the universal enveloping algebra. For a JCD 
D with k exterior vertices, choose a base point on the Wilson loop L, construct a JC as in 
Section 4.1. k univalent vertices of this JC are labelled by numbers 1,2, . . . , k. Construct the 
orresponding tensor T(D) E g1 @ ... @ ‘& as in Section 4.2.1. Set W(D) to be equal to the 
image of the tensor T(D) under the natural projection Y1 @ ... @ YI, + U(S). Since all our 
tensors were invariant under the adjoint action of 9, the image belongs to the center of 
U(9). It is easy to see that W(D) is well-defined and does not depend on the choice of the 
base point. 
The correspondence D H W(D) gives a well-defined function on the space of JCDs 
modulo the STU, IHX, and AS relations. 
If a JCD is a chord diagram, then the construction of an element W(D) in this section 
coincides with the construction of an element W(D) in Section 1.2. 
In an example below we will meet a JCD with an additional circle: 
0 0 
The value of the slz weight system at this JCD is 3c2, where 3 = dimsl, is the number 
corresponding to the additional circle, and c2 is the element corresponding to the basic 
graph component. 
Remark. If D is a JCD with k external vertices, then W(D) has degree not greater than 
n with respect o the natural filtration in U(Y). According to Theorem 5 the primitive space 
9” of d is generated by CCDs with not more than n external vertices. So deg W(D) < n for 
any D E 9”. This proves Theorem 3’. 
4.3. Three term relations for the s12 weight system 
The following theorem is a generalization of Theorem 2. 
THEOREM 6. Let W ( *) be the weight system associated to s12 and the bilinear form Tr. 
Then W( *) satisfies the following relation: 
for any three JCDs differing only by the pictured fragments. 
Theorem 6 is proved in Section 5.1. 
Both JCDs of the right-hand side have two vertices less, and their degree is smaller than 
the degree of the JCD of the left-hand side. Hence, Theorem 6 allows to compute the s12 
weight system on JCDs. 
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so w = 8c2. 
Remarks. 1. If we choose the Killing form as an invariant form, then the factor 2 in 
Theorem 6 has to be replaced by a factor f, according to Remark 3 of Section 1.2. In 
particular, in the example above the new answer is SC’. 
Actually the element of A of degree 4 in ZU (9) mentioned in the Remark of Section 2.3 
always equals the highest term of w 
@3 
. 
2. If a JCD has a “bubble”, two propagators connecting the same vertices, then the 
value of the weight system associated to a simple Lie algebra and the Killing form at such 
a JCD is equal to the value of the weight system at the JCD without the bubble: 
This formula is essentially equivalent o the case k = 1 in Theorem 1 (see the Remark in 
Section 2.1). 
Using this formula we can compute the value of the weight system associated to a simple 
Lie algebra and the Killing form at the forest elements t, = ( - l)‘-lPoz _.. “_ 1) (see 
Remark 1 of Section 1.1 and Remark of Section 3.2): 
W(t,) = ( - _t)“_lc. 
3. Using the STU relations, the formulas of Theorem 2 can be written as 
.-f-. .c-. .C 
w” : 
(,,,, p = 2w (rc)*w(QQ 
. . :’ :’ 
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,.. .., 
w..:” ) ($) = 2w (43_2w@). .., _.:’ . 
Therefore Theorem 2 follows from Theorem 6. 
4.4. Highest term for slz 
THEOREM 7. Let W ( *) be the weight system associated to slz and Tr. Zf n is even, n = 2k, 
k > 1, and z is a permutation of n - 1 elements then 
Theorem 7 is proved in Section 5.52. 
Remark. The value of the weight system W ( .) of an arbitrary Lie algebra with an 
invariant bilinear form at a primitive element of degree n is an element of U(9) of degree not 
greater than k with respect o the natural filtration in U(S) (see Theorem 3’). Consider its 
highest part, i.e. the part of degree exactly n. Then for odd n this part is always zero, i.e. 
W (P,) is actually an element of U(9) of degree less than n. For even n, the highest part of 
W(P,) is equal to zero for n(1) < x(n - 1) and is equal to some element of U(Y) of degree 
n for n(l) > rr(n - 1). Moreover, this element does not depend on a permutation n with 
n(1) > a(n - 1). 
5.1. Proof of Theorem 6 
5. PROOFS 
The tensor corresponding to the left-hand side of the formula of Theorem 6 is given by 
formula (1) of Section 4.2.1.3. 
Each JC of the right-hand side consists of two segments. The corresponding tensor is the 
tesor product of two copies of R. 
‘\_/” 
/-? 
e8e~f8f+eOf~fOe+te~hh~f8h 
1 3 +foe~ee~f+f8foe~e+~foh6eOh 
+$h@e@hhj+-$h@jfOhOe+~h@h@h@h. 
These formulas and formula (1) give Theorem 6. Theorem 6 implies Theorem 2. 
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5.2. Proof of Theorem 1 
Draw the chord a vertically. Using Theorem 2 we prove Theorem 1 by induction on the 
number of endpoints of chords on the left halfcircle. 
5.2.1. Induction step. Suppose that the number of endpoints on the left halfcircle is 
greater than 1. Denote by a, (resp. a,) the chord which ends at the closest point to the chord 
a at the top (resp. bottom) of the left halfcircle. There are the following seven cases for the 
disposition of chords a, and a,. 
The easiest case is the seventh: by induction we have the equality of Theorem 1 for the 
chord a, = a,. In this case all diagrams of the right-hand side of the equalites for the chord 
a, = a, and for the chord a are the same. So Theorem 1 is valid for the cord a too. 
In the first and second cases we apply the first six-term relation of Theorem 2, in the 
third and fourth cases the second one, in the fifth case the third one and in the sixth cases the 
fourth one. 
Consider, for example the second case. The other cases are similar. Let k be the number 
of chords which intersect he chord a. 
The first six-term relation of Theorem 2 gives: 
w f& = _ WQ) + &J, + q?J., 
._.’ .:. .:. .:’ 
+2v(f[., _ 2w(g,. .: . . 
The first three diagrams of the right-hand side have less endpoints on the left halfcircle 
than the diagram of the right-hand side. So, by induction 
= - (C - 2(k + 2))W(D,) - 2 C (W(D;j) - W(o&)) 
- 21 <T<, W(Diy”) - WPiy”)) + Wuxl”) - WW”)) 
. . 
- 2(W(D:,,) - W(D,?J). 
= (C - 2(k + 1)) W(D,) + 2 C (W(Dlj) - W(D;j)) 
1 <i<j<k 
+ z1 <;< k W (Q’:,) - W (&)I. 
. . 
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;. .., 
W; ‘j (3 :> = (C - 2(k + 1)) W(D,) + 2 C (W(D[j) - W(o<j)) 1 diijgk .., ._:’ 
+ 21 <T<, (w(DiYo) - w(Diyv)). 
. . 
Adding all these equalities and taking into account that 
we obtain 
= (C - 2k) W(D,) + 2 (W(D;j) - W(O<j)). 
1 ii<j<k 
5.2.2. Induction base. The case of zero points on the left halfcircle is obvious. Consider 
the case of one point on the left halfcircle: 
,... ““‘...,, 
‘a o-3. 
“. 
:’ 
Applying the STU relation we get 
._... f ...;) = a _ fi* 
‘. .____.” . . . . ..Y 
‘.. : 
. . . . ...” 
The value of the weight system at the first diagram of the right-hand side is equal to cW(D,). 
By the AS relation, 
:““” G =_@* 
‘. ..,,... 
:’ ‘.. ,:’ 
. . . . . . . 
so 
.““‘... ,:’ ., 
p+ 
= l/2 
. . . ...,,. .,. 
,@ _ ,,2 G* 
‘..._, .” ‘. ,.....” 
But according to the STU relation the last difference is equal to 
By the “bubble” formula of Remark 2, Section 4.3, we have 
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w (/& = 4w ((...” ,....,, .j~ 
‘..,. ,:.’ 
._ ,: 
‘. . .._... 
(the factor 4 appears because we consider the weight system associarted to the form Tr). 
Finally 
,,_..‘..., 
‘.. 
w ($“-J> = (c-2)W(D,). 
‘. ,_’ ‘.... _...’ 
5.3 Proof of Theorem 4 
Let D be a CCD. Delete all edges of its Wilson loop L. Denote the resulting graph by 
D\L, see Section 3.2. 
5.3.1. LEMMA. The primitive space is generated by Chinese Character Diagrams D such 
that D\L is a tree. 
Proof of Lemma. It is enough to express any D with a connected D\L as a linear 
combination of Di such that Di\Li is a tree. 
If the graph D\L is not a tree then it has a certain number of cycles.+ Let 
dD = min d(v, L), where d(v, L) is the distance between a vertex v and the Wilson loop 
L mea&red by the number of edges of shortest path connecting v with L, and min is taken 
over all vertices v lying on cycles. 
If dD = 1, then there is a vertex v on a cycle connected by a propagator with the Wilson 
loop. Applying the STU relation we can decrease the number of cycles. 
If dD > 1, then pick a vertex v such that dD = d(v, L). Two of the three edges meeting at 
v belong to a cycle. The third edge p1 is the first edge of a shortest path between v and L. Let 
pz be the second edge of the shortest path. So we have the following situation 
Y 
PI K P2 
where edges belonging to the cycle are doubled by a dotted line. 
By the IHX relation we have 
~x-z ‘Jq+ ‘X2 
For both diagrams D1, D2 of the right-hand side, dD, = dD, = do = 1. So the lemma is 
proved. 
5.3.2. To prove Theorem 4 it is enough to express any diagram D such that D\L is a tree 
as a linear combination of P,. 
’ Here and below the word “cycle” (“path”) means a cycle (a path) with distinct vertices. 
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Let n be the degree of D. So each of the graphs D and D\L has 2n vertices. Since D\L is 
a tree, it has 2n - 1 edges. If k is the number of vertices of D\L which belong to the Wilson 
loop, then the tree D\L has 2n - k trivalent vertices and k univalent vertices. This means 
that it has &3(2n - k) + k = 3n - k edges. Hence, 3n - k = 2n - 1. And k = n + 1. We will 
represent D as a linear combination of elements P,, where n is a permutation of n - 1 
elements. 
Pick two consecutive ndpoints on the Wilson loop. Assign to one of them the number 
n + 1, and to the other the number 0 so that, if we walk along the Wilson loop from the 
endpoint 0 to the endpoint n + 1 in the direction of the orientation, we will meet all other 
n - 1 endpoints. 
Since D\L is a tree, there is a unique path y from the endpoint 0 to the endpoint n + 1. If 
the path y meets all n - 1 internal vertices, then D already has the form P, for a suitable 
permutation rc. If the length of y is less than n, then we have a situation just like in the picture 
of the proof of the lemma in Section 53.1. The difference is that now we consider the edges 
doubled by a dotted line as a piece of y. Applying the IHX relation, as in the proof of the 
lemma, we can increase the length of y. Theorem 4 follows by induction. 
5.4. Proof of Proposition 1 of Section 3.2 
Using the trick of the induction base of the proof of Theorem 1 (see Section 5.2.2), we get 
@ = ‘I2 Q. 
n-l legs n -2 legs 
The following Lemma allows to apply this trick inductively. 
LEMMA. A bubble can be freely moved through a trivalent vertex: 
+r=-T-- 
Proof of Lemma. By the IHX and AS relations, 
5.5. Proofs of Theorems 5 and 7 
55.1. PROPOSITION 2. 
P, = OmodY&, ifrr(1) < rr(n - 1) 
P, - w,mod9”,,_i ifrr(1) > n(n - 1). 
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The proof is based on the following Lemma which gives an explicit expression for P, as 
a linear combination of CCDs with n external vertices. It means that $,, = 9,. 
551.1. LEMMA. Let TC = (n(l), _. . , n(n - 1)) be a permutation. Then 
Pn=fB,,o - C P,,j 
j:n(j)<n(l) 
where B,,j is obtained from P, by replacing the following fragment: 
and pnvD is obtained from P, by replacing the jirst leg of P, by a bubble: 
1 * . . 
‘c 
PII =.,, 
* e; 
. * 
‘0 
‘, 
“‘I rc(1) 
Pieces of the Wilson loop here are pictured by thick lines. Each of P,,j and p,,O has 
n external vertices. 
Example. For 7c = (3,2,1): 
Proof of Lemma. Step by step we move the endpoint rc( 1) of the first leg to the point 0 on 
the Wilson loop. 
Here is the first step. Let j = K ‘(n( 1) - 1). This means that z(j) and rc( 1) are neighbour- 
ing points. By the STU relation, 
After several such steps we will have 
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as the first diagram of the right-hand side. By the trick of Section 5.2.2 it is equal to f P,,O. 
The lemma is proved. 
5.5.1.2. Proof of Proposition 2. Consider the image of i’n,j under the natural projection 
YE’,,, + 5$,/9n,,_ 1. We can permute the legs of P,,j without changing the image. 
Forj=O,l, . . . ,n - 2, after a suitable permutation we obtain 
-9 . ..-I
I ’ 
*’ 
By the trick of Section 5.2.2, P,,j E Y”‘,,,- 1 for j = 0, 1, . . . , n - 2. Therefore all summands of 
the formula for P, of the lemma of Section 5.5.1.1 except P,,,_ 1 belong to Yn’,,._ 1. It is easy 
to see that P,,,_ 1 becomes - w, after suitable permutations of legs and changes the sign 
according to the AS relations. This proves Proposition 2. 
5.5.2. Proof of Theorem 7. According to Proposition 2 we have to calculate the highest 
term (the term of degree n) of W (w,) for even n. Denote the highest term by W,. 
Apply Theorem 6 to W(w,). The first summand of the right-hand side of 2cW(w,_ J. 
The second one is the value of 2 W ( *) at a primitive CCD of degree n - 1, and therefore it 
does not affect W,. So W, = ~cW,,_~ = (2~)~~’ Wz = 2k+1~k. Theorem 7 is proved. 
5.5.3. Proof of Theorem 5. Proposition 2 implies that pn’,,, = Ynp,, and the space 
Y*‘,, n/ .G??~‘,, n _ 1 isgenerated by w, . So we only have to check if w, belongs to Y”,, _ 1. For even n, 
Theorem 7 implies that w, does not belong to 9’,,,_ 1. To prove Theorem 5 it remains to 
show that w, E Y,,,“_ 1 for odd n. 
We prove that for odd n w, = - w, mod Y,,‘,,, _ 1. 
Consider an axis lying in the plane of the picture of w, and passing through one of its 
vertices. Rotate the regular n-gon formed by internal vertices of w, around the axis in the 
three-dimensional space: 
The result is a CCD which represents the initial graph only with the opposite cyclic 
orderings of all n internal vertices. Denote the new CCD by W,. Since the number n of 
internal vertices is odd, w, = - W,. But W, 3 w,mod9& r, and Theorem 5 is proved. 
5.6. Proof of Theorem 3 
Consider Pzn-i as a function on the space ~4,, with values in the universal enveloping 
algebra U(Y). We show that pzn _ i = 1, _ i. fi for some functiop f;: on pi . 
Let &i,k be the subspace of &i generated by elements S.t:, where tl is the chord 
diagram with one chord (see Section 1.1) and S is a product of primitive elements of degree 
greater than 1. Since our Hopf algebra JZ? is isomorphic to the algebra of polynomials in 
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variables corresponding to generators of the primitive space, .z&‘~ splits into a direct sum: 
Define the functionfi on each subspace &i,k by the formula 
We show that 
for every 1 (0 6 I < n). 
For I < n - i, pzn-ildm,, = 0. In fact, pz,-@.t:) is the part of w(S.t:) of degree 2n - i. 
W (S . t\) = c’ W(S) has degree not greater than n - 1 by Theorem 3’. So W (S. t!) has degree 
not greater than n + 1 < 2n - i. 
It is obvious that (ln_i.fi)ld,,i = 0 for 1 < n - i. 
For 12 n - i we have (n!i) terms of the (n - i) x i-component of A(S. t:) such that their 
first tensor factor does not contain any primitive element of degree > 1. All these terms are 
equal to each other equal to tl-’ 0 S. t:-“+i. So, 
\n - iJ 
= n+(l-n+i)-i 
( 1 
pzn_i(S.t;+‘f-n+i’-i) =p2n_i(S’t:). 
l-n+i 
This proves that 
for 12 n - i. 
Acknowledgements-This work had been started when the first author visited the University of North Carolina at 
Chapel Hill, and it was done when the first author stayed in Pisa. The first author thanks the University of North 
Carolina for the invitation; the Sansone Fellowship for financial support; Dipartimento di Matematica of 
UniversitZl di Pisa for warm hospitality and S. V. Duzhin for numerous discussions. 
The first author was supported by the fellowship “Emma e Giovanni Sansone” and the second author by the 
NSF Grant DMS-9203929. 
REFERENCES 
1. V. A. Vassiliev: Cohomology of knot spaces, in Theory of Singularities and Its Applications, V. I. Arnold, Ed., 
Adc. Soviet Math. 1 (1990), 23-69. 
2. M. Kontsevich: Vassiliev’s knot invariants, Adu. Sooiet Math. 16 Part 2 (1993), 137-150. 
3. D. Bar-Natan: On the Vassiliev knot invariants, Topology 34 (1995), 423-472. 
4. V. I. Arnold: Vassiliev’s theory of discriminants and knots, Progress in Mathematics 119 Birkhauser, 3-29. 
Plenary lecture at the first European Congress of Mathematicians, Paris, July 1992. 
5. J. Birman and X.-S. Lin: Knot polynomials and Vassiliev invariants, Invent. Math. 111 (1993), 225-270. 
6. S. V. Chmutov and S. V. Duzhin: An upper bound for the number of Vassiliev knot invariants, J. Knot Theory 
Ram$cations 3 (1994), 141-151. 
7. S. V. Chmutov, S. V. Duzhin and S. K. Lando: Vassiliev knot invariants I. Introduction, Adu. Souiet Math. 21 
(1994), 117-126. 
8. D. Bar-Natan and S. Garoufalidis. On the Melvin-Morton-Rozansky conjecture, preprint (1994), to appear in 
Invent. Math. 
178 S. V. Chmutov and A. N. Varchenko 
9. S. V. Chmutov, S. V. Duzhin and S. K. Lando: Vassiliev knot invariants III. Forest algebra and weighted 
graphs, Ado. Soviet Math. 21 (1994), 135-145. 
10. D. Bar-Natan: Some computations related to Vassiliev know invariants, priprint (1994). 
Program Systems Institute, 
Pereslavl-Zalessky 152140, Russia 
Department of Mathematics, 
University of North Carolina, 
Chapel Hill, NC 27599, U.S.A. 
Note added in proof Theorem 4 of this paper is independently proved by K. Y. Ng and 
T. Stanford (On Gusazov’s groups of knots, Preprint, September 1995). 
