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Underwater sensor networks have seen huge strides within the past decade
as they approach viability both technologically and financially; though several
issues persist in their implementation. Of interest is localization, a key aspect
of sensor networks and navigation. This dissertation looks at several solutions,
corresponding to different scenarios:
• Global localization and tracking using surface anchor nodes: In a network-
ing context, supernodes deployed on the surface of a body of water can be
equipped with global positioning service (GPS) devices, and can act in a
time-synchronized fashion with certainty of their positions. We desire min-
imizing the use of messaging resources in the network by having only the
supernodes transmit information. A solution is developed for an unlimited
number of nodes which are capable of receiving the transmissions with no
more messaging than if there was one node. The various properties of the
algorithm will be tested in full deployments of networks of OFDM modems.
• Network localization through on-demand protocols with asynchronous nodes
assuming only a known position: By allowing asynchronous nodes, a larger
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range of networking scenarios can be addressed. This is accomplished by
leveraging a simple reactive beaconing concept to maximize the amount of
information that can be obtained by nodes without requiring any trans-
mission from those nodes inside the network. The localization capabilities
of the algorithm will be rigorously tested using OFDM acoustic modems
deployed in realistic scenarios.
• Single-user localization for instantaneous position estimates: In the previ-
ous scenarios, localization takes place over a window of many seconds. For
a network with mobile elements, such as autonomous underwater vehicles
(AUVs), this can degrade the accuracy of the solution considerably. To
solve this, instead of anchors transmitting to a node, the node transmits
a single burst to the anchors, who then combine information to compute
the exact location of the target node at the time of transmission. This
provides a much more accurate method in localizing mobile elements. The
dissertation goes beyond a single point-estimate of the node and considers
fusing the Doppler-estimation capabilities of OFDM modems with tracking
methods to provide a high-accuracy tracking solution.
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Chapter 1
Introduction
1.1 Motivation and Challenges
Underwater acoustic communications has been a rapidly growing research and
industrial field within recent decades and continues to advance in both application
and capability in existing applications. Much of the focus in the field has been on
improving the communication methods in the underwater environment, whether
with new transmission techniques, channel estimation schemes, or advances in
hardware and data fusion techniques. With these continual advances in data-rate
and robustness, the applications for such communication channels also develop
to suit the needs of both government and commercial entities.
One continual need for any wireless communications network is the need for
robust and accurate localization techniques. The nature of water is such that
1
2objects within it tend to move continuously. Much of the applications of under-
water acoustic networks require that most portions or users of the network have
a desire to know their position:
• Data gathering nodes are really only useful when they can give context to
the area where they gathered their data.
• Submersible vehicles and autonomous underwater vehicles (AUVs) both
move about in a realm where the global positioning system (GPS) and
other such terrestrial location techniques are simply unavailable.
• Communications nodes themselves rely on having knowledge of the physical
positions of neighboring nodes so that they can best utilize bandwidth
resources and find the shortest paths for forwarding messages through a
network.
In short, accurate location information is crucial to many of the popular appli-
cations of underwater acoustic communications. The nature of the underwater
channel poses many challenges that are simply not present in terrestrial localiza-
tion problems such as:
• Extremely long propagation delays as compared to electromagnetic signals.
• Difficult and rapidly varying communication channel conditions.
• Limited bandwidth and node power (both electrical and computational in
many cases).
3• Non-linear speed and propagation path properties of acoustic waves in wa-
ter.
As such, old techniques must be revisited and extended to the underwater realm,
and new ones derived to extract the best capabilities of this promising environ-
ment.
1.2 Outline of the Dissertation
The dissertation focuses on different localization techniques. In Chapter 2,
an extension of the modern GPS system for terrestrial transmission is examined
and then applied to and tested using acoustic modems in several underwater
environments.
In Chapter 3, a new scheme based on a combination of many ideas in under-
water, terrestrial, and wireless research communities is derived, and subsequent
algorithmic analysis is conducted. Again, the system is tested by being employed
on acoustic modems and tested in underwater environments.
Finally, in Chapter 4, a scheme for a distributed antenna system is examined
which will allow a single node to perform a near-instantaneous localization of
its position and velocity, with applications to navigation and tracking of highly
mobile underwater nodes and vehicles. The scheme is then tested in a pool
environment after implementation on acoustic modems.
The contributions of the dissertation are summarized in Chapter 5.
41.3 Publications
The publications directly related to this dissertation are:
• Appeared
– P. Carroll, S. Zhou, H. Zhou, X. Xu, J.-H. Cui and P. Willett, “Un-
derwater Localization and Tracking of Physical Systems,” Journal of
Electrical and Computer Engineering, Special Issue on Underwater
Communications and Networks, 2012, doi:10.1155/2012/683919.
– P. Carroll, K. Mahmood, S. Zhou, H. Zhou, X. Xu and J.-H. Cui,
“On-Demand Asynchronous Localization for Underwater Sensor Net-
works,” IEEE Trans. Signal Processing, vol.62, no. 13, pp. 3337-3348,
May 2014.
– P. Carroll, S. Zhou, K. Mahmood, H. Zhou, X. Xu, and J.-H. Cui,
“On-demand collaborative localization for underwater sensor networks,”
in Proc. of IEEE/MTS OCEANS conference, Hampton Roads, Vir-
ginia, Oct. 14-19, 2012.
– P. Carroll, S. Zhou, H. Zhou, J.-H. Cui and P. Willett, “Underwater
localization based on multicarrier waveforms”, in Proc. of MTS/IEEE
OCEANS Conference, Seattle, Washington, September 20-23, 2010.
5– P. Carroll, S. Zhou, H. Zhou, J.-H. Cui, and P. Willett, “Localiza-
tion and Tracking of Underwater Physical Systems,” Proc. of CHI-
NACOM, August 17 - 19, 2011.
– K. Mahmood, K. Domrese, P. Carroll, H. Zhou, X. Xu and S. Zhou,
“Implementation and field testing of on-demand asynchronous under-
water localization,” in Proc. of the Asilomar Conference on Signals,
Systems and Computers, Asilomar, California, Nov. 3-6, 2013.
• Submitted/In Preparation
– P. Carroll, K. Domrese, H. Zhou, S. Zhou, and P. Willett, “Localiza-
tion of Mobile Nodes in an Underwater Distributed Antenna System.”
Elsevier Journal on Physical Communication, (to be submitted).
– P. Carroll, K. Domrese, H. Zhou, S. Zhou, and P. Willett, “Localiza-
tion of Mobile Nodes in an Underwater Distributed Antenna System.”
WUWNET Rome 2014 (submitted).
Chapter 2
Underwater Localization and Tracking of
Physical Systems
2.1 Introduction
Underwater localization is a topic of great interest and study, with a great
deal of applications driving the need for better and better solutions [1, 2]. Sev-
eral current systems feature augmented inertial navigation methods, which use
filtering and tracking methods to provide corrections and improvements upon
traditional on board navigational equipment [3, 4]. Aside from these methods,
there are several localization techniques based on acoustic signaling. The first is
the long base line (LBL) system, where transponders are installed at the sea floor,
and the underwater vehicle interrogates the transponders for round-trip delay es-
timation followed by triangulation [5]. LBL has good localization accuracy, but
it requires long-time calibration. The second is the short base line (SBL) system,
6
7where a mother-ship moves above the underwater vehicle. The ship locates the
vehicle using high-frequency directional emitters. The third approach is based
on floating buoys [6,7]. This system acts like a long base line system except that
the reference points are surface buoys. There are commercial products – the GPS
Intelligent Buoys (GIB) – that route signals from an underwater node to surface
buoys [7], and using radio links the surface buoys forward all information to a
mother-ship, wherein the localization is performed. The floating buoys are easier
to deploy and calibrate than LBL systems.
Several systems have been proposed which consider a network of underwa-
ter nodes instead of a single underwater vehicle or small group of nodes. These
approaches typically use an anchor-client based approach, where nodes system-
atically position themselves and disseminate this information with other nearby
nodes in an effort to systematically localize the entire network [8–15]. However,
few of these methods have been fully implemented in physical networking sys-
tems.
In this chapter, we propose a new localization approach based on message
broadcasts from multiple surface nodes, coupled with tracking algorithms and
implemented on a physical system to provide a complete analysis.
With the time-of-arrival measurements, the receiver computes its own local-
ization based on the differences of the travel time among multiple senders to
the receiver. We present one solution based on exhaustive search and the other
8based on the least-squares formulation [16]. By implementing the localization al-
gorithms in the OFDM modem prototypes developed in [17], we have carried out
tests in swimming pool and lake environments. With these point measurements,
tracking analysis was also carried out on the collected data to further refine the
position estimate.
Thus we consider the problem not only in terms of the physical layer at the
modem with timing and detection, but further analyze it in a single point esti-
mate, and ultimately combine the point estimates for a tracking implementation.
In particular, we consider two tracking scenarios: a largely static scenario in which
the nodes are assumed to be tethered or freely floating with no self-propulsion
methods, and a mobile scenario in which the object being tracked is assumed to
make deliberate maneuvers and have some control of its motion, such as an AUV.
The advantage of the proposed localization method is that the broadcast
messages can serve an arbitrary number of underwater nodes once they are in
range, in contrast to existing solutions which can only serve a small number of
users.
The rest of the chapter is organized as follows. We present the system overview
in Section 2.2. Section 2.3 discusses the timing concerns of the physical layer.
In Section 2.4 we consider the self localization of a node for a single point es-
timate. In Section 2.5 we present the series of tracking algorithms which were
implemented. Sections 2.6, 2.7 and 2.8 contain simulation results and testing
9Surface buoys with GPS
sensors self-localization
via acoustic links
Figure 2.1: An underwater sensor network with multiple surface buoys.
results from a swimming pool and lake, respectively. Conclusions are in Section
2.9.
2.2 System Overview
Fig. 2.1 depicts the considered system setup, with several surface nodes and
multiple underwater nodes. The surface nodes are equipped with satellite-based
GPS receivers. Relying on the interval pulse provided by the GPS device that
is accurate to within 1 microsecond GPS time, the surface nodes are assumed to
be well synchronized. At predetermined intervals, the surface nodes sequentially
broadcast their current location and time.
The underwater nodes within the broadcast range will detect a series of trans-
missions and decode those messages. By comparing the reception time with the
transmission time encoded in the message, each underwater node can obtain
estimates of the time-of-arrivals (or times-of-flight) of messages from different
surface nodes, based on which it tries to compute its own position. Note that the
broadcast from the surface to underwater nodes is a one-way transmission, that
10
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Tracking
Figure 2.2: Iterative position refinement
localization quality is independent of the number of underwater nodes in the
network, and that there is no additional interference involved among different
underwater nodes.
Once several of these broadcast periods have occurred, individual point esti-
mates may be combined via tacking algorithms to form a more accurate under-
standing of the current node position. Thus, the overall scheme of localization
refinement can be presented as in Fig 2.2
2.3 Timing of Messages
Let us focus on one receiver at position (xr, yr, zr). Suppose that there are N
surface nodes, at positions (xn, yn, zn), n = 1, . . . , N . Let dn denote the distance
between the receiver node and the nth surface node:
dn =
√
(xr − xn)2 + (yr − yn)2 + (zr − zn)2. (2.1)
11
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Figure 2.3: The OFDM modem prototype with an attached GPS unit
Without loss of generality, we set the first surface node at the origin, i.e., x1 =
y1 = z1 = 0, such that
d21 = x
2
r + y
2
r + z
2
r . (2.2)
The actual time of arrival is tn = dn/c, where c is the sound propagation speed.
The receiver needs to provide an estimate on the time of arrival tn. In this
chapter, we use real-time DSP-based OFDM modem prototypes [17], as shown
in Fig. 2.3, which implements the coarse synchronization algorithm developed
in [18]. After coarse synchronization, the OFDM preamble is decoded to generate
an estimate of the channel impulse response, and the first arrival is detected via
the modified Page test as in [19].
First, the channel is observed to detect when a signal appears, based on a
background noise level monitoring performed by the modem at initialization.
When a signal is detected, the correlation of the signal with a sliding window of
itself is compared to determine when the level of peak correlation in the pre-amble
of the message occurs, indicated by a plateau in the correlation. Once this plateau
is selected, the time of arrival is coarsely estimated as having been approximately
12
halfway during this plateau period. Once coarse channel estimation has occurred,
the preamble, which is entirely known to the receiver, is used to estimate the
instantaneous underwater channel conditions, and from there, a more refined
estimation of the time of arrival is performed [17].
Once a node collects several timing messages, it can form a single point es-
timate of its current position. This is accomplished by way of localization algo-
rithms based on the intersection of spherical surfaces.
2.4 Localization
Let tˆn denote the estimate of tn from the OFDM modem. It can be expressed
as the sum of the real transmission propagation, the delay in signal processing at
both transmitter and receiver bn, and the estimation noise wn
tˆn = tn + bn + wn. (2.3)
Multiple tests of the OFDM modem reveal that the noise wn has a variance on
the order of 5 − 10ms. On the other hand, the processing delay (bias) bn has
a large magnitude, which might be on the order of 500ms. However, tests have
also shown that bn is nearly identical across modems with similar hardware and
operating software with the assumed GPS synchronization. Thus, we will treat
bn as a constant bn = b, and present the localization algorithms based on
tˆn = tn + b+ wn, n = 1, . . . , N. (2.4)
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Since the bias b is unknown and is substantial enough that it cannot be
ignored, purely time-of-arrival (TOA) based methods are not suitable. Instead,
we use the time-difference-of-arrival (TDOA) method to cancel the common bias
term b by forming
∆tˆn1 = tˆn − tˆ1, n = 2, . . . , N. (2.5)
The distance difference dn1 = dn − d1 is then estimated by
dˆn1 = c∆tˆn1. (2.6)
The TDOA method also corrects for clock skew alongside this bias term, due
to the nature of the shared GPS clock. Each receiving node will have its own
internal clock, which at some update period k will have drifted by an unknown,
non-linear skew factor φ(k). Each of the surface transmitters, however, will have
the same clock skew, and due to the periodic corrections by the GPS clock, this
value can be assumed approximately 0 for any period k. Thus, each transmission
time can be represented as
tˆn = tn + b+ φ(k) + wn, n = 1, . . . , N. (2.7)
and again, by taking the difference of the time-of-arrival estimates, this common
clock skew is eliminated from the timing estimate.
Next we present the localization methods based on the exhaustive search and
least-squares formulations.
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2.4.1 Exhaustive Search
The individual time estimates tˆn generally have correlated noise in the under-
water channel. For simplicity, we assume instead that their errors are independent
and identically distributed (i.i.d.), and pursue a maximum likelihood function.
min
xr,yr,zr
f(xr, yr, zr) =
N∑
n=2
(c∆tˆn1 − (dn − d1))
2. (2.8)
The solution to (2.8) is found by exhaustive search.
In subtracting a common random variable, tˆ1, from all subsequent TOA es-
timates, we are correlating each measurement by a factor of approximately 1/2.
As such, assuming again i.i.d. measurements, a differencing measurement bias
modification can be made as follows:
min
xr ,yr,zr
f(xr, yr, zr) = (c∆tˆ−∆d)
TP−1(c∆tˆ−∆d). (2.9)
where
∆tˆ =


∆tˆ21
∆tˆ31
...
∆tˆn1


∆d =


d2 − d1
d3 − d1
...
dn − d1


and P is an N ×N covariance matrix
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Figure 2.4: Root-mean-squared (RMS) localization error as a function of the
standard deviation of the distance measurements.
P =


1 1/2 1/2 . . . 1/2
1/2 1 1/2 . . . 1/2
...
...
... . . .
...
1/2 1/2 1/2 . . . 1


(2.10)
2.4.2 Least Squares Solution
We use the least-squares solution from [16]. Since dn = dn1 + d1, we have
(dn1 + d1)
2 = x2n + y
2
n + z
2
n − 2xnxr − 2ynyr − 2znzr + d
2
1, (2.11)
which can be simplified as
xnxr + ynyr + znzr =
1
2
(
[
x2n + y
2
n + z
2
n − d
2
n1
]
)− dn1d1. (2.12)
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Define the following matrix and vectors
H =


x2 y2 z2
x3 y3 z3
...
...
...
xN yN zN


, v =


−dˆ21
−dˆ31
...
−dˆN1


(2.13)
u =
1
2


x22 + y
2
2 + z
2
2 − dˆ
2
21
x23 + y
2
3 + z
2
3 − dˆ
2
31
...
x2N + y
2
N + z
2
N − dˆ
2
N1


, a =


xr
yr
zr


. (2.14)
The least-squares solution can be obtained as
aˆ = d1H
†v +H†u, (2.15)
where † stands for pseudo-inverse. Substituting the entries of aˆ into (2.2) yields
a quadratic equation for d1 [16]. Solving for d1 and substituting the positive root
back into (2.15) provides the final solution for the receiver position a.
2.5 Tracking Algorithms
From a single point measurement, the localization error can be quite large,
and thus in order to reduce the error, tracking algorithms can be implemented to
combine the knowledge of multiple measurements into a more accurate position
estimate.
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In deciding which tracking approach would be best, we first consider the sce-
narios in which the node is being localized. There are two distinct modes in
which underwater nodes typically move: either passively, with the water currents
as a free-floating node, or actively as an underwater vehicle such as an AUV.
Both are characterized primarily by long periods of relatively straight motion at
a fairly constant speed. Typically, AUV motion differs in that at certain ran-
dom intervals, it will change direction according to operator or pre-programmed
instruction. Most search patterns for AUVs are defined by spiral paths, or by
rectangular search grids. In either case, the vehicle is likely to alter its direction
by way of a coordinated turn; that is, to make a turn at a fixed angular velocity
until the desired heading is achieved (or in the case of a spiral, until the search
area is exhausted).
2.5.1 Kalman Filter
For simple motion models, characterized by long periods of motion free from
maneuvers, a Kalman filter is the best linear state estimator for a Gaussian initial
state assumption [20].
In the KF, we chose to model the movement of the node as set of discrete
white noise acceleration models, with a separate model for each possible direction;
that is, x, y and z. As such, the state equation for the Kalman filter at time
index k + 1 based on information from time step k becomes
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L(k + 1) = F(k)L(k) + v(k) (2.16)
with measurement
z(k + 1) = H(k + 1)L(k + 1) + w(k + 1) (2.17)
where
F =


1 τ 0 0 0 0
0 1 0 0 0 0
0 0 1 τ 0 0
0 0 0 1 0 0
0 0 0 0 1 τ
0 0 0 0 0 1


(2.18)
H =


1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0


(2.19)
v(k) is process noise, w(k) is measurement noise and τ is the sampling interval
of the discrete model in seconds.
The state covariance is modeled as
P(k + 1|k) = F(k)P(k|k)F(k)T +Q(k) (2.20)
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The corresponding process noise has a covariance given as:
Q =


1
4
τ 4 1
2
τ 3 0 0 0 0
1
2
τ 3 τ 2 0 0 0 0
0 0 1
4
τ 4 1
2
τ 3 0 0
0 0 1
2
τ 3 τ 2 0 0
0 0 0 0 1
4
τ 4 1
2
τ 3
0 0 0 0 1
2
τ 3 τ 2


σ2v (2.21)
Here, σv is a design parameter that is chosen to match the most likely level
of process noise to be experienced by the object in question; which is to say it
controls how much the model anticipates the object to maneuver. Given that
the object in question is likely to be either stationary or altering its velocity at
a slow, steady rate, a process noise level of σv = 0.5m/s
2 was selected to best
emulate this behavior. The filter was initialized with two-point differencing.
2.5.2 Probabilistic Data Association Filter
During analysis of the performance of the KF, it became apparent that within
a tracking window, there were point estimates which would appear as outliers by
a considerable margin. On closer inspection, it was found that these were likely
the result of one or more transmissions during which the direct-path signal prop-
agation had been blocked and a bounce was instead detected and treated as the
direct path. Due to the implicit assumption that all of our messages are the
direct-path propagation, an indirect path could result in drastic alteration of the
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point estimate, to the point where it could be classified as a missed-detection.
In that context, the Probabilistic Data Association Filter (PDAF) offers an im-
proved performance over the standard KF, by allowing outlier estimates such as
these to be ignored as false-alarm or clutter detections [21]. The PDAF is very
similar to the KF in terms of state equations, presented here for measurement
k + 1:
L(k + 1) = F(k)L(k) + v(k) (2.22)
with measurement
z(k + 1) = H(k + 1)L(k + 1) + w(k + 1) (2.23)
where F and H are given in the KF equations.
The state covariance is modeled similarly as
P(k + 1|k) = F(k)P(k|k)F(k)T +Q(k) (2.24)
The difference is in P(k|k),which is given as follows:
P(k|k) = β0(k)P(k|k − 1) + (1− β0(k))P
c(k|k) + P˜(k) (2.25)
with the probability of no correct measurement available as:
β0(k) =
b
b+ e(k)
(2.26)
21
where, operating under the assumption that the measurement is always gated,
therefore PG = 1,
b = 2
(
1− PD
PD
)
(2.27)
e(k) = e−
1
2
ν(k)TS(k)−1ν(k) (2.28)
We further define
Pc(k|k) = P(k|k − 1)−W(k)S(k)W(k)T (2.29)
P˜(k) = W(k)(β1(k)ν(k)ν(k)
T − ν(k)) (2.30)
ν(k) = z(k)− L(k) (2.31)
with association probability
β1(k) =
e(k)
b+ e(k)
(2.32)
Among these equations, the only design parameter is PD, the probability of
detection. We are assuming that the measurement is always gated, and that there
is only a single target and a single measurement at each time step. Accordingly,
the PD is then the probability that the current measurement is a valid estimate
of the node being tracked. Based on experimental data, the number of “false
detection” measurements was around 5 − 10% of the total samples, and so a
value of 0.95 was selected for PD.
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2.5.3 Interacting Multiple Model (IMM) Filter
For the more complex motion of an active underwater node, an Interacting
Multiple Model filter (IMM) was implemented, as the expected maneuvering
index of underwater vehicles, can easily exceed the threshold for which a single
linear filter is likely to have any benefit. To this end, the IMM was a simple
two-model filter, with a single, linear, low process noise (σv = 0.05m/s
2) KF to
account for the straight motion travel, and an extended Kalman filter (EKF),
configured in a coordinated-turn mode [22]. This validity of the coordinated turn
assumption is dependent on the scenario in question, though given the previously
described search patterns, it should be sufficiently accurate [23].
The linear KF uses similar system equations as given previously, augmented
with an additional column and row of zeros in order to accommodate the use
of the EKF’s additional state in the IMM. The EKF in this problem uses one
of two sets of state equations: the first set is an approximation used when the
predicted coordinated turn rate is near 0 (Ωˆ(k) ≈ 0), and the second set is used
when the predicted coordinated turn rate is greater than some detection threshold
(|Ωˆ(k)| > 0) [20].
The first set of EKF state equation modifications (Ωˆ(k) ≈ 0) is as follows:
L(k + 1) = FL(k)L(k) + v(k) (2.33)
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where
FL(k) =


1 τ 0 0 0 0 −1
2
τ 2 ˆ˙η(k)
0 1 0 0 0 0 −τ ˆ˙η(k)
0 0 1 τ 0 0 1
2
τ 2
ˆ˙
ξ(k)
0 0 0 1 0 0 τ
ˆ˙
ξ(k)
0 0 0 0 1 τ 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1


(2.34)
where η and ξ represent the x and y directions, respectively, and we denote η˙ as
the velocity component in the η direction.
When |Ωˆ(k)| > 0,
FL(k) =


1 sin Ωˆ(k)
Ωˆ(k)
τ 0 −1−cos Ωˆ(k)τ
Ωˆ(k)
0 0 fΩ,1(k)
0 cos Ωˆ(k)τ 0 − sin Ωˆ(k)τ 0 0 fΩ,2(k)
0 1−cos Ωˆ(k)τ
Ωˆ(k)
1 sin Ωˆ(k)τ
Ωˆ(k)
0 0 fΩ,3(k)
0 sin Ωˆ(k)τ 0 cos Ωˆ(k)τ 0 0 fΩ,4(k)
0 0 0 0 1 τ 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1


(2.35)
where the partial derivatives fΩ,1(k), ...fΩ,4(k) are found as:
fΩ,1(k) =
(cos Ωˆ(k)τ)τ
ˆ˙
ξ(k)
Ωˆ(k)
−
(sin Ωˆ(k)τ)
ˆ˙
ξ(k)
Ωˆ(k)2
−
(sin Ωˆ(k)τ)τ ˆ˙η(k)
Ωˆ(k)
−
(−1 + cos Ωˆ(k)τ)ˆ˙η(k)
Ωˆ(k)2
(2.36)
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fΩ,2(k) =− (sin Ωˆ(k)τ)τ
ˆ˙
ξ(k)− (cos Ωˆ(k)τ)τ ˆ˙η(k) (2.37)
fΩ,3(k) =
(sin Ωˆ(k)τ)τ ˆ˙ξ(k)
Ωˆ(k)
−
(1− cos Ωˆ(k)τ) ˆ˙ξ(k)
Ωˆ(k)2
+
(cos Ωˆ(k)τ)τ ˆ˙η(k)
Ωˆ(k)
−
(sin Ωˆ(k)τ)ˆ˙η(k)
Ωˆ(k)2
(2.38)
fΩ,4(k) =(cos Ωˆ(k)τ)τ
ˆ˙ξ(k)− (sin Ωˆ(k)τ)τ ˆ˙η(k) (2.39)
In both cases, the process noise covariance is determined in the following state
equations:
P(k + 1|k) = FL(k)P(k|k)FL(k)
′ + ΓEKFQ(k)Γ
′
EKF (2.40)
where
ΓEKF =


1
2
τ 2 0 0 0
τ 0 0 0
0 1
2
τ 2 0 0
0 τ 0 0
0 0 1
2
τ 2 0
0 0 τ 0
0 0 0 τ


(2.41)
From our assumptions of AUV motion, the value of Q(k) was selected as:
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Q(k) =


rs 0 0 0
0 rs 0 0
0 0 rs 0
0 0 0 rd


(2.42)
where rs = (1.25m/s
2)2 and rd = (0.3pi/180 rad)
2 .
The IMM-CT is outlined in Fig. 2.5. It combines a set of filters (in this case a
KF and EKF) and mixes the weighted previous state estimates to determine the
current hypothesis of each of the filters. The linear KF is designed as described
previously, whereas the non-linear EKF has a different set of model selection
parameters which define how it interprets large differences in the measurements.
In particular, its covariance matrix describes how much variation is expected
during a coordinated maneuver in terms of the angular velocity, represented as
two directional speed components and a rate of angular change component.
2.5.4 Computational Complexity
For a Kalman filter, the computational complexity is approximately O(n3),
where n = max(nx, nz), where nx is the number of state variables and nz is the
number of measurements [20]. It follows that the PDAF, having a similar number
of calculations is also nearly approximated by O(n3). The IMM-CT, which is
dominated by the computation of multiple filters in parallel, is approximately
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and covariance
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xˆ2(k|k), P 2(k|k)
µ(k)
xˆ(k|k) P (k|k)
Figure 2.5: Outline of an Interacting Multiple-Model filter
O(pn3), where p is the number of filters used in the IMM which are not being
processed in a parallel fashion.
2.6 Simulation Results
We first carry out simulation using a simple noise model to generate the
TOA measurements and evaluate the localization accuracy. For simplicity, z is
assumed to be known, and we only solve for x and y coordinates. Four trans-
mitters are placed on a square grid with coordinates (0, 0), (100, 0), (0, 100), and
(100, 100). One receiver is placed at the (0, 50) point, and moves at a constant
rate of 0.125m/s parallel to the x-axis.
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Figure 2.6: Root-mean-squared (RMS) localization error as a function of the
number of measurements acquired as the receiver moved in a straight line
The TOAs are generated according (2.3) where b is a fixed large bias, and
wn is i.i.d. zero-mean white Gaussian noise with standard deviation of 7.5m.
Position updates were taken every 16 seconds.
The localization position error is shown in Fig. 2.6 as a function of total
number of measurements aquired. We see that the LS solution has similar per-
formance as the exhaustive search, while the Kalman Filter clearly outperforms
both. We have also tested with a varied clock bias (not depicted), which had no
effect upon the position error, as expected.
In addition to the Kalman filter, simulations for the proposed IMM-CT were
also run, using the relatively challenging scenario presented in Fig. 2.7, with the
corresponding RMS position error given by Fig. 2.8. The dashed lines depicted
in the figure indicate the beginning or end of one of the maneuvers from Fig. 2.7.
As can be seen in Fig. 2.8, the point estimates are drastically improved upon
by all three of the trackers, with the KF and PDAF slightly outperforming the
28
8 10 12 14 16 18 20 22
10
20
30
40
50
60
70
X−Coordinate
Y
−C
oo
rd
in
at
e
Figure 2.7: Simulation path for the IMM-CT, with distances in meters.
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Figure 2.8: Root-mean-squared (RMS) localization error as a function of the
number of measurements acquired as the receiver moved in the scenario.
IMM-CT on the straight-path portion after exiting a maneuver. There was no
noticable difference in the performance of the KF and PDAF, which is to be
expected, as the scenario did not feature any indirect path propagations.
2.7 Pool Tests
We carried out tests in a standard competitive athletic swimming pool at
University of Connecticut, Storrs, whose dimensions are perfectly known. These
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Figure 2.9: Node deployment during March 2010 pool test. The transmitters are
denoted by squares, and the receiver is denoted by the diamond. The scattered
plus signs are the estimates by the exhaustive search method.
tests did not use the GPS capabilities of the nodes, due to the limitation of the
GPS receivers indoors. The nodes were fixed to the corner locations of the pool,
such that their locations are measured accurately. The receiver was positioned
approximately in the center of the pool, as outlined in Fig. 2.9. All the transducers
were placed about 1 m below the surface. The pool has a depth about 2m.
The stationary test was conducted during March 2010 while the mobile test was
conducted during December 2010.
2.7.1 Test Case 1 (Stationary test, March 2010)
During the test, not all the messages from the transmitters were decoded
correctly. For this reason, we use the data set with at least three measurements
within one cycle of broadcasting from the four surface nodes. The favorable
geometry and the known value of z allow an estimate based on only three surface
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Figure 2.10: Node deployment during March 2010 pool test. The transmitters are
denoted by squares, and the receiver is denoted by the diamond. The scattered
plus signs are the estimates by the least-squares method.
5 10 15 20 25 30 350
5
10
15
20
25
R
M
S
 P
o
s
it
io
n
 E
rr
o
r 
(m
et
er
s)
Number of Combined Measurements
 
 
Least Squares
Exhaustive Search
Figure 2.11: Localization error during March 2010 pool test.
nodes. The location estimates by the exhaustive search method are shown in
Fig. 2.9, and those by the LS method shown in Fig. 2.10. We see that the LS
estimates from these data sets are biased.
Although advanced algorithms could be applied to fuse the data from multiple
data sets, here we simply average the location estimates from multiple data sets.
As more data sets are available, the localization accuracy improves, as shown in
Fig. 2.11. A localization error of about 5 m is achieved with about 10 data sets.
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Figure 2.12: Localization error in the swimming pool.
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Figure 2.13: Localization error in the swimming pool.
2.7.2 Test Case 2 (Mobile test, December 2010)
For the moving test in the pool, a simple straight-line maneuver was carried
out. All of the previous conditions apply from the stationary pool test, including
the use of only three nodes for localizing purposes. There was a significant up-
grade in the hardware and software used for the second test, which resulted in a
large reduction in the overall error.
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Figure 2.14: Approximate node deployment of August 2011 test via Google Maps
2.8 A Field Test
All of our lake testing was performed in Mansfield Hollow lake, located in
Mansfield, CT, during August 2011. The average depth of the area in which the
testing occurred is approximately 2.5m, with minor variations of approximately
0.5m. During the test, wind speed was minimal, typically less than 5mph. The
nodes were positioned in a roughly square formation, with an average separation
of 110m, as depicted in Fig. 2.14. The receiver was attached to a boat which
would freely float inside of this node formation for the duration of the testing.
For this test, the ground truth was determined via an on-board GPS device
which would record the position of the receiver whenever a message was received.
The data for a single run is presented, during which the boat moved at approx-
imately 1 knot while moving along a slightly curved trajectory (approximately
10◦). Note, however, that at a certain point during the test, the ground-truth
GPS stopped updating its position while the boat continued to move. In order to
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Figure 2.16: Localization error during second lake test.
correct for this failure, the remaining ground truth was extrapolated from the ini-
tial GPS measurements. This extrapolation introduces a non-negligible amount
of uncertainty, but still enables conclusions to be drawn regarding the behavior
of the tracking algorithms.
As can be seen in Fig. 2.16, the tracking algorithms smooth the error out over
the course of the maneuver and eventually reduce the overall error by a slight
amount. Over the whole period, approximated error never exceeded a combined
5m. While the raw measurements do exceed the trackers at one particular stretch,
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this is a combination of a rather small process noise coupled with a set of increas-
ingly accurate measurements, and is considered an acceptable trade off due to
the nature of node motion.
On inspection, the PDAF does not perform much better than the Kalman
Filter in most cases. There was one measurement where it clearly offered an
improvement, but overall they did not differentiate much in performance. In
almost all cases, the IMM-CT was superior to both filters.
2.9 Conclusion
In this chapter, we presented an underwater localization solution based on one-
way message broadcasting from multiple surface nodes. In addition to simulation
results, we provided testing results in a swimming pool and in a local lake. Future
work would involve large-scale field tests featuring multiple nodes, as well as a
sea deployment over a larger distance.
Chapter 3
On-Demand Asynchronous Localization for
Underwater Sensor Networks
3.1 Introduction
Localization in the context of sensor networks is crucial, particularly when
the sensors are mobile. With any sensor network, data must be associated with
position information to give context to sensor readings. If this information is
being collected by a central location then node positions can also be used for
routing and networking purposes. Underwater, these networks may be fluctuating
in position over time, giving rise to the need for periodic position updates. Two
relatively recent surveys [2,24] provide a comprehensive list of existing works on
localization for underwater sensor networks.
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Figure 3.1: A brief overview of the transmission protocol in a sample network.
The AUV initiates a transmission to all nodes, subsequently receiving a reply
from the first anchor node. As time passes, all anchors reply sequentially until
the AUV is finally localized.
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When considering the underwater environment, many challenges are com-
pounded with the traditional issues present in terrestrial localization. Electro-
magnetic waves travel much shorter distances underwater than they do in air;
thus they are unsuitable for conveying information. This property limits the
use of the Global Positioning System (GPS) which is a common approach to
surface localization. Additionally, the underwater channel is rapidly fluctuating
over time, making message-strength based ranging estimates ineffective at de-
termining inter-node distances. This constraint leaves traditional timing-based
approaches to determine distances between nodes, such as long-baseline (LBL)
and short-baseline (SBL) methods and their many adaptations and improve-
ments [1,8–10,25–28] as well as commercially available solutions such as the GPS
Intelligent Buoy System (GIB) [7]. However, these timing-based approaches of-
ten rely on some form of clock synchronization, either by ensuring transmitter-
receiver synchronization with two-way messaging, or by assuming there are sur-
face “anchor” nodes which can synchronize their clocks and disseminate or collect
information to or from other nodes. Other methods are specifically implemented
for networks, solving several issues at once, but often presenting new challenges
in terms of overhead and communications management, and often assuming very
low-data rate communications [6, 15, 29]. A method proposed in [30] compen-
sates for multiple different clock drifts, by leveraging the broadcasting nature
of wireless underwater acoustic communication coupled with a time-difference of
arrival (TDOA) scheme. The methods proposed in [31–33] leverage broadcast
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information to handle multiple uncertainties within the networking scheme (in-
cluding clock synchronization, reliability and network security) for a single target
node. In [34], a linearized algorithm is detailed for localizing nodes in a wireless
sensor network possessing anchor nodes with asynchronous clocks. Previously,
we had developed a system that used scheduled periodic broadcasts from time-
synchronized anchors and tested them in multiple environments [35, 36]
In this chapter, we propose an on-demand asynchronous localization (ODAL)
scheme for an underwater acoustic network. In the network there are three types
of nodes: initiator nodes, anchor nodes, and passive nodes. Initiator nodes are
those performing the localization protocol and do so by broadcasting to initiate
the transmission sequence with the anchor nodes. The anchor nodes participate
in the localization broadcast procedure, collecting and forwarding as much infor-
mation as possible. Passive nodes can listen to the broadcast messages, localizing
themselves without consuming additional resources by needing to transmit any-
thing. Note that the initiator node has the round-trip information from the
anchor nodes, similar to a traditional LBL system, while passive nodes do not.
This gives the network two modes of localization: a high-accuracy, on-demand
mode for initiators (which can be AUV’s, central collection nodes, or highly mo-
bile sensors) and a passive, lower-accuracy listening mode (for less mobile or
critical nodes that need to update their position infrequently). These nodes can
all simultaneously localize while co-existing in the same network, with all nodes
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possessing the flexibility to transition to either mode without requiring funda-
mentally different hardware or software. Note that the procedure of the passive
node localization was first proposed in [30]. Compared with [30], this work of-
fers a robust maximum-likelihood solution instead of the least squares solution
in [30] which is sensitive to node locations; yet more importantly, the performance
bound in terms of Cramer-Rao lower bound, implementation of the protocol on
real hardware, and field test results are not available in [30].
The chapter is organized as follows: Section 3.2 specifies the proposed lo-
calization procedure. We derive the localization solutions for the active sender
in Section 3.3, and a passive listener in Section 3.4. We derive the Cramer-Rao
Lower Bound (CRLB) for both scenarios in Section 3.5. We discuss failure modes
and overhead concerns in 3.6. In Section 3.7 we present our simulation results
for a simple scenario, and in Sections 3.8 and 3.9 we present our test results for
a pool and lake environment, respectively. Finally, we present our conclusions in
Section 3.10.
3.2 Localization Protocol
The network is established in a manner similar to Fig. 3.1. Several fixed-
position anchor nodes are deployed throughout the network and are assumed
to have perfect knowledge of their own positions. These anchors need to only
know their own locations (and these locations must not be co-linear), and are
not required to be surface nodes or have synchronized clocks, in contrast to the
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assumptions in [13, 14, 35], nor do they need very specific geometric formations
such as in [30]. All nodes within the network know the IDs of all anchor nodes
within transmission range, though no such assumption is made regarding other
non-anchor nodes. Both the anchor positioning and anchor ID requirements are
satisfied by assuming that an initialization procedure outlined in [37] has been
performed.
Without loss of generality, we denote the anchor nodes as node 1, 2, . . . ,
N , with the nth node located at (xn, yn, zn). We then consider a node which
will initiate the localization procedure, which is located at (xs, ys, zs). We define
the distance between the initiator node and the anchor node n as ds,n, and the
distance between nodes n and k as:
ds,n =
√
(xs − xn)2 + (ys − yn)2 + (zs − zn)2, (3.1)
dk,n =
√
(xk − xn)2 + (yk − yn)2 + (zk − zn)2. (3.2)
The corresponding one-way propagation delays can be defined as
τs,n = ds,n/c, τk,n = dk,n/c, (3.3)
where c is the propagation speed of sound in water.
The localization procedure is as follows:
1. The source node sends out an initiator message to obtain its position at
time ts,s. The initiator message contains the sending order for the anchor
nodes, indexed by n = 1, 2, . . . , N , and the maximum waiting time δn before
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Figure 3.2: Illustration of the time-difference computation
node n responds to the initiator message. The source node then goes into
the listening mode, waiting for the message from the anchors to come in
sequentially.
2. All the anchor nodes operate as follows. Upon receiving the initiator mes-
sage at tˆs,n, node n enters the listening mode and decodes all the mes-
sages from nodes 1, . . . , n − 1, recording the arrival times as tˆk,n where
k = 1, . . . , n− 1.
After node n finds out that node n − 1 has transmitted, it can proceed to
the transmission mode and send out its own message at time tn,n. In case
the message from node n−1 is lost, node n will wait the specified maximum
time and send out its message at time tn,n = tˆs,n + δn. The message from
node n contains tˆs,n, {tˆk,n}∀k, and the transmission time tn,n.1
1This is reasonable for the underwater OFDM modem as each OFDM block contains several
tens of bytes upon transmission [38]. A hardware interrupt mechanism is used to control the
exact transmission time after a fixed processing delay.
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3. The source node receives the reply from node n at time tˆn,s, n = 1, . . . , N .
After the reception of the last anchor node, the source node analyzes the
collected measurements and computes its own position. At last, the source
node sends out a final acknowledgement to terminate the localization pro-
cess, which includes its estimated location.
4. Any passive node in the network can record the arrivals of the messages
from the source and the anchor nodes as tˆs,p, {tˆn,p}∀n. Based on these mea-
surements and the measurements from the received messages, the passive
node computes its own position.
After a complete round of localization transmissions, the initiator node has
the set of measurements:
{tˆs,n, tn,n, tˆn,s}
N
n=1, {tˆk,n}
N,n−1
n=2,k=1 (3.4)
All nodes listening to the sets of transmissions should have a set of measurements:
tˆs,p, {tˆs,n, tˆn,p, tn,n}
N
n=1, {tˆk,n}
N,n−1
n=2,k=1 (3.5)
If some messages are not received correctly during the localization procedure,
there could be some loss of measurements. However, the algorithm outlined
later can be carried out based on available measurements and can give lower-
accuracy estimates if there are enough measurements to solve for the unknowns;
see discussions in Section 3.6 for implementation details.
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3.3 Initiator Node Localization
Since all the nodes are asynchronous, the time measurements from each node
are subject to an unknown clock offset and clock skew. Since we assume that the
localization window is relatively small (an assumption we will justify in Section
3.6) and that any skew occurring outside the window becomes an offset, we ignore
the clock skew rates and deal only with the clock offsets. To negate these offsets,
we take a series of time differences:
∆tˆn,s = (tˆn,s − ts,s)− (tn,n − tˆs,n), n = 1, . . . , N (3.6)
∆tˆk,n = (tˆk,n − tˆs,n)− (tk,k − tˆs,k), k = 1, . . . , n− 1, ∀n (3.7)
Note that all time differences represent a comparison of times measured on
the same node clock, and thus all offsets are directly subtracted from the corre-
sponding measurement.
We assume that all the nodes have the same measurement quality and that
each local measurement has variance σ2mea which is decided by the underlying
signal processing in identifying the direct transmission path in the presence of
multipath propagation and ambient noise. As illustrated in Fig. 3.2,
∆tˆn,s = 2τs,n + wn,s (3.8)
∆tˆk,n = τs,k + τk,n − τs,n + wk,n (3.9)
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where ws,n and wk,n are the equivalent noises considering all measurement uncer-
tainties. Based on (3.6) and (3.7), it can be deduced that wn,s has variance 2σ
2
mea
and wk,n has variance 3σ
2
mea.
The location can be found by using only the local measurements at the ini-
tiator node as
(xˆs, yˆs, zˆs) = argmin
(x,y,z)
1
4σ2mea
N∑
n=1
(∆tˆn,s − 2τs,n)
2 (3.10)
This estimator corresponds to a long-base-line (LBL) system.
The proposed method uses both the measurements at the initiator node and
the measurements from all the anchor nodes of the message broadcast sequence.
The localization is then formulated as
(xˆs, yˆs, zˆs) = argmin
(x,y,z)
{
1
4σ2mea
N∑
n=1
(∆tˆn,s − 2τs,n)
2
+
1
6σ2mea
N∑
n=2
n−1∑
k=1
[∆tˆk,n − (τs,k + τk,n − τs,n)]
2
}
(3.11)
The optimization of (3.11) can be carried out by an exhaustive search. We have
used a multi-grid search in simulation and practical implementation on modems.
Once the initiator node is localized, the transmission delay τˆs,n is available.
The offsets between the initiator node and all the anchor nodes are immediately
available as
Oˆn = tˆs,n − (ts,s + τˆs,n), ∀n (3.12)
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3.4 Passive Node Localization
Note that the system is intended to operate within a network of nodes, and
leveraging the broadcast nature of the medium, we can use the information pro-
vided by the action of localizing an initiator node to attempt to localize all nodes
that can receive the anchor information. Denoting a general passive node p as
being located at (xp, yp, zp), we define the distances:
ds,p =
√
(xs − xp)2 + (ys − yp)2 + (zs − zp)2 (3.13)
dn,p =
√
(xn − xp)2 + (yn − yp)2 + (zn − zp)2 (3.14)
The corresponding propagation delays are designated
τs,p = ds,p/c, τn,p = dn,p/c. (3.15)
The passive node receives the localization message from the initiator and the
responding messages from the anchor nodes.
The time differences are then taken as:
∆tˆs,n,p = (tˆn,p − tˆs,p)− (tn,n − tˆs,n), n = 1, . . . , N (3.16)
∆tˆk,n,p = (tˆn,p − tˆk,p)− (tn,n − tˆk,n), k = 1, . . . , n− 1, ∀n (3.17)
In the presence of noise, we have
∆tˆs,n,p = τs,n + τn,p − τs,p + ws,n,p (3.18)
∆tˆk,n,p = τk,n + τn,p − τk,p + wk,n,p (3.19)
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where the equivalent noises ws,n,p and wk,n,p have variances of 3σ
2
mea as seen from
(3.18) and (3.19)
The following optimization problem can be carried out to solve for the position
of the passive node:
(xˆp, yˆp, zˆp) = argmin
(xp,yp,zp)
{
1
6σ2mea
N∑
n=2
n−1∑
k=1
[
∆tˆk,n,p − (τk,n + τn,p − τk,p)
]2}
. (3.20)
An arbitrary number of passive nodes can carry out localization independently
and without any additional broadcasting of their own.
Note that the initiator node can send out its estimated position after it
has successfully localized, in the last localization termination message. With
(xˆs, yˆs, zˆs) available at the passive node, the delays τˆs,n are computed. The local-
ization can be expanded with the additional information as
(xˆp, yˆp, zˆp) = argmin
(xp,yp,zp)
{
1
6σ2mea
N∑
n=2
n−1∑
k=1
[
∆tˆk,n,p − (τk,n + τn,p − τk,p)
]2
+
1
6σ2mea
N−1∑
n=1
[
∆tˆs,n,p − (τˆs,n + τn,p − τs,p)
]2}
(3.21)
This basically means that the effective number of anchor nodes increases from
N to N + 1.
3.5 Cramer-Rao Lower Bound
This section derives the Cramer-Rao lower bound for the proposed ODAL
location algorithm. For an unknown vector θ, let ln Λ(θ) denote the log-likelihood
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function based on the collected observations. The Fisher Information Matrix
(FIM) is
J(θ) = E
{
[∇θ lnΛ(θ)][∇θlnΛ(θ)]
T
}
|θ=θ0 (3.22)
= −E
{
∇θ∇
T
θ
lnΛ(θ)
}
|θ=θ0, (3.23)
where θ0 is the ground truth. Correspondingly, the CRLB is defined as:
CRLB(θ) = J−1(θ). (3.24)
To facilitate the presentation, let us define the position vectors for the source,
the passive node, and the anchor nodes as
ℓs =


xs
ys
zs


, ℓp =


xp
yp
zp


, ℓn =


xn
yn
zn


, n = 1, . . . , N (3.25)
Assume that the sound speed c is perfectly known, and the variance on the
distance measurement is related to the variance of timing estimation as
σ2d = c
2σ2mea. (3.26)
To derive the CRLB, we assume that all the distance measurements are zero-mean
Gaussian distributed with variance σ2d. Different cases are presented next.
3.5.1 The LBL solution for the initiator node
The unknown vector θ = [x, y, z]T corresponds to the source node position ℓs.
The LBL solution in (3.10) only uses the round-trip measurements between the
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source node and the anchor nodes. Under the simplifying assumption that all the
time-difference measurements are uncorrelated, the log likelihood function is:
ln Λ1(θ) =
1
4σ2d
N∑
n=1
(c∆tˆn,s − 2‖ℓn − θ‖)
2. (3.27)
Define J1(θ) as the 3 × 3 FIM corresponding to lnΛ1(θ). With straightforward
derivation, we have:
[J1]1,1 =
1
σ2d
N∑
n=1
(xn − x)2
||ℓn − θ||2
(3.28)
[J1]2,2 =
1
σ2d
N∑
n=1
(yn − y)2
||ℓn − θ||2
(3.29)
[J1]3,3 =
1
σ2d
N∑
n=1
(zn − z)2
||ℓn − θ||2
(3.30)
[J1]1,2 = [J1]2,1 =
1
σ2d
N∑
n=1
(xn − x)(yn − y)
||ℓn − θ||2
(3.31)
[J1]1,3 = [J1]3,1 =
1
σ2d
N∑
n=1
(xn − x)(zn − z)
||ℓn − θ||2
(3.32)
[J1]2,3 = [J1]3,2 =
1
σ2d
N∑
n=1
(yn − y)(zn − z)
||ℓn − θ||2
(3.33)
Hence, the LBL solutions ℓˆ
LBL
s from (3.10) has position error
E{‖ℓˆ
LBL
s − ℓs‖
2} ≥ tr
{
J−11 (θ)
} ∣∣
θ=ℓs
(3.34)
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3.5.2 The silent positioning solution for the passive node
The unknown vector θ = [x, y, z]T corresponds to the passive node position ℓp.
The localization algorithm in (3.20) uses the measurements from the inter-node
communication between the anchor nodes. Under the simplifying assumption
that all the time-difference measurements are uncorrelated, the corresponding
log-likelihood function is:
lnΛ2(θ) =
1
6σ2d
N∑
n=2
n−1∑
k=1
[
c∆tˆk,n,p − (‖ℓk − ℓn‖+ ‖ℓn − θ‖ − ‖ℓk − θ‖)
]2
. (3.35)
Define J2(θ) as the 3 × 3 FIM corresponding to lnΛ2(θ). Following similar
derivations, we have:
[J2]1,1 =
1
3σ2d
N∑
n=2
n−1∑
k=1
(xk − x)
2
||ℓk − θ||2
−
(xn − x)
2
||ℓn − θ||2
(3.36)
[J2]2,2 =
1
3σ2d
N∑
n=2
n−1∑
k=1
(yk − y)2
||ℓk − θ||2
−
(yn − y)2
||ℓn − θ||2
(3.37)
[J2]3,3 =
1
3σ2d
N∑
n=2
n−1∑
k=1
(zk − z)2
||ℓk − θ||2
−
(zn − z)2
||ℓn − θ||2
(3.38)
and the remaining partial derivatives in (3.39), (3.40), (3.41).
[J2]1,3 = [J2]3,1 =
1
3σ2d
N∑
n=2
n−1∑
k=1
[
(xk − x)
||ℓk − θ||
−
(xn − x)
||ℓn − θ||
] [
(yk − y)
||ℓk − θ||
−
(yn − y)
||ℓn − θ||
]
(3.39)
[J2]1,3 = [J2]3,1 =
1
3σ2d
N∑
n=2
n−1∑
k=1
[
(xk − x)
||ℓk − θ||
−
(xn − x)
||ℓn − θ||
] [
(zk − z)
||ℓk − θ||
−
(zn − z)
||ℓn − θ||
]
(3.40)
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[J2]2,3 = [J2]3,2 =
1
3σ2d
N∑
n=2
n−1∑
k=1
[
(yk − y)
||ℓk − θ||
−
(yn − y)
||ℓn − θ||
] [
(zk − z)
||ℓk − θ||
−
(zn − z)
||ℓn − θ||
]
(3.41)
Hence, the solution ℓˆp from (3.20) has position error
E{‖ℓˆp − ℓp‖
2} ≥ tr
{
J−12 (θ)
} ∣∣
θ=ℓp
(3.42)
3.5.3 The ODAL solution for the source node
The unknown vector θ = [x, y, z]T corresponds to the source node position
ℓs. The ODAL solution from (3.11) uses both the measurements at the initiator
node and the measurements at all the anchor nodes of the message broadcast
sequence. By carrying out similar derivations to reach (3.34) and (3.42), the
ODAL solution ℓˆ
ODAL
s from (3.11) has position error
E{‖ℓˆ
ODAL
s − ℓs‖
2} ≥ tr
{
[J1(θ) + J2(θ)]
−1
} ∣∣
θ=ℓs
. (3.43)
3.6 Discussions
The proposed ODAL algorithm involves at most N+2 message transmissions,
one initiation message from the initiator, N messages from N anchor nodes, and
one termination message from the initiator. In this section, we discuss various
practical issues, using some typical numbers corresponding to the OFDMmodems
used in the field testings [39].
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3.6.1 Communication Failure
There might be reception failures at the anchor nodes, the initiator node, and
the passive nodes. To make the localization procedure robust to possible ordering
problems of the collected time measurements, each node will associate a node ID
to each measurement, for example, (s, tˆs,n) and {(k, tˆk,n)}
n−1
k=1 will be generated
in order to deliver the timing estimates tˆs,n and {tˆk,n}
n−1
k=1. Note that the source
node ID of each transmission is automatically included in the preamble of the
OFDM modem [39], so that any receiver of a particular message knows where this
message comes from. With such a precaution, the source node and the passive
node can sort out all the received measurements, even in the presence of reception
failure at any node, and can use the relevant measurements when running the
localization algorithm.
The minimum number of replies from anchor nodes depends only on the num-
ber of unknowns; since the active node is using de-facto two-way messaging, it
only needs a number of anchor nodes equal to the position unknowns, whereas
the passive nodes need one additional anchor node in order to remove the clock
bias. If a minimum number of replies from anchor nodes are not collected, the
algorithm will be unable to localize. If the minimum amount of measurements
is collected, any missing measurements simply result in reduced estimation accu-
racy.
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3.6.2 Potential Collisions
Currently, the algorithm does not have a specific method of collision handling.
This is not particularly necessary for the algorithm however, provided that the
parameters {δn} has been tuned correctly.
Let us consider the transmission of node n.
• If the transmission of node n is due to the correct reception of the message
from node n− 1, then the messages from node n and node n− 1 would not
collide at any receive node, due to the triangular inequality of the distances
among node n − 1, node n, and the receiving node. Hence, no collision
will be introduced due to “reactive beaconing” [30], which can be easily
validated.
• If the transmission of node n is due to time out at time tn,n = tˆs,n + δn,
before the message from n− 1 arrives, it is possible that the messages from
n and n−1 might collide at some nodes if δn is small. The value of δn should
be set large enough so that the time out shall happen after the potential
arrival of message n− 1 even in the worst case. In our simulation and field
tests, δn = 4(n−1), which is sufficient to a small area network within several
square kilometers. Working in a larger operational area would require an
increase in the δn values.
It is possible to have collision-based errors due to outside communication
traffic or if a node does not receive the initiator message to silence itself for the
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duration of the localization. Neither of these cases is unique to the localization
procedure in this chapter.
3.6.3 Message Length
We now discuss the lengths of the messages in the localization procedure.
Each anchor reply contains the following sets of information: the anchor node
location (xn, yn, zn), the local time at which it received the initiation message
(s, tˆs,n), the local times at which it received all previous anchor reply messages
{(k, tˆk,n)}
n−1
k=1, and the sending time tn,n. Consequently, anchor node N has the
longest message.
Assuming that each measurement is converted to a 32-bit integer (four bytes)
and each node ID is carried by one 8-bit integer (one byte), as implemented in
the OFDM modem [39], the message from node N contains at most:
4× 4 + 5×N = 16 + 5N bytes. (3.44)
The OFDM modem in [39] has five transmission modes, listed as Mode 1− 5,
ordered from lowest to highest data rate. Each message is preceded by a preamble
of 500 ms, which contains 10-byte control information, including the ID of the
current transmitter. With only one OFDM block of duration about 200 ms, Mode
1 can carry 38 bytes of payload, while Mode 2 can carry 80 bytes of payload. If
Mode 1 is used, one OFDM block will correspond to up to N = 4 anchor nodes
with a total message duration of 500+200 = 700 ms, and two OFDM blocks will
correspond to up to N = 12 with a total message duration of 500 + 2 × 200 =
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900 ms. If Mode 2 is used, one OFDM block will correspond to up to N = 12
anchor nodes with a total message duration of 500 + 200 = 700 ms. In short,
each message in the localization procedure is less than one second when using
the OFDM modems.
3.6.4 Duration of The Localization Procedure
When all communication messages are correctly received, the shortest time
between the start message and the termination message of the initiator node is
T1 = τs,1 +
N∑
n=2
τn−1,n + τN,s +N(Tmsg + Tproc) (3.45)
where τs,1 is the travel time of the initiator message to anchor node 1, τn−1,n is
the travel time of the message from n − 1 to n, τN,s is the travel time for the
message from N to the initiator node, Tmsg is the message length, and Tproc is a
fixed processing time at each node between when it receives the previous anchor
reply and when it begins transmitting its reply.
As an example, consider a network with nodes within an area of approximately
1 km2 with a great density of client nodes and N = 4 anchor nodes. With
Tmsg = 700 ms and Tproc = 200 ms [39], the time duration T1 is less than 10
seconds, where the distance between any two nodes is assumed to be less than
1.5 kilometers.
The longest possible time between the start message and the termination
message of the initiator node is when all anchor nodes fail to receive the previous
anchor node’s reply, and thus must wait for the full timeout δn. The longest time
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duration is expressed as:
T2 = τs,N + δN + τN,s + (Tmsg + Tproc) (3.46)
where δn needs to be carefully designed to avoid possible message collisions as
discussed in Section 3.6.2. In our field tests for a small area network with N = 4
and δn = 4(n− 1), the value of T2 is about 15 seconds.
In short, the duration of the localization procedure depends on the size of
the network and the settings of the waiting times. We expect the localization
duration to be within a minute for a small area underwater network. Within such
a short time, the effects due to clock skew are ignored. There is also a concern
on the the level of stability in the initiator and passive node locations. Typically
sensor networks that would be employing ODAL would have very small amounts
of movement occurring over minute intervals, and AUVs utilizing the initiator
mode would likely need to stop moving in order to benefit from the localization.
3.6.5 Localization Algorithms
We presented the solutions of the localization algorithms in (3.11), (3.20)
and (3.21) based on exhaustive search, and a multi-grid search has been used
to solve the optimization problems. We note that the solutions to the local-
ization algorithms and the corresponding Cramer-Rao lower bounds analysis do
not constitute the major contributions of this chapter, as those can be obtained
in a straight-forward manner, but provided for a complete presentation of the
proposed solution. We reiterate that the contribution of this chapter lies in a
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complete localization procedure that can be used to localize both the active and
passive nodes in an asynchronous network, with a small amount of overhead. The
practical value of the proposed solution is validated in field tests with implemen-
tations based on commercially available modems.
In the interest of completeness, the solution of the presented maximum-
likelihood algorithm via exhaustive search would be O([(Lx)(Ly)(Lz)][N + (N −
1)2]) for the active scenario, and O([(Lx)(Ly)(Lz)][(N − 1)
2]) for the passive sce-
nario, where Lx, Ly, Lz are the number of grid points for searching over the x,
y, and z coordinates, respectively, and N is the total number of participating
anchor nodes.
3.7 Simulations
In our simulations we make several assumptions with regards to the capabili-
ties of the modems and the communications channel. We assume all transmissions
are successfully received and decoded by all anchor nodes and localizing nodes
in consideration. Additionally, the only noise present in the system is the timing
estimate at the receiver, which is a lumped parameter representing both tim-
ing estimation error due to channel effects and the limitations of the receiver
hardware; for our simulations we assumed it to be additive zero-mean2 white
Gaussian noise with variance σ2.
2We assume that the measurement noise is zero-mean based on the capabilities of the
modems to negate multipath propagation and other non-zero measurement biases prior to
the localization procedure [36].
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3.7.1 Scenario Setup
Four anchor nodes are positioned in a square formation separated by 100m.
The depth of the nodes is assumed known to simplify simulation, and further we
define the submerged anchor plane as z = 0. The propagation speed of sound is
set as 1500m/s. For the broadcast scheduling, we set δk = 4(k − 1) seconds, for
k = 1, . . . , N .
3.7.2 Initiator Scenario
For the initiating sensor scenario, we performed 2000 Monte-Carlo simulations
for a node positioned at (60, 50) in our 100m square grid. In both cases, we
examined the error over a range of noise variance from 4.7m to 150mm. The
results using four, five, and eight anchor nodes are displayed in Fig. 3.3, 3.4, and
3.5, respectively. It is interesting to note that as the number of nodes increases
to 8, the simulated accuracy of the passive information estimate appears equal
to the accuracy of the LBL estimate.
As can be seen in the results, the simulations are relatively close to the CRLB.
Therefore, to explore the impact of geometry on the overall localization error, we
can examine a map of CRLB error for a fixed noise level. The results are presented
in Fig. 3.6.
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Figure 3.3: Comparison of simulated error with the CRLB for an initiator node
located at [50,60] with 4 anchor nodes.
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Figure 3.4: Comparison of simulated error with the CRLB for an initiator node
located at [50,60] with 5 anchor nodes.
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Figure 3.5: Comparison of simulated error with the CRLB for an initiator node
located at [50,60] with 8 anchor nodes.
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Figure 3.6: CRLB for an initiator node with 4 anchor nodes and measurement
noise with 1m standard deviation
3.7.3 Passive Scenario
For the passive scenario, we performed 2000 Monte-Carlo runs for a single
passive receiver positioned at [50, 60] in our grid with an initiating receiver located
at [20, 40]. The layout is depicted in Fig. 3.7. As in the initiator case, a range of
noise variance was examined from 1ms to 10µ s. In this case, a full series of node
numbers was investigated from 4 to 8 total anchor nodes, with results presented
in Fig.3.8. As expected the error is higher than that of the initiator (as previously
shown), and the simulated lines come reasonably close to the bounds.
Similar to the initiator node, further examination of the error based on posi-
tioning geometries can be ascertained from the CRLB presented in Fig. 3.9.
3.8 Pool Test
We first conducted experiments using the OFDM modems in the University
of Connecticut athletic swimming pool. Four anchor nodes were positioned in a
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Figure 3.7: Passive simulation scenario layout.
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Figure 3.8: Comparison of simulated error with the CRLB for a passive node
located at [50,60] with an initiator node located at [20,40] and ranging from 4 to
8 anchor nodes.
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Figure 3.9: CRLB for a passive node with 4 anchor nodes and measurement noise
with 1m standard deviation
rectangle along the edges of the pool, with an initiator node placed at various
locations in the middle of the formation and a passive node was placed along a
side of the pool between two anchor nodes. Anchor nodes positioned along the
edge had their ground truth-positions known due to the fixed dimensions of a
competition pool (verified by laser rangefinder measurements). The initiator and
passive nodes had their ground-truth positions determined via measurement with
a laser rangefinder: several measurements were taken from two fixed positions at
different sides of the pool to the point where the nodes were located, and the law
of cosines was then used to determine the relative position of the nodes to the
anchor node designated as the origin of our relative grid system. All nodes were
submerged at the same fixed depth based on the length of their connection to
the surface.
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Figure 3.10: Initiator node positioning error during pool test.
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Figure 3.11: Initiator node position estimates during pool test.
3.8.1 Pool Results
For the initiator node, the localization error is presented in Fig.3.10. The
scatter plot of the estimates relative to the respective true positions of the initiator
node is presented in Fig.3.11.
Overall, the accuracy was sufficient for the scenario. The complete data set
had a RMS position error of 0.6685m and a median absolute error of 0.6766m.
Some positions had greater variation in error, largely appearing to be a result
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of geometry. What is apparent however is that all of the measurements appear
biased relative to their ground truth; they are skewed to one particular direction
rather than evenly distributed about the true positions. What this pattern indi-
cates is either an unknown bias in the method by which our measurements are
collected, or an uncertainty in our knowledge of the true positions.
For the passive node, the localization error is presented in Fig.3.12. It is
presented only in the purely passive case, as due to a minor issue with the com-
munications protocols, the initiating node data was unavailable at the passive
node. Note that there was an outlier that is not in the image, with an RMS
error of over 17m. This outlier is clearly seen in the scatter plot presented in
Fig.3.13. It was determined that this was due to a failure to properly estimate
the time of arrival of the first anchor’s reply at the third node, relative to the
reply time observed in all other measurements. This result is likely an indicator
that the line-of-sight path has been missed, and that instead the time of arrival
of a non-line-of-sight path has been reported. Using only the properly received
transmissions, the algorithm has RMS position error of 0.3053m and a median
absolute error of 0.3404m.
What is interesting about the passive data is that it actually achieves better
accuracy than the initiator data, and this discrepancy is likely due in large part
to the more significant bias present in the initiating scenario than in the passive
scenario, as can be seen by comparing Figures 3.11 and 3.13.
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Figure 3.12: Passive node positioning error during pool test.
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Figure 3.13: Passive node position estimates during pool test.
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Figure 3.14: An image taken during the lake test demonstrating the node loca-
tions.
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Figure 3.15: Initiator node positioning error during lake test.
3.9 Lake Test
We conducted a test of the localization system at Mansfield Hollow Lake on
July 24, 2013. During the test, we deployed 4 anchor nodes in an approximately
square composition with sides of approximately 100m in length. A single passive
node was positioned along one edge of this square where it remained for the
duration of the test. An initiator node was moved repeatedly throughout the test
and was localized during the periods for which it was stationary. An overview of
the lake setup is presented in Fig. 3.14.
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Figure 3.16: Initiator node position estimates during lake test. True positions
estimated via acoustic ranging (Units are meters).
In an attempt to alleviate some of the issues in determining the true posi-
tion of the node as was seen in the pool, two forms of measurement were used;
first, the previous method of triangulation using a laser rangefinder and two ref-
erence points, and second using an acoustic ranging technique. For the acoustic
ranging, the nodes were individually polled using large numbers of round-trip
transmissions to determine relative distances and then mapped according to a
multilateration technique. Essentially, this was a secondary form of localization
which made use of a very large number of measurements to reduce timing esti-
mation errors at the node. Further, the anchor nodes were submerged under a
fixed buoy by a fixed length of connecting cable. There, they were secured to the
fixed anchor line of the buoy, ensuring a certain depth was achieved for each all
nodes. The precise depth was between 1 and 2 meters, but what is more relevant
is that it ensured they had the same relative depth.
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3.9.1 Lake Results
In the case of the initiator node, the location error is presented in Fig. 3.15.
As can be seen, the two ground-truth methods are compared, and it would seem
that the acoustic ranging did not alleviate the biasing as was intended. This
inadequacy can be further seen by comparing the scatter plots of both different
methods, presented with the acoustic ranging in Fig. 3.16 and laser ranging in
Fig. 3.17 (note that the acoustic ranging information was unavailable for one
position). This implies that the bias clearly seen in the pool and lake tests
is more systemic, and not related to timing estimation. Likely this is a result
of our simplified model which assumes a constant propagation speed or straight
propagation path, both of which can be corrected for at the receiver using channel
and environmental knowledge in future hardware implementations.
Regarding the errors themselves, they are still relatively small, with RMS
location error of 5.6106m and median absolute error of 4.6138m in the case
of the laser ranging and RMS error of 10.3175m and median absolute error of
7.6250m for the acoustic ranging technique.
For the passive scenario, the error presented in Fig. 3.18 has two representa-
tions: the first is the positioning based solely on knowledge of the anchor nodes
positions and the passively heard transmissions, and the second is positioning
based on the additional knowledge of the position of the initiating node. Overall,
the error was low, with the exception of a rather large outlier, which as in the pool
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Figure 3.17: Initiator node position estimates during lake test. True positions
estimated via laser ranging triangulation (Units are meters).
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Figure 3.18: Passive node positioning error during lake test.
case was determined to be the miss of the line-of-sight path, and was removed.
The RMS error for the passive position (without initiator data) was 3.2326m
with a median absolute error of 2.2457m. In the case where initiator information
was utilized, the RMS value becomes 2.9673m and the median absolute error
is 2.0457m. Thus there is a degree of improvement (approximately 10%) from
including the additional initiating node information, as expected.
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3.10 Conclusion
We have presented a localization scheme for a network setting which can be
used to localize an arbitrary number of nodes, via asynchronous anchor nodes,
on-demand. We have shown through simulations and analysis of the CRLB that
the proposed scheme can accurately locate both initiating and passive nodes
within the network, with a small difference in accuracy between the two modes
of localization. Our implementations and tests of this algorithm in a pool and lake
environment have shown that it is capable of achieving the predicted performance
in localization. Future work will explore its application in underwater network
testbeds in oceanic environments.
Chapter 4
Localization of Mobile Nodes in an Underwater
Distributed Antenna System
The underwater communications field has seen an increased interest in ap-
proaching wireless networking via Distributed Antenna Systems (DAS). This dif-
fers from the common Central Antenna System (CAS) in that multiple antennas
are distributed throughout a wireless network and connected through some out-
side link (either cabling or in the case of underwater acoustic networks a surface
link connecting nodes via radio). The advantages of DAS in terms of through-
put, outage performance, coverage area, and other properties are well discussed
elsewhere [40–42]. What is of note for this particular topic is the notion of fusing
data from multiple antennas in the network to enable near-instantaneous loca-
tion estimation for highly mobile network elements, such as fast-moving AUVs,
gliders, or other non-tethered nodes in relatively sparse networks.
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Localization is a key part of any wireless network or vehicle navigation scheme,
and is a particularly challenging task in the realm of underwater acoustic com-
munications. Much work has been done with regards to underwater localization
in recent years, as reviewed in [2, 24]. Most works function on using ranging
or angle estimates as the primary methods of location estimation, and perform
multilateration to use information from multiple anchor nodes [1, 8–10, 25–28].
Other methods have been developed from a network-based perspective, working
largely to extend the multilateration technique to cover larger areas or exploit
the broadcasting nature of wireless transmission to reduce communications over-
head [31–33]. Previously, we had developed a system that used scheduled periodic
broadcasts from time-synchronized anchors and tested them in multiple environ-
ments [35, 36]. We then further expanded this method with a technique that
allowed asynchronous anchors to localize as well [43].
In this work, we propose to use the nature of DAS networks and the Doppler
speed estimate to aid not only in position estimation of an object, but also estima-
tion of instantaneous velocity of an object. Doppler speed estimation is used often
as a tool to improve messaging capabilities in underwater communications. The
modems used in our research have the capacity to estimate the channel during
decoding and also provide an estimate of the Doppler shift present in the received
signal. Thus, with a single communication burst, information pertaining to time
of arrival and relative speed can be obtained at multiple points simultaneously,
and based on this a position and velocity can be estimated.
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The chapter is organized as follows: Section 4.1 describes the general protocol
for and algorithm to determine the position of a moving network element, Section
4.2 describes linear-motion trackers for the scenario, Section 4.3 describes our
simulations using the previous methods, Section 4.4 covers a pool test, Section
4.5 features discussions of alternate methods and scenario-specific concerns, and
finally we conclude our work in Section 4.6.
4.1 Localization Protocol
We consider a scenario of AUV navigation, wherein we have one cooperative
target attempting to navigate with the aid of several listening beacons deployed
over an area of interest. We denote the AUV (or from hereon the active node s)
as being located at an arbitrary position [xs, ys, zs] within the known area. We
assume thatN anchor nodes are deployed at positions [xn, yn, zn], n = 1, 2, . . . , N .
There are several assumptions we must explicitly make with regards to the
node properties. First, the active and anchor nodes can all communicate perfectly
in the respective frames of localization and there is no interference or collisions.
Second, all anchor nodes have perfect knowledge of their position and they share
a globally synchronized clock. Third, the anchors are capable of collaboratively
sharing information such that one arbitrary node can collect all measurements
and perform the localization before transmitting the position information back to
the active node. This last assumption can either be handled through messaging
among anchor nodes, or more elegantly via DAS networking.
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Figure 4.1: A brief overview of the transmission protocol in a sample network.
The AUV sends a burst message received by all nearby anchor nodes, which then
collaborate among each other to localize the AUV.
The procedure would then be as follows:
• At some time t0, the active node transmits a single message requesting
localization be performed by all listening nodes. Each node n then receives
that message at local time tˆs,n
• Each node performs a Doppler speed estimate on the received message vˆs,n.
• After collecting all information, a master node obtains all estimates and
performs the localization procedure and transmits the full state estimate
back to the active node. Alternatively, the information could be collected
and relayed to the active node where localization is then performed.
• As point-estimates are collected, the active node updates state estimates
with its own navigation and tracking algorithms.
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4.1.1 Measurements and Estimation
Since we have assumed that there are only two effective clocks in the system,
the active clock and the shared anchor clock, we can assume that the anchor
clock is a reference and from there only need to consider the separate active node
clock.
At an anchor node n, for a given time period k, the true message propagation
delay from active node s is:
ts,n(k) =
1
c
ds,n(k) (4.1)
where c is the assumed (fixed) propagation speed of sound in water and ds,n
is the distance between the active node and anchor node n defined as:
ds,n(k) =
√
(xs(k)− xn)2 + (ys(k)− yn)2 + (zs(k)− zn)2 (4.2)
Our estimated time of arrival is then given as:
tˆs,n(k) =
1
c
ds,n(k) +Os(k) + wr,n(k) (4.3)
where Os(k) is the active node clock offset at time k and wr,n(k) is the mea-
surement noise at node n for time k.
The Doppler shift measured at each node is the absolute speed difference
between the active node and the anchor node modified by the 3D angle between
the two nodes. Assuming the anchor nodes are not moving (x˙n = y˙n = z˙n =
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0, n = 1, 2, . . .N), the magnitude of a velocity is given as:
|vn(k)| =
√
x˙s(k)2 + y˙s(k)2 + z˙s(k)2 (4.4)
The total angle between an anchor and the active node is denoted as the sum
of the x-y angle (cos(α)) and the z-plane (tan(γ)) given respectively as:
cos(α(k)) = x˙s(k)
xs(k)− xn
rn(k)
+ y˙s(k)
ys(k)− yn
rn(k)
(4.5)
tan(γ(k)) = z˙s(k)
zs(k)− zn
rn(k)
(4.6)
where
rn(k) =
√
(xs(k)− xn)2 + (ys(k)− yn)2 + (zs(k)− zn)2 (4.7)
The Doppler shift (speed) is then given as:
vn(k) = |vn(k)|(cos(α(k)) + tan(γ(k))) (4.8)
Since we assume that all four anchor nodes are traveling at zero velocity, the only
difference for the various estimates is in the relative positioning of the nodes,
which is a function of their known locations and the singular unknown location
of the active node.
The modems used in our experiments directly estimate this value of vn without
need for further alteration, and we can represent the estimate as:
vn(k) = |vn(k)|(cos(α(k)) + tan(γ(k))) + wv,n(k) (4.9)
where wv,n(k) is the Doppler estimation error for time k at node n.
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4.1.2 ML Estimator
Based on the previous assumptions, for a given time instant k, a localization
transmission will have generated a set of 2N equations, where N is the total
number of participating anchor nodes.
Given this set of equations, we can form the maximum-likelihood (ML) mul-
tilateration solution for the active node position as well as the likelihood esti-
mate for the velocity and combine them to form the joint likelihood of the full
6-dimension state of the transmitting node at time instant k.
First, we form the time-difference of arrival (TDOA) estimate:
∆tn,1(k) = tˆs,n(k)− tˆs,1(k) (4.10)
which is equivalently:
∆tn,1(k) =
1
c
ds,n(k) +Os(k) + wr,n(k)−
1
c
ds,1(k) +Os(k) + wr,1(k) (4.11)
=
1
c
[ds,n(k)− ds,1(k)] + wr,n(k)− wr,1(k) (4.12)
With the timing offset eliminated, and assuming that our noises are zero-mean
additive Gaussian, the ML estimator for the position would be (similar to [35]:
S(xˆ(k), yˆ(k), zˆ(k)) = argmin
(x(k),y(k),z(k))
N∑
n=2
[(c∆tn,1(k)− ds,n(k)− ds,1(k)]
2 (4.13)
For the Doppler speed contribution, we note that the estimate of the Doppler
speed measurement depends on both the speed of the active node as well as the
position of the active node relative to the anchor nodes (as the position effects
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the angle of incidence and thus the Doppler shift). We define the state vector:
Θ(k) = x(k), y(k), z(k), x˙(k), y˙(k), z˙(k) (4.14)
Again assuming zero-mean additive Gaussian noise, the likelihood equation for
the Doppler estimates becomes:
S(Θ(k)) = argmin
Θ(k)
1
2(cσt)2
N∑
n=2
[(c∆tn,1(k)− ds,n(k)− ds,1(k)]
2
+
1
σ2v
N∑
n=1
(
vn(k)−
√
x˙(k)2 + y˙(k)2 + z˙(k)2(Vn(k))
)2
(4.15)
where
Vn(k) =
(
x˙(k)
x(k)− xn
rn(k)
+ y˙(k)
y(k)− yn
rn(k)
+ z˙(k)
z(k)− zn
rn(k)
)
(4.16)
and σv is the Doppler speed estimation error.
We solve this maximum likelihood by first using a coarse search grid to find
an initial point, after which we perform a gradient-descent search to find the
optimal solution.
Alternatively, we can note that the TDOA operation performed in (4.13)
inherently correlates the measurements by subtracting the first measurement.
This correlation can be corrected for by denoting an (N − 1)x(N − 1) covariance
matrix:
P =


1 0.5 . . . 0.5
0.5 1
. . . 0.5
...
. . .
. . .
...
0.5 . . . 0.5 1


(4.17)
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And then modifying (4.13) and subsequently the TDOA portion of (4.15) to
become:
S(xˆ(k), yˆ(k), zˆ(k)) = argmin
(x(k),y(k),z(k))
(c∆tn,1 − ds,n + [ds1][1])P(c∆tn,1 − ds,n + [ds1][1])
(4.18)
where ∆tn,1 and ds,n are (1)× (N − 1) vectors of the values for their respective
functions from n = 2 . . . N , and 1 is a (1)× (N − 1) identity vector.
4.2 Linear Tracking
Since this form of localization is favored towards mobile objects which require
instantaneous point estimation, a logical extension would be to supplement posi-
tioning with tracking algorithms. To this end, we first consider simplistic linear
models, namely the Kalman Filter KF and Probabilistic Data Association Filter
(PDAF). In section 4.5 we detail the validity of a linear motion assumption and
the scenarios in which it would likely be applicable.
4.2.1 Kalman Filter
Similar to our previous work in [35], we chose to model the movement of the
node as set of discrete white noise acceleration models, with each direction acting
as a separate uncoupled process; that is, x, y and z are uncorrelated. The state
equation for the Kalman filter at time index k + 1 based on information from
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time step k becomes
Θ(k + 1) = F(k)Θ(k) + v(k) (4.19)
with measurement
z(k + 1) = H(k + 1)Θ(k + 1) + w(k + 1) (4.20)
where
F =


1 τ 0 0 0 0
0 1 0 0 0 0
0 0 1 τ 0 0
0 0 0 1 0 0
0 0 0 0 1 τ
0 0 0 0 0 1


(4.21)
Primarily, the difference is in the filter matrix, H, possessing position and accel-
eration measurements, is defined as
H =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


(4.22)
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v(k) is process noise, w(k) is measurement noise and τ is the sampling interval
of the discrete model in seconds. The state covariance is modeled as
P(k + 1|k) = F(k)P(k|k)F(k)T +Q(k) (4.23)
The corresponding process noise has a covariance given as:
Q =


1
4
τ 4 1
2
τ 3 0 0 0 0
1
2
τ 3 τ 2 0 0 0 0
0 0 1
4
τ 4 1
2
τ 3 0 0
0 0 1
2
τ 3 τ 2 0 0
0 0 0 0 1
4
τ 4 1
2
τ 3
0 0 0 0 1
2
τ 3 τ 2


σ2v (4.24)
Here, σv is a design parameter that is chosen to match the most likely level of
process noise to be experienced by the object in question; which is to say, it
controls how much the model anticipates the object to maneuver. Given that the
object in question is likely to be changing its velocity at a slow, steady rate, a
process noise level of σv = 0.5m/s
2 was selected to best emulate this behavior.
The filter was initialized with a single measurement.
4.2.2 Probabilistic Data Association Filter
Previously in [35] we had found that a PDAF could offer superior performance
to a KF in our particular scenario if there was some non-zero probability that
a transmission could be successfully received and decoded but have a very large
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amount of error in the time-of-arrival estimate at the anchor node. In that
context, the PDAF offers an improved performance over the standard KF, by
allowing outlier estimates such as those to be ignored as false-alarm or clutter
detections [21]. The PDAF is very similar to the KF in terms of state equations,
presented here for measurement k + 1:
Θ(k + 1) = F(k)Θ(k) + v(k) (4.25)
with measurement
z(k + 1) = H(k + 1)Θ(k + 1) + w(k + 1) (4.26)
where F and H are given in the KF equations.
The state covariance is modeled similarly as
P(k + 1|k) = F(k)P(k|k)F(k)T +Q(k) (4.27)
The difference is in P(k|k),which is given as follows:
P(k|k) = β0(k)P(k|k − 1) + (1− β0(k))P
c(k|k) + P˜(k) (4.28)
with the probability of no correct measurement available as:
β0(k) =
b
b+ e(k)
(4.29)
where, operating under the assumption that the measurement is always gated,
therefore PG = 1,
b = 2
(
1− PD
PD
)
(4.30)
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e(k) = e−
1
2
ν(k)TS(k)−1ν(k) (4.31)
and further defining
Pc(k|k) = P(k|k − 1)−W(k)S(k)W(k)T (4.32)
P˜(k) = W(k)(β1(k)ν(k)ν(k)
T − ν(k)) (4.33)
ν(k) = z(k)−Θ(k) (4.34)
with association probability
β1(k) =
e(k)
b+ e(k)
(4.35)
Among these equations, the only design parameter is PD, the probability of de-
tection. We are assuming that the measurement is always gated, and that there
is only a single target and a single measurement at each time step. Accordingly,
the PD is then the probability that the current measurement is a valid estimate
of the node being tracked. Based on experiments in [35], the number of “false
detection” measurements was around 5−10% of the total samples, and so a value
of 0.95 was selected for PD.
4.3 Simulations
In order to examine our algorithms, two primary scenarios were derived: a
straight line motion propagation through a grid of anchor nodes, and an area
sweep featuring coordinated turns.
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In order to provide context for the effects of the Doppler speed estimate,
we will compare the results with the tracking algorithms similar to what we
developed for TDOA systems in [35]. All filter parameters (namely process noise)
are the same where applicable to provide a more valid comparison.
Further, the measurement noises used in simulation were drawn from exper-
iments that determined the accuracy of both the timing estimates [37] and the
Doppler shift estimates. In the latter case, a single transmitter was moved in
an athletic pool for approximately 100 transmissions at a fixed velocity, and the
accuracy was estimated from the sample variance.
4.3.1 Straight Line Motion
For our straight line motion scenario, we consider a grid of four anchor nodes
located on the same z-plane defined as z = 0 arranged in a square separated by
300m. Our active node begins positioned in this grid at (x, y, z) = (75, 25, 10)
in meters and has a constant velocity defined as (x˙, y˙, z˙) = (−.5, .7, .4) in me-
ters/second. There are 20 total measurements during the scenario and we per-
form 1000 Monte-Carlo runs for each scenario. The simulated noise level is
σr = 0.825m and σv = .07m/s, where wnr ∼ N (0, σ2r) and wnv ∼ N (0, σ
2
v).
In the first scenario, we consider frequent messaging intervals of 5 s. The
position and velocity errors are given in Fig. 4.2 and Fig. 4.3, respectively.
Both of the tracking filters in this case assumed a process noise of q = 0.5,
representative of a very small amount of velocity change. For the filters with the
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Figure 4.2: Comparison of simulated position error for the measurement, KF,
and PDAF for a transmission interval of 5 s.
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Figure 4.3: Comparison of simulated velocity error for the measurement, KF, and
PDAF for a transmission interval of 5 s.
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Doppler included estimates, the PDAF is out-performed by the KF in terms of
RMS position error. This gap is due to the lack of simulated false detections; as
the probability of detection is increased in the PDAF it becomes identical to the
Kalman Filter. However, both are improvements over the raw position error and
also are far better then their TDOA only counterparts.
In the velocity error, the Doppler included estimators perform almost identi-
cally and have error almost exactly the same as the raw estimated velocity. The
TDOA only counterparts are much worse off in comparison.
The second scenario is similar to the first, with the same noise assumptions
and node distributions. However, the messaging interval is 10 s. There are still
20 transmissions total, and the node starts at the same point and travels with
the same speed, which means that there is a greater distance traveled between
transmissions and overall.
The position and velocity errors are given in Fig. 4.4 and Fig. 4.5, respec-
tively.
As can be expected, the general level of error increased for all estimators;
however, the general performance gaps appear to be approximately the same.
The exception is in the case of the widening gap of the velocity estimates, as the
purely tracked estimates are performing comparatively poorer to the Doppler-
based estimators.
86
0 5 10 15 201.5
2
2.5
3
3.5
Measurement Cycle (k)
R
M
S 
Po
sit
io
n 
Er
ro
r (
me
ter
s)
 
 
Doppler ML
Doppler KF
Doppler PDAF
TDOA KF
TDOA PDAF
Figure 4.4: Comparison of simulated position error for the measurement, KF,
and PDAF for a transmission interval of 5 s.
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Figure 4.5: Comparison of simulated velocity error for the measurement, KF, and
PDAF for a transmission interval of 10 s.
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4.4 Pool Testing
We performed testing of the algorithm at the UCONN Brundage Pool on June
24, 2014. For the test, five AquaSent Modems were utilized to act as both mobile
and anchor nodes. Four of the nodes were deployed to the approximate corners
of the pool, and the fifth was repeatedly moved along the long edge in the center
lane at a near-constant velocity. Each of the modems had the transducer array
submerged approximately 1 meter below the surface.
During the movement, the modem transmitted a beaconing message every 4
seconds. Processing of the received messages was performed offline.
Four test runs were performed: the first was 24 messages long and had an
average velocity of 0.24m/s, the second 23 messages long and had an average
velocity of 0.25m/s, the third 22 messages long and had an average velocity of
0.26m/s, and the fourth 26 messages long and had an average velocity of 0.22m/s.
The position and velocity error for the estimates of each set are in Fig. 4.6&4.7,
4.8&4.9, 4.10&4.11, and 4.12&4.13, respectively.
4.5 Discussion
Here we shall cover several results of the simulations and tests, their implica-
tions for tracker design, as well as other parts of the problem that are of interest.
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Figure 4.6: Comparison of position error for the measurement, KF, and PDAF
for the first run during a pool test.
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Figure 4.7: Comparison of velocity error for the measurement, KF, and PDAF
for the first run during a pool test.
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Figure 4.8: Comparison of position error for the measurement, KF, and PDAF
for the second run during a pool test.
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Figure 4.9: Comparison of velocity error for the measurement, KF, and PDAF
for the second run during a pool test.
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Figure 4.10: Comparison of position error for the measurement, KF, and PDAF
for the third run during a pool test.
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Figure 4.11: Comparison of velocity error for the measurement, KF, and PDAF
for the third run during a pool test.
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Figure 4.12: Comparison of position error for the measurement, KF, and PDAF
for the fourth run during a pool test.
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Figure 4.13: Comparison of velocity error for the measurement, KF, and PDAF
for the fourth run during a pool test.
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4.5.1 Special Case of the Mulistatic Tracker
If we were to examine this problem as a range and range-rate tracking problem,
it becomes apparent that this can be viewed as a special case of the multistatic
target tracking problem where the transmitter is located at the target and we can
ignore the presence of clutter. From there one could directly track the evolution
of the target state from the range and range rate in a nonlinear fashion without
a measurement conversion.
The reason we excluded this result was two-fold: poor multiple measurement
methods and bath measurements. Most of the methods for combining multiple
measurements from the same target at the same time instant were drastically
inferior to the multilateration ML we have derived and thus could not utilize as
much information for a given time instant. The one that could have best served in
handling this role was the maximum-likelihood probabilistic multiple-hypothesis
tracker (ML-PMHT). However, when we relax the clutter assumption and derive
the likelihood equations, it forms what is essentially a batch version of our current
ML multilateration estimate. Since our ML is already being supplemented with
tracking algorithms, they make more attractive target-tracking options and thus
we opted to not pursue an unconverted state-update.
4.6 Conclusion
In this work, we discussed the scenario of a moving network element communi-
cating with several anchor nodes and estimating the position and velocity of that
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element based on time-of-arrival measurements and Doppler speed estimates. A
maximum likelihood estimator was derived, and several tracking filters were sim-
ulated and shown to offer an improvement over the individual point estimates
in the context of a moving target. Future work includes possible extension to
estimating the propagation speed of the transmissions and implementation and
testing in a physical network.
Chapter 5
Conclusions
This dissertation works to provide thorough examination of several practical
methods for localization in underwater acoustic networks. Further, the proposed
solutions cover a variety of different deployment scenarios, allowing localization
of either a relatively static network, a mobile underwater vehicle, or even a hybrid
blend of the two. Specifically, the following three solutions have been developed:
• Underwater GPS: A look at practical implementation of an extension of
GPS to the underwater realm and the usefulness of tracking algorithms to
enhance the position estimates of even stationary objects.
• On-Demand Asynchronous Localization: By leveraging the broadcast na-
ture of underwater acoustic messaging, a simple yet robust scheme for min-
imizing the overhead and maximizing the coverage of a localization system
was developed. Further, it was shown to be effective in field tests and
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the implications of several deployment and network timing issues were dis-
cussed.
• Doppler-Assisted Localization in DAS: Combining additional Doppler mea-
surement information in a distributed antenna framework allowed a more
accurate position and velocity estimate of a moving network element. The
contributions further include the implementation of the system on real
modems and an assessment of the accuracy of the algorithm.
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