The valuation of complex financial instruments that appear in the banking and insurance industries requires simulations of their cashflow behavior in a volatile interest rate environment. These simulations are complex and computationally intensive. Their use, thus far, has been limited to intra-day analysis and planning. Researchers at the Wharton School and Thinking Machines Corporation have developed model formulations for massively parallel architectures, like the Connection Machine CM-2. A library of financial modeling primitives has been designed and used to implement a model for the valuation of mortgage-backed securities. Analyzing a portfolio of these securities&mdash;which would require 2 days on a large mainframe&mdash;is carried out in 1 hour on a CM-2a. The valuation of a single security is carried out in real time (1-2 sec). It has been possible to design an interactive system that carries out sensitivity analysis, compares securities, or changes the assumptions of the model, and display the result under direct control from an analyst.
Introduction
It is difficult to find an area of the fixed income market that does not rely on analytic techniques for instrument pricing. Instruments like government bonds generate a fixed strearn of cashflow payments to investors and their pricing is rather easy. For more complex instruments, however, the cashflow payments may depend on the prevailing interest rates. In these cases the pricing methodology has to account for plausible scenarios of the evolution of interest rates. Analysts often resort to statistical simulations to capture the effect of interest rate variations on the cashf low of these complex instruments.
Interest-rate-sensitive instruments appear in several forms: European-and American-style options, callable and putable bonds, mortgage-backed securities and their derivatives, and products from the insurance industry such as guaranteed insurance products and single-premium deferred annuities.
In this study we describe the development of massively parallel procedures for financial modeling simulations. We concentrate on a particular class of interest rate contingencies, mortgage-backed securities-MBS for short. Nevertheless, the parallel computing techniques developed here can be used in a much broader range of applications.
Mortgage-backed securities are created when mortgages are pooled together, and investors purchase interest in the pool and receive prorated shares of the pool's cashflows. The issuing institution, or the mortgage originators, handle the transfer of funds and retain a service fee. These instruments facilitate the flow of funds from the ultimate lenders in the capital markets to the mortgage borrower. Lending institutions can escape the mismatch of a short-term cost of funds (deposits) and the long-term return from a portfolio of mortgage loans by converting their portfolio of illiquid long-term loans into holdings of liquid MBS, while reaping additional income from servicing fees. For other investors, MBS are an interesting alternative instrument given their potential for high return with little credit risk.
Mortgage-backed securities have emerged in the 1980s as an important class of securities. At the second quarter of 1988 outstanding mortgage debt in the United States was approximately $3.5 trillion, of which *Patent pending. All right~ reserved. nearly 70% was in residential mortgages. To date only some 25% of the outstanding residential debt has been securitized via the issuance of mortgage-backed securities, but MBS represent the fastest growing segment of the debt markets. Growth in outstanding MBS was dramatic into the mid-1980s-from $3 billion outstanding in 1979 to more than $900 billion by the end of 1988. Trading in MBS after issuance has also increased significantly in the last few years-from $243 billion in 1981 to $1.2 trillion in 1985. Interest in MBS is not restricted to the United States. Almost 90% of all residential debt in Denmark has been securitized. In Canada, where the first issue took place as recently as January 1987, there are now more than 70 issues backed by mortgage loans in excess of $500 million.
Mortgage-backed securities are complex and difficult to value as they embody features of both bonds and options. The homeowner's ability to prepay outstanding principal represents a call option on the underlying mortgage. For any specific mortgage within a pool, whether this call option will be exercised, and if so when, is uncertain. Many factors outside the characteristics of the pool may affect the option's value. Some of these factors include the level, structure, and history of interest rates, the market perception of future interest rates, total and disposable consumer income, and others. Adding to the complexity of early MBS has been the constant stream of innovative new derivative securities whose risk and return characteristics can bear little resemblance to the original MBS. Several reports discuss the emergence of mortgagebacked securities and their characteristics. For general interest we cite Pavel (1986), Pinkus, Hunter, and Roll (1987) , and Fabozzi (1987) , or the book by Platt (1986) . Pavel discusses securitization, the process by which the assets (loans or other receivables) of financial intermediaries are converted into securities. The economic rationale for securitization is presented. Pinkus and associates present a comprehensive introduction to the primary and secondary mortgage markets and discuss various mortgage types and the variety of securities available to investors. They review the problems inherent to analyzing the prepayment of principal and outline several approaches to MBS valuation. Fabozzi's volume is a compilation of published articles and research findings by some of the leading participants in the MBS market.
A discussion of the Canadian MBS market and related valuation techniques are presented by Boyle (1989) .
Understanding MBS is a complex process that relates the possible future paths of interest rates to the cashflows generated by the security. Such cashflows should take into account payment of principal and interest, as well as prepayment of the mortgage (i.e., exercise of the underlying call option). The analysis is carried out using simulations to generate paths of interest rates, usually in monthly intervals for a period of 30 years.
The state space from which simulations are drawn could be enormous. Consider, for example, a binomial lattice model of interest rates for this 30-year period. Shortterm interest rates can be at any one of 360 possible states at the end of the period, and the number of interest rate scenarios that lead to these states is 2s6°. Even with the use of variance reduction techniques, a sample of several hundred paths-typically around 1,000-has to be analyzed to obtain pricing estimates within acceptable error bounds.
These simulations are complex and time-consuming. Analyzing a single security takes several minutes of computer time on a large mainframe. Viewed in the context of portfolio management, when several securities have to be analyzed for their relative attractiveness, the task may become formidable.
The computational complexities of these models led users to investigate supercomputers and parallel computers as suitable platforms for such applications. The rapidly changing environment in which the analyses are performed makes the quest for faster response times even more pressing. The interest of Wall Street analysts in advanced computing technology has been the topic of recent articles in popular magazines. (See the articles &dquo;Parallel Running&dquo; in the November 1990 issue of Risk or &dquo;Supercomputers: Era Dawns on Wall Street&dquo; in the November 1989 issue of Wall Street Computer Review and the special report &dquo;Supercomputers Break Through&dquo; in the May 1988 issue of Datamation.) While several firms use time on a supercomputer to carry their simulations, no significant progress has been made in utilizing parallel computing technology. For example, Wallace and implemented their models for mortgage pricing on vector supercomputers, the CRAY X-MP and IBM 3090, respectively. However, we are not aware of any publications that discuss the use of parallel computer architectures in financial applications.
We report on the use of massively parallel architectures like the Connection Machine' CM-2 for the simulation of interest-rate-contingent and path-dependent cashflows. Simulating multiple paths of interest rates is indeed an embarrassingly parallel procedure. Exploiting parallelism in perfonning the path-dependent calculations appears, on first examination, to be impossible.
However, with suitable reformulation of the models and use of the parallel prefix primitives of the Connection Machine we are able to exploit parallelism both in executing multiple simulations and in performing the pathdependent calculations along each path. The result is a library of primitives that runs efficiently on the Connection Machine and achieves sustained computing rates of 30 to 120 MFLOPS on a CM-2a with 4,096 processors.
The library is used in building an qptioic adjusted analysis model for mortgage-backed securities. This system can price mortgage-backed securities in real time. It is therefore feasible not only to price complex instruments in real time, but also to compare alternative instruments under a host of interest rate scenarios and other exogenous factors that affect their price. Analyzing, for example, a subset of the large variety of pools of mortgage pass-through securities that exist today in the United States (say 3,000) would require 10 hours on a CRAY X-MP supercomputer and more than 2 weeks on an Apollo DN4000 workstation. This analysis can be carried out on a CM-2a with 8K processing elements in approximately 1 hour, and in less than 5 minutes on a fully configured CM-2 with 64K processing elements. We discuss the methodology for valuing interest rate contingencies and provide a brief overview of the Connection Machine CM-2. We also provide details of the parallelization of key modules of the valuation meth-&dquo;In this study we describe the development of massively parallel procedures for financial modeling simulations. We concentrate on a particular class of interest rate contingencies. Nevertheless, the parallel computing techniques developed here can be used in a much broader range of applications.&dquo; Fig In this section we review the methodology commonly adopted in the valuation of interest-rate-contingent cashflows as given, for example, in the generalized pricing framework of Jacob, Lord, and Tilley (1987) . Applications in the mortgage-backed securities market are reported by Brazil (1988) , Hayre and Lauterbach (1988) , and Pinkus et al. (1987) , and the valuation of single-premium deferred annuities is discussed by Asay, Bouyoucos, and Marciano (1991) . The general framework of the valuation analysis has three phases: Phase 1. Generate arbitrage-free interest rate scenarios that are consistent with the prevailing term structure of interest rates.
Phase 2. Generate cashflows along each interest rate scenario.
Phase 3. Use the cashf lows and the short-term interest rates along each path to compute expected net present value of the cashflows, or to compute an option adjusted spread over the Treasury yield curve. In the approach we take here, known as option adjusted analysis, it is assumed that the interest rate contingency is priced by the market, and hence the purpose of the analysis is to calculate the option adjusted spread (OAS). This quantity indicates the incremental spread of the contingency over the Treasury yield curve, which is implied by the market price. A precise definition of OAS is given below in Eq. (13). The significance of this measure in the context of investment decisions is documented in Hayre and Lauterbach (1988) for mortgagebacked securities, and in Asay et al. (1991) for insurance products.
The overall design of the valuation model is illustrated in Figure 1 . We discuss next in detail each phase of the model, and continue with a discussion of the parallel implementation of each phase. Models for the evolution of the term structure of interest rates are of central interest in financial modeling applications. Two commonly used procedures, for which we have developed massively parallel methods, are based (1) on the Monte Carlo simulation of a diffusion process, and (2) on the sampling of binomial lattices.
SIMULATION OF A DIFFUSION PROCESS
In this model interest rates are assumed to follow a lognormal distribution with &dquo;mean reversion&dquo; modifications that keep the interest rate paths within historically acceptable bounds. We use a model adopted in some Wall Street studies, like Hayre and Lauterbach (1988) . Drift factors are used to calibrate the model for consistency with the term structure of interest rates.
The one-year forward rate f, at time t E {1,2,3, ... ,T}, is generated from the rate at period t -1 as follows:
where z is a normally distributed random variable, z -N(0,1 ); &OElig; is the volatility of interest rates per unit time, at instance t; and Rift) is a mean-reversion term that forces the simulated rates to stay within historically acceptable limits defined by where yo and yl are constants estimated from empirical data, and ~t, are drift factors estimated so that the model rates are consistent with the term structure. They are estimated by requiring that the present value of on-therun treasuries, computed using the model rates, is in agreement with the current market prices. A large number of interest rate paths can be generated by repeated application of Eq. (1).
SAMPLING FROM A BINOMIAL LATTICE
An alternative approach to the simulation of a diffusion process is to assume that term structure movements can be approximated by a discrete binomial process, represented by a lattice as shown in Figure 2 . Discrete points in time are marked on the horizontal axis, and nodes of the lattice represent possible states of interest rates at every point in time. The term structure can move to one off two possible states between successive points in time, conveniently called the &dquo;up&dquo; and &dquo;down&dquo; states. The lattice is connected in the sense that an &dquo;up, down&dquo; and a &dquo;down, up&dquo; path starting from the same state will lead to the same state after two periods. After t time periods from the origin the lattice has t possible states. Each one of these states can be reached through 21 possible paths. For example, a binomial lattice of interest rates over a 30-year time horizon in monthly intervals has 360 possible states at the end of the planning horizon, and a formidable 2 360 possible paths of interest rates that lead to these states.
Short-term forward rates at the nodes of the lattice can be computed from market data, in such a way that the arbitrage-free property is satisfied. Alternative techniques for fitting a binomial lattice to market data are beyond our present task. Readers are referred to Ho and Lee (1986) or Sharpe (1985) for comprehensive discussions, and to Bookstaber, Jacob, and Langsam (1986) for critique. In our work we use the model of Black, Derman, and Toy (1987) .
Once the binomial lattice has been fitted to the current term structure-in itself a difficult and computeintensive process-we can represent the short-term rate at time period t and at state w by the relation The quantities rtO, kt for t = {1,2,3, ... Tl represent the Oth (i.e., ground) state, and the volatility of short-term rates at period t; they are parameters estimated by the binomial lattice model of choice. A large number of interest rate scenarios are computed by sampling paths from the binomial lattice using Eq. (3). A massively parallel procedure for this task is presented in section 3.1.2.
PHASE 2: CASHFLOW CALCULATIONS
We continue the presentation of the valuation framework by reviewing cashflow-generation methods. For a comprehensive treatment of this topic refer to Fabozzi (1987) or Bartlett (1989) . The cashflow generated by an MBS at discrete points in time t E ~1, 2, ~, ... , T} consists of three components.
Iiiierest payment is the portion of cashflow that reflects interest. It depends on the mortgage contract interest rate and the outstanding mortgage balance, net any servicing fee that is kept by the lending institution. Scheduled principal payment is the scheduled payment of outstanding principal. ProjectRd principal prepayment represents any cashf low generated due to the exercise of the call option by some homeowners. For example, due to sale of the property or refinancit~g of the loan, some mortgages in the pool will pay a lump sum equal to the outstanding mortgage balance. The principal prepayment is estimated based on projected monthly prepayment rates that indicate the fraction of outstanding balance that is prepaid. The estimation of prepayment characteristics of a pool of mortgages is a central issue in mortgage-backed financing. Several models have been proposed and are used in practice with varying levels of success. A simple model, which is quite often used as benchmark despite its simplicity (or, perhaps, due to it), is the Public Securities Association (PSA) model. According to the PSA model prepayment rates increase linearly for the first 30 months of the mortgage until they reach a rate of 6% for t = 30, and then remain constant for the rest of the life of the mortgage. A discussion of the key prepayment factors that leads to a more accurate model can be found in Richard and Roll (1989) . A comprehensive prepayment model, developed jointly by researchers at Union Bank of Switzerland and one of us is reported in Kang and Zenios (1990) .
For the purpose of this study we obtained projected prepayment rates in the form of monthly survivorship factors (the complement of prepayment) generated by the prepayment model of Bear-Stearns. These data are provided in a tabular form for each MBS of interest. Each table has as its dimensions the range of possible interest rates (e.g., 6%-16%) and the age of the security. If the 1-year forward rate from the simulation model is It in month t, we simply look up the monthly survivorship in the tth column of the table, and at the row that corresponds to the interest rate closest to ft. These prepayment tables are large data sets: the range of interest rates is divided into small increments (e.g., 0.01 basis points) for a total of 1,000 increments in the range 6% to 16%. The maximum number of months for the security is 360, and each table has 360,000 entries.
Each one of the three cashflow components can be calculated based on the characteristics of the MBS and the prepayment rates. We define first the following: n: original outstanding term of the mortgage measured in months i: monthly interest rate of the mortgage s: servicing fee rate For each period t E { 1,2,3, ... ,T} we also define: mbt: outstanding mortgage balance at the end of period t with nibo denoting the current outstanding mortgage balance m~c: scheduled mortgage payment without adding prepayment or netting the service fee
Ix: interest payment
The cashflow calculations now proceed as follows; see Fabozzi (1987) . The scheduled monthly payment is and the scheduled interest payment is The net interest nit received by security holders in month t is this interest less the servicing fee, or
The scheduled principal payment, sPI> is the monthly payment less the mortgage interest, or
The amount of principal prepaid is determined by the monthly survivorship factor, xt. The prepayment in month of principal, pru is calculated as follows:
The net cashflow to investors in this pass-through security in month eft, is the sum of net interest, scheduled principal payments, and principal prepayments:
Finally, the mortgage balance is computed recursively by the equation Example 1. We illustrate the cashflow calculations for a new MBS with original balance $100,000, mortgage rate 9.5%, and servicing fee 0.5%. We assume deterministic prepayment rates that increase according to 50% of the benchmark PSA model at 0.5% for t < 30
and are constant at 3% thereafter. The monthly survivorship xt is calculated according to Table 1 summarizes the components of the cashflow calculation for selected months. In Figure 3 we illustrate the cashflow for this security assuming prepayment rates at 50% of the PSA model. We emphasize that the PSA model assumes that the level of prepayment is independent of the prevailing interest rate, and is thus a crude approximation of reality. The massively parallel models we develop next allow the use of prepayment assumptions that depend on the history of interest rates. Models that relate prepayments to prevailing interest rates can be found in Schwartz and Torous (1989) or Kang and Zenios (1990) .
For each iteration of the simulation, we determine the sequence of survivorship factors (x) from the prepayment table, and then compute the cashflow by month for the security under analysis using Eq. (4) through Eq. (10). These cashflows are then used in the option adjusted analysis model described next. The option adjusted spread is the incremental spread over the short-term rates that equates the expected present value of the cashflows under all scenarios with the market price. If P denotes the market price, the option adjusted spread is obtained by solving for oas the nonlinear equation
We assume in the sequel that a fair price for the security (P) is determined by the market, and we want to estimate the value of oas that will satisfy Eq. (13). Hence, we need to solve a nonlinear equation in the unknown oas. This nonlinear equation is solved using the algorithm of Van Wijngaadent-Dekker-Brent (see Press et al., 1988, Ch. 9 .3), which generates a sequence {oask} until the difference between the right-hand and lefthand sides of Eq. (13) is less than a user-specified tolerance (10-1). For every trial point oask of the nonlinear equation solver we have to evaluate the expression on the right-hand side of Eq. (13). The massively parallel evaluation of this expression is the topic of section 3.3.
THE CONNECTION MACHINE CM-2 SYSTEM
2.1 HARDWARE OVERVIEW The Connection Machine (see Hillis, 1985) is a finegrain massively parallel supercomputer. It uses a singleinstruction-stream, multiple-data-stream (SIMD) methodology : each processor executes the same instruction broadcast by a microcontroller on its unique piece of data, or optionally sits out of the computation. The CM-2 has from 4,096 to 65,536 bit-serial processing elements, each with local memory of either 8 or 32 kilobytes. Each processor also has access to 32-bit or 64-bit floating-point acceleration hardware.
The interconnection scheme for processors in the CM-2 is an N-dimensional hypercube. The hardware supports two distinct types of communication patterns: local grid-based patterns and general patterns. Local grid-based patterns are supported through direct use of the hypercube wires, while general patterns are supported through the router, which implements arbitrary point-to-point communication.
The CM-2 is controlled by a serial front-end computer. Programs are compiled, debugged, and executed on the front-end computer, passing CM-2 instructions to the microcontroller as appropriate. Data can also be passed either way along this path.
PROGRAMMING MODEL OVERVIEW
The programming model for the Connection Machine is called data parallel computing, which means that the same computations are performed on many data elements simultaneously. Each data element is associated with a processor of its own. Applications are not restricted, however, to data sets matching the physical size of the machine. The Connection Machine system software supports the abstraction of an arbitrary number of virtual processors (VPs), allowing users to easily handle data sets with potentially millions of elements. Virtual processors are implemented by partitioning the memory and time-sharing the cycles of each physical processor. A collection of virtual processors used to handle a data set is called a VP set, and the number of virtual processors that each physical processor must emulate is called the VP ratio. Note that because of pipelining and other optimizations, the expected linear slowdown from implementing VPs is actually a worst-case scenario.
Applications that have no dependencies between data elements are often called eniharra-~4ng~y parallel, and are easy to implement efficiently on any parallel computer. Most applications, however, exhibit dependencies between data elements. This gives rise to the need for communications between the processing elements. Furthermore, there is often a natural physical shape to arrange the data, such that dependent elements are laid out close to one another. Weather simulations, for instance, are naturally laid out in a three-dimensional grid representing the volume of atmosphere being simulated.
The Connection Machine software allows users to specify the shape of a data set by associating a geometry with the VP set of the data. Geometries can be any N-dimensional Cartesian grid. Because an N-dimensional hypercube can be projected onto any lower-dimensional Cartesian grid, the software can lay out the grid on the machine so that there is either a hypercube wire between each neighboring grid point, or they are held in the same physical processor (i.e., reside on VPs that are emulated by the same physical processor), and therefore local communication is fast and efficient. This kind of communication is called NEWS communication, and processors in the grid can be uniquely identified by the N tuple of Cartesian coordinates called its NEWS address. General router-based communication is performed with a single unique identifier for each VP called its send address.
An important class of Connection Machine instructions that combine computations and communications
are the parallel prefix operations (Blelloch, 1990) . We discuss the scan and the spread primitives here, although other variants exist. These primitives apply associative binary arithmetic operators to a variable in a binary combining tree along one axis of the geometry that holds the variable. For 1,2,3, . .. ,m, and j = 1,2,3,... ,n. Finally, note that with a binary combining tree implementation, the execution time of such operations is proportional to the logarithm of the number of~ VPs, and thus scales nicely to large data sets.
MASSIVELY PARALLEL COMPUTING FOR OPTION ADJUSTED ANALYSIS
The simulation procedure parallelizes nicely if each processor carries out all computations for one interest rate path. Multiple processors can then execute in parallel multiple simulations. Communication across processors is required only in computing statistics across all simulations. It has been shown in Zenios (1991) that a parallel implementation along these lines can be very efficient on sharedor distributed-memory parallel architectures with a small number of processors.
On a system like the CM-2, however, we want to exploit the massive parallelism in performing the calculations for each path, in addition to simulating multiple paths simultaneously. Otherwise, a large number of processing elements will remain unused and the perfor-mance of the program will fall far short of the typical performance of the hardware. The path dependencies that are inherent in the option adjusted analysis (OAA) methodology appear, on first examination, to preclude the exploitation of parallelism within each path. However, we have found formulations of the method that do allow this form of parallelism. The following sections illustrate the efficient parallel implementation of the primary components of the OAA model.
The key to our implementation is the configuration of the CM-2 virtual processors into a two-dimensional NEWS grid. One dimension of the grid is equal to the desired number of' simulations, which for computational efficiency is taken to be a power of 2. The second dimension of the grid is equal to the number of time periods rounded up to the next integer that is a power of 2. The OAA model is usually developed on a 30-year time horizon in monthly intervals (i.e., T = 360 time periods). Also, the number of simulations is taken to be 1,024. With the use of variance reduction techniques these many simulations are sufficient to reduce the sampling error to an acceptable level. Hence, a NEWS grid of dimension 1,024 x 512 suffices. Each one of the 1,024 rows of virtual processors of the 0-axis carry out the calculations for a single path. The first 360 virtual processors in each row execute the path-dependent calculations (the remaining 152 are idle).
Since the Connection Machine supports the notion of virtual processing it is possible to increase the number of simulations, or the number of time periods, or both. No modifications are needed in the algorithms, or in the code. On a CM-2a with 4K processing elements the 1,024 x 512 NEWS grid requires a VP ratio of 128. The highest VP ratio at which the program could be executed on the same size Connection Machine with 32 kilobytes of~ mentory per processor is 256. At this ratio we could implement a NEWS grid for 2,048 simulations for more than 40 years in monthly intervals. Large systems can also be used.
In the following section we give details of the implementation for each one of the three phases of the model. Virtual processors in the 0-axis of the grid are indexed by s = 1,2,3, ... ,1024, indicating simulation path and virtual processors in the 1-axis are indexed by t = 1,2,3, ... ,360, indicating time. Calculations along the 1-axis (time) are explained in detail, and it is to be understood the identical calculations are carried out simultaneously by all the VPs along the 0-axis (simulation).
PHASE 1: PARALLEL GENERATION OF INTEREST RATE SCENARIOS
We have implemented scenario generation procedures based on both the simulation of a diffusion process and the sampling of a binomial lattice.
SIMULATION OF A DIFFUSION PROCESS
The generation of mean-reverting lognormally distributed series is not an associative operation, due to the mean-reversion term (2). Hence, an implementation that uses the scan primitives efficiently is not possible. It is possible, for example, to generate the lognormally distributed series first using the scans, and then proceed to apply the mean-reverting equation. However, this approach implies that whenever R (.f,) ~ 0 (see Eq. (2)) the generated series for periods t to 360 has to be discarded, the mean-reversion term R ( f ~ ) added, and a lognormally distributed series generated anew using the scan primitives. This approach may lead to as many as 360 repeated uses of the scan primitives and was observed, in a preliminary implementation, to be inefficient.
The Monte Carlo simulation phase was implemented by marching forward along the time axis in steps of 1 and generating in parallel the states of 1,024 interest rate paths at each point in time. Of course, this implementation requires the use of only 1,024 virtual processors. Hence, instead of operating on the NEWS grid of dimension 1,024 x 512 we implement this primitive on a NEWS grid of dimension 1,024 x 4 at a VP ratio of 1. Now it is possible to associate each column of VPs of the 1,024 x 4 grid with a column of the 1,024 x 512 grid. Doing so we facilitate the transfer of data from the 1,024 x 4 grid where they are generated to the 1,024 x 512 grid, where they are used for subsequent analysis without the need to use router communications.
As will be shown in the section on computational results, the generation of mean-reverting interest rate i l & d q u o ; , p &dquo;Simulating multiple paths of interest rates is indeed an embanassingly parallel procedure. Exploiting paral lelism in pedonning tlre path-dependent calculations appears, on first examinabon, to be impossible. - paths is the most expensive part of the simulation. Furthermore, its performance does not scale with the availability of larger numbers of processors since it is already executed at a VP ratio of 1.
SAMPLING FROM A BINOMIAL LATTICE USING SCAN OPERATORS
To generate sample paths from the binomial lattice we need to determine the state of each path at each point in time. Once the state w of the sth path in the binomial lattice is specified at virtual processor with NEWS address (s, t) the short-term rate can be computed by a simple application of Eq. (3). The problem in constructing a continuous path is that the state of the lattice at instance t must be attainable by either an &dquo;up&dquo; or &dquo;down&dquo; step from the state at instance t -1. Such a sequence of states is produced on the CM-2 as follows. A random bit m, E {0,1} is first generated at each VP. A scan-add operation along the time axis on these bits generates an index ( wt), indicating the state of the VP (i.e., its distance from the ground state rto). Clearly, the distance from the ground state at instance t differs by at most one unit from the distance at instance t -l. Once the distance we is determined Eq. (3) can be evaluated simultaneously by all VPs. Figure 4 illustrates the sampling of two paths from a binomial lattice using this procedure.
An alternative way to the sampling of binomial lattices has been developed by Shtilman and Zenios (1990) .
Their method eliminates the need to construct random path samples from the lattice. Instead, it generates a prespecified set of paths. These paths will provide estimates for the path-dependent discount functions that are within a user-specified error from the exact value, with a given probability. These paths are constructed by sampling all possible paths from the first J time instances of the lattice and completing each path from J + 1 to T by any arbitrary sequence of change of state. This sampling scheme is implemented as follows. The CM-2 is configured as a two-dimensional NEWS grid of dimensions 2 ~ x 512. The binary representation of row index s of this grid specifies the change of states (i.e., me) for the sth path from instance 0 to 3-. The change of states from instance 9-+ 1 to 360 is completed by the (arbitrary) sequence {01010101 ...}.
Once the binary sequence is completed, we use once more a scan-add operation to evaluate the state w, of each VP and Eq. (3) is used to evaluate the short-term rates. Figure 5 illustrates the sampling of all paths from the first three time periods of a binomial lattice.
PHASE 2: PARALLEL

CASHFLOW CALCULATIONS
There are two aspects of the cashflow model that deserve some attention for parallel implementation: a table lookup function to get the prepayment rates from the data base, and the calculation of all the components of the cashflows. The cashflow calculation appears particularly challenging due to the recursive nature of the mortgage balance Eq. (10).
LOOKUP OF PREPAYMENT TABLES
We consider here the case where the prepayment characteristics of a mortgage-backed security have been generated by a separate model and are stored in a table of monthly survivorship factors. This is not an unreasonable modeling practice: prepayment characteristics of mortgage securities are reevaluated rather infrequently, whereas the OAA model is usually run on a daily basis, or potentially, in real time. (The massively parallel implementation of prepayment models is the topic of current research and will be reported elsewhere.)
Our problem is then one of looking up the correct monthly survivorship factor for the given level of interest rates and age of the mortgage. The monthly survivorship data are given in a two-dimensional table. The 1-axis indicates the age of the mortgage ( 1-360 mo) and the 0-axis indicates the interest rate in a given range (e.g., 6%-16%) in small increments (e.g., 0.01). This table is stored in a two-dimensional NEWS grid. The dimension of the I-axis is 512, with only the first 360 columns being active. The dimension of the 0-axis depends on the range and increment of interest rates. In the example given above, the 0-axis has dimension 1,024 with only the first 1,000 rows being active. It is only by coincidence that the dimension of the 0-axis of the NEWS grid used for the simulation is identical to the size of the grid required by the survivorship table. Hence, these two grids are associated with different VP sets. We shall refer to these sets as the simulation VP set and data VP set, respectively.
Looking up the survivorship factors given a path of interest rates is now a simple data transfer from the data VP set to the simulation VP set. Virtual processor with coordinates (s, t) in the simulation VP set will fmd the row index i of the interval in the data VP set that corresponds to interest rate rls. Let Ro be the lowest interest rate in the survivorship table, and 8 be the increment between successive rows. Then the row index is computed by The (s,t)th VP from the simulation VP set will get from the (i,t)th VP of the data VP set the survivorship factor xl using router communications. This factor is then used in the cashf low calculations.
CASHFLOW CALCULATIONS USING SCAN OPERATORS
The parallel evaluation of the cashflow equations of section 1.3 presents some difficulties due to the recursive Eq. (10). It is possible to develop an alternative formulation of the cashflow equations that lends itself to the application of the scan parallel primitives. Let and After some algebra using Eq. (4) through Eq. (9) we may rewrite the recursive mortgage balance Eq. (10) as This in turn can be rewritten as Equation (18) can now be evaluated using a scan-multiply operation that will produce at the tth VP in each row of the NEWS grid the value IIT=1 1 p,., and a multiplication of the result by the constant rnbo that will produce the correct mortgage balance exclusive of prepayments. Scheduled payment, net interest, prepayment, and total cashflow at each point in time can then be evaluated simultaneously for all t = 1,2,3, ... ,T by the sequence of equations Phase 3 of the model uses the cashflow c f ~ at each period and for each scenario to calculate the present value, or compute the option adjusted spread.
PHASE 3: PRESENT VALUE CALCULATION USING SCAN OPERATOR
The present value calculation that appears in Eq. (13) can be written in the form:
A scan-multiply operation on the ratio 1/(1 + 1~ + oas) produces at virtual processor with NEWS address (s,t} the value p~ = ITT-1 1/(1 1 + ~ + oas). Each virtual processor proceeds to multiply the local values of c/~ with ps t and a scan-add on the product completes the calculation.
Results
The procedures of the previous section were implemented in C/Paris for the Connection Machine as part of a library of financial routines, and this library was used to build an OAA model. The library was built on top of Paris Release 5.2. The results we report here are obtained using single-precision (i.e., 23 bits in the mantissa) arithmetic, although double-precision (i.e., 52 bits in the mantissa) is also available. A partial listing of the entries of the library is given in the Appendix.
Individual modules of the library were first tested for efficiency both in terms of solution times and in terms of the sustained computing rate. All experiments were carried out on a 4K processor model CM-2a at Thinking Machines Corporation, with a Sun-4/280 front end, 32-bit floating-point accelerators, and 8 kilobytes of memory per processor. In our implementation we use a 1,024 x 512 NEWS grid for a total of 219 virtual processors. Hence, the implementation is executed at a VP ratio of 128, with the exception of the simulation of the diffusion process that is implemented at a VP ratio of 1 on a 1,024 x 4 grid. Some improvements in performance would be realized for all functions, except the simulation of the diffusion process, if the programs were run on a bigger machine. Increasing the number of processing elements cannot reduce the VP ratio for the simulation of the diffusion process, and will not improve the execution time. All other functions of the OAA model are executed at a very high VP ratio. Doubling the number of processing elements on the CM will reduce by a factor of 2 the VP ratio. The execution time will reduce by a factor that is close to 2. (The reason solution time does not decrease linearly with the increase in the number of processing elements has to do with the way the VP system is implemented on the physical hardware: for higher VP ratios more communication is localized on a physical sprint node. As the VP ratio is reduced more communication has to take place across the hypercube network.) Table 2 summarizes the execution time for the key components of the library in executing a total of 1,024 simulations, together with the sustained MFLOPS rate. The MFLOPS rate is estimated by adding the number of FLOPS executed by each Paris instruction, and then multiplying by the number of active processing elements, and dividing by the execution time. (Number of FLOPS for Paris instructions: 1 for addition and multiplication, 7 for division, 19 for In, 16 for exp, 21 for cos, 17 for sqrt.) These rates are included to indicate how well our implementations are suited to the Connection Machine architecture. The cashflow calculations achieve very high computing rates, since several floating-point operations are carried out (i.e., Eqs. (16) and (19) through (22)) for each communication step (i.e., Eq. (18)). On the other hand, the sampling of a binomial lattice requires unstructured communications. The observed MFLOPS rate is substantial, but far from the peak performance of the Connection Machine. It is also interesting that the simulation of a diffusion process achieves a substantial MFLOPS rate, even if it executes at a VP ratio of 1. The reason is that there are no communications among processors during the simulations.
A complete option adjusted analysis was carried out for a single mortgage-backed security (GNMA) and was compared to an identical model implemented in Fortran 77 on a CRAY X-MP/48 vector supercomputer at Cray Research, Inc. (Zenios, 1991 ) . The solution time for both the CM-2 implementation and the CRAY X-MP code are reported in Table 3 . Times are in CPU seconds on the CRAY X-MP and wall-clock time on a dedicated Connection Machine.
The Cray code was compiled using the f77 vectorizing compiler and was executed on a single CPU. The program was also executed in single precision, which on the CRAY X-MP corresponds to 64-bit floating-point arithmetic. The OAA model does not need more than 32-bit arithmetic, and the results on the CRAY X-MP and the CM were almost identical. The average number of steps in the nonlinear equation solver reported by the Fortran program was 5, which again is consistent with the four to six iterations taken by the nonlinear equation solver on the CM. It is anticipated that gains in performance can be realized with the Cray code, with suitable modifications of the implementation to take advantage of the vector architecture beyond what is already achieved by the compiler. Multitasking the Fortran code to execute on 4 CPUs on the CRAY X-MP/48 would improve execution time by a factor of approximately 3.5. We expect that a fully vectorized and multitasked Fortran program on the CRAY X-MP would execute 7 to 10 times faster than the current implementation. (This estimate is based on the results with the vectorization and parallel execution of the Fortran code on an Alliant FX/4; Zenios, 1991.) This would make the solution times of the X-MP/48 comparable to the 4K CM-2a. It would be interesting to see how a program written in Fortran 8X would execute on both systems without any modifications for vectorization, multitasking, or the use of C/Pan*s instructions.
Finally, we provide in Table 4 benchmark results Table 2 Execution Times for 1,024 Simulations on the Connection Machine CM-2a with 4K Processing Elements NA = not applicable. Table 3 Performance of the Option Adjusted Analysis Model on the CM-2 and CRAY X-MP (seconds) using the Fortran program on several systems, and the C/Paris program using Connection Machines of different sizes. We also provide an estimate of the time needed to analyze a portfolio of 3,000 MBS. The time needed for a complete portfolio analysis is estimated by multiplying the simulation model time by 3,000. This is an overestimation, since the interest rate scenarios will be generated only once and will then be used to calculate OAS for all securities in the portfolio. On the workstations, the VAX, and the CRAY X-MP, the scenario generation time is a very small fraction of the total simulation time. On the CM, however, the scenario generation is executed using a VP ratio of 1 and represents a significant portion of the computation. For example, on the 16K CM-2 the scenario generation takes 0.5 seconds and the rest of the analysis only 0.28 (see Tables 2 and 3 ). If we take into account that only the 0.28 seconds will be repeated 3,000 times the total time for valuation of the portfolio on the 16K CM-2 is reduced from 40 to 15 minutes. On the fully configured 64K CM-2 the portfolio analysis can be completed in approximately 5 minutes. A similar line of reasoning leads us to an estimated time on the CRAY X-MP of about 8 hours on a single CPU. With vectorization and multitasking of the code on the X-MP/48 we estimate a total execution time of approximately 1 hour.
A word of caution is due here. The estimates of potential improvements in performance are just that: estimates based on our prior experiences with both the CM and the CRAY X-MP, and numerical experiments car-ried out on similar architectures. They are not to be viewed as hard estimates, and the intention is to provide some insight on additional improvements that could be realized if the models were fine-tuned for both the massively parallel system and the vector supercomputer. Nevertheless, the results reported in Table 4 are precise: they were obtained under identical conditions and levels of accuracy, and the answers of the model do not depend on the hardware platform.
Conclusion
Compute-intensive financial simulations are well suited for execution on massively parallel architectures. While the execution of multiple simulations is easily parallelizable, the efficient execution of path-dependent calculations is possible only with suitable modifications of the algorithms. It is then possible to implement the path-dependent calculations by efficiently combining communications with computations via the parallel prefix primitives.
The performance of the massively parallel option adjusted analysis model on one of the smaller Connection Machine systems compares favorably with a CRAY X-MP vector supercomputer. As a result of very short response times it is possible to use such models in real time and to carry out a wide range of sensitivity analyses. We have implemented an interactive interface that allows users to compute option adjusted spreads, price, duration and convexity, projected price paths, or average cashflow statistics. The response time, including initializations, calculations, and graph generations, is only a few seconds (2-10) for most functions. Even the generation of a complete path of projected prices is completed well within a half minute of wall-clock time.
In Figure 6 we show the duration of an MBS under different prepayment rate assumptions as a function of interest rates. Duration is the derivative of price with small, local changes in interest rates. It is computed by carrying out a finite-difference approximation on the simulation program. Figure 6 was generated in approximately 1 minute, including initializations and data display.
Massively parallel computer systems provided the computational tool for significant advances in several Fig. 6 Effective duration of a mortgage-based security assuming _ prepayment rates at (1) 100% of the PSA model and (2) the rate given by the prepayment model Each point on the curve is obtained using a finite difference approximation of the duration, from the prices computed by the simulation model. areas of science and engineering. Financial modeling applications stand to gain significantly from the use of this technology. It appears possible to employ sophisticated analytics for real-time trading applications. Even more importantly, however, it is now possible to build mathematical optimization models to do planning under the uncertain interest rate scenarios.
Appendix: The Connection Machine Financial Library
We provide in the following table a list of the financial modeling primitives on the Connection Machine. Reported times are for the execution of calculations on a 1,024 x 360 NEWS grid, on a 4K CM-2a with 32-bit floating-point coprocessors and a Sun-4/280 front end. 
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