Introduction
Medical devices are instruments or machines that are used to diagnosis, monitor, treat, or prevent disease or other conditions. The interpretation of data from various scanning devices is important to medical imaging, diagnosis and treatment, as well as reliability and sustainability analysis [1] . The classification process of medical data sets is an extremely important and difficult issue, due to the need to achieve the highest rates of accuracy for the results of classification. Currently numerous scientific studies are conducted aiming to identify the most effective methods of classification, however, no method of classification, which would provide accurate results in relation to a variety of medical problems, has been developed [2] . For this reason, there is a constant need for further research. The aim of this research was to constitute an independent contribution to the relevant literature in terms of classification process as well as a try to find a successful method of multiple classification applied to medical data derived from diagnostics devices using ensembles of classifiers. The remainder of this paper is organized as follows. Section 2 presents literature review concerning data mining techniques applied in the analysis of the states of power transformers. Next section concerns the description of the proposed methodology. In Section 4 we describe the studies that were conducted. We introduce data collected for this application and discuss the results. Finally, in Section 5 we draw the conclusions.
Related Works
Large number of researches concerning medical data classification were discussed in the literature during the last years. This section refers an overview of studies to provide a general idea of the current state of the art. The authors of [3] in their study, used Artificial Neural Networks (ANN) for Electrocardiographic (ECG) Arrhythmias classification. During the training process of ANN, the ECG recordings from MIT BIH Arrhythmia database were used as a reference. 24 cases out of 48 30 minutes recordings in this database were used for data extraction. The arrhythmia samples that were extracted from the database were preprocessed to create input sets to train ANNs. The Fourier Transforms of a predefined window of signals were taken as a feature extraction method. As a result, 5 types of ECG signals (Ventricular Tachycardia, Left Bundle Branch Block, Right Bundle Branch Block, Atrial Fibrillation and Normal ECG) were labeled with 82% accuracy. In the study of [4] , six types of arrhythmia beats observed in ECG signals have been analyzed by using clustering methods. The purpose of the analysis was to verify if the examined arrhythmia types form natural groups in the feature spaces. The performances of the clustering algorithms were tested using different distance metrics and algorithms. The results were examined based on the average sensitivity, specificity, selectivity and accuracy of the classifier. The results show that k-means clustering technique gave the best results. The results also showed that analyzed arrhythmia types did not form distinct clusters in examined feature spaces. On the other hand, in some cases very high specificity results were observed for some arrhythmia types. That suggested that the features could be quite useful in elimination processes in hierarchic classifiers. In [5] random forests have been investigated for classification of SPECT images and the design of an Alzheimer's disease computer aided diagnostic system. The proposed system was based on voxel-based normalized mean square error feature extraction, the t-test with feature correlation weighting for feature selection and random forest image classification. It was shown in the paper that the generalization error for the forest converges to a limit as the number of trees in the forest becomes large. Moreover the authors stated, that the generalization error depended on the strength of the individual trees in the forest and the correlation between them. The proposed method yielded an up to 96.2% classification accuracy for Alzheimer's disease diagnosis. The effectiveness of the combination of the classifier ensemble and the feature selection for each component classifier was described in [6] . The experiments using 1793 mammograms have been performed. Results of the classification between malignant lesions and normal tissues by the four CAD systems have been shown. Leave one-out method was applied in the experiments. Experimental results showed that the introduction of classifier ensemble is effective in improving the performance of the mammography CAD system.
Materials and Methods
The main purpose of classification is to identify to which set of categories a new observation belongs to. This is done on the basis of a training set consisting of instances that are already assigned to the known classes. The main idea of the multiple classification methodology is to consider several individual classifiers, and combine them in order to obtain a complex classifier that outperforms every one of them [7] . In the literature, there are two terms that refer to multiple classification: "ensemble methods" and "hybrid classifiers". Hybrid classification using committees of classifiers is now one of the most promising trends in machine learning [8, 9, 10, 11, 12] . It allows for more accurate classification analysis especially of data sets for which there are no precise classification rules. It also increases classification efficiency of diverse data, which may require testing of multiple methods before selecting one of them. The most popular methods of hybrid classification are committees of homogeneous classifiers, which include aggregation technique models -voting and bagging, boosting [13, 14, 15] , as well as random forests [16] . The idea of bagging is to create an ensemble classifiers based on bootstrap replicates of the training set. The classifier outputs are combined by the plurality vote [14] . The main idea of boosting algorithms is to combine multiple classification algorithms (weak learners) into one strong composite classifier. One of the most popular ensemble algorithm that improves the simple boosting algorithm by an iterative process is AdaBoost (Adaptive Boosting). It was first introduced in [15] . It is worth mentioning that he basic AdaBoost algorithm deals with binary classification. To handle multiple classes, AdaBoost should be extended by reducing multiclass classification to multiple two-class problems [17] . One of the most important problem to solve in hybrid classification is to develop efficient combination rules for set of classifiers. In practice majority voting schemes are implemented in different versions [8, 10] :  unanimity, where the answer requires that all classifiers agree,  simple majority, where the answer is given by greater than half majority of classifiers,  plurality voting, taking the answer with the highest number of votes. In literature the term majority voting usually refers to the last version -plurality votes. This research concerned a comparative analysis of single and multiple techniques for classification of medical data sets derived from a variety of diagnostic tests. Experimental studies were conducted on real data. In order to assess the performance of classification methods, following comparison criteria have been used:  accuracy,  sensitivity,  specificity,  precision, and  root mean square error.
Experimental Analysis and Results
The main objective of the experiments was to examine the accuracy of different hybrid classifiers in comparison to the results derived from application of single classification algorithms as applied to data derived from medical diagnostic devices. Three different datasets were used in the experimental analysis. They were obtained from the research servers providing their resources for scientific purposes. The following data sets studies were analyzed:  cardiac arrhythmia (452 cases, 279 attributes, multiclass with 16 classes),  cardiac SPECT images data (267 cases, 22 attributes, binary classification),  mammography (961 cases, 6 attributes, binary classification). The experiments conducted in this research used the WEKA (Waikato Environment for Knowledge Analysis) data mining tool [18] . The data sets were tested using a crossvalidation technique by randomly choosing 10 disjoint 10% of the original data set sized samples and running the classification to each of the 10 samples using the remaining 90% of the original data set as training set and the sample itself as testing set. The results correspond to the average of each 10 classification runs. In the first step of the experiments, single classification algorithms were applied:  IBk (k=5),  J48,  NaiveBayes,  RandomTree, and  SMO. The results of single classification process are summarized in Table 1 . In the case of classification conducted by single classifiers, none of them significantly outperformed other classifiers in terms of classification accuracy for different datasets. That confirms the theorem which lies behind hybrid classification and says that there is no single pattern recognition algorithm, and can be appropriate for all the classification tasks we deal with -Wolpert's theorem [19] . The best results attained over 80% for binary mammography dataset. There is no denying that the multiclass classification of arrhythmia provided the worst results, achieving up to 70% for SMO classifier (average accuracy for arrhythmia equaled 61.46%). The average accuracy of single classification approach attained 70.78%. Next step of the experiments concerned performing classification using hybrid classifiers.. Different combinations were applied:  bagging with IBk, Naive Bayes, J48 and SMO as base classifiers,  random forest as a variant of bagging with a decision tree as a base classifier,  boosting with IBk, Naive Bayes, J48 and SMO as base classifiers, and  voting by all single classifiers using majority as a combination rule. The results of classifications using different methods are presented in Table 2 . (bagging) and Table 3 . (boosting and majority voting). The visualization of accuracies for all single classifications, bagging, boosting and majority voting is shown in Fig. 1 . One can see, that in most cases hybrid classifications improved the corresponding single classifiers in terms of classification accuracy, as well as precision, sensitivity and root mean square error. To sum up classification results, in Table 4 . there are best results attained for single and hybrid classification approaches in terms of all considered criteria. In all cases hybrid classifiers appeared to give higher accuracy than the best single classifier. However the accuracy for arrhythmia classification equaled 72.6% which is still not enough to be considered in medical diagnostics systems. The rest of results exceeded the threshold of 80% for accuracy and might be considered for further stages of computer aided diagnostic process. 
Conclusions
Experimental studies confirmed the efficacy of the hybrid classification for medical data sets derived from medical diagnostic equipment. It was successfully proved that the hybrid classifiers outperform single classification methods regardless of the input dataset used for the purpose of training the model. One of the elements that is considered as the part of the whole process of data classification is appropriate feature selection method. The selection of the best discriminative features plays an important role when constructing classifiers [20] . Feature selection is usually done as a preprocessing step to improve system performance by selecting optimal features from entire datasets. However such an approach might be not suitable for hybrid classification as feature selection method should be considered in conjunction with one of the classifiers [21] . Therefore a well-suited feature selection methods will be the aim of our future works. Moreover our further work will be also associated with the use of other algorithms and strategies of classifier selection. In addition, it is planned to implement fuzzy classification, which may be applicable to medical data sets [22, 23, 24] .
