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Abstract
Methods are presented for least squares data smoothing by using the signs of divided di%erences of the
smoothed values. Professor M.J.D. Powell initiated the subject in the early 1980s and since then, theory,
algorithms and FORTRAN software make it applicable to several disciplines in various ways.
Let us consider n data measurements of a univariate function which have been altered by random errors.
Then it is usual for the divided di%erences of the measurements to show sign alterations, which are probably
due to data errors. We make the least sum of squares change to the measurements, by requiring the sequence
of divided di%erences of order m to have at most q sign changes for some prescribed integer q. The posi-
tions of the sign changes are integer variables of the optimization calculation, which implies a combinatorial
problem whose solution can require about O(nq) quadratic programming calculations in n variables and n−m
constraints.
Suitable methods have been developed for the following cases. It has been found that a dynamic pro-
gramming procedure can calculate the global minimum for the important cases of piecewise monotonicity
m= 1; q¿ 1 and piecewise convexity=concavity m= 2; q¿ 1 of the smoothed values. The complexity of the
procedure in the case of m = 1 is O(n2 + qn log2 n) computer operations, while it is reduced to only O(n)
when q = 0 (monotonicity) and q = 1 (increasing=decreasing monotonicity). The case m = 2; q¿ 1 requires
O(qn2) computer operations and n2 quadratic programming calculations, which is reduced to one and n − 2
quadratic programming calculations when m=2; q=0, i.e. convexity, and m=2; q=1, i.e. convexity=concavity,
respectively.
Unfortunately, the technique that receives this e>ciency cannot generalize for the highly nonlinear case
m¿ 3; q¿ 2. However, the case m¿ 3; q = 0 is solved by a special strictly convex quadratic programming
calculation, and the case m¿ 3; q = 1 can be solved by at most 2(n − m) applications of the previous
algorithm. Also, as m gets larger, large sets of active constraints usually occur at the optimal approxi-
mation, which makes the calculation for higher values of q less expensive than what it seems to. Fur-
ther, attention is given to the sensitivity of the solution with respect to changes in the constraints and the
data.
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The smoothing technique is an active research topic and there seems to be room for further developments.
One strong reason for studying methods that make use of divided di%erences for data smoothing is that, whereas
only the data are provided, the achieved accuracy goes much beyond the accuracy of the data at an order
determined automatically by the chosen divided di%erences. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
We present the purpose, main ideas and computational results of some e%ective methods for least
squares data smoothing subject to restrictions on the signs of divided di%erences of the smoothed
values. M.J.D. Powell initiated the subject in the early 1980s and since then, theory, algorithms and
FORTRAN software make it applicable to several disciplines in various ways.
A smooth function f(x) is measured at the abscissae x1 ¡x2 ¡ · · ·¡xn and the measurements
(data) {’i ∼= f(xi): i = 1; 2; : : : ; n} contain random errors. We consider the problem of calculating
numbers {yi: i = 1; 2; : : : ; n} from the data that are smooth and that should be closer than the
data to the true function values. The problem may also be viewed as a representation of functions
that are known only by their measurements at a (nite number of abscissae. The approximation
task can be done mainly in two ways. Either by assuming that the underlying function depends
on some parameters, as for example in spline (tting [2,19], or by analyzing unknown functional
relationships, as for example in nonparametric regression [25]. Thus the observational error is reduced
and important features of the underlying function are revealed. Often, these features are identi(ed
as monotonicity and convexity, and more generally piecewise monotonicity and piecewise convexity
have for long been the most recognizable properties of a real function. Usually these properties are
lost due to errors in the measuring process.
In this paper we avoid the assumption that f(x) has a certain form that depends on a few
parameters and take the view of Demetriou and Powell [16] that some useful smoothing should be
possible if the data fail to possess a property that is usually obtained by the underlying function. An
excellent way for determining whether the measurements are smooth is to form a table of divided
di%erences and to seek sign irregularities in higher order di%erences. The ith divided di%erence of
order m is denoted by ’[xi; xi+1; : : : ; xi+m] and is de(ned to be the coe>cient of xm in the polynomial
of degree at most m that interpolates the values {’j ≡ ’(xj): j= i; i+1; : : : ; i+m}. Thus it has the
value [35]
’[xi; xi+1; : : : ; xi+m] =
i+m∑
j=i
’j∏i+m
k=i
k =j
(xj − xk)
: (1.1)
For a given positive integer m much smaller than n, an isolated error tends to cause m sign changes
in the divided di%erences of order m. Although the error propagation in a di%erence table is not too
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rapid, it is actually su>cient to change completely the values of this table because the higher di-
vided di%erences follow two opposing trends. The di%erences of the true function values are rapidly
decreasing while the di%erences of the errors are rapidly increasing [29]. It follows that many sign
changes in the sequence {’[xi; xi+1; : : : ; xi+m]: i = 1; 2; : : : ; n − m} are possible when the measure-
ments are not smooth. If, instead, the measurements are exact values of a m-times di%erentiable
function f(x), then ’[xi; xi+1; : : : ; xi+m] =f(m)()=m!, for some ∈ [xi; xi+m], and the number of sign
changes in the sequence of mth divided di%erences is at most equal to the number of sign changes
in f(m)(x). Therefore M.J.D. Powell suggested making least changes to the data by imposing a
limit on the number of sign changes in the sequence of the divided di%erences of a suitable or-
der, cf. [7,4]. Speci(cally, if m is the order, we require that the sequence of divided di%erences
{y[xi; xi+1; : : : ; xi+m]: i=1; 2; : : : ; n−m} changes sign at most q times for some prescribed integer q.
Within this paper we suppose that the (rst di%erence y[x1; x2; : : : ; x1+m] is always nonnegative, and
we regard the data {’i: i = 1; 2; : : : ; n} and the smoothed values {yi: i = 1; 2; : : : ; n} as components
of the n-vectors ’ and y, respectively.
Therefore the constraints on y are that there exist integers { ji: i = 1; 2; : : : ; q} satisfying the
conditions
m6 j16 j26 · · ·6 jq6 n (1.2)
such that the inequalities
y[xi; xi+1; : : : ; xi+m]¿ 0; i = 1; 2; : : : ; j1 − m;
y[xi; xi+1; : : : ; xi+m]6 0; i = j1 − m+ 1; j1 − m+ 2; : : : ; j2 − m;
: : :
(−1)qy[xi; xi+1; : : : :; xi+m]¿ 0; i = jq − m+ 1; jq − m+ 2; : : : ; n− m (1.3)
hold, where we omit any line whose right-hand limit on i is less that the left-hand limit. In this
case y is called feasible. For a data n-vector ’ and a given integer q, our problem is to calculate a
feasible n-vector y that minimizes the objective function
(y) =
n∑
i=1
(yi − ’i)2: (1.4)
We call this y best or optimal approximation to ’. The existence of an optimal approximation to
’ is established as a consequence of Weierstrass’ theorem.
Theorem 1.1 (Existence). Let D be the set of n-vectors that satisfy the constraints (1.3) and the
conditions (1.2). If ’ is a n-vector; then there is an optimal approximation from D to ’.
Proof. Since (1.4) is continuous and tends to in(nity as ‖y‖2 →∞; the set V={y: ‖y−’‖26 ‖’‖2}
is closed and bounded; also; 0∈V . Let S be the set D for (xed integers ji; i=1; 2; : : : ; q; that satisfy
(1.2). Thus; S is a nonempty; linear and closed set. It follows that the set V ∩S is nonempty; closed
and bounded. Hence and from the continuity of (1.4) for y∈V ∩S; there exist a (nite value v and a
vector y ∗ ∈V∩S such that ‖y ∗−’‖2=v=miny∈V∩S ‖y−’‖2. As inf y∈S ‖y−’‖2=miny∈V∩S ‖y−’‖2;
it follows that ‖y ∗−’‖2 =v=inf y∈S ‖y−’‖2. Thus y ∗ is a minimum of (1.4) on S. Since there is
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only a (nite number of combinations of sets of integers { ji: i=1; 2; : : : ; q}; we deduce the existence
of an optimal approximation from D to ’.
If { ji: i=1; 2; : : : ; q} are known then all the constraints (1.3) are linear and the calculation reduces
to a quadratic programming one. However, it is important to note that the integers { ji: i=1; 2; : : : ; q}
are variables in the optimization calculation whose values are calculated automatically to minimize
(1.4). This gives a combinatorial problem that would require O(nq) quadratic programming calcula-
tions in n variables, if one tried to (nd an optimal combination of integers by an exhaustive search.
Of course it is not practicable to form all combinations of values of integers { ji: i = 1; 2; : : : ; q}.
Also, it seems quite di>cult, if not impossible, to develop e>cient optimization algorithms because
local minima can occur that are not global, so a general optimization algorithm can stop at a local
minimum that need not be a global one.
Depending on the choice of the objective function, the order of the divided di%erences, and the
number of sign changes, several particular problems emerge from Powell’s idea that we would better
solve by special techniques instead of relying upon general optimization calculations. In Section 2
we allow no sign changes in the divided di%erences and we present the monotonic problem (m=1),
the convex problem (m = 2) and the general m-convex problem (m¿ 3). Section 3 shows how to
override the combinatorial nature of the problem when any number of sign changes is required in
the (rst (m= 1) and second (m= 2) order divided di%erences. Quite e>cient algorithms have been
developed for the cases m=1 (piecewise monotonicity) and m=2 (piecewise convexity=concavity),
due to a decomposition property of the optimal approximation into separate optimal sections that
do not interact with each other. These remarkable properties allow a reformulation of the opti-
mization calculation to an equivalent one that is amenable to dynamic programming. Unfortunately,
the decomposition property no longer holds when m¿ 3 and q is arbitrary. In this case, however,
an expedient quadratic programming algorithm can be developed for small values of q. Section 4
associates smoothing by divided di%erences with piecewise polynomial approximation. Section 5
performs a sensitivity analysis of the m-convex approximation. Section 6 presents a discussion and
a brief overview of the smoothing approach. For some proofs the reader is advised to consult the
references, but the results of Sections 2.4, 3.3, 4 and 5 are presented here for the (rst time. Areas
of applications of the methods are stated within the particular sections. In order to visualize the
smoothing output and demonstrate the performance of the developed algorithms we include some
pictures and numerical results.
2. No sign changes in the divided dierences
When q= 0 and m is any positive integer, then the constraints take the form
y[xi; xi+1; : : : ; xi+m]¿ 0; i = 1; 2; : : : ; n− m: (2.1)
In order to simplify our notation, we denote the constraint normals with respect to y by {a i: i =
1; 2; : : : ; n − m} and we set y[xi; xi+1; : : : ; xi+m] = y Ta i, for i = 1; 2; : : : ; n − m. It is important to
note that the constraints on y are linear and have linearly independent normals. Further, since
the second derivative matrix of (1.4) with respect to y is twice the unit matrix, the problem of
minimizing (1.4) subject to (2.1) is a strictly convex quadratic programming problem that has a
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unique solution. Several general algorithms are available, but we explain the ideas and discuss
some e>cient algorithms that rely upon the value of m and take account of the fact that each of
the constraint functions {y[xi; xi+1; : : : ; xi+m]: i = 1; 2; : : : ; n − m} depends on only m + 1 adjacent
components of y. It should be mentioned that the algorithms are also suitable when it would be
better to employ nonpositive instead of nonnegative divided di%erences.
All the algorithms we present are active set methods, either feasible point or dual, see, for example
[21]. That is, they generate a sequence of sets {Ak : k = 1; 2; : : :}, where Ak is a subset of the
constraint indices {1; 2; : : : ; n− m} with the property
y Ta i = 0; i∈Ak : (2.2)
We call Ak an active set and for each k, we denote by y (k) the vector that minimizes (1.4) subject
to Eqs. (2.2). Since the constraint normals are linearly independent, unique Lagrange multipliers
{(k)i : i∈Ak} are de(ned by the (rst order optimality condition
2(y (k) − ’) =
∑
i∈Ak
(k)i a i: (2.3)
By strict complementarity, (k)i = 0; i ∈ Ak , holds. The feasible point methods choose the active
sets so that each y (k) satis(es constraints (2.1). The dual methods choose the active sets so that
each (k) satis(es the conditions
(k)i ¿ 0; i∈Ak : (2.4)
If Ak is not the (nal set of the active set sequence, then the quadratic programming algorithm
makes adjustments to Ak until the solution is reached. A vector y ∗ is the solution if and only if
together with the associated vector of Lagrange multipliers, ∗ say, satisfy the Karush–Kuhn–Tucker
conditions [34], namely, constraints (2.1), the nonnegativity conditions
∗i ¿ 0; i = 1; 2; : : : ; n− m; (2.5)
and (2.3) after we replace Ak by the optimal active set A∗; y (k) by y ∗ and (k) by ∗.
The notation and terminology of this section will be used throughout the paper. The following
three subsections consider some special methods for the cases m = 1; 2 and ¿ 3, which are by far
more suitable to our problems than general quadratic programming algorithms. These methods are
also important to subsequent work where we allow several sign changes in the divided di%erences.
2.1. Monotonic values
When no sign changes are allowed in the (rst divided di%erences then the optimization calculation
seeks a n-vector y that is the solution of the problem that minimizes (1.4) subject to the monotonicity
constraints
y16y26 · · ·6yn: (2.6)
This problem (also called isotonic regression) was published by van Eeden [20]. Since then, there
have been more than 1500 papers, see [1,40] published on Statistics, Operation Research,
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Management Science, Psychology, Biology, etc. They are applications mainly or they examine sta-
tistical properties of the smoothed values.
The best monotonic approximation to ’ can be derived by successive local improvements of any
approximation to ’ that satis(es only a subset of the constraints (2.6), as it is stated in the following
theorem, which was kindly suggested to the author by M.J.D. Powell, see [7]:
Theorem 2.1. If I˜ and Iˆ are any two sets of integers such that I˜ ⊂ Iˆ ⊂ {1; 2; : : : ; n − 1}; if y˜ is
the value of y that minimizes (1.4) subject to the constraints {yi6yi+1: i∈ I˜} and yˆ is the value
of y that minimizes (1.4) subject to the constraints {yi6yi+1: i∈ Iˆ}; then yˆ is also the value of
y that minimizes ‖y˜ − y‖2 subject to {yi6yi+1: i∈ Iˆ}.
Proof. Let y˜ ∗ be the vector that minimizes ‖y˜ − y‖2 subject to {yi6yi+1: i∈ Iˆ}. We shall show
that y˜ ∗ = yˆ. Since ‖y˜ − yˆ‖22¿ ‖y˜ − y˜ ∗‖22; ‖’ − yˆ‖22 = ‖’ − y˜‖22 + ‖y˜ − yˆ‖22 + 2(’ − y˜)T(y˜ − yˆ)
and ‖’− y˜‖22 = ‖’− y˜ ∗‖22 − ‖y˜ − y˜ ∗‖22 + 2(y˜ − y˜ ∗)T(y˜ − ’); we obtain
‖’− yˆ‖22¿ ‖’− y˜ ∗‖22 + 2(yˆ − y˜ ∗)T(y˜ − ’): (2.7)
Now y˜ ∗ satis(es all the equality constraints of y˜. Indeed; if y˜∗i ¡ y˜
∗
i+1; but y˜ i = y˜ i+1 then we
can increase y˜∗i so little as feasibility of y˜
∗ is retained; but ‖y˜ − y˜ ∗‖2 is reduced; which is a
contradiction. Hence and due to the de(nition of y˜; we deduce the orthogonality conditions; see [35;
p. 125]
y˜ ∗T(y˜ − ’) = 0 (2.8)
and
y˜ T(y˜ − ’) = 0: (2.9)
Since yˆ and y˜ satisfy the inequalities yi6yi+1; i∈ I˜ ; then y˜+(yˆ− y˜); ∈ [0; 1]; satis(es the same
inequalities as well. Thus ‖’− y˜‖226 ‖’− y˜− (yˆ− y˜)‖22; which implies (yˆ− y˜)T(’− y˜)6 0 and
which; in view of (2.9); gives the inequality
yˆT(y˜ − ’)¿ 0: (2.10)
We combine (2.7); (2.8) and (2.10); and we obtain ‖’−yˆ‖2¿ ‖’−y˜ ∗‖2 which due to the optimality
and the uniqueness of yˆ; and due to the de(nition of y˜ ∗; implies that y˜ ∗ = yˆ. The proof of the
theorem is complete.
Suitable algorithms for the monotonic problem may be found in [27,6,16] and elsewhere within the
given bibliography. All these algorithms generate a sequence of estimates of the solution by relaxing
some of the constraints (2.6), and making use of Theorem 2.1, so that all constraints satis(ed in
equational form at an estimate are also satis(ed in equational form in the solution. An immediate
consequence of this property is the computation of the best monotonic increasing approximation in
only O(n) computer operations.
The CPU times required by the Demetriou [11] software for monotonic approximation calculations
to 5000 and 10000 data points derived by adding uniformly distributed random numbers from ±0:1
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Fig. 1. Best least squares monotonic increasing approximation to 100 data generated by ’i = exi + i, where xi are equally
spaced abscissae in [0; 1] and i are uniformly distributed numbers in [ − 0:5; 0:5]. The data are denoted by (+) and
the approximation by (◦). The piecewise linear interpolant to the smoothed values illustrates the (t. Note that the best
monotonic approximation is piecewise constant.
to measurements of f(x)= ex; x∈ [0; 1], at equally spaced abscissae, on a Pentium II 90 MHz com-
puter, are 0.05 and 0:1 s, respectively. Fig. 1 illustrates the best least squares monotonic increasing
approximation to certain data values. Clearly, the components of this approximation are piecewise
constant. We shall see in the following sections that smoother values may be obtained by using
higher order di%erences in the constraints.
2.2. Convex values
We consider the problem of calculating the n-vector that minimizes (1.4) subject to the convexity
constraints
y[xi−1; xi; xi+1]¿ 0; i = 2; 3; : : : ; n− 1: (2.11)
The problem was published by Hildreth [26] with an application in agricultural economics, but
the problem of convexity runs deeply in economic theory [41]. For example, downward slopes of
certain demand and production relations, or otherwise the negative of conditions (2.11) are often
assumed in economics (concavity constraints). Generally, if samples of data have lost the convexity
property due to errors in the measuring process, conditions (2.11) may be imposed for reestablishing
it. Similar situations are familiar in (elds, like decision-making [32], behavioral sciences [43] and
elsewhere. The smoothing process is further attractive, because in association with the nonnegative
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second divided di%erences, the piecewise linear interpolant to the smoothed values has a nonnegative
second derivative almost everywhere.
The convex approximation problem is a strictly convex quadratic program, where each constraint
function depends on only three adjacent components of y. Demetriou and Powell [17] have developed
a special primal–dual method that is much faster than a general quadratic programming algorithm
(cf. [22]). This method begins by calculating an initial approximation to the optimal approximation,
y ∗ say, in only O(n) computer operations. Then it continues by deleting constraints if necessary
from the active set associated with the O(n) approximation until all the remaining active constraints
have nonnegative Lagrange multipliers. The main procedure adds to the active set the most violated
constraint and deletes constraints with negative multipliers alternately, until the Karush–Kuhn–Tucker
conditions are satis(ed. Demetriou [10] presents an alternative approach that adds simultaneously
several violated constraints to the active set.
Related to each active set Ak , this process requires the calculation of y (k) that minimizes (1.4)
subject to the equality constraints
y[xi−1; xi; xi+1] = 0; i∈Ak
and the associated Lagrange multipliers (k) from vector equation (2.3). Due to the consistency
of (2.3) the Lagrange multipliers are uniquely determined as follows. For each integer i in Ak
we pick the ith row of (2.3) multiplied by (xi−1 − xi+1), which gives a tridiagonal, symmetric and
positive de(nite system of equations. Therefore (k) may be derived e>ciently and stably by Cholesky
factorization in only O(|Ak |) computer operations, where |Ak | is the number of elements of Ak . The
calculation of y (k) is reduced to an equivalent unconstrained one with fewer variables by a B-spline
representation. Let s(x); x16 x6 xn, be the piecewise linear interpolant to {(xi; y(k)i ): i=1; 2; : : : ; n}.
Then s(x) is a linear spline whose knots are all in the set {xi: i∈{1; 2; : : : ; n}\Ak}. Indeed, if i∈Ak
then y(k)[xi−1; xi; xi+1]= 0, which implies collinearity of (xi−1; y
(k)
i−1); (xi; y
(k)
i ) and (xi+1; y
(k)
i+1), but if
y(k)[xi−1; xi; xi+1] =0 then i is the index of a knot in s(x). Thus the knots of s(x) are determined
from the data points due to the active set. So let j = n− 1− |Ak |, let {p: p = 1; 2; : : : ; j − 1} be
the knots of s(x) in ascending order, let also 0 = x1 and j = xn, and let {Bp: p= 0; 1; : : : ; j} be a
basis of normalized B-splines de(ned on {xi: i=1; 2; : : : ; n} and satisfying the equations Bp(p) = 1
and Bp(q) = 0; p = q, see, for example, [42]. Then s(x) may be written in the form
s(x) =
j∑
p=0
pBp(x); x16 x6 xn;
and the coe>cients {p : p=0; 1; : : : ; j} may be calculated by solving the normal equations associated
with the minimization of
∑n
i=1 [s(xi) − ’i]2. We remark that the hat function Bp(x) overlaps only
with its closest neighbors Bp−1(x) and Bp+1(x), and the normal equations matrix is tridiagonal and
positive de(nite. Thus, Cholesky factorization may be applied to give {p = s(p): p= 0; 1; : : : ; j},
while the intermediate components of y (k) are found by linear interpolation to these values.
Based on the B-spline representation Demetriou and Powell have implemented the starting approx-
imation for the quadratic programming calculation in only O(n) computer operations. They consider
the constraints (2.11) in sequence, so that a subset of the constraints that are likely to be satis(ed
as equations by y ∗ are assembled. For each constraint, three coe>cients of the linear spline can
be calculated in only O(1) operations by beginning a back-substitution procedure whose triangular
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Table 1
Number of active set changes and CPU times in seconds for the best least squares convex approximation to n values of
f(x)= x4− (3=4)x3 + 3x2− (5=2)x, at equally spaced abscissae in [− 1; 1], contaminated by uniformly distributed random
numbers in ±250=n2
Quadratic programming active set changes CPU time
(s)
n Starting point Additions Deletions
20 13 1 0 0.01
100 74 5 0 0.20
500 378 20 0 3.48
1000 751 48 6 16.66
2000 1505 94 10 66.16
The calculations have been carried out in double precision arithmetic on a T800 Inmos transputer by the Fortran package
L2CXFT [9].
matrix is a Cholesky factor of the mentioned tridiagonal system. The starting approximation is ex-
cellent: either it identi(es the optimal active set or a large subset of this set. In the latter case the
quadratic programming part of the method completes the calculation of the optimum.
Table 1 presents the number of active constraints at the starting point, the number of constraint
additions and deletions, and the CPU times required for obtaining the best convex approximation to
some data sets. The table shows that most of the optimal active set is identi(ed at the beginning of
the calculation, while the remaining computation is spent in few constraint additions. Fig. 2 illustrates
the best least squares convex approximation to certain data values.
2.3. m-convex values
We consider the problem of minimizing (1.4) subject to constraints (2.1), where m is any (xed
positive integer. Unlike the cases m = 1 and 2, the smoothed values when m¿ 3 need not be
interpolated by a function whose mth derivative is nonnegative [6]. Throughout the paper, we call
m-convex the vector y whose components satisfy constraints (2.1). There exist two special quadratic
programming methods for calculating the best m-convex approximation y ∗ to ’; a feasible point
method by Cullinan [5] and a dual method by Demetriou and Lipitakis [14].
Cullinan’s method starts the calculation from the best least squares polynomial approximation of
degree m − 1, which satis(es all the constraints (2.1) as equations, and proceeds iteratively for
(nding y ∗. It treats the problem of calculating y (k) as a special case of the general minimization
of ‖My − ’‖22 subject to the linear constraints (2.2) (cf. [30]). Initially, M is set to the identity
matrix and then, in view of the equality constraints, is transformed into an upper triangular matrix
that has the band structure of the constraint normals. Thus y (k) is calculated in O(|Ak |2n) computer
operations, while the associated Lagrange multipliers are calculated in O(mn) computer operations
by making use of the full constraint set normals in (2.3). Having provided an a>rmative answer
to a question in Cullinan’s work about the nonsingularity of certain submatrices of the Lagrange
coe>cient matrix, the latter O(mn) work would have been reduced to only O(m2|Ak |). Demetriou
and Lipitakis [15] have solved the case where the abscissae are equally spaced.
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Fig. 2. Best least squares convex approximation to 100 data generated by ’i = −x2i + i, where xi are equally spaced
abscissae in [ − 1; 1] and i are uniformly distributed numbers in [ − 0:5; 0:5]. The data are denoted by (+) and the
piecewise linear interpolant to the smoothed values illustrates the (t. Note the piecewise linearity of the best convex
approximation.
Demetriou and Lipitakis [14] approach for the m-convex approximation problem departs from
computational issues. If the spacing (xj+1−xj) of the abscissae is small and n is large, even when m
is around 6 or 7, the coe>cients of the divided di%erence (1.1) become large and serious cancellation
errors can occur when calculating the divided di%erences. Therefore they provide theoretical support
to the development of reliable software. They replace the problem by the minimization of the dual
function
L() =
∣∣∣∣∣
∣∣∣∣∣12
n−m∑
i=1
ia i + ’
∣∣∣∣∣
∣∣∣∣∣
2
2
; ∈Rn−m; (2.12)
subject to the nonnegativity constraints i¿ 0; i=1; 2; : : : ; n−m. Function (2.12) depends upon the
structure of the divided di%erences and the constraints are simple inequalities. Duality reduces the
possibility for degeneracy in the implementation of Demetriou and Lipitakis, because it allows more
control to which constraints to add to the active set. Moreover, it ensures certain computational
e>ciencies in the updating procedures.
Demetriou and Lipitakis’ method starts the calculation from the unconstrained minimum of (1.4),
so the active set initially is blank and y = ’. Then it considers the constraints (2.1) in sequence
and assembles an active set of the indices of the constraints, which are found infeasible as they are
inserted into the process. Now the residual vector in the dual of the minimization of (1.4) subject
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to (2.2) after we replace Ak by A, is
y = ’+
1
2
∑
i∈A
ia i: (2.13)
At the ith insertion of a constraint into the calculation the sign of y[xi; xi+1; : : : ; xi+m] is examined
rather than each component of y is calculated. As a consequence of (2.13), the calculation of
y[xi; xi+1; : : : ; xi+m] is achieved in at most O(m2) operations any time a new constraint index is
added to A. Thus, a starting vector for the quadratic programming part of the method is derived in
only O(m2(n−m)) computer operations while the calculation of the Lagrange multipliers is avoided.
In practice, this vector comes either close to, or at the optimum itself. Then a quadratic programming
algorithm completes the calculation of the optimum by employing a suitable dual active set strategy
that has the general properties stated in Section 2 and that is enhanced by techniques that take into
account the features of the problem.
2.4. Numerical results for the best m-convex approximation
Demetriou [13] has implemented the method of Demetriou and Lipitakis [14] for the best m-convex
approximation in FORTRAN 77. In this section we present some numerical experiments, which show
the smoothing performance of this method and the e>ciency of the underlying algorithm. The data
sets used are values of f(x)=x3(x−1)3, which has also been used by Rice [36]. This function has a
minimum at 0.5, inHection points at 0, 1 and 1=2±√5=10 and positive sixth derivative. The data errors
simulated by adding to f(xi) a number from the uniform distribution over [−r; r] for 200 equidistant
values xi in [0; 1]. The choices r=0:0005; 0:005 have provided a variety of data sets and substantial
di%erences in the active set changes. We have measured and tabulated the following parameters:
S’f=[
∑n
i=1(’i−f(xi))2]1=2, the distance between the data and the function values (cf. indices ’ and
f, respectively); similarly, Sy’ and Syf; R=100× (S’f−Syf)=S’f, the percentage rate of data error
reduction by the best approximation; PRel Error=100×max16i6n |’i−yi|=(max16i6n ’i−min16i6n ’i),
the percent relative error to the scale of values taken on by the data; the number of active set
changes (additions and deletions) required for deriving the best approximation; |A∗|, the number
of constraints at the optimal active set; RKKT = max16i6n |yi − ’i − 12
∑
k∈A∗ 
∗
k aik |, the maximum
component of the residuals of the Karush–Kuhn–Tucker (abr. KKT) conditions, where aik is the ith
component of the kth constraint normal. Note that RKKT is zero in exact arithmetic, while Tables 2
and 3 present the quantity −logRKKT rather than RKKT that shows the number of decimal places
to which RKKT is zero. Finally, the CPU time in seconds for deriving the best approximation is
presented.
Parameters S’f; Syf and R require the a priori knowledge of the underlying function. Although
they can be used only for testing purposes, they are useful because they show whether the (t is
more accurate than the data. Parameters Sy’ and PRel Error are the actual smoothing quality indicators
that the user has available at the end of the computation. Parameter RKKT provides a measure of the
accuracy of the computer program, while the rest of the parameters are self-explanatory.
We let r = 0:0005, so the data are only slightly perturbed by the errors, and Table 2 shows the
values of the smoothing performance parameters for best approximations with m ranging from 3 to
8. In all the cases most of the constraints are active at the (nal active set and the residuals in the
Karush–Kuhn–Tucker conditions are close to the machine accuracy limit. The active set changes
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Table 2
Parameters of smoothing performance and algorithm e>ciency for best least squares m-convex approximation to data
derived by adding to n= 200 values of f(x) = x3(x − 1)3 uniformly distributed random numbers from r =±0:0005
r = 0:0005 n= 200
m S’f = 0:00 R PRel Error Active set |A∗| −log10(RKKT) CPU time
changes (s)
Sy’ Syf
3 0.20 0.20 0.00 32.63 116 194 13.2 1.9
4 0.30 0.30 0.00 30.65 74 196 11.6 1.3
5 0.10 0.00 3.26 7.11 87 192 11.6 1.8
6 0.00 0.00 75.63 3.45 307 189 12.3 9.5
7 0.00 0.00 64.04 4.10 292 177 13.1 10.3
8 0.00 0.00 76.30 3.44 157 190 8.5 4.9
The data points xi are equally spaced in [0; 1]. The (gures are presented with at most two decimal digits of accuracy.
The calculations have been carried out in double precision arithmetic (only (rst 15 decimal digits are signi(cant) on a
PC with an Intel 90 MHz processor with the computer program of Demetriou [13].
Table 3
As in Table 2, but r = 0:005
r = 0:005 n= 200
m S’f = 0:4 R PRel Error Active set |A∗| −log10(RKKT) CPU time
changes (s)
Sy’ Syf
3 0.4 0.3 34.25 29.54 79 195 13.2 1.1
4 0.5 0.3 25.58 36.10 74 196 11.5 1.3
5 0.4 0.1 72.77 22.70 245 192 11.3 4.7
6 0.4 0.1 76.59 22.38 99 191 11.0 2.4
7 0.4 0.1 70.33 22.46 1138 185 10.7 44.4
8 0.4 0.1 76.30 22.51 91 190 7.6 2.9
needed for termination ranged from n=3 to 3n=2. However, smoothing for m=3; 4; 5 is ine>cient, as
it is indicated by the violation of the inequalities Syf6 Sy’6 S’f, the low values of R and the large
values of PRel Error. Furthermore, in view of the very good accuracy of the Karush–Kuhn–Tucker
residuals (RKKT), we conclude that the choices m = 3; 4; 5 have provided underestimated smoothed
values (cf. Fig. 3). The best (t is derived when m=6 or m=8, as it is indicated by the large values
of R, the small values of PRel Error and the good values of −log10(RKKT).
The next run had r = 0:005 and the results are presented in Table 3. Now the data are very
corrupted by the errors. The active set changes needed for termination ranged from n=3 to n, except
that the case m=7 terminated after many active set changes. The smoothing performance is almost
equally good for all values of m¿ 5, but R receives its best values when m= 6 or 8. The choices
m= 3; 4 have provided underestimated (ts to the data.
In all these runs the active sets remained large throughout the computation, while it was usual
for the number of active set changes to remain smaller than n − m. The smoothing e%ectiveness
of the method for a suitable m, as shown by the values of R, ranged between 70% and 76%,
while the method, for the particular data, is more e%ective when m = 6; 8. The optimal choice of
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Fig. 3. Best least squares approximation with nonnegative divided di%erences of order m=3 (3-convex) to data generated
by ’i = x3i (xi − 1)3 + i, where xi are equally spaced abscissae in [0; 1] and i are uniformly distributed numbers in
[ − 0:001; 0:001]. The data are denoted by (+), the smoothed values by (•) and the error curve by the continuous line.
Obviously, the choice m = 3 produced an underestimated (t, which is also exhibited by the considerable amount of
systematic error present (error curve).
m is an unanswered question. If certain analyticity is attributed to the underlying function, it seems
reasonable to increase m. For m greater than 2, the set of m-convex vectors is strictly larger than
the set of points that can be interpolated by a function which has a nonnegative mth derivative,
which partly explains the Hexibility of the divided di%erences approach in data smoothing. However,
cancellation errors may occur when calculating higher order divided di%erences, which is usually
indicated by the appearance of large Karush–Kuhn–Tucker residuals.
Figs. 3 and 4 illustrate the best least squares m-convex approximation to the same data for m=3
and 6, respectively. Fig. 9 presents also the 4-convex approximation to certain data.
3. When sign changes are allowed in the divided dierences
In the following three subsections we allow sign changes in the divided di%erences and present
three important approximation problems: the piecewise monotonic (m = 1; q¿ 0), the piecewise
convex–concave (m = 2; q¿ 0) and the general case (m¿ 2; q¿ 0) problem. We outline some
highly e>cient algorithms for the (rst two problems and discuss some di>culties that arise from
the third one that is still under investigation.
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Fig. 4. As in Fig. 3, but m= 6.
The problems of estimating turning and inHection points when a function is known only by its mea-
surements on a (nite mesh of points and the measurements include uncorrelated errors have already
found important applications in biology, econometrics, statistics, engineering, behavioral sciences,
image and signal processing, etc. The work of Cuevas and Gonzalez-Manteiga [3], HUardle [25],
Li et al. [31], Mammen [33], Kushner [28], Winterfeldt and Edwards [43], Gonzales and Wintz
[24] include methods and applications, and more references to the mentioned subjects. Also, the
end-users are assisted by certain computer packages in order to automate their analyses. Nonetheless
the techniques that are used are either of local character or suboptimal. The piecewise monotonic and
the piecewise convex–concave approximation problems, as de(ned by Demetriou and Powell in the
following sections, estimate turning or inHection points by globally optimal procedures. Furthermore,
since piecewise monotonicity and piecewise convexity–concavity are properties that occur in a wide
range of underlying functions, the algorithms which have already been developed can (nd impor-
tant applications. For example in electrical engineering, the methods may be used for reproducing
the spectrum or the periodogram of an electric wave (lter when the input includes noise. Another
important application may be the identi(cation of cycles from real observations in economics and
business.
3.1. Piecewise monotonic values
In order to present the problem when q=k−1 sign changes are allowed in the (rst divided di%er-
ences, we need speci(c de(nitions, notation and terminology valid only throughout this subsection.
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We call a n-vector y feasible if there are integers {tj: j = 0; 1; : : : ; k} that satisfy the conditions
1 = t06 t16 · · ·6 tk = n (3.1)
and for j = 1; 2; : : : ; k the sequence {ytj−1 ; ytj−1+1; : : : ; ytj} is monotonic increasing if j is odd and
monotonic decreasing if j is even. We denote by M (k; n) the set of the feasible vectors. For a
n-vector ’, a vector y in M (k; n) is an optimal piecewise monotonic approximation to ’ if it
minimizes function (1.4).
We use the term extremum for the component yt of a feasible y, where t takes any value in
{tj: j=1; 2; : : : ; k−1}. A local extremum, maximum or minimum, in a discrete set of data is de(ned
as follows: for a data ordinate ’t , let ‘ and g be the least and the greatest integer, respectively, in
[1; n] such that ‘6 t6 g and ’i = ’t; ‘6 i6 g. Then ’t is a local maximum if either ‘ = 1 or
’‘−1 ¡’‘ and if either g = n or ’g ¿’g+1. A local minimum is de(ned similarly. We denote by
U the subset of {1; 2; : : : ; n} that keeps the indices of the local maxima of the data. Similarly we
denote by L the indices of the local minima of the data. The (rst and the last data index is allocated
to U or L depending on k. U and L are disjoint sets, their interior elements interlace and they can
be formed in O(n) operations.
As noted already, the integers {tj: j=0; 1; : : : ; k} are not known in advance and they are variables in
the optimization calculation that gives a best approximation. This raises the number of combinations
of integer variables to about O(nk) and as a consequence it is not practicable to investigate all of
them individually in order to (nd the global one. Fortunately the piecewise monotonic approximation
has a very rich structure and is characterized by many useful properties that reduce the numerical
work greatly. We present some of those with the hope that the interested reader may discover more
properties that would improve the given algorithms or invent new ones. This might be useful even
for developing approximations with m¿ 1.
We start by noting that in general the constraints on an optimal y prevent the equation y = ’
from holding, because if ’ ∈ M (k; n), then the optimal integer variables {tj: j = 0; 1; : : : ; k} are
all di%erent [16]. Indeed, if tj = tj+1, for some i∈ [1; k − 2], then if we reduce k by 2 and delete
tj and tj+1 from {tj: j = 0; 1; : : : ; k}, the optimal y consists of only k − 2 monotonic sections.
Since k sections are allowed, we can replace yi by any ’i such that yi =’i which reduces the
value of (1.4). This provides a contradiction to the optimality of y. Thus the monotonic sec-
tions in a best piecewise monotonic approximation y are distinct and, it can be proved that on
the interval [xtj−1 ; xtj ] the sequence {yi: i = tj−1; tj−1 + 1; : : : ; tj} is the best monotonic increasing
approximation to {’i: i = tj−1; tj−1 + 1; : : : ; tj} if j is odd, and the best monotonic decreasing
if j is even. In addition, ytj = ’tj ; j = 1; 2; : : : ; k − 1. It follows that an optimal approximation
y∈M (k; t); t ∈ [1; n], associated with the integer variables {tj: j = 1; 2; : : : ; k − 1} can split at tk−1
into two optimal sections. One section that belongs to M (k − 1; tk−1), which in fact is similar to
y with one monotonic section less, and one section that is a single monotonic approximation to
the remaining data. Then [8], y is a best approximation from M (k; n) to ’∈Rn if and only if the
equations
)(k − 1; tk−1) + *(tk−1; n) = min
16s6n
[)(k − 1; s) + *(s; n)]; k is odd;
)(k − 1; tk−1) + +(tk−1; n) = min
16s6n
[)(k − 1; s) + +(s; n)]; k is even (3.2)
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hold, where we de(ne
)(m; t) = min
y∈M (m; t)
t∑
i=1
(’i − yi)2; 16 t6 n;
*(p; q) = min
yp6yp+16···6yq
q∑
i=p
(’i − yi)2
and
+(p; q) = min
yp¿yp+1¿···¿yq
q∑
i=p
(’i − yi)2; 16p6 q6 n:
Therefore the optimization problem can be replaced by a problem whose variables are the positions
of the extrema of the required approximation and which is amenable to dynamic programming.
Indeed, we derive )(k; n), which is the least value of (1.4), recursively, starting from )(1; t)=*(1; t),
for t=1; 2; : : : ; n. Then for m=2; 3; : : : ; k having calculated {)(m− 1; t): t=1; 2; : : : ; n} we apply the
formulae
)(m; t) =


min
16s6t
[)(m− 1; s) + *(s; t)]; m is odd;
min
16s6t
[)(m− 1; s) + +(s; t)]; m is even (3.3)
and store the optimal value of s which occurs in (3.3), say ,(m; t). At the end of this process we
set tk = n and we obtain an optimal sequence {tj: j = 1; 2; : : : ; k − 1} by the backward formula
tm−1 = ,(m; tm); m= k; k − 1; : : : ; 2:
It follows that the associated optimal approximation from M (k; n) to the data is monotonic increasing
on [1; t1] and on [tj−1; tj] for odd j in [1; k] and decreasing on [tj−1; tj] for even j in [1; k].
The numbers {*(p; j): j = p;p + 1; : : : ; q} can be calculated by the monotonic approximation
algorithm of Demetriou and Powell [16] in only O(q−p) computer operations as already discussed
in Section 2.1. It follows that the dynamic programming process derives an optimal approximation
from M (k; n) to the data in only O(kn2) computer operations.
Besides the simplicity of formulae (3.3), their implementation includes several options that are
considered by Demetriou and Powell [16] and elaborated by Demetriou [8,12], and still there is
room for further research. A useful technique that reduces the required numerical work states that
if ’t = ’t+1 then there is no need to consider both )(m; t) and )(m; t + 1) in (3.3), because the
piecewise monotonic conditions can be satis(ed even if one of the integers {tj: j = 1; 2; : : : ; k − 1}
may take the value t. Another successful technique restricts the values of s and t in formulae (3.3)
to the set of the local extrema of the data, because the indices of the local extrema of an optimal
approximation form a subset of the latter set. It follows that the O(kn2) complexity of formulae
(3.3) can be reduced at least by a factor of 4.
Two highly useful and very descriptive properties of the piecewise monotonic approximation is
that the extrema of optimal approximations with k and k − 1, and k and k − 2 monotonic sections
are mutually separated. These properties improve the performance of the dynamic programming
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Table 4
CPU times required by Fortran subroutine L2PMA [11] for calculating best least squares piecewise monotonic approxima-
tions with k=5; 8 and 15 sections to data derived by adding uniformly distributed random numbers from [−100=n; 100=n]
to n measurements of f(x) = sin(-x) at equally spaced abscissae in the intervals [0; 4]; [0; 7] and [0; 14], respectively
n Monotonic sections
k = 5 k = 8 k = 15
|U | min:sec.100th |U | Min:sec.100th |U | min:sec.100th
20 8 00:00.00 7 00:00.00 8 00:00.00
100 34 00:00.05 32 00:00.00 32 00:00.05
500 165 00:00.54 163 00:00.38 144 00:00.32
1000 332 00:01.48 318 00:01.19 299 00:01.37
2000 672 00:06.70 654 00:08.62 606 00:05.49
5000 1659 00:29.93 1640 00:34.38 1509 00:52.83
10000 3335 03:03.94 3267 03:11.96 3042 02:15.66
The calculations have been carried out in single precision arithmetic on a PC with an Intel Pentium 90 MHz processor.
Time is measured in mins:s.centis.
technique greatly, when they are used to process t in formulae (3.3), because they restrict the search
for optimal ti’s. Indeed, formulae (3.3) may be replaced by
)(m; t) =


min
s∈[,(m−2; t); t]∩L
[)(m− 1; s) + *(s; t)]; m is odd
min
s∈[,(m−2; t); t]∩U
[)(m− 1; s) + +(s; t)]; m is even: (3.4)
However, the superiority of formula (3.4) can be determined only empirically, because it is not
easy to disentangle the operations count for formulae (3.3) from that for formulae (3.4) due to the
separation properties employed throughout the calculation. Demetriou [8] reports numerical results
that are by far better than the estimated complexity, indicating almost linear performance for (3.4).
Formulae (3.4) can also be implemented by taking advantage of some ordering relations between
the indices ,(m; t), resulting in a O(n|U | + k|U |log2|U |) algorithm [16], and even better formulae
have been found by Demetriou [8,12].
Table 4 presents |U | and the CPU times required to calculate best approximations with k = 5; 8
and 15 sections to certain data sets that possess approximately the same |U | for each value of k.
The results con(rm the strong relation between the computational times and the number of local
extrema of the data. It is also noticeable that increasing k only slightly a%ects the overall numerical
work. Figs. 5–7 illustrate best least squares piecewise monotonic approximations to certain data sets.
3.2. Piecewise convex–concave values
Within this section we use the term feasible for a n-vector y if there are integers { ji: i=1; 2; : : : ; q}
satisfying the conditions
26 j16 j26 · · ·6 jq6 n (3.5)
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Fig. 5. Best least squares piecewise monotonic approximation with three monotonic sections to 100 measurements from
f(x)= sin(-x) at equally spaced abscissae in [0; 4]. The data are denoted by (+) and the best approximation by (◦). The
(gure implies that the smoothing process is a projection. Indeed, no change need be made to the data if they satisfy the
piecewise monotonicity constraints.
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Fig. 6. Best least squares piecewise monotonic smoothing with three monotonic sections to data generated by adding
uniformly distributed random numbers from [ − 0:5; 0:5] to the measurements of f(x) occurring in Fig. 5. The data are
denoted by (+), the best approximation by (◦) and the piecewise linear interpolant to the smoothed values illustrates the
(t. Notice that the (t interpolates the data at the turning points.
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Fig. 7. As in Fig. 6, but the best approximation consists of (ve monotonic sections. By comparing Figs. 6 and 7 we see
that Fig. 6 is an intermediate phase in the process of smoothing the given measurements.
such that the piecewise convexity–concavity inequalities
y[xi; xi+1; xi+2]¿ 0; i = 1; 2; : : : ; j1 − 2;
y[xi; xi+1; xi+2]6 0; i = j1 − 1; j1; : : : ; j2 − 2;
...
(−1)qy[xi; xi+1; xi+2]¿ 0; i = jq − 1; jq; : : : ; n− 2 (3.6)
hold, where we omit any line whose right-hand limit on i is less that the left-hand limit. We denote
by C(q; n) the set of all feasible vectors for a given value of q.
The remarkable property of an optimal piecewise convex–concave approximation is that it consists
of separate optimal convex and concave sections that do not interact with each other. Thus we state
an equivalent formulation of the smoothing problem that depends on the following expressions for
all pairs of integers (i; j); 16 i6 j6 n:
a(i; j) = min
 i ;:::; j
{
j∑
k=i
(’k −  k)2:  [xk ; xk+1; xk+2]¿ 0; i6 k6 j − 2
}
(convexity); (3.7)
+(i; j) = min
 i ;:::; j
{
j∑
k=i
(’k −  k)2:  [xk ; xk+1; xk+2]6 0; i6 k6 j − 2
}
(concavity) (3.8)
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and *(i; i)=*(i; i+1)=+(i; i)=+(i; i+1)=0. Speci(cally, if the integer variables {0j: j=1; 2; : : : ; q}
are associated with an optimal approximation y from C(q; n) and satisfy the conditions
(−1) jy[x0j−1; x0j ; x0j+1]¿ 0 for i = 1; 2; : : : ; q; (3.9)
then [7] the equation
q+1∑
j=1
j odd
*(0j−1; 0j − 1) +
q+1∑
j=1
j even
+(0j−1; 0j − 1)
= min
26z16z26···6zq6n−1
(−1) j [xzj−1 ; xzj ; xzj+1]¿0; j∈[1; q]


q+1∑
j=1
j odd
*(zj−1; zj − 1) +
q+1∑
j=1
j even
+(zj−1; zj − 1)


(3.10)
holds, where 00 = z0 = 1; 0q+1 = zq+1 = n + 1 and  is the vector whose components occur in the
de(nitions of {*(zj−1; zj − 1): j odd in[1; q+ 1]} and {+(zj−1; zj − 1): j even in [1; q+ 1]}.
Condition (3.9) is su>cient for having the convex sections separated from the concave sections
at an optimal y. Eq. (3.10) states that if one knows the “joints” {0j: j = 1; 2; : : : ; q} of the convex
and concave sections of an optimal approximation from C(q; n) to ’, then an optimal approximation
can be assembled from q+ 1 separate convex and concave sections, where each section is obtained
independently of the others by a separate quadratic programming calculation. It remains to answer
the question of (nding {0j: j = 1; 2; : : : ; q}. At (rst it seems that the required approximation can be
generated e>ciently by a dynamic programming method similar to that of the piecewise monotonic
case. Hence, a piecewise convex–concave approximation is constructed by joining convex to concave
sections alternately, so that feasibility at the tentative positions of the joints is retained and then the
approximation that gives the smallest sum of squares change to the data is chosen. This method
hardly ever fails in practice, but due to the feasibility constraint that occurs in (3.10) it is not
optimal, as Demetriou and Powell [18] have shown by an example. Therefore they extended the
dynamic programming algorithm by employing more computer storage and more computation and
guaranteed the global minimum of the piecewise convex–concave smoothing problem.
Fig. 8 illustrates the best least squares piecewise convex–concave approximation with q = 3 to
certain data values.
3.3. Sign changes in higher order divided di9erences
The methods that have been described for piecewise monotonic and piecewise convex–concave
smoothing depend on the separation properties of the relevant monotonic, and convex and concave
sections, respectively. Unfortunately, separation may not be true when m¿ 3, as it has been shown
by Demetriou [7]. It follows that the dynamic programming algorithms of the previous two sections
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Fig. 8. Best least squares piecewise convex–concave approximation with three sign changes in the second divided di%er-
ences. The data were generated by adding uniformly distributed numbers from the interval [ − 1; 1] to 50 measurements
of f(x) = cos(-x) at equally spaced abscissae in [1; 4]. The data are denoted by (+), the best approximation by (◦) and
the piecewise linear interpolant to the smoothed values illustrates the (t.
do not extend to m¿ 3. Therefore, we encounter a hard combinatorial problem, open to further
research.
It is straightforward to generalize the quadratic programming algorithm of Section 2.3 by allowing
one or two sign changes in the divided di%erences of the smoothed values, while the positions of
the sign changes are unknowns in the optimization process. Although this approach seems to be an
expensive one, the computational e%ort may be reduced in view of the following observation. In
nearly all our testing experiments, the smoothed values have a large number of active constraints (cf.
Tables 2 and 3). Therefore, the number of combinations of sign changes in the divided di%erences
that have to be tested for optimality turns out to be a fraction of the number of data. Theorem 3.1
suggests that the number of combinations of sign changes can be reduced due to the active constraints
that occur around the position of a sign change in the divided di%erences. In addition, the stability
properties and the computer accuracy of an algorithm that gives an optimal approximation with (xed
sign changes in the divided di%erences are as good as those when no sign change is allowed in the
divided di%erences.
We consider the minimization of (1.4) when one sign change is allowed in the mth order divided
di%erences y[xi; xi+1; : : : ; xi+m]; i = 1; 2; : : : ; n − m, and when any positive mth di%erences have to
precede any negative ones. We let y(j); j∈ [m; n − m], be the n-vector y that minimizes (1.4)
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subject to the constraints
y[xi; xi+1; : : : ; xi+m]¿ 0; i = 1; 2; : : : ; j − m; (3.11)
y[xi; xi+1; : : : ; xi+m]6 0; i = j − m+ 1; j − m+ 2; : : : ; n− m: (3.12)
Vector y is m-convex if j = n, in which case we ignore (3.12), and m-concave if j = m, in which
case we ignore (3.11). We assume that both positive and negative mth order di%erences occur in
an optimal y and we let 0 be an integer in [m; n − m] such that there is a m-convex section of y
on [x1; x0], which implies that there is an overlapping m-concave section on [x0−m+1; xn]. An integer
0 is optimal if and only if the least value of (1.4) is achieved by y(0). In this case y(0) is also
optimal. We let 2 and 3 be the least and the greatest integer such that 2¡06 3 and the points
(xi; yi(0)); i = 2; 2 + 1; : : : ; 3, satisfy the equations
y[xi; xi+1; : : : ; xi+m] = 0; i = 2; 2 + 1; : : : ; 3− m: (3.13)
Theorem 3.1. We assume the conditions and employ the notation of the previous paragraph. Let
0∈ [m; n − m] be an optimal integer associated with the vector y(0) and let 2 and 3 be the least
and the greatest integer such that 2¡06 3 that satisfy Eqs. (3.13). If j is any integer
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Fig. 9. Best least squares approximation with nonnegative divided di%erences of order 4 (4-convex) to 200 data generated
by ’i = 1 + sin(2xi + 1)=(1 + x2i ) + i, where xi are equally spaced abscissae in [0; 2] and i are uniformly distributed
numbers in [ − 0:25; 0:25]. The data are denoted by (+) and the piecewise linear interpolant to the smoothed values
illustrates the (t.
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Fig. 10. Best least squares approximation with one sign change in the divided di%erences of order 4 to the data of Fig. 9.
The data are denoted by (+) and the piecewise linear interpolant to the smoothed values illustrates the (t. This (t seems
to be more suitable to the data than the (t of Fig. 9.
such that 2¡j6 3; then the equations
y(j) = y(0); j = 2 + 1; 2 + 2; : : : ; 3
hold.
Proof. Let j be a trial integer in [2+1; 3]. Then y(j); in view of (3.11) and (3.12); satis(es the same
constraints as y(0). Since y(j) is uniquely determined by a strictly convex quadratic programming
calculation and since y(0) is optimal; it follows that y(j) = y(0); which completes the proof.
Figs. 9 and 10 illustrate the best least squares approximation when none (m-convexity) and just
one sign change is allowed in the divided di%erences of order 4 to the same set of data. We see
that the latter (t is an improvement of the former one.
4. Smoothing by divided dierences gives a piecewise polynomial #t
An interesting question is about the nature of the approximation subject to restrictions on the signs
of the divided di%erences. The answer provides a useful description. If y is an optimal approxima-
tion that allows a certain number of sign changes in its mth divided di%erences, it is convenient to
consider those indices of the smoothed values {yi: i=1; 2; : : : ; n}, where y[xi; xi+1; : : : ; xi+m] =0 and
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Fig. 11. Best least squares approximation with two sign changes in the divided di%erences of order 10 to 100 data generated
by ’i=sin2(3xi)=(12- sin2(xi=2))+i at equally spaced abscissae xi in [−-; -], where i are uniformly distributed numbers
in [− 0:01; 0:01]. The data are denoted by (+) and the piecewise linear interpolant to the smoothed values illustrates the
(t. The best least squares polynomial approximation of 10th degree to the same data is illustrated by the dashed line.
to seek the intervals on which the components of y satisfy the equations y[xi; xi+1; : : : ; xi+m]=0. Let
a and + be any indices such that 16 a¡+6 n. If y[xi; xi+1; : : : ; xi+m] = 0; i= a; a+1; : : : ; +−m, if
a=1 or y[xa−1; xa; : : : ; xa+m−1] =0 and if +=n or y[x+−m+1; x+−m; : : : ; x++1] =0, then ya; ya+1; : : : ; y+
are interpolated by a polynomial of degree m− 1. Clearly, the smoothed values obtained by allow-
ing sign changes in their sequence of the mth divided di%erences lie on a piecewise polynomial
approximation where the polynomial pieces are of degree at most m−1. The polynomial pieces usu-
ally overlap, while their breaks are found automatically by the smoothing procedure. This not only
makes the divided di%erences smoothing technique more Hexible than polynomial approximation but
also provides certain advantages over the spline (tting where the breakpoints have to be known in
advance.
In Fig. 11 we see data that are notoriously di>cult to be approximated by polynomials. Also,
when using splines, one has to be particularly careful where to place the necessary knots. These
data have a sharp peak in the mean of their range and undulate twice symmetrically in a long tail.
They are not completely distorted by the added random numbers, and it is an advantage that we
can see immediately whether the (t is more accurate than the data. All least squares polynomial
approximations of degree up to 10 prove unable to model the sharp peak and the Hat tails of the
data. The 10th degree polynomial, say p(x), is also illustrated in Fig. 11 by the dashed line. Now the
equalities p[x1; x2; : : : ; x11]=p[x2; x3; : : : ; x12]=· · ·=p[x90; x91; : : : ; x100]=0 suggest that the polynomial
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(t is too tight for these data. If we relax few constraints in the polynomial (t, by allowing two
sign changes in the divided di%erences of order 10, then we obtain the (t that is illustrated in Fig.
11 by the solid line. It is remarkable, that this (t models both the peak and the tails of the data
automatically.
5. Sensitivity analysis
In this section we study the changes that occur in the solution of the minimization of function
(1.4) subject to the constraints that there are no sign changes in the mth order divided di%erences,
when the data and the right-hand sides of the constraints are slightly altered. We let generally m¿ 1
in the constraints (2.1), but we also obtain an analytical property of the solution sensitivity when
m = 1. At the end of the section we consider persistent changes in the data. We recall, from the
beginning of Section 2, that a i is the normal of the ith constraint function. Stating formally, the
perturbed problem requires to minimize the objective function
˜(y) = y Ty − 2y T(’+ ) + ‖’+ ‖22 (5.1)
subject to the constraints
aTi y¿ i; i = 1; 2; : : : ; n− m; (5.2)
where  is a vector in Rn and the numbers i form a vector  in Rm. The numbers ‖‖ and |i| are
all small.
Theorem 5.1 (Perturbation of the optimum). Let y(; ) be the solution to the perturbed problem
(5:1)–(5:2) and let (; ) be the vector of Lagrange multipliers associated with it. Then y(; ) and
(; ) tend to y ∗ and ∗ as  and  tend to zero; where y ∗ is the solution of the minimization of
the function (1:4) subject to the constraints that there are no sign changes in the mth order divided
di9erences (we call it m-convex problem) and ∗ is the vector of Lagrange multipliers associated
with it.
Proof. Let A∗ be the active set that occurs at the solution of the m-convex problem. Since the con-
straints are all linear; the minimization problem is a strictly convex quadratic programming problem.
Thus; the Karush–Kuhn–Tucker conditions
y ∗ − ’= 1
2
∑
i∈A∗
∗i a i; (5.3)
aTi y
∗ = 0; i∈A∗; (5.4)
∗i ¿ 0; i∈A∗ (5.5)
are necessary and su>cient for a feasible vector y ∗ to be optimal; see; for example [34; Chapter
16]. Since each constraint function depends on only m + 1 adjacent components of y; we have a
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structure that provides the linear independence of the constraint normals and that ensures full row
rank of the coe>cient matrix of Eqs. (5.4). Further; since the zero vector satis(es the constraints
(2.1); the set of feasible vectors is nonempty and Eqs. (5.4) are consistent. It follows that the rank
of the coe>cient matrix of system (5.3)–(5.4) is n+ |A∗|; and the multipliers ∗i ; i∈A∗; and the
vector y ∗ are unique (cf. [30; p. 137]). Throughout this section; we let A be the matrix whose
columns are a i; i∈A∗. Then the vectors y ∗ and ∗ are written in terms of ’ and A; see ([21; p.
236])
y ∗ = (I − A(ATA)−1AT)’; (5.6)
and
∗ = (ATA)−1AT’: (5.7)
We shall prove that the solution of the perturbed problem (5.1)–(5.2) satis(es the Karush–Kuhn–
Tucker conditions of the m-convex problem. Let y(; ) and (; ) be the unique solution to the
system of the n+ |A∗| linear equations
y − ’− = 1
2
∑
i∈A∗
ia i; (5.8)
aTi y = i; i∈A∗; (5.9)
where it can be found that
y(; ) = [I − A(ATA)−1AT](’+ ) + A(ATA)−1; (5.10)
and
(; ) = (ATA)−1[AT(’+ ) + ]: (5.11)
That y(; ) is the solution to the perturbed problem is proved by establishing that the Karush–Kuhn–
Tucker conditions of this problem are satis(ed by y(; ) and (; ). As the (rst order optimality
condition (5.8) is satis(ed; it remains to show the feasibility of y(; ) and (; ).
We (rst note that the equations aTi y(; ) = i; i∈A∗, and i(; ) = 0; i ∈ A∗, are satis(ed
by assumption and strict complementarity, respectively. Further, by considering relations (5.6) and
(5.10), we obtain
aTi y(; )− i = aTi y ∗ + aTi (I − A(ATA)−1AT)+ aT5 A(ATA)−1− i:
Since aTi y
∗¿ 0; i ∈A∗, the inequalities aTi y(; )−i ¿ 0; i ∈A∗, are well satis(ed by su>ciently
small  and . Thus, aTi y(; )¿ i; i = 1; 2; : : : ; n − m, as required. Similarly, we can show that
i(; )¿ 0; i = 1; 2; : : : ; n− m. The proof of the theorem is complete.
It is clear that, in the absence of degeneracy (i.e. aTi y=0, for some indices i ∈A∗), small changes
in the elements of ’ and the right-hand side of constraints (2.1) do not a%ect the optimal set of
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active constraints. For if ∗i ¿ 0; i∈A∗, and aTi y ∗¿ 0; i ∈A∗, originally, they will remain so for
su>ciently small changes; in addition, the row rank of A retains its value in the perturbed problem.
However, small changes in the elements of ’ and the right-hand side of constraints (2.1) do induce
some changes to y ∗ and ∗ as Eqs. (5.10) and (5.11) show.
A corollary of Theorem 5.1 that provides useful information regarding the sensitivity of various
features in the approximation model is that, treating (5.10) as an identity in ’ and , di%erentiating
and evaluating at y ∗ and = 0 yields
dy ∗
d
= A(ATA)−1; (5.12)
and
dy ∗
d’
= I − A(ATA)−1AT = I − dy
∗
d
AT: (5.13)
These relations present the rate of change of the optimal approximation as functions of changes in the
constraints and the data. Relation (5.13) especially, shows that a small (nite nonzero change of ’i
will produce an analogous change of y∗i in the new optimum. This result follows from the de(nition
that the elements of matrix I − A(ATA)−1AT are the partial derivatives @y∗i =@’j; i; j = 1; 2; : : : ; n,
and from the positivity of the diagonal elements @y∗i =@’i; the latter property holds because I −
A(ATA)−1AT is a positive de(nite matrix, with rank equal to n, due to the full row rank of the
n× |A∗| matrix A.
A standard result of Theorem 5.1 is that the change in the optimal value (y ∗) of the objective
function with respect to changes in the constraints is approximated by
∑
i∈A∗ 
∗
i i. A sensitivity
analysis would conclude that if ∗i is large, then the optimal value is sensitive to the perturbation
of the ith constraint, while if ∗i is small, the dependence is much weaker. Further, if we ignore
changes in the constraints, any perturbation to the data can only change the optimal value of the
objective function by an amount that is of second order in the change to the data.
Corollary 5.2. The change in the optimal value (y ∗) of the objective function (1:4) with respect
to changes in the data is approximated by 2 T[I − A(ATA)−1AT].
Proof. Indeed; by the chain rule; (5.8) and (5.13); and evaluating at y ∗ and ∗ we obtain
d˜(y ∗)
d’
=∇T˜(y ∗) dy
∗
d’
= 2(y ∗ − ’−  T) dy
∗
d’
=
(∑
i∈∗
∗i a
T
i − 2 T
)
dy ∗
d’
= (∗)TAT[I − A(ATA)−1AT]− 2 T dy
∗
d’
=−2 T dy
∗
d’
: (5.14)
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The di%erential approximation to this relation is 2 T[I − A(ATA)−1AT] = 2∑i; j ij@y∗i =@’j.
A bound on the approximation change that is caused by changes in both, the constraints and the
data, is given in the following theorem.
Theorem 5.3. Suppose that y(; ) minimizes (5:1) subject to the constraints (5:2); where A∗ is
any subset of the constraint indices such that aTi y=i; i∈A∗; and;  and  are perturbation vectors
in Rn and Rm; respectively; de=ned in the beginning of Section 5. Then
‖y(; )− y ∗‖26 (1 + ‖A+‖2); (5.15)
where A+ = (ATA)−1AT is the pseudoinverse of A and =max{‖‖2; ‖‖2}.
Proof. We recall that A is the matrix whose columns are a i; i∈A∗. Given the full row rank of
A; it can be shown that matrix I − A(ATA)−1AT is an orthogonal projection; see; for example [23].
It follows that ‖I − A(ATA)−1AT‖2 = 1. Hence; and from (5.6) and (5.10) we derive the required
inequality
‖y(; )− y ∗‖26 ‖[I − A(ATA)−1AT]‖2‖‖2 + ‖A(ATA)−1‖2‖‖2
= ‖‖2 + ‖A+‖2‖‖2
6 (1 + ‖A+‖2):
It follows that an optimal approximation is more sensitive to perturbations in the constraints than
to perturbations in the data, because the solution sensitivity depends linearly on the norm of the
generalized inverse of A. This theorem is valid even when the best approximation is zero or when
the best approximation interpolates the data.
Inequality (5.15) takes a certain analytical form when considering the e%ects of constraint and
data perturbations to the solution of the monotonic case. Now, m = 1 in constraints (5.2), which
means that the monotonicity constraints (2.6) are replaced by the inequalities
yi+1 − yi¿ i; i = 1; 2; : : : ; n− 1; (5.16)
where 1; 2; : : : ; n−1 are given real numbers. Then the problem of minimizing (1.4) subject to the
constraints (5.16) is also solved by the method applied for the monotonic approximation and its
solution takes the values (see, Barlow et al. [1, p. 58])
y∗1 ; y
∗
i +
i−1∑
j=1
j; i = 2; 3; : : : ; n− 1; (5.17)
where {y∗i : i = 1; 2; : : : ; n} are the components of the best monotonic increasing approximation to
the data (cf. Section 2.1). It is straightforward to calculate a bound for the generalized inverse that
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appears in (5.15). Let the (n− 1)× n coe>cient matrix of the constraints (2.6) be
AT =


−1 1 0 0 : : 0
0 −1 1 0 : : 0
: : : : : : :
: : : : : : :
: : : : : : :
0 0 : : −1 1 0
0 0 : : 0 −1 1


:
Then the generalized inverse of A is the (n− 1)× n matrix
A+ =−


1 0 0 0 : : 0
1 1 0 0 : : 0
1 1 1 0 : : 0
: : : : : : :
: : : : : : :
: : : : : : :
1 1 1 : : 1 0


; (5.18)
and its norm provides a bound on the norm of the generalized inverse associated with any set of
active constraints, whose indices form a subset of {1; 2; : : : ; n−1}. Indeed, because of (5.18) and the
well known property that ‖X ‖26
√‖X ‖1‖X ‖∞, for any matrix X , we have ‖A+‖1 =‖A+‖∞=n−1
and ‖(ATA)−1AT‖26 n− 1. Therefore, inequality (5.15) is expressed in the form
‖y(; )− y ∗‖26 n:
We have studied the changes in the optimal (t due to small changes in the data and the right-hand
side of the m-convexity constraints (2.1). Considering persistent changes of one or a few components
of ’ deserves also some attention, especially if the data contain some gross errors. Thus, we let ’˜ be
the vector of data after we replace one or a few components by their perturbed values. If the original
components are perturbed by a su>ciently small amount then, according to Theorem 5.1, the signs of
the di%erences y∗[xi; xi+1; : : : ; xi+m]; i=1; 2; : : : ; n−m, are preserved. However, if these components are
moved further from their original positions, the active set satis(ed by y ∗ need be changed, because
either primal or dual feasibility is lost. Thus, another optimal vector should be calculated. To elaborate
on this, we suppose (rst that the di%erence y∗[xk ; xk+1; : : : ; xk+m] is positive and that ’ moves from its
original position, so much as the kth constraint y[xk ; xk+1; : : : ; xk+m]¿ 0; 16 k6 n−m, is violated
by y˜, say, the vector that minimizes ‖’˜ − y‖2 subject to the equality constraints satis(ed by y ∗,
while all the other constraints remain feasible. Then this constraint has to be added to the active set
as it is justi(ed by the following proposition.
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Proposition 5.4. We assume the conditions and we employ the notation of the previous para-
graph. We assume that y˜ gives the inequality y˜[xk ; xk+1; : : : ; xk ; : : : ; xk+m]¡ 0 and that y˜ ∗ minimizes
‖’˜ − y‖2 subject to the constraints (2:1). Then y˜ ∗ satis(es the equation y˜ ∗[xk ; xk+1; : : : ;
xk ; : : : ; xk+m] = 0.
Proof. Due to the assumption about the constraints satis(ed by y˜ and the de(nition of y˜ ∗; the set of
constraints satis(ed by y˜ ∗ includes the set of constraints satis(ed by y˜. Hence; ‖’˜−y˜‖26 ‖’˜−y˜ ∗‖2.
Because the choice of k gives infeasibility to y˜ while y˜ ∗ is optimal; we deduce that y˜ = y˜ ∗.
Therefore the former inequality is strict. Then; we assume that y˜ ∗[xk ; xk+1; : : : ; xk+m]¿ 0 and obtain
a contradiction. Indeed; this inequality and y˜[xk ; xk+1; : : : ; xk ; : : : ; xk+m]¡ 0 imply the existence of a
real number ∈ (0; 1) such that the vector g() = y˜ ∗ + (1 − )y˜ satis(es the constraints on y˜ ∗.
Hence
‖’˜− g()‖2 ¡ ‖’˜− y˜ ∗‖2 + (1− )‖’˜− y˜‖2 ¡ ‖’˜− y˜ ∗‖2;
which contradicts the optimality of y˜ ∗. Therefore the statement of the proposition is true.
Suppose next that the di%erence y∗[xk ; xk+1; : : : ; xk+m] is zero and that ’ moves from its original posi-
tion, so much as the kth Lagrange multiplier associated with y˜ (y˜ is de(ned just
before Proposition 5.4) becomes negative, while all the other Lagrange multipliers remain non-
negative. The following proposition shows that the kth constraint has to be deleted from the active
set.
Proposition 5.5. Let y ∗ be the vector that minimizes ‖’ − y‖2 subject to constraints (2:1); let
y˜ be the vector that minimizes ‖’˜ − y‖2 subject to the equality constraints satis=ed by y ∗ and
let y˜ ∗ be the vector that minimizes ‖’˜ − y‖2 subject to constraints (2:1). Let ˜ and ˜∗ be the
vectors of Lagrange multipliers associated with y˜ and y ∗; respectively. We assume that ˜k ¡ 0;
while ˜i¿ 0; i = k. Then ˜∗k satis=es the equation ˜
∗
k = 0.
Proof. Because the set of dual constraints associated with y˜ ∗ includes the set of dual constraints
associated with y˜; the dual function (2.12) satis(es the inequality ‖’˜ + 12
∑n−m
i=1 ai˜
∗
i ‖2¿ ‖’˜ +
1
2
∑n−m
i=1 ai˜i‖2. As k gives ˜k ¡ 0; while ˜
∗
is optimal; we deduce that ˜ = ˜∗. Therefore the former
inequality is strict. In view of the strict convexity of (2.12) and by an argument similar to that of
Proposition 5.4; we can show that ˜
∗
k = 0.
In view of this proposition and the optimality of y˜ ∗, the inequality y˜ ∗[xk ; xk+1; : : : ; xk+m]¿ 0 is
satis(ed. If this constraint is exactly satis(ed by y˜ ∗, then we are at degeneracy since the associated
Lagrange multiplier satis(es the equation ˜
∗
k=0. In this case, the kth constraint may be excluded from
the active set without a%ecting the calculation of y˜ ∗. Otherwise, y˜ ∗[xk ; xk+1; : : : ; xk+m]¿ 0 occurs,
thus verifying the assertion made just before Proposition 5.5 about dropping the kth constraint from
the active set of y˜ ∗.
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6. Discussion
We considered methods for least squares data smoothing subject to criteria arising from q sign
changes in the mth order divided di%erences of the smoothed values, where m and q are pre-
scribed integers. The data are measurements of an underlying function and, ideally, q is the num-
ber of sign changes in its mth derivative. However, a large number of sign changes in divided
di%erences is usual when the data are not smooth. Since the divided di%erences are excellent pro-
cedures for detecting errors in the data, we employ them for eliminating data errors as well. In
practice the achieved accuracy goes much beyond the accuracy of the data at an order deter-
mined automatically by the chosen divided di%erences. Three immediate advantages of this
approach are as follows. First, the approximation process is a projection, because if the data sat-
isfy the constraints then they provide also the required approximation. Second, the assumption that
the underlying function depends on a set of approximating functions is avoided and some use-
ful smoothing is decided if the data fail to possess a property that is usually obtained by the
underlying function; in fact, the missing property is imposed as a smoothing condition and an
optimization calculation undertakes the smoothing. Third, as the order and the number of sign
changes in the sequence of divided di%erences increase, the Hexibility in data smoothing
increases.
In the case when the overall sign of the mth divided di%erence is given (q = 0), the constraints
on the smoothed values are all linear and some special quadratic programming algorithms for the
calculations when m=1; 2 and ¿ 3 have been developed. All these problems have the nice property
that any local minimum of the constrainted optimization calculation is also a global minimum. The
choice of m as a smoothing parameter is an unanswered question. It is recommended that the user
may try iteratively some values of m, while simultaneously keep checking adjacent values of the
approximation error, the maximum deviation of the approximation to the data and the Karush–Kuhn–
Tucker residuals.
When several sign changes are allowed in the divided di%erences and m=1 or 2, the calculations at
(rst seemed to be impossible due to the large number of local minima that may occur. However some
highly e>cient dynamic programming algorithms have been developed that always give the global
minimum to the objective function. Both these cases, namely piecewise monotonicity and piecewise
convexity–concavity, provide important geometrical and analytical properties of a function that is rep-
resented by a set of discrete values. Indeed, these methods determine turning or inHection points in a
sequence of function values that have been altered by random errors. Dynamic programming is based
on the important property that an optimal approximation is composed of separate optimal sections,
alternatingly monotonic increasing and decreasing or alternatingly convex and concave that do not in-
teract with each other. Unfortunately for q¿ 1 and m¿ 2 the separation property of the cases m=1; 2
does not generalize. One may of course choose q= 2 or 3 and proceed to a Hexible approximation
by a reasonable value of m and relatively low computing demands. However, if enough smoothing
Hexibility is required, that is q¿ 3 and m¿ 3 , it seems unavoidable that the calculation will give no
more than a local minimum. In this case, it is worth investigating for locally adaptive approaches that
should follow the data trends e%ectively. Rice [37–39] describes some general adaptive approximation
methods. Further, sensitivity analysis may give more insight into the nature of the problem and in
some particular cases it may allow the development of e>cient algorithms or it may improve existing
ones.
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We have surveyed methods for data smoothing by imposing a limit on the number of sign changes
in the sequence of divided di%erences of a suitable order. Their e>ciency and their results so far give
strong support to the smoothing criterion and some particular methods have already found serious
applications. However, most of their impact on practical problems is still to come. Some computer
programs are also provided that implement these methods but more work is required in order to
make them available to end users. In conclusion, the smoothing approach is an active research topic
and there seems to be room for further development of useful algorithms and exploration of potential
applications.
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