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Abstract
Convolutional neural networks have shown outstanding effectiveness in person re-identification (re-ID). However, the
models always have large number of parameters and much computation for mobile application. In order to relieve this
problem, we propose a novel grafted network (GraftedNet), which is designed by grafting a high-accuracy rootstock
and a light-weighted scion. The rootstock is based on the former parts of ResNet-50 to provide a strong baseline,
while the scion is a new designed module, composed of the latter parts of SqueezeNet, to compress the parameters. To
extract more discriminative feature representation, a joint multi-level and part-based feature is proposed. In addition,
to train GraftedNet efficiently, we propose an accompanying learning method, by adding an accompanying branch to
train the model in training and removing it in testing for saving parameters and computation. On three public person
re-ID benchmarks (Market1501, DukeMTMC-reID and CUHK03), the effectiveness of GraftedNet are evaluated and
its components are analyzed. Experimental results show that the proposed GraftedNet achieves 93.02%, 85.3% and
76.2% in Rank-1 and 81.6%, 74.7% and 71.6% in mAP, with only 4.6M parameters.
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1. Introduction
In person re-identification (re-ID), convolutional neu-
ral network (CNN) is an effective method to extract fea-
tures for person representation. Unfortunately, the cur-
rent high-accuracy network, such as ResNet [1], always
has too many parameters for storage and is too time-
consuming for computation. On the contrary, the light-
weighted network, such as SqueezeNet [2], usually has
low accuracy even if it has fewer parameters and effi-
cient calculation. The existing methods always develop
new networks by designing light-weighted modules or
high-accuracy modules. Different from these methods,
in this paper we try to explore a new light-weighted
and high-accuracy network by grafting two existing net-
works.
In botanical research area, grafting is a widely used
effective method to cultivate new varieties. It combines
two different plants, attaching one plant branch to an-
other plants stem, so that they can heal together and
form an independent new individual. The grafted stem,
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called rootstock, becomes the root part of the plant af-
ter grafting, while the grafted branch, called scion, be-
comes the upper part of the plant after grafting. Grafting
can maintain the excellent characteristics of different
plants, enhance the resistance and adaptability. Inspired
by the above idea, we try to develop a new grafted net-
work (GraftedNet) by grafting a high-accuracy network
and a light-weighted network.
For grafting, rootstock and scion are the two basic
components. Rootstock provides water and inorganic
nutrients to the scion. Therefore, the quality of root-
stock plays an important role in the survival rate of
grafting, the growth and development of grafted plants,
as well as resistance and adaptability. In addition, an
affinity between scion and rootstock is also the main
factor affecting the survival of grafting, that is, the abil-
ity of scion and rootstock to combine with each other in
terms of internal structure, physiology and heredity. As
a result, we need to find a strong network as a rootstock
to provide high-accuracy, and find a light-weighted net-
work as a scion to provide few parameters. Further-
more, we also need to ensure the affinity between root-
stock and scion.
For person re-ID, ResNet-50 is the widely used net-
work and achieves high-accuracy performance, so it
is the first choice for rootstock. However, if we di-
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rectly use the whole ResNet-50 as rootstock, Grafted-
Net can’t have few parameters and efficient computa-
tion. So we remove the latter parts of ResNet-50 and
keep the former parts of ResNet-50 as a rootstock. Af-
ter rootstock is selected, another important task is to find
scion. The simplest method is to find it in the exist-
ing light-weighted networks, such as SqueezeNet [2],
MobileNet [3], ShuffleNet [4]. However, we can’t di-
rectly graft the modules of the light-weighted networks
with the rootstock, due to their different structures. As
a result, we make some modification based on the lat-
ter parts of the existing light-weighted networks. Based
on above modification, our GraftedNet can be con-
structed. To extract more discriminative feature, a joint
multi-level and part-based feature is proposed. How-
ever, there is another important question: how to ensure
that the new grafted network has high accuracy? Ac-
cording to our experiments, the grafted network can’t
achieve the high-accuracy if we train it with the sim-
plest fine-tune strategy. To solve this problem, we pro-
pose a new accompanying learning method for training
the grafted network. The final performance of our pro-
posed grafted network achieves 93.02% in Rank-1 and
81.58% in mAP on Market1501 dataset, with only 4.6M
parameters.
The contributions of this work are presented as fol-
lows:
• A novel light-weighted and high-accuracy grafted
network (GraftedNet) is proposed. To the best
of our knowledge, GraftedNet is the first method
which can achieves better performance than the
original ResNet-50, with only 4.6M parameters.
• A joint multi-level and part-based feature is pro-
posed for extracting more discriminative feature
representation.
• An accompanying learning method is proposed for
training GraftedNet. An accompanying branch is
added to GraftedNet for supervised learning and
can be removed in testing for saving parameters
and computation.
• Experiments are conducted on the public Mar-
ket1501, DukeMTMC-reID and CUHK03
datasets. The effectiveness of GraftedNet has been
evaluated and its components are compared and
analyzed.
2. Related Work
2.1. Light-weighted Networks
In the past few years, deep convolutional neural net-
works, such as ResNet [1] and VGGNet [5], have
achieved remarkable results in various tasks in the field
of computer vision. However, these networks are not
suitable for deployment on mobile platforms and edge
devices because of the cost of computation and stor-
age. Therefore, researchers proposed several small
light-weighted models, such as SqueezeNet [2], Mo-
bileNet [3], ShuffleNet [4].
SqueezeNet [2] is a compression model consists of a
series of the special designed fire modules. The model
just has 1.2M parameters for classifying ImageNet 1000
classes with 57.5 % top-1 accuracy, which just equals
that of AlexNet [6]. The main reason is that the origi-
nal version has no skip-connection which is proved very
effective in ResNet [1].
MobileNet [3] is designed by dividing the standard
convolution into depth-wise convolution and point-wise
convolution, both of which can compress the model by
several times. The model has 4.2M parameters for clas-
sifying ImageNet 1000 classes with 70.6 % top-1 ac-
curacy. The second version (MobileNet V2 [7]) uses
inverted residual structure and linear bottlenecks to pro-
mote the performance, achieving 71.7% top-1 accuracy
with 3.4M parameters.
ShuffleNet [4] uses point-wise group convolution and
channel shuffle to reduce computation cost and promote
accuracy. Channel shuffle operation is used to help the
information flowing across feature channels separated
by group convolution. It achieves 65.9% top-1 accu-
racy with 1.8M parameters. ShuffleNet V2 [8] provides
a more effective network architecture, achieving 69.4%
top-1 accuracy with the same number of parameters.
Although these light-weighted networks have fewer
parameters and efficient computation, there is a big gap
in the mAP and Rank-1, comparing with high-accuracy
networks, such as ResNet-50 [1].
2.2. Distilling Learning
Hinton et al. [9] proposes the distilling method for
model compression by transferring knowledge from
an ensemble or from a large regularized model into
a smaller, distilled model. It firstly trains a big net-
work in training and produces a small network in de-
ployment. And the smaller network meets the require-
ments of low storage and high efficiency. Partially
inspired by the idea, we propose a different architec-
ture. Distillation use two independent networks, a large
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model and a small, distilled model, while our Grafted-
Net has a parameter-shared rootstock and two indepen-
dent branches, one of which is an accompanying branch.
Distillation transfers the knowledge by giving the pre-
dicted soft targets to distilled model, while our Grafted-
Net has the same truth label for both branches.
Model distillation can be treated as an effective tech-
nology for transferring knowledge from teacher model
to student model. However, the teacher-student net-
work [10] is widely used in semi-supervised learning.
It aims at learning with limited labeled data and abun-
dant unlabeled data. The teacher generates the targets
for training the student. For GraftedNet, the accompa-
nying branch can also be treated as a teacher, and the
student is taught by updating the rootstock. The accom-
panying branch and the scion share the same parameters
of the rootstock, which is different from the original dis-
tillation models.
Different from teacher-student network, mutual
learning network [11] has two student sub-networks,
rather than one-way students from teachers. Both stu-
dent sub-networks are not pre-trained and can learn
from each other at the same time, so as to solve the tar-
get task. In this work, the accompanying branch and
the scion can be treated as an experienced senior and
a freshman respectively. They are trained at the same
time for the same classification task.
3. GraftedNet
As one of the best CNN method in person re-ID,
MGN [12] has achieved 95.6% in Rank-1 and 86.9% in
Mean Average Precision (mAP) on Market1501 dataset.
It is designed based on ResNet-50 and boosts the
performance by three same-structural and parameter-
independent branches, each of which has about 22M
parameters and there are nearly 69M parameters in to-
tal. So it is inappropriate for mobile application. To
further analyze the number of parameters in ResNet-50,
we divide the original ResNet-50 into five stages, noted
as res conv1x, res conv2x, res conv3x, res conv4x and
res conv5x, according to the feature map size. In each
stage, there are several residual blocks, which can be
indexed in a “stage(number)+block(alphabet)” manner,
e.g. res conv5a for block 1 in stage 5. The number of
parameters in each stage is shown in Figure 1, where
blue bar represents the number of parameters in each
stage.
From Figure 1, we can find that there are 22.063M
parameters in res conv4x and res conv5x stages. For
MGN, its three branches have the same structure of
res conv4x and res conv5x, which hold most of the
res_conv1x res_conv2x res_conv3x res_conv4x res_conv5x
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Figure 1: The number of parameters of ResNet-50 and designed mod-
ules. The blue bar represents the number of parameters in each stage,
while the brown bar represents the number of parameters of the new
designed modules for scion.
parameters of ResNet-50. Thats why MGN has too
many parameters. According to above analysis, most
of the parameters in ResNet-50 come from res conv4x
and res conv5x, while the number of parameters in first
three stages is only 1.445M. At this point, we should re-
move res conv4x and res conv5x for saving parameters.
So the rootstock is composed of the first three stages of
ResNet-50. According to our experiments, we also find
the first three stages have much better performance than
the first two stages, with tolerable number of increased
parameters. So the rootstock of grafted network is the
first three stages of ResNet-50.
After rootstock is decided, scion can be selected
from the existing light-weighted networks, such as
SqueezeNet [2], MobileNet [3], ShuffleNet [4]. To graft
rootstock and scion, we need to do some modifications
to affine both of them. For simplicity, we directly mod-
ify the structure of the latter stages of the existing light-
weighted networks. The details of the scion are pre-
sented in section 3.2. Through grafting technique, the
model size can be compressed by grafting the former
stages of ResNet-50 and the latter stages of a lighted-
weighted network.
3.1. Architecture
Figure 2 shows the architecture of our proposed
GraftedNet, which is consists of four parts, Rootstock,
Scion, Reduction and Objective.
Rootstock: The rootstock of GraftedNet consists of
res conv1x, res conv2x and res conv3x of ResNet-50.
It inputs a person image and outputs a set of fea-
ture maps, which provides the low-level information
to Scion. It has low computational cost, with is only
1.445M parameters. Especially, it provides very effec-
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Figure 2: The architecture of our proposed GraftedNet. Rootstock is consist of the first three stages of ResNet-50, while Scion is composed of new
designed modules based on the fire block, which is consists of squeeze and expansion operations. Reduction is used for extracting joint multi-level
and part-based feature with low dimension. Objective is used for supervised learning.
tive feature maps when the parameter is initialized by
ImageNet pre-trained model.
Scion: It composed of two new designed modules,
fire conv4x and fire conv5x. The two modules are de-
signed based on the fire block, which consists of the
squeeze and expansion operations. The details of the
two modules are presented in the section 3.2.
Reduction: The output of fire conv5x (fire conv4x) is
768-channels (512-channels) feature map. After global
average pooling (GAP) operation, the reserved fea-
ture is a 768-dims (512-dims) vector. To represent a
person effectively, we decrease the feature to a low-
dimensional space. Reduction is composed of a 1×1
group convolution, followed by a batch normalization
and a leaky ReLU with the negative slope of 0.1. It
reduces feature from 768-dims(512-dims) to 256-dims,
which is only the 1/3 (1/2) of the original dimension.
Furthermore, group convolution is used to decrease the
parameters of Reduction. When we set the number of
group as 8 in group convolution, the parameters can be
reduced by 1.491M with a degradation of mAP less than
one percent. The details can be found in section 4.4.3.
Objective: The objective is set at multiple high-level
layers of GraftedNet. It comes from the outputs of
fire conv4f, fire conv5a, fire conv5b, fire conv5c. Spe-
cially, inspired by MGN [12], we divide the feature
maps of fire conv5c into different parts vertically. The
division has one part, two parts and three parts. For each
feature produced by Reduction, we use a 1×1 convolu-
tion to transform the 256-dims feature into the number
of person identities. The 9 softmax log-loss objectives
are jointly used for classification.
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Figure 3: The architecture of the designed scion.
3.2. The Designed Scion
To better fit the rootstock, we design the scion accord-
ing to the structure of stage 4 and stage 5 of ResNet-50.
The detail of the structure is shown in Figure 3.
Note that we add the skip-connection to all layers
which have the same output size with the former layer.
This can promote the performance greatly. To connect
with the rootstock, the channels of the fire conv4a is
512, while the planes of squeeze operation is 64 for
compress parameters, and the planes of expand oper-
ation 1×1 and 3×3 is 256 for the same channels. In
fire conv5x, the channels is 768, and the planes of
squeeze operation is 128, and the planes of expand op-
eration 1×1 and 3×3 is 384 for the same channels. After
fire conv4a and fire conv5a, we add a max-pooling op-
eration with the kernel of size 3 and stride 2 to reduce
the size of the feature maps.
3.3. Joint Multi-level and Part-based Feature
According to the part-based models, such as PCB-
RPP [13], the features extracted from local area of a per-
son image has a strong ability to boost the accuracy for
person re-ID. So we introduce the part-based features,
but with the multi-scale description of the output feature
map of res conv5c. The multi-scale idea is very similar
to MGN [12], but just for the same feature map, not for
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different feature maps of three branches. In addition,
inspired by GoogleNet [14], we set multiple objectives
at multiple high-level layers. It is different from the ex-
isting methods, which always extract features from the
output of res conv5c in ResNet-50. Except res conv5c,
we extract the features from the layers of fire conv4f,
fire conv5a, fire conv5b in GraftedNet. As a result, we
get 9 features in total. For training and testing, we adopt
Reduction to extract the low-dimensional features from
the high-dimensional feature maps. The dimension of
the output of fire conv4f is H ×W × 1024, where H and
W refers the height and width of the tensor of the fea-
ture maps. The dimension of the output of fire conv5a,
fire conv5b and fire conv5c is H ×W × 2048.
In training, the processing of Reduction is first to ob-
tain a 1×1×1024(2048) feature vector by the global av-
erage pooling operation. Then, we use the linear trans-
formation to compress the feature form a high dimen-
sion to a low dimension, which is a relative same value.
Finally, we use a softmax log-loss to supervise the train-
ing of the GraftedNet.
If we have a batch of person images{Ii}Bi=1, the cor-
responding feature fk(Ii) can be obtained from the k-th
Reduction. The softmax log-loss is then computed from
feature fk(Ii) and its truth label yi. Each objective corre-
sponds to one loss, which has the form of:
Lkso f tmax = −
B∑
i=1
log
exp((Wkyi )
T fk(Ii) + bkyi )∑C
j=1 exp((Wkj)
T fk(Ii) + b jk)
(1)
where B is the mini-batch size, C is the number of
classes, and Wkj and b
k
j are the parameters of the k-th
objective to learn.
The classification joint objective is the summation of
all 9 objectives,
L joint =
9∑
k=1
Lkso f tmax (2)
In testing, given a query or gallery person image It, its
representation can be obtained by concatenating the 9
features fk(It), k = 1, 2, ..., 9
f(It) = [f1(It), f2(It), ..., f9(It)] (3)
In practice, the features can be directly extracted from
Reduction. So the objective can be removed to save pa-
rameters and computation.
3.4. Accompanying Learning
Accompanying learning is simple but effective. In ex-
periments, we find that GraftedNet shows low accuracy
Lsoftmax
Lsoftmax
Accompanying Branch
GraftedNet
res_conv1x ~ 3x fire_conv4x ~ 5x
res_conv4x ~ 5x
Figure 4: The architecture of GraftedNet with accompanying branch.
when we directly train it. To tackle this problem, we
add another accompanying branch, which is composed
of res conv4x and res conv5x of ResNet50, shown in
Figure 4.
As a result, except for Rootstock, both accompanying
branch and Scion are trained for re-ID, but accompany-
ing branch is initialized with the ImageNet pre-trained
parameter, while Scion is initialized with random pa-
rameters. Accompanying branch and Scion, just as a
senior and a freshman, are learning the same classifi-
cation task. According to the architecture of Grafted-
Net, the senior and the freshman have the same base-
line knowledge, the output of Rootstock. However, the
senior has more prior knowledge, which comes from
the ImageNets pre-trained parameter, while the fresh-
man has only random knowledge. When they learn the
task at same time, both of them can update Rootstock.
As the senior has more prior knowledge, so it can help
the freshman to achieve better performance, especially
when the freshman has no prior knowledge. In prac-
tice, the learning rate of Rootstock and accompanying
branch is smaller than that of Scion. The reason is that
the freshman (Scion) has better learning ability than the
seniors (Rootstock and accompanying branch).
4. Experiments
4.1. Datasets
Experiments are conducted on three public datasets,
including Market1501 [15], DukeMTMC-reID [16],
CUHK03 [17]. The Market1501 dataset is collected
in Tsinghua University. It contains 32668 annotated
bounding boxes of 1501 identities, among which 751
identities of 12936 images for training, and 3368 query
images of 750 identities and 19732 gallery images of
corresponding identities and clutter and background
for testing. The DukeMTMC-reID is a subset of the
DukeMTMC dataset. It consists of 16522 images of
5
702 identities for training and 2228 query images of the
other 702 identities and 17661 gallery images (includ-
ing 702 identities and 408 distractors). The CUHK03
dataset is collected from cameras in CUHK campus.
There are 7365 training images of 707 identities and
1400 query images of other 700 identities and 5332
gallery images of corresponding 700 identities. For
Market1501 and DukeMTMC-reID, we use the standard
evaluation protocol [15], while we use the new training
and testing protocol for CUHK03 [18].
4.2. Implementation
For training, we resize the input image to 384×192.
Data augmentation includes random cropping, horizon-
tal flipping and random erasing [19]. The parameters
in Rootstock and accompanying branch are initialized
by the parameters of ImageNet pre-trained ResNet-50
model. Other parameters in GraftedNet are initialized
by the ‘arxiver’ method [1]. The mini-batch size of
training is 32, and the examples are shuffled randomly.
The SGD optimizer is used with momentum 0.9. The
weight decay factor is set to 0.0005. The total train-
ing has 80 epochs. The learning rate of the parameters
in Rootstock and accompanying branch is initialized to
0.01, and the learning rate of the parameters in designed
fire modules, Reduction and Objective are initialized to
0.1 for faster convergence. The learning rate decays by
a factor of 0.1 at 40 and 60 epochs.
For testing, we average the features extracted from an
original image and its horizontal flipped one as the fi-
nal feature. The cosine similarity is used for evaluating.
Our model is implemented on Pytorch framework. It
takes about 4 hours for training on Market1501 dataset
with one GTX 1080Ti GPU. To compare the perfor-
mance of different methods, the two public evaluation
metrics, CMC and mean Average Precision (mAP), are
used. In all experiments, we use the single query mode
and report the CMC at rank-1, rank-5, rank-10 and rank-
20, and mAP [15].
4.3. Comparison with State-of-the-art Methods
To evaluate the performance of GraftedNet, we com-
pare it with the state-of-the-art methods, such as IDE
model [20], PAN [21], SVDNet [22], TriNet [23],
PL-Net [24], DaRe [25], SAG [26], MLFN [27],
HA-CNN [28], DuATM [29], PCB [13] DeepPer-
son [30], Fusion [31], SphereReID [32], SPreID [33]
and MGN [12]. Results in details are presented in
Table 1, where the results of light-weighted models,
SqueezeNet [2], MobileNetV2 [7], ShuffleNet [4], are
shown separately from other methods.
Figure 5: Examples retrieved by GraftedNet on Market1501
From Table 1, we can find that our GraftedNet
achieved 93.0% in Rank-1 and 81.6% in mAP on Mar-
ket1501, achieved 85.3% in Rank-1 and 74.7% in mAP
on DukeMTMC-reID, and achieved 76.2% in Rank-1
and 71.6% in mAP on CUHK03. The result achieved
by our GraftedNet surpasses most of the existing meth-
ods. Comparing with the widely used baseline, the
IDE model, GraftedNet exceeds it with a large margin.
Comparing with part-based models, PCB+RPP, Graft-
edNet has a comparative performance. Although there
is a gap between GraftedNet and MGN, our GraftedNet
has a small model size and little computation. Com-
paring with light-weighted models, SqueezeNet, Shuf-
fleNet and MobileNetV2, our model has much better
performance than them.
There is a gap between our GraftedNet and MGN,
mainly because MGN uses multiple independent
branches and effective triplet loss to learn more discrim-
inative features. However, our model has 4.6M parame-
ters, while MGN has 68.8M parameters.
In order to show the effect of this method intuitively,
four query pedestrians are randomly selected from the
Market1501 and the results of the first 10 rankings are
returned, as shown in Figure 5. Four pedestrian images
are listed in the first column, and the first 10 results are
listed from the second column to the eleventh column.
In the return results, the green border is the correct result
and the red border is the wrong result.
From Figure 5, it can be found that there are large
changes in perspective, posture and size between the re-
sults of the four queries and the query pedestrian im-
ages. The first query has the first 10 results with the
same ID. The second query has a blurred image of
pedestrian, but still returns 9 correct results. The sev-
enth result is an error, which is an interference image
in the database. The third query has similar results as
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Table 1: Comparison with state-of-the-art methods.
Market Duke CUHK
Methods mAP Rank1 mAP Rank1 mAP Rank1
IDE [20] 50.7% 75.6% 45.0% 65.2% 19.7% 21.3%
PAN [21] 63.4% 82.8% 51.5% 71.6% 34.0% 36.3%
SVDNet [22] 62.1% 82.3% 56.8% 76.7% 37.3% 41.5%
TriNet [23] 69.1% 84.9% – – 50.7% 55.5%
PL-Net [24] 69.3% 88.2% – – – –
DaRe(R) [25] 69.3% 86.4% 57.4% 75.2% 51.3% 55.1%
DaRe(De) [25] 69.9% 86.0% 56.3% 74.5% 50.1% 54.3%
SAG [26] 73.9% 90.2% 60.9% 79.9% – –
MLFN [27] 74.3% 90.0% 62.8% 81.0% 47.8% 52.8%
HA-CNN [28] 75.5% 91.2% 63.8% 80.5% 38.6% 41.7%
DuATM [29] 76.6% 91.4% 64.6% 81.8% – –
PCB [13] 77.4% 92.3% 66.1% 81.7% 53.2% 59.7%
PCB+RPP [13] 81.6% 93.8% 69.2% 83.3% 57.5% 63.7%
DeepPerson [30] 79.6% 92.3% 64.8% 80.9% – –
Fusion [31] 79.1% 92.1% 64.8% 80.4% – –
SphereReID [32] 83.6% 94.4% 68.5% 83.9% – –
SPreID [33] 83.4% 93.7% 73.3% 86.0% – –
MGN [12] 86.9% 95.7% 78.4% 88.7% 66.0% 66.8%
SqueezeNet [2] 65.8% 85.0% 54.3% 72.4% 37.7% 42.4%
ShuffleNet [4] 71.6% 88.9% 60.4% 78.0% 43.5% 49.1%
MobileNetV2 [7] 73.6% 88.2% 61.0% 77.9% 52.4% 57.9%
GraftedNet 81.6% 93.0% 74.7% 85.3% 71.6% 76.2%
the second, but the returned results are very different in
perspective. The sixth result is also an interference im-
age in the database. The last query has two incorrect re-
sults, of which the eighth result is the interference image
in the database, and the ninth result is another person
in database. Generally speaking, although GraftedNet
just has 4.6M in model size, it has 98.34% in Rank-10,
which is a very effective accuracy for person re-ID.
4.4. Components Analysis
In following analysis, we define GraftedNet as our
Baseline, and perform an ablation study to demonstrate
the effectiveness of joint multi-level and part-based fea-
ture and the accompanying learning. Besides, we also
present that the group convolution used in Reduction
can reduce the parameters greatly with a very little
degradation of effectiveness.
4.4.1. Joint Multi-level and Part-based Feature
To further analyze the contributions of the multi-
level feature and the part-based feature, we reduce
them one by one. Firstly, we remove the multi-level
feature, and only extract the part-based feature from
fire conv5c. We note this as ‘-MF’. Then we remove
the part-based feature, and only extract features from
fire conv4f, fire conv5a, fire conv5b and fire conv5c
and concatenate as the final feature. We note this as ‘-
PF’. Finally, we remove both the multi-level feature and
the part-based feature, and only extract a global feature
from fire conv5c. We note this as ‘-MF-PF’. The evalu-
ated results are showed in Table 2. Note that group con-
volution is used in Reduction and accompanying learn-
ing is also used for fair comparison.
From Table 2, we can find that mAP and Rank-1
have dropped from 81.58% and 93.02% to 74.27% and
89.88% without the multi-level feature. When the part-
based feature is removed, mAP and Rank-1 have a drop
of 9.44% and 5.02% respectively. When both removed,
there is a huge drop of 14.39% in mAP and 7.95% in
Rank-1. These results demonstrate the contribution of
joint multi-level feature and part-based feature.
4.4.2. Accompanying Learning
In order to further analysis the influence of the ac-
companying learning, we compare the results of Graft-
edNet with/without accompanying learning. Table 2
shows the results, where ‘-AL’ means training with-
out accompanying learning. Note that the parameters
in Rootstock are initialized by the ImageNet pre-trained
parameters, while other parameters are initialized by
‘arxiver’ method.
From Table 2, we can find that GraftedNet without
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Table 2: Component analysis on Market1501.
Methods mAP Rank1 Rank5 Rank10 Rank20 Params
GraftedNet 81.58% 93.02% 97.27% 98.34% 98.81% –
GraftedNet(-MF) 74.27% 89.88% 96.35% 97.71% 98.49% –
GraftedNet(-PF) 72.14% 88.00% 94.83% 96.76% 97.83% –
GraftedNet(-MF-PF) 67.19% 85.07% 94.45% 96.44% 97.83% –
GraftedNet(-AL) 78.28% 91.24% 96.62% 97.86% 98.52% –
GraftedNet (g=8) 81.58% 93.02% 97.27% 98.34% 98.81% 0.218M
GraftedNet (g=4) 81.63% 93.14% 97.27% 98.34% 98.90% 0.431M
GraftedNet (g=1) 82.01% 92.87% 97.42% 98.40% 98.84% 1.709M
accompanying learning has a drop of 3.30% in mAP and
1.78% in Rank-1. This comparison demonstrates the
effectiveness of accompanying learning for GraftedNet.
4.4.3. Group Convolution
In experiments, we find that group convolution can
further reduce the parameters. For Reduction, it has
been repeated 9 times when joint multi-level and part-
based feature is extracted. So it has 1.709M parameters
in total. To reduce the parameters, we explore differ-
ent group size to get a balance between accuracy and
the number of parameters. The results with the number
of group g (g = {8, 4, 1}) are shown in Table 2, where
‘Params’ means the number of parameters only in Re-
duction.
From Table 2, we can find that when GraftedNet of
g = 8 reduces the size from 1.709M to 0.218M, with
several times reduction. Meanwhile, there is a very lit-
tle drop of the performance. As a result, group con-
volution is an effective strategy for compressing model
while maintaining accuracy.
4.5. Memory and Computation Analysis
In order to compare with the existing light-weighted
models, such as SqueezeNet [2]1, MobileNetV2 [7]2,
ShuffleNet [4]3, we presents the results of these mod-
els with fine-tuning on Market1501 in Table 3, where
‘Params’ means the number of parameters in the corre-
sponding models, and ‘Times’ means the computation
cost (mini-seconds) of each image in testing. Besides,
we also present the performance of original ResNet50.
The comparison is conducted on a workstation with 16
Intel Xeon CPU (3.50GHz).
From Table 3, we can find that GraftedNet sacrifices
amount of computation and storage costs to achieve
1https://github.com/pytorch/vision/tree/master/torchvision/models
2https://github.com/tonylins/pytorch-mobilenet-v2
3https://github.com/KaiyangZhou/deep-person-
reid/blob/master/torchreid/models/
Table 3: Memory and computation analysis on Market1501.
Methods Rank-1 mAP Params Time
SqueezeNet 85.04% 65.82% 1.05M 44.92ms
ShuffleNet 88.87% 71.63% 1.34M 49.33ms
MobileNetV2 88.15% 73.64% 2.75M 106.17ms
ResNet50 91.83% 78.67% 24.23M 408.64ms
GraftedNet 93.02% 81.58% 4.60M 268.57ms
better performance, comparing with the three light-
weighted models. However, compared with original
ResNet-50, GraftedNet has better performance with less
computation and smaller model size.
5. Conclusion
In this paper, we propose a novel light-weighted
and high-accuracy grafted network (GraftedNet), which
achieves better performance than the original ResNet-
50 model, with only 4.6M parameters. A joint multi-
level and part-based feature is proposed for describing
each person image. To train the network, an accompa-
nying learning branch is proposed and can be removed
in testing for saving parameters. The effectiveness of
GraftedNet has been evaluated and related components
are compared and analyzed on the public datasets. Com-
pared with existing light-weighted networks, our Graft-
edNet achieves much better performance. In the further,
we plan to add attention mechanism to our GratfedNet,
such as the Squeeze-and-Excitation (SE) module [34],
to further improve the performance.
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